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In this paper we present a system of coupled stochastic infinite dimensional dif- 
ferential equations of Zakai type which describes the evolution of the unnormalized 
(conditional) density of a conditional Markov process. This generalizes the non- 
linear filtering equation of Zakai. 4” 1986 Academic Press, Inc 
1. INTRODUCTION 
During the last two decades, much attention has been focused on the 
study of nonlinear filtering problems of continuous as well as jump 
processes [5, 10, 12, 13, 14, 151. In 1967 Kushner [lo] obtained the first 
nonlinear stochastic partial differential equation for the conditional density 
of contiuous processes with continuous observations. After this pioneering 
work of Kushner, Zakai [S] obtained a linear stochastic partial differential 
equation for the unnormalized density using the well-known Girsanov 
transformation. The results of Kushner and Zakai, for continuous 
processes, have been extended by Boel, Varaiya, and Wong [ 131 to cover 
general processes described by semi-martingales. They used martingale 
theoretic approach and Girsanov-type transformation to derive a recursive 
filter for jump processes with discontinuous observations. These results are 
very general and consequently very abstract in nature. On the other hand, 
in [12] the authors used a more direct approach (rather than the mar- 
tingale approach) and Radon-Nikodym derivative (see [ 163) to derive a 
Zakai-type equation for the unnormalized conditional density for con- 
tinuous (as well as jump) processes with discontinuous observation 
processes. In fact the filter equations obtained in [ 12, 131 cover those given 
by Shiryayev [7], Bremaud [14], Pardoux [15], and others for point 
processes. 
0022-247X/86 $3.00 
Copyright 0 1986 by Academic Press, Inc. 
All rights of reproductmn in any form reserved 
76 
IT0 DIFFERENTIAL EQUATIONS 77 
In this paper we consider the filtering problem of stochastic processes 
governed by a class of nonlinear stochastic differential equations with drift 
and diffusion parameters perturbed by a temporally homogeneous Markov 
chain. The observation process (continuous) is assumed to be governed by 
an Ito differential equation with parameters dependent only on the state of 
the system. We use Girsanov transformation and similar approach as in 
[12] to derive filter equations for the cases where the drift and diffusion 
terms are perturbed by either a Markov chain or a periodically observable 
Markov chain or a deterministic processes (giving the original Zakai 
equations). 
The paper is organized as follows: Section 2, formulation of the filtering 
problem; Section 3, A coupled system of stochastic integral equations for 
the unnormalized density; Section 4, a coupled system of stochastic partial 
differential equations of Zakai-type for the unnormalized density; and Sec- 
tion 5, examples of possible application. 
2. FORMULATION OF FILTERING PROBLEM, 
ASSUMPTIONS, AND NOTATIONS 
We consider the filtering problem for the process {x,; t > 0) governed by 
the stochastic evolution equation 
dx, =4x,, i,) dt + Nxt, it) dw,, (1) 
with initial states x0, I&, where the drift and the dispersion parameters 
(a, b} are perturbed by a temporally homogeneous continuous time finite 
state Markov chain { [,; t > O}. 
The observation processes { y,; t b 0} is assumed to be governed by the 
following stochastic differential equation 
dy, = h(x,) dt + dl’, 
Y(O) = 0, 
(2) 
where W, x, and a take values in R”; V, y, and h are scalars; b takes values 
from the space of (n x n) matrices and [ takes values from a finite set 
c - (e,,..., e,>. It is assumed that all the random processes and vectors 
described above are defined on a complete probability space {Q,, BO, PO). 
Further, we assume that { W,, V, ; t > 0} are independent (n + 1 )-dimen- 
sional standard Wiener processes defined on (&,, c?&,, P,) and independent 
of the initial states (x0, [,f. The transition probability matrix of the 
process {i,; t 2 0} is defined by S(t) = {s,(t), t > 0; i, j = l,..., N} with 
infinitesimal transition rates {A;,;; i, j= 1, 2,..., N) given by 
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(3) 
=lim S,(t)- 1 i= j. 
t10 t 
The parameters {&} satisfy the properties 
Cpl) Cj+iIZ,,j+12i,r=0, 
(P2) &,>O for i# j. 
A similar class of systems governed by differential equations of the form 
(1) was considered in the literature [2, 3, 111, where the authors dealt with 
optimal control problems giving existence theorems for optimal controls 
and the necessary conditions of optimality. Stochastic evolution equations 
on infinite dimensional spaces with random operator valued coefficients 
perturbed by Markov chain was also considered in control problem [ 11. In 
this paper we are interested in the filtering problem which consists of 
estimating x, or any function of x, given the observation { y,; s > t}. Note 
that the process {xl; t 20) is not a Markov process, however 
(x,, [,; t>O} is a Markov process. 
For the derivation of the filter equation we need the following notations 
and assumptions. 
Notations. We use a(. . .) to denote the a-field generated by any random 
process (. ..). Let 6I(R”) denote the Bore1 field of subsets of R” and 
define [A= ([,;s<t}, a(5b)-o{[,, s<t), o(x~)=a{x,;s<t}, a(g))= 
G( y,; s 6 t}, a(~,) E a{~,}, and 9 = a(<:, WC, V,‘) v c(xo) c go. Let 
{e; t > 0} be an increasing family of sub-o-fields contained in 9 such that 
for each t E R, = [IO, co), cl, xI, and y, are &measurable. Let Q denote the 
space of continuous functions on R. with values in R”+ ’ and let &’ denote 
the Bore1 o-algebra on 52. We denote by D(R,, C), the space of right con- 
tinuous functions on R,, with values in C, having left-hand limits. 
Assumptions. (Al) F or every e EC the function x + a(x, e) satisfies 
(uniformly with respect o x) Lipschitz and growth conditions on R” with 
Lipschitz constant independent of e. 
(A2) For every e E C the matrix) function x + b(x, e) satisfies 
uniform Lipschitz and growth conditions on R” with Lipschitz constant 
again independent of e. 
(A3) The functions (a/ax;) ai(x, e), (~/~x,)(bb’),(x, e), and 
(a2/8xi 8xj)(bb’)Jx, e); i, j = 1, 2,..., n, are bounded and satisfy Holder con- 
dition on R” uniformly in e E C. 
(A4) The a-field ~((6) is right-continuous independent of the Wiener 
processes W, and V, and the initial state x0. 
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Given any f~ C(R”), with C denoting the space of all continuous 
functions on R”, our main goal is to obtain the optimal estimate (in the 
mean square sense) of the process f(x,) given cr( ~6). The solution of this 
(filtering) problem is well known and is given by 
.L=W(x,) I eYtJj. (4) 
In this paper we will compute the above conditional expectation for the 
following cases: 
Case (i). The process {[,; t> 0} is a Markov chain with transition 
matrix S(t) and infinitesimal (transition) rates Ai,j satisfying (Pl)-(P2). 
Case (ii). The process [ E D( R, ; ,E) is deterministic. 
Case (iii). The process (i,; t Z 0) is a Markov chain periodically obser- 
vable. For example, during the intervals (tj, ti+ ,I; i=O, 2,4,..., the process 
{, is observed and during the intervals (ti, ti+l]; i= 1, 3, 5,..., no 
measurement of < is available and hence the estimate f, of f(x,) must be 
based on its a priori statistical information and the observed process 
(.YJd+ 
We use the approach involving absolute continuity of measures to derive 
a system of stochastic differential equations of Zakai type for the unnor- 
malized conditional density of x, from which (4) can be computed. We 
present a complete derivation of the filter equation for Case (i). The filter 
equations corresponding to Cases (ii) and (iii) are easily obtained from 
that of Case (i) as described in Remarks 1 and 2. 
3. STOCHASTIC INTEGRAL EQUATION 
FOR THE UNNORMALIZED DENSITY 
Let p1 and p2 be the measures induced on the canonical sample space 
(Sz, d) by systems (1 ), (2) and ( 1 ), (2’), respectively, where (2’) equals (2) 
with h s 0. For each t E R,, define 
(5) 
where 
I ’ h2(x,) ds < cc P,-a.s. 0 
It is known [93 that if EZ,= 1, the process { W,, y,; t >O} is a Wiener 
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process on the probability space (Sz, d, p2) with respect to the current of 
a-fields 3$, where 
and 
for any G-measurable random variable y, G c d. 
For any real valued continuous functionf on R”, the conditional expec- 
tation (4) can be written as 
Jq,{f(xJ I fJMJ) =E,,,{E,,,{f(x,)la(i,, Ym~(Y~)~~ (6) 
where EC,, denotes the expectation with respect to the measure pr. Using 
the fact that the measures pL1 and cl2 are absolutely continuous with respect 
to each other it follows from (5’) and Baye’s formula that 
where EC,, denotes the expectation with respect o the measure pz. Define 
and 
Q,,(t, dx) = pr{x, E dx I di,)), 
where 2,, is a( &)-measurable given x, and [,. Note that the measure Q,, is 
well defined since 
Q,(~,~)~prjx~~I.li,=e~}=J~~~rrx~~~lC=~}(dv~(a)), (8) 
where vc is the measure induced by the process {cl; t > 0) on the Bore1 
subsets of D(R,,; C) and Ak - {c E D: [, = ek}. 
Taking the indicator function C, forf, r~ %3( R”), and using the indepen- 
dence of the a-fields a(xi) and a( ~6) under ,r~~, it follows from (7), Fubini’s 
theorem, and the above definitions that 
Pk(t,rla(y~))~pr(x,Erli,=e,;a(y~)j= Jr Z,(t, xl Q/At, dx) f,v -%k xl Q/At, dx)’ 
(9) 
for each tER,, l<k<N. 
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THEOREM 1 (stochastic integral equation for 2,). The process 
{zk; 1 <k < N} satisfies the following system of stochastic integral 
equations 
Zkk Y) = 1 + j’ f j as9 ?) h(rl) P,,s(Y , ek; 4, e,) &, (10) 
o/,1 R” 
and 
+ js’ ,gl jRn zd6 rl) h(v) f’,& ek i 4, ed 4, (11) 
for (t, y) E R. x R”; 1 < k d N, where P,,,(y, ek; dv, e,) denotes the backward 
transition probability pr { x, E dq, [, = e, 1 x, = y, [, = e,}, s < t, of the 
e-Markou process {(x,, [,); t~0). 
ProoJ: Applying Ito’s formula to (5) we have 
Thus 
Z, = 1 + j-’ Z,h(x,) dy,. 
0 
(12) 
w-a 4x,, i,, Y# 
= 2,,(t, x,) = 1 + E@) Zsh(x,) dy, I 4xt, it, Y;) 
= 1 + ; ~,,,PXxJl4x,~ L ~3) 4,. s (13) 
Using the independence of the o-fields 0(x;, c;) and C( y;) under p2, and 
the fact that (x!, c,) is an S$-Markov process, it follows that a(~;, c;, y;) 
and O{ y, - y,; s < 0 6 t} are independent given 0(x,, [,, y;). Therefore, it 
follows from (13) that 
p,,(t, xt) = 1 + j; E,,,{Z&A 14x,, i,, ~8)) dy, 
= 1 + j; J%,&,~ZsI 4x0 i-m x,9 L Y3) 
xh(xs)ldx,, it, ~3) dy,. (14) 
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By the Markov property of (x,, i,; z) and the independence of a(~;, (6) 
and a( y;) under p2, it follows that (T(x;, ii, y;) and ~(x,, [,) are indepen- 
dent given 0(x,, c,, y;). Thus 
From (14), (15), and the independence of a(~;, [A) and o( &) under p2, it 
follows by Fubini’s theorem and the definition of P,,3 that 
which is Eq. (10). Similar arguments can be used to derive Eq. (11). This 
completes the proof. 1 
On the basis of the above Theorem we now derive a system of coupled 
stochastic integral equations for the unnormalized density (see Eq. (9)) 
from which a Zakai-type equation can be obtained. In the sequel we need 
the semigroups generated by the process (xt, [,; Yj}. Let $ be any boun- 
ded measurable function on R” x C and let { T,,,; s d t } denote the 
(backward) semigroup given by [2, p. 621: 
(T,,,~)(vl~ er) = E{ICl(x,, i,) I x, = rll is = e,>. 
Let P,,,(?, e,; r, ek) = pr{X, E f, i, = ek 1 x, = 9, t, = e/j, ? E R”, r~ a(R”), 
e,, ekEC, be the kernel corresponding to T,,, so that 
U’&)h 4 = f 1 Ic/bs ek) Uvl , ei; & ekh (16) 
satisfying 
and 
for all $(., e,) E C,(R”), I= 1, 2 ,..., N, where CJR”) is the space of all con- 
tinuous bounded functions on R”. One can easily verify that the 
infinitesimal generator corresponding to the semigroup {T,,,; s Q t } is given 
by CT P. 631 
(17) 
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(x, e,) E R” x Z, where Ic/,Jx) = Ii/(x, ek) and (A$),(x) E (,4$)(x, e,) E 
C1= 1 4x, er) $,&, e,) + 1 C;j= 1 (W&x, eJ Il/x,,(x, eJ. Suppose for each 
rtER”, e/, ek E 2, and 0 Q s < t, the measure r+ P,,,(q, e,; r, ek) is 
absolutely continuous with respect o Lebesgue measure on R” admitting a 
density so that 
for each TEW(R”). For each t 30 let v, denote the measure induced by 
(x1, c,) on W(R” x 2) and suppose for each elE C, the measure 
E-t v,(E, e,), EE$QR”), is absolutely continuous with respect to the 
Lebesgue measure admitting a density fl,(q, el) so that 
v,(E, ec) = 5 B,(c el) & E 
For notational convenience, from now on, we shall use fiI( t, q) to denote 
P,(q, et). Define 
(cJP)kk Y) = 7 jR” Ps,,(% e/i I’, ek) b,h 4’) 4 (18) 
where Tz, is the semigroup corresponding to the forward Kolmogorov 
operator Y* of the process { (xt, c,); t 2 O}. Note that 9* is the formal 
adjoint of the operator 2’ (see (17)). One can readily verify that the 
semigroup T$ satisfies the property 
(i), (T:rh(t, Y) = (T$d%(h Y) + j;A*(T;,,PML y) dr 
+c, j;L,dTtrBM~, Y) d7 (19) 
for all 0 <S < 19 d t. Let H denote the family of functions (p} = (b(y, ek) E 
Bk(Y), y E R”, ek E C} satisfying the integrability condition 
and suppose there exists a constant A4 > 0 such that 
(ii), j, jRa [(T%f)k(X)12 d-x< M f j f:(x) dx, 
k=, IT” 
for allfEH, O<s<t<co. 
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COROLLARY 1. Suppose for each r] E R”, ek, e, E .Z, the measure 
T+ P,,,(n, e,; I’, e,), s < t, is absolutely continuous with respect o Lebesgue 
measure admitting the density y -+ pJn, e,; y, ek) and the semigroup Tz, 
satisfy properties (i),-(ii),. Then r -+ PJt, r( a( y;)), t > 0 (see Eq. (9)) is 
also absolutely continuous with respect o Lebesgue measure admitting a den- 
sity pk(t, y 1 a( ~6)) and that 
(20) 
for k = 1,2 ,..., N, where { rjk; k = 1, 2 ,..., N} satisfies the following system of 
coupled stochastic integral equations: 
d/At, Y) = q/At, Y) + s,’ (Ti+24h)h(t, Y) dys, 1 $kdN, (21) 
and 
d/At, Y)= (T:r&k(t, Y)+[’ V&(@Mt, Y)~YO, 1 <k<N, (21’) s 
almost surely (as.), where qk is the density corresponding to the measure Qk 
(see Eq. (8)) and Tz, isgiuen by (18), (t,y)E(R,xR”). 
Proof Let Q, denote the initial distribution of {x0} and o(t) the 
probability distribution of [, (on Z) for t b 0. Then one can verify that the 
measure Qk( t, r) (see Eq. (8)) is given by 
Qk(t, 0 = /;, z jRn P&, e,; r, ek) Qddz). 
k 
Since by assumption the measure r+ P,,,(z, e,; r, ek) is absolutely con- 
tinuous with respect o Lebesgue measure, it is clear that Qk(t, .) admits a 
density qk( t, .) so that 
Qk(tT r) = jr qk@? 7) & 
for rc g(F). Therefore, it follows from (9) that the measure 
r+ Pk(t, TJ a( ~6)) is also absolutely continuous with respect to Lebesgue 
measure and hence it admits a density which we denote by pk(t, y 1 a( ~6)). 
Defining qdk(t, y) = pk(t, y) qk(t, y) and using (9) one obtains Eq. (20). Mul- 
tiplying (10) and (11) by qk(t, y) we have 
bktt, 7) = qk(6 Y) + j; ,g, .F,” %C rl) h(v) p,,s(Y, ek; dc e,) qk(h Y) &s> 
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and 
4$(4 Y)= 2 { as, ?) ~t,s(Y ) ek; 4, el) qk(& Y) 
1=1 R” 
t N 
+ 
scs 
z,(& v) h(v) pt,~(y? ek; & e,) qk(h Y) &o. 
s 1=1 R” 
Using (18) and the duality 
P&T ek; “?T er) qktt, Y) dr = I-‘,,,(% e/L Y, ek) q/b, ?) 4, 
s Q t, it follows from the above expression that 
bktf> Y) = qktf> 7) + j-i $, I, +I(% V) h(V) Ps,,(?, ek; Y, e,) 4 4, 
= qk(l, Y) + 1; tT,*,(@))k(6 I’) 4x> 
= tT:,ti)kft, Y) + jr (T&(@))k(t, ?) dye. 
s 
This completes the proof. 1 
Remarks on the Existence of Solution of (21’). Let Co(R”) denote the 
space of all continuous functions on R” having compact support. Let 
f(., ek) =fk(‘) 15 C,,(R”) for all ek E C, and define 
n,(f) = 2 1 dktt> x)fkb) dx. 
k-1 R” 
Multiplying (21’) by fk(‘)E C,(R”); k= 1, 2,..., N, and summing over 
R” x 2, we obtain 
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Using Fubini’s theorem to interchange the order of integration and sum- 
mation, we have 
n,(f) = ,g, c,” kc, IRn 4,(% I?) Px,,(% e/i A fk)fk(X) dx 4 
+ [’ f [ 2 1 #de, ?I h(q) Pd’l , e,; x, ek) 
s I=1 Rnkcl R” 
x fk(x) dx 4 dye, 
and hence using (16) we obtain 
n,(f) = n,(Ts,,f) + j-’ d(To,,f). A) ho, 
s 
(22) 
for all fG (C,(Rn))N, where (Co(R”))N denotes N-copies of Co(W). It is 
clear that (22) is the weak form of (21’). The solution of this equation is a 
stochastic process with values in (M(R”))N, where M(W) denotes the space 
of finite Bore1 measures on R” furnished with the weak*-topology. The 
question of existence and uniqueness of solutions of Kurshner’s equation 
[lo] on M(S), was settled in a paper of Kunita [8] for S, a compact sub- 
set of R”. The method used by Kunita is the well-known Piccard 
approximation technique which can be used in the present case as well to 
prove the existence and uniqueness of solutions of (22). In case h E Cb(R”) 
the solution exists in the &-sense and E(rr,(f))* < co, for all TV [0, T] and 
f E Cb(R”). However, in case h is unbounded, the solution is not any more 
defined in the &-sense. In this case, the solution of Eq. (22) is only defined 
in the weak sense P,-almost surely and the equality holds for all f e C,( R”). 
In other words, the solution {n,} is a Radon measure valued random 
process. 
4. ZAKAI-TYPE EQUATION FOR THE 
UNNORMALIZED DENSITY 
In this section we use Eq. (21’) and the property (i), of the semigroup 
T:, to derive a system of coupled stochastic differential equations for the 
unnormalized density {#k; k = 1,2,..., N} from which the conditional 
expectation E,,,(f(x,) I~YA)I can be computed using the following 
relation 
= g @ktf) j/(X) Pk(t, X 1 dY;,)) dx, (23) 
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where q5,J t) = Ql,Jt, .) and for 0 6 z < t, 
@k(t)= f S,(t) @i(O)= f S;k(t-T) O,(T) 
i= 1 i=l 
and {S,(t); i, k = 1, 2 ,..., N} are the elements of the transition matrix S(t). 
THEOREM 2 (Zakai-type equation). Suppose that assumptions (Al)- 
(A4) hold and the semigroup Tz, satisfy properties (i),Y-(ii),. Let bk satisfy 
(21’), and a.s. the functions & and #kh, 1 <k < N, together with their first 
and second partial derivatives with respect to x E R”, are continuous, boun- 
ded, and satisfy a Holder condition on R”, untformly in t E R,. Then I$~ ;
1 <k < N, satisfies the following system of stochastic differential equations: 
dhc(t> x) = ((A *#)/At, xl + f L,,dm(t, 4) dt + 4,At, x) h(x) dy,, (24) \ rn=l / 
1 ,< k f N, a.s. (t, x) E (RO x R”). 
Proof From (19) and (21’) we have, 
(T:t#Mt, xl = MS, xl + j’ A*(T$lMe, xl de 
s 
+ j’ f L.k, (T:B~M@, xl de 
s m=l 
and 
h(R xl = (T$d),(K xl + jb%WMt xl dy,. 
s 
From (19) it follows that 
and hence taking the Ito integral with respect o y we have 
s ’ (T:,(d’h))k(t> xl &a s 
dy, + j’ j' A*(T,*(dh))k(Tt x) dT dy, s z 
m,k’ (T&(dh))m (~3 x) dz 4,. 
(25) 
(26) 
(27) 
(28) 
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Using (21’) in (28) we have 
Substituting the expressions (Tz,q4)k(t, x) from (25) into (29) we obtain 
From (26) and (30) it follows that 
tik(t, xl = d,h, x) + j' (A*4),(& x) de 
s 
(31) 
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Using similar arguments as in [S] one can show that 
and 
I,,, . (%(&)),(T x) dz dy,, 
and hence Eq. (3 1) reduces to 
+ j-’ (bh)ktaT x) dy,> 
s 
which is Eq. (24) in integral form. This completes the proof of Theorem 2. 
Remark 1 (Case (ii)). In Case (ii), where the process {[,; t 20) is 
deterministic and [, = qr with probability on (W.P.l), where q is a given 
element of D(R,; L’), Eq. (24) reduces to 
dat,(t, xl = W*61),(t, xl dt + (b%Jf, xl dy,. (32) 
This follows from the observation that 
~g(t)=prKS+I =ejlis=eil =~r,,qsSe,,qs+i7 
where b is the dirac measure. Using (3) and the fact that q is right con- 
tinuous we have 
,im &j(t) 
- = li,, = 0, 
t10 t 
for i #.j, 
and hence from (Pl), lj,j = 0 for i, j = 1,2 ,..., N. Therefore, Eq. (32) follows 
from (24) and consequently 
E,l,{f(XJ I 4Ya= (4,(t), f) = (4,0> .)> A-)) (4,Wl 1) (hJ(c .I, 1) 
Remark 2 (Case (iii)). In Case (iii) we have assumed that the process 
[, is a Markov chain which is observed during the time intervals (ti, r,+ 1]; 
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i = 0, 2, 4, 6 ,..., while no observation is possible during the intervals 
(t,, ti+ 1 J; i= 1, 3, 5, 7 ,... . In this case, using similar arguments as in 
Remark 1, we have for t~(t;, ti+l]; i=O, 2,4 ,..., and <;:+*-r], 
@,tt, x) = (A*$)&, x) dt + (W),(t, x) dy,, 
with 
titti2 x)= fJ om(ti-o) #mlti, x), i = 2, 4, 6 ,..., 
m=l (33) 
= *o(x)? i = 0, 
where tiO(.) is the distribution of the initial state x0 and #,(ti, x) is 
obtained form the solution of the following system of differential equations 
dhctt, xl = ((A*$),tt, xl + f L,hn(t~ xl) dt + (W),Ac xl &t> 
m=l (34) 
dc,(‘i, x, = ICltti, x)~ 
for t E (ri, ti+ r]; i= 1, 3, 5, 7 ,... 
Clearly, from Eqs. (23), (33), and (34) we have 
tE(ti, ti+,]; i=O, 2, 4 ,..., 
tE(tj, t,+l];i=l,3,5 ,..., 
where I++, 4 are the solutions of (33) and (34), respectively. 
5. EXAMPLES 
In this section we present two examples to show the usefulness of our 
main result of Section 4. 
EXAMPLE (i). Suppose a firm has m-machines which are used for 
production of a homogeneous good. The rate of production depends on the 
number of machines in operation. Define C - { 0, 1)” and let [, be a 
Markov chain with values in Z, where 0 denotes the failed state and 1 the 
operating state. The flow of the inventory and total sales are assumed to be 
governed by the following set of stochastic differential equations: 
dZ, = (a(L) - W,, PI) dt + a(t) dw,, 
ds, = h(Z,, p) dt + du,, 
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where a is the production rate dependent on the state of the process [ 
(more machines means more production and conversely), h represents the 
instantaneous sales rate which is dependent on the current inventory of 
goods and their unit price p which is assumed to be fixed. The martingale 
terms (T dw and du represents poilage of inventory and sale return. The 
firm uses 
c, = E{ C(I,) 1a(s&)} = f o,(t) CC(-), dk(f> -)I 
k=l (l, $ktt, .I) ’ 
to estimate the cost of holding inventories given a($,), where N= 2” and 
{ 4k j’s are the solutions of (24). 
EXAMPLE (ii). Let (a,, b,} and (a,, b,} be two pairs of functions 
satisfying our basic assumptions in Section 2. Let z be a nonnegative ran- 
dom variable with density p satisfying ~(z E dt) = A-“’ dt, A> 0, and let 
{ f r; t > 0} be an increasing family of o-algebras generated by the indicator 
function of the set {t < r}. Clearly, r, = a( l(, h ,,) and it is a right-con- 
tinuous family of a-algebras and r is a totally inaccessible stopping time. 
Consider the system 
dx,= 1 j,<rl~Ax,) dt+ lIt<&(-4 dw, 
+l tr>rl &,) dt+ 1 (r>ri b(x,) dwn 
and let the observation process { y,; s < t} be governed by the differential 
equation (2). Then 
where (4,; k = 1,2} satisfies the differential equations 
44(t> xl = C(A*4),(t, x) - 44,(c x) - h(f, x)11 dt + h(x) h(t, x) dy,, 
41(0, x) = PO(X) 
and 
%(t, x) = (A*~),(c x) dr + 4~) #At, xl &, 
MO, xl = 0. 
The above example can be interpreted to represent a situation where a 
machine wears out to a state of lower productivity or complete retirement 
with no possible return. This example is a finite dimensional version of that 
given in [l] for control problems. 
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