




















































































































































































































































































































































































Ｍｅｔｒｉｃｓ　 ＬｅＮｅｔ－５ ＡｌｅｘＮｅｔ　 ＶＧＧ－１６ Ｉｎｃｅｐｔｉｏｎ－Ｖ１ ＲｅｓＮｅｔ－５０
ｅｒｒｔｏｐ－１?％ ０．９　 ４３．４　 ２９．７　 ３１．１　 ２４．９
ｅｒｒｔｏｐ－５?％ １９．８　 １０．６　 １０．９　 ７．７
Ｉｎｐｕｔ　Ｓｉｚｅ　 ２８×２８　 ２２７×２２７　 ２２４×２２４　 ２２４×２２４　 ２２４×２２４
＃ＣＯＮＶ　Ｌａｙｅｒｓ　 ２　 ５　 １３　 ５７　 ５３
＃Ｄｅｐｔｈ　ｏｆ　ＣＯＮＶ　Ｌａｙｅｒｓ　 ２　 ５　 １３　 ２１　 ４９
Ｆｉｌｔｅｒ　Ｓｉｚｅｓ　 ５　 ３，５，１１　 ３　 １，３，５，７　 １，３，７
＃Ｃｈａｎｎｅｌｓ　 １，２０　 ３－２５６　 ３－５１２　 ３－８３２　 ３－２０４８
＃Ｆｉｌｔｅｒｓ　 ２０，５０　 ９６－３８４　 ６４－５１２　 １６－３８４　 ６４－２０４８
Ｓｔｒｉｄｅ　 １　 １，４　 １　 １，２　 １，２
＃Ｐａｒａｍ　 ２．６×１０３　 ２．８×１０６　 １．４７×１０７　 ６．０×１０６　 ２．３５×１０７
＃ＦＬＯＰｓ　 １．７２×１０５　 ６．７１×１０８　 １．５５×１０１０　 １．４３×１０９　 ３．８６×１０９
＃ＦＣ　Ｌａｙｅｒｓ　 ２　 ３　 ３　 １　 １
Ｆｉｌｔｅｒ　Ｓｉｚｅｓ　 １，４　 １，６　 １，７　 １　 １
＃Ｃｈａｎｎｅｌｓ　 ５０，５００　 ２５６－４０９６　 ５１２－４０９６　 １０２４　 ２０４８
＃Ｆｉｌｔｅｒｓ　 １０，５００　 １０００－４０９６　 １０００－４０９６　 １０００　 １０００
＃Ｐａｒａｍ　 ５．８×１０４　 ５．８６×１０７　 １．２３×１０８　 １×１０６　 ２×１０６
＃ＦＬＯＰｓ　 ５．８×１０４　 ５．８６×１０７　 １．２３×１０８　 １×１０６　 ２×１０６
Ｔｏｔａｌ　Ｐａｒａｍ　 ６．０×１０４　 ６．１４×１０７　 １．３８×１０８　 ７×１０６　 ２．５５×１０７






















































































































































ｗ?ｏ　ｆｉｎｅ－ｔｕｎｉｎｇ［４４］ ８　 １０　 ０．４
ｗ?ｆｉｎｅ－ｔｕｎｉｎｇ［４５］ ８　 ８　 ０．６
Ｒｅｄｕｃｅ　Ｗｅｉｇｈｔ
ＢＣ［４６］ １　 ３２（ｆｌｏａｔ） １９．２
ＢＷＮ［４８］ １＊ ３２（ｆｌｏａｔ） ０．８
ＴＷＮ［５２］ ２＊ ３２（ｆｌｏａｔ） ３．７
ＴＴＱ［５３］ ２＊ ３２（ｆｌｏａｔ） ０．６
Ｒｅｄｕｃｅ　Ｗｅｉｇｈｔ　ａｎｄ　Ａｃｔｉｖａｔｉｏｎ
ＸＮＯＲ－Ｎｅｔ［４８］ １＊ １＊ １１．０
ＢＮＮ［４７］ １　 １　 ２９．８
ＤｏＲｅＦａ－Ｎｅｔ［４９］ １＊ ２＊ ７．６３
ＱＮＮ［５０］ １　 ２＊ ６．５






























































































































































































































































Ｄａｔａｓｅｔ ＃Ｃｌａｓｓ ＃Ｔｒａｉｎ ＃Ｖａｌｉｄａｔｉｏｎ ＃Ｔｅｓｔ　 Ｓｉｚｅ
ＭＮＩＳＴ　 １０　 ６×１０４　 １×１０４　 ２８×２８
ＣＩＦＡＲ－１０　 １０　 ５×１０４　 １×１０４　 ３２×３２
ＣＩＦＡＲ－１００　 １０　 ５×１０４　 １×１０４　 ３２×３２






























































































Ｍｅｔｈｏｄ ＃ＦＬＯＰｓ ＃Ｐａｒａｍ（Ｃｒ） Ｓｒ ｅｒｒｔｏｐ－１↑?％
ＬｅＮｅｔ－５　 ２．３×１０６　 ０．４３×１０６（１×） １× ０
Ｐｒｕｎｉｎｇ［３１］ ３．４４×１０４（１２×） －０．１
ＳＳＬ［３３］ １．６２×１０５　４．５×１０５（９．５×） ３．６２× ０．０５






















Ｍｅｔｈｏｄ　 ｅｒｒｔｏｐ－５↑?％ Ｃｏｎｖ１　 Ｃｏｎｖ２　 Ｃｏｎｖ３　 Ｃｏｎｖ４　 Ｃｏｎｖ５ Ａｖｅｒａｇｅ　Ｓｐｅｅｄｕｐ
ＡｌｅｘＮｅｔ　 ０　 １．００× １．００× １．００× １．００× １．００× １．００×
ＣＰＤ［６０］ １．００　 ４．００× １．２７×
ＴＤ［６１］ １．７０　 １．４８× ２．３０× ３．８４× ３．５３× ３．１３× ２．５２×
ＳＳＬ［３３］
－０．３９　 １．００× １．２７× １．６４× １．６８× １．３２× １．３５×
１．６６　 １．０５× ３．３７× ６．２７× ９．７３× ４．９３× ３．１３×
ＬＲＡ［６４］
０．１７　 ２．６１× ６．０６× ２．４８× ２．２０× １．５８× ２．６９×

































ＶＧＧ－１６　 １５．５　 １３８．４　 １× ０　 ０
ＶＧＧ－ＧＡＰ　 １５．４　 １５．２ ≈１× １．５０　 ０．５６
Ｌ１－ＧＡＰ［３５］ ４．４　 ９．２　 ２．５× ４．６２　 ３．１０
ＡＰｏＺ－ＧＡＰ［３６］ ４．４　 ９．２　 ２．５× ３．７２　 ２．６５
ＴＥ［３７］ ４．２　 １３５．７　 ２．７× ３．９４
ＴｈｉＮｅｔ［３８］ ４．９　 ９．５　 ２．３× １．００　 ０．５２














ＲｅｓＮｅｔ－１８　 ３２　 ３２　 ０　 ０
ＢＷＮ［４８］ １　 ３２　 ８．５　 ６．２
ＤｏＲｅＦａ－Ｎｅｔ［４９］ １　 ４　 １０．１　 ７．７
ＸＮＯＲ－Ｎｅｔ［４８］ １　 １　 １８．１　 １６．０



























１．０ＭｏｂｉｌｅＮｅｔ－２２４　 ５６９　 ２９．４　 ０
ＳｈｕｆｆｌｅＮｅｔ　２×，ｇ＝３　 ５２４　 ２９．１　 ０．３
０．７５ＭｏｂｉｌｅＮｅｔ－２２４　 ３２５　 ３１．６　 ０
ＳｈｕｆｆｌｅＮｅｔ　１．５×，ｇ＝３　 ２９２　 ３１．０　 ０．６
０．５ＭｏｂｉｌｅＮｅｔ－２２４　 １４９　 ３６．３　 ０
ＳｈｕｆｆｌｅＮｅｔ　１×，ｇ＝３　 １４０　 ３４．１　 ２．２
０．２５ＭｏｂｉｌｅＮｅｔ－２２４　 ４１　 ４９．４　 ０
ＳｈｕｆｆｌｅＮｅｔ　０．５×，ｇ＝８　 ４０　 ４２．７　 ６．７


















































































































































































































































































































































［７９］ Ｍａｔｈｉｅｕ　Ｍ， Ｈｅｎａｆｆ　Ｍ， ＬｅＣｕｎ　Ｙ． Ｆａｓｔ　ｔｒａｉｎｉｎｇ　ｏｆ
ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｔｗｏｒｋｓ　ｔｈｒｏｕｇｈ　ＦＦＴｓ［Ｊ］．ａｒＸｉｖ　ｐｒｅｐｒｉｎｔ，
ａｒＸｉｖ：１３１２．５８５１，２０１３
［８０］ Ｌａｖｉｎ　Ａ，Ｇｒａｙ　Ｓ．Ｆａｓｔ　ａｌｇｏｒｉｔｈｍｓ　ｆｏｒ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ
ｎｅｔｗｏｒｋｓ［Ｃ］??Ｐｒｏｃ　ｏｆ　ＣＶＰＲ　２０１６．Ｐｉｓｃａｔａｗａｙ，ＮＪ：ＩＥＥＥ，
２０１６：４０１３－４０２１
［８１］ Ｚｈａｉ　Ｓｈｕａｎｇｆｅｉ，Ｗｕ　Ｈｕｉ，Ｋｕｍａｒ　Ａ，ｅｔ　ａｌ．Ｓ３Ｐｏｏｌ：Ｐｏｏｌｉｎｇ
ｗｉｔｈ　ｓｔｏｃｈａｓｔｉｃ　ｓｐａｔｉａｌ　ｓａｍｐｌｉｎｇ［Ｊ］．ａｒＸｉｖ　ｐｒｅｐｒｉｎｔ，ａｒＸｉｖ：
１６１１．０５１３８，２０１６
［８２］ Ｋｒｉｚｈｅｖｓｋｙ　Ａ， Ｈｉｎｔｏｎ　Ｇ．Ｌｅａｒｎｉｎｇ　ｍｕｌｔｉｐｌｅ　ｌａｙｅｒｓ　ｏｆ
ｆｅａｔｕｒｅｓ　ｆｒｏｍ　ｔｉｎｙ　ｉｍａｇｅｓ ［Ｄ］．Ｔｏｒｏｎｔｏ：Ｄｅｐａｒｔｍｅｎｔ　ｏｆ
Ｃｏｍｐｕｔｅｒ　Ｓｃｉｅｎｃｅ，Ｕｎｉｖｅｒｓｉｔｙ　ｏｆ　Ｔｏｒｏｎｔｏ，２００９
［８３］ Ｊｉａ　Ｙａｎｇｑｉｎｇ，Ｓｈｅｌｈａｍｅｒ　Ｅ，Ｄｏｎａｈｕｅ　Ｊ，ｅｔ　ａｌ．Ｃａｆｆｅ：
Ｃｏｎｖｏｌｕｔｉｏｎａｌ　ａｒｃｈｉｔｅｃｔｕｒｅ　ｆｏｒ　ｆａｓｔ　ｆｅａｔｕｒｅ　ｅｍｂｅｄｄｉｎｇ ［Ｃ］
　　　　　
??Ｐｒｏｃ　ｏｆ　ｔｈｅ　２２ｎｄ　ＡＣＭ　Ｉｎｔ　Ｃｏｎｆ　ｏｎ　Ｍｕｌｔｉｍｅｄｉａ．Ｎｅｗ　Ｙｏｒｋ：
ＡＣＭ，２０１４：６７５－６７８
［８４］ Ａｂａｄｉ　Ｍ，Ａｇａｒｗａｌ　Ａ，Ｂａｒｈａｍ　Ｐ，ｅｔ　ａｌ．Ｔｅｎｓｏｒｆｌｏｗ：Ｌａｒｇｅ－
ｓｃａｌｅ　ｍａｃｈｉｎｅ　ｌｅａｒｎｉｎｇ　ｏｎ　ｈｅｔｅｒｏｇｅｎｅｏｕｓ　ｄｉｓｔｒｉｂｕｔｅｄ　ｓｙｓｔｅｍｓ
［Ｊ］．ａｒＸｉｖ　ｐｒｅｐｒｉｎｔ，ａｒＸｉｖ：１６０３．０４４６７，２０１６
［８５］ Ａｌｖａｒｅｚ　Ｊ　Ｍ，Ｓａｌｚｍａｎｎ　Ｍ．Ｃｏｍｐｒｅｓｓｉｏｎ－ａｗａｒｅ　ｔｒａｉｎｉｎｇ　ｏｆ
ｄｅｅｐ　ｎｅｔｗｏｒｋｓ［Ｃ］??Ｐｒｏｃ　ｏｆ　ＮＩＰＳ　２０１７．Ｃａｍｂｒｉｄｇｅ，ＭＡ：
ＭＩＴ　Ｐｒｅｓｓ，２０１７：８５６－８６７
Ｊｉ　Ｒｏｎｇｒｏｎｇ，ｂｏｒｎ　ｉｎ　１９８３．ＰｈＤ，ｐｒｏｆｅｓｓｏｒ
ａｎｄ　ＰｈＤ　ｓｕｐｅｒｖｉｓｏｒ．Ｈｉｓ　ｍａｉｎ　ｒｅｓｅａｒｃｈ
ｉｎｔｅｒｅｓｔｓ　ｉｎｃｌｕｄｅ　ｃｏｍｐｕｔｅｒ　ｖｉｓｉｏｎ，ｍｕｌｔｉｍｅｄｉａ
ａｎｄ　ｍａｃｈｉｎｅ　ｌｅａｒｎｉｎｇ．
Ｌｉｎ　Ｓｈａｏｈｕｉ，ｂｏｒｎ　ｉｎ　１９８９．ＰｈＤ　ｃａｎｄｉｄａｔｅ．
Ｈｉｓ　ｍａｉｎ　ｒｅｓｅａｒｃｈ　ｉｎｔｅｒｅｓｔｓ　ｉｎｃｌｕｄｅ　ｍａｃｈｉｎｅ
ｌｅａｒｎｉｎｇ　ａｎｄ　ｃｏｍｐｕｔｅｒ　ｖｉｓｉｏｎ．
Ｃｈａｏ　Ｆｅｉ，ｂｏｒｎ　ｉｎ　１９７９．ＰｈＤ，ａｓｓｏｃｉａｔｅ
ｐｒｏｆｅｓｓｏｒ　ａｎｄ　ｍａｓｔｅｒ　ｓｕｐｅｒｖｉｓｏｒ．Ｈｉｓ　ｍａｉｎ
ｒｅｓｅａｒｃｈ　ｉｎｔｅｒｅｓｔｓ　ｉｎｃｌｕｄｅ　ｄｅｖｅｌｏｐｍｅｎｔａｌ
ｒｏｂｏｔｉｃｓ，ｍａｃｈｉｎｅ　ｌｅａｒｎｉｎｇ，ａｎｄ　ｏｐｔｉｍｉｚａｔｉｏｎ
ａｌｇｏｒｉｔｈｍｓ．
Ｗｕ　Ｙｏｎｇｊｉａｎ，ｂｏｒｎ　ｉｎ　１９８２．Ｍａｓｔｅｒ．Ｈｉｓ
ｍａｉｎ　ｒｅｓｅａｒｃｈ　ｉｎｔｅｒｅｓｔｓ　ｉｎｃｌｕｄｅ　ｆａｃｅ
ｒｅｃｏｇｎｉｔｉｏｎ，ｉｍａｇｅ　ｕｎｄｅｒｓｔａｎｄｉｎｇ，ａｎｄ
ｌａｒｇｅ　ｓｃａｌｅ　ｄａｔａ　ｐｒｏｃｅｓｓｉｎｇ．
Ｈｕａｎｇ　Ｆｅｉｙｕｅ，ｂｏｒｎ　ｉｎ　１９７９．ＰｈＤ．Ｈｉｓ
ｍａｉｎ　ｒｅｓｅａｒｃｈ　ｉｎｔｅｒｅｓｔｓ　ｉｎｃｌｕｄｅ　ｉｍａｇｅ
ｕｎｄｅｒｓｔａｎｄｉｎｇ　ａｎｄ　ｆａｃｅ　ｒｅｃｏｇｎｉｔｉｏｎ．
８８８１ 计算机研究与发展　２０１８，５５（９）
