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Abstract 
This thesis aims to improve the understanding of the recombination activity of some 
metal-related defects and the boron-oxygen (BO) defect in crystalline silicon. 
First, the recombination parameters of the aluminium-oxygen (Al-O) complex are 
reassessed by applying lifetime spectroscopy on several n- and p-type Al-contaminated 
samples. The uncertainty ranges of the recombination parameters have been tightened 
significantly by simultaneously fitting the lifetimes measured on several differently 
doped samples. The same method is also applied on several n- and p-type Cr-
contaminated samples, to determine the defect parameters of interstitial Cr and CrB 
pairs. Direct experimental comparisons have shown that both the Al-O defect and Cr 
have greater negative impacts on carrier lifetimes in p-type silicon than in n-type silicon 
at low to intermediate injection levels. 
One approach to reduce the recombination activity of the defects is via hydrogen 
passivation. The charge state of monatomic hydrogen plays a key role in the passivation 
process. In this thesis, we describe and apply a rigorous approach to calculating the 
charge states of monatomic hydrogen, as well as Fe, Cr and the BO defect, as a function 
of both temperature and injection level. Based on these results, the impact of 
temperature and injection on the hydrogenation of the key defects, and other pairing 
reactions, are discussed. In the experimental investigation of the potential 
hydrogenation of Fe, significant reductions of interstitial Fe concentration are observed 
in samples passivated with hydrogen-rich silicon nitride films, but not in samples with 
hydrogen-lean silicon oxide films. We have measured and modelled the Fe reduction 
kinetics over a wide temperature range, assuming that the reduction is caused by 
hydrogenation, based on the charge state model. However, a subsequent study has 
shown conclusively that Fe is gettered by the nitride films. Based on this new finding, 
the kinetics data are re-analysed in this thesis.  
For Cu and Ni precipitates, both photoluminescence (PL) images and micro-PL maps 
are taken on several n-type and p-type wafers in which Cu or Ni has precipitated during 
the ingot cooling. The high-injection micro-PL measurements significantly reduce the 
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carrier diffusion, allowing more highly resolved inspection of the particles. Markedly 
different precipitation patterns were observed in n- and p-type samples. The effects of 
the intrinsic point defect on the precipitation behaviour of the metals, and the dopant 
effects on the intrinsic point defect concentrations, are discussed based on the results. 
High-injection micro-PL measurements are also valuable to study the activation kinetics 
of the BO defect because (a) the activation is significantly accelerated, allowing it to be 
studied in shorter timeframes, and (b) the injection level can be kept constant over time 
and in differently doped samples, as the high-injection lifetime is dominated by Auger 
recombination. This allows the activation time constant and defect concentration in 
differently doped samples to be compared more directly. Therefore the micro-PL system 
is used to measure the activation kinetics of the BO defect in compensated n- and p-type 
silicon. The results obtained under high-injection conditions help to clarify some 
unresolved issues related to the defect. 
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Chapter 1 
Introduction 
One of the most ideal energy conversion systems is the solar photovoltaic (PV) cell. It is 
the most direct process to transfer solar energy into electricity [1]. The majority of PV 
cells are made almost entirely from silicon, the second most abundant element in the 
earth crust [1]. To date, the highest confirmed efficiency of a single-junction crystalline 
silicon solar cell is 26.6% [2]. 
A key metric for solar cells is the cost per unit of output power, $/Wp, hence research 
on crystalline silicon solar cells has been focused on reducing production costs and 
raising the efficiency. Both the cost and the efficiency are affected by the silicon 
materials as well as the fabrication processes. More pure materials generally result in 
higher efficiencies, but they are also costly due to the purification processes. Thus the 
challenge is to balance the cost of the purification of the silicon materials against the 
benefit for the cell efficiency [1]. 
A very important and easily obtainable parameter for the characterization of the material 
quality is the excess carrier lifetime, which is the average time between generation and 
recombination of the excess carriers [3]. The carrier lifetime decreases with increasing 
recombination. In real silicon solar cells, recombination through defects is often the 
dominant recombination mechanism [4]. Knowledge of the recombination activity of 
defects is essential for developing new methods for the detection, passivation and 
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removal of the defects. This helps to improve the cell efficiency, as well as discovering 
the potential of less pure but less costly silicon materials. 
Metal-related defects are very common in photovoltaic grade crystalline silicon 
materials. They degrade the carrier lifetime of silicon materials in both the dissolved 
state and the precipitated state [5]. Another common limitation in boron-doped oxygen-
rich crystalline silicon is the boron-oxygen (BO) defect [6]. It causes degradation of the 
carrier lifetime under illumination at room temperature. This thesis aims at broadening 
the knowledge on the recombination activity of several metal-related defects and the BO 
defect in crystalline silicon.  
Thesis outline 
Chapter 2 outlines the fundamental concepts related to carrier recombination in silicon, 
and reviews the primary recombination mechanisms. Then, the basic properties of 
several defects in silicon (relevant to this thesis) are reviewed, including transition metal 
related defects (especially Fe, Cr, Cu, and Ni), the aluminium-oxygen (Al-O) defect and 
the BO defect. 
Chapter 3 introduces the main characterisation techniques used in this thesis: quasi-
steady-state photoconductance (QSSPC) lifetime measurements, quasi-steady-state 
photoluminescence (QSSPL) lifetime measurements, PL imaging, and micro-PL. Some 
important applications of the techniques are also discussed. The general principles of 
using injection-dependent lifetime measurements to determine the recombination 
parameters of a defect, a technique known as injection-dependent lifetime spectroscopy 
(IDLS), are also presented. 
In Chapter 4 IDLS is applied to several n- and p-type Al-contaminated Cz wafers and 
control wafers, to reassess the recombination parameters of the Al-O defect. 
Simultaneously performing IDLS on several samples helps tighten the uncertainty 
ranges of the parameters, while having both n- and p-type of samples enables the 
recombination activity of the defect in both types of silicon to be directly compared. 
Similar analysis is conducted in Chapter 5 to determine the defect parameters of Cri and 
CrB pairs, with several n- and p-type Cr-contaminated samples. 
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Chapter 6 describes a unified approach to calculating the charge distribution on both 
monovalent and multivalent defects in silicon, as a function of both temperature and 
injection level. The approach is applied to predicting the charge states of monatomic 
hydrogen and some key deep-level defects in silicon solar cells, namely Fei, Cri and the 
BO defect. Based on the results, the potential for these key defects to be passivated by 
the oppositely charged hydrogen in silicon, and some other paring reactions are 
discussed. 
Chapter 7 discusses the kinetics of the reduction of [Fei] during annealing with silicon 
nitride passivation films in the temperature range of 250 
o
C ~ 700 
o
C. In previous work 
we had assumed that the [Fei] reduction is caused by the hydrogen passivation of Fei. 
However, subsequent studies have shown conclusively that the reduced Fei in the bulk 
is actually gettered to the SiNx films. In light of this new finding, the experimental data 
are re-analysed in this chapter. 
In Chapter 8 Cu and Ni precipitates are investigated by applying both PL imaging and 
micro-PL mapping to several n- and p-type Cz silicon wafers, in which Cu or Ni 
precipitated during the ingot growth. The effect of intrinsic point defects on metal 
precipitation is discussed together with the potential effect of the dopants on the 
concentration of the intrinsic point defects. 
In Chapter 9 the activation kinetics of the BO defect at high injection level in both 
compensated n- and p-type Cz silicon samples are studied by in-situ measurements with 
the micro-PL system. Several unresolved issues related to the defect are discussed based 
on the results obtained under high-injection conditions. 
Chapter 10 summarizes the conclusions of the previous chapters and suggests possible 
future work. 
References 
[1] G. Boyle, Renewable energy: power for a sustainable future: Taylor & Francis, 1997. 
[2] NREL efficiency chart, https://www.nrel.gov/pv/assets/images/efficiency-chart.png, 
27/03/2017. 
[3] M. A. Green, "Solar cells: operating principles, technology, and system applications," 
1982. 
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2004. 
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Chapter 2 
Recombination through metal-related defects 
and the boron-oxygen defect in silicon 
2.1 Carrier recombination in silicon 
When illuminating a semiconductor with light of appropriate wavelength, photons with 
energy higher than the bandgap are absorbed, generating electron-hole pairs (absorption 
and generation). When the illumination is switched off, the carrier concentrations will 
decay back to their equilibrium values. This reverse reaction of the generation is known 
as recombination. The minority carrier lifetime, τ, is the average time a minority carrier 
spends in an excited state after generation before recombination. In n- and p-type silicon, 
it is given by  
𝜏𝑝 =
∆𝑝
𝑈
, 𝑎𝑛𝑑 𝜏𝑛 =
∆𝑛
𝑈
,                                               (2.1) 
respectively. U is the net recombination rate, and Δn and Δp are the excess electron and 
hole concentration, respectively. 
There are three main recombination mechanisms in silicon: radiative recombination, 
Auger recombination and recombination through defects. As illustrated by Figure 2.1 
(a), radiative recombination is the process by which an electron in the conduction band 
recombines with a hole in the valence band, with all or most of the energy difference 
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emitted as a photon. While in Auger recombination, the excess energy is released to a 
third carrier in the conduction band or valence band, which then thermalises to the band 
edge via the emission of multiple phonons. Figure 2.1 (b) shows the case when the 
energy is released to an electron in the conduction band. More detailed descriptions of 
radiative and Auger recombination can be found in the literature [1, 2]. 
 
Figure 2.1 The three main recombination mechanisms in silicon: (a) radiative recombination, (b) 
Auger recombination, and (c) recombination through defects. 
The third recombination mechanism, recombination through defects is the focus of this 
work, and is therefore explained in more detail below. Defects in silicon introduce 
allowed energy levels into the band gap of silicon. This facilitates recombination 
because a free electron in the conduction band can first relax to the defect level, and 
then to the valence band to recombine with a hole, as illustrated in Figure 2.1 (c). 
Shockley-Read-Hall (SRH) recombination  
The statistics of carrier recombination through a monovalent defect (which only 
introduces a single level in the bandgap) was first studied by Shockley and Read [3], 
and Hall [4] (SRH statistics). Figure 2.2 illustrates the basic processes involved in 
recombination through a single defect level. A net recombination process consists of an 
electron capture process and a hole capture process, while the two emission processes 
are the reverse reactions of the capture processes. The following derivation is based on 
Ref. [3]. 
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Figure 2.2 The basic processes involved in recombination though a defect level Et. 
We assume that the majority carrier density under equilibrium conditions is much larger 
than the defect density. Based on the law of mass action, the reaction rates of the four 
processes are 
𝑅𝑐𝑎𝑝𝑡𝑢𝑟𝑒_𝑒 = 𝑐𝑒 ∙ 𝑛(𝑁𝑡 − 𝑛𝑡),                                           (2.2) 
𝑅𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛_𝑒 = 𝑒𝑒 ∙ 𝑛𝑡,                                                    (2.3) 
𝑅𝑐𝑎𝑝𝑡𝑢𝑟𝑒_ℎ = 𝑐ℎ ∙ 𝑝 ∙ 𝑛𝑡 ,                                                 (2.4) 
𝑅𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛_ℎ = 𝑒ℎ(𝑁𝑡 − 𝑛𝑡),                                             (2.5) 
in which, n and p are the electron concentration in the conduction band and the hole 
concentration in the valence band, respectively; nt is the electron concentration trapped 
at the defect level; Nt is the defect concentration; ce, ee, ch, and eh are the corresponding 
reaction rate constants. 
The net rate of the recombination, U, in steady state, equals the net rate of electron 
capture, as well as the net rate of hole capture, 
𝑈 = 𝑅𝑐𝑎𝑝𝑡𝑢𝑟𝑒_𝑒 − 𝑅𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛_𝑒 = 𝑅𝑐𝑎𝑝𝑡𝑢𝑟𝑒_ℎ − 𝑅𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛_ℎ.                    (2.6) 
We first consider the simpler case - thermal equilibrium. In thermal equilibrium, there is 
no net recombination, so U=0. The equilibrium carrier concentrations are  
𝑛0 = 𝑁𝑐exp(−
𝐸𝑐 − 𝐸𝐹
𝑘0𝑇
),                                                (2.7) 
𝑝0 = 𝑁𝑣exp(−
𝐸𝐹 − 𝐸𝑣
𝑘0𝑇
).                                                (2.8) 
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EF is the Fermi level. Nc and Nv are the effective density of states in the conduction band 
and the valence band, respectively. The probability that the energy level Et is occupied 
by an electron in thermal equilibrium can be calculated with the Fermi-Dirac 
distribution function as follows, 
𝑛𝑡
𝑁𝑡
=
1
1 + exp(
𝐸𝑡 − 𝐸𝐹
𝑘0𝑇
)
.                                               (2.9) 
Combining Eqs. (2.2)-(2.9) we can obtain 
𝑒𝑒
𝑐𝑒
= 𝑁𝑐exp(−
𝐸𝑐 − 𝐸𝑡
𝑘0𝑇
) = 𝑛1,                                       (2.10) 
𝑒ℎ
𝑐ℎ
= 𝑁𝑣exp(−
𝐸𝑡 − 𝐸𝑣
𝑘0𝑇
) = 𝑝1,                                       (2.11) 
where n1 and p1 are introduced to denote the two expressions in the middle of the 
equations. They equal the electron concentration in the conduction band and the hole 
concentration in the valence band in thermal equilibrium when EF =Et, respectively. 
Now we consider the non-equilibrium steady-state condition. Eqs. (2.10) and (2.11) will 
still apply. We can combine them with Eq. (2.6) to calculate nt: 
𝑛𝑡 = 𝑁𝑡 ∙
𝑐𝑒 ∙ 𝑛 + 𝑐ℎ ∙ 𝑝1
𝑐𝑒(𝑛 + 𝑛1) + 𝑐ℎ(𝑝 + 𝑝1)
.                               (2.12) 
This equation shows the occupancy probability for the defect level Et in non-
equilibrium steady-state condition. It will be discussed in greater detail in Chapter 6. 
Now we can combine Eqs. (2.6) and (2.12) to calculate the net recombination rate U, 
𝑈 = 𝑁𝑡 ∙
𝑐𝑒𝑐ℎ(𝑛𝑝 − 𝑛𝑖
2)
𝑐𝑒(𝑛 + 𝑛1) + 𝑐ℎ(𝑝 + 𝑝1)
.                                  (2.13) 
Then the minority carrier lifetime can be obtained, 
𝜏𝑆𝑅𝐻 =
∆𝑛
𝑈
=
𝑐𝑒(𝑛0 + 𝑛1 + ∆𝑛) + 𝑐ℎ(𝑝0 + 𝑝1 + ∆𝑛)
𝑁𝑡𝑐𝑒𝑐ℎ(𝑛0+𝑝0 + ∆𝑛)
.                 (2.14) 
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The capture rate constants ce and ch can be expressed using the electron and hole capture 
cross sections σn, σp and the carrier thermal velocity vth as follows 
𝑐𝑒 = 𝜎𝑛𝑣𝑡ℎ, 𝑐ℎ = 𝜎𝑝𝑣𝑡ℎ.                                          (2.15) 
These expressions are commonly referred to as SRH statistics.  They can be applied to 
predict the recombination lifetime when the defect parameters are known. Examples 
will be presented in 2.2.2. However, it is not applicable for all the defects in silicon. 
Factors that can complicate the analysis include (but are not limited to): 
a) Multivalent defects. Such defects introduce more than one defect levels in the 
bandgap, such as the double donor Tii [5], double acceptor Zns [6], the negative-U 
impurities H [7] and Bi [8], and so on. The charge distribution and recombination 
statistics on multivalent defects were studied by Sah and Shockley [9]. The charge 
distribution for such defects will be discussed in Chapter 6. Note that the 
multivalent defects are different from defects which introduce more than one 
independent defect level in the band gap. The latter only requires the simultaneous 
consideration of two or more independent SRH recombination centers. 
b) Extended defects which introduce band-like deep states in the band gap, such as Cu 
and Ni precipitates [10].  
2.2 Transition-metal-related defects 
Table 2.1 Concentrations of some transition metals in photovoltaic grade multicrystalline silicon 
wafers [11, 12]. 
Element Atomic number Average metal concentration (cm
-3
) 
Cr 24 1×10
12
 ~ 1×10
13
 
Fe 26 1×10
13
~ 1×10
15
 
Co 27 1×10
11
 ~ 2×10
13
 
Ni 28 <3×10
14
 
Cu 29 <2×10
13
 ~ 3×10
15
 
Zn 30 1×10
13
 ~ 1×10
14
 
Mo 42 1.5×10
13
 
Ag 47 1×10
12
 ~ 1×10
13
 
Hf 72 7.8×10
12
 
Au 79 1×10
9
~ 1×10
11
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The detrimental effects of transition-metal-related defects on the carrier lifetime of 
silicon materials as well as on the performance of solar cells, are well recognized [13-
15]. These defects are common in photovoltaic grade silicon materials. Typical 
concentrations of some transition metals in photovoltaic grade multicrystalline silicon 
wafers are listed in Table 2.1.  
2.2.1 General properties of transition metals in silicon 
Table 2.2 lists the 3d transition metals. In contrast to the 4d and 5d transition metals, the 
3d group is better known, as most of their important parameters have been determined 
previously. The solubilities and diffusivities are two of the most important properties 
that determine the behaviour of the metals in silicon and consequently their impact on 
device performance [14]. The solubilities and diffusivities of the 3d transition metals are 
shown in Figure 2.3, as functions of reciprocal temperature, based on Ref. [14]. 
Table 2.2 The 3d transition metals, their atomic number and the electron configurations. 
21 22 23 24 25 26 27 28 29 30 
Sc Ti V Cr Mn Fe Co Ni Cu Zn 
3d
1
4s
2 
3d
2
4s
2 
3d
3
4s
2 
3d
5
4s
1 
3d
5
4s
2 
3d
6
4s
2 
3d
7
4s
2 
3d
8
4s
2 
3d
10
4s
1 
3d
10
4s
2 
 
Figure 2.3 Solubilities and diffusivities of the 3d transition metals. 
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As shown in Figure 2.3, in general, both the solubilities and the diffusivities of the 3d 
transition metals increase with increasing atomic numbers. Zn is an exception due to the 
increasing tendency in the sequence of the 3d transition metals to occupy substitutional 
sites rather than interstitial sites. In thermal equilibrium, all other 3d metals are 
dominantly dissolved into interstitial sites in silicon, while for Zn, the substitutional 
concentration is higher than the interstitial concentration [14]. 
The transition metals which are dissolved at high temperatures are not stable at room 
temperature due to the almost vanishing solubilities. During cooling down, the metals 
tend to precipitate within the bulk, or onto the surface. For effective bulk precipitation, 
the following conditions must be fulfilled [14]: 
a) High degree of supersaturation of the metal in the sample. 
b) Sufficiently high diffusivity and low cooling rates, so that the dissolved metal can 
diffuse to a precipitation site before being frozen in at a lower temperature. 
c) For metals which precipitate by a heterogeneous mechanism, the presence of 
nucleation centers. 
d) For some metals, excess vacancies or self-interstitials in the crystal may also be 
necessary as those intrinsic point defects are emitted or absorbed during the 
precipitation.  
During cooling a sample from higher temperatures, Co, Ni, and Cu very rarely remain 
dissolved at room temperature, but will precipitate quantitatively due to their high 
diffusivities and the homogeneous nucleation mechanism. Other 3d transition metals 
(except Zn), in contrast, can be quenched into interstitial sites.  
Note that the general chemical trends discussed above also partially apply for the 4d and 
5d transition metals: it has been reported that transition metals from Group 8 or less on 
the periodic table tend to form interstitial donor-like defects, while those from above 
Group 8 are more likely to form precipitates and substitutional acceptor-like defects [14, 
16, 17].  
In the following discussion, we will focus on the recombination properties of Fe, Cr, Cu, 
and Ni and their related defects in silicon, which are most relevant to this work. 
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2.2.2 Fe and Cr 
Fe and Cr can exist in both interstitial and precipitated states at room temperature in 
silicon. Here we focus on the interstitial state which is generally of more technical 
importance. In n-type silicon, dissolved Fe and Cr only exist in the isolated interstitial 
state (Fei and Cri). In p-type silicon, both Fei and Cri are positively charged in thermal 
equilibrium at room temperature, and will form pairs with negatively charged Bs (in B-
doped silicon): 
Fei
+ + Bs
− ⇌ FeB;                                                   (2.16) 
Cri
+ + Bs
− ⇌ CrB.                                                    (2.17) 
Both FeB pairs and CrB pairs can be dissociated by elevating the temperature. However, 
only the FeB pairs have been reported to be dissociated by carrier injection [18, 19]. 
The injection-induced dissociation of FeB pairs is mainly due to the change of the 
charge state of Fei from positive to neutral under injection [19], which will be discussed 
in Chapter 6. Both the isolated interstitial state (dissociated) and the paired state 
(associated) of Fe and Cr introduce deep levels in the silicon band gap. The energy 
levels are shown in Figure 2.4 [20, 21]. The recombination lifetime of the four 
recombination centers can be modelled with the SRH statistics. The modelled results are 
plotted in Figure 2.5.  
 
Figure 2.4 Energy levels of Cri, CrB, Fei, and FeB [20, 21]. 
As shown in Figure 2.5, in p-type silicon, the SRH lifetime of Fei intersects with that of 
FeB. The crossover point is a “fingerprint” for Fei in silicon [22]. At the injection level 
Δncrossover, the recombination lifetime remains unchanged in both states. As shown by 
the calculations in Ref. [22], Δncrossover remains almost constant at around 1.5×10
14
 cm
-3
 
as long as the doping level NA<< 1.5×10
17
 cm
-3
. This makes the crossover point a robust 
and convenient identifier of Fei in p-type silicon.  
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Figure 2.5 Predicted SRH lifetimes of Fei, FeB, Cri, and CrB, assuming Nt=1×10
13
 cm
-3
 for each 
recombination center. The defect parameters are taken from Refs. [20, 21]. 
Another way to identify Fei in p-type silicon is to measure the re-paring kinetics of the 
FeB pairs. The association kinetics is limited by the diffusion of Fei, and can be 
described using the theory of trapping of mobile donors by immobile acceptors [23]. 
For the case of trapping of Fei
+
 by Bs
-
, the time constant is [23] 
𝜏𝑎𝑠𝑠𝑜𝑐 =
566.7𝑇
𝐷(Fei)𝑁𝐴
.                                            (2.18) 
Taking advantage of the different recombination properties of Fei and FeB in p-type 
silicon, a method was developed to determine the concentration of Fei ([Fei]) by lifetime 
measurements [22]. The effective lifetimes of a Fe-contaminated sample before and 
after (completely) dissociating the FeB pairs can be expressed as 
1
𝜏𝑒𝑓𝑓_𝑎𝑠𝑠𝑜𝑐
=
1
𝜏𝐹𝑒𝐵
+
1
𝜏𝑜𝑡ℎ𝑒𝑟
,                                  (2.19) 
1
𝜏𝑒𝑓𝑓_𝑑𝑖𝑠𝑠𝑜𝑐
=
1
𝜏𝐹𝑒𝑖
+
1
𝜏𝑜𝑡ℎ𝑒𝑟
.                                  (2.20) 
By subtracting the two equations, τother can be cancelled out, assuming that it remains 
constant in both states. [Fei] can be extracted as follows, 
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[Fei] = 𝐶 ∙ (
1
𝜏𝑒𝑓𝑓_𝑎𝑠𝑠𝑜𝑐
−
1
𝜏𝑒𝑓𝑓_𝑑𝑖𝑠𝑠𝑜𝑐
),                       (2.21) 
where the pre-factor C can be deduced based on the SRH statistics (Eq. (2.14)). This 
method is applied for the determination of [Fei] in Chapter 7. 
Cri is very similar to Fei in p-type silicon: it can also exist in the dissociated state and 
the associated state. The predicted SRH lifetimes of Cri and CrB in p-type silicon are 
shown in Figure 2.5 (b). Similarly, Cri in p-type silicon can be identified by measuring 
the re-pairing kinetics of the CrB pairs, which is applied in Chapter 5. [Cri] in p-type 
silicon can also be determined by measuring the effective lifetime in both states [24]. 
Figure 2.5 also compares the recombination activities of the metals in n- and p-type 
silicon with the same doping level. Theoretically, we can compare the SRH lifetimes in 
n- and p-type silicon by subtracting τSRH,n-Si and τSRH,p-Si. In both types of silicon with 
the same doping level Ndop, we have 
𝜏𝑆𝑅𝐻,𝑛−𝑆𝑖 − 𝜏𝑆𝑅𝐻,𝑝−𝑆𝑖 =
𝑁𝑑𝑜𝑝
𝑁𝑡𝜎𝑛𝑣𝑡ℎ(𝑁𝑑𝑜𝑝 + ∆𝑛)
∙ (𝑘 − 1),          (2.22) 
in which k is the capture cross section ratio σn /σp. We can observe that whether the 
defect is more recombination-active in n-type silicon or in p-type silicon is determined 
by the sign of k-1. Donor-like interstitial transition metals generally have k >1, because 
they capture electrons when positively charged, but capture holes in a neutral charge 
state [17]. Consequently they are more recombination-active in p-type Si than in n-type 
silicon, such as Fei and Cri as shown in Figure 2.4. The opposite applies for the 
acceptor-like substitutional metals, such as Aus and Zns [17]. 
At high-injection condition, the lifetime in both types of silicon becomes identical, as 
shown in Figure 2.4. The high-injection SRH lifetime is  
𝜏SRH,high−injection =
𝑘 + 1
𝑁𝑡𝜎𝑛𝑣𝑡ℎ
.                                      (2.23) 
The low-injection SRH lifetime is 
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𝜏SRH,low−injection =
𝑘𝑛0 + 𝑝0 + (𝑘𝑛1 + 𝑝1)
𝑁𝑡𝜎𝑛𝑣𝑡ℎ(𝑛0+𝑝0)
.                      (2.24) 
From Eqs. (2.23) and (2.24) we can see that both the high- and low-injection lifetimes 
are injection-independent, which can also be seen in Figure 2.4. Note that when the 
energy level is deep enough so that  
𝑘𝑛0 + 𝑝0 ≫ 𝑘𝑛1 + 𝑝1,                                              (2.25) 
A further simplification of τSRH,low-injection can be made as follows 
𝜏SRH,low−injection,n−Si =
𝑘
𝑁𝑡𝜎𝑛𝑣𝑡ℎ
,                                     (2.26) 
𝜏SRH,low−injection,p−Si =
1
𝑁𝑡𝜎𝑛𝑣𝑡ℎ
.                                     (2.27) 
This simplification sometimes makes the analysis more convenient. However, one has 
to be careful with Eq. (2.25), the “deep-level assumption”. For example, for doping 
levels between 10
15
 cm
-3
 ~ 10
16
 cm
-3
, the condition is always valid for Fei, but not for 
Cri, meaning that for those doping levels, the Cri level is not “deep” enough. The 
assumption will become safer for Cri when the doping level exceeds 1×10
17
 cm
-3
 [21]. 
2.2.3 Cu and Ni 
Cu and Ni belong to the fast-diffusing 3d transition metals. They precipitate 
quantitatively even during quenching the sample from high temperature. The phase of 
their precipitates in equilibrium with silicon are NiSi2 and Cu3Si [10]. Band-like deep 
states associated with the Ni and Cu precipitates have been detected by Deep level 
transient spectroscopy (DLTS) [10, 25]. The SRH model cannot be used to study the 
recombination activity of the band-like deep states, as discussed in 2.1. Models based 
on the Schottky effect were proposed to study the electrical activity of metallic 
precipitates in silicon, assuming that the recombination mechanism is thermionic 
emission currents across the Schottky junction between the silicide and silicon. Greater 
detail can be found in Refs. [26-28]. 
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2.3 Aluminium-oxygen defect  
Aluminium is a common element in solar-grade silicon materials and in the processing 
of solar cells. Very low lifetimes have been measured in Al-doped Cz silicon wafers, 
and have been attributed to a recombination-active complex composed of Al and 
oxygen (Al-O defect) [29]. Al cannot be removed efficiently through gettering due to its 
low diffusivity [30], or through directional solidification as it has a segregation 
coefficient of kAl=2×10
-3
 [31-33], which is several orders of magnitudes higher than 
transition metals such as Fe, Ni and Cu [34]. It has been reported that the formation of 
the defect is activated at temperatures higher than 900 
o
C, with an activation energy of 
0.25 ± 0.08 eV [35]. This indicates that the recombination-active defects will be present 
in Cz silicon materials if a) Al is present in the feedstock of the ingot, or b) Al is 
introduced into the material during processing of solar cells, and then goes through 
some high-temperature processes. The recombination activities of Al-O defect will be 
discussed in Chapter 4. 
2.4 Boron-oxygen defect  
Another defect complex, which has been intensively studied in the past decade, is the 
boron-oxygen (BO) defect. The defect is a common limitation in B-doped Cz silicon. 
Some basic properties of the defect can be summarized by the reaction model shown in 
Figure 2.6 [36]. 
 
Figure 2.6 Three-state reaction model of the BO defect based on Ref. [36]. 
As shown by the model, the BO defect is activated by carrier injection 
(annealed→degraded), and is deactivated by dark annealing at about 200 oC 
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(degraded→annealed, the temperature depends on the doping [37]). The regeneration 
(permanent deactivation) occurs when annealing the defect with carrier injection, and 
the destabilization of the regenerated state requires an annealing at a higher temperature 
than the regeneration [36, 38]. The defect composition, the formation and regeneration 
mechanisms have been investigated in multiple studies in the literature. A review paper 
summarizing the established trends and remaining contradictions on the understanding 
of the BO defect has been published recently [39]. It is also worth mentioning that 
advanced passivation techniques have been developed in recent years, which can 
effectively passivate the BO defect in p-type Cz silicon in several seconds [40-42]. The 
activation kinetics of this defect is studied in Chapter 9. 
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Chapter 3 
Characterization techniques 
3.1 Quasi-steady-state photoconductance lifetime measurements 
The Quasi-steady-state photoconductance (QSSPC) lifetime technique allows the 
measurement of the injection-dependent lifetime without making electrical contact to 
the silicon wafer [1]. This convenient, fast and non-destructive technique is very 
suitable for the characterisation of silicon wafers. A WCT-120 QSSPC lifetime tester 
from Sinton Instruments is used in this work. 
During a QSSPC measurement, the silicon wafer is exposed to illumination by a flash. 
The conductance of the wafer and the intensity of the light are simultaneously measured, 
as functions of time. The conductance is measured by an inductive coil coupled to the 
sample, and the generation rate is determined by a calibrated reference cell. The excess 
conductance Δσ is converted into the average excess carrier density Δn by 
∆𝑛 =
∆𝜎
𝑞(𝜇𝑒 + 𝜇ℎ)𝑊
,                                                    (3.1) 
where q is the electron charge, W is the sample thickness, and µe and µh are the electron 
and hole mobilities, respectively. The generation rate G is determined by 
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𝐺 =
𝐽𝑆𝐶 ∙ 𝑓𝑜𝑝𝑡𝑖𝑐𝑎𝑙
𝑞𝑊
,                                             (3.2) 
where JSC is the short circuit current of the reference cell, and foptical is the difference in 
the absorption between the sample and the reference solar cell. Then, the recombination 
rate U can be obtained by the continuity equation 
𝑑∆𝑛
𝑑𝑡
= 𝐺 − 𝑈,                                             (3.3) 
and the effective lifetime can be obtained by  
𝜏𝑒𝑓𝑓 =
∆𝑛
𝑈
.                                                (3.4) 
Under QSS conditions, the sample is exposed to a long, slow-decaying pulse of light. 
The decay time constant of the light is much longer than the carrier lifetime, meaning 
that a quasi-steady state is achieved, so G=U. Under transient mode, a short pulse of 
light is used. The light decay time constant is much shorter than the carrier lifetime, so 
that G=0 once the illumination is terminated. Generally, the QSS mode is valid for 
lifetimes of approximately 200 µs or less, while the transient mode is valid for lifetimes 
greater than 100 µs. These threshold values are determined by the decay constant of the 
flash [2].  
Applying the QSSPC lifetime measurements, we can use the changes in the measured 
injection-dependent lifetime before and after breaking metal-acceptor pairs to determine 
[Fei] and [Cri] in B-doped p-type silicon, as discussed in 2.2.2. Such techniques are well 
established and often used in silicon solar cell research [3-5]. Another important 
application of such lifetime measurements is injection-dependent lifetime spectroscopy 
(IDLS) for deep-level defects in silicon. Here we give an introduction of this technique 
and focus on the aspects that are relevant to this work. A more systematic study of this 
technique can be found in Ref. [6]. 
Injection-dependent lifetime spectroscopy 
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Due to the high sensitivity of the carrier lifetime to recombination-active defects, the 
injection-dependent lifetime can be analysed to identify impurities in silicon based on 
the Shockley-Read-Hall (SRH) model [7, 8]. Conversely, the defect parameters can be 
determined by fitting the injection-dependent lifetime of a known impurity with the 
SRH model. Substituting Eq. (2.15) into (2.14), and using k=σn/σp to replace σp, we have 
𝜏𝑆𝑅𝐻 =
𝑘(𝑛0 + 𝑛1 + ∆𝑛) + (𝑝0 + 𝑝1 + ∆𝑛)
𝑁𝑡𝜎𝑛𝑣𝑡ℎ(𝑛0+𝑝0 + ∆𝑛)
.                        (3.5) 
The doping level of the sample can be easily measured via dark conductance 
measurements. This gives both n0 and p0 in the equation. Then, the parameters to be 
fitted are n1 (or p1, or Et), σn and σp (or k together with one of the capture cross section 
ratios), and Nt. Generally it is not possible to separate σn and Nt if both are unknown, as 
it is their product that appears in the SRH equation. For example, in the cases of the BO 
defect and the Al-O defect for which the absolute concentration is difficult to determine, 
σn and Nt are usually not determined separately in lifetime spectroscopy studies [9, 10]. 
If Nt is known or can be measured using other techniques, then both σn and Nt can be 
determined. Keeping this in mind, the three parameters to be fitted in the model can be 
regarded as Et, σnNt, and k. 
Generally, fitting one set of injection-dependent lifetime data (usually measured at room 
temperature) does not allow all of the three parameters to be determined, as different 
combinations of the values of the parameters can result in the same lifetime value. To 
allow unambiguous determination of the defect parameters, one can measure the 
injection-dependent lifetime at different temperatures, which is termed Temperature- 
and Injection-Dependent Lifetime Spectroscopy (TIDLS) [6]. Another option is to 
simultaneously fit the injection-dependent lifetime measured on samples with different 
doping levels [11], which is the method we use to determine the defect parameters of 
Cri and CrB pairs in Chapter 5. Adding the temperature-dependence or the doping level-
dependence is essentially adding another condition (limit) in the fitting. A larger range 
of the temperature or the doping level helps to reduce the uncertainty ranges of the 
defect parameters. 
An example of the doping level- and injection-dependent SRH lifetime of FeB pairs in 
p-type silicon is shown in Figure 3.1. The curves clearly show how the injection-
dependence of the lifetime is changed by the doping level. It indicates that, when 
24 
 
measuring recombination lifetime of a defect in differently doped samples, more 
information associated with the SRH lifetime is provided, which allows the 
unambiguous determination of the defect parameters. A study applying this principle to 
the determination of the capture cross sections of FeB pairs can be found in Ref. [12]. 
 
Figure 3.1 SRH lifetime of FeB pairs in p-type samples with different doping levels. The defect 
parameters are taken from Ref. [13]. The concentration of FeB in the model is 1×10
13
 cm
-3
. 
3.2 Quasi-steady-state photoluminescence lifetime measurements 
This contactless method determines the injection-dependent lifetime by combining the 
PhotoConductance (PC) and PhotoLuminescence (PL) measurements. A modified 
Sinton Instrument WCT-120 tester is used in this work. A PL sensor is integrated into 
the system, so that both PL and PC signals are simultaneously collected from the same 
region under illumination [14].  
Both PL and PC signals are converted to the injection level: The PC signal is converted 
to the injection level ΔnPC(t) via Eq. (3.1). The PL intensity IPL is proportional to the 
radiative recombination rate Urad, and can be converted into ΔnPL(t) via  
𝐼𝑃𝐿 = 𝐴𝑖𝑈𝑟𝑎𝑑 = 𝐴𝑖 ∙ 𝐵 ∙ (𝑛0 + 𝑝0 + ∆𝑛) ∙ ∆𝑛,                          (3.6) 
where Ai is a scaling factor taking into account that the PL signal is measured only in 
relative units, and B is the radiative recombination coefficient. In the QSSPL 
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measurements, AiB is determined to achieve best agreement between ΔnPC(t) and ΔnPL(t) 
at high injection levels.  
With the generation rate G determined with the same method as discussed in 3.1, the 
effective lifetime can be determined via Eqs. (3.3) and (3.4) based on ΔnPL(t).  
The PC-based measurements sometimes suffer from artefacts such as minority carrier 
trapping [15] and depletion region modulation effects [16] at low injection levels. By 
contrast, the PL-based measurements are not subject to those low-injection artefacts, 
allowing the determination of the low-injection lifetime [15]. This enables a wider range 
of injection levels to be accessed for lifetime spectroscopy. We use this technique for 
the lifetime spectroscopy of the Al-O defect in Chapter 4. 
3.3 PL imaging  
PL imaging is a spatially-resolved characterisation tool which allows fast and 
contactless lifetime imaging of silicon wafers and bricks [17]. It is based on the 
detection of the spontaneous radiative emission of photons from the silicon sample 
under steady-state illumination, using an infrared camera. A LIS-R1 PL imaging system 
from BT imaging is used in this work. Figure 3.2 shows a schematic of the system. 
In this technique, the generation rate G is determined by 
𝐺 =
∅(1 − 𝑅𝑓)
𝑊
,                                                        (3.7) 
where ∅ is the incident photon flux, and Rf is the reflectivity of the front surface of the 
silicon wafer. With an image of IPL, the image of carrier lifetime is obtained as follows: 
a) an average injection level is obtained with the average lifetime measured by the in-
built PC lifetime tester, and G; (b) Ai·B is determined based on Eq. (3.6), with the 
average injection level and the average PL intensity; (c) the local injection level can be 
obtained with the local PL intensity and Ai·B; (f) the local effective lifetime can be 
obtained with the local injection level and G. 
Applying the same principle of determining [Fei] in p-type silicon by lifetime 
measurements, PL-based lifetime images allows the determination of the spatial 
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distribution of Fei [13], Cri [18], and the BO defect [19, 20] in p-type silicon (imaging 
of the BO defect can also be done in B- and P-doped compensated n-type silicon in 
principle). Low-injection lifetimes are usually used in such methods because a) they are 
injection-independent, which diminishes the effects of different injection levels 
achieved in the two states, and b) they are usually sensitive to the change of states of 
those meta-stable defects [13, 18-20].  
 
Figure 3.2 Schematic of the PL imaging system. 
3.4 Micro-PL system 
The micro-PL system used in Chapter 8 is a Horiba LabRAM system, and the one used 
in Chapter 9 is a Horiba T64000 system, both equipped with confocal microscopes. A 
schematic of the micro-PL systems is shown in Figure 3.3. A collimated incident laser 
beam is focused onto a spot which is several microns in diameter on the sample surface 
through the confocal optics. The emitted PL signal from the sample travels back 
through the same confocal path, through a monochromator, and is detected by a liquid 
nitrogen cooled InGaAs array detector. The sample stage is temperature-controlled, and 
equipped with an x-y mapping system. 
In comparison with the PL imaging system described above in 3.3, much higher 
injection levels are usually achieved with the micro-PL system. At these high injection 
levels, the carrier lifetime is dominated by Auger recombination. This significantly 
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reduces the carrier diffusion length and consequently enables a higher resolution in the 
resulting maps. For the same reason, the micro-PL measurements are only sensitive to 
low lifetimes. Those features make the micro-PL mapping technique well suited for the 
characterisation of localised microdefects such as dislocations, grain boundaries, metal 
precipitates and process induced defects [21, 22]. We used this technique to map Cu and 
Ni precipitates in Chapter 8, and conduct in-situ measurements of the activation kinetics 
of the BO defect in Chapter 9. 
 
Figure 3.3 Schematic of the micro-PL systems used in this work. The excitation is plotted in 
green lines, and the PL signal is plotted in black dashed lines. 
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Chapter 4 
Reassessment of the recombination 
properties of aluminium–oxygen complexes 
in n- and p-type Czochralski-grown silicon 
Previous studies on the recombination properties of Al-O complexes have been based 
on deep-level transient spectroscopy (DLTS) or IDLS [1-5]. The two techniques are 
complementary in several ways as follows [4, 6, 7]: 
(a) For the determination of the energy level Et: DLTS is usually more sensitive in 
detecting defect levels than IDLS. In a sample contaminated with unknown 
impurities, all the deep levels with reasonable concentrations can be detected by 
DLTS; whilst it is not easy to determine all the deep levels by simply fitting the 
recombination lifetime. For those deep levels which are close to the middle of the 
band gap of silicon, n1 and p1 are both negligible in the SRH model; IDLS will 
consequently give a wide uncertainty range of the deep level, whilst DLTS allows 
the deep level to be accurately determined. This is the case for the deep level of the 
Al-O defect [4].   
(b) For the determination of the defect concentration Nt: DLTS allows the determination 
of the defect concentration. With IDLS, Nt is inaccessible, as this technique only 
determines their product and cannot separate the capture cross section from the 
defect concentration if both are unknown. 
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(c) For the determination of the capture cross section ratio k: with DLTS, only the 
majority carrier capture cross section is generally accessible in one type of silicon 
wafers, so k is often not reported in studies applying DLTS. By contrast, IDLS 
usually allows the determination of k with reasonable accuracy. 
For the Al-O defect, the deep level at Ev+0.44 eV is quite consistent in the previous 
DLTS studies [1-3, 5], while the reported capture cross section ratio k varies 
significantly, in the range of 2.5 ~870 [3-5]. In this chapter we determine k by applying 
IDLS on several n- and p-type Al-contaminated samples and control samples. The main 
differences between this work and previous IDLS studies [4, 5] include: a) We use a 
single-level model instead of a two-level model used previously. The reason will be 
discussed in the chapter. b) IDLS is simultaneously performed on several different 
samples to tighten the uncertainty range of k. c) Control samples are used to allow more 
accurate extraction of the SRH lifetime of the defect. d) Having both types of samples 
enables the recombination activity of the defect in n- and p-type silicon to be directly 
compared. 
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The recombination parameters of aluminium–oxygen com-
plexes in silicon have been reassessed by applying lifetime
spectroscopy on several n- and p-type intentionally
Al-contaminated and control samples, using a single-level
defect model. The presence of the control samples has allowed
greater accuracy for the extraction of the recombination
lifetime. The uncertainty ranges of the parameters have been
tightened signiﬁcantly by simultaneously ﬁtting the lifetime on
several samples. The electron/hole capture cross section ratio k
was reassessed to be 380, in the uncertainty range of 330–460.
A direct comparison of the n- and p-type samples has shown
that those complexes are much more recombination-active in
p-type silicon than in n-type silicon at low and intermediate
injection levels.
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1 Introduction Aluminium is a common metallic
impurity in solar-grade silicon materials. Concentrations in
the range of 1014–1017 cm3 are typical in the upgraded
metallurgical silicon (UMG-Si) wafers after ingot
growth [1]. Al is more difﬁcult to remove through
directional solidiﬁcation than many transition metals,
considering that the segregation coefﬁcient of Al is
kAl¼ 2 103 [2–4], in comparison with Fe with kFe¼
6.4 106 [5], Ni with kNi¼ 3.2 105 [5, 6], and Cu with
kCu¼ 8 104 [5, 7]. Also, because of its low diffusivity [8],
it is not efﬁcient to remove Al through gettering once
present in the wafers. The detrimental effects of Al on the
carrier lifetime of Czochralski-grown (Cz) silicon wafers
are widely recognised, and numerous authors have
attributed the effects to the recombination-active alumi-
num–oxygen (Al–O) complexes [4, 5, 9–15].
Previous studies on the recombination properties of
Al–O complexes have been based on deep-level transient
spectroscopy (DLTS) [4, 5, 9, 12] or temperature- and/or
injection-dependent lifetime spectroscopy (TIDLS or
IDLS) [11, 12]. With DLTS, the energy level can be
accurately determined, but generally only the
majority-carrier capture cross section is accessible [16].
In contrast, the lifetime spectroscopy methods are based on
the Shockley-Read-Hall (SRH) model [17, 18], and can be
used to determine the electron/hole capture cross section
ratio k [11, 19]. However, they have a large uncertainty
range for the energy level of deep levels, and it is generally
not possible to separate the capture cross section from the
defect concentration if both are unknown, as this technique
only determines their product [11, 19]. Table 1 lists
the recombination parameters of Al–O complexes from the
literature. The deep level located at 0.38–0.50 eV above the
valence band Ev, having a most probable value around
0.44 eV, is consistent among the different studies applying
DLTS [4, 5, 9, 12]. However, k varies across orders of
magnitudes in the literature. Both of the previous lifetime
spectroscopy studies assumed a second shallow level to
obtain a reasonable ﬁt over the entire injection range
[11, 12]. However, the shallow level has not been detected
by any DLTS studies, and thus remains unconﬁrmed. In
addition, in the absence of control samples, the authors
assumed the effective lifetime to be the bulk SRH
recombination lifetime [11], or obtained the SRH lifetime
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by correcting the measured effective lifetime with a
modelled intrinsic recombination lifetime [12]. In principle,
this can cause uncertainties in the ﬁtted SRH lifetimes, and
may also explain why a second shallow level was required in
those studies.
In this work, we conduct a new IDLS analysis using a
single-level model applied to several n- and p-type Cz
wafers that have been intentionally contaminated with Al
and control wafers, to reassess the recombination param-
eters of the defect. The control samples allow the SRH
lifetime to be extracted with greater accuracy. Simulta-
neously, performing IDLS on several samples helps tighten
the uncertainty ranges of the parameters [20], while having
both n- and p-type of samples enables the recombination
activity of the defect in both types of silicon to be directly
compared.
2 Experimental The samples investigated in this
study were from four B- and P-doped compensated
Czochralski (Cz) ingots supplied by Apollon Solar. The
ingots were grown from 9N poly silicon feedstock that was
intentionally doped with boron and phosphorus to simulate
compensated UMG-Si [21]. For each type, one was grown
as a control ingot and the other was intentionally
contaminated with Al. The concentration of boron in the
starting melt was 1.32 1016 cm3 in all four ingots. The
concentration of Al ([Al]) in the starting melt was
1.04 1017 cm3 in the Al-doped ingots. The concentration
of phosphorus in the starting melt of the n- and p-type ingots
were 3.64 1016 cm3 and 7.73 1015 cm3, respectively.
The ingots were cut to wafers, and three p-type and one n-
type Al-contaminated wafers and the corresponding control
wafers were chosen for this study. Some key parameters of
the samples are listed in Table 2. The net doping levels and
the [Al] were calculated applying the Scheil’s law [22]. The
segregation coefﬁcients of B, P and Al were taken as 0.8,
0.35 and 0.002, respectively [2–4]. The resistivities were
measured by dark conductance, and were also predicted
applying Schindler et al.’s mobility model for compensated
silicon, based on the expected dopant concentrations using
the Scheil’s law [23]. The predicted values mostly lie within
10% of the measured values, as shown in the table. The
interstitial oxygen concentrations ([Oi]) in the central region
of the samples were determined by the OXYMAP
technique [24].
The samples were chemically etched to remove saw
damage, and then went through a phosphorus gettering
process at 880 8C for 0.5 h, and 600 8C for about 14 h [25].
Performing the extended heat treatment at a lower
temperature (600 8C for 14 h) after the diffusion was found
Table 1 Recombination parameters of the Al–O complex from the literature and found in this work.
authors Et–Ev (eV) sn (cm
2) sp (cm
2) k methods refs.
Marchand et al. 0.397 0.005 (8.6 0.7) 1017 DLTS [4, 9]
0.314 0.002 (6.6 0.2) 1015
0.215 0.001 (9.2 0.5) 1022
Davis et al. 0.43 0.05 1.4 1014 5.7 1015 2.5 DLTS [5]
0.47 0.03
Schmidt 0.22–0.68 90 TIDLS [11]
0.14 or 0.98
Rosenits et al. 0.44 0.02 3.1 1010 3.6 1013 870 DLTS and IDLS [12]
0.15 IDLS
this work 380 (50, þ80) IDLS
Table 2 Parameters of the samples in this study. Note that g represents the solidiﬁed fraction.
samples modelled net
doping (cm3)
modelled
[Al] (cm3)
r measured
with QSSPC
(Ω  cm)
r predicted by
Schindler et al.’s
mobility model
(Ω  cm)
[Oi]
(cm3)
p-type control (g ¼ 0.03) 7.9  1015 0 1.96 2.06 1.3  1018
p-type control (g ¼ 0.23) 7.9  1015 0 1.94 2.05 1.1  1018
p-type control (g ¼ 0.43) 7.9  1015 0 1.99 2.06 9.9  1017
p-type þ Al (g ¼ 0.02) 8.1  1015 2.1  1014 2.23 2.00 1.2  1018
p-type þ Al (g ¼ 0.20) 8.2  1015 2.6  1014 2.20 1.98 1.1  1018
p-type þ Al (g ¼ 0.56) 8.3  1015 4.7  1014 2.25 1.98 8.4  1017
n-type control (g ¼ 0.65) 1.2  1016 0 0.49 0.58 8.4  1017
n-type þ Al (g ¼ 0.64) 1.1  1016 5.8  1014 0.53 0.63 8.1  1017
2080 C. Sun et al.: Recombination properties of Al–O complexes in n- and p-type Cz-Si
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to increase the efﬁciency in removing fast diffusing metallic
impurities [25]. Those impurities were present in all the
samples before gettering, resulting in a reduced difference in
the lifetimes of the control samples and the Al-contaminated
samples. As conﬁrmed by dark conductance and Fourier
Transform Infrared (FT-IR) spectrophotometry measure-
ments, the resistivity and [Oi] remained unchanged, within
measurement uncertainty, before and after the gettering
step. After gettering, another 10mm was etched from both
sides, followed by surface passivation with plasma-
enhanced chemical vapour deposited (PECVD) SiNx ﬁlms.
The injection-dependent lifetimes were measured with the
quasi-steady-state photoluminescence (QSSPL) method, to
avoid trapping effects at low injection levels [26]. The
samples were annealed at 260 8C for 30min in the dark to
deactivate the boron–oxygen (BO) complexes before the
measurements.
3 Modelling procedure To extract the SRH recom-
bination lifetimes tSRH due to Al–O complexes, we
determined polynomial ﬁts for the measured lifetimes of
the Al-contaminated and control samples, and then
calculated tSRH applying 1/tSRH¼ 1/teff 1/tcontrol. The
polynomial curves allowed convenient interpolation be-
tween the two sets of data points. Only lifetime data at
injection levels lower than Dn¼ 1 1016 cm3 were used
to extract tSRH. At injection levels higher than this, the
lifetimes of the control sample and the Al-contaminated
sample are almost identical (shown in Section 4). This
causes large uncertainties in the extracted tSRH, adversely
affecting the subsequent ﬁtting of the recombination
parameters.
The extracted tSRH of the three p-type Al-
contaminated samples were then ﬁtted simultaneously
to determine k. As will be discussed in Section 4, there is
no signiﬁcant difference in lifetime between the two
n-type samples, which would result in large uncertainties
in the extracted tSRH,n-type. So the n-type samples were not
included in the ﬁtting but were subsequently used to check
for consistency with the parameters extracted from the
p-type samples.
The extraction of the SRH lifetime using a control
sample has the advantage of removing the effect of surface
recombination velocity and intrinsic recombination on the
extracted SRH lifetime. Contrary to previous studies using
no control samples [11, 12], we found that a single deep
level model could describe the p-type SRH lifetimes very
well, and the n-type lifetime across most of the injection
level range (the shallow defect affecting the high injection
part of the lifetime in previous study was most likely
related to intrinsic recombination or surface recombination
but not bulk SRH recombination). Hence only the deep
Figure 1 Injection-dependent lifetimes of the
samples (a) p-typeþAl (g¼ 0.02) and (b)
p-typeþAl (g¼ 0.20) and the corresponding
control samples. The extracted and the modelled
SRH recombination lifetimes are also shown.
Figure 2 Injection-dependent lifetimes of the
samples (a) p-typeþAl (g¼ 0.56) and (b)
n-typeþAl (g¼ 0.64) and the corresponding
control samples. The extracted and the modelled
SRH recombination lifetimes are also shown.
Note that the vertical axes of the two ﬁgures are
not in the same scale.
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level Et¼Evþ (0.38–0.50)eV was considered in the
model [4, 5, 9, 12]. When Et lies in this range, both p1
and kn1 are negligible compared with the doping unless
k> 1000, which is not true in this case as conﬁrmed by the
ﬁtting. Thus the uncertainties in the energy level will not
impact on the ﬁtting of k. For the same reason, it was
impossible to obtain the energy level via IDLS in this work.
The absolute values of the capture cross sections could not
be extracted either, due to the unknown concentrations of
the defect complexes. Normally when ﬁtting the lifetime,P
(tﬁtted tmeasured)2 is minimized. However, when the
lifetime crosses several orders of magnitudes, this method
unintentionally allocates larger weights to the higher-value
lifetime data. To avoid this problem,
P
[(tﬁtted tmeasured)/
tmeasured]
2 was minimized in the ﬁtting to determine the
optimal k in this work. The uncertainty range of k was
determined as follows: for every k value varied in the range
of 0–10 000, with the extracted lifetime data, an optimal
value of Ntsn can be determined for each sample, where Nt
is the defect concentration in the corresponding sample,
and sn is the electron capture cross section. With the
determined Ntsn and the k value, we can model the lifetime
data for each sample. Then the modelled lifetime tﬁtted is
compared with the extracted lifetime tmeasured. A feasible
k is selected if tﬁtted totally lies within the error bars of
tmeasured for every sample. The uncertain range of k is the
set of all the selected feasible values.
4 Results and discussion Figure 1 shows the
lifetime measurements for the samples p-typeþAl (g¼
0.02) and p-typeþAl (g¼ 0.20) and the corresponding
control samples. The third group of p-type samples,
p-typeþAl (g¼ 0.56) and its control sample are shown
in Fig. 2(a). The polynomial ﬁts are shown in solid lines in
Figs. 1 and 2, agreeing very well with the measured data.
The extracted SRH recombination lifetimes tSRH are
also shown in the ﬁgures. The error bars were calculated
assuming 12% error in the measured lifetimes [27].
As shown in the ﬁgures, the extracted tSRH is strongly
injection-dependent in p-type silicon (p-Si), increasing
by two orders of magnitudes from Dn¼ 1 1013 cm3 to
Dn¼ 1 1016 cm3.
The lifetime measurements of the n-type samples and
the extracted tSRH are shown in Fig. 2(b). Throughout the
measured injection range, there is very little difference in
lifetime between the two samples, indicating that Al–O
complexes are weakly recombination-active in n-type
silicon (n-Si). The humped shape of the extracted tSRH
can be attributed to the uncertainties, as shown by the large
error bars. The n- and p-type Al-contaminated samples
shown in Fig. 2 have similar net doping levels, [Al] and [Oi],
thus it is reasonable to assume similar concentrations of
Al–O complexes in both samples. Figure 3 directly
compares the extracted tSRH in the two samples. By
comparison, this defect is more recombination-active in p-Si
than n-Si at low and intermediate injection levels. At high-
injection level, the two lifetime curves lie within each
other’s error bars.
Figure 4 shows
P
[(tﬁtted tmeasured)/tmeasured]2 as a
function of k. The optimal value of k was determined to be
380, in the uncertainty range of 330–460. As shown by
Table 1, this value lies between the other values in the
literature. The optimal value was then used to model the
tSRH,p-type for the p-type samples, which agreed well with
the extracted data from the experiments (Figs. 1–3).
The value of Ntsn could be derived for each p-type
Al-contaminated sample. Assuming the same defect
concentration in the samples p-typeþAl (g¼ 0.56) and
n-typeþAl (g¼ 0.64), tSRH could be modelled for the
Figure 3 The extracted and modelled SRH lifetime of the Al–O
complexes in the samples n-typeþAl (g¼ 0.64) and p-typeþAl
(g¼ 0.56).
Figure 4
P
[(tﬁtted tmeasured)/tmeasured]2 as a function of k, when
simultaneously ﬁtting the three extracted tSRH,p-type.
2082 C. Sun et al.: Recombination properties of Al–O complexes in n- and p-type Cz-Si
 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.pss-b.com
p
h
ys
ic
a ssp status solid
i b
n-type sample. As shown in Fig. 2(b), the modelled tSRH,
n-type lies mostly within the error bars of the extracted
tSRH,n-type from the measurements, indicating that the
same deep level can explain the measured lifetimes
for the n-type samples, except possibly at the highest
injection levels. The modelled tSRH,n-type is injection-
independent, because when both n1 and p1 are negligible,
and k 1, the lifetime is tSRH,n-type¼ k/Ntsnvth. Note
that this is also the expression for the high-injection
lifetime regardless of the doping when k 1. As shown
in Fig. 3, the modelled tSRH,p-type coincides with the
modelled tSRH,n-type at high injection levels. tSRH,n-type
is injection-independent so the complexes are not
very recombination-active over the entire injection
range in n-Si. While at low injection levels in p-Si,
tSRH,p-type,low-injection¼ 1/Ntsnvth, degrading by the fac-
tor k. As directly compared in Fig. 3, at low and
intermediate injection levels, which are more relevant to
standard solar cell operating conditions, both the
experimental data and the modelling results show that
the Al–O complexes are much more recombination-
active in p-Si than n-Si.
5 Conclusions The recombination parameters of
Al–O complexes in silicon have been reassessed by
applying IDLS, using n- and p-type Cz silicon wafers that
have been intentionally contaminated with Al and control
wafers, and assuming only a single, deep defect level. The
single deep level explains the measured lifetimes in p-Si
very well, and in n-Si across most of the injection level
range of interest. The electron/hole capture cross section
ratio k was reassessed to be 380 (50, þ80). Both
experimental and modelling results show that Al–O
complexes have much greater impact on the carrier
lifetimes in p-Si than n-Si at low and intermediate
injection levels. Concerning the potential impact of Al
contamination on cell performance in low-cost solar-
grade materials, n-Si is potentially a better choice.
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Chapter 5 
Reassessment of the recombination 
parameters of chromium in n- and p-type 
crystalline silicon and chromium-boron pairs 
in p-type crystalline silicon 
In this chapter we reassess the recombination parameters of Cri and CrB pairs by 
applying IDLS on several n- and p-type Cr-contaminated samples. As in Chapter 4, we 
simultaneously fit the injection-dependent lifetime measured on differently doped 
samples to allow unambiguous determination of the defect parameters. We first obtain 
the defect parameters of Cri with the carrier lifetime measured on the n-type samples, 
and those of CrB pairs with the lifetime measured on the p-type samples in the 
associated state. Then we conduct a combined analysis of the two defects with a third 
group of lifetime data, which is measured on the p-type samples directly after annealing. 
The combined analysis significantly tightens the uncertainty ranges of the capture cross 
sections. We then compare the recombination activity of chromium in n- and p-type 
silicon both experimentally and theoretically. 
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Reassessment of the recombination parameters of chromium
in n- and p-type crystalline silicon and chromium-boron pairs
in p-type crystalline silicon
Chang Sun,a) Fiacre E. Rougieux, and Daniel Macdonald
Research School of Engineering, College of Engineering and Computer Science,
The Australian National University, Canberra ACT 0200, Australia
(Received 3 April 2014; accepted 22 May 2014; published online 3 June 2014)
Injection-dependent lifetime spectroscopy of both n- and p-type, Cr-doped silicon wafers with
different doping levels is used to determine the defect parameters of Cri and CrB pairs, by
simultaneously fitting the measured lifetimes with the Shockley-Read-Hall model. A combined
analysis of the two defects with the lifetime data measured on both n- and p-type samples enables a
significant tightening of the uncertainty ranges of the parameters. The capture cross section ratios
k¼ rn/rp of Cri and CrB are determined as 3.2 (0.6, þ0) and 5.8 (3.4, þ0.6), respectively.
Courtesy of a direct experimental comparison of the recombination activity of chromium in n- and
p-type silicon, and as also suggested by modelling results, we conclude that chromium has a
greater negative impact on carrier lifetimes in p-type silicon than n-type silicon with similar doping
levels.VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4881497]
I. INTRODUCTION
Transition-metal impurities, such as chromium, are det-
rimental to silicon devices. Both dissolved and precipitated
transition metals can cause increased recombination activity
and reduce the carrier lifetime,1 yet such impurities are com-
mon in photovoltaic grade crystalline silicon materials.2
Chromium is a common contaminant, and previous studies
have shown its concentration of chromium in photovoltaic-
grade multicrystalline silicon wafers can be in the
1012–1013 cm3 range.2,3
In n-type silicon (n-Si), dissolved chromium only exists
as isolated interstitial chromium (Cri), forming a donor level;
while in p-Si, the donor level of Cri is positively charged at
room temperature and will form donor-acceptor pairs with
the negatively charged acceptor level of the doping element,
such as boron (CrB pairs).1 This is analogous to the case of
Fe, which can exist as isolated Fei or FeB pairs in p-Si.
1
However, while illumination or injection of minority carriers
can break the FeB pairs, several authors have shown that
such electronically stimulated dissociation does not apply to
CrB pairs.4,5 As it has been shown that such donor-acceptor
pairs are formed only when Coulombic attraction is present
between the oppositely charged ions,6,7 the illumination-
related phenomenon can be explained by the different energy
level of Fei and Cri: the electron Fermi level is shifted above
the energy level of Fei under illumination, leaving this donor
in a neutral charge state, which will prohibit re-pairing dur-
ing illumination; yet it is almost impossible to shift the elec-
tron Fermi level above the Cri level, as it is much closer to
the conduction band, meaning that CrB pairs can reform
rapidly during illumination.6,8
The different recombination properties of the paired
and dissociated states in p-Si allows a method originally
developed to determine the concentration of Fe,9,10 to be
applied to determine the Cr concentration.4,5,11 More recently,
it has been shown that the use of photoluminescence-based
carrier lifetime images12 allows the same principle to be used
to determine the spatial distributions of Fe,13 Cr,14 and boron-
oxygen (BO) complex.15,16 Being fast and contactless, these
techniques can conveniently provide information about the
concentration and distribution of impurities. Nevertheless, for
these new techniques to be accurate, it is vital to have a pre-
cise determination of the defect recombination parameters—
namely, the energy level and the capture cross sections for
both electrons and holes.
Courtesy of Deep-Level Transient Spectroscopy (DLTS)
and Lifetime Spectroscopy, there are well-established values
for the energy levels of Cri and CrB pairs: Cri produces a sin-
gle donor level at Ec  0.22(60.02) eV and CrB pairs pro-
duce a donor level at Evþ 0.28(60.02) eV.1,4,5,17 However,
the published values of the capture cross sections for elec-
trons and holes are less consistent and vary across orders of
magnitudes. Another important parameter, the capture cross
section ratio k¼rn/rp, also varies significantly in published
works and is often not reported as DLTS generally does not
permit both cross sections to be measured.1 However, k is an
important parameter as it determines the relative impact of an
impurity in n- and p-type silicon at low and mid-injection
levels. Such a comparison of the recombination activity in
n- and p-Si has been studied directly for metals such as iron,18
nickel,19 and copper,20 but not so thoroughly for chromium.
Injection-Dependent Lifetime Spectroscopy (IDLS)
offers a convenient method to determine the defect parame-
ters, by fitting the injection-dependent lifetime with the
Shockley-Read-Hall (SRH) model. To allow unambiguous
measurement of the defect parameters, a sample can also
be measured at different temperatures, a method termed
Temperature- and Injection-Dependent Lifetime Spectroscopy
(TIDLS).21 An alternative method is to simultaneously fit thea)Electronic mail: chang.sun@anu.edu.au.
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injection-dependent lifetime measured on several samples
with different doping levels.22,23 In this work, we use this latter
method to determine the defect parameters with several n- and
p-type samples. We will also provide the uncertainties associ-
ated with the recombination parameters. Crucially, the simul-
taneous use of both n- and p-type samples allows the capture
cross sections to be determined with significantly reduced
uncertainty. The results also allow a direct experimental com-
parison of the recombination activity of chromium in both
n- and p-type silicon.
II. EXPERIMENTAL METHODS
A. Sample preparation
The samples used in this study were from four
Czochralski (Cz) ingots specially grown by Siliconsultant.24
One p- and n-type ingots were grown as control ingots, and
one p- and n-type ingots were intentionally doped with chro-
mium. The 25mm diameter ingots (average) were then cut
to wafers. 3–5 wafers selected at different solidified fractions
were then chosen for this study. When preparing the ingots,
the targeted dopant and impurity concentration calculations
were performed based on Scheil’s law25,26
C ¼ kef f  C0ð1 gÞkef f1; (1)
where C0 is the concentration in starting melt, keff is the
effective segregation coefficient, and g is solidified fraction.
The n-type ingots were doped with phosphorus and the
p-type ingots with boron. At g¼ 0.3, the target doping
concentration was 1.5 1016 cm3. We also measured the
doping levels of the samples by dark conductance measure-
ments. Figure 1 shows the doping levels of two Cr-doped
ingots and the fits using Scheil’s law (Eq. (1)), with keff of
boron and phosphorous taken as 0.8 and 0.35,27 respectively.
The relative error is taken as 5%,28 shown with the error
bars. The deviation of the actual doping levels from the tar-
get values is due to the uncertainty in the mass of the dopants
in the starting melt. As determined by a Fourier Transform
Infrared (FT-IR) spectrophotometer, the lower limit of the
concentration of interstitial oxygen [Oi] in our samples is
around 6 1017 cm3. With the effective segregation coeffi-
cient of Cr taken as 1.1 105,29,30 and targeting a Cr con-
centration of about 1 1012 cm3 in the ingots, C0 for
chromium was chosen as 4.8 1016 cm3, requiring 0.0009
g of chromium in the starting melt. In order to minimize sur-
face recombination, the wafers were silicon-etched and then
passivated with Plasma-Enhanced Chemical Vapor
Deposited (PECVD) SiN films. This technique provides very
low surface recombination velocities.31,32 Moreover, the SiN
passivation is shown to be stable after the thermal treatments
required for dissociation and association of CrB pairs.
B. Dissociation and association of CrB pairs
Measuring the lifetime for the case of isolated Cri in
p-type silicon requires the CrB pairs to first be broken. The
dissociation of CrB pairs is driven by annealing, where the
fraction of isolated Cri in thermal equilibrium is given by
17
CrB
Cri
¼ NA
A
 exp EA
kBT
 
; (2)
with A being the density of available interstitial sites.
Conzelmann et al. initially determined a binding energy of
EA¼ 0.65 eV with A¼ 8 1023 cm3,17 values which were
later determined more precisely by Habenicht et al. as
EA¼ 0.56 eV, with A¼ 5 1022 cm3.14 We used the coeffi-
cient derived by Habenicht et al. to predict the fraction of
isolated Cri in thermal equilibrium at several temperatures,
shown in Table I. As shown, temperatures above 230 C are
required to ensure 90% or more of the CrB pairs are broken.
In the work of Schmidt et al. for samples of resistivity 11.4
Xcm, the dissociation time constant sdiss was found to be
48 s at 160 C.5 At higher temperatures, the kinetics of the
dissociation speeds up. To achieve a state where there is a
high fraction of isolated Cri, the p-type samples were
annealed in this work at around 260 C in the dark for 8 min
and subsequently quenched in water. This annealing step
also effectively deactivates the BO complex,33 while the
quenching avoids repairing of CrB pairs during cooling
down.
To measure the association kinetics of CrB pairs, less
strict conditions are required, where we annealed the p-type
samples at 230 C–250 C in the dark for at least 5 min and
cooled them down on an aluminium block. It takes several
seconds for the samples to reach room temperature. Upon
FIG. 1. Measured doping levels of the Cr-doped ingots, fitted to Scheil’s
law.
TABLE I. Fraction of isolated Cri and the association time constant sassoc at
different temperatures, predicted with data from the works of Habenicht
et al. and Nakashima et al. An average doping level of NA¼ 1.2 1016 cm3
for p-type samples is used in the calculations.
T (C) Fraction of isolated Cri (%) sassoc (s)
270 96 0.8
250 94 1.6
230 90 3.2
200 78 9.5
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reaching room temperature, the samples are immediately
measured. The samples are then measured after different
lengths of time (0.5 h, 2 h, 4 h, 7 h, and 10 h), while holding
them at 53 C in between the measurements. The measure-
ments are performed at room temperature. This kinetics can
be described by34
CrB
Cri
¼ 1 exp  t
sassoc
 
; (3)
sassoc being the association time constant. In units of sec-
onds, sassoc is related to the diffusivity of interstitial chro-
mium DCri and the doping level NA by
35
sassoc ¼ 557T
NADCri
: (4)
Nakashima et al. determined DCri in the temperature range
of 27 C–400 C.36 From their data, the highest sassoc is pre-
dicted to be 11 h for all the p-type Cr-doped samples at
53 C, a temperature where the dissociation process can be
completely neglected. However, as found by several other
authors5,11 as well as this study, the diffusivity data found by
Nakashima et al. tend to be a little lower and will thus gener-
ate higher time constants. Accordingly, we kept the samples
at about 53 C in the dark for 4 days to confidently produce
the fully associated state.
C. Lifetime measurements
The injection-dependent lifetime measurements were
performed using the Quasi-Steady State PhotoConductance
method (QSSPC).37 Note that as our samples are smaller
than the standard sensor region, we used a modified calibra-
tion procedure to account for the different sample geome-
try.38 Also as the Cr-doped samples have thicknesses around
450 lm and relatively low lifetimes, an infrared filter was
used to achieve more uniform generation profiles, and thus
more uniform carrier profiles across the wafer depth.
Iron-boron (FeB) pairs and the BO complex are two
other well-known metastable defects which may impact on
lifetime measurements in p-type Cz silicon.15 With the
p-type Cr-doped samples in the fully associated state, we
compared the lifetime curves measured before and after illu-
minating them with a strong white flash, finding no signifi-
cant change. This ensures that no serious iron contamination
is present in our samples, as FeB pairs are expected to be dis-
sociated by the optical illumination, which would lead to a
detectible change in the carrier lifetime curves.10
As discussed before, the concentration of interstitial ox-
ygen [Oi] in our samples is more than 6 1017 cm3. This
will result in a non-negligible amount of BO complexes.33
This defect can be deactivated at temperatures around
200 C, and reactivated by optical illumination.33,39 With a
1.1 Xcm p-type Cz-Si sample, which has a similar doping
level as the p-type samples studied in this work, Schmidt
et al. found a defect annihilation time constant of about 20 s
at 200 C.33 This result gives us confidence that the proce-
dure we used to break CrB pairs (>230 C, 5min) also
enables complete deactivation of the BO complex. To avoid
re-activation of the BO defect, the samples are always kept
in the dark, except when the measurements were performed.
When repeated measurements are performed on control sam-
ples, a slight degradation of lifetime was observed, which is
likely caused by some activation of the BO complex.
However, the lowest lifetime of the control samples was
always more than one order of magnitude higher than the
Cr-doped samples over the whole injection range measured.
Hence, we can safely assume that the influence of the BO
complex is negligible in our analysis.
Figure 2 shows the injection-dependent lifetime curves
of the Cr-doped p- and n-type samples, together with the cor-
responding control samples. As shown by the comparison,
the lifetime of the control samples is always one to two
orders of magnitude higher than that of the Cr-doped sam-
ples. This ensures that the lifetime of the Cr-doped samples
is dominated by bulk SRH recombination caused by Cr-
related centers.
III. MODELLING PROCEDURE
In this work, we attempt to determine the defect parame-
ters of Cri and CrB pairs by measuring the injection-
dependent lifetime data and fitting by a simplified model for
SRH statistics.40,41 This simplification is valid for a defect
density significantly lower than the doping, which is valid in
our samples. The SRH lifetime in n-Si is given by40,41
sSRH ¼ k ND þ n1ð Þ þ k þ 1
ð ÞDnþ p1
Ntrnvth ND þ Dnð Þ ; (5)
and for p-Si
sSRH ¼ NA þ k þ 1
ð ÞDnþ p1 þ kn1
NtrnvthðNA þ DnÞ ; (6)
FIG. 2. Lifetime measurements for samples n-type (g¼ 0.43), p-type
(g¼ 0.63), and corresponding control samples. For the p-type samples,
measurements performed both directly after quenching and in the fully asso-
ciated state are shown. The data are fitted with the defect parameters found
in this work (Table II).
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n1 and p1 being the equilibrium electron and hole densities
when the defect energy level coincides with the Fermi level,
rn being the electron capture cross section, k being the cap-
ture cross section ratio rn/rp, and Nt being the density of the
defect. The thermal velocity vth is taken as 1.1 107 cm2/s.42
For both types, the defect energy which determines n1 and
p1, the capture cross section ratio k and the product of Ntrn
can be viewed as the only three parameters to be determined
by fitting this model. In this work, we will determine fitted
values of Ntrn for all the samples, fit them to Scheil’s law
(Eq. (1)) and obtain a value for rnC0. By using an estimated
value of the concentration of chromium in the starting melt
C0, we are then able to estimate the electron capture cross
section. The hole capture cross section is then estimated via
the capture cross section ratio.
A common method used in data fitting is the least
squares method, where the optimal parameters are found to
minimize the sum of squared residuals, S. If we make allow-
ance for the uncertainties in the lifetime data, the model gen-
erates a feasible zone, where the combinations of the
parameters enable the lifetime predicted by the model to be
within the relative error of er when compared with the exper-
imental data. Blum et al. investigated the inter-laboratory
repeatability of the lifetime measured with QSSPC, reporting
this relative error er to be about 11% for the quasi-steady-
state mode.28
With three parameters to be determined, we vary the
values of two parameters, allowing for an optimal value of
the third parameter to be determined, then calculate S at ev-
ery point and observe where the “least squares” occurs.
When applied to the lifetime data measured on n-type sam-
ples to determine the defect parameters of Cri, a very large
range of the capture cross section ratio k is given first
(0–500), and for each value of k in this range, the energy
level Et is varied throughout the whole band gap, generating
different optimal values of Ntrn in the fitting. Corresponding
to each combination of the parameters, the residual at each
lifetime data point can be calculated. Then, we obtain the
optimal values of the parameters with the least squares
method and also obtain their ranges by making allowance for
uncertainties in the lifetime data.
In the p-type samples, the SRH lifetime was found to be
much less sensitive to variations in the energy level of CrB
pairs, the likely cause being the smaller range of doping lev-
els of the p-type samples. The curves in Figure 1 outline the
smaller dopant variation expected for p-type (boron-doped)
ingots, resulting in a smaller range of NA we could achieve
in the p-type samples. This in turn makes it impossible to
obtain a well-defined energy level from the fitting. However,
as the energy level of CrB pairs published in the literature is
in fact, in a very small range, we have therefore chosen to fix
the energy level within this small range when fitting the SRH
lifetime of CrB pairs.
The third set of lifetime data, those measured on p-type
samples directly after quenching in water were found to play
an important role in the accurate determination of the defect
parameters in this study. In this state, there is a high fraction
of isolated Cri, with the remaining dissolved chromium exist-
ing as CrB pairs. Therefore, the defect parameters of both
Cri as well as CrB pairs are involved in the fitting. As we
have already determined the ranges of kCri with the n-type
samples and kCrB with p-type samples in the fully associated
state, we input these ranges into the model first. For every
value of kCri , there is an optimal value for rnC0 for Cri deter-
mined by the lifetime data of n-type samples. And for every
value of kCrB, there is an optimal value for rnC0 for CrB
pairs as well as a group of Ntrn determined by the lifetime
data of CrB pairs. According to the procedures used in the
preparation of the ingots, we estimate C0 to be in the range
of 2.7 1016 cm3–7.5 1016 cm3. In the procedure of
determining the optimal combinations of all those parame-
ters or a feasible zone with the third set of lifetime data, at
the same time of varying the values of the two capture cross
section ratios, we also vary the values of C0 for the n-type
samples and p-type samples, separately, as C0 may not be
the same for both ingots. At every point, where both k and
both C0 are determined, both electron capture cross sections
for Cri and CrB pairs can be determined. Also determined
are the chromium concentrations in the p-type samples. Then
the only free parameter left is the fraction of isolated Cri. We
can estimate this fraction using data listed in Table I. As pre-
dicted, more than 90% CrB pairs are expected to be dissoci-
ated above 230 C, but at temperatures of 200 C–230 C,
some interstitial chromium could repair with boron in sec-
onds, reducing the fraction to less than 80%. As the samples
were quenched in water directly from high temperatures
around 260 C, we estimate the fraction of isolated Cri in all
the five samples to be above 85%. With the ranges of all the
parameters fixed, we can then fit the lifetime data and obtain
the optimal values. Most importantly, this procedure enables
a significant tightening of the feasible ranges, where the
combinations of the parameters enable the model to fit well
with all three sets of lifetime data.
IV. RESULTS AND DISCUSSION
A. Association kinetics in p-type Cr-doped samples
Figure 3 depicts the injection-dependent lifetime of a
p-type Cr-doped sample measured as a function of time when
kept at 53 C, after a dissociation anneal at above 230 C. A
reduction in the lifetime was observed over the whole injec-
tion range. The same measurements were performed on all
other p-type Cr-doped samples as well as the p-type control
samples, the lifetimes of which were observed to be always
one to two orders of magnitude higher than those of the
Cr-doped samples.
The inverse lifetimes at injection level of Dn¼ 1
 1015 cm3 are then used to fit the CrB pairs association
kinetics
1
s
¼ Aexp  tþ t0
sassoc
 
þ B; (7)
as shown in Figure 4, and generate the association time con-
stant sassoc. The fitted values of sassoc are around 5 h, mostly
with lower values for samples with higher doping levels,
which is in agreement with Eq. (4). With Eq. (4), an average
diffusivity DCri ¼ 8.02 1016cm2/s is obtained for 53 C.
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This value is in reasonable agreement with 4.16 1016cm2/s
predicted by the data of Nakashima et al.,36 which, as previ-
ously mentioned, tend to give lower diffusivity values. For
comparison, Fe has a diffusivity of 6.88 1014cm2/s at this
temperature,36 two orders of magnitude higher than chro-
mium. This further confirms that the observed degradation of
lifetime is caused by the transformation of Cri into CrB pairs.
B. Defect parameters of Cri
Figure 5 shows the lifetime measurements for the n-type
Cr-doped samples. This set of lifetime data are fitted with
the method described in Sec. III. Figure 6(a) shows a scan of
the sum of squared residuals S when the energy level is var-
ied throughout the band gap, with the capture cross section
ratio kCri fixed at its optimal value of 1.4 determined through
fitting this set of lifetime data. The curves show a minimum
in the upper half of the band gap and another in the lower
half. As the minimum in the upper half of the band gap is the
global minimum, we identify Ec-Et¼ 0.24 eV as the most
likely energy level for Cri, which is in good agreement with
the literature (Table II). Figure 6(b) shows S as a function of
kCri when Ec-Et¼ 0.24 eV. Only one minimum at kCri ¼ 1.4
was observed on this curve, even when the upper limit of the
given range is extended to be as large as 500. By doing this,
we achieve a high degree of certainty that the optimal value
of kCri fitted by this set of lifetime data is indeed around 1.4.
A plot of the optimal values of Ntrn in the five n-type
samples, as a function of solidified fraction, is shown in
Figure 7, fitted to Scheil’s law (Eq. (1)). A value of rnC0 is
generated by the fitting.
Allowing 11% relative error in the lifetime data, the fit-
ting generates a range of (0.7, 12.8) for kCri , a quite high
upper limit. However, as can be seen in Figure 5, all of the
measured curves present a slight but definite increasing
trend, which is very likely a real effect, despite being smaller
than the 11% relative error assumed. We may use this
observed trend to reduce the uncertain range in the k factor.
For n-Si with a SRH lifetime given by Eq. (5), we have
@sSRH
@Dn
¼ 1
rnvthNtðND þ DnÞ2
 ND  p1  kn1ð Þ; (8)
from which we know that the trend of lifetime curves mainly
depends on the sign of (ND  p1  kn1). As we experimen-
tally measure an increase of the lifetime as a function of
injection this means that k< (ND  p1)/n1. Using the previ-
ously determined energy level and the doping levels of our
n-type samples, this bound gives an upper limit on kCri of
about 3.2.
Schmidt et al. have conducted experiments on a single
n-type sample with ND¼ 1.74 1015 cm3, where a slightly
decreasing trend of the injection-dependent lifetime curve at
FIG. 3. Injection-dependent lifetime of sample p-type (g¼ 0.39) measured
as a function of time when kept at 53 C after annealing. Lifetime measured
at the fully associated state is also shown (sCrB). The data are fitted (solid
line) with the defect parameters found in this work (Table II), which are also
used to model the SRH lifetime where CrB pairs are fully dissociated (sCri ,
shown as the dashed line).
FIG. 4. Inverse lifetime at Dn¼ 1 1015 cm3 as a function of time after
annealing for the five p-type Cr-doped samples. The data are used to fit Eq.
(4) to generate the association time constant sassoc, as shown for each curve.
FIG. 5. Lifetime measurements (symbols) and SRH fits (solid lines) for
n-type Cr-doped samples. The data are fitted (solid line) with the defect
parameters found in this work (Table II). The 11% relative error is shown
for sample n-type (g¼ 0.21).
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room temperature was observed.5 We may check if the range
of kCri determined here is consistent with their finding. With
the energy level of Ec  Et¼ 0.24 eV found by both works,
we have ND  p1  kn1 ¼ 1:74 2:80 kCrið Þ  1015cm3.
With kCri in the range of (0.7, 3.2), this quantity is always
negative, and thus a decreasing trend is indeed expected in
the lifetime curve, which is consistent with their result.
C. Defect parameters of CrB pairs
Figure 8 shows the lifetime measurements for the p-type
Cr-doped samples in the fully associated state. All the curves
present a more pronounced injection level dependence than
the n-type samples. The energy level of CrB pairs was found
to be Et  Ev¼ 0.27 eV by fitting this set of data.
Figure 9 shows the sum of squared residuals S as a func-
tion of the capture cross section ratio of CrB pairs, kCrB,
when the energy level is fixed at its optimal value. The mini-
mum S is observed at kCrB¼ 4.6. Similar to the n-type sam-
ples, we then generate a group of Ntrn values and fit them to
FIG. 6. (a) The sum of squared resid-
uals S as a function of (Ec  ECrit )
when kCri is fixed as 1.4, which is the
optimal value generated by fitting the
lifetime data of n-type samples. The
optimal value of Ec  ECrit is 0.24 eV.
(b) S as a function of kCri when
Ec  ECrit ¼ 0:24eV, with an optimal
value of 1.4, and a range of (0.7, 3.2).
The energy level and the capture cross
section ratio are fitted at the same time.
TABLE II. Defect parameter of Cri and CrB pairs found in this work, in comparison with literature.
Cri Ec  Et (eV) rn (cm2) rp (cm2) k Reference
Conzelmann 0.23 20 1014 17
Hangleiter 0.91 1014 43
Nakashima 0.22 1.4 1014 36
Mishra 0.22 25 1014 12.5 1014 2 4
Graff 0.22 0.73 1014 1
Schmidt 0.24 2 1014 0.4 1014 5 5
Habenicht 0.24 2 1014 0.4 1014 5 14
This work 0.24 2.4 (1.0, þ0.3) 1014 0.8 (0.3, þ0.2) 1014 3.2 (0.6, þ0)
CrB Et  Ev (eV) rn (cm2) rp (cm2) k Reference
Conzelmann 0.27 1 1014 17
Hangleiter 5.45 1014 1.82 1014 3 43
Nakashima 0.29 0.21 1014 36
Mishra 0.27 15 1014 0.25 1014 60 4
Graff 0.28 0.15 1014 1
Dubois 8.4 1014 11
Schmidt 0.28 0.5 1014 1 1014 0.5 5
Habenicht 0.27 2 1014 1 1014 2 14
This work 0.27 3.8 (1.6, þ0.5) 1014 0.7 (0.3, þ0.6) 1014 5.8 (3.4, þ0.6)
FIG. 7. The product of the electron capture cross section rn and the concen-
tration of defect Nt (Cri or CrB pairs) as a function of solidified fraction g,
fitted to Scheil’s law.
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Scheil’s law (Eq. (1)), as shown in Figure 7. Allowing a rela-
tive error of 11%, the range of kCrB is determined as (2.3,
6.8). Note that the range of capture cross section ratio is sig-
nificantly narrower for CrB pairs in the p-type samples when
compared to Cri in the n-type samples; the likely cause is the
stronger injection-level dependence of the lifetime, provid-
ing stricter limits for the parameters in the model.
D. Combined analysis of defect parameters of Cri and
CrB pairs
Figure 10 shows the lifetime measurements for the p-
type Cr-doped samples directly after quenching in water. In
this state, the lifetime is decided by both the SRH lifetime of
Cri and the SRH lifetime of CrB pairs: 1/seff¼ 1/sCri
þ 1/sCrB. We fit this set of lifetime data with linear combina-
tions of Cri and CrB pairs, with the unpaired fraction as a fit
parameter varied between 85% and 100% as described
above, and allowing 11% relative error in lifetime data.
Figure 11 shows the sum of squared residuals S as a function
of both of the capture cross section ratios, with all other pa-
rameters fixed at their optimal values. The white regions
depict the combinations of kCri and kCrB, which generated
unacceptable fitting. As shown in this colour map, fitting this
set of lifetime data helps narrow down the ranges of kCri and
kCrB. Meanwhile, it also narrows down the ranges of the cap-
ture cross sections. The optimal values and ranges of the
defect parameters found are shown in Table II, in compari-
son with the literature. As can be seen, the final values of the
defect parameters are in a relatively tight range while in
good agreement with previously determined data. These
optimal values are used in SRH fits in Figures 2, 3, 5, 8, and
10. Note that a different choice of segregation coefficient for
Cr would not change the energy levels or the capture cross
section ratios determined in this work, but would lead to a
FIG. 8. Lifetime measurements (symbols) and SRH fits (solid lines) for
p-type Cr-doped samples in the fully associated state. Defect parameters
found in this work (Table II) are used in the fitting.
FIG. 9. The sum of squared residuals S as a function of kCrB, obtained by fit-
ting the lifetime data of p-type samples in the fully associated state, the opti-
mal value being 4.6, with a range of (2.3, 7.5).
FIG. 10. Lifetime measurements (symbols) and SRH fits (solid lines) for
p-type Cr-doped samples directly after quenching. Defect parameters found
in this work (Table II) are used in the fitting.
FIG. 11. The sum of squared residuals S as a function of kCri and kCrB.
Combinations in the white regions are found unfeasible. The fitted optimal
values are kCri ¼ 3.2 and kCrB¼ 5.8.
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linear change in the capture cross sections. The reason for
the linear dependence is that the exponent in Scheil’s law,
keff  1, can be reduced to 1 when keff has a value orders of
magnitude lower than 1.
Figure 12 compares the SRH lifetime of Cri and CrB
pairs in p-Si with doping levels in the range of 1 1015–
1 1016 cm3, predicted with the defect parameters found in
this work (Table II). When NA¼ 2.8 1015 cm3, the life-
time of Cri is predicted to be injection- independent. The
curves show a degradation of lifetime with higher doping
levels. As predicted, CrB is always more recombination
active than interstitial chromium up to the injection level
around Dn¼ 1 1017 cm3. However, Schmidt et al. pre-
dicted that Cri will become a stronger recombination center
when the doping is higher than NA¼ 4 1015 cm3.5 As
shown in Figure 3, we observed a gradual degradation after
annealing for all the p-type samples with NA¼ 1.11 1016
–1.37 1016 cm3, showing that at least in this range of dop-
ing level, CrB is still the stronger recombination center. Our
experimental results and modelling is in good agreement
with the findings of Habenicht et al., who experimentally
confirmed that CrB is indeed always more recombination
active within a range of NA as large as 1–4 1016 cm3.14
E. Comparison of Cri in n- and p-type silicon
Figure 13 compares the lifetime measurements for n-
and p-type Cr-doped samples, with similar doping levels
and concentrations of chromium. The estimated chromium
concentrations are [Cr]¼ 0.87 1012 cm3 and [Cr]¼ 0.83
 1012 cm3, respectively. For the p-type sample, the life-
time measured in the fully associated state as well as that
measured directly after quenching are shown, and the mod-
elled SRH lifetime in the fully dissociated state is also
included. As shown by the curves, the n-type sample has a
lifetime well above the p-type sample in any state.
Figure 14 models the SRH lifetime of Cri for both n-Si
and p-Si with the same doping levels and concentration of
chromium. The curves show a degradation of lifetime with
higher doping levels. According to Eqs. (5) and (6), the
high-injection SRH lifetime can be given by
sSRH; highinjection ¼ k þ 1
Ntrnvth
; (9)
and is therefore, the same for both types for all the doping
levels. It confirms our prediction that n-type silicon has
higher lifetimes than p-Si at similar doping and chromium-
contamination levels. Metals from Group 8 and below (Fe,
Mo, Cr, V, Ti) tend to occupy interstitial sites in silicon at
room temperature;1,7 Macdonald and Geerligs showed that
they are mostly donor-like and thus tend to have larger elec-
tron capture cross sections than hole capture cross sections
(k> 1), which implies that they are generally more recombi-
nation active in p-Si than n-Si.18 Our study experimentally
demonstrates that this conclusion is also valid for chromium.
FIG. 12. Comparison of Cri and CrB SRH injection-dependent lifetime
curves in p-type silicon with different doping levels. The curves are modeled
with Nt¼ 1 1012 cm3 and the defect parameters found in this work
(Table II).
FIG. 13. Lifetime measurements (symbols) for samples n-type (g¼ 0.32)
and p-type (g¼ 0.63). The data are fitted (solid line) with the defect parame-
ters found in this work (Table II), which are also used to model the lifetime
of p-type (g¼ 0.32) in the fully dissociated state.
FIG. 14. Comparison of Cri SRH injection-dependent lifetime curves in
p-type and n-type silicon with different doping levels. The curves are mod-
elled with Nt¼ 1 1012 cm3 and the defect parameters found in this work
(Table II).
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Naturally, chromium exists as CrB pairs in p-Si under stand-
ard solar cell operation conditions. As we have demonstrated
that in p-Si, CrB pairs are always more recombination active
than Cri, we can conclude that chromium has a greater nega-
tive impact on carrier lifetimes in p-type silicon than n-type
silicon with similar doping levels.
V. CONCLUSIONS
Defect parameters of Cri and CrB pairs have been deter-
mined by fitting doping level- and injection-dependent life-
times measured on several n- and p-type samples. With a
combined analysis of the two defects with the lifetime data
measured on both n- and p-type samples, we are able to
achieve relatively tight ranges of the defect recombination
parameters. The capture cross section ratios of Cri and CrB
determined in this work are 3.2 (0.6, þ0) and 5.8 (3.4,
þ0.6), respectively. As shown by the experimental data as
well as modelling, CrB pairs are always more recombination
active than Cri in p-Si. In addition, both the experimental
data and the modelling results show that Cri is generally
more recombination active in p-Si than n-Si. Since dissolved
chromium will always exist as CrB pairs in p-Si under stand-
ard solar cell operation conditions, we can conclude that Cr
has a greater negative impact on carrier lifetimes in p-type
silicon than n-type silicon with similar doping levels.
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Chapter 6 
A unified approach to modelling the charge 
state of monatomic hydrogen and other 
defects in crystalline silicon 
This thesis studies the detrimental impact of several metal-related defects and the boron-
oxygen defect on silicon materials and devices. One approach to reduce the 
recombination activity of such defects is via the hydrogen passivation. The charge state 
of monatomic hydrogen plays a key role in the passivation because differently charged 
species have different diffusivities, and in principle will bind with defects in different 
charge states. However, there is a lack of accurate methods to calculate the charge state 
of hydrogen especially under injection in the literature. 
In this chapter, we will describe and apply a rigorous approach to calculating the charge 
states of monatomic hydrogen, and some key deep-level defects including Fei, Cri and 
the BO defect, as a function of both temperature and injection level. Based on the 
results, the impact of temperature and injection on the hydrogenation of the key defects, 
and other pairing reactions like Fei-Bs and Cri-Bs, are discussed. 
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A unified approach to modelling the charge state of monatomic hydrogen
and other defects in crystalline silicon
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(Received 26 November 2014; accepted 12 January 2015; published online 22 January 2015)
There are a number of existing models for estimating the charge states of defects in silicon. In
order of increasing complexity, these are (a) the Fermi-Dirac distribution, (b) the Shockley-Last
model, (c) the Shockley-Read-Hall model, and (d) the Sah-Shockley model. In this work, we
demonstrate their consistency with the general occupancy ratio a, and show that this parameter can
be universally applied to predict the charge states of both monovalent and multivalent deep levels,
under either thermal equilibrium or steady-state conditions with carrier injection. The capture cross
section ratio is shown to play an important role in determining the charge state under non-
equilibrium conditions. The application of the general occupancy ratio is compared with the
quasi-Fermi levels, which are sometimes used to predict the charge states in the literature, and the
conditions where the latter can be a good approximation are identified. The general approach is
then applied to the prediction of the temperature- and injection level-dependent charge states for
the technologically important case of multivalent monatomic hydrogen, and several other key
monovalent deep levels including Fe, Cr, and the boron-oxygen complex in silicon solar cells. For
the case of hydrogen, we adapt the model of Herring et al., which describes the charge states of
hydrogen in thermal equilibrium, and generalize it for non-equilibrium conditions via the inclusion
of the general occupancy ratio, while retaining the pre-factors which make the model more com-
plete. Based on these results, the impact of temperature and injection on the hydrogenation of the
key monovalent defects, and other pairing reactions, are discussed, demonstrating that the pre-
sented model provides a rigorous methodology for understanding the impact of charge states.
VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4906465]
I. INTRODUCTION
Hydrogen can bind with and passivate a wide range
of defects and impurities in crystalline silicon, such as
grain boundaries, dislocations, shallow dopants, and also
many point-like deep levels.1,2 Such hydrogenation, by
reducing the recombination activity of deep defects, can
be of crucial importance in silicon devices, especially so-
lar cells. The charge state of monatomic hydrogen plays a
key role in this passivation process, because differently
charged species of hydrogen have dramatically different
diffusivities, and in principle, will only bond with defects
in suitable charge states.3–5 In this work, we will describe
and apply a rigorous approach to calculating the fraction
of monatomic hydrogen in various charge states as a func-
tion of both temperature and injection level. The same
approach will also be applied to some key monovalent
deep-level defects in silicon solar cells, namely, interstitial
Fe (Fei), Cri and the boron-oxygen (BO) complex. Based
on these results, we will discuss the potential for these
key defects to be passivated by the oppositely charged
hydrogen in silicon, and identify the temperature ranges
and injection levels that are likely to result in the greatest
degree of hydrogenation.
II. BACKGROUND
A. Previous charge state-prediction models
In the simplest case of a monovalent defect in thermal
equilibrium, the Fermi level EF and the spin degeneracy of
the defect may be used to determine the occupancy probabil-
ity of the state.6,7 When neglecting degeneracies, the result is
simply the Fermi-Dirac distribution. For the more complex
case of a multivalent defect in thermal equilibrium, Shockley
and Last8 proposed a model (referred to here as the Shockley-
Last model) to predict the charge distribution as a function of
the Fermi level and temperature. An important concept in
their work is the ratio of the occupancy probability by holes
to that by electrons for each energy level introduced by the
defect, which, of course, also determines the concentration
ratios of the various charge states of the defect. As shown by
Shockley and Last, when neglecting degeneracies, the occu-
pancy ratio for an energy level introduced by a multivalent
defect in thermal equilibrium is identical to that calculated
for a monovalent defect with the same energy level.8
Whilst the Fermi level model and the Shockley-Last
model accurately predict the charge state in thermal equilib-
rium, they do not apply to the important case of non-
equilibrium conditions, which prevail, for example, when
annealing under illumination or with an applied bias. In the
literature, the quasi-Fermi levels are sometimes used as an
approximation to account for the effect of injection in thea)Electronic mail: chang.sun@anu.edu.au.
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calculation of the charge state of defects. For example,
Landsberg studied the case where the deviation from thermal
equilibrium is very small.9 Besides the electron quasi-Fermi
level EFc and the hole quasi-Fermi level EFv, another quasi-
Fermi level EFt was introduced in his work, which was found
to describe the carriers trapped at the defect level very well.9
Kimerling et al. used the electron quasi-Fermi level to esti-
mate the charge state of isolated Fei in p-Si, providing an ex-
planation for why FeB pairs can be dissociated by minority
carrier injection: namely, that EFc is shifted above the energy
level of Fei under injection, leaving this donor level in a neu-
tral charge state, which prohibits the re-pairing process dur-
ing injection.10 Conzelmann et al. applied a similar approach
for Cri to explain why CrB pairs in p-Si cannot be dissoci-
ated by injection.11 However, the quasi-Fermi levels were
originally introduced to describe the carrier distributions in
the conduction band and the valence band, as the carriers in
each band are in quasi-equilibrium with themselves, whereas
the two bands are not in a unified equilibrium with one
another.12 This means, generally, one should not use the
quasi-Fermi levels to describe the carrier distribution in the
non-equilibrium bandgap. Especially at intermediate or high-
injection levels, which commonly occur during the operation
of devices such as silicon solar cells, applying the quasi-
Fermi levels to estimate the charge distribution of a defect
may generate misleading results.
The case of non-equilibrium steady-state recombination
statistics through a monovalent defect was first considered
by Shockley and Read,13 and Hall14 (SRH statistics). This
model also gives a more rigorous answer to the problem
mentioned above. As shown in their model, the occupancy
probability of a defect level in non-equilibrium steady-state
depends on not only the carrier concentrations (which are
implied by the quasi-Fermi levels) but also the capture
and emission rates of the defect level for both electrons and
holes. On the basis of these previous works, Sah and
Shockley15 proposed a rigorous model (referred to here as
the Sah-Shockley model), which describes the charge distri-
bution and recombination statistics on multivalent defects in
non-equilibrium steady-state. This model was subsequently
applied to multivalent defects in silicon including substitu-
tional Au (Aus)
16 and Zns.
17
These four models—(a) the Fermi-Dirac distribution
(monovalent, thermal equilibrium), (b) the Shockley-Last
model (multivalent, thermal equilibrium), (c) the SRH model
(monovalent, non-equilibrium), and (d) the Sah-Shockley
model (multivalent, non-equilibrium)—represent a set of
increasingly complex models that may be applied to deter-
mine the charge states of defects in silicon under steady-state
conditions. In this work, we will identify the conditions
under which these models are accurate, and in particular,
compare the non-equilibrium models with the simpler quasi-
Fermi level model to identify the conditions where the latter
can be used as a good approximation. The relevant models
will then be applied to determine the charge state distribution
for the technologically important case of monatomic hydro-
gen (a multivalent defect), and several other key monovalent
deep levels in silicon solar cells, which are thought to be pas-
sivated by hydrogen.
B. Charge states of monatomic hydrogen and several
key defects
Monatomic hydrogen is an important and widely studied
multivalent defect in silicon. It has been identified as a
“negative-U” defect, both theoretically via first-principles
calculations, and also experimentally.5,18,19 Monatomic
hydrogen (Hs, where s stands for a specific charge state) can
assume three charge states: neutral (H0), positive (Hþ), and
negative (H). In a comprehensive model, Herring et al. cal-
culated the thermal-equilibrium concentration ratios of vari-
ous charged monatomic hydrogen, molecular hydrogen, and
hydrogen-dopant pairs in silicon.18 Their results for mona-
tomic hydrogen can be explained by the Shockley-Last
model very well, which we will discuss in more detail in the
modelling procedure. Applying the model of Herring et al.,
Hallam et al. estimated the fractional concentrations of the
three charge states of monatomic hydrogen in p-Si under
non-equilibrium conditions.20 To account for the minority
carrier injection, the electron quasi-Fermi level was used in
the equations replacing the Fermi level,20 which is essen-
tially a simple extension of the model of Herring et al. As
discussed above, using the quasi-Fermi levels may, in princi-
ple, generate inaccurate results, especially at intermediate
and high-injection levels. Applying the more complete
Sah-Shockley model should provide a more rigorous way to
calculating the charge distribution of hydrogen in silicon in
non-equilibrium steady-state, however, this has not been
done previously.
What also has not been studied with this more rigorous
approach is the charge state of Fei and Cri in silicon under
injection. Here, we shall apply the SRH statistics to these
two monovalent defects to predict their charge states, and,
by combining with the results of the Sah-Shockley model for
multivalent hydrogen, discuss the potential for hydrogena-
tion of these defects. In addition, the BO defect and the per-
manent deactivation of this defect have been investigated in
detail in recent years.20–26 Some authors have suggested that
the permanent deactivation process, which occurs during
moderate temperature annealing with simultaneous injection,
is in fact caused by charge-state driven hydrogenation of the
defect.25–27 This metastable defect is known to introduce a
donor level localized in the upper band-gap of silicon.28,29
Courtesy of this finding, we also calculate the charge state of
the BO complex and discuss its potential to bind with hydro-
gen during annealing and under injection.
III. MODELLING PROCEDURE
A. Previous models and the deduced occupancy
ratio a
Full details of the four models reviewed above can be
found in the literature.6–8,13–15 For our current purposes, it is
sufficient to discuss and compare them in terms of a single
key parameter, the occupancy ratio. This parameter can be
used to describe the charge distribution of mono or multiva-
lent defects in thermal equilibrium or non-equilibrium steady
state conditions. For unambiguous application to both mono-
valent and multivalent defects, we define the occupancy ratio
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as follows: following the notations in the Sah-Shockley
model, each energy level E(sþ 1/2) in the band gap can
assume two charge states: s (when the level is occupied by a
hole) and sþ 1 (when occupied by an electron). The occu-
pancy ratio is then simply the ratio of the number Ns of defects
in charge state s to the number Nsþ1 in charge state sþ 1.8,15
Here, we neglect degeneracies in the general model, as is of-
ten assumed for deep levels as a simplification.30
1. The Fermi-level, the Shockley-Last model,
and the thermal occupancy ratio
Shockley and Last8 showed the consistency of their
model with the Fermi-Dirac distribution: the occupancy ratio
for an energy level E(sþ 1/2) introduced by a monovalent or
a multivalent defect in thermal equilibrium can both be
expressed by
Ns=Nsþ1 ¼ exp
E sþ 1
2
 
 EF
kBT
2
64
3
75
: (1)
We denote this thermal occupancy ratio as athermal. It
can also be expressed in the form
athermal ¼ p0
p1
¼ n1
n0
; (2)
where n0 and p0 are the thermal-equilibrium electron and
hole densities, and n1, p1 are the equilibrium electron and
hole densities when the defect energy level coincides with
the Fermi level.
2. SRH model and the general occupancy ratio
As suggested by the SRH model,13 in steady state, the
fraction of a monovalent defect occupied by electrons is
ft ¼ cn  nþ cp  p1
cn  nþ n1ð Þ þ cp pþ p1ð Þ ; (3)
where cn and cp are the electron and hole capture constants,
and n and p are the densities of electrons in the conduction
band and holes in the valence band, respectively. The rela-
tionship between cn, cp and the electron and hole emission
constants en and ep is
n1 ¼ en=cn; p1 ¼ ep=cp: (4)
Using the electron and hole capture cross sections rn, rp
and the carrier thermal velocities vth to replace cn and cp, and
introducing the capture cross section ratio k¼ rn/rp, Eq. (3)
can be reduced to
ft ¼ 1
1þ kn1 þ p
knþ p1
: (5)
The occupancy ratio a can be then obtained,
a ¼ kn1 þ p
knþ p1 : (6)
Note that the ratio a contains information of (a) the den-
sities of carriers n and p, (b) the location of the defect level
n1 and p1, and (c) the capture cross section ratio k of the
defect level. The first of these specifies the non-equilibrium
conditions, and the next two the properties of the defect
level. In thermal equilibrium where
Dn ¼ Dp ¼ 0; n ¼ n0; p ¼ p0; (7)
the general occupancy ratio simplifies to the thermal occu-
pancy ratio as
a ¼ kn1 þ p0
kn0 þ p1 ¼
p0
p1
¼ athermal; (8)
where we have used the fact that n0p0¼ n1p1. What is nota-
ble here is that the capture cross section ratio k does not
appear in the expression for athermal.
3. The Sah-Shockley model and its consistency
with the general occupancy ratio
The occupancy ratio for an energy level E(sþ 1/2) intro-
duced by a multivalent defect given in the more general
Sah-Shockley model is in the form of Eq. (9),15
Ns
Nsþ1
¼
cp pþ p sþ 1
2
  
cn nþ n sþ 1
2
   ; (9)
where n*(sþ 1/2) and p*(sþ 1/2) are defined as
n sþ 1
2
 
¼ ep=cn; p sþ 1
2
 
¼ en=cp: (10)
Combining Eqs. (4) and (10), we can see that these two
parameters are related to n1 and p1 by
p sþ 1
2
 
n1
¼ p1
n sþ 1
2
  ¼ cn
cp
¼ k: (11)
Using n1, p1, and k to replace n*(sþ 1/2) and p*(sþ 1/2)
in Eq. (9), the occupancy ratio reverts back to the form in
Eq. (6) again.
This demonstrates the consistency of the four models
when it comes to the prediction of the charge state. As a gen-
eral rule, the occupancy ratio of an energy level E(sþ 1/2),
whether introduced by a monovalent or a multivalent defect,
in thermal equilibrium or in non-equilibrium steady-state,
can all be expressed by the parameter a given by Eq. (6).
4. Comparison of the occupancy ratio and
quasi-Fermi level approximations
As mentioned above, the electron quasi-Fermi level is
sometimes used to estimate the charge states of defects under
injection in the literature.9–11,20 In this section, we compare
the general expression for the occupancy ratio a (Eq. (6)),
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with both the electron and hole quasi-Fermi levels approxi-
mations. Accordingly, two analogous ratios ac and av, which
are associated with EFc and EFv, respectively, can be derived,
ac ¼ exp
E sþ 1
2
 
 EFc
k0T
0
B@
1
CA ¼ n1
n
; (12)
av ¼ exp
E sþ 1
2
 
 EFv
k0T
0
B@
1
CA ¼ p
p1
: (13)
We note again that ac and av do not contain the capture
cross section ratio k. At low injection levels approaching
thermal equilibrium, k becomes less important in a, and all
of these three ratios approach athermal as given by Eq. (2).
We also observe that for monovalent defects having a k
value larger than unity, and whose energy level is close
enough to the conduction band, the electron quasi-Fermi
level is a good approximation before the injection becomes
too high. The reason for this is that such a defect level has a
large value of n1, and a negligible value of p1 in comparison
with the carrier densities n and p. At low injection levels,
both of a and ac approach athermal; when the injection level
becomes higher, the conditions satisfy kn1þ p kn1 and
knþ p1 kn, and thus a ac. Some examples of this case
will be given in Sec. IV below. Similarly, the hole quasi-
Fermi level should be a good approximation for an energy
level, which is close enough to the valence band and has
k< 1.
At very high injection levels, where Dn n0, p0, kn1, p1,
ahighinjection ¼ 1
k
: (14)
This equation reveals that at high injection levels, there are
abundant carriers in both the conduction and the valence bands,
so the carrier distribution at the energy level only depends on
its relative ability to capture electrons and holes. Except for the
cases where k has a very large value (ahigh-injection ac! 0) or
a very small value (ahigh-injection av !þ1), both ac and av
will fail to predict accurately the occupancy ratio ahigh-injection,
as the essential information from the capture cross section ratio
k is missing.
B. Model of the charge distribution of monatomic
hydrogen in silicon
In general, hydrogen in silicon can exist as monatomic
hydrogen (Hs), molecular hydrogen (H2), diatomic hydrogen
complexes (H2*), or bound to a dangling bond at a defect
site.1 The equilibrium between those species has been stud-
ied by several authors.1,3,18,27 According to their findings,
the potential energies of H2 and H2* are lower than those of
the monatomic species, but as the reaction from the mona-
tomic species to H2 and H2* is exothermic, higher tempera-
tures will generally favour the monatomic states more than
lower temperatures.1,3,31 As higher temperatures can also
break some of the bonds between hydrogen and other impur-
ities,1,3,18 the net effect of elevating the temperature should
be an increase in the concentration of the monatomic hydro-
gen NH, assuming that the total amount of hydrogen in the
sample remains fixed. In this work, we will therefore regard
the total hydrogen concentration as constant and independent
of temperature, and the monatomic hydrogen concentration
NH as a variable, which is dependent on the temperature
according to some balance with other hydrogen species. Our
focus will therefore be on predicting the fractions of different
charge states within the unspecified monatomic hydrogen
concentration NH. Note that these fractions will not depend
on the magnitude of NH, but the absolute concentrations of
H0, Hþ, and H will depend on both NH and the predicted
charge fractions.
Courtesy of the findings by first principles calculations,
the spin degeneracy of Hs is included in the model.
According to the model of Herring et al., the concentration
ratios of H0, Hþ, and H in thermal equilibrium are
nþ
n0
¼ vþZþ
v0Z0
exp
ED  EF
k0T
 
; (15)
n0
n
¼ v0Z0
vZ
exp
EA  EF
k0T
 
; (16)
where ns, vs, and Zs are the concentration, the number of possi-
ble sites or orientations per unit cell, and the effective partition
function of the corresponding charge state Hs. ED and EA are
the donor level and the acceptor level introduced by monatomic
hydrogen. As the temperature dependence of Zs is unknown,
we follow the low-temperature approximation Zs (T ! 0)¼ 1
suggested in the model of Herring et al. Also, we assume that
the energy levels ED and EA are temperature-independent. The
values of vs, ED and EA are listed in Table I.
18
It is evident that Eqs. (15) and (16) are equivalent to
applying the definition of the occupancy ratio to the hydrogen
levels ED (þ/0) and EA (0/) in thermal equilibrium, but
including the effects of the spin degeneracy (included in vs)
and the partition function. As stated in the model of Herring
et al., the partition function takes account of the modification
which each unit of the species makes in the vibrational parti-
tion function of the host plus impurity atoms.18 This makes
the model of Herring et al. more complete than Shockley-
Last model for the case of hydrogen. When neglecting degen-
eracies and following the low-temperature approximation
Zs¼ 1, the two exponential terms are exactly those associated
with the simple Fermi-Dirac distribution, in agreement with
the general Shockley-Last model. To include the non-
equilibrium steady-state conditions in the model, we use the
occupancy ratios aED and aEA in place of the exponential
terms in Eqs. (15) and (16), which gives
nþ
n0
¼ vþZþ
v0Z0
 
 aED ; (17)
TABLE I. Values of vs, ED, and EA in the monatomic hydrogen model.
v0 vþ v ED EA
8 4 2 Ec  0.16 eV (EcþEv)/2  0.064 eV
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n0
n
¼ v0Z0
vZ
 
 aEA : (18)
Equations (17) and (18) enable us to predict the fractions
of H0, Hþ, and H as the temperature and the injection level
vary. Note that our modification of the model of Herring
et al. is essentially the inclusion of the occupancy ratio to
account for non-equilibrium conditions, whilst retaining the
parameters vs and Zs of the model of Herring et al. However,
this requires knowledge of the capture cross section ratios
kED and kEA . Unfortunately, these are not reported in the liter-
ature for the defect levels of monatomic hydrogen. However,
as monatomic hydrogen is a point-like impurity in silicon, in
this work we estimate these capture cross section ratios by
assuming that kED and kEA follow the observed trend in the
capture cross section ratios of point-like transition-metal
impurities in silicon. Macdonald and Geerligs showed that
for point-like transition-metal impurities in silicon, including
Ti, V, Cr, Mo, Fe, Au, and Zn, a comparison of energy levels
with the same charge states revealed that the deeper levels
have greater k values, and that these values follow a quite
regular trend.32 Following these observations, for donor lev-
els (þ/0), the hydrogen donor level (Ec  0.16 eV) is shal-
lower than any of Cri (Ec  0.22 eV), Tii (Ec  0.27 eV),
Moi (Ev þ 0.28 eV), and Fei (Evþ 0.38 eV). For acceptor lev-
els (0/), the hydrogen acceptor level (Evþ 0.496 eV) is a
little shallower than the level Ec  0.55 eV introduced by
Aus, but deeper than the Zns level at Evþ 0.33 eV.32 Also
bearing in mind that donor levels generally have k values
larger than unity,32 we arrive at the following estimations:
1< kED < kCr ¼ 3:2; kED  1;
0:34¼ kZn > kEA > kAu ¼ 0:02; kEA  kAu; kEA  0:05:
(19)
The value of kCr is from Ref. 33, while other values con-
form with those in Ref. 32. Note that in any case, the value
of kED should not have a significant impact on the results
before the injection level becomes high, as the hydrogen do-
nor level is very close to the conduction band, as discussed
above.
IV. RESULTS AND DISCUSSIONS
A. Two examples (Fei and Cri) comparing the general
model with quasi-Fermi level approximations
Here, we compare the general occupancy ratio a and
two analogous ratios ac and av derived from the quasi-Fermi
level approximations, for the specific cases of Fei and Cri.
Note that although we only show the results for p-Si in this
section, similar analyses apply for n-type silicon.
Figure 1 shows the injection-dependent occupancy prob-
ability (the probability to be occupied by an electron) of the
Fei level in p-Si calculated with a, ac, and av at room temper-
ature. The occupancy probability is related to the occupancy
ratio via f¼ 1/(1þ a). The recombination parameters of Fei
are taken from Ref. 34. As can be seen by comparing the
three curves, neither of the quasi-Fermi levels yields a good
approximation for the whole injection range for the Fei level.
Based on the use of the electron quasi-Fermi level EFc in the
calculation, one may expect that all of the isolated Fei atoms
are occupied by electrons and become neutral at a very low
injection level of about Dn¼ 1 108cm3, as shown by the
curve f(ac). This would mean that FeB pairs should not be
stable under very low injection levels. However, as predicted
with the more rigorous occupancy ratio a shown by the curve
f(a), an injection level of about Dn¼ 1 1014cm3 is
required to make all of the isolated Fei neutral. This is con-
sistent with observations of FeB pairs in silicon, which have
often been observed to remain paired and stable under mod-
erate injection levels.35
Figure 2 shows the injection-dependent occupancy of
the Cri level in p-Si calculated with a, ac, and av. The recom-
bination parameters of Cri are taken from Ref. 33. As shown
by the curve f(a), an injection level around 1 1016 cm3
has to be achieved to obtain a significant fraction of neutral
Cri, which explains why the injection-stimulated dissociation
of CrB pairs has not been observed before.36,37 As discussed
in the modelling procedure, we observed that for some
FIG. 1. Occupancy probability of the Fei energy level as a function of the
injection density at 300K in p-Si with a doping level of 1 1015 cm3. The
three curves are calculated with ac, av, and a, respectively.
FIG. 2. Occupancy probability of the Cri energy level as a function of the
injection density at 300K in p-Si with a doping level of 1 1015 cm3. The
three curves are calculated with ac, av, and a, respectively.
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monovalent defects whose energy levels are located close to
the conduction band and with k> 1, the electron quasi-Fermi
level can be a reasonable approximation before the injection
becomes high. The Cri level is a good example of such a
case, as shown by the coinciding curves f(a) and f(ac).
However, at very high injection levels, ac always approaches
0 and f(ac) approaches 1; but a approaches 1/k¼ 1/3.2 and
f(a) approaches 76% for Cri. That means that even at very
high injection levels, only about 76% of the Cri atoms are in
the neutral state.
Furthermore, as the sign of the gradient
@a
@Dn
¼ k n0  p0ð Þ  k
2n1 þ p1
kn0 þ kDnþ p1ð Þ2
(20)
is injection-independent, the injection dependence of the oc-
cupancy ratio as well as the occupancy probability should be
monotonic. In p-Si, this term is always negative regardless
of the doping level for the Cri level, indicating that 76% is
the upper limit of the fraction of neutral Cri one can achieve
in p-Si. By comparison, for Fei, a approximates 0 at high
injection levels because Fei has such a large capture cross
section ratio (about 580),38 meaning that almost all Fei atoms
are neutral at high injection levels.
B. Charge states of monovalent defects: Fei, Cri,
and the BO complex
Figure 3 shows the modelling results of the temperature-
and injection level-dependent f(Fei
þ) in both n- and p-Si
with a doping level of 1 1015 cm3. The band gap narrow-
ing effect at elevated temperatures is included in the calcula-
tion,39 while the band gap narrowing effect induced by
high-injection is not considered, as this effect is not signifi-
cant up to the injection level of 1 1017cm3.40 The relative
position of the Fei level in the band gap is considered
temperature-independent, and this is also assumed for the
energy levels of Cri, BO complex and monatomic hydrogen.
We show the results at injection levels of 1 1013cm3,
1 1015 cm3, and 1 1017cm3 to represent low, interme-
diate, and high injection conditions, respectively. In thermal
equilibrium at a lower temperature range, most of Fei is neu-
tral in n-Si and is positive in p-Si. With the increase of the
injection level, f(Fei
þ) increases in n-Si and decreases in
p-Si. At high injection levels, the results in both types of sili-
con become similar as the doping becomes much lower than
the excess carrier densities. Another condition where the
doping becomes unimportant is at high temperatures when
silicon becomes intrinsic. In this case, the injection also
becomes less important, and the occupancy ratio a
approaches athermal given by Eq. (2).
Figure 4 gives the modelling results for Cri. With the
results in both types of silicon shown on the same scale, it is
clear that the doping becomes unimportant at high injection
levels and at high temperatures. In comparison with Fei, the
carrier injection has a much smaller impact on the fraction of
Cri
þ: an obvious change in the charge distribution begins at
an intermediate injection level of 1 1015cm3, and in the
same injection range, f(Cri
þ) only varies within one order of
magnitude.
Similarly to Cri, injection also has a much less signifi-
cant impact on the charge distribution of the BO complex,
which is shown in Figure 5. The calculation is based on the
finding that the BO complex can be associated with a donor
level at Ec  0.41 eV having a k value of 9.3.28,29 As the BO
complex is deactivated at elevated temperatures,22 we only
calculate the charge state in a temperature range below
300 C. The permanent deactivation of the BO complex at
about 200 C under illumination has been observed in
p-Si,23,24 and has been attributed to passivation via hydro-
genation by some authors,25–27 although we note that other
models exist which are not based on hydrogenation to
explain the regeneration.41,42 This reaction also occurs in
compensated n-type silicon containing boron, but in this
case, the deactivation was observed to be partially unstable
under illumination at room temperature by some authors,43
although another recent report indicates the deactivation may
be stable.44
These experimental observations can potentially be
explained by the charge state of the BO complex under dif-
ferent conditions. As shown in Figure 5, at 200 C, there is
always a significant fraction of the BO complex, which is
positively charged in both types of silicon, unless the injec-
tion becomes too high, ensuring the hydrogen passivation of
this defect can proceed. However, at room temperature, the
BO complex is mostly neutral in compensated n-Si, while it
FIG. 3. The fraction of Fei
þ of the total
isolated Fei as a function of both tem-
perature and injection density Dn in (a)
n-Si and (b) p-Si with a doping level of
1 1015 cm3.
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is mostly positively charged in p-Si. In compensated n-Si, if
the bond between the BO complex and hydrogen is broken
by illumination, the BO complex becomes neutral and will
not pair with hydrogen again, leading to a reversal of the
deactivation process. This will not occur in p-Si, as the two
components of the defect can quickly re-form due to their
opposite charge states. This may explain why the deactiva-
tion of the BO complex is unstable in compensated n-type
silicon.
We note that the case of the BO defect deactivation in
p-Si is analogous to the fact that CrB pairs cannot be broken
under illumination in p-Si, due to the Cri being positively
charged, and re-pairing immediately after dissociation. On
the other hand, the unstable BO deactivation in n-Si is simi-
lar to FeB pairs in p-Si, as the Fe is neutral under injection at
room temperature, meaning the pairs cannot re-form.
C. Charge distribution of monatomic hydrogen
Figure 6 shows the predicted fractions of Hþ, H, and
H0 as a function of temperature and injection level in n-Si
with a doping of 1 1015 cm3. Figure 7 shows the results in
p-Si with the same doping level. The first observation is that
in thermal equilibrium at room temperature, H is the major-
ity species in n-Si, while Hþ is the majority species in p-Si,
in agreement with the results of other studies.1,18 In the
high-temperature intrinsic condition, Hþ is always the ma-
jority charge state as the Fermi level is pinned around the
middle of the band gap, which is far below the hydrogen do-
nor level (þ/0) but very close to the acceptor level (0/).
Minority carrier injection generally increases f(Hþ) and
decreases f(H) in n-Si, while its effect is reversed in p-Si.
What is also notable is that, under most circumstances, injec-
tion increases f(H0) in both n- and p-Si. The neutral hydrogen
atom H0 is recognised to play an important role in hydrogen-
ation in some works, and the reason has been widely attrib-
uted to its much higher diffusivity in comparison with other
charge states,20,27,45,46 although other reports have partly
contradicted this.47 In addition, in the model suggested by
Wilking et al., the permanent deactivation of BO defects is
proposed as passivation by H0 atoms.27 Thus according to
the results, it can be advantageous to have a higher injection
level before the hydrogenation process as it helps distribute
monatomic hydrogen throughout the silicon wafer from the
hydrogen source, which is generally a dielectric layer at the
surfaces.20,46
At this stage, we shall discuss how our results differ
from the simple extension of the model of Herring et al.
Since injection becomes unimportant in the temperature
range where intrinsic conditions prevail, we only discuss the
FIG. 4. The fraction of Cri
þ of the total
isolated Cri as a function of both tem-
perature and injection density Dn in (a)
n-Si and (b) p-Si with a doping level of
1 1015 cm3.
FIG. 5. The fraction of BOþ out of the
total BO complex as a function of both
temperature and injection density Dn
in (a) compensated n-type and (b)
p-type Cz silicon with a doping level
of 1 1015cm3.
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FIG. 6. The fractions of Hþ, H-, and
H0 of the total monatomic hydrogen as
a function of temperature (a) in ther-
mal equilibrium, and with injection
densities of (b) Dn¼ 1 1013cm3,
(c) Dn¼ 1 1015cm3, and (d)
Dn¼ 1 1017cm3 in n-Si with a dop-
ing level of 1  1015cm3.
FIG. 7. The fractions of Hþ, H, and
H0 of the total monatomic hydrogen as
a function of temperature (a) in ther-
mal equilibrium, and with injection
densities of (b) Dn¼ 1 1013cm3,
(c) Dn¼ 1 1015cm3, and (d)
Dn¼ 1 1017cm3 in p-Si with a dop-
ing level of 1  1015cm3. In addition,
the results of the simple extension of
the model of Herring et al. are shown
in dashed lines for comparison for the
injection level of 1 1017 cm3.
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results in the lower temperature range. In thermal equilib-
rium, both the simple extension of the model of Herring
et al. and this model coincide with the original model devel-
oped by Herring et al., as expected.18,20 However, they
diverge significantly as the injection level increases. At high
injection levels, ac (in the simple extension of the model of
Herring et al.) approaches 0 for both energy levels intro-
duced by monatomic hydrogen, which results in
nþ 	 n0 	 n: (21)
For our model, however, combining Eqs. (17) and (18) and
the high injection level approximation Eq. (14), gives
nþ
n0
¼ 1
2kED
;
n
n0
¼ k
EA
4
: (22)
As an acceptor level (0/) captures electrons when it is neu-
tral and captures holes when it is negatively charged, rn
should be generally smaller than rp due to the Coulombic
attraction associated with the latter process, resulting in a k
value lower than unity for most acceptor levels.32 In this
respect, n–/n0 should be smaller than a quarter according to
Eq. (22), which is an obvious difference from the condition
expressed by Eq. (21) in the simple extension of the model
of Herring et al. We demonstrate this difference in p-Si at an
injection level of Dn¼ 1 1017cm3, shown by Figure 7(d).
D. Discussion of the hydrogenation of the key defects
In the process of defect hydrogenation, monatomic
hydrogen in a certain charge state is more inclined to bond
with oppositely charged defects, or possibly with neutral
defects. The key deep-level defects we have discussed in this
work, Fei, Cri, and the BO complex, all introduce a single
donor level (þ/0) in the band gap. They should therefore be
mostly passivated by negative hydrogen through the reaction
Mþ þ H– ! MH, where M signifies the defect in question.
We may assume this as an elementary reaction so that, at a
given temperature, the reaction rate linearly depends on the
product of the concentrations of Mþ, H and the rate con-
stant kr, according to the law of mass action. The rate con-
stant kr is a function of temperature and is governed by the
activation energy Ea via the Arrhenius equation. The activa-
tion energy for the proposed hydrogenation of the BO com-
plex is found to be about 0.62 eV,23 and that for the
hydrogenation of Fe is in the 1.2–2 eV range.1,48 This reveals
a relatively strong temperature dependence of the rate con-
stant. In addition, as discussed in the modelling procedure of
hydrogen, higher temperatures are expected to significantly
increase the concentration of monatomic hydrogen NH at the
expense of molecular hydrogen. As a result, if dehydrogena-
tion at even higher temperatures is avoided, higher tempera-
tures are expected to always accelerate the hydrogenation
reaction, potentially outweighing the impact of the changes
in f(H) and f(Mþ). Thus, we shall focus on the effect of
injection on the reaction rate at fixed temperatures, where
the modelling results can be interpreted without the compli-
cations of the temperature effects, which are not included in
the model.
At a fixed temperature, we shall regard the concentration
of the defect [M], kr, and NH as invariant so that the reaction
rate only depends linearly on f(H)  f(Mþ). Figure 8 shows
the predicted f(H)  f(Mþ) as the injection level varies at
200 C in n- and p-Si. At this temperature, a high fraction of
FeB pairs and CrB pairs are dissociated and hence the metals
are free to bind with H; but a certain injection level is needed
to keep the BO complex active through a recombination-
enhanced defect formation process.21 At higher tempera-
tures, the curves will become flatter over the whole injection
range, but will still approach the same values as this temper-
ature at higher injection levels. This is because at higher
injection levels, the occupancy ratio approximates the
inverse capture cross section ratio, which is temperature-
independent, as expressed by Eq. (14). Also shown in the fig-
ures is the fraction of negative hydrogen. Comparing the
results shown in Figures 3–7, we can see that the injection
has a much more significant impact on f(H) than f(Mþ), so
the injection-dependence of the product f(H)  f(Mþ) is
dominated by the injection-dependence of f(H). As a result,
as shown by Figure 8, the curves f(H)  f(Mþ) all have a
similar shape to f(H) in each type of silicon.
As shown in the figures, thermal equilibrium conditions,
in other words with no injection, should favour the hydro-
genation reactions in n-Si, while in p-Si, higher injection lev-
els are always preferable to accelerate the reaction; these
conditions are exactly those that maximize f(H–) in each
type. The modelling result of f(H)  f(BOþ) in p-Si is in
agreement with the experimental results showing that a
higher injection level results in higher reaction rates and
greater amount of hydrogenated BO defect in p-Si.24
In comparison, acceptor-like defects are mostly passi-
vated by positive hydrogen via the reaction M þ Hþ !MH.
As shown by Figures 6 and 7, at above 400K, the fraction of
positive hydrogen is nearly injection- and temperature-
independent, always approximating unity. Thus, at a fixed
temperature, the injection-dependence of the product
f(Hþ)  f(M) is dominated by the injection-dependence of
f(M). The conditions that favour the hydrogenation reaction
the most, therefore, should be the conditions that maximize
f(M).
E. Uncertainties in the modelling results
It should be noted that while the use of the general occu-
pancy factor is in principle rigorous, its application to the
cases presented in this work may be uncertain to some
degree, due for example, to the following considerations:
(a) In the general model, we neglect degeneracies as a sim-
plification. This will bring uncertainties in the model-
ling results of Fe, Cr, and the BO complex. Note that in
the model of monatomic hydrogen, the spin degeneracy
is included courtesy of the treatment of Herring et al.
(b) The capture cross section ratios of the defects and the
relative positions of the defect levels in the band gap as
the band gap narrows are regarded as temperature-
independent, as the temperature-dependence of these
parameters is not available in the literature.
045702-9 Sun, Rougieux, and Macdonald J. Appl. Phys. 117, 045702 (2015)
 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:
150.203.210.131 On: Thu, 29 Jan 2015 23:58:36
(c) The estimated values of kED and kEA for the two hydro-
gen levels are uncertain.
(d) The low-temperature approximation Zs (T ! 0)¼ 1
will also add to the uncertainties of the results at ele-
vated temperatures.
V. CONCLUSIONS
The four models from the literature (a) the Fermi-Dirac
distribution with the spin degeneracy of the defect, (b) the
Shockley-Last model, (c) the SRH model, and (d) the
Sah-Shockley model, enable the prediction of the charge dis-
tribution of deep levels in silicon under various assumptions.
We have demonstrated their consistency with the general oc-
cupancy ratio a¼ (kn1þp)/(knþp1), which can be applied to
the prediction of the charge distribution of mono/multivalent
and in thermal equilibrium/non-equilibrium steady-state con-
ditions. The capture cross section ratio was found to play an
important role in determining the charge state under non-
equilibrium conditions. This model has been compared with
the quasi-Fermi level approximations, and the electron-quasi
Fermi level is found to be a good approximation for predict-
ing the occupancy probability of energy levels, which are
located close enough to the conduction band and have cap-
ture cross section ratios larger than one, for example, the Cri
level. However, we have shown that in other cases, the
quasi-Fermi level fails to accurately predict the occupancy
probability, especially at high injection.
The general model is applied to the prediction of the
temperature- and injection level-dependent charge states of
several key defects including Fe, Cr, and the BO complex in
silicon solar cells, and especially monatomic hydrogen. For
the case of hydrogen, we have adapted the model of Herring
et al., retaining the factors vs and Zs, but generalizing it
for non-equilibrium via the occupancy ratio from the
Sah-Shockley model. For the monovalent deep levels, we
have neglected the degeneracies. The presence of carrier
injection is found to have a much larger impact on the frac-
tion of negative hydrogen than on those key defects. Based
on these results, we have discussed the impact of tempera-
ture and injection on the hydrogenation of the key defects.
Higher temperatures are very likely to always accelerate the
hydrogenation reaction (up to the point when de-
hydrogenation begins to dominate). However, at a fixed tem-
perature in the lower temperature range, the conditions that
will favour hydrogenation of these donor-like defects the
most are the conditions that maximize the fraction of nega-
tive hydrogen, namely, the thermal equilibrium conditions in
n-Si and the high-injection conditions in p-Si, while the con-
ditions that favour hydrogenation of acceptor-like defects are
those that maximize the fraction of negatively charged
defects. In general, the presented approach provides a rigor-
ous methodology for understanding the impact of charge
states on hydrogenation of defects and other pairing reac-
tions in silicon.
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Chapter 7 
Charge states of the reactants in the hydrogen 
passivation of interstitial iron in p-type 
crystalline silicon 
The modelling results in Chapter 6 showed possible binding of Fei and H under certain 
conditions. In the experimental investigation of the potential hydrogenation of Fei, 
significant reductions of [Fei] were observed in samples passivated with SiNx films 
which are known to release hydrogen during annealing, but not in co-annealed samples 
with hydrogen-lean SiO2 films. The hydrogen passivation of Fei, which is the 
complexing of H and Fei forming a recombination-inactive hydride, was proposed as the 
most probable model to explain the reductions [1]. We then studied the kinetics of [Fei] 
reduction in SiNx-passivated samples during annealing at 250 
o
C – 700 oC. Under the 
hypothesis that the reduction is caused by hydrogenation, we determined the charge 
states of the reactants in the hydrogenation based on the model discussed in Chapter 6. 
However, in a subsequent study [2] using secondary ion mass spectrometry (SIMS) 
measurements, the [Fei] distribution in the depth revealed a high [Fei] uniformly 
distributed in the annealed SiNx films, which matched the extent of [Fei] reduction in 
the bulk. This conclusively indicates that the Fei reduction is due to gettering by the 
SiNx films during annealing [2], in contradiction to our previous scenario involving 
hydrogenation of Fei. 
64 
 
Based on this finding, the kinetics data presented in this chapter were subsequently re-
analysed in Ref. [2], to extract the Fei diffusivity, applying the diffusion model 
described in Ref. [3]. The extracted Fei diffusivities are shown in Figure 7.1, in 
comparison with the literature [3, 4]. The figure is re-plotted based on Ref. [2]. As 
shown by the figure, the extracted diffusivities agree well with the literature, supporting 
the finding that Fei is gettered to the surface. It also indicates that the gettering process 
is diffusion-limited in this temperature range [2]. 
 
Figure 7.1 Fitted Fei diffusivity from the experimental data of this work (symbols), and the 
reported values in the literature (lines). The figure is replotted based on Ref. [2]. 
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Significant reductions in interstitial iron (Fei) concentrations occur during annealing Fe-containing
silicon wafers with silicon nitride films in the temperature range of 250 C–700 C. The silicon
nitride films are known to release hydrogen during the annealing step. However, in co-annealed
samples with silicon oxide films, which are hydrogen-lean, changes in the Fei concentrations were
much less significant. The precipitation of Fei is ruled out as a possible explanation for the signifi-
cant reductions. The hydrogen passivation of Fei, which is the complexing of monatomic H and
isolated Fei forming a recombination-inactive hydride, is proposed as the most probable model to
explain the reductions. Under the assumption that the reduction is caused by the hydrogenation of
Fei, the reactants’ charge states in the hydrogenation reaction are determined by two independent
approaches. In the first approach, illumination is found to have a small but detectible impact on the
reaction kinetics in the lower temperature range. The dominating reactants’ charge states are con-
cluded to be Fe0 þ Hþ as revealed by modelling the injection-dependent charge states of isolated
Fei and monatomic H. In the second approach, the reaction kinetics are fitted with the Arrhenius
equation over a large temperature range of 250 C–700 C. A reasonable fit is only obtained when
assuming the reacting charge states are Fe0þHþ. This supports the conclusion on the reacting
charge states and also gives a value of the activation energy of hydrogenation in the 0.7–0.8 eV
range.VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4929757]
I. INTRODUCTION
Fe is one of the most common metallic impurities in
photovoltaic grade crystalline silicon.1 Previous studies have
shown the total Fe concentration in photovoltaic multicrys-
talline silicon wafers can be in the 1014–1015 cm3 range,
with 1011–1013cm3 being in the dissolved interstitial
state.2,3 Both Fei and Fe precipitates can significantly reduce
the carrier lifetime.1 External gettering is a common and
effective method to remove Fei from the bulk of silicon
wafers during cell fabrication.4 There is also the possibility
to reduce the impact of Fei via hydrogenation. Several previ-
ous studies reported a reduction in [Fei] or in the recombina-
tion activity of Fe-related traps after the incorporation of
hydrogen into the silicon bulk, by hydrogen ion implanta-
tion5 or simply by annealing a hydrogenated silicon nitride
passivation film on the wafer surface.6–8 The authors have
attributed this reduction to the hydrogenation of Fei. Some of
the authors proposed that the hydrogenation reaction is the
binding of H and Fei atoms, forming a recombination-
inactive hydride.5,8 In the recent study by Liu et al.,8 it was
shown that the observed reduction of Fei is unlikely to be
caused by internal gettering by crystallographic defects,
which may be accelerated by the enhanced diffusivity of Fei
in the presence of hydrogen, as has been proposed
elsewhere.9,10
As a closely related topic on the hydrogenation of defects
in silicon, the boron-oxygen (BO) defect and its permanent
deactivation have been studied in recent years.11–26 It has
been shown that the permanent deactivation of the defect,
which occurs under illumination at elevated temperatures,
appears to require the presence of hydrogen.13–21,25 In some
studies, the permanent deactivation is explained by the signifi-
cant change of the charge states of monatomic hydrogen under
illumination, which accelerates the hydrogen passivation of
the defect.15,18–20,23,25 Similarly, in the possible hydrogenation
of Fei, it is also probable that only Fe and H atoms in certain
charge states participate in the reaction. In some reports, it has
been conjectured that the paring reaction is driven by the
Coulombic attraction between Feþ and H, but this has not
been proven experimentally.8,23
As predicted in a recent model for charge states of
defects in silicon, at a lower temperature range (300 C and
below), carrier injection has a significant impact on the
charge distributions on the energy levels of Fei and H.
23
Assuming different reacting charge states, the presence of
carrier injection therefore affects the hydrogenation reaction.
This provides a theoretical basis for the experimental deter-
mination of the charge states of the reactants. In this work,
we measure the kinetics of the hydrogenation of Fei in p-Si
at the lower temperature range, both in the dark and under
illumination. We model the charge states of Fei and H as a
function of both temperature and injection level by applying
a general charge occupancy factor, as described in Ref. 23.
The charge states of the reactants are then determined by
combining the experimental and modelling results. We then
measure the kinetics of the hydrogenation reaction in the
dark across a higher temperature range from 300 C toa)Electronic mail: chang.sun@anu.edu.au.
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700 C and estimate the activation energy of hydrogenation,
using a more complete reaction rate model.
II. EXPERIMENTS
The samples in this study were Float-Zone (FZ) boron-
doped silicon wafers. The doping of the samples was in the
8.0–8.5 1015cm3 range, determined by dark conductance.
The wafers were chemically etched to remove the saw dam-
age, resulting in thicknesses between 260 and 270 lm. Then,
they were implanted with 70 eV Fe56 ions to doses of
3.0 1011cm2 and 5.2 1010cm2. After implantation, the
samples were cleaned and annealed at 1000 C in dry oxygen
for 45min, and in nitrogen for 30min, followed by cooling
down to 750 C with a cooling rate of 10 C/s and then
cooled down rapidly to room temperature in air. This process
allowed the implanted Fe atoms to distribute uniformly
throughout the thickness of the wafers and froze them in the
interstitial state, as well as growing SiO2 films providing sur-
face passivation. Some of the wafers were then dipped in
diluted hydrofluoric acid solution to remove the oxide film
and were passivated with Plasma-Enhanced Chemical Vapor
Deposited (PECVD) SiNx films, deposited in a Roth and Rau
AK400 chamber. The set temperature of the PECVD reactor
was 450 C, but the actual temperature of the samples during
the deposition was about 250 C. The thickness of the SiNx
film on each side of the sample was about 80 nm.
In this work, we hydrogenated Fei by annealing the sam-
ples with SiNx films, which served as the hydrogen source
upon annealing. The samples with SiO2 films served as con-
trol samples, as the oxide films contain virtually no hydro-
gen. The injection-dependent lifetime was measured with the
Quasi-Steady-State Photo-Conductance (QSSPC) tech-
nique.27,28 The concentration of Fei ([Fei]) was measured by
applying the FeB pair dissociation method described in Ref.
29. The recombination parameters of isolated Fei and FeB
pairs at room temperature are taken from Ref. 30.
Two sets of experiments were then conducted. The first
set of experiments was performed at 250 C and 300 C on
the samples with the lower implantation dose, to check the
impact of illumination during annealing. The samples with
lower dose were chosen because they had higher lifetimes,
so that higher injection levels could be achieved under illu-
mination. At each temperature of 250 C and 300 C, a sam-
ple with SiNx films and a sample with SiO2 films were
annealed on a hotplate in the dark, and another sample with
SiNx films was annealed on the hotplate under illumination
by a xenon white lamp with a constant intensity. The illumi-
nation intensity was about 50 suns (1 sun¼ 100 mW/cm2,
assuming the spectrum is similar to AM1.5G spectrum),
measured by a reference cell. The [Fei] as a function of cu-
mulative annealing time was measured on each sample. The
data from this set of experiments were then used to deter-
mine the reactants’ charge states in the hydrogenation, as
described below.
The other set of experiments was conducted in the
temperature range of 300 C–700 C, on the samples with
the higher implantation dose, to obtain more data for the
estimation of the activation energy. At each temperature of
300 C, 400 C, and 500 C, a sample with SiNx films and a
sample with SiO2 films were annealed on the hotplate in
the dark. An additional sample with SiNx films was
annealed at 500 C. For this sample, we stripped off the
annealed nitride film and put on a new nitride film every
time before measuring [Fei], to check the effect of re-
passivation at this temperature. At each temperature of
600 C and 700 C, a sample with SiNx films and a sample
with SiO2 films were annealed in a Rapid Thermal
Processor (RTP). The samples were annealed in between
two other silicon wafers with similar sizes to block the illu-
mination in the RTP. The samples with nitride films were
re-passivated every time before measuring [Fei]. Again for
all the samples, we measured [Fei] as a function of cumula-
tive annealing time.
III. MODELLING PROCEDURE
A. Charge states of isolated Fei and monatomic H
The hydrogenation of Fei is assumed to be a first-order
reaction with respect to Fe and H.31 Under this assumption,
the reaction rate will linearly depend on the concentration of
each reactant according to the law of mass action. Assuming
the charge states of the reacting Fe atom and H atom are x
and y, the reaction can be written as
Fexi þ Hy ! FeHxþy; (1)
where x can be 0/þ and y can be þ/0/. Table I lists all the
possible reactants’ charge states, only excluding the condi-
tion where both Fei and H are positively charged, consider-
ing they are unlikely to bind due to the Coulombic repulsion.
It is also possible that more than one combination of charge
states of the reactants participates in the reaction. Such con-
ditions are discussed in more detail below.
We calculate the charge states of Fei and H in silicon as
a function of temperature and injection level applying the
general occupancy factor described in Ref. 23. The assump-
tions and the parameters in the model are consistent with
those in Ref. 23, but we use the temperature-dependent cap-
ture cross sections of the isolated Fei in this work, taken
from Ref. 32.
B. The reaction rate constant k(T)
According to the results of Liu et al., the dehydrogena-
tion (the reaction in the opposite direction of hydrogenation,
which is likely the thermal dissociation of the FeH complex)
is not significant below 700 C,8 although we note that recent
results33 indicate that some forms of FeH complexes do
TABLE I. Possible reactants’ charge states.
x y Reactants
0 þ Fe0þHþ
0 Fe0þH0
 Fe0þH
þ 0 FeþþH0
 FeþþH
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seem to dissociate at lower temperatures. Therefore, we
neglect the dehydrogenation in this work (250 C–700 C).
Applying the law of mass action to the reaction expressed by
Eq. (1), at a fixed temperature T, we have
d Fei½ 
dt
¼ k Tð Þ  f Fexð Þ  f Hyð Þ  Fei½  H½ ; (2)
where k(T) is the reaction rate constant; f(Fex) and f(Hy) are
the fractions of the charge states Fex and Hy; and [H] is a
steady-state concentration of monatomic hydrogen in the
bulk.
During hydrogenation, the carrier distributions across
the energy levels of isolated Fei and monatomic H both
under thermal equilibrium (in the dark) or in steady state
(under injection) are constantly being re-established. We
assume that the time required for this process is negligible in
comparison with the time constant of the hydrogenation
reaction at each temperature. The result is that f(Fex) and
f(Hy) are not subject to the consumption of the reactants by
the hydrogenation but remain constant when the temperature
and the injection conditions are fixed.
The monatomic hydrogen concentration NH in the sili-
con bulk introduced by annealing the nitride films is a func-
tion of the annealing temperature T and the annealing time t.
NH is subject to many factors including, for example, the
properties of the nitride film and the diffusion length of
H.31,34–37 After annealing at T for a long enough time, NH
will approximately achieve a steady state and will no longer
change significantly.36 We label the monatomic hydrogen
concentration at this steady state as [H], which appears in
Eq. (2), and assume that [H] is always larger in magnitude
than 1 1014cm3 in the temperature range of
250 C–700 C.35,36 The [Fei] in the samples with the higher
implantation dose is about 1 1013 cm3, so this assumption
ensures [H] [Fei]. As a result, the hydrogen concentration
[H] will not change significantly even if all the Fei atoms are
passivated.
Therefore, the solution to Eq. (2) is an exponential
reduction in [Fei]
½Fei ¼ Nt  exp ½kðTÞf ðFexÞf ðHyÞ½H  t; (3)
with Nt being the initial concentration of Fei. The time con-
stant is
s Tð Þ ¼ 1
k Tð Þ 
1
f Fexð Þf Hyð Þ 
1
H½  : (4)
From Eq. (4), we know that with a fitted value of the time
constant s(T) from the experiments, the corresponding reac-
tion rate constant can be calculated as
k Tð Þ ¼ 1
s Tð Þ 
1
f Fexð Þf Hyð Þ 
1
H½  : (5)
C. Determination of the reactants’ charge states
In Eq. (4), the reaction rate constant k(T) and the mona-
tomic hydrogen concentration [H] are reasonably assumed to
be injection-independent. However, carrier injection does
have effects on the fractions f(Fex), f(Hy), thus it will also
impact the time constant s(T). Comparing the hydrogenation
reaction in thermal equilibrium and under injection of Dn,
the ratio of the time constants is
s T; thermalð Þ
s T; Dnð Þ ¼
f Fexð Þf Hyð Þ
 
T; Dnð Þ
f Fexð Þf Hyð Þ
 
T; thermalð Þ : (6)
We label the ratio on the right of Eq. (6) as rff (Dn), and
we can calculate it by assuming charge states for the reac-
tants as shown in Table I. We found that there is consider-
able difference in the predicted ratios for different assumed
reacting charge states. To determine the values of the left
hand side of Eq. (6), we conduct the hydrogenation experi-
ments in the dark and under injection. By comparing the ex-
perimental results and the modelling results, we are able to
identify the reactants’ charge states.
D. The activating energy Ea
The reaction rate constant k(T) is governed by the acti-
vation energy Ea via the Arrhenius equation. At each inves-
tigated temperature T in the experiments, we have one or
more fitted values of the time constant s(T). The reaction
rate constant k(T) can be calculated by applying Eq. (5),
where the only unknown parameter, is the monatomic
hydrogen concentration [H]. However, the temperature-
dependence of the monatomic hydrogen concentration is
not easy to measure and is unavailable in the literature, so
we assume it to be temperature-independent when deter-
mining the activation energy. Being aware that this assump-
tion is not necessarily valid, we will discuss the effects of
the possible temperature-dependence of [H] in greater
detail in the sections below. Under the assumption that [H]
is temperature-independent, we can fit
1
s Tð Þ 
1
f Fexð Þf Hyð Þ ¼ Z  exp 
Ea
kBT
 
(7)
to obtain a value of the activation energy.
In the determination of the activation energy, the time
constants measured in thermal equilibrium are used. Since
the temperature range is now enlarged to 250 C–700 C,
another method to determine the reactants’ charge states is
made possible, taking advantage of the temperature-
dependence of f(Fex) and f(Hy). That is, for each pair of
possible reacting charge states listed in Table I, a set of
s(T)1  f(Fex)1  f(Hy)1 (the left side of Eq. (7)) in the
temperature range of 250 C–700 C can be calculated and
fitted to Eq. (7). The set of data assuming the actual react-
ing charge states should fit well, while improper assump-
tions of the reacting charge states could be expected to
generate unreasonable fitting. This determines the reac-
tants’ charge states in an independent way from Section
III C and meanwhile gives an estimation of the activation
energy for the hydrogenation reaction.
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IV. RESULTS
A. Determination of the reactants’ charge states
Figure 1 shows the modelling results of f(Fex)  f(Hy) as
a function of carrier injection at 250 C. Figure 2 shows
f(Fex)  f(Hy) as a function of carrier injection at 300 C. In
comparison with 250 C, a same injection level has less
influence on the charge distributions, due to the increasing
concentrations of the equilibrium carriers when elevating the
temperature.23 One can see from Figures 1 and 2 that f(Fex)
 f(Hy) is always monotonic, either increasing or decreasing,
no matter what reacting charge states are assumed.
Therefore, we can use rff (Dn), which is the ratio on the right
of Eq. (6), to quantify the injection-dependence of f(Fex)
 f(Hy). It will approximate unity when f(Fex)  f(Hy) is almost
independent of injection and deviate from unity when f(Fex)
 f(Hy) is injection-dependent. Assuming different reacting
charge states, there is a large difference between the values
of rff (Dn). The predicted rff (Dn¼ 2 1016cm3) and rff
(Dn¼ 1 1017cm3) at 250 C and 300 C are listed in
Table II. These two special injection levels are chosen
because in the experiments, we estimate the injection levels
achieved in the samples under illumination to be in the range
of 2 1016–5 1016cm3 at the beginning of the annealing
and above 1 1017cm3 in the end (due to the increasing
lifetime).
Figure 3 shows the experimental results at 250 C. In the
two samples with nitride films, the concentrations of Fei
reduce exponentially, which confirms Eq. (3) in the model-
ling procedure. Within the uncertainty, there is effectively
no change in [Fei] in the oxide control sample, and we attrib-
ute this to the fact that there is no hydrogen. The comparison
of the two samples with nitride films shows that the illumina-
tion makes a small but detectible difference on the kinetics
of hydrogenation. The ratio of the time constant in the dark
to that under illumination is 1.5, in the uncertainty range of
1.3–2.1. This value agrees best with the value of rff when
assuming the reactants are Fe0 and Hþ, as shown in Table II.
As measured by a thermocouple, the illumination may
increase the sample temperature by up to 30 C. However,
even considering this possible uncertainty, based on the ex-
perimental and modelling results, other possible reacting
charge states can still be ruled out.
A potential complication is that for p-Si with a doping
of 8.4 1015 cm3, 250 C is not high enough to dissociate
all the FeB pairs in the dark. The fraction of FeB pairs in
thermal equilibrium at 250 C can be up to 15%.29,38
However, in the illuminated sample, almost all the FeB pairs
are dissociated by the injection, which is estimated to be
above 2 1016cm3.23 We denote the measured concentra-
tion of Fei as [Fei]measured. When we measure the concentra-
tion of Fei at room temperature, we are measuring the total
Fei, using the lifetimes in the full associated state and in the
fully dissociated state.29 However, when we discuss the
kinetics in the modelling procedure, the [Fei] only includes
the isolated Fei atoms that are able to pair with H. At 300
C
and above, almost all the FeB pairs will be dissociated even
in the dark, so that [Fei]measured¼ [Fei]. But at 250 C,
[Fei]measured is obviously higher than [Fei], and [Fei]¼ fdiss
[Fei]measured, fdiss being the fraction of isolated Fei in thermal
equilibrium. Combining this relation and Eq. (3), we have
FIG. 1. The product of the fractions of Fei and H in possible reacting charge
states, as a function of the injection density at 250 C in p-Si with a doping
of 8.4  1015cm3.
FIG. 2. The product of the fractions of Fei and H in possible reacting charge
states, as a function of the injection density at 300 C in p-Si with a doping
of 8.4 1015cm3.
TABLE II. rff (Dn¼ 2 1016cm3) and rff (Dn¼ 1 1017cm3) at 250 C
and 300 C.
Reactants
250 C 300 C
Dn¼ 2
 1016 cm3
Dn¼ 1
 1017 cm3
Dn¼ 2
 1016cm3
Dn¼ 1
 1017cm3
Fe0þHþ 1.19 1.13 1.03 1.00
Fe0þH0 587 2700 39.3 183
Fe0þH 244 630 13.6 24.0
FeþþH0 127 465 23.5 95.5
FeþþH 52.6 109 8.16 12.6
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Fei½ measured ¼
Nt
fdiss
 exp k Tð Þf Fexð Þf Hyð Þ H½   t
 
: (8)
When the temperature and the doping level are fixed, the
fraction fdiss is also fixed. Equation (8) indicates that
[Fei]measured also reduces exponentially, having the same
time constant with the reduction of [Fei]. Therefore, we can
always fit [Fei]measured to determine the time constant of the
reaction of [Fei] even when there is only partial dissociation
of FeB pairs at the annealing temperature in the dark.
Figure 4 shows the experimental results at 300 C,
including both sets of the experiments at this temperature.
Again significant reductions in [Fei] are observed in the sam-
ples with SiNx films, and much slower reductions in the sam-
ples with SiO2 films. As hydrogen is not present in the
samples with oxide films, the reduction in [Fei] should be
caused by the precipitation at crystallographic defects, which
may be introduced by the implantation or the annealing,10,39
or occur at the surfaces. Comparing the two samples with
SiO2 films, we can see that the reduction in [Fei] in the sam-
ple with a higher initial [Fei] is more pronounced. This is
expected as a higher initial [Fei] increases the precipitation
rate.40 However, comparing the two samples with SiNx films
annealed in the dark, the time constants are within each
other’s uncertainty range. This further supports our model of
the kinetics: first, we indeed observed exponential reductions
in [Fei] during the hydrogenation (Eq. (3)), and now we
show that the time constant does not depend on the initial
[Fei] in the samples (Eq. (4)). This also indicates that the
main reason for the reduction of [Fei] in the samples with
nitride films should not be precipitation, otherwise the reduc-
tion would be faster with a higher initial [Fei].40
Comparing the two samples with lower initial [Fei] with
SiNx films, again we did not observe a significant impact of
the illumination. The ratio of the time constants is 1.2 in the
range of 0.9–1.4. It also agrees the best with rff when assum-
ing the reactants are Fe0 and Hþ (Table II), in agreement
with the conclusion from the experiments at 250 C.
Furthermore, although the uncertainty ranges of the ratios at
250 C and 300 C overlap, there is a slight reduction at
300 C, in good agreement with the predicted trend. This
indicates that the illumination has less impact on the charge
distributions and thus the kinetics of hydrogenation when the
concentrations of the equilibrium carriers are increased at
higher temperatures.
B. The analysis of the activation energy
Figure 5 shows [Fei] as a function of cumulative anneal-
ing time at 400 C in the dark, measured on a sample with
SiNx films and a sample with SiO2 films. The experimental
results at 500 C are shown in Figure 6, and the results at
600 C and 700 C are shown in Figure 7. At each tempera-
ture, there is a significant reduction in [Fei] in the sample(s)
with SiNx films, but much slower or no reduction in the sam-
ple with SiO2 film. For the samples with SiNx films annealed
FIG. 3. [Fei] as a function of cumulative annealing time at 250
C, measured
on a sample with SiO2 film, a sample with SiNx films in the dark, and a sam-
ple with SiNx films under illumination.
FIG. 4. [Fei] as a function of cumulative annealing time at 300
C. The two
samples with higher initial [Fei] were annealed in the dark, one with SiO2
films and another with SiNx films. Other three samples with lower initial
[Fei] were annealed with SiO2 films in the dark, with SiNx films in the dark
and with SiNx films under illumination, respectively.
FIG. 5. [Fei] as a function of cumulative annealing time at 400
C in the
dark, measured on a sample with SiO2 films and a sample with SiNx films.
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in the temperature range of 250 C–400 C, we did not
change the nitride films during the experiments, as there was
no obvious degradation of the surface passivation. However,
we did observe significant degradation of the surface passi-
vation when we annealed and measured a sample with SiNx
films at 500 C. Note that although the surface passivation
degraded, we still observed large difference between the life-
times before and after dissociation of FeB pairs. This ensures
that the uncertainties in the measured [Fei] would not be sig-
nificantly increased by the degraded surface passivation or
lifetimes.29 However, the degradation of the surface passiva-
tion may reflect a reduction in the amount of the monatomic
H that is released by the nitride films and diffuses into the
bulk of the wafers. So, we annealed another sample with
SiNx films at 500
C, which was re-passivated with a fresh
nitride film every time before we measured [Fei]. However,
as shown in Figure 6, the difference between the kinetics
measured on the two samples is minor; the time constants
are within each other’s uncertainty range. This means the
amount of monatomic H that diffuses into the bulk is not sig-
nificantly affected by the degradation of the surface passiva-
tion in the investigated period. It is also a hint that at the
lower temperature range where the surface passivation does
not degrade obviously, the amount of monatomic H in the
bulk should be quite constant. At 600 C and 700 C, the
nitride film degrades more seriously, so it was necessary to
re-passivate the samples every time before measuring [Fei].
Figure 8 shows the modelling results of f(Fex)  f(Hy) as
a function of temperature in thermal equilibrium.
Corresponding to the possible reacting charge states listed in
Table I, five sets of s(T)1  f(Fex)1  f(Hy)1 as a function
of 1000/T are shown in Figure 9. Figure 9(a) shows the
results when assuming the reactants are Feþ þ H, Feþ þ
H0, Fe0 þ H, and Fe0 þ H0. Obviously, none of these four
sets of data can be reasonably fitted on a straight line. The
best fitting is observed when assuming the reactants are Fe0
þ Hþ, shown in Figure 9(b). This is in agreement with the
previous conclusion on the reactants’ charge states. The fit-
ted value of Ea given by this set of data is 0.76 eV.
V. DISCUSSION
A. Hydrogen passivation of Fei
Figure 10 shows the lifetime at Dn¼ 1 1015 cm3 in
both the fully associated state and the fully dissociated state,
as a function of [Fei], measured on the samples with SiNx
films. The only sample excluded was that annealed at 500 C
and measured without re-passivation, as we observed
obvious degradation of the surface passivation on this sam-
ple. The data points at [Fei]¼ 1 1013 cm3 in the fully
associated state are missing because the lifetimes were too
low for an injection level of 1 1015 cm3 to be achieved
during the measurement. The data points are fitted to a recip-
rocal relation that seff  [Fei]¼ constant. The data points with
the lowest concentrations of Fei, which do not fit so well
FIG. 6. [Fei] as a function of cumulative annealing time at 500
C in the
dark, measured on a sample with SiO2 films and two samples with SiNx
films. One of the samples with SiNx films was re-passivated every time
before measuring [Fei], while the SiNx films of the other sample were never
changed during the experiments.
FIG. 7. [Fei] as a function of cumulative annealing time at 600
C and
700 C in the dark, measured on a sample with SiO2 films and a sample with
SiNx films at each temperature.
FIG. 8. The product of the fractions of Fei and H in possible reacting charge
states, as a function of temperature in thermal equilibrium in p-Si with a
doping of 8.2 1015 cm3.
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with the straight lines, are mainly measured on the samples
with a lower implantation dose annealed at 300 C. On these
samples, we passivated Fei until such low concentrations
were reached that the degradation of the surface passivation
becomes obvious on this plot. Except for these points, the
data fit well with the reciprocal relations. This means that (a)
the lifetimes of the samples are always dominated by isolated
Fei or FeB pairs and (b) no other recombination centres,
which are comparably as strong as isolated Fei or FeB pairs,
are created during the reaction. This agrees with the hypothe-
sis that the reduction in [Fei] is caused by the paring of Fei
and H, forming a recombination-inactive hydride
complex.5,8
In the recent experiments of Liu et al.,8 the samples at
600 C and 700 C were annealed for long enough that Fei
was passivated to concentrations below the solubility limit.
This is a solid evidence that the observed reductions in [Fei]
at 600 C and 700 C are not caused by precipitation.8 In this
work, we hydrogenated Fei by applying the same method in
the temperature range of 250 C–700 C. In Figure 9(b), we
showed that assuming reasonable reacting charge states, all
the data points can fit well on the same straight line, indicat-
ing the same thermally activated behaviour at all tempera-
tures. We regard the hydrogen passivation of Fei, namely,
the pairing of Fei and H forming a recombination-inactive
hydride, as the most probable explanation, which success-
fully explains the different behaviours of Fei in the samples
with SiNx films and SiO2 films, the exponential reductions of
[Fei] (as shown in Figures 3–7), and also the similar time
constants when the initial [Fei] varies (Figure 4). However,
despite these positive evidences, we cannot absolutely
exclude the possibility that an accelerated precipitation of Fe
due to the presence of hydrogen may affect the results.
B. The reactants’ charge states in the hydrogenation
of Fei
In the results, Fe0 and Hþ are identified as the reacting
charge states. However, as shown in the modelling results in
Figures 1, 2, and 8, for the whole investigated injection and
temperature range, Fe0 always has a much higher concentra-
tion than Feþ and Hþ always has a much higher concentra-
tion than H0 and H. A potential ambiguity is that, when the
majority charge states participate in the reaction, whether the
minority charge states also participate or not will have no
effect on the measurements, due to their much lower concen-
trations. Based on the current results, we can therefore only
conclude that the reaction is dominated by the reactants Fe0
and Hþ; whether other charge states also react cannot be
determined.
Interestingly, in comparison with the permanent deacti-
vation of BO defects where the role of illumination is found
to be crucial, we found that illumination does not have a sig-
nificant impact on the hydrogenation of Fei. This can be
explained by the difference between the two defects and
between the reacting charge states of H, assuming that the
permanent deactivation of the BO defect is indeed caused by
hydrogenation. For BO defects, the illumination is vital to
keep them activated at elevated temperatures so that the per-
manently deactivated state can be achieved.12 Otherwise, if
the BO defects are annealed in the dark, they will be dissoci-
ated and can never directly convert to the permanently deac-
tivated state.12 This is the most important reason why the
illumination is required in the process. The role of
FIG. 9. s(T)1 f(Fex) 1 f(Hy)1 as a
function of 1000/T, assuming the react-
ing charge states to be (a) Feþ þ H,
Feþ þ H0, Fe0 þ H, Fe0 þ H0 and (b)
Fe0 þ Hþ. In (b), the data points cor-
rected with the data on the loss of NH
bond densities in SiNx films upon
annealing and the fitting are also shown.
FIG. 10. The lifetime at Dn ¼ 1 1015cm3 as a function of the Fei concen-
tration, fitted to reciprocal relations. Except the sample with SiNx films
annealed at 500 C without re-passivation, all the data measured on samples
with SiNx films are included.
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illumination is further emphasized by the models recognising
the importance of H0 in passivating the BO defects.19,20,25
As predicted, the injection can increase the fraction of H0 in
the temperature range that BO defects are passivated, in both
p-Si and compensated n-Si.23 However, in the case of Fei,
the illumination barely makes any difference on the defect
itself or the fractions of the dominating reacting charge states
Fe0 and Hþ. As a result, the illumination is found to have
much less significant influence on the hydrogenation of Fei.
Since we concluded that Fe0 and Hþ are reacting in the
hydrogenation, the reaction is then not driven by the
Coulombic attraction, and the bond between Fei and H
should not be an ionic bond. This is also the case in the pas-
sivation of BO defects if H0 is the reacting charge state.20 In
addition, some recent results showed the long-time stability
of the permanent deactivation of BO defects in compensated
n-Si.22,24 Combining the modelling results of the charge
states, the authors attributed the binding of H and BO defects
to covalent binding rather than an ionic interaction.22
C. The effects of the temperature-dependence of [H]
We assumed [H] to be temperature-independent in the
determination of the activation energy, but in this large tem-
perature range of 250 C–700 C, one may reasonably expect
a variation in [H]. However, as clarified before, [H] is the
steady-state concentration of hydrogen. To achieve this
steady state, it takes tens of seconds at 750 C36 but may take
hours at 200 C–300 C according to the diffusivity of hydro-
gen.35,37 In our experiments, the average annealing time
interval is 80 s at 700 C, 100 s at 600 C, 20min at 500 C,
1 h at 400 C, 7.2 h at 300 C, and 12.5 h at 250 C. At each
temperature, this interval is comparable in scale with the
time length to achieve the steady-state [H]. This ensures that
we mostly measured the kinetics after achieving the steady
state. It also clarifies that we are not assuming the same
hydrogen concentration at different temperatures after
annealing the nitride films for the same time. On the con-
trary, the assumption indicates that to achieve a similar
hydrogen concentration, one may have to anneal the nitride
film for a time orders of magnitudes longer at 250 C than
700 C.
The second method to determine the reactants’ charge
states relies heavily on this assumption. However, the data
points in Figure 9(a) distribute quite randomly, which is
unlikely to be caused by the temperature-dependence of [H].
For example, for Feþ þ H and Fe0 þ H, the highest values
of s(T)1  f(Fex)1  f(Hy)1 are both observed at 250 C,
and the lowest values are at 400 C. If the activation energy
has a positive value, [H] at 250 C has to be orders of magni-
tudes higher than that at 400 C, which is very unlikely to be
the case. In addition, the first method to determine the reac-
tants’ charge states does not rely on this assumption, and the
same reacting charge states are concluded with much less
uncertainty. Therefore, the assumption of the temperature-
independence of [H] will not affect our conclusion on the
reacting charge states.
However, this assumption may impact the value of the
activation energy. Boehme and Lucovsky41 measured the
evolution of the NH area bond densities during annealing
remote PECVD silicon nitride films. For the SiNx, which is
the most similar to ours, the lost fractions of NH bond den-
sities after annealing at 500 C for 800 s, 600 C for 100 s,
and 700 C for 80 s are about 0.25, 0.34, and 0.35, respec-
tively.41 They only measured the data at 500 C up to 800 s,
so we use 800 s instead of 20min at this temperature; but as
seen from the trend of the curve, the fraction at 20min
should be a little higher than 0.25 and closer to the fraction
0.34 at 600 C.41 Most of the loss of the NH bonds is caused
by two competing mechanisms: the formation of H2 and the
release of monatomic H.41–43 The monatomic H that diffuses
into the bulk of silicon and passivates the defect is mainly
generated by the second mechanism.34,36,41,42 The competi-
tion of the two mechanisms mainly depends on the density
of the nitride film: a film with a lower density favours the
formation of H2, while a higher density favours the release
of H.34,42 We make another assumption here that the compe-
tition is not dependent on the annealing temperature, so that
at different temperatures, the fraction of the monatomic H,
which diffuses into the bulk, remains the same. This is not
necessarily valid, but it helps narrow down the variables.
Under this assumption, we correct s(T)1  f(Fex)1  f(Hy)1
using the data on the lost fractions of NH bond densities
from Ref. 41 to account for the temperature-dependence of
[H] in the model. The corrected data at 600 C and 700 C
when assuming [H] at 500 C is unity are shown in Figure
9(b). The fitted value of Ea
0 ¼ 0.81 eV given by the corrected
data at 500 C–700 C does not change much from the origi-
nal value 0.76 eV. What is notable is that based on the data
of Boehme et al., the loss of NH bonds slightly increases as
the temperature increases; as a result, fitting the corrected
data should generate a lower value of Ea
0 than the original
value. We attribute the higher Ea
0 to the uncertainties in the
data points at 500 C–700 C and the uncertainties associated
with the fitting. The most probable value of the activation
energy is estimated to be in the 0.7–0.8 eV range.
VI. CONCLUSIONS
In this work, we annealed Fe-containing samples with
SiNx films and SiO2 films in the temperature range of
250 C–700 C, and significant reductions in [Fei] were only
observed in the samples with SiNx films. We rule out the pre-
cipitation of Fei as the reason for the reductions. We propose
the hydrogen passivation of Fei, which is the complexing of
monatomic H and isolated Fei forming a recombination-
inactive hydride, as the most probable model to explain the
reductions. Under this hypothesis, good agreement is
observed between the model and the experimental results on
the kinetics of the reaction.
We determined the reactants’ charge states in two differ-
ent ways: (a) By examining the effect of illumination on the
kinetics of the reaction at 250 C and 300 C, and taking
advantage of the injection-dependence of the charge distribu-
tions on the Fei and H levels; (b) By fitting the reaction
kinetics in a large temperature range of 250 C–700 C with
the Arrhenius equation, and taking advantage of the
temperature-dependence of the charge distributions. In the
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first method, the illumination is found to have a small but
detectible impact on the kinetics. This is attributed to the
dominating reacting charge states Fe0 and Hþ, which are the
majority charge states of isolated Fei and monatomic H, and
thus their fractions are not strongly injection-dependent. The
second method supports the conclusion on the dominating
reacting charge states Fe0 þ Hþ and gives a value of the acti-
vation energy of hydrogenation of 0.76 eV. Considering the
temperature-dependence of the hydrogen concentration, we
estimate the most probable value of the activation energy to
be in the 0.7–0.8 eV range.
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Chapter 8 
Precipitation of Cu and Ni in n- and p-type 
Czochralski-grown silicon characterized by 
photoluminescence imaging 
Cu and Ni are two of the most common metallic impurities in silicon. As discussed in 
Chapter 2, they mostly exist as recombination-active precipitates in silicon at room 
temperature. The IDLS technique applied in Chapter 4 and Chapter 5 cannot be used to 
study their recombination activity because the precipitates facilitate carrier 
recombination via forming internal Schottky junctions with the silicon matrix. 
Nevertheless, the recombination-active areas due to the metal precipitates are visible in 
PL images, allowing the investigation of the distribution of the precipitates by PL 
imaging. In this chapter we take both PL images and micro-PL maps on several n- and 
p-type wafers in which Cu or Ni has precipitated in the bulk during the ingot cooling. 
Strikingly different distribution patterns of the particles are observed in n- and p-type 
samples. The effects of the intrinsic point defect on the precipitation behaviours of the 
metals, and the dopant effects on the intrinsic point defect concentrations in silicon 
crystals, are discussed based on the results. 
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A B S T R A C T
Photoluminescence (PL) images and micro-PL maps were taken on Cu- or Ni-doped monocrystalline silicon
wafers, to investigate the distribution of the metal precipitates. Several n-type and p-type wafers were used in
which Cu or Ni were introduced in the starting melt of the ingots and precipitated during the ingot cooling (as
opposed to surface contamination). The micro-PL mapping allowed investigation of the metal precipitates with
a higher spatial resolution. Markedly diﬀerent precipitation patterns were observed in n- and p-type samples: in
both Cu- and Ni-doped n-type samples, circular central regions and edge regions were observed. In these
regions, particles were distributed randomly and homogeneously. In the p-type Cu-doped and Ni-doped
samples, by contrast, the precipitates occurred in lines along < 110 > orientations. The diﬀerence in the
precipitation behaviour in n- and p-type samples is conjectured to be caused by diﬀerent concentrations of self-
interstitials and vacancies remaining in the crystal during the ingot cooling: there are more vacancies in the n-
type ingots but more interstitials in the p-type ingots. The dopant eﬀects on the intrinsic point defect
concentrations in silicon crystals and possible precipitation mechanisms are discussed based on the ﬁndings in
this work and the literature.
1. Introduction
Cu and Ni are two of the most common metallic impurities in
silicon [1–3]. Due to their high diﬀusivities and solubilities, contam-
ination can occur easily during the production and processing of wafers
[1–3]. Cu and Ni mostly exist as precipitates in silicon at room
temperature. The detrimental eﬀects of the precipitates on the carrier
lifetime of silicon materials as well as on the performance of solar cells
are well recognized [1–4]. Band-like deep states have been detected in
silicon wafers contaminated with Cu or Ni by applying deep-level
transient spectroscopy (DLTS) [5–10].
The recombination-active areas due to the metal precipitates are
visible in photoluminescence (PL) images [11]. In this work we
characterise the Cu and Ni precipitates applying both PL imaging
and micro-PL mapping to several n- and p-type Czochralski-grown (Cz)
silicon wafers, in which deliberately-added Cu or Ni had precipitated
during the ingot growth. In comparison with PL imaging, the micro-PL
mapping allows more highly resolved inspection of the precipitates,
because of the smaller pixel size, and also because the much higher
injection level achieved during the measurement makes the carrier
lifetime Auger limited, thus reducing the carrier diﬀusion [12].
Strikingly diﬀerent distribution patterns of the particles were observed
in n- and p-type samples. We propose that the diﬀerent precipitation
behaviours of the metals reveal diﬀerent concentrations of vacancies
and interstitials incorporated into the growing silicon crystal, which
have signiﬁcant eﬀects on the precipitation behaviours of the metals.
The dopant eﬀects on the point defect concentrations during the ingot
growth are then discussed based on the ﬁndings of this work, and the
literature.
2. Experiments
2.1. Sample preparation
The samples used in this work were from six Czochralski (Cz) ingots
specially grown by SiliConsultant [13]. The ingots were pulled from <
100 > seeds, with a 2 mm/min speed at the full diameter (around
25 mm, in the 23–31 mm range). For each doping type, one ingot was
grown as a control ingot; one was intentionally doped with Cu and one
with Ni. Samples at similar solidiﬁed fractions in the middle of the
ingots were selected for this study. The samples were chemically etched
to remove saw damage, and then passivated with Plasma-Enhanced
Chemical Vapor Deposited (PECVD) SiN ﬁlms. The boron (p-type) and
phosphorus (n-type) doping levels NA/D of the samples were in the
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range of (1.3 ± 0.4)×1016 cm−3, determined with the dark conductance
method [14]. The concentrations of Cu ([Cu]) in the Cu-doped samples
were within (2 ± 0.4)×1015 cm−3, and the concentrations of Ni ([Ni]) in
the Ni-doped samples were within (1.2 ± 0.2)×1014 cm−3, as estimated
by applying the Scheil law, with the eﬀective segregation coeﬃcients of
Cu and Ni taken as 8×10−4 [15,16], and 3.2×10−5 [15,17], respectively,
combined with the known starting concentrations in the melt of [Cu]
=1.29×1018 cm−3 and [Ni]=1.68×1018 cm−3, respectively. The control
samples were conﬁrmed to be dislocation-free by conducting defect
etching [18], after taking all the images and maps.
2.2. PL imaging and micro-PL mapping systems
The PL images were obtained using a LIS-R1 PL imaging system
from BT imaging [19]. The pixel size of the PL images was 23 µm. The
images were taken with a ﬁxed photo ﬂux of (1.9 ± 0.1)×1018 cm−2 s−1.
The injection level was estimated to be in the range of 1015–1016 cm−3.
The micro-PL mapping system used in this study was a Horiba
T64000 system equipped with a confocal microscope. The step size of
the maps was 6 µm in both directions. For the central region of the n-
type Cu-doped sample, two diﬀerent excitation wavelengths, 525 nm
and 795 nm were used for the incident laser beam to investigate the
depth distribution of the particles. For other regions and samples, only
the 795 nm excitation wavelength was used. The on-sample size of the
525 nm wavelength and the 795 nm wavelength was 1.2 µm and
1.8 µm in diameter, respectively. The on-sample average intensity
was within 31.5 ± 1.5 mW for both excitation wavelengths. The order
of magnitude of the injection level was estimated to be in the range of
1018–1019 cm−3. All the measurements were performed at room
temperature.
3. Results
3.1. PL images
Fig. 1 shows the PL count rate images of the n- and p-type control
samples. The bright rings which are non-concentric with the samples
and appear in almost all of Figs. 1–3 are artefacts caused by
luminescence reﬂected from the photo-conductance coil in the PL
imager. The images show relatively uniform high-signal areas, although
there are some surface scratches evident which are not related to the
ingot growth. The PL images of the Cu-doped samples are shown in
Fig. 2, and those of the Ni-doped samples are shown in Fig. 3. The red
square or rectangle labels in Figs. 1–3 illustrate the areas where the
micro-PL maps were taken. The dark crosses in Fig. 2(a) and the dark
squares and the upright and horizontal straight lines in Figs. 2(b) and
3(b) are laser lines for locating speciﬁc regions. In the image of the n-
type Cu-doped sample (2(a)), particles are not easily distinguished. A
high-signal ring structure can be seen, dividing the sample into a
central region and an edge region. Within each region, the PL signal is
relatively uniform. The origin of the ring structure will be discussed in
Section 4.4. In the n-type Ni-doped sample (Fig. 3(a)), particles are
Fig. 1. Images of PL count rate (s−1) of the (a) n-type and (b) p-type control samples. The red square illustrate the areas where the micro-PL maps were taken.
Fig. 2. Images of PL count rate (s−1) of the (a) n-type and (b) p-type Cu-doped samples. The red square labels illustrate the areas where the micro-PL maps were taken. The dark crosses
in (a) and the dark squares and the upright and horizontal straight lines in (b) are laser lines for locating speciﬁc regions. The orientations of the lined-up colonies of the particles in (b)
were identiﬁed as the < 110 > direction as indicated by the arrows.
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more clearly visible, possibly due to the sparser precipitate particles in
comparison with the n-type Cu-doped sample, as [Ni] is much lower
than [Cu] ([Ni] =1.2×1014 cm−3 whilst [Cu] =2.0×1015 cm−3). There is
slightly lower signal at the edge, and we refer to this circular lower-
signal region as the edge region. The rest is referred to as the central
region. We can see that within each region, the particles distribute
randomly and homogeneously. By contrast, in both the p-type Cu-
doped sample (Fig. 2(b)) and Ni-doped sample (Fig. 3(b)), lined-up
colonies of particles in two perpendicular orientations can be seen.
Based on the known orientation of the seed crystal and the resulting
wafer surface, the orientation of the lined-up particles was identiﬁed as
the < 110 > direction (as indicated in Figs. 2(b) and 3(b)), by
comparison with natural cleave lines obtained by cleaving several
samples from the p-type Cu-doped ingot, and several samples from
the p-type Ni-doped ingot, in which we observed similar lined-up
colonies of particles.
3.2. Micro-PL maps
Micro-PL maps of the areas labelled in Figs. 1–3 were then taken.
Almost no particles were seen in the maps of the control samples, as
shown by Fig. 4. The micro-PL maps of areas in the central region, the
ring region and the edge region of the n-type Cu-doped sample are
shown in Figs. 5 and 6. Particles are visible in the micro-PL maps in
every region. In the central region (5(a)), it can be observed that some
of the particles have higher contrast than the others, while in the edge
region (6(b)), most of the particles have lower contrast, but appear in a
higher density. There is a much lower density of particles in the ring
region compared with other regions. The left of Fig. 6(a) is close to the
central region, and the right is close to the edge region, as indicated by
the square label in Fig. 2(a). From the left to the right, fewer higher-
contrast particles but more lower-contrast particles can be seen,
indicating a transition of the particle type. The diﬀerent types of
particles in the central and edge region are also observed in the n-type
Ni-doped sample, as shown in Fig. 7. Fig. 7 also reveals that the higher-
contrast particles have larger sizes than the lower-contrast ones.
Fig. 8 shows the micro-PL map of an area on the p-type Cu-doped
sample, and Fig. 9 shows the micro-PL map of an area on the p-type
Ni-doped sample. Similar features with the PL images are observed in
the maps, but with a higher spatial resolution. In addition, it can be
seen that the lines of the particles are not perfectly straight, but heavily
jogged and discontinuous.
The detection depth of the micro-PL can be roughly estimated
based on the larger of the absorption length and the carrier diﬀusion
length, with the latter assumed to be Auger-limited. This gives an
approximate detection depth of 40 µm. The number of metal atoms
contained in each particle can then be estimated based on the volume
density of particles observed in the micro-PL maps (using the 795 nm
laser). Assuming that the precipitates are Cu3Si and NiSi2 [3,20], the
size of the particles can be then estimated. The sizes (in one dimension)
of the Cu3Si and NiSi2 particles are thus estimated to be in the 0.1–
1 µm range, and the 0.1–0.5 µm range, respectively, which are in
Fig. 3. Images of PL count rate (s−1) of the (a) n-type and (b) p-type Ni-doped samples. The red square or rectangle labels illustrate the areas where the micro-PL maps were taken. The
upright and horizontal straight lines in (b) are laser lines for locating speciﬁc regions. The orientations of the lined-up colonies of the particles in (b) were identiﬁed as the < 110 >
direction as indicated by the arrows.
Fig. 4. Micro-PL maps of a 720 µm×720 µm area on the (a) n-type and (b) p-type control samples.
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agreement with the literature [3,21].
3.3. Micro-PL maps with diﬀerent excitation wavelengths
To investigate the depth distribution of the particles, two diﬀerent
excitation wavelengths 795 nm and 525 nm were used to map the same
area in the central region of the n-type Cu-doped sample, and the maps
are shown in Fig. 5. At room temperature, the absorption depths of the
525 nm and 795 nm wavelengths are 1.16 µm and 11.56 µm, respec-
tively [22]. As a result, a particle located deeply underneath the surface
Fig. 5. Micro-PL maps of a 720 µm×720 µm area in the central region of the n-type Cu-doped sample. To investigate the depth distribution of the particles, two excitation wavelengths
(a) 795 nm, and (b) 525 nm were used to map the same area. The arrows in (a) illustrate where line scans of the PL signal were extracted (as presented in Fig. 10 and discussed in Section
3.3).
Fig. 6. Micro-PL maps of a 720 µm×720 µm area on the n-type Cu-doped sample in the (a) ring region and (b) edge region.
Fig. 7. Micro-PL maps of a 960 µm×960 µm area on the n-type Ni-doped sample in the (a) central region and (b) edge region.
C. Sun et al. Journal of Crystal Growth 460 (2017) 98–104
101
detected by the 795 nm wavelength should display a higher contrast
than that detected by the 525 nm wavelength [23]. To compare the
results more directly, line scans of the signal on several particles were
extracted. The lines are labelled as arrows in Fig. 6(a), and the results
are shown in Fig. 10, where the signal was locally normalized. The two
particles shown in Fig. 10(1) and (2) have similar contrast for both
wavelengths, thus they should be on or close to the surface of the wafer.
By comparison, the particles in (3) and (4) show an obviously higher
contrast when detected by the 795 nm wavelength, indicating they are
deeper in the bulk. This result indicates that the particles are not
surface precipitates but rather precipitated throughout the thickness of
the wafers, as expected when formed during ingot cooling.
4. Discussion
4.1. Excluding the ‘charged Cu precipitates’ model as an explanation
of the observations
The diﬀerence between the precipitation behaviours of Cu in n- and
p-type silicon (n-Si and p-Si) at room temperature has been reported
before [24–26]. Some authors have attributed the diﬀerence to the
diﬀerently charged Cu precipitates in n-Si and p-Si: The Cu precipitates
have an electro-neutrality level at about Ec−0.2 eV thus are positively
charged at room temperature in p-Si. The existing precipitates will
therefore repel the diﬀusing Cui
+, hindering further precipitation. This
Coulomb repulsion does not exist in n-Si so the precipitation will not be
hindered. However, this model cannot serve as a satisfactory explana-
tion for the observations in this work. At about 500 °C, silicon with the
doping levels of the samples in this work is eﬀectively intrinsic. As
calculated based on Ref. [3], the solubilities of Cu and Ni at 500 °C are
1.1×1014 cm−3 and 1.4×1013 cm−3, respectively. For both Cu- and Ni-
doped samples, the concentration of the metal is > 10 times higher
than the solubility, so the metals are highly super saturated. Being fast
diﬀusers, Cu and Ni should have precipitated almost quantitatively
above 500 °C during the relatively slow cooling down of the Cz ingots
[3]. In this temperature range, silicon is intrinsic, and the Fermi level is
at the mid-gap so the charge state of the precipitates is the same in both
types of silicon. Therefore the diﬀerent distributions of precipitates in
n- and p-Si observed in this work are not likely to be caused by diﬀerent
charge states of the precipitates.
4.2. The eﬀects of interstitials and vacancies on the precipitation of
Cu and Ni
When Cu nucleates and precipitates in Si, the stress due to the
volume expansion can be released by the emission of self-interstitials
[3,8]. It has been reported that in a vacancy-rich zone in silicon, Cu
preferably nucleates and precipitates near vacancies and voids which
can absorb these emitted interstitials [27,28]. As a result, in a vacancy-
rich region, the precipitates distribute randomly and homogeneously
following the distribution of vacancies and voids [27,28], which con-
forms with our observations in the n-type Cu-doped sample.
However, in interstitial-rich silicon, the precipitates tend to form
dislocation-related colonies [29]: during the precipitation of Cu, many
interstitials are emitted, and the supersaturated interstitials will
aggregate into dislocations, due to the absence of vacancy-related
defects for them to recombine with. A climbing interstitial-type
dislocation absorbs interstitials and emits vacancies [30], favouring
the nucleation and precipitation of Cu, which in turn emits more
interstitials, pushing the dislocations to climb [30,31]. As a result, the
precipitates align along the climbing dislocations. This mechanism of
repeated precipitation on climbing dislocations was studied in detail in
Refs. [32–36]. Note that this is diﬀerent from the Cu decoration of slip
lines in silicon. In the decoration of slip lines, the dislocations exist
before Cu precipitates, so the decoration will occur along straight lines
[37]. While in the repeated precipitation on dislocations, the precipita-
tion of Cu and the climbing of dislocations occur simultaneously in
originally dislocation-free silicon. This results in heavily jogged dis-
locations and imperfect lines of precipitates [29,30,32,33,36]. This is
consistent with our observations in the p-type Cu-doped sample, as
revealed by Fig. 9. Colonies of Cu precipitates due to climbing
dislocations with Burger's vectors of b=a/2 < 110 > and b=a < 100 >
were reported previously [32], in agreement with the preferred
precipitation orientation of < 110 > identiﬁed in this work.
For Ni, the lattice parameter of Ni precipitates matches better with
the silicon matrix compared with Cu [3]. At 450 °C, it ﬁts well with the
Fig. 8. Micro-PL map of a 960 µm×960 µm area on the p-type Cu-doped sample.
Fig. 9. Micro-PL map of a 600 µm×1200 µm area on the p-type Ni-doped sample.
Fig. 10. Line scans of PL signal on several particles detected by the 525 nm and 795 nm
wavelengths in the central region of the n-type Cu-doped sample. The numbers (1)~(4) of
the ﬁgures correspond to the labels in Fig. 5(a). The legend in (3) holds for all four
ﬁgures.
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matrix; at higher temperatures it is larger while at lower temperatures
it is smaller, due to the diﬀerent temperature-dependence of the lattice
[3]. If Ni precipitates form at 500–600 °C, interstitials are also emitted.
Thus the eﬀects of interstitials and vacancies on the precipitation of Ni
should be similar to Cu. Ni precipitation assisted by voids has been
reported in Ref. [38]. In addition, the atomic volume change associated
with copper precipitation as Cu3Si, and nickel precipitation as NiSi2 are
50% and 0.4%, respectively [5]. Thus the less pronounced structures
(including the bright ring structure in n-Si and lined-up colonies in p-
Si) observed in the Ni-doped samples could either be caused by the
much lower [Ni] than [Cu], or the lower sensitivity of precipitation
behaviours of Ni to the intrinsic point defect non-equilibrium, or both.”
Therefore the observations in the n- and p-type samples in this
work imply that there could be more vacancies in the n-type ingots but
more interstitials in the p-type ingots.
4.3. Grown-in intrinsic point defects and the eﬀects of dopants
Based on Voronkov's theory [39], the type of intrinsic point defect
which is dominant in a crystal depends on the ratio of the growth rate V
and the temperature gradient G at the solid/liquid interface. When V/
G > (V/G)critical, vacancies are grown in; when V/G < (V/G)critical,
interstitials are grown in. In principle the ingots grown for this study
are grown in vacancy-rich mode with a pulling speed of 2 mm/min.
However, the p-type ingots could have been switched to interstitial-rich
mode due to the dopant eﬀects. The eﬀects of the dopants B and P on
the incorporation of the intrinsic point defects have been reported in
several previous studies [40–45]:
a) Murarka et al. investigated the oxidation induced stacking faults
(OiSF) in P-doped n-type and B-doped p-type Cz ingots with
resistivites in the range of 0.6−40 Ω cm and found that, for n-
and p-type ingots with similar resistivities, the concentration of
OiSF is always at least one order of magnitude higher in n-type
ingots than p-type ingots [40]. It was not understood at that time.
As OiSF formation is related to the oxide particles formed in the
vacancy-rich zone [46,47], their results could imply that there are
more vacancies in the n-type ingots than p-type ingots.
b) Kock et al. explained the higher concentration of vacancies ([V]) in
n-Si and higher concentration of interstitials ([I]) in p-Si by the
pairing of the intrinsic defects with the dopants [41]. At intrinsic
temperature, interstitials are negatively charged thus pair with P+,
whilst vacancies are positively charged and pair with B-, resulting in
higher [V] in P-doped n-Si but higher [I] in B-doped p-Si.
c) Dornberger et al. investigated the eﬀects of B on the diameter of the
OiSF ring, and showed that a certain [B] could shift the ring
towards the wafer center (transition from vacancy-mode to inter-
stitial-mode) [42]. They suspected the reason to be the size and
chemical eﬀects of B atoms.
d) Voronkov et al. explained that the value of (V/G)critical could be
changed by the dopants, caused by Fermi level eﬀects, impurity-
induced strain or intrinsic point defect trapping by the impurities
[43–45]. We can now exclude the Fermi level eﬀects as the intrinsic
point defects should be incorporated at intrinsic temperatures,
when the Fermi level is at the mid-gap in both types of silicon.
Although there are various mechanisms proposed in the literature,
these studies showed that a certain amount of phosphorus favours the
presence of vacancies in a crystal, while a certain amount of boron
favours the presence of interstitials, supporting the proposed model of
precipitate formation in this study.
In addition, in comparison with the previous studies, it seems that
it takes much smaller amount of dopants to shift the balance to an
interstitial-rich crystal in this study. This could be possibly explained
by the much smaller diameter of the ingots. The diameter of the ingots
has a signiﬁcant eﬀect on G [42]. For ingots with such small diameters
(around 25 mm) as in this work, G is much larger than ingots with
larger diameters [42]. As a result, V/G could be very low yet above the
critical value, making it much easier to totally switch the ingot growth
to interstitial-mode.
4.4. The structure in n-Si: related to the bands in vacancy-rich region
The vacancy-rich zone consists of three bands with diﬀerent
concentrations of vacancies and voids [46–48], which is the likely
reason why diﬀerent regions were observed in the n-type samples. The
three bands are [46–48]:
a) H-band. It is in the central region and has the highest starting [V].
The vacancies in this region tend to agglomerate into voids. Thus
the particles with higher contrast, larger sizes and a lower density
could be precipitates on the voids, while the particles with lower
contrast, smaller sizes and a higher density could be precipitates on
vacancies.
b) P-band. It is outside the H-band. In this region, vacancies react with
oxygen and form oxide particles. The remaining [V] is the lowest
among the three bands. This could be the ring region where the
metals tend to diﬀuse to other regions rather than nucleate and
precipitate within the band.
c) L-band. It is outside the P-band, and has the lowest starting [V]. In
this band vacancies neither form voids nor react with oxygen, and
the remaining [V] is similar with the H-band. This could be the edge
region in the n-type samples, where the particles are mostly
precipitates on isolated vacancies.
5. Conclusions
Both PL imaging and micro-PL mapping were applied to character-
izing the Cu and Ni precipitates in n- and p-type Cz silicon wafers. The
micro-PL mapping allowed greater spatial resolution of the metal
precipitates, and by applying diﬀerent excitation wavelengths, the
particles were found to be distributed throughout the thickness of the
wafers.
Markedly diﬀerent precipitation patterns were observed in n- and
p-type samples. In the n-type Cu-doped sample, a particle-lean ring
structure was observed, dividing the sample into a central region and
an edge region. Within each region, particles are distributed randomly
and homogeneously. However, in the p-type Cu-doped sample, the
precipitates occurred in lines along < 110 > orientations. For each
type, the Ni-doped sample showed similar features to the Cu-doped
sample. The diﬀerence in the precipitation behaviours in n- and p-type
samples is conjectured to be caused by diﬀerent concentrations of
interstitials and vacancies remaining in the crystal during the ingot
cooling: there are more vacancies in the n-type ingots but more
interstitials in the p-type ingots. The metals preferably precipitate on
defects to lower the energy barrier: in a vacancy-rich zone, they
precipitate near vacancies and voids which absorb interstitials; while
in an interstitial-rich zone, the climbing of interstitial-type dislocations
and repeated nucleation of the metals occur simultaneously. In this
work the orientations < 110 > along which the metals nucleate were
identiﬁed for both Cu and Ni. Diﬀerent intrinsic point defect concen-
trations in n- and p-type silicon ingots have been reported in several
previous studies, and the authors have attributed it to the interactions
between the intrinsic point defects and the dopants. Regardless of the
physical cause, this observation has implications for high purity silicon
ingots. Indeed, the contrast in intrinsic point defect concentrations
between n- and p-type silicon is likely to lead to distinct types of
growth- and process-induced defects in such materials, and hence
diﬀerent impacts on minority carrier lifetimes and devices.
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Chapter 9 
Activation kinetics of the boron-oxygen defect 
in compensated n- and p-type silicon studied 
by high-injection micro-photoluminescence 
In Chapter 8, we have applied the micro-PL system to the investigation of metal 
precipitates, where the high injection level during the measurements reduces the carrier 
diffusion length and enables a higher resolution in the resultant PL maps. The high 
injection level is also beneficial to the study of the activation kinetics of the BO defect 
for the following reasons: a) the defect activation will be significantly accelerated, 
allowing it to be studied in shorter timeframes. b) The high-injection lifetime is 
dominated by the Auger recombination and thus is much less sensitive to the SRH 
lifetime of the defect, in comparison with low to intermediate injection levels. This 
results in an almost constant injection level during the activation of the defect and in 
differently doped samples (when the illumination intensity is fixed). The advantages 
resulting from this steady injection level will be discussed in greater detail in the 
chapter. 
In this chapter, we use the micro-PL system to study the activation kinetics of the BO 
defect in both compensated n- and p-type silicon wafers under high-injection 
conditions. The measurement of the kinetics is realized by capturing the PL signal at 
close time intervals, with the illumination continuously on (in-situ measurement). The 
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results obtained at the high injection levels help to clarify some unresolved issues 
related to the defect. 
 
 
 
988 IEEE JOURNAL OF PHOTOVOLTAICS, VOL. 7, NO. 4, JULY 2017
Activation Kinetics of the Boron–oxygen Defect in
Compensated n- and p-type Silicon Studied by
High-Injection Micro-Photoluminescence
Chang Sun, Hieu Trong Nguyen, Hang Cheong Sio, Fiacre Emile Rougieux, and Daniel Macdonald
Abstract—In situ measurement of the activation kinetics of
the slowly forming recombination center (SRC) of the boron–
oxygen defect in compensated n- and p-type silicon (n-Si and
p-Si) under high-injection conditions is realized through micro-
photoluminescence measurements. The high-injection conditions
significantly accelerate the defect activation. Another advantage of
this method is that the injection level can be kept almost constant
during the defect activation and in differently doped samples, as
the high-injection lifetime is dominated by Auger recombination.
Courtesy of this, the activation time constant remains steady dur-
ing the activation of the defects, and the activation time constant
and defect concentration in differently doped samples can be com-
pared more directly. The results confirm that the defect activation
rate constant is the same at high-injection levels in both n- and p-
type samples, and that it only depends on the hole concentration p,
but not on [Oi ] or [B]. The effective saturated defect concentration
normalized with [Oi ]2 is independent of the doping in n-Si, and in-
creases with the net doping in p-Si. The latent form reconfiguration
model for the defect, instead of the Bs–O2 i model, is considered to
be more compatible with these findings.
Index Terms—Boron oxygen (BO) defects, compensated,
Czochralski silicon (Cz-Si), light-induced degradation, photolumi-
nescence (PL).
I. INTRODUCTION
THE boron–oxygen (BO) defect, which causes degradationof carrier lifetimes in boron-doped oxygen-rich Czochral-
ski silicon (Cz-Si) under illumination, has been studied intensely
in recent years [1]–[11]. A common method to study the activa-
tion kinetics of the defect is to illuminate a wafer with a lamp
and then measure the lifetime, under moderate injection levels,
from which an effective value of the defect concentration can be
extracted [1]. This method is, however, affected by the following
issues:
©1 The lamp illumination can typically only reach several
suns or lower in most cases, so only low to medium injection
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levels can be achieved during defect activation, which results in
slow activation rates in compensated n-Si [2]–[5].
©2 During the activation of the BO defect, the lifetime de-
grades significantly, resulting in a strongly varying injection
level over time when the illumination intensity is fixed. This
creates a further complication in modeling the kinetics because
the reaction rate constant is known to depend on the carrier
densities [4]–[6].
©3 Samples with different net dopings will have different life-
times, leading to different injection levels when using the same
illumination source [3], [7], [8]. As a result it is difficult to dis-
criminate the effects of the net doping and the injection level on
the activation rate, which could lead to different interpretations
[4], [6].
©4 The effective defect density is usually obtained in low or
medium injection using the inverse lifetime at Δn = ηNA/D
(η is constant). However, this approach does not necessarily
properly account for the effects of the net doping on the ef-
fective defect concentration in the Shockley–Read–Hall (SRH)
model (or multivalent defect lifetime model) [12]–[14]. This is
an unavoidable problem when comparing n-Si and p-Si [5]. It
also introduces uncertainties when comparing one type of sil-
icon with different doping levels, as the relevant deep levels
reported in some works do not necessarily result in negligible
n1 or p1 [9], [10].
One way to address these issues is to activate the BO defects
under high-injection. First, it results in faster activation rates
which address the aforementioned issue©1 . Also, at sufficiently
high-injection levels, the effective lifetime will be Auger re-
combination limited, and thus it is not as sensitive to the SRH
recombination as it is at low to medium injection levels. This
potentially addresses issue ©2 . In addition, differently doped
samples will have similar high-injection Auger lifetimes, re-
sulting in similar injection levels when fixing the illumination
intensity, addressing issue ©3 . Finally, defect concentrations in
differently doped samples can be conveniently compared, if
they are derived from the high-injection SRH lifetime, which is
independent of the net doping, addressing issue ©4 .
In this work, a micro-photoluminescence (micro-PL) system
with confocal optics is applied to study the activation kinetics
of the BO defect. High-injection conditions are realized by an
intense laser spot only several microns in diameter. The in situ
measurement of the kinetics is realized by capturing the PL
signal at close time intervals, with the laser illumination on all
2156-3381 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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TABLE I
[B] AND [P] IN THE STARTING MELT OF THE INGOTS, AND THE SOLIDIFIED FRACTIONS g, NET DOPING LEVELS n0 OR p0, AND [Oi ] OF THE SAMPLES
the time. With this method, we measure and model the kinetics
of the BO defect activation in both compensated n- and p-Si.
Based on the results we discuss some unresolved issues related
to the defect.
II. EXPERIMENTS
A. Sample Preparation
The samples were from two B- and P-doped compensated
Czochralski (Cz) ingots. Samples from different solidified frac-
tions g were selected for this study. The concentrations of B
and P ([B] and [P]) in the starting melt of the ingots, and the
ranges of g are shown in Table I. The [B] and [P] in the samples
were calculated by applying the Scheil law. The segregation
coefficients of B and P were taken as 0.75 and 0.41, respec-
tively [3]. The predicted ranges of n0 or p0 in the samples are
shown in Table I. In [3], the [B] and [P] in some of the samples
were measured by secondary ion mass spectrometry, and the net
doping was measured by electrochemical capacitance voltage
measurements. Refer to [3] for more detailed analysis on the
doping levels and the uncertainties in the predictions by apply-
ing the Scheil law. The interstitial oxygen concentrations ([Oi])
were determined by Fourier transform infrared spectrophotom-
etry [2], and the results are also shown in Table I. The samples
were chemically etched to remove saw damage, and then went
through a phosphorus gettering process at 880 °C for 0.5 h in
4.4 L/min nitrogen, 0.1 L/min oxygen, and 15 ml/min POCL3,
and at 600 °C for about 14 h in nitrogen ambient [15], to remove
fast diffusing metallic impurities. The diffusion layers were then
removed, followed by surface passivation with plasma-enhanced
chemical vapor deposited silicon nitride films. All samples had
identical thermal history during the processing. Before the mea-
surements, the samples were annealed at 260 °C for 40 min in
dark to completely deactivate the BO defects.
A p-type B-doped float-zone (FZ) wafer with NA = 8 ×
1015 cm−3, and an n-type P-doped FZ wafer with ND =
5 × 1015 cm−3 were also included in this study. The doping
levels in these samples were determined by dark conductance
measurements. The samples were also chemically etched and
passivated with the same silicon nitride films.
B. Micro-PL Measurements
The micro-PL system used in this study was a Horiba
LabRAM system equipped with a confocal microscope. The
excitation wavelength of the incident laser beam was 532 nm.
The on-sample size of the laser beam was about 2.5 μm in diam-
eter, and the on-sample illumination power was about 42 mW.
The emitted PL signal was focused through a square pinhole
located in front of a monochromator and an InGaAs array de-
Fig. 1. PL count as a function of time measured on the FZ samples, a p-type
Cz sample from Ingot 1 (g = 0.27) and an n-type Cz sample from Ingot 2 (g =
0.52). Another set of PL intensities measured at the same location on the p-type
Cz sample after dark annealing is also shown. The pinhole size of the micro-
PL system was 300 μm in this case. Note that the vertical axis does not start
from 0.
tector. The detected area on the sample surface was determined
by the adjustable pinhole size and the objective lenses. Two pin-
hole sizes 200 and 300 μm were used in this work. These values
represent the length of the side of the square pinholes. The cor-
responding detection area on the sample surface is measured in
Section III-B. Note that adjusting the pinhole sizes will only
affect the region seen by the detector, but not the illumination
and the emission of the signal.
All measurements were performed at room temperature. The
integrated band-to-band PL signal from one spot was measured
on each sample, with a 0.5 s time step. The acquisition time for
collecting each signal was 0.3 s. The laser remained on all the
time. This allowed in situ monitoring of the PL signal during
the activation of BO defects.
To confirm that the observed PL signal degradation is in-
deed caused by the activation of the BO defect, we annealed
a p-type sample from g = 0.27 of Ingot 1 at 260 °C for
40 min in dark using the in situ temperature-controlled stage
of the system after performing a degradation measurement for
500 s. This allowed complete deactivation of the BO defect af-
ter intentional degradation with the laser. We were then able to
perform another measurement at exactly the same spot, after
cooling the sample down to room temperature.
III. RESULTS, MODELING, AND DISCUSSION
A. Confirming the BO Defect
Fig. 1 shows the PL count as a function of time measured on
the two FZ wafers and two compensated Cz samples. The PL
count is a unitless value which is proportional to the number of
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Fig. 2. Modeled injection level. r is parallel with the sample surface, and z
is the direction of the depth. (0, 0) is the center of the illumination spot on the
sample surface.
photons detected by the detector within the acquisition time. An
obvious degradation of the PL signal of both Cz samples can be
seen. The PL signal of the FZ samples remains steady during
the measurement. The illumination intensity is steady over time
as monitored by a power meter. We can then conclude that 1)
the surface passivation is stable upon illumination; and 2) the
defects causing the PL degradation in the Cz samples do not
exist in the FZ samples. The PL signal measured at the same
location on the p-type Cz sample after the dark annealing is
also shown in the figure; the result confirms that the defect can
be deactivated by the dark annealing. Thus, we concluded that
the PL signal degradation is caused by the activation of the BO
defect [1].
B. Modeling the Injection Level During the Measurement and
Determining the Detection Profile of the Micro-PL System
The injection level in a p-type sample with p0 = 5 ×
1015 cm−3 and τSRH = 200 μs during the in situ measurement
is simulated, using a three-dimensional finite element method
[16], [17]. Greater detail of the model will be included in fu-
ture publications. Fig. 2 shows the simulated Δn as a function
of the depth z, and the lateral distance from the center of the
illuminated spot on the sample surface r. Line scans of Δn(r)
at z = 0 and Δn(z) at several r values are shown in Fig. 3. The
injection profile shown in the figures is a result of carrier diffu-
sion from the illumination spot, the center of which is at (0, 0).
As shown by the modeling results, in most of the area where r,
z < 100 μm, the injection is in the range of 1017 − 1018 cm−3,
satisfying the high-injection condition (Δn  n0 or p0) for the
samples in this work. In addition, the simulated Δn in this area
is found to vary only slightly for τSRH values higher than 10 μs,
and for net doping levels lower than 5 × 1016 cm−3. This also
indicates that the high-injection condition prevails in this area,
and that the effective lifetime of this area is dominated by the
Auger lifetime.
The detection profile (on the sample surface) of the micro-PL
system is measured by mapping a point light source which is
1 μm in diameter, using a silicon detector [16]. The step size in
both lateral directions (x and y) in the mapping is 1 μm. Fig. 4
shows the normalized detection sensitivity for two pinhole sizes,
Fig. 3. (a) The injection level as a function of r at the sample surface (z = 0),
and (b) as a function of z at different r values.
200 and 300 μm. As shown by the figure, the detection area on
the sample surface is approximately square. In the vertical di-
rection (the depth z), in principle, all the photons that reach
the sample surface and are emitted within the detection area
on the sample surface should be detected. In [16], the detec-
tion profile in the depth direction is also measured by scanning
the light source, showing that the detection sensitivity vanishes
within tens of microns from the sample surface for both 100 and
1000 μm pinhole sizes. In this work, we can safely assume
that the detected PL signal mainly comes from the area where
z < 100 μm.
The modeled injection level and the measured detection pro-
file of the micro-PL system show that in the detection area, the
injection level is extremely nonuniform. Using the 300 μm pin-
hole, for instance, the injection level varies by approximately
two orders of magnitude. This will complicate the study of
the activation kinetics of the BO defect. To reduce this effect,
in this study we use both pinhole sizes, 200 and 300 μm, to
conduct two in situ measurements for each sample. Then we
subtract the PL signals from both measurements for the quan-
titative analysis. The subtracted PL signal comes from an area
where 30 μm < r < 75 μm, and z < 100 μm. The schematic
of the area on the sample surface is illustrated in Fig. 4(c).
This narrows down the range of the injection level to about
1 × 1017 − 4 × 1017 cm−3, while the high-injection condition
still holds approximately. Although choosing two closer pin
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Fig. 4. Detection profiles on the sample surface when the pinhole size of the micro-PL system is set as (a) 200 μm, (b) 300 μm, and (c) schematic of the resultant
area when subtracting the PL signal from both measurements using 200 and 300 μm pinholes.
Fig. 5. Subtracted PL count at t = 0 and 100 s measured on all the Cz
samples.
hole sizes will further narrow down the injection range, the sub-
tracted PL signal also becomes much noisier, which negatively
affects the analysis.
C. Experimentally Confirming the Fixed High-Injection
Condition Over Time and in Different Samples
To further confirm the high-injection condition in the stud-
ied area (30 μm < r < 75 μm, z < 100 μm), we compare the
subtracted PL count at t = 0 and 100 s measured on all the Cz
samples, as shown in Fig. 5. Comparing all the samples at t = 0
[see Fig. 5(a)], the PL count does not vary much, although they
have significantly varying net doping levels. It indicates that
high-injection condition prevails such that [18]
IPL = Ai ·B ·Δn2. (1)
Furthermore, courtesy of the high-injection condition, the ef-
fective lifetime is dominated by Auger recombination, and thus
is much less sensitive to the activation of the BO defects. It ex-
plains why the PL signal of the Cz samples does not degrade sig-
nificantly before it almost saturates as shown in Fig. 1. Fig. 5(b)
further demonstrates this point by showing the PL count of each
sample at t = 100 s. Therefore, an approximately steady high-
injection condition over time and across different samples is
TABLE II
PREDICTED ACTIVATION TIME CONSTANTS OF THE FRC AND SRC
At high-injection levels, n = p = Δn .
established. As estimated based on (1), in 100 s, the change in
the injection level is at most 12%, and 6% on average across all
the samples.
D. Extracting the Effective Defect Concentration of the SRC
The activation time constants of the fast- and slowly forming
recombination centers (FRC and SRC) are predicted based on
[4]–[6], as shown in Table II. The explicit equations for the
calculations can be found in [5]. We assume that the equations
in [5] hold for high-injection levels. We can see that at high-
injection levels the activation of the FRC becomes so fast that it
is likely to have saturated at the first measured point. The high-
injection recombination lifetime of the FRC is usually more than
one order of magnitude higher than SRC [6], so the activation
of the FRC will not, in any case, have a significant impact on the
observed change in the PL signal. Therefore, in the following
discussion we will only consider the activation of the SRC,
which causes the PL signal degradation over the measured time
scale.
In this work we extract the effective defect concentration
assuming that the injection level is approximately uniform in the
detected area. The effects of the nonuniformity of the injection
are discussed in greater detail in the following sections. With a
steady generation rate, Δn = τeﬀ ·G. Combining with (1), we
have IPL ∝ τ 2eﬀ , from which a relative value of τeﬀ can be de-
rived. The recombination lifetime of the SRC, τSRC can then be
extracted by applying 1/τSRC(t) = 1/τeﬀ (t)− 1/τeﬀ (t = 0) [1].
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Fig. 6. (a) Extracted N ∗,SRCt (t) in several samples from both ingots. The fitting using data until 30 s is shown in dashed lines in (b).
The effective concentration of the SRC is inversely propor-
tional to τSRC(t) : N ∗,SRCt (t) ∝ 1/τSRC(t). The effective
concentration of the SRC is proportional to the actual defect
concentration, with the same, although unknown, scaling factor
for all the samples. Note that N ∗,SRCt (t) obtained with the
high-injection measurements are different from those obtained
at low injection (injection of 10% of net doping) [1]. However,
as shown above this method has the benefit of being dopant-
density and dopant-type independent. The extracted N ∗,SRCt (t)
of several samples from both ingots are shown in Fig. 6(a).
The approximately parallel curves with different magnitudes
indicate similar activation rate constants but different saturated
concentrations of the SRC in those samples.
E. Stretched Exponential Activation Kinetics and the
Simplified Fitting Method
Assuming the exponential relation for the activation kinetics
of the SRC, we have [1]
N ∗,SRCt (t) = N
∗,SRC ,saturated
t
[
1− exp
(
− t
τSRCgen
)]
(2)
where N ∗,SRC ,saturatedt is the effective saturated concentration
of the SRC. When the injection level is steady, τSRCgen is a constant
over time. However, the spatially nonuniform injection level
results in BO defects activated with different rate constants in
different areas, as the BO defect can be activated by diffusing
excess carriers as well as injected excess carriers [19]. As a
result, the effective defect concentration N ∗,SRCt (t) shows a
“stretched” exponential relation with time. This is evident at the
longer time scales in Fig. 6(a).
To further demonstrate the stretched exponential kinetics, we
show the fitting of N ∗,SRCt (t) with (2) for the sample from
g = 0.05 of Ingot 1 in Fig. 7. Various upper time limits tup in
the range of 5–500 s until which the extracted data are fitted are
set in the fitting. Fig. 7(a) shows the fitting when tup = 30, 100,
and 500 s. The average squared relative error and the extracted
time constant in the fitting as functions of tup are shown in
Fig. 7(b) and (c), respectively.
Fig. 7. (a) Fitting N ∗,SRCt (t) with (2) for the sample from g = 0.05 of Ingot
1, when setting tup as 30, 100, and 500 s. (b) Average squared relative error,
and (c) Extracted time constant in the fitting, as functions of tup .
In the studied area, the change in N ∗,SRCt (t) over a short
time scale is dominated by the faster activation in the areas with
higher injection levels, while over a longer time scale, the activa-
tion of the defects in the high-injection area tends to saturate, and
the activation in the areas with lower injection begins to domi-
nate. This explains the observed stretched exponential relations
and is demonstrated by the fits shown in Fig. 7: when the data
on a short time scale are fitted, the fitted activation time constant
τSRCgen is several seconds, in agreement with the predicted value
(in Table II) at the highest injection level Δn = 4 × 1017 cm−3
in the studied area. The reasonable fitting quality also indicates
that in a short time scale, the activation in the high-injection
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Fig. 8. Activation time constant of SRC as a function of [B]–[P].
area is dominant and the slower activation in other areas is neg-
ligible. When the data on a longer time scale are fitted, the
strongly increasing fitted τSRCgen reflects the fact that the change
in N ∗,SRCt (t) is more dominated by the activation of the defects
in the area with lower injection levels.
The reasonable fitting quality when fitting the data over the
short time scale enables a convenient way to extract τSRCgen and
N ∗,SRC ,saturatedt . As a simplified fitting method, in this work
we only fit the extracted N ∗,SRCt (t) over a short time scale,
assuming a single exponential relation as expressed by (2). For
all the samples, the best fitting quality is mostly achieved when
tup =10–30 s. When tup is in this range, the extracted time
constant does not vary significantly, as shown in Fig. 7(c). To
lower the noise, we fix tup = 30 s to allow more data points in
the fitting. More detailed modeling of the stretched exponential
kinetics on a longer time scale will be included in future work.
Fig. 6(b) shows the fitting of N ∗,SRCt (t) for several samples
from both ingots. Note that the simplification of the fitting
method is unlikely to affect the main conclusions discussed
in the following sections. The fact that similar PL signals
were measured (see Fig. 5) demonstrates that the same high-
injection distribution is achieved in different samples. Under
this fixed high-injection condition, the defects are activated
with approximately the same rate, as shown by the parallel
curves in Fig. 6, which is clear no matter how the data are
fitted. When the distribution of the activation rate constant
is the same in different samples, the effective defect density
at a time t is proportional to the saturated effective defect
density: N ∗,SRCt (t) ∝ N ∗,SRC ,saturatedt . Therefore, although
N ∗,SRC ,saturatedt was extracted with data only until 30 s (and
is not saturated in some low-injection area), the comparison
among different samples is reliable.
F. Analysis of the Activation Time Constant of SRC
The time constants τSRCgen of all the Cz samples are shown in
Fig. 8, as a function of [B]–[P]. τSRCgen is approximately constant
in different samples, indicating that the SRC has the same nature
in both n- and p-Si with different doping levels or compensation
levels. The average value of τSRCgen is 10.5 s in all the samples.
This agrees with the predicted values at the modeled highest
injection level Δn = 3 × 1017 − 4 × 1017 cm−3 in the stud-
ied area, as shown in Table II.
Courtesy of the fixed carrier densities, the results help
clarify the following issues: 1) The activation time constant
τSRCgen remains constant when [Oi] varies in the range of
6 × 1017 − 9 × 1017 cm−3 in all the samples. The indepen-
dence of τSRCgen on [Oi] is in agreement with the discussion in
[6]. 2) τSRCgen does not depend on [B] ([B] ≈ [Bs ]). The depen-
dence of the time constant on [Bs ]2 concluded in [6] actually
reveals its dependence on the carrier densities. Our results show
that the activation time constant is independent of n0 and p0, so
the carrier densities could either be the total carrier densities n, p
or the injection density Δn, Δp. A positive correlation between
τSRCgen , and Δn, Δp, or n can be excluded based on [7] and [8].
The authors observed faster activation in p-type samples (where
Δn = Δp = n) with higher [Bs], which have lower lifetimes
and thus lower injection levels when the illumination intensity
is fixed. Thus, we can confirm the dependence of τSRCgen on the
total hole concentration p, in agreement with [4] and [5]. The
reasonable agreement with the predicted values (see Table II)
based on [5] also indicates that the equations in [5] hold reason-
ably well for injection levels above 1 × 1017 cm−3. However,
we note that other authors have observed a saturated dependence
of the time constant on the illumination intensities at relatively
low-injection levels in p-type silicon [1], [20].
Furthermore, the independence of τSRCgen on both [Oi] and [Bs ]
indicates that the previous model involving an oxygen dimer O2i
trapped by Bs [1], [21], [22] is unlikely to be valid. This model
was previously ruled out by other works, which reported that
O2i is not involved in the activation process [23], [24]. The other
model which suggests that the activation of the BO defects is the
reconfiguration from a latent state into a recombination-active
state is more reasonable to explain the results obtained here [25],
[26]. In this model, the latent defect complexes are formed after
the ingot growth but before the light soaking [25]. So the defects
can be activated with the same reaction rate constant when the
same high-injection condition is provided, in spite of different
defect concentrations.
G. Analysis of the Effective Saturated Concentration of SRC
The effective saturated defect concentration N ∗,SRC ,saturatedt
(extracted from the fitting discussed in Section III-E) is normal-
ized with [Oi ]2, and then plotted as a function of [B] in Fig. 9(a)
and as a function of [B]–[P] in Fig. 9(b). The decreasing trend
of the data shown in Fig. 9(a) rules out a positive correlation
between N ∗,SRC ,saturatedt and [B] [2]. The normalized effective
saturated defect concentration was also plotted as a function
of the compensation ratio [27], but a much noisier trend was
observed. The more likely dependence of N ∗,SRC ,saturatedt on
[B]–[P] (net doping) can be concluded, as shown in Fig. 9(b).
This conclusion is in agreement with the results reported in [2],
[5], and [28]. This observation is against the Bs−O2i model, but
agrees with those models where interstitial boron (Bi) instead
of Bs is involved [4], [25], [29]. The scattering of the data in
Fig. 9(b) can be caused by noise and uncertainties in the PL
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Fig. 9. Effective saturated concentration of SRC normalized with [Oi ]2, as a
function of [B] in (a), and as a function of [B]–[P] in (b).
measurements, as well as uncertainties in the predicted doping
levels and the measured [Oi].
can see from Fig. 9(b) that in n-Si, N ∗,SRC ,saturatedt is ap-
proximately constant, in agreement with the results reported by
Scho¨n et al. [5]. In p-Si, it increases with p0. This agrees with
the previous findings in [2], [5], and [28]. A gradual transition
of the dependence on the net doping from n-Si to p-Si can be
observed, which has not been shown conclusively before. By
comparison, N ∗,SRC ,saturatedt (normalized with [Oi ]2) is always
higher in p-Si than in n-Si with any doping level.
Note that the conclusions are based on observations in only B-
and P-doped silicon in this work. The cases involving dopants
other than B and P, such as Ga, are more complicated [30], [31].
In the case of Ga-doped silicon, apparently no BO defects will
be formed in only Ga-doped silicon where p0 can be as high
as possible [6], yet it can still lead to the conclusion that the
concentration of BO defects depends on [B] instead of p0. A
method to make the same conclusion hold in Ga and B codoped
samples is to correct the defect concentration with the factor
[B]/([B] + [Ga]), as discussed in [5].
When considering the results in this work and the literature
including [2], [5], [28], [30], and [31], we suggest that the effects
of the net doping on the saturated defect concentration are only
indirect. For instance, assuming the model where interstitial
boron Bi is involved leads to proportionality of the saturated
defect concentration with [Bi]. Then, [Bi] or the concentration
of the relevant state of Bi could be affected by the Fermi level,
which is related to the net doping [4], [32].
IV. CONCLUSION
The activation kinetics of the slow component of the BO de-
fect (SRC) in compensated n- and p-type Cz-Si samples, with
different doping levels and compensation levels, have been mea-
sured in situ using a micro-PL system under high-injection con-
ditions. Besides significantly increasing the reaction rates, we
have demonstrated that an advantage of this method is that it
fixes a steady high-injection distribution over time and across
all the samples. Courtesy of this, the time constant remains
steady during the activation of the defects, and the activation rate
constant and defect concentration in differently doped samples
can be compared without additional complications.
The SRC was found to have the same activation rate constant
when fixing the high-injection level in n- and p-Si wafers with
different net dopings. This helps to confirm that the rate constant
depends only on the hole concentration, but not [Oi] or [B].
The effective saturated concentration of the SRC normalized
with [Oi ]2 remains constant in n-Si, and increases with the net
doping in p-Si. A gradual transition of the dependence on the
net doping from n-Si to p-Si was observed. The latent form
reconfiguration model, instead of the Bs−O2i model, is more
reasonable to explain the findings in this work.
ACKNOWLEDGMENT
The authors would like to thank B. Lim and J. Schmidt for
supplying the Cz samples.
REFERENCES
[1] J. Schmidt and K. Bothe, “Structure and transformation of the metastable
boron-and oxygen-related defect center in crystalline silicon,” Phys.
Rev. B, vol. 69, 2004, Art. no. 024107.
[2] B. Lim, F. Rougieux, D. Macdonald, K. Bothe, and J. Schmidt, “Gener-
ation and annihilation of boron–oxygen-related recombination centers in
compensated p- and n-type silicon,” J. Appl. Phys., vol. 108, 2010, Art.
no. 103722.
[3] F. Rougieux et al., “Influence of net doping, excess carrier density and
annealing on the boron oxygen related defect density in compensated
n-type silicon,” J. Appl. Phys., vol. 110, 2011, Art. no. 063708.
[4] V. Voronkov et al., “Lifetime-degrading boron-oxygen centres in p-
type and n-type compensated silicon,” J. Appl. Phys., vol. 110, 2011,
Art. no. 063515.
[5] J. Scho¨n et al., “Characterization and modelling of the boron-oxygen
defect activation in compensated n-type silicon,” J. Appl. Phys., vol. 118,
2015, Art. no. 245702.
[6] K. Bothe and J. Schmidt, “Electronically activated boron-oxygen-related
recombination centers in crystalline silicon,” J. Appl. Phys., vol. 99, 2006,
Art. no. 013701.
[7] B. Lim, “Boron–oxygen-related recombination centers in crystalline sil-
icon and the effects of dopant-compensation,” Ph.D. dissertation, Univ.
Hannover, Hannover, Germany, 2012.
[8] R. Sondena et al., “Electrical properties of compensated n- and p-type
monocrystalline silicon,” in Proc. 26th Eur. Photovolt. Sol. Energy Conf.
Exhib., Hamburg, Germany, 2011, pp. 1824–1828.
[9] T. Niewelt et al., “Fast in-situ photoluminescence analysis for a recom-
bination parameterization of the fast BO defect component in silicon,” J.
Appl. Phys., vol. 120, 2016, Art. no. 085705.
[10] T. Niewelt et al., “Electrical characterization of the slow boron oxygen
defect component in Czochralski silicon,” Phys. Status Solidi-Rapid Res.
Lett., vol. 9, pp. 692–696, 2015.
[11] T. Niewelt, J. Scho¨n, W. Warta, S. W. Glunz, and M. C. Schubert, “Degra-
dation of crystalline silicon due to boron–oxygen defects,” IEEE J. Pho-
tovolt., vol. 7, no. 1, pp. 383–398, Jan. 2017.
[12] W. Shockley and W. Read Jr., “Statistics of the recombinations of holes
and electrons,” Phys. Rev., vol. 87, pp. 835–843, 1952.
[13] R. N. Hall, “Electron-hole recombination in germanium,” Phys. Rev.,
vol. 87, 1952, Art. no. 387.
[14] C.-T. Sah and W. Shockley, “Electron-hole recombination statistics in
semiconductors through flaws with many charge conditions,” Phys. Rev.,
vol. 109, 1958, Art. no. 1103.
[15] J. Ha¨rko¨nen et al., “Recovery of minority carrier lifetime in low-
cost multicrystalline silicon,” Sol. Energy Mater. Sol. Cells, vol. 73,
pp. 125–130, 2002.
[16] P. Gundel et al., “Quantitative carrier lifetime measurement with micron
resolution,” J. Appl. Phys., vol. 108, 2010, Art. no. 033705.
[17] H. Sio et al., “Quantifying carrier recombination at grain boundaries in
multicrystalline silicon wafers through photoluminescence imaging,” J.
Appl. Phys., vol. 116, 2014, Art. no. 244905.
SUN et al.: ACTIVATION KINETICS OF THE BORON–OXYGEN DEFECT IN COMPENSATED N- AND P-TYPE SILICON 995
[18] T. Trupke and R. Bardos, “Photoluminescence: A surprisingly sensitive
lifetime technique,” in Proc. 31st IEEE Photovolt. Spec. Conf., 2005,
pp. 903–906.
[19] T. U. Nærland et al., “The role of excess minority carriers in light induced
degradation examined by photoluminescence imaging,” J. Appl. Phys.,
vol. 112, 2012, Art. no. 033703.
[20] H. Hashigami et al., “Effect of illumination conditions on Czochralski-
grown silicon solar cell degradation,” J. Appl. Phys., vol. 93, pp. 4240–
4245, 2003.
[21] J. Adey et al., “Degradation of boron-doped Czochralski-grown silicon
solar cells,” Phys. Rev. Lett., vol. 93, 2004, Art. no. 055504.
[22] D. W. Palmer et al., “Kinetics of the electronically stimulated formation
of a boron-oxygen complex in crystalline silicon,” Phys. Rev. B, vol. 76,
2007, Art. no. 035210.
[23] V. V. Voronkov et al., “Light-induced lifetime degradation in boron-doped
Czochralski silicon: Are oxygen dimers involved?” Energy Procedia,
vol. 38, pp. 636–641, 2013.
[24] L. I. Murin et al., “The oxygen dimer in Si: Its relationship to the light-
induced degradation of Si solar cells?” Appl. Phys. Lett., vol. 98, 2011,
Art. no. 182101.
[25] V. V. Voronkov and R. Falster, “Latent complexes of interstitial boron and
oxygen dimers as a reason for degradation of silicon-based solar cells,” J.
Appl. Phys., vol. 107, 2010, Art. no. 053509.
[26] V. Voronkov and R. Falster, “The nature of boron-oxygen lifetime-
degrading centres in silicon,” Phys. Status Solidi C, vol. 13, pp. 712–717,
2016.
[27] J. Geilker et al., “Light-induced degradation in compensated p-and
n-type Czochralski silicon wafers,” J. Appl. Phys., vol. 109, 2011, Art.
no. 053718.
[28] D. Macdonald et al., “Light-induced boron-oxygen defect generation in
compensated p-type Czochralski silicon,” J. Appl. Phys., vol. 105, 2009,
Art. no. 093704.
[29] D. Macdonald et al., “The impact of dopant compensation on the boron-
oxygen defect in p- and n-type crystalline silicon,” Physica Status Solidi
A, vol. 208, pp. 559–563, 2011.
[30] M. Forster et al., “Boron-oxygen defect in Czochralski-silicon co-doped
with gallium and boron,” Appl. Phys. Lett., vol. 100, 2012, Art. no. 042110.
[31] M. Forster et al., “Impact of compensation on the boron and oxygen-
related degradation of upgraded metallurgical-grade silicon solar cells,”
Sol. Energy Mater. Sol. Cells, vol. 120, pp. 390–395, 2014.
[32] R. Harris et al., “Negative-U defect: Interstitial boron in silicon,” Phys.
Rev. B, vol. 36, 1987, Art. no. 1094.
Authors’ photographs and biographies not available at the time of publication.
 95 
 
Chapter 10 
Conclusions and future work 
This thesis has studied the recombination activity of some metal-related defects as well 
as the BO defect in crystalline silicon. For point-like Al-O defect, and Cri and CrB 
pairs, lifetime spectroscopy is applied to determine the recombination parameters. Then, 
the potential hydrogenation of point-like defects is investigated both theoretically and 
experimentally. For the extended defects, Cu and Ni precipitates, we apply both PL 
imaging and micro-PL mapping to investigate the distribution of the precipitates. The 
micro-PL system is also used to study the activation kinetics of the BO defect under 
high-injection conditions, by doing in-situ measurements. The main findings of this 
work and the suggested future work are presented as follows.  
Recombination parameters of the Al-O defect, Cri and CrB pairs 
The recombination parameters of the Al-O defect in silicon have been reassessed by 
applying IDLS on several n- and p-type Cz silicon wafers that have been intentionally 
contaminated with Al and control wafers. A single level model is assumed in this work, 
in contrast with the two-level model in previous studies. The single deep level explains 
the measured lifetimes in p-Si very well, and in n-Si across most of the injection level 
range of interest. The uncertainty ranges of the parameters have been tightened 
significantly by simultaneously fitting the lifetimes of several samples. The 
electron/hole capture cross section ratio is reassessed to be 380 (-50, +80). Both 
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experimental and modelling results show that the Al-O defect has a much greater impact 
on the carrier lifetimes in p-Si than n-Si at low to intermediate injection levels.  
Applying the same technique on several n- and p-type Cr-contaminated Cz samples, the 
defect parameters of Cri and CrB pairs have been determined. With a combined analysis 
of the two defects with the lifetime data measured on both n- and p-type samples, we 
are able to achieve relatively tight ranges of the defect recombination parameters. The 
electron/hole capture cross section ratios of Cri and CrB determined in this work are 3.2 
(-0.6, +0) and 5.8 (-3.4, +0.6), respectively. As shown by the experimental data as well 
as modelling, CrB pairs are always more recombination active than Cri in p-Si, and Cri 
is generally more recombination active in p-Si than n-Si (for doping levels around 
1×10
16
 cm
-3
). Since dissolved Cr will always exist as CrB pairs in p-Si under standard 
solar cell operation conditions, we can conclude that Cr has a greater negative impact on 
carrier lifetimes in p-Si than n-Si. 
Modelling the charge state of defects in silicon 
The four models from the literature (a) the Fermi-Dirac distribution, (b) the Shockley-
Last model, (c) the SRH model and (d) the Sah-Shockley model, enable the prediction 
of the charge distribution of deep levels in silicon under various assumptions. We have 
demonstrated their consistency with the general occupancy ratio α = (kn1+p)/(kn+p1), 
which can be applied to the prediction of the charge distribution of mono/multivalent 
and in thermal equilibrium/ non-equilibrium steady-state conditions. This model has 
been compared with the quasi-Fermi level approximations, and the electron-quasi Fermi 
level is found to be a good approximation for predicting the occupancy probability of 
energy levels which are located close enough to the conduction band and have capture 
cross section ratios larger than one, for example, the Cri level. However, we have shown 
that in other cases, the quasi-Fermi level fails to accurately predict the occupancy 
probability, especially at high injection.  
The general model is applied to the prediction of the temperature- and injection level-
dependent charge states of several key defects including Fe, Cr and the BO defect in 
silicon solar cells, and especially monatomic hydrogen. Based on these results, the 
impact of temperature and injection on the hydrogenation of the key monovalent defects, 
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and other pairing reactions, are discussed, demonstrating that the presented model 
provides a rigorous methodology for understanding the impact of charge states. 
Future work can include a more detailed investigation of the dissociation of the FeB 
pairs. In most previous works in the literature [1-3] and this work, the dissociation of 
the FeB pairs is considered as electronically-controlled (by the charge state of Fei). The 
theoretical model in this work has provided a rigorous way to predict the charge state of 
Fei under injection. However, the modelling results in this work and the experimental 
results in Ref. [3] has still shown non-ignorable discrepancies. It may reveal the fact 
that, besides the change of the charge state of Fei (from positive to neutral under 
injection), another energy barrier must be surmounted (by an energy deposition process) 
to yield dissociation, as discussed in Ref. [1]. However, this process is rarely 
investigated and reported in the literature. Both experimental and theoretical 
investigation of this process can be included in the future work. 
Experimental investigation of potential hydrogenation of point-like 
defects in silicon 
Fe-containing samples are annealed with SiNx films and SiO2 films in the temperature 
range of 250 
o
C - 700 
o
C, and significant reductions in [Fei] are only observed in the 
samples with SiNx films which are known to release hydrogen during annealing. In the 
previous work, we assumed that the reduction is caused by hydrogenation. Under this 
assumption we determined the charge states of the reactants in the hydrogenation based 
on the charge state model. However, a following study [4] using secondary ion mass 
spectrometry (SIMS) measurements has conclusively shown that Fei is gettered by the 
SiNx films during annealing, instead of being passivated by hydrogen in the bulk. Based 
on this finding, the kinetics data measured in the previous work are re-analysed to 
extract the Fei diffusivities, which are in good agreement with the data reported in the 
literature. 
The potential hydrogenation of Cri has also been investigated and presented in 
Appendix B. Significant reductions of [Cri] in the sample bulk are observed during the 
high temperature annealing, regardless of the coating of the sample. The kinetics data 
suggest that the reduction is likely dominated by Cri diffusion to the sample surfaces. 
However, this needs to be confirmed by further studies which could involve SIMS 
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measurements. Investigations of potential hydrogenation of the Al-O defect in future 
work would also be extremely relevant. 
Precipitation of Cu and Ni in silicon characterized by PL imaging 
Both PL imaging and micro-PL mapping are applied to characterize the Cu and Ni 
precipitates in n- and p-type Cz silicon wafers. The micro-PL mapping allows greater 
spatial resolution of the metal precipitates, because the high injection level significantly 
reduces the carrier diffusion. By applying different excitation wavelengths, the particles 
are found to be distributed throughout the thickness of the wafers.  
Markedly different precipitation patterns are observed in n- and p-type samples: in both 
Cu- and Ni-doped n-type samples, particles are distributed randomly and 
homogeneously in circular central regions and edge regions. In the p-type samples, by 
contrast, the precipitates occur in lines along <110> orientations. The difference is 
conjectured to be caused by different concentrations of interstitials and vacancies 
remaining in the crystal during the ingot cooling: there are more vacancies in the n-type 
ingots but more interstitials in the p-type ingots. The metals preferably precipitate on 
defects to lower the energy barrier: in a vacancy-rich zone, they precipitate near 
vacancies and voids which absorb interstitials; while in an interstitial-rich zone, the 
climbing of interstitial-type dislocations and repeated nucleation of the metals occur 
simultaneously. Different intrinsic point defect concentrations in n- and p-type silicon 
ingots have been reported in several previous studies, and the authors have attributed it 
to the interactions between the intrinsic point defects and the dopants. Regardless of the 
physical cause, this observation has implications for high purity silicon ingots. Indeed, 
the contrast in intrinsic point defect concentrations between n- and p-type silicon is 
likely to lead to distinct types of growth- and process-induced defects in such materials, 
and hence different impacts on minority carrier lifetimes and devices. 
This work has mainly focused on the precipitation behaviours of the metals (how the 
precipitates formed). An experimental investigation and theoretical modelling of the 
recombination activity of the extended defects, based on the PL imaging or micro-PL 
mapping techniques and the Schottky-effect-based model (as discussed in Chapter 2) 
would be valuable in further studies. 
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Activation kinetics of the BO defect studied by micro-PL  
The activation kinetics of the slow component of the BO defect (SRC) in compensated 
n- and p-type Cz-Si samples, with different doping levels and compensation levels have 
been measured in situ using a micro-PL system under high-injection conditions. Besides 
significantly increasing the reaction rates, we have demonstrated that an advantage of 
this method is that it fixes a steady high-injection distribution over time and across all 
the samples. Courtesy of this, the time constant keeps steady during the activation of the 
defects, and the activation rate constant and defect concentration in differently doped 
samples could be compared without additional complications.  
The SRC is found to have the same activation rate constant when fixing the high-
injection level in n- and p-Si wafers with different net doping. This helps to confirm that 
the rate constant depends only on the hole concentration, but not [Oi] or [B]. The 
relative saturated concentration of the SRC normalized with [Oi]
2
 keeps constant in n-Si, 
and increases with the net doping in p-Si. A gradual transition of the dependence on the 
net doping from n-Si to p-Si is observed. The latent form reconfiguration model, instead 
of the Bs-O2i model is more reasonable to explain the findings. 
In the current work, the measured kinetics are only fitted on a short time scale (30 s) 
using a single exponential relation as a simplified approximation. A more precise and 
detailed modelling of the stretched exponential kinetics on a longer time scale would be 
valuable in future work. Another useful application of the in-situ technique is in the 
study of the BO regeneration in compensated n- and p-type silicon under high-injection 
conditions, using the temperature-controlled sample stage. 
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Appendix A 
Reassessment of the sensitivity function of the 
sensor region of the WCT-120 QSSPC lifetime 
tester 
A.1 Introduction 
The sensor region of the QSSPC lifetime tester must be fully covered by a wafer to 
generate correct results of the resistivity and the carrier lifetime. However, the Cr-doped 
wafers used in Chapter 5 and the Cu- and Ni-doped wafers used in Chapter 8 are round 
wafers smaller than the sensor region. For such wafers, the measurement can be 
corrected based on a sensitivity function of the sensor region proposed in previous 
works [1-3]. The sensitivity function can be regarded as the local weighing of the 
conductance (or lifetime) measurement [1-3]. It is generally considered as a Gaussian 
distribution [1] 
𝑓𝑠(𝑟) = 𝐹0exp (− (
𝑟 − 𝑟0
𝜎𝑠
)
2
),                                       (𝐴. 1) 
or a symmetric superposition of two Gaussians [2, 3]. In the equation, r is the distance 
to the sensor region center, and (r0, σs) specify the Gaussian distribution. The pre-factor 
F0 can be determined so that fs(r) satisfies 
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∫ 𝑓𝑠(𝑟)
𝑅
0
∙ 2𝜋𝑟𝑑𝑟 = 𝜋𝑅2.                                          (𝐴. 2) 
R is the radius of the whole sensor region. At r>R, the sensitivity is negligible in 
comparison with the region where r<R. Based on the definition, for a small round wafer 
with a radius of rs which is placed in the center of the sensor region, the relation 
between the measured conductance σ’ and the real conductance σ is 
𝜎′
𝜎
=
∫ 𝑓𝑠(𝑟)
𝑟𝑠
0
∙ 2𝜋𝑟𝑑𝑟
𝜋𝑅2
.                                         (𝐴. 3) 
This equation shows how to correct the conductance (dark or photo-conductance). The 
measured carrier lifetime will be correct if the conductance is corrected. 
Three investigations of the radial sensitivity of the WCT-120 QSSPC lifetime tester 
were conducted previously: In Ref. [1], the sensitivity function was determined by 
measuring the QSSPC lifetime (under QSS mode) of a circular wafer passivated with 
SiNx:H layers, at different stages of removing concentric rings of the passivation layer 
by laser ablation. In Ref. [2], the sensitivity function was investigated by measuring the 
photoconductance of a FZ wafer, covered by a non-transparent sheet with a pinhole. 
The pinhole was positioned at different locations on the wafer in the sensor region for 
measurements. In Ref. [3], the sensitivity function was determined via dark conductance 
measurements. A square wafer with uniform doping level, of similar size to the sensor 
region, was placed in different locations across the sensor region for measurements. 
Greater detail can be found in Refs. [1-3].  
Although the previous results agree with each other reasonably, there are systematic 
deviations requiring a reassessment. The potential errors in the previous studies will be 
discussed in the discussion. In this work, we investigate the radial sensitivity of the 
sensor region by measuring the dark conductance of a set of uniformly-doped round 
wafers with different diameters. This is deemed to be the best way to determine the 
sensitivity function for the purpose of measuring the lifetime of small round wafers. 
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A.2 Experiments and modelling 
N-type wafers with [P]=5.0×10
15
 cm
-3
, and p-type wafers with [B]=2.9×10
16
 cm
-3
 and 
[B]=6.4×10
16
 cm
-3
, were chosen for this study. The doping levels were determined using 
the QSSPC tester on full sized wafers. The wafers were initially 10 cm in diameter, with 
relatively uniform thicknesses and resisitivites. The dark conductance of the wafers was 
measured using the QSSPC tester and was taken as the real conductance σ. For wafers 
of each doping, smaller round wafers were cut using a laser cutter. The resulting wafers 
had radii of 3 mm, 6 mm, 7.5 mm, 9 mm, 10 mm, 11.5 mm, 12.5 mm, 13.25 mm, 14 
mm, and 15 mm. The dark conductance of each small wafer σ’ was measured using the 
QSSPC tester, with the wafer placed in the center of the sensor region. 
For each wafer, we calculated the ratio σ’/σ. For each radius rs, σ’/σ was found to lie 
within 4% error among differently doped wafers. The average value of σ’/σ for each 
radius was used in the modelling. A mono-Gaussian function (Eq. (A.1)) was chosen in 
this work because the measured conductance of the wafers with rs =3 mm was found to 
be 0 Siemens. R=23 mm (the radius of the sensor region) was used in the modelling in 
consistency with Ref. [3]. 
The fitting procedure was: a) Respective ranges were set for r0 and σs. For every 
combination of (r0, σs) within the ranges, a sensitivity function fs(r) was determined 
based on Eqs. (A.1) and (A.2). b) For each rs, we calculated the right of Eq. (A.3) with 
the determined fs(r). By comparing this value with the measured σ’/σ (the left of Eq. 
(A.3)), we obtained a squared residual. We summed up the squared residuals of all the 
radii. c) The optimal r0 and σs are the combination that minimizes the sum of the 
squared residuals. 
A.3 Results 
Figure A.1 visualizes the result of the fitting. The optimal fitting was achieved at 
r0=9.15 mm and σs=3.49. Using those values, the modelled σ’/σ and the measured 
values as functions of rs are shown in Figure A.2, where we can see that the model 
agrees with the measured data very well.  
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Figure A.1 Sum of squared residuals as a function of r0 and σs. The minimum sum of squared 
residuals was found at r0=9.15 mm and σs=3.49. 
 
Figure A.2  σ’/σ as a function of rs. The red circles are measured data, and the curve is modelled 
with r0=9.15 mm, σs=3.49. 
A.4 Discussion 
Table I lists the parameters of the sensitivity function found in this work and in the 
literature. The sensitivity functions are plotted in Figure A.3. As shown by the figure 
and the table, the sensitivity function found in this work is in close agreement with the 
work of Kiliani et al. [1]. The deviations of the sensitivity functions reported in Refs.[2, 
3] could be caused by a) using a symmetric superposition of two Gaussians as the 
sensitivity function, b) lateral diffusion of excess carriers from the illuminated pinhole 
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area in Ref. [2] as discussed in Ref. [3], and c) interruption of the eddy current in the 
measurement in Ref. [2], and imperfect correction of this effect in Ref. [3]. As discussed 
in Ref. [3], eddy currents which change the inductance signal, are interrupted at wafer 
edges. Eddy currents are essentially concentric circles of current within the sensor 
region, so they are not interrupted in our measurement or in Ref. [1] because no non-
concentric wafer edges are present. However, non-concentric wafer edges are indeed 
present in the measurements in Refs. [2, 3]. Giesecke [3] introduced a geometry factor 
g(x, y) to account for this effect, as a simplified approximation. The geometry factor 
weights every location on the wafer in the sensor region by the fraction of the wafer-
covered portion out of the whole eddy current circle [3]. However, imperfect fitting of 
the measured conductance was still observed with such a correction, and the author 
attributed this discrepancy to the over simplification of the geometry factor.  
Table I r0 and σs found in this work and in the literature. 
Authors r0/mm σs/mm Refs. 
Kiliani et al. 9.30 3.60 [1] 
Giesecke et al. 8.34 5.44 [2] 
Giesecke 8.25 3.65 [3] 
This work 9.15 3.49  
 
 
Figure A.3 The sensitivity function obtained in this work and in the literature. 
To test this geometry factor, we conducted another set of experiments: as illustrated by 
Figure A.4, we measured the dark conductance of a large semicircle wafer (10 cm in 
 108 
 
diameter) when putting it at different locations across the sensor region along the 
direction vertical to the wafer edge.  The part of the sensor region on the left of the 
wafer edge was always totally covered by the wafer. 
 
Figure A.4 Schematic of the experiment with the semicircle wafer. D is the distance between the 
wafer edge and the sensor region center: we assume D<0 when less than a half of the sensor 
region is covered, and D>0 when more than a half is covered. 
 
Figure A.5 Measured σ’/σ and modelled results with and without correction using the geometry 
factor proposed in Ref. [3], as functions of D.   
The results of this set of experiments are shown in Figure A.5, together with the 
modelled results with and without correction using the geometry factor. The sensitivity 
function obtained in this work was used in the model. We can see that the corrected 
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model agrees much better with the measured data, in comparison with no correction at 
all. Still, there is some disagreement between the measured data and the corrected 
model, which cannot be explained by experimental artefacts. For instance, when the 
wafer covers half of the sensor region (D=0), the measured σ’/σ is always around 0.2 as 
tested on several differently doped wafers. Without correction, the model obviously 
gives 0.5. Corrected with the simplified geometry factor, the model will give 0.25, as 
every location on the wafer in the sensor region has a geometry factor of 0.5. The result 
also demonstrates the over simplification of the current geometry factor, as discussed in 
Ref. [3]. In the measurement of a small round wafer with relatively uniform resistivity 
and lifetime (or at least concentrically symmetric resistivity and lifetime), which is the 
purpose of this work, the eddy currents are not interrupted so no correction is required. 
However, in the measurement of wafers with non-concentric edges, or arbitrary-shaped 
wafers which cannot fully cover the sensor region, the effects caused by the interrupted 
eddy currents must be corrected for. Further studies are required to develop a more 
precise correction method. 
A.5 Conclusions 
A method to measure round wafers which are smaller than the sensor region of the 
QSSPC lifetime tester was proposed, based on the sensitivity function of the sensor 
region. The sensitivity function of the WCT-120 QSSPC lifetime tester has been 
reassessed, by analysing the dark conductance of a set of uniformly-doped round laser-
cut wafers with different diameters. The parameters of the sensitivity function are 
determined as r0=9.15 mm, σs=3.49, which are in good agreement with the previous 
study by Kiliani et al. 
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Appendix B 
Lifetime spectroscopy and hydrogenation of 
chromium in n- and p-type Cz silicon 
This appendix is a conference paper presented in the 5th International Conference on 
Silicon Photovoltaics in 2015. It is an extension of the work presented in Chapter 5 and 
Chapter 6. 
In this work, we started with a theoretical investigation of the hydrogenation of Cri. By 
combining the re-evaluated recombination parameters of Cri together with the charge 
state model, we modelled the charge states of both Cri and H as functions of the 
temperature and the injection level. The results showed possible binding of Cri
+
 and H
-
 
under certain conditions. 
Then we investigated the potential hydrogenation of Cri experimentally. Both SiNx 
passivated and unpassivated samples were used in the study: the SiNx layer acted as a 
source of hydrogen upon annealing, while the unpassivated samples acted as control 
samples which ensured no hydrogen incorporation. However, significant reduction of 
[Cri] was observed in all the samples after annealing between 600 
o
C and 900 
o
C in N2 
or O2. Hydrogen passivation could be excluded because similar reduction rates were 
observed regardless of the coating. It is possible that Cri precipitated on the surfaces 
which act as sinks for further Cri precipitation. Here we assume that the reaction rate is 
dominated by the diffusion of Cri to the surface, and try to extract the diffusivity of Cri 
based on the model proposed in Ref. [1]. 
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Figure B.1 Diffusivity of Cri. The square symbols are fitted values based on the experimental 
results in this work. At 900
 o
C, because almost no Cri was left in the samples after the applied 
annealing time, the extracted diffusivity is shown as a lower limit. The error bars at 600 
o
C 
cover all the values obtained on different samples. The solid lines are based on Bendik et al.’s 
work (900 
o
C ~ 1250
 o
C) [2], Nakashima et al.’s work (27 oC ~ 400 oC) [3], and Zhu et al.’s 
work (850 
o
C ~ 1050
 o
C) [4]. Extrapolated values are shown in the temperature ranges which are 
unavailable in those works. 
Figure B.1 shows the extracted diffusivity of Cri at 600 
o
C, 750 
o
C, and 900 
o
C, in 
comparison with the literature data. The reasonable agreement between our data and 
those of Refs. [2-4] suggests that the reduction of Cri in the annealed samples is likely 
dominated by Cri diffusion to and precipitation at the surfaces, rather than 
hydrogenation.  
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Abstract 
The defect parameters of isolated Cri and chromium-boron (CrB) pairs are reassessed by conducting lifetime spectroscopy on 
both n- and p-type, Cr-doped silicon samples with different doping levels, and fitting the lifetimes with the Shockley-Read-Hall 
(SRH) model. The uncertainty ranges of the parameters are significantly tightened through a combined analysis of the two 
defects with the lifetime data measured on both n- and p-type samples. Both the experimental data and the modelling results 
suggest that Cri has a greater negative impact on lifetimes in p-Si than n-Si. The possible hydrogen passivation of Cri in n- and p-
Si is then investigated both through charge state modelling and experimentally. A general occupancy factor is applied to predict 
the charge states of both monovalent Cri and multivalent H as a function of temperature and injection level. The modelling results 
suggest that above 800K, both the injection and the doping become unimportant as silicon becomes intrinsic. However, despite 
some positive hints, the experimental evidence for hydrogenation of Cri is inconclusive at this stage. 
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1. Introduction 
Chromium is detrimental to silicon devices, yet it is a relatively common contaminant. [1] Previous studies have 
shown the concentration of chromium in photovoltaic-grade multicrystalline silicon wafers can be in the 1012 ~1013 
cm-3 range. [2, 3] The defect parameters of isolated Cri and CrB pairs (only in p-Si) are important in the detection[4] 
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and imaging [5] of Cri in silicon. However, those parameters, especially the capture cross sections, vary across 
orders of magnitudes in the literature. [4-8] 
Injection-Dependent Lifetime Spectroscopy (IDLS) offers a convenient method to determine the defect 
parameters, by fitting the injection-dependent lifetime with the Shockley-Read-Hall (SRH) model. To allow 
unambiguous measurement of the defect parameters, a method is to simultaneously fit the injection-dependent 
lifetime measured on several samples with different doping levels.[9, 10] In this work, we use this method to 
determine the defect parameters with several n- and p-type samples. The results also allow a direct experimental 
comparison of the recombination activity of chromium in both n- and p-type silicon. 
Hydrogen can bind with and passivate a wide range of defects in crystalline silicon, which can often improve the 
electronic quality of the material.[11] The hydrogen passivation of Cr in silicon has not been investigated before. In 
this work the possible hydrogen passivation of Cri in n- and p-type Si is investigated both through charge state 
modelling and experimentally. 
2. Lifetime spectroscopy 
Several samples selected at different solidified fractions g of Cr-doped and control n- and p-type ingots were 
chosen for this study, which is described in more details elsewhere [12]. The doping levels are within the range of 
0.9~1.5×1016cm-3. The injection-dependent lifetimes were measured using the Quasi-Steady State 
PhotoConductance method (QSSPC). For the p-type samples, we measure the lifetime at both the fully associated 
state and after quenching, where the fraction of isolated Cri is estimated to be above 85% [13]. 
 
 
Fig. 1. Lifetime measurements (symbols) and SRH fits (solid lines) for (a) n-type samples, (b) p-type samples in the fully associated state, and (c) 
p-type samples after quenching. The 11% relative error is shown for sample n-type (g=0.21). Defect parameters found in this work are used in the 
fitting. 
Figure 1 (a) shows the lifetime measurements for the n-type Cr-doped samples. We simultaneously fit this group 
of lifetime data with the SRH model and obtain the defect parameters for Cri. When taking the 11% relative error 
[14] of the measured lifetime data into account, the fitting gives the uncertainty ranges of the defect parameters. 
Similarly, we obtain the uncertainty ranges of the defect parameters of CrB pairs using the lifetime measured on the 
p-type Cr-doped samples in the fully associated state (Figure 1 (b)). In addition, we found that fitting the third group 
of lifetime data, which are measured on the p-type samples after quenching (Figure 1(c)), helps tighten the 
uncertainty ranges of the two defects significantly. As this combines the lifetime measured on both n- and p-type 
samples, we regard the values generated by this fitting as the most accurate. The results are listed in Table 1, in 
comparison with the literature [4-8]. 
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                   Table 1. Defect parameter of Cri and CrB pairs found in this work, in comparison with the literature. 
Cri Ec-Et 
(eV) 
ın 
(cm2) 
ıp 
(cm2) 
k 
Literature 0.22~0.24 (0.73, 25)×10-14 (0.91, 12.5)×10-14 2~5 
This work 0.24 2.4 (-1.0, +0.3)×10-14 0.8 (-0.3, +0.2)×10-14 3.2 (-0.6, +0) 
 
CrB Et-Ev 
(eV) 
ın 
(cm2) 
ıp 
(cm2) 
k 
Literature 0.27~0.29 (0.5, 15)×10-14 (0.15, 8.4)×10-14 0.5~60 
This work 0.27 3.8 (-1.6, +0.5)×10-14 0.7(-0.3,+0.6)×10-14 5.8 (-3.4, +0.6) 
Our samples allow a direct comparison of the recombination behaviour of Cri in n- and p-Si. Shown by both 
modelling and experiments, CrB pairs are always more recombination active than isolated Cri in p-Si, and isolated 
Cri is always more recombination active in p-Si than in n-Si with the same doping level. We can therefore conclude 
that Cr has a greater negative impact on carrier lifetimes in p-Si than n-Si. 
3. Hydrogenation of chromium 
3.1. Charge states of monatomic hydrogen and Cri 
As Cri introduces a donor level (0/+) in the band gap of silicon, the Cri atoms should be mostly hydrogenated by 
the negative hydrogen H- through the reaction Cri+ +H- ĺCrH. Thus the prediction of the charge states of monatomic 
hydrogen and Cri is important for understanding the hydrogenation reaction. In this work we predict the charge 
states of Cri and H applying a general charge occupancy factor for the defects. We have demonstrated that this 
occupancy factor can be applied to predicting the charge states of both monovalent defects such as Cri and 
multivalent defects like monatomic hydrogen, as a function of both temperature and injection level in another work. 
[15] Figure 2 shows the results of f(H-)·f(Cri+) in both n- and p-Si, which determines the reaction rate at a fixed 
temperature if the concentration of monatomic hydrogen and isolated Cri are regarded as invariant, according to the 
law of mass action. From the results we can see that at the lower temperature range, carrier injection has a 
significant effect on f(H-)·f(Cri+); however, at temperatures above 800K, both carrier injection and the doping 
become unimportant as silicon becomes intrinsic.  
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Fig. 2. The product of the fractions of H- and Cr+ as a function of temperature at injection levels of 1×1013cm-3, 1×1016cm-3, and 1×1018cm-3 in (a) 
n- and (b) p-Si with a doping level of 1×1016cm-3. 
3.2. Experiments on hydrogenation of Cri 
One n-type sample and three p-type samples are chosen for the initial hydrogenation experiments, as listed in the 
first four rows in Table 2. The samples were annealed with a silicon nitride layer on the surface, which serves as a 
source of hydrogen upon annealing. After annealing, we stripped the nitride layer off and put a new nitride layer on 
the samples for characterisation. The remaining fraction of Cri in the n-type sample is determined by the ratio of the 
effective lifetime before and after annealing. The [Cri] in the p-type samples is determined by the CrB pairing 
reaction via [Cri]=C(1/Ĳassoc-1/Ĳdiss) [4]. Table 2 lists the preliminary experimental details and results. These 
experiments were performed without additional carrier injection during the hydrogenation step.  
             Table 2. Preliminary experimental details and results for the hydrogenation study 
Samples Initial [Cri] 
(cm-3) 
Temperature 
(oC) 
Annealing 
time (min) 
Annealing 
gas 
Coating Remaining 
[Cri] (%) 
n-type (g=0.54) 1.1×1012 600 30 N2 SiNx 41 
p-type (g=0.27) 4.9×1011 750 15 N2 SiNx 35 
p-type (g=0.39) 5.3×1011 600 40 N2 SiNx 48 
p-type (g=0.63) 8.3×1011 900 30 N2 SiNx 1 
p-type (g=0.15) 4.7×1011 900 30 O2 bare 5 
n-type (g=0.21) 7.6×1011 600 30 O2 bare 58 
n-type (g=0.32) 8.7×1011 600 30 N2 bare 40 
 
A significant decrease of [Cri] after annealing is observed for all the samples. However, to check that the 
decrease is caused by hydrogenation, rather than by some other Cr-loss mechanism, three control samples were 
annealed without nitride layer in O2 or N2 at 600oC or 900oC for 30min, which ensures no hydrogen source during 
annealing, as listed in the last three rows in Table 2. However, they show similar [Cri] reductions with the 
experimental samples. This indicates that the observed decrease of [Cri] may not be caused by hydrogenation, but by 
some segregation gettering mechanism, possibly at the oxidised surfaces. This was not expected, since the 
precipitation of metals at surfaces would normally occur via a relaxation gettering mechanism, which should not 
occur at 900oC as Cri is not super-saturated [1]. Further studies should enable us to clarify these results. 
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4. Conclusions 
Defect parameters of Cri and CrB pairs have been determined by lifetime spectroscopy of several n- and p-type 
Cr-doped samples. With a combined analysis of the two defects with the lifetime data measured on both n- and p-
type samples, the uncertainty ranges of the defect parameters are significantly tightened in comparison with the 
literature. Through an experimental comparison of n- and p-type samples as well as modelling, we conclude that Cr 
has a greater negative impact on carrier lifetimes in p-type silicon than n-type silicon with similar doping levels. 
The possible hydrogen passivation of Cri in n- and p-Si is investigated both through charge state modelling and 
experimentally. The charge states of Cri and monatomic H as a function of both temperature and injection level are 
predicted, applying a general occupancy factor. The modelling results show that at the lower temperature range, 
carrier injection has a significant effect on the charge distributions; however, at temperatures above 800K, both 
carrier injection and the doping become unimportant as silicon becomes intrinsic. However, despite some positive 
hints, the experimental evidence for hydrogenation of Cri is inconclusive at this stage. 
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