This work investigated the absorbed dose to water rate under reference conditions in a Cyberknife VSI system using radiochromic films EBT3 and MD-V3 and three ionization chambers: an Exradin A12 and two FC65P Welhöfer Scanditronix with different serial numbers. The correction factor, , ,
depth at 70 cm SSD to simulate the Cyberknife conditions. In the Cyberknife system, measurements were performed using ionization chambers and both film types at 70 cm SSD and 10 cm depth in its 6 cm diameter reference field.
The results indicate that whereas discrepancies of 2.08% -2.09% (combined uncertainties of 1.87% -2.13%, k = 1) are observed using the Cyberknife system. Given the agreement between detectors and the combined standard uncertainties, the data from Varian iX could be considered the most accurate and consequently a weighted average factor of 0.902 ± 0.006 could be used for the Cyberknife VSI system reference field. Within measurement uncertainties, the absorbed dose rate measured in the Cyberknife VSI system reference field was found to be independent of the dosimeters used. These results suggest that the absorbed dose measured at a point within a given field size should be the same, regardless the dosimeter used, if their dosimetric characteristics are well known. This highlighted the importance of performing dosimetry by controlling all parameters that could affect the dosimeter response. One can conclude that radiochromic
Introduction
The therapeutical use of ionizing radiation requires an accurate and precise knowledge of the spatial absorbed dose distribution delivered to the patient for achieving high tumour control rates and at the same time, protecting any adjacent healthy tissue. In particular, the use of small radiation fields (60 mm down to 5 or 4 mm diameter) should impart dose to the target volume in a sure manner. The physical concept of small radiation fields in radiotherapy is strongly correlated to the high-ionization density problem caused by the variation of the electron fluence spectra in the lateral direction and the small range of the electrons generated in the field [1] . Consequently, the determination of the absorbed dose in these fields remains a challenging task compared to the fields used in conventional radiotherapy (square fields from 4 cm to 40 cm). Since the electron fluence spectra change in quality and in quantity when interacting with the medium [2] , an ideal dosimeter to measure the absorbed dose in these fields should be small, with high-spatial resolution, water tissue-equivalent, dose-rate and energy independent. Unfortunately, such a dosimeter doesn't exit and the best approach should be a precise knowledge of the dosimetric characteristics of the dosimeters commercially available in order to evaluate their limitations before their use in small radiotherapy fields.
Conventionally, the procedures for reference fields described by the present dosimetry protocols such as IAEA TRS-398 [3] and AAPM TG-51 [4] to measure the absorbed dose to water rate are based on a square field of 10 cm × 10 cm. However, systems like Gammaknife or Cyberknife do not have the possibility to generate such a radiation field size. The main problem to calibrate a Cyberknife unit, where the machine reference field is a circular field of 6 cm diameter, is the fact that the ionization chamber used is generally calibrated in a 10 cm × 10 cm square field. So, from a standpoint of radiation physics and dosimetry, the problem is not only related to the size but also to the field geometry. Based on this fact, a new formalism for small and non-standard reference fields has been proposed [5] by introducing the concept of intermediary field as an extension of the existent protocols. In this new formalism, a factor, is the beam-quality correction factor, which corrects for the differences between the reference beam quality Q o at the standard laboratory and the beam quality Q of the conventional reference field f ref .
According to this proposal, besides the field size, this new factor also accounts for the differences on geometry, phantom material and beam quality. In addition, it has been suggested to obtain this factor preferably by a direct calibration of the ionization chamber in the two fields against a primary standard or against another dosimeter calibrated in terms of absorbed dose to water traceable to a primary standard without substantial beam quality dependence [5] . for a 6 MV x-ray Cyberknife msr field using five ionization chambers through Monte Carlo simulation finding values between 0.999 and 1.006 depending on the chamber type. In their study, the factor was obtained as a ratio of the absorbed dose in water and the absorbed dose in the air volume of the chamber at 75 cm SSD and 5 cm depth in a 6 cm diameter msr field relative to that for the 60 Co gamma at 100 cm SSD and 5 cm depth in a 10 cm × 10 square field [7] . Independently, Pantelis and collaborators [8] have reported a correction factor absorbed dose to water rate was determined through Equation (1) using ionization chambers in the Cyberknife unit reference field (6 cm diameter) and compared with that measured directly with calibrated Gafchromic films.
Material and Methods

Preparation and Readout of the Gafchromic Films
Gafchromic films type EBT3 (lote #07221301) and MD-V3 (lote #A03051201) were cut into pieces of different size ranging from 1.2 cm × 1.2 cm up to 7 cm × 7 cm, depending on the need. This process was done at least 24 hours prior irradiation. Twenty-four hours posterior to irradiation, the film was read in transmission mode using an Epson Expression 11000XL document scanner at 300 dpi and 48 bit-RGB colour depths following the protocol reported previously [9] [10]. The analysis of the film response was done using Image J software [11] according to the method described and reported elsewhere [10] .
Measurement in a 6 MV X-Ray Varian iX Linear Accelerator
Calibration of a 10 cm × 10 cm Reference Field
The absorbed dose to water rate was measured according to the IAEA TRS-398
protocol [3] in a 10 cm × 10 cm field at 90 cm source to surface distance (SSD) and 10 cm depth in liquid water using a PTW-MP3 phantom. were irradiated simultaneously in liquid water at each absorbed dose, at values from 0 to 60 Gy, using the absorbed dose rate obtained with the IC-A12 dosimetry system. All film pieces were vacuum-sealed and statistic agreement within 0.65% (less than measurement uncertainties) has been reported between the absorbed dose to water inside the waterproof package and that measured directly in the water phantom [6] . The irradiation of the films in liquid water ( Figure 1 ) was performed according to our protocol [6] . The measurements were carried out under the same conditions of the reference calibration; i.e. 10 cm × 10 cm field at 90 cm SSD and 10 cm depth in liquid water using a PTW-MP3 phantom. 
Determination of the
where l is the length of the equivalent square field and d, the diameter of the circular field.
The absorbed doses were measured in both field sizes with the ICs mentioned above and the Gafchromic EBT3 and MD-V3 films. For the ICs exposure, the same procedure from section 2.2.1 was followed, whereas the EBT3 film was exposed to 704 Monitor units (MU), and the MD-V3 to 1409 MU. The selection of these MU was based on the analysis of the calibration curve for each film where the combined standard uncertainty in the absorbed dose was less than or equal to 2% for a coverage factor k = 1. After irradiation of the films, the same procedure used for the calibration curve was followed during the reading process and the obtained netOD was converted into absorbed dose using the calibration ref-
erence curve. Thus, the factor that corrects for differences in the ionization chamber response at the intermediary field, f msr , with respect to that of the conventional reference field, f ref , has been evaluated as follow: (4)), in principle, could be evaluated with any well-calibrated dosimeter type.
Method II: Measurement in the 6 cm Diameter Reference Field of the Cyberknife System
This method is similar to the one used by Pantelis and collaborators [8] and consisted on determining the and MD-V3 under the same conditions. For that, the absorbed dose was measured with the ICs IC-A12 and IC-580 in the 6 cm diameter reference field in the Cyberknife unit at 70 cm SSD and 10 cm water depth using an IBA blue phantom. Similarly, pieces of EBT3 and MD-V3 films were exposed directly in liquid water to 1502 MU (~10 Gy) and 3003 MU (~20 Gy), respectively. Once again, the same process mentioned above was followed to determine the absorbed dose delivered to the films. Considering that the absorbed dose at a certain point within a radiation field should be independent of the dosimeter used, the correction factor was evaluated from Equation (1) 
where, 
Determination of the Absorbed Dose in the 6 cm Diameter Reference Field of the Cyberknife System
The measurements were performed in the 6 cm diameter field at 70 cm SSD and 10 cm liquid water depth using the dosimetric systems IC-A12 and IC-580 following the IAEA TRS-398 protocol [3] . Thereafter, the absorbed dose in the ref-
erence field was obtained using the measured correction factor, , ,
cording to Equation (1) [5] . Due to a technical problem, the dosimetric system IC-2258 was not used in this case. For comparison, the dose rate was measured directly in liquid water with radiochromic films EBT3 and MD-V3 under the same conditions as the ionization chambers [6] , that is, 70 cm SSD, 10 cm water depth and 6 cm diameter field. The films were exposed to the same MU as mentioned in section 2.3.2 above.
Results
The absorbed dose rates measured in the 10 × 10 cm reference field from the 6 MV x-ray Varian iX linac are shown in Table 1 and IC-2258 relative to IC-A12, independent of the field size. This is associated to the low-energy scattered radiation from the collimators and/or the head of the linac.
The calibration curves for both films are displayed in Figure 2 (a) and Figure   2 (b) for MD-V3 and EBT3, respectively. As seen within the absorbed dose interval studied, the response of the MD-V3 film is described by a second-order Table 1 . Absorbed dose to water rate measured in the Varian iX linac under reference conditions: SSD 90 cm and 10 cm depth for the 10 cm × 10 cm field. The combined standards uncertainties correspond to a coverage factor k = 1 [14] . Table 2 . Absorbed dose rate to water measured in Varian® iX simulating the Cyberknife® Unit conditions: SSD 70 cm and 10 cm depth. The combined standards uncertainties correspond to a coverage factor k = 1 [14] . polynomial function independent of the colour channel, while the EBT3 film response in the blue, green and red channel was described by a fourth, third and second-order polynomial function, respectively, which is related to the difference on the dynamic range of both films.
The correction factors evaluated with Equations (4) and (5) using several dosimeters are shown in Table 3 . As it can be noted, within measurement uncer-tainties, this factor is independent of the dosimeter and the evaluation method.
The absorbed dose rate measured in the Cyberknife reference field is shown in Table 4 . No statistically significant difference is observed between the ionizations chambers and the Gafchromic films. Also shown in Table 4 
Discussion
In this work, the absorbed dose to water rate in a 6 cm diameter reference field of a Cyberknife VSI system has been investigated using ionization chambers and Table 2 and independent of the field size, ionization chambers IC-2258 and Table 3 . (4)) and in the Cyberknife unit (Equation (5)). The uncertainties correspond to a coverage factor k = 1 [14] . Table 4 . Absorbed dose to water rate measured in Cyberknife® Unit with ionization chambers and Gafchromic films. The uncertainties correspond to a coverage factor k = 1 [14] . IC-580 chambers with respect to the IC-A12 could be related to the energy dependence of these chambers with low photon energies. That is, at 70 cm the air volume between the source and the water surface phantom is smaller and the contribution of low-energy radiation is more important due to a lack of low-energy photon fluence attenuation [16] . Comparing the data from Table 1 and Table 2 ported by the IAEA-TRS-398 [3] . Furthermore, the data in Table 2 Table 3 . Such behaviour suggests that the change on the SSD affects considerably more the contribution of low photon energies to the main radiation beam than the change on the field sizes, at least for those considered in this study. Data in Table 3 suggests that within measurement uncertainties, [7] . According to Table 3 , maximum differences of 0.22% -0.55% (combined standard uncertainties of 1.22% -1.98%, k = 1) are obtained with method I, whereas discrepancies of 2.08% -2.09% (combined standard uncertainties of 1.87% -2.13%, k = 1) are observed with method II. Given the level of agreement between detectors and the combined standard uncertainties, the data from method I could be considered the most accurate and consequently a weighted average factor of 0.902 ± 0.006 can be considered for the Cyberknife VSI system reference field. Regarding the absorbed dose to water rate displayed in Table 4 , within measurement uncertainties no difference is observed between IC-A12 and the films (variations 0.75% -1.35% vs. combined standard uncertainties of 1.35% -1.93%, k = 1). However and similarly to the data shown in Table 1 and Table 2 , the 2% difference observed between the two ionization chambers was expected due to the argument mentioned above. Note in Table 4 , the TPR 20,10 measured in the 6 cm diameter of the Cyberknife VSI system reference field are closer (discrepancies ~4%) to those measured for the 10 × 10 cm 2 than the 5.4 × 5.4 cm 2 equivalent field (discrepancies ~8%), independent of the ionization chamber. However, the influence of this difference on the beam quality factor 0 , Q Q k is negligible (variations of ~0.23% -0.18% between 5.4 × 5.4 cm 2 and the 6 cm diameter fields, depending on the chamber), which agree with our previous analysis above.
Comparing our data with those calculated through Monte Carlo simulation and previously reported in the literature [15] displayed in Table 4 , good agreement can be observed where variations of 0.74% -1.04% and 0.24% -0.33% are obtained for the TPR 20,10 and
