Technical professionals are often asked to estimate "ranges" for uncertain quantities. It is important that they distinguish whether they are being asked for variability ranges or uncertainty ranges. Likewise, it is important for modelers to know if they are building models of variability or uncertainty, and their relationship, if any.
Introduction
"Uncertainty", "variability", "risk", "probability" are all words that are commonly used in discussions related to the predictions of future events (e.g. oil price), or the unknown outcomes of past events (e.g. reservoir properties). The purpose of making such predictions is usually to support decision making. A key requirement for good decision making (Bratvold & Begg, 2010; Howard, 2007) is clarity of thinking and analysis, which in turn requires a clear understanding of the concepts involved and precision in definition of the terms used to define them. It is the experience of these authors that the lack of such clarity is a common "failure mode", leading to confusion and misunderstanding, hence poor decisions with increased chances of bad outcomes (or decisions which don't have the capacity to capture good outcomes). Kaplan's (1997) two "theorems" are particularly apt:
Theorem 1: 50% of the problems in the world result from people using the same words with different meanings.
Theorem 2: the other 50% comes from people using different words with the same meaning.
A discussion of difference between variability and uncertainty requires a clear explanation of both, which, in turn, demands clarity around associated words such as risk, probability, and variance. We list, below, several examples of different meanings or conceptual misunderstandings that occur between individuals, work groups, disciplines or companies:
-A confusion between the frequencies (variability) of observed events and the probability that quantifies the uncertainty of a single event -exacerbated by similar terms (mean, variance) being used to summarize probabilities and frequencies.
-The frequent use of risk and uncertainty as synonyms. We will show that they are distinctly different concepts.
-People with a finance background often use risk as a synonym for volatility, which is the observation that prices, costs, exchange rates etc. fluctuate over time. It does not necessarily have a "bad" connotation. Volatility is quantified using standard deviation or variance, thus "risk" becomes associated with those terms.
-Despite the evolution of the understanding of the concepts involved, there are still some people who use Knight's (1921) definitions: "risk" for quantifiable uncertainty and "uncertainty" for everything that is thought to be unquantifiable. This distinction is outdated and we will argue that all uncertainty is quantifiable! -People with an exploration, or volumes, focus often equate risk with discrete quantities (e.g. dry holes) and uncertainty with continuous ones (e.g. volumes) . This is a confusion between different concepts: there are two types of quantity (discrete, continuous) and two properties (risk, uncertainty) that can be associated with either type of quantity.
A discussion of such words is not an exercise in semantics, or an abstract philosophy. Rather, having clear, useful, shared understanding of the different concepts which they embody is important to:
-Prevent the naive and potentially erroneous use of frequencies to assess probabilities and thus avoid poor decisions and reduce the chances of undesirable outcomes (conversely, leads to better decisions and increasing the chances of better outcomes). -More efficient communication and therefore timely progression of decisions.
At its most simple, the distinction is as follows: Uncertainty refers to the unknown, single, true value of some quantity. The amount of uncertainty is quantified using a probability, which is assigned based upon the information or evidence we have about what the true value might be. Variability refers to the fact that multiple instances of some quantity take on different true values as a function of location, time or some other index. Variability is quantified using statistics which are derived from measurements or observations, that is, data. These statistics might give useful information to help assess probabilities, with the usefulness depending on how similar were the processes that produced them to the processes that produce (or will produce) the event which we are uncertain about. Using uncertainty and variability as synonyms can lead to the erroneous use of variability distributions (often derived by automated data analysis) to represent uncertainty.
We expect many readers to be familiar with, or users of, most of the concepts discussed in this article. Some might even consider it very basic. However, we hope that even these readers will gain some important insights, or nuances, from the arguments and ideas presented here, if only to aid communication between people with whom they work. Our arguments, ideas and explanations are based upon considerations developed from many years of observing misunderstandings of, and confusion between, the fundamental concepts at play, exacerbated by inconsistent usage of the words used to label those concepts. Our explication is strongly supported by leading authorities in the practical, rather than philosophical, treatment of uncertainty (see, e.g., Lindley, 2013; Morgan & Henrion, 1990; Vick, 2002) . In keeping with this, while most of the terms and concepts have formal mathematical definitions (the use of which would have greatly shortened the article), we have chosen to describe them verbally, illustrated by examples.
Structure of the article
After this introduction, the second section forms the bulk of the article because having a clear understanding of uncertainty, and how it is quantified, forms the basis for distinguishing it from variability. We start by describing what is meant by uncertainty in its casual usage about quantities of interest in an oil & gas context. We then go on to present the formal, technical definition of the concept, this definition being the basis for quantifying and analyzing it. We clarify the difference between risk and uncertainty and show that both concepts apply to discrete and continuous quantities. We finish the section by describing how to represent uncertainty when many outcomes are possible for an uncertain quantity.
The third section describes the concept of variability and distinguishes it from uncertainty. The fourth section describes how samples of a variable quantity may be used to help inform the degree of uncertainty in other, non-sampled, instances of that quantity (other times, other locations, etc.). The ideas are illustrated by relevance to spatial modeling of reservoir properties and temporal modeling of prices.
Uncertainty
Uncertainty is a word that is used casually, in both every day discussions and in technical discussions, to convey a sense of not knowing, being unsure. Within the realm of oil & gas technical discussions, we could be uncertain (in the casual usage of the word) about the following: 1) Empirical quantities (facies type, porosity, drilling time, production rate, cost, price) 2) Model parameters we might use (grid sizes, geographical or temporal scope of models) 3) Index variables (time, location) 4) Decisions variables (number of wells, completion types, processing capacity) 5) Value, in the sense of "worth", parameters (discount rates, risk tolerances) 6) Decision criteria for ranking alternatives (NPV, IRR, volumes, utility) Uncertainty can arise from multiple sources, such as: statistical variation, linguistic imprecision, approximation, subjectivity in measurement techniques, disagreement, variability, practical unpredictability.
Truevalued quantities
Empirical quantities are properties of the real-world that can, in principal, be measured (e.g. porosity) or determined (e.g. facies type) to within some degree of accuracy. They are the only ones that can be said to have "true", albeit unknown, values. (We are excluding the uncertainty in the context of quantum mechanics here).
Although we may be uncertain about which model parameters, decision variables and value parameters to choose, they do not have "true" values. Rather we wish to know what are "good", or "best", values (for example, the goal of decision-making is to find the optimal values of the decision variables).
Decision criteria, might be thought of as having "true" values due to their dependencies on empirical quantities. If a criterion were to depend only on (be computed from) empirical quantities then it could be considered to have true values, e.g. OOIP. However, decision criteria usually also depend upon the choices made for the other parameters and variables, e.g. economic metrics. If this is the case, then, whilst uncertain, they don't have "true" values.
True values are usually estimated by measurement. In order to improve the estimate of the single, true value we may make repeated measurements and average them. For example, repeated measurements (by the same technique) of porosity on the same piece of rock. These multiple measurements are said to display random error, or statistical variation, and are distinct from "variability" as later described. For the purposes of this article we will ignore measurement error.
Formal definition of uncertainty
An appreciation of the above 5 types of quantity is the starting point to move from a casual to a formal discussion of uncertainty and how it can be quantified.
All empirical quantities, by their very nature, are uncertain -even if the degree of uncertainty is very small, or irrelevant. These, and any quantities derived from them ( e.g.: OOIP computed from GRV, , N:G, S w ; NPV computed from costs and revenues ) are the only ones to which a formal, technical, treatment of uncertainty applies.
Although we may not know which values we will ultimately choose for the Model, Decision and Value variables, the key distinction is that we will indeed choose them. They are within our control. So strictly, they are choices not uncertainties, and are thus not amenable to formal uncertainty analysis. Of course, we may be very interested in the consequences of our choices and want to make the best ones possible. The standard tools for accomplishing this are optimization techniques and parametric sensitivity analyses. These tools are distinct from "uncertainty analysis", in the formal usage of the term, and will not be discussed further in this article.
An important caveat to the above statements is that they are context dependent. For example, the decision of a third party in a negotiation could be considered an uncertain quantity as far as other parties are concerned. Another example: time (in the sense of date) is often a known model parameter (strictly, an index variable) at which uncertain quantities (e.g. production, price) are computed. However, when using a model to predict the date at which the drilling of a well will be finished, that date would be considered to be an uncertain quantity. The essential difference is whether a parameter is a known, independent input to a model, or a computed output that is dependent upon other uncertain quantities.
We now come to the formal definition of uncertainty:
"Not knowing if a statement (or event), is true or false"
If we know a statement to be true, or false, we are certain (sure). If we don't, we are uncertain (unsure). It's that simple. Sometimes, it may be more natural, and therefore more helpful, to think in terms of an "event" rather than a "statement". We will use the words interchangeably, the choice depending on context. Assuming that we do not know the following statements to be true or false, these are examples that illustrate what is meant by uncertainty:
-the average porosity of the reservoir is less than 15% -the TVD of the Red horizon lies between 3671 and 3675m at location (x,y) -the OOIP lies within the range 100-200MM STB -next year's average daily production will be 100,000 STB per day -the NPV will be greater than $100MM -the lithofacies at location (x,y,z) is Channel Sand -the total field production last year was 30,000,000 STB +/-10 STB -oil prices will fall next year -stimulating the well will increase production -company XYZ breached safety standards -the well will be dry -there will be a blow-out in the North Sea next year Remark 1: In some cases, our condition of uncertainty may be removed by redefining the statement. For example, if the first statement above were changes to "the average porosity lies between 0% and 100%" we remove the uncertainty because we know this statement to be true -just not very helpful! Further, our level of uncertainty in the statement "the average porosity lies between 15% and 16%" will likely be much greater than our level of uncertainty in the statement "the average porosity lies between 10% and 25%". This example illustrates a very important point: our degree of uncertainty depends, crucially, upon precisely what the statement claims (this will be discussed later in more detail).
Remark 2: The above observation has important pragmatic consequences for assessing uncertainty. Suppose that the quantity in question is "the cost of a well". Strictly, this quantity is uncertain. However, suppose we knew that the statement "the cost of the well will lie between $40million and $45million" is true and that any cost in this range will not change the decision to drill it, then we can define the well cost as a known (certain) quantity and treat it as such in any model. Thus, by careful consideration of the definition of statements, we can treat an uncertain quantity as certain for practical purposes. Note that the ability to specify it as "certain" requires a knowledge of the context: the decision it is relevant to and the extent of its impact on that decision.
Remark 3: Due to differing states of information, one person (or group, or company) may know something to be true and is therefore certain, whilst another does not (is uncertain). Since uncertainty is related to one's state of information, and state of information is particular to a person, uncertainty is personal. This recognition has crucial implications when we come to consider how to quantify our level of uncertainty. Additionally, it means that, strictly, we should talk about "my" or "your" uncertainty (or "our" uncertainty if we have the same information) and not "the" uncertainty, as if it were some objective property of the quantity in question. At this point we note that our information may include data in the form of the frequency of outcomes of similar events.
Quantifying uncertainty
In the previous section we mentioned that the "level of uncertainty" in a statement (event) is related to the precise definition of that statement. Further, it is clear that our "level of uncertainty" also depends upon what information (or evidence) we have about whether it has happened or not (or will happen, or not). Note that we distinguish "knowing" (which implies certainty in the truth or falsity of the statement) from "information" about whether it might be true or not. "Knowledge" is a potentially confusing word to use in this context because it could mean those things which are "known" (and thus, are certain) or it could mean the information, or evidence, on which our level of uncertainty is founded.
In order to carry out useful uncertainty analysis we need to quantify our level, or degree, of uncertainty and the formal tool for doing so is probability. Simply put, probability is how uncertainty is quantified. More precisely, it quantifies our degree of belief in the truth of the statement. This degree of belief is not arbitrary and needs to be supported by the available information or evidence (or lack thereof).
Probability is different from quantities such as length, temperature, or viscosity, which are properties of the real world that can be measured objectively. When quantifying uncertainty through probability it is more accurate to say that we assign a probability, rather than measure it. It is a judgment. In the case of certainty, we assign a probability of 1 if we know the statement to be true, or a probability of 0 if we know it to be false. In all other cases we are uncertain and should assign a probability between 0 and 1. Thus probability is just a number that expresses the strength of our degree of belief in the truth of the statement (event). So, in the same way as it is incorrect to talk about "the" uncertainty of a statement, it is incorrect to talk about "the" probability of it being true. Rather, we should talk about "my", or "your", probability -which could be different if we have different information. It also means that there is no single, right probability. The probability of any event can be anywhere between 0 and 1, depending on how much information you have about its outcome (even the outcome of tossing an unbiased coin, as we will describe in Section 4.1.1).
We emphasize that our degree of belief (probability) is not an arbitrary assertion (a commonly held, but erroneous, objection to the concept). Rather, one's assignment of the numerical value should be based upon an assessment of the relevant information or evidence that we have access to. Therefore, a probability can only be thought of as being "right" in the sense that it is consistent with a person's state of information. The issue of consistency can be a major problem in the assignment of appropriate probabilities. For example, there is much evidence that cognitive and motivational biases result in people assigning probabilities that are inconsistent with their true state of information (see, e.g. Welsh, Begg, Bratvold & Lee, 2004; Welsh, Bratvold & Begg, 2005; Welsh, Rees, Ringwood & Begg, 2010) and that this can lead to suboptimal decision making (see, e.g., Welsh, Begg & Bratvold, 2007) .. Sheer error in thought, logic or analysis is another cause of inconsistency.
In some very ideal cases, all reasonable people might agree on the probability that should be assigned to an event -for example, having watched the same coin be tossed 1000 times in a very similar fashion, and having observed that heads came up 60% of the time, the majority of observers would likely assign a probability of around 0.6 to the event that "a head comes up on the next toss". By comparison, having watched a coin tossed only 20 times and having observed it to come up heads on 60% of occasions, people's assigned probabilities are likely to vary more widely -depending on their prior expectations regarding the fairness or bias in the coin (typically50%).
Note that this information, the frequency of occurrence, is an empirical, objectively-measurable quantity. We then make a decision, or judgment, to use it to guide our assignment of a probability in light of the other information we believe to be relevant. In Section 4 and the Appendix, within the context of variability, we will discuss further the circumstances under which frequencies can be used to help assign consistent probabilities and why this requires greater consideration than it is commonly afforded.
Another commonly held, but erroneous, objection to the usefulness and validity of probability to quantify uncertainty is that probability only applies when there will be, or have been, multiple occurrences of the event of interest. Or it only applies "in the long run". Thus, the argument goes, it does not apply to "political risk" or other "above ground" events. There is absolutely no need for the uncertain quantity to have occurred in the past, or to occur again in the future. Probability can be applied to a unique event such as "Country XYZ will nationalize assets in 2021". Indeed, strictly, a probability only applies to a "one-shot" situation (e.g. average oil price in one month is a different event from average oil price the next month; porosity at location (x 1 , y 1 , z 1 ) is different from porosity at (x 2 , y 2 , z 2 ); success/failure of 1 st well in a drilling campaign is a different event from success/failure of 2 nd well). Thus probability is equally applicable to dealing with "above ground" events. The relevance of repeated instances is to: assist in assessing the probability that should be assigned to the current event; or whether that probability can be applied to multiple, other, unknown instances.
Finally, in assigning probabilities, it is important to bear in mind the ultimate goal: making decisions. This has an important pragmatic consequence that often eases the burden on the probability assigner. The assigner can use sensitivity analysis (see e.g. Bratvold & Begg, 2010) to assess the impact on the decision of changes to the assigned probabilities. Our experience is that decisions can be quite insensitive to some changes. If this is the case, the assigner only needs to be confident that their probability lies within that range of probabilities for which there is no change in decision. For example, if a sensitivity analysis shows that any porosity value between 0.2 and 0.25 will lead to a decision to develop a filed with just one platform, then, so long as the decision maker is confident that the porosity does fall within that range, there is no need to refine it. If, by comparison, the goal is a high-confidence prediction of the quantity of recoverable reserves, the assessment of a consistent probability is a much more onerous task.
In summary, to quantify an uncertain event, we need to do two things 1) unambiguously define the statement (event), 2) assign a number between 0 and 1 to our degree of belief in the truth of the statement based on the information we have
The shorthand convention for writing probability statements is: P("statement") = p, where 0<=p<=1. For example, we previously mentioned that one person (A) may be certain that a statement (S) is true, whereas another (B) is unsure, as a result of their differing information (I). In probabilistic language, we would say P(S|I A )=1 and P(S|I B )= 0<p<1, where "|" stands for "given". In this sense, all probabilities are conditional -as all are dependent on relevant prior information that a person has.
In recognizing that information is personal and that an uncertain quantity does have a "true'" (but unknown) value, we can summarize as follows: uncertainty, and thus probability, is a state of mind, not a state of things. We will describe later how it is variability that is a "state of things" (Howard, 2007) .
Although the definition and quantification of uncertainty are conceptually simple, some aspects merit further consideration or clarification. Three of these are discussed below.
Uncertainty v Ambiguity
As has been stated above, in order to be able to assign a meaningful probability to a statement (or event) it is necessary that the statement be unambiguous. Ambiguity may be around either the specification of the uncertain quantity or around what values it might take on. For example, in "the number of dry wells will be less than 5", what is meant by a "dry well"? Similarly, we need to be clear about what is meant by "success". If the event were "the OOIP in STB will be high", then although the "OOIP in STB" part is clearly specified, "high" is not. Nor is a "low" price for oil.
A clear definition of an event is crucial because the definition directly affects the probability we will assign to its occurrence. For example, the answer to the question: "what is the probability that this prospect will contain commercial hydrocarbons?" depends on further definition of the phrase 'commercial hydrocarbons'. That is, does it refer to a standard benchmark -some quantity of hydrocarbons generally regarded within a company as ensuring a positive return on investment? Or does it refer to the value of those hydrocarbon judged recoverable using current technology and development costs and today's oil price. Or does it refer to the quantity of hydrocarbons that would ensure a positive return on investment even accounting for possible volatility in future oil price? Each of these (and countless other variations) could lead to a different number being assigned to "commercial hydrocarbons" and, subsequently, different probabilities.
The need to clearly define the event cannot be over-stressed. It is our observation that such ambiguity is a major contributor to, at best, differences in probabilities assigned by different people, at worst, plain error.
Howard (2007) suggested a thought experiment, called the "clarity test", to help people consider whether an event is sufficiently specified or not. Imagine there exists a clairvoyant who knows everything about the past, present and future and you were able to ask the clairvoyant if the statement was true or false (or if the event occurred or not). Could the clairvoyant answer, or would they need you to define it more precisely? Thus "average well porosity" would not pass this test but "average of all log-derived porosities between 2000m and 2100m TVD" would, as would "the porosity of a core-plug located at (x,y,z)". Similarly, "oil price next year" would not pass the test, whereas "average WTI price next year in US$" would. As would "opening WTI price on 5 th May 2027 in US$"
For convenience, a statement is sometimes given a shorthand label. For example "OOIP greater than 500MMSTB" might be called "High". It is important, however, that this disambiguation is recognized explicitly when assessing the probability of "High".
One can now see that, in the previous list of uncertain statements, the first 7 examples are specified clearly enough to be able to assess a probability, whilst the remainder are ambiguous, so not yet at a point where it is meaningful to assess a probability
Discrete v Continuous Quantities
Uncertain quantities can be either discrete or continuous. Examples of discrete uncertain quantities are -Number of dry wells in a drilling campaign -Binary outcomes, such as success or failure of a single well.
-Facies type whereas examples of continuous uncertain quantities are -Average porosity of a zone (or reservoir) -Porosity of a core-plug sized volume at a particular location -OOIP -Average oil price on a given date -Oil price at a particular time on that date
The key distinction here is whether the single, true value of the quantity that we are interested in can, in theory at least, take any value along a continuum or can only take certain, specified values. For example, the average porosity of a zone could take 'any' value between zero and one and is thus continuous, whereas the number of dry wells must be an integer and is therefore discrete -as you cannot have 1.7 dry wells. (Note that, in practice, most "continuous" quantities are essentially discrete because we only measure them to within some given precision.)
Even though a quantity might be continuous, any statement about it, in the context of uncertainty, will be discrete. That is, a probability always applies only to a single event, whether the event relates to a discrete or continuous quantity.
For example, say the uncertain quantity in question is the OOIP of a reservoir. Then some events that we might be unsure of are -the OOIP is greater than 100 MMSTB -the OOIP is between 100 and 300 MMSTB -the OOIP is less than 50 MMSTB Each of these events is defined clearly enough to make the assignment of a probability meaningful.
Note that, whilst OOIP is a continuous empirical quantity, with a only single true (unknown) value, the statement "OOIP is between 100 and 300 MMSTB" constitutes a discrete event, which is either true or not. Thus, probabilities only apply to discrete statements, even though those statements may refer to continuous quantities. We will later discuss how Probability Density Functions (PDFs) enable us to define all of the probabilities associated with the infinite number of events that could arise from a continuous quantity.
Uncertainty v Risk (and Opportunity)
A risk is just a particular kind of uncertain event (or statement) -an event which itself, or its, consequence, is considered "negative" to someone in a given context. Therefore its designation as a risk is "personal", where we use "personal" to refer to an individual, group or company. One person's "risk" could be another person's "great outcome". Thus a "dry hole" (precisely defined of course) is a risk to the person bearing the cost of drilling it (but not to a competitor). What makes it a risk is NOT that it is a discrete quantity, but that the outcome is not wanted because of its negative consequences (loss of money). As with any other uncertain event, we quantify our degree of uncertainty in the event by a probability. Thus a risk may be stated as "there is a 30% chance of a dry hole, which will result in us losing $23M". Note that both the definition of the event as a risk, and its assigned probability, are "personal". In a most general sense, a risk has three components: the event, a probability of the event, and the consequences of the event.
There are two types of consequences from uncertain situations: risks (bad, or unwanted events) and opportunities (good, or desirable events), the latter being sometimes referred to as "good risk". In observing people's consideration of the consequences of uncertainty we notice a strong bias towards mitigating the risk aspects rather than capturing the opportunities. From a value-creation perspective, this bias can lead to significantly sub-optimal decisions (see, e.g., Begg, Bratvold & Campbell, 2002) . Note that we are not suggesting that there should be less consideration of risks, rather, that commensurate effort be placed on developing ways to capture opportunities.
From the above discussions, it should now be clear that risk in a financial context (the fact the returns, prices, etc. are unknown and may go up or down) is really just uncertainty. In decision analysis, "risk analysis" is really "uncertainty analysis" and "risk attitude" is really "uncertainty attitude": we assume that the "risk" terminology arose from a bias towards considering the negative consequences of uncertainty. In project management, "risk analysis" usually refers to the development of a matrix showing the magnitudes of negative events against an assessment of their probabilities -not only can risk matrices be positively harmful (Thomas et al 2013) , they perpetuate the bias towards managing the negative outcomes of uncertainty. Due to the multiple uses of the word risk between different disciplines, and its correct, but very narrow meaning in some uncertainty applications (e.g. in the context of exploration, risk = probability of a dry hole), we recommend minimizing its usage in a formal sense in order to avoid:
1) confusion and consequent errors of judgment, and 2) perpetuation of the bias towards managing the negative aspects of uncertainty
Often, "risk" can simply be replaced by uncertainty. Risk does not even appear in the extensive index of Lindley's (2013) seminal book "Understanding Uncertainty", which presents a pragmatic approach to dealing with uncertainty and its consequences, applicable across many domains. Likewise, in the context of decisionmaking, the classification of some outcomes as risks is unnecessary -we just need to know all the outcomes, their probabilities and a measure of their value to the decision-maker.
Probabilities of Multiple Events
As mentioned above, a probability applies only to a single event. Thus, for the complete specification of uncertainty we can now add a third requirement (to the two in Section 2.3), which is to specify all possible outcomes (simple events) that the uncertain quantity could take on (that is, all true values that might be possible given our current state of information). So how do we deal with the multiple events that might result from a discrete or continuous quantity?
The case of a discrete quantity is straightforward, we simply list all mutually-exclusive events that might occur and assign a probability to each event. Strictly, this is called a Probability Mass Function (PMF), sometimes just called a probability distribution. For example the number of dry (suitably defined!) wells in a 5-well drilling campaign could be exactly 0, 1, 2, 3, 4, or 5 wells, with probabilities of say 0.08, 0.26,0.34,0.23,0.07 and 0.01. Since the events are mutually exclusive, and we have listed all possible events (they are collectively exhaustive), the sum of their probabilities must equal one. The failure to identify all possible events in an uncertain situation is a significant cause of poor decision outcomes -the unpredicted events often being called, euphemistically, "surprises").
Continuous PDF
Probability is meaningful ONLY between two points, say x 1 and x 2 and is the area under the curve between those two points. Total area under curve =1 5.0
Discrete PMF Each outcome is assigned a probabilityshape can vary because order of outcomes can vary (no necessity to be O 1 … O 8 ). Sum of probabilities =1 0.20
Note that the two events "2 or less dry holes" and "3 or more dry holes" also form a complete and mutually exclusive set of events, and so can be assigned a PMF. Strictly, (0,..,5) constitute the set of all possible outcomes, or simple events, and is known as the sample space. Whereas "2 or less dry holes" is a compound event comprised of a subset of the all the outcomes that make up the sample space. From the PMF for the sample space we can calculate the probability of any compound event, e.g. "less than 3 dry holes", "between 1 and 4 dry holes", etc.
Continuous quantities are trickier because there are an infinite number of values (simple events, outcomes) that might be observed between the minimum and maximum possible values. There are also an infinite number of compound events that might occur. A Probability Density Function (PDF) is an elegant way of defining the infinite number of events that might occur and the probabilities associated with each. The word "Density" is key. Unlike a PMF, the Y-axis of a PDF is not in units of Probability (i.e. between 0 and 1), but of Probability Density (which can have any positive value). To find the actual probability of an event we first define the event in terms of a sub-region of the x-axis (e.g. " < 0.3" or "0.1< <0.2") and then determine the area under the PDF in that region. This area is the probability. The PDF must be defined such that the area under it, between the minimum and maximum, is 1 -something must happen.
Note that since there are an infinite number of outcomes (simple events), that is, all the numbers between the minimum and maximum, the probability of any particular outcome is zero -this is why probabilities for a continuous variable are defined only for an event that consists of multiple outcomes (e.g. all outcomes between two values, all greater than some value, etc).
Remember, whether the uncertain quantity is continuous or discrete, it has only one true value. The list, or range, that constitutes the X-axis of the PMF or PDF defines the possible outcomes and depends upon what information we have. If we knew the true value, there would only be one element in our PMF and that element would have a probability of one. Thus, a PMF, or PDF, quantifies the uncertainty in all the events that might be the single true value. It does not represent the variability of the quantity (which is the multiple true values the quantity could have at different locations, times, or instances). In Section 4.1 and the Appendix we will discuss how the variability of a quantity might provide relevant information with which to assign a PMF or PDF at any particular locations, time or instance.
In summary, probability distributions (PMF for discrete, PDF for continuous) define all the probabilities for a set of mutually-exclusive and collectively-exhaustive events.
Characterizing Probability Distributions
This section briefly clarifies some of the terms and quantities that are used to describe (or parameterize) probabilities distributions. We do so for two reasons. First we have observed that some terms are frequently misunderstood, sometimes by the same term having both a very specific technical meaning and a different lay, or casual, meaning. Second, similar terms are used to describe variability distributions (see Section 2) and can lead to confusion unless the context, uncertainty or variability, is made clear.
A measure of central tendency of a PMF, or PDF, is its expectation -which can be thought of as the probability-weighted mean of the possible outcomes. Other measures of central tendency are the median, the middle value and the mode, the most likely (if one exists).
Note that the expectation might not be a possible outcome (e.g. the expectation for the outcome of an unbiased six-sided die is 3.5). Further, for a continuous variable, since the expectation is just one of the values between the minimum and the maximum, its probability is zero. The "expectation" is sometimes called the "expected value". Given the examples just mentioned, it can be seen that the term "expected value" can cause significant misunderstanding if interpreted in the lay sense of a "likely" outcome. Sometimes we see the term "risked value" used to refer to the expectation. This is both incorrect and, for the reasons outlined in Section 2.3.3unnecessarily confusing.
One measure of the spread of a probability distribution is its range (maximum -minimum) another is its variance (probability-weighted mean-squared difference between possible outcomes and the expectation). The similarity of the words "variance" and "variability", and the fact that variance is used to quantify the spread of frequency distributions as well as probability distributions, is a major source of confusion.
Other common measures that can cause confusion are percentiles. A percentile is the value of an uncertain quantity (usually continuous) chosen such that there is a specified probability that the true value is less than it. For example, the P10 of porosity would be the porosity value that results in a 0.1 probability that the unknown true porosity is less than or equal to it (that is, chosen such that the area under the PDF to the left of the porosity value is 0.1). Clearly, this porosity also defines a 0.9 probability that the true porosity is greater than it (that is, a different event). Although strictly incorrect, in some applications in the oil & gas industry, particularly the assessment of uncertain volumes, it is common practice label the P10 as the P90 and vice versa. This practice is so entrenched that it is unlikely to be changed. To avoid confusion, the event in question should be explicitly specified (i.e. state whether the event is a "less than", or a "greater than" event). This is particularly important when an analysis uses quantities that adopt a mixture of the two practices, or when communicating a result to an audience which is unknown, or which uses mixed practices. Most engineers, and thus engineering quantities, use "less than" to define their percentiles whilst most geoscientists use "greater than".
Strictly, a percentile is derived from a PDF, not vice versa. However, it is common practice to estimate percentile values and then fit a parametric PDF to them.
Finally, can you have uncertainty about a probability distribution? This is a topic of unresolved philosophical debate. Vick (2002, p303) discusses the concept of second-order probabilities, probabilities of probabilities, and summarizes the viewpoints roughly as follows. Some theorists find the concept discomforting, arguing that someone must have a singular degree of belief. Others take a more pragmatic view, arguing that it is just as unrealistic for us to know our measurement of belief as to know any other quantity. Belief formation is continually varying as context, memory and the thought processes (conscious and sub-conscious) involved in assessing the information and evidence, change to the extent that repeated consideration of the same event can lead to different probabilities being assigned each time. We do not take a dogmatic view, though we recommend trying to avoid the potential confusion and additional complexities posed second-order probabilities, by striving for "well considered" assessment of the information or evidence. If the probabilityassigner cannot come to a singular degree of belief, then second order probabilities can be used.
Probabilities of Dependent Quantities
Many statements about uncertain events may be related, thus their probabilities are related. In particular, the numerical value of the probability for one event might depend upon another. For example, knowing the probability of the lithofacies over some interval (determined, for example, from logs) may tell us something about the probability of the porosity of that interval. The results of DST tell us something about permeability of an interval. Indeed, probabilistic dependence is the formal way of capturing how one uncertain quantity gives us information about another uncertain quantity. Since we are rarely able to directly measure the ultimate quantities of interest, probabilistic dependence (combined with uncertainty propagation -see next section) lies at the core of combining different source of information to make inferences about other events of interest -which is surely a major part of many people's job. Since this is not an article about probability theory, we will not make any further discussion of the rules of probability manipulation, other than to mention that all related probabilities must be consistent with (or derived from) those rules (e.g. adding probabilities, joint and conditional probabilities, Bayes' theorem) .
Probabilities of Derived Quantities
The above discussions have been related to directly-assessed probabilities. However, as mentioned in Section 2.2, we noted that the formal, quantitative treatment of uncertainty (through probability) also applies to any quantities that are derived from the assessed quantities, a common example being OOIP computed from porosity, net:gross etc., or a decision variable such as NPV. This is a problem of uncertainty (probability) propagation rather than assessment. Assuming that the relationships between the assessed and derived quantities are known (deterministic), the propagation can usually be accomplished simply by Monte Carlo Simulation. In such a situation we usually talk in terms of effect of uncertainty in the inputs (assessed quantities) of a model (mathematical relationship) on its outputs (derived quantities)
We have sometimes heard a criticism of Monte Carlo Simulation "not working", or "giving the wrong answer". It is not Monte Carlo simulation that is the problem, rather, issues such as -problems with assessing uncertainties (e.g. not identifying all possible events that might take place or assigning inconsistent probabilities ) -short-comings of the model that it is being applied to (e.g. model fails to incorporate key aspects of reality) -misunderstanding or misinterpretation of results (e.g. expecting the Expected Value)
Summary
Uncertainty is the condition of not knowing if a statement about some quantity is true or false. To fully characterize uncertainty we need to do three things 1) Identify all possible statements that might be made about the uncertain quantity. Put another way, identify, all possible true values (simple events, or outcomes) that an empirical quantity might have. 2) Unambiguously define all such statements (events). 3) Assign a number between 0 and 1 to our degree of belief in the truth of each statement that is consistent with the information, or evidence, we have -usually presented in the form of a PMF or PDF.
Uncertainty is the "truth", in the sense that it describes the true state of our information about many things. It, and thus probability also, are personal. Therefore it is quite possible for different people or companies to have different probabilities and each be "right", so long as their probabilities are consistent with the person's/company's information. Probability is the language of uncertainty and, if we want to reason logically about uncertainty, the rules of probability must be obeyed.
Variability
In this section we distinguish variability from uncertainty, which we hope will be straightforward given the previous extensive discussion of uncertainty. Again, our purpose is to bring clarity to the concept and the terms associated with it. With these in place, we will describe, in Section 4, how, in some circumstances, variability might provide useful information with which to assess uncertainty.
Variability, is a characteristic of the real world: the fact that multiple instances of an empirical quantity take on different true values (which might be known or unknown) as a function of time (temporal index), location (spatial index) or with respect to some other index. As with common practice, we will refer to a variable quantity as a "variable".
Typical quantities that display spatial variability are rock properties and fluid volumes. For example -The effective permeability of a grid-block of specified dimensions (the quantity) centred at a given x,y,z coordinate (the location). -The gas volume in a grid-block of specified dimensions (the quantity) centred at a given x,y,z coordinate (the location). -The average of all core-plug porosities in a given zone in a well (the quantity) located at the average x,y coordinates of those plugs (the location) -The facies (the quantity) at point x,y,z (the location) Spatial variability is more commonly called heterogeneity. The opposite is homogeneity, where the quantity does not vary as a function of location.
Typical quantities that display temporal variability are prices, production volumes or rates, costs, exchange rates, at some point in time, past or future. For example -Daily average oil price (the quantity) on each day in a given month (the time) -Annual average oil price (the quantity) for a series of years (the time) -Closing oil price at (the quantity) at the end of each year (the time) Some quantities may not have a spatial or temporal index, but could be identified by name or number. For example a series of weights (the quantity) of named or numbered individuals (the index). Or a set of n measured core-plug permeabilities from a known facies (the quantity) labeled from 1 to n (the index).
As with any other quantity, it is important to be precise about the definition of a variable quantity in order to distinguish it from similar quantities which might display different degree of variability (e.g. core plug porosity is a different quantity from a log-derived porosity at the same depth in a well (and both vary by depth); average price during the day is a different quantity from opening price on the day (and both vary by day). Note that an average is very often the uncertain quantity of interest -i.e. it is the quantity whose true value we are interested in. Averages are often the quantity of interest for two main reasons. First, some quantities are not meaningful at an instant in time or at a point (e.g. porosity and permeability are measured over a volume). Second for modeling purposes it is usually neither practical nor desirable to model a reservoir at the scale of core-plug sized volumes, or to model prices every second.
An important example is in determining the uncertainty in the parameters of the HCIP equation for a given volume of rock. For a given volume, the quantities in that equation are the porosity of the volume, saturation of the volume etc. If the volume is heterogeneous the volume's porosity is usually represented by its average. It is clearly inappropriate represent the uncertainty in this average porosity by the variability of core-plug (or log) porosities. If the volume is the whole reservoir, we are not even interested in the variability of the average -just the uncertainty in the single true value of porosity.
Quantifying variability
The collection of all the true values at all locations, times or indices within a domain of interest is called a population (e.g. the porosities of all core-plug-sized pieces of rock within a given reservoir). To quantify variability we need to acquire data: we measure the values of the quantity in question, usually for a sub-set, or sample, of the population (e.g. measure actual core-plug porosities from one or more wells). Note that we are ignoring measurement error here -that is, we assume, as per Section 2.1, the error in each datum is either negligible or has been reduced to an acceptable level by repeated measurement. Effectively, we are assuming we know the true values of the quantity at all of the locations/times/indices that constitute the sample.
From these data we quantify the variability of the sample by calculating the frequency of occurrence of each known values of the quantity. For continuous variables, if we measure with high precision, there will generally be only one observation of each value, so each has a frequency of 1/N. This is not very useful, so we create a range of non-overlapping "bins", or ranges, and count the number of values in each to get a histogram and convert that to a frequency distribution by dividing by N.
The above discussion should make it clear that a frequency distribution (which describes the known values of multiple instances of a particular quantity) is not a probability distribution (which describes the uncertainty in the unknown value of a single instance of the quantity). Therefore, a frequency distribution is not a quantification of uncertainty -it is a quite different thing. Assuming no measurement error, there is no uncertainty in the variability of the sample -all values are known. Further, if we have a large sample that is fully representative of the population, there is no uncertainty, for practical purposes, in the variability of the population it came from (although uncertainty remains in the values of the un-sampled members of the population). However, confusion can arise because frequency distributions are characterized using the same tools as probability distributions (mean, variance, percentiles, etc.) .
In the case of spatial variability, it is common to try to find one or more other quantities with which to disaggregate the sample into sub-samples (or population into sub-populations), which have reduced variability. For example, classifying core-plug porosities by facies, or zone. Ultimately, if we knew enough about any individual member of the sample, the sample size can be reduced to unity, that is, it consists of just that member. This is an important idea that will be discussed further in Section 4.1.1and Section 4.2
Uncertainty in variability
In many situations it may not be possible to infer the variability of a population from a sample because:
-a relevant population cannot be defined -it is not possible to take a large enough sample to be meaningful -it is not possible to take a representative sample In these cases, although there is no uncertainty in the sample frequency distribution, there may be considerable uncertainty in the population frequency distribution. (This is a different issue from that of second-order probability discussed in Section 2.4.1.) Such uncertainty can be quantified, like any other, by probability distributions -in this case, distributions for the type of frequency distribution (normal, log-normal, PERT, etc.) and for the parameters that define them, (e.g. mean and variance, or minimum, most-likely and maximum). For example, the frequency plot that describes the variability of the lengths of barriers in a reservoir zone may itself be uncertain (say, based on an analogous formation). The uncertainty in variability can be formalized by assigning probability distributions to the parameters of the frequency distribution that is used in a model generation process (see Section 4.2). Note that this will produce a broader range of realizations, each of whose characteristics are different, than if the uncertainty was modeled by just having a broader, but fixed, frequency distribution.
Finally, because variability is just a recognition that true values of a quantity vary over space or time, it does not make sense to talk about reducing variability, unless we can change the true values to become more similar. Thus variability does not depend on our state of information and therefore cannot be reduced by getting information, in the way that uncertainty can. Although we cannot reduce actual variability, we can reduce our uncertainty in some measure of a population's variability, such as our uncertainty about the variance of a population's frequency distribution, by obtaining a more representative sample (a greater number of measurements and/or reducing bias in the part of the population that has been sampled).
Summarizing the difference between uncertainty and variability
The major differences between uncertainty and variability are summarized in Table 1 
Relationship between Variability and Uncertainty
Key idea: Variability can be used inform the probabilities we choose to use to describe uncertainty. Data/observations, can provide information to help us assign probabilities through the observed frequency of a particular datum/value/outcome.
If we know the true value of a variable quantity at all locations/times of interest, then there is no uncertainty. Although the variability can be quantified through a frequency distribution and we can calculate summary statistics (mean, variance, percentiles etc) -it has nothing to do with uncertainty. It is a known, variable, system. This applies equally when the frequency distribution of known values is that of a population or a sample.
However, if there are un-sampled times or locations, uncertainty comes into play. Thus variability, combined with lack of sampling, is one possible cause (amongst many others) of uncertainty at un-sampled points. If the real world were not variable (homogeneous) then the value of the quantity of interest at one point would tell us the value at all points.
Using variability to help assess uncertainty
In the case of variability a sample might provide useful information with which to assess uncertainty. That is, we can take a sample of true values measured at different locations/times and use their observed frequencies to inform (but not necessarily define) our assessment of probabilities of unknown values at other locations/times. The sample can help with both aspects of quantifying uncertainty: identifying the outcomes that are possible and assigning a probability to each outcome. The extent of the "usefulness" of this information depends mainly upon two criteria:
-How similar are the underlying processes that produced the variability observed at multiple locations/times, to the processes that will (or did) produce the unknown true values at the particular locations/times we are uncertain about. In other words, is there a relevant population and do the unknown locations/times belong to that population? -If so, how representative is the sample of the population.
We discuss these below.
Relevant populations and representative samples
It is only in very unusual, restrictive, circumstances (e.g. sufficient observations from identical "experiments") that the variability of a sample can provide sufficient information to assign probabilities for the possible outcomes of the same experiment carried out at another time or location.
We found it so hard to think of an oil & gas case, which truly meets these conditions, that we resort to a classical "gambling" case. Suppose we have 1000 coins, minted by the same process, and know that none of them have been altered -but we don't know if they are biased or not. Say we want to know P("Head"). We can toss each coin once and use the frequency of "Head" in the 1000 outcomes to assign P("Head") to a future toss of one of those coins, under the same conditions. That is, we can consider a single toss of 1000 coins to give the same information about P("Head") as 1000 tosses of a single coin. In this example, the coins are said to be interchangeable -they are each assumed to have the same probability distribution for their outcome and the outcome of one toss is independent of any other toss. The fact that the coins are minted by the same process and tossed under the same conditions, allows us to define them as a relevant population and say that any one coin comes from that population. Now let us extend the example and suppose that 1,000,000 coins have been minted by the same process, so that the 1000 we have constitute a sample. If we now take one of the remaining 999,000 coins and assume that it has not been tampered with, and that it is tossed under the same conditions, then we could apply the frequency of "Head" observed in the sample to P("Head") for this particular coin. Here the 1000 coins also constitute a representative sample in that we would expect to get a similar frequency of "Head" if we tossed those 1000 again, or if we chose another 1000. That is, the sample is both large enough (1000 coins) to be representative and there is no issue of having preferentially observed particular outcomes: e.g. there are not different types of coins and someone has not used a tossing device on some or all of the coins, which results in a particular outcome. With respect to that latter, we note that Diaconis, Holmes and Montgomery (2007) developed a tossing machine that guaranteed a coin would always come up "Head" (or "Tail"), thus illustrating that, even in this most "objective" example, probability is associated with what you know, rather than being a property of the physical system. The coin does not have an inherent probability for "Head", which we have to discover. Rather, we use probability to express our state of information/evidence about what the outcome will be. If we know the machine is set to produce a Head, then P("Head")=1.
Assuming there is a relevant population of which we have a representative sample, can we use the sample frequencies as our probabilities? The answer is yes, but only if the sum total of our knowledge about the uncertain event is that it belongs to the population. For example, say we are drilling an exploration well in a play for which we have a representative sample of Gross Rock Volumes (GRVs) of discovered fields. If we are drilling at random then (given we find a field) the probabilities for its GRV could be represented by the frequencies of discovered GRVs. Note that we are drilling at random. If there is a reason for drilling at a particular location, such as a large structure identified by 3D seismic, then we should incorporate this information and adjust the GRV probabilities accordingly.
In the Appendix, we provide a numerical example that explores the effect of sample size to assessing the uncertainty in a single population parameter, the average. This example assumes a relevant population has been identified and that the sample is representative in the sense of not being biased (e.g. to preferential sampling of better quality reservoir rock). Further, the example does not assess variability, it uses variability data to assess uncertainty in a single quantity.
Finally, we note that even if a relevant population is identified and the sample comes from that population, if the sample is not representative, it will fail to identify all possible outcomes and/or lead to erroneous assignment of probabilities for those outcomes that it did identify.
As stated above, it is hard to think of variable quantities, that are pertinent and important to oil and gas decisions, which meet the above criteria. For example, can we consider the process that produced the porosity of a given core plug to be the same as the process that generated a nearby one? Probably not if they are different lithotypes. So we restrict our population to core-plugs from the same lithotype. But even then, what about variations within lithotypes due to somewhat different processes operating at different points, for example, diagenetic over-print? As we know more and more, our relevant population reduces until, in the limit, it is a population of one, the specific event we are interested in. This even applies to known outcomes. Consider past oil prices, the more and more information we get about what was causing the observed changes in oil prices the smaller and smaller sub-populations we can divide them into.
None-the-less we do need to make uncertainty assessments for spatial and temporal quantities. In doing so we need to ensure that such assessments are consistent with (but are unlikely to be fully-determined by) any representative statistics we have from a relevant population.
In short, it is the probability-assessor's judgment if and how to use sample statistics in assigning probabilities. We suggest that the uncritical use of observed frequencies to assign probabilities is a major cause of poor uncertainty assessment (e.g. biased, overconfident), thus leading to poor decisions. "Uncritical use" could be: generating a frequency plot from a data base and fitting some probability distribution without thinking about whether the data come from a population that is relevant for the uncertain events we are interested in. The choice of population is arbitrary, but crucial. Even if the data do come from a relevant population, are they representative? And if they are representative, is there any other information we have (apart from the data) that should be incorporated in our assessment of uncertainty (the identification of possible outcomes and assignment of probabilities). To use unadjusted frequencies as probabilities we effectively have to say that we can define a population such that we can treat the variability within it as if it was random measurement error.
Modeling variability
Discussion of the uncertainty in the true values of some quantity at un-sampled points in a variable system usually arises from a need to model the variability -e.g. develop a spatial model of rock properties, or temporal model of production, price etc. When it comes to modeling variability, each location, time, or index is, strictly, considered to be a different variable (although the quantity is the same) with its own PDF. For example, the average daily price in April is a different variable from the average daily price in May (but it is the same quantity, average daily price in a month). Each location/time where the quantity has not been measured has the property of uncertainty so, for example, we assign a PDF to quantify the uncertainty in April's average price and another PDF to quantify the uncertainty in May's price. Note that, as discussed in the introduction to Section 3, the variable uncertain quantities that we are interested in modeling are often spatial or temporal averages.
Additionally the true values may be spatially or temporally correlated -porosities of core-plug-sized volumes of rock that that are spatially close to each other are likely to have similar values -spatially correlated -the average oil price one month is likely to be similar to the average oil price the previous monthtemporally correlated, or, if the quantity of interest is opening price one day, that is likely to be similar to the opening price the next day and one type of quantity (porosity) might provide useful information about (be correlated with) another (permeability).
Such systems are modeled with some form of stochastic process -e.g. geostatistical and object models for spatial variables; Geometric Brownian Motion and mean-reversion models for prices. A single realization from ones of these processes is a model of the variability. Multiple realizations produce models of the uncertainty at each location/time. In deciding how to use descriptive statistics (frequencies, means, standard deviations, etc) from any sample that is available, as inputs to the models, key questions to consider are:
-Temporal: does the variability of past prices contain sufficient information to model the variability of prices in the future and their uncertainty (identify all possible outcomes and assign probabilities)?
-Spatial: does the variability of sampled locations contain sufficient information to model the variability at other locations and assess their uncertainty?
As per the previous section, the consideration of these questions should start with the identification of relevant populations (most likely requiring disaggregation into sub-populations for spatial variables) and queries as to how representative is the sample. The identification of relevant populations should be based upon consideration of the processes that generated the variability. If one judges it reasonable to assume that the variation is due to random perturbations in the generating process, then one has a good basis for defining a population and , if the sample is representative, using it to quantify the variability.
Our observation is that the sample is often taken as representative and the frequencies derived from it are used as the only information with which to assign probabilities at the unknown times or locations. This can lead to the uncertainty being under estimated globally (sample is not representative of population), or being overestimated locally (there is additional relevant information at a point or time).
Concluding remark
Some may be despondent about the foregoing discussions and our ability to deal with uncertainty. The good news is that we can nearly always quantify uncertainty and probability is always relevant. More good news is the beneficial shift in mindset that occurs when one realizes that probability is just a way of quantifying one's uncertainty based on the information we have, rather than thinking we need to discover some correct probability that we don't have adequate information for, or that it only applies in data-rich situations. This realization can be tremendously liberating. However, we may find that the resulting uncertainty is much greater than we are comfortable with. But even then, remembering that the ultimate goal is decision-making, sensitivity analysis might show that the best option does not change over quite a wide range of probabilities, so we do not need to be concerned. And if not, it's the best we can do. Probability is a friend, not a foe nor an irrelevance. It enables us to express honestly our state of information, the main objective of many people's employment.
The main requirements for these benefits are clarity and consistency: we must be clear, particularly about the exact nature, or definition, of the events we are assigning probabilities to; we must remove bias in so far as possible -our probabilities should be consistent with our information; and we must be consistent when reasoning under uncertainty (making inferences) by using the rules of probability manipulation.
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Appendix
As an example of a situation when variability might assist in the assignment of probabilities to uncertain events, consider porosity measurements from a reservoir. Each single datum is measured at a given location by a given method and measurements at multiple locations thus yield variability -where the porosity at one point differs from that at others.
To represent the porosity across the reservoir, however, (e.g., for use in volumetric calculations) we might wish to estimate the mean porosity of the entire reservoir -i.e. a single value that we are uncertain of, thus it is not relevant to try to assess or model its variability (since it is a single value) but we can use information garnered from spatial variability to assess the uncertainty in that value.
If we could measure the porosity at every point across the reservoir, we could, in theory, calculate the true mean porosity of the entire reservoir and there would be no uncertainty in that value beyond measurement error. Given the strictures of time and resources, however, we actually have to estimate the mean porosity of the reservoir from our sample of individual porosity values, thus we will remain uncertain as to the true value of the mean porosity. The same arguments apply to some other volume of interest, say a particular zone within the reservoir, or within a grid-block.
To demonstrate the distinction between variability in the individual data (porosity values at specific points) and uncertainty around the parameter we are trying to estimate (the mean porosity of the reservoir), we have simulated an example showing how each changes with the number of observations in our sample. Note that there is an important assumption here: earlier we specified that a sample need to be representative both in terms of size (number of measurements) and in terms of not being biased (e.g. no preferential sampling of better reservoir-quality rock). This example explores the former (size effects) and assumes the latter -it is unbiased.
. Figure 1 Variability Example. The subplots show frequency plots for samples of different sizes generated from the skewed porosity distribution in the first subplot. As can be seen, as the sample size increases, the frequency plots more strongly resemble the generating function. Figure 1 shows the samples of porosity measurements generated from the skewed distribution shown in the first subplot -a beta(1.5, 3) distribution with its minimum located at 0.1 and maximum at 0.6 porosity. Each of the subsequent subplots shows a sample of increasing size, from N =1 up to N =1000, each building on the previous -that is the N = 100 sample includes all of the values from the N = 50 sample and then an additional 50.
Looking at the figure, one can see that, as the sample size increases, the mean of the sample tends to shift closer to the true mean of the population (the generating function). By comparison, the variance of the sample (measuring how much the individual observations differ from the mean) tends to increase slightly with sample size, before closing in on the 0.101 population parameter. That is, the variability within the sample increases slightly as sample size increases (because sample standard deviation is a biased estimator of population standard deviation and tends to underestimate variability in observations when sample size is small). The same holds true of alternate measures of variability like the range of values observed -as the sample size increases, the range of values observed tends to increase towards the actual range existing in the population. Figure 2 , by comparison, shows the effect of increasing sample size on our estimate of the mean porosity of the reservoir. This figure demonstrates the reasoning that underlies the creation and interpretation of confidence intervals around a sample mean -in which we are confident that the population mean should be found. Simply put, within each subplot, 1000 samples of the indicated size have been drawn from the generating function shown in Figure 1 's first subplot and what is shown is a frequency plot of the mean porosities from each of those 1000 samples. That is, for samples of each size, the figure shows how much those samples tend to differ from one another.
Figure 2
Distributions of mean porosities from randomly generated samples of sizes from N = 1 to 1000. This reflects alternate, possible outcomes of the process that generated the means shown in Figure  1 . As a sample mean is an estimator of the parameter we are interested in, the population mean, this distribution of possible sample means reflects how confident we should be that our sample mean is close to the population mean for samples of these differing sizes. Note that, only in the case where you have a sample size of 1 does this uncertainty around the location of the population mean correspond to the variability in porosity. As sample sizes increase, the uncertainty narrows around the population mean and becomes normally distributed. As one would expect, when the sample size is 1, this process creates a frequency plot that is very similar to the final subplot in Figure 1 -as the mean of each sample here is a single porosity value. This indicates that, given a sample size of 1, our uncertainty around the mean porosity corresponds to the variability in the function that generated our sample. Of course, with a sample size of one, we would have little idea of the shape of the generating function, so that knowledge is of limited use to us.
As sample size increases, however, the shape of the distribution begins to change. Even with N = 2, however, the distribution of sample means becomes markedly less skewed and, by the time that N = 5, it looks closer to a normal distribution than the original beta. This is a function of a statistical effect known as the central limit theorem -regardless of the shape of the distribution from which individual values have been drawn, our uncertainty regarding the location of the mean of that distribution is best represented by a normal distribution around our sample mean (technically, where N > 30 but, as can be seen in our example, even when samples are far smaller than that a normal distribution is a better representation than the original generating function).
This demonstrates that, subject to the assumptions we have made about the sample being unbiased, as our sample size increases, we can be increasingly certain that the mean of our sample is close to the population mean. Because of this mathematical regularity, we do not actually need to draw repeated samples because we can calculate, from our one sample, a confidence interval into which we are certain (to some stated level) that the population mean will fall. Typically, this is done by calculating the standard error of the mean (SD/√N) and then multiplying this by the desired critical value (conventionally α = .05, which yields a 95% confidence interval, although an interval representing any desired level of confidence or uncertainty can be created) of a tdistribution with the degrees of freedom in our sample. Given the formula for calculating the standard error of the mean, it is clear that increasing the sample size reduces the standard error and thus the width of the confidence interval. That is, as sample size increases, the range which we are 95% certain that the population mean must fall within narrows.
This example, therefore, shows a key difference between the variability in a dataset (our collection of porosity measurements) and our uncertainty regarding a parameter that we are trying to estimate (the mean porosity of an entire reservoir). The first tends to increase as we gain additional information and then stabilize such that additional data leave it unaffected, whereas the second continually decreases with increasing sample size. It also demonstrates that, while a measure of the variability of the initial dataset (its standard deviation) is used to calculate the standard error of the mean and thus the confidence interval we expect the population mean to fall within, the distribution of the initial dataset is largely (and, with increasing N, increasingly) unrelated to our uncertainty around this population parameter.
There are, of course, caveats to this. For instance, the central limit theorem assumes sampling with replacement -that is, in our example, that you could, by chance, sample the same location's porosity repeatedly. Of course, this rarely holds in real world examples but, even if sampling without replacement is assumed, the central limit theorem holds without any need for correction so long as the sample size constitutes no more than 5% of the total population. That is, even if you had measured the porosity at 1000 locations, you would not need to correct the central limit theorem statistics unless there were fewer than 20,000 locations where porosity could, theoretically, be sampled. Given the size of a core sample relative to a reservoir, this stricture is unlikely to ever be imposed.
Another troublesome condition is that the sampling be of independent and identically distributed (or at least exchangeable) variables. In fact, of course, neither the distribution of porosity across a reservoir or the sampling mechanisms used are random and the condition of independent identically distributed requires sampling with replacement which, as discussed above, does not occur in most real sampling situations. However, extensions of central limit theorem have shown that, even where these conditions are not met, convergence to a normal distribution can be observed. For example, so long it can be assumed that observations separated (temporally or spatially) from one another are independent -even if adjacent ones are not -then the confidence interval around the mean of a sample will still converge to a normal distribution.
Given this, the use of the central limit theorem to construct confidence intervals around a sample mean remains a useful starting point when considering our uncertainty about the location of a population meanalthough this will, of course, be subject to alteration depending on our what other relevant information we have and the magnitude of our concerns regarding the statistical assumptions that our sample may not meet.
