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WIENER-TYPE TESTS FROM A TWO-SIDED GAUSSIAN BOUND
ERMANNO LANCONELLI, GIULIO TRALLI, AND FRANCESCO UGUZZONI
Abstract. In this paper we are concerned with hypoelliptic diffusion operators H. Our
main aim is to show, with an axiomatic approach, that a Wiener-type test of H-regularity
of boundary points can be derived starting from the following basic assumptions: Gauss-
ian bounds of the fundamental solution ofH with respect to a distance satisfying doubling
condition and segment property. As a main step towards this result, we establish some
estimates at the boundary of the continuity modulus for the generalized Perron-Wiener
solution to the relevant Dirichlet problem. The estimates involve Wiener-type series,
with the capacities modeled on the Gaussian bounds. We finally prove boundary Ho¨lder
estimates of the solution under a suitable exterior cone-condition.
1. Introduction
Let us consider the following linear second order Partial Differential Operators
(1.1) H =
N∑
i,j=1
qi,j(z)∂
2
xi,xj
+
N∑
k=1
qk(z)∂xk − ∂t,
in the strip of RN+1
S = {z = (x, t) : x ∈ RN , T1 < t < T2}, −∞ ≤ T1 < T2 ≤ ∞.
We assume the coefficients qi,j = qj,i, qk of class C
∞, and the characteristic form
qH(z, ξ) =
N∑
i,j=1
qi,j(z)ξiξj , ξ = (ξ1, . . . , ξN ) ∈ RN ,
nonnegative definite and not totally degenerate, i.e., qH(z, ·) ≥ 0, qH(z, ·) 6≡ 0 for every
z ∈ S. We also assume the hypoellipticity of H and of its adjoint H∗, and the existence of a
global fundamental solution
(z, ζ) 7→ Γ(z, ζ)
smooth out of the diagonal of S × S.
In [25] a deep Potential Analysis for H has been developed only assuming a two sided
Gaussian-type estimate for Γ. Such analysis was mainly aimed to obtain regularity crite-
ria and uniform boundary estimates for the Perron-Wiener-Brelot-Bauer (PWBB, in short)
solution to the Dirichlet problem for H in terms of suitable series involving balayage poten-
tials. Under the same assumptions, our objective here is to prove Wiener-type tests for H
and to estimate the continuity modulus at the boundary of the PWBB-solution in terms of
Wiener-type series, i.e. series involving H-capacity of ring-shaped sets of Γ.
Before we state our main results we want to give a precise description of our assumptions
and to recall some notations and results from [25]. First of all, when we say that Γ is a
fundamental solution for H we mean
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(i) Γ(·, ζ) ∈ L1loc(S) and H(Γ(·, ζ)) = −δζ, the Dirac measure at {ζ}, for every ζ ∈ S;
(ii) for every compactly supported continuous function ϕ on RN and for every x0 ∈ RN ,
τ ∈]T1, T2[, we have
(1.2)
∫
RN
Γ(x, t, ξ, τ)ϕ(ξ) dξ → ϕ(x0), as (x, t)→ (x0, τ), t > τ .
Given a metric d : RN × RN → R, we call d-Gaussian (of exponent a > 0) any function
G(d)a (z, ζ) = G
(d)
a (x, t, ξ, τ) =
{
0 if t ≤ τ,
1
|Bd(x,
√
t−τ)| exp
(
−ad(x,ξ)2
t−τ
)
if t > τ.
Hereafter, if A ⊆ RN (A ⊆ RN+1), |A| denotes the N -dimensional ((N + 1)-dimensional)
Lebesgue measure of A. Moreover, we denote the d-ball of center x and radius r > 0 as
Bd(x, r) = B(x, r) = {y ∈ RN : d(x, y) < r}.
Then, our crucial axiomatic assumption is the existence of a distance d in RN such that the
following Gaussian estimates for Γ hold
(H) 1ΛG
(d)
b0
(z, ζ) ≤ Γ(z, ζ) ≤ ΛG(d)a0 (z, ζ), ∀z, ζ ∈ S,
for suitable positive constants a0, b0, and Λ. Throughout the paper we keep such a distance d
fixed, and we will simply write Ga instead of G
(d)
a . We shall make the following assumptions
on the metric space (RN , d):
(D1) The d-topology is the Euclidean topology. Moreover (RN , d) is complete and, for
every fixed x ∈ RN , d(x, ξ) → ∞ if (and only if) ξ → ∞ with respect to the usual
Euclidean norm.
(D2) (RN , d) is a doubling metric space w.r.t. the Lebesgue measure, i.e. there exists a
constant cd > 1 such that
|B(x, 2r)| ≤ cd|B(x, r)|, ∀x ∈ RN , ∀r > 0.
We will always denote by Q = log2 cd the relative homogeneous dimension.
(D3) (RN , d) has the segment property, i.e., for every x, y ∈ RN there exists a continuous
path γ : [0, 1]→ RN such that γ(0) = x, γ(1) = y and
d(x, y) = d(x, γ(t)) + d(γ(t), y) ∀t ∈ [0, 1].
Given an operator H satisfying (H) w.r.t. a metric d verifying (D1)–(D3), we set
(1.3) |H| = Λ+ a−10 + b0 + cd.
The operatorH endows the strip S with a structure of β-harmonic space satisfying the Doob
convergence property, see [25, Theorem 3.9]. As a consequence, for any bounded open set
Ω with Ω ⊆ S, the Dirichlet problem{
Hu = 0 in Ω,
u|∂Ω = ϕ
has a generalized solution HΩϕ , in the Perron-Wiener sense, for every continuous function
ϕ : ∂Ω → R. A point z0 ∈ ∂Ω is called H-regular if limz→z0 HΩϕ (z) = ϕ(z0) for every
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ϕ ∈ C(∂Ω). The main result of this paper is the following Wiener-type test for the H-
regularity of the boundary points of Ω.
Theorem 1.1. Let z0 = (x0, t0) ∈ ∂Ω, and λ ∈]0, 1[.
(i) If there exists 0 < a ≤ a0 and b > b0 such that
(1.4)
+∞∑
h,k=1
Ca
(
Ωhk(z0, λ)
)∣∣∣B (x0,√λk)∣∣∣λ
bh = +∞
then the point z0 is H-regular.
(ii) If the point z0 is H-regular, then
(1.5)
+∞∑
h,k=1
Cb
(
Ωhk(z0, λ)
)∣∣∣B (x0,√λk)∣∣∣λ
ah = +∞
for every b ≥ b0 and 0 < a ≤ a0.
We postpone to the end of the Introduction (Subsection 1.1) some comments on this
theorem, along with an historical overview and explicit examples of operators to which our
results apply.
In the above theorem we have denoted, for h, k ∈ N,
Ωhk(z0, λ) =
{
ζ = (ξ, τ) ∈ S r Ω : λk+1 ≤ t0 − τ ≤ λk,(1.6)
(
1
λ
)h−1
≤ exp
(
d2(x0, ξ)
t0 − τ
)
≤
(
1
λ
)h
, dˆ(z0, ζ) ≤
√
λ
}
.
Moreover, for a compact set F ⊂ S, Ca(F ) stands for the capacity of F with respect to
the d-Gaussian kernel of exponent a (see Section 2 for the classical definition). We have also
set
dˆ(z, ζ) = (d(x, ξ)4 + (t− τ)2)14 , z = (x, t), ζ = (ξ, τ) ∈ S.
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We shall call dˆ the parabolic counterpart of d. The relative parabolic balls are
Bˆ(z, r) = {ζ ∈ S : dˆ(z, ζ) < r}, z ∈ S, r > 0.
As a main step in the proof of (1.4), in Theorem 1.2 below we establish an estimate of
the continuity modulus of HΩϕ at the boundary points of Ω in terms of Wiener-type series
modeled on the d-Gaussian functions appearing in (H). To explain this estimate we need
some more recalls from [25]. For l ∈ N and λ ∈]0, 1[, we denote by Vl the H-balayage
potential of the set
(
Bˆ(z0, λ
l
2 ) ∩ {t ≤ t0}
)
rΩ. We know that 0 ≤ Vl ≤ 1. For any ρ ∈]0, 1[,
the function
(1.7) W =Wρ =
∞∑
l=1
ρl(1− Vl)
is what we call a H-Wiener function for Ω at z0. This function can be used to characterize
the H-regularity of the boundary point z0. We have indeed (see [25, Theorem 5.4])
(1.8) lim
z→z0
HΩϕ (z) = ϕ(z0) for every ϕ ∈ C(∂Ω) if and only if W(z)→ 0 as z → z0.
An even stronger result holds true: the continuity modulus of HΩϕ at z0 can be estimated
only in terms of W and of the continuity modulus of the boundary data ϕ. In fact, we have
the following
(1.9) |HΩϕ (z)− ϕ(z0)| ≤ ϕ˜(z0,W(z)) ∀z ∈ Ω,
where ϕ˜(z0, s) is a suitable function, depending on ϕ, which is monotone increasing in s
(we refer the reader to [25, Theorem 5.2 and Remark 5.3] for the details). In this paper we
show that the Wiener function W , and thus |HΩϕ (z)− ϕ(z0)|, can be estimated in terms of
Wiener-type series.
Theorem 1.2. Let a0 and b0 be the positive constants in (H), and λ ∈]0, 1[. For every
0 < a ≤ a0 and b > b0 there exist positive constants C and ρ0 (only depending on a, b, |H|, λ)
such that
(1.10) Wρ(z) ≤ C exp

− 1
C
∑
N∋k≤ log dˆ2(z0,z)log λ
+∞∑
h=1
Ca
(
Ωhk(z0, λ)
)∣∣∣B (x0,√λk)∣∣∣λ
bh

 for every z ∈ S,
for any 0 < ρ ≤ ρ0.
From (1.10) we can derive an integral estimate involving the Lebesgue measures of the
following sections
Eλ(ρ, τ) =
{
x ∈ RN : z = (x, τ) ∈ S r Ω, dˆ(z0, z) ≤
√
λ, exp
(
d2(x0, x)
t0 − τ
)
≤ ρ
}
.
Theorem 1.3. For any λ ∈]0, 1[ and b > b0 there exist positive constants C and ρ0 (only
depending on |H|, λ, b) such that
(1.11) Wρ(z) ≤ C exp
(
− 1
C
∫ λ
dˆ2(z0,z)
∫ +∞
1
|Eλ(ρ, t0 − η)|∣∣B (x0,√η)∣∣
dρ
ρ1+b
dη
η
)
for every z ∈ S,
WIENER-TYPE TESTS FROM A TWO-SIDED GAUSSIAN BOUND 5
for any 0 < ρ ≤ ρ0. In particular, z0 is H-regular if∫ λ
0
∫ +∞
1
|Eλ(ρ, t0 − η)|∣∣B (x0,√η)∣∣
dρ
ρ1+b
dη
η
= +∞
for some b > b0.
Finally, from Theorem 1.3, we can obtain a Ho¨lder estimate of the solutions at the
boundary points satisfying an exterior d-cone condition. We explicitly remark that, under
such geometrical condition, the series in (1.4) diverges for any b, ensuring the regularity of
z0 (as we already know by [25]).
Theorem 1.4. Assume the exterior d-cone condition (5.3) holds at z0. Let ϕ ∈ C(∂Ω,R)
be such that [ϕ]z0,δ = supρ>0 supdˆ(z,z0)≤ρ
|ϕ(z)−ϕ(z0)|
ρδ
<∞ for some δ > 0. Then, there exist
0 < α0 ≤ 1 and c > 0 only depending on |H|, d, δ,Ω, and the constants M0, r0, θ in the
d-cone condition (5.3) such that
(1.12) |HΩϕ (z)− ϕ(z0)| ≤ c[ϕ]z0,δ
(
dˆ(z0, z)
)α0
for all z ∈ Ω.
We would like to emphasize that the estimates (1.9)-(1.10)-(1.11)-(1.12) depend on the
operator H only through the constant |H| in (1.3). This allows to extend our results to
operators with non-smooth coefficients. See also Subsection 1.1 below.
This paper is organized as follows. In Section 2 we recall the different notions of capacities
we are going to exploit, i.e. the balayage capacity and the capacities with respect to Γ and
to the Gaussian kernels. We show how they compare each other and with the Lebesgue
measure. In Section 3 we establish Gaussian bounds for the Green kernels on suitable
cylinders. Then, we use them to prove a couple of very technical but powerful lemmas
(Lemma 3.3 and Lemma 3.4). They deal with an estimate of the balayage potential of some
compact set by a term involving Green-equilibrium potentials. These lemmas will be crucial
in Section 4, where we are going to complete the proofs of Theorem 1.2 and Theorem 1.1.
We first establish Theorem 1.2 and we derive from that Theorem 1.1, part (i). The proof of
part (ii) is obtained by bounding the balayage potential of Ωhk(z0, λ) and it closes Section
4. In Section 5 we prove the integral estimate in Theorem 1.3. The d-cone condition allows
us to bound further this integral term and to get at last Theorem 1.4.
1.1. Some comments and historical notes. We would like to comment here on Theorem
1.1. If G
(e)
a is the Gaussian function related to the Euclidean distance in RN , i.e.
G(e)a (x, t, ξ, τ) =
1
ωN (t− τ)N2
exp
(
−a |x− ξ|
2
t− τ
)
, for t > τ,
then the G
(e)
a -capacity of a compact set is independent of a. Precisely, for any a, b > 0 there
exists a constant c = c(a, b) > 0 (independent of F ), such that
(1.13)
1
c
Ca(F ) ≤ Cb(F ) ≤ c Ca(F ) for any compact set F ⊂ RN+1.
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This not trivial result was proved in [22, Proposizione 2].1 As a consequence, in the Euclidean
case, we can replace Ca and Cb in (1.4) and (1.5) with
C = C 1
4
that is the capacity related to the Heat kernel and to the Heat operator ∆ − ∂t. Hence, in
the Euclidean case, the Wiener-type series in (1.4) and (1.5) take the form
(1.14)
+∞∑
h,k=1
C (Ωhk(z0, λ))
λ
kN
2
λαh.
By Theorem 1.1, if the series in (1.14) is divergent then z0 ∈ ∂Ω is
(
1
β
∆− ∂t
)
-regular if2
0 < β4 < α. Viceversa, if z0 is
(
1
β
∆− ∂t
)
-regular then the series (1.14) is divergent for every
α ≤ β4 . This result was first proved in [22, Lemma 2.4 and Teorema A] (see also [24]). One
of its consequences is the following one: if z0 ∈ ∂Ω is
(
1
β
∆− ∂t
)
-regular and γ < β, then z0
is
(
1
γ
∆− ∂t
)
-regular. This result is sharp. Indeed, if γ < β, using the classical Petrowski’s
regularity criterion in [29] (see also [9, Theorem 8.1]), one can find an open set Ω and a
point z0 ∈ ∂Ω which is regular for
(
1
γ
∆− ∂t
)
and not regular for
(
1
β
∆− ∂t
)
.
We would also like to recall here the celebrated Wiener test for the Heat equation. Define,
for k ∈ N,
Ω′k(z0) =
{
z ∈ RN+1 \ Ω : λ−k ≤ Γe(z0, z) ≤ λ−(k+1)
}
,
where Γe = G
(e)
1
4
denotes the Heat kernel, i.e. the fundamental solution of ∆− ∂t. Then,
z0 is (∆− ∂t) -regular if and only if
+∞∑
k=1
C (Ω′k(z0))
λk
=∞.
The easy part of this criterion (its only if part) was proved in [21]. The if part is due
to Evans and Gariepy in [10]. A necessary and sufficient condition of (∆− ∂t)-regularity
in terms of Wiener-type series was previously proved by Landis in [26]. Landis’s criterion
involves series of the type
∑
k vk(z0), where vk is the Heat-equilibrium potential of {z ∈
R
N+1
r Ω : ρk ≤ Γe(z0, z) ≤ ρk+1} being ρk a certain sequence of positive real numbers
such that
ρk+1
ρk
ր +∞. The first (∆− ∂t)-regularity criterion involving Heat-capacity and
the level-rings of the fundamental solution appeared in literature in 1954, and it is due to
Pini [30]. Pini’s result is related to the Heat equation in spatial dimension N = 1, and gives a
sufficient regularity criterion for particular open sets with continuous boundary. The Evans-
Gariepy Wiener test was extended to parabolic operators with smooth variable coefficients
by Garofalo and Lanconelli in [15], and to parabolic operators with C1-Dini continuous
coefficients by Fabes-Garofalo-Lanconelli in [11].
Classical parabolic operators in divergence form, with merely measurable coefficients, are
endowed with a fundamental solution satisfying the estimates (H) with respect to Euclidean
Gaussians Gea (see [1], see also [31, 33, 17]). Then all our results apply to these equations:
they were first proved in [22] and in [23].
1We do not know if (1.13) holds for Gaussian kernels related to non-Euclidean distances.
2The fundamental solution of
(
1
β
∆− ∂t
)
is the Euclidean Gaussian Geβ
4
.
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Degenerate parabolic operators with Ho¨lder continuous coefficients, of the kind
(1.15)
m∑
i,j=1
ai,j(x, t)XiXj +
m∑
k=1
ak(x, t)Xk − ∂t
where X = {X1, . . . , Xm} is a system of vector fields satisfying the celebrated Ho¨rmander
rank condition, have a fundamental solution satisfying the estimates (H) with respect to d-
Gaussian functions, where d is the Carnot-Caratheodory distance related to X . The matrix
(ai,j)i,j=1,...,m is symmetric and uniformly strictly positive definite. Then, the operator in
(1.15) can be suitably approximated with a sequence (Hj)j∈N of operators of the kind (1.1)
with smooth coefficients and such that the sequence of constants |Hj | in (1.3) has a finite
upper bound (we directly refer to the papers [2, 4, 5, 25, 36] for the details, see also [20, 32]).
Then all our results in the present paper apply to the operators in (1.15).
In the stationary case, Wiener-type tests for second order degenerate-elliptic equations
with underlying sub-Riemannian structures are well settled in literature, see the papers by
Hueber [19], Hansen and Hueber [18], Negrini and Scornazzani [28]; see also the very recent
papers [35, 37], and the references therein. On the contrary, as far as we know only a few
papers have been devoted to the Wiener test for evolution equations in sub-Riemannan
settings: we mention the paper by Scornazzani [34], where a Wiener test of Landis-type for
a Kolmogorov equation is proved, and the work [16] of Garofalo and Segala, in which the
Wiener test for the Heat equation on the Heisenberg group is established. In these settings,
more literature is available relating to the boundary behavior, in sufficiently regular domains,
of nonnegative solutions to evolution equations (see e.g. the recent papers [6, 7, 13, 27], and
the references therein).
2. Capacities
We want to briefly recall here some classical notions of potential theory. They allow us
to define and compare all the different capacities which play a big role for our scopes.
For a given a compact set F ⊆ S, we put
ΦF = {v ∈ H(S) : v ≥ 0 in S, v ≥ 1 in F},
where H(S) is the set of H-superharmonic functions in S. We also indicate WF = inf{v :
v ∈ ΦF }. Then we can define3 the (H-)balayage potential of F
VF (z) = lim inf
ζ→z
WF (ζ), z ∈ S.
We are going to denote by µF the Riesz-measure of VF , and we let CH(F ) = µF (F ).
Let nowX be a Hausdorff locally compact topological space, and letK : X×X → [0,+∞]
be a lower semicontinuous function. If in addition K(·, ζ) 6≡ 0 for any fixed ζ ∈ X , we will
3We agree to let
lim inf
ζ→z
w(ζ) = sup
V ∈Uz
(inf
V
w)
being Uz a basis of neighborhoods of z.
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say that K is a kernel on X . Given a compact set F ⊆ X , we denote by M+(F ) the set of
nonnegative Radon measures supported on F . Let us define
CK(F ) = sup
{
µ(F ) : µ ∈M+(F ), and K ∗ µ(z) =
∫
K(z, ζ)dµ(ζ) ≤ 1 ∀z ∈ X
}
.
Let us also denote by F(X) the collection of the compact subsets of X . The following
statements are quite standard (see e.g. the classical paper by Fuglede [14, Chapter 1,
Section 2]):
(i) CK(F ) <∞ for any F ∈ F(X);
(ii) if F1, F2 ∈ F(X) with F1 ⊆ F2, then CK(F1) ≤ CK(F2);
(iii) if K1,K2 are kernel on X such that K1 ≤ K2, then CK1(F ) ≥ CK2(F ) for every
F ∈ F(X);
(iv) for every F ∈ F(X) there exists µ = µK ∈M+(F ) with K ∗ µ ≤ 1 in X such that
µ(F ) = CK(F );
(v) if F ⊆ ∪k∈NFk with F, Fk ∈ F(X), then CK(F ) ≤
∑
k∈N CK(Fk).
The measure µK will be called K-equilibrium measure of F , and the function K ∗µK will be
called a K-equilibrium potential of F . In what follows we will exploit these notions mostly
with the kernels Γ and Ga. We will always write Ca instead of CGa .
We now start to establish some capacitary estimates. The following will be exploited in
Section 4.
Proposition 2.1. Let z0 = (x0, t0) ∈ S, and let Bˆ(z0, r) be such that Bˆ (z0, (1 + θ)r) ⊆ S,
with θ > 0. Then, for any a > 0, there exists a constant C depending on θ such that
(2.1) Ca
(
Bˆ(z0, r)
)
≤ C |B(x0, r)| .
Proof. Let us put zr = (x0, tr), where tr = t0+
(
1 + θ2
)2
r2. We note that zr ∈ S. For every
z = (x, t) ∈ Bˆ(z0, r) we have
tr − t = tr − t0 + t0 − t ≥
(
1 +
θ
2
)2
r2 − r2 ≥ θr2 and d
2(x, x0)
tr − t ≤
r2
θr2
=
1
θ
,
so that
Ga(zr, z) ≥ 1∣∣∣B (x0,√θr)∣∣∣ exp
(
−a
θ
)
≥ 1
C
1
|B(x0, r)| .
As a consequence, if v and ν are, respectively, a Ga-equilibrium potential and measure of
Bˆ(z0, r), we have
1 ≥ v(zr) =
∫
Bˆ(z0,r)
Ga(zr, ζ) dν(ζ) ≥ 1
C |B(x0, r)| ν
(
Bˆ(z0, r)
)
and hence Ca
(
Bˆ(z0, r)
)
= ν
(
Bˆ(z0, r)
)
≤ C |B(x0, r)|. 
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Let F be a compact set contained in S. We want to compare CH(F ) and CΓ(F ). If µF is
the balayage-measure of F , from the fact that Γ ∗ µF ≤ 1 in S (see [25, Proposition 8.3]),
we immediately get
CH(F ) ≤ CΓ(F ).
To prove the reverse inequality, let us denote by ν a Γ-equilibrium measure of F . Then
Γ ∗ ν ≤ 1 in S so that, if u ∈ ΦF , we have
u− Γ ∗ ν ∈ H(S r F ), lim inf
SrF∋z→ζ
(u − Γ ∗ ν)(z) ≥ u(ζ)− 1 ≥ 0 ∀ζ ∈ ∂F
and lim inf
d(x,0)→+∞
(u− Γ ∗ ν)(x, t) ≥ 0 ∀t ∈]T1, T2[.
The minimum principle (see [25, Proposition 3.10]) implies u ≥ Γ∗ν in SrF . This inequality
holds all over S since u ≥ 1 ≥ Γ ∗ ν on F . Thus u ≥ Γ ∗ ν for all u ∈ ΦF . As a consequence
WF ≥ Γ ∗ ν and hence
VF (z) = lim inf
ζ→z
WF (ζ) ≥ lim inf
ζ→z
Γ ∗ ν(ζ) ≥ Γ ∗ ν(z) for all z ∈ S.
From the fact that VF = Γ ∗ µF in S r ∂F (see [25, Proposition 8.3]), we obtain
(2.2) Γ ∗ ν ≤ Γ ∗ µF in S r ∂F.
Now we need a lemma.
Lemma 2.2. Let µ1, µ2 ∈M+(F ) such that Γ ∗ µ1 ≤ Γ ∗ µ2 in S r F . Then
µ1(F ) ≤ c µ2(F ).
Proof. Let t ∈]T1, T2[ such that F ⊂ RN×]T1, t[. Then, for any ξ ∈ RN and τ ∈]T1, t[, we
have
1
βΛ
≤ 1
Λ
∫
RN
Gb0(x, t, ξ, τ) dx ≤
∫
RN
Γ(x, t, ξ, τ) dx ≤ Λ
∫
RN
Ga0(x, t, ξ, τ) dx ≤ βΛ
for some positive structural constant β (see [25, Proposition 2.2 and Proposition 2.4]). As
a consequence
µ1(F ) =
∫
F
dµ1 ≤ βΛ
∫
F
(∫
RN
Γ(x, t, ξ, τ) dx
)
dµ1(ξ, τ)
= βΛ
∫
RN
(∫
F
Γ(x, t, ξ, τ) dµ1(ξ, τ)
)
dx = βΛ
∫
RN
Γ ∗ µ1(x, t) dx
≤ βΛ
∫
RN
Γ ∗ µ2(x, t) dx = βΛ
∫
F
(∫
RN
Γ(x, t, ξ, τ) dx
)
dµ2(ξ, τ)
≤ (βΛ)2
∫
F
dµ2 = c µ2(F ).

The last lemma and inequality (2.2) imply
CΓ(F ) = ν(F ) ≤ c µF (F ) = c CH(F ).
Thus, we have just proved the following proposition.
Proposition 2.3. The capacities CΓ and CH are equivalent on the family of the compact
subsets of S.
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Corollary 2.4. For every 0 < a ≤ a0 and b ≥ b0 there exists a positive constant c = c(a0, b0)
such that
1
c
Ca(F ) ≤ CH(F ) ≤ c Cb(F )
for every compact set F ⊂ S.
The following proposition, with some interest in its own, it will be important in Section
5.
Proposition 2.5. Let A be a compact subset of RN , τ ∈]T1, T2[, and a > 0. There exists a
positive constant c independent of A and τ such that
(i) |A| ≤ c Ca(A× {τ});
(ii) CH(A× {τ}) ≤ c |A|.
Proof. Let us start by proving the first inequality. Let ν be the Lebesgue measure supported
on A× {τ}. For any (x, t) ∈ S, we have
Ga ∗ ν(x, t) =
∫
A
Ga(x, t, ξ, τ) dξ ≤
∫
RN
Ga(x, t, ξ, τ) dξ ≤ β
for some positive constant β (see [25, Proposition 2.4]). Hence Ga ∗ νβ ≤ 1 in S, so that
Ca(A× {τ}) ≥ ν
β
(A× {τ}) = |A|
β
.
Let us now prove the inequality in (ii). Let us consider a bounded open set O ⊂ RN
containing A, and denote by ν the Lebesgue measure supported on O × {τ}. We claim the
following:
(2.3) lim
(x,t)→(x0,τ)
t>τ
Γ ∗ ν(x, t) = 1 for every x0 ∈ O.
To prove this, let x0 ∈ O be arbitrarily fixed. Let us consider two compactly supported
continuous functions ϕ1, ϕ2 on R
N with ϕ1(x0) = ϕ2(x0) = 1 such that 0 ≤ ϕ1 ≤ χO ≤
ϕ2 ≤ 1. Here χO denotes the characteristic function of O. For any (x, t) ∈ RN×]τ, T2[ we
have∫
RN
Γ(x, t, ξ, τ)ϕ1(ξ) dξ ≤ Γ ∗ ν(x, t) =
∫
O
Γ(x, t, ξ, τ) dξ ≤
∫
RN
Γ(x, t, ξ, τ)ϕ2(ξ) dξ.
The hypothesis (1.2) gives then (2.3). Once we have proved the claim, let us pick µ ∈
M+(A×{τ}) such that Γ∗µ ≤ 1 in S. Then u = Γ∗ ν−Γ∗µ is H-harmonic in RN×]τ, T2[,
and it satisfies lim infz→(x0,τ) u(z) ≥ 0 for all x0 ∈ O. This inequality also holds at any
point x0 /∈ O since in this case we have
0 ≤ lim sup
z→(x0,τ)
Γ ∗ µ(z) ≤ Λ lim sup
z→(x0,τ)
Ga0 ∗ µ(z) = 0
being supξ∈AGa0(z, ξ, τ) → 0 as z → (x0, τ). Moreover u(z) → 0 as z → ∞ (see [25,
Proposition 8.1]). Then, the comparison principle implies u ≥ 0 in RN×]τ, T2[, i.e.
Γ ∗ µ ≤ Γ ∗ ν in RN×]τ, T2[.
This inequality extends to Sr (A× {τ}) since Γ∗µ = 0 in (RN×]T1, τ ])r (A× {τ}). Then,
by Lemma 2.2 we get
µ (A× {τ}) ≤ ν (A× {τ}) = |A| .
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Since this holds true for every µ ∈ M+(A × {τ}) with Γ ∗ µ ≤ 1, we finally obtain
CΓ (A× {τ}) ≤ |A| .
The desired inequality then follows from Proposition 2.3. 
Corollary 2.6. For every compact set A ⊂ RN , and τ ∈]T1, T2[, we have
1
C
|A| ≤ CH(A× {τ}) ≤ C |A| ,
with C independent of A and τ .
Proof. We have just to put together Corollary 2.4 and Proposition 2.5. 
3. Green estimates and crucial lemmas
Let z0 ∈ S be fixed. For simplicity of notations, we shall assume z0 = (0, 0). For any
0 < δ < 1, by the results proved in [25, Section 6] we know that
for every 0 < r there exists an open set D(r) satisfying
B(0, δr) ⊆ D(r) ⊆ B(0, r)
with the property that the parabolic boundary points of the cylindrical domains
D(r)×]a, b[, for T1 < a < b < T2,
are H-regular.
In what follows we are going to fix δ = 12 . For every M ≥ e, we let
C(M, r) = D
(√
r log (M)
)
×]− r, r[
and we denote by G(M, r; z, ζ) the Green function of C(M, r) (see [25, Section 7]). Then,
for any ζ ∈ C(M, r),
G(M, r; z, ζ)→ 0 as z → z0, ∀ z0 ∈ ∂pC(M, r).
We also know that (z, ζ) 7→ G(M, r; z, ζ) is nonnegative, lower semicontinuous, and, for any
fixed ζ ∈ C(M, r), the function z 7→ G(M, r; z, ζ) is smooth and H-parabolic in C(M, r) r
{ζ}. Moreover we have
G(M, r; z, ζ) > 0 if z = (z, t), ζ = (ξ, τ) ∈ C(M, r), t > τ.
Therefore, with the terminology introduced in Section 2, G(M, r; ·, ·) is a kernel on C(M, r).
For every compact set F ⊂ C(M, r) we will denote by C(M, r;F ) the G(M, r; ·, ·)-capacity
of F . Since Γ is a kernel on S, then CΓ(F ) is well defined for any compact F ⊂ S. By G ≤ Γ
we trivially have
CΓ(F ) ≤ C(M, r;F ) ∀F ⊂ C(M, r).
In what follows we shall use the following proposition.
Proposition 3.1. Let v be a G(M, r; ·, ·)-equilibrium potential of a compact set F ⊂ C(M, r).
Then
(i) v ≤ 1 in C(M, r);
(ii) v is H-parabolic in C(M, r) r F ;
(iii) v(z)→ 0 as z → ζ for every ζ ∈ ∂pC(M, r).
12 E. LANCONELLI, G. TRALLI, AND F. UGUZZONI
Proof. By definition of equilibrium potential, there exists a nonnegative Radon measure ν
supported in F such that v(z) =
∫
F
G(M, r; z, ζ) dν(ζ). Then the assertions follow by the
properties of the Green function (see also [25, Proposition 8.3]). 
We are interested in Gaussian bounds also for the Green kernels G. Since G ≤ Γ, of
course we have
(3.1) G(M, r; z, ζ) ≤ ΛGa0(z, ζ), ∀z, ζ ∈ C(M, r).
Furthermore, in [25, Section 7] it was obtained a Gaussian bound even from below. Here we
will actually need something more precise.
Lemma 3.2. There exists λ0 ≤ δ4 = 18 depending just on |H| such that
(3.2) G(M, r; z, ζ) ≥ 1
2
Γ(z, ζ) ≥ 1
2Λ
Gb0(z, ζ), ∀z, ζ ∈ C(M,λ0r).
Proof. We will modify the arguments in [3, Lemma 4.2 and Theorem 4.3]. Let us fix z =
(x, t), ζ = (ξ, τ) ∈ C(M,λ0r) with t > τ , with λ0 to be determined. We have
G(M, r; z, ζ) = Γ(z, ζ)−
∫
∂D(
√
r log (M))×[τ,t]
Γ(y, s, ζ) dµz(y, s)
= Γ(z, ζ)
(
1−
∫
∂D(
√
r log (M))×[τ,t]
Γ(y, s, ζ)
Γ(z, ζ)
dµz(y, s)
)
for some nonnegative Radon measure µz , which vanishes if s > t. Since µz(∂D(
√
r log (M))×
[τ, t]) ≤ 1, it is enough to bound uniformly from above the ratio Γ(y,s,ζ)Γ(z,ζ) with something going
to 0 as λ0 → 0. To this aim, by [25, Proposition 2.2] and the doubling property we get
Γ(y, s, ζ)
Γ(z, ζ)
≤ C
∣∣B(x,√t− τ )∣∣∣∣B(ξ,√s− τ )∣∣ exp
(
−3a0
4
d2(y, ξ)
s− τ
)
exp
(
b0
d2(x, ξ)
t− τ
)
≤ C
∣∣B(ξ,√t− τ + d(x, ξ))∣∣∣∣B(ξ,√t− τ )∣∣
(
t− τ
s− τ
)Q
2
exp
(
−3a0
4
d2(y, ξ)
s− τ
)
exp
(
b0
d2(x, ξ)
t− τ
)
≤ C
(√
t− τ + d(x, ξ)√
s− τ
)Q
exp
(
−a0
4
d2(y, ξ)
s− τ
)
exp
(
b0
d2(x, ξ)
t− τ −
a0
2
d2(y, ξ)
s− τ
)
,
where we allowed the structural positive constant C to change at every step. If M =
maxt>0 t
−Q2 e−
1
t , we thus have
Γ(y, s, ζ)
Γ(z, ζ)
≤ C
(
4
a0
)Q
2
M
(√
t− τ + d(x, ξ)
d(y, ξ)
)Q
exp
(
b0
d2(x, ξ)
t− τ −
a0
2
d2(y, ξ)
s− τ
)
.
By exploiting that d(y, ξ) ≥ d(y, 0)− d(ξ, 0) ≥ 12
√
δr logM , s− τ ≤ t− τ ≤ 2λ0r, d(x, ξ) ≤
2
√
λ0r logM , and logM ≥ 1 we obtain
Γ(y, s, ζ)
Γ(z, ζ)
≤ Cλ
Q
2
0 exp
((
4λ0b0 − a0
8
δ
) r logM
t− τ
)
for a suitable positive structural constant C. Hence, if λ0 ≤ a0b0 δ32 , we have
Γ(y, s, ζ)
Γ(z, ζ)
≤ Cλ
Q
2
0 .
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Therefore, there exists a positive structural λ0 such that
Γ(y,s,ζ)
Γ(z,ζ) ≤ 12 for every (y, s) ∈
∂D(
√
r log (M))× [τ, t], and for every z, ζ ∈ C(M,λ0r) with t > τ . This gives the assertion.

In what follows we fix 0 < λ ≤ λ0 < min { 1e , δ}, with λ0 as in (3.2). We are now going to
prove two lemmas which will be very crucial in the sequel.
Lemma 3.3. Let M ≥ e and 0 < r be fixed. Let F be a compact set contained in
C(M,λr) ∩ {(ξ, τ) ∈ RN+1 : τ ≤ −λ2r}.
Let us also denote by v a G(M, r; ·, ·)-equilibrium potential of F related to C(M, r). Then
there exists p0 > 0 depending just on |H|, λ such that, if we denote by p the first integer
greater or equal than p0 log(M), we have
v(z) ≥ 1
2
v(0) ∀ z ∈ C(M,λpr).
Proof. Let us denote Cˆ((x, t), r) = B(x, r)×]t−r2, t+r2[. Let µ be aG(M, r; ·, ·)-equilibrium
measure of F corresponding to V
(3.3) v(z) =
∫
F
G(M, r; z, ζ) dµ(ζ), z ∈ C(M, r).
Let ζ ∈ F be arbitrarily fixed, and define
u(z) =
G(M, r; z, ζ)
G(M, r; 0, ζ)
, z ∈ C(M,λ3r).
We want to show the existence of a natural number p ≥ 3, depending on |H| and log (M)
as desired, such that
(3.4) u(z) ≥ 1
2
∀z ∈ C(M,λpr).
By keeping in mind (3.3), this will prove the lemma.
The function u is H-parabolic in C(M,λ3r). Moreover, if λp log (M) < δ22 λ3 = 18λ3 holds
true, we have the inclusions
C(M,λpr) ⊆ Cˆ
(
0, δ
√
1
2
λ3r
)
⊆ Cˆ
(
0, δ
√
λ3r
)
⊆ C(M,λ3r).
Thus, from the Ho¨lder continuity of the H-parabolic functions (see [25, Theorem 7.2], with
the choice γ = 1√
2
) we have
(3.5) |u(z)− u(0)| ≤ c sup
Cˆ(0,δ
√
λ3r)
|u|
(
dˆ(z, 0)
δ
√
λ3r
)α
∀z ∈ C(M,λpr),
where the positive constants c and α (α < 1) depend just on |H|. In order to estimate
the supremum of u we use the Gaussian bounds for G. Let z = (x, t) ∈ Cˆ
(
0, δ
√
λ3r
)
and
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denote ζ = (ξ, τ). Then, by using (3.1) and (3.2), we obtain
u(z) ≤ 2Λ2Ga0(z, ζ)
Gb0(0, ζ)
≤ 2Λ2
∣∣B(0,√−τ)∣∣∣∣B(x,√t− τ)∣∣ exp
(
b0
d2(0, ξ)
−τ
)
≤ 2Λ2M b0λ
∣∣B(0,√−τ)∣∣∣∣B(x,√t− τ )∣∣ .(3.6)
On the other hand, we have
B
(
0,
√−τ) ⊆ B (x, d(x, 0) +√−τ) = B(x,√t− τ d(x, 0) +√−τ√
t− τ
)
and
d(x, 0) +
√−τ√
t− τ ≤
δ
√
λ3r +
√
λr√
(λ2 − δ2λ3)r =
λ+ 2√
λ
√
4− λ = c(λ).
Then, by using the doubling property in (3.6), we obtain
sup
Cˆ(0,δ
√
λ3r)
u ≤ c˜(λ)M b0λ
which implies by (3.5) that
|u(z)− u(0)| ≤ c1M
b0
λ
(
λpr log (M)
λ3r
)α
2
∀z ∈ C(M,λpr).
As a consequence, for every z ∈ C(M,λpr), we get
u(z) = u(0) + (u(z)− u(0)) ≥ 1− c1M
b0
λ (log (M))
α
2 λ(p−3)
α
2 ≥ 1
2
:
the last inequality holds true if p ≥ p0 log (M) with a suitable choice of p0 = p0(λ)
(independent of M). We want to remark that, in order to get (3.5), we also assumed
λp−3 log (M) < 18 which is satisfied with such a choice of p (it would be satisfied even with
a weaker p ≥ p˜0 log log (M)). 
Lemma 3.4. Suppose we are given a sequence {rk}k∈N of positive real numbers such that
1 ≥ λprk ≥ rk+1 for any k ≥ 1, with p the natural number of Lemma 3.3. Let {Fk} be a
sequence of compact sets such that
Fk ⊂ C(M,λrk) ∩ {(ξ, τ) ∈ RN+1 : τ ≤ −λ2rk} ∀k ∈ N.
Let us denote by vk a G(M, rk; ·, ·)-equilibrium potential of Fk. For any q ∈ N, let V = Vq
be the balayage potential of
F =
q⋃
k=1
Fk.
Then, for every k ∈ N, k ≤ q, we have
1− V (z) ≤ exp

−1
2
k∑
j=1
vj(0)

 ∀z ∈ C(M, rk+1).
WIENER-TYPE TESTS FROM A TWO-SIDED GAUSSIAN BOUND 15
Proof. Let us fix q ∈ N and denote for brevity Ck = C(M, rk). We split the proof in several
steps.
Step I. Let us prove that
(3.7) V ≥ v1 in C1.
Let u ∈ ΦF . Since v1 is H-parabolic in Ω1 = C1rF1, the function u−v1 is H-superparabolic
in Ω1. Moreover we have
lim inf
Ω1∋z→ζ
u(z)− v1(z) ≥ 0 ∀ζ ∈ ∂pC1 ∪ ∂F1,
since u ≥ 1 on F1 and u ≥ 0 everywhere, whereas v1 ≤ 1 in C1 and goes to 0 on ∂pC1 (see
Proposition 3.1). Then, by the minimum principle for H-superparabolic functions (see [25,
Proposition 3.10]), u ≥ v1 in Ω1. This inequality extends to all C1 since u ≥ 1 ≥ v1 on F1.
Considering that u is an arbitrary function in ΦF , this implies WF ≥ v1 in C1. Hence
V (z) = lim inf
ζ→z
WF (ζ) ≥ lim inf
ζ→z
v1(ζ) ≥ v1(z) ∀z ∈ C1
and (3.7) is proved.
Step I∗. Inequality (3.7) and Lemma 3.3 imply
V (z) ≥ 1
2
v1(0) ∀z ∈ C2
since C(M,λpr1) ⊇ C2.
Step II. Let us now prove that
(3.8)
V (z)− 12v1(0)
1− 12v1(0)
≥ v2(z) ∀z ∈ C2.
Let u ∈ ΦF . The function
w2 − v2 =
u− 12v1(0)
1− 12v1(0)
− v2
is H-superparabolic in Ω2 = C2 r F2. Moreover w2 ≥ 1 on F2, v2 ≤ 1 in C2, v2 and
goes to 0 on ∂pC2. By Step I
∗ we have also w2 ≥ 0 in C2. All these facts imply that
lim infΩ2∋z→ζ w2(z)− v2(z) ≥ 0 for all ζ ∈ ∂pC2 ∪ ∂F2. Thus, by just proceeding as in
Step I, we obtain (3.8).
Step II∗. Inequality (3.8) and Lemma 3.3 imply
V (z)− 12v1(0)
1− 12v1(0)
≥ 1
2
v2(0) ∀z ∈ C3.
This inequality can be written as follows
(3.9) V (z) ≥ 1−
2∏
i=1
(
1− 1
2
vi(0)
)
∀z ∈ C3.
Step III. By using (3.9) and arguing as in Step II, we can prove that
V (z)−
(
1−∏2i=1 (1− 12vi(0)))∏2
i=1
(
1− 12vi(0)
) ≥ v3(z) ∀z ∈ C3.
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This inequality and Lemma 3.3 give
V (z)−
(
1−∏2i=1 (1− 12vi(0)))∏2
i=1
(
1− 12vi(0)
) ≥ 1
2
v3(0) ∀z ∈ C4
which can be written as follows
V (z) ≥ 1−
3∏
i=1
(
1− 1
2
vi(0)
)
∀z ∈ C4.
Step IV. By iterating the previous procedure, for every k ∈ N with k ≤ q we get
V (z) ≥ 1−
k∏
i=1
(
1− 1
2
vi(0)
)
∀z ∈ Ck+1.
Therefore, for every z ∈ Ck+1,
1− V (z) ≤ exp
(
k∑
i=1
log
(
1− 1
2
vi(0)
))
≤ exp
(
−1
2
k∑
i=1
vi(0)
)
by the elementary inequality log (1 − t) ≤ −t for t < 1. The proof is thus complete. 
4. Proof of the main results
Let Ω be a fixed bounded open set, with Ω ⊂ S, and let z0 = (x0, t0) ∈ ∂Ω. For λ ∈]0, 1[
and for any h, k ∈ N, we define the compact sets
Dhk (z0, λ) =
{
ζ = (ξ, τ) ∈ S r Ω : λk+1 ≤ t0 − τ ≤ λk,(4.1)
exp
(
d2(x0, ξ)
t0 − τ
)
≤
(
1
λ
)h
, dˆ(z0, ζ) ≤
√
λ
}
.
Moreover, for every a, b > 0 and s ∈ R, let us put
(4.2) zba(λ; s) =
∑
N∋k≤s
+∞∑
h=1
Ca
(
Dhk (z0, λ)
)∣∣∣B (x0,√λk)∣∣∣λ
bh,
where we agree to let zba = 0 whenever the first summation is meaningless, i.e. for s < 1.
Finally, for every z ∈ S, let us define
Zba(λ; z0, z) = z
b
a
(
λ;
log dˆ2(z0, z)
logλ
)
.
The main aim of this section is to prove Theorem 1.2. Before starting the proof, some
remarks are in order.
Remark 4.1. For every λ ∈]0, 1[, for every fixed k ∈ N and for every a, b > 0, we have
∞∑
h=1
λbhCa(Ωhk(z0, λ)) ≤
∞∑
h=1
λbhCa(Dhk (z0, λ)) ≤
1
1− λb
∞∑
h=1
λbhCa(Ωhk(z0, λ)).
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Remark 4.2. For every λ, µ ∈]0, 1[ and for every 0 < a < b, there exists a positive constant
C, only depending on λ, µ, a, b,Q, such that
zba(λ; s) ≤ C
(
zba(µ;σs) + 1
)
for every s,(4.3)
where σ = log λlogµ .
We postpone the proof of these remarks to Subsection 4.1. For our purposes it is now crucial
to stress that from (4.3) it follows
Zba(λ; z0, z) ≤ C
(
Zba(µ; z0, z) + 1
)
for every z ∈ S.(4.4)
Proof of Theorem 1.2. In the notations we fixed above, we want to prove that
(4.5) Wρ(z) ≤ C exp
(
− 1
C
Zba(λ; z0, z)
)
for every z ∈ S,
for a suitable structural constant C. By Remark 4.1, it is equivalent to (1.10). Moreover,
due to Remark 4.2, it is not restrictive to assume 0 < λ ≤ λ0, with λ0 fixed in Lemma 3.2.
Let us fix z0 = 0. For any h, k ∈ N, we put
Fhk =
{
ζ = (ξ, τ) ∈ S r Ω : λk+1 ≤ −τ ≤ λk, exp
(
d2(0, ξ)
−τ
)
≤
(
1
λ
)h}
,
Ghk(·, ·) the Green function of C
((
1
λ
)h
, λk−1
)
, and vhk a G
h
k-potential of F
h
k . We remark
that the compact set Fhk is compactly contained in C
((
1
λ
)h
, λk−1
)
. Moreover, for l ∈ N,
we put
Ωl =
{
ζ = (ξ, τ) ∈ S r Ω : τ ≤ 0, dˆ(0, ζ) ≤ λ l2
}
.
If k ≥ k(l, h) = l + log (1+h2 log2 1λ )
2 log 1
λ
, then Fhk ⊆ Ωl. We also note that, for any k, Fhk is
actually contained in
C
((
1
λ
)h
, λ · λk−1
)
∩ {(ξ, τ) ∈ RN+1 : τ ≤ −λ2 · λk−1} .
Let p ∈ N be the one coming from Lemma 3.3, i.e. the smaller integer greater than p0h log 1λ .
For every fixed q ∈ N there exists j ∈ {0, . . . , p− 1} such that
1
p
pq∑
k≥k(l,h)
vhk (0) ≤
q∑
i=0
pi+j≥k(l,h)
vhpi+j(0).
Then, if VΩl and V denote respectively the balayage potentials of Ωl and of
q⋃
i=0
pi+j≥k(l,h)
Fhpi+j ,
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by the monotonicity of the balayage potential (see [25, Proposition 4.2]) and by Lemma 3.4
(with ri = λ
pi+j−1) we have
(4.6) 1− VΩl(z) ≤ 1− V (z) ≤ exp

−12
q∑
i=0
pi+j≥k(l,h)
vhpi+j(0)

 ≤ exp

− 1
2p
pq∑
k≥k(l,h)
vhk (0)


for every z ∈ C
((
1
λ
)h
, λp(q+1)+j−1
)
⊃ Bˆ
(
0,
√
λp(q+2)
)
.
Now, if νhk denotes a G
h
k-equilibrium measure of F
h
k , we have for every b > b0
vhk (0) =
∫
Fh
k
Ghk(0, ζ) dν
h
k (ζ) ≥
1
2Λ
∫
Fh
k
Gb0(0, ζ) dν
h
k (ζ)
≥ 1
2Λ
λb0h∣∣∣B(0, λ k2 )∣∣∣νhk
(
Fhk
) ≥ c Ca
(
Fhk
)∣∣∣B(0, λ k2 )∣∣∣λbhλ−(b−b0)h.(4.7)
by Lemma 3.2 and the fact that CGh
k
≥ CΓ ≥ cCa. Let us put αhk =
Ca(Fhk )
∣
∣
∣
∣
B(0,λ
k
2 )
∣
∣
∣
∣
λbh. By using
the estimate in (2.1) and the doubling property, we have
(4.8) αhk ≤ C
∣∣∣∣B
(
0,
√√
2 log ( 1
λ
)hλk
)∣∣∣∣∣∣∣B (0, λ k2 )∣∣∣ λbh ≤ Ch
Q
2 λbh.
Inserting (4.7) in (4.6) and keeping in mind that p ≤ (p0 + 1)h log 1λ , we get
−hλ(b−b0)h log (1− VΩl(z)) ≥ c
pq∑
k≥k(l,h)
αhk if dˆ(0, z) ≤
√
λp(q+2).
On the other hand, by using (4.8) we have
k(l,h)∑
k=1
αhk ≤ Ch
Q
2 λbhk(l, h) = k∗(l, h).
Thus
(4.9) − hλ(b−b0)h log (1− VΩl(z)) ≥ c
pq∑
k=1
αhk − ck∗(l, h) if dˆ(0, z) ≤
√
λp(q+2).
Suppose z ∈ S be such that dˆ2(0, z) ≤ λp(q+2) and let q be the minimum (if it exists) natural
number satisfying this inequality. Then, letting
[z] =
log
(
1
dˆ2(0,z)
)
log 1
λ
,
we have p(q+ 2) ≤ [z] ≤ p(q+ 3) so that pq ≥ [z]− 3p ≥ [z]− c˜h. Using this bound in (4.9)
we get
−hλ(b−b0)h log (1− VΩl(z)) ≥ c
[z]−c˜h∑
k=1
αhk − ck∗(l, h)
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for every h ∈ N and for every z ∈ S such that [z] ≥ p(q + 2) for at least one q ∈ N, in
particular for every z ∈ S such that [z] ≥ 3h(p0 + 1) log 1λ . On the other hand∑
[z]−c˜h≤k≤[z]
αhk ≤ Cc˜h
Q
2 +1λbh,
hence, by letting k∗∗(l, h) = k∗(l, h) + Cc˜h
Q
2 +1λbh, we have
(4.10) − hλ(b−b0)h log (1− VΩl(z)) ≥ c
[z]∑
k=1
αhk − ck∗∗(l, h)
for every z ∈ S and h ∈ N satisfying 3h(p0+1) log 1λ ≤ [z]. Let us now suppose [z] > 3(p0+
1) log 1
λ
. Then, inequality (4.10) holds true for any h ∈ N such that h ≤ h(z) = [z]
3(p0+1) log
1
λ
.
Thus, summing up in (4.10) with respect to h, we get
−

 ∑
h≤h(z)
hλ(b−b0)h

 log (1− VΩl(z)) ≥ c ∑
h≤h(z)
[z]∑
k=1
αhk − c
∑
h≤h(z)
k∗∗(l, h).
Therefore, since
∑+∞
h=1 hλ
(b−b0)h ≤ C0 <∞,
∑+∞
h=1 k
∗∗(l, h) ≤ C0l, and
∑
h≥h(z)
[z]∑
k=1
αhk ≤ C[z]
∑
h≥h(z)
h
Q
2 λbh ≤ 3C(p0 + 1) log 1
λ
∑
h≥h(z)
h
Q
2 +1λbh ≤ C0
with C0 independent of z and l, we get
(4.11) − log (1− VΩl(z)) ≥
c
C0
+∞∑
h=1
∑
k≤[z]
αhk − 2c · l
for every z ∈ S such that [z] > 3(p0 + 1) log 1λ . On the other hand, if [z] ≤ 3(p0 + 1) log 1λ ,
we have
+∞∑
h=1
∑
k≤[z]
αhk ≤
+∞∑
h=1
∑
k≤3(p0+1) log 1λ
αhk <∞.
Thus, we can adjust the structural constants in (4.11) in order that the relation (4.11) holds
true for every z ∈ S. Then, for some structural constant C, we finally have
1−VΩl(z) ≤ exp (C · l) exp

− 1
C
+∞∑
h=1
∑
k≤[z]
Ca
(
Fhk
)∣∣∣B(0, λ k2 )∣∣∣λ
bh

 ≤ exp (C · l) exp(− 1
C
Zba(z0, z)
)
for every z ∈ S, and for every l ∈ N. Thus, if we choose ρ ∈]0, 1[ such that ρ < e−C , we
have
W(z) =
+∞∑
l=1
ρl (1− VΩl (z)) ≤ exp
(
− 1
C
Zba(z0, z)
)+∞∑
l=1
(
ρeC
)l ≤ C exp(− 1
C
Zba(z0, z)
)
for every z ∈ S and the theorem is proved. 
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As we remarked in the Introduction, the last theorem gives an estimate of the modulus of
continuity of the PWBB-solution to the Dirichlet problem only depending on the boundary
datum ϕ, on Ω, and on the structural constants in |H|. We are now going to see that it gives
straightforwardly a Wiener-type H-regularity test (Theorem 1.1, part (i)). Furthermore, we
have to prove the necessary counterpart for the H-regularity (part (ii)).
Proof of Theorem 1.1. For the part (i) we have just to observe that the hypothesis and
(1.10) imply that W(z)→ 0 as z → z0. The H-regularity of z0 follows then by (1.8).
Let us turn to the proof of part (ii). It follows from a result in [25, Proposition 4.12]. As a
matter of fact, we have
 ⋃
h,k∈N
Ωhk(z0, λ)

 ∪ ((B (x0,√λ)× {t = t0}
)
r Ω
)
=
(
Bˆ
(
z0,
√
λ
)
∩ {t ≤ t0}
)
r Ω,
and z0 /∈ Ωhk(z0, λ) for any h, k ∈ N. Then, if z0 is H-regular,
(4.12)
+∞∑
h,k=1
Vh,k(z0) = +∞
where Vh,k denotes the balayage potential of Ω
h
k(z0, λ). Let now µh,k be the balayage equi-
librium measure of Ωhk(z0, λ). Then, by the very definition of Ω
h
k(z0, λ) in (1.6), the doubling
property, and by [25, Proposition 8.3], we get
Vh,k(z0) =
∫
Ωh
k
(z0,λ)
Γ(z0, ζ) dµh,k(ζ) ≤ Λ
∫
Ωh
k
(z0,λ)
Ga0(z0, ζ) dµh,k(ζ)
≤ Λ λ
a0(h−1)∣∣∣B (x0,√λk+1)∣∣∣µh,k
(
Ωhk(z0, λ)
) ≤ C λa0h∣∣∣B (x0, λ k2 )∣∣∣Cb0
(
Ωhk(z0, λ)
)
,
where in the last inequality we have exploited Corollary 2.4. The proof is then complete by
inserting this relation in (4.12) and keeping also in mind that Cb0 ≤ Cb for any b ≥ b0. 
4.1. Appendix to Section 4. Let us complete here the proofs of Remark 4.1 and Remark
4.2.
Proof of Remark 4.1. For every h ∈ N,
Dhk (z0, λ) = ∪hj=1 Ωjk(z0, λ).
Then, since Ca is subadditive,
∞∑
h=1
λbh Ca(Dhk (z0, λ)) ≤
∞∑
h=1
λbh
h∑
j=1
Ca(Ωjk(z0, λ))
=
∞∑
j=1
λbjCa(Ωjk(z0, λ))
∞∑
h=j
λb(h−j) =
1
1− λb
∞∑
j=1
λbjCa(Ωjk(z0, λ)).
The other inequality follows just by Ωhk(z0, λ) ⊆ Dhk (z0, λ) and the monotonicity of Ca. 
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Proof of Remark 4.2. For every k ∈ N let us define
σ(k) = [σk] = integer part of σk.
Then, since λ = µσ,
λk = µσk ≤ µσ(k)
and, letting q = [σ] + 1,
λk+1 = µσk+σ ≥ µσ(k)+1+σ ≥ µσ(k)+1+q.
Summing up
µσ(k)+q+1 ≤ λk+1 ≤ λk ≤ µσ(k).
Analogously (
1
µ
)σ(h)−q
≤
(
1
λ
)h−1
≤
(
1
λ
)h
≤
(
1
µ
)σ(h)+1
for every h ∈ N. As a consequence, letting
A(k,h) = {(i, j) ∈ N× N : σ(k) ≤ i ≤ σ(k) + q, σ(h)− q + 1 ≤ j ≤ σ(h) + 1},
we have
Ωhk(z0, λ) ⊂
⋃
(i,j)∈A(k,h)
Ωji (z0, µ).
Moreover, for every (i, j) ∈ A(k,h),
λbh
|B(x0, λ k2 )|
|B(x0, µ i2 )|
µbj
≤
(
λh
µσ(h)+1
)b |B(x0, µσ(k)2 )|
|B(x0, λ k2 )|
≤ cd 1
µb+
Q
2
= C1
by the doubling condition (D2). Therefore
λbh Ca(Ωhk(z0, λ))
|B(x0, λ k2 )|
≤ C1
∑
(i,j)∈A(k,h)
µbj Ca(Ωji (z0, µ))
|B(x0, µ i2 )|
.
To simplify the notation we denote by ck,h(λ) the term at the left hand side of this last
inequality. Then
zba(λ; s) =
∑
k≤s
∑
h≥1
ck,h(λ) ≤ C1
∑
k≤s
∑
h≥1
∑
(i,j)∈A(k,h)
ci,j(µ).
On the other hand for a fixed (i, j) we have
♯
{
(k, h) : (i, j) ∈ A(k,h)
}
≤
(
1 +
q + 1
σ
)2
,
whereas i ≤ σs+ q + 1 if (i, j) ∈ A(k,h) and k ≤ s. Therefore
zba(λ; s) ≤ C2
∑
i≤σs+q+1
∑
j≥1
ci,j(µ), where C2 = C1
(
1 +
q + 1
σ
)2
.
Hence
zba(λ; s) ≤ C2

zba(µ;σs) + ∑
σs≤i≤σs+q+1
∑
j≥1
ci,j(µ)

 .(4.13)
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We now claim that
ci,j(µ) ≤ µ(b−a)j .(4.14)
Let us take for a moment this claim for granted. As a consequence, keeping in mind that
b > a, ∑
σs≤i≤σs+q+1
∑
j≥1
ci,j(µ) ≤ (q + 2)
∑
j≥1
µ(b−a)j = C3.
Using this estimate in (4.13) we immediately obtain the inequality stated in Remark 4.2.
We are thus left with the proof of (4.14), i.e. with the proof of the following inequality
Ca(Ωji (z0, µ))
|B(x0, µ i2 )|
≤ µ−aj .(4.15)
To this aim, we first remark that, for every z = (x, t) ∈ Ωji (z0, µ), one has by definition
t0 − t ≤ µi, and exp
(
−a d
2(x0, x)
t0 − t
)
≥ µaj .
Therefore
Ga(z0, z) ≥ 1|B(x0, µ i2 )|
µaj , ∀ z ∈ Ωji (z0, µ).
As a consequence, if v is a Ga- equilibrium potential of Ω
j
i (z0, µ) and ν is a corresponding
equilibrium measure, we have
1 ≥ v(z0) =
∫
Ωji (z0,µ)
Ga(z0, z)dν(z) ≥ 1|B(x0, µ i2 )|
µaj ν(Ωji (z0, µ)).
Hence
Ca(Ωji (z0, µ)) ≤ |B(x0, µ
i
2 )|µ−aj ,
which is exactly (4.15). 
5. Integral bound and cone condition
Let Ω be a bounded open set with Ω ⊂ S, and let z0 = (x0, t0) ∈ ∂Ω. For λ ≤ λ0 and
such that T1 < t0 − λ, let us define, for ρ > 1 and t0 − λ ≤ τ < t0,
Ωρλ =
{
z = (x, t) ∈ S r Ω : dˆ(z0, z) ≤
√
λ, exp
(
d2(x0, x)
t0 − t
)
≤ ρ
}
,
Eλ(ρ, τ) = Ω
ρ
λ ∩ {t = τ}, and mλ(ρ, τ) = |Eλ(ρ, τ)| .
We would like to prove now Theorem 1.3, i.e. an estimate of W in terms of mλ(·, ·) or more
precisely in terms of the following function
Mλ(z0, z) =
∫ λ
dˆ2(z0,z)
∫ +∞
1
mλ (ρ, t0 − η)∣∣B (x0,√η)∣∣
dρ
ρ1+b
dη
η
.
Proof of Theorem 1.3. In our notations, we want to prove the following
(5.1) Wρ(z) ≤ C exp
(
− 1
C
Mλ(z0, z)
)
for every z ∈ S,
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for ρ small enough and a suitable C.
First of all, keeping in mind the definition of Dhk (z0, λ), we have
Dhk (z0, λ) ⊇ Eλ
((
1
λ
)h
, τ
)
, for λk+1 ≤ t0 − τ ≤ λk.
Let us fix 0 < a ≤ a0 and b > b0, where a0 and b0 are the positive constants in (H). Then,
by Proposition 2.5,
Ca(Dhk (z0, λ)) ≥
1
C
mλ
((
1
λ
)h
, τ
)
for every λk+1 ≤ t0 − τ ≤ λk.
Thus, for s ≥ 1,
zba(λ; s) ≥
1
C
+∞∑
h=1
λhb
∑
k≤s
1∣∣∣B (x0,√λk)∣∣∣ maxλk+1≤t0−τ≤λkmλ
((
1
λ
)h
, τ
)
≥ λ
Q
2
C
+∞∑
h=1
λhb
∑
k≤s
∫ k+1
k
mλ
((
1
λ
)h
, t0 − λσ
)
∣∣B (x0, λσ2 )∣∣ dσ
≥ λ
Q
2
C
+∞∑
h=1
λhb
∫ s
1
mλ
((
1
λ
)h
, t0 − λσ
)
∣∣B (x0, λσ2 )∣∣ dσ
=
λ
Q
2
C log 1
λ
+∞∑
h=1
λhb
∫ λ
λs
mλ
((
1
λ
)h
, t0 − η
)
∣∣B (x0,√η)∣∣
dη
η
≥ λ
Q
2
C log 1
λ
∫ λ
λs
1∣∣B (x0,√η)∣∣
(
+∞∑
h=2
∫ h
h−1
λbhmλ
((
1
λ
)h
, t0 − η
)
dr
)
dη
η
≥ λ
Q
2 +b
C log 1
λ
∫ λ
λs
1∣∣B (x0,√η)∣∣
(∫ +∞
1
λbrmλ
((
1
λ
)r
, t0 − η
)
dr
)
dη
η
=
λ
Q
2 +b
C log2 1
λ
∫ λ
λs
1∣∣B (x0,√η)∣∣
(∫ +∞
1
λ
mλ (ρ, t0 − η) dρ
ρ1+b
)
dη
η
.
Then, we have proved the inequality
(5.2) zba(λ; s) ≥ c
∫ λ
λs
∫ +∞
1
λ
mλ (ρ, t0 − η)∣∣B (x0,√η)∣∣
dρ
ρ1+b
dη
η
.
On the other hand, since
mλ (ρ, t0 − η)∣∣B (x0,√η)∣∣ ≤
∣∣B (x0,√η log ρ)∣∣∣∣B (x0,√η)∣∣ ≤ 1 + cd(log ρ)
Q
2 ,
the integral at the right hand side of (5.2) can be estimated from below with∫ λ
λs
∫ +∞
1
mλ (ρ, t0 − η)∣∣B (x0,√η)∣∣
dρ
ρ1+b
dη
η
− C.
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As a consequence
zba(λ; s) ≥ c
(∫ λ
λs
∫ +∞
1
mλ (ρ, t0 − η)∣∣B (x0,√η)∣∣
dρ
ρ1+b
dη
η
− C
)
for s ≥ 1;
whereas for s < 1 such inequality is satisfied by definition. Therefore, by (4.5) we get (5.1).
For the last statement in Theorem 1.3 we have just to observe that the divergence of the
integral implies that W(z)→ 0 as z → z0. The H-regularity of z0 follows then by (1.8). 
Let us now recall explicitly the definition of d-cone condition.
Definition 5.1 (Exterior d-cone condition). We say that Ω satisfies the exterior d-cone
condition at a point z0 = (x0, t0) ∈ ∂Ω if there exist M0, r0, θ > 0 such that
(5.3) |{x ∈ B(x0,M0r) : (x, t0 − r2) 6∈ Ω}| ≥ θ|B(x0,M0r)|
for every 0 < r ≤ r0.
We want to prove that, if Ω satisfies this condition at z0 ∈ ∂Ω, then W is Ho¨lder con-
tinuous at z = z0. This will give a quantitative version of the H-regularity of z0, already
proved in [25, Theorem 4.11].
Theorem 5.2. Assume Ω satisfies the exterior d-cone condition at z0 = (x0, t0) ∈ ∂Ω.
Then there exist C and α such that
W(z) ≤ C
(
dˆ(z0, z)
)α
.
The positive constants C and α (α ≤ 1) depend only on the parameters M0, r0, θ in Definition
5.1, and on |H|.
Proof. Assume there exist M0, r0, θ > 0 as in Definition 5.1. Then, there exists ρ¯ > 1
(ρ¯ = exp (M20 )) such that
mλ(ρ¯, τ) ≥ θ
∣∣∣B (x0,√log (ρ¯)(t0 − τ))∣∣∣
for every 0 < t0 − τ ≤ δ(λ) = min
{
r20 ,
λ√
1+M40
}
. By using the doubling property, if
dˆ2(z0, z) ≤ δ(λ) we have
Mλ(z0, z) ≥
∫ δ(λ)
dˆ2(z0,z)
1∣∣B (x0,√η)∣∣
(∫ +∞
ρ¯
mλ (ρ, t0 − η) dρ
ρ1+b
)
dη
η
≥
∫ δ(λ)
dˆ2(z0,z)
mλ (ρ¯, t0 − η)∣∣B (x0,√η)∣∣
(∫ +∞
ρ¯
dρ
ρ1+b
)
dη
η
≥ c
∫ δ(λ)
dˆ2(z0,z)
dη
η
= c
(
log
1
dˆ2(z0, z)
− log 1
δ(λ)
)
.
Inserting this inequality in (5.1), we immediately obtain the assertion in the case dˆ2(z0, z) ≤
δ(λ). The remaining case follows just from the boundedness of W . 
Corollary 5.3. Assume the exterior d-cone condition holds at z0. Then, for every ϕ ∈
C(∂Ω,R), we have
|HΩϕ (z)− ϕ(z0)| ≤ ϕ˜
(
z0, C
(
dˆ(z0, z)
)α)
∀z ∈ Ω,
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where C,α are the constants in Theorem 5.2.
Proof. The assertion follows by the last theorem and (1.9), by keeping in mind the mono-
tonicity of ϕ˜ in the second variable. 
We close the paper by completing the proof of Theorem 1.4 and by giving an application
to cylindrical domains.
Proof of Theorem 1.4. We can deduce it by putting together Corollary 5.3 and [25, Propo-
sition 5.7]. We explicitly remark that in [25, Proposition 5.7] it was supposed the validity
of a reverse-doubling property for d. This holds true by using the properties (D1)–(D3) and
by arguing as in [8, Proposition 2.9 - Lemma 2.11] (see also [12]). 
Corollary 5.4. Let Ω = D×]t1, t2[ be a cylindrical domain, with Ω ⊂ S. Assume D satisfies
the following condition at some point x0 ∈ ∂D
there exist r0, θ > 0 such that |B(x0, r)rD| ≥ θ|B(x0, r)| for every 0 < r ≤ r0.
Then, at every point (x0, t0) with t1 ≤ t0 ≤ t2, the conclusions of Theorem 1.4 hold true.
Proof. We have just to recall [25, Proposition 6.1] which provides the validity of the d-cone
condition at such z0. 
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