Abstract. In this paper we discuss lifting laws which, roughly, are ways of "lifting" elements of the open orbit of one prehomogeneous vector space to elements of the minimal nonzero orbit of another prehomogeneous vector space. We prove a handful of these lifting laws, and show how they can be used to help solve certain problems in arithmetic invariant theory. Of the results contained in this article are twisted versions of the parametrization theorems of Bhargava from [1] and [2] . 
Suppose F is a field, G a reductive group over F , and V an F -linear finite dimensional representation of G. The study of the orbits of G(F ) on V (F ) falls under the heading of invariant theory. When F = C is the field of complex numbers, the study of such orbits is called geometric invariant theory, and when F = Q is the field of rational numbers, the consideration of these orbits is called arithmetic invariant theory. One can also replace the field F by other rings, such as the integers Z, and again consider the orbits of G(Z) on V (Z) (if G and V have a structure over the integers.) This too falls under the heading of arithmetic invariant theory. That the study of the orbits G(Z) on V (Z) is a rich and useful subject was made evident in the seminal papers of Bhargava [1, 2, 3, 4] .
1.1. Lifting laws. The purpose of this paper is the study of lifting laws, and their connection to arithmetic invariant theory. Suppose (for simplicity) that F is a field, G, V are as above, and v ∈ V (F ) is not 0. A lifting law for G, V and v is the data of another finite-dimensional F -linear G-representation V 0 , an element v 0 ∈ V 0 , and an action of a (bigger) linear algebraic group G ′ on V ′ = V ⊕ V 0 so that (1) the G-linear action on V ′ = V ⊕ V 0 factors through G ′ , (2) the stabilizer in G ′ of the line Fṽ, whereṽ = (v, v 0 ), is a parabolic subgroup of G ′ . The second condition roughly means thatṽ = (v, v 0 ) is in the minimal nonzero orbit of G ′ on V ′ .
This sort of lifting problem is familiar from the theta correspondence, especially in the context of exceptional groups. In this setting, one has reductive algebraic groups G 1 ⊆ G ′ 1 over the global field F , with parabolic subgroups P = GN ⊆ P ′ = G ′ N ′ , and V (resp. V ′ ) is the abelianization of N (resp. N ′ ). If one has a theta function θ(g ′ ) on G ′ 1 , it has a Fourier expansion along V ′ , with Fourier coefficients parametrized by the elements v ′ in the minimal G ′ orbit on V ′ (F ). To find the Fourier expansion along V of the pullback of θ to G 1 , for each v ∈ V (F ), one must understand the set of minimal lifts v ′ = (v, v 0 ) in V ′ (F ). This problem appears in the work of Gross-Savin [13] , Gan [6, 8] , Lucianovic [18] , and Weissman [26] , to name but a few examples. Below we concentrate on the direct application of lifting laws to arithmetic invariant theory, and not possible applications to automorphic forms.
In the lifting problems considered below, the action of G ′ on V ′ is often determined by putting an "algebraic structure" on V ′ . For example, suppose q is a non-degenerate quadratic form on the vector space V , G = SO(V, q) is the special orthogonal group preserving this quadratic form, and v ∈ V satisfies q(v) = α = 0. Set V 0 = F , the trivial representation of G, with quadratic form q 0 (x) = αx 2 . Put on V ′ = V ⊕ V 0 the quadratic form q ′ = q ⊥ (−q 0 ), i.e., q ′ ((x, x 0 )) = q(x) − q 0 (x 0 ) for x ∈ V and x 0 ∈ V 0 . With this quadratic form, V ′ becomes a representation of the group G ′ = SO(V ′ , q ′ ), and it is clear that the G = SO(V, q)-action on V ′ preserves q ′ , and thus factors through the bigger orthogonal group G ′ . Furthermore, the lifted vectorṽ = (v, 1) satisfies q ′ (ṽ) = 0, and thus the stabilizer of the line Fṽ is a parabolic subgroup of G ′ . Thus the association of V ′ , q ′ andṽ to the vector v ∈ V is a lifting law.
Observe that in the situation of the previous paragraph, the orbits of G = SO(V, q) on V \ {0} are parametrized by the value of the quadratic form q, i.e., v 1 = gv 2 for some g ∈ SO(V, q) if and only if q(v 1 ) = q(v 2 ). Furthermore, it is the value of q on v that is the key input into the "algebraic structure" on V ′ , namely, the quadratic form q ′ , that enables one to lift v to an isotropic vectorṽ in V ′ . Thus this lifting law for orthogonal groups has something to do with the invariant theory of SO(V, q) acting on its defining representation V .
In fact, lifting laws are connected to other well-known problems in arithmetic invariant theory. We give three examples. As a first example, consider the action of G = GL 2 (F ) on the space V = Sym 3 (F 2 ) ⊗ det −1 of binary cubic forms q(x, y) = ax 3 + bx 2 y + cxy 2 + dy 2 . Here the action is given by (g · q)(x, y) = det(g) −1 q((x, y)g). As is well-known, the orbits of this action parametrize cubic F -algebras E, and the parametrization works over the integers and not just fields. See for instance [9] or [2] . The F -algebra E associated to the binary cubic form q is specified by saying it has basis 1, ω, θ, with multiplication table
• ωθ = −ad; • ω 2 = −ac + aθ − bω; • θ 2 = −bd + cθ − dω.
The following lifting law in this context is essentially [10, Lemma 3.3] or [7, Proposition 6.9] , but see also [14] and [13] . Set V 0 = M 2 (F ), the 2 × 2 matrices with entries in F , with G = GL 2 (F ) action given by left translation, i.e., g · m = gm. Set V ′ = V ⊕ V 0 = Sym 3 (F 2 ) ⊗ det −1 ⊕ M 2 (F ), and denote by G ′ the subgroup of GL 2 (E) consisting of those g for which det(g) ∈ F × ⊆ E × . There is an action of G ′ on V ′ extending the G-action, and a natural identification V ′ = F ⊕ E ⊕ E ⊕ F . Under this identification, the element (q, 0) goes to (a, b 3 , c 3 , d), andq = (q, 1 2 ) of V ⊕ V 0 becomes (a, −ω, θ, d). Furthermore, the multiplication table above for ω, θ in E is exactly the set of equations that specify thatq = (a, −ω, θ, d) be in the minimal nonzero orbit for the action of G ′ on V ′ . Thus the parametrization of cubic F -algebras E in terms of binary cubic forms is closely connected to a lifting law.
For a second example, consider the so-called second Tits construction. Here one takes K = F or a quadraticétale extension of F , B a degree 3 central simple K-algebra, with an involution * of the second kind, and V = J = B * =1 , the elements of B fixed by the involution * . For G one takes the subgroup of elements g of B × whose reduced norm n(g) lies in F × ⊆ K × . Then G acts on V = J by g · v = n(g)(g * ) −1 vg −1 . Suppose now h ∈ V has n(h) = 0. Set V 0 = B with G action given by left translation. Associated to h, J, and B, the second construction of Tits makes U (h) = J ⊕ B = V ⊕ V 0 a cubic norm structure, whose norm map is n((X, α)) = n(X) − (X, αh # α * ) + n(h) tr K/F (n(α)) and whose adjoint map is
For G ′ one takes the subgroup of GL(U (h)) that preserves the norm form up to scaling; the action of G on U (h) factors through G ′ . Since the elementh = (h, 1) ∈ U (h) = V ⊕V 0 satisfies (h, 1) # = 0, the stabilizer in G ′ of the line Fh is a parabolic subgroup of G ′ . Thus this construction of Tits can be seen as a lifting law. In case K = F , B = M 3 (F ), and * is the transpose on M 3 (F ), V = Sym 3 (F ) is the 3 × 3 symmetric matrices over F and this lifting law is connected to the parametrization of quarternion algebras in terms of ternary quadratic forms. When K over F is quadratic, B = M 3 (K), and * is conjugate transpose, V = H 3 (K) is the set of 3 × 3 hermitian matrices over K, and this lifting law is connected to the parametrization of maps K ֒→ Θ of K into octonion algebras Θ in terms of non-degenerate elements of H 3 (K). Finally, as a third example, consider the parametrization by Bhargava in [1] of the G(Z) = SL 2 (Z) × SL 2 (Z) × SL 2 (Z) orbits on the non-degenerate elements of V (Z) = Z 2 ⊗ Z 2 ⊗ Z 2 . The parametrization given in [1] is in terms of quadratic rings S = Z[τ ] and a balanced triple (I 1 , I 2 , I 3 ) of fractional S-ideals. Denote by e 1 , f 1 a basis for the first copy of Z 2 in V (Z), and similarly e 2 , f 2 , and e 3 , f 3 bases for the second and third copy of Z 2 in V (Z). Recall from [1] that if α i , β j ∈ S Q = S ⊗ Z Q, I 1 = Zα 1 ⊕ Zβ 1 , I 2 = Zα 2 ⊕ Zβ 2 , I 3 = Zα 3 ⊕ Zβ 3 , and if v ∈ V (Z), then v corresponds to the triple of S-ideals (I 1 , I 2 , I 3 ) if there exists v 0 ∈ V (Z) so that (1) (α 1 e 1 + β 1 f 1 ) ⊗ (α 2 e 2 + β 2 f 2 ) ⊗ (α 3 e 3 + β 3 f 3 ) = τ v + v 0 ∈ V (Z)
Thus v is connected to the balanced triple of fractional S-ideals (I 1 , I 2 , I 3 ) it parametrizes by the fact that there exists v 0 ∈ V (Z) for whichṽ = τ v + v 0 is a pure tensor in
where V 0 = V . That is,ṽ is an element of the minimal orbit of G ′ = SL 2 (S Q ) × SL 2 (S Q ) × SL 2 (S Q ) on V ′ (Q). Furthermore, a key component of the argument in [1] that G(Z) orbits on the nondegenerate elements of V (Z) are paramatrized by (S, (I 1 , I 2 , I 3 )) is that given v, there exists v 0 ∈ V (Z) for which τ v + v 0 is as in (1) . Thus this problem in arithmetic invariant theory is also connected to a lifting law. The heuristic of associating the liftṽ to v and usingṽ to help solve a problem in arithmetic invariant theory is no doubt familiar to experts, as are various instances of lifting laws. The idea is that one should first lift v ∈ V (F ) to the minimalṽ ∈ V ′ (F ), and then useṽ to assign the arithmetic invariants to the G(F )-orbit of v. Our goal in this paper is to state and prove a handful of somewhat general lifting laws, and then to show how these lifting laws can be used to solve, rather uniformly, various orbit parametrization problems. In particular, once the correct lifting law is proved, we use these lifting laws to obtain "twisted" versions of the results of [1] and [2] .
As with section 3, the lifting law in section 4 works over an integral domain R. We use this lifting law to parametrize the non-degenerate elements (A, B) of H 3 (C) ⊕ H 3 (C) in terms of "balanced" C ⊗ R T modules, where T is a cubic ring over R. Here the proof blends the techniques of Bhargava from [2] , which become the lifting law, and the ideas of Wood [27] , who considered the orbits of GL 2 (R) × GL n (R) on Sym n (R) ⊕ Sym n (R) and GL 2 (R) × GL n (R) × GL n (R) on M n (R) ⊕ M n (R). When n = 3, these are the cases of orbits on H 3 (C) ⊕ H 3 (C) for C = R and C = R × R.
While in sections 3 and 4 we discuss both lifting laws and their application to arithmetic invariant theory, in sections 5 and 6 we only consider lifting laws.
In section 5, we give a variant of a result of Gan and Savin from [12] . To describe this result, recall the group G ′ from above, which is the subgroup of GL 2 (E) consisting of elements whose determinant is in F × ⊆ E × . Here E is a cubicétale extension of F . As mentioned above, G ′ acts on a space W E = F ⊕ E ⊕ E ⊕ F . In [12] , Gan and Savin associate to a non-degenerate element h ∈ W E an extension E ֒→ U (h) of cubic norm structures, where U (h) is a rank 3 E-module, and parametrize the orbits of G ′ on W E in terms of these extensions. A consequence of their work is an identification W E ⊕ M 2 (E) ≃ W U (h) , together with the fact that the lifth = (h, 1 2 ) in W U (h) is in the minimal orbit for H(W U (h) ) on W U (h) . In section 5 we give an analogue of this result in the case when E = J is no longer assumed to be a commutative associative F -algebra. See the beginning of section 5 for more details.
The lifting laws in sections 3, 4, and 5 start with an element of the open orbit of some prehomogeneous vector space, and lift it to an element of the minimal orbit of another prehomogeneous vector space. In section 6, we consider a few examples of lifting laws where one starts with elements in one of the non-open orbits of a prehomogeneous vector space. This paper uses various algebraic devices and group representations, such as cubic norm structures, composition algebras, and the spaces W J above, with which the reader might not already be familiar. In section 2 we discuss all of this background information. After section 2, the remaining sections are almost entirely self-contained, and only rely on section 2. Thus after this section, the other ones may be read in any order.
1.3.
A note on the proofs. The lifting laws are, in essence, complicated polynomial identities on certain prehomogeneous vector spaces. To prove them, we often make crucial use of prehomogeneity, in the following way. Suppose the vector space V is prehomogeneous for the action of the group G, and suppose P 1 , P 2 are polynomial functions V → W from V to another G-representation W . To prove P 1 (v) = P 2 (v) for all v ∈ V , it suffices to prove this equality over an algebraic closure k of F , and then by Zariski density to prove the identity on the open orbit for G(k) on V (k). To prove P 1 = P 2 on the open orbit, it then suffices to verify P 1 (v 0 ) = P 2 (v 0 ) for some well-chosen v 0 , and to prove that P 1 and P 2 are suitably equivariant for the action of G. (From the equivariance one obtains
.) This sort of argument will be used frequently below without detailed explanation.
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1.5. Notation. Throughout the entire paper, we only work in characteristic 0. We will always write F for our ground field, a field of characteristic 0, and R will denote a subring of F . In many sections, R = F , so that we work over a field, while in some sections, we work over the integral domain R. The letter C will always denote a composition algebra over F or R, J will denote a cubic norm structure over F or R, and A will denote a cubic norm structure that is also compatibly an associative F or R-algebra. We write E for a finiteétale extension of F , which will always either be a quadratic or cubic extension. We often write S or T for a particular subring of E, that is a finite R-module, although sometimes the letters S and T will have different meanings. The letter k will usually denote an arbitrary field of characteristic 0, often a large extension field of F such as an algebraic closure.
We write V 3 for the defining representation of GL 3 on row or column vectors (depending on the context.) We write V 2 or W 2 for the defining representation of GL 2 on row or column vectors, again depending on context. (In general, we use the notation W * for vector spaces that come equipped with a symplectic form, and V * for spaces that do not.)
Preliminaries
In this section, we discuss the algebraic preliminaries needed for the various other sections, such as composition algebras, cubic norm structures, certain reductive groups and representations related to these objects, and facts pertaining to the association of binary cubic forms with cubic rings. Subsection 2.1 consists entirely of a review of well-known material. Subsection 2.2 contains some algebraic constructions and facts related to these objects that may be new, or at least, for which we were not able to find a reference.
2.1. Generalities. In this subsection, we discuss composition algebras, cubic norm structures, and the so-called Freudenthal construction, which is the prehomogeneous vector space W J = F ⊕ J ⊕ J ⊕ F from the introduction. We also present several facts related to the association of binary cubic forms with cubic rings.
Composition algebras.
A composition F -algebra C is a not-necessarily associative unital Falgebra C, for which there exists a non-degenerate quadratic form n C : C → F that satisfies the identity n C (xy) = n C (x)n C (y) for all x, y ∈ C. If such an n C exists, it is unique, and is called the norm on the composition algebra. Composition algebras have a conjugation, x → x that is order-reversing and satisfies x + x = tr C (x) ∈ F and n C (x) = xx. In a composition algebra, one always has the identity tr C (a 1 (a 2 a 3 )) = tr C ((a 1 a 2 )a 3 ), for a i ∈ C, even thought the multiplication may not be associative.
Composition F -algebras always have dimensions 1, 2, 4, or 8, and are, respectively, F , a quadratić etale extension of F , a quaternion algebra, or an octonion algebra. The composition algebras C for which the multiplication is associative are precisely the ones of dimensions 1, 2 or 4. For more on composition algebras see the books [23] or [17] .
By a composition ring C we mean a unital R-algebra C for which C F := C ⊗ R F is a composition F -algebra, such that C is closed under conjugation, and for which the norm and trace form n C , tr C on C F are R-valued on C.
Cubic norm structures.
We recall the definition of a cubic norm structure.
Definition 2.1.1. (See for example [20] .) Let J be a finite dimensional F vector space. A cubic norm structure on J consists of the data of an element 1 ∈ J, a cubic polynomial map N : J → F , a quadratic polynomial map # : J → J, and a non-degenerate symmetric pairing ( , ) : J ⊗J → F , that are subject to the following requirements.
•
• One has (x, y) = (1, 1, x)(1, 1, y) − (1, x, y) and
for all x, y ∈ J.
Here x × y := (x + y) # − x # − y # , and (x, y, z) is the polarization of the norm form N , i.e.,
is the unique symmetric trilinear form on J satisfying (x, x, x) = 6N (x). The notation tr(x) := (1, x) and tr(x, y) := (x, y) is also used. The map N is called the norm on J, while the map # is called the adjoint.
It follows from these requirements that (x × y, z) = (x, y, z) = (x, y × z). For x, y in J, one sets
One has N (U x y) = N (x) 2 N (y).
One can also replace F by a subring R, and J by a finite, free R-module. We will sometimes be in this slightly more general situation.
Remark 2.1.2. Suppose J is an F vector space, and one has a quadratic polynomial map # : J → J, a cubic polynomial map n : J → F , a non-degenerate symmetric pairing J ⊗ F J → F , and an element 1 ∈ J. As above, define x × y = (x + y) # − x # − y # . To check that this data defines a cubic norm structure on J, it suffices to check that
• the trilinear form (x, y × z) is symmetric in x, y, z.
The key examples of cubic norm structures are as follows.
Example 2.1.3. Suppose J = A is a central simple F -algebra of degree 3. One defines 1 ∈ J to be the identity in A, and N (x) to be the reduced norm of x ∈ A. The pairing (x, y) is (x, y) = tr(xy), where the trace on the right is the reduced trace of A. For x ∈ A invertible, x # = N (x)x −1 , and in fact this map extends to a quadratic polynomial map on all of A. For x, y ∈ A, one has the identity U x y = xyx. Example 2.1.4. Suppose C is a composition algebra. Set J = H 3 (C), the 3×3 Hermitian matrices with elements in C. Elements of J are of the form
with c i ∈ F and a i ∈ C. The element 1 for J is just the 3 × 3 identity matrix 1 3 . The norm on J is
and the adjoint on J is
One has tr(x) = (1,
. Again, for x, y ∈ J = H 3 (C), one has the identity U x y = xyx. Example 2.1.5. Suppose K = F or a quadraticétale extension of F , and B is a central simple K algebra, with involution of the second kind * . Set J to be B * =1 , the F -subspace of B fixed by the involution * . From example 2.1.3, B is a cubic norm structure over K. Restricting the norm, adjoint, and pairing to J makes J a cubic norm structure over F . If C = K is a commutative associative composition algebra, B = M 3 (C), with involution * being conjugate transpose, then J is the cubic norm structure H 3 (C) from example 2.1.4.
There are also degenerate versions of some of the above examples.
Example 2.1.6. Suppose J = A is one of the following associative F -algebras:
(1) A = E, a cubicétale F -algebra; (2) A = F × C, for C an associative composition algebra; (3) A = F . (When C = K is a quadraticétale F -algebra, there is overlap between cases (1) and (2).). In each case, let 1 for J be the identity of the algebra A. In case (1), let the trace pairing and norm on E be the usual trace pairing and norm, and x # = N (x)x −1 for x invertible. (Again, this extends as a polynomial map to all of E.) In case (2) , set N ((α, x)) = αn C (x) for α ∈ F and x ∈ C, (α, x) # = (n C (x), αx * ), and ((α, x), (β, y)) = αβ + (x, y). In case (3) , define N (x) = x 3 , x # = x 2 , and (x, y) = 3xy, where here x, y ∈ F .
We introduce one non-standard piece of terminology.
Definition 2.1.7. Suppose J is a cubic norm structure. We say J is an associative cubic norm structure if J = A is as in Example 2.1.3 or Example 2.1.6. In this case, one has the identities
, and U x y = xyx.
2.1.3.
Identities for cubic norm structures. We give several identities valid in cubic norm structures. These identities will be used throughout the paper. First, one has the relations
Recall that the cubic norm structure J is said to be special if there exists an associative algebra W , and an inclusion J ⊆ W so that U x y = xyx. Here the multiplication on the right hand side of this equality is that of W . If J is special, then one has xx # = x # x = n(x). Linearizing this identity gives x(x × y) + yx # = (x # , y) and similarly (x × y)x + x # y = (x # , y), one consequence of which is the identity y # x(x × y) = (x # , y)y # − n(y)x # . One also has the identity
for special J.
2.1.4.
The group M J . We now define a reductive group M J that acts on J if J is a cubic norm structure.
First, suppose J, J ∨ form a cubic norm pair over F . Define M (J, J ∨ ) to be the group of (α, t, t ∨ , δ) ∈ GL 1 × GL(J)×GL(J ∨ )×GL 1 that satisfy the following identities, for all b ∈ J, c ∈ J ∨ :
Define the group M (J, J ∨ ) to be the subgroup of M (J) where αδ = 1. If J is a cubic norm structure, define M J to be the group M (J, J), which makes sense because J, J is a cubic norm pair. Then M J is the group of (g, λ) ∈ GL(J) × GL 1 so that N J (gx) = λN J (x) for all x ∈ J. The group M J preserves the rank of elements of J, and its action makes J into a prehomogeneous vector space. The open orbit consists of the elements of rank 3.
2.1.5. The space W J . In this subsection we define the space W J associated to a cubic norm structure J over F , together with its natural quartic form and symplectic pairing.
Suppose J is a cubic norm structure. We set
We write typical elements of W J as (a, b, c, d). The space W J carries a symplectic pairing
The space W J also carries a natural quartic form (due to Freudenthal), given by
Polarizing the quartic form q, there is a symmetric 4-linear form (w, x, y, z) on W J normalized by the condition (v, v, v, v) = 2q(v) for v in W J . Since the symplectic pairing is non-degenerate, there is a symmetric trilinear form t : W J × W J × W J → W J normalized by the identity w, t(x, y, z) = (w, x, y, z).
One has the following fact.
We now define the rank of elements of W J . 2.1.6. The group H(W J ). Let W J be as above. We now define a group H(W J ) that acts on W J . We define the group H(W J ) to be the subgroup of g ∈ GSp(W J ; , ) satisfying q(gv) = ν(g) 2 q(v) for all v ∈ W J . Here ν(g) ∈ GL 1 is the similitude of g in GSp(W J ). We define some maps on W J that are in H(W J ).
• For X ∈ J, define
and similarly for Y ∈ J ∨ = J define
• For λ ∈ GL 1 , define
• More generally, for m = (α,
The following proposition is well-known, the only nontrivial piece being for the maps n J (X), n J ∨ (Y ). Elements v of W J can be put in a semistandard form by applying the operators n J (X), n J (Y ), and m(λ) for X, Y ∈ J and λ ∈ GL 1 . Lemma 2.1.14. Every nonzero element v of W J is equivalent to one of the form (1, 0, c, d) by applying operators n J (X), n J (Y ), and m(λ).
From the definitions, if g ∈ H(W J ), one obtains (gv) ♭ = ν(g)g(v ♭ ) and similarly t(gv 1 , gv 2 , gv 3 
2.1.7. Binary cubic forms and cubic rings. We now give various facts and reminders that concern the relationship between binary cubic forms and cubic rings. See, for instance, [9] for more details.
Suppose f (x, y) = ax 3 + bx 2 y + cxy 2 + dy 3 with a, b, c, d in the base ring R. The based cubic R-algebra T determined by f is a free R-module of rank 3, with basis 1, ω, θ. The algebraic relations in T are determined by the fact that (a, −ω, θ, d) is rank one in W L , and tr(−ω) = b, tr(θ) = c.
The action of GL 2 on binary cubic forms is (g · f )(x, y) = det(g) −1 f ((x, y)g). With this action, one has q(g · f ) = det(g) 2 q(f ), and
2.2. Particulars for associative cubic norm structures. In this subsection we give more preliminaries that apply to specifically to the case that J = A is an associative cubic norm structure. Throughout this subsection, A is assumed to be an associative cubic norm structure. We write n or n A for the cubic norm map A → F . We first note the following. Suppose u, v ∈ A and n(u)n(v) ∈ F × . Then if one sets
Proof. Computing the (1, 2) entry of R(v) 2 , one obtains
Similarly, the (2, 1) entry of R(v) 2 = 0. We thus must compute the diagonal entries of R(v) 2 . The (1, 1) entry is
where
since for all x in A we have
. This completes the proof.
We will sometimes have desire to use the more symmetrical-looking matrix S(v) :=
One has the identity
and one has S(v) = (q 1 , q 2 , q 3 ) with
The q i are 2×2 symmetric matrices, or equivalently, binary quadratic forms. These are (essentially) the 3 quadratic forms associated to v from [1] . Since one always has
4 J is the statement that the 3 quadratic forms q i have the same discriminant, which is equal to the discriminant of v.
We record how R behaves under the action of certain elements of H(W A ).
, and
Proof. These are all direct computations.
The vanishing of R(v), or equivalently S(v) characterizes elements of W A of rank at most 1. 
Rank one elements.
We now say a bit more about rank one elements of W A . Suppose ℓ = (s, t) ∈ A 2 is a row vector. We define ℓ ! ∈ W A to be the element
Similarly, if η ∈ A 2 is a column vector, we define
Note that the order of multiplication in the "b" and "c"-components has been switched. We have the following lemma.
Lemma 2.2.5. For ℓ ∈ A 2 a row vector, and η ∈ A 2 a column vector, ℓ ! and η ! are rank one, and one has ℓ ! , η ! = n A (ℓ
Proof. That ℓ ! and η ! are rank one follows from Lemma 2.2.4. Suppose ℓ = (s, t) and η = u v .
Then
and the lemma follows.
In this subsubsection we define a right and left GL 2 (A) action on W A , that preserves the symplectic and quartic forms, up to similitude. We will give the details for the left action; the right action is completely analogous. We begin by constructing a space V A , with a left GL 2 (A) action, that comes equipped with a map V A → W A . We will then show that this map is an isomorphism.
We consider W 2 ⊗ A to be the 2 × 1 column vectors with coefficients in A, an A bi-module.
Definition 2.2.6. We define V A to be the S 3 invariants of the quotient of (W 2 ⊗ A) ⊗3 by the submodule generated by xa ⊗ xa ⊗ xa − n(a)x ⊗ x ⊗ x for x ∈ W 2 ⊗ A and a ∈ A. That is, set
the submodule generated by xa ⊗ xa ⊗ xa − n(a)x ⊗ x ⊗ x for x ∈ W 2 ⊗ A and a ∈ A, and
When R is a subring of k and A has a structure over R, we define V A (R) to be the image of the above quotient in V A (F ).
Note that since GL 2 (A) preserves the submodule I A , and since the GL 2 (A) and S 3 actions commute on (W 2 ⊗ A) ⊗3 /I A , GL 2 (A) acts on the left of V A .
A map V A → W A is defined as follows. We map x ⊗ x ⊗ x to x ! . Linearizing this, suppose
Recall the symmetric trilinear form on A that satisfies the identities (x, x, x) = 6n(x), (x, y, z) = tr(x × y, z). Then we map
Lemma 2.2.7. Suppose x, y, z are in W 2 ⊗ A and a 1 , a 2 , a 3 , a are in A. Then in (W 2 ⊗ A) ⊗3 /I A , one has the following equalities:
(1)
Proof. The first item follows from linearizing the identity xa ⊗ xa ⊗ xa = n(a)x ⊗ x ⊗ x, and the third item follows from the second by linearization. Thus, we prove the second statement.
To do this, fix x, y, z in W 2 ⊗ A, and consider the map
Since this is a polynomial map from A to a finite dimensional F vector space, to check that it is identically 0, it suffices to check that it is 0 on the Zariski dense set of a with n(a) = 0. But now in (W 2 ⊗ A) ⊗3 /I A , one has
Fix the standard basis e = 1 0
Proof. We check that the map V A → W A is an isomorphism by seeing that it is surjective, and checking the bound dim
To see the surjectivity, note that for a ∈ F and b ∈ A, ae ⊗ e ⊗ e → (a, 0, 0, 0), and
and similarly the elements (0, 0, c, 0
It follows from Lemma 2.2.7 that the elements
The dimension bound, and thus the proposition, follows.
Note that by the definition of the action of GL 2 (A) on W A , we have (gη) ! = g · η ! , if g ∈ GL 2 (A) and η ∈ A 2 is a column vector.
We next need to check that the induced action of GL 2 (A) on W A preserves the symplectic and quartic form. First, a lemma.
Proof. These are all direct computations that follow from Lemma 2.2.7 and the definitions. For example, (
Denote by P ⊆ GL 2 (A) the subgroup consisting of elements of the form ( * 0 * * ). Lemma 2.2.10. The group GL 2 (A) is generated by P and
Proof. We give a direct proof. Suppose g = a b c d is in GL 2 (A). We first check that we may assume c is invertible. Multiplying g on the right by J 2 , we may assume rankd ≥ rankc. Now, consider g −1 = ( p q r s ). We get that cq + ds = 1, and thus
Now, if d is rank 3, we are done, and if c = 0, then d is rank three. If both c and d are rank at most 1, then n(cq + ds) = 0, so we cannot have this case. Thus we may assume d is rank two, and c is rank two or rank one. We conclude that not both of c # d and d # c are 0. It follows that we can find y ∈ A and λ ∈ GL 1 (F ) so that λ(c Thus, we've shown that we can multiply g by elements of P and J 2 so that the bottom right entry of g is invertible. Now, multiply g = a b c d on the right by ( 1 x 1 ), where x = −d −1 c. One obtains an element in P op = ( * * 0 * ). Conjugation by J 2 moves P op to P , thus completing the lemma. Proof. This follows immediately from Lemmas 2.2.9 and 2.2.10.
Note that since V A is defined polynomially, it is a module for M 2 (A). For m ∈ M 2 (A), denote by det(m) the degree 6 reduced norm on M 2 (A). We will require the following fact below. 
, the identity follows. The second identity is similar.
Proof. This follows immediately from Lemma 2.2.9 and Proposition 2.2.3.
All of the above constructions and proofs and can be made analogously for the right action of GL 2 (A) on row vectors A 2 , which then induces a right action of GL 2 (A) on W A . We state explicitly the "right" version of the previous lemma. Set R r (v) = JR(v)J −1 , where
. We have the following. 
Definition 2.2.15. Suppose R is a semisimple ring, by which we mean R is a subring of a finite product of fields k = i k i . Assume A = A R is an associative cubic norm structure over R. Then, we define
We define V A R to be the image of This invariant measures how far a rank one element is from one of the form ℓ ! or η ! . We will now define this invariant. Suppose k is a field, A = A k is an associative cubic norm structure over k, and v ∈ W A is rank one. Then there is a row vector ℓ ∈ A 2 so that ℓ ! , v = 0, and similarly a column vector η ∈ A 2 so that v, η ! = 0. The following lemma says that these elements of k × give well-defined classes in k × /n(A × ), and in fact this class is the same if one uses row vectors or column vectors.
Lemma 2.2.16. Suppose k is a field, A = A k is a cubic ring over k, and v ∈ W A is rank one. Then, there an element λ ∈ k × so that
As a consequence of the lemma, we can make the following definition.
Definition 2.2.17. Suppose k is a field, A is an associative cubic norm structure over k, and v in W A is rank one. We define λ(v) ∈ k × /n(A × ) to be the class of λ determined by Lemma 2.2.16. Similarly, if k = i k i is a finite product of fields, A is an associative cubic norm structure over k, and v = i v i ∈ W A has rank one in every component, then we define
Proof of Lemma 2.2.16.
Suppose r ∈ A. Since (rℓ) ! = n(r)ℓ ! and (ηr) ! = n(r)η ! , the sets on the left and right side of (2) are n(A × )-cosets. Since all rank one lines are in the same GL 2 (A)-orbit, there is λ 1 , λ 2 ∈ k × , and η 1 , ℓ 2 a column vector and a row vector in
. Hence it follows that the set on the left of (2) forms a single n(A × )-coset, and this coset is represented by λ 1 . Similarly for the set on the right of (2); it forms a single n(A × )-coset represented by λ 2 .
It remains to prove that λ 1 and λ 2 represent the same class in k × /n(A × ). This is clear if either the "a" or "d"-components of v are nonzero, and in general it follows from the GL 2 (A) action.
In the following lemma, and below, a primitive vector of W 2 (A) is a vector which may be completed to an A-basis of W 2 (A).
3. The first lifting law for W J Suppose A is an associative cubic norm structure, over the field F or over a subring R of F . Then the group GL 2 (A) acts on W A , as shown in the previous section. Denote by SL 2 (A) the subgroup of GL 2 (A) that is kernel of the degree 6 norm map. Equivalently, SL 2 (A) is the subgroup of GL 2 (A) that acts on W A with similitude 1. The purpose of this section is parametrize the orbits of SL 2 (A) on W A , over the field F and over a subring R of F . We begin by proving two lifting laws, one for general cubic norm structures J and another more precise lifting law for associative cubic norm structures A. We then use the second of these lifting laws to parametrize the orbits of SL 2 (A) on W A .
3.1. The lifting law. In this subsection, we state the two lifting laws. The first lifting law applies to the general case of W J with J a cubic norm structure, while the second lifting law applies to the case W A with A an associative cubic norm structure, but gives more information.
Here is the first lifting law.
Theorem 3.1.1. Suppose v ∈ W J has q(v) = 0, and suppose F ⊆ k is an extension of fields, and
In fact, one has the equality
for all x ∈ W J k and similarly for ωv − v ♭ .
Proof. This result is likely known to experts in Freudenthal triple systems. For instance, it follows by a one-line computation from the definition of a Freudenthal triple system and [22, Lemma 4.4] .
One can also give a simple proof using prehomogeneity and equivariance for the action of group H(W J k ). Indeed, it is immediately seen that both sides of (3) change in the same way under the action of H(W J k ), thus it suffices to check the equality (3) at a single non-degenerate v in W J . For instance, if one takes v = (a, 0, 0, d), both sides of (3) are easy to compute, and they are seen to be equal.
For v, ω as in Theorem 3.
We give a complement to the lifting law, which explains the way in which the rank one lift X(v) of v is unique.
Lemma 3.1.2. Suppose k is a field, E is anétale extension of k, ω ∈ E satisfies ω 2 ∈ k and 1, ω are linearly independent over k. Additionally, suppose J is a cubic norm structure, v 1 , v 2 ∈ W J with q(v 1 ) = 0, and X = ωv 1 + v 2 ∈ W J ⊗ k E is rank one. Then there is t ∈ k so that ω 2 = t 2 q(v 1 ) and v 2 = tv ♭ 1 . Proof. By equivariance and passing to the algebraic closure, we may assume
From the first equation, we deduce b ′ = 0, and from the second that c ′ = 0. We then get from the third equation that ω(ad
, and we then get that ω 2 = t 2 (ad) 2 . Note that if t is in some extension field of k, and v 2 = tv ♭ 1 , then necessarily t ∈ k. This completes the proof.
Suppose F is a field, E is anétale quadratic extension of F , and X ∈ W A ⊗ E = W A E is rank 1. Say X is admissible if X = (ωv + v ♭ )/2 for some ω ∈ E × and v ∈ W A with ω 2 = q(v).
Lemma 3.1.3. Let the notation be as above, and assume
is admissible. In particular, one has the identities
and
Proof. The admissibility of µn E/F (µ)X follows from the identities (4) and (5), and these identities are familiar from the theory of Freudenthal triple systems. For example, (5) is [22, Lemma 4.5] . The reader can check these identities themselves by observing that both sides of (4) and (5) are equivariant under the action of g ∈ H(W J ) with ν(g) = 1, and then checking them for v = (a, 0, 0, d). (This is essentially how (5) is proved in [22] .) For this v, αv+βv ♭ = ((α−βad)a, 0, 0, (α+ βad)d), and (4), (5) follow.
We now give the more precise lifting law that applies when A is an associative cubic norm structure.
S is a row vector, and
as above, then
Proof. The equality in question is polynomial in nature, and thus by prehomogeneity it suffices to check equivariance of both sides and to check it for particular v's. The equivariance is immediate using
Orbits over a field. In this subsection, we assume F is a field, and A is an associative cubic norm structure over F . We parametrize the orbits of SL 2 (A) on the elements of W A with rank 4.
More precisely, suppose v ∈ W A has q(v) = 0. Define
The purpose of this subsection is to prove the following theorem. Many of the instances of this theorem are closely related to results of Wright-Yukie [28] and Kable-Yukie [15] .
) defines a bijection between SL 2 (A) orbits on the rank 4 elements of W A and triples (E, ω, λ) of this kind, up to isomorphism. An isomorphism of a triple
Proof. Note that we have
It follows that X(v) is nonzero in every component of W A E , and thus the invariant λ(v) is defined.
That n E/F (λ(v)) is a norm from n(A E ) follows quickly from the lifting law. Indeed, set U =
Before we complete the proof of the theorem, we give some necessary intermediate results. 
Proof. We have already established the first part of the proposition. Now, let v 1 be as in the statement. Then R(v)v 1 = −ωv 1 , and by the lifting law,
This completes the proof.
We can now establish the fact that if v, v ′ ∈ W A have isomorphic invariants, then they are in the same SL 2 (A) orbit, as stated in the following lemma.
This proves det(g) = 1, and in particular g ∈ M 2 (A) is actually invertible and in SL 2 (A). This completes the proof.
Finally, to complete the proof of Theorem 3.2.1, we must check that every (E, ω, λ) with n E/F (λ) ∈ F × ∩ n(A × E ) arises as an actual invariant of some v ∈ W A of rank 4. To see that these invariants do all arise, first set v = (0, 1, 0, d), with d ∈ F × , and ω = 2
, and thus λ(X(v)) = 1. Hence, all invariants (E, ω, 1) appear. Now, suppose λ ∈ E × satisfies n E/F (λ) ∈ F × ∩ n(A × E ). Then from Corollary 3.1.3, we know λn(λ)X(v) = X(v ′ ) for some v ′ ∈ W A with q(v ′ ) = 0. But λ(X(v ′ )) = λn(λ), which represents the same class as λ since n(λ) ∈ n(A × E ). Hence all classes (E, ω, λ) arise, as desired. This completes the proof of Theorem 3.2.1.
3.3.
Balanced modules and integral orbits. In this subsection we describe the integral theory. We assume R ⊆ F is a subring, and A is an associative cubic norm structure over R. We will parametrize the nondegenerate elements v of W A in terms of free rank two A-modules with an A-linear action of S q(v) = R[x]/(x 2 − q(v)) that satisfy a "balanced" condition.
Suppose v ∈ W A has q(v) = q = 0. The column vectors A 2 have a right A action. We define an action of S q on A 2 by letting ω, the image of x in S q , act as R(v). This is well-defined since R(v) 2 = q(v), and is obviously A-linear. We write M v for this based free A-module with S q(v) -action.
Set
. By tensoring up from R to F , we get a free rank two A F module M v ⊗ R F , with an E q -action. It turns out this module is free of rank one over A Eq .
F is free of rank one over A Eq .
To prove this surjectivity, consider the A E norm of Φ ℓ (η), n(Φ ℓ (η)). By the lifting law, we have
Since η, ℓ can be chosen so that X(v), η ! ℓ ! , X(v) ∈ E × , there is ℓ so that the image of Φ ℓ contains a unit of A E . Hence for this ℓ, Φ ℓ is surjective, as desired.
Suppose the module M v were embedded in A Eq , for instance as in the proof of the previous proposition. Taking the norm on A Eq would give a map µ : M v → E q that satisfies µ(ηa) = µ(η)n A E (a), for all a ∈ A E . This motivates the following definition. If M = A 2 is a free rank two A-module with a fixed basis, an A-linear S q action on M is the same as a matrix R ∈ M 2 (A) satisfying R 2 = q. We define the notion of a when a triple (q, R, µ) of an A-linear S q action on A 2 and an integral norm map µ is balanced. Definition 3.3.3. A triple (q, R, µ) of an S q ⊗A action on A 2 and an integral norm map µ : A 2 → S q is said to be balanced if the following conditions are satisfied.
• A 2 F with its E q -action given by R is free of rank one as an A ⊗ E q -module;
(This is independent of the choice of η 0 , since µ is a norm map.) Then 2X ∈ W A ⊗ S q and X, X = ω 3 = qω.
If T = (q, R, µ) is a balanced triple, we define X(T ) = X(q, R, µ) = X as above.
Suppose v ∈ W A is rank 4. Associated to v we form the triple (q(v), R(v), µ v ), where
Proof. The lifting law says that (U η) ! = µ v (η)X(v), where U = (ω + R(v))/2. Suppose a = a 1 + ωa ω ∈ A E , with a * ∈ A. By definition, η · a = ηa 1 + R(v)ηa ω . Hence U (η · a) = U ηa, and thus
Thus µ v is an integral norm map. Proposition 3.3.1 and another application of the lifting law show that the triple (q(v), R(v), µ v ) is balanced. The lifting law is the statement that v → T (v) → v T (v) is the identity. We must check that the reverse composition is the identity. We begin with the following lemma. Proof. By construction, X(T ) = (ωv 1 + v 2 )/2 is rank one. We have X(T ), X(T ) =
Hence t = 1 and thus X(T ) is admissible, as claimed.
Proof. By the definition of X(T ), we have
Since µ(η) takes on values in E × , we deduce R · X(T ) = ω 3 X(T ), which is the lemma.
and X(v), X(v) = ω 3 = 0, det(R) = det(R(v)) and thus RR(v)R −1 = R(v), as desired.
If T = (q, R, µ) is a balanced triple, and v = v T so that X(T ) = X(v), we have that
We will use these equations and the fact that R commutes with R(v) to check that R = R(v). 
Since the left hand side is µ(η)X(v), we deduce w 2 vu # w
a for some γ ∈ E × . Hence w 2 (ad + ω) = 0, which yields
and thus y = 1. Similarly, one finds x = 1 and thus R = R(v). Now, consider the general case. By making a field extension F ֒→ k, we may find g ∈ SL 2 (A k ), and v 0 = (a, 0, 0, d) with ad ∈ k × , so that v = gv 0 , and thus
From the equation
From the above arguments we obtain g −1 Rg = R(v 0 ), and thus R = gR(v 0 )g −1 = R(v), as desired.
We have now checked that if T = (q, R, µ) is a balanced triple, then X(T ) = X(v) is admissible, and R = R(v), q = q(v). Finally, by the definition of X(T ) and the lifting law, we get
is the identity. This completes the proof of Theorem 3.3.5.
The lifting law for J ⊕ J
Suppose C is an associative composition algebra over F . The purpose of this section is to parametrize the orbits of SL 3 (C) on H 3 (C) 2 , and to solve the analogous problem over a subring R of F . Over a field, a closely-related parametrization problem was solved in [25, 15, 28] , albeit by very different methods. The integral theory involves a notion of "balanced" module, and uses some ideas from [27] .
We begin by proving a general lifting law, that applies to the prehomogeneous vector space J ⊕ J = V 2 ⊗ J for an arbitrary cubic norm structure J. Then when J = H 3 (C), we prove a refined lifting law. We use the refined lifting law to solve the orbit parametrization problems.
4.1. The lifting law. In this subsection we give the lifting law for the prehomogeneous vector space J 2 , where J is a cubic norm structure over the ring R. We also give a more explicit lifting law when J = H 3 (C) for an associative composition ring C over R.
The representation space.
We begin with a description of the representation space J 2 = V 2 ⊗ J. We write a typical element of J 2 as (A, B) , and then the (left) GL 2 action is
r s ). Recall the group M J , which is the group of (g, λ) ∈ GL(J) × GL 1 satisfying n(gX) = λn(X) for all X ∈ J. Then M J also acts on J 2 via g · (A, B) = (gA, gB), and this action commutes with the action of GL 2 to give a GL 2 ×M J action on J 2 , under which J 2 becomes a prehomogeneous vector space.
The discriminant invariant.
To the element (A, B) of J 2 , we assign the binary cubic polynomial
and the degree 12 discriminant polynomial Q((A, B)) : B) ). Associated to the binary cubic f (A,B) is a cubic R-ring T with good basis (1, ω, θ), and thus to every pair (A, B) in J 2 is associated a cubic ring with good basis.
The lifting law for J.
We now give the lifting law for general cubic norm structures J. Suppose (A, B) ∈ J 2 has associated based cubic ring T, (1, ω, θ). Consider J T = J ⊗ R T , and put on J T the cubic norm structure over T , with norm and adjoint extended T -linearly from J to J T . That is, (U ⊗ λ) # = U # ⊗ λ 2 and n(U ⊗ λ) = λ 3 n(U ), for λ ∈ T . Set X = X(A, B, ω, θ) :
an element of J T . The first part of the lifting law below will be that X is rank one in J T .
Remark 4.1.1. With X = X(A, B, ω, θ) as above, we have
In Kato-Yukie [16] , the authors parametrize the orbits of GL 2 ×M J on J ⊕ J, where J = H 3 (C) with C an octonion algebra. Associated to the non-degenerate pair (A, B), Kato-Yukie assign an embedding L := T ⊗ R F ֒→ J † , where J † is an isotope of J. This isotope J † of [16] is precisely the isotope specified by the element tr T /R (X) of J.
We will define an element Y = Y (A, B, ω, θ) of J ∨ T associated to A, B, ω, θ, which will also turn out to be rank one. To do this, first define an R-bilinear map × T :
We set Y = Y (A, B, ω, θ) := 1 2 X(A, B, ω, θ) × T X(A, B, ω, θ), an element of J ∨ T . More precisely, if V is any R-module, the map × : J ⊗ J → J ∨ extends to a map
Then × : J T ⊗ J T → J ∨ T is the composition of this map for V = T with the multiplication map T ⊗ R T → T , and × T is the composition of this map with the map × : T ⊗ R T → T . We similarly have maps # :
Here is the lifting law. A, B) ).
Before proving the lifting law, we record the following lemma, which will be used in the proof of Theorem 4.1.2.
Proof. The first part of the lemma follows immediately from the identity
The second claim of the lemma is a direct consequence of the first.
We compute Y (A, B, ω, θ) more explicitly. One has
Here we have used the identities
Hence we obtain (6)
Proof of Theorem 4.1.2. That X is rank one follows by direct computation from the multiplication table of T . Indeed, one has
This then gives 0 by the general identities
That Y is rank one then follows from Lemma 4.1.3. We must still evaluate (X, Y ). This can be proved by a somewhat tedious, but entirely straightforward computation using the multiplication table of T .
The following two lemmas provide a complement to the lifting law. Lemma 4.1.4. Suppose A, B ∈ J, n(Ax + By) is not identically 0, X ′ = −Aθ + Bω + C is rank one in J T , and X ′ + δ is rank one, for some δ ∈ J. Then, δ = 0.
Proof. We have 0 = (X ′ + δ) # = X ′ × δ + δ # . Hence, since 1, ω, θ are F -linearly independent, A × δ = 0 = B × δ. Hence (Ax + By) × δ = 0 in J ⊗ F F (x, y), where F (x, y) is the field of rational functions in x, y. But Ax + By is invertible in J ⊗ F F (x, y), since n(Ax + By) = 0. Thus the lemma follows from the fact that z × δ = 0 implies δ = 0, when z is invertible.
This latter fact is a consequence of the identity
Lemma 4.1.5. Suppose X ′ = −Aθ + Bω + C is rank one, and set f (x, y) = ax 3 + bx 2 y + cxy 2 + dy 3 the binary cubic form associated to ω, θ, f ′ (x, y) = n(Ax + By) the binary cubic associated to the pair (A, B) . Assume A, B, C are linearly independent in J, and f (x, y) = 0. Then there exists t ∈ F so that f ′ (x, y) = tf (x, y).
Proof. To check that f ′ = tf , it suffices to first act by SL 2 (F ) on (ω 0 , θ 0 ) and (A ′ , B ′ ) so that the coefficients of x 3 and y 3 in f (x, y) are both not zero and X stays invariant. (Every nonzero orbit of SL 2 (F ) on binary cubics contains an element with ad = 0.) So by using the action of SL 2 (F ), we may assume ad = 0. Now, using the multiplication table for (1, ω, θ) and taking (X ′ ) # , one finds
Since 1, ω, θ are linearly independent, each of the terms in parantheses is 0. Thus
and similarly
Since A, B, C are assumed linearly independent in J, we deduce n(A)d = n(B)a. Pairing the coefficient of θ in (X ′ ) # with A, we get
and similarly pairing the coefficient of ω in (X ′ ) # with B we get
Plugging these into the coefficients of A and B in (7) we get
Since ad = 0, this completes the proof. 
The lifting law for J = H 3 (C)
. Suppose now that C is a composition ring over R, and that C is associative. Then J = H 3 (C) is a cubic norm structure, and GL 3 (C) acts on J via m·h = mhm * , for m ∈ GL 3 (C) and m * the conjugate transpose of m. We now extend the lifting law Theorem 4.1.2 to a more precise lifting law. Let (A, B) ∈ J 2 be fixed. Define a map S r : T → M 3 (C) by S r (1) = 1, S r (ω) = −A # B, S r (θ) = B # A and extending R-linearly, and another R-linear map S ℓ : T → M 3 (C) via S ℓ (λ) = S r (λ) * for λ ∈ T . The maps S r , S ℓ R-algebra homomorphisms, and in fact X = X(A, B, ω, θ) and Y = Y (A, B, ω, θ) are eigenvectors for the action of S * (T ). The maps S * are closely related to constructions in [27] . Proposition 4.1.6. The maps S r , S ℓ : T → M 3 (C) are R algebra homomorphisms, and if λ ∈ T , then S ℓ (λ)X = λX = XS r (λ).
Proof. First we check that S r is a ring homomorphism. It is clear that S r (ω)S r (θ) = −ad = S r (θ)S r (ω). Next we check that S r (ω) 2 = S r (ω 2 ). This amounts to the identity
Equation (8) is a polynomial identity, and thus by Zariski density it suffices to prove it when n(A) = 0. When this is the case, (8) is equivalent to
by multiplying (8) on the left by A, dividing by n(A), and rearranging. But now both sides of (9) are equal to (A × B) # , since one has (x × y) # = (x # , y)y + U x y # , and U x z = xzx. The proof that S r (θ) 2 = S r (θ 2 ) is essentially identical. Now, since T is commutative and S ℓ = S * r , S ℓ is also a ring map. To prove that λX = XS r (λ) for λ ∈ T , one must only check this for λ = ω and λ = θ. We have checked
Hence,
Likewise one computes
so ωX = XS r (ω). The proof that θX = XS r (θ) is similar. Since X = X * , the equation λX = XS r (λ) implies λX = S ℓ (λ)X.
Before giving the extended lifting law for J = H 3 (C), we give one additional preparation. From now on we assume that the pair (A, B) is non-degenerate, i.e. that Q((A, B)) = 0, or equivalently that L = T ⊗ R F is a cubicétale F -algebra. Definition 4.1.7. Suppose given two copies T 1 , T 2 of the R-algebra T , by which we mean given two R-algebras T 1 , T 2 and R-algebra isomorphisms ι j : T → T i , for j = 1, 2. Let {v α } be a basis of T , and {w α } is the dual basis in L = T ⊗ F for the trace form. Define
Then ǫ(T 1 , T 2 ) is independent of the choice of basis {v α }. When T 1 = S r (T ), T 2 = T , ι 1 = S r and ι 2 is the identity, we set ǫ := ǫ(S r (T 1 ),
With this definition, one has the following lemma. 
Proof. It suffices to check the identity for the elements of a basis of T ⊗ F over F , and thus we may assume x is invertible in T ⊗ F . Now, let v α , w α be as in Definition 4.1.7. Then we have
since x −1 w α is the basis dual to xv α , and ǫ(T 1 , T 2 ) is independent of the choice of basis.
Finally, with these preparations, we can state the lifting law. Write V 3 (C) = C 3 to be row vectors with entries in our associative composition ring C. 
Before giving the proof, we give various preparations. Observe that
Hence under the action of
, the expression −Aθ 0 + Bω 0 gets multiplied by det(g) 2 . Similarly one has that the quantity −AS r (θ 0 ) + BS r (ω 0 ), which is in H 3 (C F ), gets multiplied by det(g) 2 under the action of GL 2 on A, B. It is thus convenient to write X and Y above in terms of −Aθ 0 + Bω 0 and −AS r (θ 0 ) + BS r (ω 0 ), which we will now do. 
Proof. From (10) one gets
and thus
Lemma 4.1.11. One has Y 0 = −3Y .
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Proof. We have
Additionally, we have S(3θ 0 ) = 3B # A − c, S(3ω 0 ) = −3A # B + b, AS(3θ 0 ) − BS(3ω 0 ) = 3(AB # A + BA # B) − (cA + bB). Applying (12) yields
Using this, one gets
We obtain
Comparing with (6), we get Y 0 = −3Y , as desired.
If m ∈ GL 3 (C), and λ ∈ GL 1 , we get a map on H 3 (C) = J via h → λmhm * . Let (λ, m) denote the corresponding element of M J . Denote by N (m) the degree 6 reduced norm on H 3 (C). One has N (m) = n(mm * ). (
Under the action of g ∈ GL 2 , the quantities f (x, y) = n(Ax + By), ω 0 , θ 0 , X, Y 0 , ǫ change as follows:
Proof. These are straightforward computations, especially by using the equivariance properties of the expression Aθ 0 − Bω 0 .
Finally, set
29 Suppose x i , y j are in T , (1, ω, θ)m = (x 1 , x 2 , x 3 ) and (1, ω, θ)n = (y 1 , y 2 , y 3 ), with m, n ∈ M 3 (R). Then (tr T /R (x i y j )) = t mV n. It follows that Q(f )ǫ = det(V )ǫ is a polynomial in 1, ω, θ, A, and B.
Proof of Theorem 4.1.9. Multiplying both sides of (11) by Q(f ), this identity becomes a polynomial identity in A, B, ω, θ and v. Thus to prove the lifting law, it suffices to check that both sides of (11) behave the same way under the action of GL 2 ×M J , and that one has the equality for all v in a particular non-degenerate case. For the equivariance, suppose (g, (λ, m)) ∈ GL 2 ×M J acts on A, B as defined above, and also takes v → vm * . Then one finds using Proposition 4.1.12 that both of (11) change via
For the non-degenerate case, take A = 1 and
. This is an F -algebra isomorphism.
Since we can compute ǫ in any basis, take the basis
This basis is self dual, and we have S r (ǫ 1 ) = diag(1, 0, 0), S r (ǫ 2 ) = diag(0, 1, 0), S r (ǫ 3 ) = diag(0, 0, 1). We obtain
We now compute X. One obtains
, with v 1 , v 2 , v 3 in the composition algebra C. For our choice of (A, B), we see that both Q(f )(vǫ) * (vǫ) and (vY v * )X are equal to 4d 6 (n(v 1 ), n(v 2 ), n(v 3 ))E. This completes the proof.
In the next subsection, we will consider the orbit problem for the action of GL 2 (R) × SL 3 (C) on H 3 (C) 2 when R = F is a field. Before doing this, we finish this subsection with a few preparatory results.
The following proposition says that Y is also an eigenvector for the action of S(T ). 
Computing θY using θ 2 = −bd + cθ − dω and ωθ = −ad, one obtains the same expression, and thus θY = S r (θ)Y , as desired. The proof of the equality S r (ω)Y = ωY is similar; for completeness, we give the details. From the identities of subsection 2.1.3, one obtains
Using now that ω 2 = −ac + aθ − bω, one finds for ωY the same expression, and thus S r (ω)Y = ωY . This completes the proof.
4.2.
Orbits over a field. In this subsection, R = F is a field. An element (A, B) ∈ H 3 (C) 2 is said to be non-degenerate if Q((A, B)) = 0. In this subsection we use the lifting law to parametrize the orbits of SL 3 (C) on the non-degenerate elements of H 3 (C) 2 .
The invariant µ(X).
Before stating the parametrization theorem, we associate to a nondegenerate pair (A, B) two invariants. The first invariant is the cubicétale F -algebra L, determined by f (A,B) (x, y) = n(Ax + By), together with its good basis 1, ω, θ. The second invariant involves the lifted rank one element X = X(A, B, ω, θ)
is rank one; the second invariant associated to (A, B) measures how far X is from a "pure tensor"
In the following lemma and also below, we say a vector v in V 3 (A), for an associative composition algebra A, is primitive if v can be extendend to a basis of V 3 (A). 
which implies the desired uniqueness property. For the existence, one can use uppertriangular unipotent matrices in M 3 (A) to move Y to an element Z with some Z ii = 0, and thus in k × since k is a field. Using the permutation matrices S 3 ⊆ GL 3 (A), one can assume Z 11 = µ ∈ k × . Then again using unipotent matrices, one can clear out the top row of Z, so that Z 12 = Z 13 = Z 21 = Z 31 = 0. Since Y and thus Z is rank one, we then get that
for some g ∈ GL 3 (A) with n(gg * ) = 1. Hence setting v 0 = g −1 (1, 0, 0) * gives the existence.
We require one more lemma before defining the invariant µ((A, B)) = µ(X (A, B, ω, θ) ).
Proof. We first make some general remarks. Assume first that X is an arbitrary element of J ⊗ F L, for some cubic norm structure J. Extending scalars from F to some algebraic closure k of L, we can assume L = k×k×k and X = (
Suppose now that X is rank one. Then X # i = 0 for all i, and hence n(
Applying this fact to X = X(A, B, ω, θ), and using that for this X, (X, Y ) = Q(f ), we obtain
In particular, each X i = 0. It follows that σ(X) = 0 for any σ : L → k as in the statement of the lemma.
We record for later use the following corollary. 
for some µ ∈ L. Now, let k be an algebraic closure of F , and X 1 , X 2 , X 3 as in Lemma 4.2.2. To show tr L/F (µX) = 0 implies µ = 0, it suffices to check that X 1 , X 2 , X 3 are linearly independent in k. But if one had a dependence relation between the X i , say X 3 = αX 1 + βX 2 , then
since X 1 , X 2 are rank one. Since Q(f ) = 0, the corollary follows. 
Proof. Since (A, B) is non-degenerate, L is anétale F -algebra, and thus a product of fields. Suppose σ : L → k is an F -algebra map to a field k. Then by Lemma 4.2.2, σ(X) = 0, and thus σ(X) is rank one. It follows that we map apply Lemma 4.2.1 to each of the connected components of Spec(L), to get the existence of µ ∈ L × and v 0 in V 3 (C L ) a primitive vector so that X = µv 0 v * 0 . Uniqueness of µ modulo n(C × L ) also follows. Definition 4.2.5. To a non-degenerate pair (A, B) ∈ J 2 , we associate its invariant, which is the triple (L, (1, ω, θ) , [µ X ]). Here (L, (1, ω, θ) ) is theétale cubic F -algebra, together with its good basis (1, ω, θ) , determined by the binary cubic form n(Ax+By), and the
We can now state the orbit parametrization theorem. Here J = H 3 (C) and G = SL 3 (C), where SL 3 (C) = {m ∈ GL 3 (C) : N (m) = 1}. This result is closely related to work of Wright-Yukie [28] , Kable-Yukie [15] , and Taniguchi [25] . 
Note that µ ∈ L × is only well-defined up to multiplication by an element n C (C × L ). Thus implicit in the statement of Theorem 4.2.6 is the fact that n L/F (n C (C × L )) ∈ n C (C × ). This will be proved directly below.
We will prove Theorem 4.2.6 in steps. We begin with the following lemma.
Lemma 4.2.7. If h ∈ G, then the invariant associated to h · (A, B) is isomorphic to the invariant associated to (A, B).
Proof. If m ∈ GL 3 (C) and N (m) = 1, then the cubicétale F -algebra L and its good basis does not change, and furthermore X m·(A,B) = mX (A,B) m * . Hence [µ X ] does not change.
Thus the map from G-orbits on J 2 to arithmetic invariants (L, (1, ω, θ), [µ]) is well-defined. We now check that this map is injective. Proof. Write X, X ′ for the rank one elements of J ⊗ L associated to the pairs (A, B) and (
, and set m = m 1 + m ω S ℓ (ω) + m θ S ℓ (θ). Then m ∈ M 3 (C), andmXm * = mXm * , from which we deduce A ′ = mAm * and B ′ = mBm * . Since n(Ax + By) = n(A ′ x + B ′ y) = N (m)n(Ax + By), we get N (m) = 1 and m is invertible. The proposition follows.
Say a rank one element X ∈ J L is admissible if X = X(A, B, ω, θ) for some A, B in J. Note that if 1, ω ′ , θ ′ is a good basis of L, and Proof. Set X ′ = µn(µ)X. We have
Here A ′ = AS r (µ), θ ′ = n(µ)θ etc. Note that since the left-hand side is in J L ⊆ M 3 (C) L , so is the right-hand side, and thus
It follows as in the proof of Corollary 4.2.3 that A ′ , B ′ , C ′ are linearly independent. Hence we may apply Lemma 4.1.5 to deduce that
for some t ∈ F . We claim t ∈ F × . Indeed, this is clear, since (Ax + By)S r (µ) is invertible in M 3 (C) ⊗ F (x, y).
Hence t = 1 and X ′ is admissible.
As a corollary of the proof, we observe that
To finish the proof of Theorem 4.2.6, we still must characterize the image of the invariant map.
Proof. First, we write down (A 1 , B 1 ) with invariants (L, (1, ω, θ), 1), then multiply the associated X 1 = X (A 1 ,B 1 ) by µ to find the desired pair (A, B). More specifically, following Bhargava [2] , set
Then one computes
and then
Thus every L, (1, ω, θ) arises. Furthermore, note that the top left entry of A # 1 × B # 1 is 1, and thus µ(X (A,B) ) = 1. Thus we have checked that the invariant (L, (1, ω, θ) , 1) appears for everyétale cubic L and good basis (1, ω, θ).
To get the invariant (L, µ), we multiply X (A 1 ,B 1 ) by µn(µ) = µn(c). By Lemma 4.2.9, X = µn(µ)X (A 1 ,B 1 ) is admissible, and it has invariants (L, [µn(µ)]) = (L, [µ]) since n(µ) ∈ n(C). Multiplying X by µn(µ) changes the good basis, but since every good basis arises, this is irrelevant. The proposition follows. Lemma 4.2.11. Suppose C is an associative composition algebra, and m ∈ M n (C). Then the norm n Hn(C) (mm * ) is a norm from C.
Proof. If C is commutative this is clear. Thus we may assume C is a quaternion algebra. Then the quantity n Hn(C) (mm * ) is the reduced norm of m in M n (C), while norms from C are the reduced norms from C = M 1 (C). That these two sets are the same is well-known.
The following proposition completes the proof of Theorem 4.2.6. Proposition 4.2.12. Suppose X = X (A,B) is admissible, and A, B) ). Hence we obtain ((A, B) ).
Since N (m) ∈ n(C), the proposition follows.
The following lemma is not needed, but is nonetheless clarifying.
Proof. Let v 0 = (1, ω, θ) be as in the Proposition 4.2.12 and
The following lemma will be used in the next subsection, and has essentially already been proved above.
Lemma 4.2.14.
Since X ′ is rank one, we deduce that the X ′ i are linearly independent, and hence tr L/F (µX) = 0 implies µ = 0, from which we conclude that A ′ , B ′ , C ′ are linearly independent.
It then follows that there exists t ∈ F so that f ′ (x, y) = n(A ′ x + B ′ y) = tf (ω,θ) (x, y). We must rule out the case t = 0. Define C 1 ∈ J so that X ′ = −A ′ θ 0 + B ′ ω 0 + C 1 . Then we have
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We have tr L/F (X ′ ) = 3C 1 , and thus n(C 1 ) = 0. Hence n(−A ′ θ 0 + B ′ ω 0 ) = 0, and so we cannot have t = 0. Thus t ∈ F × , and tX ′ = −A ′ (tθ) + B ′ (tω) + t ′ C ′ is admissible. Hence θ) ).
Hence t = 1, and X ′ is admissible.
Note that, given (A, B) ∈ J 2 , the row vectors V 3 (C) = C 3 get endowed with a right action of T , via the map S r : T → M 3 (C). This action is then C-linear for the left action of C on row vectors V 3 (C). Set M (A,B) = V 3 (C) with this action of T . This C ⊗ T module will be the subject of the next subsection, where we classify the orbits of G over R on H 3 (C) 2 . For now, we note the following fact.
, then by the lifting law, we can calculate n C (Φ u (v)). Indeed, we have
We already know X = µv 0 v * 0 for some primitive column
It follows that the map Φ u : M (A,B) → C L is surjective, since it is a C L -module map and the image contains a unit of C L . Since dim F M (A,B) = dim F C L = 3 dim F C, Φ u is an isomorphism. This completes the proof.
4.3.
Integral orbits. In this subsection we classify the non-degenerate elements of H 3 (C) 2 in terms of certain T ⊗ R C modules, that are free of rank 3 over C, and satisfy a "balancing" condition. Throughout this subsection, C denotes a composition algebra over R, as opposed to over the field F . (A, B) . Associated to a non-degenerate pair (A, B) in H 3 (C) 2 , we have the elements X = X(A, B, ω, θ), Y = Y (A, B, ω, θ), and the map S r : T → M 3 (C). The map S r gives V 3 (C) = M (A,B) the structure of a T -module. In Proposition 4.2.15, we checked that M ⊗ R F is free of rank one over C L .
The balanced module associated to
Associated to (A, B) is also a quadratic polynomial map µ (A,B) :
Here we have used that S r (λ)Y = λY = Y S ℓ (λ). We also know, from the proof of Proposition 4.2.15, that there exists v 0 ∈ M ⊗ F for which µ (A,B) (v 0 ) ∈ L × . These observations motivate the following definition. Definition 4.3.1. Suppose T is a cubic R algebra, with given good basis 1, ω, θ, and suppose M = C 3 is a based, free rank 3 C-module, with a C-linear action of T . Such an action is given by an R-algebra map S : T → M 3 (C). The C-linear T -action gives rise to an element ǫ = ǫ(M ) ∈ M 3 (C) ⊗ L, as in Definition 4.1.7. A quadratic polynomial map µ : M → T is said to be an integral norm map if µ(c · m) = n(c)µ(m) for all c ∈ C T and m ∈ M . The integral norm map µ is said to be balancing for (1, ω, θ) , if the following conditions are satisfied.
(1) M F is free of rank one as a C L -module.
(2) There exists v 0 ∈ M F for which µ(v 0 ) ∈ L × . It follows that
is independent of the choice of v 0 with
The lifting law, together with the remarks above, proves the following proposition. Proof. By construction, X = µ(v 0 ) −1 Q((ω, θ))(v 0 ǫ) * (v 0 ǫ) is rank at most 1, and is rank one since one has Q((ω, θ)) = (X, Y ) ∈ F × for Y = 1 2 X × T X. By Lemma 4.2.14, X is admissible. We must check that µ = µ (A,B) and S = S r,A,B . First, we check that the actions S and S r agree. For this, note that by the definition of X(M, S, µ) in terms of ǫ = ǫ(S : T → M 3 (C), id : T → T ), we have XS(λ) = λX for all λ ∈ T . Hence XS(λ) = XS r,A,B (λ) for all λ ∈ T , and we obtain
But n(tr L/F (X)) = Q((ω, θ)) ∈ F × , and hence S(λ) = S r,A,B (λ) as desired.
Finally, we must check that µ = µ (A,B) . But since the actions S and S r,A,B agree, the ǫ associated to M, S, µ agrees with the ǫ associated to A, B. Hence
where the last equality is by the lifting law. Hence µ(v 0 ) = µ (A,B) (v 0 ). Since µ(v 0 ) ∈ L × by assumption, and since M ⊗ F is free of rank one, µ(v) = µ (A,B) (v) for all v ∈ M F because they are both norm maps. This completes the proof of Theorem 4.3.3.
The second lifting law for W J
The purpose of this section is to give another lifting law for the space W J , where now J is assumed to be as in Example 2.1.5. That is, we assume K is a quadraticétale extension of F , B is a central simple K-algebra, and J is the * -symmetric elements of B, J = B * =1 . In this case, however, we do not provide a rank one lift for all rank 4 elements of W J . Instead, we only lift those h ∈ W J for which q(h) = ω 2 , where ω ∈ K × satisfies ω * = −ω.
More precisely, out of the above data, we construct a cubic norm structure on the set U (h, ω) = U /I(h, ω), where U = J ⊕ B 2 , and I(h, ω) ⊆ B 2 ⊆ U is a certain left B-module. By modding out by the B-module I(h, ω), we get a surjection
and thus a canonical lifth of h ∈ W J to W U (h,ω) . Namely, as a lifth of h ∈ W J , one takes the image of h + 1 2 from the left-hand side in the right-hand side. The purpose of this section is to show that U (h, ω) with the adjoint, norm, and pairing defined below is a cubic norm structure, and to show thath in W U (h,ω) is rank one.
The lifting law in this section is a variant of some results of Gan and Savin from [12] . Before we give this lifting law, we first review elements of [12] .
5.1. Review of Gan-Savin lift. In order to motivate the constructions below, we first recall (a very slight generalization of) the situation in [12] .
Thus, suppose A is an associative cubic norm structure, for which the associative F -algebra structure on A is also commutative. We have seen in section 2 that GL 2 (A) acts on W A . Define G ⊆ GL 2 (A) to be group of (g, ν(g)) ∈ GL 2 (A) × GL 1 for which gJg t = ν(g)J. Here J = 1 −1 , and t : M 2 (A) → M 2 (A) is the transpose map. Since A is commutative, if g ∈ GL 2 (A), there is the usual determinant det 2 (g) ∈ A × , which we write with a subscript 2 to distinguish this from the degree 6 map valued in F × from section 2. Since A is commutative, one always has gJg t = det 2 (g)J. Hence G = {g ∈ GL 2 (A) : det 2 (g) ∈ F × }. We let G act on W A by the ν −1 twist of the restriction of the GL 2 (A) action defined in section 2.
Formulas for
Associated to h, Gan-Savin define a cubic norm structure on U h = A ⊕ W 2 (A), where W 2 (A) = A 2 is considered as row vectors. We now give the formulas that define this structure, following [12] .
First, recall from section 2 the matrix S(h) ∈ M 2 (A) defined by
One U h , the norm is defined by
the adjoint map by
and the pairing by
. Here x, x 1 , x 2 ∈ A and η, η 1 , η 2 ∈ W 2 (A).
We give names to special elements (1, 0), (0, 1) ∈ W 2 (A) ⊆ U h . Set ω 0 = (1, 0) and θ 0 = (0, 1). Thus if η = (u, v) ∈ W 2 (A) ⊆ U h , we may also write η = uω 0 + vθ 0 . 
The identification W
Recall that we let G act on W A by the ν −1 twist of the GL 2 (A) action, and act on M 2 (A) by left translation, m → gm. In coordinates, If g ∈ G, then
The lifting law.
We can now state the lifting law. 
is rank one.
Structure of U (h, ω).
In the rest of this section, we give a variant on Theorem 5.1.1. Recall U = J ⊕ B 2 . We now define a norm, pairing, and adjoint on U , and the B-module I(h, ω). We will later check that the norm, pairing, and adjoint give well-defined maps on the quotient
is the composite of matrix transpose and * on B. For x ∈ J and η ∈ B 2 , we define
where here if η = (u, v),
The norm on U is defined as
Here, η is a row vector, so if
The submodule I(h, ω) is defined to be the set of η ∈ B 2 for which ηV (h, ω) = 0. Equivalently, since the trace pairing on B is non-degenerate, I(h, ω) is the set of η for which tr B/K (ηV (h, ω)(η ′ ) * ) = 0 for all η ′ ∈ B 2 .
A pairing U ⊗ U → F is defined as follows. Suppose x 1 + η 1 , x 2 + η 2 are in U , with x i ∈ J and η i ∈ B 2 . Define
It is clear that this lands in F , and descends to U (h, ω) ⊗ U (h, ω). Define Ad : U ⊗ U → U via Ad(y, z; h, ω) = Ad(y + z; h, ω) − Ad(y; h, ω) − Ad(z; h, ω). When h and ω are fixed, we abbreviate Ad(y, z; h, ω) as y × z. The purpose of this section is to prove the following result. 
The map W J + M 2 (B) → W U (h,ω) will be defined below.
Group actions.
In this subsection, we define an action of a large subgroup of GU(2, B) on
where det(g) in this definition is the degree 6 reduced norm on M 2 (B) as a central simple Kalgebra. This group acts naturally on W J as follows. First, consider on
Clearly, W J is the fixed space of * on W B . Since GL 2 (B) acts on W B , we have an action of GU(2, B) and thus G on W B . We will check that this action of G preserves W J . One way to check this is simply by checking it on generators for G. However, we will give a different proof, which is perhaps more enlightening, by checking that GU(2, B) preserves an extra K-valued Hermitian form on W B .
On the column vectors W 2 (B), one has the B-valued Hermitian symplectic form
This induces on W 2 (B) ⊗3 a K-valued Hermitian form as the K-linear extension of
, where on the right-hand side we are applying the K-valued symmetric trilinear form on B that is the polarization of the norm form.
Note that the elements of the form η 1 a⊗ η 2 a⊗ η 3 a− n(a)η 1 ⊗ η 2 ⊗ η 3 are in the radical of the form (13 
The lemma is now a simple computation.
From now on, we let G act on W J as the ν −1 twist of the cubic polynomial action derived from the action of GL 2 (B) on W B . With this action, we obtain a map G → H(W J ), preserving similitudes. ,ω) , and the G action on M 2 (B). This is completely analogous to the commutative case of subsection 5.1.
First, as in subsection 5.1, we give names to special elements (1, 0), (0, 1) in U . We set ω 0 = (1, 0) and θ 0 = (0, 1). Thus if η = (u, v) ∈ B 2 ⊆Ũ , we may also write η = uω 0 + vθ 0 . We abuse notation and also write ω 0 , θ 0 for the image of these elements in U (h, ω).
We define 
5.4. Equivariance properties. We now check how the various structures on U and U (h, ω) change under the G or GL 2 (B) actions. To distinguish between the cubic polynomial action of GL 2 (B) on W B and the ν −1 twisted action of G on W J we will write a · for the first action and no · for the second. If g ∈ G has ν(g) = 1, then these actions are the same. We begin with the following lemma.
Proof. The second statement follows immediately from the first, and the fact that g ∈ GU(2, B) and det(g) = ν(g) 3 . The first statement is essentially equivalent to the fact that the right and left actions of GL 2 (B) on W B are intertwined by the identity v · g = det(g) Jg −1 J −1 · v.
Since S(gh) = gS(h)g * , we get V (gh, ν(g)ω) = gV (h, ω)g * , and thus we obtain the following.
Proposition 5.4.2. One has n(x + η; gh, ν(g)ω) = n(x + ηg; h, ω).
The map δ(η; h) is equivariant for all of GL 2 (B).
Proposition 5.4.3. For g ∈ GL 2 (B), one has gδ(ηg; h) = δ(η; g · h). Thus for g ∈ G, one has δ(ηg; h) = ν(g)g −1 δ(η; gh)
Note that both sides of this first identity are degree 3 polynomials in g.
Proof.
One checks it on generators L(m, n), J and n(X) of GL 2 (B). To check it on L(m, n), use the identity m ((xm) × y) = x × (ym # ), valid for associative cubic norm structures. To check the proposition for n(X), one must verify the identity
The top row of this equality is immediate, using the identity (vX) × (vb) = (X × b)v # . For the second row, one must prove that
This last identity follows from (Xc) × 1 = (c, X) − Xc and X(b × X) + bX # = (b, X # ). The second identity follows from pairing each side against an arbitrary w ∈ B :
The first identity similarly follows by pairing against an arbitrary w in B, while now using the following lemma.
Proof. Just linearize the identity (v(b +
Applying the lemma, one obtains
finishing the proof.
Combining the above results, we obtain the following equivariance statement.
Theorem 5.4.5. For x ∈ J, η ∈ B 2 , and g ∈ G, one has Ad(x+η; gh, ν(g)ω) = Ad(x+ηg; h, ω)g −1 .
We also have an equivariance property for the pairing, whose proof is an immediate consequence of the equavariance V (gh, ν(g)ω) = gV (h, ω)g * for V (h, ω).
Lemma 5.4.6. For x 1 , x 2 ∈ B, η 1 , η 2 ∈ B 2 , we have (x 1 + η 1 , x 2 + η 2 ; gh, ν(g)ω) = (x 1 + η 1 g, x 2 + η 2 g; h, ω) .
The following lemma is also an immediate consequence of the equivariance of V (h, ω). For y, z ∈Ũ , recall Ad(y, z; h, ω) = Ad(y+z; h, ω)−Ad(y; h, ω)−Ad(z; h, ω), and for ǫ i ∈ U , define the trilinear map (ǫ 1 , ǫ 2 , ǫ 3 ; h, ω) := (ǫ 1 , Ad(ǫ 2 , ǫ 3 ; h, ω); h, ω). This trilinear map is equivariant for the action of G on h.
Proposition 5.4.8. For ǫ 1 , ǫ 2 , ǫ 3 ∈ U , one has (ǫ 1 , ǫ 2 , ǫ 3 ; gh, ν(g)ω) = (ǫ 1 g, ǫ 2 g, ǫ 3 g; h, ω).
Proof. This is an immediate consequence of the equivariance properties already proved.
Thus, all the expressions that will define the cubic norm structure on U (h, ω) (even U ) are appropriately equivariant for the action of G.
5.5.
The cubic norm structure U (h, ω). In this subsection, we verify that U (h, ω) is a cubic norm structure with pairing. To do this, it suffices to check this claim for h = (1, 0, 0, 1) and K = F × F , and then use the equivariance properties proved above.
With this h, we have S(h) = We will check the following proposition.
Proposition 5.5.1. Suppose ǫ = x + (u, v) ∈ U = J ⊕ B 2 . Then (ǫ # ) # ≡ n(ǫ)ǫ modulo I(h, ω). Furthermore Ad( U , I(h, ω); h, ω) ⊆ I(h, ω) and n(x + I(h, ω); h, ω) = n(x; h, ω).
Proof. The claim n(x + I(h, ω); h, ω) = n(x; h, ω) is checked immediately from the formula above. We find (14) (x + (u, v)) # = x # + (1, 0)uv * + (0, 1)vu
The claim Ad( U , I(h, ω); h, ω) ⊆ I(h, ω) then follows by inspection. We now check that (ǫ # ) # ≡ n(ǫ)ǫ modulo I(h, ω). Iterating the formula (14) , the "x"-component of (ǫ # ) # = x 1 + (u 1 , v 1 ) is The "u"-component is equivalent, modulo I(h, ω), to
Finally, the "v"-component is equivalent, modulo I(h, ω), to
This completes the proof. Proof. Since it is clear that 1 × x = (1, x) − x for all x ∈ U (h, ω), it suffices to check that (ǫ, ǫ # ) = 3n(ǫ) for ǫ ∈ U , and that the trilinear form (ǫ 1 , ǫ 2 , ǫ 3 ) on U in symmetric. These are direct computations.
The analogous fact for ω = (−1, 1) has a nearly identitical proof, so we omit it.
Proposition 5.5.3. For h = (1, 0, 0, 1), K = F ×F , ω = (−1, 1), U (h, ω) is a cubic norm structure.
We have now proved the following theorem.
Theorem 5.5.4. Suppose h ∈ W J is rank four, and ω ∈ K satisfies ω * = −ω, and ω 2 = q(h).
Then U (h, ω) is a cubic norm structure.
5.6. The lifting law. In this subsection, we check that G acts on W U (h,ω) by elements of H(W U (h,ω) ), and that the image of the elementh = h + 1 2 ∈ W J ⊕ M 2 (B) is rank one in W U (h,ω) . We begin with the following lemma. Proof. Denote by L(m) the action of the element L(m, (m * ) −1 ) of G, where m ∈ B × satisfies n(m) = µ ∈ F × . We must check that J, m(λ), L(m), and n(X) all preserve the forms. Plugging in the definitions, we see that J, m(λ) and n(X) act on W U (h,ω) as J U , m U (λ), and n U (X), respectively. Thus these elements all preserve the forms. By the previous lemma, we see that L(m) multiplies the norm of the "b"-component of W U (h,ω) by µ = n(m). Furthermore, it is clear that the operator L(m) preserves the pairing between the "b" and "c" components in W U (h,ω) . Thus L(m) also preserves the symplectic and quartic forms on W U (h,ω) , completing the proof.
The following lemma proves the lifting law when either a or d is nonzero. Proof. These are all direct computations from the definitions. For example, for the final item, one finds n(c + (0, 1); h, ω) = n(c) − (c, c
The choice of ω never comes into play because (1, 0) and (0, 1) are isotropic.
Finally, we prove the lifting law in general.
6.2. Rank three elements of W J and the Tits construction. Suppose K is a quadraticétale extension of F , B is a cubic associative algebra over K with an involution of the second kind * , and J = B * =1 . In this subsection, we discuss how for h ∈ J, the second Tits construction U (h) = J ⊕ B can be used to lift rank 3 elements of W J to rank one elements of W U (h) . Recall the group G ⊆ GU 2 (B) for section 5, the subgroup for which det(g) = ν(g) 3 . Denote by W 2 (B) = B 2 the 2 × 1 column vectors with coefficients in B. Then we identify W J ⊕ W 2 (B) with x+η → (a, (b, −u), (c, v), d), where x = (a, b, c, d ) and η = u v . Via this identification, G acts on the left of W U (h) , and in fact one obtains a map G → H(W U (h) ). That is, G preserves the symplectic and quartic form on W U (h) , up to similitude. We state this as a proposition. Proof. It suffices to check this on generators of G, which can be done easily.
Recall that we have a B-valued symplectic-Hermitian form on W 2 (B) defined by η, η ′ B = η * J 2 η ′ , where
. A vector η ∈ W 2 (B) is said to be isotropic if η, η B = 0. We now give the lifting law. Given x ∈ W J , and h ∈ J of rank 3, define
Suppose x has rank 3. Then if η ∈ W 2 (B) is isotropic, x + η is rank one in W U (h) if and only if η ∈ Lift(x, h). Furthermore, for x of rank 3, there exists h ∈ J with n(h) = 0 so that Lift(x, h) is non-empty.
Proof. Suppose x + η is rank one in W U (h) for some isotropic η. By equivariance for the action of G, we may assume x = (1, 0, c, d), so x + η = (1, (0, −u), (c, v), d). Since this is rank one, (c, v) = (0, −u) # = (−uh # u * , (u * ) # h) and d = n((0, −u)) = −n(h) tr K/F (n(u)). Since η is istropic, u * v = n(u) * h is Hermitian, and thus n(u) = n(u) * , so d = −2n(h)n(u). Hence q(x) = d 2 + 4n(c) = (−2n(h)n(u)) 2 + 4n(−uh # u * ) = 0 since n(u) = n(u) * . Thus x has rank at most 3. Suppose now that x has rank exactly 3. To check that x + η is rank one in W U (h) for an isotropic η if and only if η ∈ Lift(x, h), by equivariance for the action of G, it suffices to consider the case x = (1, 0, c, d ). We check that these conditions are equivalent to η being in Lift(x, h). First suppose η isotropic and x + η is rank one. Then −d/2 = n(h)n(u),
dc/2 = −n(h)n(u)(−uh # (u * ) # ) = n(h)u(n(u)h # (u * ) # ) = n(h)uv # , and d 2 /2 + n(c) = 2n(h) 2 n(u) 2 − n(u) 2 n(h) 2 = n(h)n(u 2 )n(h) = n(h)n(v).
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Thus x ♭ /2 = n(h)η ! . Furthermore
Conversely, suppose x is rank 3, n(h) = 0, and η ∈ Lift(x, h). Then immediately c = −uh # u * and d = −2n(h)n(u), and hence n(u) ∈ F , and thus d = n(h) tr K/F (−n(u)). We wish to show v = (u * ) # h. If d = 0, this is easy. For the general case, however, we argue as follows. One has
Hence (v − (u * ) # h)h # η * = 0. Now, since x has rank exactly 3, n(h)η ! = x ♭ /2 = 0. Hence η is primitive, and so (v − (u * ) # h)h # η * = 0 implies (v − (u * ) # h)h # = 0, and thus v = (u * ) # h, since n(h) = 0. This completes the proof.
