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A STOCHASTIC PROCESS ASSOCIATED WITH THE
WEIGHTED WHITE NOISE DIFFERENTIATION
ISSEI KITAGAWA
Abstract. In this paper, we give a relationship between the weighted white
noise differentiation and the Le´vy Laplacian introducing an operator changing
the white noise B˙(t) by B˙(t)2. In addition, we give an infinite dimensional
stochastic process generated by the weighted white noise differentiation and
a relationship between the stochastic process and the Le´vy Laplacian.
1. Introduction
In [2], Kondratiev and Streit introduced a family (E)∗β , 0 ≤ β < 1, of generalized
functions and a family (E)β , 0 ≤ β < 1 of test functions. Let E = S(R) be the
Schwartz space of rapidly decreasing functions on R. Then, taking a complete
orthonormal basis {ζn}∞n=0 ⊂ E for L2(T ) with a fixed finite interval T ⊂ R, we
define the generalized Le´vy Laplacian ∆L(h)Φ of Φ ∈ (E)∗β by
S[∆L(h)Φ](ξ) = lim
N→∞
1
N
N−1∑
n=0
S[Φ]
′′
(ξ)(hζn, hζn)
for each ξ in the complexification Ec of E and h ∈ E with supp(h) ⊂ T . Define an
operator L on (E)β by
Lϕ = S−1[Sϕ(ξ2)], ϕ ∈ (E)β .
Then the operator L is a continuous linear operator from (E)β into (E)∗β for
1
2 ≤ β < 1. For 12 ≤ β < 1, we define an operator ∆L(h) on L[(E)β ] by
∆L(h)Lϕ =
∑∞
n=0∆L(h)Lϕn for ϕ =
∑∞
n=0 ϕn ∈ (E)β , and denote ∆L(h) by
the same notation ∆L(h). Hence the operator ∆L(h) is a continuous linear oper-
ator from L[(E)β ] into (E)∗β . Moreover the operator ∆L(h) is a continuous linear
operator from L[(E)β ] into itself. Let Dh =
∫
T
h(u) ∂∂x(u)du, x ∈ E∗, for h ∈ E with
supp(h) ⊂ T . The weighted white noise differentiation Dh is a continuous linear
operator from (E)β into itself (see [4]). This operator on (E)β is same as the Gross
differentiation on (E)β . Then we can give a relationship between the operator Dh
and the generalized Le´vy Laplacian ∆L(h) through the operator L as
1
2
∆L(h)Lϕ =
1
|T |LDh2ϕ
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for any ϕ ∈ (E)β . Hence we have also
e−
t
2 |T |∆L(h)Lϕ = L[e−tDh2ϕ]
for t ≥ 0 and ϕ ∈ (E)β . Let {ek}∞k=0 be an orthonormal basis for L2(R). Define
an infinite dimensional stochastic process X(t) by
X(t) = −tet
∞∑
k=0
eiXk(t)〈h2, ek〉ek, t ≥ 0,
for h ∈ E with supp(h) ⊂ T , where {Xk(t); t ≥ 0}, k = 0, 1, 2, . . . , is a sequence
consisting of independent Cauchy processes with the characteristic functions given
by
E
[
eizXk(t)
]
= e−t|z|, z ∈ R, k = 0, 1, 2, . . . .
Then X(t) is an Ec-valued stochastic process generated by D˜h2S ≡ SDh2 on
S[(E)β ]. For y ∈ Ec let Ty be a translation operator defined on (E)β by
S(Tyϕ)(ξ) = Sϕ(ξ + y), ϕ ∈ (E)β .
Then we have
e−
t
2 |T |∆L(h)Lϕ = L[E[TX(t)ϕ]], t ≥ 0
for any ϕ ∈ (E)β .
In this paper, we give a relationship between the weighted white noise dif-
ferentation and the Le´vy Laplacian [4, 6, 7, 8] acting on a space of white noise
distributions introducing an operator changing the white noise B˙(t) by B˙(t)2.
Moreover based on infinitely many Cauchy processes, we give a relationship be-
tween an infinite dimensional stochastic process generated by the weighted white
noise differentiation and the Le´vy Laplacian.
The paper is organized as follows. In Section 2 we summarize some basic defi-
nitions and results in the white noise analysis. In Section 3 we give a relationship
between the weighted white noise differentiation and the Le´vy Laplacian acting
on a space of white noise distributions introducing an operator changing the white
noise B˙(t) by B˙(t)2. In Section 4, based on infinitely many Cauchy processes, we
give an infinite dimensional stochastic process generated by the weighted white
noise differentiation and a relationship between the stochastic process and the
Le´vy Laplacian.
2. White Noise Background
Let L2(R) be a real separable Hilbert space with norm | · |0 and E = S(R)
be the Schwartz space of rapidly decreasing functions on R. Let A = −d2/du2 +
u2 + 1. This is a densely defined self-adjoint operator on L2(R) and there exists
an orthonormal basis {eν ; ν ≥ 0} for L2(R) such that Aeν = (2ν + 2)eν , ν =
0, 1, 2, . . . . We define the norm | · |p by |f |p = |Apf |0 for f ∈ E and p ∈ R. Let
Ep = {f ∈ E ; |f |p <∞}. Then Ep is a real separable Hilbert space with the norm
| · |p and the dual space E ′p of Ep is the same as E−p. Let E be the projective limit
space of {Ep; p ≥ 0} and E ′ the dual space of E . Then E becomes a nuclear space
with the Gel’fand triple E ⊂ L2(R) ⊂ E ′ . We denote the complexifications of
L2(R), E and Ep by L2c(R), Ec and Ec,p, respectively.
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By the Bochner-Minlos theorem there is a unique probability measure µ on E ′
such that ∫
E′
exp{i〈x, ξ〉}dµ(x) = exp
(
−1
2
|ξ|20
)
, ξ ∈ E ,
where 〈·, ·〉 is the canonical bilinear form on E ′ × E .
The space (L2) = L2(E ′ , µ) of complex-valued square-integrable functionals
defined on E ′ admits the well-known Wiener-Itoˆ decomposition :
(L2) =
∞⊕
n=0
Hn,
where Hn is the space of multiple Wiener integrals of order n ∈ N and H0 = c.
Let L2c(R)
b⊗n denote the n-fold symmetric tensor product of L2c(R). If ϕ ∈ (L2)
is represented by ϕ =
∑∞
n=0 In(fn), fn ∈ L2c(R)b⊗n, then the (L2)-norm ‖ϕ‖0 is
given by
‖ϕ‖0 =
( ∞∑
n=0
n!|fn|20
) 1
2
,
where | · |0 means also the norm of L2c(R)b⊗n.
For p ∈ R, let ‖ϕ‖p = ‖Γ(A)pϕ‖0, where Γ(A) is the second quantization
operator of A. If p ≥ 0, let (Ep) be the domain of Γ(A)p. If p < 0, let (Ep) be the
completion of (L2) with respect to the norm ‖ · ‖p. Then (Ep), p ∈ R, is a Hilbert
space with the norm ‖ · ‖p. It is easy to see that for p > 0, the dual space (Ep)∗ of
(Ep) is given by (E−p). Moreover, for any p ∈ R, we have the decomposition
(Ep) =
∞⊕
n=0
H(p)n ,
where H(p)n is the completion of {In(f); f ∈ E b⊗nc } with respect to ‖·‖p. Here E b⊗nc is
the n-fold symmetric tensor product of Ec. We also have H(p)n = {In(f); f ∈ E b⊗nc,p }
for any p ∈ R, where E b⊗nc,p is also the n-fold symmetric tensor product of Ec,p. The
norm ‖ϕ‖p of ϕ =
∑∞
n=0 In(fn) ∈ (Ep) is given by
‖ϕ‖p =
( ∞∑
n=0
n!|fn|2p
) 1
2
, fn ∈ E b⊗nc,p ,
where the norm of E b⊗nc,p is denoted also by | · |p.
Let 0 ≤ β < 1 be a fixed number. We define the norm ‖ · ‖p,β by
‖ϕ‖p,β =
( ∞∑
n=0
(n!)1+β |fn|2p
) 1
2
, fn ∈ E b⊗nc,p .
Let (Ep)β = {ϕ ∈ (L2); ‖ϕ‖p,β <∞}. Then (Ep)β is a separable Hilbert space with
the norm ‖·‖p,β and the dual space (Ep)∗β of (Ep)β is the same as (E−p)−β . Let (E)β
be the projective limit space of {(Ep)β ; p ≥ 0} and (E)∗β the dual space of (E)β .
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Then (E)β becomes a nuclear space with the Gel’fand triple (E)β ⊂ (L2) ⊂ (E)∗β .
We denote by ¿ ·, · À the canonical bilinear form on (E)∗β × (E)β . Then we have
¿ Φ, ϕÀ=
∞∑
n=0
n!〈Fn, fn〉
for any Φ =
∑∞
n=0 In(Fn) ∈ (E)∗β and ϕ =
∑∞
n=0 In(fn) ∈ (E)β , where the canon-
ical bilinear form on (E⊗nc )∗ × (E⊗nc ) is denoted also by 〈·, ·〉.
Since exp〈·, ξ〉 ∈ (E)β , the S-transform is defined on (E)∗β by
S[Φ](ξ) = exp
(
−1
2
〈ξ, ξ〉
)
¿ Φ, exp〈·, ξ〉 À, ξ ∈ Ec.
We have the following characterization theorem of the S-transform.
Theorem 2.1 ([2, 4]). A complex-valued function F on Ec is the S-transform of
an element in (E)∗β if and only if F satisfies the conditions :
1) For any ξ and η in Ec, the function F (zξ + η) is an entire function of
z ∈ C.
2) There exist nonegative constants K, a, and p such that
|F (ξ)| ≤ K exp
[
a|ξ|
2
1−β
p
]
, ∀ξ ∈ Ec.
Consider F = S[Φ] with Φ ∈ (E)∗β . By Theorem 2.1, for any ξ, η ∈ Ec the
function F (ξ + zη) admits the series expansion:
F (ξ + zη) =
∞∑
n=0
zn
n!
F (n)(ξ)(η, . . . , η),
where F (n)(ξ) : Ec × · · · × Ec → C is a continuous n-linear functional.
Fix a finite interval T in R. Take an orthonormal basis {ζn}∞n=0 ⊂ E for L2(T )
satisfying the equally dense and uniform boundedness property. Let DL denote
the set of all Φ ∈ (E)∗β such that the limit
∆˜L(h)S[Φ](ξ) = lim
N→∞
1
N
N−1∑
n=0
S[Φ]′′(ξ)(hζn, hζn)
exists for any ξ ∈ Ec and h ∈ E with supp(h) ⊂ T . The generalized Le´vy Laplacian
∆L(h) is defined by
∆L(h)Φ = S−1∆˜L(h)SΦ, Φ ∈ DL.
3. Weighted White Noise Differentiation and the Le´vy Laplacian
Define an operator L on (E)β by
Lϕ = S−1[Sϕ(ξ2)], ϕ ∈ (E)β .
Then we have the following theorem.
Theorem 3.1. Let 12 ≤ β < 1. For all ϕ ∈ (E)β, Lϕ is in (E)∗β, the operator L is
a continuous linear operator from (E)β into (E)∗β.
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Proof. For ϕ =
∑∞
n=0 In(fn) ∈ (E)β , we have
Lϕ =
∞∑
n=0
∫
Rn
fn(u1, . . . , un) : x(u1)2 · · ·x(un)2 : du
=
∞∑
n=0
∫
R2n
∫
Rn
fn(u1, . . . , un)δ⊗2u1 ⊗̂ · · · ⊗̂δ⊗2un (v1, . . . , v2n)du
: x(v1) · · ·x(v2n) : dv1 · · · dv2n.
Denote Gn(v1, . . . , v2n) =
∫
Rn
fn(u1, . . . , un)δ⊗2u1 ⊗̂ · · · ⊗̂δ⊗2un (v1, . . . , v2n)du
and gk1,··· ,k2n(u1, · · · , un) = ek1(u1) · · · ek2n(un). Then we obtain
〈Gn, ek1 ⊗ · · · ⊗ ek2n〉2
=
(∫
Rn
fn(u1, . . . , un)ek1(u1)ek2(u1) · · · ek2n(un)du
)2
≤ |fn|2q|gk1,··· ,k2n |2−q
= |fn|2q
∞∑
l1,··· ,l2n=0
(2l1 + 2)−2q · · · (2l2n + 2)−2q|〈gk1,··· ,k2n , el1 ⊗ · · · ⊗ el2n〉2|
= |fn|2q(2k1 + 2)−2q · · · (2k2n + 2)−2q
for some q > 0. Hence for any p > 0 and 12 ≤ β < 1 there exists q > 0 such that
‖Lϕ‖2−p,−β =
∞∑
n=0
(2n)!1−β |Gn|2−p,−β
=
∞∑
n=0
(2n)!1−β
∞∑
k1,··· ,k2n=0
(2k1 + 2)−2p · · · (2k2n + 2)−2p×
|〈Gn, ek1 ⊗ · · · ⊗ ek2n〉2|
≤
∞∑
n=0
(2n)!1−β
∞∑
k1,··· ,k2n=0
(2k1 + 2)−2(p+q) · · · (2k2n + 2)−2(p+q)|fn|2q
=
∞∑
n=0
(n!)1+β
(2n)!1−β
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2n
|fn|2q.
For β ≥ 12 , there exists N ∈ N such that (2n)!1−β < (n!)1+β for all n ≥ N . Hence
for β ≥ 12 we obtain
‖Lϕ‖2−p,−β ≤
N−1∑
n=0
(n!)1+β
(2n)!1−β
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2n
|fn|2q
+
∞∑
n=N
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2n
|fn|2q.
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Define M = max
{
(2n)!1−β
(n!)1+β
| n = 0, 1, 2, . . . , N − 1
}
. Then for large p > 0 there
exists q > 0 such that
‖Lϕ‖2−p,−β ≤M
∞∑
n=0
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2n
|fn|2q
≤M
∞∑
n=0
(n!)1+β |fn|2q
=M‖ϕ‖2q,β .
The poof is completed. ¤
We define an operator ∆L(h) on L[(E)β ] by
∆L(h)Lϕ =
∞∑
n=0
∆L(h)Lϕn for ϕ =
∞∑
n=0
ϕn ∈ (E)β ,
and denote ∆L(h) also by the same notation ∆L(h).
Theorem 3.2. Let 12 ≤ β < 1. The operator ∆L(h) is a continuous linear operator
from L[(E)β ] into (E)∗β.
Proof. For ϕ =
∑∞
n=0 In(fn) ∈ (E)β , we have
∞∑
n=0
∆L(h)L[In(fn)]
=
∞∑
n=0
2n
∫
Rn
h(un)2fn(u1, . . . , un) : x(u1)2 · · ·x(un−1)2 : du
=
∞∑
n=0
2n
∫
R2(n−1)
∫
Rn
h(un)2fn(u1, . . . , un)δ⊗2u1 ⊗̂ · · · ⊗̂δ⊗2un−1(v1, . . . , v2(n−1))du
: x(v1) · · ·x(v2(n−1)) : dv1 · · · dv2(n−1).
Let Hn(v1, . . . , v2(n−1)) = 2n
∫
Rn
h(un)2fn(u)δ⊗2u1 ⊗̂ · · · ⊗̂δ⊗2un−1(v1, . . . , v2(n−1))du.
Then for p > 0 and 12 ≤ β < 1, it holds that
∞∑
n=0
(2n− 2)!1−β |Hn|2−p,−β =
∞∑
n=0
(2n− 2)!1−β
∞∑
k1,··· ,k2(n−1)=0
(2k1 + 2)−2p · · ·
(2k2(n−1) + 2)−2p|〈Hn, ek1 ⊗ · · · ⊗ ek2(n−1)〉2|.
Let gk1,··· ,k2(n−1)(u1, · · · , un−1) = ek1(u1) · · · ek2(n−1)(un−1). Then we obtain
〈Hn, ek1 ⊗ · · · ⊗ ek2(n−1)〉2
=
(
2n
∫
Rn
h(un)2fn(u1, . . . , un)ek1(u1)ek2(u1) · · · ek2(n−1)(un−1)du
)2
≤ (2n)2|h|4∞|fn|2q|gk1,··· ,k2(n−1) |2−q
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for some q > 0. Since
|gk1,··· ,k2(n−1) |2−q
=
∞∑
l1,··· ,l2(n−1)=0
(2l1 + 2)−2q · · · (2l2(n−1) + 2)−2q×
|〈gk1,··· ,k2(n−1) , el1 ⊗ · · · ⊗ el2(n−1)〉2|
=
∞∑
l1,··· ,l2(n−1)=0
(2l1 + 2)−2q · · · (2l2(n−1) + 2)−2qδk1,l1 · · · δk2(n−1),l2(n−1)
= (2k1 + 2)−2q · · · (2k2(n−1) + 2)−2q,
we see that for any p > 0 there exists q > 0 such that
‖∆L(h)Lϕ‖2−p,−β
≤ |h|4∞
∞∑
n=0
(2n− 2)!1−β(2n)2
( ∞∑
k=0
(2k + 2)−2(p+q)
)2(n−1)
|fn|2q
= |h|4∞
∞∑
n=0
(n!)1+β
(2n− 2)!1−β(2n)2
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2(n−1)
|fn|2q.
For β ≥ 12 , there exists N ∈ N such that (2n − 2)!1−β(2n)2 ≤ (n!)1+β for all
n ≥ N . Hence for β ≥ 12 we obtain
‖∆L(h)Lϕ‖2−p,−β
≤ |h|4∞
N−1∑
n=0
(n!)1+β
(2n− 2)!1−β(2n)2
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2(n−1)
|fn|2q
+ |h|4∞
∞∑
n=N
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2(n−1)
|fn|2q.
Define K = |h|4∞max
{
(2n−2)!1−β(2n)2
(n!)1+β
| n = 0, 1, 2, . . . , N − 1
}
. Then for large
p > 0 there exists q > 0 such that
‖∆L(h)Lϕ‖2−p,−β ≤ K
∞∑
n=0
(n!)1+β
( ∞∑
k=0
(2k + 2)−2(p+q)
)2(n−1)
|fn|2q
≤ K
∞∑
n=0
(n!)1+β |fn|2q
= K‖ϕ‖2q,β .
Thus by Theorem 3.1, the poof is completed. ¤
We can easily check that ∆L(h)Φ ∈ L[(E)β ] for each Φ ∈ L[(E)β ]. Then we
have the following corollary.
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Corollary 3.3. The operator ∆L(h) is a continuous linear operator from L[(E)β ]
into itself.
Let Dh =
∫
T
h(u) ∂∂x(u)du, x ∈ E∗, for h ∈ E with supp(h) ⊂ T . Then we have
the next theorem.
Theorem 3.4 ([4]). The weighted white noise differentiation Dh is a continuous
linear operator from (E)β into itself.
Example 3.5. For ϕ = : exp(c
∫
R
g(u)x(u)du) : , the equality holds :
∆L(h)ϕ =
∞∑
n=0
cn
n!
∆L(h) :
(∫
R
g(u)x(u)du
)n
: .
Theorem 3.6. For any ϕ ∈ (E)β, the equality holds :
1
2
∆L(h)Lϕ =
1
|T |LDh2ϕ. (3.1)
Proof. For ϕ = : exp(c
∫
R
g(u)x(u)du) : ∈ (E)β , g ∈ E , c ∈ C, we have
LDh2ϕ = c
∫
T
g(u)h(u)2duLϕ.
On the other hand, by Example 3.5, we have
1
2
∆L(h)Lϕ =
c
|T |
∫
T
g(u)h(u)2duLϕ.
Since the linear span of : exp(c
∫
R
g(u)x(u)du) :, g ∈ E , c ∈ C is dense in (E)β , by
the continuities of L,Dh2 and ∆L(h) from Theorem 3.1, 3.4 and Corollary 3.3, we
obtain (3.1). ¤
Corollary 3.7. For any t ≥ 0 and ϕ ∈ (E)β, the equality holds :
e−
t
2 |T |∆L(h)Lϕ = L[e−tDh2ϕ]. (3.2)
Proof. For ϕ = : exp(c
∫
R
g(u)x(u)du) : ∈ (E)β , g ∈ E , c ∈ C. By Theorem 3.1,
3.6, we have
e−
t
2 |T |∆L(h)Lϕ =
∞∑
n=0
(− t2 |T |)n
n!
∆nL(h)Lϕ
=
∞∑
n=0
(−t)ncn
n!
(∫
T
g(u)h(u)2du
)n
Lϕ
= L
[ ∞∑
n=0
(−t)ncn
n!
(∫
T
g(u)h(u)2du
)n
ϕ
]
= L[e−tDh2ϕ].
Since the linear span of : exp(c
∫
R
g(u)x(u)du) :, g ∈ E , c ∈ C is dense in (E)β , by
the continuities of L,Dh2 and ∆L(h) from Theorem 3.1, 3.4 and Corollary 3.3, we
obtain (3.2). ¤
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4. An Infinite Dimensional Stochastic Process
Let {Xk(t); t ≥ 0}, k = 0, 1, 2, . . . , be an infinite sequence consisting of inde-
pendent Cauchy processes with the characteristic functions are given by
E
[
eizXk(t)
]
= e−t|z|, z ∈ R, k = 0, 1, 2, . . . .
Let {X(t); t ≥ 0} be an infinite dimensional stochastic process defined by
X(t) = −tet
∞∑
k=0
eiXk(t)〈h2, ek〉ek, t ≥ 0,
for h ∈ E with supp(h) ⊂ T .
Proposition 4.1. For all t ≥ 0 we have X(t) ∈ Ec (a.e.).
Proof. For all p ∈ R, we have
E
[|X(t)|2p] = E
[ ∞∑
ν=0
(2ν + 2)2p|〈X(t), eν〉|2
]
=
∞∑
ν=0
(2ν + 2)2pE
[|〈X(t), eν〉|2] .
Since
E
[|〈X(t), eν〉|2] = E
∣∣∣∣∣tet
〈 ∞∑
k=0
eiXk(t)〈h2, ek〉ek, eν
〉∣∣∣∣∣
2

= E
[
t2e2t
∣∣∣eiXν(t)〈h2, eν〉∣∣∣2]
= t2e2tE
[∣∣∣eiXν(t)∣∣∣2 ∣∣〈h2, eν〉∣∣2]
= t2e2t
∣∣〈h2, eν〉∣∣2 ,
we obtain
E
[|X(t)|2p] = t2e2t ∞∑
ν=0
(2ν + 2)2p
∣∣〈h2, eν〉∣∣2
= t2e2t|h2|2p.
Hence for all p ∈ R, E [|X(t)|2p] < ∞ holds. Therefore we have X(t) ∈ Ec
(a.e.). ¤
For y ∈ Ec let Ty be a translation operator defined on (E)β by
S(Tyϕ)(ξ) = Sϕ(ξ + y), ϕ ∈ (E)β .
Theorem 4.2 ([4]). Let y ∈ E ′c. For any p ≥ 0, q > 0 with |y|−p < ∞ and
22q−1+β ≥ 1, it holds that
‖Tyϕ‖p,β ≤ ‖ϕ‖p+q,β(1− 2−2q+1−β)− 12 exp
[
(1 + β)4−
q+β
1+β |y|
2
1+β
−p
]
, ϕ ∈ (E)β .
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Lemma 4.3. Let E˜ be a linear span of : exp(c ∫
R
g(u)x(u)du) :, g ∈ E, c ∈ C.
Then, for any ϕ ∈ (E)β, there exists a sequence (ϕl)∞l=1 ⊂ E˜ such that
E[STX(t)ϕ(ξ)] = lim
l→∞
E[STX(t)ϕl(ξ)].
Proof. Since X(t) ∈ Ec, by Theorem 4.2 there exists K > 0 such that
E
[‖TX(t)ϕ‖2p,β] ≤ K‖ϕ‖2p+q,β , ϕ ∈ (E)β ,
for any p ≥ 0 and q > 0. Since E˜ is dense in (E)β (see [1]), for any ϕ ∈ (E)β there
exists a sequence (ϕl)∞l=1 ⊂ E˜ such that ‖ϕl−ϕ‖p,β → 0 as l→∞, for all p. Hence
we have
E[|STX(t)ϕl(ξ)− STX(t)ϕ(ξ)|] = E[|〈TX(t)(ϕl − ϕ), φξ〉|]
≤ E[‖TX(t)(ϕl − ϕ)‖p,β ]‖φξ‖−p,−β
≤ K‖ϕl − ϕ‖p+q,β‖φξ‖−p,−β .
Consequently we obtain
E[|STX(t)ϕl(ξ)− STX(t)ϕ(ξ)|] ≤ K‖ϕl − ϕ‖p+q,β‖φξ‖−p,−β
→ 0 (l→∞).
¤
Theorem 4.4. The stochastic process X(t) is generated by D˜h2S ≡ SDh2 .
Proof. For ϕ = : exp(c
∫
R
g(u)x(u)du) : ∈ (E)β , g ∈ E , c ∈ C, we have
E[Sϕ(ξ +X(t))]
=
∞∑
n=0
cn
n!
E
[{∫
R
g(u)ξ(u)du− tet
∫
T
g(u)
∞∑
k=0
eiXk(t)〈h2, ek〉ek(u)du
}n]
=
∞∑
n=0
cn
n!
(∫
R
g(u)ξ(u)du− t
∫
T
g(u)h(u)2du
)n
= exp
(
−ct
∫
T
g(u)h(u)2du
)
Sϕ(ξ)
= e−tgDh2Sϕ(ξ).
Since the linear span of : exp(c
∫
R
g(u)x(u)du) :, g ∈ E , c ∈ C is dense in (E)β ,
and by the continuity of e−tgDh2 and Lemma 4.3, the proof is completed. ¤
Theorem 4.5. For any ϕ ∈ (E)β, the following equality holds
e−
t
2 |T |∆L(h)Lϕ = L[E[TX(t)ϕ]], t ≥ 0. (4.1)
Proof. By Proposition 4.1 for ϕ ∈ (E)β , we have
S(TX(t)ϕ)(ξ2) = Sϕ(ξ2 +X(t)).
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Hence for ϕ = : exp(c
∫
R
g(u)x(u)du) : ∈ (E)β , g ∈ E , c ∈ C, we see that
E[S(TX(t)ϕ)(ξ2)]
=
∞∑
n=0
cn
n!
E
[(∫
R
g(u)ξ(u)2du− tet
∫
T
g(u)
∞∑
k=0
eiXk(t)〈h2, ek〉ek(u)du
)n]
=
∞∑
n=0
cn
n!
(∫
R
g(u)ξ(u)2du− t
∫
T
g(u)h(u)2du
)n
= exp
(
−ct
∫
T
g(u)h(u)2du
)
Sϕ(ξ2).
On the other hand, by Corollary 3.7 for ϕ = : exp(c
∫
R
g(u)x(u)du) : ∈ (E)β ,
g ∈ E , c ∈ C, we have
e−
t
2 |T |e∆L(h)SLϕ(ξ) = exp
(
−ct
∫
T
g(u)h(u)2du
)
Sϕ(ξ2).
Since the linear span of : exp(c
∫
R
g(u)x(u)du) :, g ∈ E , c ∈ C is dense in (E)β , by
Corollary 3.7 and Lemma 4.3, we obtain (4.1) for all ϕ ∈ (E)β . ¤
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