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1
General introduction
10   |   Ch a p t e r  1
In our constantly changing environment, our brain needs to be able to flexibly and 
quickly route information through its neuronal networks. This requires connections 
to be rapidly formed and dissolved between populations of neurons that need to 
interact. The brain’s anatomical connections however, cannot change at this required 
speed. Connections formed by the coupling of oscillatory neuronal activity on the 
other hand, can change at the necessary time scales. Moreover, as will be explained 
in the following, this coupling is likely to be implicated in the effective communication 
between populations. Therefore, the coupling of neuronal oscillations could be the 
key building block for the routing of information through the brain. 
 This thesis concerns the identification, characterization and investigation of 
neuronal networks formed by the coupling of neuronal oscillations. In this thesis 
I present and use new decomposition techniques that are capable of uncovering 
these networks from electrophysiological data, and that allow for analyses of their 
properties. With these techniques, we can overcome the tremendous challenge of 
revealing these networks in the absence of a priori hypotheses on their location and 
the involved frequencies. 
 In this introductory chapter, I first introduce what neuronal oscillations are, 
and how they are generated. I describe how oscillations can be coupled, and how 
this coupling can be used for the selective communication between neuronal 
populations. Then, I describe how the coupling of oscillations in neuronal networks 
can be investigated, and I illustrate the benefits of using decomposition techniques 
for this purpose. Finally, I describe the decomposition techniques I developed and 
used in this thesis, and present an outline of each of the chapters that follow.
1. Introducing neuronal oscillations
Neuronal oscillations are a ubiquitous 
feature of brain activity (Buzsaki and 
Draguhn, 2004). Oscillations are observed 
as rhythms in electrical measurements, such 
as the electroencephalogram (EEG; see Fig 
1). Oscillations originate from the rhythmic 
synchronization of synaptic input and reflect 
the aggregate activity of many neurons. 
Synaptic input refers to the signals from 
sending neurons that arrive at a receiving 
neuron. A neuron sends its signal - called 
an action potential or spike – when its membrane potential reaches a threshold. 
A neuron actively keeps its membrane potential away from this threshold, at its 
Figure 1. Example of neuronal 
oscillations in an EEG recording.
G e n e ra l  in t ro d u c t i o n   |   11
1
so-called resting potential. However, when a spike from a sending neuron arrives 
at a receiving neuron, it pushes the membrane potential of that neuron towards its 
threshold. This push lasts very shortly, and is denoted as the post-synaptic potential. 
When many spikes arrive quickly after each other, their post-synaptic potentials are 
combined. These combined potentials can then be sufficient to push the receiving 
neuron’s membrane potential over its threshold, causing it to spike itself. 
 Because the membrane potential determines whether incoming spikes generate 
outgoing spikes, it reflects the excitability of a neuron. When input arrives at a 
neuron rhythmically, its membrane potential oscillates. If this occurs simultaneously 
at a sufficient number of neurons, their summed membrane potential oscillations 
are visible as an oscillation in the measured signal, e.g. the EEG. Oscillations thus 
reflect synchronized fluctuations of the combined membrane potentials of post-
synaptic neurons. Because membrane potentials reflects a neuron’s excitability, 
neuronal oscillations reflect rhythmic fluctuations of excitability (Bishop, 1933).
 Neuronal oscillations occur at many frequencies, and oscillations at multiple 
frequencies are often jointly present in recordings. The frequency of oscillations is 
often denoted in terms of frequency bands. Traditional bands are delta (1-4 Hz), 
theta (4-8 Hz), alpha (8-14 Hz), beta (14-30 Hz), and gamma (30-80 Hz). Oscillations 
at different frequencies have been suggested to have different functional roles 
(see e.g. Fries, 2009; Jensen and Mazaheri, 2010; Lisman and Jensen, 2013), and 
are implicated in many cognitive functions (Wang, 2010; Cannon et al., 2014). 
Additionally, the size of the neuronal populations that are involved differs between 
oscillations in different frequency bands, with slower oscillations involving larger 
populations than faster ones (von Stein and Sarnthein, 2000; Buzsaki and Draguhn, 
2004).
 Oscillations at different frequencies can also interact. An example of this is phase-
amplitude coupling (PAC; Chrobak and Buzsaki, 1998). PAC reflects the coupling of 
the amplitude (strength of a rhythm) of a fast oscillation, to the phase (position in 
an oscillatory cycle) of a slower oscillation. Because of their difference in frequency, 
multiple cycles of the fast oscillation fit in a single cycle of the slow oscillation. PAC 
involves that, at a particular phase of the slow oscillation, the amplitude of the fast 
oscillation is much higher than at the other phases of the slow oscillation. This type 
of coupling is likely to be implicated in neuronal communication, as I will argue in the 
next two sections. 
 Neuronal oscillations can be recorded with different techniques, which differ in 
the spatial specificity of the recorded signals. Measurements taken on the outside 
of the skull, such as EEG or magnetoencephalography (MEG), are distant, and 
reflect the aggregate activity of many neurons. Electrocorticography (ECoG) is EEG 
recorded directly from the brain’s surface and reflects the aggregate activity of a 
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smaller number of neurons. Such recordings are invasive, and are therefore only 
obtained as part of the pre-surgical diagnosis of patients, such as those suffering 
from pharmacologically untreatable epilepsy. There are also recordings that are 
even more invasive, such as those obtained from arrays of micro-electrodes that 
are inserted into the brain. These arrays record activity directly adjacent to neurons, 
and they reflect the aggregate activity of an even smaller number of neurons. These 
recordings are only common in animal studies.
2. Selective neuronal communication by phase coupling of neuronal oscillations
Neuronal oscillations are thought to be important for the communication between 
neuronal populations. Neuronal populations can oscillate together, which means 
that the difference in their phase is consistent over time (see Fig 2). This is called 
phase coupling, which is short for phase-phase coupling, a term in line with phase-
amplitude coupling. Phase coupling between populations is of interest, because it 
could be used for selective communication between neuronal populations (Fries, 
2005). The phase of a neuron’s oscillating membrane potential reflects its excitability, 
and therefore influences the probability of spiking output, and the efficacy of 
incoming spikes. That is, when spikes arrive at a phase of peak excitability of the 
receiving neuron, then these incoming spikes will have a high probability to cause the 
receiving neuron to spike as well. 
On the other hand, if spikes arrive 
at a phase of lowest excitability, 
then these incoming spikes will less 
likely result in spiking output. When 
the membrane potentials of two 
neurons are strongly phase-coupled 
(i.e. their phase differences over 
time are very consistent; Fig 2A), 
then their rhythmically occurring 
windows of peak excitability can 
co-occur, allowing for effective 
communication. If, on the other 
hand, their membrane potentials 
are not phase-coupled, then their 
windows of communication will not 
rhythmically co-occur (Fig 2B), and 
effective communication is unlikely. 
This principle can be extended to 
multiple neuronal populations, 
Figure 2. Strength of phase coupling of oscillations 
between populations can be used for selective 
communication. A, schematic oscillations of two 
neuronal populations that are strongly phase-
coupled. Spikes (black lines) from the sending 
population reach the receiving population at a 
phase of peak excitability, and result spiking output. 
Effective communication is achieved. B, schematic 
oscillations of two neuronal populations that are 
weakly phase-coupled. Spikes do not arrive at a 
phase of peak excitability, and do not result in spiking 
output. Effective communication is not achieved.
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where populations that are strongly phase-coupled can effectively communicate, 
whereas those that are weakly coupled cannot. 
 PAC is another form of coupling that could implement selective communication 
between neuronal populations (Canolty and Knight, 2010). PAC involves phase 
coupling between a slow oscillation and the amplitudes of a faster oscillation. The 
phase at which the amplitude of the faster oscillation is highest, is denoted as the 
preferred coupling phase. When PAC occurs between populations, it requires that the 
slow oscillations of both populations are phase-coupled. If so, then the amplitude of 
the fast oscillation of each population can be phase-coupled to the slow oscillations 
of both populations (see Fig 3). As such, the slow oscillation can coordinate when 
the epochs of high amplitudes of the fast oscillation occur at both populations. If 
the epochs of strong fast oscillations 
are aligned between populations, 
communication could be achieved 
according to two scenarios. The first 
scenario involves phase coupling (or 
phase-phase coupling in line with 
PAC) of the fast oscillations between 
populations, which could allow for 
effective communication using the 
mechanism described in the previous 
paragraph. In the second scenario, the 
high amplitude of the fast oscillations 
only reflects an increase of neuronal 
activity in both populations (e.g. 
increased spike rate), and effective 
communication is achieved by some 
other (unknown) mechanism. In both 
scenarios, phase coupling of the slow 
oscillations determines whether 
populations communicate. If there 
is strong phase coupling of the slow 
oscillation between populations, then 
the windows of communication can 
be shared between populations (Fig 
3A). If there is weak phase coupling 
of the slow oscillation, then these 
windows cannot be shared (Fig 3A). As 
such, PAC could implement selective 
Figure 3. Strength of phase coupling of slow 
oscillations in PAC can be used for selective 
communication. A, schematic of PAC between 
two neuronal populations, whose slow 
oscillations are strongly phase-coupled. This 
allows both populations to have simultaneously 
strong fast oscillations, which could allow them 
to share their windows of communication. If 
the fast oscillations are phase-coupled, spikes 
(black lines) arrive at the receiving population at 
peak excitability, and result in spiking output. In 
another scenario, the fast oscillations only reflect 
increased neuronal activity, and communication 
is achieved by some other mechanism. This 
scenario is not pictured. B, schematic of 
PAC between two populations, whose slow 
oscillations are weakly phase-coupled. Strong 
fast oscillations at both populations cannot be 
aligned. Spikes do not arrive at peak excitability, 
and do not result in spiking output.
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communication between populations by coordinating whether populations share 
their windows of communication. Although it has a potential role in selective 
neuronal communication, investigations of between-population PAC are scarce.
3. Consistent phase differences as a mechanism for selective neuronal 
communication 
When two populations are strongly 
phase-coupled, their phase difference is 
consistent over time, and this can allow 
for effective communication between 
them. This consistent phase difference 
reflects the temporal offset between the 
oscillations of the two populations (see 
Fig 4). Populations can be strongly phase-
coupled at different temporal offsets. 
That is, they can be coupled at different 
consistent phase differences. Importantly, 
the consistent phase difference at which 
this coupling occurs, determines whether 
or not the windows of communication 
between populations are temporally 
aligned. As such, when phase coupling 
is strong, the phase difference between 
populations can be used as a mechanism 
for selective communication between 
populations (Womelsdorf et al., 2007). In 
this scenario, there is an optimal phase 
difference, and a non-optimal phase 
difference. At the optimal phase difference, 
two populations share their windows of communication (i.e. they are temporally 
aligned). Spikes arrive at excitability peaks (Fig 4A), and effective communication 
can be achieved. At the (opposite) non-optimal phase difference, they do not share 
their windows of communication. In this case, spikes arrive at excitability troughs 
(lowest excitability; Fig 4B), and effective communication cannot be achieved. What 
the optimal and non-optimal phase differences are, depends on the time it takes for 
a spike of the sending population to reach the receiving population. Because of this, 
the optimal phase difference can be anywhere between 0 to 360° for a given pair of 
populations, and the non-optimal phase difference is its opposite (i.e. the optimal 
phase shifted by 180°). In this scenario, selective communication between multiple 
Figure 4. Consistent phase difference of 
phase coupling between oscillations can 
be used for selective communication. A, 
schematic oscillations of two neuronal 
populations that are strongly phase-coupled 
at an optimal phase difference. Spikes (black 
lines) from the sending population reach the 
receiving population at the optimal phase 
of excitability, resulting in spiking output. 
Effective communication is achieved. B, 
schematic oscillations of two neuronal 
populations that are strongly phase-
coupled at a non-optimal phase difference. 
Spikes now arrive at the phase of lowest 
excitability, and are unlikely to influence the 
receiving population. This does not result in 
spiking output.
G e n e ra l  in t ro d u c t i o n   |   15
1
strongly phase-coupled populations 
can be implemented by having 
optimal phase differences 
between populations that should 
communicate, and by having non-
optimal phase differences between 
those populations that should not.
 In another scenario, the 
preferred coupling phase of 
PAC can be used as a selection 
variable to implement the 
selective communication between 
populations (see Fig 5). In this 
scenario, the slow oscillations 
of multiple populations are 
strongly phase-coupled, and 
these populations have strong 
fast oscillations at different 
preferred coupling phases of their 
slow oscillation. Importantly, the 
occurrence of these strong fast 
oscillations can be temporally 
aligned. That is, their preferred 
coupling phases can be aligned. If this is the case, then effective communication 
can be achieved by phase coupling of the fast oscillation (Fig 5A), or by some other 
(unknown) mechanism. Conversely, populations can also have strong fast oscillations 
that are not temporally aligned. That is, they have non-aligned preferred coupling 
phases, such that their strong fast oscillations do not temporally overlap, and effective 
communication cannot be achieved (Fig 5B). In this scenario, the preferred coupling 
phase of PAC implements selective communication by aligning preferred coupling 
phases between populations that should communicate, and by not aligning them 
between populations that should not. As such, the slow oscillation of PAC can be 
used to coordinate which populations can communicate when. This scenario allows 
for multiple communication ‘channels’ to be used for the selective communication 
between pairs of populations (one channel per pair), with the number of channels 
depending on the cycle length of the fast oscillation compared to that of the slow 
oscillation. 
Figure 5. Preferred phase of coupling of PAC can 
be used for selective communication. A, schematic 
of PAC between two neuronal populations, whose 
slow oscillations are strongly phase-coupled. The 
preferred coupling phases are aligned between 
the two populations, allowing their strong fast 
oscillations to co-occur. Spikes (black lines) 
arrive at peak excitability, allowing for effective 
communication. This results in spiking output. B, 
same as A, but without alignment of preferred 
coupling phases. Strong fast oscillations do not co-
occur, and spikes do not arrive at peak excitability. 
Output spikes are not generated; effective 
communication is not achieved.
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4. Investigating coupling in neuronal networks using pair-wise measures
The two forms of coupling introduced above, phase coupling and phase-amplitude 
coupling (PAC), can be used to form temporary connections between multiple 
neuronal populations. These populations form temporary networks, and their 
between-population phase coupling strength and phase differences can determine 
which populations communicate with each other (Canolty and Knight, 2010; Miller 
et al., 2012a; Siegel et al., 2012). 
 Coupling in neuronal networks is usually investigated using pair-wise measures, 
which quantify the coupling strength between pairs of electrodes, for each frequency. 
Such measures typically quantify coupling strength by a single coefficient for a pair of 
electrodes, such as the coherence coefficient (Mormann et al., 2000) or the phase-
locking value (Lachaux et al., 1999). This quantification can then be compared to that 
of other electrode-pairs, to investigate which electrodes are coupled to each other at 
which frequency. Here, it is important to distinguish between the situation in which 
there are a priori hypotheses about which electrodes and frequencies show network 
activity, and the situation in which there are no such hypotheses. In the former 
situation, networks can be revealed by what is called the seed-based approach. 
Such an investigation involves choosing a seed electrode and frequency, and then 
quantifying pair-wise coupling strength with all other electrodes. The network is 
then revealed by choosing a seed electrode and frequency which are central to the 
network, and then quantifying coupling strength between this electrode and all 
other electrodes (see e.g. Miller et al., 2012b).
 If however, there are no a priori hypotheses about which electrodes and 
frequencies show relevant network activity, then investigating coupling using a seed-
based approach is a tremendous challenge. To illustrate this, consider the number 
of recording electrodes in typical situations. ECoG recordings in epilepsy patients 
can easily involve over 100 electrodes (e.g. Burke et al., 2013), micro-electrode 
arrays used in e.g. monkey recordings can exceed 200 electrodes (e.g. Canolty et al., 
2012a), and a typical MEG helmet contains around 300 sensors (e.g. van Ede et al., 
2012). Furthermore, recent major EU and US funding initiatives demonstrate that, in 
the next decade, mass-electrode arrays for intracranial recordings will become much 
more common, easily reaching up to several 1000s of electrodes. If one combines 
this with the need for an investigation at multiple frequencies, and a comparison 
between multiple experimental conditions or time-windows, then a seed-based 
approach to revealing networks easily requires the visualization of several 1000s of 
pair-wise interactions. This combinatorial explosion makes the seed-based approach 
unfeasible. This is a data analysis problem, and it requires techniques that are able 
to extract revealing patterns from coupling measures.
 In addition to the prohibitively large number of pair-wise interactions that have 
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to be investigated, there are also the problems induced by the fact that a single 
electrode can measure activity from multiple neuronal populations. This is more 
strongly the case when the distance between neurons and the electrode is large, 
such as for EEG/MEG, as compared to when it is small, such as for intracranial micro-
electrodes. This leads to spatial overlap in the coupling patterns of networks at the 
level of the electrodes. If one then quantifies the coupling from one electrode to 
all other electrodes, it can be unclear from which network the observed coupling 
patterns originate. Investigating networks with overlapping coupling patterns at the 
electrode-level requires a technique that is capable of separating them. 
5. Introducing decomposition techniques
In this thesis I have developed and used decomposition techniques to investigate 
coupling in neuronal networks. These mathematical techniques are capable of 
extracting coupling patterns from electrophysiological data, and separating the 
patterns from multiple overlapping networks. The developed decomposition 
techniques uncover these coupling patterns by using the systematic variability in 
coupling measures over (1) electrodes, (2) frequencies, and (3) trials of an experiment. 
Importantly, these coupling patterns are more straightforward to interpret than the 
original data, and are more suitable for analyses. By extracting and analyzing these 
patterns, a prohibitive amount of seed-based investigations can be avoided. 
 To illustrate a decomposition, consider the following example (see Fig 6). In 
part of an EEG experiment we obtain measurements from multiple EEG electrodes 
over the course of a few seconds. The numbers representing these recordings 
are arranged in a 2-dimensional matrix (Fig 6A), where one of the dimensions 
corresponds to the EEG electrodes (vertical in Fig 6A), and the other to the time-
points (horizontal in Fig 6A). Two distinct oscillations are present in this recording, a 
slow one and a fast one. Whereas the slow oscillation is strongest at the electrodes 
at the top, the fast oscillation is strongest at the middle electrodes. Analyzing these 
two oscillations separately is difficult, because they overlap in space (electrodes) 
and in time (time-points). A decomposition technique uses the variability over 
the two dimensions (space and time), to separate these oscillations into what are 
called components. Each of the components describes one of the oscillations, by 
two 1-dimensional loading vectors (Fig 6B). One of the loading vectors describes 
the pattern over electrodes (the spatial pattern), and the other describes its time-
course (the temporal pattern). The spatial loading vector quantifies how strongly 
each electrode reflects, or loads, the time-course, and vice versa, the temporal 
loading vector quantifies how strongly each time-point reflects the spatial pattern. 
Importantly, because the components describe the spatial and temporal patterns of 
the oscillations separately, they are easier to interpret and analyze than the original 
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matrix. The components are also a parsimonious description of the original matrix, 
because they describe the same patterns with fewer numbers.
6. Investigating coupling in neuronal networks using decomposition techniques
In this thesis, I present new decomposition techniques that can reveal networks that 
are formed by phase coupling, also denoted as phase-coupled oscillatory networks, 
and networks formed by PAC. These techniques identify networks by making use 
of the systematic variability in high dimensional arrays of coupling measures. This 
high dimensionality is advantageous, because each dimension provides additional 
information with which networks can be identified, and separated from other 
networks. 
 To identify phase-coupled oscillatory networks, I analyzed 4-dimensional arrays 
of phase coupling measures, involving the dimensions space (1) by space (2) by 
frequency (3) by trial (4). The first two dimensions of this array, describe which 
electrodes are coupled to each other. The third dimension describes at which 
frequency this coupling occurs, and the fourth dimension at which trials of an 
experiment this occurs. To identify PAC networks, I analyzed 4-dimensional arrays of 
PAC measures, involving the dimensions space (1) by space (2) by frequency (3) by 
Figure 6. Example of a decomposition of an EEG recording into two components. An EEG recording 
is obtained, which contains two oscillations. A, the EEG recording is represented by a 2-dimensional 
matrix, with the electrodes along the vertical dimension, and time-points along the horizontal 
dimension. A slow oscillation is most strongly visible at the top electrodes, and a fast oscillation is 
most strongly visible at the center electrodes. B, a decomposition technique describes this matrix 
parsimoniously by two components. These components describe the oscillations present in the 
recording, by a loading vector that describes their pattern over electrodes, and by a loading vector 
that describes their time-course. These loading vectors can be used to separately analyze the spatial 
and temporal pattern of the two oscillations.
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frequency (4). The first two dimensions describe which electrode provides the high 
frequency amplitudes involved in the coupling, and which electrode provides the 
low frequency phase. The last two dimensions describe which frequency provides 
the amplitude involved in the coupling, and which frequency provides the phase.
 The techniques for extracting phase-coupled oscillatory networks and PAC 
networks both extract components, and each component represents a network. 
These components can reveal interesting properties of these networks, because 
they allow for separately investigating patterns over space, frequency, and trials. The 
spatial patterns of the components are described by spatial maps (loading vectors 
for the various spatial dimensions). These spatial maps describe which electrodes 
are coupled to each other by a single number per electrode, which straightforwardly 
reveals which electrodes are part of a network. In the case of PAC, there are two 
spatial maps per component, which separately describe the electrodes that provide 
phase information and those that provide amplitude information for the coupling. 
The coupling frequencies of components from both techniques are described by 
frequency profiles (loading vectors for the frequency dimensions). These frequency 
profiles describe which frequencies are involved in the network, also by a single 
number per frequency. For the PAC networks there are two frequency profiles, and 
they describe which amplitude-providing frequencies and which phase-providing 
frequencies are involved in the network. Finally, in the case of phase-coupled 
oscillatory networks, there are also trial profiles. These profiles quantify the strength 
of a network in each trial of an experiment. Importantly, they can be conveniently 
used to analyze the dependence of network activity on experimental conditions.
7. Overview of the thesis
In the three chapters that follow, the decomposition techniques are described and 
used to investigate networks formed by coupling and their properties. In doing 
so, I make use of two kinds of recording techniques. The first is ECoG, which are 
intracranial grid recordings directly from the surface of the brain. These recordings 
were obtained from epilepsy patients. ECoG allows for recording spatially specific 
neuronal activity simultaneously from many brain regions, which makes it highly 
suitable for revealing distributed neuronal networks formed by the coupling of 
oscillations. I used ECoG to investigate PAC networks, and to demonstrate our 
technique for extracting phase-coupled oscillatory networks. The second recording 
technique is MEG, which measures the magnetic fields produced by electrical brain 
activity using sensors surrounding the head. These recordings were obtained from 
healthy participants. MEG en EEG recordings are much more common than ECoG 
recordings, but they suffer strongly from spatial overlap at the sensor/electrode-level 
of neuronal activity produced by different populations. I used MEG to demonstrate 
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that our technique for extracting phase-coupled oscillatory networks is capable of 
separating such overlapping activity. Below follows an outline of each of the three 
chapters.
 In chapter 2, I investigate PAC networks in ECoG recordings using the 
decomposition technique for extracting PAC networks as described above. Extracted 
PAC networks are shown to be widely spatially distributed, and involve diverse 
frequencies. Additionally, PAC had strong diversity in its preferred coupling phases. 
Using the decomposition technique, I show that this diversity originates from 
the phase-providing oscillations. This is interesting, because it reveals temporal 
characteristics of the extracted PAC networks: high amplitudes of the fast oscillations 
occurred closely together in time. These temporal characteristics, together with 
the spatial distribution, phase diversity, and frequency diversity of PAC networks, 
could make PAC a flexible mechanism for the selective communication in neuronal 
networks.
 In chapter 3, I present the decomposition technique that is capable of extracting 
phase-coupled oscillatory networks, which is denoted as SPACE. This technique uses 
a plausible model of a neurobiological rhythm: a spatially distributed oscillation 
which involves multiple frequencies with frequency-specific between-electrode 
phase differences. Because of this, it is capable of characterizing networks in a 
neurobiologically informative way. I validate the technique by extracting example 
networks from ECoG recordings. These example networks show that it is capable 
of uncovering networks with interesting patterns of between-electrode phase 
differences that vary as a function of frequency, such as travelling waves. Using 
simulations, I show that the technique can recover networks in the context of 
neurobiologically realistic noise. 
 In chapter 4, I demonstrate the usefulness of SPACE for analyzing extracranial 
brain signals, such as EEG or MEG. I do this by investigating the spatial and frequency 
diversity of neuronal activity in MEG recordings, as well as its task modulations using 
the trial profiles. Phase-coupled oscillatory networks, and other activity patterns, 
are uncovered in MEG recordings. These patterns of neuronal activity strongly 
overlapped, which highlights the capability of the technique to separate and 
characterize neuronal activity on the basis of its patterns of between-sensor phase 
coupling. Using the trial profiles, a multifaceted task modulation of the strength of 
these activity patterns is revealed.
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Chapter
2
Phase-amplitude coupling 
in human ECoG is spatially 
distributed and phase 
diverse
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Abstract
Spatially distributed phase-amplitude coupling (PAC) is a possible mechanism for 
selectively routing information through neuronal networks. If so, two key properties 
determine its selectivity and flexibility, phase diversity over space and frequency 
diversity. To investigate these issues we analyzed 42 human electrocorticographic 
(ECoG) recordings from 27 patients performing a working memory task. We 
demonstrate that (1) spatially distributed PAC occurred at distances over 10 cm, (2) 
involved diverse preferred coupling phases, and (3) involved diverse frequencies. 
Using a novel technique (N-way decomposition based on the PARAFAC model), we 
demonstrate that (4) these diverse phases originated mainly from the phase-providing 
oscillations. With these properties, PAC can be the backbone of a mechanism that is 
able to separate spatially distributed networks operating in parallel.
Adapted from:
van der Meij R, Kahana M, Maris E (2012). Phase-amplitude coupling in human 
electrocorticography is spatially distributed and phase diverse. Journal of 
Neuroscience.
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Introduction
In a fast-changing complex environment, it is essential that the brain can selectively 
route information through multiple networks operating in parallel. Oscillatory 
coupling provides the temporal and spatial dynamics necessary to implement this. 
Oscillations reflect rhythmic modulations of neuronal excitability, affecting the 
efficacy of incoming EPSPs and the probability of spike output. It has been proposed 
that coherently oscillating networks create selective windows of communication 
between neuronal groups by synchronizing their periods of maximum excitability 
(Fries, 2005). We investigated spatially distributed phase-amplitude coupling (PAC), 
a phenomenon that may emerge in spatially distributed oscillating networks. We 
observed two key properties, phase diversity and frequency diversity, that allow 
spatially distributed PAC to flexibly and selectively route information through 
distributed neuronal networks.
 PAC describes the coupling between the phase of a slow oscillation and the 
amplitude of a fast oscillation, with the highest amplitude occurring at the so-called 
preferred coupling phase (Jensen and Colgin, 2007; Lakatos et al., 2008; Canolty and 
Knight, 2010). PAC has been observed in multiple species, including rats (Chrobak 
and Buzsaki, 1998; Sirota et al., 2008; Tort et al., 2008), monkeys (Lakatos et al., 
2005; Lakatos et al., 2008), and humans (Schack et al., 2002; Bruns and Eckhorn, 
2004; Mormann et al., 2005; Canolty et al., 2006; Cohen, 2008; Osipova et al., 2008; 
Miller et al., 2010b; Voytek et al., 2010; Maris et al., 2011). A recent study has shown 
that PAC in human ECoG is widely spatially distributed (Maris et al., 2011), which is a 
key requirement for routing information through distributed networks. Using a novel 
decomposition technique, this study showed that amplitude- and phase-providing 
oscillations occurred at broadly distributed sites. However, the decomposition only 
allowed for diversity over space in the preferred coupling phases of the amplitude-
providing oscillations, and not of the phase-providing oscillations. Selective routing 
of information could greatly benefit from phase diversity in the phase-providing 
oscillation, as its phase could be used to select neuronal populations for interactions. 
Such phase diversity has not been shown so far. Frequency diversity is another 
key property determining the flexibility of PAC in selective routing of information. 
Although theta-gamma PAC dominates the literature, recent reports (He et al., 2010; 
Miller et al., 2010b; Maris et al., 2011) have shown that PAC occurs at many different 
frequencies.
 We analyzed ECoG recordings from 27 patients to investigate the phase diversity 
and frequency diversity in spatially distributed PAC. We show that PAC occurred 
over distances that exceed 10 cm, that there was strong phase diversity, and that 
it involved diverse frequencies. Using a modified version of N-way decomposition 
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based on the PARAFAC model (Maris et al., 2011), we were able to show that 
spatially distributed phase-providing oscillations were the main source of phase 
diversity. These oscillations showed large and consistent phase diversity over space. 
In contrast, the amplitude-providing oscillations showed bursts that were much 
more synchronized. This phase and frequency diversity are two important attributes 
that determine how flexibly and selectively spatially distributed PAC can route 
information through distributed networks operating in parallel.
Materials and Methods
Subjects
27 patients (12 female, 15 male) with pharmaco-resistant epilepsy were implanted 
with subdural grid, strip and depth-electrodes prior to resective surgery. Patients 
were selected from a large pool of datasets if they had more than 15 electrodes and 
more than 70 trials per recording session after artifact rejection. Informed consent 
was obtained from the patients or their guardians if they were underage. The 
research protocol was approved by the appropriate institutional review boards at 
the Hospital at the University of Pennsylvania (Philadelphia, PA), Children’s Hospital 
(Philadelphia, PA), University Clinic (Freiburg, Germany), Children’s Hospital (Boston, 
MA), and Brigham and Women’s Hospital (Boston, MA). Some of the datasets have 
been analyzed before, but the analyses presented here are novel (see e.g. Rizzuto et 
al., 2003; Raghavachari et al., 2006; Jacobs and Kahana, 2009; van Vugt et al., 2010) 
or complementary (Maris et al., 2011).
Experimental paradigm
Recordings were obtained from patients performing a Sternberg working memory 
task (Sternberg, 1966). Patients were presented with a series of letters (from 1 to 6) 
on a computer screen that they had to remember. At the beginning of each trial a 
fixation cross was presented, followed by 700ms of letter presentation, and then by 
275-350ms (uniformly distributed) of blank screen. The last letter was followed by 
a retention interval of 425-575ms (uniformly distributed), after which a probe letter 
was presented. Patients had to indicate by key press whether the probe letter was 
part of the previous letter series. After the key press, visual feedback was given and 
the patient could initiate the next trial by another key press. The main purpose of 
our study was to characterize fundamental properties of PAC (spatial distribution, 
phase diversity, and frequency diversity), and therefore we did not investigate 
any behavioral contrasts (e.g. correct vs incorrect) or stimulus type contrasts (e.g. 
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number of letters). We only analyzed the period between the fixation cross and the 
onset of the probe letter, during which patients were actively engaged.
Recordings and preprocessing
Electrophysiological recordings were obtained from subdural grid, strip and depth-
electrodes. Recordings were sampled at 256 to 1024 Hz, depending on the hospital, 
and were referenced to a common average reference. Note: using a nearest neighbor 
bipolar referencing scheme did not substantially change the electrode pairs that 
showed strong PAC, nor the level of diversity in the preferred coupling phases. 
Only recordings from grid and strip electrodes were analyzed. Artifact rejection 
was performed by visual inspection. All trials and/or electrodes contaminated by 
epileptiform activity were removed. To remove power line noise, we band-stop 
filtered the data with 1 Hz windows at 50 and 60 Hz (depending on continent) and 
at other frequencies containing line noise. All recordings were band-pass filtered 
between 0.01 and 100 Hz. All filters were 4th order Butterworth.
 Electrode locations were determined by first co-registering a postoperative 
computed tomography scan with a higher resolution preoperative magnetic 
resonance image. All patients’ brains were normalized to Talairach space (Talairach 
and Tornoux, 1988) and coordinates were subsequently computed. All preprocessing 
and the first step of our spectral analyses were performed using the FieldTrip open 
source MATLAB toolbox (Oostenveld et al., 2011) developed at the Donders Institute 
for Brain, Cognition and Behaviour (http://www.ru.nl/neuroimaging/fieldtrip). 
Amplitude-Weighted Phase-Locking factor
To quantify PAC, we calculated amplitude-weighted phase-locking factors (wPLFs). 
These coefficients were calculated using the output of a time-resolved spectral 
analysis. This spectral analysis was performed by convolving the data with complex-
valued wavelets, one for every frequency of interest. All wavelets were obtained 
from an element-wise multiplication of a three-cycle complex exponential and 
a Hanning taper of equal length. For every given sampling rate, we only used 
frequencies for which the corresponding wavelet has an integer number of samples 
per cycle. Under this constraint, we selected frequencies between 2 and 67 Hz in 
steps of approximately 1 Hz. This resulted in one complex-valued time-series per 
trial per frequency bin, called the wavelet transform, describing the time-varying 
amplitudes and phases.
 A wPLF is a complex-valued number representing the relation averaged over 
time between the phase of one oscillation (obtained from electrode k  at frequency 
m ) and the amplitude of another (obtained from electrode j  at frequency l ). 
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Thus, a wPLF is indexed by an electrode pair (indices k  and j ) and a frequency 
pair (indices m  and l ). A wPLF is normalized, with magnitude ranging from 0 to 1. 
The magnitude of a wPLF measures the consistency, over trials, of the phase of the 
phase-providing oscillation at which amplitude increases of the amplitude-providing 
oscillations occur. The angle of a wPLF indicates this phase, called the preferred 
coupling phase. A wPLF is amplitude-weighted because trials with high amplitudes 
in one oscillation have a bigger influence than trials with low amplitudes. 
 The calculation of the wPLFs can be expressed as follows: 
( ) ( )
( ) ( )
, , ,
wPLF : 
, ,
j l k m
jklm
j l k m
A x f W x f
A x f W x f⋅
in which ( ),j lA x f  denotes the mean-centered absolute-value of the wavelet 
transform at frequency l  of the raw signal x  of electrode j , ( ),k mW x f  denotes 
the wavelet transform at frequency m  of the raw signal x  of electrode k , ,  
denotes the inner-product and  denotes the norm. wPLFs were computed for 
all possible electrode and frequency pairs. Thus, each electrode in the dataset 
provides amplitude and phase information for PAC with all other electrodes, and for 
all estimated frequencies. This results in one 4-way array of wPLFs for each dataset. 
The dimensions correspond to (1) amplitude-providing electrodes (of size J ), (2) 
phase-providing electrodes (of size K ), (3) amplitude-providing frequencies (of size 
L ) and (4) phase-providing frequencies (of size M ). We show a schematic of the 
construction of this 4-way array in Figure 1A and 1B. 
Selecting significant wPLFs
As a part of the analysis of the 4-way arrays of wPLFs, statistically significant wPLFs 
were selected. Statistical significance was assessed by comparing every wPLF to a 
dataset-specific reference distribution obtained under the null hypothesis that the 
time-varying amplitudes and phases are uncorrelated. Reference distributions were 
created by randomly pairing the amplitudes of one trial with the phases of another 
trial. This was repeated 50 times for each dataset, providing 50 random wPLFs 
for each electrode pair and frequency pair. A normal probability density function 
was then estimated for every wPLF, using the mean and standard deviation of the 
magnitude of these 50 random wPLFs. wPLFs were selected if their magnitude 
surpassed the 99th percentile of this estimated probability density function. Apart 
from this selection based on a statistical threshold, we also removed all wPLFs where 
the phase-providing frequency is higher than or equal to the amplitude-providing 
frequency. 
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Evaluating the reliability of preferred coupling phases
To evaluate the reliability of the preferred coupling phase of our significant wPLFs, 
we used a split-half procedure. This involved a random split of the trials of each 
dataset in two partitions, followed by constructing a 4-way array of wPLFs for both 
partitions. In this way, we obtained two independent estimates of every wPLF. The 
more the preferred coupling phase is influenced by random noise, the larger the 
phase difference will be between the two estimates. Based on these split-half wPLFs, 
we calculated a split-half reliability coefficient:
( )1 2
1
1
split-half reliability:  
J
j j
j
exp i
J
θ θ
=
−∑
Figure 1. Schematic representation of analyses. The data flow in our analyses is illustrated by a 
schematic decomposition and reconstruction of two different PAC patterns, one between a slow 
and a medium fast rhythm, and one between the medium fast and a very fast rhythm. These two 
PAC patterns have a different spatial distribution. After calculating a 4-way array of wPLFs, the two 
PAC patterns are separated in two different components using our N-way decomposition. The two 
patterns can then be reconstructed individually into two 4-way arrays of wPLFs, or jointly into one 
4-way array of wPLFs. For the purpose of simplicity, we have left out phase information in this 
schematic. Phase information is crucial throughout our analyses, and is important for separating PAC 
patterns. A, PAC at 4 electrodes involving 
3 oscillations. Not all oscillations are 
present at each location. B, 4-way array 
of wPLFs obtained from the raw data in 
A. The dimensions of this 4-way array are 
(1) amplitude-providing electrodes, (2) 
phase-providing electrodes, (3) amplitude-
providing frequencies, and (4) phase-
providing frequencies. C, Decomposition 
of the 4-way array of wPLFs in B into two 
components. Each component describes 
one PAC pattern, and each consists of an 
(1) amplitude-providing spatial map, a 
(2) phase-providing spatial map, an (3) 
amplitude-providing frequency profile, 
and a (4) phase-providing frequency 
profile. D, Reconstruction of 4-way arrays 
of wPLFs based on the decomposition in 
C. On the left, we show the component-
specific reconstruction, where each 
component is used to create one 4-way 
array of wPLFs, which is determined by 
only one PAC pattern. On the right, we 
show the full reconstruction, resulting in 
a 4-way array of wPLFs describing both 
PAC patterns. For details, see Materials 
and Methods. PAC = phase-amplitude 
coupling; wPLF = weighted phase-locking 
factor.
3 0   |   Ch a p t e r  2
In this formula, we first take the difference between the preferred coupling phase 
of the wPLFs of the first partition 1 jθ  and of the second partition 2 jθ . We do this 
for all J  significant wPLFs, as determined above (using the 4-way array of wPLFs 
based on all trials). These phase differences are then expressed as unit-magnitude 
complex numbers and averaged over all significant wPLFs (indexed by j ). The split-
half reliability coefficient is then attained by taking the absolute value of the resulting 
complex number, also known as the mean resultant vector of phase differences. 
Such a coefficient was calculated for each dataset.
N-way decomposition based on the PARAFAC model
We use N-way decomposition to refer to the decomposition of an N-way array 
with more than 2 dimensions. Unlike 2-way decompositions, such as principal 
and independent component analysis, N-way decomposition has not been used 
extensively in neuroscience (for exceptions see Beckmann and Smith, 2005; Morup 
et al., 2006). N-way decomposition decomposes an N-way array into several 
components, each consisting of N loading vectors, one corresponding to each 
dimension of the original array. Every component describes one aspect of the array, 
and the original array can be reconstructed from its components. There are multiple 
models for decomposing an N-way array, but here we will only describe and use 
the most parsimonious decomposition, which is based on the PARAFAC model 
(Harshman, 1970) (PARAllel FACtor analysis), also known as CANDECOMP (Carrol and 
Chang, 1970) (CANonical DECOMPosition). This decomposition can be derived from 
a few plausible assumptions about the spatio-spectral characteristics of the sources 
that are involved in PAC (Maris et al., 2011). Crucially, for N-way arrays with more 
than two dimensions (N>2), N-way decomposition based on the PARAFAC model 
is unique up to scaling and permutation, which are two transformations that do 
not affect the interpretation of the components. The N-way PARAFAC algorithm we 
used (see below) will be implemented in the FieldTrip open source MATLAB toolbox 
(Oostenveld et al., 2011) developed at the Donders Institute for Brain, Cognition and 
Behaviour (http://www.ru.nl/neuroimaging/fieldtrip).
N-way decomposition of 4-way arrays of wPLFs into two complex-valued spatial 
maps and two frequency profiles
We used N-way decomposition based on the PARAFAC model to decompose each 
4-way array of wPLFs into one or more components. We show this schematically in 
Figure 1C. Each component consists of 4 loading vectors, one for each dimension. 
Because the first two dimensions of a 4-way array of wPLFs correspond to 
amplitude- and phase-providing electrodes, the corresponding loading vectors in 
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a component describe spatial locations. We denote these two loading vectors as 
amplitude-providing and phase-providing spatial maps. Further, because the last two 
dimensions of a 4-way array of wPLFs correspond to amplitude- and phase-providing 
frequencies, we denote these as amplitude- and phase-providing frequency profiles. 
Each component thus describes a PAC pattern that is characterized by an amplitude- 
and phase-providing spatial map, and an amplitude- and phase-providing frequency 
profile. 
 The decomposition of a single wPLF can be expressed in a formula involving 
element-wise multiplication:
1
wPLF  
F
jklm jf kf lf mf
f
a b c d
=
=∑
A wPLFjklm  is described as the sum, over components f , of the product of the 
loadings jf kf lfa b c  and mfd . These loadings are organized in the loading matrices 
, ,A B C  and D  respectively. Matrices A  and B  contain as columns the amplitude- 
and phase-providing spatial maps, and matrices C  and D  contain as columns the 
amplitude-and phase-providing frequency profiles. The spatial maps A  and B  
are complex-valued, whereas frequency profiles C  and D  are real-valued. This 
differs from the previous approach (Maris et al., 2011), where only the amplitude-
providing spatial map ( A ) was complex-valued, reflecting the assumption that there 
are no between-electrode phase differences in the phase-providing oscillation over 
electrodes (except for phase differences of exactly +/- π , which are translated into 
loadings that have different signs). For our current approach, investigating phase 
diversity in PAC, it is essential that the phase-providing spatial map B  is complex-
valued as well. 
 
Decomposition of preferred coupling phases in PAC into relative phases in two 
spatial maps
Our N-way decomposition decomposes all preferred coupling phases in spatially 
distributed PAC into two complex-valued spatial maps. As such, phase diversity in 
PAC is fully explained by the phase relations within the two spatial maps. Phase 
diversity in the phase-providing spatial map reflects consistent phase differences of 
the phase-providing oscillation over electrodes. Phase diversity in the amplitude-
providing spatial map reflects time delays between amplitude increases of the 
amplitude-providing oscillation. The exact time delay depends on the cycle 
length of the phase-providing oscillation. In Figure 2, we show a schematic of this 
decomposition. This schematic shows PAC between 5 electrodes (Fig. 2A), and their 
decomposition into an amplitude-providing (Fig. 2B) and a phase-providing spatial 
map (Fig. 2C). The phase relations within the amplitude-providing spatial map 
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reflect between-electrode time delays between bursts of the amplitude-providing 
oscillations (Fig. 2B). The phase relations within the phase-providing spatial map 
reflect the between-electrode phase differences in the phase-providing oscillations 
(2C). Note, we cannot distinguish between (1) the case where every cycle of the 
phase-providing oscillation shows a burst of the amplitude-providing oscillation 
(first row of table in 2A) and (2) the case where only some cycles show such a burst 
(second row of table in 2A).
Indeterminacies of the PARAFAC model 
The spatial maps and frequency profiles can only be determined up to scaling and 
permutation. Because of permutation indeterminacy, the order of components is 
irrelevant. And because of scaling indeterminacy, any loading vector of the same 
component can be multiplied with any number, as long as another loading vector 
of the same component is multiplied with the inverse of this number. Moreover, 
because the two spatial maps are complex-valued, there is phase indeterminacy. If 
one spatial map is multiplied with ( )exp iθ−  and the other is multiplied with ( )exp iθ
, then all phases are shifted by θ , yet the decomposition remains exactly the same. 
Note that this does not affect the phase differences within a component. Because of 
the above, the components in our decomposition are sorted by explained variance, 
all loading vectors are normalized to have a norm of 1, and all spatial maps have an 
average magnitude-weighted phase of 0. This means that absolute phases inside a 
spatial map cannot be interpreted. To stress that, within a component, only between-
electrode phase differences can be interpreted, the phase of the spatial maps will 
be denoted as relative phases. Analogously, the magnitude of each electrode in a 
spatial map, and the value of each frequency in the frequency profiles can only be 
interpreted relative to the other electrodes in the map and the other frequencies in 
the profile respectively.
Reconstructing 4-way arrays of wPLFs and evaluating their accuracy
Using the extracted components, we can reconstruct each 4-way array of wPLFs. We 
computed reconstructions based on all components to evaluate the accuracy of the 
N-way decomposition for every dataset. We also computed reconstructions based 
on a single component to select significant electrodes in a spatial map. We show 
both reconstructions schematically in Figure 1D.The reconstruction of wPLF jklmx  is 
denoted by  jklmx  and, when based on all components, it is calculated as follows:

1
 
F
jklm jf kf lf mf
f
b dx a c
=
=∑
 
 Thus, the wPLF at amplitude- and phase-providing electrodes j  and k  and 
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Figure 2. Preferred coupling phases in spatially distributed PAC are decomposed into relative 
phases in amplitude- and phase-providing spatial maps. Phase diversity of PAC is fully explained 
by the two complex-valued spatial maps (i.e., phase variability over space). A, Schematic 
representation of PAC between 5 electrodes. B, Schematic amplitude-providing spatial map with 
three electrodes that show amplitude bursts. Color indicates the relative phase of the electrodes. 
The third electrode has a phase shift of π /2 relative to the other electrodes. This reflects a time-
offset of the corresponding amplitude-providing oscillation, given by the phase-offset and the cycle 
length of the phase-providing oscillation in C. C, Same as B, but for the phase-providing spatial map. 
The phase-providing oscillations have a phase offset equal to their relative phases. Note, we cannot 
distinguish between the case where every cycle of the phase-providing oscillation has a burst of 
the amplitude-providing oscillation (first row of table) and the case where only some cycles of the 
phase-providing oscillation have a burst (second row of table). PAC = phase-amplitude coupling; 
wPLF = weighted phase-locking factor.
at amplitude- and phase-providing frequencies l  and m  can be reconstructed by 
taking the product jf kf lf mfa b c d  and summing over the components. When based on a 
single component f ,  jklmx  is equal to the product jf kf lf mfa b c d . 
 We evaluated the accuracy of reconstructed wPLFs (based on all components) 
by a coefficient comparing the reconstructed wPLFs to the observed wPLFs. This 
coefficient was calculated as follows:
( ) ( )

, 
reconstruction accuracy: 
vec X vec X
X X⋅
We took the inner product ,  of the complex conjugate of the vectorized 4-way 
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array of observed wPLFs ( )vec X  and the vectorized 4-way array of reconstructed 
wPLFs ( )vec X . This inner product is then normalized by the product of the vector 
norms, and the absolute value is taken. This number ranges from 0 to 1. It can 
be interpreted as a generalized cosine of the angle between two complex-valued 
vectors. 
Reporting on the results of the N-way decomposition
To report the decomposition results we selected electrodes on the basis of 
component-specific reconstructed wPLFs. This selection is necessary because we 
are interested in the phases of the two types of spatial maps, and these phases can 
only be reliably estimated for electrodes that are involved in the component. We 
performed our electrode selection by first reconstructing a 4-way array of wPLFs 
on the basis of a single component (see Materials and Methods). Next, this array 
of reconstructed wPLFs was compared to the reference distribution from the same 
dataset (see Selecting significant wPLFs). When more than one component was 
extracted from an array of wPLFs, the same reference distribution was used multiple 
times. An electrode in the amplitude-providing spatial map was selected if any of the 
reconstructed wPLFs that have this electrode as the amplitude-providing electrode 
exceeded the 99th percentile of the reference distribution. The same criterion was 
applied to the phase-providing spatial maps.
 We report on phase differences within each spatial map by computing the 
difference between pairs of selected electrodes. Amongst others, we show phase 
differences occurring between 0 and +/- π . To demonstrate that these phase 
differences are reliable (i.e. reflecting true phase differences between 0 and +/- π
) we calculated the split-half reliability of our decomposition results. This involved 
randomly splitting the trials of each dataset, and calculating two 4-way arrays of 
wPLFs, one for each of the two sets of trials. We then decomposed both arrays into 
the same number of components and computed the phase differences between pairs 
of selected electrodes (see above). In addition to this selection based on statistical 
significance, we selected electrode pairs with phase differences in the intervals from 
–2π /3 to –π /3 and from π /3 to 2π /3. For these electrode pairs, we calculated 
the following split-half reliability coefficient:
( )1 2
1
1
split-half reliability:  
J
j j
j
exp i
J
θ θ
=
−∑
In this formula, we first take the difference between the two independent estimates 
of the phase difference for electrode pair j , one obtained from the first ( 1 jθ ) and 
the other from the second partition ( 2 jθ ). We do this for all J  selected electrode 
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pairs. All phase differences are then expressed as unit-magnitude complex numbers 
and averaged, producing a mean resultant vector. The split-half reliability coefficient 
is then obtained by taking the magnitude of this mean resultant vector.
An alternating least-squares algorithm for N-way decomposition of a 4-way array 
of wPLFs
N-way decomposition according to the PARAFAC model can be performed using an 
alternating least-squares (ALS) algorithm that has been implemented for real-valued 
arrays (Bro, 1998) and for complex-valued arrays (Sidiropoulos et al., 2000). The 
algorithm for complex-valued arrays produces only complex-valued components. In 
contrast, in our application, we decompose a complex-valued array into components 
that consist of two complex-valued spatial maps and two real-valued frequency 
profiles. We now describe the algorithm and how we adapted it for complex-valued 
arrays for our application. 
 The ALS algorithm is an iterative algorithm with, per iteration, as many steps as 
the number of different loading matrices. In our case, in every stage of an iteration, a 
loading matrix’ least squares estimate is calculated, while keeping the other loading 
matrices constant. The algorithm continues until an iteration does not provide 
an increase in fit over and above the previous iteration. All loading matrices are 
initialized by random starting values, which are orthogonal over components. The 
algorithm can converge to a suboptimal solution, which is a local minimum of the 
least-squares objective function that we want to minimize. This is undesirable but 
can be controlled for by running the algorithm many times with random starting 
values. If the algorithm converges multiple times to the same solution using different 
random starting values, and this solution also achieves the smallest objective 
function value, then it is assumed to have converged to the global minimum. It is 
crucial to detect and discard degenerate models, which occur when component 
pairs are nearly identical but negatively correlated (Bro, 1998). To perform an N-way 
decomposition based on the PARAFAC model it is also necessary to estimate the 
number of components, or the so-called rank of the array. We determined this rank 
using a split-half procedure, identical to the procedure in Maris et al. (2011).
 To describe our ALS algorithm, it is convenient to make use of the Khatri-Rao 
product ⊗ , which is defined as follows:
1 1 2 2 F FA B a b a b a b = ⊗ ⊗ ⊗⊗  
This applies to any matrix A  and B  with an equal number of columns  The 
Khatri-Rao product is defined as the concatenation of the Kronecker tensor products 
⊗  of column 1 to F  of A  and B . Using the Khatri-Rao product, we can express the 
4-way PARAFAC model as follows:
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( )TJ KLM J KLMX A D C B E⋅ ⋅= +⊗ ⊗
In this formula, J KLMX ⋅  denotes a 2-way array that is obtained by unfolding the 4-way 
array X along its last three dimensions. The formula expresses that J KLMX ⋅  is the 
sum of a model term ( )TA D C B⊗ ⊗  and an error term J KLME ⋅ . The model term is 
a function of the loading matrices , ,A B C  and D  with dimensions J F× , K F× , 
L F×  and M F× , respectively. F , the number of columns in each loading matrix, 
denotes the number of components being extracted. In our application, J K=  (the 
number of electrodes), and L M=  (the number of frequencies). The error term 
J KLME ⋅  is necessary to express the fact that the observed wPLFs may differ from the 
model wPLFs (which are determined by the loadings) as a result of sampling error. 
 Each least squares estimate is calculated using the following equation. Because 
of the symmetry between the four loading matrices, we only present the estimation 
equations for one loading matrix, which we denote by A . A single iteration of the 
algorithm estimates all loading matrices once, and then determines the fit. By 
keeping the loading matrices B , C  and D  fixed, the least squares estimation for 
loading matrix A  is the following:
( )*
I JKL
A X Z Z Z
⋅ += ⋅ ⋅ ,
where ( )Z D C B= ⊗ ⊗ , Z  denotes the complex conjugate of Z , *Z  denotes 
the complex conjugate transpose of Z  and +  denotes the Moore-Penrose 
pseudoinverse. The least-squares estimate of a real-valued loading matrix (matrix 
C  and D ) is obtained by replacing Z  and X  by the real-valued matrices 
( ) ( )[ ]Z Re Z Im Z= , which is the row-wise concatenation of ( )Re Z  and ( )Im Z  
(the real and the imaginary parts of Z ) and ( ) ( )[ ]X Re X Im X= , which is the 
column-wise concatenation of ( )Re X  and ( )Im X .
Results
We analyzed PAC in human ECoG recordings from 42 datasets obtained from 27 
patients performing a working memory task (see Materials and Methods). We 
investigated the phase diversity of spatially distributed PAC by means of weighted 
phase-locking factors (wPLFs). These wPLFs are complex-valued association 
measures, quantifying coupling between the phase of one oscillation and the 
amplitude of another, averaged over time (see Materials and Methods). Our wPLF 
is a correlational and not a causal measure. To reflect this, we use the causally 
neutral terms “phase-providing” and “amplitude-providing” to denote the first and 
respectively the second oscillation. wPLFs were computed for all amplitude- and 
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phase-providing electrodes and frequencies. This results in a 4-way array of wPLFs. 
As an example, we show one slice of such a 4-way array (Fig. 3A), containing the 
wPLFs for all frequency pairs and a single electrode pair. For this electrode pair, the 
strongest coupling is between the phase of a theta oscillation (center frequency 6 
Hz) and the amplitude of a beta/low-gamma oscillation (center frequency 23 Hz). 
The preferred coupling phase is π , which corresponds to the trough of the theta 
oscillation. 
 We used two approaches to investigate phase diversity in spatially distributed 
PAC, one based on selecting significant wPLFs from the 4-way arrays (one array for 
every dataset), and the other based on a decomposition of each of these arrays. We 
first report on the results obtained by selecting significant wPLFs, showing that PAC 
Figure 3. PAC occurred over long distances, has diverse preferred coupling phases and involved 
many frequencies. A, Example wPLFs for one electrode pair. For this electrode pair, the strongest 
coupling is between the phase of a theta oscillation (~3-8 Hz) and the amplitude of a beta/gamma 
oscillation (~18-42 Hz). The preferred coupling phase is π , which corresponds to the trough of the 
theta oscillation. Color bar codes reflect wPLF magnitude and phase. B, Density of the significant 
wPLFs from all datasets as a function of their strength and the distance between the amplitude- and 
phase-providing electrodes. The majority of PAC occurs at distances around ~6 cm and can go up 
to ~14 cm. Color bar code reflects the density of wPLFs at each XY-coordinate. C, Density of the 
significant wPLFs as a function of their preferred coupling phase and their strength. PAC occurs 
with diverse preferred coupling phase, with most preferred phases around the peak of the phase-
providing oscillation (angle = 0). However, especially for the wPLFs that show a strong coupling, 
preferred phases also cluster at the trough (angle = +/- π ). Color bar code same as in B. D, Scatter 
plot of the peaks of the frequency profiles obtained from the significant wPLFs (see Materials and 
Methods). The peak phase-providing frequencies show a substantial spread, ranging from delta to 
alpha, and so do the amplitude-providing frequencies, ranging from beta to gamma. PAC = phase-
amplitude coupling; wPLF = weighted phase-locking factor.
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occurred over long distances with substantial phase diversity. Next, we report on the 
decomposition results, showing that this phase diversity originated mainly from the 
spatially distributed phase-providing oscillations.
PAC occurred over long distances, involved diverse preferred coupling phases, 
and involved many frequencies
We selected statistically significant wPLFs from each of the 42 datasets. Significance 
was assessed by comparing every wPLF to a reference distribution obtained under 
the null hypothesis of independence of phases and amplitudes (see Materials and 
Methods). wPLFs were selected if their magnitude exceeded the 99th percentile of 
this distribution. On average, 15.7% (SD = 9.0%) of the wPLFs were selected from 
each of the 42 datasets. These were combined into one large data array used for 
all analyses on significant wPLFs. The contribution of each of the 42 datasets to this 
data array was on average 2.4% (SD = 2.3%), and the contribution of each of the 27 
patients was on average 3.7% (SD = 3.5%).
 To investigate the spatial extent of the observed PAC we computed the Euclidian 
distance (using Talairach-coordinates) between all electrode pairs involved in the 
significant wPLFs. We constructed the density of wPLFs as a function of their strength 
(horizontal axis) and the distance between electrodes within a pair (vertical axis) 
(Fig. 3B). We observed that (1) PAC occurred predominantly at distances around 6 
cm, (2) PAC occurred at distances as large as 14 cm and (3) PAC strength decreased 
with distance. 
 Next, we investigated the diversity in preferred coupling phases. We constructed 
the density of significant wPLFs as a function of their phase and their strength (Fig. 
3C). We make the following three observations: (1) PAC occurred with diverse 
preferred coupling phases, (2) for weak coupling, phases were clustered around 
the peak of the phase-providing oscillation (phase = 0), and (3) for strong coupling, 
phases were clustered both around the peak and the trough (phase = +/- π ). The 
observed diversity in preferred coupling phase is not produced by sampling error 
resulting from unreliable phase estimates (see Fig. 4). 
 We obtained peaks of frequency profiles of the amplitude- and phase-providing 
frequencies of the significant wPLFs for each dataset by counting the significant wPLFs 
in the three other dimensions. We constructed a scatter plot (Fig. 3D) and observed 
that PAC involved many frequencies. The peak phase-providing frequencies showed 
a substantial spread ranging from delta (2 Hz or lower) to alpha (12 Hz), and so do 
the amplitude-providing frequencies, ranging from alpha (15 Hz) to gamma (67 Hz 
or higher).
 From our analysis of significant wPLFs we conclude that PAC (1) occurred over 
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long distances, (2) showed substantial diversity in preferred coupling phases and (3) 
involved many frequencies. However, analyzing significant wPLFs does not inform 
us about the spatial distribution of PAC, nor about the origin of the phase diversity. 
More specifically, we do not know (1) whether the observed long-distance PAC is 
generated by multiple small spatially separated sources or by one very large source, 
(2) whether the phase diversity is due to phase differences within a source or between 
sources, nor (3) how the spatial distribution of the phase-providing electrodes is 
related to that of the amplitude-providing electrodes. To investigate these issues 
we decomposed each 4-way array of wPLFs into sets of two spatial maps and two 
frequency profiles. Importantly, these spatial maps provide information about the 
spatial distribution of PAC and the origin of the phase diversity. 
N-way decomposition reveals the spatial distribution of PAC in sets of two spatial 
maps and two frequency profiles
To analyze the spatial distribution and phase diversity of PAC we used N-way 
decomposition based on the PARAFAC model (see Materials and Methods). This 
method has been used previously (Maris et al., 2011) but in a version that was 
unable to reveal the phase diversity that we identified (see Materials and Methods). 
Each 4-way array of wPLFs was decomposed into one or more components. Every 
component characterizes one PAC pattern, and consists of an amplitude- and a 
phase-providing spatial map and an amplitude- and a phase-providing frequency 
profile. Because a dataset may involve multiple PAC patterns, the decomposition 
can extract multiple components. To illustrate the decomposition, we show an 
example component of a representative subject (Fig. 5). The spatial maps are shown 
as grids on a template brain (Fig. 5A and 5B; not all ECoG grids are shown), and the 
Figure 4. Diversity in preferred coupling 
phase is produced by reliable phase 
estimates. To estimate the reliability of our 
phase estimates we randomly partitioned 
the trials of each dataset into two sets. A 
4-way array of wPLFs was then calculated 
for each of the two sets of trials. A, 
Histogram of phase differences between 
wPLFs of the first and the second set of trials for all datasets. The majority of phase differences are 
very close to 0, indicating that the preferred coupling phases are highly similar in the two sets of 
trials. The reliability coefficient, calculated on these phase differences (see Materials and Methods), 
was on average 0.84 (SD = 0.07). B, For comparison with the reliability results in A, we show the 
same information for the preferred coupling phase of the wPLFs, instead of their between-set phase 
differences. The phase histogram shows diversity in preferred coupling phase (same information 
as in 3C). We calculated the same coefficient as in A, but now applied to the preferred coupling 
phase (instead of the between-set phase differences) and found that it was on average 0.0031 (SD 
= 0.0027). The difference with the average reliability coefficient shows that our phase estimates are 
highly reliable. wPLF = weighted phase-locking factor.
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frequency content is shown in the frequency profiles (Fig. 5C). With respect to the 
example component, we observed that: (1) both the amplitude- (Fig. 5A) and the 
phase-providing spatial map (Fig. 5B) had a wide spatial distribution over cortex, (2) 
the phase-providing spatial map had a wider spatial distribution than the amplitude-
providing spatial map, and (3) there was more phase diversity in the phase- than in 
the amplitude-providing map (Fig. 5A). These observations are representative for 
all 42 datasets. Note, the phase-providing spatial map in the example component 
shows a spatial structure similar to that of travelling waves. This was the case for 42 
out of 85 components.
 The example component (Fig. 5A, 5B and 5C) reflects the main pattern in the 
original 4-way array of wPLFs. To show this, we selected two electrode pairs that 
share the same amplitude-providing electrode (electrode 43) but have different 
phase-providing electrodes (electrode 29 and 57). We show the wPLFs for both pairs, 
for all frequency pairs (Fig. 5D). The frequencies that exhibit strong coupling closely 
match the frequency profiles from the decomposition (Fig. 5C). Moreover, the phase 
difference between the two electrode pairs closely match the phase differences in the 
phase-providing spatial map (Fig. 5B). (Note, in contrast to between-electrode phase 
differences, absolute phases cannot be interpreted; see Materials and Methods). It 
is important to note that relative phases in amplitude- and phase-providing spatial 
maps reflect different properties of spatially distributed PAC (Fig. 2; see Materials 
and Methods).From the 42 datasets we extracted 85 components, explaining on 
average 50.7% (SD = 20.1%) of the variance of significant wPLFs. We evaluated the 
accuracy of the reconstruction of all preferred coupling phases. For the phases of 
all significant wPLFs, we compared their reconstructed and their corresponding 
observed values. All magnitudes were set to 1. For every dataset, we calculated 
a coefficient that quantified reconstruction accuracy (see Materials and Methods), 
which ranges from 0 to 1. This coefficient of reconstruction was on average 0.70 (SD 
= 0.15), indicating that the observed wPLFs can be accurately reconstructed from the 
decompositions. 
 We now show two sets of aggregated results obtained from all components. 
First, we investigated the spatial extent of the spatial maps. We constructed a 
scatter plot of the mean between-electrode Euclidian distance of each spatial map 
per component (Fig. 6A). We selected electrodes in each spatial map by comparing 
the component-specific reconstructed wPLFs to the 99th percentile of the reference 
distribution used to select significant wPLFs (see Materials and Methods). The mean 
distance was on average higher for the phase- than for the amplitude-providing 
spatial maps (paired samples t-test; t(84) = -5.56, p < 1e-6). This shows that our PAC 
was not generated by distributed sharp-edged waveforms, as both maps would be 
equally large. This issue has been discussed elsewhere (Maris et al., 2011). 
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 Second, we investigated the frequency profiles of the amplitude- and phase-
providing oscillations of all components. We constructed a scatter plot of the peaks of 
the amplitude- and phase-providing frequency profiles (Fig. 6B). Peaks of the phase-
providing frequency profiles were spread out, ranging from delta (~2 Hz) to alpha 
(~16 Hz). Peaks of amplitude-providing frequency profiles were spread out even 
more, ranging from theta (~5 Hz) to gamma (~67 Hz or higher). Note the difference 
with Figure 3D. The peak frequencies determined from the decomposition (Fig. 6B) 
showed a much larger spread than to those from the 4-way array of wPLFs (Fig. 3D). 
This most likely results from the fact that each 4-way array of wPLFs carries several 
PAC patterns.
Figure 5. N-way decomposition reveals the spatial distribution in PAC in sets of two spatial maps 
and two frequency profiles. Each 4-way array of wPLFs from each dataset was decomposed into 
one or more components, each component being a set of two spatial maps and two frequency 
profiles. The diversity in the preferred coupling phase is explained by the two complex-valued 
spatial maps, namely by their phase diversity across space. A,B,C, Example component from a 
representative subject. A, Amplitude-providing spatial map. B, Phase-providing spatial map. Both 
the amplitude- and phase-providing spatial map are widely distributed over the cortex, but the 
phase-providing spatial map is wider and shows more phase diversity. The size of the markers 
indicates the contribution of each electrode to the spatial map, the color indicates the relative 
phase of the electrodes. C, Amplitude- and phase-providing frequency profiles. These profiles show 
that the example component involves a coupling between the phase of a theta oscillation and the 
amplitude of a beta/gamma oscillation. D, wPLFs (for all frequency pairs) of two selected electrode 
pairs. The frequency pairs for which there is strong coupling closely match the frequency profiles in 
C and the difference between the preferred coupling phases closely match the corresponding phase 
difference in the phase-providing spatial map. PAC = phase-amplitude coupling; wPLF = weighted 
phase-locking factor.
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Phase-providing and amplitude-providing spatial maps show different phase 
configurations
To investigate the phase configuration within both types of spatial maps, we 
calculated the phase differences for all possible pairs of electrodes selected from 
a spatial map (Fig. 7). As before, we selected electrodes based on the component-
specific reconstructed wPLFs (see Materials and Methods). To show the aggregate 
phase diversity in both spatial maps, we show the density of electrode pairs 
as a function of their strength and their phase difference (Fig. 7A and 7B). We 
observe (1) that both amplitude- and phase-providing spatial maps showed phase 
differences clustered around 0, (2) that phase-providing spatial maps also showed 
phase differences clustered around +/- π , and (3) that both maps showed phase 
differences between 0 and +/- π . This indicates that the amplitude-providing spatial 
maps mainly showed synchronous phase configurations. On the other hand, the 
phase-providing spatial maps also showed so-called anti-phasic configurations, with 
two groups of electrodes having small within group, but large between group phase 
differences. Importantly, both maps showed phase differences between 0 and +/- π
. Modulation of phase relations across the complete circle (not limited to synchrony/
anti-phase) may have important consequences for the computational mechanism 
that PAC reflects. More specifically, if PAC reflects selective routing of information 
by modulating excitability of neuronal groups, then phase determines its flexibility.
Figure 6. Spatial extent of spatial maps and frequency profiles. A, Mean distance within components 
in phase-providing spatial maps (horizontal axis) plotted against the mean distance in amplitude-
providing spatial maps (vertical axis). The mean distance within components was on average higher 
for the phase-providing than for the amplitude-providing spatial maps (paired samples t-test; t(84) 
= -5.56, p < 1e-6). B, Scatter plot of the peaks of the phase-providing frequencies (horizontal axis) 
versus the peaks of the amplitude-providing frequencies (vertical axis). There is a substantial spread 
of the peaks of the phase-providing frequency profiles, ranging from delta to alpha, and those of 
the amplitude-providing frequency profiles, ranging from theta to gamma. Note the difference with 
respect to Figure 3D, and see Results section for a possible explanation. For selection of electrodes 
see Materials and Methods.
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 From this perspective, it is crucial to establish that the observed phase differences 
between 0 and +/- π  are not estimation errors, but true phase differences. To 
demonstrate this, we evaluated the split-half reliability of these phase differences. 
For each dataset we randomly partitioned trials in two sets, and calculated 4-way 
arrays of wPLFs for both. We then decomposed each array into the same number 
of components and computed phase differences as above. We show the split-half 
reliability as the density of between-electrode phase differences from the first set 
of trials plotted against those of the second set (Fig. 7C and 7D). We observe that 
all phase differences were highly similar between the two sets of trials, and this 
Figure 7. Phase-providing and amplitude-providing spatial maps show different phase 
configurations. To investigate the phase configurations of both types of spatial maps we computed 
the phase differences for all possible pairs of electrodes selected from a spatial map. A, Density of 
electrode pairs of each spatial map as a function of their magnitude and their phase differences for 
the amplitude-providing spatial map. Phase differences cluster around 0. B, Same as in A, but for 
the phase-providing spatial map. Phase differences are mostly around 0, and around +/- π . C, D, E, 
F, To investigate the reliability of the phase differences, we evaluated the split-half reliability of our 
decomposition results (see Results and Materials and Methods). C, Density of amplitude-providing 
spatial map phase differences from the first versus those of the second set. D, Same information as 
in C, but for phase-providing spatial maps. Between-set phase differences are highly similar for both 
spatial maps, showing they are highly reliable. E, Phase histograms and mean resultant vector of the 
amplitude-providing spatial map between-set phase differences for the intervals from -2 π /3 to – π
/3 (green box) and from π /3 to 2 π /3 (red box). F, Same as in E, but for the phase-providing spatial 
maps. For both types of spatial maps, between-set phase differences cluster around 0, indicating 
reliability of the between-electrode phase differences in this narrow range. For a description of the 
reliability coefficient r see Results. For selection of electrodes see Materials and Methods. wPLF = 
weighted phase-locking factor.
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holds for both spatial maps. Thus, phase differences in the decomposition reflect 
true phase differences. As an additional quantification, we calculated differences 
between the two sets of phase differences (Fig. 7E and 7F). We selected phase 
differences between –2π /3 to –π /3 and π /3 to 2π /3, as estimated using the 
first set of trials. For both types of spatial maps, between-set phase differences 
cluster around 0 (Fig. 7E and 7F). This indicates that, even for this narrow range, the 
phase differences reflect true phase differences. To support this quantitatively we 
computed a reliability coefficient, ranging from 0 to 1 (see Materials and Methods). 
For both spatial maps the coefficient r  was high for both intervals (Fig. 7E and 7F). 
Different connectivity structure for components with different phase-providing 
frequencies
To reveal the connectivity structure of PAC in our 85 extracted components we 
aggregated over all pairs of selected electrodes (Fig. 8). As before, we selected 
electrodes based on the component-specific reconstructed wPLFs (see Materials 
and Methods). In order to visualize the connectivity structure, we downsampled the 
anatomical locations of electrodes (using Talairach-coordinates) to 23 locations on 
the left and 23 locations on the right hemisphere. We did not observe all possible 
connections based on these downsampled locations: out of the 2116 possible 
connections, we observed 1698 (80.3%) in our data. However, as will become 
clear, our quantifications and subsequent comparisons were not biased by this 
incompleteness. For every observed connection, we calculated the proportion 
selected electrode pairs within a downsampled connection. This proportion 
estimates the probability that PAC is found between the downsampled locations. 
The number of electrode pairs over which this proportion was calculated differed 
greatly across location pairs. This was especially the case for the small number of 
contralateral vs the large number of ipsilateral electrode pairs (Fig. 8C).
 We use connectograms to show the connectivity structure of PAC (Fig. 8A). 
Whereas no clear structure is revealed by the connectogram for all components 
together (top connectogram in Fig. 8A), much structure is revealed when 
separate connectograms are made for components with different phase-providing 
frequencies (three bottom connectograms in Fig. 8A). In these connectograms, line 
color indicates the amplitude-providing frequency of each connection; pie charts 
show the percentage of non-zero contralateral and ipsilateral connections. Because 
of spatial downsampling, every connection consists of many electrode pairs from 
multiple components. The frequencies used for the connectograms were obtained 
by taking the mode over the peaks of all their frequency profiles. Components 
that differ in their phase-providing frequency differ greatly in their connectivity 
pattern, including their degree of cross-hemispheric lateral connections. We 
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Figure 8. Differential connectivity structure in PAC-components with different phase-providing 
frequencies. To investigate the connectivity structure in PAC, we aggregated over all pairs of selected 
electrodes from all 85 N-way components (for electrode selection, see Materials and Methods). The 
original Talairach-based locations were downsampled to 23 unique locations on both the left and 
the right hemisphere. Every resulting connection was indexed by the proportion of its electrode 
pairs that were selected. Note, not all possible connections were observed in the data (see Results). 
A, Connectograms. Schematic on the left depicts the construction of a connectogram for a set of 
connected electrodes. In all connectograms, line thickness indicates the proportion of selected 
electrode pairs within a downsampled connection (if a proportion is zero, the line is absent). Further, 
node color indicates lobe, and node size indicates the sum of the proportions of selected electrode 
pairs of all its connections. Pie charts indicate the number of non-zero ipsi- versus contralateral 
connections within a connectogram. The bottom three connectograms were obtained by splitting 
the connections according to their phase-providing frequency. In these connectograms, line color 
indicates the amplitude-providing frequency of the connection. Because of spatial downsampling, 
every connection represents many electrode pairs from multiple N-way components. The frequency 
color-code was based on the mode of the distribution (over electrode pairs) of the associated peak 
frequency profiles. Components that differ in the frequency of their phase-providing oscillation 
have connectograms that differ greatly in their connectivity pattern, including their degree of cross-
hemispheric lateralization.  B, Mean of the contra- versus ipsilateral and the within- versus between-
lobe connection strengths. Means are taken over the median connection strength of the electrode 
pairs forming a connection. The connection strengths were computed by selecting their component-
specific reconstructed wPLFs and taking a weighted average over the two frequency dimensions. C, 
Number of electrode pairs selected and observed for contralateral and ipsilateral connections. PAC 
= phase-amplitude coupling; wPLF = weighted phase-locking factor.
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observe that, (1) delta oscillations show mostly ipsilateral connections, (2) theta 
oscillations show both ipsi- and contralateral connections, and (3) alpha oscillations 
show predominantly contralateral connections. The imbalance of contralateral vs 
ipsilateral connections in the top connectogram is partly the result of the relatively 
small number of patients with bilateral recordings sites (11 out of 27). This source 
of the imbalance also affects the bottom three connectograms, whose combination 
forms the top connectogram. Importantly, because this source of imbalance affects 
all bottom three connectograms to the same extent, their number of contralateral 
connections can be safely compared to each other. 
 Our findings were obtained by investigating the number of connections that 
exist between downsampled locations. We also investigated the coupling strength 
between these locations, calculated as the median connection strength over all 
electrode pairs belonging to that connection. For each electrode pair, connection 
strength was calculated by selecting their component-specific reconstructed wPLFs 
and taking a weighted average over the two frequency dimensions. We now report 
on this, with separate averaging over (1) contralateral and ipsilateral, and (2) within- 
and between-lobe connections (Fig. 8B). We observe that, (1) there is only a small 
difference in connection strength between lobes compared to within lobes, and 
(2) the contralateral and ipsilateral connection strengths did not differ greatly: the 
average strength of the contralateral connections was 69.7% of the average strength 
of the ipsilateral connections (Fig. 8B). We also investigated the above patterns 
separately for each of the three phase-providing frequencies (delta, theta and 
alpha), but we found no substantial differences (figure not shown).
Discussion
We provided evidence for three key properties that could allow PAC to flexibly 
and selectively route information through distributed neuronal networks. (1) We 
showed that PAC was widely spatially distributed. From our analyses of significant 
wPLFs we found that PAC occurred at distances over 10 cm. Using a decomposition 
based on the PARAFAC model, we showed that this PAC was generated by spatially 
distributed phase- and amplitude-providing oscillations, of which the phase-
providing oscillations were more spread out. The spatial distribution of PAC is 
required to be able to route information through distributed networks. (2) We 
showed that over these spatially distributed networks there was great phase 
diversity. The phase diversity we observed was mainly explained by phase diversity 
in the phase-providing oscillation, showing phase differences over space, across the 
whole circle. This phase diversity can determine the flexibility of PAC in selecting 
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neuronal populations for interaction. (3) We showed that PAC occurred between 
oscillations of many different frequencies (He et al., 2010; Miller et al., 2010b; Maris 
et al., 2011). Amplitude-providing frequencies ranged from theta to gamma, and 
phase-providing frequencies ranged from delta to alpha. This frequency diversity 
can determine the flexibility of PAC in separating neuronal networks operating in 
parallel.
 Besides providing evidence for these three key properties, we also made a 
first step towards identifying different roles for phase-providing oscillations at 
different frequencies. We showed that delta oscillations establish mostly ipsilateral 
connections, theta oscillations establish both ipsi- and contralateral connections, 
and alpha oscillations establish predominantly contralateral connections.
 Whilst we find PAC that is widely spatially distributed, most reports so far have 
shown local PAC (Chrobak and Buzsaki, 1998; Lakatos et al., 2005; Mormann et al., 
2005; Canolty et al., 2006; Cohen, 2008; Lakatos et al., 2008; Osipova et al., 2008; 
Penny et al., 2008; Axmacher et al., 2010; He et al., 2010; Miller et al., 2010b; Voytek 
et al., 2010). The evidence for cross-area PAC is much less abundant (Sirota et al., 
2008; Tort et al., 2008; Maris et al., 2011). This is surprising given that, at least for 
theta, oscillations are measurable over broad regions (von Stein and Sarnthein, 
2000; He et al., 2008). 
 PAC is a form of oscillatory synchronization that involves two different 
frequencies. A more familiar form of oscillatory synchronization involves only a 
single frequency: phase consistency between oscillations. This type of oscillatory 
synchronization was originally put forward as a mechanism to bind different features 
of an object, encoded in different neuronal populations, and was confined to gamma 
(Singer and Gray, 1995; Singer, 1999). More recently, it has been proposed as a 
mechanism of communication between neuronal groups (Fries, 2005). Central to 
this proposal is that neurons preferably fire in a specific phase of the gamma cycle, 
implying a temporal relation between spikes of coherently oscillating neurons. 
This allows neurons to synchronize their periods of maximum excitability and 
communicate effectively. An expanded mechanism, involving PAC, would be that 
the phase-providing oscillation modulates when neuronal populations engage in 
oscillatory phase synchronization. Such a mechanism would require phase consistency 
during high frequency bursts. Though we did not investigate this, long range phase 
consistency at high frequencies has been reported (Gregoriou et al., 2009). If it is 
indeed the case that phase-providing oscillations select neuronal populations for 
communication, then such cross-frequency interaction could provide dynamic 
gating of information (Vogels and Abbott, 2009; Akam and Kullmann, 2010). The 
phase-providing oscillation as a selector would also greatly benefit from a process 
that creates substantial phase diversity across sites, which we have observed, where 
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site-specific phases could function as a selection variable. Besides the separation 
of neuronal activity via phase diversity (i.e. phase ‘multiplexing’), the separation 
of multiple networks operating in parallel could also be supported by frequency 
diversity (i.e. frequency ‘multiplexing’).
 Though we provide evidence for three key properties that makes PAC a likely 
candidate for routing for information, we do not have a mechanistic neurophysiological 
model to explain our observations, and providing such an explanation is a crucial 
challenge for future research. Obviously, neuronal spiking is the signal for targeted 
communication between neurons. Therefore, we face the challenge to link our 
findings using ECoG to neuronal signals with a very different spatial specificity. 
Inevitably, any attempt to provide such a link will involve some speculation. However, 
it is justified to the extent that it can be related to relevant findings in the literature. 
We hypothesize that PAC may reflect an interaction between slow and fast rhythmic 
synaptic input streams, and that the efficacy of this interaction can be modulated by 
adjusting the timing between these rhythms. Furthermore, we hypothesize that the 
slow rhythm, the phase-providing oscillation, can be used to segregate information 
streams by variations in its phase over space. These hypotheses have links with the 
substantial literature on Up and Down states (Steriade et al., 1993; Destexhe et al., 
2003; Cash et al., 2009; Haider and McCormick, 2009). 
 Up and Down states are brain states that can be characterized at many levels, 
ranging from intracellular recordings to macroscopic electroencephalography 
(Steriade et al., 2001; Destexhe et al., 2003; Volgushev et al., 2006). Up and Down 
states are most easily identified during slow wave sleep and anesthesia, when they 
alternate rhythmically (Ho and Destexhe, 2000; Sanchez-Vives and McCormick, 
2000; Shu et al., 2003; Hasenstaub et al., 2005; Haider et al., 2006). This typically 
occurs at a frequency below 1 Hz, producing the so-called cortical slow oscillation. 
During wakefulness and shallow sleep, isolated Down states called K-complexes 
occur in a non-rhythmic fashion, sometimes preceded by an Up state (Amzica and 
Steriade, 1997; Cash et al., 2009). In both rhythmic and non-rhythmic cases, Up 
and Down states are spatially distributed (Volgushev et al., 2006). Furthermore, 
recordings in animals (Sanchez-Vives and McCormick, 2000; Volgushev et al., 2006) 
and humans (Massimini et al., 2004), have shown that the cortical slow oscillation is 
phase diverse over space. In ECoG recordings, Up and Down states can be identified 
as positive and negative deflections (Cash et al., 2009). These originate from a 
source-sink configuration, with a source in layer II/III and a sink in layer I (Cash et 
al., 2009). The neocortical Up state is a network phenomenon, characterized by a 
balance in excitatory and inhibitory input (Haider et al., 2006). During an Up state, 
neurons have an increased membrane potential, bringing them closer to their firing 
threshold (Haider et al., 2007). Animal studies have shown that, during an Up state, 
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there is an increase in spiking activity and high frequency (30-100 Hz) local field 
potential (LFP) fluctuations (Nowak et al., 1997; Haider and McCormick, 2009). A 
Down state provides the opposite: the membrane potential is hyperpolarized, and 
there is a strong decrease in spiking and high frequency LFP fluctuations. 
 The rhythmic alternation of Up and Down states has similarities to our PAC 
results: (1) it involves a slow oscillation with high frequency oscillations occurring 
at specific phases, (2) the slow oscillation is spatially distributed, and (3) the slow 
oscillation is phase diverse over space. Based on these similarities, we propose 
that phase-providing oscillations of PAC could affect neuronal populations in a 
similar way. The phase-providing oscillation could, like the cortical slow oscillation, 
modulate the basal membrane potentials of neuronal groups, which could provide 
joint windows of communication during certain phases. This could allow neuronal 
groups to exchange information during bursts of high frequency LFP fluctuations. 
This information exchange could involve coherent oscillations. Importantly, there 
are a number of differences between Up and Down states and our PAC results 
complicating this comparison. First, slow cortical oscillations are typically <1 
Hz, whereas we identified phase-providing oscillations between 2-16 Hz (lower 
boundary is restricted by epoch length). Second, the phase diversity we observed 
across space is much larger than the phase diversity in the slow oscillation. Third and 
last, high frequency LFP fluctuations during Up states are locked to the peak of the 
slow oscillation, whereas we report strong diversity in preferred coupling phases of 
PAC. The reported phase of the slow oscillation however, depends on where in the 
neuropil the signal is recorded: because the Up and Down states are characterized 
by a source-sink configuration between layer I and layer II/III (Cash et al., 2009), the 
polarity of the slow oscillation would reverse if one would record from layer II/III. 
Assuming that the brain’s neurophysiological makeup allows for different source-
sink configurations across layers, it should be possible to generate PAC with diverse 
phases as measured on the brain’s surface. 
 More evidence is needed to show that spatially distributed PAC in ECoG 
signals reflect a neurophysiological mechanism which also modulates spiking 
activity. At least part of the evidence must come from in-vivo experiments involving 
simultaneous recordings from multiple sites in the neuropil. The present study 
can guide the analysis of these recordings. We have demonstrated that PAC is a 
pervasive phenomenon that has a wide spatial distribution, a strong diversity 
in preferred coupling phases and involves oscillations at many frequencies. With 
these properties, PAC is a plausible candidate for supporting selective neuronal 
communication.
Chapter
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Uncovering phase-coupled 
oscillatory networks in 
electrophysiological data
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Abstract
Phase consistent neuronal oscillations are ubiquitous in electrophysiological 
recordings, and they may reflect networks of phase-coupled neuronal populations 
oscillating at different frequencies. Because neuronal oscillations may reflect 
rhythmic modulations of neuronal excitability, phase-coupled oscillatory networks 
could be the functional building block for routing information through the brain. 
Current techniques are not suited for directly characterizing such networks. To be able 
to extract phase-coupled oscillatory networks we developed a new method, which 
characterizes networks by phase coupling between sites. Importantly, this method 
respects the fact that neuronal oscillations have energy in a range of frequencies. 
As a consequence, we characterize these networks by between-site phase relations 
that vary as a function of frequency, such as those that result from between-site 
temporal delays. Using human electrocorticographic (ECoG) recordings we show that 
our method can uncover phase-coupled oscillatory networks that show interesting 
patterns in their between-site phase relations, such as travelling waves. We validate 
our method by demonstrating it can accurately recover simulated networks from a 
realistic noisy environment. By extracting phase-coupled oscillatory networks and 
investigating patterns in their between-site phase relations we can further elucidate 
the role of oscillations in neuronal communication.
Adapted from:
van der Meij R, Jacobs J, Maris E (2015). Uncovering phase-coupled oscillatory 
networks in electrophysiological data. Human Brain Mapping.
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Introduction
Oscillations are a prominent feature of neuronal signals (Buzsaki and Draguhn, 2004). 
When measured at multiple sites, these site-specific signals are very often phase 
consistent. As these sites may measure multiple sources, they can reflect phase-
coupled oscillatory networks. Because oscillations may reflect rhythmic modulations 
of neuronal excitability (Fries, 2005; Buzsaki et al., 2012), phase-coupled oscillatory 
networks could be the functional building block for routing of information in the 
brain (for reviews see Schnitzler and Gross, 2005; Palva and Palva, 2012; Siegel et 
al., 2012). These networks will overlap at least partially in space, frequency and 
time, forming a complex structure in which the routing of information depends on 
phase relations at multiple frequencies (Canolty et al., 2010; Canolty and Knight, 
2010; Schyns et al., 2011; Miller et al., 2012a; van der Meij et al., 2012; Akam and 
Kullmann, 2014).
 Networks of functionally connected brain regions have been studied for more 
than a decade using the hemodynamic response measured by functional magnetic 
resonance imaging (fMRI; for a review see Deco and Corbetta, 2011). Networks of 
coupled sites have also been found using electrophysiological signals, on the basis 
of correlations between envelopes of oscillatory amplitudes at different frequencies 
(de Pasquale et al., 2010; Brookes et al., 2011; Hipp et al., 2012). Crucially, between-
site amplitude envelope correlations do not reflect between-site phase consistency, 
and therefore cannot be interpreted in terms of phase-coupled fluctuations of 
neuronal excitability.
 Characterizing coupling between sites using fluctuations in neuronal excitability 
with existing methods is a tremendous challenge if there are no strong hypotheses 
about which neuronal populations are likely to interact. This is because existing 
methodology is based on pair-wise measures, such as coherence (Rosenberg et al., 
1998), Granger-causality (Bernasconi and Konig, 1999), phase-locking value (Lachaux 
et al., 1999), and others. Such measures quantify the strength and/or direction of 
phase coupling at the level of site-pairs, and therefore do not reveal the spatial 
distribution of phase-coupled networks, at least not without prior information about 
a seed region and the frequency band in which this phase-coupling occurs.
 To investigate phase-coupled oscillatory networks it is crucial to appreciate the 
fact that brain rhythms have energy in a range of frequencies. This has important 
implications for the between-site phase relations. For instance, networks with 
consistent between-site time delays have between-site phase relations that are 
a linear function of frequency. We developed a new method that is capable of 
extracting such networks from electrophysiological data. 
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 In the following, we present, apply and validate a method that extracts phase-
coupled oscillatory networks. This method is grounded in a plausible model of a 
neurobiological rhythm: a spatially distributed oscillation with energy in a range of 
frequencies and involving between-site phase relations that vary as a function of 
frequency. The method is useful because electrophysiological data almost always 
involve multiple networks, overlapping in both space and frequency. Our method 
separates these networks and characterizes them in a neurobiologically informative 
way. To demonstrate that our method works we apply it real data, and validate it 
using simulations. Using ECoG recordings we show that it is capable of uncovering 
networks and characterizing them in an informative way. Using simulated data 
we show that it is capable of uncovering ground truth networks in the context of 
neurobiologically realistic noise.
Materials and Methods 
Extracting phase-coupled oscillatory networks using SPACE
To extract phase-coupled oscillatory networks we developed a new decomposition 
technique, denoted as SPACE (for Spatially distributed PhAse Coupling Extraction). 
It is inspired by complex-valued PARAFAC (Carrol and Chang, 1970; Harshman, 1970; 
Bro, 1998; Sidiropoulos et al., 2000). In this section, we provide a brief introduction 
into the method. A full description of the method and the underlying algorithm is 
provided in the Appendix.
 We extract phase-coupled oscillatory networks using two models: the time 
delay model and the FSP model (for Frequency-Specific Phases). Both models follow 
our characterization of phase-coupled oscillatory networks presented in the Results 
section and extract networks that consist of a frequency profile, a spatial amplitude 
map, an epoch profile, and an array of phase offsets. The time delay model (SPACE-
time) describes phase relations between sites by temporal delays between sites, in a 
spatial time-delay map. The FSP model (SPACE-FSP) describes these phase relations 
by frequency-specific phases, in spatial phase maps. Below, we present both models 
in more detail. The two models are complementary. The time delay model is capable 
of directly revealing the temporal structure of, for example, traveling waves, and 
is therefore suited for targeted analyses of temporal dynamics. The FSP model can 
extract networks with any kind of phase structure, and is therefore most useful in 
explorative analyses. Both models extract networks from a 3-way array of Fourier 
coefficients jklX , with dimensionality sites (J ), frequencies ( K ), and epochs (
L ), obtained from a spectral analysis of electrophysiological recordings. Phase-
coupled oscillatory networks can partially overlap in their spatial configuration, 
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spectral content, and temporal pattern. Our method separates such networks by 
their different structure over the spatial, spectral and temporal dimensions of the 
input array, that is, on the basis of their different spatial maps, frequency profiles, 
and epoch profiles.
 The time delay model (Fig 1A; see Appendix) is formulated as follows in element-
wise notation:
( ) ( )
1
SPACE-time:  2 2
F
jkl jf k jf kf lf klf jkl
f
X a exp i b c exp i
=
= ⋅ ⋅ ⋅ ⋅ +∑ pj s pt e
The Fourier coefficient jklX  is described as a sum over F  network-specific complex-
valued numbers. The amplitude of each network-specific complex-valued number is 
the product of , jf kfa b  and lfc , which refer to, respectively, the spatial amplitude map, 
the frequency profile and the epoch profile. The phase of each network-specific 
complex-valued number is the product of an element of the spatial time-delay map 
and a phase offset: ( )2 k jfexp i pj s  and ( )2 klfexp i pt . Here, ( )2 k jfexp i pj s describes 
the site-, frequency-, and network-specific phases, in which  denotes the k -th 
frequency (in Hz) and jfs  denotes the site- and frequency-specific time delay. 2 klfpt  
describes the frequency-, epoch-, and network-specific phase offset. The time delay 
model is based on the assumption that between-site phase differences are the result 
of between-site time delays. To make this concrete, let s  be the time delay between 
two sites and let j  be frequency. Then, the between-site phase difference is ⋅j s , 
which increases linearly with frequency. In the FSP model (Fig 1B; see Appendix), the 
spatial phase maps replace the spatial time-delay maps. For this model, the phase 
of each network-specific complex-valued number is the product of an element of 
the spatial phase maps and a phase offset: ( )2 jkfexp i pl  and ( )2 klfexp i pt . The FSP 
model is formulated as follows in element-wise notation:
( ) ( )
1
SPACE-FSP:  2 2
F
jkl jf jkf kf lf klf jkl
f
X a exp i b c exp i
=
= ⋅ ⋅ ⋅ ⋅ +∑ pl pt e
Except for the site-, frequency- and network-specific phases jkfl , this model has 
the same parameters as the time delay model. In contrast to the time delay model, 
no constraints are imposed on the between-site phase differences as a function of 
frequency. The parameters of both models can be estimated using an alternating 
least squares (ALS) algorithm, which monotonically decreases a least squares loss 
function. For this algorithm, new optimization techniques were developed which are 
fully described in the Appendix.
 In order to be estimable, all parameters of the two models have to be normalized 
(see Appendix). Because of this normalization, the individual amplitudes , jf kfa b  and 
lfc , and the individual phases/time delays jkfl , jfs , are not meaningful. Crucially 
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however, amplitude ratios, and time delay differences and phase differences between 
sites, frequencies, and epochs, are not affected by these normalizations, and reveal 
important characteristics of the extracted phase-coupled oscillatory networks. 
 In the 3-way array of Fourier coefficients, every epoch is described by a single 
Fourier coefficient per site and frequency. However, it is often desired to control 
the frequency resolution by means of multitaper estimation. When using multitaper 
estimation, every epoch has multiple tapers, and each of these tapers produces 
one Fourier coefficient. These taper-specific Fourier coefficients are organized 
in an additional dimension, turning the 3-way array into a 4-way array of Fourier 
coefficients. However, because frequencies and epochs can differ in their number 
of tapers, this 4-way array may be partially empty, and the 3-way formulation of 
the models cannot accommodate this aspect of the data array. Fortunately, we can 
make use of the cross-product formulation of our models to deal with this. This 
is the formulation of the models that is used in the remainder of the paper, and 
it is fully described in the Appendix. Crucially, the cross-product formulation does 
not affect the spatial amplitude maps, the frequency profiles, the epoch profiles, 
Figure 1. SPACE: describing phase-coupled oscillatory networks by frequency-specific phases and 
time delays. We developed a new decomposition technique that extracts phase-coupled oscillatory 
networks, SPACE. Networks are extracted using two models, the time delay model and the FSP 
model (for Frequency-Specific Phase). The time delay model (SPACE-time) describes phase relations 
between sites by temporal delays between sites, in a spatial time-delay map. The FSP model (SPACE-
FSP) describes these phase relations by frequency-specific phases, in spatial phase maps. A, the time 
delay model describes networks by a spatial amplitude map, a frequency profile, a spatial time-delay 
maps, an epoch profile, and phase offsets. The equation in A is the element-wise formulation of the 
time delay model, and it shows how each Fourier coefficients jklX  of site j , frequency k , and epoch 
l  is described. The example shows the same network as in Fig 3. The time-delay maps describe all 
phase differences by site-specific time delays. In the example, each site row has a time delay of 
50ms from top to bottom. These 50ms steps produce the same phases as shown in B, and match the 
time delays in Fig 3A. B, the FSP model describes networks by a spatial amplitude map, a frequency 
profile, an epoch profile, phase offsets, and frequency-specific spatial phase maps. The spatial phase 
maps describe all phase differences between sites, matching those in Fig 3A. No constraint is placed 
on phases over frequencies, in contrast to the time delay model. For a detailed description see 
Materials and Methods and Results section 1.
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nor the spatial phase maps or spatial time-delay maps, as described above and in 
the Results section. The phase offsets, however, are parameterized differently (see 
Appendix). An important difference with the models for the 3- and 4-way arrays 
of Fourier coefficients, is that in the cross-product formulation of these models, 
between-network coherence is explicitly modeled. Although this can be of great 
benefit, it also has an undesirable consequence: if the between-network coherences 
are treated as estimable parameters, then a distributed phase-coupled oscillatory 
network can be described by an arbitrary number of coherent sub-networks. To 
avoid this, we force between-network coherence to be zero (see Appendix). 
 The number of networks F  that are extracted needs to be estimated. The 
number of networks that should be extracted cannot be determined analytically. 
To find the optimal F , we can make use of an index of the reliability with which 
the networks can be estimated from the data, as described by Maris et al. (2011).
The number of networks that are extracted can be increased incrementally until this 
reliability index drops below a preset level. A conservative approach is to split the 
data into two halves, extract networks from both halves, and stop increasing the 
number of networks when they start to differ between halves. We use this approach 
for analyzing the ECoG data, and it is described in detail below. Other methods of 
estimating the optimal F  are also possible (see Bro, 1998, for examples from the 
perspective of PARAFAC/2).
Experimental paradigm and preprocessing of ECoG recordings
Three pharmaco-resistant epilepsy patients (1 male, 2 female) were implanted with 
subdural grid and strip electrodes prior to undergoing resective surgery. Informed 
consent was obtained from the patients or their guardians if they were underage. 
The research protocol was approved by the appropriate institutional review boards 
at the Children’s Hospital (Philadelphia, PA) and the University Clinic (Freiburg, 
Germany). Some of the datasets have been analyzed before (see e.g. Rizzuto et al., 
2003; Raghavachari et al., 2006; Jacobs and Kahana, 2009; van Vugt et al., 2010; 
Maris et al., 2011; van der Meij et al., 2012). Patients performed a Sternberg working 
memory task (Sternberg, 1966) while ECoG recordings were obtained. Patients were 
presented with a series of letters (with variable length from 1 to 6) on a computer 
screen, and they were instructed to remember these. The trial started with the 
presentation of a fixation cross, followed by a letter for 700ms and by 275-350ms 
(uniformly distributed) of blank screen. Every additional letter was presented for 
700ms and followed by 275-350ms of blank screen, except for the last letter which 
was followed by a retention interval of 425-575ms (uniformly distributed as well). 
After the retention interval, a probe letter was presented. Patients were required to 
indicate by means of key press whether the probe letter was part of the previously 
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presented letter series. We analyzed the period between the fixation cross and the 
onset of the probe letter, a period during which the patients were actively engaged 
in the task. We did not distinguish between the cognitive operations encoding and 
retrieval, which occur in this period. The main purpose of the current analyses was 
to demonstrate that plausible phase-coupled oscillatory networks can be extracted.
 ECoG recordings were sampled at 256 Hz and rereferenced to the common 
average. Artifact rejection was performed by visual inspection. All trials and/or 
electrodes contaminated by epileptiform activity were removed. The data was band-
stop filtered with 1 Hz windows at 50 and 60 Hz (depending on continent) and at other 
frequencies containing line noise. Recordings were additionally band-pass filtered 
between 0.01 and 100 Hz. All filters were 4th order Butterworth. Subsequently, the 
mean and the linear trend were removed from each trial. To suppress the 1/fx pattern 
in the power spectrum, the data was prewhitened by taking the first temporal 
derivative. Electrode locations were determined by co-registering a postoperative 
computed tomography scan with a higher resolution preoperative magnetic 
resonance image. Patients’ brains were normalized to Talairach space (Talairach and 
Tornoux, 1988). All preprocessing and spectral analysis was performed using custom 
analyses scripts and the FieldTrip open-source MATLAB toolbox (Oostenveld et al., 
2011). 
Extracting phase-coupled oscillatory networks from ECoG recordings
Spectral analysis was performed for 2-30 Hz with equally spaced 0.5 Hz bins and a 
Welch multitapering approach (Welch, 1967) to control frequency resolution. First, 
each trial was cut into several 2 second segments, such that each next segment 
would have a temporal overlap of 75% with the previous segment (incomplete 
segments at the end of a trial were not used). Each of the 2 second segments was 
multiplied with a Hanning window, followed by a DFT. These multiple 2 second 
segments of each trial are the separate Welch tapers. Each epoch used in the analyses 
corresponds to three consecutive trials and we combined the Fourier coefficients 
obtained from these trials. This resulted in 30 epochs out of 92 trials for patient 
1, 54 epochs out of 163 trials for patient 2, and 89 epochs out of 270 trials from 
patient 3. Combining tapers of multiple trials was necessary because our method 
requires that the smallest number of tapers per epoch is larger than the number of 
networks extracted. Because we wanted to estimate the number of networks using a 
high frequency resolution, this sometimes lead to a larger number of networks than 
tapers when defining each trial as an epoch. 
 The same preprocessing procedure was used for displaying single trials at 
the peak frequency of the example networks (see Results section). The resulting 
Un cov e r in g  p h a s e - co u p l e d  o s c i l l a to r y  n et wo r k s   |   59
3
time series were then convolved with a complex-valued wavelet at the selected 
frequencies. This wavelet was constructed by an element-wise multiplication of a 
three-cycle complex exponential and a Hanning taper of equal length. The real part 
of the resulting complex-valued time series was then used for display. 
 Fourier coefficients resulting from spectral analysis were arranged to form a 
4-way array and decomposed using the cross-product formulation of both SPACE-
time and SPACE-FSP (see Appendix). To avoid local minima, each algorithm was 
randomly initialized 20 times, and the solution with the highest explained variance 
was selected (explained variance over initializations is shown in Fig S1). To avoid 
degenerate decompositions from unfortunate initializations, all decompositions 
were run with an orthogonality constraint ( kD I= ; see Appendix). The number 
of networks to extract (four, two, and four for patient 1, 2, and 3 respectively) was 
determined on the basis of a split-half approach using the output of SPACE-time. In 
this procedure, the number of networks was increased until the networks extracted 
from the odd numbered trials were no longer similar enough to the networks 
extracted from the even numbered trials. As such, the number of networks that 
is extracted depends on the networks that are consistently activated by the task. 
Similarity was evaluated on the basis of a number of split-half reliability coefficients. 
One coefficient was calculated for each of the parameter sets. 
 This split-half reliability coefficient was computed for the spatial amplitude map 
and the frequency profiles as the normalized network-specific inner-product. For the 
spatial time-delay maps, the split-half reliability coefficient was constructed in two 
steps:
( ) ( )1 1 2 2 1 2
1 1 2
1 2
1
2 ,  2
2
split-half coefficient: 
2
K k k k k
k
K k k
k
A exp i A exp i B B
A A
B B
=
=
 ⋅ ⋅ + ⋅
 ⋅ 
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∑
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(3)
First, per split-half s  and frequency k , a complex-valued spatial time-delay map 
( )2 skexp i pj s  was computed and weighted with the split-half specific spatial 
amplitude map sA . Then, the normalized inner-product ,  was taken between 
both halves. The final reliability coefficient for the spatial time-delay maps was 
then constructed by computing the average over frequencies of the absolute value 
(denoted by ) of this inner-product, weighted by the average of the frequency 
profiles skB  of both split-halves. For the spatial phase maps, the reliability coefficient 
was constructed by replacing skj s  by skl  in the above equation. When either this 
coefficient or that of the spatial amplitude map or the frequency profile fell below 
0.7, the procedure was stopped, and the previous number of networks was set as 
the final number of networks. As kD I= , it was not part of the split-half reliability 
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coefficient.
 We additionally computed a similarity coefficient that was used to compare 
networks extracted using the time delay model to networks extracted using the 
FSP model. This coefficient was similar to the split-half coefficient described above. 
For the spatial amplitude map, the frequency profiles, and the epoch profile the 
coefficient was computed as the normalized inner-product. For the spatial time-
delay map and the spatial phase maps the coefficient was constructed as in Eq. 3, 
except that the spatial time-delay map of the second network ( )22 kexp i pj s  was 
replaced by the spatial phase maps ( )22 kexp i pl . The similarity coefficient for the 
whole network was then obtained as the average of the coefficients for spatial 
amplitude map, the spatial phase map, the frequency profile, and the epoch profile.
Simulating phase-coupled oscillatory networks
To show that both our method is capable of extracting networks from noisy data 
we simulated three phase-coupled oscillatory networks travelling over a 5x5 sites 
grid. Each network had a spatial amplitude map that was nonzero for a selected set 
of sites, with overlap between the networks. There was one network in the theta 
range (4-8 Hz), one in the alpha range (8-12 Hz), and one in the beta range (10-25 
Hz). Every network was present in 15 out of 25 epochs, with overlap between the 
epochs. Per epoch, we generated a signal that propagated over the involved sites 
with a fixed time delay, thus forming a travelling wave. The time delay step size (i.e., 
the time delay between two adjacent sites) was systematically varied over the values 
5, 25, 50 and 100ms. We additionally varied the signal-to-noise ratio (SNR) and the 
spatial noise correlation, as described below. 
 The signal was generated as follows. First, 1.5 (theta) or 1 seconds (alpha and 
beta) of white noise was generated using MATLAB’s pseudorandom number generator. 
Then, after taking the Discrete Fourier Transform (DFT), all Fourier coefficients not 
belonging to the network’s frequency band were set to zero. Subsequently, the 
signal was transformed back to the time domain using the inverse DFT, and the 
resulting signal was multiplied with a Hanning window of equal length and padded 
out to 3 seconds. This resulted in an oscillatory signal within the specified frequency 
band. Then, again using a DFT, the amplitudes of the Fourier coefficients were scaled 
such the amplitude spectrum was proportional to 1/f, giving the power spectrum a 
1/f2 shape (Miller et al., 2009). The resulting signal was then transformed back to 
the time domain using the inverse DFT. The site-specific signals were obtained by 
shifting this time domain signal in accordance with the order of the site in travelling 
wave and the time delay step size. To every site, we added 3 seconds of noise. These 
noise signals were generated in the same way as the source signals but without 
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the removal of particular frequencies, and independently for each site. We varied 
the amount of spatial noise correlation by generating new site-specific noise signals 
as a weighted average of the initial noise signals. These weights were proportional 
to a bivariate Gaussian of which the full-width half maximum (the width of the 
Gaussian at the point where its magnitude is at the half of its maximum; FWHM) 
was systematically varied over the values 0, 10, 20, and 40mm (simulated sites were 
spaced 10mm apart). This results in a FWHM that encompassed 0, 3, 5 and 9 sites, 
respectively. We also systematically varied noise strength. This was achieved in a 
final step by setting the SNR of the time series at each site to be 4, 0.16, 0.04 or 0.01.
Analyzing the simulated data
Except for artifact removal, the simulated data were preprocessed in the same 
way as the ECoG data. First, the mean and the linear trend were removed from 
each epoch. Next, to suppress the 1/fx shape of the power spectrum, the data was 
prewhitened by taking the first temporal derivative. 
 Spectral analysis was performed for 2-30Hz with equally spaced 1 Hz bins. First, 
each 3 second epoch was cut into several 1 second segments, such that each next 
segment would have a temporal overlap of 75% with the previous segment. For 
2-16 Hz, each of the 1 second segments was multiplied with a Hanning window, 
followed by a DFT. For 17-30Hz, each segment of each epoch was multiplied several 
times with different tapers prior to taking the DFT. These tapers were the first 3 
tapers of the Slepian sequence (Percival and Walden, 1993) of order 4, resulting in a 
frequency resolution of approximately 2Hz. 
 The Fourier coefficients of all segments were then collected per epoch, and 
arranged in a 4-way array. This array consisted of 25 sites, 29 frequencies, 25 epochs, 
and 57 tapers for every simulation run. Each 4-way array of Fourier coefficients 
resulting from one simulation run was decomposed using the cross-product 
formulations of both SPACE-time and SPACE-FSP. To avoid local minima, each 
algorithm was randomly initialized 10 times, of which the solution with the highest 
explained variance was retained (explained variance over initializations is shown 
in Fig S1). As for the analyses of the ECoG data, all decompositions were run with 
an orthogonality constraint ( kD I= ; see above). All preprocessing and spectral 
analysis was performed using custom analyses scripts and the FieldTrip open-source 
MATLAB toolbox (Oostenveld et al., 2011). 
Coefficients for evaluating the goodness-of-recovery of the simulated networks
We calculated a number of coefficients to assess the goodness-of-recovery of 
the simulated networks. We use four different coefficients: (1) one for the spatial 
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amplitude maps, frequency profiles and epoch profiles, (2) one for the spatial phase 
maps, (3) one for the spatial time-delay maps, and (4) one for the temporal order 
of the time delays. The first coefficient is the Pearson correlation coefficient, which 
ranges from -1 to 1. The other three coefficients were constructed for the purpose 
of this study, and will be described in more detail in the following. Each of the four 
coefficients was computed per network and per simulation run and subsequently 
averaged. 
 The recovery coefficient for a network-specific spatial time-delay map was 
calculated as follows: 
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First, the inner-product ,  is taken between the spatial time-delay map of the 
extracted network and its simulated counterpart, weighted by the simulated spatial 
amplitude map. The coefficient is then constructed as the sum over frequencies 
of the absolute value of this inner-product, weighted by the simulated frequency 
profile. Here, simA  denotes the simulated spatial amplitude map, kj s  the loading 
vector containing the spatial time-delay map of an extracted network s  multiplied 
by frequency kj  in Hz, simkj s  its simulated counterpart, and simkB  the frequency-
specific loading of the simulated frequency profile of the same network. This 
coefficient is sensitive to the similarity between the extracted spatial time-delay 
map and its simulated counterpart, with a weighing that amplifies the contribution 
of the sites and the frequencies that are strongly involved in the simulated network. 
It is similar to the coefficient described in the split-half procedure, except that only 
the simulated spatial amplitude map and simulated frequency profile are used for 
weighting. 
 The recovery coefficient for the spatial phase maps is constructed similarly as 
for the spatial time-delay maps, except kj s  is replaced by kl , and simkj s  by simkl . 
Here, kl  denotes the frequency-specific spatial phase map, and simkl  its simulated 
counterpart. This coefficient is sensitive to the similarity between frequency-specific 
phases generated by the extracted phases and their simulated counterparts, again 
with a weighing that amplifies the contribution of the sites and the frequencies that 
are strongly involved in the simulated network. 
 The recovery coefficient for the temporal order of the spatial time-delay map is 
calculated as the proportion of site-pairs that are in agreement with respect to their 
estimated and simulated temporal order:
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 Here, jw  denotes the position of the j -th site in the ordered set of time delays 
from an extracted network, and simjw  denotes its simulated counterpart. Only sites 
were used that were part of the simulated network, as defined by the sites that 
have nonzero simulated values: simJ  refers to the total number of involved sites. 
The numerator of this coefficient is the sum of the site-pairs that have identical 
ordinal distances between the estimated site-pairs ( 1 2j j−w w ) and their simulated 
counterparts ( 1 2
sim sim
j j−w w ). This sum is then divided by the total number of possible 
agreements, such that the coefficient expresses agreement as a proportion relative 
to perfect agreement.
Results 
1. Characterizing phase-coupled oscillatory networks in terms of frequency 
profiles, spatial maps, and epoch profiles
Neuronal oscillations are ubiquitous in electrophysiological recordings, and their 
phase is very often consistent between sites. A phase-coupled oscillatory network 
is said to be present when this phase coupling is spatially distributed, and its phase 
relations are stable over multiple cycles of this oscillation. This network is not required 
to be present throughout a recording; it may be present in some epochs and absent 
in others. An epoch refers to a temporal segment such as an experimental trial or 
part of a resting-state recording, and a site refers to any location at which neuronal 
signals are recorded. To identify these networks, we obtain electrophysiological 
measurements from multiple sites and multiple epochs (Fig 2A), and perform a 
spectral analysis on these data. In the frequency domain, the average oscillatory 
activity in each epoch is described by a single complex-valued Fourier coefficient per 
frequency (Fig 2B). Because we analyze signals from multiple sites, using multiple 
frequencies, and from multiple epochs, we obtain Fourier coefficients that can be 
arranged in a 3-way array, with a spatial, spectral, and epoch dimension (Fig 2C). 
This 3-way array captures the average oscillatory activity in each epoch, and is the 
starting point for extracting phase-coupled oscillatory networks. 
 The 3-way array of Fourier coefficients describes variation over sites, frequencies 
and epochs in the amplitudes and phases of oscillations generated in the underlying 
neural tissue. Phase consistency between sites in this 3-way array allows us to extract 
phase-coupled oscillatory networks (Fig 3). Because the 3-way array describes the 
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average oscillatory activity in each epoch, these networks describe the average 
network activity in each epoch. We characterize a phase-coupled oscillatory network 
using the following parameters: a frequency profile, a spatial amplitude map, a 
spatial time-delay map (or frequency-specific spatial phase maps), an epoch profile, 
and epoch-specific phase offsets per frequency (Fig 3B-G). All these parameters 
will be described below in detail. Importantly, this characterization follows from 
the assumption that oscillatory networks can be conceived as spatially distributed 
neuronal sources measured at a number of sites. The sources induce phase-
consistent oscillations measurable at different sites, within the frequencies that 
characterize the network. The phases of the frequency-specific Fourier coefficients 
can vary both over sites and epochs but, because we assume phase-consistency, 
the between-site phase relations are identical for all epochs (Fig 3A). Crucially, we 
characterize a network by multiple frequencies, which is in line with the general 
observation that neuronal oscillations always have energy in a band of frequencies. 
These frequencies can form a narrow range, e.g. 4-8Hz (the theta band), or a very 
broad range, e.g. 30-60Hz (the gamma band). Which frequencies are involved in a 
network is specified in the frequency profile. 
 A frequency profile (Fig 3B) specifies the degree to which different frequencies 
are involved in the network. It is described by a vector of positive real numbers, which 
are high for frequencies that are strongly involved, and close to zero for those that 
are weakly involved. A spatial amplitude map (Fig 3C) specifies the degree to which 
the different sites reflect the network, and is also described by a vector of positive 
real numbers. An epoch profile (Fig 3D) specifies the degree to which the different 
epochs reflect the network, also described by a vector of positive real numbers. 
The frequency profile, the spatial amplitude map, and the epoch profile (Fig 3B-D) 
together describe the degree to which the network is determined by each of the 3 
Figure 2. A 3-way spatio-spectro-epoch array of Fourier coefficients. To identify and characterize 
phase-coupled oscillatory networks we obtain electrophysiological recordings from multiple sites 
and epochs, depicted schematically in A. We perform spectral analysis to describe oscillations at 
multiple frequencies, depicted in B. In the frequency domain, the average oscillatory activity in each 
epoch is described by a single complex-valued Fourier coefficient per frequency. Fourier coefficients 
per site, frequency and epoch can be arranged in a 3-way array of Fourier coefficients, depicted in C. 
This 3-way array is the starting point for extracting phase-coupled oscillatory networks.
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dimensions of the 3-way array of Fourier coefficients. All phase characteristics of the 
network are described by the spatial time-delay map (Fig 3E; or spatial phase maps, 
Fig 3F), and the phase offsets (Fig 3G). The latter of these, the phase offsets (Fig 3G), 
capture the temporal offset of the network within each epoch. These phase offsets 
are frequency-specific. The spatial time-delay map (Fig 3E; or frequency-specific 
spatial phase maps, Fig 3F) specifies the consistent between-site phase relations. 
Importantly, we present a model for coupled oscillatory networks in which any two 
interacting sites is characterized by phase differences that may vary as a function 
of frequency (within the frequency band that characterizes this network). The 
way these phase differences vary over frequencies can provide important insights 
into how two sites interact. For instance, if there would be a consistent time delay 
between two interacting sites, then this would result in phase differences that 
increase linearly with frequency. These phase differences are jointly characterized by 
the spatial time-delay map (Fig 3E). A spatial time-delay map is the map from which 
the time delay between any pair of sites can be obtained by taking the difference 
between the corresponding coefficients in the map. By multiplying this time delay 
with the frequency of interest, we obtain the between-site phase difference for 
that frequency. The spatial phase maps (Fig 3F) specify the between-site phase 
differences more directly, without the constraint of a linear relation with frequency. 
These maps are frequency-specific spatial maps from which the consistent between-
site phase differences can be obtained by simple subtraction between the sites. 
Because the spatial phase maps do not enforce a particular pattern on the between-
site phase differences (e.g., a linear relation with frequency), they are most useful 
in explorative studies. The spatial time-delay maps are more useful for a targeted 
investigation of temporal dynamics. Importantly, although phase coupling at the 
level of site pairs can be reconstructed from both types of spatial maps, the maps 
themselves describe phase coupling at the level of individual sites. This is useful, 
because it can directly reveal the spatial structure of the network. 
 Together, the frequency profile, the spatial amplitude map, the epoch profile, the 
spatial time-delay maps or spatial phase maps, and the phase offsets, characterize a 
phase-coupled oscillatory network. That is, they describe that part of the 3-way array 
of Fourier coefficients that originates from a particular phase-coupled oscillatory 
network. To extract and characterize these networks, we developed a new method, 
denoted as SPACE (for Spatially distributed PhAse Coupling Extraction). This method 
is briefly described in the Materials and Methods section, and a full description of 
the method and the underlying algorithm is provided in the Appendix. The method 
is based on two models: the time delay model (SPACE-time), that characterizes 
networks using spatial time-delay maps, and the FSP model (for Frequency-Specific 
Phases; SPACE-FSP), that characterizes networks using spatial phase maps. In the 
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following, we first describe example networks extracted from ECoG recordings. Next, 
we provide evidence for the robustness of the method, by recovering simulated 
networks from realistic noisy data. In each section, both models are used and their 
results compared.
Figure 3. Phase-coupled oscillatory networks describe spatially distributed patterns of phase 
coupling. A, Schematic of electrophysiological measurements reflecting a phase-coupled oscillatory 
network. Phase-coupled neuronal oscillations are measured at multiple sites, at multiple frequencies, 
and at multiple epochs. Measurements are arranged in a 3-way array of Fourier coefficients. Each 
column of sites in the grid displays underlying sources with increasing strength from left to right, 
and with increasing temporal delays from top to bottom. This delay results in frequency-specific 
phase relations that increase with frequency, and with site row. Phase differences between sites 
are depicted in the phase differences diagram at 4, 6 and 8 Hz. Colors correspond to those in F. We 
define the network by a frequency profile (B), a spatial amplitude map (C), an epoch profile (D), 
a spatial time-delay map (E), spatial phase maps (F), and phase offsets (G). B, frequency profile 
describing the average frequency band of the oscillations in A. C, spatial amplitude map describing 
the involvement of each site in the network. Circle size reflects the oscillatory amplitude in A. D, 
epoch profile describing the strength of the network in each epoch. The schematic network loads 
stronger in condition A than in B. E, spatial time-delay map describing the temporal relation between 
sites producing the phase differences in A. Circle color reflects the relative time delay of each site, 
with respect to all other sites. This matches the time delay observable in the left-hand side of A. F, 
frequency-specific spatial phase maps describing the phase differences in A. Circle color reflects 
the relative phase of each site, and matches the first row of the diagram in A. From the spatial 
phase maps, all frequency-specific phase differences can be reconstructed. G, phase offsets capture 
frequency- and epoch-specific phase offsets resulting from epoch-specific temporal offsets. Note, 
as these phase offsets are not of interest when characterizing phase-coupled oscillatory networks, 
they are shown in gray.
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2. SPACE extracts phase-coupled oscillatory networks from human ECoG 
recordings
We now present three example networks extracted from ECoG recordings of three 
epilepsy patients while they were performing a Sternberg working memory task 
(see Materials and Methods; Fig 4). We analyzed the task period during which the 
patients were engaged in the task. We did not distinguish between the cognitive 
operations encoding and retrieval occurring in this period, as the main purpose of 
the current analyses was to demonstrate that plausible phase-coupled oscillatory 
networks could be extracted.
 Fourier coefficients of each of the three datasets were obtained by using a 
Welch tapering approach with multiple overlapping 2 second windows per trial, 
yielding a 4-way array of Fourier coefficients with a 0.5 Hz frequency resolution and 
a taper dimension (in contrast to the 3-way array introduced above, see Materials 
and Methods). Each of the three datasets was analyzed using both SPACE-time and 
SPACE-FSP. Because the 4-way arrays of Fourier coefficients were obtained using 
multitaper estimation, we used the cross-product formulation of both models (see 
Materials and Methods and Appendix). Because we wanted to estimate the number 
of networks using a high frequency resolution (0.5 Hz), each epoch was constructed 
by combining the tapers of three consecutive trials (see Materials and Methods). 
The number of extracted networks was determined on the basis of their reliability 
as evaluated by a split-half procedure (see Materials and Methods). This involves 
that only networks were extracted that could be identified in two independent 
datasets, obtained by randomly splitting the trials in two halves. This resulted in 
four, two, and four extracted networks from the recordings of patient 1, 2, and 3, 
respectively. We selected one network of each patient and show its description 
by the time delay and the FSP model (Fig 4), all other networks are presented in 
Supplementary Figures S2-4. We quantitatively compare both descriptions by a 
similarity coefficient (see Materials and Methods), which ranges from 0 to 1. The 
networks shown were selected because they reflect neurophysiologically interesting 
patterns, such as travelling waves. The three, one, and three non-selected networks 
showed many different patterns, such as spatial amplitude/phase maps dominated 
by a few electrodes with little phase diversity and spatial amplitude/phase maps with 
multiple groups of electrodes exhibiting phase diversity both within and between 
groups. 
 From patient 1, we extracted a network that shows a travelling alpha wave over 
parieto-temporal electrodes (Fig 4A-C). The network extracted using the time delay 
model (Fig 4A) closely corresponds to the one extracted using the FSP model (Fig 4B): 
(1) the frequency profile and the epoch profile of the two networks are very similar 
(similarity coefficient = 0.91), (2) the progression of phases over electrodes and over 
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frequencies generated from the time delay network follows the spatial phase maps 
of the FSP network, with the time delay and the FSP network both showing the 
alpha wave travelling in the posterior to anterior direction. The only clear difference 
is that the spatial amplitude map of the FSP network includes more electrodes than 
the one of the time delay network. We also show the travelling wave in the trial 
with the highest amplitude at the peak frequency of the network (≈11 Hz). We do 
this for a selection of electrodes that lie in the direction of the travelling wave (Fig 
4C). This example shows that, at the level of a single trial, there is a close match 
between the time delays extracted using the time delay model (calculated over all 
trials) and these single trial time delays. We additionally computed the speed of 
the travelling wave using the network from the time delay model. This was done by 
computing the distances between all electrode-pairs (using Talairach coordinates), 
dividing these distances by the between-electrode time delays, and subsequently 
averaging the resulting speeds. (We calculated a weighted average with the weights 
being the product of the spatial amplitude map loadings of all electrode-pairs.) This 
resulted in an average speed over electrode-pairs for this travelling alpha wave of 
4.38 m/s. This is similar to speeds reported by Massimini et al. (2004) in extracranial 
human recordings, but is much faster than those reported by Rubino et al. (2006) 
in ECoG recordings of monkey motor cortex. The direction of the wave is given by 
the temporal order of the time delays, provided that none of the between-site 
time differences exceeds 2s (a critical time delay that depends on the frequency 
resolution, which is 0.5 Hz for our analysis; see Appendix).
 From patient 2, we extracted a dipolar alpha network over fronto-parietal 
electrodes of which the spatial phase maps are dominated by phase relations that 
are either 0 or p  (Fig 4D-F). The network extracted using the time delay model (Fig 
4D) closely corresponds to the one extracted using the FSP model (Fig 4E; similarity 
coefficient = 0.96), except for the spatial time-delay maps. The phase differences 
that are implied by the spatial time-delay maps are much smaller than the phase 
relations that were estimated under the FSP model. We also show phase relations 
in the trial with the highest amplitude at the peak frequency of the network (≈11 
Hz) for a selection of electrodes from the two clusters (Fig 4F). The single trial phase 
differences between the two clusters of electrodes closely match the dipolar phase 
relations estimated under the FSP model.
 From patient 3, we extracted a network that shows a travelling beta wave over 
fronto-parietal electrodes (Fig 4G-I). For all parameters, the network extracted 
using the time delay model (Fig 4G) closely corresponds to the one extracted using 
the FSP model (Fig 4H; similarity coefficient = 0.99). Importantly, the progression 
of phases over electrodes and over frequencies generated from the time delay 
network follows the spatial phase maps of the FSP network, with the time delay and 
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the FSP network both showing the beta wave travelling in the anterior to posterior 
direction. We also show the phase relations in the trial with the highest amplitude at 
the peak frequency (≈19 Hz) for a selection of electrodes that lie in the direction of 
the travelling wave (Fig 4I). The average speed over electrode-pairs of this travelling 
beta wave was 5.19 m/s. 
3. SPACE recovers phase-coupled oscillatory networks from realistic noisy 
signals
We performed simulations to test the ability of our method to recover phase-
coupled networks from noisy signals. To accurately recover simulated networks, our 
method needs to fulfill two important requirements: (1) its solutions need to be 
unique, and (2) it needs to be robust against biologically realistic noise. Although 
we cannot provide a theoretical proof of uniqueness, in the Appendix, we show the 
results of a simulation study that strongly suggest uniqueness. To investigate the 
second requirement, we conducted simulations using realistic noisy signals. These 
signals were obtained by adding spatially correlated noise to time-domain signals 
that were generated under the time delay model. This spatially correlated noise 
reflects scattered neuronal sources without a consistent oscillatory phase coupling 
structure in some frequency range. These scattered sources distort the structure that 
is induced by the simulated networks because they cannot be fitted parsimoniously 
by our models. By increasing noise strength and spatial correlation, we create an 
environment where it becomes increasingly difficult to distinguish the networks 
of interest from the background activity. The importance of spatial correlation of 
the noise became very obvious when we performed pilot simulation studies with 
uncorrelated noise. We observed that it was trivially easy to accurately and uniquely 
recover networks in this situation. For instance, we simulated data in the frequency 
domain by directly generating the 3-way (and 4-way) array of Fourier coefficients 
using the parameters of both models. Adding large amounts of uncorrelated complex-
valued noise had a very weak effect on the recovery of the networks. To test our 
method under more challenging and more realistic conditions, we generated data in 
which we controlled both the amount and the spatial correlation of the noise.
 We simulated phase-coupled oscillatory networks with varying noise strength, 
spatial noise correlation, and time delays across a 5x5 sites grid (Fig 5,6,7; for a 
detailed description see Materials and Methods). Using these simulations, we 
investigated (1) how network recovery varies as a function of noise strength and 
correlation, and (2) how recovery varies as a function of the time delays. To this end 
we performed two sets of simulations: (1) fixed between-site time delays but varying 
noise strength and spatial noise correlation, and (2) varying time delays, varying 
noise strength but fixed spatial noise correlation. The signal-to-noise ratio (SNR) was 
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varied over 4 levels: 4, 0.16, 0.04 and 0.01. Spatial noise correlation was determined 
by the full-width half-maximum (FWHM) of a bivariate Gaussian distribution at 0, 
10, 20, or 40mm. These distances are evaluated relative to the inter-site distances 
of our 5x5 grid, which had a 10mm spacing. Finally, between-site time delays were 
varied over the following 4 levels: 5, 25, 50, and 100ms. In the following, we first 
briefly describe how we simulated phase-coupled oscillatory networks, and how we 
assessed the similarity between the extracted and simulated networks. Next, we 
present the results of the two parts of our simulation study.
 We simulated three phase-coupled oscillatory networks travelling on a 5x5 sites 
grid, which were partially repeated over 25 epochs (Fig 5). The three networks had 
different but partially overlapping frequency profiles: one in the theta, one in the 
alpha, and one in the beta band (Fig 5B). Each network was further characterized by 
a spatial amplitude map specifying which sites showed the oscillatory signal and a 
spatial time-delay map specifying the time and phase relations between these sites 
(Fig 5A). Spatial amplitude maps were partially overlapping. Per network and epoch, 
a 1-1.5 second source signal was randomly generated as band-pass filtered brown-
noise (see Materials and Methods), which was subsequently mapped to the sensor 
level (the 5x5 sites grid) according to the spatial amplitude and the spatial time-
delay map for that network. Per network, the frequency profile to-be-recovered 
was set as the average amplitude spectrum (over all epochs; Fig 5B). Epochs varied 
with respect to whether or not a particular network was involved, and this was 
specified by the network’s epoch profile (Fig 5B). Each network was present in 15 out 
of 25 epochs. Noisy 3 second signals were created by adding randomly generated 
brown noise to the model signals that were generated as phase-coupled oscillatory 
networks (after zero padding the 1-1.5 s model signals to 3 s). In Fig 5C, we show 
a set of example epochs with varying noise strength. For each of the simulation 
parameter combinations (4 SNR levels, 4 noise correlation levels and 4 time delays), 
we generated 100 data sets; each of these simulations will be denoted as a run. 
Per run, Fourier coefficients were obtained by using a Welch tapering approach 
with multiple overlapping 1 second windows per epoch. This yielded a 4-way array 
of Fourier coefficients with a taper dimension and a 1 Hz frequency resolution for 
frequencies below 17 Hz and, using additional tapering, 2 Hz for frequencies of 17 
Hz and above (see Materials and Methods). These 4-way arrays were subsequently 
analyzed using both SPACE-time and SPACE-FSP. Because the 4-way arrays of Fourier 
coefficients were obtained using multitaper estimation, we used the cross-product 
formulation of both models. We computed recovery coefficients, expressing how 
well the extracted FSP and time delay model parameters recovered the simulated 
values (see Materials and Methods). These coefficients were computed per network 
per run. For the spatial amplitude maps, the frequency profiles, and the epoch profile 
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of SPACE-time/FSP, this coefficient ranges from -1 to 1. For the spatial phase maps 
and the spatial time-delay maps, this coefficient ranges from 0 to 1. The recovery of 
the temporal order of the time delays (i.e., disregarding the quantitative differences) 
extracted by the time delay model was indexed by a coefficient that ranges from 0 to 
1.
 To investigate the effect of noise on the recovery of the networks, we simulated 
networks with a 25ms time delay between adjacent sites and varying levels of noise 
strength and noise correlation (Fig 6). This 25ms time delay resulted in a delay of 
125ms, 225ms, and 225ms between the first and the last site for the theta, alpha and 
the beta network respectively. Recovery coefficients were calculated per network 
per run, and averaged over the three networks per run. Subsequently, the average 
Figure 5. Simulation of phase-coupled oscillatory networks in a realistic noisy environment. To 
show that SPACE is able to recover networks surrounded by noise, we simulated a theta, alpha, 
and beta phase-coupled oscillatory network on a 5x5 site grid with variable noise strength and 
spatial correlation (see Materials and Methods). Each network consisted of an oscillatory signal that 
progressed over sites with a time delay in a fixed order, and with partially overlapping sites. Signals 
were generated in three frequency bands, theta (4-8), alpha (8-12), and beta (10-25), and were 
present in 15 out of 25 epochs of 3 seconds. Each signal was constructed as band-passed randomly 
generated brown noise per epoch, and lasted 1-1.5 seconds. Randomly generated brown noise was 
added to the signal. Both signal and noise had a 1/f2 shaped power spectrum. A, 5x5 site grid with 
10mm spacing showing simulated network progression and spatial correlation profile. The spatial 
amplitude maps had equal nonzero values for a subset of the sites. Amount of spatial correlation 
(right hand side of grid) was determined by a bivariate Gaussian with a full-width half-maximum of 
0, 10, 20, and 40mm. B, frequency profile and epoch profile of simulated networks showing partial 
overlap. The frequency profile shows the average amplitude spectrum (shaded area = std-dev) over 
epochs, over simulations. Colors indicate network identity and correspond to those in A. C, example 
epochs at various noise levels of a site displaying the theta network.
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and standard deviation over runs was calculated. We show these results, separately 
for SPACE-time (Fig 6A) and SPACE-FSP (Fig 6B). We observe that (1) without spatial 
noise correlation, recovery is highly accurate even for very high noise levels, (2) 
recovery decreases with noise strength, (3) this decrease is stronger with higher 
noise correlation, and (4) overall, SPACE-FSP model performs better than SPACE-time. 
To also give a visual impression of the goodness-of-recovery, we show the extracted 
frequency profiles for different levels of noise strength and noise correlation (Fig 
6A,B). Note that the recovery of the frequency profiles does not approach a perfect 
fit, both when using the time delay and the FSP model. This is because we obtained 
the frequency profile to-be-recovered indirectly by averaging the frequency spectra 
of the simulated time domain signals, instead of directly specifying the frequency 
profile and inserting it in the model equation (formulated in the frequency domain). 
Therefore, when evaluating the goodness-of-recovery, we do cannot compare the 
estimated profiles to the ground truth.
 On the basis of these simulation results, we can formulate some guidelines for 
applications of SPACE to real data. For that, we consider a goodness-of-recovery 
coefficient of 0.75 to be sufficient for the label acceptable. Then, for an acceptable 
network recovery using the FSP model, it is sufficient to have an SNR of 0.16. The 
spatial noise correlation can then correspond to a noise FWHM covering 9 recording 
sites (i.e. 40 mm FWHM in the above). If the SNR is only 0.04, an acceptable network 
recovery requires that the noise FWHM covers at most 5 recording sites (a 20 mm 
FWHM in the above). For an acceptable network recovery using the time delay 
model, the spatial noise correlation has to be less: with an SNR of 0.16 or 0.04, the 
noise FWHM must cover at most 5 or 3 recording sites respectively.
 To investigate the effect of the between-site time delays on network recovery, 
we varied the time delay step size together with noise strength at a fixed spatial 
noise correlation (20mm FWHM). We simulated networks with a 5, 25, 50, 100ms 
delay between adjacent sites (Fig 7. In this simulation study, we did not average 
the recovery coefficients over networks, as the frequency content of the different 
networks could have an influence on the ability to extract them. We show the 
recovery results for SPACE-time (Fig 7A) and SPACE-FSP (Fig 7B), separately for every 
network. For the purpose of presentation, we averaged the recovery coefficients 
for the spatial amplitude map, the frequency profile, and the epoch profile, and 
did this for each network in each run. We observe that (1) SPACE-FSP is much less 
affected by the between-site time delays than SPACE-time, (2) goodness-of-recovery 
decreases with between-site time delay and this decrease is much stronger when 
using the time delay model, and (3) between-site time delay and network frequency 
have interacting effects on goodness-of-recovery when using the time delay model: 
with increasing time delays, goodness-of-recovery for the alpha network decreases 
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Figure 6. SPACE recovers simulated networks under noisy conditions. To investigate the effect of 
noise on the recovery of the simulated networks, we simulated networks with 25ms time delay 
between adjacent sites, with variable noise strength, and spatial noise correlation (see Materials 
and Methods). Signal-to-noise ratio (SNR) was systematically varied over 4, 0.16, 0.04 and 0.01. 
Spatial noise correlation was determined by a Gaussian with a full-width half-maximum at 0, 10, 
20 or 40mm. For each combination of simulation parameters, we simulated 100 data sets. Each 
simulated data set was analyzed using the cross-product formulation of SPACE-time and SPACE-FSP. 
The Fourier coefficients were obtained from Welch-tapered signals of 1 second, and using additional 
Slepian tapering had a frequency resolution of 1 or 2 Hz (see Materials and Methods). We computed 
several coefficients reflecting the accuracy of recovery of the simulated networks. These range from 
-1 to 1 for spatial amplitude maps, frequency profiles, and epoch profiles. For spatial phase maps 
and spatial time-delay maps, these range from 0 to 1. We additionally analyzed recovery of temporal 
order of time delays, with a coefficient ranging from 0 to 1. All coefficients were averaged over 
the three networks, per run. A, average (over runs) recovery coefficients for SPACE-time. Shading 
indicates standard-deviation. Inserts in frequency profiles show the average extracted frequency 
profile. B, same as in A but for SPACE-FSP. A,B, the graphs show that (1) recovery is very accurate 
when noise is uncorrelated even when noise strength is high, (2) recovery decreases with noise 
correlation, (3) this decrease is stronger with higher noise strength, and (4) overall, SPACE-FSP 
performs better than SPACE-time. Note, the recovery of the frequency profiles does not approach 
a perfect fit. This is because we obtained the frequency profile to-be-recovered from a frequency 
analysis of the simulated time domain signals (band-pass filtered brown noise).
more than for the theta and the beta network. We therefore conclude that, when 
expected time delays are large, using the FSP model is preferred over the time delay 
model.
 In sum, we have shown that SPACE can recover networks from signals that contain 
spatially correlated noise. For the FSP model, an SNR of 0.16 suffices to produce 
an acceptable recovery even when the spatial noise correlation encompasses 9 
recording sites. If the SNR is only 0.04, an acceptable network recovery requires that 
the spatial noise correlation encompasses at most 5 recording sites. For an acceptable 
network recovery using the time delay model, the spatial noise correlation has to be 
substantially less. Additionally, when the expected time delays of a phase-coupled 
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oscillatory network are large relative to cycle length of the network oscillation, then 
SPACE-FSP can more accurately recover the between-site phase relations generated 
from the time delays.
Figure 7. Recovery of simulated networks using SPACE for increasingly larger time delays between 
sites. To investigate the influence of time delay step size between adjacent sites on network recovery, 
we varied the time delay step size together with noise strength at a constant noise correlation 
(20mm; see Materials and Methods. We simulated networks with 5, 25, 50 and 100ms time delays 
between sites. Signal-to-noise ratio was set at 4, 0.16, 0.04 or 0.01. For each combination of 
simulation parameters, we simulated 100 data sets. Each simulated data set was analyzed using the 
cross-product formulation of SPACE-time and SPACE-FSP. Fourier coefficients were calculated as in 
Fig 6. We quantified recovery using the same coefficients as in Fig 6. A, average (over runs) recovery 
coefficients for SPACE-time for the theta, alpha, and beta networks. Shading indicates standard 
deviation. An average recovery coefficient was computed per run over the spatial amplitude maps, 
frequency profiles, and epoch profiles. B, same as in A but for SPACE-FSP. We observe that (1) SPACE-
FSP is much less affected by the between-site time delays than SPACE-time, (2) goodness-of-recovery 
decreases with between-site time delay and this decrease is much stronger for SPACE-time, and (3) 
between-site time delay and network frequency have interacting effects on goodness-of-recovery 
for SPACE-time: with increasing time delay, goodness-of-recovery for the alpha network decreases 
more than for the theta and the beta network.
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Discussion
We developed a method capable of extracting phase-coupled oscillatory networks. 
Our contribution involves four key elements. First, we provide a precise definition of 
a phase-coupled oscillatory network in terms of six parameters: a frequency profile, 
a spatial amplitude map, spatial phase maps or a spatial time-delay map, an epoch 
profile, and phase offsets (or an equivalent parameter in case of the cross-product 
formulation). Crucially, this definition respects the fact that brain rhythms involve 
a range of frequencies, and cannot be characterized by line spectra. Second, we 
developed a method that extracts these networks from electrophysiological data. 
Third, we demonstrate that this method is able to extract networks with a revealing 
phase structure from ECoG data. And fourth, using a simulation study, we quantify 
the robustness of this method against violations of the phase-coupling structure 
imposed by the model. This demonstrates the method’s usefulness in practical 
applications.
 Neuronal networks realize the many processes that underlie cognitive functions: 
selecting and routing information, keeping the information in working memory, 
storing and retrieving information from a more permanent store, etc. All these 
processes involve interactions between anatomically distinct but connected brain 
regions. This is the prime motivation for the development of methods that extract 
these networks from neurobiological data. 
 Compared to electrophysiology, the functional magnetic resonance imaging 
(fMRI) community has a long tradition in identifying functional networks. Networks 
of co-activated brain regions can be found using the spontaneous co-variation of 
the blood oxygenation level dependent (BOLD) signal measured at rest, that is, in 
absence of stimulation or a task (Biswal et al., 1997; Raichle et al., 2001; Fox et 
al., 2005; Honey et al., 2009; Smith et al., 2009; Deco and Corbetta, 2011). These 
networks are usually referred to as resting state networks (RSNs; Beckmann et al., 
2005). An important observation constraining the possible functional role of these 
fMRI-derived RSNs is that they also exist in the absence of consciousness during 
anesthesia and sleep (Vincent et al., 2007).
 Recently, RSNs have begun to be investigated using magnetoencephalography 
(MEG) recordings (de Pasquale et al., 2010; Brookes et al., 2011). This is important 
progress, because MEG directly measures electrophysiological brain activity, 
bypassing the indirect hemodynamic response. Crucially, the RSNs that were 
identified did not depend on oscillatory phase coupling. As a part of the analyses, 
MEG recordings were transformed into time series of band-limited power (BLP) 
in several frequency bands. These BLP time series were then correlated using a 
seed-based approach (de Pasquale et al., 2010) or decomposed using independent 
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component analysis (Brookes et al., 2011). With this approach, it was shown that 
RSNs could be extracted using BLP time series (especially in the beta band; 15-25 
Hz) that were highly similar to those found in fMRI signals (de Pasquale et al., 2010; 
Brookes et al., 2011).
 Another recent method to identify networks is based on phase-amplitude 
coupling (Maris et al., 2011; van der Meij et al., 2012). Contrary to a correlation 
between BLP time series, phase-amplitude coupling does depend on oscillatory 
phase coupling: it indexes the preference for amplitude envelopes at a certain 
frequency (equivalent to a BLP time series) to have high values at a certain phase of 
a slower phase-providing oscillation. Most reports focus on the coupling between 
amplitude-providing and phase-providing oscillations obtained from the same site 
(Chrobak and Buzsaki, 1998; Schack et al., 2002; Bruns and Eckhorn, 2004; Mormann 
et al., 2005; Canolty et al., 2006; Cohen et al., 2009). However, focusing on between-
site phase-amplitude coupling inspired the development of methods with which 
networks could be identified (Maris et al., 2011; van der Meij et al., 2012). With 
these methods, revealing differences between amplitude-providing and phase-
providing networks could be identified. 
 The method presented in this paper allows for an identification of networks 
using phase coupling between oscillations alone. Crucially, this method respects the 
fact that brain rhythms have energy in a range of frequencies, and therefore allows 
between-site phase differences to vary over frequencies. As we have illustrated 
in the Results section, this property allows us to distinguish different network 
configurations. One such example is a travelling wave (e.g. the networks in Fig 
4A,G, and the simulated networks in Fig 5-7 ). This wave could be generated by 
a distributed oscillatory source in which the many subpopulations interact with a 
temporal delay. The signals generated by such a distributed source can be described 
by our time delay model. A second example, which can be described by our FSP 
model, involves a source that is small relative to its distance from the sensors, 
as is often the case in macroscopic measurements like MEG and EEG, but is also 
present in more local measurements such as ECoG (see Results section). Such a 
distant source generates a dipolar potential distribution (two groups of sites whose 
potentials have opposite signs) over sites that are at the same distance from this 
source (e.g. the network in Fig 4E, network 2 in Fig S2B, network 1 Fig S3B). The 
phase differences between these sites are either 0 (synchrony) or p  (antiphase) 
and, importantly, do not vary as a function of frequency. This example shows that 
the spatial phase maps can depend on the recording technique. The dependence of 
the spatial distribution of the measurements on the recording technique has been 
put forward by other authors, starting from the spatial filtering characteristics of the 
measurement technique (Nunez et al., 2001). A third example is a network driven 
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by thalamo-cortical interactions (Suffczynski et al., 2001), which has elements of 
the above two examples. A possible scenario involves multiple cortical populations 
that are driven by a common thalamic pacemaker. The timing of the input to these 
cortical populations will differ as a function of the delay in the axonal connection 
with this thalamic pacemaker. As a result, the phase relations between these cortical 
populations will be larger than the phase relations within them (which are 0 in the 
idealized scenario of no within-population differences in axonal delay). The essential 
difference with this example configuration and the previous dipolar configuration is 
that between-site phase differences are not only 0 or p , but can take any value in 
between (as determined by the difference in thalamo-cortical delay). Such a network 
can be described by both of our models. 
 Between-site phase relations in electrophysiological recordings may be of crucial 
importance for the understanding of neuronal communication. Electrophysiological 
recordings of neural activity (LFPs, ECoG, EEG, MEG) reflect synchronized membrane 
potential fluctuations. Importantly, membrane potential fluctuations reflect 
fluctuations in neuronal excitability. This implies that oscillations may reflect 
rhythmic fluctuations in neuronal excitability. It has therefore been proposed that 
effective communication between two neuronal populations depends on whether or 
not the spike input from the sending population arrives at an excitable phase of the 
receiving population (Fries, 2005; Borgers and Kopell, 2008; Tiesinga et al., 2008). 
This idea can easily be generalized to motifs that involve more than two neuronal 
populations, of which some pairs can effectively communicate and others cannot, 
depending on their phase relations (Fries, 2005). Thus, neuronal populations forming 
networks by phase-coupled oscillations could be a key mechanism for inter-areal 
communication and selective routing of information through the brain. In line with 
this hypothesis, it has been shown that local field potentials at one site coordinate 
spikes in task-relevant neurons at a remote site (Canolty et al., 2010; Canolty et al., 
2012a).
 From a methodological point of view, it is important to distinguish our multivariate 
approach from the more common bivariate approach, in which oscillatory phase 
coupling is evaluated by pair-wise measures such as coherence (Mormann et al., 
2000), imaginary coherence (Nolte et al., 2004), phase-locking value (Lachaux et al., 
1999), pair-wise phase consistency (Vinck et al., 2010), the phase-slope index (Nolte 
et al., 2008), and Granger causality (Bernasconi and Konig, 1999; Kaminski et al., 
2001). Some methods can make use of a full multivariate description of the data, 
but nevertheless only provide a quantification at the level of site-pairs, using the 
multivariate description to partial out for the contribution of other sites. This holds 
for phase coupling estimation (Canolty et al., 2012b), partial coherence (Rosenberg 
et al., 1998), Granger causality (Bernasconi and Konig, 1999; Kaminski et al., 2001), 
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Transfer Entropy (Schreiber, 2000), and Phase Transfer Entropy (Lobier et al., 2014). 
This quantification at the level of site-pairs is unfortunate, as pair-wise measures do 
not directly reveal the spatial distribution of phase-coupled networks, unless there 
is prior information about a seed region via which the other nodes of the network 
can be identified. 
 A method that shares several aspects with the method presented in this paper 
is shifted CP (SCP; Morup et al., 2008). This method builds on earlier work in which 
PARAFAC (Carrol and Chang, 1970; Harshman, 1970) was used to decompose spatio-
spectro-temporal electrophysiological data (Miwakeichi et al., 2004; Morup et 
al., 2006). Importantly, in these earlier studies, PARAFAC was only applied to the 
amplitudes of the Fourier coefficients; the phase information was ignored. The 
novel method, SCP, decomposes the complex-valued raw Fourier coefficients over 
sites, frequencies and epochs into multiple components. Each SCP component is 
described by a real-valued spatial map, a complex-valued frequency profile, and a 
real-valued epoch profile. Importantly, each component is additionally described 
by a set of epoch-specific time-shifts, which allows the method to model between-
epoch differences in the temporal onset of a network. However, as between-site 
phase relations are not explicitly modeled, only networks with between-site phase 
differences of 0 and ±p  are extracted (by allowing for negative values in the spatial 
maps). Though this makes SCP suitable for extracting dipolar potential distributions, 
other types of phase-coupled oscillatory networks cannot be accurately described.
 What holds for the comparison with shifted CP, also holds for the comparison 
with other decompositions, such as ICA (Bell and Sejnowski, 1995) and regular 
PARAFAC for complex-valued data (Sidiropoulos et al., 2000): our method improves 
on these alternatives because it is grounded in a plausible model of a neurobiological 
rhythm, a spatially distributed signal with energy in a limited range of frequencies 
and involving between-site phase relations that vary as a function of frequency. For 
example, we could apply complex-valued PARAFAC to a 3-way array of raw Fourier 
coefficients obtained from electrophysiological data. To our knowledge, this has not 
been reported yet, but there is nothing that prevents it. However, when applying 
this model, it imposes the restriction that the between-site phase relations in a 
network are identical for all frequencies. In contrast, our method extracts phase-
coupled oscillatory networks that are characterized by a single spatial amplitude 
map and multiple frequency-specific spatial phase maps, as is required for modeling 
brain rhythms whose between-site phase relations depend on frequency.
 Our method estimates spatial maps and frequency profiles without applying 
constraints on the shape of the spatial or spectral distribution. This is not necessarily 
optimal, and future improvement of our method could involve such constraints. 
Especially smoothness constraints could turn out to be beneficial, and improve the 
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interpretability of the extracted spatial structure and spectral content of networks. 
Such constraints have been applied successfully before in source reconstruction 
methods, such as LORETA (Pascualmarqui et al., 1994).
 It is useful to compare our approach to the more theory-driven approach of 
computational neuroscientists that build networks of spiking model neurons, often 
with the objective of explaining correlated neuronal activity (e.g., Kopell et al., 2000; 
Whittington et al., 2000; Borgers and Kopell, 2003). These networks of spiking model 
neurons serve as the neurobiological motivation for network models at a coarser level 
of description, typically involving weakly coupled Kuramoto oscillators (Kuramoto, 
1984; Ermentrout and Kopell, 1990; Hoppensteadt and Izhikevich, 1997; Kuramoto, 
1997; Brown et al., 2004). Networks of Kuramoto oscillators are characterized by 
their phase interaction function (PIF), which specifies how the oscillators affect each 
other’s phase velocity. These networks describe dynamics in phase relations and 
therefore can be used to model non-stationary processes. SPACE can also be applied 
to non-stationary processes, but can accommodate non-stationarity only by adding 
networks, because every network can only model a stationary pattern of phase 
relations.
 Ideally, we would be able to motivate our method by establishing the relation 
between the parameters of the uncovered networks and a set of PIFs that may 
underlie these parameters. This would ground the output of our method in the well-
developed mathematical theory of Kuramoto models. Unfortunately, it is unclear 
what the relation is between, on the one hand, the phase configurations induced 
by a Kuramoto model (e.g., different types of travelling waves), and on the other 
hand, Fourier coefficients (the raw frequency domain observations when actual 
data are collected). This state of affairs limits the application of Kuramoto models 
to a comparison between observed and simulated/fitted phase configurations, as is 
possible for instance using Bayesian model comparison (see Penny et al., 2009, for 
an example of this approach). This differs from our approach in which we estimate 
the full networks from the raw Fourier coefficients.
 In conclusion, our work starts from a precise definition of a phase-coupled 
oscillatory network that is in agreement with the fact that brain rhythms have 
energy in a range of frequencies. Crucially, this definition and the associated method 
allow for between-site phase relations that vary as a function of frequency. This 
allows us to distinguish different network configurations. Our method identifies 
networks on the basis of between-site phase coupling. This is an important 
contribution because (1) the existing bivariate methods can only indirectly reveal 
networks (using a seed region approach), and (2) the existing multivariate methods 
can only identify networks using amplitude envelope correlations. When identifying 
networks of oscillatory brain activity, it is crucial to take into account between-site 
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phase relations. Because oscillations may reflect rhythmic fluctuations in neuronal 
excitability, phase-coupled oscillatory networks could be the functional building 
block for inter-areal communication and selective routing of information throughout 
the brain.
Appendix
SPACE: an alternating least squares algorithm for extracting phase-coupled 
oscillatory networks
We developed a method for extracting phase-coupled oscillatory networks from a 
3- or a 4-way array of Fourier coefficients. This algorithm is denoted as SPACE (for 
Spatially distributed PhAse Coupling Extraction). It is inspired by complex-valued 
PARAFAC (Carrol and Chang, 1970; Harshman, 1970; Bro, 1998; Sidiropoulos et al., 
2000), an N-way decomposition technique. PARAFAC describes the structure in 
an N-way array by sets of loading vectors (one vector per dimension), which are 
jointly denoted as components. These components are extracted without requiring 
statistical constraints like orthogonality or independence, and are unique up to 
trivial indeterminacies. PARAFAC formed the base from which our new method was 
build, and it inherits many of its aspects.
 SPACE uses two models to extract phase-coupled networks, which are described 
below (see the Materials and Methods and Results sections for a concise graphical 
introduction to the method). Extracting phase-coupled oscillatory networks starts 
with electrophysiological measurements ( )jlV t  (electrical potentials or magnetic 
field strength) as a function of time t , at multiple sites j , and in multiple epochs l . 
Then, by performing a spectral analysis on ( )jlV t  we can describe the average (over 
the epoch) oscillatory activity at site j  and in epoch l  by a complex-valued Fourier 
coefficient jklX , per frequency k . These Fourier coefficients can then be arranged 
in a 3-way array, with dimensions sites (J ), frequencies ( K ), and epochs ( L ). This 
3-way array of Fourier coefficients is the starting point for our method to extract 
phase-coupled oscillatory networks. These networks describe spatially distributed 
patterns of phase-coupling, by a spatial amplitude map, a frequency profile, an 
epoch profile, a spatial phase map per frequency, and a set of phase offsets.
 SPACE uses two models to extract networks: SPACE-time and SPACE-FSP (for 
Frequency Specific Phase), which differ in how they describe the between-site phase 
relations per frequency. SPACE-time describes all phase differences (which vary as a 
function of frequency) by site-specific time delays, forming a spatial time-delay map. 
SPACE-FSP describes the between-site phase differences by site- and frequency-
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specific phases, forming a spatial phase map per frequency. Importantly, the phase 
differences at the level of the site-pairs are calculated from the spatial time-delay 
map and spatial phase maps (representations at the level of the sites, instead of site-
pairs). The element-wise formulations of these two models are as follows:
( ) ( )
( ) ( )
1
1
SPACE-time:  2 2
SPACE-FSP:  2 2
F
jkl jf k jf kf lf klf jkl
f
F
jkl jf jkf kf lf klf jkl
f
X a exp i b c exp i
X a exp i b c exp i
=
=
= ⋅ ⋅ ⋅ ⋅ +
= ⋅ ⋅ ⋅ ⋅ +
∑
∑
pj s pt e
pl pt e
The Fourier coefficient jklX  is described as a sum over F  network-specific complex-
valued numbers. For both models, the amplitude of each network-specific complex-
valued number is the product of , jf kfa b  and lfc , which refer to, respectively, the 
spatial amplitude map, the frequency profile and the epoch profile. For the 
time delay model the phase of each network-specific complex-valued number 
is the product of an element of the spatial time-delay map and a phase offset: 
( )2 k jfexp i pj s  and ( )2 klfexp i pt . Here, 2 k jfpj s  describes the site-, frequency-, and 
network-specific phases, in which kj  denotes the k -th frequency (in Hz) and jfs  
denotes the site- and frequency-specific time delay. 2 klfpt  describes the frequency-, 
epoch-, and network-specific phase offset. For the FSP model, the phase of each 
network-specific complex-valued number is the product of an element of the spatial 
phase maps and a phase offset: ( )2 jkfexp i pl  and ( )2 klfexp i pt . Compared to the 
time delay model, k jfj s  is replaced by jkfl . Using the above parameterization of 
phase-coupled oscillatory networks our model sparsely describes an array of 2JKL  
elements (with the 2 reflecting the complex-valued nature of the input data) by 
sets of 2 KJ K L L+ + +  (SPACE-time) or K KJK LJ L+ + ++  (SPACE-FSP) 
elements.
 All parameters are estimated using an alternating least squares (ALS) algorithm. 
Within each ALS iteration, we alternate over the five parameter sets characterizing 
the networks, obtaining a new least squares (LS) estimate of each, while keeping the 
other four parameter sets fixed. After all parameters are updated, a single iteration 
is completed. This process continues until a predetermined convergence criterion is 
reached. 
 We now describe the calculations within a single ALS iteration. Whereas the 
estimation of the spatial amplitude maps, the frequency and the epoch profiles 
uses known equations, the estimation of the time delays, frequency-specific phases, 
and phase offsets requires new algorithms, and these are described in a separate 
paragraph below. 
 All parameters are initialized by random starting values. Importantly, like 
PARAFAC, the algorithm can converge to a local minimum of the least squares 
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loss function. These suboptimal decompositions can be avoided by starting the 
algorithm multiple times. When the algorithm repeatedly converges to the same 
optimal solution starting from multiple random starting points, it can be assumed 
that the global minimum is reached. Besides local minima, as a consequence of 
an unfortunate starting point, the algorithm may also get trapped in a degenerate 
solution, in which networks become highly correlated, and the model estimates 
become arbitrarily large. This is a well-known problem in PARAFAC (see Bro, 1998, 
and the references therein) and can be dealt with using multiple random starts. 
Another strategy to avoid degeneracy is presented below in the section describing 
the cross-product formulation of both models.
 The algorithm(s) described below will be made available in a public GitHub 
(www.github.com) repository termed nwaydecomp. Additionally, it will be made 
available through the FieldTrip open-source MATLAB toolbox (Oostenveld et al., 
2011).
Obtaining the least squares estimates of the spatial amplitude maps, the 
frequency and the epoch profiles
The LS estimation of the spatial amplitude maps ( jfa ), frequency profiles ( kfb ) and 
epoch profiles ( lfc ) resembles an ALS step in PARAFAC, however with two important 
differences. First, these maps and profiles are real-valued parameters in a complex-
valued least squares minimization problem. As will be described in more detail in 
the next paragraph, this requires that the real and imaginary parts of some complex-
valued matrices are concatenated, resulting in an expanded real-valued matrix. 
Second, we cannot make use of the regular Khatri-Rao product formulation, which 
plays a central role in the ALS algorithm for PARAFAC. This is due to the fact that the 
phases resulting from the time delays, the spatial phase maps and the epoch-specific 
phase offsets are frequency-specific. As a consequence, the least squares estimates 
of the spatial amplitude maps ( jfa ), frequency profiles ( kfb ) and epoch profiles ( lfc
) are obtained separately for every site, frequency, and epoch. We first describe the 
estimation of the spatial amplitude maps; the estimation of the frequency and the 
epoch profiles has exactly the same structure. The least squares estimate of the 
parameters of the j -th site are obtained as follows:
( ) 1cat cat catT catj jA X Z Z Z
−= ⋅ ⋅ ⋅ (1)
 jA  is a vector of size 1 F× , T  denotes the regular transpose and 1−  denotes the 
inverse. Here, catZ  and catjX  refer to ( ) ( )[ ], Real Z Imag Z  and ( ) ( )[ ],j jReal X Imag X
, which are the row-wise and column-wise concatenation of the real and imaginary 
parts of Z  and jX  respectively. Matrix jX  is the unfolded matrix of Fourier 
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coefficients for site j , with unfolding over the frequency and epoch dimensions. This 
results in a matrix with dimensions 1 KL×  (with K  and L  being the number of 
frequencies and epochs respectively). Matrix Z  is a complex-valued matrix formed 
in two steps. In the first step, the amplitude of the elements of Z  are calculated, 
and in the second step, their phase. The amplitude of Z  is given by C B⊗ , the 
Khatri-Rao product of the epoch and frequency profiles, C  and B . The matrices C  
and B  contain as their columns, respectively, the frequency and the epoch profiles 
of the different networks. The Khatri-Rao product ⊗ is defined as follows:
1 1 2 2 F FC B c b c b c b = ⊗ ⊗ ⊗⊗  
This applies to any matrix C  and B  with an equal number of columns F . The 
Khatri-Rao product is defined as the concatenation of the Kronecker tensor products 
⊗  of column 1 to F  of C  and B . The phases of the elements of Z  are calculated 
as element-wise products of the spatial phase maps (for the time delay model 
obtained from the spatial time-delay maps) and the phase offsets. These products 
are calculated in such a way that the indices of the frequencies and the epochs 
correspond to the amplitudes as calculated by the Khatri-Rao product. 
 The least squares estimate of the frequency and epoch profiles are calculated 
similarly to the spatial amplitude maps. For the frequency profile catjX  is replaced 
by catkX . X  is now a matrix unfolded over the site and epoch dimensions, having 
dimensions 1 JL×  (with J  being the number of sites). The amplitude of matrix Z  
is now calculated as C A⊗ , with A  containing in its columns the spatial amplitude 
maps. The phases of Z  are again calculated as a product of the phase parameters 
described above, with the indices corresponding to the Khatri-Rao product. For the 
epoch profiles, catjX  is replaced by
cat
lX , and the Khatri-Rao product for the amplitude 
of Z  by B A⊗ . The procedure for the phases of Z  is adjusted accordingly. 
Obtaining the least squares estimates of time delays and frequency-specific 
phases 
The time delays and frequency-specific phases are estimated using a method that 
starts from a rewriting of the LS loss function as a sum of trigonometric functions. 
This sum can be minimized using a combination of a steepest descent and a modified 
Newton-Raphson algorithm. The entire procedure is described below for a 3-way 
array. It is straightforward to adjust this procedure to a 4-way array with a taper 
dimension. 
 First, the LS loss function is rewritten as a linear combination of trigonometric 
functions, with s  or l , and t  as parameters. We now show how this can be done:
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( )
( )
2
2
1
2
2
1
Loss function for 2 2
Loss function for 2 2
F
jkl jkl jf kf lf k jf klf
f
F
jkl jkl jf kf lf jkf klf
f
X a b c exp i i
X a b c exp i i
=
=
= − ⋅ ⋅ ⋅ +
= − ⋅ ⋅ ⋅ +
∑
∑
s : e pj s pt
l : e pl pt
Here,  denotes the norm. By substituting 2 k jfpj s  with jkfF  and 2 jkfpl  with jkfF
, both equations can be described jointly by:
( )  ( )
2
2
1
F
jklfjkl jkl jkl jkf klf
f
exp i exp i i
=
= ⋅ − ⋅ +∑e Z ZY F T
Where klfT  denotes 2 klfpt ,  jklfZ  denotes ⋅ ⋅jf kf lfa b c , and ( )⋅jkl jklexp iYZ  denotes 
jklX . Then, using Euler’s formula, and substituting +jkf klfF T  with  jklY , this becomes:
   
2
2
1 1
cos cos sin sin
F
jklf jkl jklf jkljkl jkl jkl jkl jkl
F
ff
i
= =
 
   = ⋅ −
 
   ⋅ + ⋅ − ⋅     
    
∑ ∑e Z Y Y YZ ZY Z
Replacing the squared norm by a sum of squares, we get:
   
2 2
1 1
2
cos cos sin sin
F
jklf jkl jklf jkljkl jkl jkl jkl jkl
F
ff = =
 
   = ⋅ −
 
   ⋅ + ⋅ − ⋅     
    
∑ ∑e Z Y Y YZ ZY Z
In the next step, we complete the square and simplify the resulting equation. 
Then, using the angle addition identity, the Pythagorean identity, replacing  jklY  by 
+jkf klfF T , and using trigonometric symmetry, we get:
  ( )( )   ( )( )
122 2
1 1 1
2 cos 2 cos
F F
jklf jklf jklf jklnjkl jkl jkl jkf klf jkl jkf jkn klf kln
f f
F
n f
Z
=
−
= = +
= + + + − + + − + −∑ ∑ ∑e F T YZ Z Z Z F TZp F T
The least squared error of jkfF  is computed by summing over ,k l . Applying the sum, 
and using the harmonic addition identity, the equation reaches its final form used 
for optimization:
( ) ( )
1
1
2
1 1 1 1 1 1
cos
FK L K K F F
jkl j jkf jkf jkf jkfn jkf jkn jkfn
k l k k f ff n
cos
−
= = = = = +==
      = + + + γ − +∑∑ ∑ ∑∑ ∑∑e a b F z F F h (2)
The parts of the above equation are as follows: 
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
 ( )  ( )
 ( )
 ( )
2
2
1 1 1
2 2
1 1
1
1
2 2 sin
2 sin
2
2 c
os
os
c
K L F
jklfj jkl
k l f
L L
jklf jklfjkf jkl klf jkl jkl klf jkl
l l
L
jklfjkl kln jkll
jkf L
jklfjkl kln jkll
jkf
atan
= = =
= =
=
=
 
 = +
  
   
   = + + − +
   
   
 − +
 =
 

−
− +
γ
∑∑ ∑
∑ ∑
∑
∑
a
b T Y p T
Z Z
Z Z Z Z
Z
Y p
T Y
z
Y
Z p
Z Z T p
  ( )   ( )
  ( )
  ( )
1
1
2 2
1 1
2 2 sin
2 sin
2
2
s
os
c
c
ojklf jkln jklf jklnn klf kln kln kln
L
jklf jkln klf klnl
j
L L
l
kfn
jklf jkln kl k
l
L
l f ln
atan =
= =
=
= + −
 −
 =

   
−   
 

 

−

∑ ∑
∑
∑
Z Z Z Z
Z Z
Z Z
T T T T
T T
h
T T
In the last equation, 2atan  refers to the 4-quadrant arctangent and jkfF , denotes 
either 2 k jfpj s  or 2 jkfpl .
 By minimizing the function in Eq. 2 with respect to jfs  (time delay model) or jkfl  
(FSP model) we obtain their LS estimates. We use different nonlinear optimization 
procedures for the FSP and the time delay model. For every site-frequency pair (
,j k ) in the FSP model, we perform an F -dimensional minimization with respect 
to the jkfl  of all F  networks. First, we decrease the LS loss function by means of 
steepest descent until the Hessian matrix of this function becomes positive definite. 
Subsequently, we minimize the loss function using modified Newton-Raphson. The 
step size used in steepest-descent and modified Newton-Raphson is determined 
such that the loss function decreases with every step. 
 For the time delay model, we perform a one dimensional minimization 
with respect to jfs  for every site-network pair ( ,j k ). As for the FSP model, this 
minimization is performed using a combination of steepest descent and modified 
Newton-Raphson. Importantly, the loss function for the jfs  parameter is rhythmic, 
and contains many local minima. Therefore, to find the global minimum, an initial 
estimate has to be found which is in the same cycle that also contains the global 
minimum. This initial estimate is found by an informed sparse grid search. The 
sparse grid search is informed by the cycle length of the term in Eq. 2 with the 
highest frequency, which is the term with the fastest rhythmic component of the LS 
loss function. The resolution of the grid involves a trade-off between computation 
time and the probability of finding the global minimum. In practice, a resolution of 
16 steps inside a cycle of the fastest rhythmic component is sufficient and the global 
minimum is almost always found. 
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Obtaining the least squares estimates of the phase offsets 
The phase offsets capture the arbitrary temporal offset of the phase-coupled 
oscillatory network relative to the start of each epoch. The LS estimates of these 
offsets are found in a procedure nearly identical to the one for the frequency-
specific phases of the FSP model. Eq. 2 shows how a site- and frequency-specific 
phase ( 2 k jfpj s  or 2 jkfpl ) is a function of the data and all the other parameters. An 
equation of identical form as Eq. 2 can be derived for the phase offsets 2 klfpt  simply 
by swapping jkfF  and klfT  in the derivation. Then, the LS estimates of the phase 
offsets are found by a procedure analogous to finding the frequency-specific phases 
of the FSP model: for each epoch, the frequency-specific phase offsets are found by 
a combination of steepest descent and modified Newton-Raphson. 
Extracting networks from a 4-way array of Fourier coefficients using the cross-
product formulation of SPACE
Using multiple tapers (e.g. Welch (Welch, 1967) or Slepian (Percival and Walden, 
1993)) in a spectral analysis allows for controlling the frequency resolution. Using 
multiple tapers adds a fourth dimension to the array of Fourier coefficients. It is 
straightforward to extend SPACE from 3-way arrays to 4-way arrays: include an 
epoch-specific taper profile and phase offsets that are also taper-dependent. 
However, there are two reasons for considering an alternative. First, because tapers 
are not a dimension of interest in electrophysiological studies, it is not necessary 
to estimate taper-specific phases and amplitudes. Second, the 4-way spatial-
spectral-epoch-taper array is not always complete: higher frequencies often have 
more tapers than lower frequencies. We therefore formulated an FSP and a time 
delay model for cross-products of the 2-dimensional sites-by-tapers slices from the 
4-way array of Fourier coefficients. In these cross-products, the tapers are the inner 
dimension and therefore the taper-specific parameters disappear from the model. 
This approach is inspired by PARAFAC2 (Harshman, 1972; Kiers et al., 1999). The 
cross-product formulation, similar to PARAFAC2, also estimates between-network 
coherences using an additional parameter set. However, as we describe below, these 
coherences are set to zero to avoid splitting up networks into an arbitrary number 
of sub-networks. In the following, we will first describe the models for the cross-
products and then describe how we can find the LS estimates of their parameters.
 The cross-products are obtained from 2-dimensional sites-by-tapers slices klX  
(of size J M× , with M  denoting the number of tapers) taken from the 4-way array 
of Fourier coefficients. The cross-product is *kl klX X⋅ , with *  denoting the complex 
conjugate transpose, and its two models are the following:
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* * *
* * *
SPACE-time: diag diag diag diag
SPACE-FSP: diag diag diag diag
kl kl k k l k k l k k kl
kl kl k k l k k l k k kl
X X AS B C D D C B AS
X X AL B C D D C B AL
⋅ = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + Ε
⋅ = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + Ε
For the time delay model, kAS  denotes the complex-valued matrix formed by 
( )2 kA exp i Σ pj , with A  being the spatial amplitude map, Σ  a matrix with time 
delays s  as columns, and   denoting the dot-product. Similarly, for the FSP model, 
kAL  denotes the complex-valued matrix formed by ( )2 kA exp i pL , with A  being 
the spatial amplitude map, kΛ  a matrix with spatial phase maps kl  of the k -th 
frequency as columns. The frequency- and epoch-specific loadings appear in the 
equations as, respectively, the diagonal matrices diag kB  and diag lC . In the center 
of the equations, there is the matrix product *k kD D⋅ . This matrix product, having 
size F F× , is the frequency-specific between-network coherency matrix. It captures 
interactions between networks. When all networks have different frequency profiles, 
they cannot interact. In this case, *k kD D⋅  equals an identity matrix, i.e. the networks 
are incoherent. There are also other situations in which it is worthwhile to constrain 
networks to be incoherent. Consider the case of a distributed network, which can by 
definition be described by an arbitrary set of coherent sub-networks. Without the 
constraint that the extracted networks must be incoherent, this distributed network 
would be split into these smaller networks when the number of networks increases. 
Their coherence is then captured by *k kD D⋅  . By enforcing that *k kD D I⋅ = , this 
split up can be prevented. An additional useful property of this constraint is that 
degenerate solutions resulting from unfortunate initializations can no longer occur. 
 It is important to note that the cross-product models and the regular models have 
many parameters in common. However, they also have some unique parameters. The 
regular models involve epoch- and frequency-specific phase offsets (which would be 
taper-, epoch- and frequency-specific when using multitapering). The cross-product 
models do not involve phase-offsets. Instead, they describe the average between-
site phase relations, and these do not depend on the phase offsets. Additionally, the 
between-network coherence is explicitly modeled by the coherency matrix *k kD D⋅
. In the regular models, this is not explicitly modeled, although it can be calculated 
from the phase offsets.
 We now describe how to find the LS estimates of the parameters of the cross-
product models. It can be shown that these LS estimates can be obtained in an 
indirect way, by estimating a model for the Fourier coefficients klX  (rather than 
directly estimating the model for their cross-products; see Kiers et al., 1999, for a 
proof for PARAFAC2). The following models for klX  are estimated:
*
*
SPACE-time: diag diag
SPACE-FSP: diag diag
kl k k l k kl kl
kl k k l k kl kl
X AS B C D P
X AL B C D P
= ⋅ ⋅ ⋅ ⋅ + Ε
= ⋅ ⋅ ⋅ ⋅ + Ε
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In these equations, there is a crucial role for the matrices klP , which are constrained 
to be orthonormal (Kiers et al., 1999). klP  has size F M× , and it contains 
information about the phase and amplitude of the unobserved network-level signal 
in each frequency and epoch. Given the matrices klP , the LS estimates of the cross-
product model can be found using a straightforward extension of the algorithm for 
3-way arrays of Fourier coefficients. In the next paragraph, we will show how this can 
be done. Thereafter, we will describe how the matrices klP  can be estimated.
 Assuming the matrices klP  to be known, we can construct a 4-way array Y  of 
size J K L F× × ×  from the 4-way array X  of size J K L M× × × . Array Y  is 
constructed by replacing every matrix klX  by kl klX P⋅ . Here, klX  has dimensions 
J M× , and klP  has dimensions M F× . Importantly, array Y  does not have 
empty cells, regardless of whether X  has is partially empty due to a frequency-
specific number of tapers. The parameters of the cross-product models can now be 
obtained from this 4-way array Y  using a straightforward extension of the algorithm 
for 3-way arrays. In this extension, when estimating the spatial amplitude map, the 
amplitude of matrix Z  in Eq. 1 is now of the form D C B⊗ ⊗ . However, because 
matrix D  is frequency-specific, a different kD  needs to be used for each kB , which 
cannot be achieved using the Khatri-Rao product. As such, a matrix of the same 
form is constructed with the appropriate indices. The phases of this matrix are 
constructed similarly. For the estimation of the frequency and epoch profiles, similar 
adjustments have to be made. The spatial time-delay maps and spatial phase maps 
can be estimated using the algorithm described previously. However, it is applied 
to slightly different quantities, resulting from the fact that the LS loss function now 
also involves a sum over the levels of the fourth dimension (corresponding to the 
matrix kD ). Matrix kD  is either held at  kD I= , or is estimated as a complex-valued 
frequency-specific matrix of the same size. In the latter case, kD  is estimated using 
regular complex-valued LS. 
 The matrices klP  have to be estimated from the data, and we do this as a part of 
the same ALS algorithm that we use to estimate the parameters of the cross-product 
model. That is, we estimate klP  on the basis of the data (the matrices klX  of Fourier 
coefficients) and the current parameters of the cross-product model. Following Kiers 
et al. (1999), the LS estimate of klP  is the following:
*
klP U V= ⋅
Here, ,U V  denote the left and right singular vectors obtained from the following 
singular value decomposition:
( )
( )
*
*
SPACE-time: , , svd diag diag
SPACE-FSP: , , svd diag diag
kl k k l k
kl k k l k
U S V X AS B C D
U S V X AL B C D
= ⋅ ⋅ ⋅ ⋅
= ⋅ ⋅ ⋅ ⋅
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After calculating new estimates of the klP  matrices, in a new ALS iteration, new 
estimates of model parameters calculated from a new matrix Y . Note, the input 
to this SVD should be of full column rank. As such, the number of tapers cannot be 
lower than the number of networks. 
Uniqueness of extracted networks
SPACE, like PARAFAC, has a permutation and scaling indeterminacy. This means that 
there is an ambiguity in the order of the extracted networks, in the scaling of their 
parameters, and in their phases. For the interpretation, these indeterminacies are of 
little consequence, and by placing certain constraints on the parameters, a unique 
LS solution can be found. The permutation indeterminacy is resolved by sorting 
the networks by their explained variance. To resolve the scaling indeterminacy, we 
must impose constraints at level of the parameter sets, and these will be described 
below. The scaling indeterminacy involves that the model fit is not affected when 
a parameter of a network (e.g. the spatial amplitude map) is multiplied by a single 
real-valued number, as long as another parameter of the same network is multiplied 
with its inverse. This indeterminacy is resolved by scaling the spatial amplitude map 
and the frequency profile such that their norm equals 1 and their mean is positive. 
The epoch profile is estimated without any constraint and its squared norm reflects 
the amount of variance explained by the corresponding network. As such, this norm 
can be used to express the strength of a network relative to the other networks. For 
display purposes however, the epoch profile is always normalized.
 Our spatial amplitude maps, frequency profiles and epoch profiles can have 
both positive and negative elements, which leads to a phase ambiguity. We resolve 
this ambiguity by restricting all amplitudes to be positive. For the spatial amplitude 
maps of the FSP model, this involves that the signs of all negative amplitudes are 
reversed and the corresponding phases in the spatial phase maps are shifted by 180 
degrees. For the frequency and the epoch profiles, the way the ambiguity is resolved 
depends on whether a 3-way or 4-way array is decomposed. For a 3-way array, the 
ambiguity is again resolved by reversing the signs of all negative amplitudes, but 
now phase-shifting by 180 degrees is performed on the frequency- and epoch-
specific phase-offsets that correspond to the frequencies and epochs whose sign is 
reversed. For a 4-way array, the resolution of the ambiguity depends on how matrix 
 kD  is formulated. When  kD  is the identity matrix, the 180 degrees phase shifts are 
applied to the appropriate frequency- and epoch-specific matrices klP . When  kD  
is complex-valued, the ambiguity only involves the frequency profile, and the 180 
degree phase shifts are applied to the appropriate frequency-specific  kD . 
 The spatial time-delay maps, spatial phase maps, and phase offsets suffer from 
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a phase indeterminacy. This results in two ambiguities, which are the result of (1) 
phase being circular, and (2) a trade-off between the spatial time-delay maps (or 
spatial phase maps) and the phase offsets. For SPACE-time, increasing all time delays 
with the same amount results in a phase shift for all frequencies, and this can be 
compensated by appropriate opposite phase shifts in the phase offsets. For the FSP 
model, each spatial phase map can be phase-shifted if the corresponding phase 
offsets are shifted in the other direction. To resolve this phase indeterminacy, a 
harmless constraint is imposed on the spatial time-delay maps and the spatial phase 
maps. These constraints are harmless, because they do not affect the between-
site phase differences or time delay differences. For the spatial phase maps, there 
are two possible convenient constraints: (1) the phases are rotated such that the 
average phase (weighted by the spatial amplitude map) is 0 for each frequency, or 
(2) such that the strongest site in the spatial amplitude map has a phase of 0. For 
the spatial time-delay maps, the constraint is related to the notion of a circularity 
point. Because time delays determine circular phases, they are circular as well. Their 
cycle length depends on the frequencies that are used in their estimation. When 
using frequencies that are all integer multiples of some number then, for a certain 
time delay, the spatial phase maps for all frequencies are 0. The smallest non-zero 
time delay with this property is equal to 1 over the greatest common divisor of all 
frequencies, and it will be denoted as the circularity point. For example, when the 
frequencies used are 2 to 30 Hz in 2 Hz bins the greatest common divisor is 2 Hz, 
and the circularity point is 0.5s. Given this circularity point, there are two possible 
convenient constraints for the spatial time-delay maps: (1) the time delays are 
rotated such that the average time delay (weighted by the spatial amplitude map) 
is halfway between 0 and this circularity point, or (2) the time delays are rotated 
such that the strongest site in the spatial amplitude map has a time delay of 0. 
The circularity point is also involved in an ambiguity with respect to the temporal 
order of the time delays. If the time delay difference between any two sites is larger 
than the circularity point, then their order is undetermined. For example, given a 
circularity point of 0.5s, the time delays 0.3s and 0.1s generate identical phases (for 
all frequencies) as the time delays 0.3s and 0.6s, of which the order is reversed. The 
same holds for 0.3s and 1.1s, and so on. The consequence of this ambiguity is that 
the order of the time delays in the spatial time-delay map can only be interpreted 
under the assumption that none of the time delay differences exceeds the circularity 
point. 
 There is currently no proof showing that the solutions of our method are unique. 
Uniqueness implies that, for a given least-squares optimization problem (i.e., a 
given dataset), our method produces only a single solution. To assess uniqueness 
empirically we performed a set of simulations. We randomly generated 10.000 
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small parameter sets for a three-network time delay and FSP model for 4-way arrays 
(with = kD I ). Each parameter set is denoted as a run. Parameters were generated 
between 0 and 1 except for the time delays, which were generated between 0.125 
and 0.375. This resulted in 10.000 4-way arrays of Fourier coefficients for each 
model, consisting of 6 sites, 5 frequencies, 4 epochs and 3 tapers (frequencies 
equally spaced between 2 and 10 Hz). We then decomposed these 4-way arrays 
using both models, randomly initiating each algorithm five times and then selecting 
the solution with the highest explained variance. The average explained variance 
over 10.000 runs was >99.99% (SD = 0.137%) for the time delay model and >99.99% 
(SD = 0.037%) for the FSP model. This shows that our method is able to find at 
least one solution of the least-squares optimization problem. We then computed 
the average absolute difference between the simulated and recovered parameters, 
with averaging over sites, frequencies, epochs and networks. The average absolute 
deviation was 1.86*10^-4 (SD = 2.35*10^-3) for the time delay model, and 4.16*10^-4 
(SD = 1.83*10^-3) for the FSP model. This small average absolute deviation shows that 
the solution of our method is most likely unique. Additional evidence for uniqueness 
is provided by the results of our recovery study (see Results and below).
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Supplementary material
Figure S1. Model fit of random initializations of the simulated data and the example ECoG datasets. 
All networks parameters are initialized randomly, and to avoid local minima of the least squares (LS) 
loss function the algorithm is started multiple times. When the algorithm repeatedly converges 
to the same solution it can be assumed the global minimum has been reached. We illustrate this 
by showing the model fit in terms of percentage explained variance of each random initialization. 
A, model fit for random initializations of the simulated data for SPACE-time (blue) and SPACE-FSP 
(green) separately. Each line reflects the 10 random initializations of a single simulation run, which 
are sorted by explained variance. The best solution of each run was chosen for recovery analyses 
of the simulated networks. We show 10 out 100 runs (randomly selected), for all four levels of the 
signal-to-noise ratio (SNR). Time delay between electrodes was 25ms, and spatial correlation of 
noise was determined using a Gaussian with a full-width half-maximum at 20mm. The selected 
simulations vary from near perfect recovery of the simulated networks (highest SNR) to very poor 
recovery of the networks (lowest SNR; see Fig 6). SPACE-time needed more random initializations 
to reach the global minimum of the LS loss function than SPACE-FSP, as indicated by the number 
of initializations at the plateau of explained variance. Additionally, SPACE-FSP explained a higher 
percentage of variance than SPACE-time in all four levels of SNR. This coincides with SPACE-FSP 
more accurately recovering the simulated networks than SPACE-time (see Fig 6-7). B, same as A 
but for the three example datasets of which we show networks in Fig 4. In this case the algorithm 
was randomly initialized 20 times. There were only minimal differences in explained variance over 
random initializations compared to the simulations in A, and the global minimum was reached in 
less initializations.
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Figure S2. All extracted phase-coupled oscillatory networks from ECoG recordings of patient 1. 
We show all phase-coupled oscillatory networks from ECoG recordings of patients 1 performing a 
Sternberg working memory task (see Materials and Methods). Networks are displayed on a Talairach 
template brain. The dataset was analyzed using the cross-product formulation of SPACE-time (A) and 
SPACE-FSP (B). Networks are presented in order of explained variance (see Appendix), and are not 
matched between the two models. Fourier coefficients were obtained from Welch-tapered signals 
of 2 seconds, and therefore had a frequency resolution of 0.5 Hz. All grids/strips used for extracting 
networks are shown. A, networks extracted using SPACE-time. Frequency and epoch profiles are 
shown to the left of each network. The full grids are shown in B. The spatial time-delay map is shown 
on the right side. Electrode size reflects the spatial amplitude map. Electrode color reflects the 
time delay relative to the strongest electrode. Gray electrodes have a time delay that falls outside 
of the -50ms to 50ms range. B, networks extracted using SPACE-FSP. Frequency and epoch profiles 
are now shown on the right. Spatial phase maps are shown on the left. Electrode size reflects the 
spatial amplitude map, and electrode color reflects the phase relative to the strongest electrode. 
The displayed frequencies are indicated in the frequency profiles by gray lines.
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Figure S3. All extracted phase-coupled oscillatory networks from ECoG recordings of patient 2. 
Same as Figure S2, but now for patient 2.
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Figure S4. All extracted phase-coupled oscillatory networks from ECoG recordings of patient 3. 
Same as Figure S3, but now for patient 3.
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Rhythmic components in 
extracranial brain signals 
reveal multifaceted 
task modulations of 
overlapping phase-
coupled oscillatory 
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Abstract
Oscillatory neuronal activity is implicated in many cognitive functions, and its 
phase coupling between sensors may reflect networks of communicating neuronal 
populations. Oscillatory activity is often studied using extracranial recordings and 
compared between experimental conditions. This is challenging because there 
is overlap between sensor-level activity generated by different sources, and this 
can obscure differential experimental modulations of these sources. Additionally, 
in extracranial data, sensor-level phase coupling not only reflects communicating 
populations, but can also be generated by a current dipole, whose sensor-level phase 
coupling does not reflect source-level interactions. We present a novel method, 
which is capable of separating and characterizing sources on the basis of their phase 
coupling patterns as a function of space, frequency and time (trials). Importantly, this 
method depends on a plausible model of a neurobiological rhythm. We present this 
model and an accompanying analysis pipeline. Next, we demonstrate our approach by 
extracting rhythmic components from magnetoencephalographic (MEG) recordings 
during a cued tactile detection task. We show that the extracted components have 
overlapping spatial maps and frequency content, which are difficult to resolve using 
conventional measures. Because our decomposition also provided trial loadings, 
components could be readily contrasted between experimental conditions. We 
identified many alpha and beta sources whose activity was suppressed or enhanced 
as a function of attention and performance, both in task relevant and irrelevant 
regions. Many components described phase-coupled oscillatory networks, and we 
show that alpha and beta networks, and their task modulations, are common and 
widespread in the MEG recordings.
Adapted from:
van der Meij R, Van Ede E, Maris E (under review). Rhythmic components in 
extracranial brain signals reveal multifaceted task modulations of overlapping 
phase-coupled oscillatory networks.
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Introduction 
Neuronal signals contain oscillations at many frequencies (Buzsaki and Draguhn, 
2004), and these have been shown to be implicated in many cognitive functions 
(for a review see Wang, 2010). It is commonly thought that oscillations reflect 
fluctuations of neuronal excitability (Buzsaki et al., 2012), whose phase coupling 
may be used for the dynamic communication between neuronal populations (Fries, 
2005; Schnitzler and Gross, 2005). Accordingly, neuronal oscillations are of interest 
to a large scientific community, and phase coupling is a core component in many 
interpretations of experimental modulations of neuronal oscillations. A large share 
of this community studies oscillatory activity on the basis of extracranial recordings, 
such as electroencephalography (EEG) and magnetoencephalography (MEG). 
Challenges in the study of oscillatory neuronal activity in extracranial 
recordings
Investigating oscillatory activity in extracranial recordings (EEG/MEG) is challenging 
for several reasons. First, interpreting sensor-level activity is strongly hindered 
by the fact that the underlying sources cannot be uniquely identified. In practice, 
multiple sources produce overlapping spatial patterns at the sensor-level, and it is 
unclear how these can be separated. This is especially problematic if the measured 
signals are compared between experimental conditions: different sources may be 
differentially affected by the experimental conditions, and it can be very difficult to 
trace the resulting sensor-level modulation back to the source-level. As such, it may 
appear that sensor-level activity is either suppressed or enhanced by an experimental 
manipulation, whereas different underlying sources are each modulated differently 
(e.g. with some sources being suppressed, while others are enhanced; as we will 
show later).
 Investigating neuronal activity in extracranial brain signals is further hampered 
by the fact that sensor-level phase coupling not only reflects communicating 
neuronal populations, but can also reflect activity that is best described by a current 
dipole, which is produced a point source. Especially when the distance between 
sources and sensors is large, as for EEG/MEG, it is likely to observe sensor-level 
phase coupling that can be described by a current dipole.
 One way to overcome these challenges is by methods that extract patterns of 
activity which are more informative of the underlying source activity. In this paper, 
we present a method that achieves this. It separates the activity patterns of sources 
whose spatial and spectral profiles strongly overlap, and allows for investigating their 
individual task modulations. Additionally, it allows for distinguishing between point 
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sources, whose sensor-level phase coupling does not reveal interactions between 
neuronal subpopulations, and other sources, for which this is the case.
 There are existing methods whose objective is also to separate activity from 
(overlapping) sources, and we will now briefly review these methods. Because we 
focus on oscillatory activity, we only consider methods for the frequency-domain 
representation of the signals (i.e., Fourier coefficients). Afterwards, we highlight 
three key benefits of our method.
Existing methods for separating overlapping sources
It is useful to distinguish between methods that only operate on the amplitude of 
Fourier coefficients, and methods that also take their phase into account. Considering 
the first, we must further distinguish between methods that can only be applied to 
amplitudes in a single frequency band (also denoted as frequency), and methods that 
can be applied to amplitudes at multiple frequencies simultaneously. Considering 
the former, the best-known methods are Independent and Principal Component 
Analysis (ICA, PCA; Bell and Sejnowski, 1995; Chapman and McCrary, 1995; Makeig 
et al., 1997; Debener et al., 2005; Brookes et al., 2011). With these methods, one 
can describe the structure in a matrix of frequency-band-specific amplitude time-
series collected at multiple sensors. More specifically, they decompose this matrix 
in a number of components with a fixed (time-invariant) spatial pattern and a 
fixed (spatially invariant) amplitude time course. Importantly, the components are 
identified using statistical constraints (orthogonality, maximum variance, statistical 
independence), which do not necessarily follow the neurophysiology of the 
phenomena under investigation. 
 Next, we consider a method that can be applied to Fourier amplitudes at 
multiple frequencies simultaneously: PARAllel FACtor analysis (PARAFAC; Carrol and 
Chang, 1970; Harshman, 1970; Miwakeichi et al., 2004; Morup et al., 2006). PARAFAC 
operates on 3-way arrays of sensors-by-frequencies-by-time-points. It decomposes 
these arrays into components with a fixed (frequency- and time-invariant) spatial 
map, a fixed (space- and time-invariant) frequency profile, and a fixed (space- 
and frequency-invariant) amplitude time course. Crucially, these components are 
identified without additional statistical constraints.
 Some methods also take the phase of Fourier coefficients into account. Many 
pair-wise measures exist that index a particular aspect of the between-sensor 
phase relations, in some cases weighted by amplitude. Several of these pair-wise 
measures can distinguish between direct and indirect phase coupling. This holds 
for partial coherence (Rosenberg et al., 1998), Granger causality (Bernasconi and 
Konig, 1999), Phase Coupling Estimation (Canolty et al., 2012b) and (Phase) Transfer 
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Entropy (Schreiber, 2000; Lobier et al., 2014). Though useful, pair-wise phase 
coupling between large numbers of sensors is difficult to interpret without a priori 
hypotheses about which sensors are likely to interact. 
 Two methods have been proposed for extracting patterns from arrays of Fourier 
coefficients involving a spatial, a spectral and a temporal dimension: complex-valued 
ICA (Anemuller et al., 2003; Hyvarinen et al., 2010) and complex-valued PARAFAC 
(Sidiropoulos et al., 2000). Both methods have not yet been widely applied to 
neuroscience data. As for the real-valued case, different algorithms exist for complex-
valued ICA, and they all identify components using a statistical constraint. Complex-
valued PARAFAC does not require a statistical constraint, but instead assumes that 
the components are characterized by a fixed spatial map, a fixed frequency profile, 
and a fixed time course. From a neurobiological perspective, an important limitation 
of complex-valued PARAFAC is that a component’s complex-valued sensor loadings 
describe the between-sensor phase relations by a single set of phases. This results 
in between-sensor phase relations that are constant over frequencies. This is useful 
to describe for instance oscillating point sources, but not for source configurations 
whose phase relations vary over frequencies. Shifted CP is an improvement upon 
complex-valued PARAFAC (Morup et al., 2008), but can also only describe the phase 
relations of point sources. 
Three benefits of our proposed approach for analyzing oscillatory neuronal 
activity
In this paper, we present a novel approach for analyzing oscillatory neuronal activity, 
which uses a model-based method that separates and characterizes sources by 
their patterns of between-sensor phase coupling. It is a decomposition method 
that provides a parsimonious description of the structure in oscillatory neuronal 
activity. The method was first presented in (van der Meij et al., 2015). Unlike existing 
decomposition methods, it uses a plausible model of a neurobiological rhythm: a 
spatially distributed oscillation with energy in a range of frequencies and involving 
between-sensor phase relations that can vary over frequencies. Because the model 
is formulated for rhythmic neuronal activity, we denote the extracted patterns as 
rhythmic components. These rhythmic components describe the sources that 
produce the sensor-level measurements.
 Analyzing oscillatory activity using rhythmic components has three key 
benefits. First, it allows for a separation of sources with overlapping spatial and 
spectral patterns, and therefore can reveal sources which are difficult to isolate 
in conventional analyses. Secondly, the strength of a component is quantified for 
each trial by a single number (denoted as a trial loading). These trial loadings allow 
for a straightforward way of investigating task modulations of oscillatory activity at 
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the level of the extracted components. Thirdly, identifying rhythmic components 
is a first step in the analysis of phase-coupled oscillatory networks, because they 
provide a parsimonious description of the interacting neuronal populations that 
have produced the pattern of phase-coupling at the sensor-level. 
Overview
In the following, we first present the model underlying the method and an analysis 
pipeline with the method as its central ingredient. We then show that rhythmic 
components can reveal a spatial and spectral diversity of overlapping sources 
that is difficult to realize using conventional analyses. Next, we show how these 
components reveal task modulations of the sources’ activity. Both results are based 
on an analysis of MEG recordings that were obtained during a cued tactile detection 
task (van Ede et al., 2012). Finally, we show that rhythmic components can reveal 
phase-coupled oscillatory networks, and that these networks are common and 
widespread in MEG recordings.
Materials and Methods
1. A model-based method for characterizing between-sensor phase coupling by 
rhythmic components 
Electrophysiological recordings reflect neuronal oscillations and the phase of these 
oscillations is often consistent between recording sites (sensors). We proposed a 
decomposition method based on a model that parsimoniously describes patterns of 
between-sensor phase coupling by rhythmic components. Importantly, this model 
is a neurobiologically inspired source model, and therefore describes patterns of 
between-sensor phase coupling in a way that is informative for this community. This 
model-based method has been presented previously (van der Meij et al., 2015), and 
was denoted as SPACE (Spatially distributed PhAse Coupling Extraction).
 To extract components we start with electrophysiological measurements ( )jlV t  
(potential differences or magnetic field strength) measured over time t , obtained 
from sensor j  (total number J ) and trial l  (total number L ). Oscillatory activity 
in these recordings is described by Fourier coefficients, which we obtain from 
a spectral analysis involving multitapering (e.g. Welch (Welch, 1967) or Slepian 
(Percival and Walden, 1993) tapering; multitapering is optimal, but not necessary). 
The obtained Fourier coefficients jklmX  describe the average amplitude and the 
phase of oscillations in each tapered part m  of trial , at frequency k , and at 
sensor j . The model underlying our method describes the systematic variability of 
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amplitudes and phases of jklmX  by multiple components, each consisting of four 
parameter sets. The frequency profile describes which frequencies are involved in 
between-sensor phase coupling. The spatial amplitude map describes which sensors 
are phase-coupled, at the frequencies in the frequency profile. The spatial phase 
maps describe, per frequency, the consistent between-sensor phase relations. The 
trial profile quantifies how strongly each component is present in each trial, and can 
be viewed as a measure of activity of the neuronal source that is reflected by this 
component. The spatial amplitude map and the spatial phase maps describe phase 
coupling by maps at the level of individual sensors, and not at the level of sensor-
pairs. This is important, because phase coupling at the level of sensor-pairs does not 
reveal the networks of coupled sensors in a straightforward way, at least not without 
a priori hypotheses about the (sensor, frequency)-pairs that are involved in these 
networks.
 The model describes the structure in the frequency- and trial-specific cross-
spectral density (CSD) matrices, which are obtained from the cross-product of the 
sensor-by-taper (J M× ) matrices of Fourier coefficients klX , as the average over 
tapers ( )* /kl klX X M⋅  ( *  denotes the complex conjugate transpose). A CSD reflects 
both the power in the different sensors and the between-sensor phase consistency. 
The model for these CSDs is discussed conceptually and depicted schematically in 
Results section 1, and formulated in an equation as follows: 
* *diag diag diag diagkl kl k k l k l k k klX X AL B C D C B AL⋅ = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + Ε
The CSDs *kl klX X⋅  are modeled as a product of four matrices, of which three appear 
twice ( kAL , diag kB  and diag lC ) and one appears only once ( kD ). The difference 
between the model and the observed CSD is the error term klΕ . The matrix kAL  (
J F× ) is complex-valued, and is formed by the spatial amplitude map (specifying 
the amplitudes of the complex numbers) and the frequency-specific spatial 
phase map (specifying the phases of the complex numbers) of each component. 
Matrix diag kB  ( F F× ) is diagonal and real-valued, and contains a weighting of 
components at frequency k . When concatenated over frequencies, the diagonals 
form the matrix of frequency profiles B . Matrix diag lC  ( F F× ) is also diagonal 
and real-valued, and contains the weighting of components in a trial l . When 
concatenated over trials, the diagonals form the matrix of trial profiles C . Contrary 
to the matrices that describe components ( kAL , diag kB  and diag lC ), matrix kD  (
F F× ) describes relations between components. Matrix kD  is complex-valued and 
conjugate symmetric, and describes the phase coupling between components at 
frequency k . Matrix kD  is denoted as a between-component coherency matrix. In 
the Results section, we will use the term between-component coherence to denote 
the absolute value of between-component coherency. 
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 At this point, it is useful to make a technical statement related to our 
decomposition method as described in van der Meij et al. (2015). Although the 
underlying model is for the frequency- and trial-specific CSDs, the decomposition 
method takes as its input the square-root of these CSDs. The square-root CSD is 
equivalent to the sensor-by-taper matrix of Fourier coefficients, and the latter matrix 
is the starting-point of the method developed in van der Meij et al. (2015). In this 
paper, we do not have this equivalence because we have estimated the CSDs in a 
way that better reflects rhythmic sources (as compared to their usual estimate; see 
Materials and Methods section 2). Therefore, the square-root of our CSD estimate is 
not equivalent to the sensor-by-taper matrix of Fourier coefficients.
 The model underlying our method has a number of trivial indeterminacies 
which are resolved by normalizations that do not affect the interpretation of the 
components. These indeterminacies are similar to the permutation and scaling 
indeterminacies of PARAFAC/2 (Bro, 1998; Kiers et al., 1999) and result in ambiguities 
with respect the absolute amplitude, sign, and absolute phase of the parameters. 
These ambiguities have been described previously (van der Meij et al., 2015), and 
here we only describe the required normalizations. The absolute value of all real-
valued parameter sets is undetermined, and therefore the spatial amplitude maps, 
the frequency profiles, and the trial profiles, are normalized to have a vector norm 
of 1. Additionally, the between-component coherency matrices are normalized to 
have ones on their diagonal. That is, they are constrained to be coherency matrices. 
The signs of the spatial amplitude maps, frequency profiles, and trial profiles, are 
undetermined as well, and this indeterminacy is resolved by restricting them to 
be positive. The absolute phase of the spatial phase maps is also undetermined, 
and they are normalized per frequency such that the strongest sensor in the spatial 
amplitude map has a phase of 0. Because of the above normalizations, a component-
specific scaling parameter is extracted, which will be denoted as component strength, 
but which does not play a role in the interpretation of the individual components. 
Because of the different normalizations, the absolute amplitudes and absolutes 
phases are not meaningful. Crucially however, amplitude ratios between sensors, 
frequencies and trials, and phase differences between sensors are not affected by 
these normalizations, and they therefore reveal important characteristics of the 
sources that are reflected by the components.
 The decomposition method is an iterative algorithm that starts from a random 
initialization of the parameter values. Importantly, the algorithm can converge to 
a local minimum of the least squares loss function if the random initialization was 
unfortunate. Such suboptimal decompositions can be avoided by using multiple 
random initializations. Then, when the algorithm repeatedly finds the same optimal 
solution from different random initializations, it can be assumed that the global 
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minimum has been found.
 The decomposition method will be publically available in a GitHub (www.github.
com) repository termed nwaydecomp. Additionally, it will be made available through 
the FieldTrip open-source MATLAB toolbox (Oostenveld et al., 2011), together with a 
tutorial on its use.
2. Estimating CSDs with greater sensitivity to rhythmic sources
We extract components from frequency- and trial-specific CSDs. Typically, these 
CSDs are estimated as the cross-product of the sensor-by-taper matrices of Fourier 
coefficients, divided by the number of tapers. Here, we propose an alternative 
estimator, which produces CSDs that are more strongly affected by rhythmic sources. 
This alternative estimator capitalizes on the fact that the phase of rhythmic activity 
is predictable from one cycle to the next. This phase predictability is gradual, and 
this alternative CSD estimator reflects neuronal activity in proportion to its degree of 
phase predictability. This also applies to phase coupling between neuronal sources: 
our CSD estimator reflects coupling between neuronal sources in proportion to the 
degree of predictability of their phase differences.
 The calculation of the alternative CSD estimator involves a number of steps. In 
the first step, for a given frequency k , the l -th trial is cut into M  non-overlapping 
segments, which have a length of three cycles of the frequency of interest. Next, each 
of these M  segments is tapered with a Hanning window and the Fourier coefficients 
are calculated for the frequencies of interest (using a Hanning-tapered three-cycle 
complex exponential). This results in M column vectors klm , each having as many 
elements as the number of sensors J . The regular CSD estimator for frequency k
and trial l  involves taking the average of the cross-products *klm klmX X⋅  over the 
M  segments (tapers). Now, our alternative CSD estimator is based on the cross-
products between vectors of Fourier coefficients obtained from adjacent non-
overlapping segments: 
( )
*
1
2
1
 
1
M
klm kl m
m
X X
M −=
⋅
− ∑
Because the cross-product is taken between vectors of Fourier coefficients that 
are based on segments involving a time lag (such that they are non-overlapping), 
this estimator is denoted as the lagged CSD estimator. The crucial advantage of the 
lagged CSD over the regular estimator based on the cross-products *klm klmX X⋅ , is 
that the former depends on the phase consistency between the adjacent segments, 
that is, on its phase predictability. In fact, the higher the phase predictability of 
oscillatory activity, the more this activity is reflected in the lagged CSD. Conversely, 
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the smaller its phase predictability, the less it will be reflected in the lagged CSD.
 The above describes the simplest version of the lagged CSD. For our analyses, 
we calculated a slightly more complicated version, which is based on the same 
intuition, but makes more efficient use of the data. In its simplest version, the 
lagged CSD involves non-overlapping segments tapered with Hanning windows, 
which doesn’t optimally use the segment’s edges. To compensate for this, we cut the 
trials in segments that have a 75% overlap, and from these segments we selected 
all segment-pairs whose members were adjacent and non-overlapping. The lagged 
CSD was then calculated by averaging the cross-product over these segment-pairs. 
Because each of the multiple segments per trial is multiplied with a single taper, this 
approach is equivalent to a Welch multitapering approach (Welch, 1967). Although 
not applied in the present study, one can in principle also multiply each segment with 
multiple tapers (e.g. using Slepian tapers; Percival and Walden, 1993). In this case, 
the above cross-products are computed only between adjacent non-overlapping 
segments that were multiplied with the same taper.
 Unlike the regular CSD, the lagged CSD is in general not conjugate symmetric 
and positive semi-definite, although in practice the difference can be small. This 
is relevant, because our decomposition algorithm requires the CSDs to have these 
properties. To deal with this, we approximated every lagged CSD by another matrix 
that does have the required properties. This approximation involves three steps. In 
the first step, we pre-multiply every lagged CSD by a diagonal matrix that shifts the 
phases of the rows such that the diagonal elements (which correspond to power in 
a regular CSD) are real-valued. In the second step, we make the matrix (denoted by 
Z ) conjugate symmetric by means of the following transform: ( )* / 2Z Z Z= + . 
Finally, in the third step, we make this matrix positive semi-definite by performing an 
eigen decomposition and replacing all negative eigenvalues by zeros. The resulting 
matrix is conjugate symmetric and positive semi-definite, and will be referred to as 
the CSD in the remainder. Importantly, compared to the regular CSD, this CSD better 
reflects sources that are highly rhythmic, as indexed by their phase predictability. 
3. Determining the number of components to extract
The number of components in the data cannot be determined analytically and 
needs to be determined empirically, as is also the case for methods such as PARAFAC 
and ICA. Rather than attempting to estimate the true number of components, we 
estimate the number of reliable components. For this, we need a reliability index 
for each of the extracted components. We use a reliability index that is based on 
an odd-even split-half of the trials. More precisely, after splitting the trials in two 
halves, we extract components from both halves, and evaluate their between-half 
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similarity. The number of components is increased until the components start to 
differ between the two halves. 
 For the analyses presented in this paper we evaluated component reliability by 
means of split-half similarity coefficients for the spatial amplitude maps, the spatial 
phase maps and the frequency profiles. These coefficients range between 0 and 
1, and we considered component reliability to be acceptable if these coefficients 
exceeded 0.5 for all three parameter sets. Because multiple components were 
extracted from both halves, components had to be matched between halves. This 
was done using the same similarity coefficients. 
 The split-half similarity coefficients were different for the three parameter sets. 
For the spatial amplitude maps and the frequency profiles, split-half similarity was 
calculated as the inner product of, respectively, the normalized spatial amplitude 
maps and the normalized frequency profiles. For the spatial phase maps, we 
calculated a split-half similarity coefficient that involves weighting by the spatial 
amplitude maps and the frequency profiles. This weighting scheme ensures that 
the similarity coefficient is mainly determined by the most reliable phase estimates, 
which are obtained from the (sensor, frequency) pairs with the highest amplitudes. 
This split-half similarity coefficient was calculated as follows:
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The calculation involves two steps. First, we compute the normalized frequency-
specific inner product ( , ) between the amplitude-weighted spatial phase maps 
( ) skexp il  of both split-halves ( 1,2s =  denotes the two halves of the split-half). In 
the second step, we take the weighted average of the absolute values of these inner 
products, where the weights are derived from the frequency profiles sB .
 Determining the number of reliable components can be performed using the 
data at different levels of aggregation. For reasons of computational efficiency, 
we determined the number of reliable components using data at a higher level of 
aggregation than the data used for extracting the final components. That is, we 
determined the number of components on the basis of the trial-averaged CSDs, 
whereas the final analysis was based on the trial-specific CSDs.
4. Experimental paradigm and analysis of MEG recordings
We analyzed MEG recordings of 11 subjects (4 male; aged 22-49 years) that were 
obtained and analyzed previously (van Ede et al., 2012). Each subject participated 
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in two consecutive sessions, resulting in 22 recordings. The study was conducted 
in accordance with the Declaration of Helsinki, was approved by the local ethics 
committee (CMO Regio Arnhem-Nijmegen), and all subjects provided informed 
written consent.
 Subjects performed a cued tactile detection task in which the target stimulus 
was either cued or uncued. The central event in each trial was an auditory stimulus 
(50ms, white noise) that was paired with a tactile stimulus in half of the trials (0.5ms 
electric pulse around threshold intensity). The tactile stimulus was delivered to 
the left or right thumb, and its location was cued by an auditory stimulus (150 ms) 
on a third of the trials. This auditory cue always preceded the tactile stimulus by 
1.5s, and indicated location by pitch (500/1000Hz, counterbalanced over subjects). 
Subjects indicated on each trial whether a tactile stimulus was present or absent 
by pressing a button with their index-finger after they had received a lateralized 
auditory response cue. This cue always arrived 1s after the auditory stimulus, and 
was presented either to the left or the right ear (alternating over trials; 150ms at 
1000Hz). To indicate the presence of a tactile stimulus, subjects responded with 
their ipsilateral index-finger, and to indicate its absence they responded with their 
contralateral index-finger. Subjects received auditory feedback indicating accurate 
detection or not (50ms up-going or down-going frequency sweeps resp.). Cued 
and uncued trials were randomly interleaved, and subjects completed ~500 trials 
per recording session. Inter-trial intervals ranged between 2.5 and 12s (mean 3.5s) 
and were drawn from a truncated negative exponential distribution. For additional 
details, see van Ede et al. (2012).
 For the purpose of the current analyses, we split each trial into three periods. 
As we had 2 recording sessions from each of the 11 subjects, this resulted in 66 
datasets that were analyzed separately. The first period is called prestimulus, lasts 
from t=-1.5s (cue onset) to t=0s (stimulus), and reflects preparation for the possible 
arrival of the tactile stimulus The second period is called stimulus, lasts from t=0s 
(stimulus) to t=1s (response cue), and reflects the processing of the stimulus (which 
may or may not be presented). The third period is called response, lasts from t=1s 
(response cue) to the response button press, and reflects preparation and execution 
of the response. The duration of this period varied from trial to trial, but was at least 
1s long. The average median reaction time over datasets was 1699ms (SD = 255ms) 
(2 trials were discarded from one dataset because the reaction time was less than 
1000ms).
 Recordings were obtained from an MEG system with 275 axial gradiometers 
(CTF MEG; MISL, Coquitlam, British Columbia, Canada), which was housed in a 
magnetically shielded room. All recordings were low-pass filtered with a 300Hz 
cutoff and sampled at 1200Hz. Trials containing artifacts were removed using a 
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semi-automatic detection procedure. Power line noise was removed with a discrete 
Fourier transform filter. Prior to spectral analysis, we removed the mean and the 
linear trend from each trial. Next, to suppress the 1/fx shape of the power spectrum, 
the data was prewhitened by taking the first temporal derivative. All preprocessing 
and spectral analysis (described below) was performed using custom analyses 
software and the FieldTrip open-source MATLAB toolbox (Oostenveld et al., 2011). 
 To extract components we followed the analysis pipeline described in Results 
section 2. CSDs were estimated for frequencies between 6 and 40Hz in equally 
spaced 1Hz bins. We used the approach described in Materials and Methods section 
2, involving Welch multitapering. We determined the number of components using 
the approach described in Materials and Methods section 3. In this procedure, the 
algorithm was randomly initialized three times. The final components were extracted 
from the trial-specific CSDs using five random initializations. 
5. Characterizing the spatial and spectral content of components
To characterize the spatial and spectral content of the extracted components, 
we performed several analyses on the spatial amplitude maps and the frequency 
profiles. These analyses involved classifying components based on their frequency 
profile and their spatial amplitude maps .We now describe these analyses in more 
detail.
 We classified components as either alpha, beta, and gamma components on 
the basis of the peak frequency of their frequency profile (with a range between 
6 and 40 Hz). Alpha components had a peak frequency between 8 and 16Hz, beta 
components had a peak frequency between 16Hz and 30Hz, and gamma components 
had a peak frequency above 30Hz. Eight components from eight different datasets 
of four different subjects had a peak frequency <8Hz or had a frequency profile 
that was not uni-modal. These components were discarded, and the remaining 783 
components were used for further analyses. 
 To characterize the spatial diversity of components we categorized them 
on the basis of their spatial amplitude maps. Every component was assigned to 
one of the following categories: posterior, left and right sensorimotor, anterior, 
bilateral, and a rest category. Categorization was based on three measures that each 
reflect a particular aspect of the component’s location on the MEG helmet. These 
measures make use of a 2-dimensional sensor layout that was constructed from 
the 3-dimensional sensor positions (identical for all datasets). The first measure is 
sensitive to the difference between the right and left side of the MEG helmet, and is 
calculated as follows:
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Here, A  is the spatial amplitude map and R  and L  are index sets for the right and 
the left sensors respectively (132 and 131 sensors resp., remaining sensors were 
discarded). This measure ranges from -1 (only left sensors contributed to the spatial 
amplitude map) to 1 (only right sensors contributed). The second measure was 
constructed in the same manner, but is sensitive to differences between anterior 
and posterior sensors. For this anterior-posterior measure, we used a sensor in the 
middle of the helmet to split all sensors in an anterior and a posterior set (125 and 
148 sensors resp.). The third measure was also constructed in the same manner, 
but was sensitive to the difference between sensors close to the anterior-posterior 
midline (medial sensors) and sensors on the lateral sides of the helmet. Sensors 
were considered to be medial (146 sensors) when they were located in between two 
marker sensors, of which one was on the left side and the other was on the right 
side of the helmet; sensors were considered to be lateral when they were located to 
the lateral side of these marker sensors (126 sensors). These three measures were 
used to spatially categorize the components. Boundary values for these measures 
were determined by visual inspection. Components were categorized as posterior 
when they had an anterior-posterior value between -1 and -0.3. Left sensorimotor 
components had a left-right value between -1 and -0.2, a medial-lateral value 
between -0.25 and 0.25, and an anterior-posterior value between -0.2 and 0.4. 
Right sensorimotor components were defined similarly, but had a left-right value 
between 0.2 and 1. Anterior components had a left-right value between -0.2 and 0.2, 
and medial-lateral and anterior-posterior values between 0 and 1. Lastly, bilateral 
components had a left-right value between -0.2 and 0.2, a medial-lateral value 
between -1 and -0.1, and an anterior-posterior value between -0.3 and 0.3.
 To show representative examples from each category, we selected the 15 
components with the most typical spatial amplitude map, also denoted as canonical 
spatial maps. These components were selected in a stepwise procedure, in which we 
selected the component that had the highest summed partial correlation with the 
other spatial amplitude maps (summed over components). The stepwise nature of 
this procedure follows from the fact that the variance of the already selected spatial 
amplitude maps was partialled out when calculating the partial correlations. This 
stepwise selection procedure was continued until 15 components were selected.
6. Statistically testing correlations between contrasts over clustered 
observations
In Results section 4, we report a statistical test involving a correlation over 
E x t ra c t in g  ex t ra cra ni a l  r hy t h mi c  co m p o n e n t s    |   113
4
components between two contrasts: cued versus uncued and hit versus miss. 
These contrasts are calculated at the level of the extracted components. Crucially, 
multiple components were extracted from the same dataset and therefore cannot 
be considered independent observations. Instead, these components exhibit a form 
statistical dependence that is typically denoted as clustered observations (clustering 
within a dataset). We solved this problem by performing the statistical test at the 
so-called second level, the level of the dataset (also called the random effects 
approach). More specifically, we first calculated the correlations between the two 
contrasts, separately for each of the datasets (i.e. over the components extracted 
from this dataset). We then performed a one-sample t-test of the null hypothesis 
that the average correlation (obtained by averaging over the datasets) was equal to 
zero.
7. Identifying peaks in spatial amplitude maps
To investigate phase-coupled oscillatory networks (PCNs) we identified peaks in the 
spatial amplitude maps. These peaks were identified in two steps. In the first step, 
we identified sensors that were a local maximum in the mini-map defined by this 
sensor plus its neighboring sensors, and which had an amplitude of at least 30% 
of the maximum within the whole map. In the second step, we pruned these local 
maxima such that sensors identified as peaks did not share neighboring sensors. In 
other words, no sensor identified as a peak shared a neighbor with another peak 
sensor. When peak sensors shared neighbors, only the peak sensor with the highest 
amplitude was kept. It has to be admitted that this procedure was not grounded in a 
biophysical rationale. Rather, it was chosen because it was both intuitively plausible 
and because it performed well in separating dipolar from non-dipolar spatial maps. 
Representative examples of detected peaks are shown in Results section 7.
8. Between-component coherence can be accurately reconstructed in a two-step 
estimation procedure 
To prevent components from splitting up into an arbitrary number of sub-
components, we estimated the component-specific parameters under the constraint 
that the between-component coherency matrices are identity matrices. Then, in a 
second step, the between-component coherency matrices were estimated while 
keeping the component-specific parameters fixed. The identity matrix constraint 
unavoidably leads to some degradation of the component-specific parameters. As 
such, this two-step strategy is only valid under two assumptions: (1) the resulting 
component-specific parameter degradation is minimal, and (2) the between-
component coherency matrices can be estimated reasonably well from these 
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(degraded) parameters. 
 We evaluated the robustness of this two-step strategy in a simulation study in 
which we generated spatially overlapping MEG components with different levels of 
source-level coherence. From the simulated data, we extracted two components 
using the pipeline described above, and evaluated how well these components 
recovered the true parameter values (the component-specific parameters and the 
between-component coherency matrices). More specifically, we simulated two 
oscillatory neuronal sources with peak frequency at 10Hz and dipolar MEG sensor-
level representations. We varied the sources’ coherence by linearly mixing the source 
signals using three different degrees of mixing. This resulted in two source signals 
with a coherence of approximately 0.1, 0.5, and 0.9. The signals from the second 
source had a delay of 25ms relative to the first source (a quarter cycle at 10Hz). The 
two source signals were created from white noise to which the following operations 
were applied: (1) scaling of the amplitudes of its Fourier coefficients such that the 
amplitude spectrum was proportional to 1/f, giving the power spectrum a 1/f2 shape 
(Miller et al., 2009), and (2) band-pass filtering the resulting time domain signals 
between 8 and 12 Hz, using a 6th order Butterworth filter. The source signals were 
then projected to the sensor-level using lead fields that were obtained as follows. 
We started from a single-shell volume conduction model (Nolte, 2003), calculated 
from a T1-weighted MR image of the representative subject. Next, the two source 
locations and their source strengths in the x, y, z directions were chosen such that 
their lead fields were most similar to the spatial amplitude map and the spatial 
phase map of two components of the representative subject (see Results section 
3; #6 and #8. Finally, these lead fields were scaled with trial profile loadings, as 
described in the following. The trial profile loadings were either 0.25, 0.50, or 0.75, 
and pairs of loadings (one loading for every component) were always non-identical. 
Each unique pair of coefficients was used equally often. To vary the signal-to-noise 
ratio (SNR), different amounts of spatially uncorrelated sensor-level noise (with a 
1/f2 power spectrum) was added. However, as SNR did not substantially influence 
recovery, we only present the simulations with the lowest SNR (0.01). For each level 
of source mixing, we simulated 100 datasets, also denoted as runs. Each of these 
datasets consisted of 12 trials of 100s each.
 The simulated datasets were analyzed in the same way as the real MEG recordings 
except that we only obtained CSDs for frequencies from 6 to 20Hz instead of from 
6 to 40Hz. After extracting two components from each dataset, we investigated 
their recovery of the simulated parameters. The simulated spatial amplitude and 
spatial phase maps were obtained from the lead fields, and the simulated frequency 
profiles and between-component coherency matrices were obtained from a spectral 
analysis of the source signals. This spectral analysis was identical to the one used for 
E x t ra c t in g  ex t ra cra ni a l  r hy t h mi c  co m p o n e n t s    |   115
4
calculating the sensor-level CSDs. The simulated trial profiles are describe above. 
The to-be-recovered parameters are shown in Figure 1A. Recovery was quantified by 
coefficients that range from 0 to 1. These coefficients are described in Materials and 
Methods section 9. 
 We show the recovery of the simulated spatial amplitude maps and spatial phase 
maps in Figure 1B, the simulated frequency profiles in Figure 1C, the simulated trial 
profiles in Figure 1D, and the simulated between-component coherency in Figure 1E. 
Recovery is shown as a function of source signal coherence. The main findings are 
the following: (1) spatial amplitude maps, spatial phase maps, frequency profiles, 
and trial profiles show near perfect recovery with low source signal coherence, (2) 
with increasing source signal coherence, recovery of the spatial phase maps and 
trial profiles diminishes slightly, (3) estimated between-component coherence 
increases with source signal coherence but systematically underestimates it, and (4) 
the average phase relation between the source signals are poorly recovered by the 
phase of between-component coherency.
 In sum, we have shown that the component-specific parameters of phase-
coupled components can be recovered well under the constraint of zero between-
component coherence. Differences in source signal coherence are reflected in the 
estimated between-component coherence, although the source signal coherence 
itself is underestimated. The average phase relations between the source signals are 
estimated very poorly, and should therefore not be interpreted.
9. Coefficients for assessing the recovery of the simulated parameters
We calculated a number of coefficients to assess the recovery of the simulated 
parameters by the extracted components. We use three different coefficients: (1) 
one for the spatial amplitude maps, the frequency profiles, and the trial profiles, 
(2) one for the spatial phase maps, and, (3) one for the phase of the between-
component coherence. Each coefficient had ranged from 0 to 1, with 1 reflecting 
perfect recovery. The first recovery coefficient was constructed as the component-
specific inner product between the normalized extracted parameter vector (spatial 
amplitude map, frequency profile, trial profile) and its simulated counterpart. 
The recovery coefficient for the spatial phase maps, which is more complicated, is 
calculated as follows:
( )( ) ( )( ) ( )( ) ( )( )( )**1
1
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The calculation involves four steps. In the first step, we compute the frequency-specific 
between-sensor phase relations on the basis of the extracted phases ( ) kexp il  and 
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Figure 1. Simulations show phase-coupled components can be accurately extracted. Weak PCNs 
can be formed by multiple phase-coupled components and are revealed by between-component 
coherence. However, components are extracted under a zero coherence constraint, and coherence 
is computed afterwards. This is to prevent a split-up of components into arbitrary numbers of 
subcomponents. This strategy is only valid if: (1) the resulting component-specific parameter 
degradation is minimal, and (2) between-component coherence can be estimated reasonably 
from these (degraded) parameters. Here we present simulations to test this strategy (for details 
see Materials and Methods section 8, 9). We simulated MEG recordings of two sources and 
systematically varied their coherence (source mixing of 0.05, 0.25, and 0.6). We generated 100 
datasets per level of source mixing. Sensor-level measurements were generated by projecting the 
source signals through lead fields from the representative subject. Source signals were generated as 
band-passed noise with a 1/f^2 shaped power spectrum and consisted of 12 trials of 100s weighted 
by the trial profile. Spatially uncorrelated noise with a 1/f^2 shaped power spectrum was added after 
projecting source signals to the sensor-level. We only show results for the worst signal-to-noise ratio 
(0.01). Components were extracted from each of 3x100 datasets using the same analysis pipeline 
as for the real MEG recordings, and we evaluated whether these components accurately recovered 
the simulated sources. A, source lead fields, frequency profiles, trial profiles, and source signal 
coherence. Frequency profiles shown are the average of the two simulated components, averaged 
over runs. Source signal coherence shown is the average over runs of the sum of coherence over 
frequencies, weighted by the product of both frequency profiles. The phase of coherence shown 
in polar plots was constructed as the mean resultant vector over runs, of the run-specific average 
phase over frequencies, which was weighted by the product of both frequency profiles. Thin lines in 
the frequency profiles and shaded area of the source signal coherences reflects the SD. B, recovery 
of the simulated spatial amplitude map and spatial phase maps (constructed from the lead fields). 
Spatial amplitude maps shown are averaged over runs. Spatial phase maps shown are also averaged 
over runs, weighted by the simulated frequency profiles. Recovery coefficients reflect average 
recovery accuracy over runs (shaded areas reflects SD), averaged over both components and range 
from 0 to 1 (perfect recovery). C, same as B but for the frequency profiles. Thick lines display the 
average frequency profiles, thin lines the SD. D, identical to C but for the trial profiles. E, recovery 
of source coherence by between-component coherence. Between-component coherence shown is 
averaged over runs (shaded area reflects SD), and was constructed as the sum over frequencies per 
run, weighted by the product of the simulated frequency profiles. Polar plots show the run-specific 
average phase, weighted in the same way (red arrow reflects mean resultant vector over runs). 
The results show that the spatial amplitude maps, spatial phase maps, frequency profiles, and trial 
profiles are minimally impacted by the zero coherence constraint. Between-component coherence 
was estimated reasonably well, but its phase relations were not. As such, our analysis strategy is 
valid as long as phase relations between components are not interpreted.
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weight these by the normalized simulated spatial amplitude map, sA . The results of 
this operation are stored in the square matrix ( )( ) ( )( )*ss kA exp i A exp i k⋅ l l , in 
which ( ) kexp il  is a column vector, ⋅  denotes the matrix product, and   the element-
wise product. The weighting with the normalized simulated spatial amplitude map 
sA  ensures that the recovery coefficient is mostly determined by the sensors that 
are strongly affected by the simulated sources. In the second step, we calculate the 
simulated counterpart of the first matrix (using the simulated phases ( ) skexp il ), 
take its conjugate (denoted by the horizontal bar ), and perform an element-wise 
multiplication of the two matrices. This operation produces large values for sensor 
pairs whose extracted phase relation differs strongly from the simulated one. In the 
third step, we summed these phase differences over all sensor-pairs, and take its 
absolute value, such that we obtain a frequency-specific recovery coefficient that has 
a range of 0 to 1. (To keep the formula simple, we define [ ]sum  to be the sum over 
all sensor-pairs, which are organized in a matrix.) In the fourth step, we compute their 
weighted average over frequencies, with the weights obtained from the simulated 
frequency profile sB . The resulting coefficient is sensitive to differences between 
the extracted and simulated spatial phase maps, and is determined most strongly by 
frequencies and sensors that are strongly affected by the simulated sources.
 The recovery coefficient for the phase of between-component coherence was 
constructed as follows:
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Computing this coefficient involves two steps. In the first step, we compute the 
frequency-specific phase difference between the phase of the extracted between-
component coherency ( )kexp ij  and the phase of its simulated counterpart 
( )skexp ij . In the second step, we compute the weighted average of these phase 
differences over frequencies, where the weights are obtained from the simulated 
frequency profiles of both components ( 1skB , and 
2s
kB ). The resulting coefficient 
is sensitive to the phase of between-component coherency, with a weighting that 
ensures that it is mostly determined by frequencies that dominate the simulated 
sources.
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Results 
Measured oscillatory neuronal activity (i.e., at the sensor-level) reflects its underlying 
sources. We present a model-based method that can distinguish between sources 
on the basis of their different patterns of between-sensor phase coupling, and their 
spectral and temporal structure. The method is especially useful when sensors 
measure neuronal activity that originates from multiple sources, such as with 
recordings of electrophysiological activity (e.g., ECoG, EEG, MEG). In fact, because of 
the field spread that is inherent to electrical potentials and magnetic fields (volume 
conduction in EEG/MEG and common pickup in MEG), there can be a substantial 
overlap between the spatial distributions of between-sensor phase coupling 
generated by different sources. Our method separates such sources by their distinct 
spatial, spectral, and temporal profiles. 
 Our method is a form of blind source separation and, in contrast to other source 
separation methods (e.g. ICA/PARAFAC), it is based on a biologically inspired source 
model. In line with the terminology in this field, we will use the terms sources and 
components interchangeably. Because our model pertains to a neurobiological 
rhythm, we denote our components as rhythmic components. Importantly, in 
contrast to source localization (for an overview, see Michel et al., 2004), source 
separation methods do not estimate the sources’ location. 
 An essential feature of the model underlying our method is that it not only 
provides a parsimonious description of patterns of between-sensor phase coupling, 
but also describes their variation over frequencies and trials. When analyzing 
recordings obtained from an experiment, especially the latter is useful: the method 
quantifies how strongly a component is present in each trial, and this allows us to 
investigate task modulations of these components. We will demonstrate this in 
Results section 4.
 Components can reflect sources with different spatial extent, ranging from 
oscillating point sources to spatially distributed sources, such as traveling waves. 
Oscillating point sources can be identified on the basis of their dipolar pattern at 
the sensor-level and the induced between-sensor phase relations of either 0 or π . 
Distributed sources and multiple phase-coupled point sources will be jointly denoted 
as phase-coupled oscillatory networks (PCNs). A PCN differs from a point source by 
its non-dipolar sensor-level representation. In our initial presentation of the method 
(van der Meij et al., 2015), we focused on a type of PCN that reflects a distributed 
source with perfect phase consistency between its subpopulations. As we will 
show, this type of PCN will be reflected in a single component. Besides this single-
component PCN, we will also consider PCNs that consist of multiple weakly coupled 
components. For this type of weak PCNs, we additionally model and estimate the 
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between-component phase coupling. 
 In the following, we present a data analysis strategy that uses our method, and 
we will illustrate it using MEG recordings from a cued tactile detection task (van Ede 
et al., 2012). We first introduce the model underlying our method, and present a data 
analysis pipeline that depends on it. Subsequently, we present components that are 
extracted from the MEG recordings. Using these components, we highlight (1) that 
our approach reveals more than conventional power or coherence analyses, and (2) 
that the trial-level quantifications are a useful tool to investigate task modulations of 
neuronal activity. Following this, we focus on the different types networks that these 
components reflect, and we that these networks are common in MEG recordings.
1. A model for characterizing phase coupling in multi-sensor 
electrophysiological data
Our method is based on a model that describes phase-coupling between oscillations 
in multi-sensor electrophysiological data, obtained in multiple trials. The amplitude 
and phase of these oscillations are described by Fourier coefficients. For this, we use 
a spectral analysis that is based on multiple tapers per trial and frequency, which 
results in a sensor-by-taper matrix of Fourier coefficients, for every frequency and 
trial. (Multiple tapers are optimal, but not necessary for the method that will be 
presented.) We describe the structure in these Fourier coefficients by components, 
where each component consists of four parameter sets (Fig 2). The frequency profile 
(Fig 2A) describes which frequencies are involved in the phase coupling. The spatial 
amplitude map (Fig 2B) describes the degree to which the different sensors reflect 
the source that is described by the component. The spatial phase maps (Fig 2C) 
describe, per frequency, the between-sensor phase relations that are induced by 
this source. Finally, the trial profile (Fig 2D) contains the component strength in each 
trial, which can be used to compare conditions. Importantly, the spatial amplitude 
map and the frequency-specific spatial phase maps express phase coupling by 
maps at the level of individual sensors, and not at the level of sensor-pairs. This is 
important, because phase coupling at the level of sensors-pairs does not directly 
reveal the network of phase-coupled sensors, because this network is at the level of 
individual sensors.
 The model is presented schematically in Figure 3A (for a mathematical 
formulation, see Materials and Methods section 1). The observed matrices of Fourier 
coefficients are frequency- and trial-specific, and they are modeled as the product of 
four matrices containing the model parameters. The first matrix (cyan) is complex-
valued, and is formed by the spatial amplitude map (specifying the amplitudes of 
the complex numbers) and the frequency-specific spatial phase map (specifying the 
phases of the complex numbers) of each component. The second (yellow) and third 
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Figure 2. An example rhythmic component reflecting a posterior alpha source. Our decomposition 
method describes patterns of between-sensor phase coupling over frequencies and over 
trials by rhythmic components. These components are extracted from Fourier coefficients of 
electrophysiological recordings, which are obtained by a spectral analysis using multitapering. 
Components describe the systematic structure of Fourier coefficients over sensors, tapers, 
frequencies and trials and consist of four parameters sets. The frequency profile (A) describes 
the frequencies at which there is between-sensor phase coupling. The spatial amplitude map (B) 
describes which sensors have consistent between-sensor phase relations. The spatial phase maps 
(C) describe, per frequency, the between-sensor phase relations. The trial profile (D) describes 
how strongly a component is present in each trial by a single number. The trial profile provides 
a convenient way to compare conditions at the component-level, by comparing trial-level 
quantifications of the activity of the source reflected by the component. Importantly, the spatial 
amplitude map and the spatial phase maps describe phase coupling at the level of sensor-pairs, 
by maps at the level of individual sensors. This is important, because phase coupling at the level of 
sensor-pairs cannot reveal networks of coupled sensors without a priori hypotheses about which 
sensor-pairs are likely to interact. The component depicted reflects an posterior alpha source, and is 
one of 15 components extracted from a representative dataset in Fig 5.
(red) matrices are real-valued diagonal matrices, and they contain the frequency- 
and trial-specific weighting of each component. The fourth matrix (blue) is complex-
valued, and contains the taper-specific amplitudes and phases of each component. 
These taper-specific amplitudes and phases are also frequency- and trial- specific. 
The diagonals of the middle two matrices, containing the frequency- and trial-
specific weighting of the components, can be concatenated over frequencies and 
trials, respectively. The columns of the resulting matrices (referred to as loading 
matrices) contain the frequency and trial profiles of each component. 
 The model describes a component’s between-sensor phase relations by 
frequency-specific spatial phase maps. This is important, because neurobiological 
rhythms have energy in a range of frequencies. As such, between-sensor phase 
coupling induced by such a rhythm must be described by phase relations that may 
differ across the frequencies involved. This allows our model to characterize sources 
whose phase relations vary over frequencies. This is the case for a source whose 
sub-populations interact with a time delay, which results in phase differences that 
increase linearly with frequency. 
 It is crucial to observe that we are not decomposing a 2-way matrix of Fourier 
coefficients, but a 4-way array with the following dimensions: sensors, frequencies, 
trials, and tapers. This higher dimensionality provides additional structure that 
can be used for identifying and separating components. The model underlying 
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Figure 3. A model for characterizing between-sensor phase coupling by rhythmic components. Our 
method is based on a model that describes patterns of between-sensor phase coupling of oscillations 
in electrophysiological recordings. These oscillations are described by Fourier coefficients obtained 
by a spectral analysis using multitapering, which vary of sensors, tapers, frequencies and trials. 
Components describe the systematic variability in these Fourier coefficients by a spatial amplitude 
map, a spatial phase map per frequency, a frequency profile, and a trial profile (Fig 2). Here we 
present the model schematically. A. The model describes the structure in sensor-by-taper matrices of 
Fourier coefficients (green) per frequency and trial, by the product of four matrices reflecting the four 
parameter sets. The first (cyan) is complex-valued and contains the spatial amplitude map (Fig 2B) and 
frequency-specific spatial phase map (Fig 2C) for all components. The second matrix (yellow) is real-
valued and diagonal, and contains the frequency-specific weighting of components. When combined 
over frequencies, it forms the frequency profile (Fig 2A). The third matrix (red) is similar to the second 
(cyan) but contains the trial-specific loadings, and forms the trial profile (Fig 2D). The fourth matrix 
(blue) is complex-valued, and contains the frequency- and trial-specific amplitudes and phases of 
each taper of each component. The middle two matrices are important, as they reflect the fact that 
we are not decomposing a 2-way matrix, but a 4-way array of Fourier coefficients. Crucially, this is 
what ensures that our components are unique without additional statistical constraints (in contrast 
to PCA/ICA). B. The model in A does not capture between-component coherence. The following 
model can, and it models the sensor-by-sensor cross-products of the matrices of Fourier coefficients. 
These cross-products are the cross-spectral density matrices (CSDs), and describe between-sensor 
phase coupling averaged over tapers. The model for the cross-products is the cross-product of 
the model in A, and contains the same parameters. In the center there are now the component-
by-component cross-products of the matrices (purple) that contained taper-specific parameters. 
Importantly, these component-by-component cross-products describe the phase coupling between 
components averaged over tapers, and is the component-level CSD. This matrix is explicitly modeled 
in the final model which we use to extract components. C. The final model explicitly models between-
component phase coupling by the component-level CSD (purple). Importantly, this is only estimated 
per frequency, and not per trial and per frequency (see Materials and Methods section 1 for a 
mathematical description of the model). Components according to this model can be extracted using 
a method denoted as SPACE.
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our method shares this aspect with other N-way decomposition models such as 
PARAFAC (Carrol and Chang, 1970; Harshman, 1970). Crucially, this higher number of 
dimensions (N>2) is what allows for extracting components that are unique without 
enforcing statistical constraints. This contrasts with the widely used ICA and PCA, 
which require non-biological constraints (statistical independence, orthogonality, 
maximal variance) to ensure uniqueness. 
 At this point, the model does not yet contain a parameter that characterizes the 
between-component phase coupling. However, as will be described later, between-
component phase coupling is necessary to describe certain types of PCNs. We now 
present an extension of the original model which also allows for modeling between-
component phase coupling (Fig 3B,C). This is not a model of the sensor-by-taper 
matrices of Fourier coefficients, but of their cross-products, which are also called 
cross-spectral density (CSD) matrices. A sensor-by-sensor CSD matrix describes 
between-sensor phase coupling, averaged over tapers. In the center of the right-
hand side of Figure 3B, there is now the cross-product of the matrix containing 
the taper-specific amplitudes and phases. This component-by-component matrix 
(purple) is the component-level CSD, which describes the between-component 
phase coupling, averaged over tapers. To arrive at the final model which our method 
is based upon, we now explicitly model the component-level CSD and replace the 
cross-product in the center (Fig 3C). Importantly, although the first model (Fig 3A) 
contains the taper-specific amplitudes and phases for each frequency and each trial, 
the component-level CSD in the final model (Fig 3C, purple) is only modeled per 
frequency. Components according to this model can be extracted using a method 
denoted as SPACE (for Spatially distributed PhAse Coupling Extraction; van der Meij 
et al., 2015; see Materials and Methods section 1).
 SPACE is inspired by PARAFAC (Carrol and Chang, 1970; Harshman, 1970; Bro, 
1998; Kiers et al., 1999; Sidiropoulos et al., 2000). As is the case for PARAFAC, the 
model underlying our method contains trivial indeterminacies which are solved 
by various normalizations (see Materials and Methods section 1). One of the 
consequences of these normalizations is that the component-level CSD is normalized 
to a between-component coherency matrix per frequency. In the following, we 
show how components extracted using the proposed method can be used to analyze 
extracranial brain signals. We first present the analysis pipeline, and then the results 
that were obtained by applying this pipeline to the data of an MEG experiment.
2. An analysis pipeline for extracting rhythmic components 
Extracting components using our method is achieved in several steps, which we 
present as an analysis pipeline (Fig 4). The input for this pipeline are multi-sensor 
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electrophysiological recordings obtained in different trials (also called epochs). 
Although we demonstrate our analysis approach by extracting components from 
MEG recordings, in principle, any type of multi-sensor electrophysiological recordings 
can be used. In fact, we initially applied our method to ECoG data (van der Meij et 
al., 2015). Additionally, any type of epoch is suitable, as long as they allow for a 
meaningful comparison of the epoch-specific component strengths.
 We start with a spectral analysis and compute a CSD matrix for each frequency 
and trial. We calculate these CSDs in a way that makes them more sensitive to rhythmic 
sources than regular CSDs (see Materials and Methods section 2). Using the CSDs as 
input, we extract components in three steps. First, the number of components to be 
extracted is determined on the basis of an assessment of the components’ reliability. 
This approach involves splitting the trials in two sets, extracting components from 
the CSDs of the two sets, and evaluating the components’ reliability by comparing 
them between the two sets (for details see Materials and Methods section 3). In the 
second step, the component-specific parameters are estimated (spatial amplitude 
and spatial phase maps, frequency and trial profiles). In the third and last step, 
we estimate the between-component coherency matrices (the rationale for this is 
described in Results section 5).
 In the following, we apply this pipeline to MEG recordings obtained during a 
cued tactile detection task (van Ede et al., 2012). In Results section 3, we present the 
spatial and spectral content of the extracted components. Next, in Results section 
4, we show how the trial-specific component strengths can be used to reveal task 
Figure 4. An analysis pipeline for extracting rhythmic 
components. Extracting components using our method is 
achieved in several steps, which we present as an analysis 
pipeline. We start with electrophysiological recordings obtained 
from multiple sensors and multiple trials. Extracting components 
is not limited to a particular recording technique. We segment 
our recordings in temporal epochs that reflect trials, but any 
kind of epoch is useful as long as they are chosen in a way such 
that they allow for meaningful comparisons of epoch-specific 
quantifications of component strengths. To extract components 
a spectral analysis is performed, and subsequently the cross-
spectral density matrices (CSDs) are computed, resulting in CSDs 
per frequency and trial. These CSDs are computed in a way such 
that they are more sensitive to rhythmic sources (see Materials 
and Methods section 2). Once the CSDs are obtained, 
components can be extracted. The number of components needs to determined first. We do this in 
an approach that assesses the reliability of components, by splitting the trials into two sets, 
extracting components from both sets, and comparing them between sets (see Materials and 
Methods section 3). Once the number of components is determined the final components can be 
extracted. Then, as a final and separate step, between-component coherence is estimated. The 
rationale behind computing between-component coherence separately is discussed in Results 
section 5. 
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modulations of neuronal activity. Finally, in Results sections 5 and 6, we show that 
single components can reflect phase-coupled oscillatory networks (PCNs), and in 
Results section 7, that multiple components can be weakly coupled, forming weak 
PCNs.
3. Rhythmic components in MEG data reveal spatially and spectrally diverse 
sources 
To demonstrate the usefulness of our method, we analyzed MEG data recorded in 
a cued tactile detection task. In the present section, we describe the spatial and 
spectral diversity in the extracted components and contrast them with the outcome 
of more conventional analyses.
 We present the spatial distribution and spectral content of 783 components 
that we extracted from 66 extracranial datasets. We first show the components 
extracted from the data of a representative subject, and then describe all extracted 
components. In the cued tactile detection task, participants were asked to indicate 
the presence or absence of a weak electrical stimulus presented to the left or right 
thumb (for details see Materials and Methods section 4). In 1/3 of the trials, the 
location of the possible tactile stimulus was cued by an auditory stimulus, allowing 
subjects to direct their attention to that thumb. On trials without a cue, the tactile 
stimulus could occur at either thumb. We split the trials from each dataset into three 
periods. The prestimulus period reflects preparation for the tactile stimulus (1.5 
s), the stimulus period reflects stimulus processing (1 s), and the response period 
reflects response preparation and execution (>1 s). In the first set of analyses, we 
collapse across these three task periods; their differences will be analyzed in the 
next two sections. In total, we analyzed 66 datasets (11 subjects * 2 sessions * 3 
periods). On average, we extracted 12.0 (SD = 2.0) components per dataset. These 
components explained on average 50.7% (SD = 6.5%) of the variance in the single-
trial CSDs from each dataset.
 In Figure 5, we show the components extracted from the prestimulus period 
data of a representative subject. We extracted 15 components, which reflected 9 
alpha sources (Fig 5A; peak within 8 to 16 Hz) and 6 beta sources (Fig 5B; peak 
within 16 to 30 Hz). These components reflected (1) many overlapping occipital 
alpha sources, (2) occipital beta sources, (3) an occipito-central/frontal source 
(#13), and, (4) left and right sensorimotor beta sources. The components differed 
with respect to the type of sources they reflect. Some of these likely reflect an 
oscillating point source characterized by a dipolar pattern of between-sensor phase 
coupling (e.g., #6, 11, 14, 15). This is indicated by their spatial amplitude map having 
two peaks (local maxima), and by their spatial phase maps at the peak frequency 
showing phase relations that were mostly 0 and π . There were also components 
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Figure 5. Spatial and spectral structure of sources described by 15 components from a 
representative subject. We extracted 15 components using the analysis pipeline described in Result 
section 2 from MEG recordings of a representative subject performing a cued tactile detection task 
(see Materials and Methods section 4 for task details). This dataset came from the prestimulus 
period. A, frequency profiles, spatial amplitude maps, spatial phase maps at the peak frequency, 
and trial profiles of components reflecting alpha sources. Phases in the spatial phase maps were 
masked when amplitudes in the spatial amplitude map fell below 30% of its maximum. B, same as 
A, but for components reflecting beta sources. The components we extracted reflected (1) many 
overlapping posterior alpha sources, (2) posterior beta sources, an occipito-central/frontal source 
and (4) left and right sensorimotor beta sources. Components reflected different types of sources. 
Some components likely reflected point sources (e.g. #6, 11, 14, 15), visible by spatial amplitude 
map showing two peaks and their spatial phase maps showing phase relations of only 0 and π . 
Other components with two peaks in their spatial amplitude map showed more phase diversity (e.g. 
#1, 5, 8, 10, 13), and other had more than two peaks in their spatial amplitude map (e.g. #2, 4, 9). 
These last two groups likely reflect a distributed source or multiple phase-coupled point sources. 
These will both be described as phase-coupled oscillatory networks in Results section 5 and 6.
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with two peaks in their spatial amplitude maps, but with more phase diversity in 
their spatial phase maps (e.g., #1, 5, 8, 10, 13; for a discussion of phase diversity, see 
van der Meij et al., 2012; Maris et al., 2013). Additionally, several components had 
more than two peaks in their spatial amplitude map (e.g., #2, 4, 9). These last two 
groups of components likely reflect a distributed source or multiple phase-coupled 
point sources. We denote these source configurations as phase-coupled oscillatory 
networks (PCNs) and describe them in Results section 5 and 6.
 We investigated whether the alpha and beta sources revealed by the extracted 
components were also revealed by conventional analyses involving power and seed-
based coherence (Fig 6A,B). Power and coherence were computed using the same 
CSDs that were used for extracting the components. We observe that (1) the analysis 
of power suggests only occipital activity, (2) occipital seed-based alpha coherence 
shows distributed coupling over many occipital sensors, and (3) sensorimotor seed-
based beta coherence reveals sensorimotor sources with a monopolar pattern. 
This contrasts with the extracted components, which revealed (1) that occipital 
alpha power and coherence originated from many overlapping and separable alpha 
sources, and (2) that there are clear dipolar beta patterns over sensorimotor cortex, 
strongly suggesting point sources. The lack of dipolar patterns in sensorimotor 
seed-based beta coherence and the widespread distribution of occipital seed-based 
alpha coherence, illustrate an important point: as a result of the overlap between 
Figure 6. Alpha and beta power and seed-
based coherence of the representative 
subject. To compare the extracted 
components of our representative subject 
(Fig 5) to conventional analyses we computed 
power and coherence using the same CSDs 
as were used to extract components. A, 
spatial topography of alpha and beta power. 
B, spatial topography of alpha coherence 
seed from a posterior sensor, and spatial 
topography of beta coherence seeded from 
two sensorimotor sensors. Observe that (1) 
the analysis of power suggests only occipital 
activity, (2) occipital seed-based alpha 
coherence shows distributed coupling over 
many occipital sensors, and (3) sensorimotor 
seed-based beta coherence reveals sensorimotor sources with a monopolar pattern. When 
comparing this to the components extracted using the same CSDs (Fig 5) we observe (1) that 
occipital alpha power and coherence originated from many overlapping and separable alpha 
sources, and (2) that there are clear dipolar beta patterns over sensorimotor cortex, strongly 
suggesting point sources. That these observations cannot be made in power and seed-based 
coherence illustrates an important point: due to summation of multiple sources sensor-level power 
and coherence is a very indirect way of studying neuronal activity. Extracting components using our 
method allows for separating overlapping sources and to analyze them individually. 
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the sensor-level signatures of multiple sources, studying sensor-level coherence is 
a very indirect way of studying distributed patterns of neuronal activity. In contrast, 
components extracted using our method allows to separate these overlapping 
sources and to analyze them individually. 
 We now present the spatial and spectral content of sources reflected by all 783 
components that were extracted. We extracted 423 components reflecting alpha 
sources, 332 components reflecting beta sources, and 28 components reflecting 
gamma sources (see Materials and Methods section 5). To investigate their spatial 
distribution across the brain, we categorized them on the basis of their spatial 
amplitude maps (Fig 7). We distinguished between six regions: posterior, anterior, 
left sensorimotor, right sensorimotor, bilateral, plus a rest category for the remaining 
components. Components were categorized using their values on three coefficients, 
each of which indexes their relative location over a particular part of the brain: 
the left versus the right hemisphere, the anterior versus the posterior part of the 
brain, and the medial versus the lateral part (see Materials and Methods section 5 
for details). We first show a summary of this categorization based on location (Fig 
7A). This reveals a strong difference between alpha, beta and gamma components. 
For alpha and gamma components, the spatial amplitude maps mostly covered the 
posterior region. For beta components, on the other hand, the spatial amplitude 
maps covered all six regions. To show the diversity in the spatial amplitude maps, for 
five regions (posterior, anterior, left sensorimotor, right sensorimotor, and bilateral), 
we show the maps of 15 canonical alpha, beta and gamma components (Fig 7B-
D; see Materials and Methods section 5). From the 15 exemplars in each category, 
we conclude that the components most likely reflected (1) posterior alpha, beta, 
and gamma sources, (2) sensorimotor alpha and beta sources, and (3) some deep 
(or distributed superficial) alpha but mostly beta sources (anterior and bilateral 
regions). 
 In summary, we have shown that the extracted components reflect spatially 
and spectrally diverse sources, and that these sources are difficult to identify using 
conventional power and coherence analyses. The extracted components revealed 
numerous alpha and beta sources with diverse spatial maps, and showed that the 
occipital alpha rhythm is generated by many separable sources whose spatial maps 
overlap at the sensor level. Next, we investigate whether components are modulated 
by task and behavioral variables, and for this we make use of the components’ trial 
profiles. 
4. Investigating task modulations of neuronal activity by analyzing the 
components’ trial profiles
Neuronal activity is often investigated in the context of a task, and the analysis 
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Figure 7. Spatial and spectral diversity of sources described by 783 components extracted from 
MEG recordings during a cued tactile detection task. 783 components were extracted from MEG 
recordings of 11 subjects in 22 sessions performing a cued tactile detection task, using the analysis 
pipeline present in Fig 4. Each trial was split up into three periods, resulting in 66 datasets (for 
details see Materials and Methods section 4). Per dataset we extracted on average 12.0 (SD = 
2.0) components, explaining on average 50.7% (SD = 6.5%) of the variance in its CSDs. Based on 
their frequency profiles we classified 423 components as alpha, 332 as beta, and 28 as gamma 
components. To visualize their spatial diversity we categorized components based on the distribution 
of their spatial amplitude maps in 6 categories, describing posterior, anterior, left sensorimotor, right 
sensorimotor, and bilateral sources, and a rest category. Components were categorized using three 
coefficients reflecting different aspects of their spatial amplitude maps (see Materials and Methods 
section 5). A, summary of spatial and spectral categorization. Alpha components reflected mostly 
posterior sources, beta components reflected sources from each category, and gamma components 
reflected mostly posterior sources as well. B, 15 exemplars of alpha components from each spatial 
category. Exemplars were the 15 ‘most canonical’ components (see Materials and Methods section 
5). Numbers indicate the selected and the total number of components in each category. C, same as 
in B but for beta components. D, same as in B but for gamma components. From B-D we observe that 
the extracted components reflected (1) posterior alpha, beta, and gamma sources, (2) sensorimotor 
alpha and beta sources, and (3) some deep (or distributed superficial) alpha but mostly beta sources 
(anterior and bilateral regions).
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question of interest is usually whether neuronal activity differs as a function of 
experimental variables and/or the behavior that is elicited (jointly denoted as task 
modulations). This typically involves an analysis at the sensor level, where the 
relationship between some measure of neuronal activity (e.g. power, coherence) 
and an independent variable (e.g. conditions, reaction times, performance) is 
investigated for every sensor or sensor-pair. This is suboptimal for two reasons. First, 
quantifying the reliability of an effect requires a statistical evaluation for each of the 
sensors (sensor-pairs), which is problematic without a priori hypotheses about where 
the effect will occur. Second, when sensor-level representations of neuronal sources 
overlap due to field spread, then only the sum of their activities can be related to the 
independent variable. This is problematic if the activity of different, but overlapping, 
sources is differentially modulated by the task. Our decomposition method provides 
an alternative: investigating task modulation of neuronal activity at the component-
level. This is possible because the underlying model quantifies in a single number 
how strongly each component is present in a given trial; combined over all trials, 
these numbers constitute the trial profile. Investigating the relationship between 
an independent variable and the neuronal activity reflected by a component then 
reduces to relating this trial profile to the independent variable.
 We now demonstrate how the components’ trial profiles can be used to 
reveal task modulations of neuronal activity. Specifically, we compare experimental 
conditions in a cued tactile detection task by comparing condition- and component-
specific averages of the trial-level quantifications. Specifically, we investigate 
whether the activity reflected by a component is modulated by tactile attention and 
detection performance. The first contrast compares the average source activity on 
trials where the location of the stimulus was cued and therefore attended, versus 
those trials in which it was not cued and thus not attended (cued vs uncued). The 
second contrast compares the average source activity on trials in which the presence 
of a stimulus was detected with trials in which it was not detected (hit vs miss). We 
additionally investigate the relationship between the two experimental contrasts 
as a function the three task periods, and as a function of the spatial and spectral 
content of the components. 
 We introduce this task modulation using components obtained from the 
prestimulus period data of the representative subject (Figure 8). Three components 
were selected because they showed the largest experimental contrasts of the 15 
extracted components (shown in Fig 5). These components reflected two occipital 
alpha sources and one beta source with a spatial amplitude map over occipital and 
central regions (Fig 8A,B). The difference in average source activity is expressed by 
t-values from independent samples t-tests. The first occipital alpha source was more 
active on hit than on miss trials (t(179) = 3.01, p<0.005), but did not differ as a 
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function of attention (t(399) = -0.23, p>0.8). In contrast, the second occipital alpha 
source was less active on hit than on miss trials (t(179) = -2.87, p<0.005), and was 
also less active on cued than on uncued trials (t(399) = -2.31, p<0.05). Finally, the 
beta source did not differ between hit and miss trials (t(179) = 0.12, p>0.9) but was 
less active on cued than on uncued trials (t(399) = -3.69, p<5*10^-4). These examples 
demonstrate that different components can reveal different task modulations of the 
sources they reflect.
 We now investigate the modulation of source activity by attention and 
performance for all components (Fig 9). To investigate whether task modulation 
differed between stimulus preparation, stimulus processing, and response 
preparation/execution, we show the experimental contrasts separately for the three 
task periods (Fig 9A). Contrasts are again expressed by t-values. For the stimulation 
period, both alpha and beta sources showed a positive relation between the two 
Figure 8. Task modulation of neuronal 
activity revealed by the trial profile of 
components extracted from the 
representative subject. Components reflect 
neuronal sources, and their strength in each 
trial is quantified by a single number, 
combined into the trial profile. These trial-
level quantifications reflect the activity of 
the source, and can be used to analyze 
neuronal activity as a function of the task at 
the level of components (instead of at the 
sensor-level). We demonstrate this in three 
components from the representative subject 
by comparing the average source activity on 
trials where the location of the stimulus was 
cued (and thus attended) vs where it was 
uncued (unattended), and by comparing the 
average activity on trials where the presence 
of the stimulus was detected by the subject 
(hit) vs where it was not (miss). The three 
components were selected out of the 15 
because they showed the strongest effects, 
and reflected two posterior alpha sources, 
and one occipito-central/frontal beta source. A, frequency profiles of the selected components. B, 
spatial amplitude maps of the selected components. C, task-dependent activity of the sources 
reflected by the contrasts expressed as t-values of independent samples t-tests. The first posterior 
alpha source was more active on hit trials then it was on miss trials (t(179) = 3.01, p<0.005), but did 
not differ as a function of attention (t(399) = -0.23, p>0.8). The second posterior alpha source was 
less active on hit trials than on miss trials (t(179) = -2.87, p<0.005), and was also less active on cued 
trials than on uncued trials (t(399) = -2.31, p<0.05). The beta source did not differ between hit and 
miss trials (t(179) = 0.12, p>0.9) but was less active on cued than on uncued trials (t(399) = -3.69, 
p<5*10^-4). These examples demonstrate that different components can reveal different task 
modulations of the sources they reflect.
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contrasts in the stimulus period: components whose source activity was weaker on 
trials in which the stimulus location was cued, also had weaker activity on trials in 
which the stimulus was detected. Vice versa, components whose source activity was 
stronger on cued trials also had stronger activity on hit trials. Correlations between 
the two contrasts in the stimulus period were 0.64 (p<5*10^-6) and 0.61 (p<5*10^-4) 
for alpha and beta components respectively. During the preparation period, beta 
source activity revealed a similar relation between the two contrasts, with the 
contrasts having a correlation of 0.39 (p<0.005). We did not compute correlations 
for the gamma components due to the low number of components. As a statistical 
note, we tested all correlations using a random effects approach (using neuroimaging 
terminology, at the second level), with the components being the first level and the 
subjects’ datasets the second (see Materials and Methods section 6).
 In the above, we show that there are alpha and beta sources, whose activity 
is up- or down-regulated when attention is directed to the location of a possible 
stimulus, and whose activity is modulated in the same direction when a stimulus is 
correctly detected. This phenomenon has been reported before. First considering 
down-regulation, knowledge of the location of the stimulus aids in its detection 
(Posner, 1980), which in task-relevant regions is associated with the suppression 
of alpha and (in case of somatosensory attention also) beta rhythms. This has been 
demonstrated both in the visual modality (e.g. Foxe et al., 1998; Thut et al., 2006; 
Siegel et al., 2008), and the somatosensory modality (e.g. Jones et al., 2010; Haegens 
et al., 2011; van Ede et al., 2012, with the latter involving an analysis of the same 
data as the current paper). Next, considering up-regulation, we additionally find 
alpha and beta sources that show the reverse. That is, the activity of these sources is 
higher during attention and when stimuli are detected accurately. This has also been 
reported before, with alpha rhythms being enhanced and thought to suppress task 
irrelevant regions (Jensen et al., 2002; Haegens et al., 2012). Whether our sources 
show suppressions only in task relevant regions (sensorimotor) and enhancements 
only in task irrelevant regions (posterior and others) is revealed by their location, 
which is what we investigate below. 
 To investigate the location of the sources whose activity was both up-regulated 
or both down-regulated with attention and performance, we expressed the combined 
strength of both contrasts as a function of the spatial category of their associated 
spatial amplitude maps (Fig 9B). These spatial categories were combinations of those 
described previously (see Results section 3) and describe posterior, sensorimotor 
(left and right), and deep/distributed sources (anterior and bilateral). We show the 
combined contrast strength for two selections of components: those whose sources 
were down-regulated both on trials where the stimulus could be attended and on trials 
where it was detected, and those whose sources were up-regulated on both types of 
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Figure 9. Task modulation of neuronal activity revealed by the trial profiles of all 783 components. 
A component’s trial profile can be used relate the activity of its source to the task, and provides a 
more direct way of investigating task modulation of neuronal activity than by analyses at the sensor-
level. We demonstrate this by contrasting average source activity as a function of attention, and 
subject’s performance on the task, for all 783 components. Contrasts are the same as in Fig 8. A, 
attention and performance contrasts expressed by t-values as a function of the three task periods 
to investigate whether activity modulation differed between task stages. Lines are least-squares fit 
lines. Activity modulations of alpha and beta sources during stimulus processing were positively 
related: sources that were less active on attended trials (cued) were often also less active on trials 
where the stimulus was detected (hit), and vice versa. Pearson’s correlations were 0.64 (p<5*10^-
6) and 0.61 (p<5*10^-4) for alpha and beta resp. Beta source activity during stimulus preparation 
showed a similar relation with a Pearson correlation of 0.39 (p<0.005). Correlations for gamma 
components were not computed due to the low number of components. Statistical testing was 
performed using a two-level random effects approach (see Materials and Methods section 6). These 
analyses revealed that there are sources whose activity is ‘suppressed’ (both less active on cued and 
hit trials) and ‘enhanced’ (both more active on cued and hit trials). B, combined strength of both 
contrasts as a function of three spatial categories. Combined contrast strength of a component was 
constructed by computing the average of the t-values for both contrasts, and subsequently taking 
its absolute value. Bars indicate SD. The spatial categories describe posterior, sensorimotor (‘left/
right sensorimotor’), and distributed sources (‘anterior’ and ‘bilateral’; see Materials and Methods 
section 5 and Fig 7). Alpha and beta components reflecting suppressed and enhanced sources were 
present in each category. C, same as in B, but split up for left and right sensorimotor cortex and for 
trials in which the stimulus arrived on the left thumb or the right thumb. The results from B and C 
show that there were sources whose alpha rhythms were suppressed in both task relevant regions 
(sensorimotor) and task irrelevant regions (posterior and others), and that there were sources 
whose beta rhythms were suppressed and enhanced in both task relevant regions (sensorimotor) 
and task irrelevant regions (posterior and others). This suggests a complex situation where sources 
that are located close to each other can be both beneficial and detrimental to the task.
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trials (as reflected in, both negative and both positive t-values for the two contrasts 
resp.). We denote these two types of components as, respectively, suppressed 
and enhanced. Combined contrast strength of a component was constructed by 
computing the average of the t-values for both contrasts, and subsequently taking 
its absolute value. Of the 423 alpha components, 170 were suppressed and 101 
were enhanced. For beta components, this was 133 and 87 out of 332. For gamma 
components this was 7 and 12 out of 28. Suppressed and enhanced components 
were present in all three spatial categories. The sensorimotor sources can reside in 
task relevant and irrelevant regions depending on whether the stimulus arrived on 
the left or right thumb. To investigate the activity of these sources as a function of 
task relevance, we show combined contrast strength separately for trials in which the 
stimulus was expected on the left thumb and for trials in which it was expected on 
the right thumb, and do this for left and right sensorimotor sources (Fig 9C). Left and 
right sensorimotor suppressed alpha and beta components were present regardless 
of the side of attention, and this was also the case for enhanced beta components. 
Only two alpha components showed an enhancement, and it is interesting to note 
that these occurred only ipsilateral to the attended hand. However, this observation 
is difficult to interpret due to the low number of sensorimotor alpha components 
that were extracted (see Fig 7).
 With respect to the alpha components, the results from Fig 9B and together show 
that there are sources whose alpha rhythms are suppressed both in task relevant 
regions (sensorimotor cortices) and task irrelevant regions (visual/sensorimotor 
cortices and others). With respect to the beta components, the results first show 
that there are both sources whose beta rhythms are suppressed and sources whose 
beta rhythms are enhanced. Additionally, both types of sources are observed in task 
relevant as well as task irrelevant regions. Together, these findings suggest a complex 
situation where sources that are located close to each other can be both beneficial 
and detrimental to the task. Given that these sources often have overlapping sensor-
level representations in extracranial recordings, this complexity would be difficult to 
appreciate when performing analyses at the sensor-level.
 In summary, we have shown how task dependent neuronal activity can be 
analyzed by investigating neuronal activity at the component-level by using the 
components’ trial profiles. We demonstrated this by comparing the average activity 
of neuronal sources as a function of task and behavior, and showed that there 
were many alpha and beta sources whose activity systematically varied with tactile 
attention and performance. Importantly, many of these sources originated from 
the same regions and reflected either a suppression or enhancement of rhythms in 
regions both relevant and irrelevant to the task. The signals from these sources often 
overlapped in our extracranial recordings due to field spread. This demonstrates the 
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usefulness of our method, which is capable of separating sources when putative 
sources are located close together.
5. Rhythmic components describe both strongly and weakly phase-coupled 
oscillatory networks (PCNs)
A rhythmic component describes the spatial, spectral and temporal structure of 
phase-coupling that is induced by a neuronal population. Neuronal populations can 
form phase-coupled oscillatory networks (PCNs) and, using our method, we can 
distinguish between two types, strong and weak PCNs. A strong PCN is a spatially 
distributed neuronal population whose subpopulations (not necessarily connected 
in space) are strongly phase-coupled (in the prototypical case, with a coherence of 
1). As we will explain below, a strong PCN is captured by a single component. A weak 
PCN is a collection of neuronal populations that are only weakly phase-coupled (e.g., 
only during some parts of an extended period). As we will explain below, a weak 
PCN is captured by multiple phase-coupled components, each of which reflects one 
neuronal population. These populations can be point sources or they can also be 
spatially distributed. In the latter case, this neuronal population is itself a strong 
PCN. Thus, a weak PCN can be a phase-coupled network of strong PCNs, but may 
also involve components that reflect point sources.
 Strictly speaking, the distinction between distributed and point sources is not 
biologically realistic. However, it is useful because it allows for making a distinction 
between components that are strong PCNs (distributed sources) and those that are 
not (point sources). In practice, we will consider a component to be a point source 
if its spatial amplitude and spatial phase map closely approximate a current dipole; 
otherwise, it will be considered a distributed source. Note that a distributed source 
can be spatially discontinuous, and when the disconnected subpopulations are small, 
, the source’s spatial amplitude and spatial phase map can look like a superposition 
of point sources (e.g., component #2 in Fig 5).
 When extracting components, we have to deal with the fact that a single 
component can be split in any number of components with between-component 
coherences equal to 1. In terms of the matrices in Figure 3, this splitting of components 
corresponds to a single spatial map (a column in the leftmost cyan matrix) being 
replaced by multiple spatial maps, which can be combined into the original one. 
Importantly, after this split, the corresponding columns of the between-component 
coherency matrices are equal to each other (and, as a result, the whole matrix is 
rank-deficient). We prevent such a split-up of components by putting a constraint on 
the between-component coherencies. Specifically, we constrain these matrices to 
be identity matrices (zero between-component coherence). Under this constraint, a 
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PCN that exhibits perfect phase coupling between subpopulations will be captured 
by a single component. In fact, if this PCN would be split over multiple components 
then some off-diagonal elements of the between-component coherency matrices 
will be equal to 1, strongly conflicting with the zero coherence constraint. This 
constraint also has the consequence that groups of sensors that correspond to 
weakly phase-coupled neuronal populations, will be split into separate components. 
After estimating the component-specific parameters under the identity matrix 
constraint, these weak PCNs are identified by estimating the between-component 
coherencies while keeping the component-specific parameters fixed.
 The zero coherence (identity matrix) constraint unavoidably leads to some 
degradation of the component-specific parameters of phase-coupled components. 
As such, our strategy is only valid under two assumptions: (1) the resulting 
component-specific parameter degradation is minimal, and (2) the between-
component coherencies can be estimated reasonably from these parameters. We 
evaluated the robustness of our strategy by simulating overlapping phase-coupled 
MEG components, and varying the strength of their coherence. The simulations and 
their results are described in detail in Materials and Methods section 8. In short, 
this simulation study showed that (1) the component-specific parameters are only 
minimally distorted by the constraint, (2) between-component coherence can be 
recovered well, but (3) the between-component phase relation cannot. 
 In the following two sections we first describe strong PCNs that are revealed by 
single components extracted from our MEG recordings. Next, we will describe weak 
PCNs revealed by their between-component coherencies.
6. Strong PCNs are widespread in MEG recordings
To identify single-component strong PCNs they need to be distinguished from 
components that reflect single oscillating point sources. This is achieved by 
investigating their spatial amplitude and spatial phase maps. A point source has a 
dipolar pattern at the sensor level: a spatial amplitude map with two peaks, and a 
between-peak phase relation of π . When a component has more than two peaks 
and/or it has different between-peak phase relations, it cannot reflect a point source. 
Instead, such a component reflects a distributed source, or multiple phase-coupled 
point sources, and thus it reflects a PCN.
 We show identified strong PCNs in Figure 10. These PCNs were identified 
on the basis of the between-peak phase relation, which were obtained from the 
component’s spatial phase map (at the peak frequency of the frequency profile). 
Spatial peaks were detected by comparing the loadings of the spatial amplitude 
map between neighboring sensors (see Materials and Methods section 7; peaks of 
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Figure 10. Strongly phase-coupled oscillatory networks (PCNs) are widespread in MEG recordings. 
Single components that describe distributed sources reflect strong PCNs, and to identify them they 
need to be distinguished from oscillating point sources. This is achieved by investigating their spatial 
amplitude and spatial phase maps. A point source has a spatial amplitude map with two peaks 
(local maxima), and a between-peak phase relation of π . When a component has more than two 
peaks and/or it has different between-peak phase relations, it cannot reflect a point source. Such a 
component describes a distributed source (which can include multiple phase-coupled point sources) 
and thus reflects a strong PCN. Here we present single-component PCNs identified in components 
from all datasets. A, within-component peak-pair phase relations of the spatial phase map at the 
peak frequency of the frequency profile. Each dot represents a peak-pair within a component, and 
is color coded w.r.t. to the total number of peaks in the spatial amplitude map of the component. 
Peak-pair magnitude is determined by the product of the amplitude of the peaks, with the spatial 
amplitude maps normalized to have a maximum value of 1. Peaks were detected by comparing the 
loadings of the spatial amplitude map between neighboring sensors (see Materials and Methods 
section 7; example peaks are shown in Fig 11). Alpha, beta, and gamma all showed (1) components 
with two spatial peaks and between-peak phase relations of π , and (2) components with more 
than two peaks and/or between-peak phase relations different from π . B, peak-to-peak within-
component connections of each component likely reflecting a strong PCN. Line color reflects peak-
pair phase difference and line thickness reflects peak-pair magnitude. Components were considered 
as a PCN when they had at least one peak-to-peak phase difference between 3 / 4π−  and 3 / 4π  
on the right hand side of the circle. To avoid showing connections between poles of a dipole we only 
show connections inside this phase interval. Alpha, beta and gamma sources all reflected single-
component strong PCNs and were widely spatially distributed. Beta sources described strong PCNs 
most often (60%), followed by alpha sources, (50%) and gamma sources (18%). Additionally, beta 
PCNs appeared more widely distributed than alpha strong PCNs. Non-PCN components reflected 
point sources, being 40%, 50% and 82%. C, peak-to-peak within-component connections as in B but 
for ‘suppressed’ and ‘enhanced’ components separately. Suppressed and enhanced components 
had either both negative t-values or both positive t-values on the experimental contrasts used 
in Figure 8 and 9. There were single-component strong PCNs both among the suppressed and 
enhanced component types, and this was the case for both alpha (resp., 46% and 54%) and beta 
(resp. 65% and 49%) components. We did not investigate this for gamma components due to their 
low number. The above results show that (1) single-component strong PCNs are common, (2) are 
widely distributed, and (3), were common among ‘suppressed’ and ‘enhanced’ components.
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representative subject components are shown in Fig 11). Alpha, beta, and gamma all 
showed (1) components with two spatial peaks and between-peak phase relations 
of π , and (2) components with more than two peaks and/or between-peak phase 
relations different from π  (Fig 10A). Components reflecting beta sources most often 
had more than two peaks (62%), followed by alpha sources (47%). To investigate the 
spatial distribution of strong PCNs, we show the peak-to-peak within-component 
connections of each component reflecting a strong PCN (Fig 10B). Strong PCNs were 
identified on the basis of a strategy that excludes point sources: a component was 
considered a strong PCN if at least one of the between-peak phase differences fell 
between 3 / 4  and 3 / 4π  on the right-hand side of the circle (between 135° 
and 225°). Alpha, beta and gamma sources all reflected widespread strong PCNs. 
Beta components reflected strong PCNs more often (60%) than alpha components 
(50%), and gamma components (18%). Additionally, strong PCNs in the beta band 
appeared more widely distributed than strong PCNs in the alpha band. These 
numbers also indicate how many components reflected point sources: in the alpha, 
beta and gamma band, these percentages were, respectively, 40%, 50% and 82%. 
To investigate whether the emergence of strong PCNs was task-dependent, we also 
show strong PCNs separately for the suppressed and the enhanced component 
types (Fig 10C). There were strong PCNs both among the suppressed and enhanced 
component types, and this was the case for both alpha (46% and 54% resp.) and 
beta (65% and 49% resp.) components. Because of the low number of components, 
we did not investigate gamma PCNs. In sum, the above results show that strong 
PCNs (1) are common, (2) widely distributed, and (3), were common both among 
suppressed and enhanced component types.
7. Weak PCNs are revealed by between-component coherence
In Figure 11, we present weak PCNs formed by components of our representative 
subject. We show the between-component coherence and spatial distribution for 
the alpha band weak PCNs in panels A and B. The spatial distribution is shown as 
connecting lines between the peaks of distinct components (which is different from 
the visualizations in Fig 10B,C, but the peaks were detected in the same way; see 
Materials and Methods section 7). The colors of the connecting lines reflect the 
strength of their between-component coherence (obtained by averaging between-
component coherence over frequencies, weighted by the frequency profiles). Many 
of the alpha components were coherent and thus reflected weak PCNs. Interestingly, 
there was diversity in the between-component coherence: coherence between 
some components was weak, even though their coherence with other components 
was strong. Surprisingly, no weak PCNs were found in the beta band (Fig 11C,D).
 The weak PCNs that were found in all datasets are shown in Figure 12. Between-
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component coherence and its spatial distribution are visualized in the same way as 
for the representative subject. For alpha components, weak PCNs were common, 
and were mostly observed over posterior areas. In contrast, beta and gamma 
components did not show substantial between component coherence, and therefore 
did not form weak PCNs. 
Figure 11. Weakly phase-coupled oscillatory networks (PCNs) are revealed by between-component 
coherence of the representative subject. Weak PCNs reflect neuronal populations that are phase-
coupled only in parts of a recording, and they can be identified by between-component coherence. 
Here we show weak PCNs formed by components of the representative subject. A, between-
component coherence matrix for components reflecting alpha sources. Between-component 
coherence is calculated for each frequency, but only that of the peak frequency is shown (11 Hz). B, 
spatial distribution of alpha weak PCNs. Lines show peak-to-peak between-component connections 
(different from Fig 10B,C) and are drawn between peaks of different components. Line color indicates 
between-component coherence computed as the sum over frequencies, weighted by the product 
of the frequency profiles of the respective component-pair. Line thickness is the product of the 
amplitude at the peaks (spatial amplitude maps normalized to maximum of 1) and the coherence 
between both components. Peaks were detected by comparing the spatial amplitude map loadings 
between neighboring sensors (see Materials and Methods section 7), and are shown in A. C,D same 
as A,B but for beta components. Many alpha components were coherent and thus described weak 
PCNs. Interestingly, there was diversity in the between-component coherence: coherence between 
some components was weak, even though their coherence with other component was strong. Beta 
components did not have substantial between-component coherence and, as such, did not reveal 
any weak PCNs.
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Discussion
We have presented an analysis approach of oscillatory neuronal activity involving 
rhythmic components that are extracted according to a new decomposition method 
(van der Meij et al., 2015). This method characterizes sources in terms of their 
spatial maps (involving both amplitude and phase information), their frequency 
profiles, and their trial profiles. The novelty of this approach lies in that this method 
describes the sensor-level representations of sources in a neurobiologically plausible 
way: a spatially distributed oscillation with between-sensor phase relations that can 
vary as a function of frequency. By analyzing MEG recordings during a cued tactile 
detection task, we demonstrated the following three key benefits of this approach. 
First, it can separate multiple overlapping sources on the basis of their structure as 
a function of space (sensors), frequency and time (trials), thereby revealing sources 
that are very difficult to identify in conventional analyses. Secondly, it allows for a 
straightforward analysis of task modulations at the component level, by making use 
of the trial profiles. Lastly, it can reveal phase-coupled oscillatory networks (PCNs). 
Separately characterizing the activity of overlapping sources
Our method is capable of separating sources using the structure over sensors, 
frequencies, and trials. Spatially overlapping sources are separated on the basis 
of their different spectral content and trial structure. Similarly, spectrally and 
Figure 12. Weakly phase-coupled oscillatory networks (PCNs) are revealed by components from all 
datasets. We show weak PCNs formed by components from all recordings. The spatial distribution 
of between-component coherence for alpha, beta and gamma components is shown. Peak-pair 
connectivity is constructed as before (Fig 11B,D) but now components from all recordings are 
displayed together. Weak PCNs of alpha components were common, and were mostly posterior. 
Beta and gamma components did not show substantial between-component coherence, and as such 
did not describe weak PCNs.
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temporally overlapping sources are separated on the basis of their different spatial 
maps and, respectively, their different trial structure and spectral content. Separating 
sources is important because the activity of different sources can be differentially 
modulated by experimental and behavioral variables. Without separating sources, 
the activity of overlapping sources is summed, and only their average modulation 
can be investigated. Moreover, sources differ with respect to the degree with which 
they are visible at the sensor-level, and this is not only a function of the relevance of 
a source in an experimental context, but also of unrelated variables such as source 
depth and the spatial extent of the involved neuronal populations. As a result, the 
activity of weak sources is hardly visible when these overlap with stronger sources. 
Using our method, we were able to separate many overlapping sources, such as 
those that contributed to posterior alpha activity, and we were able to extract 
sources that were hardly visible at the sensor-level, such as the sensorimotor beta 
sources (Fig 5,6).
 Note that source separation methods (SPACE, ICA, PARAFAC) have a different goal 
then source reconstruction methods (e.g. beamforming, minimum norm estimation; 
for a review see Michel et al., 2004). While the latter are capable of resolving the 
location of a source, they are unable to separate sources with overlapping spatial 
distributions. 
Analyzing modulations of neuronal activity at the component-level: novel 
insights on the role of alpha and beta oscillations in attention, as studied in the 
somatosensory modality
Our method allows for a new way of investigating the relation between neuronal 
activity, and experimental and behavioral variables. This is normally done by 
investigating activity at the sensor- and/or source-level, whereas we propose 
to investigate neuronal activity at the component-level. This is possible, because 
a component’s trial loading is a convenient measure of the trial-specific activity 
reflected by a component. Using a given component’s trial profile, conditions can 
be compared at the component-level, namely by comparing its loadings for the 
different conditions. By analyzing neuronal activity at the component-level, we 
found that there were many alpha and beta sources whose activity was suppressed 
or enhanced by attention and in relation to behavioral performance. This occurred 
both in regions relevant (sensorimotor cortex) and irrelevant (e.g. visual cortex) 
to our somatosensory attention task. However, studies investigating activity at the 
sensor-level, which describe the average task modulation of multiple overlapping 
sources, only give a partial view on these effects. Studies investigating alpha activity 
in attention and memory task mostly report alpha being enhanced in regions 
irrelevant to the tasks (Worden et al., 2000; Jensen et al., 2002; Rihs et al., 2007; 
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Gould et al., 2011; Haegens et al., 2012), and alpha being suppressed in regions 
relevant to such tasks (Foxe et al., 1998; Thut et al., 2006; Siegel et al., 2008; Jones 
et al., 2010; Haegens et al., 2011; van Ede et al., 2011; van Ede et al., 2012). Likewise, 
studies investigating beta activity in somatosensory and motor tasks mostly report 
beta being suppressed in regions relevant to these tasks (e.g. Pfurtscheller et al., 
1997; Donoghue et al., 1998; Jurkiewicz et al., 2006; Jones et al., 2010; Miller et 
al., 2010a; van Ede et al., 2010; Haegens et al., 2011; van Ede et al., 2012). The 
above findings have led to the view that alpha and beta oscillations in visual and 
somatomotor regions reflects an inhibition of irrelevant neuronal activity. However, 
we additionally revealed many alpha and beta sources whose activity was suppressed 
in irrelevant regions, and those whose activity was enhanced in relevant regions. 
Such alpha and beta sources therefore likely do not reflect inhibition of irrelevant 
information, suggesting that the functional role of alpha and beta activity in such 
tasks is more complex than is commonly thought. This highlights the usefulness of 
a method like ours, which can separately characterize the activity of these different 
sources. 
Investigating PCNs using rhythmic components: strong alpha and beta networks 
and weak alpha networks
Our method estimates phase relations between interacting neuronal populations in 
two ways: within a component, and between components. These phase relations 
are the basis for identifying two types of PCNs (weak and strong), and allows for 
distinguishing them from single point sources. Distinguishing between PCNs and 
such points sources is important, because the sensor-level phase coupling produced 
by a point source reflects a single isolated population, whereas the sensor-level 
phase coupling of PCNs reflects communication between networks of neuronal 
populations. We additionally distinguish between strong and weak PCNs, which 
differ in the strength of the phase coupling between the underlying populations. We 
identified many alpha and beta strong PCNs, which most likely reflect interactions 
between distributed neuronal populations. Communication between distributed 
populations by alpha and beta phase coupling is in line with a possible role in top-
down control and routing of information (Palva and Palva, 2007; Engel and Fries, 
2010; Jensen et al., 2014). Phase coupling between distant areas has been reported 
before at beta (Brovelli et al., 2004; Gross et al., 2004; Buschman and Miller, 2007; 
Pesaran et al., 2008; Canolty et al., 2010), and at alpha (von Stein et al., 2000; 
Halgren et al., 2002; Palva et al., 2005; Pollok et al., 2005) frequencies.
 Our approach also allows us to identify weak PCNs. Whereas strong PCNs reflect 
highly consistent phase coupling between neuronal populations, weak PCNs are the 
result of weaker phase consistency between populations. Weak PCNs could reflect 
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temporary networks: networks whose nodes (neuronal populations) interact for 
shorter periods of time (shorter than the duration of a trial). We only found alpha 
weak PCNs, and they mostly involved posterior sensors. This suggests a complex 
picture for the generation of posterior alpha, where nodes of the network may 
come and go. Temporary networks have been the topic of recent EEG/MEG studies 
(Breakspear et al., 2004; de Pasquale et al., 2010; Woolrich et al., 2013; Brookes et 
al., 2014), which show that these networks can form and dissolve at a time-scale as 
short as several hundred milliseconds. Interestingly, most of these studies find such 
networks in the beta band, whereas we only found alpha weak PCNs. This could 
be the result of different task demands, as these studies found either networks in 
resting state activity (de Pasquale et al., 2010; Woolrich et al., 2013; Brookes et 
al., 2014) or motor networks during a repetitive motor task (Woolrich et al., 2013). 
In contrast, our tactile attention paradigm only had minimal motor demands. 
Alternatively, these different results could also be due to the fact that our networks 
are defined by phase coupling, whereas the other studies defined networks by 
correlations between band-limited amplitude envelopes.
Relation between our approach and seed-based approaches
Our method is one of many that have been proposed to identify and characterize 
networks in electrophysiological signals. We now compare our method to existing 
ones, which we can group in two categories: (1) seed-based approaches, which we 
discuss here, and (2) decomposition methods, which we discuss in the next section. 
For the seed-based approaches, we must further distinguish between methods for 
identifying networks in resting-state electrophysiological signals (de Pasquale et 
al., 2010; de Pasquale et al., 2012; Hipp et al., 2012) and methods for identifying 
networks that are differentially active in different experimental conditions (Hipp et 
al., 2011). We start with the former. The seed-based approach starts from a pair-wise 
measure that indexes the coupling between two sensors. Commonly used measures 
are coherence (Mormann et al., 2000), phase-locking value (Lachaux et al., 1999), 
and pair-wise phase consistency (Vinck et al., 2010). It is problematic to investigate 
phase coupling between all sensor-pairs because the result cannot be visualized 
in a way that is easy to interpret. For this reason, one often selects a seed sensor 
and visualizes the coupling with all other sensors. This approach requires a priori 
hypotheses about which (sensor, frequency)-pairs are likely to reveal the networks. 
In contrast, our approach describes coupling at the level of sensor-pairs by spatial 
maps at the level of individual sensors, which are more straightforward to interpret.
 The seed-based approach is further hampered by the fact that extracranial 
signals suffer from field spread (volume conduction of electrical fields and common 
pickup of magnetic fields), which results in spatial overlap between signals from 
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separate sources, as we demonstrate in Figure 5 and 6. In an attempt to deal with this 
field spread, some authors apply the seed-based approach to signals at the source 
level (de Pasquale et al., 2010; Hipp et al., 2011; de Pasquale et al., 2012; Hipp et al., 
2012). That is, they first use source reconstruction methods, such as the beamformer, 
to calculate source-level signals, and then characterize coupling between a seed-
region and all other regions of interest using pair-wise measures. However, source 
reconstruction is not sufficient to remove all effects of field spread. Exactly for this 
reason, Hipp et al. (2012) use a pair-wise measure that is only sensitive to phase 
coupling that cannot by fully explained by field spread. This measure is based on 
the idea that average phase relations different from zero cannot be due to field 
spread (Nolte et al., 2004). In contrast, our method deals with the effects of field 
spread (1) by separating sources with overlapping sensor-level spatial maps, and (2) 
by providing spatial phase maps that allow us to distinguish between phase coupling 
caused by field spread from phase coupling caused by interacting populations.
 We now consider a seed-based method for identifying networks that are 
differentially active in experimental conditions. This method was proposed by Hipp 
et al. (2011). This method is a statistical method, because it evaluates the statistical 
significance of differences between conditions. The particular method used by Hipp 
et al. (2011), cluster-based permutation tests (Maris and Oostenveld, 2007; Maris, 
2012), produced contiguous clusters in space, frequency, and time. These clusters 
were used to identify the networks that were modulated across experimental 
conditions, as well as the time window in which this modulation occurred. 
Importantly, because these clusters were defined by a statistical criterion, their 
size depends on the sensitivity of the statistical test, which in turn depends on the 
number of observations and its signal-to-noise ratio. Thus, cluster size will increase 
with, for example, the number of subjects or trials. This is an important constraint on 
the interpretation of the clusters. In contrast, the spatial extent of our components is 
determined by how strongly each sensor picks up activity from a source, regardless 
of the modulation of source strength across experimental conditions.
Relation between our approach and other decomposition methods
We now consider alternative decomposition methods. It is useful to distinguish 
between methods that can only decompose arrays of Fourier amplitudes (which 
are real-valued), and those that can decompose arrays of complex-valued Fourier 
coefficients. Among the former methods are ICA and PCA (Bell and Sejnowski, 1995; 
Chapman and McCrary, 1995), and real-valued PARAFAC (Carrol and Chang, 1970; 
Harshman, 1970; Miwakeichi et al., 2004; Morup et al., 2006). These methods are 
useful for identifying networks of neuronal populations with correlated amplitude 
envelopes. However, it is unclear how the correlation between amplitude envelopes 
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is relevant for the effective communication between neuronal populations. For 
phase-coupling on the other hand, there are plausible mechanisms arguing for their 
relevance for this effective communication (Fries, 2005; Siegel et al., 2012; Engel 
et al., 2013). This is the main motivation for using decomposition methods that 
characterize networks by their patterns of between-sensor phase coupling in arrays 
of complex-valued Fourier coefficients.
 A few decomposition methods are capable of decomposing complex-valued 
arrays. These are complex-valued PARAFAC (Sidiropoulos et al., 2000), Shifted CP 
(Morup et al., 2008), and complex-valued ICA (Anemuller et al., 2003; Hyvarinen 
et al., 2010). These methods all characterize phase-coupled oscillatory networks, 
but suffer from a number of shortcomings that do not apply to our method. These 
methods (1) require constraints that are not neurobiologically motivated (complex 
ICA), (2) cannot deal with trial- and frequency-specific phase offsets (complex 
ICA and PARAFAC), (3) cannot make use systematic variability over frequencies to 
identify networks (complex ICA), and/or, (4) can only describe between-sensor phase 
relations that are constant over frequencies (Shifted CP and complex PARAFAC). The 
last of these shortcomings is of particular interest in relation to our method. It limits 
the implicated methods to describing phase relations of point sources, because 
other source configurations need not be limited to phase relations that are constant 
over frequencies. For example, this is the case for a source whose subpopulations 
communicate with a time delay, which results in phase relations that increase linearly 
with frequency (e.g. a traveling wave). A model-based method, similar to the one 
used in this paper, but targeted towards identifying sources whose subpopulations 
communicate with time delays, has been described in the same original presentation 
(van der Meij et al., 2015).
Conclusions 
We presented a novel approach for analyzing oscillatory neuronal activity using a 
decomposition method that can separate overlapping sources by their patterns of 
between-sensor phase coupling, their spectral content, and their variable presence 
over trials. Unlike existing decomposition methods, it uses a plausible model of a 
neurobiological rhythm: a spatially distributed oscillation with energy in a range 
of frequencies and involving between-sensor phase relations that can vary over 
frequencies. Using MEG recordings we showed that this approach can separate 
sources that are difficult to identify using conventional analyses. Our approach 
also allows for analyzing task modulations of neuronal activity at the level of these 
separated sources, which is a powerful alternative to analyses at the sensor-level. 
Furthermore, we showed that our method can reveal phase-coupled oscillatory 
networks, which may reflect neuronal network communication. These capabilities 
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make our method a useful tool for investigating the role of oscillatory activity in 
cognition and behavior, and for untangling the many neuronal interactions that are 
present in electrophysiological recordings.
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This thesis concerned the identification, characterization and investigation of 
neuronal networks formed by the coupling of neuronal oscillations. This type of 
coupling is interesting, because it is likely to be involved in the communication 
between neuronal populations. This coupling may also implement the selective 
aspect of this communication. As such, it could be the key building block for the 
routing of information through the brain. 
 In this thesis, I developed and applied decomposition techniques that are 
capable of uncovering networks formed by coupling of neuronal oscillations from 
high dimensional arrays of coupling measures, and which allow for an analysis of their 
properties. Such techniques are necessary, because studying coupling in neuronal 
networks using existing methods (e.g. the conventional seed-based approach) is a 
tremendous challenge if there are no a priori hypotheses about which recording 
sites are likely to interact at which frequencies. 
 This thesis concerns two types of coupling, and for each of the types a 
decomposition technique was developed to uncover networks. The first type of 
coupling is the coupling of high frequency amplitudes to low frequency phases, 
which is denoted as phase-amplitude coupling (PAC). In this type of coupling, high 
amplitudes of the fast oscillations occur selectively at a phase of the slow oscillations, 
called the preferred coupling phase. The second type of coupling is the coupling of 
the phase of oscillations at the same frequency. I denote networks formed by such 
coupling as phase-coupled oscillatory networks.
 In the sections that follow, I describe the main contributions of this thesis. I 
first describe the novel data analysis techniques that allowed for uncovering and 
investigating PAC networks and phase-coupled oscillatory networks. Afterwards I 
summarize the key results obtained with these techniques. 
Novel data analysis techniques
In chapter 2 of this thesis I present a new decomposition technique for uncovering 
networks formed by PAC. This technique is a modification of an existing technique. It 
is useful, because (1) it is capable of revealing the spatial distribution and frequency 
content of overlapping PAC networks without a priori hypotheses about which 
sites and frequencies are involved, (2) it can reveal the origin of diversity in the 
preferred coupling phase over sites, and, (3) it provides for a convenient analysis 
of properties of these networks. Networks are extracted from 4-way arrays of PAC 
measures. Two dimensions of this 4-way array are spatial: one describes which 
sites show the high frequency amplitudes involved in the coupling (amplitude-
providing sites), and the other describes which sites show the low frequency phases 
to which these amplitudes are coupled (phase-providing sites). The other two 
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dimensions are spectral: one describes the frequency content of the high frequency 
amplitudes (amplitude-providing frequency), and the other describes the frequency 
content of the low frequency phases (phase-providing frequency). Following the 
dimensions of this 4-way array, the technique characterizes the spatial distribution 
of networks by an amplitude-providing spatial map and a phase-providing spatial 
map, and their frequency content by an amplitude-providing frequency profile and 
a phase-providing frequency profile. The two spatial maps describe PAC networks 
by a network of sites whose low frequency phase modulates the high frequency 
amplitude at another network of sites. The frequency profiles describe which 
frequencies are involved in this coupling. An important feature of the technique 
is that it is capable of explaining diversity in the preferred coupling phase over 
all pairs of coupled sites, by phase differences in the two spatial maps. Whereas 
phase differences in the phase-providing spatial map reflect consistent between-
site phase differences of the phase-providing oscillation, phase differences in the 
amplitude-providing spatial map reflects between-site time delays of amplitude 
bursts of the amplitude-providing oscillation. As such, phase differences in the two 
spatial maps can reveal temporal characteristics of the PAC networks. For example, 
it can distinguish between a situation in which the high frequency amplitude bursts 
are synchronized over sites versus a situation in which they have a temporal offset. 
The former situation is of interest because it can reflect coordinated windows of 
communication between neuronal populations that are part of a network.
 In chapter 3 of this thesis I present a new decomposition technique for 
uncovering phase-coupled oscillatory networks, denoted as SPACE. This technique is 
useful for three reasons: (1) it is capable of separating networks that overlap in space 
and frequency, (2) it characterizes these networks in a neurobiologically informative 
way, and, (3) it allows for a straightforward investigation of task modulations at the 
network-level. Like the technique for uncovering PAC networks, it also does not 
require a priori information about which sites and frequencies are likely to interact. 
The technique is grounded in a plausible model of a neurobiological rhythm: a 
spatially distributed oscillation involving multiple frequencies and frequency-
specific between-site phase differences. Using this model, networks are extracted 
on the basis of their phase coupling patterns as a function of space, frequency, 
and time (trials of an experiment). Networks are obtained from a 4-way array of 
phase coupling measures. Two dimensions of this array are spatial, and they contain 
information about which sites are part of a network. One dimension is spectral, 
and it contains information about the frequency of the coupled oscillations. The 
remaining dimension is temporal, and contains information about how strongly a 
network is present in each trial. The model characterizes a phase-coupled oscillatory 
network by four parameters. The spatial amplitude map describes the degree to 
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which the different sites reflect the network. The spatial phase maps describe, per 
frequency, the average phase differences between all sites. The frequency profile 
describes which frequencies are involved in the phase coupling. Finally, the trial 
profile quantifies how strongly a network is present in each trial. The trial profiles are 
very useful for investigating task modulations at the level of the networks. Contrary 
to typical investigations of coupling at the level of site-pairs, the spatial amplitude 
map and the frequency-specific spatial phase maps describe phase coupling by maps 
at the level of individual sites. This is important, because a quantification of phase 
coupling at the level of sites-pairs does not directly reveal the spatial distribution of a 
network. Additionally, because the technique allows for frequency-specific between-
site phase differences, it can characterize different network configurations. In fact, 
the technique characterizes networks using two different models: the FSP model 
(for Frequency Specific Phase; described above) and the time delay model. Whereas 
the FSP model places no constraint on the relationship of phase differences over 
frequencies, the time delay model describes phase differences over frequencies by 
a time delay for each site, thus producing a spatial time-delay map. The time delay 
model is a special case of the FSP model, and is most suited for a targeted analysis 
of networks in which between-site phase differences are the result of time delays. 
An example of such a network is a travelling wave, in which oscillatory activity 
propagates over sites. The FSP model is more suitable for exploratory analyses, in 
which the network configurations are unknown. 
Empirical demonstrations and novel insights
In chapter 2, I investigated networks formed by PAC in electrocorticographic (ECoG) 
recordings from epilepsy patients, and analyzed their spatial distribution, diversity in 
preferred coupling phase, and frequency diversity. These properties of PAC networks 
are of interest, because they could determine the flexibility of PAC as a mechanism 
for routing of information. To investigate these properties, I first collapsed over the 
dimensions of the 4-way arrays of PAC measures described in the above, and showed 
that PAC occurred between distant electrodes, had diverse preferred coupling 
phases, and involved many frequencies. Using the decomposition technique, I was 
able to extract the underlying networks, and investigate their properties. By doing 
so, I demonstrated that PAC networks were spatially distributed and widespread, 
and occurred between many frequencies. Additionally, the spatial distributions of 
the phase-providing oscillations were more widespread than that of the amplitude-
providing oscillations. Importantly, I showed that diversity in the preferred coupling 
phase of PAC could mostly be attributed to between-electrode phase differences 
of the phase-providing oscillation. This means that the phase-providing oscillations 
were coupled at many different phases, and that the high frequency amplitude bursts 
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at the amplitude-providing electrodes occurred closely together in time. These 
temporal characteristics, together with the spatial distribution, phase diversity, and 
frequency diversity of PAC networks, suggest that PAC could be a flexible mechanism 
for routing information through neuronal networks.
 In chapter 3, I presented a decomposition technique for uncovering phase-
coupled oscillatory networks. To show that the technique is capable of uncovering 
networks with interesting between-site phase differences, I applied it to ECoG 
recordings from epilepsy patients, and presented several example networks, of 
which some described traveling waves. I additionally validated the technique 
using simulated data, and showed that it was capable of recovering networks in 
the context of neurobiologically realistic noise. This shows that the technique can 
be a useful and reliable tool for the characterization and analysis of phase-coupled 
oscillatory networks.
 In chapter 4, I demonstrated the usefulness of the decomposition technique 
for uncovering phase-coupled oscillatory networks as an approach for analyzing 
extracranial brain signals, and investigating their task modulations. By decomposing 
magnetoencephalography (MEG) recordings during a cued tactile detection task, I 
showed that the technique was capable of separating and characterizing the many 
spatially and spectrally overlapping sensor-level activity patterns generated by 
different sources. Importantly, using conventional analysis approaches, these activity 
patterns were very difficult to resolve. The technique separated these overlapping 
patterns on the basis of their different spatial maps, spectral content, and degree 
of involvement in the different trials. Among the extracted sensor-level activity 
patterns were those that were generated by distributed sources, reflecting phase-
coupled oscillatory networks, but also those that were more accurately described 
by point sources, showing dipolar patterns of sensor-level phase coupling. Because 
the technique quantifies the trial-specific strength of a network or point source in 
its trial profiles, it was possible to analyze task modulations of their activity. This 
allowed me to reveal that there were many overlapping alpha and beta networks 
and point sources, whose activity was suppressed or enhanced with attention and 
performance on the task, both in task-relevant and task-irrelevant regions. This 
is interesting, because conventional analyses of alpha and beta activity at these 
locations describe the average activity of such sources, which are predominantly 
reported to be only suppressed in relevant regions, and enhanced in irrelevant 
regions. Using the decomposition technique, I was able to separate the underlying 
sources, and show that the situation is much more complex. As such, I showed that 
the technique is not only useful for uncovering and charactering phase-coupled 
networks, but also for revealing the different sources that produce extracranial brain 
signals, and for investigating their task modulation. 
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Concluding remarks
Neuronal networks formed by the coupling of neuronal oscillations are thought 
to serve a key role in routing information through the brain. Using conventional 
approaches, it is tremendously difficult to find these networks in the high dimensional 
arrays that describe this coupling. This thesis provides techniques that identify and 
characterize such networks, and they do so in a neurobiologically plausible way. The 
application of such techniques will likely increase in the nearby future, as advances 
in recording techniques result in an ever increasing number of signals that can be 
recorded at the same time. Conventional techniques are ill-suited for these high 
dimensional data, and methodological advances such as the ones in this thesis are 
essential for their analysis. This thesis also identified several properties of oscillatory 
networks that makes them suitable for the flexible routing of information. However, 
much is still unclear about how the brain achieves this, and uncovering the precise 
mechanisms is an important challenge for future research.
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Nederlandse samenvatting
Dit proefschrift betrof de identificatie, karakterisering en het onderzoek van 
neuronale netwerken die worden gevormd door de koppeling van neuronale 
oscillaties. Dit type koppeling is interessant, want het speelt waarschijnlijk een rol 
in de communicatie tussen neuronale populaties. Dit type koppeling zou ook het 
selectieve aspect van deze communicatie kunnen implementeren. Zodoende zou 
het een fundamentele bouwsteen kunnen vormen voor het routeren van informatie 
door het brein.
 In dit proefschrift heb ik ontbindingstechnieken ontwikkeld en toegepast die 
in staat zijn netwerken bloot te leggen die gevormd worden door de koppeling van 
neuronale oscillaties. Deze technieken zijn in staat dit te doen in hoog dimensionale 
getalstructuren van koppelingsmaten, en maken het mogelijk om eigenschappen 
van deze netwerken te analyseren.  Dergelijke technieken zijn nodig, omdat het 
bestuderen van neuronale netwerken met bestaande methoden (bijv. conventionele 
selectie gebaseerde methodiek) een enorme uitdaging is wanneer er geen a priori 
hypotheses zijn over welke meetlocaties interacteren op welke frequenties. 
 Dit proefschrift betreft twee typen van koppeling, en voor elk van deze typen 
heb ik een ontbindingstechniek ontwikkeld om netwerken bloot te leggen. Het 
eerste type koppeling is een koppeling tussen hoge frequentie amplitudes en lage 
frequentie fases, ook wel fase-amplitude koppeling (FAK) genoemd. Bij dit type 
koppeling komen de hoge amplitudes van de snelle oscillatie selectief voor op 
een bepaalde fase van de trage oscillaties, ook wel de voorkeursfase genoemd. 
Het tweede type koppeling is een koppeling tussen de fases van oscillaties van 
dezelfde frequentie. Netwerken gevormd door dit type koppeling duid ik aan met 
fasegekoppelde oscillatoire netwerken. 
 In de secties die volgen, beschrijf ik de belangrijkste contributies van dit 
proefschrift. Eerst beschrijf ik de nieuwe data analyse technieken die het mogelijk 
maken FAK netwerken en fasegekoppelde oscillatoire netwerken bloot te leggen. 
Daarna vat ik de hoofdbevindingen samen die verkregen zijn met behulp van deze 
technieken.
Nieuwe data analysetechnieken
In hoofdstuk 2 van dit proefschrift presenteer ik een nieuwe ontbindingstechniek 
voor het blootleggen van netwerken gevormd door FAK. Deze techniek is een 
aanpassing van een bestaande techniek. De techniek is nuttig, want (1) het is in staat 
de spatiële verdeling en de frequentie inhoud van overlappende FAK netwerken te 
onthullen zonder a priori hypotheses over de betrokken locaties en frequenties, (2) 
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het kan de oorsprong van diversiteit in de voorkeursfase over locaties onthullen, 
en, (3) het maakt een gemakkelijke analyse mogelijk van eigenschappen van deze 
netwerken. Netwerken worden geëxtraheerd uit 4-dimensionele getalstructuren van 
FAK maten. Twee van deze vier dimensies zijn spatieel: één beschrijft welke locaties 
de hoge frequentie amplitudes van de koppeling laten zien (de amplitudeleverende 
locaties), de ander welke locaties de lage frequentie fases laten zien (de faseleverende 
locaties). De twee andere dimensies zijn spectraal van aard: één beschrijft de 
frequentie inhoud van de hoge frequentie amplitudes (de amplitudeleverende 
frequenties), de ander de frequentie inhoud van de lage frequentie fases (de 
faseleverende frequenties). De techniek volgt deze 4-dimensionele getalstructuur, 
en karakteriseert de spatiële verdeling van netwerken met een amplitudeleverende 
spatiële kaart en een faseleverende spatiële kaart, en de frequentie inhoud van 
netwerken met een amplitudeleverende frequentie profiel en een faseleverende 
frequentie profiel. De twee spatiële kaarten beschrijven FAK netwerken door een 
netwerk van locaties wiens lage frequentie fase de hoge frequentie amplitude van 
een ander netwerk van locaties moduleert. De frequentie profielen beschrijven 
welke frequenties betrokken zijn bij deze koppeling. Een belangrijke eigenschap van 
de techniek, is dat het in staat is de diversiteit in voorkeursfases van alle paren van 
locaties, te verklaren door faseverschillen in de twee spatiële kaarten. Faseverschillen 
in de faseleverende spatiële kaart reflecteren consistente faseverschillen tussen 
locaties van de faseleverende oscillatie, faseverschillen in de amplitudeleverende 
spatiële kaart reflecteren tussenlocatie tijdsverschillen van de amplitude salvo’s 
van de amplitudeleverende oscillatie. Zodoende kunnen faseverschillen in de twee 
spatiële kaarten temporele eigenschappen van de FAK netwerken aan het licht 
brengen. Bijvoorbeeld, het kan het onderscheid maken tussen een situatie waarin 
de hoge frequentie amplitude salvo’s gelijktijdig plaatsvinden over locaties, versus 
een situatie waarin ze er tijdverschillen tussen deze salvo’s zijn. Dit laatste voorbeeld 
is interessant, want het zou gecoördineerde tijdsramen van communicatie tussen 
neuronale populaties van een netwerk kunnen reflecteren. 
 In hoofdstuk 3 van dit proefschrift presenteer ik een nieuwe ontbindingstechniek 
voor het blootleggen van fasegekoppelde oscillatoire netwerken, SPACE genaamd. 
Deze techniek is nuttig vanwege drie redenen: (1) het is in staat netwerken te 
scheiden die overlappen in ruimte en frequentie, (2) het karakteriseert deze 
netwerken op een neurobiologisch informatieve wijze, en, (3), het maakt een 
voor de hand liggende analyse mogelijk van taakmodulaties op het niveau van de 
netwerken. Net als de techniek voor het blootleggen van FAK netwerken, heeft deze 
techniek geen a priori informatie nodig over welke locaties en welke frequenties 
waarschijnlijk interacteren. De techniek is gegrond in een plausibel model van 
een neurobiologisch ritme: een spatieel gedistribueerde oscillatie bestaande uit 
16 6   |   A p p e n d i x
meerdere frequenties met frequentiespecifieke tussenlocatie faseverschillen. 
Aan de hand van dit model worden netwerken geëxtraheerd op basis van hun 
fasekoppelingspatronen  als een functie over ruimte, frequentie, en tijd (repetities 
van een experiment, ook wel ‘trial’ genoemd). Netwerken worden verkregen uit 
een 4-dimensionele getalstructuur van fasekoppelingsmaten. Twee dimensies zijn 
spatieel en bevatten informatie over welke locaties onderdeel zijn van een netwerk. 
Eén dimensie is spectraal en bevat informatie over frequenties van de gekoppelde 
oscillaties. De overblijvende dimensie is temporeel en bevat informatie over hoe 
sterk een netwerk aanwezig is in elke trial. Het model beschrijft een fasegekoppeld 
oscillatoir netwerk door vier parameters. De spatiële amplitude kaart beschrijft de 
mate waarin verschillende locaties het netwerk laten zien. De spatiële fase kaarten 
beschrijven, per frequentie, het gemiddelde faseverschil tussen alle locaties. Het 
frequentie profiel beschrijft welke frequenties betrokken zijn bij de fasekoppeling. 
Als laatste, het trial profiel kwantificeert hoe sterk een netwerk aanwezig is in elke 
trial. De trial profielen zijn erg nuttig voor het onderzoeken van taakmodulaties 
op het niveau van de netwerken. In tegenstelling tot conventionele analyses van 
koppeling op het niveau van locatieparen, beschrijven de spatiële amplitude kaart 
en de frequentiespecifieke spatiële fase kaarten fasekoppeling op het niveau van de 
individuele locaties. Dit is belangrijk, want een kwantificering van fasekoppeling op 
het niveau van locatieparen laat niet direct de spatiële verdeling van het netwerk 
zien. Bijkomend, omdat de techniek frequentiespecifieke faseverschillen toelaat, 
kan het verschillende netwerkconfiguraties beschrijven. De techniek beschrijft 
in werkelijkheid dan ook netwerken aan de hand van twee modellen: het FSF 
model (voor FrequentieSpecifiekeFase, hierboven beschreven) en het tijdsverschil 
model. Waar het FSF model geen begrenzing legt op de relatie van faseverschillen 
over frequenties, beschrijft het tijdverschil model deze faseverschillen door een 
tijdsverschil voor elke locatie, in een spatiële tijdsverschillen kaart. Het tijdsverschil 
model is een bijzonder geval van het FSF model, en is het meest schikt voor een 
doelgerichte analyse van netwerken met tussenlocatie faseverschillen die het gevolg 
zijn van tijdsverschillen. Een voorbeeld van een dergelijk netwerk is een reizende 
golf, waarin oscillatoire activiteit propageert over locaties. Het FSF model is meer 
geschikt voor exploratieve analyses, waarin de netwerk configuraties onbekend zijn.
Empirische demonstraties en nieuwe inzichten
In hoofdstuk 2 heb ik netwerken gevormd door FAK onderzocht in 
electrocorticografische (ECoG) metingen bij epilepsiepatiënten, en analyseerde de 
spatiële verdeling van deze netwerken, de diversiteit in hun voorkeursfases, en hun 
frequentie diversiteit. Deze eigenschappen van FAK netwerken zijn interessant, want 
ze zouden de flexibiliteit van FAK kunnen bepalen als mechanisme voor het routeren 
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van informatie. Om deze eigenschappen te kunnen onderzoeken, heb ik allereerst 
de dimensionaliteit van de hierboven beschreven 4-dimensionele getalstructuren 
terzijde gelegd, en laten zien dat FAK voorkwam tussen ver uit elkaar gelegen 
elektroden, grote diversiteit had in voorkeursfases, en voorkwam tussen veel 
frequenties. Gebruik makend van de hierboven beschreven ontbindingstechniek, 
was ik in staat om de onderliggende netwerken te extraheren, en hun eigenschappen 
te onderzoeken. Hiermee demonstreerde ik dat FAK netwerken spatieel verdeeld 
en wijdverspreid waren, en dat deze netwerken veel verschillende frequentieparen 
betrokken. Daarnaast liet ik zien dat de spatiële verdelingen van de faseleverende 
oscillaties meer wijdverspreid waren dan die van de amplitudeleverende 
oscillaties. Belangrijk, ik liet zien dat de diversiteit in de voorkeursfases van FAK 
grotendeels kon worden toegeschreven aan tussenelektrode faseverschillen van de 
faseleverende oscillaties. Dit betekent dat de faseleverende oscillaties gekoppeld 
waren op veel verschillende fases, en dat de hoge frequentie amplitude salvo’s 
op de amplitudeleverende elektrodes  gelijktijdig plaatsvonden. Deze temporele 
karakteristieken, samen met de spatiële verdelingen, fase diversiteit en frequentie 
diversiteit van FAK netwerken, laten zien dat FAK een flexibel mechanisme zou 
kunnen zijn voor het routeren van informatie door neuronale netwerken. 
 In hoofdstuk 3 presenteerde ik een ontbindingstechniek voor het blootleggen 
van fasegekoppelde oscillatoire netwerken. Om te laten zien dat deze techniek in 
staat is om netwerken bloot te leggen met interessante tussenlocatie faseverschillen 
heb ik deze techniek toegepast op ECoG metingen van epilepsiepatiënten, en liet 
ik verscheidene voorbeeldnetwerken zien, waarvan sommige reizende golven 
beschreven. Daarnaast heb ik de techniek gevalideerd gebruik makende van 
gesimuleerde data, en heb ik laten zien dat deze instaat was om netwerken terug 
te vinden in de context van neurobiologisch realistische ruis. Dit laat zien dat de 
techniek een nuttig en bruikbaar middel is voor het beschrijven en analyseren van 
fasegekoppelde netwerken.
 In hoofdstuk 4 demonstreerde ik de waarde van de ontbindingstechniek 
voor fasegekoppelde oscillatoire netwerken als een manier om buitenschedelijke 
hersensignalen te analyseren. Door magnetoencephalografische (MEG) metingen 
tijdens een tactiele detectie taak te ontbinden, liet ik zien dat de techniek in staat 
was de vele spatieel en spectraal overlappende sensorniveau activiteitspatronen 
van verschillende bronnen van elkaar te onderscheiden. Belangrijk, deze patronen 
waren zeer moeilijk te onderscheiden met conventionele analysetechnieken. De 
techniek scheidde deze overlappende patronen op basis van hun verschillende 
spatiële kaarten, spectrale inhoud, en activiteit in de verschillende trials. Onder 
deze geëxtraheerde sensorniveau activiteitspatronen bevonden zich patronen 
die geproduceerd waren door gedistribueerde bronnen, welke fasegekoppelde 
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netwerken reflecteren, maar ook bronnen die beter beschreven konden worden 
als puntbronnen, welke dipolaire sensorniveau fasekoppelingspatronen lieten 
zien. Omdat de techniek de trialspecifieke sterkte van netwerken of puntbronnen 
kwantificeert in hun trial profielen was het mogelijk om taakmodulaties van hun 
activiteit te onderzoeken. Dit maakte het mogelijk voor mij om vele overlappende alfa 
en bèta netwerken en bronnen te onthullen, wiens activiteit onderdrukt of versterkt 
werd door aandacht en taakprestatie, zowel in taakrelevante, als taakirrelevante 
gebieden. Dit is interessant, omdat conventionele analyses van alfa en bèta activiteit 
op deze locaties de gemiddelde activiteit beschrijven van dergelijke bronnen, en 
dat overwegend gevonden wordt dat deze bronnen slechts onderdrukt worden in 
taakrelevante gebieden, en versterkt in taakirrelevante gebieden. Gebruik makend 
van de ontbindingstechniek, was ik in staat de onderliggende bronnen van elkaar 
te scheiden, en te laten zien dat de situatie veel complexer is. Zodoende heb ik 
laten zien dat de techniek niet alleen nuttig is voor het blootleggen en beschrijven 
van fasegekoppelde netwerken, maar dat deze ook in staat is de verschillende 
bronnen te openbaren die buitenschedelijke hersensignalen produceren, en om hun 
taakmodulaties te onderzoeken. 
Tot slot
Neuronale netwerken gevormd door de koppeling van neuronale oscillaties worden 
gezien als een belangrijke mogelijkheid voor het routeren van informatie door het 
brein. Het vinden van deze netwerken in de hoogdimensionale getalstructuren die 
ze beschrijven, is echter zeer moeilijk met conventionele analyse benaderingen. 
Dit proefschrift beschrijft technieken die dergelijke netwerken identificeren en 
karakteriseren op een neurobiologisch plausibele wijze. De toepassing van dergelijke 
technieken zal sterk toenemen in de nabije toekomst, gezien de technologische 
vooruitgang in meettechnieken zal leiden tot een alsmaar toenemend aantal signalen 
die gelijktijdig kunnen worden gemeten. Conventionele technieken zijn zeer slecht 
geschikt voor deze hoogdimensionale data, en methodologische vooruitgangen 
zoals degene in dit proefschrift zijn essentieel voor hun analyse. Dit proefschrift 
identificeert ook verscheidene eigenschappen van oscillatoire netwerken die hun 
erg geschikt maken voor het flexibel routeren van informatie. Desniettemin, er is nog 
steeds erg veel onduidelijk over hoe het brein dit bereikt, en het blootleggen van 
de precieze mechanismen is een belangrijke uitdaging voor toekomstig onderzoek.
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