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Abstract
An (n, k) maximum distance separable (MDS) code has optimal repair access if the minimum
number of symbols accessed from d surviving nodes is achieved, where k+1 ≤ d ≤ n−1. Existing results
show that the sub-packetization α of an (n, k, d) high code rate (i.e., k/n > 0.5) MDS code with optimal
repair access is at least (d− k+ 1)d nd−k+1 e. In this paper, we propose a class of multi-layer transformed
MDS codes such that the sub-packetization is (d− k+1)d n(d−k+1)η e, where η = bn−k−1d−k c, and the repair
access is optimal for any single node. We show that the sub-packetization of the proposed multi-layer
transformed MDS codes is strictly less than the existing known lower bound when η = bn−k−1d−k c > 1,
achieving by restricting the choice of d specific helper nodes in repairing a failed node. We further
propose multi-layer transformed EVENODD codes that have optimal repair access for any single node
and lower sub-packetization than the existing binary MDS array codes with optimal repair access for
any single node. With our multi-layer transformation, we can design new MDS codes that have the
properties of low computational complexity, optimal repair access for any single node, and relatively
small sub-packetization, all of which are critical for maintaining the reliability of distributed storage
systems.
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2I. INTRODUCTION
Erasure codes are now widely adopted in distributed storage systems (e.g., [1]) that can provide
significantly higher fault tolerance and lower storage redundancy than traditional replication.
Maximum distance separable (MDS) codes are a class of the erasure codes that can offer reliability
with the minimum amount of storage redundancy. Specifically, an (n, k) MDS code, where n
and k < n are two configurable parameters, encodes a data file of k symbols (i.e., the units for
erasure code operations) is encoded into n symbols that are distributed in n nodes, such that the
data file can be retrieved from any k out of n nodes; in the meantime, it achieves the minimum
redundancy n/k.
Upon the failure of any storage node, we want to repair the lost data in the failed node by
downloading the minimum possible amounts of symbols from other surviving nodes. Regenerating
codes (RGCs) [2] are a special class of erasure codes that provably minimize the repair bandwidth,
defined as the total number of symbols being downloaded for repairing a failed node. In particular,
minimum storage regenerating (MSR) codes are a sub-class of RGCs that correspond to the
minimum storage point of RGCs. MSR codes can also be viewed as a special class of MDS
codes that achieve the minimum repair bandwidth for repairing any single failed node.
A. Background of Optimal Repair Access
We present the background of achieving the minimum repair bandwidth as follows. Specifically,
we construct an (n, k) MDS code through sub-packetization, in which we encode a data file of
kα symbols (where α ≥ 1) over the finite field Fq into nα symbols that are distributed across n
nodes, each of which stores α symbols, such that the data file can be retrieved from any k out
of n nodes. Here, the number of symbols stored in each node, α, is called the sub-packetization
level.
If any storage node fails, a repair operation is triggered to repair the α lost symbols in a new
storage node by downloading the available symbols from d surviving nodes (called helper nodes),
where k ≤ d ≤ n− 1. Dimakis et al. [2] show that the number of symbols downloaded from
each of the d helper nodes, denoted by β, for repairing the α lost symbols of a failed node in
any (n, k) MDS code is lower-bounded by
β =
α
d− k + 1 .
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3Thus, the minimum repair bandwidth of any (n, k) MDS code, denoted by γ, is:
γ = dβ =
dα
d− k + 1 . (1)
MSR codes [2] are a special class of MDS codes that achieve the minimum repair bandwidth
in Equation (1). Furthermore, we define repair access as the total number of symbols accessed
(i.e., I/Os) from the d helper nodes during the repair of a failed node. We can readily show
that the minimum repair access of an MSR code is no less than the minimum repair bandwidth.
We say that an MDS code has the optimal repair access (a.k.a. repair-by-transfer [3]) if the
minimum repair access is equal to the minimum repair bandwidth in Equation (1) is achieved; in
other words, the minimum amount of I/Os for repair is equal to the minimum repair bandwidth.
B. Related Work
Many constructions of MSR codes [4]–[11] have been proposed in the literature. For example,
product-matrix MSR codes [4] support the parameters that satisfy 2k − 2 ≤ d ≤ n− 1, and are
subsequently extended with lower computational complexity [5]. Another construction of MSR
codes is based on interference alignment [6]. However, the above two constructions of MSR
codes are only suitable for low code rates (i.e, k/n ≤ 0.5).
MSR codes with high code rates (i.e, k/n > 0.5) are important in practice. Some existing
constructions of high-code-rate MSR codes are found in [7]–[11]. It is shown in [12] that a
tight lower bound of the sub-packetization level of high-code-rate MSR codes with optimal
repair access is (d − k + 1)d nd−k+1 e. More generally, for any (n, k) MDS code with optimal
repair access for each of w nodes (where w < n), the minimum sub-packetization level is
α = (d− k + 1)d wd−k+1 e.
There are other practical concerns in distributed storage systems, such as how to mitigate the
computational complexity. Binary MDS array codes are a special class of MDS codes that have
low computational complexity, since the encoding and decoding procedures only involve XOR
operations. Typical examples of binary MDS array codes are EVENODD [13], [14], X-code [15]
and RDP [16], [17]. Some efficient decoding methods of binary MDS array codes are given in
[18]–[22]. There have been also many studies [18], [23]–[26] on the optimal repair bandwidth of
binary MDS array codes.
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4C. Our Contributions
In this paper, we propose a class of multi-layer transformed MDS codes with any parameters
k + 1 ≤ d ≤ n− 1, such that the optimal repair access is achievable for any single node while
the sub-packetization level is less than the lower bound (d− k + 1)d nd−k+1 e when bn−k−1
d−k c > 1.
As a case study, we propose a class of multi-layer transformed EVENODD codes with optimal
repair access for any single failed column, low sub-packetization level, and low computational
complexity.
The main contributions of this paper are as follows.
1) We present a generic transformation for any (n, k) MDS code to obtain another (n, k)
MDS code that has optimal repair access for each of the chosen (d− k+ 1)η nodes, while
the sub-packetization level of the transformed code is d− k + 1, where η = bn−k−1
d−k c ≥ 1.
2) By applying the proposed transformation for an (n, k) MDS code d n
(d−k+1)ηe times, we can
obtain an (n, k) multi-layer transformed MDS code that achieves optimal repair access for
repairing any single failed node, while the sub-packetization level is (d− k + 1)d n(d−k+1)η e.
When bn−k−1
d−k c > 1, we show that the proposed multi-layer transformed MDS code has a
lower sub-packetization level than the lower bound given in [12] and also less than that of
the existing high-code-rate MSR codes with optimal repair access.
3) We present a binary array version of transformation for binary MDS array codes. We use
EVENODD codes as a motivating example to enable optimal repair access for each of the
chosen (d− k + 1)η columns. By recursively applying the transformation for EVENODD
codes d n
(d−k+1)ηe times, the obtained multi-layer transformed EVENODD codes have optimal
repair access for any single failed column and have lower sub-packetization level than that
of the existing binary MDS array codes with optimal repair access.
Compared to the existing constructions [8], [10], [11] of MDS codes with optimal repair access,
the main reason that our multi-layer transformed MDS codes achieve lower sub-packetization
level is that we restrict the choice of d specific helper nodes in repairing a failed node. This
enables us to design a generic transformation for MDS codes to achieve optimal repair access
for each of the chosen (d − k + 1)η nodes. We can design the multi-layer transformed MDS
codes by applying the proposed generic transformation for any MDS codes d n
(d−k+1)ηe times,
such that the sub-packetization level is (d− k + 1)d n(d−k+1)η e and the repair access is optimal for
any single node. Our multi-layer transformed MDS codes also require that the underlying field
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5size to be sufficiently large, so as to maintain the MDS property.
There exist some similar transformations [8], [18], [26] for MDS codes to enable optimal
repair bandwidth of some nodes. The main differences between our transformation and the
transformations in [8], [18], [26] are summarized as follows. First, Li et al. [8] propose a
transformation for MDS codes to enable optimal repair bandwidth for any of the chosen r nodes.
Our transformation enables optimal repair bandwidth for any of the chosen (d− k + 1)η nodes.
The transformation in [8] can be viewed as a special case of our transformation with η = 1
and d = n− 1. Second, the transformations in [18], [26] can be viewed as the variants of the
transformation in [8] that are designed for binary MDS array codes. With a slightly modification,
our transformation is also applicable to binary MDS array codes and the transformation in [18],
[26] can be viewed as a special case of our binary version of transformation.
The rest of the paper is organized as follows. Section II presents motivating examples that show
the main ideas of the multi-layer transformed MDS codes. Section III presents the transformation
that can be applied to any MDS code to enable optimal repair access for each of the chosen
(d − k + 1)η nodes. Section IV shows the construction of the multi-layer transformed MDS
codes with optimal repair access for any single node by recursively applying the proposed
transformation for any MDS code given in Section III. Section V shows that we can obtain
the multi-layer transformed EVENODD codes that have optimal repair access for any single
column by recursively applying the transformation for EVENODD codes. Section VI shows
that the obtained multi-layer transformed MDS codes with optimal repair access have lower
sub-packetization level than that of the existing MDS codes with optimal repair access. Section VII
concludes the paper.
II. MOTIVATING EXAMPLES
In this section, we present two motivating examples with n = 8, k = 5, and d = 6. The
first example is obtained by applying the transformation given in Section III for the first
(d− k + 1)bn−k−1
d−k c = 4 nodes, so as to achieve optimal repair access for each of the first four
nodes with the sub-packetization level α = d − k + 1 = 2. The second example shows the
multi-layer transformed code in Section IV to achieve optimal repair access for each node with
the sub-packetization level α = (d− k+ 1)
⌈
n
(d−k+1)bn−k−1
d−k c
⌉
= 4. Note that the second example is
obtained by recursively applying the transformation given in Section III twice.
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6TABLE I: The storage with n = 8, k = 5 and d = 6 by applying the transformation for the first
four nodes, where e1, e2 are field elements in Fq except zero and one.
Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7 Node 8
a11 a
1
2 + a
2
1 a
1
3 a
1
4 + a
2
3 a
1
5 a
1
6 a
1
7 a
1
8
a21 + e1a
1
2 a
2
2 a
2
3 + e2c
1
4 a
2
4 a
2
5 a
2
6 a
2
7 a
2
8
A. First Example
Suppose that a data file contains 10 data symbols that are denoted by
a11, a
1
2, a
1
3, a
1
4, a
1
5, a
2
1, a
2
2, a
2
3, a
2
4, a
2
5
over the finite field Fq. We first compute six coded symbols a16, a17, a18, a26, a27, a28 by
a16 a17 a18
a26 a
2
7 a
2
8
 =
a11 a12 a13 a14 a15
a21 a
2
2 a
2
3 a
2
4 a
2
5


1 p1 p
2
1
1 p2 p
2
2
1 p3 p
2
3
1 p4 p
2
4
1 p5 p
2
5

,
where p1, p2, p3, p4, p5 are distinct and non-zero elements in Fq.
Table I shows the storage by applying the transformation given in Section III for the first four
nodes, where e1, e2 are field elements in Fq except zero and one. We can repair the two symbols
in each of the first four nodes of the code in Table I by accessing one symbol from each of the
chosen d = 6 nodes, and the repair access is optimal. Suppose that node 1 fails. We can recover
the two symbols stored in node 1 by downloading the following six symbols.
a12 + a
2
1, a
1
3, a
1
5, a
1
6, a
1
7, a
1
8.
Specifically, we can first compute a11, a
1
2, a
1
4 from a
1
3, a
1
5, a
1
6, a
1
7, a
1
8 by
[
a11 a
1
2 a
1
4
]
=
[
a16 − a13 − a15 a17 − p3a13 − p5a15 a18 − p23a13 − p25a15
]
·

1 p1 p
2
1
1 p2 p
2
2
1 p4 p
2
4

−1
.
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7Then, we can recover a21 + e1a
1
2 by a
2
1 + e1a
1
2 = (a
1
2 + a
2
1) + (e1− 1)a12. We can also repair node 3
by downloading the following symbols
a11, a
1
4 + a
2
3, a
1
5, a
1
6, a
1
7, a
1
8,
from nodes 1, 4, 5, 6, 7, 8. We can repair node 2 and node 4 by downloading the symbols
a21 + e1a
1
2, a
2
4, a
2
5, a
2
6, a
2
7, a
2
8,
from nodes 1, 4, 5, 6, 7, 8 and
a22, a
2
3 + e2a
1
4, a
2
5, a
2
6, a
2
7, a
2
8 + a
4
7,
from nodes 2, 3, 5, 6, 7, 8, respectively.
B. Second Example
Suppose now that a data file contains 20 data symbols that are denoted as c`1, c
`
2, c
`
3, c
`
4, c
`
5 over
finite field Fq with ` = 1, 2, 3, 4. In the example, we have eight nodes with each node storing
four symbols. The code of the second example can be obtained by applying the transformation in
Section III for the last four nodes of the first example. The construction of the second example
is given as follows. We first generate two instances of the first example. Specifically, we first
compute 12 coded symbols c`6, c
`
7, c
`
8 with ` = 1, 2, 3, 4 by
[
c`6 c
`
7 c
`
8
]
=
[
c`1 c
`
2 c
`
3 c
`
4 c
`
5
]

1 p1 p
2
1
1 p2 p
2
2
1 p3 p
2
3
1 p4 p
2
4
1 p5 p
2
5

,
where p1, p2, p3, p4, p5 are distinct and non-zero elements in Fq, and then obtain the two instances
of the first example as
c11 c
1
2 + c
2
1 c
1
3 c
1
4 + c
2
3 c
1
5 c
1
6 c
1
7 c
1
8
c21 + e1c
1
2 c
2
2 c
2
3 + e2c
1
4 c
2
4 c
2
5 c
2
6 c
2
7 c
2
8
c31 c
3
2 + c
4
1 c
3
3 c
3
4 + c
4
3 c
3
5 c
3
6 c
3
7 c
3
8
c41 + e1c
3
2 c
4
2 c
4
3 + e2c
3
4 c
4
4 c
4
5 c
4
6 c
4
7 c
4
8
 . (2)
Table II shows the example of the multi-layer transformed code in Section IV, obtained by
recursively applying the transformation given in Section III twice, where e1, e2, e3, e4 are field
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8TABLE II: The multi-layer transformed code with n = 8, k = 5 and d = 6 by recursively
applying the transformation twice, where e1, e2, e3, e4 are field elements in Fq except zero and
one.
Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7 Node 8
c11 c
1
2 + c
2
1 c
1
3 c
1
4 + c
2
3 c
1
5 c
1
6 + c
3
5 c
1
7 c
1
8 + c
3
7
c21 + e1c
1
2 c
2
2 c
2
3 + e2c
1
4 c
2
4 c
2
5 c
2
6 + c
4
5 c
2
7 c
2
8 + c
4
7
c31 c
3
2 + c
4
1 c
3
3 c
3
4 + c
4
3 c
3
5 + e3c
1
6 c
3
6 c
3
7 + e4c
1
8 c
3
8
c41 + e1c
3
2 c
4
2 c
4
3 + e2c
3
4 c
4
4 c
4
5 + e3c
2
6 c
4
6 c
4
7 + e4c
2
8 c
4
8
elements in Fq except zero and one. The multi-layer transformed code in Table II has optimal
repair access for each of all eight nodes. In the following, we show the detailed repair method
for the multi-layer transformed code in Table II.
We demonstrate that we can repair the four symbols in each node of the multi-layer transformed
code in Table II by accessing two symbols from each of the chosen d = 6 nodes. Suppose that
node 1 fails. We can recover the four symbols stored in node 1 by downloading the first symbol
and the third symbol from nodes 2, 3, 5, 6, 7, 8, i.e., by downloading the following symbols.
c12 + c
2
1, c
1
3, c
1
5, c
1
6 + c
3
5, c
1
7, c
1
8 + c
3
7,
c32 + c
4
1, c
3
3, c
3
5 + e3c
1
6, c
3
6, c
3
7 + e4c
1
8, c
3
8.
Fig. 1 shows the detailed repair procedure of node 1. Specifically, we can first compute c16 and
c35 from c
1
6 + c
3
5 and c
3
5 + e3c
1
6, and compute c
1
8 and c
3
7 from c
1
8 + c
3
7 and c
3
7 + e4c
1
8, as e3 6= 1 and
e4 6= 1. Then, we can obtain c11, c12, c14 and c31, c32, c34 from c13, c15, c16, c17, c18 and c33, c35, c36, c37, c38 by
[
c11 c
1
2 c
1
4
]
=
[
c16 − c13 − c15 c17 − p3c13 − p5c15 c18 − p23c13 − p25c15
]
·

1 p1 p
2
1
1 p2 p
2
2
1 p4 p
2
4

−1
,
and
[
c31 c
3
2 c
3
4
]
=
[
c36 − c33 − c35 c37 − p3c33 − p5c35 c38 − p23c33 − p25c35
]
·

1 p1 p
2
1
1 p2 p
2
2
1 p4 p
2
4

−1
,
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9Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7 Node 8
𝑐12 + 𝑒1𝑐21𝑐1&𝑐1'𝑐1( + 𝑒1𝑐2'
𝑐)& + 𝑐&)𝑐))𝑐)' + 𝑐&(𝑐)(
𝑐'&𝑐') + 𝑒2𝑐&(𝑐''𝑐'( + 𝑒2𝑐('
𝑐(& + 𝑐')𝑐()𝑐(' + 𝑐'(𝑐((
𝑐*&𝑐*)𝑐*' + 𝑒3𝑐,&𝑐*( + 𝑒3𝑐,)
𝑐,& + 𝑐*'𝑐,) + 𝑐*(𝑐,'𝑐,(
𝑐-&𝑐-)𝑐-' + 𝑒4𝑐/&𝑐-( + 𝑒4𝑐/)
𝑐/& + 𝑐-'𝑐/) + 𝑐-(𝑐/'𝑐/(
𝑐)& + 𝑐&)𝑐)' + 𝑐&( 𝑐'&𝑐'' 𝑐*&𝑐*' + 𝑒3𝑐,& 𝑐,& + 𝑐*'𝑐,' 𝑐-&𝑐-' + 𝑒4𝑐/& 𝑐/& + 𝑐-'𝑐/'
𝑐,&𝑐*' 𝑐/&𝑐-'𝑐1&𝑐)&𝑐12 + 𝑒1𝑐21𝑐1&𝑐1'𝑐1( + 𝑒1𝑐2' 𝑐1'𝑐)'New Node
Fig. 1: The repair procedure of node 1 of the example given in Section II with k = 5, r = 3 and
d = 6
respectively. Finally, we can recover c21 + e1c
1
2 and c
4
1 + e1c
3
2 by c
2
1 + e1c
1
2 = (c
1
2 + c
2
1) + (e1− 1)c12
and c41 + e1c
3
2 = (c
3
2 + c
4
1) + (e1 − 1)c32, respectively. We can also repair node 3 by downloading
the following symbols
c11, c
1
4 + c
2
3, c
1
5, c
1
6 + c
3
5, c
1
7, c
1
8 + c
3
7,
c31, c
3
4 + c
4
3, c
3
5 + e3c
1
6, c
3
6, c
3
7 + e4c
1
8, c
3
8,
from nodes 1, 4, 5, 6, 7, 8. Node 2 and node 4 can be repaired by downloading the symbols
c21 + e1c
1
2, c
2
4, c
2
5, c
2
6 + c
4
5, c
2
7, c
2
8 + c
4
7,
c41 + e1c
3
2, c
4
4, c
4
5 + e3c
2
6, c
4
6, c
4
7 + e4c
2
8, c
4
8,
from nodes 1, 4, 5, 6, 7, 8 and
c22, c
2
3 + e2c
1
4, c
2
5, c
2
6 + c
4
5, c
2
7, c
2
8 + c
4
7,
c42, c
4
3 + e2c
3
4, c
4
5 + e3c
2
6, c
4
6, c
4
7 + e4c
2
8, c
4
8,
July 24, 2019 DRAFT
10
from nodes 2, 3, 5, 6, 7, 8, respectively.
Similarly, we can repair node 5 and node 7 by downloading the symbols
c11, c
1
2 + c
2
1, c
1
3, c
1
4 + c
2
3, c
1
6 + c
3
5, c
1
7,
c21 + e1c
1
2, c
2
2, c
2
3 + e2c
4
1, c
2
4, c
2
6 + c
4
5, c
2
7,
from nodes 1, 2, 3, 4, 6, 7 and
c11, c
1
2 + c
2
1, c
1
3, c
1
4 + c
2
3, c
1
5, c
1
8 + c
3
7,
c21 + e1c
1
2, c
2
2, c
2
3 + e2c
4
1, c
2
4, c
2
5, c
2
8 + c
4
7,
from nodes 1, 2, 3, 4, 5, 8, respectively, and repair node 6 and node 8 by downloading the symbols
c31, c
3
2 + c
4
1, c
3
3, c
3
4 + c
4
3, c
3
5 + e3c
1
6, c
3
8,
c41 + e1c
3
2, c
4
2, c
4
3 + e2c
3
4, c
4
4, c
4
5 + e3c
2
6, c
4
8,
from nodes 1, 2, 3, 4, 5, 8 and
c31, c
3
2 + c
4
1, c
3
3, c
3
4 + c
4
3, c
3
6, c
3
7 + e4c
1
8,
c41 + e1c
3
2, c
4
2, c
4
3 + e2c
3
4, c
4
4, c
4
6, c
4
7 + e4c
2
8,
from nodes 1, 2, 3, 4, 6, 7, respectively.
If the field size q is large enough, we can always find the field elements p1, p2, p3, p4, p5, e1, e2, e3, e4
in Fq such that any five out of the eight nodes can retrieve all 20 data symbols by Theorem 4
given in Section III-C.
III. A GENERIC TRANSFORMATION
In this section, we propose a generic transformation for MDS codes that can convert any MDS
code into another MDS code that has optimal repair access for each of the chosen nodes and
possesses low sub-packetization level. The multi-layer transformed MDS codes with optimal
repair access for any single node given in the next section are obtained by recursively applying
the transformation given in this section.
An (n, k) MDS code encodes k data symbols s1, s2, . . . , sk over finite field Fq into n coded
symbols c1, c2, . . . , cn by[
c1 c2 · · · cn
]
=
[
s1 s2 · · · sk
]
·Gk×n,
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where Gk×n is a k × n matrix. Any k × k sub-matrix of Gk×n must be non-singular, in order to
maintain the MDS property. Typically, we can choose the matrix Gk×n to be a k×n Vandermonde
matrix or Cauchy matrix. If we want to generate the systematic version of the code, i.e., ci = si
for i = 1, 2, . . . , k, then the matrix Gk×n is composed of a k × k identity matrix Ik×k and a
k × (r = n− k) encoding matrix Pk×r, i.e.,
Gk×n =
[
Ik×k Pk×r
]
, (3)
where
Pk×r =

p1,1 p1,2 · · · p1,r
p2,1 p2,2 · · · p2,r
...
... . . .
...
pk,1 pk,2 · · · pk,r
 .
To ensure the MDS property, all the square sub-matrices of Pk×r should be invertible.
A. The Transformation
Next we present a transformation on an (n, k) MDS code to generate an (n, k) transformed
MDS code with α = (d− k+ 1). In the transformed codes, we have (d− k+ 1) · k data symbols
s`1, s
`
2, . . . , s
`
k with ` = 1, 2, . . . , d − k + 1, where k + 1 ≤ d ≤ k + r − 1. We can compute
(d− k + 1) · n coded symbols c`1, c`2, . . . , c`n by[
c`1 c
`
2 · · · c`n
]
=
[
s`1 s
`
2 · · · s`k
]
·Gk×n,
where Gk×n is given in (3) and ` = 1, 2, . . . , d− k + 1. Let t = d− k + 1 and denote η as
η =
⌊
r − 1
d− k
⌋
.
For i = 1, 2, . . . , t and j = 1, 2, . . . , η, node (j − 1)t+ i stores the following t symbols
c1(j−1)t+i + c
i
(j−1)t+1,
c2(j−1)t+i + c
i
(j−1)t+2, . . . ,
ci−1(j−1)t+i + c
i
(j−1)t+i−1,
ci(j−1)t+i,
ci+1(j−1)t+i + ejc
i
(j−1)t+i+1,
ci+2(j−1)t+i + ejc
i
(j−1)t+i+2, . . . ,
ct(j−1)t+i + ejc
i
(j−1)t+t,
(4)
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TABLE III: The transformed codes with n = 11, k = 6, r = 5, d = 8 and η = 2.
Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7 Node 8 Node 9 Node 10 Node 11
c11 c
1
2 + c
2
1 c
1
3 + c
3
1 c
1
4 c
1
5 + c
2
4 c
1
6 + c
3
4 c
1
7 c
1
8 c
1
9 c
1
10 c
1
11
c21 + e1c
1
2 c
2
2 c
2
3 + c
3
2 c
2
4 + e2c
1
5 c
2
5 c
2
6 + c
3
5 c
2
7 c
2
8 c
2
9 c
2
10 c
2
11
c31 + e1c
1
3 c
3
2 + e1c
2
3 c
3
3 c
3
4 + e2c
1
6 c
3
5 + e2c
2
6 c
3
6 c
3
7 c
3
8 c
3
9 c
3
10 c
3
11
where ej is an element from the finite field except zero and one. For h = t · η+ 1, t · η+ 2, . . . , n,
node h stores t symbols
c1h, c
2
h, . . . , c
t
h.
The obtained codes are called transformed codes, which are denoted as C1(n, k, η, t). Note that
the transformation in [8] can be viewed as a special case of our transformation with d = n− 1
and η = 1. Table III shows an example of the transformed codes with n = 11, k = 6, r = 5,
d = 8 and η = 2.
Lemma 1. Given integers `, i and j, we can compute
1) ci` and c
j
` from c
i
` + c
j
` and c
i
` + ec
j
` , if e 6= 1;
2) ci` + c
j
` from c
i
` + ec
j
` and c
i
`, if e 6= 0;
3) ci` + ec
j
` from c
i
` + c
j
` and c
i
`, if e 6= 0.
Proof. Consider the first claim, we can obtain cj` by
cj` = {(ci` + cj`)− (ci` + ecj`)}(1− e)−1,
and further compute ci` by (c
i
` + c
j
`)− cj` . The other two claims can be proved similarly.
B. Optimal Repair Access
We show in the next theorem that the first t · η nodes of the transformed codes have optimal
repair access.
Theorem 2. We can recover each of the first t · η nodes of the transformed codes by accessing d
symbols from specified d nodes.
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Proof. For i = 1, 2, . . . , t and j = 1, 2, . . . , η, we show that we can recover t symbols stored in
node (j − 1)t+ i by accessing k symbols cih1 , cih2 , . . . , cihk with
{h1, . . . , hk} ⊂

{t+ i, . . . , (η − 1)t+ i, tη + 1, tη + 2, . . . , n} for j = 1
{i, . . . , (j − 2)t+ i, jt+ i, . . . , (η − 1)t+ i, tη + 1, . . . , n} for η − 1 ≥ j ≥ 2
{i, t+ i, . . . , (η − 2)t+ i, tη + 1, tη + 2, . . . , n} for j = η
(5)
and d− k symbols
ci(j−1)t+1 + ejc
1
(j−1)t+i, . . . , c
i
(j−1)t+i−1 + ejc
i−1
(j−1)t+i,
ci(j−1)t+i+1 + c
i+1
(j−1)t+i, . . . , c
i
(j−1)t+t + c
t
(j−1)t+i.
(6)
Note that
η − 1 + (n− tη) =n− (d− k)
⌊
n− k − 1
d− k
⌋
− 1
≥k,
we can thus choose k different values in (5).
Recall that the t symbols stored in node (j−1)t+i are given in (4). By accessing cih1 , cih2 , . . . , cihk ,
we can compute ci(j−1)t+1, c
i
(j−1)t+2, . . . , c
i
(j−1)t+t according to the MDS property. With the
computed ci(j−1)t+1, c
i
(j−1)t+2, . . . , c
i
(j−1)t+t and the accessed d−k symbols in (6), we can compute
all t symbols stored in node (j−1)t+ i by Lemma 1. Therefore, we can recover node (j−1)t+ i
by downloading d symbols from d helper nodes and the repair access of node (j − 1)t + i is
optimal according to (1).
Consider the example in Table III. We can repair the three symbols c11, c
2
1 + e1c
1
2 and c
3
1 + e1c
1
3
in node 1 by downloading the following eight symbols
c14, c
1
7, c
1
8, c
1
9, c
1
10, c
1
11, c
1
2 + c
2
1, c
1
3 + c
3
1.
Specifically, we can first compute c11, c
1
2 and c
1
3 from the first six symbols of the above downloaded
symbols, and then compute c21 + e1c
1
2 and c
3
1 + e1c
1
3 by
c21 + e1c
1
2 =(c
1
2 + c
2
1) + (e1 − 1)c12,
c31 + e1c
1
3 =(c
1
3 + c
3
1) + (e1 − 1)c13.
We can repair node 2 and node 3 by downloading
c25, c
2
7, c
2
8, c
2
9, c
2
10, c
2
11, c
2
1 + e1c
1
2, c
2
3 + c
3
2,
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and
c36, c
3
7, c
3
8, c
3
9, c
3
10, c
3
11, c
3
1 + e1c
1
3, c
3
2 + e1c
2
3,
respectively. Similarly, we can repair node 4, node 5 and node 6 by downloading
c11, c
1
7, c
1
8, c
1
9, c
1
10, c
1
11, c
1
5 + c
2
4, c
1
6 + c
3
4,
c22, c
2
7, c
2
8, c
2
9, c
2
10, c
2
11, c
2
4 + e2c
1
5, c
2
6 + c
3
5,
and
c33, c
3
7, c
3
8, c
3
9, c
3
10, c
3
11, c
3
4 + e2c
1
6, c
3
5 + e2c
2
6,
respectively.
C. The MDS Property
If we put tk data symbols in a vector s of length tk, i.e.,
s =
[
s11 · · · s1k s21 · · · s2k · · · st1 · · · stk
]
,
then all tn symbols stored in n nodes are computed as the multiplication of s and the tk × tn
generator matrix Gtk×tn. We can write the matrix Gtk×tn as
Gtk×tn =
[
G1tk×t G
2
tk×t · · · Gntk×t
]
,
where Gitk×t is the generator matrix of node i with i = 1, 2, . . . , n. In the example in Table III,
the generator matrix is
G18×33 =
[
G118×3 G
2
18×3 · · · G1118×3
]
,
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where [
G118×3 G
2
18×3 G
3
18×3 G
4
18×3 G
5
18×3 G
6
18×3
]
=

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 e1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 e1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 e2 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 e2 0 0 0 1 0 0
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 e1 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 e2 0 1 0
0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

.
In the following, we show that we can always find e1, e2, . . . , eη such that the determinant of
the tk × tk matrix composed of any k out of the n generator matrices
G1tk×t,G
2
tk×t, · · · ,Gntk×t (7)
is non-zero, when the field size is large enough. We first review the Schwartz-Zippel Lemma,
and then present the MDS property condition.
Lemma 3. (Schwartz-Zippel [27]) Let Q(x1, . . . , xn) ∈ Fq[x1, . . . , xn] be a non-zero multivariate
polynomial of total degree d. Let r1, . . . , rn be chosen independently and uniformly at random
from a subset S of Fq. Then
Pr[Q(r1, . . . , rn) = 0] ≤ d|S| . (8)
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The MDS property condition is given in the following theorem.
Theorem 4. If the field size q is larger than
η (t−1)t
2
((
n
k
)
−
η∑
`=0
(
n− ηt
k − `t
)
·
(
η
`
))
, (9)
then there exist η variables e1, e2, . . . , eη over Fq such that the determinant of the tk× tk matrix
composed of any k generator matrices in (7) is non-zero.
Proof. We view each entry of the matrix Gtk×tn as a constant and e1, e2, . . . , eη as variables. We
need to evaluate
(
n
k
)
determinants that correspond to the determinants of the matrices composed
of any k out of n matrices in (7) to be non-zero element in Fq. We divide the first ηt nodes
into η groups, where group j contains t nodes that are from node (j − 1)t+ 1 to node jt with
j = 1, 2, . . . , η. We first prove the following simple lemma.
Lemma 5. For j = 1, 2, . . . , η, we can compute t2 coded symbols
c`(j−1)t+1, c
`
(j−1)t+2, · · · , c`jt,
for ` = 1, 2, . . . , t, from t2 symbols stored in t nodes of group j.
Proof. Let us consider the following t nodes of group j:
Node (j − 1)t+ 1 Node (j − 1)t+ 2 · · · Node jt
c1(j−1)t+1 c
1
(j−1)t+2 + c
2
(j−1)t+1 · · · c1jt + ct(j−1)t+1
c2(j−1)t+1 + ejc
1
(j−1)t+2 c
2
(j−1)t+2 · · · c2jt + ct(j−1)t+2
c3(j−1)t+1 + ejc
1
(j−1)t+3 c
3
(j−1)t+2 + ejc
2
(j−1)t+3 · · · c3jt + ct(j−1)t+3
...
... . . .
...
ct(j−1)t+1 + ejc
1
jt c
t
(j−1)t+2 + ejc
2
jt · · · ctjt

.
For i = 1, 2, . . . , t−1 and ` = i+1, i+2, . . . , t, the symbol in row ` stored in node (j−1)t+ i is
c`(j−1)t+i+ejc
i
(j−1)t+` and the symbol in row i stored in node (j−1)t+` is ci(j−1)t+`+c`(j−1)t+i. By
Lemma 1, we can compute two coded symbols ci(j−1)t+` and c
`
(j−1)t+i from c
`
(j−1)t+i + ejc
i
(j−1)t+`
and (j−1)t+ ` is ci(j−1)t+`+ c`(j−1)t+i. Recall that the symbol in row ` stored in node (j−1)t+ `
is the coded symbol c`(j−1)t+`. Therefore, we can compute the t
2 coded symbols from t2 symbols
stored in t nodes of group j.
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TABLE IV: The values in (9) with some specific parameters.
Parameters (n, k, η, t) (8,5,2,2) (9,6,2,2) (14,10,2,2)
Values in (9) 92 128 1400
If the k nodes are composed of k − `t nodes from the last n− ηt nodes and `t nodes from `
out of η groups, then we can obtain tk coded symbols by Lemma 5 and further compute tk data
symbols, where ` ≤ η. Therefore, we only need to evaluate
(
n
k
)
−
η∑
`=0
(
n− ηt
k − `t
)
·
(
η
`
)
determinants to be non-zero in Fq or not. Note that there are η variables e1, e2, . . . , eη and
each of the η variables appears in (t− 1)t/2 entries of the generator matrix Gtk×tn. Therefore,
each determinant is a polynomial with at most degree η(t− 1)t/2. The multiplication of all the
determinants can be interpreted as a polynomial with total degree
η
(t− 1)t
2
((
n
k
)
−
η∑
`=0
(
n− ηt
k − `t
)
·
(
η
`
))
.
Therefore, the MDS property condition is satisfied if the field size is larger than (9) according to
the Schwartz-Zippel Lemma.
Table IV shows the underlying field size such that there exists at least one assignment of
e1, e2, . . . , eη with the transformed codes satisfying the MDS property.
According to Theorem 2, the transformed codes have optimal repair access for each of the
first ηt nodes. Similarly, we can also apply the transformation for nodes from ηt+ 1 to 2ηt such
that the repair access of each of nodes from ηt+ 1 to 2ηt is optimal.
D. Systematic Codes
Note that the transformed code C1(n, k, η, t) given in Section III-A is not a systematic code.
It is important to obtain the systematic transformed code in practice. We can obtain a systematic
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code by replacing c`(j−1)t+i + c
i
(j−1)t+` with ` < i by c¯
`
(j−1)t+i and replacing c
`
(j−1)t+i + ejc
i
(j−1)t+`
with ` > i by c¯`(j−1)t+i, i.e.,
c¯1(j−1)t+i = c
1
(j−1)t+i + c
i
(j−1)t+1,
c¯2(j−1)t+i = c
2
(j−1)t+i + c
i
(j−1)t+2, . . . ,
c¯i−1(j−1)t+i = c
i−1
(j−1)t+i + c
i
(j−1)t+i−1,
c¯i+1(j−1)t+i = c
i+1
(j−1)t+i + ejc
i
(j−1)t+i+1,
c¯i+2(j−1)t+i = c
i+2
(j−1)t+i + ejc
i
(j−1)t+i+2, . . . ,
c¯t(j−1)t+i = c
t
(j−1)t+i + ejc
i
(j−1)t+t,
(10)
where i = 1, 2, . . . , t and j = 1, 2, . . . , η. For ` < i, we have
c¯`(j−1)t+i =c
`
(j−1)t+i + c
i
(j−1)t+`,
c¯i(j−1)t+` =c
i
(j−1)t+` + ejc
`
(j−1)t+i,
and further obtain
c`(j−1)t+i =
c¯i(j−1)t+` − c¯`(j−1)t+i
ej − 1 ,
ci(j−1)t+` =
ej c¯
`
(j−1)t+i − c¯i(j−1)t+`
ej − 1 .
In the above equation, 1
ej−1 is the inverse of ej − 1 over the finite field. Recall that c`h = s`h for
` = 1, 2, . . . , t and h = 1, 2, . . . , k, and
c`h = p1,h−kc
`
1 + p2,h−kc
`
2 + . . .+ pk,h−kc
`
k,
for h = k + 1, k + 2, . . . , n and ` = 1, 2, . . . , t. We can thus obtain that
c`h =
( `−1∑
i=1
pi,h−k
e1c¯
i
` − c¯`i
e1 − 1
)
+ p`,h−kc`` +
( t∑
i=`+1
pi,h−k
c¯i` − c¯`i
e1 − 1
)
+ · · ·+
( `−1∑
i=1
p(η−1)t+i,h−k
eη c¯
i
(η−1)t+` − c¯`(η−1)t+i
eη − 1
)
+ p(η−1)t+`,h−kc`(η−1)t+`+
( t∑
i=`+1
p(η−1)t+i,h−k
c¯i(η−1)t+` − c¯`(η−1)t+i
eη − 1
)
+ pηt+1,h−kc`ηt+1 + . . .+ pk,h−kc
`
k.
Table V shows the systematic transformed code with n = 11, k = 6, r = 5, d = 8 and η = 2.
The systematic transformed codes also satisfy Theorem 2 and Theorem 4, as the two transformed
codes are equivalent. According to Theorem 2, each of the first six nodes in Table V has optimal
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TABLE V: The systematic transformed codes with n = 11, k = 6, r = 5, d = 8 and η = 2.
Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7
c11 c
1
2 c
1
3 c
1
4 c
1
5 c
1
6 p1,1c
1
1 + p2,1
c21−c12
e1−1 + p3,1
c31−c13
e1−1 + p4,1c
1
4 + p5,1
c24−c15
e2−1 + p6,1
c34−c16
e2−1
c21 c
2
2 c
2
3 c
2
4 c
2
5 c
2
6 p1,1
e1c
1
2−c21
e1−1 + p2,1c
2
2 + p3,1
c32−c23
e1−1 + p4,1
e2c
1
5−c24
e2−1 + p5,1c
2
5 + p6,1
c35−c26
e2−1
c31 c
3
2 c
3
3 c
3
4 c
3
5 c
3
6 p1,1
e1c
1
3−c31
e1−1 + p2,1
e1c
2
3−c32
e1−1 + p3,1c
3
3 + p4,1
e2c
1
6−c34
e2−1 + p5,1
e2c
2
6−c35
e2−1 + p6,1c
3
6
Node 8 Node 9
p1,2c11 +
∑3
i=2 pi,2
ci1−c1i
e1−1 + p4,2c
1
4 +
∑3
i=2 p3+i,2
ci4−c13+i
e2−1 p1,3c
1
1 +
∑3
i=2 pi,3
ci1−c1i
e1−1 + p4,3c
1
4 +
∑3
i=2 p3+i,3
ci4−c13+i
e2−1
p1,2
e1c
1
2−c21
e1−1 + p2,2c
2
2 + p4,2
e2c
1
6−c34
e2−1 +
∑2
i=1 p3i,2
c33i−1−c23i
ei−1 + p5,2c
2
5 p1,3
e1c
1
2−c21
e1−1 + p2,3c
2
2 + p4,3
e2c
1
6−c34
e2−1 +
∑2
i=1 p3i,3
c33i−1−c23i
ei−1 + p5,3c
2
5∑2
i=1 pi,2
e1c
i
3−c3i
e1−1 + p3,2c
3
3 +
∑2
i=1 p3+i,2
e2c
i
6−c33+i
e2−1 + p6,2c
3
6
∑2
i=1 pi,3
e1c
i
3−c3i
e1−1 + p3,3c
3
3 +
∑2
i=1 p3+i,3
e2c
i
6−c33+i
e2−1 + p6,3c
3
6
Node 10 Node 11
p1,4c11 +
∑3
i=2 pi,4
ci1−c1i
e1−1 + p4,4c
1
4 +
∑3
i=2 p3+i,4
ci4−c13+i
e2−1 p1,5c
1
1 +
∑3
i=2 pi,5
ci1−c1i
e1−1 + p4,5c
1
4 +
∑3
i=2 p3+i,5
ci4−c13+i
e2−1
p1,4
e1c
1
2−c21
e1−1 + p2,4c
2
2 + p4,4
e2c
1
6−c34
e2−1 +
∑2
i=1 p3i,4
c33i−1−c23i
ei−1 + p5,4c
2
5 p1,5
e1c
1
2−c21
e1−1 + p2,5c
2
2 + p4,5
e2c
1
6−c34
e2−1 +
∑2
i=1 p3i,5
c33i−1−c23i
ei−1 + p5,5c
2
5∑2
i=1 pi,4
e1c
i
3−c3i
e1−1 + p3,4c
3
3 +
∑2
i=1 p3+i,4
e2c
i
6−c33+i
e2−1 + p6,4c
3
6
∑2
i=1 pi,5
e1c
i
3−c3i
e1−1 + p3,5c
3
3 +
∑2
i=1 p3+i,5
e2c
i
6−c33+i
e2−1 + p6,5c
3
6
repair access. For example, we can recover the three symbols in node 1 by accessing the following
eight symbols
c12, c
1
3, c
1
4, c
1
7, c
1
8, c
1
9, c
1
10, c
1
11.
Specifically, we can first subtract c14 from c
1
7, c
1
8, c
1
9, c
1
10 and c
1
11, respectively, to obtain
p1,1c
1
1 + p2,1
c21−c12
e1−1 + p3,1
c31−c13
e1−1 + p5,1
c24−c15
e2−1 + p6,1
c34−c16
e2−1
p1,2c
1
1 + p2,2
c21−c12
e1−1 + p3,2
c31−c13
e1−1 + p5,2
c24−c15
e2−1 + p6,2
c34−c16
e2−1
p1,3c
1
1 + p2,3
c21−c12
e1−1 + p3,3
c31−c13
e1−1 + p5,3
c24−c15
e2−1 + p6,3
c34−c16
e2−1
p1,4c
1
1 + p2,4
c21−c12
e1−1 + p3,4
c31−c13
e1−1 + p5,4
c24−c15
e2−1 + p6,4
c34−c16
e2−1
p1,5c
1
1 + p2,5
c21−c12
e1−1 + p3,5
c31−c13
e1−1 + p5,5
c24−c15
e2−1 + p6,5
c34−c16
e2−1

=
[
c11
c21−c12
e1−1
c31−c13
e1−1
c24−c15
e2−1
c34−c16
e2−1
]
·

p1,1 p1,2 p1,3 p1,4 p1,5
p2,1 p2,2 p2,3 p2,4 p2,5
p3,1 p3,2 p3,3 p3,4 p3,5
p5,1 p5,2 p5,3 p5,4 p5,5
p6,1 p6,2 p6,3 p6,4 p6,5

.
As the square matrix in the above equation is invertible, we can compute the five symbols
c11,
c21 − c12
e1 − 1 ,
c31 − c13
e1 − 1 ,
c24 − c15
e2 − 1 ,
c34 − c16
e2 − 1 ,
from the above five symbols, and further obtain
c11, c
2
1 − c12, c31 − c13, c24 − c15, c34 − c16,
July 24, 2019 DRAFT
20
as e1 − 1 and e2 − 1 are non-zero in the finite field. We have recovered c11. Together with c12 and
c13, we can recover c
2
1 and c
3
1 by
c21 =(c
2
1 − c12) + c12,
c31 =(c
3
1 − c13) + c13.
Similarly, we can recover the symbols stored in node 2, node 3, node 4, node 5 and node 6 by
accessing
c21, c
2
3, c
2
5, c
2
7, c
2
8, c
2
9, c
2
10, c
2
11,
c31, c
3
2, c
3
6, c
3
7, c
3
8, c
3
9, c
3
10, c
3
11,
c11, c
1
5, c
1
6, c
1
7, c
1
8, c
1
9, c
1
10, c
1
11,
c21, c
2
4, c
2
6, c
2
7, c
2
8, c
2
9, c
2
10, c
2
11,
and
c33, c
3
4, c
3
5, c
3
7, c
3
8, c
3
9, c
3
10, c
3
11.
respectively.
IV. MULTI-LAYER TRANSFORMED MDS CODES WITH OPTIMAL REPAIR ACCESS
In this section, we present the construction of multi-layer transformed MDS codes by recursively
applying the transformation given in Section III.
A. Construction
We divide n nodes into d n
ηt
e sets, each of which contains ηt nodes. For i = 1, 2, . . . , d n
ηt
e − 1,
set i contains nodes between (i− 1)ηt+ 1 and iηt, while set d n
ηt
e contains the last ηt nodes. We
further divide each set into η groups, each of which contains t nodes.
If we apply the transformation in Section III for the first set of an (n, k) MDS code, we can
obtain a transformed code C1(n, k, η, t) with each node having t symbols such that, according
to Theorem 4 and Theorem 2, C1(n, k, η, t) is an MDS code and has optimal repair access
for each of the first ηt nodes. If we apply the transformation in Section III for the second set
of the code C1(n, k, η, t), we can obtain the code C2(n, k, η, t) with each node having α = t2
symbols. Specifically, we can obtain C2(n, k, η, t) as follows. We first generate t instances of
the code C1(n, k, η, t) and view the t symbols stored in each node of C1(n, k, η, t) as a vector.
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For ` = 1, 2, . . . , t and h = 1, 2, . . . , n, the vector stored in node h of instance ` of C1(n, k, η, t)
is denoted as v`h. For i = 1, 2, . . . , t and j = 1, 2, . . . , η, node tη + (j − 1)t+ i of C2(n, k, η, t)
stores the following t vectors (t2 symbols)
v1tη+(j−1)t+i + v
i
tη+(j−1)t+1,
v2tη+(j−1)t+i + v
i
tη+(j−1)t+2, . . . ,
vi−1tη+(j−1)t+i + v
i
tη+(j−1)t+i−1,
vitη+(j−1)t+i,
vi+1tη+(j−1)t+i + eη+jv
i
tη+(j−1)t+i+1,
vi+2tη+(j−1)t+i + eη+jv
i
tη+(j−1)t+i+2, . . . ,
vttη+(j−1)t+i + eη+jv
i
tη+(j−1)t+t,
(11)
where eη+j is an element from the finite field except zero and one. Note that the multiplication
of eη+j and a vector
v =
[
v1 v2 . . . vt
]
is defined as
eη+jv =
[
eη+jv1 eη+jv2 . . . eη+jvt
]
and the addition of two vectors
v1 =
[
v11 v
1
2 . . . v
1
t
]
and
v2 =
[
v21 v
2
2 . . . v
2
t
]
is
v1 + v2 =
[
v11 + v
2
1 v
1
2 + v
2
2 . . . v
1
t + v
2
t
]
.
For h ∈ {1, 2, . . . , n} \ {t · η + 1, t · η + 2, . . . , 2t · η}, node h stores t vectors (t2 symbols)
v1h,v
2
h, . . . ,v
t
h.
According to Theorem 4, C2(n, k, η, t) is an MDS code and, according to Theorem 2, has optimal
repair access for each of the second ηt nodes.
Consider the example of the code C1(n = 8, k = 5, η = 2, t = 2) in Section II. We can obtain
C2(n = 8, k = 5, η = 2, t = 2) by applying the transformation in Section III for the last four
nodes (the second set) of the code C1(n = 8, k = 5, η = 2, t = 2). We should first generate t = 2
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TABLE VI: The storage of the first ηt nodes of C1(n, k, η, t).
Node 1 Node 2 · · · Node t · · · Node (η − 1)t+ 1 Node (η − 1)t+ 2 · · · Node ηt
c11 c
1
2 + c
2
1 · · · c1t + ct1 · · · c1(η−1)t+1 c1(η−1)t+2 + c2(η−1)t+1 · · · c1ηt + ct(η−1)t+1
c21 + e1c
1
2 c
2
2 · · · c2t + ct2 · · · c2(η−1)t+1 + eηc1(η−1)t+2 c2(η−1)t+2 · · · c2ηt + ct(η−1)t+2
c31 + e1c
1
3 c
3
2 + e1c
2
3 · · · c3t + ct3 · · · c3(η−1)t+1 + eηc1(η−1)t+3 c3(η−1)t+2 + eηc2(η−1)t+3 · · · c3ηt + ct(η−1)t+3
...
...
. . .
... · · ·
...
...
. . .
...
ct1 + e1c
1
t c
t
2 + e1c
2
t · · · ctt · · · ct(η−1)t+1 + eηc1ηt ct(η−1)t+2 + eηc2ηt · · · ctηt
instances of C1(n = 8, k = 5, η = 2, t = 2) that are given by (2) and the vector (t = 2 symbols)
stored in node h of instance ` of C1(n = 8, k = 5, η = 2, t = 2) is denoted as v`h, where ` = 1, 2
and h = 1, 2, . . . , 8. We thus have
v`1 =
[
c
2(`−1)+1
1 , c
2(`−1)+2
1 + e1c
2(`−1)+1
2
]
,
v`2 =
[
c
2(`−1)+1
2 + c
2(`−1)+2
1 , c
2(`−1)+2
2
]
,
v`3 =
[
c
2(`−1)+1
3 , c
2(`−1)+2
3 + e2c
2(`−1)+1
4
]
,
v`4 =
[
c
2(`−1)+1
4 + c
2(`−1)+2
3 , c
2(`−1)+2
4
]
,
v`5 =
[
c
2(`−1)+1
5 , c
2(`−1)+2
5
]
,
v`6 =
[
c
2(`−1)+1
6 , c
2(`−1)+2
6
]
,
v`7 =
[
c
2(`−1)+1
7 , c
2(`−1)+2
7
]
,
v`8 =
[
c
2(`−1)+1
8 , c
2(`−1)+2
8
]
,
where ` = 1, 2. According to (11), the storage of the last four nodes is
Node 5 v15 = [c
1
5, c
2
5] v
2
5 + e3v
1
6 = [c
3
5 + e3c
1
6, c
4
5 + e3c
2
6]
Node 6 v16 + v
2
5 = [c
1
6 + c
3
5, c
2
6 + c
4
5] v
2
6 = [c
3
6, c
4
6]
Node 7 v17 = [c
1
7, c
2
7] v
2
7 + e4v
1
8 = [c
3
7 + e4c
1
8, c
4
7 + e4c
2
8]
Node 8 v18 + v
2
7 = [c
1
8 + c
3
7, c
2
8 + c
4
7] v
2
8 = [c
3
8, c
4
8]
 ,
which is the same as the storage of the last four nodes in Table II.
Table VI shows the t symbols stored in each of the first ηt nodes of C1(n, k, η, t). For
i = ηt + 1, . . . , n, the t symbols stored in node i of C1(n, k, η, t) are c1i , c2i , . . . , cti. Table VII
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TABLE VII: The storage of the first 2ηt nodes of C2(n, k, η, t).
Node 1 · · · Node t · · · Node (η − 1)t+ 1 · · · Node ηt
c11 · · · c1t + ct1 · · · c1(η−1)t+1 · · · c1ηt + ct(η−1)t+1
c21 + e1c
1
2 · · · c2t + ct2 · · · c2(η−1)t+1 + eηc1(η−1)t+2 · · · c2ηt + ct(η−1)t+2
...
. . .
... · · ·
...
. . .
...
ct1 + e1c
1
t · · · ctt · · · ct(η−1)t+1 + eηc1ηt · · · ctηt
...
...
...
...
...
...
...
c
(t−1)t+1
1 · · · c(t−1)t+1t + c(t−1)t+t1 · · · c(t−1)t+1(η−1)t+1 · · · c
(t−1)t+1
ηt + c
t2
(η−1)t+1
c
(t−1)t+2
1 + e1c
(t−1)t+1
2 · · · c(t−1)t+2t + c(t−1)t+t2 · · · c(t−1)t+2(η−1)t+1 + eηc
(t−1)t+1
(η−1)t+2 · · · c
(t−1)t+2
ηt + c
t2
(η−1)t+2
...
. . .
... · · ·
...
. . .
...
c
(t−1)t+t
1 + e1c
(t−1)t+1
t · · · c(t−1)t+tt · · · c(t−1)t+t(η−1)t+1 + eηc
(t−1)t+1
ηt · · · ct
2
ηt
Node ηt+ it+ 1 Node ηt+ it+ 2 · · · Node ηt+ it+ t
c1ηt+it+1 c
1
ηt+it+2 + c
t+1
ηt+it+1 · · · c1ηt+it+t + c(t−1)t+1ηt+it+1
c2ηt+it+1 c
2
ηt+it+2 + c
t+2
ηt+it+1 · · · c2ηt+it+t + c(t−1)t+2ηt+it+1
...
... · · ·
...
ctηt+it+1 c
t
ηt+it+2 + c
2t
ηt+it+1 · · · ctηt+it+t + ct
2
ηt+it+1
ct+1ηt+it+1 + eη+i+1c
1
ηt+it+2 c
t+1
ηt+it+2 · · · ct+1ηt+it+t + c(t−1)t+1ηt+it+2
ct+2ηt+it+1 + eη+i+1c
2
ηt+it+2 c
t+2
ηt+it+2 · · · ct+2ηt+it+t + c(t−1)t+2ηt+it+2
...
... · · ·
...
c2tηt+it+1 + eη+i+1c
t
ηt+it+2 c
2t
ηt+it+2 · · · c2tηt+it+t + ct
2
ηt+it+2
...
... · · ·
...
c
(t−1)t+1
ηt+it+1 + eη+i+1c
1
ηt+it+t c
(t−1)t+1
ηt+it+2 + eη+i+1c
t+1
ηt+it+t · · · c(t−1)t+1ηt+it+t
c
(t−1)t+2
ηt+it+1 + eη+i+1c
2
ηt+it+t c
(t−1)t+2
ηt+it+2 + eη+i+1c
t+2
ηt+it+t · · · c(t−1)t+2ηt+it+t
...
... · · ·
...
ct
2
ηt+it+1 + eη+i+1c
t
ηt+it+t c
t2
ηt+it+2 + eη+i+1c
2t
ηt+it+t · · · ct
2
ηt+it+t
shows the storage of the first 2ηt nodes of C2(n, k, η, t). In the next theorem, we show that the
repair access of each of the first ηt nodes is also optimal.
Theorem 6. The repair access of node i of C2(n, k, η, t) for i = 1, 2, . . . , ηt is optimal.
Proof. For i = 1, 2, . . . , t and j = 1, 2, . . . , η, we can repair t2 symbols in node (j − 1)t+ i by
downloading ηt2 symbols from nodes ηt + 1, ηt + 2, . . . , 2ηt in rows i, i + t, . . . , i + (t − 1)t,
and (k − ηt)t symbols from nodes h1, . . . , hk−ηt in rows i, i + t, . . . , i + (t − 1)t with indices
h1, . . . , hk in
{h1, . . . , hk−ηt} ⊂ {i, . . . , (j − 2)t+ i, jt+ i, . . . , (η − 1)t+ i, 2tη + 1, . . . , n} (12)
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and (d− k)t symbols in (13).
ci(j−1)t+1 + ejc
1
(j−1)t+i, . . . , c
i
(j−1)t+i−1 + ejc
i−1
(j−1)t+i,
ci(j−1)t+i+1 + c
i+1
(j−1)t+i, . . . , c
i
(j−1)t+t + c
t
(j−1)t+i,
ct+i(j−1)t+1 + ejc
t+1
(j−1)t+i, . . . , c
t+i
(j−1)t+i−1 + ejc
t+i−1
(j−1)t+i,
ct+i(j−1)t+i+1 + c
t+i+1
(j−1)t+i, . . . , c
t+i
(j−1)t+t + c
2t
(j−1)t+i,
...
c
(t−1)t+i
(j−1)t+1 + ejc
(t−1)t+1
(j−1)t+i , . . . , c
(t−1)t+i
(j−1)t+i−1 + ejc
(t−1)t+i−1
(j−1)t+i ,
c
(t−1)t+i
(j−1)t+i+1 + c
(t−1)t+i+1
(j−1)t+i , . . . , c
(t−1)t+i
(j−1)t+t + c
(t2
(j−1)t+i.
(13)
Note that
η − 1 + (n− 2tη) =n− (2t− 1)bn− k − 1
d− k c − 1
≥k − ηt,
we can thus choose k − ηt different values in (12).
First, we claim that we can obtain the following kt symbols
ciηt+1, c
i
ηt+2, . . . , c
i
2ηt, c
i
h1
, cih2 , . . . , c
i
hk−ηt ,
ci+tηt+1, c
i+t
ηt+2, . . . , c
i+t
2ηt , c
i+t
h1
, ci+th2 , . . . , c
i+t
hk−ηt ,
...
c
i+(t−1)t
ηt+1 , c
i+(t−1)t
ηt+2 , . . . , c
i+(t−1)t
2ηt , c
i+(t−1)t
h1
, c
i+(t−1)t
h2
, . . . , c
i+(t−1)t
hk−ηt ,
(14)
from the downloaded kt symbols from nodes ηt + 1, ηt + 2, . . . , 2ηt and h1, . . . , hk−ηt. As
cihj , c
i+t
hj
, . . . , c
i+(t−1)t
hj
are directly downloaded from node hj for j = 1, 2, . . . , k − ηt, we only
need to show that we can obtain
ciηt+1, c
i
ηt+2, . . . , c
i
2ηt,
ci+tηt+1, c
i+t
ηt+2, . . . , c
i+t
2ηt ,
...
c
i+(t−1)t
ηt+1 , c
i+(t−1)t
ηt+2 , . . . , c
i+(t−1)t
2ηt ,
(15)
from the downloaded ηt2 symbols from nodes ηt + 1 to 2ηt. Recall that the ηt2 symbols
downloaded from nodes ηt+ 1 to 2ηt are
ciηt+`t+1, c
i
ηt+`t+2 + c
t+i
ηt+`t+1, . . . , c
i
ηt+`t+t + c
(t−1)t+i
ηt+`t+1 ,
ct+iηt+`t+1 + eη+`+1c
i
ηt+`t+2, c
t+i
ηt+`t+2, . . . , c
t+i
ηt+`t+t + c
(t−1)t+i
ηt+`t+2 ,
...,
c
(t−1)t+i
ηt+`t+1 + eη+`+1c
i
ηt+`t+t, c
(t−1)t+i
ηt+`t+2 + eη+`+1c
t+i
ηt+`t+t, . . . , c
(t−1)t+i
ηt+`t+t ,
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where ` = 0, 1, . . . , η − 1. By Lemma 1, we can compute ciηt+`t+2 and ct+iηt+`t+1 from ciηt+`t+2 +
ct+iηt+`t+1 and c
t+i
ηt+`t+1 + eη+`+1c
i
ηt+`t+2. Similarly, by Lemma 1, we can compute all the symbols
in (15) from the above symbols. Therefore, according to the MDS property, we can obtain
kt symbols in (14) and further compute ci+`t1 , c
i+`t
2 , . . . , c
i+`t
t with ` = 0, 1, . . . , t− 1. With the
computed ci+`t1 , c
i+`t
2 , . . . , c
i+`t
t with ` = 0, 1, . . . , t− 1 and the accessed (d− k)t symbols in (13),
by Lemma 1, we can compute all t symbols stored in node (j − 1)t + i. Therefore, we can
recover t2 symbols in node (j − 1)t+ i by downloading td symbols from d helper nodes and
the repair access is optimal.
According to Theorem 2 and Theorem 6, the codes C2(n, k, η, t) have optimal repair access
for each of the first 2ηt nodes. By recursively applying the transformation for set i+ 1 of the
codes Ci(n, k, η, t) for i = 1, 2, . . . , d nηte− 1, we can obtain the codes Cd nηt e(n, k, η, t) that satisfy
the MDS property according to Theorem 4 and have optimal repair access for any single node
according to Theorem 2 and Theorem 6.
B. Repair Method
For i = 1, 2, . . . , t, j = 1, 2, . . . , η and ` = 1, 2, . . . , d n
ηt
e, we can repair td nηt e symbols in node
(`− 1)ηt+ (j − 1)t+ i by downloading the symbols in row f for
f mod (t`) ∈ {(i− 1)(t`−1) + 1, (i− 1)(t`−1) + 2, . . . , i(t`−1)− 1}
from η−1 nodes (`−1)ηt+i, . . . , (`−1)ηt+(j−2)t+i, (`−1)ηt+jt+i, . . . , (`−1)ηt+(η−1)t+i,
t−1 nodes (j−1)t+1, . . . , (j−1)t+i−1, (j−1)t+i+1, . . . , (j−1)t+t, and d−η−t+2 nodes
h1, h2, . . . , hd−η−t+2. For i = 1, 2, . . . , d− η− t+ 2, if hi belongs to a group in set µ with µ > `,
then all t nodes of the group should be chosen in the helper nodes h1, h2, . . . , hd−η−t+2. With the
same argument of the proof of Theorem 6, we can show that node (`− 1)ηt+ (j − 1)t+ i can
be repaired by the above repair method with repair access being d · td nηt e−1, which is, according
to (1), optimal.
The example given in Section II-B is the code C2(n, k, η, t) with n = 8, k = 5, d = 6 and
η = 2, which is shown in Table II. Suppose that node 1 fails, i.e., i = 1, j = 1 and ` = 1.
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According to the above repair method, we can repair node 1 by downloading the symbols in row
f for f mod 2 ∈ {1} from nodes 2, 3, 5, 6, 7, 8, i.e.,
c12 + c
2
1, c
1
3, c
1
5, c
1
6 + c
3
5, c
1
7, c
1
8 + c
3
7,
c32 + c
4
1, c
3
3, c
3
5 + e3c
1
6, c
3
6, c
3
7 + e4c
1
8, c
3
8.
The detailed repair procedure of node 1 is illustrated in Fig. 1. When i = 1, j = 2 and ` = 1, we
can repair node 3 by downloading the symbols in rows 1 and 3 from nodes 1, 4, 5, 6, 7, 8. When
i = 2, j = 1 and ` = 1, we can repair node 2 by downloading the symbols in rows 2 and 4 from
nodes 1, 4, 5, 6, 7, 8. When i = 2, j = 2 and ` = 1, we can repair node 2 by downloading the
symbols in rows 2 and 4 from nodes 2, 3, 5, 6, 7, 8. According to the above repair method, we
can repair node 5 and node 7 by downloading the symbols in rows 1, 2 from nodes 1, 2, 3, 4, 6, 7
and 1, 2, 3, 4, 5, 8, respectively, and repair node 6 and node 8 by downloading the symbols in
rows 3, 4 from nodes 1, 2, 3, 4, 5, 8 and 1, 2, 3, 4, 6, 7, respectively.
V. MULTI-LAYER TRANSFORMED BINARY MDS ARRAY CODES
In this section, we present the method of applying the proposed transformation for binary
MDS array codes, using EVENODD codes as a motivating example, to obtain the multi-layer
transformed EVENODD codes that have optimal repair access.
A. EVENODD Codes
An EVENODD code can be presented by a (p− 1)× (k+ r) array [ai,j] for i = 0, 1, . . . , p− 2
and j = 0, 1, . . . , k + r − 1. The first k columns are information columns that store information
bits and the last r columns are parity columns that store parity bits. For j = 0, 1, . . . , k + r − 1,
we represent the p− 1 bits a0,j, a1,j, . . . , ap−2,j in column j by the polynomial
aj(x) = a0,j + a1,jx+ . . .+ ap−2,jxp−2.
The first k polynomials a0(x), . . . , ak−1(x) are information polynomials, and the last r polynomials
ak(x), . . . , ak+r−1(x) are parity polynomials that are computed as
[
ak(x) · · · ak+r−1(x)
]
=
[
a0(x) · · · ak−1(x)
]
·

1 1 · · · 1
1 x · · · xr−1
...
... . . .
...
1 xk−1 · · · x(r−1)(k−1)

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over the ring F2[x]/(1 + x + · · · + xp−1). Given parameters k and r, we need to choose the
parameter p such that the MDS property is satisfied. The MDS property condition of EVENODD
codes is given in [28], [29].
B. Multi-Layer Transformed EVENODD Codes
We first present how to apply the proposed transformation in Section III for EVENODD codes
such that the transformed EVENODD codes have optimal repair access for each of the chosen
(d− k + 1)η columns, and then give the multi-layer transformed EVENODD codes with optimal
repair access for any single column as in Section IV.
The transformed EVENODD code is an array code of size (p− 1)(d− k+ 1)× (k+ r). Given
the (p− 1)(d− k + 1)× k information array

a10,1 a
1
0,2 · · · a10,k
a11,1 a
1
1,2 · · · a11,k
...
... . . .
...
a1p−2,1 a
1
p−2,2 · · · a1p−2,k
...
... . . .
...
ad−k+10,1 a
d−k+1
0,2 · · · ad−k+10,k
ad−k+11,1 a
d−k+1
1,2 · · · ad−k+11,k
...
... . . .
...
ad−k+1p−2,1 a
d−k+1
p−2,2 · · · ad−k+1p−2,k

,
we first represent each p− 1 information bits a`0,j, a`1,j, . . . , a`p−2,j by the information polynomial
a`j(x) = a
`
0,j + a
`
1,jx+ . . .+ a
`
p−2,jx
p−2,
and then compute (d− k + 1)n coded polynomials by
[
a`k+1(x) · · · a`k+r(x)
]
=
[
a`1(x) · · · a`k(x)
]
·

1 1 · · · 1
1 x · · · xr−1
...
... . . .
...
1 xk−1 · · · x(r−1)(k−1)

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over the ring F2[x]/(1+x+ · · ·+xp−1), where ` = 1, 2, . . . , d−k+1 and j = 1, 2, . . . , k. Recall
that t = d− k + 1 and η = b r−1
d−kc. For i = 1, 2, . . . , t and j = 1, 2, . . . , η, column (j − 1)t + i
stores the following t polynomials
a1(j−1)t+i(x) + a
i
(j−1)t+1(x),
a2(j−1)t+i(x) + a
i
(j−1)t+2(x), . . . ,
ai−1(j−1)t+i(x) + a
i
(j−1)t+i−1(x),
ai(j−1)t+i(x),
ai+1(j−1)t+i(x) + ej(x)a
i
(j−1)t+i+1(x),
ai+2(j−1)t+i(x) + ej(x)a
i
(j−1)t+i+2(x), . . . ,
at(j−1)t+i(x) + ej(x)a
i
(j−1)t+t(x),
(16)
where ej(x) is a non-zero polynomial in F2[x]/(1 + x + · · · + xp−1) such that both ej(x) and
ej(x) + 1 are invertible in F2[x]/(1 + x+ · · ·+ xp−1). For h = t · η + 1, t · η + 2, . . . , n, column
h stores t polynomials
a1h(x), a
2
h(x), . . . , a
t
h(x).
The above obtained codes are called transformed EVENODD codes. The transformation in [18]
can be viewed as a special case of our transformation with η = 1. Note that the transformed
codes in Section III and the transformed EVENODD codes are essentially the same codes, the
difference is that the transformed codes in Section III are operated over the finite field Fq and
the transformed EVENODD codes are operated over the ring F2[x]/(1 + x+ · · ·+ xp−1).
With the same proof of Theorem 4, we can show that the transformed EVENODD codes
satisfy the MDS property if EVENODD codes satisfy the MDS property and p is large enough.
We can also show that the repair access of each of the first ηt columns is optimal, as like the
transformed codes in Section III. By recursively applying the transformation for EVENODD
codes d n
ηt
e times, we can obtain the multi-layer transformed EVENODDd n
ηt
e(n, k, η, t) codes that
have optimal repair access for any single column and satisfy the MDS property when p is large
enough.
C. Transformation for Other Binary MDS Array Codes
The transformation can also be employed in other binary MDS array codes, such as the codes
in [21], [23]–[25], [30], [31], to enable optimal repair access for any single column.
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TABLE VIII: Comparison of existing MDS codes with optimal repair access.
MDS codes No. of helpers d Sub-packetization α No. of nodes with optimal repair
The first codes in [10] n− 1 rn n
The second codes in [10] n− 1 rn−1 n
Codes in [11] any d (d− k + 1)d nd−k+1 e n
Codes in [34] any d (d− k + 1)d nd−k+1 e n
Codes in [8] n− 1 rdnr e n
[12, Corollary 4] n− 1 ≥ rdnr e n
[12, Corollary 6] any d ≥ (d− k + 1)d n−1d−k+1 e n
[12, Corollary 5] any d ≥ (d− k + 1)d wd−k+1 e k − 1 < w ≤ n
Proposed Cd n
ηt
e(n, k, η, t) any d (d− k + 1)d
n
η(d−k+1) e n
Proposed Cd n
2η
e(n, k, η, t = 2) d = k + 1 2
d n
2η
e
n
Proposed Cd w
ηt
e(n, k, η, t) any d (d− k + 1)d
w
η(d−k+1) e w
Proposed Cd w
2η
e(n, k, η, t = 2) d = k + 1 2
d w
2η
e
k − 1 < w ≤ n
Specifically, the transformation for RDP and codes in [21], [30], [31] is similar to the
transformation for EVENODD codes in Section V-B. By applying the transformation for RDP
d n
ηt
e times, we can show that the obtained multi-layer transformed RDPd n
ηt
e(n, k, η, t) codes have
optimal repair access for any single column, as in EVENODDd n
ηt
e(n, k, η, t) codes.
Recall that the codes in [23]–[25], [32], [33] have optimal repair access or efficient optimal
repair access for information column, we only need to apply the transformation for them d r
ηt
e
times to obtain the transformed codes with lower sub-packetization level that have optimal
repair access for any parity column and optimal repair access or efficient repair access for any
information column. Note that to preserve the efficient repair property of the information column,
we need to carefully design the transformation for different codes in [23]–[25], [32], [33], and
that will be one of our future work.
VI. COMPARISON
A comparison of existing MDS codes with optimal repair access and the proposed codes
Cd n
ηt
e(n, k, η, t) is given in Table VIII. The results in Table VIII show that the proposed codes
Cd n
ηt
e(n, k, η, t) have two advantages: (i) when b r−1d−kc > 1, the proposed codes Cd nηt e(n, k, η, t)
with optimal repair access for any single node have lower sub-packetization level compared to
both the existing MDS codes in [11], [34] with optimal repair access for any single node and
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TABLE IX: Sub-packetization level of the proposed codes and the codes in [11], [34] for some
parameters.
Parameters (n, k, d) (14, 10, 11) (12, 8, 9) (18, 14, 15) (18, 13, 15) (24, 19, 21) (80, 71, 72)
α in [11], [34] 128 64 512 729 6561 240 = 1099511627776
α of the proposed codes 8 4 8 27 81 1024
the lower bound of sub-packetization level of MDS codes with optimal repair access for any
single node in [12, Corollary 6]; (ii) when b r−1
d−kc > 1, the proposed codes Cd wηt e(n, k, η, t) with
optimal repair access for each of w nodes have less sub-packetization level than the tight lower
bound on the sub-packetization level of MDS codes with optimal repair access for each of w
nodes in [12, Corollary 5]. Table IX shows the sub-packetization level of the proposed codes
and the codes in [11], [34] for some parameters.
Compared with the existing binary MDS array codes with optimal repair access for any column,
the proposed EVENODDd n
ηt
e(n, k, η, t) codes have lower sub-packetization level. Recall that the
sub-packetization level of both the transformed EVENODD codes in [18] and the transformed
codes in [26] is (d− k + 1)d nd−k+1 e, which is strictly larger than the sub-packetization level of
EVENODDd n
ηt
e(n, k, η, t) when d r−1d−ke ≥ 2.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we first propose a transformation for MDS codes that can enable optimal repair
access for each of the chosen (d− k + 1)η nodes. By applying the proposed transformation for
any MDS code d n
ηt
e times, we can obtain a multi-layer transformed code that has optimal repair
access for any single node. With a slightly modification, we can also design the transformation
for binary MDS array codes where we use EVENODD codes as a motivating example. We show
that the EVENODDd n
ηt
e(n, k, η, t) codes obtained by applying the transformation for EVENODD
codes d n
ηt
e times have optimal repair access for any single column. Moreover, the proposed
multi-layer transformed codes have lower sub-packetization level than that of the existing MDS
codes with optimal repair access for any single node. How to design a specific transformation
for binary MDS codes in [23]–[25], [32], [33] with efficient repair access is one of our future
work. When more than one column fail, how to retrieve all information bits from any k of the
surviving nodes with lower computational complexity is a challenge decoding problem. How to
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design MDS codes with lower sub-packetization level, efficient repair access for any single node
and lower decoding complexity is another future work.
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