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Abstract
We provide an analytic proof of Morse-type inequalities for vector fields determining a Morse decom-
position with normally hyperbolic dynamics. In the demonstration we reduce the problem to the gradient
case using a Morse–Bott Lyapunov function and then apply Schrödinger operator techniques. This yields
an explicit construction of the cohomology complex of the manifold in terms of the invariant sets of the
Morse decomposition associated with the vector field.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Morse theory [24] represents the basic bridge between the analytical properties of smooth
functions on a closed manifold and the topological structure of the space. A fundamental result
of this theory is the obtention of the Morse inequalities, which imply that the number of critical
points of Morse index p of a function with nondegenerate critical points is lower bounded by the
pth Betti number of the underlying manifold.
Later on the Morse inequalities were generalized to functions possessing nondegenerate crit-
ical submanifolds by Bott [3], and to certain classes of vector fields by Smale [33] and Rosen-
berg [28]. The underlying concepts of hyperbolicity and no-cycle property have ever since played
an essential role in the theory of dynamical systems [1,35]. An ulterior extension was the devel-
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concepts of isolating neighborhoods and Morse decompositions.
The original proofs of the above theorems are of topological nature. A major breakthrough
in the field was Witten’s analytical “proof” [39] (later completed by Helffer and Sjöstrand [16])
of the Morse inequalities, which was motivated by the semiclassical limit of supersymmetric
quantum mechanics. Witten’s approach makes explicit use of smoothness properties, and is con-
sequently sharper, in some sense, than the usual topological constructions. In particular, it yields
a versatile model of the cohomology complex of the manifold and its coboundary operator de-
fined in terms of the critical points of the Morse function and a deformation of the exterior
derivative.
Following Witten’s proof for the Morse case, several demonstrations of the Morse–Bott in-
equalities with an analytic flavor appeared. Bismut [2] used probabilistic techniques to compute
the asymptotics of the spectrum of a two-parameter deformation of the Laplace–de Rham op-
erator. Helffer and Sjöstrand [17] gave a different proof which hinged on an approximation of
the Morse–Bott function by generic functions. Braverman and Farber [5] considered Bismut’s
two-parameter deformation of the Laplacian and estimated the number of its small eigenvalues
using an ingenious combination of topology and operator theory, obtaining also the generalized
Novikov inequalities [26,31]. Prokhorenkov [27] used the adiabatic techniques of Mazzeo and
Melrose [21] and Forman [13] to analyze the spectrum of the Witten Laplacian.
In this article we shall provide an analytic proof of Morse-type inequalities for a class Υ (M)
of vector fields yielding a Morse decomposition with normally hyperbolic dynamics. This class
includes Morse–Smale–Rosenberg vector fields and gradients of Morse–Bott functions. These
inequalities could have been obtained using the Conley index theory [7], but the analytical ap-
proach has the advantage of providing an explicit model for the cohomology complex of the
manifold in terms of invariant subsets of the manifold.
The paper is organized as follows. In Section 2 we define the class of vector fields Υ (M) and
state the main result. The philosophy of the demonstration, which to the best of our knowledge
has been unexploited so far, is to replace a vector field for a Morse–Bott Lyapunov function
whose dynamics can be studied using techniques from the theory of Schrödinger operators. For
each vector field belonging to Υ (M), in Section 3 we provide a simple, very explicit construc-
tion of a Morse–Bott Lyapunov function whose critical submanifolds are invariant under the
vector field. Such a Morse–Bott Lyapunov function allows one to reduce the proof of the theo-
rem to the gradient case. This result extends a theorem of Meyer [22] in which such a function
was constructed for any Morse–Smale field using techniques introduced by Smale [34] to study
gradient-like dynamical systems. Another proof of Meyer’s result has been recently provided by
Holcman and Kupka [20]. A different Lyapunov function could have been possibly given using
ideas from index pair theory [25,30,38], but to the best of our knowledge the construction has
not been explicitly carried out in the literature. In addition, technical difficulties could arise due
to the requirements of differentiability and, most importantly, normal nondegeneracy.
In Section 4 we use the previously constructed Lyapunov function to reduce the problem to
the case of gradients of Morse–Bott functions. We include a simple analytic proof of the Bott
theorem which relies on Schrödinger operator techniques due to Simon [9,32]. This permits us
to obtain a model for the cohomology complex of the manifold in terms of invariant sets of a
vector field and a deformation of the exterior derivative. The proof is of separate interest and
is oriented towards some possible future applications of these operator-theoretic methods to the
theory of dynamical systems, as we discuss in Section 5.
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Unless otherwise stated, all objects appearing in this paper are assumed to be differentiable of
class C∞. Let M be an oriented closed manifold of dimension n. We shall be interested in the
subset Υ (M) of smooth vector fields on M satisfying the following conditions:
(1) For each X ∈ Υ (M), all its recurrent points are contained in the union of a finite number of
connected disjoint invariant submanifolds βa (a = 1, . . . ,N ), compact and without bound-
ary.
(2) X is r-normally hyperbolic [18] at βa , with r  2.
(3) The set Θ = {βa}Na=1 is a Morse decomposition [12] of M , i.e., Θ is partially ordered by the
relation βa  βb if and only if a = b and there exists an orbit of X whose α-limit is contained
in βa and whose ω-limit is contained in βb .
Remark 1. Since cardΘ is finite and  is a partial order, Θ admits the filtration Θ0 ⊂ Θ1 ⊂
· · · ⊂Θl =Θ given by Θk−1 =Θk −Θmaxk , where
Θmaxk = {βa ∈Θk: βb ∈Θk such that βb  βa}
is the set of maximal elements of Θk in the partial order.
Let us recall [18] that a vector field is said r-normally hyperbolic when its flow φt is an r-
normally hyperbolic diffeomorphism for one (and hence all) t = 0. This condition ensures that
the stable and unstable manifolds of each invariant set βa are Cr submanifolds.
It should be noticed that the invariant submanifolds βa may contain proper closed invariant
subsets, e.g. singular points, and no conditions on the transversality of the stable and unsta-
ble manifolds of the elements of Θ have been imposed. A second observation is that the set
Θ0 (respectively Θmaxl ) is formed by the local attractors (respectively repellers) of X. This fol-
lows easily from the facts that M is closed, that there are no recurrent points outside Θ by
condition (1), and that βa cannot contain the α- and ω-limit of a point not belonging to βa by
condition (3).
One should observe that Υ (M) consists of those vector fields considered in Conley index
theory whose invariant sets βa are submanifolds with r-normally hyperbolic dynamics. It is
clear that Υ (M) includes the gradients of Morse–Bott functions, Morse–Smale vector fields and
their generalization introduced by Rosenberg. Let us recall that f ∈ Ck(M) (k  2) is a Morse–
Bott function if its critical set is the union of a finite number of submanifolds βa , compact and
without boundary, and the Hessian of f at a critical point x ∈ βa is a nondegenerate bilinear form
on TxM/Txβa .
Remark 2. When dimβa  1 for all a, r-normal hyperbolicity is in fact equivalent to hyperbolic
normal dynamics and, by Floquet’s theorem, to the more restrictive notion of reducibility [11,15].
To our best knowledge, reducibility has always been an essential ingredient of the constructions
of Morse–Bott Lyapunov functions, cf. [19,20,22,34].
Example 3. The vector fields Υ (M) include not only Morse–Smale–Rosenberg vector fields and
gradients of Morse–Bott functions, as we shall now show. Let D be the disk {x ∈ R3: |x| < 2},
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vector field Y on D given by
Y = r2 ∂ϕ +
(
1 − r2)r∂r .
The unit sphere {r = 1} is a normally hyperbolic local attractor consisting of periodic orbits (the
parallels) and two singular points (the poles). The origin is a hyperbolic repeller. There are no
other recurrent points in D.
Since ψ∗Y ∈ X(U) points inwards at ∂U and S3 − U deform retracts into a point, one can
extend ψ∗Y to a vector field X ∈ X(S3) whose only nonwandering point outside U is a hyper-
bolic repeller β1. Setting β2, β3 to be the invariant sphere and the repeller in U , respectively, one
immediately obtains that the partial order in condition (3) is β1  β2 ≺ β3, yielding a filtration
Θ0 = {β2} ⊂ Θ1 = {β1, β2, β3}. Therefore X ∈ Υ (S3). Note, however, that X is not of Morse–
Smale–Rosenberg type, since Θ is not a finite union of tori, nor is it the gradient of a Morse–Bott
function, since there are periodic orbits.
We shall now prove some generalized Morse inequalities for X ∈ Υ (M) connecting the topol-
ogy of its invariant sets with the topology of the space. We seek to provide a fully analytic proof,
ultimately resting on differential equations and operator theory, similar to Witten’s approach [39]
to the ordinary Morse inequalities. The demonstration relies heavily on Theorem 7, where a Lya-
punov Morse–Bott function is constructed for any X ∈ Υ (M). A topological proof could have
been given using Conley index theory at the expense of missing an explicit description of the
underlying complex.
Before stating the main theorem, let us introduce some notation. Given any subset S ⊂ M ,
we shall denote by W s(S) (respectively W u(S)) the stable (respectively unstable) manifold [18]
of S. For a fixed vector field X ∈ Υ (M), the index of an element βa ∈Θ is defined as
ind(βa,X)= dim
(
TxW
u(βa)∩W
)
,
where x is some point in βa and W ⊂ TxM is some subspace transversal to Txβa . When there is
no risk of confusion, we shall simply write indβa . Consider the positive integers
Rp(X)=
N∑
a=1
bp−indβa (βa), p = 0, . . . , n, (1)
where the Betti number bp(S) of a manifold S is the rank of its pth cohomology group. The
Euler characteristic of S will be represented as χ(S).
Theorem 4. For any X ∈ Υ (M), the following relations hold:
p∑
q=0
(−1)qRp−q(X)
p∑
q=0
(−1)qbp−q(M), p = 0, . . . , n− 1,
n∑
q=0
(−1)qRn−q(X)= χ(M). (2)
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with some Riemannian metric and let ∇ be its associated Levi-Civita connection. Theorem 7
shows that there is a gradient field ∇f satisfying the conditions (1)–(3) in the definition of the
class Υ (M) and with the following additional properties:
(1) f is a Cr Morse–Bott function with critical elements βa (a = 1, . . . ,N ).
(2) ind(βa,∇f )= ind(βa,X) for each βa .
Corollary 12 shows that the statement of the theorem holds for ∇f . Since Rp(X)=Rp(∇f ) by
Eq. (1) and the above properties, the result follows. 
When X is a Rosenberg vector field, each element βa is diffeomorphic to a k-torus (0 k 
n− 1), so Künneth’s formula
bj
(
T k
)= (k
j
)
= k!
j !(k − j)!
for the Betti numbers of the torus shows that
Rp(X)=
p∑
k=0
k∑
j=0
(
k
j
)
card
{
βa ∼= T k: indβa = p − j
}
.
Hence the Rosenberg inequalities [28] are recovered in this case, but without assuming reducibil-
ity of the normal dynamics, as required in Rosenberg’s paper.
Eq. (2) generalizes the Poincaré–Hopf index theorem to situations where the singular points
are not necessarily isolated but the dynamics is normally hyperbolic with respect to some invari-
ant set containing them. In fact, some straightforward manipulations yield the following result,
whose proof is omitted.
Corollary 5. If X ∈ Υ (M), then
χ(M)= χ({βa : indβa is even})− χ({βa : indβa is odd}).
In particular, limit cycles and the other odd-dimensional invariant submanifolds do not con-
tribute to the Euler characteristic.
3. Construction of a global Lyapunov function
A key step in the proof of the main theorem is that for each vector field X ∈ Υ (M) we can
construct a global Morse–Bott Lyapunov function which in certain sense encodes the normal
dynamics of X at each element βa ∈ Θ . This construction is accomplished in Theorem 7. In
the rest of this section we shall assume that M is equipped with a Riemannian metric and its
associated connection ∇ .
By a Lyapunov function of a vector field X ∈ Υ (M) we shall mean a function f ∈ C2(M)
which satisfies X(f ) > 0 in M −⋃βa and df = 0 on each βa . If f is Morse–Bott, then both X
and ∇f are normally hyperbolic at βa , and therefore ind(βa,X)= ind(βa,∇f ).
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βa ∈ Θ using the r-normal hyperbolicity of the flow. A global extension of these functions is
accomplished in Theorem 7 through a recursive procedure based on the filtration introduced in
Remark 1. Roughly speaking, since the unstable manifold of βa ∈ Θmaxk+1 can be continued to
reach Θk , one can drag the local Lyapunov function at βa along the flow so that it matches
continuously with a Lyapunov function defined in a neighborhood of Θk . Finally, a smoothing
argument gives a Cr Lyapunov function defined in a neighborhood of Θk+1. After a finite number
of steps, this procedure yields the desired global Lyapunov function for X. This technique is a
modification of ideas due to Smale [34] and Holcman and Kupka [20]. One should observe
that the filtration M0 ⊂ · · · ⊂ Ml = M introduced in the proof of Theorem 7 is independent of
the topological conjugacy class of the vector field X. When the Lyapunov function f is Morse
and f (βa) = f (βb) for all a, b, this can be understood as a consequence of the handlebody
decomposition of M associated with f [24].
Lemma 6. For any X ∈ Υ (M) there are pairwise disjoint closed neighborhoods Ua of the ele-
ments βa ∈Θ and local Morse–Bott Lyapunov functions ϕa :Ua → R of class Cr satisfying:
(1) The boundary ∂Ua is the union of three compact codimension 1 Cr submanifolds Bsa,Bua ,B0a
such that Bsa ∩Bua = ∅ and ∂B0a = ∂Bsa ∪ ∂Bua .
(2) ϕa|Bsa = −1, ϕa|βa = 0, ϕa|Bua = 1, Bsa and Bua are transverse to the flow and to the stable
and unstable manifolds of βa , respectively, and B0a is foliated by orbits of X.
(3) When βa is an attractor (respectively a repeller), we shall impose that B0a and Bua (respec-
tively Bsa) be empty.
Proof. Let us set n− = n− indβa − dimβa , n+ = indβa , and let Na be the normal bundle over
βa with fiber the (n− + n+)-disk. There is no loss of generality in regarding the normal bundles
of the elements βa as embedded in M choosing them to be pairwise disjoint.
The r-normal hyperbolicity of the flow implies [8,14] that there exists a Cr coordinate system
(s, u, c) ∈ Rn− × Rn+ × βa covering Na in terms of which the flow of X can be written as
φt (s, u, c)=
(
At(c)s,Bt (c)u,Ct (c)
)+ o(t)
for all (s, u, c) ∈Na and all t sufficiently close to 0. Moreover, under the above conditions there
exist metrics ‖ · ‖± in Rn± , and λ > 0 such that
∥∥At(c)s∥∥−  e−tλ‖s‖−, ∥∥Bt(c)u∥∥+  etλ‖u‖+, (3)
cf. [8,14] for details. For the sake of completeness, let us mention that the coordinates s and u
are essentially given by the projection onto the stable and unstable manifolds of βa , which are of
class Cr by r-normal hyperbolicity.
It immediately follows from Eq. (3) that
ϕa(s, u, c)= ‖u‖2+ − ‖s‖2−
is a Cr Lyapunov function of X in Na . Indeed, its Lie derivative along the flow of X at a point
(s, u, c) ∈Na is given by
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t→0
ϕa(φt (s, u, c))− ϕa(s, u, c)
t
= lim
t→0
‖Bt(c)u‖2+ − ‖u‖2+
t
− lim
t→0
‖At(c)s‖2− − ‖s‖2−
t
 2λ
(‖u‖2+ + ‖s‖2−),
which is positive outside the invariant set βa and vanishes on βa . It is also obvious that ϕa is
Morse–Bott and has the same index as X at βa .
The choice of the domain Ba can be made as follows. There is no loss of generality in assum-
ing that ϕ−1a (±1)∩Da = ∅, where Da ⊂Na is a smaller tubular neighborhood of βa . First let us
define the (disconnected) submanifold Bsa = ϕ−1a (−1) ∩Da . By choosing Da small enough one
can ensure that for each x ∈ ∂Bsa there exists a flow time τ(x) such that φτ(x)x ∈ ϕ−1a (1) and the
orbit of X through x does not leave Na before that time. Hence we set
B0a =
{
φtx: x ∈ ∂Bsa, 0 t  τ(x)
}
,
∂Bua =
{
φτ(x)x: x ∈ ∂Bsa
}
.
Bua is now defined as the compact submanifold of ϕ−1a (1) ∩ Na whose boundary is ∂Bua . The
domain Ua is simply the open subset of Na bounded by Bsa ∪B0a ∪Bua . 
Theorem 7. Each vector field X ∈ Υ (M) admits a Cr Morse–Bott Lyapunov function.
Proof. We shall define a global Morse–Bott Lyapunov function f using a recursive argument,
the filtration defined in Remark 1 and the local Lyapunov functions ϕa : Ua → R constructed in
Lemma 6. First consider the (disconnected) compact codimension 0 submanifold
M0 =
⋃
{Ua : βa ∈Θ0},
and define a function f0 :M0 → R by setting f0|Ua = ϕa . We shall recursively define a filtration
M0 ⊂M1 ⊂ · · · ⊂Ml =M of M by codimension 0 submanifolds with corners and Cr Lyapunov
functions fk :Mk → R such that the following properties are satisfied:
(1) If βa ∈Θk , then Ua ⊂Mk .
(2) If βa /∈Θk , then Mk ∩Ua = ∅.
(3) fk takes the constant value ak on ∂Mk .
Then f ≡ fl ∈ Cr(M) is the desired Lyapunov function. We have already defined f0 and M0
satisfying the above properties. Now we shall construct fk+1 assuming the existence of fk .
Let βa ∈ Θmaxk+1 and consider the submanifold Bua ⊂ ∂Ua . Since βa is maximal in Θk+1, each
orbit of X passing through a point x ∈ Bua must intersect ∂Mk . Furthermore, since X has a
Lyapunov function fk in Mk which is constant on its boundary, such an orbit intersects ∂Mk at
exactly one point Φ(x), where Φ : Bua → ∂Mk is a Cr diffeomorphism onto its image. If we
denote by
Sa =Φ
(
Bua
)
A. Enciso, D. Peralta-Salas / J. Differential Equations 244 (2008) 2804–2819 2811the projection of Bua on ∂Mk under the flow of X, this defines a function τa : Sa → R− of class
Cr by setting
φ(τa◦Φ)(x)Φ(x)= x
for all x ∈ Bua .
By compactness, τa is bounded away from zero. Hence it can be extended to a Cr function
τ : ∂Mk → R− such that
(1) τ |Sa = τa for each βa ∈Θmaxk+1.
(2) Σ ∩Ua = ∅ for all βa /∈Θmaxk+1, where
Σ = {φtx: x ∈ ∂Mk, t ∈ [τ(x),0]}.
Note that the partial order and the construction of the filtration grant that Mk is an attractor, so
that Σ is a collar of Mk . Since there are no recurrent points in Σ , one should also note that Σ
can be trivialized via the Cr diffeomorphism Ψ : ∂Mk × [0,1] →Σ given by
Ψ (x, s)= φsτ(x)x. (4)
The coordinate function s = π2 ◦ Ψ−1 : Σk → [0,1] in Eq. (4), where π2 : ∂Mk × [0,1] →
[0,1] denotes the projector onto the second factor, is a Lyapunov function for X in Σk . Moreover,
s is equal to 1 on the cap
S− = Ψ
(
∂Mk × {1}
)⊃⋃{Bua : βa ∈Θmaxk+1}.
Recall that, by construction, B0a is composed of (pieces of) orbits of X and the local Lyapunov
function ϕa maps each (full piece of) orbit diffeomorphically onto [−1,1]. Hence along the orbit
passing through x ∈ ∂Bua ⊂ B0a there exists a unique point yx,λ ∈ B0a such that ϕa(yx,λ) takes the
fixed value λ ∈ [−1,1]. This defines a function τ˜a : ∂Bua × [−1,1] → (−∞,0] by setting
yx,λ = φτ˜a(x,λ)x.
Clearly τ˜a(x, ·) is strictly decreasing for each fixed x ∈ ∂Bua .
As above, we shall extend these functions τ˜a to a Cr function τ˜ : S− × [−1,1] → (−∞,0]
satisfying
(1) τ˜ |∂Bua = τ˜a for each βa ∈Θmaxk+1.(2) τ˜ (x,−1)= 0 for all x ∈ S−.
(3) φtx ∈Ua for all x ∈ Bua and t ∈ (τ˜ (x),0).
(4) τ˜ (x, ·) is strictly decreasing for each fixed x ∈ S−.
(5) Σ˜ ∩Ua = ∅ for all βa /∈Θmaxk+1, where
Σ˜ = {φτ˜(x,λ)x: x ∈ S−, λ ∈ [−1,1]}.
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Ψ˜ (x,λ)= φτ˜(x,λ)x
and set S+ = Ψ˜ (S− × {1}). The above construction ensures that the coordinate function
λ= π˜2 ◦ Ψ˜−1 : Σ˜ → [−1,1], where π˜2 : S− ×[−1,1] → [−1,1] is the projector onto the second
factor, is a Lyapunov function for X which agrees with ϕa on B0a and such that λ|S± = ±1.
Finally, let us define the manifold with corners
Mk+1 =Mk ∪Σ ∪ Σ˜ ∪
⋃{
Ua : βa ∈Θmaxk+1
}
,
and the Lyapunov function f˜ ∈ C0(Mk+1) given by
f˜ = fk on Mk,
f˜ = s + ak on Σ,
f˜ = λ+ ak + 2 on Σ˜ −
⋃{
Ua : βa ∈Θmaxk+1
}
,
f˜ = ϕa + ak + 2 on Ua.
From the previous construction it follows that f˜ is Cr in each one of the above submanifolds
and matches continuously at the borders. One should also observe that f˜ |∂Mk+1 = ak + 3. Now a
theorem of Wilson [37] allows one to approximate f˜ by a function fk+1 ∈ Cr(Mk+1) which is
also a Lyapunov function of X and agrees with f˜ everywhere but in small neighborhoods of its
nondifferentiable points. Furthermore, there is no loss of generality in assuming fk+1|∂Mk+1 =
f˜ |∂Mk+1 , and fk+1 is necessarily a Morse–Bott function since ϕa and fk are, and fk+1 has no
critical points outside Mk ∪⋃Ua . This demonstrates the recursion hypothesis and concludes the
proof of the theorem. 
4. Analytic proof of the Bott theorem
In this section we prove Theorem 4 when X is the gradient of a Morse–Bott function (Bott
theorem [3]). Together with Theorem 7, this completes the proof of Theorem 4.
The proof is based on considering a Schrödinger operator H , depending on a Morse–Bott
function f and a parameter  > 0, whose kernel is isomorphic to that of the Hodge Laplacian
for any value of . As  ↓ 0, one can use operator-theoretic techniques to show that the first
eigenfunctions of H are essentially determined by the critical submanifolds of f . Physically,
this means that in the semiclassical limit the low-energy dynamics of a quantum particle becomes
asymptotically confined to the submanifolds where the potential |df |2 is minimal.
Let f ∈ Cr(M) be a Morse–Bott function with critical elements βa (a = 1, . . . ,N ). For a
fixed real number  > 0, consider the deformation of the exterior derivative given by
d = e−f/ def/. (5)
Assume that M is endowed with a Riemannian metric and let Ω•(M) =⊕np=0 Ωp(M) be the
space of smooth differential forms. Given a smooth vector field V , we shall denote by eV  and
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unique self-adjoint extension of)
H = (dd∗ + d∗d)= + |df |2 +W (6)
acting on Ω•(M). In the above formula, ∗ denotes the adjoint,  = dd∗ + d∗d is the Laplace–
de Rham operator and W is the zeroth-order operator given by
W = i∇f d + di∇f + edf d∗ + d∗edf = ∇df (ui, uj )(eui iuj − iuj eui ), (7)
∇ standing for the Levi-Civita connection and {ui}ni=1 being any (local) orthonormal basis of the
tangent space. As customary,  denotes the index-lowering operator X(M)→Ω1(M) associated
with the metric, and the symmetric (0,2) tensor field ∇df reads in a local chart as
∇df =
(
∂2f
∂xi∂xj
− Γ kij
∂f
∂xk
)
dxi ⊗ dxj ,
where Γ kij denote the Christoffel symbols. We shall denote the restriction of H to Ωp(M) by a
subscript p, which shall be omitted when there is no risk of confusion.
Example 8. In terms of interior and exterior products, the deformed differential and codifferential
can be written as
d = d + 1

edf , d∗ = d∗ +
1

i∇f .
For the sake of concreteness, let u and X be a smooth function and a vector field on M , respec-
tively, and let ω = X be the 1-form associated with X. The action of the above operators on
0- and 1-forms is simply
du= du+ 1

udf, d∗u= 0,
dω = dω+ 1

df ∧ω, d∗ω = −divX +
1

〈∇f,X〉.
From these identities it immediately follows that the action of (6) on a 0-form is given by
Hu= d∗ (du)
= − div
(
∇u+ 1

u∇f
)
+
〈
∇f,∇u+ 1

u∇f
〉
= u+ |∇f |
2

u+ (f )u,
where u = −div(∇u). Hence Wu = (f )u when acting on 0-forms. Further details can be
consulted e.g. in Ref. [9].
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apply when the compact manifold (M,g) is replaced by Euclidean n-space (Rn, δ) provided
that one controls the behavior of the functions at infinity and imposes L2 conditions whenever
appropriate (cf. [4,32] and references therein). The extension to other complete noncompact
Riemannian manifolds may be nonetheless tricky as the spectral geometry of these spaces can be
rather complicated.
As remarked by Witten, the dimension of the kernel of Hp is independent of  and the metric,
and equal to the pth Betti number of the manifold bp(M). Hence we shall choose a particular
Riemannian metric g depending on  that dramatically simplifies the calculation of the spectrum
of the operator (6) when   1.
Given a critical element βa , we shall denote by na and νa its dimension and Morse index,
respectively. Let Na be the normal bundle of βa , which we regard as isometrically embedded in
M as in the proof of Lemma 6. We shall consider the bundle decomposition
TNa = T HNa ⊕ T VNa (8)
into its horizontal and vertical subbundles [29], and identify T HNa with Tβa and T VNa with Na .
The horizontal and vertical p-forms ΩpH(Na),Ω
p
V(Na) are defined as smooth sections of the de
Rham bundles
∧p
(T V∗Na) and
∧p
(T H∗Na).
Let Na = N+a ⊕N−a be a bundle decomposition with dimN+a = νa . If gVa = g+a ⊕ g−a is any
fiber metric on Na , a result of Meyer [23] shows that if Na is sufficiently small there exists a
diffeomorphism ψa of Na such that one can write
(f ◦ψa)(x)= 12 |x+|
2 − 1
2
|x−|2
for x ∈ Na ⊂ M . There is no loss of generality in assuming that each fiber of Na is isometric to
the (n − na)-disk of radius 3r , r > 0, and ψa = id. Since the dimension of the kernel of H is
independent of the metric g on M , we shall henceforth assume that
g = gVa ⊕ gHa (9)
in Na , where gHa is any Riemannian metric on βa .
We shall also define a partition of unity adapted to the critical sets of f . Fix smooth functions
ja :Na → [0,1] such that ja(x)= 1 (respectively 0) if |x|< r (respectively |x|> 2r), and define
a function Ja :M → [0,1] as
Ja(x)=
{
ja(
−γ x) if x ∈Na,
0 if x ∈M −Na,
where 1/3 < γ < 1/2. We shall also set J 2 = 1 −∑J 2a .
Lemma 10. For each βa there exists an orthogonal projector Pa,p of rank bp−νa (βa) such that
JaHpJa  cJa(1 − Pa,p)Ja for all  > 0.
Proof. For the sake of brevity, let us assume that the normal bundle of βa is trivial, as will be the
case when studying the limit cycles of X ∈ Υ (M) or two-dimensional dynamical systems (cf. the
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modified to deal with the general situation. Indeed, the global part would remain unchanged
whereas the local estimate can be obtained using a modification of the Thom isomorphism theo-
rem [4] for L2 differential forms.
Under this additional assumption one can equip Na with a flat fiber metric gVa so that the
splitting (8) is parallel and we can write the operator (7) in Na as
W =
∑
j
[e
v
+
j
, iv+j
] −
∑
j
[e
v
−
j
, iv−j
], (10)
where {v±j } is an orthonormal basis of N±a . It follows that the differential operator (6) acting on
Ω
p−j
H (Na)⊗ΩjV(Na) decomposes as
gHa ,p−j ⊕
(
gVa ,j
+ |df |
2

+W
)
, (11)
where gHa ,p−j is the Laplacian on (βa, g
H
a ) and gVa ,j is the vertical part of the Laplace–
de Rham operator. Eqs. (10) and (11) show that the differential operator (6) preserves the
decomposition
Ωp(Na)=
p⊕
j=0
Ω
p−j
H (Na)⊗ΩjV(Na).
It is a standard fact that the operator gHa ,p−j acting on Ω
p−j
H (Na) has a unique self-adjoint
extension, whose spectrum is discrete and whose kernel has dimension bp−j (βa).
Since the metric gVa is flat, the second summand in Eq. (11) formally coincides with Witten’s
Hamiltonian [16,39] with a quadratic potential on Ωj(Rn−na ). It is well known that the kernel
of the latter operator is trivial unless the Morse index of βa is j and that its eigenvalues are inde-
pendent of . The natural embedding Ω•V(Na) ⊂ Ω•(Rn−na ) ensures by the min–max principle
that the restriction T˜ Va,j defined by the second summand on Ω
j
V(Na) with Dirichlet boundary
conditions also satisfies
T˜ Va,j 
{
c0 if j = νa,
c0(1 − P˜Va,j ) if j = νa,
for some c0 > 0 and an orthogonal projector P˜Va,j of rank 1.
Combining both results one finds that the self-adjoint operator T˜a,p defined on Ωp(Na) by
the formal differential operator (6) with Dirichlet boundary conditions is also greater than some
positive constant c on a subspace of codimension bp−νa (βa). As a consequence of this, one
can consider a self-adjoint operator Ta,p , densely defined on Ωp(M), whose action on smooth
sections supported in Na is given by Eq. (6), and such that
Ta,p  c(1 − Pa,p) (12)
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JaHpJa = JaTa,pJa  cJa(1 − Pa,p)Ja,
as we intended to prove. 
Proposition 11. For any Morse–Bott function f , dim kerHp Rp(∇f ).
Proof. One can use the Ismagilov–Morgan–Sigal localization theorem [9] to write Hp as
Hp = JHpJ +
N∑
a=1
JaHpJa − 
(
|dJ |2 +
N∑
a=1
|dJa|2
)
. (13)
Since |df | = 0 on the compact set M −⋃Na and W is bounded, it follows that
JHpJ  J
( |df |2

+W
)
J  cJ 2
for all sufficiently small . Furthermore, the norm of |dJa|2 can be controlled by Ca1+2γ . To
see it, observe that
∥∥|dJa|2ϕ∥∥2 =
∫
Na
∣∣dJa(x)∣∣4∣∣ϕ(x)∣∣2 dx
=
∫
Na
4γ
∣∣dja(γ x)∣∣4∣∣ϕ(x)∣∣2 dx
 4γ C2a‖ϕ‖2,
with Ca = maxNa |dja|2 a constant independent of , as claimed. Similarly, ‖|dJ |2‖ C1+2γ
as well.
Finally, these estimates, Eq. (12) and Lemma 10 can be combined with Eq. (13), yielding
Hp  c(1 − Pp)+O
(
1+2γ
)
,
where Pp =∑a JaP apJa has rank Rp(∇f )=∑a bp−νa (βa). Choosing a sufficiently small value
of , this completes the proof of the proposition. 
Corollary 12. Theorem 4 holds when X is the gradient of a Morse–Bott function in some metric.
Proof. By diagonalizing Hp on the Rp-dimensional space imPp ⊂Ωp(M) of low-lying eigen-
functions one can decompose imPp into two subspaces invariant under Hp as
imPp = kerHp ⊕Zp,
with dp ≡ dimZp = Rp(∇f )− bp(M) 0 as a consequence of Proposition 11. Since the self-
adjoint operator A = d + d∗ is a square root of H , it preserves the above decomposition and
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j=0 Z2j →
⊕q
j=0 Z2j+1 and
⊕q
j=1 Z2j−1 →
⊕q
j=0 Z2j , so necessarily
q∑
j=0
d2j 
q∑
j=0
d2j+1,
q∑
j=1
d2j−1 
q∑
j=0
d2j .
This proves the inequalities in Theorem 4 for X = ∇f . The equality (2) follows from the fact that
the above injections are clearly also onto when q = n2 , · standing for the integer part. 
Remark 13. In the proof of Corollary 12 we have constructed a model of the cohomology of M
in terms of the critical elements βa of X ∈ Υ (M).
5. Final remarks and open problems
In this paper we have given a fully analytic proof of some Morse-type inequalities for a vector
field X satisfying conditions (1)–(3) in Section 2. The demonstration is based on realizing the
invariant sets βa of X as critical submanifolds of a Morse–Bott Lyapunov function f and apply-
ing operator-theoretic techniques to tackle the problem for ∇f . To the best of our knowledge,
this approach is new in the literature and has the advantage over topological methods of making
explicit use of the differentiable structure of the vector field.
It would be extremely desirable to recover these results through the direct analysis of an
operator depending on X, not on f . This would possibly allow to capture finer properties of the
vector field, and perhaps would apply for certain vector fields which do not give rise to a Morse
decomposition and hence do not possess a global (continuous) Lyapunov function.
It should be noticed that the Witten Laplacian (6) can in fact be written in terms of the differ-
ential operator
T∇f = + 2L∇f (14)
via a similarity transformation
H = e−f/T∇f ef/.
Here LY denotes the Lie derivative along the vector field Y . The operator T∇f can be naturally
generalized to any vector field as TX =  + 2LX . Unfortunately, the spectral theory of the
non-self-adjoint operator TX acting on forms is very complicated. On functions, it is well known
that the principal eigenvalue of TX is real and its eigenspace is one-dimensional. In fact, there
is a variational formula for the principal eigenvalue due to Donsker and Varadhan [10]. On the
contrary, the action of TX on differential forms has received little attention, and we are not aware
of any results in this direction. Moreover, the possible connection between the kernel of this
operator and the topology of the underlying manifold is also unexplored.
The operator TX acting on functions was recently considered by Holcman and Kupka [19,20]
in connection with the semiclassical limit, i.e., the behavior of its principal eigenfunction ϕX as
 tends to zero. If X is Morse–Smale and f is a Lyapunov function, it is proved that e−f/ϕ2X
converges to a distribution supported in the (attracting) singular points and limit cycles of X. It is
natural to wonder whether its action on p-forms would produce eigenfunctions accumulating at
2818 A. Enciso, D. Peralta-Salas / J. Differential Equations 244 (2008) 2804–2819singular elements of index p, as happens in the gradient case, and also whether the Lyapunov
could be substituted by some other function directly related to X. One should also remark that
hyperbolic normal dynamics at the invariant submanifolds is assumed in all the existing literature
on operator-theoretic methods. Overcoming this hyperbolicity condition would surely shed new
light on the application of these techniques to dynamical systems.
It should be mentioned [36] that it is possible to use analytic methods to prove the Poincaré–
Hopf theorem for a well-behaved vector field X directly. However, the proof ultimately relies on
the celebrated Atiyah–Singer index theorem for elliptic operators, and hence cannot be adapted
to capture finer aspects of the dynamics of X as would be desirable for applications to dynamical
systems. As a matter of fact, it can be readily verified that the first eigenfunction of the operator
used in the latter article fails to concentrate e.g. on attracting limit cycles.
Another idea along these lines would be to look for upper bounds instead of lower ones, i.e.,
to obtain a refinement of this approach that, for vector fields X satisfying appropriate condi-
tions, would lead to explicit upper bounds (depending strongly on X) on the number of singular
elements of the vector field X. Should this refinement be sufficiently adapted to the analytical
properties of X, one could even attempt to provide bounds resting on the (real) analytic or poly-
nomial character of this vector field. These ideas could be especially interesting in connection
with the theory of limit cycles and two-dimensional dynamical systems.
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