INTRODUCTION
The pathophysiology of major depression is hypothesized to involve dysregulation at the levels of genes, neurons, and brain regions (Belmaker and Agam, 2008; Sibille et al., 2009 ), but the size, complexity, and interaction of the affected systems make it difficult to determine the disease impact of single modulators. Indeed, it appears that the disorder is driven by the collusion of deficits in metabolic, inflammatory, and neuroendocrine systems (Gaiteri et al., 2010) alongside abnormalities in multiple neurotransmitter systems (Belmaker and Agam, 2008) , which move brain function into a pathological dynamical state. Gene microarrays have the potential to overcome this complexity by simultaneously measuring levels of many different gene transcripts. However, this larger window into cellular activity has not always led to more consistent results, as different laboratories, brain regions, and model systems implicate a divergent set of pathological mechanisms in depression (Mehta et al., 2010) . global connectivity. The connectivity distribution in scale-free networks can reinforce the local modularity and global connectivity of small-world architecture, as most genes are "provincial," with only a few connections, while rare "hub" genes provide shortcuts between many nodes.
Networks with these structural characteristics are robust to the deletion of random nodes, but critically sensitive to disrupted function or "attacks" targeted at the rare hub nodes (Albert et al., 2000) . Accordingly, at the level of molecular interactions, there are numerous demonstrations of close relationships between network connectivity and disease activity (Jeong et al., 2001; Feldman et al., 2008; Barrenas et al., 2009 ). Specifically, pathology-related targets may occupy strategic positions within these networks, which are poised to interrupt normal cellular function (Zotenko et al., 2008; Yanashima et al., 2009) . Hub nodes may be intrinsically disease-targeted, or merely frequently associated with disease, due to their far-flung connections (He and Zhang, 2006; Goh et al., 2007) . In either case, the collusion of network structure and pathology are important to understanding the relevance and priority of disease-related changes.
Therefore, to understand how networks of molecular interactions may broadly direct transcription changes in depression, we investigated gene coexpression network structure in control and depressed subjects using post-mortem transcriptome datasets. Based on the prevalence of the lethality-centrality relationship in disease-related networks, we hypothesized that network changes between control and disease-state networks would be centered around coexpression hubs. Second we hypothesized that differentially expressed (DE) genes would have a characteristic position and connectivity level in those networks. Mathematically, the first hypothesis tests the relationship of differential coexpression to network connectivity, while the second "hybrid" expression-andnetwork hypothesis tests the relationship of differential expression to network connectivity. Because we seek to establish general principles of differential expression, we show the findings are consistent in an animal model of depression and applicable to a broader class of neuropsychiatric disorders, by including schizophrenia and bipolar disorder array datasets.
We show that while the basic structure of these networks is small-world and scale-free, connectivity changes in disease are not targeted at network hubs -the network topology is surprisingly resilient to the effects of depression, given the association of hubs and disease action. Relatedly, tests of our second hypothesis show that DE genes are positioned on the perimeter of the coexpression network -relatively far from the critical network core. To understand what may mediate this resilient core gene network structure, we explore the relationship of variability in gene transcript expression levels to network connectivity. Based on these results, we propose a general model of altered transcription in neuropsychiatric disorders and speculate on how the diffuse and peripheral localization of disease-related genes may inform the identification of consistent DE genes across studies.
MATERIALS AND METHODS

STUDy INCLUSION CRITERIA
Thirteen human depression post-mortem microarray datasets of sufficient size for coexpression analysis were included ( Table 1 ; Torrey et al., 2000; Iwamoto et al., 2004; Sibille et al., 2004; Aston et al., 2005; Iwamoto and Kato, 2006; Surget et al., 2009) . Array data from mice submitted to the unpredictable chronic mild stress (UCMS) model of depression were also included (Surget et al., 2009) . Analyses were also performed on additional schizophreniaand bipolar-related datasets (Table 1) to test whether the observed trends were specific to depression or relevant to multiple complex disorders. Those results are compiled with depression data (both human and mouse) into our meta-analysis results and displayed in the meta-analysis figures. We used optimized link-selection methods (below) to ensure that despite a range of post-mortem standards across this collection of studies, that the network structure was real and representative of biological features.
OpTIMAL SELECTION Of NETwORk LINkS TO ESTAbLISH A HIgH-CONfIDENCE gENE NETwORkS USINg HUMAN pOST-MORTEM MICROARRAy DATA
There are multiple ways to infer gene interaction networks, however all methods rely on synchronous fluctuations in two or more genes across multiple microarrays. Therefore, when inferring biological networks based on microarrays, a primary concern is selecting an optimal level of correlation, so that the core network structure is a product of real biological interactions, not spurious data correlations. To ensure that the networks generated represent biological reality, we first individually optimize the link-selection process for each dataset, since each represents a distinct combination of sample size, data quality, and biological structure. Figure  1A illustrates the importance of samples sizes in addressing these issues by shrinking the null distribution of expected Pearson correlation values between genes (decreasing noise). The larger number of extreme correlation values of the non-permutated dataset ( Figure 1A , red) compared to the permutated data (gray) is thus indicative of biological relationships underlying gene correlations. Using human array data, an additional concern is the influence of subpopulations on network generation. Increasing sample-size addresses this concern as it refines the set of actual correlations, decreasing false positives (shown in Figure 1B ; distribution plateauing at n = 14 samples). These plots show that false-positive network links are unlikely to occur at high link-selection thresholds ( Figure 1A) .
To translate raw gene-gene correlation values into gene networks, we apply this optimized threshold to the absolute correlation values and select all higher correlations to be network links (∼0.85 for most networks; Figure 1C ). The outcome of this network generation procedure is extremely low false discovery rate (FDR) for network links, commonly under 1%. Bootstrap estimates of correlation values shows that at the high thresholds used here, the correlations are very stable and that there is little influence from outlying values (Figure 1D ), as would be generated by the presence of subpopulations. Based on this complete assessment of gene-gene correlations, every dataset was transformed into a separate high-confidence network, in which links represent biologically undefined but highly consistent relationship between connected nodes.
To optimally balance false positive and false negative links, we utilize the stereotypical community structure of biological networks. Because modularity (segregated clusters) is a hallmark of meaningful network connections, we chose the cutoff for "real" Figures 4D and 5D ) combine equally-weighted results from every study listed. The amygdala dataset (Guilloux et al., 2011; Tripp et al., submitted) , and results from all other datasets have been published previously. Several datasets were downloaded from the Stanley Medical Research Institute (Higgs et al., 2006) and when a specific publication is not associated with those datasets, they are referenced as listed on www.stanleyfoundation.org Table 1 correlations at the point of greatest biological/clustered structure. We do this by minimizing network synchronizability (λ 1 ) -a measure which is small in networks of nearly disconnected clusters ( Figure 1C ), indicating the network has been pruned down to its core modular components (Perkins and Langston, 2009) . As illustrated in Figure 1C , this procedure generates networks for a range of potential cutoff values for the Pearson correlation between genes (x-axis Figure 1C ) and then computes the corresponding synchronizability (a measure of modularity).
To ensure we have found a robust minimum synchronizability (maximum modularity) we perform this procedure for several large randomly selected subnetworks and use the cutoff specified by the average of these tests. In addition to theoretical support that maximum modularity should reflect maximum biological information, this method was the top performer in a competition of threshold selection methods, indicating it indeed has practical relevance for creating coexpression networks (Borate et al., 2009 ).
ASSORTATIvITy
The likelihood of connection to nodes of similar degree, is another global characteristic that may direct disease activity in coexpression networks (Newman, 2003) . A commonly cited distinction between technological and biological network compared to social networks social networks are positively assortative (meaning that hubs are preferentially connected to hubs, while provincial nodes are preferentially connected to other provincial nodes) while technological networks tend to be disassortative (have preferential hub-provincial connections). However, we show here that all investigated gene array-based networks are strongly assortative (mean/median assortativity 0.396/0.468; Table 1 ). The high positive assortativity may be due to the symmetric correlation basis of coexpression networks and their high modularity. Specifically, genes in large modules are by definition well-correlated with other genes in that large module, and genes in small modules are well-correlated with genes in that small module. Thus, the true assortativity of gene interactions should be determined by further research on the regulatory networks underlying coexpression.
DIffERENTIAL CONNECTIvITy
To check for evidence of hub targeting of coexpression links in disease, we use the resampling-based confidence intervals ( Figure 1D ) to identify links that are differentially coexpressed in control and disease networks. If a link is in condition "A" is greater than the optimized cutoff and the correlation falls below its associated lower 95% confidence bound in condition "B" (or the reverse situation for link creation) then we define it as differentially coexpressed ("A" and "B" signify datasets in any control/disease comparison). The prevalence of lethality-centrality relationships in disease biology suggests that altered links would be centered around hub nodes. Therefore we tracked the number of differentially coexpressed links connected to the top 5% most connected genes ("hub" nodes) versus an equal number of randomly selected (non-hub or "provincial" nodes). Significance of a particular number of altered links (p-values in Figure 3 ) connected to a given node type (hub/ provincial) was assessed by comparing the actual number of DE it is possible to tell if a group of genes falls outside of the 95% expected range of resamples, either as highly connected hubs or low-connected "provincial" nodes.
pERMUTATION SIgNIfICANCE bOUNDS
We repeatedly splice datasets into two pseudo "control" and "depressed" selections, each consisting of 50/50 mixture of control/ depressed data. Thus any low p-values from this pseudo-comparison are due to chance or unknown demographic stratification characteristic, and not disease effect. Repeated comparisons of degree versus p-value in such mixed datasets generates an expected null range for the degree associated with each p-value segment. The 95% confidence intervals on expected degree for a given p-value segment are equivalent to the bounds that encompass 95% of the permutation values (see Figure 5B for examples).
links to the null distribution for the expected number of differentially coexpressed links. These null distributions were created by permutating the control and disease arrays 1000 times to create sets of networks with no disease-driven effects (because it is balanced between the permuted groups) and then counting the number of differentially coexpressed links (similar methodology to Choi et al., 2005) .
DETERMININg SIgNIfICANCE Of gENE CONNECTIvITy
The expected mean connectivity of a selected group of genes (for instance, low p-value genes) can be accurately estimated through resampling even in degree-heterogeneous scale-free networks. By randomly selecting sets of genes of the same size (10,000 times), null distributions such as those in Figure 4D can provide confidence intervals on expected connectivity. Utilizing these limits, the connections of influential hub genes -a concept validated in other biological systems (Bullmore and Sporns, 2009 ). Hence, we compared gain or loss of connections (correlation-based links going from control to disease-state networks) to measure differential coexpression for hub and provincial genes ( Figure 3A) . This comparison (Figures 3B,C) shows that hub connections are not preferentially disrupted in the example of the amygdala network. In fact, hubs experience less average rewiring between control and depressed states than do provincial nodes. Also, the total number of differential connectivity between control and depressed networks lies within the disease-permutated bounds (Figure 3B ), indicating that apparent connectivity changes in disease are indistinguishable from variability in the Pearson correlations ( Figure 3C ).
Expanding this test to all datasets, we find no evidence of hub targeting (using p < 0.05 as the criterion for hub targeting in all datasets), including gene networks derived from an animal model of depression and bipolar and schizophrenia datasets. These results demonstrate that the pathology of depression is not created through differential connectivity targeted at hub nodes (at least using this methodology in current datasets), as in this critical measure (hub link targeting), coexpression networks are resilient to changes in depression.
A HybRID AppROACH LINkINg DIffERENTIALLy ExpRESSED gENES wITH COExpRESSION NETwORkS
To address our second hypothesis relating to connectivity characteristics of DE genes within coexpression networks, we use a constant network structure derived from the combined control and disease samples, supported by observation of similar connectivity in both conditions. We observed a robust trend between differential expression and connectivity, wherein genes with low p-values for differential expression display very low connectivity, while genes with nonsignificant disease effect (high p-value) are progressively more connected ( Figure 4A ). Evidence for this relationship was generated by (1) sorting p-values for differential expression from least to greatest numeric value, (2) binning the ordered p-values into 100 groups/ percentiles, and (3) computing the mean connectivity of each p-value group/percentile. We use this binned percentile method because it facilitates comparisons across datasets with unique p-value distributions. We repeated this procedure on every dataset, showing visual examples from the amygdala dataset, and compiling results across all datasets into a meta-analysis (see below). Performing all analyses using only control samples to generate the network structure does not significantly alter the trends (not shown), but leads to higher link false-discovery rates. Significance of the connectivity level at a given p-value percentile was tested by repeatedly selecting an equivalent number of genes at random from that particular dataset to generate a distribution of expected connectivity ( Figure 4C) . The results shown in Figure 4A do not rule out the possibility that DE genes might be located at low-connected but influential "bottleneck" positions. Since the betweenness centrality of such bottleneck nodes would be elevated, we assessed the relationship of betweeness centrality to differential connectivity (example result from amygdale dataset in Figure 4B ) and found that DE genes are not located in bottleneck positions in coexpression networks.
The consensus relationship of connectivity to differential expression across all datasets (defined as meta-connectivity; see Materials and Methods) indicates a strong and stereotypical transcription
CORRECTIONS fOR MULTIpLE TESTINg AND pROCEDURE fOR META-ANALySIS Of CONNECTIvITy pATTERNS
To assess the level of connectivity at a particular thresholds across datasets we combined individual p-values for under-or over-connectivity using the "inverse normal method," This is more appropriate to this data than the common Fisher's method, as it equally weights high and low values and outputs a consensus p-value as opposed to specifically favoring low p-value results. This combined p-value estimation of under-or over-connectivity we term "metaconnectivity," significance of the meta-connectivity values was assessed using the Benjamini-Hochberg method to control the FDR (Benjamini and Hochberg, 1995) . Because datasets can be segmented with different bin sizes, correction to the meta-connectivity values due to multiple testing varies based on the number of segments into which genes are partitioned (alpha/#bins). Thus, it is possible to reduce the nominal FDR simply by a coarser estimation of the region of p-values with non-random connectivity. However, even with our fine-grained approach, there were clearly defined under-and over-connected regions at 10% FDR, which largely persisted at 1% FDR as well.
RESULTS
SMALL-wORLD gENE NETwORk STRUCTURE IN bRAIN TRANSCRIpTOME DATASETS
In unweighted coexpression networks, each node is a single gene/ probe-set and each link represents a correlation between gene expression profiles above some threshold. These networks were generated with established techniques to minimize false-positive links (under 1%), that optimize the threshold for maximal biological information (Figure 1) . As expected based on many previous studies (Bergmann et al., 2004; Jordan et al., 2004; Van Noort et al., 2004; Tsaparas et al., 2006) , all datasets examined have approximately scale-free and small-world characteristics ( Table 1) . Since a graphical representation of the ∼200,000 links present in individual networks is not practical, the characteristics of the "consensus" network generated from both control and disease-state samples are illustrated in Figure 2D using the exemplar human amygdala dataset. First, the distribution of gene links (degree) fits a power-law on log-log scale (R = 0.82), indicating an approximately scale-free connectivity distribution (Figure 2A) . Second, the distribution of path lengths (number of links) between any two genes is similar to that of randomized networks ( Figure 2B) . Third, genes were clustered into local communities with a high number of mutual interconnections (Figure 2C ), compared to a randomized network with identical degree distribution and number of links. The combination of high clustering ( Figure 2C ) and low average path-length ( Figure 2B ) is the hallmark of small-world networks. All tested networks also showed uniformly positive assortativity, meaning that hubs are likely connected to other hubs, and provincial nodes to other provincial nodes ( Table 1) . Figure 2D describes a schematic of network structure that incorporates all of these characteristics.
RESILIENT SMALL-wORLD gENE NETwORk STRUCTURE IN MAjOR DEpRESSION
Since the basic combined structure of both control and disease coexpression networks is scale-free and small-world, it is possible that disease genes propagate pathological activity by altering (see fewer number of significant points at middle percentiles in Figure 4D ), due to lack of this broad trend in specific datasets (Figure 4A for instance) . Similarly, there is an inconsistent drop in connectivity for ultra-high p-values, which is not supported across datasets, unlike the major finding of robust low connectivity for low p-value DE genes.
Since meta-analysis shows that the connectivity of DE genes is highly non-random (Figure 4D) , we next investigated the broader question of whether these trends were specific to disease. To answer this question, for every dataset individually, response to disease that is closely related to gene network structure ( Figure 4D) . This collective analysis, that compiles results from datasets that span platform, disease, and species, suggests a stereotypical connectivity for the entire continuum of DE genes, with the most consistent finding across datasets being low connectivity for low p-values DE genes. This was very consistent for the top 10% of DE genes across all datasets, including bipolar-, schizophrenia-, and the UCMS animal model-related datasets, even when controlling for FDR (10%). Greater than expected connectivity is also observed for some moderately DE genes, but in a less consistent manner since transcript variance is unaffected by permutation. Note that transcript variability is factored out in the generation of Pearson correlations used here. So while this connectivity-variability trend exists, it is not circular, but appears to be a natural characteristic of gene networks. Thus, the special connectivity properties of disease genes appear fueled by the broader trend of connectivity increasing with variability. Hence taking into consideration the context of variability/connectivity with transcriptional programs may lead to uncovering putative disease genes that are closer to the core neuropathology.
DISCUSSION
RESILIENCE Of SMALL-wORLD bRAIN-RELATED gENE NETwORk STRUCTURE TO NEUROpSyCHIATRIC DISEASES
When genetic variants and environmental influences combine to create disease pathology, they utilize and interact with cellular and molecular networks. We showed here that the coexpression networks of brain regions implicated in depression and other neuropsychiatric disorders display small-world and scale-free characteristics. These networks architectures are efficient (low path-length) and well-organized (highly clustered) frameworks for transcriptional activation. This efficiency comes with a specific weakness -vulnerability to attacks on hub nodes (Albert et al., 2000) , as demonstrated by disease operation in other large-scale networks (Micheloyannis et al., 2006; Srinivas et al., 2007; Stam et al., 2007; Smit et al., 2008; Van Nas et al., 2009; Guye et al., 2010) . Therefore, we speculated that the connectivity of disease-affected genes could offer a window into pathological mechanisms in neuropsychiatric disorders. However, we found that the small-world connectivity characteristics of coexpression networks are resilient to the effects of depression (and of other neuropsychiatric diseases) , and that the related pathology is not mediated by network disintegration via attack on hub nodes. Connectivity of hubs (top 5% connectivity nodes) and equal number of provincial (non-hub) nodes for examination of targeted differential connectivity in disease. This example selection of two different types of genes will be used to illustrate that disease does not target hub connections. (B) For this selection of provincial and hub nodes, we compute the relative fraction of altered links (both created and destroyed) between control and depressed networks. For comparison the same rewiring statistic is calculated for disease-permutated data (pseudo network comparisons with no disease effect). These permutations establish the mean and expected confidence bounds on a real effect. While provincial nodes are generically more likely to show differential connectivity compared to hub nodes, this is not a disease effect, but rather due to the greater statistical stability of hub nodes with a large base of connections, since the "real" network connectivity changes are within the expected bounds of variability. (C) To further quantify panel 3B, the p-values for probability of greater than expected differential connectivity are plotted, showing that connectivity changes in depression are not greater than expected by chance for both provincial and hub nodes.
we evaluate the same p-value to connectivity relationship for pseudo-groups, consisting of 50/50 control/disease combinations ( Figure 5A ). The range of expected results from these permutations ( Figure 5B) shows that the non-random connectivity of the true control-disease comparison is actually not disease-specific, since the "observed" connectivity trends lie between permutation bounds. Furthermore, the control-disease comparison show a differential expression to connectivity relationship that is very similar to the mean relationship of all permutations, indicating that while the real differential expression to connectivity relationship is non-random, it is not unexpected or disease-specific. This additional test for disease specificity was not performed in the only prior study that used comparable approaches (although in asthma; Lu et al., 2007) . The permutation results indicate that some underlying trend beyond disease effects (which is negated by the permutations) must be creating the special connectivity of DE genes.
bASELINE ExpRESSION vARIAbILITy CONTRIbUTES TO THE DIffERENTIAL ExpRESSION TO CONNECTIvITy RELATIONSHIp
What could account for this generic relationship of DE genes to network connectivity (red line in Figure 5B) ? A meta-analysis comparing baseline variance in transcript level to connectivity shows a strong relationship across all datasets (Figures 5C,D) , where hubs show large swings in transcript level (high-variance), with a mean/ median correlation of 0.85/0.86 between variability and connectivity across all datasets. Since hubs show more variable expression levels, this presents a simple explanation for the low connectivity of low p-value DE genes since low-variance genes are less connected and, low p-values tend to be generated by low-variance genes, therefore low p-values are associated with low connectivity. Any split of the data (permutation testing) will show this association of low p-values for differential expression with low connectivity, Here, two-group t-test p-values were used for differential expression in order to normalize analytical approaches across datasets. Results using complex statistical models in the amygdala dataset did not affect the outcome (not shown). (B) Betweenness centrality (a measure of how trafficked a particular node is by all shortest network paths) by p-values in amygdala indicates that the DE genes are not merely low-connected, but on the edge of the network, because low p-value genes have the lowest betweenness centrality. (C) An example of a null connectivity distribution is used to estimate the expected range of connectivity -each network has its own specific null distribution used to estimate bounds on expected connectivity. (D) Combined p-value by degree trends for all datasets (spanning species, disease, and array platforms). Meta-connectivity values close to 0 indicate less connectivity than expected for that percentile of DE genes in all datasets. Percentiles with non-random connectivity were estimated at alpha = 0.05 and 10% FDR.
Two related studies (Lu et al., 2007; Torkamani et al., 2010 ) also observed a broad similarity in the structure of control and schizophrenia gene networks or control and asthma-related networks, indicating that coexpression structure may be unaffected, or only slightly affected in complex disorders. While complete network reconfiguration and targeted destruction of hub connections appears to be rare in post-mortem brain networks, it may be more evident in smaller more dedicated local networks that operate on a short time-scale, such as those devoted to metabolism or immune function (Reverter et al., 2006; Leonardson et al., 2010) . The lack of hub targeting does not preclude existence of differential connectivity shown by more involved methods or if larger samples become available.
As an alternative mechanism of network-pathology interaction, we tested if DE genes had a characteristic connectivity level within these resilient gene networks. We show that DE genes in neuropsychiatric disorders tend to have very low connectivity and fall on the edges of the network. This second form of network resilience to disease (i.e., differential expression of provincial nodes, but not central hubs) is the opposite of the standard pathological mechanisms in small-world networks, but potentially consistent with the broad range of affected systems in neuropsychiatric disorders. The low connectivity of DE genes is observed across various brain regions, species, neuropsychiatric diseases and array platforms. Such a diffuse disease signature may be characteristic of complex disorders (Lu et al., 2007) , but this is unclear since previous studies did not include permutation testing for significance or exploration of the relevance of expression variance. These findings are schematized in Figure 6 , which shows the relationship between network structure and DE genes. patterns of variability, since individual genes have small prodisease effects in complex diseases. To determine if the low connectivity of DE genes is specific to complex diseases, a useful future experiment would be to calculate the connectivity of DE genes from microarray datasets of disorders with more severe biological disturbances.
INfERRINg MECHANISMS Of pATHOLOgy fROM DIffERENTIALLy ExpRESSED gENE CONNECTIvITy
Regardless of why DE genes are located on the edge of networks, how does this knowledge influence our conceptualization of disease effects on cellular networks? The decentralized nature of DE genes in coexpression networks (Figure 6 ) may contribute to the illusive nature of depression pathology and the high failure rate wHy DO DIffERENTIALLy ExpRESSED gENES HAvE LOw CONNECTIvITy?
Since we show that DE genes in neuropsychiatric disorders have low connectivity, it is natural to ask what biological and statistical relationships could generate this situation, and how can this knowledge improve selection of disease-associated genes in a network setting? We show that a strong variability-connectivity relationship (Figure 5 ) creates a situation where DE genes are generically low-connected. Several biological rationales may explain why DE genes are located on the edge of networks. It could be that DE genes follow generic patterns of variation ( Figure 5B ) due to high FDRs associated with microarray studies. Alternately, if control/disease comparisons accurately identify disease-related genes, they may indeed ride on top of normal of transcriptional research. Our investigation does not produce a specific list of genes considered implicated in depression, but our purpose was rather to highlight general properties of coexpression networks that have relevance to future gene selection criteria in neuropsychiatric disorders.
MOvINg fORwARD wITH gENE NETwORkS ANALySIS IN LIgHT Of THE pOSITION Of DE gENES
The distinctive lack of centrality of DE genes has both technical limitations and implications for investigating mechanisms of diseases. First, it highlights a long-standing challenge in complex diseases: detecting biologically cohesive sets of genes that create a cumulative disease effect. We propose that coexpression links, which encapsulate many cellular relationships, can reveal collective dysfunction. For instance, coexpression links indicated that genes associated with depression in a cross-species analysis of depression were tightly bound together in glial and neuronal-growth related communities ). Specific modules of coexpressed genes may emerge to support specific biological functions, as exemplified by the identification of a neurogenesis-related gene module in hippocampus (Oldham et al., 2008) , or by identifying specific modulators by searching for transcription factors linking DE genes, and that are themselves dysregulated (Hudson et al., 2009) . But until we understand how disease or environmental influences percolate through the structure of coexpression networks, it is difficult to define consistent strategies to predict of putative antidepressant drugs -which may essentially attempt to influence a vast network from the edge (if directly targeting DE genes). These results are consistent with the multifactorial nature of major depression, bipolar depression, and schizophrenia, and, from a coexpression perspective, suggest that modulators of single DE genes will have limited therapeutic effect. It may be discouraging that the disease signal follows generic patterns of network fluctuation, but by understanding patterns of molecular interactions, it may be possible to more effectively track and dismantle disease processes.
LIMITATIONS
A common concern in microarray analysis is that varying standards for post-mortem parameters or array platform could induce technical artifacts. However, we designed this analysis to prevent exactly such effects by including data from multiple brain banks, array platforms, diseases, and species. Not only are the meta-analysis results significant, but the connectivity-variability relationship was evident categorically in each dataset. Samples sizes for individual studies in psychiatry are relatively small, and sample size does affect ability to detect significant correlations. However we used permutation testing to ensure that likelihood of including false-positive links in any network was under 1%. Furthermore, we included nearly every microarray large publicly available study of depression, so our analysis is accurate to the current resolution which genes are critical mediators of disease. Second, it should be noted that our study was focused on detecting statistical effects that have relevance to disease, but sample-size limitations curtail regionspecific analyses, or the investigation of particular demographic (e.g., female-only) or clinical correlates (e.g., antidepressant effects, deathby-suicide, disease severity) and their impact on gene network structure. Third, understanding how the structure of gene coexpression networks will respond to known perturbations could inform efforts to trace disease-related network changes back to unknown deficits. However time-series microarrays from inducible knockout systems for instance, or tightly controlled human populations are extremely rare (Leonardson et al., 2010) . Finally, the transcriptome networks described here are one of many cellular interaction networks, which themselves intersect at multiple contact points through feedback loops that can cloud causal relationships (De La Fuente, 2010) . Combining information from different types of biological networks would more accurately reflect the "true" connectivity of genes sets associated with complex disease (Wachi et al., 2005) , and hopefully further define the structure of pathology (Sharan and Ideker, 2006) .
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