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Abstract
We study the exploration-exploitation dilemma
in the linear quadratic regulator (LQR) setting.
Inspired by the extended value iteration algorithm
used in optimistic algorithms for finite MDPs, we
propose to relax the optimistic optimization of
OFU-LQ and cast it into a constrained extended
LQR problem, where an additional control vari-
able implicitly selects the system dynamics within
a confidence interval. We then move to the corre-
sponding Lagrangian formulation for which we
prove strong duality. As a result, we show that
an -optimistic controller can be computed effi-
ciently by solving at most O
(
log(1/)
)
Riccati
equations. Finally, we prove that relaxing the orig-
inal OFU problem does not impact the learning
performance, thus recovering the O˜(
√
T ) regret
of OFU-LQ. To the best of our knowledge, this
is the first computationally efficient confidence-
based algorithm for LQR with worst-case optimal
regret guarantees.
1. Introduction
Exploration-exploitation in Markov decision processes
(MDPs) with continuous state-action spaces is a challenging
problem: estimating the parameters of a generic MDP may
require many samples, and computing the corresponding
optimal policy may be computationally prohibitive. The lin-
ear quadratic regulator (LQR) model formalizes continuous
state-action problems, where the dynamics is linear and the
cost is quadratic in state and action variables. Thanks to its
specific structure, it is possible to efficiently estimate the
parameters of the LQR by least-squares regression and the
optimal policy can be computed by solving a Riccati equa-
tion. As a result, several exploration strategies have been
adapted to the LQR to obtain effective learning algorithms.
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Confidence-based exploration. Bittanti et al. (2006) intro-
duced an adaptive control system based on the “bet on best”
principle and proved asymptotic performance guarantees
showing that their method would eventually converge to
the optimal control. Abbasi-Yadkori & Szepesvári (2011)
later proved a finite-time O˜(
√
T ) regret bound for OFU-LQ,
later generalized to less restrictive stabilization and noise
assumptions by Faradonbeh et al. (2017). Unfortunately, nei-
ther exploration strategy comes with a computationally effi-
cient algorithm to solve the optimistic LQR, and thus they
cannot be directly implemented. On the TS side, Ouyang
et al. (2017) proved a O˜(
√
T ) regret for the Bayesian regret,
while Abeille & Lazaric (2018) showed that a similar bound
holds in the frequentist case but restricted to 1-dimensional
problems. While TS-based approaches require solving a
single (random) LQR, the theoretical analysis of Abeille &
Lazaric (2018) suggests that a new LQR instance should be
solved at each time step, thus leading to a computational
complexity growing linearly with the total number of steps.
On the other hand, OFU-based methods allow for “lazy”
updates, which require solving an optimistic LQR only a
logarithmic number of times w.r.t. the total number of steps.
A similar lazy-update scheme is used by Dean et al. (2018),
who leveraged robust control theory to devise the first learn-
ing algorithm with polynomial complexity and sublinear
regret. Nonetheless, the resulting adaptive algorithm suffers
from a O˜(T 2/3) regret, which is significantly worse than
the O˜(
√
T ) achieved by OFU-LQ.
To the best of our knowledge, the only efficient algorithm for
confidence-based exploration with O˜(
√
T ) regret has been
recently proposed by Cohen et al. (2019). Their method,
called OSLO, leverages an SDP formulation of the LQ prob-
lem, where an optimistic version of the constraints is used.
As such, it translates the original non-convex OFU-LQ opti-
mization problem into a convex SDP. While solving an SDP
is known to have polynomial complexity, no explicit analysis
is provided and it is said that the runtime may scale polyno-
mially with LQ-specific parameters and the time horizon T
(Cor. 5), suggesting that OSLO may become impractical for
moderately large T . Furthermore, OSLO requires an initial
system identification phase of length O˜(
√
T ) to properly
initialize the method. This strong requirement effectively
reduces OSLO to an explore-then-commit strategy, whose
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regret is dominated by the length of the initial phase.
Perturbed certainty equivalence exploration. A recent
stream of research (Faradonbeh et al., 2018b; Mania et al.,
2019; Simchowitz & Foster, 2020) studies variants of the
perturbed certainty equivalence (CE) controller (i.e., the op-
timal controller for the estimated LQR) and showed that this
simple exploration strategy is sufficient to reach worst-case
optimal regret O˜(
√
T ). Since the CE controller is not recom-
puted at each step (i.e., lazy updates) and the perturbation
is obtained by sampling from a Gaussian distribution, the
resulting methods are computationally efficient. Nonethe-
less, these methods rely on an isotropic perturbation (i.e., all
control dimensions are equally perturbed) and they require
the variance to be large enough so as to eventually reduce
the uncertainty on the system estimate along the dimensions
that are not naturally “excited” by the CE controller and
the environment noise. Being agnostic to the uncertainty
of the model estimate and its impact on the average cost,
may lead this type of approaches to have longer (unnec-
essary) exploration and larger regret. On the other hand,
confidence-based methods relies on exploration controllers
that are explicitly designed to excite more the dimensions
with higher uncertainty and impact on the performance. As
a result, they are able to perform more effective exploration.
We further discuss this difference in Sect. 6.
In this paper, we introduce a novel instance of OFU, for
which we derive a computationally efficient algorithm to
solve the optimistic LQR with explicit computational com-
plexity and O˜(
√
T ) regret guarantees. Our approach is in-
spired by the extended value iteration (EVI) used to solve a
similar optimistic optimization problem in finite state-action
MDPs (e.g. Jaksch et al., 2010). Relying on an initial esti-
mate of the system obtained after a finite number of system
identification steps, we first relax the confidence ellipsoid
constraints and we cast the OFU optimization problem into
a constrained LQR with extended control. We show that
the relaxation of the confidence ellipsoid constraint does
not impact the regret and we recover a O˜(
√
T ) bound. We
then turn the constrained LQR into a regularized optimiza-
tion problem via Lagrangian relaxation. We prove strong
duality and show that we can compute an -optimistic and
-feasible solution for the constrained LQR by solving only
O(log(1/)) algebraic Riccati equations. As a result, we ob-
tain the first efficient worst-case optimal confidence-based
algorithm for LQR. In deriving these results, we introduce a
novel derivation of explicit conditions on the accuracy of the
system identification phase leveraging tools from Lyapunov
stability theory that may be of independent interest.
2. Preliminaries
We consider the discrete-time linear quadratic regulator
(LQR) problem. At any time t, given state xt ∈ Rn and
control ut ∈ Rd, the next state and cost are obtained as
xt+1 = A∗xt +B∗ut + t+1;
c(xt, ut) = x
T
t Qxt + u
T
t Rut,
(1)
where A∗, B∗, Q, R are matrices of appropriate di-
mension and {t+1}t is the process noise. Let Ft =
σ(x0, u0, . . . , xt, ut) be the filtration up to time t, we rely
on the following assumption on the noise.1
Assumption 1. The noise {t}t is a martingale difference
sequence w.r.t. the filtration Ft and it is componentwise
conditionally sub-Gaussian, i.e., there exists σ > 0 such
that E(exp(γt+1,i)|Ft) ≤ exp(γ2σ2/2) for all γ ∈ R.
Furthermore, we assume that the covariance of t is the
identity matrix.
The dynamics parameters are summarized in θT∗ = (A∗, B∗)
and the cost function can be written as c(xt, ut) = zTt Czt
with zt = (xt, ut)T and the cost matrix
C =
(
Q 0
0 R
)
. (2)
The solution to an LQ is a stationary deterministic policy
pi : Rn → Rd mapping states to controls minimizing the
infinite-horizon average expected cost
Jpi(θ∗) = lim sup
T→∞
1
T
E
[ T∑
t=0
c(xt, ut)
]
, (3)
with x0 = 0 and ut = pi(xt). We assume that the LQR
problem is “well-posed”.
Assumption 2. The cost matrices Q and R are symmetric
p.d. and known, and (A∗, B∗) is stabilizable, i.e., there
exists a controller K, such that ρ(A∗ +B∗K) < 1.2
In this case, Thm.16.6.4 in (Lancaster & Rodman, 1995)
guarantees the existence and uniqueness of an optimal policy
pi∗ = arg minpi Jpi(θ∗), which is linear in the state, i.e.,
pi∗(x) = K(θ∗)x, where,
K(θ∗) = −
(
R+BT∗ P (θ∗)B∗
)−1
BT∗ P (θ∗)A∗,
P (θ∗) = Q+AT∗P (θ∗)A∗ +A
T
∗P (θ∗)B∗K(θ∗).
(4)
For convenience, we will denote P∗ = P (θ∗). The op-
timal average cost is J∗ = Jpi∗(θ∗) = Tr(P∗). Further,
let L(θ∗)T =
(
I K(θ∗)T
)
, then the closed-loop matrix
Ac(θ∗) = A∗ + B∗K(θ∗) = θT∗L(θ∗) is asymptotically
stable.
1As shown by Faradonbeh et al. (2017), this can be relaxed to
Weibull distributions with known covariance.
2ρ(A) is the spectral radius of the matrix A, i.e., the largest
absolute value of the eigenvalues of A.
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While Asm. 2 guarantees the existence of an optimal linear
controller, its optimal cost J∗ may still grow unbounded
when θ∗ is nearly unstable. A popular solution is to intro-
duce a “strong” stability assumption (i.e., ρ(Ac(θ∗)) ≤ ρ <
1). Nonetheless, this imposes stability uniformly over all
state dimensions, whereas, depending on the cost matrices
Q and R, some dimensions may be less sensitive than oth-
ers in terms of their impact on the cost. Here we prefer
imposing an assumption directly on the optimal cost.3
Assumption 3. There exists D > 0 such that J∗ =
Tr(P∗) ≤ D and D is known.
Finally, we introduce κ = D/λmin(C), a quantity that
will characterize the complexity of many aspects of the
learning problem in the following. Intuitively, κ measures
the cost of controlling w.r.t. the minimum cost incurred if
the uncontrolled system was perfectly stable.
The learning problem. We assume that Q and R are
known, while θ∗ needs to be estimated from data. We con-
sider the online learning problem where at each step t the
learner observes the current state xt, it executes a control ut
and it incurs the associated cost c(xt, ut); the system then
transitions to the next state xt+1 according to Eq. 1. The
learning performance is measured by the cumulative regret
over T steps defined as RT (θ∗) =
∑T
t=0
(
ct − J∗(θ∗)
)
.
Exploiting the linearity of the dynamics, the unknown pa-
rameter θ∗ can be directly estimated from data by regu-
larized least-squares (RLS). For any sequence of controls
(u0, . . . , ut) and the induced states (x0, x1, . . . , xt+1), let
zt = (xt, ut)
T, the RLS estimator with a regularization bias
θ0 and regularization parameter λ ∈ R∗+ defined as4
θ̂t = arg min
θ∈R(n+d)×n
t−1∑
s=0
‖xs+1 − θTzs‖2 + λ‖θ − θ0‖2F
= V −1t
(
λθ0 +
t−1∑
s=0
zsx
T
s+1
)
,
(5)
where Vt = λI+
∑t−1
s=0 zsz
T
s is the design matrix. The RLS
estimator concentrates as follows (see App. C.3).
Proposition 1 (Thm. 1 in Abbasi-Yadkori & Szepesvári
2011). For any δ ∈ (0, 1) and any Ft-adapted sequence
(z0, . . . , zt), the RLS estimator θˆt is such that
‖θ∗ − θ̂t‖Vt ≤ βt(δ) where (6)
βt(δ) = σ
√
2n log
(det(Vt)1/2n
det(λI)1/2δ
)
+ λ1/2‖θ0 − θ∗‖F ,
w.p. 1− δ (w.r.t. the noise {t+1}t and any randomization
in the choice of the control).
3An alternative assumption may bound the operator norm of
P∗, (see e.g., Simchowitz & Foster (2020)).
4For θ0 = 0, this reduces to the standard estimator. The need
for a “centered” regularization term is explained in the next section.
Finally, we recall a standard result of RLS.
Proposition 2 (Lem. 10 in Abbasi-Yadkori & Szepesvári
2011). Let λ ≥ 1, for any arbitrary Ft-adapted sequence
(z0, z1, . . . , zt), let Vt+1 be the corresponding design matrix,
then
t∑
s=0
min
(‖zs‖2V −1s , 1) ≤ 2 log det(Vt+1)det(λI) .
Moreover when ‖zt‖ ≤ Z for all t ≥ 0, then
t∑
s=0
‖zs‖2V −1s ≤
(
1+
Z2
λ
)
(n+d) log
(
1+
(t+1)Z2
λ(n+d)
)
. (7)
3. A Sequentially Stable Variant of OFU-LQ
In this section we introduce a variant of the original OFU-
LQ of Abbasi-Yadkori & Szepesvári (2011) that we refer to
as OFU-LQ++. Similar to (Faradonbeh et al., 2017), we use
an initial system identification phase to initialize the system
and we provide explicit conditions on the accuracy required
to guarantee sequential stability thereafter. This result is
obtained leveraging tools from Lyapunov stability theory
which may be of independent interest.
Faradonbeh et al. (2018a) showed that it is possible to con-
struct a set Θ0 = {θ : ‖θ − θ0‖ ≤ 0} containing the
true parameters θ∗ with high probability, through a system
identification phase where a randomized sequence of linear
controllers is used to accurately estimate the dynamics. In
particular, they proved that a set Θ0 with accuracy 0 can be
obtained by running the system identification phase for as
long as T0 = Ω(−20 ) steps.
5
After the initial phase, OFU-LQ++ uses the estimate θ0 to
regularize the RLS as in (5) and it proceeds through episodes.
At the beginning of episode k it computes a parameter
θk = arg min
θ∈Ck
J(θ), (8)
where tk is the step at which episode k begins and the
constrained set Ck is defined as
Ck = C(βtk , Vtk) := {θ : ‖θ − θ̂tk‖Vtk ≤ βtk}, (9)
where βt = βt(δ/4) is defined in (6). Then the corre-
sponding optimal control K(θk) is computed (4) and the
associated policy is executed until det(Vt) ≥ 2 det(Vtk).
Lemma 1. Let Θ0 = {θ : ‖θ − θ0‖ ≤ 0} be the output
of the initial system identification phase of Faradonbeh
5An alternative scheme for system identification requires access
to a stable controller K0 and to perturb the corresponding controls
to returned a set Θ0 of desired accuracy 0 (see e.g., Simchowitz
& Foster 2020).
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et al. (2018a). For all t ≥ 0, consider the confidence
ellipsoid Ct := {θ : ‖θ − θ̂t‖Vt ≤ βt}, where θ̂t and Vt are
defined in (5) with regularization bias θ0 (the center of Θ0),
regularization parameter
λ=
2nσ2
20
(
log(4n/δ)+(n+ d)log
(
1 +κX2T
))
,
(10)
and βt is defined in (6) where ‖θ − θ∗‖ is replaced by its
upper-bound 0. Let {K(θt)}t≥1 be the sequence of opti-
mistic controllers generated by OFU-LQ++ and let {xt}t≥0
be the induced state process (Eq. 1). If 0 ≤ O(1/κ2), then
with probability at least 1− δ/2, for all t ≤ T ,{
θ∗ ∈ Ct
‖xt‖ ≤ X :=20σ
√
κ‖P∗‖2 log(4T/δ)/λmin(C).
(11)
OFU-LQ++ has some crucial differences w.r.t. the original
algorithm. OFU-LQ receives as input a Θ0 such that for
any θ ∈ Θ0 the condition ‖θTL(θ)‖ < 1 holds. While
this condition ensures that all the LQ systems in Θ0 are in-
deed stable, it does not immediately imply that the optimal
controllers K(θ) stabilize the true system θ∗. Nonethe-
less, Abbasi-Yadkori & Szepesvári (2011) proved that the
sequence of controllers generated by OFU-LQ naturally
defines a state process {xt}t which remains bounded at
any step t with high probability. Unfortunately, their anal-
ysis suffers from several drawbacks: 1) the state bound
scales exponentially with the dimensionality, 2) as θ∗ is
required to belong to Θ0, it should satisfy itself the condi-
tion ‖θT∗L(θ∗)‖ < 1, which significantly restricts the type
of LQR systems that can be solved by OFU-LQ, 3) the
existence of Θ0 is stated by assumption and no concrete
algorithm to construct it is provided.
Furthermore, OFU-LQ requires solving (8) under the con-
straint that θ belongs to the intersection Ck ∩ Θ0, while
OFU-LQ++ only uses the confidence set Ck to guarantee
that the controllers K(θ˜k) generated through the episodes
induces a sequentially stable state process. Although the
resulting optimization problem is still non-convex and diffi-
cult to solve directly, removing the constraint of Θ0 enables
the relaxation that we introduce in the next section. Fi-
nally, we notice that our novel analysis of the sequential
stability of OFU-LQ++ leads to a tighter bound on the state,
more explicit conditions on 0, and lighter assumptions
than Faradonbeh et al. (2018a).
As a result, we can refine the analysis of OFU-LQ and obtain
a much sharper regret bound for OFU-LQ++.
Lemma 2. For any LQR (A∗, B∗, Q,R) satisfying
Asm. 1, 2, and 3, after T steps OFU-LQ++, if properly
initialized and tuned as in Lem. 1, suffers a regret
R(T )=O˜
((
κ‖P∗‖22+
√
κ‖P∗‖3/22 (n+d)
√
n
)√
T
)
. (12)
4. An Extended Formulation of OFU-LQ++
The optimization in (8) is non-convex and it cannot be
solved directly. In this section we introduce a relaxed con-
strained formulation of (8) and show that its solution is an
optimistic controller with similar regret as OFU-LQ++ at the
cost of requiring a slightly more accurate initial exploration
phase (i.e., smaller 0).
4.1. The Extended Optimistic LQR with Relaxed
Constraints
Our approach is directly inspired by the extended value
iteration (EVI) used to solve a similar optimistic optimiza-
tion problem in finite state-action MDPs (e.g. Jaksch et al.,
2010). In EVI, the choice of dynamics θ from C is added as
an additional control variable, thus obtaining an extended
policy pi. Exploiting the specific structure of finite MDPs, it
is shown that optimizing over policies pi through value itera-
tion is equivalent to solving a (finite) MDP with the same
state space and an extended (compact) control space and the
resulting optimal policy, which prescribes both actions and a
choice of the model θ, is indeed optimistic w.r.t. the original
MDP. Leveraging a similar idea, we “extend” the LQR with
estimated parameter θ̂t by introducing an additional control
variable w corresponding to a specific choice of θ ∈ Ck. In
the following we remove the dependency of θ̂, β, V , and
C on the learning step tk and episode k, while we use a
generic time s to formulate the extended LQR.
Let θ ∈ C such that θ = θ̂ + δθ = (A,B) = (Â+ δA, B̂ +
δB), then the dynamics of the corresponding LQR is
xs+1 = Axs +Bus + s+1
= Âxs + B̂us + δAxs + δBus + s+1,
= Âxs + B̂us + δθzs + s+1,
(13)
where we isolate the “perturbations” δA and δB applied to
the current estimates. We replace the perturbation associ-
ated to θ with a novel control variable ws, the perturbation
control variable, which effectively plays the role of “choos-
ing” the parameters of the perturbed LQR, thus obtaining
xs+1 = Âxs + B̂us + ws + s+1,
= Âxs + B˜u˜s + s+1,
(14)
where we conveniently introduced B˜ = [B̂, I] and u˜s =
[us, ws].6 This extended system has the same state variables
as the original LQ, while the number of control variables
moves from d to n + d. Since perturbations δθ are such
that θ = θ̂ + δθ ∈ C, we introduce a constraint on the per-
turbation control such that ‖ws‖ = ‖δTθ zs‖ ≤ β‖zs‖V −1
6In the following we use tilde-notation such as pi and wtB to
denote quantities in the extended LQR.
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(see Prop. 1). We refer to the resulting system as the ex-
tended LQR with hard constraints. Unfortunately, this con-
strained system is no longer a “standard” LQR structure, as
the constraint should be verified at each step. To overcome
this difficulty, we relax the previous constraint and define
gpi(θ̂, β, V )= lim
S→∞
1
S
E
( S∑
s=0
‖ws‖2−β2‖zs‖2V −1
)
, (15)
where pi = (piu, piw) is an extended policy defining both
standard and perturbation controls, so that us = piu(xs) and
ws = pi
w(xs), the expectation is w.r.t. the noise s+1, and
the dynamics of xs follows (14). As a result, we translate
the original constraint θ ∈ C, which imposed a per-step
condition on ws to gpi(θ̂, β, V ) ≤ 0, which considers the
asymptotic average behavior of ws. We are now ready to
define the extended LQR with relaxed constraints as
min
pi
Jpi(θ̂, β, V ) := lim sup
S→∞
1
S
E
[ S∑
s=0
c(xs, pi
u(xs))
]
subject to xs+1 = Âxs + B˜u˜s + s+1 (16)
gpi(θ̂, β, V ) ≤ 0,
where Jpi is the average cost of (14) when controlled with
pi and c is the cost of the original LQ. We also denote by
J∗(θ̂, β, V ) the minimum of (16). Once the constrained
LQR is solved, the component piu relative to the variable
u is used to control the real system for the whole episode
until the termination condition is met. When pi is linear, we
denote by K˜ the associated gain (i.e., pi(x) = K˜x), and we
use Ku (resp. Kw) to refer to the block of K˜ corresponding
to the control u (resp. the perturbation control w).
4.2. Optimism and Regret
We show that the optimization in (16) preserves the learning
guarantees of the original OFU-LQ algorithm at the cost of
a slightly stronger requirement on 0. This is not obvious
as (16) is relaxing the constraints imposed by the confidence
set used in (8) and solving the extended LQR might lead to a
perturbation control piw that does not actually correspond to
any feasible model θ in C. Intuitively, we need the constraint
gpi to be loose enough so as to guarantee optimism and tight
enough to preserve good regret performance. We start by
showing that optimizing (16) gives an optimistic solution.
Lemma 3. Under Asm. 2, and 3, whenever θ∗ ∈ C, the
optimal solution to (16) is optimistic, i.e.,
J∗(θ̂, β, V ) ≤ J∗, (17)
The lemma above shows that the optimal controller in the ex-
tended LQR has an average cost (in the extended LQR) that
is smaller than the true optimal average cost, thus certifying
its optimistic nature of (16). This is expected, since (16) is a
relaxed version of the original OFU-LQ++ problem, which
returns optimistic solutions by definition. Then we show
that applying the optimistic extended controllers induce a
sequentially stable state process.
Lemma 4. Given the same system identification phase and
RLS estimator of OFU-LQ++ (see Lem. 1), let {K˜t}t≥1 be
the sequence of extended optimistic controllers generated
by solving (16) and {xt}t≥0 be the state process (Eq. 1)
induced when by the sequence of controllers {Ku,t}t≥0. If
0 ≤ O(1/κ3/2), then with probability at least 1− δ/2, for
all t ≤ T ,{
θ∗ ∈ Ct
‖xt‖ ≤ X :=20σ
√
κ‖P∗‖2 log(4T/δ)/λmin(C)
(18)
This lemma is the counterpart of Lem. 1 for the extended
LQR and it illustrates that, due to the relaxed constraint,
the condition on 0 is tighter by a factor 1/
√
κ, while the
bound on the state remains the same and this, in turn, leads
to the same regret as OFU-LQ++ (Lem. 2) but for problem
dependent constants.
Theorem 1. Let (A∗, B∗, Q,R) be any LQR satisfying
Asm. 1, 2, and 3. If the conditions in Lem. 4 are satis-
fied and the extended LQR with relaxed constrained (16) is
solved exactly at each episode, then w.p. at least 1− δ,
R(T ) = O˜((n+ d)√nκ3/2‖P∗‖22√T ). (19)
5. Efficient Solution to the Constrained
Extended LQR via Lagrangian Relaxation
We introduce the Lagrangian formulation of (16). Let µ ∈ R
be the Lagrangian parameter, we define
Lpi(θ̂, β, V ;µ) := Jpi(θ̂, β, V ) + µgpi(θ̂, β, V ). (20)
Since both average cost Jpi and constraint gpi measure
asymptotic average quantities, we can conveniently define
the matrices (C† being the bordering of matrix C in (2))
C† =
Q 0 00 R 0
0 0 0
 ; Cg = (−β2V −1 00 I
)
,
and write the Lagrangian as
Lpi(θ̂, β, V ;µ) = lim
S→∞
1
S
E
[ S−1∑
s=0
(
xTs u˜
T
s
)
Cµ
(
xs
u˜s
)]
,
with Cµ = C† + µCg. This formulation shows that Lpi(µ)
can be seen as the average cost of an extended LQR prob-
lem with state xs, control u˜s, linear dynamics (Â, B˜) and
quadratic cost with matrix Cµ. As a result, we introduce
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the Lagrangian extended LQR problem associated to the
extended LQR with relaxed constraints of (16) as
L∗(θ̂, β, V ) = sup
µ∈M
min
pi
Lpi(θ̂, β, V ;µ)
subject to xs+1 = Âxs + B˜u˜s + s+1
, (21)
whereM = [0, µ˜) is the domain of the Lagrangian parame-
ter (more details on µ˜ are reported in App. G.2). We prove
the following fundamental result.
Theorem 2. For any extended LQR parametrized by θ̂, V ,
β, and psd cost matrices Q,R, there exists a domainM =
[0, µ˜) with µ˜ ∈ R+, such that strong duality between the
relaxed optimistic optimization in (16) and its Lagrangian
formulation (21) holds:
J∗(θ̂, β, V ) = L∗(θ̂, β, V ).
Supported by the strong duality above, we provide a more
detailed characterization ofLpi(θ̂, β, V ;µ), which motivates
the design of an efficient algorithm to optimize over pi, µ.
For ease of notation, in the following we consider θ̂, β, and
V as fixed and we drop them from the definition of Lpi(µ),
which we study as a function of pi and µ.
5.1. The Lagrangian Dual Function
We introduce the Lagrangian dual function, for any µ ∈ R+,
D(µ) = min
pi
Lpi(µ)
s.t. xs+1 = Âxs + B˜u˜s + s+1
, (22)
and we denote by piµ the corresponding extended optimal
policy. For small enough µ, the cost matrix Cµ is p.d.,
which allows solving (22) using standard Riccati theory.
The main technical challenge arises for larger values of µ
when the solution of the dual Lagrangian function may not
be computable by Riccati equations or it may not even be
defined. Fortunately, the following lemma shows that within
the domainM where Thm. 2 holds, there always exists a
Riccati solution for (22).
Lemma 5. For any extended LQR parametrized by θ̂, V ,
β, and psd cost matrices Q,R, consider the domainM =
[0, µ˜) where Thm. 2 holds, then for any µ ∈M
1. The extended LQ in (22) is controllable and it admits
a unique solution
piµ = arg min
pi
Lpi(µ), (23)
obtained by solving the generalized discrete alge-
braic Riccati equation (DARE) (Molinari, 1975)7 as-
sociated with the Lagrange LQR (Â, B˜, Cµ). Let
7The need for generalized DARE is due to the fact that for
some µ ∈M, the associated cost Cµ may not be p.s.d.
Cµ = (Rµ Nµ;Nµ Qµ) be the canonical formula-
tion for the cost matrix, then
Dµ = Rµ + B˜
TPµB˜ (24)
Pµ = Qµ +A
TPµA
− [ATPµB˜ +NTµ ]D−1µ [B˜TPµA+Nµ],
and the optimal control is K˜µ = −D−1µ [B˜TPµA +
Nµ], while the dual function is D(µ) = Tr(Pµ).
2. D(µ) is concave and continuously differentiable.
3. The derivative D′(µ) = gpiµ , i.e., it is equal to the
constraint evaluated at the optimal extended policy for
µ. As a result, the Lagrangian dual can be written as
Lpiµ(µ) = D(µ) = Jpiµ + µD′(µ). (25)
The previous lemma implies that in order to solve (21) we
may need to evaluate the dual functionD(µ) only where the
the optimal control can be computed by solving a DARE.
Since D(µ) is concave and smooth, we can envision using
a simple dichotomy approach to optimize D(µ) over M
and solve (21). Nonetheless, we notice that Thm. 2 only
provides strong duality in a sup/min sense, which means that
the optimum may not be attainable withinM. Furthermore,
even when there exists a maximum, computing an -optimal
solution in terms of the Lagrangian formulation, i.e., finding
a pair µ, pi such that |Lpi(µ) − L∗| ≤ , may not directly
translate in a policy with desirable performance in terms of
its average cost Jpi and feasibility w.r.t. the constraint gpi .
We illustrate this issue in the example in Fig. 1. We dis-
play a qualitative plot of the Lagrangian dual D(µ) and its
derivativeD′(µ) when (21) admits a maximum at µ∗ and the
dichotomy search returned values µl and µr that are -close
and µ∗ ∈ [µl, µr]. We consider the case where the algorithm
returns µl as the candidate solution. By concavity and the
fact thatD′(0) > 0, the functionD(µ) is Lipschitz in the in-
terval [0, µ∗) with constant bounded by D′(0). Thus the ac-
curacy µ∗−µl ≤  translates into an equivalent -optimality
in D (i.e., D(µ∗) − D(µl) = L∗ − Lpiµl (µl) ≤ D′(0)).
Nonetheless, this does not imply a similar guarantee for
D′(µ). If the second derivative of D(µ) (i.e., the curvature
of the function) is large close to µ∗, the original error 
can be greatly amplified when evaluating D′(µl). For in-
stance, if D′′(µ)  1/, then D′(µl) = Ω(1). Given the
last point of Lem. 5, this means that despite returning an
-optimal solution in the sense of (21), piµl may significantly
violate the constraint (as D′(µl) = gpiµl = Ω(1)). While
Eq. (25) implies that piµl is still optimistic (i.e., Jpiµl ≤ J?,
as in Lem. 3), the regret accumulated by piµl cannot be con-
trolled anymore, since the pertubration control ws may be
arbitrarily outside the confidence interval. Interestingly, the
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curvature becomes larger and larger as the optimum shifts
to the extremum ofM and, in the limit, (21) only admits a
supremum. In this case, no matter how close µl is to µ∗, the
associated policy piµl may perform arbitrarily bad.
More formally, we have the following lemma (the explicit
value of α is reported in Lem. 14).
Lemma 6. For any LQR parametrized by θ̂, V , β, and psd
cost matrices Q,R, consider the domainM = [0, µ˜) where
Thm. 2 holds. LetM+ be a subset ofM such thatM+ =
{µ ∈ M s.t. D′(µ) ≥ 0}. Then, D has Lipschitz gradient,
i.e., there exists a constant α depending on θ̂, V , β, and the
cost matrices Q,R, such that for all (µ1, µ2) ∈M2+,
|D′(µ1)−D′(µ2)| ≤ |µ1 − µ2| α
λmin(Dµ1)
,
where Dµ is defined in (24).
This result shows that even when |µ1−µ2| ≤ , the difference
in gradients may be arbitrarily large when λmin(Dµ) 
(i.e., large curvature). In the next section, we build on
this lemma to craft an adaptive stopping condition for the
dichotomy search and to detect that case of large curvature.
5.2. An Efficient Dichotomy Search
The algorithm we propose, DS-OFU, seeks to find a value
of µ of zero gradient D′(µ) by dichotomy search. While
D(µ) is a 1-dim function and Lem. 5 guarantees that it is
concave inM, there are three major challenges to address:
1) Thm. 2 does not provide any explicit value for µ˜; 2) The
algorithm needs to evaluate D′(µ); 3) For any , DS-OFU
must return a policy pi that is -optimistic and -feasible for
the extended LQR with relaxed constraints (16).
DS-OFU starts by checking the sign of the gradient D′(0).
If D′(0) ≤ 0, the algorithm ends and outputs the optimal
policy pi0 since by concavity 0 is the arg-max of D and pi0
is the exact solution to (21). If D′(0) > 0, the dichotomy
starts with accuracy  and a valid8 search interval [0, µmax],
where µmax is defined as follows.
Lemma 7. Let µmax := β−2λmax
(
C
)
λmax(V ), then
D′(µmax) < 0.
The previous lemma does not imply that [0, µmax] ⊇ M,
but it provides an explicit value of µ with negative gradient,
thus defining a bounded and valid search interval for the
dichotomy process. At each iteration, DS-OFU updates
either µl or µr so that the interval [µl, µr] is always valid.
The second challenge is addressed in the following propo-
sition, which illustrates how the derivative D′(µ) (equiva-
lently the constraint gpiµ ) can be efficiently computed.
8We say that [µl, µr] is valid if D′(µl) ≥ 0 and D′(µr) ≤ 0.
Proposition 3. For any µ ∈M, let piµ (Eq. 23) have an as-
sociated controller K˜µ that induces a closed-loop dynamics
Ac(K˜µ) = Â+ B˜K˜µ then D′(µ) = gpiµ = Tr
(
Gµ
)
, where
Gµ is the unique solutions of the Lyapunov equation
Gµ =
(
Ac(K˜µ)
)T
GµA
c(K˜µ) +
(
I
K˜µ
)T
Cg
(
I
K˜µ
)
,
This directly from the fact that gpi is an asymptotic average
quadratic quantity (as much as the average cost J), and it is
thus the solution of a Lyapunov equation of dimension n.
The remaining key challenge is to design an adaptive stop-
ping condition that is able to keep refining the interval
[µl, µr] until either an accurate enough solution is returned,
or, the curvature is too large (or even infinite). In the latter
case, the algorithm switches to a failure mode, for which
we design an ad-hoc solution.
Since the objective is to achieve an -feasible solution (i.e.,
gpiµ ≤ ), we leverage Lem. 6 and we interrupt the di-
chotomy process whenever (µr − µl)α/λmin(Dµl) ≤ .
Nonetheless, when the optimum of (21) is not attainable in
M, the previous stopping condition may never be verified
and the algorithm would never stop. As a result, we inter-
rupt the dichotomy process when λmin(Dµl) ≤ λ02 for a
given constant λ0. In this case, the dichotomy fails to return
a viable solution and we need to revert to a backup strategy,
which consists in either modifying the controller found at µl
or applying a suitable perturbation to the original cost ma-
trix C†. In the latter case, we design a perturbation such that
1) the optimization problem (21) associated to the system
with the perturbed cost C ′† admits a maximum and can be
efficiently solved by the same dichotomy process illustrated
before and 2) the corresponding solution pi′ is -optimistic
and -feasible in the original system. The explicit backup
strategy is reported in App. I.
Theorem 3. For any LQR parametrized by θ̂, V , β, and psd
cost matrices Q,R, and any accuracy  ∈ (0, 1/2), there
exists values of α and λ0 and a backup strategy such that
1. DS-OFU outputs an -optimistic and -feasible policy
pi given by the linear controller K˜ such that
Jpi ≤ J∗ +  and gpi ≤ .
2. DS-OFU terminates within at most N =
O
(
log(µmax/)
)
iterations, each solving one
Riccati and one Lyapunov equation for the extended
Lagrangian LQR, both with complexity O
(
n3
)
.
This result shows that DS-OFU returns a solution to (16) at
any level of accuracy  in a total runtime O(n3 log(1/)).
We refer to the algorithm resulting by plugging DS-OFU into
the OFU-LQ++ learning scheme as LAGLQ (Lagrangian-
LQ). By running DS-OFU with  = 1/
√
t provides the
regret guarantee of Thm. 1.
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µl
<latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit><latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit><latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit><latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit>
D0(µ)
<latexit sha1_base64="zgRFIpDlq2qEiW+6Sgm9myL9MQ4=">AAAB+Xi cbVDLSsNAFL2pr1pfUZduBotYNyURQZdFXbisYB/QhDKZTtqhM0mYmRRK6J+4caGIW//EnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/YP 7MOjtopTSWiLxDyW3QAryllEW5ppTruJpFgEnHaC8V3udyZUKhZHT3qaUF/gYcRCRrA2Ut+2PYH1iGCO7s9rnkgv+nbVqTtzoFXiFqQKBZp9+8sbxCQVN NKEY6V6rpNoP8NSM8LprOKliiaYjPGQ9gyNsKDKz+bJZ+jMKAMUxtK8SKO5+nsjw0KpqQjMZJ5TLXu5+J/XS3V442csSlJNI7I4FKYc6RjlNaABk5RoPjU EE8lMVkRGWGKiTVkVU4K7/OVV0r6su07dfbyqNm6LOspwAqdQAxeuoQEP0IQWEJjAM7zCm5VZL9a79bEYLVnFzjH8gfX5AwtUkps=</latexit><latexit sha1_base64="zgRFIpDlq2qEiW+6Sgm9myL9MQ4=">AAAB+Xi cbVDLSsNAFL2pr1pfUZduBotYNyURQZdFXbisYB/QhDKZTtqhM0mYmRRK6J+4caGIW//EnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/YP 7MOjtopTSWiLxDyW3QAryllEW5ppTruJpFgEnHaC8V3udyZUKhZHT3qaUF/gYcRCRrA2Ut+2PYH1iGCO7s9rnkgv+nbVqTtzoFXiFqQKBZp9+8sbxCQVN NKEY6V6rpNoP8NSM8LprOKliiaYjPGQ9gyNsKDKz+bJZ+jMKAMUxtK8SKO5+nsjw0KpqQjMZJ5TLXu5+J/XS3V442csSlJNI7I4FKYc6RjlNaABk5RoPjU EE8lMVkRGWGKiTVkVU4K7/OVV0r6su07dfbyqNm6LOspwAqdQAxeuoQEP0IQWEJjAM7zCm5VZL9a79bEYLVnFzjH8gfX5AwtUkps=</latexit><latexit sha1_base64="zgRFIpDlq2qEiW+6Sgm9myL9MQ4=">AAAB+Xi cbVDLSsNAFL2pr1pfUZduBotYNyURQZdFXbisYB/QhDKZTtqhM0mYmRRK6J+4caGIW//EnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/YP 7MOjtopTSWiLxDyW3QAryllEW5ppTruJpFgEnHaC8V3udyZUKhZHT3qaUF/gYcRCRrA2Ut+2PYH1iGCO7s9rnkgv+nbVqTtzoFXiFqQKBZp9+8sbxCQVN NKEY6V6rpNoP8NSM8LprOKliiaYjPGQ9gyNsKDKz+bJZ+jMKAMUxtK8SKO5+nsjw0KpqQjMZJ5TLXu5+J/XS3V442csSlJNI7I4FKYc6RjlNaABk5RoPjU EE8lMVkRGWGKiTVkVU4K7/OVV0r6su07dfbyqNm6LOspwAqdQAxeuoQEP0IQWEJjAM7zCm5VZL9a79bEYLVnFzjH8gfX5AwtUkps=</latexit><latexit sha1_base64="zgRFIpDlq2qEiW+6Sgm9myL9MQ4=">AAAB+Xi cbVDLSsNAFL2pr1pfUZduBotYNyURQZdFXbisYB/QhDKZTtqhM0mYmRRK6J+4caGIW//EnX/jpM1CWw8MHM65l3vmBAlnSjvOt1VaW9/Y3CpvV3Z29/YP 7MOjtopTSWiLxDyW3QAryllEW5ppTruJpFgEnHaC8V3udyZUKhZHT3qaUF/gYcRCRrA2Ut+2PYH1iGCO7s9rnkgv+nbVqTtzoFXiFqQKBZp9+8sbxCQVN NKEY6V6rpNoP8NSM8LprOKliiaYjPGQ9gyNsKDKz+bJZ+jMKAMUxtK8SKO5+nsjw0KpqQjMZJ5TLXu5+J/XS3V442csSlJNI7I4FKYc6RjlNaABk5RoPjU EE8lMVkRGWGKiTVkVU4K7/OVV0r6su07dfbyqNm6LOspwAqdQAxeuoQEP0IQWEJjAM7zCm5VZL9a79bEYLVnFzjH8gfX5AwtUkps=</latexit>
0
<latexit sha1_base64="6ZTw bptvK00HUiMuNssEoeJJPkc=">AAAB6HicbVBNS8NAEJ3Ur1q/q h69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/ Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZ pqgH9GR5CFn1Fip6Q7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq 3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLW nIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMT OZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv1 2zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT 9wPn8AeRmMtA==</latexit><latexit sha1_base64="6ZTw bptvK00HUiMuNssEoeJJPkc=">AAAB6HicbVBNS8NAEJ3Ur1q/q h69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/ Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZ pqgH9GR5CFn1Fip6Q7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq 3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLW nIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMT OZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv1 2zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT 9wPn8AeRmMtA==</latexit><latexit sha1_base64="6ZTw bptvK00HUiMuNssEoeJJPkc=">AAAB6HicbVBNS8NAEJ3Ur1q/q h69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/ Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZ pqgH9GR5CFn1Fip6Q7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq 3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLW nIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMT OZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv1 2zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT 9wPn8AeRmMtA==</latexit><latexit sha1_base64="6ZTw bptvK00HUiMuNssEoeJJPkc=">AAAB6HicbVBNS8NAEJ3Ur1q/q h69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/ Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZ pqgH9GR5CFn1Fip6Q7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq 3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLW nIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMT OZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv1 2zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT 9wPn8AeRmMtA==</latexit>
D0(µl)
<latexit sha1_base64="W9Yo9yA pxI2Om/E2tHeqGXtTTog=">AAAB+3icbVDLSsNAFL3xWeur1qWbwSLWTUl E0GVRFy4r2Ac0IUymk3boTBJmJmIJ/RU3LhRx64+482+ctFlo64GBwzn3c s+cIOFMadv+tlZW19Y3Nktb5e2d3b39ykG1o+JUEtomMY9lL8CKchbRtma a014iKRYBp91gfJP73UcqFYujBz1JqCfwMGIhI1gbya9UXYH1iGCObk/r rkh9fuZXanbDngEtE6cgNSjQ8itf7iAmqaCRJhwr1XfsRHsZlpoRTqdlN1 U0wWSMh7RvaIQFVV42yz5FJ0YZoDCW5kUazdTfGxkWSk1EYCbzpGrRy8X/ vH6qwysvY1GSahqR+aEw5UjHKC8CDZikRPOJIZhIZrIiMsISE23qKpsSn MUvL5POecOxG879Ra15XdRRgiM4hjo4cAlNuIMWtIHAEzzDK7xZU+vFerc +5qMrVrFzCH9gff4AlMuTeg==</latexit><latexit sha1_base64="W9Yo9yA pxI2Om/E2tHeqGXtTTog=">AAAB+3icbVDLSsNAFL3xWeur1qWbwSLWTUl E0GVRFy4r2Ac0IUymk3boTBJmJmIJ/RU3LhRx64+482+ctFlo64GBwzn3c s+cIOFMadv+tlZW19Y3Nktb5e2d3b39ykG1o+JUEtomMY9lL8CKchbRtma a014iKRYBp91gfJP73UcqFYujBz1JqCfwMGIhI1gbya9UXYH1iGCObk/r rkh9fuZXanbDngEtE6cgNSjQ8itf7iAmqaCRJhwr1XfsRHsZlpoRTqdlN1 U0wWSMh7RvaIQFVV42yz5FJ0YZoDCW5kUazdTfGxkWSk1EYCbzpGrRy8X/ vH6qwysvY1GSahqR+aEw5UjHKC8CDZikRPOJIZhIZrIiMsISE23qKpsSn MUvL5POecOxG879Ra15XdRRgiM4hjo4cAlNuIMWtIHAEzzDK7xZU+vFerc +5qMrVrFzCH9gff4AlMuTeg==</latexit><latexit sha1_base64="W9Yo9yA pxI2Om/E2tHeqGXtTTog=">AAAB+3icbVDLSsNAFL3xWeur1qWbwSLWTUl E0GVRFy4r2Ac0IUymk3boTBJmJmIJ/RU3LhRx64+482+ctFlo64GBwzn3c s+cIOFMadv+tlZW19Y3Nktb5e2d3b39ykG1o+JUEtomMY9lL8CKchbRtma a014iKRYBp91gfJP73UcqFYujBz1JqCfwMGIhI1gbya9UXYH1iGCObk/r rkh9fuZXanbDngEtE6cgNSjQ8itf7iAmqaCRJhwr1XfsRHsZlpoRTqdlN1 U0wWSMh7RvaIQFVV42yz5FJ0YZoDCW5kUazdTfGxkWSk1EYCbzpGrRy8X/ vH6qwysvY1GSahqR+aEw5UjHKC8CDZikRPOJIZhIZrIiMsISE23qKpsSn MUvL5POecOxG879Ra15XdRRgiM4hjo4cAlNuIMWtIHAEzzDK7xZU+vFerc +5qMrVrFzCH9gff4AlMuTeg==</latexit><latexit sha1_base64="W9Yo9yA pxI2Om/E2tHeqGXtTTog=">AAAB+3icbVDLSsNAFL3xWeur1qWbwSLWTUl E0GVRFy4r2Ac0IUymk3boTBJmJmIJ/RU3LhRx64+482+ctFlo64GBwzn3c s+cIOFMadv+tlZW19Y3Nktb5e2d3b39ykG1o+JUEtomMY9lL8CKchbRtma a014iKRYBp91gfJP73UcqFYujBz1JqCfwMGIhI1gbya9UXYH1iGCObk/r rkh9fuZXanbDngEtE6cgNSjQ8itf7iAmqaCRJhwr1XfsRHsZlpoRTqdlN1 U0wWSMh7RvaIQFVV42yz5FJ0YZoDCW5kUazdTfGxkWSk1EYCbzpGrRy8X/ vH6qwysvY1GSahqR+aEw5UjHKC8CDZikRPOJIZhIZrIiMsISE23qKpsSn MUvL5POecOxG879Ra15XdRRgiM4hjo4cAlNuIMWtIHAEzzDK7xZU+vFerc +5qMrVrFzCH9gff4AlMuTeg==</latexit>
eµ
<latexit sha1_base64="dMTbaqYfaRn2eBpQ35AEEldR/4k=">A AAB9XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gOaWDabSbt0dxN2N5YS+j+8eFDEq//Fm//GbZuDtj4YeLw3w8y8MOVMG9f9d kpr6xubW+Xtys7u3v5B9fCorZNMUWjRhCeqGxINnEloGWY4dFMFRIQcOuHoduZ3nkBplsgHM0khEGQgWcwoMVZ69McsAsN4BNgXWb9ac+ vuHHiVeAWpoQLNfvXLjxKaCZCGcqJ1z3NTE+REGUY5TCt+piEldEQG0LNUEgE6yOdXT/GZVSIcJ8qWNHiu/p7IidB6IkLbKYgZ6mVvJv7 n9TITXwc5k2lmQNLFojjj2CR4FgGOmAJq+MQSQhWzt2I6JIpQY4Oq2BC85ZdXSfui7rl17/6y1rgp4iijE3SKzpGHrlAD3aEmaiGKFHp Gr+jNGTsvzrvzsWgtOcXMMfoD5/MHer+Sew==</latexit><latexit sha1_base64="dMTbaqYfaRn2eBpQ35AEEldR/4k=">A AAB9XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gOaWDabSbt0dxN2N5YS+j+8eFDEq//Fm//GbZuDtj4YeLw3w8y8MOVMG9f9d kpr6xubW+Xtys7u3v5B9fCorZNMUWjRhCeqGxINnEloGWY4dFMFRIQcOuHoduZ3nkBplsgHM0khEGQgWcwoMVZ69McsAsN4BNgXWb9ac+ vuHHiVeAWpoQLNfvXLjxKaCZCGcqJ1z3NTE+REGUY5TCt+piEldEQG0LNUEgE6yOdXT/GZVSIcJ8qWNHiu/p7IidB6IkLbKYgZ6mVvJv7 n9TITXwc5k2lmQNLFojjj2CR4FgGOmAJq+MQSQhWzt2I6JIpQY4Oq2BC85ZdXSfui7rl17/6y1rgp4iijE3SKzpGHrlAD3aEmaiGKFHp Gr+jNGTsvzrvzsWgtOcXMMfoD5/MHer+Sew==</latexit><latexit sha1_base64="dMTbaqYfaRn2eBpQ35AEEldR/4k=">A AAB9XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gOaWDabSbt0dxN2N5YS+j+8eFDEq//Fm//GbZuDtj4YeLw3w8y8MOVMG9f9d kpr6xubW+Xtys7u3v5B9fCorZNMUWjRhCeqGxINnEloGWY4dFMFRIQcOuHoduZ3nkBplsgHM0khEGQgWcwoMVZ69McsAsN4BNgXWb9ac+ vuHHiVeAWpoQLNfvXLjxKaCZCGcqJ1z3NTE+REGUY5TCt+piEldEQG0LNUEgE6yOdXT/GZVSIcJ8qWNHiu/p7IidB6IkLbKYgZ6mVvJv7 n9TITXwc5k2lmQNLFojjj2CR4FgGOmAJq+MQSQhWzt2I6JIpQY4Oq2BC85ZdXSfui7rl17/6y1rgp4iijE3SKzpGHrlAD3aEmaiGKFHp Gr+jNGTsvzrvzsWgtOcXMMfoD5/MHer+Sew==</latexit><latexit sha1_base64="dMTbaqYfaRn2eBpQ35AEEldR/4k=">A AAB9XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cK9gOaWDabSbt0dxN2N5YS+j+8eFDEq//Fm//GbZuDtj4YeLw3w8y8MOVMG9f9d kpr6xubW+Xtys7u3v5B9fCorZNMUWjRhCeqGxINnEloGWY4dFMFRIQcOuHoduZ3nkBplsgHM0khEGQgWcwoMVZ69McsAsN4BNgXWb9ac+ vuHHiVeAWpoQLNfvXLjxKaCZCGcqJ1z3NTE+REGUY5TCt+piEldEQG0LNUEgE6yOdXT/GZVSIcJ8qWNHiu/p7IidB6IkLbKYgZ6mVvJv7 n9TITXwc5k2lmQNLFojjj2CR4FgGOmAJq+MQSQhWzt2I6JIpQY4Oq2BC85ZdXSfui7rl17/6y1rgp4iijE3SKzpGHrlAD3aEmaiGKFHp Gr+jNGTsvzrvzsWgtOcXMMfoD5/MHer+Sew==</latexit>
µ
<latexit sha1_base64="UFOX4zita877+Ikq+M6IENXmVh0= ">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzQOSJcxOZpMhM7PLTK8QQj7BiwdFvPpF3vwbJ8keNLGgoajqprsrSq Ww6PvfXmFtfWNzq7hd2tnd2z8oHx41bZIZxhsskYlpR9RyKTRvoEDJ26nhVEWSt6LR7cxvPXFjRaIfcZzyUNGBFrFgFJ300FVZr1 zxq/4cZJUEOalAjnqv/NXtJyxTXCOT1NpO4KcYTqhBwSSflrqZ5SllIzrgHUc1VdyGk/mpU3LmlD6JE+NKI5mrvycmVFk7VpHrV BSHdtmbif95nQzj63AidJoh12yxKM4kwYTM/iZ9YThDOXaEMiPcrYQNqaEMXTolF0Kw/PIqaV5UA78a3F9Wajd5HEU4gVM4hwCuo AZ3UIcGMBjAM7zCmye9F+/d+1i0Frx85hj+wPv8AV1ejdY=</latexit><latexit sha1_base64="UFOX4zita877+Ikq+M6IENXmVh0= ">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzQOSJcxOZpMhM7PLTK8QQj7BiwdFvPpF3vwbJ8keNLGgoajqprsrSq Ww6PvfXmFtfWNzq7hd2tnd2z8oHx41bZIZxhsskYlpR9RyKTRvoEDJ26nhVEWSt6LR7cxvPXFjRaIfcZzyUNGBFrFgFJ300FVZr1 zxq/4cZJUEOalAjnqv/NXtJyxTXCOT1NpO4KcYTqhBwSSflrqZ5SllIzrgHUc1VdyGk/mpU3LmlD6JE+NKI5mrvycmVFk7VpHrV BSHdtmbif95nQzj63AidJoh12yxKM4kwYTM/iZ9YThDOXaEMiPcrYQNqaEMXTolF0Kw/PIqaV5UA78a3F9Wajd5HEU4gVM4hwCuo AZ3UIcGMBjAM7zCmye9F+/d+1i0Frx85hj+wPv8AV1ejdY=</latexit><latexit sha1_base64="UFOX4zita877+Ikq+M6IENXmVh0= ">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzQOSJcxOZpMhM7PLTK8QQj7BiwdFvPpF3vwbJ8keNLGgoajqprsrSq Ww6PvfXmFtfWNzq7hd2tnd2z8oHx41bZIZxhsskYlpR9RyKTRvoEDJ26nhVEWSt6LR7cxvPXFjRaIfcZzyUNGBFrFgFJ300FVZr1 zxq/4cZJUEOalAjnqv/NXtJyxTXCOT1NpO4KcYTqhBwSSflrqZ5SllIzrgHUc1VdyGk/mpU3LmlD6JE+NKI5mrvycmVFk7VpHrV BSHdtmbif95nQzj63AidJoh12yxKM4kwYTM/iZ9YThDOXaEMiPcrYQNqaEMXTolF0Kw/PIqaV5UA78a3F9Wajd5HEU4gVM4hwCuo AZ3UIcGMBjAM7zCmye9F+/d+1i0Frx85hj+wPv8AV1ejdY=</latexit><latexit sha1_base64="UFOX4zita877+Ikq+M6IENXmVh0= ">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzQOSJcxOZpMhM7PLTK8QQj7BiwdFvPpF3vwbJ8keNLGgoajqprsrSq Ww6PvfXmFtfWNzq7hd2tnd2z8oHx41bZIZxhsskYlpR9RyKTRvoEDJ26nhVEWSt6LR7cxvPXFjRaIfcZzyUNGBFrFgFJ300FVZr1 zxq/4cZJUEOalAjnqv/NXtJyxTXCOT1NpO4KcYTqhBwSSflrqZ5SllIzrgHUc1VdyGk/mpU3LmlD6JE+NKI5mrvycmVFk7VpHrV BSHdtmbif95nQzj63AidJoh12yxKM4kwYTM/iZ9YThDOXaEMiPcrYQNqaEMXTolF0Kw/PIqaV5UA78a3F9Wajd5HEU4gVM4hwCuo AZ3UIcGMBjAM7zCmye9F+/d+1i0Frx85hj+wPv8AV1ejdY=</latexit>
µ⇤
<latexit sha1_base64="tBYsemk34BFov6vublLtvKkD8Cg= ">AAAB7HicbVBNSwMxEJ34WetX1aOXYBHEQ9kVQY9FLx4ruG2hXUs2zbahSXZJskJZ+hu8eFDEqz/Im//GtN2Dtj4YeLw3w8y8K BXcWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMUxbQRCS6HRHDBFcssNwK1k41IzISrBWNbqd+64lpwxP1YMcpCyUZKB5zSqyTgq7M Hs97lapX82bAy8QvSBUKNHqVr24/oZlkylJBjOn4XmrDnGjLqWCTcjczLCV0RAas46gikpkwnx07wadO6eM40a6UxTP190ROpD FjGblOSezQLHpT8T+vk9n4Osy5SjPLFJ0vijOBbYKnn+M+14xaMXaEUM3drZgOiSbUunzKLgR/8eVl0ryo+V7Nv7+s1m+KOEpwD CdwBj5cQR3uoAEBUODwDK/whhR6Qe/oY966goqZI/gD9PkDeDmOcg==</latexit><latexit sha1_base64="tBYsemk34BFov6vublLtvKkD8Cg= ">AAAB7HicbVBNSwMxEJ34WetX1aOXYBHEQ9kVQY9FLx4ruG2hXUs2zbahSXZJskJZ+hu8eFDEqz/Im//GtN2Dtj4YeLw3w8y8K BXcWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMUxbQRCS6HRHDBFcssNwK1k41IzISrBWNbqd+64lpwxP1YMcpCyUZKB5zSqyTgq7M Hs97lapX82bAy8QvSBUKNHqVr24/oZlkylJBjOn4XmrDnGjLqWCTcjczLCV0RAas46gikpkwnx07wadO6eM40a6UxTP190ROpD FjGblOSezQLHpT8T+vk9n4Osy5SjPLFJ0vijOBbYKnn+M+14xaMXaEUM3drZgOiSbUunzKLgR/8eVl0ryo+V7Nv7+s1m+KOEpwD CdwBj5cQR3uoAEBUODwDK/whhR6Qe/oY966goqZI/gD9PkDeDmOcg==</latexit><latexit sha1_base64="tBYsemk34BFov6vublLtvKkD8Cg= ">AAAB7HicbVBNSwMxEJ34WetX1aOXYBHEQ9kVQY9FLx4ruG2hXUs2zbahSXZJskJZ+hu8eFDEqz/Im//GtN2Dtj4YeLw3w8y8K BXcWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMUxbQRCS6HRHDBFcssNwK1k41IzISrBWNbqd+64lpwxP1YMcpCyUZKB5zSqyTgq7M Hs97lapX82bAy8QvSBUKNHqVr24/oZlkylJBjOn4XmrDnGjLqWCTcjczLCV0RAas46gikpkwnx07wadO6eM40a6UxTP190ROpD FjGblOSezQLHpT8T+vk9n4Osy5SjPLFJ0vijOBbYKnn+M+14xaMXaEUM3drZgOiSbUunzKLgR/8eVl0ryo+V7Nv7+s1m+KOEpwD CdwBj5cQR3uoAEBUODwDK/whhR6Qe/oY966goqZI/gD9PkDeDmOcg==</latexit><latexit sha1_base64="tBYsemk34BFov6vublLtvKkD8Cg= ">AAAB7HicbVBNSwMxEJ34WetX1aOXYBHEQ9kVQY9FLx4ruG2hXUs2zbahSXZJskJZ+hu8eFDEqz/Im//GtN2Dtj4YeLw3w8y8K BXcWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMUxbQRCS6HRHDBFcssNwK1k41IzISrBWNbqd+64lpwxP1YMcpCyUZKB5zSqyTgq7M Hs97lapX82bAy8QvSBUKNHqVr24/oZlkylJBjOn4XmrDnGjLqWCTcjczLCV0RAas46gikpkwnx07wadO6eM40a6UxTP190ROpD FjGblOSezQLHpT8T+vk9n4Osy5SjPLFJ0vijOBbYKnn+M+14xaMXaEUM3drZgOiSbUunzKLgR/8eVl0ryo+V7Nv7+s1m+KOEpwD CdwBj5cQR3uoAEBUODwDK/whhR6Qe/oY966goqZI/gD9PkDeDmOcg==</latexit>
µr
<latexit sha1_base64="DIGo0WG2n6OeQnw4Fyn20HmAWOc="> AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh0fe /vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8Z3rVml/35y CrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLTL3kz8z +vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMmhMBAwDO8w punvRfv3ftYtJa8YuYY/sD7/AHm3o67</latexit><latexit sha1_base64="DIGo0WG2n6OeQnw4Fyn20HmAWOc="> AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh0fe /vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8Z3rVml/35y CrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLTL3kz8z +vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMmhMBAwDO8w punvRfv3ftYtJa8YuYY/sD7/AHm3o67</latexit><latexit sha1_base64="DIGo0WG2n6OeQnw4Fyn20HmAWOc="> AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh0fe /vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8Z3rVml/35y CrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLTL3kz8z +vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMmhMBAwDO8w punvRfv3ftYtJa8YuYY/sD7/AHm3o67</latexit><latexit sha1_base64="DIGo0WG2n6OeQnw4Fyn20HmAWOc="> AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh0fe /vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8Z3rVml/35y CrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLTL3kz8z +vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMmhMBAwDO8w punvRfv3ftYtJa8YuYY/sD7/AHm3o67</latexit>
µl
<latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit><latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit><latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit><latexit sha1_base64="PCAYV/NAS/soU7u19O792syrpvw=" >AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoYxnBi4HkCHubvWTJ7t6xOyeEkN9gY6GIrT/Izn/jJrlCEx8MPN6bYWZenElh 0fe/vdLa+sbmVnm7srO7t39QPTxq2TQ3jIcslalpx9RyKTQPUaDk7cxwqmLJH+PR7cx/fOLGilQ/4DjjkaIDLRLBKDop7Kq8J3vVm l/35yCrJChIDQo0e9Wvbj9lueIamaTWdgI/w2hCDQom+bTSzS3PKBvRAe84qqniNprMj52SM6f0SZIaVxrJXP09MaHK2rGKXaeiOLT L3kz8z+vkmFxHE6GzHLlmi0VJLgmmZPY56QvDGcqxI5QZ4W4lbEgNZejyqbgQguWXV0nroh749eD+sta4KeIowwmcwjkEcAUNuIMm hMBAwDO8wpunvRfv3ftYtJa8YuYY/sD7/AHdxo61</latexit>
D(µ)
<latexit sha1_base64="lwaO4bNy5qjguPdCXOUHZCEawYI=">AAAB+Hi cbVDLSgMxFM3UV62Pjrp0EyxC3ZQZEXRZ1IXLCvYBnaFk0kwbmmSGPIQ69EvcuFDErZ/izr8x085CWw8EDufcyz05Ucqo0p737ZTW1jc2t8rblZ3dvf2 qe3DYUYmRmLRxwhLZi5AijArS1lQz0kslQTxipBtNbnK/+0ikool40NOUhByNBI0pRtpKA7cacKTHGDF4Ww+4ORu4Na/hzQFXiV+QGijQGrhfwTDBhhO hMUNK9X0v1WGGpKaYkVklMIqkCE/QiPQtFYgTFWbz4DN4apUhjBNpn9Bwrv7eyBBXasojO5nHVMteLv7n9Y2Or8KMitRoIvDiUGwY1AnMW4BDKgnWbGo JwpLarBCPkURY264qtgR/+curpHPe8L2Gf39Ra14XdZTBMTgBdeCDS9AEd6AF2gADA57BK3hznpwX5935WIyWnGLnCPyB8/kDpq2Sag==</latexit><latexit sha1_base64="lwaO4bNy5qjguPdCXOUHZCEawYI=">AAAB+Hi cbVDLSgMxFM3UV62Pjrp0EyxC3ZQZEXRZ1IXLCvYBnaFk0kwbmmSGPIQ69EvcuFDErZ/izr8x085CWw8EDufcyz05Ucqo0p737ZTW1jc2t8rblZ3dvf2 qe3DYUYmRmLRxwhLZi5AijArS1lQz0kslQTxipBtNbnK/+0ikool40NOUhByNBI0pRtpKA7cacKTHGDF4Ww+4ORu4Na/hzQFXiV+QGijQGrhfwTDBhhO hMUNK9X0v1WGGpKaYkVklMIqkCE/QiPQtFYgTFWbz4DN4apUhjBNpn9Bwrv7eyBBXasojO5nHVMteLv7n9Y2Or8KMitRoIvDiUGwY1AnMW4BDKgnWbGo JwpLarBCPkURY264qtgR/+curpHPe8L2Gf39Ra14XdZTBMTgBdeCDS9AEd6AF2gADA57BK3hznpwX5935WIyWnGLnCPyB8/kDpq2Sag==</latexit><latexit sha1_base64="lwaO4bNy5qjguPdCXOUHZCEawYI=">AAAB+Hi cbVDLSgMxFM3UV62Pjrp0EyxC3ZQZEXRZ1IXLCvYBnaFk0kwbmmSGPIQ69EvcuFDErZ/izr8x085CWw8EDufcyz05Ucqo0p737ZTW1jc2t8rblZ3dvf2 qe3DYUYmRmLRxwhLZi5AijArS1lQz0kslQTxipBtNbnK/+0ikool40NOUhByNBI0pRtpKA7cacKTHGDF4Ww+4ORu4Na/hzQFXiV+QGijQGrhfwTDBhhO hMUNK9X0v1WGGpKaYkVklMIqkCE/QiPQtFYgTFWbz4DN4apUhjBNpn9Bwrv7eyBBXasojO5nHVMteLv7n9Y2Or8KMitRoIvDiUGwY1AnMW4BDKgnWbGo JwpLarBCPkURY264qtgR/+curpHPe8L2Gf39Ra14XdZTBMTgBdeCDS9AEd6AF2gADA57BK3hznpwX5935WIyWnGLnCPyB8/kDpq2Sag==</latexit><latexit sha1_base64="lwaO4bNy5qjguPdCXOUHZCEawYI=">AAAB+Hi cbVDLSgMxFM3UV62Pjrp0EyxC3ZQZEXRZ1IXLCvYBnaFk0kwbmmSGPIQ69EvcuFDErZ/izr8x085CWw8EDufcyz05Ucqo0p737ZTW1jc2t8rblZ3dvf2 qe3DYUYmRmLRxwhLZi5AijArS1lQz0kslQTxipBtNbnK/+0ikool40NOUhByNBI0pRtpKA7cacKTHGDF4Ww+4ORu4Na/hzQFXiV+QGijQGrhfwTDBhhO hMUNK9X0v1WGGpKaYkVklMIqkCE/QiPQtFYgTFWbz4DN4apUhjBNpn9Bwrv7eyBBXasojO5nHVMteLv7n9Y2Or8KMitRoIvDiUGwY1AnMW4BDKgnWbGo JwpLarBCPkURY264qtgR/+curpHPe8L2Gf39Ra14XdZTBMTgBdeCDS9AEd6AF2gADA57BK3hznpwX5935WIyWnGLnCPyB8/kDpq2Sag==</latexit>
L⇤
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Figure 1. Qualitative plots of D(µ) and its derivative D′(µ).
Input: θ̂, β, V , , α, λ0
1: if D(0) ≤ 0 then
2: Set µ = 0 and pi = piµ
3: else
4: Set µl = 0, µr = µmax (Lem. 7)
5: while α µr−µl
λmin(Dµl )
≥  or λmin(Dµl) ≥ λ02 do
6: Set µ = (µl + µr)/2
7: if D′(µ) > 0 then
8: µl = µ
9: else
10: µr = µ
11: end if
12: end while
13: end if
14: if α µr−µl
λmin(Dµl )
<  then
15: Set µ = µl and pi = piµ
16: else
17: Set pi to the control return by the backup procedure
18: end if
19: return Control policy pi
Figure 2. The DS-OFU algorithm to solve (21).
6. Discussion
We investigate the difference between confidence-based
and isotropic exploration in term of complexity, bounds
and empirical performance. While not conclusive, we be-
lieve this discussion sheds light on how confidence-based
methods may be better at adapting to the structure of the
problem. As a representative for isotropic exploration, we
refer to CECCE (Simchowitz & Foster, 2020), which offers
the tightest regret guarantee among the CE strategies. For
confidence-based exploration, we discuss the guarantee of
both OFU-LQ++ and LAGLQ, but limit the computational
and experiment comparisons with LAGLQ only.
Computational complexity. Both LAGLQ and CECCE pro-
ceeds through episodes of increasing length. LAGLQ re-
lies on the standard determinant-based rule (det(Vt) ≥
2 det(Vtk)) to decide when to stop, while in CECCE the
length of each episode is twice longer than the previous
one. In both cases, the length of the episodes is increasing
exponentially over time, thus leading to O(log T ) updates.
Given the complexity analysis in Thm. 3, we notice that DS-
OFU and computing the CE controller have the same order
of complexity, where CECCE solves one Riccati equation,
while DS-OFU solves as many as log(1/) Riccati and Lya-
punov equations. On systems of moderate side and given
the small number of recomputations, the difference between
the two approaches is relatively narrow.
Regret. We limit the comparison to the main order term
O˜(
√
T ) and the dependencies on dimensions n and d, and
problem-dependent constants such as κ and ‖P ∗‖2,
RCECCE = O˜
(‖P ∗‖11/22 d√nT ),
ROFU-LQ++ = O˜
(
κ1/2‖P∗‖3/22 (n+ d)
√
n
√
T
)
,
RLAGLQ = O˜
(
κ3/2‖P∗‖22(n+ d)
√
n
√
T
)
.
The first difference is that CECCE has worst-case optimal
dependency d
√
n on the dimension of the problem, while
optimistic algorithms OFU-LQ++ and LAGLQ are slightly
worse, scaling with (n+ d)
√
n. While this shows that OFU-
LQ++ and LAGLQ are worst-case optimal when n ≈ d, it is
an open question whether −greedy is by nature superior
to confidence-based method when d  n or whether it is
due to a loose analysis. In fact, those dependencies are
mostly inherited from the confidence intervals in (1) which
is treated differently in (Simchowitz & Foster, 2020), thanks
to a refined bound and a different regret decomposition. This
suggests that a finer analysis for OFU-LQ++ and LAGLQ
may close this gap.
The main difference lies in the dependency on complexity-
related quantities κ and ‖P ∗‖2. While there is no strict
ordering between them,9 they both measure the cost of con-
trolling the system. In this respect, CECCE suffers from a
significantly larger dependency than optimistic algorithms:
OFU-LQ++ offers the best performance while LAGLQ is
slightly worse than OFU-LQ++, due to the use of a relaxed
constraint to obtain tractability. We believe this difference
in performance may be intrinsic in the fact that methods
9The definition of κ = D/λminQ, with D ≥ Tr(P ∗) may
suggest κ > ‖P ∗‖2, but the smallest eigenvalue of Q may be
large enough so that κ ≤ ‖P ∗‖2.
Efficient Optimistic Exploration in Linear-Quadratic Regulators via Lagrangian Relaxation
based on isotropic perturbations of the CE are less effective
in adapting to the actual structure of the problem. As the
isotropic perturbation is tuned to guarantee a sufficient esti-
mation in all directions of the state-control space, it leads to
over-exploration w.r.t. some directions as soon as there is an
asymmetry in the cost sensitivity in the estimation error. On
the other hand, OFU-LQ++ and LAGLQ further leverage this
asymmetry from the confidence set, and by optimism, do
not waste exploration to learn accurately directions which
have little to no impact on the performance.
Figure 3. Regret curves for CECCE and LAGLQ.
Empirical comparison. We conclude with a simple nu-
merical simulation (details in App. J). We compare CECCE
with the variance parameter (σ2in) set as suggested in the
original paper and a tuned version where we shrink it by a
factor
√‖P∗‖2, and LAGLQ where the confidence interval
is set according to (1). Both algorithms receive the same set
Θ0 obtained from an initial system identification phase. In
Fig. 3 we see that LAGLQ performs better than both the origi-
nal and tuned versions of CECCE. More interestingly, while
CECCE is “constrained” to have a O(
√
T ) regret by the
definition of the perturbation itself, which scales as 1/
√
t,
it seems LAGLQ’s regret is o(
√
T ), suggesting that despite
the worst-case lower bound Ω(
√
T ), LAGLQ may be adapt
to the structure of the problem and achieve better regret.
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A. Notation
We recall the basic notation defined in the paper and introduce additional convenient notation.
Linear algebra.
• λ(A) : the spectrum of the matrix A
• ρ(A) : the spectral radius of a matrix A, ρ(A) = max |λ(A)|
• λmin(M), λmax(M) : the minimum and maximum eigenvalue of a symmetric matrix M
• Im(A), ker(A) : the row and null space of a matrix A
• |x| : the absolute value (resp. the modulus) of x ∈ R (resp. x ∈ C)
• ‖x‖ : the euclidian norm of a vector x
• ‖A‖2 : the 2− norm of a matrix A, ‖A‖2 = max‖x‖=1 ‖Ax‖
• ‖A‖F : the Frobenius norm of a matrix A, ‖A‖F =
√
Tr(ATA)
• ‖A‖M : the weighted Frobenius norm of A wrt to a psd matrix M , ‖A‖M = ‖M1/2A‖F
Original LQR problem.
• n, d: the dimensions of the state and input variables
• xt, ut, t : the state/input/noise variables at time t
• zt : aggregated state and input variable at time t, zTt = (xTt , uTt )
• A∗, B∗ : ground truth for the state dynamics parameters
• Q,R : cost matrices of the LQR
• C : aggregated cost matrix, C = (Q, 0; 0, R)
• pi, K : an arbitrary linear policy mapping states to inputs, and its matrix representation.
• θ : aggregated state dynamics parametrization, θT = (A,B)
• P (θ) : solution of the Riccati equation associated with the LQR system parametrized by θ and C
• K(θ) : optimal controller for the LQR system parametrized by θ and C
• Ac(θ,K) : the closed-loop matrix of a dynamical system parametrized by θ controlled by K, Ac(θ,K) = θT
(
I
K
)
• Ac(θ) : the closed-loop matrix of a dynamical system parametrized by θ controlled by K(θ), Ac(θ) = Ac(θ,K(θ))
• Σ(θ,K) : The steady-state covariance of the state process driven by Ac(θ,K)
• Jpi(θ) : the infinite horizon cost of an LQR parametrized by θ and controlled by pi
• J(θ) : the infinite horizon cost of an LQR parametrized by θ and optimally controlled by K(θ)
• J∗ : the optimal infinite horizon cost for the true LQR system, J∗ = J(θ∗)
Extended/Lagrangian LQR problem.
Efficient Optimistic Exploration in Linear-Quadratic Regulators via Lagrangian Relaxation
• wt : the input perturbation at time t
• u˜t : the extended input at time t, u˜Tt = (uTt , wTt )
• C†, Cg : the cost matrices of the extended LQR objective and constraint
• B˜ : the extended input matrix, B˜ = (B, I)
• pi, K˜ : an arbitrary linear extended policy mapping states to extended inputs, and its matrix representation
• Jpi(θ, β, V ) : the infinite horizon cost of the constrained extended LQR parametrized by (θ, β, V ) and controlled by pi
• J∗ : the optimal infinite horizon cost of the constrained extended LQR.
• gpi(θ, β, V ) : the infinite horizon constraint value of the constrained extended LQR parametrized by (θ, β, V ) and
controlled by pi
• Lpi(θ, β, V ; ·) : the Lagrangian function associated with the extended constrained LQR
• D(·) : the dual function associated with the Lagrangian relaxation
B. Structure of the Appendix
The appendix is organized over different sections:
• App. C recalls elements of Lyapunov stability theory and concentration inequality (high-probability events) (Prop. 1).
• App. D contains the proofs of OFU-LQ++ (sequential stability Lem. 1 and regret Lem. 2).
• App. E contains the proofs of LAGLQ (optimism Lem. 3, sequential stability Lem. 4, and regret Thm. 1) .
• Appendices F,G, H reports the strong-duality proofs (Thm. 2, Lem. 5, Lem. 6, Lem. 7, Prop. 3).
• App. I details the algorithms and the proof of Thm. 3.
• App. J details the experimental protocol used to obtain Fig. 3.
At the beginning of each part we recall and complement the notation used in that specific part.
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C. Preliminaries
C.1. Lyapunov Stability
We recall basic results from Lyapunov stability theory. Most of the definitions below are adapted from Rugh (1996). We
consider a general discrete-time deterministic linear dynamical process {xt}t≥0 with dynamics A and initial state ξ defined
as
xt+1 = Axt, x0 = ξ. (26)
We recall the following definition of stability.
Definition 1. A deterministic process (26) is uniformly exponentially stable (UES) if there exists a constant γ > 0 and a
constant 0 ≤ λ < 1 such that for any t ≥ s ≥ 0,
‖xt‖ ≤ γλt−s‖xs‖. (27)
The stability of the deterministic process (26) can be translated into stability properties of the transition matrix A. The
following propositions provide spectral characterizations.
Proposition 4 (Thm. 22.1 (Rugh, 1996)). A time-invariant deterministic process (26) is uniformly exponentially stable if
and only if all eigenvalues of A have magnitude strictly smaller than 1, i.e., ρ(A) < 1.
Proposition 5 (Thm. 22.7 (Rugh, 1996)). The process (26) is uniformly exponentially stable (UES) if and only if there exists
a constant γ > 0 and a constant 0 ≤ λ < 1 such that for all t ≥ s, ‖At−s‖ ≤ γλt−s.
An alternative characterization is provided by Lyapunov stability theory.
Proposition 6 (Thm. 23.3 (Rugh, 1996)). A deterministic process (26) is uniformly exponentially stable if and only if there
exists a symmetric p.s.d. matrix Σ such that
Σ = AΣAT + I. (28)
Further, let ρ be finite positive constants such that Σ 4 ρI , then for any t ≥ s ≥ 0, we have ‖At−s‖ ≤ γλt−s with
γ =
√
ρ, λ = 1− 1/ρ. (29)
Uniform exponential stability for a deterministic process directly implies boundedness for a perturbed version of the process
with bounded perturbations.
Proposition 7. Consider the perturbed instance {x˜t}t≥0 of the deterministic process (26), defined as
x˜t+1 = Ax˜t + t, x˜0 = ξ, for all t ≥ 0. (30)
where {t}t≥0 is a martingale difference sequence with zero-mean, σ−subGaussian increments. If the deterministic process
is UES associated with a psd matrix Σ given in (28), the perturbed process {x˜t}t≥0 is uniformly bounded, that is, with
probability at least 1− δ,
for all t ≥ 0, ‖x˜t −Atξ‖2 ≤ 8σ2Tr(Σ) log(1/δ). (31)
Proof of Prop. 7. First we use (30) to reformulate the perturbed process as
x˜t = A
tξ +
t∑
s=1
At−ss−1. (32)
Then, we follow similar steps as in Abbasi-Yadkori et al. (2011): we begin by constructing an exponential super-martingale.
Formally, for all α ∈ Rn,
Mαt = exp
(
αT(x˜t −Atξ)− σ
2
2
‖α‖2∑t
s=1 A
t−s(At−s)T
)
,
is a super-martingale, and E(Mαt ) ≤ 1. By (32), we have for any s ≥ 0,
E(Mαs |Fs−1) = Mαs−1E
(
αTAt−ss−1 − σ
2
2
αTAt−s
(
At−s
)T
α
∣∣∣Fs−1) ≤Mαs−1,
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which ensures that Mαt is a super-martingale while M
α
0 = 1 ensures that E(Mαt ) ≤ 1. Further, recursively applying (28)
ensures that:
for all t ≥ 0,
t∑
s=1
At−s
(
At−s
)T 4 Σ.
Following Abbasi-Yadkori et al. (2011), we consider the random variable A ∼ N (0, σ−2λmax(Σ)−1I), independent of the
noise sequence {s}s≥0 and obtain, by the tower rule, that for all t ≥ 0, Mt = EA(MAt ) is such that E(Mt) ≤ 1. Further,
Mt ≥
√
det (σ2λmax(Σ)I)
(2pi)n
∫
α∈Rn
exp
(
αT(x˜t −Atξ)− σ
2
2
‖α‖2Σ+λmax(Σ)I
)
= exp
(
1
2σ2
‖x˜t −Atξ‖2(Σ+λmax(Σ)I)−1
)√
det (σ2λmax(Σ)I)
det (σ2(Σ + λmax(Σ)I))
= exp
(
1
2σ2
‖x˜t −Atξ‖2(Σ+λmax(Σ)I)−1
)√
det (λmax(Σ)I)
det (Σ + λmax(Σ)I)
We conclude as in Cor. 1 in (Abbasi-Yadkori et al., 2011) using Markov inequality and a stopping time construction to
obtain that with probability at least 1− δ,
for all t ≥ 0, ‖x˜t −Atξ‖2 ≤ 2σ2λmax(Σ) log
(
det (Σ + λmax(Σ)I)
det (λmax(Σ)I)
)
+ 4σ2λmax(Σ) log(1/δ).
Finally, from log(1 + x) ≤ x, we obtain
λmax(Σ) log
(
det (Σ + λmax(Σ)I)
det (λmax(Σ)I)
)
≤ Tr(Σ), λmax(Σ) ≤ Tr(Σ),
which leads to, with probability at least 1− δ,
for all t ≥ 0, ‖x˜t −Atξ‖2 ≤ 8σ2Tr(Σ) log(1/δ).
C.2. Technical results on Lyapunov stability
We recall useful technical results on Lyapunov manipulations.
Proposition 8 (Thm. 23.7 (Rugh, 1996)). Given a n× n matrix A, if there exists symmetric positive definite n× n matrices
M and P satisfying the discrete time Lyapunov equation
ATPA− P = −M (33)
then all eigenvalues of A have magnitude strictly smaller than 1 (i.e., ρ(A) < 1) and A is stable. Conversely, if ρ(A) < 1,
then for every p.s.d. matrix M , the solution of Eq. 33 exists and is unique.
While the above theorem is stated for some matrix A, in the following we rely extensively on a similar characterization but
for AT. As AT and A have the same spectrum, Prop. 8 can be rephrased in term of AT.
Corollary 1. Given a n× n matrix A, if there exists a symmetric, positive definite n× n matrices M and Σ satisfying the
discrete time Lyapunov equation
AΣAT − Σ = −M (34)
then all eigenvalues of A have magnitude strictly less than one (i.e., ρ(A) < 1) and A is stable. Conversely, if ρ(A) < 1,
then for every p.s.d. matrix M , the solution of Eq. 33 exists and is unique.
Proposition 9. Let A be stable and (Σ1,M1), and (Σ2,M2) be pairs of p.s.d. matrices satisfying the Lyapunov equations
AΣ1A
T − Σ1 = −M1; AΣ2AT − Σ2 = −M2.
If M1 4M2, then Σ1 4 Σ2.
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Proposition 10. Let A be stable and (Σ1,M), and (Σ2, αM) be pairs of p.s.d. matrices satisfying the Lyapunov equations
AΣ1A
T − Σ1 = −M ; AΣ2AT − Σ2 = −αM.
Then, Σ2 = αΣ1.
Proposition 11. Let A be stable and M be a psd matrix. Let P and Σ be solution the Lyapunov equations
ATPA− P = −M ; AΣAT − Σ = −I.
Then, Tr(P ) = Tr(ΣM).
We finally provide a technical result that we will intensively use in appendices D.1 and E.2. This proposition shows that the
stability property of some matrix A0 will be preserved for all matrix A1 sufficiently close to A0, where the distance between
A0 and A1 is measured according to a Lyapunov metric associated with A0.
Proposition 12. Let A0 ∈ Rn×n be a stable matrix, and let Σ0 be the steady-state covariance associated with A0 satisfying
the Lyapunov:
Σ0 = A0Σ0A
T
0 + I.
For any matrix A1 such that ‖(A0 −A1)T‖Σ0 ≤ ηc0 where c20η(η + 2) < 1 and c0 ≥ ‖AT0 ‖Σ0 , then,
1. A1 is stable, and we denote by Σ1 its steady-state covariance matrix defined as the unique solution of
Σ1 = A1Σ1A
T
1 + I,
2. Σ1 4 11−c20η(η+2)Σ0.
Proof. 1. We first prove that A1 is stable by Cor. 1. Algebraic manipulations lead to
A1Σ0A
T
1 = A0Σ0A
T
0 + (A1 −A0)Σ0(A1 −A0)T +A0Σ0(A1 −A0)T + (A1 −A0)Σ0AT0
= Σ0 − I +M,
where M = (A1 − A0)Σ0(A1 − A0)T + A0Σ0(A1 − A0)T + (A1 − A0)Σ0AT0 . As a result, Cor. 1 guarantees the
stability of A1 whenever ‖M‖2 < 1. Further, this is asserted since
‖M‖2 ≤ ‖Σ1/20 (A1 −A0)T‖22 + 2‖Σ1/20 (A1 −A0)T‖2‖Σ1/20 AT0 ‖2 ≤ ‖(A1 −A0)T‖2Σ0 + 2‖(A1 −A0)T‖Σ0‖AT0 ‖Σ0
≤ c20
(
η2 + 2η
)
< 1.
2. We now characterize the distance in term of stability between A0 and A1, showing how Σ1 relates to Σ0 (in a psd
sense). Let ∆ = Σ1 − Σ0. Then, algebraic manipulations leads to
∆ = A1∆A
T
1 + (A1 −A0)Σ0(A1 −A0)T + (A1 −A0)Σ0AT0 +A0Σ0(A1 −A0)T
= A1∆A
T
1 +M.
From M 4 ‖M‖2I , we obtain that ∆ 4 Z where Z = A1ZAT1 + ‖M‖2I by Prop. 9 which can be expressed as
Z = ‖M‖2Σ1 by Prop. 10. As a result, we have
∆ 4 ‖M‖2Σ1 ⇒ Σ1 4 1
1− ‖M‖2 Σ0,
which concludes the proof since ‖M‖2 ≤ c20
(
η2 + 2η
)
.
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C.3. High-probability events
All the derivations provided in appendices D and E will be conducted under the high-probability events that θ∗ belongs to
the confidence ellipsoid associated with the RLS procedure. Formally, we consider the event
Et =
{
∀ s ≤ t, θ∗ ∈ Cs
}
,
where Ct is defined in (9). By Prop. 1 and from βt = βt(δ/4), ET holds with probability at least 1− δ/4. This result is
standard and we report the proofs here for sake of completeness.
Proof of Prop. 1. The proof of Prop. 1 is essentially the same as the one of Abbasi-Yadkori & Szepesvári (2011) but for the
way the RLS is regularized. We provide it for sake of completeness.
Using the expression of θ̂t, one gets:
θ̂t = V
−1
t
(
θ0 +
t−1∑
s=0
zsx
T
s+1
)
= V −1t
(
λθ0 +
t−1∑
s=0
zsz
T
s θ∗ +
t−1∑
s=0
zs
T
s+1
)
= V −1t
(
λθ0 + (Vt − λI)θ∗ +
t−1∑
s=0
zs
T
s+1
)
which leads to
‖θ̂t − θ∗‖Vt ≤ λ‖θ0 − θ∗‖V −1t + ‖St‖V −1t ,
where St =
∑t−1
s=0 zs
T
s+1. We decompose St = (S
1
t , . . . , S
n
t ) as
Sit =
t−1∑
s=0
zs
i
s+1, ∀i ∈ {1, . . . , n}
where {is}s≥0 is a martingale difference sequence, with zero-mean σ-subGaussian increment. From Cor. 1 in (Abbasi-
Yadkori et al., 2011), for any 0 < δ < 1, we have with probability at least 1− δ:
∀t ≥ 0, ‖Sit‖V −1t ≤ σ
√
2 log
( det(Vt)1/2
det(λI)1/2δ
)
.
Finally, a union bound argument leads to:
∀t ≥ 0, ‖St‖V −1t ≤ σ
√
2n log
(det(Vt)1/2n
det(λI)1/2δ
)
.
which concludes the proof.
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D. Sequential Stability and Regret of OFU-LQ++
This section is dedicated to the proofs of Lem. 1 and Lem. 2. We first address the sequential stability of OFU-LQ++
(App. D.1) and then show how it translates in a regret bound that scales polynomially with the dimension and the problem
dependent constant κ ( App. D.2). All the results in the section are derived under assumptions 1 to 3.
Notations. We recall the LQR notation used in this section. We consider LQR systems of the form (1), whose dynamics
is characterized by matrices A ∈ Rn×n and B ∈ Rn×d and cost matrix characterized by C =
(
Q 0
0 R
)
. We summarize
these parameters as θT = (A B) ∈ Rn×(n+d).
Given an arbitrary control matrix K ∈ Rd×n, we denote by Ac(θ,K) = A + BK ∈ Rn×n the associated closed-loop
matrix. We often use LT =
(
I KT
) ∈ Rn×(n+d), so that the closed-loop matrix can be written as Ac(θ,K) = θTL.
Whenever Ac(θ,K) is stable, we denote as P (θ,K) the (unique) p.s.d. matrix satisfying the Lyapunov equation (see (33))
P (θ,K) = Ac(θ,K)TP (θ,K)Ac(θ,K) +Q+KTRK. (35)
Notice that Tr(P (θ,K)) represents the average cost of the LQ problem parametrized with θ under control K. In a similar
fashion, we denote as Σ(θ,K) the steady-state covariance satisfying (see (34))
Σ(θ,K) = Ac(θ,K)Σ(θ,K)Ac(θ,K)T + I. (36)
Furthermore, whenever θ is stabilizable, we denote by K(θ) the associated optimal control and L(θ)T =
(
I K(θ)T
)
.
When θ is controlled by K(θ) we often use the shorthand notation Ac(θ) = Ac(θ,K(θ)), Σ(θ) = Σ(θ,K(θ)) and
P (θ) = P (θ,K(θ)).
The parameters of the true system are summarized in θT∗ = (A∗ B∗) ∈ Rn×(n+d) and we denote as K∗, L∗, P∗ and Σ∗ the
optimal quantities K(θ∗), L(θ∗), P (θ∗,K∗) and Σ(θ∗,K∗) respectively.
OFU-LQ++. At each time step t ≥ 0, OFU-LQ++ maintains an estimates θ̂t of θ∗ together with a confidence set Ct as
given Eqs. (5) and (9). OFU-LQ++ proceeds in episodes, triggered when det(Vt) ≥ 2 det(Vtk), and at the beginning of each
episode k, OFU-LQ++ selects an optimistic parameters θtk ∈ Ctk and computes the optimal controller K(θtk) associated
with θtk . Then, the optimistic controller K(θtk) is used until the end of the episode.
The optimistic nature of θtk and K(θtk) ensures that for all k ≥ 0, Tr
(
P (θtk ,K(θtk))
) ≤ Tr(P∗) ≤ D on the high-
probability event θ∗ ∈ Ctk .
D.1. Sequential stability of OFU-LQ++
The proof of the sequential stability of OFU-LQ++ is derived on the high-probability event ET and is conducted in two
steps.
Step 1) We show that OFU-LQ++ outputs a sequence of stable controller {K(θtk)}k≥1 (i.e., such that Ac(θ∗,K(θtk)) is
UES) as long as ‖θtk − θ∗‖ ≤ 20 for 0 satisfying
κη(0) ≤ 1; η(0) := 4κ0(1 + 0) < 1,
where κ = D/λmin(C).
Step 2) We prove Lem. 1 showing that ‖θtk − θ∗‖ ≤ 20 does hold for a suitable initialization phase and choice of
regularization parameter λ, by induction. This allows us to construct recursively a high-probability event over which the
state process remains bounded.
D.1.1. STEP 1
The following proposition summarizes how optimism translates into stability properties.
Proposition 13. Assume that θ∗ ∈ Ct for all t ≥ 0. Let{θtk}k≥1 and {K(θtk)}k≥1 be the sequence of optimistic
parameters/controllers generated by OFU-LQ++ over episodes k ≥ 0. Then, under assumptions 2 and 3, for all k ≥ 0,
1. θtk is a stabilizable system and A
c(θtk ,K(θtk)) is stable,
2. ‖L(θtk)T‖Σ(θtk ,K(θtk )) ≤
√
κ and ‖Σ(θtk ,K(θtk))1/2‖F ≤
√
κ, where κ = D/λmin(C) and
Σ(θtk ,K(θtk)) = A
c(θtk ,K(θtk))Σ(θtk ,K(θtk))A
c(θtk ,K(θtk))
T + I.
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3. ‖L(θtk)‖F ≤
√
κ and ‖Ac(θtk ,K(θtk))T‖Σ(θtk ,K(θtk )) ≤
√
κ.
Proof.
1. By construction of θtk and K(θtk), optimism guarantees stability of the closed-loop matrix A
c(θtk ,K(θtk)). Indeed, if
Ac(θtk ,K(θtk)) was unstable, we would have Tr(P (θtk),K(θtk))) = +∞, which contradicts the optimistic property
Tr(P (θtkK(θtk))) ≤ Tr(P∗) ≤ D < +∞. As a result, Ac(θtk ,K(θtk)) is stable and θtk is a stabilizable pair.
2. By definition, we have
P (θtk ,K(θtk) = A
c(θtk ,K(θtk))
TP (θtk ,K(θtk))A
c(θtk ,K(θtk)) + L(θtk)
TCL(θtk),
Σ(θtk ,K(θtk)) = A
c(θtk ,K(θtk))Σ(θtk ,K(θtk))A
c(θtk ,K(θtk))
T + I.
Then, applying Prop. 11 with M = L(θtk)
TCL(θtk) leads to
D ≥ Tr(P (θtk ,K(θtk))) = Tr(Σ(θtk ,K(θtk))M).
Noticing that M < λmin(C)L(θtk)TL(θtk) we obtain that
D ≥ Tr(P (θtk ,K(θtk))) ≥ Tr(Σ(θtk ,K(θtk))L(θtk)TL(θtk))λmin(C) = λmin(C)‖L(θtk)T‖2Σ(θtk ,K(θtk )).
Similarly, from M < Q+K(θtk)TRK(θtk) < Q < λmin(C)I we obtain
D ≥ Tr(P (θtk ,K(θtk))) ≥ Tr(Σ(θtk ,K(θtk)))λmin(C) = λmin(C)‖Σ(θtk ,K(θtk))1/2‖2F .
We conclude using that κ = D/λmin(C).
3. The last assertions come directly from the previous one, noticing that Σ(θtk ,K(θtk)) < I and
Ac(θtk ,K(θtk))Σ(θtk ,K(θtk))A
c(θtk ,K(θtk))
T 4 Σ(θtk ,K(θtk)).
Equipped with those properties, we now show that for any k ≥ 0, the optimistic controller K(θtk) stabilizes the true system
parameterized by θ∗, as long as θtk is sufficiently close to θ∗ and characterize the stability margin in term of steady-state
covariance and cost.
Proposition 14. Let k ≥ 0 and assume that θ∗ ∈ Ctk . Let θtk and K(θtk) be an optimistic parameter/control pair. Then, if
‖θtk − θ∗‖F ≤ 20 where 0 is such that η(0) := 4κ0(1 + 0) < 1, under assumptions 2 and 3,
1. Ac(θ∗,K(θtk)) is stable,
2. Σ(θ∗,K(θtk)) 4 11−η(0)Σ(θtk ,K(θtk)),
3.
∥∥P (θ∗,K(θtk))∥∥2 4 ∥∥P (θ∗,K(θ∗))∥∥2 + Dη(0)1−η(0) ,
4.
∥∥P (θtk ,K(θtk))‖2 ≤ ∥∥P (θ∗,K(θ∗))∥∥2(1 + κη(0)/2) + Dη(0)1−η(0) (1 + κη(0)/2).
Proof. 1. The first two assertions directly follows from propositions 12 and 13. From∥∥∥(Ac(θ∗,K(θtk))−Ac(θtk ,K(θtk)))T∥∥∥
Σ(θtk ,K(θtk ))
≤ ‖θ∗ − θtk‖F ‖L(θtk)T‖Σ(θtk ,K(θtk )) ≤ 20
√
κ
and ∥∥Ac(θtk ,K(θtk))T∥∥Σ(θtk ,K(θtk )) ≤ √κ,
we can apply Prop. 12 with A0 = Ac(θtk ,K(θtk)), A1 = A
c(θ∗,K(θtk)), η = 20 and c0 =
√
κ, which leads to the
desired result.
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2. Let ∆ = P
(
θ∗,K(θtk)
)− P (θ∗,K(θ∗)) and η(0) = 4κ0(1 + 0). We have
‖∆‖2 = λmax(∆) ≤ Tr
(
P
(
θ∗,K(θtk)
))− Tr(P (θ∗,K(θ∗)))
= Tr
(
P
(
θ∗,K(θtk)
))− Tr(P (θtk ,K(θtk)))+ Tr(P (θtk ,K(θtk)))− Tr(P (θ∗,K(θ∗)))
≤ Tr
(
P
(
θ∗,K(θtk)
))− Tr(P (θtk ,K(θtk))),
where we used that by optimism, Tr
(
P (θtk ,K(θtk))
)− Tr(P (θ∗,K(θ∗))) ≤ 0. Using that
Tr
(
P
(
θ∗,K(θtk)
))
= Tr
(
L(θtk)
TCL(θtk)Σ(θ∗,K(θtk))
)
Tr
(
P
(
θtk ,K(θtk)
))
= Tr
(
L(θtk)
TCL(θtk)Σ(θtk ,K(θtk))
)
we obtain
λmax(∆) ≤ Tr
(
L(θtk)
TCL(θtk)
(
Σ(θ∗,K(θtk))− Σ(θtk ,K(θtk))
))
.
Finally, from Σ(θ∗,K(θtk))− Σ(θtk ,K(θtk)) 4 η(0)1−η(0)Σ(θtk ,K(θtk)) we have
λmax(∆) ≤ η(0)
1− η(0)Tr
(
L(θtk)
TCL(θtk)Σ(θtk ,K(θtk))
)
=
η(0)
1− η(0)Tr
(
P (θtk ,K(θtk))
) ≤ Dη(0)
1− η(0) .
3. Let ∆ = P
(
θtk ,K(θtk)
)− P (θ∗,K(θtk)) and η(0) = 4κ0(1 + 0). We have
∆ = Ac(θtk ,Ktk)
T∆Ac(θtk ,Ktk) +A
c(θtk ,Ktk)
TP
(
θ∗,K(θtk)
)
Ac(θtk ,Ktk)−Ac(θ∗,Ktk)TP
(
θ∗,K(θtk)
)
Ac(θ∗,Ktk)
≤ Ac(θtk ,Ktk)T∆Ac(θtk ,Ktk) + 20‖Lt‖22‖P
(
θ∗,K(θtk)
)‖2 + 20‖Lt‖2‖P (θ∗,K(θtk))‖2
≤ Ac(θtk ,Ktk)T∆Ac(θtk ,Ktk) + (20κ+ 20
√
κ)‖P (θ∗,K(θtk))‖2,
≤ Ac(θtk ,Ktk)T∆Ac(θtk ,Ktk) +
1
2
η(0)‖P
(
θ∗,K(θtk)
)‖2.
which implies that ‖∆‖2 ≤ κη(0)/2‖P
(
θ∗,K(θtk)
)‖2. Combined with the previous point, we obtain,∥∥P (θtk ,K(θtk))∥∥2 ≤ ∥∥P (θ∗,K(θtk))∥∥2(1+κη(0)/2) ≤ ∥∥P (θ∗,K(θ∗)∥∥2(1+κη(0)/2)+ Dη(0)1− η(0) (1+κη(0)/2)
We conclude Step 1) showing that whenever θtk is sufficiently close to θ∗ for all t ≥ 1, the sequence of optimistic controller
{K(θtk)}k≥1 induces a state process {xt}t≥1 for each episode k given by
xt+1 = A
c(θ∗,K(θtk))xt + t, ∀t ∈ [tk, tk+1 − 1], (37)
that is uniformly exponentially stable.
Proposition 15. Assume that θ∗ ∈ Ct for all t ≥ 0. Let {θtk}k≥1 and {K(θtk)}k≥1 be the sequence of optimistic
parameters/controls pair. Then, if for all k ≥ 0, ‖θtk − θ∗‖ ≤ 20 where 0 is such that
κη(0) ≤ 1; η(0) := 4κ0(1 + 0) ≤ 1/2, (38)
under assumptions 1 to 3,
1. for all k, the state process in (37) is uniformly exponentially stable,
2. for all k, for any 0 < δ < 1, with probability at least 1− δ,
for all t ∈ [tk, tk+1 − 1],
‖xt‖ ≤ 4σ
√
κ log(1/δ) +
√
κ(1− 1/κ)t‖xtk‖
‖xt‖ ≤ 4σ
√
κ log(1/δ) + 2
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)‖xtk‖. (39)
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Proof.
1. By propositions 13 and 14, it exists Σk = Σ(θ∗,K(θtk)) such that
Σk = A
c(θ∗,K(θtk))ΣkA
c(θ∗,K(θtk))
T + I, Tr(Σk) ≤ κ.
As a result, Prop. 6 ensures that the process in (37) is uniformly exponentially stable.
2. Noticing that tk+1 = inf{t ≥ tk s.t. det(Vt) > 2 det(Vtk)} is a stopping time, we obtain the first bound in the second
assertion directly by applying propositions 6 and 7. To obtain the second bound, we use Prop. 14
‖Ac(θ∗,K(θtk))tξ‖ ≤ ‖Ac(θ∗,K(θtk))t‖2‖ξ‖ ≤
∥∥√P (θ∗,K(θtk))∥∥2/λmin(C)‖ξ‖
≤
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C) + 1‖ξ‖
≤ 2
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)‖ξ‖.
D.1.2. STEP 2. PROOF OF LEM. 1
Let X := 20σ
√
κ log(4T/δ)
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C), we are now ready to construct recursively a sequence of
high-probability events
Ft =
{
∀ s ≤ t, ‖xs‖ ≤ X
}
over which the state process remains bounded. We work on {Et}t≤T and we proceed by episode on the increasing sequence
of probability events {Etk ∩ Ftk}k≥1.
Proof of Lem. 1. We assume that OFU-LQ++ is initialized with a stabilizing set Θ0 = {θ : ‖θ − θ0‖ ≤ 0} such that 0
satisfies
κη(′0) ≤ 1; η(′0) := 4κ′0(1 + ′0) ≤ 1/2; ′0 = 20.
Further, we assume that the RLS estimation in (6) is instantiated with
λ =
2nσ2
20
(
log(4n/δ) + (n+ d) log
(
1 + κX2T
))
.
Setting 0 ≤ 132κ2 ensures that η(′0) ≤ 1/2, κη(′0) ≤ 1 and that λ ≥ 43σ2κ4 log(4T/δ)/ log(2).
We now proceed by induction, for sake of simplicity, we assume that x0 = 0. We show that w.h.p.
1) ‖xt‖ ≤ X := 20σ
√
κ log(4T/δ)
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C) for all t ∈ [tk, tk+1]
2) ‖xtk+1‖ ≤ 8σ
√
κ log(4T/δ).
• At k = 0, θt0 ∈ C0 implies that
‖θt0 − θ∗‖ ≤ 2βt0
/√
λmin(Vt0) = 2
(
0 + σ
√
2n log(4n/δ)/
√
λ
) ≤ 40 := 2′0.
As a result, Prop. 15 guarantees that with probability at least 1− δ/4T ,
for all s ≤ t1, ‖xs‖ ≤ 4σ
√
κ log(4T/δ)+2
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)‖x0‖ ≤ X and ‖xt1‖ ≤ 8σ√κ log(4T/δ).
Hence, P(Ft1 |Et0) ≥ 1− δ/4T .
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• At k + 1, assume that Etk ∩ Ftk holds. From ‖xs‖ ≤ X for all s ≤ tk+1, we obtain that
βtk+1 = σ
√
2n log
(det(Vtk+1)1/24n
det(λI)1/2δ
)
+ λ1/2‖θ0 − θ∗‖F
≤ σ
√
2n log(4n/δ) + 2n(n+ d) log
(
1 + sup
s≤tk+1−1
‖zs‖2T
)
+ λ1/20
≤ σ
√
2n log(4n/δ) + 2n(n+ d) log
(
1 + κX2T
)
+ λ1/20
≤ 20
√
λ,
where we used that zs = L(θs)xs and ‖L(θs)‖2 ≤
√
κ by Prop. 13, and the definition of λ. As a result, ‖θtk+1−θ∗‖ ≤
2′0 and we can apply Prop. 15. Using that ‖xtk‖ ≤ 8σ
√
κ log(4T/δ) we obtain with probability at least 1− δ/4T ,
for all tk ≤ s ≤ tk+1, ‖xs‖ ≤ 4σ
√
κ log(4T/δ) + 2
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)‖xtk‖
≤ 4σ
√
κ log(4T/δ)(1 + 4
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)
≤ X.
Hence, P(Ftk+1 |Etk , Ftk) ≥ 1− δ/4T . Further, on this event,
‖xtk+1‖ ≤ 4σ
√
κ log(4T/δ)(1 +
√
κ(1− 1/κ)tk+1−tk+1) ≤ 8σ
√
κ log(4T/δ)
which concludes the induction. To obtain the last inequality, we used that tk+1 − tk + 1 ≥ κ log(κ)/2 since otherwise
it enters in contradiction with the update rule: suppose that tk+1 − tk + 1 ≤ κ log(κ)/2,
det(Vtk+1) ≤ det(Vtk)
tk+1−1∏
t=tk
(1 + ‖zt‖2V −1t ) ≤ det(Vtk)
tk+1−1∏
t=tk
(
1 + ‖xt‖2κ/λ
)
≤ det(Vtk) exp
(κ
λ
tk+1−1∑
t=tk
‖xt‖2
)
≤ det(Vtk) exp
(
32σ2κ2 log(4T/δ)
(
(tk+1 − tk + 1) + κ2
)
/λ
)
≤ det(Vtk) exp
(
43σ2κ4 log(4T/δ)/λ
)
≤ 2 det(Vtk),
where we used that λ ≥ 43σ2κ4 log(4T/δ)/ log(2).
Overall, we showed that the sequence of event Ft is such that P(Ftk+1 |Ftk , Etk) ≥ 1− δ/4T for all k ≥ 0. As a result, we
have
P(FT ∩ ET ) ≥ P(ET
⋂
∩k≥0Ftk |Ftk−1 , Etk−1) ≥ 1− P(EcT )−
∑
k≥0
P
(
(Ftk |Ftk−1 , Etk−1)c
) ≥ 1− δ/2.
D.2. Regret bound for OFU-LQ++
The proof of Lem. 2 follows from carefully using Lem. 1 in the analysis of Abbasi-Yadkori & Szepesvári (2011). We
provide it for sake of completeness. In line with Abbasi-Yadkori & Szepesvári (2011), we perform a regret decomposition
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on the sequence of events {Et ∩ Ft}t≥0 and obtain
R(T ) =
T∑
t=0
xTt Qxt + u
T
t Rut − J∗ =
T∑
t=0
J(θt)− J∗
+
T∑
t=0
xTt Ptxt − E
(
xTt+1Pt+1xt+1|Ft
)
+
T∑
t=0
E
(
xTt+1(Pt+1 − Pt)xt+1|Ft
)
+
T∑
t=0
(
θTt zt
)T
Pt
(
θTt zt
)− (θT∗ zt)TPt(θT∗ zt).
(40)
where θt = θtk and Pt = P (θtk) for all [tk, tk+1−1]. θtk is the optimistic parameter chosen by OFU-LQ++ at the beginning
of episode k. Each regret terms are then bounded separately as in Abbasi-Yadkori & Szepesvári (2011) but for the last term.
Bounding Ropt(T ) =
∑T
t=0 J(θt)− J∗. Since θt is optimistic, on Et, J(θt) ≤ J∗. As a result, Ropt(T ) ≤ 0. Further,
by Prop. 14 and the tuning of 0, ‖Pt‖2 = O
(‖P (θ∗)‖2).
Bounding Rmart(T ) =
∑T
t=0 x
T
t Ptxt − E
(
xTt+1Pt+1xt+1|Ft
)
. On Et ∩ Ft, Lem. 1 guarantees that ‖xt‖ ≤ X where
X = 20σ
√
κ log(4T/δ)
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C). Thus, Rmart(T ) is a bounded martingale sequence and applying
Azuma’s inequality leads to
Rmart(T ) = O˜
(
X2‖P (θ∗)‖2
√
T
)
= O˜
(
κ‖P (θ∗)‖22
√
T
)
.
Bounding Rlazy(T ) =
∑T
t=0 E
(
xTt+1(Pt+1 − Pt)xt+1|Ft
)
. The lazy update scheme used to re-evaluate the controllers
Kts, ensures that the number of updates scales logarithmically. Hence, Rlazy(T ) = O˜
(
X2‖P (θ∗)‖2(n+ d)
)
.
Bounding Rpred(T ) =
∑T
t=0
(
θTt zt
)T
Pt
(
θTt zt
)− (θT∗ zt)TPt(θT∗ zt). From the triangular inequality, we have:
Rpred(T ) =
T∑
t=0
‖θTt zt‖2Pt − ‖θT∗ zt‖2Pt =
T∑
t=0
(‖θTt zt‖Pt − ‖θT∗ zt‖Pt)(‖θTt zt‖Pt + ‖θT∗ zt‖Pt)
≤
T∑
t=0
‖(θt − θ∗)Tzt‖Pt
(‖θTt zt‖Pt + ‖θT∗ zt‖Pt).
Further, ‖θTt zt‖Pt = ‖Ac(θt,K(θt)))xt‖Pt ≤ ‖xt‖Pt ≤ ‖Pt‖1/22 X . Similarly, on Et ∩ Ft,
‖θT∗ zt‖Pt ≤ ‖θTt zt‖Pt + ‖Ac(θ∗,K(θt))xt −Ac(θt,K(θt))xt‖Pt
≤ ‖Pt‖1/22 X + 4‖Pt‖1/22 X
√
κ0
≤ 2X‖Pt‖1/22 .
where we used ‖θt − θ∗‖ ≤ 20 from line 1 to 2, and the condition on 0 from line 2 to 3. Thus,
Rpred(T ) ≤ 3X‖Pt‖2
T∑
t=0
‖(θt − θ∗)Tzt‖ ≤ 6X‖Pt‖2βT
T∑
t=1
‖zt‖V −1t .
Finally, noticing that κX2/λ = O(1), we have by (7) that
∑T
t=1 ‖zt‖V −1t = O˜
(√
(n+ d)T
)
. Further, from
‖Pt‖2 = O
(‖P (θ∗)‖2), X = O˜(√κ‖P (θ∗)‖2) and βT = O˜(√n(n+ d)), we obtain Rpred(T ) = O˜(√κ‖P (θ∗)‖3/22 (n+
d)
√
n
√
T
)
.
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E. Optimism, Sequential Stability and Regret of LAGLQ
This section is dedicated to the proofs of LAGLQ and concerns the Extended Optimistic LQR with Relaxed Constraints
introduced in Sect. 4. We first prove Lem. 3 showing that LAGLQ does use an optimistic controller (App. E.1). We then
prove Lem. 4 showing that it preserves the sequential stability properties of OFU-LQ++ (App. E.2). We finally prove Thm. 1
ensuring that LAGLQ suffersa similar regret compared to OFU-LQ++ (App. E.3). All the results in the section are derived
under assumptions 1 to 3.
Notations. We first recall the notation used in the definition of the extended LQR. The original LQR is associated with the
dynamics and cost matrix parametrized respectively by θ = (A B) and C =
(
Q 0
0 R
)
. The extended LQR is obtained
by adding an additional perturbation control w, which induces the extended LQR associated with the dynamics and cost
matrix parametrized respectively by θ˜T = (A B˜) ∈ Rn×(2n+d), where B˜ = (B I) ∈ Rn×(n+d) and C† =
(
C 0
0 0
)
. The
extended control matrix K˜ ∈ R(n+d)×n can be decomposed as K˜T = (KuT KwT) with the “standard” control u and the
perturbation control w. Following these definitions, it is possible to redefine the notation used for “standard” LQRs as
Ac(θ˜, K˜) = A+ B˜K˜ = A+BKu +Kw
P (θ˜, K˜) = Ac(θ˜, K˜)TP (θ˜, K˜)Ac(θ˜, K˜) +Q+KuTRKu,
Σ(θ˜, K˜) = Ac(θ˜, K˜)Σ(θ˜, K˜)Ac(θ˜, K˜)T + I.
(41)
From the last equation we also obtain that for any control policy pi(x) = K˜x, the corresponding average expected reward is
Jpi(θ̂) = Tr(P (θ˜, K˜)). Finally, notice that the extended dynamics θ˜ is controllable even if the original one θ is not10.
LAGLQ. LAGLQ follows the same procedure as OFU-LQ++ and operates through episodes. A new episode starts as soon
as det(Vt) ≥ 2 det(Vtk), where tk is the initial starting time of episode k. At each time step t ≥ 0, as for OFU-LQ++,
LAGLQ maintains an estimates θ̂t of θ∗ together with a confidence set Ct as given Eqs. (5) and (9). At the beginning of
each episode, LAGLQ computes an optimistic policy solving the Extended LQR with Relaxed Constraint in (16) using the
DS-OFU procedure described in Sect. 5.2. Further, Lem. 5 ensures that the extended optimistic policy is linear and we
denote by K˜t the associated extended linear controller. Finally, the effective controller Kut is obtained by extracting the
control part of the extended controller K˜t and is used until the end of the episode.
E.1. Optimism (Proof of Lemma 3)
In order to prove the lemma, it is sufficient to display a control policy pi that satisfy the constraint, and such thatJpi(θ̂, β, V ) ≤
J∗.
Step 1 (optimism). Consider a controller pi = (piu, piw) defined as
piu(x) = K∗x and piw(x) = (A∗ +B∗K∗)x− (Â+ B̂K∗)x = (A∗ − Â)x+ (B∗ − B̂)piu(x).
Then the dynamics of the corresponding extended LQR reduces to
xs+1 = Âxs + B̂us + ws + s+1
= Âxs + B̂pi
u(xs) + (A∗ − Â)xs + (B∗ − B̂)piu(xs)
= (A∗ +B∗K∗)xs + s+1,
(42)
which coincides with the dynamics induced by the optimal controller K∗ in the original LQR. Notice that Asm. 2 guarantees
A∗ +B∗K∗ to be stable, and hence pi is a stabilizing policy for the extended system parametrized with θ̂. As a result, the
expected average cost of pi is J∗ = Jpi(θ̂).
Step 2 (constraint gpi). We now need to verify that pi satisfies the constraints gpi(θ̂, β, V ). By definition of pi we have that
for any s ≥ 0,
‖ws‖ = ‖(A∗ − Â)xs + (B∗ − B̂)us‖ =
∥∥∥∥(θ∗ − θ̂)T(xsus
)∥∥∥∥ ≤ β∥∥∥∥(xsus
)∥∥∥∥
V −1
= β‖zs‖V −1 , (43)
10This directly comes from the fact that the extended matrix B˜ is full column rank.
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where the inequality is obtained from Prop. 1 under the event θ∗ ∈ C. As a result, the constraint gpi(θ̂, β, V ) =
limS→∞ 1SE
(∑S
s=0 ‖ws‖2 − β‖zs‖2V −1
) ≤ 0 is met.
E.2. Sequential Stability (Proof of Lem. 4)
The proof follows a similar path as the one of Lem. 1. Notice that now, the effective closed-loop matrix which drives the
system over the episode k is given by
Ac(θ∗,Kutk) = A∗ +B∗K
u
tk
= θT∗Ltk , where Ltk =
(
I
Kutk
)
, (44)
while the closed-loop matrix which drives the optimistic extended LQR is given by
Ac(θ˜tk , K˜tk) = Âtk + B̂tkK
u
tk
+Kwtk = θ
T
tk
Ltk = A
c(θtk ,K
u
tk
), where θTtk = θ̂
T
tk
+
(
Kwtk 0
)
.
As for the proof of Lem. 1, the proof of the sequential stability of LAGLQ is derived on the high-probability event ET and is
conducted in two steps.
Step 1) we show that LAGLQ outputs a sequence of stable controller {Kutk}k≥1 (i.e., such that Ac(θ∗,Kutk) is UES) as long
as ‖θtk − θ∗‖ ≤ 20 for 0 satisfying
η(0) := 4κ0(1 + 0) < 1,
where κ = D/λmin(C).
Step 2) we prove Lem. 4 showing that ‖θtk − θ∗‖ ≤ 20 does hold for a suitable initialization phase and choice of
regularization parameter λ by induction. This allows us to construct recursively a high-probability event over which the
state process remains bounded.
The following proposition summarizes how optimism (of the Extended LQR with Relaxed Constraint) translates into stability
properties.
Proposition 16. Assume that θ∗ ∈ Ct for all t ≥ 0. Let {K˜tk}k≥1 be the sequence of extended optimistic controllers
generated by LAGLQ over episodes k ≥ 0. Let {Kutk}k≥1 and {Kwtk}k≥0 be the sequence of control and perturbation
controllers associated with {K˜tk}k≥1 and let θTtk = θ̂Ttk +
(
Kwtk 0
)
. Then, under assumptions 2 and 3, for all k ≥ 0,
1. θtk is a stabilizable pair and A
c(θtk ,K
u
tk
) is stable,
2. ‖LTtk‖Σ(θtk ,Kutk ) ≤
√
κ and ‖Σ(θtk ,Kutk)1/2‖F ≤
√
κ, where κ = D/λmin(C), Ltk =
(
I
Kutk
)
and
Σ(θtk ,K
u
tk
) = Ac(θtk ,K
u
tk
)Σ(θtk ,K
u
tk
)Ac(θtk ,K
u
tk
)T + I.
3. ‖Ltk‖F ≤
√
κ and ‖Ac(θtk ,Kutk)T‖Σ(θtk ,Kutk ) ≤
√
κ.
Proof.
1. By construction, optimism guarantees that Tr
(
P (θ˜tk , K˜tk)
) ≤ D <∞. As a result, Ac(θ˜tk , K˜tk) is stable. Noticing
that Ac(θ˜tk , K˜tk) = Âtk + B̂tkK
u
tk
+Kwtk = A
c(θtk ,K
u
tk
) we obtain that Ac(θtk ,K
u
tk
) is stable and hence that θtk is
a stabilizable pair.
2. From Ac(θ˜tk , K˜tk) = A
c(θtk ,K
u
tk
) and
(
I
K˜tk
)T
C†
(
I
K˜tk
)
= LTtkCLtk , we have that
P (θ˜tk , K˜tk) = A
c(θtk ,K
u
tk
)TP (θ˜tk , K˜tk)A
c(θtk ,K
u
tk
) + L(θtk)
TCL(θtk),
Σ(θtk ,K
u
tk
) = Ac(θtk ,K
u
tk
)Σ(θtk ,K
u
tk
)Ac(θtk ,K
u
tk
)T + I.
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Hence, Prop. 11 ensures that
D ≥ Tr(P (θtk ,Kutk) ≥ λmin(C)‖LTtk‖2Σ(θtk ,Kutk ),
D ≥ Tr(P (θtk ,Kutk) ≥ λmin(C)‖Σ(θtk ,Kutk)1/2‖2F ,
and we conclude using that κ = D/λmin(C).
3. The last assertions come directly from the previous one, noticing that Σ(θtk ,K
u
tk
) < I and
Ac(θtk ,K
u
tk
)Σ(θtk ,K
u
tk
)Ac(θtk ,K
u
tk
)T 4 Σ(θtk ,Kutk).
In line with Lem. 1, we now show that for any k ≥ 1, the controller Kutk stabilizes the true system parameterized by θ∗, as
long as θtk is sufficiently close to θ∗ and characterize the stability margin both in term of steady-state covariance and cost
(Prop. 17). Further, this translates in uniform exponential stability of the induced deterministic state process (Prop. 18). The
proofs are identical to propositions 14 and 15 so we only report the formal statements.
Proposition 17. Let k ≥ 0 and assume that θ∗ ∈ Ctk . Let θtk and Kutk be an optimistic parameter/controller pair as given
in Prop. 16. Then, if ‖θtk − θ∗‖F ≤ 20 where 0 is such that η(0) := 4κ0(1 + 0) < 1, under assumptions 2 and 3,
1. Ac(θ∗,Kutk) is stable,
2. Σ(θ∗,Kutk) 4
1
1−η(0)Σ(θtk ,K
u
tk
),
3.
∥∥P (θ∗,Kutk)∥∥2 4 ∥∥P (θ∗,K(θ∗))∥∥2 + Dη(0)1−η(0) ,
4.
∥∥P (θtk ,Kutk)‖2 ≤ ∥∥P (θ∗,K(θ∗))∥∥2(1 + κη(0)/2) + Dη(0)1−η(0) (1 + κη(0)/2).
Proposition 18. Assume that θ∗ ∈ Ct for all t ≥ 0. Let {θtk}k≥1 and {Kutk}k≥1 be the sequences optimistic parame-
ter/controller pair as given in Prop. 16. Then, if for all k ≥ 0, ‖θtk − θ∗‖F ≤ 20 where 0 is such that
κη(0) ≤ 1; η(0) := 4κ0(1 + 0) ≤ 1/2, (45)
under assumptions 1 to 3,
1. for all k, the state process driven by Ac(θ∗,Kutk) is uniformly exponentially stable,
2. for all k, for any 0 < δ < 1, with probability at least 1− δ,
for all t ∈ [tk, tk+1 − 1],
‖xt‖ ≤ 4σ
√
κ log(1/δ) +
√
κ(1− 1/κ)t‖xtk‖
‖xt‖ ≤ 4σ
√
κ log(1/δ) + 2
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)‖xtk‖. (46)
E.2.1. STEP 2. PROOF OF LEM. 4
Let X := 20σ
√
κ log(4T/δ)
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C), we are now ready to construct recursively a sequence of
high-probability events
Ft =
{
∀ s ≤ t, ‖xs‖ ≤ X
}
over which the state process remains bounded. As we did for Lem. 1 in App. D.2, we work on {Et}t≤T and we proceed by
episode on the increasing sequence of probability events {Etk ∩ Ftk}k≥0.
Proof of Lem. 4. We assume that LAGLQ is initialized with a stabilizing set Θ0 = {θ : ‖θ− θ0‖ ≤ 0} such that 0 satisfies
κη(0) ≤ 1; η(′0) := 4κ′0(1 + ′0) ≤ 1/2; ′0 = 2
√
κ0.
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Further, we assume that the RLS estimation in (6) is instantiated with
λ =
2nσ2
20
(
log(4n/δ) + (n+ d) log
(
1 + κX2T
))
.
Setting 0 ≤ 164κ3/2 ensures that η(′0) ≤ 1/2, κη(0) ≤ 1 and that λ ≥ 43σ2κ4 log(4T/δ)/ log(2).
As opposed to the proof of Lem. 1, controlling θtk − θ∗ where θTtk = θ̂Ttk +
(
Kwtk 0
)
requires not only to guarantee that
θ̂tk is close to θ∗ but also that ‖Kwtk‖ is small. While addressing the former can be done in a similar fashion, addressing the
later is specific to the Extended LQR with Relaxed Constraint resolution. Let pitk be the extended policy corresponding to
the optimal solution of (16). By construction, we have that gpitk (θ̂tk , βtk , Vtk) ≤ 0. Expanding pitk = (piutk , piwtk) where piutk
and piwtk are the linear policy respectively associated with K
u
tk
and Kwtk , the constraint gpitk ≤ 0 leads to:
lim
S→∞
1
S
E
( S∑
s=0
‖ws‖2 − βt‖zs‖2V −1t
)
= Tr
(
KwTtk K
w
tk
Σ(θtk ,K
u
tk
)
)− β2tkTr(LTtkV −1tk LtkΣ(θtk ,Kutk)) ≤ 0,
where LTtk = (I,K
uT
tk
). As a result, Prop. 16 ensures that
‖Kwtk‖2F ≤ κβ2tk/λmin(Vtk) ≤ κβ2tk/λ. (47)
We now proceed by induction, for sake of simplicity, we assume that x0 = 0. We show that w.h.p.
1) ‖xt‖ ≤ X := 20σ
√
κ log(4T/δ)
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)
2) ‖xtk+1‖ ≤ 8σ
√
κ log(4T/δ).
• At k = 0, we have
‖θt0 − θ∗‖ ≤ ‖θ̂t0 − θ∗ +Kwt0‖ ≤ (1 +
√
κ)βt0
/√
λmin(Vt0)
≤ (1 +√κ)(0 + σ√2n log(4n/δ)/√λ)
≤ 4√κ0 := 2′0.
As a result, Prop. 18 guarantees that with probability at least 1− δ/4T ,
for all s ≤ t1, ‖xs‖ ≤ 4σ
√
κ log(4T/δ) ≤ X and ‖xt1‖ ≤ 8σ
√
κ log(4T/δ).
Hence, P(Ft1 |Et0) ≥ 1− δ/4T .
• At k + 1, assume that Etk ∩ Ftk holds. From ‖xs‖ ≤ X for all s ≤ tk+1, we obtain that
βtk+1 = σ
√
2n log
(det(Vtk+1)1/24n
det(λI)1/2δ
)
+ λ1/2‖θ0 − θ∗‖F
≤ σ
√
2n log(4n/δ) + 2n(n+ d) log
(
1 + sup
s≤tk+1−1
‖zs‖2T
)
+ λ1/20
≤ σ
√
2n log(4n/δ) + 2n(n+ d) log
(
1 + κX2T
)
+ λ1/20
≤ 20
√
λ,
where we used that zs = Lsxs and ‖Ls‖2 ≤
√
κ by Prop. 16, and the definition of λ. As a result,
‖θtk+1 − θ∗‖ ≤ ‖θ̂tk+1 − θ∗ +Kwtk+1‖ ≤ (1 +
√
κ)βtk+1
/√
λmin(Vtk+1)
≤ 2(1 +√κ)0 ≤ 4
√
κ0 := 2
′
0
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and we can apply Prop. 18. Using that ‖xtk‖ ≤ 8σ
√
κ log(4T/δ) we obtain with probability at least 1− δ/4T ,
for all tk ≤ s ≤ tk+1, ‖xs‖ ≤ 4σ
√
κ log(4T/δ) + 2
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C)‖xtk‖
≤ 4σ
√
κ log(4T/δ)(1 + 4
√∥∥P (θ∗,K(θ∗))∥∥2/λmin(C))
≤ X.
Hence, P(Ftk+1 |Etk , Ftk) ≥ 1− δ/4T . Further, on this event,
‖xtk+1‖ ≤ 4σ
√
κ log(4T/δ)(1 +
√
κ(1− 1/κ)tk+1−tk+1) ≤ 8σ
√
κ log(4T/δ)
since tk+1 − tk + 1 ≥ κ log(κ)/2 otherwise it enters in contradiction with the update rule and concludes the induction.
We are now left to prove that tk+1 − tk + 1 ≥ κ log(κ)/2. Suppose that tk+1 − tk + 1 ≤ κ log(κ)/2,
det(Vtk+1) ≤ det(Vtk)
tk+1−1∏
t=tk
(1 + ‖zt‖2V −1t ) ≤ det(Vtk)
tk+1−1∏
t=tk
(
1 + ‖xt‖2κ/λ
)
≤ det(Vtk) exp
(κ
λ
tk+1−1∑
t=tk
‖xt‖2
)
≤ det(Vtk) exp
(
32σ2κ2 log(4T/δ)
(
(tk+1 − tk + 1) + κ2
)
/λ
)
≤ det(Vtk) exp
(
43σ2κ4 log(4T/δ)/λ
)
≤ 2 det(Vtk),
where we used that λ ≥ 43σ2κ4 log(4T/δ)/ log(2).
Overall, we showed that the sequence of event Ft is such that P(Ftk+1 |Ftk , Etk) ≥ 1− δ/4T for all k ≥ 0. As a result, we
have
P(FT ∩ ET ) ≥ P(ET
⋂
∩k≥0Ftk |Ftk−1 , Etk−1) ≥ 1− P(EcT )−
∑
k≥0
P
(
(Ftk |Ftk−1 , Etk−1)c
) ≥ 1− δ/2.
E.3. Regret bound (Proof of Thm. 1)
In line with Abbasi-Yadkori & Szepesvári (2011), we conduct the analysis on the sequence of events {Et ∩ Ft}t≥1, where
Et =
{∀ s ≤ t, θ∗ ∈ Cs}, Ft = {∀ s ≤ t, ‖xs‖ ≤ X}, X := 20σ√κ log(4T/δ)√‖P (θ∗)‖2/λmin(C),
which holds with probability at least 1 − δ/2 by Lem. 4. We further assume for sake of simplicity that at each update,
the controller exactly solves the extended problem in (16) since, as discussed in Sect. 5.2, one can solve it with arbitrarily
accuracy.
E.3.1. REGRET DECOMPOSITION
Let {tk}mk=0 be the m time steps at which the policy is updated. For any t ∈ [tk, tk+1 − 1], let K˜t = K˜tk be the extended
controller and let K˜t =
(
KuTt K
wT
t
)T
be the blocks corresponding to control u and perturbation w respectively. Then,
J∗(θ̂tk , βtk , Vtk) = Tr
(
Pt
)
where
Pt = Q+K
uT
t RK
u
t + (Âtk + B̂tkK
u
t +K
w
t )
TPt(Âtk + B̂tkK
u
t +K
w
t )
(48)
which leads to the perturbed Bellman equation
J∗(θ̂tk , βtk , Vtk) + xTt Ptxt = xTt Qxt + uTt Rut + E
(
x˜Tt+1Ptx˜t+1|Ft
)
, where x˜t+1 = θ̂Ttkzt + wt + t+1. (49)
Introducing, xt+1 = (A∗ +B∗Kut )xt + t+1 = (θ∗ − θ̂tk)Tzt − wt + x˜t+1 leads to:
∀t ∈ [tk, tk+1 − 1], J∗(θ̂tk , βtk , Vtk) + xTt Ptxt = xTt Qxt + uTt Rut + E
(
xTt+1Ptxt+1|Ft
)
+
(
θ̂Ttkzt + wt
)T
Pt
(
θ̂Ttkzt + wt
)− (θT∗ zt)TPt(θT∗ zt). (50)
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Summing over [0, T ], and performing similar manipulation as in (Abbasi-Yadkori & Szepesvári, 2011) leads to the regret
decomposition:
R(T ) =
T∑
t=0
xTt Qxt + u
T
t Rut − J∗ =
m∑
k=0
tk+1−1∑
t=tk
J∗(θ̂tk , βtk , Vtk)− J∗
+
T∑
t=0
xTt Ptxt − E
(
xTt+1Pt+1xt+1|Ft
)
+
T∑
t=0
E
(
xTt+1(Pt+1 − Pt)xt+1|Ft
)
+
m∑
k=0
tk+1−1∑
t=tk
[
(
θ̂Ttkzt + wt
)T
Pt
(
θ̂Ttkzt + wt
)− (θT∗ zt)TPt(θT∗ zt).
(51)
We now can bound each term separately. While the analysis is similar to the one of Abbasi-Yadkori & Szepesvári (2011) but
for the last term, we provide here a full analysis, for sake of completeness.
Bounding Ropt(T ) =
∑m
k=0
∑tk+1−1
t=tk
J∗(θ̂tk , βtk , Vtk)− J∗. Lem. 3 guarantees that on Et, J∗(θ̂tk , βtk , Vtk) ≤ J∗. As
a result, Ropt(T ) ≤ 0. Further, by Prop. 17 and the tuning of 0, ‖Pt‖2 = O
(‖P (θ∗)‖2).
Bounding Rmart(T ) =
∑T
t=0 x
T
t Ptxt − E
(
xTt+1Pt+1xt+1|Ft
)
. On Et ∩ Ft, Lem. 4 guarantees that ‖xt‖ ≤ X where
X = 20σ
√
κ log(4T/δ)
√‖P (θ∗)‖2/λmin(C). Thus, Rmart(T ) is a bounded martingale sequence and applying Azuma’s
inequality leads to, with probability at least 1− δ/4,
Rmart(T ) = O˜
(
X2‖P (θ∗)‖2
√
T
)
= O˜
(
κ‖P (θ∗)‖22
√
T
)
.
Bounding Rlazy(T ) =
∑T
t=0 E
(
xTt+1(Pt+1 − Pt)xt+1|Ft
)
. LAGLQ uses, as in (Abbasi-Yadkori & Szepesvári, 2011)
a lazy update scheme to re-evaluate the controllers Kts, which translates into Pt = Pt+1 for all t /∈ {tk}mk=1 where
tk = min
{
t ≥ tk−1 s.t. det(Vt) ≤ 2 det(Vtk−1)
}
. Thus, on Et ∩ Ft, one has Rlazy(T ) ≤ 2X2Dm. Finally, Lem. 8
in (Abbasi-Yadkori & Szepesvári, 2011) ensures that the number of updates scales logarithmically,
m ≤ (n+ d) log2
(
1 + TX2κ/λ
)
. (52)
which implies that Rlazy(T ) = O˜
(
X2‖P (θ∗)‖2(n+ d)
)
= O˜
(
κ‖P (θ∗)‖22(n+ d)
)
.
Bounding Rpred(T ) =
∑m
k=0
∑tk+1−1
t=tk
(
θ̂Ttkzt + wt
)T
Pt
(
θ̂Ttkzt + wt
) − (θT∗ zt)TPt(θT∗ zt). Using ‖Pt‖ ≤ ‖P (θ∗)‖2
together with the triangular inequality leads to:
Rpred(T ) =
m∑
k=0
tk+1−1∑
t=tk
‖θ̂Ttkzt + wt‖2Pt − ‖θT∗ zt‖2Pt =
m∑
k=0
tk+1−1∑
t=tk
(‖θ̂Ttkzt + wt‖Pt − ‖θT∗ zt‖Pt)(‖θ̂Ttkzt + wt‖Pt + ‖θT∗ zt‖Pt)
≤ ‖P (θ∗)‖1/22
m∑
k=0
tk+1−1∑
t=tk
‖(θ̂tk − θ∗)Tzt + wt‖
(‖θ̂Ttkzt + wt‖Pt + ‖θT∗ zt‖Pt).
Further, from (48), for all t ∈ [tk, tk+1 − 1],
‖θ̂Ttkzt + wt‖Pt = ‖(Âtk + B̂tkKu,t +Kw,t)xt‖Pt ≤ ‖xt‖Pt ≤ ‖P (θ∗)‖
1/2
2 X.
Similarly, on Et ∩ Ft,
‖θT∗ zt‖Pt ≤ ‖θ̂Ttkzt + wt‖Pt + ‖(A∗ +B∗Ku,t)xt − (Âtk + B̂tkKu,t +Kw,t)xt‖Pt
≤ ‖P (θ∗)‖1/22 X + 4‖P (θ∗)‖1/22 Xκ0
≤ 2X‖P (θ∗)‖1/22 .
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where we used ‖θtk − θ∗‖ ≤ 4
√
κ0 from line 1 to 2, and the condition on 0 from line 2 to 3. Thus,
Rpred(T ) ≤ 3X‖P (θ∗)‖2
( m∑
k=0
tk+1−1∑
t=tk
‖(θ̂tk − θ∗)Tzt‖︸ ︷︷ ︸
:=Rpredu (T )
+
T∑
t=0
‖wt‖︸ ︷︷ ︸
:=Rpredw (T )
)
.
E.3.2. BOUNDING THE CUMULATIVE PERTURBATIONS
Bounding Rpredu (T ). In line with (Abbasi-Yadkori & Szepesvári, 2011) (Lem. 12), from Prop. 1, one has for all t ∈
[tk, tk+1 − 1], on Et,
‖(θ̂tk − θ∗)Tzt‖ = ‖(θ̂tk − θ∗)TV 1/2tk V
−1/2
tk
zt‖ ≤ βtk‖zt‖V −1tk ≤ 2βtk‖zt‖V −1t
which implies, using Cauchy-Schwarz and Prop. 2, Rpredu (T ) ≤ 2βT
√
T
(∑T
t=0 ‖zt‖2V −1t
)1/2
.
Rpredu (T ) ≤ 2βT
√
T
(
T∑
t=0
‖zt‖2V −1t
)1/2
≤ 2βT γu
√
T
where γu = (2(n+ d) log (1 + T ))
1/2
.
Bounding Rpredw (T ). So far the regret analysis, that relied mostly on optimism and Prop. 1, was very similar than the
one of Abbasi-Yadkori & Szepesvári (2011). The following Lemma which ensures the perturbation wt to be cumulatively
bounded is specific to the new perturbed approach presented in LAGLQ.
Lemma 8. On event Et ∩ Ft, with probability at least 1− δ/4, Rpredw (T ) = O˜
(√
κXβT γu
√
T
)
.
Proof. As discussed in Sec. 4, if the perturbation wt were derived from an optimistic θtk ∈ Ctk , it would translate into the
constraint ‖wt‖ ≤ βtk‖zt‖V −1tk and Lem. 8 would trivially hold. Unfortunately, this constraint cannot be enforced as it does
not lead to a feasible extended LQR problem. To overcome this issue, we used in problem (16) the relaxed constraint in
Eq. 15. Formally, we only guarantee that
gpi(θ̂tk , βtk , Vtk) = lim
S→∞
1
S
E
( S∑
s=0
‖ws‖2 − β2tk‖zs‖2V −1tk
)
≤ 0,
where {xs}s≥0 follows the extended dynamic in Eq. 14 parametrized by θ̂tk . This equivalently translates in a constraint on
Kutk and K
w
tk
, i.e.,
Tr
(
KwTtk K
w
tk
Σ(θtk ,K
u
tk
)
) ≤ β2tkTr(LTtkV −1tk LtkΣ(θtk ,Kutk)), (53)
where Ltk =
(
I
Kutk
)
and Σ(θtk ,K
u
tk
) is the steady-state variance of the process {xs}s≥0. Further,Prop. 16 guarantees that
I 4 Σ(θtk ,Kutk) and Tr
(
Σ(θtk ,K
u
tk
)
) ≤ κ . As a result,
Tr(KwTtk K
w
tk
) ≤ κβ2tkλmax(LTtkV −1tk Ltk) ⇒ ‖Kwtk‖2 ≤
√
κβtk‖V −1/2tk Ltk‖2
As a result, one gets:
Rpredw (T ) ≤ X
T∑
t=0
‖Kwt ‖2 ≤ X
m∑
k=0
tk+1−1∑
t=tk
‖Kwtk‖2 ≤
√
κβTX
m∑
k=0
tk+1−1∑
t=tk
‖V −1/2tk Ltk‖2.
At a high-level, proving Lem. 8 turns into proving that the cumulative sum of weighted controllers
∑T
t=0 ‖Lt‖V −1t is
bounded by
√
T , whereas Prop. 2 only provides a bound for the cumulative sum of weighted controls
∑T
t=0 ‖zt‖V −1t =
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t=0 ‖Ltxt‖V −1t . However, as hinted in (Abeille & Lazaric, 2018), those latter quantity is related to the exploration
performed by covariates zt = Ltxt, which are driven by Lt. Intuitively, since, on Ft−1, V(xt|Ft−1) ≥ I , xt covers on
average all directions, turning into an accurate exploration on every directions of Lt. Formally, for any t ∈ (tk, tk+1 − 1]
(i.e., for every time steps strictly within an episode), Vtk , Ltk are Ft−1 measurable and so are λmax(LTtkV −1tk Ltk) and its
associated eigenvector vmaxtk . As a result, we have
‖Ltkxt‖V −1tk ≥ ‖V
−1/2
tk
Ltkv
max
tk
xTt v
max
tk
‖ ≥ ‖V −1/2tk Ltk‖2|xTt vmaxtk |. (54)
Without loss of generality, we can assume that xTt−1A
c(θ∗,Kutk)
Tvtk ≥ 0 and hence,
|xTt vmaxtk | ≥ |xTt vmaxtk |1Tt vmaxtk ≥0 ≥ t1Tt vmaxtk ≥0.
Applying property 1 to Tt v
max
tk
and taking the expectation in (54) leads to
‖Ltk‖V −1tk ≤ 64σ
3E
(‖Ltkxt‖V −1tk |Ft−1, Ft−1).
Further, we have to guarantee that the state xt remains bounded, and hence work under Ft = {s ≤ t s.t. ‖xs‖ ≤ X} (notice
that the conditioning only ensures that we work under Ft−1). To do so, we use property 2 and obtain:
‖Ltk‖V −1tk ≤ 64σ
3E
(‖Ltkxt‖V −1tk 1‖xt≤X |Ft−1, Ft−1)+ 64σ3√κ/λE(‖xt‖1‖xt≥X |Ft−1, Ft−1)
≤ 64σ3E(‖Ltkxt‖V −1tk 1‖xt≤X |Ft−1, Ft−1)+ σ3δ/T.
Notice that {t = tk} is a condition on Vt and hence is Ft−1 measurable. Thus,
m∑
k=0
tk+1−1∑
t=tk
‖Ltk‖V −1tk =
m∑
k=0
tk+1−1∑
t=tk+1
‖Ltk‖V −1tk +
∑
k≥0
‖Ltk‖V −1tk
=
m∑
k=0
tk+1−1∑
t=tk+1
‖Ltk‖V −1tk +
√
κ/λm
≤ 64σ3
m∑
k=0
tk+1−1∑
t=tk+1
E
(‖Ltkxt‖V −1tk 1‖xt≤X |Ft−1, Ft−1)+ σ3δ +√κ/λm
≤ 128σ3
T∑
t=0
E
(‖zt‖V −1t 1‖xt≤X |Ft−1, Ft−1)1t∈[tk+1,tk+1−1] + σ3δ +√κ/λm
Finally, using Azuma’s inequality, with probability at least 1− δ/4
T∑
t=0
E
(‖zt‖V −1t 1‖xt‖≤X |Ft−1) ≤ T∑
t=0
‖zt‖V −1t +
√
log(4/δ)T ,
We conclude using Cauchy-Schwarz and Prop. 2,
T∑
t=0
E
(‖zt‖V −1t 1‖xt‖≤X |Ft−1) ≤ γu√T +√log(4/δ)T .
Finally, we have
Rpredw (T ) = O˜
(√
κXβT γu
√
T
)
.
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BoundingRpred(T ). Summarizing the bounds onRpredu (T ) andRpredw (T ) we obtain that with probability at least 1−δ/4,
Rpred(T ) ≤ 3X‖P (θ∗)‖2
(
Rpredu (T ) +R
pred
w (T )
)
= O˜
(
(1 +
√
κX)X‖P (θ∗)‖2βT γu
√
T
)
.
From βT = O˜
(√
n(n+ d)
)
, X = O˜
(√
κ‖P (θ∗)‖2
)
and γu = O˜
(√
(n+ d)
)
we obtain,
Rpred(T ) = O˜
(
(n+ d)
√
nκ3/2‖P (θ∗)‖22
√
T
)
.
E.3.3. PUTTING EVERYTHING TOGETHER
Since the regret decomposition and the analysis were derived on {Et∩Ft}t≥1, we have that with probability at least 1−δ/2,
R(T ) ≤ Ropt(T ) +Rmart(T ) +Rlazy(T ) +Rpred(T ).
Further, on {Et ∩ Ft}t≥1, Ropt(T ) ≤ 0 and Rlazy(T ) = O˜
(
κ‖P (θ∗)‖22(n+ d)
)
while Rmart(T ) = O˜
(
κ‖P (θ∗)‖22
√
T
)
with probability at least 1− δ/4 and Rpred(T ) = O˜((n+ d)√nκ3/2‖P (θ∗)‖22√T ) with probability at least 1− δ/4. As a
result, a union bound argument ensures that we have, with probability at least 1− δ,
R(T ) = O˜
(
(n+ d)
√
nκ3/2‖P (θ∗)‖22
√
T
)
.
E.3.4. TECHNICAL RESULTS
Property 1. Let  be a zero-mean, σ−subGaussian random variable such that V() = 1. Then,
E
(
1≥0
)
= −E(− 1≤0) ≥ 1/(64σ3).
Proof of property 1. From E() = 0, we obtain that
0 = E
(
1≥0
)
+ E
(− 1≤0),
which provides the l.h.s equality. In particular, this implies that E
(||) = 2E(1≥0). Further, using Holder’s inequality one
has:
1 = E
(
2
)2 ≤ E(||3)E(||) ≤ E(||4)3/4E(||) ≤ (32σ4)3/4E(||),
where we used the properties of subGaussian r.v. to obtain the last inequality. As a result,
E
(
1≥0
) ≥ 1
64σ3
.
Property 2. On Ft−1, one has that
E
(‖xt‖1‖xt‖≥X |Ft−1) ≤ δX2T
Proof of property 2. The proof borrows many steps in the proof of Prop. 7, that we omit for sake of readability. Let f‖xt‖
and F¯‖xt‖ be respectively the pdf and complementary cdf of ‖xt‖ conditionally to Ft−1, Ft−1. Then,
E
(‖xt‖1‖xt‖≥X |Ft−1) = ∫ +∞
X
uf‖xt‖(u)du = XF¯‖xt‖(X) +
∫ +∞
X
F¯‖xt‖(u)du.
From Prop. 7, we have that for all u ≥ X , F¯‖xt‖(u) ≤ e−
(
u/12σκ
)2
. Thus, XF¯‖xt‖(X) ≤ δX4T and∫ +∞
X
F¯‖xt‖(u)du ≤
(12σκ)2
2X
∫ +∞
X
−
[
e−
(
u/12σκ
)2]′
du ≤ (12σκ)
2
2X
e−
(
X/12σκ
)2
≤ δX
4T
.
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F. Lagrangian LQR and Strong Duality
In this section, we study the constrained and Lagrangian LQR problem and in particular focus on proving strong duality.
Set of constrained LQR system. We summarize the parametrization of constrained LQR systems in s = (A, B˜, C†, Cg)
where A and B˜ are the parameters of the dynamic, C† is the matrix parametrizing the original cost function and Cg the
matrix parametrizing the constraints. We focus on LQR system which exhibit a certain structure, and denote as S such set
of system. Formally,
Definition 2. S is the set of system s = (A, B˜, C†, Cg) which has the following structure:
A ∈ Rn×n, B˜ = (B; In), B ∈ Rn×d,
C† =
(
C1† 0
0 0
)
+ C2† , C
1
† ∈ Sn+d++ ; C2† ∈ S2n+d+ ;
Cg =
(−V −1 0
0 In
)
, V −1 ∈ Sn+d++ ,
and for which it exists at least a feasible stable linear policy pi characterized by a linear controller K˜, i.e., such that
ρ(Ac(K˜)) < 1 and gpi(s) ≤ 0, where Ac(K˜) = A+ B˜K˜ and gpi(s) is given in (57).
The reason why we study strong-duality for a larger set of system S is motivated by the fact that we may have to slightly
modify the original constrained LQR problem in (55) to enforce numerical stability of the algorithmic resolution.
Notice that for all t ≥ 0, the constrained LQR problem LAGLQ has to solve is indeed contained in S whenever θ∗ ∈ Ct. At
each time t ≥ 0, it corresponds to the parametrization
C1† =
(
Q 0
0 R
)
; C2† = 0; Cg =
(−β2t V −1t 0
0 I
)
; A = Ât; B˜ = (B̂t; I), (55)
which belongs to S since β2t V
−1
t ∈ Sn+d++ and
(
Q 0
0 R
)
∈ Sn+d++ under Asm. 2. Further, it exists a feasible stable linear
policy from Lem. 311. As a consequence, the statements we prove in appendices G and H are slightly more general than
the one displayed in the main text, which follow as corollaries. More in details, Thm. 2 is implied by Thm. 4, Lem. 5
and Prop. 3 follow from Lem. 9, lemmas 6 and 7 are respectively proven in Lem. 14 and Prop. 23.
From constrained to Lagrangian problem. For any s ∈ S, we consider the constrained problem
J∗(s) = min
pi
Jpi(s) := lim sup
S→∞
1
S
E
[ S∑
s=0
(
xs
u˜s
)T
C†
(
xs
u˜s
)]
subject to xs+1 = Axs + B˜u˜s + s+1
gpi(s) ≤ 0
, (56)
where
gpi(s) = lim
S→∞
1
S
E
( S∑
s=0
(
xs
u˜s
)T
Cg
(
xs
u˜s
))
. (57)
Notice that (56) and (57) exactly correspond to the constrained LQR problem LAGLQ has to solve at time step t in (16)
and (15) whenever s is defined by (55).
For any s ∈ S, the Lagrangian formulation of the extended LQR share the same dynamics as in (56), while the cost is
defined as the combination of the original average cost J , and the constraint gpi as
Lpi(µ; s) = Jpi(s) + µgpi(s). (58)
11The feasibility condition actually holds for almost every parametrization. Indeed, a system s with the appropriate structure is feasible
as soon as (A,B) is stabilizable. Since the set of controllable pairs (and hence stabilizable pairs) is open and dense, this is the case for
almost every systems.
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Furthermore, it can be conveniently written as a quadratic cost function
Lpi(µ; s) = lim
S→∞
1
S
E
[ S−1∑
s=0
(
xTs u˜
T
s
)
Cµ
(
xs
u˜s
)]
subject to xs+1 = Axs + B˜u˜s + s+1, u˜s = pi(xs) ∀s ≥ 0
(59)
where Cµ,ν = C† + µCg . Finally, we will denote as piµ(s) the optimal policy achieving minpi Lpi(µ; s) for the system s and
Lagrangian parameter µ whenever it exists.
Strong duality. We are concerned in this section in proving that for any s ∈ S, strong duality holds i.e. J∗(s) =
supµ minpi Lpi(µ; s). Further, we derive an algorithm that can find efficiently a feasible linear policy pi∗ such that Jpi∗(s) is
arbitrarily close to J∗(s). The proofs are structured as follow:
• In App. G, we study the inner minimization problem piµ(s) = arg minpi Lpi(µ; s) and characterize a setM such that
for all µ ∈M, the optimal policy is linear in the state, i.e., piµ(s)(x) = K˜µx. Those results are summarized in Lem. 9.
Lemma 9. For any s ∈ S, it exists µ˜ > 0 such that onM = [0, µ˜) the following properties hold
1. The extended Lagrangian LQ in (59) admits a unique solution piµ(s) = arg minpi Lpi(µ, s) obtained by solving a
discrete algebraic Riccati equation. As a result, piµ(s)(x) = Kµx and D(µ, s) = Tr(Pµ) where Pµ (resp. Kµ) are
solution of the Riccati equation (resp. the optimal control) associated with (A, B˜, Cµ).
2. D(·, s) is concave, D(·, s) ∈ C1(M) and the derivative D′(µ, s) = gpiµ(s)(s), i.e., it coincides with the constraint g
evaluated at the optimal control piµ(s).
• In App. H, we leverage the structure of the inner minimization solution to show that strong duality holds (see Thm. 4)
Theorem 4. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). Then,
J∗(s) = sup
µ∈M
min
pi
Lpi(µ; s).
Further, for any  > 0, it exists µ ∈M and a linear policy pi such that
1. gpi(s) ≤ 0, 2. µgpi(s) = 0, 3. J∗(s) ≥ D(µ, s) ≥ J∗(s)− .
Lyapunov structure of Lpi , Jpi , gpi under linear controller. As explained in the previous paragraph, we aim to show that
the optimal policy of the inner minimization problem is linear in the state, and hence we will ultimately focus on such
structured policies. Before entering the proof detail, we recall here an important technical result that allows us to express all
the Lagrangian quantities Lpi, Jpi, gpi as solutions of Lyapunov equation, as long as the policy pi is linear and stable, i.e.,
pi(x) = K˜x and Ac(K˜) = A+ B˜K˜ is stable.
Proposition 19. For all s ∈ S, for all µ ≥ 0 and for all linear policy pi(x) = K˜x such that Ac(K˜) = A + B˜K˜ is
stable,1213
Jpi(s) = Tr
(
P (K˜)
)
; gpi(s) = Tr
(
G(K˜)
)
; Lpi(µ, s) = Tr
(
Pµ(K˜)
)
; (60)
12Notice the crucial difference between Tr(Pµ(K˜)) that coincides with the average expected cost of the Lagrangian LQR, which
is characterized by the cost matrix Cµ, and Tr(P (K˜)) that corresponds to the average expected cost of the extended LQR, which is
characterized by the cost C†.
13For sake of readability, we omit the dependency in s of the Lyapunov solutions P (K˜), G(K˜) and Pµ(K˜), although there are entirely
characterized by s, µ and K˜.
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where P (K˜), G(K˜) and Pµ(K˜) are the unique solutions of the following Lyapunov equations:
P (K˜) =
(
Ac(K˜)
)T
P (K˜)Ac(K˜) +
(
I
K˜
)T
C†
(
I
K˜
)
,
G(K˜) =
(
Ac(K˜)
)T
G(K˜)Ac(K˜) +
(
I
K˜
)T
Cg
(
I
K˜
)
,
Pµ(K˜) =
(
Ac(K˜)
)T
Pµ(K˜)A
c(K˜) +
(
I
K˜
)T
Cµ
(
I
K˜
)
.
(61)
Proof. The proof relies on the fact that for any linear extended controller K˜, let Ac(K˜) be the induced closed-loop matrix
and Σ(K˜) = Ac(K˜)Σ(K˜)Ac(K˜)T + I the steady-state associated variance, for any cost matrix C,
Tr
((
I
K˜
)T
C
(
I
K˜
)
Σ(K˜)
)
= Tr(X),
where X is the solution of the Lyapunov equation X = Ac(K˜)TXAc(K˜) +
(
I
K˜
)T
C
(
I
K˜
)
.
Notice that from Cµ = C† + µCg , standard Lyapunov algebraic manipulation ensures that
Pµ(K˜) = P (K˜) + µG(K˜). (62)
As a result, for any pi (resp. for any K˜),
Lpi(µ, s) = Jpi(s) + µgpi(s) = Tr
(
Pµ(K˜)
)
= Tr
(
P (K˜)
)
+ µTr
(
G(K˜)
)
, (63)
which summarizes the three different views of the Lagrangian cost in (58), (59), and (62).
G. Proof of Lem. 9
In this section, we consider an arbitrary s ∈ S and focus on the minimization problem
piµ(s) = arg min
pi
Lpi(µ; s); D(µ; s) = min
pi
Lpi(µ; s). (64)
We study the conditions such that for a given Lagrangian parameter µ, the optimal policy is linear and can be obtained by
solving a Riccati equation. Further, we characterize the properties of D(µ, s) for those admissible Lagrangian parameters.
G.1. Riccati characterization of the inner minimization
We first notice that for any s ∈ S the pair (A, B˜) is controllable even if the original one (A,B) is not.14 Further, Cµ is a
symmetric matrix, which can be decomposed into a more “standard” LQ form isolating the cost matrices related to the state,
the extended control, and the cross terms as
Cµ =
(
Qµ N
T
µ
Nµ Rµ
)
, where Qµ ∈ Rn×n, Nµ ∈ R(n+d)×n, Rµ ∈ R(n+d)×(n+d). (65)
As a result, it is clear from Eqs. (59) and (65) that minimizing Lpi(µ, s) resembles to solving an LQR problem. However,
Cµ may not be p.s.d. which would violate the standard Riccati assumptions (see Eq. 4). Nonetheless, Riccati theory extends
to a more general setting, when Cµ is not p.s.d.
14This directly follows from the fact that B˜ is full column rank even if B may not.
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Formally, for any s ∈ S, we say that the associated Lagrangian inner minimization corresponds to an admissible Riccati
solution at µ if it exists a symmetric real matrix Pµ15 that satisfies the set of conditions:
Rµ + B˜
TPµB˜  0
Pµ = Qµ +A
TPµA− [ATPµB˜ +NTµ ][Rµ + B˜TPµB˜]−1[B˜TPµA+Nµ]
ρ(Acµ) < 1 where A
c
µ := A− B˜[Rµ + B˜TPµB˜]−1[B˜TPµA+Nµ].
(66)
The following lemma maps the existence and uniqueness of a solution satisfying Eq. (66) and the solution of the Lagrangian
LQR.
Lemma 10. For any s ∈ S, if for some Lagrangian parameter µ ≥ 0 it exists a symmetric matrix Pµ satisfying the set of
conditions (66) defined w.r.t. s and µ, then:
1. Pµ is unique,
2. Pµ the solution of the Lagrangian LQR (64), i.e., D(µ, s) = Tr(Pµ),
3. The optimal policy is linear in the state, i.e.,
piµ(s)(x) = K˜µx, where K˜µ = −[Rµ + B˜TPµB˜]−1[B˜TPµA+Nµ], (67)
4. Jpiµ(s)(s) = Tr
(
P (K˜µ)
)
, gpiµ(s)(s) = Tr
(
G(K˜µ)
)
, Lpiµ(s)(µ, s) = Tr
(
Pµ
)
.
Proof. The first assertion directly follows from Thm. 1 in (Molinari, 1975) which ensures that if a solution to the Riccati
equation exists, then it is unique. Furthermore, as it satisfies the Bellman equation, this ensures that D(µ, s) = Tr(Pµ) and
that piµ(s)(x) = K˜µx (see [Bertsekas, Vol.2, Prop.5.6.1]). Finally, since the optimal policy is linear, we can use Prop. 19 to
obtain the Lyapunov characterization of Jpiµ(s)(s), gpiµ(s)(s),Lpiµ(s)(µ, s).
In essence, Lem. 10 indicates that when (66) admits a solution, then the inner minimization is nice at µ, since it corresponds
to the solution of a Riccati equation, that is unique and leads to a linear optimal controller. As a result, Lem. 10 provide us
with a highly implicit characterization of good Lagrangian parameters µ.
G.2. Domain of Admissible Riccati Solutions
In the previous section we identified the condition for which at a specific Lagrangian parameter µ, the solution of (64) is
obtained by solving a Riccati equation. We now proceed with characterizing the set ofM in which (66) holds.
Clearly, for {µ ∈ R+ s.t Cµ  0}, (66) holds as it coincides with the "standard" LQR setting. However, this set can be
extended to a larger one, that we denote asM. We first relate the existence of a Riccati solution to a certain Popov criterion.
Following Molinari (1975), we introduce the Popov functions:
Definition 3. The Popov function Ψµ(·, s) associated with s ∈ S and Lagrangian parameter µ is defined as:
Ψµ(z; s) =
(
(Iz−1 −A)−1B˜
I
)T
Cµ
(
(Iz −A)−1B˜
I
)
, ∀z ∈ C, |z| = 1. (68)
For any controller K˜, the controlled Popov function ΨK˜µ (·, s) associated with s ∈ S and Lagrangian parameter µ is defined
as:
ΨK˜µ (z; s) =
(
(Iz−1 −Ac(K˜))−1B˜
I
)T(
I K˜T
0 I
)
Cµ
(
I 0
K˜ I
)(
(Iz −Ac(K˜))−1B˜
I
)
(69)
In essence, the controlled Popov function by K˜ simply consists in the Popov function when s is pre-controlled by K˜. The
link between those two is given by
ΨK˜µ (z; s) = Y
K˜(z−1; s)TΨµ(z; s)Y K˜(z; s) where Y K˜(z; s) = I + K˜[Iz −Ac(K˜)]−1B˜. (70)
15We drop the dependency in s for sake of readability.
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The interest of considering Popov functions rather than solution of (66) is that the latter are well defined for all µ ≥ 0
while the former may not. Further, one can map the existence of a solution to (66) to the positive definiteness of the Popov
functions. Those results are provided in (Molinari, 1975).
Proposition 20 (Thm.1&2 Molinari (1975)). For any controllable system s, the following conditions are equivalent:
1. There exists a real symmetric solution satisfying Eq. (66), necessarily unique.
2. For some (and hence all) K˜ such that |λ(Acµ(K˜))| 6= 1, ΨK˜µ (z; s)  0 on the unit circle |z| = 1.
We also recall two important identities can be extracted from Molinari (1975) that links the Popov function to the optimal
quantities Acµ, Dµ, K˜µ whenever they are defined:
∀|z| = 1, ΨK˜µµ (z; s) = Dµ;
∀|z| = 1, ∀K˜1, K˜2 s.t |λ(Ac(K˜1))| 6= 1, |λ(Ac(K˜2))| 6= 1,ΨK˜1µ (z; s) = Y K˜1,K˜2(z−1; s)TΨK˜2µ (z; s)Y K˜1,K˜2(z; s),
where Y K˜1,K˜2(z; s) = I + (K˜1 − K˜2)[Iz −Ac(K˜1)]−1B˜.
(71)
Thanks to Prop. 20, we can now associate to any s ∈ S a setM such that for all µ ∈M, a symmetric solution to (66) exists
and is strictly stabilizing, which, by Lem. 10 implies that the optimal solution to (64) is a linear policy.
Lemma 11. For any s ∈ S, let ΨK˜µ (z, s) be defined by Def. 3. Let
µ˜ := sup
{
µ ≥ 0 s.t. ΨK˜µ (z, s)  0, for all |z| = 1 and K˜ such that |λ
(
Acµ(K˜)
)| 6= 1}. (72)
Then, the setM = [0, µ˜) is non-empty and for all µ ∈M, Eq. (66) admits a solution such that ρ(Acµ) < 1.
Proof. 1. For µ = 0,
C0 = C† + 0× Cg =
(
C1† 0
0 0
)
+ C2† .
Let K =
(
0
−A
)
which is such that Ac(K) = 0. From C1†  0 and C2† < 0, one has for all |z| = 1,
ΨK0 (z, s) =
(
(Iz−1 −Ac(K))−1B˜
I
)T(
I K
T
0 I
)
C†
(
I 0
K I
)(
(Iz −Ac(K))−1B˜
I
)
=
(
zB˜
I
)T(
I K
T
0 I
)
C†
(
I 0
K I
)(
z−1B˜
I
)
<
(
zB˜
I
)T(
I K
T
0 I
)(
C1† 0
0 0
)(
I 0
K I
)(
z−1B˜
I
)
<
(
zB In
Id 0
)T
C1†
(
z−1B In
Id 0
)
 0
where we used that
∣∣∣∣det(zB InId 0
)∣∣∣∣ = ∣∣∣∣det(In zB˜0 Id
)∣∣∣∣ = 1 and that C1†  0 to obtain the last inequality. Since we
exhibit a K such that ΨK0 (z, s)  0 for all |z| = 1, Prop. 20 ensures that it holds for all K˜ such that |λ(Ac(K˜))| 6= 1
and thus that 0 ∈M andM is non-empty.
2. To show that all µ ∈M are associated with a strictly stabilizing solution of (66), we will invoque Prop. 20. As a result,
we are left to prove that for all µ ∈M, it exists K˜ such that |λ(Acµ(K˜))| 6= 1 and ΨK˜µ (z, s)  0 for all |z| = 1.
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Exploiting the linearity of Ψµ (as Cµ is linear in µ, for all |z| = 1 and K˜), so is ΨK˜µ (z, s). Hence, for all |z| = 1, for
all v ∈ Cn+d \ {0}, the function
f : µ→ v∗ΨK˜µ (z, s)v,
is linear in µ. Moreover, limµ→µ˜ f(µ) ≥ 0 and f(0) > 0, which implies that for all µ ∈M, for all |z| = 1,
∀v ∈ Cn+d \ {0}, v∗ΨK˜µ (z, s)v > 0 ⇒ ΨK˜µ (z, s)  0.
G.3. Characterization of D(µ, s)
We are now ready to characterize the dual functionD. For any s ∈ S, the use of the Popov functions allows us to define a set
M ( Lem. 11) that depends explicitely (yet in a non-trivial fashion) in s, and on which the inner minimization problem (64)
corresponds to a well-defined (yet non-standard) Riccati equation. We summarize lemmas 10 and 11 in Prop. 21 which
proves the first statements of Lem. 9.
Proposition 21. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72) and D(µ, s) the
dual function defined in (64). Then,
1. for all µ ∈M, it exists a unique symmetric matrix Pµ satisfying (66),
2. the optimal policy piµ(s) = arg minpi Lpi(µ; s) is linear in the state, i.e., piµ(s)(x) = K˜µx, where
K˜µ = −[Rµ + B˜TPµB˜]−1[B˜TPµA+Nµ],
3. Jpiµ(s)(s) = Tr
(
P (K˜µ)
)
, gpiµ(s)(s) = Tr
(
G(K˜µ)
)
, D(µ, s) = Lpiµ(s)(µ, s) = Tr
(
Pµ
)
.
Proof. The proof of Prop. 21 directly follows from merging Lem. 10 and Lem. 11.
Now that Prop. 21 guarantees that for any s ∈ S, D(·, s) is well defined on some explicit convex setM, we are able to
prove the last statements of Lem. 9.
Proposition 22. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). Let D′ denote the
derivative of D w.r.t. µ. Then,
1. M is a non-empty convex set,
2. µ→ D(µ, s) is concave onM and D(µ, s) > −∞ onM.
3. µ→ D(µ, s) ∈ C1(M).
4. D′(µ, s)) = gpiµ(s)(s) = Tr(G(K˜µ)), where K˜µ and piµ(s)(x) = K˜µx be respectively the optimal controller and
policy as defined in Prop. 21 and G(K˜µ) is given in (61). As a result,
D(µ, s) = Jpiµ(s)(s) + µgpiµ(s)(s) = Jpiµ(s)(s) + µD′(µ, s). (73)
Proof. 1. M is non-empty from Lem. 11. Further,M = [0, µ˜) where µ˜ is defined in (72). Thus,M is convex.
2. The concavity of D(·, s) is provided by construction, as D is the minimum of affine function. The lower boundedness
property of D(·, s) follows from Dµ = Rµ + B˜TPµB˜  0 for all µ ∈ M. Since Rµ ≺ +∞ and B˜ is full column
rank,
Dµ  0 ⇒ B˜TPµB˜  −∞ ⇒ Pµ  −∞ ⇒ D(µ, s) = Tr(Pµ) > −∞.
3. The smoothness of D(·, s) follows from Alexandrov’s Theorem that guarantees that D(·, s) is twice differentiable on
M and hence in C1(M).
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4. gpiµ(s)(s) = Tr(G(K˜µ)) by Prop. 21. We are thus left to prove that D′(µ, s)) = gpiµ(s)(s), which is a structural
property inherited from the Lagrangian formulation and that is directly implied by the fact that D(µ, s) > −∞ for all
µ ∈M and that D(·, s) is smooth and concave. Observe that by construction, for any (µ, µ) ∈M2,
D(µ, s) = Jpiµ(s)(s)+µgpiµ(s)(s) = min
pi
(Jpi(s) + µgpi(s)) ≥ Jpiµ(s)(s)+µgpiµ(s)(s) = D(µ, s)+(µ−µ)gpiµ(s)(s).
Thus, D(µ, s) ≥ D(µ, s) + (µ− µ)gpiµ(s)(s) which means by definition that gpiµ(s)(s) belongs to the super-gradient
set at µ (which is defined for concave function that are not −∞, see (Rockafellar, 1970) for a survey). However, since
D(·, s) ∈ C1(M), the super-gradient set is reduced to a singleton, which coincides with the derivative. As a result,
D′(µ, s) = gpiµ(s)(s).
H. Proof of Thm. 4
We are now ready to proceed with the proof of Thm. 4 and aim at proving strong duality, i.e., that for any s ∈ S associated
with admissible Riccati setM,
J∗(s) = sup
µ∈M
D(µ; s) = sup
µ∈M
min
pi
Lpi(µ; s).
Notice that the definition of S guarantees that it exists a feasible stable linear policy for s, and hence that
J∗(s) <∞. (74)
Further, from weak-duality,
J∗(s) ≥ sup
µ∈M
D(µ; s), (75)
thus the proof consists in showing the converse inequality.
The reason why we write the strong-duality in a sup−min sense is that strong duality might hold on the frontier of the
open setM. More in details, we aim to show that for any s ∈ S, for any arbitrary  > 0,
J∗(s) ≥ sup
µ∈M
D(µ; s) = sup
µ∈M
min
pi
Lpi(µ; s) ≥ J∗(s)− .
Since the l.h.s. inequality is always true by weak-duality, we focus on proving the r.h.s. inequality.
The proof distinguishes between two distinct cases, based on the monotonicity of the dual function D. Notice that Lem. 9
ensures that D is a concave function over the real convex set M. As a result, it can be either 1) increasing then
non-increasing or non-increasing everywhere 2) (strictly) increasing everywhere onM.
In case 1), we show that strong duality holds in a “strict” sense16, that is it exists µ∗ ∈M such that
strong duality J∗(s) = max
µ∈M
D(µ; s) = D(µ∗; s)
primal feasibility gpiµ∗ (s) ≤ 0
complementary slackness µ∗gpiµ∗ (s) = 0.
(76)
In case 2), we show that strong duality holds in a “weak” sense17, that is that
J∗(s) = sup
µ∈M
D(µ; s). (77)
More in detail, we show that for any arbitrary  > 0, it exists µ ∈M such that D(µ, s) ≥ J∗(s)− . As a by-product, we
provide an explicit linear policy pi(x) = K˜x which satisfies the primal feasibility i.e., gpi(s) ≤ 0 and is -optimal i.e.,
Jpi(s)− J∗(s) ≤ , either in closed-form, either as the solution of a well-defined Riccati equation.
16We say that strong duality holds in a strict sense when the sup−min is replaced by a max−min
17We say that strong duality holds in a weak sense when max is not attain on the domain, and hence has to be replaced by a sup.
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H.1. Case 1). The dual function D(·, s) is non-increasing on a subset ofM
By Lem. 9, D(·, s) is concave and C1(M). As a result, D(·, s) is non-increasing on a subset ofM if and only if it exists
µ− ∈M such that D′(µ−, s) ≤ 0. In this case, we have the following result.
Lemma 12. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). If it exists µ− ∈M
such that D′(µ−, s) ≤ 0, then, D(·, s) attains its maximum onM and it exists µ∗ ∈ arg maxµ∈MD(µ, s) such that
1. J∗(s) = maxµ∈MD(µ; s) = D(µ∗; s),
2. gpiµ∗ (s) ≤ 0
3. µ∗gpiµ∗ (s) = 0.
Proof. The proof of Lem. 12 follows from Lem. 9. Since it exists µ− ∈M such that D′(µ−, s) ≤ 0, by concavity, D(·, s)
attains its maximum onM. Let µ∗ be the smallest Lagrangian parameter in {arg maxµ∈MD(µ, s)}. Then,
Either µ∗ = 0 and D′(µ∗, s) ≤ 0; Either µ∗ > 0 and D′(µ∗, s) = 0. (78)
Since gpiµ(s)(s) = D′(µ, s) for all µ ∈M, (78) translates into
Either µ∗ = 0 and gpiµ∗ (s)(s) ≤ 0; Either µ∗ > 0 and gpiµ∗ (s)(s) = 0. (79)
In both case, we obtain the primal feasibility and complementary slackness.
We conclude the proof noting that J∗(s) ≥ D(µ∗, s) from weak duality, that D(µ∗, s) = Lpiµ∗ (s)(µ∗, s) = Jpiµ∗ (s)(s) +
µ∗gpiµ∗ (s)(s) = Jpiµ∗ (s)(s) from complementary slackness, and that Jpiµ∗ (s)(s) ≥ J∗(s) from primal feasibility. Hence,J∗(s) = D(µ∗, s).
H.2. Case 2). The dual function D(·, s) is strictly increasing onM
When D(·, s) is strictly increasing onM, we have
∀µ ∈M, D′(µ, s) > 0, (80)
which implies that the maximum is not attained onM, and prevents us from using a similar path as in App. H.1 but indicates
that we should study the behavior of D(µ, s) when µ→ µ˜ that is the closure ofM.
We first stress in App. H.2.1 the implications of (80) in term of boundedness ofM and in term of stability of the optimal
policy piµ(s). In light of those properties, we discuss in App. H.2.2 the behavior of D(µ, s) when µ approaches µ˜ and
show that there exists suboptimal linear policies pi 6= piµ(s) that yield almost the same performance, i.e., such that
Lpi(µ, s) ' D(µ, s). Finally, in App. H.2.3 we provide an explicit feasible policy pi whose performance can be made
arbitrarily close to the optimal one, i.e., such that Lpi(µ, s) − D(µ, s) ≤  for some µ ∈ M which implies that
Jpi(s)− J∗(s) ≤ .
H.2.1. STABILITY AND BOUNDEDNESS PROPERTIES
The condition (80) provides us with information both on the value of µ˜ and on the stability of piµ(s) overM. Those are
formalized by in the following statements.
Proposition 23. For any s ∈ S, letM = [0, µ˜) be the admissible Riccati set associated with s as defined in (72). If for all
µ ∈M, D′(µ, s) > 0, then,
µ˜ ≤ λmax
((
In+d 0
0 0
)
C†
(
In+d 0
0 0
))
/λmin(V
−1). (81)
Proposition 24. For any s ∈ S, let M be the admissible Riccati set associated with s as defined in (72). Let K˜µ,
Acµ = A + B˜K˜µ and Σµ = A
c
µΣµ
(
Acµ)
T + I be the optimal controller, closed-loop matrix and steady-state covariance
matrix at µ ∈M respectively. Then, for all µ ∈M,
D′(µ, s) ≥ 0 ⇒ Tr(Σµ) ≤ κ(µ, s) ≤ κ(s) ⇒ ρ(Acµ)2 ≤ 1− 1/κ(µ, s) ≤ 1− 1/κ(s), (82)
where 1 ≤ κ(µ, s) := D(µ, s)/λmin(C1† ) and 1 ≤ κ(s) := J∗(s)/λmin(C1† ).
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The next proposition follows directly as a corollary from (82).
Proposition 25. For any s ∈ S, let M be the admissible Riccati set associated with s as defined in (72). Let K˜µ,
Acµ = A + B˜K˜µ and Σµ = A
c
µΣµ
(
Acµ)
T + I be the optimal controller, closed-loop matrix and steady-state covariance
matrix at µ ∈M respectively. Then, for all µ ∈M such that D′(µ, s) ≥ 0,
D′(µ, s) ≥ 0 ⇒

∀k ∈ N,
∥∥∥(Acµ)k∥∥∥
2
≤
√
κ(µ, s)
(
1− 1/κ(µ, s))−k ≤√κ(s)(1− 1/κ(s))−k∥∥∥∥( IK˜µ
)∥∥∥∥
2
≤
√
κ(µ, s)(2 + ‖A‖2‖B‖2) ≤
√
κ(s)(2 + ‖A‖2‖B‖2)
(83)
where 1 ≤ κ(µ, s) := D(µ, s)/λmin(C1† ) and 1 ≤ κ(s) := J∗(s)/λmin(C1† ).
Proof of Prop. 23. The proof is done by contradiction. Suppose that (81) do not hold. Then, it exists µ ∈M such that
µ > λmax
((
In+d 0
0 0
)
C†
(
In+d 0
0 0
))
/λmin(V
−1).
As a result, from Cµ = C† + µCg we obtain(
In+d 0
0 0
)
Cµ
(
In+d 0
0 0
)
≺ λmax
((
In+d 0
0 0
)
C†
(
In+d 0
0 0
))
I − µλmin(V −1)I ≺ 0.
Hence, for all linear policy pi(x) = K˜x of the form K˜ =
(
Ku
0
)
(
I
K˜
)T
Cµ
(
I
K˜
)
=
 IKu
0
T Cµ
 IKu
0
 = ( I
Ku
)T(
In+d 0
0 0
)
Cµ
(
In+d 0
0 0
)(
I
Ku
)
≺ 0.
Thus, for such pi,
Lpi(µ; s) = lim
S→∞
1
S
E
[ S−1∑
s=0
(
xTs u˜
T
s
)
Cµ
(
xs
u˜s
)]
≤ lim
S→∞
1
S
E
[ S−1∑
s=0
xTs
(
I
Ku
)T(
In+d 0
0 0
)
Cµ
(
In+d 0
0 0
)(
I
Ku
)
xs
]
< 0
subject to xs+1 = Ac(K˜)xs + s+1.
As a result,
• either Ac(K˜) is not stable and D(µ, s) ≤ Lpi(µ; s) = −∞, that contradicts the second statement in Prop. 22,
• either Ac(K˜) is stable and −∞ < D(µ, s) < 0. However, from C0 < 0, we know that D(0, s) ≥ 0, which contradicts
the fact that D(·, s) is (strictly) increasing onM.
Proof of Prop. 24. Let µ ∈M such that D′(µ, s) ≥ 0. Then, we have
J∗(s) ≥ D(µ, s) = Jpiµ(s)(s) + µgpiµ(s)(s) = Jpiµ(s)(s) + µD′(µ, s) ≥ Jpiµ(s)(s),
where the l.h.s. inequality follows from weak duality while the equalities follows from (73). Moreover, let Σµ be the
steady-state covariance matrix defined by
Σµ = A
c
µΣµ
(
Acµ
)T
+ I,
we have by Eqs. (60) and (61),
Jpiµ(s)(s) = Tr
(
P (K˜µ)
) ≥ Tr(Σµ)λmin(C1† ).
As a result,
1
1− ρ(Acµ)2
= ‖Σµ‖2 ≤ Tr(Σµ) ≤ D(µ, s)/λmin(C1† ) := κ(µ, s).
Finally, weak duality ensures that κ(µ, s) ≤ κ(s) := J∗(s)/λmin(C1† ).
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Proof of Prop. 25. 1. The first assertion follows from propositions 6 and 24. Since by Prop. 24, κ(µ, s) < Σµ < I , and
AcµΣµ
(
Acµ
)T − Σµ = −I , Prop. 6 ensures that for any k ∈ N,∥∥∥(Acµ)k∥∥∥
2
≤
√
κ(µ, s)
(
1− 1/κ(µ, s))−k.
2. Decomposing K˜µ =
(
Kuµ
Kwµ
)
, where Kuµ ∈ Rd,n, Kwµ ∈ Rn,n we have that
(
I
K˜uµ
)T(
I
K˜uµ
)
=
(
I
K˜µ
)T(
In+d 0
0 0
)(
I
K˜µ
)
4 1
λmin(C1† )
(
I
K˜µ
)T
C1†
(
I
K˜µ
)
4 1
λmin(C1† )
(
I
K˜µ
)T
C†
(
I
K˜µ
)
4 1
λmin(C1† )
P (K˜µ).
Hence,
∥∥∥∥( IK˜uµ
)∥∥∥∥2
2
≤ Tr
(
P (K˜µ)
)
λmin(C1† )
≤ κ(s, µ). Further, we have Kwµ = Acµ −
(
A B
)( I
K˜uµ
)
, we obtain
‖Kwµ ‖2 ≤ ‖Acµ‖2 + ‖A‖2‖B‖2
∥∥∥∥( IK˜uµ
)∥∥∥∥
2
≤
√
κ(µ, s)(1 + ‖A‖2‖B‖2).
As a result, since ‖Acµ‖2 ≤
√
κ(µ, s), we obtain
∥∥∥∥( IK˜µ
)∥∥∥∥
2
≤
∥∥∥∥( IK˜uµ
)∥∥∥∥
2
+ ‖Kwµ ‖2 ≤
√
κ(µ, s)(2 + ‖A‖2‖B‖2).
H.2.2. CLOSURE OFM
From condition (80), it is clear that all optimal policies {piµ(s)}µ∈M will violate the constraint since it is equivalent to
gpiµ(s) > 0 for all µ ∈ M. However, we show here that when µ˜ − µ is small, there exist other linear policies pi whose
constraint value gpi(s) may be very different than gpiµ(s)(s) but such that Lpi(µ, s)−D(µ, s) is small.
Proposition 26. For any s ∈ S, letM = [0, µ˜) be the admissible Riccati set associated with s as defined in (72). For all
µ ∈ M, let Acµ, Dµ be the associated Riccati quantities defined in (66). Then, whenever µ˜ < +∞, it exists |z| = 1 such
that
lim
µ→µ˜
|det(Iz −Acµ)|2 det(Dµ) = 0. (84)
Prop. 26 indicates that when µ approaches µ˜, the stability and positivity conditions in (66) saturate, that is ρ(Acµ) → 1
and/or λmin(Dµ)→ 0. However, according to Prop. 24, the optimal policies {piµ(s)}µ∈M are uniformly stable when (80)
holds. As a result, we have:
Corollary 2. For any s ∈ S, letM = [0, µ˜) be the admissible Riccati set associated with s as defined in (72). For all
µ ∈M, let Acµ, Dµ be the associated Riccati quantities defined in (66). Then, if for all µ ∈M, D′(µ, s) > 0,
lim
µ→µ˜
det(Dµ) = 0. (85)
Further,
λmin(Dµ) ≤ αD(s)|µ˜− µ|, where αD(s) = 8‖Cg‖2κ(s)4 ((2 + ‖A‖2‖B‖2)(1 + ‖B‖2))2 . (86)
Comment on the role of Dµ = Rµ + B˜TPµB˜. As stressed in Cor. 2, we are facing here the case where
limµ→µ˜ λmin(Dµ) = 0. This paragraph aims at providing some insight on why this is equivalent to the fact that the
optimal controller K˜µ become less and less "unique" as µ approaches µ˜.
First, notice that (66) focuses on particular solution of the Riccati equation: 1) the condition ρ(Acµ) < 1 imposes the solution
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to be stabilizing; 2) the condition Dµ  0 imposes some sort of global and unique optimality of the solution. Indeed, for
any linear controller pi(x) = K˜x, let Pµ(K˜) be the solution of the Lyapunov equation
Pµ(K˜) = A
c(K˜)TPµ(K˜)A
c(K˜) +
(
I
K˜
)T
Cµ
(
I
K˜
)
Then, Lpi(µ) = Tr
(
Pµ(K˜)
)
and the sub-optimality gap is given by Lpi(µ) − D(µ) = Tr
(
∆) where ∆ = Pµ(K˜) − Pµ.
Moreover, algebraic manipulations ensure that ∆ is the solution of the Lyapunov equation:
∆ = Ac(K˜)T∆Ac(K˜) + (K˜µ − K˜)TDµ(K˜µ − K˜). (87)
(87) links the sub-optimality gap to the quantity (K˜µ − K˜)TDµ(K˜µ − K˜). As a result, global optimality is asserted as soon
as Dµ < 0 since this implies that ∆ < 0. Further, Dµ  0 guarantees the uniqueness, while there exists a subspace of
optimal solution if Dµ is rank deficient. Finally, when Dµ is arbitrarily close to 0, it may exist controllers K˜ 6= K˜µ with
arbitrarily close value Lpi(µ) ≈ D(µ).
Proof of Prop. 26. The proof follows from (69), (71) and (72). Let K =
(
0
−A
)
, which is such that Ac(K) = A+ B˜K =
A−A = 0. The definition of µ˜ in (72) and the fact that µ˜ < +∞ ensure that it exists at least a |z| = 1 such that
det
(
ΨKµ˜ (z, s)
)
= 0,
hence the linearity of Ψ w.r.t. µ and (69) leads to limµ→µ˜ det
(
ΨKµ (z, s)
)
= 0. Further, (71) provides that for all µ ∈M,
det
(
ΨKµ (z, s)
)
= det
((
I + z(K − K˜µ)B˜
)T
Dµ
(
I + z−1(K − K˜µ)B˜
))
= det(Dµ)
∣∣∣det (Iz + (K − K˜µ)B˜)∣∣∣2 .
Using Sylvester’s determinant identity (det(I+XY ) = det(I+Y X) for any matricesX,Y ), and the fact that B˜(K−K˜µ) =
−Acµ, we obtain
det
(
ΨKµ (z, s)
)
= det(Dµ)
∣∣det (Iz −Acµ)∣∣2 (88)
Thus,
lim
µ→µ˜
det(Dµ)
∣∣det (Iz −Acµ)∣∣2 = 0.
Proof of Cor. 2. The proof of Cor. 2 directly follows from propositions 23, 24 and 26.
1. Since ρ(Acµ) < 1 for all µ ∈ M,
∣∣det (Iz −Acµ)∣∣2 > 0 for all |z| = 1. Hence, we have necessarily that
limµ→µ˜ det(Dµ) = 0.
2. limµ→µ˜ det(Dµ) = 0 implies that for any K˜ such that |λ(Ac(K˜))| 6= 1,
det
(
ΨK˜µ˜ (z, s)
)
= 0 ∀|z| = 1 ⇒ det (ΨK˜µ˜ (1, s)) = 0 ⇒ λmin(ΨK˜µ˜ (1, s)) = 0.
Fix µ ∈ M. By definition |λ(Ac(K˜µ))| 6= 1, and thus λmin
(
Ψ
K˜µ
µ˜ (1, s)
)
= 0. Let vmin be an eigenvector associated
with the zero eigenvalue of ΨK˜µµ˜ (1, s). The linearity of Ψ leads to
0 = vTminΨ
K˜µ
µ˜ (1, s)vmin = v
T
minΨ
K˜µ
µ (1, s)vmin+(µ˜−µ)vTmin
(
(I −Acµ))−1B˜
I
)T(
I K˜Tµ
0 I
)
Cg
(
I 0
K˜µ I
)(
(I −Acµ)−1B˜
I
)
vmin.
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Thus,
vTminΨ
K˜µ
µ (1, s)vmin ≤ |µ˜− µ|‖Cg‖2
∥∥∥∥( I 0K˜µ I
)∥∥∥∥2
2
vTmin
(
I + B˜T(I −Acµ)−T(I −Acµ)−1B˜
)
vmin
≤ 2|µ˜− µ|‖Cg‖2
(
1 +
∥∥∥∥( IK˜µ
)∥∥∥∥2
2
)(
1 + ‖B˜‖22‖(I −Acµ)−1‖22
)
.
From Prop. 25, we have
∥∥∥∥( IK˜µ
)∥∥∥∥2
2
≤ κ(s)(2 + ‖A‖2‖B‖2)2. Further, since Acµ is stable,
‖(I −Acµ)−1‖2 =
∥∥∥∥∥
∞∑
k=0
(
Acµ
)k∥∥∥∥∥
2
≤ κ(s)3/2.
As a result,
vTminΨ
K˜µ
µ (1, s)vmin ≤ 2|µ˜− µ|‖Cg‖2
(
1 + ‖B˜‖22κ(s)3
)(
1 + κ(s)(2 + ‖A‖2‖B‖2)2
)
≤ 8|µ˜− µ|‖Cg‖2κ(s)4 ((2 + ‖A‖2‖B‖2)(1 + ‖B‖2))2 .
We conclude noting that by (71), we have
λmin(Dµ) ≤ vTminDµvmin = vTminΨK˜µµ (1, s)vmin.
H.2.3. FEASIBLE AND −OPTIMAL LINEAR POLICIES
When for all µ ∈ M, D′(µ, s) > 0, Cor. 2 shows that limµ→µ˜ λmin(Dµ) = 0. Further, the previous comment suggests
that it exists linear policies pi that yield close-to-optimal performances but can differ significantly from piµ. Lem. 13 shows
that this is enough to guarantee the existence of − optimal feasible linear policy, while such policies are explicitely given
in propositions 27 and 28, either in closed-form, either as the optimal solution of a modified well-posed Riccati equation.
Lemma 13. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). If for all µ ∈ M,
D′(µ, s) > 0, then, for any  > 0, it exists pi(x) = K˜x and µ ∈M such that
1. gpi(s) ≤ 0,
2. µgpi(s) = 0,
3. D(µ, s) ≥ Lpi(µ, s)− .
Lem. 13 proves strong-duality (in a weak "sup−min" sense) when D′(µ, s) > 0 for all µ ∈M. Indeed, it implies that
J∗(s)
(1)
≥ sup
µ∈M
D(µ, s)
(2)
≥ D(µ, s)
(3)
≥ Lpi(µ, s)−  (4)= Jpi
(5)
≥ J∗(s)− ,
where (1) follows from weak duality, (2) from µ ∈ M, (3) from the −optimality of pi, (4) from complementary
slackness and (5) from primal feasibility.
As a result, Lem. 13 in conjunction with Lem. 12 proves Thm. 4.
We are left to prove Lem. 13. The analysis is conducted differently depending on the limiting null-space of Dµ. Formally,
we distinguish between the following cases:
Case A). λker(B˜)(Dµ) <
√
λmin(Dµ),
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Case B). λker(B˜)(Dµ) ≥
√
λmin(Dµ),
where λker(B˜)(Dµ) = min‖v‖=1,v∈ker(B˜) v
TDµv. Since D′(µ, s) > 0 for all µ ∈M, propositions 23 and 26 ensure that
for any arbitrary 1 >  > 0, it exists µ such that
λmin(Dµ) = ν()
2, where ν() = min
(
λmin(C
1
† )
2‖B˜‖22 max(J∗(s), 1)
,
1
82n+1κ(s)2n
min
(
1,
λmin(C
1
† )σ
2
B˜
2κ(s)2c(µ)
))2
2.
In Case A), i.e., when λker(B˜)(Dµ) < ν(), we explicitly provide an −optimal feasible controller. Formally, we
use Prop. 27 (we postpone the proof in to the next subsection), which explicit a modified policy linear pi given by the linear
controller K˜.
1. gpi(s) = 0,
2. D(µ, s) ≥ Lpi(µ, s)− .
Proposition 27. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). For any µ ∈M,
let K˜µ and Acµ be respectively the optimal controller and closed-loop matrix defined by (66), and let Σµ = A
c
µΣ
(
Acµ
)T
+ I
be its associated steady-state covariance matrix. If it exists µ ∈M such that
1. D(µ, s) > 0
2. λker(B˜)(Dµ) ≤
λmin(C
1
† )
2‖B˜‖22 max(J∗(s),1)
where λker(B˜)(Dµ) = min‖v‖=1,v∈ker(B˜) v
TDµv,
then, the modified linear policy pi given by the modified controller K defined as:
K = K˜µ + δK; δK = αvx
T,
v = arg min
‖v‖=1,v∈ker(B˜)
vTDµv,
x ∈ Rn is such that ‖x‖ = 1 and vTY Σµx = 0, where Y =
(
0
In+d
)T
Cg
(
I
K˜µ
)
,
α2 =
gpiµ(s)(s)
−vTZvxTΣµx where Z =
(
0
In+d
)T
Cg
(
0
In+d
)
.
(89)
is well defined. Further, D(µ, s) ≥ Lpi(µ, s)− λker(B˜)(Dµ) 2‖B˜‖
2
2J∗(s)
λmin(C1† )
and gpi(s) = 0.
In Case B), i.e., when λker(B˜)(Dµ) ≥ ν(), we have that λmin(Dµ)/λker(B˜)(Dµ) ≤ ν(). We implicitely provide an
−optimal feasible controller as the solution of the dual problem of a modified system. Formally, we use Prop. 28 (we
postpone the proof in to the next subsection), which guarantees the existence of an optimal linear policy pi w.r.t. to a
modified system for a Lagrangian parameter µ∗ ∈M such that
1. gpi(s) ≤ 0,
2. µ∗gpi(s) = 0,
3. D(µ, s) ≥ Lpi(µ, s)− .
Proposition 28. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). For any µ ∈M,
let Acµ, Dµ be defined by (66) and K˜µ be the optimal controller. We assume that it exists µ ∈M such that
1. D(µ, s) > 0
Efficient Optimistic Exploration in Linear-Quadratic Regulators via Lagrangian Relaxation
2. λmin(Dµ)λker(B˜)(Dµ) ≤
1
82n+1κ(s)2n min
(
1,
λmin(C
1
† )σ
2
B˜
2c(µ)κ(s)
)
,
where
λker(B˜)(Dµ) = min‖v‖=1,v∈ker(B˜)
vTDµv, σ
2
B˜
= min
‖v‖=1,v∈Im(B˜)
vTB˜TB˜v,
κ(s) = J∗(s)/λmin(C1† ), c(µ) =
(
λmax(C†) + µ
)(
1 + ‖B˜‖22(1 + ‖A‖22)
)
.
Then, it exists a linear policy pi(sη) and a Lagrangian parameter µη ∈M such that
1. gpi(sη)(s) ≤ 0,
2. µηgpi(sη)(s) = 0,
3. D(µη, s) ≥ Lpi(sη)(µη, s)− λmin(Dµ)λker(B˜)(Dµ)2κ(s)
2 c(µ)
σ2
B˜
82n+1κ(s)2n.
For Case A) and Case B), we constructed a feasible linear policy pi that is − optimal, which concludes the proof of Lem. 13
H.2.4. PROOFS
Proof of Prop. 27. We first show that K is well-defined, then quantify its sub-optimality gap and finally show that it
satisfies primal feasibility.
1. Clearly, the existence of x is asserted (it is simply a unitary vector orthogonal to y = Y ΣµY Tv that is well defined).
Further, gpiµ(s)(s) = D(µ, s) > 0 and xTΣµx ≥ 1 > 0. Thus, we only have to show that −vTZv > 0 to assert the
existence of K.
From v ∈ ker(B˜), we have
vTRµv = v
T(Rµ + B˜
TPµB˜)v = v
TDµv = λker(B˜)(Dµ) ≤
λmin(C
1
† )
2‖B˜‖22 max(J∗(s), 1)
.
Further,
Rµ =
(
0
In+d
)T
Cµ
(
0
In+d
)
=
(
0
In+d
)T
C†
(
0
In+d
)
+ µ
(
0
In+d
)T
Cg
(
0
In+d
)
=
(
0
In+d
)T
C†
(
0
In+d
)
+ µZ.
Since s ∈ S, we have that C† <
(
C1† 0n,n+d
0n+d,n 0n
)
and C1† ∈ Sn+d++ . Thus,
Rµ <
0n,d 0n,nId 0d,n
0n,d In
T( C1† 0n,n+d
0n+d,n 0n
)0n,d 0n,nId 0d,n
0n,d In
+ µZ = (0n,d 0n,n
Id 0d,n
)T
C1†
(
0n,d 0n,n
Id 0d,n
)
+ µZ.
Now, decomposing v ∈ Rn+d into control u ∈ Rd and perturbation w ∈ Rn as vT = (uT wT), we have
vTRµv ≥
(
0
u
)T
C1†
(
0
u
)
+ µvTZv ≥ ‖u‖2λmin(C1† ) + µvTZv.
From B˜v = 0 we have that Bu+ w = 0 and hence that v =
(
u
−Bu
)
=
(
Id
−B
)
u. Further, ‖v‖2 = 1 implies that
1 = uT
(
Id −BT
)( Id
−B
)
u = uT(I +BTB)u ≤ λmax(I +BTB)‖u‖2 = λmax(I +BBT)‖u‖2 = ‖B˜‖22‖u‖2.
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Summarizing, we have that
λmin(C
1
† )
2‖B˜‖22 max(J∗(s), 1)
≥ vTRµv ≥ λmin(C1† )/‖B˜‖22 + µvTZv
⇒ µvTZv ≤ λmin(C
1
† )
2‖B˜‖22
− λmin(C1† )/‖B˜‖22 ≤ −
λmin(C
1
† )
2‖B˜‖22
< 0.
Hence, necessarily, µ 6= 0 and vTZv < 0.
2. We now quantify the sub-optimality of K. From (87)
Pµ(K)− Pµ =
(
Acµ
)T
(Pµ(K)− Pµ)Acµ + δKTDµδK.
Further, δKTDµδK = α2vTDµv xxT, thus we obtain
Lpi(µ, s)−D(µ, s) ≤ α2vTDµvTr
(
Σµxx
T
) ≤ α2vTDµvxTΣµx ≤ vTDµv gpiµ(s)(s)−vTZv .
From vTZv ≤ −λmin(C
1
† )
2µ‖B˜‖22
and µgpiµ(s)(s) ≤ Jpiµ(s)(s) + µgpiµ(s)(s) = D(µ, s) ≤ J∗(s) we obtain
Lpi(µ, s)−D(µ, s) ≤ vTDµv 2‖B˜‖
2
2J∗(s)
λmin(C1† )
≤ λker(B˜)(Dµ)
2‖B˜‖22J∗(s)
λmin(C1† )
.
3. We now show that K is feasible as gpi(s) = 0. From Eqs. (60) and (61),
G(K) =
(
Acµ
)T
G(K)
(
Acµ
)
+
(
I
K
)T
Cg
(
I
K
)
.
Further, (
I
K
)T
Cg
(
I
K
)
=
(
I
K˜µ
)T
Cg
(
I
K˜µ
)
+ δKTY + Y TδK + δKTZδK.
As a result,
gpi(s) = Tr
(
G(K)
)
= Tr
(
G(K˜µ)
)
+ Tr
(
Σµ(δK
TY + Y TδK)
)
+ Tr
(
ΣµδK
TZδK
)
= gpiµ(s)(s) + 2Tr
(
Y ΣµδK) + Tr
(
ΣµδK
TZδK
)
= gpiµ(s)(s) + 2αv
TY Σµx+ Tr
(
ΣµδK
TZδK
)
= gpiµ(s)(s) + Tr
(
ΣµδK
TZδK
)
= gpiµ(s)(s) + α
2vTZv Tr
(
Σµxx
T
)
= gpiµ(s)(s) + α
2vTZv xTΣµx = gpiµ(s)(s)− gpiµ(s)(s) = 0.
Proof of Prop. 28. We prove Prop. 28 as a corollary of the following proposition.
Proposition 29. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). For any µ ∈M,
let Acµ, Dµ be defined by (66) and K˜µ be the optimal controller. We assume that it exists µ ∈M such that
1. D(µ, s) > 0
2. λmin(Dµ)λker(B˜)(Dµ) ≤
1
82n+1κ(s)2n min
(
1,
λmin(C
1
† )σ
2
B˜
2c(µ)κ(s)
)
,
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where
λker(B˜)(Dµ) = min‖v‖=1,v∈ker(B˜)
vTDµv, σ
2
B˜
= min
‖v‖=1,v∈Im(B˜)
vTB˜TB˜v,
κ(s) = J∗(s)/λmin(C1† ), c(µ) =
(
λmax(C†) + µ
)(
1 + ‖B˜‖22(1 + ‖A‖22)
)
.
Let sη be a modified system w.r.t. s as sη = (A, B˜, C† + η∆, Cg) where
∆ =
(
I −KT
0 I
)(
I
−B˜T
)(
I −B˜
)( I 0
−K I
)
,
K =
(
0
−A
)
λmin(C
1
† )
2κ(s)
≥ η ≥ c(µ)
σ2
B˜
82n+1κ(s)2nλmin(Dµ)
λker(B˜)(Dµ)
.
(90)
LetMη be the admissible Riccati set associated with sη as defined in (72). Then,
1. sη ∈ S,
2. [0, µ] ⊂M ⊂Mη ,
3. for all µ ∈ [0, µ], D(µ, sη) ≤ D(µ, s) + 2ηκ(s)2 and D(µ, sη) ≥ Lpiµ(sη)(µ, s) where piµ(sη) = arg minpi Lpi(µ, sη),
4. D′(µ, sη) < 0,
5. for all µ ∈ [0, µ],Dηµ  min
(
λmin(D0),min
(
1, ησ2
B˜
/c(µ)
)λker(B˜)(Dµ)
8
)
I , whereDηµ is given in (66) for the modified
system sη .
Prop. 29 explicit a set modified system {sη}η ∈ S such that the dual function D(·, sη) is non-increasing on a subset of its
domain. Hence, we can invoque Lem. 12 to obtain that it exists µη ∈ [0, µ] ⊂M and pi(s)η = piµη (sη) such that:
1. gpi(sη)(s) ≤ 0,
2. µηgpi(sη)(s) = 0.
This proves the first two assertions in Prop. 28. The third assertion in Prop. 29 leads to
D(µη, s) ≥ D(µη, sη)− 2κ(s)2η = Lpi(sη)(µη, sη)− 2κ(s)2η ≥ Lpi(sη)(µη, s)− 2κ(s)2η.
Setting η = c(µ)
σ2
B˜
82n+1κ(s)2nλmin(Dµ)
λker(B˜)(Dµ)
proves the last assertion in Prop. 28 and concludes the proof. We are thus left to
prove Prop. 29.
Proof of Prop. 29. 1. First, notice that from D′(µ, s) > 0, Prop. 24 ensures that ρ(Acµ) < 1 and hence (I −Acµ) is full
rank. Thus, ∆ is well defined.
The modified sη consists in adding a p.s.d perturbation η∆ to the cost matrix of the original system C†, while leaving
the dynamics parametrization (A, B˜) and the constraint cost Cg unchanged. Thus, the structure is still compatible with
S while the existence of a stable linear feasible policy for sη is inherited from s ∈ S. As a result, sη ∈ S.
2. Since η∆ < 0, C† + η∆ < C†, the modification enforces the positive definiteness of s, and as a result, extends its
Riccati admissible domain. For all µ ≥ 0, for any K˜ such that |λ(Acµ(K˜))| 6= 1, for all |z| = 1,
ΨK˜µ (z, s
η) = ΨK˜µ (z, s) + ηY
K˜(z−1)T∆Y K˜(z) < ΨK˜µ (z, s).
Thus, µ ∈ M implies that ΨK˜µ (z, s)  0 which implies that ΨK˜µ (z, sη)  0 which leads to µ ∈ Mη. As a result,
M⊂Mη .
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3. For all µ ∈ [0, µ], let piµ(sη) and piµ(s) the optimal policy at µ for the system sη and s. Since ∆ is p.s.d., we
immediately have that Lpiµ(sη)(µ, s) ≤ D(µ, sη). To prove the r.h.s. inequality, we rely on Prop. 24.
Let K˜ηµ, K˜µ, A
η,c
µ and A
c
µ be the linear controller and closed-loop matrix associated with piµ(s
η) and piµ(s). Then,
D(µ, sη) = Lpiµ(sη)(µ, sη) ≤ Lpiµ(s)(µ, sη) = Lpiµ(s)(µ, s) + ηTr(X) = D(µ, s) + ηTr(X), (91)
where X is the solution of the Lyapunov equation
X =
(
Acµ
)T
XAcµ + η
(
I
K˜µ
)T
∆
(
I
K˜µ
)
.
From B˜(K˜µ −K) = B˜K˜µ +
(
B I
)( 0
−A
)
= Acµ, we have
(
I
K˜µ
)T
∆
(
I
K˜µ
)
=
(
I − B˜(K˜µ −K)
)T (
I − B˜(K˜µ −K)
)
=
(
I −Acµ
)T(
I −Acµ
)
4 ‖I −Acµ‖22I
4 2(1 + ‖Acµ‖22)I
As a result, Tr(X) ≤ 2(1 + ‖Acµ‖22)Tr(Σµ) where Σµ = AcµΣµ
(
Acµ
)T
+ I is the steady-state covariance of the
state process driven by Acµ. Since D(µ, s) > 0, the concavity of D(·, s) ensures that D(µ, s) > 0 for all µ ∈ [0, µ].
Hence, Prop. 24 guarantees that
Tr(Σµ) ≤ κ(s) := J∗(s)/λmin(C1† ).
Further, noticing that Σµ < I , we have
κ(s) ≥ Tr(Σµ) ≥ ‖Σµ‖2 = max‖x‖=1x
TΣµx = max‖x‖=1
xTAcµΣµ
(
Acµ
)T
x+ 1 ≥ 1 + max
‖x‖=1
xTAcµ
(
Acµ
)T
x = 1 + ‖Acµ‖22,
and we obtain that Tr(X) ≤ 2κ(s)2, which we use in (91) to prove the third statement.
4. Let ΨK˜µ (z; s
η) and ΨK˜µ (z; s) be the Popov functions associated with s
η and s as defined in (69). The structure of the
modification ∆ ensures that
ΨKµ (1; s
η) = ΨKµ (1; s) + η
(
B˜
I
)T(
I K
T
0 I
)
∆
(
I 0
K I
)(
B˜
I
)
= ΨKµ (1; s) + η
(
B˜
I
)T(
I
−B˜T
)(
I −B˜
)(
B˜
I
)
= ΨKµ (1; s).
(92)
Further, (71) provides that
ΨKµ (1; s
η) =
(
I + (K − K˜ηµ)B˜
)T
Dηµ
(
I + (K − K˜ηµ)B˜
)
,
ΨKµ (1; s) =
(
I + (K − K˜µ)B˜
)T
Dµ
(
I + (K − K˜µ)B˜
)
,
(93)
where Dµ and Dηµ are given in (66) for s and s
η respectively. Thus combining Eqs. (92) and (93) at µ leads to(
I + (K − K˜ηµ)B˜
)T
Dηµ
(
I + (K − K˜ηµ)B˜
)
=
(
I + (K − K˜µ)B˜
)T
Dµ
(
I + (K − K˜µ)B˜
)
.
Taking the determinant and using Sylvester’s determinant identity (det(I +XY ) = det(I + Y X) for any rectangular
matrices X,Y ), we obtain
det
(
I + (K − K˜ηµ)B˜
)2
det(Dηµ) = det
(
I + (K − K˜µ)B˜
)2
det(Dµ),
⇔ det(I −Aη,cµ )2 det(Dηµ) = det(I −Acµ)2 det(Dµ).
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Let {ληi }i=1,...,n and {λi}i=1,...,n be the eigenvalues of Aη,cµ and Acµ respectively. Since Acµ is stable,
det(I −Acµ)2 ≤
n∏
i=1
|1− λi|2 ≤ 22n,
det(I −Aη,cµ ))2 ≥
n∏
i=1
|1− λi|2 ≥
n∏
i=1
(1− |λi|)2 ≥ (1− max
i=1,...,n
|λi|)2n = (1− ρ(Aη,cµ ))2n.
Hence,
(1− ρ(Aη,cµ ))2n ≤ 22n det(Dµ)/ det(Dηµ).
Let P ηµ and Pµ be the solution of the Riccati equation at µ associated with s
η and s respectively. Since ∆ is p.s.d. we
have that P ηµ < Pµ. Algebraic manipulations show that D
η
µ = Rµ + ηB˜
TB˜ + B˜TP ηµ B˜ < Dµ + ηB˜TB˜. Thus,
det(Dµ)
det(Dηµ)
≤ det(Dµ)
det(Dµ + ηB˜TB˜)
.
Further, for any p.s.d matrix X and Y such that X < Y  0, we have that det(Y )det(X) ≤ infx 6=0 x
TY x
xTXx
. This identity can
be found in (Abbasi-Yadkori & Szepesvári, 2011, Lem.11) for instance. Clearly, Dµ + ηB˜TB˜ < Dµ, and applying the
given identity at vmin where vmin is a eigenvector associated with the smallest eigenvalue of Dµ, we obtain
(1− ρ(Aη,cµ ))2n ≤ 22n
λmin(Dµ)
vTmin(Dµ + ηB˜
TB˜)vmin
≤ 22n λmin(Dµ)
λmin(Dµ + ηB˜B˜T)
.
However, we have by property 3 that λmin(Dµ + ηB˜B˜T) > λker(B˜)(Dµ) min
(
1/8, ησ2
B˜
/
(
8λmax(Dµ)
))
, which
together with Prop. 30 ensures that
λmin(Dµ + ηB˜B˜
T) > λker(B˜)(Dµ) min
(
1/8, ησ2
B˜
/
(
8c(µ)
))
.
Thus,
(1− ρ(Aη,cµ ))2n < 22n
λmin(Dµ)
λker(B˜)(Dµ) min
(
1/8, ησ2
B˜
/
(
8c(µ)
)) .
Since, η ≥ c(µ)
σ2
B˜
82n+1κ(s)2nλmin(Dµ)
λker(B˜)(Dµ)
and λmin(Dµ)λker(B˜)(Dµ) ≤
1
82n+1κ(s)2n ,
• when σ
2
B˜
η
c(µ) ≤ 1, (1− ρ(Aη,cµ ))2n < 22n 8c(µ)λmin(Dµ)λker(B˜)(Dµ)ησ2B˜ ≤
1
42nκ(s)2n ,
• when σ
2
B˜
η
c(µ) ≥ 1, (1− ρ(Aη,cµ ))2n < 22n8 λmin(Dµ)λker(B˜)(Dµ) ≤
1
42nκ(s)2n .
Thus,
(1− ρ(Aη,cµ )) <
1
4κ(s)
. (94)
Now, suppose that D′(µ, sη) ≥ 0, by Prop. 24 it implies that 1 − ρ(Aη,cµ )2 ≥ 1/κ(µ, sη) where κ(µ, sη) =
D(µ, sη)/λmin(C1† ). Further, from D(µ, sη) ≤ D(µ, s) + 2ηκ(s)2 and η ≤
λmin(C
1
† )
2κ(s) , we obtain
D(µ, sη) ≤ J∗(s) + κ(s)λmin(C1† ) ⇒ κ(µ, sη) ≤ 2κ(s).
Thus,
2(1− ρ(Aη,cµ )) ≥ 1− ρ(Aη,cµ )2 ≥
1
2κ(s)
⇒ 1− ρ(Aη,cµ ) ≥
1
4κ(s)
,
which contradicts (94). As a result, D′(µ, sη) < 0 which proves the statement.
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5. To prove the final statement, we use Prop. 30, which states that for any v ∈ Rn+d, the function µ ∈ M → vTDηµv
is quasi-concave. As a result, for all µ ∈ [0, µ], let λmin(Dηµ) be the smallest eigenvalue of Dηµ and let vmin be a
corresponding eigenvector, we have that
λmin(D
η
µ) = v
T
minD
η
µvmin ≥ min
(
vTminD
η
0vmin, v
T
minD
η
µvmin
)
≥ min
(
λmin(D
η
0), λmin(D
η
µ)
)
.
Thus, we conclude the proof using that
λmin(D
η
µ) ≥ λmin(Dµ + ηB˜B˜T) > min
(
1, ησ2
B˜
/c(µ)
)λker(B˜)(Dµ)
8
,
λmin(D
η
0) ≥ λmin(D0 + ηB˜B˜T) ≥ λmin(D0).
Notice that D0  0 since 0 ∈M and is fully characterized by s i.e, it has no dependency on µ. As a result, we obtain
λmin(D
η
µ) ≥ min
(
λmin(D0),min
(
1, ησ2
B˜
/c(µ)
)λker(B˜)(Dµ)
8
)
.
Property 3. Let D ∈ Sn+d++ and B˜ ∈ Rn,n+d. Let λmax(D) denote the maximum eigenvalue of D and
λker(B˜)(D) = min‖v‖=1,v∈ker(B˜)
vTDv, σ2
B˜
= min
‖v‖=1,v∈Im(B˜)
vTB˜TB˜v,
be the singular value of D and B˜ on the null space and row space of B˜ respectively18. Then, for any η ≥ 0,
λmin(D + ηB˜
TB˜) > λker(B˜)(D) min
(
1/8, ησ2
B˜
/
(
8λmax(D)
))
.
Proof of property 3. First, we have that
λmin(D + ηB˜
TB˜) ≥ min
‖v‖=1
vT(D + ηB˜TB˜)v ≥ min
‖v‖=1
max
(
vTDv, η‖B˜v‖2
)
. (95)
We thus provide a lower bound for vTDv and η‖B˜v‖2 separately and then show a lower bound for the minimum of the
maximum between those lower bound. Let PB˜ be defined the orthogonal projection matrix onto B˜, which satisfies B˜PB˜ = 0,
PB˜ = P
T
B˜
= P 2
B˜
. Then,
1. for any v ∈ Rn+d, ‖B˜v‖ = ‖B˜(v − PB˜v). Since v − PB˜v ∈ Im(B˜), ‖B˜(v − PB˜v)‖ ≥ σB˜‖v − PB˜v‖. Thus,
η‖B˜v‖2 ≥ σ2
B˜
‖v − PB˜v‖2. (96)
2. the function v → vTDv is convex since D ∈ Sn+d++ . As a result, for any v ∈ Rn+d,
vTDv ≥ vTPB˜DPB˜v + 2vTPB˜D(v − PB˜v) ≥ ‖PB˜v‖2D − 2
√
λmax(D)‖PB˜v‖D‖v − PB˜v‖. (97)
Plugging Eqs. (96) and (97) in (95) we obtain
λmin(D + ηB˜
TB˜) ≥ min
‖v‖=1
max
(
‖PB˜v‖2D − 2
√
λmax(D)‖PB˜v‖D‖v − PB˜v‖, ησ2B˜‖v − PB˜v‖2
)
. (98)
• When ‖v − PB˜v‖2 >
λker(B˜)(D)
8λmax(D)
, we use the r.h.s lower bound and get
max
(
‖PB˜v‖2D − 2
√
λmax(D)‖PB˜v‖D‖v − PB˜v‖, ησ2B˜‖v − PB˜v‖2
)
> ησ2
B˜
λker(B˜)(D)
8λmax(D)
.
18Notice that σ2
B˜
> 0 as it is the smallest non-zero eigenvalue of B˜TB˜.
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• When ‖v − PB˜v‖2 ≤
λker(B˜)(D)
8λmax(D)
, we use the l.h.s. lower bound and get
‖PB˜v‖2D − 2
√
λmax(D)‖PB˜v‖D‖v − PB˜v‖ ≥ ‖PB˜v‖2D −
√
λker(B˜)(D)/2‖PB˜v‖D.
The r.h.s. is now lower bounded by a second order polynomial in ‖PB˜v‖D, whose roots are given by 0 and√
λker(B˜)(D)/2. However, from ‖v − PB˜v‖2 ≤
λker(B˜)(D)
8λmax(D)
and λker(B˜)(D) ≤ λmax(D), we have that
‖v − PB˜v‖2 ≤ 1/8 ⇒ ‖PB˜‖2 ≥ 1− 1/8 > 1/2 ⇒ ‖PB˜v‖D ≥
√
λker(B˜)(D)7/8 >
√
λker(B˜)(D)/2.
As a result, the polynomial is lower bounded as
‖PB˜v‖2D −
√
λker(B˜)(D)/2‖PB˜v‖D ≥ λker(B˜)(D)
√
7
16
(√
7/4− 1
)
> λker(B˜)(D)/8.
Summarizing, we have that
λmin(D + ηB˜
TB˜) > λker(B˜)(D) min
(
1/8, ησ2
B˜
/8λmax(D)
)
. (99)
Proposition 30. For any s ∈ S, letM be the admissible Riccati set associated with s as defined in (72). For any µ ∈M,
let K˜µ be the optimal controller given in (67), Pµ, Acµ and Dµ be given in (66) and for any K˜, let P (K˜), G(K˜) and Pµ(K˜)
be respectively the matrix representation of the objective, the constraint and the Lagrangian, defined in (61). Then,
1. for any (µ1, µ2) ∈M2, (µ1 − µ2)
(
G(K˜µ2)−G(K˜µ1)
)
< 0,
2. for any v ∈ Rn+d, the function µ ∈M→ vTDµv is quasi-concave,
3. for any µ ∈M, λmax(Dµ) ≤ c(µ), where c(µ) =
(
λmax(C†) + µ
)(
1 + ‖B˜‖22(1 + ‖A‖22)
)
.
Proof of Prop. 30. 1. From (87), we have that
Pµ1(K˜µ2)− Pµ1 =
(
Acµ2
)T
(Pµ1(K˜µ2)− Pµ1)Acµ2 + (K˜µ1 − K˜µ2)TDµ1(K˜µ1 − K˜µ2)
Pµ2(K˜µ1)− Pµ2 =
(
Acµ1
)T
(Pµ2(K˜µ1)− Pµ2)Acµ1 + (K˜µ1 − K˜µ2)TDµ2(K˜µ1 − K˜µ2)
which since Pµ1(K˜µ2)− Pµ1 < 0, Pµ2(K˜µ1)− Pµ2 < 0, leads to
Pµ1(K˜µ2)− Pµ1 < (K˜µ1 − K˜µ2)TDµ1(K˜µ1 − K˜µ2),
Pµ2(K˜µ1)− Pµ2 < (K˜µ1 − K˜µ2)TDµ2(K˜µ1 − K˜µ2).
(100)
From (62), we have that
Pµ1(K˜µ2) = P (K˜µ2) + µ1G(K˜µ2) = Pµ2(K˜µ2) + (µ1 − µ2)G(K˜µ2) = Pµ2 + (µ1 − µ2)G(K˜µ2),
Pµ2(K˜µ1) = P (K˜µ1) + µ2G(K˜µ1) = Pµ1(K˜µ1) + (µ2 − µ1)G(K˜µ1) = Pµ1 + (µ2 − µ1)G(K˜µ1).
Combining these with (100) and summing the two inequalities, one obtains:
(µ1 − µ2)
(
G(K˜µ2)−G(K˜µ1)
)
< (K˜µ1 − K˜µ2)T(Dµ1 +Dµ2)(K˜µ1 − K˜µ2) < 0.
2. For any v ∈ Rn+d, let f : µ → vTDµv. Recalling that Dµ = Rµ + B˜TPµB˜ where Rµ = R0 + µdR (with R0
constructed from C† and dR constructed from Cg), we have that f ′(µ) = vT(dR + B˜TdPµB˜)v where dPµ is the
(matrix) derivative of Pµ w.r.t. µ. Direct matrix differentiation of (66) shows, after tedious algebraic manipulations,
that dPµ = G(K˜µ). As a result,
f ′(µ) = vT(dR+ B˜TG(K˜µ)B˜)v,
which, according to the first statement is a decreasing function. Thus, f can be either increasing then decreasing,
increasing or decreasing, which is enough to ensure quasi-concavity overM⊂ R+.
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3. For any µ ∈M, Pµ 4 Pµ(K˜) for any K˜. Thus, for K =
(
0
−A
)
that is such that Ac(K) = 0, one has:
Pµ 4 Pµ(K) =
(
I
K
)T
Cµ
(
I
K
)
4 λmax(Cµ)‖B˜‖22(I +ATA).
Notice that λmax(Cµ) ≥ µ ≥ 0. From Dµ = Rµ + B˜TPµB˜, and λmax(Rµ) ≤ λmax(Cµ) we obtain:
Dµ 4 λmax(Cµ)
(
I + ‖B˜‖22(I +ATA)
)
⇒ λmax(Dµ) ≤ λmax(Cµ)
(
1 + ‖B‖22(1 + ‖A‖22)
)
.
The proof concludes by noting that λmax(Cµ) ≤ λmax(C†) + µ.
H.3. Smoothness of D
We conclude the characterization of the dual function D discussing its smoothness, that is, its Lipschitz and gradient
Lipschitz continuity. Indeed, since the objective is ultimately to maximize D overM, one has to first guarantee that the
function behaves ’nicely’. Unfortunately, Prop. 26 shows that the closed-loop matrix may be arbitrarily close-to-unstable
when µ→ µ˜, that is ρ(Acµ)→ 1. This result in D′(µ, s)→ −∞ and indicates that D cannot be smooth everywhere onM.
Nevertheless, we show that D is still smooth on a subset ofM, which will be sufficient to provide a practical algorithm to
maximize the dual function.
Lemma 14. For any s ∈ S, letM = [0, µ˜) be the admissible Riccati set associated with s as defined in (72). LetM+ be a
subset ofM such that
M+ = {µ ∈M s.t. D′(µ, s) ≥ 0}.
Then, D(·, s) has Lipschitz gradient, i.e., for all (µ1, µ2) ∈M2+,
|D′(µ1, s)−D′(µ2, s)| ≤ |µ1 − µ2| ‖Cg‖2αD(s)
2 max (λmin(Dµ1), λmin(Dµ2))
,
where αD(s) := 8‖Cg‖2κ(s)4 ((2 + ‖A‖2‖B‖2)(1 + ‖B‖2))2.
Proof of Lem. 14. For any µ ∈ M, let K˜µ, Acµ, Dµ and Pµ be the optimal quantities at µ associated with the Riccati
equation for s. Without loss of generality, we assume that µ2 ≥ µ1. To prove Lem. 14, we first show µ→ Pµ is Lipschitz
and that
∥∥∥∥( IK˜µ
)∥∥∥∥
2
is bounded overM+. Then, we show that D has Lipschitz gradient onM+.
1. From (62), we have that
Pµ2 − Pµ1 4 Pµ2(K˜µ1)− Pµ1 = P (K˜µ1) + µ2G(K˜µ1)− Pµ1 = (µ2 − µ1)G(K˜µ1),
Pµ1 − Pµ2 4 Pµ1(K˜µ2)− Pµ2 = P (K˜µ2) + µ1G(K˜µ2)− Pµ2 = (µ1 − µ2)G(K˜µ2).
Thus, (µ2 − µ1)G(K˜µ2) 4 Pµ2 − Pµ1 4 (µ2 − µ1)G(K˜µ1). Decomposing the positive and negative definite part of
Cg , we obtain that for any µ ∈M+,
G(K˜µ) < −X, where X =
(
Acµ1
)T
XAcµ +
(
I
K˜µ
)T(
V −1 0
0 0
)(
I
K˜µ
)
.
Further, standard Lyapunov algebra ensures that λmax(X) ≤ Tr(X) ≤ λmax(V
−1)
λmin(C1† )
Tr(P (K˜µ)). Since µ ∈ M+,
Tr(P (K˜µ)) = Jpiµ(s) ≤ D(µ, s) ≤ J∗(s) by weak duality and gpi(s) ≥ 0. Finally, λmax(V −1) ≤ ‖Cg‖2 leads to
λmin
(
G(K˜µ)
) ≥ −‖Cg‖2κ(s). (101)
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To prove an upper bound on λmax(G(K˜µ)), we use Prop. 30 which implies that G(K˜µ) 4 G(K˜0). K˜0 is the optimal
controller at µ = 0, and one can check that it is such that Ac0 = 0 (by algebraic manipulations). Hence, decomposing
the positive and negative definite part of Cg , we obtain that for any µ ∈M+,
G(K˜µ) 4 G(K˜0) 4
(
I
K˜0
)T(
0n+d 0
0 In
)(
I
K˜0
)
.
However, for all µ ∈ M+, we have by Prop. 25 that ‖Acµ‖2 ≤
√
κ(s) and
∥∥∥∥( IK˜µ
)∥∥∥∥
2
≤ √κ(s)(2 + ‖A‖2‖B‖2).
Thus,
λmax
(
G(K˜µ)
)
4
√
κ(s)(2 + ‖A‖2‖B‖2). (102)
Summarizing, Eqs. (101) and (102) leads to
‖Pµ1 − Pµ2‖2 ≤ |µ1 − µ2|
√
κ(s) max
(
‖Cg‖2
√
κ(s), (2 + ‖A‖2‖B‖2)
)
. (103)
2. We now show that D has Lipschitz gradient onM+. From (87), we have that
Pµ1(K˜µ2)− Pµ1 =
(
Acµ2
)T
(Pµ1(K˜µ2)− Pµ1)Acµ2 + (K˜µ1 − K˜µ2)TDµ1(K˜µ1 − K˜µ2),
Pµ2(K˜µ1)− Pµ2 =
(
Acµ1
)T
(Pµ2(K˜µ1)− Pµ2)Acµ1 + (K˜µ1 − K˜µ2)TDµ2(K˜µ1 − K˜µ2).
Thus, standard Lyapunov manipulation shows that
0 ≤ Tr
(
Pµ1(K˜µ2)− Pµ1
)
≤ ‖D1/2µ1 (K˜µ1 − K˜µ2)‖22Tr
(
Σµ2
)
,
0 ≤ Tr
(
Pµ2(K˜µ1)− Pµ2
)
≤ ‖D1/2µ2 (K˜µ1 − K˜µ2)‖22Tr
(
Σµ1
)
,
where Σµ1 and Σµ2 are the steady-state covariance matrix of the state processes driven by A
c
µ1 and A
c
µ2 respectively.
Further, since (µ1, µ2) ∈M2+, Prop. 24 ensures that Tr
(
Σµ1
) ≤ κ(s) and Tr(Σµ2) ≤ κ(s).
As a result,
0 ≤ Tr
(
Pµ1(K˜µ2)− Pµ1
)
≤ κ(s)‖D1/2µ1 (K˜µ1 − K˜µ2)‖22,
0 ≤ Tr
(
Pµ2(K˜µ1)− Pµ2
)
≤ κ(s)‖D1/2µ2 (K˜µ1 − K˜µ2)‖22.
(104)
From (62), we have that
Pµ1(K˜µ2) = P (K˜µ2) + µ1G(K˜µ2) = Pµ2(K˜µ2) + (µ1 − µ2)G(K˜µ2) = Pµ2 + (µ1 − µ2)G(K˜µ2),
Pµ2(K˜µ1) = P (K˜µ1) + µ2G(K˜µ1) = Pµ1(K˜µ1) + (µ2 − µ1)G(K˜µ1) = Pµ1 + (µ2 − µ1)G(K˜µ1).
Combining the later identities with (104) and summing the two inequalities we obtain:
|µ1 − µ2|
∣∣∣Tr(G(K˜µ2)−G(K˜µ1))∣∣∣ ≤ κ(s)‖(Dµ1 +Dµ2)1/2(K˜µ1 − K˜µ2)‖22
Finally, from
‖(Dµ1 +Dµ2)1/2(K˜µ1 − K˜µ2)‖22 ≤ λmax
(
(Dµ1 +Dµ2)
−1) ‖(Dµ1 +Dµ2)(K˜µ1 − K˜µ2)‖22
≤ 1
λmin(Dµ1 +Dµ2)
‖(Dµ1 +Dµ2)(K˜µ1 − K˜µ2)‖22
≤ 1
max (λmin(Dµ1), λmin(Dµ2))
‖(Dµ1 +Dµ2)(K˜µ1 − K˜µ2)‖22,
one has, noticing that (D′(µ2, s)−D′(µ1, s)) = Tr
(
G(K˜µ2)−G(K˜µ1)
)
(see Proof of Prop. 30),
|µ1 − µ2| |D′(µ2, s)−D′(µ1, s)| ≤ κ(s)
max (λmin(Dµ1), λmin(Dµ2))
‖(Dµ1 +Dµ2)(K˜µ1 − K˜µ2)‖22. (105)
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(105) indicates that the smoothness of D′ is tied to the one of µ→ K˜µ. Using the expression of K˜µ in Prop. 21, we
have Dµ1K˜µ1 = −B˜TPµ1A−Nµ1 and Dµ2K˜µ2 = −B˜TPµ2A−Nµ2 . Combining those two expressions leads to
Dµ1(K˜µ1 − K˜µ2) = B˜T(Pµ2 − Pµ1)A+ (Nµ2 −Nµ1) + (Dµ2 −Dµ1)K˜µ2 ,
Dµ2(K˜µ1 − K˜µ2) = B˜T(Pµ2 − Pµ1)A+ (Nµ2 −Nµ1) + (Dµ2 −Dµ1)K˜µ1 ,
(Dµ1 +Dµ2)(K˜µ1 − K˜µ2) = 2B˜T(Pµ2 − Pµ1)A+ 2(Nµ2 −Nµ1) + (Dµ2 −Dµ1)(K˜µ1 + K˜µ2).
Since Dµ = Rµ + B˜TPµB˜ and 2A+ B˜(K˜µ1 + K˜µ2) = A
c
µ1 +A
c
µ2 we obtain
(Dµ1 +Dµ2)(K˜µ1 − K˜µ2) = B˜T(Pµ2 − Pµ1)(Acµ1 +Acµ2) + 2(Nµ2 −Nµ1) + (Rµ2 −Rµ1)(K˜µ1 + K˜µ2)
From Prop. 25 and (103), we have∥∥∥B˜T(Pµ2 − Pµ1)(Acµ1 +Acµ2)∥∥∥
2
≤ 2|µ1 − µ2|(1 + ‖B‖2)κ(s) max
(
‖Cg‖2
√
κ(s), (2 + ‖A‖2‖B‖2)
)
.
Further, the linear structure of Cµ leads to
(Nµ2 −Nµ1) + (Rµ2 −Rµ1)(K˜µ1 + K˜µ2) = (µ2 − µ1)
(
0
In
)
Cg
((
I
K˜µ1
)
+
(
I
K˜µ2
))
.
Combined with Prop. 25, this leads to∥∥∥(Nµ2 −Nµ1) + (Rµ2 −Rµ1)(K˜µ1 + K˜µ2)∥∥∥
2
≤ 2(µ2 − µ1)‖Cg‖2
√
κ(s)(2 + ‖A‖2‖B‖2).
Putting everything together, we have
‖(Dµ1 +Dµ2)(K˜µ1 − K˜µ2)‖2 ≤ |µ1 − µ2|κ(s)3/2c(s), where c(s) := 2‖Cg‖2
(
1 + ‖B‖2
)
(2 + ‖A‖2‖B‖2).
Finally, using this upper bound in (105) leads to
|D′(µ2, s)−D′(µ1, s)| ≤ |µ1 − µ2| ‖Cg‖2αD(s)
2 max (λmin(Dµ1), λmin(Dµ2))
,
where αD(s) := 8‖Cg‖2κ(s)4 ((2 + ‖A‖2‖B‖2)(1 + ‖B‖2))2 is the same problem dependent constant as in Cor. 2.
Efficient Optimistic Exploration in Linear-Quadratic Regulators via Lagrangian Relaxation
I. Algorithms and complexity bound
In this section, we provide the pseudo-code of OFU-LQ++ and LAGLQ. We further detail the procedure of DS-OFU which
allows us to solve the Extended LQR with Relaxed Constraint efficiently by Dichotomy Search and then prove Thm. 3.
I.1. OFU-LQ++ and LAGLQ
Input: Θ0, T , δ, Q, R, D, σ2.
1: Set λ by (106), V0 = λI , θ̂0 and C0 by (107).
2: θ0 = arg minθ∈C0 J(θ).
3: Compute optimistic controller K0 = K(θ˜0) by (108).
4: for t=1,. . . ,T do
5: if det(Vt) ≥ 2 det(V0) then
6: Compute θ̂t and Ct by (107).
7: Find θt = arg minθ∈Ct J(θ) +
1√
t
.
8: Compute optimistic controller Kt = K(θt) by (108).
9: Let V0 = Vt.
10: else
11: Kt = Kt−1.
12: end if
13: Compute control ut based on the current controller Kt as
ut = Ktxt.
14: Execute control ut and observe next state xt+1.
15: Save (zt, xt+1) in the dataset, where zTt = (xTt , uTt ).
16: Update Vt+1 = Vt + ztzTt .
17: end for
Figure 4. OFU-LQ++ algorithm
Input: Θ0, T , δ, Q, R, D, σ2.
1: Set λ by (106), V0 = λI , θ̂0, β0 and C0 by (107).
2: Compute the extended controller K˜0 = DS-OFU().
3: Extract K0 =
[
K˜0
]
1:d,1:n
4: for t=1,. . . ,T do
5: if det(Vt) ≥ 2 det(V0) then
6: Compute θ̂t, βt and Ct by (107).
7: Compute the extended controller K˜t = DS-OFU().
8: Extract Kt =
[
K˜t
]
1:d,1:n
9: Let V0 = Vt.
10: else
11: Kt = Kt−1.
12: end if
13: Compute control ut based on the current controller Kt as
ut = Ktxt.
14: Execute control ut and observe next state xt+1.
15: Save (zt, xt+1) in the dataset, where zTt = (xTt , uTt ).
16: Update Vt+1 = Vt + ztzTt .
17: end for
Figure 5. LAGLQ algorithm
OFU-LQ++ and LAGLQ builds on the original OFU-LQ algorithm of Abbasi-Yadkori & Szepesvári (2011) but differ in
the initialization (to ensure that the state remains bounded over the trajectory) and in the way the optimistic controller is
computed (for LAGLQ).
Initialization. OFU-LQ and LAGLQ are provided with the LQR costs matrices Q,R, the upper bound D on Tr(P∗)
(see Asm. 3), the proxy-variance upper bound σ2 (see Asm. 1), the time horizon T and the confidence level δ as well as the
stabilizing set Θ0 = {θ : ‖θ − θ0‖ ≤ 0}, where 0 satisfies the requirement of Lem. 1 for OFU-LQ++ and (18) for LAGLQ.
Formally, we require that
OFU-LQ++: 2κη(20)1−η(20) ≤ 1 and η(20) := 8κ0(1 + 20) < 1 which is guaranteed as soon as 0 ≤ 1/(64κ2),
LAGLQ: 2κη(2
√
κ0)
1−η(2√κ0) ≤ 1 and η(2
√
κ0) := 8κ
√
κ0(1+2
√
κ0) < 1 which is guaranteed as soon as 0 ≤ 1/(64κ5/2),
where κ = D/λmin(C), C =
(
Q 0
0 R
)
. The stabilizing set can be obtained in finite time following the procedure
of Faradonbeh et al. (2018a) or following the procedure of Simchowitz & Foster (2020) if a stabilizing controller K0 is
known a priori. Finally, the stabilizing set Θ0 is used to regularize the RLS estimates as
λ =
2n2σ2
20
(
log
(4T
δ
)
+ (n+ d) log(1 + κX2T )
)
. (106)
Recursive Least-Square. After the initial phase, OFU-LQ++ and LAGLQ proceed through episodes following the update
rule of OFU-LQ in (Abbasi-Yadkori & Szepesvári, 2011) i.e., update whenever det(Vt) ≥ 2 det(Vtk). At the beginning of
each episode, they maintain an estimation of θ∗ by RLS together with a confidence set given by:
θ̂t = V
−1
t
(
λθ0 +
t−1∑
s=0
zsx
T
s+1
)
; βt = nσ
√
2 log
(det(Vt)1/24T
det(λI)1/2δ
)
+ λ1/20; Ct = {θ : ‖θ − θ̂t‖Vt ≤ βt}. (107)
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Optimistic controllers. OFU-LQ++ and LAGLQ differs in the way the compute the optimistic controller at each policy
update.
OFU-LQ++ follows (Abbasi-Yadkori & Szepesvári, 2011) and has to find an optimistic parameter by a 1/
√
t margin as
θt = arg minθ∈Ct J(θ) +
1√
t
. Then, it computes the optimal controller associated with θTt = (At, Bt) by solving a standard
Riccati equation:
Pt = Q+A
T
t PtAt −ATt PtBt
(
R+BTt PtBt)B
T
t PtAt,
Kt = −
(
R+BTt PtBt)B
T
t PtBt.
(108)
Unfortunately, finding the optimistic parameter θ˜t is intractable which makes OFU-LQ++ inefficient.
On the other hand, LAGLQ uses the Extended LQR with Relaxed Constraint approach to compute an extended optimistic
controller K˜t using the DS-OFU routine (described in detail in the next subsection). Then, it simply extracts the control part
of K˜Tt =
(
KuTt K
wT
t
)
to obtain the controller used for the whole episode. The complexity of DS-OFU is at most O
(
n3
)
and only requires solving Riccati equations associated with the extended LQR, which makes LAGLQ very efficient.
I.2. DS-OFU algorithm
In this subsection, we detail the algorithm DS-OFU and the back-up procedure BACKUPPROC used in LAGLQ to solve the
Extended LQR with Relaxed Constraint problem (16). We leverage the strong duality results of Thm. 2 to find a solution
to (16) by solving the associated Lagrangian extended LQR problem (21). The routines are summarized in figs. 6 and 7.
Input: Q, R, D, θ̂, β, V , ,
1: Set µmax by (110), α, λ0 by (111).
2: if D(0) ≤ 0 then
3: Set µ = 0 and pi = piµ
4: else
5: Set µl = 0, µr = µmax (Lem. 7)
6: while α µr−µl
λmin(Dµl )
≥  or λmin(Dµl) ≥ λ02 do
7: Set µ = (µl + µr)/2
8: if D′(µ) > 0 then
9: µl = µ
10: else
11: µr = µ
12: end if
13: end while
14: end if
15: if α µr−µl
λmin(Dµl )
≤  then
16: Set µ = µl and pi = piµ
17: else
18: Compute pi = BACKUPPROC(Q,R,D, θ̂, β, V, , µ¯).
19: end if
20: return Control policy pi
Figure 6. The DS-OFU algorithm to solve (21).
Input: Q, R, D, θ̂, β, V , , µ¯.
1: Compute Dµ by (109)
2: if min‖v‖=1,v∈ker(B˜)(Dµ) ≤
√
λ0 then
3: Compute K˜ by (112).
4: Set pi(x) = K˜x.
5: else
6: Modify the LQR system according to (113).
7: Set µl = 0, µr = µ, αmod by (114).
8: while αmod(µr − µl) ≥ 3 do
9: Set µ = (µl + µr)/2
10: if D′mod(µ) > 0 then
11: µl = µ
12: else
13: µr = µ
14: end if
15: end while
16: Set µ = µl and pi = pimodµ .
17: end if
18: return Control policy pi
Figure 7. Back up procedure BACKUPPROC
Extended Lagrangian LQR. DS-OFU aims at finding a solution to (21) up to an  accuracy. It takes as input an estimated
LQR instance, parametrized by the cost matrices Q,R and the RLS estimate θ̂T = (Â, B̂) as well as the associated
confidence set given by V and β. Then, for each Lagrangian parameters µ, it constructs the Lagrangian extended LQR
system (A, B˜, Cµ) where Cµ = C† + µCg ,
A = Â; B˜ = (B̂, I); Cµ =
(
Qµ Nµ
NTµ Rµ
)
; C† =
Q 0 00 R 0
0 0 0
 ; Cg = (β2V −1 00 I
)
.
Lem. 5 ensures that whenever µ is in some admissible setM, the dual function D(µ) and its derivative D′(µ) associated
with the estimated extended LQR can be computed by Riccati and Lyapunov equations as D(µ) = Tr(Pµ) and D′(µ) =
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Tr
(
G(K˜µ)
)
where
Pµ = Qµ +A
TPµA−
(
ATPµB˜ +N
T
µ
)
D−1µ
(
B˜TPµA+Nµ
)
Dµ = Rµ + B˜
TPµB˜; K˜µ = −D−1µ
(
B˜TPµA+Nµ
)
; Acµ = A+ B˜K˜µ,
G(K˜µ) =
(
Acµ
)T
G(K˜µ)A
c
µ +
(
I
K˜µ
)T
Cg
(
I
K˜µ
)
.
(109)
Whenever µ /∈M (or equivalently when (109) does not admit a well-defined solution in the sense of Lem. 10), we simply
set D′(µ) = −∞. Finally, since all the involved policies are linear in the state, we use either pi or the linear controller K˜ to
characterize them.
Initialization. DS-OFU performs a dichotomy search over some range [0, µmax] to find an optimistic feasible extended
policy. Before starting the dichotomy, DS-OFU computes the upper bound µmax by (110) and Lem. 7 ensures that
M⊂ [0, µmax]
µmax = β
−2λmax
(
C
)
λmax(V ). (110)
Finally, DS-OFU uses the upper bound D on Tr(P∗) to compute conservative constants that will be use to set the termination
rules.
α = max
(
1, ‖Cg‖2/2
)
8‖Cg‖κ4
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
, κ = D/λmin(C)
λ0 = min
(
λmin(C)
2‖B˜‖22 max(D, 1)
,
1
82n+1κ2n
min
(
1,
min
(
1, λmin(C)/2κ
)
σ2
B˜
2κ2c(µmax)
))2
,
σ2
B˜
= min
‖v‖=1,v∈Im(B˜)
vTB˜TB˜v; c(µmax) =
(
λmax(C) + µmax
)(
1 + ‖B˜‖22(1 + ‖A‖22)
)
.
(111)
Dichotomy Search. DS-OFU proceeds with the dichotomy search until α µr−µlλmin(Dµl ) ≤  or λmin(Dµl) ≤ λ0
2. When
the first condition is met, a valid solution pi∗ is found by the dichotomy search. When the second condition is met, the
dichotomy search failed to find a valid solution, and we use the backup procedure BACKUPPROC.
BACKUPPROC. When the back-up procedure starts, it means that λmin(Dµ) ≤ λ02. BACKUPPROC then distinguishes
between two cases, depending on the spectrum of Dµ w.r.t. the null space of B˜.
• When min‖v‖=1,v∈ker(B˜)(Dµ) ≤
√
λ0, a feasible optimistic linear policy can be computed explicitly as:
K˜ = K˜µ + ηvx
T, (112)
where
η2 =
D′(µ)
−vTZvxTΣµx ; Z =
(
0
In+d
)T
Cg
(
0
In+d
)
; Y =
(
0
In+d
)T
Cg
(
I
K˜µ
)
; Σµ =
(
Acµ
)T
ΣµA
c
µ + I.
and v is an eigenvector associated with λmin(Dµ), x is a unitary vector such that vTY Σµx = 0.
• When min‖v‖=1,v∈ker(B˜)(Dµ) >
√
λ0, we construct a modified extended Lagrangian LQR system as:
Amod = A; B˜mod = B˜; Cmodg = Cg; C
mod
† = C† + η∆; C
mod
µ = C
mod
† + µC
mod
g , (113)
where
∆ =
(
I −KT
0 I
)(
I
−B˜T
)(
I −B˜
)( I 0
−K I
)
; K =
(
0
−A
)
,
η = min
(
c(µmax)
/
σ2
B˜
,min
(
1, λmin(C)/2κ
)/
(2κ2)
)
.
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We then consider Dmod and D′mod, the dual function and its derivative associated with the modified system, and run
a standard dichotomy search over [0, µ] on the modified system. The system modification ensures Dmod to have a
bounded curvature. As a result, the termination criterion of the dichotomy search for the modified system is simplified
to αmod(µr − µl) ≤ 3, where
αmod =
64‖Cg‖22κ4 ((2 + ‖A‖2‖B‖2)(1 + ‖B‖2))2
min
(
(1 + ‖B‖2)−2λmin(C),
√
λ0/8
) . (114)
I.3. Guarantees
Theorem 3. For any LQR parametrized by θ̂, V , β, and psd cost matrices Q,R, and any accuracy  ∈ (0, 1/2), whenever
θ∗ ∈ C,
1. DS-OFU outputs an -optimistic and -feasible policy pi given by the linear controller K˜ such that
Jpi ≤ J∗ +  and gpi ≤ .
2. DS-OFU terminates within at most N = O
(
log(µmax/)
)
iterations, each solving one Riccati and one Lyapunov
equation for the extended Lagrangian LQR, both with complexity O
(
n3
)
.
Proof of Thm. 3. We first prove that DS-OFU actually finds an −optimal feasible solution and then characterize its
complexity.
Performance guarantees for DS-OFU. The algorithm proceeds in two phases 1) it performs a dichotomy search on the
derivative of the dual function D associated with original extended LQR problem. 2) if the solution of the first dichotomy
search is not satisfactory, it enters the backup procedure BACKUPPROC, and obtain modified valid solution, either explicitly,
either performing a dichotomy search for a modified extended LQR problem. The proof is conducted in two steps, one for
each phase.
1. The first dichotomy search is done w.r.t. D′. By Lem. 5, D is concave overM, and the initialization procedure ensures
by Lem. 7 thatM ⊂ [0, µmax], D′(0) > 0 and D′(µmax) ≤ 0. As a result, the dichotomy maintains a non-empty
interval [µl, µr], which shrinks with the number of iterations.
Further, at the end of the dichotomy, we have that
D′(µl) > 0; D′(µr) ≤ 0.
• If α µr−µlλmin(Dµl ) < , then, strong-duality holds in a ’strict’ sense (see Lem. 12) and it exists µ∗ ∈ M such thatD′(µ∗) = 0. Further, by construction, µ∗ ∈ [µl, µr]. We prove this assertion by contradiction. Suppose that
strong-duality holds in a ’weak-sense’, which corresponds to the case where D′(µ) > 0 for all µ ∈ M. Then,
µ˜ ∈ [µl, µr] and by Cor. 2,
λmin(Dµl) ≤ 8‖Cg‖κ4
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
|µl − µ˜|
≤ 8‖Cg‖κ4
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
|µl − µr|
≤  λmin(Dµl)
max
(
1, ‖Cg‖2/2
) ≤ λmin(Dµl).
Since  < 1, we obtain the contradiction.
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Now that the existence of µ∗ ∈ [µl, µr] such that D′(µ∗) is asserted, we have from Lem. 14,
D′(µl) = |D′(µl)−D′(µ∗)| ≤
4‖Cg‖2κ4
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
λmin(Dµl)
|µl − µ∗|
≤
4‖Cg‖2κ4
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
λmin(Dµl)
|µl − µr|
≤
4‖Cg‖2κ4
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
α
 ≤ .
As a result, from gpiµl = D′(µl) ≤ , we obtain the − feasibility. Further, from gpiµl = D′(µl) > 0, we have by
weak-duality,
J∗ ≥ Jpiµl + µlgpiµl > Jpiµl .
• If α µr−µlλmin(Dµl ) ≥  we enter the back-up procedure. Note that in this case, necessarily, λmin(Dµl) < λ0
2.
2. If DS-OFU triggers BACKUPPROC, then λmin(Dµl) < λ0
2.
• If min‖v‖=1,v∈ker(B˜)(Dµ) ≤
√
λ0, the conditions of Prop. 27 are satisfied. This guarantees that pi(x) = K˜x,
where K˜ is obtained by (112), is such that gpi = 0 and
Jpi = Lpi(µ) ≤ D(µ) +  ≤ J∗ + .
• If min‖v‖=1,v∈ker(B˜)(Dµ) >
√
λ0, the conditions of Prop. 28 are satisfied. This guarantees that strong duality
holds in a ’strict’ sense for the modified LQR system in (113). Formally, we have that
(a) it exists µmod∗ ∈ [0, µ] such that D′mod(µmod∗ ) = 0,
(b) D′mod(0) > 0, D′mod(µ) ≤ 0,
(c) Jpimod
µmod∗
≤ J∗ + .
As a result, when the dichotomy on the modified system terminates, we have
D′mod(µl) = |D′mod(µl)−D′mod(µmod∗ )| ≤
4‖Cg‖2κ4mod
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
λmin(Dmodµl )
|µl − µ∗|
≤
4‖Cg‖2κ4mod
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
λmin(Dmodµl )
|µl − µr|
≤
4‖Cg‖2κ4mod
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
λmin(Dmodµl )αmod
3,
where κmod is the constant associated with the modified system an Dmodµ is the matrix obtained by (109) on
the modified system. Futher, one can check that κmod ≤ 2κ while Prop. 29 ensures that λmin(Dmodµl ) ≥
min
(
λmin(D0),
√
λ0
2/8
)
. Using that λmin(D0) ≥ (1 + ‖B‖2)−2λmin(C) and the value of αmod in (114), we
obtain by Lem. 14,
D′mod(µl) ≤
4‖Cg‖2κ4mod
(
(2 + ‖Â‖2‖B̂‖2)(1 + ‖B̂‖2)
)2
λmin(Dmodµl )αmod
3
≤ min
(
(1 + ‖B‖2)−2λmin(C),
√
λ0/8
)
min
(
(1 + ‖B‖2)−2λmin(C),
√
λ0/8
) ≤ .
As a result, we have gpimodµl ≤  and Jpimodµl ≤ Jpimodµmod∗ ≤ J∗ + .
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Complexity of DS-OFU. Since the dichotomy reduces the interval by a factor two at each iterations, we have:
1. The first dichotomy performed by DS-OFU terminates within at most N1 = log2(α/λ0) + 3 log2(1/) iterations,
2. The back up procedure terminates within at most N2 = log2(αmod) + 2 log2(1/) iterations.
Overall, DS-OFU performs at most N = N1 + N2 = O
(
log2(1/)
)
iterations. Finally, each iteration require solving a
Lyapunov and a Riccati equation for the Extended Lagrangian LQR problem, that can be solved efficiently in O
(
n3
)
, where
n is the dimension of the state variable (see (Van Dooren, 1981) for instance).
J. Experiments
We detail in this section the experiments that compare the performance of DS-OFU to an −greedy approach.
LQR system. The experiments are conducted for following LQR system, with n = d = 2:
A∗ =
(
1.01 0.01
0.01 0.5
)
; B∗ = I; Q = I; R = I. (115)
The LQR system is similar to the one used in (Dean et al., 2018) but with smaller dimension (n = 2 vs n = 3) to simplify
the experiment. As in (Dean et al., 2018), the system is marginally unstable as λ(A∗) ≈ (1.01, 0.5) i.e., has one unstable
and one stable mode.
Baseline. Our experiment is not intended to provide an extensive comparison between adaptive LQR algorithms and their
heuristic variations. We rather focused on developing an experiment that could complement the theoretical understanding
we currently have. As a result, we considered comparing DS-OFU with algorithms that 1) offer a similar O˜(
√
T ) frequentist
regret guarantee 2) are provably efficient (i.e., tractable with theoretical guarantees on the fact that the chosen controller is
indeed the one that the algorithm should use). We reviewed the following algorithms:
• We do not compare to TS algorithm because either the guarantees are provided for Bayesian regret (Ouyang et al.,
2017), or for frequentist regret but limited to 1 dimensional systems (Abeille & Lazaric, 2018). We also do not compare
to (Dean et al., 2018) as the regret guarantee is worse O˜(T 2/3).
• We do not compare to other OFULQ algorithms as they are intractable (Abbasi-Yadkori & Szepesvári, 2011; Faradonbeh
et al., 2017)19.
• −greedy approaches that has been studied in (Faradonbeh et al., 2018b; Mania et al., 2019; Simchowitz & Foster,
2020). (Mania et al., 2019) do not provide explicit algorithm, but a proof that −greedy (properly tuned) is optimal
(
√
T regret). (Faradonbeh et al., 2018b; Simchowitz & Foster, 2020) propose the same scheme, but the latter provide
an algorithm that is fully explicit (in the way  should be tuned) and for which they claim to have optimal dependencies
in the dimension n, d. We thus focus on (Simchowitz & Foster, 2020) (CECCE).
• We do not compare to OSLO (Cohen et al., 2019), since it requires a long initial phase (√T ). As a result, OSLO has√
T regret which is not due to the optimistic SPD resolution, but follows from (Mania et al., 2019) (actually, OSLO is
closer to an Explore-Then-Commit scheme).20
As a result, we only compare DS-OFU and CECCE.
Initialization phase. Both DS-OFU and CECCE require an initialization procedure before actually addressing the
exploration-exploitation dilemma, to ensure that the state is bounded. LAGLQ takes a stabilizing set Θ0 as input, while
19Heuristic gradient descent approaches to the non-convex problem could be used, but again, we wanted to focus on algorithms that
provably solve their optimization problem
20Furthermore, if we implement the algorithm rigorously, the length of the initial phase implies that the policy is also updated very
rarely. In particular, for the experiment conducted here, and given the time horizon, OSLO does not perform any update (the first update
occurs for T ≈ 108).
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CECCE provides a procedure to compute such set, given that a stabilizing controller K0 is known. To allow for fair
comparison, we use the stabilizing controller approach of CECCE both to perform the initialization procedure of CECCE
and to construct a stabilizing set for LAGLQ that is given as input.
More in detail, we use a initial phase of length T0 for all algorithms where we apply a stable controller K0 and add random
Gaussian noise N (0, I) to the control. This early phase is not counted towards the regret since it is common to the 2
algorithms. After this phase, we are given a stabilizing set and we set t = 0 and x0 = 0. Then, the safe set is provided as
input to CECCE and DS-OFU which follow respectively a −greedy with decaying variance and optimistic strategies.
The length T0 of the system identification phase we use in the experiments is not the one recommended by CECCE. The
theoretical lower bound on T0 is very worst case and would lead to a initialization phase of length T0 ≈ 108 in our case. On
the other hand, a shorter length T0 ≈ 2× 104 is enough to guarantee the stabilizability of the state for the problem at hand
(easy to verify by looking at the value of ‖xt‖ over the trajectory).
Experiments parameters. We run the DS-OFU and CECCE algorithms on trajectories of length T = 106 for the LQR
problem parametrized by (115). We report in Fig. 3 the average and the 90th percentile of the regret over 100 trajectories.
We observe that LAGLQ is better that CECCE when both are implemented as recommended by theory. The worse perf of
CECCE is directly due to the amount of noise injected in the system, which seems to make CECCE over-explorative. This
may be caused by two issues:
1. The injected noise is large because the exploration scheme does not adapt to the uncertainty (the confidence sets). As a
result, it has to be conservative and set w.r.t. the most difficult direction (in terms of exploration).
2. The analysis is loose (the constants not the rate) which leads to bad design and hence bad perfs (notice that we may
have the same effect for LAGLQ, coming from the fact that the confidence set is not tight).
In the attempt of addressing the second possible cause of “bad” performance, we also test a "tuned" instance of −greedy,
where the variance of the injected noise scales with ‖P∗‖4 (instead of ‖P∗‖5/2), and set all the others constants to 1. We do
not tune the rate as it is already optimal. In this case, − greedy seems to be comparable to LAGLQ, but the overall trend still
seems worse than LAGLQ.
Runtime of LAGLQ. Overall the implementation of LAGLQ on this problem is very efficient. Each call to DS-OFU takes
around 50− 80m.s. on a standard computer and it takes around 35− 40 iterations to find an optimistic − feasible optimal
policy for an accuracy  = 10−12. Furthermore, we noticed that empirically the backup procedure BACKUPPROC is never
really triggered. We conjecture that the corner cases considered by the backup procedure may actually correspond to a set of
systems of zero Lesbegue measure.
