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Abstract
We prove Lp estimates for charge transfer Hamiltonians, including matrix and inhomoge-
neous generalizations; such equations appear naturally in the study of multi-soliton systems.
1 Introduction
This paper is devoted to the study of dispersive properties of the model corresponding to the
time-dependent charge transfer Hamiltonian
H(t) = −1
2
△+
m∑
j=1
Vj(x− ~vjt)
with rapidly decaying smooth potentials Vj(x) and a set of mutually non-parallel constant velocities
~vj. Our main focus is on the L
p decay estimates for the solutions of the time-dependent problem
1
i
∂tψ +H(t)ψ = 0
associated with a charge transfer Hamiltonian H(t). The well-known Lp estimates for the free
Schro¨dinger equation (H(t) = −12△) on Rn are
‖eit△2 f‖Lp ≤ Cp |t|−n(
1
2
− 1
p
)‖f‖Lp′ , p ≥ 2,
1
p
+
1
p′
= 1.
They imply the Strichartz estimates
‖eit△2 f‖LqtLrx ≤ Cq‖f‖L2 , 2 ≤ r, q ≤ ∞,
n
r
+
2
q
=
n
2
, n ≥ 3 [GV,KT ]
Such estimates play a fundamental role, among other things in the theory of nonlinear dispersive
equations. The extension of such theories to inhomogeneous problems (either due to curvature,
local potentials or coherent structure such as solitons, vortices etc. ...) then motivated the efforts
∗The research of I.R. was partially conducted during the period he served as a Clay Mathematics Institute Long-
Term Prize Fellow. He was also supported in part by the NSF grant DMS-0107791. W.S. was partially supported by
the NSF grant DMS-0070538 and a Sloan Fellowship. A.S. was partially supported by the NSF grant DMS-0100490.
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to establish the Lp decay estimates for the general time independent Schro¨dinger operators of the
type H = −12△+ V (x). In this case the estimates should take the form
‖e−itHPc(H)ψ0‖Lp ≤ Cp |t|−n(
1
2
− 1
p
)‖ψ0‖Lp′ p ≥ 2,
1
p
+
1
p′
= 1,(1.1)
‖e−itHPc(H)f‖LqtLrx ≤ Cq‖f‖L2 for 2 ≤ q ≤ ∞,
n
r
+
2
q
=
n
2
, n ≥ 3(1.2)
where Pc(H) is the projection onto the continuous part of the spectrum of the self-adjoint operator
H. Its purpose is to prevent the emergence of any bound state, i.e., an L2 eigenfunctions of H.
Under the evolution e−itH such bound states are merely multiplied by oscillating factors and thus
do not disperse.
The first approach to the proof of estimates (1.1) was developed by Journe´, Soffer, Sogge [JSS].
They used a time dependent method which combined spectral and scattering theory with harmonic
analysis. Their method involved splitting solutions into high and low energy parts and using
Kato’s smoothing and the local energy decay on the corresponding pieces. Later, a stationary
method was used by Yajima [Ya1] who proved that the wave operators are Lp-bounded under
weaker assumptions on the potential than in [JSS]. His theorem implies the dispersive bounds. See
also Weder [We] for results in one dimension n = 1 and Yajima [Ya3] for n = 2.
Most recently, Rodnianski and Schlag [RS] have addressed the issue of determining the optimal
class of potentials V (x) for which the estimates (1.1) and (1.2) hold true. In particular, they
obtained L1 → L∞ decay estimates for the scaling invariant “Lp-like” classes of small potentials in
dimension n = 3. In [NS], Nier and Soffer were able to establish the decay and Strichartz estimates
for finite rank perturbations of H0 = −△2 . The Strichartz estimates for the inverse-square potential
were obtained by Burq, Planchon, Stalker, and Tahvildar-Zadeh in [BPST] .
The situation in the case of time-dependent potentials V (t, x) becomes more complicated. On
a superficial level, this can be attributed to the disappearance of a connection between the decay
estimates and spectral theory of a corresponding Hamiltonian. In particular, solutions that remain
trapped in a compact region, and thus do not disperse, might still exist. However, they can no
longer be easily characterized as corresponding to the bound states of some Hamiltonian as in the
case of time independent Hamiltonians.
Let U(t) be the solution operator corresponding to the time-dependent Schro¨dinger equation
1
i
∂tψ − △
2
ψ + V (t, x)ψ = 0,(1.3)
ψ|t=0 = ψ0,
i.e., ψ(t, ·) = U(t)ψ0. Then the desired decay estimates take the form
(1.4) ‖U(t)ψ0‖Lp ≤ Cp |t|−n(
1
2
− 1
p
)‖ψ0‖Lp′ p ≥ 2,
1
p
+
1
p′
= 1
holding for an appropriate set of initial data. The first results in this direction were obtained
in [RS], where the L1 → L∞ decay estimates for all initial data were established in dimension
n = 3 for a large class of small time-dependent potentials. The smallness assumption rules out the
emergence of trapped solutions.
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In this paper we prove Lp decay estimates for solutions of a time-dependent Schro¨dinger equation
corresponding to a charge transfer Hamiltonian
H(t) = −1
2
△+
∑
j
Vj(x− ~vjt), ~vj 6= ~vi, i 6= j,
see Theorem 2.7 below. Our main motivation comes from the problem of asymptotic stability of
noninteracting multi-soliton states. This question refers to solving a NLS
(1.5) i∂tψ +
△
2
ψ + β(|ψ|2)ψ = 0
in Rn, n ≥ 3 with initial data ψ0 =
∑k
j=1wj(0, ·)+R0 where wj are special standing wave solutions
called solitons and R0 is a small perturbation. In our forthcoming paper [RSS] we show that if the
solitons are sufficiently separated at time t = 0, and if R0 is sufficiently small in a suitable norm,
then the solution ψ evolves like a sum of solitons with time-dependent parameters approaching a
limit, plus a radiation term that goes to zero in L∞(R3). This argument requires linearizing the
NLS around the bulk-term, which is given by the sum of the solitons. This leads to the problem of
establishing dispersive estimates, which typically means L1 → L∞ decay estimates, for the linear
problem. It is well-known that the linearized equation needs to be written as a system in δψ and δψ
where δψ is the variation of the bulk-term. A first step in the understanding of this problem is to
consider the scalar model that is closest to the system at hand. It is easy to see that these scalar
equations are Schro¨dinger equations of the charge-transfer type
(1.6)
1
i
∂ψ − △
2
ψ +
m∑
j=1
Vj(· − t~vj)ψ = 0,
with real potentials Vj and distinct vectors ~vj ∈ Rn.
This problem has been extensively studied in the literature in connection with the question of
asymptotic completeness. Asymptotic completeness for the equation (1.6) had been first established
by Yajima [Ya2]. Later, Graf [Gr] has obtained a new proof containing a crucial argument showing
that the energy1 associated with a solution of (1.6) remains bounded in time. For similar results
see also the work of Wu¨ller [Wu], and for more general charge transfer models with PDO’s, the
work of Zielinski [Zi]. Their results imply that for a dense set of initial data, solutions converge to
the states represented by radiation and the sum of the bound states, associated with each of the
Hamiltonians Hj = −△2 + Vj(x), traveling with velocity ~vj .
In this paper we obtain Lp decay estimates for (1.6), which in particular lead to a very short
and self-contained proof of the asymptotic completeness theorem. The idea is to decompose the
solution into k+1 channels that move (and expand) along with the potentials according to a straight
motion. On the jth channel one has well-known dispersive estimates by Journe´, Soffer, Sogge [JSS]
and Yajima [Ya1] for the equation with the single potential 2 Vj(· − ~vjt), which dominates on that
1Energy here simply means ‖ψ(t)‖H1 for a solution ψ(t). While the conservation of the L2 norm is a trivial
consequence of the potentials Vj being real, the energy bound is by no means a simple matter since the problem
contains a time-dependent potential.
2The results of [JSS] and [Ya1] apply to problems with time-independent potentials. However, the problem with
a single potential Vj(x− ~vjt) can be reduced to a problem with the potential Vj(x) by means of a Galilei transform.
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channel. One then proceeds to show that the interaction between the channels is weak enough not
to destroy this property. This weak interaction is accomplished by distinguishing low from high
momenta. In the former case one uses the slow propagation rate, in the latter a variant of Kato’s
smoothing bound, to derive the desired bounds. As always, we cannot hope to prove dispersive
bounds for all initial conditions. In the scalar equation with a single stationary potential this simply
means being perpendicular to the bound states. In the charge transfer case one expects this to be
replaced with perpendicularity to the (traveling) bound states, or at least that the projection of
the solution onto the traveling bound states should go to zero. This is precisely the ”asymptotic
orthogonality condition” which we use below.
For this type of initial data we establish the decay estimates
(1.7) ‖ψ(t)‖L∞ ≤ C(n) |t|−
n
2 ‖ψ0‖L1∩L2 ,
which, by interpolation with a trivial L2 bound, also imply the the full range of the Lp estimates
(1.8) ‖ψ(t)‖Lp ≤ C(n, p) |t|−n(
1
2
− 1
p
)‖ψ0‖Lp′∩L2 , 2 ≤ p ≤ ∞
The presence of the L2 norm on the right-hand side of (1.7) and (1.8) distinguishes them from
the standard Lp
′ → Lp estimates. This, however, is no more than a technical issue. In fact, our
main result is stated as an L1 ∩ L2 → L2 + L∞ estimate, which, for example, is sufficient for a
proof of asymptotic completeness. We then establish a procedure converting this estimate into an
L1 ∩ L2 → L∞ bounds, using an argument along the lines of [JSS].
To motivate the results of the second part of this paper, we recall that stability and asymptotic
stability of solitons and other coherent structures require analyzing the spectral properties, scat-
tering, and local decay of the linearized matrix operator. A comprehensive description of results
in this direction can be found in the book by C. Sulem and P. L. Sulem [SuSu]. In particular, the
spectral properties of the linearized operators for NLS solitons were developed in Weinstein [Wein],
Shatah, Strauss [ShSt], and Grillakis, Shatah, Strauss [GrShSt]. The linearized theory of other
structures was also considered, e.g., vortices in Weinstein, Xin [WeinXi], and Hartree-type solitons
in Fro¨hlich, Tsai, Yau [FTY]. Many of these results are examples to which our Lp theory applies.
On a more technical level, the second part of this paper extends our approach to the full system
that one obtains by linearizing (1.5) around a sum of solitons. Several complications arise, even for
a system with a single stationary matrix potential: Firstly, these systems are no longer self-adjoint
and there is the well-known issue of existence of unstable modes, see Weinstein [Wein]. Secondly,
and somewhat related to the aforementioned instabilities, the L1 → L∞ decay estimates are more
involved for systems ([JSS] and [Ya1] do not apply).
As far as the latter is concerned, Cuccagna [Cu] recently established the necessary bounds by
transferring Yajima’s Lp-wave operator approach to the system case. While the wave operators
are of course of independent interest, we feel that it is desirable to have a more direct approach to
the dispersive estimates for systems. It turns out that one can easily adapt a simple but powerful
method of Rauch [R] to systems, which is what we do in Section 7 below, see Theorem 7.4. Rauch’s
method, which is related to earlier work of Dolph, McLeod, Thoe [DMcLT] and Vainberg [Vai],
hinges on analytic continuation of the resolvent across the spectrum as a bounded operator in an
exponentially weighted L2-space. This can only be done for exponentially decreasing potentials,
but the potentials arising from linearizing around solitons are of this type (since solitons decay
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exponentially). It is important to realize, however, that Rauch’s method only leads to local L2-
decay, which is inadequate for the nonlinear applications. To obtain L∞-bounds, we then use an
observation of Ginibre [Gin] that allows one to pass from local L2-decay to L∞-decay by means of
a double application of Duhamel’s formula.
After deriving these bounds for systems with a single stationary matrix potentials, we then
introduce charge transfer models in the system case, see Definition 8.1. These are of course anal-
ogous to the scalar models (1.6) but differ in that one not only needs to translate the potentials
according to linear motion, but one also needs to modulate the matrix potentials in a suitable
manner. In particular, these matrix potentials have complex off-diagonal entries. We then proceed
to apply the aforementioned method of ”channel-decomposition” to these matrix charge transfer
equations, which yields bounds of the form (1.7). Finally, we extend the Lp decay estimates to the
inhomogeneous equation with charge transfer Hamiltonians. We give a general Lp-decay estimate
in terms of a properly chosen norm of the inhomogeneous term, see Theorem 6.1.
2 Charge transfer model
Definition 2.1. By a charge transfer model we mean a Schro¨dinger equation
1
i
∂tψ − 1
2
△ψ +
m∑
κ=1
Vκ(x− ~vκt)ψ = 0(2.1)
ψ|t=0 = ψ0, x ∈ Rn,
where ~vκ are distinct vectors in R
n, n ≥ 3, and the real potentials Vκ are such that for every
1 ≤ κ ≤ m,
1. Vκ has compact support (or fast decay), Vκ,∇Vκ ∈ L∞
2. 0 is neither a zero eigenvalue nor a zero resonance of the operators
Hκ = −1
2
△+ Vκ(x).
The regularity assumption on the potential can be relaxed considerably without too much effort,
but we use the C1-property for convenience. The assumption n ≥ 3 will be made throughout. This
definition is standard, see [Gr], [Ya2]. The Schro¨dinger group e−itHκ is known to satisfy the decay
estimates (see Journe´, Soffer, Sogge [JSS] and Yajima [Ya1])
(2.2) ‖e−itHκPc(Hκ)ψ0‖L∞ . |t|−n/2‖ψ0‖L1 .
Here Pc(Hκ) is the spectral projection onto the continuous spectrum of Hκ. The estimate (2.2)
holds under the ”no 0 eigenvalue/resonance” assumption 2. above for potentials obeying conditions
roughly equivalent to the assumption 1.
Remark 2.2. It follows from the results of Yajima [Ya1] that in dimension n = 3 the estimate (2.2)
holds for any bounded potential with sufficiently fast decay at infinity. In higher dimensions one
5
needs to add assumptions on the derivatives of the potential Vκ:
|∇αVκ(x)| ≤ Cα〈x〉−δ, ∀|α| ≤ n+ 1
2
− 3, δ > max{n+ 2, 3n
2
− 2},(2.3)
F(〈x〉σV ) ∈ Ln−1n−2 , σ > 2(n − 2)
n− 1(2.4)
We shall assume that potentials Vκ(x) always obey conditions guaranteeing estimate (2.2), e.g.
conditions (2.3), (2.4).
Definition 2.3. Let L2 + L∞ := {f : ∃h; g : f = h+ g, ‖h‖L2 + ‖g‖L∞ <∞} with norm
‖f‖L2+L∞ := inff=h+g(‖h‖L2 + ‖g‖L∞)
We shall use a weaker version of the decay estimate which follows from (2.2) combined with the
unitarity of e−itHκ , namely
(2.5) ‖e−itHκPc(Hκ)ψ0‖L∞+L2 . 〈t〉−n/2‖ψ0‖L1∩L2
where 〈t〉 = (1+ t2) 12 . In the following we shall assume that the number of potentials is m = 2 and
that the velocities are ~v1 = 0, ~v2 = (1, 0, . . . 0) = ~e1. This can be done without loss of generality.
An indispensable tool in the study of the charge transfer model are the Galilei transforms
(2.6) g~v,y(t) = e
−i |~v|
2
2
te−ix·~vei(y+t~v)·~p,
cf. [Gr], where ~p = −i~∇. These are the quantum analogues of the classical Galilei transforms
x 7→ x− t~v − y, ~p 7→ ~p− ~v
in the following sense: if f is a Schwartz function, say, such that f and fˆ are supported around 0,
then g~v,y(t)f is supported around t~v + y, and ĝ~v,y(t)f is supported around ~v. Under g~v,y(t) the
Schro¨dinger equation transforms as follows:
g~v,y(t)e
it△
2 = eit
△
2 g~v,y(0)
and moreover, with H = −12△+ V ,
(2.7) ψ(t) := g~v,y(t)
−1e−itH g~v,y(0)φ0, , g~v,y(t)
−1 = e−iy·~v g−~v,−y(t)
solves
1
i
∂tψ − 1
2
△ψ + V (· − t~v − y)ψ = 0(2.8)
ψ|t=0 = φ0.
These properties are not only easy to check, but are of course to be expected in view of the
classical interpretation. We will make frequent use of these transformation laws without further
notice. Another property that we will use often without further mention is that the transformations
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g~v,y(t) are isometries on all L
p spaces. Finally, since in our case always y = 0, we set g~v(t) := g~v,0(t).
By (2.7), g ~e1(t)
−1 = g− ~e1(t) in that case.
We now return to the problem
1
i
∂tψ − 1
2
△ψ + V1ψ + V2(· − t~e1)ψ = 0(2.9)
ψ|t=0 = ψ0
with V1, V2 compactly supported potentials. Let u1, . . . , um and w1, . . . , wℓ be the normalized
bound states of H1 and H2 corresponding to the negative eigenvalues λ1, . . . , λm and µ1, . . . , µℓ,
respectively (recall that we are assuming that 0 is not an eigenvalue). We denote by Pb(H1) and
Pb(H2) the corresponding projections onto the bound states of H1 and H2, respectively, and let
Pc(Hκ) = Id− Pb(Hκ), κ = 1, 2. The projections Pb(H1,2) have the form
Pb(H1) =
m∑
i=1
〈·, ui〉ui, Pb(H2) =
ℓ∑
j=1
〈·, wj〉wj .
In order to state our main theorem, we need to impose an orthogonality condition in the context
of the charge transfer Hamiltonian (2.9).
Definition 2.4. Let U(t)ψ0 = ψ(t, x) be the solutions of (2.9). We say that ψ0 (or also ψ(t, ·)) is
asymptotically orthogonal to the bounds states of H1 and H2 if
(2.10) ‖Pb(H1)U(t)ψ0‖L2 + ‖Pb(H2, t)U(t)ψ0‖L2 → 0 as t→ +∞.
Here
(2.11) Pb(H2, t) := g ~−e1(t)Pb(H2) g ~e1(t)
for all times t.
Remark 2.5. Clearly, Pb(H2, t) is again an orthogonal projection for every t. It gives the projection
onto the bound states of H2 that have been translated to the position of the potential V2(· − t~e1).
Equivalently, one can think of it as translating the solution of (2.9) from that position to the origin,
projection onto the bound states of H2, and then translating back. The explicit form of Pb(H2, t)
is given by (
Pb(H2, t)f
)
(x) =
ℓ∑
j=1
eix1wj(x− t~e1)
∫
Rn
f(y)e−iy1wj(y − t~e1) dy.
We will make little use of this formula, though.
Remark 2.6. It is clear that all ψ0 that satisfy (2.10) form a closed subspace. This subspace coincides
with the space of scattering states for the charge transfer problem. The latter is well-defined by
Graf’s asymptotic completeness result [Gr]. This is discussed in more detail in Section 4.
We now formulate our main result.
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Theorem 2.7. Consider the charge transfer model as in Definition 2.1 with two potentials, cf. (2.9).
Let U(t) denote the propagator of the equation (2.9). Then for any initial data ψ0 ∈ L1∩L2, which
is asymptotically orthogonal to the bound states of H1 and H2 in the sense of Definition 2.4, one
has the decay estimates
(2.12) ‖U(t)ψ0‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2 .
An analogous statement holds for any number of potentials, i.e., with arbitrary m in (2.1).
We prove this theorem for the case of two potentials, but this is for simplicity only. The same
argument also applies to the general case of m > 2 (one then needs to split into m + 1 channels,
see below). A more substantial comment has to do with the assumption of compact support of the
potentials. Inspection of the argument in the following section reveals that it equally well applies to
exponentially decaying potentials, say. But also power decay is allowed, provided it is sufficiently
fast. We shall prove (2.12) by means of a bootstrap argument. More precisely, we prove that the
bootstrap assumption
(2.13) ‖U(t)ψ0‖L2+L∞ ≤ C0〈t〉−n/2‖ψ0‖L1∩L2 for all 0 ≤ t ≤ T
implies that
(2.14) ‖U(t)ψ0‖L2+L∞ ≤
C0
2
〈t〉−n/2‖ψ0‖L1∩L2 for all 0 ≤ t ≤ T.
Here C0 is some sufficiently large positive constant which is assumed to be much bigger than any
universal constant appearing in our calculations (e.g. ‖V1,2‖L1∩L∞ , implicit constants in Propo-
sition 3.1 below, and decay bounds (2.5)). The logic here is that for arbitrary but fixed T , the
assumption (2.13) can be made to hold for some C0, depending on T . Iterating the implication
(2.13) =⇒ (2.14) then yields a constant that does not depend on T , thus proving the theorem. We
shall continue to use the notation . to denote bounds involving multiplicative constants indepen-
dent of the constant C0.
Remark 2.8. Since
‖U(t)ψ0‖L2+L∞ ≤ ‖U(t)ψ0‖L2 = ‖ψ0‖L2 ≤ ‖ψ0‖L1∩L2
it suffices to prove (2.14) for t ≥ t0 :=
(
C0
2
)2/n
.
Remark 2.9. For the nonlinear applications it might be also useful to have estimates as in Theo-
rem 2.7 for perturbed charge transfer Hamiltonians. It is easy to see that the method of proof is
stable under such small perturbations, see Section 3.7 below.
3 Proof of the decay estimates
3.1 Bound states
Our first result concerns the rate of convergence of the projections onto the bound states of solutions
which are asymptotically orthogonal to the bound states.
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Proposition 3.1. Let ψ(t, x) = (U(t)ψ0)(x) be a solution of (2.9) which is asymptotically orthog-
onal to the bound states of H1 and H2 in the sense of Definition 2.4. Then
‖Pb(H1)U(t)ψ0‖L2 + ‖Pb(H2, t)U(t)ψ0‖L2 . e−αt‖ψ0‖L2
for some α > 0.
Proof. By symmetry it suffices to prove the bound on the first part. More precisely, let U˜(t) :=
g ~e1(t)U(t), and φ(t) = U˜(t)ψ0. Then φ(t) solves
1
i
∂tφ− 1
2
△φ+ V1(·+ t~e1)φ+ V2φ = 0,(3.1)
φ|t=0(x) = ( g ~e1(0)ψ0)(x),
and
‖Pb(H2, t)U(t)ψ‖2 = ‖Pb(H2) g ~e1(t)U(t)ψ0‖2 = ‖Pb(H2)U˜(t)ψ0‖2.
This clearly allows one to reduce the treatment of H2 to that of H1. Decompose
(3.2) U(t)ψ0 =
m∑
i=1
ai(t)ui + ψ1(t, x)
relative to H1 so that ψ1(t, ·) lies in the continuous subspace of H1, i.e., Pc(H1)ψ1 = ψ1 and
Pb(H1)ψ1 = 0. By assumption,
m∑
i=1
|ai(t)|2 → 0 as t→∞.
Substituting (3.2) into (2.9) yields
1
i
∂tψ1 − 1
2
△ψ1 + V1ψ1 + V2(· − t~e1)ψ1+
+
m∑
j=1
[
1
i
a˙j(t)uj − 1
2
△ujaj(t) + V1 ujaj(t) + V2(· − t~e1)ujaj(t)
]
= 0.(3.3)
Since Pc(H1)ψ1 = ψ1 one has
(−1
2
△+ V1)ψ1 = H1ψ1 = Pc(H1)H1ψ1, ∂tψ1 = Pc(H1)∂tψ1.
In particular
Pb(H1)
(
1
i
∂tψ1 − 1
2
△ψ1 + V1ψ1
)
= 0.
Thus taking an inner product of the equation (3.3) with uκ and using the fact that 〈uκ, uj〉 = δjκ
as well as the identity
−1
2
△uj + V1uj = λjuj
we obtain the ODE
1
i
a˙κ(t) + λκaκ(t) + 〈V2(· − t~e1)ψ1, uκ〉+
m∑
j=1
aj(t)〈V2(· − t~e1)uj , uκ〉 = 0
9
for each aκ with the condition that
aκ(t)→ 0 as t→ +∞.
Recall that uκ is an eigenfunction of H1 = −12△+V1 with eigenvalue λκ < 0. It is well-known (see
e.g. Agmon [Ag]) that such eigenfunctions are exponentially localized, i.e.,
(3.4)
∫
Rn
e2α|x| |uκ(x)|2 dx ≤ C = C(V1, n) <∞ for some positive α.
Therefore,
(3.5) ‖V2(· − t~e1)uκ‖2 . e−αt for all t ≥ 0
which follows from the assumption that V2 has compact support. The implicit constant in (3.5)
depends on the size of the support of V2 and ‖V2‖L∞ . Therefore,
fκ(t) := 〈V2(· − t~e1)ψ1, uκ〉
satisfies
(3.6) |fκ(t)| . e−αt‖ψ1‖L2 . e−αt‖Pc(H1)U(t)ψ0‖L2 . e−αt‖ψ0‖2.
In view of (3.1), aκ solves the equation
1
i
a˙κ(t) + λκaκ(t) +
m∑
j=1
aj(t)Cjκ(t) + fκ(t) = 0(3.7)
aκ(∞) = 0,
where Cjκ(t) = Cκj(t) = 〈V2(·−t~e1)uj , uκ〉. By (3.5), maxj,κ |Cjκ(t)| . e−αt. Solving (3.7) explicitly
we obtain
~a(t) = ie−i
∫ t
0 B(s) ds
∫ ∞
t
ei
∫ s
0 B(τ) dτ ~f(s) ds,
where Bjκ(t) = λjδjκ + Cjκ(t). Hence, by unitarity of e
i
∫ s
0
B(τ) dτ and (3.6), we conclude that
|~a(t)| ≤
∫ ∞
t
|~f(s)| ds . α−1e−αt‖ψ0‖L2 .
This proves the proposition.
3.2 The three channels
Fix some small δ > 0. We introduce a partition of unity associated with the sets
Bδt(0) = {x : |x| ≤ δt}, Bδt(t~e1) = {x : |x− t~e1| ≤ δt}
and
Rn \ (Bδt(0) ∪Bδt(t~e1)).
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Namely, let χ1(t, x) be a cut-off function s.t.
χ1(t, x) = 1, x ∈ Bδt(0) and χ1(t, x) = 0, x ∈ Rn \B2δt(0).
Here t ≥ t0 and δ > 0 is a fixed small constant. Define
χ2(t, x) = χ1(t, x− t~e1), χ3(t, x) = 1− χ1(t, x)− χ2(t, x).
Observe that since t0 =
(
C0
2
)2/n
is large, see Remark 2.8, the support of χ1(t, ·) contains the support
of V1 for all t ≥ t0 and the support of χ2(t, ·) contains the support of V2(· − t~e1).
There is the following natural decomposition of the solution U(t)ψ0:
U(t)ψ0 = χ1(t, ·)Pb(H1)U(t)ψ0 + χ1(t, ·)Pc(H1)U(t)ψ0 + χ2(t, ·)Pb(H2, t)U(t)ψ0
+χ2(t, ·)Pc(H2, t)U(t)ψ0 + χ3(t, ·)U(t)ψ0.
The terms χ1Pb(H1)U(t)ψ0 and χ2Pb(H2, t)U(t)ψ0 can be estimated immediately using Proposi-
tion 3.1. Since U(t)ψ0 is asymptotically orthogonal to the bound states of both H1 and H2 by
assumption, one concludes that
‖χ1(t, ·)Pb(H1)U(t)ψ0‖L2+L∞ + ‖χ2(t, ·)Pb(H2, t)U(t)ψ0‖L2+L∞ . e−αt‖ψ0‖L1∩L2 .
To estimate the remaining three terms
χ1(t, ·)Pc(H1)U(t)ψ0, χ2(t, ·)Pc(H2, t)U(t)ψ0, χ3(t, ·)U(t)ψ0
we use Duhamel’s formula. However, on each of the three “channels” we compare U(t)ψ0 to a
different group. We claim that on the support of χ1(t, ·) the solution U(t)ψ0 is best approximated
by e−itH1ψ0, on the support of χ2(t, ·) by e−itH2ψ0, and on χ3(t, ·) by eit
△
2 ψ0. More precisely, with
χ1 = χ1(t, x),
(3.8) χ1Pc(H1)U(t)ψ0 = χ1e
−itH1Pc(H1)ψ0 − iχ1
∫ t
0
e−i(t−s)H1Pc(H1)V2(· − s~e1)U(s)ψ0 ds.
To analyze the second channel, define U˜(t) := g ~e1(t)U(t) g− ~e1(0). Then φ(t) := U˜(t)φ0 solves
equation (3.1), where φ0 := g ~e1(0)ψ0. The Duhamel formula relative to e
−itH2 can now be written
in two different ways, namely with respect to a stationary frame (this involves U˜(t)) or with respect
to the moving frame (this involves U(t)). Indeed,
χ1Pc(H2)U˜ (t)φ0 = χ1e
−itH2Pc(H2)φ0 − iχ1
∫ t
0
e−i(t−s)H2Pc(H2)V1(·+ s~e1)U˜(s)φ0 ds(3.9)
χ2Pc(H2, t)U(t)ψ0 = χ2 g− ~e1(t)e
−itH2Pc(H2) g ~e1(0)ψ0
− iχ2 g− ~e1(t)
∫ t
0
e−i(t−s)H2Pc(H2)V1(·+ s~e1) g ~e1(s)U(s)ψ0 ds.(3.10)
The stationary formulation (3.9) is basically the same as (3.8), whereas (3.10) follows from (3.9)
by means of (2.11) from Definition 2.4. It is evident from (3.8) and (3.9) that it suffices to prove
the requisite amount of decay for χ1Pc(H1)U(t)ψ0. However, we will need (3.10) in the treatment
of the first channel, i.e., (3.8). Finally, for the third (the “free”) channel, one has
(3.11) χ3U(t)ψ0 = χ3 e
it△
2 ψ0 − iχ3
∫ t
0
ei(t−s)
△
2 (V1 + V2(· − s~e1))U(s)ψ0 ds.
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3.3 Analysis of χ1Pc(H1)U(t)ψ0
We start with the following simple lemma.
Lemma 3.2. Let W ∈ Lp ∩ L 2p2−p for some p ∈ [1, 2]. Then
‖Wf‖Lp . ‖W‖
Lp∩L
2p
2−p
‖f‖L2+L∞ .
In particular, the dual space of L2 + L∞ is L1 ∩ L2.
Fix sufficiently large constants A,B > 0, B >> A, which are independent of the constant C0
and write the following expansion
χ1Pc(H1)U(t)ψ0 = χ1e
−itH1Pc(H1)ψ0 − iχ1
∫ t−A
0
e−i(t−s)H1Pc(H1)V2(· − s~e1)U(s)ψ0 ds
−iχ1
∫ t
t−A
e−i(t−s)H1Pc(H1)V2(· − s~e1)U(s)ψ0 ds.(3.12)
According to (2.5)
(3.13) ‖e−itH1Pc(H1)ψ0‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2 .
Using (2.5), Lemma 3.2, and the bootstrap assumption (2.13)∥∥∥∫ t−A
0
e−i(t−s)H1Pc(H1)V2(· − s~e1)U(s)ψ0 ds
∥∥∥
L2+L∞
.
∫ t−A
0
1
〈t− s〉n/2 ‖V2(· − s~e1)U(s)ψ0‖L1∩L2 ds
.
∫ t−A
0
1
〈t− s〉n/2
[
‖V2‖L1∩L2 + ‖V2‖L2∩L∞
]
‖U(s)ψ0‖L2+L∞ ds
. C0
∫ t−A
A
1
〈t− s〉n/2
1
〈s〉n/2 ds ‖V2‖L1∩L∞‖ψ0‖L1∩L2
+
∫ A
0
1
〈t− s〉n/2 ds‖V2‖L1∩L∞‖U(s)ψ0‖2
. C0A
−(n/2−1)〈t〉−n/2‖V2‖L1∩L∞‖ψ0‖L1∩L2 +A〈t〉−
n
2 ‖ψ0‖2.(3.14)
Thus, since n ≥ 3, there exists a choice of a sufficiently large constant A that does not depend on
C0 such that
(3.15)
∥∥∥∫ t−A
0
e−i(t−s)H1Pc(H1)V2(· − s~e1)U(s)ψ0 ds
∥∥∥
L2+L∞
≤ 10−2C0〈t〉−n/2‖ψ0‖L1∩L2 ,
provided C0 was chosen sufficiently large. Recall that t ≥ t0 = (C0/2)2/n. We can therefore
assume that t >> A. The third term on the right hand-side of (3.12) is treated as follows. With
12
χ1 = χ1(t, x),
χ1
∫ t
t−A
e−i(t−s)H1Pc(H1)V2(· − s~e1)U(s)ψ0 ds
= χ1
∫ t
t−A
e−i(t−s)H1Pc(H1)V2(· − s~e1)Pb(H2, s)U(s)ψ0 ds
+χ1
∫ t
t−A
e−i(t−s)H1Pc(H1)V2(· − s~e1)Pc(H2, s)U(s)ψ0 ds =: Jb + Jc.(3.16)
Since U(s)ψ0 is asymptotically orthogonal to the bound states of both H1 and H2 by assumption,
Proposition 3.1 implies that
‖Pb(H2, s)U(s)ψ0‖L2 . e−αs‖ψ0‖L2 .
Therefore, using unitarity of e−i(t−s)H1 and L2 boundedness of the spectral projection Pc(H1) we
obtain
‖Jb‖L2+L∞ ≤ ‖Jb‖L2 .
∫ t
t−A
‖V2(· − s~e1)Pb(H2, s)U(s)ψ0‖L2 ds
. ‖V2‖L∞
∫ t
t−A
‖Pb(H2, s)U(s)ψ0‖L2 ds
. ‖V2‖L∞
∫ t
t−A
e−αsds‖ψ0‖L2 . ‖V2‖L∞Ae−αt/2‖ψ0‖L1∩L2 ,(3.17)
assuming as we may that t−A ≥ t/2. This implies the bound
(3.18) ‖Jb‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2 .
To deal with the term Jc in (3.16) we expand χ2(s, ·)Pc(H2, s)U(s)ψ0 via the Duhamel formula (3.10).
Then
Jc = χ1
∫ t
t−A
e−i(t−s)H1Pc(H1)V2(· − s~e1) g− ~e1(s)e−isH2Pc(H2) g ~e1(0)ψ0 ds
−iχ1
∫ t
t−A
∫ s
0
e−i(t−s)H1Pc(H1)V2(· − s~e1) g− ~e1(s)e−i(s−τ)H2Pc(H2)
V1(·+ τ ~e1) g ~e1(τ)U(τ)ψ0 dτds
=: J1c + J
2
c .(3.19)
Using (2.5) for κ = 2 and Lemma 3.2 we estimate J1c as follows:
‖J1c ‖L2+L∞ ≤ ‖J1c ‖L2 .
∫ t
t−A
∥∥∥V2(· − s~e1) g− ~e1(s)e−isH2Pc(H2) g ~e1(0)ψ0∥∥∥
L2
ds
. ‖V2‖L2∩L∞
∫ t
t−A
‖ g− ~e1(s)e−isH2Pc(H2) g ~e1(0)ψ0‖L2+L∞ ds
. ‖V2‖L2∩L∞
∫ t
t−A
1
〈s〉n/2 ‖ψ0‖L1∩L2 ds . ‖V2‖L2∩L∞A〈t〉
−n/2‖ψ0‖L1∩L2 .(3.20)
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To pass to (3.20) one uses that
‖Pc(H2)f‖L1∩L2 ≤ ‖f‖L1∩L2 + ‖Pb(H2)f‖L1∩L2 . ‖f‖L1∩L2 .
Since A is a fixed constant independent of the constant C0 we conclude that
(3.21) ‖J1c ‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2 .
We decompose J2c as follows:
J2c = χ1(t, ·)
∫ t
t−A
∫ s−B
0
e−i(t−s)H1Pc(H1)V2(· − s~e1) g− ~e1(s)e−i(s−τ)H2Pc(H2)
V1(·+ τ ~e1) g ~e1(τ)U(τ)ψ0 dτds
+χ1(t, ·)
∫ t
t−A
∫ s
s−B
e−i(t−s)H1Pc(H1)F (|~p| ≤M)V2(· − s~e1)
g− ~e1(s)e
−i(s−τ)H2Pc(H2)V1(·+ τ ~e1) g ~e1(τ)U(τ)ψ0 dτds
+χ1(t, ·)
∫ t
t−A
∫ s
s−B
e−i(t−s)H1Pc(H1)F (|~p| ≥M)V2(· − s~e1)
g− ~e1(s)e
−i(s−τ)H2Pc(H2)V1(·+ τ ~e1) g ~e1(τ)U(τ)ψ0 dτds
=: J2,τc + J
2, low
c + J
2, high
c .
Here B is a constant independent of C0 so that B >> A, M >> B, and F (|~p| ≤ M), F (|~p| ≥ M)
denote smooth projections onto frequencies |~p| ≤ M, |~p| ≥ M , respectively. The term J2,τc is
estimated similarly to Jc1 above. Indeed, using that V1(·+ τ ~e1) g ~e1(τ) = g ~e1(τ)V1, one has
‖J2,τc ‖L2+L∞ ≤ ‖J2,τc ‖L2 .
∫ t
t−A
∫ s−B
0
∥∥∥V2(· − s~e1) g− ~e1(s)e−i(s−τ)H2Pc(H2)
V1(·+ τ ~e1) g ~e1(τ)U(τ)ψ0
∥∥∥
L2
dτds
.
∫ t
t−A
∫ s−B
0
∥∥∥ g− ~e1(s)e−i(s−τ)H2Pc(H2) g ~e1(τ)V1U(τ)ψ0∥∥∥
L2+L∞
dτds
.
∫ t
t−A
∫ s−B
0
1
〈s − τ〉n/2 ‖V1U(τ)ψ0‖L1∩L2 dτds
.
∫ t
t−A
∫ s−B
0
1
〈s − τ〉n/2 ‖U(τ)ψ0‖L2+L∞ dτds
. C0
∫ t
t−A
∫ s−B
B
dτ
〈s− τ〉n/2
ds
〈τ〉n/2 ‖ψ0‖L1∩L2 +
∫ t
t−A
∫ B
0
dτ
〈s− τ〉n/2 ‖ψ0‖2 dτ ds
. C0AB
−(n/2−1)〈t〉−n/2‖ψ0‖L1∩L2 +AB〈t〉−
n
2 ‖ψ0‖L1∩L2 .
Since B >> A and n/2− 1 > 0 we can conclude that
(3.22) ‖J2,τc ‖L2+L∞ ≤ 10−2C0〈t〉−n/2‖ψ0‖L1∩L2 ,
provided C0 is large.
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3.4 Low velocity estimates
The idea behind the estimate for J2, lowc is that the norm of the operator
χ1(t, ·)e−i(t−s)H1Pc(H1)F (|~p| ≤M)V2(· − s~e1)
for all s in the interval [t−A, t] is small. This can be explained as follows:
The support of χ1(t, x) with respect to x belongs to the ball B2δt(0). On the other hand, since V2
is compactly supported V2(· − s~e1) is different from 0 on the set BR(s~e1). Here R is the size of the
support of V2, R << t0 ≤ t. Since s ∈ [t−A1, t], we have that⋃
s∈[t−A1,t]
BR ⊂ BR+A( t~e1)
and thus the support of V2(· − s~e1) is approximately (1 − δ)t units away from the support of
χ1(t, ·). The operator e−i(t−s)H1Pc(H1)F (|~p| ≤ M) can “propagate” the set K into the set L only
if (t − s)M ≥ dist(K,L) according to the semiclassical picture. Setting K = sppt
(
V2(· − s~e1)
)
and L = sppt
(
χ1(t, ·)
)
, we see that this would require that
(t− s)M ≥ (1− δ)t.
However, |t− s| ≤ A and M is fixed so that A,M << t0 ≤ t.
We make this argument rigorous in the following lemma.
Lemma 3.3. Let A,M be large positive constants and A,M << t. Then
sup
|t−s|≤A
‖χ1(t, ·)e−i(t−s)H1Pc(H1)F (|~p| ≤M)V2(· − s~e1)‖L2→L2 ≤
AM
δt
,
where δ is the constant from the definition of χ1, χ2.
Proof. The proof is a commutator argument. Let χ1 = χ(t, x). Firstly, we claim that
(3.23) ‖[χ1, Pc(H1)]‖L2→L2 . e−δαt.
Clearly,
[χ1, Pc(H1)] = [χ1, I − Pb(H1)] = −[χ1, Pb(H1)].
Recall that u1, . . . , um are the exponentially decaying eigenvalues of H1. Therefore,
[χ1, Pb(H1)]f =
m∑
i=1
(χ1ui〈f, ui〉 − ui〈fχ1, ui〉)
=
m∑
i=1
((−1 + χ1)ui〈f, ui〉 − ui〈f, (χ1 − 1)ui〉) .
In of the support of χ1 − 1 we have that
‖(1− χ1)ui‖2 . e−αδt
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and thus
‖[χ1, Pb(H1)]f‖L2 ≤ e−αδt‖f‖L2 ,
as desired. Secondly, we claim that
(3.24) ‖[χ1, e−i(t−s)H1 ]F (|~p| ≤M)‖L2→L2 .
AM
δt
.
We write
[χ1, e
−i(t−s)H1 ] = e−i(t−s)H1(ei(t−s)H1χ1e
−i(t−s)H1 − χ1)
and
ei(t−s)H1χ1 e
−i(t−s)H1 − χ1 = i
∫ t−s
0
eiτH1 [H1, χ1]e
−iτH1 dτ
= i
∫ t−s
0
eiτH1(−∇χ1∇− 1
2
△χ1)e−iτH1 dτ.
Observe now that
|∇χ1(t, x)| . 1
δt
, |△χ1(t, x)| . 1
(δt)2
.
Therefore,
‖[χ1, e−(t−s)H1 ]F (|~p| ≤M)‖L2→L2
. |t− s|
(
‖∇χ1∇e−iτH1F (|~p| ≤M)‖L2→L2 + ‖∆χ1e−iτH1F (|~p| ≤M)‖L2→L2
)
.
A
δt
‖∇e−iτH1F (|~p| ≤M)‖L2→L2 +
A
(δt)2
‖e−iτH1F (|~p| ≤M)‖L2→L2 .
Since the potential V1 is bounded it is standard that
(3.25) sup
τ
‖∇e−iτH1f‖L2 . ‖∇f‖L2 + ‖f‖L2 .
Indeed,
sup
τ
‖△e−iτH1f‖L2 ≤ sup
τ
‖e−iτH1H1f‖L2 + sup
τ
‖V1e−iτH1f‖L2 . ‖∇2f‖L2 + ‖f‖L2 ,
and (3.25) follows by interpolation with L2. Therefore,
‖∇e−iτH1F (|~p| ≤M)‖L2→L2 ≤M.
Combining terms we obtain the bound
‖[χ1, e−i(t−s)H1 ]F (|~p| ≤M)‖L2→L2 .
AM
δt
+
A
(δt)2
≤ 2AM
δt
since M << t, which is (3.24). Finally, we invoke one more standard fact, namely
(3.26) ‖[χ1, F (|~p| ≤M)]‖L2→L2 . M−1 ‖∇χ1‖∞ .
1
δMt
.
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To see this, write F (|~p| ≤ M)f = [ηˆ(ξ/M)fˆ(ξ)]∨ with some smooth bump function η. Hence the
kernel K of [χ1, F (|~p| ≤M)] is
K(x, y) =Mnη(M(x − y))(χ1(x)− χ1(y)),
and (3.26) follows from Schur’s test. One concludes from estimates (3.23), (3.24), (3.26) that∥∥∥χ1(t, ·)e−i(t−s)H1Pc(H1)F (|~p| ≤M)V2(· − s~e1)
− e−i(t−s)H1Pc(H1)F (|~p| ≤M)χ1(t, ·)V2(· − s~e1)
∥∥∥
L→L2
.
AM
δt
.
It remains to observe that χ1(t, ·)V2(· − s~e1) = 0 since the supports of χ1(t, ·) and V2(· − s~e1) are
disjoint.
We now estimate the term
J2, lowc = χ1
∫ t
t−A
∫ s
s−B
e−i(t−s)H1Pc(H1)F (|~p| ≤M)V2(· − s~e1) g− ~e1(s)e−i(s−τ)H2Pc(H2)
V1(·+ τ ~e1) g ~e1(τ)U(τ)ψ0 dτds
by means of Lemmas 3.3 and 3.2. Indeed, one has
‖J2, lowc ‖L2+L∞ ≤ ‖J2, lowc ‖L2
.
AM
δt
∫ t
t−A
∫ s
s−B
∥∥∥ g− ~e1(s)e−i(s−τ)H2Pc(H2) g ~e1(τ)V1U(τ)ψ0∥∥∥
L2
dτds
.
AM
δt
∫ t
t−A
∫ s
s−B
‖V1U(τ)ψ0‖L2 dτds .
AM
δt
‖V1‖L2∩L∞
∫ t
t−A
∫ s
s−B
‖U(t)ψ0‖L2+L∞ dτds
.
A2BM
δt
‖V1‖L2∩L∞ C0〈t〉−
n
2 ‖ψ0‖L1∩L2 .
Since t >> A,M, ‖V1‖L2∩L∞ we obtain that
(3.27) ‖J2, lowc ‖L2+L∞ ≤ 10−2C0〈t〉−n/2‖ψ0‖L1∩L2 .
3.5 Large velocity estimates via Kato smoothing
The estimate for J2, highc will require the use of the Kato
1
2 -smoothing estimate. We present a
variant of it in the following lemma. It differs from the original version (see [CS1], [KY], [Sj], [Ve])
in so far as we consider −12△ + V instead of −12△. Moreover, we employ commutator methods.
Both the statement and the proof are known, see e.g. [CS2], [BK], [So], [Do], so we will only sketch
the argument.
Lemma 3.4. Let H = −12△+ V , ‖V ‖∞ <∞. Then for all T,R,M ≥ 1,
(3.28) sup
BR
∫ T
0
‖F (|~p| ≥M)e−itHf‖L2(BR) dt ≤ C(n, V )
TR
M
1
2
‖f‖L2 .
Here the supremum ranges over all balls BR of radius R ≥ 1 and C(n, V ) is a constant that depends
only on ‖V ‖∞ and the dimension n.
17
Proof. We first prove the following estimate, which will then imply the lemma. Let ψ(t) = e−itHψ0
with H = −12△+ V , ‖V ‖∞ <∞. Then for all T > 0 and 0 < α,
(3.29) sup
x0∈Rn
∫ T
0
∫
Rn
|∇〈∇〉− 12ψ(x, t)|2
(1 + |x− x0|α) 1α+1
dxdt ≤ Cα,n T (1 + ‖V ‖∞)‖ψ0‖22
The multiplier ∇〈∇〉− 12 corresponds to the symbol ξ〈ξ〉− 12 = ξ(1+ |ξ|2)− 14 . It suffices to prove this
with x0 = 0 fixed. The proof is based on taking the commutator of H with m := w(x)x · ∇〈∇〉 , where
w(x) = (1 + |x|α)− 1α , α > 0.
One has, with ψ = ψ(t) for simplicity,
d
dt
〈mψ,ψ〉 = −i〈[m,H]ψ,ψ〉∫ T
0
〈−[m,H]ψ(t), ψ(t)〉 dt = i〈mψ(0), ψ(0)〉 − i〈mψ(T ), ψ(T )〉
〈−[m,H]ψ,ψ〉 = −〈[m,V ]ψ,ψ〉 +
〈
∂ℓ(w(x)xj)
∂j
〈∇〉ψ, ∂ℓψ
〉
+
1
2
〈
△(w(x)xj) ∂j〈∇〉ψ,ψ
〉
(3.30)
=
∫
Rn
w|∇〈∇〉− 12ψ|2 dx+
∫
Rn
(∂ℓw)(x)xj∂j〈∇〉−
1
2ψ ∂ℓ〈∇〉−
1
2 ψ¯ dx(3.31)
−
〈
[〈∇〉 12 , w] ∇〈∇〉ψ,∇〈∇〉
− 1
2ψ
〉
−
〈
[〈∇〉 12 , (∂ℓw)(x)xj ] ∂j〈∇〉ψ, ∂ℓ〈∇〉
− 1
2ψ
〉
(3.32)
+
1
2
〈
△(w(x)xj) ∂j〈∇〉ψ,ψ
〉
− 〈[m,V ]ψ,ψ〉(3.33)
One now checks easily that the two terms in (3.31) satisfy∫
Rn
w(x)|〈∇〉− 12∇ψ(t, x)|2 dx +
∫
Rn
(∂ℓw)(x)xj〈∇〉−
1
2 ∂jψ(t, x) 〈∇〉−
1
2∂ℓψ¯(t, x) dx
≥
∫
Rn
w(x)
1 + |x|α |〈∇〉
− 1
2∇ψ(t, x)|2 dx =
∫
Rn
|〈∇〉− 12∇ψ(t, x)|2
(1 + |x|α) 1α+1
dx.(3.34)
Notice that (3.34) is precisely the space integral in the desired lower bound from (3.29).
There are several ways to bound the commutators A1 := [〈∇〉 12 , w] and A2 := [〈∇〉 12 , (∂ℓw)(x)xj ].
For example, one can use the Kato square root formula as in [JSS]. Alternatively, one can invoke the
standard composition formula from ΨDO calculus, see [Tay]. This gives A1 = T
{〈∇〉
1
2 ,w}
+Ra1 where
{〈∇〉 12 , w} is the Poisson bracket of the symbols 〈∇〉 12 and w. Moreover, T
{〈∇〉
1
2 ,w}
is an associated
ΨDO operator and Ra1 another ΨDO operator with symbol a1 ∈ S−
3
2 . A similar expression holds
for A2. One checks that |{〈∇〉 12 , w}(ξ, x)| . |∇w(x)| for all x, ξ. Therefore, the two terms in (3.32)
both satisfy∣∣∣〈Ai ∇〈∇〉ψ(t),∇〈∇〉− 12ψ(t)〉∣∣∣ . ‖ψ(t)‖2∥∥∥ 〈∇〉−
1
2∇ψ(t)
(1 + |x|α) 1α+1
∥∥∥
2
+ ‖ψ(t)‖2‖Rai∇〈∇〉−
1
2ψ(t)‖2
≤ C‖ψ(t)‖22 +
1
4
∥∥∥ 〈∇〉− 12∇ψ(t)
(1 + |x|α) 1α+1
∥∥∥2
2
.(3.35)
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Finally, the two terms in (3.33) are bounded by
(3.36) (1 + ‖V ‖∞)‖ψ(t)‖22 ≤ (1 + ‖V ‖∞)‖ψ0‖22.
In the above estimate we have used the boundedness of the multipliers m and △(w(x)xj) ∂j〈∇〉 on
L2. Integrating (3.34), (3.35), and (3.36) in time, inserting the resulting bounds into (3.30), and
finally using that
|〈mψ(0), ψ(0)〉| + |〈mψ(T ), ψ(T )〉| ≤ 2‖ψ0‖22,
one obtains (3.29). To pass from (3.29) to (3.28), let χR be a smooth cut-off to the ball BR, so
that χ̂R has compact support in a ball of size ∼ R−1. Then, by (3.29) with α = 1∫ T
0
‖F (|~p| ≥M)e−itHψ0‖2L2(BR) dt ≤
∫ T
0
‖χRF (|~p| ≥M)e−itHψ0‖2L2 dt
.
∫ T
0
‖F (|~p| ≥M)χRe−itHψ0‖2L2 dt+
∫ T
0
‖[χR, F (|~p| ≥M)]‖22→2‖e−itHψ0‖2L2 dt
. M−1
∫ T
0
‖∇〈∇〉− 12F (|~p| ≥M)χRe−itHψ0‖2L2 dt+ T (MR)−2‖ψ0‖2L2
. M−1
∫ T
0
‖F (|~p| ≥M)χR∇〈∇〉−
1
2 e−itHψ0‖2L2 dt+M−1
∫ T
0
‖[∇〈∇〉− 12 , χR]‖22→2‖e−itHψ0‖2L2
+ T (MR)−2‖ψ0‖22 . M−1R2
∫ T
0
∫
Rn
|∇〈∇〉− 12 e−itHψ0|2
(1 + |x|)2 dx dt+ TM
−1R−1‖ψ0‖2L2
≤ C(n, V )TM−1R2 ‖ψ0‖2L2 .
The lemma follows.
We then have for J2, highc
‖J2, highc ‖L2+L∞ ≤ ‖J2, highc ‖L2(3.37)
.
∫ t
t−A
∫ s
s−B
‖F (|~p| ≥M)V2(· − s~e1) g− ~e1(s)e−i(s−τ)H2Pc(H2)V1(·+ τ ~e1) g ~e1(τ)U(τ)ψ0‖L2 dτds
.
∫ t
t−A
∫ s
s−B
‖F (|~p| ≥M) g− ~e1(s)V2e−i(s−τ)H2Pc(H2) g ~e1(τ)V1U(τ)ψ0‖L2 dτds.
We need to commute the cutoff F (|~p| ≥M) past the first two terms following it. As for the Galilei
transform, one has
‖F (|~p| ≥M) g− ~e1(s)f‖2 = ‖F (|~p| ≥M)eix1e−ip1sf‖2 = ‖F (|~p| ≥M)eix1f‖2 = ‖F (|~p−~e1| ≥M)f‖2.
Therefore, applying this to the final line of (3.37), one obtains
‖J2, highc ‖L2+L∞ .
∫ t
t−A
∫ s
s−B
‖V2F (|~p− ~e1| ≥M)e−i(s−τ)H2Pc(H2) g ~e1(τ)V1U(τ)ψ0‖L2 dτds
+
∫ t
t−A
∫ s
s−B
∥∥[V2, F (|~p − ~e1| ≥M)] e−i(s−τ)H2Pc(H2) g ~e1(τ)V1U(τ)ψ0∥∥L2 dτds.(3.38)
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The final two terms in (3.38) are now easily estimated by means of Lemma 3.4 (integrating in the
variable s − τ) and (3.26), respectively. To apply Lemma 3.4 choose a ball BR around the origin
that contains sppt(V2). The conclusion is that
‖J2, highc ‖L2+L∞ . ‖V2‖L∞
BR
M
1
2
∫ t
t−B−A
‖Pc(H2) g ~e1(τ)V1U(τ)ψ0‖L2 dτ
+M−1
∫ t
t−A
∫ s
s−B
∥∥e−i(s−τ)H2Pc(H2) g ~e1(τ)V1U(τ)ψ0∥∥L2 dτds
.
(
‖V2‖L∞ BR
M
1
2
B +M−1B2
)
‖V1‖L1∩L∞C0〈t〉−n/2‖ψ0‖L1∩L2 .
Thus for a sufficiently large constant M one obtains
(3.39) ‖J2, highc ‖L2+L∞ ≤ 10−2C0〈t〉−n/2‖ψ0‖L1∩L2 .
Combining (3.15), (3.18), (3.21), (3.22), (3.27), (3.39) yields
(3.40) ‖χ1(t, ·)PcU(t)ψ0‖L2+L∞ ≤
C0
10
〈t〉−n/2‖ψ0‖L1∩L2 .
This is precisely the desired bound on the first channel. Since the second channel can be treated
by the very same method, see the discussion following (3.10), only the third channel remains.
3.6 The third channel
By (3.11),
χ3 U(t)ψ0 = χ3 e
it△
2 φ0 − iχ3
∫ t
0
ei(t−s)
△
2 (V1 + V2(· − s~e1))U(s)ψ0 ds
where χ3 = χ3(t, x). By the standard decay estimates for e
it△
2 ,
‖eit△2 ψ0‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2 .
Thus
‖χ3 U(t)ψ0‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2 +
∥∥∥∫ t
0
χ3 e
i(t−s)△
2 (V1 + V2(· − s~e1))U(s)ψ0 ds
∥∥∥
L2+L∞
.
By Lemma 3.2 and the bootstrap assumption (2.13),
‖(V1 + V2(· − s~e1))U(s)ψ0‖L1∩L2 ≤ (‖V1‖L1∩L∞ + ‖V2‖L1∩L∞)‖U(s)ψ0‖L2+L∞
. C0 (‖V1‖L1∩L∞ + ‖V2‖L1∩L∞)〈t〉−n/2‖ψ0‖L1∩L2 .
Therefore, by the same calculation that lead to (3.14),
‖χ3 U(t)ψ0‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2 + C0A−n/2+1〈t〉−n/2‖ψ0‖L1∩L2
+
∥∥∥∫ t
t−A
χ3 e
i(t−s)△
2 (V1 + V2(· − s~e1))U(s)ψ0 ds
∥∥∥
L2+L∞
.
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Since A is sufficiently large we only need to estimate the last term, which we can split as follows:∫ t
t−A
χ3 e
i(t−s)△
2 V1U(s)ψ0 ds+
∫ t
t−A
χ3 e
i(t−s)△
2 V2(· − s~e1)U(s)ψ0 ds.
It suffices to consider the first term, which is split further by means of the projections Pb(H1) and
Pc(H1) = Id− Pb(H1):∫ t
t−A
χ3 e
i(t−s)△
2 V1U(s)ψ0 ds =
∫ t
t−A
χ3 e
i(t−s)△
2 V1Pb(H1)U(s)ψ0 ds
+
∫ t
t−A
χ3 e
i(t−s)△
2 V1Pc(H1)U(s)ψ0 ds =: L1 + L2.(3.41)
Since we are assuming asymptotic orthogonality of U(t)ψ0 to the bound states, see Definition 2.4,
Proposition 3.1 implies that
‖L1‖L2+L∞ ≤ ‖L1‖L2 ≤
∫ t
t−A
‖V1‖L2∩L∞‖Pb(H1)U(s)ψ0‖L2 ds
. A‖V1‖L1∩L∞e−αt/2‖ψ0‖L2 . 〈t〉−n/2‖ψ0‖L1∩L2 .(3.42)
It is now natural to expand L2 further, cf. (3.19):
L2 = χ3
∫ t
t−A
ei(t−s)
△
2 V1Pc(H1)e
−isH1ψ0 ds(3.43)
−iχ3
∫ t
t−A
∫ s
0
ei(t−s)
△
2 V1Pc(H1)e
−i(s−τ)H1V2(· − τ ~e1)U(τ)ψ0 dτds.(3.44)
The first integral (3.43) is controlled by means of the decay estimate for the evolution e−itH1Pc(H1):∥∥∥χ3 ∫ t
t−A
ei(t−s)
△
2 V1Pc(H1)e
−isH1ψ0 ds
∥∥∥
L2+L∞
. ‖V1‖L2∩L∞
∫ t
t−A
‖e−isH1Pc(H1)ψ0‖L2+L∞ ds
. ‖V1‖L2∩L∞A 〈t〉−n/2‖ψ0‖L1∩L2 . 〈t〉−n/2‖ψ0‖L1∩L2 .(3.45)
For the second integral (3.44) one also invokes the bootstrap assumption (2.13), as well as Lemma 3.2:∥∥∥χ3 ∫ t
t−A
∫ s−B
0
ei(t−s)
△
2 V1e
−i(s−τ)H1Pc(H1)V2(· − τ ~e1)U(τ)ψ0 dτds
∥∥∥
L2+L∞
. ‖V1‖L2∩L∞
∫ t
t−A
∫ s−B
0
∥∥∥e−i(s−τ)H1Pc(H1)V2(· − τ ~e1)U(τ)ψ0 dτds∥∥∥
L2+L∞
. ‖V1‖L2∩L∞‖V2‖L1∩L∞
∫ t
t−A
∫ s−B
0
1
〈s− τ〉n/2 ‖U(τ)ψ0‖L2+L∞ dτds
. ‖V1‖L2∩L∞‖V2‖L1∩L∞
{
C0
∫ t
t−A
∫ s−B
B
dτ
〈s− τ〉n/2
ds
〈τ〉n/2 ‖ψ0‖L1∩L2 dτds
+
∫ t
t−A
∫ B
0
dτ
〈s − τ〉n/2 ‖ψ0‖L2 dτds
}
. ‖V1‖L2∩L∞‖V2‖L1∩L∞
(
AB−n/2+1C0 ‖ψ0‖L1∩L2 +AB〈t〉−
n
2 ‖ψ0‖L2
)
≤ 10−2C0‖ψ0‖L1∩L2
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since B >> A, and provided C0 is large. As in the proof of the decay estimates for the first channel,
we split the remaining expression, which is the most difficult part, into low and high momenta:
χ3
∫ t
t−A
∫ s
s−B
e−i(t−s)
△
2 V1e
−i(s−τ)H1Pc(H1)V2(· − τ ~e1)U(τ)ψ0 dτds = L low1 + L high1
where we define
L low1 = χ3
∫ t
t−A
∫ s
s−B
e−i(t−s)
△
2 F (|~p| < M)V1e−i(s−τ)H1Pc(H1)V2(· − τ ~e1)U(τ)ψ0 dτds
L high1 = χ3
∫ t
t−A
∫ s
s−B
e−i(t−s)
△
2 F (|~p| ≥M)V1e−i(s−τ)H1Pc(H1)V2(· − τ ~e1)U(τ)ψ0 dτds.
As in Lemma 3.3 one has
(3.46) sup
|t−s|≤A
‖χ3 e−i(t−s)
△
2 F (|~p| ≤M)V1‖L2→L2 .
AM
δt
.
This is just a consequence of the following:
1. sppt(χ3(t, ·)) ∩ sppt(V1) = ∅ for t ≥ t0 =
(
C0
2
)2/n
2. |~∇χ3(t, ·)| . 1δt .
The first property holds since
χ3(t, x) = 1− χ1(t, x)− χ2(t, x) = 0
on the set
{x : |x| ≤ δt} ∪ {x : |x− r ~e1| ≤ δt}.
The bound (3.46) leads to the following estimate on L low1
‖L low1 ‖L2+L∞ ≤ ‖Llow1 ‖L2
.
AM
δt
‖V1‖L∞‖V2‖L2∩L∞
∫ t
t−A
∫ s
s−B
‖U(τ)ψ0‖L2+L∞ dτds
.
A2MB
δt
‖V1‖L∞‖V2‖L2∩L∞C0〈t〉−n/2‖ψ0‖L1∩L2 .
Since A,M < B are large but universal constants and t ≥ t0 =
(
C0
2
)2/n
, this implies that
(3.47) ‖L low1 ‖L2+L∞ ≤ 10−2C0〈t〉−n/2‖ψ0‖L1∩L2‖U(τ)ψ0‖L2+L∞ .
Finally, the high energy part is treated by means of Lemma 3.4 as before. More precisely, one has
Lhigh1 = χ3
∫ t
t−A
∫ s
s−B
e−i(t−s)
△
2 [F (|p| ≥M), V1]e−i(τ−s)H1Pc(H1)V2(· − τ ~e1)U(τ)ψ0 dτds
+χ3
∫ t
t−A
∫ s
s−B
e−i(t−s)
△
2 V1F (|p| ≥M)e−i(s−τ)H1Pc(H1)V2(· − τ ~e1)U(τ)ψ0 dτds
= L high2,1 + L high2,2 .
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The commutator estimate, see (3.26),
‖[F (|p| ≥M), V1]‖L2→L2 .
1
M
‖~∇V1‖L∞ ,
implies that
‖L high2,1 ‖L2+L∞ .
AB
M
C0 〈t〉−n/2‖ψ0‖L1∩L2 . 10−2C0 t−n/2‖ψ0‖L1∩L2 .(3.48)
By the smoothing estimate of Lemma 3.4 applied to the integration variable u = s− τ and with R
sufficiently large depending on the support of V1,
‖L high2,2 ‖L2+L∞ .
∫ t
t−A−B
∫ B
0
‖V1F (|p| ≥M)e−iuH1Pc(H1)V2(· − τ ~e1)U(τ)ψ0‖L2 dudτ
.
‖V1‖∞
M
1
2
BR ‖V2‖L1∩L∞
∫ t
t−A−B
‖U(τ)ψ0‖L2+L∞ dτ . ‖V1‖L∞‖V2‖L1∩L∞
BR
M
1
2
C0 〈t〉−n/2‖ψ0‖L1∩L2 .
Therefore, with M large,
(3.49) ‖L high2,2 ‖L2+L∞ ≤ 10−2C0‖ψ0‖L1∩L2 .
Combining (3.42) - (3.49) we obtain
‖χ3 U(t)ψ0‖L2+L∞ ≤ 10−2C0 〈t〉−n/2‖ψ0‖L1∩L2 ,
which concludes the proof of (2.14), and thus of Theorem 2.7.
3.7 Perturbations of charge transfer models
It is easy to see that the argument proving Theorem 2.7 also yields the following result.
Theorem 3.5. Consider the equation
1
i
∂tψ − 1
2
△ψ +
m∑
κ=1
Vκ(x− ~vκt)ψ + V0(t, x)ψ = 0(3.50)
ψ|t=0 = ψ0, x ∈ Rn,
where the charge transfer part is an in Definition 2.1 and the perturbation satisfies
sup
t
‖V0(t, ·)‖1∩∞ < ε.
Let U˜(t) denote the propagator of the equation (3.50). Then for any initial data ψ0 ∈ L1 ∩ L2,
which is asymptotically orthogonal to the bound states of Hj in the sense of Definition 2.4 (with
U˜(t) instead of U(t)), one has the decay estimates
‖U˜ (t)ψ0‖L2+L∞ . 〈t〉−n/2‖ψ0‖L1∩L2
provided 0 < ε < ε0 is sufficiently small with ε0 independent of ψ0.
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The proof of this theorem is basically identical with the proof of Theorem 2.7. For example,
consider again the case of two potentials m = 2. Then the Duhamel formula relative to the first
channel, see (3.8), becomes
χ1Pc(H1)U˜(t)ψ0 = χ1e
−itH1Pc(H1)ψ0 − iχ1
∫ t
0
e−i(t−s)H1Pc(H1)V2(· − s~e1)U˜ (s)ψ0 ds
−iχ1
∫ t
0
e−i(t−s)H1Pc(H1)V0(s, ·)U˜(s)ψ0 ds.(3.51)
Impose the bootstrap assumption (2.13) on the evolution U˜ . Then the new term (3.51) satisfies
‖(3.51)‖2+∞ ≤
∫ t
0
C 〈t− s〉− 32 sup
0≤s≤t
‖V0(s, ·)‖1∩∞C0 〈s〉−
3
2 ‖ψ0‖1∩2 ds
≤ C εC0〈t〉−
3
2‖ψ0‖1∩2.
Modifying the other two channels (3.9) and (3.11) in the same way, one concludes that the only
change from the estimates in the previous section is the addition of a term C εC0〈t〉− 32 ‖ψ0‖1∩2.
Choosing ε small, one again arives at the improved bootstrap assumption (2.14) for the evolu-
tion U˜(t).
4 Asymptotic completeness
Our next goal is to provide the following version of the asymptotic completeness for the charge
transfer model (see [Ya2], [Gr]). In this section we require more regularity of the potential, see
Lemma 4.2 below.
Theorem 4.1. Let, as before, u1, . . . , um and w1, . . . , wℓ be the eigenfunctions of H1 = −△2 +V1(x)
and H2 = −△2 + V2(x), respectively, corresponding to the negative eigenvalues λ1, · · · , λm and
µ1, · · · , µℓ. Then for any initial data ψ0 ∈ L2 the solution U(t)ψ0 of the charge transfer problem
(2.9) can be written in the form
U(t)ψ0 =
m∑
r=1
Are
−iλrtur +
ℓ∑
s=1
Bse
−iµst g−~e1(t)ws + e
−it△
2 φ0 +R(t),
for some choice of the constants Ar, Bs and the function φ0. The remainder term R(t) satisfies the
estimate
‖R(t)‖L2 −→ 0, as t→∞
Proof. We first assume that ψ0 ∈ L1 ∩L2. The L1-assumption can be removed by L2-continuity of
the wave operators that appear below. Decompose
ψ(t) := U(t)ψ0 = Pb(H1)U(t)ψ0 + Pb(H2, t)U(t)ψ0 +R(t).
By construction we clearly have
Pb(H2, t)U(t)ψ0 +R(t) ∈ Ran(Pc(H1)),(4.1)
Pb(H1)U(t)ψ0 +R(t) ∈ Ran(Pc(H2, t))
24
We further write
Pb(H1)U(t)ψ0 =
m∑
r=1
e−iλrtar(t)ur(x)
for some choice of unkown functions ar(t). Using (4.1) we obtain, similar to (3.1),
a˙r + i 〈V2(· − t~e1)ψ(t), ur〉 = 0 for all 1 ≤ r ≤ m.
The exponential localization of ur implies that |〈V2(· − t~e1)ψ(t), ur〉| . e−αt. Therefore, ar(t) has
a limit ar(t)→ Ar, as t→ +∞ and thus,
(4.2)
∥∥∥Pb(H1)U(t)ψ0 − m∑
r=1
Are
−iλrtur
∥∥∥
L2
→ 0, t→ +∞.
We next define the functions vr = lim
t→+∞
U(t)−1e−iλrtur. The existence of vr is guaranteed by the
existence of the wave operators (see [Gr] and for an independent proof, Lemma 4.2)
Ω1− = s− lim
t→+∞
U(t)−1e−itH1Pb(H1)
In this notation, vr = Ω
1
−ur. In particular,
(4.3)
∥∥∥U(t)( m∑
r=1
Arvr
)− m∑
r=1
Are
−iλrtur
∥∥∥
L2
→ 0, t→ +∞.
We then infer from (4.2) that
(4.4)
∥∥∥U(t)( m∑
r=1
Arvr
)− Pb(H1)U(t)ψ0∥∥∥
L2
→ 0, t→ +∞.
Similar arguments apply to Pb(H2, t)U(t)ψ0. More precisely, we write
U(t)ψ0 = Pb(H2, t)U(t)ψ0 + Γ(t) = g−~e1(t)Pb(H2) g~e1(t)U(t)ψ0 + Γ(t).
Therefore,
(4.5) g~e1(t)U(t)ψ0 = Pb(H2) g~e1(t)U(t)ψ0 + g~e1(t)Γ(t)
Recall that the function
ψ˜(t) = g~e1(t)U(t)ψ0
is a solution of the problem
(4.6)
1
i
∂tψ˜ − △
2
ψ˜ + V2(x)ψ˜ + V1(x+ t~e1)ψ˜ = 0, ψ˜|t=0 = g~e1(0)ψ0
According to (4.5), ψ˜(t) = Pb(H2)ψ˜(t) + Γ1(t), where Γ1(t) = g~e1(0)Γ(t). In particular,
Γ1(t) ∈ Pc(H2)L2.
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Decompose
Pb(H2)ψ˜(t) =
ℓ∑
s=1
bs(t)e
−iµstws
for some choice of unknown functions bs(t). After substituting the decomposition in (4.6) we obtain
the equations
b˙s(t) + i 〈V1(·+ t~e1)ψ˜, ws〉 = 0 for all 1 ≤ s ≤ ℓ.
Using exponential localization of ws we conclude the existence of the limit bs(t)→ Bs as t→ +∞.
Thus ‖Pb(H2)ψ˜(t) −
∑ℓ
s=1Bse
−iµstws‖L2 → 0, t → ∞. Equivalently, after applying g−~e1(t), we
have
(4.7)
∥∥∥Pb(H2, t)U(t)ψ0 − ℓ∑
s=1
Bse
−iµj t g−~e1(t)ws
∥∥∥
L2
→ 0.
We now invoke the existence of the wave operator (see [Gr] and Lemma 4.2)
Ω−2 = s− lim
t→+∞
U(t)−1 g−~e1(t)e
−itH2Pb(H2)
which allows us to define ωs := Ω
−
2 ws. Moreover,
(4.8)
∥∥∥U(t)( ℓ∑
s=1
Bsωs
)− ℓ∑
s=1
Bse
−iµst g−~e1(t)ws
∥∥∥
L2
→ 0, t→ +∞.
It then follows from (4.7) that
(4.9) ‖Pb(H2, t)U(t)ψ0 − U(t)
( ℓ∑
s=1
Bsωs
)‖L2 → 0, t→ +∞.
We now define the function
(4.10) φ := ψ0 −
m∑
r=1
Arvr −
ℓ∑
s=1
Bsωs,
which will lead to the initial data φ0 for the free channel. We have that
Pb(H1)U(t)φ = Pb(H1)U(t)ψ0 − Pb(H1)U(t)
( m∑
r=1
Arvr
)− Pb(H1)U(t)( ℓ∑
s=1
Bsωs
)
.
It follows from (4.4) and the identity P 2b (H1) = Pb(H1) that
(4.11)
∥∥∥Pb(H1)U(t)ψ0 − Pb(H1)U(t)( m∑
r=1
Arvr
)∥∥∥
L2
→ 0. as t→ +∞
Furthermore,
(4.12) Pb(H1)
ℓ∑
s=1
Bse
−iµst g−~e1(t)wj =
m∑
r=1
ℓ∑
s=1
Bse
−iµst〈 g−~e1(t)wj , ur〉ur → 0
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in the L2 sense as t → +∞, due to the exponential localization of the eigenfunctions ur. One
concludes from (4.11), (4.8), and (4.12) that ‖Pb(H1)U(t)φ‖L2 → 0. Similarly, we can show that
‖Pb(H2, t)U(t)φ‖L2 → 0. Thus, U(t)φ is asymptotically orthogonal to the bound states of H1 and
H2 and therefore, according to Theorem 2.7, satisfies the estimate
(4.13) ‖U(t)φ ‖L2+L∞ . 〈t〉−
n
2 ‖φ‖L1∩L2 .
In order to be able to apply estimate (4.13) one needs to verify that φ ∈ L1∩L2. By the assumption
of the theorem the function ψ0 ∈ L1 ∩L2. Thus it remains to check this property for the functions
vr, r = 1, ..,m and ωs, s = 1, .., ℓ. Since vr = Ω
−
1 ur and ωs = Ω
−
2 ws the L
2 property follows
immediately. The L1 property, on the other hand, is guaranteed by Lemma 4.2 below. Assuming
this lemma for the moment, we now consider the expression
e−it
△
2 U(t)φ = φ− i
∫ t
0
e−is
△
2 (V1(x) + V2(x− s~e1))U(s)φds.
The estimate∫ ∞
t
‖e−is△2 (V1(x) + V2(x− t~e1))U(s)φ‖L2 . (‖V1‖L2∩L∞ + ‖V2‖L2∩L∞)
∫ ∞
t
‖U(s)φ‖L2+L∞ds
. t−
n
2
+1 (‖V1‖L2∩L∞ + ‖V2‖L2∩L∞)→ 0, as t→ +∞
allows us to show the existence of the limit
φ0 := lim
t→∞
eit
△
2 U(t)φ.
It follows that
(4.14) ‖U(t)φ− eit△2 φ0‖L2 → 0, t→ +∞.
Combining (4.3), (4.8), (4.10), and (4.10) we infer that
∥∥∥U(t)ψ0 − m∑
r=1
Are
−iλrtur −
ℓ∑
s=1
Bse
−iµst g−~e1(t)ws − eit
△
2 φ0
∥∥∥
L2
→ 0, as t→ +∞,
as claimed.
Lemma 4.2. Assume that the potentials V1(x), V2(x) satisfy the following conditions
(4.15)
∑
0≤|γ|≤n+2
|∂γxVκ(x)| ≤
c(κ)
〈x〉3[n2 ]+5 ,
for some positive constants c(κ), κ = 1, 2. Then the range of the wave operators Ω−1,2 is contained
in the space of L1 functions.
Proof. Without loss of generality we only consider the wave operator
Ω−1 = s− lim
t→+∞
U(t)−1e−itH1Pb(H1).
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Therefore, for an arbitrary L2 function f
Ω−1 f =
m∑
r=1
fr lim
t→+∞
U(t)−1e−itH1ur,
where Pb(H1)f =
∑m
r=1 frur for some constants fr. It follows from the Duhamel formula for the
equation (2.9) generating the evolution operator U(t) that
U(t)−1e−itH1ur =ur + i
∫ t
0
U(s)−1V2(· − s~e1)e−isH1ur ds
=ur + i
∫ t
0
U(s)−1V2(· − s~e1)e−iλrsur ds(4.16)
with (4.16) follows since ur is an eigenfunction of H1 corresponding to an eigenvalue λr. The
function ur is exponentially localized in L
2 together with its n+ 2 derivatives 3∑
0≤|γ|≤n+2
∫
Rn
e2α|x||∂γxur(x)|2 dx ≤ C
for some positive constant α appearing in (3.4). It follows from (4.15) that the function
Gr(s, x) := e
−iλrsV2(x− s~e1)ur(x)
has the property that for any k ≥ 0 and multi-index γ, 0 ≤ |γ| ≤ n+ 2
‖〈x〉k∂γxGr(s, ·)‖L2x ≤ c(r, |γ|, k)〈s〉−3[
n
2
]−5.
To prove the desired conclusion it would then suffice to show that there exists a positive constant
k such that for any function g(x)
(4.17) ‖〈x〉[n2 ]+1U(t)g‖L2 . 〈t〉3[
n
2
]+3
∑
|β|≤n+2
‖〈x〉k∂βxg‖L2 , ∀t ≥ 0.
We note here that U(t)g denotes the solution of the problem
(4.18)
1
i
∂tψ − △
2
ψ + V (t, x)ψ = 0, V (t, x) = V1(x) + V2(x− t~e1)
evaluated at time t with initial data function g given at time t = 0. The required estimate should,
however, involve the expression U(t)−1g which stands for the solution of the above problem at time
t = 0 with initial data g given at time t. Yet it is not difficult to see that the two problems are almost
equivalent. Therefore, for simplicity we shall prove estimate (4.17). We note that the estimates
of the type (4.17) for problems with time independent potentials are well-known. They have been
proved in the paper by Hunziker [H]. In the time-dependent case the argument is essentially the
same. More precisely, define the functions
Φj,|γ|(t) :=
j∑
j′=0
|γ|∑
|γ′|=0
‖〈x〉j′∂γ′x U(t)g‖L2
3The localization of higher derivatives of ur follows from the localization of ur stated in (3.4) and the equation
−△
2
ur + V1(x)ur = λrur with potential V1(x) which is bounded together with all its derivatives of order ≤ (n+ 2).
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for any index j ≥ 0 and any multi-index γ. Using equation (4.18) we obtain that
d
dt
‖〈x〉j∂γxU(t)g‖2L2 = i(−1)|γ|〈
[△
2
− V (t, x), 〈x〉j∂γx〈x〉j∂γx
]
U(t)g, U(t)g〉
Computing the commutator we obtain the recurrence relation
Φj,|γ|(t) .Φj,|γ|(0) + 〈t〉2
∑
|γ′|≤2|γ|
∥∥∥〈x〉〈t〉 ∂γ′x V ∥∥∥L∞t,x sup0≤τ≤tΦj−1,|γ|+1(τ) ≤
C(V )
( j−1∑
k=0
〈t〉2kΦj−k,|γ|+k(0) + 〈t〉2jΦ0,|γ|+j(τ)
)
,
where C(V ) is a constant depending on
(4.19)
∑
|γ′|≤2(|γ|+j−1)
∥∥∥〈x〉〈t〉 ∂γ′x V ∥∥∥L∞t,x
In addition, differentiating the equation (4.18) (|γ| + j) times with respect to x and using the
standard L2 estimate, we have
Φ0,|γ|+j(τ) ≤ C(V )(1 + |τ ||γ|+j)Φ0,|γ|+j(0)
Therefore,
Φj,|γ|(t) ≤ C(V )(1 + |t|)3j+|γ|Φj,|γ|+j(0).
Now setting j = [n2 ] + 1 and |γ| = 0 we obtain the desired estimate (4.17) with k = [n2 ] + 1.
Observe that the assumption (4.15) controls the constant C(V ) in (4.19) for the potential V (t, x) =
V1(x) + V2(x− t~e1).
5 L∞ estimates
In this section we develop a general simple scheme allowing to convert the L2 + L∞ estimates
developed above into the true dispersive L∞ estimates.
Proposition 5.1. Let ψ be a solution of the Schro¨dinger equation
1
i
∂tψ − △
2
ψ + V (t, x)ψ = 0, ψ|t=0 = ψ0
with a time-dependent potential V (t, x) satisfying the condition
(5.1) sup
t
‖V (t, ·)‖L1∩L2 <∞, sup
t
‖Vˆ (t, ·)‖L1 <∞.
Here Vˆ (t, ·) denotes the Fourier transform of V only with respect to the spatial variable x. Assume
that ψ obeys the estimate
(5.2) ‖ψ(t)‖L2+L∞ . 〈t〉−
n
2 ‖ψ0‖L1∩L2 .
Then ψ also satisfies the L∞ estimate
(5.3) ‖ψ(t)‖L∞ . |t|−
n
2 ‖ψ0‖L1∩L2 .
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Proof. For simplicity consider the case of dimension n = 3. The n > 3 dimensionial case can be
treated by considering k = [n2 ] + 2 terms in the Duhamel expansion and repeatedly exploiting the
cancellation property below (see [JSS]).
We have
ψ(t) = eit
△
2 ψ0 − i
∫ t
0
ei(t−s)
△
2 V (s, ·)ψ(s) ds
= eit
△
2 ψ0 − i
∫ t
0
ei(t−s)
△
2 V (s, ·)eis△2 ψ0 ds−
∫ t
0
∫ s
0
ei(t−s)
△
2 V (s, ·)ei(s−τ)△2 V (τ, ·)ψ(τ) dτ ds.(5.4)
We recall the cancellation property
(5.5) sup
s
‖eis△2 V (t, ·)e−is△2 f‖Lp . ‖Vˆ (t, ·)‖L1‖f‖Lp , ∀p ∈ [1,∞]
which was used in [JSS]. This property can be checked directly for pure exponentials, and then
one writes the potential as superposition of those. We can then easily estimate the first two terms
in (5.4) by the desired bound |t|−n2 ‖ψ0‖L1 . For the second one, split the integration according to
0 < s < 1, 1 < s < t− 1, and t− 1 < s < t. For the values t ≥ 2 we split the term∫ t
0
∫ s
0
ei(t−s)
△
2 V (s, ·)ei(s−τ)△2 V (τ, ·)ψ(τ) dτ ds =(∫ t−2
0
∫ t−1
τ+1
+
∫ t−2
0
∫ τ+1
τ
+
∫ t−2
0
∫ t
t−1
+
∫ t
t−2
∫ t
τ
)
ei(t−s)
△
2 V (s, ·)ei(s−τ)△2 V (τ, ·)ψ(τ) ds dτ.(5.6)
With the help of the assumption (5.2) we estimate
‖
∫ t−2
0
∫ t−1
τ+1
ei(t−s)
△
2 V (s, ·)ei(s−τ)△2 V (τ, ·)ψ(τ) ds dτ‖L∞
.
∫ t
0
∫ t
τ
sups ‖V (s, ·)‖L1
〈t− s〉 32
supτ ‖V (τ, ·)‖L1∩L2
〈s − τ〉 32
〈τ〉− 32 ds dτ‖ψ0‖L1∩L2
. 〈t〉− 32‖ψ0‖L1∩L2 .(5.7)
Furthermore, in view of (5.5), the decay of the free evolution, and (5.2),∥∥∥( ∫ t−2
0
∫ τ+1
τ
+
∫ t−2
0
∫ t
t−1
)
ei(t−s)
△
2 V (s, ·)ei(s−τ)△2 V (τ, ·)ψ(τ) ds dτ
∥∥∥
L∞
.
∫ t
0
sup
s
‖Vˆ (s, ·)‖L1
supτ ‖V (τ, ·)‖L1
〈t− τ〉 32
〈τ〉− 32 dτ‖ψ0‖L1∩L2
. 〈t〉− 32‖ψ0‖L1∩L2 .
Finally,∥∥∥∫ t
t−2
∫ t
τ
ei(t−s)
△
2 V (s, ·)ei(s−τ)△2 V (τ, ·)ψ(τ) ds dτ
∥∥∥
L∞
. 〈t〉− 32 sup
s
‖Vˆ (s, ·)‖L1 sup
τ
‖V (τ, ·)‖L1∩L2
∫ t
t−2
∫ t
τ
|t− τ |− 32 ds dτ ‖ψ0‖L1∩L2
. 〈t〉− 32‖ψ0‖L1∩L2 .(5.8)
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The remaining estimate in the case t < 2 can be carried out precisely in the same fashion as in
(5.8) with an integral lower limit t− 2 replaced by 0.
6 Estimates for the inhomogeneous equation
Inspection of the proof of Theorem 2.7 indicates that we can extend the L∞ estimates also to the
case of the inhomogeneous equation
(6.1)
1
i
∂tψ − △
2
ψ +
m∑
κ=1
V (x− ~vκt)ψ = F (t, x), ψ|t=0 = ψ0.
This will be particularly useful in the forthcoming application [RSS] to the question of stability
of multi-soliton states. Again, for simplicity consider the case of two potentials, m = 2. Then we
have the following
Theorem 6.1. Let Vκ be as in Definition 2.1 and let ψ be a solution of equation (6.1) with the
right-hand side F satisfying the condition
(6.2) ‖|F‖| := sup
t
{∫ t
0
‖F (τ, ·)‖L1 dτ + 〈t〉
n
2
+1‖F (t, ·)‖L2
}
<∞.
Assume that the following decay of the projections of ψ onto the bound states corresponding to the
Hamiltonians H1 and H2:
(6.3) ‖Pb(H1)ψ(t, ·)‖L2 + ‖Pb(H2, t)ψ(t, ·)‖L2 ≤ B〈t〉−
n
2 ,
cf. Definition 2.4, holds for some positive constant B. Then we have the L2 + L∞ estimate
(6.4) ‖ψ(t, ·)‖L2+L∞ . 〈t〉−
n
2
(
‖ψ0‖L1∩L2 + ‖|F‖| +B
)
Proof. The proof requires repeating the arguments from Sections 3. As in Theorem 2.7, we in-
troduce the three channel decomposition and represent the solution via the respective Duhamel
formulas. The novel terms generated by the inhomogeneous term F can be written in the form
I1(t) = χ1
∫ t
0
e−i(t−s)H1Pc(H1)F (s, ·) ds
I2(t) = χ2 g−~e1(t)
∫ t
0
e−i(t−s)H2Pc(H2) g~e1(s)F (s, ·) ds
I3(t) = χ3
∫ t
0
e−i(t−s)
△
2 F (s, ·) ds,
which should be compared with (3.8), (3.10), and (3.11), respectively. Observe that by our assump-
tion (6.3) the projections of ψ onto the bound states corresponding to H1 and H2 already satisfy
the desired decay. The terms I1, I2, I3 are estimated in a similar manner. Consider for instance the
L2 + L∞ norm of I1(t):
‖I1(t)‖L2+L∞ .
∫ t
2
0
〈t〉−n2 ‖e−i(t−s)H1Pc(H1)F (s, ·)‖L2+L∞ ds+
∫ t
t
2
‖e−i(t−s)H1Pc(H1)F (s, ·)‖L2ds
. 〈t〉−n2
∫ t
0
‖F (t, ·‖L1∩L2 ds+
∫ t
t
2
‖F (s, ·)‖L2 ds . 〈t〉−
n
2 ‖|F‖|
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as desired.
7 Decay estimates: Systems with a single matrix potential
7.1 Three dimensions
In the following sections we develop the decay estimates for the charge transfer model with ma-
trix potentials. These systems arise in the study of stability of multi-soliton states on nonlinear
Schro¨dinger equations [RSS].
We first investigate the question of the decay estimates for problems with a single time-
independent matrix potential. We show that the approach developed by Rauch [R] for scalar
equations can be naturally extended to systems. The method relies on meromorphic continuation
of the resolvent of the Hamiltonian across the spectrum and requires exponential decay of the
potential at infinity. Then, following the ideas we have developed in the previous sections for the
scalar charge transfer models, we establish the decay estimates for solutions of the matrix charge
transfer problem satisfying appropriate ”asymptotic orthogonality” conditions. Our approach to
dispersive estimates for systems is more direct than the one of Cuccagna [Cu], who extended Ya-
jima’s Lp-boundedness result for the wave operators to the case of systems. On the other hand,
[Cu] does not require exponential decay of the potentials as we do.
In this section we consider the case of three dimensions, n = 3. The higher dimensional situation
is discussed in the next section.
In this section H = −12△+ µ where µ > 0 and H is an operator on L2(R3). Set
B =
(
0 H
−H 0
)
, V =
(
0 V1
−V2 0
)
, A = B + V =
(
0 H + V1
−H − V2 0
)
.
By means of the matrix J =
(
0 1
−1 0
)
one can also write
B =
(
H 0
0 H
)
J, A =
(
H + V1 0
0 H + V2
)
J.
Since B∗ = −B it follows that spec(B) ⊂ iR. One checks that for ℜz 6= 0
(B − z)−1 = −(B + z)
(
(H2 + z2)−1 0
0 (H2 + z2)−1
)
= −
(
(H2 + z2)−1 0
0 (H2 + z2)−1
)
(B + z)(7.1)
(A− z)−1 = (B − z)−1 − (B − z)−1W1
[
1 +W2J(B − z)−1W1
]−1
W2J(B − z)−1,(7.2)
where (7.2) also requires the expression in brackets to be invertible, and with
W1 =
(
|V1| 12 0
0 |V2| 12
)
, W2 =
(
|V1| 12 sign(V1) 0
0 |V2| 12 sign(V2)
)
.
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It follows from (7.1) that spec(B) = (−i∞,−iµ] ∪ [iµ, i∞) ⊂ iR. We will assume that there exists
ε0 > 0 so that for all x ∈ R3
(7.3) |Vj(x)| ≤ Ce−ε0|x| for j = 1, 2.
Then it follows from Weyl’s theorem, see Theorem XIII.14 in [RS4], and the representation (7.2) for
the resolvent of B, that specess(A) = specess(B) = (−i∞,−iµ] ∪ [iµ, i∞) ⊂ iR. This was observed
by Grillakis [Gr]. Moreover, (7.2) implies via the analytic Fredholm alternative that (A− z)−1 is a
meromorphic function in C \ (−i∞,−iµ] ∪ [iµ, i∞). We need to make several further assumptions
on A that are motivated by applications to NLS, but we first switch to a different (but equivalent)
way of writing systems. Let ψ be a solution of some NLS. Studying stability questions for ψ, as
we do in [RSS], leads to a system for the variation δψ that can be written either for the vector of
real and imaginary parts of δψ, or for the vector
(δψ
δψ
)
. For the purposes of obtaining (7.2) it was
convenient for us to follow the former convention, but from now on it will be advantageous to use
the latter. It is clear that these two different ways of writing the system are equivalent by means
of a change of coordinates in C2. More precisely, one has the following lemma whose proof is left
to the reader.
Lemma 7.1. Let (
ψ1
ψ2
)
=
(
1 i
1 −i
)(
f1
f2
)
.
Then, with H = −12△+ µ,
(7.4) ∂t
(
f1
f2
)
+
(
0 −H − V1
H + V2 0
)(
f1
f2
)
= 0
holds if and only if
(7.5)
1
i
∂t
(
ψ1
ψ2
)
+
(
H + U −W
W −H − U
)(
ψ1
ψ2
)
= 0
where U = 12(V1 + V2), W =
1
2(V1 − V2).
Abusing notation, we will from now on write
(7.6) B =
(
H 0
0 −H
)
, V =
(
U −W
W −U
)
, A = B + V =
(
H + U −W
W −H − U
)
.
with U,W real-valued. We now specify the spectral assumptions we impose on A.
Definition 7.2. Let A = B + V with V exponentially decaying. We call the operator A on
H := L2(R3)× L2(R3) admissible provided
• spec(A) ⊂ R and spec(A) ∩ (−µ, µ) = {ωℓ | 0 ≤ ℓ ≤M}, where ω0 = 0 and all ωj are distinct
eigenvalues. There are no eigenvalues in specess(A).
• For 1 ≤ ℓ ≤ M , Lℓ := ker(A − ωℓ)2 = ker(A − ωℓ), and ker(A) ( ker(A2) = ker(A3) =: L0.
Moreover, these spaces are finite dimensional.
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• The ranges Ran(A− ωℓ) for 1 ≤ ℓ ≤M and Ran(A2) are closed.
• The spaces Lℓ are spanned by exponentially decreasing functions in H (say with bound e−ε0|x|).
• All these assumptions hold as well for the adjoint A∗. We denote the corresponding (gener-
alized) eigenspaces by L∗ℓ .
• The points ±µ are not resonances of A (we will define a resonance below, see Remark 7.10).
Definition 7.2 is motivated by applications to the questions of stability of soliton solutions of
NLS (see e.g. [BP1], [RSS]).
Henceforth it will be automatically assumed that A is admissible.
Lemma 7.3. There is a direct sum decomposition
(7.7) H =
M∑
j=0
Lj +
( M∑
j=0
L∗j
)⊥
This means that the individual summands are linearly independent. The decomposition (7.7) is
invariant under A. Let Pc denote the projection onto
(∑M
j=0 L
∗
j
)⊥
which is induced by the split-
ting (7.7), and set Pb = Id− Pc. Then APc = PcA, and there exist numbers cij so that
(7.8) Pbf =
∑
i,j
φjcij〈f, ψi〉 for all f ∈ H
where φj , ψi are exponentially decreasing functions.
Proof. One has
(7.9)
( M∑
j=0
L∗j
)⊥
= Ran(A2) ∩
M⋂
j=1
Ran(A− ωj)
by the assumption that the ranges are closed. We verify first that the summands in (7.7) are
linearly independent. To this end suppose
(7.10) f =
M∑
j=0
fj, fj ∈ Lj , 0 ≤ j ≤M, f ∈
( M∑
j=0
L∗j
)⊥
.
Then by (7.9), f = A2g0 and f = (A− ωj)gj for some g0 ∈ Dom(A2), gj ∈ Dom(A). Note that for
j ≥ 1, fj ∈ ker(A− ωj) =⇒ fj ∈ Dom(As) for all s ≥ 1. Thus (7.10) implies that
A2f =
M∑
j=1
A2fj, and A
2
M∏
j=1
(A− ωj)f = 0.
Therefore, by our assumption on (generalized) eigenspaces
(A− ωℓ)2
∏
j 6=ℓ
(A− ωj)A2gℓ = 0 =⇒ (A− ωℓ)
∏
j 6=ℓ
(A− ωj)A2gℓ = 0,
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and similarly,
A4
M∏
j=1
(A− ωj)g0 = 0 =⇒ A2
M∏
j=1
(A− ωj)g0 = 0.
Hence f satisfies the equations
M∏
j=1
(A− ωj)f = 0, A2
∏
j 6=ℓ
(A− ωj)f = 0 for all 1 ≤ ℓ ≤M.
Using that Lj ∩ Lk = ∅ for j 6= k, one concludes inductively that
∏
j>j0
(A − ωj)f = 0 for any j0.
Indeed, setting A0 := A
2 and Aj := A− ωj, we just showed that
∏
j 6=ℓAjf = 0 for all 0 ≤ ℓ ≤M .
Thus also
∏
j 6=ℓ,kAjf = 0 for any ℓ 6= k. Continuing inductively one finds that f = 0. By the
linear independence of the spaces {Lj}Mj=0 this implies that f0 = f1 = . . . = fM = 0. Thus,
( M∑
j=0
Lj
)
∩
( M∑
j=0
L∗j
)⊥
= {0}.
Dually, one finds that ( M∑
j=0
Lj
)⊥ ∩ ( M∑
j=0
L∗j
)
= {0}
which means that the right-hand side of (7.7) is dense in H. Since the sum of a closed space
with a finite dimensional space is again closed, we have proved that (7.7) is indeed a direct sum
decomposition. Hence every f ∈ H can be written as f = g + h where g ∈ ∑Mj=0Lj , and h ∈(∑M
j=0 L
∗
j
)⊥
. We set Pcf = h, Pbf = g. Since ALj ⊂ Lj for 0 ≤ j ≤ M , and A
((∑M
j=0 L
∗
j
)⊥)
⊂(∑M
j=0 L
∗
j
)⊥
, one has APc = PcA. Denote the orthogonal projection onto
∑M
j=0 L
∗
j by Q. Then
there is an isomorphism
S :
{
Qf 7→ Pbf∑M
j=0 L
∗
j →
∑M
j=0 Lj
and Pb = SQ by construction. As a map between finite dimensional spaces S is given by a
matrix {cij}. By assumption, these finite dimensional subspaces of H are spanned by exponentially
decaying functions, and (7.8) follows.
Observe that (7.2) implies that there exists λ > 0 large so that
‖(A− (iλ+ z))−1‖ ≤ |ℑz|−1 for all ℑz ≥ 0.
Unless indicated otherwise, ‖ · ‖ refers to the operator norm on H. This allows one to define the
(quasi-bounded) semigroup eitA by means of the Hille–Yoshida theorem and ‖eitA‖ ≤ etλ. We now
make one more requirement for A to be admissible, namely the stability assumption
(7.11) sup
t∈R
‖eitAPc‖ <∞.
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Under this assumption the semigroup is bounded on all functions that have no component in the
space L0 under the splitting (7.7). Otherwise, it can grow at most like t.
Assumption (7.11) is related to the notion of linear stability in the context of stability of soliton
solutions of NLS (see e.g. [Wein], [St]).
Our goal in this section is to prove the following theorem.
Theorem 7.4.
• Let A be admissible as in Definition 7.2 together with the stability assumption (7.11). Then
(7.12) ‖eitAPcf‖L2+L∞ . 〈t〉−
3
2‖f‖L1∩L2
for all t.
• If in addition the matrix potential satisfies ‖Vˆ ‖L1 <∞, then one has the bound
(7.13) ‖eitAPcf‖L∞ . |t|− 32 ‖f‖L1∩L2
for all t.
The norms here are given by Definition 2.3
‖f‖L2+L∞ := inff=h+g(‖h‖L2 + ‖g‖L∞)
with the dual space (L2 + L∞)∗ = L1 ∩ L2.
The proof of Theorem 7.4 will follow an old strategy of Rauch [R], see also [DMcLT] and [Vai],
that is based on representing eitA as the inverse Laplace transform of the resolvent, and then
to move the contour across the spectrum. This only gives local L2 decay, and we then use an
observation of Ginibre [Gin] to pass from this to the bound (7.12). In the following we prepare the
proof of Theorem 7.4 by means of several technical lemmas. We will assume from now on that A
is as in Theorem 7.4.
The next lemma is a version of von Neumann’s ergodic theorem.
Lemma 7.5. For any ω ∈ R,
(7.14)
1
T
∫ T
0
e−iωteitAPc dt→ 0 as T →∞
in the strong sense.
Proof. Let {ωj}Mj=0 be as in Definition 7.2. We first prove (7.14) for ω equal to one of the ωj, j 6= 0.
Let f ∈ RanPc. Then for every 1 ≤ j ≤M there is gj ∈ Dom(A) so that f = (A− ωj)gj , see (7.9).
Note that gj is unique up to addition of an element of Lj. Thus
(7.15)
1
T
∫ T
0
e−iωjteitAf dt =
1
iT
(
eiT (A−ωj)gj − gj
)
.
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It remains to show that we can choose gj so that (7.11) applies. To do so, use (7.7) to write
gj =
∑M
k=0 hk + h˜ where hk ∈ Lk and h˜ ∈ (
∑M
k=0 L
∗
k)
⊥ =: L˜. We may assume that hj = 0. Then
Agj =
∑M
k=0Ahk +Ah˜ and by A-invariance of (7.7), Ahk ∈ Lk, Ah˜ ∈ L˜. On the other hand,
Agj = f + ωjgj =
M∑
k=0
ωj hk + ωjh˜+ f.
The last two terms lie in Ran(Pc) = L˜, whereas clearly ωj hk ∈ Lk for all 0 ≤ k ≤M . By uniqueness
of such a representation, Ahk = ωjhk for all 0 ≤ k ≤M . But then
hk ∈ ker(A− ωj) ∩ ker(A− ωk) = {0} for all k 6= j,
h0 ∈ ker(A− ωj) ∩ ker(A2) = {0}.
Since hj = 0 by assumption, it follows that gj = h˜ ∈ Ran(Pc), as desired. Hence the right–hand
side of (7.15) is O(T−1) and we are done with this case. Now consider the case ω = ω0 = 0. We
write f = A2g for some g ∈ Dom(A2). By (7.7) one has as before Ag =∑Mk=0 hk+ h˜ where hk ∈ Lk
and h˜ ∈ L˜. We claim that −h0+Ag ∈ Ran(Pc) and Ah0 = 0. If so, then one has f = A(−h0+Ag)
which implies that
1
T
∫ T
0
eitAf dt =
1
iT
(
eiTA(−h0 +Ag)− (−h0 +Ag)
)
,
cf. (7.15), and the right–hand side is again O(T−1) by (7.11). To prove the claim, simply observe
that
f = A2g =
M∑
k=0
Ahk +Ah˜ =⇒
M∑
k=0
Ahk ∈ L˜.
Since Ahk ∈ Lk one concludes from Lemma 7.3 that Ahk = 0 for all 0 ≤ k ≤ M . If 1 ≤ k ≤ M ,
then hk ∈ L0 ∩ Lk = {0} so that hk = 0. But this is precisely the claim, and we are done with the
case ω = 0 as well.
It remains to consider ω ∈ R \ {ωj}Mj=0. Firstly, if ω ∈ (−µ, µ), then (A − ω)−1 is a bounded
operator on H by assumption. Hence,
1
T
∫ T
0
e−iωteitAPcf dt = (A− ω)−1 1
iT
(
eiT (A−ω)Pcf − Pcf
)
,
and the right–hand side is O(T−1) by (7.11). Finally, assume that |ω| ≥ µ so that ω belongs to the
essential spectrum of A. This case is different from the previous ones because one cannot expect
to obtain the O(T−1) bound. Since
sup
T
∥∥∥∥ 1T
∫ T
0
e−iωteitAPcf dt
∥∥∥∥ <∞
for all f by (7.11) it suffices to prove that
1
T
∫ T
0
e−iωteitAf dt→ 0
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for all f belonging to a dense subspace of Ran(Pc). In view of the preceding, it therefore suffices
to show that for all |ω| ≥ µ,
(7.16) (A− ω)Ran(Pc) = Ran(Pc).
By the A-invariance of Ran(Pc) it is clear that (A− ω)Ran(Pc) ⊂ Ran(Pc). By Lemma 7.3 we can
write a direct sum decomposition H = L′ + L˜ where L′ =∑Mj=0 Lj and L˜ is the space from above
with finite codimension. Now ker(A∗ + ω) = {0} implies that
(7.17) H = (A− ω)H = (A− ω)L˜+ (A− ω)L′.
Note that by A-invariance of the splitting both summands here lie again in the spaces L˜ and L′,
respectively. In particular, the sum on the right-hand side is again direct. Since ker(A−ω) = {0},
one has dim((A − ω)L′) = dim(L′) < ∞ so that (A − ω)L′ = L′. By the directness of the sum
in (7.17) therefore
(A− ω)L˜ = L˜,
as desired.
The last of the abstract statements is a bound on the resolvents.
Lemma 7.6. For all z ∈ C with ℜz > 0 one has
(7.18) ‖(iA − z)−1Pc‖ ≤ Cℜz ,
for some constant C.
Proof. Since for ℜz > 0,
(iA− z)−1Pc = −
∫ ∞
0
e−tzeitAPc dt,
(7.18) is an immediate consequence of (7.11) with C = supt∈R ‖eitAPc‖.
Following Rauch [R], we now show how to continue the resolvents (iA − z)−1 = −i(A + iz)−1
meromorphically across the spectrum as bounded operators in an exponentially weighted L2 space.
Set (Eεf)(x) := e
−ερ(x)f(x) where ρ is smooth, ρ(x) = |x| for large x and ε > 0 will be some small
number (compared to ε0 in (7.3) above). Our goal now is to prove that Eε(iA − z)−1Eε has a
meromorphic continuation to the region which lies to the right of the curve shown below. From
now on, we set µ = 1, so that H = −12△ + 1. Moreover, we denote the curve depicted in the
following figure by Γε and the open region to the right of it by RΓε .
i
i
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We start with the resolvent of B. By (7.6) one has
(7.19) (B + iz)−1 =
(
(H + iz)−1 0
0 −(H − iz)−1
)
.
The resolvents
(7.20) (H ± iz)−1(x, y) = (−1
2
△+ 1± iz)−1(x, y) = e
−
√
2(1±iz) |x−y|
2π|x− y|
have singularities at the points ±i, respectively. We will resolve these singularities by means of the
transformations U1 : ζ 7→ z = i− iζ2, and U2 : ζ 7→ −i+ iζ2. For the domain of U1 we will choose
either of the regions
R1 = R1(ε) :=
{
ζ ∈ C | ℜζ > −ε, ℑζ > −ε, −π
4
≤ Arg ζ ≤ 3π
4
, |ζ| ≤ r
}
(7.21)
R2 = R2(ε) :=
{
ζ ∈ C | ℜζ > −ε, π
4
≤ Arg ζ ≤ 3π
4
}
.(7.22)
Here ε > 0 is a small parameter, and r will be chosen to be on the order of 1. These two regions
are shown in the following figures. Firstly region R1, with ζ on the left and z = U1(ζ) on the right,
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and secondly region R2, with ζ on the left and z = U1(ζ) on the right:
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 










































i
The curved (but not circular) pieces of the boundaries that are shown in the z-plane are parabolic
arcs which can be of course written down exactly. For the map U2 we choose the domains R∗1 and
R∗2 which are the reflections of R1 and R2, respectively, across the real axis (i.e., conjugation; note
that U2(ζ) = U1(ζ¯)). One now defines RΓε ∩{z ∈ C | ℜz ≤ 1/2} by means of four separate regions,
namely by U1(R1), U1(R2), U2(R∗1), U2(R∗2) with r sufficiently large, say r =
√
5/2 (by taking
ε small we can still ensure that we move only a very short distance into the negative half plane
ℜz < 0, at least on compact sets). This choice of r is made to ensure that the two disks intersect
the real axis without coming close to each others centers.
39
Lemma 7.7. Let 0 < ε be small. Then the weighted resolvent Eε(iB−z)−1Eε, originally defined on
ℜz > 0, admits an analytic continuation to the region RΓε/4 with values in the compact operators
on H. This continuation, which we denote by Fε(z), satisfies the estimate ‖Fε(z)‖ ≤ Cε(1+ |z|)− 12
for all z ∈ RΓε/4. Furthermore, Fε(z) is analytic on the union of the regions z = i − iζ2 and
z = −i+ iζ2 for |ζ| < ε4 .
Proof. It was shown by Rauch that (recall that H = −12△+ 1)
ζ 7→ Eε(H + i(i− iζ2))−1Eε = Eε(−1
2
△+ ζ2)−1Eε
has an analytic extension to the domain ℜζ > −ε/4 with a norm bound of (1 + |ζ|)−1 (see equa-
tion (2.12) in [R]). Similarly for ζ 7→ Eε(H − i(−i+ iζ2))−1Eε = Eε(−12△+ ζ2)−1Eε. This shows
that both Eε(H ± iz)−1Eε have analytic continuations to the region RΓε/4 satisfying the norm
bound (1 + |z|)− 12 as |z| → ∞ in RΓε/4 . The lemma follows.
We can now formulate our meromorphic continuation result for the perturbed resolvent.
Corollary 7.8. Let 0 < ε be small depending on ε0 from Definition 7.2. Then for some δ > 0,
the weighted resolvents Eε(iA − z)−1PcEε, originally defined on ℜz > 0, admit a meromorphic
continuation to the region RΓδ with values in the compact operators on H. This continuation, which
we denote by Gε(z), has only finitely many poles in RΓδ all of which lie in ℜz ≤ 0. Moreover, it
has continuous limits on the two horizontal parts of Γδ \ {±i} from above and below. Finally, for
large |z| there are no poles and one has the estimate
(7.23) ‖Gε(z)‖ ≤ Cε√|z|
for all large z ∈ RΓδ .
Proof. Since Pc = Id − Pb and one has the explicit representation (7.8) with exponentially decay-
ing φj , it suffices to prove the same statement for Eε(iA − z)−1Eε = −iEε(A + iz)−1Eε. By the
resolvent identity,
Eε(A+ iz)
−1Eε = Eε(B + iz)
−1Eε − Eε(B + iz)−1EεE−1ε V E−1ε Eε(A+ iz)−1Eε
Eε(A+ iz)
−1Eε =
(
1 +Eε(B + iz)
−1EεE
−2
ε V
)−1
Eε(B + iz)
−1Eε.
Lemma 7.7 and the analytic Fredholm alternative imply that Eε(A + iz)
−1Eε has a meromorphic
extension to RΓε/4 which is analytic if |z| is large. Moreover,
(7.24) Gε(z) =
(
1 + iFε(z)E
−2
ε V
)−1
Fε(z)
for all z ∈ RΓε/4 at which the inverse is defined. Hence (7.23) follows from the previous lemma.
The poles can only accumulate on the boundary Γε/4 of RΓε/4 . If δ < ε4 , then the poles of Gε can
therefore only accumulate on the two horizontal pieces of Γδ. We claim that reducing δ even further,
one can eliminate any accumulation on these horizontal pieces as well. To see this, “resolve” the
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singularities at the points ±i by means of the maps z = U1(ζ) = i− iζ2 and z = U2(ζ) = −i+ iζ2,
respectively. Clearly,
(7.25) Gε(U1(ζ)) =
(
1 + Fε(U1(ζ))E
−2
ε V
)−1
Fε(U1(ζ))
as long as U1(ζ) ⊂ RΓε/4 . In particular, this holds for all ζ ∈ R(ε/4). In view of the final statement
of Lemma 7.7, one can apply the analytic Fredholm alternative to (7.25) with |ζ| < ε4 . Thus
Gε(U1(ζ)) is a meromorphic function for |ζ| < ε4 . It follows that for δ > 0 small, Gε(U1(ζ)) is
analytic on |ζ| < δ with the possible exception of a pole at ζ = 0. In the z variable this means
that Gε(z) has continuous limits (from above and below) on the horizontal piece of Γδ emanating
from +i, with a possible pole at z = i. The same statements also hold at −i.
We are now ready to prove the local L2-decay.
Proposition 7.9. Let A be as in Definition 7.2 together with (7.11). Then for ε > 0 small one
has
(7.26) ‖EεeitAPcEε‖ . 〈t〉− 32 .
for all t.
Proof. Suppose t > 0. By the inversion formula for the Laplace transform (to be justified below),
Eε(e
itA − I)PcEε = −1
2πi
∫ a+i∞
a−i∞
etτ
(
Eε(iA− τ)−1Pc Eε + EεPcEετ−1
)
dτ
for any a > 0. The subtraction of the identity serves to make the integral absolutely convergent.
Indeed, (iA − τ)(iA − τ)−1 = Id implies that
Eε(iA− τ)−1PcEε + 1
τ
EεPcEε =
1
τ
Eε(iA− τ)−1PcEεE−1ε iAEε.
By means of a commutator calculation one checks that E−1ε AEε is a bounded operator W
2,2 ×
W 2,2 → H. Hence, by (7.23), the left-hand side decays like |τ |− 32 . We now deform the contour to
Γδ as in Corollary 7.8. This gives
Eε(e
itA − I)PcEε = −1
2πi
∫
Γδ
etτ
(
Gε(τ) + EεPcEετ
−1
)
dτ
−
∑
τj poles
Res
(
etτ
(
Gε(τ) + EεPcEετ
−1
)
; τ = τj
)
.
This can be simplified to
(7.27) Eεe
itAPcEε =
−1
2πi
∫
Γδ
etτ Gε(τ) dτ −
∑
τj poles
Res
(
etτGε(τ); τ = τj
)
.
The integral over Γδ converges by (7.23). Clearly,∑
τj poles
Res
(
etτGε(τ); τ = τj
)
=
∑
τj poles
pj(t)e
tτj ,
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where pj(t) is a polynomial with coefficients given by compact operators of degree equal to the
order of the pole minus one. As far as the integral over Γδ is concerned, only the horizontal
“thermometers” can contribute much. “Thermometer” here refers to the fact that on the horizontal
pieces one first moves to the right on the lower edge, then around a loop encircling ±i, and then
to the left on the upper edge. It is clear that the parabolic arcs give an exponentially small
contribution. Denote the two thermometers around i and −i by T1 and T2, respectively. To
determine their contributions, we need to again use the ζ-variables. Indeed, setting z = U1(ζ) =
i − iζ2 we showed above that Gε(z) is analytic for z = i − iζ2 and small ζ up to possibly a pole
at 0. Writing the Laurent expansion Gε(i− iζ2) =
∑∞
j=−N Bjζ
j, one deduces from Lemma 7.6 that
N ≤ 2. Also, our assumption on the absence of resonances means that B−1 = 0. Therefore,
(7.28)
1
2πi
∫
T1
etτ Gε(τ) dτ =
1
2πi
∫
T1
etτ
B−2
τ − i dτ +
1
2πi
∫
T1
etτ C(τ) dτ,
where ‖C(τ)‖ . |τ − i| 12 so that the contribution of the second integral is O(|t|− 32 ). The first is
equal to the compact operator eitB−2. The conclusion is that (7.27) now takes the form of the
estimate
(7.29)
∥∥∥EεeitAPcEε +∑
j
pj(t)e
itηj
∥∥∥ . |t|− 32
where we have only retained the purely imaginary poles τj = e
iηj with distinct ηj. In view of (7.11)
it follows that for large t,
sup
t∈R
∥∥∥∑
j
pj(t)e
itηj
∥∥∥ . 1
which implies that necessarily each pj = const. Finally, the ergodic average lemma, Lemma 7.5,
shows that pj = 0. Hence we are left with∥∥∥EεeitAPcEε∥∥∥ . |t|− 32 ,
for large t as desired.
Remark 7.10. According to Corollary 7.8 (and its proof), Gε(i− iζ2) and Gε(−i+ iζ2) can at most
have poles of second order at ζ = 0. It is well-known that in generic situation there will be no
singularity at the origin. In fact, a second order pole means that ±i are eigenvalues, whereas a first
order pole is what one calls a resonance. For more on this, see for example [R].
We now pass from local L2-decay to global decay.
Proof of Theorem 7.4. We start with the first statement in the theorem. By Duhamel’s formula,
and with A,B, V as in (7.6),
eitAPc = e
itBPc − i
∫ t
0
ei(t−s)B V eisAPc ds = e
itBPc − i
∫ t
0
ei(t−s)B V Pce
isA ds(7.30)
Pce
isB = Pce
isA + i
∫ s
0
Pce
i(s−τ)A V eiτB dτ = Pce
isA + i
∫ s
0
ei(s−τ)A PcV e
iτB dτ(7.31)
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Inserting (7.31) into (7.30) yields
eitAPc = e
itBPc − i
∫ t
0
ei(t−s)B V Pce
isB ds+
∫ t
0
∫ s
0
ei(t−s)B V ei(s−τ)A PcV e
iτB dτds.
Therefore, applying Proposition 7.9 to the middle term in the double integral, yields
‖eitAPc ~ψ0‖L2+L∞ . 〈t〉−
3
2‖Pc‖L1∩L2→L1∩L2 ‖~ψ0‖L1∩L2
+
∫ t
0
〈t− s〉− 32 〈s〉− 32 ds ‖V Pc‖L2+L∞→L1∩L2 ‖~ψ0‖L1∩L2
+
∫ t
0
∫ s
0
〈t− s〉− 32 〈s − τ〉− 32 〈τ〉− 32 dτds ‖E−1ε V ‖2L2→L1∩L2 ‖~ψ0‖L1∩L2
. 〈t〉− 32‖~ψ0‖L1∩L2 .(7.32)
To pass to (7.32) one uses that
‖V Pc‖L2+L∞→L1∩L2 <∞, ‖Pc‖L1∩L2→L1∩L2 <∞, ‖V E−1ε ‖L2→L1∩L2 <∞,
which follow from (7.8) and the assumption that V, φj , ψi are exponentially decaying.
To remove L2 we use the same device from [JSS] that already appeared in Section 5 for the same
purpose. However, some care is needed for the case of systems since the analogue of (5.5), viz.
sup
1≤p≤∞
‖eitBV e−itB‖p→p <∞
does not hold now. Indeed, by (7.6), and with H = −12△+ µ,
(7.33) eitBV e−itB =
(
eitHUe−itH −eitHWeitH
e−itHWe−itH −e−itHUeitH
)
,
and the off-diagonal terms are not bounded on Lp if p 6= 2, W 6= 0. As in (5.4),
eitA ~ψ0 = e
itB ~ψ0 − i
∫ t
0
ei(t−s)BV eisA ~ψ0 ds
= eitB ~ψ0 − i
∫ t
0
ei(t−s)BV eisB ~ψ0 ds−
∫ t
0
∫ s
0
ei(t−s)BV ei(s−τ)BV eiτA ~ψ0 dτ ds.(7.34)
In what follows it suffices to assume U = 0, since the diagonal terms in (7.33) have the same
cancellation as in the scalar case, see (5.5). Consider one of the off-diagonal entries of the second
term in (7.34) for times t ≥ 12 . Thus,∥∥∥∫ t
0
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
≤
∥∥∥ ∫ 14
0
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
+
∥∥∥∫ t− 14
1
4
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
+
∥∥∥ ∫ t
t− 1
4
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
.
∫ 1
4
0
|t− 2s|− 32 ‖eisHWe−isH‖1→1‖~ψ0‖1 ds+
∫ t− 1
4
1
4
|t− s|− 32 ‖W‖1 |s|−
3
2 ‖~ψ0‖1 ds
+
∫ t
t− 1
4
‖ei(t−s)HWe−i(t−s)H‖∞→∞‖ei(t−2s)H ~ψ0‖∞ ds
. (‖W‖1 + ‖Wˆ‖1) |t|− 32 ‖~ψ0‖1,(7.35)
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where we have employed the cancellation property (5.5) twice. For small times 0 < t one obtains
similarly∥∥∥ ∫ t
0
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
≤
∥∥∥∫ 12 t−t2
0
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
+
∥∥∥∫
| t
2
−s|<t2
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
+
∥∥∥ ∫ t
1
2
t+t2
ei(t−s)HWe−isH ~ψ0 ds
∥∥∥
∞
.
∫ 1
2
t−t2
0
|t− 2s|− 32 ‖eisHWe−isH‖1→1‖~ψ0‖1 ds+
∫
| t
2
−s|<t2
|t− s|− 32 ‖W‖1 |s|−
3
2‖~ψ0‖1 ds
+
∫ t
1
2
t+t2
‖ei(t−s)HWe−i(t−s)H‖∞→∞‖ei(t−2s)H ~ψ0‖∞ ds
. (‖W‖1 + ‖Wˆ‖1) |t|−1‖~ψ0‖1.(7.36)
We now deal with the third term in (7.34), and we select one representative off-diagonal term of
the form
(7.37)
∫ t
0
∫ s
0
ei(t−s)HWei(τ−s)HUψ1(τ) dτds,
where ψ1(τ) is the first component of the solution ~ψ(τ) := e
iτA ~ψ0. For t ≥ 4, introducing the new
variable τ ′ := 2s− τ , we rewrite (7.37) in the form∫ t
0
∫ 2s
s
ei(t−s)HWei(s−τ
′)HUψ1(2s− τ ′) dτ ′ds =(∫ t−1
0
∫ 2s
s
+
∫ t
t−1
∫ 2t−s
s
+
∫ t
t−1
∫ 2s
2t−s
)
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds(7.38)
The estimate for the first term in (7.38) is straightforward
‖
∫ t−1
0
∫ 2s
s
ei(t−s)HWei(s−τ
′)HUψ1(2s− τ ′) dτ ′ds‖∞ .∫ t−1
0
∫ 2s
s
〈t− s〉− 32‖W‖1∩2〈s − τ ′〉−
3
2 ‖U‖1∩2〈2s − τ ′〉−
3
2 ‖~ψ0‖1∩2 dτ ′ds .
〈t〉− 32 ‖~ψ0‖1∩2(7.39)
The second term in (7.38) is dealt with in the following manner:
‖
∫ t
t−1
∫ 2t−s
s
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds‖∞ .∫ t
t−1
∫ 2t−s
s
|t− s|− 32 ‖W‖2‖U‖2∩∞〈2s− τ ′〉− 32‖~ψ0‖1∩2 dτ ′ds
. 〈t〉− 32‖W‖2‖U‖2∩∞
∫ t
t−1
∫ 2t−s
s
|t− s|− 32 ‖~ψ0‖1∩2 dτ ′ds .
〈t〉− 32
∫ t
t−1
|t− s|− 12‖~ψ0‖1∩2 ds . t−
3
2‖~ψ0‖1∩2(7.40)
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The last term in (7.38) requires further splitting∫ t
t−1
∫ 2s
2t−s
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds =(∫ t
t−1
∫ t+ s
2
2t−s
+
∫ t
t−1
∫ 2s
t+ s
2
)
ei(t−s)HWei(s−τ
′)HUψ1(2s− τ ′) dτ ′ds(7.41)
Observe that in the region (s, τ ′) ∈ [t− 1, t] × [2t − s, t+ s2 ] we have 2s − τ ′ ≥ t−32 . On the other
hand, in the region (s, τ ′) ∈ [t− 1, t]× [t+ s2 , 2s] we have |t− τ ′| ≥ t2 − 12 . Therefore,
‖
∫ t
t−1
∫ t+ s
2
2t−s
ei(t−s)HWei(s−τ
′)HUψ1(2s− τ ′) dτ ′ds‖∞ =∫ t
t−1
∫ t+ s
2
2t−s
‖ei(t−s)HWe−i(t−s)H‖∞→∞‖ei(t−τ ′)HUψ1(2s− τ ′) dτ ′ds‖∞ dτ ′ds .
‖Wˆ‖1‖U‖1∩2
∫ t
t−1
∫ t+ s
2
2t−s
|t− τ ′|− 32 〈2s− τ ′〉− 32‖~ψ0‖1∩2 dτ ′ds .
〈t〉− 32
∫ t
t−1
∫ t+ s
2
2t−s
|t− τ ′|− 32‖~ψ0‖1∩2 dτ ′ds .
〈t〉− 32
∫ t
t−1
(
|t− s|− 12 − |s/2|− 12
)
‖~ψ0‖1∩2 ds . t− 32 ‖~ψ0‖1∩2(7.42)
Similarly,
‖
∫ t
t−1
∫ 2s
t+ s
2
ei(t−s)HWei(s−τ
′)HUψ1(2s− τ ′) dτ ′ds‖∞ .
‖Wˆ‖1‖U‖1∩2
∫ t
t−1
∫ 2s
t+ s
2
|t− τ ′|− 32 〈2s − τ ′〉− 32 ‖~ψ0‖1∩2 dτ ′ds .
t−
3
2
∫ t
t−1
∫ 2s
t+ s
2
〈2s− τ ′〉− 32‖~ψ0‖1∩2 dτ ′ds . t−
3
2 ‖~ψ0‖1∩2(7.43)
For the values of t < 4 we decompose (7.37), with the variable τ ′ = 2s − τ , as follows.∫ t
0
∫ 2s
s
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds =(∫ 3t
4
0
∫ 2s
s
+
∫ t
3t
4
∫ 2t−s
s
+
∫ t
3t
4
∫ 2s
2t−s
)
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds(7.44)
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Note that (2t− s) ≤ 2s provided that s ≥ 2t3 . In particular, this holds for s ≥ 3t4 . We have
‖
∫ 3t
4
0
∫ 2s
s
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds‖∞ .∫ 3t
4
0
∫ 2s
s
|t− s|− 32‖W‖2‖U‖2〈2s − τ ′〉−
3
2 ‖~ψ0‖1∩2 dτ ′ds
. t−
3
2 ‖W‖2‖U‖2
∫ 3t
4
0
∫ 2s
s
〈2s − τ ′〉− 32 ‖~ψ0‖1∩2 dτ ′ds .
t−
3
2‖~ψ0‖1∩2(7.45)
Now observe that in the region (s, τ ′) ∈ [3t4 , t] × [s, 2t − s] the value (2s − τ ′) ≥ t4 . Therefore, for
the second term in (7.44) we obtain that
‖
∫ t
3t
4
∫ 2t−s
s
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds‖∞ .∫ t
3t
4
∫ 2t−s
s
|t− s|− 32‖W‖2‖U‖2∩∞〈2s − τ ′〉− 32 ‖~ψ0‖1∩2 dτ ′ds
. 〈t〉− 32‖W‖2‖U‖2
∫ t
3t
4
∫ 2t−s
s
|t− s|− 32 ‖~ψ0‖1∩2 dτ ′ds .
〈t〉− 32
∫ t
3t
4
|t− s|− 12 ‖~ψ0‖1∩2 ds . t− 32 ‖~ψ0‖1∩2(7.46)
Similarly to (7.41) we split the last term in (7.44)∫ t
3t
4
∫ 2s
2t−s
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds =(∫ t
3t
4
∫ t+ s
2
2t−s
+
∫ t
3t
4
∫ 2s
t+ s
2
)
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds(7.47)
Observe that in the region (s, τ ′) ∈ [3t4 , t]× [2t− s, t+ s2 ] we have 2s− τ ′ ≥ t8 . On the other hand,
in the region (s, τ ′) ∈ [3t4 , t]× [t+ s2 , 2s] we have |t− τ ′| ≥ 3t8 . Therefore,
‖
∫ t
3t
4
∫ t+ s
2
2t−s
ei(t−s)HWei(s−τ
′)HUψ1(2s − τ ′) dτ ′ds‖∞ =∫ t
3t
4
∫ t+ s
2
2t−s
‖ei(t−s)HWe−i(t−s)H‖∞→∞‖ei(t−τ ′)HUψ1(2s − τ ′)‖∞ dτ ′ds .
‖Wˆ‖1‖U‖1∩2
∫ t
3t
4
∫ t+ s
2
2t−s
|t− τ ′|− 32 〈2s − τ ′〉− 32 ‖~ψ0‖1∩2 dτ ′ds .
〈t〉− 32
∫ t
3t
4
∫ t+ s
2
2t−s
|t− τ ′|− 32 ‖~ψ0‖1∩2 dτ ′ds .
〈t〉− 32
∫ t
3t
4
(
|t− s|− 12 − |s/2|− 12
)
‖~ψ0‖1∩2 ds . t−
3
2‖~ψ0‖1∩2
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Similarly,
‖
∫ t
3t
4
∫ 2s
t+ s
2
ei(t−s)HWei(s−τ
′)HUψ1(2s− τ ′) dτ ′ds‖∞ .
‖Wˆ‖1‖U‖1∩2
∫ t
3t
4
∫ 2s
t+ s
2
|t− τ ′|− 32 〈2s− τ ′〉− 32‖~ψ0‖1∩2 dτ ′ds .
t−
3
2
∫ t
3t
4
∫ 2s
t+ s
2
〈2s − τ ′〉− 32 ‖~ψ0‖1∩2 dτ ′ds . t−
3
2‖~ψ0‖1∩2
The conclusion from the preceding is that
(7.48) ‖eitAPc ~ψ0‖∞ = ‖PceitA ~ψ0‖∞ . |t|− 32‖~ψ0‖1∩2.
as desired.
Remark 7.11. Dualizing (7.48) yields
‖eitA∗P ∗c ~ψ0‖2+∞ . |t|−
3
2‖~ψ0‖1.
By construction, Ran(P ∗c ) = (kerPc)
⊥ =
(∑k
j=1 Lj
)⊥
, ker(P ∗c ) = (RanPc)
⊥ =
∑k
j=1 L
∗
j , and
(P ∗c )
2 = P ∗c . It follows from these properties that P
∗
c is precisely the projection onto
(∑k
j=1 Lj
)⊥
corresponding to the decomposition (7.7) with the roles of Lj and L
∗
j interchanged. Therefore, one
has the corresponding estimate for eitA as well, namely
‖eitAPc ~ψ0‖2+∞ . |t|−
3
2 ‖~ψ0‖1.
Remark 7.12. We have made no use of the wave operators Ω := limt→∞ e
−itAeitB in this section.
It is easy to see from the dispersive bound for the free evolution eitB and Cook’s method that this
limit exists. There is also a corresponding asymptotic completeness statement, namely that Ω is an
isomorphism from H onto RanPc. A first step in this direction is to check the existence of the limit
limt→∞ e
−itBeitAPc. This is nontrivial, and can be obtained by Cook’s method using Theorem 7.4.
Then there is an additional issue of showing that Ran(Ω) = Ran(Pc). For this and much more on
the wave operators see [Cu]. Let us just mention that Lemmas 7.5 and 7.6 are both immediate
consequences of this asymptotic completeness. Indeed, Lemma 7.6 follows from
(A− z)−1Pc = Ω(B − z)−1(PcΩ)−1Pc,
whereas Lemma 7.5 is an immediate consequence of the fact that
1
T
∫ T
0
e−iωtetAPc dt = Ω
1
T
∫ T
0
e−iωtetB(PcΩ)
−1Pc dt
via the usual ergodic theorem for the unitary group etB . But since the proof of asymptotic com-
pleteness requires Theorem 7.4, we needed to give a direct proof of these lemmas.
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7.2 The case of higher dimensions
The proof that was just presented for n = 3 also works in odd dimensions n ≥ 3. We do not address
the situation in even dimensions here since it is not clear at the moment whether these methods
can be extended to that case.
There are three places where the dimension becomes relevant in the previous proof. The first
instance is Lemma 7.7, which establishes the analytic continuation of the weighted free resolvent
Eε(iB − z)−1Eε from ℜz > 0 to the region RΓ ε
4
, together with the bound (1 + |z|)− 12 . Since
Eε(B + iz)
−1Eε =
(
Eε(−12△+ 1 + iz)−1Eε 0
0 Eε(
1
2△− 1 + iz)−1Eε
)
,
this reduces to the same statements for the scalar operators (−12△ + 1 + iz)−1 = (−12△ + ζ2)−1
and (12△ − 1 + iz)−1 = (−12△ − ζ2)−1, where we have used the maps z = U1(ζ) = i − iζ2,
and z = U2(ζ) = −i + iζ2, respectively. As far as the region is concerned, observe that RΓ ε
4
⊂
U1(R1∪R2)∩U2(R∗1∪R∗2). Rauch proves the desired bound on the analytic continuation of the free
resolvent by means of the sharp Huyghens principle in dimension n = 3. The very same argument
also applies to any odd dimension n ≥ 3. Indeed, one writes4
(7.49)
∫ ∞
0
e−ζt Eε cos(t
√
−△)Eε dt = ζEε(−△+ ζ2)−1Eε, ℜζ > 0.
If n is odd, then the sharp Huyghens principle implies that ‖Eε cos(t
√−△)Eε‖2→2 . e−εt/2 for
large t, so that (7.49) allows one to analytically continue the right-hand side to ℜζ > − ε2 together
with the desired bound. See [R] for details.
The second place where the dimension becomes relevant is in the proof of local decay, see the term
involving C(τ) in (7.28). In general (odd) dimensions, there is still the Laurent expansion
Gε(z) =
∞∑
j=−2
Bj(z − i)
j
2 ,
and similarly about the point z = −i. By our assumption on absence of eigenvalue and resonance
at i one has B−2 = B−1 = 0. In order to obtain the desired decay estimate on the evolution e
itA
one needs to show that the coefficients Bj of odd powers j vanish for 1 ≤ j < n − 2. This follows
from the corresponding property of the “free” function Fε(z). Indeed, by the previous paragraph,
(7.50) Fε(z) =
∞∑
j=0
Cj (z − i)
j
2 for |z − i| < ε
2
16
.
4The analytic continuation of the free resovent in the region |ζ| < ǫ
4
, which avoids the introduction of the pole at
ζ = 0, can be constructed via the formula∫ ∞
0
e
−ζt
Eε
sin(t
√−△)√−△ Eε dt = Eε(−△+ ζ
2)−1Eε.
The energy estimate ‖∂t sin(t
√−△)√−△ f‖2 ≤ ‖f‖2 together with the sharp Huyghens principle lead to the bound
‖Eε sin(t
√−△)√−△ Eε‖2→2 . e−εt/2, which is sufficient for analytic continuation.
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where the coefficients are compact operators in L2. Indeed, in Lemma 7.7 (and its generalization
to n ≥ 3 odd) we observed that Fε(i − iζ2) is analytic for |ζ| < ε4 . Thus, the series in (7.50) is
absolutely convergent in the slit region U1(R1) for small z. Moreover, since the rate of decay for the
free evolution eitB is known to be |t|−n2 , the argument from the proof of Proposition 7.9, applied
to the free evolution, yields that all Cj = 0 for 1 ≤ j < n−2 odd. Finally, by the resolvent identity
one has, see (7.24)
Gε(z) =
(
1 + Fε(z)E
−2
ε V
)−1
Fε(z)
=
(
1 + Fε(i)E
−2
ε V
)−1[
1 + (Fε(z)− Fε(i))E−2ε V
(
1 + Fε(i)E
−2
ε V
)−1]−1
Fε(z).(7.51)
This is justified, since by our assumption of ±i being neither eigenvalue nor resonance of A the
inverse
(
1+Fε(i)E
−2
ε V
)−1
exists as a bounded operator on L2, cf. (7.25). Furthermore, the inverse
in square brackets in (7.51) exists as an L2 convergent Neuman series. Inserting (7.50) into (7.51)
reveals that all coefficients of the entire right-hand side in (7.51) corresponding to powers (z − i) j2
with 1 ≤ j < n−2 odd, have to vanish. Therefore, (7.28) holds with ‖C(τ)‖ . |τ−i|n−22 , and (7.26)
thus holds with 〈t〉−n2 .
The third place where the dimension becomes relevant is the argument allowing for L2 removal
in Theorem 7.4. As in the scalar case, a tedious calculation involving further Duhamel expansion
would extend the 3-d argument to higher dimensions.
8 Matrix charge transfer model
Definition 8.1. By a matrix charge transfer model we mean a system
1
i
∂t ~ψ +
( −12△ 0
0 12△
)
~ψ +
ν∑
j=1
Vj(· − ~vjt)~ψ = 0(8.1)
~ψ|t=0 = ~ψ0,
where ~vj are distinct vectors in R
3, and Vj are matrix potentials of the form
Vj(t, x) =
(
Uj(x) −eiθj(t,x)Wj(x)
e−iθj(t,x)Wj(x) −Uj(x)
)
,
where θj(t, x) = (|~vj |2 + α2j )t+ 2x · ~vj + γj, αj , γj ∈ R, αj 6= 0. Furthermore, we require that each
Hj =
( −12△+ 12α2j + Uj −Wj
Wj
1
2△− 12α2j − Uj
)
be admissible in the sense of Definition 7.2 and that it satisfy the stability condition (7.11).
In comparison to the simple definition of a charge transform model in the scalar case, Defini-
tion 8.1 might seem unnatural. However, it is natural by virtue of being the only Galilei invariant
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definition. In our context we need to use the following vector-valued Galilei transform (which
should explain why we are using (7.5) rather than (7.4)):
(8.2) G~v,y(t)
(
ψ1
ψ2
)
:=
(
g~v,y(t)ψ1
g~v,y(t)ψ2
)
,
where g~v,y are as in Section 2. Clearly, the transformations G~v,y(t) are isometries on all Lp spaces.
Since in our case always y = 0, we set G~v(t) := G~v,0(t). By (2.7), G~v(t)−1 = G−~v(t) in that case.
There is now the following analogue of (2.7), (2.8). In contrast to the scalar case, the transformation
law of Lemma 8.2 also involves a modulation M(t). It should be compared with Definition 2.1.
Lemma 8.2. Let α ∈ R and set
A :=
( −12△+ 12α2 + U −W
W 12△− 12α2 − U
)
with real-valued U,W . Moreover, let ~v ∈ R3, θ(t, x) = (|~v |2 + α2)t+ 2x · ~v + γ, γ ∈ R, and define
H(t) :=
( −12△+ U(· − ~vt) −eiθ(t,·−~vt)W (· − ~vt)
e−iθ(t,·−~vt)W (· − ~vt) 12△− U(· − ~vt)
)
.
Let S(t), S(0) = Id, denote the propagator of the system
1
i
∂tS(t) +H(t)S(t) = 0.
Finally, let
(8.3) M(t) =Mα,γ(t) =
(
e−iω(t)/2 0
0 eiω(t)/2
)
where ω(t) = α2t+ γ. Then
(8.4) S(t) = G~v(t)−1M(t)−1e−itAM(0)G~v(0).
Proof. One has
(8.5)
1
i
∂tM(t)G~v(t)S(t) =
( −12 ω˙ 0
0 12 ω˙
)
M(t)G~v(t)S(t)+M(t)1
i
G˙~v(t)S(t)−M(t)G~v(t)H(t)S(t).
Let ρ(t, x) = t|~v |2 + 2x · ~v. One now checks the following properties by differentiation:
M(t)1
i
G˙~v(t) =
(
1
2 |~v |2 + ~v · ~p 0
0 −12 |~v |2 + ~v · ~p
)
M(t)G~v(t)
M(t)G~v(t)H(t) =
( −12△+ U −ei(θ−ρ−ω)W
e−i(θ−ρ−ω)W 12△− U
)
M(t)G~v(t)
+
(
1
2 |~v |2 + ~v · ~p 0
0 −12 |~v |2 + ~v · ~p
)
M(t)G~v(t).(8.6)
In view of our definitions, θ − ρ − ω = 0. Since ω˙ = α2, the lemma follows by inserting (8.6)
into (8.5).
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We now return to the matrix charge transfer problem (8.1). In order to state our main theorem, we
need to impose an orthogonality condition in the context of the charge transfer, analogous to the
one used in the scalar case. To do so, let Pc(Hj) and Pb(Hj) be the projectors as in Lemma 7.3.
Abusing terminology somewhat, we refer to Ran(Pb(Hj)) as the bound states of Hj . Since Pb
and Pc are no longer orthogonal projections, we use “scattering states” instead of “asymptotically
orthogonal to the bound states” in the following definition.
Definition 8.3. Let U(t)~ψ0 = ~ψ(t, ·) be the solution of (8.1). We say that ~ψ0 is a scattering state
relative to Hj if
‖Pb(Hj , t)U(t)~ψ0‖L2 → 0 as t→ +∞.
Here
(8.7) Pb(Hj , t) := G~vj (t)−1Mj(t)−1Pb(Hj)Mj(t)G~vj (t)
with Mj(t) =Mαj ,γj(t) as in (8.3).
The formula (8.7) is of course motivated by (8.4). Clearly, Pb(Hj, t) is the projection onto the
bound states of Hj that have been translated to the position of the matrix potential Vj(· − t~vj).
Equivalently, one can think of it as translating the solution of (8.1) from that position to the origin,
projecting onto the bound states of Hj, and then translating back.
We now formulate our decay estimate for matrix charge transfer models.
Theorem 8.4. Consider the matrix charge transfer model as in Definition 8.1. Let U(t) denote
the propagator of the equation (8.1). Then for any initial data ~ψ0 ∈ L1 ∩ L2, which is a scattering
state relative to each Hj in the sense of Definition 8.3, one has the decay estimates
(8.8) ‖U(t)~ψ0‖L2+L∞ . 〈t〉−
3
2 ‖~ψ0‖L1∩L2 .
If in addition the matrix potentials Vj satisfy ‖Vˆj‖L1 < ∞ for all j = 1, .., ν then one also has the
bound
(8.9) ‖U(t)~ψ0‖L∞ . |t|−
3
2‖~ψ0‖L1∩L2 .
Remark 8.5. Theorem 8.4 also holds in the case of higher dimensions n ≥ 3. In particular, we have
the corresponding estimate
‖U(t)~ψ0‖L∞ . |t|−
n
2 ‖~ψ0‖L1∩L2 .
As in the case of scalar charge transfer models the proof of Theorem 8.4 mainly relies on the decay
estimates for the corresponding matrix problems Hj with a single time-independent potential Vj(x)
(8.10) ‖eitHjPc(Hj) f‖L2+L∞ . 〈t〉−
n
2 ‖f‖L1∩L2
We have established such estimates for the admissible Hamiltonians Hj in Theorem 7.4 for n = 3.
In section 7.2 we have also observed that our method for deriving (8.10) can be generalized to treat
the case of an arbitrary odd dimension n ≥ 3. While our method leaves the even dimensional case
open at the moment, one can, in principle, substitute Cuccagna’s dispersive estimates [Cu] instead.
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Remark 8.6. The conclusions of Theorem 8.4 are also valid for perturbed matrix charge transfer
Hamiltonians. This refers to equations of the type
1
i
∂t ~ψ +
( −12△ 0
0 12△
)
~ψ +
ν∑
j=1
Vj(· − ~vjt)~ψ + V0(t, ·)~ψ = 0
~ψ|t=0 = ~ψ0,
where the charge transfer part is as in Definition 8.1 and the perturbation satisfies
sup
t
‖V0(t, ·)‖1∩∞ < ε.
See the scalar case in Section 3.7 for an exact formulation.
As in the scalar case, (8.8) is proved by means of a bootstrap argument with the same assump-
tion (2.13). Since the argument is basically identical with the scalar case, we do not write it out
in full detail. As in the scalar case, the estimate (8.9) is a consequence of the L2 + L∞ bound
(8.8). This follows by combining the machinery developed in Proposition 5.1 with the cancellation
property for a matrix problem with a single potential established in the proof of the estimate (7.13)
in Theorem 7.4.
The fact that systems have generalized eigenspaces rather than just eigenspaces leads to some minor
changes from the scalar case. But this really only affects the proof of Proposition 3.1. We show
below that the statement still remains the same.
In the following we shall assume that the number of potentials is ν = 2 and that the velocities
are ~v1 = 0, ~v2 = (1, 0, . . . 0) = ~e1. This can be done without loss of generality.
8.1 Bound states
We now estimate the rate of convergence of the projections onto the bound states of solutions which
evolve from scattering states.
Proposition 8.7. Let ~ψ(t, x) = (U(t)~ψ0)(x) be a solution of (8.1) where ~ψ0 is a scattering state
relative to H1 and H2 in the sense of Definition 8.3. Then
‖Pb(H1, t)U(t)~ψ0‖L2 + ‖Pb(H2, t)U(t)~ψ0‖L2 . e−αt‖~ψ0‖L2
for some α > 0.
Proof. By symmetry it suffices to prove the bound on the first part (one can switch the roles of V1
and V2 by means of a Galilei transform and a modulation). In view of Lemma 7.3 one decomposes
(8.11) ~φ(t) :=Mα1,γ1(t)U(t)~ψ0 =
M∑
j=0
~fj(t) + ~φ1(t, ·)
relative to H1 so that ~φ1(t, ·) lies in the continuous subspace of H1, i.e., Pc(H1)~φ1 = ~φ1 and
Pb(H1)~φ1 = 0 for all times. Furthermore, ~fj(t) ∈ Lj where Lj are the spaces from Lemma 7.3 for
the operator H1. By assumption,
(8.12)
M∑
j=0
|~fj(t)|2 → 0 as t→∞.
52
One checks that ~φ satisfies the equation
(8.13)
1
i
∂t~φ+H1~φ+ V˜2(· − ~e1t)~φ = 0
where V˜2 =Mα1,γ1(t)V2Mα1,γ1(t)−1. Substituting (8.11) into (8.13) yields
1
i
∂t~φ+H1~φ+ V˜2(· − t~e1)~φ
=
M∑
j=0
1
i
~˙fj +
1
i
~˙φ1(t) + +
M∑
j=0
H1 ~fj(t) +H1~φ1 + V˜2(· − t~e1)~φ = 0(8.14)
Since Pc(H1)~φ1 = ~φ1 and Ran(Pc(H1)) is closed by assumption, one has
H1~φ1 = Pc(H1)H1~φ1, ∂t~φ1 = Pc(H1)∂t~φ1.
In particular
Pb(H1)
(
1
i
∂t~φ1 +H1~φ1
)
= 0.
Therefore, applying Pb(H1) to (8.14) yields
M∑
j=0
[1
i
~˙fj(t) +H1 ~fj(t)
]
= ~g(t) := −Pb(H1)V˜2(· − t~e1)~φ.
In view of the explicit expression (7.8) for Pb(H1) one has |~g(t)| . e−εt. Moreover, decomposing
~g(t) =
∑M
j=0 ~gj(t) with ~gj(t) ∈ Li, one also has |~gj(t)| . e−εt for all 0 ≤ j ≤M . Hence,
1
i
~˙f0 +H1 ~f0 = ~g0(8.15)
1
i
~˙fj + ωj ~fj = ~gj for 1 ≤ j ≤M
with exponentially decaying right-hand sides. It follows from (8.12) that |~fj(t)| . e−εt for 1 ≤ j ≤
M . Moreover, applying H1 to (8.15) one obtains
(H1 ~f0)
· = iH1~g0(t).
Since the right-hand side decays exponentially, and since H1 ~f0(t)→ 0 as t→∞ by our assumption
of starting from a scattering state, it follows that H1 ~f0(t) decays exponentially, and therefore
also ~f0(t).
9 Generalized decay estimates for the charge transfer model
Consider the time-dependent matrix charge transfer problem
i∂t ~ψ +H(σ, t)~ψ = F
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where the matrix charge transfer Hamiltonian H(σ, t) is of the form
H(σ, t) =
(
1
2△ 0
0 −12△
)
+
ν∑
j=1
Vj(· − ~vjt)
where ~vj are distinct vectors in R
3, and Vj are matrix potentials of the form
Vj(t, x) =
(
Uj(x) −eiθj(t,x)Wj(x)
e−iθj(t,x)Wj(x) −Uj(x)
)
,
where θj(t, x) = (|~vj |2+α2j )t+2x ·~vj + γj, αj, γj ∈ R, αj 6= 0. Our goal is to extend the dispersive
estimate
(9.1) ‖~ψ(t)‖L2+L∞ . (1 + t)−
n
2
(
‖~ψ0‖L1∩L2 + ‖|F‖|| +B
)
with
(9.2) ‖|F‖| := sup
t≥0
∫ t
0
‖F (τ)‖L1 dτ + (1 + t)
n
2
+1‖F (t, ·)‖L2
to the corresponding estimates for the derivatives of ~ψ(t). The estimate (9.1) holds only for the
solutions ~ψ(t) which are scattering states, i.e., for ~ψ obeying the a priori condition that
‖Pb(Hj , t)~ψ(t)‖L2 ≤ B(1 + t)−
n
2
for all j = 1, .., ν. Our first lemma shows that the functions
~ψk(t) := ∇k ~ψ(t), k ∈ Z+
are scattering states as well.
Lemma 9.1. The functions ~ψk(t) obey the estimates
(9.3) ‖Pb(Hj, t)~ψk(t)‖L2 . Ck(1 + t)−
n
2
Proof. Let ~η(x) be an arbitrary C∞ exponentially localized function. Then for any y ∈ Rn∫
Rn
~ψk(t, x) ·~η(x− y) dx = (−1)k
∫
Rn
~ψ(t, x)∇k~η (x− y) dx . ‖~ψ(t)‖L2+L∞‖∇k~η ‖L1∩L2 . (1+ t)−
n
2
Now recall that the projection
Pb(Hj , t) := G~vj (t)−1Mj(t)−1Pb(Hj)Mj(t)G~vj (t)
with the Pb(Hj is given exlicitly
Pb(Hj)f =
∑
αβ
cαβuα(f, vβ)
where cαβ are given constants and uα, vβ are exponentially localized functions. The result now
follows.
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Proposition 9.2. The functions ~ψk = ∇k ~ψ satisfy the L2 + L∞ dispersive estimate
(9.4) ‖∇k ~ψ(t)‖L2+L∞ . (1 + t)−
n
2
k∑
ℓ=0
(
‖∇ℓ ~ψ0‖L1∩L2 + ‖|∇ℓF‖|+B
)
Proof. We have already shown that∇kψ is a scattering state. Moreover, differentiating the equation
k times we obtain
i∂t∇k ~ψ +H(t, σ)∇k ~ψ = Fk :=
k−1∑
ℓ=0
Gℓ(t, x)∇ℓ ~ψ +∇kF
where Gℓ(t, x) are smooth exponentially localized potentials uniformly bounded in time. Therefore
∇k is a scattering state solving an inhomogeneous charge transfer problem. Using the estimate
(9.1) we then have
(9.5) ‖∇k ~ψ(t)‖L2+L∞ . (1 + t)−
n
2
(
‖∇k ~ψ0‖L1∩L2 + ‖|Fk(τ)‖| +B
)
We use that for any p ∈ [1, 2]
‖Gℓ(t, x)∇ℓ ~ψ‖Lp . ‖∇ℓ ~ψ‖L2+L∞
Proceeding by induction on k we conclude that for any ℓ < k∫ t
0
‖Gℓ(t, x)∇ℓ ~ψ‖L1 .
∫ t
0
(1 + τ)−
n
2 dτ
ℓ∑
m=0
(
‖∇m ~ψ0‖L1∩L2 + ‖|∇mF‖|
)
.
ℓ∑
m=0
(‖∇m ~ψ0‖L1∩L2 + ‖|∇mF‖|)
and that
(1 + t)
n
2 ‖Gℓ(t, x)∇ℓ ~ψ(t)‖L2 .
ℓ∑
m=0
(‖∇m ~ψ0‖L1∩L2 + ‖|∇mF‖|)
The result now follows from (9.5) and the inequality
‖|Fk(τ)‖| ≤ ‖|∇kF‖|+
k−1∑
ℓ=0
‖|Gℓ(t, x)∇ℓ ~ψ‖|
Consider the following Banach spaces X and Y of functions of (t, x):
‖ψ‖Xs = sup
t≥0
(
‖ψ(t, ·)‖Hs + (1 + t)
n
2
s∑
k=0
‖∇kψ(t, ·)‖L2+L∞
)
(9.6)
‖F‖Ys = sup
t≥0
s∑
k=0
( ∫ t
0
‖∇kF (τ, ·)‖L1 dτ + (1 + t)
n
2
+1‖∇kF (t, ·)‖L2
)
.(9.7)
These spaces are relevant for our companion paper [RSS]. We can summarize our estimates for the
charge transfer model in the following proposition.
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Proposition 9.3. Let ~ψ be a solution of the matrix charge transfer problem
i∂t ~ψ +H(t, σ)~ψ = F
satisfying the condition that for every j = 1, .., ν
(9.8) ‖Pb(Hj(σ, t))~ψ‖L2 . B(1 + t)−
n
2
Then for any integer s ≥ 0
(9.9) ‖~ψ‖Xs .
s∑
k=0
‖∇kψ(0, ·)‖L1∩L2 + ‖F‖Ys +B
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