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0.1. Introduction
The notions of simplicial volume of manifolds and bounded cohomology of topo-
logical spaces were introduced (or, more precisely, dramatically popularized) by
Gromov in his seminal paper [Gro82]. Both notions are simple but astonishingly
fecund modifications of more classical notions. Let X be a topological space, and
let C∗(X) be the real singular complex of X: Ck(X) is the real space with base the
set of singular k–dimensional simplices on X. This base provides a natural `1–norm
on Ck(X), hence also a semi-norm on Hk(X): the Gromov norm of an element α
in Hk(X) is thus given by the infimum of the norms of k–chains representing α.
Despite its name, the Gromov–norm is in general only a semi-norm.
If [M ] is the fundamental class of a closed oriented manifold M , the simplicial
volume ‖M‖ of M is the Gromov norm of the real fundamental class [M ] of M .
Dually, if C∗(X) denotes the cocomplex of real singular cochains on X, a cocycle
ϕ ∈ C∗(X) admits a (possibly infinite) `∞–norm ‖ · ‖∞. We denote by C∗b (X) the
subcomplex of X given by cochains of bounded norm. This cocomplex defines the
bounded cohomology H∗b (X) of a topological space.
Despite its purely topological definition, the simplicial volume heavily depends
on the geometric properties of the possible Riemannian structures supported by the
manifold. For example, the simplicial volume of flat or spherical manifolds vanishes
(see e.g. [Gro82]) while for negatively curved manifolds is non-null (see [Gro82,
Section 0.3] and [Thu79, Theorem 6.2]). This last result was generalized by Mineyev
to the case of closed aspherical manifolds with hyperbolic fundamental group (see
below).
The relation between bounded cohomology and the Gromov norm is displayed
by the following duality principle: For any α ∈ Hk(X)
‖α‖1 = sup
{
1
‖ϕ‖∞ :ϕ ∈ H
k(X,R), 〈ϕ, α〉 = 1
}
.
Indeed, Gromov used on several occasions the versatile theory of bounded coho-
mology in order to compute or estimate the simplicial volume: see for instance his
treatment of the Proportionality Principle ([Gro82, Section 3.5]) and of the addi-
tivity property of the simplicial volume with respect to connected sums ([Gro82,
Section 3.5]) for manifolds of dimension at least 3.
One of the most celebrated results concerning the simplicial volume is
Theorem 1 (Gromov Proportionality principle). Let M and N be closed ori-
ented Riemannian manifolds with isometric universal covers. Then
‖M‖
VolM
=
‖N‖
VolN
There exist two different approaches to Theorem 1 available in the literature.
The first one, which is closer to Gromov’s original discussion of the issue, relies on
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the study of the (continuous) bounded cohomology of M (see e.g. [BK08, Fri11]).
The other one, which is due to Thurston [Thu79], is based on the introduction of the
measure homology of M , and leads to the first detailed proof of the Proportionality
Principle, which was given by Lo¨h in [Lo¨h06].
We want to prove a suitable extension of the Proportionality Principle for com-
plete manifolds of finite volume. Since there is no classical fundamental class for
an open manifold, in order to have a meaningful definition of simplicial volume the
chain complex of locally finite chains has to be employed. Indeed, it is possible to
see that, as in the closed case, the n–dimensional integral homology module of an
open oriented connected n–dimensional manifold is isomorphic to Z. Hence there
is a well-defined notion of (locally finite) fundamental class, whence of simplicial
volume.
However, as observed in [Gro82], the Proportionality Principle does not hold in
the context of open manifolds: a deep result by Gromov shows that the (locally finite)
simplicial volume of the product of three open manifolds vanishes [Gro82, Example
(a), p. 59], so the simplicial volume of the product of three cusped hyperbolic
surfaces is zero; on the other hand, it is well-known that, in the case of closed
manifolds, the simplicial volume is supermultiplicative ([Gro82, Section 0.2]), so the
product of the simplicial volume of three closed hyperbolic surfaces is positive. But
both the product of three cusped hyperbolic surfaces and the product of three closed
hyperbolic surfaces are covered by the product of three copies of the hyperbolic plane.
This implies that the Proportionality Principle cannot hold for open manifolds. In
fact, the geometric meaning of the simplicial volume of open manifolds is still quite
mysterious: for example, it is not known whether it vanishes even in the simple case
of the product of two one-holed tori.
In order to circumvent these difficulties, Gromov introduced the notion of Lips-
chitz simplicial volume [Gro82]. Roughly speaking, the Lipschitz simplicial volume
‖M‖Lip of an open manifold M is obtained by minimizing the sum of the absolute
values of the coefficients over locally finite real fundamental cycles whose simplices
have a uniformly bounded Lipschitz constant. Lo¨h and Sauer then proved the Gro-
mov Proportionality Principle for the Lipschitz simplicial volume of non-positively
curved Riemannian manifolds ([LS09]).
The main result of the first part of the present work is to generalize Lo¨h’s and
Sauer’s results in order to drop any curvature condition:
Theorem 2 (Proportionality Principle for the Lipschitz simplicial volume). Let
M and N be complete finite-volume Riemannian manifolds with isometric universal
covers. Then:
‖M‖Lip
VolM
=
‖N‖Lip
VolN
.
We remark that, since the Lipschitz simplicial volume and the classical simplicial
volume coincide for closed manifolds, Theorem 2 implies in particular the classical
0.1. INTRODUCTION 5
Proportionality Principle. To our knowledge, all other complete published proofs of
the Proportionality Principle for the compact case rely among others on non-trivial
results on bounded cohomology, such as Gromov Mapping Theorem or results from
Ivanov’s machinery developed in [Iva87]. In a recent preprint [Str], a result slightly
weaker than Theorem 2 was announced.
As we have seen, the simplicial volume is not supermultiplicative for open man-
ifolds. In contrast, we have:
Theorem 3. Let M and N be complete Riemannian manifolds. Then:
‖M‖Lip ‖N‖Lip ≤ ‖M ×N‖Lip ≤
(
dimM + dimN
dimM
)
‖M‖Lip ‖N‖Lip .
Now we turn our attention to bounded cohomology of groups. It is well-known
that the cohomology of an aspherical topological space is isomorphic to the one
of its fundamental group. A striking result by Gromov implies that, for bounded
cohomology, the asphericity is no longer necessary: the bounded cohomology of
a space and of its fundamental group are naturally isometrically isomorphic (see
[Gro82, Mapping Theorem, Section 3.1] or [Iva87, Theorem 4.1]). This implies in
particular that the study of bounded cohomology of groups is of crucial importance
also for the study of simplicial volume.
The bounded cohomology of a group Γ (with trivial real coefficients) is defined
by the cochain complex whose kth module is
Ck(Γ) := {ϕ : Γk+1 → R, ‖ϕ‖∞ <∞, ϕ is Γ– equivariant},
where the action of Γ on Γk+1 is diagonal.
The definition of relative bounded cohomology for a pair (X,Y ) of spaces is
straightforward. The definition of bounded cohomology of a pair of groups (Γ,Γ′),
where Γ′ is a (single) subgroup of Γ is also natural: It is the cohomology of the
subcocomplex of Ck(Γ) whose elements are null on (Γ′)k+1. In analogy with the
topological case, we want to be able to define bounded cohomology also for a group
pair (Γ,Γ′), where Γ′ consists of a finite family of subgroups of Γ. It should be
possible to have more than one instance of a subgroup of Γ. Indeed, even in the
non-bounded case, we have that H2(S1 × [0, 1], S1 × {0, 1}) ≈ R, while H2(S1 ×
[0, 1], S1 × {0}) = 0. Note that the fundamental group of both subspaces injects
onto the full fundamental group of the ambient space. This suggests that H2(Z;Z)
and H2(Z;Z,Z) should be different too.
The correct definition of relative cohomology with more subgroups was intro-
duced by Bieri and Eckmann ([BE78]), and adapted by Mineyev and Yaman to the
bounded case ([MY]).
There is a natural comparison map H∗b (Γ,Γ
′) → H∗(Γ,Γ′). By a (straighfor-
ward) relative version of the duality principle it follows that, if the comparison
map in degree k is surjective, then the Gromov–norm on Hk(Γ,Γ
′) is actually a
norm. Gromov stated that, in the non-relative case, if Γ is a hyperbolic group, the
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comparison map is surjective ([Gro87, Section 8.3.T]) and sketched a proof involv-
ing “quasi-geodesic” flows. Mineyev provided a different proof of a stronger result
([Min02, Theorem 3]).
Theorem 4 (Mineyev). Let Γ be a finitely presented group. Then, Γ is hyper-
bolic if and only if, for every k ≥ 2 and every bounded Γ–module V , the comparison
map Hkb (Γ, V )→ Hk(Γ, V ) is surjective.
A bounded Γ–module is a normed vector space equipped with a Γ–action of
uniformly bounded linear operators. The bounded cohomology with coefficients V
is obtained by replacing R with V in the definition (and by taking the suitable notion
of invariant cochains).
If M is a negatively curved closed manifold, there is a bound on volume of
straight simplices. Using de Rham cohomology, this fact can be easily exploited to
prove that the comparison map is surjective ([Gro82, Section 1.2 (C)]). Mineyev
generalized this proof by providing a bicombing construction which can be seen as a
discrete analogue of the straightening. On a Cayley graph G of a hyperbolic group
Γ, it is possible to assign antisymmetrically and Γ–equivariantly a cellular 1–chain
q(a, b) ∈ C1(G) for every pair of points (a, b) in such a way that ∂q(a, b) = b−a, and
q(a, b) + q(b, c) + q(c, a) has uniformly bounded norm. Moreover, this assignment is
quasi-geodesic, in a sense that will be specified in the dedicated chapter.
We want to establish the following relative version of Theorem 4.
Theorem 5. Let (Γ,Γ′) be a group pair.
(a) If (Γ,Γ′) is relatively hyperbolic the comparison map
Hkb (Γ,Γ
′;V )→ Hk(Γ,Γ′;V )
is surjective for every bounded Γ–module V and k ≥ 2.
(b) Conversely, if (Γ,Γ′) is a finitely presented group pair such that Γ is finitely
generated and the comparison map is surjective in degree 2 for any bounded
Γ–module V , then (Γ,Γ′) is relatively hyperbolic.
Mineyev and Yaman proved in [MY] a similar theorem (see [MY, Theorem
59]). More precisely, they proved (a), while the opposite implication was proved
only under stronger hypotheses than in (b) above. The proof of (b) is based on
recent results of Mart´ınez-Pedroza [MP16], and follows a similar strategy in [MY].
If M is a complete finite-volume hyperbolic n–dimensional manifold with cusps,
then the fundamental group Γ of M acts on Hn properly discontinuously, but non
cocompactly. If we erase from Hn a Γ–invariant collection of horoballs corresponding
to the cusped subgroups of M , then we obtain a subspace W of Hn on which Γ acts
also cocompactly. However, W is not hyperbolic in general. By the Milnor-Svarc
Lemma, W is quasi-isometric to the Cayley graph of Γ.
The definition of a general relative hyperbolic group pair (Γ,Γ′) requires a sort
of inverse construction. Given a graph G, it is possible to construct a hyperbolic
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graph H(G) with vertex set G(0) × N, in such a way that distances on G(0) × {n}
are exponentially reduced with respect to n. The graph H(G) is a combinatorial
analogue of a horoball in Hn.
A group pair (Γ,Γ′) is relatively hyperbolic if and only if the graph obtained by
attaching Γ–equivariantly to the Cayley graph of Γ combinatorial horoballs corre-
sponding to the subgroups of Γ′ is hyperbolic.
In this work, we relay on the definition of combinatorial horoball introduced in
[GM08]. The graph described above was called cusped graph in [GM08].
We adapt the proof of Mineyev to the relative case, by exploiting a bicombing
construction introduced in [GM08] on a Rips complex over the cusped graph. The
main differences with respect to the absolute case are that the action of Γ on the
cusped space is no more cocompact, and that we are able to bound the norm of the
bicombing only on the thick part of the cusped graph.
There is a straightforward definition of relative simplicial volume for manifolds
with boundary. An immediate consequence of Theorem 5 and the relative version
of the duality principle is that, if M is an aspherical manifold with pi1–injective
boundary and such that the group pair (pi1(M), pi1(∂M)) is relatively hyperbolic,
then the relative simplicial volume of M is strictly positive.
The content of the first part of this thesis has been published as a paper in
Geometriae Dedicata [Fra16]. The second part has been sent to a journal and is
currently under revision ([Fra]).
Acknowledgements. I would like to thank my advisor Prof. Roberto Frigerio
for suggesting these problems and for carefully reading previous drafts of my papers.
I also thank Proff. Clara Lo¨h and Roman Sauer for useful comments concerning the
first part of this thesis. I am also grateful to Matthias Blank and Clara Lo¨h for a
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CHAPTER 1
Proportionality Principle for the Lipschitz simplicial
volume
1.1. Basic definitions and strategy of the proof
Unless otherwise stated, in this work all the (co)chains modules and the (co)homology
modules will be understood with (trivial) real coefficients. Therefore, if X is any
topological space, we will denote by C∗(X) (resp. C∗(X)) and H∗(X) (resp. H∗(X))
the singular (co)chains (resp. singular (co)homology) of X with real coefficients.
We say that a set of i–simplices {σk}k∈N ⊆ Si(X) is locally finite if every
compact subset of X intersects the image of σk only for a finite number of indices.
For every formal sum c =
∑
k∈N λkσk, where σk ∈ Si(X) and σk 6= σh if h 6= k, we
define the support of c by setting Supp (c) = {σk |λk 6= 0} ⊆ Si(X).
Then, the complex of locally finite chains C lf∗ (X) is defined as follows:
C lfi (X) :=
{
c =
∑
k∈N
λkσk : Supp (c) is a locally finite family
}
.
It is easy to check that the usual boundary operator on finite chains extends to
locally finite ones, so C lf∗ (X) is indeed a differential complex. We denote by H lf∗ (X)
the corresponding homology. Of course, if X is compact, then C∗(X) = C lf∗ (X) and
H∗(X) = H lf∗ (X).
When M is a Riemannian manifold, we may restrict our attention to locally
finite chains satisfying an additional regularity property. We endow the standard
simplex ∆i ⊆ Ri with the Euclidean metric inherited as a subspace of Ri. For
σ ∈ Si(M) we denote by Lip (σ) ∈ [0,∞] the Lipschitz constant of σ : ∆i → M ,
where it is understood that Lip (σ) =∞ if σ is not Lipschitz, and for a locally finite
chain c ∈ C lf∗ (M) we set
Lip (c) := sup{Lip (σ) :σ ∈ Supp (c)} ∈ [0,∞] .
If Lip (c) < ∞ we say that c is a Lipschitz chain. Locally finite Lipschitz chains
provide a subcomplex C lf,Lip∗ (M) of C lf∗ (M), whose associated homology will be
denoted by H lf,Lip∗ (M).
In order to define the (Lipschitz) simplicial volume, we also need to put on
(locally finite) chains an `1-norm ‖ · ‖1, which is defined as follows: for every c =
8
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k∈N λkσk ∈ C lfi (M) such that σk 6= σh for h 6= k we set
‖c‖1 =
∑
k∈N
|λk| ∈ [0,∞].
This (possibly infinite) norm restricts to Ci(M) and C
lf,Lip
i (M). By taking the
infimum over representatives, these norms define (possibly infinite) semi-norms (still
denoted by ‖ · ‖1) on the homology modules Hi(M), H lfi (M), H lf,Lipi (M). We define
C lf,`
1,Lip
∗ (M) as the subcomplex of C
lf,Lip
∗ (M) whose chains have finite `1 norm.
Let now M be an n-dimensional Riemannian manifold. If not otherwise stated
all manifolds will be assumed to be connected, oriented and without boundary.
Of course, one may define locally finite and Lipschitz chains also in the context
of singular chains with integral coefficients. Then, it is well-known that the n-
dimensional locally finite homology module of M is isomorphic to Z, and generated
by the so–called integral fundamental class of M . We denote by [M ] ∈ H lfn (M) the
real fundamental class of M , i.e. the image of the integral fundamental class under
the change of coefficients homomorphism. We are now ready to define the simplicial
volume of M .
Definition 1.1.1 ([Gro82]). If M is an n-dimensional manifold, then the sim-
plicial volume ‖M‖ of M is given by
‖M‖ = ‖[M ]‖1 .
If M is compact, then ‖M‖ < ∞. However, the simplicial volume of open
manifolds may be infinite. In order to define the Lipschitz simplicial volume, we
need the following result.
Theorem 1.1.2 ([LS09], Theorem 3.3). Let M be a connected Riemannian
manifold. Then the homomorphism
H lf,Lip∗ (M)→ H lf∗ (M)
induced by the inclusion C lf,Lip∗ (M)→ C lf∗ (M) is an isomorphism.
Therefore, we can denote by [M ]Lip the Lipschitz fundamental class of M ,
i.e. the element of H lf,Lip∗ (M) corresponding to [M ] under the isomorphism provided
by Theorem 1.1.2. The following definition was originally given in [Gro82, Section
4.4f], and introduces one of the main objects of study of this work.
Definition 1.1.3 ([LS09]). Let M be a Riemannian manifold. Then the Lip-
schitz simplicial volume of M is given by
‖M‖Lip = ‖[M ]Lip ‖1 .
By definition ‖M‖Lip ≥ ‖M‖ for every Riemannian manifold M . However,
it may well be that the equality does not hold. Indeed, it is easy to see that
‖R2‖Lip = ∞, while ‖R2‖ = 0, if R2 is equipped with the euclidean metric. To
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get a finite-volume example, let M be the product of three complete non-compact
finite-volume hyperbolic manifolds. Then ‖M‖Lip > 0 by Lo¨h and Sauer Propor-
tionality Principle, while ‖M‖ = 0 by Gromov’s vanishing theorem for the product
of three open manifolds.
Lo¨h and Sauer proved in [LS09] the following
Theorem 1.1.4. Let M and N be complete finite-volume non-positively curved
Riemannian manifolds with isometric universal covers. Then:
‖M‖Lip
VolM
=
‖N‖Lip
VolN
.
This chapter is dedicated to the proof of the following result, which generalizes
Lo¨h and Sauer’s theorem to the case without any restriction of curvature:
Theorem 1.1.5. Let M and N be complete finite-volume Riemannian manifolds
with isometric universal covers. Then:
‖M‖Lip
VolM
=
‖N‖Lip
VolN
.
Strategy of the proof of Theorem 2. Let us now come to the situation we
are interested in, i.e. let M and N be complete finite-volume Riemannian manifolds
sharing the same universal covering U . In order to compare the (Lipschitz) simplicial
volume of M with the (Lipschitz) simplicial volume of N it is necessary to produce
a (Lipschitz) fundamental cycle for N out of a (Lipschitz) fundamental cycle of M .
In doing this, one also needs to keep control of the `1-norm of the resulting cycle.
Certainly, one may lift a fundamental cycle for M to a fundamental cycle for U
which is invariant with respect to the action of pi1(M) on U . In order to project
this cycle onto a cycle on N , however, the invariance with respect to the action of
pi1(N) is needed. To this aim, Thurston introduced a smearing procedure, which
allows to average any cycle on U with respect to the action of the full group of
orientation-preserving isometries on U . The resulting object is obviously pi1(N)-
invariant, but it is no more a genuine (locally finite) cycle: in fact, the smearing
of a cycle is a so-called measure cycle. Therefore, in order to conclude the proof
of the Proportionality Principle it is necessary to show that the simplicial volume
may be computed in terms of a suitably defined seminorm on measure homology.
Equivalently, one should show that the existence of a measure fundamental cycle of
a given norm implies the existence of a genuine (Lipschitz locally finite) fundamental
cycle whose norm approximates arbitrarily well the `1-norm of the measure cycle.
In the compact case, the details of the proof just sketched were filled in by Lo¨h,
who proved that singular homology and measure homology are isometric [Lo¨h06].
In the non-compact non-positively curved case, Lo¨h and Sauer defined in [LS09] a
straightening operator which can be exploited to turn any Lipschitz measure cycle
into a locally finite sum of straight simplices, thus proving Theorem 2 under those
hypotheses. In the general case, the construction of a family of simplices emulating
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the properties of the family of straight simplices for the non-positively curved case is
much more cumbersome, and is here provided by the technical pseudostraightening
procedure given in Theorem 1.1.6.
Roughly speaking, Lo¨h and Sauer’s procedure can be described as follows. One
first fixes a sufficiently dense equivariant partition of the universal covering M˜ of
M into pointed Borel subsets. Since M˜ is non-positively curved (whence uniquely
geodesic), it is possible to associate to every ordered collection of n + 1 elements
of this partition a canonical straight simplex with vertices in the corresponding
basepoints. Finally, to any Lipschitz measure cycle one associates a locally finite
chain supported on the canonical straight simplices just described, in such a way
that the weight of every simplex is given by the measure of the set of simplices having
their vertices in the corresponding Borel subsets. In our case, the lack of uniqueness
of geodesics makes the construction of the set of pseudostraight simplices much less
direct. We briefly describe our procedure.
By Ascoli-Arzela`’s Theorem, we are able to define a set of pseudostraight Lips-
chitz simplices that are sufficiently close to any Lipschitz simplex and, at the same
time, such that any set of pseudostraight simplices whose Lipschitz constant is uni-
formly bounded is locally finite. “Sufficiently close” here implies that every Lipschitz
simplex in M may be homotoped into a pseudostraight one, via a homotopy whose
Lipschitz constant is bounded in terms of the Lipschitz constants of the simplices
involved. Local convexity of Riemannian manifolds is crucial for the construction of
such homotopies, and for the computation of their Lipschitz constants.
After such a family of pseudostraight simplices has been defined, it is not difficult
to construct the required pseudostraightening chain operator. Namely, since pseu-
dostraight simplices are sufficiently dense, we can fix a pi1(M)–invariant partition of
the space of Lipschitz simplices of M˜ in such a way that every set A of the partition
contains at least one pseudostraight simplex δ˜A which is sufficiently close to any
simplex in A. With some care, one can then define the required pseudostraightening
operator by associating δ˜A to any simplex in A (in order to define a chain map, one
has to proceed inductively on the dimension of simplices).
For technical reasons, that will be apparent later, our procedure pays a particular
attention to smooth simplices. Before stating Theorem 1.1.6, let us introduce some
notation that will be extensively used later on.
If Y and X are metric spaces, we denote by Lip (Y,X) the set of Lipschitz
maps from Y to X. We endow ∆i × I with the Euclidean metric that it inher-
its as a subspace of Ri+1. If X is a Riemannian manifold and L ≥ 0, we set
SLi (X) = {σ ∈ Si(X) |Lip (σ) ≤ L}, and SLipi (X) = {σ ∈ Si(X) |Lip (σ) <
∞} = Lip (∆i, X). On Si(X) we put the metric of uniform distance d∞ de-
fined by d∞(σ1, σ2) = supx∈∆i{d(σ1(x), σ2(x))}. For every i ∈ N we denote by
Ssmi (X) = C
1(∆i, X) the space of smooth singular i-simplices with values in X,
i.e. those maps ∆i → X that admit a C1–extension over a neighborhood of
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∆i in Ri. Notice that smooth simplices are automatically Lipschitz. We endow
Ssmi (X) := C
1(∆i, X) with the structure of a measurable space, whose measurable
sets are the Borel sets with respect to the C1–topology (see [LS09, Section 4.2]).
We add the superscript sm when we consider the smooth version of the complexes
above. Notice that the C1–topology is finer than the C0–topology (where both are
defined).
As mentioned above, the following result will be proved in Section 1.2. Then,
in Section 1.3 we will deduce our main Theorem 2 from Theorem 1.1.6. Finally, in
Section 1.4 we will deal with Theorem 3.
Theorem 1.1.6. Let N be a complete Riemannian manifold with Riemannian
universal covering pN : N˜ −→ N , and fix an identification of pi1(N) with a discrete
subgroup Λ < Isom(N˜) such that N = N˜/Λ. Then, there exists a Λ-equivariant
pseudostraightening operator pst∗ : S
Lip
∗ (N˜)→ Ssm∗ (N˜) such that:
(1) For every i ∈ N and σ˜ ∈ SLipi (N˜) there exists a Λ–equivariant preferred
Lipschitz homotopy h˜σ˜ from σ˜ to psti(σ˜) such that, for 1 ≤ k ≤ i,
h˜∂kσ˜ = h˜σ˜ ◦ (∂k × Id [0,1])
(where, with a slight abuse of notation, with the symbol ∂k we denote both
the kth face operator and the affine map ∆n−1 → ∆n associated with the
kth face).
(2) For every i ∈ N, there exists a function bi :R≥0 → R≥0 such that, for every
σ˜ ∈ SLipi (N˜), we have
Lip (h˜σ˜) ≤ bi(Lip (σ˜)).
In particular,
Lip (psti(σ˜)) ≤ bi(Lip (σ˜)).
(3) For every 0 ≤ L ∈ R, the family of simplices psti(Si(N˜))∩SLi (N˜) is locally
finite.
(4) If σ˜ is smooth, the homotopy h˜σ˜ is smooth.
(5) The restriction:
Ssm∗ (N˜)→ C1(∆i × I, N˜) σ˜ 7→ h˜σ˜
is Borel with respect to the C1–topologies.
1.2. Pseudostraightening.
Let N, N˜ and Λ be as at the end of the previous section. We denote by G the
group of orientation-preserving isometries of N˜ , with the compact-open topology.
If N is non-positively curved, then N˜ is uniquely geodesic. This allows to define a
straightening operator st∗ : Ssm∗ (N˜)→ Ssm∗ (N˜) as follows (see e.g. [LS09]). Consider
a Λ–invariant set T˜ in N˜ , and a Borel Λ–equivariant partition B˜ of N˜ , in such a
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way that every element of B˜ contains a single t ∈ T˜ . Moreover, suppose that the
elements of B˜ have diameter bounded by 1, and that every point in N˜ is at distance
at most 1 from an element in T˜ . Given a k–singular smooth simplex σ˜ in N˜ , the
k + 1 vertices of σ˜ determine k + 1 elements of B˜, whence of T˜ . Thanks to the
uniqueness of geodesics of N˜ , these points in T˜ span a well-defined straight simplex
stk(σ˜).
Convexity and straight homotopies in Riemannian manifolds. In the
general case, a more subtle construction is needed. We say that a subset A of a
Riemannian manifold X is (geodesically) convex if for every pair of points x and
y in A, there is a unique minimizing geodesic in X between x and y, and this geodesic
is contained in A. Every Riemannian manifold is locally convex, in the sense that
for every point of the manifold there is a basis of convex neighbourhoods (see e.g.
[Kli95, Theorem 1.9.10, Corollary 1.9.11]). Moreover, a Riemannian manifold is of
curvature less than κ if and only if it is locally CAT(κ), in the sense that for every
point in the manifold there is a convex neighborhood which is a CAT(κ)–space (see
e.g. [BH99, Theorem 1A.6, Definition 1.2 Chapter II.1]).
If x and y are sufficiently close points in a Riemannian manifold X, we denote
by [x, y] : [0, 1]→ X the unique minimizing constant speed geodesic from x to y.
Definition 1.2.1. Let σ1 and σ2 be simplices in Si(X). We say that σ1 and σ2
are sufficiently close if, for every x ∈ ∆i, there exist a point p ∈ X and a positive
radius ρ > 0 (both depending on x) such that the ball Bρ(p) is convex and contains
both σ1(x) and σ2(x). If σ1 and σ2 are sufficiently close, then there is a well-defined
straight homotopy [σ1, σ2] between σ1 and σ2 given by:
[σ1, σ2](x, t) := [σ1(x), σ2(x)](t).
We will see later that, if d∞(σ1, σ2) is sufficiently small, then σ1 and σ2 are
sufficiently close according to our definition and, if σ1 and σ2 are Lipschitz, there is a
good control of the Lipschitz constant of [σ1, σ2] in terms of the Lipschitz constants
of σ1 and σ2. Moreover, since the exponential map is a local diffeomorphism, it
follows that the homotopy is smooth, if σ1 and σ2 are smooth. Since we will need
to compose straight homotopies in order to obtain a smooth homotopy, we define a
version of the straight homotopy which is constant near 0 and 1:
(1) [σ1, σ2]sm(x, t) := [σ1, σ2](x, ξ(t)),
where ξ : [0, 1]→ [0, 1] is a fixed smooth surjective non-decreasing map, locally con-
stant in a neighborhood of {0, 1}.
We are now ready to begin the proof of Theorem 1.1.6.
Definition 1.2.2. For every L > 0, we define a map rL : S
L∗ (N˜) → R≥0 as
follows. For σ ∈ SL∗ (N˜), the value rL(σ) is equal to the supremum of the set of
real numbers r ∈ R which satisfy the following property: if σ1 and σ2 ∈ SLi (N˜)
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and d∞(σi, σ) ≤ r, then σ1 and σ2 are sufficiently close, and the straight homotopy
[σ1, σ2] satisfies Lip ([σ1, σ2]) ≤ 4L.
Lemma 1.2.3. For every L ≥ 1 the function:
rL : (S
L
i (N˜), d∞)→ R
is G–invariant, strictly positive, and locally 1–Lipschitz, hence is Borel with respect
to the C0–topology. It follows in particular that the restriction of rL on S
L,sm
i (N˜)
is Borel with respect to the C1–topology.
Proof. The G–invariance property is immediate. The sectional curvature over
a fixed relatively compact (i.e. bounded) set is bounded above by a constant κ ∈ R
(which depends on the relatively compact set). Given σ ∈ SLi (N˜), let V be a
bounded neighborhood of σ(∆i), and let 0 < κ ∈ R be such that the curvature on V
is less than κ. This means that V admits a cover by CAT(κ) convex open subsets,
which induces in turn an open cover of σ(∆i). Since σ(∆i) is compact, such a cover
admits a Lebesgue number 1 > ρ > 0. Therefore, up to decreasing ρ, we have that
for every y ∈ σ(∆i), the ball Bρ(y) ⊂ V is convex and CAT(κ), of diameter at most
1/10 of the diameter of the “comparison sphere” Sκ of constant curvature κ.
So, let σ1 and σ2 be Lipschitz i–simplices with Lip (σj) ≤ L and such that
d∞(σj , σ) ≤ ρ/2, j = 1, 2. By construction, σ1 and σ2 are sufficiently close, so there
exists a well-defined straight homotopy [σ1, σ2]. Since ∆
i× [0, 1] is a geodesic space,
in order to show that [σ1, σ2] is 4L-Lipschitz, it is sufficient to show that it is locally
4L-Lipschitz. This implies at once that rL(σ) ≥ ρ/2 > 0.
We fix a point (x, t) ∈ ∆i × [0, 1]. Therefore, we may restrict to consider
points (y, s) ∈ ∆i × [0, 1] such that σj(x) and σj(y) are contained in Bρ(σ(x))
for j = 1, 2. For simplicity, we set a = [σ1(x), σ2(x)](t), b = [σ1(y), σ2(y)](s),
c = [σ1(x), σ2(y)](t), b
′ = [σ1(y), σ2(y)](t) (see Figure 1). We now need to prove
that d(a, b) ≤ 4L · d((x, t), (y, s)).
We have
(2) d(a, b) ≤ d(a, c) + d(c, b′) + d(b′, b) .
Let us estimate the first term on the right side of the inequality above. The points
σ1(x), σ2(x) and σ2(y) are the vertices of a triangle in the CAT(κ) space Bρ(σ(x)).
For every point p on the perimeter of the triangle with vertices σ1(x), σ2(x), σ2(y),
we denote by p the corresponding point in the comparison triangle in Sκ. The
perimeter of this triangle is less than one half of the diameter of the comparison
sphere Sκ so, if we denote by dc the metric on Sκ, we have:
d(a, c) ≤ dc(a, c) ≤ dc(σ2(x), σ2(y)) = d(σ2(x), σ2(y)) ≤ L · d(x, y) ,
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Figure 1
where the first inequality is just the CAT(k) inequality, and the second one follows
from the fact that the comparison triangle of vertices σ1(x), σ2(x), σ2(y) is contained
in a single hemisphere of the comparison sphere. The very same argument applied
to the triangle with vertices σ2(y), σ1(x) and σ1(y) shows that d(c, b
′) ≤ L · d(x, y),
while of course we have d(b′, b) = |t− s|d(σ1(y), σ2(y)) ≤ |t− s|d∞(σ1, σ2) ≤ |t− s|ρ.
Putting these inequalities together with (2) we finally get
d(a, c) ≤ 2Ld(x, y) + d∞(σ1, σ2)|t− s| ≤ 2Ld(x, y) + ρ|t− s| ≤ 2L(d(x, y) + ρ|t− s|)
≤ 2
√
2L
√
d(x, y)2 + |t− s|2 ≤ 4Ld((x, t), (y, s)),
where we used the fact that α+β ≤ √2
√
α2 + β2 for every α, β ∈ R. We have thus
proved that rL(σ) ≥ ρ/2 > 0.
We now prove our claim about the Lipschitz constant of rL. Let σ 6= τ ∈ SL∗ (N˜)
be such that d∞(τ, σ) = r < rL(σ). Let σ1, σ2 ∈ SLi (N˜) ∩ BrL(σ)−r(τ) ⊆ BrL(σ)(σ).
By the last inclusion, it follows that Lip [σ1, σ2] ≤ 4L hence, by definition of rL,
rL(τ) ≥ rL(σ)− r. Put now r ≤ rL(σ)/2. It follows that d∞(τ, σ) = r ≤ rL(σ)− r ≤
rL(τ). Hence d∞(σ, τ) ≤ min{rL(σ), rL(τ)}. Therefore rL(τ)+r ≥ rL(σ) ≥ rL(τ)−r,
hence |rL(σ)− rL(τ)| ≤ r.

We define a bounded function
r :SLipi (N˜)→ R r(σ) = min
{
rdLip (σ)e+1(σ), 1
}
Since SLi (N˜) is closed in Si(N˜) for every L ∈ N, the sets SL+1i (N˜) \ SLi (N˜) are
Borel in SLipi (N˜) with respect to the C
0–topology. Therefore, the restriction of r to
Ssmi (N˜) is Borel with respect to the (finer) C
1–topology.
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Definition 1.2.4. Given two subsets Y and Z of SLipi (N˜), we say that Y is
sufficiently dense in Z if for every σ ∈ Z there is σ ∈ Y ∩Z such that d∞(σ, σ) ≤
r(σ).
Remark 1.2.5. If Y is sufficiently dense in Z we have that, for every σ ∈ Z,
there is σ ∈ Y ∩Z such that, if dLip (σ)e+ 1 ≥ Lip (σ), the straight homotopy [σ, σ]
is 4(dLipσe+ 1)–Lipschitz.
Remark 1.2.6. Let Z be a relatively compact subset of SLipi (N˜) (with respect
to the d∞–metric). From the continuity of rL, 1 ≤ L ∈ N, it follows that r has
positive infimum on Z. Since Z is totally bounded, it admits a finite sufficiently
dense subset Y ⊆ Z.
The 0-dimensional case. Our proof of Theorem 1.1.6 constructs the map pst∗
inductively on the dimension of the simplices. For technical reasons, we will prove
a slightly more precise version of Theorem 1.1.6, where in point (1) we require that
the homotopy hσ between the i-dimensional simplex σ and psti(σ) is constant on
the subintervals [0, 2−i−2] ⊆ [0, 1] and [1− 2−i−2, 1] ⊆ [0, 1].
Let P = {Pα}α∈N be a locally finite partition of evenly covered Borel sets of
N whose diameter is bounded above by 1, and fix a lift P˜α ⊆ N˜ of Pα for every α.
In particular the diameter of P˜α is at most 2. The union F˜ =
⋃
α∈N P˜α is a Borel
fundamental domain for the action of Λ on N˜ .
Since every P˜α is relatively compact, by Remark 1.2.6 we have that S0(P˜α) = P˜α
contains a finite sufficiently dense subset Ŝ0(P˜α).
We now define Ŝ0(F˜ ) as
⋃
α∈N Ŝ0(P˜α). For every σ ∈ Ŝ0(F˜ ) we consider the set
A′σ =
{
σ ∈ S0(F˜ ) | d∞(σ, σ) ≤ r(σ)
}
.
By definition, the A′σ provide a cover of S0(F˜ ) by closed subsets. We may now
order the A′σ’s via a bijection with the natural numbers, and set Aσ = A
′
σ \
⋃
τ<σ A
′
τ .
In this way we get a partition (possibly containing some empty subsets) of S0(F˜ )
into Borel subsets (with respect to the C0–topology). Finally, for every σ ∈ S0(F˜ )
we set
pst0(σ) = σ if and only if σ ∈ Aσ
and extend the definition of pst0 over the whole of S0(N˜) by Λ-equivariance. For
every σ ∈ S0(N˜), we also set hσ to be the concatenation of the constant paths
on [0, 1/4] and on [3/4, 0] with the constant speed parameterization of the path
[σ, pst0(σ)]sm on [1/4, 3/4].
Let us check that pst0 satisfies the four conditions required in the statement of
Theorem 1.1.6. The fact that pst0 and the map σ 7→ hσ are equivariant is obvious.
Moreover, since d∞(σ, pst0(σ)) ≤ 1 for every σ, the homotopy hσ is always 2Lip (ξ)–
Lipschitz (where ξ is the function exploited in the definition of [·, ·]sm, see Equation
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(1)). The family Ŝ0(N˜) is locally finite by construction. Finally, the map pst0 is
clearly Borel, so the map σ 7→ hσ is Borel as well, being continuous on every Borel
set Aσ defined above.
The inductive step. We now suppose that a map pstk satisfying the properties
stated in Theorem 1.1.6 has been constructed for every k ≤ i, and proceed with the
inductive step. We need two technical lemmas:
Lemma 1.2.7. Let M be a smooth manifold.
(1) Let f : ∂∆i →M be such that its restriction on every face of ∂∆i is smooth.
Then f is smooth.
(2) Let F : ∂∆i × I → M be such that F ◦ (∂j × Id I) is smooth for every
0 ≤ j ≤ i. Then F is smooth.
Proof. See [Lee03, Lemma 16.8, p. 420] for a proof of (1). Up to diffeomor-
phism, we may see ∂∆i × I as a truncated ∆i+1. Hence (2) follows as well. 
Lemma 1.2.8. For every L > 0 and every smooth map s : ∂∆i → N the following
inclusion is dense (with respect to the d∞–metric):
{σ ∈ Ssmi (N) :σ∣∣∂∆i = s,Lip (σ) < L} ↪→ {σ ∈ SLipi (N) :σ∣∣∂∆i = s,Lip (σ) < L}.
Proof. We first prove the theorem in the case N = Rn. Let σ : ∆i → Rn
be an L–Lipschitz simplex and let ε > 0. We extend σ to an L–Lipschitz map
over the whole Ri by composing it on the right with a retraction Ri → ∆i. Then,
using convolution, we find a smooth L–Lipschitz simplex σ′ : ∆i → Rn such that
d∞(σ, σ′) < ε.
Now, suppose that σ∣∣∂∆i : ∂∆i → Rn is smooth. Let ζ : [0, 1]→ [0, 1] be a smooth
non-decreasing surjective map, locally constant on {0, 1}, such that Lip ζ is close to
1, and ‖ζ − Id ‖∞ is small. We suppose that the barycenter of ∆i is the origin of
Ri. Then we define a smooth simplex σ as follows:
σ(x) =
{
[σ(x), σ′(x)](ζ( sε +
ε−1
ε )) if x = sy, y ∈ ∂∆i, s ∈ [1− ε, 1]
σ′(ζ( sy1−ε)) if x = sy, y ∈ ∂∆i, s ∈ [0, 1− ε]
For ‖ζ − Id [0, 1]‖∞ sufficiently small, and Lip (ζ) sufficiently close to 1, it is easily
seen that ‖σ − σ‖∞ ≤ 2ε and Lip (σ) ≤ Lip (σ) + ε.
Now we consider the general case. By the Nash embedding theorem, there is
n ∈ N and a smooth isometric embedding i :N ↪→ Rn. This means that the length
of a path γ in N coincides with the length of the path i ◦ γ in Rn.
We identify N and i(N), and we consider a tubular neighborhood U of N in Rn,
together with a smooth retraction r :U → N . Let σ : ∆i → N ↪→ Rn be a Lipschitz
simplex with smooth boundary and Lip (σ) ≤ L−2δ, for some δ > 0. Fix ε > 0. Up
to restricting the tubular neighborhood U of N , we can assume that Lip (r) < LL−δ ,
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and that d∞(x, r(x)) < ε/2 for every x ∈ U . Let σ : ∆i → U ⊆ Rn be a smooth
simplex such that Lip (σ) ≤ L − δ, d∞(σ, σ) < ε/2 and σ∣∣∂∆i = σ∣∣∂∆i . Then,
r◦σ : ∆i → N is a smooth simplex, with Lip (r◦σ) ≤ Lip (r)Lip (σ) < LL−δ (L−δ) = L.
Moreover, σ∣∣∂∆i = r ◦ σ∣∣∂∆i . Finally:
d∞(σ, r ◦ σ) ≤ d∞(σ, σ) + d∞(σ, r ◦ σ) ≤ ε/2 + ε/2 = ε.

Let σ be an element of SLipi+1(N˜). We first homotope σ into an (i + 1)-simplex
with pseudostraight faces as follows. For every j = 0, . . . , i + 1, associated to the
face ∂jσ there are the pseudostraight i-simplex psti(∂jσ) and the homotopy h∂jσ.
We can think, up to a translation in Ri+1, that the barycenter of the standard
(i+ 1)-simplex ∆i+1 is 0 ∈ Ri+1. Let ∆′ := 12∆i+1. We know by induction that the
homotopies h∂jσ and h∂kσ coincide on (∂j∆
i+1) ∩ (∂k∆i+1), so a global homotopy
h∂σ : ∂∆
i+1×I → N˜ is defined. Moreover, we know by induction that this homotopy
is constant on the time intervals [0, 2−i−2] and [1− 2−i−2, 1].
We define a homotopy h′σ as follows:
(H1) In the time interval [0, 2−i−3] the homotopy is constantly σ.
(H2) In the time interval [2−i−3, 2−i−2], we construct h′σ by composing σ with
H on the left:
∆i+1 × [2−i−3, 2−i−2] H−→ ∆i+1 σ−→ N˜ ,
where H is a smooth (rescaled) homotopy between the identity and a map
which sends ∆′ onto ∆ and retracts ∆ \∆′ onto ∂∆, and which is locally
the constant homotopy for t in a neighborhood of {2−i−3, 2−i−2}. The
Lipschitz constant of the homotopy σ ◦H is at most Lip (H) · Lip (σ). The
boundary of σ has been left unchanged so far.
(H3) Now we consider the time interval [2−i−2, 1 − 2−i−2]. On the boundary
∂∆ = 2∂∆′ we have a preassigned homotopy h∂σ. Let s : ∆ \∆′ → [1/2, 1]
be such that x ∈ s∂∆, for x ∈ ∆ \∆′, and let sˆ : ∆ \∆′ → [1/2, 1] be the
composition of s with a non-decreasing smooth surjective map: [1/2, 1] →
[1/2, 1] which is constant on a neighborhood of {1/2, 1}. We define h′σ in
the time interval [2−i−2, 1− 2−i−2] by:
∆ \∆′ × [2−i−2, 1− 2−i−2] 3 (x, t) 7→ h∂σ
(
x/s(x),
(2sˆ(x)− 1)
1− 2−i−1 t
)
,
and we set h′σ to be constant on ∆′ × [0, 1]. This homotopy is the compo-
sition of h∂σ and a Lipschitz map: ∆× I → ∆× I. Therefore its Lipschitz
constant is uniformly bounded, up to a multiplicative constant, only by
the Lipschitz constant of h∂σ, which in turn is uniformly bounded by the
Lipschitz constant of σ by induction. Similarly, it is proven by induction
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and by Lemma 1.2.7 that the homotopy is smooth, if every face of σ is
smooth.
Let us now summarize what we have obtained so far. For any given (i + 1)-
simplex σ we have produced a homotopy h′σ : ∆i+1 × I → N˜ between σ and an
(i + 1)-simplex σ′ with pseudostraight faces. Our choice for h′σ is obviously Λ-
equivariant. Moreover, by point (H1), (H2) and (H3) above, the Lipschitz constant
of h′σ is bounded in terms of the Lipschitz constant of σ, and h′σ is smooth if σ is
smooth.
We now need to approximate σ′ with a suitably chosen pseudostraight (i + 1)-
dimensional simplex. In order to do so, we begin with the following lemma. We
denote by Ŝi(N˜) the set psti(S
Lip
i (N˜)) ⊂ Ssmi (N˜), and we set ŜLi (N˜) = Ŝi(N˜) ∩
SLi (N˜) for every L ∈ R. We will concentrate our attention on simplices whose faces
are pseudostraight, so we reserve a symbol for this set:
BŜi+1(N˜) := {σ ∈ SLipi+1(N˜) : ∂jσ ∈ Ŝi(N˜) for every j} .
Moreover, if τ ∈ BŜi+1(N˜), then we set
Bτ :=
{
τ ′ ∈ SLipi+1(N˜) : τ ′|∂∆ = τ |∂∆
}
.
Lemma 1.2.9. There exists a Λ–invariant family Ŝi+1(N˜) ⊂ Ssmi+1(N˜) ⊂ SLipi+1(N˜)
which satisfies the following properties:
(1) for every L ∈ N, the family ŜLi+1(N˜) = Ŝi+1(N˜) ∩ SLi+1(N˜) is locally finite.
(2) If τ ∈ BŜi+1(N˜), then ŜLi+1(N˜) is sufficiently dense in Bτ ∩ S<Li+1(N˜) for
every L ∈ N, where S<Li+1(N˜) :=
{
σ ∈ Si+1(N˜) : Lipσ < L
}
.
Proof. Let {P˜α}α∈N be the locally finite family of Borel subsets of N˜ fixed
above, so that F˜ =
⋃
α∈N P˜α is a Borel fundamental domain for the action of Λ on
N˜ .
Let L ∈ N. We define a subset P[L−1,L)α ⊆ BŜLipi+1(N˜) as follows: σ ∈ P[L−1,L)α if
and only if Lip (σ) ∈ [L−1, L) and the first vertex of σ lies in P˜α. This set is totally
bounded with respect to the metric d∞. Indeed, P
[L−1,L)
α is equicontinuous (because
L is fixed) and pointwise relatively compact (because the images of simplices in
P
[L−1,L)
α are uniformly bounded, and bounded subsets of N˜ are relatively compact).
By Arzela`–Ascoli’s theorem, P
[L−1,L)
α is relatively compact in Si+1(N˜), hence totally
bounded.
It follows easily from the local finiteness of ŜLi (N˜) that the geometric boundary
of P
[L−1,L)
α :
∂g(P
[L−1,L)
α ) :=
{
σ|∂∆ :σ ∈ P[L−1,L)α
}
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is finite. For every s ∈ ∂g(P[L−1,L)α ) the set of elements of P[L−1,L)α whose restriction
to ∂∆i+1 coincides with s is totally bounded, so it admits a finite sufficiently dense
subset D
[L−1,L)
s . By Lemma 1.2.8, we can require that the elements in D
[L−1,L)
s
are smooth. By taking the union of the D
[L−1,L)
s ’s over s ∈ ∂g(P[L−1,L)α ) we thus
get a finite set D
[L−1,L)
α of simplices in P
[L−1,L)
α , which approximates nicely all the
elements of P
[L−1,L)
α . We put
Ŝi+1(N˜) :=
⊔
λ∈Λ, L∈N, α∈N
λ ·D[L−1,L)α .
It is easy to check that both conditions of the lemma are satisfied by construction.

For every σ ∈ Ŝi+1(N˜) we set
A′σ =
{
σ ∈ SLipi+1(N˜) : σ|∂∆i+1 = σ|∂∆i+1 , Lip (σ) ≥ bLip (σ)c , d∞(σ, σ) ≤ r(σ)
}
.
By the previous lemma, the A′σ’s cover BŜ
Lip
i+1(N˜). Being locally finite, the
family Ŝi+1(N˜) is countable. Moreover, the map σ 7→ Lip (σ) is a Borel function on
SLipi+1(N˜) (with respect to the C
0–topology), and this readily implies that each A′σ
is Borel. Therefore, just as we did in the 0-dimensional case, we can choose C0–
topology Borel subsets Aσ ⊆ A′σ which provide a partition of BŜLipi+1(N˜) (possibly
with some empty sets).
We are now ready to define the map psti+1. So, let us take σ ∈ SLipi+1(N˜). We
have already associated to σ a simplex σ′ ∈ BŜLipi+1(N˜). Also recall that a homotopy
h′σ between σ and σ′ has also been constructed in such a way that Lip (h′σ) ≤
ci+1(Lip (σ)) for some fuction ci+1 : [0,∞)→ [0,∞) (so, in particular, the inequality
Lip (σ′) ≤ ci+1(Lip (σ)) also holds). We now define psti+1(σ) as follows:
psti+1(σ) = σ if and only if σ
′ ∈ Aσ,
and complete the homotopy given in points (H1), (H2), (H3) above with two more
steps:
(H4) In the time interval: [1− 2−i−2, 1− 2−i−3] we do the homotopy between σ′
and psti+1(σ) by sending (x, t) ∈ ∆i+1 × [1− 2−i−2, 1− 2−i−3] to
[σ′(x), (psti+1(σ))(x)]sm(2
i+3t+ 2− 2−i−3).
(H5) Finally, the homotopy is constant in the time interval [1− 2−i−3, 1].
The homotopy hσ just described is easily seen to fulfill the Lipschitz condi-
tion described in point (2) of Theorem 1.1.6, for some function bi+1. The distance
d∞(σ, psti+1(σ)) is bounded by a function which depends only on Lip (σ) and i+ 1.
Indeed, it is easily seen that d∞(σ, σ′) ≤ diam(σ) ≤ L and d∞(σ′, psti+1(σ)) ≤ 1.
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This implies in particular that psti+1 maps locally finite families of simplices to
locally finite ones.
Finally, the assignment Ssmi+1(N˜) 3 σ 7→ hσ ∈ C1(∆×I, N˜) is Borel (with respect
to the C1–topologies). First we prove that psti+1 :S
sm
i+1(N˜)→ Ssmi+1(N˜) is Borel with
respect to the C1–topologies. Since the image psti+1(S
sm
i+1(N˜)) is countable, it is
sufficient to prove by induction that the map psti+1 :Si+1(N˜) → Si+1(N˜) is C0–
Borel. The map psti+1 is the composition of the map σ 7→ σ′ described in points
(H1), (H2), (H3) and σ′ 7→ psti+1(σ) given in (H4) and (H5). The second map is
C0–Borel by construction (because the A′σ ⊂ Si+1(N˜) are C0–Borel). The first one
is C0–Borel because it is continuous on every element of a countable partition of
Borel sets. Indeed, fix σ ∈ Ŝi(N˜), and consider the set:
Cσ∣∣∂∆ := {σ :σ′|∂∆ = σ|∂∆} = {σ : psti−1(∂kσ) = ∂kσ ∀ 0 ≤ k ≤ i}.
This is a C0–Borel set because the boundary operators are Borel and psti is
Borel by induction. The restriction of the assignment σ 7→ σ′ over Cσ is continuous.
Hence psti+1 is Borel, and in particular the sets pst
−1
i+1(σ)∩Ssmi+1(N˜) are C1–Borel.
To prove that the map σ 7→ hσ is C1–Borel one simply notes that its restriction on
every pst−1i+1(σ) ∩ Ssmi+1(N˜) is continuous with respect to the C1–topologies.
Straight chains compute the Lipschitz simplicial volume. We now give
some consequences of Theorem 1.1.6. In the following Lemma, by CLip∗ (X) we mean
the subcomplex of C∗(X) whose chains are (finite) sums of Lipschitz simplices.
Lemma 1.2.10. Let X be a Riemannian manifold, and let be given a Lipschitz
homotopy h˜σ˜ for every simplex σ˜ ∈ SLip∗ (X). Put: f (m)(σ˜) = h˜σ˜ |∆∗×{m}, m ∈ {0, 1}.
Suppose that
(1) h˜∂kσ˜ = h˜σ˜ ◦ (∂k × Id I) for every Lipschitz simplex σ˜.
Then the induced maps:
f
(m)
∗ :CLip∗ (X)→ CLip∗ (X) m = 0, 1
are chain-homotopic. Moreover, suppose that:
(2) there are functions bi :R≥0 → R≥0 such that, if i = dim σ˜,
Lip (h˜σ˜) ≤ bi(Lip (σ˜));
(3) if {σ˜j}j∈N is a locally finite family of simplices in X, then the family of sets
{h˜σ˜j (∆∗ × I)}j∈N is locally finite in X.
Then we have well-defined maps:
f
(m)
∗ :C
lf,Lip ,(`1)
∗ (X)→ C lf,Lip ,(`
1)
∗ (X) f (m)(σ˜) := h˜σ˜ ◦ im m = 0, 1
that are C lf,Lip ,`
1
∗ -chain-homotopic.
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Moreover, the obvious smooth version of the statement is also true.
Proof. By point (1) of the lemma and [LS09, Lemma 2.13] we have, for all
k ≤ i+ 1, affine inclusions Gk,i : ∆i+1 → ∆i × I such that the map
(3) H˜ :CLipi (N˜)→ CLipi+1 (N˜) H˜(σ˜(i)) :=
i∑
k=0
h˜σ˜ ◦Gk,i
provides a CLip∗ –chain homotopy between f (0) and f (1). Hence (1) is proven. The
hypotheses (2) and (3) and the form of Equation (3) easily allow us to extend this
homotopy to a C lf,Lip ,`
1
∗ –homotopy between f (0) and f (1). 
Corollary 1.2.11. The Λ–equivariant map pst∗ :Csm∗ (N˜) → Csm∗ (N˜) induces
a well-defined chain map:
pst∗ :C
sm
∗ (N)→ Csm∗ (N)
chain-homotopic to the identity.
If {σ˜j}j∈N is a uniformly Lipschitz family of simplices in N˜ , then {pst(σj)}j∈N is
locally finite and uniformly Lipschitz. Moreover, if {σ˜j}j∈N is locally finite, then the
family of homotopies {h˜σ˜j}j∈N is locally finite too. Observe that a Λ–equivariant
locally finite family of uniformly Lipschitz homotopies in N˜ projects onto a locally
finite family of uniformly Lipschitz homotopies in N . Therefore we can apply the
second part of Lemma 1.2.10, and obtain:
Corollary 1.2.12. The Λ–invariant map: pst∗ :C
lf,`1,Lip
∗ (N˜) → C lf,`
1,Lip
∗ (N˜)
induced by pst is C lf,`
1,Lip
∗ –chain-homotopic to the identity. By the Λ–equivariance
of the homotopies h˜σ˜, the induced map: pst∗ :C
lf,`1,Lip
∗ (N) → C lf,`
1,Lip
∗ (N) is also
chain-homotopic to the identity.
In particular, since pst∗(C
lf,`1,Lip
∗ (N)) ⊆ C lf,`
1,Lip ,sm
∗ (N) and pst∗ is norm non-
increasing, we immediately get:
Corollary 1.2.13. The Lipschitz simplicial volume can be computed by smooth
cycles:
‖N‖Lip = inf{‖cN‖1 : cN ∈ C lf,Lip ,`1,smn (N) is a (smooth) fundamental cycle}
where we put inf ∅ = +∞.
1.3. Proof of the Proportionality Principle for non-compact manifolds
We are now ready to prove our main result. Our argument retraces the proof
in [LS09] almost verbatim. In order to get rid of the assumptions about curvature
of [LS09], we need to replace the straightening operator defined in [LS09] with our
pseudostraightening procedure, described in Theorem 1.1.6.
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We recall some relevant definitions from [Lo¨h04, p. 50] and [LS09, p. 24].
Given a signed measure set (Z, µ), we say that a subset Z ′ ⊆ Z is a determination
set for µ if µ(V ) = 0 for every measurable set V ⊆ Z \ Z ′. Let X be a Riemannian
manifold, and let µ be a signed measure of finite total variation on the set Z :=
Ssmi (X), which is Borel with respect to the C
1–topology of Ssmi (X). We say that
µ has Lipschitz determination if SL,smi (X) is a determination set of µ for some
L ≥ 0. We denote by C Lip∗ (X) the complex of Lipschitz measure chains, i.e.
the complex of signed Borel measures on S∗(X) of Lipschitz determination and
finite variation, with the natural boundary operator. We denote by H Lip∗ (X) the
associated Lipschitz measure homology.
Smearing. Let M and N be n–dimensional manifolds as in Theorem 2. Let
pi1(N) = Λ, G := Isom
+ N˜ and pi1(M) = Γ. Under the assumption that M and N
have isometric Riemannian universal covers, we have a smearing chain map:
(4) smear∗ :C lf,`
1,Lip ,sm
∗ (M)→ C Lip∗ (N)
which is defined as follows. Fix on G the compact-open topology. It is well-known
that G is a locally compact topological group (in fact, it is a Lie group), so it admits
a left-invariant Haar measure | · |G. It is proven in [LS09] that Λ is a lattice in G,
hence G is unimodular, so | · |G is also right-invariant. We denote by | · |Λ\G the
right-invariant measure induced by | · |G on Λ\G, normalized in such a way that
|Λ\G|Λ\G = 1.
We normalize | · |Λ\G to 1. By the Haar uniqueness Theorem, | · |Λ\G is uniquely
defined. For a simplex σ ∈ Ssm∗ (M) which lifts to some σ˜ ∈ Ssm∗ (N˜) the element
smear(σ) is defined to be the pushforward of | · |Λ\G through the map:
Λ\G→ Ssm∗ (N) [g] 7→ pN ◦ g ◦ σ˜.
We extend smear over uniformly Lipschitz `1–sums by linearity. The map smear is
a chain map and well-defined by the right invariance of the Haar measure.
Now, consider the diagram below:
(5)
C Lip∗ (N)
C lf,`
1,Lip ,sm
∗ (M)
smear∗
>
ϕ∗−−−−−→C lf,`1,Lip ,sm∗ (N)
∧
j∗
Here, j is the natural inclusion, defined by mapping a simplex σ in N to the Dirac
measure δσ centered in σ. We want to define a discrete smearing ϕ∗ :C
lf,`1,Lip ,sm
∗ (M)→
C lf,`
1,Lip ,sm
∗ (N), i.e. a norm non-increasing chain map which makes diagram (5)
commute up to homotopy.
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Notation 1.3.1. In this section, we will follow the notation:
h˜σ˜(g) := h˜gσ˜ hσ˜(g) := pN ◦ h˜gσ˜ fσ˜(g) := pN ◦ pst(gσ˜).
The map G → Ssm∗ (N˜), g 7→ gσ˜ (where G is equipped with the compact-open
topology and Ssm∗ (N˜) with the C1–topology) is continuous, hence Borel (see [LS09,
Section 4.3.2]). Therefore, by point (5) of Theorem 1.1.6, the maps g 7→ h˜gσ˜ and
g 7→ hgσ˜ are Borel too. In particular, fσ˜ is Borel. Taking the quotient by Λ we get
a Borel map which we still denote by fσ˜:
fσ˜ : Λ\G→ Ssmi (N), [g] 7→ pN ◦ psti(gσ˜).
Let Ŝi(N) ⊂ SLipi (N) be given by projecting simplices of Ŝi(N˜) to N . We define
the discrete smearing ϕ as:
(6)
ϕi :C
lf,`1,Lip ,sm
i (M)→ C lf,`
1,Lip ,sm
i (N)
∑
j∈N
λjσj 7→
∑
j∈N
λj
∑
%∈Ŝi(N)
|f−1σ˜j (%)|Λ\G%,
where σ˜j ∈ Ssmi (N˜) lifts σj .
We now show that ϕ∗ is well-defined – i.e. that (6) is independent of the choice
of the lifts σ˜j of σj in M – and that the chain on the right side of (6) is Lipschitz
and locally finite. The first assertion is a straightforward consequence of the right
invariance of the Haar measure on Λ\G.
Now, let L ∈ R be such that Lip (σj) = Lip (σ˜j) ≤ L for all j. By point (3) of
Theorem 1.1.6:
Lip (fσ˜j (g)) = Lip (pst(gσ˜j)) ≤ bi(Lip (gσ˜j)) = bi(Lip (σ˜j)) ≤ bi(L),
and this readily implies that the chain ϕi(
∑
j λjσj) is Lipschitz.
The local finiteness is implied by point (3) of Theorem 1.1.6. The verification
that ϕ∗ is a chain map is identical to the one given in [LS09, Section 4.3.2].
We now prove that (5) commutes up to homotopy. We need a technical lemma
that allows us to transfer CLip∗ –homotopies to homotopies in measure homology.
The proof of the following lemma is identical to the one given in [Zas98, Section
2.6], and we simply note that it works with much weaker hypotheses.
Lemma 1.3.2 ([Zas98]). Let (X,ΣX) and (Y,ΣY ) be measurable spaces, and let
{fi}ki=1 :X → Y
be a finite number of measurable maps between them. Let C (X) be the vector space
of signed ΣX–measures on X with bounded total variation. The same with Y . Let
λi ∈ R be such that:
k∑
i=1
λifi(x) = 0 ∀x ∈ X
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(this is a formal linear combination of elements of Y ). Then, if fi :C (X) → C (Y )
denotes the pushforward of fi, we have:∑
i
λi fi(µ) = 0 ∀µ ∈ C (X).

Since hσ˜ :G→ C1(∆i× I,N) is Borel, the following map, which we denote with
the same name, is Borel too:
hσ˜ : Λ\G→ C1(∆i × I,N).
For every simplex σ˜ ∈ Csm∗ (N˜) and g ∈ G, the element h˜σ˜(g) is a smooth
homotopy between pst(gσ˜) and gσ˜. By point (1) of Theorem 1.1.6 and Lemma
1.2.10, the map:
(7) H˜ :Csmi (N˜)→ Csmi+1(N˜) H˜σ˜(i)(g) =
i∑
k=0
h˜σ˜(g) ◦Gk,i
defines a Λ–equivariant chain homotopy between σ˜ 7→ psti(gσ˜) and σ˜ 7→ gσ˜ in
Csmi (N˜). Let H := pN ◦ H˜. Composing (7) with pN , we get a chain homotopy:
H :Csmi (N˜)→ Csmi+1(N) σ˜ 7→ Hσ˜(g) =
i∑
k=0
hσ˜(g) ◦Gk,i
between σ˜ 7→ fσ˜(g) = pN ◦ pst(gσ˜) and σ˜ 7→ pN ◦ gσ˜ in Csm∗ (N˜). More explicitely,
and using the Λ–invariance of the maps involved, we have:
(8)
fσ˜(Λg)−pN◦Λgσ˜ = ∂i+1
(∑
k
hσ˜(Λg) ◦Gk,i
)
+
i−1∑
k=0
i∑
j=0
h∂j σ˜(Λg)◦Gk,i−1 ∀σ˜ ∈ Ssmi (N˜).
Let σ˜ ∈ Ssmi (N˜) be the lift of some σ ∈ Ssmi (M). By νσ,k,i we denote the pushforward
of | · |Λ\G through the map:
Λ\G→ Ssmi+1(N) Λg 7→ hσ˜(g) ◦Gk,i.
By the right invariance of the Haar measure on Λ\G, it is easy to see that νσ,k,i is
well-defined, i.e. it is independent of σ˜.
By Lemma 1.3.2, with X = Λ\G and Y = Ssmi (N), we are authorized to push-
forward | · |Λ\G through every map in (8) and sum:
(9) ji(ϕi(σ))− smeari(σ) = ∂
∑
k
νσ,k,i +
∑
j
∑
k
ν∂jσ,k,i−1,
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It follows from (9) that the map:
H∗ :C lf,`
1,Lip ,sm
∗ (M)→ C Lip∗+1(N) Hi
∑
j∈N
λjσj
 := ∑
j∈N
λj
i∑
k=0
νσj ,k,i
provides a chain homotopy between j∗ ◦ ϕ∗ and smear∗. Indeed, the measure on
the right has finite total variation, since it is an `1–sum of measures whose total
variation is 1. Moreover, it obviously has Lipschitz determination set.
The conclusion of the proof. In order to conclude, we now exploit some
results from [LS09]. By pairing with the volume form, the following two functions
are introduced in [LS09]:
〈dVol ; 〉 : C lf,`1,Lip ,smn (N)→ R 〈dVol ;σ〉 :=
∫
∆n
σ∗dVol ,
〈dVol ; 〉 :C Lipn (N)→ R 〈dVol ;µ〉 :=
∫
C1(∆,N)
〈dVol , σ〉 dµ(σ),
where σ ∈ C1(∆k, N), and µ ∈ C smn (N). Note that the function C1(∆, N) 3 σ 7→
〈dVol , σ〉 is continuous, hence in particular C1(∆, N)–Borel. However, it is probably
not even Borel with respect to the d∞–topology, and this is the reason why we needed
to concentrate our attention on spaces of smooth simplices endowed with the C1–
topology (see also [Lo¨h04, p. 108]). By an application of Stokes Theorem, we have
well-defined functions H lf,Lip ,`
1,sm
n (N)→ R and H Lipn (N)→ R.
Those functions satisfy the following properties: if ‖M‖Lip <∞, then
(1) 〈smearn(cM ),dVolN 〉 = Vol (M), where dVolN is the volume form on N
and cM is a fundamental cycle of M in C
lf,`1,Lip ,sm
n (M).
(2) 〈c,dVolN 〉 = 〈jn(c),dVolN 〉, for every cycle c ∈ C lf,`
1,Lip ,sm
∗ (N). Here,
j :C lf,`
1,Lip ,sm
n (M)→ C Lip ,sm(M) is the natural inclusion.
(3) 〈cN , dVolN 〉 = Vol (N), if (and only if) cN ∈ C lf,`
1,Lip ,sm
∗ (N) is a funda-
mental cycle of N .
Point (3) and (1) are proven in [LS09, Proposition 4.4, Proposition 4.10], while
(2) is easily seen to be true.
We now complete the proof of Theorem 2. By symmetry, it is sufficient to prove
that
‖M‖Lip ≥ VolM
VolN
‖N‖Lip ;
hence we can assume that ‖M‖Lip <∞. By Corollary 1.2.13, for every ε > 0 there
exists a fundamental cycle cM ∈ C lf,Lip ,`
1,sm
n (M) of M such that ‖cM‖ ≤ ‖M‖Lip +ε.
From (3) and
〈dVolN , ϕn(cM )〉 = 〈dVolN , jn ◦ ϕn(cM )〉 = 〈dVolN , smearn(cM )〉 = VolN
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it follows that ϕn(cM ) is the
VolM
VolN multiple of a fundamental cycle of N . But the
map ϕ∗ is norm non-increasing, hence
VolM
VolN
‖N‖Lip ≤ ‖ϕn(cM )‖ ≤ ‖cM‖ ≤ ‖M‖Lip + ε,
whence the conclusion.
1.4. Supermultiplicativity of the Lipschitz simplicial volume of
products
In [LS09], by using the straightening procedure, Theorem 3 is proven for non-
positively curved manifolds. From the proof of Lo¨h and Sauer, it is apparent that
the only place where the hypotheses about curvature are exploited is the proof of
[LS09, Proposition 3.20]. Hence in order to prove Theorem 3 in full generality it is
sufficient to prove Proposition 1.4.2, which is the analogous of [LS09, Proposition
3.20], without the curvature condition.
Definition 1.4.1 ([LS09]). Let M and N be Riemannian manifolds, and let
piM :M × N → M and piN :M × N → N be the projections. A sparse chain on
M×N is a chain c = ∑k∈N λk σk ∈ C lf∗ (M×N) such that∑k∈N λk piM ◦σk ∈ C lf∗ (M)
and
∑
k∈N λk piN ◦ σk ∈ C lf∗ (N).
Proposition 1.4.2. Let M and N be complete Riemannian manifolds. Then,
for every cycle c ∈ C lf,Lip∗ (M × N), there is a sparse cycle c′ ∈ C lf,Lip∗ (M × N)
homologous to c with ‖c′‖ ≤ ‖c‖.
Proof. Let pN : N˜ → N be the Riemannian universal covering of N , and let
pstN ∗ :
SLip∗ (N)→ SLip∗ (N) be the map given by
pstN (σ) := pN ◦ pst(σ˜)
where σ˜ is a lift of σ in N˜ . Analogously we define pstM . We have a well-defined
map:
(pstM ,pstN )∗ :C
lf,Lip
∗ (M ×N)→ C lf,Lip∗ (M ×N),
σ 7→ (pstM (piM ◦ σ),pstN (piN ◦ σ)) .
For every simplex σ ∈ SLip∗ (M), let hM (σ) be a homotopy between pst(σ) and σ as in
Theorem 1.1.6. Analogously with N . It is easily seen that the system of homotopies
(hM (σ), hN (τ)), for (σ, τ) ∈ SLip∗ (M×N) = SLip∗ (M)×SLip∗ (N), satisfies conditions
(1), (2), (3) of Lemma 1.2.10. Therefore
(pstM ,pstN )∗ :C
lf,Lip
∗ (M ×N)→ C lf,Lip∗ (M ×N)
is chain homotopic to the identity, norm non-increasing, and maps cycles to sparse
cycles. Hence the conclusion follows. 
CHAPTER 2
A characterization of relatively hyperbolic groups via
bounded cohomology
2.1. Preliminaries
Several definitions and results in this chapter are taken from [MY].
Given a set S, let RS be the vector space with basis S. Then S induces a natural
`1–norm ‖ · ‖ on RS ∥∥∥∑
s∈S
λss
∥∥∥ := ∑
s∈S
|λs|
(where almost all coefficients λs are null). We denote by C∗(S) the complex defined
by
Ck(S) = {0} if k ≤ −1 Ck(S) = RSk+1 if k ≥ 0,
with boundary operator given by
∂k(s0, . . . , sk) :=
k∑
j=0
(−1)k(s0, . . . , sˆj , . . . , sk).
Notice that ∂k is a bounded linear operator for every k. If Γ is a group acting on S,
then Γ also acts diagonally on Ck(S) via isometries, and ∂k is Γ–equivariant with
respect to this action. The complex C∗(S) admits an exact augmentation given by
C0(S)→ R
∑
i
λisi 7→
∑
i
λi.
The following definition of relative bounded cohomology is taken from [MY]
and is modelled on the analogous one for the non-bounded version in [BE78]. Our
notation is slightly different from that of [MY].
Definition 2.1.1. A Γ–module is a real vector space equipped with a linear Γ–
action. A Γ–module P is projective if, given Γ–equivariant maps ϕ :V → W and
f :P → W , with ϕ surjective, there exists a Γ–equivariant map f˜ :P → V making
the following diagram commute
(10)
V
P
f˜
>
f−→ W.
∨
ϕ
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Given a Γ–module M , a Γ–resolution for M is an exact Γ–complex
· · ·Ek → · · · → E0 →M → 0.
A Γ–projective resolution of M is a Γ–resolution where all the Ei are Γ–projective.
The following lemma, (similar to [MY, Lemma 52]) will be useful.
Lemma 2.1.2. Let P be a Γ–module generated as a vector space by a basis S.
Suppose that the action of Γ on P is such that, for every s ∈ S and γ ∈ Γ, there is
t ∈ S such that γs = ±t. Moreover, suppose that |Stab Γ(s)| < ∞ for every s ∈ S.
Then P is a Γ–projective module.
Proof. Let ϕ :V → W and f :P → W be Γ–equivariant maps, and suppose
that ϕ is surjective. If a ∈ P , let Stab−(a) := {γ ∈ Γ : γa = −a}. Notice that
|Stab−(s)| is null or equals |Stab (s)|, hence in particular it is finite. Fix s ∈ S and
b ∈ V such that f(s) = ϕ(b). Put
f˜(±αs) := ±
∑
γ∈Stab (s) γαb−
∑
γ∈Stab−(s) γαb∣∣Stab (s) ∪ Stab−(s)∣∣ ∀α ∈ Γ
The definition above gives rise to a well-defined R–linear and Γ–equivariant map
RΓs → V . Since P is a direct sum of spaces of type RΓ, s ∈ S, we obtain a
Γ–equivariant map f˜ :P → V . Finally, it is easy to see that ϕ ◦ f˜ = f . 
In particular, if Γ acts freely on S, then C∗(S) → R → 0 is a Γ–projective
resolution of the trivial Γ–module R.
We also have a normed version of projectivity.
Definition 2.1.3. Let Γ be a discrete group. A bounded Γ-module V is an
R–normed space equipped with a (left) Γ-action of equibounded automorphisms, i.e.
there exists L > 0 such that
‖γ · v‖ ≤ L‖v‖ ∀v ∈ V, γ ∈ Γ.
A bounded Γ–complex is a complex of bounded Γ–modules with Γ–equivariant
bounded boundary operators.
Definition 2.1.4. A map ϕ :V →W between normed spaces is undistorted if
there exists K > 0 such that, for every w ∈W in the image of ϕ, there exists v ∈ V
such that
ϕ(v) = w, ‖v‖ ≤ K‖w‖.
Definition 2.1.5. A bounded Γ–module P is b–projective if, given any surjec-
tive undistorted bounded Γ–map ϕ :V → W and any bounded Γ–map f :P → W ,
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there exists a bounded Γ–map f˜ :P → V making the following diagram commute
(11)
V
P
f˜
>
f−→ W.
∨
ϕ
Given a module M , a bounded Γ–resolution for M is an exact bounded Γ–
complex
· · ·Ek → · · · → E0 →M → 0.
A b–projective resolution of M is a bounded Γ–resolution of M where all the Ei
are b–projective and all maps are undistorted.
Given (bounded) Γ–modules V and W , we denote by Hom (b)(V,W ) the space of
all (bounded) R–linear homomorphisms from V toW , and we denote by Hom Γ(b)(V,W )
the subspace of Hom (b)(V,W ) whose elements are Γ–equivariant.
The following lemma is a simple exercise in homological algebra:
Lemma 2.1.6. Given two (b–)projective Γ–resolutions EM and E
′
M of the same
module M , there exists a (bounded) chain Γ–map ϕ∗ :EM → E′M which extends the
identity on M . This map is unique up to (bounded) Γ–homotopy.
Dually, if V is any (bounded) Γ–module and ϕ1, ϕ2 :EM → E′M are as above,
there is a (bounded) Γ–homotopy between ϕ∗1, ϕ∗2 : Hom
∗
(b)(E
′
M , V )→ Hom ∗(b)(EM , V ).
Notice that, for every Γ–set S, the space RS is a bounded Γ–module and C∗(S)
is a bounded Γ–complex with undistorted maps. Lemma 2.1.2 admits an obvious
normed analogue for b–projective Γ–modules, and an almost identical proof applies.
Hence, if Γ acts on S as in Lemma 2.1.2, it follows that C∗(S) provides a Γ–projective
and Γ–b–projective resolution of R.
Definition 2.1.7. Let Γ be a group, and let Γ′ := {Γi}i∈I be a finite non-empty
parametrized family of subgroups (this means that we allow repetitions among the
Γi). We call such (Γ,Γ
′) a group pair.
Definition 2.1.8. Given a group pair (Γ,Γ′), let IΓ be the Γ–set
⊔
i∈I Γ ∼ Γ×I
(where Γ acts on IΓ by left translation of each copy of Γ). We consider the complex
St = St ∗(IΓ) := C∗(Γ× I).
Let St ′ := St ′(Γ,Γ′) be the Γ-subcomplex of St with basis given by the tuples
(x0, . . . , xk) ∈ (Γ× I)k+1 for which there exists i ∈ I such that xj ∈ Γ× {i} for all
0 ≤ j ≤ k and xj ∈ x0Γi for every 1 ≤ j ≤ k. Finally, let St rel∗ := St rel∗ (Γ,Γ′) :=
St ∗/ St ′∗ be the quotient Γ–complex. If V is a (bounded) Γ–module, the (bounded)
cohomology of the group pair (Γ,Γ′) with coefficients in V is the cohomology
of the cocomplex
St rel ∗(b) (Γ,Γ
′;V ) := Hom Γ(b)( St
rel
∗ , V ),
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and it is denoted by H∗(b)(Γ,Γ
′;V ).
The natural basis of St ′ extends to the natural basis of St . It follows that
the complex St rel∗ is provided with a natural basis and `1–norm. We can therefore
equip St rel ∗(b) (Γ,Γ
′;V ) with the corresponding `∞ norm, which descends to a semi-
norm on H∗(b)(Γ,Γ
′;V ). Since Γ acts freely on the basis of St ∗, the same is true for
the basis of St rel∗ . Hence Lemma 2.1.2 applies, and the modules of St rel ∗(b) are all
Γ–projective.
A diagram chasing argument ([MY, Section 8.3]) provides an exact sequence:
· · · St relk → · · · → St rel1 → ∆→ 0,
where ∆ := ker (R(Γ/Γ′)→ R). By the normed version of Lemma 2.1.2, the modules
of St relk (Γ,Γ
′) are b–projective. Mineyev and Yaman also proved that the boundary
maps of the complex St rel∗ → ∆→ 0 are undistorted, hence the resolution St rel∗ is
b–projective (see [MY, Section 8.3]). It follows by Lemma 2.1.6 that the relative
(bounded) cohomology of (Γ,Γ′) is computed by any Γ–equivariant (b-)projective
resolution of ∆ up to canonical (bilipschitz) isomorphism. Even if we don’t actually
use the fact that St rel∗ provides a b–Γ–projective resolution of ∆, we will use the
following result (proven in [MY, Section 10]). For completeness we provide a proof
of it in Addendum I (Section 2.8 of this chapter).
Proposition 2.1.9. [MY, The relative cone] Fix y ∈ IΓ. There is a (non
R–linear) map:
[y, ·] rel : St rel1 → St rel2
called the relative cone, such that ‖[y, b] rel ‖ ≤ 3‖b‖ for all b ∈ St rel1 and ∂[y, z] = z
for any cycle z ∈ St rel1 with respect to the augmentation map: St rel1 → ∆.
It follows in particular that
Corollary 2.1.10. [MY, Equation (29), p. 38] Fix y ∈ IΓ. Let β ∈ St rel2 (Γ,Γ;V ).
Then: β − [y, ∂β] rel ∈ St rel2 (Γ,Γ;V ) is a cycle, and therefore also a boundary by
the exactness of St rel∗ . Hence, if α ∈ St 2b(Γ,Γ′;V ) is a cocycle, we have
(12) 〈α, β〉 = 〈α, [y, ∂β] rel 〉 .
Remark 2.1.11. A more general notion of relative bounded cohomology for
pairs of groupoids is developed in [Bla14]. By unravelling the definition of relative
bounded cohomology given in [Bla14, Definition 3.5.1 and 3.5.12], it is possible
to see that those definitions are isometrically isomorphic. We refer the reader to
Proposition 2.9.1 in Addendum II (Section 2.9 of this chapter).
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2.2. Hyperbolic group pairs and cusped-graph construction
Given a (possibly non-simplicial) graph G, we denote by d := dG the graph-
metric on G. This is the path-metric on G induced by giving length 1 to every edge
in G. Now, let Y be a simplicial complex, with 1–skeleton Y (1) = G. Given a vertex
v0 ∈ Y (0) and a number R ≥ 0, we define the ball BR(v0) with radius R centered in
v0 as the full subgraph of Y whose vertex set is {v ∈ Y (0) = G(0) : dG(v, v0) ≤ R}.
Notice that this definition is slightly in contrast with the usual notion of balls in
metric spaces, since we do not equip the whole Y with a metric if dimY ≥ 2 and,
even if Y = G, there could be a point p in the middle of an edge e such that
p ∈ BR(v0), but dG(p, v0) > R. More generally, if A ⊆ Y (0) and r ∈ N, we denote
by Nr(A) the full subcomplex of Y whose vertex set is
{
v ∈ Y (0) : dG(v,A) ≤ r
}
.
Let S 63 1 be a symmetric finite generating set of a group Γ, and consider the
associated simplicial Cayley graph Gsimp(Γ, S). This is the simplicial graph (i.e.
no double edges allowed) whose vertex set is Γ, and with a single edge connecting γ1
with γ2 in Γ if and only if γ1γ
−1
2 ∈ S. In Section 2.7 we will consider a non-simplicial
version of that graph.
There are many equivalent definitions of relative hyperbolicity for a group pair
(Γ,Γ′). We choose the one introduced in [GM08, p. 21, Definition 3.12; p. 25,
Theorem 3.25(5)] which is based on the following cusped-graph construction. In
particular, we will restrict our attention to the case when Γ is finitely generated
and Γ′ is a finite family of finitely generated subgroups of Γ. A (combinatorial)
horoball H = H (G) on a graph G is the graph whose vertex set is parametrized
by G0 × N, and with the following edges:
• the full subgraph of H whose vertex set is G(0) × {0} is a copy of G;
• there is a single edge between (g, n) and (g, n+1), for every (g, n) ∈ G×N;
• there is a single edge between (g, n) and (h, n) if and only dG(g, h) ≤ 2n.
Definition 2.2.1 (cusped-graph). Let (Γ,Γ′ = {Γi}i∈I) be a group pair of
finitely generated groups, and consider a symmetric finite generating set S 63 1
of Γ such that S ∩ Γi is a finite generating set of Γi for every i (i.e. S is compat-
ible). For every i ∈ I, we consider a horoball H (gΓi) associated with every coset
gΓi of Γi in Γ, and we glue the horoballs to G
simp(Γ, S) in the obvious way (see
[GM08, p. 18] for more details). We obtain in this way the cusped-graph X.
Remark 2.2.2. Notice that, by our definition, a cusped-graph is necessarily
simplicial. Groves and Manning explicitely allow multiple edges in their definition
of cusped-graph. We avoid double edges because we want to consider a cusped-graph
as contained in every Rips complex over it (see the next section). By Remark 2.5.4,
we can apply all relevant results of [GM08] also in our setting.
We denote by the triple (g, i, n) ∈ Γ × I × N a vertex of the cusped-graph.
Notice that (g, i, 0) and (g, j, 0) denote the same vertex for all i, j ∈ I. We call the
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parameter n in (g, i, n) the height of the vertex (g, i, n). Given a natural number n
and a horoball H , the n–horoball associated with H is the full subgraph Hn of X
whose vertices are the ones contained in H with height at least n.
We will need the following result from [GM08].
Proposition 2.2.3. [GM08, Lemma 3.26] If a cusped-graph X is δ–hyperbolic
and C > δ, then the C–horoballs are convex in X.
Definition 2.2.4. ([GM08, Definition 3.12; Theorem 3.25(5)]) Let (Γ,Γ′) be a
group pair of finitely generated groups. The pair (Γ,Γ′) is (relatively) hyperbolic
if the cusped-graph of (Γ,Γ′) is a Gromov hyperbolic metric space (with the graph
metric).
2.3. Rips complexes on cusped graphs
Definition 2.3.1. Given a graph G and a parameter 1 ≤ κ ∈ N, the Rips
complex Rκ(G) on G is the simplicial complex with the same 0–skeleton as G,
and an n–dimensional simplex for every set of n+ 1 vertices whose diameter (with
respect to the metric of G) is at most κ.
Notice that, since k ≥ 1, G is naturally a subcomplex of Rκ(G). We need the
following fundamental result about Rips complexes over Gromov hyperbolic graphs.
Lemma 2.3.2. Let G be a δ–hyperbolic graph. Then Rκ(G) is contractible for
every κ ≥ 4δ + 6.
By considering the proof of Lemma 2.3.2 given in [BH99, Proposition 3.23], it
is possible to derive a more precise version of this lemma (see Corollary 2.3.9).
Notation 2.3.3. Let G be a graph, and let R = Rκ(G) be a Rips complex
over G. Then G and R induce two metrics dG and dR on G
(0) = R(0). For
R ≥ 0 and a vertex v0, we denote the full subcomplex of R whose vertex set is
{x ∈ G(0) : dG(x, x0) ≤ R} by BGR(v0), and refer to it as a G–ball.
Given a Rips complex Rκ(G) over G, we have, for every l ∈ N and every vertex
v, the equality
(13) BGlκ(v) = Bl(v).
Definition 2.3.4. Given a topological space Z and two subspaces W1 and W2,
we say that there is a homotopy from W1 to W2 if the inclusion W1 ↪→ Z is homotopic
to a map f :W1 → Z whose image is W2.
A simplex in a simplicial complex Z is determined by the set of its vertices. If
x0, . . . , xn are non-necessarily distinct vertices in Z, we denote by [x0, . . . , xn] the
corresponding simplex (if there is one). Notice that the dimension of [x0, . . . , xn]
could be less than n.
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Definition 2.3.5. If Z is a simplicial complex, W1 and W2 are subcomplexes of
Z, and w1 ∈ W1 \W2 and w2 ∈ W2 are vertices, we say that W2 is obtained from
W1 by pushing w1 toward w2 if the following conditions hold:
(1) for every set of vertices {x0, . . . , xn} ∈ Z(0) \ {w1}, [x0, . . . , xn, w1] is a
simplex in W1 if and only if [x0, . . . , xn, w2] is a simplex in W2;
(2) in that case, [x0, . . . , xn, w1, w2] is a simplex in Z.
Notice that it follows that W
(0)
2 =
(
W
(0)
1 \ {w1}
)
∪ {w2}. Under the conditions
of Definition 2.3.5, there is an obvious simplicial homotopy from W1 to W2.
Lemma 2.3.6. [BH99, Proposition 3.23] Let G andRκ = Rκ(G) be as in Lemma
2.3.2. Let K be a compact subcomplex ofRκ, and let v0 ∈ R(0)κ be a vertex. Then, it
is possible to inductively homotope the complex K into a sequence of subcomplexes
K0 = K, K1, . . . , Km = {v0} in such a way that:
(1) there is a sequence of vertices xi ∈ K(0)i such that
dG(v0, xi) = max{dG(v0, y) : y ∈ K(0)i },
(2) Ki+1 is obtained from Ki by pushing xi toward some vertex yi such that
dG(v0, yi) < dG(v0, xi).
Corollary 2.3.7. Let G be a δ–hyperbolic locally compact graph and let κ ≥
4δ + 6. Then for every R ≥ 0 every G–ball BGR(v0) ⊆ Rκ(G) is a contractible
topological space.
Proof. In the notations of Lemma 2.3.6 simply note that, by point (2), the Ki
are contained in BGR(v0). 
Given a Rips complex Rκ(X) over some cusped space X, an (n–)horoball of
Rκ(X) is the full subcomplex of Rκ(X) having the same vertices of an (n–)horoball
of X.
Remark 2.3.8. From now on we fix a constant C > δ.
Corollary 2.3.9. Let X be the cusped space of a relatively hyperbolic group
pair (Γ,Γ′) (with respect to some finite generating set S as described above) and let
δ be a hyperbolicity constant of X, which we can assume to be an integer. Then,
for κ ≥ 4δ + 6, the Rips complex R = Rκ(X) is contractible, with contractible
C–horoballs. Moreover, the balls of Rκ(X) are also contractible.
Proof. The last assertion follows from Corollary 2.3.7 and Equation (13). Now,
let K be a compact subcomplex contained in some C–horoballHC (recall thatHC is
convex). Let vL = (g, i, n) be the lowest vertex ofK, and letD := max{dX(vL, v) : v ∈
K(0)}. Then, it is easy to see that K is contained in the X–ball BXD+1(g, i, n+D).
Put r := D+ 1 and v0 := (g, i, n+D). Then, the X–ball B
X
r (v0) contains K and is
contained in HC−1.
2.4. FILLING INEQUALITIES ON Rκ(X) 35
With notation as in Lemma 2.3.6, consider the sequence of compact sets K1, . . . ,
Km which collapses to the point v0. Those Ki are contained in B
X
r (v0) ⊆ HC−1.
We now prove that the Ki are actually contained in HC . Indeed, K1 ⊆ HC by
hypothesis. Suppose by induction that Ki contains no vertices of height C − 1, and
suppose that the vertex wi+1 ∈ Ki+1 \ Ki has height C − 1. Let wi ∈ Ki be a
vertex such that dX(wi+1, v0) < dX(wi, v0). Then we get a contradiction, because
dX(wi+1, v0) ≥ height(v0)− (C − 1) ≥ r, and dX(wi, v0) ≤ r because Ki ⊆ BXr (v0).
Hence K is contractible in HC . By the arbitrariness of the compact subcomplex
K, it follows that all homotopy groups of HC are trivial and the conclusion follows
by Whitehead’s Theorem.

Notice that, in order to prove that C–horoballs are contractible, we have actually
proved the following more precise statement.
Proposition 2.3.10. Every compact complex K in some C–horoball HC is con-
tained in a contractible space BXr (v0) ∩HC , for some r > 0, whose diameter in Rκ
is linearly bounded by the diameter of K.
2.4. Filling inequalities on Rκ(X)
If Y is a CW -complex, we denote by C∗(Y ) the real cellular chain-complex of
Y , i.e. the complex H∗(Y (∗), Y (∗−1)) with real coefficients. We denote by Zk(Y )
the subspace of cycles of Ck(Y ). There will be no confusion with the notation of
Section 2.1. Notice that, if Y is a simplicial complex, the cellular chain-complex
· · ·C2(Y ) → C1(Y ) → C0(Y ) → R → 0 is identifiable with the simplicial chain-
complex of oriented simplices. This is the chain-complex whose k–th module is the
real vector space generated by tuples (y0, . . . , yn) up to the identification
(y0, . . . , yi, . . . , yj , . . . , yn) = −(y0, . . . , yj , . . . , yi, . . . , yn)
(see [Mun84, Chapter 1, paragraph 5] for more details).
We see a simplicial chain c ∈ Ck(Y ) as a finitely supported map from the set of
n–dimensional oriented simplices of Y to R, and we define the support Supp (c) of c
as the set of unoriented n–dimensional simplices ∆ of Y such that c(σ) 6= 0, where σ
is one of the two oriented simplices over ∆. By maxh c (minh c) we mean the height
of the highest (lowest) vertex of simplices in Supp (c). We denote by Supp (0)(c) the
set of vertices that belong to some simplex in Supp (c). If A is a subset of Y and
c =
∑
i λiσi is a simplicial k–chain, we define the restriction of c to A as the chain
c∣∣A := ∑
i :σ
(0)
i ⊆A
λiσi.
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A local lemma. From now on we assume that Rκ = Rκ(X) satisfies the hy-
potheses of Corollary 2.3.9. Recall that C is a fixed constant greater than δ.
Lemma 2.4.1 (Local lemma). For every i ≥ 0, there are non–decreasing func-
tions:
R :N→ N Mloc :N× N→ R≥0
such that, for every D ∈ N≥1, v0 ∈ R(0)κ and z ∈ Zi(Rκ) such that Supp z ⊆ BD(v0),
there is a ∈ Ci+1(Rκ) such that:
(1) ∂a = z;
(2) Supp a ⊆ BR(D)(v0);
(3) ‖a‖ ≤Mloc(D,maxh(z))‖z‖;
(4) if z is contained in some C–horoball, then a is contained in the same C–
horoball.
Proof. Fix integers h,D and j ∈ I. Let c1, . . . , cn be the collection of the
i–dimensional simplices contained in BD((1, j, h)). Let z1, . . . , zm be a basis of the
subspace of cycles in 〈c1, . . . , cn〉R, which extends bases of the spaces of cycles con-
tained in the C–horoballs. We choose a1, . . . , am so that ∂a1 = z1, . . . , ∂am = zm.
If zk is not contained in any C–horoball, the chain ak may be chosen in BD((1, j, h)),
since this is contractible by Corollary 2.3.9. Otherwise, if zk is contained in some
C–horoball, we take ak in the subcomplex B
X
r (v0) contained in that horoball, as
described in Proposition 2.3.10.
We extend the map zk 7→ ak by linearity, obtaining a linear map θh,j,D between
normed spaces, where the first one is finite dimensional. Therefore θh,j,D is bounded.
Let now z be a cycle in Ci(Rκ) with diam( Supp z) ≤ D, and maxh(z) ≤ H.
Up to Γ–action, we may suppose that z contains a vertex of the form (1, j, h) for
some h ≤ H, and j ∈ I. It follows that Supp z ⊆ BD((1, j, h)). Then we put a :=
θh,j,D(z). Since (h, j) is an element of the finite set {1, 2, . . . ,H}× I, we may bound
the norm of a uniformly, and put Mloc(D,H) := max{‖θh,j,D‖ :h ≤ H, j ∈ I}. 
Finite sets of geodesic segments in hyperbolic spaces and filling in-
equalities. Let α1, .., αn be geodesic segments in a hyperbolic space. We will
prove that the set α1 ∪ · · · ∪ αn is contained in a suitable neighborhood of a graph
whose vertices are far from each other, segments are close to each other only near
to the vertices, and there is at most one edge for every pair of vertices.
Let k ≥ 2, or k = 1 and n ≤ 3 and let z be a k–dimensional cycle. If Supp z
is contained in an L–neighborhood of a set of n geodesic segments, we will be able
to express it as a sum of edge-cycles and vertex-cycles, that we can fill using the
Local Lemma 2.4.1 and Corollary 2.4.3 respectively. Therefore we will be able to fill
z with some control of its norm, as described in Theorem 2.4.5 and Theorem 2.4.6.
Some of the methods of this section are inspired by the proof of [Min99, Lemma
5.9].
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Let [0, |γ|] 3 t 7→ γ(t) be an arc-length parametrization of a geodesic segment
γ (where |γ| is the length of γ) in some metric space W . Let x = γ(t), for some
t ∈ [0, |γ|], and let s ∈ R. By “γ(x+s)” we mean the point γ(t+s), if this is defined.
Otherwise, if t + s > |γ| (t + s < 0) we put γ(t + s) := γ(|γ|) (γ(t + s) := γ(0)). If
t < r and y = γ(r), by γ∣∣∣[x,y] we mean the restriction of γ to the interval [t, r] (or
its image in W ).
Lemma 2.4.2. Let i ≥ 1. Then there are functions R :N → N, D :N → N and
L :N × N → R which satisfy the following properties: let z ∈ Zi(Rκ) be such that
Supp z ⊆ NS(γ), for some geodesic segment γ and S ∈ N. Then, for R = R(S) and
D = D(S) there is an expression
z =
∑
k
zk
where the zk are cycles such that
(1) Supp zk ⊆ BR(xk), where xk := γ(kD +D/2);
(2)
∑
k ‖zk‖ ≤ L(S,maxh(z))‖z‖;
(3) if Supp z ⊆HC for a C–horoball HC , then the same is true for every zk.
Proof. Take D ≥ 2S + 3. Let yk := γ(kD). We put
zk := z
∣∣B(k+1)D(y0) − z∣∣BkD(y0).
In other words, zk is the restriction of z to the set of simplices contained inB(k+1)D(y0)
that are not contained in BkD(y0). It follows immediately that z =
∑
k zk. Let us
put:
R := D/2 + 2S, r := S + 1.
Notice that D > 2S + 2 = 2r. We have:
(14) Supp zk ⊆ NS(γ) ∩
(
B(k+1)D(y0) \BkD−1(y0)
) ⊆ BD/2+2S(xk) = BR(xk).
In fact, let v be a vertex in NS(γ) ∩
(
B(k+1)D(y0) \BkD−1(y0)
)
. Let x ∈ γ be
such that d(v, x) ≤ S. Notice that x ∈ B(k+1)D+S(y0) \BkD−1−S(y0), i.e. kD−S ≤
d(y0, x) ≤ (k+1)D+S. Hence d(x, xk) ≤ D/2+S, and d(v, xk) ≤ d(v, x)+d(x, xk) ≤
D/2 + 2S, whence the second inclusion in (14) follows. It follows from (14) that
(15) ‖zk‖ ≤ ‖z∣∣BR(xk)‖.
Now, from the first inclusion of (14) we get
Supp (0)(∂zk) ⊆
NS(γ) ∩
({
x ∈ R(0)κ (X) : kD ≤ d(y0, x) ≤ kD + 1
}
unionsq
unionsq
{
x ∈ R(0)κ (X) : (k + 1)D − 1 ≤ d(y0, x) ≤ (k + 1)D
})
⊆
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⊆ BS+1(γ(kD)) unionsqBS+1(γ((k + 1)D)) = Br(yk) unionsqBr(yk+1).
Therefore, since Br(yk) and Br(yk+1) are disjoint, we can put
∂zk = b
′
k + bk Supp b
′
k ⊆ Br(yk), Supp bk ⊆ Br(yk+1).
Notice that ‖b′k‖+ ‖bk‖ = ‖b′k + bk‖ ≤ (n+ 1)‖zk‖ ≤ (n+ 1)‖z∣∣BR(xk)‖. We have
0 = ∂z =
∑
k
∂zk =
∑
k
bk + b
′
k =
∑
k
bk + b
′
k+1.
By looking at supports, we note that it follows that bk = −b′k+1. Since b′k + bk is a
cycle (in the augmented simplicial chain-complex of Rκ) and bk and b
′
k have disjoint
supports, it follows that bk and b
′
k are cycles too, if their dimension is at least 1.
The same is true if the b
(′)
k are 0–dimensional. Indeed, it is easy to see that b
′
0 = 0,
hence b0 = b
′
1 is a cycle. By induction, if b
′
k is a cycle, it follows that bk = b
′
k+1 is a
cycle too. Hence all the b
(′)
k are cycles.
We fill bk and b
′
k by a
′
k and ak using the local lemma, and we also require that
a′k = −ak−1. Since bk and b′k have diameter bounded by 2r, by the local lemma
we have a function L(S, ·) := Mloc(2r, ·) = Mloc(2(S + 1), ·) such that ‖ak‖ ≤
L(S,maxh(bk))‖bk‖. If H = maxh(z), then
(16) ‖ak‖ ≤ L(S,maxh(bk))‖bk‖ ≤ L(S,H)(n+ 1)‖z∣∣BR(xk)‖.
Hence also
(17) ‖a′k‖ = ‖ak−1‖ ≤ L(S,H)(n+ 1)‖z∣∣BR(xk−1)‖.
We put
zk := zk − a′k − ak.
By (15), (16) and (17), there is a function L′ :N× N→ R such that
‖zk‖ ≤ L′(S,H)‖z∣∣BR+D(xk)‖.
We have ∂zk = bk + b
′
k − b′k − bk = 0, and∑
k
zk =
∑
k
(
zk − a′k − ak
)
=
∑
k
zk −
∑
k
(
a′k + ak
)
= z −
∑
k
(
a′k + ak−1
)
= z.
Finally, since the balls BR+D(xk) and BR+D(xk+5) have disjoint supports (because
4S < 2D ⇒ 2R = D + 4S ≤ 3D ⇒ 2(R+D) ≤ 5D), we have∑
k
‖z∣∣BR+D(xk)‖ =
4∑
j=0
∥∥∥ ∑
k=j mod 5
z∣∣BR+D(xk)∥∥∥ ≤ 5‖z‖.
Therefore, Condition (2) in the statement holds with L(S,H) = 5L′(S,H). Fi-
nally, (3) follows from the local lemma. 
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Corollary 2.4.3. For every i ∈ N there are functions S′ :N→ N and Mthin :N×
N → R such that, for every geodesic segment γ and every cycle z ∈ Zi(Rκ) with
Supp z ⊆ NS(γ) for some S ≥ 0, there is a filling a of z with Supp a ⊆ NS′(γ) and
such that
‖a‖ ≤Mthin(S,maxh(z))‖z‖.
Moreover, we may impose that a is contained in a C–horoball HC , if the same is
true for z.
Proof. Split z as the sum of the cycles zk as in the previous lemma. Now,
let R = R(S) be as in the previous lemma. If Supp z ∩ BR(xk) 6= ∅, we have
maxh(zk) ≤ maxh(BR(xk)); otherwise it is clear from the construction of zk that
zk = 0. In any case we have maxh(zk) ≤ maxh(z) + 2R. Moreover, by (1) of the
previous lemma, max diam( Supp (zk)) ≤ 2R. Fill zk with ak as in the local lemma,
and put a =
∑
k ak. Let Mloc :N× N→ R be as in the local lemma. Hence
‖a‖ ≤
∑
k
‖ak‖ ≤
≤Mloc(maxdiam(zk),maxh(z) + 2R)
∑
k
‖zk‖ ≤
≤Mloc(2R,maxh(z) + 2R) L(S,maxh(z))‖z‖.
So we can put Mthin(S, h) := Mloc(2R, h+ 2R)L(S, h). 
The next lemma holds for every δ–hyperbolic space X.
Lemma 2.4.4. Let α1, . . . , αn be n geodesic segments. Then, for every 10δ ≤
S ∈ N, there exist constants R = R(S, n), p = p(S, n), q = q(S, n), points x1, . . . ,
xp ∈ X and geodesic segments γ1, . . . , γq such that⋃
k
αk ⊆
p⋃
i=1
BR(xi) ∪
q⊔
j=1
N2δ(γj)
where the γj are S–far from each other.
Proof. We prove the statement by induction on n. The case n = 1 is obvious.
Suppose that the statement is proved for n− 1 segments, and put
p = p(2S + 6δ + 1, n− 1) q = q(2S + 6δ + 1, n− 1).
Hence we have balls BR(x1), . . . , BR(xp) and geodesic segments γ1, . . . , γq associated
with α1, . . . , αn−1 as in the statement. We fix an orientation on αn and for every
1 ≤ j ≤ q such that d(αj , αn) ≤ S (here d denotes the distance between sets) we
denote by xj (resp. yj) the first (resp. the last) point on αn such that d(xj , γj) ≤ S,
d(yj , γj) ≤ S. By hyperbolicity, it is easy to see that
αn∣∣[xj+S+δ,yj−S−δ] ⊆ N2δ(γj)
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(some of these intervals may be empty). The orientation of αn induces a total
ordering of its vertices. Since the γj are (2S+ 6δ+ 1)–far from each other, we claim
that, up to reindexing, we have
x1 ≤ y1 ≤ x2 ≤ y2 ≤ · · · ≤ xk ≤ yk
for k ≤ n−1. Indeed, xj ≤ yj by definition. Moreover, the points between xj and yj
are (S + 3δ)–close to γj . Since there cannot be points in X that are (S + 3δ)–close
to two different γj , we have [xj , yj ] ∩ [xk, yk] = ∅, for j 6= k, whence the claim.
The segments of type αn∣∣[yj+S+δ, xj+1−S−δ] (where by y0 and xk+1 we mean the
left and right extreme of αn respectively) are S–far from all the γj and (2S+2δ)–far
from each other. Adding to the γj the segments of type αn∣∣[yj+S+δ,xj+1−S−δ] and to
the BR(xi) the balls of type BS+δ(xj), BS+δ(yj) we complete the inductive step. 
We now consider the problem of filling “graph-like” cycles into graph-like chains.
We need to consider separately the 1–dimensional case and the higher dimensional
cases.
Theorem 2.4.5. Let n, k, L ∈ N, k ≥ 2, and let C ∈ N be as in Remark 2.3.8.
Then there exists L′ = L′(n, k, L) ∈ N such that, for every cycle z ∈ Zk(Rκ) and
every family of geodesic segments α1, . . . , αn such that Supp z ⊆ NL(α1∪ . . .∪αn),
there exists a ∈ Cn+1(Rκ) with ∂a = z such that
(18) Supp a ⊆ NL′(α1 ∪ . . . ∪ αn).
Moreover, there exists a function Mgraph = Mgraph (n, k, L) :N→ N such that
(19) ‖a‖ ≤Mgraph(maxh(z))‖z‖.
Finally, we can require that, if z is contained in some C–horoball, a is contained
in the same C–horoball.
Proof. Let N 3 S = 2L+ δ + 1. Let R = R(S, n), p = p(S, n) and q = q(S, n)
be as in Lemma 2.4.4, in such a way that for some vertices xi and geodesic segments
γj which are S–far from each other
(20)
⋃
k
αk ⊆
p⋃
i=1
BR(xi) ∪
q⊔
j=1
N2δ(γj).
Let z be a cycle whose support is contained in the L–neighborhood of the αi.
Hence
(21) Supp z ⊆
p⋃
i=1
BR+L(xi) ∪
q⊔
j=1
N2δ+L(γj).
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The fact that the N2δ+L(γj) are pairwise disjoint is a consequence of our require-
ments on S. By suitably choosing a subset I of {1, . . . , p}, we get that there exists
R + L + 1 ≤ R′ ≤ 3|p|(R + L + 1) such that the balls BR′(xi), i ∈ I, are disjoint,
and
⋃p
i=1BR+L+1(xi) ⊆
⊔
i∈I BR′(xi) (indeed, the case p = 1 is trivial. Other-
wise, if two balls BR+L+1(xi1) and BR+L+1(xi2) are not disjoint we consider the
balls B3(R+L+1)(xi), for every i 6= i2. We have that BR+L+1(xi1) ∪ BR+L+1(xi2) ⊆
B3(R+L+1)(xi1). Then we continue by reverse induction on p). Therefore
(22) Supp z ⊆
p⋃
i=1
BR+L+1(xi) ∪
q⊔
j=1
N2δ+L(γj) ⊆
⊔
i∈I
BR′(xi) ∪
q⊔
j=1
N2δ+L(γj).
Put
z′ := z∣∣⊔N
j=1N2δ+L(γj)
.
We have a unique expression
z′ =
q∑
j=1
zγj where Supp zγj ⊆ N2δ+L(γj).
By (22) and the definition of z′ we get
Supp ∂zγj ⊆
⊔
i∈I
BR′(xi).
Hence we can put:
(23) ∂zγj =
∑
i∈I
bij Supp b
i
j ⊆ BR′(xi)
(this expression being unique). Notice that, since k ≥ 2, by (23) and the disjointness
of the BR′(xi), i ∈ I, the bij must all be cycles. Let aij , i ∈ I, be such that ∂aij = bij
as in the local lemma. By definition of z′,
Supp (z − z′) ⊆
⊔
i∈I
BR′(xi).
For i ∈ I, let zi be the restriction of z − z′ to BR′(xi). Then
z − z′ =
∑
i∈I
zi
and
0 = ∂z = ∂(z − z′) + ∂z′ =
∑
i∈I
∂zi + q∑
j=1
bij
 = ∑
i∈I
∂
zi + q∑
j=1
aij

⇒ ∂
zi + q∑
j=1
aij
 = 0 ∀i ∈ I,
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the implication being true because the BR′(xi) are disjoint. The chain zγj = zγj −∑
i∈I a
i
j is a cycle (by (23)), and zi = zi +
∑q
j=1 a
i
j , for i ∈ I, is also a cycle by the
equality above. By summing, we get
q∑
j=1
zγj +
∑
i∈I
zi =
q∑
j=1
(
zγj −
∑
i∈I
aij
)
+
∑
i∈I
zi + q∑
j=1
aij
 =
=
q∑
j=1
zγj +
∑
i∈I
zi −
q∑
j=1
∑
i∈I
aij +
∑
i∈I
q∑
j=1
aij =
q∑
j=1
zγj +
∑
i∈I
zi = z.
For every i, Supp zi ∪
⋃
j Supp b
j
i ⊆ BR′(xi). By the local lemma, there is a
constant R′′ = R′′(R′) such that
⋃
j Supp a
j
i ⊆ BR′′(xi), hence Supp zi ⊆ BR′′(xi)
too. Analogously, we have Supp zγj ∪
⋃
i b
i
j ⊆ N2δ+L(γj), hence also Supp zγj ⊆
Supp zγj ∪
⋃
i a
i
j ⊆ NS′(γj), where we can put S′ = max {2δ + L, R′′} .
We fill the zi and the zγj by ai and aγj as in the local lemma and Corollary 2.4.3
respectively, and put
a :=
∑
i∈I
ai +
q∑
j=1
aγj .
By the local lemma again, the filling ai of zi has support contained in some BR′′′(xi),
where R′′′ only depends on R′′. Finally, by Lemma 2.4.3, we get that Supp aγj ⊆
NS′′(γj), for some S
′′ which only depends on S′. Hence Condition (18) is easily
verified, and we can put L′ = max{S′′, R′′′}.
In order to check the condition about the horoballs note that, if z is contained
in some C–horoball, then all the zγj and zi are contained in the same C–horoball.
Hence, by (4) in the local lemma and (3) in Corollary 2.4.3, the same is true for the
ai and the aγj .
We are finally left to prove (19). Let
K := max{Mthin(S′′,maxh(z) + S′′), Mloc(2R′′,maxh(z))},
where Mthin is the function of Corollary 2.4.3 and Mloc :N× N→ R is the function
of Point (3) of the local lemma. Then
‖a‖ ≤
∑
i∈I
‖ai‖+
q∑
j=1
‖aγj‖ ≤ K
∑
i∈I
‖zi‖+
q∑
j=1
‖zγj‖
 ,
∑
i
‖zi‖ ≤
∑
i
‖zi‖+
∑
ij
‖aij‖,
∑
j
‖zγj‖ ≤
∑
j
‖zγj‖+
∑
ij
‖aij‖.
By the disjointness of the supports of the zi and the zγj we get∑
i
‖zi‖ = ‖
∑
i
zi‖ ≤ ‖z‖
∑
j
‖zγj‖ = ‖
∑
j
zγj‖ ≤ ‖z‖.
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Now, from the construction of the bij , we get maxh(b
i
j) ≤ maxh(z). Since the aij fill
the bij as in the local lemma, we get∑
ij
‖aij‖ ≤Mloc(R′,maxh(z))
∑
ji
‖bij‖,
because the bij are contained in balls of radius R
′. 
Let us now consider the 1–dimensional case.
Theorem 2.4.6. Let L ∈ N. Then there exists L′ = L′(L) ∈ N such that, for
every cycle z ∈ Z1(Rκ) and every geodesic triangle of vertices v1, v2, v3 ∈ Rκ such
that Supp z ⊆ NL([v1, v2] ∪ [v2, v3] ∪ [v1, v3]), there exists a ∈ C2(Rκ) with ∂a = z
and such that
(24) Supp a ⊆ NL′([v1, v2] ∪ [v2, v3] ∪ [v1, v3]).
Moreover, there exists a function M1graph :N× N→ R, such that
(25) ‖a‖ ≤M1graph(L,maxh(z))‖z‖.
Finally, we can require that, if z is contained in some C–horoball, a is contained
in the same C–horoball.
Remark 2.4.7. Actually, it may be proven that the inequality (25) does not
depend on maxh(z) (see [GM08, Theorem 3.25(7)]). However, we don’t need this
fact.
Proof. Choose x ∈ [v1, v2] such that d([v3, v1], x) ≤ δ, d([v3, v2], x) ≤ δ. Also
denote by yi a vertex of [vi, v3] such that d(x, yi) ≤ δ, i = 1, 2. Let R = 10(δ + L).
Let [x, v3] be a fixed geodesic. We understand that [x, v1] ⊆ [v1, v2], [x, v2] ⊆ [v1, v2].
For i = 1, 2, 3, put v′i = [x, vi](R) if possible. Let γi = [vi, v
′
i] ⊂ [x, vi] if v′i is defined.
Otherwise, put γi = ∅. Obviously d(γ1, γ2) = [v′1, v′2] = 2R (if both γ1 and γ2 are
non-empty).
Fix i ∈ {1, 2} and suppose γi 6= ∅ 6= γ3 (i.e. both v′i and v′3 are defined). Let
v′′i ∈ [vi, yi] ⊂ [vi, v3] be such that d(v′i, v′′i ) ≤ δ. Such point exists because, by the δ–
hyperbolicity applied to the triangle with vertices vi, yi, x, we have that v
′
i has to be
δ–close to some point u in [x, yi]∪ [vi, yi]. But d(v′i, [x, yi]) ≥ d(v′i, x)−δ ≥ R−δ > δ,
hence u ∈ [vi, yi] ⊂ [vi, v3] and we can put v′′i = u. Moreover, let v′′3,i ∈ [vi, v3] be
such that d(v′3, v′′3,i) ≤ δ (analogously as before, consider the triangle with vertices
x, yi, v3). Then
d(v′i, v
′
3) ≥ d(v′′i , v′′3,i)− 2δ.
Moreover
d(v′′i , v
′′
3,i) = d(v
′′
i , yi)+d(v
′′
3,i, yi) ≥ d(v′i, x)−d(x, yi)−d(v′i, v′′i )+d(x, v′3)−d(x, yi)−d(v′3, v′′3,i)
≥ R− 2δ +R− 2δ.
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Therefore d(v′i, v
′
3) ≥ 2R − 6δ (if γi 6= ∅ 6= γ3), and thus we have proved that
d(v′i, v
′
j) ≥ 2R − 6δ, for all i, j ∈ {1, 2, 3} such that i 6= j and both v′i and v′j are
defined.
Obviously [v1, v2] ⊆ γ1∪BR(x)∪γ2 and, by hyperbolicity (applied to the triangle
with vertices vi, x, v3) we get
[vi, v3] ⊂ Nδ([vi, x]) ∪Nδ([v3, x]) ⊂ Nδ(γi) ∪BR+δ(x) ∪Nδ(γ3),
for i = 1, 2. Hence the whole triangle with vertices v1, v2, v3 is contained in
BR+δ(x) ∪Nδ(γ1) ∪Nδ(γ2) ∪Nδ(γ3). It follows that
Supp z ⊆ BR+L+δ(x) ∪NL+δ(γ1) unionsqNL+δ(γ2) unionsqNL+δ(γ3)
(where some of the NL+δ(γi) may be empty). Let zvi := z
∣∣NL+δ(γvi ). If γvi is empty
we agree that zvi = 0. Put
zvi := zvi − avi
where avi is a filling of ∂zvi provided by the local lemma. Then we fill zvi using
Corollary 2.4.3 and z − zv1 − zv2 − zv3 using the local lemma.
Condition (24) is obviously satisfied, and (25) can be proven as in the proof of
Theorem 2.4.5. 
2.5. Proof of part (a) of Theorem 5
The following homological lemma helps us to outline the strategy we intend to
pursue in order to prove Theorem 5 (a).
Lemma 2.5.1 (Homological lemma). Let (Γ,Γ′) be a group pair. Let St ∗ and
St ′∗ be as in Definition 2.1.8. The augmented complexes St +∗ : = St ∗ → R→ 0 and
St ′+∗ : = St ∗ → R(Γ/Γ′) → 0 are Γ–projective resolutions of R and R(Γ/Γ′). In
general, by a map between resolutions of the same Γ–module M we mean a chain Γ–
map that extends the identity of M . Let ϕi : St ∗ → St ∗, i = 1, 2 be chain Γ–maps
which satisfy the following hypotheses:
(1) ϕi extends to a map between resolutions ϕ
+
i : St
+∗ → St +∗ ;
(2) ϕi restricts to a map ϕ
′
i : St
′∗ → St ′∗;
(3) ϕ′i extends to a map between resolutions ϕ
′+
i : St
′+∗ → St ′+∗ .
Then there is a Γ–equivariant homotopy T between ϕ+1 and ϕ
+
2 that restricts to
a homotopy between ϕ′+1 and ϕ
′+
2 (in St
′∗). Given a Γ–module V , the dual maps
ϕ1 and ϕ2 of ϕ1 and ϕ2 induce homotopically equivalent maps on the complex
Hom Γ( St ∗/St ′∗, V ) =: St rel ∗(Γ,Γ′;V ), for every Γ–module V .
The proof is a standard exercise in homological algebra.
We will apply the Homological Lemma to the diagram
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(26)
...
...
...y y y
St 2(Γ)
ψ2−→ C2(Rκ) ϕ2−→ St 2(Γ)y y y
St 1(Γ)
ψ1−→ C1(Rκ) ϕ1−→ St 1(Γ)y y y
St 0(Γ)
ψ0−→ C0(Rκ) ϕ0−→ St 0(Γ)y y y
R Id−→ R Id−→ Ry y y
0 0 0,
where Rκ = Rκ(X) and κ ≥ 4δ + 6 as in Corollary 2.3.9.
We wish to define ϕ∗ and ψ∗ in such a way that the composition ϕ∗ ◦ψ∗ satisfies
the hypotheses of the homological lemma and that ψn ◦ ϕn(f) = f ◦ ϕn ◦ ψn is a
bounded cocycle for every n ≥ 2 and for every cocycle f ∈ Hom Γ( St n;V ). This
will prove the surjectivity of the comparison map since, by Lemma 2.5.1, for any
given cocycle f , the cocycle f ◦ ϕn ◦ ψn is cobordant to f and bounded.
In order to fulfill conditions (1), (2), (3) of the homological lemma it is sufficient
to find Γ–equivariant chain maps ϕ∗ and ψ∗ such that ψ∗ maps simplices in St ′ into
simplices in the corresponding C–horoballs of Rκ, and viceversa for ψ∗.
We now define ϕ∗. If i ≥ 1 we put ϕ0(g, i, n) := (g, i). Otherwise, we define
ϕ0(g, 0) :=
1
|I|
∑
i∈I(g, i). For i ≥ 1 and an i–dimensional simplex [x0, . . . , xi] of
Rκ(X) we put
(27) ϕi([x0, . . . , xi]) :=
1
(1 + i)!
∑
pi∈Si+1
ε(pi)(ϕ0(xpi(0)), . . . , ϕ0(xpi(i))),
where Si+1 is the group of permutations of {0, . . . , i}, and ε(pi) = ±1 is the sign of
pi. The apparently cumbersome definition of the map ϕ∗ follows from the fact that
in C∗(Rκ) we have oriented simplices, whereas in St ∗ we have ordered ones, and
the action of Γ on Rκ(X) may map a simplex to itself, changing the order of the
vertices.
Much more effort will be needed for the definition of ψ∗, to which the rest of this
section is dedicated. The fundamental tool that we will use is the bicombing defined
in [GM08], together with the filling inequalities proved in the previous sections.
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Definition 2.5.2. [Min01, Section 3] Given a group Γ acting on a graph G
through simplicial automorphisms, a homological bicombing is a function
q :G(0) ×G(0) → C1(G)
such that ∂q(a, b) = b−a for all (a, b) ∈ G(0)×G(0). We say that q is antisymmetric
if q(a, b) = −q(b, a) for all a, b ∈ G(0), and Γ–equivariant if γq(a, b) = q(γa, γb)
for all γ ∈ Γ and a, b ∈ G(0). Moreover, q is quasi–geodesic if there is a constant
D > 0 such that, for all a, b ∈ G(0):
(1) ‖q(a, b)‖ ≤ Dd(a, b);
(2) Supp q(a, b) ⊆ ND([a, b]).
We note that, if G is a hyperbolic graph, the precise choice of a geodesic [a, b]
between a and b is, up to increasing the constant D, irrelevant.
The homological bicombing Q in the following theorem is based on the bicombing
constructed by Mineyev in [Min01]. The relevant properties of Q are described in
[GM08, Section 5] and [GM08, Theorem 6.10].
Theorem 2.5.3. If (Γ,Γ′) is a relatively hyperbolic pair, there is a bicombing Q
on the associated cusped space X such that:
(1) Q is quasi-geodesic;
(2) Q is Γ–equivariant;
(3) Q is antisymmetric;
(4) there is K > 0 such that, for all a, b, c ∈ X(0), there is a 1–cycle z(a, b, c)
such that
• minh(Q(a, b) +Q(b, c) +Q(c, a)− z(a, b, c)) ≥ C > δ;
• ‖z(a, b, c)‖ ≤ K;
• maxh(z(a, b, c)) ≤ K;
• for all γ ∈ Γ, z(γa, γb, γc) = γz(a, b, c).
Remark 2.5.4. Groves and Manning allow multiple edges in their definition of
cusped graph (as already noted in Remark 2.2.2). However, it is easy to see that, if X
is the simplicial graph obtained by identifying edges of X with the same endpoints,
the obvious bicombing induced by Q on X satisfies all of the properties of Theorem
2.5.3. See also [GM08, Remark 6.12].
We want to find a decomposition {ψk = zk + wk}k≥2 : St ∗(Γ) → C∗(Rκ) of ψk
into Γ–equivariant (non chain!) maps: {zk}k≥2 and {wk}k≥2 such that
(A) ‖zk(∆)‖ is uniformly bounded independently of ∆ ∈ St k;
(B) maxh(zk(∆)) is uniformly bounded independently of ∆ ∈ St k;
(C) minh(wk(∆)) ≥ C for every ∆ ∈ St k;
(D) z∗ and w∗ map elements in the basis of St ′ into C–horoballs.
We now show how the conclusion follows from the existence of a map ψ∗ satisfying
the four conditions above, and then we construct such a ψ∗. It is easy to see that, if
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an i–dimensional simplex s of Rκ(X) is not contained in a single C–horoball, it must
satisfy maxh(s) ≤ 2κ + 2. For i ≥ 2, let f : St i/ St ′i → V be a Γ–equivariant map,
that we see as a map defined on St i which is null on St
′
i. Then f ◦ϕi :Ci(Rκ(X))→
V is a bounded map. Indeed
sup{‖f ◦ ϕi(s)‖ : s is an i–dimensional simplex in Rκ(X)} =
= sup{‖f ◦ ϕi(s)‖ : maxh(s) ≤ 2κ+ 2} <∞,
because, up to the Γ–action, there is only a finite number of simplices s with
maxh(s) ≤ 2κ. Moreover, f ◦ ϕi ◦ ψi is also bounded since, for every simplex
∆ ∈ St i,
‖f ◦ ϕi ◦ ψi(∆)‖ = ‖f ◦ ϕi ◦ zi(∆)‖,
and zi is a bounded map.
We now construct ψ∗, inductively verifying that it satisfies conditions (A), . . . ,
(D) above. Recall that, by our hypotheses, X is a subcomplex of Rκ(X). Let Q
be the bicombing of Theorem 2.5.3. Since Q is quasi-geodesic and C–horoballs are
convex, it follows that Q(a, b) is completely contained in a C–horoball HC if a and
b lie in HL, for L sufficiently large. Therefore we fix such an L and put
ψ0(g, i) := (g, i, L),
ψ1((g, i), (h, j)) := Q(ψ0(g, i), ψ0(h, j)) ∈ C1(X) ⊂ C1(Rκ(X)).
In order to simplify our notation, we denote by ∆i a generic i–dimensional
simplex in St . If ∆2 = (p0, p1, p2), we write
ψ1(∂∆
2) = z(∆2) + w(∆2),
where z(∆2) := z(ψ0(p0), ψ0(p1), ψ0(p2)) as in the notation of Theorem 2.5.3, and
w(∆2) = ψ1(∂∆
2)− z(∆2).
Notice that the cycles z(∆2) fulfill the conditions of Theorem 2.4.6 for a uniform
constant L and with maxh(z(∆2)) uniformly bounded. Therefore we can fill z(∆2)
with a chain z2(∆
2), where maxh(z2(∆
2)) and its norm ‖z2(∆2)‖ are uniformly
bounded (i.e. independently of ∆2), and moreover Supp (z2(∆
2)) is contained in
some C–horoball, if the same is true for Supp (z(∆2)). We extend z and z2 by
linearity. In what follows, all fillings are required to satisfy the conditions of Theorem
2.4.5. We have
z(∂∆3) + w(∂∆3) = 0
hence −z(∂∆3) = w(∂∆3) is a cycle with bounded norm and minimun height at
least C. Hence Supp (w(∆3)) is contained in the union of some C–horoballs. Since
the C–horoballs of X are disjoint complexes and because of (4) of Lemma 2.4.1, we
have that w(∆3)∣∣HC is a cycle for every C–horoball HC .
Let ω2(∆
3) be a filling of it, i.e.
∂ω2(∆
3) = −z(∂∆3) = w(∂∆3).
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We define z3 in such a way that:
∂(z3(∆
3)) = z2(∂(∆
3)) + ω2(∆
3).
Fix i ≥ 4, and suppose by induction that, for any i–symplex in Sti
∂(zi(∆
i)) = zi−1(∂∆i) + ωi−1(∆i),
with zi, zi−1 and ωi−1 of uniformly bounded maximum height and `1–norm, and
such that minh(ωi−1) ≥ C. Moreover, suppose that the geometric conditions of
Theorem 2.4.5 for zi, zi−1 and ωi−1 are also satisfied, with n and L in such theorem
that only depend on the dimension i. Then
∂(zi(∂∆
i+1)) = zi−1(∂(∂∆i+1)) + ωi−1(∆i+1) = ωi−1(∂∆i+1),
hence we can find a filling ωi(∆
i+1) of the cycle −ωi−1(∂∆i+1). Finally, we define
zi+1 in such a way that
∂(zi+1(p0, . . . , pi+1)) = zi(∂(p0, . . . , pi+1)) + ωi(p0, . . . , pi+1).
All inductive conditions are satisfied.
Now we consider the construction of w∗. Similarly as before, by Theorem 2.5.3,
minh(w(∆2)) ≥ C. Hence w(∆2)∣∣HC is a cycle for every C–horoball HC . By the
contractibility of the C–horoballs (Corollary 2.3.9), we can fill every w(∆2)∣∣HC in
HC . Let w2(∆
2) be a filling of w(∆2) given by filling any w(∆2)∣∣HC in the same
C–horoball. Note that we have defined ω∗ in such a way that ∂ω2(∆3) = w(∂∆3),
and ∂ωi+1(∆
i+2) = −ωi(∂∆i+2) for i ≥ 2. We have that
∂w2(∂∆
3) = w(∂∆3) = ∂ω2(∆
3).
Hence we can define w3(∆
3) in such a way that
∂w3(∆
3) = w2(∂∆
3)− ω2(∆3).
Now, fix i ≥ 4, and suppose by induction that
∂wi(∆
i) = wi−1(∂∆i)− ωi−1(∆i).
Then ∂wi(∂∆
i+1) = −ωi−1(∂∆i+1) = ∂ωi(∆i+1), hence wi(∂∆i+1) − ωi(∆i+1) is a
cycle, which we can fill by wi+1(∆
i+1).
This concludes the construction of ψ∗, whence the proof of Theorem 5 (a).
2.6. Applications
Before proving part (b) of Theorem 5, let us briefly describe some applications
of the surjectivity of the comparison map for hyperbolic pairs. Let (X,A) be a
topological pair. Let S∗(X) be the singular complex of X with real coefficients.
In other words, Sk(X) is the real vector space whose basis is the set C
0(∆k, X) of
singular k–dimensional simplices in X, and we take the usual boundary operator
∂k :Sk(X) → Sk−1(X), for k ≥ 1. The natural inclusion of complexes S∗(A) ↪→
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S∗(X) allows us to define the relative singular complex S∗(X,A) := S∗(X)/S∗(A).
Dually, we define the relative singular cocomplex as
S∗(X,A) = Hom (S∗(X,A),R),
where Hom (S∗(X,A),R) denotes the set of real linear maps on S∗(X,A). We put
S∗(X, ∅) =: S∗(X). We will often identify S∗(X,A) with the subspace of S∗(X)
whose elements are null on S∗(A). We put an `1–norm on S∗(X,A) through the
identification:
S∗(X,A) ∼ R(C0(∆i, X) \ C0(∆i, A)).
Given a cochain f ∈ S∗(X,A), the (possibly infinite) `∞–norm of f is
‖f‖∞ := sup{|f(c)| : c ∈ S∗(X,A), ‖c‖ ≤ 1}.
We denote by S∗b (X,A) the subcocomplex of S
∗(X,A) whose elements have finite
`∞–norm. Since the boundary operator ∂∗ :S∗(X,A)→ S∗−1(X,A) is bounded with
respect to the `1–norms, its dual operator maps bounded cochains into bounded
cochains (and is bounded with respect to the `∞–norm). Therefore S∗b (X,A) is
indeed a cocomplex.
The following definition appeared for the first time in [Gro82, Section 4.1].
Definition 2.6.1. Given a topological pair (X,A), the relative bounded co-
homology H∗b (X,A) is the cohomology of the cocomplex S
∗
b (X,A).
Definition 2.6.2. Let S∗(X,A) be the real singular chain-complex of a topo-
logical pair. The norm on S∗(X,A) descends to a natural semi-norm on homology,
called Gromov norm: for every α ∈ H∗(X,A),
‖α‖ = inf {‖c‖ : c ∈ S∗(X,A), [c] = α} .
If M is an n–dimensional oriented compact manifold with boundary, the simplicial
volume of M is the Gromov norm of the real fundamental class in Hn(M,∂M)
(which, as usual, is the image of the integral fundamental class under the change of
coefficients homomorphism).
Definition 2.6.3. A topological pair (X,Y ) is a classifying space for the
group pair (Γ, {Γi}i∈I) if
(1) X is path-connected, and Y =
⊔
i∈I Yi is a disjoint union of path-connected
subspaces Yi of X parametrized by I;
(2) there are basepoints x ∈ X and yi ∈ Yi, and isomorphisms pi1(X,x) ∼ Γ
and pi1(Yi, yi) ∼ Γi;
(3) the Yi are pi1–injective in X, and there are paths γi from x to yi such that
the induced injections
pi1(Yi, yi) ↪→ pi1(X,x)
correspond to the inclusions Γi ↪→ Γ under the isomorphisms above;
(4) X and Y are aspherical.
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Theorem 2.6.4. Let (X,Y ) be a classifying space of a relatively hyperbolic pair
(Γ,Γ′). Then the Gromov norm on Hk(X,Y ) is a norm for any k ≥ 2.
Proof. Let H∗(Γ,Γ′) be the relative cohomology of (Γ,Γ′) as defined in [BE78]
(the definition of Bieri and Eckmann is completely analogous to the one described
in the previous sections for bounded cohomology, but without any reference on the
norm). It is possible to define natural maps
(28) H∗b (X,Y )→ H∗b (Γ,Γ′)→ H∗(Γ,Γ′)→ H∗(X,Y )
such that the first map is an isometric isomorphism, the third one is an isomor-
phism, and the compositions of all maps in (28) is the comparison map from singu-
lar bounded cohomology to singular cohomology (the fact that the first map is an
isometry also follows from weaker hypotheses: see [Bla14, Theorem 5.3.11]). By
hypothesis, the second map in (28) is surjective. Hence the conclusion follows from
the following proposition, which is the relative version of an observation by Gromov
([Gro82, p. 17]) and follows from general duality results on norm chain complexes
(see [Lo¨h07, Theorem 3.8]).
Proposition 2.6.5. For any z ∈ Hk(Y, Y ′;R),
‖z‖ = sup
({ 1
‖β‖∞ :β ∈ H
k
b (Y, Y
′;R) : 〈β, z〉 = 1
}
∪ {0}
)
.

Corollary 2.6.6. Let M be a compact aspherical manifold whose boundary
∂M has connected components ∂1M , .. ∂rM . Suppose that all the ∂iM are pi1–
injective and aspherical, and that the group-pair (pi1(M);pi1(∂1M), . . . , pi1(∂rM))
is relatively hyperbolic. Then the relative simplicial volume of (M,∂M) is strictly
positive.
Corollary 2.6.6 applies in particular to negatively curved compact manifolds with
totally geodesic boundary. More examples can be found in [Bel07].
Now we consider our second application: a relatively hyperbolic group pair has
finite cohomological dimension. More precisely:
Theorem 2.6.7. Let (Γ,Γ′) be a relatively hyperbolic pair. Then there is n ∈ N
such that, for every m > n and every Γ–module V , Hm(Γ,Γ′;V ) = 0.
We note that this theorem admits a straightforward proof in the case of a torsion-
free hyperbolic group Γ. Indeed, consider a contractible Rips complex Y over the
Cayley graph X of Γ. The complex Y is finite dimensional by the uniform local
compactness of X. Since Y is contractible and Γ acts freely on it, the cohomology
of Γ is isomorphic to the (simplicial) cohomology of Y , whence the conclusion.
Let Rκ := Rκ(X) be the Rips complex associated to a cusped space X of the
relatively hyperbolic pair (Γ,Γ′), as described in Corollary 2.3.9. Then
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Lemma 2.6.8. For every C > 0 there exists n ∈ N such that, for every m ≥ n
and for every m–simplex ∆ of Rκ(X), we have minh(∆) > C.
Proof. For m sufficiently large, every subset A ⊆ Rκ(X)(0) of cardinality m
and such that minh(A) ≤ C has X–diameter greater than κ. This follows easily from
the fact that, up to Γ-action, there are only finitely many such sets A. Therefore,
by definition of Rips complex, the conclusion follows. 
We can now prove Theorem 2.6.7.
Proof. Let V be a bounded Γ–module, and let f be a cochain in Hom Γ( St relk , V ),
which we can see as a Γ–equivariant map which is null on St ′k ⊂ St k. By Lemma
2.6.8, f ◦ ϕk ◦ ψk = 0, for k sufficiently big and independent of f . If f is a cocycle,
by Lemma 2.5.1, f is cohomologous to the null map, hence Hk(Γ,Γ′;V ) = 0 by the
arbitrariness of f . 
2.7. Proof of part (b) of Theorem 5
In the following we will work in the category of combinatorial cell complexes (see
[BH99, 8A.1]). We are particularly interested in the 2–skeleton of a combinatorial
complex X. This is described as follows: X(1) is any graph, and the 2–cells are
l–polygons eλ, l ≥ 2, such that the attaching map ∂eλ → X(1) is a loop whose
restriction to any open cell of ∂eλ (i.e.: open edge or point) is a homeomorphism to
some open cell of X(1).
The following characterization of relative hyperbolicity was proved by Bowditch
in [Bow12, Definition 2].
Theorem 2.7.1. Let G be a graph. A circuit in G is a closed path that meets
any vertex at most once. We say that G is fine if, for any edge, the set of circuits
which contain e is finite. A group Γ is hyperbolic relative to a finite collection
of subgroups Γ′ if Γ acts on a connected, fine, δ–hyperbolic graph G with finite
edge stabilizers, finitely many orbits of edges, and Γ′ is a set of representatives of
distinct conjugacy classes of vertex stabilizers (such that each infinite stabilizer is
represented).
Definition 2.7.2. [MP16, Definition 1.2] Let K ∈ {Z,Q,R} and let X be a
combinatorial cell complex. The homological Dehn function of X over K is
the map FVX,K :N→ R defined by
FVX,K(k) := sup{‖γ‖f,K : γ ∈ Z1(X,Z), ‖γ‖ ≤ k}
where:
‖γ‖f,K := inf{‖µ‖ :µ ∈ C2(X,K), ∂µ = γ}.
By a result given in [Min02] (which generalizes [AG99, Theorem 3.3]) the lin-
earity of FVX,K is equivalent to the undistortedness of the boundary ∂2 :C2(X,K)→
C1(X,K), if K ∈ {Q,R}. Indeed, given a cycle z ∈ Z1(X,K), we can express
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it as a sum of circuits z =
∑
c acc in such a way that K 3 ac ≥ 0 for all c,
and ‖z‖ = ∑c ac‖c‖ (see [Min02, Theorem 6 (b)], with T = ∅). Suppose that
‖c‖f,K ≤ K‖c‖ for some constant K ≥ 0 and any circuit c. Then
‖z‖f,K ≤
∑
c
ac‖c‖f,K ≤ K
∑
c
ac‖c‖ = K‖z‖.
Moreover, we have:
Proposition 2.7.3. Let X be a simply connected combinatorial cell complex.
Then
FVX,Q = FVX,R.
Proof. We have to prove that FVX,Q ≤ FVX,R, since the opposite inequality is
clear. Let γ ∈ Z1(X,Z), and let a =
∑
i λiσi ∈ C2(X,R) be such that ∂a = γ. We
approximate the λi with rational coefficients λ
′
i, in such a way that, if a
′ =
∑
i λ
′
iσi,
then ‖∂(a−a′)‖ ≤ ε. Let W be the normed subspace of Z1(X,Q) whose elements are
Q–linear combinations of faces of the σi. Let θ :W → C2(X,Q) be a Q–linear map
such that ∂θ(w) = w for all w ∈ W . Since W is finite-dimensional, θ is bounded.
Moreover, ∂(a− a′) ∈W . Hence
∂(a′ + θ∂(a− a′)) = γ
and
‖a′ + θ∂(a− a′)‖ ≤ ‖a′‖+ ‖θ‖∞ε
from which the conclusion follows immediately by the arbitrariness of ε. 
The following lemma is stated as such in [MP16], but is proven in [GM08,
Theorem 2.30] with a different notation.
Lemma 2.7.4. [MP16, Theorem 3.4] Let X be a simply connected complex such
that there is a bound on the length of attaching maps of 2–cells. If FVX,Q is bounded
by a linear function, then the 1–skeleton of X is a hyperbolic graph.
The following theorem is a slight modification of the “if part” of [MP16, The-
orem 1.8]: we require the complex to be simply connected instead of 1–acyclic, and
we write FVX,Q instead of FVX,Z in (2).
Theorem 2.7.5. Let (Γ,Γ′) be a group pair. Then (Γ,Γ′) is hyperbolic if there
is a simply connected combinatorial complex X such that
(1) Γ acts cocompactly on X(2);
(2) FVX,Q(k) ≤ Ck for every k ∈ N and some C > 0;
(3) the stabilizers in Γ of edges are finite;
(4) Γ′ is a set of representatives of (distinct) conjugacy classes of stabilizers of
0–cells such that each infinite stabilizer is represented. This means that
there is an injection
Γ′ → {[Stab (v)] : v ∈ X(0)} Γi 7→ [Γi]
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(where [H] denotes the conjugacy class of a subgroup H of Γ) whose image
contains all conjugacy classes of infinite stabilizers in Γ of vertices in X(0).
Proof. Points (1) and (2) imply the hyperbolicity of the graph by Lemma
2.7.4. Hence, in order to apply Bowditch’s characterization of relative hyperbolicity
it remains to prove that X(1) is fine.
Condition (1) in the statement implies that there is a bound on the number
of edges on the boundary of 2–cells. Moreover, conditions (1) and (3) imply that
any edge belongs to just a finite number of 2–cells (because edge-stabilizers act
cocompactly on the 2–cells adjacent to the edge).
We conclude by mean of the following lemma, which is proven in [MP16, The-
orem 1.6 (2)].
Lemma 2.7.6. Let X be a simply connected combinatorial cell complex such
that each 1–cell is adjacent to finitely many 2–cells and there is a bound on the
length of attaching maps of 2–cells. Suppose that there is C ≥ 0 such that
FVX,Q(k) ≤ Ck ∀k ∈ N.
Then X(1) is fine.

Definition 2.7.7. [GM08, Definitions 2.12, 2.13] Let (Γ,Γ′) be a group pair.
We say that (Γ,Γ′) is finitely presented relative to Γ′ if:
(1) Γ is generated by
⋃
i∈I Γi and a finite subset A of Γ;
(2) the kernel of the natural projection
F (A ) ∗ (∗i∈IΓi)→ Γ
is generated – as a normal subgroup of F (A ) ∗ (∗i∈IΓi) – by a finite set
R ⊆ F (A ) ∗ (∗i∈IΓi) of relations.
In this case, the datum of 〈A ,Γ′|R〉 is a finite presentation of (Γ,Γ′).
Notation 2.7.8. From now on, we will assume that (Γ,Γ′ = {Γi}i∈I={1,...,n})
is a finitely presented group pair, and that Γ is finitely generated. By a result in
[GM08, Lemma 2.14], it follows that the groups in Γ′ are finitely generated too.
Since there exist slightly different definitions of Cayley graph in the literature,
from now on we will rely on the following one. Let S be a (non-necessarily symmetric)
generating set of a group Γ. The Cayley graph G = G(Γ, S) of Γ w.r.t. S is
the graph whose 0–skeleton is Γ and with an edge connecting x and xs labelled by
(x, s), for any (x, s) ∈ Γ× S.
Notice that Γ acts freely and isometrically on G(Γ, S) by mapping the vertex x
to γx and the edge (x, s) to the edge (γx, s).
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Definition 2.7.9. [GM08, Relative Cayley complex] Let G := G(Γ, S) be the
Cayley graph of Γ, with respect to some compatible generating set S. Consider the
graph GI constructed as follows:
(1) (GI)(0) = G(0) × I;
(2) for any i ∈ I, Gi := G × {i}. For all v ∈ G(0) and i 6= j there is a single
edge connecting (v, i) and (v, j).
We call the edges contained in some Gi horizontal, and the other ones vertical.
By writing elements of R as words with letters in S, for every i we can (non-
uniquely) associate to each of them a loop in Gi based in 1. We add Γ–equivariantly
2–cells to all loops and to their Γ–translates. Let i 6= j ∈ I. If ei is an edge in Gi
we have a corresponding edge ej in Gj , and two vertical edges connecting the initial
and final points of ei and ej . We add a rectangular 2–cell to this quadrilateral. We
denote by Cay(Γ,Γ′) the 2–dimensional combinatorial cell complex obtained in this
way, and call it the relative Cayley-complex of (Γ,Γ′) (w.r.t. S).
The group Γ naturally acts on Cay(Γ,Γ′).
Definition 2.7.10. The 2–dimensional quotient complex X̂ = X̂(Γ,Γ′) is
the CW-complex obtained by collapsing to points the full subcomplexes of Cay(Γ,Γ′)
whose vertices are contained in the same left coset of Γi × {i}, i ∈ I.
Remark 2.7.11. This means that, if Yi is the full subcomplex of Cay(Γ,Γ
′)
whose vertices correspond to Γi×{i}, then all (left) Γ-translates of Yi are collapsed
to points. It is easily seen that X̂ could be given the structure of a combinatorial
complex.
At the 0–dimensional level, we have a natural Γ–isomorphism Γ/Γ′ :=
⊔
i∈I Γ/Γi →
X̂(0). We use it to label the vertices of X̂(0) by Γ/Γ′. Given a horizontal edge (x, s) in
Gi ⊆ Cay(Γ,Γ′), this is either collapsed to a point in X̂ if s ∈ Γi, or is left unchanged.
Hence the horizontal edges of X̂ are naturally labelled by the set
⊔
i∈I Γ× (S \ Γi).
Notice that vertical edges are never collapsed.
The complex X̂ carries a natural Γ–action. The action on the 0–skeleton has
already been described. A cell of dimension at least 1 in X̂ corresponds to exactly
one cell of the same dimension in Cay(Γ,Γ′), hence the action of Γ on X̂ is defined
accordingly. Notice that, since the action of Γ on the Cayley complex is free, the
same is true for the action of Γ on the 1–skeleton of X̂. In particular Condition (3)
of Theorem 2.7.5 holds.
Proposition 2.7.12. X̂ is simply connected.
Proof. Let Yi be the full subcomplex of Cay(Γ,Γ
′) whose vertices are labelled
by Γi×{i}. For all i ∈ I, we add Γ–equivariantly 2–cells to Yi and to its Γ–translates,
in order to obtain a simply connected combinatorial complex Z.
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The complex obtained by collapsing to points the full subcomplex of Z containing
Yi, i ∈ I, and its Γ–translates is simply connected by an easy application of van-
Kampen Theorem. Moreover, it is obviously homeomorphic to X̂. 
We add Γ–equivariantly higher dimensional cells to X̂ in order to make it a con-
tractible combinatorial complex, that we also denote by X̂, and call it the quotient
complex. Consider the exact cellular sequence
· · · → C1(X̂)→ C0(X̂)→ R→ 0.
Recall that we have a Γ–isomorphism between the Γ–sets X̂(0) and Γ/Γ′. Therefore,
if ∆ is the kernel of the augmentation map R(Γ/Γ′) → R we also have the exact
sequence
(29) C∗(X̂)→ ∆→ 0.
By the following lemma, the sequence (29) provides a Γ–projective resolution of
∆ (i.e., all the Γ–modules except ∆ are Γ–projective).
Lemma 2.7.13. LetX be a contractible CW-complex, and let Γ act onX through
cellular homeomorphisms. Suppose that the stabilizers in Γ of 1–cells are finite.
Then Ck(X) is a Γ–projective module for every k ≥ 1.
Proof. For k ≥ 1, the stabilizer of any k–dimensional cell is finite. By (arbi-
trarily) choosing an orientation for every k–cell of X, we get a basis of Ck(X). Then
we conclude by applying Lemma 2.1.2 to such a basis. 
We are now ready to prove Theorem 5 (b). Most of the proof follows almost
verbatim [MY, Theorem 57]. We note however that the existence of a combinatorial
isoperimetric function required in the statement of Theorem 57 is never actually
exploited in its proof.
Proof. We will prove that X̂ satisfies conditions (1), . . . , (4) of Theorem 2.7.5.
Condition (4) is obvious. Since X̂(2) is a quotient of the relative Cayley complex,
the Γ–action on it is obviously cocompact, whence (1). Condition (3) was already
proved in Remark 2.7.11.
We now consider Condition (2). Let V := (B1(X̂); ‖·‖f ), where B1(X̂) ⊂ C1(X̂)
is the set of boundaries and ‖ · ‖f is the filling norm
‖c‖f := inf{‖a‖ : a ∈ C2(X̂), ∂a = c}.
This is actually a norm (and not just a semi-norm) because, by Condition (1), the
boundary map ∂2 :C2(X̂)→ C1(X̂) is bounded, with respect to the `1–norms.
We have already seen that St rel∗ (Γ,Γ′) and C∗(X̂) provide Γ–projective resolu-
tions of ∆. Therefore there are, up to (non-bounded) Γ–homotopy, unique maps
ϕ∗ : St rel∗ (Γ,Γ
′)→ C∗(X̂) ψ∗ :C∗(X̂)→ St rel∗ (Γ,Γ′)
2.7. PROOF OF PART (B) OF THEOREM ?? 56
that extend the identity on ∆. Put
u := ∂2 :C2(X̂)→ V.
The cochain u is a cocycle. Since ψ2◦ϕ2 induces the identity in ordinary cohomology,
there is v ∈ C1(X,V ) such that
u = ψ2(ϕ2(u)) + δv.
Since we are assuming that the comparison map is surjective, we have
ϕ2(u) = u′ + δv′,
for some bounded cocycle u′ ∈ St 2rel (Γ,Γ′;V ) and v′ ∈ St 1rel (Γ,Γ′;V ).Let b ∈
C1(X̂) be a cycle, and let a ∈ C2(X̂) be a filling of b. Then
(30) b = ∂a = 〈u, a〉 = 〈(ψ2 ◦ ϕ2)(u) + δv, a〉 = 〈(ψ2 ◦ ϕ2)(u), a〉+ 〈v, b〉 .
By Corollary 2.1.10 we have〈
(ψ2 ◦ ϕ2)(u), a〉 = 〈ϕ2(u), ψ2(a)〉 = 〈ϕ2(u), [y, ∂(ψ2(a))] rel 〉 = 〈ϕ2(u), [y, ψ1(b)] rel 〉 =
=
〈
u′ + δv′, [y, ψ1(b)] rel
〉
=
〈
u′, [y, ψ1(b)] rel
〉
+
〈
v′, ∂[y, ψ1(b)] rel
〉
=
=
〈
u′, [y, ψ1(b)] rel
〉
+
〈
v′, ψ1(b)
〉
=
〈
u′, [y, ψ1(b)] rel
〉
+
〈
ψ1(v′), b
〉
.
Summarizing,
b =
〈
u′, [y, ψ1(b)] rel
〉
+
〈
ψ1(v′) + v, b
〉
.
Hence
|b|f ≤
∣∣∣ 〈u′, [y, ψ1(b)] rel 〉 ∣∣∣
f
+
∣∣∣ 〈ψ1(v′) + v, b〉 ∣∣∣
f
≤ |u′|∞
∥∥∥[y, ψ1(b)] rel ∥∥∥+∣∣∣ψ1(v′)+v∣∣∣∞‖b‖ ≤
≤ 3|u′|∞‖ψ1(b)‖+
∣∣∣ψ1(v′) + v∣∣∣
∞
‖b‖ ≤
(
3|u′|∞|ψ1|∞ +
∣∣∣ψ1(v′) + v∣∣∣
∞
)
‖b‖.
Hence it remains to prove that
(
3|u′|∞|ψ1|∞ +
∣∣∣ψ1(v′) + v∣∣∣
∞
)
is bounded.
The cocycle u′ is bounded by definition. Moreover ψ1 :C1(X̂)→ St rel1 (Γ,Γ′) and
ψ1(v′)+v :C1(X̂)→ V are Γ–equivariant, hence also bounded by the cocompactness
of the action of Γ over X̂(2).
It follows that ∂ :C2(X,R)→ C1(X,R) is undistorted, hence FVX,R = FVX,Q is
linearly bounded and hence all conditions of Theorem 2.7.5 are verified. 
Remark 2.7.14. The proof of part (b) of Theorem 5 could be adapted, as in
[MY], by weakening the hypotheses in the statement by requiring the surjectivity
only for Banach coefficients (that is: Banach spaces equipped with an isometric
Γ–action).
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2.8. Addendum I: the relative cone of [MY]
We recall the definition and properties of the relative cone given in [MY,
10.1,. . . , 10.5].
Consider the (non linear) map: Φ : St 0(Γ)→ St 1(Γ)
Φ(c) :=
1∑
x∈IΓ α
+
x
∑
x,y∈IΓ
α−x α
+
y [x, y],
where c ∈ St 0 is written as: c =
∑
x α
+
x x −
∑
x α
−
x x with all the α
+
x and α
−
x non-
negative and, for every x ∈ IΓ, α+x = 0 or α−x = 0. The following fact is immediate.
Proposition 2.8.1. For every c ∈ St 0, ‖Φ(c)‖ ≤ ‖c‖. If c is contained in the
kernel of the map St 0 → R, then
(31) ∂Φ(c) = c.
Definition 2.8.2. [MY, The absolute cone] Fix y ∈ IΓ and k ≥ 0. The k–
dimensional cone (associated to y) is the map [y, ·] : St k → St k+1 given by
[y, (γ0, . . . , γk)] := (y, γ0, . . . , γk) ∀γ0, . . . , γk ∈ IΓ
and extended over the whole St k by linearity.
It is trivialy seen that [y, ·] is a linear map of norm 1 for every k. Moreover,
(32) ∂[y, z] = z
for any k–dimensional cycle z, k ≥ 0.
Let pr∗ : St ∗ → St rel∗ be the projection, and let j∗ : St rel∗ → St ∗ be the obvious
right inverse of pr∗. This map has norm 1. For any left coset s ∈ Γ/Γ′ and a ∈ St ∗,
let ∂s(a) be the restriction of ∂a to s.
Definition 2.8.3. [MY, The relative cone] Fix y ∈ IΓ. The 1–dimensional
relative cone (associated to y) is the (non-linear) map
[y, ·] rel : St rel1 → St rel2 [y, b] rel := pr2
y, j(b)− ∑
s∈Γ/Γ′
Φ[∂s(j(b))]
 ∀b ∈ St rel1 (Γ).
We now prove Proposition 2.1.9. Let b ∈ St rel1 . Then
‖[y, b] rel ‖ =
∥∥∥∥∥∥pr
y, j(b)− ∑
s∈Γ/Γ′
Φ[∂s(j(b))]
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
y, j(b)− ∑
s∈Γ/Γ′
Φ[∂s(j(b))]
∥∥∥∥∥∥ =
=
∥∥∥∥∥∥
j(b)− ∑
s∈Γ/Γ′
Φ[∂s(j(b))]
∥∥∥∥∥∥ ≤ ‖j(b)‖+
∑
s∈Γ/Γ′
‖Φ[∂s(j(b))]‖ ≤ ‖b‖+
∑
s∈Γ/Γ′
‖∂s(j(b))]‖ ≤
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≤ ‖b‖+
∥∥∥∥∥∥
∑
s∈Γ/Γ′
∂s(j(b))]
∥∥∥∥∥∥ = ‖b‖+ ‖∂(j(b))]‖ ≤ ‖b‖+ 2‖j(b)‖ ≤ ‖b‖+ 2‖b‖ = 3‖b‖.
Now, let b ∈ St rel1 be a cycle with respect to the augmentation map
St rel1 → ∆ pr2(x, y) 7→ [y]− [x]
(where [·] refers to the class in Γ/Γ′). We prove that
(33) ∂ rel [y, b] rel = b.
Write
b =
∑
i
λi[xi, yi]
(if [xi, yi] /∈ Γ′ we will identify [xi, yi] and pr([xi, yi])). By hypothesis:∑
i
λi([yi]− [xi]) = 0 ∈ ∆ ⊆ R(Γ/Γ′).
Equivalently, for any s ∈ Γ/Γ′: ∑yi∈s λi−∑xj∈s λj = 0. Hence ∂sj(b) = ∑yi∈s λiyi−∑
xj∈s λjxj is a cycle with respect to the augmentation map St 0(Γ,Γ
′) → R → 0.
Therefore we get
∂
∑
s∈Γ/Γ′
Φ (∂s(j(b))) =
∑
s∈Γ/Γ′
∂Φ (∂s(j(b))) =
∑
s∈Γ/Γ′
∂s(j(b)),
because of (31). Moreover
∂ rel [y, b] rel := ∂
rel pr2
y, j(b)− ∑
s∈Γ/Γ′
Φ[∂s(j(b))]
 = pr2∂
y, j(b)− ∑
s∈Γ/Γ′
Φ[∂s(j(b))]
 =
= pr2
j(b)− ∑
s∈Γ/Γ′
Φ[∂s(j(b))]
 = b
because Φ[∂s(j(b))] ∈ St ′2 for every s ∈ Γ/Γ′.
2.9. Addendum II: Blank’s definition of relative bounded cohomology
We prove that Blank’s definition of relative bounded cohomology for pair of
groupoids, when restricted to group pairs, coincides with the one of Mineyev and
Yaman, up to isometry.
First we briefly sketch Blank’s definition of relative bounded cohomology for
groupoids. For more details, see [Bla14, Chapter 3]. If G is a groupoid, we write
“g ∈ G” if g ∈ morph(e, f), i.e. if g is a morphism between two objects e and f of G.
In that case we also put s(g) = e, t(g) = b. A bounded G–module V is a set of
normed vector spaces = {Ve}e∈ obj (G) which carries a bounded groupoid G–action.
This means that to any g ∈ G an operator ρg :Vs(e) → Vt(e) is assigned whose norm
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is bounded independently of g ∈ G, and the composition rule: ρg◦h = ρg ◦ ρh is
respected when defined (our definition of bounded groupoid module is slightly more
general than that of normed G–module in [Bla14, Chapter 3.3.1] in that we consider
actions by uniformly bounded operators on normed spaces, instead of isometries on
Banach spaces). If V and W are bounded G–modules, by Hom bG(V,W ) we mean
the space of bounded maps (fe :Ve → We)e∈ obj (G) such that ρg ◦ fs(g) = ft(g) ◦ ρg
and ‖fe‖ ≤ L for some L independent of e ∈ obj (G).
To G we associate the Bar resolution {Cn(G)}n∈N defined as follows. For n ∈ N
put Cn(G) := {Cn(G)}e∈ obj (G), where (Ck(G))e is the normed space generated by
the n+ 1–tuples (g0, . . . , gn) such that s(g0) = e and s(gj) = t(gj−1), for 1 ≤ j ≤ n,
with the corresponding `1–norm. The module Cn(G) is equipped with the G–action
g 7→ ρg :Cs(e)(G)→ Ct(e)(G) ρg(g0, g1, . . . , gn) := (gg0, g1, . . . , gn).
For n ≥ 1 we define the boundary map: Cn(G)→ Cn−1(G) by the formula
∂(g0, . . . , gn) :=
n−1∑
j=0
(−1)j(g0, . . . , gi · gi+1, gn) + (−1)n(g0, . . . , gn−1).
We also have an augmentation
C0(G)→ RG g 7→ t(g) · 1,
where RG is the groupoid {Re}e∈ obj (G), where G acts on RG by mapping g to
the map: Id R :Gs(e) → Gt(e) (see [Bla14, Definition 3.2.4]). Notice that we have
equipped Ck(G) with a structure of bounded G–module, and that the boundary
maps are G–linear.
If (G,A) is a pair of groupoids (i.e. if A is a subgroupoid of G) we have an
inclusion of complexes: C∗(A) ↪→ C∗(G). The relative bounded cohomology of
(G,A) with coefficients in V is then given by the cocomplex
C ∗b (G,A;V ) :=
f ∈ Hom bG(C∗(G), V ) : fe∣∣∣C∗(A)e = 0∀e ∈ obj (G)

and is denoted by H ∗b (G,A;V ) (see [Bla14, Definition 3.5.1(iii), (iv)]).
Let (Γ,Γ′ = {Γi}i∈I) be a group pair. Let ΓI be the groupoid with obj (G) = I,
and morph(i, j) = G, for all i, j ∈ obj (G). If V is a bounded Γ–module, then VI
denotes the bounded ΓI–module (Vi)i∈ obj (ΓI) with ΓI–action given by ρg(v) = gv,
where v ∈ Vs(g) and gv ∈ Vt(g). Let
⊔
i∈I Γi be the groupoid with obj (
⊔
i∈I Γi) = I
and morph(i, j) = G if i = j, and Hom (i, j) = ∅ otherwise (see [Bla14, Definitions
3.1.10, 3.5.11, Examples 3.1.3(iii)]). The relative bounded cohomology of the
group pair (Γ,Γ′) with coefficients in V is defined to be the relative bounded
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cohomology of the corresponding groupoid-pair (ΓI ,
⊔
i∈I Γi), i.e.
H ∗b (Γ,Γ
′;V ) :=H ∗b (ΓI ,
⊔
i∈I
Γi;V )
(see [Bla14, Definition 3.5.12]).
Proposition 2.9.1. Let (Γ,Γ′) be a group pair, and let V be a bounded Γ–
module. There is a natural isometric chain-isomorphism C ∗b (Γ,Γ
′;V )→ St ∗b(Γ,Γ′;V ).
Proof. We see an element in St rel k(b) (Γ,Γ
′;V ) := Hom Γ(b)( St
rel
k , V ) as a Γ–
linear map f :R(Γ× I)k+1 → V which is null on St′k, i.e. on tuples (x0, . . . , xn) for
which there exists i ∈ I such that xj ∈ Γ × {i} for all 0 ≤ j ≤ k and xj ∈ x0Γi for
every 1 ≤ j ≤ k. If i, j ∈ I and g ∈ Γ, we write gi→j for the corresponding element
in morph(i, j), and gi for the corresponding element in Γ× {i} ⊂ IΓ.
Fix i ∈ I and consider the maps
ϕk :C kb (ΓI ;V )→ Stk(Γ,Γ′;V ) ψk :Stkrel (Γ,Γ′;V )→ C kb (Γ,Γ′;V )
defined as follows: if f ∈ C kb (Γ,Γ′;V ) we put
ϕk(f) (gi00 , . . . , g
in
n ) := f(g
i0→i
0 , (g
−1
0 g1)
i1→i0 , . . . , (g−1n−1gn)
in→in−1).
If h ∈ Stkrel (Γ,Γ′;V ) we put
ψk(h) (gi0→i0 , g
i1→i0
1 , . . . , g
in→in−1
n ) = h(g
i0
0 , (g0g1)
i1 , . . . (g0 · · · gn)in).
The computations that show that ϕ∗ and ψ∗ are mutually inverse chain maps
are similar to the ones that prove that the bar-resolution and the homogeneous
bar-resolution are isomorphic. Indeed, they resemble dual versions of the ones in
[HS71, Chapter VI 13 (b)]. We simply note that those maps are well-defined, i.e.
the restrictions of ϕk(f) on St′k and of ψ
k(h) on R (
⊔
i Γi)
n+1 are null. Indeed, if
gi0, . . . , g
i
n ∈ (Γi × {i})n+1, then (gi→i0 , (g−10 g1)i→i, . . . , (g−1n gn)i→i) is an (n + 1)–
tuple of elements in a Γ–translate of Γi ⊂ morph(i, i), and therefore f is null on it.
Conversely, if (gi→i0 , gi→i1 , . . . , gi→in ) is a tuple of elements in Γi ⊂ morph(i, i), then
(gi0, (g0g1)
i, . . . (g0 · · · gn)i) ∈ (Γi × {i})n+1, hence h is null over it. 
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