Introduction
Suppose that/(x) is a polynomial of degree n such that \j{x)\ ^ 1 in the interval ( -1, 1) . Then according to a theorem^) of A. Markoff |/'(#)| =^2 in the same interval. This bound is actually attained by the Tchebychef polynomial r"(x)=cos (n cos-1 x). A later theorem (2) We show in this paper that the condition \f(x) | ^ 1 in the whole interval is unnecessarily restrictive.
Instead it is only necessary to assume that | ^ 1 at the ra+1 points x = cos (kw/n); ß = 0, 1, 2, • • • , n, and the conclusions of Markoffs' theorem are unchanged.
These are exactly the points at which Tn(x) attains its maximum in the interval ( -1, 1). In a previous paper(s) we showed that under the assumptions of Markoffs' theorem all derivatives of f(x) must satisfy < d» _ gin arc cos x dxp -1 g * S 1.
I d» (1) 1 dx"
For p = 1 this reduces to an inequality of S. Bernstein I f'(x) I g n(l -X2)"1'2.
Using (1) it is possible to deduce W. Markoffs result. However the proof which is given here is simpler. Actually (1) is not true under the weaker conditions which are assumed in the present paper. The W. Markoff inequalities are obtained here as a consequence of a more general inequality concerning Lagrange interpolation.
I. An inequality of interpolation Suppose g(z) is a polynomial of degree n with n distinct real zeros lying in the interval (a, b) of the real axis, n g{z) = ell (z ~ C9*0;
We seek some way of determining the maximum of the non-analytic function y=l I X -X M(x) = £ when x lies in the interval (a, b). By making a certain hypothesis concerning the behavior of g(z) in the strip a = 3f(z) = 6 (inequality (4) of Theorem I) we obtain the elegant solution
This result is equivalent to the following statement: suppose that /(z) is any polynomial of degree n whose derivative satisfies the condition |/'(x)| = Ig'Ml at the zeros of g(x); then (with the same restrictions as before regarding g(z)) \f(*)\ a^x^b.
The equivalence is an immediate consequence of the Lagrange interpolation formula; we have "=1 g'(X") Z -\y Hence, under the conditions of the last statement, if x is any point in (a, b)
max I / \x) I = 2-1 -
We shall also be concerned with finding bounds for the higher derivatives of the polynomial/(s), and to accomplish this we need the following lemma.
Lemma I. // g{z) =cY["=i(z-A"), c^O, is a polynomial of degree n with n distinct real zeros and if /(z) is a polynomial of degree n such that I /'(X.) I ^ I «'(X,) I ; v = 1, 2, 3, • • • , n, then for £ = 1,2,3, • • • , nwe must have at the zeros o/g(p_1)(z)
Proof. For p=l inequality (2) is simply a restatement of the conditions of the lemma; so consider the case p = 2. The Lagrange interpolation formula gives 1 JL 5,
where by the hypotheses of the lemma, | S»| =T. There is a similar expression for g'(z) in which each 5" is equal to 1. Differentiating (3) we obtain
Thus at the points where g'(z) = 0 we have
and it follows that Lemma I is true for p = 2. The proof for p>2 is by induction. Let |/<p)(*)| = |gCp)W| at the zeros of gp~1(x) (they are real and distinct). By applying the previous argument to f(p)(x) and g(p)(x) instead of f'(x) and g'(x) we obtain \fl»+H(x) I ^ I g<-p+»(x) I at the zeros of g(p)(x). This completes the induction. We now show that at the point Xi-Hyi the derivative of h{z) is at least as large as the derivative of /(z). Whether or not the roots of h(z) are distinct we may write (9) *'(*)
is given by the interpolation formula (3), where now the numbers 5" satisfy -1 = 5^^1. Comparing the right-hand sides of (3) and (9) we have
Xi -ß, If p is sufficiently large the same inequality is true for the circular portion of r since g(z) and h(z) have the same leading coefficient. Thus Rouche's theorem states that </>(z) and g(z) have the same number of zeros inside V. We conclude that <f>(z) has no zeros on or to the right of the line b-\-iy. The last statement, according to a theorem of Gauss, implies that <j>'{z) has no zeros on the line b-\-iy. Thus for \ot\ <1
It follows immediately that I g'(b + tyj I ^ I h'(Xl + tyO I = I f(xt + iyi) \.
This proves the theorem for p = 1. We turn now to the case p > 1.
Applying Theorem I for p = \ when/(z) is the function g{z) itself inequality (6) shows that I g'(x + iy) \ g I g'(b + iy)\ ; a = x^6, -<»<y<co.
Thus g'{z) satisfies all the requirements which in Theorem I are imposed on the interpolating polynomial g(z) (with n replaced by n -1), and by Lemma I, |/"(x)| = |g"(x)| at the w -1 zeros of g'(x). Applying Theorem I tof'(x) instead of f(x) in the case p=l, for which it has already been proved true, we have I f"(x + iy) I ^ I g"(b + iy)\ ; a = x = b, -oo < y < oo ,-which proves that inequality (6) is true for p = 2. Repetition of this argument completes the proof for larger values of p. Proof. After differentiating (3) p -\ times we obtain (11) (1 -32)rn"(z) -zTJ(z) + n*Tn(z) = 0.
It will be shown that Tn(z) satisfies the conditions which in Theorem I are imposed on the interpolating polynomial g{z) where we take a= -1, 6=1. The proof depends on the following lemma.
Lemma II. Let {a, } be a sequence of 2n non-negative numbers and let {a,! } be a rearrangement of this sequence according to magnitude, This shows that the a's in (12) can be rearranged so that the two largest occur in the same factor without decreasing (12). Then the two largest of the remaining a's may be brought into the same factor without decreasing (12). And so on.
Lemma III. The Tchebychef polynomials satisfy the inequality I Tn(x + *y) I % I Tn(l + iy) \ ; -1 x = 1, -<x < y < oo.
Proof. First, n I Tn(x+ iy) |2 = c2II {(* -cos0,)2+ y2}.
»-l
If -1 = x ^ 1 we may write x = cos 0, 0 real. Then we obtain n (13) I Tn(x + iy) |2 = c2II 111 ei9 -e-i9-|2| eie -ei0*\* + y2}.
Geometrically, e±i9», p = l, 2, 3, • • • , », represent In points equally distributed about the unit circle. Connect these points by chords to the point eie. Then the lengths of these In chords are given by \eie -e±iB« \. \i 6 is increased or decreased by any multiple of ir/n we obtain a new set of chords but the aggregate of their lengths is unchanged. (12) is not greater than Choose <j> such that <t> = 6(mod tt/«), -tt/(2») = 4> = x/(2m).
Then if t^O
If x* = cos c/> then (14) Tn(x* + iy) = c2IJ Ul «<0 -e-ie>\2 \ -eie>\2 + y2}
where the numbers | e'* -e±a»|2 are simply a rearrangement of the numbers I e'9 -e±ie'\2 appearing in (13).
We observe that Lemma II is directly applicable to the products (14) and (13) . Since, as seen geometrically, the pairing of the numbers | ei,p -e±ie*\2 in (14) is by magnitude, we have I Tn(x + iy) |2 £ I T"(x* + iy) |2.
By construction x*-\-iy lies in the strip cos 0i^=x5= 1 where cos di is the right most zero of Tn(x). Thus the distance from any roots to x*-\-iy is no greater than the distance from the same root to 1 +iy, so (10) Proof. Let n 4?(x) = (1 -x2)Tn'(x) = oJJ (x -cos (vir/n)).
Then by (11) ^'(x) = -xTV (x) -n2Tn(x). Differentiating the Lagrange interpolation formula for/(x) gives, if Xy = cos (vir/n),
At the zeros of Tn(x) this reduces to " /(X") 1 -xX,
since at these points
In the same way, we obtain at the zeros of Tn (x) Now |/(X,)| £1, so comparing (17) and (18) The case f(x) = +Tn(x) is also easily discussed. In the above theorem in which an estimate of/(?,)(z) was obtained throughout a strip of the complex plane the restriction that/(z) have real coefficients was essential. However for points on the real axis the same bound for \ßp)(z) \ holds even if /(z) is allowed to have complex coefficients.
Theorem
III. Letf(z) be a polynomial of degree n satisfying |/(cos (vir/n)) \
The equality occurs only if f(z) = yTn(z)^ \y\ =1. follows. Now r"(l) = l so, using induction, we find that T*p\l) is equal to the right-hand side of (19).
In Theorem III we have proved that the conclusions of Markoffs' theorem are true under the lighter hypothesis that f(x) is bounded by 1 only at the w + 1 points x = cos (vir/n); v = 0, 1, 2, • • ■ ,n. This raises the question if there are w + l other points in the interval ( -1, 1) with the same property. The answer is in the negative, however, for if E is any closed set of points in ( -l, 1) which does not include all the points x = cos (vir/n) then there is a polynomial of degree n which is bounded by 1 in E, whose derivatives do not satisfy (19). To show this suppose that E does not include the point x = cos (Xir/«). If X = 0 or n the set E is contained in an interval of length less than 2, so an example is easily constructed.
Suppose A 5^0, n and let (*2 -1)77 (*)
P(x) = -, f(x) = tn(x) + aP(x), a > 0.
x -cos \ir/n If e is a small positive number the set E is contained in the two intervals ( -1, cos \ir/n -e) and (cos \ir/n-\-e, 1). Call this the set E'. It is clear that if a is sufficiently small we shall have |/(x) | £1 in a neighborhood of the end points of the two intervals of E'. Then the maximum of |/(x) | for xEE' (and this maximum is greater than 1) must occur in a small neighborhood of some point cos kir/n where k^O, A, n. At this maximum, say Xi, we have = 77 (*i) + «^(*0 = 0. We might say that Theorem IV is imperfect because in the passage to the limit from polynomials to entire functions we have lost touch with the conditions of equality. These could be discussed by reformulating Theorem I to make it apply to entire functions.
