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The proper description of low-spin states of open-shell systems, which are commonly encountered
in the field of bioinorganic chemistry, rigorously requires using multireference ab initio
methodologies. Such approaches are unfortunately very CPU-time consuming as dynamic
correlation effects also have to be taken into account. The broken-symmetry unrestricted
spin-polarized density functional theory DFT technique has been widely employed up to now to
bypass that drawback, but despite a number of relative successes in the determination of
singlet-triplet gaps, this framework cannot be considered as entirely satisfactory. In this
contribution, we investigate some alternative ways relying on the spin-flip time-dependent DFT
approach Y. Shao et al. J. Chem. Phys. 118, 4807 2003. Taking a few well-documented
copper-dioxygen adducts as examples, we show that spin-flip SF-DFT computed singlet-triplet
gaps compare very favorably to either experimental results or large-scale CASMP2 computations.
Moreover, it is shown that this approach can be used to optimize geometries at a DFT level
including some multireference effects. Finally, a clear-cut added value of the SF-DFT computations
is drawn: if pure ab initio data are required, then the electronic excitations revealed by SF-DFT can
be considered in designing dramatically reduced zeroth-order variational spaces to be used in
subsequent multireference configuration interaction or multireference perturbation treatments.
© 2007 American Institute of Physics. DOI: 10.1063/1.2423010
I. INTRODUCTION
Density functional theory1 DFT has now become the
most widely used theoretical approach to deal with large-size
molecular systems as it provides correlated results for com-
putational costs comparable to the Hartree-Fock HF ap-
proach. Taking a large part of dynamic correlation into ac-
count, it appears as an alternative to multireference
configuration interactions MRCIs or multireference pertur-
bations MRPTs in some cases and is thus routinely used
when modeling organic, organometallic, or inorganic chem-
istry systems.2–6
In principle, DFT can deal with every kind of electronic
structures, provided, however, the exact unknown functional
would be used. Approximating the exact functional and using
the Kohn-Sham KS formalism,7 as is usually done, intrin-
sically precludes some systems to be addressed due to the
monodeterminantal character of the KS determinant, a
feature which, formally, cannot account for nondynamic cor-
relation. Two-electron singlet diradicals,8 and more generally
any open-shell system not in its highest spin state, are some
of the species that cannot, a priori, be properly described this
way. Such systems are by far not anecdotic as they are fre-
quently encountered in bioinorganic chemistry.9–12 Let us
mention, for example, the case of monooxygenase such as
dopamine -monooxygenase DM Refs. 13–15 or pepti-
dylglycine -hydroxylating monooxygenase PHM,13–18 in
which a CuI center interacts with dioxygen to end up with
either the high-spin triplet or a low-spin singlet, or
tyrosinase,19,20 a “torture track” for theory,21 in which two
CuI centers interact with dioxygen.22–25
Using a restricted open-shell DFT formalism allows de-
scribing the triplet states of such systems correctly, whereas
the description of the singlet states, which might exhibit a
more or less pronounced multiconfigurational character, re-
quires, in all-day computations, using an unrestricted formal-
ism U-DFT sometimes coupled to broken-symmetry tech-
niques BSKS,26–31 the energy of which are usually
corrected.32–34 The BSKS procedure can, however, lead to
artifacts and its use is still a matter of debates.35–37 Moreover,
the estimate of the singlet-triplet gaps deduced from BSKS
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computations might sometimes be questionable, or risky,
since the nonbroken wave function is sometimes
obtained.8,35,38
The low- or intermediate-spin states must be monodeter-
minantal if aiming at using restricted DFT as such although
some procedures have been developed to estimate multiplet
energies.32,39–44 However, there is unfortunately no general
way to a priori estimate this monodeterminantal character
except, maybe, by comparison to known very closely related
species, an hazardous procedure, however. The only way to
get an estimate of the single-reference character is to perform
dedicated CI, multiconfiguration self-consistent field MC-
SCF, or complete active space self-consistent field
CASSCF calculations.45 If the multiconfigurational charac-
ter is established, then a proper ab initio treatment, if re-
quired, should rely on MRPT or MRCI computations.45–47
However, such computations are not only difficult to under-
take but also too CPU-time consuming: they usually require
drastic simplifications of the models investigated,48 which
can distort the subtle electronic structures involved in
bioinorganic processes.49
There is thus a real need to have a procedure at hand,
even not perfect, capable to provide eventually improvable,
but at least reliable, estimates of singlet-triplet gaps for such
a priori multireference systems.
In this contribution, we focus on the spin-flip50–53 time-
dependent DFT SF-TDDFT approach recently proposed
by Shao et al.,54 a procedure further generalized by
Wang and Ziegler55,56 and will apply this methodology
to three complexes relevant to bioinorganic chemistry,
namely, CuCHImH3O2+, CutrenMe3O2+, and
CuBHPyra3O2. We,57 as other research
groups,8,35,36,38,58–61 have already investigated these systems
which can now be seen as well-documented bioinspired
models for the cuprous active sites of the PHM enzyme.
This paper outlines as follows. First, some methodologi-
cal details are presented Sec. II. Then, the singlet-triplet
gaps are computed and compared to those obtained by other
techniques Sec. III A. Having recognized the reliability of
the SF-DFT approach and after a short discussion about spin
contamination, we turn to two applications: geometry opti-
mizations Sec. III C and the design of zeroth-order multi-
reference variational spaces Sec. III D.
II. METHODOLOGY
A. The spin-flip approach
The spin-flip SF approach aims at describing multide-
terminantal low-spin states using excitations from a single
reference configuration. As illustrated on Fig. 1, top and bot-
tom for CuCHImH3O2+ and CutrenMe3O2+, re-
spectively, a triplet state—here the Ms= +1 component—is
taken as the reference. Its high-spin character ensures that it
is properly described by a single-reference method. Ms=0
states are obtained by spin-flip excitations of one electron
from the reference toward a virtual orbital. The Ms=0 com-
ponents of triplet and singlet close- and open-shell excited
states62 can thus be obtained.
Initially developed within the SCF or the CISD
frameworks,50,51 the SF approach has been merged with
DFT through time-dependent density functional theory
within the Tamm-Dancoff approximation,54–56 a procedure
that has been successfully applied to the description of
polyradicals,54,56,63 and to that of some transition-metal
compounds.64–66 A detailed discussion of the differences oc-
curring between TD-DFT and SF-TDDFT can be found in
Refs. 54–56 and will not be developed further here.
B. Computational details
The DZVP2 basis set has been employed for all atoms.67
A set of p diffuse functions was added on oxygen and
nitrogen.68,69
Except for Sec. III C, the geometries considered to
evaluate the adiabatic singlet-triplet gaps come from B3LYP
optimizations.57
The CASSCF and CASMP2 calculations were done ac-
cording to the scheme implemented in GAUSSIAN03.70,71 The
notation n ,m will be used to label an active space charac-
terized by n electrons in m active orbitals.
The QCHEM 2.1 package was used to run all DFT com-
FIG. 1. Illustrations of the spin-flip approach. Top: the four electrons and
the three Kohn-Sham molecular orbitals involved in the SF-B3LYP descrip-
tion of the lowest singlet state of the side-on complex CuCHImH3O2+.
Bottom: the six electrons and the four Kohn-Sham molecular orbitals in-
volved in the SF-B3LYP description of the lowest singlet state of the end-on
complex CutrenMe3O2+.
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putations, including the SF ones that were considered within
the time-dependent DFT framework.54,72 The following func-
tionals have been used: BP86,73,74 BLYP,73,75,76 B3LYP77
20% HF+8% Slater78+72% Becke73 for exchange and 19%
VWN79+81% LYP75,76 for correlation, and the 50/50 func-
tional 50% Hartree-Fock+8% Slater+42% Becke for ex-
change and 19% VWN+81% LYP for correlation. Note that
the three later functionals exhibit an increasing weight of
exact Hartree-Fock exchange for a given correlation func-
tional. The calculations have been supplemented by results
obtained considering the B3PW91 functional.77,80–82 B3LYP
is certainly the most widely used functional nowadays, al-
though not perfect,83 but B3PW91 is sometimes preferred in
some cases.
84–87
III. RESULTS, DISCUSSION, AND APPLICATIONS
A. Validation
CuCHImH3O2+ and CuBHPyra3O2. We first
consider the two side-on adducts depicted on Fig. 2. Both
CuCHIm H3+ and CuBHPyra3 bind O2 side-on in ei-
ther a triplet or a singlet state. Table I gathers the singlet-
triplet gaps defined as ES−ET, obtained from DFT, both
in the restricted or unrestricted formalisms, together with
those given by multideterminantal methods. The active
spaces for CASSCF18,12 and CASSCF12,8 can be, re-
spectively, schemed as57
3d104s0,*2x,yx
*
,y
*6 ,
3d4,*2x,y,x
*
,y
*6 .
The  and  orbitals are related to the O2 moiety and the 3d
and 4s orbitals to the metal cation: the five 3d orbitals are
considered in the first case, only two are retained in the sec-
ond case.
For CuCHImH3O2+ the CASMP218,12 value
−4.62 kcal/mol for the singlet-triplet gap will be taken as
the reference. For CuBHPyra3O2, the reference will be
the experimental value of −4.29±0.86 kcal/mol derived
from magnetochemistry measurements on a very closely re-
lated complex.58 This value is close to that provided by a
CASSCF12,8 computation −4.28 kcal/mol.57
As anticipated, the restricted formalism R-DFT
R-B3LYP fails to properly evaluate the singlet-triplet gaps
for CuCHImH3O2+ and CuBHPyra3O2: for these
two oxygenated adducts, the singlet states are always under
stabilized due to the intrinsic monodeterminantal character of
the restricted wave functions.
Using broken symmetry BS-UB3LYP for
CuCHImH3O2+ improves the energy of the singlet
states and reduces the gap with respect to the restricted ap-
proach. It now amounts to 7.03 kcal/mol. Nevertheless, this
value remains far from those issued from CASSCF or
CASMP2 computations, namely, −6.94 and −4.62 kcal/mol,
respectively.
FIG. 2. Three copper-dioxygen adducts investigated in this paper that span
various chemical situations encountered when modeling mononuclear cop-
per sites.
TABLE I. Adiabatic singlet/triplet gaps kcal/mol: ES-ET. The active spaces n ,m generate the following
number of determinants for a singlet state: 6 for 4,3, 10 for 6,4, 406 for 12,8, and 48400 for 18,12.
CuCHImH3O2+ CuBHPyra3O2 CutrenMe3O2+
Binding mode Side-on Side-on End-on
R-B3LYP 14.31 9.20 19.67
BS-UB3LYP 7.03 ¯a 14.09
SF-BP86 −18.03 −19.85 −5.26
SF-BLYP −16.93 −17.66 −4.50
SF-B3LYP −2.44 −4.37 8.21
SF-B3PW91 −3.34 −5.36 7.75
SF-50/50 7.36 5.10 4.73
CASSCF 4,3 −2.93 −0.45 ¯
CASMP2 4,3 −8.21 −6.06 ¯
CASSCF 6,4 ¯ ¯ −2.07
CASMP2 6,4 ¯ ¯ 5.98
CASSCF 12,8 ¯ −4.28b ¯
CASSCF 18,12 −6.94b ¯ −0.49
CASMP2 18,12 −4.62b ¯ ¯
Experimental ¯ −4.29±0.86c ¯
aAll attempts to obtain the broken-symmetry energy failed as the restricted wave function was systematically
recovered.
bFrom Ref. 57.
cFrom Ref. 58. Gap reported for the related CuTpAd,iPrO2 complex. TpAd,iPr stands for tris 3-adamantly-5-
isopropyl-1-pyrazolyhydroborate.
035102-3 Singlet-triplet gaps in biomolecule modeling J. Chem. Phys. 126, 035102 2007
We now turn to the SF-DFT results. They exhibit a
strong functional dependence. Using BP86, the singlet-triplet
gaps amount to −18.03 and to −19.85 kcal/mol for
CuCHImH3O2+ and CuBHPyra3O2, respectively.
BLYP provides very similar values. Both these nonhybrid
functionals clearly overstabilize the singlet states with re-
spect to the reference values or to experimental data.
At variance, the 50/50 functional seems to favor the
triplet states. For both adducts, this overstabilization leads to
locate the triplet states as the fundamental, in opposite to
CASSCF/CASMP2 computations and to the available ex-
perimental data.
The other hybrid functionals provide, however, clearly
better balanced results. For CuCHImH3O2+, the gaps
obtained amount to −2.44 kcal/mol SF-B3LYP and to
−3.34 kcal/mol SF-B3PW91, thus predicting the singlet
coordination to be the most favorable and providing values
within the same range of energy as those obtained from the
CASMP218,12 calculation:57 −4.62 kcal/mol.
For CuBHPyra3O2, the SF-hybrid-DFT computa-
tions also provide good qualitative and quantitative predic-
tions. The singlet state is stabilized by −4.37 kcal/mol
SF-B3YLP or by −5.36 kcal/mol SF-B3PW91 with re-
spect to the triplet state. Such values are in almost perfect
agreement with those obtained either from CASSCF12,8
computations −4.28 kcal/mol57 or from experiment
−4.29±0.86 kcal/mol.58
CutrenMe3O2+. The third adduct investigated,
CutrenMe3O2+, completes the series and provides an
example of end-on coordination Fig. 2. For that system, no
experimental data are available, and all attempts to run the
CASMP218,12 perturbation felt due to a strong divergence
of the perturbation part, a feature sometimes encountered.88
Both R-B3LYP and BS-UB3LYP gaps appear unrealis-
tic: a value of 14.09 kcal/mol is recovered at the latter
level, far from the −0.49 kcal/mol provided by the
CASSCF18,12 computations. The SF approach provides
results that are more balanced. However, both SF-BP86 and
SF-BLYP predict a singlet ground state −5.26 and
−4.50 kcal/mol,
respectively, whereas increasing the exact Hartree-Fock ex-
change by using either SF-B3LYP, SF-B3PW91, or SF-
50/50 favors the triplet state 8.21, 7.75, and 4.73 kcal/mol
respectively. If we follow the tendencies observed previ-
ously for CuCHImH3O2+ and CuBHPyra3O2 we
should trust these three calculations and conclude that the
triplet state is the ground state for that species, and that the
singlet-triplet gap amounts to several kcal/mol. Another ar-
gument, external, supports that conclusion. The singlet or
triplet character of a number of various end-on O2 adducts
has been reported recently.35 For an anionic set of ligands,
the singlet-triplet gaps were in a range of 3–5 kcal/mol. For
a neutral ligand set N3H2O, the gaps even rose to
9.19 kcal/mol, still in favor of a triplet ground state. Our
SF-hybrid-DFT results appear thus fully consistent with this
work. Corroboration will be provided in Sec. III D.
Preliminary conclusion. Gathering all SF-DFT calcula-
tions reveals a dependency of the T /S gap with respect to the
percentage of exact exchange in the functional used: increas-
ing the weight of that quantity favors the triplet state. Such a
behavior has been reported previously when using the stan-
dard DFT approach.58
Nevertheless, we have studied three chemically different
species, providing examples of neutral or cationic, aliphatic,
or aromatic precursory copper I complexes binding O2 in a
side-on or end-on mode. It appears that the SF-DFT method-
ology provides a quantitative and trustworthy energetics
when compared to experimental or large-size MRPT gaps if
using the B3LYP or B3PW91 functionals. It thus represents a
clear alternative to the broken-symmetry approach that fails
to describe triplet-singlet gaps in mononuclear copper-
dioxygen complexes exhibiting a strong superoxide
character,8 or to the highly CPU-demanding MRPT or MRCI
approaches.
B. Spin contamination
The BS-UDFT calculations performed on the singlet
states exhibit a high spin contamination. S2 amounts
to about 0.6 for both CuCHImH3O2+ and
CutrenMe3O2+. Such large values of spin contamination
for singlet BS wave functions describing copper-dioxygen
adducts have already been observed.8 Of course, S2 com-
puted with the single KS determinant and the KS orbitals is
not a true measure of the exact S2 of the DFT density31 as
S2 cannot be evaluated from the sole one-particle density
due to the bielectronic nature of the operator. We moreover
recall that the spin contamination is not a usable indicator to
evaluate the quality of unrestricted wave functions:89,90
larger values of S2 than those expected indicate that the
improvement of the energetic is, at least partly, an intrinsic
artifact. Keeping these limitations in mind, we note,
however, that the SF-B3LYP and SF-B3PW91 wave func-
tions are not highly spin contaminated. The highest spin con-
tamination for the singlet states was obtained for
CutrenMe3O2+ and never exceeded 0.15. As we have
performed the SF-DFT computations using restricted orbit-
als, the spin contamination invoked in these calculations
originates from a completely different reason than those im-
plied in unrestricted formalisms. Here, such a small contami-
nation might be explained in terms of spin completeness of
the excitation set spanned by the SF formalism considered.
In the presently used framework of SF-DFT, which involves
only single excitations, the set of excitations does not span a
complete spin set. As seen from Fig. 1 top, configurations b
123 and c 123 are not balanced by their spin
counterparts 123 and 123 since these two con-
figurations are not reachable by spin-flip excitations from the
triplet reference. This results in a spin polarization that may
lead to the contamination of the wave function.91 In practice,
at least for the cases investigated here, the non-spin-complete
configurations, responsible for spin contamination, have a
nondominant weight in the full SF-DFT wave function: this
explains why the departure of S2 from its expected value is
weak and why spin contamination does not strongly affect
the energies.
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C. Application: Geometry optimizations
In many cases and works, a general procedure to deal
with the singlet-triplet gap of the copper-dioxygen adducts is
to consider geometries optimized at the restricted or unre-
stricted DFT levels. Then, single point calculations MRCI,
MRPT, or other can be performed to get reliable adiabatic or
vertical gaps. A more proper treatment would, in fact, require
the geometry optimizations to be performed at the multiref-
erence level. However, CASSCF optimized geometries have
been shown to be less reliable than the DFT ones8 and
CASMP2 optimizations are, most of the time, not reachable
for systems of such size a few systems of small size have
been reported.47,92 There is, however, no alternative to using
DFT for geometry optimizations and it has always been con-
sidered that using restricted DFT and even using unrestricted
DFT would provide useable geometries for the systems in-
vestigated here or their analogs.35,57,93,94
We will take advantage of the appealing possibility of
SF-DFT to optimize such adducts. In order to explore this
point, we here have considered the CutrenO2+ adduct in
its two possible coordination modes, end-on and side-on. We
first have optimized the structures of the singlet states at the
R-B3LYP level, and then the optimizations were performed
at the SF-B3LYP level using the R-B3LYP structures as pre-
optimized structures. Some essential structural parameters
are reported in Table II.
In both the side-on and the end-on coordination modes,
the SF-DFT optimizations of the singlet states do not lead to
any drastic geometric changes with respect to the R-B3LYP
geometries. This is, globally, corroborated by the small en-
ergetic gains achieved within the optimization procedures.
Such a result thus comforts the fact that R-DFT optimized
singlet states can be considered as reliable. In the present
case, there is a clear explanation for that point. As seen from
the inspections of the SF-B3LYP wave functions Fig. 1, the
weight of the leading, close-shell, determinant amounts to
90% for the side-on adduct, and still amounts to 77% for the
end-on adduct. As far as the leading determinants will be
close-shell, R-DFT optimizations appear reliable. However,
in view of the weak increase of computational costs turning
from R-DFT to SF-DFT, the later approach may be encour-
aged. The same conclusions can be drawn for the determina-
tion of vibrational frequencies.95
D. Application: designing zeroth-order variational
spaces for MRCI or MRPT calculations
In this last section, we will present another appealing
application of SF-DFT computations, namely, using the SF-
DFT procedure as a potentially powerful tool to build refer-
ence CASSCF or MCSCF spaces designed to further MRCI
or MRPT treatments. Indeed, the electrons and the set of
molecular orbitals, occupied and virtual, involved in the ex-
citations appearing in the SF-DFT wave functions can be
expected to span a minimal relevant variational active space.
If we focus on CASSCF computations, there are three usual
ways of building active spaces: a considering the highest M
occupied orbitals, the n associated electrons, and the M low-
est virtual orbitals; b considering the natural occupations of
the occupied and virtual orbitals; c considering chemically
meaningful orbitals, namely, those orbitals, the occupied and
the corresponding virtual ones, associated with electrons in-
volved into the chemical or physicochemical processes in-
vestigated. Approach a implies some arbitrariness; it is also
risky as the orbital energy sorting within the whole set of
orbitals can be extremely dependent, especially for the vir-
tual ones, on the way they have been initially obtained. Ap-
proach b very certainly is the most efficient in order to get
the lowest total energy of the system under study; it suffers
the drawback that determining natural occupation numbers
prerequires a large-size MCSCF, CASSCF, or CI calculation.
Approach c certainly remains the most chemically satisfy-
ing one as it is expected to ensure the continuity of the active
space with respect to any previously analyzed chemical or
physicochemical process.96,97 It has the drawback not neces-
sarily being friendly to the variation theorem: those orbitals
and electrons considered as chemically relevant are not nec-
essarily those that will help in decreasing the CASSCF en-
ergy. A commonly encountered problem comes from lone
pairs.98,99
None of these approaches can thus be considered as a
panacea. Consequently, any way of designing an efficient but
“small enough” zeroth-order variational space for further
MRCI or MRPT calculations seems thus welcomed. Indeed,
some purely ab initio approaches have already tackled that
problem.100–106 In this section, we will illustrate how SF-
DFT computations can help in designing such a space. The
starting idea is very simple: as SF-DFT computations are not
the limiting CPU-time step if aiming at performing a pure
high-level ab initio multireference correlated computation,
then, let us first perform a SF-DFT computation and retain in
the zeroth-order space to be built only those electrons and
orbitals involved in the final SF-DFT wave functions. We
have here applied this idea to the three dioxygen adducts
investigated previously.
For the side-on coordination, the SF excitations lead to
consider the CASSCF space spanned by four electrons in
three orbitals Fig. 1, top, which results in a six-determinant
expansion for the singlet state, for example, to be compared
to the 48 400 determinant basis for the 18,12 wave function
or to the 406 determinant expansion generated by the 12,8
space. The singlet state is then predicted CASMP2 to
be lower than the triplet by 8.21 kcal/mol for
CuCHImH3O2+: this result is consistent with both the
TABLE II. Geometry optimization of singlet CutrenO2+. Distances are
in Å and angles in degrees. Eopt is the energy gain during the SF optimi-
zation kcal/mol. The end-on structure is lower by 2.2 kcal/mol than the
side-on one.
Side-on End-on
R-B3LYP SF-B3LYP R-BLYP SF-B3LYP
Eopt ¯ −0.05 ¯ −0.13
Cu–O 1.917 1.913 1.893 1.883
O–O 1.321 1.322 1.295 1.309
Cu–N 2.291/2.065 2.297/2.068 2.135 2.132a
Cu–Nap 2.711 2.697 2.179 2.163
CuOO 70.0 69.4 106.0 106.2
aAveraged over the three equatorial Cu–N bond lengths.
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CASSCF18,12 and CASMP218,12 calculations. We also
notice a full agreement between the two CASSCF wave
functions, namely, 4,3 and 18,12 in terms of the leading
configurations. These configurations are also those provided
by the SF computations. For the CuBHPyra3O2 com-
plex, the situation is similar: the gaps obtained from a
CASMP24,3 computation amounts to −6.06 kcal/mol,
close to CASSCF12,8 value of −4.28 kcal/mol Ref. 57
and to the experimental gap −4.29±0.86 kcal/mol Ref.
58 obtained for the closely related substituted complex
CuTpAd,iPrO2. The end-on adduct observed with the
CutrenMe3O2+ complex behaves as well Fig. 1, bot-
tom. The SF-driven CASMP26,4 computation predicts the
triplet state to be more stable than the singlet by
5.98 kcal/mol. This value is in nice agreement with our SF-
DFT results and with recent ab initio calculations,35 in which
end-on structures are found to have a triplet ground state
associated with S /T gaps amounting to a few kcal/mol. For
the singlet state, the 6,4 wave function expands over ten
determinants only.
These results fully validate using SF-DFT main excita-
tions to design drastically reduced active spaces. Being
smaller, such variational spaces are more controllable and the
second-order perturbation corrections that can be applied
next may be more tractable and less subject to unpredictable
divergences. Moreover, this way of doing avoids the chemi-
cal models to be dramatically simplified.
IV. CONCLUSIONS
In this work, we have applied the spin-flip approach
within the framework of time-dependent-density-functional-
theory to calculate singlet-triplet gaps in copper I dioxygen
adducts taken as well-documented examples. A very interest-
ing alternative to more classical multiconfigurational ap-
proaches has emerged.
For side-on complexes, SF-DFT coupled to the B3LYP
or B3PW91 functionals predicts the same relative stability as
the more expensive CASSCF or CASMP2 computations or
as the experimental results. For end-on complexes, the
method is also in good agreement with the three functionals
considered, namely, 50-50, B3LYP and B3PW91. The ap-
proach allows recovering the triplet state as the ground state.
Although the possibility of using SF computations to
avoid a broken-symmetry framework and large-scale multi-
reference computations is intrinsically promising, our results
point out for some clear-cut added value of the SF approach.
First, it can be used to perform “CPU-cheap” geometry op-
timizations on large multireference systems, and conse-
quently frequency calculations, taking into account the mul-
tideterminantal character of the systems investigated.
Second, the leading excitations of the SF wave functions can
be considered in designing reduced active spaces if pure ab
initio computations MRCI or MRPT are required.
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