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ABSTRACT 
This paper establishes the relations existing between two sets of conditions for 
the pseudo-convexity of functions in the class C2 determined by Mereau and Paquet 
and by the author, respectively. 
1. INTRODUCTION 
It is well known that pseudo-convexity plays a natural role in nonlinear 
programming. (See [8, Chapters 9 and lo].) Despite this, it is said that these 
notions lack utility because they have defining conditions involving many 
inequalities and are not easily checked. 
Criteria for the quasi-convexity and the pseudo-convexity of quadratic 
forms and quadratic functions on the non-negative orthant were established 
by Martos in [9] and [lo] and by Cottle and Ferland in [4] and [5]. These 
criteria were extended to convex set having a non-empty interior by the 
author in [6]. These results were obtained independently by Schaible [12, 131 
using a different approach. 
The first effort to determine criteria for the quasi-convexity and the 
pseudo-convexity of functions in the class C2 on the non-negative orthant 
was due to Arrow and E&oven [l]. These criteria were extended to convex 
sets by the author in [7]. Other conditions for the pseudo-convexity of 
functions in the class C2 on convex sets were defined by Mereau and Paquet 
in [ll]. Recent work of Bowman and Gleason [3] on the conditions will allow 
us to establish the relations between these conditions and those obtained by 
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the author in [7]. Two examples will illustrate that neither of the sufficient 
conditions is stronger than the other. Avriel and Schaible [2] also establish 
the relation between Ferland’s necessary conditions and the conditions 
claimed to be necessary by Mereau and Paquet. Their approach is different 
in that it relies on the more general notions of r-convexity and G-convexity 
rather than on a eigenvalue characterization. 
Throughout the paper, f will denote a real-valued function in the class 
C2. Of(x) and V2f (x) will denote the grudient (i.e., the cohimn vector of 
partial derivatives) and the Hessiun matrix (i.e., the matrix of second partial 
derivatives) off evaluated at x, respectively. 
A real-valued differentiable function f is pseudo-convex on a set X c E” 
if and only if 
(Vf(x),y-r)>Oimpliesthatf(y)>f(xj for all x, y E X 
[where (2, t) denotes the inner product of the two vectors z and t]. 
In Sec. 2, we summarize the results in 131, [7], and [ll]. The relations 
between these results are established in Sec. 3. 
2. CONDITIONS FOR PSEUDO-CONVEXITY 
The second-order conditions for pseudo-convex functions defined by 
Mereau and Paquet in [ 1 l] involve the gradient and the Hessian matrix and 
may be regarded as a generalization of the second-order conditions for a 
function in the class C2 to be convex. 
They define the n X n matrix 
where CY is a non-negative real number. 
THEOREM 2.1 [ll, Theorem 11. A necessary condition for f(x) to he 
pseudo-convex on the convex set X (having a non-empty interior) is that fur 
each x in the interior of X, there exists a real number ax, 0 < a, < 00, such 
that M (x, a,) is positive semidefinite. 
The following is a counterexample to this theorem, and it is due to Avriel 
and Schaible [2]: the function f (x, y) = x/y is pseudo-convex on the set 
{[x,y]%E21~>0, y>O}, but th e d t e erminant of M (x, ~9) is equal to - y -‘. 
Hence M (x, 8) cannot be positive semidefinite for any value of 8. 
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THEOREM 2.2 [ll, Theorem 21. A sufficient condition for f(x) to be 
pseudo-convex on the convex set X is that there exists a real number a, 
0 < a < cc, such that ~4 (x, a) is positive semidefinite for all x E X. 
It is to be noticed that in the statement of this theorem in [ll] the set X 
is required to have a non-empty interior, but the proof requires only that f 
be in the class C’ on X. 
Bowman and Gleason [3] have established an eigenvalue test equivalent 
to the condition introduced in Theorem 2.1. Since f is in the class C2 on X, 
there exists an orthogonal matrix P such that V2f (x) = PAPT, where A is a 
square matrix in which the diagonal entries are the eigenvalues of V2 f (x) 
and the off-diagonal entries are 0. Furthermore, assume that hi > A, > . . . > 
A,,, and let b = PTVf (x). 
THEOREM 2.3 [3, Theorem 41. There exists an ax, 0 < a, < co, such that 
M (~,a,.) is positive semidefinite if and only if V2f(x) has no more than one 
negative eigenvalue; and if there exists one negative eigenvalue, then all the 
following conditions must hold: 
(a) b,,+O, 
(b) b,_k=b,_k+l=... =b,_,=O 
if zero is an eigenvalue of multiplicity k, 
b,2 
n-k-l bf 
(4 h + c 
” i=l p”* 
The conditions introduced by the author in [7j are a generalization of 
those obtained by Arrow and Enthoven [l] for functions in the class C2 to be 
pseudo-convex on the non-negative orthant. Associated with the function f in 
the class C2 on X are the matrices 
D, (4 = 
af (4 
0 - 
ax1 
af (x) a”f (x) - ~ 
ax, ax, ax, 
af (4 . . . - 
ax, 
d”f (x) . . . ___ 
ax, axr 
. . . a”f (x) 
ax; 
r=l2 , ,...,n, 
defined for each XEX. 
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THEOREM 2.4. Let X be (I convex .set with (I non-empty interior. If f is 
in the cluss C2 on X und pseudo-convex on X, then detD,(x) <O for 
r=1,2 , . . . , n and for ull x in the interior of X. 
This theorem is a corollary of Theorem 1 I in 171, since a pseudo-convex 
function on X is also quasi-convex on ?i. 
The conditions in Theorems 2.4 and 2.5 are easier to verify than the 
conditions of Mereau and Paquet or those of Bowman and Gleason. The 
relations existing between these conditions will be established in the next 
section, and two examples will illustrate that neither of the sufficient 
conditions is stronger than the other. 
:3. HELATIONS BETWEEN THESE CONDITIONS 
First we establish the relation between Ferland’s sufficient conditions 
and the one given by Mereau and Paquet. Then we will show that the 
condition in Theorem 2.1 implies Ferland’s necessary conditions. Hence, if a 
function f is such that there exists a real number (Y, 0 < (Y < CQ, such that 
,Vf (s, a) is positive semidefinite for all x in the interior of a convex set X 
(sufficient condition for pseudo-convexity) then det D,(s) < 0 for r = 1,2,. . . , n 
and for all s in the interior of X (necessary condition for pseudo-convexity). 
On the other hand, the same conclusion holds even if the value of (Y is not 
the same for all s but may vary with different x; i.e., the same conclusion 
holds under less restrictive hypotheses about the value of LY. 
.3.1. Sufficient Conditions 
Let X be a convex set. For each x E X, define the matrices 
D,(x>O) = 
1 
8 
af ix) 
ax, 
af( x) af (x) - . . . __ 
ax, ax, 
atox, a%4 
ax: ax, axr 
a”flx) iI’f (x) 
__ 
ax, ax1 ax; 
r=1,2 ,..., n, 
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where 0 is a nonzero scalar. If detD,(x) < 0 for r= 1,2,. . . , n, it follows that 
there exists an q, 0< cyx, such that detD,(x,0)SO for ~=1,2,...,n and for 
all 8 > 4. Define 
(Y= sup {Cq}. 
XEX 
(1) 
THEOREM 3.1. If detD,(x)<O for r=1,2,...,n and for all XEX, and if 
(Y = ~up,..~ {a,} < CO, then M (x, a) is positice semi&finite for all x E X. 
Proof. If D,(x)<0 for r=l,2,..., n and for all rEX, and if cr<co, then 
det D,( x, a) 6 0 for r = 1,2,. . . , n and for all x E X. 
On the other hand, if we define 
and 
q(w)= 
-1 
0 
0 
af (4 af (4 
a- . ~ * 
3x1 
a- 
3% 
azf(4 +(y af(4 2 a2f (4 - . ..- 
ax: ( 1 ax, +aaf(x) afb) axlax, FF 
a”f (4 af(4 af (4 2 
axTax, +ffFF”’ 
a2f(x) +cu afb) 
ax: ( 1 ax, 
then it follows that for I = I 2 , ,***, n and for all x E X, 
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It is easy to verify that for r= 1,2,. . ~ n and for all x’ E ,Y, 
det l’,(,x, (Y) > 0 
where det _\i, (x, cy) is the rth leading principal minor of A4 (x, a). Thus, since 
for r=1.2,..., n and for all s E N 
det D, (x. a) < 0. 
it follows that 
detJfr(x,u) 20 
for r= 1 9 ,A,..,, rz and for all s E X. IIence ;\I (E, (Y) is positive semidefinite for 
all s e S, md the proof is completed. n 
Consequently, if u as defined in (1) is such that o < x, then Ferland’s 
sufficient conditions imply the condition of Theorem 2.2. Notice that the 
relation 
can be derived directly from Schur’s formula applied to Mr(s, (Y). 
As pointed out by S. Schaible, LY < cc is not always verified. For instance, 
iff(r)=X3andX={xEE’lx<O},thenfispseudo-convexonXanda=oo. 
This example illustrates the fact that Ferland’s sufficient conditions can be 
verified while the condition of Theorem 2.2 is not. The converse is also true. 
Indeed, for the function f(x) = x2 and X = E ‘, the condition of Theorem 2.2 
is satisfied with CY =O, but Ferland’s conditions are not. Hence neither one of 
the sufficient conditions is stronger than the other. 
In this section it will he established that the conditions in Theorem 2.1 
irnplv Ferland’s necessary conditions. This is not a relation between two 
necessary conditions for pseudo-convexity (since Theorem 2.1 is not true), 
but rather a relation between Ferland’s necessary conditions and a condition 
defining a subset of functions belonging to the class H as defined in [2]. 
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Let X be a convex set with a non-empty interior. We will show that if 
there exists a real number 4, 0 < ‘y, < co, such that M (x, a,) is positive 
semidefinite, then det 0, (x) < 0 for r = 1,2,. . . , n. 
First, the necessary condition for M(x,aJ to be positive semidefinite 
given by Bowman and Gleason in [3, Theorem 41 will be extended to all 
principal submatrices of M (x, aJ. We denote by n/t, (x’, a,) a principal matrix 
of M(x,g) of order T where ~~=[x~~,~~~,...,x~,]r is a subvector of x, and by 
VFf(x’) and V,f(x’) th e corresponding submatrix of V’f(x) and subvector of 
Vf(x), respectively. 
The following results that are very easy to verify will be used later. 
LEMMA 3.2. If A, is a diagonal matrix of order r with diagonal entries 
A,, A,, . * . , A,, b E E’, and 0 is a scalar, then 
=@fiAj-ib,!fihi, 
j=l ;=I j=l 
j#i 
Furthermore, if & #O for all i = 1,2,. . . , r, then 
THEOREM 3.3. If there exists an ax, 0 < q. < 00, such that M (x, a,.) i.s 
positive semi&finite, then each principal submatrix of V”f (x) has no more 
than one negative eigenvalue, and if Vff (xr) has one negative eigenvalue, 
then all the following conditions must hold: 
(4 b,+O, 
(b) bt._k=b,_k+l=..- =b,_l=O 
if zero is an eigenvalue of multiplicity k, 
b,2 
(c) r+-*;lg<o, 
I I 
where A, > A, > . . - > &_ 1 2 0 > & are the eigenvalues of VFf (x’), P, is an 
orthogonal matrix such that VFf (x’) = P,A(x’)P,~, and b = PrTV,f (x’). 
Proof. Since A4 (x, a,) is positive semidefinite, it follows that each prin- 
cipal submatrix is also positive semidefinite. Hence the proof of Theorem 3 
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in [3] can he used to show that each principal s&matrix of Vy(x) has no 
more than one negative eigenvalue. 
Now, suppose that Vff(x’), a s&matrix of order I’ of Vy(x), has one 
negative eigenvalue and that the eigenvalues are ordered so that A, > A, 
> ‘.’ >#A_, > 0 > A,. It follows that LY, > 0. 
Let P, be an orthogonal matrix such that Vff(x’) = F’J(xr)Prr, where 
_\(x ‘) is a square matrix in which the diagonal entries are A,,&, . , A, and 
the off-diagonal entries are 0. Then 
where b = P~rV,~(x’). 
If b, = 0, then A, <0 is an eigenvalue of :l(xr) + a&r, and this is a 
contradiction, since this matrix is positive semidefinite. Hence h,#O. 
Suppose that hi = 0 ( i > r) and that 11, #O. Consider the principal sub- 
hi + lxxl$ u, hi 1)’ 
a, 15 I)’ A, + a, 1,; 
The determinant of this submatrix is 
since LY, > 0, bi #O, and A, < 0. This is a contradiction, since the matrix 
,2(x ‘) + (Y, hh r is positive semidefinite. Hence part (11) in the statement of the 
theorem is verified. 
Suppose that 0 is an eigenvalue of multiplicity k (k > 0). Define 
The relation 
implies that 
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=det[h+cu,bbT]. 
On the other hand, det[x+ a,bbT] > 0, since R+ a,bbT is a principal 
submatrix of A(x’) + cu,bb T, and (Y, > 0. Then, from Lemma 3.2, 
Since &,<O and A,.>0 for all i=1,2,...,r-k-l 
This completes the proof of the theorem. 
Now we prove the main result of this section. 
THEOREM 3.4. Zf there exists a real number cu,, 0 < ax < 00, such that 
M (x, ax) is positive semidefinite, then det D,( x) < 0 for r = 1,2,. . . , n. 
Proof, Using the notation already introduced, it is easy to verify that 
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If we denote hy A, the matrix ii when xr = [x1, xg, .,x,1, then 
detD,jx)=det ii I;’ , 
! I T 
since P, is orthogonal, and hence PrT= P,-I. 
Now recall that the properties of -1, and b are specified by Theorem X3. 
CCLYC 1. If :1, has no negative eigenvalue, then from Lemma 3.2 
CtLse 8. If i1, has one negative eigenvalue and at least one eigenvalue 
equal to 0 (i.e., h, <0 and h,_ I =O), then /I,~, =O. Hence detD,(x) =O, 
because the matrix 
&se %3. If 11, has one n&ative eigenvalue and r- 1 positive eigenvalues, 
then from Lemma 3.2 
detD,(x)= - fi+$r z. 
j=l 
I 
But II;= 1AI < 0, and from Theorem 3.0, Cr= il?ZF/X, < 0. Hence det D,(x) < 0. 
The proof is completed. 1 
i\s mentioned before, an alternative proof of the Theorem 3.4 can be 
found in [2]. 
The author is thankful to Dr. I. Zang, who reported the counterexample 
due to Dr. S. Schuible, and to the referee for his helpful comments. 
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