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Systems with nearly localized f electrons and conduction electrons are typical cases show-
ing the itinerant-localized dichotomy, and cause a variety of intriguing phenomena. In
this thesis, toward understanding exotic ordered states realized in PrFe4P12 and URu2Si2,
the Kondo lattice with non-Kramers configuration is investigated using the dynamical
mean-field theory combined with continuous-time quantum Monte Carlo method.
Background
In systems with the odd number of f electrons per site as in Ce3+- or Yb3+-based com-
pounds, there is a Kramers degeneracy that originates from time-reversal symmetry. Re-
sultant localized spins interact with conduction electrons, and form a Kondo lattice. For
a small interaction J , the RKKY interaction stabilizes the magnetic order. On the other
hand, the Kondo effect screens the localized moment for a large J , and non-magnetic
heavy-electron state is realized. This is a typical behavior in f -electron systems.
In the non-Kramers f2 configuration as in Pr3+ or U4+ ions, the crystalline electric
field (CEF) states are not necessarily connected by the time-reversal symmetry. When
these f 2 states are strongly coupled with conduction electrons, a novel type of phenomena
is expected. The purpose of the present study is to elucidate the characteristic behaviors
in non-Kramers f -electrons systems.
Experimentally, the strong interaction between f and conduction electrons is reported
in systems such as PrFe4P12, URu2Si2 and PrAg2In. These compounds show the exotic
orderings and anomalous heavy-electron states, which might be related to the Kondo
system with non-Kramers configuration. For theoretical point of view, on the other hand,
the impurity systems have been intensively discussed. However, it is necessary to consider
the lattice systems in order to understand the above compounds.
In the following, the findings in the non-Kramers Kondo lattice with the CEF singlet
and doublet are described separately.
PrFe4P12 and Singlet-Triplet Kondo Lattice
The skutterudite PrFe4P12 has attracted attention because of its interesting behaviors.
The system shows the Kondo-like behavior in the resistivity, and undergoes the second-
order phase transition at 6.5K into non-magnetic ordered state. The inelastic neutron
scattering experiment shows a characteristic behavior such as a broad quasi-elastic peak in
the disordered state and a sharp inelastic peak in the ordered state. This result indicates
the competition between the Kondo effect (quasi-elastic peak) and CEF effect (sharp
inelastic peak) in PrFe4P12.
i
ii
In the Pr-based skutterudites, the low-lying CEF states are composed of ground-state
singlet and first-excited triplet. To propose the microscopic mechanism for the ordered
state in PrFe4P12, we investigate the model where the singlet-triplet f
2 states couple with
two-band conduction electrons. As a result, the electronic order with staggered Kondo
and CEF singlets has been found in the competing region between them. The Kondo
effect plays an essential role for the ordering, and is never understandable in terms of the
RKKY interaction.
With use of this model, the temperature dependence of the electrical resistivity and
magnetic susceptibility is reproduced. The calculated magnetic spectrum accounts for
the above inelastic neutron scattering experiments. This model also explains the ob-
served field-induced staggered magnetic moment. Thus, the present study successfully
reproduces the characteristic behaviors of PrFe4P12 qualitatively.
Composite Order in Non-Kramers Doublet Kondo Lattice
The non-Kramers doublet in the cubic point group symmetry does not have spin (magnetic
dipole) but orbital (electric quadrupole) degrees of freedom. In this case, f electrons
couple with conduction electrons through orbital degrees of freedom. Since the conduction
electrons also have the spin (called “channel”), the degrees of freedom for conduction
electrons are more than f electrons. Thus the two-channel Kondo system can be realized.
The behaviors of the two-channel Kondo impurity are fairly well understood, and the
entropy R = 1
2
ln 2 remains in the ground state. This residual entropy must be resolved
in the lattice system by the inter-site interaction. To clarify how this system reaches the
ground state, we investigate the two-channel Kondo lattice which is the simplest model
that describes the non-Kramers doublet coupled with conduction electrons.
At two conduction electrons per site (half filling), the symmetry between channels is
spontaneously broken. Nevertheless, there is no channel moment. The order parame-
ter instead is identified as the composite quantity between f and conduction electrons,
which represents the channel-selective Kondo effect. In the non-Kramers doublet sys-
tems, the channel degrees of freedom are regarded as the magnetic spin. Since the spin
moment is zero in this case, the composite order parameter is observed as a high-rank
magnetic multipole. From the frequency dependence of the self energy, the composite
order is interpreted as odd-frequency ordering. This is the first explicit example other
than superconductivity.
Conclusion
In the non-Kramers Kondo lattice with the CEF singlet and doublet, novel ordered states
induced by the Kondo effect have been found. The mechanism of these orderings is
different from the conventional RKKY interaction. Hence, the present study extends the
concept of ordering phenomena in f -electron systems.
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1.1 f Electrons in Solids
Dichotomy between itinerant and localized characters of electrons is one of the most im-
portant and fundamental problems in condensed matter physics. It is the direct reflection
of the duality of wave and particle characters of matter, which is a basic concept of
quantum mechanics. In solids, the itinerant character is given by the kinetic energy of
electrons, while the Coulomb interaction is important if electrons are localized. A variety
of interesting behaviors are observed in the competing region between these two charac-
ters. The diversity of phenomena is a consequence of the many-body effect caused by the
interaction between electrons.
Systems with f electrons are typical cases showing this itinerant-localized dichotomy.
The f electron itself has the nearly localized character. Interacting strongly with con-
duction electrons composed of s, p and d electrons, the f electrons acquire itinerancy.
Experimentally, this state is observed as the heavy-electron state where the effective mass
is larger than the bare-electron mass by three orders of magnitude. For this reason, the
f -electron system strongly coupled with conduction electrons is called the heavy-electron
system. In the intermediate region between the itinerant and localized characters of f
electrons, this system shows a variety of behaviors such as quantum criticality, multi-
pole ordering, unconventional superconductivity and exotic ordered states. The Kondo
effect [1] has a deep relationship with itinerancy of f electrons, and plays a central role
for the heavy-electron systems.
Let us discuss the characteristics of f electrons. We consider a single f electron in
the atomic limit as in Ce3+ ion. The f electron has the orbital angular momentum ℓ = 3
and spin s = 1/2. Because of the large atomic number of Ce, the spin-orbit interaction is
the order of thousands of K. Accordingly the total angular momentum is a good quantum
number and j = 5/2 multiplet is most stable in the present case. In solids, the f electron
is also affected by the crystalline electric field (CEF), which is typically tens of or hundreds
of K. The j = 5/2 multiplet splits into a few levels by this CEF. However, the Kramers
theorem states that the crystal field cannot lift the degeneracy completely for a system
with an odd number of electrons [2]. Namely double degeneracy of each level is protected
by the time-reversal symmetry. This doublet is called the Kramers doublet. Thus, the
f electron typically behaves as a 1/2 spin at low temperatures in solids. Figure 1.1(a)
1
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Table 1.1: Wave functions of f -electron states in the Oh point-group symmetry. The label Γ
represents the symmetry of the states, and the number of degeneracy is shown in parenthesis.
schematically shows this situation in the cubic CEF, and the wave functions are given in
Tab. 1.1.
Next we consider two f electrons in the atomic limit as in Pr3+ or U4+ ions, which is
the main topic of this thesis. In this case, we have to consider the Coulomb interaction
first. We minimize the Coulomb energy by choosing the total orbital angular momentum
L = 5 and spin S = 1, and then we obtain the J = 4 multiplet by considering the spin-
orbit interaction. In solids, this multiplet splits by the CEF. There is important difference
from the one f -electron case: the Kramers theorem is not applicable to the system with
even number of electrons. Therefore the present system is called the non-Kramers system.
As a result, the CEF ground state can be a singlet, or a non-Kramers doublet which is
not necessarily connected by the time-reversal symmetry. Figure 1.1(b) shows the typical
level scheme of the system with f 2 configuration.
At low temperatures in solids, we only have to consider the low-lying f -electron states
shown in Fig. 1.1. These degrees of freedom couple with the conduction electrons, and
cause intriguing phenomena. Basic properties of the Kramers systems are now fairly well
understood. On the other hand, the non-Kramers systems show the mysterious behaviors
that is different from the Kramers system as seen in the latter part of this chapter. Even
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though considerable effort has been made, the understanding of this system is still not
sufficient. Hence, it is highly desirable to elucidate the characteristic behaviors in non-
Kramers systems.
1.2 Typical Behaviors in f-Electron Systems
Let us begin with the Kondo effect that plays an important role in heavy-electron systems.
Throughout this thesis, we neglect the charge degrees of freedom of f electrons because
of their strong localized character. Nevertheless, we witness the charge dynamics of f
electrons, which is a consequence of strong renormalization by the Kondo effect.
1.2.1 Kondo effect
We start from the impurity Kondo model. We consider the situation where one localized
f electron is located on a metal. The localized spin couples with the conduction-electron




(εk − µ)c†kσckσ + JS · sc, (1.1)
where µ is the chemical potential and J > 0. The operator ckσ (c
†
kσ) is a annihilation
(creation) operator of the conduction electron with momentum k and spin σ =↑, ↓. The













respectively, where σ is a Pauli matrix. The annihilation operator of conduction electrons
at the origin is defined by cσ = N
−1 ∑
k ckσ where N is the number of sites. The localized-
spin state is described by |σ⟩.
The behavior of this model is understood by the scaling theory. We choose the model
space as the one which does not involve the conduction states near the band edges. By the
second-order perturbation theory with this restriction, the interaction J is renormalized




where Deff is a half width of the renormalized conduction band and is regarded as a
temperature. The dimensionless coupling constant g = ρ0Jeff is introduced with ρ0 =
1/2D being a density of states (DOS) at the Fermi level where D is a half width of an
original conduction band. According to this equation, Jeff is scaled to strong coupling
when Deff decreases. The renormalization flow of this model is schematically drawn
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Figure 1.2: Renormalization flow of the Kondo model.
in Fig. 1.2. The effective coupling constant diverges at the energy called the Kondo
temperature






Note that this expression cannot be expanded with respect to J . The characteristic energy
scale of the Kondo model is not given by the bare coupling constant J but by the minute
energy scale TK. It is also characteristic that the Kondo temperature is scale-invariant.
Namely, the relation
TK(D, J) = TK(Deff , Jeff) (1.6)
is satisfied, as derived from the scaling equation (1.4).
The ground state scaled to Jeff → ∞ is the singlet state formed by the localized spin
and conduction electrons, which is called the Kondo singlet. The Kondo temperature
gives the energy scale below which the localized spin is screened by conduction electrons.
Because of the kinetic energy of conduction electrons, the Kondo singlet is spatially ex-
tended. Its radius is roughly given by vF/TK with vF being a Fermi velocity.
In terms of the symmetric Anderson model which has charge degrees of freedom of f
electrons, the Kondo coupling is given by J ∼ V 2/U , where V is a hybridization between
f and conduction electrons, and U is the Coulomb repulsion between f electrons. In
this case, the limit Jeff → ∞ corresponds to Ueff → 0 with fixed V . Thus, the system is
effectively mapped onto the free electron model. This means that f electrons acquire the
itinerancy at low temperatures.
1.2.2 Kondo lattice




(εk − µ)c†kσckσ + J
∑
i
Si · sci. (1.7)
This model describes the characteristic behaviors in Ce compounds which have one f
electron per site. In order to understand the behavior of the KL, we consider the two
extreme cases: (i) J/t→ 0 and (ii) J/t→ ∞ with t being a transfer integral of conduction
electrons. In the case (i), we apply the second-order perturbation theory with respect to






χ0q Sq · S−q, (1.8)
1.2. Typical Behaviors in f -Electron Systems 5
Figure 1.3: Doniach phase diagram [14].
where Sq is the Fourier transform of Si. Here χ
0
q is a static susceptibility of conduction
electrons. This is called the Ruderman-Kittel-Kasuya-Yosida (RKKY) [5, 6, 7] interaction
which is of order of ρ0J
2. The RKKY interaction gives rise to the magnetically ordered
state. Experimentally, the Ce-based compounds such as CeAl2 [8] and CeB6 [9] are the
systems which show magnetism.
In the case (ii), on the other hand, the localized spin forms the Kondo singlet with the
conduction electron at each site. With a finite coupling J , the characteristic energy scale
is given by the Kondo temperature ρ0TK ∼ e−1/ρ0J . The spatially extended Kondo singlets
centered at each site have a finite overlap with each other, and acquire the coherence at
low temperatures. Such a collective Kondo-singlet state results in a heavy-electron state
with non-magnetic ground state. It is shown that the localized spins participate in the
Fermi volume in this case (called “large Fermi surface”) [10, 11]. Hence the f electrons
are regarded as itinerant even though they do not have charge degrees of freedom in the
KL. The heavy-electron behaviors are seen in the actual systems such as CeRu2Si2 [12]
and CeCu6 [13].
The RKKY interaction stabilizes the magnetism in the small-coupling region, while
the localized spins are screened by the Kondo effect for the larger J . Then we have
the quantum critical point (QCP) where the ground state changes from ordered state
to disordered state as shown in Fig. 1.3. The position of the QCP is located at which
the energy scales of the RKKY interaction and the Kondo effect compete with each
other. Figure 1.3 is known as the Doniach phase diagram [14]. The formation of the
QCP is a consequence of the competition between itinerant and localized characters of f
electrons, and is one of the most attractive characteristics in heavy-electron systems. The
quantum criticality is recently intensively discussed in the Yb-based compounds such as
YbRh2Si2 [15] and β-YbAlB4 [16].
Many theoretical works have been performed on the KL, and various properties of
this model have been clarified. In non-Kramers systems, however, there exist phenomena
which cannot be understood in the framework of the KL explained above. In the next two
sections, we show some experimental results for such systems, and introduce generalized
Kondo lattice as theoretical models for non-Kramers systems.
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Figure 1.4: (left) Crystal structure of the skutterudites [17]. RE, Tr and Pn represent rare
earth, transition metal and pnictogen, respectively. (right) Temperature-magnetic field phase
diagram of PrFe4P12 [18].
1.3 Non-Kramers Systems with CEF Singlet Ground
State
Here we explain the experimental results of PrFe4P12 which motivate our theoretical
works. We also introduce the theoretical model for PrFe4P12 in the latter part of this
section.
1.3.1 PrFe4P12
The Pr-based skutterudites (left panel of Fig. 1.4) have attracted much recent attention
because of their variety of interesting behaviors [9]. Pr3+ ion is located at the center of
Th point group symmetry, and the low-energy CEF states of f electrons are composed
of ground state singlet and first excited triplet. Among these skutterudites, PrFe4P12 is
one of the most interesting compounds: it undergoes a phase transition at Tc = 6.5K
into non-magnetic staggered order phase labeled “A” in the right panel of Fig. 1.4. The
second-order nature of the transition is seen as the thermodynamic anomaly in specific
heat [19].
As shown in Fig. 1.5, PrFe4P12 shows a clear Kondo-like behavior in the resistivity [20,
21]. It abruptly increase just below the transition temperature indicating a formation of
gap structure in the DOS. The resistivity turns to decrease around 5K, and shows the
Fermi liquid behavior at sufficiently low temperatures. The NMR experiment [23] suggests
the magnetic origin of the Kondo effect. The operation of the Kondo effect in PrFe4P12
is partly due to the small CEF splitting, which originates from a nearly spherical CEF
because of the cage-like structure of P.
Figure 1.6 shows the magnetic susceptibility of PrFe4P12. In spite of the clear cusp
1.3. Non-Kramers Systems with CEF Singlet Ground State 7
Figure 1.5: Temperature dependence of the resistivity in PrFe4P12 [21]. The right panel shows
the low-temperature behavior with T . 1.6K [22].
Figure 1.6: Temperature depen-
dence of the magnetic susceptibility
in PrFe4P12 [25].
Figure 1.7: Inelastic neutron scattering spectra on
polycrystals above and below the transition tempera-
ture [32].
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Figure 1.8: Temperature-pressure phase dia-
gram of PrFe4P12 [38].
Figure 1.9: T -x phase diagram of
Pr1−xLaxFe4P12 [18].
in the magnetic susceptibility at Tc [20, 24], there is no magnetic moment in the ordered
phase. Instead, the neutron diffraction has revealed the staggered magnetic moment
under the magnetic field [26], which shows the nonmagnetic character of the staggered
order parameter. Theoretical [27, 28, 29] and experimental [30] studies have already
identified the order parameter as a scalar. In other words, the point-group symmetry is
not lowered by the phase transition. However, the microscopic nature of this mysterious
scalar order is yet to be clarified.
The inelastic neutron scattering experiments [32, 33, 34] on PrFe4P12 have probed the
broad quasi-elastic response above the transition temperature, which is characteristic of
the Kondo effect. We show the experimental result for polycrystals in Fig. 1.7. Below
Tc, sharp inelastic excitations have been observed in addition to remaining quasi-elastic
components. The lineshape of the spectrum does not depend significantly on wave vec-
tor [34], but the intensity of the scattering is stronger at the center of Brillouin zone
than at the boundary [35]. The observed Kondo behaviors indicate a tendency toward
itinerant f -electron state, while the sharp inelastic feature may be interpreted as local
CEF excitations. Hence, PrFe4P12 can be regarded as a system located on the boundary
between itinerant and localized characters of electrons. Accordingly the ordered phase in
PrFe4P12 may not be understandable in terms of the conventional RKKY interaction. It
is pointed out that the localized picture of f electrons cannot realize the non-magnetic
scalar ordered state in the ground state [31].
We explain the other interesting aspects of PrFe4P12. When the magnetic field is
applied along (111) direction, the new ordered phase labeled “B” in the right of Fig. 1.4
appears, while the heavy Fermi liquid is realized for (001) and (110) directions. On the
other hand, it has been reported that the antiferromagnetic insulator is realized under high
pressure above 2.5GPa [36, 37, 38]. The temperature-pressure phase diagram of PrFe4P12
is shown in Fig. 1.8. The characteristic behavior is also observed in the phase diagram
of Pr1−xLaxFe4P12 shown in Fig. 1.9. The slight substitution of Pr by La destroys the
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scalar order and the ferromagnetism appears. Thus, PrFe4P12 shows a variety of ordering
phenomena caused by tuning of external parameters.
1.3.2 Singlet-triplet Kondo lattice
Let us construct the effective model for PrFe4P12 phenomenologically. We take the singlet-
triplet CEF states for low-lying f 2 states in PrFe4P12 as have been suggested in ref. [39].
By introducing the two pseudo spins S1 and S2, we effectively describe the singlet-triplet
states with splitting ∆ as
HSTf = ∆S1 · S2. (1.9)
In the Th point-group symmetry, the irreducible representation Γ4 and Γ5 in Oh hybridizes
with each other, as given in Tab. 1.1. With use of the mixing parameter d, the triplet
states are expressed as [40]
|t⟩ =
√
1 − d2|Γ5⟩ + d|Γ4⟩. (1.10)
We discuss the active multipole operators in this singlet-triplet system. Since the
Kondo effect is observed in PrFe4P12, a magnetic interaction between f and conduction
electrons is expected to be important. Accordingly we consider the magnetic dipole M
which is represented by the pseudo spins as [40]
M = a1S1 + a2S2., (1.11)









Although S1 and S2 are the pseudo spins, they can be regarded as magnetic spins because
they are connected to the magnetic moment by eq. (1.11).
Next we consider conduction electrons in the skutterudite [41]. In the localized picture
of f electrons, the conduction bands in PrFe4P12 are approximated by the one in LaFe4P12
shown in Fig. 1.10. There are two conduction bands at the Fermi level which originate
from p electron from P and d electron from Fe. We denote them by the orbital index γ = 1
and 2. Since these electrons have the spin degrees of freedom, the magnetic interaction
between f and conduction electrons is written as
HSTint = I1M · sc1 + I2M · sc2 =
∑
γγ′
Jγγ′Sγ · scγ′ , (1.13)
where the coupling constant Jγγ′ is defined by Jγγ′ = aγIγ′ , and scγ is the spin operator
of conduction electrons.





(εkγ − µ)c†kγσckγσ +
∑
iγ
JγSiγ · sciγ + ∆
∑
i
Si1 · Si2, (1.14)
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Figure 1.10: Band structure in LaFe4P12 [42]. Figures (a) and (b) show the hole Fermi surfaces,
which originate from p electrons from P and d electrons from Fe, respectively. The number of
holes per site is 0.76 for (a), and 0.24 for (b).
Figure 1.11: Schematic illustration of on-site interaction in 2BSTKL. Thick arrows show the
localized spins, and the arrows on the line show conduction electrons.
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where Jγ(> 0) is the Kondo exchange and ∆ is the CEF splitting. The interactions are
schematically drawn in Fig. 1.11. Although the kinetic energy term of conduction electrons
has an off-diagonal part with respect to the orbital index γ in general, we neglect this
aspect. We call this model the “two-band single-triplet Kondo lattice” (2BSTKL) in
the following. This model at half filling has been investigated in one dimension by the
density-matrix renormalization group (DMRG) [43].
Let us show that the Hamiltonian (1.14) is a minimal model that describes the Kondo
and CEF singlets in the atomic limit. In the case Jγ/∆ → 0, the singlet between localized
spins is formed, and the conduction electrons are separated from localized spins. On the
other hand, the localized spins form the singlet state with conduction electrons in the limit
Jγ/∆ → ∞. The former corresponds to the CEF singlet, and the latter to the Kondo
singlet. Hence, the 2BSTKL describes the competition between the Kondo and CEF
effects for a finite value of Jγ/∆. The f electrons have the localized character in the CEF
picture, while they acquire itinerancy by the formation of the Kondo singlet. Accordingly,
the competition between the Kondo and CEF effects in the 2BSTKL is regarded as that
between itinerant and localized characters of f electrons. We will discuss properties of
the model (1.14) in Chapter 4.
1.4 Non-Kramers Doublet Systems
In this section, we explain URu2Si2 as an example of the non-Kramers doublet systems
with strong interaction between f and conduction electrons. Recently non-Kramers dou-
blet systems have been attracting renewed attention, partly due to the discovery of new
Γ3 compounds such as PrIr2Zn20 [44, 45] and PrV2Al20 [46].
1.4.1 URu2Si2
URu2Si2 has attracted much attention because of mysterious natures of the ordered state
called “the hidden order” [9, 47]. The crystal structure is ThCr2Si2-type (left panel of
Fig. 1.12), and the U ion is located in the tetragonal CEF. At ambient pressure, this
compound undergoes a second-order phase transition at THO = 17.5K as shown in the
right panel of Fig. 1.12. The specific heat shown in Fig. 1.13 displays the large thermo-




C(T )/TdT ∼ 0.2R ln 2 with R being the gas constant. The neutron diffraction
has revealed the tiny antiferromagnetic moment 0.03µB in the ordered phase [51]. How-
ever, this moment is too small to account for the large change of entropy at THO. When
the pressure is applied, URu2Si2 undergoes the first-order phase transition into the an-
tiferromagnetic phase with large magnetic moment 0.3µB as shown in the right panel of
Fig. 1.12.
Recently it is widely recognized that the observed small magnetic Bragg peak is not
intrinsic to the hidden order, as evidenced by the µSR [52] and NMR [53]. Then it is
desirable to identify the “hidden” order parameter of this phase, but is still not successful.
It is rare in physics that the basic properties remain to be unsolved for more than a quarter
century, even though many physicists have been trying to unveil it.
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Figure 1.12: (left) Crystal structure of URu2Si2 [48]. Gold, grey and blue spheres correspond
to U, Ru and Si, respectively. (right) Temperature-pressure phase diagram [49].
Figure 1.13: Temperature dependence of specific heat [50].
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Figure 1.14: (left) Inverse magnetic susceptibility of URu2Si2 [54]. The solid line shows the
fitted result in the CEF picture. (right) CEF level scheme to fit the experimental data.
Figure 1.14 shows the inverse magnetic susceptibility of URu2Si2 up to 800K. It shows
the strong Ising anisotropy along the (001) direction. The high-temperature behavior
is well fitted by the f2 CEF scheme shown in the right panel of Fig. 1.14. Here the
CEF states in the tetragonal symmetry are composed of five singlets and two doublets.
The CEF ground state is the non-Kramers doublet, which is separated from first excited
state by 400K. Hence, it is expected that the low-temperature behaviors are dominated
by the non-Kramers doublet. Based on this, Ohkawa and Shimizu have discussed the
possible multipole ordering within the doublet, and concluded that the hidden order is
a quadrupole ordering [55]. Recently Harima et al. [56] have proposed the Oxy-type
quadrupole ordering based on the NQR experiment [57], which is realized within the
doublet model. However, quadrupoles have not been detected so far, although the exper-
iments such as the resonant X-ray scattering are performed [58]. Therefore it might be
necessary to consider the interaction between f and conduction electrons at least in the
standpoint of the non-Kramers doublet. We should mention that another CEF scheme
with the singlet ground state has also been proposed [48, 59, 60, 61].
Next we explain the inelastic neutron scattering experiments, which has been first
performed by Broholm et al [51]. Figure 1.15 shows the spectrum inside the hidden order
phase. We have three characteristic magnetic responses: commensurate vector at (1, 0, 0),
and two incommensurate vectors at (0.6, 0, 0), (1.4, 0, 0). While the magnetic responses
at incommensurate vectors are seen in the paramagnetic state, the commensurate one
appears only in the hidden-order phase [63]. The magnetic spectrum resembles a spin-
wave excitation from magnetically ordered state, although the hidden-order phase does
not have magnetic moment.
Since the magnetic excitation at commensurate vector (1, 0, 0) is a characteristic of
the hidden order, let us discuss it in more detail. Figure 1.16 shows the temperature
dependence of the spectrum [64]. Above the transition temperature, the broad quasi-
elastic peak is observed, which indicates itinerant behavior of f electrons. Below THO,
on the contrary, the spectrum shows the sharp inelastic peak with finite excitation gap.
The asymmetric shape of the inelastic peak is also characteristic. As shown in the right
panel of Fig. 1.16, the gap tends to zero at the transition temperature. If we interpret this
behavior by the f 2-localized model, the non-Kramers doublet model does not contradict
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Figure 1.15: Inelastic neutron scattering spectrum [62]. The contribution at (2, 0, 0) is from
phonons. The inset shows the temperature dependence of intensity at E = 2.5meV and
(0.6, 0, 0), which displays how the incommensurate excitation becomes gapfull below THO.
Figure 1.16: Temperature dependence of the magnetic spectrum at (1, 0, 0) [64]. The right
panel shows the temperature dependence of the excitation gap.
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Figure 1.17: Single-particle spectra obtained by the ARPES experiment [66].
Figure 1.18: (left) Specific heat and (right) magnetic susceptibility in UxTh1−xRu2Si2 [69].
with this, since the lifted levels in the ordered state come to the same energy at the
transition temperature.
Recently the angle-resolved photoemission spectroscopy (ARPES) has been performed
on URu2Si2 [65, 66]. As shown in Fig. 1.17, the flat band appears below THO, but it does
not in a Rh-substituted sample. Hence the new electronic band is a characteristic of
the hidden order. In the scanning tunneling spectroscopy [67, 68], on the other hand,
it has been reported that the dispersive conduction bands start to hybridize with the
f -electron flat bands at the transition temperature. These experiments imply that the
heavy-electron bands are newly formed only in the hidden order phase.
Finally we explain the system with dilute f electrons. Figure 1.18 shows the experi-
mental results of specific heat and susceptibility in UxTh1−xRu2Si2 with small x [69]. It
is characteristic that the logarithmic temperature dependences are observed. This be-
havior is well explained by the two-channel Kondo model, which is discussed in greater
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detail in the next subsection. The inset of Fig. 1.18 shows the comparison between the
theory and experiment, and they match well. For this reason, the two-channel Kondo
effect has been suspected as an origin of the exotic behaviors in the dense Kondo system
URu2Si2. We note that the explanation based on the CEF singlet ground state has also
been proposed [70, 71, 72].
The two-channel Kondo behaviors are observed also in PrxLa1−xAg2In [73], which
might be related to the mysterious heavy-electron behavior in PrAg2In [74, 75].
1.4.2 Two-channel Kondo models
impurity two-channel Kondo model
In this subsection, we discuss the theoretical model for a system with the non-Kramers
doublet [76, 77]. Let us start from the impurity system. For simplicity, we consider the
non-Kramers doublet in the cubic point group. We denote the Γ3 doublet shown in Tab.
1.1 by the pseudo-spin state |σ =↑, ↓⟩. In order to derive the active multipole within this
doublet, we consider the decomposition of the product representation:
Γ3 ⊗ Γ3 = Γ1 ⊕ Γ2 ⊕ Γ3 (1.15)
Accordingly, active multipoles within this doublet are the two quadrupoles with Γ3 sym-
metry and the octupole with Γ2 symmetry. The operators for quadrupoles are expressed
as Sx, Sz, and the octupole as Sy. On the other hand, we assume that the conduction elec-
trons have the Γ8 symmetry. We write the four states of Γ8 quartet as |α = 1, 2⟩⊗|σ =↑, ↓⟩,
where the label α is called channel. We note that the states with α = 1 and 2 are con-
nected by the time-reversal symmetry in the present case, and |σ⟩ is not a real-spin state
but a pseudo-spin state. The product representation is decomposed as
Γ8 ⊗ Γ8 = Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ 2Γ4 ⊕ 2Γ5. (1.16)
Since the operators with the same symmetry are coupled, the f electrons interact with
conduction electrons through and the Γ3 quadrupole and Γ2 octupole. Then the interac-







Note that the conduction electrons have not only the pseudo spin σ but also the channel
α. Since the exchange anisotropy J ̸= J ′ is irrelevant about the fixed point [78], we take
the isotropic exchange interaction J = J ′. The interaction is illustrated in the left panel
of Fig. 1.19. If we consider the Γ7 doublet for conduction electrons, they cannot couple
with f electrons because Γ7 ⊗ Γ7 = Γ1 ⊕ Γ4 has neither quadrupole nor octupole.
The situation where non-Kramers doublet is located on a metal is described by the




(εk − µ)c†kασckασ + J
∑
α
S · scα (1.18)
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Figure 1.19: (left) Schematic picture of on-site interaction and (right) renormalization flow in
the impurity two-channel Kondo model.
Hereafter we refer to the pseudo-spin σ simply as “spin.” Let us consider the behavior of
this model by the scaling theory. In the high-temperature limit, the effective coupling Jeff
is zero, and the free localized spin has the entropy R = ln 2. With decreasing temperature,
Jeff is scaled to strong coupling by the Kondo effect. If Jeff were scaled to infinity as in
the ordinary Kondo model, the system would be effectively mapped onto the three-spin
model at the origin site, and still have the entropy R = ln 2. This fixed point is actually
unstable as illustrated in right panel of Fig. 1.19.
This scaling behavior is qualitatively studied by the scaling theory up to the third
order. One can obtain the following scaling equation for the n-channel Kondo model [4]:
dg
d lnDeff
= −g2 + n
2
g3, (1.19)
The renormalization flow is illustrated in Fig. 1.19, where the fixed point is given by g =
g∗ = 2/n. The numerical calculation [80] shows that logarithmic temperature dependence
is observed in thermodynamic quantities, and the system has the residual entropy R =
1
2
ln 2 in the ground state. This peculiar entropy is not realized in a finite-sized system,
but only in the thermodynamic limit. Hence, the fixed point is an essentially many-body
state. As demonstrated by Emery and Kivelson [81], the residual entropy R = 1
2
ln 2
corresponds to a part of the localized spin (see Appendix D). As seen in Fig. 1.18, the
lnT behavior is observed in actual compounds.
two-channel Kondo lattice




(εk − µ)c†kασckασ + J
∑
iα
Si · sciα, (1.20)
This model is called the “two-channel Kondo lattice” (2ch KL). The Hamiltonian (1.20)
is the simplest description of periodic non-Kramers doublets coupled with conduction
electrons. We expect that the 2ch KL is the first step toward understanding the realis-
tic systems such as URu2Si2 whose impurity counterparts show the two-channel Kondo
behavior. This model is discussed in detail in Chapter 5.
We review the earlier studies on the 2ch KL. Figure 1.20 shows the derivative of
momentum distribution function in the paramagnetic state obtained by the dynamical
mean-field theory (DMFT) combined with the quantum Monte Carlo. Although a sharp
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Figure 1.20: Derivative of the momentum distribution function at several temperatures in the
2ch KL [82].
Figure 1.21: (left) temperature-filling phase diagram obtained by the DMFT [83]. Here N = 1
corresponds to half filling. (right) Phase diagram in the ground state of the one-dimensional 2ch
KL determined by the DMRG [84]. The half-filled case corresponds to nc = 2 in this figure.
peak is expected if a Fermi surface is formed, the results do not show this peak even at
low temperatures. Hence, the paramagnetic state of the 2ch KL is an incoherent metal
which does not have a Fermi surface.
At sufficiently low temperatures, the ordered state is expected in the 2ch KL, since the
impurity system has the residual entropy in the ground state. The 2ch KL near half filling
(two conduction electrons per site) shows instability toward the antiferro-spin ordering [83]
as shown in the left panel of Fig. 1.21. At quarter filling (one conduction electron per
site), on the other hand, the possibility for antiferro-channel ordering is pointed out in
ref. [77]. The DMRG study has indeed detected the antiferro-channel fluctuation in the
one-dimensional 2ch KL as shown in the right of Fig. 1.21 [84], although the order is not
realized. Superconductivity with odd frequency pairing has also been discussed for the
2ch KL [83] and a related model called the SU(2)×SU(2) Anderson lattice [85, 86].
The other interesting aspect of ordering in the 2ch KL has been found at half filling
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Figure 1.22: Double occupations for conduction electrons with channel α = 1 and α = 2 as a
function of coupling constant in the ground state [87].
by the DMFT combined with exact diagonalization [87]. Figure 1.22 shows the double
occupation D = ⟨nα↑nα↓⟩ at zero temperature for channel α = 1 and 2 with nασ being
a local number operator. With increasing the coupling, the double occupation becomes
dependent on channel above the critical value of J . Namely, quantum phase transition
occurs with spontaneous channel symmetry breaking.
1.5 Purpose of Thesis
Toward the understanding of non-Kramers systems with exotic orderings such as PrFe4P12
and URu2Si2, we investigate two kinds of the generalized Kondo lattices introduced in the
previous sections. For analysis of the models, we use the DMFT where the lattice system
is mapped onto the effective impurity system. This approach takes full account of on-site
correlations and is exact in infinite dimensions. Since the Kondo effect is dominantly
local, the DMFT is suitable for the investigation of f -electron systems. In the effective
impurity problem of the DMFT, a minute energy scale TK appears associated with the
Kondo effect. Then highly accurate treatment of the reservoir is required for numerical
approach. Recently, a continuous-imaginary-time quantum Monte Carlo method (CT-
QMC) has proven powerful enough in solving the effective impurity problem in the DMFT
at finite temperatures. By combining the DMFT with the CT-QMC, we report on a new
kind of electronic order in the generalized Kondo lattice models as effective models of
non-Kramers f -electron systems. We discuss the following two systems.
singlet-triplet Kondo lattice
To understanding the scalar order in PrFe4P12, we investigate the Kondo lattice with the
CEF singlet-triplet states. The purpose of this study is:
• A search for new ordering in competing region between the Kondo and CEF effects
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• To propose microscopic mechanism for the scalar order in PrFe4P12
To this end, we investigate the 2BSTKL, and discuss possible relevance of our results to
PrFe4P12.
two-channel Kondo lattice
Motivated by the experiments in non-Kramers doublet systems such as URu2Si2, we
investigate the 2ch KL which is the simplest model that describes the situation where
periodic non-Kramers doublets coupled with conduction electrons. Especially, we focus
on
• Spontaneous symmetry breaking of channel degrees of freedom
This feature is a characteristic of the 2ch KL different from the ordinary KL.
This thesis is organized as follows. We explain the DMFT and the CT-QMC in Chapter
2 and Chapter 3, respectively. Chapter 4 is devoted to analysis of the singlet-triplet Kondo
lattice, and we discuss possible relevance of our results to PrFe4P12. We investigate the
two-channel Kondo lattice in Chapter 5. We summarize the obtained results in Chapter
6. Some technical aspects and supplementary materials are explained in Appendix.
Chapter 2
Theoretical Approaches
2.1 Green Function Method in Bipartite Lattice
The Green function method is useful for theoretical approach to many-body systems.
Since we deal with the ordered states, we explain the formulation in the two-sublattice
system. The results in this section can be applied to general cases.
2.1.1 Single-particle Green function
Let us first consider the non-interacting conduction electrons with nearest-neighbor hop-
ping in a bipartite lattice. We assume the nesting condition εk+Q = −εk with Q being
a staggered ordering vector. We introduce sublattice annihilation operators ckA(ckB) for
A(B)-sublattice with wave vector k belonging to the reduced Brillouin zone with sub-
lattices, i.e., half of the original Brillouin zone. These are related to the annihilation
operator in the original Brillouin zone by the following relations:
ck = (ckA + ckB)/
√
2, (2.1)
ck+Q = (ckA − ckB)/
√
2. (2.2)






















∑′ is taken over wave vectors k belonging to the reduced Brillouin
zone, and satisfies the relation
∑′
k1 = N/2. We use the suffix a for spin and/or orbital
indices. In this thesis, we consider the case where the non-interacting Hamiltonian (2.4) is






δ(ω − εka) = ρ0,a(−ω), (2.5)
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where N is the number of sites.




ka (τ) = −⟨Tτckλa(τ)c
†
kλ′a⟩, (2.6)
where c(τ) = eτH c e−τH is the Heisenberg picture with imaginary time, and Tτ is the time-
ordering operator. The expectation value is defined by ⟨· · · ⟩ = Tr [e−βH · · · ]/Tr e−βH.
Note that the Green function has off-diagonal elements with respect to the sublattice






















where εn = (2n+ 1)π/β is the fermionic Matsubara frequency.
Once we obtain the single-particle Green function, we can calculate the single-particle





−iωt ≡ f(ω)Aka(ω), (2.9)
where f(ω) = 1/(eβω + 1) is the Fermi distribution function, and c(t) = eiHt c e−iHt is the
Heisenberg operator with real time. Note that the the wave vector k in eq. (2.9) is defined
in the original Brillouin zone, and therefore the creation and annihilation operators do
not have sublattice index λ. The single-particle spectrum is related to the Green function








ka (ω + i0
+)/π. (2.10)
In the right-hand side (RHS), we have performed the analytic continuation iεn → ω+i0+.
We note that the expression (2.10) is valid for all the Brillouin zone because of the
condition εk+Q = −εk. On the other hand, the DOS is given by integrating the single-







2.1.2 Two-particle Green function and susceptibility
Magnetic and charge susceptibilities can be evaluated from the two-particle Green func-
tion, which is defined in the imaginary time domain by
χλλ
′
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Here we only consider the uniform component in the reduced Brillouin zone. The Fourier
transform for the two-particle Green function (2.12) is defined by
χλλ
′








kk′,aa′(τ1, τ2, τ3, τ4) e
iεn(τ2−τ1)eiεn′ (τ4−τ3)eiνm(τ2−τ3), (2.13)
and its inverse transformation by
χλλ
′







kk′,aa′(iεn, iεn′ ; iνm) e
−iεn(τ2−τ1)e−iεn′ (τ4−τ3)e−iνm(τ2−τ3),
(2.14)
where νm = 2mπ/β is the bosonic Matsubara frequency. Taking the summation with
respect to the wave vector, we define the quantity
χλλ
′








kk′,aa′(iεn, iεn′ ; iνm). (2.15)














aa′ (iεn, iεn′ ; iνm), (2.16)






being the total number operator in the reduced Brillouin zone.
Let us apply to the two-orbital model by taking a → (γ, σ), where γ = 1, 2 and
σ =↑, ↓ are orbital and spin indices, respectively. In this case, the static component of
the quantity (2.16) is written as χλλ
′
γσ,γ′σ′(0). The uniform and staggered components in




(χAA + χBB ± 2χAB). (2.18)
Here the plus (minus) sign in the right-hand side (RHS) is taken for the uniform (stag-





(χ↑↑ + χ↓↓ ± 2χ↑↓), (2.19)
where the indices ‘c’ and ‘s’ indicate charge and spin channels, respectively. The plus
(minus) sign in the RHS is taken for the charge (spin) susceptibility. In a similar manner,




(χ11 + χ22 ± 2χ12). (2.20)






±s . Figure 2.1
illustrates the electronic orders in the strong coupling limit, each of which is probed by
the corresponding susceptibility.
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Figure 2.1: Illustration of electronic orders probed by divergence of susceptibilities. The labels
1 and 2 are the orbital indices of conduction electrons.
2.1.3 Susceptibility for localized spins

































= [H, ckλa]. (2.22)
Let us apply this relation to the 2BSTKL for example. The anticommutation relation
in eq. (2.21) is calculated as







































iσσ⟩. From this expression, we can calculate the uniform and
staggered susceptibilities for the localized spins. We note that there is another method
using the two-particle t matrix [88]. In a manner similar to eq. (2.10), we obtain the
two-particle spectrum by the analytic continuation iνm → ω + i0+.
2.1.4 Internal energy, specific heat and entropy
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The label ‘charge’ is named after the relation







The internal energy E is calculated from ⟨H⟩ = E − µN . The straightforward way to












In the evaluation of the entropy, we have to determine the value at T = 0.
We show another method to calculate the specific heat using the two-particle Green
function. We define the operator E and N by the relation H = E − µN . The specific


















⟨N 2⟩ − ⟨N⟩2
)
, (2.32)
where we have used the relation [H,N ] = 0. The ‘charge’ two-particle Green function is
introduced by














kk′,aa′(iεn, iεn′ ; iνm). (2.33)





χchg(iεn, iεn′ ; 0) = β
(







(−iεn)χchg(iεn, iεn′ ; 0)eiεn0
+
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{jkλa, c†k′λ′a′}ck′λ′a′ . (2.37)
Equation (2.34) is nothing but the uniform charge susceptibility. Substituting eqs. (2.34–








It is obvious that this is the two-particle version of eq. (2.26). One may confirm this
formula by considering free electrons. Since the numerical calculation of the two-particle
Green function takes much time, we calculate the specific heat simply by differentiating
the internal energy in this thesis.
2.1.5 Optical conductivity
We derive the expression for the optical conductivity σ(ω). We take the following form










where vka = ∂εk/∂kx is a velocity along x-direction. The form of J derives from the
nearest-neighbor hopping term of conduction electrons in the bipartite lattice, and is
off-diagonal with respect to sublattice index λ. Then the optical conductivity is given by
σ(ω) = A
Im Π(ω + i0+)
ω
, (2.40)
where A is a constant, and Π is the current-current correlation function defined in the




dτ ⟨TτJ (τ)J ⟩ eiνmτ . (2.41)
The electrical resistivity R is given by the static component as R−1 = σ(0).
2.2 Dynamical Mean-Field Theory in Bipartite Lat-
tice
Now we explain the formalism of the DMFT [89, 90, 91, 92, 93] in a bipartite lattice.
It is confirmed that the single-site DMFT is obtained by regarding that the A and B
sublattices are identical.
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Σ
Figure 2.2: (upper) Dyson equation and (lower) Bethe-Salpeter equation in the two-sublattice
DMFT. Summation is taken over the sublattice index λ1 and a1.
2.2.1 Formulation
In the framework of the DMFT, the effect of terms other than H0 appears as the local
















ka is the Green function without the interaction. This relation is schematically
drawn in Fig. 2.2.
We derive the self-consistent equations in the DMFT. We consider the effective im-
purity system for each sublattice as illustrated in Fig. 2.3, and define the cavity Green
function G by
Gλloc,a(iεn) = Gλa (iεn) + Gλa (iεn)Σλa(iεn)Gλloc,a(iεn), (2.43)








This relation is called the self-consistent condition1). We need to relate the cavity Green
function to the local Green function. The impurity solver I plays this role:
Gλloc,a(iεn) = I
(
iεn : [Gλa ]
)
. (2.45)
By solving eqs. (2.42–2.45) simultaneously, we obtain the self energy. We use the continuous-
time quantum Monte Carlo method for the impurity solver I, which is discussed in detail
in Chapter 3.








Of course we can obtain the contributions to the DOS of each sublattice separately.
1)In the DMFT, this relation does not hold for the two-particle Green function.
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Figure 2.3: Schematic picture of the two-sublattice DMFT.
2.2.2 Two-particle Green function
In this section, we generalize the DMFT formalism [93] so that we can investigate the
instability including two-sublattice systems. The Bethe-Salpeter equation relates the two-
particle Green function to the vertex function. Noting that the vertex part is local in the
DMFT and now depends on the sublattice, we obtain the following equation:
χλλ
′










(iεn, iεn1 ; iνm)χ
λ1λ′
k1k′,a1a′
(iεn1 , iεn′ ; iνm).
(2.47)








ka (iεn + iνm). (2.48)
Taking summation with respect to the wave vector, we obtain
χλλ
′









(iεn, iεn1 ; iνm)χ
λ1λ′
a1a′




aa′ is defined by eq. (2.15). Equation (2.49) is graphically shown in the
lower part of Fig. 2.2.
We evaluate the vertex Γλ from the local relation. We define the local two-particle
Green function by








where cλa = (N/2)
−1/2 ∑′
k ckλa is the annihilation operator at the origin site for each
sublattice. Since the vertex is local in the DMFT, the Bethe-Salpeter equation for χλloc,aa′
is expressed by local quantities as









(iεn, iεn1 ; iνm)χ
λ
loc,a1a′(iεn1 , iεn′ ; iνm),
(2.51)
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where




loc,a(iεn + iνm). (2.52)
We can obtain χλλ
′
by solving eqs. (2.49) and (2.51) simultaneously. To make the
notation simple, we use a matrix form with respect to (n, a) and omit iνm. Then eq. (2.51)
is rewritten as
[χλloc]
−1 = [χ0,λloc ]
−1 − Γλ. (2.53)















Consequently, the problem is reduced to the calculation of the local two-particle Green
function χAloc and χ
B
loc. The details of the calculations of χ
0 and χ0loc are given in Appendix
A.3.
2.2.3 Optical conductivity
In the framework of the DMFT, the vertex correction in the current-current correla-
tion function can be neglected [94], and we evaluate the simple particle-hole bubble in
eq. (2.41) [95]. Assuming that the relevant energy range is much smaller than the band
width, we replace the velocity v2ka by the average v
2
a on the Fermi surface. Then the













ka (iεn + iνm), (2.55)
where λ̄ indicates the complementary component such as Ā = B. The details of summa-
tion with respect to k is given in Appendix A.3. In the uniform states with the condition
A = B, it is shown that eq. (2.55) is identical to the charge-charge correlation func-
tion without vertex parts. The numerical aspect to obtain the conductivity is given in
Appendix B.4.
2.3 Other Susceptibilities in Single-Sublattice DMFT
In the last section, we have derived the susceptibilities of number operators in the bipar-
tite lattice. Here we formulate the other quantities such as pairing susceptibility in the
framework of the single-site DMFT. Therefore the sublattice index does not appear in
this section.
2.3.1 Pairing susceptibility
Although we do not discuss the superconductivity in this thesis, let us formulate the
method to calculate the pairing susceptibility. We consider the following operator for
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Figure 2.4: Bethe-Salpeter equation with the particle-particle channel in the DMFT.







In order to calculate the susceptibility of this quantity, we introduce the two-particle
Green function








The Fourier transformation is defined in eqs. (2.13) and (2.14). With use of this, we







χPPaa′(iεn, iεn′ ; 0). (2.58)
Let us consider the Bethe-Salpeter equation for the two-particle Green function (2.58)
with the particle-particle channel [96]:
χPPaa′(iεn, iεn′) = χ
PP,0










aa′(iεn2 , iεn′), (2.59)
where we only consider the component with νm = 0. The two-particle Green function
without vertex parts is given by






and the relation χ̃PP,0aa′ (iεn, iεn′) = −χ
PP,0
aa′ (iεn,−iεn′) is satisfied. The Bethe-Salpeter equa-
tion (2.59) is diagrammatically illustrated in Fig. 2.4. We note that eq. (2.59) is valid
only in the limited cases, which will be commented at the end of this subsection.
In order to obtain the vertex ΓPP, we define the local two-particle Green function by
χPPloc,aa′(τ1, τ2, τ3, τ4) = ⟨Tτc†a(τ1)c
†
a′(τ2)ca′(τ3)ca(τ4)⟩, (2.61)
which satisfies the following equation with the vertex:
χPPloc,aa′(iεn, iεn′) = χ
PP,0










loc,aa′(iεn2 , iεn′). (2.62)
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Figure 2.5: Bethe-Salpeter equation with the particle-particle channel for a two-orbital model.
Here the quantity χPP,0loc is given by
χPP,0loc,aa′(iεn, iεn′) = δnn′Gloc,a(iεn)Gloc,a′(−iεn), (2.63)
and χ̃PP,0loc,aa′(iεn, iεn′) = −χ
PP,0
loc,aa′(iεn,−iεn′). When we regard χ as the matrix with respect
to n and n′, we derive the matrix relation
χPPloc = χ
PP,0
loc C + χ
PP,0
loc Γ
PP χPPloc , (2.64)
where we omit the labels a and a′. The matrix element of C is given by
Cnn′ =
{
δnn′ (a ̸= a′)
δnn′ − δn,−n′−1 (a = a′)
. (2.65)
We note that the matrix C for a = a′ is a mathematically ill-defined matrix, and has
no inverse matrix (detC = 0). With use of the local vertex, we obtain the two-particle
Green function from eq. (2.59) as
χPP = χPP,0C + χPP,0 ΓPP χPP. (2.66)
Solving the equations (2.64) and (2.66) simultaneously, we derive ΓPP and χPP.
Now we explain that the above formalism is not valid in general cases. Let us consider
the two-orbital model with a = (γ, σ) for example. In this case, we have the four labels:
a = 1↑, 1↓, 2↑, 2↓. Assuming that these are equivalent, we have the following four inde-
pendent pairing amplitudes: B1↑,1↑, B1↑,1↓, B1↑,2↑, B1↑,2↓. Susceptibilities for the first three
cases can be calculated using the method explained above. However, for the susceptibility
of B1↑,2↓, we need to consider the additional contribution. Figure 2.5 diagrammatically
shows the Bethe-Salpeter equation in this case. As will be discussed in §3.2.3, the numer-
ical evaluation of this quantity is extremely difficult. For the single-orbital model, on the
other hand, we do not have to consider this additional contribution.
2.3.2 Susceptibility of extended moments
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where we consider the form factor that depends on the wave vector. Let us call this
quantity the “extended moment.” The susceptibility is given by∫ β
0





χIIaa′(iεn, iεn′ ; 0), (2.68)





gkgk′χkk′,aa′(iεn, iεn′ ; iνm), (2.69)
The label “II” means the number of multiplied form factor gk. In order to calculate the
two-particle Green function, we set up the equations for χII. We consider the Bethe-
Salpeter equation (2.47), where we now disregard the sublattice index λ since we deal
with the single-sublattice DMFT. With use of this, we obtain the set of equations
χII = χII,0 + χI,0 ΓχI, (2.70)
χI = χI,0 + χ0 ΓχI, (2.71)
where we use a matrix form with respect to (n, a) and omit iνm. The function χ
I is defined
by





gk′χkk′,aa′(iεn, iεn′ ; iνm). (2.72)
From eqs. (2.70) and (2.71), we derive the equation for χII as
χII = χII,0 + χI,0 Γ (1 − χ0Γ)−1χI,0. (2.73)
In this way, χII is evaluated from the local vertex parts. The formulae to calculate χI,0
and χII,0 are given in Appendix A.3. Note that only ordered states having the symmetry
of the original lattice is possible, since the vertex correction to the susceptibility for a
different symmetry vanishes. Namely, for a finite value of the susceptibility, the relation∑
k
gkεk ̸= 0 (2.74)
must be satisfied in the DMFT.
The above formulation is also used for the pairing susceptibility. In this case, we











In the framework of the DMFT, only the s-wave and extended s-wave pairing states are
possible.
2.3.3 Odd-frequency susceptibility
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where operator j is defined by eq. (2.22) with disregarding the sublattice index. The
operator O in the Kondo lattices represents a composite quantity which involves both
the conduction electron and localized spin. We will encounter this quantity in Chapter 5.
With use of the formula (A.22), we obtain the relation∫ β
0















where the form factor is given by g(εn) = εne
iεn0+ . Note that convergence factors enter
in frequency summation. The two-particle Green function χ is given in eq. (2.15) with
disregarding the sublattice index. Since the quantity faa′ does not show the divergent
behavior, the first term in the RHS of (2.77) signals the divergent fluctuation of the
operator O. We call this the odd-frequency susceptibility because the form factor g(εn)
is an odd function with respect to εn. As long as g(εn) has finite overlap with εn as a
vector in frequency space, the odd-frequency susceptibility signals the fluctuation of O
regardless of the choice of g(εn). Namely, we have to choose the form factor so that the
relation ∑
n
g(εn)εn ̸= 0 (2.79)
is satisfied. In the numerical evaluation, we want to avoid the convergence factor, and
choose g(εn) = sgn εn.







which is the order parameter of composite pairing states, or odd-frequency superconduc-
tivity.
Chapter 3
Numerical Method as Impurity
Solver
In the framework of the DMFT, we need a numerical method for the effective impurity
problem. Recently the CT-QMC [97, 98, 99, 100] has turned out to be a powerful method
as an impurity solver for the DMFT. In this chapter, we develop the algorithm of the
CT-QMC for the effective impurity problem of the 2BSTKL.
3.1 Perturbation Expansion of Partition Function









JγSγ · scγ + ∆S1 · S2. (3.1)
Here we consider the general case including symmetry-broken phase, and hence the kinetic
energy Ekγσ in the effective impurity system depends on γ and σ. The cavity Green









In order to apply the CT-QMC, we rewrite the Hamiltonian (3.1) as






























where vγ = −Jγ/4, and Xγσσ′ = |γσ⟩⟨γσ′| is the X-operator for the localized states, and
Ps = −S1 ·S2 +1/4 is the projection operator onto the CEF singlet state. The parameter
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αγ is chosen as 0 for ferromagnetic interaction (Jγ < 0) and 1 for antiferromagnetic
coupling (Jγ > 0) in order to avoid the minus sign problem as noted in ref. [101]. In the
following of this chapter, we choose the case of the antiferromagnetic interaction Jγ > 0.
The constant term may be neglected in the simulation. The method presented in this
chapter is applied to the two-channel Kondo model by the replacement Xγσσ′ → Xσσ′ and
neglecting the CEF term. If we make the further replacement such as cγσ → cσ, this
method is applied to the ordinary Kondo model.












where the non-interacting Hamiltonian H0 is defined by H0 = Hc + Hf . The suffix ‘I’
denotes the interaction picture: HIint(τ) = eτH0Hinte−τH0 . The CT-QMC evaluates the








Dqk Wf (qk)Wc(qk), (3.8)
where Zf = Trf e
−βHf and Zc = Trc e











Jγ1 · · · Jγk , (3.9)
qk = ({τk}, {γk}, {σk}, {σ′k}), (3.10)
where {xk} = (x1, · · · , xk) with x = τ, γ, σ, σ′, and the weights by













The averages are defined by ⟨· · · ⟩f = Trf [e−βHf · · · ]/Zf and ⟨· · · ⟩c = Trc[e−βHc · · · ]/Zc.
evaluation of conduction part Wc
The trace over conduction electrons is computed with the aid of Wick’s theorem. The
expression (3.12) can be rewritten in the form
Wc(qk) = (−1)k detD(qk), (3.13)




(τi − τj)δγiγjδσiσ′j . (3.14)
The Green function Gvγσ is defined by
Gvγσ(τ) = −⟨TτcIγσ(τ)c†γσ⟩c. (3.15)
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In the present case, since only the terms with γi = γj and σi = σ
′
j in eq. (3.14) survive,
the matrix D becomes block-diagonal with respect to γ and σ. We denote each part by
the kγσ ×kγσ matrix Dγσ with the relation
∑




We note that the Green function Gv includes the potential scattering in (3.4). The
cavity Green function (3.2) is related to Gv as
Gγσ(iεn)−1 = Gvγσ(iεn)−1 + vγ. (3.16)
When we calculate the self energy by the relation (2.43) in the DMFT, we have to use
the cavity Green function G without the potential scattering.
evaluation of localized part Wf
For the localized part Wf , the efficient algorithm for the Kondo model [99, 101] using the
‘segment’ cannot be applied to the present model, because the localized state |γσ⟩ is not
an eigenstate of Hf . Therefore, we must multiply the k matrices to evaluate eq. (3.11).




Trf [FkFk−1 · · ·F1] , (3.17)
Fi = ρf (τi+1 − τi)Xγiσiσ′i , (3.18)
where we have introduced ρf (τ) = e
−τHf , and τk+1 is defined by τk+1 = β + τ1. This
multiplication process takes the main part of the computational time, and the calculation
becomes heavy compared to the method using segments. This difficulty can be somewhat
reduced by using the so-called tree algorithm or binning algorithm [100]. Although the
direct multiplication takes the computing time of O(k), the tree algorithm and binning
algorithm give O(log k) and O(
√
k), respectively. We have implemented the binning
algorithm, since it is much simpler than the other. See Appendix B for more details of
the binning algorithm.
For evaluating eq. (3.17), it is convenient to choose the basis that diagonalizes ρf (τ).
























0 0 0 1
 = t(U−1). (3.20)
Using this representation, it can be shown that negative weight does not appear up to
the second order of Jγ. The absence in fact persists to higher orders empirically. In the
presence of magnetic fields, however, the negative sign may arise.
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3.2 Physical Quantities






Dqk Wf (qk)Wc(qk)fA(qk) ≡ ⟨fA(qk)⟩MC (3.21)
where ⟨· · · ⟩MC means the Monte Carlo average, and we introduce the quantity fA which
is a function of the configuration qk.
3.2.1 Correlation functions
First we discuss how to calculate correlation functions. For localized part, the quantity












where we have assumed τ ∈ [τi, τi+1]. With use of this formula, we can evaluate quantities
such as ⟨S1 · S2⟩ and time-dependent correlation functions. We note that there is an-
other method to calculate the correlation functions using the inverse matrix of the Green
function for conduction electrons [99], which is explained later.
The correlation between localized and conduction spins can be evaluated by using
another method. We write the Hamiltonian as H = H0+λHint, and the partition function
as Zλ. With the expansion Zλ =
∑∞
k=0 λ












kZk = ⟨k⟩MC (3.23)
From eq. (3.7), on the other hand, the left-hand side of (3.23) is given by −β ⟨Hint⟩. Thus
we derive the formula
⟨Hint⟩ = −⟨k⟩MC /β. (3.24)
Since the Hamiltonian Hint includes the interaction between conduction and localized
spins, we can evaluate ⟨Sγ · scγ⟩ from this expression. Note that the expression (3.24)
cannot be applied to the time-dependent correlation functions.
The relation (3.24) gives an information about the minus sign problem. If we encounter
the case with ⟨Hint⟩ > 0, the expectation value of the perturbation order ⟨k⟩MC becomes
negative. This means the presence of minus sign problem. If ⟨Hint⟩ < 0, which corresponds
to the attractive interaction with negative coupling constant, we have positive ⟨k⟩MC and
do not encounter the negative sign at least in the present model. The introduction of the
parameter αγ in eq. (3.6) originates from this aspect.
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Figure 3.1: Diagrammatic illustrations of the t-matrices defined by (a) eq. (3.26), (b) eq. (3.32)
and (c) eq. (3.39). Thick lines show the full Green function G, and thin lines show Gv.
3.2.2 Single-particle Green function
The local Green function is given by
Gγσ(τ) = −⟨Tτcγσ(τ)c†γσ⟩, (3.25)
which is identical to eq. (2.44) in the imaginary-time domain. Note that we have omitted
the label ‘loc’ throughout this chapter, since we always consider the local quantities.
In order to derive the Green function, it is convenient to introduce the t matrix in the
frequency domain by
Gγσ(iεn) = Gvγσ(iεn) + Gvγσ(iεn)tγσ(iεn)Gvγσ(iεn). (3.26)
The definition (3.26) is illustrated in Fig. 3.1(a).
For the evaluation of the t matrix, we define the quantity







= uγσ(−εn,−εn′ ; qk)∗,
where kγσ and Dγσ are defined just after eq. (3.15). With use of this, the t matrix is given
by
tγσ(iεn) = −⟨uγσ(εn, εn; qk)⟩MC. (3.28)
With this t matrix, the Green function is calculated form eq. (3.26). It is more efficient
if we perform the Monte Carlo sampling in the imaginary-time domain by the Fourier
transformation.
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Thus, the expectation value of the localized spin is evaluated from the high-frequency
limit of the t matrix. We note that the quantity ⟨Xγσσ⟩ can also be calculated in a manner
similar to eq. (3.22).
3.2.3 Two-particle Green function
For the calculation of the local vertex in the DMFT, we need to evaluate the local two-
particle Green functions. In this subsection, we explain the methods for the cases with
particle-hole and particle-particle channels separately.
particle-hole channel
We define the local two-particle Green function with particle-hole channel by
χPHγσ,γ′σ′(τ1, τ2, τ3, τ4) = ⟨Tτc†γσ(τ1)cγσ(τ2)c
†
γ′σ′(τ3)cγ′σ′(τ4)⟩. (3.31)
In a manner similar to the single-particle case, we introduce the two-particle t matrix in
the frequency domain by
χPHγσ,γ′σ′(iεn, iεn′ ; iνm) =
(−δγγ′δσσ′δnn′ + δm0)Gγσ(iεn)Gγ′σ′(iεn′ + iνm)
− (−δγγ′δσσ′δnn′ + δm0)πPHγσ (iεn; iνm)tγσ(iεn)tγ′σ′(iεn′ + iνm)πPHγ′σ′(iεn′ ; iνm)
+ πPHγσ (iεn; iνm)T PHγσ,γ′σ′(iεn, iεn′ ; iνm)πPHγ′σ′(iεn′ ; iνm), (3.32)
where
πPHγσ (iεn; iνm) = −Gvγσ(iεn)Gvγσ(iεn + iνm). (3.33)
The definition (3.32) is illustrated in Fig. 3.1(b). In the Monte Carlo simulation, the
two-particle t matrix is calculated with use of the quantity uγσ defined in eq. (3.27):
T PHγσ,γ′σ′(iεn, iεn′ ; iνm) = ⟨uγσ(εn, εn+m; qk)uγ′σ′(εn′+m, εn′ ; qk)⟩MC
− δγγ′δσσ′⟨uγσ(εn, εn′ ; qk)uγσ(εn′+m, εn+m; qk)⟩MC (3.34)
Substituting this into eq. (3.32), we obtain the local two-particle Green function. Since
it is complex to evaluate T in the imaginary-time domain because of the time-ordering
operator, we implement the Monte Carlo sampling in the Matsubara-frequency domain
directly.
Using the two-particle t matrix, we can also construct another method to calculate
















T PHγσ,γ′σ′(iεn, iεn′ ; iνm) − δm0tγσ(iεn)tγ′σ′(iεn′)
]
. (3.35)
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T PHγσ,γ′σ′(iεn, iεn′ ; iνm), (3.37)
Namely, the high-frequency limit of the two-particle t matrix is directly connected to the
local susceptibility. In this case, the Monte Carlo sampling in the imaginary-time domain
is easy to implement and is more efficient than in the Matsubara-frequency domain.
particle-particle channel I
For superconductivity, we calculate the following two-particle Green function with particle-
particle channel:
χPPγσ,γ′σ′(τ1, τ2, τ3, τ4) = ⟨Tτc†γσ(τ1)c
†
γ′σ′(τ2)cγ′σ′(τ3)cγσ(τ4)⟩. (3.38)
For the calculation of pairing susceptibilities, we only have to consider the component
with νm = 0. We define the two-particle t matrix by
χPPγσ,γ′σ′(iεn, iεn′) = (δnn′ − δγγ′δσσ′δn,−n′−1)Gγσ(iεn)Gγ′σ′(−iεn)
− (δnn′ − δγγ′δσσ′δn,−n′−1)πPPγσ,γ′σ′(iεn)tγσ(iεn)tγ′σ′(−iεn)πPPγσ,γ′σ′(iεn)
+ πPPγσ,γ′σ′(iεn)T PPγσ,γ′σ′(iεn, iεn′)πPPγσ,γ′σ′(iεn′), (3.39)
where
πPPγσ,γ′σ′(iεn) = Gvγσ(iεn)Gvγ′σ′(−iεn). (3.40)
The definition (3.39) is illustrated in Fig. 3.1(c). In terms of the quantity uγσ defined in
eq. (3.27), the two-particle t matrix is given by
T PPγσ,γ′σ′(iεn, iεn′) = ⟨uγσ(εn, εn′ ; qk)uγ′σ′(−εn,−εn′ ; qk)⟩MC
− δγγ′δσσ′⟨uγσ(−εn, εn′ ; qk)uγσ(εn,−εn′ ; qk)⟩MC. (3.41)
particle-particle channel II
As mentioned at the end of §2.3.1, for the pairing susceptibility of the amplitude B1↑,2↓,
we need to calculate the following two-particle Green function:
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Since all the suffices of these four operators are different, the methods explained above
cannot be applied. In the present algorithm, we have to evaluate the six-body quantity
in the Monte Carlo sampling for eq. (3.42). The explicit form is given by









































where the operators Ŵf and Ŵc satisfy the relations ⟨Ŵf (qk)⟩f = Wf (qk) and ⟨Ŵc(qk)⟩c =
Wc(qk), respectively. As is clear from these complex expressions, it costs too much time
to evaluate the quantity (3.43). For the moment, it is difficult to calculate this by the
present algorithm.
3.3 Monte Carlo Simulation
3.3.1 How to update
In the Monte Carlo method, the integral is implemented by a random walk in the config-
uration space. We have adopted the Metropolis method as the actual realization of the
configuration qk. Here we explain how to change the configuration qk in the simulation.
We consider the four manipulations written below. The former two cases are necessary
to perform the calculation, and the latter two are optional.
A. addition and removal of direct process
Let us consider addition and removal processes of the operators Xγσσ(τ) and c
†
γσ(τ)cγσ(τ).
For addition process, we randomly choose orbital γ = 1, 2, spin σ =↑, ↓ and imaginary
time τ ∈ [0, β). In the case of an operator removal, on the other hand, we only have
to choose the one from kγdi which is the number of the operator X
γ
σσ. From the detailed









The typical value of the acceptance rate is about 0.5. It is much efficient to use the fast
update formula [97] for the conduction part Wc(qk+1)/Wc(qk).
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B. addition and removal of exchange process
For the spin exchange process, the operators Xγσσ̄ and X
γ
σ̄σ always appear together be-







γσ(τ1)cγσ̄(τ1), where σ̄ is a complementary component
of σ such as ↑̄ =↓. We randomly choose the orbital γ and τ1, τ2 ∈ [0, β) for the addition





vice versa. The removal process need the choice of two spin-exchange operator from kγex
which is the number of pairs of the operators Xγσσ̄ and X
γ
σ̄σ. Thus we derive the following









This process gives a very small acceptance rate such as 0.01 owing to addition of two
operators.
C. shift operation for exchange process
The addition and removal processes of the exchange operators occupy much computing
time. If we consider the shift process, this difficulty can be somewhat reduced. We choose
one operator from all the exchange operators, and a new imaginary time τ ∈ [0, β). Then







We have implemented the imaginary-time shift with keeping the relative positions of the
operators. The acceptance rate of this manipulation gives about 0.9.
D. spin flip
We consider the spin-flip manipulation as follows:
qk = ({τk}, {γk}, {σk}, {σ′k}) −→ q′k = ({τk}, {γk}, {σ̄k}, {σ̄′k}) (3.49)











On the other hand, we also perform the orbital flip
qk −→ q′′k = ({τk}, {γ̄k}, {σk}, {σ′k}) (3.51)
with the probability ratio
R =
Jγ̄1 · · · Jγ̄k










The probability ratio of these manipulations becomes R = 1, if the system has a symmetry
between spins or between orbitals.
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Figure 3.2: Equal-time correlation ⟨S1 · sc1⟩ as a function of temperature. The parameters
are J1 = J2 = ∆ = 0.5, 1, 2, 4, 8, 12 from top to bottom. The dotted line shows the value
⟨S1 · sc1⟩ ≃ −0.683 for the ground state in the strong coupling limit.
3.3.2 Calculation example
At the end of this chapter, we show an exemplary result of our simulation to check
the accuracy. Figure 3.2 shows the equal-time correlation ⟨S1 · sc1⟩ as a function of
temperature with J1 = J2 = ∆. Here we have used the rectangular DOS ρ0(ε) = θ(D −
|ε|)/2D, and put D = 1. In the strong-coupling limit Jγ,∆ ≫ D, the impurity model
given by eq. (3.3) is reduced to four-spin system since the kinetic energy term can be
neglected, whose Hamiltonian is given by
Hstrong = J1S1 · sc1 + J2S2 · sc2 + ∆S1 · S2. (3.53)
Diagonalizing this Hamiltonian, we obtain ⟨S1 · sc1⟩ = −(1 +
√
3)/4 ≃ −0.683 for J1 =
J2 = ∆ in the ground state. The result in Fig. 3.2 tends to this value. We have also
confirmed that ⟨S1 · S2⟩ tends to −1/4. Even though the CT-QMC is based on the




In this chapter, we investigate the 2BSTKL to understanding the scalar order in PrFe4P12.




(εkγ − µ)c†kγσckγσ + J
∑
iγ
Sγi · scγi + ∆
∑
i
S1i · S2i, (4.1)
where we take J1 = J2 = J for simplicity. In the case of ∆ = 0, the 2BSTKL corresponds
to the two independent Kondo lattice models [102, 103]. In this chapter, we find a novel
electronic order with staggered Kondo and CEF singlets, which we call the “staggered
Kondo-CEF singlet order” in the following. We also demonstrate that this model naturally
explains experimentally observed properties in PrFe4P12.
4.1 Phase Diagram
Until §4.4, we put εk1 = εk2 = εk, and use a tight-binding band on a hypercubic lattice.














with D = 1 as a unit of energy. This band has a perfect nesting property with the wave
vector Q at half filling [93]. In order to discuss the effect of the CEF splitting, we fix
the strength of the interaction as J = 0.8 and vary the CEF splitting ∆. We also fix
the number of conduction electrons per site as nc = 1, which corresponds to the quarter
filling of both conduction bands.
4.1.1 Divergence of susceptibilities
We discuss the instability of the paramagnetic state by means of the susceptibility defined
in eqs. (2.16) and (2.18–2.20). The corresponding ordered states are illustrated in Fig. 2.1.
Figure 4.1 shows the temperature dependence of inverse susceptibilities for ∆ = 0 and
∆ = 0.1 . Note that the case with ∆ = 0 shown in Fig. 4.1(a) corresponds to the pair of
ordinary Kondo lattice models at quarter filling. In this case, χ+ and χ− are equivalent
44
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Figure 4.1: (Color online) Inverse susceptibilities for (a) ∆ = 0 and (b) ∆ = 0.1. In (a), + and
− channels are equivalent since there is no off-diagonal component χ12. The high-temperature
behavior is given in eq. (4.3).
because of χ12 = 0. For comparison, we include in Fig. 4.1(a) the high temperature form











where µ0 is the chemical potential without interaction. The susceptibilities of the 2BSTKL
show good agreement with χhigh in the high temperature region.
In Fig. 4.1(a), χstag±c tends to diverge at T = TCDW ∼ 0.015, which indicates the
CDW instability. In this ordered phase, two states illustrated in Figs. 2.1(e) and (f)
are degenerate. This degeneracy is resolved by the singlet-triplet splitting. The CEF
splitting suppresses χstag−c and enhances χ
stag
+c leading to a higher transition temperature.
Figure 4.1(b) demonstrates this situation, giving TCDW ∼ 0.028. As will be shown in §4.2,
this CDW state is identified as the staggered Kondo-CEF singlet order. Although χunif−s
also diverges at T ∼ 0.012, this is not meaningful because the ordered state probed by
χunif−s should be the reference state below TCDW.
By plotting the divergent point of the susceptibility χstag+c , we obtain the T -∆ phase
diagram as shown in Fig. 4.2 for J = 0.8 with one conduction electron per site. The
increase of TCDW in the small ∆ region indicates a stabilization of the staggered Kondo-
CEF singlet order by the CEF splitting. Sufficiently large ∆ destroys the order, and
the system becomes normal state with the CEF singlet. The transition changes from
the second order to the first order around ∆ = 0.4, which will be discussed in the next
subsection. For sufficiently small ∆, we expect a magnetically ordered ground state
because of the residual entropy of the localized spins, as in the ordinary Kondo lattice.
This region is qualitatively indicated as “Magnetic” in Fig. 4.2. More details about this
aspect will be discussed in §4.2.4. We have also taken other values of coupling constant
such as J = 0.6 or 1.0, and found no qualitative change in the overall behavior.
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Figure 4.2: Phase diagram of the 2BSTKL with J = 0.8 and one conduction electron per site.
The phase labelled “CDW” is identified as the staggered Kondo-CEF singlet order. The area
with ∆ ≃ 0.43 shows the region of first-order transition, which ends at the tricritical point. See
text for details of derivation. Magnetic ordering is expected with small ∆ and T as indicated
by “Magnetic.”
Figure 4.3: (Color online) Temperature dependence of the order parameter ncQ (left scale) as
a function of temperature. Also shown is the inverse susceptibility [χstag+c ]
−1 (right scale).
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Figure 4.4: Order parameter vs ∆ with fixed temperature at T = 0.01. The arrows show the
hysteresis that occurs depending on whether we approach from smaller or larger ∆.
4.1.2 Growth of order parameter and hysteresis
We discuss the order parameter defined by ncQ = (ncA − ncB)/2. Figure 4.3 shows the
temperature dependence of ncQ. The transition temperature TCDW, which is determined
by divergence of the susceptibility, is also shown in Fig. 4.3. The order parameter grows
as (TCDW − T )1/2 as in the usual mean-field theory. We note that the initial rise around
the transition temperature becomes sharper with increasing ∆.
Next we show the presence of first-order transition by deriving the order parameter
as a function of ∆ at fixed temperature. Figure 4.4 shows the result at T = 0.01. In
the region with small ∆, ncQ becomes larger for larger CEF splitting, which indicates
stabilization of the staggered Kondo-CEF singlet order. This behavior corresponds to the
increase of TCDW shown in Fig. 4.2. The magnitude of ncQ becomes the maximum at
∆ ∼ 0.25, and slowly decreases with larger splitting.
As shown in Fig. 4.4, we have observed the hysteresis around ∆ ∼ 0.42. This is a
characteristic for the first-order transition. When approaching from smaller ∆, we have
used the initial condition with a staggered chemical potential for the effective medium of
the DMFT. On the other hand, when approaching from larger CEF splitting, common
chemical potential is used for both sublattices. The orange color area with ∆ ≃ 0.43 in
Fig. 4.2 shows the region of hysteresis. Note that the hysteresis is observed only in the
region with T . 0.022. This means the existence of the tricritical point from second- to
first-order transitions. The sharper initial rise of the order parameter observed in Fig. 4.3
is a consequence of approaching the tricritical point as discussed in Appendix C.2. More
details are discussed in terms of the susceptibility in the next subsection.
4.1.3 Critical point from first- to second-order transitions
We study the hysteresis in more detail near ∆ ∼ 0.4. Figure 4.5 shows the inverse
susceptibility at T = 0.015 in both disordered and ordered phases. If the transition is of
second order, both susceptibilities must diverge at the same transition point. The result
in Fig. 4.5 shows divergent susceptibility in the normal state at ∆ = ∆CDW, while the
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Figure 4.5: Inverse susceptibility with temperature fixed at T = 0.015 both inside and outside
the ordered phase. With decreasing ∆ in the disordered phase, 1/χstag+c tends to zero at ∆ =
∆CDW, which is obtained by extrapolation. While 1/χ
stag
+c derived in the ordered phase is finite
at ∆ = ∆CDW .
staggered Kondo-CEF singlet order phase has the finite susceptibility at this point. Hence
this difference clearly shows the first-order nature of the transition. It is difficult to reach
the divergence of the susceptibility from the staggered Kondo-CEF singlet order phase,
since tiny statistical errors destroy the meta-stable ordered states.
Now let us derive the tricritical point where the transition changes from second to first
order. Following the procedure similar to that shown in Fig. 4.5, we derive ∆CDW for a
given temperature by extrapolating 1/χstag+c to zero from large-∆ side. Then we calculate
χstag+c at ∆ = ∆CDW in the ordered phase taking the same temperature. Figure 4.6 shows
the result of χstag+c calculated in this way for different values of temperature. The apparent
scattering of the data for T . 0.018 comes mainly from ambiguity of extrapolation of
the inverse susceptibility. With increasing temperature, the susceptibility becomes larger,
and tends to diverge at T = Ttri ≃ 0.021 with ∆ = ∆tri ≃ 0.39. Since the susceptibility
in the ordered phase must diverge also at ∆CDW if the transition is of second-order, we
conclude that (Ttri,∆tri) is the tricritical point where the character of the order changes
from first to second order. The tricritical point is shown by the black circle in Fig. 4.2.
4.2 Staggered Kondo-CEF Singlet Order
4.2.1 Correlation functions
In this section, we elucidate the nature of the ordered state from correlation functions.
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Figure 4.6: Inverse susceptibility in the ordered phase as a function of temperature. The value
∆ at each temperature is taken to be ∆CDW as explained in the text. The dotted line is guided
to the eye.
Figure 4.7: (Color online) Local magnetic susceptibilities χγδM vs temperature. With ∆ = 0,
the system is decomposed into two independent Kondo lattices, and the off-diagonal component
χ12M vanishes. The labels A and B show the electron-rich and electron-poor sites, respectively.
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Figure 4.9: Schematic picture for the staggered order with Kondo and CEF singlets. The
lower part represents localized electrons, while the upper part on the lines represents conduction
electrons. The black and white circles show the presence and absence of electrons, respectively.
Note that this quantity depends on the site index in the staggered ordered phase. Let us
discuss the local magnetic susceptibility with ∆ = 0 shown in Fig. 4.7, which corresponds





are satisfied. Below the transition temperature TCDW ∼ 0.015, χ11M splits into two values
because of the emergence of the staggered CDW order. The B-sublattice has conduction
electrons fewer than the A-sublattice. Then the B-sublattice shows a Curie-like behavior
reflecting the localized spins with ∆ = 0. The remaining entropy of the localized spins may
lead to the magnetic instability at low temperatures as shown in Fig. 4.2. On the other
hand, the susceptibility for A-sublattice is strongly suppressed. This clearly indicates the
formation of the Kondo singlet at A-sublattice.
Next we consider the situation with the finite CEF splitting also shown in Fig. 4.7.
In the case of ∆ = 0.1, χ12M is finite owing to the correlation between localized spins as
shown in Fig. 4.7. The spin fluctuation at B-sublattice is dramatically suppressed, and
all susceptibilities show paramagnetic behavior.
Let us examine equal-time spin correlations that clarify properties of each sublattice
with the finite CEF splitting. We first consider ⟨S1 ·sc1⟩, which is equal to ⟨S2 ·sc2⟩ under
the present condition. Figure 4.8(a) shows the temperature dependence of ⟨S1 ·sc1⟩, which
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is enhanced on A-sublattice and suppressed on B-sublattice. Bearing ncA > ncB in mind,
we conclude that the localized spin on A-sublattice forms the Kondo singlet. On the other
hand, the correlation ⟨S1 · S2⟩ between localized spins is enhanced at B site as shown in
Fig. 4.8(b). Hence, the CEF-singlet state is formed in the B-sublattice.
Let us estimate the magnitude of the effective CEF splitting for the CEF-singlet site.
Taking the effective Hamiltonian for the localized states as
Hefff = ∆̃S1 · S2, (4.5)
we obtain the susceptibility as χ12M = −1/(2∆̃) for the ground state. Here ∆̃ is the effective
CEF splitting, which can be estimated in B-sublattice using the value in Fig. 4.7. The
result is ∆̃ = 0.098, which is very close to the original CEF splitting ∆ = 0.1. Hence,
spatially extended Kondo singlets do not significantly affect the magnitude of the CEF
splitting. Besides, in Figure 4.8(b), ⟨S1 · S2⟩ in the low-temperature limit is not far
from −0.75 expected for the isolated singlet. Hence the CEF singlet is almost decoupled
from conduction electrons. We note that the correspondence between ∆ and ∆̃ does not
hold for ∆ . 0.05. This corresponds to the fact that the CEF-singlet site tends to be
magnetically polarized near ∆ = 0.
Thus, the present order with one conduction electron per site turns out to be a stag-
gered order with the Kondo and CEF singlets. Figure 4.9 schematically shows this stag-
gered order. Except for the strong coupling limit, the number of conduction electrons at
the CEF singlet site is not zero because the Kondo singlets are spatially extended.
4.2.2 Single-particle spectrum
The single-particle dynamics can be derived from the Green function. We note that the
Green function does not depend on the labels γ and σ in the present condition. The
DOS of conduction electrons is calculated from the local Green function as in eq. (2.46).
The Padé approximation is used for analytic continuation from imaginary Matsubara
frequencies onto real ones.
Figure 4.10 shows the DOS for ∆ = 0.2. In the disordered state (T = 0.04), the DOS
shows the metallic behavior. The pseudo-gap structure around ω ∼ 0.4 is interpreted as a
kind of hybridization between conduction electrons and the localized states by the Kondo
effect. Although there is no real hybridization because the localized spins do not have
charge degrees of freedom, strong renormalization by the Kondo effect gives rise to an
electronic state that allows this interpretation. As proof of this, there is no pseudo-gap
structure in the case with the ferromagnetic interaction J = −0.8 where is no Kondo
effect. In the ordered state (T = 0.015), on the other hand, an energy gap opens at
the Fermi level. The sharp peak below the gap comes from the sublattice for the Kondo
singlet, while the peak above the gap is due to the CEF singlet site. Hence, this double-
peak structure clearly shows the difference of the occupation number between the Kondo
and CEF singlet sites.
The origin of the insulating behavior of the ordered state is explained as follows. Each
band has one conduction electron per unit cell in the ordered state as illustrated in Fig. 4.9.
Provided that the localized spin at the Kondo-singlet site participates to the conduction
band, each band is filled by two “electrons.” Then the system can be an insulator as
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Figure 4.10: (Color online) (a)DOS of conduction electrons in normal (T = 0.015) and ordered
(T = 0.010) phases with ∆ = 0.2. The bare DOS (J = 0) at quarter filling is also shown for
comparison. The spectra A(εk, ω) in the disordered and ordered phases are shown in (b1) and
(b2), respectively.
in the Kondo lattice at half filling. In this viewpoint, the staggered Kondo-CEF singlet
order may be regarded as alternating itinerant and localized sites of f -electrons.
Next we discuss the angle-resolved single-particle spectrum. Since the self-energy is
local in the DMFT, the wave-vector enters only through εk. Then the single-particle
spectrum is written as A(εk, ω), which is shown in Fig. 4.10(b). Above the transition
temperature shown in Fig. (b1), the hybridization-like structure by the Kondo effect
is observed. Below TCDW, the electronic structure near the Fermi level is drastically
modified. The dispersion-less band newly appears above the Fermi level. Physically
this new band shows that the doped electrons at the CEF-singlet site have the nearly
localized character. The formation of heavy-electron bands only in the ordered state is
a characteristic of the ordering induced by the Kondo effect, and is also observed in the
two-channel Kondo lattice as discussed in Chapter 5.
4.2.3 Phenomenology
Let us introduce a phenomenological model that reproduce the phase diagram [104].
Taking the strong coupling limit, we consider the following three states: (i) the Kondo
state with two conduction electrons with energy E2; (ii) the CEF singlet state with no
conduction electron with energy E0; (iii) the CEF singlet state with one conduction
electron with energy E1. The states (i) and (ii) are non-degenerate, while the state (iii)
is four-fold degenerate. These states are illustrated in Fig. 4.11.
The variable σi is assigned for each state with a value: (i) σi = +1; (ii) σi = −1; (iii)
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Figure 4.11: Schematic pictures of the three states in the phenomenological model.












where K > 0 is the antiferro-type interaction, and z is a nearest coordination number.
We take E1 = 0, and introduce the parameters E, d so that E2 = E + d and E0 = E − d.
The interaction originates from the virtual hopping process between the nearest neighbor
sites, and is roughly given by K ∼ O(t2/E) with t being a transfer integral. Since the
number of electrons is one per site on the average, the constraint∑
i
⟨σi⟩ = 0 (4.7)





to the Hamiltonian. The parameter h corresponds to the chemical potential in the original
model. The constraint of eq. (4.7) requires h = d. Hence the Hamiltonian (4.6) includes
only the parameters K and E. When E → −∞, this phenomenological model reduces
to the Ising model. The Hamiltonian (4.6) is almost the same as the Blume-Capel model
(see Appendix C.2).
In the mean-field theory, we obtain the partition function Zλ per site and the average
moment ⟨σi∈λ⟩ for each sublattice λ = A,B. Assuming σ = ⟨σi∈A⟩ = −⟨σi∈B⟩ > 0 and




2e−βE cosh(βKσ) + 4
]
. (4.9)
The free energy per site is given by F = −T lnZ. The equation of states is obtained from












   
Figure 4.12: (a) Phase diagram of the phenomenological three-state model. (b) Relation be-
tween E and ∆ given by eq. (4.17).
Non-trivial solution σ ̸= 0 is possible only if E < K. At the second-order transition tem-
perature, the non-zero solution σ becomes infinitesimal. Then the transition temperature





The resultant Tc is smaller than K. This equation has the solution for E/K . 0.14.
The second-order transition beginning from E = −∞ encounters the tricritical point
at E = Etri and T = Ttri. For larger E, the transition becomes of first order. The
tricritical point is given by equating the fourth-order coefficient in F to zero as discussed
in Appendix C.2. Combining this condition with eq. (4.11), we derive the parameters as
Etri = 0, Ttri = K/3. (4.12)
For E > Etri, the first-order transition line is determined by the condition
F (σ) = F (0), (4.13)
where σ ̸= 0 is a solution for eq. (4.10). Since we have σ = 1 in the ground state, the
first-order transition line terminates at T = 0 and E = K/2.
Figure 4.12(a) shows the phase diagram of the three-state model obtained numerically.
Here the shape of the free energy as a function of the order parameter is also drawn. The
lower and upper metastability limits of the first-order transition are denoted as Tℓ and
Tu, respectively. These lines are determined by the equation ∂
2F/∂σ2 = 0 for σ = 0 and
σ ̸= 0.
These results are useful to understand the phase diagram of the 2BSTKL. In the
original model in the atomic limit, the energies of the states shown in Fig. 4.11 are given
by
(i) E2 = −3J/2, (4.14)
(ii) E0 = −3∆/4, (4.15)
(iii) E1 = −
(
J + ∆ + 2
√
J2 − J∆ + ∆2
)
/4. (4.16)
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We have assumed that the Kondo coupling J in the state (i) is scaled to strong coupling by
the Kondo effect, and neglect ∆. The energy of the state (iii) is obtained by considering
a quantum three-spin problem illustrated in Fig. 4.11. These energies are related to the
parameters in the phenomenological model as E1 = 0, E2 = E+ d and E0 = E− d. Then





which is plotted in Fig. 4.12(b). In the case with small ∆, the parameter E decreases with
increasing ∆, and hence the transition temperature increases according to Fig. 4.12(a).
For the region with ∆/J & 0.75, on the other hand, the increase of ∆ corresponds to the
increase of E. The transition temperature decreases with increasing ∆, and the transition
changes into first-order for E > 0. Eventually, the ordered state disappears for sufficiently
large ∆. Thus, the salient feature of Fig. 4.2 is reproduced by this simple model.
4.2.4 Discussion
relation to CDW in ordinary Kondo lattice
We discuss how the new electronic order found in the present study is related to known
orders in the ordinary Kondo lattice. In the limit of ∆ = 0, the present 2BSTKL is
reduced to a pair of Kondo lattice models. Let us briefly summarize the electronic order
found in the ordinary Kondo lattice. In addition to the magnetic order, it has been found
in ref. [105] that the Kondo lattice has a CDW order at quarter filling. The large charge
fluctuation is also found in the periodic Anderson model [106]. In the strong coupling, the
CDW is visualized as alternating Kondo singlets and localized spins. Associated with hop-
ping of conduction electrons, which is regarded as perturbation from the strong-coupling
limit, a Kondo singlet and a local spin can exchange their positions. This process is of
first-order with respect to hopping. On the other hand, the second-order perturbation
leads to inter-site attraction between a Kondo singlet and a local spin[107, 108]. Although
smaller attraction arises between Kondo singlets as well, the total second-order pertur-
bation gives effective inter-site repulsion between Kondo singlets. Hence, this repulsive
interaction gives a chance to stabilize the CDW order by partially sacrificing the hop-
ping energy with intermediate coupling. In infinite dimensions, the CDW order is indeed
stabilized at quarter filling according to ref. [105].
Since the uncompensated spin sites still have substantial entropy, the CDW alone
cannot be the ground state in the Kondo lattice. It is likely that remaining spins form a
magnetic order on top of the CDW background [105]. The magnetic fluctuation is clearly
seen in the local magnetic susceptibility as shown in Fig. 4.7 with ∆ = 0. Unless the CEF
splitting is large enough, this situation may remain in the 2BSTKL with finite ∆. The
region where we expect the magnetic ground state is roughly drawn in Fig. 4.2. However,
we have not been able to demonstrate its existence, since the solution with small ∆ and
T in the two-sublattice DMFT does not converge. This indicates that the magnetic order
has a longer periodicity than described by the two-sublattice system.
Let us now consider the ordered phase in the 2BSTKL with larger ∆. We assume that
the strong coupling limit in the 2BSTKL is described by Kondo-singlet site and CEF-
singlet site. In this case, the entropy vanishes even without magnetic ordering unlike the
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ordinary Kondo lattice. One may regard the Kondo-singlet site as occupied by a fictitious
spinless fermion, and the CEF singlet site as vacant site of the fermion, i.e., a hole. In
a similar manner to the ordinary Kondo lattice in the strong coupling limit, the spinless
fermions have an effective hopping and inter-site repulsion. This inter-site interaction
tends to form a non-magnetic order, namely the staggered Kondo-CEF singlet order. It is
clear that this non-magnetic order is a characteristic of non-Kramers systems. As shown
in Figs. 4.2 and 4.4, moderate values of ∆ stabilize the staggered Kondo-CEF singlet
order.
itinerant and localized characters
Next we discuss the staggered Kondo-CEF singlet order from the aspect of itinerant and
localized characters of f -electrons. For f 1 system, the itinerant character is realized by
the Kondo effect as heavy fermion state. If f electrons are localized, on the contrary, a
magnetic order appears by the RKKY interaction. The competition between the Kondo
effect and the RKKY interaction leads to the quantum phase transition between the
ordered and disordered phases as discussed in §1.2. For f2 system with CEF singlet,
both the itinerant and localized limits are disordered phases where the Kondo effect is
dominant in the itinerant regime. The staggered Kondo-CEF singlet order is realized
in the competing region, and interpreted as alternating sites of itinerant and localized
states of f -electrons. In the weak-coupling, the itinerant character is responsible for the
insulating ground state at quarter filling.
The inter-site interaction leading to the staggered Kondo-CEF singlet order is different
from the RKKY interaction. The effective repulsion between the Kondo singlets is the
dominant mechanism for the present order. It is notable that the RKKY interaction is
understood from the weak coupling limit, while the present staggered Kondo-CEF singlet
order is understood naturally from the strong coupling limit.
4.3 Properties of Paramagnetic State
heavy Fermi-liquid behavior
Here we discuss the paramagnetic phase with ∆ & 0.4 in Fig. 4.2. We show in Fig. 4.13(a)
the single-particle spectrum A(εk, ω) at ∆ = 0.45, where heavy Fermi-liquid behavior is
observed. The Fermi surface is located at the same position as the non-interacting elec-
trons. Hence the so-called “small Fermi surface” is realized. The hybridization structure
at ω ∼ −0.4 newly appears at low temperatures, which is not observed at high temper-
atures as in Fig. 4.10(b). Correspondingly, the DOS shows the quasi-particle peak near
the Fermi level as shown in Fig. 4.13(b).
In the Fermi-liquid regime, the self energy behaves as Re Σ(iεn) ∼ const. and Im Σ(iεn) ∝
εn at low energies. Note that expectation values of single-particle quantities do not de-




iεn − a[εk − µ+ Re Σ(0)]
, (4.18)






Figure 4.13: (Color online) (a) Single-particle spectrum and (b) DOS in the paramagnetic phase







Figure 4.14: ∆-dependence of the mass-enhancement factor estimated from the low-energy
behavior of the self energy at T = 0.007.
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Figure 4.14 shows the mass-enhancement factor defined by m∗/m = a−1. The effective
mass becomes larger with approaching the phase transition point, and m∗ ≃ 10m at
∆ = 0.4. For comparison, we also show the result with J = −0.8 in Fig. 4.14, but it
does not show a distinct renormalization. Accordingly, the Kondo effect is essential for
the formation of the heavy-electron state.
The origin of the heavy-electron behavior can be understood by two ways. One way
is to consider the limit J/∆ → 0, where the conduction and f electrons are completely
separated with each other. By taking J as a perturbation, the CEF excitation from singlet
to triplet renormalizes the conduction electrons. Since the second-order perturbation gives
no difference between J = 0.8 and J = −0.8, the third-order term with respect to J might
be important. On the other hand, the other way is to consider the case with J/∆ → ∞.
Here the f electrons acquire the itinerancy by forming the Kondo singlet with conduction
electrons. Although the entropy R = ln 2 remains at each site in the limit J/∆ → ∞
with one conduction electron per site, it can be removed by considering a finite ∆ > 0.
In this point of view, the heavy Fermi liquid originates from the itinerant behaviors of
f2 electrons. The former interpretation should be valid for TK . ∆, while the latter
for TK & ∆. These concepts are continuously connected. We expect that the present
heavy-electron behavior is related to the heavy Fermi liquid observed in PrFe4P12 at high
magnetic-field phases along (001) and (110) directions [17].
4.4 Application to Scalar Order in PrFe4P12
In the last sections, we found a new electronic order with staggered Kondo and CEF
singlets which is accompanied by a charge density wave in the 2BSTKL. However, we ob-
tained an insulating ground state as shown in Fig. 4.10, and did not include comparison
with experimental results in PrFe4P12. In this section, we demonstrate that the staggered
Kondo-CEF singlet order is a plausible scenario for PrFe4P12 to explain its characteris-
tic behaviors qualitatively. For example, we obtain semimetallic ordered state by taking
a modified model for conduction electrons. As a result, temperature dependence of the
resistivity in PrFe4P12 is reasonably reproduced in the whole temperature range. Further-
more, sharp inelastic peaks observed only below the transition temperature is naturally
explained as local excitations in CEF sites generated by the ordering.
As shown in Fig. 1.10, the conduction bands in PrFe4P12 have one hole per site in
total. Therefore, the number of conduction holes per site is fixed at nc = n1 + n2 = 1 in
the following. This situation corresponds to the 3/4 filling of two conduction bands. The
electron- and hole-pictures are exchanged by the particle-hole transformation.
4.4.1 Realistic Kondo coupling in PrFe4P12
First we explain the parameters we use in the following of this chapter. The Kondo
exchange and CEF splitting are chosen as J = 0.8 and ∆ = 0.2, respectively. The Kondo





Figure 4.15: Scaling flow of the Kondo coupling in PrFe4P12.
temperature for the impurity system is given by TK ≡ D exp(−2D/J) ≃ 0.082, which is
comparable to ∆. The large value of J is taken simply for easier numerical calculation.
Because of strong renormalization effect, however, the characteristic temperatures are still
much smaller than the band width 2D. Hence, the low-energy behaviors are not sensitive
to the choice of the bare parameters.
Let us discuss the relevance of the present Kondo coupling to realistic parameters in
PrFe4P12. From the band calculation [41], the half band width D0 of conduction bands
in Pr skutterudites is roughly estimated as D0 ∼ 6000K. On the other hand, the Kondo
temperature in PrFe4P12 is roughly given by TK ∼ 60K from the Kondo-like lnT slope in
the resistivity as shown in Fig. 1.5. With use of the expression TK = D0 exp(−2D0/J0),
we derive J0/D0 ∼ 0.2. This parameter is plotted in the parameter space shown in Fig.
4.15.
With decreasing temperature, the parameters D and J are renormalized by the Kondo
effect so that TK is invariant as explained in §1.2.1. The scaling flow is illustrated in Fig.
4.15. The parameter J/D = 0.8 we take in the following is also plotted in the figure.
Namely, we can regard that the parameters D and J are renormalized quantities, although
they are different from the original parameters D0 and J0. In this case, the renormalized
band width, which is the unit of energy, is given by D ∼ 200K as derived from Fig. 4.15.
4.4.2 Effect of orbital asymmetry
First we discuss the effect of orbital asymmetry on the 2BSTKL. In this section, we take
the spectrum of each conduction band as
εk1 = εk + δµ/2, (4.20)
εk2 = εk − δµ/2, (4.21)
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Figure 4.16: (Color online)







Figure 4.17: (Color online) (a) T -δµ phase diagram. The
phase labeled “CDW” corresponds to the staggered Kondo-
CEF singlet order. (b) Number of conduction electrons per
site at zero temperature for each orbital without interaction.






D2 − ε2, (4.22)
The band width is given by 2D with D = 1 as a unit of energy. The DOS without
interaction is schematically shown in Fig. 4.16. We assume εk+Q = −εk with Q being a
staggered ordering vector, which cause the nesting property at half filling per orbital.
Figure 4.17(a) shows the phase diagram of the 2BSTKL with orbital asymmetry.
The number nγ of holes for the bare conduction band at zero temperature is shown in
Fig. 4.17(b). Note that the ratio n1/n2 depends on temperature. When δµ is small, the
system undergoes the staggered Kondo-CEF singlet ordered phase by the second-order
transition. In this phase, the conduction holes accumulate more on the Kondo-singlet
site than on the CEF-singlet site. Clearly the symmetry of the order parameter is a
scalar. We note that the present order has nothing to do with nesting property of the
half-filled single conduction band, which can be relevant in other skutterudites such as
PrRu4P12 [41]. Instead, it is essential that we have two conduction bands each of which is
3/4-filled on the average. With increasing the orbital asymmetry, the staggered Kondo-
CEF singlet order vanishes at δµ ≃ 0.31, where n1 ≃ 0.68 and n2 ≃ 0.32.
In the region with 0.3 . δµ . 0.7, the system shows a ferromagnetic order at low tem-
peratures. For further larger δµ, on the other hand, the antiferromagnetic order appears,
and the transition temperature abruptly increases with increasing δµ. The antiferromag-
netism occurs when the bare conduction band with γ = 2 disappears. In this case, we
have the single band with γ = 1 at half filing. Hence, the antiferromagnetic order is due
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Figure 4.18: (Color online) Density of states in (a) disordered phase at T = 0.04 and (b)
ordered phase at T = 0.01.
to the nesting property of the half-filled single band. The effect of δµ on the 2BSTKL
might be partly related to the pressure effect on PrFe4P12, where the antiferromagnetic
insulator is realized [36]. This aspect will be discussed in §4.4.5.
4.4.3 Density of states and resistivity
Now let us discuss the physical quantities in the 2BSTKL. In the rest of this chapter,
we take the parameter δµ = 0.1. Without interaction, we obtain n1 ≃ 0.56 > n2 ≃ 0.44
at zero temperature. The present bands simulate the unit number of conduction holes
in LaFe4P12[42], and make the starting point for PrFe4P12 with localized picture of f
electrons.
Figure 4.18 shows the DOS both in (a) the disordered phase above Tc and (b) the
ordered phase. For T > Tc as shown in Fig. 4.18(a), the DOS at the Fermi level is finite.
The shape of DOS is modified much from the bare one shown in the inset because of
the strong interaction effect. At T = 0.04, the difference of numbers of holes between
two bands is given by n1 − n2 ≃ 0.094. Below the transition temperature as shown in
Fig. 4.18(b), on the other hand, a pseudo-gap structure arises near the Fermi level with
a sharp peak at each edge. The peaks above the Fermi level come from Kondo-singlet
sites, and the ones below are due to the formation of CEF-singlet sites. In the ordered
phase, the numbers of conduction holes come closer to each other with n1 − n2 ≃ 0.004
at T = 0.01. The DOS at the Fermi level is tiny but finite, and hence the ground state
becomes metallic.
Next we discuss the electrical resistivity R from the current-current correlation func-
tion as explained in §2.2.3. Figure 4.19 shows temperature dependence of the resistivity.
We also show the result with J = −0.8 for comparison, where the Kondo effect does
not operate. At high temperatures, the resistivities with J = 0.8 and −0.8 tend to the
common value obtained by the Born approximation. The resistivity for J = 0.8 increases
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Figure 4.19: Temperature dependences of the resistivity R both above and below the transition
temperature Tc ∼ 0.031. The inset shows the low temperature behavior. For comparison, the
ferromagnetic case with J = −0.8 is also shown.
with decreasing T , while it is not the case for J = −0.8. Hence the increase in the resis-
tivity at T > Tc is indeed due to the Kondo effect. Below the transition temperature Tc,
on the other hand, the resistivity shows sharp increase, and then decreases after showing
the maximum around T ∼ 0.19Tc ∼ 0.006. The sharp increase reflects the formation of
energy gap at the Fermi level, while the decrease shows the metallic behavior at suffi-
ciently low temperatures. The inset in Fig. 4.19 magnifies the low temperature regime
with T . 0.006, where the Fermi liquid behavior R ∝ T 2 is found. Experimentally,
the resistivity in PrFe4P12 increases more abruptly [20, 21] just below Tc than shown in
Fig. 4.19. This may be due to the short-range fluctuation of Kondo and CEF sites, which
causes the disorder scattering, but is not included in our two-sublattice DMFT.
4.4.4 Magnetic susceptibility
We now discuss magnetic response of the system. In Pr skutterudites, the dipole operator
is represented as M = a1S1 +a2S2 which is defined in eq. (1.11) [40]. The Curie constant
is given by C = (a21 + a
2
2)/4. According to ref. [109], the triplet in PrFe4P12 is mainly
composed of Γ4. Hence we choose d = 0.8 in this paper, which gives a1 = 3.29 and
a2 = −0.85.
Let us define partial magnetic susceptibilities by
χλλ
′





z (−q)⟩ exp(iνmτ), (4.23)
where Mλz denotes the magnetic moment at sublattice λ. The wave vector q in eq. (4.23)
belongs to the reduced Brillouin zone. The uniform and staggered susceptibilities in the
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Figure 4.20: (Color online) Temperature dependences of static magnetic response: Curie law,
uniform, and staggered susceptibilities. The field-induced staggered susceptibility χS is defined
in the text. The inset shows local susceptibilities for Kondo- and CEF-singlet sites, together
with their average.
















M (0, iνm), (4.25)
with sgnA = 1 and sgnB = −1. We also introduce the local susceptibility χloc,λM for


















where N is the number of sites. The susceptibilities (4.24), (4.25) and (4.26) are calculated
from local two-particle correlation functions in the two-sublattice system as explained in
§2.2.
Figure 4.20 shows the numerical results for static susceptibilities. The uniform sus-
ceptibility χM(0, 0) shows the clear cusp at Tc, as in antiferromagnetic transition. Note
that the experimentally observed magnetic susceptibility also shows a cusp [20, 24]. On
the contrary, the staggered susceptibility χM(Q, 0) does not show any distinct anomaly
at the transition temperature. The magnitude of χM(Q, 0) is much smaller than the
uniform susceptibility. Namely, the staggered scalar order has nothing to do with the
antiferromagnetic correlation. The inset shows the local susceptibility that splits into two
different values between Kondo- and CEF-singlet sites. The CEF-singlet site has larger
susceptibility than the Kondo-singlet site.
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Figure 4.21: (Color online) Local magnetic spectrum at several temperatures.
We can also discuss the field-induced staggered moment observed in the neutron
diffraction [33]. The relevant susceptibility is the staggered magnetic response against








M (0, 0), (4.27)
which vanishes in the disordered phase. Here we have used the relation χABM = χ
BA
M .
As shown in Fig. 4.20, we obtain finite χS in the ordered phase, which means that the
staggered magnetic moment appears under uniform magnetic field. The magnitude of the
moment is 61% of the uniform moment for T = 0.01 under the present condition.
The temperature dependence of the local magnetic spectrum ImχlocM (ω+iδ)/ω is shown
in Fig. 4.21. Above Tc, the spectrum shows broad quasi-elastic peak which is characteristic
of the Kondo effect, even though the CEF splitting is present. In the ordered phase, on
the contrary, the sharp inelastic peak at ω ∼ 0.14 grows with decreasing temperature.
This peak is due to emergence of the CEF-singlet site, and the corresponding energy is
smaller than the magnitude of the original CEF splitting, owing to the interaction effect.
The other and wider inelastic peak at ω ∼ 0.19 originates from the Kondo-singlet site
where the DOS has the gap structure. These results are consistent with neutron scattering
results [32] in that the broad quasi-elastic peak is observed in the disordered phase, and
sharp inelastic peaks appear in the ordered phase.
The neutron scattering on single crystal [35] shows that the inelastic peak has almost
no dispersion in the ordered phase. On the other hand, the intensity of the spectrum
depends on the wave vector; the intensity is the largest at the zone center and is the
weakest at the zone boundary. Note that the sum rule of the inelastic spectrum with fixed
wave number gives the static susceptibility. As dynamical magnetic response, we have
derived only the local spectrum in this paper. However, the energy-integrated neutron
spectrum can be compared with the wave-vector dependent static magnetic susceptibility.
From the results shown in Fig. 4.20, it is clear that the dependence on wave vector of the
neutron intensity is consistent with that of the static susceptibilities.
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4.4.5 Other aspects in PrFe4P12
Let us comment on other interesting aspects of PrFe4P12 in the light of the present results.
Since the formation of the Kondo singlet between conduction and f electrons is essential,
the order should be fragile against disorder. In fact, slight substitution of Pr by La easily
destroys the order as observed in Pr1−xLaxFe4P12 [18]. On the other hand, it has been
reported that antiferromagnetic insulator is realized under high pressure [36, 37, 38]. This
insulating behavior implies the nesting properties of conduction bands as in PrRu4P12
[41]. We ascribe this behavior to the change of the conduction bands. Namely, if one of
the conduction bands disappears under pressure, the remaining band is half-filled, and
strong nesting property may emerge. Then it is not surprising that we have the insulating
ordered phase with antiferromagnetism. This has been demonstrated in §4.4.2.
Some experiments show the need of including higher CEF levels in PrFe4P12. Un-
der high magnetic field along (111) direction, new ordered phases and non-Fermi liquid
behavior have been found [25]. The special property with the (111) field cannot be un-
derstood in the singlet-triplet CEF levels, but the full CEF model reproduces the level
crossing only along (111) field [27]. Some refinement of the model such as the quasi-sextet








(εk − µ)c†kασckασ + J
∑
iα
Si · sciα. (5.1)
For the moment we refer to the pseudo-spin σ simply as “spin.” Near the end of this
chapter, we return to the physical consequence of the non-Kramers-doublet described by










with the nesting condition εk+Q = −εk where Q is a staggered ordering vector. We take
D = 1 as a unit of energy. The Kondo exchange is chosen as J = 0.8 in the following, if
it is not mentioned.
5.1 Phase Diagram
5.1.1 Temperature-filling phase diagram
Let us first discuss the phase diagram of the 2ch KL. The result with J = 0.8 is shown in
Fig. 5.1 where nc is the number of conduction electrons per site. When we take the other
value of J , there are only quantitative changes. As expected from the residual entropy
in the impurity system, the 2ch KL shows ordering in wide parameter range. The phase
around nc = 2 (half filling) is the antiferro(AF)-spin order that has been discussed in
Ref. [83]. The ferro(F)-spin ordered phase exists in the small nc case. These spin orders
are also found in the ordinary KL, and are not special in the two-channel case. On the
other hand, we have found the AF-channel order around nc = 1 (quarter filling) and F-
channel order around nc ∼ 1.6. These channel-symmetry broken phases are characteristic
of the 2ch KL, and cannot be explained by the RKKY interaction because the Hamiltonian
(5.1) includes only the interaction between spins.
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Figure 5.1: (Color online) (a) Phase diagram of the 2ch KL with J = 0.8 and (b) moments at
T = 0.01. In (b), the filled symbols show the moment of localized spin, and the blank symbols
for conduction electrons. (c) Phase diagram near half filling without staggered orders, and (d)
channel moment at T = 0.005. The full moment in normalized to unity in (b) and (d).








⟨ni1σ − ni2σ⟩, (5.4)
where niασ = c
†
iασciασ is the local number operator of conduction electrons with channel
α and spin σ. The spin moment for localized spin is defined by
Mspin = ⟨Szi ⟩, (5.5)
where Szi is the z component of the local spin operator. Figure 5.1(b) shows calculated
results of the moments at T = 0.01. The magnitudes of the moments behave in a manner
similar to the transition temperature.
In order to discuss the F-channel order seen around nc ∼ 1.6, we show in Fig. 5.1(c)
the phase diagram near half filling when we do not allow for the staggered orders. With
the nesting condition at Q, the F-channel phase is masked by the AF-spin phase around
half-filling because of the lower transition temperature as in Fig. 5.1(a). In real systems,
however, one may encounter possible suppression of the AF-spin order caused, e.g., by
geometrical frustration, or substantial next-nearest neighbor hopping. In such a case, the
F-channel order may be stabilized.
As shown in Fig. 5.1(c), the transition temperature of F-channel phase increases with
approaching to half filling. The channel moment mchan shown in Fig. 5.1(d) becomes finite
only away from half filling, and remains tiny. Even though the transition temperature of
the F-channel order takes the maximum at nc = 2, we observe mchan = 0. Hence, the
channel moment is not a proper order parameter of the F-channel phase. This behavior
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Figure 5.2: (Color online) Uniform spin and channel susceptibilities in the paramagnetic phase
for (a) nc = 2.0 and (b) nc = 1.5. The insets show the local susceptibilities.
is contrary to the behaviors in Fig. 5.1(a) and (b). As will be discussed later, this ordered
state is characterized by the composite quantity other than the channel moment. It is also
shown that the F-channel order at half filling is interpreted as an odd-frequency ordering.
We discuss the channel symmetry breaking at quarter filling in §5.2 and at half filling
in §5.3.
5.1.2 Paramagnetic state
Before we discuss the symmetry-broken phases, we explain the behaviors in the paramag-
netic state. In this subsection, we do not allow for ordered states even at low temperatures
in order to investigate the properties of the disordered state.
Figure 5.2 shows the temperature dependence of the uniform spin and channel suscep-
tibilities. Here f electrons have only the spin susceptibility because of no channel degrees
of freedom. At nc = 2 shown in Fig. 5.2(a), the uniform susceptibilities do not show
any distinguished anomaly even at low temperatures. Only the local spin susceptibilities
shown in the inset show the logarithmic temperature dependence. On the other hand, at
nc = 1.5 in Fig. 5.2(b), the uniform susceptibilities also show the lnT behavior not only
the local ones. Hence, the half filling is a special case that does not show any anomaly.
Because of these fluctuations, the system shows an instability toward ordering in a wide
parameter region as in Fig. 5.1(a).
Figure 5.3(b) shows the specific heat in the paramagnetic state at half filling. At low
temperatures, C/T tends to a constant within the limit of accuracy. Away from half
filling, on the other hand, the specific heat may show the logarithmic behavior as in the
case of susceptibilities shown in Fig. 5.2(b).
Let us discuss the entropy that remains in the paramagnetic state. As shown in Fig.
5.1(c), the system shows F-channel ordering at TFchan ∼ 0.027. Below this transition
temperature, the amount of entropy ∆S ∼ 0.79 ln 2 is resolved according to Fig. 5.13(d)
as will be discussed later. However, if we do not allow for ordered states, the system
resolves only the entropy 0.24 ln 2 below TFchan as shown in the inset of Fig. 5.3(b). Here
we have assumed that the constant behavior of C/T persists to the ground state. Hence,
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Figure 5.3: Temperature dependence of the specific heat in the paramagnetic state at half




A B A B
Figure 5.4: (Color online) (a) Temperature dependence of the correlation functions. (b) Real-
space image of the AF-channel phase. The arrows on the thin lines show conduction electrons,
and the shaded ovals show the Kondo singlets centered on each lattice site.
the system at half filling has the residual entropy R ∼ 0.55 ln 2 in the paramagnetic ground
state, which is close to R = 1
2
ln 2 that remains in the impurity system.
5.2 Antiferro-Channel Ordering at Quarter Filling
5.2.1 Microscopic state of ordered phase
Let us identify the microscopic state of the AF-channel phase at quarter filling. We show
in Fig. 5.4(a) the spin correlation between localized and conduction spins at A sublattice.
The correlation ⟨Si · sci2⟩ increases below the transition temperature, while ⟨Si · sci1⟩
decreases. Namely, the localized spin at A site forms the Kondo singlet selectively with
the conduction electrons with α = 2. For the B sublattice, the channels α = 1 and α = 2
are switched. The schematic picture of the ordered state is illustrated in Fig. 5.4(b).
The origin of the AF-channel order found at quarter filling is understood from the
strong coupling limit [84]. Let us consider the strong coupling limit with J/t→ ∞ where
t is a transfer integral of conduction electrons. At quarter filling, each site forms the local
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Figure 5.5: (Color online) T -J Phase diagram for the quarter filled 2ch KL. We take J/(J +D)
as a horizontal axis, and J/(J + D) = 1 corresponds to J = ∞.
singlet between f and conduction electrons. Then the conduction electrons have only
channel degrees of freedom in this limit. We apply the second-order perturbation theory





















where |0⟩ is a vacuum, and |iσ⟩ is the localized spin state at site i. Namely, the 2ch
KL in the strong coupling limit is mapped to the spin-1/2 Heisenberg model [77, 84].
In contrast to the conventional multipole orders caused by the RKKY interaction, the
present order originates from the formation of the Kondo singlet. In other words, the
Doniach’s picture [14] does not hold for the present case. Furthermore, the present order
has nothing to do with nesting property of the conduction bands, as is clear from the
quarter filled situation. These features are similar to the staggered Kondo-CEF singlet
order found in the previous chapter.
Evaluating the transition temperature from the divergence of the susceptibility, we ob-
tain the T -J phase diagram shown in Fig. 5.5. The transition temperature is proportional
to 1/J for large J , as expected from the effective Hamiltonian (5.6). In the region with
small J , the transition temperature nearly scales with the Kondo temperature given by
ρ0TK ∼ exp[−1/ρ0(µ0)J ] with µ0 is the chemical potential at T = 0 without interaction.
This clearly indicates the operation of the Kondo effect on the ordering. Namely, even in
the small coupling region, the Kondo effect scales J to the strong coupling, and cause the
channel symmetry breaking that is connected from J → ∞.
We make a comment on the region with J/(J+D) . 0.2, where the transition temper-
ature becomes extremely small as seen in Fig. 5.5(a). In this region, another order which
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(a2) nc = 1
T = 0.03
(a1) nc = 1
T = 0.05

























Figure 5.6: (Color online) Single particle spectrum in (a) paramagnetic state and (b) ordered
state. Temperature dependence of the cut at κ = 0 near the Fermi level is shown in (c).
is different from the AF-channel order may exist. In analogy with the RKKY interaction
in the ordinary Kondo lattice, the RKKY interaction dominates over the Kondo effect in
the small J region, because the RKKY energy of O(J2) becomes much larger than the
Kondo scale given by TK. We have calculated the spin susceptibility for smaller J , but
did not find any order triggered by the RKKY interaction. A possible reason is that the
order with small J has a periodicity longer than the simplest staggered pattern.
Let us discuss the case away from quarter filling. When we consider the hole-doped
case, which corresponds to left-going from nc = 1 in Fig. 5.1(a), the F-spin order also
arises inside the AF-channel phase at low temperatures and they coexist with each other.
This is explained as follows: the doped hole in Fig. 5.4(b) can move around the lattice,
and the F-spin back ground is favorable for the kinetic energy gain. This is similar to the
double-exchange mechanism. The coexistence of AF-channel and F-spin phases results
in the formation of the tetracritical point shown in Fig. 5.1(a). On the other hand, the
electron-doped case corresponds to right-going from nc = 1 in Fig. 5.1(a). The doped
electron cannot move around since it is sandwiched in between two conduction electrons.
This situation is intuitively understood from Fig. 5.4(b) with one electron addition. Hence,
we do not have another phase transition in this case unlike the hole-doped situation.
5.2.2 Single-particle spectrum
The characteristics of the AF-channel order can also be seen in the single-particle spec-
trum. As discussed in §4.2.2, the wave-vector enters only through εk in the DMFT. We
introduce the parameter κ defined by εk = −D cosκ, and visualize the spectrum as if
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the system were in one dimension. Accordingly the single-particle spectrum is written as
A(κ, ω). This visualization is not valid in the hypercubic lattice used in §4.2.2, since it
has no cut-off of the conduction band.
Figure 5.6(a) shows the spectrum in the disordered state above the transition tem-
perature TAFchan. The spectrum is broad and represents the incoherent metallic state. In
the ordered state shown in Fig. 5.6(b), on the contrary, the nearly flat band is formed
above the Fermi level. Figures 5.6(c) show the temperature dependence of the cuts at
κ = 0. We see that the spectrum is broad in the paramagnetic state above the transition
temperature, but the sharp peak develops below TAFchan. Namely, the heavy-electron bands
are newly formed only below the transition temperature. This behavior indicates that the
particle character of electrons develops by the phase transition.
Let us introduce the effective model that reproduce the spectrum in the AF-channel
phase. As illustrated in Fig. 5.4(b), the conduction electrons with α = 1 forms the
Kondo singlet with the localized spins at B-sublattice, and α = 2 with A sublattice. We





(εk − µ)c†kασckασ + εf
∑
iσ
f †iσfiσ + V
∑
i∈Aσ
(f †iσci2σ + h.c.) + V
∑
i∈Bσ
(f †iσci1σ + h.c.).
(5.9)
Here we regard the localized spins as “electrons.” This model well reproduce the spectrum
in the ordered state shown in Fig. 5.6(b). Hence, it is interpreted that the localized spins
acquire the itinerancy in the ordered state because of the strong renormalization by the
Kondo effect.
5.3 Channel-Symmetry Breaking at Half Filling
Now we discuss the F-channel order at half filling. As shown in Fig. 5.1(d), although
the symmetry of channel occupation is broken, the corresponding order parameter is tiny
and vanishes in the case with the particle-hole symmetry. It has been found that the
double occupancy ⟨nα↑nα↓⟩ in the F-channel phase becomes different between α = 1
and α = 2 [87]. We propose, however, that the fundamental order parameter involves
the localized spin, and hence the Kondo effect. The difference in double occupation
comes out as a consequence of the fundamental order parameter. To our knowledge,
this is the first example of the composite order parameter other than off-diagonal order
(superconductivity) [81, 85, 110, 111, 112, 113, 114].
5.3.1 Composite order parameter
correlation functions
Let us identify the proper order parameter in the F-channel phase. As shown in Fig.
5.7(a), the local spin correlations ⟨Si · sciα⟩ becomes different below Tchan. Namely each
localized spin tends to form the Kondo singlet selectively with one of the two conduction
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Figure 5.7: (Color online) (a) Temperature dependence of local correlation functions, and (b)
schematic picture of the F-channel phase. The explanation of (b) is the same as Fig. 5.4.
Figure 5.8: (Color online) T -J Phase diagram for the half-filled 2ch KL.
bands. The order parameter is hence given by
Ψ ≡ ⟨Si · (sci1 − sci2)⟩, (5.10)
which is independent of site index i. Since Ψ grows continuously below the transition
temperature, the phase transition is of second order. Note that the order parameter Ψ is
a composite quantity, and cannot be described by a one-body mean field such as ⟨Si⟩ or
⟨sci1 − sci2⟩. Real-space image of the electronic state is illustrated in Fig. 5.7(b).
phase diagram
For channel α = 1, the effective Kondo coupling tends to zero, while for α = 2 the coupling
tends to infinity. Thus the F-channel phase is the mixture of weak- and strong-coupling
limits depending on channels. The F-channel ordered state therefore cannot be accessible
by perturbation theory from either limit.
This is also confirmed from the T -J phase diagram shown in Fig. 5.8. In the weak
coupling region, the transition temperature scales with the Kondo temperature TK ∝
exp[−1/ρ0(0)J ] as in the AF-channel case shown in Fig. 5.5. Hence the approach from
weak coupling limit fails, since TK cannot be expanded by J . For the large coupling
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region, on the other hand, it is likely that the transition temperature is not connected
to J → ∞, although we cannot go to further low temperature region with T . 0.01.
Thus, the intermediate coupling J is essential for the F-channel ordering. This feature is
a reminiscent of the non-trivial fixed point J∗ in the impurity two-channel Kondo model
shown in the right panel of Fig. 1.19.
single-particle spectrum
The peculiar character of the F-channel phase appears also in the single-particle spec-
trum. Here we have adopted the parametrization εk = −D cosκ as in Fig. 5.6. As
shown in Fig. 5.9(a), the spectrum in the paramagnetic state is almost the same as the
non-interacting one. On the other hand, figures 5.9(b1) and (b2) show the spectra of
conduction electrons with α = 1 and α = 2, respectively. The spectrum of the channel
α = 1 displays the Fermi-liquid behavior. Namely, the low-energy behavior of the Green













We numerically obtain the renormalization factor a−11 ≃ 1.97 from analysis of the self
energy. As shown in Fig. 5.9(b2), on the contrary, another channel α = 2 acquires the
insulating character. The spectrum is almost the same as that of the ordinary Kondo
insulator. Indeed, the Green function in the low-energy region behaves as
Gk2σ(iεn) ∼
a2
iεn − a2εk − a2Ṽ 2/iεn
, (5.13)











The effective hybridization and renormalization factor are given by Ṽ ≃ 0.33 and a−12 ≃
2.33, respectively. Thus, the F-channel phase consists of a Fermi liquid with α = 1 plus
Kondo insulator with α = 2. Hence the phase transition at T = TFchan is regarded as an
orbital-selective metal-insulator transition. The metallic and insulating behaviors of each
channel are understood easily from Fig. 5.7(b).
The effective model that reproduce the spectrum is derived from the behaviors of
Green functions (5.11) and (5.13). The spectrum in the low energy region is reproduced











(f †iσci2σ + h.c.), (5.16)
where the parameters aα and Ṽ are defined in eqs. (5.12), (5.14) and (5.15). In the
same way as the quarter-filled case, we can interpret that the localized spins acquire the
itinerancy below the transition temperature. Note that this itinerant character is not
presented in the paramagnetic state, since there is no component of localized electrons as
shown in Fig. 5.9(a).
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Figure 5.9: (Color online) (a) A(κ, ω) in the paramagnetic state. The spectra of conduction
electrons with α = 1 and 2 in the ordered phase are shown in (b1) and (b2), respectively.
order parameters of F-channel phase
Let us discuss the other order parameters of this phase. As seen above, the conduction
electrons with α = 1 and α = 2 are metal and insulator, respectively. Hence, the kinetic
energy and double occupation become dependent on channel below the transition temper-
ature, and are order parameters of the F-channel phase. However, these are not suitable
as a proper order parameter, since it does not involve the localized spins. In order to
compare them to the composite order parameter Ψ, we introduce the normalized order
parameter by
ϕ̄ ≡
∣∣∣∣ϕ1 − ϕ2ϕ1 + ϕ2
∣∣∣∣ < 1, (5.17)
where ϕα is a quantity which is dependent on the channel below the transition tempera-
ture. We show in Fig. 5.10 the following four quantities:








(iii) ⟨(ni1↑ − 12)(ni1↓ −
1
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σ⟨ni1↑ − ni2↑⟩ local number
(5.18)
As shown in this figure, the composite order parameter Ψ is the largest among the order
parameters, and the kinetic energy (ii) and double occupation (iii) have the smaller val-
ues. Namely, it is interpreted that the primary order parameter is Ψ and the resultant
imbalance of channels is seen in kinetic energies and double occupations as a secondary
effect. Indeed, as will be discussed in §5.4, the kinetic energy increases by the phase
transition while the interaction energy decreases. This behavior also supports the above
interpretation.
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Figure 5.10: (Color online) Normalized order parameter ϕ̄ as a function of temperature. The
full moment is unity.
The instability toward the F-channel order at half filling cannot be signaled by the
uniform channel susceptibility because the channel moment (iv) is zero, although the
channel symmetry is uniformly broken. Instead, the susceptibility of the quantity (ii)
signals the instability, and can be calculated in accordance with the procedure in §2.3.2.
On the other hand, there is a simpler method incorporating the concept of odd-frequency
ordering, which signals the divergent fluctuation of Ψ. This will be discussed in greater
detail in §5.4.
5.3.2 Case without particle-hole symmetry
Landau free energy
As shown in Fig. 5.1(d), the tiny channel moment arises away from half filling. When we
focus on the two order parameters Ψ and mchan, this situation is described by the Landau
free energy
F = AΨ2 +BΨ4 + I mchanΨ + am
2
chan, (5.19)
where B(> 0), I and a(> 0) are constants, while A is a function of temperature. The
transition temperature is given by the condition A = I2/4a. The coupling I is finite away
from half filling, and is zero only at half filling.
Let us now show that the disappearance of channel moment at half filling originates
from the particle-hole symmetry. The particle-hole transformation P in the 2ch KL is
defined by
PciασP
−1 = eiQ·ric†iασ, (5.20)
Pc†iασP
−1 = e−iQ·riciασ, (5.21)
PXiσσ′P
−1 = δσσ′ −Xiσ′σ, (5.22)
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Figure 5.11: (Color online) Composite order parameter and channel moment at h = 0.2 as a
function of temperature. The full moments are normalized to unity.
where Q is a staggered ordering vector. This transformation does not change the anti-
commutation relation of fermions. Equation (5.22) is understood by the fermion represen-
tation Xiσσ′ = f
†
iσfiσ′ , which is transformed into fiσf
†
iσ′ by P. Since PH2chP−1 = H2ch
is satisfied in the half-filled case, the free energy F is not modified by this transformation.
The quantities in eq. (5.19) are transformed as




(n1σ − n2σ)P−1 = −
∑
σ
(n1σ − n2σ). (5.24)
Accordingly, the particle-hole transformation changes the sign of only the first-order cou-
pling term with I. Since the free energy F in eq. (5.19) is not modified by this transfor-
mation, this first-order term must vanish. Thus we have shown that the channel moment
does not appear in the particle-hole symmetric case. We note that the particle-hole sym-
metry P still remains even in the symmetry-broken phase at half filling. In the case away
from half filling, however, the free energy is modified by P, and the first-order coupling
term appears.
effect of external channel field on F-channel phase
Next we consider the effect of the external channel field on the F-channel order. The








which breaks not only the channel symmetry but also the particle-hole symmetry. Figure
5.11 shows the calculated moments at half filling with h = 0.2. The channel moment
is finite even at high temperatures because of the external channel field. However, the
composite order parameter Ψ is zero, and finite only below T ≃ 0.019. Namely, the
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(a) µ = 0 µ ̸= 0
h = 0 P, Q, R Q
h ̸= 0 R None
(b) µ = 0 µ ̸= 0
h = 0 P None
h ̸= 0 None None
Table 5.1: Symmetries that remain in (a) original Hamiltonian and (b) spontaneous-symmetry-
broken phase when focusing on P, Q and R.
system undergoes the second-order transition even though the channel symmetry has
already been broken in the disordered state. The second-order transition is related to
the spontaneous symmetry breaking of the system. Hence, the present result implies the
existence of a hidden symmetry.
In order to investigate a broken symmetry below the transition temperature, we con-
sider the symmetry of the system under the channel field. We define the channel flip
operator Q by
QciασQ
−1 = ciᾱσ, (5.26)
Qc†iασQ
−1 = c†iᾱσ. (5.27)
This transformation does not change the fermion anticommutation relation. The localized
spins are not transformed by Q because they do not have channel index. Under the
channel field, the Hamiltonian is not invariant by this transformation. However, if we
also consider the particle-hole transformation defined by eqs. (5.20–5.22) at the same
time, the Hamiltonian is not modified: R(H2ch + Hext)R−1 = H2ch + Hext where
R = PQ. (5.28)
Namely, although the present system does not have particle-hole symmetry described
by P nor channel symmetry by Q, the system has a symmetry described by R. The
quantities in eq. (5.19) are transformed as




(n1σ − n2σ)R−1 =
∑
σ
(n1σ − n2σ). (5.30)
Therefore, the first-order coupling I is still zero even under the channel field, and Ψ does
not couple with the external field h. Thus, the symmetry breaking of the F-channel phase
is regarded as the violation of the symmetry described by R rather than the channel
symmetry by Q.
away from half filling
Let us consider the case away from half filling with µ ̸= 0. In this case, the Hamiltonian
has only the symmetry described by Q. On the other hand, if we apply the channel field
to the F-channel phase away from half filling, the second-order transition changes into a
crossover since the composite order parameter couples with the external field. However,
this change is small because the channel moment in the ordered state is tiny as shown
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Figure 5.12: (Color online) Internal energy for (a) AF-spin and (b) F-channel orders at half
filling. Kinetic energy ⟨Hkin⟩ and interaction energy ⟨Hint⟩ are also shown. The insets show the
magnified picture at low temperatures with normal scale.
in Fig. 5.1(d). Hence, the change in temperature is almost the same as the second-order
transition, although it is a crossover strictly speaking.
The situations discussed in this subsection are summarized in Tab. 5.1.
5.4 Comparison between AF-Spin and F-Channel Or-
ders at Half Filling
In this section, we illuminate peculiar characters of the F-channel order by comparing
with the AF-spin order. We shall demonstrate that the composite order parameter Ψ
leads to identifying an odd-frequency ordering.
5.4.1 Energetics
First we compare the internal energy between the two phases. Figure 5.12 shows the
internal energy given by ⟨H⟩ = ⟨Hkin⟩+⟨Hint⟩ where Hkin and Hint are kinetic energy and
interaction parts of the Hamiltonian. Note that the internal energy coincides with the
expectation value of the Hamiltonian because of the condition µ = 0 at half filling. For the
AF-spin order shown in Fig. 5.12(a), both the kinetic and interaction energies are lowered
by the phase transition. On the other hand, for the F-channel case in Fig. 5.12(b), ⟨Hint⟩
decreases below the transition temperature, while ⟨Hkin⟩ increases. Namely the F-channel
symmetry breaking is disadvantageous for the conduction electrons. Hence, the essence of
the F-channel ordering exists not in kinetic energy but in the interaction term. Of course
the energy of the whole system is lowered by the phase transition.
Next we discuss the specific heat C(T ), which is derived from the differentiation of the















Figure 5.13: (Color online) Temperature dependence of (a,b) specific heat and (c,d) entropy
for AF-spin and F-channel ordered phases. The specific heat at T = 0.005 in (b) is estimated
from the renormalization factor.
internal energy. Figure 5.13(a) shows the result for the AF-spin order. The specific heat
jumps at TAFspin because of the second-order transition. Below the transition temperature,
C(T ) exponentially goes to zero, since the energy gap is formed at the Fermi level by the
band-folding effect due to cell doubling. On the other hand, although the specific heat in
the F-channel case behaves in a similar manner, we have finite values of C(T )/T at low
temperatures as shown in Fig. 5.13(b). This contribution comes from the Fermi-liquid
behavior of conduction electrons with α = 1. The specific heat is estimated from the




T ≡ γT. (5.31)
In the present case, the specific heat coefficient is calculated as γ ≃ 8.2, which is shown
in Fig. 5.13(b).
By integrating the specific heat, we derive the entropy shown in Figs. 5.13(c) and (d).
In the high-temperature limit, the entropy is given by S(T → ∞) = ln(4× 4× 2) = ln 32
since the 2ch KL has two conduction electrons and one localized spin per site at half filling.
Let us consider the entropy ∆S which is resolved below the transition temperature. For
the AF-spin order, this quantity is estimated as ∆S ≃ 1.35 ln 2 as shown in Fig. 5.13(c).
Hence it is interpreted that the localized spin’s entropy ln 2 disappears by this transition.
On the other hand, we derive ∆S ≃ 0.79 ln 2 for the F-channel order, which is smaller
than ln 2. This result reminds us the residual entropy 1
2
ln 2 at the fixed point of the
impurity two-channel Kondo model.
We comment on the speculation about the F-channel phase in the light of the present
result. As discussed in Fig. 5.8, the F-channel order cannot be understood from neither
weak nor strong coupling limits, and possibly related to the non-trivial fixed point J∗ of
the impurity two-channel Kondo model. Furthermore, the entropy resolved by this phase
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Figure 5.14: (Color online) (a) Spin- and (b) channel-dependent differences of local Green
functions defined in eqs. (5.32) and (5.33). The differences of complex self energies defined in
eqs. (5.35) and (5.36) are shown in (c) and (d).
transition is smaller than ln 2, and the entropy that remains in the paramagnetic state
is close to 1
2
ln 2 as discussed in §5.1.2. Then it is tempting to regard that the F-channel
ordering is the resolution of R = 1
2
ln 2 that remains in the two-channel Kondo model.
5.4.2 Even- or odd-frequency ordering
In this subsection, by comparing the F-channel order with AF-spin order at half filling, we
show that the F-channel ordered state can be interpreted as an odd-frequency order, which
is a consequence of the composite nature of Ψ given by (5.10). We take the difference of









where Giασ(τ) = −⟨Tτciασ(τ)c
†
iασ⟩. In the AF-spin phase, mspin = ∆Gspin(0) becomes
nonzero, and serves as the order parameter. In the F-channel phase, on the other hand,
we have seen in Fig. 5.1(b) that the apparent order parameter mchan = ∆Gchan(0) is tiny
and vanishes at nc = 2.
Figure 5.14(a) and (b) show the τ -dependence of these quantities for the case of
nc = 2. It can be seen that ∆Gspin(τ) in the AF-spin phase is an even function of τ , while
∆Gchan(τ) in the F-channel phase is an odd function. Hence the derivative ∂∆Gchan/∂τ
at τ = 0, rather than mchan, is the proper quantity to describe the F-channel order. The
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⟨Si · (sci1 − sci2)⟩, (5.34)
where N is the number of sites. The second term in the right-hand side (RHS) corresponds
precisely to the order parameter Ψ introduced by (5.10). On the other hand, the kinetic
energy given by the first term also becomes dependent on channel. However, this quantity
is not suitable as a proper order parameter as noted at in §5.3.1.
The low-energy limit of the self-energy corresponds to a one-body mean field at the








[Σ1σ(iεn) − Σ2σ(iεn)], (5.36)
where εn = (2n + 1)πT is the fermionic Matsubara frequency. Figures 5.14(c) and (d)
show the computed results for ∆Σ(iεn). For AF-spin phase, ∆Σspin is real and even
function of Matsubara frequency εn. For F-channel phase, on the other hand, ∆Σchan is
pure imaginary and odd function of εn. Hence, the F-channel order is identified as an odd-
frequency order also from the self-energy. It should be noted that the present clear-cut
classification applies only to systems with the particle-hole symmetry. Otherwise, both
orders involve finite components of the opposite parity, and are neither completely even
nor odd. We emphasize that the concept of the composite order is valid even without the
particle-hole symmetry.
Let us now discuss the AF-spin and F-channel orders in terms of susceptibilities. We
first introduce the two-particle Green function χαα
′
qσσ′(iεn, iεn′ ; iνm) where νm = 2mπT is
an bosonic Matsubara frequency. The AF-spin and F-channel orders correspond to wave
vectors q = Q and q = 0, respectively. The relevant two-particle Green functions for our
purpose are obtained by appropriate linear combinations with respect to channel and spin
indices in χαα
′
qσσ′ , and are written as
1) χAFspin(iεn, iεn′ ; iνm) and χ
F
chan(iεn, iεn′ ; iνm). Then the












g(εn)g(εn′)χ(iεn, iεn′ ; 0), (5.38)
where we have suppressed the indices such as ‘AF’ and ‘spin.’ The even part χeven coin-
cides with the conventional susceptibility, and describes fluctuations of spin and channel
moments. The odd function g(εn) in eq. (5.38) abstracts the odd-frequency part of the
two-particle Green function [83, 115].
1)The quantities χAFspin and χ
F




−c , respectively, which are defined in §2.1.2.
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(a) AF spin
(b) F channel
Figure 5.15: (Color online) Temperature dependence of 1/χeven and 1/χodd for (a) AF-spin and
(b) F-channel orders. Phase transitions are signaled by the zero crossing of inverse susceptibili-
ties.
In order to relate the composite order parameter to the odd-frequency susceptibility,
















= [H, ciασ]. (5.40)
The expectation value ⟨O⟩ coincides with the derivative (5.34). With use of eq. (2.77),

















where convergence factors enter in frequency summation. The susceptibility in the LHS
is positive and diverges at the transition temperature. On the other hand, the quantity
⟨H⟩ in the RHS is negative in the half-filled case. Accordingly, the first term in the
RHS without minus sign is always negative, and diverges at the phase transition from
negative side. For simpler calculation, we want to avoid the convergence factor, and
choose g(εn) = sgn (εn) in eq. (5.38). In this case, χodd is not always negative, and even-
and odd-frequency susceptibilities coincide with each other at high temperatures.
Figure 5.15 shows temperature dependence of inverse susceptibilities in the particle-
hole symmetric case nc = 2. For the AF-spin order as shown in Fig. 5.15(a), χeven
diverges at Tspin ≃ 0.082 indicating the spin order below Tspin, while χodd does not show
any anomaly. On the other hand, for the F-channel order as shown in Fig. 5.15(b), χeven
does not signal any instability. This corresponds to mchan = 0 in the F-channel phase.
However, χodd shows drastic temperature dependence. With decreasing temperature,
1/χodd becomes zero at Tchan ≃ 0.027 from negative side. This means that χodd defined
by (5.38) indeed signals the divergent fluctuation of composite order parameter Ψ.
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5.5 Physical Consequences Described by Non-Kramers
Doublet
Finally, we discuss possible relevance of our results in understanding real f -electron sys-
tems. If we interpret the pseudo-spin as describing a non-Kramers doublet, the channel
index α = 1 is translated into the real up spin, and α = 2 into the down spin. Here,
the choice of up and down spins can of course be reversed. Then the AF spin phase
corresponds to AF orbital order, while the breakdown of channel symmetry is translated
into that of the real-spin symmetry. Namely, the time reversal symmetry is spontaneously
broken in AF-channel and F-channel phases of the non-Kramers doublet lattice.
AF-channel order around quarter filling
The AF-channel order is translated into the staggered spin-density wave (SDW) in the
non-Kramers systems. Formation of the orbital singlet is essential for the SDW, and hence
we regard the ordering as driven by the orbital (quadrupolar) Kondo effect. Namely, the
magnetic ordering is caused by the strong interaction between f and conduction electrons,
even though the f -electrons do not have magnetic degrees of freedom. We expect the
realization of this order in the cubic Γ3 doublet system with strong c-f interaction.
F-channel order around half filling
The violation of the channel symmetry is regarded as the time-reversal-symmetry breaking
as in ferromagnetism. Without the particle-hole symmetry, the present order gives rise
to a tiny magnetic moment corresponding to mchan in Fig. 5.1(b). However, the proper
order parameter is given by Ψ, which actually represents an octupole moment involving
conduction electrons. Namely, spatial extent of up and down spins become different from
each other, since conduction electrons with up spin forms a Fermi liquid, while those with
down spin tend to form orbital Kondo singlets with localized non-Kramers doublets. The
resultant spin imbalance sums up to zero, but gives rise to extended magnetic octupoles
centered at each site.
Since Ψ is independent of sites, any diffraction measurement cannot detect the present
order. Nevertheless, transport properties signal clear phase transition involving metal-
insulator transition of down spins. The ordered phase is a kind of half-metal since down
spins are insulating. Moreover, the size of the specific heat anomaly should be substantial
since Ψ is of the order of unity as shown in Fig. 5.7(a). From these characteristics, it
is tempting to consider Ψ as a candidate of the hidden order parameter in URu2Si2. Of




By using the DMFT+CT-QMC method, we have reported new electronic orders. In the
Kramers systems, the RKKY interaction stabilizes the ordered states, while the Kondo
effect screens the localized moments. However, we have found that the ordered state
is induced by the Kondo effect in the non-Kramers systems, which is striking contrast
with the behaviors in Kramers systems. Hence, the present study extends the concept of
electronic ordering in f electron systems. In the following, we summarize the obtained
results in this thesis.
Development of theoretical approaches
The DMFT in the two-sublattice system has already been formulated by using single-
particle quantities in the previous works. In this thesis, in order to discuss the two-body
properties of the two-sublattice system by means of the DMFT, we have formulated
the method to calculate the two-particle quantities such as the dynamical susceptibility,
optical conductivity and specific heat in a bipartite lattice. In the single-site DMFT,
on the other hand, the susceptibilities of extended moment and composite quantity have
been formulated as discussed in §2.3
In the DMFT, the lattice system is mapped to the effective impurity system. For the
numerical method as the impurity solver, we have developed the CT-QMC algorithm for
the two-band singlet-triplet Kondo model and two-channel Kondo model.
Singlet-triplet Kondo lattice
In the 2BSTKL with one conduction electron per site, where CEF singlet-triplet states in-
teract with two-band conduction electrons, we have found the staggered order with Kondo
and CEF singlets. The equal-time correlation shown in Fig. 4.8 clearly shows this stag-
gered ordering. This electronic order is accompanied by the CDW of conduction electrons
because they gather at the Kondo singlet site to screen the localized moments. Below the
transition temperature, the system becomes insulating as in the Kondo insulator, which
is seen in the DOS.
With different characters of conduction bands γ = 1, 2, which results in the metallic
ground state, we have demonstrated the relevance of the 2BSTKL to PrFe4P12. Our sce-
nario of the staggered Kondo-CEF singlet order can naturally explain many experimental
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results in PrFe4P12 such as the scalar order parameter, temperature dependence of the
resistivity, and sharp inelastic magnetic response observed only in the ordered phase.
Two-channel Kondo lattice
We have investigated the 2ch KL as the simplest model that describes periodic non-
Kramers doublets coupled with conduction electrons. At quarter filling, the channel
symmetry is spontaneously broken in a staggered manner. From the correlation function,
it is shown that the Kondo singlet is formed at each site. The single-particle spectrum
captures the drastic change of the electronic states at the transition temperature, and
shows the formation of heavy-electrons bands only in the ordered state. This is a general
characteristic of orders induced by the Kondo effect.
At half filling, we have demonstrated a novel type of symmetry breaking between
equivalent channels. The ordered state is characterized by a two-body correlation function,
or composite order parameter, which represents an channel-selective Kondo effect. In
a general case without the particle-hole symmetry in conduction bands, tiny channel
moment also arises as a deceptive order parameter. The composite order at half filling is
regarded as an odd-frequency ordering from the behavior of self energy, which is the first
explicit example other than superconductivity.
These electronic orders found in the present study are a consequence of the strong
interaction between f (localized) and conduction (itinerant) electrons, namely the Kondo
effect, and is never understood by the conventional RKKY interaction.
Appendix A
Useful Formulae for DMFT
In this Appendix, we derive the useful formulae for the formulation and implementation
of the DMFT.
A.1 Derivative of Single-Particle Green Function
We consider the single-particle Green function:
G(τ1, τ2) = ⟨Tτc†1(τ1)c2(τ2)⟩
(
= −⟨Tτc2(τ2 − τ1)c†1⟩
)
(A.1)




= −δ(τ2 − τ1)δ12 + ⟨Tτc†1(τ1)ċ2(τ2)⟩, (A.2)





= −δ′(τ1 − τ2)δ12 + δ(τ1 − τ2)⟨{c†1, ċ2}⟩ + ⟨Tτ ċ
†
1(τ1)ċ2(τ2)⟩, (A.4)
where ċ†1 ≡ [H, c
†
1]. Note the relation ċ
†
1 = −(ċ1)†.
formula using first-order derivative
The Fourier transformation of the LHS of eq. (A.2) is given by















Here we have used the relation δ(η) = 0. With this expression, we obtain the formula for
the internal energy.
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formula using second-order derivative

















When we take the limit n → +∞, only the terms with δ(τ1 − τ2) remain finite. After a









= ⟨{c†1, ċ2}⟩. (A.9)
A.2 Derivative of Two-Particle Green Function
We consider the following two-particle Green function in general form:







The derivative with respect to τ2 is given by
χ′(τ1, τ2, τ3, τ4) ≡
∂
∂τ2








The second-order derivative is given by
χ′′(τ1, τ2, τ3, τ4) ≡
∂2
∂τ3∂τ2




− δ(τ3 − τ2)⟨Tτc†1(τ1){ċ2, c
†
3}(τ3)c4(τ4)⟩
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The third-order derivative is given by
χ′′′(τ1, τ2, τ3, τ4) ≡
∂3
∂τ1∂τ3∂τ2




+ δ(τ1 − τ2)⟨Tτ{c†1, ċ2}(τ2)ċ
†
3(τ3)c4(τ4)⟩
+ δ(τ1 − τ4)δ14⟨Tτ ċ2(τ2)ċ†3(τ3)⟩
− δ(τ3 − τ2)δ(τ1 − τ4)δ14⟨{ċ2, c†3}⟩
+ δ′(τ3 − τ2)δ23⟨Tτ ċ†1(τ1)c4(τ4)⟩
+ δ′(τ3 − τ2)δ23δ(τ1 − τ4)δ14
− ⟨Tτ ċ†1(τ1)ċ2(τ2)⟩⟨Tτ ċ
†
3(τ3)c4(τ4)⟩
− δ(τ1 − τ2)⟨{c†1, ċ2}⟩⟨Tτ ċ
†
3(τ3)c4(τ4)⟩, (A.16)
where we have used the condition [c†1, {ċ2, c
†
3}] = 0. The fourth-order derivative is given
by
χ′′′′(τ1, τ2, τ3, τ4) ≡
∂4
∂τ4∂τ1∂τ3∂τ2




− δ(τ4 − τ1)⟨Tτ{ċ†1, c4}(τ1)ċ2(τ2)ċ
†
3(τ3)⟩
+ δ(τ4 − τ3)⟨Tτ ċ†1(τ1)ċ2(τ2){ċ
†
3, c4}(τ3)⟩
+ δ(τ1 − τ2)⟨Tτ{c†1, ċ2}(τ2)ċ
†
3(τ3)ċ4(τ4)⟩
− δ(τ1 − τ2)δ(τ4 − τ3)⟨Tτ{c†1, ċ2}(τ2){ċ
†
3, c4}(τ3)⟩
+ δ′(τ4 − τ1)δ14⟨Tτ ċ2(τ2)ċ†3(τ3)⟩
− δ(τ3 − τ2)δ′(τ4 − τ1)δ14⟨{ċ2, c†3}⟩
+ δ′(τ3 − τ2)δ23⟨Tτ ċ†1(τ1)ċ4(τ4)⟩
− δ′(τ3 − τ2)δ23δ(τ4 − τ1)⟨{ċ†1, c4}⟩
+ δ′(τ3 − τ2)δ23δ′(τ4 − τ1)δ14
− ⟨Tτ ċ†1(τ1)ċ2(τ2)⟩⟨Tτ ċ
†
3(τ3)ċ4(τ4)⟩
+ δ(τ4 − τ3)⟨Tτ ċ†1(τ1)ċ2(τ2)⟩⟨{ċ
†
3, c4}⟩
− δ(τ1 − τ2)⟨{c†1, ċ2}⟩⟨Tτ ċ
†
3(τ3)ċ4(τ4)⟩
+ δ(τ1 − τ2)δ(τ4 − τ3)⟨{c†1, ċ2}⟩⟨{ċ
†
3, c4}⟩. (A.18)
formula using first-order derivative
First we consider the second-order derivative. We set τ1−η = τ2 = τ and τ3 = τ4 +η′ = τ ′
with η and η′ being infinitesimal constants, and integrate with respect to τ and τ ′. The
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explicit form is written as∫ β
0

















where the function f1 is defined by
f1(η, η
′) = ⟨Tτc†1(η)c4(−η′)⟩. (A.20)
The result depends on the choice of η and η′. Note that we cannot set η′ = −η because






















The formula (A.21) is used for the derivation of the correlation between the Hamiltonian
and total number operator.
formula using second-order derivative
Next we consider the second-order derivative. Tracing the completely same procedure as























where the function f2 is given by
f2(η, η





This relation is the two-particle version of eq. (A.6). We use the formula (A.22) in the
derivation of the odd-frequency susceptibility and energy correlation.
formula using fourth-order derivative
We consider the fourth-order derivative in the Matsubara frequency domain. With use of
the fourier transformation for χ, we obtain the relation





εn(εn + νm)εn′(εn′ + νm)χ(iεn, iεn′ ; iνm)
× e−iεn(τ2−τ1)e−iεn′ (τ4−τ3)e−iνm(τ2−τ3). (A.24)














































Table A.1: Explicit form of the function g for the hypercubic and Bethe lattices. The sign s is
defined by s = sgn (Im z). The case with rectangular shape is also shown for reference.
Its inverse Fourier transformation by







′′′′(τ1, τ2, τ3, τ4) e
−iεn(τ2−τ1)e−iεn′ (τ4−τ3)e−iνm(τ2−τ3) (A.25)
When we take the limit n → +∞ and n′ → −∞ with m fixed, only the terms with























which is the two-particle version of eq. (A.9). In the main text, the RHS of eq. (A.26)
turns out to be the correlation function of localized spins.
A.3 Summation with respect to Wave Vectors
As we have seen in Chapter 2, susceptibilities in the lattice system are derived from
the local two-particle Green functions. In addition to the calculation of this, we need
to evaluate two-particle Green functions without the vertex part. In this Appendix, we
derive relevant formulae to calculate these quantities. We omit the spin-orbital suffix a
in the following.







As shown later, we derive the two-particle Green functions without vertex parts from this
function. Table A.1 shows the concrete form of the function g for hypercubic and Bethe
lattices.
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formulae in §2.2
In terms of the quantity ζλ(z) = z+µ−Σλ(z) with z being a complex frequency, the full







ζ λ̄(z)δλλ′ + εkδλ̄λ′
]
, (A.28)
where k belongs to the reduced Brillouin zone. The local Green function in the two-






with z̃ being the geometric mean defined by z̃ =
√
ζA(z)ζB(z). On the other hand, two-


































































































where g′(z) = dg(z)/dz is the complex derivative.
It is easy to confirm that these expressions reproduce the quantities in the original
Brillouin zone. In the normal state, the relation ζA = ζB = ζ is satisfied. The local Green
function is given by
Gloc(z) = g (ζ(z)) . (A.36)
Using eqs. (A.33) and (A.34), the uniform and staggered susceptibilities defined in eq. (2.18)
are given by
χunif(z) = g′ (ζ(z)) , (A.37)
χstag(z) = −g (ζ(z))
ζ(z)
. (A.38)
Thus, the susceptibilities without vertex functions can be calculated from the function g.
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formulae in §2.3
We show the formulae for two-particle Green functions without vertex parts which are
needed for the susceptibility of the pairing amplitude and extended moment. Here we






(z1 − εk)(z2 − εk)
= −g(z1) − g(z2)
z1 − z2






(z1 − εk)(z2 − εk)






(z1 − εk)(z2 − εk)
= 1 − z1g(z1) − z2g(z2) + z1z2F (z1, z2). (A.41)
The function F satisfies the relation F (z, z) = −g′(z). Equation (A.39) is used for pairing
susceptibility, and eqs. (A.40) and (A.41) for susceptibilities of extended moments. We
note that these quantities behave as O(z−2) with z → ∞. Hence, we do not need the




When we calculate the probability ratio in the CT-QMC formulated in Chapter 3, it is
necessary to multiply hundreds of 4 × 4 matrices for the localized part Wf . Suppose
that we have the matrices xi where i = 1, · · · , k. A simple calculation of the product
P = x1 · · ·xk gives the computing time of O(k).
One of more efficient ways to implement is the method called binning algorithm [100].
First we divide k matrices into N bins as P = X1 · · ·XN where Xj = x(j−1)k/N+1 · · ·xjk/N .
We store {Xj} at the end of every multiplication. When we change one of {xi}, the
computing time of the calculation of P is the order of




After minimizing f(N) with respect to N , we obtain N =
√
k as the most appropriate




k. Hence if the matrices are divided into O(
√
k),
the computing time is optimized as O(
√
k). Although the number of matrices k changes
during the simulation, we can make bins regardless of k if we divide the region [0, β) into
N parts.
The better method called tree algorithm also exists, in which the computing time
is optimized as O(log k). However, the algorithm is more complex than the binning
algorithm we have used. We note that the calculation of the conduction part also gives a
large contribution to the total computational time.
B.2 Padé Approximation for Analytic Continuation
In the Padé approximation [116], the complex function F (z) is approximated by the
rational function as








· · · aN(z − zN−1)
1
, (B.2)
where the coefficients ai are determined so that F (zi) = CN(zi). The maximum powers
of the polynomials AN(z) and BN(z) are of order z
(N−1)/2 and z(N−1)/2 for odd N , and
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z(N−2)/2 and zN/2 for even N . To determine the coefficients ai, we introduce the function
gp(z) by




(p ≥ 2). (B.4)
Then the coefficients are given by
ai = gi(zi). (B.5)
Once we obtain a set of ai, we calculate the polynomials AN(z) and BN(z) by the recursion
formula
Ai+1(z) = Ai(z) + ai+1(z − zi)Ai−1(z), (B.6)
Bi+1(z) = Bi(z) + ai+1(z − zi)Bi−1(z), (B.7)
A0 = 0, A1 = a1, B0 = B1 = 1. (B.8)
We perform the recursion from p = 2 to N −1, and finally obtain CN(z) = AN(z)/BN(z).
In this thesis, we consider the analytic continuation from z = iεn to z = ω + i0
+. If
we use F (iεn) with εn > 0, the function is analytically continued to F (ω + i0
+).
B.3 Evaluation of Internal Energy
We calculate the expectation value of the Hamiltonian from the local Green function as
seen in eq. (2.26). However, owing to the presence of the form factor iεn, we have to
numerically sum up a large number of Matsubara frequencies. In order to reduce this













a 1 with a being a spin and/or orbital index. The coefficients A and B
are real. The introduced function ∆G behaves as (iεn)
−4 when εn → ∞. With use of











Note that we do not need the convergence factor in this expression. In the numerical
calculation, the summation in eq. (B.9) is performed in the range |n| < L. We typically
take L ∼ 104 in the simulation. The coefficients A and B are numerically evaluated from







































We have to determine A so that ∆Gchg does not include the (iεn)
−2 term. Otherwise,
numerical errors can arise, since we need a convergence factor in the Matsubara-frequency
summation in eq. (B.10).
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Figure B.1: Drude shape of the optical conductivity.
B.4 Low-Frequency Limit of Optical Conductivity
In order to derive the conductivity, it is necessary to reproduce the Drude-type shape of
the optical conductivity around ω ∼ 0:






where σ0 and τ are conductivity and relaxation time, respectively. We omit the constant
A in eq. (2.40). In the numerical calculation, we derive the quantity in the Matsubara
frequency domain. In order to obtain the form (B.13) after the analytic continuation, we





It is confirmed that the Drude shape of the optical conductivity is reproduced by iνm →
ω + i0+. We can put a = 1 without loss of generality, and c = Re Π(0) represents a
spectral intensity. The coefficients b, d are determined from the two values Π(iνm=1) and
Π(iνm=2). The conductivity is related to these coefficients as
σ0 = bc− d. (B.15)
Note that the functional form (B.14) is the same as the N = 3 Padé approximation.
B.5 Method of Solution for Bethe-Salpeter Equation
We define the deviation ∆χloc from the local two-particle Green function without vertex
parts:
χloc(iεn, iεn′) = χ
0
loc(iεn)δnn′ + ∆χloc(iεn, iεn′) (B.16)
Here we regard χ as a matrix with respect to (λ, a), and omit νm. Since ∆χloc is a rapidly
damping function at high frequencies, we approximate ∆χloc by ℓ× ℓ matrix with respect
to fermion Matsubara frequencies. Then we calculate the two-particle Green function in
the lattice by
χ−1 = [χ0]−1 + [χloc]
−1 − [χ0loc]−1, (B.17)
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Figure B.2: Exemplary result of Xn = Fn χunif+s (iεn, iε−n−1; 0) in the 2BSTKL. We choose the
parameters as J = 0.8, ∆ = 0.2 and T = 0.02.
where χ is also ℓ × ℓ matrix with respect to fermion Matsubara frequencies. Although
∆χ rapidly damps at high frequencies, χ0 does not. Hence we have to use the following













Typically we take ℓ ∼ 50 and L ∼ 104 in the numerical calculation of the susceptibility
for conduction electrons.
On the other hand, in order to derive the susceptibility for the localized spins, we need








n′χ(iεn, iεn′ ; iνm) = lim
n→+∞
ε4n χ(iεn, iε−n−1; iνm) ≡ lim
n→+∞
Xn. (B.19)
Figure B.2 shows the exemplary result Xn of the 2BSTKL in the staggered charge ordered
state as a function of 1/n. The quantity Xn behaves for large n as Xn ∼ A + B(1/n)2
as shown in Fig. B.2. For the charge channel indicated by “c”, the value in the high-
frequency limit becomes zero because the localized spins have no charge degrees of free-
dom.
The form factor can be replaced by Fn if it satisfies Fn = ε
4
n when n→ ∞. Empirically,
the better convergence can be obtained if we use the inverse of the free Green function
instead of εn in the form factor Fn.
Appendix C
Multicritical Points by Landau
Theory
We encounter the tricritical and tetracritical points in this thesis. Here we discuss these
multicritical points by means of the Landau theory [117].
C.1 Bicritical and Tetracritical Points














The coefficients B1 > 0 and B2 > 0 are constants, and the second-order terms are
dependent on the temperature: A1 = A1(T ) and A2 = A2(T ). Let us consider the two
extreme cases. When we take K = 0, the order parameters m1 and m2 are independent
and can coexist. In the case with K = ∞, on the other hand, only one of the two order
parameters can be finite because of the strong repulsion. Then we expect a critical value
of K where the coexistence solution vanishes.
From equations of states ∂F/∂m1,2 = 0, we obtain the following three solutions:
(i) m1 = m2 = 0, (C.2)




, m2 = 0, (C.3)









In the solution (ii), the labels 1 and 2 can be reversed. The corresponding free energies are
written as F(i), F(ii) and F(iii). In order to determine the most stable non-trivial solution,
we compare the free energy of the solution (ii) to that of (iii). The difference is calculated
as




Accordingly, the magnitude relation of the free energies is determined by the sign of
K2 − 4B1B2. For K <
√
4B1B2, or for a weak repulsion between m1 and m2, the solution
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(a) tetracritical point (b) bicritical point
1st
2nd 2nd
Figure C.1: Schematic phase diagram for (a) K <
√
4B1B2 with tetracritical point and (b)
K >
√
4B1B2 with bicritical point. The shaded area in (b) shows the hysteresis region of the
first-order transition. A tuning parameter other than temperature is indicated by δ.
(iii) is most stable if it exists. In this case, there is a coexistence region of m1 and m2, and
the phase diagram has the tetracritical point as shown in Fig. C.1(a). For K >
√
4B1B2,
or for a strong repulsion between two components, the case (ii) is the most stable solution,
and the mixed phase does not appear. Instead, there is a single line of first-order transition






which approaches to the bicritical point from the ordered side as shown in Fig. C.1(b).
C.2 Tricritical Point
free energy up to sixth order
The tricritical point where the second-order transition changes into the first-order one
can be qualitatively explained by the Landau theory. We consider the free energy up to
sixth order:
F = Am2 +Bm4 + Cm6 − hm, (C.7)
where m is an order parameter, and the coefficient C must be positive. The coefficient
A = A(T ) is regarded as temperature. The equation of states is written as
h = 2Am+ 4Bm3 + 6Cm5. (C.8)
Let us first consider the zero-field case with h = 0. For B > 0, the character of the
transition is of second order, and the order parameter behaves as m = (−A/2B)−1/2
near the transition temperature as shown in Fig. C.2(a). At B = 0, which corresponds
to the tricritical point, m is given by m = (−A/3C)1/4 as shown in Fig. C.2(b), where
the critical exponent is 1/4 instead of 1/2. Therefore if B approaches as B → +0, the
initial rise becomes sharper reflecting the change of the exponent. This behavior is indeed
observed in the 2BSTKL as shown in Fig. 4.3. When we approach the tricritical point
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Figure C.2: Temperature A dependence of the order parameter m with C = 1. The corre-
sponding parameter set (B, h) are drawn in Fig. C.3.
from negative side of A, the specific heat diverges because of the change of the critical
exponent of the order parameter. For B < 0, the transition is of first order, and the
system shows the hysteresis behavior as shown in Fig. C.2(c). The first-order transition





As is shown later, the three first-order transition planes meet at this line.
The three second-order transition line terminate at the tricritical point. The lines
other than one explained above appear when we apply the external field h to the case
with B < 0. The transition is still of first order in the small field case shown in Fig. C.2(d).
At h = hc ≃ 0.29, however, the transition becomes of second order (or continuous) and
the susceptibility diverges at this point as shown in Fig. C.2(e). The second-order nature







At the transition point A = Ac in Fig. C.2(e), the derivative ∂m/∂A diverges while the
moment m is finite. Then the specific heat diverges at this point according to eq. (C.10).
Note that the symmetry of the system does not change at this second-order transition.
On the other hand, if the applied field is large enough, there is no transition. In this case,
the behavior is a crossover as shown in Fig. C.2(f).
Figure C.3 shows the overall phase diagram obtained by the free energy (C.7). We
note that there is another first-order transition plane located at the h = 0 plane. The
three first-order transition planes meet at the line (C.9). The second-order transition
accompanied by the spontaneous symmetry breaking occurs only at h = 0.
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Figure C.3: Phase diagram obtained by the free energy (C.7) with C = 1.
Blume-Capel model










where σi = +1, 0,−1, and z is the nearest coordination number. This model reduces to
the Ising model in the limit D → −∞. Let us consider the case with the ferromagnetic
interaction J < 0. In the mean-field theory, the free energy per site near the transition
temperature is written as
F = F0 + Am
2 +Bm4 +O(m6), (C.12)
where
F0 = D −
1
β



















The mean field m is given by m = ⟨σi⟩. Since the fourth-order coefficient B changes its
sign with increasing D, this system shows the tricritical point. The tricritical point is





Toulouse Limits of Kondo Models
The insight of a impurity Kondo problem is obtained by employing techniques in one
dimension. It is known that the anisotropy of the exchange interaction is irrelevant at
the low-temperature fixed point in the multi-channel Kondo models [78]. Then we take
the interaction with Jz = 0 for simplicity in this Appendix, which does not alter the
conclusion in Jz ̸= 0.
D.1 Kondo Model
The behavior of a Kondo problem is dominated by a single angular momentum state of
conduction electrons, and therefore it is sufficient to consider only the radial motion. This
is regarded as one-dimensional problem in half space x ≥ 0 involving left- and right-going
particles. An equivalent representation, to be adopted here, is to retain only the left-going
fermions and allow x to range over all the space −∞ < x <∞ [120]. Thus, the impurity

















≡ Hc + Hexc. (D.2)
Here vF is the Fermi velocity, and ψσ(x) annihilates a left-going fermion with spin σ at





where η = +0. The Klein factor Fσ changes the number of particles, and satisfies the rela-
tion F †σFσ = FσF
†







= −2πi δσσ′ δ(x− x′). (D.4)
With use of this, it can be confirmed that the anticommutation relation {ψσ(x), ψ†σ′(x′)} =
δσσ′δ(x− x′) is reproduced by eq. (D.4).
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We define the transformed spin operators by S̃± = S± e±i(
√
2+1)θs(0), which satisfies the















and write the localized spin by using fermion operator: F †s S̃
+ = d†, FsS̃
− = d. The
operators d and ψs obey the fermion commutation relation. In this way, the exchange
interaction becomes the hybridized model between fermions with linearized spectrum and
resonant level with zero energy. This is called the Toulouse limit [121].
D.2 Two-Channel Kondo Model
In a manner similar to the single-channel case, we apply the bosonization approach to the



















≡ Hc + Hexc. (D.11)
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sgnα sgnσ θασ(x). (D.16)




[Sx cos θ+s(0) + S
y sin θ+s(0)] cos θ−s(0) (D.17)






cos θ+s(0) sin θ+s(0)






















and write the localized spin by using fermion operator: F †−sS̃
+ = d†, F−sS̃
− = d. The




in eq. (D.19) is the Majorana (real) fermion which satisfies a† = a.
According to eq. (D.19), the real part of the localized spin couples with the −s channel.
Hence the degree of freedom for the imaginary part still remains, because it does not have a
partner to couple with. This is the simple explanation for the reason why the two-channel
Kondo model has the residual entropy R = 1
2
ln 2 in the ground state.
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