M anaged C# and Delphi Prism in Visual Studio 2008 and Unmanaged Delphi 2009 and C++ Builder 2009 programming languages are increasingly gaining in popularity. In this study, response times of these languages, memory consumptions and code lengths were tested with various work loads and the results belonging to these tests were given. Whether there was a significant difference among the data obtained by the test results was tested by using Friedman test and a significant difference was found. Also, the differences between managed languages and unmanaged languages were revealed by the results of the performance test.
INTRODUCTION
Today most of software developers prefer managed languages because managed languages have the properties of (1) memory and data type security, (2) automatic memory management, (3) dynamic code conduction, (4) determining the boundaries between codes having type security and not having security. Also, most of these languages are object-based [1] . The NET platform of the M icrosoft has been designed in order to develop Windows applications more easily by ensuring a sound framework [2] . The NET Framework is a complete "application" development platform, which has been developed by the M icrosoft and, which has been established on open Internet protocols and standards. It bears significant resemblances to the Java Platform, which has been developed by the Sun M icrosystems before. The scope of application concept here is very broad. Everything from a desktop application to a web browser has been considered within this platform and has been supported. It has been made possible that it can establish web services easily for its communication with all the applications in the world and with each other regardless of the setting in which it was developed. This platform has been designed as highly more movable than the operation system and hardware [3] .
Programmers and computer scientists have been working on the advantages and disadvantages of various programming languages [4] . For the purpose of contributing to the studies in this field, in this article, the managed C#, Delphi Prism in Visual Studio 2008 and the unmanaged Delphi 2009, C++ Builder 2009 programming languages are compared in terms of their response time, memory consumptions and code lengths. Also, the response times, memory consumptions and code lengths of the managed and unmanaged languages are compared. Thus, whether the managed languages, which are superior in terms of safety, are superior in terms of speed (working time -response time) will be revealed.
THE EXPERIMENTAL STUDY
Of the 400 software engineering research articles, which need experimental validation, 40 percent do not include experimental knowledge at all and this rate in other disciplines 15 percent [5] . Therefore, in this article, for the purpose of testing the performances of the programming languages, the experimental programs have been prepared and whether there is a significant difference among the experimental results obtained have been tested with the Friedman test.
The Test Platform

2.1.1.The Structure of the Programming Languages Compared
The properties belonging to the programming languages, the performances of which are compared are shown in Table 1 . 
The Computer Properties
Workloads
The workload concept is an ultra significant component in the problem of modeling computer systems [8] . The focus of performance evaluations on workload decreases costs and quantity of simulation [14] . Experimental system evaluations generally contain a set of programs representing workload system. Every performance evaluation program is run with systems having different properties. The behavior of the system is measured and its performance is commented [15] . Workload contains a list of demands of the service from the system. For example, workload constructed in order to compare some database systems a group of queries [2] . Workloads in this study are made up of programs, each of which measures a different property of the programming language. These workloads are shown in Table 2 .
Table 2. Workload
Workload Code Explanation Hello (1) Printing of "Hello World" on the screen for 5000 times M atrix (2) M ultiplication of two matrices of 500 x 500 dimensions Sorting (3) Sorting of the series with 10000 elements, the element values of which are in the worst situation with the Selection Sorting algorithm. Sieve (4) Estimation of the prime numbers at the interval of [1. .8193] with the sieve algorithm for 10.000 times Empty Loop (5) The empty loop at the interval of [1.
. 100000000] M ean (6) Estimation of the mean of the numbers at the interval of [1.
.3000] for 30000 times Table (7) Writing and Reading of the character knowledge "abcdefghijklmnopqrstuvwxyz1234567890abcdefghijklmnopqrstuvwxyz123456 7890abcdefgh" with a text file for 10000 times
The algorithms used as workloads have been coded in every language, the performance of which will be tested by using standard properties in a way that they are equal to each other. These coded programs have been transformed into executable code and their memory consumptions have been obtained from Windows Operation System command prompt.
The Hello (1) program tests writing on the screen and loading performance of the program, M atrix (2) and M ean (6) programs integer arithmetic performance, Sorting (3) program loop and logical decision performance. The Sieve (4) program estimates prime numbers by using the classical Sieve Eratoshene algorithm. The Sieve program tests the basic integer arithmetic and logical comparison operation [16] . The Empty Loop (5) program tests the loop performance, Table (7) program tests writing in the text file and reading performance.
Performance Metric
The performance metrics used in the testing of the performance of the programming languages are shown in Table 3 . 
The Code Length of the Programs Written
The number of the code is commonly used in order to measure the source code length of a program. (LOC (line of code)) [17] . The number of line is defined as LOC=NLOCK+CLOCK. The density of the lines compiled in a program can be estimated with CLOC/LOC formula [18] .
The line numbers of program codes used as a workload in this study have been estimated in line with the explanations stated above and they have been shown in Table 4 . Table 4 are shown in Figure 1 . 
Response Time
Response time is a significant concept in computer systems performance studies. Response time is the measurement of the time for which a user or an application has to wait until a command requested is completed [8] . In this study, response times of workloads run in the programming languages desired to be measured are given in Table 5 . 
Memory Consumption
M emory consumption of every workload has been obtained separately by programming languages by using M emory Booster Gold. These values are shown as Kilobyte (KB) in Table 6 .
Table 6. Memory Consumption (KB)
The graphic belonging to memory consumption data is shown in Figure 4 . 
Statistical Design
M inimal descriptive statistics contains the following for a data set: total observation number, mean, median, standard deviation, minimal value, maximum value and number of observations. Presentation of descriptive statistics data on dependent variable is significant [19] . Therefore, descriptive statistics data obtained are shown in detail by programming languages in Table 7 . ANOVA is used when searching the effect of two independent variables on a dependent variable [20] . In this study, the dependent variable is response time, the independent variables are the program and the programming languages. Significant results have been obtained by applying two-way ANOVA on these dependent and independent variables. However, because variance equality assumption has not been ensured, these results have not been presented in the article. Instead, the Friedman test, a non-parametric method, has been used.
The Friedman test is the non-parametric correspondence of twoway ANOVA test. When the same samples belonging to the subjects have been treated and when these samples have been measured at three or more points, the Friedman test is used [20, 21] .
The Friedman test has been used in order to find whether there is a significant difference among response times obtained as a Table  8 . When response times of the programming languages are compared in detail by workloads, in all the languages, the performance of which has been tested, the loading and print on the screen speed of the programs is equal to each other with small differences which can be ignored, by the result of Hello (1) test.
By the result of M atrix (2) and M ean (6) 
CONCLUSION
In terms of response time, the fastest programming language is the Delphi 2009 and the slowest programming language is the C++ Builder 2009. Although the managed language C# and the Delphi Prism are powerful in terms of code density, they are weak in terms of memory consumption and response time.
The Delphi 2009 is the most powerful programming language both in terms of memory consumption and response time.
