Abstract-In this paper, a new method to achieve better compression efficiency in low bit-rate video coding is proposed. It is based on a global bit-rate reduction at a macroblock level, optimizing the number of bits to code each macroblock as a whole by means of motion vector and headers size compensation. The selection of the best motion vector and different coding modes for each block of the current picture will be made depending not only on trying to choose the best prediction for the block, but also on the number of bits to code the associate headers, introducing some kind of penalization in the cost function. This method improves efficiency on video compression for all qualities, but especially for low-quality video coding, whose efficiency improvement can reach 17%. Its implementation is simple, and compatible with most video-compression standards (H.263, MPEG, etc.). Results of the algorithm in a state-of-the-art H.263+ codec are presented, and demonstrate that the efficiency enhancement is achieved with minimal time-processing increase, and even decrease, in some conditions.
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I. INTRODUCTION
T HE NEW mass media demand multimedia contents in their applications. Nevertheless, the video services have traditionally needed a large bandwidth, which is not available to communication systems normally used by people: GSM (9.6 kbits/s), POTS (up to approximately 33.6 kbits/s), etc. For these channels, the most important issues to consider are compression efficiency and processing load, since many of the applications require real-time processing. Presently, numerous research groups and discussion forums are working on video-compression efficiency. New algorithms are generated, some of which have been included in future standards in use, such as H.263 [1] , [2] , H.263L, or MPEG-4 [3] .
In this research area, a new way to improve the efficiency has been found. It is based on a new algorithm to find the best motion vector. Ideally, the optimum motion vector is the one that provides the minimum number of bits when coding the vector itself, plus the residual of the associated block. So, it would be necessary to compute the number of bits obtained when coding the whole block (vector and coefficients), and choose the motion vector that yields the minimum. This is not usually done, because it would imply to calculate the residual transform for each motion vector, which needs too much processing time for current processors. This problem is usually avoided by using indirect computation procedures, i.e., choosing the motion vector that minimizes some kind of cost function measuring the mismatch between a candidate block and the current block to be coded. Although several cost measures have been introduced, the most widely used one is the sum of the absolute difference (SAD) [4] , defined by where represents the th pixel of a block from the current picture at the spatial location , and represents the th pixel of a candidate block from a reference picture at the spatial location displaced by the vector . So current block pixels and predicted ones are subtracted, and their differences are added in absolute value. It is usually assumed that the greater the SAD for a certain motion vector is, the more bits the codification will need. So the vector that gives minimum SAD is chosen. Depending on the computing power and processing time available, it is possible to test all the motion vectors allowed (full search or brute force), or test only a selection of them (fast methods) [5] .
It is important to note that when choosing the vector that gives minimum SAD, we try to optimize only the number of bits generated by coding the residual coefficients, not the block as a whole. The other component of the codification, the motion vector, has little influence in this algorithm. Many systems try to give a better solution to this problem subtracting some fixed quantity from SAD of zero (i.e., no motion for the block), to favor the zero vector when there is no significant difference. An example of this is TMN8 [6] .
II. MOTION VECTOR SIZE COMPENSATION (MVSC)-BASED METHOD
The schema described fails when coding on very low bit rate channels. For such bit rates, only low or very low quality can be used to obtain an acceptable frame rate. The lower the quality is, the fewer residual bits are. The ratio between motion vector bits and residual bits becomes so large that it is easy to show that the SAD solution could be greatly improved. Basically, for high quantization steps, the number of bits used to code the coefficients approaches to the minimum. However, large motion vectors, chosen due to small SAD differences, degrade the total efficiency.
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1) Efficiency requires an explicit tradeoff between SAD of residuals as a cost function that intuitively is connected with the number of bits to code them, and number of bits to code the motion vector. 2) As the quantization step varies, so do the SAD values.
Higher quantization steps yield lower picture quality, so differences between current block and the better prediction one increase. The penalties must depend on the average of the SAD values. 3) As stated above, the lower the quality is, the fewer residual bits are, so the ratio between motion vector and residual bits increases and large vectors have worse effects over efficiency. The first point refers to the relationship between the number of bits to code the motion vector and the penalty values. Intuitively, it yields larger penalty values for larger motion vectors, as they usually need more bits to be coded with variable length codes. It is important to note that what this method penalizes is the number of bits that the motion vector needs to be finally coded. Really, what is usually coded in the motion-compensated video-compression standards is the difference between a prediction of that vector and the vector itself, so final reconstructed vectors similar to their predictions are preferred. The exact relation between the number of bits to code the motion vector and the penalty value to apply must be found to obtain the greater average efficiency improvement for different video sequences. Second and third points relate to the dependency between the penalty values and the quantization step. Intuitively, both points yield higher penalties for lower quality.
Summarizing, what we try to obtain is the minimum number of bits for the current block to be coded including not only the residual codification, but also the motion-vector coding. So for each possible motion vector, some quantity is added to the cost function
The penalization is a function of the quantization step and the number of bits to code the motion vector . So the system chooses the motion vector that yields minimum . The part corresponding to the original SAD would give an approximate measure of the bits needed to code the residuals, and the penalization would represent the number of bits to code the motion vector, in a kind of SAD domain, i.e. residual bits motion vector bits.
The SAD value and the number of bits needed to code the corresponding motion vector, , are usually known at the blockcoding time. The residual bits, presented as some function of the quantization parameter and the SAD value can only be obtained when the block coding is effectively done. In a first approach, it seems logical to obtain the penalization as the SAD of the residuals which codification would produce the same number of bits as the motion vector, i.e., obtaining the penalization as the inverse relation between the SAD value and the number of bits to code the residuals (2) So in this first approach, the work has been pointed in obtaining the statistical relation between SAD and the residual bits generated. In Fig. 2 , we present as an example the distribution of the SAD values versus the number of bits to code the residuals for a H.263 codification of the "Silent" sequence in QCIF format with a quantization step fixed to 20, and 25 frames/s (see The least-squared linear model has been calculated and presented in Fig. 2 . SAD values that have given number of bits equal to zero have been discarded to obtain the model. They are the most frequent and would strongly determine the values of the model coefficients, without providing interesting information. The model coefficient of determination has been 0.62, giving where represents the number of bits of the residuals. So in a first approach, we could write for this sequence However, the intercept value, 2002.99, can be eliminated. It does not have any influence in the motion search algorithm, as this chooses the motion vector that minimizes the SAD value, and the intercept value is constant and would be added to each SAD value. So the important parameter is the slope of the linear model. Other kinds of models have been tested but compression efficiency has not been improved respect to the linear one.
Eliminating SAD values out of some confidence intervals leads to very similar slope and intercept values, but coefficients of determination closer to one. As known, the coefficient of determination [8] measures the proportion of the variance in the dependent variable that is "explained" or accounted for by the independent variable in the least-squared linear model. A value close to one implies that the model works properly, and a value near zero that the model is not suitable for the data.
The "Silent" sequence has been coded in the same conditions with the MVSC method to compare the efficiency, i.e., with the same quantization parameter, frame rate, and H.263 modes. The penalty values have been the ones obtained with the linear model without the intercept value. The value of the penalization has been subtracted from SAD previously to the INTRA/INTER macroblock coding decision (see [6] ), and the efficiency improvement has been 5.46%. This improvement increases for higher quantization steps, as can be seen in the results section. The penalization values obtained from the linear models for the sequence "Silent" in format QCIF and quantization steps varying in the interval [4, 31] are presented in Fig. 3 .
This first approach can produce good results if the quality of the final reconstructed picture is similar to the one coded without any penalization. The new MVSC schema implies not selecting the best motion vector in the better prediction sense, but also in the fewer bits wholly produced, so there could be some quality losses depending on the quantization parameter and type of video sequence. In the example, the difference is minimal, the average peak signal to noise ratio (PSNR) for the luminance component is reduced only from 27.5862 to 27.5656 dB, i.e., a 0.0747%. However, in other sequences, this can be more important, and has to be included in the research, leading to lower slopes of penalization for high quantization steps.
A preliminary version of the algorithm was presented in [9] . Extensive work has been carried out to get the best penalization tables for each quantization step with different kinds of video sequences. The slopes of the linear models for the SAD versus number of bits to code the DCT coefficients have been calculated for the video sequences "Silent," "Mother and daughter," "Stephan," "Coastguard," "Container," "Mobile & Calendar," and others, in CIF and QCIF formats. Finally, it has been obtained the total linear least-squared model for all the data and each quantization step value. The corresponding slopes for each model have been used as first approximation to the final linear model (see Fig. 4 ), and have been tested in coding the sequences. The coefficients of determination for the final linear models are Table I . Final penalization values have been obtained searching for the ones that produce the best average efficiency improvement for all the tested video sequences. It is important to note that when the linear models are obtained, the penalizations can be included in the codec as a 2-D fixed table, which provides the penalty value for each pair of quantization step and motion-vector bit number values.
The algorithm has been implemented in a state of the art H.263 codec, and improves its compression efficiency even when modes as "Unrestricted Motion Vector," "Advanced Prediction," "Alternative Inter VLC," or "Improved PB Frames" are used. Note that the algorithm must be adapted when "Advanced Prediction mode," i.e., four motion vectors per macroblock, is used due to interaction with the "Overlapped motion compensation for luminance" of that mode (see annex F [1] ). Since the method is mainly based on a fixed-penalization table, the computational load increase is minimal. It could even result in a computational load decrease, depending on the implementation of the SAD calculations. It is known that a method to make the motion vector search faster is to exit the SAD calculation routine when the current SAD is just greater than the current minimum SAD found [5] . In this case, the MVSC method can produce a processing time reduction, as can be seen in the next section.
It is easy to note that the method can be extended to all those elements of the macroblock header whose number of bits is variable and dependent on the motion vector or the codification options. This is the case for a H.263 codec of a needed extra SAD penalization when the prediction given by the four motion vectors per macroblock mode is tested and compared with the one given by one vector per macroblock. When the H.263 Advanced Prediction Mode is used, one or four vectors can be used to predict an INTER macroblock. The option selected is indicated in an element of the header, the macroblock type and coded block pattern (MCBPC) for chrominance [1] . As its average number of bits is greater for the four motion vectors per macroblock, a penalization has to be added to the SAD obtained to compare with the SAD of a single vector per macroblock, and select the one that will give better prediction. This penalization depends on that average number of bits and the quantization step. The same can be applied for those header elements relating to the Improved PB-frames mode. This H.263 mode offers three different ways to predict a -macroblock: bidirectional prediction, forward prediction, and backward prediction. The different coding modes are signaled by the macroblock header parameter MODB, and one of them, the forward prediction, needs an extra parameter as it sends a motion vector. TMN8 proposes favoring the bidirectional prediction selecting the prediction mode that gives minimum SAD after subtracting a fixed quantity (200) to that mode [6] . Penalizations could be added to the three SADs depending on the average number of bits needed by their respective MODB parameter, and an extra penalization should be added to the forward prediction SAD because of the number of bits needed to code its motion vector.
III. RESULTS
In this section, the results obtained for some different video sequences are presented. All the sequences have been coded with a H.263 coder, comparing efficiency of the MVSC method vs. the TMN8 proposal. All the extensions of the method have been implemented. The same penalization table has been used for all the sequences coded (see Fig. 5 ). The final penalization values increase linearly depending on the number of bits of the motion vector or the corresponding header parameter, and piecewise linearly depending on the quantization step, as can be seen in Fig. 5 . The motion-vector search is based on a three-step algorithm [5] , with the corresponding penalizations when the MVSC method is active. The quantization step and number of frames per second are fixed for all the coding processes.
The results for the "Silent" sequence, in QCIF format (see Fig. 1 ), with the quantization parameter varying in the interval [4, 31] and 25 frames/s are presented in Fig. 6, and 7 [1] . The parameters to compare between both codifications have been the file size and the PSNR for the luminance. Fig. 6 shows the efficiency improvement. As can be seen it increases as the quantization step, yielding up to an efficiency of 17.84%. In Fig. 7 , the PSNR variation for the luminance is presented. For each quantization step, the PSNR (in decibels) for the luminance has been calculated for all the pictures coded and its variation with the MVSC method has been presented, i.e.,
PSNR PSNR PSNR PSNR
where PSNR stands for the PSNR obtained with the MVSC enabled, and PSNR the original PSNR. Dark colors on this graph modes. The first picture has been coded as an INTRA picture and the rest as PB frames. The SAC mode has been applied only to the INTRA picture also. In this case, the parameters for comparison between each pair of codifications of each video sequence have been the file size, the PSNR for the luminance, and the codification processing time.
In Fig. 9 , the efficiency improvement of the method for the "Mobile & Calendar" sequence in CIF format (see Fig. 8 ) is presented. As can be seen, the efficiency improvement increases as the quantization step yielding up to an efficiency of 7.7%. Fig. 10 shows the PSNR variation for the luminance for the same sequence in CIF format. The variations maintain in a very low level, between 0.8% and 0.6%. In Fig. 11 , the processing time analysis can be seen. As said above, the MVSC implies adding a quantity obtained from a precalculated and fixed table to each SAD obtained in the motion search process, so processing load should not increase significantly. It could even decrease if the optimization of the SAD calculation routine said above is implemented, i.e., the SAD calculation routine stops adding pixel luminance differences between the block to be predicted and the current prediction block when its corresponding SAD value overcomes the minimum SAD found so far [5] .
In this implementation of the MVSC method, the corresponding motion-vector penalization was added to each SAD as an initialization value, adding the successive pixel luminance differences after this. Processing-time reduction can be achieved as the algorithm favors motion vectors similar to their predictions, and they have the largest probabilities. Motion vectors more different to their predictions are more penalized, so their corresponding SAD initializing values are greater and their SAD's reach before the minimum SAD obtained so far. In the "Mobile & Calendar" sequence, processing time for the MVSC has been lower for all qualities getting a little processing time reduction, instead of increasing the processing load (see Fig. 11 ).
In Figs. 13-15 , the results for the "Coastguard" sequence in CIF format (see Fig. 12 ) are presented. In this sequence, the maximum efficiency improvement is near 16%. It is important to note that this efficiency improvement is added to the H.263 and H.263 modes improving significantly the efficiency of so important modes such as the Improved PB-frames mode or the Alternative INTER VLC mode.
IV. CONCLUSION
Summarizing, the MVSC method tries to optimize the number of bits to code each macroblock as a whole by optimizing together the codification of the residuals, the motion vectors and macroblock headers, so it always results in efficiency improvements, which can overcome 17%. The efficiency improvement is obtained, especially for lower quality video coding, which is the main aim for low bit-rate channels. Its implementation is simple, and it is compatible with most video-compression standards (H.263, MPEG, etc.) . And perhaps the most important merit after its simplicity and the great efficiency enhancement is that it is achieved with minimal computation overload, even reduction. Research continues in finding the best penalization tables for the four vectors per macroblock mode, and trying an adaptive version of the algorithm, which would obtain the best penalization value depending on quality of the prediction, motion rate, quatization step, and the bit rate of the residuals.
