Abstract. We obtain a vertex operator construction of level 3 standard representations for the affine Lie algebra A (2) 2 . As a corollary, we also get new conbinatorial identities.
Introduction
The identities of Rogers and Ramanujan have a famous and interesting history. They also seem to appear at the crossroads of various mathematical disciplines, as is symptomatic of an important piece of mathematics. These identities play an important role in the representation theory of affine algebras and have also made their appearance in an important work of R.J. Baxter on the hard hexagon model in statistical mechanics [Ba] .
Some years ago, it was observed in [LM] that the character of certain representations of affine Kac-Moody algebras, when suitably specialized, coincided with one member of the classical Rogers-Ramanujan identities. The explanation of this fact was given by J. Lepowsky and R.L. Wilson in a series of papers They constructed the standard representations of the affine Lie algebra A (1) 1 . The representations of level 3, in particular, yielded the interpretation and proof of the Rogers-Ramanujan identities. The main new concept used in their work was that of "vertex operator" which has proved to be extremely fruitful, and has been also used, for example, in the construction of a natural representation of the Monster simple group (see [FLM] ).
Lepowsky and Wilson showed the remarkable interaction between the representation theory of affine Lie algebras and combinatorial identities and provided a general framework for the study of this relationship. This approach has been used successfully in a number of works, , , [MP] , [Ma] . Among these, the work of A.Meurman and M.Primc [MP] , gave a construction of all standard A (1) 1 -modules and a Lie-theoretic proof of the generalizations to all moduli of the Rogers-Ramanujan identities due to G.E. Andrews, B. Gordon, D. Bressoud, H. Gölnitz, [A] , [G] , [Br] , [Gö] . This line of research, however, had not produced any combinatorial identities that were unknown to the specialists.
In a previous work, [C2] , we had stated certain identities which we believed to underlie the standard representations of level 3 for the affine algebra A (2) 2 . The Lie theoretic proof of such identities is the object of this paper. Here we give a vertex operator construction of the level 3 standard A (2) 2 -modules and give a proof of the independence of the set of vectors provided in [C2] .
While this work was in progress, Andrews gave an interesting combinatorial proof of one of these identities, [A2] . His method of proof is based on certain techniques that he developed in his study of Schur's theorem. It is extremely interesting to note that Andrews' motivation for such a study was the search of a combinatorial interpretation of the q-trinomial coefficients, that he and Baxter had developed during their research about certain generalizations of the hard hexagon model.
It is clear that a whole infinite family of possibly new combinatorial identities corresponding to the higher standard A (2) 2 -modules remains to be investigated. This is presently under study. It will be important to investigate also the possible applications to the study of statistical mechanics models. Recently in [MP2] our combinatorial identities have appeared again in the study of a different specialization of the fundamental A (1) 1 -modules.
The algebra A (2) 2
We construct the affine algebra A (2) 2 using the results of [L1] . Let Φ be an A 2 root system, ∆ = {α 1 , α 2 } a base of Φ, and L the corresponding root lattice. Let ·, · be a nondegenerate form on L normalized so that α, α = 2 for α ∈ Φ. Let σ be the automorphism induced by the Dynkin diagram automorphism determined by σα 1 = α 2 , σα 2 = α 1 . Denote by σ 1 the reflection with respect to α 1 and consider
Then ν has order 6 and is a "twisted Coxeter element" (see [Sp] , [Fi] ). It is known that twisted and untwisted Coxeter elements satisfy the properties
In this setting the central extension
determined by the commutator map
splits since C(α, β) = 1, ω being a primitive sixth-root of 1. HenceL is the direct product L × κ . Set
Observe that since 1 − ν = ν −1 we have Q = L. Now Theorem 6.2 in [L1] gives a unique homomorphism ψ :L → C * such that ψ(κ) = ω and L acts as the identity. Set T = C ψ , the one-dimensionalL-module affording ψ. Let h be the complexification of L, i.e.
and extend ν to h by linearity. Then h splits into two ν-eigenspaces
Form the affine algebra
, and c central. Denote by s its commutator subalgebra
and consider the subalgebras
Then we may observe that the commutator subalgebra of s is one-dimensional and coincides with Cc. Hence s is a Heisenberg Lie algebra.
It is well-known that the inducedh[ν]-module
where b acts on C trivially except for c which acts as the identity, is an irreducible representation of s. As vector spaces, (1.14) is isomorphic to
the symmetric algebra on s − . The action of d defines a grading on S. For n ∈ Z, x ∈ h (n) , write x(n) for the operator on S corresponding to x ⊗ t n . For α ∈ h denote by α (n) the projection of α onto h (n) . Define, for α ∈ h,
where n ∈ Z, a pair of formal Laurent series with coefficients in End S. Set
We can finally define, for any a ∈L, the vertex operator
Letν denote the lifting toL of ν with the properties
It is important to remark that
where the limit notation on the right hand side indicates the substitution of ω
This property is important for the following developments and it constitutes the motivation for the definition of Q in (1.6).
We can now state the theorem that gives the commutation of two vertex operators in this setting. It is a particular case of Theorem 8.1 in [L1] .
where
Remark. Notice that, because of (1.23), this result will determine the commutator of X(a, z 1 ) and X(b, z 2 ) for any pair a, b ∈L 2 .
Define a nonassociative algebra (g, [·, ·]) over C as follows:
where {x a } a∈L2 is a set of symbols, subject only to the linear relation x κa = ωx a , and
It can be shown that g is a Lie algebra (see [FK,Se] and cf. [FLM] , Theorem 6.2.1).
We extend the form ·, · to a form on g:
Then ·, · is nonsingular and symmetric. We also extend ν to a linear automorphism ν of g by νx a = xν a .
Notice that ν 6 = 1 on g and ν preserves ·, · and is a Lie algebra automorphism. Since L 2 spans h, g is a semisimple Lie algebra. We can then construct the twisted affine Lie algebra
The Lie algebrag[ν] is isomorphic to the principal realization of the affine Lie algebra of type A
2 (cf. [Fi] ). Let {h 0 , h 1 , f 0 , f 1 , e 0 , e 1 } be a set of canonical generators forg [ν] . Recall that c = 2h 0 + h 1 . Define also the elements h *
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Preliminary definitions and notations
Let us denote by P the set of all sequences of integers µ = (m 1 , . . . , m s ) where
We shall give P an ordering by declaring that µ < ν if one of the following conditions holds:
, where ν = (n 1 , . . . , n t ). It is obvious that P is well ordered and that µ = ∅, the empty sequence, is the largest element in P.
For fixed integers n and p, the sequences in P with |µ| = n and (µ) = p form a finite set, therefore there is a smallest sequence, denote it by (p; n), and denote by {p; n} the next to the last, if any. It is easy to verify that (p;
We work in the setting and with the notation of [C3] . Recall the following
Theorem 2.1 (Cf. Theorem 20 in [C3]). If L(Λ) is a standard module for the affine Lie algebra of type A (2) 2
and v 0 is a maximal vector in it, then the set of vectors of the formb
is a spanning set for L(Λ).
Recall that O is the subset of P consisting of those sequences whose entries are congruent to ±1 modulo 6.
The aim of this work is to prove that this set of vectors is actually a basis of a level 3 standard module.
To prove this we consider the Verma module V = M (Λ), with Λ = 3h * 1 or Λ = h * 1 + h * 0 and in this module we consider the span V of a set of vectors parametrized by the elements of P that do not satisfy the conditions of Theorem 2.1.
If we prove that this subspace V coincides with the maximal submodule W (Λ) of V then our conclusion follows.
Indeed, L(Λ) V/W (Λ), and Theorem 2.1 implies that, up to the factorb(λ), for any integer n, the dimension of the component of degree n of the standard module is less than or equal to the number of partitions of n satisfying the conditions stated. If our conclusion is true then we would have also that the dimension of the component of degree n of the maximal proper submodule of the Verma module is less than or equal to the number of partitions of n that do not satisfy the conditions.
On the other hand, the dimensions of the standard module and of the maximal proper submodule add up to the dimension of the Verma module which is parametrized by the partitions of n. Hence we must have that, for any n the dimension of L(Λ) n equals the number of partitions of n satisfying the conditions of the theorem. So we have independence.
Therefore all we have to do is to show that a set of vectors parametrized by partitions not satisfying the conditions of Theorem 2.1 spans W (Λ).
For this, it is enough to prove that 1. The span V of such a set of vectors is a submodule of V ; 2. It is not the zero submodule (see Lemma 4.10); 3. It is contained in W (Λ) (immediate); 4. It contains the generators of W (Λ) (Prop. 4.11). If 1-4 are true then V = W (Λ). The most difficult point is (1). So we concentrate on that.
Consider the set B of all sequences
. . ≤ j s ≤ 0 and one and only one pair (n 1 , n 2 ) is colored differently, either "red" or "blue", according to whether the colored pair (n 1 , n 2 ) is the minimal partition of n 1 + n 2 into two parts (as for example (−8, −7) is the minimal partition of −15 into two parts) or it is the next to the minimal (e.g. (−9, −6)). If it is necessary, we indicate a red pair by including it into brackets and a blue pair by including it into braces (e.g. [−8, −7] , and {−9, −6}). So B is obtained from P by coloring a pair of consecutive entries. Then we define a map f Λ : P −→ B as follows.
If µ = (m 1 , . . . , m s ) ∈ P does not satisfy the conditions (i) and (ii) of Theorem 2.1, let (m i , m i+1 ) be the first pair (i.e. with smallest index i), where we find a violation, then set f Λ (µ) equal to µ where we color the pair (m i , m i+1 ). Hence
On the other hand, if µ satisfies the conditions of Theorem 2.1, then set 
We shall write µ < ν if µ = ν and one of the following statements is true:
Set B Λ to be Imf Λ .
Observe that B Λ is in a one-to-one correspondence, via f Λ , with those partitions that do not satisfy the conditions of Theorem 2.1.
If µ ∈ B is as in (2.1), we agree to denote by X(µ) the monomial n1+n2) in one of the two "annihilating elements" (see [C2] , [C3] and [C4] ):
depending on whether the pair (n 1 , n 2 ) is minimal or next to minimal respectively (red or blue in our terminology).
Remark. The formal power series (2.2) and (2.3) have coefficients in a suitable completion of the universal enveloping algebra (cf. [MP] ). This pair of series were used in [C3] to prove the spanning result of Theorem 2.1. In particular, (2.2) gives the "difference-two condition" and (2.3) gives the "congruence condition" of Theorem 2.1. Finally, if T (z) is a relation such as (2.2) or (2.3) for example, then byT (z) we mean the "conjugate" relation:
The commutation relations
To continue we need to know the commutation relations of various elements.
Recall the notations of [L], [C2] , ω is a primitive sixth root of unity.
Theorem 3.1. The following relation among formal power series is true
Proof. We start by computing the bracket of X(b, z 1 ) with X(b, z 2 ) (2) . Here the symbol "lim" signifies to set the variables w 1 and w 2 equal to z 2 .
We shall examine and compute separately four different summands of this expression, the computation of (a), (b), and (d) being immediate consequences of the definitions.
To compute this limit we split eachb(w 1 ) andb(w 2 ) into the positive and negative part:
and then we normal order them. We get:
Recalling the results of [LW], we can compute the brackets in this expression:
(where the index n in each summation ranges over those integers congruent to ±1 modulo 6)
The Laurent polynomial P has been chosen so that it contains a factor (1 − ω p w 1 /w 2 ) for each p = 0; therefore the limit of each summand where p = 0 is zero, since the limit of the expression inside the braces is zero. The only case that needs extra care is when p = 0; in such case we have
To compute the limit of this expression we need to observe that the limits of both the numerator and denominator exist and are zero, hence the limit can be computed by using a formal analogue of L'Hopital's Theorem. So if we set
we have (recall that M = limP = 2 · 6 3 and denote by D 2 the derivation with respect to the second variable)
So finally we can conclude the computation of (c):
The Heisenberg subalgebra acts diagonally on the elements X(z) by Theorem 2.4 of [LW] . The same is true for the relation (2.2) and (2.3) as we are going to show.
Lemma 3.2. On any highest weight module of level 3 we have
Proof.
Q.E.D.
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where c is the canonical central element of the affine Lie algebra.
The following theorem now follows:
Theorem 3.4. On a highest weight module of level 3 the following relation holds
In a completely similar fashion we can prove Theorem 3.5. On a highest weight module of level 3 the following relation holds
Theorem 3.6. The following relation among formal power series with coefficients in EndM (Λ) is true
On the other hand the first member, using Theorem 3.1, gives
The proof of independence
Recall the notion of s-filtration of the universal enveloping algebra U ofg[ν] (see [LW3] ): for j ∈ Z set U (j) = (0) if j < 0 (4.1)
and, if j > 0, denote by U (j) the linear span of all elements x 1 · · · x n ∈ U, where each x i ∈g[ν] and at most j of the elements x r lie outside the subalgebra s − . We clearly have
From the commutation relations of the algebra A
2 it follows that, for any permutation π of the indices,
where Z is the set of integers, O and B Λ were defined in the previous section. Clearly V is a submodule of the Verma module V and V ⊂ W . For µ ∈ B and t a natural number, set
Analogously, set V t to be the span of the set of elements aT (n)bv 0 where a ∈ U (r) , b ∈ U (s) , T is either R or R 2 , n ∈ Z, and r + s + 2 ≤ t.
We can extract the coefficients of z −m w −n in the relation of Theorem 3.1 to obtain
Therefore we can state
Analogously we can extract the coefficients from Theorem 3.6 and get Proposition 4.2.
for some coefficients A , a i .
Provided we choose m appropriately we can eliminate [X(m), R 2 (n)] among relations (4.2) and (4.3) and obtain 
(Cf. Lemma 9.8 in [MP] .) We can now prove 
We shall prove by induction on the good order of B that
By using the commutation relations of the Heisenberg elements (Theorems 3.4 and 3.5) we may assume that any element v = aT (n)bv 0 of V t+1 is actually of the form
where a ∈ U(s − ). Also notice that (4.4) holds for µ = (2; 0), the minimal partition of 0 into 2 parts. (Start of the induction.) Notice also that, because [X(n), X(m)] ∈ U (1) , we may assume that in (4.5) we have
Now assume first that T (n) = R 2 (n). If we have i r > n 1 , then using the commutation relation of Theorem 3.1 we get
Similarly, in the case n 2 ≥ j 1 . Hence in a finite number of steps, we see that v lies in V [µ] . Now assume that T (n) = R(n). If i r > n 1 then we can use the relation of Proposition 4.3 and replace R(n) with R 2 (n), and then use the first part of this proof to conclude (cf. proof of Lemma 9.11 in [MP] ). Analogously, we proceed if
and the result follows.
In other words we have shown that
is a submodule of the Verma module V = M (Λ). It remains to show that V is a submodule.
From the definitions we can easily deduce the following Proposition 4.5 (cf. Lemma 9.9 in [MP] ). For v ∈ V and n ∈ Z, there exists a > 0 such that
CX(µ)v
and a > 0 such that
For the computations that follow we need a "straightening lemma"
Straightening Lemma. Let ν be a sequence of the form
Moreover, let one of the following conditions hold
Proof. If (µ) > (ν), the proof of Theorem 4.4 shows that the monomials X(ν)v 0 ∈ CX(ν )v 0 + V (ν) where ν is obtained from ν by reordering its entries in non decreasing order. Therefore X(ν)v 0 ∈ V [µ] . Analogously we proceed if (µ) = (ν) and |µ| < |ν|. Suppose instead that (µ) = (ν) and |µ| = |ν| and m 1 = n 1 , . . . , m i−1 = n i−1 , m i > n i , for some 1 ≤ i ≤ l(µ), and both ν and µ have a red subpair. Then Theorem 3.1 and Theorem 1.1 , (cf. also [C3] ) imply that X(ν)v 0 ∈ CX(ν )v 0 + V [µ] and ν > µ. 
Proof. Assume first that i < r. We distinguish four cases according to whether the color of the pairs (m i , m i+1 ) and (M r+1 , M r+2 ) are respectively: red-red; red-blue; blue-red; blue-blue. Let n = m i + m i+1 and N = M r+1 + M r+2 . Case red-red. We can write
Each of these monomials is of the type X(ν)v 0 where ν is not necessarily in B, however |ν| ≥ |µ|, (ν) ≤ (µ) or if |ν| = |µ|, and (ν) = (µ) then
In each of these cases the proof of Theorem 4.4 shows that X(ν)v 0 = X(ν )v 0 + V [ν ] where ν is obtained from ν by reordering its entries in a nondecreasing order. From this it follows that ν > µ and so X(ν)v 0 ∈ V [µ] . In the only case when ν and µ have the same entries in the same order, then ν > µ because the colored pair of ν appears to the left of the one in µ. So even in this case X(ν)v 0 ∈ V [µ] .
Case red-blue. Proceeding as in the previous case we get for X(µ)v 0 a linear combination of monomials of the form
etc. Monomials such as the first two above are either in V already or in V [µ] arguing as in the case red-red. For the monomials like the third above we use Proposition 4.3 and so we reduce to the previous case.
Case blue-red. X(µ)v 0 is a linear combination of monomials of the form
Monomials such as the first two above are in V [µ] . Those such as the last two are reduced to the case red-red with the help of Proposition 4.3.
Case blue-blue. We get monomials of the form
The monomials such as the first two are in V or in V [µ] while the third one is of the red-blue case.
Finally assume i = r. If m r = M r+1 = M r+2 then we get the conclusion by Theorem 3.1 (cf. proof of Lemma 9.17, first case, in [MP] ).
In the case where [M r+1 , M r+2 ] is a red pair then we use Proposition 4.3 (backwards) with a linear combination of monomials of the form R(n), R 2 (m), X(k)R 2 (h), R 2 (k)X(h) which are in V or in V [µ] (using the Straightening Lemma).
In the case where {M r+1 , M r+2 } is a blue pair the we use Proposition 4.3 to replace the blue pair with a linear combination of monomials containing only red pairs and so we reduce to the previous cases.
This completes the proof.
We also need another lemma.
Theorem 4.8. V is a submodule of V .
Proof. We have seen that V is a submodule of V . Also, clearly V ⊂ V . Since
it is enough to prove that V [µ] ⊂ V for all µ ∈ B. This is done by induction using the previous lemmas. Indeed, since µ = (2; n) ∈ B the vector X(µ)v 0 ∈ V . So the theorem is true for this kind of monomials. Suppose that V [µ] ⊂ V for all µ ≥ ν. Let µ be the biggest element of B smaller than ν (this exists because B is well ordered), and consider v =b(λ)X(µ)v 0 . If µ ∈ B Λ then v ∈ V . If µ is not in B Λ then either µ satisfies the hypotheses of Lemma 4.6 or it satisfies the hypotheses of Lemma 4.7. In both cases X(µ)v 0 ∈ V + V [µ] . By the induction hypothesis V [µ] ⊂ V so we can conclude.
We shall also need Proof. In all cases V = V ⊂ W . Hence the proof is obtained by counting the dimensions of the top component of the modules and checking that they are equal.
Since all the points 1-4 of Section 2 have been shown to be true we can conclude, with These partition identities have been generalized in [AAG] , however there must be a natural extension of these combinatorial identities that would allow one to construct all standard modules for the algebra A 1 -direction that corresponds to the identities of Andrews, Bressoud and Göllnitz-Gordon. This problem is currently under investigation.
