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ABSTRACT th i s  analc, e lec t ran ic  device continuously c o r r e c t s  
f o r  the response  s p e c t r u m  by  cor rec t ing  the input 
Analog vibrat ion t-ontrol techniques a r e  reviewed leve l  and frequency to the d e s i r e d  t e s t  
and a r e  compare  with digital techniques. The specification. 
advantages of the digital methods over  the analog 
methods a r e  demonstrated.  The following topics With the advent of the f i r s t  ha rdwired  spec ia l -  
a r e  covered:  purpose computers  for  s ignal  p rocess ing ,  digital 
conirol  of induced envi ro imenia l  t e s t i n g w a s  s e r i -  
Methods of computer  -control led random ously considered.  It was  the development of these 
vibrat ion and reverbera t ion  acoust ic  ana lyzers  that has  led t o  computer-control led t e s t -  
testing. ing. The f i r s t  computer-control led t e s t  s y s t e m  
w a s  a n  at tempt to control  random-type vibrat ion 
Methods of computer-control led sinewave tes t s .  
vibrat ion testing. 
The vibrat ion t e s t  l abora tory  h a s  been a na tura l  
Methods of computer  -control led shock place to  a ~ p l y  automated digital s ignal  p rocess ing  
testing. and  control  techniques. The highly special ized 
analoc ins t ruments  that have t radi t ional ly been 
Basic  concepts  a r e  s t r e s s e d  r a t h e r  than specif ic  
techniques o r  equipment. General  a lgor i thms  a r e  
descr ibed  in the f o r m  of block d i a g r a m s  and flow 
d iagrams .  Specific p rob lems  and potential prob-  
l e m s  a r e  discussed.  The m a t e r i a l  i s  computer  
sc iences  or iented but i s  kept a t  a level that faci l i -  
t a tes  a n  understanding of the basic  concepts of 
computer-control led induced environmental  t e s t  
systems.  An introduction to computers  is included 
a s  a n  appendix f o r  a review uf computer  technology 
a s  it  ex i s t s  in e a r l y  1975. 
I. INTRODUCTION AND GENERAL BACKGROUND 
Before the introduction of computer-control led t e s t  
s y s t e m s  for  induced vibrat ion environments ,  
industry used only closed-loop analog techniques 
for  environtnental vibration t e s t  control. F igure  1 
i s  a block d iagram of a conventional closed-loop 
vibrat ion analog t e s t  sys tem.  A power amplif ier  
i s  used  to dr ive a n  electrodynamic vibrat ion 
exc i te r  ( shaker ) .  Acce le rometers  o r  o ther  t r a n s -  
d u c e r s  mounted on a t e s t  f ix ture  o r  t e s t  spec imen 
send a c  s lgnals  to  the conditioning o r  charge  
amplif iers .  The output s ignals  f r o m  the charge  
ampl i f ie r s  a r e  proport ional  to the acce le ra t ion  a t  
the a c c e l e r o m e t e r  mounting points. The s ignals  
p a s s  through analog s e r v o  control  e lec t ron ics ,  and 
- 
used  a r e  general ly  l imited in  per formance ,  diffi- 
cul t  to  s e t  and operate ,  expensive to  maintain,  and 
a r e  prone to e a r l y  obsolescence.  T h e  f i r s t  
a t t empts  t o  overcome s o m e  of these  deficiencies  
with digi ta l  techniques used  l a r g e  digital computers .  
Technical  analysis  per formance  was much 
improved,  and the cost  of p rocess ing  l a r g e  amounts  
of d a t a w a s  d e c r e a s e d  significantly, but o ther  
p rob lems  were  introduced. The cen t ra l ized  data  
p roces r ing  facility i s  inherent ly r e m o t e  f rom the 
vibrat ion t e s t  l abora tory  and m u s t  be  manned by a n  
a r m y  of special is ts .  T o  keep c o s t s  reasonable,  
da ta  m u s t  be p r o c e s s e d  off-line, often resul t ing in 
turnaround t i m e s  of 2 o r  3 days. The r e m o t e n e s s  
and the off-line processing requi rement  prevent  
the opera tor  f r o m  monitor ing and interact ing with 
the t e s t  while it is being performed.  Attempts  
have been. made  to overcome these  deficiencies  
with use  of remote  t i m e - s h a r e d  t e r m i n a l s  and high- 
r a t e  data  t ransmiss ion  links. The high c o s t  of 
these  techniques l imi t s  the i r  use  to the v e r y  l a r g e  
tebt faci l i t ies .  
The next generat ion of s igna l  p r c  -oaring equipment, 
f i r s t  avai lable  commerc ia l ly  about s i x  y e a r s  ago, 
w a s  essen t ia l ly  a spec ia l -purpose  hhrdwired  com-  
pu te r  dedicated to  performing specif ic  functions 
rapidly and economically. The cos t  was low enough 
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and the equipment rmal l  enough r o  that  it could 
be put back in the l abora tory  under  d i rec t  control  
of the t e r t  operator .  Specialized computer  oper -  
a t o r r  were  not requ i red  because the i n r t r u m e n t r  
had a fami l ia r  type of control  conoole, minimizing 
the need for the opera tor  t o  under r tand  the in t r i -  
cac ies  of digital p rocer r ing .  The hard-wi red  
approach war n e c e r r a r y  to  achieve the requ i red  
rpeed of p rocer r ing  economically. but had the d i r  - 
advantage of being highly spec ia l ized  and not flex- 
ible. Coat conriderat ions s e v e r l y  l imited the 
functions that were  derigned into the machine and 
thus l imited i ts  usefulness. 
The development of the low-cost minicomputer  h a s  
allowed the newest generat ion of digi ta l  vibrat ion 
test  instrumentation t o  combine the bes t  a s p e c t s  of 
these two approaches into one economical ,  v e r s a -  
tile, high per formance  s y s t e m  (computers  a r e  
d i scussed  in the Appendix to  th i s  paper).  Th is  
sys tem can rep lace  mos t ,  if not a l l ,  of the analog 
instrumentation in the typical vibrat ion t e s t  
laboratory.  
The bas ic  concept of the computer-control led 
closed-loop vibration tes t  sys tem i s  shown in 
Fig. 2. The purpose of th i s  paper  i s  t o  d i s c u s s  
the concepts assoc ia ted  with Fig. 2 with r e g a r d  to  
computer-control led random vibrat ion and r e v e r -  
berat ion acoustic testing, sinewave vibrat ion t e s t -  
ing, and computer-control led t rans ien t  (shock) 
testing. Initially, a brief review of the exis t ing 
analog s y s t e m s  (Fig. 1) will be s tated;  throughout 
the paper ,  analog techniques will be compared  t o  
the digital techniques and advantages o r  disadvan-  
tages of the two techniques will be discussed.  
Basic  concepts will be s t r e s s e d  r a t h e r  than spe-  
cific techniques o r  equipment. Genera l  a lgor i thms  
will be descr ibed  in the f o r m  of block d i a g r a m s  
~ i . d  flow diagrams.  Specific p rob lems  and poten - 
t ia l  problems will be discussed.  
11. BASIC CONCEPTS FOR BOTH ANALOG AND 
COMPUTER -CONTROLLED T E S T  SYSTEMS 
A. Power Amplif iers ,  Shaker  a and Condition% 
Amplrfrers 
F igures  1 and 2 both i l lus t ra te  a power amplif ier  
driving a n  electrodynamic (or  an electrohydraul ic)  
shaker  (exciter).  The shaker  general ly  h a s  some 
type of fixture at tached to it and, in turn,  the fix- 
tu re  holds the t e s t  specimen.  The forcing function 
to the shaker  i s  e i t h e r  a random voltage s ignal ,  a 
swept sinewave, o r  in  the c a s e  of shock test ing,  a 
t rans ien t  signal. Acce le rometer  s o r  o ther  t r a n r  - 
ducers  such a s  s t r a i n  gages r e ~ p o n d  t o  th? dynamic 
environment. The response  of the t e s t  i t e m  i r  
indicated only a t  the points of a t tachment  of the 
t ransducers  and no a r rumpt iona  should be made  
about the t es t  i tem dynamicr  except  a t  the t r a n r -  
ducer  pointr.  
The rignalr, generated by the t r a n s d u c e r s  a r e  p ro-  
portional to  accelerat ion o r  s t r a i n  and m u s t  be 
conditionea by special  amplif ierr .  These  ampli-  
f i e r s  a r e  analog-type devices which produce volt- 
age8 proport ional  to accelerat ion or s t ra in .  The 
gain and senri t ivi ty  set t ings of these ampl i f ie r s  
can be control led by rnultiturn potent iometers  f o r  
the conventional conditioning a m p l i f i e r r  o r  by t h e  
computer  in the c a r e  of r o m e  computer-controlleci 
t e r t  s y r t e m r .  In e i t h e r  case ,  the r igna l r  coming 
out of t h e  conditioning a m p l i f i e r r  a r e  analog r ig -  
n a l r ,  and  how t h e r e  r igna l r  a r e  p r o c e r r e d  f o r  t e r t  
control  p u r p o r e s  dependr upon whether  the t e r t  
r y s t e m  i r  of the type i l lu r t ra ted  in  Fig. 1 o r  
Fig. 2. However, the end r e r u l t  i s  t o  con t ro l  the  
r h a k e r  in ouch a m a n n e r  that  the  t e s t  rpecif icat ion 
i s  met. Both typer  of s y r t e m r  r e n s e  the responre ,  
c o m p a r e  th i s  r e r p o n s e  t o  a d e r i r e d  re fe rence ,  and 
then c o r r e c t  the output s ignal  t o  the r h a k e r  such  
that  the new response  approacher  the d e r i r e d  t e r t  
specification. In the c a s e  of t rans ien t  tes t ing,  the  
t e s t  ie open loop r a t h e r  than c losed  loop. A t r a n s -  
f e r  function i s  conrputed between the input t o  the 
power ampl i f ie r  and the response  a r  aeen a t  the 
output of the conditioning amplif ier .  The  d e s i r e d  
t r a n s i e n t  in mathematical ly  and physically modicied 
b y  the calculated t r a n s f e r  function in such a man-  
n e r  that when th i s  modified t rans ien t  i s  sen t  t o  the 
shaker ,  the response  will, in fact ,  be the d e r i r e d  
pulse in  the t i m e  domain o r  the d e s i r e d  rhock 
r e s p o ~ l a e  s p e c t r u m  in the frequency domain. 
An acoust ic  r e v e r b e r a t i o n  c h a m b e r  c a n  be eubr t i -  
tuted f o r  the shaker  and a shaped  random acous t ic  
s p e c t r u m  c a n  be control led on a closed-loop b a r i r  
using the b a r i c  concepts  of e i ther  Fig. 1 o r  Fig. 2. 
B. Analog Elec t ron ic  Servos  
F i g u r e  1 indicates  a s ine  s e r v o  s y s t e m  o r  random 
automatic  equa l ize r  /analyzer .  The s ine  s e r v o  
s y s t e m  u s e s  negative feedback to maintain the 
s h a k e r  control  s ignal  a t  the d e s i r e d  opprating level.  
The t ransducer  signal is  rec t i f i ed  (Fig.  3) and the  
resu l t ing  DC signal  is  used  to control  the amplitude 
of an independent sinewave g e n e r a t o r  via a c o m -  
p r e s s o r  circui t .  A c o m p r e s s o r  speed  cont ro l  
c i r c u i t  provides a m e a n s  of adjusting the s a t e  a t  
which the  s e r v o  will  c o r r e c t  f o r  changes within the 
con t ro l  loop, e i t h e r  automatical ly  o r  manually. 
The DC output f r o m  the  c o m p r e s s o r  speed  control  
i s  u s e d  to control  the ampli tude of the sinewavc 
s ignal  pass ing  through the c o m p r e s s o r .  The inde- 
pendent sinewave g e n e r a t o r  s ignal  i s  heterodyned 
with a high-frequency c a r r i e r  and s ingle-r ideband 
techniques a n d / o r  heterodync techniques a r e  used  
t o  t r a n r l a t e  the frequency higher  in o r d e r  to  facilr- 
t a te  the e a s e  of operat ing on the sinewave signal.  
The  high-frequency s ignal  then pas?ee  through the  
c o m p r e s s o r  c i rcu i t  where  i ts  ampli tude c o m e r  
under  con t ro l  of the cox-lpressor speed  control  c i r -  
cuit. The comprea  a o r  o ltput i s  then demodulated 
t o  provide the lower-frequency se rvo-cont ro l led  
tent  s ignal  output t o  the power ampl i f ie r  which in 
t u r n  d r i v e r  the shaker  to the t e s t  specification. 
F o r  random exci tat ion control  the output of the 
conditioaing ampl i f ie r  i s  broken up into nar row-  
band frequency increments  by a contiguous a e r i e s  
of bandpar r  f i l t e r s .  The output of t h e r e  f i l t e r s  i r  
individually rect i f ied and the re ru l t ing  DC voltage 
i s  u r e d  to control  the gain of individual ampl i f ie r r  
assoc ia ted  with each  bandpar r  f i l ter .  
F o r  random exci tat ion control  (Fig.  4) ,  the output. 
of the conditioning ampl i f ie r  and the  noise g e n e r -  
a t o r  go to frequency t r a n s l a t o r r ,  which beat the  
random noire signal8 to a higher manageable 
frequency (as  in the case of  rinewave control). 
This higher-frequency spectrum ir applied to a 
bank o f  contiguour oandpar r filterr. In the for-  
ward loop, the noise generator rignal is applied 
to variable gain amplifiers arrociated with each 
bandpars filter. The gain of  each of  there'ampli- 
f iers  ir controlled by the detected rignalr f rom an 
identical set of  contiguour filters in the feedback 
loop. The spectrum shape ie initially determined 
by a eet o f  slide wirer arrociated with each 
variable-gain amplifier. The output f rom each 
variable-gain amplifier is gummed and demodu- 
lated such that the resulting rignal approaches the 
test  specification spectrum. 
C.  Digital Electronic Servos 
It can be seen by comparing Figs. 1 and 2 that 
portions o f  the analog and digital test  systems are 
the same. In the analog case, knobs are set by 
the tes t  operator that will allow the servo to 
implement the teet specification. In the digital 
system, the test specification must be inserted 
into the computer in the form o f  instruction codes. 
These codes arc typica!ly transmitted to the com- 
puttr by an operator / sys t em interactive conversa- 
tional language and some minimal knob setting or 
switch selection. It is in this respect then that 
the two types o f  servos conceptually depart in 
similarity. The purpose of  the converrational 
language program is to obtain, by means of  a tele- 
type or other type computer interactive terminal, 
all the necesrary information needed to perform 
an induced environmental teat to any given test 
specification. There software programs are gen- 
erally written in assembly language, and i t  ie the 
means by which the systems operator communl- 
cates with the digital control system before,  dur- 
ing, and after the environmental test. The 
converrational language i s  written as a sequence 
of  subprograms. 
The pre-teat portion of  the program consists of a 
sequence o f  quertions aeksd by the c o m ~ u t e r  
which muet de anewered by the sys tem; operator. 
The questions are asked and anewered in a speci- 
fied format. I f  a question is  answered incorrectly, 
an error meesage is generated by the program and 
the systems operator is allowed to correct his 
mistake. The pre-test portion of  the conversational 
language program is divided into subcategories: 
1. General. The computer 
might ask for the test t i t le,  number, and date, 
test engineer, wideband test  level. and tert  dur- 
ation. The quertions are typed out by the 
computer-controlled teletype or graphic terminal. 
The systems operator anrwerr each quertion. The 
information obtained is tented for format e r rorr ,  
then stored in memory fnr later ure during the 
artual test .  The next quertion is then formdated 
by the computer. 
2. !'requency Profile. Specification8 for an 
induced vibration environment teat are given in 
the form o f  a frequency profile versur amplitude. 
When dirplayed, the profile can be viewed on a 
linear-lineat, log-linear or log-log coordinate 
syrtem. For random-type tertr.  the converra- 
tional language program firrt  ark8 the ryr tems 
operator for a11 breakpoint frequencier in any 
order and then obtains a spectral or dope  value 
for each range o f  the frequency profile. The 
acquired information ir tested for format consir- 
tency and a rpectr.,l value i s  calculated for  m 
rpectral liner and n breakpoint frequencier over a 
bandwidth of  p Hertz. Parameterr m, n and p are 
variable. Thir information becomer the reference 
spectrum ured by  the digital rys tem for control. 
At thin t ime,  a printout o f  the calculated wideband 
spectrum level ie made. For rinewave terting, 
the program arkr for  dieplacement, velocity arid/ 
or acceleration levelr over the desired frequency 
ranger. For tranrient rhock terting, the program 
asks for shock rerponse data information. 
3. T i m e  Profile. This section o f  the converra- 
tional language allown the syrtems operator to 
specify the startup a. 2 shutdown t imes  and how 
long he wantr to control the test  at partial and full 
levels. The sys tems operator can then choose to 
obtain a paper tape output and/or a printout o f  all 
information and teet instructione to this point, 
prior to the actual tert .  
The post -test conversational language includes the 
capability to dirplay, plot, and print out the tes t  
results and test analysee in a predetermined for-' 
mat,  which completely documents the environ- 
mental test. In addition, the identical teat can be 
conducted again either immediately or any t ime 
thereafter,  rince a permanent record o f  that par- 
ticular test  specification exists on paper tape. 
The control program is generally written in 
assembly language. The program user the in for-  
mation obtained by the conversational languagr 
program to perform all real-time computations 
needed for sys tem control. 
The digital control software determines whether 
the test  specificationr are presented via paper 
tape or f rom the conversational program. Once 
the test  specification data is obtained by either 
mode, the control program enters an initialize 
subroutine. This  subroutine initialize6 the com- 
puter by zeroing all the inputloutput data blocks 
and setr up all necesrary counts; then the syr tem 
i s  ready to start the test at the operator'r 
command. 
The teat rpecimen rerponse signal ir detected by 
an accelerometer mounted either directly on the 
test  i tem or on a fixture interfacing the test i tem 
to the rhaker. The accelerometer aignal is con- 
ditioned by a tranrduccr charge amplifier. The 
output o f  the charge amplif ier is a voltage propor- 
tional to the teat i tem response acceleration at the 
mounting point o f  the accelerometer. 
The charge amplifier voltage i s  the input rignal to 
a computer gain controlled inrtrumentation d i f f e r -  
ential amplifier. Thir amplifier ir ured to irolate 
the digital sys tem f rom the shaker ryr tem and to 
allow gain adjurtmentr for full-rcale analog inputr 
to  the analog-to-digital converter. 
The output of the instrumentation amplifier i s  
coupled t o  a low-pass anti-aliasing f i l ter  whose 
cutsff f ---------- - - L  -. 1 - -  - *  r c y u c u ~ y  16 O S L  OL  A T O O L  half tha :j&mpling 
frequency of the analog-to-digital (AID', converter. 
'This satisfies sampling theorem requirements. 
The filter is  used in the Butterworth response 
mode with a rolloff of sufficiently steep slope. 
F o r  complete automation, a prepro- 
grammed teat specification can be tape-fed 
to the computai-. Tcai parameler r  iiaveir, 
tes t  time, etc. ) can be verified prior to  
the actual tert .  Human e r r o r  will be 
eliminated. 
The programmed tape input and the use of 
pseudorandom noise (to be d i rcurred)  
ensures  tes t  repeatability. All computer- 
controlled environmental laboratories could 
generate exact test  environments. This 
would be a s tep  toward tes t  standardization. 
An analog-to-digital converter sau~$;; :hc ciitpiil 
of the low-pass anti-aliasing f i l ter  a: a rate deter-  
mined by the test  specification. The digitized 
informa'ion i r  processed by the general-purpose 
computer and the time se r i e s  analyzer. The input 
digitized data i s  compared to the reference tes t  
specification inserted in memory via the conver- 
sational language program prior to the actual test. 
Corrections a r e  made by the computer, and the 
new forcing function signal in digital form is sent 
to the digital-to-analog ( D I A )  converter where it i s  
converted back to an analog signal. 
All analog rys tems require periodic cali-  
bration because of inherent drift. A digital 
sys tem will minimize these drift and cali-  
bration problems. Teat resul t s  will be 
more  accurate and reliable. 
The quick-look readout display capability 
of a digital system will allow the observa- 
tion of test  specimen irregulari t ies.  The 
computer sys tem will sense the irregulari ty 
and abort  the tes t  quickly, if necessary. 
The c r i t e r i a  for test  abortion will be pre-  
programmed into the computer before 
the actual test. 
The continuous analog signal from the D/A con- 
ver ter  is  passed through an output filter whose 
characterist ics and cutoff frequency a r e  identical 
to the input anti-aliasing filter. The purpose of 
the output filter id to a s su re  a tes t  frequency 
spectrum a s  specified by the test  specification 
and to make the output of the D/A converter a 
c?ntinuous signal. 
Protection of the tes t  specimen ( t e r t  hard- 
ware) against t ransient  acceleration and 
excess steady-state acceleration, velocity, 
and displacement i s  of prime importance 
during al l  types of vibration testing The 
digital system can be programmed to 
monitor these conditions. Should abnormal 
condition8 a r i s e  ~ r t b  respect  to the pro- 
grammed "normal" inputs, the computer 
will abort  the tes t  in a controlled manner to 
protect the test specimen againrt damage. 
In addition, the computer could monitor 
the force lcurrent  requirements of the 
vibration exciter ,  which in turn will provide 
tes t  rpecimen protection against the 
occurrence of abnormal conditionr in the 
closed-loop control system. 
The filtered analog signal is conditioned by a 
computer-controlled line driving amplifier whose 
gain can be changed to produce the required drive 
voltage signal necessary to drive the vibration 
system power amplifier. 
The power amplifier drives the vLbration exciter  
(shaker)  with the modified test  specimen response 
signal such that the new response approaches the 
desired teat specification. The convergence time 
and control system response a r e  determined by 
the mechanical dynamics of the tes t  specimen and 
the algorithm used to determule the e r r o r  signal. 
The algorithm constants can be changed by the 
systems operatar. 
111. WHY DIGITAL CONTROL OF INDUCED 
ENVIRONMENTAL TESTS? Changes in control philosophy and improve- 
mentr in terting methodr can be eari ly 
implemented with appropriate changer to 
the computer program. 
The rationale for developing the f i r s t  random teat 
system was based upon the following ideal 
advantages( 1): 
All the important information necessary to 
obtain a complete tes t  report  would be con- 
tained within the nondestructive memory 
of the computer. The t e r t  report  would be 
generated after  the tes t  by interrogating 
the computer. Peripheral  equipment 
associated with the digital ryr tem would 
print out the resul t s  of the teat in a pre-  
determined format, thur eliminating cort ly 
computer and analysis time. 
(1) The test specimen response can be 
"instantly1I displayed on a 1 l rge  cathode- 
ray  tube. Statistical errox will be negli- 
gible and the confidence level will be high. 
A quick-look analyris of the response spec- 
t rum is  esrential ,  particularly a s  the 
total tes t  time decreases. For  example, 
the total t e r t  time for the Mariner Mars  
1969 flight rpacecraft war 30 eec. Future 
rnndom noise vibration tests  a r e  expected 
to be even ahorter. Most convent io~al  con- 
trol  syr tems can equalize the shaker and 
test specimen reasonably fast ,  but cannot 
adequately display the total response spec- 
trum in a rhort  period. 
The computer control ry r t em can a l ro  be 
used for rhock pulre and rhock rpectrum 
analyrir  and synthesir. Shock terting with 
electrodynamic shaker6 will be more  prac- 
tical with an "on linet1 computer. 
The f i r r t  random ryrtemr were conrtructed, and 
there conceptr proved to be real  advantager. An 
the rine and rhock capabilitier were added a r  fea- 
tures to the computer-controlled ter t  ryrtemr, 
rtill more advantager over the analog ryrtemr 
were obviour. There advantager were mainly with 
the fact that the concept of the ter t  ryrtem could 
be changed by changing or  adding roftware in 
order to meet rpecial-purpore ter t  requirement#. 
There advantager will become obviour in later 
rectionr of the paper. 
1V. GENERAL FUNCTIONAL REQUIREMENTS 
FOR COMPUTER-CONTROLLED VIBRATION 
TEST SYSTEMS 
The functionr that the ter t  ryrtem i r  to perform 
can be clarrified into the following major 
categorier(2): 
(1) Tert  Signal Generation. 
( 2 )  Data Acr;aisi?icr? m d  Storage. 
(3) Data Analyrir. 
(4) Servo Control of Teats. 
(5) Teat Documentation. 
Each of these categorier will be dercribed below. 
P . Teat Signal Generation 
Thir i r  a  relative!^ new function that digital ry r -  
temr have taken on. It ir now porrible to econom- 
ically generate all the ter t  rignalr for induced 
vibration tertr .  Thir includer random, r i m ,  and 
ahock rignalr with the required parameter 
vrriationr. 
1. Random Signal Generation. There a re  reveral  
methodr of geuerating random noire rignalr u r  ing 
digital techniquer. F i r s t  thoughts on thin topic a r  
applied tu early propored computer-controlled ter t  
ryrtemr for random noire terting a re  dercribed in 
Ref. 1, and a re  repeated here. 
To be better able to underrtand the conceptr of 
random noire generation for computer-controlled 
ter t  ryrtemr, it i r  necerrary to dercribe rome 
boric electronic componentr arrociated with digital 
noire generation. One ruch component i r  the flip- 
flop or  birtable multivibrator. 
A flip-flop i r  a device with two outputr, 0 and 1, 
mutually exclurive (birtable). The device producer 
no change in output rignal unlerr a rignal ( p d r e )  i r  
applied to itr input in accordance with Fig. 5. 
Arrume the 0 and 1 outputr a re  an and aff 
rerpectively. A pulre applied to the S or  l l re tol  
input terminal will turn on the I output (1 high) and 
turn off the 0 output (0 low). A pulre applied to the 
R o r  "reret" terminal will turn the 1 output off and 
the 0 output on. If the 1 output i r  high and a pulre 
i r  applied to the S terminal, or if the 0 output i r  
high and a pulre i r  applied to the R terminal, no 
change of output rtate will occur. If input rignalr 
o r  clock pulrer (equally rpaced pulrer) a re  applied 
to the T or  "trigger" input of the flip-flop, the 
output will rwitch to itr other rtate a r  rhown 
(Fig. 5). 
Another electronic device which can be ured for 
noire generation i r  the voltage comparator. The 
voltage comparator i r  a high-gain, differential- 
input, r ingle-ended output amplifier. The purpore 
of thir device i r  to compare a rignal voltage on 
one input with a reference voltage on the other and 
to produce a logic 1 a t  the output when the rignal 
voltage i s  equal to o r  greater than the reference 
voltage. When the rignal voltage ir leer than the 
reference voltage, the comparator output i r  low 
(logic 0). 
With the flip-flop and the comparatcr in mind, it 
i r  now porrible to dircure binary random noire 
yerreraiiun. 
a. Binary random noire generation. Figure 6 
demonetrater conceptually a method of gene rating 
what ir commonly referred to as  binary random 
noire. A wideband noire voltage from a noire diode 
i r  compared with a fixed voltage in much a manner 
that the output of the comparator tr iggerr the f i r r t  
flip-flop somewhat randomly at a rather high f re-  
quency. Both outputr of the f i r r t  flip-flop go to the 
S and R inputr of the recond flip-flop. In addition, 
the T input of the recond flip-flop is connected to a 
pulre generator (clock) that i r  running 20 to 100 
timer higher in frequency than the highert derired 
frequency component to be generated. The output 
of the f i r r t  flip-flop and the output of the clock are 
errentially independent event*. The output of the 
recond flip-flop i r  a telegraph wave of reveral 
different pulre width8 with rome DC voltage compo- 
nent. Thir telegraph wave i r  applied to a precirion 
rwitch. The output of the rwitch i r  voltage-clamped 
to *5 V. The output waveform from the clamp 
circuit theoretically har zero mean. It ir impor- 
rible to predict with absolute certainty whether the 
output waveform at any time i s  t 5  V o r  -5 V. There 
i r  a 5070 probability that the binary waveform will 
change rtate on any given clock pulre(3). Clearly, 
thin type of electronic circuit and itr output provide 
an electronic analogy to a coin tore experiment. 
The e ectrum rnd amplitude dirtribution character- 4 i r t ics  a r e  illucttated in Fig. 7. The binary 
random pulrer have a rin2 x/x2 continuour- 
frequency rpectrum. The rpectrum ir  determined 
by the conetant amplitude (*5 V )  of the binary 
pulrer and the clock frequency Fc (or  period T), 
a r  can be reen in Figure 7a. If the binary pulrer 
a r e  parred through a low-para filter whore cutoff 
frequency ir approximately 0.45 Fc, the frequency 
rpectrum of Figure 7b can be generated(3). The 
elope of the curve above 0.45 Fc ir determined 
by the order of the low-para filter. The bandwidth 
of the white noire portion of the rpectrum ir  
2~ good reference on random noire characterirt icr ir W.  Turtin, "Random Vibration Potent Tert  Tool," 
EDN Magazine, Cahnerr Publirhing Co., April 1967. 
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en t l re ly  dependent upon the clock frequency. The 
amplitude dir t r ibut ion of the f i l tered pu lses  
a p p e a r s  Gaussian,  a s  seen  in Fig.  7c (4). 
The random noiae produced by the method 
descr ibed  above i s  indistinguishable f r o m  random 
noire generated by m o r e  conventional techniques, 
provided the clock frequency is  much higher  than 
the highest d e s i r e d  frequency component. 
b. Pseudorandom noise generat ion.  To under - 
stana the next type of digital noise generat ion,  it i s  
n e c e s s a r y  to br ief ly define two additional e lec  - 
tron!c components: the shift  r e g i s t e r  and the 
exclusive -OR gate. 
A shift  r eg i s te r  i s  formed f r o m  a s e r i e s  of flip- 
flop s tages  which have been modified s o  that clock 
pulses  applied to  the R input t e r m i n a l s  cause  a 
binary pulse (bi t )  t o  be shifted through the s tages.  
F o r  example,  a s s u m e  that  the f i r s t  f l ip-f lop of 
Fig. 8 has  been s e t  to  r e p r e s e n t  the logic 1 s ta te  
( 1  output high) and al l  other  f l ip-f lops a r e  in the 
logic 0 s ta te  ( 0  output high). When a clock pulse 
is  applied to the R o r  r e s e t  l ine,  i t  will not affect 
those s tages at  logic 0, but will c l e a r  ( r e s e t )  the 
f i r s t  flip-flop at logic 1. When the f i r s t  flip-flop 
is  c lea red ,  it produces an output pulse which 
e a t e r s  the delay c i rcu i t ,  usually p a r t  of the f l ip-  
flop. After the c lea r ing  pulse durat ion i s  t e r m i -  
'natrd, the pulse signal l eaves  the delay c i rcu i t  and 
e n t e r s  the T o r  t r i g g e r  input of the second stage,  
flipping the second stage to  logic 1. A second 
clock pulse en te red  on the r e s e t  line will c l e a r  the 
second f l ip-f lop (a l l  other  f l ip-f lops a r e  in the 0 
s ta te ) ,  sending a signal into the th i rd  flip-flop, 
which in tu rn  t r i p s  that flip.flop to  logic 1 a f te r  the 
clock pulse durat ion has  t e rmina ted .  In shor t ,  
success ive  clock pu ises  p rogresb ive ly  shift  the 
binary bit to the r ight  through a s  many flip-flop 
s tages  a s  a r e  contained in the s!~if t  r e g i s t e r .  
An exclusive-OR gate i s  a two- te rmina l  input and 
s ing le - te rmina l  output that  gives an output if, and 
only if, one input is  high (logic 1) and the o ther  
input is  low (logic 0). The exclusive-OR symbol 
and the logic t ruth table a r e  shown in  Fig. 9. 
With the concepts of the shift  r e g i s t e r  and the 
exclusive-OR gate  in mind, it i s  appropr ia te  to  
d i scuss  the second, and probably the mos t  impor - 
tant,  type of digital noise generat ion:  peeudo- 
random noise generation. 
A shift  r e g i r t e r  and a n  exclusive-OR gate, if con-  
nected a s  showr, in Fig. 10, will genera te  a spe-. 
cia1 binary rar.dom sequence, provided that 
initially not a l l  the flip-flopr a r e  s e t  to  logic 0 (0 
o\ tput high). If this  rpecial  binary sequence i s  
such that the shift  r e g i s t e r  g e n e r a t e r  the maximum 
number of logic 1 and logic 0 combinat ions posr ible  
for n s tager  of shift  r e g i s t e r ,  the binat;) requence 
i s  cal led a maximum-length sequznce . 
Although Fig. 10 shown a 4 - s t a g e  shift  r e g i r t e r ,  
longer  ( m o r e  s tages )  shift  r e g i s t e r s  a r e  genera l ly  
employed and m o r e  than one exclusive-OR gate  
could be used to generate  a maximum-length 
sequence of binary pu lse r .  Where the  exc lus ive-  
OR gate should be connected t o  the shift  r e g i s t e r  
i s  not a t r iv ia l  m a t t e r ,  but t ab les  c a n  b e  found in 
the  l i t e r a t u r e  covering up t o  a t  l e a r t  33 r t ages  of 
shif t  r e g i s t e r  ( 6 ) .  
A s  s e e n  i n  Fig. 10, the  b inary  pu l re  t r a i n  containr  
15 bi te  of a l l  possible  logic combinat ions (except  4 
logic Or) for  a 4 - s t a g e  (n  = 4) shif t  r eg i s te r .  In 
genera l ,  with a n  n-s tage  shif t  r e g i s t e r ,  it i s  pos -  
s ible  t o  genera te  2n - 1 bi ts  o r  c lock p e r i o d s  
before the  sequence i s  repea ted ,  provided the 
exclusive-OR gate i s  p roper ly  connected. The 
length of t i m e  the sequence l a s t s  before  it  r epea t8  
i s  de te rmined  by M (AT),  where M = Zn - 1 and 
AT i s  the period of the clock pulse. F o r  example,  
euppose a 25-stage ( n  = 25) shift  r e g i s t e r  and a 
ZOO-kHz (AT = 0. 5 . 8 )  c lock a r e  used  to gen-  
e r a t e  a maximum-length sequence. Then, 
M = 225 - 1 o r  M - 33, 554,431. The per iod  
M (AT) i s  equal  t o  167.77 s o r  approximately 
2 ,  8 min. That is ,  the binary sequence would 
exact ly r e p e a t  itself e v e r y  2.8 min. (The sequence 
has  a periodicity of 0.006 Hz. ) 
The binary pulses  f r o m  the maximum-length 
sequence genera tor  appear  to  be quite s i m i l a r  t o  
the b inary  puiaea geuei-zted from ?he b inary  r a n -  
dom noise genera tor .  In fact,  one might r a y  that 
the b inary  random pulses  a r e  a maximum-length 
b inary  sequence of infinite length. However, t h e r e  
i s  one important  d i f fe rence  between the two types 
of pulse generation: the b inary  pu lses  f r o m  the 
maximum-length sequence genera tor  a r e  periodic  
and de te rmin is t i c ,  tn c o n t r a s t  to  the b inary  random 
pulses ,  which a r e  nonperiodic and probabi l is t ic .  
Per iod ic  pu lses  produce l ine s p e c t r a ,  whereas  non- 
periodic  p u l s e s  produce continuous s p e c t r a  (7).  
The l ine s p e c t r a  c h a r a c t e r i s t i c s  of maxinrum- 
length sequences a r e  i l lus t ra ted  in  Fig. 11. Low- 
p a s s  f i l ter ing of the binary sequence produces  
pseudorandom noise ("random" noise that i s  p e r i -  
odic).  T h e r e  i s  no s ta t i s t i ca l  var iance  assoc ia ted  
with pseudorandom noise becaune tt ie a per iodic  
de te rmin is t i c  sign; ' .  If the s p e c t r a l  l ines  a r e  v e r y  
c lose  together ,  th i s  type of noise has  a l l  of the 
des i rab le  c h a r a c t e r i s t i c s  needed for  vibrat ion and 
acoust ic  environmental  tes t ing,  including f i r r t -  
approximation Gauss ian-ampli tude distribution. 
But, mos t  important  of a l l ,  anyone c a n  genera te  the 
s a m e  binary random chain and there fore  the s a m e  
noise signal,  provided the code i r  known. 
F igure  12 i l lus t ra tes  an actual  h a r d w a r e  pseudo- 
random noise generator .  The random noise c o m e s  
f r o m  the effects  of the low-pass  f i l ter .  A binary 
maximum-length sequence e x i s t s  at TP3. This  
s a m e  sequence c a n  be genera ted  within a computer .  
That  i s ,  a rpec ia l  hardware  r e g i s t e r  need not be 
built. The  sequence c a n  be genera ted  ur ing a soft-  
w a r e  subrout ine p r o g r a m  and working r e g i s t e r s  
within the control  s y s t e m  computer .  The r e r u l t s  
will be number  s t a t e s  that  will  be e i ther  +1 o r  0, and 
t h e r e  r t a tes  will v a r y  in a preudorandom manner .  
F igure  13 i r  a flow d i a g r a m  of much a p rogram.  
These n u m b e r s  can  be  used  to randomtze  a c o m -  
plex frequency r p e c t r u m  to produce p h a r r r  that  
yield random noise. In r e f e r r i n g  to Fig. 13, it 
can  be r e e n  an a n  example that two 16-bit r e g i s t e r s  
and the overflow single  flip-flop C bit r e g i r t e r  a r e  
p rogram-cont ro l led  in accordance  with t h e  flow 
diagram. The new C bit (C1) i r  ei ther a 1 or 0, 
depending upon the previour r tate of bit 32. The 
new bit rhifted into the f i r r t  rtage of the f i r r t  lb-  
bit register  i r  the exclurive-OR of previous bite 32 
and 3. An the program is entered, bite 32 and 3 a r e  
exclurive-ORed. Thir rerul t r  in two porribilitier: 
either a logic 1 or  a logic 0. At thin time, the com- 
puter clock rhiftr the rerultr  of the exclusive-OR 
output into the f i r r t  rtage, I ,  e . ,  bit 1. Simultane- 
ourly, all the other bite have a 50% probability of 
changing rtate. A test i r  then made on the C bit, 
and the program can then branch to another rub- 
routine depending upon whether the C bit war a 1 
o r  0. In other words, the C bit (o r  any of the other 
31 bits) var ier  in binary rtate, ei ther 1 or  0, in a 
preudorandom manner. The rerulting requence 
will repeat every four dayr when clocked a t  a 
rufficient rate to yield 2000-Hz bandwidth random 
noire. 
There a r e  many computer algorithmr available to 
generate random numberr which in turn can be 
used to randomize the plrare of a complex 
frequency rpectrum to produce random noise. 
Ar can be reen, then, there i r  clearly no problem 
in generating random noire rignalr uring either 
rpecial hardwired hardware o r  the control ryrtem 
computer itself. 
The philorophical quertion exirtr ,  of course,  a r  to 
whether central  procerring time should be all* 
cated to the tark  of noire generation o r  whether 
rpecial hardwired hardware rhould a r rume  thin 
tank independent of the computer. 
2. Sinewave Generation. As with random noise, 
rinewave generation can be accomplirhed either 
by the c o ~ t r o l  ryrtem computer and a roftware 
algorithm o r  by rpecial dedicated computer- 
controlled hardware such or a programmable 
function generator. 
a. Computer-generated minewaver. Induced 
environmental rinewave tenting i r  almort alwayr 
accomplirhed by generating a logarithmic nine 
rweep as  the forcing function. The rweep i r  
generally rpecified in octavem per minute. The 
definition of an octave ir  
In f 2 / f l  
M =,r octaver (1) 
where M i r  the number of octaver in the frequency 
range f l  to f 2  and In i r  the natural logarithm 
operator. 
For  logarithmic sweepr, the mweep ra te  i r  rpeci- 
fied in N octaverlmin and thim ir  the r ams  as  Nl60 
oztaver lsec.  
By multiplying both rider of Eq. (1) by In 2 and 
then exponentiating both rider,  Eq. (1) becomer 
Since M har unitr of octaver, Nl6O octaver l rec  can 
be multiplied by unitr of recondr to yield octaver 
only a r  in Eq. (2). That ir ,  3 :  
NAt M = 60octaver 
where, for  logarithmic sine rweepr, At = l / f l .  So 
Eq. (2) i s  of the form r 
where 
A = N ln2160 
N = rweep rate in octaver/min 
f i , ,  i r  the previour full cycle rinewave 
frequency, i.e., f l  Hz 
f .  i r  the next full cycle rinewave frequency, I .  
r.e., f2 Hz 
To implement Eq. (4) i r  certainly no r t ra in  ur1r.d 
the syrtern computer, except that exponentiation 
taker t ime and it turns out that nome good approx- 
imations can make logarithmic sweepr ea ry  and 
far t  to implement. It can be reen that A ia a 
conetont. The function f i  can be approximated by 
an exponential aer ier ;  i. e. , 
Typically, N i r  in the order  of from 1 to 4 octaverl  
min over the frequency range from 5 to ZOO0 Hz. 
An inspection of the higher-or '. r te rmr  of the 
aer ier  indicate9 that there t e rmK add practically 
nothing to the calculation of fi. Thir can be reen 
in Table 1 for there two sweep ra ter  and Irequency 
limitr: 
Table 1. Exponential r e r i e r  t e r m r  
- 
Freauencv Serieq 1 octavelmin 4 ortaves /mrn 
(&) t e r m  f i ,  +At, HZ f i -  +At, HE 
2000 3. 34 l om8 5. 34 
(Inr ignificantr of higher-order t e r m r  of the 
exponential r e t i e r )  
Therefore ,  Eq. (5) i r  approximated by 
f i  e ti- ( 1  + AAt) (6) 
But At = l / f i -  
Therefore ,  
f. = f. + L f o r  uprweepr 
1 1-1 (7)  
and 
f i  = f i ,  - A for  downsweepr (81 
Equations (7)  and (8)  then a r e  equat ions that  c o d d  
be implemented by the control  s y r t e m  computer  to 
genera te  a logari thmical ly swept sinewave ir. r e a l -  
t ime.  
The actual  generat ion can  be implemented in the  
following manner .  Asrume a n  allocztion of p c o r e  
locations to s t o r e  p values of a half ainc function 
( 0  to n radians) .  The s ine v'llues can  be genera ted  
and s t o r e d  in these  al located c o r e  locat ions by 
performing tne following integer  a r i t h m e t i c  
where Q. = 1, 2, 3, . . . p, and p is  the nurnber of 
points (Galues) of a half sinewave. 
F o r  a 16-bit machine,  the sinewave function can  r u n  
over  the numeric  integer  range f r o m  t32767 to 
-32767 wi th0  being a t  O*, t32767 at  t90°, 0 a t  180*, 
-32767 at  270' and 0 at  360'. F o r  a conrtant  c lock 
ra te ,  the lower frequencies  will have m o r e  pointr 
p than the higher frequenciea. The clock r a t e  can  
5e calculated by specifying the min imumnumbor  of 
pointr p f r o m  .he allocated c o r e  locat ions to be 
outputed. That  in, 
1 CLOCK PERIOD == 
P i 
where p i s  the number of points t o  be ured  to 
define the half sinewave a t  f requency f.. 
In o r d e r  t o  l n c r e a r e  the frequency in accord  with 
Eqs.  ( 7 )  and ( a ) ,  it is n e c e r s a r y  :o output the nine 
va lues  in the allocated c o r e  locztionr at  a f a s t e r  
ra te ,  and i f  the clock that works the digi ta l- to-  
analog (D/A)  conver te r  opera tes  a t  a conrtant ra te ,  
this  m e a n s  that fewer values mus t  be put out a s  the 
frequency fi i n c r e a r e r .  This  m e a n s  that the qual-  
ity of the sinewave eufferr  a s  the frequency 
increaser .  However, the fact that the D/A con- 
v e r t e r  output i r  pa rsed  through a low-para f i l ter  
guaran tees  that even a v e r y  min imum number of 
valuer  will yield a low dis tor t ion sinewave. As an 
example,  choore a maximum of 4096 valuer  t o  
define a half sinewave and a clock period of 4 p r  
(250 kHz). F r o m  Eq. ( l o ) ,  the low-frequency 
l imit  would be about 0.3 Hz, and at  2000 Hz only 
62 pointr could be ured  to define the half rinewave. 
Owing to :he fact  that the function is  passed  through 
a low-pasr  f i l ter ,  the resul t ing function would be a 
clean sinewave of low dir tor t ion.  
It c a n  be s e e n  f r o m  Eq. (10)  that a r c h e m e  to 
change the clock per iod  could r e s u l t  i n  a var iab le -  
f requency r inewave that  war  always defined by the 
name number of pointr (va luer ) .  T h ~ r  concept 13 
difficult to  implement  with 8 . .  r wave computer  
generat ion technique* but has  been implemented 
with a rpec ia l  hardware  s inrwave genera tor  (8). 
b. Hardware  r inewavr e n e r a t o r s .  The f i r s t  
c o m ~ u t e r - c o n t r o l l e d  si&wave t e s t  s y s t e m  ( 9 )  uaed 
a min imal  amount  of c o r e  s to rage  s ince it v o 
s t r i c t l y  s ine  control .  C o r e  s t o r a g e  a t  that t ime  
war  coating about $3500 f o r  4K wordr  (K = 1028)of 
m e m o r y ,  s o  the manufac ture r  c h o r e  t o  der ign  a 
spec ia l  computer -cont ro l led  function genera tor  to  
genera te  the einewave forcing function, althoueh 
additional "advantager" were  l i r t e d  (Ref. 8 )  to  
provide the rat ionale  for  this special  hardware .  
This  function g e n e r a t o r  produced a 128-step 
synthesized waveform a c r o r r  it8 frequency range 
by varying i t s  clock frequency. That in, it 
employed a variab!e clock osc i l l a to r  a r  the m a s t e r  
cloc!:, and the clock frequency war  control led by 
the control  s y s t e m  computer .  The var iab le  clock 
technique wan accornpliehed through implemen- 
tation of a digitally control led phase-lock-loop to 
p r e c i s e l y  con t ro l  the m a s t e r  c lock osc i l l a to r  
f requency re la t ive  to  a highly s table  fixed- 
frequency re fe rence  osc i l l a to r .  The  phare  lock- 
loop war  commanded by a modulus t e r m  while the 
octave war  commanded by  an exponent t e r m .  
These t e r m s  a r e  re la ted  by 
where  
fout is the autput clock frequency 
KO = proport ional i ty  conr tan t  
A = 0. 5 t o  1 i n  1024 s t e p r  
N = 0 to 14 in 15 r t e p s  
T h e r e  a r e  s e v e r a l  types of p rogrammable  frequ . c y  
r y n t h e r i z t r s  sui table  f o r  rinewave generat ion i r r  
computer-control led tes t  e y r t e m s  in addition lo  the 
one d e r c r i b e d  in Ref. 8 above. 
One type, the d i rec t  digital frequency s n e s i z e r ,  
in shown in s implif ied f o r m  in Fig. 14 fiO? The 
digital-to-analog c o n v e r t e r  and low-par r  f i l ter  a r e  
the only sect ions of the s y s t e m  that  a r e  not built 
en t i re ly  with digital I C ' s .  
The phare  accumula tor  g e n e r a t e s  the l inear ly  
increasing digital phare value of the r inuroid at  a 
fixed output rample  ra te .  T h i r  phare  value 
advancer  for  each output rample  by a n  increment  
d i rec t ly  proport ional  to the frequency netting. The 
read-only-memory  (ROM) 18 a s u  function table 
that  conver t s  the phare information provided by 
the accumula tor  into digital r a m p l e s  of a s inuroidal  
waveform. 
Theme ramplea  a r e  fed t o  the D/A, which producer  
a r t a i r c a a e  approximation of a minewave in analog 
form. The low-par8 f i l t e r  r e m o v e r  the higher-  
f requency rampling component a, reducing the wave - 
f o r m  t o  a pure  ainuroid. 
With re fe rence  to Fig. 14, the phare  accurnularor 
containr  a f requency r e g i r t e r .  The purpore of tbe 
frequency r e g i r t e r  i r  t o  load and a tore  f r o m  the 
control  a y r t e m  computer  the digital value of the 
inatantaneoua dea i red  frequency, am given f o r  
example by  Eq. (4). 
The accumulator  conaiatr  of a n  N-bit binary full 
adder  followed by a n  N-bit data  r e g i r t e r .  At e v e r y  
clock pulae, the  adder  r u m r  the  valuer  in the data  
r e g i r t e r  and the frequency r e g i r t e r  and updater 
the data  reg ia te r  with thia new rum,  which r r p r e -  
r e n t s  the  phare  of the r inuroid being generated. 
Since the accumulator  incremcnta a t  a fixed rote  
de te rmined  by  the re fe rence  clock, the value in 
the frequency r e g i r t e r  i s  specif ical ly  the  r a t e  of 
change of phaae. 
The accumulator  overflown at  modulo ZN, and thin 
cycle  of zN r e p r e s e n t *  one cycle of the rinuroid. 
The relat ionship between N (number  of accumu- 
l a t o r  bi ta) ,  F 1  ( lowest  frequency posr ib le ) ,  and Fc 
(CLOCK frequency) ,  i s  given by 
where  F1 r e p r c r e n t r  the reaolut inn of the 
frequency setting. 
The phase r a m p l e r  provided by the accurnul-'or 
a r e  u r e d  to a d d r e r s  the  ROM in which the s ine  
function i s  s tc red .  Since the ROM i r  a relat ively 
expensive device, only the f i r s t  quadrant  values 
a r e  s to red .  Exte rna l  c i rcu i t ry  ia then ured  to 
extend these  valuer  fo r  a l l  quadraeta .  
One vers ion  of the accumula tor  
waveforms  i r  i l luatrated in  Fig. 
The m o s t  significant bit (MSB) of the accumulator  
will be at  logical "0" fo r  phare  valuer  in quadrant8 
1 and 2 and logical  " 1 "  f o r  valuer  in quadranta  3 
and 4. Thi r  behavior r e p r e s e n t r  the polar i ty  of 
the output a i w r o i d  and hence in ca l led  the SIGN bit. 
The next lower bit in logical "0" during quadran t r  
1 and 3 and logical  "1" f o r  quadran t r  Z and 4: 
the re fore  it i r  cal led the QUADRANT bit. There  
top two bita mpecify one of four  quadranta  and a r e  
u r e d  to extend the f i r r t  quadrant  va luer  of the ROM. 
Since t h e r e  a r e  K a d d r e s a  b i t r  into the ROM, the 
next lower K accumula tor  birr h- low the 
QUADRANT bit a r e  ured. The digital valuc of 
t h e r e  bita during one s inuroidal  cyc le  ia plotted in  
Fig. 15. T h e r e  a r e  four  rawtooth cycles ,  one p e r  
quadrant.  Uring t h e r e  b i t r  d i rec t ly  fo r  the f i r a t  
quadrant  will addrema the ROM cor rec t ly ,  but fo r  
the recond quadrant  t h e r e  b i t r  m u r t  be comple-  
mented s o  that  the slope of the rawtooth ia inverted,  
effectively addrear ing  the ROM f r o m  90' back t o  
0. Likewise, fo r  the th i rd  quadrant ,  the a d d r e s s  
ia not complemented and for  the fourth i t  ia. The 
digital valuc of the addrcaa  to  the  ROM ia rhown in 
Fig. 15. Thia waveform r e p r e r e n t a  c o r r e c t  phaae 
addrear ing  f o r  a full-wave rec t i f i rd  o r 'magni tude-  
only vera ion  of-one ainuaoid cycle. To  accompl i sh  
thia addreaa  complementing function, a K-bit p a r a l -  
l e l  complementer  c i rcu i t  ia requ i red  with comple-  
m t n t  control  provided by the QUAC!{ANT bit. 
The digi tal  output of the ROM i s  ahown in Fig. 15, 
and t h i s  cor reapondr  t o  the expected magnitude-  
only waveform. The s ign o r  po la r i ty  information 
ia co. .ained in the SIGN bit. Since conventional 
DAr r e q u i r e  r t ra igh t  binary o r  2 'a  complement  
digi ta l  input coder ,  th i r  sign-and-magnitude v e r -  
s ion m u r t  be converted. Thi r  i r  accompl i rhed  
with another  compiementer  c i rcu i t  which comple-  
menta the output of the ROM during quadran ts  3 
and 4. Control  of this  function i s  provided by the 
SIGN bit. 
The M b i t r  f r o m  the amplitude complementer  plus  
rhe SIGN bit c o m p r i s e  the M+l bit word  of the 
complete  r inu-oid ready  for  D/A conversion.  It i s  
converted and then passed  to the  l o w - p a r s  f i l ter .  
The output of the low-pass  f i l t e r  i s  a c lean  eine-  
wave which car. be used a s  the fo: cing function t o  
the power amplif ier .  I t r  amplitude i s  modified by 
the control  r y s t e m  a s  requ i red  to  mee t  the t e s t  
specification. 
In s u m m a r y ,  then,  it i r  possible to  e i t h e r  genera te  
the rinewave en t i re ly  by the con t ro l  s y s t e m  c o m -  
puter  o r  u r e  rpec ia l  hardwired  hardware  control led 
by the tent r y r t e m  computer  t o  syntl.esize the s ine-  
wave driving rignal. 
3. Trans ien t  Waveform GeneraLon_. Trans ien t  
waveforms  a r e  u r e d  for  comouter-control led shock 
test ing using the teat  systern'power ampl i f ie r  and 
shaker .  T h e r e  t rans ien ts  a r e  genera ted  by the 
F. ,t F v u r i e r  t r a n s f o r m  p r o c e s s o r  and t e s t  s y s t e m  
c o m p u t ~ . .  T h e r e  a r e  s e v e r a l  c l a s s e s  of tr.+n- 
s ien t r  cur ren t ly  being used f o r  th i s  type of shock 
test ing (121, s o m e  of which a r e  cierived f r o m  
t r i n s f e r  function techniques ( 1 3 )  and devcribcd 
i n  a l a t e r  sect ion of th i s  paper  
B. Signal Conditioning 
Analog s igna ls ,  genera l ly  f r o m  mult iple  sourcea ,  
m u r t  be conditioned, rampled ,  digi t ized,  and 
s t o r e d  in r o m e  f o r m  of m a r s  m e m o r y ,  such a s  
c o r e ,  mapqet ic  t ape ,  d i r c ,  o r  m r ~ l t i p l e s  of t h e r e  
fo rma of s torage.  
F i g u l ?  16 ~ l l u r t r a t e a  the function8 requi red  to 
convc.rt a s ingle-channel  analog s ignal  to digital 
f o r m  p r i o r  t o  entering the control  symtem computer  
for  p r o c e a r m g  o r  t emporary  s to rage .  
1. Analo S i  nal. 'I'he analog r ignal  c o m e s  f r o m  
the trrni-gnal conditioning ampl i f ie r .  This  
analog r ignal  ia a voltage proport ional  to r t r a i n  o r  
accelerat ion.  F r  r vibrat ion o r  r e v e r b e r a t i o n  
acoust ic  control ,  thir  s ignal 's  f requency content 
wil l  urual ly be below 10 kHz. and in mos t  ins tances  
the frequency content of concern  is uaually below 
2500 Hz, r ince the der t ruc t ive  p r o p e r t i a r  of a 
forcing function to a r t r u c t u r e  o r  component a r e  
proportional to  the nonrigid body d i rp lacement r  
resul t ing f r o m  the forced  vibration, and the d i r -  
placementr  d e c r c a r e  with increaoing frequency by  
the square  inverse frequency. Tha t  i r ,  f o r  r inuro i -  
dal  forcing functions, 
Peak-to-peak displacement  = - j, ( 1 3 )  
0. OSll f 
where 
a g = normalize i accelerat ion,  and 
f = frequency of the forcing function. 
At 2000 Hz. a 1-g vibrat ion r e s d t s  only in J. 
theoret ical  displacement  of the t es t  i t em of about 
5 pin. One might w o r r y  about these  s m a l l  d i s -  
placements  in the manufacture of semiconductor  
devices  but cer tainly not spacecra f t  o r  a i r c r a f t  
r t ruc tura l  members .  Therefore ,  in  mos t  instances,  
the in te res t  of concern bandwidth of the analog 
signal will ue about 2000 Hz, although the analog 
signal i s  tbc resul t  of a response  a t  the mounting 
point of the t ransducer ,  and in moet  c a s e s  th i s  
response signal will contain frequencies  g r e a t e r  
than LOO0 Hz. 
2. Programmable  Amplif ier /Attenuator .  The 
amplitude of the analog signal c a n  v a r y  over  p e r -  
haps a 40 dB (voltage)-range in the c a s e  of a - 
response signal o r  open-loop tes t ,  in  con t ras t  t o  a 
control  channel. The purpose of the p rogrammable  
amolif ier /at tenuator  i s  to modify the  anaiog s ignal  
amplitude in such  a manner  a s  t o  guarantee a 
known maximum [ful l -scale)  input into the remain-  
d e r  of the hardware  illl istrated in  Fig. 16. If the 
devices i l lustrated in Fig. 16 a r e  r a t e d  a t  *10 V 
maximum full-scale input, i t  is n e c e s s a r y  to  guar -  
antee that, a t  l eas t  in the c a s e  of random noiso 
testing, the analog signal leaving the  programmable  
amplif ier lat tenuat ion be no g r e a t e r  than about 2 V 
r m s .  This constraint  is n e c e s s a r y  in o r d e r  to  
guarantee that the 3-sigma noise sp ikes  get digi- 
tized and a r e  taken into considerat ion i n  de te rmin-  
ing the r m s  control level. 
F o r  sinewave testing, the two-thirds  down f r o m  
ful l -scale  res t r i c t ion  need not be observed  if the 
control  amplitude algori thm is  based  upon a peak 
detector  concept. If the software detector  concept 
i s  based upon a n  sverage  algori thm, then it i s  
necessary  that no clipping take place in the data  
channel. 
As can  be seen, fo r  large-ampli tude s ignals  it may  
be necessary  t o  attenuate, o r  in the c a s e  of low- 
amplitude analog s ignals  it m a y  be n e c e s s a r y  to 
amplify, in o rder  to  m e e t  the  above constraints .  
TLie amount of attenuation o r  amplification i s  
"remembered" by the tes t  s y s t e m  computer  and i s  
used a s  a scale  factor in calculating d e s i r e d  a s  
well a s  actual t es t  levels.  The initial set t ing of the 
amplif ier /at tenuator  is determined by the s y s t e m  
computer  and i s  based upon t ransducer  sensiti ,rity 
1 and ful l -scale  test  levels  specif ied by the  teat  
opera tor  during the conversat ional  mode (inputing 
the t e a t  specif icat ion)  of t h e  con t ro l  ro f tware  
program.  
3. P r ~ g r a m m a b l e  Low-Pas  r (Anti-Aliarin 
Fi l ter .  The output of the  p rngrammable  amfiPlifier/ 
-
at tenuator  m u s t  be  asr red through a l o w - ~ a r r  
" 
f i l t e r  p r i o r  to  digitizing in o r d e r  t o  min imize  
a l i a r i r ~ g  e r r o r s .  The concepts  of a l i a r ing  a r e  
d i scussed  below. Let i t  suffice fo r  now t o  r t a t e  
that it  i r  n e c e r s a r y  to r a m p l e  t h e  analog signal.  
f r o m  the  t r a n r d u c e r s  and  conditioning ampl i f ie r s  
a t  a r a t e  that  i r  a t  l e a s t  twice t h e  highest  f r e -  
quency of the analog s igna l r  and pre fe rab ly  four  
t i m e r  the highest  f requency contained within the 
analog rignals.  T h i r  c a n  be g u y a n t e e d  by  low- 
pass ing  t h e  analog r igna l r  p r i o r  t o  digitizing. F o r  
acoust ic  random, and  r i n e  test ing,  the f i l t e r  should 
Cave But te rwor th  response ;  and i t r  cutoff f requency 
a s  specif ied during the conversat ional  mode of the  
control  p r o g r a m  should be 0 dB and not 'he nor -  
mally accepted half-power point of -3 dB. The 
conventional t r a n s f e r  function of th i s  type of f i l t e r  
i s  i l k s t r a t e d  in  Fig. 17 and the dis t r ibut ion of the 
poles of the f i l t e r  a r e  shown in the Fig. 18 S-plane 
diagram. 
The Butterworth-type f i l t e r  i s  a "maximally flat" 
amplitude r e s p o n s e  filter.  Th is  type of f i l t e r  i s  
general ly  used f o r  data  acquisition s y s t e m s  to p r e -  
vent a l iasing e r r o r s  in  sampled-da ta  applications. 
The attenuation r a t e  beyond conventional ( - 3  dB) 
cutoff f requency i s  -n6 dB/octave of f requency 
where n i s  the o r d e r  (number  of poles) of the filter.  
F o r  acoust ic  and vibrat ion control ,  n should be a t  
l eas t  6 ,  giving a n  attenuation of a t  l e a s t  -36 dB/  
octave outside the f i l t e r  passband. 
F o r  shock test ing,  however ,  the Besae l  f i l t e r  ( a l s o  
known a s  l i n e a r  phase)  i s  m o r e  sui:ed a s  the low- 
p a s s  f i l t e r  within the data  channel of Fig. 16. 
F igure  19 indicates  the t r a n s f e r  function of th i s  
type of f i l t e r ,  and F a g .  18 nhows the dis t r ibut ion 
of poles  in the complex frequency plane. The 
B e s s e l  f i l t e r  i s  a l inear  phase f i l t e r ,  and because 
of th i s  l i n e a r  phase charac te r i s t i c .  the f i l t e r  
approximates  a constant  t i m e  delay over  i t s  paas -  
band frequency range. Bossel  f i l t e r r  p a s s  t r a n -  
sient waveforms  with a minimum of dis tor t ion and 
overshoot- to-step inputs. The maximum phase 
sh i f t  i s  -nn /2  rad ians ,  where  n i s  the o r d e r  
(number  of poles)  of the f i l ter .  The conventional 
cutoff f requency fc i s  defined a s  the frequency at  
which the phase  m i f t  is one-half of th i s  value. F o r  
accura te  delay, the cutoff f requency should be a t  
l eas t  twice the m a x i m u m  analog s ignal  frequency. 
Table 2 l i s t s  the conventional - 3  dB cutoff f requency 
a s  a function of n, the number  of poles. 
Table 2. R e s s e l  f i l t e r  cutoff f requency 
c h a r a c t e r i s t i c s  
2-pole 4-pole 6-pole 8-pole 
- 3  d B  
frequency 0.77 f c  0 .67 f c  0. 57 f c  0. 50 f c  
An "ideal" filter i r  normally dercribed in the 
lrterature a r  being one with flat rerponre to a cut- 
off frequency, infinite attenuation beyond that 
frequency, and l inear phase or  constant delay over 
the passband. Such a filter exirts  only in the mindr 
of mathematicianr. 
Ideal f i l ters can be approximated by networks that 
have very large numbers of elements. Alternatively, 
they can be simulate< tf lengthy digital computa- 
tion. But any rea l  filter will have a finite ra te  of 
cutoff and will never attenuate at  an infinite rate. 
Also, i t  will have phase nonlinearities. Therefore, 
a real  filter cannot multiply all of itr different 
frequency components by an equal amount with 
constant delay. And it can't completely eliminate 
all the undesired signals. 
A real  filter, then, will inaccurately multiply the 
many spectral  components of a time -varying signal. 
The fi l ter 's  output will differ from the input signal 
e -  :n if i ts  nominal bandwidth 1s greater  than that 
cf the input. To determine the effect of a filter on 
dynamic accuracy, one must know the cipectral 
distribution of the incomhg signal and the transfer 
function of the filter. Then, by multiplying the 
original spectrum by the transfer function of the 
filter, one can derive probable signal accuracy 
over a period of time for signals having varying 
amplitude and frequency components. 
4. Encodin The encoding of the analog signal 
f r o m d d r  consists of a sample-and-hold (S/H) 
to i t s  final value. The encoder then digitizer that 
voltage while the next data channel i r  rwitching to 
the multiplexer output and i r  r ir ing to it. final 
accurate value. 
The cri t ical  r tep  in any analog-to-digital data 
system i s  the encoding of analog data. Mort 
encoders u r e  the binary syrtem; their output i s  the 
digital equivalent of the analog voltage expressed 
a s  a binary number, either a r  time se r i a l  o r  t ime 
parallel pulrer or  voltage levels. A majority of 
the exirting analog-to-digital encoders a r e  closed- 
loop analog-to-digital servo systems. 
The A/D encoders can be divided into s ix  general 
classifications (14): 
(1) Space encoders. 
(2) Chronometric encoders. 
( 3 )  Successive-approximation encoders. 
(4) Succesrive-comparison encoders. 
(5) Time parallel encoders. 
( 6 )  Combination or  special technique encoders. 
For  vibration control systems, successive- 
approximation encoders a r e  satisfactory. This 
encoding technique is  widely used today and is  the 
fastest  conventional time ser ia l  logic known. More 
device and an analog-to-digital (A!D) converter. 
F o r  mul t ide  channel control o r  analvses, a multi- , acquisition hystems than any othe; type. 
plexer wohd  be inserted after the p&gr&nmable 
' 
filter in Fig. 16 and would be controlled by the 
system clock. Each signal channel would have i t s  
own programmable amplifier/attenuator and low- 
pass filter, but would time share  the encoder. 
Since the encoder takes a finite time to convert the 
data from analog to digital form, rapidly changing 
data can cauae e r ro r s .  If the data change during 
the sampling interval i s  greater  than tne value of 
the least  significant bit in the binary word, a 
cpurioue output results. The solution is  a circuit 
that samples the analog signal fast, then holds this 
value a s  a dc level for the full conversion time. 
This i s  the basis of the sample-and-hold circuit. 
Figure 20 illustratr?s the ~ a s i c  idea of a sample and 
hold circuit. The basic sampl5-and-hold circuit i s  
a normally open switch that closes for a very short 
time interval s o  that the analog voltage value can 
be stored in a memory element. This value i s  then 
held constant, independently of the input rignal, 
while it is encoded. The memory element (often a 
c ~ p a c i t o r )  i s  buffered from the output to minimize 
aecay e r r o r .  
In the case  of several  control o r  ana1:ses rignal 
channels, and where the change in data voltage i r  
more  than the lear t  bit during the multiplexer 
period, the data channel i r  sampled at  the begin- 
ning of the multiplexer's normal sample interval. 
When the multiplexer r ise-t ime i s  too slow and 
doer not allow enough encoding time, the rample- 
and-hold ci-  cuit taker itr analog a m p l e  at  the end 
of the multiplexed interval, with the voltage c lorer t  
encoders of this type a r e  probably-used in data 
Starting with the most significant bit, the weight of 
each binary bit i s  fed to a voltage summer  and the 
output of this summer  i s  compared against the 
unknown input voltage. If the summer  output i s  
l e s s  than tho unknown voltage, the bit is left turned 
on; if the output i s  greater  than the unknown voltage. 
the bit i s  turned off. This continues until all of the 
reference bits have been "stacked" against the 
mknown voltage. At the end of the se r i e s  of bit 
weight t r ies ,  a voltage sum is  attained which equals 
the unknown input analog voltage with an accuracy 
of *1 /2  the least  significant bit weight. 
Most succeesive-approximation encoders a r e  
closed-loop analog-digital servos  consisting of 
three main elements: a D/A converter (ei ther 
resistive ladder, capacitive o r  inductive); an 
amplifier to detect the difference between input 
analog voltage and the converter output: and a 
digital servo. 
Resistive and inductive D/A converter ladders a r e  
capable of a t  lear t  0.01% absolute accuracy and up 
to 0.001% relative accuracy. Capacitive D/A con- 
ve r t e r s  yielded 0.05% accuracier.  
The logic of the current rummation successive- 
approximation encoder i s  id-ntical to that of the 
voltage summation successive-approximation 
encoder, but it har the advantage that different 
input voltage ranges a r e  handled simply by changing 
the value .,f the range rer i r tor .  Full-scale voltager 
from 106 mV to 1000 V have been ured in actual 
hardware. 
In s u m m a r y ,  then, the purpose of the sample-and-  
hold c i rcu i t  i s  t o  sample  the analog s ignal  f r o m  the 
f i l t e r  and hold the amplitude value of th i s  s ignal  
until the  A I D  conver te r  encodes th i s  analog ampl i -  
tude voltage to  a digital value. Both uni ts  a r e  
usual ly control led by the s a m e  clock, but the clock 
pulse m a y  be delayed in such  a m a n n e r  that the 
S/H s a m p l e s  the analog s ignal  just p r i o r  to  digital 
conversion. Once the convers ion  h a s  been  accom-  
plished, another  sample  i s  taken and the p r o c e s s  
s t a r t s  over ,  Naturally, a f t e r  a conversion,  the 
resul t ing data word  in digital f o r m a t  m u s t  be  t e m -  
p o r a r i l y  s t o r e d  f o r  p roces r ing .  T h e  r a t e  a t  which 
s a m p l e e  of the analog s ignal  a r e  t aken  i s  ca l led  
the sample  r a t e  ( o r  sample  frequency). This  ra te ,  
a s  mentioned above, m u s t  be  g r e a t e r  than twice 
the frequency of the cutoff f requency of the low- 
p a s s  f i l t e r ,  and pre fe rab ly  four t i m e s  that f r e -  
quency. F o r  example,  if a random t e s t  i s  t o  be 
conducted and the  t e s t  specif icat ion r e q u i r e s  spec-  
t r u m  control  to  2000 Hz, the sampling frequency 
should be 8000 Hz. This  sampling frequency would 
automatical ly  be  se lec ted  by the con t ro l  s y s t e m  
cumputer  once the upper  breakpoint  f requency was  
specif ied during the conversat ional  mode of the 
control  p rogram.  In addition, the low-pass  f i l t e r  
would a l s o  be se lec ted  for  a 0 dB cutoff f requency 
of 2000 Hz. 
5. Sampling Theory. Dynamic continuously 
varying s ignals  f r o m  the f i l t e r  have a high proba-  
bility of changing in a m a n n e r  that  i s  l a rge ly  
unpredictable. The g r e a t e r  the unpredictabi l i ty  
over  a given per iod  of t ime ,  the g r e a t e r  is the 
amount of information that  m a y  potentially be 
rece ived  in that  t ime.  
On might  think that,  if we r e c o v e r  information that 
d e t e r m i n e s  what was  happening a l l  the t ime ,  then 
we m u s t  have made  observat ions a l l  the t ime.  This  
i s  not t rue.  Any physical  s y s t e m  has  built-in 
behavioral  l imitat ions that  de te rmine  how fast  i t s  
output signal c a n  change. In mechanical  s y s t e m s  
th i s  i s  re lated t o  iner t ia .  In e l e c t r i c a l  s y s t e m s  it 
i s  re la ted  to  bandwidth. 
It 1s often thought that  the highest  sampling speed 
i s  needed during the per iod  when the input infor-  
mation 1s changing m o s t  rapidly. But th i s  1s not 
so. When something i s  moving rapidly,  it i s  l ikely 
to  continue to move in the s a m e  direct ion.  Only 
when a n  event c e a s e s  does it become impossible  to  
p red ic t  what i s  going to happen next under  the 
influence of random ex te rna l  events .  
Consider  Fig. 21, which shows a t ime-varying 
s ignal  being m e a s u r e d  in a t ime  AT a t  t i m e  t. 
Suppoge we wish to  know the ampli tude at  t ime  t. 
The abi l i ty  to give an accura te  answer  i s  based on 
two factors .  One i s  the abi l i ty  to  de te rmine  t ime  t 
accura te ly ;  the o ther  i s  the abi l i ty  to  accura te ly  
m e a s u r e  the amplitude at  the p r e c i s e  t ime  t. The 
t r u e  point sample  usually r e f e r r e d  to  in mos t  
mathematical  ana lyses  cannot be achieved. Ra ther ,  
t h e r e  will always be s o m e  uncertainty about the 
exact  signal amplitude a t  the instant  of sampling 
and about the exact  t i m e  of the measurement .  
There  will a lways be s o m e  j i t t e r  in a timing c i rcu i t  
and s o m c  finite t ime  requi red  to  make  a 
measurement .  
Quite c lea r ly ,  if the s igna l  changes by a n  amount 
AA during the  t i m e  AT, and if A T  r e p r e s e n t s  the 
uncertainty of the t ime ,  then t h e r e  i s  a n  uncer -  
ta inty of AA in the single-point sample.  The effect  
of var ia t ion  of AT i s  not the s a m e  f o r  a l l  kinds of 
analog-to-digital conver te r s .  The effect fo r  a 
succerrive-approximation conver te r  without 
sample-and-hold d i f fe r s  f r o m  that with s a m p l e -  
and-hold. The effect d i f fe r s  yet aga in  if one u s e s  
a r a m p  c o n v e r t e r  o r  a dual-s lope conver te r .  
Now, if we make  a single-point s a m p l e  on a t ime-  
varying s ignal ,  t h e  only information that  we obtain 
i s  a n  approximation t o  the amplitude a t  that  par t i c -  
u la r  time. We do not r e c o v e r  the e n t i r e  signal.  A 
l i t t le  intuition r e v e a l s  that,  if we w e r e  t rying t o  
r e c o v e r  the e n t i r e  t ime-vary ing  s igna l  o v e r  a 
per iod  of t i m e ,  t h e  o v e r a l l  effect of finite m e a s u r e -  
ment  t i m e  i n  a s e r i e s  of m e a s u r e m e n t s  would be  
different f r o m  that  of a single-point sample.  F o r  
example,  if the s igna l  amplitude w e r e  continually 
changing, p a r t  of the t i m e  it would be  increas ing  
upward and p a r t  of the t i m e  it  would be  decreas ing  
downward. Analysis  of va iues  resu l t ing  f r o m  a 
success ion  of spaced  m e a s u r e m e n t s  of finite 
durat ion will  yield m o r e  informaLion than a s ingle  
m e a s u r e m e n t  made  a t  that  p a r t i c u l a r  t ime.  T h i s  
i s  because  the  e r r o r  c a n  be smoothed out. 
When a n  analog s igna l  i s  digitized it  i s   quantize^." 
T h e r e  a r e  only a finite number  of possible  output 
codes  that  any  digi t izer  c a n  yield. An input analog 
s ignal  m a y  p a s s  through a l l  possible  contiguous 
leve l s  with o lmos t  infinite resolut ion,  but the out- 
put digital code m u s t  "jump" f r o m  one value t o  the 
next. Th is  i s  i l lus t ra ted  in  Fig. 2L, in  which it i s  
a s s u m e d  that  when a var iab le  r e a c h e s  the halfway 
m a r k  between s u c c e s s i v e  quantization leve l s  the 
output jumps to the next  quantization level.  F o r  
th i s  condition, assuming  a n  o therwise  per fec t  
d ig i t i ze r ,  t h e r e  a r e  points f o r  which the e r r o r  will  
be zero. But, m o s t  of the t ime ,  the resu l tan t  code 
wil l  be  e i t h e r  higher  o r  lower  than the  actualvalue.  
The actual  e r r o r  function for  a l inear i ly  changing 
s ignal  i s  shown a t  the bot tom of Fig. 22. As can  
be seen,  it i s  a sawtooth s ignal  w ~ t h  a peak ampl i -  
tude of plus  and minus  half the quantization level.  
The  r m s  e r r o r  f o r  a sawtooth is  the peak ampli tude 
divided by ~ 3 ,  s o the r m s  quantization e r r o r  i s  
QI(2  a). Thus when a s ignal  is  digitized, 
"quantization n o i ~ e "  i s  added t f ~  the signal.  The 
re la t ive  amplitude of th i s  noise depends on the  
resolut ion of the d ig i t i ze r ;  i t s  component f r e -  
quencies  depend on the s ignal  form. 
If t k i  original  s ignal  i s  l a t e r  to be  recovered ,  
quantization noise mus t  be taken into account. 
Somet imes  one needs  to  digitize s igna ls  that have 
an e x t r e m e l y  wide dynamic range.  F o r  example,  
in a high-fidelity m u s i c  passage ,  the dynamic 
range ,  f r o m  a quiet tinkling sound t o  a loud boom 
of percuss ion  inst-uments ,  might  be  80 dB - o r  a 
range of 10, 000 to 1. F o r  th i s  example ,  if the 
digitizing device did not have a resolut ion of at  
l e a s t  10 ,000  to 1, the quiet p a s e a g e r  would be 
m i s s e d ;  o r  a l ternat ively,  the v e r y  loud p a s s a g e s  
would be cl ipped o r  dis tor ted.  
Figure 23(a) rhowr the amplitude waveform o f  a 
continuously varying signal. I f  the signal i r  derived 
f rom a real phyrical system, there are limitationr 
imposed on its maximum rater o f  change: i ts  f i rr t ,  
recond, and third derivative*, etc. Because real 
phyrical syrtemr have some mass (or  equivalent 
parameter), they are not capable o f  having ruch 
large-amplitude excursions at high rates as at 
lower rater. 
The characteristics o f  a signal over a period o f  
t ime can also be described by its spectral distri- 
bution, as shown in Fig. 23(b). The Fourier 
relationships tell us that, ~f we know the amplitude 
flrnction o f  t ime,  we also know the spectral distri- 
bution for the signal during that time. Conversely, 
i f  we know the spectral distribution and phase 
relationship between these components for that 
period of  t ime we also know, uniquely, the ampli- 
tude function versus time. A knowledge of  one 
yields a knowledge of  the other. 
The spectral distribution will normally have a 
relatively high amplitude at low frequency and 
lower amplitudes at higher frequency, eventually 
tailing o f f  to negligible amplitudes. The maximum 
possible rate o f  change for a particular parameter 
may be approximated by summing the maximum 
rates of  change for all possible signal components 
o f  dif ferent frequencies (assuming that these signal 
components are in phase). 
For random noise, shown as a function of  t ime in 
Fig. 23ic). the signal may fluctuate continuously. 
For wideband white noise, the spectral distribution 
extends over an "infinite" bandwidth, and thus the 
rate o f  change of signal level may approach infinity. 
In real sys tems,  o f  course, there are physical 
limitations on the amplitudes of  the noise (deter- 
mined by the noise power) and on the possible rates 
o f  change (dependent on actual noise bandwidth). 
In Fig. 23(d), the spectral distribution o f  wideband 
white noise i s  shown as being flat. That i s ,  there 
i s  an equal probability o f  energy distribution over 
each frequency interval. In most unfiltered sys-  
tems the noise bandwidth, regardless o f  the level 
o f  noise power, will be wtder than the signal band- 
width. This means that the noise spectrum will 
extend out further in frequency, beyond that 
expected f r o m  the actual signal spectrum. 
Figure 24 shows a varvinp signal being sampled in 
two dif ferent ways - at closely spaced points and 
at not so closely spaced points. I f  we were to 
reproduce just the closely spaced points on another 
sheet o f  paper, and i f  the limitations on rate of  
change of the signal were known, then (without 
reference to Fig. 24) the points could be inter- 
connected to yield a close approximation to the 
signal indicated in Fig. 24 by  a solid line. I f ,  
howaver, the only points taken were those inter- 
connected by the dotted line, and i f  just these 
points were reproduced on another sheet o f  paper, 
then an attempt to interconnect the pointr using the 
same imposed limitations o f  rate o f  change would 
result in the interconnection shown by the dotted 
line. 
The function indicated by the dotted line appear8 to 
be changing at a glower rate than the rignal repre- 
sented by the rolid line. The frequency o f  change 
implied by the dotted line ir called an "aliar" o f  
the frequency implied by the solid line. 
Thus,  i f  signalr are not sampled frequently enough. 
false information conrirting o f  aliares may rerult. 
The low-pasr anti-aliasing filter and four t imer  I 
cutoff  frequency sample rates reduce this falre 
information (aliasing). 
When a signal i s  sampled ( see  Fig. 25), the t ime-  
varying function ; ,(t) can be considered to be 
multiplied by a sampling function f s ( t ) .  During the 
sampling t ime,  the sampling function ia considered 
to be o f  unit height. That i s ,  at that t ime the 
varying function i s  multiplied by a function o f  zero 9 
height. The sampling function f s ( t )  then i s  a series 
o f  equally spaced flat-topped pulses having a t ime 
duration of  AT and a repetition rate o f  f s  = l / T s .  
The resultant observed signal, then, will be that 3 
shown at the bottom of  Fig. 25 at which only h 
regularly spaced portions o f  the original t ime-  1 
varying function have been observed. i 
For any particular sampling function, as inFig. 26, , i 
there exists a corresponding spectrum that i s  pre- 
cisely calculable. As  i s  well known, flat-topped 
pulses o f  constant repetition rate are reprerented 
by a series of  lines in a spectrum. The line ampli- 
1 
tudes are determined by the ( s i n  x ) / x  function and f 
their spacing i s  f a .  Thus, there is  a dc component 
in the spectrum c f  the sampling signal equal to  the I !i
average level o f  signal, which is clearly 1 x ATIT,. d 
Lines o f  lower amplitude occur at f a ,  2 f s ,  3 f8 ,  $ 4 f s ,  etc. f 
I f  it i s  understood that the original signal i s  multi- 4 
plied by the sampling signal having an amplitude o f  f 1 
0 to 1 ,  then a knowledge o f  t ransform relationships 
makes it clear that the original spectrum is  being 
mul?iplied b y  the spectrum of the sampling i 
spectrum. 
In a digitizing-type sampling sys tem,  the resultant 
multiplied product i s  not quite as shown in Fig. 25. 
Only a single number or level i s  obtained for each 
sample, not a varying section. This single number 
obviously contains less  information than an analog 
sample that indicates the variation during the t ime 
AT. This i s  because, unlike the digitized sample, 
the finite-time analog sample i s  capable of yielding 
trend or derivative information. Also, the single 
value obtained by digitizing falsely implies that a 
true single-point sample in zero t ime was made. 
But this i s  not what takes place physically. It has 
been shown that the action is  approximately equiv- 
alent to having passed a mingle-point sample 
through a network that spreadr the value over the 
t ime AT. As we know, the network that converts a 
single-point sample, or impulse function, to a 
pulre o f  length AT has the transfer function 
( s i n  x)/x, where the f i rs t  null i s  at frequency l / A T .  
The e f f ec t  o f  not making point sampler in zero t ime 
thus yields a result similar to having parsed the 
original rignal through a low-pars filter with a 
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Table 3. E r r o r  f a c t o r s  f r o m  input data  channel i 6. Digital-to-Analog Conversion. Digital-to- 
analog (D/A)  conversion i s  n e c e s s a r y  in  the 
computer  control led t e s t  s y s t e m  in o r d e r  to 
implement  the following important  functionr. 
f 
Analog s ignal  t 3 
I 
T-ransducer nonl ineari t ies .  t, 4 (1)  Produce  a n  analog dr ive  signal t o  the power amplif ier .  
P r o g r a m m a b l e  ampl i f ie r /a t t enua tor  1 
(2 )  P r o d u c e  analog s ignals  to the  osci l loscope 
display devices. Lnput impedance. 
Input cur ren t .  
Oifset.  
T r a n s f e r  accuracy.  
Lineari ty .  
In te r fe rence  susceptibility. 
( 3 )  P r o d u c e  dr lve  s ignals  t o  the X-Y r e c o r d e r .  
I tem 1 above n e c e s s a r i l y  includes, bes ides  a good 
quality D/A conver te r ,  a p rogrammable  amplifier,' 
a t tenuator  and low-pass f i l ter .  The  f i l t e r  i s  
normal ly  identical to the input anti-aliasing f i l t e r  
and i s  n e c e s s a r y  to recons t ruc t  a t r u e  analog s ig-  
nal  f r o m  the D/A converter .  Outputs f r o m  unfil- 
t e r e d  D/A c o n v e r t e r s  exhibit s igna ls  that a r e  s t e p  
'vol tages and appear  a s  synthesized waveforms.  
The f i l t e r  r e m o v e s  the d i sc re te  s t e p s  o r  points by 
el iminat ing the high frequencies  assoc ia ted  with 
d i s c r e t e  s teps.  F igure  29 is  a block d i a g r a m  of 
the analog output requ i rements  of a computer -  
control led induced environmental  te.,t sys tem.  The 
~ r o g r a m m a b l e  amplif ier /at tenuator  de te rmines  
the amplitude voltage requ i rement  to  the power 
ampl i f ie r  in  o r d e r  to mee t  the t es t  specification 
a c r o s s  the d e s i r e d  frequency spectrum. The 
actual  value of attenuation o r  amplification d e t e r -  
m i n e s  the loop gain a s  does the input ampl i f ie r1  
at tenuator .  These  gains a r e  de te rmined  by the 
s y s t e m  during the conversat ional  language mode 
of the  control  p r o g r a m  and a r e  dependent upon 
t r a n s d u c e r  sensi t ivi ty ,  internal  sca le  fac tors ,  
and t e s t  level. 
P r o g r a m m a b l e  low-pass  (an t i -a l i as ing)  
f i l t e r  
Amplitude response.  
P h a s e  response.  
r r a n s i e ~ r t  response.  
L inezrity. 
T l a n s f e r  2ccuracy.  
Mul+iplexer  ( fo r  mu~; ;o le -channe l  
controi!analysis) 
C r o s s  taib. 
T r a n s f e r  accuracy.  
Leakage c u r r e n t .  
Sample-and-  hold 7. T r i  e r  Lo ic  The t r i g g e r  logic c i rcu i t  
(Fig*sary for the analysis  function of T r a n s f e r  accuracy .  
Droop. 
Offset. 
Aper ture  t ime.  
Acquisition t ime.  
the computer-control led t e s t  s y s t e m  and i s  used  
f o r  shock pulse analysis .  The purpose of the t r i g -  
g e r  logic i s  to  s t a r t  the analog-to-digital encoding 
when the t e s t  sys tem s e n s e s  the p resence  of the 
leading edge of an analog shuck pulse signal.  T h i s  
provides a n  automated means  of s ta r t lng  the data  
convers ion  a spl i t  second a f t e r  detection of the 
shock pulse. This  guaran tees  that the shock pulse 
will be  cap tured  by the tes t  sy s tem. Analog-to-digital conver te r  
Speed. 
Rate. 
In s o m e  s y s t e m s  it i s  possible  to t r i g g e r  on e i ther  
a positive o r  negative slope and, in  addition, the 
o p e r a t o r  has  a choice a s  to  where  ( in  ampli tude)  
on the slope of the leading edge to s t a r t  the 
analysis .  
Mode of conversion. 
R e ~ o l u t i o n .  
Monotanicity. 
Stability. 
In te r fe rence  suscept ibi l i ty .  
8. Signal Conditioning E r r o r s .  Table 3 l i s t s  
e r r o r  fac tors  and potential e r r o r  fac tor  p rob lems  
assoc ia ted  with th; data  acquisi t ion and condition- 
ing s y s t e m  i l lus t t a ted  in Fig. 16. This  acquisi t ion 
and conditioning s y s t e m  i s  a l s o  n e c e s s a r y  for  the 
th i rd  function that the computer-control led t e ~ t  
s y s t e m  s e r v e s  to the environmental  l abora tory ,  
which ~s descr ibed  next. 
C. Signal Analysis  
function, and in par t i cu la r ,  the following f r e -  
quency functions 
(1 )  The F o u r i e r  t r a n s f o r m .  
i 2 )  The powel s p e c t r a l  densi ty function G ( f ) .  
X 
The th i rd  function that  the computer  -control led 
t e s t  s y s t e m  provides fo r  the Induced Environmental  
T e s t  Labora tory  i s  the t ime  s e r i e s  ana;ysis 
( 3 )  The crorr spectral density function Gxy( f ) .  
( 4 )  The frequency-rerponse function H ( f ) .  
Some or all o f  there functions are required for  
computer-controlled random vibration tes ts  and 
transient shock tes ts .  
1. Windowing. In digital t ime series analyzers, 
it is necessary to window the incoming data f r o m  
the A / D  converter prior to calculating some o f  
the above frequency functions. Th i s  i s  due to the 
spectral content o f  the sampling function f a ,  shown 
in Fig. 26, and, in fact, the ill e f f e c t s  o f  this 
spectrum past the frequency l / A T .  The sample 
function f s  i s  also referred to as the window func- 
tion ( in  the frequency domain or the I1boxcar" b function in the time domaid1 1. The raw estimate 
o f  the above-listed frequency functions i s  the con- 
volution o f  the true function with the sample func- 
tion in the frequency domain or their products in 
the t ime domain. The e f f ec t  o f  the sample function 
causes errors  in the estimated spectral values of  
these frequency functions. T o  reduce these 
error s ,  the digital analyzer portion o f  the control 
system must employ data weighting. Weighting or 
windowing such as the Hanning function, described 
below and in Fig. 30, smooths the raw data es t i -  
mates by modifying the normal "boxcar" t ime 
domain function and its associated ( s i n  x ) / x  type 
frequency function. Windowed analyses result in 
better frequency function estimates than non- 
windowed analyses. Many types o f  weighting func- 
tions are defined, and the choice ultimately i s  a 
factor in the upper bound o f  the control sys tems 
real-time processing capability. The Hanning 
window or weighting can be accomplished in the 
t ime domain or in the frequency domain after the 
spectral values o f  the frequency functions have 
been generated. For the latter case, assume an 
unHanned data block o f  spectral values crtored in 
BLKl o f  elements x ( k ) ,  k = 1 ,  2 ,  . . . , n. After 
the Hanning weighting, define another data block o f  
unnormalized weighted spectral values to be stored 
in BLKZ of elements y (k ) ,  k = 1. 2 ,  . . . , n. Then 
A general algorithm for performing this procerr im 
illustrated in Fig. 30. The above Hanned valuer 
are "unnormali ed" and must be multiplied by a 
factor of  ( 8 1 3 ) l ~ ~ .  assuming the function being 
Hanned i s  a Fourier t ransform and the x (k ) ' r  are 
Fourier coeff icierts.  I f  the x (k ) ' r  are spectral 
valuer o f  the PSD or cross  spectrum function, 
then the multiplying factor i s  813. Thir will 
become apparent when the PSD function is  
dercribed in this section of  the paper. It turns 
out that it i s  most derirable to window the Fourier 
coeff icients provided these coeff icients are used 
to generate functions of  frequency and not the 
transforms (corresponding t ime functions) of  these 
frequency functions. 
The windowing or weighting described above i s  a 
process that must be done on the input data f rom 
the A I D  converter, or immediately a f ter  the 
Fourier coeff icients have been generated in order 
to control a random noise vibration or acoustic 
test .  There is another type o f  so called "window- 
ing" which i s  performed on the output signal to  the 
power amplifier. This windowing is ured to con- 
catenate output frames together in the random 
vibration control process. 
1 2. The Fourier Transform.- The Fourier trans- 
form i s  the basi.: freauencv function that a 
computer-controlled tes t  sys tem or a t ime series 
analyzer performs. It enables the sys tem to com- 
pute all the other t ime and frequency functions 
such as correlations, density functions, transfer 
functions, and the coherence function. 
The Fourier t ransform in essence is a mathemat- 
ical operation performed on a t ime hirtory func- 
tion to determine and analyze its frequency content. 
The results o f  the Fourier t ransform process are 
therefore the magnitudes and the phases, called 
complex Fourier coeff icients,  that the signal 
possesses at the various frequencies within the 
control (or  analysis) bandwidth. In digital sys tems,  
the input t ime signal is digitized as mentioned 
previoualy so that it i s  represented by  a finite 
number N ,  called the frame size (FS) ,  of  ampli- 
tudes. The Fourier t ransform operation per- 
formed is  therefore necessarily a discrete rather 
than a continuous process. The general f o r m  o f  
the complex Fourier coeff icients is:  
where N i s  the frame size and xk ir the kth digi- 
I 1 tized t ime sample. This method o f  calculating 
Y n  = 7 bn- 1 t xn) ( la : ,  the Fourier coefficient9 involver N complex oper- ! ationr ( i .  e., complex additions and com lex  multi- 
p l icat ion~)  for each coeff icient,  i. e., 
3~ubsect ion 2 was written by W .  Boctor. complex operation8 in all. 
N f 
Conriderable  rav ingr  in  t i m e  c a n  be achieved by 
reducing th i s  number f r o m  N Z  t o  N 1og2N. Thi r  i r  
r ea l ized  by performing the F o u r i e r  t r a n r f o r m  i n  
r t eps ,  following the  ~ o o l e ~ - ~ u k e ~ ( l 7 )  a lgori thm. 
If m s t e p r  a r e  involved, t h e n  the number  of oper -  
ations become N ( r l  t r 2  1 . . . + r,), ouch that  
('1 r 2  ... r m )  = N, a n d r i  ( i  = 1, 2, ..., m )  
a r e  the  rad ixes  u r e d  in the different r t epr .  
Although the min imum number of opera t ionr  i r  
achieved by chooring a l l  r i  = 3, r i  = 2 prover  to  
be much m o r e  advantageour f o r  use  by digital 
computers  becaure  of the i r  binary nature. The 
l o r 8  in  speed over  r i  = 3 i s  only about 6%. Thi r  
yields  what ie now known a s  the radix-2 a lgor i thm 
and the F o u r i e r  t r a n s f o r m  thus calculated i s  ca l led  
the f a s t  F o u r i e r  t r a n r f o r m  ( F F T ) .  Thi r  method 
provides the relat ionship 
f o r  the i n v e r r e  F o u r i e r  t r a n r f o r m  ( I F T )  a l r o ,  
which i r  used  t o  compute the cor re la t ion  functionr 
f r o m  the  r p e c t r a l  denr i ty  functionr in  a n a l y r i r ,  
and m o r e  important ,  it i r  u r e d  in  control  t o  c o m -  
pute the  s ignal  t o  be r e n t  out to  the  r h a k e r  o r  o ther  
e x c i t e r  f r o m  the  dr ive  spec t rum.  The fac tor  ISIGN 
i s  - 1 f o r  a n  F F T  and t 1  fo r  a n  IFT.  
It i s  worth noting that  the c o r i n e r  and r i n e r  u r e d  
in the a lgor i thm a r e  genera ted  in non- rea l - t ime  
and  saved  a 8  a lookup table, and depending upon 
the f r a m e  r i z e  N, only e v e r y  (Nmax/N)th valve 
i s  used, where  Nmax i s  the maximum eyrtern 
f r a m e  r ize.  Usually r i m s  and c o r i n e r  of angler  
within the range  0 t o  90 deg only a r e  genera ted  
because  of the l a r g e  m e m o r y  r to rage  requ i red  l in  
software F F T )  o r  the l a r g e  ROM ( r e a d  only m e m -  
o r y )  s i z e  requ i red  ( in  hardware  F F T ) .  
and number  of operat ions = N log2N. 
This  s e t s  the impera t ive  requ i rement  that F S  be 
a n  integral  power of 2. A flowchart that t ee te  for  
th i s  relat ionship i s  shown in Fig. 31. 
Ln this  a lgori thm, the r e s u l t s  obtained in the (n-1)th 
s tage a r e  utilized in  calculating 2m-n s u m s  of the 
f o r m  
This  goes on until a l l  m s tages  a r e  per formed,  the 
r e s u l t s  of each  stage depending upon and epacial ly  
replacing the resu l t s  of the previous stage. The 
F F T  thus calculated i s  cal led a n  in-place F F T  
because the output block containing the r e a l  and 
imaginary  p a r t s  of the F o u r i e r  coefficients in 
coincident with the input block which previously 
contained the input t i m e  signal. In thin c a r e  of a 
r e a l  input, the output block i s  skew-symmetr ic  
about the dc value, and only the positive frequency 
components need be calculated and retained. Thus 
a n  N-size rea l - t ime  input block yields  N/Z r e a l  
f requency components and N12 imaginary  frequency 
components, and the F F T  can  s t i l l  be per formed 
in place. However, th i s  r e q u i r e s  the input t i m e  
block to undergo f i r s t  a shuffling p r o c e r r  s o  that no 
componerits within it get  replaced in any s tage by 
o t h e r s  ( resu l t ing  f r o m  computations in  that  s tage) ,  
except  when they a r e  not needed any fur ther .  
Fig. 32 shows an example fo r  a f lowchart  of the 
shuffling p r o c e s r .  
An example of the main  F F T  flowchart i r  given in 
Fig. 33. It is seen  that the main  algori thm is  used  
 h he ma tic ail^, 
coa (ISIGN, M, L) = c o s  (ISIGN * 2 r  * ( M  
sin(1SIGN. M, L) = s i n  (ISIGN :: 2 r  * (M- 
The s ine-cos ine  table, whether  implemented in 
sof tware  o r  hardware ,  i s  usually in in teger  f o r m  to 
speed  u p  the multiplication opera t ionr  and i s  ouch 
that  a s ine  o r  cosine value of 0 i s  r e p r e r e n t e d  by J 
w h e r e a s  a sine o r  cor ine  value of 1 is r e p r e s e n t e d  
by the l a r g e s t  integer  number  the computer  r e g i s -  
t e r s  c a n  accommodate (32767 in a 16-bit machine) .  
T h i s  o f fe rs  two g r e a t  advantager: (1 )  it achieves 
the highest  rerolut ion poarible  with the exis t ing 
machine,  and ( 2 )  wheli multiplying any number  ( in  
the mult ipl icand r e g i s t e r )  by a value f r o m  the table 
a f t e r  moving it to  the mult ipl ier  r e g i s t e r  (again 
whether  software o r  hardware) ,  the product  
obtained i n  both r e g i s t e r r  may  be chopped off with 
the or iginal  r e g i s t e r  ( the  multiplicand r e g i s t e r )  
containing the c o r r e c t  16-bit value of the product.  
No fur ther  shifting o r  normalizat ion i s  required.  
The  r e a s o n  h e r e  is  that with the s ine-cos ine  table  
in  th i s  f o r m ,  a l l  ~ t e  valuer  a r e  inherent ly mult i -  
plied by 2"-1, where  n i s  the r e g i s t e r  s i r  in  bite 
(i. e . ,  mult ipl ied by 32767 in th i s  example) .  And 
chopping off the r ight  half of the product i s  equiva-  
l en t  to  a division by that s a m e  factor ,  s o  that the 
end r e s u l t  in the multiplicand r e g i s t e r  i s  the c o r -  
r e c t  one. 
The  F F T I I F T  a lgor i thm descr ibed  above ie rui table  
f o r  both software and hardware  implementation. 
The  f o r m e r  i s  l e s s  expensive than the l a t t e r  but it 
i s  considerably s lower (about 80 t o  100 t i m e s  on the 
a v e r a g e ,  a s  rhown in Table 4). Hardware F 'FT/ IFT 
i s  there fore  m o r e  sui table  in digi ta l ly  control led 
tenting. i n  thin c a r e  the s ine-cosine table i s  a 
read-only-memory  containing a l l  the mine and 
c o r i n e  valuer  within the f i r r t  quadrant  fo r  fas t  
a c c e r r .  The complex operat ions a r e  al l  pe r formed 
in integer  f o r m  in hardware  r e g i s t e r r .  The fa r t  
F o u r i e r  p r o c e s s o r ,  a s  it  i s  cal led,  t r a n r f e r r  the 
input block f r o m  the computer  m a i n  s t o r a g e  to  a 
Table 4. Compariron of execution timer (in m r )  
of forward and inverre Fourier tranrformr in 
both software and hardware implementation (hard- 
ware data a re  according to highert rpeedr com- 
mercially available in January 1974). 
multiplication procerr (j2 = - I ) ,  What thir m e a r  
phyrically i r  that there i r  no phare information in 
the PSD function. 
For  vibration malyr i r  and control, it rhould be 
underrtood that the Fourier coefficientr, a r  they 
a re  generated within the ryrtem procerror,  have 
unitr of peak voltage, and since the coefficientr 
a re  derived from rine and corine tables, there 
coefficientr rhould be multiplied by a rcale factor 
of 1 / n  in order  to obtain r m r  amplituder. 
Execution time, ma 
F r u n e  
rize Software Hardware 
F F T  IFT F F T  IFT 
If the scale factor i r  applied after Gx(fi) i r  gener- 
ated, then the scale factor becomer 0.5 t imer 
Gx(fi). In addition, if Hanning weighting i r  
accomplished after Gx(f ) i r  generated, the overall 
scale factor becomer 1. h . 
If the signal being analyzed i s  random in nature, 
the PSD function can be normalized by dividing 
the rerul t r  by the effective filter bandwidth used 
in the analyrir to provide a characterization in 
term. of l-Hz bandwidth. This allows direct 
comparisonrofanalyser tobemade .  ': PSD, 
a s  defined here, is th . v r m a l i z e d  fcnction that 
has r m r  unite of g Z / .  'he PSD of 3 random 
variable is  an ertima . .I !he strictest  renre,  and 
the t e rm PSD in thir . y : alwayr implier an 
estimate. buffer block within it, performs the F F T  or IFT 
on if, and put8 the rerult back in the original 
main rtorage block in the computer memory. Fiy U. .' 34 illurtrater the basic procerr required to 
implement the PSD function wing a digital machine 
designed around fast Fourier transform conceptr. 
A PSD analyrir i r  dependent upon the following 
parameters arsociated with all digital analyzerr. 
3. The Power Spectral Density Function. The 
power apectral density function ( ' v ( f )  is
also L:lown as  the normalized power spectrum, 
the normalized auto spectrunr, and the auto 
spectral density function. In this paper, the 
function Cx(f) will be called the power spectral 
density function or simply PSD function. 
(1) F rame rize (FS) and rpectral liner (SL): A 
Fourier analyrir reauirer n real  valuer in 
the time domain in order to generate n/2 
spectral values (spectral l iner) in the fre- 
quency domain. The frame rize i8 the 
number of data words in the time domain to 
be procerred at one time. The rpectral 
liner resulting in a PSD analysis i s  one-half 
the frame rize number selected for the 
analyrir. 
The GJf) ie defined ae the self-conjugate product 
of the real and imaginary coefficientr of the 
Fourier tranrform >f the time function x(t). 
i r ,  
That 
(23) 
(2) Sample rate (SR), Sample period (SP): The 
rample sate i s  the points per second selected 
where by the operator for the analog-to-digital 
conversion associated with digital ana- 
lyzers. The unita of sample rate a r e  points 
per recond, samples per recond, or  con- 
verrions per second. The sample period 
X ( f i )  = ai t jbi 
and meanr complex conjugate. So 
Gx(fi) = (ai  + jbi) (ai - jbi) 
giving 
Gx(fi) = ai2 t bi2 at frequency fi 
i r  the reciprocal of the sample ;at<. 
(3) Mode (Ml: The mode, continuour ( real -  
time) or  discontinuour (non-real-time), 
a function of the sample period. If the 
sample period SP is too short (i. e . ,  the 
sample rate too fart)  for the number of 
spectral liner relected, the analyzer wil 
indicate and automatically go into a di r -  
continuour mode of operation. 
(4) Analyrir bandwidth (AB): The analyrir 
bandwidth is defined a r  rome fraction of the 
The coefficientr a and b a re  the real  and imaginary 
coefficientr at the frequency f i  of the Fourier 
tranrform of x(t). The j operator dropr out in the 
18 
rample rate;  the unitr a re  hertz. The analy- 
rim bandwidth murt ratirfy the minimum 
requirementr of the rampling theorem 
As more time f ramer  a r e  analyzed, the 
degreer of freedom go up, indicating better  
reliability of the spectral  ertimate. It i s  
important, therefore, to exprers  a quality 
factor of degree. of freedom per second of 
vnaly ria time. 
K/sec = 2/LT for  continuow mode Effective filter bandwidth-: The effec- 
tive filter bandwidth i s  defined as  the 
analysis bandwidth divided by the spectral  
lines 
and 
K/sec = 2 / (LT t FS SP) for 
discontinuour mode 
The above parameters a r e  all in effect during a 
PSD analysis. Some of the parameters must be 
selected prior to the process imp!omentation illus- 
trated in Fig. 34. There parameters  a r e  gen- 
era l ly  the analysis bandwidth and effective filter 
bandwidth ae well a s  the number of averages 
req- ired in order to obtain acceptable statistical 
reliability. The selection of these parameter:, 
se ts  the remaining parameters such a s  frame size 
and sample rate. Load time i s  a physical result 
from the previous choices a s  i r  the statistical 
reliability once the number of averages have been 
selected. The analysis time is  a function of the 
algorithm, hardware and roftware. The param- 
e t e r s  a r e  selected or  calculated during the con- 
versational mode of the control program. 
=time (LT): The load time is  defined 
a r  the time required by the digital analyzer 
to obtain one frame of data commensurate 
with the selected frame size. The load 
time is the indicated frame size divided 
by the sample rate 
LT = (FS) (SP) (31) 
The load time, digitally speaking, i s  
equivalent to averaging time in the analog 
domain. The effective filter bandwidth 
and load time product is always one. 
The a rea  under the PSD locus i s  the mean-square 
value of x(t): the r m s  of x(t) is the square root of 
the mean-square value. The digital analyzer murt  
perform a numerical integration. This can be 
accompliehed by implementing the trapezoidal rule 
o r  Simpeon's rule. For  vibration and acoustic 
analysis the trapezoidal method of integration i r  
generally adequate and ea ry  to implement by divid- 
ing the f i rs t  and last spectral  densities by 2 and 
adding these values to the sum of all the other 
spectral  densities. The final sum is then multi- 
plied by the effective filter bandwidth to obtain the 
mean-square value of x(t). A square root algor-  
ithm is then required to obtain the rms  value 
of x(t). 
(FB)  . (LT) = 1 (32) 
Analyris time (AT& The analysis time is  
the actual time required to calculate a total 
est imate of K statistical degrees of f r ee -  
dom from time f rames  of input data. 
Statistical degree8 of freedom (K1: The 
number of degreer of freedom of a rpectral  
4. The Cross  SFectral Dennit Function. The c ross  
-r--n- spectrum function Gxy(f) ie a s o  ca  ed the cross  
power spectrum or ,  when normalized to 1 Hz, croee 
spectral  density function. The c ross  spectrum func- 
tion relates to two time eignals, both of which could 
appear a s  either forcing functions or response func- 
tions but usually an input forcing function x(t)  and a 
response function y(t). In any caee, the Fourier  
transforms X(f) and Y(f) a r e  required to obtain 
Gxy(f), where, a t  frequency f i' 
estimate i r  aconvenient description-of the 
statistical reliability. The number of 
degrees of freedom K per f rame is defined 
a r  twice the effective filter bandwidth 
t imer the load time. 
K/frame = 2 (FB)  (LT)  = 2 (34) 
For  all digital analyrars, a single rpectral  
est imate of two dcgrees of freedom ir pro- 
duced from each time frame of Gausrian 
distributed data rince the effective filter 
bandwidth and the load time product is 
always 1. 
and 
A crorr-conjugate product i n  perf0 ed in tho 
"P computer control r y r t a n  am followr~ 
G (f 1 = (ai - Pi) (ci + jdi) 
XY i (37) 
where y, bi, ci, and d. a re  the Fourier coeffi- 
cientr at frequency f i  of the time functionr x(t) and 
y(t), respectively. 
It can be reen from Eq. (38) that the c r o r r  rpec- 
trum i r  a complex frequency function; that is, it 
has a real and imaginary part, unlike the power 
spectral density function Gx(f). Let 
and 
rearranging and cancelling rome termr,  
Then 
MAG IG XY (f.11  = [ai2 ti2 t die) 
where P i r  called the coincident term or rimply co 
term and Q i r  called the quadrature term or  quad 
term. For r m r  amplitude units, Eq. (7) murt be 
multiplied by a rcale factor of 0.5, and a acale 
factor of 813 for Hanning weighting, for a total 
rcale factor of 1 . n .  
Equation (41) i r  the rectangular form of the c ro r r  
rpectrum function. The function should be normal- 
ized to 1 Hz by dividing by the effective filter 
bandwidth. The normalized polar form i r  
(47) 
power spectral  denrity From the definition of the 
function (PSD), 
where 
Therefore, either Eq. (42) or Eq. (48) can be ured 
to calculate the normalized magnitude of the c r o r r  
rpectrum function from the digital analyzer, 
It can be aeen that the c r o r r  rpectrum function 
GXy(f) yieldr both amplitude and phare information. 
4 ~ , y ( f i )  could be calculated by the c r o r r  conjugate product of (ai+jbi)(ci-jdi). However, thir product will 1 rerult in a phare angle 180 deg apart from the frequency rerponre function H(f), defined next in thir paper. 
The c r o r r  rpectrum function by itrelf i r  not widely 
ured. I t  i r  ured to  calculate the frequency rerponme 
function dercribed next in this paper. 
function H(f) goes by reveral  namer. It i r  a l ro  
called the t ranrfer  function and the ryr tem func- 
tion, but r tr ict ly rpeaking, H(f) i r  the frequency 
rerponre function, and the t e rm transfer function 
rhould be rererved for the Laplace t r sn r fo rn  of 
the impulse function h(t), i. e. , H(r). 
The c r o r r  rpectrurn function and the c r o r r  co r re -  
lation function a r e  tranrform pai r r  in the frequency 
and time domain, rerpectively. The power rpec- 
t ra l  denrity functionr Gx(f) (input forcing function), 
Gy(f) (output rerponse) oi  x(t) and y(t), rerpec- 
tively, and the c r o r r  rpectrum of x(t), y(t), i. e . ,  
Gxy(f), will yield the total frequency information 
required for an underrtanding of the phyrical pro- 
c e r r  rerulting from the excitation of a r tructure,  
provided that the c ro r r  rpectrum i r  mearured at 
both transducer pointr rimultaneourly and both 
PSD functionr a r e  derived from that rame data. 
The frequency rerponre function at  frequency fi i s  
defined a r  
where X(fi) and Y(fi) a r e  the Fourier  t ranrformr at  
frequency f i  of x(t) and y(t), rerpectively, in 
Fig. 36B. and 
Figure 35 rhowr the procerrer  required to obtain 
the c r o r r  rpectrum function. All of the param- 
e t e r r  defined fcr the PSD function a r e  in effect for 
the c r o r r  rpectrum function. There parameterr  
include: X(fi) = ai  t jbi 
and 
Y(fi) = ci + jdi 
(1) Frame rize o r  number of spectral  lines 
desired for the analyrir. 
( 2 )  Sample rate or  rample period. 
(3)  Analysir bandwidth. 
where ai, bi, c. and di a r e  the real  and imaginary 
coefficientc of t i e  Fourier  t ranrformr at  frequency 
fi, and j i r  the imaginary operator m. 
Therefore, 
(4) Effective filter bandwidth. 
(5) Load time. 
(6) Analysir time. 
(7)  Statirtical degreer of freedom. 
For  r tr ict ly analysis purposes, a two-channel 
analyzer ir  required with dual analog-to-digital 
converterr. There converter. murt  share a com- 
mon clock ruch that the converrionr arrociated 
with e.ich converter a re  rimultaneour. Setr of 
Fourier  coefficientr a r e  generated from the 
Fourier  transforms of x(t), the input forcing func- 
tion, and y(t), the reeponre funation. A c r o r r -  
conjugate multiply procerr  is performed on there 
Fourier  coefficients at each center frequency i of 
the effective filter bandwidth acrosr  the desired 
analysir bandwidth. For  control purposes, it may 
be desirable to take the crosr  spectrum of certain 
signals associated with the control procerr .  Thir 
will be dircvssed in a later section of this paper. 
In polar form. Eq. (52) becomer 
where 
5. The Frequency Response Function. Conrider 
Fig. 36A. The rearon x(t) ir not identical to y(t) 
and i r  that  the t e r t  item itseif ir  characterized phyri- 
cally by itr impulae rerponre function h(tL5 The 
impulre responbe of the item under ter t  can be 
cot :idered a s  a mathematical model for the ter t  
item in the time domain, since it can be ured to 
relate the input x( t )  and the output y(t). In the 
frequency domain, the impulse rerponre function 
h(t)  transforms to the frequency rerponre function 
H(f), a r  seen in Fig. 36B. That i r ,  the Fourier  
transform of h(t) is H(f). The frequency rerponre 
The phare angle 
/ 
5h(t) i s  a l ro  known as  t h e  weighting function of a conrtan* parameter linear system. 
L I 
can be calculated by multiplying Eq. (52) by the 
complex conjugate of ai + jbi, i. e . ,  a i  - jbi to 
obtain 
Thir phare angle i r  identical to the phare angle of 
the c r o r r  rpectrum function at  all frequencies 
ac ro r r  the analyrir bandwidth of the frequency 
rerponre function. 
Equationr (54) and (55) a r e  the r q u r e  root8 of the 
power rpectral denrity functionr Gy(fi) and Gx!fi), 
rerpectively ( refer  to the power spectral  denrlty 
function dercription in thir paper). That i r ,  
and 
Therefore, 
From Eq. (48). it in noted that 
MAGIG ( f .11 = 
XY 1 
1"' (60) 
Dividing both rider of Eq. (60) by the PSD of the 
input function x(t), i. e., Gx(fi), the rerul t r  a r e  
The right-hand ride of Eq. (6 1) i r  precirely the 
magnitude of the frequency reeponre function 
(Eq. 59). That i r ,  
Therefore, either Eq. (59) or  Eq, (62) can be ured 
to calculate the magnitude of the frequency rerponre 
function, and a r  war previourly noted, the phare 
angle of thir function ir identical to the C r 0 8 8  
6~ubrec t ion r  D and E were written by B. K. Kim. 
rpectrum phare angle. The magnitude of H(f) i r  
dlrnenrionlerr. No rcale factorr  a r e  necerrary  
for  H(f), but rcale factorr  a r e  necerrary  for the 
original Fourier  coefficientr. 
Since both the PSD function and the c r o r r  rpectrum 
function a r e  er t imater  in the r t r i c t e r t  renre,  the 
frequency rerponre function i r  also a n  ert imate 
a8 defined and implemented here,  and a11 of the 
previour frequency function conrtraintr  pertain to 
thir  function when a random noire rignal i r  
employed a8 the input forcing function to a linear 
ryr tem whore frequency rerponre i r  to be a m -  
lyzed. Figure 37 dercr iber  the frequency rerprtnre 
functionr, utilizing the PSD and c r o r r  rpcct rur .~  
functionr. 
The magnitude of the frequency rerponre ripual i r  
rometimer called the tranrmirribit i t  ' ..:.tir,n 
Tyx(f). That i r ,  
The frequency rerponre function i8 a very  power- 
ful function which provider tremendour inright 
into the dynamicr of mechanical ryrtemr.  Thir 
function can be ut' i ed  in the random excitation I\ 6 control algorithm . 
D. Se rvo  Control of Ter t r  6 
1. Random control. The er rent ia l  feature of the 
automatic rervo control ryr tem ir  feedback. i h e  
feedback i r  that property of the ryr tem which per- 
mi t r  the output quantlty to be compared with the 
derired reference level r o  that, upon the exirtence 
of a difference, an e r r o r  rignal a r i r e r  which actr  
to bring the two into correrpondence wrthin the tol- 
erance limit. In a digital random control ryrtem, 
a reference power rpectral  dcnrity in g Z / ~ z  i r  
given a8 a function of frequency. In the ca re  of 
the acourtic tes t r ,  the reference round p r e r r u r e  
level in dB may be given a r  a function of frequency. 
Other than the engineering unitr and data preren- 
tation format, random and acourtic control rhare  
the rame rervo concept, and the following control 
algorithm i a  equally applicable to both t y p r  of 
environment 8. 
All of the ryr tem parameterr  that a r e  necerrary  
for  control of a random/acourtic vibration ryr tem 
a r e  not known a priori  and therefore murt  be e r t i -  
mated. The driving and rerponre rignalr a r e  the 
only directly obrervable phenomena from which a11 
control information murt  be deduced. The baric 
model for  the ryrtem, a r  rhown in Fig. 38, 
a r rumer  an approximately linear t ranrfer  function 
for  the rhaker H ( w ) ,  input driving function. x(t) 
additive ryr tem noire n(t), rnd a rerultant output 
y(t). Then, 
control  r p e c t r u m  shows g r e a t e r  r t a t i s t i ca l  s c a t t e r  
because  of the r: ~ d o m  nature of the phare.  
(18) b. Complex t r a n s f e r  function control  method . 
This  method har  the dietinct advantage of being 
ble t o  yield a n  es t imate  of the t r a n s f e r  function Ib 1, which i s  computed f r o m  the exponentially 
averaged  c r o s r  spec t rum and power spec t rum 
a s  shown i n  Fig.  39. 
where h( t )  i s  the impulse response  function and '3 
indicates  convolution product. If we a s s u m e  x ( t )  
and n( t )  a r e  uncorrelated,  then 
where 
S ( w )  i s  the d r ive  auto power spec t rum 
Then the dr ive  r ignal  F ~ u r i e r  coefficients a t  
f r a m e  i i s  S y ( u )  i s  the re rponsc  auto power spec t rum 
Sn(w) i s  the s y s t e m  noise auto power s p e c t r u m  
E(w)  i s  the e r r - ?  spec t rum in es t imat ion  
Note the conventional PSD ie the auto power s p e c -  
t r u m  (APS) normalized to 1 Hz a s  previously 
defined ia this  paper .  The control  problem 1s then 
to manipulate the d r ive  x( t )  o r  i ts  APS Sx(w) ? Q  
:hat the d e s i r e d  output spec t rum S y ( u )  1s 
obtained. 
fi 
Note i ?  this equatlon that H and C a r p  complex 
numbers ,  thus p reserv ing  the e . ~ c t  ~ h a s e  relat ion-  
ship. The overal l  pe r formance  of thts  method 
shows f a s t e r  converaence and a'higher s ta t i s t i ca l  
confidence level than the APS method. T h l s  i s  due 
to  the fact that the blnary psuedorandom-noise-  
genera ted  phase angles  a r e  ref lected in the t r a n s -  
f e r  function computation process .  
There  a r e  s e v e r a l  proven control  d g o r i t h m s  
which differ  slightly in s t rategy.   he following 
explains  the two .rtrategies. 
The  digital random control  p r e s e n t s  a new concapt 
in interpret ing the control  data. T h i s  s t e m s  f r o m  
a unique digital processing method of t ime  s e r i e s  
dara which 1s f rame-or ien ted  and a d i s c r e t e  
i ' o u r i e r  t r a n s f o r m  technique which bar  no para:lel 
in  an analog control  system. Owi-g to  the s ta t i s t i -  
c a l  na ture  of a randram signal,  the confidence level  
of a PSD e s t i m a t e  i s  a d i rec t  f u n c ~ i o n  of the number 
of f r a m e s  averaged and the width of a s c a t t e r  in te r -  
val.  Assuming the random. noise is Gaussian,  the 
averaged  PSD tends to a ch i - square  dis t r ihl- tcd 
function. Thus it r e q u i r e s  a judiciocs cholce of 
number  of f r a m e  a v e r a g e s  to  recognize the t rue  
wideband PSD legel.  Th i r  will depend on the mlnl-  
m u m  confidence level d e s i r e d ,  the m a x i n ~ u m  t o l e r -  
ance  band acceptable ,  and  the total durat ion of the 
test .  Methodr of averaging can a l so  vary  a s  the 
l i n e a r  o r  exponential weighing m a y  be applied. 
a. Auto power spec t rum control  method. This  
method a t tempts  t o  control  Sx(w) such that Sy(b ) 
approaches  the re fe rence  spec t run-  R(w) a s  shown 
in Fig. 38. Th is  was  initially proposed by 
Heizman (Ref. 1) dnd l a t e r  implemented by 
~ o t o m a ~ o r ( l 9 ) .  After computing the response  s i g -  
nal level  via  APS rout ines,  the computer  c o m p a r e s  
the averaged APS to the re fe rence  s p e c t r u m  and 
modi f ies  the d r ive  signal according to 
where R i s  the re fe rence  s p t c t r u m  
S i - ,  is  the r v e r a g e d  APS af te r  f r a m e  i- 1 2. Sine-Wave Control.  Th is  i s  the second of the 
main  c a t e ~ o r i e s  of control  of vibrat ion t e r t s  using 
C i  is  the d r ive  signal F o u r i e r  amplitude 
spec t rum f o r  f r a n ~ e  i 
- w 
a dig:tiil computer .  The digital s y s t e m  u s e r  a 
combination of hardware  and rof tware a lgor i thms  
to go through a l l  the s tepr  of a full tent. The oIrer-  
a l l  block d i a g r a m  h a s  a l ready  been descr ibed  in 
Fig. 2, and s e v e r a l  of the functional requ i rements  
of the s y s t e m  have been given ample  considerat ion 
and 
6 / c i - ,  represen t8  the la tes t  es t imate  
the s y s t e m  t r a n s f e r  function. They r r e :  
Note the above equation involves en t i re ly  r e a l  num- 
b e r s  only, and the random phase 1s introduced just 
p r i o r  t o  the i n v e r r e  F o u r i e r  t r a n s f o r m  stage. Thi r  
method of control  h a s  shown In prac t ice  that ~t 
tends to  requ i re  longer  convergence t i m e  t o  a given 
re fe rence  spec t rum,  and a l s o  e a c h  individual 
The lnteract lve routine to input a l l  the 
requ i red  tes t  p a r a m e t e r s  and frequency 
profi les .  
The generatio11 of the s ine wave ~ t s e l f .  
(3) The signal conditioning. deviating f r o m  the value r e q u i r e d  f o r  p roper  
control ,  making t h e  e r r o r  s p e c t r u m  nonzero  
again, and the ieedback lots is c losed  again. So (4) The computation of the frequency and a m ~ l i -  the  e r r o r  s p e c t r u m ,  a s  any e r r o r  s igna l  in  a f e r d -  tude servo. back svs tem.  i s  only a vir tual  zero:  v e r y  c lose  t o  
The asDect of the svs tem i n  th i s  sect ion i s  con- z e r o  but never  ba ing  exact ly equal  t o  it. 
. 
cerned'wit? the se rvo  control  concept which f o r m s  e. Drive spectrum. This is the frequency spec- 
the h e a r t  of the control sys tem f o r  s ine  testing. t r u m  of the  s ignal  actual ly s e n t  t o  the ex te rna l  
This  control i s  achieved by an algori thm which 
basically sends out a s ignal  a t  a specified f r e -  
quency with a specified amplitude. This  s ignal  
goes through a l l  the conditioning s teps  and reaches  
the exci ter  in a smooth analog form. T h e  analog 
response coming back is conditioned and  digitized 
and i ts  amplitude charac te r i s t i cs  a r e  computed. 
The s e r v o  algorithm then compares  these  ampli-  
tude charac te r i s t i cs  a t  the p rescr ibed  frequency 
with the prese t  reference charac te r i s t i cs  a s  d e t e r -  
mined by the input ~ ~ r a m e t e r s .  The program cal-  
culates  the difference between the two leve l s ,  thus 
giving a n  e r r o r  to be  algeb ically added t o  the  
previous amplitude of the  srgnal sen t  out t o  the 
exci ter .  a f te r  being multiplied by a convergecce 
factor. 
exci ter .  I t  i s -equa l  to  the previous d r i v e  spec-  
t r u m  c o r r e c t e d  by the e r r o r  s p e c t r u m  a f t e r  adjust-  
ing i t  and proper ly  conditioning it. 
f. Descript ion of t h e  ampli tude s e r v o  algori thm. 
F i g u r e  40 shows a f lowchart  of t h e  s t e p s  involved 
i n  t h e  ampli tude s e r v o  algori thm. The s e r v o  f i r s t  
s t a r t s  a t  t h e  ini t ia l  f requency and outputs a s ine-  
wave cycle  with a n  ampli tude lower than the  p r e s e t  
re fe rence  leve l  a t  that  frequency. I t  then looks a t  
t h e  control  s ignal  coming back. computes  the  e r r o r ,  
and n ~ u l t i p l i e s  it  by the r e f e r e n c e  s p e c t r a l  value 
and f u r t h e r  by a convergence factor .  T h i s  is then 
sub t rac ted  (algebraical ly)  f r o m  the  or ig ina l  ampli-  
tude,  and the  new d r i v e  s igna l  is sen t  oc t  to  the  
ex te rna l  load a t  the cpdated frequency. The s e r v o  
then looks aga in  a t  the  incoming response ,  c o r r e c t s  
f o r  the  erro;,  and outputs a fu;ther-cycle. This  
  he foregoing is a brief descr ipt ion of the a m ~ l i -  continues until the frequency reaches  the high l imit  tude s e r v o  in a sine wave test.  The other  aspec t  of the control bandwidth. 
of the se rvo ,  the frequency se rvo .  h a s  a l ready  
been descr ibed  under-the sine-wave generat ion Mathematical lv ,  the function of t h e  ampli tude s e r v o  
section of this paper. i n  a digitally controlled s ine  sweep  tes t ing  systern 
c a n  be s u m m a r i z e d  i n  the  following equation. Before proceeding with a detailed descr ip t ion  of 
the amplitude s e r v o  algori thm, it  may be appro-  
pr iate  t o  consider a brief descr ip t ion  of the  differ-  
ent types of spec t ra  used here.  They a r e  a l l  AMPL = AMPL - R E F  (CONT - REF') a 
amplitude-vs-frequency spectra. (69) 
a. Reference spectrum. This  i s  the frequency w h e r e  profile i:~ g 's  ( r m s ,  peak o r  peak-to-peak. depend- 
ing upon the algorithm) which the t e s t  opera tor  
enters  in  the t e s  , r tup parameters .  It  is the AMPL = ampli tude of d r iv ing  s ignal  
soectrum to which the Fervo a t tempts  t o  control  
. - 
the response f rom the cxternal  load a t  a l l  f r e -  
quencies within the control  bandwidth; i. e. , i t  i s  
the Scaired spec t rum a t  the control  point. 
b. Control spectrum. This  i s  the frequency 
responsz of the e x t e r ~ a l  oad to the dr iving signal. 
It i s  the spec t rum which the s e r v o  a t tempts  tocon-  
t rol  to the reference spec t rum by modifying appro-  
priately the driving signal. 
c. Monitor spectr=. This  i s  the frequency 
response of monitoring accelerat ion s ignals ,  a s  
selected in the t es t  se tup  parameters .  
d, E r r o r  spec:rum. This  is the difference 
between the control and re fe rence  spectra .  I t  indi- 
cztes  by how much control  i s  off the requ i red  spe-  
::"-ation level. It i s  used to c o r r e c t  the d r iv ing  
slgnal to  the external  load in a n  effort t o  b r ing  the 
control spec t rum a s  c lose  a s  possible t o  the r e f e r -  
ence spec t rum dynamically in  r e a l  time. Theo- 
ret ical ly ,  100% full control  would be obtained by 
driving the external  load such that a z e r o  e r r o r  
spectrum is  obtained. But this resu l t s  in no sub-  
sequent correct ion and s imula tes  an instantaneous 
open-loop condition. The driving signal thus s t a r t s  
REF  = ampli tude of r e f e r e n c e  leve l  
CONT = ampli tude of con t ro l  l eve l  
= convergence f a c t o r  
A word may be  added about the  convergence factor .  
The  ampli tude of the contra! s p e c t r u m  is requi red  
t o  converge f a s t  towards that  of the  re fe rence  spec-  
t r u m  a t  a l l  f requencies .  However, n o  overshoot  
( o r  undershoot  if control  was previously g r e a t e r  
than re fe rence)  should occur. So the c a s e  i s  h e r e  
s i m i l a r  to  a c r i t i ca l ly  damped  osci l la tor .  I t  is 
there fore  a t  once apparen t  that  the c o m e r g e n c e  
fac tor  depends upon the  whole s e r v o  s y s t e m  and 
t e s t  a r t i c l e  dynamics.  In fact,  one of the p a r a m -  
e t e r s  in  the digi ta l  s ine  con t ro l  i s  the compress ion  
speed  of the se rvo .  This  m:ght be low, normal ,  
o r  high, causing s o m e  s m a l l  occasional  overshoots  
( o r  undershoots).  The value of these  convergence 
fac tors  is not the s a m e  ( for  a c e r t a i n  nominal com- 
p r e s s i o n  speed)  a t  a l l  f requenc ies ,  i. e. , a i s  a 
function of frequency. Consequently, look-up tablea 
a r e  general ly  provided within the  a lgor i thm t o  
rupply those values. I t  would otherwise take 
too much t ime  to generate them in real-time. The 
dependence of a on frequency will usually range 
anywhere f r o m  a h e a r  function to a logarithmic 
function. Figure 41 showr a typical servo a p e d  
function in dB/rec  v s  log frequency for the cares 
of  a 1 to 10 gain step (marked t) and a 10 to 1 gain 
rtep (marked -). Two dif ferent comprerrion 
rpeedr are mark2d High ( H )  and Low ( L ) .  It ir 
reen that a faster convergence i s  achieved in step- 
down rather than stepup jumps, and at higher 
rather than lower compression speed. 
g .  Control to a step change in reference spec- 
t rum.  Since the convergence speed of  the servo i s  
-finite. it i s  clear that propramming an infinite 
slope step will never be controlled since thin 
requires a very  high servo speed, resulting in a 
high overshoot (or  undershoot) which will probably 
exceed the abort l imits preset in the test setup 
porameters. Steps should therefore have a finite 
frequency interval, so that a frequency profile 
switches f r o m  a level MI at frequency f to a level 
M2 at a frequency f + A f ,  where Af is  nonzero. 
Figure 42 shows such a change. 
The A f  is a function o f  the magnitude of  the step, 
the frequency at which this step occurs, the sweep 
rate, and the servo speed. The higher the magni- 
tude, frequency, or sweep rate, the larger A f  must 
be to enable the servo t o  control the jump. Con- 
versely,  the higher the servo speed, the lower the 
necessary A f  reauired for satisfactory control. 
T o  calculate ~ f , * w e  proceed as follows: 
Let: 
N = 
M = 
s = 
f = 
sweep rate in octaves/min,  
step change in voltage dB, 
servo speed in  dB/sec .  
step change frequency in Hz  
The numbec of octaves covered in  going from 
frequency f to frequency f + Af i r  
oct' 1 min 1 eec 
= N[ZJ' m [ ~ ]  .[dB] 
Solving for Af ,  thir yields 
Now i f  gl  and g 2  are respectively the high and low 
amplitudes of  the two 1e;-els, then 
Substituting back in Eq. (71) y i d d r  
where y is given by 
The dependence o f  S on frequency is  typically that 
shown in  Fig. 4 1.  So i f  N ,  M ,  and f are known, 
Af can be calculated. This  should be used in an 
optimum sys tem to calculate the convergence factor 
that will achieve the fastest realizable convergence 
without overshooting or undershooting. T o  this end 
the computer can generate a look-up table for y 
once N i s  known f rom the input parameters. The 
reference spectrum may then be scanned and all 
the steps defined in t e r m s  o f  magnitude and f r e -  
quency. A A f  may thus be calculated for each 
step and then used to determine the convergence 
factor by linear interpolation. This in turn deter- 
mines what amplitude the driving signal should 
have. 
3. Transient Control. The t e r m  "transient con- 
trol test" i s  defined as a vi5ration tes t  that induces 
i n  oscillatory pulse o f  short duration that satisf ies 
physical continuity to the specimen. This i s  also 
known as "transient waveform controlu (TWC) .  
Typical durations o f  these tes ts  are in the order o f  
1 sec or less ,  thus implying open-loop control. 
The classical shock pulses such as sawtooth, half-  
sine, rectangular, and triangular waveform ar well 
as more general and arbitrary tranrient t ime hir-  
tories are syntheeized at a shaker control point. 
Since the introduction o f  digital transient control 
techniques for electrodynamic shakers by Favour, 
LeBrun and Young in 1969(20)1 numerous labora- 
tories have conducted transient tertr using simi- 
1 ~ r  digital control systems. This opened a truly 
new capability for the digital sys tem where there 
is no clore parallel in the analog counterpart. 
Reproduction o f  transient waveformr on electrody- 
namic or hydraulic rhakerr ir rtraightforeward 
and accurate uring digital computerr, provided that 
the test  rys tem under control ir a roximately 
linear. R e c e ~ t  rtudies o f  Hunter($f) and 
Barthmaier(l3) explore the digital capability in 
highly nonlinear rituationr. The control methodol- 
ogy may be divided into the two following groupr: 
Equation (78) appear8 to be rtraightforward algebra, 
but i t  requi rer  part icular  ca re  in practice.  F i r r t ,  
one mur t  rend out f.(t) ouch that the phyrical ryr tem 
will produce a healthy frequency rerponre  in the 
bandwidth of the der i red  tranrient  waveform. Thir  
requi rer  the understanding of the physical limita- 
tions of the rhaker-amplif ier  rvstem. It i r  c lear  
that one must analyze the der i red  teat  pulse wave- 
form x(t) beforehand to obtain i t r  frequency band- 
width, peak acceleration, velocity, and dirplace- 
ment levels such that al l  the requirementr  fit withir, 
the rhaker limitationr. Electrodynamic shaker* 
behave like high-pass f i l ters  up to 3000 Hz. h e  
hydraulic shakers  behave like a low-pard f i l ter .  
Second, the complex division of Eq t78) must be 
done within the dynamrc range of the digital 
machmery . 
a. Specific tranrient  t ime hirtory. Given a rpe- 
cific tranrient  time hirtory, a digital rystem can 
equalize and synthesize the des i red  waveform, by 
corn ensating for the t e r t  ry r t em t ranrfer  func- 
tionR2). software requirement. a r e  shown in a 
flow diagram in Fig. 43. 
The main theory behind the TWC process  i r  that of 
computing an instantaneous t r ans fe r  function exper-  
imentally, assuming l i n e a r ~ t y  of the system. It i s  
most crucial  to obtain a meaningful t ransfer  func- 
tion within the dynamic range of the digital equip- 
ment. In order  to guarantee the full frequency 
response of wide bandwidth, a delta function can be 
chosen for the initial calibration pulse fi(t). In 
rnality, an ideal delta function i s  simulated by a 
finite-amplitude square-wave pulse with extremely 
short  duration. 
Once H(w) i s  accurately determined, the required 
input waveform yjt) i s  synthesized in order  to 
achieve the des i red  waveform x(t)  a t  a specified 
location on the tes t  specimen. The Four ier  t r an r -  
form of the required transient  wave y(t) i s  The direct Four ier  t ransform of fi(t) yields F i ( w ) :  
where X(w) = .K[x(t)]. 
Then 
A 
= - [sin WT + j(cos WT - l ) ]  Y (75) All the frequency functions a r e  complex functions; 
thus all the Four ier  transform pai rs  conrtitute one- 
to-one invertible mapping. This eliminates the 
arb i t rary  phase assumptions which a r e  associated 
with tes t  specifications given a s  frequency spectra.  
and 
Computational roundoff ez ro r s ,  truncation e r r o r s ,  
and physical nonli i~eari ty e r r o r s  will occur in 
practice,  and it is  important to obtaIn quantitative 
information on ;he relative magnitude of the e r r o r ;  
that is, the required function y(t)  will not exactly 
yield the Sesired response x(t)  
The transform pair ,  functions f i( t)  and I Fi(w)l ,  is  
shown in Fig.  44. If T i s  selected a s  one sample 
period of the D/A converter, then n/21 i s  the 
total band vidth of Fi(w). The choice of a delta 
function a s  the calibration pulse i s  not unique, 
although it i s  found to  be most  convenient for 
digital controllability. I.et x(t)  be the epecimen response signal a s  y(t)  i s  transmitted to the shaker .  The e r r o r  signal e ( t )  
I:an be defined a t  each discrete point i in time a r  
e .  = xi - x i ,  i = 1 ,2 ,  . . . , N (81) 
The calibration pulse f .( t)  is  transmitted to the 
shaker through the D/A converter ,  and the 
tes t  specimen response signal fo(t)  i s  detected 
by a transducer and stored in the computer 
memory through the AID converter. A real-  
t ime Fourier  transform is  performed on f .( t)  
and fo(t): 
N = digital frame size 
The e r r o r  can be given a s  stat ist ical  quantities, 
i .e . ,  a mean and a variance. The mean of the speci-  
fied wavefoxm i s  
where ./ i s  the Fourier  transform operator.  
Then the transfer  function is  obtained through 
complex division, 
The mean of the resulting e r r o r  is  
The assoc ia ted  var iance8  a r e  
2 1 C (xi - mx) 2 
=x = N-I 
and 
w h e r e  the frequency of each  wavelet,  A f , i s  
Nmbm; the frequency of i t s  half s ine  e n E f i p e  i s  
bm; and Nm i s  the number  of half cyc les .  Then, 
Tm, the durat ion of the  wavelet. 1s Tm = 1/2bm 
and tdm i s  the delay of the wavelet.  
Thus a m e a s u r e  of the e r r o r  in t i m e  domain c a n  be 
defined a s  
2 
percen t  var iance  e r r o r  = 100 x f (86) A solution f o r  the ampli tudes of the wavelets ,  Am. 
m u s t  then be found such that  the shock  s p e c t r u m  
of the  composi te  waveform, W(t),  i s  a r b i t r a r i l y  
c l o s e  to  the specif ied shock s p e c t r u m .  An approxi -  
mation of th i s  wavelet ampli tude,  Am, i s  f o r m e d  
by dividing the d e s i r e d  shock s p e c t r u m  value a t  the  
wavelet f requency,  Nmbm, by the  number  of half 
cyc les  Nm. This  approximation i s  used  a s  a 
s ta r t ing  point f o r  a n  i t e ra t ion  procedure  which 
ca lcu la tes  the ampli tudes.  Am, to  the d e s i r e d  
accuracy .  Accurac ies  of 3% o r  l e s s  may  genera l ly  
be obtained in 3 o r  4 i t e ra t ions .  Yang and Saffell  
d i s c u s s  s o m e  of the r e s t r i c i i o n s  n e c e s s a r y  in  
defining the delays,  tdm, the number  of half 
cyc les  Nm and the spacing of the wavelet 
f requenc ies  N b 
m m '  
F o r  typical  t rans ien t  pu lses  genera ted  on  e lec t ro-  
dynamic shakcrs .  the percent  var iance  e r r o r s  a r e  
in the neighborhood of lo%, and th i s  i s  cons idered  
acceptable .  TWC al lows f o r  improved control  
to le rances ,  which m e a n s  that acceptable  e r r o r s  
and t o l e r a n c e s  c a n  be rea l i s t i ca l ly  specified f o r  
th i s  type of shock test ing.  
b. Shock s p e c t r u m  synthesization. This  requ i res  
a n  addi t ional  computation t o  de te rmine  the  exac t  
t rans ien t  t i m e  h i s to ry  that  sa t i s f ies  the shock 
spec t rum.  Since a shock s p e c t r u m  cannot uniquely 
define a corresponding t ime  h i s to ry ,  t h e r e  a r e  
s e v e r a l  roven  methods of achieving the goal. One P method( 3) i s  t o  use  a s e r i e s  of s y m m e t r i c  half- 
s ine  wavelets  to  synthesize the given shock s p e c  - 
t r u m .  In due process ,  i t  allows the u s e r  to specify 
each  wave le t ' s  durat ion and t ime  lag, thus  giving 
control  o v e r  genera l  waveform shape in the t i m e  
dcmain.  This  fea ture  i s  des i rab le  in s o m e  
inetances where  the t e s t  specification r e q u i r e s  t i m e  
domain cons t ra in t s  in  addition to  the shock s p e c -  
t r u m .  F o r  example,  total  durat ion and the envelope 
shape m a y  be specified a s  well a s  the number  of 
l eve l  c r o c s i n g s  fo r  fatigue considerat ion.  The 
half-s ine wavelet method a l so  m e e t s  the shaker  
compatibi l i ty  conditions such a s  the initial and final 
d i sp lacements  and acce le ra t ion  t o  bt. ze ro .  
In one implementat ion,  the delay and the number  of 
half cyc les  a r e  var iab le .  This  al lows the o p e r a t o r  
a g r e a t  dea l  of flexibility in defining the shape of 
the t i m e  h i s to ry  used  The wavecorm may be made  
to look v e r y  much like ear thquake,  pyrotechnic,  o r  
o ther  shock waveforms .  
E.  Tes t  Documenta~ion  
One of the mos t  significant advantages of a digi ta l  
vibrat ion control  s y s t e m  over  a n  analog s y s t e m  is 
the dbility of the m a i n f r a m e  computer  to  " r e m e m -  
ber"  rverything that  happened during the t e s t  by  
s to r ing  in i t s  c o r e  memory ,  o r  on a m a s s  btorage 
device,  the information ga thered  during the t e s t  
run .  The s y s t e m  is therefo:.? abie  to  display a t  the 
end of the t e s t  a complete  documentat ion of the 
conditions under  which the t e s t  waa actual ly run .  
This  m a y  incluck ~ m p o r t a n t  information a s  to the 
maximum deviations of the control  s p e c t r u m  f r o m  
the re fe rence  s p e c t r u m  in a random o r  a s ine-wave 
t e s t  and the frequency a t  which it happened. It  m a y  
a l s o  indlcate what the t e s t  dura t ion  and actual  con-  
t r o l  bandwidth was ,  whether  any of the a b o r t  o r  
a l a r m  l ines  have s e n s e d  any abnormal  conditions, 
and s o  on. 
Each  of the wavelets  i s  an odd number  of half cyc les  
which h a s  been l: ighted by a half s ine  wave. E a c h  
of the  wavelets  m a y  a l s o  have a delay with re la t ion  
to the s t a r t  of the  data  buffer.  Two individual wave- 
l e t s  a r e  shown in F ig .  45 and the summation of a 
g roup  of these  wavelets  to  f o r m  a composi te  
waveform i s  shown in Fig. 46. Thi, composi te  
waveform w a s  synthesized to match  a specif ic  
rhock s p e c t r u m .  
This  so-ca l led  post- test  documentat ion i s  especial ly  
useful  when a t e s t  i s  abor ted  in a n  a b n o r m a l  way, Using Yang and Saffel l ' s  notation, the composi te  
waveform i s  descr ibed  inathematical ly  by the fol- 
lowing equation: 
such  a s  a n  opera tor  manual  abor t ,  a n  a b o r t  due.to 
abnormal  condition8 r s n s e d  on one of the a b o r t  
l ines ,  o r  a t es t  specification that  was  exceeded 
during the t e s t  run.  This  allows the t e s t  opera tor  
to  pinpoint the cause  of the  fai lure  of the t e s t  and 
c o r r e c t  for it by e i ther  modifying the t e s t  specif i -  
cation o r  by checking the  device connected t o  :he 
act ivated abor t  line, o r  by taking any other  appro-  
p r ia te  m e a s u r e s .  
Additional information pertaining to random and 
s ine  test ing  night be a mention of which channel  
was  in control  over  what frequency range .  This  i s  
especial ly  important  in multichannel s ine  control .  
Two examples  showing pos t - tes t  documentations of 
normally and abnormal ly  completed t e s t s  a r e  shown 
in T ~ b l e s  5  and 6 .  Both a r e  for  typical s ine-sweep  
t e s t s .  A r e c o r d  i s  maintained of the : e ~ t  narnz 
a n d / o r  heading, the completion s t a t c s  ( n o r m a l  o r  
abor ted  and the reason  for  abq-t ing the tes t  if in  
fact it was aborted) ,  and xtrich line caused  the t e s t  
to abor t  if i t  was  aborted.  The r e p o r t  a l s o  shows 
the sweep number and frequency at  which the t e s t  
was  abor ted  and the total durat ion of the t es t .  Other  
documentatior. *noun in these  tab les  i s  the  m a x i -  
m a m  and av . r a j e  control  e r r o r  (deviation of control  
spec t rum l r o m  re fe rence  s p e c t r u m  in dB) and the 
frequency & t  w h i ~ h  the e r r o r  o c c u r r e d .  Also shown 
i s  the control  . , istory over  the whole t es t  run,  that  
is ,  which input channel was  controlling, and when 
it was controlling, i t s  f requency range.  
Table 5. Typical pos t - tes t  documentation 
f o r  a completed s ine  tes t  
( T e s t  duration: 6 min;  maximum absolute  con t ro l  
e r r o r :  0.89 dB a t  661 Hz; average  absolute  control  
e r r o r :  0.147 dB) 
Control Frequency  range,  
channel Hz 
Sweep 1 
1 20 - 186.3 
2 186 .3-  212. 1 
1 212. 1 - 859. 1 
2 859. 1 - 886. 5 
1 886.5 - 2000 
Sweep 2 
1 2000 - 882. 1 
2 882. 1 - 855.6 
1 855.6 - 210.2 
2 210.L- 184.8 
1 184.8-  20 
Sweep 3 
1 20 - 186. 5 
2 186.5 - 212 
1 212 - 859. 9 
2 859.9 - 886. 5 
1 886. 5 - 2000 
' ~ h t s  section was presen ted  originally in Ref. 24. 
Table 6. Typical  pos t - tes t  documentation 
for  a n  aborted s ine  t e s t  
(Completion s tatus:  abor ted  during sweep  1 at  
247. 3 Hz, abor t  Line 5; t e s t  duration: 6 min,  
12 s e c ;  maximum absolute  control  e r r o r :  0.71 dB 
a t  5 3 . 6 6  Hz; average  absolute con t ro l  e r r o r :  
0.067 dB) 
Control  Frequency  range ,  
channel  Hz 
Sweep 1 
- - 
1 20 - 1 8 6 . 1  
2 186. 1 - 21 1. 8 
1 211 .8 . -24? .?  
V .  CRITERIA FOR SELECTION, INSTALLATION, 
AND MAINTENANCE O F  COMPUTER- 
CONTROLLED TEST SYSTEMS~ 
The advent of digitally control led s y s t e m s  for  
environmental  tes t ing and ana lys i s  will subs tan-  
t ia l ly  a f fec t  the  scope,  operat ion,  and personnel  
s t r u c t u r e  of environmental  t es t  l a b o r a t o r i e s  
employing such devices.  The degree  of impact  will 
depend upon the types of appl icat ions to  be sup-  
ported.  Although only a few of these  s y s t e m s  ex is t  
a t  p resen t ,  dozens will  be purchased  in the future 
for  t es t  operat ions and control ,  ana lyses ,  and o ther  
re la ted  appl icat ions.  The advantages of the .'igital 
t e s t  s y s t e m  over  the o l d e r  analo 8 systems have been descr ibed  in the l i t e r a t u r e (  ) and a r e  l is ted in 
a p r i o r  sect ion of th i s  paper  and will  not be repea ted  
h e r e  except to s a y  that the digital s y s t e m s  will  
r ep lace  the analog s y s t e m s  because the digi ta l  s y s -  
t e m  functions a r e  computer  -control led and a r e  
adaptable to  many appl icat ions.  The analyt ical  
capability of these s y s t e m s  can  often justify the i r  
procurement  almost  independent of the c ~ n t r o l  
function. 
The purpose of this sect ion of the paper  i s  to 
suggest  appl icat ions,  l i s t  ha rdware ,  sof tware,  and 
personnel  requ i rements ,  and d i s c u s s  pert inent  
quest ions that m u s t  be answered  and facts  that 
should be known pr io r  to designing o r  specifying a ~ l  
procuring computer -cont ro l led  environmental  t es t  
s y s t e m s .  
A .  S y s t ~ m  C h a r a c t e r i s t i c s  and Applications 
1. Induced Random Vibration T e s t  s y s t e m s 8  The 
f i r s t  computer -cont ro l led  t e s t  s y s t e m  ,was designed 
f o r  random environment  simulation!") Computer -  
control led s ine-wave tes t  s y s t e m s ,  a l a t e r  develop- 
ment, a r e  d i scussed  in the following sect ion.  
Random-type computer  t e s t  s y s t e m s  a r e  apparent ly 
'The t e r m s  "induced" and "induced environment"  a s  used In this  sect ion r e f e r  to a mechanical ly produced 
o r  s imulated environmental  effect,  such a s  a mechanical  vibration o r  shock.  'There i s  no implicat ion 
that the cause  of An induced environment  necessar i ly  o r jg ina tes  in a mechanical  p r o c e s s  
crea t ing  the mos t  in te res t  and g r e a t e s t  demand a t  
preaent .  Unfortunately, th i s  category of computer  
control  has  been the hardeat  to  implement. The 
genera l  ccacep ts  f o r  random tes t  s y s t e m s  a r e  
descr ibed  In this  payer ,  and the basic  a lgor i thms  
t o  implement  these  concepts  w e r e  or iginal ly p r e -  
sented in  Ref. 19. 
All of the  or iginal  random-type digital control  eye-  
t e m s  w e r e  designed around existing m a i n  subeys-  
t e m s  that  were  available during the construct ion of 
these  t e s t  sys tems .  The bas ic  control  syrrtem 
hardware  c a n  be divided into th ree  m a i n  subsys-  
aine-wave t e s t  ayatem should be  able  to  provide the 
following mul t i -acce le rometer  channel  functionm: 
(1) P e a k  control .  
(2 )  RMS ( o r  o ther  type of averaging)  control .  
(3 )  Displacement  control .  
(4) Velocity control .  
(5)  Accelerat ion control .  
(6)  Multivibration-level p rogramming .  
(7)  Signal l o s s  a l e r t  o r  shutdown. 
a Fourier processor* a and an The s y s t e m  should also be capable of act ing a s  a interface that may be part of Or peak limiter for each  channel of control, independ- f r o m  the f i r s t  two subsys tems .  
e n t  of the  functions above. If any one, s o m e ,  o r  a l l  
An interest ing and probably worthwhile control  
concept modification was  suggested by ~ l o a n e (  la). 
In th i s  method of random vibrat ion control ,  c r o s s -  
s p e c t r a l  density techniques a r e  used  t o  es t imate  
the t r a n s f e r  function of the yibrat ion s y s t e m  
including the t e s t  i tem. Spec t rum control  i s  
achieved at  the point ts)  of observat ion s o  that the 
output s p e c t r u m  cons i s t s  of two par t s :  a control  
s p e c t r u m  represen t ing  the environment  t o  which 
the  s t r u c t u r e  i s  t es ted  and a second s p e c t r u m  
represen t ing  uncor re la ted  self-noise generated 
f r o m  t e s t  spec imen non1ineari:it.s. Only a s o ~ . w a r e  
change i s  requ i red  to  implement th i s  concept.  
Computer-control led random environment  t e s t  aye-  
t e m s  ~ h o u l d  include the following m u l t i -  ransducer  
channel functions: 
(1)  Spec t rum o r  spa t ia l  averaging control!26' 27) 
(2 )  Aler t  o r  shutdown for  signal l o s s .  
( 3 )  A l e r t  o r  shutdown for  spec t rum out of 
specification. 
2. Sine- Wave T e s t  Sys tems .  Computer-control led 
s ine  t e s t  s y s t e m s  a r e  l e s s  expensive than computer -  
control led random t e s t  s v s t e m s  because the F o u r i e r  
p r o c e s s o r  i s  not requ i red  for  the s ine  sys tem.  
However, another  subsystem is required:  the 
digitally control led  oscillator(^^ 10. 11) o r  some 
o ther  method of producing and controlling (in 
frequency and amplitude! a s ine  wave under c o m -  
puter  control .  
The ro le  of the computer  f o r  sine-wave test ing i s  
nebulous. One manufac ture r  suggests  letting the 
computer  provide a superv isory  role  only(9) and 
h a s  provided special-purpose hardware  t o  genera te  
and cont ro i  the s ine-wave forcing function. The 
au thor  bel ieves that the s y s t e m  computer  should be 
made  to provide and control  a 8  many functions a s  
possible  for  whatever  application i s  needed, and 
that this  capability should be achieved through the 
use  of sof tware r a t h e r  than by attaching per iphera l  
h a r d w a r e ,  which d e c r e a s e s  the sys tem rel iabi l i ty .  
Such a solution holds down hardware  c o s t s  but 
i n c r e a s e s  aoftware coa t s .  P e r h a p s  an opt imum 
c o m p r o m i s e  to  this  d i lemma i s  to l e t  the computer  
d e t e r m i n e  and control  the frequency and amplitude 
of a s ine-wave function genera tor  a s  implemented 
by   ori in(^^). In any c a s e ,  a computer-control led 
of the control  a c c e l e r o m e t e r s  eiceed a p r e d e t e r -  
mined  level ,  the s y s t e m  should shut itself down in 
a control led manner  and advise the opera tor  which 
a c c e l e r o m e t e r ( 8 )  exceeded the prede te rmined  level .  
A; with the random tes t  sys tem,  the teat  specif ica-  
tion for  conducting a s ine-wave t e s t  i s  e n t e r e d  by 
m e a n s  of a p r e t e s t  conversat ional  language 
p r o g r a m .  
At p r e s e n t ,  the additional cos t  fac tor  f o r  a s ine  
s y s t e m  over  a n  n-channel (n  > 1) random s y s t e m  
i s  1 .1.  That is,  if the random s y s t e m  c o s t s  1 unit, 
1.1 uni ts  will buy the s ine  s y s t e m .  
Trans ien t  waveform test ing cap;)3ility may  add to 
the  cos t ,  in the f o r m  of additional s o f t u l r ~ :  t r a n -  
s ien t  waveform test ing a l s o  r e q u i r e s  a F o u r i e r  
p r o c e s s o r .  If the requ i red  t rana ien t  waveform is  
produced by the t e s t  s y s t e m  computer ,  however ,  no 
new hardware  will be requ i red  If the  vendor p r o -  
vides the t rans ien t  waveform software " f ree  uf 
c h a r g e , "  then the cos t  fac tor  of 1 .1  appl ies  fo r  a n  
n-channel random s y s t e m  with s ine,  shock, and 
t ranaient  waveform capabi l i ty .  
3 .  Large  -Scale Data Analysis  and P r e s e n t a t i o n .  
Large-sca le  t ime  s e r i e s  analysis  and presen ta t ion  
i s  a n  ex t remely  worthwhile b;-product' of the  
induced environmental  t e s t  s y s t e m  This  type of 
application i s  made possible  by the F o u r i e r  p r o c e s -  
s o r  assoc ia ted  with the random-type cont ro l  s y s t e m  
( for  a detai led descript ion of this  type of ana lys i s  
and of the basic  frequency function a lgor i thms ,  s e e  
Ref. 29). The following t ime  and frequency domain 
ana lyses  a r e  e a s y  and inexpensive to implement:  
(1 )  T ime domain data  ana lys i s  and preecn ta -  
tion: auto-correlat ion,  c r o s s - c o r r e l a t i o n ,  
and probability d e r ~ s i t y  and dis tr ibut ion 
(2)  Frequency  domain data  ana lys i s  a1.d p r e s e n -  
tation: auto s p e c t r u m  (power s p e c t r a l  
densi ty) ,  c r o s s  spec t rum,  t r a n s f e r  function, 
coherence function, and shock s p e c t r u m  
The  computer-control led teat  s y s t e m s  c a n  support  
the  l a r g e  - sca le  ana lys i s  application m e r e l y  by 
additional sof tware and a high-speed output device 
that h a s  h a r d  copy capability. 
4. Natural  Environment  ~ e s t i n ~ ?  The computer -  
control led tes t  sys tem h a s  a definite two-part  appli- 
cation in natural  environment  testing: f o r  control  
and f o r  data  presentat ion.  No new technology i s  
required.  The F o u r i e r  p r o c e s s o r  i s  not requ i red  
for  th i s  function, but a n  interface con t ro l le r  i s  
requ i red ,  along with p r e s s u r e ,  t e m p e r a t u r e ,  and 
humidity control ler  8 .  These  c o n t r o l l e r s  c a n  con- 
t r o l  chamber  environments  and provide analog ( o r  
digital) information about the c h a m b e r  environ-  
ments .  This  information c a n  be displayed alpha-  
numerical ly  on a cathode r a y  tube (CRT)  and 
updated periodically. A permanent  copy of the 
chamber  environment p a r a m e t e r s  should be made 
periodical ly a s  well. Interrogat ion of the environ-  
mental  s ta tus  of any chamber  f r o m  the t e s t  sys tem 
teletype o r  CRT t e r m i n a l  would be a functional 
requ i rement .  
Two principal  facto.-s govern  the  cos t  cf a na tura l  
environment  computt , r  control  s y s t e m :  the sys tem 
a s  a n  add-on to a ran lorn  a n d / o r  s ine  sys tem,  and 
the s y s t e m  a s  specific tlly designed for  natural  
environment  control  ar.d presentat ion.  (The  l a t t e r  
type of sys tem,  which l a  provided by s o m e  manu- 
f a c t u r e r s ,  will not be d i scussed  h e r e . )  The natural  
environment  t es t  s y s t e m  could be an add-on to a 
random s y s t e m ,  a s ine sys tem,  o r  a random-s ine  
s y s t e m .  
The na tura l  environment  t e s t  s y s t e m  should be able 
to  c o ~ t r o l  and specify the following p a r a m e t e r s :  
Chamber  p r e s s u r e  control .  
Chamber ,  f ixture (hea t  exchanger) ,  and 
t e s t  i t em t e m p e r a t u r e  control .  
Chamber  humidity control .  
Specification of a l a r m  l i m i t s  f o r  p r e s s u r e ,  
t empera ture ,  humidity, chamber  l ine 
voltage and power interrupt ion,  t es t  i tem 
power supply voltage, ambient  room 
t e m p e r a t u r e ,  and w a t e r ,  a i r ,  and ni t rogen 
p r e s s u r e s .  
The following p a r a m e t e r s  should be avai lable  f o r  
presentat ion:  
( 1 )  Chamber p r e s s u r e .  
( 2 )  Fore l ine  p r e s s u r e .  
( 3 )  Backing p r e s s u r e .  
(4)  Chamber,  fixture, t e s t  i t em,  and ambient  
t e m p e r a t u r e s .  
(5 )  Chamber  humidity 
( 6 )  P w n p  status:  o r ~ j o f f  and valve posi t ions.  
(7)  F i r m  power and t e s t  itern power s ta tus .  
5 .  General-Engineering Use.  The bas ic  computer -  
control led t e s t  sys tem makes  a n  excel lent  genera l -  
engineering tool for  solving those types  of 
engineering prob lems  assoc ia ted  with the 
environmental  sc iences ,  including mechanica l  and 
e l e c t r i c a l  engineering ana lys i s  and syn thes i s .  Th is  
capabi l i ty  r e s u l t s  f r o m  thd genera l -purpose  com-  
pu te r  assoc ia ted  with t h e s e  s y s t e m s .  All of the 
computers  used  thus  f a r  will support  the BASIC 
u s e r  -or iented language, and s o m e  c o m p u t e r s  used  
c a n  a l s o  support  FORTRAN I V  o r  a f o r m  of 
FORTRAN, although not conveniently without s o m e  
s o r t  of m a s s  m e m o r y  s to rage .  T h e r e f o r e ,  it i s  
recommended  that m a s s  m e m o r y  be cons idered  f o r  
th i s  application and the appl icat ion to be discus:ed 
below. 
An a l te rna t ive  t o  t h e  m a s s  s to rage  h a r d w a r e  i s  
interfacing the computer  to a l a r g e r  computer  s y s -  
t e m .  This  i s  cal led mult iprocessing and m a k e s  
the control  s y s t e m  computer  a n  e x t r e m e l y  powerful 
tool a t  v e r y  l i t t le  additional cos t .  Computer- to-  
computer  ( a l s o  cal led p r o c e s s o r - t o - p r o c e s s o r )  
data  exchange provides two computers ,  each  with 
loca l  file space,  to  communicate  in  such  a way that  
each  computer  m a y  a c c e s s  data  s t o r e d  in the o ther .  
This  allows the control  s y s t e m  to p e r f o r m  such 
t a s k s  a s  interact ive f ixture design and to per form 
s y s t e m  ana lys i s .  However, 12,000 words  of 
m e m o r y  will allow engineers  to do m o s t  of the run-  
of- the-mil l  types of mechanical  and e lec t ron ic  
ana lys i s  and syn thes i s  p rob lems  r e q u i r e d  in  t e s t  
and control .  
6. Labora tory  Management Use. The bas ic  
control  s y s t e m  used  a s  a l abora tory  management  
tool r e q u j r e s  m a s s  s to rage  capabi l i ty  o r  computer -  
to-computer  interfacing.  The t e r m  " labora tory  
management  tool" i s  used  to denote a method of 
implementing the mathemat ics  of s y s t e m  ana lys i s ,  
which includes (but i s  not l imited to)  the following 
management  sc iences :  
L inear ,  nonl inear ,  and dynamic 
programming  
Reliability s tud ies .  
Stat is t ical  ana lys i s  and probability theory.  
Decision and  game theory .  
Queue theory,  including tes t  and design 
scheduling. 
Information theory.  
Forecas t ing .  
P r o g r a m  evaluation and review technique 
( P E R T )  ( c r i t i c a l  path method) and networks.  
Human engineering 
Financial  ana lys i s  
References  30 - 32 d i scuss  mos t  of t h e s e  topics in  
a genera l  way. Computer  p r o g r a m s  have been 
wri t ten to implement  the a lgor i thms  assoc ia ted  
with these  management  tools 
The control  s y s t e m  computer  and input /output (110) 
devices c a n  be used  for  genera l  admin is t ra t ive  
t a s k s  such a s  accounting and inventory and 
9 ~ h e  t e r m s  "natural" and "natural  environment"  a s  used  in this  paper  r e f e r  to environmental  effects  that 
occur  in nature,  including t e m p e r a t u r e ,  vacuum, humidity. sunlight,  sand and dust ,  fungus, sa l t  s p r a y ,  
o r  any combinations of these.  
equipment control. The ryrtem can also generate 
ter t  procedures and modify o r  update there proce- 
durer,  a s  required, since the computer manufac- 
turer  includes in his software a means of updating 
and modifying eource programs on a line-by-line 
basis.  This means that long l i s t r  and text can be 
modified more easily and quickly by the computer 
than by a typlrt. 
7. Other Applications. Only the creativity and 
imagination of the vendor and the potential ueer 
limit the applications of computer-controlled tes t  
syrtems. Besides the above-lieted applications. 
there systems a r e  being used a s  traneducer cali- 
brators,  earthquake simulatore, road simulators, 
mechanical impedance analyzers, and nuclear 
reactor monitors. 
The number and type of applications will determine 
the size, complexity, and cost of the computer- 
controlled operating system. (An operating eystem 
i s  defined here  to mean a test system under control 
of an executive program such that the operator 
merely specifies the test  function(s) desired.  The 
system does the rest ,  obtaining information from 
the operator a s  required.) 
Some of the applications above can be (and may be 
required to be) supported simultaneously. For  
example, the natural environment tes t  control 
functions, a s  described above, can be carr ied  on 
in parallel with a n  induced environment test. How- 
ever, if several  parallel operations a r e  necessary, 
two (o r  more)  computers may be requircd. 
8. Criteria for Determining Applications. How 
does one recognize the requirements for computer- 
controlled sys tems? The answer, of course,  i s  in 
knowing one's own testing requirements and knowing 
the advantages and capabilities of computer- 
coctrolled test  systems, a s  well a s  carefully 
considering the following factors: 
(1) The tes t  function performed by the environ- 
mental test  laboratory. If the function is  to 
provide induced random and/or sine-wave 
simulation and/or shock pulse or  shock 
spectrum environments to complex test 
items requiring complex fixturing, then the 
laboratory may be a likely candidate for a 
computer-controlled test  system. If the 
test  program requires testing m items 
using n tes t  specifications, where m is  a 
relatively large number, and there i s  truly 
a need to ensure test  repeatability by 
implementing the n specifications several  
t imes during the test program, there is an 
additional argument for the computer- 
controlled test system. If, in addition, any 
appreciable amount of data reciuction, 
analysis, and presentation is  required for 
tes t  documentation or test epecimen design, 
development, and reliability o r  structural  
behavior rtudies, there i s  all the more  
reason for considering computer-controlled 
tes t  systems. If the laboratory i s  also 
performing natural environment terting on 
the same m iteme, there may be r need for 
an operating test  rystem to provide all  the 
tee t functionr . 
( 2 )  The requirements that may make the s y r -  
tem feasible. Two conditionr under which 
a computer-controlled test  system may be 
justified are:  when the procurement or 
conrtruction of an automated test system 
pro:ider the laboratory with greater  test  
control features and when operating costs 
may be reduced, thereby achieving a l e s s  
expenrive program. The following a r e  
additional considerations in making euch a 
choice: 
(a)  Increase in test volume (that i r ,  a 
greater  number of tests  in a given 
period of time) for the same test  
facilities and space. 
(b) Safer and more  accurate testing with 
reduced setup time and fewer human 
e r r o r s .  
(c) Repeatable testing and testing that can be 
exactly duplicated at other laboratories. 
(d) Data analysis capability without 
depending on external (department, 
plant, outside agency) facilities. 
(e)  Automatic post-test performance 
documentation. 
( f )  Flexible capability of implementing 
new or  different test philosophies and 
expanding the test  capability merely by 
changing or  modifying software. 
( 3 )  The existing rest syetem control capability 
and the sys tem's  limitations and problems. 
If the existing system i s  adequate for the 
present and near-future requirements, it 
may not be possible to justify a computer- 
controlled test system at present.  On the 
other hand, arguments for justifying the 
computer may lie in situations where, (a), it 
i s  necessary to subcontract such functions 
a s  fixture design and data reduction, anal- 
ysis, and presentation; (b) ,  the laboratory 
i s  una',le to do all the testing that is 
required: ( c ) ,  the tests  a r e  based on what 
can conveniently be done, rather than on 
what should be done; or  (d),  the addition of 
a new system would increase the test con- 
t ro l  capability. 
(4) The posribility that a new control system 
must interface with any part of the existing 
control system(s).  A computer may create  
new control problems if it must be inter-  
faced to existing hardware. On the other 
hand, the old system can possibly be used 
in i ts  existing form as  a parallel redundant 
(but limited) test  control syetem, completely 
independent from the new system. 
B. System Hardware and Software 
1. Add-on Hardware and Software. Table 7 l i s t s  
the hierarchy of hardware and software for the 
types of applications that can be supported by 
computer-controlled environmental te r t  systems on 
an add-on basir .  
Table  7. Computer  t e s t  s y s t e m s  h i e r a r c h y  of hardware  and software 
Application Requi rements  
I. Basic  sys tem,  
n channels  of t e s t  
control  
11. Random s y s t e m ,  
n channels  of t e s t  
control  ( fo r  
induced vibrat ion 
and acoust ic  
t es t ing)  
A. Computer  s y s t e m  
1. General-purpose 
computer  
2 .  High-speed paper  
tape r e a d e r  
3 .  High-speed paper  
tape punch 
4 .  Analog mult iplexer  
and AID conver te r  
5. P r i o r i t y  in te r rup t  
l ines  
6 .  Direct  mult iplex 
cont ro l /d i rec t  
m e m o r y  a c c e s s  
channels  
7. Group I  sof tware 
package (equipment 
manufac ture r ' s  
sof tware l i b r a r y )  
8. 8000 c o r e  m e m o r y  
B. Conditioning and 
conversion equipment 
1. Input /output 
ampl i f ie r s  / 
a t tenua tors  
2. D/A conver te r  
3. Input ant i -al iasing 
f i l t e r s  
4.  Output low-pass  
f i l t e r  
C.  Input/output equipmtant 
1. CRTIkeyboard 
t e r m i n a l  with h a r d  
copy capability 
2. Group I  cable  and 
connector  package 
A. Group I  hardware  and 
software 
B. F o u r i e r  p r o c e s s o r  
(dual channel)  
C .  Interface con t ro l le r ,  
v e r s i o n  1 
D. Additional 4000 
m e m o r y  (12,000 total)  
E .  Group I1 software 
package 
F Group I1 cable  and 
connector package 
111 L a r g e - s c a l e  data 
ana lys i s  and 
presentat ion 
A. Group I1 hardware  
and software 
B. Group I11 software 
A bas ic  s y s t e m  is defined Ln t e r m s  of t h r e e  
e lemcnts :  the computer ,  conditioning ar.d conver-  
sion equipment ,  and input/output dev ices .  These 
e lemcnts ,  consisting of both hardware and soft- 
ware.  a r e  required independent of the application 
and, whatever  applications a r e  requ i red ,  additional 
hardware  and software mus t  be addcd to the basic  
s y s t e m .  
The next systcrn hn Table 7 ' s  defined for induced 
random-exci tat ion envlronnlental tes t ing.  This  
~ ~ p l i c ' a t i o n  Requi rements  
IV. 
V. 
VI. 
VII. 
Sine ( n  channels)  
shock and t r a n -  
s ien t  waveform 
ana lys i s  and 
control  
A. Croup  I h a r d w a r e  and 
sof tware  
B .  Additional conditioning 
and convers ion  
equipment 
1. Computer -  
control led function 
genera tor  
2 .  P e a k  cont ro l  
h a r d w a r e  
3. Average cont ro l  
h a r d w a r e  
C .  Interface con t ro l le r ,  
ve rs ion  Z 
D. Group  IV sof tware  
package 
E .  Group IV cab le  
and connector  
package 
Natura l  environ-  
ment  t e s t  s y s t e m ,  
n channels  ( i e s s  
c h a m b e r  
c o n t r o l l e r s )  
Genera l  
engineering tool 
Labora tory  
management  tool 
A. Basic  s y s t e m  
B. Mult iplexer  expansion 
for  computer  output 
control  
C .  Real - t ime  clock added 
to computer  
D. Group  V sof tware  
package 
E Interface con t ro l le r ,  
v e r s i o n  3 
F. Group V cable and 
connector  
package 
A. Bas ic  s y s t e m  
B Additional 
4000 m e m o r y  
(16,OOC total)  
C .  User -genera ted  
software 
A. Group VI h a r d w a r e  
B M a s s  s to rage  capabi l-  
ity o r  l ink-up capabi l-  
i ty to l a r g e - s c a l e  
computer  
C .  Additional equipment  
m a n u f a c t u r e r ' s  
sof tware 
D. User -genera ted  
software 
E Optional high-speed 
i n ~ u t  device 
application was chosen second to the bas ic  s y s t e m ,  
r a t h e r  than a s ine-wave tes t  s y s t e m ,  because  of 
p r e s e n t  in te res t  and demand.  The 1a.ge-scale  data  
ana lys i s  t e s t  s y s t e m  1s essen t ia l ly  a  by-product  of 
the random tes t  sy,ptem dnd r e q u i r e s  only some 
addi"3nal c o r e  m e m o r y  and sof tware .  The s ine-  
wave tes t  s y s t e m  a l s o  r e q u i r e s  additional hardware  
and different sof tware but does not r e q u i r e  the 
F o u r i e r  p r o c e s s o r  used in the random tes t  s y s t e m  
tiowever, it may he possible  to  u t ~ l i z e  the F o u r i e r  
p r o c e s s o r  for s ine-wave test ing at s o m e  future 
t i m e  s ince  the hardwired  F o u r i e r  p r o c e r r o r r  con- 
t a in  s i n e  (and cosine)  t ab le r  within " read  only 
m e m o r y "  in o r d e r  t o  implement  the f o r t  F o u r i e r  
t r a n r f o r m  algori thm. A different v e r s i o n  of the 
interface con t ro l le r  i s  requ i red  for  thr  appl icat ionr  
of random and s ine t e s t  s y r t e m a  a s  well a s  a natu- 
ral environment  t es t  sys tem.  T h e s e  different 
v e r s i o n s  a r e  r e a l l y  insignificant in t e r m r  of tech-  
nology and complexity, and could eas i ly  be  incor -  
porated into a single con t ro l le r  a t  v e r y  l i t t le  if any 
additional cost .  
The m a i n  additional hardware  f o r  the na tura l  envi-  
ronment  t e s t  s y s t e m  i s  a n  expansion of the  mult i -  
p lexer  capability in o r d e r  to  control  n number  of 
c h a m b e r s  and m functions f o r  each chamber .  In 
addition, a rea l - t ime  clock i s  n e c e s s a r y  in  th i s  
application in o r d e r  to  conveniently p resen t  the 
chamber  p a r a m e t e r s  (environments)  a t  regu la r  
in te rva l s  of t ime .  
The t e s t  s y s t e m s  used  a s  genera l  engineering and 
management  tools r e q u i r e  only additional computer  
m e m o r y  s to rage  capability and special ized soft-  
ware ,  most ly user -genera ted .  
2. Control  System Software. 'A key quest ion a f t e r  
t h e  appl icat ions a r e  chosen concerns  the s ta tus  of the 
r e q u i r e d  software;  that  is, a r e  the software logic 
p r o g r a m s  available to  sa t i s fy  the proposed  appli- 
ca t ions?  The specif ic  appl icat ions? O r  will the  
vendor  develop th i s  sof tware while he  i s  putting the  
s y s t e m  toge ther?  O r  should the u s e r ' e  p r o g r a m -  
- - 
m e r  develop i t ?  
The software logic p r o g r a m s  have been developed 
for  "s tandard" random sine-wave control ,  and 
t rans ien t  waveform control  and ana lys i s .  Shock 
s p e c t r u m  testing philosophy i s  a s  confused in the 
digi ta l  world a s  it is in  the analog world.  
T o  the  j e s t  of the au thors '  knowledge, t h e r e  h a s  
been no software development for  na tura l  environ-  
ment  testing by the vendors  in the bus iness  of 
supplying these new computer-control led environ-  
menta l  t e s t  s y s t e m s ,  but s o m e  software develop- 
ment has been done by vendors  supplying computer  
con t ro l  s y s t e m s  specif ical ly  fo r  chamber  control .  
A s  spec ia l  applications appear ,  special  p r o g r a m s  
will be developed. If e v e r y  vendor a s e d  the name 
equipment ,  a p r o g r a m  bank could be establ ished,  
but th i s  i s  not likely to  happen. The c loses t  
approach  to such coo+rat ion thus f a r  on these  
s y s t e m s  1s the use o i  the Digital Equipment Corp.  
PDP- 11 computer ,  although th i s  is  not un iversa l .  
One fac tor  i s  common to a l l  the p resen t  control  
sys tems:  the logic p r o g r a m r  a r e  general ly  wr i t t en  
i r r  a s s e m b l y  language and, when these  s y s t e m s  a r e  
p r o c u r e d ,  the buyer rece ives  s y s t e m  taper  to  
implement  the control  functions. These  s y s t e m  
tapes  were  genera ted  by the vendor using the p r o -  
cedure  in Fig.  47. If the u s e r ' s  organizat ion s t r u c -  
t u r e  includes a p r o g r a m m e r ,  a s  the author  recorn-  
mends ,  then the control  r y s t e m  epccification 
mus t  include the s o u r c e  tapes used  in generat ing 
the s y s t e m  tapes,  whether  the t apes  a r e  p ropr ie ta ry  
o r  not .  
All of the por t -p rocurement  p r o g r a m r  rhould be  
wr i t t en  in the a r r e m b l y  language rupportcd by the 
s y r t e m  a r s e m b l e r .  (Higher- level  computer  l an-  
guager  ouch a s  FORTRAN a r e  probably too ineffi- 
c ient  f o r  r e a l - t i m e  cont ro l . )  The vendor should 
supply updated p r o g r a m s  and l is t ings f r e e  of 
c h a r g e .  The computer  manufac ture r  will r end  the 
u s e r  updated object t apes  and s o u r c e  l is t ing f o r  
the computer .  There  m a y  b e  a c h a r g e  f o r  t h e r e  
p r o g r a m r .  
C .  Conr t ra in t s  and Tradeoffr  
1. Genera l  Specificationr. The r y s t e m  i r  rpec i -  
f ied when the applications a r e  defined. However, 
t h e r e  i s  m o r e  than one vendor avai lable  to  build a n  
operat ing rys tem,  and each vendor h a s  a reerningly 
e n d l e s s  l i s t  of options. This  rec t ion  d i s c u r s e s  
s o m e  important  p a r a m e t e r s  of the s y r t e m  and 
s o m e  of t h e  input/output and m e m o r y  options, along 
with o ther  cons t ra in t s .  
The five m o s t  important  requ i rements  of the total  
s y s t e m  a r e ,  in  o r d e r  of importance:  
(1; The s y s t e m  muat  be flexible eaough to m e e t  
c u r r e n t  and ant icipated needs.  
(2 )  The s y s t e m  mus t  be safe  to  opera te  and 
work around.  
( 3 )  The s y s t e m  mus t  be human-engineered for  
e a s e  of operat ion,  maintenance,  and 
personnel  t ra ining.  
(4) The s y s t e m  mus t  be adaptive and eas i ly  and 
economical ly expandable, both f r o m  the 
standpoint of hardware  and of sof tware .  
(5) The s y s t e m  m u s t  have a p r a c t i c a l  capi tal  
coat  and prac t ica l  cos t  of operat ion.  
2. Input-Output Options The 110  options probably 
d e s e r v e  the m o s t  concern  and contr ibute  signifi- 
cant ly to the overa l l  cos t .  Table 8 l i s t s  s o m e  of 
the m o r e  popular 110 devices.  A choice m a y  have 
to be made  between a t e lepr in te r  such a s  a Teletype 
Corp .  ASR 3 3  o r  35 and a CRT t e r m i n a l  such a s  a 
Tektronix 40 10- 1 with the 46 10 h a r d  copy unit (The  
designat ion "ASR" means  "automtatic rend-receive.")  
The 3 3  machine,  which c o m e s  "standard" with mos t  
of the  computer-control led test  s y s t e m s ,  i s  made  
most ly of plast ic  and i s  inexpensive. It i s  a good 
machine for  per iodic  use.  but it  i s  not a continuous- 
duty machine.  A u s e r  who needs a continuous.duty 
machine should specify the ASR 35 ,  which i s  made  
of meta l  and i s  m o r e  than twice a s  e x p e n ~ i v e  as  the 
ASR 3 3 .  On the o ther  hand. the 3 3  i s  m o r e  conven- 
ient t o  use  than the 35 for  cor rec t ing  and duplicating 
s h o r t  p r o g r a m s .  The au thor  recommends  a n  
ASR 3 3  if the u s e r  i s  specifying a high-speed r e a d e r  
and punch and i f  he plans to  obtain s o m e  o ther  high- 
speed  output device.  A u s e r  who i s  te letype-l imited 
should specify the 3 5  over  the 3 3  
These  te letypes ( T T Y s )  wili input data  to  the s y s -  
t e m  f r o m  e i t h e r  the keyboard o r  prcpunched paper  
tape ( they have s low-speed fee le r  wire- type 
Table 8. Input/output devicer ruitable for computer-controlled tent ry r t emr  
Cort Functionr Significant limitation8 Device factor Input Output Input Output 
TTY M33 1.0 
2.4 
4.0 and 
UP 
2.0 
1.8-2.5 
2.0 
0.7-5.0 
Keyboard, paper 
tape reader 
Keyboard, paper 
tape reader 
Keyboard 
Serial printer  paper 
tape punch 
Serial printer  paper 
tape punch 
Alphanumeric CRT 
dirplay with hard 
copy capability 
Slow 
Not continuour duty 
Slow TTY M3S 
CRT termi-  
nal with 
hard cop) 
capabilit; 
No tape reader  No tape punch 
I..gh-rpoed 
paper tape 
reader  
Paper tape 
reader 
High-rpeed 
paper tape 
punch 
Paper tape punch - Cort function 
i r  propor- 
tional to 
speed 
200 characters  l a  50 
charactere / r  
(not really 
high rpeed) 
Combina- 
tion high- 
epeed 
reader  and 
punch 
Paper tape 
reader 
Paper tape punch 
Plotter  Alphanumeric graphic 
presentation 
Interfacing 
and D/A 
converrion if 
plotter is 
analog type 
Require* 
cache rtorage 
for full 
epeed 
advantage 
High-speed 3.0- 10.0 
printer  
Serial  or  parallel 
(line) printer  
readers)  and will print out data from the system 
onto paper tape and punch the data onto tape. It is 
also poerible to punch a tape from the keyboard 
off-line: that is, when the TTY ie not electrically 
connected to the eyetern. 
aeeembler a re  available from the CRT terminal 
manufacturer for a small  fee. These programr 
conveniently allow the syetemr operator to utilize 
the full capability of the graphic display. 
If the u r e r ' r  orgacization will include a program- 
mer ,  a s  recomnlended, then a high-speed paper 
tape punch will be required for tape program gener- 
ation. (A high-speed paper tape reader  comer with 
the control ryr tem.)  High-speed punching ir  from 
50 to 110 charactere /eec .  (High-rpeed paper tape 
reading ir  from 150 to 300 cha rac te r r / r ec . )  
The TTYs a re  slow (about 10 charactere /eec)  and, 
except for very short source programr,  a r e  
virtually uselere for a paper tape input device. 
A low-coet CRT terminal cor ts  slightly more than 
four t imes  ar  much a r  an ASR 33 TTY. Thie 
graphic terminal with the hard copy option will do 
everything the TTYr do and more, except that it 
will not punch or read tape. The hard copy option 
will allow permanent copier of the CRT dirplay. 
The f i r r t  copy taker about 18 sec.  Teat rpecifica- 
tions can be placed into the operating eyrtem via 
the CRT terminal keyboard. An optional TTY port 
interface is required with the Tektronix unit men- 
tioned above. The hard copy option cannot be added 
to the rtandard terminal after the fact. If a user 
will need the hard copy capability at  a la ter  date, 
he must specify that option when rpccifying the 
initial CRT terminal. 
It ie very deeirable to have some type of high-epeed 
printer for obtaining rource program lirtingr when 
developing new roftware logic programr.  However, 
the CRT terminal could be used for the source 
l ir t ingr,  producing one page every 18 rec,  
72 choracterr/ l ine,  and 35 linealpage. A line 
prlnter  operating at 300 l i n e ~ l m i n ,  120 character r1  
line, and 50 l inerlpage i r  farter .  The decision 
murt  be bared on the amount of programming 
required and on the applicationr. Another conrid- 
eration, however, ir the generation and coat of 
multiple copiee, in contrart  to single copier. 
Impact typer of printer. can make an many am five 
copier rimultaneourly, and TTYr can make two 
copier rimultaneourly. The CRT devicer can makc 
only one copy of the dirplay at a time, but, of 
The graphic dirplay capability of the CRT terminal 
i s  the plur factor over the TTY. Software logic 
programr rupporled by the conlrol ryetem 
c o u r s e ,  it i r  posr ible  to  copy the dirplay a r  many 
t i m e s  a s  n e c e r s a r y .  
P l o t t e r s  can  a l r o  be considered a s  a m e a n r  of 
graphical ly displaying the r e r u l t r  of a t e r t  o r  the 
output f r o m  the sys tem.  There  a r e  many devicer ,  
both analog and digital,  that could be ured .  The 
plot ter  mus t  be control led by the computer .  It 
should a l r o  be able to plot and label  the output f r o m  
a n  analysis  p r o g r a m  within, ray ,  20 s e c  o r  the 
r y r t e m  will usual ly be waiting f o r  the plot ter .  As 
i t  i r ,  the 1/0 devices a r e  the r lowert  l inkr  in  the 
control  ays tem.  
Lnput ampl i f ie r s  and ant i -al iar ing f i l t e r s ,  a l t h o ~ g h  
not t ru ly  considered 110 devicer  in  the computer  
field s e n s e ,  a r e  important  analog input devicer ,  a8 
d i scussed  previously.  T r a n s d u c e r  conditioning 
ampl i f ie r s  should be of the differential-input.type 
in o r d e r  to  cancel  out commoi-mode noise r t d ~ n g  
on the shielded cab le r  f r o m  the t r a n r d u c e r r .  
T h e r e  rhould be  a t  l e a s t  90 d B  of common-mode 
reject ion a t  the nominal gain se t t ings  of these  
ampl i f ie r s .  They mus t  not be s lew-ra te  l imited 
f o r  shock testing. 
The input ant i -al iasing f i l t e r s  se t  the control  band- 
width commensura te  with the sampl in j  theorem.  
The l o u . p a s a  f i l t e r s  should be capable of a t  l e a s t  
36 dB/octave rolloff f r o m  the cutoff frequency 
(6-pole f i l t e r s ) .  T h e i r  c h a r a c t e r i s t i c s  should be  of 
the Butterworth type (maximally flat response)  fo r  
vibrat ion control ,  but they m u s t  have l inear  phase 
c b a r a c t e r i s t i c a  f o r  shock teat  work: that i r ,  both 
shock s p e c t r u m  and t rans ien t  waveform types of 
testing. 
3. Control Loop Cycle Speed Constraints .  How 
fast  mus t  the internal  p r o c e s s e s  of the control  s y s -  
t e m  be per formed in e r d e r  to implement  the appl i-  
cation concept? This  i s  difficult to mswer ,  but 
the question can  be res ta tez :  "Are the internal  
p r o c e s s e s  fas t  enough to me2t  the appl icat ion?" 
The speed requi rement  i s  o f  in te res t  only when one 
i s  using the s y s t e m  f o r  rea l - t ime  control  o r  r e a l -  
t ime  analysis  and, even then, is c r i t i ca l  only for  
random-type ter t ing Some of the l a tes t  special-  
purpore F o u r i e r  p r o c e r r o r r  a r e  r o  fas t  that the 
m e m o r y  cycle t ime  of the computer  i s  becoming 
the limiting speed fac tor .  Speed i r  important  
becaure  a minimum number  of a lgor i thmr  m u r t  be 
executed by the s y r t e m  in o r d e r  to implement  any 
control  application. It i r  de r i rab le  t o  have s o m e  
t i m e  left over  s o  that additional a l g o r i t h r r  or 
additional coding within an ~ l g o r i t h m  car* oe added 
to the p r o g r a m  
a .  Sine-wave te r t in  . If spec ia l  hardware  i s  used  
t o  genera te  a rwept !ine wave, and spec ia l  h a r d -  
ware  i s  u r e d  to implement  the conceptr  of peak o r  
average  control  of s e v e r a l  control  channelr ,  then 
no par t i cu la r  speed concern  i r  required.  However, 
if r o m e  of these  functionr a r e  per formed by the 
computer ,  then it i r  the vendor 's  re rponr ib i l i ty  to 
a s s u r e  the cus tomer  that  the p r o c e s s e r  c a n  in fact 
be c a r r i e d  out f a r t  enough r o  that him r y r t e m  will 
mee t  the functional requ i rement r  and rpecif icat ions.  
(Another conr t ra in t  on the vendor i r  that h i r  
a lgor i thmr  a r e  valid p r n c c r r e r ,  -nathematically 
rpeaking,  and genera te  phyrically valid r e r u l t r  
under  the  conceptr  of environmental  tes t ing.)  
b. Random ter t inp.  The pre ren t -day  computer -  
control led random teat  r y r t e m r  a r e  marg ina l ly  
fas t  enough t o  implement  the r e a l - t i m e  cont ro l  
function. In fact,  it h a s  been n e c e r s a r y  in r o m e  
r y r t e m r  to r e p e d ,  requentially, r e v e r a l  output 
da ta  f r a m e r  ( t ime  domain output forcing funct ionr)  
i n  o r d e r  to  provide enough t i m e  to p e r f o r m  a l l  the 
a lgor i thmr  n e c e r r a r y  f o r  ccntrol .  Thir  repe t i -  
t ion, if done proper ly ,  i s  legi t imate f r o m  the 
mathemat ica l  standpoint and probably doer  not 
degrade  the overa l l  induced random t e r t  philorophy, 
although it  r e s u l t r  in a rignificantly different audible 
noise f r o m  the shaker .  
The random teat  loop cycle  t i m e  is affected by 
ana lys i r  p a r a m e t e r s  descr ibed  in a previous s e c -  
tion of th i s  paper .  The random s y r t e m  used  a s  a n  
ana lyzer  gives the cus tomer  a l a r g e  combination of 
effect ive f i l t e r  bandwidthr and ana lys i s  bandwidthr, 
but, used a s  a con t ro l le r ,  the s y s t e m  allows only 
a l imited number  of choices hecaure  of the t ime  
requi red  to  execute the logic p r o g r a m s  dur ing  the 
control  loop cycle .  
Tb- number  of mult iplex control  channelr  i r  l imi ted  
by the computer  and mult iplexer  and by the maxi-  
m u m  A I D  conver te r  sample  r a t e .  Eight-channel 
control  with ana lys i s  bandwidthr up  to 2500 Hz  in 
available. The number of control  channels  c a n  
always be increased  by spending m o r e  money,' and 
30- o r  49-channel multiplexing i s  feasible  but 
expensive. Another problem, however ,  h a s  only a 
philosophical answer .  The problem i r  defined a s  
followr. Suppose 30-channel control  i s  requ i red  . 
f o r  a n  induced environmental  t es t .  Suppose a l s o  
that we sample  e v e r y  200 p r e c  and genera te  
100 s p e c t r a l  L n e r  (200 f r a m e  r i z e )  for  an ana lys i s  
bandwidth of 2500 Hz and a n  effective f i l t e r  band- 
width of 25 Hz. How long do we s a m p l e  e a c h  
response  t r a n s d u c e r  before moving to the next? If 
o u r  control  loop cycle  t i m e  i r  80 m r e c  and we 
sample  each t r a n s d u c e r  for  1 input f r a m e  (40 m s e c ) ,  
it would take 2.4 r e c  to cycle  through a l l  the  t r a n s -  
duc2ra.  O r  should we sample  the f i r s t  t r a n r d u c e r  
the f i r s t  200 psec ,  the second t ransducer  the 
second 200 psec ,  a t c . ?  In rhor t ,  what kind of 
s p e c t r a l  average  control  i r  p roper  fo r  the t e r t ?  
Mr c t  ~ t r o l  h o p  cycle  t ime  i r  avai lable  fo r  
r e \ e r b  r a t i r ~ a  acour t  i: tenting becaure  of the  
response  t i m e  of the reverbera t ion  c h a m b e r ,  
par t i cu la r ly  c h a m b e r s  l a r g e r  than 140 m 3  (-5000 It ). 
Repeating output f r a m e r  i s  der i rab le  in this  c a s e  
becaure  the t ime  constantr  of l a r g e  c h a m b e r 8  a r e  
in the  o r d e r  of recondr  a t  f requencier  below 500 Hz. 
E.:ternal generat ion of energy  above 1000 H z  i r  
urual ly not requ i red .  Convergence to  the d p r i r e d  
conrtant  bandwidth t e r t  r p e ~ i f i c a ~ i o n  m u r t  b e  v e r y  
r low compared  to random vibrat ion t e r t r ,  o r  
instability r e r u l t r .  
c .  Natural  environment  ter t ing.  Operat ing r y r t e m r  
a r  d e s c r i b e d  in thin paper  can e a r i l y  con t ro l  and 
p r e r e n t  e n v i r o n m e n t a l d a t a  f r o m  a t  learnt 24 cham-  
berm. Thi r  i r  a n  e a s y  tadk for  such a r y r t e m  The 
computer  would be bury  for  only a few mi l l i recondr  
each minute or co, unlerr  it war interrogated by 
the ryrtemr operator or  unlerr a TTY rather than 
a CRT terminal war ured for data presentation. 
4, Stora e 0 tionr. The amount of core  memory 
rpec*nd on the applicationr for the 
control ryrtem. In any care, 16,000-word rtorage 
rhould be the maximum upper limit. If moi e 
memory in required, dower-rpeed mama rtorage 
rhould be conridered (mar r  memory rtorage accerr  
time i r  rlower than core memory accerc . ime).  
Core rtorage in required for real-time control of 
nine-shock, random, and natural environmental 
tenting. Marr rtorage can be a convenie~t  or  
necesrary rtorage supplement for the general 
engineering and management tool applicationr. 
If applicationr justify a neei  for m a r s  storage 
capability, the urer  shoulc, specify at least 20 t imes 
more m a r r  storage than would be specified for core 
rtorage. Mass storage is  available in the form of 
drwnr,  dircs, or tape. Table 9 l i s t s  and definer 
several types of mass  storage devices allitable for 
the applicationr defined in thir paper. The tape 
cassette and cartridge mass  storage devices a r e  
becoming very popular for minicomputer systems 
',;:**re they a re  l e s s  expensive than any of the 
other devices. For the same mass  storage capa- 
bility, a tape cartridge unit will cost only about one 
quarter as much a s  a fixed-head disc, based upon 
present prices. The trend in the minicomputer 
burinerr seems to point toward tape cassette and 
cartridge mas. storage. However, a r-view of 
Table 9 rcvealr the tradeoffn required for the 
lower-coat tape units. 
D. Reliability and Maintenance 
force of lnortality. Unfortunately, h(t) i r  unknown 
a t  the preccnt time. If it i r  invaria .t with time, 
then h(t) = A ( a  conrtant) and h(t) i s  called rimply 
the failure rate. in which cr .  3 ,  
It rhould be underrtood that there i r  30 indication 
that the control ryr tem reliability model has an 
exponential form. Two yearr  of experience with a 
computer-controlled random ryr tem ruggerts, in 
fact, that the failure ra te  i r  variable. But in any 
care ,  it i r  imporrible to give mean time between 
failure (MTBF) or  mean time to repair  (MTTR) 
figure. for there b.,stemr. It i r  porsible to obtain 
reliability figures I rom the computer manufacturer 
and perhapr the Fourier  procerror  manufacturer, 
in the ca re  of a random-type control system. A 
simplified aer ies  bimodal (failure by open o r  rhort)  
reliability model could then be conrtructed. What 
really i s  needed is  the failure density function, 
which i r  defined an the probability denrity of the 
occurrence of failure an a function of time. 
2. Maintenance of the System. The purchaserr  of 
the computer-controlled systems a r e  obligated to 
maintain and repair  them. Some o r  a l ~  the rerpon- 
sibility can be transferred to the vendox- in the form 
of a service contract, o r  the responeibility for dif- 
ferent  parts  of the system can be transferred to 
outside rervice agencies. Thc authors recommend 
in-house rupport capability with a maintenance 
contract on the TTY, and vendor and manufacturer 
support, when required, with no service contract. 
The rationale for there recommendationr i s  
developed below. 
1. Control Syrtem Reliabilit . The general rel i-  Thur far ,  the available control systems a r  
abi:~ty function R(t) of the coi t ro l  nystem is given described in this paper a r e  available from vendors 
by who manufacture only part, of their control rye- 
tems, although thir will not always be the case.  At 
present, if a vendor buys a computer a s  an original 
Rlt) = exp [-fhlt)  dt) (88) equipment manufacturer (OEM), will the vendor be 
able to maintain and repair  it a s  well a s  the com- 
puter manufacturer? Hardly. It would probably be 
where h(t) dt i r  defined as the conditional proba- better ( less  expensive) to call for the computer 
bili;;? of a failure in the interval t, I + dt, given manufacturer'r services when required. It is 
fai lurc-free performance up to time t. The func- doubtful that the vendor, a s  an OEM, will ever be 
tion ~ ( t )  is called the integrant hazard function, or able to really compete with the computer manu- 
instantancr.ns failure rate,  o r ,  sometimer,  the facturer in servicing the system computer. At 
Table 9. Memory storage tradeoff parameters  
-- - 
Storage device Cost Words storage factor per block 
Average Tranrfer  rate,  
accees time t imetword 
Core 1 . 0  4,000 wordr a 1. 2 prec  
16, 000 wordr max 
Fixed head dirc 4.0 64,000 words 17 mrec  
256,000 wordr maxa 
1 . 2  prec  
16 prec 
Tape cartridge 0. 8 64,000 words/tracka 60 rec  3. 55 mrec  
4 trackr max 23-m (-75-ft! tape at 
90 m (-300 ft) max 19 c m l t e c  (7 5 inlrec) 
'Maximum a r  defined in thin table meanr a practical upper limit for the applications dercribed in 
the uauer. 
beat, a ae rv ice  agreement  between the vendor and 
the manufac ture r  of the romputer  could be 
a r ranged .  The name reasoning appliea to  the  
F o u r i e r  p r o c e r r o r ,  if one in required.  
Table 10 l ia ta  aome of thr. preventive maintenance 
functionr requ i red  for  an al l - round preveht ive 
maintenance p r o g r a m  for  random-type control  
ayatema.  
The vendor can aerv ice  and maintain the a m a l l e r ,  
lean expenrive per iphera l  componcnta, even though 
he may not manufacture them. One o r  two excep-  
tiona might be ruch  i t e m r  an d a c  o r  d r u m  m e m o -  
r iea,  l ine p r in te rs ,  and perhaps  CRT t e r m i n d a .  
Table 10. Some ~ r e v e n t i v e  maintenance 
functionr for  c o n  y t e r - c o n t r o l l e d  
random t e s t  ayatema 
P e r i o d  Maintenance function 
Daily 1. Check cooling fanr  
2. Run control  ayatem integri ty  
diagnort icr  
Another problem may be the location of the vendor'a 
rerctice facility. How f a r  in the facility f r o m  the  
urer 'a  locat ion? Will romeone f r o m  that faci l i ty  be  
able  to  r e r v i c e  the ayrtern o r  will the fac tory  b e  
requ i red  to  rend  romeone?  3 months 1. Check and adjurt  m a a t e r  clock frequency 
2. Check a l l  power rupply voltages 
3. Inspect,  c lean and oi l  TTY 
4. Clean a l l  a i r  f i l t e r r  
5. Clean and oi l  high-rpeed punch 
6.  Align optical p a p e r  tape 
rr. ader  
7. Clean and ar'.jrlrt l ine p r i n t e r  
The minicomputers  used  for  teat  control  c a n  be 
r e r v i c e d  in much the s a m e  way an the old black-  
and-white TV r e t a .  F i r a t ,  one r e a d r  in  the diag- 
nort ic  prograrna to de te rmine  what p a r t  of the 
computer  in malfunctioning. (In the c a r e  ~f the 
TV set.  the rymptoms could be r e e n  on the TV 
r c r e e n . )  Then one can  r t a r t  plugging in r p a r e  logic 
c a r d r ,  analogour to the s p a r e  TV tuber .  With luck, 
the problem can  be found. Reliability r tud ie r  show 
that the integrated c i rcu i t s  a r e  the l e a r t  l ikely 
device8 to fail .  But the point i r ,  the s y r t e m  ana-  
lyat  (if t h e r e  i r  one)  h a r  a good chance of finding 
and cor rec t ing  a r y s t c m  fai lure ,  depending upon 
his  exper ience  and training. Several  minicomputer  
manufacturer* offer  maintenance c l a r r e r  e i t h e r  
f r e e  ( fo r  the i r  c u r t o m e r a )  o r  a t  a nominal charge .  
6 montha 1. Cal ibrate  a l l  r m r  and peak 
reading m e t e r r  
2. Cal ibrate  orci l loecope and CRT 
displays 
3. Cal ibrate  charge  ampl i f ie ra  
4. Cai ibrate  110  ampl i f ie r8  and 
low-paan f i ' tera  
5. Cal ibrate  AID c o n v e r t e r ( r )  
6. Cal ibrate  D/A c o n - ~ e r t e r ( r )  
The computer  i r  not the only r u b r y r t e m  that m a y  
cauae prob lemr .  The computer ,  the F o u r i e r  
p roceaaor ,  and perhaps  the interface con t ro l le r  
a r e  the moat  complex r u b r y r t e m r ,  however, in the 
control  r y r t r m .  
If the u s e r  planr t o  do m o r t  of him uwn maintenance 
(an recommended),  it is very  irnpor:ant to conr ider  
s p a r e  p a r t r  and diagncrt ic  p r o g r a m a .  
S a r e  a r t r .  What p a r t r  of the sys tem will be 
:;ai* e r o m  the vendor a t  a m o m e n t ' s  not ice? 
Will it be lean expenrive to obtain p a r t r  f r o m  the 
manufac ture r  r a t h e r  than the vendor?  (The vendor 
may  a l r o  be the m a n u f a c t u ~ e r . )  What about auhryr -  
tern p a r t r  ruch a r  power aupplier ,  Converters ,  
TTYr ,  e t c . ?  
One precaut ion i s  important: if any type of s e r v i c e  
i r  to  be at tempted by anyone, manuala. rchemat ica ,  
p rocedures ,  and diagnostic p rograma will be 
requ i red .  The u r e r  s b w l d  rpecify them and r e e  to  
it that they a r e  kept u to  date  (an the s y r t e m  ana-  
l y r t ' r  responribilityll'. The vendor ha. a funda- 
mental  obligation to make  thin d ~ ~ ~ e n t a t i ~ n  
avai lable ,  t o  make s u r e  it i r  accura te ,  and t o  keep 
it accura te  a r  field modifications to him r y r t e m  a r c  
made.  Thi r  doer  not mean.  however, that h e  
should rupply thir  documentation f r e e  of charg- .  
It probably will be worthwhile to etock s o m e  lo,;ic 
c a r d r  for the computer ,  interface,  and the F o u r i e r  
p r o c e r a o r ,  if the s y r t e m  ha8 a F o v r ~ e r  p r o c e s r o r  
Some computer  manufac ture r r  se l l  maintenance and 
s p a r 2  p a r t s  k i t r .  Of c o u r s e ,  thir  will add to the 
total coat of the cnntrol  r y s t e m .  Other  r p a r e  partu 
and supplier  should include: 
Prevent ive maintenance which involver m o r e  than 
s imply repa i r ing  hardware  rhould be an in-house 
rupport  capability, except for the TTYr.  Teletype 
rn-chines a r e  mechanical  m o n r t e r r  and requi re  
careful  looking a f te r .  They need to be a lmos t  
i m m e r r e d  in oil  to opera te .  P a r t a  wear  out and 
clutrhea need adjusting, rp r ingr  need pulling o r  
cutting; above al l ,  TTYr  muat be kept clean. 
Although g r e a t  c a r e  har  been taken not to  mention 
actual  r u m s  of money in thin paper ,  it i r  important  
to know that a TTY will cor t  f rom $120 to $ 3 0 0 h e a r  
to maintain, depending upon how many machines a 
company in having maintained on a r e r v i c e  contract .  
The cost  will a l r o  depend upon the p a r t  of the 
country in which a u r e r  in located. 
Ink ribbons for TTY and p r i n t e r .  
P a p e r  fo r  TTY and pr in te r  o r  hard-copy 
machine.  
P a p e r  tape for  T'IY dnd h i g h - r p r r d  
punch. 
Oil and g r e a r p  for  paper  tape punch and 
TTY. 
1 u Personne l  rerponribi l i t ies  in  genera l  a r e  dincuared in l a t e r  sect ions.  
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(5) Blank format taper for high-speed printer. 
(6) Logic probe (very handy for 
troublerhooting). 
(7) Spare panel lampr. 
(8) Tape winder (thir device i s  an abrolute 
necerrity) for other than Ian fold tape. 
- b. Dia norticr. If the vendor rpendr x hours in 
the h n t  of software logic program. to 
meet an application, approximately 3x hours should 
be rpent in developing diagnortic programs to 
determine whether, in fact. the application i r  being 
met, and if not, why not. This i r  a very important 
point. perhapr the most important point of thir 
paper. When the system Is not working correctly. 
how doer one know what i r  wrong? Only the effect 
i r  obrervable. The cause i r  hidden. A properly 
organized diagnostic program will allow the system 
to diagnose itself. The computer manufacturerr 
have diagnostics for their cornputerr and their 
computer options. They have expended much money 
and effort in this type of ~of tware  development. It 
i r  necessary for the vendor to do likewire. If the 
vendor refuses to develop good dia~nost ic  pro- 
grams, the user must write his own, in which case 
he would require considerable knowledge of the 
vendor's hardware and software. The responri- 
bility of writing diagnostics should fall on the 
vendor. It i s  for this reason that a good control 
system specification must include diagnostic 
requirements. The vendor certainly has the right 
to charge for this very important software 
development. 
Table 11 l ists the type of diagnostic programs 
required to maintain a digitally controlled random 
test system. 
Table 11. Recommended diagnostics. computer- 
contrtlled random test system 
-- - -  - -- 
computera Core memory test 
Central processing unit (CPU) test 
Paper tape reader and punch 
integrity 
Real-time clock test and 
calibration 
Line printer integrity 
System Algorithm integrity (dual channei) 
Internal data tranrfer tert  
Core memory ter t  (Fourier 
i p rocermr)  
Frame size selection 
Data tranrfer acroro interface, 
I 110 teat 
I Control functionr test 
i Interrupt handling functions tent 
i Timing b 
a Usually supplied by computer manufacturer. 
b ~ e q u i r e s  logic hardware and orcillorcope. 
It i r  alro very desirable to write some rort  of 
timing diagnostic. It reemr there i s  no good way of 
doing this without the help of some logic hardware. 
Logic hardware should be included within the inter- 
face controller in ouch way that, with the aid of 
an orcilloacope and a software logic program, the 
ryrtem timing can be mapped and diagnored. 
E. Facility Requirementr 
Some facility changer may be required in order to 
accommodate a computer-controlled :eat ryrtem in 
a testing laboratory. The teat ryrtem should not 
be located clore to any rtrong electromagnetic 
interference source ruch a r  power ampli!.err, 
shakerr, shock machines. o r  cycling vrcuum 
pumpr. In addition, the equipment should be 
located in an air-conditioned environment where 
there i s  a minimal change in temperature through- 
out the terting day. It should be a clean environ- 
ment; the u re r  should inspect his own plant's 
computer facility and observe that environment. 
There control systems will require input power 
from 3000 to 6500 W, which means a minimal cur- 
rent requirement of 25 A. The power source should 
be dedicated to the control rystem. That in, a 
reparate transformer should be installed. and the 
control system should be the only equipment con- 
nected to the secondary of that transformer. Md- 
tiple ac outlets must be provided from the power 
source. The dedicated transformer need not be of 
the isolated type. 
The line voltage, 117 Vac, must be constant. or 
computer problems will result. If the line voltage 
drops too low, the system computer will not operate 
properly, although no one may be immediately 
aware that it i s  malfunctioning. 
If the control system i s  to be operated from a 
remote location, a cable raceway will be required 
from the test site to the control system. Only rig- 
nal lines should be laid on this raceway. If power 
switching will be performed from the control rys- 
tem, the power switching lines should not be routed 
parallel to the signal lines. 
Television monitoring equipment and some means 
of audio communications may be required for 
remote operation. 
It may be necessary to reconfigure some existing 
equipment in order to accommodate the contrcl 
syrtem. All these costs must be considered when 
planning for the control system. If the control 
ryrtem i s  to be coupled to an exirting computer 
facility, additional hardware including data re t r  
(modemr) and cabling will be required, increasing 
the total coat. 
F. Perronnel Requirements 
The ure of a computer in a tenting laboratory will 
require new o r  retrained perronnel if the manager 
i s  to avoid a drartically increasing operating bud- 
get; it i r  not financially feasible to have the vendor 
in reridence a t  the laboratory. 
Moreover, conr ider the difference6 between aualog 
and digital ter t  systemr: the analog ryrtemr con- 
r i r t  of hardware performing a finite number of 
functions, while the digital ryr temr conrirt of both 
hardware and roftware and can beat be dercribed 
a s  concepts. If necessary ,  one c a n  change, modify, 
o r  add t o  the sof tware  of a digital s y r t e m - i n  o ther  
words,  change the concept of the syateni.  Th i r  
cannot b e  done with the analog s y s t e m s  c u r r e n t l y  
avai lahle .  To  make the bes t  use  of th i s  adaptive 
capability, the manager  r e q u i r e s  personnel  ski l led 
i n  the  ~ p p l i c a t i o n s  of computer  control  and knowl- 
edgeable in the specif ic  kinds of test ing to  be done. 
At l eas t  p a r t  of the  test ing organizat ion will be 
fashioned into a s m a l l  computer  cen te r .  
F i g u r e  48 i l lus t ra tes  the relat ionship between a n  
operat ing s y s t e m  and the sk i l l s  requ i red  for  a n  
induced environment  t es t  group. These a r e  working 
g r o u p  functions requ i red  for  performing induced 
environmental  tes t ing and in no way re f lec t  the 
s t r u c t u r e  of the e n t i r e  t e s t  laboratory.  (Of course ,  
one p e r s o n  m a y  p e r f o r m  two o r  th ree  different 
functions.) Some of these  n e c e s s a r y  personnel  
functions a r e  fu r ther  d i scussed  below. 
1. Data Mana e r .  The data  manager  (who i s  not 
the M y  manager )  i s  in charge  of and 
responsible  f o r  the  functional s t r u c t u r e  i l lus t ra ted  
in  F ig .  48. He m u s t  have a keen understanding of 
both induced environmental  tes t ing and the computer  
sc iences  a s  applied to  h i s  operat ing sys tem.  His 
background should be mechanical  a s  well a s  e lec -  
t r i c a l  (e lec t ron ic )  and m u s t  include a comprehen-  
s ive understanding of the s tochast ic  p r o c e s s e s .  He 
mus t  a l s o  have a good understanding of t es t  
opera t ions .  
2. P r o  r a m m e r .  A p r o g r a m m e r  i s  r e q u i r e d  t o  
change __g__6 and  a d  s o f t w ~ r e  logic p r o g r a m s  a s  
requ i red .  The vendor cannot be expected to  make  
minor  p rogramming  changes o r  wri te  and a s s e m b l e  
p r o g r a m s  without a handsome charge.  
All the p r o g r a m s  requi red  by the operat ing s y s t e m  
a r e  wr i t t en  in  a s s e m b l y  language o r  o t h e r  spec ia l  
language, not in a symbolic  user -or ien ted  language 
such a s  FORTRAN. The computer  manufac ture r  
supplies  a n  a s s e m b l e r  with h i s  machine t o  the 
vendor.  In addition, a "complete" l i b r a r y  of p r o -  
g r a m s  wri t ten by the computer  manufac ture r  i s  a l so  
supplied, usual ly f r e e  of charge ,  to  the vendor.  The 
vendor, whose t a s k  i s  to  put a s y s t e m  together ,  
u s e s  s o m e  of these  p r o g r a m s  and s o m e  of h i s  own 
to make  up  the tapes  requ i red  f o r  the operat ing 
sys tem.  F i g u r e  47 shows the procedure  requ i red  
to make  a s y s t e m  tape.  It i s  the progr;mmer9s 
job to make  s y s t e m  tapes,  a s  requ i red .  
If the p r o g r a m m e r  i s  t o  implement  the laboratory 's  
spec ia l  requ i rements ,  he will s u r e l y  need r e c o r d s  
of a l l  the venat.ets and computer  manufac ture r ' s  
source  l i s t ings .  However, the vendors  a r e  re luc-  
tant to supply l is t ings with the i r  s y s t e m s  because 
they believe the i r  ideas  should be propr ie ta ry .  (The  
p r o g r a m m e r  could, with a good deal  of t rouble,  
decode the s y s t e m s  tape anyway.) The point i s  that  
when a computer-control led t e s t  s y s t e m  i s  spec i -  
fied, the u s e r  should demand l is t ings of a l l  the 
source  p r o g r a m s  used in making up the operat ing 
s y s t e m s  tapes .  
The p r o g r a m m e r  should know a s s e m b l y  language 
programming  as  well a s  those user -or ien ted  lan-  
guages that can be supported by the s y s t e m  
t 
i 
i 
computer .  He should be e x t r e m e l y  knowledgeable 3 
i n  the physical  p r o c e s r e s  he i s  t rying to imple-  d 4 
ment: in th i s  c a s e ,  vibration. shock, and acour t ic  7 
t e s t ing  and analyses.  H e  rnurt have such a c l e a r  i 
understanding of the operat ing s y s t e m  that  he c a n  : 
change i t s  concept if required.  1 
f 
3. S s t e m  Anal s t .  The function of the e y s t e m  
anal-ze and solve prob lems  i r  the 
j ,  
h a r d w a r e  and to help the p r o g r a m m e r  debug and 
analyze the resu l t s  of h i s  p r o g r a m s .  4 1  pro-  ! 
g r a m m i n g  modifications and additions m u s t  be 
approved and r e c o r d e d  by him. The s y s t e m  ana-  
lys t  m u s t  be  kept a w a r e  of e v e r y  h a r d w a r e  and soft- i 
w a r e  change. It  i s  h i s  responsibi l i ty  to  r e c o r d  and : 
log a l l  s y s t e m  anomal ies  and h i s  decis ion on 
whether  vendor o r  computer  manufac ture r  help i s  ',' 
requ i red .  He cont ro l s  the r e q u i r e d  inventory on  
s p a r e  p a r t s ,  including logic c a r d s ,  lamps.  TTY 
ribbons and paper ,  l ine p r i n t e r  r ibbons and paper .  . 
p a p e r  tape, and whatever  e l s e  i s  requ i red .  He i s  
i n  charge  of a prevent ive maintenance plan f o r  the 
e n t i r e  t e s t  sys tem.  He is responsible  f o r  keeping 
a l l  so f tware  logic p r o g r a m  documentation updated. 
including vendor and computer  manufac ture r  sof t-  
w a r e  updates  and engineering field modif icat ions.  
His  educational background should be in  the c o m -  
pu te r  sc iences  and he mus t  have a good working 
knowledge of the p r o c e s s e s  implemented by his  
opera t ing  sys tem.  
4. Sys tem Opera tor .  The o p e r a t o r  i s  responsible  
f o r  operat ion of the computer  s y s t e m  and f o r  seeing 
that the s y s t e m  implements  the r e q u i r e d  concepts .  
He inputs the  t es t  specif icat ions via  the conversa-  
tional language p r o g r a m s  o r  prepunched tapes .  He 
i s  responsible  fo r  implementing the t e s t  specif ica-  
t ions and obtaining t e s t  r e s u l t s  f o r  the t e s t  engi- 
n e e r .  He notifies the sya tem analyst  in  c a s e  of I 
t rouble and works with the s y s t e m  analyst  and the 
p r o g r a m m e r .  He is respons ib le  for  running the 
rout ine s y s t e m  integri ty  diagnost ics  executed p r i o r  
t o  each day ' s  tes t ing.  His educational background 
should include s o m e  a s s e m b l y  level  p rogramming  
and induced environmental  teat  opera t ions .  
\ 
5. T e s t  Engineer .  The t e s t  eng ineer  needs addi- 
tional knowledge in the computer  sc iences  and 
cons iderab le  knowledge in the field of t i m e  s e r i e s  
ana lys i s .  He mus t  be able  to  de te rmine  requ i re -  
ments ,  p rocedures ,  and p r o c e s s e s  to  implement  an 
environmental  specification and accura te ly  analyze 
the  r e s u l t s .  
6. Training.  Training personnel  to understand and 
opera te  a computer-control led t e s t  s y s t e m  should 
be begun before taking del ivery of the s y s t e m .  The 
t raining can  come f r o m  s e v e r a l  s o u r c e s ,  including 
the s y s t e m  manufac ture r  ( the vendor) ,  the subsys-  
t e m  manufac ture r ,  a n  out-of-plant educational 
faci l i ty  o r  organization, o r  in-plant t ra ining faci l -  
i ty .  The r e s u l t s  of the t raining ( t h e r e  should never  
be a final r e s u l t s )  should provide a n s w e r s  to the 
following questions: 
(1)  What i s  the s y s t e m  supposed to do?  
( 2 )  la the s y s t e m  dorng what it i s  suppoeedto do? 
( 3 )  How i s  the s y s t e m  doing what it i s  supposed 
to do? 
(4) Why i r  the s y s t e m  doing what it  i s  doing? 
( 5 )  What c a n  be  done if the s y s t e m  i s  not doing 
what it i s  supposed t o  d o ?  
(6) How c a n  the s y s t e m  be made  t o  do s o m e -  
thing it  i r  not supposed to do? 
The best  way t o  obtain the a n s w e r s  to  the  question8 
above i s  obviourly t o  design and build o n e ' s  own 
control  sys tem,  using available subsys tems  a s  
- building blocks. The next bes t  way to obtain the 
a n s w e r s  i r  to  become knowledgeable in  the follow- 
ing disciplines: 
(1)  Environmental  tes t ing and c u r r e n t  t e s t  
philosophies. 
(2)  Engineering mechanics  ( s t r u c t u r a l  dynam- 
ics ) ,  :,hyeics, and vacuum technology. 
( 3 )  Electronic  engineering: analog and digital 
design and analysis .  
( 4 )  Computer s y s t e m  arch i tec ture  and 
organization. 
( 5 )  Control s y s t e m  ana lys i s  and syn thes i s .  
(6)  Digital communications and information 
theory.  
(7) Assembly language programming .  
(8) Time s e r i e s  analysis .  
(9)  Probabi l i ty  theory  and s ta t i s t i cs .  
( 10) Data management .  
The amount of training requi red  t o  mee t  the o r g a -  
nization's needs will  depend upon whether exis t ing 
tes t  personnel  a r e  t ra ined  o r  new people a r e  
brought into the tes t  organizat ion.  If exis t ing t e s t  
personnel  a r e  t rained,  they will probably be v e r s e d  
in the discipl ines  of i t e m s  1 and perhaps  2  only, 
requir ing s o m e  training in the remaining d i sc i -  
plines. On the o ther  hand, bringing new people 
into the t e s t  organizat ion may r e q u i r e  l e s s  t raining,  
provided these  people have the proper  educational 
background and/or  work experience.  F o r  example,  
a new computer  sc ience  (or information sc ience)  
graduate  will probably r e q u i r e  t raining in the d i sc i -  
plines l is ted f r o m  i t e m s  1, 2, and 5.  A recen t  
, e lec t ron ics  engineering graduate  should have a good 
' working knowledge of m o s t  of the abovf- l is ted 
discipl ines  except periraps those covered  in i t e m s  1, 
7, and 10. If new personnel  mus t  be added, it i s  
des i rab le  to h i r e  recen t  g radua tes  f r o m  the appro-  
p r ia te  sc iences  and then t r a i n  these  people a s  
required,  because the technology in th i s  country i s  
probably s t i l l  doubling evbry  four y e a r e  and, in 
digital e lec t ron ics  and conlputer f ~ e l d ,  e v e r y  two 
' y e a r s .  Recent g radua tes  provide updated knowl- 
. edge,  which c a n  be advantageous to  any 
organization. 
Two such organization8 a r e  the Institute fo r  Advanc 
, Warhington, D. C.  20016, and RCA Inst i tutes ,  132 ' 
It i r  the  t e r t  l a b o r a t o r y  m a n a g e r ' r  r esponr ib i l i ty  
t o  s e e  t h J  IL people a r e  qualified and kept p rop-  
e r l y  t ra in .  p e r f o r m  t h e i r  work functionr. Edu- 
ca t ion  i s  a . er-ending requi rement  in any  techni-  
c a l  dircipl ine.  including environmental  t e r t ing .  
Environmental  t e r t ing  i s  a philosophy, not a 
sc ience  but the m e a n s  by which the  philorophy i s  
implemented i s  a sc ience  and r e q u i r e 8  rcient i f ic  
p rocedure .  
The bulk of the t raining burden  should be  placed on 
the vendor, a s  it  i s  in  the computer  bur iness .  
Some t ra in ing  c a n  be  obtained f r o m  the  computer  
manufac ture r ;  this  would include i t e m s  4 and 6. 
The F o u r i e r  p r o c e s s o r  manufac ture r  should pro-  
vide the educat ional  requ i rement  to  sa t i s fy  i t e m  8. 
The remain ing  educational t ra ining will  have t o  be 
provided by e i t h e r  in-plant o r  out-of-plant educa-  
tional fac i l i t i es .  Out-of-plant faci l i t ies  include 
loca l  col leges and un ivers i t i es .  In addition, t h e r e  
a r e  s o m e  organizat ions whose so le  function i s  to  
provide computer  sc ience  education and t raining l .  
Environmental  sc ience  journals  and organizat ions 
have a n  equal  responsibi l i ty  to  provide the i r  
r e a d e r s  and m e m b e r s  with the opportunity to  
become knowledgeable in  the i t e m s  l i s ted  above. 
This  can  be  accomplished by inviting p a p e r s  on 
appropr ia te  topics  fundamental to  digital control  
s y s t e m s  and by organizing and implementing 
tu tor ia l  and workshop l e c t u r e s  at  local  and national 
meet ings.  
G. Cos t s  
1. Hardware  Acquisition C o s t s .  F i g u r e  49 i l lus-  
t r a t e s  the h a r d w a r e  c o s t  factor  range  v e r s u s  the 
h i e r a r c h y  of appl icat ions defined in Table 7, based 
upon vendor-supplied information. The b a s i c  sye-  
tern (group I, Table  7 )  h a s  a cos t  fac tor  of 1.0 unite. 
To  add group  I1 capability, it will c o s t  f r o m  2.0 t o  
2.6 uni ts .  That i s ,  if the bas ic  s y s t e m  c o s t s  $1 00, 
the group I1 s y s t e m ,  which i s  a random sys tem,  
will cos t  f r o m  $2.00 to 2.60. Having group  11 
capabi l i ty  and des i r ing  group  I11 capability, i t  will 
cos t  approximately an additional $0.03 to 0.05, f o r  
a total c o s t  fo r  groups I, 11, and 111 of about $2. 63.  
The cos t  function, a s  defined h e r e ,  i s  a cumulat ive 
function s ta r t ing  f r o m  the requ i red  bas ic  control  
sys tem.  No o ther  information i s  implied f r o m  
Fig.  49. That i s ,  it is impossible  t o  obtain the cos t  
fac tor  f o r  going f r o m  a s ine  s y s t e m  to a random 
s y s t e m  f r o m  Fig.  49.  F o r  e x r m p l e ,  th i s  f igure  
shows a c o s t  fac tor  of about 0.5 going f r o m  a 
random s y s t e m  (having the bas ic  s y s t e m )  to a s ine 
sys tem.  But the author  h a s  de te rmined  that a c o s t  
fac tor  of f r o m  1.1 to  1 . 2  e x i s t s  going f r o m  a c o m -  
plete n-channel s ine  s y s t e m  to an n-channel random 
sys tem.  
The impor tan t  point about the  F ig .  49 cumulat ive cos t  
function is that  it  s t a r t s  to  flatten out above the  
group  IV application. The s teepes t  p a r t  of the  
c u r v e  is between g r o u p  I and g r o u p  11. To encom-  
p a s s  a l l  the appl icat ions in F ig .  49, g r o u p  VII will  
r e q u i r e  l e s s  than twice the money r e q u i r e d  t o  get 
,ed Technology (Control  Data C0rp.b 5272 River  Road, 
H 2 r t  31st S t ree t ,  New York, N .  Y. 10001. 
t o  g roup  11. The curve  f l a r e s  up  a t  the end 
(group VII application) because the vendors  a m  
presen t ly  quoting fixed-head d i sc  p r i c e s  r a t h e r  
than tape casse t te  o r  ca r t r idge  p r i c e s .  Again, the 
continuous function shown cross ing  the cos t  fac tor  
ranges  does not rea l ly  ex i s t  but i s  d rawn in t o  i l lus  
t r a t e  the cos t  t rend  a s  the number of consecut ive 
applications i n c r e a s e r .  
The cos t  fac tors  above per ta in  to  hardwz-e onl;. 
The tota; c o s t s  mus t  ref lect  operat ion,  mainte-  
nance, and r i s k ,  which m a y  outweigh the capi tal  
h a r d w a r e  cost  over  s o m e  reasonable  t i m e  period.  
Depreciation (useful l i fe)  c o s t s  may  depend upon 
the p a r t i c u l a r  application and should be cons idered  
in the g r o s s  cos t  f igure.  
2. S y s t e m  Operat ing Cos ts .  Sys tem operat ing 
cos t s  a r e  defined in th i s  paper  a s  five p a r a m e t e r s :  
manpower,  maintenance,  t ra ining,  supplies ,  and 
power.  The m o s t  significant factor  i s  manpower;  
the l eas t  significant cost  factor  i s  power.  If the 
t e s t  s y s t e m  i s  to be supported by the ideal  organi-  
zation previously discussed,  t h e r e  will be a t  l e a s t  
two new possible  jobs ( there fore ,  two additional 
people) o v e r  and above the personnel  requ i rements  
f o r  a n  analog t e s t  s v s t e m .  Both these new people 
( s y s t e m  analyst  and p r o g r a m m e r )  could be i n  the 
s a m e  pay ca tegory  a s  a sen ior  engineer .  
Cost  f o r  power to opera te  the control  s y s t e m  i s  
negligible when considering the overa l l  total  
operat ing cost .  If the s y s t e m  consumes  4 kW, i t s  
cos t  p e r  hour  will be about $0.08, and. based upon 
n o r m a l  operat ing t ime ,  the s y s t e m  should cos t  l e s s  
than $ZOO/year for e lec t r ic i ty ,  although it could 
cost  u p  to $700/year  if the s y s t e m  is lef t  on a l l  the 
t ime ,  a s  it  probably should. 
Maintenance c o s t s  (that i s ,  labor  to maintain)  c a n  
be es t imated  initially by using Ib/o of the total  h a r d -  
ware  c o s t  of the  s y s t e m  a s  a monthly f igure.  This  
i s  a reasonable  rule  of thumb. Maintenance con- 
t r a c t s  f o r  min icomputers  c a n  range f r o m  1% of 
total h a r d w a r e  cost  p e r  month up  to 3.5%. Bet te r  
e s t i m a t e s  for  new cont rac t  maintenance c a n  be 
made if the vendor i s  willing to r e v e a l  h i s  s e r v i c e  
ca l l  s t a t i s t i cs  f o r  exis t ing control  s y s t e m s .  A 
computer  s e r v i c e  ca l l  f r o m  the manufac ture r  c a n  
be a s  high a s  $30/hour plus t ravel ing t ime .  
Training c o s t s  can  range  f r o m  $450 for  a one- o r  
iwo-week c l a s  s ,  plus t ranspor ta t ion  and subs i s t -  
ence,  t o  f r e e  c l z s s e s  with only t ranspor ta t ion  and 
subs i s tence  c o s t s .  
Supplies to be cons idered  when es t imat ing  operat ing 
cos t s  include such  i t e m s  a s  ink ribbons, TTY 
paper ,  p r in te r  paper ,  copy paper ,  and paper  t ape .  
Supplies should a l s o  include s p a r e  p a r t s ,  including 
spa r e  subsys tems  if requ i red .  
H. Customer-Vendor Relat io ,  s 
1. l l e l i v e r y  and Checkout of System. One of the 
c u r r e n t  p rob lems  i s  that,  up to now, each  de l ivered  
compute;-controlled t e s t  s f i t e m  i s  in  s o m e  manner  
different  f r o m  the preceding sys tems ,  thus making 
the t e r m  "off the shelf" not quite applicable. There  
is cer ta in ly  nothing wrong with this .  What it  m e a n s  
i s  that  the u s e r  i s  s ~ x i f y i n g  a s y s t e m  f o r  
r e q u ~ r e m e n t s .  The vendor ia accommodating the 
u s e r .  The degree  t o  which the specif ied s y s t e m  
(both sof tware  and hardware)  d e p a r t s  f r o m  what h a s  
previously been de l ivered  will d e t e r m i n e  the 
de l ivery  t i m e  a f te r  purchase .  
The f i r s t  commerc ia l ly  h i l t  computer-control led 
t e s t  sys tem took well ox -r  a y e a r  to  de l iver .  T e s t  
s y s t e m s  now a r e  being del ivered in 40-90 days.  
However, if many "specials"  a r e  specif ied,  a 
longer  de l ivery  period should be  expected.  
Once the s y s t e m  i s  de l ivered  to the  u s e r ,  a c e r t a i n  
amount of t i m e  will be requ i red  by the vendor to  
get the s y s t e m  se t  u p  and operat ing.  The amount  
of t i m e  requi red  will ,  again, depend upon the 
spec ia l  f e a t u r e s  and upon the v c n d o r l s  diagnost ic  
and t e s t e r  evolution. Assuming that a l l  h a r d w a r e  
and software have been proved a t  the fac tory ,  
s e v e r a l  weeks may  be requ i red  to  get  the s y s t e m  
s e t  up and operat ing.  The u s e r  should r e a l i z e  that  
l a r g e  computer  s y s t e m s  and data  communicat ions 
s y s t e m s  requi re  months of instal la t ion and check-  
out. The computer-control led t e s t  s y s t e m  i s  not 
-.s complex a s  these  s y s t e m s .  However, the  t e s t  
s y s t e m  i s  complex enough s o  that  m o r e  than one o r  
two days will be requ i red  for  vendor checkout. The 
checkout per formed by the  u s e r  m a y  take weeks and 
will depend upon the p r i o r  t ra in ing  and on-s i t e  
instruct ion rece ived  by the s y s t e m  o p e r a t o r ,  the 
s y s t e m  analyst ,  and the p r o g r a m m e r .  
2. Division of Responsibi l i t  . It i s  the u s e r ' s  
obligation to de te rmine  the d?vision of respons ib i l -  
i ty  between himself  and the vendor,  and it is the 
vendor ' s  obligation to inform t h e  u s e r  of exac t ly  
what he, the vendor,  i s  respons ib le  fo r ,  p r i o r  to 
consummating the procurement .  The divis ion of 
responsibi l i ty  mus t  be  s ta ted  in the p rocurement  
spacif icat ion,  and, even then, quest ions will c o m e  
up, possibly during the procurement  and s u r e l y  
a f t e r  de l ivery  of the t e s t  s y s t e m .  Again, p r o g r a m  
a lgor i thms  and l is t ings fall  in  th i s  categury,  to  
n a m e  only one important  potential p rob lem.  A 
good deal of thought and effor t  on the p a r t  of the 
u s e r  mus t  go into specifying the s y s t e m  r e q u i r e -  
ments .  On the o ther  hand, the vendor i s  obliged to 
a n s w e r  the procurement  specif icat ion truthfully, 
l is t ing a l l  the s y s t e m  cons t ra in t s  s o  that t h e r e  will  
be no misunderstanding between the u s e r  and the 
vendor a s  to what the s y s t e m  can and cannot do 
when del ivered.  
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I. COMPUTER TECHNOLOGY system analysis and simulation, and sys tem 
modeling. 
Modern-iay digital computation s tar ted  in the 
mid-194 J 'S  with the programmable vacuum tube 
computers developed for the mi l i tary  for  purposes 
of computing ballistic firing tables. Figute A-1 
indicate8 the t ime cha r t  of computer technology in  
the United States. Note that computers for e n v i r ~ i .  - 
mental tea t  control were  utilized start ing in 1968. 
~ u s i n e a ;  Data Processing. Here payrolls a r e  
generated, accounts payable a r e  paid, accounts 
receivable a r e  recorded, inventories a r e  
controlled, and in summary,  the computer i s  
utilized a s  a valuable management tool. This 
includes the very  powerful techniques of l inear  
programming, probability theory, reliability, 
nonlinear programming, stat ist ics,  decision 
theory, queue and game theory, and informa- 
tion theory. 
Computer technology today i s  doubling perhaps 
every four years. Computer hardware costs a r e  
being reduced by an  o rde r  of magnitude every s ix  
years. These costs a r e  linked to technology and 
technological advacces associated with batch- 
fai .ricated microcircuits .  However, peripheral 
hardware, i. e . ,  that hardware hung onto the com- 
putere such a s  terminals,  tape drives,  printers,  
etc. , is not dropping in pr ice  a s  rapidly a s  the 
computer costs. This is because these peripheral 
devices a r e  electromechanical in nature. Software 
costs, on the other hand, a r e  increasing in that 
software development i s  tied directly with people's 
salaries.  
~ i l i t a r ~ / ~ p c e c r a f t  Command and Control. 
These applications include guidance and track- 
ing, weapons control, navigation, communica- 
tions control, and cryptographic processing. 
Real Time Processing, This includes environ- 
mental  tes t  control, which is a subset  of 
command dnd control spplications, brokerage 
systems, and a i r l ine  reservation sys tems,  to 
name a few. 
Time Sharing. These applications include 
remote inquiry, scientific computing, and data 
base access.  
Data Communications Control. This i s  
probably the newest application field, which It can be seen from Fig. A-1 that the advent of the 
minicomputer took place about 1964. With the 
growth of the minicomputer market  and the heavy 
inroads the minicomputer has made into applica- 
tions a reas ,  the mini is rapidly replacing many of 
the l a rge r ,  m o r e  costly machines, despite the fact 
that the applications software is generally a m o r e  
expensive development, and that the mini, by 
definition, cannot compete in t e r m s  of word and 
memory s ize  with l a rge r ,  m o r e  powerful comput- 
er,. 
includes message  switching, telemetry,  
communications concentrators,  and, moat 
importantly, front ends for the "super com- 
puters". 
P r e  rocessin This application includes w u ering, peripheral  control, display control, 
and communications control. 
The point he re  is that computer utilization for  
environmental tes t  control i s  only a ve ry  l imited 
~pp l i ca t ion  in the to'al h ierarchy of applications 
to date. And st i l l ,  the computer used for  tes t  
control can and should certainly be utilized for 
other than real  time processing within the test  
lab. 
11. COMPUTER APPLICATIONS 
Figure A-2 ehows the development of computer 
applications a s  computer tecknology advan'ced. To 
the application of computing ballistic trajectories 
was a ided the ~ o m ~ u t ~ t i o n ~ a s k s  of simple batch 
processing of business and scientific jobs. In turn, 
applications utilizing these machines were  tr ied 
anddeveloped a t  a ra ther  rapid ra te  a s  the technol- 
ogy advanced even further. Operating sys tems 
were  configured to implement sequential batch 
processing of data, asynchronous multiprogram- 
ming requirements, and input/output oriented 
operations. Additional applications otemmed from 
these applications in turn. The following applica- 
tion a r e a s  for present day computer sys tems a r e  
briefly defined: 
III. THI: SPECTRUM O F  POWER 
Computers can be categorized in t e r m s  of CPU 
(Central Proceesing Unit) capability, word length, 
memory capacity, input/output (I/O) capability, 
complexity of interfacing, and supplied snftware. 
Cost i s  another factor. Figure A-3 defines the 
spectrum of power of computers a s  a function of 
word s ize  and cost  from the mini to the super  
number crunchere. The mini i s ,  of course ,  the 
most  popular type of computer found in the 
environmental labs  these days, although not 
exclusively. 
P rocess  Control. This application includes 
machine tool control, production line control, 
oil and gas field monitoring, biomedical 
monitoring, and laboratory monitoring. 
Minis and other computers a r e  characterized by 
1 / 0  throughput speeds of up to 1 million words per  
second. (A computer word will be defined 
shortly. ) In addi t~on,  typical instruction speeds 
of most computer8 range from 100 to 600 thousand 
Scientific -Camputing. This includes equation 
solving, engineering and sys tem design, 
12some  of the figures In this appendix were  redrawn from Ref .  A-I.  
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ins t ruc t ions  p e r  second  (KIPS). T h e  t r u l y  l a r g e  
m u l t i p r o c e e e o r s  and  eupercomputere  range  f r o m  
1000 KIPS o: mi l l ion- ins t ruc t ions  p e r  eecond 
(MIPS) up to 10 o r  20 MIPS. Since the m i n i  is of 
p r i m e  i m p o r t a n c e  i n  th i s  paper ,  i t  should b e  noted 
that  the  m i n i  h e r e  is defined a e  a c o m p u t e r  whose 
coa t  i s  l e s s  than $50,000, the word  s i z e  i s  not 
g r e a t e r  than 18 bits,  i t s  c o r e  o r  dynamic  m e m o r y  
i s  no g r e a t e r  than 32,000 words ,  and  i t s  phyaical 
s i z e  i e  smal l ,  and in fact ,  wil l  gelreral ly  f i t  in  a 
19-inch equipment  rack. In addition, i t  r e q u i r e s  
l e e s  than 30-A s e r v i c e  a t  s tandard  117 Vac i i n e  
voltage, and r e q u i r e s  no spec ia l  env i ronment  o r  
a i r  conditioning. 
IV. DEFlNITlONS AND JARGON 
In genera l ,  m i n i c o m p u t e r s  have  the  s a m e  b a s i c  
e lements  found i n  the i r  l a r g e r  counte rpar t s .  The 
m i n i  s y e t e m  e l e m e n t s  fal l  into the  following 
subsys tems:  
P r o c e s s o r  (CPU).  Most  m i n i s  employ a s ing le  
a d d r e s s  s t r u c t u r e ,  u t i l i ze  two's  complement  
negat ive n u m 5 e r s ,  a n 2  g e n e r a l l y  have no 
g r e a t e r  than 8 g e n e r a l  p u r p c s e  h a r d w a r e  
r e g i s t e r s .  Usually, h a r d w a r e  mult iply and 
divide is offered a s  a n  option. The m i n i s  
usual ly have  a n  i n t e r r u p t  handling capabi l i ty  
( to  be d i s c u s s e d )  and a bus a r r a n g e m e n t  that 
a l lows t r a n s f e r  of da ta  and  cont ro l  signals.  
Most m i n i s  in  the pas t  w e r e  ava i l -  
."- only c o r e  m e m o r y .  Memory  cycle  
t i m e s  ranged f r o m  600 nanoseconds  to 1 m i c r o -  
second. The  new m i n i s  a r e  now being m a d e  
avai lable  with sol id s t a t e  dynamic  m e m o r i e s  
whose cyc le  t i m e s  r a n g e  in t h e  low hundreds of 
nanoseconde. The dynamic  m e m o r i e s  a r e  
f a s t e r  than c o r e ,  but m o r e  expensive a t  the 
p r e s e n t  than c o r e ,  and volat i le  in c o n t r a s t  to  
the  nondestruct ive c o r e s .  In e i t h e r  c a s e ,  
however ,  m e m o r y  blocks c o m e  in i n c r e m e n t s  
of 1n24, 4096, o r  8192 words.  Most  m i n i s  
have a m e m o r y  pro tec t  s c h e m e  that  p revents  
t h e  u s e r  f r o m  wiping out  c e r t a i n  s a c r e d  a r e a s  
of memory .  In addition, a par i ty  check is 
ut i l ized in  o r d e r  to provide confidence of the 
integri ty  of the data  r e t r i e v e d  f r o m  o r  
deposi ted to m e m o r y .  
InPut/2tPu; .  Data is t r a n s f e r r e d  to o r  f r o m  
a p e r l p  e r a  device by one o r  m o r e  of t h r e e  
popular  techniques: P r o c e s s o r  P r o g r a m  
controLled 1 / 0  through h a r d w a r e  r e g i s t e r s  in  
the  CPU; o r  Di rec t  Memory  A c c e s s  (DMA); 
o r  Di rec t  Multiplexed M e m o r y  A c c e s s  (DMC). 
The  DMA technique of da ta  t r a n s f e r  i s  the 
m o s t  efficient and f a s t e s t  s c h e m e  in that  i t  
a l lows the  S P U  to function while da ta  t r a n s f e r s  
occur .  
In te r rup t  Structure.  The  i n t e r r u p t  s t r u c t u r e  
concept  i s  perhaps  the  m o s t  i m p o r t a n t  p a r a m e -  
t e r  f o r  m i n i s  used  i n  r e a l  t i m e  cont ro l  
p r o c e s s e s  such a s  env i ronmenta l  t e s t  control .  
A computer  i n t e r r u p t  is a m e a n s  by which a 
s igna l  o c c u r s  e i t h e r  in te rna l ly  to thc computer  
o r  f r o m  a p e r i p h e r a l  dev ice  that  d i r e c t s  the 
computer  to  execu te  a spec ia l  sequence  of 
ins t ruc t ions  a s  a function of the  a l e r t i n g  
signal.  P r i o r i t i e s  c a n  be s t r u c t u r e d  such  that  
a e ignal  f r o m  one  dev ice  t a k e s  p r e f e r e n c e  
o v e r  a s igna l  f r o m  a l o w e r  p r i o r i t y  device.  
F i g u r e  A-4 is a flow d i a g r a m  indicat ing the  
concepts  of p r i o r i t y  i n t e r r u p t s .  
Software. Software f o r  m i n i s  fa l l s  into four  
ca tegor ies .  The f i r s t  c a t e g o r y  is p r o g r a m  
development  sof tware  that  i s  r e q u l r e d  by the  
u e e r  to  develop h ie  p r o g r a m 8  for  p a r t i c u l a r  
appi icat ions.  T h i s  inc ludes  e d i t o r s ,  a s s e m -  
b le rs ,  debuggers ,  and ut i l i ty  rou t ines  and 
c o m p i l e r s  such  a s  BASIC o r  FORTRAN. 
Another  ca tegory  is lnput/Output aof tware  
f o r  the  s y s t e m  h a r d w a r e  and per iphera l s .  
Th is  is the sof tware  that  m a k e s  t h e  te rmi-  
na l s ,  l i n e  p r i n t e r s ,  r e a d e r ,  and punches 
work  a s  wel l  a s  the  m a s s  s t o r a g e  devices.  
A th i rd  c a t e g o r y  of sof tware  is the  app l ica -  
tion p r o g r a ~ n s .  T h e s e  p r o g r a m s  a r e  re la ted  
to the  t a s k  that  the  s y s t e m  i s  to p e r f o r m  and  
which i s  t h e r e f o r e  unique to the  p a r t i c u l a r  
sys tem.  The  l a s t  c a t e g o r y  inc ludes  o p e r a t -  
ing s y s t e m  sof tware ,  a l s o  cal led the execu-  
t ive o r  s y s t e m  m o n i t o r ,  w h ~ c h  t e l l s  t h e  u s e r  
what tc, do, when to d o  i t ,  and  what to do i t  
with o r  to. 
Minicomputer  P e r i p h e r a l s .  P e r i p h e r a l s  f o r  
m i n i c o m p u t e r s  c a n  be s e p a r a t e d  into two 
broad  c a t e g o r i e s  - input dev ices  and output 
devices .  Most p e r i p h e r a l s  a r e  used  for  both 
input and output functions. Input dev ices  
include keyboard t e r m i n a l s  such a s  t e le type  
( T T Y )  m a c h i n e s  and Cathode Ray Tube 
( C R T )  i e r m i n a l s ,  p a p e r  tape r e a d e r s ,  fixed 
head d i sks ,  c a r d  r e a d e r s  and magne t ic  t ape  
un i t s  including c a s s e t t e s .  Cutput dev ices  
include T T Y ' s ,  X T ' s ,  c a r d  and paper  t ape  
punches, d i s k - ,  l i n e  p r i n t e r s ,  magne t ic  tape 
uni ts  and a n  X-Y r e c o r d e r  (p lo t te r ) .  F o r  
env i ronmenta l  terrt con t ro l ,  the  following a r e  
the m o s t  popular  p e r i p h e r a l s :  
(1 )  TTY o r  p r e f e r a b l y  a CRT t e r m i n a l  
wl:h h a r d  copy capability. 
( 2 )  l i i g h - e ~ = e d  paper  t a p e  r e a d e r  and  
punch. 
( 3 )  Low-cost  d i s k  (i. e . ,  the floppy d i s k )  
o r  c a s s e t t e  tape. It i s  highly d e s i r a b l e  
to have a l i n e  p r i n t e r  ~f your  o rgan iza-  
tion is going to a s s e m b l e  p r o g r a m s .  
V. ,MINICOMPUTER SIZE,  EXPANdABILlTY 
AND FLEXIBILITY 
Most  m i n i s  fit In 19-inch equipment  r a c k s .  
Optional expansion c h a s s i s  a r e  ava i lab le  f o r  s y s -  
t e m  expansion. These  expansion c h a s s i s  111c1uae 
power suppl ies  and cooling f a n s  and  c a n  be  u s e d  
to house  addi t ional  c o r e  o r  d y n a m i c  m e m o r y  and  
addi t ional  logic  r e q u i r e d  f o r  control l ing l i n e  
p r i n t e r s ,  d i s k s ,  and o t h e r  added per iphera le .  
Many m i n i s  have a m e m o r y  exc3angeabi l i ty  
f e a t u r e  that  a l lows  the  f a s t e r  dynamic  s e m i c o n -  
duc tor  m e m o r i e s  to r e p l a c e  the s l o w e r  c o r e  
m e m o r i e s  by a board  by b o a r d  r e p l a c e m e n t  (no  
mixing al lowed),  A s  f a s t e r  m e m o r i e s  become 
avai lable .  the old m e m o r y  c a n  s imply  be 
removed  and rep laced  by a newer ,  f a s t e r  oae. 
With d e n s e r  packaging technology, it i s  pder ib le  
to r e p l a c e  a 4000-v;ord c i r c u i t  board by a s ing le  
8000-word board and l a t e r ,  no doubt, by a s ing le  
16, 000-word board. Special  interfacing c a n  be 
housed in the  expansion c h a s s i s .  
VL DEFINITIONS 
The tollowing defini t ions a r e  lisLed h e r e  i n  a n  
a t t e m p t  to  c l a r i f y  s o m e  b a s i c  c o m p u t e r  t e i m s :  
Bit. A bit is a b inary  digit,  e i t h e r  0 o r  1. 
Baud. T h i s  is a un i t  of r a t e  01 infoimation.  
In g e n e r a l  (but not a lways) ,  a Baud r a t e  c a n  
be  divided by 10 to give a n  a p p r o x i m a t e  
c h a r a c t e r  r a t e  in  uni ts  of c h a r a c t e r s  p e r  
second  (CPS).  F o r  example,  1600 Baud is 
about  160 C P S  if the  c h a r a c t e r s  a r e  ASCII 
c h a r a c t e r s .  
ASCII. This  s t a n d s  f o r  A m e r i c a n  Sta.ndard 
Code f o r  Information Interchange.  T h i s  i s  a n  
a t t e m p t  to s t a n d a r d i z e  c e r t a i n  keyboard 
c h a r a c t e r s  in  t e r m s  of oc ta l  numbers .  
Charac te r .  A c h a r a c t e r  j.  a symbol  that  is 
defined u n d e r  the  ASCII s tandard.  T h e s e  
c h a r a c t e r s  a r e  g e n e r a t e d  f r o m  keyboards ,  
CRT t e r m i n a l s  and pr in te rs .  They include 
l e t t e r s ,  n u m b e r s ,  punctuation, and spec ia l  
symbols  including s p a c e ,  c a r r i a g e  r e t u r n ,  
l i n e  f t e d ,  e tc .  
Word. A c o m p u t e r  word  i s  a binary number  
which r e p r e s e n t s  e i t h e r  da ta ,  a n  ins t ruc t ion ,  
o r  a n  a d d r e s s .  M m i c o n p u t e r  w o r d s  a r e  
g e n e r a l l y  8 bi ts ,  12 bit*,, 16 bi ts ,  o r  18 bi ts  
long. T h e  bi ts  c a n  be grouped  in t h r e e ' s  and 
r e a d  a s  an o c t a l  numbe:. 
Byte. A byte is a n  8 - b i t  code. The  code  
r e p r e s e n t s  a n  a l p h a - n u m e r i c  c h a r a c t e r  cjr 
word. Genera l ly  two o r  m o r e  bytes  r e p r e -  
s e n t  a word,  although by defir~i t ion,  2 bytes  
c a n  r e p r e s e n t  2 words.  Not a l l  min icomput -  
e r s  a r e  byte or iented.  
V11. NUMBER SYSTEMS FOR COMPUTERS 
F i g u r e  A-5 l i e t s  equivzllent n u m b e r s  in four  
n u m b e r  s y s t e m s .  Most m i n i  p r o g r a m m e r s  p r e f e r  
to work  i n  the  oc ta l  numbering s y s t e m  s i n c e  the 
b inary  bi ts  c a n  be grouped i n  t h r e e ' s  and the oc ta l  
n u m b e r  r e a d  d i r e c t l y  fro. I t h e  grouping. Negative 
n u m b e r s  a r e  genera ted  within t h e  m i n i  a s  two1& 
complement .  T h i s  i s  done by t h e  m a c h i n e  by 
f i r s t  o n e ' s  complementing the  b i t s  (i. e . ,  0 
becomes  1 and 1 become8 O ) ,  thev adding 1 t o  the 
resu l t s .  An example  is shown i n  Fig. A-6. i ' he  
a d v ~ n t a g e  of two ' s  cornr lement  is s imply  that  
binary sub t rac t ion  r e s u l t s  i n  a s u m  p r o c e s s  and, 
a f t e r  a l l ,  adding i s  the thing a con:puter can  d o  
m o s t  efficiently. 
VIII. THE MINICOMPUTER AS A SYSTEMS 
ELEMENT 
The m i n i  should b e  viewed by the s y s t e m s  
d e s i g n e r  a r  a s m a l l  but n e v a r t h e l e s r  impor tan t  
e l e m e n t  in  the cotal s y  stern. T h e  m o s t  common 
min icomputer  s y s t e m s  a r e  e i t h e r  m a n - m a c h i n e  
o r  machine-mh :hine ur iented.  The  f o r m e r  con- 
s i s t  of da ta  acquisi t ion,  p rocesn  cont ro l  including 
envi ronmenta l  tedt  cont:ol, and t i m e  shar ing  and 
prob lem solving s y s t e m o ,  while the l a t t e r  a r e  
e i t h e r  p e r i p h e r a l  o r  r e m o t e  t e r m i n a l  c o m m u n . ~ a -  
t ions con t ro l  s y s t e n ~ s .  F i g u r e s  A--7, A-8, A-9, 
and A-10 i l l u s t r a t e  both s y s t e m s .  Note th.it the 
p r r r :ess  zon t ro l  appl icat ion r e q u i ~ e s  a feedback 
co:~figurat ion.  T h i s  i s  a v e r y  i m p o r t a n t  concept  
i n  env i ronmenta l  t e s t  control.  
IX. INDUSTRY STANDARDS 
Industry-wide s t a n d a r d s  f o r  c o m p u t e r s  a r e  
e i t h e r  i l l -def ined o r  nonexiatent. In m u s t  c a s e s ,  
t h e  c o m p u t e r  giant ,  ISM, hr.: c r e a t e d  i t s  own 1 -  
s t a n d a r d s ,  which to a g r e h t  extent  have,  In tu rn ,  
been adopted by the competitiun. T h e s e  s a w e  
IBM s t a n d a r d s  have a l s o  been adopted by the 
min icomputer  i ~ d u s t r y .  I iowever ,  t h e s e  t r a n s -  
t o r m e d  s t a n d a r d s  a r e  genera l ly  f o r  peripherals, 
not f u r  computers .  F o r  example ,  t r a n s m i s s i u n  
r a t e  a g r e e m e n t s  a re:  
( 1 )  Low speed:  11 0 to  300 bi ts  p e r  
second. 
( 2 )  Medium speed:  300 to 2400 bi ts  p e r  
second.  
( 3 )  High speecl: up to 50, 000 b i t s  p e r  
second. 
Other  s t a n d a r d s  ( m o r e  proper ly ,  a g r e e m e n t s !  a r e  
132-column l i n e  p r i n t e r s  w h e r e  speed  i s  m e a s u r e d  
in l i n e s  p c r  m i n u t e  (LPM).  Medium speeds  a r e  
a round  300 to 600 L P M ,  and  high speeds  a r e  1100 
to 2000 LP.M. The 80-column IBM IIol ler i th  
Punched Card  i s  s t i l l  one of the m o s t  widely u s e d  
1 / 0  media  in  the  c o m p u t e r  indus t ry ,  although paper  
t ape  dev ices ,  being a t  the low end in t e r m s  of c o s t  
of I/O dev ices ,  a r e  v e r y  popular  in  the  m i n i c o m -  
puter  industry. Medium-speed paper  t ape  punching 
is in the  range  o f  50 to 75 c h a r a c t e r s  p e r  second,  
while  the m e d i u m - s p e e d  p a p e r  t ape  r e a d e r  r a n g e  
is f r o m  100 to 300 c h a r a c t e r s  p e r  second. 
A. MINICOMPUTER INDUSTRY 
T h e r e  a r e  four  m a i n  s e g m e n t s  of the min icomputer  
indus t ry  - the m a i n - f r a m e  m a n u f a c t u r e r s ,  p.--ri- 
p h e r a l  m a n u f a c t u r e r s ,  so r tware  s u p p l i e r s ,  and 
tu rn-key  s y s t e m  suppl ie r s .  
A. Main- F r a m e  Manufac ture rs  
The  min icomputer  m a n u f a c t u r e r s  w e r e  a n  out- 
g rowth  of c o m p a n i e s  supplying c i r c u i t  b o a r d s  to 
o t h e r  m a n u f a c t u r e r s .  In 1970, t h e r e  w e r e  40 to 
50 companies  manufacturing m a i n  f r a m e s  Now, 
i n  e a r l y  1975, t h e r e  a r e  l e s s  than a dozen m i n i c o m -  
pu te r  m a i n - f r a m e  m a n u f a c t u r e r s .  A few of t h e s e  
companies  a r e  l i s t e d  below: 
Manufac ture r  Computer  
lit-wlatt- 
P a c k a r d  
Digital Equip- D E C  P U P  8, 
m r n t  Corp. P D P  I I 
In te rda ta  ";ode1 70 
Manufacturer  Computer  
Varian Data 620, 73  
Machin 3s 
Data G e n e r a l  NOVA 
P e r i p h e r a l  Manufac ture rs  
-- 
The second l a r g e s t  segment  of t h e  m i n i  m a r k e t  
i s  the per iphera l  manufac ture rs .  Some of the  
m a i n f r a m e  m a n u f a c t u r e r s  a l s o  m a k e  t h e i r  own 
peripherals .  The "peripheral"  m a n u f a c t u r e r  buys 
o r  builds the  end product  and develops h i s  own 
hardware / sof tware  con t ro l le r .  He then s e l l s  the  
en t i re  s y s t e m  to the  end u s e r .  His  s y s t e m  m a y  be  
a n  improvement  on the c o m p a r a b l e  s y s t e m  sold by 
the m a i n - f r a m e  m a n u f a c t u r e r  i n  that h i s  p e r i p h e r a l  
control  sof tware  m a y  b e  m o r e  efficient,  thus  
requir ing l e s s  m a i n - f r a m e  m e m o r y ,  o r  p e r h a p s  
h i s  s y s t e m  s e l l s  f o r  subs tan t ia l ly  l e s s .  P e r i p h -  
e r a l s  include l i n e  p r i n t e r s ,  c a r d  r e a d e r s ,  paper  
tape r e a d e r s  and  punches, d i sk  d r i v e s ,  p lo t te r s ,  
CRT t e r m i n a l s  and o t h e r  keyboard te rmina ls .  
C. Software Suppliers  
The third segment  of the  m a r k e t  c o n s i s t s  of the 
snf tware  suppl ie r  :rho m a y  b e  providing a m o r e  
efficient, h igher - leve l  language ui 2 g e n e r a l  
purpose modular ized  appl ica t ions  package tila: r a n  
be run on a widely used  mini.  X a n y  such  packages 
ex i s t  f o r  the  DEC P D P  8 and  P D P  11 a s  we!? 3s f o r  
the Data Genera l  NOVA. Some of the  l a r g e r  
companies  supplying sof tware  t o  end u s e r s  of 
m i n i s  a r e  Computer  Sciences,  Planning R e s e a r c h ,  
Syster: Development Corporat ion,  and  Informatics .  
D. Turn-Key System Suppliers  
The fourth s e g m e n t  of the  m a r k e .  corr.prises the 
independent tu rn-key  s y s t e m  s u p p l i e r s  who 
compete head-on with the  m a i n - f r a m e  manufac-  
t u r e r s .  This  suppl ie r  is genera l ly  a t  somewhat  of 
a d i s~&.*antage  t i n c e  h e  m u s t  purchase  a l a r g e  
par t ,  if not a l l ,  cf the h a r d w a r e  f r o m  the h a r d w a r e  
manufacturer .  The "value added" i n  this  c a s e  is 
the appl icat ions sof tware  and th,: in t imate  knowl- 
edge of the appl icat ions a r e a .  Here in  l i e ,  a t  l e a s t  
to some pwtent, the s u p p l i e r s  of environmental  t e s t  
sys tems .  
XI. MINICOMPUTER ARCYITECTURE 
The a r c h i t e c t u r e  of a m i n i  is the key to i t s  
per formance  and a n  indication of i t s  re la t ive  utility 
and power. Machine a r c h i t e c t u r e  h a s  a d i r e c t  
bearing on i t s  cpera t ing  c h a r a c t e r i s t i c s ,  such  a s  
speed and efficiency, how ins t ruc t ions  a r e  c a r r i e d  
out, and bow e a s y  o r  difficult i t  is to p r o g r a m  the  
machine. The  bas ic  building blocks of a l l  m i n i s  
a r e  i ts  m e m o r y ,  the a r i t h m e t i c  and log ic  p r o c e s -  
s o r ,  the  con t ro l  logic, and the  1/0 logic. TI e s e  
subunits a r e  interconnected by s e v e r a l  l i n e s  that 
provide paths f o r  data ,  control  s igna ls ,  and c o m -  
puter  instruct ions.  These  l ines  a r e  comrr.only 
called buses.  F igure  A-11 shows the bus l i n e  
interconnect ions of the m a i n  building blocks of 
m o s t  min icomputers .  
A. Memory  
T5.r m e m o r y  uni t  p rov ides  the  m a i n  s t o r a g e  f o r  
a c t u a l  da ta  a s  wel l  a s  ins t ruc t ions  that  t e l l  the 
con t ro l  unit what t o  do with the data. F i g u r e  A-12 
def ines  t h e  m e m o r y  organ iza t ion  concept. P e r h a p s  
the  m o s t  difficult concept  f o r  a n e w c o m e r  t o  c o m -  
p u t e r s  to g r a s p  is the  d i i i a r e n c e  between m e m o r y  
a d d r e s s e s  ( locat izzq!  and  t h e  con ten ts  of those  
a d d r e s s e s .  
a. A r i t h m e t i c  and  Logic P r o c e s s o r  
T h i s  s u b m i t  t e u i p o r a r i l y  s t o r e s  d a t a  r e c e i v e d  
f r o m  m e m o r y  and p e r f o r m s  ca lcu la t ions  and  log ic  
opera t ions  on th i s  data. T h e  a r i thmet ic / log ic  
p r o c e s s o r  con ta ins  one o r  m o r e  r e g i s t e r s  which, 
i n  turn,  contain the  d a t a  being o p e r a t e d  on as 
defined by a n  instruct ion.  
C. Control  Unit 
This  log ic  con t ro l s  the flow of d a t a  in  the  s y s t e m ,  
fe tches  i n s t r u c t i o n s  f r o m  m e m o r y ,  and decodes  
the  i n s t r u c t i o n s  i n  one o r  m o r e  ins t ruc t ion  r e g i s -  
t e r s .  T h i s  uni t  execu tes  ins t ruc t ions  by  enabling 
the  a p p r o p r i a t e  e l e c t r o n i c  s igna l  pa ths  and cont ro l -  
ling the  p r o p e r  sequence  of o e r a t i o n s  p e r f o r m e d  
by the  arithrr.ctic/logic and 170 units.  Final ly,  
i t  changes  the s t a t e  of the c o m p u t e r  to that  
r e q u i r e d  by t h e  next  operation. 
D. input/0utput Unit 
-- 
T h i s  uni t  p rov ides  the  i n t e r f a c e  and  in s o m e  
s y s t e m s ,  bu-fering tu p e r i p h e r a l s  connec ted  to 
the  computer ,  t r a n s f e r r i n g  d a t a  to and rece iv ing  
d a t a  f r o m  the ou ts ide  world. 
I t  should be  noted that  s o m e  of the m o r e  recen t ly  
introduced m i n i c o m p u t e r s  t r e a t  m e m o r y  a s  a n  
e x t e r n a l  d e v i c e  and  communica te  with i t  o v e r  t h e  
s a m e  1/0 bus, just  a s  they would with a n  ex te rna l  
p e r i p h e r a l  device. 
The  c e n t r a l  p rocess ing  uni t  (CPU)  is defined a s  
t h e  con t ro l  unit,  t h e  arittAmetic/logic p r o c e s s o r ,  
and a l l  i n t e r r e l a t e d  b u s e s  a n d  r e g i s t e r s .  T h e  
b a s i c  elemeil ts  of the  CPU a r e :  
( 1  \ The  Ins t ruc t ion  R e g i s t e r ( s ) .  
( 2 )  ' T h e  Decoder. 
( 3 )  The Control  Unit. 
(4)  The P r o g r a m  Counter  (Po in te r ) .  
(5)  The Adder  and Comparer .  
(6 )  The  A c c ~ n u l a '  r. 
( 7 )  The S ~ a t u s  R e g i s t e r .  
A typical min icomputer  p rocess ing  c y c l e  c a n  be  
divided into two subcyc les  - a n  ins t ruc t ion  o r  
fetch cyc le  and a n  execut ion cycle. A detai led 
descr ip t ion  of e a c h  of t h e s e  e l e m e n t s  is beyond 
the  scope  of th i s  p a p e r  ( s e e  Ref. A - I ) .  IIowever, 
the basic ideas of the central  processing unit can be 
obtained by describing the chain of events that takes 
place during the fetch and execution cycles. During 
the fetch cycle, 
The control unit logic fstches next memory 
address  n f,.om the program counter. 
The decoder decodes this address.  
The control unit logic fetches +he contents 
A (an instruction) of memory  address  n. 
The control unit logic loads instruction A 
into the instruction register .  
The control unit logic increments the pro- 
g r a m  counter by 1 for  the next cycle, i.e., 
the counter a c t s  a s  a memory pointer. 
The control unit fetches the contents of 
instruction register ,  A, and decodes the 
instruction. 
The control unit i s  now ready to implement the 
second subcycle, the execution cycle. The steps fol- 
lowed in the execution cycle depend on the type o i  
instruction to be executed. One of the mos t  com- 
mon instructions is addition o r  ADD. A typical 
ADD instruction i s  based on the following sequence 
of steps: 
i 
A piece of data designated h e r e  a s  "a", 2 
s tored in memory  location m t n, i s  added 4 
to the contents of the accumulator. j 
From the previous execution cycle, t 
assume that the previously s tored quantity : 
in the accun.71lator is "bl'; the new amount 
af ter  additib. will be "a" + "b". J 
The new contents of the accumulator a r e  
stored in location m + n, which will now 
contain "a" + "b". I 
The status regis ter  \ d r i e s  in s ize  and complexity, 
but a s  a minimum, two single bit r eg i s t e r s  a r c  
used where the f i r s t  s to res  the overflow f rom the 
accumulator, and the second reg i s t j r ,  called the 
tes t  o r  link regis ter ,  tes ts  the condition of the 
accumulator. 
Figure A-1 3 shows the archi tec ture  of a mic ro -  
processor.  This i s ,  for al l  practical  purposes, a 
CPU on a chip. A 40-pin chip slightly over 2 
inches in lecgth and about 5/8 of a n  inch wide! 
This should give the reader  insight into things to 
come in the computer industry in the nea r  future. 
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MINICOMPUTERS 
Stephen A. Kallis, Jr. 
Digital Equipment Corporation 
Maynard, Massachusetts 
I 1 
A tutorial paper on minicompu ten. Minicomputers share the characteristics 
of other generalgutpose digital electronic computers i n  that they are 
can be used i n  batch, real-time, or timesharing mode. In  addition, their degree 
of ruggedness, when compared to larger electronic computen, permits them to be 
employed i n  more severe environments than the larger machine;; their cost i s  law 
enough to pennit them to be employed as imtruments i n  laboratory and test 
s i  tuations. 
INTRODUCTION 
Since i t s  introduction i n  1963 with the POP-5, 
the minicomputer has had a significant impact i n  a 
voriety of analytical fields as well as the more con- 
ventional "computer applications" such as statistical 
analyses, financial calculatiom, and the like. The 
minicomputers available today have onalyticol power 
comparable to the medium-scale computen af a 
decade ago, yet their costs are so low that a few 
people have purchased minicomputer systems for pri- 
vate use. Smal l businesses, and as important, small 
laboratories and research facilities are acquiring mini- 
computers to permit them to extend their activities 
into areas that i t  would hove been impractical for 
them to have attempted on1 y a few years ago. 
A minicomputer i s  defined as a general-pur- 
pose electronic computer with a digital word length 
of between 8 cnd 18 bits, a minimum of 4,096 words 
i n  its memory, and a cost of less than $20,000 i n  its 
minimum configuration. For clarity, this definition 
w i l l  be . t  fined further. 
A "general-purpose" computer i s  one that can 
be employed for a variety of different applications. 
This i s  achieved through alteration i n  the programs 
stored within the computer's memory. Thus, the same 
computer codd be used i n  connection with laboratory 
imtruments at one time, for inventory control a t  
another time, and for mathematical analyses at yet a 
third time, merely by reading new programs into the 
computer's memory for each new application. 
This should be contrasted with a "special- 
purpose" computer, which con only be used for one 
sort of application. The flight computer aboard a 
spacecraft, for instance, i s  an example of a special- 
purpose computer. 
The fundamental unit of information i n  a 
digital computer i s  a "bit, " from Binary digIT. For 
operation i n  computers, bits are grouped into 
aggregations known as "wordr"; common mini com- 
puter words are 12 and 16 bits long. 
The copaci ty of a computer's memory is 
generally considered the number of words i t  can 
store. Common values for minicomputer capacity 
include 4,096, 8,192, and 16,384 words. A l l  
these numbers are powers of 2. In computer parlance, 
the term "K, " when used for memory capacity makes 
use of the fact that 2 10 i s  approximately equal to 
1,000; therefore, the computer industry uses "K" to 
stand for 1,024 --and by this definition, a computer 
with a memory capacity of 4,096 words would be 
said to have a "4K word" memory, and so forth. 
Sometimes computer professionals work with 
onother grouping of bits called "bytes." This term 
i s  a b i t  flexible, but usually refers to a group of 
bits less than one computer word i n  length, and fre- 
quently a submultiple of that word (e.g., a 12-bit 
word might be divided into two 6-bi t bytes). To a 
number cf  specialists, though, "byte" seems to have 
o more fixed length, usually 8 bits. For discussion 
of the elements and applications of minicomputer 
systems, the term "byte" i s  not essential, and wi l l  
be clearly defined i n  any areas where i t  i s  employed. 
The cost factor of the definition of the mini- 
computer was strictly arbitrary and 5temmed from the 
price of the original commercially ovailable mini- 
computer, the PDP-5. The line of computers de- 
riving from this machine, the PDP-8 fami;y, has 
averaged a central processor cost reduction of approxi- 
mately 10 percent per year, so the cost of the overage 
minimum-configuration minicomputer system i s  
approximately on orde: of magnitude below that of 
the defined minimum. 
MODES OF OPERATION 
There are two ways a computer con be used: 
As a "real-time" device or as a "non real-time" 
device. In computer terminology, "real-time" opera- 
tions are those i n  which the computer i s  able to 
assimilate information concerning a process, process 
the data, and present the solution or solutions with 
sufficient speed so thot the solution can affect the 
process under analysis. Although this definition 
implies a direct control feedback, intervention 
could toke place through the agency of a human 
operotor. The important concept for real-time 
nperations i s  that the time spent i n  analysis should be 
extremely short when contrasted to the process being 
analyzed. 
"Non real-time" refers to an operation that 
does not require immediate results. Traditional com- 
puter operations such os bookkeeping, financial 
analyses, generation of tables, and the like, ore 
non real-time functions. 
COMPUTER SYSTEM ELEMENTS 
A computer system i s  composed of various 
physical devices, loosely categorized as "hardware, " 
and computer programs, called "software. I' Within 
the category of hardware, there i s  the computer, 
peripheral devices, and interfaces. Within the 
category of software, there are application programs, 
general-purpose high- and low-level programs, and 
operating systems. 
Treating the hordware first, there i s  the com- 
puter itself, general ly called the central processing 
unit, or "CPU." Within this unit, a l l  the electronics 
- , 
necessary to make the computer operate wi l l  be found. 
In many cases, the computer's memory i s  considered a 
part of the central processing unit, although i n  some 
sckemes. the memorv i s  treated as a se~orate element 
of o compu ter system (see Fig. 1). 
In gross, the ari~hmetic and logical operations 
of the computer ore performed by the central proces- 
sing unit. 
To extend the capabilities of the computer 
system, a number of devices, known as "peripheral 
devices," or "peripherals, " are attached to the CPU. 
Peripherals fall into two main categories: "lnput- 
output" (or I/O) and "storage" devices. The first 
category includes al l  units that establish a communi- 
cotion channel between the computer system and the 
user. Included i n  input-output devices are terminals, 
printers, plotters, card readers, paper +ape readers, 
optical scanners, and paper tape punches. Becouse 
of the variety of available terminals, i t  i< necessary 
to add that terminals may take the form of (ype- 
writers, supplying the user with a printed record of 
his communication with the computer cystem; or video 
terminals, where communications are displayed on a 
CRT screen. Those I/O devices producing tangible 
copies of computer communications ore known as 
"hard copy" devices; those displaying communim tions 
are called "soft copy'' devices. 
Storage peripherals act to augment the com- 
puter's memory. Data or programs are stored on a 
recording medium and are available for callup by 
the computer i n  its operations. One of the most 
common storage media i s  magnetic tape. Magnetic 
tape i s  available on a number of different reel sizes, 
and is, relative to other media, inexpensive. Mag- 
netic cassettes are considered as being i n  the "tope" 
category. 
While magnetic tapes are inexpensive, they 
are also relatively slow i n  action. Another medium, 
the magnetic disk, opemtes at many times the speed 
of a tape: Where tape access to files may toke 
seconds to achieve, access to those same file$ i f  
stored on a disk can be achieved i n  70 milliseconds 
or less (under 20 milliseconds for a fixed-heod disk). 
This rapid rate of data transfer permi ts some varieties 
of disk to be used i n  timesharing applications, where 
the computer works with a number of terminals 
"simultaneously" --actually by 2 form of time- 
division mu1 tiplexing. 
A third magnetic medium used for data or 
program storage i s  the magnetic drum. Theqe operate 
on the same principle as a magnetic disk, but with 
slightly faster access. Drums are not uruolly used 
with minicomputers. 
Minicsmputer peripherals, l ike minicomputers 
themselves, are both rugged and inexpensive. They 
tend to be usable i n  a less controlled environment 
than that required for large-scale computers. When 
t!le mi nicomputer was first developed, the on1 y 
available peripherals were those designed for larger- 
scale computer systems, and the minicomputer system 
designer was frequent1 required to tie a peripheral 
to the central processor that cost four times as much 
as the CPU did, merely because thot was the only 
unit available. Tnday, the low cost and durabili ty 
of minicomputer peripherals ore such that they are 
being used with large-scale computer systems. 
A final type of hardware i s  the interface. 
When a computer i s  used to gather information from a 
laboratory instrument, or when one i s  used to control 
a process of some sort, appropriate electronics are 
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required to effect a connection between the computer 
and the process or instrument. In some coses, the 
interface can be a direct digital connection between 
the computer and a switch assembly (or equivalent). 
More Crequently, however, some sort of conversion 
process i s  required :o permit the computer to gather 
information from the process or generote instructions 
to i t .  
Many rtadings from instruments or sensors are 
i n  the form of electrical mognitudes (analog rignals). 
To convert them into a form compatible with the 
circuitry of the minicomputer, an analog-to-digit01 
converter i s  used. To convert information from the 
computer to analog signals required to control some 
process, a digital-toanalog converter i s  employed. 
For long-distance connection between a terminal 
and o computer sys'em, a special communication 
interface known as o "modem" (for MOdulotor- 
DEModulator) i s  employed. A modem permitt commu- 
nication between a computer and a terminal (or 
between computers -- or terminals) over telephone 
circuits. 
Programs, or software, fall into several 
categories. Some progmms are very specfalized, 
and permi t o computer to perform a specific iob only. 
These programs ore called "application programs, " 
because of their m ture. There are many and varied 
applicatiorl progmms, ranging from rimple tosks such 
as the generation of mailing lists to very complex 
progmms such or those used to perform Fourier 
analyses on incominq waveforms. Application pm- 
grams encompass o variety of disciplines, but each 
generally restricts o mlnicomput~~ to a Jngle lob or a 
single type of job. 
A general-pulpose high- or low-level pro- 
gramming longuoge is used to develop application 
programs. A "high-level" programming longwge is 
one l ike FORTRAN, BASIC, COBOL, or FOCAL@. 
These languages are similar to English, and are rela- 
tively easy to employ. Most such languages are 
"machine independent, " mclning that the program 
written in, say, FORTRAN N for one machine wi l l  
run on another machine that wos built by a different 
manufacturer. A high-level langwge i s   effective:^ 
independent of a minicomputer's internal organization, 
as for as the user i s  concerned, as i s  not the case with 
o low-level languoge. 
A low-level language i s  written to reflect the 
actual organization of the minicomputer and i t s  
working ports. Such an "assembly language, " requires 
knowledge of the way o particular computer operates 
and i s  totally dependent upon the computer thct i t  is 
being run on. Whereas a high-level longuoge i s  easy 
to write and requires only a few instructions to execute 
o program, a low-level language requires utter pre- 
cision i n  writing every step of action required i n  the 
program. 
The advantage of a low-level longuoge over a 
high-level language i s  quite simple: Although the 
instruction list i s  much longer for a low-level longwge 
the actual memory thot contains the final progmm is 
much smaller than for o high-level langwge. The 
reason for this i s  thot the computer only operates i n  
binary imtructiom, and both the low-leve! longuoge 
and the high-level longuoge hove to be transformed 
into binary instructiom i f  the computer i s  to use them. 
I n  the cose of the low-level languoge, this i s  o simple 
process; i n  the case of the high-level language, a 
large ond complex program to tromlate the English- 
like progmm into binary instructions must olso be prr-  
sent i n  memory. This large program (called either on 
11. lnterpreterl' or a "compiler, " depending upon its 
operation), because of its general purpose mture, 
occupies ci large amount of a minicomputer's memory. 
Where memory i s  at a premium, the user moy be forced 
to consider u41-i o low-level language i n  order to 
conserve momory space. 
Opemting systems (olso known os "executives") 
are progmms designed to direct the operation of other 
program elements i n  a computer system. An opemtirrg 
system moy be used to initiate a doto transfer between 
peripherals, call up new progmms (or parts of pro- 
gmms) for execution, or for library functions (keepirrg 
tmck of dota flles, for example). Operating systems 
hove been avoiloble for computers for several yeon, 
ond currently ore quite sophisticated. 
MINICOMPUTER USES 
As noted before, minicomputers con be m- 
ployed i n  a variety of diKerent applications. I n  
general, these fall into the hvo broad categories of 
dota onalysis and control. Administrative duties ond 
data vathering without analysis can be associated 
with the former category; data communlcatlon and 
message switching, the latter. But thew are two 
other fundamental ways a computer can be used: As 
o "stand-alone" unit, or os a part of some sort of 
computer hierarchy. 
The term "stand-alone" implies the computer 
use: The computer i s  used or an independent unit, 
tied into no other computer system. The relatively 
odvonced software avoiloble today makes such on 
appmch practical. Today, minicomputer systems 
can run ANSI-compatible FORTRAN IV progmms i n  
as l i t t le  as 8K words of memory, wi h the assistance 
of the appropriate peripheral(s) such as o mas5 storage 
device. This degree of power meons tho t computer 
systems that con h t  otop a desk can deliver power to 
the engineer that only o few years ago was available 
only through use of o large-scale centrally located 
computer system. 
Stond-olone computer systems permit a degree 
of protection for a facility's wemtions that i s  diffl- 
cult to achieve by other means. A number of stand- 
alone systems scattered throtlghout the foci li ty resul t 
i n  o distribution of the total computer power among a 
number of independent stations. The workload of one 
system wi l l  not necessarily interfere with the opera- 
tion of another system, and i n  the event of a system 
foilure, only the one station wil l  be affected, not 
every station. 
Where a stand-alone computer i s  used for 
only a froction of a workday on o single application, 
i t  i s  frequently possiblc to reTrogmm i t  for other 
opplicotions i n  i ts Idle time. Some facilities hove 
mounted their smaller minicomputer ~ysterns on costers 
so thot they can be wheeled between Ic wutories, 
permitting them to be shored during the course of a 
workday. 
Minicomputers can also be wed i n  hierarchies. 
A number of minicomputers con be connected, via 
communication lines of some sort, to a loger com- 
puter. In this sort of ormngement, the miniconputer 
acts i n  a semi-independent mode, transmitting doto 
to the larger computer but handling ordinary prob- 
lems itself. If, however, i t  encounter% on extra- 
ordinary problem, beyond its capocity to solve -- or 
beyond its capacity to wive i n  an acceptable period 
of time -- i t  may formot its problem i n  a "predigested" 
form and forward the problem to the lorger computer 
to solve. The ~olut ion i s  returned to the minicom- 
puter, which then handles the solution as i f  i t  had 
performed the necessary operations. 
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CONCLUSION The larger computer may i n  turn be tied to an 
even lager computer. The minicomputer can, i n  turn, 
t 3 linked to even simpler automatic devices, such as 
progrmmable controllen. Such a hierarchy parallels 
the hierarchy found i n  large oganlzatiom. (See 
Figure 2 above) 
The minicomputer has evolved into a power- 
ful, rugged, and reliable unit thot can be used as a 
supercalculator, an analytical device that can be 
attached directly to a process, a control device, an 
administrative device, or an element of a computer 
hierarchy. Historically, the cost of minicomputers 
has diminished while their power has been maintained, 
or has ac tw l ly  increased. Software for minicom- 
puten has become highly sophisticated, and mini- 
computers can perform operations today that only a 
f,v; years ago were the exclusive province of much 
lcrcer computers. The result is a tool that can be 
r~,c:,rporated into a wide variety of systemc for a 
11: .!;s number of varied applicationc. 
While computer hierarchies are inte iinked, 
there i s  also a certain degree of independence be- 
tween the various levels. Mi nicomputen, for example, 
ordinarily w i l l  work independently of the medium- 
scale computer. The only times that communication 
normally w i l l  occur between these machines i s  either 
when the medium-scale computer interrogates the 
minicomputer for i nformation, or the min;computer 
forwards data to the lager machine to obtain the 
solution of a problem. The larger machine can for- 
ward information to the executive machine; i t  also 
can coordinate the operation of the minicomputers i t  
is monitoring. The effect i s  the most optimum use of 
computers i n  a facility, with each being used at its 
moximum efficiency, with minimum interference from 
each other. Even with a short breakdown i n  communi- 
cation, the elements of the hierarchy would be able 
to operate i dependent1 y. 
Note: "PDP" and "FOCAL" are registered trade- 
marks of Di ji tal Equipment Corporction. 
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DIGITAL ANALYSIS AND CONTROL I N  
THE VIBRATION LABORATORY 
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D i g i t a l  Signal Analysis Group 
Santa Clara, C a l i f o r n i a  
A d iscuss ion o f  the d i f fe rences  between the t r a d i  t icji 
analog instrument and the modern mini-computer based 
d i g i t a l  instrument i s  given. Examples o f  the  kinds o f  
measurements and new c a p a b i l i t i e s  provided by a d i g i t a l  
instrument are presented. Inc!rrded i s  a b r i e f  d iscuss ion 
o f  how v i b r a t i o n  con t ro l  i s  implemented i n  a d i g i t a l  
instrument/system. F i n a l l y ,  a d iscuss ion i s  presented 
on the impact o f  d i g i t a l  instruments on the t y p i c a l  
v i b r a t i o n  t e s t  laboratory .  
The advent o f  the min i  computer has al lowed the  
basic concept o f  an instrument t o  change, and 
t h i s  i s  why d ig i ta l -based  instrumentlsystems 
are having such a dramatic e f f e c t  on the v i b r a -  
t i o n  t e s t  laboratory .  
This paoer summarizes the important d i f ference 
between analog and d i g i t a l  instruments and 
discusses some o f  the advantages of the  d i g i t a l  
approach. The use o f  memory t o  save data and 
numerical computation t o  make the measurement 
a1 lows a s ing le  instrumentlsystem t o  perform 
a wide v a r i e t y  o f  tasks i n  the v i b r a t i o n  
laboratory .  These capabi 1 i t i e s  range from PSD 
analys is  t o  t r a n s f e r  funct ions (and there fo re  
~ d a l  ana lys is )  t o  complete random, sine and 
t rans ien t  c o n t r o l .  
Analog and D i g i t a l  Instruments 
Figure 1 i s  a b l ~ c k  diagram o f  a t y p i c a l  
analog instrument. 
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The instrument includes i n p u t  c i r c u i t r y ,  f r o n t  
panel c o n t r o l s  and some form o f  d isp lay ;  f o r  
ex-; nple, a meter movement, numerals o r  a 
cathode ray  tube (CRT). The measurement i s  
a c t u a l l y  performed usinq f i x e d  purpose analog 
c i r c u i t r y  which may t y p i c a l l y  be made t o  operate 
over several ranges, b u t  s t i l l  performs o n l y  
one fundamental type o f  measurement. More 
sophi s t i c a t r d  analog instruments prov ide "plug- 
i n s "  t o  extend the c a p a b i l i t y ,  and o f f e r  
var ious outputs t o  t r a n s f e r  the measured 
in format ion t o  another device; e.g., a 
recorder, pr!nter o r  a computer. 
Figure 2 i s  a b lock diagram of a t y p i c a l  d i g i t a l  
instrument. 
m 
FRONT 
PANEL 
S u p e r f i c i a l l y ,  i t  looks much l i k e  an analog 
instrument, but  there are many important 
d i f fe rences  both f o r  the manufacturer and the 
user. The inpu t  c i r c u i t r y  cons is ts  of a n t i -  
a1 i a s i n g  f i l t e r s  and ana log- to -d ig i ta l  con- 
ve r te rs .  The f r o n t  panel c o n t r o l s  u s u a l l y  are 
no lonqer knobs, bu t  more genera l l y  are push- 
buttons. These can ranae from alphanumeric 
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t ime and upon the organizat ion of the software. 
I n  machines equipped w i t h  microcnding c a p a b i l i t y  
up t o  a 10 t o  1 speed improvement may be obtained 
over conventional machine language code by 
implementing c e r t a i n  high1 y r e p e t i t i v e  opera- 
t i o n s  i n  microcode(1). 
When making measurements o., random v i b r a t i o n  
data i t  i s  desi 'able t o  g e t  the ma;,irnum v a r i -  
ance reduct ion per u n i t  o f  t ime. The greatest  
variance reduct ion comes when the data frames 
are over1 apped p r i o r  t o  performing the Four ier  
Transform. Overlapping c a p a b i l i t y  i s  p a r t i c u -  
l a r l y  useful i n  analyzing low-frequency random 
data, i .e., l ess  than 5G0 Hz, because the 
record t ime f becomes r e l a t i v e l y  long and t o  
get  the des i red variance reduct ion a g rea t  
many averages may be requi red.  By over- 
lapping, the time t o  get  the e w i v z l e n t  
variance reduct ion i s  s ign i f i ,ant ly  re -  
duced. For exampl~,  i f  the  measurement 
bandwidth i s  50 Hz and 1GO averages a re  
required, overlapping can provide a 30 t a  1 
reduct ion i n  measurement t ime.  
AS the bandwidth i s  increased, t',e processing 
time bec,~'ies a l a r g e r  and l a r g e r  f r a c t i o c  o f  
the data inpu t  t ime T. When they a r  : t  
equal, t h i s  i s  the " rea l  time" l i l n i i  2' ' ,:? 
machine f o r  the given measurement. Bey~nd  
t h i s  l i m i t  data i s  l o s t .  For example, the 
r e a l  time l i m i t  f o r  a t y p i c a l  Four ier  Analyzer 
i s  3000 Hz when performing a power spectrura 
average. 
Mass Memory 
I f  the process under observat ion can be con- 
sidered s ta t ionary ,  then i e  loss  o f  data 
above the rc .l t i m t  1 ir . t i s  o f  1 i t t l e  conse- 
quence unless there war a l i m i t e d  amount o f  
i t  t o  begin w i t h  and no t  eriough averages can 
be made t o  achieve the des i red variance reduc- 
t i o n .  I n  t h i s  case, some a l t e r n a t i v e  pro- 
cedure i s  des i rab le  t o  capture a l l  of the a b a i l -  
ab le data. The data must be put  i n t o  a mass 
me?-v l a r g e  enough t o  hold the data. This 
can be done i f  the d i g i t a l  instrunlent has the 
c a p a b i l i t y  t o  d i g i t i z e  and send the data t o  a 
magnetic d isc  or tape i n  " rea l  time" t h a t  i s  
without loss  o f  data. This c a p a b i l i t y  i s  
re fe r red  to  as "ADC tnroughput." Once the 
daCa i s  on the d isc  o r  tape, then the measure- 
ment can be maje a f t e r  the f a c t  using a l l  o f  
the data. 
The bandwidth l i m i t a t i o n  i s  determ~ned by the  
throughput r a t e  t o  tho d isc  o r  magnetic tape. 
A t y p i c a l  spec iC ica t ion  t o r  t h i s  i s  39 KHz 
throughput r a t t  ?Ier channel, which meavs t h a t  
.; ingle-channel measuremenu can t-e made over 
a baradwidth of 19 KHz, and dual-channel over a 
S 'z bandwidth. 
A d i g i t a l  instrument equipped w i t h  a magnetic 
d i s c  o r  tape n o t  o n l y  can have throughput 
c a p a b i l i t y  bu t  a lso  general data and program 
storage c a p a b i l i t y .  Th is  extends the usefu l -  
ness o f  the machine and provides, among other  
things, the means f o r  es tab l i sh ing  a d i g i t a l  
data Lase for  such app l i ca t ions  as modal 
ana lys is  and s ignature analys is .  
Post v i b r a t i o n  labora to r ies  record t l s t  data 
on analog magnetic tape and perform d e t a i l e d  
ana lys is  a f t e r  the t e s t  i s  complete. A l -  
thcugh d i g i t a l  magnetic d iscs  and tapes are 
extremely usefu l  t o o l s  i n  conjunct ion w i t h  
a d i g i t a l  instrumenr, they do n o t  rep lace the 
funct ion o f  analog tape recotd ings o f  t e s t  
data. These -ecords a r e  o f t e n  j u s t  that -  
records-and they need t o  be kept  i n  an i n -  
expensive form. I n  add i t i on ,  t o  d i g i t a l l y  
record, say, 200 channels : data from a 
fcur-minute spacecraft  v ib :  d t i o n  t e s t  o u t  t o  
a bandwidth of 2.5 kHz i s  not,  as y e t ,  prac- 
t i c a l ,  as i t  would r e q u i r e  throughput r a t e s  
i n  excess of 2 megawords/second t o  record on 
a s i n g l e  device. I f  p a r a l l e l  devices a re  
used, i t  i s  feas ib le ,  b u t  expencive. I n  
addit io-1, i f  phase in format ion i s  t o  be main- 
ta ined between a l l  the channels, then they 
must be simu1;aneously sampled. This would 
imply mu1 t i p l e  mu1 t i p l e x e r s  slaved together 
and, again, i t  becomes expensive. 
For modal suneys,  ~iowever, where the  t e s t  
l e v e l s  are lower and t h e  t e s t  du ra t ion  can be 
1 engthened, then the  d i g i t a l  throughput 
method works extremely w e l l  as a means o f  
gather ing and mainta in in9 t h e  data i n  an 
organized and r e a d i l y  access ib le  f c ~ .  
As noted before, almost any measurement can be 
performed on he sampled data. Tlle measurements, 
t o  be proper ly  made, r u s t  r e s t  on a strong 
theore t i ca l  background. Yet, t h e  user o f  the  
instrument should no t  need t o  be i n t i m a t e l y  
f a m i l i a r  w i t h  t h ~  theory, so long as he can 
p roper l y  make the measurements he needs. 
Fixed R e s ~ l u t  Jn Bandwicth Measurements 
A p r a c t i c a l  problem i n  t h i s  regard comes up 
 hen measurements a r e  made on random data. 
For example, i t  i s  an easy mat ter  t o  measure 
the rms power o f  a signs1 using d i g i t a l  
techniques and w i t h  an ord inary t r u e  rms meter. 
But what i f  they disagree? Which i ~ s t r m e n t  
i s  r i g h t ?  Most o f t e n  they a re  b0t.h r i g h t .  The 
d i f f e r e n c e  i s  the bandwidth of the instrument. 
The t r u e  rm meter might  have a bandwidth from 
10 Hz t o  1 MHz, and thc d i g i t a l  system might  

This  example emphasizes t h e  u n i q ~ e  c a p a b i l i t i e s  
o f  a  d i g i t a l  i ns t rumen t  t o  "massage" data  t o  
s u i t  t h e  needs of  t h e  user.  However, t h i s  
capab i l  i t y  must n o t  be i n c o r r e c t l y  o r  imprope r l y  
used o r  erroneous r e s u l t s  may be obta ined.  
SOME NEW CAPABILITIES 
Transfer Funct ions  
The concept o f  a  t r a n s f e r  f u n c t i o n  i s  o l d ,  b u t  
i t s  use i n  t h e  v i b r a t i o n  t e s t  l a b o r a t o r y  i s  
s t i l l  i n  i t s  in fancy.  P a r t l y ,  t h i s  s t ims  f rom 
the f a c t  t h a t  t h e  t r a d i t i o n a l  method,. f o r  
making t r a n s f e r  f u n c t i o n  m e x u r e n m t s  a r e  
q u i t e  slow. A  t r a n s f e r  f u n c t i n -  computed u s i n g  
baseband F o u r i e r  a n a l v s i s  teci i t  ques ( t h a t  i s ,  
measurements which cover  t h e  ranqe fro111 UC t o  
some maximum frequency) can be 111. i e  i n  a  f i a t t e r  
of seconds and can p r o v i d e  a  g r e a t  dea l  of  
use fu l  i n fo rma t i on .  
An example of  t h i s  i s  t h e  use o f  l ow- leve l  
random no i se  e x c i t a t i o n  t o  measure t h e  t rans -  
m i s s i b i l i t y  between c r i t i c a l  p a r t s  o f  a  space- 
c r a f t  b e f o r e  and a f t e r  s i n u s o i d a l  q u a l i f i c a t i o n  
t e s t i n g .  A comparison o f  t h e  da ta  b e f o r e  and 
a f t e r  q u i c k l y  r e v e a l s  i f  t h e  s t r u c t u r e  has 
changed and a t  what f requency. T h i s  techn ique 
has p inpo in ted  t r o u b l e  t h a t  m igh t  p o s s i b l y  
have escaped d e t e c t i o n  on severa l  occasions. 
The reason t h e  techn ique i s  f a s t  i s  t h a t  a  
broadband s t imu lus  i s  used t o  make t h e  measure- 
ment and a l l  t h e  f requenc ies  a r e  measured a t  t h e  
same t ime.  The s t imu lus  can be random o r  
pseudo-random o r  even a  t r a n s i e n t ( 2 ) .  Small 
hamners w i t h  l oad  c e l l s  mounted on them make 
i d e a l  " impulse genera tors"  and a r e  now a v a i l -  
a b l e  commercial ly.  
The use o f  t r a n s i e n t s  f o r  making t r a n s f e r  func-  
t i o n s  has severa l  advantages. F i r s t ,  i t  i s  
easy t o  s e t  up  and, second, t he  measurements 
can be made ve ry  r a p i d l y .  Complex shaker f i x -  
t u r i n g  i s  n o t  requ i red ,  and i t  p rov ides  
a  ve ry  good "qu i ck - l ook "  c a p a b i l i t y .  A  
disadvantage comes when t h e  s t r u c t u r e  under 
t e s t  i s  ve ry  non-1 i n e a r  o r  r e q u i r e s  a  c a r e f u l l y  
c o n t r o l l e d  f o r c e  i n p u t .  Often, t he  problems 
w i t h  n o n - l i n e a r i t i e s  may oe overcome by  pre-  
l oad ing  t h e  s t r u c t u r e .  More o f t e n  than no t ,  
c o n t r o l l e d  f o r c e  i s  n o t  r e q u i r e d  because o f  
the  l a r g e  dynamic range c a p a b i l i t i e s  o f  t h e  
d i g i t a l  ins t rument .  
Another example o f  t h e  u t i l i t y  o f  e a s i l y  made 
t r a n s f e r  f u n c t i o n s  i s  f ' x t u r e  v e r i f i c a t i o n .  
I n  genera l ,  f i x t u r x  a r e  l i n e a r  and pseudo- 
ral-dom no i se  c; I be e r f i c i e n t l y  used t o  e x c i t e  
t he  f i x t u r e  and measure i t s  tp.ansmissibi1 i t y  
and v e r i f y  :he des ign.  
Modal Ana l ys i s  
The most g ~ t n e r a l  use o f  t t  an.,.'er f u n c t i o n  
measurements comes i n  modal ana l ys i s ,  wh ich  
i s  d iscussed i n  d e t a i l  i n  References ( 3 ) ,  
( 4 )  and ( 5 ) .  There i t  i s  p o i n t e d  o u t  t h a t  
t h e  t r a n s f e r  f u n c t i o n  c o n t a i n s  a l l  of  t h e  
i n f o r m a t i o n  necessary t o  i d e n t i f y  t h e  modal 
parameters o f  a  system; t h a t  i s ,  t h e  resonant  
f r e q ~ e n c y ,  damping, and complex res idue .  
Fu r the r ,  a  m a t r i x  o f  t r a n s f e r  f unc t i ons  can be 
used t s  comp le te l y  model a  mechanical  system. 
By examining t h e  complex res idues  o f  s s e r i e s  
o f  t r a n s f e r  f unc t i ons ,  t h e  mode shape v e c t o r s  
can be ob ta ined  and d i s p l a y e d  i n  animated 
form. 
Ons OF t h e  o b j e c t i o n s  r a i s e d  about  d i g i t a l  
F o u r i e r  transform-based t r a n s f e r  f unc t i ons  i s  
r e s o l u t i o n .  The t r d d i t i o n a l  t r ans fo rm i s  a  
baseband measurement; t h a t  i s ,  i t  p rov ides  
u n i  form1 y spaced f r e ~ u e n c y  ramp1 es f rom DC 
t o  some maximum frequency. What do 1 . o ~  do i f  
you need r e s o l u t i o n  o f  a  m i l l i h e r t i  a t  a  
k i l o h e r t z ?  Baseband d i g i t a l  methods would r e -  
q u i r e  an enormous data  r e c o r d  znd would t a k e  a  
l ong  t i m e  .o process a  l o t  o f  unwanted in forma-  
t i o n .  A  new s o l u t i o n  i s  Band S e l e c t a b l e  F o u r i e r  
Ana l ys i s .  
Band Se lec tab le  F s u r i e r  Ana l ys i s  
Band S e l e c t a b l e  F o u r i e r  Ana l ys i s ,  o r  BSFA, i s  
a  ~~~easu remen t  kechnique t h a t  makes i t  p o s s i b l e  
t o  pe r fo rm F o u r i s r  a n a l y s i s  over  d f requency 
band whose upper and lower  f r equenc ies  a r e  
se lec ta t r l  e. BSrR p rov ides  improvement i l t  f r e -  
quency r e s o l u t i o n  g r e a t e r  than 100 t imes 
compared t o  s tandard  F o u r i e r  a n a l y s i s  w i t h o u t  
i n c r e a s i n g  t h e  number o f  s p e c t r a l  l i n e s  s t o r o d  
i n  t h e  computer. The dynamic range i s  main- 
t a i n e d  a t  80 dB when t h e  major  s i g n a l  i s  w i t h -  
i n  t h e  s e l e c t e d  band and i s  i nc rezsed  t o  90 dB 
o r  mcre when t h e  major  s i g n a l  i s  o u t s i d e  t h e  bacd. 
The dynamic range i s  cons ide rab l y  g r e a t e r  than 
t h a t  ob ta ined  w i t h  analog het rodyne techn iques 
because o f  t h e  sharp f i l t e r s  t h a t  can be imple-  
mented d i g i t a l ; y ( 6 ) .  
The way BSFA i s  achieved i s  t o  m u l t i p l y  t h e  
sampled da ta  by a  s i n e  and cos ine  wave a t  t h e  
se lec ted  band': c e n t e r  f requency and then 
d i g i t a l l y  f i l t e r  t he  data ,  resample i t  and 
F o u r i e r  t r a n i f o r m  t h e  r e s u l t  (see F i g u r e  8 ) .  
The s ine,  cos ine  mu1 t i p l y  produces a  complex 
t ime  waveform s h i f t e d  so t h a t  t h e  c e n t e r  f r e -  
quency i s  now a t  DC; t h e  d i g i t a l  f i l t e r i n g  
removes t h e  unwanted i n f o r m a t i o n  o u t s i d e  t h e  
se lec ted  bands; and resampl i n g ,  f rom t h e  f i l t e r e d  
data  stream, calises t h e  niaxiniuli~ f requency of  t h e  
new da ta  t o  be one -ha l f  t h e  bandwidth o f  t h e  
se lec ted  band. The F o u r i e r  t r a n s f o r n ~  (now com- 
p l e x )  then c o v e r t s  t h e  i n f o r n ~ a t i o n  t o  t h e  f re -  
quency domain. Once i n  t h i s  domain, power 
s p e c t r a l  d e n s i t y  and t r a n s f e r  f u n c t i o n s  can be 
computed. It should be po in ted  o u t  t h a t  t h e  
sa111pling laws o f  na tu re  descr ibed above s t i l l  



ment c a p a b i l i t i e s  described above, but  present 
the c a p a b i l i t i e s  t o  the  user a t  a  much h igher  
l e . ~ e l .  Thus, a  s i n g l e  but ton push can produce 
an RPM spectra l  map o r  an animated mode shape. 
V ib ra t ion  Control  
As i f  a l l  o f  the  above measurement c a p a b i l i t i e s  
a r e n ' t  enough, a  d i g i t a l  instrumentfsystem can 
prov ide v i b r a t i o n  con t ro l  c a p a b i l i t y  i nc lud ing  
sine, random and t r a n s i e n t  (shock) con t ro l .  
Figure 13 shows how a d i g i t a l  ana lys is  i n s t r u -  
ment i s  turned i n t o  a d i g i t a l  v i b r a t i o n  con t ro l  
system. 
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Block Diagram o f  
D i g i t a l  V i b r a t i o n  Control  
An nalog- to-d ig i  t a l  conver ter  and a f i l t e r ,  
along w i t h  specia l  software, a re  added t o  g ive  
sisna! generat ion c a p a b i l i t y  t o  the  system. 
Although the  bas ic  elements a re  the same as 
those a v a i l a b l e  i n  the general purpose 
instrument/system, the uses and requirements 
o f  a  v i b r a t i o n  con t ro l  system are  d i f f e r e n t  
and more emphasis needs t o  be given t o  simple 
operator c o n t r o l s  t o  avoid mistakes and c l a r i f y  
the operat ion. The system con t ro l  keyboard i s  
used f o r  t h i s  purpose (see F igure 3).  
I f  the v i b r a t i o n  con t ro l  system i s  disc-based, 
changing from Four ier  ana lys is  t o  random t o  
sine o r  t o  t r a n s i e n t  con t ro l  can be almost 
instantaneous. 
The successful implementation o f  d i g i t a l  
s ignal generat ion and c o n t r o l  over 5 KHz band- 
width requ i res  a high-performance computer. 
The overhead requ i red  t o  generate the s igna ls  
takes away from the processing t ime a v a i l a b l e  
f o r  measurement and con t ro l  and, i f  i t  becomes 
too great,  makes f o r  a  poor con t ro l  s i t u a t i o n .  
I n  the Hewlett-Packard V ib ra t ion  Control  Sys- 
tem, the generat ion of the  random s igna l  (8) 
and the  s inusoidal  s igna l  a r e  bo th  implemented 
making use o f  the  microcode c a p a b i l i t y  of the 
machine. 
The use o f  microcode t o  keep the s igna l  genera- 
t i o n  overhead t o  a low l e v e l ,  as w e l l  as per- 
form several o ther  t ime c r i t i c a l  operat ions, 
makes i t  poss ib le  t o  implement 4-channel 
random con t ro l  and up t o  12-channel s inusoidal  
con t ro l .  Four-channel random con t ro l  i s  per- 
formed by averaging four  power spectra computed 
from simultaneously sampled t ime waveforms us ing 
the  system ADC. Twelve-channel s ine con t ro l  
requ i res  a m u l t i p l e x e r  and inc ludes peak 
s e l e c t  i n  notching c a p a b i l i t y .  
Figures 14, 15 and 16 show pos t - tes t  p l o t s  o f  
random, s ine  and t r a n s i e n t  t e s t s  run  on a 
s t r u c t u r e  having the acceleration-to-amp1 i f i e r  
voltage, t r a n s f e r  f u n c t i o n  shown i n  F igure 17. 
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Transfer Funct ion o f  Device Under Test 
Perhaps the most remarkable x n t r i b u t i o n  o f  
d i g i t a l  v i b r a t i o n  con t ro l  i s  the time saved 
conducting tes ts .  A l l  o r  tCe "knobs" are s e t  
by operator responses t o  questions, and these 
t e s t  parameters can be r e c a l l e d  and s e t  up i n  
a mat ter  o f  seconds. The h igh accuracy and 
r e p e a t a b i l i t y  of d i g i t a l  v i b r a t i o n  con t ro l  
g r e a t l y  s i m p l i f i e s  t e s t  operat ion by, i r  most 
cases, e l im ina t ing  "equa l i za t ion  runs" on 
bare f i x tu res .  
Some of the other  advantages o f  d i g i t a l  v ib ra -  
t i o n  con t ro l  over conventional analog tech- 
niques a re  increased r e s o l u t i o n  and dynamic 
range i n  random tests ;  extremely f l e x i b l e  
t e s t  s t ra teg ies  inc lud ing  mu1 t ip le-channel  
notch con t ro l  i n  s inusoidal  t e s t i n g ;  and 
shock spectrum ana lys is  and synthesis i n  
t rans ien t  waveform con t ro l .  
Some Management Considerat ions 
A modst-n d i g i t a l  instrumentlsystem i s  a t r u l y  
powerful t o o l  i n  the laboratory .  b u t  i f  i t  i s  
t o  be used t o  i t s  f u l l  c a p a b i l i t i e s  i t  must be 
managed by people who understand the c a p a b i l i -  
t i e s  and l i m i t a t i o n s  and who have the s k i l l s  
t o  implement the  so lu t ions  t o  t h e i r  unique 
measurement problems. This represents a cos t  
a f t e r  i n i t i a l  purchase which i s  sometimes 
overlooked an6 may r e s u l t  i n  u n d e r u t i l  i z a t i o n  
o f  a va luable resource. The w r i t t e n  documenta- I 
t i o n  and t r a i n i n g  provided by the manufacturer 
are an important p a r t  o f  what i s  purchased. 
Therefore, the  maintenance o f  the  software 
and manuals i n  an organized and systematic 
manner i s  necessary t o  p ro tec t  the investment. 
Since most of the  n~easurements 1 i s t e d  i n  Table 
I can be performed using the  k q b o a r d  pro- 
g r a m i n g  language, t h t r e  i s  o f ten l i t t l e  need 
f o r  the  user t o  w r i t e  specia l  software. How- 
ever, the c a p a b i l i t y  i s  there. I f  i t  i s  used, 
carefu l  documentation i s  requ i red  t c  make the 
r e s u l t s  usefu l  t o  others.  
CONCLUSION 
The broad range o f  measurements t h a t  can be 
made, coupled w i t n  the v i b r a t i o n  con t ro l  
c a p a b i l i t i e s ,  make a d i g i t a l  Four ie r  t rans-  
former-based instrument/system a necessi ty  i n  
a modern v i b r a t i o n  laboratory .  When p roper l y  
managed and u t i l i z e d ,  product ion can increase 
many times on r o u t i n e  work. Valuable measure- 
ments t h a t  used t o  be imprac t i ca l ,  and were 
overlooked, can now be made. 
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