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Abstract
We introduce an approach to multi-label activity recognition
by extracting independent feature descriptors for each ac-
tivity. Our approach first extracts a set of independent fea-
ture snippets, focused on different spatio-temporal regions of
a video, that we call “observations”. We then generate in-
dependent feature descriptors for each activity, that we call
“activity-specific features” by combining these observations
with attention, and further make action prediction based on
these activity-specific features. This structure can be trained
end-to-end and plugged into any existing network struc-
tures for video classification. Our method outperformed state-
of-the-art approaches on three multi-label activity recogni-
tion datasets. We also evaluated the method and achieved
state-of-the-art performance on two single-activity recogni-
tion datasets to show the generalizability of our approach.
Furthermore, to better understand the activity-specific fea-
tures that the system generates, we visualized these activity-
specific features in the Charades dataset.
Introduction
Activity recognition has been studied in recent years due to
its great potential in real-world applications. Recent activity
recognition researches (Kay et al. 2017; Soomro, Zamir, and
Shah 2012; Goyal et al. 2017; Kuehne et al. 2011) focused
on single-activity recognition assuming that each video con-
tains only one activity, without considering a multi-label
problem where each video may contain multiple activities
(simultaneous or sequential), which has more general real-
world use cases (e.g., sports activity recognition (Sozykin
et al. 2018; Carbonneau et al. 2015), or daily life activity
recognition (Sigurdsson et al. 2016)). Most of the recent
multi-label activity recognition methods are derived from
structures for single-activity that generating a shared fea-
ture vector using the 3D average pooling and applying sig-
moid as the output activation function (Li et al. 2017; Wang
et al. 2016; Carreira and Zisserman 2017; Wang et al. 2018;
Feichtenhofer et al. 2019; Wu et al. 2019). Although these
approaches enable the network to provide multi-label out-
puts, the features are not representative of multi-label activi-
ties. These methods work well on single-activity recognition
with the assumption that the learned feature maps will only
activate on one region where the corresponding activity oc-
curred. The remaining regions are considered as unrelated,
Figure 1: System overview using an example from Charades.
The system first generates k independent feature snippets (“ob-
servations”) that focus on different key regions from the video
(arms, blankets, and clothes). The activity-specific features are then
generated by independently combining these observations. The
weights of the observations that contribute to activity-specific fea-
tures are represented as lines with different colors (black, red, and
blue). The thicker lines denote higher weights. For example, the
Activity-specific features1 (holding a blanket) are obtained by
combining information from observation1 (focuses on arms) and
observation2 (focuses on clothes). More examples and detailed
explanations are given in Figure 4.
and have low values in the feature maps. As a result, averag-
ing feature maps over spatio-temporal dimension may rep-
resent single-activity features well. However, in multi-label
activity videos, the feature maps may focus on multiple dis-
connected regions corresponding to the performed activities,
and the 3D average pooling will globally merge the feature
maps and make the rendered features unrepresentative.
To better represent multi-label activities performed in
a video, we introduce our novel mechanism that gener-
ates independent feature descriptors for different activi-
ties. We named these feature descriptors “activity-specific
features”. The introduced mechanism generates activity-
specific features in two stages. The first-stage (Figure 1,
middle) network summarizes the feature maps extracted by
the backbone network (3D convolution layers) and generates
a set of independent feature snippets by applying indepen-
dent spatio-temporal attention for each snippet. We name
these feature snippets “observations”. In the second stage
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(Figure 1, right), the network then learns activity-specific
features from different combinations of observations for dif-
ferent activities. In this way, each activity is represented as
an independent set of feature descriptors (activity-specific
features). The multi-label activity predictions can be then
made based on the activity-specific features. Unlike most of
the previous approaches (Li et al. 2017; Wang et al. 2016;
Carreira and Zisserman 2017; Wang et al. 2018; Feichten-
hofer et al. 2019; Wu et al. 2019) that generate a shared fea-
ture vector to represent multiple activities by pooling fea-
ture maps globally, our network produces specific feature
descriptors for each activity, which is more representative.
In multi-label activity videos, different activities might have
different duration and need to be recognized using video
clips with different lengths. To address this issue, we further
introduced a speed-invariant tuning method for generat-
ing activity-specific features and recognizing multi-label ac-
tivities using inputs with different downsampling rates. Our
experimental results show that the network using the speed-
invariant tuning method boosts around 1% mAP (mean av-
erage precision) score on Charades (Sigurdsson et al. 2016).
We compared our system with current state-of-the-art
methods on three multi-label activity recognition datasets, a
large-scale dataset, Charades (Sigurdsson et al. 2016) for the
main experiment, and two other small multi-label sport ac-
tivity datasets, Volleyball (Sozykin et al. 2018) and Hockey
(Carbonneau et al. 2015). We also evaluated our method on
Kinetics-400 (Kay et al. 2017) and UCF-101 (Soomro, Za-
mir, and Shah 2012) for single-activity recognition to show
generalizability of our method. We outperformed the cur-
rent state-of-the-art methods on all three multi-label activ-
ity recognition datasets by only using RGB videos as input
(Feichtenhofer 2020; Sozykin et al. 2018; Azar et al. 2019).
Our experimental results demonstrate that our approach for
generating activity-specific features succeeds in multi-label
activity recognition. We achieved similar performance with
most recent state-of-the-art approaches (Feichtenhofer et al.
2019; Tran et al. 2019; Feichtenhofer 2020) on Kinetics-400
and UCF-101, which shows that our system, although fo-
cused on multi-label activity recognition, is able to achieve
state-of-the-art performance on single-activity recognition
datasets. We further visualized the activity-specific features
by applying the learned attention maps on the backbone fea-
tures (feature maps after the last 3D convolution layer) to
represent the activity-specific feature maps. Our contribu-
tions can be summarized as:
1. A novel network structure that generates activity-specific
features for multi-label activity recognition.
2. The speed-invariant tuning method that produces multi-
label activity predictions using different temporal-
resolution inputs.
3. We evaluated our method on five activity recognition
datasets, including multi-label and single-activity datasets
to show the generalizability of our method as well as pro-
duce an ablation study for selecting the parameters.
Related Work
Activity Recognition. Video-based activity recognition has
been developing rapidly in recent years due to the success of
deep learning methods for image recognition (Krizhevsky,
Sutskever, and Hinton 2012; Szegedy et al. 2015; He et al.
2016). Compared to image classification, activity recog-
nition depends on spatio-temporal features extracted from
consecutive frames instead of spatio-only features from
static images. Two-stream networks apply two-branch con-
volution layers to extract motion features from consecutive
frames as well as spatial features from static images and
fuse them for activity recognition (Simonyan and Zisserman
2014; Feichtenhofer, Pinz, and Zisserman 2016; Wang et al.
2016). Others proposed 3D-convolution-based networks for
extracting spatio-temporal features from the videos instead
of using manually designed optical flow for extracting mo-
tions between frames (Carreira and Zisserman 2017; Tran
et al. 2015). The nonlocal neural network (Wang et al. 2018)
and the long-term feature bank (LFB) (Wu et al. 2019) ex-
tended the 3D ConvNet by extracting long-range features.
The SlowFast network (Feichtenhofer et al. 2019) intro-
duced a two-pathway network for learning motion and spa-
tial features separately from the videos. The most recent
X3D network introduced an efficient video network that
expands 2D networks from multiple axes (Feichtenhofer
2020). These methods work well on single-activity recog-
nition datasets that achieved around 80% accuracy score on
Kinetics-400 (Kay et al. 2017).
Multi-label Activity Recognition. Multi-label activity
recognition is designed for recognizing multiple activities
that are performed simultaneously or sequentially in each
video. Most of the recent approaches focus on single-activity
recognition by assuming that only one activity was per-
formed in a video and produce the multi-label output by
modifying the activation function from softmax to sigmoid
when applied on multi-label activity datasets (Wang et al.
2016; Carreira and Zisserman 2017; Wang et al. 2018; Fe-
ichtenhofer et al. 2019; Wu et al. 2019). These methods will
merge features representing different activities together and
fail to generate representative features for multi-label activ-
ities, as mentioned earlier.
Attention Modules. The attention mechanism was intro-
duced for capturing long-range associations within sequen-
tial inputs, which is commonly used in the natural lan-
guage processing tasks (Bahdanau, Cho, and Bengio 2014;
Vaswani et al. 2017). Existing activity recognition ap-
proaches apply spatial attention to aggregate the backbone
features (output of the last convolution layer) over space and
temporal attention to aggregate the feature maps over time
(Li et al. 2018; Meng et al. 2019; Du, Wang, and Qiao 2017;
Girdhar and Ramanan 2017). The nonlocal block is an ex-
tension of these methods for generating spatio-temporal at-
tention instead of separately using cascade attention in space
and time (Wang et al. 2018). However, these methods do not
work well on multi-label activities in that all the channels of
the feature maps share the same attention, which causes the
feature maps to fail to highlight important regions.
Bag-of-Features. Bag-of-words methods were initially de-
veloped for document classification and further extended to
Figure 2: Method overview, showing the detail dimension transformation when generating activity-specific features and providing predictions.
Attention (red, green, and brown) focus on different spatio-temporal regions of the backbone feature (Ff ) for generating observations (Obs),
and generating activity-specific features (FA) by combining observations using attnA.
bag-of-visual-features for image recognition (Csurka et al.
2004; Arandjelovic et al. 2016; Yan, Smith, and Zhang 2017;
Sudhakaran and Lanz 2019; Tu et al. 2019; Girdhar et al.
2017). These methods benefit from requiring fewer param-
eters by encoding large images into visual words. The step
that generating activity-specific features in our network is
related to the idea of bag-of-features.
Methodology
Inspired by the idea of creating “action words” from the
Action-VLAD and other bag-of-features methods (Girdhar
et al. 2017; Sudhakaran and Lanz 2019; Tu et al. 2019), we
introduce a method that generates independent feature de-
scriptors for each activity (activity-specific features). Com-
pared to the Action-VLAD and other bag-of-features meth-
ods, our activity-specific features are end-to-end trainable
unlike their visual words that are generated using unsu-
pervised learning methods. In addition, our activity-specific
features focus on different spatio-temporal regions instead
of aggregating features over time as the Action-VLAD did.
Given a video clip V ∈ R3×32×224×224 with 32 consecutive
frames, our model provides activity predictions in two steps:
1. Generating activity-specific features: we generate in-
dependent feature representations for A different activi-
ties. This step consists of two sub-steps: we first generate
K spatio-temporally independent feature snippets (obser-
vations), Obs ∈ RK×C′ , that focus on different spatio-
temporal regions of the video (Figure 2, left). We then
apply attention attnA on the observations to generate fea-
ture descriptors FA (activity-specific features) that are in-
dependent for each activity using independent weighted
combinations of observations (Figure 2, middle).
2. Generating activity predictions: we finally provide pre-
diction for each activity by using its corresponding
activity-specific features (Figure 2, right).
Generating Activity-specific Features
Given a feature set Ff ∈ RC×TWH from the backbone net-
work (e.g., i3D (Carreira and Zisserman 2017)), the activity-
specific features can be generated as:
FA = {attnA1Obs, attnA2Obs, ..., attnAAObs} (1)
where FA ∈ RA×C′ denotes A independent feature descrip-
tors for their corresponding activities (activity-specific fea-
tures), C ′ is the channel number of FA, Obs ∈ RK×C′
denotes K independent feature snippets (observations) that
are extracted from the backbone features Ff , and attnAi
(i ∈ 1, 2, ..., A) are the attentions that independently com-
bine theK observations to generate activity-specific features
for the ith activity. We create these observations instead of
directly generating attnA from the backbone features Ff
to reduce redundant information. Each observation is an in-
dependent spatio-temporal feature snippet that focuses on a
specific key region in a video. The Obs are generated by ap-
plying K independent spatio-temporal attentions on Ff as:
Obsk = attnOk[g
α
k (Ff )]
T (2)
Obs = {Obs1, Obs2, ..., Obsk} (3)
where Obsk ∈ RC′ is the kth observation that focuses on a
specific key region of the video, attnOk ∈ RTWH denotes
the spatio-temporal attention for generating the kth observa-
tion. The gαk is the linear function to integrate channels from
Ff , which is represented as:
gαk (Ff ) =W
α
k Ff (4)
where Wαk ∈ RC
′×C are the weights for the linear function
gαk . The activity-specific set FA can finally be written as:
FA = {attnA1{attnO1[gα1 (Ff )]T , ..., attnOk[gαk (Ff )]T }
attnA2{attnO1[gα1 (Ff )]T , ..., attnOk[gαk (Ff )]T }
...
attnAA{attnO1[gα1 (Ff )]T , ..., attnOk[gαk (Ff )]T }}
(5)
Generating Attentions The attention mechanism was in-
troduced for capturing long-term dependencies within se-
quential inputs and is commonly used in nature language
processing systems. We applied attentions for generating
spatio-temporal independent observations from the back-
bone features (attnO) and generating activity-specific fea-
tures by combining observations (attnA). We implemented
the dot-product attention method (Vaswani et al. 2017) for
generating attnO as:
attnOk = softmax([g
β
k (Ff )−1]
T gγk (Ff )) (6)
Figure 3: A video example in Charades shows multiple activities
(opening a fridge and walking through a doorway) that require in-
puts with different sample rates.
where attnOk ∈ RTWH denotes the attention for the kth
observation, gβk , g
γ
k are the linear functions same as the g
α
k
in equation 4, and gβk (Ff )−1 ∈ RC
′×1 denotes selecting the
last row of the gβk (Ff ) ∈ RC
′×TWH to produce an appropri-
ate dimension for attnOk. The attnAwas generated using a
similar approach. Other attention methods (e.g. additive at-
tention (Bahdanau, Cho, and Bengio 2014)) could be used
for generating attentions, but we selected the dot-product at-
tention method because previous researches has shown that
it is more efficient and works well for machine translation
(Vaswani et al. 2017; Shen et al. 2017).
Applying linear functions in equation (4) requires a large
number of weights. To reduce the number of weights for gαk ,
we used a group 1D convolution to simulate the linear func-
tion in equation (4) as:
gαk (Ff ) = conv1d(Ff , group = n) (7)
Using a larger number of groups (n) results in fewer param-
eters. We set n = 16 empirically to minimize the number of
weights without affecting the performance of the model.
Generating Activity Predictions
The final step of the module is to predict activities using
those activity-specific features as:
Fout = sigmoid(W
ϕFA + b
ϕ) (8)
where Fout ∈ RA×1 is the output of the model. Wϕ
and bϕ are the trainable weights and bias for decoding
the activity-specific features FA into the binary predictions.
We compared the model performance by using independent
fully-connected layers for each activity and a shared fully-
connected layer for decoding all the activities from their
corresponding activity-specific features. The two methods
achieved similar performance. We choose to apply a shared
fully-connected layer to reduce the number of parameters.
Comparison with Other Attention Methods
Attention-based module with spatial and temporal attentions
has already been used for activity recognition to extract
features by focusing on important spatio-temporal regions
(Girdhar and Ramanan 2017; Du, Wang, and Qiao 2017; Li
et al. 2018; Meng et al. 2019; Girdhar and Ramanan 2017).
The nonlocal neural network extends from them that gen-
erates spatio-temporal attention instead of separately using
cascade attention in space and time (Wang et al. 2018). How-
ever, both the nonlocal and other attention-based approaches
make all the channels in Ff share the same attention. These
methods do not work well for multi-label activities because
the feature maps from different channels of the backbone
features Ff may focus on different regions that correspond
to different activities. Using shared attention through chan-
nels would cause feature maps to focus on irrelevant regions
that might contain information important in the feature maps
of other channels. In our approach, “observations” indepen-
dently focus on different key regions of the video because
they are generated by integrating different subsets from the
channels of Ff and applying independent spatio-temporal
attention on each subset.
Implementation
Implementation Details
We implemented our model with PyTorch (Paszke et al.
2017). We used batch normalization (Ioffe and Szegedy
2015) and ReLU activation (Hahnloser and Seung 2001) for
all the convolution layers. We used binary cross-entropy loss
and the SGD optimizer with an initial learning rate 3.5e− 2
and 1.25e − 5 as the weight decay. Dropout (rate=0.5) was
used after the dense layer to avoid overfitting (Srivastava
et al. 2014). We set the batch size to 9 and trained our model
with 3 RTX 2080 Ti GPUs for 50k iterations.
We applied spatio-temporal augmentation to avoid over-
fitting. We applied the scale-jittering method in the range
of [256, 320] and horizontal flipping to augment the frames
in spatial ((Feichtenhofer et al. 2019)). Temporally, we ran-
domly picked a starting point in the video and selected the
consecutive 32 frames. For the short videos having less than
32 frames, we padded the videos at the end by duplicating
the last frame from the video.
Speed-invariant Tuning
Algorithm 1: Speed-invariant Tuning
1 Train the entire model with the video sampling rate to s;
2 Freeze the backbone network (3D-Conv layers) weights;
3 for iteration=0,I do
4 Randomly select a sample rate r ∈ ( s
2
, s, 2s);
5 Fetch consecutive frames from the video downsampled
by r and gain its corresponding ground truth y;
6 Perform a gradient step on y − Fout according to
equation (8);
7 end
8 Evaluate the model on testing set with video level predictions
generated by summing predictions using all the sample rate
r ∈ ( s
2
, s, 2s);
In multi-label activity videos, different activities may
have different duration. Figure 3 shows an example in Cha-
rades having two activities, opening a fridge and walking
through a doorway. Because our system requires the same
number of frames (32) for each input clip, using the same
sampling rate for video frames may cover long activities
only partially and short activities may appear in only a few
Table 1: Charades evaluation using mAP (mean-average-precision)
in percentages, calculated using the officially provided script. The
Charades ego means using Charade ego dataset as supplemental.
method backbone mAP
2D CNN (Sigurdsson et al. 2016) Alexnet 11.2
2-stream (Sigurdsson et al. 2016) VGG16 22.4
Action-VLAD (Girdhar et al. 2017) VGG16 21.0
CoViAR (Wu et al. 2018) Res2D-50 21.9
MultiScale TRN (Zhou et al. 2018) Inception 25.2
I3D (Carreira and Zisserman 2017) Inception 32.9
STRG (Wang and Gupta 2018) Nonlocal-101 39.7
LFB (Wu et al. 2019) Nonlocal-101 42.5
SlowFast (Feichtenhofer et al. 2019) SlowFast-101 45.2
Multi-Grid (Wu et al. 2020) SlowFast-50 38.2
X3D (Feichtenhofer 2020) X3D 47.2
CSN (Tran et al. 2019) (Baseline) CSN-152 45.4
Our’s CSN-152 48.2
Our’s + Charades ego CSN-152 50.3
frames. To ensure that activities of different duration are
properly covered in 32-frame inputs we introduced a speed-
invariant tuning method. We first trained the complete model
using the downsampling rate of 4 and froze the weights for
all the 3D convolution layers (Algorithm 1, step 1-2). We
then started finetuning the module after the 3D convolution
for I iterations by using 32-frame inputs obtained by ran-
domly selecting downsampling rate r among 2, 4, and 8 (Al-
gorithm 1, step 3-7). During the testing stage, we summed
the predictions of the model that were generated based on all
three downsampling rates r ∈ {2, 4, 8} for the final video-
level activity prediction (Algorithm 1, step 8). The full al-
gorithm of our speed-invariant tuning method is presented
in Algorithm 1. We set the initial sampling rate s to 4 as in
(Wang et al. 2018). The model can then recognize activities
that have different duration by aggregating the results from
branches that used different downsampling rate as the input.
Experiments
We evaluated our method on three multi-label activity
datasets: one large-scale dataset, Charades (Sigurdsson et al.
2016), and two small datasets, Volleyball (Sozykin et al.
2018) and Hockey (Carbonneau et al. 2015). To show that
our proposed method generalizes to different activity recog-
nition tasks, we also tested it on Kinetics-400 (Kay et al.
2017) and UCF-101 (Soomro, Zamir, and Shah 2012), two
commonly used single-activity recognition datasets.
Experiments on Charades
Charades dataset (Sigurdsson et al. 2016) contains 9848
videos with average length of 30 seconds. This dataset in-
cludes 157 multi-label daily indoor activities. We used the
officially provided train-validate split (7985/1863). We used
the officially-provided 24-fps RGB frames as input and the
officially-provided evaluation script for evaluating the vali-
dation set. During the evaluation, we used the 30-view test
followed (Feichtenhofer et al. 2019).
Results Overview on Charades We compared our sys-
tem with the baseline network, CSN (Tran et al. 2019),
pre-trained on IG-65M (Ghadiyaram, Tran, and Mahajan
2019)), as well as other state-of-the-art methods that work
on Charades. Compared to the baseline network, our method
achieved around 3% higher mAP score on Charades. We
outperformed all the other methods (Wu et al. 2019; Hus-
sein, Gavves, and Smeulders 2019; Wang and Gupta 2018;
Feichtenhofer et al. 2019) and the recent state-of-the-art
approach, X3D (Feichtenhofer 2020) that pre-trained on
Kinetics-600 (Carreira et al. 2018) on Charades. This shows
that our activity-specific features are representative of their
corresponding activities and works better for multi-label ac-
tivity recognition tasks. Because the model performance on
Charades highly depends on the pre-trained backbone net-
work, our method could be further improved if we could use
the most recent X3D as backbone (Feichtenhofer 2020).
Our method significantly outperformed another bag-of-
features method Action-VLAD on Charades (48.2% vs.
21.0%) because our network captures spatio-temporal fea-
tures independently for each activity, instead of aggregating
the visual-words over time. In addition, Action-VLAD only
works on 2D backbone networks, which cannot benefit from
the recent 3D backbone networks that work better for activ-
ity recognition.
Charades is relatively small for recognizing more than
100 multi-label activities. To further boost the performance
of our model on Charades, we included the videos from the
Charades Ego dataset (Sigurdsson et al. 2018) into the train-
ing set. Charades Ego dataset (Sigurdsson et al. 2018) con-
tains 3930 videos having the same activity list as Charades.
There are no overlapping videos between these two datasets.
Our model after including the Charades Ego achieved 50.3%
mAP on Charades.
Ablation Experiment on Charades We next ablated our
system with various hyper-parameters (group size, observa-
tion number, and sampling rate for speed-invariant inputs).
Group sizes. Table 2a shows the system performance for
different values of the group size (n) in equation 7 when gen-
erating observations (the number of observations is 64 and
the downsampling rate is 4). The performance on Charades
stayed at 47% when the group size increased from 1 to 16
but dropped quickly for n = 32. A larger group size results
in using a smaller subset of channels from Ff for generat-
ing observations, which requires fewer parameters but may
cause performance drop because of information loss.
Observations number. Table 2b compares the system per-
formance for different number of observations (group size is
16 and the downsampling rate is 4). The best-performing
number of observations is 64, which also requires fewest
weights. Using a larger number of observations helps cover
more key parts from the videos but the performance satu-
rates when for more than 64 observations.
Model structure ablation. We then evaluated the system on
Charades by removing each component from our network.
The model without attnA is implemented by flattening the
dimensions of observations and feature channels, and rec-
ognizing activities using a fully-connected layer. Table 2c
shows that the model without attnA for generating activity-
specific features achieved similar performance as the base-
Table 2: Ablation experiments on the Charades dataset. We show the mAP scores and parameter numbers by using different hyper-parameters,
backbone networks, and removing different modalities from our tri-axial attention module.
group size mAP # Params
1 46.9 50.4M
8 47.0 6.3M
16 47.1 3.2M
32 46.3 1.6M
(a) Group size: performance on Charades
when using different group sizes by setting
observation number to 64 and sample rate
to 4.
obs num mAP # Params
16 45.9 0.8M
32 46.2 1.6M
64 47.1 3.2M
128 46.7 6.3M
(b) Observation number: performance on
Charades when using different number of
observations by setting group size to 16
and sample rate to 4.
model structures mAP
baseline 45.4
no attnO -
no attnA 46.5
complete 47.1
(c) Model structure ablation: performance
on Charades after removing each process-
ing stage from the tri-axial attention.
sample rate mAP # Params
4 only 47.1 1 ×
2 + 4 47.9 1 ×
2 + 4 + 8 48.2 1 ×
(d) Sample rate for speed-invariant tuning:
performance on Charades when using dif-
ferent sample rates by setting observation
number to 64 and group size to 16.
method Backbone mAP
Baseline/Ours Nonlocal-50 38.3/40.8
Baseline/Ours Nonlocal-101 40.3/43.5
Baseline/Ours CSN-152 45.4/48.2
(e) Backbone network: performance on Charades
by plugging into different baseline models.
line model, because the fully-connected layer applied on a
flattened feature vector requires a large number of weights,
which causes overfitting. The model without attnO is im-
plemented by setting the observation number K equal to the
number of activities A. We failed to get the result for this
model on Charades because it caused out-of-memory error
due to the huge number of parameters. These results show
that our network achieves a performance boost by the com-
bination of key components of our network.
Sampling rates for speed-invariant tuning. We also eval-
uated our speed-invariant tuning method by merging predic-
tions using different downsampling rates at inputs. Table 2d
shows that speed-invariant models achieved better perfor-
mance compared to the model using a single downsampling
rate of 4 because the speed-invariant tuning method makes
the features better represent activities of different duration.
The system achieved the best performance by merging pre-
dictions based on 2, 4, and 8 downsampling rates and this
method did not require extra parameters (Table 2d row 3).
Backbone network. We finally evaluated our model by
plugging our method in to different backbone networks. Ta-
ble 2e shows that our method achieved around 2.5% mAP
score increase on Charades after being plugged into all
the three backbone networks (Nonlocal-50, Nonlocal-101
(Wang et al. 2018), and CSN-152 (Tran et al. 2019)). That
shows our method generalized well on multi-label activity
recognition by using different existing backbone networks.
Experiments on Hockey and Volleyball
We also run experiments on two small datasets, Hockey and
Volleyball (Ibrahim et al. 2016; Sozykin et al. 2018). The
Volleyball Dataset contains 55 videos with 4830 annotated
video clips. This dataset includes two sets of labels for group
activity recognition task (8-class multi-class classification)
and multi-label activity recognition task (9-label multi-label
classification). We evaluated our method on both of these
tasks. The experimental results on Hockey is in the sup-
plemental material because of the page limit.
Table 3 shows that our system substantially outperformed
all the existing approaches on Volleyball for multi-label
Table 3: Experimental results on Volleyball. The “s” and “bb” in
the last two columns denote using the whole scene and bounding
boxes of persons as supplemental for recognizing group activities.
Volleyball Personal (multi-label) Volleyball Group
method Acc. Acc. (s) Acc. (bb)
Hier LSTM (Ibrahim et al. 2016) 72.7 63.1 81.9
SRNN (Biswas and Gall 2018) 76.6 - 83.4
So-Sce (Bagautdinov et al. 2017) 82.4 75.5 89.9
CRM (Azar et al. 2019) - 75.9 93.0
Act-trans (Gavrilyuk et al. 2020) 85.9 - 94.4
CSN-152 baseline 85.0 87.1 -
Our’s 86.2 87.2 -
Our’s + speed-invariant 86.6 87.6 95.5
activities (Gavrilyuk et al. 2020). We also compared our
method with the baseline model using the latest backbone
network (CSN baseline in Table 3) that works on activity
recognition. Our system achieved roughly 2% higher accu-
racy score compared with the baseline model, which shows
that the activity-specific features also improve multi-label
activity recognition on small sports datasets.
We further evaluated our method on Volleyball for group
activity recognition. The group activity is essentially a
single-activity recognition problem: only one activity occurs
during one video clip. Our method outperformed other state-
of-the-art methods when using the whole scene (s) as input
(Gavrilyuk et al. 2020) (RGB frames without using bound-
ing boxes around people). This shows that our method gen-
eralizes for the single-activity recognition problem as well.
Previous methods (Azar et al. 2019; Gavrilyuk et al. 2020)
used bounding boxes around people (bb) and their individ-
ual activities as supplemental information for group activ-
ity recognition. We tested our model by including this sup-
plemental information, and our approach outperformed the
recent state-of-the-art method (Azar et al. 2019) (95.5 for
our system vs. 94.4 for the Act-trans in the last column of
Table 3). Compared to the baseline network, our method
slightly outperformed the baseline network (87.2 vs. 87.1
in the second-to-the-last column of Table 3). The activity-
specific features do not help significantly in the single-
activity problems, unlike the case of multi-label activities,
Figure 4: Visualizing the activity-specific features in two videos from the Charades dataset. The bounding boxes in the original frames
correspond to the activated regions in the activity-specific feature maps. The activity-specific feature maps will only focus on the regions
where corresponding activities are being performed and have low values if there is no activity being performed at that time.
Table 4: Method evaluation on Kinetics-400 and UCF-101. The
scores are top1 accuracy in percentage.
method flow K400 ucf-101
I3D (Carreira and Zisserman 2017) × 72.1 95.4
TSM (Lin, Gan, and Han 2018) X 74.1 95.9
R(2+1)D (Tran et al. 2018) X 73.9 97.3
S3D (Xie et al. 2018) X 77.2 78.8
SlowFast (Feichtenhofer et al. 2019) × 79.8 -
TPN (Yang et al. 2020) × 78.9 -
X3D (Feichtenhofer 2020) × 80.4 -
CSN baseline (Tran et al. 2019) × 82.6 97.1
Our’s × 82.7 97.3
because the feature maps will only focus on one region
where the single-activity occurred.
Experiment on Kinetics-400 and UCF-101
To demonstrate that our method is generalizable for single-
activity recognition tasks, we evaluated our method on two
single-activity recognition datasets, Kinetics-400 (Kay et al.
2017) and UCF-101 (Soomro, Zamir, and Shah 2012). We
fine-tuned our network with the backbone weights frozen.
Table 4 shows that our approach, although specialized for
multi-label activity recognition, generalized well for single-
activity datasets and achieved similar results as the current
state-of-the-art approaches (bottom row in Table 4). Our
method slightly outperformed the baseline network (CSN
baseline in Table 4) because both the datasets contain only
single-activities. As we described earlier, activity-specific
features do not help significantly for single-activities.
Feature Visualization
To better understand what activity-specific features are
learned, we visualized these features for the activities
present in the video clips. Figure 4 shows two examples
in the Charades, including the activity-specific feature maps
(last two rows of each example in Figure 4) and their cor-
responding input frames. The activity-specific feature maps
were generated by applying the learned attnO and attnA on
the backbone features Ff . We normalized the feature maps
between 0 and 1 and plotted these maps for the activities
present in the video (last two rows of each example in Figure
4). To make the visualized maps more understandable, we
applied the 0.5 threshold to the activity-specific feature maps
and drew the bounding boxes using different colors (blue,
red) for different activities in the original frames around the
regions activated in the feature maps.
Based on the visualizations in Figure 4, we can make three
points. First, the activity-specific features will only focus on
the spatial regions for the corresponding activity when mul-
tiple activities are performed simultaneously. The visualiza-
tion of video “2NXFV” (Figure 4, left) shows the activity-
specific features #1 (holding a pillow) focusing the region
of the left person, and activity-specific features #2 (eating
something) focusing the right person who is performing
the corresponding activity. Second, only the activity-specific
features corresponding to the activity being performed will
have high values when the video has one activity or ac-
tivities performed in sequence. The visualization of video
“6C0BK” (Figure 4, right) shows the activity-specific fea-
tures #1 (holding a blanket) having activated regions at the
first two frames, while the activity-specific features #2 (play-
ing with a phone) focused on the last frames. Finally, all the
activity-specific features will have low values for the frames
in which no activities were performed (Figure 4, the third
column of the right diagram). These visualizations demon-
strate that the activity-specific features will focus on the key
regions from the video that are related to their corresponding
activities.
Conclusion and Future Work
We introduced a novel network that focuses on multi-label
activity recognition. The system generates spatio-temporally
independent activity-specific features for each activity and
outperformed previous state-of-the-art methods on three
multi-label activity recognition datasets. The visualizations
showed that the activity-specific features are representa-
tive of their corresponding activities. We also evaluated our
method on two single-activity recognition datasets to show
the generalizability of our method. One issue remains in the
speed-invariant tuning method, where we simply summed
the predictions by using different downsampling rates for
the inputs. Extending the speed-invariant method to enable
the model to learn to select features from appropriate scales
for different activities will be our future work.
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