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ABSTRACT
We study the problem of delivering private audio to multiple users in a rever-
berant room. New methods are proposed which work with specially designed noise
signals and make constructive use of reverberation.
First, traditional sound zones problem formulation is introduced. In this for-
mulation, a loudspeaker array is used to create isolated soundfields as designated
by the user. Traditional approaches such as acoustic contrast control (ACC) and
pressure matching (PM) were devised as solutions to the sound zones problem, and
they were proven to be effective. One aspect that has not been addressed by these
methods is the privacy/security issue. With eavesdroppers present in the room, tra-
ditional approaches to sound zones problems do not ensure secure delivery of audio
that prevents the eavesdroppers from comprehending the contents. Next, new meth-
ods are thus introduced which address the added privacy requirement.
Instead of considering reverberation as unwelcome, the proposed formulation
takes advantage of the multi-path nature and leverages the random-like echoes to
simultaneously achieve sound focusing and eavesdropping prevention. Two methods
are introduced. The first one is based on direct least-squares optimization; we refer to
it as the Least-Squares (LS) method. The second one, adopted from the wireless com-
munication literature, exploits the null space of the multiple-input-multiple-output
channel matrix; we refer to it as the Null Space (NS) method.
The two methods are evaluated and compared in numerical and real-world ex-
periments. Both methods are shown to achieve sound focusing as well as very low
signal-to-noise ratio (SNR) outside the focusing spots. The NS method provides
sharper intelligibility drop which results in smaller, more spatially refined sound fo-
ii
cusing spots.
Subject to the usual limitations of sound zone methods such as long computa-
tion time or the requirement to know the impulse responses, both methods are proven
to provide new solutions to sound zone problems with privacy constraints.
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The idea of private audio refers to reproducing different sounds in different
spatial zones such that the interference is minimized among the zones, and therefore,
different users in these corresponding zones are only able to hear the designated
sound. The spatial zones of interest are referred to as the sound zones. Figure 1.1
shows a common situation that takes place in a living room. In this setting, in order
to minimize the interference, achieving private audio will be essential for Joe (in the
yellow oval) who is listening to music and Jack and Jane (in the green oval) who are
watching the newest episode of their favorite TV show.
Figure 1.1: Illustration for a typical situation in which private audio is helpful
In many previous research efforts, an array of loudspeakers is used to de-
liver audio signals to corresponding spatial zones while attempting to achieve silence
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outside these zones of interest. In general, sound zone problems can be thought of
having two main components. One is the problem of the creation of the isolated
zones, and the other is the problem of accurate acoustic reproduction. Two main
approaches are developed to address, to different degrees, the two aspects of sound
zone components just mentioned. These are the acoustic contrast control (ACC)
method and the pressure matching (PM) method [1, 2, 3, 4].
For sound zone problems, it is typical to assume that there are only two
spatial zones of interest. One of them will receive a sound signal, and the other will
have silence. These two zones are referred to as the bright zone and the dark zone.
The two-zone formulation can be easily adapted to having multiple zones.
1.2 Acoustic Contrast Control
In ACC method formulation, the goal is to maximize the sound pressure level
contrast between the bright zone and the dark zone using L loudspeakers. In other
words, we can write it as a maximization problem as follows
max
g
‖Hbg‖22 such that ‖Hdg‖2 ≤ D0, ‖g‖2 ≤ E0,
where g(ω) is the loudspeakers’ weights vector with size L × 1. It depends on the
driving signal’s frequency ω. Hb and Hd are transfer functions describing the sound
propagation from the loudspeakers to the bright zone and the dark zone, respectively.
D0 and E0 are the upper limits we set for the sound pressure level at the dark zone
and for the array power consumption.
When compared with a traditional sound focusing method, such as the time-
reversal method [5] or the delay-sum method, the ACC method is proven to provide
superior sound pressure level contrast [2]. Because the ACC formulation only maxi-
mizes the sound pressure level contrast but does not optimize the acoustic reproduc-
tion accuracy, it requires low array power consumption [6] and is useful for a smaller




In contrast to the ACC method which only aims to maximize the sound level
contrast between the zones, in order to reproduce a perceptually accurate sound-
field, the PM formulation is needed. For the PM method, the objective function is




‖Hbg − pdes‖22 such that ‖Hdg‖2 ≤ D0, ‖g‖2 ≤ E0,
where in addition to the terms introduced in the ACC method, pdes is the desired
sound pressure level at the bright zone.
Instead of maximizing the sound pressure level contrast between the two zones
like the ACC method, the PM method strives to minimize the difference between
the generated soundfield and a desired soundfield in the bright zone. The overall
soundfield in the bright zone is modeled as a superposition of soundfields induced
by separate propagating planewaves [1, 7, 8]. While early studies focus on free-
field propagation [9, 4, 6], in recent years a number of techniques were developed
that address the effects of room acoustics such as reverberation, scattering, and
absorption [10, 11].
Matching the desired soundfield in the bright zone is power-hungry: the array
power consumption of the PM method is several times greater than for the ACC
method [6]. This fact implies that with the same settings, i.e., same number of zones
and same sizes of zones, a larger system with more loudspeakers is required for the
PM formulation.
3
1.4 Limitations and Drawbacks of Traditional Sound Zone
Problems
Although the above prior works on ACC and PM methods are tested and proven
to be capable of generating desired sound zones, they have certain drawbacks which
we list below.
First, depending on the direction of arrival of the propagating soundwaves
and the locations of the bright and dark zones, an occlusion might happen and
decrease the performance of the methods considerably [1]. Occlusion refers to the
situation when the two sound zones are aligned with the direction of a propagating
wave; one zone will then “occlude” the other. In such a situation, either silence
in the dark zone or the desired soundfield in the bright zone would be difficult to
achieve.
Second is the issue of spatial aliasing. When an array of loudspeakers is used
to generate a sound wave, spatial aliasing happens when the nearest two loudspeakers
are placed more than one half of the wavelength apart. It causes angular ambiguity
and thus large errors in the generated soundfield. Distances between loudspeakers
thus need to be carefully adjusted to avoid spatial aliasing.
Third, a large number of loudspeakers are usually required. Using the PM
method, the number of loudspeakers required grows quadratically with the frequency
of the reproduced soundwave [9]. For example, it requires around 100 loudspeakers
to create a 3,000 Hz plane wave inside the bright zone with low errors and high
contrast [6].
Fourth is the inflexibility of the loudspeaker array. In prior studies, the shape
of the loudspeaker array is fixed as spherical, circular or linear due to the parametric
modeling of the desired soundfield. For an array of arbitrarily placed loudspeakers,
there is no general solution.
Fifth, free-field propagation is the assumed situation for most of the methods.
Echoes created by the walls are considered as deteriorating effects that worsen the
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performance of the methods. Specifically, the soundfield generated by the reverberant
environment needs to be approximated using a specific and delicate mathematical
model, and this approximation may be fragile and inaccurate enough to introduce
large errors when producing the sound zones [10, 11].
Lastly and most importantly for our work, the unattended regions, area
excluding the dark and bright zones, are generally not of interest to the methods.
As a consequence, listeners in these regions will most likely be able to comprehend
the sound signals well. Because the loudspeaker signals are generated by linear time-
invariant filtering of the target waveforms, those signals will resemble the target
waveforms and thus be comprehensible everywhere.
1.5 Motivations
Different situations require different solutions. The limits and drawbacks of
sound zones should motivate us to consider the situation when unwanted listeners
are present in the unattended area in a confined space. To be specific, when speech
signals are to be privately delivered to different people in a room where eavesdroppers
are also present, the resulting audio in the unattended area must be taken into
consideration. The goal of the methods proposed in this thesis is to have only the
listeners in one specific zone understand their designated speech.
As long as the sound signals delivered are unintelligible outside the designated
zones, the goal is achieved. Therefore, explicitly constructing silence zones, as in
the sound zone problems, is not needed nor desired anymore. As a result, instead
of superposing soundwaves to achieve isolated sound zones, jointly optimizing the
loudspeakers’ driving signals such that various sound signals can be delivered only
to their respective zones becomes a reasonable new formulation.
Continuing with this thought, in this thesis we explore and compare meth-
ods to create acoustic zones for private communications. In each zone, delivery of
one distinct speech signal is expected, and the listeners outside the particular zone
5
are not expected to understand the message. We propose two distinct methods.
The first one achieves privacy by introducing non-linear segmentation of the speech
signals and solving a least-squares error minimization problem. The second pro-




NEW FORMULATIONS FOR PRIVATE AUDIO
MESSAGE
In this chapter, different approaches are proposed to solve the sound zone
problems. In the first part of this chapter, a new mathematical formulation of the
sound zone problem is derived. The Least-Squares (LS) method is introduced, and
the solution is obtained. Results from both simulation and real-world experiments are
shown. In the second part of this chapter, the Null Space (NS) method is introduced
and compared with the LS method in terms of the performance demonstrated for
both simulation and real-world experiments. At the end of this chapter, future work
is mentioned.
2.1 Problem Formulation
Basic Model for K Listeners
Suppose K private messages are to be received by K listeners in the same
confined space using L loudspeakers, such as the case shown in Fig. 2.1 for K = 2.
Denoting the signal emitted by the `th loudspeaker by s`[n], the received audio signal




s`[n] ∗ hk`[n], (2.1)
where the ∗ operator represents a linear convolution and hk`[n] is the overall impulse




Figure 2.1: An illustration of the sound zone problem
Notice here the overall impulse response hk`[n] can be thought of as the con-
volution between the electro-acoustic response of the `th loudspeaker hs`[n] and the
room impulse response (RIR) hrk`[n] from the `th loudspeaker to location k. There-
fore,
hk`[n] = hs`[n] ∗ hrk`[n]. (2.2)
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Naive Inverse Filter Method
Due to reverberation from the walls, the received signals yk[n] are linearly dis-
torted. To recover the original signal, one method is to pre-filter the original signal
with a designed filter that is essentially the inverse filter of the overall impulse re-
sponse hk`[n]. In that case, the `th speaker’s pre-filtered driving signal can be written
as
s`[n] = xk[n] ∗ fk`[n], (2.3)
where xk[n] is the original audio signal intended to be received by the user at location
k and fk`[n] is the filter designed to be the inverse of the overall impulse response
hk`[n].





(xk[n] ∗ fk`[n] ∗ hk`[n]) (2.4)
such that it satisfies the condition
fk`[n] ∗ hk`[n] = δ[n− T ], (2.5)
where T represents some amount of delay, or equivalently, in the frequency do-
main,
Fk`[ω] ∗Hk`[ω] = 1 · e−jωT . (2.6)
The above conditions are true since the received signal yk[n] is expected to
be a delayed version of the original signal xk[n].
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However, this operation can lead to an unstable system depending on the
overall impulse response hk`[n]. For one example, if hk`[n] had nulls (or values close
to null) in the frequency domain at some specific values, the inverse filter fk`[n] would
not be bounded. Thus, the overall system response becomes unstable and far from
δ[n− T ] whenever even small errors are present.
Therefore, instead of explicitly designing inverse filters for each individual
channel, a multi-channel approach is proposed in the next section to achieve the
preservation of the original signal xk[n] using the notion of least-squares error mini-
mization.
Segments of Signals: Temporal Chopping
After least-squares error minimization is considered for accurate reproduction
of the sound signal, the other essential part of the sound zone problem, the creation
of isolated zones, must be addressed as well.
Most of the multi-channel approaches feed in the same sound signal as the
original input for all loudspeakers, and different weight functions (filters) are applied
to the input to obtain different driving signals for different loudspeakers [1, 2, 3, 8, 12].
The approaches are proven to have excellent sound focusing ability. However, because
the loudspeakers are driven by filtered versions of the target signal, listeners in the
unattended zone are able to comprehend the content of the sound signals as well.
Intuitively, to exploit the advantage of having multiple channels, we propose the idea
of using discontinuous sound signals as the input sound signals in hope of further
disrupting the response in the unattended area. This can be achieved using so-called
multiplicative masks wk` on xk[n].
For every k ∈ {1, . . . , K}, we produce L masks {wk`}L`=1 and assign masked
signals x̃k`[n] = xk[n]wk`[n] to the `th loudspeaker after adequate linear, shift-
invariant (LSI) filtering. We refer to x̃k` as the design signal.
Multiplicative masks are designed to segment every user message into L
10
submessages assigned to each of the L loudspeakers. This can be thought of as
scrambling pieces of the sound signals around the confined space and putting them
back together at specific locations via precise computation. The idea is illustrated
in Fig. 2.2.
However, if the chopped segments are too short or the window used to di-
vide the signal into segments is discontinuous, the recombined message will contain
unpleasant audible artifacts. This is partly due to the non-ideal electroacoustical
response of the loudspeakers.
A better idea is to segment the signals by smooth, overlapping windows that
rise and fall over T samples, and flatten out over D samples. An example of such a
smooth mask is illustrated in Fig. 2.3. We refer this application of smooth mask as
temporal chopping.
Figure 2.2: Basic idea of taking the sound signals apart first and recombining them




Figure 2.3: Example for temporal chopping done on a pure sine signal











, 0 ≤ n < T









, T +D ≤ n < 2T +D
(2.7)
which is a variation on the Tukey window.
L such smooth masks are generated for each of the signal k ensuring that
they sum to a constant,
L∑
`=1
wk`[n] = 1, ∀k ∈ {1, . . . , K} , n ∈ {0, . . . , N − 1} . (2.8)
The logic behind Eq. (2.8) is that in the anechoic case, simply reproducing
adequately delayed and amplified signals would achieve the desired effect since it
ensures that the sum of the design signals equals the original signal
L∑
`=1
x̃k`[n] = xk[n]. (2.9)
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With the temproal chopping, instead of directly reproducing x̃k`[n] with the
`th loudspeaker, we first filter it with an LSI filter gk`[n]. The role of gk`[n] is
to adjust the phases of the emitted chunks of the design signal x̃k`[n] so that after
reverberations inside the room, the segments align at specific loctaions such as where
Waldemar is in Fig. 2.2. Designing these filters gk`[n] is the main computational step
in our proposed method.
In later sections, results are provided to showcase the effectiveness of the tem-
poral chopping on distorting the received signal in the unattended area. For example,
in the case described by Fig. 2.2, Gwenda hears only noise at her location.
Final LS Model with Temporal Chopping
Now with the entire setup in place, the proposed mathemetical formulation can






where ξk[n] is simply a delayed version of the original sound signals xk[n] to be
delivered.
Second, when the temporal chopping and the LSI filter gk`[n] are applied,




















x̃k′`[n] ∗ gk′`[n] ∗ hk`[n]. (2.12)
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Since convolution in discrete time can be expressed as a matrix multiplication
with a Toeplitz matrix, we can construct a matrix which is a (N+M−1)×M Toeplitz
matrix that corresponds to a linear convolution of xk and a signal of length M
X̃k` =

x̃k`[0] 0 0 0 · · · 0
x̃k`[1] x̃k`[0] 0 0 · · · 0
x̃k`[2] x̃k`[1] x̃k`[0] 0 · · · 0
...
. . . . . .
... · · · 0
0 0 0 · · · x̃k`[N − 1] x̃k`[N − 2]
0 0 0 · · · 0 x̃k`[N − 1]

. (2.14)














X̃k`gk` = X̃`g`, (2.15)
where X̃` =
[











Finally, combining the convolution with the overall impulse response hk`[n],






















For all K users in a single matrix-vector equation, we get


















The task now becomes finding the very long filter vector g ∈ R(MLK)×1. With
the LS problem stated by Eq. (2.10), the private sound delivery problem becomes a
minimization problem as
ĝ = arg min
g
‖ξ −HX̃g‖2. (2.19)
One can observe that it is essentially equal to solving a system of equations
Ax = b, where A = HX̃, x = g and b = ξ.
As explained in Appendix A, the solution is in principle given as ĝ = (HX̃)†ξ,
where (·)† is the Moore-Penrose pseudoinverse. However, because of the high sam-
pling rate of the audio signals which contributes to large N , the involved matrices are
far too large for direct computation of the pseudoinverse. This issue is what drives
us towards the iterative methods mentioned in the previous section. In this case,
in order to achieve faster convergence rate, we use the conjugate gradient method.
Since both HX̃ and the adjoint X̃>H> consist of multiplications by convolution
matrices, the conjugate gradient method can be efficiently implemented using fast
Fourier transforms.
One thing to notice is that only the matrix H varies depending on the user’s
location k and the overall impulse responses from the `th loudspeakers to the location
k. The matrix X̃ is derived from all original signals xk[n] and the corresponding
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temporal chopping window functions wk`[n]. This separates the individual effects of
the room geometry and of the design signals.
2.2 Initial Simulation Results
Figure 2.4: Spatial settings for the initial simulations
We now evaluate the performance of the above formulation through numerical
simulations. The STOI metric [13] is used as the intelligibility score metric for
measuring the significance of our results.
For the simulations, we use the Python room simulation package Pyrooma-
coustics [14]. The parameters of the simulation are set as follows:
• Six loudspeakers are used in a 10m × 6m rectangular room.
• Four microphones are used, two for the two sound zones each and the other
two placed randomly in the room as references.
• Two speech signals, each four seconds long, were used as the target signals
delivered at the two sound zones.
The actual spatial setting for the initial simulations is shown in Fig. 2.4.
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In addition, following is a list of settings for the signals and for the number
of iterations of the conjugate gradient method:
• Sampling rate for the signals and the system is set to be 44.1 kHz.
• Temporal chopping is set to be done randomly in between loudspeakers with
one chunk of design signal being 1000 samples long.
• The filter length is set to be 100,000 samples long.
• The conjugate gradient descent method is run for 100 iterations to obtain the
filter ĝ.

















Figure 2.5: STOI intelligibility scores for the initial simulation
As it can be seen in Fig. 2.5, the difference of the STOI intelligibility scores
between the two speech signals are substantial in both zones as intended. Also, the
STOI intelligibility scores at the two randomly chosen reference points are low for
both speech signals.
It is mentioned in the previous section that temporal chopping encourages
sound distortion in the unattended area and thus can lower the intelligibility. We
now verify through simulation that this is indeed the case. In this simulation, two
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pure sine signals of different frequencies are the target signals to be delivered in the
two zones. The received signals at the four locations are shown in Fig. 2.6 and Fig.
2.7.
Figure 2.6: Received signals at the focusing zones
Figure 2.7: Received signals at the reference points in the unattended area
As we can see from the results, the designed filter ĝ does a good job aligning
the temporal chopped inputs such that the received signals at the two zones are the
two pure sine signals with small distortion. On the other hand, the received signals
at the reference points show that the signals are distorted.
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2.3 Improve with Further Randomization
The overall formulation and algorithm work well for creating isolated sound
zones. We now explore possible improvements in the unattended area. From the
above simulation experiments, it can be seen that the random temporal chopping
indeed has the effect of lowering the intelligibility of the original message signals in
the unattended area. In addition to that, in order to lower the intelligibility further
in the unattended area, we considered other types of randomization.
Among the several kinds of randomizations attempted, we observed that one
of them worked particularly well, both for raising the reproduction quality inside the
zones of interest and for lowering the intelligibility in the unattended area. We refer
to it as the Random Short-Time A-matrix Transform (Random STAT).
This randomization happens before the temporal chopping, and it is in the
form
Z`k[n] = [A
∗(Axk  b`)][n], (2.20)
where A is a random orthonormal matrix, A* is the adjoint of A, xk is the input
signal for zone k, and b` is a binary mask for the `th speaker. The symbol  denotes
elementwise multiplication. Note that the binary masks will sum up to an all-ones
vector. After the temporal chopping, A* is applied to get the input signal for speaker




(Z`k  w`k)[n]. (2.21)
We evaluate the above strategy via an FFT analysis by comparing perfor-
mance of temporal chopping with and without Random STAT. The results are shown
in Fig. 2.8 and Fig. 2.9.
From the figures, we observe that the Random STAT adds what resembles
white Gaussian noise into our input signals, which evidently improves the overall
performance of the proposed private audio delivery algorithm.
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Figure 2.8: FFT spectra for one of the temporally chopped input with Random
STAT
Figure 2.9: FFT spectra for one of the temporally chopped input without Random
STAT
2.4 White Gaussian Noise as Inputs
Experiments in the last subsection suggest that adding white noise to the input
signals improves the overall performance of the proposed algorithm. Intuitively,
white noise adds higher frequency components that are outside the frequency range
of typical speech. With more balanced spectra of the input signals, there will be
more degrees of freedom to the system to produce a filter that approximates the
20
target signals at the focusing zones. In the following, we look at two figures of merit
which corroborate the above discussion.
Coherence of the System Matrix
When the computed filters gk`[n] are poorly conditioned, any model mismatch
such as tiny changes in room impulse responses will result in large errors in the
signals received by the users. We can expect to get unsatisfactory filter responses
when the system matrix HX̃ is poorly conditioned.
To quantify the conditioning of the system matrix HX̃, we measure the
frequency-dependent coherence between randomly chosen pairs of columns in HX̃.





with Czw being the Fourier transform of the crosscorrelation of z and w, and Azz,
Aww Fourier transforms of their autocorrelations.
HX̃ has L blocks of columns, each corresponding to one loudspeaker.
Columns in the same block are correlated as they are influenced by the impulse
responses and driving signals, but it is desirable that the columns in different blocks
be incoherent.
In Fig. 2.10a, the coherence between columns from different blocks is plotted.
It is clear that using chopped speech without white noise as the design signal x̃k`
gives a coherent HX̃ at many frequencies, while using chopped white noise gives low
coherence.
On the other hand, we observe empirically that as soon as HX̃ has at least as
many columns as rows, its row rank is full and the system has at least one solution.
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Figure 2.10: a) Coherence of two random columns from different blocks; b)
autocorrelation with respect to distance; red is chopped speech with no white noise,
and blue is chopped white noise [15]
This happens when
K(P +N +M − 2)︸ ︷︷ ︸
length of y
≤ KML︸ ︷︷ ︸
length of g
=⇒M(L− 1) ≥ P +N − 2. (2.23)
That is, the system has at least one solution as soon as the filters are long
enough and that sufficiently many loudspeakers are present. This has a nice in-
terpretation: in principle, we can convert chopped noise into any target signal via
multichannel filtering. With chopped speech the matrix is close to being singular
and the statement does not hold robustly.
The overall workflow of the proposed LS method for either chopped speech
signals or chopped white noise is illustrated in Fig. 2.11.
Decay of the Autocorrelation
Another interesting observation is the faster decay of the autocorrelation of
loudspeaker driving signals. This measures how fast the sound will decorrelate and
22
Figure 2.11: Workflow for the proposed LS method
become unintelligible as we move away from the focusing points. Figure 2.10b shows
that using chopped white noise as the design signal x̃k` yields a faster decay of
the autocorrelation than using chopped speech without white noise. To understand









ax̃k`x̃k` [n] ∗ agk`gk` [n] +
∑
k 6=k′
cx̃k`x̃k′` [n] ∗ cgk`gk′` [n].
(2.24)
The crosscorrelation cx̃kx̃k′ [n] will depend on the signals used to feed the loud-
speakers. In particular, we can expect that if we use noise, these crosscorrelations will
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be small, and thus it reduces the overall autocorrelation of the loudspeaker driving
signals.
The fact that using temporally chopped Gaussian white noise as inputs gives
superior performance is further verified when the converging speed of the residual
term is taken into consideration. With a fixed number of conjugate gradient itera-
tions, results of varying quality at the focusing spots are obtained for the two cases.
Figure 2.12 shows the value of the 2-norm square loss. At any given iteration, the
approximation by using chopped speech as design signal is much worse than when we
use chopped white noise. This is of course directly related to the condition number κ
of the system matrix HX̃. It is well known that the number of iterations of conjugate
gradient descent for a prescribed precision is proportional to
√
κ.
Figure 2.12: Residual for each conjugate gradient iteration; red is chopped speech
with no white noise, and blue is chopped white noise [15]
2.5 Simulations for the White Noise Design
For the final simulation results, we again use Pyroomacoustics [14] along with
the same figures and settings in the Initial Simulation Results subsection except that
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we add in one extra reference point and target signals are seven seconds long.
As we can see in Fig. 2.13, the intelligibility scores for the sound signals
delivered at the zones improve greatly along with the intelligibility difference between
the two sound signals in a single zone. In addition, the intelligibility scores of the
two signals in the unattended area decrease substantially as desired.

















Figure 2.13: STOI intelligibility scores for the final simulation with chopped white
noise signals as inputs
2.6 No Chopping: The Least-Squares and the Null Space
Approaches
We now present two improved strategies which do not involve any chopping
[16]. The reason is that based on the discussions in previous sections and further
simulation attempts, we conclude that chopping is not needed. In fact, having white
noise as the input for the two approaches is the key.
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Null Space (NS) Approach
In the NS approach, the idea is to send random noise from loudspeakers in addi-
tion to message signals. The noise signals disappear only at the focusing points while
they continue to mask the messages everywhere else. This results in the reception of
clean audio messages at the focusing points while having low intelligibility in unin-
tended area. This technique is inspired by standard methods in wireless networking
on jamming eavesdroppers [17, 18].
In this approach, the design signal xk is chosen as a sum of a message-carrying
vector sk and a noise-like signal wk. That is, xk = sk +wk. It satifies
yk = H(sk +wk) = Hsk, (2.25)
where H is a matrix with Toeplitz matrix blocks that contain the overall impulse
responses of all the channels. Thus, it is also called the channel matrix.
The task then is to construct sk and wk to satisfy Hsk = yk and Hwk = 0.
This is achieved by choosing wk as the projection of a random noise vector on the
nullspace of the channel matrix H , i.e., wk = PN (H)v, where the entries of v are
independent and identically distributed (iid) standard Gaussian and PN (H) is the
projector on the null space of H .
As mentioned in the previous section, H is typically of large dimension,
which makes the direct computation of its nullspace a prohibitively complex task.




We again use the conjugate gradient method to solve Eq. (2.26) using fast
Fourier transforms since H is block-Toeplitz. Once ẑ is found, the nullspace projec-
tion PN (H)v is simply v −H>ẑ.
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Comparison: Simulations
In simulations, we randomly place two focusing points inside a 7m× 8m shoe-
box room and calculate STOI values of the signals arriving at the focusing spots
using both the LS method and the NS method. An additional location is randomly
chosen to check how degraded the audio signals appear outside the target focusing
spots.
This is repeated for two settings: anechoic and reverberant. As we can see
in Fig. 2.14, the two approaches both perform well, acheiving private audio delivery.
Furthermore, the experiment verifies the importance of the presence of echoes for
both approaches.
To see this, Fig. 2.14a shows that under the anechoic setting, the received
signal at the first focusing point has nearly perfect STOI values for both approaches.
However, the received signal at the second focusing point has reduced intelligibility.
On the other hand, Fig. 2.14b shows that in the presence of echoes, signal intelligi-
bility is restored at the second focusing point as well. This indicates that the spatial
diversity provided by echoes helps in conditioning the system matrix HX̃ for the
LS method (or the channel matrix H for the NS method), which in turn supports






































Fig. 1: STOI values at 2 intended listeners and one additional location using MCCS and nullspace approach in (a) anechoic and (b) reverberant
setting. (c)-(d) Heat maps with STOI values at 4200 locations in a simulated room of size 7 m×8 m. Speakers illustrated as S1-S6.
Proof. We have that rank(HN) ≤ min {rank(H), rank(N)} by
rank inequalities. With the conditions of the proposition, this implies
that rank(HN) ≤ NK. The only way to have a strict inequality is
that the nullspace of H intersects the range of N along a subspace
of dimension greater that LLg − NK. On the other hand, because
the nullspace of H is continuously distributed and independent from
N , it will intersect the range of N exactly along a subspace of di-
mension LLg −NK with probability one.
This result implies that for most setups in sufficiently reverber-
ant rooms, we will be able to produce the desired messages at the
listener positions.
4.2. Noise in nullspace approach
From (5), H needs to have full row rank for perfect reconstruction of
all yin ∈ RNK . Similarly to the previous case, since H is a function
of the RIRs between the speaker-listener pairs, it is not completely
in the user’s control to ensure that it has full rank as it depends on
room geometry and the spatial diversity of RIRs. In practice, if we
assume a randomized setup and room as in the previous section, H
can be expected to have full row rank with probability one.
Proposition 4.2. The following conditions are necessary for H to
have full row rank.
(a) The number of rows of H should be at least as large as the
length of yin =⇒ (Lx + Lh − 1) ≥ N .
(b) There should be at least as many columns as rows in H .
(c) Lx needs to be greater than the highest relative time delay
among each listener-speaker pair.
Proof. (a) ensures that we have sufficient samples to generate the
desired message length; (b) is elementary linear algebra; (c) ensures
that “silent” regions do not exist within a signal generated at a lis-
tening point.
It should be noted that (b) gives a lower bound on the number





. This is lower than the number of speakers needed by the MCCS
approach, as per Proposition 4.1
5. EXPERIMENTAL RESULTS
We evaluate the performance of the two proposed techniques using
both numerical and real experiments. The numerical experiments
are performed with 6 loudspeakers randomly placed in a convex
simulated room of size 7 m × 8 m having walls with absorption
coefficient 0.35. RIRs between the speakers and listeners are calcu-
lated based on image source model, using the pyroomacoustics
package [24]. We perform the real experiments in an office space
of size 10 m × 6 m using two Genelec 8030B and four Genelec
8010A loudspeakers. The RIRs are measured using the exponential
sine sweep technique [25]. In all experiments, the power of signals
emitted by the loudspeakers is kept fixed. The intelligibility of the
generated sounds is assessed using Short-Time Objective Intelligi-
bility (STOI) [26] measure.
5.1. Numerical experiments
5.1.1. Perfect reconstruction: A case for echoes
In order to provide an insight into the importance of echoes in our so-
lution, we first perform an experiment in a simulated anechoic room.
We randomly place two listeners inside the room and calculate STOI
values of the signals arriving there using the two approaches. An ad-
ditional location is randomly chosen to check how degraded the au-
dio signals appear outside the target focusing spots. We then repeat
the same experiment but in the presence of echoes. Fig. 1 (a) shows
that in the anechoic setting, while the signal at the first listener has a
high intelligibility with STOI values close to 1 for both approaches,
the second listener does not. On the other hand, Fig. 1(b) shows that
in the presence of echoes, signal intelligibility is restored at the sec-
ond listener as well. This indicates that the spatial diversity provided
by echoes helps in conditioning the channel matrix H , which in turn
supports perfect reconstruction of messages at target locations.
5.1.2. Signal degradation outside focusing spots
Both Fig. 1 (a) and (b) indicate that the nullspace-based method has
a greater impact on signal degradation at the location chosen out-
side the focusing spots. To examine this further, we calculate STOI
scores at 4200 locations in a simulated reverberant room and create
heat maps as shown in Fig. 1 (c) and (d). The bright spots at the
locations of focusing points indicate regions of high intelligibility in
both plots, whereas the relatively dark regions in Fig. 1 (d), repre-
sent lower STOI values for the nullspace approach and, thus, reduced
intelligibility as compared to the MCCS approach in Fig. 1 (c).
Both methods perform signal degradation outside the focusing
spots using noise vectors. To understand how these random vectors
result in unintelligibility of sound, we first investigate the role of
noise variance. For 100 randomly selected speaker-listener configu-
rations, we check the impact of increasing noise variance on STOI
values for both methods. Fig. 2 (a) shows a decline in median STOI
scores as the input noise power is increased for the nullspace ap-
proach, whereas they do not change much for the MCCS method.
Figure 2.14: Comparison of the two approaches (the LS method in dark blue and
the NS method in light blue) under two settings (a) Anechoic (b) Reverberant
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Figure 2.15: Comparison of the two approaches at one focusing point with different
levels of noise in the overall impulse response
We further assess how robust the two approaches are against errors in the
impulse responses. This is an important metric since the impulse responses will be
measured with some degree of uncertainties when we apply the techniques in real
world.
In Fig. 2.15, we inject different levels of noise into the impulse responses and
measure the corresponding STOI score at one focusing point. As it can be observed,
the LS method retains higher STOI score compared with the null space method at
the same level of noise injection.
Comparison: Real-World Experiments
In addition to simulations, we also perform an experiment to evaluate the two
approaches in a real room with six loudspeakers. We measure the STOI scores of
generated sounds at seven locations with microphones. The experimental setup is
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Fig. 2: Impact of (a) increasing noise power on STOI values outside
focusing spots for the two approaches, (b) increasing noise vector
length as a proportion of overall input length for MCCS approach.
This result is not surprising because in the nullspace approach,
noise is fed into the loudspeakers with the message signals in an
additive sense. Thus, a deterioration of SNR and subsequent STOI
hit is expected with increase in noise variance. On the other hand,
from Section 3.1, the signal emitted by the ith loudspeaker is xi =
ni∗gi. In this setting, if the variance of each ni sample is increased,
the filter gi is simply scaled to preserve the original xi.
We now investigate the factors that impact the jamming ca-
pability of the MCCS approach. Recall that this method involves
“scrambling” of message-carrying input filters gi by noise which are
thereby appropriately descrambled at the intended locations by the
correct RIR values. Thus, we expect that longer noise vectors would
have a stronger impact on signal integrity when the RIR changes.
To verify this claim, we vary the length of noise vectors Ln as a
proportion of a fixed length Lx, and calculate the STOI scores for
100 randomly chosen speaker-listener configurations. Fig. 2(b) ver-
ifies that increasing the length of noise vectors leads to a decrease in
median intelligibility scores outside the focusing spots.
These results point towards an interesting phenomenon. For
the nullspace approach, the jamming capability can be improved
by increasing the input noise power which is upper bounded by
the input power constraints at the loudspeaker. On the other hand,
in MCCS appoach, for a fixed message length N and fixed Lh,
Lx = Lg + Ln − 1 is fixed. Thus, jamming can be improved by
increasing Ln as long as Lg ≥ NKL (from Proposition 4.1).
5.1.3. Robustness to system uncertainties
Here, we assess how the reconstruction of audio messages at the tar-
get listeners is affected due to system uncertainties: in particular,
the impact of malfunction of a set of speakers after the appropri-
ate xi have been estimated, and inaccuracies in the measurement of
RIR values. For this, we did simulations over 100 random speaker
listener configurations, and checked how the STOI scores were af-
fected. Fig. 3(a) indicates that the STOI values for MCCS method
decline less rapidly with increasing speaker drops as compared to
the nullspace method. Similarly, Fig. 3(b) indicates that errors in
the knowledge of RIRs before signal transmission by the loudspeak-
ers lead to reduced intelligibility in the focusing spots. Again, the
MCCS approach shows more robustness to system errors as com-
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Fig. 3: Robustness assessment: impact of (a) speaker malfunction
on STOI values at focusing spots, (b) inaccuracies in RIR estimates


















Fig. 4: (a) Experimental setup: speakers represented in green, and
microphones in red boxes, (b) STOI values measured at two focusing
spots, and at different distances from Spot 2 in a real room setting.
5.2. Experiment in a real setting
We perform an experiment to evaluate the two approaches in a real
room with 6 loudspeakers and measure the STOI scores of generated
sounds at 7 locations with microphones. The experimental setup is
shown in Fig. 4 (a) . Two microphones are chosen to be the focusing
spots, and the rest are placed at increasing distances from Spot 2.
Fig. 4 (b) shows the measured STOI values at these locations. The
observed intelligibility at the two spots is good with high STOI val-
ues, and the signals become considerably degraded 50 cm away from
the focusing spots. As expected from simulations, the nullspace ap-
proach has a stronger impact on signal degradation outside the target
locations.
6. CONCLUSION
In this paper, we presented two approaches to address private audio
communication problem in a reverberant room. Both approaches are
based on emitting noise signals from loudspeakers and then utilizing
the echoes in the room to ensure that they yield intelligible mes-
sages at selected locations, while being incoherent elsewhere. Sim-
ulated and real experiments suggest that with just six loudspeakers
and a few impulse response measurements, we can deliver clear au-
dio messages at the desired locations while ensuring unintelligibility
everywhere else. The experiments further suggest that the nullspace
based method is more capable of jamming locations outside the tar-
geted focusing spots, whereas the MCCS method is more robust to
errors in system design.
Figure 2.16: Settings for the real-world experiments; red boxes mark the location of
the microphones while green boxes mark the location of the loudspeakers
rest are placed at increasing distances from the second focusing point. For the overall
impulse response pairs between the loudspeakers and the focusing points, they are
measured using the approach described in Farina’s paper [19].
Figure 2.17 shows the measured STOI values at these locations. The ob-
served intelligibility at the two spots is good with high STOI values, and the scores
considerably degraded 50 cm away from the focusing points. The two approaches
again display similar performance while the null space approach has slightly stronger
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Fig. 2: Impact of (a) increasing noise power on STOI values outside
focusing spots for the two approaches, (b) increasing noise vector
length as a proportion of overall input length for MCCS approach.
This result is not surprising because in the nullspace approach,
noise is fed into the loudspeakers with the message signals in an
additive sense. Thus, a deterioration of SNR and subsequent STOI
hit is expected with increase in noise variance. On the other hand,
from Section 3.1, the signal emitted by the ith loudspeaker is xi =
ni∗gi. In this setting, if the variance of each ni sample is increased,
the filter gi is simply scaled to preserve the original xi.
We now investigate the factors that impact the jamming ca-
pability of the MCCS approach. Recall that this method involves
“scrambling” of message-carrying input filters gi by noise which are
thereby appropriately descrambled at the intended locations by the
correct RIR values. Thus, we expect that longer noise vectors would
have a stronger impact on signal integrity when the RIR changes.
To verify this claim, we vary the length of noise vectors Ln as a
proportion of a fixed length Lx, and calculate the STOI scores for
100 randomly chosen speaker-listener configurations. Fig. 2(b) ver-
ifies that increasing the length of noise vectors leads to a decrease in
median intelligibility scores outside the focusing spots.
These results point towards an interesting phenomenon. For
the nullspace approach, the jamming capability can be improved
by increasing the input noise power which is upper bounded by
the input power constraints at the loudspeaker. On the other hand,
in MCCS appoach, for a fixed message length N and fixed Lh,
Lx = Lg + Ln − 1 is fixed. Thus, jamming can be improved by
increasing Ln as long as Lg ≥ NKL (from Proposition 4.1).
5.1.3. Robustness to system uncertainties
Here, we assess how the reconstruction of audio messages at the tar-
get listeners is affected due to system uncertainties: in particular,
the impact of malfunction of a set of speakers after the appropri-
ate xi have been estimated, and inaccuracies in the measurement of
RIR values. For this, we did simulations over 100 random speaker
listener configurations, and checked how the STOI scores were af-
fected. Fig. 3(a) indicates that the STOI values for MCCS method
decline less rapidly with increasing speaker drops as compared to
the nullspace method. Similarly, Fig. 3(b) indicates that errors in
the knowledge of RIRs before signal transmission by the loudspeak-
ers lead to reduced intelligibility in the focusing spots. Again, the
MCCS approach shows more robustness to system errors as com-
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Fig. 3: Robustness assessment: impact of (a) speaker malfunction
on STOI values at focusing spots, (b) inaccuracies in RIR estimates


















Fig. 4: (a) Experimental setup: speakers represented in green, and
microphones in red boxes, (b) STOI values measured at two focusing
spots, and at different distances from Spot 2 in a real room setting.
5.2. Experiment in a real setting
We perform an experiment to evaluate the two approaches in a real
room with 6 loudspeakers and measure the STOI scores of generated
sounds at 7 locations with microphones. The experimental setup is
shown in Fig. 4 (a) . Two microphones are chosen to be the focusing
spots, and the rest are placed at increasing distances from Spot 2.
Fig. 4 (b) shows the measured STOI values at these locations. The
observed intelligibility at the two spots is good with high STOI val-
ues, and the signals become considerably degraded 50 cm away from
the focusing spots. As expected from simulations, the nullspace ap-
proach has a stronger impact on signal degradation outside the target
locations.
6. CONCLUSION
In this paper, we presented two approaches to address private audio
communication problem in a reverberant room. Both approaches are
based on emitting noise signals from loudspeakers and then utilizing
the echoes in the room to ensure that they yield intelligible mes-
sages at selected locations, while being incoherent elsewhere. Sim-
ulated and real experiments suggest that with just six loudspeakers
and a few impulse response measurements, we can deliver clear au-
dio messages at the desired locations while ensuring unintelligibility
everywhere else. The experiments further suggest that the nullspace
based method is more capable of jamming locations outside the tar-
geted focusing spots, whereas the MCCS method is more robust to
errors in system design.
Figure 2.17: Comparison of the two approaches on how intelligibility degrades with




In this thesis, we studied new approaches to the sound zone problem with the
added privacy constraint. The new design goal is that no one besides the intended
listener should be able to comprehend the message.
The main feature of standard methods which makes it hard to achieve privacy
is that all loudspeakers are emitting linearly filtered version of the original signal.
This means that even without special equipment one has a decent shot at under-
standing the individual audio streams, even though they are attenuated outside of
the target zone.
This motivated us to look for solutions that avoid emitting filtered versions
of the verbatim messages intended for the users. The initial proposal with chopped
target signals was based on the intuition that recombining the chopped segments via
a combination of designed filters and reverberation will enable a recombination of the
pieces at the right places, while precluding an intelligible recombination elsewhere.
Through real and numerical experiments it became clear that in the presence of com-
plex multipath, the key ingredient that made this strategy work was the fact that it is
noiselike. Hence, in subsequent designes, we turned to using pure noise as the source
signals, and derived new approaches that borrow from wireless communications in
addition to the previously proposed least-squares designs.
Through a number of numerical and real experiments we showed that the
proposed methods indeed achieve the goal of sound focusing at multiple spots, while
generating largely unintelligible signals everywhere else. While our algorihtms are
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not replacements for the classical sound zone approaches, we believe they pave a
promising new way for private audio.
As far as future work goes, we envision influences going in both directions:
noise-based methods may help achieve some level of privacy in classical sound-zone
methods, as well as other goals such as perceptual masking. Insights from classical
sound zone theory could help produce spatially extended focusing zones in noise-
based methods. Additionally, the folowing drawbacks should be resolved:
• With high sampling rates, the conjugate-gradient-based design, even with FFT-
based optimizations, is still too slow for real-time filter updates.
• Manual impulse response measurements at the focusing spots are impractical
and preclude application to unseen spaces.
Notwithstanding, the fact that the methods work as well as they do in real
rooms and real experiments gives us reasons for optimism. We believe future research
will help make the methods presented in this thesis practical and applicable in a
variety of real-world scenarios.
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APPENDIX A
SOLVING A SYSTEM OF EQUATIONS
Solving a system of linear equations such as
2x1 − 8x2 + 10x3 = 10
−9x1 + 3x2 + x3 = −1
4x1 − 3x2 + 2x3 = 27
arises in numerous situations such as designing a finite impulse response (FIR) digital
filter, solving state-space equations of a dynamic control system or simply fitting a
line to a set of data.
Having three equations with three unknowns, we know a unique solution ex-
ists as long as the left-hand side (LHS) are linearly independent. For example,
2x1 − 8x2 + 10x3
can be easily verified as a linear combination of
4x1 − 12x2 + 8x3 and − x1 + 2x2 + x3.
Also, we know that for any linear equations, a matrix represenation exists.
With the example system of linear equations above, we can instead write it in the
33








 ⇒ Ax = b,
where A is called the system matrix.
For this particular case, it can be verified that the square system matrix A
has rank 3 due to the linear independence among the equations and is thus invertible.
Therefore, we can obtain a unique solution x̂ by multiplying both sides with the
inverse matrix of A, A−1





What if the system matrix A is not square? First, we want to examine the
case when A is a tall matrix (more rows than columns) with independent columns,
which means no column is a linear combination of the remaining ones.
Suppose thatA ∈ Rm×n, wherem > n, and we have the same system of linear
equations Ax = b. For this particular system of equations, we have more equations
than variables. Therefore, we call this an overdetermined system of equations. With
an overdetermined system of equations, it is not guaranteed that an exact solution
x̂ exists. However, with the given assumption that A has independent columns, if
there exists an exact solution x̂, it is guaranteed to be unique.
If no exact solution exists, a reasonable idea is to find an approximate solution
x̂ that gives Ax̂ = b̂ which is in a sense “closest” to the b given by the problem. To
measure the “closeness” between two vectors u and v, the 2-norm, ‖ ·‖, is a common





where 〈·, ·〉 represents an inner product. Therefore, a mathematical measurement of
how close the approximation b̂ is to the b can be written as
‖b̂− b‖ = ‖Ax̂− b‖. (A.2)
Using this measure of closeness, for the case when no exact solution exists,
finding the best approximate solution x̂ that minimizes the 2-norm distance between
b̂ and b is written as
x̂ = arg min
x
‖Ax− b‖. (A.3)
For mathematical convenience, it is standard to rewrite the problem in the
equivalent form below by simply adding a square term to the 2-norm
x̂ = arg min
x
‖Ax− b‖2. (A.4)
Problems of this type as in Eq. (A.4) are known as least-squares problems.
A.2 Finding the Solution x̂
We now explain how to find the least-squares solution to an overdetermined
system of linear equations.
Subspace
First, we need the notion of subspace to explain how the solution, x̂, is calcu-
lated. Suppose a set S contains n vectors a1, a2, ... an. The subspace S formed by
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the set of vectors is defined as
S = {s | s = c1a1 + c2a2 + · · ·+ cnan and c1, c2, . . . cn ∈ C}. (A.5)
In other words, the subspace S is the space formed by every possible linear com-
bination of the set of vectors, which is often referred to as the span of {a1, a2, ...
an}.
Back to solving the least-squares problem, given matrix A which has the
form
A =
 | | . . . |a1 a2 . . . an
| | . . . |
 ,
the matrix multiplication Ax can be seen exactly as some linear combination of the
vectors a1, a2, ... an,
Ax = x1a1 + x2a2 + ...+ xnan.
Therefore, the resulting vector b is said to live in the subspace S formed by
{a1, a2, ... an}. However, having b live in the subspace S implies the existence of an
exact solution. For a least-squares problem, the given b is often not in the subspace
S while the approximate b̂ is always in the subspace S.
With the above constraint for b̂, the least-squares problem is converted into
finding a point in the subspace S that is closest to b in the 2-norm sense. The




For illustration purpose, suppose we have b = [xb, yb, zb]
T and a subspace S
which is a plane spanned by two independent vectors, the geometry will be similar
to what is depicted in Fig. A.1. Here, b is not in S. Therefore, an approximation
b̂ which resides in S needs to be found. Also shown in Fig. A.1, the well-known
solution to finding a closest point b̂ on a plane to another point b is calculating the
orthogonal projection of point b onto the plane.
Figure A.1: Projection in three-dimensional space [20]
In the 3-D case shown in Fig. A.1, it is clear that the orthogonal projection b̂
is the closest point in S to b. The same orthogonality is valid in arbitrary dimension
based on the Orthogonality Principle [20]. The theorem states that ‖b̂−b‖ ≤ ‖y−b‖
for any y ∈ S. As a result, the coefficient vector of the orthogonal projection is the
unique solution to the least-squares problem.
Suppose we define the orthogonal projector PS which projects b onto S, which
gives us PSb = b̂, then the projector must meet the two properties:
• Being idempotent: PS2 = PS,
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• Being Hermitian: PS∗ = PS.




With the formula for the projector PS, it is now straightforward to find the
solution
Ax̂ = b̂ = PSb = A(A
∗A)−1A∗b,
x̂ = (A∗A)−1A∗b. (A.7)
LS as an Optimization Problem
Instead of using the geometric interpretation and the orthogonal projection
method, the same result can also be obtained by considering the least-squares prob-
lem in Eq. (A.4) as an optimization problem.
To minimize the convex cost function ‖Ax − b‖2, it is enough to solve
∇x‖Ax− b‖2 = 0 to obtain the global minimum.
Expanding the terms,
∇x‖Ax− b‖2 = ∇x(Ax− b)∗(Ax− b)
= ∇x(x∗A∗Ax+ b∗b− x∗A∗b− b∗Ax)




Rearranging the terms gives
A∗Ax = A∗b. (A.8)
Equation (A.8) is famously known as the normal equation. Solving the nor-
mal equation gives the same solution as the orthogonal projection method,
x̂ = (A∗A)−1A∗b. (A.9)
Moore-Penrose Pseudoinverse
Up to this point, we insisted on having a closed-form expression for the solu-
tion x̂ that minimizes the 2-norm distance ‖b̂ − b‖. In general, for any system of
equations (overdetermined, underdetermined or square), an expression exists for an
(approximate or exact) solution x̂.
Let us define a matrix A†, called the Moore-Penrose pseudoinverse or simply
pseudoinverse of A, which meets the so-called Penrose conditions:
• AA†A = A,
• A†AA† = A†,
• (AA†)∗ = AA†,
• (A†A)∗ = A†A.
A† is treated as a generalization of an inverse matrix for any matrix, square or non-
square. More specifically, to solve for the equation Ax = b, a concise expression is
given as
x̂ = A†b. (A.10)
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In general, singular value decomposition (SVD) is needed to compute the pseudoin-
verse of an arbitrary matrix A. Closed-form expressions for A† can be derived if
matrix A is full-rank.
For underdetermined systems of equations with a full-ranked fat matrix A,
the least-norm solution x̂ can be obtained by using
A† = A∗(AA∗)−1. (A.11)
On the other hand, for overdetermined systems of equations with full-ranked
tall matrix A, the pseudoinverse is derived as
A† = (A∗A)−1A∗. (A.12)
This result again leads to the least-squares solution shown in Eq. (A.9).
A.3 Direct Solvers
For a system matrix A of a small size, it is computationally inexpensive to
compute the solution x̂. For large systems, however, computing the inverse of A
directly is either expensive or impossible. Therefore, efficient direct solvers are more
often utilized.
LU Decomposition
The first technique to avoid the direct computation of an inverse is the lower-
upper triangular (LU) decomposition. The method factorizes a square matrix into
a product of a lower triangular matrix L and a upper triangular matrix U . Using a
three by three matrix A as an example,
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A =






U11 U12 U13U22 U23
0 U33
 = LU . (A.13)









y = b, (A.14)
where y = Ux.
It can be observed that solving for y is a trivial task since L is a lower
triangular matrix. The solution can be readily found using a top-to-bottom approach.
Once y is found, the goal is then changed to solving the equation Ux = y. Again,
with matrix U as an upper triangular matrix, finding the solution x is simple. It
can be found using a bottom-to-top approach.
How is the LU decomposition relevant to solving least-squares problems
where the system matrix A is not even square? Recall that solving a least-squares
problem equals solving for the solution of the normal equation
A∗Ax = A∗b. (A.15)
The product A∗A is a square matrix. Therefore, solving the equation is es-
sentially solving a system of equations with a square system matrix in the form
Âx = b̂, (A.16)
where the square matrix Â = A∗A and b̂ = A∗b. Therefore, the LU decomposition
method can be applied.
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Algorithms exist for efficiently finding the LU decomposition of a square
matrix. As a result, it can be a powerful direct solver for a least-squares problem
without directly solving for the inverse of A∗A.
Cholesky Decomposition
Similar to the idea of the LU decomposition, the Cholesky decomposition breaks
a matrix down into a product of matrices that have nice properties for finding the
solution when the matrix is the system matrix A in Ax = b. The Cholesky decom-
position may be seen as the LU decomposition with some constraints on the matrix
of interest. Namely, the matrix to decompose must be Hermitian and positive def-
inite. The tradeoff of having constraints is compensated by the fact that using the
Cholesky decomposition to solve a system of equations can be twice as fast as using
the LU decomposition [21].
Instead of having the general decomposition form A = LU , the Cholesky
decomposition gives us A = LL∗. To solve least-squares problems, the same substi-
tution trick introduced in Eq. (A.16) and the same procedures are used.
A.4 Iterative Solvers
Even though having a closed-form solution might suggest that our work is done,
in practice, the problem size is often too big to allow for computation of matrix
inverses. Direct solvers mentioned in the previous subsection are sufficient to solve a
system of equations when the system matrix A is of relatively small size. However,
in practice, this is often not the case.
For example, with a high pixel count, many operations on an image can be
represented by matrix operations on huge matrices. When processing audio, matrices
containing time domain signals can grow very large at sampling rates of 44.1 kHz or
48 kHz. These situations then warrant the use of iterative methods which, instead
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of computing an inverse, directly compute A.
Gradient Descent Method
In Eq. (A.9), it is shown that considering least-squares problems as optimiza-
tion problems gives us the solution x̂ that equals the one obtained from using the or-
thogonal projection method. Therefore, iterative solvers used for optimization prob-
lems naturally become the tools of choice for solving least-squares problems.
One of the methods most commonly used is the gradient descent method.
Even though the method does not exhibit a particularly favorable convergence rate,
it can be very easily implemented. In the recursive form, the method can be seen as
computing
xk+1 = xk − α∇f(xk), (A.17)
with a suitable choice of the starting point x̂0 and where f(xk) is an objective
function of xk.
Here, α, which is termed the learning rate, can be chosen based on a line
search at the start of each iteration or fixed throughout. The largest allowable α is
determined by the spectrum of A.
To obtain an intuitive idea behind the gradient descent method, a simple
one-dimensional case is shown in Fig. A.2.
In Fig. A.2, a function f(x) is given by the black curve. Assuming this
function f(x) is convex, which means the function f(x) satisfies the condition
(1− α)f(x1) + αf(x2) ≥ f((1− α)x1 + αx2),
where 0 ≤ α ≤ 1,
(A.18)
it is then guaranteed that all local minima are global minima. Suppose that the
(x1, f(x1)) pair was given, how can the optimal pair (x
∗, f(x∗)) be found itera-
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Figure A.2: Gradient descent for a two-dimensional case
tively?
First, it can be observed that the gradient, or simply the derivative in this
one-dimensional case, will be negative whenever x1 is smaller than x
∗ and will be
positive whenever x1 is greater than x
∗. Therefore, it makes sense to add the term
−df(x1)
dx
or rather more generally the term −∇f(x1) to x1 for computing the next
term x2. With a scaling factor α, the simple but effective recursive search becomes
the gradient descent formula shown in Eq. (A.17). With proper α chosen, the method
will eventually converge to x∗.
In Fig. A.3, the iterative steps of the gradient descent method are shown for
the two-dimensional case with a starting point at x(0) together with the line search
strategy for choosing α. In this case, the learning rate α which determines the length
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of each search step is computed at the start of each iteration using a line search. To
compensate for the extra computation efforts on line search, the benefit gained is the
reduced convergence time. For this particular case, exactly six iterations are needed
to converge to the minimum.
Figure A.3: Gradient descent method using line search on α to find the minimum
of a quadratic function in 2-D [22]
The idea behind line search is that at the kth step, we look for f(xk+1) that
minimizes ‖f(xk+1)‖. By doing this, the objective is to achieve a better convergence
rate. In other words, the line search problem can be stated as
αbest = arg min
α
‖f(xk − α∇f(xk))‖. (A.19)
To minimize the expression in Eq. (A.19), the gradient at the end point,
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∇f(xk − α∇f(xk)) needs to be considered. For example, during the first iteration
in the case shown in Fig. A.3, the starting point x(0) and its gradient ∇f(x(0)) are
given. The search line formed by ∇f(x(0)) can be seen as the gray line in Fig. A.4.
The end point x(1) would then be a point on this line. The solid arrows in Fig. A.4
represent the gradient at those specific points. Along with those gradients are the
projections of the gradients onto the search line. It then can be observed that at the
point x(1) which minimizes f(x(1)), the gradient ∇f(x(1)) is orthogonal to the search
direction ∇f(x(0)). Therefore, in general for the kth step, the line search becomes a
task of finding α that satisfies
∇f(xk) · ∇f(xk+1) = ∇f(xk) · ∇f(xk − α∇f(xk)) = 0. (A.20)
Figure A.4: How line search works on finding the best α [22]
Depending on the complexity of the gradient computation, it might not be
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deemed worthwhile to utilize line search at each iteration. Still, line search is com-
monly seen in optimization problems as it reduces the convergence time when com-
pared with less principled ways of choosing α.
Although the gradient descent method is guaranteed to converge given a con-
vex function f(x), the convergence is often slow even with line search implemented.
This fact can be seen by the zig-zag pattern of the search in Fig. A.3. The reason
behind it is that each iteration of gradient descent does not “do its best” in terms of
spanning the space.
For example, in Fig. A.3 where the function is in two-dimensional space, the
odd number searches actually are all in the same direction, whereas the even number
searches are also all in the same direction. It would appear that combining the
searches of the same direction into one iteration is more efficient and less redundant
(redundancy of the search causes the zig-zag). Therefore, in an example where
each iteration “does its best”, the two-dimensional space can be spanned by merely
two searches, and the minimum can be found with fewer iterations. This is the
main improvement conjugate gradient method provides over the gradient descent
method.
Conjugate Gradient Method
Following the above discussion, how do we decide on the search direction and
the length of each search to maximize the effect of each iteration? The first naive
attempt might be trying to make each search direction orthogonal to each other.
In other words, di
Tdj = 0 where i 6= j and di is the search direction of the ith
iteration. This indicates that dk
Tek+1 = 0 where ek+1 is the error x
∗ − xk+1 after
the kth iteration. Following the update rule xk+1 = xk − αkdk, the errors have the
relationship
ek+1 = ek + αkdk. (A.21)
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However, computing αk by expanding the terms results in
dk
Tek+1 = dk











It turns out that αk depends on the error ek. However, ek has to be computed
based on x∗, which is the quantity we are aiming to compute. Instead, a different
notion of orthogonality is used, called A-orthogonality.
Before A-orthogonality is discussed, the term Krylov subspace should be
defined first. An ith dimension Krylov subspace Ki is defined as
Ki = span[v,Wv, · · · ,W i−1v], (A.23)
where W is any matrix, and v is any vector. Therefore, the subspace Ki very much
depends on the choice of W and v. The conjugate gradient method is essentially
an iterative method based on solving the expanding Krylov subspace [23]. The
Krylov subspace, in particular for solving the system of equations Ax = b, has the
form
Ki = span[b,Ab, · · · ,Ai−1b]. (A.24)
The j-th iteration of the conjugate gradient method approximates the solu-
tion x∗ by finding the so-called Krylov sequence as
xj = arg min
x∈Kj
‖x− x∗‖2A, (A.25)
where ‖ · ‖A is the A-norm. Two vectors u and v are said to be A-orthogonal (or
conjugate) if they satisfy
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uTAv = 0. (A.26)
Therefore, the Krylov sequence in Eq. (A.25) can also be rewritten as
xj = arg min
x∈Kj
(x− x∗)TA(x− x∗). (A.27)
We see that for each iteration, the Krylov subspace is expanded by one
dimension, and xj is computed to approximate the solution to Ax = b. Because xj
is in the corresponding Krylov subspace Kj , the conjugate gradient method forces a
constraint on the residual rj = b−Axj that rj should be orthogonal to all vectors in
Kj . This way, it theoretically means the algorithm converges after exactly n steps,
where n is the dimension of the solution x∗.
Following the constraint that rj should be orthogonal to all vectors in Kj
and also the fact that Krylov subspaces obey Kj ⊃Ki for i < j, it means
ri
Trj = 0, i 6= j. (A.28)
Further, in a similar fashion, (rj − rj−1) is then orthogonal to Ki for any i < j.
Because each Krylov sequence xj is chosen from Kj , (xj − xj−1) ∈ Kj is true.
Therefore, combining the two facts, the relationship can be derived for the two
differences:
(xi − xi−1)T (rj − rj−1) = 0, i < j. (A.29)
Substituting in the relationship (rj − rj−1) = A(xj − xj−1), Eq. (A.29)
becomes the key condition in the conjugate gradient method:
(xi − xi−1)TA(xj − xj−1) = 0, i < j. (A.30)
Equation (A.30) implies that each of the search direction (gradient) is conjugate to
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all the previous search directions, hence the name conjugate gradient method.
Using the conditions described in Eq. (A.28) and Eq. (A.30) and proper
initialization parameters, the direction vectors di and the scaling factors αi can be
iteratively computed with all known values.
One great property of the conjugate gradient method is the convergence rate.
It is well known that given a well-conditioned A, the conjugate gradient method
converges very fast because the number of iterations required is proportional to
√
κ,
where κ is the condition number of A.
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