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ABSTRACT
In the stable boundary layer it is often observed that turbulence is not continuous in space and time. This
discontinuous, intermittent turbulence causes alterations from the mean evolution of the stratified atmospheric
boundary layer, which may result in an oscillatory type of behavior of the near-surface wind speed and tem-
perature. This paper focuses on an intermittency generating mechanism that arises from a direct interaction of
the lower atmosphere (first tens of meters) with the vegetation surface, without interaction with the air aloft.
This atmosphere–surface intermittency (ASI) is associated with the essential elements of the stable boundary
layer (SBL): strong surface cooling, the supply of mechanical energy by the synoptic pressure gradient, and the
limiting effect of stratification on mixing efficiency. In Part I it is shown that the essence of ASI can be captured
by a system of three coupled nonlinear differential equations. This simplified system shows both intermittent
and nonintermittent flow regimes for different circumstances. In the present paper, this system is studied ana-
lytically, following a system dynamics approach. The transition between the different flow regimes is identified
as a Hopf bifurcation. This property is used to derive a dimensionless parameter, which is a function of external
parameters, such as radiative forcing and pressure gradient. With this dimensionless parameter the equilibrium
behavior of the system (i.e., intermittent or nonintermittent) can be predicted exactly. As such this parameter
is used to classify SBL regimes. It is shown that the proposed classification parameter provides different in-
formation about the state of the SBL than other typical SBL classification parameters such as z/L and Ri.
1. Introduction
On clear nights with weak winds, a frequently ob-
served phenomenon is the weak and intermittent char-
acter of turbulence. Intermittent turbulence is charac-
terized by brief episodes of turbulence with intervening
periods of relatively weak or unmeasurable small fluc-
tuations (Mahrt 1989, 1999). In this study we indicate
intermittency by so-called global intermittency in a
sense that in the periods of weak turbulence eddies on
all scales are missing of suppressed. An observational
example of this global intermittency is given in a com-
panion paper by Van de Wiel et al. (2002, hereafter Part
I). The discontinuous, intermittent turbulence causes
changes in the mean evolution of the near-surface tem-
perature and wind speed. In cases where the period of
the intermittent turbulence is regular this may result in
oscillatory behavior of the mean quantities. Therefore,
in this text both ‘‘oscillatory behavior’’ and ‘‘intermit-
tency’’ refer to the same phenomenon.
Intermittent turbulence can be generated by several
physical mechanisms (see Part I). Traditionally, some
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of these mechanisms, like the formation and breaking
of gravity waves, attracted a lot of attention, both from
a theoretical and observational point of view (e.g., Hunt
et al. 1985; Nappo 1991; Duynkerke 1991). In this paper
we address another intermittency generating mecha-
nism, which is generated by a direct atmosphere–surface
interaction. This kind of intermittency is therefore re-
ferred to as atmosphere–surface intermittency (ASI; see
Part I). The mechanism causing this ASI is a variation
on the mechanism discussed qualitatively by Businger
(1973) and Turner (1973). It is described as follows.
On clear nights thermal stability may increase quickly
due to the strong cooling of the surface. As a conse-
quence the gradient Richardson number increases con-
siderably and therefore turbulence will be suppressed
and will eventually collapse. This results in a decoupling
of the air from the surface. Because of the very little
friction acting on the air the omnipresent pressure force
will start to accelerate the air mass. Thus, shear increases
until Ri , Ricrit , eventually regenerating turbulence. As
a result of this, turbulence shear is reduced quickly and
soon thermal stability dominates over shear, the Rich-
ardson number increases, and turbulence is suppressed
again. At this point the whole process will start over
again. Several cycles of the behavior sketched above
will result in an intermittent character of the turbulence
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FIG. 1. An overview of the model system: state variables, fluxes,
and model domain. The symbols are explained in appendix A. A
detailed system description is given in Part I.
in the near-surface stable boundary layer (SBL) and
oscillations in the near-surface wind speed and temper-
ature.
The above shows that the intermittency mechanism
is closely related to the decoupling phenomenon (e.g.,
Derbyshire 1999), with the exception that in the inter-
mittency case the SBL turbulence is able to ‘‘recover’’
by an increase of wind shear. An understanding of both
phenomena is of great importance for numerical weather
prediction (NWP) modeling, because decoupling in SBL
models results in surface temperatures that are too low,
compared to measured surface temperatures (Derbyshire
1999). In practice this problem is circumvented by ap-
plication of empirical formulations parameterizing sur-
face fluxes at high stabilities (e.g., Louis 1979; Holtslag
and De Bruin 1988; Part I). However, these formulations
are based on model performance rather than on surface-
layer-based observations (Beljaars 1998). Therefore,
prediction of decoupling and intermittency could be use-
ful in future improvements of physically based surface-
layer parameterization in NWP models.
At present it is not clear whether the intermittency
mechanism described above generates intermittent tur-
bulence aloft, for example, near the nocturnal jet [as
studied by Vukelic and Cuxart (2000) and Ha and Mahrt
(2001)], or that it generates intermittency near the sur-
face via a direct atmosphere–surface interaction (e.g.,
Revelle 1993). In this study we confine ourselves to the
direct atmosphere–surface interaction (first tens of me-
ters), without considering interaction with the atmo-
sphere aloft.
In Part I the results of SBL modeling studies by sev-
eral authors are discussed. The models use first-order
turbulence closure schemes (Blackadar 1979; Welch et
al. 1986; Lin 1990; Revelle 1993; McNider et al. 1995).
All these models show intermittent behavior of surface-
layer turbulence for some parameter ranges, resulting
in oscillating mean variables such as wind speed, tem-
perature, and moisture. At present, however, a (quan-
titative) theoretical basis for this intermittency mecha-
nism is still lacking. Thus, a better insight into this
intermittency mechanism is needed. To this end, in Part
I, the physical essentials of the models mentioned above
are extracted, which results in a system of only three
coupled nonlinear differential equations. The simplified
model essentially shows the same behavior as the more
complex models, resulting in intermittent and noninter-
mittent regimes for different parameter ranges.
The use of this simplified model enables us to study
the complex interactions between the turbulent and ra-
diative processes analytically, using a system dynamics
approach. Our system dynamics approach is largely in-
spired by the work of McNider et al. (1995), who used
numerical bifurcation techniques applied to a simplified
model to study SBL dynamics. However, the latter au-
thors did not explain the oscillatory behavior of the
models mentioned above.
The two main goals of this paper are the following.
1) Provide a quantitative theoretical basis for the results
of the numerical studies mentioned above. An exact
stability criterion for intermittency will be given as
a function of external forcing parameters. This gives
the possibility to classify different SBL regimes into
intermittent and nonintermittent cases.
2) Provide a further understanding of the instability
mechanism causing intermittent behavior.
In section 2 the model equations derived in Part I are
presented in their scaled form. In section 3 equilibrium
solutions of the model are given and the formal stability
criterion is derived. In section 4 a classification based
on the criterion is introduced and compared with other
classifications. For practical use, a simplified stability
criterion and its physical interpretation are given in sec-
tion 5. Discussion and conclusions are given in sections
6 and 7.
2. The system equations
In this text, point of departure is the set of equations
given in appendix B, which is derived in detail in the
companion paper (Part I). For the symbol list we refer
to appendix A. This set of equations describes the time
evolution of wind speed, air temperature, and surface
temperature for a simple system consisting of four layers
(Fig. 1).
• The soil, which is kept at a constant temperature TM;
2` , z , 0.
• The vegetation layer with depth d and surface tem-
perature Ts (at canopy top); 0 # z # d. Within this
layer, at the bottom of the vegetation layer, a thin
mulch/air layer with thickness dm is present, which
has a negligible heat capacity but relatively low heat
conductivity.
• The air layer, which has a constant depth h (the actual
SBL); d , z # h.
• The ‘‘free’’ atmosphere above the SBL, with constant
temperature; h , z , `.
1 SEPTEMBER 2002 2569V A N D E W I E L E T A L .
As in Part I, this paper focuses on an intermittency
generating mechanism that results from a direct inter-
action of the lower atmosphere and the (vegetated) sur-
face. In this idealized case, interaction with the low-
level jet and/or elevated turbulence [see review by Mahrt
(1999)] is not considered. A discussion about the con-
sequences of this idealization is given in Part I. Some
other model characteristics include
• first-order closure of turbulence, with an exchange
function depending on a bulk Richardson number;
• constant effective pressure force (i.e., component in
the direction of the mean wind) imposed; Coriolis
effects are neglected;
• constant boundary layer depth; and
• longwave radiation processes modeled using an emis-
sivity approach.
For notational convenience, the equations given in
appendix B will be scaled resulting in a compact set of
equations. In our scaling analysis a few characteristic
scales are needed: a timescale, a length scale, and a
temperature scale. The boundary layer depth is taken as
a characteristic length scale. The pressure force is used
to define a velocity scale, because it drives the system.
Note that, in our simplified system, the pressure gradient
balances with the momentum flux divergence across the
SBL, in stationary conditions. With the help of the char-
acteristic length scale the velocity scale can be converted
in a typical timescale. So we arrive at
length scale (h): h;
1/21 ]P
velocity scale (U ): 2 h ;k 1 2r ]s
1/21 ]P
timescale (t ): h 2 .bl 1 @ 2r ]s
Next a characteristic temperature scale will be defined.
The temperature difference between Ta and Ts will be
driven mainly by the radiative cooling of the vegetation
surface. In Part I it was shown that the isothermal net
radiation, Qi (Holtslag and De Bruin 1988), is a measure
of the maximum cooling strength of the vegetation sur-
face given the prescribed radiative conditions («u, «s,
and N). This Qi will act upon the vegetation surface on
a timescale tbl. For a vegetation layer with a total heat
capacity per unit area of Cy (J m22 K21) this will result
in a typical temperature drop. Thus, a temperature scale
is defined as
|Q |ti bltemperature scale (T ): .k Cy
The above-mentioned scaling parameters will be used
to rewrite the equations of appendix B in their dimen-
sionless equivalent. To this end we define the dimen-
sionless wind speed Uˆ , the dimensionless air Tˆ a, and
soil Tˆ s temperatures and time tö by noting
U T T ta s
ˆ ˆ ˆU 5 ; T 5 ; T 5 ; tö 5 .a sU T T tk k k bl
Also, for notational convenience we define a radiative
‘‘exchange coefficient’’ as
3a 5 4« sT ,a ref
and a neutral drag coefficient as
22h /2
2c 5 k ln .Dn 1 2[ ]z0
Substitution of the scaling variables Uˆ , Tˆ a, Tˆ s, and tö in
the original set in appendix B gives
ˆ]U
2ˆ ˆ5 1 2 c U f (R ), (1)Dn b]tö
ˆ]T ata bl
ˆ ˆ ˆ ˆ ˆ ˆ5 (T 1 T 2 2T ) 2 c U(T 2 T ) f (R ),s Top a Dn a s b]tö Ca
(2)
ˆ]T at at «s bl bl s
ˆ ˆ ˆ ˆ5 21 1 (T 2 T ) 1 2 1 (T 2 T )a s ref s1 2]tö C C «y y a
C l ta m bl
ˆ ˆ ˆ ˆ ˆ ˆ1 c U(T 2 T ) f (R ) 2 (T 2 T ).Dn a s b s mC d Cy m y
(3)
Also, the wind speed and the temperatures in f (Rb) are
scaled
2
ˆ ˆR Rb b
ˆf (R ) 5 1 2 ; 0 # # 1b
ˆ ˆ1 2R Rc c
ˆRb
ˆf (R ) 5 0; . 1 (4)b
ˆRc
with
2ˆ ˆT 2 T T Ua s ref k
ˆ ˆR 5 and R 5 R .b c c2ˆU g(h /2 2 z ) T0 k
This set of equations, describing the atmosphere–land
interactions, is used in the analytical stability analysis.
3. Stability analysis of the equilibrium solution
and derivation of the intermittency parameter
a. The equilibrium solution and its mathematical
stability
Equations (1)–(3) contain three unknown variables
Uˆ , Tˆ a, and Tˆ s. These nonlinear differential equations
have no general explicit solution. It is, however, possible
to analyze the equilibrium solution of this system by
setting the time derivatives to zero. A set of three non-
linear algebraic equations remains, which can be solved.
The equilibrium solution of the system Uˆ eq, Tˆ a,eq, and
Tˆ s,eq, as a function of the external parameters, is given
in appendix C.
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The model runs in Part I revealed that, in an equi-
librium situation, the system is able to respond in two
ways.
1) The system reaches a stable solution (in a mathe-
matical sense), in which the values of Uˆ , Tˆ a, and Tˆ s
reach their equilibrium values Uˆ eq, Tˆ a,eq, and Tˆ s,eq, as
calculated in appendix C.
2) The system reaches an unstable solution, where the
values of Uˆ , Tˆ a, and Tˆ s oscillate around their equi-
librium values Uˆ eq, Tˆ a,eq, and Tˆ s,eq.
In this section the stability of the equilibrium solution
is investigated with the help of so-called bifurcation
techniques. For those not familiar with this type of sta-
bility analysis we give a very short outline in appendix
F based on the excellent introductionary book on bi-
furcations by Seydel (1988). For a more rigorous treat-
ment on Hopf bifurcations we refer to Hopf (1942) and
Marsden and McCracken (1976). Readers not interested
in the mathematical details may proceed to the example
of section 3c.
In our analysis, the point of departure is the equilib-
rium solution of the system. The (local) stability of the
system is investigated by applying a Taylor series ex-
pansion to the equations near this equilibrium point.
This leads to a linear system of equations describing the
behavior of Uˆ , Tˆ a, and Tˆ s near the equilibrium point.
Information about the stability of the solution is ob-
tained by evaluating the eigenvalues of the system. Pos-
itive eigenvalues correspond to solutions that are un-
stable in time. In the same way negative eigenvalues
correspond to stable behavior and imaginary eigenval-
ues to cyclic/periodic behavior near the equilibrium
point. The values of the eigenvalues depend on the ac-
tual values of the external parameters. One could, for
example, analyze the model behavior while varying a
certain parameter l (e.g., pressure gradient). When l
passes some critical value lcrit, a positive eigenvalue
may change sign and the stable equilibrium point may
turn into an unstable point. This qualitative change of
the equilibrium solution when passing lcrit is called
branching or bifurcation. The type of bifurcation that
connects a stable equilibrium with a periodic motion is
called a Hopf bifurcation. The linearized system eval-
uated at the Hopf bifurcation point has a pair of purely
imaginary eigenvalues 6ib, which denotes the begin-
ning of a cycle.
Because cyclic behavior for certain parameter ranges
was found, it is assumed that in our system a Hopf
bifurcation (HB) occurs. In this case two imaginary ei-
genvalues must exist for a certain combination of ex-
ternal variables. Reversing this argument, by setting this
constraint on the eigenvalues the combination of exter-
nal parameters can be found for which a transition in
model behavior will occur. From that point it is possible
to define a dimensionless number (denoted by P) con-
sisting of all external parameters, which defines, and
thus predicts, the equilibrium behavior of the model. In
section 3c it will be shown that the assumption about
the existence of a Hopf bifurcation is valid.
b. Application of the Hopf bifurcation technique:
Derivation of the intermittency parameter
In this section the Hopf bifurcation technique is ap-
plied to the SBL system described by Eqs. (1)–(3). The
resulting dimensionless number is given explicitly in
appendix D. The derivation of this number consists of
the following steps.
• The starting point is a system consisting of three cou-
pled nonlinear ordinary differential equations con-
taining three unknown variables: Uˆ , Tˆ a, and Tˆ s.
• The equilibrium situation for the system (]Uˆ /]tö 5 ]Tˆ a/
]tö 5 ]Tˆ s/]tö 5 0) is solved. This gives the equilibrium
values of the variables Uˆ eq, Tˆ a,eq, and Tˆ s,eq, as a func-
tion of the external parameters (appendix C).
• The system is linearized by making a Taylor expansion
around the equilibrium situation. To this end the Ja-
cobian of the system is calculated. Element Aij of the
Jacobian is defined by
]F (x , x , x )i 1 2 3A 5 i 5 1, 2, 3ij ]xj
j 5 1, 2, 3, (5)
where Fi is the right-hand side of the ith equation
[either (1), (2), or (3)], and x1 5 Uˆ , x2 5 Tˆ a, and x3
5 Tˆ s. For example, A12 is the element consisting of
the right-hand side of the equation for ]Uˆ /]tö differ-
entiated with respect to Tˆ a.
• The Jacobian is evaluated at the equilibrium point, so
the equilibrium values Uˆ eq, Tˆ a,eq, and Tˆ s,eq are substi-
tuted in the elements Aij.
• In order to calculate the eigenvalues m of the line-
arized system the characteristic polynomial of the Ja-
cobian is calculated,
3 22m 2 f m 2 f m 2 f 5 0,1 2 3 (6)
where f 1, f 2, f 3 are the coefficients of the character-
istic polynomial, which in turn are functions of the
Jacobian elements Aij.
The numerical results revealed a transition between
stable and oscillatory behavior for a certain combination
of external parameters. This leads to a crucial step in
our derivation: we assume that this transition is a Hopf
bifurcation (the assumption is verified below). Then,
since at the Hopf bifurcation point the system should
have two imaginary eigenvalues m 5 6ib, the char-
acteristic polynomial must have the following form:
2 26(m 1 b )(m 1 a) 5 0, (7)
or, rewritten,
3 2 2 27(2m 2 am 2 b m 2 ab ) 5 0. (8)
Equating (6) and (8) (thus, noting f 1 5 a, f 2 5 b2, and
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FIG. 2. The dimensionless intermittency parameter P as a function of the pressure
gradient. The critical level P 5 1, which separates two different types of system
behavior, is given by the small dotted line.
f 3 5 ab2) leads to a relation between the coefficients
f 1, f 2, and f 3 at the HB point:
f f1 2 5 1. (9)f3
The left-hand side is a dimensionless group consisting
of (all) external parameters that reaches a critical value
of 1 at the HB point.
Formally, Eq. (9) is only valid at the HB point. Now,
as a working hypothesis, we extend the findings of (9),
by defining the left-hand side of (9) as a relevant di-
mensionless group characterizing the system behavior.
Thus a classification parameter is proposed by (again,
for the explicit form, see appendix D)
f f1 2P 5 . (10)f3
By definition P 5 1 at the HB point. Furthermore, it
can be shown, by differentiating P with respect to the
eigenvalues, that, near the HB point, an unstable equi-
librium corresponds to P , 1 and a stable equilibrium
to P $ 1. It is noted that the analysis above is done
for the linearized system near the equilibrium. This
means that, strictly speaking, no general statements can
be made for the entire parameter space. However, from
several thousands of runs, referring to a wide range a
meteorological conditions, not a single example showed
behavior that differed from the results of the local anal-
ysis presented above.
Thus, keeping in mind the restrictions of the analyt-
ical analysis, we generalize our results such that P ,
1 corresponds to periodic limit behavior and P $ 1
corresponds to stable limit behavior of the model.
c. An example
In this section the results of the analytical analysis
above are compared with the results of the time-depen-
dent solutions of the numerical model [i.e., Eqs. (B1)–
(B3) of appendix B) to show that the predictions of the
analytical analysis are supported by the numerical re-
sults. For details of these runs we refer to Part I. In Fig.
2 the value of the intermittency parameter P is plotted
as a function of the pressure gradient term. All other
external parameters are kept constant (values given in
Table 1 of Part 1). Our analytical analysis in the previous
section showed that a transition in flow behavior is ex-
pected at P 5 1. In the case Fig. 2 refers to, P equals
1 for two different values of 21/r 3 ]P/]s, notably at
21/r 3 ]P/]s 5 0.652 3 1024 and 21/r 3 ]P/]s 5
4.460 3 1024 (m s22). This means that if the pressure
gradient is gradually increased from low to high values,
two transitions in flow behavior are expected. To test
this prediction, in Fig. 2 five points are selected in such
a way that there is a point on each side of the flow
transition. Besides these, an additional point in the mid-
dle of the pressure gradient axis is selected. The five
points are denoted with the letters A–E, corresponding
with runs A–E depicted in Figs. 3a and 3b. These runs
are done with identical parameters (cf. Table 1 of Part
I) except for the imposed pressure gradient, which is
varied as in Fig. 2. It is noted that only equilibrium
situations are considered, because the analytical solution
is, strictly speaking (see discussion in Part I), only valid
for the equilibrium situation. To assure equilibrium, re-
sults after 40 h of model time are shown.
A comparison of Figs. 3a and 3b with Fig. 2 shows
that a transition in flow behavior appears to occur when
P crosses the critical value P 5 1, as predicted inde-
pendently by the analytical model. Furthermore, the nu-
merical runs show oscillating behavior in those cases
where the dimensionless P parameter is smaller than 1
and nonoscillating behavior for P $ 1. This is in agree-
ment with the analytical predictions made by the local
analysis near the Hopf bifurcation. The example in Fig.
2 is confined to runs where the pressure gradient was
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FIG. 3. (a) Equilibrium behavior of the surface temperature calculated by the numerical model, for two different values of the pressure
gradient. Runs A and B correspond to cases A and B presented in Fig. 2. (b) Equilibrium behavior of the surface temperature calculated by
the numerical model, for three different values of the pressure gradient. Runs C, D, and E correspond to cases C, D, and E presented in
Fig. 2.
varied as an external parameter. Several thousands of
additional runs were carried out for a wide range of
external parameters. For all cases this again resulted in
oscillating behavior for P , 1 and nonoscillating be-
havior for P $ 1. Therefore strong evidence is found
that, in the physically realistic parameter space, our local
analysis of the nonlinear system can be generalized.
4. Flow regimes in the SBL: A classification based
on dynamics
a. Classification based on SBL dynamics
We propose to use the dimensionless P parameter as
a classification parameter dividing equilibrium behavior
into oscillatory behavior (P , 1) and nonoscillatory
behavior (P $ 1). Two important external parameters
determining the equilibrium model behavior are the
pressure gradient and the isothermal net radiation, be-
cause they control both the kinetic energy being sup-
plied and the amount of negative buoyancy flux. Not
only the equilibrium values of Uˆ , Tˆ a, and Tˆ s, but also
the stability of the equilibrium (in a mathematical sense)
will be influenced by these parameters. As an illustra-
tion, the dependence of P on the isothermal net radiation
and the pressure gradient is given in a contour plot in
Fig. 4. All points within the contour line of P 5 1 have
values of P lower than 1 and thus correspond to the
oscillatory case. In the same way, points outside the line
P 5 1 correspond to the nonoscillatory case. In Fig. 4
it is seen that in skies with little or no clouds, that is,
situations with strong isothermal net radiation (245 to
280 W m22), three regimes exist; compare section 3c.
In fact, for such clear skies, the oscillating regime ap-
pears to split a single regime of nonperiodic flow (see
Part I).
When in Fig. 4 the absolute value of the isothermal
net radiation is decreased, a point is reached (about 245
W m22) where the oscillating regime does not exist
whatever pressure gradient is imposed. In this situation
the increased cloud cover reduces the loss of energy
from the surface. This means that the instability mech-
anism sketched in the introduction (see also section 5)
is less likely to occur and a nonoscillatory equilibrium
situation will emerge. So in cases with moderate to large
cloud cover only one regime with continuous turbulence
exists. Note that this fact also agrees with the common
observation that intermittent turbulence of the SBL oc-
curs mostly during clear nights over land.
b. Relation to other SBL classifications
In the past a number of SBL classifications have been
proposed. At present no general picture of SBL clas-
sification seems to exist. Most of the classifications re-
ported in literature are based on static considerations
rather than on dynamics. Some of these static indicators,
based on similarity theory (such as z/L) proved to be
very useful in classifying surface-layer measurements
(Mahrt et al. 1998) and, more general, for classifying
the SBL (Holtslag and Nieuwstadt 1986). Others pro-
pose static classification based on some form of a bulk
Richardson number (e.g., Stull 1983; Revelle 1993).
The purpose of this section is to illustrate the fact
that ‘‘static’’ indicators, such as the bulk Richardson
number, provide different information about the equi-
librium state than ‘‘dynamic’’ indicators, such as P. But
first we will show that a static indicator based on ex-
ternal parameters provides useful information about the
same indicator calculated from internal variables. The
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FIG. 4. Contour plot showing the dependence of the dimensionless intermittency parameter
P on the isothermal net radiation and on the pressure gradient. The critical level P 5 1
is given in a single contour line. For convenience, the cloud cover corresponding to the
isothermal net radiation values is given on the right axis.
first static indicator for our system is defined as a so-
called external bulk Richardson number,
gz DTsc scR 5 , (11)b,ext 2T Uref sc
where zsc, DTsc, and Usc are the characteristic height
scale, temperature scale, and velocity scale respectively.
• Recall that the boundary layer height h is taken as a
typical height scale (zsc 5 h).
• As a typical velocity scale we use Uk/ . The di-ÏcDn
vision factor is introduced to convert the ve-ÏcDn
locity scale Uk (section 2) with a magnitude of order
u
*
to a velocity scale comparable with the logarithmic
wind speed under neutral conditions.
• The temperature scale is defined as the temperature
difference between Ta and Ts at radiative equilibrium
of the soil surface. It can be derived from the longwave
radiation budget by setting Qnet to zero and applying
Taylor expansion around Ta. Thus a temperature scale
DTsc is found: DTsc 5 («s 2 )Tref /4 (see Holtslag«*a
and De Bruin 1988). Note that the temperature scale
of section 2 (Tk) is not used, because of the fact that
Cy is not a relevant parameter in the nonoscillating
case.
Inserting the expressions for zsc, DTsc, and Usc in (11)
gives a simple estimate
(« 2 «*) gc 60Ns a DnR 5 ; «* 5 « 1 , (12)b,ext a a 421/r 3 ]P /]s 4 sT ref
where is the so-called apparent emissivity for the«*a
atmosphere. Next, Rb,ext may be compared with the so-
called internal bulk Richardson number Rb,int calculated
from the ‘‘true’’ equilibrium values of U, Ta, and Ts,
under the same circumstances. The Rb,int is defined as
T 2 Tgh a,eq s,eqR 5 . (13)b,int 2T Uref eq
In Fig. 5 Rb,int is plotted against Rb,ext. Figure 5 shows
that there is a strong relationship between Rb,int and Rb,ext ,
although at high values Rb,ext becomes independent of
Rb,int. This is the case because there is no limit on the
value of Rb,ext, whereas Rb,int has to stay below its critical
value in order to keep a finite value of the surface fric-
tion to oppose the (small) pressure force.
In Fig. 5 different symbols are used for oscillatory
and nonoscillatory equilibrium cases. It is observed that
both oscillatory and nonoscillatory situations occur si-
multaneously for a broad range of Rb,ext and Rb,int . This
means that knowledge about a single bulk Richardson
number only does not provide enough information about
the (mathematical) stability of the system. Information
about this stability can be gained by evaluation of P
(or, alternatively, by using additional information about
another dimensionless number K, together with infor-
mation about the bulk Richardson number; see section
5).
Nevertheless, it is noted that, roughly speaking, most
oscillatory cases tend to occur in situations with high
bulk Richardson numbers (Ri) and most nonoscillatory
cases in situations with low bulk Richardson numbers.
This result is in agreement with the observations of
Kondo et al. (1978). They show that, with increasing
Ri, a transition in flow behavior from nonintermittent
to intermittent flow is expected. The transition between
these flow regimes occurs for a rather broad range of
Ri, as indicated in Fig. 5.
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FIG. 5. Internal bulk Richardson number, calculated from the equilibrium values of U, Ta,
and Ts, plotted against the external bulk Richardson number, calculated from external parameters.
Oscillatory cases (P , 1) and nonoscillatory cases (P $ 1) are denoted with different symbols.
5. A simplified criterion for instability
a. Introduction
In section 3 the instability criterion (i.e., P 5 1) for
the SBL system given by Eqs. (1)–(3) was derived for-
mally. Although application of this formal criterion
gives an exact prediction of the actual stability of the
system, it does not provide insight into the physical
background of the instability mechanism, due to the
complex form of P. Therefore, in this section, a less
exact but simpler stability criterion is given, which does
allow a physical interpretation.
The simplified criterion for instability is derived by
application of a fixed shear criterion for instability
(FSCI; Derbyshire 1999). To this end the unscaled tem-
perature equations for Ta and Ts of appendix B are com-
bined into a single equation, describing the time evo-
lution of the temperature gradient (Ta 2 Ts). We con-
sider near-equilibrium situations with no net flux to the
combined atmosphere–surface system. As such a(TTop
2 Ta) 5 2(Qi 1 G) and we assume Tref to be close to
Ts. In that case the combined equation reads
d(T 2 T ) la s m5 m 2 Q 2 (T 2 T ) 2 a(T 2 T )i s M a s5 [ ]dt dm
2 rc c (T 2 T )Uf (R ) , (14)p Dn a s b 6
with m 5 1/Cy 1 1/Ca.
Equation (14), together with the momentum equation
[Eq. (B1), appendix B] forms our new simplified system.
As an approximation, the stability of this system is in-
vestigated by studying the response of Eq. (14) to an
initial disturbance in (Ta 2 Ts), keeping U fixed at its
equilibrium value (FSCI). In this way, we find that the
system is unstable when
] d(T 2 T )a s . 0. (15)5 6[ ]](T 2 T ) dta s eq
Thus, the rhs of (14) is differentiated to (Ta 2 Ts): a
positive value refers to a positive feedback, namely, that
any disturbance in (Ta 2 Ts) is enhanced, leading to
instability. Obviously, in the same manner, a negative
value indicates a negative feedback stabilizing the sys-
tem.
A physical interpretation of (15) is possible in terms
of the surface energy balance, represented by the rhs of
(14). For example, a sudden cooling of the surface (by
a small disturbance from the equilibrium), results in an
increase of the stratification (Ta 2 Ts). The decrease in
Ts causes a compensating temporal increase in the soil
heat flux, in the radiative heat flux [outside the atmo-
spheric window, i.e., a(Ta 2 Ts)], and in the downward
turbulent heat flux. These compensating fluxes coun-
teract the sudden cooling, forming a negative feedback,
which stabilizes the system (mathematically speaking).
In conditions of strong stratification (high Ri), how-
ever, the turbulent heat flux may decrease in spite of
an increasing temperature gradient, due to the limiting
effect of stratification on mixing efficiency (see also De
Bruin 1994; Malhi 1995). If this effect is large compared
to the compensating effects by the soil heat flux and the
radiative heat flux, this will cause an increase in the
energy loss at the surface. This leads to an amplification
of the disturbance in (Ta 2 Ts) from the equilibrium,
causing instability.
Before we derive the fixed shear criterion for insta-
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FIG. 6. Comparison of the approximated stability criterion S vs the exact stability
criterion 2(P 2 1).
bility it is noted that we confine ourselves to cases with
Cy K Ca, also assuming a small heat capacity of the
vegetation compared to the thick soil layer, so that the
amplitude in Ts is large compared to the amplitudes in
Ta and TM (see Part I). This means that d(Ts 2 TM) ø
2d(Ta 2 Ts). Now, criterion (15) is applied to (14),
keeping the wind speed at its equilibrium value. The
equilibrium wind speed can be found from Eq. (B1) of
appendix B so that the results can be expressed in terms
of Rb. Thus it is found that the system is unstable (os-
cillating) if
R (K 1 1)b . , (16)5 6R 3c eq
with
a 1 l /dm mK 5 and
rc Ïc 3 ÏP hp Dn g
1 ]P
P 5 2 (for brevity).g r ]s
It is observed that the criterion for instability (16)
depends on two dimensionless groups:
1) the normalized equilibrium bulk Richardson number
(Rb/Rc)eq, and
2) the partitioning parameter K.
Both groups can easily be calculated from the external
variables. In appendix E the expression of the first group
(Rb/Rc)eq is given in terms of the radiative forcings and
of the (ageostrophic) pressure gradient.
The second dimensionless group K, which we will
denote as the ‘‘partitioning parameter,’’ is physically
interpreted as the ratio of the summed radiative and soil
heat exchange coefficient compared to the exchange co-
efficient for turbulent heat transport (or, alternatively,
the ratio of fluxes). As mentioned before, a large ex-
change coefficient for longwave radiation and for soil
heat flux counteracts the effect of a decreasing exchange
coefficient of the turbulent heat flux at high Ri. Contrary
to the turbulent heat flux, radiative and soil heat flux
increase monotonically with an increasing temperature
gradient. Thus, as in many physical problems (e.g., cf.
the Rayleigh number), a large ‘‘diffusive’’ component
prevents physical instability.
Note from (16) that application of the FSCI to tur-
bulent heat flux only would result in Rb/Rc $ 1/3 as a
criterion for instability. However, taking the effects of
soil heat flux and radiative heat flux into account, we
observe that Rb/Rc $ 1/3 is merely a necessary condition
for instability, not a sufficient condition. This confirms
the findings of section 4b, namely, that instability is
more likely to occur at high Richardson numbers but
also that the bulk Richardson number is not the only
parameter determining the dynamic behavior (stability)
of the system.
b. Comparison of stability criteria
In this section the simplified stability criterion given
by Eq. (16) is compared with the detailed P criterion.
To this end we define a parameter S as
S 5 {R /R } 2 (K 1 1)/3.b c eq
Thus, positive values of S indicate instability. In Fig. 6
the value of S is plotted against 2(P 2 1), for a large
number of different parameter sets. The transformation
2(P 2 1) is chosen instead of P, to assure that negative
values of 2(P 2 1) correspond to stable cases and
positive values with unstable cases, as is the case with
S. If there were an exact agreement between both sta-
bility indicators, the ‘‘butterfly’’ of Fig. 6 should exactly
be located in the first and the third quadrant, with a
crossing through the origin. Thus, it is observed that
the agreement between the two stability criteria is rather
good. Only for the points near the origin (i.e., the weakly
intermittent cases with small amplitudes) a slight dis-
agreement between the criteria is present due to the
approximations in the derivation of S [especially the
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assumption of a fixed shear, whereas in reality distur-
bances in stratification strength affect Ueq; see also Der-
byshire (1999)]. Thus, it is concluded that the simplified
criterion given by (16) is good approximation for the
detailed P criterion.
6. Discussion
a. Intermittency vs decoupling
The present study has some parallels with the recent
study of Derbyshire (1999), who studied the so-called
decoupling phenomenon of the SBL over cold surfaces.
He defines the decoupling as a cessation of turbulent
transport between the surface and the atmosphere due
to high stability. Decoupling of the SBL is strongly
related to intermittent SBL behavior, with the exception
that in the latter case the SBL recovers after decoupling
due to an acceleration of the air by the pressure gradient,
ultimately causing a turbulence burst. Actually, an ex-
ample shown by Derbyshire (1999, his Fig. 9) shows a
recovery from a very small heat flux twice. Generally,
the present study agrees with the results of Derbyshire.
Both studies reveal a strong sensitivity of the (dynamic)
stability of the SBL to the radiative forcing, the pressure
gradient, the thermal properties of the (vegetated) sur-
face, and its roughness (see Part I). Also the importance
of the shape of the stability functions [ f (Rb)] on the
dynamic stability is recognized in both studies.
Derbyshire (1999) addresses the possibility of a pos-
itive feedback in the cooling of the surface: in the pres-
ence of a strong stratification, an increase in stratifica-
tion causes a decrease in turbulent heat exchange so that
the surface cooling is enhanced even further. In both
the present study and in the study of Derbyshire the
possibility of this feedback phenomenon is studied in
approximation by investigation of a so-called fixed shear
criterion for instability (FSCI). The main difference be-
tween the FSCI in both studies lies in the fact that Der-
byshire (1999) concentrates on the instability criterion
in terms of the turbulent heat flux, whereas in the present
study the FSCI is interpreted in terms of the so-called
energy supply, which, in addition to the turbulent heat
flux, includes the effect of the radiative and soil heat
exchange.
With the help of this energy supply concept, the SBL
classification of Fig. 6 is interpreted as follows: for ev-
ery possible combination of the pressure gradient and
the isothermal net radiation an equilibrium solution can
be found (ranging from a ‘‘near-neutral’’ equilibrium
with high turbulent fluxes to a radiative equilibrium with
no turbulent fluxes). However, for a fixed value of the
pressure gradient, there is a certain maximum value of
the isothermal radiation that can be supplied by a sta-
tionary energy supply. In case a higher value of the
isothermal radiation is imposed on the system, the sys-
tem will compensate this with an oscillatory energy sup-
ply, reflected by intermittent turbulence.
b. Impact of the boundary conditions
McNider et al. (1995) used a simplified, two-layer
SBL model, with the same kind of parameterization as
presented in this text, to study SBL dynamics. In order
to study SBL dynamics, they used numerical bifurcation
techniques (unlike our analytical approach). They report
some oscillatory behavior of the mean variables for cer-
tain parameter ranges, which confirms the results of this
study. Contrary to our results, however, they report dou-
ble-valued equilibrium solutions for certain values of
the external parameters. For example, two values of Ueq,
Ta,eq, and Ts,eq and found for a particular combination
of external parameters. The existence of multiple so-
lutions could have strong implications for the predict-
ability of the SBL in the sense that even slight changes
in initial conditions would lead to quite different so-
lutions for temperature and wind speed.
The difference in model behavior between both stud-
ies can be explained by the use of different boundary
conditions. In our study at the upper model boundary
the turbulent fluxes are assumed to be zero (prescribed
fluxes). In the study of McNider et al. at the model
boundary the potential temperature and the wind speed
(geostropic) are prescribed, allowing turbulent interac-
tion between the actual model and the higher levels.
Imposing this kind of boundary condition, basically two
type of equilibrium solutions are possible. 1) The over-
lying air is decoupled from the model layer. In this case
the equilibrium solution of the model basically follows
our results, where the momentum of the model layer is
supplied by the pressure force. 2) The overlying air
interacts with the model layer. In this situation extra
momentum and heat from above are supplied to the
model domain, resulting in an equilibrium solution dif-
ferent from the situation without this transport.
The comparison between the present study and the
study of McNider et al. shows that a possible interaction
between the upper air and the near-surface air allows a
larger number of dynamical cases than the specific cases
discussed in this paper. Therefore, from both a modeling
and observational point of view (see below), there is a
need for studying the possibility of an interaction be-
tween the high-level shear and the ASI, as presented
here.
c. Practical issues
The classification proposed in the previous sections
can be used as a framework to study observations of
different SBL regimes. In the previous section we al-
ready emphasized that the present analysis is valid for
a special class of SBLs. We assumed fluxes to decrease
with height and assumed no interaction of the near-
surface layer with elevated shear layers. Also, due to
the idealized structure of the bulk model, a comparison
with observational data is not straightforward. Below a
few examples are given.
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1) The boundary layer height is a prescribed (external)
variable, whereas in reality this height is a dependent
(internal) system variable.
2) Coriolis effects are neglected, which means that the
imposed pressure gradient in fact represents an ef-
fective pressure gradient in the (nonfixed) direction
of the mean wind speed.
3) The analytical derivation of P is, strictly speaking,
only valid for an equilibrium situation. In reality,
however, the nocturnal boundary layer keeps on
cooling all night, so that a real equilibrium is not
reached (e.g., Nieuwstadt and Tennekes 1981). Nev-
ertheless, the results may be extended to quasi-steady
situations (see Part I).
4) Bulk approaches are used to calculate fluxes. This
means that model results have to be compared with
measured bulk variables, rather than with local pro-
files. This will smooth out a lot of detail.
It is challenging to release some of these (strict) as-
sumptions in future theoretical work. At the same time,
it is challenging to investigate the relation between the
ASI and other mechanisms that can generate oscillations
and intermittent turbulence, such as gravity waves and
shear flow instabilities near the level of the wind max-
imum.
7. Conclusions
In the stable boundary layer, discontinuous, inter-
mittent turbulence can be generated by a direct atmo-
sphere–surface interaction without interaction with the
air aloft. This intermittency mechanism is associated
with the most essential elements of the SBL: the build
up of stratification by strong surface cooling, the supply
of mechanical energy by the synoptic pressure gradient,
and the limiting effect of stratification on mixing effi-
ciency. In a companion paper (Part I), model simulations
show that the essence of this intermittent behavior can
be captured by simplifying the SBL to a system of three
coupled nonlinear differential equations describing the
time evolution of wind speed, air temperature, and sur-
face temperature. In the present study the same system
is studied analytically in order to get more insight into
the physical mechanism of this intermittent SBL be-
havior. The analysis resulted in the conclusions men-
tioned below.
The system dynamic analysis shows that, from a
mathematical point of view, the transition from a con-
tinuous turbulent regime to a discontinuous, intermittent
regime can be explained as a Hopf bifurcation con-
necting a nonoscillatory and an oscillatory state of the
system. This property is used in the derivation of a
dimensionless intermittency parameter (P), from which
the equilibrium behavior of the system (i.e., oscillatory
or nonoscillatory) can be predicted exactly. As for the
equilibrium solution, the intermittency parameter can be
directly evaluated from the values of the external pa-
rameters. As such, this parameter is used to classify SBL
behavior. It is also shown that this classification, based
on dynamic SBL behavior, differs from classifications
based on static stability parameters such as z/L or on a
single Richardson number.
In the present study, a physical explanation for the
instability mechanism that leads to intermittent SBL be-
havior was given in terms of a fixed shear criterion for
instability (FSCI; Derbyshire 1999). The analysis shows
that in most cases SBL instability is caused by the fol-
lowing positive feedback. In cases where a strong strat-
ification is present, the magnitude of the turbulent heat
flux decreases with increasing stratification, due to the
fact that under strong stratification the limiting effect of
stratification on turbulent heat transport becomes more
important than the increase in temperature gradient. This
means that a positive disturbance on the stratification
causes a smaller heat flux, which means that less energy
is supplied to the surface, enhancing the stratification
and thus enhancing the disturbance.
In addition, it was shown that high values of the ex-
change coefficient for radiative transport and for the
soil/vegetation heat flux have a stabilizing effect on the
system because they prevent a rapid change of the sur-
face temperature. This confirms the results of Part I,
showing the importance of vegetation thermal charac-
teristics on the intermittency dynamics.
For the system described in Part I an explicit equi-
librium solution is found. The solution gives the equi-
librium values of the internal parameters (wind speed,
air temperature, and surface temperature) and of the
fluxes (turbulent heat flux, net radiation, and soil heat
flux) as a function of the external forcing parameters.
Therefore, this equilibrium solution may provide a use-
ful starting point for future flux parameterizations in
terms of external parameters.
A critical remark is made regarding the generality of
the present results. Although the intermittency mecha-
nism arising from a positive feedback between strati-
fication and mixing efficiency in shear flow is an im-
portant candidate explaining the observed intermittency
in SBLs, it is presently not clear whether this intermit-
tency is caused by a direct surface–atmosphere inter-
action (present work), if the intermittency is formed in
shear layers higher up (Vukelic and Cuxart 2000; Ha
and Mahrt 2001), or by a combination of both. The
present work only provides a framework for the first
case. It would be challenging to extend the present
framework to the more general case, allowing both at-
mosphere–surface interaction and interaction with high-
er shear layers.
Finally, there is a strong need for experimental re-
search on the occurrence of intermittency in stable
boundary layers. Extensive measurement campaigns
such as CASES99 (Poulos et al. 2000) may help to
improve our knowledge about the generation of these
intermittent events. Also, the observations might answer
the question of how the intermittency mechanism de-
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cribed in this work is related to other intermittency gen-
erating mechanisms such as wave-induced turbulence
and high-level shear instabilities. Finally, in order to
understand under what circumstances an intermittent
character of turbulence near the surface is to be ex-
pected, a classification based on observations of differ-
ent SBL regimes under different synoptic conditions
would be of great value.
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Apart from the conventional notation (e.g., for g, z0,
«a, k, s, see Part I) the following symbols are used.
a Real eigenvalue of Jacobian (2)
a Longwave radiation exchange coefficient (2)
Aij Element of the Jacobian (2)
b Imaginary eigenvalue of Jacobian (2)
cDn Neutral drag coefficient (2)
Ca Heat capacity of the air column per unit area (J
m22 K21)
Cy Heat capacity of the vegetation layer per unit
area (J m22 K21)
dm Thickness of the thin mulch layer (m)
d Height of the vegetation layer (m)
G0 Soil heat flux (W m22)
h Depth of the turbulent boundary layer (m)
H Sensible heat flux (W m22)
K Partitioning parameter (2)
l Bifurcation parameter (units)
lm Conductivity of the thin mulch layer (W K21
m21)
m Inverse weighted heat capacity (K m2 J21)
m Dummy element of characteristic polynomial
(2)
N Fraction of cloud cover (2)
P Intermittency parameter (2)
Pg (Acceleration due to) pressure gradient (m s22)
Qi Isothermal (or maximum) net radiation (W m22)
Qnet Net radiation (W m22)
R Longwave radiative component (W m22)
Rb Bulk Richardson number (2)
Rˆ b Scaled bulk Richardson number (2)
Rc Critical bulk Richardson number (2)
Rˆ c Modified critical bulk Richardson number (2)
s Distance (m)
S Simplified stability parameter (FSCI) (2)
t Shear stress (N m22)
tbl Boundary layer timescale (s)
tö Scaled time (2)
Ta (Height averaged) air temperature (K)
Tˆ a Scaled air temperature (2)
Tk Temperature scale (K)
Tref Reference temperature (K)
Ts Surface temperature (K)
Tˆ s Scaled surface temperature (2)
TTop Temperature of atmosphere above the turbulent
boundary layer (K)
U (Height averaged) wind speed (m s21)
Uˆ Scaled wind speed (2)
Uk Velocity scale (m s21)
APPENDIX B
The Unscaled System Equations
Our simplified system derived in Part I is based on
three coupled nonlinear differential equations for U, Ta,
and Ts. They read as
2]U 1 ]P 1 k
25 2 2 U f (R ), (B1)b2]t r ]s h h /2
ln1 2[ ]z0
34« sT (T 1 T 2 2T )]T a ref s Top aa 5
]t Ca
2rc kp
2 U(T 2 T ) f (R ), (B2)a s b2Ca h /2
ln1 2[ ]z0
4 3]T 2s(« 2 « )T 1 60N 4« sTs s a ref a ref5 1 (T 2 T )a s]t C Cy y
34« sT «a ref s1 2 1 (T 2 T )ref s1 2C «y a
2rc kp
1 U(T 2 T ) f (R )a s b2Cy h /2
ln1 2[ ]z0
1 lm2 (T 2 T ), (B3)s MC dy m
with
2 2R 1 g[(h /2) 2 z ] T 2 Tb 0 a sf (R ) 5 1 2 5 1 2 ;b 21 2 1 2R R T Uc c ref
Rb0 # # 1
Rc
Rbf (R ) 5 0; . 1. (B4)b Rc
APPENDIX C
The Equilibrium Solution
The equilibrium solution of the system [Eqs. (B1)–
(B3), appendix B] is given below. Note that the equi-
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librium values of all the fluxes (e.g., Heq, u*,eq) can be
calculated directly from Uˆ eq, Tˆ a,eq, and Tˆ s,eq:
b 1
2ˆU 5 2 1 Ïb 2 4c,eq 2 2
ˆC R aa c
ˆ ˆT 5 2(U 2 d) 1 g,a,eq 1 2at 1 1 2abl
ˆC R 1a c
ˆ ˆT 5 (U 2 d) ,s,eq 1 2at 1 1 2abl
in which
C a 1 1ab 5 2 ÏcDn1 2at 2a 1 1bl
C a 1 1 ga
c 5 2d 2 ,
ˆ1 2at 2a 1 1 Rbl c
« l /ds m ma 5 2 1 11 2 1 2« aa
at 1bld 5 (T 2 2g) 1 Ïc ,Top Dn
ˆ1 2C Ra c
C « l /dy s m m
ˆ ˆ ˆg 5 21 1 T 1 T 2 1 1 T .Top ref M1 2 1 2 1 2at « abl a
APPENDIX D
Explicit Form Pi Parameter
Following the derivation of section 3, P is given by
f f1 2P 5 ,f3
with
f 5 2A 2 A 2 A ,1 11 22 33
f 5 A A 1 A A 1 A A 2 A A 2 A A2 11 22 22 33 11 33 32 23 31 13
2 A A ,21 12
f 5 2A A A 1 A A A 1 A A A3 11 22 33 32 23 11 21 12 33
2 A A A 2 A A A 1 A A A .21 32 13 31 12 23 31 22 13
Next the matrix elements of the Jacobian are given. In
order to keep the matrix elements compact, Eq. (B1) is
substituted when possible:
ˆ ˆÏc2 T 2 TDn a sA 5 2 2 411 2ˆ ˆ ˆU R Uc
2ˆ ˆ ˆ ˆÏcT 2 T (T 2 T )Dna s a sA 5 2 2 421 2 3ˆ ˆ ˆU R Uc
Ïc 1DnA 5 212
ˆ ˆR Uc
ˆ ˆÏcat 1 T 2 TDnbl a sA 5 22 2 1 222 2ˆ ˆ ˆC U R Ua c
Ïc 1DnA 5 2213
ˆ ˆR Uc
ˆ ˆÏcat 1 T 2 TDnbl a sA 5 1 2 223 2ˆ ˆ ˆC U R Ua c
2ˆ ˆ ˆ ˆÏcC T 2 T C (T 2 T )Dna a s a a sA 5 1 431 2 3ˆ ˆ ˆC U C R Uy y c
ˆ ˆÏcat C 1 C T 2 TDnbl a a a sA 5 1 2 232 2ˆ ˆ ˆC C U C R Uy y y c
at at « C 1bl bl s aA 5 2 2 2 1 233
ˆ1 2C C « C Uy y a y
ˆ ˆÏcC T 2 T l tDna a s m bl1 2 2 .
2ˆ ˆC R U d Cy c m y
The values of Uˆ , Tˆ a, and Tˆ s at the equilibrium point are
given by Uˆ eq, Tˆ a,eq, and Tˆ s,eq as presented in appendix C.
APPENDIX E
The Equilibrium Bulk Richardson Number
In order to evaluate the stability criterion of section
5 an expression for the normalized bulk Richardson
number is needed. The equilibrium value of Rb/Rc as a
function of ‘‘external’’ variables can be derived from
Eq. (14) in combination with the unscaled momentum
equation [Eq. (B1)]:
Rb1 2Rc eq
2(s* 2 1) 2 Ï(s* 2 1) 1 4s*(d* 1 1)
5 1 1 ,
2(d* 1 1)
with
Ïc2(Q 1 G) 1 1Dnid* 5 and
rc P h RÏP hp g cg
a
s* 5 .
rc Ïc ÏP hp Dn g
Here d* can be interpreted as the maximum normalized
bulk Richardson number, determined by the available
amount of energy (Qi 1 G). This amount is divided into
1) turbulent heat flux and 2) radiative heat flux (outside
the window region). Further, s* can be interpreted as the
ratio between the exchange coefficient for radiation and
the exchange coefficient for turbulent heat flux.
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It is noted that G is not a real external parameter, in
a sense that it can be determined beforehand. However,
additional analysis showed that in our model system it
could easily be parameterized in terms of Qi by G 5
aQi, with a 5 (lm/dm)/((lm/dm) 1 a).
APPENDIX F
Outline of the Hopf Bifurcation Technique
Because the Hopf bifurcation technique is not com-
monly used in atmospheric sciences, and because of the
fact that it forms the core of the work presented in this
article, it will be explained rather basically. The con-
densed explanation is based on the introductary book
of Seydel (1988).
As an example a system with two coupled nonlinear
ordinary differential equations is considered:
dy dy1 25 f (y , y ), 5 f (y , y ). (F1)1 1 2 2 1 2dt dt
Equilibrium points of this system are reached when the
time derivatives are zero. The system presented above
is solved for this condition, which gives the values of
the equilibrium points and . One could get (local)eq eqy y1 2
information about the behavior of the system near the
equilibrium by disturbing the equilibrium values. Now
it is the differential equations that decide whether the
trajectories, or y1(t) and y2(t), starting in the vicinity of
and , remain near the equilibrium (attraction) oreq eqy y1 2
depart from it. To start a local analysis of the behavior
of the equations a Taylor series expansion of f 1 around
( , ) giveseq eqy y1 2
dy1 5 f (y , y )1 1 2dt
eq eq] f (y , y )1 1 2eq eq eq5 f (y , y ) 1 (y 2 y )1 1 2 1 1]y1
eq eq] f (y , y )2 1 2 eq1 (y 2 y ) 1 h.o.t. (F2)2 2]y2
Expanding also the f 2 of the second differential equa-
tion, observing that f 1( , ) 5 f 2( , ) 5 0, andeq eq eq eqy y y y1 2 1 2
dropping the higher-order terms gives two differential
equations that are linear in (y1 2 ) and (y2 2 ).eq eqy y1 2
Because the equations are linear, they can easily be
solved with the help of standard theory as we will show.
The linearized system is easily written down in matrix
notation if one uses the derivative or Jacobian matrix:
eq eq eq eq ] f (y , y ) ] f (y , y )1 1 2 1 1 2 ]y ]y1 2 J 5 . (F3)
eq eq eq eq] f (y , y ) ] f (y , y )2 1 2 2 1 2 
]y ]y 1 2
If the vector h is represented by
eq eqh (t) ø y (t) 2 y (t) h (t) ø y (t) 2 y (t), (F4)1 1 1 2 2 2
then the above-mentioned linearized system can be writ-
ten as
dh
5 J · h. (F5)
dt
So this equation describes how the system evolves
when the initial state deviates slightly from its equilib-
rium values. As in standard theory about systems of
linear ordinary differential equations, one tries to solve
the system by stating the following hypothesis about the
form of its solution:
h (t) C C1 11 21m t m t1 2h(t) 5 5 e 1 e . (F6)[ ] [ ] [ ]h (t) C C2 12 22
By inserting this solution in (F5) it can be shown that
this problem is equivalent to a eigenvalue problem. The
two eigenvalues m1 and m2 that meet the above stated
hypothesis are the solutions of the characteristic equation
det(J 2 m · I) 5 0. (F7)
Now several situations can occur.
• The m1 and m2 are positive. Then the argument of the
exponents in Eq. (F6) are positive, any disturbance
grows with time, which will give rise to an unstable
equilibrium.
• There m1 and m2 are both negative. In a similar way
this leads a stable equilibrium.
• Either m1 or m2 is negative and the other positive. The
equilibrium point will be a so-called saddle point.
• The m1 and m2 are both complex. Then any trajectory
close to the equilibrium resembles a spiral.
Parameter dependence
Usually a differential equation describing a real me-
teorological problem involves one or more parameters.
Denoting one such parameter by l, the differential equa-
tions read
dy dy1 25 f (y , y , l) 5 f (y , y , l). (F8)1 1 2 2 1 2dt dt
Because this system depends on the actual value of l we
speak of a family of differential equations. So solutions
y(t; l) of the system now depend both on t and l.
Consequently, equilibrium points, Jacobian matrices,
and the eigenvalues m depend on l:
m(l) 5 a(l) 1 ib(l). (F9)
It is very important to notice that, upon the varying
parameter l, the position and the stability of a stationary
point can vary! For example, when l passes some crit-
ical value lcrit the real part of a(l) may change sign
and the stable equilibrium point may turn into an un-
stable point. This qualitative change of the equilibrium
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FIG. F1. Example of a Hopf bifurcation (see Seydel 1988). The
limiting behavior from the trajectories near the equilibrium line
change from a stable into a cyclic solution, when the critical value
of a parameter lcrit is passed (lcrit is located at the intersect of the
three axes).
solution when passing lcrit is called branching or bifur-
cation. The type of bifurcation that connects a stable
equilibrium with a periodic motion is called a Hopf
bifurcation. In Fig. F1, taken from Seydel (1988), an
example of a Hopf bifurcation is given. One sees the
stable solution ‘‘splits’’ up in a cyclic solution when l
passes a certain value. The Jacobian evaluated at the
Hopf bifurcation point has a pair of purely imaginary
eigenvalues 6ib, which denotes the beginning of a cy-
cle. It can be shown that the existence of a Hopf bi-
furcation leads to two consequences:
1) the initial period (of zero amplitude at ( , , lcrit)eq eqy y1 2
is 2p/b; and
2) the limit cycle has an amplitude proportional to (l
2 lcrit)1/2.
We mention that the validity of these statements close
to the bifurcation points was verified for our system (not
shown here).
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