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1. INTRODUCTION 
The Volterra equation, 
has been studied recently in several papers, [4--g], under a variety of hypo- 
theses. The main goal usually has been to obtain information on the asymp- 
totic behavior of the solutions x(t) under prescribed conditions on the given 
functions g, a, $ 
One way of realizing the aforementioned goal is to describe the solutions 
of (1.1) in terms of the solutions of certain limit equations. This road was 
pursued in a penetrating paper [6]. Of course, this approach reduces the study 
of (1.1) to an analysis of the corresponding limit equation. With a(t) absolutely 
continuous and a’(t) nonnegative, nonincreasing, and convex, Eq. (1.1) has 
been the object of much detailed work [4, 5, 71. The hypotheses on the given 
functions g, f have mostly (but not always) included xg(x) > 0, x # 0, 
f(l) ~Ll(0, co), and the methods of proof have been related to Lyapunov 
techniques making heavy use of the monotonicity properties of u(t). 
Another approach for obtaining results on (1.1) is to apply transform 
techniques. This was done recently by MacCamy and Wong [9] albeit in a 
more abstract setting. Roughly speaking, the authors obtain results of the 
following type. Suppose a(t) is absolutely continuous, g(x) = O(G(x)), 
f+zLl(O, co), and 
$(T) 2f Re jam e%‘(t) dt 2 0, --co<T<al. (1.2) 
Then the solutions x(t) of (1.1) are bounded. If in addition 
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for some positive constants E, c, then x(t) -+O, when t + co. (They also 
assert that if a’(t) is nonnegative, nonincreasing, sufficiently smooth, and 
convex, then (1.3) holds.) 
My goal in this paper was to analyze the case 
Re 
s 
m et da(t) 3 0, --co<r<oo, (1.4) 
0 
and to obtain more explicit information than the mere fact that the solutions 
are bounded. The result achieved in this direction is Theorem 2, which 
follows. There I show, in part (i), that if a(t) is of normalized bounded varia- 
tion on [0, cc), if sy / &(T)[ ~Lr(0, cc), if (1.4) holds and a(co) > 0, and if 
lim,,, x(t) = 0 does not hold (x(t) being a bounded solution of (l.l)), then 
there exist {tJ, {TV}, t, - 711 + co, and E > 0 so that 
s .:” I X(T)1 dT 2 468 - Tnl. (1.5) 
On g I assume x~(x) > 0, x f 0, and onf onlyf(t) -+ 0, t + cc. If in addition 
I let f ~Ll(0, co) (and this is Theorem 2(ii)), I conclude that either 
limt,, x(t) = 0 or there exist constants E, T such that for all sufficiently 
large t 
U-6) 
Combining (1.6) with the assertion (4.2), (4.3) in the proof of Theorem 2 
shows that (1.6) may be interpreted as saying that unless x(t) + 0, t + 00, 
then the variation VJO, t] of X(T) on 0 < 7 < t satisfies 
1iIptrrf t-lV,[O, t] > 0. 
By making use of estimate (1.5), I h s ow in Theorem 3 that if the strict 
inequality 
Re 
s 
m ei’f da(t) > 0, --co<T<co, (1.7) 
0 
holds, then x(t) --+ 0, t -+ co. Observe that for this result I do not need any 
asymptotic size conditions for large T on the transform in (1.7). (But admit- 
tedly I do need the moment condition on the variation of u). 
For completeness, I give a boundedness result in Theorem 1. 
Finally, note that the linear case of (1.1) with u(t) = a(O+) + si b(7) dT, 
f(t) = 0, that is 
X’(t) + U(o+) X(t) + j” b(t - T) x(T) dT = 0, o,(t<q (1.8) 
0 
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has been studied extensively by Miller and Grossman [3, lo] and their 
results have been applied by Corduneanu [l] to perturbations of (1.8). 
2. SUMMARY OF RESULTS 
THEOREM 1. Let 
u(t) E NBV[O, co), (2.1) 
Re 
s 
m eiTt da(t) 3 0, -rn<T<co, (2.2) 
0 
g(x) E q-m, a), (2.3) 
I &)I < K[l + G(x)l, for some constant K and all real x, (2.4) 
f(t) EL1(O, a). (2.5) 
Let x(t) be a locally absolutely continuous solution of (1.1) on 0 < t < co. Then 
o:yjJ I &(t))l < co. -.’ m 
In (2.1) and (2.4), I use the following notations: 
NBV[O, KJ) = {u(t) ) u(t) of bounded variation on (-co, 00); u(t) = 0, t < 0; 
u(t) left-continuous on --co < t < co}, 
G(x) = jozs(u) du, -co<x<co. 
THEOREM 2. (i) Let (2.1), (2.2), and (2.3) hold. Also suppose 
.r m I du(T)l ELYO, a), (2.7) t 
a(a) > 0, (2.8) 
q(x) > 0, x # 0, (2.9) 
@if(t) = 0. (2.10) 
Finally, let x(t) be a locally absolutely continuous solution of (1.1) on 0 < t < 03 
that satis$es 
x(t) E L”(0, c0). (2.11) 
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Then either 
‘,1il x(t) = 0 (2.12) 
or there exist {tn}, {T,}, and E > 0 such that t, - 7, + 00, 
s T; I x(d dT 3 4t, - ~,l. (2.13) 
(ii) Suppose the hypothesis of (i) holds. In addition, let (2.5) be sati@ed. 
Then either (2.12) is true or there exist positive constants E, T such that for all 
suficiently large t one has 
s t:r 1 x(T)/ dT b 6. 
Note that (2.1) and (2.7) imply 
a(t) - u(w) ELl(0, ~0). 
THEOREM 3. Suppose the hypothesis of Theorem 
tion, let 
(2.14) 
(2.15) 
2(i) is satisfied. In addi- 
Re ‘D 
s 
eiTt da(t) > 0, --co<T<a. (2.16) 
0 
Then (2.12) holds. 
There is, of course, some redundancy in the hypothesis of Theorem 3 since 
(2.16) implies both (2.2) and (2.8). 
3. PROOF OF THEOREM 1 
Write g(t) =g(x(t)), G(t) = G(x(t)), 0 < t < co. Multiplying (1.1) by 
g(t) and integrating yields 
G(t) - G(0) f  jot g(T) jf g(T - s) da(s) dT = jo’g(T) f  (T) dT, 0 < t < co. 
(3.1) 
Fix t = T and define h,(r) = g(T), 0 < T < T; hT(7) = 0, T < 0, T > T. 
Then 
jot g(T) s,‘g(T - s) da(s) d7 = j-1 h,(T) jm hT(T - s) da(s) dT. 
-co 
(3.2) 
Clearly 
h=(T) EU(-CO, Co) nL2(--, a). (3.3) 
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By (2.1) and the boundedness of /Z,(T) we have 
sup 1 jm hr(’ - s) da(s) j -, 03, --m<7<aj -m 
and as 
= jm 1 jm 1 b'(T)\ dj I d4)l < 03, -m -cc 
we conclude that 
s 
m 
--m hr(T - s) da(s) EL2(- Co, Co). (3.4) 
Consequently, from (2.1), (3.1)-(3.4), and Parseval’s relation [2, p. 481, and 
after Fourier-transforming the convolution jTa Iz~(T - S) da(s) [l 1, p. 2541, 
G(T) - G(0) + $ j: !Re jrn eiTt da(t)/ I hr(T)/2 d7 = l’g(T)f(~) dT, 
m 0 
where 
(3.5) 
I!+(T) = jm eiTthr(t) dt. 
--co 
Combining (2.2), (2.4), (2.9, and (3.5) gives, for some constant K, 
G(T) < G(O) + j=&)f(~) dT < K + K p‘ G(T) If(T)1 dT, 
0 ‘0 
which by (2.5) and Gronwall’s inequality yields 
G(T) G Kl, 
for some Kl independent of T. Together (2.4) and (3.6) imply (2.6). 
4. PROOF OF THEOREM 2 
(i) Write g(t) = g(x(t)), 0 < t < cc. Clearly g(t) E C[O, co) and 
sup Ig(t)l dzfg < 03. 
o<t<m 
(3.6) 
(4.1) 
Also, note that from (l.l), (2.1), (2.3), (2.10), (2.11), and (4.1) it follows that 
x(t), g(t) are uniformly continuous on [0, co). 
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I assert that given any 8 > 0, there exists T8 < cc such that if {tn}, (2,) are 
any sequences satisfying 
then 
I x(t)1 > 6, t, < t < 62 , (4.2) 
sup[jn - tn] f T6 . 
n (4.3) 
To show this I take any sequences for which (4.2) holds and begin by inte- 
grating (1.1) over [t, , &I. This yields 
= )(T) d7-. 
s 
(4.4) 
Assume for example x(&J > 6. By (2.3), (2.9), and (2.11) there exists 6, > 0 
such that 
g(t) 3 6, 3 t, < t < 2, . (4.5) 
Take any such 8, , then any E satisfying 
0 < 6ge ~2 u(a) 6, , (4.6) 
and finally any T such that (by (2.1) this can be done) 
By estimating the integrals on the left side of (4.4), I now have by (2.1), (2.8), 
(4.1), (4.5), and (4.7) (let t, + T < 2, without loss of generality), 
=: s:‘-’ U(a) g(T) dr + jt;-’ [U& - T) - U( CO)] g(T) dT (4.8) 
U(i, - T)&‘(T) dT > u(W) 6,[i, - tn] - &, - tn] 
- a(m) S,T - g j-’ I 441 ds, 
0 
436 STIG-OLOF LONDEN 
and 
(4.9) 
d&in - 4 + gVa[O, a> T. 
Using (2.10), (2.11), (4.8), and (4.9) in (4.4) yields 
a(a) w, - tnl < 3g@, - tnl + K 
for some constant K, and so, remembering also (4.6), I obtain the assertion. 
Combining this assertion with (2.9) clearly implies the following, which 
is what I need. Let t, 3 0 and 6 > 0 be arbitrary, define G(t) = $“’ g(u) du, 
t >, 0; G(t) = 0, t < 0, (note that G(t) 3 0 for all t) and 
t,’ = min{t / t, < t, G(t) ,< S), ti = max(t ] t < t, , G(1) < S>. (4.10) 
Then 
t,’ - t, < T, t, - t; < T, (4.11) 
for some finite T independent of t, . 
Multiplying (1.1) by g(t) and integrating over an interval [tl , t2] gives 
GM - G(td + @4 j),, - 4 W) do = ~~*&i/,4 do. (4.12) 
Suppose (2.12) does not nold. From (2.3) and (2.9) it then follows that 
h,, G(t) = 0 is false. Take any sequence (t$, t, - w so that 
G(t,) >, 5~’ for some constant Y > 0. (4.13) 
By (4.10) and (4.1 l), there exists a constant 2 > 0 so that for all n,p = 1, 2,..., 
the set 
I,, %f (t I t, - p& f t < t, - [p - l] aZ, 2G(t) < Y) 
is not empty. By the uniform continuity of G(t), which follows from the 
definition of G(t), (4.1), and the uniform continuity of x(t), and after an 
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obvious diagonalization procedure, we may assume the existence of constants 
01~ , p = 1,2 ,..., so that 
G&z - 4 < y, n = 1, 2,..., (4.14) 
and where 
ap- co, sup[a9 - c+r] < co. P (4.15) 
Suppose that for all sufficiently large p, V,[a, , co) > Y/(2&,). Then, as 
V,[T, co) is nonincreasing in 7, it follows that for all sufficiently large p 
V,[T, co) 3 Y/(48%), cyD - 1 < T < 01~. But this, when combined with 
(4.15), immediately violates (2.7). Therefore, there certainly exists p, such 
that Va[aD, , 00) < Y/(~g2~,o). T k a e an Y 
T, = t, - 01. Then 
suchp, and define 01, T, by 01= 201,~) 
cipv, E [ ) 2 ,a <y, (4.16) 
and by (4.13) and (4.14), 
G(Tn + 4 > 5Y, G(Tn + 42) < Y. (4.17) 
Finally, take t, = T, + U/Z, t, = T, + 01 in (4.12), and use (2.10), (4.1) and 
(4.17). This gives, for all sufficiently large n, 
3Y< L’(T) 1; d’ - s, %) dT / . (4.18) 
From (4. l), the uniform continuity of g(t), and the Ascoli Lemma it follows 
that there exists a subsequence (nk> of {n} (let nk = n) such that 
lim sup 1 g(t) - y(t - T,)j = 0, (4.19) 
t-m T,<t<T&x 
for some y(t) E C[O, ~1. But then, for T, + (a/2) < 7 < T, + 01 and some 
%‘O, 
1 Jb;g(T - S) h(S) - Jo’-Tny(T - T, - S) &2(S) / 
< 1 IT-” [dT - s> - Y(T - Tn - S)] da(S) 1 + 1 
0 
j-L, 
n 
g(’ - s) da(s) 1 
en+@+), (4.20) 
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where we have also made use of (2.1) and (4.1). Invoking now (2.1), (4.1) 
(4.16), (4.18) (4.19), and (4.20) yields, for some i, + 0, 
- jTT12Y(; - T?J /I-‘* y(~ - T,n - s) da(s)/ d7 ( 
+ 1 s:z, n 1 [g(T) - y(~ - T,J] /oT-Tfiy(~ - Tn - s) da(s) d7 1 
if n is sufficiently large, and so 
Consider 
joa = J&:, + jf” [Y(‘) j;r(~ - 4 d44-j do. 
(4.21) 
(4.22) 
Combining (4.21), (4.22) gives that the set 
is not empty. Take any such /3. Then define z(t) = y(t), 0 < t < /3; z(t) = 0, 
t < 0, t > /3. By (4.23) one now has, after taking transforms and using 
Parseval’s relation (this may be justified as in the proof of Theorem l), 
Y < 1 1-1 &T> 1 s(~)l” dT 1 , [27$(r) Ef Re jam eist da(t)) , (4.24) 
which is the first of three key inequalities to be derived. Of course, this 
inequality was derived by assuming that (2.12) does not hold. 
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I next proceed to deduce the remaining two inequalities. Take any sequence 
{T,‘) such that 
T,, - T,’ + co, 
s 
T,+R 
T,, I f(T)1 dT -+ 0, (4.25) 
and let 7 > 0 be an arbitrary constant. By (2.7) there exists h, so that 
where b(t) = Jr [ da(~)1 . Take any such X and construct subintervals 
[T<~; Tc-l,n]; i = I, 2,..., m(n); of [T,‘, T,] as follows: 
Q-on - Tn, 
Tin = max{t / t < Ton - h, G(t) < TY}, 
T2,, = max{t 1 t < Tin - h, G(t) :< TY}, 
(4.27) 
etc., until TmQ , where m = m(n), is determined by the condition T,’ < Tm,, . 
Obviously, by (4. lo), (4.1 l), and (4.27), there exists A, such that 
0 < h < 7i-1,~ - Tin < /c < 03 (4.28) 
for any i, n. 
Assume that we can pick an infinite subsequence {nk} C {n} such that for 
some i, > 1, and K = 1, 2 ,..., 
(4.29) 
Observe that if this is not possible, then there exist integers p(e), 
lim,,,p(n) = co, such that 
s 
*i-1, n 
I g(T)1 dT 3 CL7 i = 1, 2, 3 ,..., p(n). (4.30) Tin 
Taking now E = (p/i), t, = 70n, 7,, = T9(n),n, I obtain by (4.28) 
[t, - TJ-+ co, and by (4.28), (4.30), 
f’ 1 S(T)1 dT = !;:I n 1 g(T)1 dT 3 PI’(~) 3 t [Ton - ~p(n),nl = ~[tn - TV& 773 P . 
which together with (2.9) and (4.1) gives (2.13). (Hence, the assumption 
(4.29) essentially consists in assuming that (2.13) does not hold.) 
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(4.31) 
(4.32) 
(4.33) 
Take t, = pn , t, = T, in (4.12). Then, after some rearrangements, 
JIT” s 
7-Fn 
g(4 g(T - 4 d@) dT + W”,) 
12 0 
Next I wish to estimate the last term on the right side of (4.34). Hence, 
consider 
(4.35) 
By (2.1), (4.1), the second part of (4.32), and the definition of p, 
and from (4.1), (4.26), the first part of (4.32), and the fact that b(t) > 0, 
By (4.1), the second part of (4.25), and the fact that T,’ < Fn , I have 
s ; “f(7) g(7) d7 + 0. n 
Using this last fact, (4.31), (4.36), and (4.37) in (4.34) gives, if n sufficiently 
large, 
) jTT” g(T) I-‘^  ~$7 - 4 da(s) d7 + G( Tn) 1 < 4’7 Y. 
“i 
(4.38) 
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Having (4.38), I next take t, = p%, t, = T, + j3 in (4.12) repeat the 
estimates in (4.35)-(4.37) with T, replaced by T, + /3, and finally use (4.31) 
and (4.1) + the second part of (4.25). This gives 
By the first part of (4.32) and by (4.33), I may assume the existence of 
lim+,JTn - p-1 = fir > 0, and by the uniform continuity and boundedness 
of g(t) on [0, cc), I may extend the domain of y(t) so that y(t) E C[-/3r , p] 
and assume 
:“, T ;“<PT +D Ig(t) - r(t - TJ = 0. (4.40) 
n-. . n 
Consequently, by (2.1), (4.38), (4.39), and (4.40), 
/ j;e 
1 
~(7) j;+‘lyb - 4 da(s) dT + W-n) 1 < 477Y, 
(4.41) 
1 j:e 
1 
Y(T) j;‘“‘y(T - s> da(s) dT + G(Tn + 13) ( < 4-rlY. 
Defining 
49 = y(t), -p, < t < 0, %(t) = 0, t < -p, , t > 0, 
(4.42) 
44 = y(t), -A < t f P, z&) = 0, t < -A, t > P, 
taking transforms, and applying Parseval’s relation in (4.41) give 
( j-1 4(T) 1 %(T>i” dT + W-n) / < 411y> 
(4.43) 
which are the final two basic inequalities. (Of course, these inequalities were 
derived by assuming essentially that (2.13) does not hold.) 
By definition, 
Z(T) = joB eiTty(t) dt, 
0 
?$(T) = 
I 
eiTty(t) dt, -R 
1 
B,(T) = 1” eiTty(t) dt, 
(4.44) 
-h 
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and so S(T) + &(7) = S,(T), which implies 
1 .S(T)i2 < 2 1 al( I2 1 ,S2(~)12. (4.45) 
But by (2.2), this gives (observe that the present paragraph is the only one in 
the proof of (i) where (2.2) is invoked) 
Combining the fact that G(t) 3 0,O < t < co, with (2.2), (4.43) implies that 
I m icT) [I %(‘-)I2 + 1 %+(T)I”] d  <817K (4.47) -cc 
which together with (2.2), (4.24), (4.46) yields 
Y,c s m B(T) 1 S(T)]” dT < 16rlY. (4.48) --m 
But rl was arbitrary, and so I may take 167 < 1, which results in an obvious 
contradiction. By the reasoning after (4.29), I therefore conclude that if 
(2.12) does not hold, then (2.13) is satisfied. This completes the proof of (i). 
(ii) Conditions (4.1), (4.10), and (4.11) are obviously still valid. Suppose 
(2.12) does not hold. As before, this gives (4.16) and (4.18). These relations 
in turn imply 
j jr:% [g(T) j;-Tn& - s)dQ(s)] dT 1 3y , (4.49) 
and so 
1 jr7 [&) j;+& - s) da(s)] dT / > F , (4.50) 
where /3 either = 0112 or =iy. Defining g,(t) = g(t), T,, ,< t < T, f ,B, 
gn(t) = 0, t -=c Tn , t > T, + /3, taking transforms, using Parseval’s relation 
in (4.50), and finally invoking (2.2) give 
s cc 4”(T) 1 &%(T)12 dT > 7 . (4.51) --m 
Suppose (2.14) does not hold. Then, given any pair E, T of positive con- 
stants, there exists f,, -+ co so that 
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Let 7 :> 0 be an arbitrary constant, and choose h so that (4.26) holds. Then 
let A, be any constant such that for any t > 0 one has that 
G(T) > rl Y, t<T<t+ho, (4.53) 
is false. (From (4.10) and (4.11) it follows that A,, < ok.) Since the pair E, T 
is arbitrary, I may take 
T>&+A, E< ” 
def 
gv(Jo, co) = p’ 
(4.54) 
Define 
Tn = max{t 1 t < f, - A, G(t) < TV. 
Then by (4.53)-(4.55), 
h < r;, - pn < T, 
and so by (4.52), the second part of (4.54), (4.56) 
(4.55) 
(4.56) 
From the fact that I may certainly arrange the sequences so that p,, < T, 
for all 12 it follows that I have (4.34). Repeating the estimates in (4.36) and 
(4.37) (where I now use (2.1), (4.1) (4.26), the definition of p, (4.56), (4.57), 
and the fact that b(t) > 0), and using these estimates, (2.5), and the fact that 
0 < G(p,J < 7Y in (4.34) give (4.38). Integrating over [rf;l , T,, + /3] and 
working through the estimates once more give (4.39). 
Define gl,(t) = g(t), pn < t < T,; g&t) = 0, t > T, , t < f’,,,,; 
g2,(t> = g(t), rf, < t < T, + 8; gzn(t) = 0, t > T,, + 8, t < pn . Next 
take transforms, use Parseval’s relation in (4.38) (4.39), and take the fact that 
G(t) 3 0, 0 < t < co, and (2.2). These give 
s 
- 4(T) I 2in(312 LA < 417Y; i= 1,2. 
-cc 
By definition, in(~) + &(T) = jzn(T), and so 
1 i!n(T)? < 21 &(T)i” + 1 dzn(T>i2], 
which together with (2.2), (4.51), and (4.58) gives 
s 
O” cj(~) 1 &(7)12 dT < 1617Y. 
-co 
(4.58) 
Thus, if 7 < (5/64), a contradiction results, and the proof of (ii) is complete. 
409/52/3-6 
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5. PROOF OF THEOREM 3 
By Theorem 2(i) it suffices to show that (2.13) is false. Of course, I still 
have 
sup Ig(t)] defg < co. (5-l) 
o<t<m 
Assume (2.13) holds and consider the integral J: ~(7) g(T) dT. From (2.3) 
(2.9), (2.11), and (2.13) it follows that there exists a constant p > 0 such that 
Next I show that (5.2) allows one to deduce the inequality (5.11). Inte- 
grating (1.1) over [TV , t] gives 
x(t) - X(T~) + a(a) j” g(T) dT + j” b(t - T)!?(T) dT 
‘?a T”L 
where 
b(t) Ef u(t) - a(co), t >o. 
From (2.7), (5.1) it follows that 
sup 
7&<x 
1 jT;ji; cd7 - d du(s) dT 1 e K 
n 
(5.3) 
(5.4) 
for some constant K (independent of n) and in addition that for each n, 
7-+2 7 
lim 
s s 
g(T - s) da(s) dT “zf H, 
f-m Tn *-.rn (5.5) 
exists. Pick a subsequence {nlc} of {n} (let nk = n) such that lim,,, H, = H 
exists. Moreover, observe that by using (2.7) and (5.1), one easily shows that 
the limit in (5.5) is approached uniformly with respect to n. I thus have that 
there exist N, T such that 
NONLINEAR INTEGRAL EQUATION 445 
if n >, N, t - T, 3 T. Consequently, by (5.1), there exists K such that if n is 
sufficiently large, then 
< $ [t - ~,l + K, r,<t<co. (5.6) 
Assume also that 
lim X(7%) = 9 
n+m 
exists. (5.7) 
Using (2.8), (2.11), (2.15), (5.1), and (5.4) in (5.3) gives, for some K, 
Next I assert that without loss of generality I may assume jk 1 f(7) 1 dT -+ 0. 
To demonstrate this assertion I divide each interval [Tn , tn] in parts by 
7, = Sin < %n < “’ < Sndd,n - n - t so that 
s 
S!An 
lim sup If(~)1 dT = 0, 
n*m f<Pgm(n) SP-1.n 
By (2.10) and the fact that t, - 7, + cc, this is clearly possible. Suppose now 
that there exist arbitrarily large n such that for all p = 2, 3,..., m(n) one has 
s 
%n s --1 n 1 x(T)1 dT < +,,n - SP--l.nl, 8 . 
where E is as in (2.13). Then 
which violates (2.13). I conclude that for each sufficiently large n, there 
exists p, = PO(n) such that 
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and so (let t, = s!,,~; T, = s~,-~,~ ) my assertion follows. But this assertion, 
when combined with (5.1) gives 
(5.9) 
for some E, + 0, and when used in (5.8) 
Multiplying (5.3) by g(t), integrating over [TV , t,J, and using (5.6), (5.7), and 
(5.9) to estimate, one obtains 
f” x(T) g(T) dT + fng(~) 1’ b(~ - s) g(s) ds d7 
7% 7% 711 
which together with (5.2) and (5.10) im pl ies that there exists R such that 
Tb(~-s)g(s)dsd~~-$-[t,-~l,l+k (5.11) 
I am thus left with estimating the integral 
f*g(T) f  b(~ - s)g(s) ds dT = .c” g,(T) Jrn b(~ - s)g,(s) ds dr, 
7% 792 --m -m 
(5.12) 
where I have defined gn(t) =g(t), TV < t < t, , g,(t) = 0, t, < t, t < 7, , 
and b(t) = 0, t < 0. My purpose is to take transforms and apply Parseval’s 
relation on the right side of (5.12). Clearly g,(t) GL~(- co, co) n L2(-co, co), 
and by (2.15) b(t) E U--co, co). Consequently, it remains to be shown that 
s 
m b(T - s)g,(s) ds EL2(--oo, CO). (5.13) 
-cc 
But as 
jm b(T - S) g,(s) ds = J‘1” b(T - s)g(s) ds, 7 3 tn > 
-cc 79L 
z 0, 7 < T, > 
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and as 
sup 1 f” b(~ - s)g(s) ds 1 < co, 
/7l<m 711 
it suffices to prove that 
it” &I- - s) g(s) ds ~Ll(t, , co). 
JTn 
However, 
. ds 
1 
(5.14) 
and so (5.13) holds. I conclude that 
jm g,(T) jm b(~ - s)g,(s) ds dT = & 1: Re 6(~) 1 jn(7)12 dT. 
--a3 -03 m 
(5.15) 
By the Riemann-Lebesgue Lemma, there exists 9 such that if j T  1 > $, 
then 4g2 I Re &)I < P, (P as in (5.2)). Take any such +. Then 
s 
m Re h(*) I jn(7)12 dT 
--m 
a-& Lrn + 1:: I MAY dT - ;y$ I Re 6(T)i I:+ I hdd12 dT. (5.16) 
7, 
By (2.16) and the continuity of the Fourier-Stieltjes transform, there exists 
6 > 0 such that 
Re 
s 
m t+ da(t) 3 6, 171 <+. 
0 
(5.17) 
Take any such 6. 
Multiplying (1.1) by g(t) and integrating over [TV , t,J give 
tn 
1, j 
7-7, 
g(T) g(T - s) da(s) d7 
0 (5.18) 
= +G(T,) - G(L) - j,;b(T) j;-, 
n 
L?(T - s> MS) dT + j,; g(‘-> f(T) do. 
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From (5.1) and the remark after (5.8) it follows that the last integral in 
(5.18) - 0, when n---f a. From (5.4) and the fact that sup,<,<, G(t) < 03 
one then has that the entire right side of (5.18) is uniformly bounded with 
respect to n. Hence, after transforming the left side of (5.18) 
.c IRe jam 
eiTt da(t)/ 1 in(~)/* dT < K, , (5.19) 
for some constant K, . By (2.2) the integrand in (5.19) is nonnegative. Con- 
sequently, using also (5.17), 
I MT)? dT G +$ > (5.20) 
which combined with (5.16) yields 
>--6 --m I Oc I dn(~)l~ dT - Kl 
257.P = -- f”g”(T) dr - Kl 3 - ‘7 [t, - T,] - Kl , 
4g2 Tn 
(5.21) 
where Kl = (K,#) sup1~1s~ 1 Re J(r)1 . P’ recing together (5.11), (5.12), (5.15), 
(5.21), one has 
- $ L&t - ~,l < - 5 [t, - ~nl + K2 , (5.22) 
for some constant K, . But t, - 7, - co, when n --+ 00, and thus (5.22) 
cannot be true. From this contradiction I conclude that Theorem 3 holds. 
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