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Abstract 
Nowadays, the displacement of conventional synchronous generators and the 
penetration of renewable energy (RE) sources are becoming very common 
phenomena because of the significant environmental issues and resource shortage. 
However, the inertia of the power system is reduced by the use of solar/wind energy. 
As a result, the ability of the system to resist disturbances is weakened, and further, 
the reduced system inertia affects under-frequency events in the power system. 
In this thesis, RE generators are simply classified into two categories: large-
scale RE generators and small-scale RE generators. The classification is not strictly 
determined by the capacities of different generators, but based on their ability to 
respond the system frequency deviations. In general, large-scale renewable energy 
generators can provide frequency support individually by applying proper control 
schemes, while the small-scale one require centralised control. 
In this research, wind farms augmented with energy storage systems (ESS) are 
considered as an example of large-scale RE generators. A proper fuzzy-logic based 
frequency control (FFC) RE allows generators and ESS to provide primary frequency 
control in a future low-inertia hybrid power system by taking system frequency 
deviations and the rate of change of frequency (RoCoF) into account. For the small-
scaled RE generators, a new framework named renewable energy aggregator (REA) 
is proposed in the electricity market, in order to utilise various small-scale RE 
generators and ESS for frequency regulation services. And similar fuzzy-logic based 
frequency control strategies (FFCS) are applied to dynamically select and schedule 
different generators and ESS in the same aggregator area. 
In addition, a further research of ESS will be displayed, as it is so indispensable 
when it comes to the discussion of RE generators in system frequency control. Due 
to the quick technology development and plummeting operation costs, ESS have 
been widely used. They are regarded as multifunctional power system participators 
contributing frequency support, adjusting area control errors for the multi-area power 
system, providing peak shaving and supporting load shedding after large 
disturbances.  
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Besides the control strategies designed for ESS, size optimisation is another 
significant issue in ESS research. As electricity market participators, ESS can bid in 
both the energy market and the ancillary services market through transmission 
system operators (TSO), aiming at profit maximization. Hence, the optimal size of 
ESS in peak shaving and frequency support will be explored by referring to the 
historical spot market prices and frequency deviations from the Australia Energy 
Market Operator (AEMO). 
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Chapter 1: Introduction 
The need for environmental protection and the desire for less dependence on 
fossil fuel have been a consensus of the world in energy production [1]. One of the 
most significant issues is excessive greenhouse gas emission that results in acid rain 
and urban smog, and it becomes one of the primary targets when countries are 
deciding their energy strategies [2]. Consequently, the applications of renewable 
energy (RE) generators are undergoing unprecedented growth, such as the 
tremendous growth of RE generators in Australia’s power system in the past five 
years [3]. Although environmentally friendly RE generators will play a significant 
role in the foreseeable future, many upcoming challenges can be expected [4]. 
Wind energy, photovoltaic (PV), micro-hydro, biomass, geothermal, ocean 
wave and tidal [5] constitute the main body of the RE sources, and RE sources come 
in the form of large-scale or distributed small-scale generators in the power system. 
Along with the development of RE generators, the use of energy storage system 
(ESS) is inevitable because of the intermittent nature of most RE sources [6]. With 
the joint application of RE generators and ESS, different kinds of RE sources are 
converted into electrical form by RE generators, and part of that electricity is 
converted into and stored in the other forms in ESS which are more accessible. The 
research about the control schemes of joint applications of RE generators and ESS in 
modern power systems, as well as their operational schemes in the electricity market, 
is significant in recent years [7]. To improve or maintain the system frequency 
stability, my research will focus on the use of RE generators and ESS in power 
system load frequency response. 
1.1 BACKGROUND 
RE sources, in the form of large-scale power plants and distributed small-scale 
generators as well as ESS, are encouraged to be the new participators of the modern 
power system in many counties, because conventional fossil fuel produces carbon 
dioxide (CO2), sulphur dioxide (SO2) and nitrogen oxides (NO) in the process of 
burning [8].As is shown in the report [9], RE generators are considered in both short-
term and long-term energy investment targets in some countries such as the U.S., the 
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E.U., Brazil, Canada and India. So it is an inevitable trend that RE sources will 
become a part of energy consumption all over the world.  
In Australia, 14.76% of electricity was produced by RE generators in the 2013 
calendar year, including 2 million household clean energy systems that have been 
connectedin the system across the country [10]. Moreover, household power 
consumption has declined since 2008 in Australia, owing to the increasing use of 
home clean energy systems [11]. It is forecasted that there will be about one million 
solar panels registered and installed in communities until 2018 [10]. Furthermore, 
different kinds of RE generators are proposed in Australia, such as bioenergy, 
geothermal, hydro, marine, solar power, large-scale solar power, solar water heating, 
and wind power, based on the local natural conditions. For example, South Australia 
has plenty of wind energy, Queensland has much solar power and Tasmania has 
more hydro. In detail, Macarthur wind farm, the largest in the Southern Hemisphere, 
has a huge 140 wind turbines for 705 MW [10], and several large-scale PV projects 
have commenced construction. Therefore, RE generators are no longer considered as 
a complement in the future electricity grid, and they are important components of the 
system. 
In addition, conventional generators are still necessary for the base load at this 
stage. A phenomenon which is rarely talked about comes into notice; that is, nuclear 
power has played a vital role in meeting some nations’ electricity needs and 
protecting the environment recently. Nuclear energy is treated as the only large-scale, 
clean-air energy that can produce large amounts of electricity 24/7 [12]. Based on the 
world statistics from the Nuclear Energy Institute (NEI) as Fig. 1.1 and Fig. 1.2, 
major countries in the world have a large capacity of nuclear power and some of 
them even have large penetration. For example, in the year 2013, emission-free 
sources provided 30% of American electricity in which nuclear energy contributed 
64%. Moreover, the life-cycle carbon emissions (equivalent to 17 tons/GW·hour of 
CO2), including mining, producing fuel and the construction of power plants are 
among the lowest electricity generators, compared with geothermal generators (15 
tons/GW·hour) and wind farms (14 tons/GW·hour) [13]. In detail, the energy from 
one uranium fuel pellet is equal to the energy generated from one ton of coal or 1700 
cubic feet of natural gas. Thus, as recorded in U.S. 2013, nuclear power plants 
reduced the emission of CO2, SO2 and NO, 588.5 million metric tons, 1 million short 
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tons and 0.48 million short tons respectively. Furthermore, with the development of 
technologies, a comprehensive nuclear power system can ensure the public and 
environment safe in the use and storage of uranium fuel. 
 
Fig. 1.1. Top 10 Nuclear Generating Countries (2014, Billion kWh) [13] 
 
Fig. 1.2. Countries with Penetration of Nuclear Energy More Than 25% [13] 
Finally, ESS is another important technology with significant potential in the 
future power system to support the new system participators. The power output from 
RE generator is intermittent and hence be easily considered as base load plant. As the 
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nuclear power plants cannot provide frequency response, ESS is appearing to be an 
attractive option. 
Simply, ESS are used to transfer the energy between electricity and other kinds 
of energy forms, in order to produce electricity constantly to meet the change in 
demands [14]. At present, pumped hydro ESS,battery energy storage systems (BESS), 
compressed air ESS, superconducting magnetic ESS and flywheel ESS are the main 
types of commercial ESS [15]. Nowadays, ESS can be widely used in power system 
applications ranging from providing high power output to high energy output. 
In other words, ESS can be classified into access-oriented and capacity-
oriented [16]. Access-oriented ESS has a long life cycle of charge and discharge 
operation, high efficiency, exception of cost. Capacity-oriented ESS has high 
capacity and low cost. With the application of access-oriented ESS, frequency 
response such as primary frequency control and spinning reserve can be achieved. 
Meanwhile, capacity-oriented ESS could improve the efficiency of electricity 
generation and reduce the use of expensive fuel in peak demand periods. Multilevel 
storage in power systems can be similar to the one usedin computer systems, where 
the access-oriented storage, i.e. Random Access Memory (RAM) serves as a cache 
for the capacity-oriented storage, i.e. Hard-disk. At this stage, there are 3×5kW 
BESS and 2×5kW flywheel ESS to support the operation of RE generators in 
Australia. 
Nuclear energy
ESS
Hydro energy
Renewable energy
Generator：
Load：
100
50
30
20
10
 
Fig. 1.3. Future Emission-free Power Systems 
As most of the countries are aiming to incorporate higher renewables 
generation and I believe that the future emission-free generation profile may appear 
similar to the one as shown in Fig. 1.3. Clean-air energy sources including nuclear 
energy power plants, hydroelectric plants and RE generators will be considered as 
the backbone of the electricity grid, in order to eliminate the production of 
 Chapter 1:Introduction 5 
greenhouse gases. In the ideal situation, the base load would be met by nuclear 
energy power plants. Meanwhile, hydroelectric plants, RE generators and ESS 
compensate the needs of intermediate load and peak load as well as take 
responsibility for the system frequency response. Nevertheless, because of the 
different government policies in different countries, the application of nuclear energy 
may be excluded from the solutions when discussing environmental protection and 
climate change [17]. However, RE sources and ESS are absolutely included. 
Therefore, in any case, the research on the RE generators and ESS for power system 
frequency response is meaningful. Unlike conventional generators, new control 
strategies and operating schemes are required, in order to maintain power supply 
reliability and quality with the increasing penetration of RE energy in the electricity 
grid. 
1.2 CONTEXT 
It is widely acknowledged that electrical power systems require a perfect 
balance between generation and load to maintain the system frequency constant and 
system frequency stability, and this stability is highly related to the system inertia 
[18]. However, with the development of technologies, conventional fossil fuel 
generators are expected to be partly replaced by RE generators which are considered 
as non-inertia generators [19]. It means if more RE generators are adopted, there will 
be less system inertia, and thus, more serious frequency fluctuations happen [20]. 
Under-frequency events can lead to the system’s brown\black out. 
In the past, synchronous generators provide frequency response in conventional 
power system. Recently, RE generators as well as some ESS start to provide some 
frequency response by de-loaded operation. However, those control strategies for RE 
generator and ESS are in the experimental stage and are not in widespread use. 
Therefore, a better utilisation of RE generators and ESS in system load frequency 
control is the worthwhile research direction. 
In addition, the introduction of variable RE sources brings operational 
challenges in the electricity market. The existing electricity market structure has not 
made sufficient preparations for the large penetration of RE sources and the use of 
ESS. Compared with North American and European countries, the penetration of RE 
sources in Australia is low, and frequency response is highly dependent on thermal 
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generators. Thus, system operators in Australia should pay more attention on the 
approaches to gain more RE sources by creating reasonable market mechanisms and 
market competitions in the future. 
In conclusion, the current power systems operators recognise that increasing 
penetrations of RE sources is an irreversible trend and it has a negatively effect on 
system frequency performance. Hence, it is necessary to prepare proper control 
strategies and market operation schemes for the booming of RE sources in the future. 
1.3 AIMS AND OBJECTIVES 
A typical system [20] including RE generators and ESS, which is defined as an 
‘RE-ESS generation system’, is the research object in my thesis shown as Fig. 1.4. In 
practical, ‘RE-ESS generation system’ is presented in different forms such as large-
scale RE generators with ESS, small-scale RE generators with distributed ESS. At 
the very start, the dynamic imbalance of power caused by RE generators can be 
alleviated, and RE generators may enter the electricity market with ESS who act as a 
buffer [21] with the proper control schemes.Thus, predictable and consistent output 
power will be provided to the grid, and an amount of spinning reserve can be also 
supplied from ESS. 
 
Fig. 1.4. Schematic Diagram of RE-ESS Generation System 
It is noticed that more capacity of ESS is required with the further penetration 
of RE generators. If the system frequency stability is taken into account, installing 
ESS will be a huge investment. Thus, the adjustments of the RE generators 
themselves become a contemporary issue. However, the wasting of captured RE is 
also an undesirable result, when RE generators takes responsibility for frequency 
response. Because the conversion rates of RE generators are low especially in bad 
weather conditions, and the capital cost and maintenance cost of RE generators for 
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every MW is high. Therefore, solutions to eliminate the drawbacks of the previous 
research are the major research direction in my thesis. 
In summary, this thesis deals with intermittancy of the RE generation system 
and its coordination with ESS for the purpose of improving power system frequency 
response. New control strategies and market operation schemes are designed to 
minimise the capacity of ESS and to make full use of captured RE sources, when 
considering the RE-ESS generation system. Moreover, as is shown in the background, 
Australia’s power system is a typical multi-area system including large-scale and 
small-scale RE generators. Three topics comprise the main body of the thesis as 
shown in Fig. 1.5.  
 
Fig. 1.5. Three Areas of the Thesis 
Those three topics are relevant but independent. They are relevant because they 
focus on RE generators and ESS in the system frequency response. Meanwhile, they 
are independent because the differences of large-scale and small-scale RE generators, 
the differences of primary frequency control and frequency regulation control are 
applied. 
Specifically, in the first topic, a control strategy is designed for large-scale 
doubly fed induction generator (DFIG) wind farms augmented with BESS providing 
primary frequency control. In the second topic, an operation scheme for the 
distributed small-scale RE generators joining the electricity market is designed. At 
the same time, a similar control strategy as the first topic is used for rooftop PV 
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generators and community-based wind generators. Finally, in the third topic, the 
performance of ESS is considered in the multi-area system for frequency response 
and the size optimisation of battery banks is included. To conclude, this thesis will 
mainly discuss RE generators and ESS for primary frequency control, and frequency 
regulation considering the market policies and multi-area systems. 
In addition, when designing the control strategies and market operation 
schemes, the following points are considered as fundamental principles: 
 The designed control strategies are able to fit both large-scale and distributed 
small-scale RE generators, because the sizes of the RE generators are difficult to 
strictly classify. Moreover, the fundamental design of the controller must be 
similar in different sizes of RE generators. 
 When considering the market operation schemes of the RE-ESS generation 
system in the electricity market, the existing policies should not be affected. In 
other words, in the view of the transmission system operator (TSO), every RE-
ESS generation system is treated as same as the conventional generators. 
 It is important to make full use of the captured RE sources, because RE 
generators have low conversion rates but with high installation cost. 
 It is also important to reduce the total capacity of the ESS, especially to 
reduce the capacity of access-oriented ESS (fast response ESS). 
1.4 INNOVATION AND SIGNIFICANCE 
It is inevitable that more RE generators will be installed in the future power 
grid. Meanwhile, it is also inevitable that RE generators are asked to take 
responsibility for the system frequency response. At this stage, RE generators are not 
required to provide frequency response, because of the limitations of their 
capabilities. Nevertheless, the power system demands more frequency support, due 
to the increasing penetration of RE sources. Thus, the major problem in the further 
development of RE generators is whether RE generators can overcome their own 
disadvantages and support system frequency response. 
Past research has proven that both RE generators and ESS have some ability in 
frequency response. To put it simply, RE generators can spare some real power 
margin by operating below maximum power point tracking (MPPT), and fast-slow 
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ESS have good performance in frequency response. Therefore, my research focuses 
on the combined optimal application of the ability of RE generators and ESS in 
frequency response and the key innovation is to modify and combine the existing 
methods to be practical. 
 A series of fuzzy-logic based controllers are designed for large-scale RE 
generators (wind farms) and small-scale RE generators (rooftop PVs), in order to 
make an accurate decision about the amount of power margin spared in 
frequency response. However, the power margin is fixed in the past traditional 
de-loaded operation. 
 A proper BESS controller is designed to coordinate the fuzzy-logic based 
controller so that to decrease the cost of ESS by eliminating the fast response 
ESS. Compared with the past fast-slow ESS, the battery investment is reduced. 
 A REA is proposed in the existing electricity market, and small-scale RE 
generators and ESS in different locations are under centralised control. The 
design of REA is based on the existing demand aggregator which allows the 
demand side to join the frequency support. With the application of REA, the 
abilities of small-scale RE generators in frequency response are accumulated, the 
intermittent outputs of individual RE generators are alleviated. 
 BESS are considered as multi-function power system participators. Taking 
full advantage of the characteristics of BESS in the frequency support field and 
energy managing field are achieved. 
1.5 THESIS OUTLINE 
The thesis is laid out as the following six chapters, with three main topics. 
Literature reviews about system frequency response, Australia’s electricity market, 
RE generators, ESS and fuzzy-logic control theory will be introduced in Chapter 2. 
In Chapter 3, the dynamic models of conventional power systems as well as RE 
generators and BESS are discussed. Conventional power systems include thermal 
generators, hydro generators, and multi-area power system connection. Chapter 4, 
Chapter 5 and Chapter 6 show the methodologies and results of the RE generator and 
BESS for system frequency response as well as the summaries of the past research. 
Moreover, fuzzy-logic based frequency control (FFC) for large-scale RE-ESS 
generation system, and fuzzy-logic based frequency control strategy (FFCS) for 
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small-scale RE-ESS generation system are proposed in Chapter 4 and Chapter 5. 
Chapter 6 focuses more on the different applications of BESS. Finally, the research 
work of my thesis is concluded in Chapter 7 with the future work. And appendixes 
and references are attached at the back. 
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Chapter 2: Literature Review 
This chapter will begin with some basic information about frequency response 
of power systems, Australia’s electricity market, different RE generators and ESS. 
Then, different ways to RE generators in frequency response and the theory of fuzzy-
logic control are discussed respectively. 
2.1 FREQUENCY RESPONSE OF THE POWER SYSTEM 
In a typical power system, system frequency is a common factor through the 
grid and must be regulated within strict limits [22]. The system frequency depends 
on the balance between active power and loads. In other words, mismatches between 
electrical supply and demand will result in frequency regulation events and 
contingency events. Thus, the control of generators and frequency is defined as 
‘load-frequency control’ [23], and the general term ‘system frequency response’ is 
used as the process to maintain system stability. In general, speed governors on each 
conventional generator unit provide primary frequency control. Meanwhile, 
supplementary control is based on the centralised controller. 
2.1.1 Speed governing 
A single generator with speed governing [24] is summarisedin Fig. 2.1. When 
there is a load change, the electrical torque (Te) of the generator changes 
instantaneously. The torque difference (Ta) between the mechanical torque (Tm) and 
the electrical torque (Te) leads to the speed variations as (2.1). The relationship 
between power (P) and torque (T) can be expressed as (2.2). By considering a small 
deviation (marked as ‘Δ’) from the initial value (marked as ‘0’), (2.3) is deduced. 
Moreover, (2.4) is equivalent to (2.3) by ignoring the higher-order terms, and (2.5) is 
shown as the steady state situation when T0 is zero. Finally, the frequency-dependent 
characteristic of a composite load may be expressed as (2.6), and PL is the non-
frequency-sensitive load deviation, and Dωr is the frequency sensitive load. In 
summary, Fig. 2.1 can be expressed as the block diagram at Fig. 2.2. 
𝑇𝑎 =  𝑇𝑚 −  𝑇𝑒                                                            (2.1) 
𝑃 =  𝜔𝑟𝑇                                                                     (2.2) 
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𝑃0 + 𝛥𝑃 = (𝜔0 + 𝜔𝑟)(𝑇0 + 𝛥𝑇)                                      (2.3) 
𝛥𝑃 =  𝜔0𝛥𝑇 + 𝑇0𝛥𝜔𝑟                                                       (2.4) 
𝛥𝑃𝑚 − 𝛥𝑃𝑒 =  𝜔0(Δ𝑇𝑚 − Δ𝑇𝑒) + (𝑇𝑚0 − 𝑇𝑒0)𝛥𝜔𝑟          (2.5) 
𝛥𝑃𝑒 =  𝛥𝑃𝐿 + 𝐷𝛥𝜔𝑟                                                          (2.6) 
 
 
Fig. 2.1. An Isolated Generator Supplying a Local Load 
 
 
Fig. 2.2. Block Diagram of Load Speed Governing 
 
2.1.2 Governors with speed-droop characteristic 
For a certain generator, the speed of the prime mover increases from the no-
load situation to the full-load situation as Fig. 2.3. With the increase of mechanical 
torque, electrical torque increases to fill up the real power unbalances. However, the 
isochronous governor cannot be used when more than two generators are in parallel 
in the same system. Speed-droop characteristics of the generators (2.7) are one of the 
fundamental theories as defined in Fig. 2.4 and (2.8). In conclusion, the amount of 
load picked up by each generator depends on the speed-droop characteristics [25]. 
𝐷𝑟𝑜𝑜𝑝 =  
∆𝑓
∆𝑃
(
𝑝.𝑢.
𝑝.𝑢.
)                                                                     (2.7) 
Δ𝑃1
Δ𝑃2
=  
𝑅2
𝑅1
                                                                                     (2.8) 
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Fig. 2.3. Ideal Steady-state Characteristics of a Governor with Speed Droop 
 
 
Fig. 2.4. Load Sharing by Parallel Generators with Different Droop Characteristics 
Consequently, the system frequency response is achieved by accumulating the 
abilities of all the rotating machines for frequency changes based on their droop 
characteristics. From the view of the power system, the ability to stabilise the 
frequency in regulation events is defined as the system inertia. 
2.1.3 System Inertia 
As mentioned before, generators contribute the system inertia, as long as the 
rotational speed is synchronous to the system frequency [26]. The expression of the 
system inertia is shown as (2.9) ~ (2.12). According to those equations, frequency 
regulation control comes from the instantaneous active power delivered by the 
kinetic energy of the generators synchronous to the grid. 
𝐸𝐾0 =  
1
2
𝐽𝜔0
2                                                                    (2.9) 
Δf
ΔP
f (Hz)
P (p.u.)
f0
Δf
ΔP2
f (Hz)
f0
ΔP2
f (Hz)
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𝐸𝐾0 −  𝛥𝐸𝐾 =  
1
2
𝐽(𝜔0 − 𝛥𝜔)
2                                 (2.10) 
𝛥𝜔 =  𝜔0 −  𝜔1                                                        (2.11) 
𝛥𝐸𝐾 =  𝐸𝐾0 (1 −
𝜔1
2
𝜔0
2) =   𝐸𝐾0 (1 −
𝑓1
2
𝑓0
2)                    (2.12) 
Where, f0 and f1 represent a frequency change from f0 to f1. 𝜔0and 𝜔1are the 
rotation speed of the generator, when the frequency changes from f0 to f1. 𝛥𝐸𝐾 is the 
kinetic energy released from the machine. 
Primary frequency control and secondary control are two main parts of system 
frequency response in contingency events [27]. The governor of the generator 
determines the active power provided through primary frequency control. In other 
words, the governor’s reactions decreaseor increase the output power of the 
generators to retrieve a balance of active power in the grid. The aims of primary 
frequency control are to stop the frequency drop (f
nadir
) and to stabilise the frequency 
close to the nominal value (50Hz in Australia) after a short while (response time) 
[28], andf
nadir
 and the response time in the frequency events are affected by the 
system inertia. 
Secondary frequency control, also known as supplementary control, is used to 
restore the system frequency back to the nominal value [29]. Both primary and 
secondary frequency controls are achieved by the automatic controllers, which stop 
the frequency drop and pull the frequency drop back to normal. In practice, 
secondary frequency control is much slower than primary frequency control and can 
override the frequency deviations that occur after primary frequency control. 
  
 Chapter 2: Literature Review 15 
2.2 AUSTRALIA’S ELECTRICITY MARKET 
Australia’s national electricity market (NEM) was established in December 
1998 and included all the states of Australia except Tasmania, which entered the 
NEM in 2005 [30]. Nowadays, the NEM operates on one of the world’s longest 
multi-area power systems with around 5000 km, spanning from north-east to south-
east as Fig. 2.5. Total electricity capacity in Australia is about 50,000 MW. The 
NEM is regarded as a spot market because electricity cannot be stored easily, and the 
power supply and demand must be matched instantaneously in real time [31]. 
Meanwhile, the electricity prices vary depending on the correlation between the 
power supply and demand [32]. 
 
Fig. 2.5. Australia's Multi-area Power System 
The Australian Energy Market Operator (AEMO) is the actual market operator 
who is in charge of Australia’s NEM under the national electricity rules. The 
responsibilities of AEMO are to keep the system operating in a safe, secure and 
reliable manner [32]. In the past, three electricity prices were fixed in three periods 
(peak time, flex time and off-peak time) [33]. With the trend of deregulation of 
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electricity market, the bidding interval will be reduced [34]. At present, the prices 
vary every half hour in Australia with bidding every 5 minutes.  
The electricity market can be subdivided into the energy market and the 
ancillary services market. Their operational processes are shown in Fig. 2.6. In the 
ancillary services market, AEMO arranges the real and reactive power to control the 
key technical characteristics of the power system such as frequency and voltage [35]. 
Nowadays, the demand side is also encouraged to provide ancillary services [36]. 
Moreover, ancillary services can be grouped under one of the following three broad 
categories: Frequency control ancillary services (FCAS), Network control ancillary 
services (NCAS) or System restart ancillary services (SRAS). FACS payments 
occupy 72.8% of the total ancillary services market payment. 
 
Fig. 2.6. Structure of the Electricity Market in Australia 
FCAS can be further divided into two distinct subsets: regulation frequency 
control and contingency frequency control as Table 2.1 [37]. Regulation frequency 
control can be described as the correction of the supply and demand balance in 
response to minor deviations between the load and generation. Contingency 
frequency control refers to the correction of the supply and demand balance 
following a major contingent event such as the loss of a generating unit or a large 
transmission element plugging in a large load as recorded in Fig. 2.7. In summary, 
FCAS are used to maintain the system frequency performance as close as possible to 
50 Hz. The system frequency response discussed in the thesis is classified in the 
FCAS of the ancillary services market. 
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Table 2.1 FCAS REQUIREMENTS IN 8 SITUATIONS 
Regulation 
Regulation raise 
Regulation lower 
Contingency 
Fast raise and fast lower  
(6 seconds response to arrest the frequency deviation) 
Slow raise and slow lower 
(60 seconds response to keep the frequency within the 
single contingency band )  
Delayed raise and delayed lower 
(5 minutes response to retune the frequency back to the 
normal operating band) 
 
 
Fig. 2.7. Mainland Frequency Event at 18:05 hrs 22 December 2013 
(At 18:05 22/Dec/2013, the generating unit Vales Point 6 tripped from 553MW; the 
mainland frequency value reached a minimum of 49.78Hz during the event) 
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2.3 RENEWABLE ENERGY SOURCES 
Conventional energy sources such as fossil fuels and gases are rapidly 
depleting and costs are rising [38]. At the same time, tax penalties for emitting 
greenhouse gases have been executed in several countries [39]. Thus, RE sources, 
regarded as cost-effective, inexhaustible and environmentally friendly energy, are 
developing fast [40]. It has been a universal fact that RE sources will make a 
significant contribution to the modern power system, and legislation in some 
countries favours the continuing growth of capacity from RE sources. However, all 
the RE generators have common characteristics: RE sources are easily influenced by 
natural and meteorological [41]. The penetration of RE generators is restricted, 
because the outputs of RE generators are fluctuant, which results in network 
frequency deviations [42]. Thus, it is most desirable that RE generators are as 
dispatchable as conventional generators. In the thesis, in order to show the 
contributions of RE generators forsystem frequency response, DFIG wind turbine 
generators and PV generators,which have been widely used with mature technologies, 
have been set as examples. 
2.3.1 Wind turbine generators 
According to the statistics, the total capacity of wind farms, worldwide, had 
reached 40GW at the beginning of 2004 [43]. It is predicted that 1260 GW wind 
farms will be installed in the year 2020, and their percentage of the penetration will 
reach 12% of the world’s total electricity consumption [44]. However, the majority 
of the capacity is still untapped, especially distributed small-scale wind farms. 
Therefore, the potential of wind energy is vast. 
Modern wind turbine generator technology started in the 1970s. Historically, 
Denmark is the country that has made great contributions to wind turbine generation 
from theory to practice. Nowadays, Germany has the highest wind generation 
capacity (20,622 MW), which is nearly twice as much as that of Spain (11,615 MW) 
and US (11,603 MW). Even in Japan about 9000 MW of wind power generation has 
been used in commercial activities [45]. At present, two main types of wind turbines 
have been developed: wind generators with a fixed speed turbine, and wind 
generators with a variable speed turbine [46]. The latest wind turbine generator 
technology has been prepared from fixed speed to variable speed. Moreover, variable 
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speed wind turbines can reduce mechanical stress, compensate for torque, and 
improve power quality and system efficiency. 
Large-scale wind turbine generators may cause frequency stability problems 
occasionally because of the steep rises and sudden drops in wind speed. They have a 
significant effect on the output of wind turbine generators [47]. In the past, system 
frequency was mainly adjusted by the conventional power plants, and the goal of 
frequency regulation was to keep the frequency within specified limits. Therefore, 
with the further penetration of wind energy, wind turbine generators are required to 
contribute to primary frequency control. Traditionally, blade pitch angle control and 
electrical control through converters are applied topartlyachieve the objectives. 
Fixed speed wind turbine generators comprise fixed speed wind turbines, 
multi-stage gearboxes and a standard squirrel cage induction generator (SCIG) 
connected to the grid through transformers [48]. The fixed speed wind turbine is a 
conventional wind turbine concept applied by Danish manufacturers. However, 
capacitors must be connected in parallel, as SCIGs consume reactive power from the 
grid. 
The greatest strengths of SCIG are the low capital cost and low maintenance 
costs, because of the squirrel cage. However, there are also three main disadvantages 
of fixed speed wind turbine generators [49]. First, the uncontrollable rotor speed is 
variable within a tiny scale. The wind speed must be higher than the synchronous 
speed. Second, wind speed fluctuations result in electromechanical torque variation. 
Moreover, swing oscillations occur occasionally between the turbines and the 
generation shafts. Finally, three-stage gearboxes occupy a large fraction of the 
investment cost. Also, SCIG wind turbines are not able to support grid voltage 
control. 
Danish manufacturers also apply the wind turbine generators in the concept of 
limited variable speeds. The generators are composed of a wound rotor induction 
generator (WRIG), multiple-stage gearboxes and power electronic converters [50]. 
The variable rotor resistances of WRIG can be adjusted by using the power 
electronic converters and the pitch angle controller. Hence, the rotor speed is allowed 
to vary within a larger range, by comparing the limited variable speed concept and 
the fixed speed concept. However, the average efficiency is not high, and reactive 
compensation is still required. 
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2.3.2 DFIG wind turbine generators 
Wind generators with variable speed turbines and partial-scale power 
converters known as DFIG wind turbine generators are very popular. The structure of 
DFIG is that the stator of the induction machine is connected to the grid, while the 
rotor is also connected to the grid through power electronic converters [51] as Fig. 
2.8. Therefore, the rotor frequency is controlled by the power electronic convertor, 
and the variable rotor speed range is about ±30% more than the synchronous speed. 
In practice, the typical capacity of commercial DFIG wind generators has reached 
more than 5MW nowadays [52]. 
 
Fig. 2.8. DFIG Wind Turbine Generators 
However, there are also several disadvantages of DFIG. First, multi-stage 
gearboxes are still necessary for DFIG. Some dissipation caused by friction is 
inevitable in the gearboxes. In addition, regular maintenance is vital, and audible 
noise is unavoidable. From another point of view, under fault conditions, the large 
rotor current is generated by the large stator current. In that case, the safety of the 
power electronic converters is threatened. In addition, some new ideas about wind 
turbine generation have been proposed, such as the concept of variable speed direct-
drive with a full-scale power converter. Nevertheless, in order to take full advantage 
of the existing DFIG farms, the model of DFIG is worthy of investigation and is used 
as the example in the thesis. 
2.3.3 Photovoltaic generators 
PV energy is known as the world’s fastest-growing energy technology [53]. 
According to reliable statistics, the capacity of global PV generators has doubled 
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every two years [54]. The superiority of PV energy is evident in sunny locations such 
as the state of Queensland in Australia.  
PV power plants consist of solar converters and electrical interfaces with or 
without battery banks [55]. The solar converters are composed of PV arrays which 
consist of many solar modules connected in series or parallel, and the electric 
converters [56]. The outputs of PV generators are fluctuant, depending on the 
weather conditions such as the intensity of sunlight and the amount of dust or cloud 
[57]. The penetration of PV energy is also restricted because their fluctuant outputs 
may cause frequency deviations, despite the DC-DC boost converters which are 
applied to smooth the outputs of PV generators. 
Furthermore, MPPT is one of the most important indexes in the operation of 
PV generators. MPPT is used to deliver the highest possible power to the grid 
continuously [58], following the variations of radiation levels and climatic conditions. 
Large-scale PV power plants are not considered and rooftop PV is the major research 
objective in the thesis. 
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2.4 ENERGY STORAGE SYSTEMS 
With the further replacement of conventional energy power plants by RE 
generators, ESS must be considered. With the support of ESS, RE generators will be 
more dispatchable to ensure high levels of power quality and energy management 
[59]. At present, the majority of ESS have been integrated with large-scale RE 
generators, in order to smooth their intermittent output power [60]. For example, 
BESS equipped in wind farms in the Netherlands are used to mitigate the variations 
of wind turbine generator outputs, and short fluctuant outputs can be stabilised very 
well. As a consequence, ESS are regarded as an efficient solution to reduce the 
frequency deviations affected by RE generators. Additionally, ESS are able to 
decrease the load level, to provide the spinning reserve, and even to be the black start 
capability [61]. In summary, ESS will play an important role in the modern power 
system, shortly. 
Recently, power system operator companies, such as AEMO, and generator 
companies have shown their great interest in ESS. They have focused on the further 
development of control strategies of RE generators and ESS as well as the optimal 
sizes of ESS. Pumped hydro ESS, BESS, superconducting magnetic ESS, 
compressed air ESS, and flywheel ESS are the main kinds of existing commercial 
ESS [62]. Moreover, the ideal storage system should have the following 
characteristics: fast access to power, high capacity of energy, long life expectancy, 
and competitive cost. However, the current existing ESS technologies can hardly 
meet all those desirable characteristics simultaneously. So when evaluating ESS, 
discharging and charging efficiencies, capital cost, and payback periods are 
considered separately. In detail, based on practical experience, super-capacitor ESS, 
flywheel ESS and superconducting magnetic ESS offer fast access to the stored 
energy with high cycle lives and high round-trip efficiency (about 95%) [63]. 
However, the cost per unit of the stored energy is high. On the other hand, pumped-
hydro ESS are the most popular large-scale ESS with relatively low cost. BESS are 
special and can be classified as high-power and/or high-energy ESS. ESS is 
introduced further in the following part, and BESS will be highlighted. 
2.4.1 Different kinds of ESS 
First, pumped-hydro ESS are known as the most sophisticated form of ESS 
used in practice for a long time. At present, they are still widely used, especially in 
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the field of supporting nuclear power plants [64]. Pumped-hydro ESS offer flexible 
operation and large capacity. However, pumped-hydro ESS rely on the availability of 
suitable geology, and their efficiency is less than 70%. 
Second, in flywheel ESS the electrical energy is stored in the form of kinetic 
energy of a rotor or disc spinning around its axis on a shaft [65]. The process is that 
flywheels are driven by motors, and the electrical power is transferred into the 
kinetic energy stored in the flywheel ESS. The motors are used as generators driven 
by the spinning flywheels when the electrical energy is needed. The faster the 
flywheels spin, the more energy is stored. Flywheel ESS are capable of charging and 
discharging in a high level of power (MW), and a high energy efficiency (>85%) 
[62]. Flywheel ESS also have a long life cycle. Moreover, the existing technology is 
mature enough to monitor the operational state of the flywheels. 
Third, in compressed air ESS the electrical energy is stored in underground 
reservoirs in the shape of compressing and cooling air. The relevant fundamental 
principles are that air is compressed and stored in an underground reservoir by using 
power from the grid, and then the compressed air is released and burnt with fuel to 
drive the generator [66]. The structure of compressed air ESS consists of a 
compressor train, motor-generator, gas turbine and underground compressed air 
storage. Moreover, two parameters, energy ratio and heat rate, are used to express 
characteristics of compressed air ESS. Energy ratio is the ratio of the energy output 
of the generator and the energy consumed by the compressor. Heat ratio shows the 
amount of gas consumed per unit of energy generated. 
Finally, superconducting magnetic ESS consist of high inductance coils 
emulating a constant current source [67]. Once connected to the power system, 
superconducting magnetic ESS can absorb/supply electrical power from the grid. The 
electrical energy is stored as magnetic field energy in the superconducting coils with 
large DC. Niobium-titanium (NbTi) is a common kind of superconductor material 
widely used in superconducting magnetic ESS. The most common construction of 
superconducting coils is the solenoid type. And superconducting magnetic ESS can 
absorb/supply both real and reactive power with more than 98% efficiency. Also, 
without the moving section, superconducting magnetic ESS can be charged and 
discharged in a small period for anunlimited number of cycles. Consequently, there 
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are some advantages of superconducting magnetic ESS compared with other ESS, 
such as long service life and high storage efficiency. 
2.4.2 Battery energy storage systems 
BESS are the most widespread ESS, and will be the majority example of the 
usage of ESS in load frequency response and the electricity market in the thesis. 
BESS are a kind of dominant electrochemical ESS, and BESS are charged to store 
the electrical energy in the form the chemical energy [68]. Furthermore, there are no 
geographic boundaries for installing BESS, even in an urban area. Therefore, BESS 
can be considered as the most convenient form of ESS with a fast response time 
and/or high operational efficiency. The drawback of high-power BESS is that the 
charge/discharge cycle life is shorter than for other high-power ESS. 
Typical BESS have a similar system structure to Fig.2.9, including power 
conversion systems connecting the battery banks in DC voltage and the 3-phase 
power system in AC voltage. Moreover, there are many types of existing battery 
banks such as lead-acid batteries, nickel-cadmium batteries (NiCd/NiMH), Li-ion 
batteries, sodium-sulfur (NaS) batteries and vanadium-based redox flow batteries 
(VRF) [69]. The first four kinds of batteries are defined as cell batteries. 
 
Fig. 2.9. Structure of BESS 
State of charge (SoC) is another important parameter of BESS which shows the 
proportion of their available capacity and their rated capacity in percentage. SoC is 
restricted to between about 30%~80%, indicating the batteries’ life and their 
performance. Finally, the capital cost and maintenance costs have to be considered 
before installing the BESS. The lifespans of BESS are usually between 15 and 20 
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years. A brief introduction to the different kinds of batteries with different 
characteristics will be given as follows. 
Lead-acid batteries are the most widely used batteries at present, and are 
considered to be the most mature cell batteries [70]. The structure of a lead-acid 
battery includes a lead dioxide positive electrode and a sponge lead negative 
electrode separated by microporous material. All parts are immersed in an aqueous 
sulfuric acid electrolyte. Lead-acid BESS have already been used in practice in many 
countries for a long time. Thus, the greatest strengths of lead-acid batteries are the 
high degree of maturity and the low capital cost. However, one of the largest 
drawbacks is its limited lifespan. 
The performance of NiCd/NiMH batteries is better than that of lead-acid and it 
has been used in commercial applications with distributed RE generators. The 
structure of a NiCd/NiMH battery has a nickel oxyhydroxide positive electrode and a 
metallic cadmium negative electrode [71]. The greatest strengths of NiCd batteries 
are their high energy density and long lifespan. In practice, the performance of NiCd 
batteries has had a significant development recently. For example, NiCd batteries 
have been used in the A380, acknowledged by a European aeroplane manufacturer. 
Li-ion batteries, which can be either high-power or high-energy batteries, have 
also developed dramatically. Li-ion batteries have the best performance among all 
kinds of batteries, but they come with high capital cost and low life expectancy. 
In contrast to cell batteries, flow batteries are a sort of promising ESS with 
high capacity, because their power and capacity can be designed independently [72]. 
VRF are the most mature flow batteries and consist of two electrolyte tanks, two 
electric pumps, and battery stacks, but a large amount of vanadium is needed. The 
basic working principle of VRF is explained as the chemical equation (2.13). There 
are several advantages of the VRF. First of all, the capacities of the batteries can be 
either large or small, according to the applications. Additionally, batteries can 
provide a high output power in a short period. 
VO2+ +  H2O −  e
−  ↔ VO2
+ +  2 ∙ H+                                          (2.13) 
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2.5 RENEWABLE ENERGY GENERATOR IN FREQUENCY RESPONSE 
De-loaded operation of RE generators, as well as ESS, has been used for 
system frequency response in past research. This section mainly demonstrates the 
principle designs of de-loaded operation of RE generators and ESS joint control. 
More details about the applications of RE and ESS for system frequency response 
will be included in Chapter 4, Chapter 5 and Chapter 6. 
2.5.1 De-loaded operation of RE generators 
In the past, limited or no ancillary services were required from RE generators. 
Meanwhile, considering the low efficiency of RE generators, RE generators are 
willing to be fully used. Thus, many MPPT control methods have been applied to 
search for maximum power points corresponding to different weather conditions 
[73]. 
With the increasing penetration of RE sources, the impact of RE generators is 
no longer negligible. RE generators are required to contribute ancillary services to 
the power system. Hence, it is impossible for RE generators to still operate on the 
MPPT strategy. 
To enable RE generators to respond to system frequency deviations, the 
conventional de-loaded operation makes RE generators operate on points other than 
the maximum power point. The reserve capacity from de-loaded operation has been 
proposed in frequency regulation and primary frequency control [74]. 
In this section, wind turbine generators are set as the example to explain the 
fundamentals of de-loaded operation as Fig. 2.10. To allow wind generators to 
respond to system frequency deviations, sufficient reserve capacity is available by 
de-loaded operation. To be more specific, wind generators are de-loaded by shifting 
the operation point ‘A’ towards the left or right as points ‘B’ or ’C’. The difference 
between Pmax and Pdel is defined as the reserve capacity. When an under-frequency 
event happens, the rotor speed of wind turbine moves from ωrC, ωrB towards ωrA. In 
most cases, 10% of de-loaded power (Pdel = 0.9Pmax) is a reasonable value. 
Therefore, de-loaded operation is a widely used method in RE generators for 
system frequency response. Additionally, as proposed in [75], the de-loaded level is 
variational based on the weather condition and frequency performance. 
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Fig. 2.10. Wind Turbine De-loaded Operation [75] 
2.5.2 Energy storage system supporting frequency deviations 
The major challenge of using RE sources is that RE sources may not be 
available when the electricity is required. It is a common belief that ESS play or will 
play an important role to mitigate load power variations, if RE generators are 
developed on a large scale [76].  
Advanced modern technology provides an opportunity for using ESS to 
address the intermittent behaviour of RE sources. It is about electricity from the grid 
converted into energy that is suitable for storage, and the energy is subsequently 
converted back into electricity when necessary.  
In general, the ESS are connected to the system at the point of common 
coupling and are charged or discharged through power converters [77]. ESS can 
smooth the power from RE generators and respond to system frequency deviations.  
Fig. 2.11 demonstrates an example of a fast-slow ESS by using Li-ion battery 
ESS and ultracapacitor ESS. Wind turbine generators and PV generators inject the 
power into the DC-bus with the classic method of MPPT. The system frequency is 
affected by fluctuations of RE generation outputs and load variations. Moreover, the 
Li-ion battery ESS and ultracapacitor ESS are involved in the system by providing or 
consuming real power through DC-bus. 
Furthermore, the capacities of the ESS are based on the fluctuations of RE 
generation output and the deviations of system frequency. Since the forecasted 
values of the average solar insolation and wind speed are quite accurate in the next 
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desired dispatch period, 10% of the ESS capacity is enough to compensate the real 
power errors in most cases.  
 
Fig. 2.11. Hybrid Renewable Energy Generators with Energy Storage System [78] 
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2.6 APPLICATION OF FUZZY-LOGIC THEORY IN POWER SYSTEM 
Fuzzy-logic control is one of the most widely used methodologies taking 
uncertain and imprecise inputs into account. Moreover, fuzzy-logic control can 
imitate human thinking and perception, and the performance of the controller is 
similar to human operators. Essentially, fuzzy-logic control is a non-linear control 
which is suitable for most real-world systems. 
In general, there are two types of fuzzy-logic control, named Type-1 and Type-
2. Type-1 is used in the thesis and is a primary fuzzy-logic control. Its general 
structure is shown in Fig. 2.12, including fuzzifier, rules, inference engine, and de-
fuzzifier components. 
In detail, the fuzzifier component maps each measured numerical inputs 
variable into a fuzzy set. The rule component is composed of ‘if-then’ structures, 
which relate input fuzzy sets to output fuzzy sets. The inference engine component 
decides which rules from the rule base are used. Finally, the de-fuzzifier processes 
the fuzzy outputs to produce the final outputs that are then passed to the physical 
actuators. 
 
Fig.2.12. General Structure of the Type-1 Fuzzy-logic Control [79] 
There are many benefits of fuzzy-logic control [80]: 
(1). Fuzzy-logic setting is easy to understand based on natural language. 
(2). Fuzzy-logic control accepts imprecise inputs and handles ambiguity. 
(3). Fuzzy-logic control is flexible and can be implemented with other techniques. 
(4). Fuzzy-logic control can resolve conflicting objectives. 
Artificial intelligence has recently been investigated and applied to solve some 
long-standing power system problems where conventional methods experience 
difficulty [81]. Nowadays, fuzzy-logic control which is good at handling 
uncertainties has been applied with great success in many fields, such as power 
systems. In power systems, there are many uncertainties, since power systems are 
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large, complex, geographically widely distributed systems, especially after RE 
sources are involved. In the past research, fuzzy-logic control has been widely used 
to improve stability in power systems. For example, in [82], fuzzy-logic control is 
proposed to be augmented with a power system stabiliser in a multi-machine power 
system. Moreover, [83] provides a fuzzy-logic control for a multi-area power system 
in load frequency control. Another fuzzy-logic control is applied for power system 
stabilisation by considering the speed and acceleration state of the generators in [84]. 
Finally, a decentralised fuzzy-logic controller (FLC) is proposed in [85] to stabilise 
both voltage and power oscillations caused by small or large disturbances. 
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Chapter 3: Dynamic Model of System 
Participators 
As mentioned in Chapter 1, three related but independent topics are included in 
the thesis. The dynamic models of the power system participators are similar, and 
they are the foundations for designing the control strategies and the market operation 
schemes. Thus, the dynamic models such as conventional power system, DFIG wind 
generators, PV generators, and BESS are discussed in this section.  
3.1 DYNAMIC MODEL OF POWER SYSTEM IN LOAD FREQUENCY 
CONTROL 
The system frequency is decided by the balance of active power between 
generation and load. If the outputs of generators cannot match the load demands in a 
short period after load disturbances, the system frequency will be off the nominal 
value [86]. To better explain the performance of the power system, the system 
frequency response model is applied. The model has been widely used for testing the 
stability of large power systems or isolated power systems in different cases such as 
load disturbances and generator losses. 
In conventional power systems, thermal power plants and hydro power plants 
are considered as two traditional power plants, and they occupy the key positions 
nowadays. In general, the speed governors of the generators are used to keep the 
frequency as close to the nominal values as possible. In detail, steam valves, which 
are part of the steam turbine generators, are considered as the regulators of thermal 
power plants, and the amount of steam entering the turbine is controlled according to 
the frequency deviations. Meanwhile, hydro power plants are used to convert the 
kinetic energy of waterfalls into electrical energy. In addition, for multiple sources of 
power generation in parallel, all the thermal power plants and all the hydro power 
plants can be regarded as one thermal power plant and one hydro power plant. In 
other words, the dynamic behaviours of the same kinds of generators are averaged 
into a single equivalent machine. Thus, in the system frequency response model, a 
single steam turbine unit and a hydro unit are the backbones providing the real power 
in load frequency control. 
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The system frequency response model is discussed in Laplace domain. In 
detail, the relationship between frequency deviations (Δf) and load disturbances 
(ΔPload) is shown in (3.1). Meanwhile, the frequency response of each generator 
follows equations (3.2) to (3.4).  
𝛥𝑓 =  
1
2𝐻𝑠+𝐷
 𝛥𝑃𝐿𝑜𝑎𝑑                                                        (3.1) 
𝛥𝜔 =  (
𝑅𝜔𝑛
2
𝐷𝑅+𝐾𝑚
) (
(1+𝑇𝑅𝑠)𝑃𝑑
𝑠2+2𝜉𝜔𝑛𝑠+𝜔𝑛
2)                                         (3.2) 
𝜔𝑛
2 =  
𝐷𝑅+𝐾𝑚
2𝐻𝑅𝑇𝑅
                                                                      (3.3) 
𝜉 =  (
2𝐻𝑅+(𝐷𝑅+𝐾𝑚𝐹𝐻)𝑇𝑅
2(𝐷𝑅+𝐾𝑚)
)                                                    (3.4) 
Where 𝛥𝑓 is the frequency deviation, D is the damping factor, and H is the 
inertia constant. Moreover, 𝛥𝑃𝐿𝑜𝑎𝑑 is the load disturbance, 𝛥𝑃𝐿𝑜𝑎𝑑 > 0 represents the 
load increase, and 𝛥𝑃𝐿𝑜𝑎𝑑 < 0 represents the load decrease. In addition, FH is the 
fraction of total power; 𝛥𝜔 is the incremental rotor speed in p.u. 
Those equations in the Laplace domain can be achieved by Matlab Simulink, in 
order to show the performance of system frequency response in the time domain. The 
blocks of the equivalent thermal power plant and hydro power plant are shown in 
Fig. 3.1. Moreover, the simplified supplementary control included in Fig. 3.1 is not 
considered in this thesis. Additionally, the values of all the parameters in the blocks 
are collected from Appendix A. The values of parameters rotor constant (M) and 
load-damping constant (D) of the system vary according to the different kinds of 
hybrid power systems. 
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Fig. 3.1. Dynamic Model of Hybrid Power System [23] 
 
Here is a basic example to validate the load frequency control of the hybrid 
power system in this thesis. A small 50 Hz system has 1600 MVA generating units 
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feeding a total load of 1000 MW. There are 2 identical 500 MVA thermal generators, 
and the inertia constant H of each units is 5.0 on 500 MVA base [23]; 10 identical 60 
MVA hydro generators,  and the inertia constant H of each units is 3.0 on 60 MVA 
base [87]. Meanwhile, it is assumed that all the generator governors respond to the 
reduction in system load, and a 5% change in frequency causes a 100% change in 
power generation. Moreover, there is a sudden increase in load by 20 MW, and load 
varies is 1.5% for 1% change in frequency. 
The rotor constant (MEq) of the hybrid power system are calculated in (3.9) and 
(3.10), based on the values of M of 2 thermal generators (MT) and 10 hydro 
generators (MH) from (3.5) ~ (3.8). Moreover, the load damping constant (DEq) is got 
from (3.11). According to proportion of the capacity of thermal generators and hydro 
generators, the participation factors [88] (α1, α2) are decided by (3.12) and (3.13). 
Finally, the steady state of frequency (Δf) is calculated by (3.16) and (3.17). 
𝐻𝑇 =  
∑ 𝐻𝑖𝑆𝑖𝑖
∑ 𝑆𝑖𝑖
=  
2×500×5
500×2
= 5                                                           (3.5) 
𝑀𝑇 = 2 × 𝐻𝑇 = 10 (𝑠)                                                                    (3.6) 
𝐻𝐻 =  
∑ 𝐻𝑖𝑆𝑖𝑖
∑ 𝑆𝑖𝑖
=  
3×60×10
60×10
= 3                                                            (3.7) 
𝑀𝐻 = 2 × 𝐻𝐻 = 6 (𝑠)                                                                      (3.8) 
𝐻𝐸𝑞 =  
∑ 𝐻𝑖𝑆𝑖𝑖
∑ 𝑆𝑖𝑖
=  
5×1000+3×600
1600
= 4.25                                             (3.9) 
𝑀𝐸𝑞 =  2 × 𝐻𝐻 = 8.5 (𝑠)                                                               (3.10) 
𝐷𝐸𝑞 =  1.5% × (1000 + 20)/1600 = 0.9563 (𝑠)                       (3.11) 
𝛼1 = 1000/1600 = 0.625                                                            (3.12) 
𝛼2 = 1000/1600 = 0.375                                                            (3.13) 
∆𝑃𝐿 =  
20
1600
= 0.0125                                                                    (3.14) 
𝑅𝑇 = 𝑅𝐻 = 0.05                                                                             (3.15) 
𝑅𝐸𝑞 =  
1
𝛼1
1
𝑅𝑇
+𝛼1
1
𝑅𝐻
                                                                           (3.16) 
∆𝑓 =  
∆𝑃𝐿
1
𝑅𝐸𝑞
+𝐷
= = −0.0298 (𝐻𝑧)                                                   (3.17) 
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In order to validate the former mathematical deduction, an effective model of 
system load frequency control as shown in Fig. 3.1 is applied. The frequency 
performance is shown in the Fig. 3.2(a), and the frequency steady-state value equals 
the calculated value in (3.17). Moreover, the contribution of the thermal and hydro 
generators to load frequency control are in the same proportion shown as Fig. 3.2 and 
participation factors in (3.12) and (3.13).  
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Fig. 3.2. Frequency Response of the Dynamic Model of Power System 
In this thesis, the RE generators are considered in the load frequency control. 
In contrast to the basic load frequency control model as shown in Fig. 3.1, the rotor 
constant (M) and load-damping constant (D) are affected by the penetration of RE 
generators and load disturbances. Corresponding values of MEq and DEq in new 
hybrid power systems are calculated in (3.18) ~ (3.21) by considering the following 
two cases. 
Case 1: Five out of ten hydro generators are replaced by RE generators who 
have no inertial constant H. The penetration of RE generators is 18.75%. 
𝐻𝐸𝑞 =  
∑ 𝐻𝑖𝑆𝑖𝑖
∑ 𝑆𝑖𝑖
=  
5×1000+3×300
1600
= 3.6875                                             (3.18) 
𝑀𝐸𝑞 =  2 × 𝐻𝐻 = 7.375 (𝑠)                                                                 (3.19) 
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Case 2: Two sudden drops in load by 20MW and 30 MW happen continuously.  
𝐷𝐸𝑞1 =  1.5% × (1000 + 20)/1600 = 0.9563                                 (3.20) 
𝐷𝐸𝑞2 =  1.5% × (1020 + 30)/1600 = 0.9563                                 (3.21) 
In summary, the value of M decreases with the increasing penetration of RE 
generators, and an adaptive value of D follows the different load change styles. The 
simulation of the hybrid system considering Case1 and Case2 will be discussed in 
the following chapters. 
 
Fig. 3.3. Dynamic Model of Two-area Power System[23] 
Two areas connected by a tie-line can be defined as a two-area power system, 
which can be considered as the simplest and typical multi-area system. The dynamic 
model of the two-area power system is shown in Fig. 3.4. In each area, the system is 
presented by an equivalent inertia, load-damping constant. In addition, a positive 
ΔP12 represents an increase in power transferring from Area 1 to Area 2 through the 
tie-line. The effect is equivalent to increasing the load of Area1 and decreasing the 
load of Area 2. Thus, the feedback of ΔP12 has a negative sign for Area 1 and a 
positive sign for Area 2. Similarly, a negative ΔP12 indicates the opposite meaning. 
𝐴𝐶𝐸1 =  Δ𝑃12 + 𝐵1Δ𝑓                                                             (3.22) 
𝐴𝐶𝐸2 =  −Δ𝑃12 + 𝐵2Δ𝑓                                                           (3.23) 
𝐵1 =  𝛽1 =  
1
𝑅1
+ 𝐷1                                                                   (3.24) 
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𝐵2 =  𝛽2 =  
1
𝑅2
+ 𝐷2                                                     (3.25) 
Finally, Area control error (ACE) defined as (3.22) and (3.23) is another 
important control signal in the multi-area power system which shows the differences 
between load and generation and taking frequency bias (B) into account. Moreover, 
the values of B are calculated as (3.24) and (3.25). 
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3.2 DYNAMIC MODEL OF DFIG WIND TURBINE GENERATOR 
Wind energy power plants based on DFIG are widely used nowadays. The 
controllability of DFIG wind turbines is much better than any other kind of wind 
turbine. In general, wind turbine generators are controlled by anelectrical controller 
and a blade pitch angle controller. Moreover, the objectives of the wind turbine 
control are to maximise power production, under the conditions of maintaining the 
desired rotor speed and avoiding equipment overload [89]. In order to achieve these 
conditions, combinations of the electrical control and the blade pitch angle control 
are applied, and electrical control is faster than blade pitch angle control. In addition, 
the behaviour of the dynamic model of DFIG machines is different from the 
conventional synchronous machines and induction machines. The rotor speed can be 
controlled by excitation frequency, and the rotor speed is allowed in a broad range of 
±30% [49]. The dynamic model of DFIG wind turbine generator considered in the 
thesis is based on the model from GE Company [90] with 3.6 MW rated output 
power. Losses and the energy conversion efficiency are ignored in the RE model. 
According to the GE Report [91], a complete dynamic model of a wind turbine 
model should have the following parts: generator model,converter model, electrical 
control model, turbine and turbine control model. The GE model is a complete 
model, and the electrical torque can be obtained from the real power system 
parameters. However, those real power system parameters are not available in the 
system frequency response model. Thus, the schematic of DFIG wind turbine 
generator with rotor speed control and pitch angle control as shown in Fig. 3.4 is 
achieved in Matlab Simulink, partly referring to the GE model.  
 
Fig. 3.4. Dynamic Model of DFIG Wind Generator with MPPT 
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In detail, the output of the wind turbine (𝑃𝑚𝑒𝑐ℎ) is determined by wind speed 
(vw), pitch angle (𝜃) and rotor speed (𝜔𝑟) with the math expressions as (3.26) to 
(3.29). Moreover, 𝑃𝑚𝑒𝑐ℎ is the most important parameter to indicate the mechanical 
power of the wind turbine from captured wind energy. 
𝑃𝑚𝑒𝑐ℎ =  
𝜌
2
𝐴𝑟𝑣𝑤
3 𝐶𝑝(𝜆, 𝜃)                                                         (3.26) 
𝜆 =  𝐾𝑏 (
𝜔𝑟
𝑉𝑤
)                                                                             (3.27) 
𝐶𝑝(𝜃, 𝜆) =  ∑ ∑ 𝛼𝑖,𝑗𝜃
𝑖𝜆𝑗4𝑗=0
4
𝑖=0                                                  (3.28) 
𝜆 𝛼 (
2×𝑃𝑒𝑙𝑒𝑐
𝜌𝐴𝑟𝑤𝑠3
, 𝜃)                                                                          (3.29) 
Where 𝑃𝑚𝑒𝑐ℎ  is the mechanical power extracted from the wind; 𝜌 is the air 
density in kg/m
3
; 𝐴𝑟 is the area swept by the rotor blades in m
2
; 𝑉𝑤 is the wind speed 
in m/s; 𝐶𝑝 is the power coefficient; 𝜆 is the ratio of the rotor blade trip speed and the 
wind speed; 𝜃 is the blade pitch angle in degrees; 𝜔𝑟 is the generator rotor speed; 𝐾𝑏 
is a constant parameter; and𝛼𝑖,𝑗 is a matrix to generate the relationship between 𝜆 and 
 𝐶𝑝. 
In addition, Cp curves have good values in (3.28), when 𝜆 is within the range of 
[2,13], based on the dynamic model results and the experiment results. According to 
the value of 𝛼𝑖,𝑗  in Appendix B, Fig. 3.5 represents the different Cp curves with 
different combinations of 𝜃 and 𝜆 in different colours. For every value of 𝜃, there is a 
corresponding 𝜆, when the output of wind turbine reaches the maximum power point. 
Therefore, the MPPT controller as the ‘Fcn’ in Fig. 3.4 is another important part to 
determine whether the wind turbine is operating on the maximum power points. 
 
Fig. 3.5. Cp Curve of Wind Turbine Generation 
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When a large number of DFIG wind turbine generators are operating to replace 
conventional power plants, however, the effective inertia of the whole system will 
reduce. Therefore, the wind turbine generators cannot always operate on MPPT in 
practice. Part of the captured wind energy is sacrificed to increase the ability of the 
wind turbine in frequency response. That process is defined as the de-loaded 
operation, which is the basic concept for RE generators for frequency response. 
The improvements of the dynamic model of DFIG wind turbine in the thesis 
are shown in Fig. 3.6. Compared with Fig. 3.4 and Fig. 3.6, the ‘Fcn’ is replaced by 
‘wind turbine reverse’ block which is shown in Fig. 3.7. Moreover, the reverse block 
is used to search the proper operation point of the wind turbine, instead of being 
fixed on the maximum power point. 
 
Fig. 3.6. Dynamic Model of DFIG Wind Generator with De-loading Control 
 
 
Fig. 3.7. Wind Turbine Reverse Block 
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Fig. 3.8. Output Power of Wind Turbine Generation for Different Wind Speeds 
 
Fig. 3.9. Result of Pitch Angle Control 
Finally, some preliminary results are shown in Fig. 3.8 and Fig. 3.9. In detail, 
when the wind speed increases from 8 m/s to 10 m/s, the output power of the wind 
turbine increases. Moreover, the output power will remain at the same value when 
the wind speed keeps increasing from 10 m/s to 12 m/s. It is also evident that the 
electrical power follows the changes of the mechanical power. 
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3.3 DYNAMIC MODEL OF PV GENERATORS WITH MPPT 
The rooftop PV generator is one of the main RE generators considered in the 
thesis. Typical rooftop PVs consist of multiple individual PV arrays connected to the 
electrical network via electric converters [92]. As the performances of PV power 
plants are affected by array configuration, irradiance and room temperature [93], the 
aim of the dynamic model of PV power plants is to describe the relationship between 
the PV output and the influencing factors. 
 
Fig. .10. Equivalent Circuit of a Single Photovoltaic Module 
PV arrays are set as several non-linear current sources and the equivalent 
circuit of a single photovoltaic module is shown as Fig. 3.10 [94]. Moreover, the 
model of the rooftop PV module is expressed as several predigest equations in (3.30) 
to (3.34). 
𝐼𝑜𝑢𝑡 =  𝑁𝑝 𝐼𝑙𝑔 −  𝑁𝑝 𝐼𝑠𝑎𝑡 {exp [
𝑞
𝐴𝐾𝑇𝑖𝑛
(
𝑉𝑖𝑛+ 𝑁𝑠𝐼𝑜𝑢𝑡𝑅𝑠
𝑁𝑝
)] − 1} − 𝐼𝑟𝑠ℎ          (3.30) 
Where 𝐼𝑜𝑢𝑡 is the cell output current; 𝑁𝑝 is the number of cells in parallel; 𝐼𝑙𝑔 is 
the light generated current; 𝐼𝑠𝑎𝑡  is the saturation current; 𝑞  is the charge of an 
electron in the value of 1.602E-19; A is a curve fitting factor; 𝐾 is the Boltzmann’s 
constant in the value of 1.38E-23; 𝑇𝑖𝑛 is the cell temperature in Kelvin; 𝑉𝑖𝑛 is the cell 
output voltage; 𝑁𝑠 is the number of cells in series; 𝑅𝑠 is the series resistance in the 
value of 0.1 Ω; and 𝐼𝑟𝑠ℎ is the current due to intrinsic shunt resistance. 
𝐼𝑠𝑎𝑡 =  𝐼𝑜𝑟 [
𝑇𝑖𝑛
𝑇𝑟𝑒𝑓
]
3
exp [
𝑞
𝐾
𝐸𝑔
𝐵
(
1
𝑇𝑟𝑒𝑓
−  
1
𝑇𝑖𝑛
)]                                             (3.31) 
𝐼𝑙𝑔 =  [𝐼𝑠𝑐𝑟 +  𝐾𝑠𝑐 (𝑇𝑖𝑛 −  𝑇𝑟𝑒𝑓)]
𝐺𝑖𝑛
100
                                                     (3.32) 
Where 𝐼𝑜𝑟 is the saturation current in the value of 19.9693E-6 A; 𝐸𝑔 is the band 
gap for silicon in the value of 1.11 eV; 𝐵 is the ideality factor in the value of 1.92. 
Ig
Id Irsh
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Moreover, 𝐼𝑠𝑐𝑟 is the cell short circuit current at 𝑇𝑟𝑒𝑓 in the value of 2.52 A; 𝐾𝑠𝑐  is 
the short circuit current temperature coefficient in the value of 0.0017 A/C; 𝑇𝑟𝑒𝑓 is 
the reference temperature in the value of 301.15 Kelvin; 𝐺𝑖𝑛 is the cell illumination 
in mW/cm
2
. 
𝐼𝑟𝑠ℎ =  
𝑉𝑖𝑛+ 𝑁𝑠𝐼𝑜𝑢𝑡𝑅𝑠
𝑁𝑠𝑅𝑠ℎ
                                                       (3.33) 
𝑃𝑜𝑢𝑡 =  𝐼𝑜𝑢𝑡𝑉𝑖𝑛                                                              (3.34) 
Where 𝑅𝑠ℎ is the internal shunt resistance, and𝑃𝑜𝑢𝑡 is the output of PV. The 
dynamic model of the PV module is achieved by Matlab function as shown in Fig. 
3.11, based on the former discussion. The inputs of the PV model are the real time 
insolation and the current temperature, and the MPPT controller makes the PV 
outputs operate on the maximum power points. At the same time, maximum power 
points are considered as the best operation points of every PV generator at this stage, 
and MPPT is achieved by a numerical method to find the maximum power points in 
the Matlab function which is attached in Appendix C. 
 
Fig. 3.11. Blocks of Solar PV 
In addition, according to the experimental data from [95], the simulation results 
of this dynamic model have some errors, demonstrated in the third and fourth rows of 
Table 3.2. A compensation block is used in the dynamic model, and the final results 
are much closer to the real data as the fifth row in Table 3.1. 
Table 3.1 THE COMPENSATION VALUES FOR PV MODULE 
Insolations 600 700 800 900 1000 
Voltages 16 16.5 16.5 16.5 17 
Objective 26.91 31.82 36.74 41.66 46.67 
Without compensation  27.02 31.41 36.09 40.77 45.95 
Compensation 26.72 31.94 36.86 41.57 46.75 
Matlab FCN
MPPTPV
T
S
V
Temperature
Insolation
Voltage Range
I
× 
Matlab FCN
Compensation
+ PPVmax
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Moreover, the voltage-current (V-I) and power-voltage (P-V) curves of a single 
PV module are the most important characteristics of the whole PV power plant, and 
the output power of the PV power plant is the sum of all the PV modules in series or 
parallel. The V-I characteristic of a PV module is shown in Fig. 3.12 and the P-V 
curve is obtained from the V-I characteristic as Fig. 3.13. Maximum power points are 
the peak points of P-V curves. The curves in different colours show the different 
outputs of PV generators in the same temperature of 42
°
C but with different 
irradiance. The black curve, blue curve, and red curve represent the PV under 600 
W/m
2
, 700W/m
2
 and 800W/m
2
 insolation cases respectively. 
 
Fig. 3.12. V-I Curve of the PV Module 
 
Fig. 3.13. P-V Curve of the PV Module 
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Finally, the outputs of rooftop PV models under different irradiance situations 
are shown in Fig. 3.14. Considering 450 seconds scheming simulation time, the room 
temperature stays constant, and the irradiance is changed every 4 seconds in the 
range of 600 W/m
2
 to 1000 W/m
2
 randomly, as shown in the upper part of Fig. 3.14. 
As the results in the lower part of Fig. 3.14 indicate, the maximum power points are 
found immediately most of the time, but sometimes it takes a little time. In summary, 
the dynamic model of the PV energy power plants can satisfy the requirements of 
this project so far. 
 
Fig. 3.14. Response of PV Module 
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3.4 DYNAMIC MODEL OF BESS 
BESS consist of battery banks and power converters, and battery banks are 
connected to the power system through the power converter as the equivalent circuit 
in Fig. 3.15. The dynamic model of BESS in this part will achieve some very basic 
functions; that is, BESS consume the energy from the RE generators when the 
system is in over-frequency situations, and provide frequency response when under-
frequency situations happen.  
 
Fig. 3.15. Equivalent Circuit of BESS 
According to the equivalent circuit of BESS, the dynamic model of BESS can 
be expressed in equations as follows. A 12-pluse cascaded bridge is used in the 
converter, and the output of DC voltage is expressed as (3.35). Moreover, the key 
parameter of this model is the current 𝐼𝐵𝐸𝑆𝑆  through the BESS. The relationships 
between the parameters in Fig. 3.15 are partly explained in equations (3.36) ~ (3.44) 
without considering reactive power, and detailed analysis has been given in [96]. 
𝐸𝑑0 =  
6√6
𝜋
𝐸𝑡                                                                     (3.35) 
𝐸𝑏𝑡 =  𝐸𝑑0𝑐𝑜𝑠𝛼 −  𝑅𝑐𝐼𝐵𝐸𝑆𝑆                                               (3.36) 
𝐸𝑏𝑡 =  
3√6
𝜋
𝐸𝑡(𝑐𝑜𝑠𝛼1 + 𝑐𝑜𝑠𝛼2) −
6
𝜋
𝑋𝑐𝑜𝐼𝐵𝐸𝑆𝑆                     (3.37) 
𝐼𝐵𝐸𝑆𝑆 =  
𝐸𝑏𝑡− 𝐸𝑏𝑜𝑐− 𝐸𝑏1
𝑅𝑏𝑡+𝑅𝑏𝑠
                                                        (3.38) 
𝐸𝑏𝑜𝑐 =
𝑟𝑏𝑝
1+𝑠𝑇𝑏𝑝
𝐼𝐵𝐸𝑆𝑆                                                            (3.39) 
𝐸𝑏1 =  
𝑟𝑏1
1+𝑠𝑇𝑏1
𝐼𝐵𝐸𝑆𝑆                                                             (3.40) 
𝑃𝐵𝐸𝑆𝑆 =  
3√6
𝜋
𝐸𝑡𝐼𝐵𝐸𝑆𝑆(𝑐𝑜𝑠𝛼1 + 𝑐𝑜𝑠𝛼2)                              (3.41) 
6√6
π 
cos α 
Vc Vdo 
Vbt 
Xco 
6
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𝑃𝐵𝐸𝑆𝑆 =  
6√6
𝜋
𝐸𝑡𝐼𝐵𝐸𝑆𝑆𝑐𝑜𝑠𝛼                                                           (3.42) 
𝛥𝑃𝐵𝐸𝑆𝑆 = 𝐼𝐵𝐸𝑆𝑆
0 𝛥𝐸𝑑                                                                     (3.43) 
𝛥𝐸𝑑 =  
𝐾𝑏
1+𝑠𝑇𝑏
 𝛥𝑓                                                                          (3.44) 
Where 𝐸𝑑0 is the maximum DC voltage; 𝐸𝑡is the AC voltage between line to 
neutral; 𝐸𝑑0 is the maximum DC voltage of the batteries; 𝐸𝑏1 is the voltage of the 
battery resistance; 𝐸𝑏𝑡 is the phase voltage of the battery side; 𝐸𝑏𝑜𝑐is the battery open 
circuit voltage; 𝐼𝐵𝐸𝑆𝑆 is the DC current through the battery; 𝑃𝐵𝐸𝑆𝑆 is the active power 
provided by the batteries; 𝑉𝑐 is the battery overvoltage; αiis the firing delay angle of 
i
th
 converter; 𝑉𝑏𝑡  is the terminal voltage of the battery; 𝑅𝑏𝑠  is the battery internal 
resistance; 𝑟𝑏𝑝 is the self-discharge resistance; 𝑟𝑏1 is the overvoltage resistance; 𝛥𝑓 is 
the frequency deviations. 
The dynamic model of BESS is summarised as Fig. 3.16, based on the 
equations above. The model has been achieved in Matlab Simulink, and the 
parameters are attachedin Appendix D. In detail, the input is the frequency 
deviations, and the output is the real power. Therefore, the basic dynamic model of 
BESS can be used for frequency response by discharging and charging power. 
 
Fig. 3.16. Dynamic Model of BESS 
In addition, SoC is another important parameter of BESS. SoC control is used 
to monitor the integral of discharging power (𝑃𝑆
𝐷𝑖𝑠) and charging power (𝑃𝑆
𝐶ℎ), in 
order to extend the batteries cycle life. In this thesis, SoC is limited within the range 
of [30%, 75%] during the operation, although the range varies based on the different 
types of batteries. In other words, battery banks are not able to provide or consume 
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more power, when SoC is lower than 30%, or more than 75%. Additionally, SoC is 
highly related to the energy accumulated in battery banks which can be explained in 
(3.26) and (3.27). 
𝑊𝑡+1 =  𝑊𝑡 +  𝜂𝑐𝑃𝑆
𝐶ℎ × 𝛥 𝑡 (Charged at time t)                  (3.45) 
𝑊𝑡+1 =  𝑊𝑡 +  𝜂𝑑𝑃𝑆
𝐷𝑖𝑠 × 𝛥 𝑡 (Discharged at time t)             (3.46) 
Where 𝑊𝑡 , 𝑊𝑡+1  are the energy stored in BESS at time t and t+1;𝑃𝑆  is the 
output power of BESS at time t, which is positive in (3.45) and is negative in 
(3.4);𝛥𝑡 is the time interval;and 𝜂𝑐  and 𝜂𝑑  are charging efficiency and discharging 
efficiency of BESS and are chosen as 𝜂𝑐 = 0.65 and 𝜂𝑑 = 0.95 respectively. 
In brief, the dynamic model of BESS contributes the real power to both under-
frequency and over-frequency response. Moreover, the following discussion of BESS 
will be more than the dynamic model in this part. In Topic 1, BESS will follow the 
basic operation schemes mentioned in this part, but the rate of change of frequency 
(RoCoF) will be considered. Moreover, in Topic 2, BESS will be triggered by other 
control signals, instead of frequency deviations. Finally, in order to further extend the 
cycle life of battery banks, frequency dead-band will be considered in Topic 3. 
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Chapter 4: Application of REG and ESS for 
System Primary Frequency 
Control 
In Chapter 4, fuzzy-logic based frequency control (FFC) is designed for large-
scale wind-storage systems, for system frequency response, especially for primary 
frequency control. A typical large-scale wind-storage system consists of several wind 
generators along with ESS in a geographically close location and connects to the 
main electrical grid via the point of common coupling. The proposed FFC block is 
for large-scale wind-storage systems which can provide frequency response as per 
frequency deviations (Δf) and the rate of change of frequency (RoCoF). 
4.1 INTRODUCTION 
Displacement of conventional synchronous generators by non-inertial units 
such as wind or solar generators will result in reduced system inertia affecting the 
under-frequency response. Frequency control is important to avoid equipment 
damage, load shedding, and possible blackouts. Wind generators along with ESS can 
be used to improve frequency response of the low-inertia power system. In this topic, 
FFC for the wind farms augmented with ESS (wind-storage system) to improve the 
primary frequency response in future low-inertia hybrid power system is introduced. 
The proposed controller provides bi-directional real power injection using the system 
Δf and RoCoF. Moreover, FFC ensures the optimal use of energy from wind farms 
and storage units by eliminating the inflexible de-loaded operation of wind energy 
and minimising the required storage capacity. The efficacy of the proposed FFC is 
verified on a low-inertia hybrid power system. 
4.1.1 Literature review 
The utilisation of RE sources which are environmental friendly and 
inexhaustible keeps increasing worldwide. There is also great potential to use RE 
sources including wind, solar, biomass, and geothermal the future power systems. 
Particularly, wind energy has grown significantly in the past decade. For example, as 
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reported from AEMO, about a quarter of the generation capacity will be occupied by 
RE sources, especially wind which will reach 11.5GW by 2020 [97]. 
However, the system frequency response is adversely affected due to the 
increasing penetration of asynchronous wind generators which have limited ability to 
provide the inertial response. Hence, additional provisions are necessary to enable 
wind generators to provide frequency response like conventional synchronous 
generators do. Operating the wind turbines below the MPPT curve, also known as 
de-loaded operation, can be one way to provide the inertial response. The key ideais 
to reduce the energy production of wind generators, to keep the turbine off the MPPT 
curve and to use the kinetic energy stored in the rotor for the frequency control [98], 
[99].The de-loaded operation using proportional integral rotor speed and a pitch 
angle controller was proposed in [100]. The genetic algorithm-based optimisation of 
parameters of the controllers for improving frequency response was presented in 
[101], which was further improved using a multiple-input multiple-output linear 
quadratic Gauss controller [102]. Although pragmatic, these methods require the 
spillage of wind energy due to de-loaded operation. 
Augmenting wind farms with ESS can be another, yet effective way to provide 
system frequency response [103]. Recently, frequency regulation using BESS was 
proposed in [104], and improved control performance standards have been achieved 
by integrating BESS with automatic generation control (AGC) in [105]. Furthermore, 
different kinds of fast-slow ESS have been introduced in [106], [107] and [108], 
where the short-term energy was stored in the super capacitor ESS to meet the fast-
changing power, and either the Li-ion battery or VRF was used to meet the large-
scale capacity requirement. 
Also, the coordinated H∞ control method for the wind-battery hybrid system 
was designed in [109], where the ability of the wind generators to provide a fast 
response to the system frequency deviations was limited. Furthermore, the 
integration of the fast-responsive ESS such as flywheels and BESS is often limited 
due to economic reasons. When the slow-responsive conventional generators are 
used for regulation purposes, expensive and excessive wear-and-tear are two issues 
in practice. The fast-slow coordination is necessary for optimal performance [110]. 
As various economic constraints often limit the integration of fast-responsive storage 
systems, there is a need for an advanced control scheme to manage wind-storage 
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systems. This topic proposes a new control scheme for wind-storage systems to 
provide system frequency support, which complements the fast-slow coordinated 
control for reliable power system operation. 
Recently, heuristic based controllers have been proposed as an efficient way to 
provide frequency support [111], [112], [113]. The benefits of the fuzzy-logic based 
controller, in particular, are that it relies on human understanding of the system 
behaviour, making it easier to implement where the direct relationship between input 
and output cannot be expressed through equations. Therefore, this topic utilised 
various signals such as system frequency deviations (Δf), RoCoF (Δf/Δt), wind speed 
(ws) and SoC to design a simple fuzzy-logic based controller enabling the primary 
frequency response from wind-storage systems. 
4.1.2 Current industry practices and future trends 
Typically, the TSO has the responsibility to maintain the grid frequency by 
balancing generation and load. Primary frequency control is considered as an 
inherent feature of the traditional power system, and the governor action is used to 
control the energy input into the generator’s prime mover. The main aim of primary 
frequency control is to reduce the maximum frequency excursion (f
nadir
) and RoCoF 
as shown in Fig. 4.1. Recent replacement of conventional generators with wind farms 
has affected the system primary frequency response [114] because wind is 
traditionally unable to respond to the frequency deviations.  
 
Fig. 4.1. Frequency Response Period Metrics 
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Traditionally, the governor control of fast-ramping power plants is used for 
frequency control. Continuous fluctuation in the system frequency causes steady-
state errors in tie-line flows and requires constant monitoring through frequency 
regulation signals, which aim to minimise the area control error. Recently, several 
TSOs used the proportionality AGC participation response, where the required AGC 
signal is divided between energy storage systems and conventional units equally on a 
per-MW basis. PJM is using dynamic regulation control point based on the AGC 
signal [115], whereas New York TSO uses a state of charge signal to identify a real-
time dispatch set point for frequency regulation [116]. Midcontinent TSO uses short-
term stored energy resources such as flywheels, which have a high ramp rate [117]. 
Also, authors in [118] have proposed dynamic calculation of AGC signals for energy 
storage systems to enhance frequency regulation. Similarly, the distributed frequency 
regulation services using prosumer based energy storage devices [119] and 
randomised demand response [120] have been proposed.  
Fast-responding ESS such as flywheel ESS and compressed air ESS have been 
used in system frequency control. As mentioned, the use of fast-responding ESS is 
limited in real applications. Specifically, the capabilities of fast-responding energy 
storages are limited, and their prices are not competitive on the market. Moreover, a 
specially designed controller is also necessary for joint control between fast-
responding ESS and slow-responding ESS or generators. With the application of the 
proposed FFC, frequency response reserved from wind generators also has the fast-
responding characteristic. With the incorporation of large capacity and relatively 
inexpensive battery banks, FFC has made the wind-storage system perform well in 
primary frequency control with competitive prices [25]. 
All the studies above focus on frequency regulation services. With properly 
designed incentives from the ancillary services market, ESS can be used to improve 
frequency regulation [121], but the improvement in the primary frequency response 
has not been investigated in detail. The increasing penetration of wind generators in 
the grid necessitates primary frequency control, taking Δf and RoCoF into account. 
Therefore, this topic proposes FFC for wind-storage systems, eliminating the need 
for separate fast-slow storage systems for frequency response. The proposed 
controller ensures the effective utilisation of wind-storage systems by controlling Δf 
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and RoCoF during arresting time and preventing under-frequency load shedding (f 
>f
nadir
).  
The structure of the wind-storage system and FFC control block are shown in 
Fig. 4.2. Various signals such as Δf, Δf/Δt, wind speed (ws), and SoC were the inputs 
of the FFC control block, and the FFC control block enabled the wind-storage system 
to provide primary frequency control. Moreover, depending on the available PW.max 
from wind farms and PS.ref from BESS, FFC generated command signals ΔPWSS.W for 
wind farms and ΔPWSS.S for BESS to make the wind-storage system produce the 
change in real power ΔPWSS. In the wind-storage system, battery banks were 
connected to the power system through the power converter. BESS stored the energy 
from the wind generators and participated in primary frequency control. PS.ref 
represents the output of BESS during periods of both discharging/charging 
operations. 
 
Fig. 4.2. Schematic Structure of Wind-storage System with FFC Control Block 
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4.2 FUZZY-LOGIC BASED FREQUENCY CONTROLLER 
The details of FFC as Fig. 4.2 are introduced in this section. In the FFC, 
ΔPWSS.W and ΔPWSS.S are the power from the reserved energy of the wind generators 
and the energy of BESS. ΔPWSS.W was injected into the system along with the 
constant wind power, and the value of ΔPWSS.W was based on Δf confined by PW.max. 
At the same time, the value of ΔPWSS.S was decided by ΔPS.ref and confined by SoC. 
Δf/Δt was one of the conditions of the time of BESS take part in. Therefore, the non-
linear relationship between inputs and outputs of the FFC can be expressed as in 
(4.1) and (4.2). 
𝛥𝑃𝑊𝑆𝑆.𝑊  = 𝒈 (𝑤𝑠, 𝛥𝑓, 𝑃𝑊.𝑚𝑎𝑥)                                              (4.1) 
𝛥𝑃𝑊𝑆𝑆.𝑆  = 𝒉 (𝑃𝑆.𝑟𝑒𝑓, 𝛥𝑓/𝛥𝑡, 𝑆𝑜𝐶)                                          (4.2) 
Where g and h are non-linear functions built in the FFC controller. PW.max is the 
maximum power of wind generators that could be obtained using MPPT control 
which was decided by the wind speed. PS.ref represents the energy from/to the battery 
banks, and was variable based on the different situations.  
Moreover, since the response time of ΔPWSS.W was faster than ΔPWSS.S, the 
contribution to the virtual inertia (ΔH) is shown in (4.3). The change in the system 
frequency was affected by the real power from ΔPWSS.W and ΔPWSS.S expressed as 
(4.4). 
𝛥𝐻 =  
1
2
(
𝑓𝑛×𝛥𝑡 
𝛥𝑓
) ×  𝛥𝑃𝑊𝑆𝑆.𝑊                                                   (4.3) 
𝛥𝑓 =  −(𝛥𝑃𝑊𝑆𝑆.𝑊 +  𝛥𝑃𝑊𝑆𝑆.𝑆) × 𝑅                                        (4.4) 
Where fn is the nominal system frequency (50Hz); R is the coefficient of the 
frequency droop and is assumed as 5% in this chapter. The total change in real power 
from the wind-storage system ΔPWSS, is the sum of ΔPWSS.W and ΔPWSS.S. 
In detail, those frequency response equations were achieved by the wind-
storage system with FFC control block as Fig. 4.3. FFC consisted of the wind energy 
control block and the comparator block with the support of the measurement block, 
MPPT control block of the wind generator, and the load-frequency control block for 
the battery block. In addition, based on the design of the response time, ΔPWSS.W is 
fast enough to replace the fast ESS part of the fast-slow ESS. As designed, with the 
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application of FFC controller, the wind-storage system can provide primary 
frequency control. 
 
 
Fig. 4.3. Block-diagram of FFC Controller for Wind-storage System 
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4.2.1 Wind energy control block 
The amount of wind energy which is supplied to the grid and maintains the 
frequency stability is determined by the wind energy control block using the 
measured ws and Δf. For conventional generators, a decrease in the system frequency 
would require an increased supply of real power from generators. However, the 
amount of energy support from wind generators is hard to determine under variable 
wind speed situations. Because the relationship between the real power adjustment in 
the wind generator (ΔPWSS.W) and input variables (ws, Δf) is highly non-linear, the 
FFC was proposed. Based on the experiences of human beings, more power is 
supplied when the wind speed is high and additional power is required from the wind 
generator during large negative frequency deviations. Thus, the fuzzy-logic based 
reasoning was used to combine ws and Δf, in order to determine the appropriate 
reference value of PW.ref. Moreover, fuzzy-reasoning I used ws and Δf as inputs, 
whereas the change of wind speed (Δws) and Δf were used as inputs for fuzzy-
reasoning II. 
Membership functions and various fuzzy-rules of reasoning I and reasoning II 
are presented in Fig. 4.4 and Table 4.1, and Fig. 4.5 and Table 4.2 respectively. The 
i
th
 ‘if-then’ rule of fuzzy-reasoning I was of the form as below. The same ‘if-then’ 
rules were used for fuzzy-reasoning II, except that Δws was taken as one of the inputs 
instead of ws. 
Rule i: if ws is Lx, and Δf is My 
Then γ1 is Zl 
x,y,l ∈ [1,7] 
Specifically,the range of Δf = [-0.2, 0.2] Hz in both reasoning, and the range of 
wind speed ws= [6, 10] m/s in reasoning I, deviations of wind speed Δws = [-2, 2] 
m/s in reasoning II.The outputs of fuzzy-reasoning I & fuzzy-reasoning II were γ1 & 
γ2, and the outputs of the two fuzzy reasoning were added to obtain PW.ref. 
𝛾1 = Fuzzy reasoning I (𝑤𝑠, 𝛥𝑓)                                        (4.5) 
𝛾2 = Fuzzy reasoning II (𝛥𝑤𝑠, 𝛥𝑓)                                    (4.6) 
𝑃𝑊.𝑟𝑒𝑓 =  𝑃𝑊.𝑛𝑜𝑛𝑖𝑚𝑎𝑙 × (𝛾1 + 𝛾2)                                         (4.7) 
𝑃𝑊.𝑛𝑜𝑛𝑖𝑚𝑎𝑙 = 0.9 × 𝑃𝑊.𝑚𝑎𝑥                                                   (4.8) 
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Where PW.ref varied with different wind speed values, PW.nominal represents the 
de-loading conditions. 
 
Fig. 4.4. Membership Functions of Fuzzy-reasoning I 
Table 4.1. FUZZY RULES OF FUZZY-REASONING I 
△f 
ws 
NB NM NS ZO PS PM PB 
NB NS NS NM NM NB NB NB 
NM ZO NS NS NM NM NB NB 
NS ZO ZO NS NS NM NM NB 
ZO PM PS ZO ZO ZO NS NM 
PS PB PM PM PS PS ZO ZO 
PM PB PB PM PM PB PB ZO 
PB PB PB PB PM PM PS PS 
NB = Negative Big,     NM = Negative Medium,     NS = Negative Small, 
PB = Positive Big,    NM = Negative Medium,     PS = Positive Small, 
ZO = Zero. 
 
 
Fig. 4.5. Membership Functions of Fuzzy-reasoning II 
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Table 4.2 FUZZY RULES OF FUZZY-REASONING II 
△f 
Δws 
NB NM NS ZO PS PM PB 
NB NB NB NB NM NM NS ZO 
NM NB NB NM NM NS ZO PS 
NS NB NM NM NS ZO PS PM 
ZO NM NM NS ZO PS PM PM 
PS NM NS ZO PS PM PM PB 
PM NS ZO PS PM PM PB PB 
PB ZO PS PM PM PB PB PB 
NB = Negative Big,     NM = Negative Medium,     NS = Negative Small, 
PB = Positive Big,    NM = Negative Medium,     PS = Positive Small, 
ZO = Zero. 
The open loop response of the fuzzy-logic based control block for different ws 
and Δf was compared with that of a traditional proportional controller (using ‘0.1ws-
0.6Δf’). Fig. 4.6 shows the change in PW.ref under the control of FFC and the 
proportional controller. It can be observed that there was much more flexibility to 
change PW.ref with the FFC and hence it was preferable to have the fuzzy-logic based 
controller over the linear controller. 
 
Fig. 4.6. Effect of Proportional Controller and FFC Considering ws and f 
4.2.2 Comparator block 
The comparator block was the key part in the whole control process, enabling 
the wind-storage system to respond to variations in the system frequency and wind 
speed. Moreover, the comparator block used signals generated from the wind energy 
control block PW.ref, the wind generator MPPT block PW.max and the battery load-
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frequency block PS.ref to determine the change in real power from the wind-storage 
units as below: 
 Scenario #1: RoCoF ≤ 0.5 Hz/s, and PW.max ≥PW.ref 
Wind generators are able to supply enough power, and the extra power from 
wind generators is stored in BESS. ΔPWSS.W and ΔPWSS.S are expressed as follows: 
𝛥𝑃𝑊𝑆𝑆.𝑊 =  𝑃𝑊.𝑟𝑒𝑓 −  𝑃𝑊.𝑛𝑜𝑚𝑖𝑛𝑎𝑙                                                  (4.9) 
𝛥𝑃𝑊𝑆𝑆.𝑆 = 0                                                                                  (4.10) 
𝑃𝑆
𝐶ℎ = 𝑃𝑊.𝑚𝑎𝑥 −  𝑃𝑊.𝑟𝑒𝑓 (BESS is charged)                                 (4.11) 
 Scenario #2: RoCoF ≤ 0.5 Hz/s, and PW.max < PW.ref 
More power is required from wind generators and BESS are plugged in to 
provide more energy according to the system frequency deviations. ΔPWSS.W and 
ΔPWSS.S are expressed as follows: 
𝛥𝑃𝑊𝑆𝑆.𝑊 =  𝑃𝑊.𝑚𝑎𝑥 −  𝑃𝑊.𝑛𝑜𝑚𝑖𝑛𝑎𝑙                                             (4.12) 
𝛥𝑃𝑊𝑆𝑆.𝑆 = 𝑃𝑆.𝑟𝑒𝑓 =  𝑃𝑆
𝐷𝑖𝑠 (BESS is discharged)                         (4.13) 
 Scenario #3: RoCoF ≥ 0.5 Hz/s 
BESS are plugged into the system before the frequency drop reaches the 
frequency dead-band. 
𝛥𝑃𝑊𝑆𝑆.𝑆 = 𝑃𝑆.𝑟𝑒𝑓 =  𝑃𝑆
𝐷𝑖𝑠 (BESS is discharged)                             (4.14) 
Where PW.max indicates the maximum power that can be produced from the 
wind farms using MPPT, PS.ref is the power available from BESS, and PW.nominal is the 
nominal wind farm power that is being produced at a given time interval; 𝑃𝑆
𝐷𝑖𝑠 and 
𝑃𝑆
𝐶ℎ are the charging and discharging power of BESS. 
Therefore, the FFC based wind-storage system ensured that there was no wind 
spillage and eliminated the need for additional fast-responding ESS devices, which 
may have been required due to large-scale intermittent generation in the system. 
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4.3 SIMULATION RESULTS 
The hybrid power system considered in this chapter consisted of thermal 
generators, hydro generators and large-scale wind-storage systems. The penetrations 
of each generator were 60%, 20% and 20%. In addition, the size of the BESS was the 
same as the power reserved from wind generators.  
The efficacy of the proposed FFC controller was investigated using a hybrid 
power system as Fig. 4.7. The dynamic model of the wind-storage system consisted 
of the DFIG-based wind generator block and the BESS block, whose dynamic 
models with transfer functions have been explained in Chapter 3. The DFIG wind 
generator model was used to determine PW.max, and the BESS load-frequency model 
was used to determine PS.ref.  
To highlight the frequency response from the wind-storage system with FFC 
controller, the same kinds of generators are equivalent to one generator as in Fig. 4.7. 
ΔP1 and ΔP2 are the power of primary frequency control from thermal and hydro 
generators. ΔPWSS marked in the figure was under the control of FFC. 
 
Fig. 4.7. Hybrid System Including Wind-energy Storage System 
The effect of the FFC block was investigated by simulating the drop in wind 
speed from 8.5 m/s to 7 m/s at t=30 s. The wind generated power output has been 
plotted in Fig. 4.8. It is clear that the FFC block improved the descent of wind 
generator outputs when the wind speed dropped. As the BESS controllers were not 
included in this situation, a simplified comparator block is applied as follows. 
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Scenario #1: When PW.max ≥ PW.ref, 𝛥𝑃𝑊𝑆𝑆.𝑊 =  𝑃𝑊.𝑟𝑒𝑓 −  𝑃𝑊.𝑛𝑜𝑚𝑖𝑛𝑎𝑙 
Scenario #2: When PW.max <PW.ref, 𝛥𝑃𝑊𝑆𝑆.𝑊 =  𝑃𝑊.𝑚𝑎𝑥 −  𝑃𝑊.𝑛𝑜𝑚𝑖𝑛𝑎𝑙 
 
Fig. 4.8. Effect of Fuzzy-logic Based Controller on Wind Generator Output 
The efficacy of BESS was tested by observing the system under-frequency 
response after a change in the wind speed from 8.5 m/s to 7.5 m/s at t = 30 s followed 
by an increase in load at t = 35 s. The response has been plotted in Fig. 4.9 with and 
without the BESS controller. In this simulation, the FFC control block was included. 
As the frequency dead-band was set at ±0.1 Hz, the BESS started supplying the 
energy as soon as the system frequency fell below 49.9 Hz. Hence, the f
nadir
 was 
improved from 49.94 Hz to 49.98 Hz due to the BESS controller. 
 
Fig. 4.9. System Under-frequency Response due to BESS Controller 
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Both ΔPWSS.W and ΔPWSS.S improved the system frequency performance, but 
ΔPWSS.W affected the inertial response from wind generators due to the fast response 
time. However, the response time of BESS was slowed by frequency dead-band, and 
RoCoF was considered as one of the inputs of the BESS controller. Moreover, a low-
inertial system exhibits higher RoCoF, and hence it will need the faster response of 
BESS. Frequency responseand the power supplied from BESS were observed for 
different inertial systems under the same load disturbance. It is evident from Fig. 
4.10 that the response from BESS was faster for the low-inertial system (higher 
RoCoF) and slower for the high-inertial system (lower RoCoF) even though BESS 
started supplying energy when system frequency fell below 49.9 Hz. 
 
Fig. 4.10. Performance of BESS Controller for systems with different RoCoF 
Table 4.3 DIFFERENT SCENARIOS TO INVESTIGATE THE EFFICACY OF 
FFC BASED WIND-STORAGE SYSTEMS 
Case#1 Only conventional plants respond to inertial support 
Case#2 
In addition to conventional plants, wind farms respond to the 
frequency support using wind energy control block 
Case#3 
In addition to conventional plants and wind farms, BESS 
provide frequency using FFC 
The improvement in under-frequency response using the FFC based wind-
storage system was demonstrated using simulations in three different cases as shown 
in Table 4.3. A step increase of 0.4% p.u. in the load at t = 30 s caused a frequency 
dip of 0.16 Hz in Case#1 as shown in Fig.4.11. 
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The f
nadir
 improved by 0.04 Hz from 49.88 Hz (Case#3) from 49.84Hz 
(Case#1) due to the proposed control scheme. As evident from Fig. 4.11, f
nadir
 
improved in Case#2 and Case#3, due to the involvement of the fuzzy-logic based 
control block and the BESS controller. The improvement in RoCoF, which can be 
observed in Case#2 and Case#3, can be attributed to the power released from the 
wind generators and was enabled through the fuzzy-logic based control block. As per 
the characteristic of BESS, the response time was slower, which helped improve the 
system f
nadir
. 
 
Fig. 4.11. System Frequency Response for Step Load Disturbance in Different Cases 
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The power sharing among different types of generators such as thermal (ΔP1), 
hydro (ΔP2) and wind-storage (ΔPWSS) systems is shown in Fig. 4.12. The sharing of 
the wind generator (ΔPWSS.W) and BESS (ΔPWSS.S) in Case#3 are shown in red solid 
lines in the last sub-graph. The wind-storage system shared more power in Case#3 
compared to Case#2 because BESS provided power when frequency values were 
located outside the frequency dead-band. Thermal and hydro units were less stressed 
due to the proposed controller. 
 
(Continued on next page) 
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Case#1 ΔP1
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Fig. 4.12. Power Sharing for a Step Load Disturbance for Different Cases 
 
Fig. 4.13. Frequency Performance When System Lost Part of Generators 
Additional simulations about the loss of part of the primary frequency response 
from generators were considered. A smaller step increase of 0.3% p.u. in the load at t 
= 30 s, and 10% or 15% loss of 0.3% p.u. in the load at t = 30 s, followed by 10% 
loss of thermal (top plot) and 15% loss of hydro generators (bottom plot) at t = 30.4 
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s. The effectiveness of the proposed control scheme is evident as f
nadir
 of the system 
improved in Case#3, as shown in Fig. 4.13. 
The effect of different wind speeds on the system frequency support was then 
investigated. Two different wind speeds, that is, 6 m/s and 8 m/s were considered and 
the system response was plotted in Fig. 4.14 for the same load disturbance (step 
increase of 0.4% p.u. at t = 30s). Although the real power (ΔPWSS.W) support from the 
wind generator was less for low wind speed, the power support from BESS (ΔPWSS.S) 
was adjusted by the proposed controller to provide a similar frequency response 
under different wind speeds. As shown in Fig. 4.14, the system f
nadir
 was the same 
under different wind speeds. 
 
Fig. 4.14. Performance of Wind-storage System at Different Wind Speeds 
The proposed FFC eliminated the inflexible de-loading of wind generators and 
reduced the required storage capacity for the same level of frequency support. Here, 
the value of de-loading as well as BESS required by an FFC based wind-storage 
system to support the same level of frequency supportwas compared for five 
different approaches, as shown in Table 4.4. All simulation conditions were same for 
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all the approaches, that is, a step load increase of 0.4% p.u. at t = 30 s and wind 
speed = 8 m/s. The system f
nadir
 as shown in Fig. 4.15 was kept more or less the same 
for all approaches, except for Method#1. Different de-loading levels and BESS 
power were required for different approaches as in Table 4.5. The proposed 
controller ensured maximum power point operation of wind generators and no de-
loading was required. Also, the required size of BESS to provide the same level of 
frequency support was minimal with the proposed controller. 
 
Fig. 4.15. System Under-frequency Performance Under Different Approaches 
 
Table 4.4 DIFFERENT APPROACHES APPLIED IN WIND-STORAGE 
SYSTEMS 
Approaches Details 
De-loading 
(×10-3p.u.) 
ΔPWSS.S 
(×10-3p.u.) 
Method#1 
De-loading from wind generators, 
maximum 10% of PW.max 
4.08 0 
Method#2 
De-loading from wind generators, 
maximum 10% of PW.max 
With the supporting of BESS 
3.50 3.5 
Method#3 
BESS supporting without de-loading 
from wind generators 
0 7 
Method#4 
Linear controller for wind-storage 
systems 
0 2 
Method#5 
FFC controller for wind-storage 
systems 
0 1.5 
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Table 4.5 DIFFERENT APPROACHES AFFECTING DE-LOADING LEVEL AND 
ΔPwss.s 
Approaches De-loading(×10-3p.u.) ΔPwss.s(×10-3p.u.) 
Method#1 4.08 / 9.19% 0 
Method#2 3.50 / 6.634%  3.5 
Method#3 0 7 
Method#4 0 2 
Method#5 0 1.5 
Fig. 4.16 shows the change in SoC level due to the proposed controller. The 
black line and the red dash line show the SoC by Method#3 and Method#5, and the 
depths of the battery charging and discharging are marked as D1 and D2. As D1 was 
much smaller than D2, the battery could be maintained in a healthy state for a longer 
time as the SoC band could be maintained for the same size BESS. 
 
Fig. 4.16. Change of SoC of Battery Banks in Two Control Strategies (Method#3 and 
proposed FFC controller) 
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4.4 SUMMARY 
Increasing penetration of non-inertial wind generators has inevitably replaced 
conventional generators in recent times. Higher system frequency fluctuations are 
anticipated, due to the reduced system inertia that makes it harder to maintain 
reliability standards. This topic investigated the frequency control aspect of low 
inertia hybrid power systems and proposed a new FFC for wind farms augmented 
with ESS. The proposed controller enabled the wind-storage system to respond to the 
fluctuations of system frequency and wind speed and improved the RoCoF of the 
system. Moreover, FFC ensured optimal utilisation of energy from wind farms and 
storage units by eliminating the inflexible de-loaded operation of wind energy and 
minimising the required storage capacity for the given level of frequency support. 
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Chapter 5: Application of REG and ESS for 
System Frequency Regulation 
Increasing penetration of intermittent small-scale generators such as solar/wind 
in the power system poses frequency regulation problems, as it reduces system 
inertia. This section proposes a new framework for renewable energy aggregators 
(REA) to utilise various small-scale RE generators and ESS to provide frequency 
regulation services. In other words, the idea of REA enables distributed small-scale 
RE generators and BESS to respond to frequency fluctuations as a whole by 
accumulating the individual frequency response from every REAarea participant. In 
addition, heuristic-based fuzzy-logic based frequency control strategy (FFCS) is 
offered to select and schedule different small-scale RE generators and ESS to 
respond to the frequency fluctuations dynamically. Therefore, REA take full 
advantage of captured RE for the energy market, the ancillary services market and 
ESS by allocating wisely. Simulation results were promising in terms of improved 
frequency performance under varying insolation levels of PVs, wind speeds and SoC 
of battery banks. 
LIST OF SYMBOLS 
PV: PV generator 
WG: wind generator 
S: energy storage system 
SREG: small-scale renewable energy generator 
Agg: aggregator 
avg: average 
ref: reference 
𝛥𝑓(𝑇, 𝑡𝑛): frequency deviations at time 𝑡𝑛 in T
th
 time interval 
𝐼𝑛𝑖(𝑇, 𝑡𝑛): solar insolation of i
th
 PV at time 𝑡𝑛 in T
th
 time interval 
𝑊𝑠𝑗(𝑇, 𝑡𝑛): wind speed of j
th
WG at time 𝑡𝑛 in T
th
 time interval 
𝑆𝑜𝐶𝑘(𝑇): SoC of k
th
 S at the end of T
th
 time interval 
𝐼𝑛𝑖
𝑎𝑣𝑔
: recorded insolation level of i
th
 PV 
𝑊𝑠𝑖
𝑎𝑣𝑔
: recorded wind speed of j
th
 WG 
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𝑆𝑜𝐶𝑘(𝑇 − 1): SoC of k
th
 S at the end of T-1
th
 time interval 
𝑃𝑃𝑉.𝑖(𝑇): bidding power of i
th
 PV in T
th
 time interval 
𝑃𝑊𝐺.𝑗(𝑇): bidding power of j
th
 WG in T
th
 time interval 
𝑃𝑃𝑉.𝑖
𝑚𝑎𝑥(𝑇, 𝑡𝑛): maximum available power of i
th
 PV at time 𝑡𝑛 in T
th
 time interval 
𝑃𝑊𝐺.𝑗
𝑚𝑎𝑥(𝑇, 𝑡𝑛): maximum available power of j
th
 WG at time 𝑡𝑛 in T
th
 time interval 
𝑃𝑆.𝑘(𝑇): available power of k
h
 S in T
th
 time interval 
𝑃𝑆.𝑘
𝑟𝑎𝑡𝑒: rated output power of k
th
 S 
𝐶𝑆.𝑘
𝑟𝑎𝑡𝑒: rated capacity of k
th
 S 
𝑆𝑜𝐶𝑆.𝑘
𝑙𝑖𝑚: SoC limitation of k
th
S 
𝑃𝑆𝑅𝐸𝐺(𝑇): bidding power from SREG in T
th
 time interval 
𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛): maximum available power of SREG at time 𝑡𝑛 in T
th
 time interval 
 𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛): reference power of Agg at time 𝑡𝑛 in T
th
 time interval 
𝑃𝑆(𝑇): power available from S in T
th
 time interval 
𝛥𝑃𝐴𝑔𝑔(𝑇, 𝑡𝑛): actual power from Agg at time 𝑡𝑛 in T
th
 time interval 
𝛼(𝑇, 𝑡𝑛): coefficients for SREG 
𝛽(𝑇, 𝑡𝑛): coefficients for S 
5.1 INTRODUCTION 
With the inevitable replacement of thermal generators, RE generators as well 
as ESS must undertake the responsibility of frequency response in future power 
systems. RE generators include large-scale RE generators (e.g. wind farms) and 
small-scale RE generators (e.g. rooftop PV or community-based wind generators). 
ESS can also be independent or inherent to nuclear power plants and RE generators. 
In Chapter 4, a control strategy has been designed for a large-scale wind-
storage system for primary frequency control. A proposed FFC block was applied by 
considering Δf and RoCoF. In Chapter 5, the feasibility of small-scale RE generators 
for system frequency control will be considered. These small-scale RE generators 
and ESS are in geographically close locations such as in the same community. 
Traditionally, small-scale RE generators have been without effective control, because 
individual control is uneconomic. Moreover, because of the capacity and cost 
limitations of ESS, a few ESS will be equipped with small-scale RE generators. This 
limits the responsibility of small-scale RE generators in system frequency control. 
Nowadays, with the improvement of controllers, and communication systems, and 
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the evolution of the electricity market, small-scale RE generators can be centrally 
controlled to overcome their own weakness. 
5.1.1 Literature review 
The system frequency response is used to maintain the frequency of the 
synchronous power system close to nominated values. Traditionally, conventional 
generators have been able to regulate the system frequency through governors and 
AGC [122]. However, modern power systems have an increasing number of non-
conventional RE generators such as solar and wind challenging the current 
operational practices in frequency regulation. Fast changing global economic 
conditions and favorable government policies are expected to support the system-
wide integration of ESS and the scope of new market participants such as 
aggregators [123], [37]. Thus, the role of the TSO in maintaining the frequency 
standards in the flexible and complex modern power system is expected to be more 
challenging in the coming years. 
Fundamentally, any fluctuations in the system frequency are caused by real 
power differences between generation and load. This topic proposes a framework 
and an associated controller to achieve the frequency regulation by small-scale 
distributed RE generators and ESS, which are not required to provide regulation 
services under the current interconnection agreements. However, the increasing level 
of small-scale RE generators including rooftop PVs and community-based wind 
turbines cannot be ignored at this stage. Therefore the RE generators, including 
small-scale RE generators, should be encouraged to provide the system frequency 
response. The concept of REA is proposed in this topic, which utilises several 
distributed small-scale RE generators and provides frequency regulation services to 
the TSO. 
Similar to demand aggregators [124], [125], [126], these aggregators are new 
entities in the electricity market and act as mediators or brokers between end-users 
and the TSO. Maintaining constant power outputs from RE generators using 
advanced control schemes has been proposed in the past [103] – [107]. Smoothening 
of the electricity supply from PV systems by tuning MPPT control has been proposed 
in [127]. Furthermore, de-loaded wind turbines can be used in primary frequency 
control as proposed in [75]. Also, ESS can be used to augment PV plants [128] and 
wind generators [129] and to support the dynamic frequency response [130]. 
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Authors in [131] have proposed a fuzzy-logic based controller for wind and 
battery systems to improve the system under-frequency response (RoCoF and f
nadir
). 
Large-scale RE generators can use de-loaded operation through MPPT and efficient 
utilisation of ESS to support frequency regulation [132]. Small-scale RE generators, 
however, lack the proper framework to provide grid frequency response. This topic 
proposes an operational framework for the REA to utilize small-scale RE generators 
and ESS and provide frequency response services to the TSO using a heuristic based 
frequency controller. 
5.1.2 Current industry practices and future trends 
The unprecedented growth of distributed small-scale RE generators in the 
power grid network is attributed to various factors including government incentives 
to promote green energy and the choice of customers wanting to control their 
electricity bills. Although individual customers may end up reducing their electricity 
bills, overall there may be a significant spillover of RE, which could have been 
utilised/stored/made available to the grid. Moreover, individual small-scale RE 
generators with lower power ratings may be unable to provide enough system 
frequency regulation. The availability of individual generation due to factors such as 
weather changes (wind speed and cloud cover) poses severe restrictions on its ability 
to contribute to the grid ancillary services. 
In Australia, ancillary services can be grouped into three categories: FCAS, 
NCAS, and SRAS. The payments of FCAS occupy more than 70% of the whole 
ancillary services market. Moreover, FCAS consists of regulation frequency control 
and contingency frequency control. Recently, demand response aggregators, which 
are new entities in the electricity market, have been acting as mediators/brokers 
between end-users and Australian grid operators [133]. It is considered as a 
significant step of the ancillary services market that these third parties are able to 
register and sell FCAS using aggregated loads. It means that, as long as the existing 
technologies can satisfy the technical requirements of the electricity market, any 
market participants including aggregators should be able to provide FCAS. In 
summary, driven by the demand for power system stability and financial interests, 
the applications of aggregators will be wider and more diverse in the future [134], 
[135], [136]. 
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This topic proposes the concept of REA that act as a third-party and bridge the 
gap between individual small-scale RE generators and the TSO as shown in Fig. 5.1. 
Communities or business centers with many small-scale RE generators (e.g. rooftop 
PVs, community-based wind turbines) and ESS (e.g. BESS) may join REA. 
Moreover, BESS can be owned by small-scale RE generators who would like to join 
the centralised control and share their battery banks. The role of BESS in REA is to 
provide frequency regulation, which is different from the role of small-scale RE 
generators. The relationship between REA and the TSO can be viewed as similar to 
that of conventional synchronous generators and the TSO; that is, they bid in real-
time and/or day-ahead energy markets and provide frequency response. 
 
Fig. 5.1. Structure of REA 
For TSO, REA are the new participants in the power system that produce, 
consume and store electricity. Moreover, under the framework of REA, a regional 
electricity market is specially designed for small-scale RE generators and ESS. REA 
are not only distributed system operators but also centralised controllers in the REA 
area. Because of the distinctiveness of small-scale RE generators, REA must give 
full consideration to every individual customer. REA build a set of effective control 
schemes including collecting required information, calculating and distributing 
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frequency response and guaranteeing communications. In addition, REA can make a 
profit by buying energy from small-scale RE generators, for example, at a 
predetermined price, and offering a bid in the spot market. Hence, the drawbacks of 
RE sources, such as their intermittency and uncertainty as well as their inability to 
respond to frequency instability, are improved with the application of REA. 
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5.2 RENEWABLE ENERGY AGGREGATOR 
The details of the control process of REA in the electricity market are 
introduced in this section by using an example consisting of several small-scale RE 
generators and ESS. BESS can be owned by either REA or small-scale RE 
generators who would like to join the centralised control and share their battery 
banks. Small-scale RE generators participate in both the spot energy market and the 
ancillary services market through REA; in contrast, BESS are used only for 
frequency regulation. Moreover, the controller faces challenges from both internal 
and external operations. The internal challenge is from the intermittent outputs of 
every RE generator, and the controller makes the final output of REA constant by 
coordinating different kinds of RE generators and ESS. The external challenge, 
meanwhile, is from the power system, and the controller makes REA provide the 
frequency regulation. 
The operating framework of REA for frequency regulation services in the 
ancillary services market is as follows. The TSO monitors and controls each REA 
which in turn controls small-scale RE generators/BESS and provides frequency 
response to the TSO. A detailed description of REA is shown as Fig. 5.2. The given 
REA may consist of I number of rooftop PVs (PV), J number of community-based 
wind turbines (WG), and K number of BESS (S). Moreover, 𝐼𝑛𝑖(𝑇, 𝑡𝑛), 𝑊𝑠𝑗(𝑇, 𝑡𝑛) 
represent the solar insolation, wind speed of i
th
PV, j
th
WG respectively at time 𝑡𝑛 in 
T
th
 time interval, and 𝑆𝑜𝐶𝑘(𝑇)represents SoC of k
th
S at the end of T
th
 time interval. 
Moreover, the operating framework consists of a ‘Forecasting’ block and several 
‘Frequency regulation’ blocks in a given time interval T. 
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Fig. 5.2. REA Control Process 
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5.2.1 Forecasting block 
Towards the end of the operation time interval, say T-1, the ‘Forecasting’ block 
determined the 𝑃𝑆𝑅𝐸𝐺(𝑇)for small-scale RE generatorsand 𝑃𝑆(𝑇) for ESS in the next 
time interval, say T, using the information such as recorded insolation level (𝐼𝑛𝑖
𝑎𝑣𝑔
), 
wind speed (𝑊𝑠𝑖
𝑎𝑣𝑔
), stage of charge (𝑆𝑜𝐶𝑘(𝑇 − 1)) and frequency fluctuations 
(∆𝑓𝑎𝑣𝑔). 
The bidding power of REA for the energy spot market was (𝑃𝑆𝑅𝐸𝐺(𝑇)), which 
is the sum of 𝑃𝑃𝑉.𝑖(𝑇), 𝑃𝑊𝐺.𝑗(𝑇). All the associated variables were determined using 
(5.1) ~ (5.6). FFCSPV and FFCSWG controllers were used to determine 𝑃𝑃𝑉.𝑖(𝑇) and 
𝑃𝑊𝐺.𝑗(𝑇), which was considered as the virtual individual bidding power of each PV 
and WG. The operational period of every BESS was kept below 0.5T for any given T, 
to respect rated output power ( 𝑃𝑆.𝑘
𝑟𝑎𝑡𝑒 ), capacity ( 𝐶𝑆.𝑘
𝑟𝑎𝑡𝑒 ), and SoC ( 𝑆𝑜𝐶𝑆.𝑘
𝑙𝑖𝑚 ) 
constraints. The available power from k
th
 BESS in the coming time interval T is 
shown as 𝑃𝑆.𝑘(𝑇) and was determined using (5.7) and the total available power from 
BESS was represented as 𝑃𝑆(𝑇), using (5.8). 
𝐼𝑛𝑖
𝑎𝑣𝑔 =
1
225
∑[𝐼𝑛𝑖(𝑇 − 2, 𝑡211) +∙∙∙ +𝐼𝑛𝑖(𝑇 − 1, 𝑡210)]                    (5.1) 
𝑊𝑠𝑗
𝑎𝑣𝑔 =
1
225
∑[𝑊𝑠𝑗(𝑇 − 2, 𝑡211) +∙∙∙ +𝑊𝑠𝑗(𝑇 − 1, 𝑡210)]               (5.2) 
∆𝑓𝑎𝑣𝑔 =
1
225
∑[∆𝑓(𝑇 − 2, 𝑡211) +∙∙∙ +∆𝑓(𝑇 − 1, 𝑡210)]                     (5.3) 
𝑃𝑃𝑉.𝑖(𝑇) = FFCSPV(𝐼𝑛𝑖
𝑎𝑣𝑔, ∆𝑓𝑎𝑣𝑔)                                                      (5.4) 
𝑃𝑊𝐺.𝑗(𝑇) = FFCSWG(𝑊𝑠𝑗
𝑎𝑣𝑔, ∆𝑓𝑎𝑣𝑔)                                                 (5.5) 
𝑃𝑆𝑅𝐸𝐺(𝑇) =  ∑ 𝑃𝑃𝑉.𝑖(𝑇) + ∑ 𝑃𝑊𝐺.𝑗(𝑇) 
𝐽
𝑗=1
𝐼
𝑖=1                                       (5.6) 
𝑃𝑆.𝑘(𝑇) = 𝑃𝑆.𝑘
𝑟𝑎𝑡𝑒                                                                                  (5.7.a) 
𝑃𝑆.𝑘(𝑇) = 𝐶𝑆.𝑘
𝑟𝑎𝑡𝑒 𝑆𝑜𝐶𝑆.𝑘(𝑇−1)− 𝑆𝑜𝐶𝑆.𝑘
𝑙𝑖𝑚
0.5T
                                                   (5.7.b) 
𝑃𝑆(𝑇) = ∑ 𝑃𝑆.𝑘(𝑇)
𝐾
𝑘=1                                                                            (5.8) 
5.2.2 Frequency regulation block 
For a given T, there were 75 ‘Frequency regulation’ blocks which occurred 
every 4 seconds, and responded to the grid frequency deviations, 𝛥𝑓(𝑇, 𝑡𝑛). In other 
words, the ‘Frequency regulation’ block provided 𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) and 𝑃𝑠(𝑇) to satisfy 
𝑃𝑆𝑅𝐸𝐺(𝑇) and  𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛), which was in proportion to 𝛥𝑓(𝑇, 𝑡𝑛) using (5.9). 
 80 Chapter 5:Application of REG and ESS for System Frequency Regulation 
At the same time, real-time weather conditions such as 𝐼𝑛𝑖(𝑇, 𝑡𝑛)  and 
𝑊𝑠𝑗(𝑇, 𝑡𝑛)  were collected from each small-scale RE generator, and the 
corresponding maximum available power from small-scale RE generators 
𝑃𝑃𝑉.𝑖
𝑚𝑎𝑥(𝑇, 𝑡𝑛), 𝑃𝑊𝐺.𝑗
𝑚𝑎𝑥(𝑇, 𝑡𝑛) were generated by MPPT controllers PVMPPT, WGMPPT as 
in (5.10), (5.11). Finally, the total captured power 𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) from small-scale RE 
generators in the REA was expressed in (5.12). The final output of the block is 
shown as (5.13). The actual contributions of small-scale RE generators and BESS for 
frequency regulation depended on their capacity in a given REA and were 
determined using coefficients such as 𝛼(𝑇, 𝑡𝑛) and 𝛽(𝑇, 𝑡𝑛). 
 𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛)  ∝∙ 𝛥𝑓(𝑇, 𝑡𝑛)                                                                             (5.9) 
𝑃𝑃𝑉.𝑖
𝑚𝑎𝑥(𝑇, 𝑡𝑛) =  𝑃𝑉𝑀𝑃𝑃𝑇 [𝐼𝑛𝑖(𝑇, 𝑡𝑛)]                                                              (5.10) 
𝑃𝑊𝐺.𝑗
𝑚𝑎𝑥(𝑇, 𝑡𝑛) =  𝑊𝐺𝑀𝑃𝑃𝑇[𝑊𝑠𝑗(𝑇, 𝑡𝑛)]                                                            (5.11) 
𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) = ∑ 𝑃𝑃𝑉.𝑖
𝑚𝑎𝑥(𝑇, 𝑡𝑛)
𝐼
𝑖=1 + ∑ 𝑃𝑊𝐺.𝑗
𝑚𝑎𝑥(𝑇, 𝑡𝑛)
𝐽
𝑗=1                                  (5.12) 
𝛥𝑃𝐴𝑔𝑔(𝑇, 𝑡𝑛) = 𝛼(𝑇, 𝑡𝑛) ∙ [𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) − 𝑃𝑆𝑅𝐸𝐺(𝑇)] + 𝛽(𝑇, 𝑡𝑛) ∙ 𝑃𝑆(𝑇)    (5.13) 
As the requested power and the available power from a given REA was 
different for every time interval, the comparison block enabled to determine the 
actual power supplied by the REA. The salient feature of the ‘Frequency response’ 
block in REA has been summarised as four scenarios, expressed mathematically 
using (5.14) ~ (5.21) and shown using Fig. 5.3. 
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Fig. 5.3. Control Strategies of REA with FFCS 
 Scenario#1 𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) can provide 𝑃𝑆𝑅𝐸𝐺(𝑇) and  𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛) as in (5.14). 
BESS are charged in this period using available renewable energy, and the 
coefficients 𝛼(𝑇, 𝑡𝑛) and 𝛽(𝑇, 𝑡𝑛) are decided by (5.15), (5.16). 
𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) > 𝑃𝑆𝑅𝐸𝐺(𝑇) + 𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛)                              (5.14) 
𝛼(𝑇, 𝑡𝑛) =  
Δ𝑃𝐴𝑔𝑔
𝑟𝑒𝑓
(𝑇,𝑡𝑛)
𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇,𝑡𝑛)−𝑃𝑆𝑅𝐸𝐺(𝑇)
                                               (5.15) 
𝛽(𝑇, 𝑡𝑛) =  0                                                                            (5.16) 
 Scenario#2  𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛)  is more than the 𝑃𝑆𝑅𝐸𝐺(𝑇) , but is unable to 
completely provide  𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛)  as in (5.17). BESS are partly or fully 
discharged in this period and the coefficients 𝛼(𝑇, 𝑡𝑛) and 𝛽(𝑇, 𝑡𝑛) are decided 
by (5.18), (5.19). 
𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) > 𝑃𝑆𝑅𝐸𝐺(𝑇)                                                      (5.17) 
𝛼(𝑇, 𝑡𝑛) = 1                                                                          (5.18) 
𝛽(𝑇, 𝑡𝑛) =
Δ𝑃𝐴𝑔𝑔
𝑟𝑒𝑓 (𝑇,𝑡𝑛)−[𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇,𝑡𝑛)−𝑃𝑆𝑅𝐸𝐺(𝑇)]
𝑃𝑆(𝑇)
                        (5.19) 
max ref
Yes
PSREG(T,tn)>PSREG(T)+ΔPAgg(T,tn)
max ref
PSREG(T,tn)+PS(T)>PSREG(T)+ΔPAgg(T,tn)
Yes
Scenario 1: SREG provide 
PSREG(T) andΔPAgg(T,t)ref
No
PSREG(T,tn)>PSREG(T)
max
Yes
No
ref
Scenario 2: SREG provide PSREG(T)
SREG & BESS provideΔPAgg(T,t)
ref
max
Scenario 3: SREG provide PSREG(T,tn)
 BESS provide part of PSREG(T) andΔPAgg(T,t)
No
max
Scenario 4: SREG provide PSREG(T,tn)
 BESS provide PS(T) 
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 Scenario#3 𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) is less than 𝑃𝑆𝑅𝐸𝐺(𝑇) as in (5.20), but BESS are able 
to provide the insufficient power of 𝑃𝑆𝑅𝐸𝐺(𝑇) and  𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛). BESS are 
partly or fully discharged in this period and the coefficients 𝛼(𝑇, 𝑡𝑛)  and 
𝛽(𝑇, 𝑡𝑛) are also decided by (5.18), (5.19).  
𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) < 𝑃𝑆𝑅𝐸𝐺(𝑇)                                                     (5.20) 
 Scenario#4 This is a rare situation. The sum of 𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) and 𝑃𝑆(𝑇) is less 
than the sum of 𝑃𝑆𝑅𝐸𝐺(𝑇) and 𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛). Now, here satisfy 𝑃𝑆𝑅𝐸𝐺(𝑇) and 
hence all the available power in REA is exported and the coefficients 𝛼(𝑇, 𝑡𝑛) 
and 𝛽(𝑇, 𝑡𝑛) are chosen as (5.21). 
 𝛼(𝑇, 𝑡𝑛) = 𝛽(𝑇, 𝑡𝑛) = 1                                                     (5.21) 
In summary, there are several advantages of applying REA in the electricity 
market. Two-way communication linking every small-scale RE generator/BESS and 
REA is required for the proposed method. The effect of weather fluctuations on the 
power output of REA is much smoother than on the individual small-scale RE 
generators. Furthermore, the geographical and fuel diversity would help REA to 
respond effectively to frequency regulation at any time of the day, because when 
sunshine is weak or absent, wind speed could be strong. In addition, other kinds of 
small-scale RE generators (e.g. bioenergy, geothermal, hydro) and ESS (e.g. 
flywheel, ultracapacitor, compressed air) which are not considered in the paper can 
be also included in REA. 
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5.3 DYNAMIC MODEL OF REA COMPONENTS 
The dynamic models of rooftop PVs, DFIG wind turbines and BESS with the 
values of all parameters have been included in the previous chapters. Thus, further 
details of various controllers such as FFCSPV and FFCSWS in the ‘Forecasting’ block, 
and PVMPPT and WGMPPT in the ‘Frequency regulation’ block are displayed in this 
section. 
5.3.1 Fuzzy-logic based control strategies 
The amount of power offered in the energy market is determined by the 
‘Forecasting’ block. The FFCSPV and FFCSWG are two of the important controllers 
used for this purpose. More system frequency fluctuations make REA spare more 
real power for frequency regulation, leaving less 𝑃𝑆𝑅𝐸𝐺(𝑇). Also, REA have more 
𝑃𝑆𝑅𝐸𝐺(𝑇) during favourable weather conditions such as sunny or windy days. The 
fuzzy-logic theory can be utilised to model systems requiring several logics based on 
the experiential understanding of the system behaviour. Therefore, this paper utilised 
fuzzy-logic theory which was applied to forecast 𝑃𝑃𝑉.𝑖(𝑇) and 𝑃𝑊𝐺.𝑗(𝑇), in order to 
consider frequency fluctuations and weather conditions. Proper values of 𝑃𝑆𝑅𝐸𝐺(𝑇) 
bidding in the energy market were generated. As the structures of FFCSPV and 
FFCSWG were similar with different parameter settings, only FFCSPV is discussed in 
detail. FFCS can be expressed as two fuzzy-logic reasonings [137] as in (5.22) ~ 
(5.25) and Fig. 5.4. In detail, the inputs of fuzzy-logic reasoning I were 𝐼𝑛𝑖
𝑎𝑣𝑔
 and 
𝛥𝑓𝑎𝑣𝑔 of the former time interval. Similarly, the inputs of fuzzy-logic reasoning II 
were 𝛥𝐼𝑛𝑖
𝑎𝑣𝑔
 and 𝛥𝑓𝑎𝑣𝑔 . The final result 𝑃𝑃𝑉.𝑖(𝑇) was the sum of fuzzy-logic 
reasoning I and II after de-fuzzification. In addition, Dload was the important 
parameter of REA for frequency regulation. A proper value of Dload was used to 
decide the amount of power from REA for frequency regulation and to avoid 
Scenario#4. A shorter length of the forecasting period (time interval T) would make 
for more accurate ‘Forecasting’ block results with the development of the electricity 
market. 
𝛾1 = 𝐹𝑢𝑧𝑧𝑦 𝑟𝑒𝑎𝑠𝑜𝑛𝑖𝑛𝑔 𝐼 (𝐼𝑛𝑖
𝑎𝑣𝑔, Δ𝑓𝑎𝑣𝑔)                            (5.22) 
𝛾2 = 𝐹𝑢𝑧𝑧𝑦 𝑟𝑒𝑎𝑠𝑜𝑛𝑖𝑛𝑔 𝐼𝐼 (𝛥𝐼𝑛𝑖
𝑎𝑣𝑔, Δ𝑓𝑎𝑣𝑔)                        (5.23) 
𝑃𝑃𝑉.𝑖(𝑇) =  𝑃𝑃𝑉.𝑖
𝑛𝑜𝑚𝑖𝑛𝑎𝑙 × (𝛾1 + 𝛾2)                                          (5.24) 
𝑃𝑃𝑉.𝑖
𝑛𝑜𝑚𝑖𝑛𝑎𝑙 =  𝐷𝑙𝑜𝑎𝑑  ×  𝑃𝑉𝑀𝑃𝑃𝑇(𝐼𝑛𝑖
𝑎𝑣𝑔)                                   (5.25) 
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Fig. 5.4. Block Diagram of FFCSPV of Rooftop PVs 
The fuzzy-logic reasoning is described as a set of ‘if-then’ rules, with 𝐷𝑙𝑜𝑎𝑑  = 
0.9. Fuzzy rules of fuzzy-logic reasoning I of FFCSPV were described as a set of ‘if-
then’ rule as follows, and parameters were in ‘trimf type’ membership function as 
Fig. 5.5 with the relationships in Table 5.1. 
Rule i: if 𝐼𝑛𝑖
𝑎𝑣𝑔
 is ux, and 𝛥𝑓𝑎𝑣𝑔 is vy 
Then 𝛾1 is wz 
x,y,z∈ [1,7] 
Range: 𝐼𝑛𝑖
𝑎𝑣𝑔
 = [200 1000] W/m
2
, 𝛥𝑓𝑎𝑣𝑔 = [-0.2, 0.2] Hz 
 
Fig. 5.5. Membership Functions of Fuzzy-reasoning I 
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Table 5.1 FUZZY RULES OF FUZZY-REASONING I 
Reasoning I (wz) 
∆𝒇̅̅̅̅  
v1NB v2NM v3NS v4ZO v5PS v6PM v7PB 
𝑰𝒏̅̅ ̅ 
u1NB NS NS NM NM NB NB NB 
u2NM ZO NS NS NM NM NB NB 
u3NS ZO ZO NS NS NM NM NB 
u4ZO PM PS ZO ZO ZO NS NM 
u5PS PB PM PM PS PS ZO ZO 
u6PM PB PB PM PM PB PB ZO 
u7PB PB PB PB PM PM PS PS 
NB = Negative Big, NM = Negative Medium, NS = Negative Small 
PB = Positive Big, PM = Positive Medium, PS = Positive Small,  
ZO = Zero 
Similarly, the fuzzy rules of fuzzy-logic reasoning II of FFCSPV were also 
described as a set of ‘if-then’ rule as follows, and parameters were in ‘trimf type’ 
membership function as Fig. 5.6 with the relationships in Table 5.2. 
Rule i: if 𝛥𝐼𝑛𝑖
𝑎𝑣𝑔
 is ux, and 𝛥𝑓𝑎𝑣𝑔 is vy 
Then 𝛾1 is wz 
x,y,z∈ [1,7] 
Range: 𝛥𝐼𝑛𝑖
𝑎𝑣𝑔
 = [-100, 100] W/m
2
, 𝛥𝑓𝑎𝑣𝑔 = [-0.2, 0.2] Hz 
 
Fig. 5.6. Membership Functions of Fuzzy-reasoning II 
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Table 5.2 FUZZY RULES OF FUZZY-REASONING II 
Reasoning II (wz) 
∆𝒇̅̅̅̅  
v1NB v2NM v3NS v4ZO v5PS v6PM v7PB 
𝜟𝑰𝒏̅̅ ̅̅ ̅ 
u1NB NS NS NM NM NB NB NB 
u2NM ZO NS NS NM NM NB NB 
u3NS ZO ZO NS NS NM NM NB 
u4ZO PM PS ZO ZO ZO NS NM 
u5PS PB PM PM PS PS ZO ZO 
u6PM PB PB PM PM PB PB ZO 
u7PB PB PB PB PM PM PS PS 
NB = Negative Big, NM = Negative Medium, NS = Negative Small 
PB = Positive Big, PM = Positive Medium, PS = Positive Small,  
ZO = Zero 
Additionally, FFCSWG was as same as the FFCSWG in Chapter 4 in the range as 
𝑊𝑠𝑖
𝑎𝑣𝑔
 = [6,10] m/s, 𝛥𝑊𝑠𝑖
𝑎𝑣𝑔
 = [-2, 2] m/s, 𝛥𝑓𝑎𝑣𝑔 = [-0.2, 0.2] Hz. Thus, the large-
scale wind generators and small-scale shared the same FFCS for primary frequency 
control and frequency regulation. Moreover, it can be speculated that FFCSPV could 
be used for both large-scale PV generators and rooftop PV generators in system 
frequency response.  
5.3.2 BESS and SoC controller 
BESS is composed of battery banks connected to the power system through a 
converter [138]. In an REA area, BESS energy is made up of unspent power from 
𝑃𝑃𝑉.𝑖
𝑚𝑎𝑥  and 𝑃𝑊𝐺.𝑗
𝑚𝑎𝑥  in the real-time market and frequency regulation response, as well as 
power from the grid in over-frequency situations. Maintaining SoC within [30%, 
70%] is essential and that 40% of capacity is able to provide rated power for 20 min. 
SoC of battery banks can stay at a stable level at every end of T, by adjusting the 
frequency dead-band and recharging rate. Moreover, battery banks take more time in 
charging than discharging for the same amount of energy. The BESS operation can 
be summarised as in Fig. 5.7. 
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Fig. 5.7. Dynamic Model of BESS in This Topic 
In the REA area, BESS were the only components, whose outputs were 
constant and reliable. Some special designs were included in the operational schemes 
of BESS. Primarily, the basic operational schemes of BESS in charging/discharging 
are shown using (5.29) or (5.30). Furthermore, only existing capacities in (T-1) were 
scheduled for the frequency regulation of the next time interval by considering the 
worst situation where none of the energy was supplied and BESS kept discharging 
for half of the time interval. Thus, REA made a judgement whether BESS would be 
able to operate on rate power in the next T. In addition, BESS will not provide more 
power than scheduled, although BESS may be charged in the period, in order to 
guarantee the recovery of SoC of battery banks. 
𝐶𝑆.𝑘(𝑇, 𝑡𝑛) =  𝐶𝑆.𝑘(𝑇, 𝑡𝑛−1) +  𝜂𝑐𝑃𝑆.𝑘
+ (𝑇) ×  t                                 (5.29) 
𝐶𝑆.𝑘(𝑇, 𝑡𝑛) =  𝐶𝑆.𝑘(𝑇, 𝑡𝑛−1) +  𝜂𝑑𝑃𝑆.𝑘
− (𝑇) ×  t                                 (5.30) 
Where 𝐶𝑆.𝑘(𝑇, 𝑡𝑛), 𝐶𝑆.𝑘(𝑇, 𝑡𝑛−1) are the electricity stored in BESS at time t and 
t-1, 𝑃𝑆.𝑘(𝑇) is the output power of BESS in the time interval T, which is positive in 
(5.29) and is negative in (5.30), 𝑡 is assumed for 4 seconds, 𝜂𝑐 = 0.65 and 𝜂𝑑 = 0.95 
are the charging efficiency and discharging efficiency of BESS respectively. 
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5.4 SIMULATION RESULTS 
The REA area in the topic included four rooftop PVs, three community-based 
wind generators and three BESS (as shown in Fig. 5.8). The performances of REA 
for the given frequency signals were simulated by using Matlab Simulink. 
 
Fig. 5.8. REA Area in Simulink 
5.4.1 Performance of FFCS 
In the beginning, the trends of 𝑃𝑃𝑉.𝑖(𝑇) by using FFCSPV are shown in Fig. 5.9. 
Three cases were considered: under-frequency (in red), over-frequency (in black) and 
standard frequency (in blue). In each case, insolation values increased from 400W/m
2
 
to 850 W/m
2
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Fig. 5.9. Output Trend of FFCSPV 
It is obvious that as insolation increased, 𝑃𝑃𝑉.𝑖(𝑇)  increased, and a larger 
𝑃𝑃𝑉.𝑖(𝑇) was obtained when the system frequency performance was robust in the 
same insolation value. In particular, under-frequency cases with low insolation 
values had the highest risk. So the differences of 𝑃𝑃𝑉.𝑖(𝑇) in the three cases were 
larger (first 5 s in Fig. 5.9). In a similar way, when the PV energy was sufficient (last 
5 s in Fig. 5.9), the over-frequency case had the largest 𝑃𝑃𝑉.𝑖(𝑇), and 𝑃𝑃𝑉.𝑖(𝑇) did not 
reduce even in the under-frequency case. Therefore, the trend of 𝑃𝑃𝑉.𝑖(𝑇) as the 
output of FFCSPV met the requirements of human experience, and hence, the 
application of the fuzzy-logic controller was necessary. 
5.4.2 Frequency regulation from REA with FFCS 
The capability of REA to respond to frequency regulation is investigated in this 
section. REA consisted of four same-sized rooftop PVs with different insolation 
levels as 900 W/m
2
, 850 W/m
2
, 700 W/m
2
 and 600 W/m
2
; three equal-sized 
distributed wind generators with rated wind speed as 9.5m/s, 8.3m/s and 7.5m/s. 
Three distributed BESS whose rate powers were in the proportion of 1.1:1.0:0.9 and 
the initial SoCs were 0.65, 0.6 and 0.31 respectively were also considered under the 
same REA. The wind speed of wind farms was kept constant in the simulation 
period, and a dip in insolation level, lasting 1-2 s, was modelled (to represent 
transient cloud). The frequency fluctuations were from the data record of the 
Australian grid operator between 14:02:30 and 14:07:31 (UTC+10:00) on 4 
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February2013 as shown in Fig. 5.10. The inputs of FFCSPV and FFCSWG were the 
average values of 𝐼𝑛𝑖
𝑎𝑣𝑔
, 𝑊𝑠𝑗
𝑎𝑣𝑔
 recorders in the same values of the simulation 
period and 𝛥𝑓𝑎𝑣𝑔 = -0.0161Hz. 
 
Fig. 5.10. 360 Seconds Frequency Fluctuations 
The simulation results of the frequency regulation response are shown in Fig. 
5.11. The red curves represent the  𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛)  which is in proportion to the 
frequency regulation, and the black curves show the frequency response as 
𝛥𝑃𝐴𝑔𝑔(𝑇, 𝑡𝑛). Specifically, 𝛥𝑃𝐴𝑔𝑔(𝑇, 𝑡𝑛) consists of part of 𝛥𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛) and 𝑃𝑆(𝑇) 
in the first sub-graph, and consists of 𝛥𝑃𝑆𝑅𝐸𝐺
𝑚𝑎𝑥 (𝑇, 𝑡𝑛)  in the second sub-graph. 
Moreover, four scenarios discussed in 5.2.2 are reflected as well. 
For instance,  𝛥𝑃𝐴𝑔𝑔
𝑟𝑒𝑓(𝑇, 𝑡𝑛)was small in the circled Scenario#1, and power 
from small-scale RE generators was enough to supply frequency regulation. In a 
similar way, the power from BESS compensated the insufficiency from small-scale 
RE generators, shown as circled Scenario#2 and Scenario#3. Finally, no more 
available power resulted in Scenario#4. In addition, Scenario#4 was caused by the 
lack of energy of BESS No.3 with 0.31 SoC. 
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Fig. 5.11. Frequency Regulation Response of REA 
REA as a whole were able to provide the frequency regulation. However, REA 
do not have power. They just share the burden of frequency regulation among every 
participant in the REA area. As is shown in Fig. 5.12, small-scale RE generators 
provided more frequency regulation with strong insolation and high wind speed. 
BESS also provided more power based on their rated powers and available 
capacities. It is important to note that the shortage of power from one PV/wind 
generatorwas complemented by other small-scale RE generators/BESS in the given 
REA, helping the aggregator to respond to frequency regulation in an appropriate 
manner. 
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Fig. 5.12. Contributions of Each Participant in REA for Frequency Regulation 
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5.5 SUMMARY 
Nowadays, the overall system frequency regulation capability is affected by the 
replacement of conventional thermal generators. Thus, RE generators must undertake 
the responsibility to provide frequency response in modern power systems. With the 
development of advanced control schemes and deployment of smart metering 
systems, RE generators would be able to provide frequency response. 
The idea of REA for small-scale RE generators with proper operation schemes 
has been offered in this chapter, so that REA can enable small-scale RE generators 
and BESS to respond to frequency fluctuations as a whole by accumulating the 
individual frequency response from every REA participant. Moreover, a framework 
of REA to utilise several rooftop PVs and community-based wind turbines in a given 
area responding to the system frequency regulation has been included. As the results 
have shown in section 5.4, a certain amount of intermittent small-scale RE generator 
outputs can match the unstable frequency fluctuation well, with the utilisation of 
BESS. It is obvious that REA take full advantage of the captured RE energy for the 
electricity market and for system frequency regulation. In future research, dynamic 
programming will be applied to optimise the operation of BESS in difference cases. 
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Chapter 6: Application of BESS for 
Improving the Performance of 
the Power System 
With the increasing demand for electricity energy and the penetration of 
intermittent RE sources such as solar and wind, the usefulness of ESS in the modern 
power system cannot be overlooked. In this topic, a series of operating schedules of 
BESS to provide frequency support and peak shaving are presented, as well as size 
optimisation based on the electricity market. 
For every power system, the power production and consumption must be 
nearly the same instantly and continuously. Frequency support from BESS can be 
adopted to maintain the balance error between production and consumption. 
However, BESS are more flexible than conventional power system participators. 
BESS can act as either generators or loads, by providing and consuming real power 
and reactive power. In this chapter, the application of BESS in frequency support 
such as load-frequency control in multi-area systems and load shedding, and its 
application in energy management such as peak shaving are discussed. Meanwhile, 
because of the real-time electricity market in Australia, BESS are able to make a 
profit by bidding on and selling power through the energy market and ancillary 
services market, and size optimisation of BESS is also concerned. 
6.1 INTRODUCTION 
An unprecedented growth of RE sources happened recently, with the concerns 
of environmental protection such as CO2 emissions, and associated government 
policies such as the carbon tax [139]. However, as for the penetration of RE sources, 
more ancillary services, especially frequency support, are needed to keep the system 
frequency stable. BESS have flexible capacities and locations, which can be 
considered as the best assistance to frequency support in hybrid power systems. 
Compared with conventional load-frequency control methods, using BESS is more 
expensive. In particular, economic issue is one of the most important considerations 
in the application of BESS in the future. Thus, proper control schemes and size 
optimisation processes are the foundation of the study. 
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6.1.1 Current industry practices and future trends 
There are two types of frequency support in the Australian ancillary services 
market: regulation frequency control services and contingency frequency control 
services. Depending on the level of required response time, the frequency control 
services can be classified as shown in Table 2.1. 
The Australian criteria for system frequency stability are demonstrated in Table 
6.1 [37]. Meanwhile, the frequency data and ACE data of the Australian power 
system is monitored and published by AEMO. Those data are sampled every 4 
seconds, and about 10 GB of data is produced and posted online every month. In the 
following analysis, the frequency data and ACE data from February 2013 have been 
chosen as an example. As the results of frequency stability are based on Australian 
criteria, nearly all the frequency values are located in a permissible range of 49.5 Hz 
~ 50.5 Hz in February 2015 as shown in Table 6.2. 
Table 6.1 FREQUENCY OPERATING STANDARD APPLIED ON MAINLAND  
Condition Containment 
No contingency event or load event 49.5Hz ~ 50.5Hz 
Generation/load/network event 49Hz ~ 51Hz 
Separation event  49Hz ~ 51Hz or a wider band 
Multiple contingency event 47Hz ~ 52Hz 
Table 6.2 FREQUENCY STATISTICS FEBRUARY 2013 
Conditions No. of Points Percent (%) 
49.95Hz ~ 50.05Hz 42,407 7.0117 
49.85Hz  ~ 50.15Hz 60,4687 99.9813 
49.75Hz ~ 50.25Hz 604,753 99.9922 
49.5Hz ~ 50.5Hz 604,753 99.9922 
49Hz ~ 51Hz 604,800 100 
On the other hand, different criteria for system frequency stability are used in 
various countries. For example, CPS1 and CPS2 [140] expressed as (2.14) ~ (2.16) 
are the criteria of system frequency performance used in North America. 
∆𝑓1𝑚𝑖𝑛 =  
1
𝑀
∑ (𝑓𝑖 − 𝑓𝑠)
𝑀
𝑖=1                                                           (2.14) 
𝐶𝑃𝑆1 = (2 − 𝐶𝐹) × 100%                                                        (2.15) 
𝐶𝑃𝑆2 = 100 (1 −
𝑁𝑢𝑚(|(𝐴𝐶𝐸)10𝑚𝑖𝑛|≥𝐿10)
𝑁𝑢𝑚(𝑎𝑙𝑙|(𝐴𝐶𝐸)10𝑚𝑖𝑛|)
) %                               (2.16) 
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Where 𝑓𝑖 is the actual system frequency, 𝑓𝑠 is the standard system frequency, M 
is the total number of frequency measurements, CF is the compliance factor, 𝐿10 is 
the ACE indication and Num is the function to find the number of eligible.  
CPS1 and CPS2 were 200% and 90.18% respectively, using Australian 
frequency and ACE data. Thus, no matter what criteria are used, Australian 
frequency performance is stable nowadays. At present, more than 90% of Australia’s 
electricity production still relies on the burning of fossil fuels, coal, gas and oil. The 
stability of frequency performance can be due to the lower penetration of RE in the 
Australian network (<10%). It can be predicted that once the RE penetration level 
increases, the system frequency performance will get worse. Meanwhile, BESS can 
be brought in to undertake some real power compensation. In summary, the use of 
BESS in system frequency support and peak shaving are discussed. 
 System frequency support 
As RE penetration increases, the problem of managing load generation balance 
in the electricity network is becoming increasingly significant. ESS are considered as 
one of the most efficient ways to tackle the variability of RE generators and can be 
used in a wide range of applications including energy management and power quality 
issues. BESS will increasingly be used for frequency regulation shortly, due to its 
ever-reducing cost. Using BESS for frequency regulation is regarded as one form of 
power management. Also BESS, as the new electricity market participants, can get a 
financial benefit by offering ancillary services. 
According to the frequency report from AEMO, the frequency is very stable in 
Australia’s mainland. Only one large disturbance happened in the past 12 months 
[133] of 2012, while several large disturbances happened in Tasmania nearly every 
month. Meanwhile, with the penetration of RE sources, the problem of frequency 
stability is gradually emerging. ESS are put forward as the new method to improve 
the performance of system frequency. BESS are currently used as one of the most 
promising ESS in many countries, especially in Western Europe and North America. 
BESS can be widely used in many fields of the power system. In particular, BESS 
can be used for system frequency control. For small frequency deviations, BESS are 
charged when the frequency is more than 50 Hz and discharged when the frequency 
is less than 50 Hz. In such applications, energy is saved in batteries, and the response 
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time is shorter than that of conventional generators in under-frequency situations. For 
large disturbance, BESS improve the performance of the system frequency control 
by combining BESS with under-frequency load shedding, or under-frequency 
generation trip, and over-frequency generation trip. 
Previous research has shown that BESS can be used to improve power system 
frequency performance as [141], [142]. It has been proven that BESS can provide not 
only fast active power compensation during under-frequency events but can also save 
real power in over-frequency events as [143]. Furthermore, BESS can play flexible 
roles in the multi-area power system, such as in response to ACE [144]. 
Consequently, compared with conventional generators, the capacities and locations 
of BESS are flexible and the response time is much faster. 
Finally, a method to identify the optimal BESS size for frequency regulation in 
the ancillary services market for a given investment is proposed in Topic 3. To sum 
up, BESS will be a fast and flexible part of the power system, focusing on system 
frequency support such as load-frequency control and under-frequency load 
shedding. 
 Energy management 
As mentioned before, AEMO is responsible for the planning and operation of 
the national electricity grid. As the day-ahead spot market prices are available in 
advance, it provides another opportunity for BESS companies to enter the electricity 
market and make a profit. The Queensland state electricity market is part of the 
Australian NEM and is used as a proper annotation for the application of BESS for 
peak shaving.  
With the trend toward deregulation of the electricity market in the modern 
power system, electricity prices are set based on the bids received by suppliers 
(generators) and wholesale retailers or consumers (load). The wholesale electricity 
prices vary every half hour and are based on the new market clearing price set by 
AEMO [145]. Specifically, under the national electricity rules, wholesale trading in 
electricity is conducted as a spot market [4]. Therefore, AEMO uses a variety of 
forecasting processes to decide the demand level. Demands are submitted every 5 
minutes, and then AEMO decides every dispatch price according to the suppliers’ 
bids. In brief, the dispatch price presents the cost to supply the last megawatt of 
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electricity of the demand, and the average of every six dispatch prices is defined as 
one spot market price for that half hour. In NEM, the half-hour is considered as one 
trading interval, which is different from most European and American countries. 
Moreover, the maximum and minimum of the market spot prices are set as $12,500 
and -$1,000 respectively to limit the variation. Spikes in spot market prices happen 
because of unexpected generation or transmission outages. Load shifting is one way 
to delay a few non-essential loads until the off-peak time and to reduce the spikes in 
spot market prices. The application of BESS for peak shaving can achieve the load 
shifting function without shifting the loads. 
In conclusion, dynamic simulations are used to verify the performance of 
BESS during under-frequency events in the multi-area power system in this topic. 
Meanwhile, this topic also proposes a method to identify the optimal BESS sizing for 
frequency support in the ancillary services market, for peak shaving in the energy 
market.  
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6.2 APPLICATION OF BESS FOR FREQUENCY SUPPORT WITH SIZE 
OPTIMISATION 
There are two aims in this part. On one hand, the application of BESS for 
system frequency support will be achieved by using Matlab Simulink. BESS will be 
used for load-frequency control, for stabilising ACE in the multi-area power system 
and for under-frequency load shedding (UFLS). On the other hand, the minimum 
possible BESS capacity for frequency support will be determined. The aim of the 
BESS size optimisation is not only to find the best capacity value of battery banks, 
but also to provide a general process to find the best value, based on the different 
initial settings and the requirements of the ancillary services market.  
6.2.1 BESS for two-area power system in load-frequency control 
In past research, BESS have been able to provide load-frequency control in 
power systems by providing or consuming real power. In other words, the 
performance of BESS can be the same as the conventional generators or loads by 
responding to system frequency deviations. The performance of BESS was tested in 
a two-area power system as Fig. 6.1 with a tie-line between Area 1 and Area 2. The 
dynamic model of the two-area system has been introduced in Chapter 3. BESS were 
equipped in Area 2, and a 0.4% p.u. step load disturbance happened in Area 1. It is 
obvious that BESS and the load disturbance were located in different areas. In this 
situation, BESS were able to support the frequency drop in Area 1, or decrease the 
power fluctuations of the tie-line. Thus, there are three scenarios: 
 Scenario #1: No BESS response when the load deviation happens 
 Scenario #2: BESS provide real power when the load deviation happens 
 Scenario #3: BESS consume real power when the load deviation happens 
 101 
Chapter 6: Application of BESS for Improving the Performance of the Power System 101 
 
Fig. 6.1. Two-area Power System with BESS in Area 2 
Scenario #1 was a reference scenario. The performance of the two-area system 
is shown as the black curves in Fig. 6.2 and Fig. 6.3. Moreover, BESS joined in the 
control schemes in Scenario #2 and Scenario #3. Specifically, the system frequency 
responses and the power fluctuations on the tie-line of those two scenarios are also 
shown in Fig. 6.2 and Fig. 6.3 respectively. Because of the frequency dead-band and 
the limited real power provided from BESS, f
nadir
 in Scenario #2 and Scenario #3 
were not affected, compared with the reference scenario. However, the performances 
of the system frequency responses were different. The best frequency performance 
happened in Scenario#3, shown as the red curve, when BESS provided real power to 
Area 1, and ΔPtie was in the largest value. Meanwhile, the worst frequency 
performance occurred in Scenario#2, shown as the blue curve, when BESS 
consumed real power from Area 2, but ΔPtie was in the smallest value. Finally, ACE 
of area 2 in the three Scenarios is represented in Fig. 6.4, and ACE increased with the 
decrease of real power provided from BESS to Area 1. 
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Fig. 6.2. Frequency Response of Two-area Power System 
 
Fig. 6.3. Power Deviation from Area2 to Areal as Ptie 
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Fig. 6.4. ACE of Area 2 
When load disturbances happen, BESS may choose to consume more real 
power to minimise the power change on the tie-line. However, if BESS consume 
more power beyond the maximum power the system can suffer, and the frequency 
will be out of control as shown in Fig. 6.5. Further research will focus on the new 
logic of BESS control schemes to avoid the loss of system synchronism. 
 
Fig. 6.5. Frequency Oscillations Caused by Over-involvement of BESS 
6.2.2 BESS for Australia’s 5-area system in load-frequency control 
In this part, the function of BESS in load-frequency control will validate the 
model extension from a two-area system to a multi-area system. Australia’s power 
system can be summarised as a 14-bus, 5-area power system. The load-frequency 
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model of the equivalent of Australia’s 5-area power system is shown as Fig. 6.6 with 
the parameters shown in [146]. In order to show the different functions of BESS in 
the multi-area system, two BESS were installed in Area 4 and Area 3. Meanwhile, 
two 0.4% p.u. load disturbances happened continuously in Area 2 and Area 5. 
 
Fig. 6.6. Australia’s 5-area Multi-area Power System with BESS 
Based on the real situation, Area 2 was a relatively important area, and Area 1 
and Area 4 provided real power to Area 2 under normal circumstances. Area 3 was 
another comparatively important area, and real power flowed from Area 5 to Area 3 
most of the time. Thus, the initial settings of those two BESS were different. In Area 
4, BESS were used to support the frequency drop in Area 2 after the load disturbance 
happened in Area 2. In contrast, the BESS in Area 3 were used to decrease the power 
flow from Area 3 to Area 5. In other words, BESS in Area 3 were used to keep the 
ACE of the tie-line as small as possible. 
Specifically, the blue curve and the black curve in Fig. 6.7 represent the power 
change on the tie-line (ΔPtie) between Area 4 and Area 2 with BESS and without 
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BESS, respectively. It is obvious that more power flowed from Area 4 to Area 2 
because of BESS, in order to compensate for the shortage of real power in Area 2.  
 
Fig. 6.7. Power Deviation from Area 4 to Area 2 with/without BESS 
BESS in Area 3, however, performed differently. The power changes on the 
tie-line between Area 3 and Area 5 with and without BESS are shown in Fig. 6.8. 
The differences between the black curve and the blue curve show less power from 
Area 3 to Area 5 which is supposed to be the load disturbance in Area 5. 
 
Fig. 6.8. Power Deviation from Area 3 to Area 5 with/without BESS 
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flow by providing or consuming energy based on the actual needs. Thus, more power 
flowed from Area 4 to Area 2, and less power flowed from Area 3 to Area 5. 
6.2.3 BESS for load shedding 
If the generators cannot match the load demand in a short period when large 
disturbances happen, the system frequency will drop quickly [147]. What is more, 
the significant drop will cause further extreme situations, such as system collapse or 
system blackout [148]. Thus, UFLS is vital to protect frequency control from large 
disturbances. In detail, UFLS schemes are a sum of the incremental steps with a time 
delay as (6.1). Different performances of the UFLS result from the different setting 
of load shedding parameters, and the frequency performance is improved with the 
increasing number of load-shedding steps [149]. However, the improvement will be 
limited if the total amount of shedding load is fixed. In this section, a four-step 
scheme is explained as an example as Table 6.3. 
𝛥𝑃𝑈𝐹𝐿𝑆 =  ∑ 𝛥𝑃𝑗𝑢(𝑡 − 𝑡𝑗)
𝐿
𝑗=0                                                       (6.1) 
Table 6.3 THE LOAD SHEDDING SCHEME 
Frequency (Hz) Load trip (p.u.) Delay (s) 
49.5 0.0625 0.1 
49.2 0.0625 0.1 
48.9 0.0625 0.1 
48.6 0.0625 0.1 
The test system equipped with UFLS schemes and BESS, which is a hybrid 
power system with primary frequency control and secondary frequency control, has 
been introduced in Chapter 3. The frequency performance when the step decreases of 
0.3 p.u. load disturbance happen is shown in Fig. 6.9. Without the application of 
UFLS, the frequency dropped to the minimum value below 48 Hz in about 2.5 
seconds, and the frequency went back to 49 Hz at last as the red curve shows. 
Meanwhile, the performance of the system frequency was much better when UFLS is 
involved, as the blue curve. The frequency did not drop below 48 Hz, and started to 
go back at 0.8
th
 second which was 1 second faster. Moreover, as is shown in Fig. 
6.10, three steps were executed in UFLS. 
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Fig. 6.9. Improvement of Frequency through Load Shedding 
 
Fig. 6.10. Load Shedding Steps 
In the following part, BESS are applied with UFLS schemes. In previous 
research, RoCoF was used to detect the disturbances earlier in situations of 
continuous disturbances. In order to show the influence of BESS in UFLS, only one 
disturbance was considered. Thus, the hypothesis was that RoCoF is ignored at this 
stage. 
As shown in Fig. 6.11, four situations were compared when the step 0.4 p.u. 
load disturbance happened. In the beginning, it can be demonstrated that the 
performance of system frequency improved when BESS were applied, by comparing 
the black curve with the green curve. The red curve shows the best situation: that the 
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performance of system frequency was more robust when the system was equipped 
with BESS and UFLS after the large load disturbance. 
 
Fig. 6.11. Improvement of Frequency Control with BESS 
Furthermore, the performance of UFLS and the output of BESS in the best 
situation are shown in Fig. 6.12. In detail, as the first sub-graph of Fig. 6.12, until 
0.08 p.u. more power was provided from BESS as the frequency drop increased. 
According to the second sub-graph of Fig. 6.12, four steps of load shedding occurred 
and 0.25 p.u. of the load was cut off in total. In conclusion, BESS can improve the 
system frequency performances in UFLS. 
In summary, both UFLS and BESS had the ability to improve system 
frequency performance, and the best situation happened when UFLS and BESS 
worked together. Additionally, comparing the best situation in red curve in Fig. 6.12 
with the worst situation in black, f
nadir
 improved by 1.6Hz, and the response time was 
about 1.5 s faster. 
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Fig. 6.12. Performance of the System 
6.2.4 Size optimisation process 
The control strategies of BESS have been given more attention in the previous 
part, and the size optimisation process of BESS will be included in this part. 
Different market schemes will result in difference sized battery banks. Thus, the 
factors that influence the size of battery banks will be discussed. 
Australia’s system nominal frequency is 50 Hz, which means that there are 
fifty cycles per second at any point. In fact, it is acceptable that the frequency is 
around 50 Hz, and the allowable range of errors is defined as the frequency dead-
band. In other words, the system can be considered as balanced when the frequency 
deviations are within the frequency dead-band. 
When considering BESS in system frequency support, the operational schemes 
of BESS can be expressed as Fig. 6.13 and Fig. 6.14, where f-nominal is the nominal 
system frequency (50 Hz for Australia), f-upper is the maximum frequency above f-
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nominal. Primarily, the frequency dead-band is assumed within [-20, 20] mHz, and 
BESS are discharged when frequency values are below 49.98 Hz, and BESS are 
charged when the frequency values are above 50.02 Hz. 
 
Fig. 6.13. The Proposed Frequency Dead-band Decision 
 
Fig. 6.14. Relationships of Power-frequency Characteristics of BESS 
The operation schemes of BESS in frequency support are proposed. The BESS 
start to supply power when the system frequency drops below f-critical. The lower 
frequency, f-lower, is defined by ISO and is an indication that the system requires the 
ancillary services support when the frequency values are below it. The difference 
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between f-nominal and f-critical is known as the frequency dead-band. If the 
frequency values locate within the frequency dead-band, the system can be 
considered stable and BESS are not be charged or discharged. 
Under-frequency events, however, occur more often than over-frequency 
events and BESS should be recharged when the frequency values are within the 
frequency dead-band. The rate of recharging, Rt, is assumed to be much smaller than 
the charging/discharging rate, Pt. The process of recharging ensures that there is 
enough energy stored in BESS to supply real power during under-frequency events. 
In addition, the charging/discharging rate, Pt, is not a constant value and varies 
linearly with the system frequency deviations. Moreover, the recharging rate, Rt, 
varies from 1% to 5% of the rated power. It is assumed that the system frequency is 
not influenced by Rt. 
Based on the former discussion, the proper values of f-critical and Rt were 
important when determining the optimal sizes of BESS. First, the historical 
frequency data were used to analyse the system performance as per ISO standards. If 
the system performance was undesirable, the optimal values of BESS were 
calculated using a two-stage optimisation process whichis summarised in Fig. 6.15. 
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Fig. 6.15. Determination of Optimal Sizing of BESS 
  
Use (6.2) – (6.5) to determine BESS sizing
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An iterative method was used to obtain the proper value of f-critical, which 
influenced the optimal size of BESS. By keeping Pt and Rt constant, the value of f-
critical was changed from 0 to f-lower. The frequency dead-band was then 
determined by f-critical and f-nominal. For each value of the frequency dead-band, 
BESS sizing was determined using (6.2) ~ (6.5). Based on the financial risk analysis, 
that is, how much BESS sizing could be used for break-even (cost of BESS versus 
money recovered through the ancillary services market), the optimal value of f-
critical was chosen. That was the first stage of the optimisation. 
In the next stage of the optimisation, the recharging rate, Rt, was optimised to 
further reduce the capacity of BESS using another iterative process. The value of Rt 
changed from 0% to 10% (max) of Prated and the required capacity of BESS was 
plotted against the different values of Rt. Finally, the proper values of f-critical, Rt 
were decided and the optimal size of BESS were obtained. More details about the 
operation strategy and calculation of BESS sizing will be explained in the following 
two parts. 
Part I: Operation strategy for the BESS 
The full operation scheme of BESS in the ancillary services market depends on 
the real-time system frequency f, and is summarised as below: 
 BESS is charged at nominal rate, Pt, if f > f-nominal 
 BESS is discharged at nominal rate, Pt, if f < f-critical 
 BESS is recharged at the rate, Rt, which is 1~5% of Pt, if f-critical < f < f-
nominal 
Part II: BESS sizing 
The important parameters of the battery sizing model and their relationships 
are expressed in (6.2) and (6.3). BESS charging/discharging is represented by (6.2) 
and (6.3) respectively. In general, the discharging efficiency, 𝜂𝑑  (90%), was higher 
than the charging efficiency, 𝜂𝑐 (70%). In addition, there were also some constraints 
for the capacity 𝑊t  and the output power 𝑃𝑡 of batteries as shown in (6.4) and (6.5). 
State of charge (SoC) was another parameter which indicated the percentage of used 
capacity and the total capacity of the batteries, and implied that the batteries could 
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not be fully charged or discharged in practice. In order to extend the life span of 
batteries, the value of SoC was considered between 30% and 75%. 
𝑊𝑡+1 =  𝑊𝑡 +  𝜂𝑐𝑃𝑡
+ × (1 ℎ𝑜𝑢𝑟)                                        (6.2) 
𝑊𝑡+1 =  𝑊𝑡 +  𝜂𝑑𝑃𝑡
− × (1 ℎ𝑜𝑢𝑟)                                       (6.3) 
−𝑃𝑚𝑎𝑥 ≤ 𝑃𝑡 ≤ 𝑃𝑚𝑎𝑥                                                            (6.4) 
0 ≤ 𝑊𝑡 ≤ 𝑊𝑚𝑎𝑥                                                                  (6.5) 
Where 𝑊𝑡, 𝑊𝑡+1 is the electricity stored in BESS at hour t and t+1, 𝑃𝑡 is the 
output power of BESS at time t, which is positive in (6.2) and is negative in (6.3), 𝜂𝑐 
and  𝜂𝑑 are the charging/discharging efficiency of BESS. 
The frequency performance of the Australian power system was analysed as 
the example of this size optimisation process. Dynamic simulations have presented 
an improvement of frequency response using BESS before, and the process to find 
the proper values of f-critical, Rt and the corresponding optimal size of BESS, by 
giving hypothetical frequency data, is presented. 
Based on the process as Fig. 6.15, the optimal size of BESS can be discovered 
as long as the frequency data is given. Hence, the frequency values of 1 Febuary 
2013 (as shown in Fig. 6.16) were used [150], and +/-0.005 Hz was added to create a 
new set of system frequencies representing a hybrid power system case with high 
penetration of RE sources. Moreover, according to the standards stated by AEMO, f-
lower was set as 0.15 Hz. f-critical varied between 0 and 0.06 Hz. The required size 
of BESS for the different frequency dead-bands is plotted in Fig. 6.17 (Rt was 
assumed to be 2.5% of Prated at this stage). Based on the financial risk analysis, the 
proper value of f-critical was chosen. Here, f-critical was chosen to be 0.05 Hz. That 
was the first stage of the optimisation. 
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Fig. 6.16. Sampled Frequency Data Points Recorded on 1 February 2013 
 
Fig. 6.17. BESS Sizing for Different Frequency Dead-bands 
In the next stage of the optimisation process, the recharging rate Rt of BESS 
was changed from 0% to 6% of Prated. The required capacity of BESS with different 
Rt is plotted in Fig. 6.18(a) and Fig. 6.18(b). The black curve in Fig. 6.18(a) 
represents the required capacity of BESS without any recharging rate. In addition, 
the minimum capacities of batteries were defined as the differences between the peak 
points and the nadir points of the curves. The BESS capacity reached the minimum 
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value when the recharging rate was 3.65% of rated power with fixed 0.15 Hz f-lower 
and 0.05Hz f-critical, as shown in Fig. 6.18(b). That was the second stage of the 
optimisation process. Therefore, the proper value of f-critical was 0.05 Hz, the 
recharging rate Rt was 3.65%, and the corresponding size of BESS was 7MWh. 
 
Fig. 6.18(a). The Depth of Discharging of BESS with DifferentRecharging Rates 
 
Fig. 6.18(b). BESS Sizing for Different Recharging Rates  
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6.3 APPLICATION OF BESS IN PEAK SHAVING 
Recent advances in battery technologies allow BESS to become a feasible 
option for large-scale energy application. BESS owners who have large battery bank 
capacities may bid in the day-head market and join in the real-time electricity market 
to make a profit. 
Two aspects will be discussed in this part. First of all, two different daily 
demand cases of the year 2012 in the state of Queensland, Australia, were chosen to 
explain the optimal peak shaving strategies of BESS. Additionally, value analysis 
including payback periods was used to evaluate the different kinds of BESS 
depending on the spot market prices in 2012. 
Three assumptions were considered. First, spot market prices are available one 
day ahead, so 24 hours was set as an optimisation cycle. In other words, the 
electricity charged in one cycle is almost discharged in the same cycle. Second, the 
electricity stored in BESS was zero at the time 00:00 of every month. Finally, 
compared with the total demand, the capacity of BESS is small, and the spot market 
prices were assumed to be fixed by the operation of BESS in a certain level.  
In the first stage, the lead-acid battery was used as the example, and the 
discharging and charging efficiencies set constant as 0.95 and 0.65 respectively. 
First, Fig. 6.19 and Fig. 6.21 show the spot market prices of two separate days picked 
from the hottest and coldest months in Queensland. Fig. 6.20 and Fig. 6.22 are the 
results of the operation strategies of those two cases. According to the trends of the 
spot market prices, the results were reasonable, because BESS were charged when 
the spot market prices were low, while BESS were discharged when the prices are 
high. 
Specifically, it is obvious that in summer weekdays there was only one distinct 
peak value at around 16:30 and one small peak value at 20:00, and the electricity 
prices were cheap in the morning from 3:00 to 6:00. As shown in Fig. 6.20, BESS 
were charged in the early morning and discharged in the late afternoon, 
corresponding to the spot market prices. In addition, the energy stored in BESS was 
nearly zero at the end of the cycle. 
As shown in Fig. 6.22, there were two peak values in the winter weekday 
between 7:00 to 9:00 and 17:00 to 19:00. BESS were charged in the early morning 
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and discharged during the peak time. Finally, the maximum capacity of BESS can be 
concluded as 1.5 MWh, according to the red curves in Fig. 6.20 and Fig. 6.22. 
 
Fig. 6.19. Spot Market Price in a Summer Weekday 
 
Fig. 6.20. Charging/discharging and Power Stored Energy of BESS in a Summer 
Weekday (The blue line is the output power and the red line is stored energy) 
 
Fig. 6.21. Spot Market Price in a Winter Weekday 
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Fig. 6.22. Charging/discharging and Power Stored Energy of BESS in a Winter 
Weekday (The blue line is the output power and the red line is stored energy.) 
In the following part, a value analysis of three different kinds of battery banks 
will be conducted, based on the parameters in Table 6.4. First, value analysis is one 
of the aspects to consider when building BESS. Second, the actual values of every 
parameter of battery vary in different battery banks and different cases all over the 
world. Finally, it must be emphasised that the following value analysis may not be 
evidence of the best BESS, because each battery bank has its own advantages and 
revenue is not the only index. 
Table 6.4 ECONOMIC CHARACTERISTICS OF DIFFERENT BATTERIES 
 Lead-acid NiCd NaS VRF 
Degree of maturity *** ** ** * 
Capital cost ($/kwh) 580 1500 1580 1670 
Cycle life 1000 2000 2500 3000 
Round efficiency (%) 75 75 75 73 
 
 
 
Fig. 6.23. Cost Saved by BESS for Every Day of January 
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Table 6.5 REVENUE OF BESS USING DATA FROM 2012 
 LEAD-ACID ($) NICD ($) VRF ($) 
JAN. 15,740.0 15,126.0 15,466.0 
FEB. 8,703.2 8,190.0 8,474.4 
MARCH 8,191.9 7,737.1 7,989.5 
APRIL 2,177.4 1,655.6 1,938.2 
MAY 1,826.1 1,399.2 1,632.5 
JUNE 4,849.5 3,960.0 4,454.7 
JULY 7,206.9 5,757.7 6,534.7 
AUG. 9,043.9 8,235.6 8,651.5 
SEP. 4,848.6 4,238.2 4,552.9 
OCT. 3,009.8 2,428.6 2,728.1 
NOV. 3,659.6 3,295.5 3,468.8 
DEC. 1,333.4 1,271.2 1,303.0 
TOTAL 70,590.3 63,294.7 67,194.3 
Fig. 6.23 shows the cost saved by the lead-acid battery banks for every day in 
January 2012 through peak shaving. It is indicated that the amount of revenue was 
very high on several specific days. The reason is that there were some spikes in the 
spot market prices on those days. In other words, the more fluctuant the market 
prices are, the more cost can be saved by BESS. Moreover, the profits of every 
month by using three kinds of BESS are shown separately in Table 6.5 based on 
Table 6.4. 
Table 6.6 illustrates the annual revenues, the capital cost and the payback 
periods of different kinds of battery banks. The efficiencies of the different battery 
banks caused the distinctions in the value analysis. It is concluded that the revenue of 
lead-acid BESS is the highest, because the capital cost of the lead-acid battery banks 
is lowest. However, the lifespan of the lead-acid battery banks is short, and the 
lifespan of the lead-acid battery banks may be shorter than the payback period 
(revenue from peak shaving only is considered). Moreover, the lifespans of NiCd and 
VRF battery banks are twice as long as than the lead-acid batteries, but they also 
have longer payback periods. In addition, VRF batteries provide more revenue than 
NiCd batteries but with higher capital cost. The value analysis here is a typical 
example, because costs of the same kind of batteries may be different in practical 
application. 
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Table 6.6 THE ANNUAL REVENUE, CAPITAL COST AND PAYBACK PERIOD 
OF BESS 
 LEAD-ACID ($) NICD ($) VRF ($) 
RANNUAL ($) 70590.3 63294.7 67194.3 
CAPTICAL ($) 598000 717000 926000 
PP (YEAR) 12 17 24 
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6.4 SUMMARY 
Environmental concerns such as CO2 emissions and associated government 
policies such as carbon tax have resulted in the unprecedented growth of RE sources. 
The intermittent nature of RE sources such as wind and solar introduced operational 
challenges for power systems and hence requires an additional reserve to maintain 
adequate performance. It is forecast that fast-ramping frequency support will be 
necessary in future power systems with high penetration levels of RE sources. ESS 
will be expected to be a part of the ancillary service providers, and BESS can be one 
of the promising options. 
A recent development in battery technologies is driving the cost of BESS 
down. With the availability of day-ahead spot market prices in the energy market and 
the provision of the ancillary services market, BESS can be established to join the 
electricity market and make a profit. BESS have flexible capacities and can be used 
to enhance and assist RE energy penetration in the modern power system. However, 
BESS is very expensive compared with the conventional generators that are 
supporting RE energy penetration at present. Hence, it is necessary to take full 
advantage of BESS in the system. In other words, BESS must play multiple roles as 
mentioned in this topic. Therefore, it is the basic function of BESS to provide load-
frequency control in the multi-areasystem, and improve the performance of UFLS. 
Moreover, BESS can be used to decrease the power change on tie-line as well. It is 
supposed that BESS can make the system parameters follow the needs of TSO, 
because BESS are not synchronous.  
Two simple optimal operating strategies for BESS in both the energy market 
and ancillary services market are provided as well. Those two strategies can be 
achieved through the existing electricity market rules. The economic benefit is the 
major consideration for BESS entering the market. Historic spot market prices and 
frequency deviations from AEMO are used to minimise the capacity and maximise 
the profit of BESS. 
In conclusion, BESS are one of the promising ESS for power system frequency 
support. More BESS will join the electricity market, encouraged by the mechanism 
of market adjustment. However, the research on the application of BESS in practice 
is still insufficient at this stage. 
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Chapter 7: Conclusions and Scope for 
Future Research 
Unlike synchronous based conventional generators, the RE generators are not 
synchronously connected to the system and hence replacement of conventional 
generation with RE leads to the decrease of the overall system inertia. Moreover, 
dealing with the intermittency of RE generators requires more ancillary services. 
Therefore, increasing penetration of RE generators brings more challenges to the 
conventional power system. However, it is an inevitable trend that more RE will join 
in the future power systems given the increasing global concern to reduce carbon 
emissions. 
Integration of small amount of RE sources makes little or no significant 
difference in the power system frequency performance, whereas increasing 
penetration of RE generation sources with the replacement of large conventional 
generators, the impact on the future power system can’t be ignored. Newer level of 
integrated control scheme will be necessary to deal with the intermittency of small 
scale RE generators and provide frequency response services. 
This thesis aims to propose frequency controller for distributed RE sources and 
BESS to enhance power system frequency response. Asmentioned previously, the 
existing power system and electricity market will need to adjust to cater for the needs 
of RE generators, and this research work focuses on shaping the RE generators and 
act as a competitive power system participators. 
Therefore, this research deals with large-scale wind farms with BESS for 
primary frequency control in Chapter 3. Large-scale wind farms with BESS are 
typical RE generators which would be able to provide an amount of ancillary 
services using the proposed control scheme. A fuzzy-logic based frequency 
controller has been proposed and the simulation results show that fast response 
power is provided from wind farms, and BESS are able to compensate for the rest.  
Furthermore, Chapter 4 discusses the role of new market participant, namely, 
REA, who provides aggregated frequency response from small-scale RE generators 
and distributed ESS. It is certain that small-scale RE generators are not equipped 
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with BESS and the necessary controllers. REA deploys centralised controller 
scheme, similar to the controllers for large-scale RE generators, to provide effective 
frequency response. This model can be useful for the community-based small-scale 
RE generator groups. 
Finally, it is noted that ESS are the key components when doing research on 
RE generators. BESS are new power system participators with high capital cost. This 
research provides several possibilities of using BESS while optimising the required 
size and hence the capital investment.  
This research could be extended and the scope for the future work can be 
summarised as below:  
 The frequency-dead band, which has been considered as a fixed value, should 
be a variable and can take different values based on loadabilty scenarios e.g. 
peak, off-peak, and seasonal variations etc. Moreover, the proposed control 
schemes can be tested against this variability and can be modified for 
robustness.  
 REA use the forecast weather conditions in the next time interval are based on 
the average weather conditions in the past time interval. A better prediction 
scheme can be considered to reduce the risk of bidding and hence improve 
frequency performance while optimizing the capital investment on ESS. 
 This thesis uses simplistic Type-1 fuzzy-logic control and the membership 
functions follow the even distribution in the range. However, as different 
weather conditions and loadability scenarios may affect the outputs differently. 
Hence, new distribution of the membership functions should be investigated to 
improve the robustness of the proposed frequency controller. 
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Appendix A 
Parameters of dynamic model of power system 
% System 
M = 10; 
D = 1; 
 
% Steam Unit 
R = 0.04; 
K1 = 0.03; 
B1 = 0.8; 
 
Tg = 0.2; 
Tch = 0.3; 
Fhp = 0.3; 
Trh = 7; 
 
% Hydro Unit 
Rp = 0.04; 
K2 = 0.03; 
B2 = 0.8; 
 
Tr = 5; 
Rt = 0.38; 
Rp = 0.05; 
Tw = 1; 
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Wind turbine block Parameters of DFIG wind turbine generator 
Hwt = 5.19; 
Kpt = 3; 
Kit = 0.6; 
Vwt = 1; 
Tcon = 0.02; 
Tf = 5; 
Tp = 0.01; 
Kpp = 150; 
Kip = 25; 
 
Wind turbine function 
functionPelec = windturbine(u) 
 
roterS = u(1); 
windS = u(2); 
beta = u(3); 
% roterS = 1.323; 
% windS = 9; 
% beta = 1; 
 
lamda = roterS*(5/6)/(windS/12)*8.1; 
alf = [-4.1909e-1    2.1808e-1   -1.2406e-2   -1.3365e-4    1.1524e-5 
       -6.7606e-2    6.0405e-2   -1.3934e-2    1.0683e-3   -2.3895e-5 
        1.5727e-2   -1.0996e-2    2.1495e-3   -1.4855e-4    2.7937e-6 
       -8.6018e-4    5.7051e-4   -1.0479e-4    5.9924e-6   -8.9194e-8 
        1.4787e-5   -9.4839e-6    1.6167e-6   -7.1535e-8    4.9686e-10]; 
cp = 0; 
fori = 0:1:4 
for j = 0:1:4 
cp = cp + (alf(i+1,j+1))*(beta^i)*(lamda^j); 
end 
end 
Cp = cp; 
Pelec = (windS/12)^3*(Cp*2.07) 
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Appendix C 
Numerical method of PV in MPPT 
Function Iout= PVmodel(T,S,V) 
Isc_ref = 3; 
Voc_ref = 22; 
Impp_ref = 2.77; 
Vmpp_ref = 17.98; 
a = 0.0004; 
b = -0.0033; 
c = 0.066; 
n = 1; 
Rs = 0.085; 
Sref = 1000; 
Tref = 25; 
 
dT = T - Tref; 
Isc  =Isc_ref * (S/Sref) * (1+a*dT); 
Voc = Voc_ref * (1+b*dT+c*log(S/Sref)); 
k = (1-Impp_ref/Isc_ref)^(Voc_ref/(Vmpp_ref - Voc_ref + Rs*Impp_ref)); 
 
Iref = 1.5; 
dIref = 1.5; 
V1 = Voc - Rs*Iref*Isc/Isc_ref + Voc_ref*log(1-Iref/Isc_ref)/log(k); 
 
while n<50 
dIref = dIref/2; 
if V1<V 
Iref = Iref-dIref; 
elseif V1>V  
Iref = Iref+dIref; 
else 
            n = 100; 
end 
       V1 = Voc - Rs*Iref*Isc/Isc_ref + Voc_ref*log(1-Iref/Isc_ref)/log(k); 
       n = n+1; 
end 
 
Iout = Iref*Isc/Isc_ref; 
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Appendix D 
Parameters of dynamic model of BESS 
Kb = 100000; 
Tb = 0.026; 
 
Edo = 2925; 
alpha = 15; 
Ibess = 4426; 
 
Xco = 0.0274; 
 
Rbs = 0.013; 
Rbp = 10000; 
 
Rb1 = 0.001; 
Cb1 = 1; 
Tb1 = Rb1*Cb1; 
 
Rbp = 10000; 
Cbp = 52597; 
Tbp = Rbp*Cbp; 
 
Pb = 0.5/100; 
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Appendix E 
The example of the frequency data from AEMO for 4 minutes 
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Appendix E 
The example of the frequency data from AEMO for 4 minutes 
Function 1 
% f: the input 
frequencies(300*1) 
% scheme: if scheme = 0, BESS 
decides the upper limit; if 
scheme = 1, BESS  decides the 
lower limit 
% del: The number descided by 
BESS company 
% signer: if signer = 1, 
charging during frequency 
inside the band 
% chrate: the charging rate for 
ESS during frequency inside the 
band 
% coe: the linear coe between 
function [S,cap] = 
asess(f,scheme,del,signer,chrat
e,coe,band) 
%%%%%%%%%% Some changable 
input %%%%%%%%%% 
ec = 0.65;  %charging effiency 
ed = 0.95;  %discharging 
effiency 
allt = numel(f); 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% %%%%%%%%%% calculate 
the area outside the 
noncritical 
window %%%%%%%%%% %%%%%%%%%%% 
%%%%%%%%%% Charging 
part(between 
0.02~0.1) %%%%%%%%%% 
[Sarea1,t1] = charea 
(f,band,ec); 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% Discharging 
part %%%%%%%%%% 
if scheme == 0  % from -0.02~-
del 
    [Sarea2,t2] = disarea 
(f,band,ed); 
    Sarea2 = Sarea2 - 
disarea(f,del,ed); 
else%from -del~-0.1 
    [Sarea2,t2] = disarea 
(f,del,ed); 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% Add area 
together %%%%%%%%%% 
Sarea = Sarea1 + Sarea2; %the 
initial 
t = t1+t2; 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
S = coe.*Sarea; 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%%  
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%
% %%%%%%%%%% %%%%%%%%%% %%%%%%%
%%% 
%%%%%%%%%% the power charging 
inside the noncritical 
window %%%%%%%%%% 
t = t'; 
t(t==0) = []; 
t = [0,t,121]; 
p = numel(t); 
for p = 1:1:numel(t)/2 
k(p)= t(2*p)-t(2*p-1); 
end 
j = 1; 
fori = 1:1:allt 
if S(i) ~= 0 
S(i-1) = k(j)*chrate*ec; 
        j = j+1; 
end 
end 
S(allt) = k(p); 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% capacity %%%%%%%%% 
for k = 1:allt  
tol = 0; 
for j = 1:k 
tol = tol+S(j); 
end 
cap(k)= tol; 
end 
%%%%%%%%%% %%%%%%%%% %%%%%%%%% 
Function 2 
%%%%%%%%%% Input %%%%%%%%%% 
%load('y.mat'); 
%y = 0.9*rand(12000,1)-0.45; 
% f: the input 
frequencies(300*1) 
% sp: spot prices of every 
hour(1*1) 
% pr: the rated power of ESS 
% chrate: the charging rate for 
ESS during frequency inside the 
band 
% coe: the linear coe between 
% signer: if signer = 1, 
charging during frequency 
inside the band 
% scheme: if scheme = 0, BESS 
decides the upper limit; if 
scheme = 1, BESS  decides the 
lower limit 
% del: The number descided by 
BESS company 
function [S] = 
asedss(f,scheme,del,pr,coe,sign
er,chrate) %ancillery service 
of ESS 
%%%%%%%%%% Some changable 
input %%%%%%%%%% 
ec = 0.65;  %charging effiency 
ed = 0.95;  %discharging 
effiency 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% 1st step transfer 
frequencies to points %%%%%%%%%% 
allt = numel(f); 
fori = 1:1:allt        %if the 
time inteval changes, the 1 in 
the middle must be change 
k(i,:)= [i,f(i)];   %k has two 
list, one for time x, another 
for frequency y 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% Descide the 
upp %%%%%%%%%% 
if scheme ==0 
upp = 0.03; 
else 
upp = del; 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% 2nd step seperate 
frequencies to three groups a b 
c %%%%%%%%%% 
nga = 0;       %the numbers of 
points in group a (charging) 
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ngb = 0;       %the numbers of 
points in group b (discharging) 
ngc = 0;       %the numbers of 
points in group c (doesn't work) 
fori = 1:allt 
if k(i,2)>0.02 
nga = nga+1; 
ga(nga) = i;  %at what time the 
points belonging to group a 
elseif k(i,2)<-upp 
ngb = ngb+1; 
gb(ngb) = i;  %at what time the 
points belonging to group b 
else 
ngc = ngc+1; 
gc(ngc) = i;  %at what time the 
points belonging to group c 
end 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% %%%%%%%%%% 3rd step 
calculate the area outside the 
noncritical 
window %%%%%%%%%% %%%%%%%%%%% 
Sarea = zeros(allt,1); %the 
initial 
%%%%%%%%%% Charging 
part(between 
0.02~0.1) %%%%%%%%%% 
Sarea = addarea (f,0.02) 
i = 1; 
whilei<= nga 
    t = ga(i); % point at time 
t 
if k(t-1,2)<0.02 
norm = 1; 
        n = 1; 
while norm 
if k(t+n,2)>0.02 
norm = 1; 
                n = n+1; 
else 
norm = 0; 
end 
end 
ff = []; 
fornn = 0:n-1 
ff = [ff,k(t+nn,:)]; 
end 
        f = ff';  %define f     
Sarea(t) = calarea(f,k(t-
1,:)',k(t+n,:)',0.02)*ec ;  %ca
lculate the charging part 
i = i+1; 
else 
i = i+1; 
end 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% Discharging 
part %%%%%%%%%% 
%%%%%%%%%% Scheme 0 %%%%%%%%%% 
if scheme == 0 
i = 1; 
whilei<= ngd 
        t = gd(i); 
if k(t-1,2)>-0.03 
norm = 1; 
            n = 1; 
while norm 
if k(t+n,2)<-0.03 
norm = 1; 
                    n = n+1; 
else 
norm = 0; 
end 
end 
ff = []; 
fornn = 0:n-1 
ff = [ff,k(t+nn,:)]; 
end 
            f = ff'; %define f     
Sarea(t) = calarea(f,k(t-
1,:)',k(t+n,:)',-
0.03)/ed; %calculate the 
discharging part 
i = i+1; 
else 
i = i+1; 
end 
end 
i = 1; 
whilei<= ngb 
        t = gb(i); 
if k(t-1,2)>-del 
norm = 1; 
            n = 1; 
while norm 
if k(t+n,2)<-del 
norm = 1; 
                    n = n+1; 
else 
norm = 0; 
end 
end 
ff = []; 
fornn = 0:n-1 
ff = [ff,k(t+nn,:)]; 
end 
            f = ff'; %define f     
Sarea(t) = Sarea(t)-
calarea(f,k(t-1,:)',k(t+n,:)',-
del)/ed; %calculate the 
discharging part 
i = i+1; 
else 
i = i+1; 
end 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% Scheme 1 %%%%%%%%%% 
else 
i = 1; 
whilei<= ngb 
        t = gb(i); 
if k(t-1,2)>-del 
norm = 1; 
            n = 1; 
while norm 
if k(t+n,2)<-del 
norm = 1; 
                    n = n+1; 
else 
norm = 0; 
end 
end 
ff = []; 
fornn = 0:n-1 
ff = [ff,k(t+nn,:)]; 
end 
            f = ff'; %define f     
Sarea(t) = calarea(f,k(t-
1,:)',k(t+n,:)',-
del)/ed; %calculate the 
discharging part 
i = i+1; 
else 
i = i+1; 
end 
end 
end 
%%%%%%%%%% %%%%%%%%%%% %%%%%%%%
%% 
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%%%%%%%%%% %%%%%%%%%% %%%%%%%%%
% %%%%%%%%%% %%%%%%%%%% 
% %%%%%%%%%% transfer the area 
from freqeuncy to energy of 
ESS %%%%%%%%%% 
S = (coe)^2.*Sarea*pr; %the 
power charge or discharge at 
time t, t is descided by the 
line number 
% %%%%%%%%%% %%%%%%%%%% %%%%%%%
%%% 
%  
% %%%%%%%%%% the power charging 
during frequencies are inside 
the band %%%%%%%%%% 
% if signer == 1 
%     i = 1; 
%     while i<= ngc 
%         t = gc(i); 
%         S(t)= chrate*pr*ec; 
%         i = i+1; 
%     end 
% end 
% %%%%%%%%%% %%%%%%%%%% %%%%%%%
%%% 
%  
% %%%%%%%%%% calculate the 
revenue from the ESS%%%%%%%%%% 
% revenue = 0; 
% for i = 1:1:nga 
%     t = ga(i); 
%     revenue = revenue + 
abs(S(t))*Pas; 
% end 
%  
% for i = 1:1:ngb 
%     t = gb(i); 
%     revenue = revenue + 
abs(S(t))*Pas; 
% end 
% %%%%%%%%%% %%%%%%%%%% %%%%%%%
%%% 
%  
% %%%%%%%%%% calculate the cost 
from during the frequncy inside 
the band %%%%%%%%%% 
% cost = 0; 
% for i = 1:1:ngc 
%     t = gc(i); 
%     cost = cost + 
abs(S(t))*Pe; 
% end 
% %%%%%%%%%% %%%%%%%%%% %%%%%%%
%%% 
%  
% %%%%%%%%%% calculate the 
profit %%%%%%%%%% 
% profit = revenue - cost; 
% %%%%%%%%%% %%%%%%%%%% %%%%%%%
%%% 
Function 3 
function [S,t] = calarea 
(f,f1,f2,c) 
%This function is used to 
calculate the area 
%The inputs of the function is 
f: eg(x,t,x,y,x,y,x,y); f1 
eg(x1,y1) is the 
%former point of the f; f2 is 
the next point of the f 
eg(x2,y2) 
n = numel(f); 
x1 = [f(1),f1(1)]; 
y1 = [f(2),f1(2)]; 
x2 = [f(n-1),f2(1)]; 
y2 = [f(n),f2(2)]; 
k = 1; 
p1 = polyfit(x1,y1,k); 
p2 = polyfit(x2,y2,k); 
t1 = (c-p1(2))/p1(1); 
t2 = (c-p2(2))/p2(1); 
t = [t1,t2]; 
a1 = f(1)-t1; 
h1 = abs(f(2)-c); 
S1 = 0.5*h1*a1; 
a2 = t2-f(n-1); 
h2 = abs(f(n)-c); 
S2 = 0.5*h2*a2; 
a33 = 0; 
fori = 2:2:n 
    a33 = a33+f(i); 
end 
a3 = abs(2*a33-f(2)-f(n)); 
h3 = 1;   % Do remenber to 
change the interval if the 
frequency is not monitored 
every second 
S3 = 0.5*a3*h3-abs(c)*(n/2-
1)*h3; 
 
if c>0 
    S = S1+S2+S3; 
else 
    S = -(S1+S2+S3); 
end 
Function 5 
function [Sarea,d] = charea 
(f,fband,ec) 
%%%%%%%%%% transfer frequencies 
to points %%%%%%%%%% 
allt = numel(f); 
fori = 1:1:allt        %if the 
time inteval changes, the 1 in 
the middle must be change 
k(i,:)= [i,f(i)];   %k has two 
list, one for time x, another 
for frequency y 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
 
%%%%%%%%%% find the points 
belong to the right 
group %%%%%%%%%% 
ng = 0; 
fori = 1:allt 
if k(i,2)>fband 
ng = ng+1; 
g(ng) = i; 
end 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
 
%%%%%%%%%% Charging 
part(between 
fband~0.1) %%%%%%%%%% 
Sarea = zeros(allt,1); 
d = zeros(allt,2); 
i = 1; 
whilei<= ng 
    t = g(i); % point at time t 
if k(t-1,2)<fband 
norm = 1; 
        n = 1; 
while norm 
if k(t+n,2)>fband 
norm = 1; 
                n = n+1; 
else 
norm = 0; 
end 
end 
ff = []; 
fornn = 0:n-1 
ff = [ff,k(t+nn,:)]; 
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end 
        f = ff';  %define f   
        [Sarea(t),d(t,:)] = 
calarea(f,k(t-
1,:)',k(t+n,:)',fband);  %calcu
late the charging part 
Sarea(t) = Sarea(t).*ec; 
i = i+1; 
else 
i = i+1; 
end 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
Function 6 
function [Sarea,d] = disarea 
(f,fband,ed) 
%%%%%%%%%% transfer frequencies 
to points %%%%%%%%%% 
allt = numel(f); 
fori = 1:1:allt        %if the 
time inteval changes, the 1 in 
the middle must be change 
k(i,:)= [i,f(i)];   %k has two 
list, one for time x, another 
for frequency y 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% find the points 
belong to the right 
group %%%%%%%%%% 
ng = 0; 
fori = 1:allt 
if k(i,2)<-fband 
ng = ng+1; 
g(ng) = i; 
end 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
%%%%%%%%%% Discharging 
part(between -fband~-
0.1) %%%%%%%%%% 
Sarea = zeros(allt,1); 
d = zeros(allt,2); 
i = 1; 
whilei<= ng 
    t = g(i); 
if k(t-1,2)>-fband 
norm = 1; 
        n = 1; 
while norm 
if k(t+n,2)<-fband 
norm = 1; 
                n = n+1; 
else 
norm = 0; 
end 
end 
ff = []; 
fornn = 0:n-1 
ff = [ff,k(t+nn,:)]; 
end 
        f = ff'; %define f     
        [Sarea(t),d(t,:)] = 
calarea(f,k(t-1,:)',k(t+n,:)',-
fband); %calculate the 
discharging part 
Sarea(t) = Sarea(t)./ed; 
i = i+1; 
else 
i = i+1; 
end 
end 
%%%%%%%%%% %%%%%%%%%% %%%%%%%%%% 
Function 7 
function [S] = downarea1 
(f,f1,f2,c) 
Into = [f;f1;f2]; 
x1 = [Into(1),Into(3)]; 
y1 = [Into(2),Into(4)]; 
x2 = [Into(1),Into(5)]; 
y2 = [Into(2),Into(6)]; 
n = 1; 
p1 = polyfit(x1,y1,n);  
p2 = polyfit(x2,y2,n); 
t1 = (c-p1(2))/p1(1); 
t2 = (c-p2(2))/p2(1); 
h = abs(Into(2)-c); 
a = t2-t1; 
S = 0.5*h*a; 
Program 1 
scheme = 1;      %when scheme=0 
discharing part from (-0.03~-
del) and scheme=1 discharging 
part from (-del~-0.1) 
del = 0.03;      %the range ESS 
doesn't work 
coe = 2500;      %the linear 
coe between  
signer = 1;      %if signer = 1, 
charging during frequency 
inside the band 
chrate = 1 ;     %the charging 
rate for ESS during frequency 
inside the band 
 
[S,cap] = 
asess(f,scheme,del,signer,chrat
e,coe,0.01); 
Program 2 
[S,cap] = 
asess(f,0,0.15,1,0.01,10,0.009); 
fori = 1:1:150 
  [S,cap] = 
asess(f,0,0.15,0,0,10,0.001*i); 
cap(120)= cap(120-1); 
k(i+1) = max(cap)-min(cap); 
end 
fori = 1:1:150 
for j = 1:1:150 
         [S,cap] = 
asess(f,0,0.15,1,i*0.01,9,j*0.0
01); 
cap(120)= cap(120-1); 
k(i,j) = max(cap)-min(cap); 
end 
i 
end 
 
