Objective: This study proposes a new approach for offline seizure detection in intracranial (subdural) electroencephalogram recordings using nonlinear decision functions. It implements well-established features that are designed to deal with complex signals, such as brain recordings, and proposes a two-dimensional (2D) domain of analysis that overcomes the dilemma faced with the selection of empirical thresholds often used to delineate epileptic events. This unifying approach makes it possible for researchers in epilepsy to establish other performance evaluation criteria on the basis of the proposed nonlinear decision functions as well as introduce additional dimensions toward multidimensional analysis because the mathematics of these decision functions allows for any number of dimensions and any degree of complexity. Furthermore, because the features considered assume both time and frequency domains, the analysis is performed both temporally and as a function of different frequency ranges to ascertain those measures that are most suitable for seizure detection. In retrospect, by using nonlinear decision functions and by establishing a unified 2D domain of analysis, this study establishes a generalized approach to seizure detection that works across several features and across patients. Methods: Clinical experiments involved 14 patients with intractable seizures that were evaluated for potential surgical interventions. Of the total 157 files considered, 35 (21 interictal and 14 ictal) intracranial electroencephalogram data files or 22% were used initially in a training phase to ascertain the reliability of the formulated features that were implemented in the seizure detection process. The remaining 122 intracranial electroencephalogram data files or 78% were then used in the testing phase to assess the merits of each feature considered as means to detect a seizure. Results: The testing phase using the remaining 122 intracranial electroencephalogram data files revealed that the gamma power in the frequency domain is the feature that performed best across all patients with a sensitivity of 96.296%, an accuracy of 96.721%, and a specificity of 96.842%. The second best feature in the time domain was the mobility with a sensitivity of 81.481% an accuracy of 90.169%, and a specificity of 92.632%. In the frequency domain, all of the five other spectral bands lesser than 36 Hz revealed mixed results in terms of low sensitivity in some frequency bands and low accuracy in other frequency bands, which is expected given that the dominant frequencies during an ictal state are those higher than 30 Hz. In the time domain, other features, including complexity and correlation sum, revealed mixed success. Conclusions: All the features that are based on the time domain performed well, with mobility being the optimal feature for seizure detection. In the frequency domain, the gamma power outperformed the other frequency bands. Within this 2D plane, the best results were also observed when the degree of complexity is 3 or 4 in the implementation of the proposed nonlinear decision functions. Significance: A singular contribution of this study is in creating a common 2D space for analysis through the use of nonlinear decision functions for delineating data clusters of ictal files from data clusters of interictal files. This is critically important in establishing unifying measures that work across different features as expressed by the weight vector of the decision functions for a standardized assessment. The mathematical foundation is consequently established in support of a generalized seizure detection algorithm that works across patients, and in which all type of features that have been amply tested in the literature could be assessed within the realm of nonlinear decision functions.
EG signals have played an important role in the modeling of the brain's cortical dynamics and have been analyzed extensively to elicit a better understanding of complex brain functions (Chakravarthy et al., 2006; D'Alessandro et al., 2003; Smart et al., 2007; Tsakalis and Iasemidis, 2006) . To date, the gold standard for A registering seizures is achieved through visual inspection. The theoretical challenge, however, is in proposing the mathematical foundation that will unify our assessment of well-documented features with the ultimate goal of seeking the highest accuracy and sensitivity measures possible across all patients.
This study evaluates raw intracranial electroencephalogram (EEG) (iEEG) recordings before, during, and after a seizure with the intent to detect the seizure onset, previously labeled at the observation room by the EEG experts, and to estimate its duration. EEG ictal and interictal files from 14 patients are processed, and the features are extracted from nonoverlapping scrolling windows of 1-second duration. The novelty of this research is in defining a generalized approach to seizure detection on the basis of 10 features by introducing nonlinear decision functions that lend themselves to multidimensional analysis and to different degrees of complexity or nonlinearity. The features considered assume purposely both time and frequency domains to ascertain those measures most suitable for seizure detection in both domains.
The detection process is designed such as to allow physicians to make evaluative assessments of epileptic seizures, which in turn will enable targeted treatment. Methods for the automated detection of seizures can be very useful, especially during long-term EEG monitoring sessions and may serve as a support mechanism to the decisions made by EEG experts.
The literature reveals that the decision-making process for seizure detection relies on several practical constraints given the
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complexity of the EEG data (Abend et al., 2008; Calvagno et al., 2000; Gotman, 1982; Gotman, 1999) . This is essentially a dilemma that is faced because of unreliable and changing thresholds and varying means and standard deviations that can be experienced even within a single feature and a same patient. With these facts, the problem becomes difficult to contain not only in terms of these noted variations but also in ascertaining in a meaningful way the performance evaluation of different features, temporal and frequency based, without recourse to empirical thresholds. Therefore, the merits of the proposed algorithm can also be weighed in view of the fact that within the proposed 2D domain of analysis, the dilemma faced in selecting an empirical threshold that works across patients to delineate epileptic events is now overcome.
Furthermore, any development of a generalized algorithm that would work across patients should also serve as an important research platform in which one could test standard features that have been proven in the past (Adjouadi et al., 2004; Adjouadi et al., 2006; Cabrerizo et al., 2005; Frank et al., 1990; Gabor, 1998; Gotman, 1985; Guevara, 1997; Lai et al., 2003; Shoeb et al., 2004) . In fact, this last assertion served as the premise in establishing a unified two-dimensional (2D) domain of analysis in which nonlinear decision functions are shown to be best suited for classifying ictal from interictal files.
METHOD Data Collection
Clinical experiments involved 14 sequential patients with intractable-focal seizures that were evaluated for potential surgical interventions. Their age range varied from 3 to 17 years. The number of subdural strips and/or grid electrodes that were implanted varied for each patient depending on the nature of diagnosis. Consequently, each patient had a different number of recording electrodes and thus a different number of EEG files that needed to be analyzed. Furthermore, the iEEG had different recording time lengths and different seizure outcomes. Up to 88 subdural electrodes were implanted on the surface of the cerebral cortex of each patient to record seizure activity. Intracranial recordings of the 14 patients were performed by using subdural strip or grid electrodes. In some cases, up to four contact depth electrodes were implanted.
Recordings were performed during presurgical monitoring at the Miami's Children Hospital using XLTEK Neuroworks Version 3.0.5 (Excel Tech Ltd., Ontario, Canada). These data were collected at 500 Hz sampling frequency and filtered to remove DC and high-frequency components using a 0.1-to 70-Hz band-pass filter. EEG recordings were processed in the time before seizure.
A total of 35 (21 interictal and 14 ictal) iEEG data files collected were used initially in a training phase to ascertain the reliability of the formulated features that were implemented in the seizure detection process. The remaining 122 (95 interictal and 27 ictal) iEEG data files were then used in the testing phase.
Data Analysis

Data Preprocessing
Each patient has a different number of EEG files, and for all patients, the length of the files was approximately from 10 to 20 minutes. Of the total 157 files considered, 35 (21 interictal and 14 ictal) iEEG data files or 22% were used initially in a training phase to ascertain the reliability of all features in the seizure detection process. The remaining 122 iEEG data files or 78% were then used in the testing phase to assess the merits in selecting these features as means to detect a seizure. Each file was categorized by whether or not it contained a seizure and were randomly assigned using a random number generator to avoid unwanted biases to either the small training set (22% of the data) or the large testing set (the remaining 78% of the data).
Structure of the Unifying Seizure Detection Approach
The overall structure of the proposed approach is provided in a flowchart with the different steps that were devised as shown in Figure 1 . Because of the high volume of information contained in the iEEG data files, the files were segmented into 1-second time windows, and features were extracted for all these windows 1 second at a time. The size of the raw data set was thus reduced to a smaller, more manageable number of features that serve as representatives of the iEEG. The features given in Table 1 were used for this study. These 10 features were selected because not only they are well established in the literature but also they involve both the time domain (Hjorth, 1970) and the frequency domain to assess both domains for those measures that are most suitable for seizure detection.
Calculations of special EEG features named activity, mobility, and complexity, proposed by Hjorth, are frequently used features for characterizing EEG measurements. The Hjorth parameters are calculated from the distribution of the EEG signals as well as from their first and second derivatives. The power on the five recognized frequency bands of EEG activity (delta, theta, alpha, beta, and gamma) was analyzed once the signals were transformed from time domain to the Fourier spectrum. The power on each band is computed as the area under the spectrum for the corresponding frequency band. Finally, correlation sum is mostly used to detect randomness in data.
Aggregating EEG Features
In this study, the analysis was performed on an interpatient basis, and therefore, some patient files were used as training files and the remaining files were kept for testing. The distribution of training and testing files and the patients' clinical information are displayed in Tables 2 and 3 . The seizure detection algorithm was trained using 35 data files. Both ictal and interictal files were thus used for training. If the file contained a seizure, it was considered to be an "ictal" file. Otherwise, it was considered to be "interictal." It is worthy to note that even though a file was classified as "ictal," the files usually lasted longer than an individual seizure. Therefore, it was possible for "ictal" files to include some interictal data, which nonetheless the classifier needed to handle correctly. It is extremely important to emphasize that although ictal files are expected to contain a seizure in some part of the data, which is in general true, but few may not. In contrast to this first scenario, interictal files do not contain any ictal activity at all. Such facts add to the randomness of the data and to the complexity of the problem.
As mentioned earlier, the number of electrodes used varied from one patient to another as a function of the medical condition; therefore, to have a general and more simplified algorithm, this procedure is solely based on an aggregated descriptor of each feature. The average of a given feature across all electrodes for each time window was thus computed. Therefore, instead of having numerous signals, we end up with only one representative signal referred to as the interelectrode mean. Our use of interelectrode mean is a result of the experimental studies that revealed that electrodes tend to interlock in behavior at the onset moment of (or even before) a seizure. Arnhold et al., 1999; Abano et al., 2000; Larter and Speelman, 1999; Sackellares et al., 1997) .
With this fact, it is emphasized that the concept of averaging for a representative signal does not sidetrack from the main intent of detecting a seizure with the highest accuracy and sensitivity possible because experimental results reveal that all electrodes in a given subdural grid tend to also synchronize in behavior just few seconds before a seizure. At the same time, such a step minimizes to a great extent the computational burden Cabrerizo et al., 2007; Iasemidis, 2007) that would have been required in dealing with the raw iEEG data and thus simplifies greatly the seizure detection process.
Finding the Statistical Thresholds
The interelectrode mean for each feature is used to detect a seizure by first establishing a unique statistical threshold that could work across features. Table 4 displays the statistical thresholds determined for each feature and computed using the training files. The selection criterion used is based on a rule that states that if an interelectrode mean never crosses this computed statistical threshold, then the entire file is considered an interictal file and was classified as a true negative with no further analysis required. Consequently, all other files whose interelectrode mean crosses the statistical threshold, even if it is for single occurrence in time, were considered for further analysis. In other words, the interelectrode mean signal serves as the first requirement toward determining whether a file contained a seizure. It is noted that a threshold crossing can happen from either the positive or the negative side of the aggregated feature depending on the polarity of the feature under consideration.
In Table 4 , a unifying threshold across features F1 to F9 was evaluated to be one standard deviation () over the interelectrode mean signal (S ). As for feature F10, which is the correlation sum, the variant threshold was evaluated to be one standard deviation () of the interelectrode mean signal.
Thus, for features F1 through F9, a seizure is said to never occur if the interelectrode mean signal is always below the threshold value; on the other hand, for F10, seizure is said to never occur if the signal is always above the threshold. This change in signal polarity for F10 is due to the way it is computed in that at the moment of seizure, the signal of the correlation sum (F10) actually goes down instead of going up, which is the case for the other features 1 through 9. If the need to preserve the polarity for all features is required to maintain uniformity in decision making across the entire set of features, then a new F10 feature can be established as given in Eq. 1.
where C r is the original correlation sum equation. Note that the overall behavior of the feature does not change except that it is mirrored about the vertical axis.
An illustrative example of the interelectrode mean signal is given in Figure 2 . In this case, because the aggregated feature (mean of a given feature across all electrodes in the grid) crosses the threshold, then further analysis by means of nonlinear decision functions is required as a function of the duration of the potential seizure and the extremum point of the aggregated feature (minimum E min or maximum E max ) as shown in Table 5 .
Nonlinear Decision Functions
With the 2D decisional space established, a table was constructed to train the seizure detector. The table contains as many records as data files were used in the training, whereas each record contains three values: measurement 1, measurement 2, and also a target (ϩ1 for ictal files and Ϫ1 for interictal files). Interictal data files that did not meet the first requirement were not used in this table because they are already identified as true negatives.
Nonlinear decision functions were thus created solely based on the training data. All points on the decision function curve itself 1  0  3  0  2  2  0  1  0  1  3  0  2  0  1  4  0  1  0  1  5  6  3  3 0  3  6  5  2  1 0  1  7  1 0  2  5  1  8  0  0  1 2  2  9  0  0  9  5  10  0  0  15  2  11  0  0  4  2  12  0  0  5  3  13  0  0  1  1  14  0  0  4  2  Total  21  14  95  27 are considered of an undetermined class because the decision function is zero for those points. In the result plots, positive and negative signs denote ictal and interictal, respectively. For all the features considered, the x axis represents the duration dimension, whereas the y axis represents the extremum dimension of the feature (minimum E min or maximum E max ), as explained earlier. If the 2D space is chosen appropriately, which is the most challenging part of the problem, patterns of the same class will tend to cluster together, and nonlinear decision functions will be expected to yield optimal results.
To address this problem and begin its implementation steps, each nonlinear decision function is obtained from the training data and tested for performance evaluation using the gradient descent method. The gradient descent method is known as an optimization algorithm that seeks a local minimum for a given function.
The problem of classification is therefore one that is reduced to identifying the boundary D( ជ X)ϭ0, which defines the boundary of the decision function itself, to partition the pattern space into Multifocal epileptiform activity adding emphasis over the L temporal region. Multiple seizures having nonlocalizing patterns at ictal onset, with predominant involvement of the L frontotemporal region late in the event different classes. The pattern vector ជ X is a vector containing the n considered dimensions. In the case treated here, the classification rules are set as follows:
Nonlinear decision functions are well established in the literature (Tou and Gonzalez, 1974) , but it is their implementation that is regrettably lacking in the resolution of real-world problems such as the one addressed in this study. The general recursive formula as expressed in Eq. 2 allows deriving any nonlinear decision function with any number of dimension (n) and with any degree of complexity (r) as follows:
This equation, which is recursive in r, is defined such that D 0 ͑ ជ X͒ ϭ W n ϩ 1 , which is the last element of the augmented weight vector. The way the proposed classification process was setup resulted in decision functions that are 2D (duration and feature extremum) and in which the order in complexity r was chosen so as to yield the highest accuracy and sensitivity. Note that when r ‫؍‬ 1, we have the simple linear case, and that for r Ն 2, we have all the nonlinear cases. To obtain the optimal weights of the decision function in Eq. 2, a cost function C was established as the sum of the square errors between the decision function output and the targets as follows:
where, p serves as the index for the data points, where a data point is represented by its dimensions (X1 and X2) in reference to Eq. 2. N is the amount of data points (in the files that met the first requirement for seizure detection); T p is the target for point p (Ϫ1 or ϩ1), and D p ͑ ជ X͒ is the resulting value of the decision function evaluated at point p. The optimal weights, which define the ultimate nonlinear decision function, are those that yield a minimal value for the cost function of Eq. 3.
Nonlinear decision functions are superior to linear decision functions and guarantee better separability in overlapping data sets (Kohavi and Provost, 1998) , which is certainly the case in most real-world data sets. Other good candidates to deal with high data overlap are support vector machines, which have some success in data classification (Burges, 1998; Cristianini and Shawe-Taylor, 2000; Vapnik and Chervonenkis, 1974; Vapnik, 1995) . Support vector machines can best be described as generalized linear classifiers that map input vectors to a higher dimensional space (feature space) where a maximal separating hyperplane is sought to separate the different classes. The idea is thus to minimize the linear classification error by maximizing the interclass margins or distances. The mapping of the data into the so-called feature space is accomplished by means of kernel functions.
What is important to retain in this analysis is that the use of nonlinear decision functions can extend to a multidimensional decision space, and just as important, different decision functions can be generated under a changing complexity order (r) in seeking the highest accuracy possible, as one optimizes both the sensitivity (minimum number of false negatives) and the specificity (minimum number of false positives). It is this flexibility of the nonlinear decision functions and their ability to handle complex overlapping data that led to the proposed nonlinear approach.
The minimization of the cost function for all data points is achieved by setting the partial derivatives of this cost function with respect to all the weights to zero. This generates a system of equations that can be solved iteratively following the gradient descent method approach in which the weight increments are dictated by a learning rate that is chosen to be small enough to simultaneously seek high accuracy and fast convergence rates. Thus, for a given point p, the notation of Eq. 4 simplifies to the following equation:
to which the chain rule is applied in the following way:
where
By subsequently applying this procedure with respect to all the weights, the following set of equations can be obtained:
where represents a small enough learning rate, that is assumed in the training phase of the algorithm, for fast but accurate convergence results. Each feature has a set of weights that are evaluated and recalculated throughout the optimization process.
With all the weights determined, the nonlinear decision function can now be established for all the features considered. Because the training files constitute a relative small percentage of the total amount of data files, training was set to stop when classification accuracy of all patterns no longer improved with subsequent iterations. Purposely, no cross-validation was performed as it was deemed unnecessary.
The different steps of the procedure that were followed each time a specific file is processed are displayed in Figure 3 . It is noted that there are two conditions that need to be satisfied for a file to be declared as containing a seizure: (a) crossing the set statistical threshold, which is the main condition that is evaluated first and then (b) yielding a positive value for the decision function.
RESULTS
Testing Results
Testing of the detector was conducted on the remaining 122 data files that were not used during the training phase. For a detailed description of the results, Figure 4 contains the testing data and the decision functions of all classifiers for visual inspection. The confusion matrices that were obtained for testing all classifiers and the accuracy and sensitivity values are also shown in Table 6 . In Figure 4 , each point represents a file that passes the first requirement to contain a seizure. The x axis represents the first measurement (duration), which is the same for all features; the y axis represents the second measurement (extremum of a feature). Plots for some features show a remarkable separation of ictal and interictal data. Note that given the complexity of the data, data overlap is often experienced. From these results, the best outcome would be one with the highest sensitivity, which essentially means that a feature should yield the lowest number of false negatives, and the highest accuracy, which would mean a result with the least amount of false negatives and false positives simultaneously.
In retrospect, a sorting in descending order reveals that the classifier that performed best across all patients was the one based on the gamma power with a sensitivity of 96.29%, an accuracy of 96.72%, and a specificity of 96.842%. All of the five other spectral bands lesser than 36 Hz revealed different results, some with lesser sensitivity values and others with lesser accuracy values. This outcome is somewhat expected given that the dominant frequencies during an ictal state are reported to be those that are higher than 30 Hz (Bartolomei et al., 2008) . The second best feature was the mobility with a sensitivity of 81.48%, an accuracy of 90.17%, and a specificity of 92.63%. The lowest accuracy of 82.78% was achieved with the classifier based on the correlation sum, which yielded a sensitivity of 77.78% and a specificity of 84.21%.
Comparison of Results Using Different Degrees of Complexity
Decision functions were implemented using different degrees of complexity. Polynomials up to the fourth order were tested for comparative purposes. Figure 5 shows the different degrees of complexity calculated for the two best features (gamma power in the frequency domain and mobility in the time domain) to assess how nonlinear is the spread of the data clusters. It can be observed that the nonlinearity degree of r ϭ 4 yielded the best results for both gamma power and mobility. Tables 7 and 8 provide more details on the generated values of accuracy, sensitivity, and specificity.
CONCLUSION
The single research finding of this study is in establishing a mathematical foundation that brings about a unified approach for performance evaluation of features that have been tested experimentally for seizure detection. With these features, the nonlinear EEG dynamics were considered. In a global context, what this unified approach has revealed is the mathematical connection between these different wellestablished features, where the main dimensions of the problem and related decision-making process are now clearly established. At a more detailed level, it is also quite an accomplishment that in this approach the two dimensions used in the unified analysis and performance evaluation, namely the duration of the seizure as one dimension and the extremum value of the given feature as the second dimension, were defined across all features. It is important to note at this juncture that the principal component analysis could be used to establish other discriminating dimensions (Ghosh-Dastidar et al., 2008; Kobayashi et al., 2001; Levan et al., 2007) or increase the domain of analysis from 2D to 3D or higher dimensions.
Furthermore, as we consider this parallel to eigenvectors of the principal component analysis, the computational requirements for creating the nonlinear decision functions during the training process and the ensuing results during the testing phase reveal additional findings that are quite interesting: although the nonlinear decision functions are quite different from feature to feature, the ictal files seem more spread out as a cluster than interictal files, which clearly prove that seizures, which are atypical events, obviously vary greatly among subjects and that such nonlinear decision functions are most suited of delineating ictal from interictal files.
Given the complex nature of EEG recordings, these results, which are supported by clinical experimentation, are most encouraging.
The integrated algorithm proposed is computationally efficient, fully automated, and integrated in a way that it uses 10 features in a unique way for the classification of EEG data that may or may not contain seizures. With the 14 patients used, the results based on the test files on reveal a sensitivity of 96.3%, an accuracy of 96.8%, and a specificity of 96.842% for the best classifier (power measurement in the gamma FIGURE 5. Plots of accuracy, sensitivity, and specificity for all the degrees of complexity for the two best features: (a) gamma; (b) mobility. range). This feature contains the necessary information to discriminate seizures. These results were obtained with a fourth degree of complexity (these are polynomials of the fourth order), and where the two most discriminating features that constituted the 2D decisional space were:
(1) time duration (the number of consecutive points) where the value of each given point in the interelectrode mean signal S exceeded the set statistical threshold T ϭ S ϩ , and (2) maximum value of S in that specific interval. In retrospect, with the proposed unifying 2D plane of analysis together with the implementation of nonlinear decision functions, it became possible to ascertain in a meaningful way the performance evaluation of the different features that can be used for seizure detection. Furthermore, the mathematical foundation of nonlinear decision functions opens the possibility for extending its use into a multidimensional space as more relevant discriminating parameters are revealed. Given the successful results obtained with some of the features considered, a secondary aim is to project such findings to the less invasive scalp EEG-based studies with the knowledge that iEEG activity provides a much higher spatial resolution than surface or scalp EEG recordings. It is also opportune to ultimately extend such findings to seizure focus localization. At this time, we note that the proposed algorithm declares the beginning of a seizure just few seconds after the onset that was marked by EEG experts, which in fact coincides with the clinical onset.
The study has so far included 14 patients who underwent two-stage epilepsy surgery with subdural recording and whose iEEG data were obtained sequentially. We anticipate gaining more insight into the findings reported in this study as more patients in the future will consent to be included in this study. It is expected that as more data is collected, the more understanding will be gained into the clustering characteristics of epileptogenic data. 
