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a b s t r a c t
We study the class AvgBPP that consists of distributional problems which can be solved
in average polynomial time (in terms of Levin’s average-case complexity) by randomized
algorithms with bounded error. We prove that there exists a distributional problem
that is complete for AvgBPP under polynomial time samplable distributions. Since we
use deterministic reductions, the existence of a deterministic algorithm with average
polynomial running time for our problem would imply AvgP = AvgBPP. Note that, while
it is easy to construct a promise problem that is complete for promise-BPP, it is unknown
whether BPP contains complete languages. We also prove a time hierarchy theorem for
AvgBPP (there are no known time hierarchy theorems for BPP). We compare average-
case classes with their classical (worst-case) counterparts and show that the inclusions
are proper.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The existence of complete problems and that of time (or space) hierarchies are the main structural properties of
complexity classes. The complexity classes are usually defined by computational models. For example, the class P is defined
by polynomial time deterministic Turing machines, NP, by nondeterministic ones, and BPP, by randomized two-sided
bounded error machines. A time hierarchy theorem states that a given computational model can decide more languages if
it is allowed to use more time. A complete language is the hardest language in the class; all other languages can be reduced
to it.
It is unknownwhether BPP has a time hierarchy or complete problems under deterministic reductions. Themain obstacle
is the absence of effective enumeration of randomized bounded error Turing machines. Note that if P = BPP, then BPP does
have a complete problem since P does. It is easy to construct a promise problem that is complete for promise-BPP [12].
However, there is a relativized world where BPPA has no complete languages [8]. The existence of a BPP-complete problem
(under reductions that are strong enough) implies a time hierarchy theorem for BPP (see for example [1]). The best current
result for time hierarchy is superpolynomial: BPTime[nlog n] ( BPTime[2nϵ ] [10]. However, we are not able to prove that
BPTime[n] ( BPTime[n100 log n].
The first advancement in that direction was a time hierarchy theorem for randomized classes with several bits of
nonuniform advice [1,4]; the latest results include a time hierarchy for classes with only one bit of advice: BPP/1 [4],
ZPP/1,MA/1, etc. [14]. But the notion of advice used in those results is not standard as themachines can violate the promise
if an advice string is incorrect. The second advancementwas a time hierarchy for heuristic randomized algorithms (heuristic
algorithmsmay err on a small fraction of inputs). A time hierarchy for the class Heur 1
nc
BPP (with uniform distributions) was
proved in [4] and simplified in [13]. However in these results algorithms not only sometimes give incorrect answers, but
also violate the promise on a small fraction of inputs. The ability to make errors on some inputs sometimes helps to prove
completeness results, e.g. there exists a complete public-key cryptosystem if a decoding algorithmmay err with some small
probability [7] (see also [5]).
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In this paper we study the class AvgBPP [9] that consists of distributional problems that can be solved in average polyno-
mial time (in terms of Levin’s average-case complexity [11]) by randomized algorithms with bounded error. AvgBPP corre-
sponds to an adequate model of feasible computations. If (NP, PSamp) ⊆ AvgBPP, then there are no one-way functions [3].
It this paperwe construct a language C and polynomial time samplable distribution R such that the distributional problem
(C, R) is complete for (AvgBPP, PSamp) under deterministic Turing reductions. Our construction implies that if this problem
belongs to (AvgP, PSamp) (or even to (Avg 1
nc
P, PSamp)), then (AvgBPP, PSamp) equals (AvgP, PSamp). The same result also
holds for (HeurBPP, PSamp).
We use a modification of the standard complete problem. Language C consists of strings (M, x, 1t), where M is a
randomized Turing machine, x is an input and t is a number of steps, such that M accepts x in t steps with probability at
least 12 . The polynomial time sampler (that samples distribution R) tests (by multiple executions) thatM accepts (or rejects)
x in t steps with probability at least 0.9. If the test fails, the sampler generates a useless string; therefore the R-measure
of ‘‘bad’’ inputs (M, x, 1t) (that violate bounded error promise) is very small. The key observation is that an algorithm with
average polynomial running timemaywork in exponential time on a very small fraction of inputs. To satisfy the domination
condition in the reduction we also include a description of a sampler in instances of the language C .
The constructed distribution R is not uniform and is somewhat unnaturally samplable. We give a intuitive idea of
why it is very hard to construct a complete problem with uniform (or uniform-like) distribution: we prove that if there
exists a complete problem for (AvgBPP, PSamp) with uniform (or uniform-like) distribution, then there exists a partial
derandomization of BPEXP; namely for all languages L ∈ BPEXP the distributional problem (L,U) is solvable by a
deterministic algorithm with average exponential running time, where U denotes uniform distribution.
We prove a time hierarchy theorem for the class (AvgBPP, PSamp). Namely, we prove that for every c ≥ 1 there exists
a language L and polynomial time samplable distribution D such that (L,D) ∈ AvgBPP and (L,D) /∈ AvgBPTime[nc]. Our
technique is an extension of the one used in [13]; we also use delayed diagonalization as the base of our proof. We modify
the multithreshold trick (invented in [13]) so that the algorithm holds the bounded error promise on all inputs and the
algorithmmay work in exponential time on a small fraction of inputs instead of violating the promise. The weakness of our
result is that the distribution D is not uniform. It is an interesting open question to prove the same for uniform D.
We compare the classes AvgP,AvgBPP,HeurP,HeurBPP with their worst-case counterparts and show the following
inclusions (for polynomial time samplable distributions):
• P ( AvgP ⊆ HeurP ( EXP,
• BPP ( AvgBPP ⊆ HeurBPP ( BPEXP.
Organization of the paper. In Section 2 we define rigorously the notions that we use. In Section 3 we give a construction
of a problem complete for (AvgBPP, PSamp), in Section 4 we show that the existence of a complete problem with uniform
distribution implies derandomization, in Section 5we prove a time hierarchy theorem for (AvgBPP, PSamp) and in Section 6
we prove proper inclusions between average-case and worst-case classes.
2. Preliminaries
2.1. Notation
We restrict ourselves to the binary alphabet {0, 1}; we denote the set of all binary words as {0, 1}∗. A language is any
subset of {0, 1}∗. We identify a language with its characteristic function: x ∈ L ⇐⇒ L(x) = 1.
Recall that the complexity class P contains all languages L such that there exists a polynomial time deterministic Turing
machine M such that ∀x L(x) = M(x). Complexity class BPP contains all languages L such that there exists a polynomial
time randomized Turing machineM such that ∀x Pr{M(x) = L(x)} ≥ 34 . If we substitute the polynomial time restriction by
exponential time restriction (the running time is exponential if it is bounded by 2p(n), where p is polynomial and n is length
of the input), we get the definition of classes EXP and BPEXP.
Let f , g : X → R+ be two functions. We say that f (x) = poly(g(x)) if there exists a polynomial p(x) such that for all
x ∈ X f (x) ≤ p(g(x)).
Proposition 2.1 (Chernoff–Hoeffding Bound). For X1, X2, . . . , XN identically and independently distributed such that Xi ∈ [0, 1]
and E[Xi] = µ, it holds that Pr{|
∑N
i=1 Xi
N − µ| ≥ ϵ} ≤ 2e−2ϵ
2N .
2.2. Distributions
In the average-case complexity theory computational problems are supplied with distributions on their instances. There
are two ways of understanding the notion of distribution on binary strings. The first approach [11,2] is to define the
probability distribution as a probabilistic measure on the set of all binary strings. The second approach [9,3] is to define
the distribution as a family of probabilistic measures with a finite support. These two approaches are equivalent in the
sense of average-case complexity (see [9,3]). We choose the second approach.
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An ensemble of distributions D is a family of functions {Dn}∞n=1, where Dn is a mapping {0, 1}n → [0, 1] such that∑
x∈{0,1}n D(x) = 1. The set {x ∈ {0, 1}n | Dn(x) > 0} is called the support of Dn and is denoted as suppDn; suppD =∪n∈NsuppDn. A distributional problem is a pair (L,D) of a language L and an ensemble of distributions D.
LetP be the class of distributional problems andD be the class of distributions. (P,D) = {(L,D) | (L,D) ∈ P,D ∈ D}.
In this paper we consider only polynomial time samplable distributions. An ensemble of distributions D is called
polynomial time samplable if there exists a polynomial time randomized algorithm (sampler) S such that the outputs of
S(1n) are distributed according toDn. The set of all polynomial time samplable distributions is denoted by PSamp. By uniform
distribution U we mean the ensemble of distributions Un, where Un is the uniform distribution on {0, 1}n. In what follows
we always mean an ensemble of distributions whenever we use the word distribution.
2.3. Average polynomial time and errorless heuristic schemes
The first notion of average-case tractability was given by Levin in [11]. A function t : {0, 1}∗ → N (with distribution D)
is called polynomial on average1 if there exists ϵ > 0 such that Ex←Dn tϵ(x) = O(n). The distributional problem is solvable in
average polynomial time if there exists an algorithm that solves it with average polynomial running time.
An equivalent definition of average-case tractability was given by Impagliazzo [9]. A distributional problem (L,D) is
solvable in polynomial on average time if there exists an algorithmA(x, δ) (following [3]we call such an algorithm an errorless
heuristic scheme) that may explicitly ‘‘give up’’ (return⊥) such that the following conditions are satisfied:
• (Effectiveness) The running time ofA(x, δ) is bounded by poly( n
δ
).
• (Correctness) For all x in the support of D,A(x, δ) ∈ {L(x),⊥}.
• (Usefulness) Prx←Dn{A(x, δ) =⊥} < δ.
A formal proof of the equivalence is given in [9,3]. The output ⊥ in Impagliazzo’s definition corresponds to a manual
interruption of the algorithm from Levin’s definition. The set of all distributional problems which can be solved in average
polynomial time is denoted by AvgP.
Both of these definitionsmay be extended to bounded error randomized algorithms.We say that a randomized algorithm
A solves (L,D)with a bounded error if for all x in the support of Dn Pr{A(x) ≠ L(x)} < 14 . In Levin’s definition we define the
running time of the algorithmA on the input x as min{t | Pr{A(x) stops in t steps} ≥ 34 }. The Impagliazzo-style definition
is as follows:
Definition 2.1 ([3, Definition 2.13]). The distributional problem (L,D) is solvable in randomized average polynomial time
with a bounded error if there exists an algorithm (we call such an algorithm a randomized errorless heuristic scheme) A(x, δ)
such that the following conditions are satisfied:
• (Effectiveness) The running time ofA(x, δ) is bounded by poly( n
δ
).
• (Correctness) For all x in the support of D, Pr{A(x, δ) /∈ {L(x),⊥}} < 14 , where the probability is taken over the random
bits of algorithmA.
• (Usefulness) Prx←Dn{Pr{A(x, δ) =⊥} ≥ 14 } < δ, where the inner probability is taken over the random bits of algorithm
A.
The class AvgBPP consists of all problems that are solvable in randomized average polynomial timewith a bounded error.
Lemma 2.1 ([3]). The constant 14 used in the correctness and usefulness conditions of Definition 2.1 is arbitrary and can be
replaced by anything in the interval (2−Ω(n), 12 ).
Proof. Let (L,D) be contained in AvgBPP and solvable by A(x, δ) according to Definition 2.1. We construct the algorithm
B as follows: we repeat n = |x| times the algorithm A(x, δ) and return the most frequent answer among {⊥, 0, 1}. The
correctness ofA and the Chernoff bounds imply that B(x) /∈ {L(x),⊥}with probability 2−Ω(n).
If Pr{A(x, δ) =⊥} < 14 , then Pr{B(x, δ) =⊥} < g(n), where g(n) = 2−Ω(n) is some function. Therefore
Prx←Dn{Pr{B(x, δ) =⊥} ≥ g(n)} ≤ Prx←Dn{Pr{A(x, δ) =⊥} ≥ 14 } < δ. 
For every function g(n), we define classes AvgTime[g(n)]2 and AvgBPTime[g(n)]; the definitions are the same as the
definitions of AvgP and AvgBPP but effectiveness conditions are substituted by the following: the running time ofA(x, δ) is
bounded by O(g( n
δ
)). We also define class AvgEXP =c>0 AvgTime[2nc ].
1 The naive approach is to define that t(x) to be polynomial on average if the expectation of t(x) is polynomial. But this naive definition is not closed
under some natural operations. For example, it is easy to construct t(x) such that the expectation of t(x) is polynomial but the expectation of t2(x) is
exponential (see [3]).
2 One may argue that the usage of the notion of average-case time is a controversial point since it uses an Impagliazzo-style definition of average-
case tractability. We may also define class AvgLevTime[nc ] as the set of all distributional problems (L,D) that can de solved in time t(n), such that
Ex←Dn t1/c(x) = O(n). It may be shown that AvgLevTime[nc ] ⊆ AvgTime[nc+2] ⊆ AvgLevTime[nc+2]; therefore our definition is reasonable for our time
hierarchy theorem.
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2.4. Heuristic classes
Like for errorless heuristic schemes it is possible to define general heuristic schemes. In the deterministic case we say
that a distributional problem (L,D) is solvable by a polynomial time heuristic scheme A(x, δ) if we have:
• (Effectiveness) The running ofA(x, δ) is bounded by poly( n
δ
).
• (Usefulness) Prx←Dn{A(x, δ) ≠ L(x)} < δ.
In the randomized case the usefulness condition is formulated as follows:
• (Usefulness) Prx←Dn{Pr{A(x, δ) ≠ L(x)} ≥ 14 } < δ, where the inner probability is taken over the random bits of the
algorithmA.
The set of all distributional problems solvable by polynomial time (randomized) heuristic schemes is denoted by HeurP
and HeurBPP.
We say that a problem (L,D) is solved by a δ(n)-heuristic algorithmA if for every n, it holds that Prx←Dn{A(x) ≠ L(x)} <
δ(n). We say that (L,D) is solved by an errorless δ(n)-heuristic algorithm ifA is δ(n)-heuristic andA(x) ∈ {L(x),⊥} for all x
and n.
The set of problems solvable by polynomial time (errorless) δ-heuristic algorithms is denoted by Heurδ(n)P (resp.
Avgδ(n)P). The classes Heurδ(n)BPP and Avgδ(n)BPP are defined similarly. The classes Heurδ(n)Time[g(n)], Avgδ(n)Time[g(n)],
Heurδ(n)BPTime[g(n)], Avgδ(n)BPTime[g(n)], HeurTime[g(n)], HeurBPTime[g(n)] are defined in a natural way.
It is easy to see that AvgP ⊆ HeurP. Indeed it is sufficient to modify the AvgP algorithm as follows: return 0 instead
of ⊥. A similar modification and Lemma 2.1 imply AvgBPP ⊆ HeurBPP. Whether these inclusions are proper or not is an
important open question [9].
2.5. Reductions
Now we define deterministic Turing reductions between distributional problems. We distinguish errorless and heuristic
reductions since average-case classes and heuristic classes use different computationalmodels. Our definition is very similar
to [2] but here we use an Impagliazzo-style definition (and computational model) and ensembles of distributions while [2]
used Levin’s definition and distributions on the set of all binary strings.
Definition 2.2 (cf. [2]). A distributional problem (L,D) is errorlessly reducible to a problem (L′,D′) if there exists a
deterministic algorithm with an oracle T L
′
(x; δ)with the following properties:
• (Effectiveness) The running time of T L′(x; δ) is poly( |x|
δ
).
• (Correctness) T L′(x, δ) ∈ {L(x),⊥} for all x in the support of D.
• (Usefulness) Prx←Dn{T L′(x, δ) =⊥} < δ for all n ∈ N.
• (Domination) There exists a polynomial p(n) and subset En ⊆ {0, 1}n of small measure Dn(En) ≤ δ such that ∀y ∈
{0, 1}∗∑x∈{0,1}n\En AskT ,δ(x, y)Dn(x) ≤ p( nδ )D′(y), where AskT ,δ(x, y) = 1 if T L′(x, δ) asks the oracle for a string y and
AskT ,δ(x, y) = 0 otherwise. Informally speaking, En is the small set on which T makes ‘‘incorrect’’ queries to the oracle.
Eliminating the correctness condition and substituting the usefulness condition by
• Prx←Dn{T L′(x, δ) ≠ L(x)} < δ
we get a definition of heuristic reduction.
The following lemma shows that the reductions defined above are reasonable.
Lemma 2.2. (1) If (L,D) is errorlessly reducible to (L′,D′) and (L′,D′) ∈ AvgP, then (L,D) ∈ AvgP.
(2) If (L,D) is heuristically reducible to (L′,D′) and (L′,D′) ∈ HeurP, then (L,D) ∈ HeurP.
Proof. (1) Let (L′,D′) be solvable by algorithmA′(x, δ) in AvgP and T L′(x, δ) be the errorless reduction of (L,D) to (L′,D′).
The running time ofA′(x, δ) is bounded by polynomial q( |x|
δ
); the number of lengths of oracle queries of T L
′
(x, δ) is bounded
by polynomial f ( |x|
δ
). Consider the sequence of lengths of queries on the input length n: k1, k2, . . . , kf ( n
δ
).
We define algorithm A(x, δ): it executes T L
′
(x, δ3 ) and simulates A
′(y, ϵ(|x|, δ)) instead of oracle query y, where
ϵ(n, δ) = δ3p( n
δ
)f ( n
δ
)
, where p is a polynomial from the domination condition. If A′ outputs ⊥, then A(x, δ) returns ⊥. The
probability of answer⊥ of the resulting algorithm is estimated as follows:
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Pr
x←Dn
{A(x, δ) =⊥} ≤ Pr
x←Dn

T L
′

x,
δ
3

=⊥

+ Dn(En)+
−
x∈{0,1}n\En
−
y∈{0,1}∗
A′(y,ϵ(n,δ))=⊥
AskT ,δ(x, y)Dn(x)
≤ δ
3
+ δ
3
+
−
x∈{0,1}n\En
f ( n
δ
)−
i=1
−
y∈{0,1}ki
A′(y,ϵ(n,δ))=⊥
AskT ,δ(x, y)Dn(x)
(Domination)≤ 2δ
3
+
f ( n
δ
)−
i=1
−
y∈{0,1}ki
A′(y,ϵ(n,δ))=⊥
p
n
δ

D′(y) = 2δ
3
+
f ( nδ )−
i=1
p
n
δ

Pr
y←D′ki
{A′(y, ϵ(n, δ)) =⊥}
<
2δ
3
+
f ( n
δ
)−
i=1
p
n
δ

ϵ(n, δ) = 2δ
3
+ f
n
δ
 δ
3f
 n
δ
 = δ.
(2) The proof is much the same as the proof of (1). 
We can make a tighter statement.
Corollary 2.1 (From the Proof of Lemma 2.2). Let (L,D) be: (1) errorless; (2) heuristically reducible to (L′,D′) by means of the
reductionT L
′
(x, δ). The number of query lengths of T L
′
(x, δ) on input of size n is bounded by polynomial f ( |x|
δ
); p( |x|
δ
) is polynomial
from the domination condition. All oracle queries y satisfy the inequality |y| ≥ ⌈( 1
ϵ(|x|,δ) )
1
c ⌉, where ϵ(n, δ) = δ3p( n
δ
)f ( n
δ
)
and c is
a positive constant. Then we have the following. (1) If (L′,D′) ∈ Avg 1
nc
P, then (L,D) ∈ AvgP. (2) If (L′,D′) ∈ Heur 1
nc
P, then
(L,D) ∈ HeurP.
Proof. The proof resembles the proof of Lemma 2.2; the difference is as follows. The problem (L′,D′) is solvable by algorithm
A′(y). For all queries ymade by T L′(x, δ), the inequality Pry∈D′|y|{A′(y) =⊥} < 1|y|c ≤ ϵ(|x|, δ) is satisfied. 
Corollary 2.2 (From the Proof of Lemma 2.2). Let (L,D) be errorless reducible to (L′,D′) by means of the reduction T L′(x, δ). Let
the size of all oracle queries made by T L
′
(x, δ) be bounded by π(|x|, 1
δ
) for all x ∈ {0, 1}n \ En, where π is some polynomial
time computable function, and (L′,D′) ∈ AvgTime[τ(n)]. Then there exists an errorless heuristic schemeA(x, δ) for (L,D) with
running time bounded by poly( |x|
δ
)τ (
π(|x|, 1
δ
)
δ
).
Proof. The proof is straightforward calculation of the running time of algorithmA(x, δ)presented in the proof of Lemma2.2.
The onlymodification is as follows:A(x, δ) should answer⊥ if the size of the oracle query of T L′(x, δ) is more thanπ(|x|, 1
δ
)
(and therefore x ∈ En). 
3. The complete problem
In this section we construct a distributional problem that is complete for (AvgBPP, PSamp) under errorless reductions
and is complete for (HeurBPP, PSamp) under heuristic reductions.
The way tuples are encoded to be an input of an algorithm is important in average-case complexity. Namely, wemay use
only a logarithmic number of extra bits in encoding, because in this case the uniform probability of a string decreases only
polynomially. Now we describe the way in which we encode tuples:
Remark 3.1. Let x and y be two strings of bits. One can encode the pair (x, y) as 0⌈log |x|⌉1|x|2xy, where |x|2 is the length of
the string xwritten in binary. It is easy to see that |(x, y)| = |x| + |y| + 2⌈log(|x| + 1)⌉+ 1. Anm-tuple z = (x1, x2, . . . , xm)
can be encoded as (x1, (x2, (x3, . . . (xm−1, xm) . . . ). In this case |z| = ∑mi=1 |xi| + 2∑m−1i=1 ⌈log(|xi| + 1)⌉ + m − 1 ≤∑m
i=1 |xi| + 2(m− 1)⌈log(|z| − |xm| + 1)⌉ +m− 1.
We will use the Chernoff bound (Proposition 2.1) several times. For this purpose we fix a number N0 such that 2e−
N0
1000 <
0.001. Each time we apply Chernoff bound, the number of random variables should be at least N0.
We assume that all Turing machines output only an element from the set {0, 1,⊥}. Technically we may look on the first
two bits of the first tape and interpret ‘‘00’’ as 0, ‘‘11’’ as 1, ‘‘01’’ and ‘‘10’’ as⊥. LetM≤m denote the Turing machineM which
is forcedly interrupted after m steps if it has not reached the final state. The result of M≤m is the first two bits of the first
tape.
Let freq(M(x)) be the most frequent answer from {0, 1} returned by randomized Turing machine M on the input x and
prob(M(x)) be the probability of freq(M(x)).
We construct a distributional problem (C, R), where C is a language and R is a polynomial time samplable distribution.
The language C will be defined explicitly; the distribution R will be defined by the sampler R. We will show that the
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distributional problem (C, R) is in AvgBPP (and therefore in HeurBPP) and that (C, R) is complete for AvgBPP under errorless
reductions (in a similar way it is possible to prove that the distributional problem (C, R) is complete for HeurBPP under
heuristic reductions).
All strings of the language C have the form (M, y, 1m, b, S, 1s), whereM is the encoding of a randomized Turingmachine,
y is the input of this Turing machine, m > |y| + N0 is the number of steps that M is allowed to do, b ∈ {0, 1} is the
answer that would be used instead of an answer ⊥ for the machine M≤m, S is the encoding of a sampler, and s is the
number of steps that S is allowed to do. The language C is defined by its characteristic function: C(M, y, 1m, b, S, 1s) =
b, if Pr{M≤m(y) =⊥} ≥ 14 ,
freq(M≤m(y)), otherwise.
The next lemma shows that if themeasure of ‘‘bad’’ machines under the distributionH is small enough, then the problem
(C,H) is solvable in AvgBPP.
Lemma 3.1. Let a distribution H satisfy the following property. For every Turing machine M, if the prob(M≤m(y)) ≤ 0.85, then
H(M, y, 1m, b, S, 1s) ≤ 2e−n2 , where n = |(M, y, 1m, b, S, 1s)|. Then (C,H) ∈ AvgBPP.
Proof. Consider the following algorithmA(x, δ):
1. Test that the input x is a string of the form (M, y, 1m, b, S, 1s), wherem > |y| + N0, b ∈ {0, 1}. If not, then reject.
2. • If δ > 12m , then execute the machine M≤m(y) 200m2 times. If there exists c ∈ {0, 1} that appears at least 80% times,
then return c; otherwise return⊥.
• If δ ≤ 12m , then go through all sequences of random bits ofM≤m(y). If the fraction of answers that are equal to⊥ is at
least 14 , then return b. Otherwise return the most frequent answer from {0,1}.
(Correctness) Let δ > 12m (otherwise the algorithm A works deterministically and always outputs the correct
answer). If prob(M≤m(y)) ≤ 0.75, then the Chernoff bound implies Pr{A((M, y, 1m, b, S, 1s), δ) =⊥} ≥ 0.99.
Otherwise, if prob(M≤m(y)) > 0.75, then freq(M≤m(y)) = C(M, y, 1m, b, S, 1s). In this case the Chernoff bound implies
Pr{A((M, y, 1m, b, S, 1s), δ) = 1− C(M, y, 1m, b, S, 1s)} ≤ 0.01.
(Usefulness) Let δ > 12m (otherwise the algorithmAworks deterministically and does not output⊥). If prob(M≤m(y)) >
0.85, then the Chernoff bound implies Pr{A((M, y, 1m, b, S, 1s), δ) =⊥} < 0.01. Otherwise, by the statement of the
lemma, H(M, y, 1m, b, S, 1s) ≤ 2e−n2 . The total probability of all such inputs Z of length n may be estimated as follows:
H(Z) ≤ e−n22n+1 ≤ 2−n < δ (for n > N0). 
We define the distribution R via the samplerR (this distribution will be used in our complete problem).
Algorithm 3.1. The samplerR(1n):
1. Generate a stringw of length n. If it is not of the form (M, y, r, b, S, σ ), where b ∈ {0, 1}, then returnw.
2. Execute the sampler S≤|σ |(1|y|). Let x denote the result of S≤|σ |.
3. Execute M≤|r|(x) steps 200n2 times. If each answer from {0, 1} appears less than 90% times, return 1n. (Note that by
Remark 3.1 the string 1n does not encode any tuple.)
4. Return (M, x, 1|r|, b, S, 1|σ |).
Lemma 3.2. Let the sampler S correspond to a distribution D. Let z = (M, x, 1m, b, S, 1s), n = |z|. (1) If prob(M≤m(x)) ≥ 0.95
and the running time of S(1|x|) is at most s, then R(z) ≥ (1−2e−n2)D(x)2−10 log(n−s+1)−5 ·2−|M|−|S|. (2) If prob(M≤m(x)) ≤ 0.85,
then R(z) ≤ 2e−n2 .
Proof. (1) With probability at least 2−10 log(n−|σ |+1)−5 · 2−|M|−|S| the samplerR generates the string (M, y, r, b, S, σ ) on the
first step, where |y| = |x|, |r| = m, |σ | = s, b ∈ {0, 1}. (By the Remark 3.1, at most 10 log(n − |σ | + 1) + 5 bits are
used to determine the lengths of the tuple’s items.) With probability D(x) the sampler S outputs x on the second step of the
samplerR. The Chernoff bound implies that the test on the third step of the samplerR will be passed with probability at
least (1− 2e−n2).
(2) The Chernoff bound implies that the test on the third step of the samplerR will be passed with probability at most
2e−n2 . 
The claim (2) of Lemma 3.2 implies that the distribution R satisfies the condition of Lemma 3.1. Therefore we get:
Theorem 3.1. (C, R) ∈ AvgBPP.
Remark 3.2. Assume that a Turing machine M has two inputs: a string x and a rational number δ ∈ (0, 1). Let Mδ be the
Turing machine that simulates M with the value of the second parameter equal to 1⌈ 1
δ
⌉ . We may encode Mδ as the pair
(M, ⌈ 1
δ
⌉), where ⌈ 1
δ
⌉ is written in binary. By Remark 3.1, |(M, ⌈ 1
δ
⌉)| = |M| + ⌈log(⌈ 1
δ
⌉ + 1)⌉ + 2⌈log |M|⌉ + 1, and hence
2|Mδ | ≤ 2|M|+3(|M| + 1)2( 1
δ
+ 1).
Theorem 3.2. (C, R) is a complete problem for (AvgBPP, PSamp) under errorless reductions.
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Proof. Let us consider a distributional problem (L,D) from AvgBPP. Let it be solvable by a machineM(x, δ)whose running
time is bounded by polynomial g( |x|
δ
). (We assume that both constants in the Definition 2.1 are decreased to 0.01 by
Lemma 2.1.) Let distribution D be generated by a sampler S with running time bounded by the polynomial q(n).
We describe a reduction in terms of Definition 2.2. The reduction T C (x, δ) makes two queries to the oracle: z0 =
(Mδ, x, 1g(
|x|
δ
)+N0 , 0, S, 1q(|x|)) and z1 = (Mδ, x, 1g( |x|δ )+N0 , 1, S, 1q(|x|)). If the answers of the oracle are different, then return
⊥. Otherwise return the answer of the oracle.
Let us verify all conditions of a reduction:
• (Effectiveness) This follows from the fact that strings z0 and z1 have lengths bounded by poly( |x|δ ).
• (Correctness) If C(z0) ≠ C(z1), then T C (x, δ) =⊥. If C(z0) = C(z1), then Pr{Mδ(x) =⊥} < 14 . By Definition 2.1 (with the
decreased constants) Pr{Mδ(x) ∈ {L(x),⊥}} ≥ 0.99, and hence Pr{Mδ(x) = L(x)} ≥ 0.74. By construction, C(z0) is the
most frequent answer ofMδ on input x for g(
|x|
δ
)+ N0 steps; therefore C(z0) = L(x) and T C (x, δ) = L(x).
• (Usefulness) Prx←Dn{T C (x, δ) =⊥} = Prx←Dn{Pr{Mδ(x) =⊥} ≥ 14 } < δ.• (Domination) Let En = {x ∈ {0, 1}n| Pr{Mδ(x) =⊥} ≥ 0.01}. By definition of Mδ we have D(En) < δ. By the correctness
condition ofMδ for every x ∈ {0, 1}n, Pr{Mδ(x) = 1− L(x)} < 0.01 and for every x ∈ {0, 1}n \ En, Pr{Mδ(x) =⊥} < 0.01.
Therefore for every x ∈ {0, 1}n \ En, Pr{Mδ(x) = L(x)} > 0.98. By the claim (1) of Lemma 3.2 for x ∈ {0, 1}n \ En we
have R(zi) ≥ 0.99D(x)2−10 log(n′−q(|x|)+1)−5 · 2−|Mδ |−|S|, where n′ = |z0| = |z1|, i ∈ {0, 1}. The last inequality proves the
domination condition, since |S| is a constant and 2|Mδ | ≤ 2|M|+3(|M| + 1)2( 1
δ
+ 2) by Remark 3.2. 
Theorem 3.2 and Lemma 2.2 imply
Corollary 3.1. (C, R) ∈ AvgP ⇐⇒ (AvgP, PSamp) = (AvgBPP, PSamp).
Theorem 3.3. (C, R) ∈ Avg 1
nc
P ⇐⇒ (AvgP, PSamp) = (AvgBPP, PSamp).
Proof. The proof resembles the proof of Theorem 3.2. We manually increase the size of the oracle queries in order to use
Corollary 2.1.
In terms of the proof of Theorem 3.2 we define k = |(Mδ, x, 1g( |x|δ )+N0 , 0, S, 1)| − 1 and p(k, δ) = 10.99D(x)
25 log(k+1)+|Mδ |+|S|+10; p(k, δ) is bounded by poly( |x|
δ
). Note that p(k, δ) is the polynomial from the proof of the domination
condition in Theorem 3.2.
We increase the size of the oracle query by adding ⌈( 1
ϵ(n,δ) )
1
c ⌉ more to the running time of sampler S, where ϵ(n, δ) =
δ
3p(k,δ) . (If S is a correct sampler, then it stops when it should stop.) Here are the new oracle queries: z0 = (Mδ, x, 1g(
x
δ
)+N0 ,
0, S, 1q(|x|)+⌈(
1
ϵ(n,δ) )
1
c ⌉
), z1 = (Mδ, x, 1g( xδ )+N0 , 1, S, 1q(|x|)+⌈(
1
ϵ(n,δ) )
1
c ⌉
).
In order to use Corollary 2.1 it is left for us to note that for given δ and |x| the size of the oracle queries is uniquely
determined. The polynomial p(k, δ) in the domination condition does not depend on the last element of zi (and therefore it
is the same as in the proof of Theorem 3.2). 
Corollary 3.2. If (AvgBPP, PSamp) ⊆ (Avg 1
nc
P, PSamp), then (AvgP, PSamp) = (AvgBPP, PSamp).
Theorem 3.4. 1. Distributional problem (C, R) is complete for (HeurBPP, PSamp) under heuristic reductions.
2. If (C, R) ∈ HeurP, then (HeurP, PSamp) = (HeurBPP, PSamp).
3. If (C, R) ∈ Heur 1
nc
P, then (HeurP, PSamp) = (HeurBPP, PSamp).
4. If (HeurBPP, PSamp) ⊆ (Heur 1
nc
P, PSamp), then (HeurP, PSamp) = (HeurBPP, PSamp).
Proof. The proof is analogous to the proofs of Theorem 3.2, Corollary 3.1, Theorem 3.3 and Corollary 3.2. 
So classes (AvgBPP, PSamp) and (HeurBPP, PSamp) have the same complete problem (although under different reduc-
tions). In particular, this means that if (AvgBPP, PSamp) ⊆ (HeurP, PSamp), then (C, R) ∈ (HeurP, PSamp) and (HeurP,
PSamp) = (HeurBPP, PSamp). If (AvgP, PSamp) = (AvgBPP, PSamp), then since AvgP ⊆ HeurP, we get (HeurP, PSamp) =
(HeurBPP, PSamp).
4. The complete problem with uniform distribution implies derandomization
In this section we give some intuition as regards why the resulting complete problem for (AvgBPP, PSamp) is not hard
with respect to the uniform distribution, but is hard with respect to the somewhat unnatural samplable distribution. We
use ideas from [6], where Gurevich shows that the existence of a complete problem in the distributional NP with uniform
distribution under deterministic reductions implies EXP = NEXP. Gurevich used this argument as motivation for the usage
of randomized reductions (but a complete problem for AvgBPP under randomized reduction is trivial and useless).
Distribution D is called flat [6] if there exists ϵ > 0 such that for every x ∈ {0, 1}∗, D(x) ≤ 2−|x|ϵ .
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Theorem 4.1. If there exists a problem (L,D) with flat distribution D that is complete for (AvgBPP, PSamp) under errorless
reductions, then for every language X ∈ BPEXP the distributional problem (X,U) belongs to AvgEXP.
Proof. Consider a language X ∈ BPEXP that is solvable in BPTime[2nc ]. We define the padded version of language X: Xpad =
{(x, 12|x|c )|x ∈ X)}. It is easy to see that Xpad ∈ BPP. We also define the distribution Upad such that Upad(x, 12|x|c ) = 2−|x|;
it is obviously polynomial time samplable. Since (Xpad,Upad) ∈ (BPP,Upad) ⊆ (AvgBPP,Upad) there is a reduction T of
(Xpad,Upad) to (L,D). Let p( n
δ
) be the polynomial from the domination condition. We fix some δ ∈ (0, 1). Let Tδ make up to
f ( n
δ
) queries to the oracle, where n is the length of the input and f is a polynomial. We consider y = (x, 12|x|c ) and the set of
queries of T (y, δ): z1, z2, . . . , zk, where k ≤ f ( nδ ). For every i, 1 ≤ i ≤ k, for every y ∈ {0, 1}n \ En the domination condition
implies D(zi) ≥ 2−|x|p( |y|
δ
)
. Since D is flat, 2−|zi|ϵ ≥ 2−|x|
p( |y|
δ
)
; hence |zi| ≤ (|x| log p( nδ ))
1
ϵ ≤ poly(|x| log 1
δ
).
Let (L,D) be solvable in AvgBPP by an algorithm A(x, δ) with running time bounded by a polynomial g( n
δ
). We may
derandomize A(x, δ) in time 2poly(
n
δ
). By Corollary 2.2, (Xpad,Upad) is solvable by deterministic errorless heuristic scheme
B(y, δ) with running time bounded by poly( |y|
δ
)2(poly(
poly(|x| log 1
δ
)
δ
)) = poly( |y|
δ
)2poly(
|x|
δ
) = 2poly( |x|δ ). Finally B ′(x, δ) =
B((x, 12
|x|c
), δ) solves (X,U) in AvgEXP. 
5. The time hierarchy theorem
In this section we extend techniques from [13] to prove a time hierarchy for (AvgBPP, PSamp). Namely for every positive
a and c we construct the distributional problem (L,D) ∈ (AvgBPP, PSamp) such that (L,D) /∈ Heur 1
2− 1na BPTime[n
c].
We consider a sequence ni such that n1 = 1, ni+1 = 22ni . We split all natural numbers into the segments from ni to
n∗i = ni+1 − 1. For every randomized Turing machine M we denote by M the machine which on input of x executes M(x)
200|x|2 times and outputs the most frequent answer. (Here we assume that all Turing machines return only one bit.) LetMi
be an enumeration of randomized Turingmachineswith the time bound nc+1 where every Turingmachine appears infinitely
many times.We describe a language L that will be used in the proof of a time hierarchy. On the lengths from the i-th segment
L depends on the Turing machine Mi. If ni ≤ |x| < n∗i , then we identify x with the real number 0.x between 0 and 1. We
define θx = 12 + (x− 12 ) 12na . Let πn = Pry←Un+1{Mi(y) = 1}, where the probability is taken over y and the random bits ofMi;
x ∈ L ⇐⇒ πn ≥ θx. If |x| = n∗i , then x ∈ L ⇐⇒ Pry←Uni {Mi(y) = 1} < 12 , where the probability is taken over y and the
random bits of Mi.
We introduce the probability distribution D, that will help us to solve the language L in AvgBPP. The hardest instance of
L is x with θx ≈ πn. We define distribution D in such a way that such an x will have very small probability; therefore the
AvgBPP algorithm will have enough time to solve this instance. We define the distribution D via the following samplerD .
Algorithm 5.1. The samplerD(1n):
1. If n = n∗i , then return x ← Un;
2. Let ni ≤ n < n∗i . Execute Mi on different random inputs of length n+ 1 106n4a+c+10 times and calculate the frequencyτn
of answer 1.
3. We call a string x bad if |θx −τn| < ε = 1100n2a and we call it good otherwise.
4. Repeat nc+3 times:• Generate x ← Un;
• If x is good, return x.
5. Return x ← Un.
Lemma 5.1. Let ni ≤ n < n∗i .
(1) For all x ∈ {0, 1}n, D(x) ≤ 2−n 11−α , where α = 1na+2 .
(2) If |θx − πn| ≤ 12n , then D(x) ≤ 2−n
c+2
.
Proof. (1) The probability that a uniformly generated random string is bad is less than 2ε × 2na = 125na < α = 1na+2 .
The probability that a string x is generated in the first iteration of step 4 of the sampler D is 2−n; the probability that x is
generated on the second iteration is less than α2−n, and so on. Therefore D(x) ≤ 2−n(1+ α + α2 + · · · ) ≤ 2−n 11−α .
(2) The Chernoff bound implies that Pr{|πn −τn| ≤ ε2 } ≥ 1− 2e−2nc+10 ≥ 1− 2−nc+3 .
D(x) = Pr{x = D(1n)} = Pr

x = D(1n) | |πn −τn| ≤ ε2 Pr |πn −τn| ≤ ε2
+ Pr

x = D(1n) | |πn −τn| > ε2 Pr |πn −τn| > ε2
≤ Pr

x = D(1n) | |πn −τn| ≤ ε2+ Pr |πn −τn| > ε2
≤ Pr{x = D(1n) | x is bad} + 2−nc+3 ≤ 2−nc+3 + 2−nc+3 < 2−nc+2 . 
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Theorem 5.1. (L,D) ∈ AvgBPP.
Proof. We show that the distributional problem (L,D) is solvable byL(x, δ) in AvgBPP:
1. If |x| = n∗i , then executeMi on all inputs of length ni andwith all sequences of randombits and return themost infrequent
answer. Now we have ni ≤ |x| < n∗i .
2. If δ ≥ 2−nc+2 :
• If ni ≤ |x| < n∗i , then execute Mi on K = 4096 n3aδ2 random inputs of length n+1 and computeπn that is the frequency
of the answer 1.
• If θx ≥ πn + δ32na , return 0.
• If θx ≤ πn − δ32na , return 1.• Return⊥.
3. If δ < 2−nc+2 , then compute πn deterministically. That is, execute Mn on all inputs of length n+ 1 with all sequences of
random bits. If θx ≤ πn, return 1, otherwise return 0.
The running time ofL(x, δ) is poly( |x||δ| ). If θx ≥ πn + δ16na , then the Chernoff bound implies that with probability at least
0.99 (for large enough n)L(x, δ) outputs 0 = L(x). If θx ≤ πn − δ16na , then the Chernoff bound implies that with probability
at least 0.99 (for large enough n) L(x, δ) outputs 1 = L(x). If θx ≥ πn, then by the Chernoff bound the probability of the
answer 1 is at most 0.01 and if θx ≤ πn, then the probability of the answer 0 is at most 0.01.
If δ > 1
2n−1 , then the probability of the answer⊥may be estimated as
Pr
x←Dn

Pr{L(x, δ) =⊥} > 1
4

≤ Pr
x←Dn

πn − δ16na < θx < πn +
δ
16na

≤ 1
1− α Prx←Un

πn − δ16na < θx < πn +
δ
16na

≤ 1
1− α
1+ δ8na 2n · 2na
2n
= n
a + 2
na + 1

1
2n
+ δ
4

< δ.
If 1
2nc+2
< δ ≤ 1
2n−1 , then the
δ
16na -neighbourhood of πn contains at most one number θx and by the claim (2) of Lemma 5.1,
D(x) < 2−nc+2 < δ. If δ ≤ 1
2nc+2
, thenL(x, δ) ≠⊥. 
Theorem 5.2. (L,D) /∈ Heur 1
2− 1na BPTime[n
c].
Proof. The proof is by contradiction. Suppose that a problem (L,D) is solvable by a Turing machine Mk in Heur 1
2− 1na
BPTime[nc]. The claim (1) of Lemma 5.1 implies that for every subset S ⊆ {0, 1}n, D(S) ≤ U(S)1−α = (n
a+2)U(S)
na+1 . Hence the
machineMk correctly solves L for a set of inputs with uniform measure at least ( 12 + 1na ) n
a+1
na+2 = ( 12 + 12na ).
Let n = n∗k − 1 and L(x) = b ∈ {0, 1} for every x ∈ {0, 1}n
∗
k . SinceMk solves L on 12 + 12na fraction of inputs, and machineMk has probability of error at most e−(n+1)2 on such inputs, we may conclude that
Pr
x←Un+1
{Mk(x) = b} ≥ 12 + 12(n+ 1)a

1− 1
e(n+1)2

>

1
2
+ 1
4na

.
However θx ∈ ( 12 − 14na , 12 + 14na ), and therefore for every x ∈ {0, 1}n, L(x) = b. If we continue this reasoning we get that for
every nk ≤ n ≤ n∗k and x ∈ {0, 1}n, L(x) = b. Hence b is the most frequent answer of Mk on x ∈ {0, 1}nk ; it contradicts the
choice of b. 
Note, that
Heur 1
2− 1na BPTime[n
c] ⊇ Avg 1
2− 1na BPTime[n
c] ⊇ AvgBPTime[nc].
This completes the proof of the time hierarchy theorem for (AvgBPP, PSamp).
6. Worst-case vs average-case classes
Definition 6.1. Let C be the class of languages and D be the class of distributions. (C,D) = {(L,D) | D ∈ D, ∃L′ ∈ C : ∀x ∈
suppD L(x) = L′(x)}.
Lemma 6.1. Let f and g be time-constructible functions3 satisfying f (n) log3 f (n) = o(g(n)). Then there exists a unary (i.e., a
subset of {0}∗) language L that separates DTime[f (n)] and DTime[g(n)].
3 f (n) is called time-constructible if the value of f (n) can be computed in O(f (n)) steps.
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Proof. We enumerate all deterministic Turing machines with running time bounded by f (n) log f (n) in such a way that
every Turing machine appears in this enumeration infinitely many times: Mi. We consider language L = {0i|Mi(0i) = 0}.
L ∈ DTime[g(n)] since it can be solved using a simulation. Suppose that L is solved by an O(f (n)) time Turing machine that
has number k in our enumeration. We consider two cases: let 0k ∈ L; thenMk(0k) = 1 sinceMk solves L, but on other hand,
by the definition of L, we should have Mk(0k) = 0, a contradiction. Let 0k /∈ L; then Mk(0k) = 0 since Mk solves L, but on
other hand, by the definition of L, we should haveMk(0k) = 1, a contradiction. 
Theorem 6.1. The following inclusions hold:
1. (P,U) ( (AvgP,U) ⊆ (HeurP,U);
2. (HeurP, PSamp) ⊆ (EXP, PSamp);
3. there exists a language LEXP ∈ EXP such that for any distribution D ∈ PSamp, the distributional problem (LEXP ,D) is not
contained in (HeurP, PSamp).
Proof. 1. Lemma 6.1 implies that there exists a unary language Lp that separates DTime[2n/2] and DTime[2n]. (LP ,U) /∈
(P,U) since LP /∈ DTime[2n/2].
Now we show that (Lp,U) ∈ AvgP. AlgorithmA(x, δ) returns 0 if x ≠ 0n. If x = 0n and δ > 12n , thenA(x, δ) returns⊥,
and if δ ≤ 12n it simulates the machine M that solves LP in DTime[2n] on input 0n. The running time of A(x, δ) is bounded
by O( x
δ2
) (if δ ≤ 2−n, thenA(x, δ)may work for 22n steps). Note that AvgP ⊆ HeurP by definition.
2. Let distributional problem (L,D) ∈ (HeurP, PSamp) be solved by algorithmA(x, δ); the distribution D is generated by
sampler S with running time bounded by polynomial q(n). Note that every positive value of D on {0, 1}n is at least 2−q(n).
AlgorithmA(x, 1
2q(|x|)+1 )works in exponential time and solves L ∩ suppDwithout errors.
3. We enumerate all deterministic Turing machines with running time bounded by 2n in such a way that every Turing
machine appears in this enumeration infinitely many times: Mi. We consider language LEXP = {x|M|x|(x) = 0}. Using
just simulation we get LEXP ∈ EXP. Assume that there exists some distribution D such that (LEXP ,D) is solved in HeurP
by algorithm A(x, δ). We consider a Turing machine that corresponds to the algorithm A(x, 110 ); it has number k in our
enumeration. Since Prx←Dk{Mk(x) = A(x, 110 ) = LEXP(x)} ≥ 0.9, there exists x0 ∈ {0, 1}k such that Mk(x0) = LEXP(x0); this
contradicts the definition of the language LEXP . 
Now we prove a similar theorem for randomized classes:
Theorem 6.2. The following inclusions hold:
1. (BPP,U) ( (AvgBPP,U) ⊆ (HeurBPP,U);
2. (HeurBPP, PSamp) ⊆ (BPEXP, PSamp);
3. there exists L ∈ BPEXP such that for every distribution D ∈ PSamp, the distributional problem (L,D) is not contained in
(HeurBPP, PSamp).
Proof. 1. In order to prove (BPP,U) ( (AvgBPP,U), it is sufficient to show that there exists a unary language (i.e., a subset
of {0}∗) that separates classes BPP and BPTime[2n]. Prefix u- to complexity class Cmeans the set of unary languages from C.
The proof uses ideas from the proof of BPP ≠ BPTime[2n] from [10].
Assume that u-BPP = u-BPTime[2n]; then u-BPP = u-BPTime[nlog n] = u-BPTime[2n].
Lemma 6.2 (cf. [10, Lemma 3] ). Let f (n), g(n), h(n) be time-constructible functions, with f (n), g(n) ≥ log n, and h(n) ≥ n a
strictly increasing function. Then u-BPTime[f (n)] ⊆ u-BPTime[g(n)] implies u-BPTime[f (h(n))] ⊆ u-BPTime[g(h(n))].
Proof. Let language A be solved in O(f (h(n))) steps by algorithm M; we consider the padded version of language A:
Apad = {x0h(|x|)−|x||x ∈ A}. The language Apad can be solved in time O(f (n)) as follows: given the input y, we use binary
search to find such an x that y = x0h(|x|)−|x| (in time O(log |y|)). After that we execute M on the input x; the resulting
time complexity is O(log |y| + f (|x|)) = O(f (|y|)). Hence the language Apad may be solved in O(g(|y|)) steps, and therefore
language Amay be solved in O(g(h(n))) steps. 
Suppose that u-BPTime[nlog n] = u-BPTime[2n]; consider the following sequence of inclusions:
u-DTime[2n2 log n ] ⊆ u-BPTime[2n2 log n ]
Lemma 6.2⊆ u-BPTime[(n2 log n)log(n2 log n)] ⊆ u-BPTime[2n]
⊆ u-BPTime[nlog n] ⊆ u-DTime[2nlog n ].
Lemma 6.1 implies that there exists a unary language L that separates u-DTime[2nlog n ] and u-DTime[2n2 log n ]; we get a
contradiction. Besides, we may conclude that either L or its padded version separates u-BPTime[nlog n] and u-BPTime[2n].
2. The inclusion (HeurBPP, PSamp) ⊆ (BPEXP, PSamp) has almost the same proof as the second claim of Theorem 6.1.
However, in the randomized case we have one additional problem: the resulting BPEXP algorithm should work correctly
(with bounded error) even on zero-probability inputs. It is possible to compute the probability of input in exponential time
(since the distribution is polynomial time samplable); hence BPEXP algorithm can reject all such inputs.
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3. Let L′ be the unary language that separates u-BPTime[nlog n] and u-BPTime[2n] (the existence of L′ was proved in the
claim (1) of this theorem). We define a new language L = {x | 0|x| ∈ L′}. L′ ∈ BPTime[2n] implies that L ∈ BPTime[2n].
Assume that (L,D) ∈ HeurBPP for some polynomial time samplable distribution D. Let (L,D) be solved by algorithmA(x, δ)
and the distribution D be generated by sampler S. We will show that L′ ∈ BPP and this will be a contradiction.
Consider the following randomized algorithm that solved L′: If x ≠ 0n, then reject. Otherwise generate y ← S(1n)
and return A(y, 110 ). The error probability of the algorithm described is bounded by
1
10 (the probability that A(y,
1
10 ) has
unbounded error)+ 14 (the error probability ofA(y, 110 )). That is, L′ ∈ BPP, which contradicts the construction of L′. 
Note that classes AvgP,HeurP,AvgBPP and HeurBPP are not closed under changing the distribution. Indeed in the proofs
of Theorems 6.1 and 6.2 we prove the existence of a unary language LP such that (LP ,U) separates P and AvgP, and LBPP
such that (LBPP ,U) separates BPP and AvgBPP. If we consider distribution D such that Dn(0n) = 1, then (LP ,D) /∈ HeurP and
(LBPP ,D) /∈ HeurBPP.
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