acquired at multiple points in time from within the monitoring and testing strategy to two EM survey-soil salinity data same fields.
sets collected at multiple points in time from the saline irrigation
A comprehensive statistical methodology for the predistrict of Flumen, Spain. Our results demonstrate that this monitoring diction of soil salinity using EM signal data was sugapproach was successfully able to quantify the temporal changes in gested by Lesch et al. (1995a,b) . This prediction apthe soil salinity patterns occurring within these two fields.
proach was based on the development of field-specific multiple linear regression models that could be used to predict soil salinity levels from EM-38 survey data.
T he use of electromagnetic induction sensors for These researchers also suggested that the regression the assessment and monitoring of soil salinity condimodeling methodology could be employed to monitor tions has received considerable attention in the soil scichanges in the soil salinity conditions with time, proence literature (Lesch et al., 1995a,b; Díaz and Herrero, vided additional soil samples were acquired at one or 1992; Hendrickx et al., 1992; Rhoades, 1992 ; Rhoades more survey sites in the future. and Corwin, 1990; Rhoades and Miyamoto, 1990; Slav- There is a clear need for the development of costich, 1990; Williams and Baker, 1982; McNeill, 1980) . effective, quantitative salinity monitoring techniques. These sensors can generally be classified into one of
The initial diagnosis of the soil salinity conditions within three types: (i) four-electrode sensors, including either a field typically represents just the first step in a longsurface array or insertion probes, (ii) remote EM inducterm reclamation project or salinity management protion sensors, such as the Geonics EM-31, EM-34, and cess. Periodic monitoring of the evolving salinity condi-EM-38 (Geonics Ltd., Mississauga, ON) 1 , and (iii) time tions is just as essential when identifying the most worthdomain reflectometric sensors (Rhoades, 1992; Dalton, while reclamation or management strategies, and for 1992). Of these three sensor types, the remote EM indeveloping meaningful cost-benefit analyses. Furthermore, this type of information is often needed for the calibration and testing of various types of dynamic salin-a Geonics EM-38 meter. Both horizontal (EM H ) and vertical type of formal statistical "test" (for detecting a change in (EM V ) readings were acquired at each site, and then temperasoil salinity conditions with time). For example, suppose ture corrected to 25ЊC using the correction coefficients given that an EM survey is conducted across a given field, U.S. Salinity Laboratory Staff (1954) . The P parcel was sursoil samples are acquired at some of these survey sites, veyed twice (March 1988 and January 1989) , and the M parcel and a regression model is estimated from this data. In was surveyed three times (May 1988, January 1989, and  this example, assume that the regression model can be April 1990). used to convert the EM survey data into a predicted A limited number of soil samples were acquired during soil salinity level at each survey site across the field.
each survey in both fields. The sampling sites that were seNow, at some point in the future suppose one wishes lected were chosen to both (i) span the observed range in the to formally test for a change in the spatial salinity pattern EM-38 signal data, and (ii) provide reasonable (i.e., approximately uniform) coverage across each parcel. The numbers or average salinity level in this field. Then how should and locations of these sample sites varied from year to year this be done? Should one conduct a new EM survey, (see Fig. 1 We examined these questions, and developed a cohercan be found in Díaz and Herrero (1992) and Ló pez-Bruna and Herrero (1996) . However, in the analysis that follows, we ent statistical monitoring methodology for use with the typical, regression-based EM survey techniques commonly applied in practice. We first developed an appropriate regression equation by incorporating the ideas behind the more traditional, mixed linear analysis of variance (ANOVA) model into the regression modeling assumptions. These modeling assumptions in turn determine how the overall survey should be carried out; i.e., when and where the EM survey and soil salinity data should be acquired. Next, we developed two statistical tests based on these modeling assumptions. The first test can be used to determine if the salinity pattern has changed in a spatially variable manner, and the second test can be used to determine if the average salinity level across the entire field has changed with time. We then used the previously mentioned survey data (Díaz and Herrero, 1992) to demonstrate this monitoring methodology, and used these statistical tests to quantify changes occurring in soil salinity patterns with time.
MATERIALS AND SURVEY METHODS
The data to be analyzed come from two 0.5-ha salt-affected parcels in the irrigation district of Flumen (Aragon, Spain). The first parcel (P, 0.54 ha) contains soil classified as a fine, mixed (calcareous), thermic Oxyaquic Torrifluvent. At the time of sampling, it was slightly leveled and had been regularly cropped with rice (Oryza sativa L.) duirng the previous 25 yr. The second parcel (M, 0.40 ha) is more texturally heterogeneous. Approximately 55% of the parcel contains soil classified as a coarse-silty, mixed (calcareous) Xeric Torriorthent. The remaining 45% of the parcel is classified as (i) a loamy, mixed (calcareous) thermic shallow Lithic Xeric Torriorthent (15%); (ii) a coarse-loamy, mixed (calcareous), thermic Xeric Torrifluvent (15%); and (iii) a coarse-loamy, mixed, thermic Xeric Haplocalcid (15%). In 1987 the parcel was laser-leveled and a buried tile drain system was installed. Thereafter, the M parcel was used for maize (Zea mays L.) production.
Electromagnetic induction surveys and soil sampling were carried out in both parcels in 1988 and 1989, and in the M at the soil surface across each field on a 10 by 10 m grid using will consider only the EC e data, since this data is generally of estimated model parameters including the intercept, and s 2 is the estimated mean square error of the regression model considered a more reliable measurement of soil salinity. Additionally, to simplify the analysis, we have chosen to only relate (Myers, 1986) . In Eq.
[1a] and [1b] the residuals, ⑀, are assumed to be the EM-38 signal data to the average of the EC e data within the 0-to 1-m sampling depth in each field.
normally distributed with homogeneous variance and spatially uncorrelated. All of these assumptions must be verified before the model can be used for prediction purposes. The assump-
STATISTICAL THEORY
tion of residual spatial independence can be examined by The prediction of soil EC e from EM measurements requires using a Moran residual autocorrelation test (Brandsma and that a model be developed that relates the two sets of data Ketellapper; 1979 , Lesch et al., 1995a . The remaining residual to each other. Numerous researchers have suggested various assumptions should be verified using the standard residual deterministic (theoretically based) or statistical EC e -EM prediagnostic plots or tests (Myers, 1986; Atkinson, 1985; Weisbdiction models (Ló pez-Bruna and Herrero, 1996; Lesch et erg, 1985 Lesch et erg, ). al., 1995a Yates et al., 1993; Rhoades, 1992; Slavich, 1990;  A final assumption intrinsic to the regression modeling apWilliams and Baker, 1982; McNeill, 1980) . The approach we proach concerns the X matrix, which may be considered fixed used was to develop field-specific, multiple linear regression or random. When the X matrix is considered fixed, one implic-(MLR) models that can predict soil EC e levels at each survey itly assumes that this matrix contains all the information about point from the acquired EM data (Lesch et al., 1995a) . Therewhich any inference will be made. In practice, this means that fore, a review of the modeling assumptions intrinsic to this one is actually restricting any inference (i.e., model predicregression approach will be given first. We will then briefly tions, statistical tests, etc.) to the EM survey grid, rather than review the modeling assumptions behind the more traditional, the entire field. For example, this is the approach taken in mixed linear analysis of variance model. This is the most com- Lesch et al. (1995a,b covariate data (i.e., the X matrix) comes from either observaIn the MLR modeling approach defined here, we assume tional studies or designed experiments with both fixed and that there exists a linear relationship between the natural log random treatment effects (Montgomery, 1984; Ryan, 1997) . (ln) transformed soil EC e levels and the ln-transformed EM Under this approach it is still possible to treat the X matrix readings. We also assume that additional "trend surface" paas though it were fixed, provided that conditional distribution rameters may need to be included in the MLR model to of the observed response data, given the observed X matrix, account for spatial drift or lateral trends in the EM signal data is normal with constant variance, and that the distribution of unrelated to the soil salinity levels. For example, when two X does not depend on either the ␤ parameter vector or the EM-38 signal readings are acquired at each survey site, a error variance (Neter et al., 1989) . However, the inference MLR salinity prediction model with first-order trend surface space in this approach could include the entire field, rather parameters would be defined as than being exclusively restricted to just the survey grid.
The ANOVA (Mixed Linear Model) Approach where the (u,v ) variables represent the spatial coordinates of each survey site, z 1 and z 2 are defined as z 1 ϭ ln(EM V ) ϩ To clarify how one can use a conditional regression equation for monitoring purposes, it will be helpful to first briefly review ln(EM H ), z 2 ϭ ln(EM V ) Ϫ ln(EM H ), and ⑀ represents the stochastic, residual error component. Note that the adding and the modeling assumptions inherent in the more traditional, mixed linear ANOVA model. This is the model one would subtracting of the EM signal components (inherent in the z 1 and z 2 definitions) is simply done to reduce the effects of typically use if no EM covariate data were available; i.e., all monitoring activities were to be based only on the repetitive signal multicollinearity (Myers, 1986) .
It is generally more convenient to write Eq.
[1a] in matrix collection of soil samples. For this discussion, define y ijk as the observed natural-lognotation. Suppose that there are salinity data from i ϭ 1, 2, ..., n sample sites, where these "calibration" sites form a subset transformed salinity level from the jth sample site during the ith time frame, where i ϭ 1 or 2. Suppose also that we acquire of a larger set of N EM survey sites. Define y ϭ [ln(EC e1 ), ln(EC e2 ), ..., ln(EC en )]
T ,
.., two salinity samples from each site (for example, by taking two soil cores arbitrarily close together), and let the k ϭ 1, 2
, where T represents the matrix transpose symbol. Then Eq. [1a] can be subscript represent these "replicate samples." Then a traditional mixed linear model can then be written as expressed as
for i ϭ 1, 2, j ϭ 1, 2, ..., n, k ϭ 1, 2, and with b j ‫ف‬ iid N(0, Likewise, the predicted natural-log-transformed salinity at the ith survey site may be written as . Under these assumptions, it is well known (i.e., Montgomery, 1984) that the estimated ␤ parameter vector. From standard regression theory, a 100(1 Ϫ ␣)% prediction interval for a ln(EC e ) sample the expected mean squared error for t i , (tb ) ij , and e ijk are E{MSt}
tb , and E{MSe} ϭ acquired at this site would be
, where t is the t-distribution, p ϩ 1 is the number 2 . Thus the ratio of MStb/MSe can be compared with an F distribution to test for tb 2 ϭ 0, and the MSt/MStb ratio can
be used to test for t 1 Ϫ t 2 ϭ 0. where ⑀ 1 ‫ف‬ N (0, I ) and I represents the identity matrix. In a general ANOVA model, the e ijk variance component Furthermore, assume that a suitable model for the second typically represents sampling error, but the (tb ) ij interaction time frame is variance component can at times be difficult to interpret. When analyzing spatial data, however, this interaction vari-
ance component has an obvious meaning. When
, and the , can conclude that changes in the natural-log-transformed sa-⑀ 1 , and ⑀ 2 random error components are mutually independent. linity levels are spatially variable (i.e., different from site to Hence, (y 2 Խ X 1 ) Ϫ (y 1 Խ X 1 ) ϭ d 0 ϩ ϩ ⑀ 2 Ϫ ⑀ 1 , which is simply site). Hence, testing 2 tb ϭ 0 is equivalent to testing for spatially Eq.
[3] written in matrix format. Therefore, in Eq.
[5], d 0 dynamic change across the field, while the t 1 Ϫ t 2 ϭ 0 test represents the shift in the average natural-log-transformed represents a test about the average shift with time in the mean salinity level between the two time frames and the additional natural-log-transformed salinity level across the entire field.
error term represents the dynamic variability component. We can therefore use these two statistical tests to determine
After acquiring the first set of n calibration samples, supwhich one of the following four scenarios seems most likely, pose Eq.
[4] is estimated as ŷ 1 Խ X 1 ϭ X n b, were ŷ 1 represents given the observed data:
the vector of predicted natrual-log-transformed salinity levels 
sents the matrix of EM covariate data associated with the k statistically significant) prediction sites, and X n is the matrix of covariate data associ-4. Dynamic (spatially variable) 2 tb ≠ 0 and t 1 Ϫ t 2 ≠ 0 ated with the n calibration sites (Graybill, 1976) . In other change with time words, ( 
X m , where X m represents for i ϭ 1, 2 and j ϭ 1, 2, ..., n. In practice, when one computes the matrix of EM covariate data associated with these m prea paired t-test, one is actually using Eq. [2b] shown above, diction sites from the first time frame. Then Eq.
[5] implies but respecified as that the prediction error associated with these sites would be (
i.e., the observed
(Time 2) minus predicted (Time 1) differences will contain for j ϭ 1, 2, ..., n. In Eq.
two sources of error, and may no longer be equal (on the e ij ‫ف‬ iid N(0, 2 ), j and e ij are assumed uncorrelated, and average) to 0. typically one assumes that 2 tb ϭ 0.
Note that the vector of differences d ϭ y 2 Ϫ ŷ 1 is observable (once the samples from the second time frame have been acquired), and that under our modeling assumptions, its distriThe Conditional Regression Approach bution is known. Furthermore, d implicitly contains information about d 0 and 2 . Hence estimates and tests concerning It is possible to formulate a conditional regression model both d 0 and 2 are derivable from these observed differences. using the mixed linear modeling assumptions just described.
To motivate these derivations, assume that Eq.
[4] has been Define y 1j and y 2k as the observed natural-log-transformed estimated as ŷ 1 Խ X 1 ϭ X n b, and let s 2 represent the calculated salinity levels from the jth and kth sample site acquired during model mean square error with n Ϫ p Ϫ 1 degrees of freedom. the first and second time frames, where j ϭ 1, 2, ..., n and k ϭ Additionally, suppose that d ϭ y 2 Ϫ ŷ 1 has been observed, 1, 2, ..., m. Let y 1 represent the vector of observations from where the vector d ϭ {d 1 , d 2 , ..., d m }. Define the calculated the first time frame, and y 2 represent the observations from sample mean and variance of these observed differences as the second time frame. Additionally, define X 1 as the matrix u and w 2 , where
. Clearly time frame. For this discussion, suppose that a survey grid of u represents a conditionally unbiased estimate of d 0 . Furthersize N (N Ͼ n,m ) of representative EM covariate data has more, given the previously stated modeling assumptions, the been acquired during the first time frame only, and that the following three results can be derived: (i) an F test for den and m sample sites (from the first and second time frames, termining if 2 Ͼ 0, (ii) a method of moments estimate of 2 , respectively) are chosen from this grid. Note that the two sets and (iii) an approximate t-test for determining if d 0 ϭ 0. These of sample sites need not be collocated. Furthermore, assume results are given below: that the conditional distribution of y given the observed X 1 matrix is normal with constant variance, and that the distribu-
1. An F test for determining if 2 Ͼ 0 can be computed as tion of X 1 does not depend on either the ␤ parameter vector 
, and where c is compared with a t distribution with n Ϫ p Ϫ 1 degrees features result from the fact that the blocking parameters in Eq.
[3] have been replaced by regression parameters in Eq. of freedom. Note that this test statistic assumes that the two sets of soil samples are not collocated.
[4] and [5] . Fourth, it is critically important that both sets of soil samples Proofs for each of these derivations are shown in the Apare associated with the same larger set of N survey sites colpendix.
lected during the first time frame. This requirement must be Lesch et al. (1995a) where the EM-38 signal levels are known a priori. and predicted mean natural-log-transformed salinity level Finally, although the EC e -EM regression relationship is across the m new monitoring sites; it is not a valid test for typically modeled on the ln-ln scale, it is generally desirable to inferring change across the entire field.
"back-transform" the predicted change in the average naturalSome other important features about this conditional relog-transformed salinity level with time to a more meaningful gression model are worth highlighting. First, this model asestimate. In the conditional regression model, if we define ŷ sumes that there are two potential sources of error present to represent a predicted mean natural-log-transformed salinity during the second time frame; sampling error (which is also level, then exp( ŷ ) represents an unbiased estimate of the present during the first time frame) and dynamic spatial variacorresponding median salinity level. Since u is an estimate of tion. Hence, in order to test for a change in the mean salinity t 2 Ϫ t 1 , where t 1 and t 2 represent the field mean natural-loglevel with time, both errors must be accounted for. This means transformed salinity levels at Times 1 and 2, exp(u ) ϭ exp(t 2 )/ that both variance components must be estimated, which in exp(t 1 ) and therefore a test of u ϭ 0 is equivalent to a test of turn means that we must acquire soil samples during both time exp(t 2 )/exp(t 1 ) ϭ 1. Hence, 100[exp(u ) Ϫ 1] represents an frames. Second, we do not have to acquire a new grid of EMestimate of the percentage increase (or decrease) in the field's 38 survey data during the second time frame to compute these median level with time. Likewise, the test of 2 ϭ 0 actually test statistics. Acquiring a second set of survey data is almost tests whether the salinity pattern in the field has changed always a good idea, however, because one can then estimate in a strictly proportional manner (i.e., constant change on a a new regression model (when necessary), which in turn can percentage basis). be used to estimate a new salinity map. This can prove to be very important, since Eq. [5] cannot be used to estimate the spatial salinity pattern during the second time frame, unless RESULTS there is no dynamic salinity variation (i.e., unless 2 ϭ 0). Third, under this conditional regression model, 2 (the dy-
Preliminary Data Analysis namic salinity variance component) can be estimated even
The EM survey and soil sampling grids for both parthough only one sample is acquired during each time frame cels are shown in Fig. 1 . Note that the number of survey at each site. Hence, this approach will yield more information points increased in the P parcel in 1989 (from 59 to 73 than the traditional paired t-test design, since in the latter design the treatment-block interaction error and the sampling sites), while the survey grid remained relatively constant in the M parcel for all 3 yr (52, 50, and 51 sites, respecestimates were found to be statistically significant. Hence, the revised P parcel model was defined to be tively, for 1988, 1989, and 1990) . The number of calibration sample sites also increased in both parcels for suc- In the initial M parcel model, all parameters were average the EC e data associated with the first four samfound to be statistically significant. However, a plot of pling depths into a single 0-to 100-cm salinity reading the model residuals against the z 1 [ln(EM V ) ϩ ln(EM H )] at each site. (The last two sample depths from each site signal data revealed a strong curvilinear relationship. in the P parcel will not be considered further.) AdditionThis suggested that a z 2 1 quadratic term should be inally, because the 1989 P parcel survey and 1990 M parcel cluded in the regression equation. Hence, the revised survey contain the most sample sites, we have chosen M parcel model was defined to be to perform the conditional MLR modeling approach on these years. Hence, the 1988 Hence, the P parcel and 1988 Hence, the and 1989 ln(EC e ) Խ Z ϭ b 0 ϩ b 1 z 1 ϩ b 11 z 2 1 ϩ b 2 z 2 M parcel salinity data will be used for testing purposes. Figure 2 displays the 0-to 100-cm natural-log-transformed salinity levels plotted against the ln(EM V ) ϩ
The R 2 and MSE estimates for this model were 0.884 ln(EM H ) signal levels for both parcels. In the 1989 P and 0.0075, respectively, and the new residuals displayed parcel, the salinity-signal relationship appears reasonno additional assumption violations. Since Eq.
[7] apably linear. However, the same cannot be said for the peared reasonable, it was then reestimated using all 16 1990 M parcel data. The site labeled "m-16" appears 1990 salinity samples (including site m-16). The incluextremely far removed from the other data values, and sion of site m-16 did not significantly change any of the the pattern inherent in the remaining data is not well parameter estimates, although it did affect some of the defined. In regression modeling jargon, site m-16 is remodel statistics. The R 2 and MSE estimates for this ferred to as a high-leverage point (Myers, 1986 ; Weismodel were 0.980 and 0.0069, respectively. Note that berg, 1985). High-leverage points can have an extreme the large increase in the R 2 value is due entirely to the influence on the estimation of a regression model. inclusion of site m-16; the initial R 2 value of 0.884 is Hence, these points are often temporarily removed from more representative of the actual percentage of exthe data during the initial model fitting process in order plained variability with respect to the majority of the to avoid biasing the model selection process or parame-M parcel salinity data. ter estimates.
The regression model summary statistics and parameter estimates are shown in Table 2 for both calibration
Regression Modeling Results

models (Eq. [6] and [7]
). Figure 3 shows a realistic assessment of the prediction accuracy for both models. Equation [1a] was specified as the initial model for In Fig. 3 , the predicted salinity levels represent "jackboth the M and P parcel EM-EC e data. All 15 salinity knifed" predictions; i.e., each observation was sequensamples from the 1989 survey were used in the P parcel tially removed from the regression model and then premodel, while 15 of the 16 1990 samples were used in dicted using the remaining sample data (Myers, 1986) . the initial M parcel model (site m-16 was temporarily Figure 3 represents a good example of the prediction set aside). The modeling results for each data set are accuracy that can be obtained when the regression moddiscussed below. els are properly specified. In the initial P parcel model, neither the z 2 [ln(EM V ) Ϫ ln(EM H )] or u (east-west spatial coordinate) parameter pattern with time, while the second represents a test for a shift in the overall median field salinity level with time.
In this analysis, we cannot test for a forward shift, since the most recent survey data was used to develop the regression models. However, we can test for a backward shift. Thus, we can still test whether the spatial salinity pattern or median field salinity level appeared to change from 1988 to 1989 in the P parcel, and from either 1988 or 1989 to 1990 in the M parcel. Table 3 presents the results for both of these tests. In the P parcel there is strong evidence that the observed change in the salinity pattern over 1988 to 1989 was spatially dynamic ( ϭ 8.82, F test probability level ϭ 0.0004, v 2 ϭ 0.156). Additionally, the average observed ln(EC e ) levels for the 11 sample sites acquired in 1988 was 1.6854 ln(dS/m), while the average predicted Fig. 3 . Plot of the observed vs. jack-knifed predicted soil extract elecln(EC e ) levels for these same sites was 1.8823 ln(dS/m).
trical conductivy (EC e ) data from the conditional regression models associated with parcels P and M.
This resulted in a u estimate of Ϫ0.1969, which was not found to be statistically significant using the approximate t-test (u/g ϭ Ϫ1.38, t-test probability level ϭ 0.194). Figure 4 displays the estimated median spatial salinity Hence, while there is strong evidence to suggest that maps for parcels P and M, respectively. Ordinary kriging the spatial salinity pattern was changing with time in was used to interpolate the ŷ regression predictions onto the P parcel, there is not sufficient evidence to suggest a 2.5-m grid before producing each map. In the P parcel, that the overall field median salinity level had signifithe salinity levels appear highest in the southwest corner cantly increased. of the field, and fall off rapidly in the northeast direction.
For the M parcel, there is strong evidence that the The spatial salinity pattern in the M parcel is slightly observed changes in the salinity pattern from both 1988 more complicated. High salinity levels are apparent in to 1990 and 1989 to 1990 were also spatially dynamic both the northern and southern parts of the field, and ( ϭ 13.48, 5.81; F test probability levels ϭ 0.0002, lower levels occur along the eastern side of the field. 0.0051; v 2 ϭ 0.158, 0.058, respectively). The estimated average natural-log-transformed salinity differences for
Testing for Changes in Field Median
each of these time frames were u ϭ 0.3098 and 0.1256,
Salinity Levels with Time
which had approximate t-test significance levels of 0.055 and 0.176, respectively. Thus, the 1988 to 1990 average Once new soil samples are acquired, the regression natural-log-transformed difference appears to be signifimodels derived for each parcel can be used to test for cant at about the 0.05 level, while the 1989 to 1990 changes in both the field-scale natural-log-transformed difference does not appear to be statistically significant. salinity pattern and the mean field ln(EC e ) level with time. As described above, this can be done by testing if 2 ϭ 0 and u ϭ 0 using the formulas shown above
Interpreting the Test Results
(Results 1 and 3). On the back-transformed scale (in To infer any useful information from these test redecisiemens per meter), the first test is equivalent to sults, one must understand their interpretive value. As testing for strictly proportional change in the salinity discussed above, when we test if 2 ϭ 0 what we are actually doing is testing whether the percentage change difference, while not significant, was also found to be decreasing. Additionally, the magnitude of the 1988 to in the soil salinity level is constant across all m monitoring sites, given the estimated sampling variability (i.e., 1990 dynamic variation estimate is three times greater than the 1989 to 1990 estimate (which implies that the testing for strict proportional change in the absolute salinity levels). If there is either (i) no change or (ii) a change in the spatial pattern duirng the 2 yr has been much greater than the apparent change in just 1 yr). proportional change, then this test should be nonsignificant. One the other hand, if the percentage change in All of these test results suggest that the spatial salinity pattern has been impacted by the tile lines (installed in soil salinity varies from site to site, then the F test should appear statistically significant. In this case we can con-1987) . In this case it would appear that the effect of the tile lines has been twofold: an overall lowering of the clude that there is "dynamic spatial variation," which is another way of saying that the spatial soil salinity pattern median salinity level across the field, and additionally, a dynamic redistribution of the spatial salinity pattern has not remained in equilibrium across the two time frames.
within the field. Likewise, when we test for u ϭ 0 we are actually testing if there is sufficient evidence to conclude that
Estimating a New Regression Model when
Dynamic Spatial Variation is Present the overall, median field level has shifted up or down between the two time frames. When this test is rejected, As noted above, when dynamic spatial variation in but the test of 2 ϭ 0 is not rejected, then we can conthe soil salinity pattern is detected, then a new regresclude that the spatial salinity pattern across the whole sion model must be estimated in order to produce a field has risen or fallen in a strictly proportional manner.
new salinity map. In these situations, the new model On the other hand, if we cannot reject u ϭ 0, but do should be estimated using the new EM-38 survey and reject 2 ϭ 0, then we can conclude that there does soil salinity data (i.e., the survey and sample data obappear to be dynamic spatial change in the salinity pattained during the second time frame). The predicted tern, but that when averaged across the entire field, the map created from this second model can then be qualitaoverall change in the median salinity levels across the tively compared with the predicted map from the first two time frames is not statistically significant. model in order to ascertain where the dynamic variation Additionally, it is helpful to back-transform the u is occurring. differences to equivalent percentage change in median
The test results discussed above suggest that new resalinity estimates. When sample salinity data has been gression models should be estimated in both the P and acquired in the future, the proper back-transformation M parcels. However, to conserve space, we have elected formula is 100[exp(u) Ϫ 1], where u represents the difto only discuss the P parcel survey data here. As for ference in the observed and predicted average ln(EC e ) the 1989 data, Eq.
[1a] was initially used to model the levels. Since in this analysis the tests are being made 1988 P parcel survey and salinity data; these new regresinto the past, the sign of the u estimate in the backsion model summary statistics and parameter estimates transformation formula should be reversed, yielding are given in Table 4 . In the 1988 model all five parameter 100[exp(Ϫu ) Ϫ 1]. For example, in the P parcel Ϫu ϭ estimates were found to be statistically significant, and 0.1969; hence 100[exp(0.1969) Ϫ 1] ≈ 21.8% and therealso quite different from the 1989 parameter estimates fore the increase in the median salinity level from 1988 shown in Table 2 . to 1989 was estimated to be about 22%. Likewise, in
The predicted natural-log-transformed salinity levels the M parcel the Ϫu differences were Ϫ0.1256 and were then calculated across the 1988 P parcel EM survey Ϫ0.3098, which translate to approximately Ϫ11.8% and grid using the fitted regression model in Table 4 , and Ϫ26.6% changes (i.e., a 11.8% and 26.6% decrease in interpolated onto a 2.5-m grid to produce the 1988 methe field median salinity level with time). dian salinity map. Both the 1988 and 1989 maps are Given the above discussion, one can interpret the test displayed in Fig. 5 ; note that part of the 1988 map has results for the P and M parcels as follows. In the P not been estimated due to missing survey sites (see Fig.  parcel , there is clear evidence that the spatial soil salinity 1). A qualitative comparison of these two maps suggests pattern is not in equilibrium. However, the estimated that there may have been a pronounced rise in soil 22% increase in the median salinity level cannot be judged to be statistically significant. Potential reasons 1990 is statistically significant, and the 1989 to 1990
can contribute to these dependencies, including variations in the soil composition, texture, moisture, and temperature, changes in the physical bed-furrow structure, errors in instrument calibration or instrument-to-instrument variation, gross redistribution of the soil salinity throughout the soil profile, etc. Typically, it is not possible to account for all of these different effects using the same empirical equation with time, and hence the need for a new model. Note that when a new regression model is specified, the new relationship is assumed to be
Hence, now the global shift and dynamic variation can be explained by a combination of the change in the EM signal and a change in the regression model structure model with time may prove to be approximately true. However, one should not assume this unless it can be salinity in the southwest section of this field (but relaverified. Obviously, such an assumption cannot be tively little change across the rest of the field). This tested unless new soil samples are acquired during the would explain the significant site-to-site variation. This second survey, which puts the analyst back where he or also suggests that additional information is needed she first started (i.e., having to collect new samples to about this part of the field to determine why such an prove that new soil samples are not needed!). Furtherincrease in soil salinity might be occurring.
more, even when this assumption is true, the test statistics developed here still cannot be employed without
DISCUSSION
collecting the additional soil samples. Therefore, we do not recommend using this type of monitoring strategy. As mentioned, there are different ways in which one
The other approach that could be used in practice might use repetitive EM-38 survey data to infer a change would be to collect two sets of EM surveys along with in soil salinity conditions with time. The monitoring two sets of soil samples, but to collect the two surveys strategy we have discussed represents a quantitative on nonoverlapping grids. Under our stated modeling approach to this inference procedure. This approach assumptions, the tests suggested here cannot be comrequires at least one complete EM survey and two sets puted for this type of survey data. This is true because of soil samples, where both sets of soil samples are the two grids do not overlap, and therefore there is no selected from the original EM survey grid. These reway to make a direct comparison between the two sets quirements stem from the assumptions incorporated of sample data through either regression equation. Forinto the regression model. However, understanding mally speaking, since the grids don't overlap, one cannot these assumptions allows one to contrast this approach specify a model for y 2 Խ X 1 , because the X 1 matrix is with other potential monitoring situations that could unknown at each and every new (second-stage) samoccur in practice.
ple location. There are two other approaches that seem intuitively
In order to analyze such data, additional statistical reasonable. The first would be to collect two collocated assumptions have to be made about the spatial distribu-EM-38 surveys (one survey during each time frame), tions of both the EM survey and soil salinity data. In but only collect the calibration soil samples during the theory, data from this type of survey could be analyzed first time frame. The idea behind this approach would using some type of spatial-temporal cokriging model obviously be to minimize the soil sampling require- (Journel and Huijbregts, 1978; Cressie, 1991) . However, ments, while retaining the potential to detect change a significant number of soil salinity samples would have (through the second-stage EM signal data). With respect to be collected during each type frame to estimate this to our modeling assumptions, this approach is equivatype of model. Since it is clearly much more cost effeclent to assuming the following regression model relative to try to minimize the soil sampling requirements, tionship:
a reasonable solution to this problem is to simply employ y 2 Խ X 1 ϭ X 1 ␤ ϩ d 0 ϩ ϩ ⑀ 2 ϭ y 2 Խ X 2 ϭ X 2 ␤ ϩ ⑀ 2 collocated grids during the two surveys. Two other facts are worth reiterating. As already In other words, the original regression model still holds mentioned, the test statistics described here require only exactly (both the model structure and the parameter one complete EM survey and two sets of soil samples. estimates do not change); and hence any global shift or If dynamic salinity variation is detected, however, then dynamic variation can be completely explained by the a new regression model can only be estimated if a new change in the second-stage EM signal data alone. Unforset of EM signal data has been acquired (during the tunately, this assumption will often be violated in pracsecond time frame). In practice, it will typically be reatice, since most EM-EC e regression models tend to be both field and time dependent. Many temporal factors sonable to expect dynamic variation to occur after a significant change in one or more management prac
