The detection and classification of damage in complex materials and structures is essential from both safety and economic perspectives. In this paper, we propose algorithms for the classification of structural damage based on time-frequency techniques. Our approach is based on matching damage features in the time-frequency plane using highly localized Gabor functions and time-varying received signals from real experimental measurements. Example results are presented for the classification of fastener damage in an aluminum plate, demonstrating the utility of the proposed methodology.
I. Introduction
The detection and classification of damage in complex materials and structures is an important problem encountered in many applications. Examples include the design of aircraft, space navigation vehicles, bridges, buildings, and so on. The primary purpose of damage detection and classification is for the monitoring of structural health, in-time in situ diagnosis, and prognosis or residual useful life estimation of key system components.
The inherent complexity of wave propagation in such media, compounded further by its interaction with various external effects, calls for the deployment of advanced signal processing methodologies. Previous effort on structural damage detection and classification has focused on the use of various non-destructive evaluation (NDE) techniques, [1] [2] [3] [4] Fourier transform, 5 wavelet-based analysis, 6-8 statistical methods, [9] [10] [11] and Lamb waves. [12] [13] [14] [15] Many of these methods, however, have disadvantages such as high cost, limited damage detection sensitivity, and high power requirement.
In this paper, we will present two algorithms for the classification of structural damage based on matching pursuit decompositions (MPD) [16] [17] [18] and time-frequency representations (TFRs). 19 The MPD algorithm allows for the representation of a signal in terms of a set of custom-built basis functions. Since the basis functions used are fine-tuned to the signal type in question, it follows that the MPD yields a signal representation that is very compact; in fact, the MPD is especially useful for the extraction of specific features of interest and rejection of unwanted signal components such as noise. Time-frequency representations (TFRs) are a powerful tool for signal analysis. Compared to traditional Fourier techniques, time-frequency analysis is well-known to be more versatile and informative when dealing with phenomena whose spectral content is time-varying. The first algorithm of this paper, the MPD time-frequency based damage classifier, combines Gabor-atom 16, 17 based MPD and the TFR known as the Wigner distribution 19 for the classification of structural damage based on correlations in the time-frequency plane with training data from various damage classes. The second algorithm, the modified matching pursuit decomposition (MMPD) [20] [21] [22] based damage classifier, attempts to classify damage by directly using the MPD with real experimental data for computing the size (energy) of the projections onto the damage classes. [22] [23] [24] The effectiveness of the proposed approach is demonstrated via results from an application to fastener damage classification.
The remainder of this paper is organized as follows. Section II briefly reviews the MPD and MMPD algorithms. In Section III we describe our time-frequency based damage classifiers. Section IV presents an application for the classification of fastener damage in an aluminum plate. This is followed by summary and conclusion in Section V.
II. Matching Pursuit Decomposition
Matching pursuit decomposition (MPD) is an iterative decomposition of a given signal x(t) in terms of a linear combination of normalized basis functions or "atoms" {g i (t)} i=0,...,N −1 as
where α i are the expansion coefficients, given by
and r i (t) denotes the residue function after an i-term decomposition (with r 0 (t) ≡ x(t)). The atoms are designed to match certain components of interest in the given signal class, and are chosen from a dictionary one-at-a-time in an iterative fashion so as to maximize the magnitude of the projections |α i | in (2) at each iteration. The dictionary is in general not an orthonormal set, but is required to be complete. 16 Convergence holds in the L 2 sense, i.e.
where · is the 2-norm · 2 . In practical applications, the truncation limit (number of expansion terms N in (1)) is usually chosen such that the energy of the residue after N iterations is smaller than some pre-defined value. Note that the MPD by design (a) yields the best-fit (in the sense of maximizing each single-step projection) most compact representation of the given signal in terms of the chosen family of basis functions, and (b) effectively filters out unwanted signal components such as noise, because the noise subspace is typically orthogonal to that spanned by the dictionary elements (provided, of course, that the truncation limit N is chosen appropriately). Two different types of matching pursuit dictionary atoms are employed in this work. The first kind has the form
normalized to unit energy. These are essentially time-shifted (by τ i ), frequency-shifted (by f i ), and scaled (by κ i ) Gaussian-window harmonics. There are several advantages of using Gaussian time-frequency atoms. available 16, 17 for the TFRs of such atoms (in particular, the Wigner distribution of the Gaussian timefrequency atoms is also known to be Gaussian 19 ). Gaussian atoms are also attractive from an informationtheoretic point of view because, of all functions, Gaussians are the most concentrated in both time and frequency, and minimize the time-bandwidth product dictated by the uncertainty principle. 19 The second kind of dictionary employed here is composed of time-and frequency-shifted signals of real sensor data obtained from structural damage experiments. This approach is also referred to as the modified matching pursuit decomposition (MMPD). 20, 21 Because this kind of dictionary is matched specifically to the signals of interest in this application, it has the important advantage of yielding highly parsimonious representations.
III. Time-Frequency Damage Classifier
In this section, we describe the time-frequency based structural damage classifiers.
A. MPD Time-frequency based Damage Classifier
Starting with the MPD of the received signals, the time-frequency based algorithm effects classification by comparison (via correlation) of the cross-term free TFR 16 in the time-frequency plane
where WD denotes the Wigner distribution, 19 given for a signal x(t) by
Note that the cross-term free TFR is computed directly from the signal MPD. Note, furthermore, that the TFR can be computed analytically because the Wigner distribution of the Gabor dictionary atoms g i (t) are known in closed form. 19 The strength of correlations in the time-frequency plane is used to quantify how similar or dissimilar a given test signal is to members of known damage classes, and the test object declared to be from the class which maximizes the correlation. To be precise, a given test signal x(t) is assigned to the class:
where y k i denotes the kth training signal from class i, M i is the number of training signals in class i, and Λ is the set of all classes. Theˆis used to indicate that the TFRs are normalized to unit energy before the computation of the inner product.
B. Modified Matching Pursuit Decomposition (MMPD) based Damage Classifier
The MMPD based damage classifier classifies structural damage by directly using the MPD with real sensor data obtained from structural damage experiments as atoms for computing the size (energy) of the projections onto the damage classes. [22] [23] [24] In this framework, a given test signal x(t) is assigned to the class:
where α k is the kth MPD expansion coefficient of signal x(t), C k is class to which the atom selected in the kth iteration belongs, δ denotes the Kronecker delta symbol, and Λ is the set of all classes. The delta term restricts the summation over k to only those atoms which belong to class i. This yields the size of the projection of the test signal x(t) onto the atoms selected from class i, which is then used for classifying x(t).
IV. Application to Fastener Damage Classification
In this section, we describe an application of the proposed time-frequency based structural damage classifiers for the classification of fastener damage in an aluminum plate.
A. Experimental Setup and Data Collection
The data concerns fastener failure (loose bolt) experiments conducted at the Advanced Structural Concepts Branch, Air force Research Lab. The test article is a 12 inch by 12 inch by 0.204 inch four-bolt aluminum plate 25 with four surface mounted piezoelectric transducers (PZT-1, 2, 3 and 4) of diameter 0.25 inch (see Figure 1 ). PZT-1 acts as the actuator while the remaining three serve as sensors. The excitation signal is a 0-1.5 KHz swept frequency sinusoid (all signals sampled at 5KHz) and induces normal structural vibrations. Any change in the structural dynamics would reflect on the modal response in terms of frequency shift and damping. Data was collected in several rounds, and comprises the responses from PZT-2, 3 and 4 for the five different structural conditions corresponding to one of the bolts being at 25% torque (30 inch-pound) or all bolts being at 100% torque (120 inch-pound). This gives rises to five different structural conditions (classes) for classification, the latter being the healthy case. Altogether, from each of the three receivers, we have 400 signals each for the first four structural conditions and 1,600 for the last one. Figure 2 
B. Preprocessing and Matching Pursuit Decomposition
The measured signals were first mean-centered, normalized, and time-aligned. Signal decomposition was then carried our using MPD and MMPD as described in Section II.
For the time-frequency damage classifier, the MPD was carried out to K = 60 iterations for each waveform with a dictionary composed of about 42 million normalized time-frequency Gabor atoms spanning 0 to 2 sec in time and 0-2.5 KHz in frequency. Figures 3(b)-3(f) show example plots of PZT-3 preprocessed signals for the five classes after 60 iterations of MPD. Figure 3 there are some atoms that dominate the TFR and appear at about the same place on the time-frequency plane.
Investigation of the MPD of the various waveforms revealed that the atoms that are selected in the first three iterations K = 1, 2, 3 are characterized by frequency and time-shifts common to all the waveforms irrespective of class. Figure 5 shows that the peak of the waveforms from various classes (solid lines) lie in the same spectral region as is denoted by the first three MPD atoms (dotted lines). Based on this observation, the first three atoms (that contain most of the wave energy) were removed before subsequent processing to enhance the sensitivity of the classifier to finer details (lower energy components) unique from one class of defect to another. Preliminary FEM analysis confirms that these were the natural frequencies of the test specimen.
In the case of the MMPD based damage classifier, only K = 10 MMPD iterations were needed for reducing the residue energy to about 20-30 % of the signal energy (see Figure 6 ). This is because the dictionary composed of time and frequency-shifted real data was better matched to the waveforms being decomposed. Frequency shifts from 0 to 25 Hz in steps of 0.25 Hz were found to be sufficient in this case.
Since the MPD (and MMPD) dictionary is composed mainly of elements which are time and frequency translates of one another, the projections α i in (2) are nothing but convolutions in time and frequency. These were therefore evaluated with great efficiency using the fast Fourier transform (FFT). The MPD algorithm was implemented in C making use of parallel programming capability provided by Message Passing Interface (MPI). A computing cluster comprised of seven 3 GHz dual-core Intel Pentium D processors running Linux (with 2 GB RAM each) was employed for performing the simulations. In the case of MPD algorithm, the Gabor atoms were constructed in the frequency domain directly using an analytical formula to save the one-time cost of Fourier transforming the entire dictionary.
The parallelization efficiency of the MPD implementation is demonstrated in Figure 7 . The run-time T was modeled as a function of the number of processors using the linear model
where c 1 is the pre-computation cost common to all the nodes, c 2 is the (per waveform) computational cost of the parallelizable part of the code, N w is the total number of waveforms and N p is the number of processing cores. The small discrepancy between the actual run-times and those predicted by the model is due to the fact that this model does not account for communication cost and network delays.
C. Classification Results
For the MPD time-frequency based damage classifier, half of the data set was used for training (estimating the template TFRs for each class) and half for testing the classifier performance. The performance of the classifier is quantified here by means of a 5 × 5 confusion matrix. Essentially, the (i, j)th element of this matrix indicates the probability that data from class i is classified as being from class j. Ideally, this would be a 5×5 identity matrix. 
We find that the performance of the classifier is good (the average percentage correct classification is more than 90%), demonstrating the utility of this approach. For the MMPD based damage classifier, we used 20 waveforms from each class to build the dictionary of the MMPD algorithm. The performance of the classifier on a randomly selected different set of waveforms 
Not a single mis-classification was observed in the set of data tested.
V. Conclusion
In this paper, we have presented the MPD and MMPD time-frequency based algorithms for the classification of structural damage. When applied to the classification of fastener damage in an aluminum plate, we find that the MPD time-frequency classifier yields an average percentage correct classification rate of over 90% while the MMPD based classifier yields 100 % correct classification rate. This performance of the former can be further improved as follows. Firstly, the time-frequency MPD dictionary employed in the first algorithm is based on Gabor atoms. Fully K = 60 MPD iterations are needed to bring the residual energy to about 20%. In order to make the decomposition more efficient we plan to investigate a dictionary that uses chirps instead of Gabor functions. Since chirps are better-matched to the signals of interest here, we expect faster convergence of the MPD (smaller K for a given residue) and consequently savings in computational costs. Also, our present simulations only consider data collected from PZT-3 for simplicity. We next plan to address sensor fusion, where the full data-set including signals obtained from the other sensors is utilized for achieving optimal classification performance. Results of these studies will be reported in subsequent publications.
