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Abstract. A p-adaptive Hybridizable Discontinuous Galerkin (HDG) method is presented for the solution of wave problems.
The HDG method allows to drastically reduce the coupled degrees of freedom of the computation seeking for an approximation of
the solution that is defined only on the edges of the mesh. The particular choice of the numerical fluxes driven by the hybridization
technique allows to obtain an optimally converging solution not only for the primal unknown but also for its derivative. This
characteristic allows to perform a post-process of the solution that provides a super-convergent solution.
The discontinuous character of the solution provides an optimal framework for a p-adaptive technique. The post-processed solu-
tion of the HDG method is used to construct a cheap and reliable error estimator that drives an element by element modification
of the approximation degree.
The proposed p-adaptive HDG method is compared with high-order CG computation with static condensation of the interior
nodes. A challenging problem is considered for the comparison: a non-homogeneous scattering problem in an open domain.
Keywords: discontinuous Galerkin method; p-adaptivity; hybridization; high-order; HDG; wave propagation.
1 INTRODUCTION
Discontinuous Galerkin methods (DG) [1, 2], are finite element methods that are locally conservative and stable, and
allow to achieve high order accuracy. The DG formulation uses discontinuous approximation element by element,
with the information that passes through the elements by means of the numerical fluxes. Since their introduction,
DG methods have been used to solve a great variety of partial differential equation, gaining an increasing interest
in the scientific computing community since they have proved to be suited for the construction of robust high order
numerical schemes on arbitrary unstructured and non-conforming grids for a variety of physical fenomena.
For second order elliptic problems DG methods are always hampered, compared to the continuous finite element
method (CG), by their larger number of degrees of freedom (DOF). Nevertheless, recent contributions show more
efficient DG computations compared with CG, for wave propagation problems. For instance in [3], the standard
finite element basis is enriched with a set of planar waves defined in each element. Continuity between elements is
imposed by means of Lagrange multipliers. This approach, despite very efficient, is restricted to constant wavelength
in each element. In [4], the interior penalty discontinuous Galerkin performs better than CG in the pre-asymptotic
range (large element size) for the Helmholtz equation. In [5], a discontinuous finite element formulation of the
Helmholtz equation is proposed, which requires less DOF than the CG method for properly chosen parameters. In
both [4] and [5], which are restricted to linear approximations and non-stabilized CG, the stabilization introduced
by the numerical fluxes, and the subsequent reduction in dispersion error, clearly compensates the overhead in DOF
of classic DG methods.
On the other hand, as shown next, high-order computations can be more efficient than low-order ones for wave
problems. High-order elements, in this case p > 2, provide better accuracy for the same number of DOF, or require
less computational cost for a desired accuracy level, even for engineering purpose. In the context of CG, the op-
timization technique known as static condensation allows to exploit the decoupling of local and global unknowns,
reducing drastically the number of DOF of the problem. Until recently this type of optimization was not available
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for DG methods. For this reason, classic DG methods, such as the Compact Discontinuous Galerkin method (CDG)
[2], result inefficient compared to CG, for high order elements. However, the hybridizable discontinuous Galerkin
method (HDG), see for example [6–8], is a novel DG method with unique characteristics: the hybridization tech-
nique allows to reduce the globally coupled DOF to those of an approximation of the solution defined solely on the
sides of the mesh, recovering the elemental solution with a local computation. The similarity between hybridization
in DG and static condensation in CG is highlighted in [9]. Similar performance of HDG and CG for the solution
of the wave equation is shown here, for a wide range of wavelengths: HDG and CG provide similar accuracy for
similar computational cost, when properly selecting p for a chosen error level and a given wavelength.
Obviously, adjusting locally the polynomial order of interpolation to the needs of a smooth solution, enables ex-
ploiting to the maximum the advantages of high-order elements. However, p-adaptive computations in the context
of CG have had little success because they need special FE, such as FE with blending functions [10, 11], or mortar
elements [12], to impose C0 continuity of the approximation, leading to a cumbersome implementation. On the
contrary, discontinuous Galerkin methods provide a natural framework for p-variable FE computations.
Furthermore, the particular flux choice in the HDG method provides an optimal converging approximation not
only for the solution but also for its gradient. Then, an element-by-element post-process yields a superconvergent
approximation. This characteristic, unique of the HDG method, is a major advantage for an adaptive technique: the
post-process provides a reference solution that can be used for error estimation purpose. The error estimator induced
by the HDG post-process proves to be reliable with very low computational cost.
The paper is organized as follows. Section 2 presents the p-variable HDG method for a non-constant coefficient
Helmholtz-type wave equation, the Mild Slope Equation (MSE). Section 3 shows a comparison, with uniform p-
distribution, between HDG, CG and CDG. Section 4 is devoted to the error estimation and the p-adaptive algorithm.
A numerical example in Section 5 demonstrates the applicability and good performance of the proposed p-adaptive
HDG method for problems of engineering interest such as wave propagation in harbors.
2 P-ADAPTIVE HDG FORWAVE PROBLEMS
The MSE [13] is taken as model problem in an unbounded domain. The MSE describes the propagation of sea waves
over a slow varying bathymetry, in shallow and deep water, for bottom slopes up to 1/3 [14]. The computational
domain Ω is defined closing the unbounded domain with an artificial boundary, and a Perfectly Matched Layer
(PML) [15] is used to minimize reflections from the artificial boundary. The problem statement is
∇· (ccgP∇η) + k2sxsyccgη = −sxsy(∇· (ccg∇η0) + k2ccgη0), in Ω, (1a)
∇η · n− ikαη = −(∇η0 · n− ikαη0), on ΓR, (1b)
P∇η · n− ikη = 0, on ΓNRB. (1c)
where k(x, y) is the wave number, η(x, y) denotes the reflected wave and η0 = exp (ik0d0 · x) is the incident wave,
characterized by the wave number k0 and its direction d0 = (cos θ0, sin θ0). The total wave is then ηˆ = η+ η0. The
parameters c(x, y) ∈ R and cg(x, y) ∈ R are the wave celerity and the phase velocity. The Robin-type boundary
conditions (1b) and (1c) are used to model respectively a partially absorbing boundary ΓR (simulating for example
dikes and breakwaters), with absorption coefficient α, and a first order absorbing artificial boundary ΓNRB. The
vector n is the unitary outward normal at the boundary. MatrixP is the anisotropy matrix defining the absorption in
the PML medium. Obviously,P = I outside the PML. The absorption parameters in the two Cartesian directions are
sx and sy . The wave number k(x, y) is coupled with the bottom depth function h(x, y) by means of the non-linear
dispersion relation ω2 = kg tanh(kh), being g the gravity acceleration.
The domain Ω is partitioned in a set of nel disjoint elements, Th = {Kj : j = 1, . . . ,nel} with boundaries ∂Kj
defining the set of element boundaries ∂Th = {∂K : K ∈ Th}. For two neighboring elements K+ and K− of
the collection Th, ∂K+ ∩ ∂K− is the interior side between K+ and K−, and for elements K along the boundary,
∂K ∩ ∂Ω is the boundary side. The global set of interior and boundary sides is then denoted as Eh. Edges are
generically denoted by F , i.e. F ∈ Eh.
The following finite element spaces V h(Th), Ph(Th) and Mh(Eh) associated to Th and to Eh are also introduced
V h :=
{
v ∈ [L2(Ω)]2 : v|K ∈ [PpK (K)]2,∀K ∈ Th
}
,
Ph :=
{
q ∈ L2(Ω) : q|K ∈ PpK (K),∀K ∈ Th
}
,
Mh :=
{
µ ∈ L2(Eh) : µ|F ∈ PpF (F ),∀F ∈ Eh
}
,
where Pp denotes the space of polynomials of degree p, and pK and pF are the polynomial degrees in element K
and side F respectively.
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Remark 1 In general, the polynomial degree for elements, and sides, can vary element by element, and side by
side. More precisely, in all computations, given a map of elemental degrees, the interpolation degree pF for a side
shared by two elements, F = ∂K+ ∩ ∂K− , is set as the maximum value of the degree in K+ and K−, that is
pF = max{pK+ , pK−}, and pF = pK when F ∈ ∂K ∩ ∂Ω. This procedure ensures that for any element K the
degree on all its sides is a least pK , providing the desired accuracy in the element.
The following scalar products are also defined(
v,ω
)
K
=
∫
K
v · ω dΩ, (p, q)
K
=
∫
K
pq dΩ, and
〈
p, q
〉
∂K
=
∫
∂K
pq dΓ.
The HDG formulation is deduced from the first order system equivalent to (1a), namely
∇·σ − βη = f,
Q−1σ +∇η = 0,
with f = sxsy(∇· (ccg∇η0) + k2ccgη0), β = k2sxsyccg and Q = ccgP . The discrete weak form is then stated
for each element K: find σh ∈ V h and ηh ∈ Ph such that
−(σh,∇q)K − (βηh, q)K + 〈σˆ · n, q〉∂K = (f, q)K ∀q ∈ Ph, (2)(
Q−1σh,v
)
K
− (ηh,∇·v)K + 〈λ,v · n〉∂K = 0 ∀v ∈ V h, (3)
where σˆ is a numerical flux and the subscript h is used to note that the unknowns of the problem have been replaced
by their numerical counterpart. The trace variable λ ∈Mh along element sides is a new unknown introduced in (3)
replacing the trace of η. The problem is closed adding a new equation imposing continuity of the normal component
of the numerical flux σˆ · n across the interior faces and the boundary conditions (1b) and (1c),〈
σˆ · n, µ〉
∂Th + i
〈
ccgkαλ, µ
〉
ΓR
+ i
〈
ccgkλ, µ
〉
ΓNRB
=
〈
ccg (∇η0 · n− ikαη0) , µ
〉
ΓR
. (4)
As specified in [7], the numerical flux is set in terms of λ as
σˆ = σh + τ(ηh − λ)n, (5)
where τ is a positive stabilization parameter. The influence of the τ parameter on the convergence properties of the
HDG method has been studied in [7, 9]. In the present work, numerical experiments have led to the following choice
for τ :
τ =
{
0, on ∂K\F τ ,
1000 p
2
F
klF
, on F τ ,
where F τ is an arbitrary but fixed edge of K and lF is the edge length.
Replacing (5) in (2) and in (4), and following [7], the HDG method for the MSE becomes: find (σh, ηh, λ) ∈
V h × Ph ×Mh such that(∇·σh, q)K − (βηh, q)K + 〈τ(ηh − λ), q〉∂K = (f, q)K ,(
Q−1σh,v
)
K
− (ηh,∇·v)K + 〈λ,v · n〉∂K = 0,
}
∀K ∈ Th, (6a)〈
(σh · n+ τ(ηh − λ)) , µ
〉
∂Th + i
〈
ccgkαλ, µ
〉
ΓR
+i
〈
ccgkλ, µ
〉
ΓNRB
=
〈
ccg (∇η0 · n− ikαη0) , µ
〉
ΓR
, (6b)
for all (v, q, µ) ∈ V h × Ph ×Mh.
It is worth noting that (6a) is a local system in each element K, which does not involve unknowns of neighboring
elements. Thus, (6a) can be solved element-by-element to express σh and ηh as functions of λ. On the other hand,
equation (6b) is the one coupling the variables of different elements. Replacing σh and ηh, solution of (6a) in terms
of λ, in (6b) yields a global system on the whole mesh skeleton for the trace variable, λ ∈ Mh, which is single
valued in each face F of the mesh. Once the global system is solved, σh and ηh, can be recovered for each element
K using (6a).
For a uniform distribution of p, HDG with the particular choice of the numerical flux in (5) attains optimal con-
vergence rates of order p + 1 in L2 norm, for the unknown ηh and also for its derivative σh, see [7] for proof.
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This property is the key ingredient for a local element by element post-process of the HDG solution providing a
superconvergent solution η∗h with errors of order p + 2 in L2 norm. The problem to be solved in each element K to
compute the superconvergent approximation η∗h is
−∇· (∇η∗h) =∇· (Q−1σh) in K, (7a)
−∇η∗h · n = Q−1σh · n on ∂K, (7b)
with the additional constrain ∫
K
η∗h dΩ =
∫
K
ηh dΩ, (8)
where η∗h ∈ Pp+1(K), ∀K ∈ Th.
The weak form of equations (7a) and (7b) with constrain (8) is(∇η∗h,∇q)K = −(Q−1σh,∇q)K , ∀ω ∈ Pp+1(K),(
η∗h, 1
)
K
=
(
ηh, 1
)
K
,
to be solved in a element-by-element fashion, for instance with Lagrange multipliers.
In case of non-uniform distributions of pK , for each element K the post-process solution η
∗
h belongs to the corre-
sponding increased space, i.e. η∗ ∈ PpK+1(K). Despite the superconvergence property of the HDG post-process
solution is only proved for uniform p distribution, numerical experiments confirm that the element-by-element post-
process solution for non-uniform p distributions improves the accuracy of the computation. Thus, for an adaptive
computation, the goal is to consider the post-process solution to obtain an error estimator in each element through a
low cost element-by-element computation.
3 NUMERICAL EXPERIMENTS
This section is devoted to presenting a preliminary comparison, with uniform p-distribution, between HDG, CG and
CDG. The comparison is carried out for different values of p, on the basis of the dimension of the linear system and
the total computing time. The goal is to highlight, on one hand, the convenience of using high order elements for
a wide range of wavelengths, even for engineering accuracy. On the other hand, similar performance for the HDG
and CG methods are shown, when properly choosing the p for a desired error level and wavelength. Both HDG and
CG are clearly outperforming the CDG method.
The test problem is the scattering of a plane wave by a cylindrical object of radius=1m, in a square domain of side
5m. An even bottom is considered: the MSE reduces in this case to the Helmholtz equation. An analytical solution
to this problem can be found in [16]. Three different values of the incident wave period are tested, T = 0.2s, 0.4s
and 0.6s. The bottom depth is set to 1m, generating a number of waves in the domain varying from 17 to 160.
Triangular meshes are used. Figure 1 depicts the convergence curves for T = 0.2s and 0.6s, for the L2 error of
the approximated solution evaluated in the whole domain (the two upper figures) and on the scattering boundary
(the two lower figures). The points on each curve are at fixed number of nodes per wavelength, with values of
k∆x = 0.5, 0.75, 1, 1.25, being ∆x the element size h divided by p. The post-processed solution is considered for
the HDG method. At the bottom of each curve, the mean slope of the curve is also displayed. It is interesting to
note that the slope of the curves is in general higher for a lower period, i.e. where the dispersion error is dominating.
In fact, as shown in [17], the dispersion error decreases with slope h2p while the interpolation error decreases with
slope hp+1. In general, it is possible to conclude that discontinuous methods are less affected by the dispersion at low
p, giving less error for the same computational mesh. This difference becomes smaller increasing the polynomial
degree. For high order elements, CDG is attaining the same precision (or less) than CG, but obviously using more
DOF. These curves also highlight how increasing the element order it is possible to reduce the number of nodes per
wave length for a given precision.
In Figure 3, the number of DOF for a fixed value of the error are depicted. The number of DOF for each error
level are estimated from the convergence curves Figure 1. The value is linearly interpolated in log-log scale, when
the chosen error level is laying between the limits of the convergence curve, otherwise it is linearly extrapolated
using the closest two points. For linear elements, only the HDG curve is drawn for the interpolated error in the
whole domain, since extrapolation for CG and CDG is not feasible since the curves are not in the asymptotic range.
Increasing p, less degrees of freedom are needed for a given precision level for HDG and CG. CDG is always using
more DOF than the other two methods for the same p. Conclusions are the same considering the error in the domain
and in the boundary.
G. Giorgiani et al. | Young Investigators Conference 2012 5
From these results, the first comparison is discarding p = 1 for any method and CDG for any p. CG and HDG
are further compared next in terms of computing time, taking into account matrix set up (assembly), linear system
solution and post-processing. The quadrature considered for time computation purpose are not considering the
overhead due to curved elements, that are a small percent of the whole element set. Thus, the following quadrature
for triangles are used:
Table 1: Quadrature rules for various p.
p 1 2 5 9
Order 2 5 10 20
N. Gauss points 3 7 25 85
For the linear system solution, a direct solver is considered. Figure 3 depicts the global computing time for the CG
and HDG method. A part from the matrix assembly and the linear system solution time, common to both methods,
the time to recover the inner node values is added for CG, while for HDG, the elemental solution reconstruction
and the postprocess time is also taken into account. The value is interpolated from the convergence curves, in the
same way as for the DOF. High order elements are requiring less computing time than low order ones. High order
computations p = 5 and p = 9 are giving similar performance, the best choice depending on the accuracy level
required and the wave length. Lowering the accuracy and the wave length moves the optimum point to higher p.
While for low orders HDG is clearly outperforming CG, for high orders the two methods have similar performance.
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Figure 1: Convergence curves for the three methods: (top) error in the whole domain, (bottom) error in the boundary
4 ERROR ESTIMATION AND P-ADAPTIVE ALGORITHM
In this section, the p-adaptive technique is described, focusing on the problem of wave agitation in harbors. The
typical quantity of interest for this problem is the wave height, H ∈ R+, in each point of the interior of the harbor,
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Figure 2: Number of DOF for an accuracy of (left) 1e-1, (center) 1e-3, (right) 1e-5, (top) in the domain, (bottom)
on the boundary.
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Figure 3: Computing time for an accuracy of (a) 1e-2, (b) 1e-3, (c) 1e-5 in the whole domain.
which can be expressed as a function of the incident wave heightH0 and the solution η, from the wave amplification
factor formula
H
H0
= |η + η0|.
Hence, calling Aint the area of the zone of interest, the error in the quantity of interest is
E =
√∫
Ωint
(Hex −H)2 dΩ
Aint
, (9)
i.e., the L2 norm computed on the zone of interest, of the difference between the approximation of the wave height
and its exact value Hex. The goal of the adaptive procedure is to reduce the error defined in (9) until a tolerance ε,
modifying iteratively the polynomial degree in each element. An a posteriori error estimator is needed to measure
the elemental contribution to the global error in the zone of interest, and drive the p-adaptive refinement. There
are several methods to derive an a posteriori error estimator, see for example [18] for an exhaustive survey. Error
indicators are usually based on the approximated solution and thus cheap to evaluate, see [19] for a discussion,
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and are usually preferred in transient or non-linear problems where repeated error maps are required. On the other
hand, a posteriori residual-type or recovery-based error estimators provide accurate error estimates or bounds of
quantities of interest, but with an important computational cost. In HDG, the superconvergent post-process appears
as the natural choice for the computation of an enhanced solution to estimate the error. The error in each element is
estimated as
EK =
√∫
K
(H∗ −H)2 dΩ
AK
, (10)
where H∗ is the wave height computed with the post-process solution and AK is the element area, see also [20].
The post-process solution in the case of uniform pK provides an asymptotically exact estimator, and in case of
non-uniform pK distribution, numerical examples confirm the reliability of this estimator.
The procedure considered for the definition of the adaptive process is described next. In a generic iteration of the
adaptive process, the solution is computed with a pK-map of interpolation degrees. A map of elemental error is then
estimated with equation (10), which allows to evaluate a new pK-map, to improve the solution. The update of the
pK-map is done in two steps: in the first step, the pK variation in each element is computed as
∆pK = dlogb(
EK
K
)e, (11)
where K is a tolerance and the logarithmic base b is a user defined value, see [21]. The tolerance K represents
the desired level of error in the element K, and different values of K for different elements can be used, to refine
more in the zone of interest of the domain. Parameter b controls the behavior of the adaptive procedure: for a fixed
elemental error EK , increasing b has the effect to decrease the variation ∆pK corresponding to EK . Thus, small
values of b yield fast refinement with fast convergence to an accurate enough approximation, but too refined and
computationally expensive in some cases; on the contrary, large values of b yield slow refinement, and the necessity
for repeated computation to achieve the desired level of error in some cases.
In addition, the polynomial degree is modified in each element to comply with the bounds pmin ≤ pK ≤ pmax,
being pmin and pmax respectively the minimum and maximum value of the polynomial degree allowed in the mesh:
if the computed pK is out of range, pmax or pmin is used instead. The value of pmin is chosen to guarantee a
minimum number of nodes per wavelength in all the elements. The choice of using a value pmax < ∞ to limit the
maximum polynomial degree in the mesh mainly depends on implementation issues, such as available quadrature
rules, and user preferences. In practice, for a harbor agitation study, the incident wave hardly enters the zone of
interest and no resonance are expected. Thus,computational experiments show that, for engineering accuracy, a good
choice is a constant discretization with elements size h ≈ L, where L is the wavelength, achieving convergence with
a maximum pK ≈ 10. In addition, to exploit the characteristic of HDG to reduce the coupled DOF for high-order
elements, an efficient option is to use large elements and pmin > 2.
It is worth nothing that the pK-map resulting from this first step can present neighboring elements with large dif-
ference in polynomial degree. To prevent too sharp spatial variation of pK , in the second step of the refinement
process a smoothing of the pK-map can be performed, to guarantee that the difference in polynomial order between
two neighboring elements is not greater than a given value δ. The smoothing process consists in an iterative process
in which, for p = max{pK},max{pK} − 1, . . . , pmin, the degree of all the elements K sharing a face with a p-th
order element is set to max{p − δ, pK , pmin}. In the numerical tests of this paper, the maximum difference δ in
polynomial degree between two neighboring elements is fixed to 1.
The computation is typically carried out in the first stage on a uniform mesh with pK = pmin and the mesh
adaptation process goes on until a desired precision ε is achieved in the zone of interest. For pmax < ∞, the
required level of precision may be unreachable for a given mesh. In this case, the process stops if in two successive
pK-maps the percentage of elements changing their p is lower than a given tolerance.
5 WAVE PROPAGATION IN HARBORS
In this example the wave propagation in the Mataro´ harbor, whose picture is shown in Figure 4(a), is simulated.
The docking area is considered as the zone of interest of the domain. Figure 4(b) depicts the computational domain,
highlighting the PML and the zone of interest. The physical boundaries, also shown in Figure 4(b), are modeled as
absorbing boundaries with α=0.02 for dikes, α=0.4 for breakwaters and α=0.7 for beaches. The incident potential
direction is 10 ◦ from the x-axis, which should induce non-negligible agitation in the interior. The wave period is
5s, corresponding to short waves with a maximum value of the wavelength of about 40m, in the PML region, and a
minimum value of 25m, in the interior of the harbor and close to the beach. The bottom depth has been set using real
G. Giorgiani et al. | Young Investigators Conference 2012 8
data of bathymetric campaigns (see www.portmataro.com) and then smoothed to comply the condition of constant
bottom depth in the PML area, which is crucial for the correct absorption of the PML.
The high-order meshing software ez4u (see www.lacan.upc.edu/ez4u.htm) is used to generate an unstructured tri-
angular mesh of uniform element size h=40m in the whole domain, except the interior of the harbor where the
mesh size varies locally to capture the geometrical features of the docking area. The wave amplification factor in
the domain is displayed in Figure 5(a): it is worth nothing the increase of the wave height due to the bathymetry
approaching the beach outside the harbor.
In Figure 5(b), the p convergence of the CG method and the HDG method is compared with a pK-variable HDG
convergence curve. For the pK-variable HDG method, starting from a uniform mesh p = 4, in each iteration an
element by element error estimate EK is computed as (10) and then pK is increased of 1 in those elements where
the error is greater than 10% of the max estimated error EmaxK in the domain. That is, in each iteration a variable
pK-map is considered with 4 ≤ pK ≤ pi, with pi = 4, 5, .., 11. The exact error of the post-processed solution
is plotted for each iteration as a function of the number of DOF of the pK-variable computation. These curves
illustrate the convenience of the p-adaptive technique, which allows to reduce considerably the number of DOF of
the computation, providing better performance not only than p-uniform HDG but also CG. This test also shows the
reliability of the error estimator in the task of driving an adaptive process.
The adaptive procedure described in Section 4 is used to compute the wave amplification factor in the Mataro´ harbor.
Three values of desired precision in the zone of interest ε are considered: 5e-2, 1e-2 and 5e-3. The elemental
tolerance K is set to the half of ε if the element is in the zone of interest, and the double of ε if the element is
outside the zone of interest. No maximum degree is fixed, i.e. pmax =∞, and the minimum p allowed in the mesh
is set to 4, guaranteeing a minimum of 4 nodes per wavelength in the PML region. The coefficient b controlling
the velocity of the adaptive process in (11) is set to 3. The adaptive process converges in 1 iterations in the three
cases. Figure 6(a) depicts the pK distribution obtained for the case ε = 1e-2. As expected, the method drives the
mesh refinement to reduce the error in the area of decreasing bathymetry and wave interactions. Although the wave
amplification factor is very small in the interior of the harbor, the polynomial degree increases in the docking area
due to the smaller tolerance set in the zone of interest. A comparison of the number of DOF of the computation for
the adaptive HDG with non adaptive HDG and CG computations is shown in Figure 6(b). The proposed adaptive
HDG requires less DOF at equal level of error compared to HDG and also CG.
(a) Picture of the Mataro´ harbor (b) Computational domain, boundary conditions and inci-
dent potential
Figure 4: Problem statement for the Mataro´ harbor. Values of α: dikes-0.02; breakwaters-0.4; beaches-0.7
6 CONCLUSIONS
The HDG method is applied to the problem of stationary non-homogeneous wave propagation in an open domain.
The hybridization technique allows to reduce drastically the number of DOF of the computation, solving a system
of equations involving unknowns only on the sides of the mesh, and opens the path to a post-process of the solution
resulting in a superconvergent solution.
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Figure 5: Wave amplification factor in the Mataro´ harbor (left) and p = 1 · · · 9 convergence for the CG and HDG
methods compared with a p-variable HDG computation (right).
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Figure 6: p-map for  = 10−2 (left) and the number of DOF of the computations for the p-adaptive HDG method
proposed in Section 4 (right).
A performance comparison between HDG, CG and CDG, based on the number of DOF of the linear system and
global computing time, is presented for a simple geometry. Results highlight the superiority of high-order elements,
and similar performance for CG and HDG, clearly surpassing CDG, when adopting the best choice of p for a selected
error level and a given wave length.
The superconvergent post-process of the HDG method is used to construct a simple error estimator based on the L2
difference between the wave height computed with the solution and the post-processed solution. The error estimator
is used to drive an iterative procedure of mesh adaptation aimed at reaching a desired level of error in the zone of
interest of the domain. A simple strategy of adaptivity orientation is also used in order to concentrate the refinement
process in the zone of interest.
A real case of wave propagation in a harbor is presented. Fast convergence to the desired level of precision is proved.
A comparison based on the number of DOF of the linear system is carried out between the proposed adaptive HDG
method and CG. The adaptive HDG method exhibits the best computational efficiency in term of DOF for the
problem studied.
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