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7Abstract
This thesis develops new methods to monitor multiple data streams and
report some quantity of interest over time. We consider two types of settings.
First, we consider a data stream as realisations from a sequence of independent
random variables that are revealed over time. To monitor the individual streams,
we propose a new type of control chart, based on the cumulative sum chart.
Cumulative sum charts are typically used to detect a change in the distribution
of a sequence of observations, e.g., shifts in the mean. Usually, after signalling,
the chart is restarted by setting it to some value below the signalling threshold.
We propose a non-restarting cumulative sum chart which is able to detect periods
during which the stream is out of control. Further, we advocate an upper boundary
to prevent the cumulative sum chart rising too high, which helps to detect a change
back into control. We prove that the non-restarting charts are optimal, in a well-
deﬁned sense. Further, we investigate the performance of these charts when the
upper boundary is varied. Simulation results show a trade-off between the height
of the upper boundary of the chart and the false signal rate.
We then present an algorithm to control the false discovery rate across multiple
data streams using the non-restarting charts. We consider two deﬁnitions of a false
discovery: signalling out-of-control when the observations have been in-control
since the start and signalling out-of-control when the observations have been in-
control since the last time the chart was at zero. We prove that the false discovery
rate is controlled under both these deﬁnitions simultaneously. Simulations reveal
the difference in false discovery rate control when using these and other desirable
deﬁnitions of a false discovery.
In the second setting, a data stream is considered as observations of a Bayesian
model revealed over time. The aim is to report a posterior summary of interest
quickly and within a user-speciﬁed degree of accuracy. A system is presented
to tackle such problems. The estimates are calculated using weighted samples
stored in a database. The stored samples are maintained such that the accuracy
8of the estimates and quality of the samples is satisfactory. This maintenance
involves varying the number of samples in the database and updating their
weights. New samples are generated, when required, by a Markov chain Monte
Carlo algorithm. The system is demonstrated using a football league model that
is used to predict the end of season table. The correctness of the estimates and
their accuracy are shown in a simulation using a linear Gaussian model. Lastly,
potential improvements of the system are investigated. A series of motivating
simulations illustrate some potential problems of the system. Remedial solutions
are suggested, with a view toward implementation in the near future.
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1. Introduction
1.1 Setting and Aims
This thesis presents new techniques for monitoring multiple data streams. We take
the following deﬁnition of a data stream modiﬁed from Falkner & Sheng (2009).
Deﬁnition 1 A data stream is an ordered pair (s, δ) where s is a sequence of tuples of the
form (y1, . . . , yN), representing data values contained in a single data packet, and δ is a
sequence of time intervals between the receipt of data packets where δi > 0 for all i.
Therefore, a data stream is a sequence of observations from a process or
phenomenon that are revealed over time. Each individual data packet may consist
of many components or comprise of data from multiple processes observed from
the same phenomenon. This is what we mean by multiple in a data stream
context (i.e. N > 1). Each data stream is monitored in some fashion based on
the observations as they are revealed. The monitoring device can then be used
to signal any discrepant behaviour or to perform statistical analysis on the data.
The monitoring of multiple data streams covers a wide variety of realistic
applications. For example, consider monitoring all hospitals in a country
simultaneously. In this setting, a possible data stream observed is the patients
length of stay, number of deaths and number of surgeries for each hospital. An
aim could be to rank each hospital according to their performance and signal
under-performing facilities for an inspection. This is a continual process as the
performance of the hospitals is expected to change over time. Another example,
is a website that reports football match predictions. The observed data stream are
the match results of all teams in the league. An aim in this setting could be to
predict results of games and estimate the end of season league table. As the season
unfolds, new match results are revealed so that the predictions of the upcoming
games and the estimated league table should be updated.
These examples make certain points apparent. First, the method used to
monitor the data streams and produce the estimates needs to report results
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accurately, and if possible, with a degree of precision. For instance, reporting the
incorrect rank of a hospital may lead to an unwarranted inspection. Second, the
method should be able to provide estimates in a timely fashion. For example, it
may be pointless to wait a week to produce new predictions of the sports matches
because by that time the matches would have already been played. Third, the
method needs to be able to incorporate new data as they are revealed and update
its estimates accordingly. The contribution of this thesis are methods that report
estimates accurately and quickly for multiple monitored data streams.
In the upcoming chapters, we narrow the setting further but still remain under
the general description outlined above. Within each setting we present our method
and also describe how they compare with any already existent methods where
applicable.
1.2 Structure of Thesis
In Chapter 2 a new device to monitor a single data stream is introduced. It is
assumed that this data stream is from a process that can switch multiple times
between an in-control and an out-of-control state. The device is a new type of
control chart which is able to detect periods when a stream of observations is in
control or out of control. The chart is a modiﬁed version of the cumulative sum
control chart developed by Page (1954). A feature of the charts that we propose,
that differs from original cumulative sum charts, is that it is never reset after an
out-of-control signal is made. We therefore refer to these charts as non-restarting
cumulative sum charts. The classic cumulative sum chart satisﬁes some optimality
properties with regard to signalling the changes in a sequence of distributions.
The chart is viewed as a stopping time in settings where there is a single change
of distribution from the in-control state to the out-of-control state. It has been
shown that Page’s cumulative sum chart procedure leads to minimising (on
average) the delay between signalling and the change of distribution , regardless
of the in-control observations before the change. Lorden (1971) proved this
to be asymptotically true, then Moustakides (1986) proved the stopping time
was exactly optimal. In the latter part of Chapter 2, we explore the signalling
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properties of the non-restarting cumulative sum charts. Our setting differs to
previous optimality results as we consider streams that can switch multiple times
between two distributions. We prove that non-restarting cumulative sum charts
are optimal, in a sense similar to that of Moustakides (1986).
We continue to use the non-restarting cumulative sum charts in Chapter 3
to monitor multiple data streams. Again, it is assumed that each data stream
can switch multiple times between an in-control and an out-of-control state.
We present an algorithm to control the false discovery rate pointwise in time
where each stream is monitored by a non-restarting cumulative sum chart. This
control is achieved by choosing an appropriate signal threshold at each time point.
Any chart above this threshold gives an out-of-control signal. We prove that
the false discovery rate is controlled under two deﬁnitions of a false discovery
simultaneously. Simulations reveal the difference in false discovery rate control
when using these two deﬁnitions and other desirable deﬁnitions of a false
discovery.
We then move away from control charts entirely. In Chapter 4 we present a
system that updates estimates from a sequence of probability distributions. The
aim of the system is to efﬁciently produce estimates within a user-speciﬁed bound
on the Monte Carlo error. The estimates are calculated using weighted samples
stored in a database. The stored samples are maintained such that the inaccuracy
of the estimates and quality of the samples are satisfactory. This maintenance
involves varying the number of samples in the database and updating their
weights. New samples are generated, when required, by a Markov chain Monte
Carlo (MCMC) algorithm. The MCMC sampler is never restarted, but can be
paused and resumed. We refer to this as the rolling Markov chain Monte Carlo
(RMCMC) system. The application of the system is demonstrated using a football
league model that is used to predict the end of season table. The correctness of the
estimates and their inaccuracy is shown in a simulation using a linear Gaussian
model. This system is already being used to predict the ﬁnal season table of the
English Premier League. The results are presented on a website (Lau, 2014). Some
of the websites statistics are presented in Appendix A.
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In Chapter 5 we explore the RMCMC system in more detail. We investigate
particular problems of the system via simulations and examples. Based upon
these ﬁndings, we suggest ways of improving the RMCMC system with a view
toward implementation in the near future. This work is deliberately separate
to distinguish the fact that the system introduced in Chapter 4 is already being
implemented for the football application whereas any suggestions presented in
Chapter 5 have not yet been applied.
All computational work and ﬁgures presented in this thesis is produced using
R (R Core Team, 2013).
1.3 List of Publications
Some of the research presented in this thesis is based upon the following
publications. The necessary copyright permissions for depositing online is located
in Appendix E.
Chapter 2 Lau & Gandy (2013) Optimality of non-restarting cusum charts.
Sequential Analysis 32, 458–468.
Chapter 2 & 3 Gandy & Lau (2013) Non-restarting cumulative sum charts and
control of the false discovery rate. Biometrika 100, 261–268.
Chapter 4 Lau & Gandy (2014) RMCMC: A system for updating Bayesian models.
Computational Statistics & Data Analysis 80, 99–110.
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2. Non-Restarting Cumulative Sum Charts
2.1 Introduction
In statistical process control, one of the most important tools are control charts.
Control charts are used to monitor a process, usually a manufacturing process, to
assess if the process is in a state of statistical control. We stress that control charts
are merely signalling devices, where the actually choice to intervene is taken by
people monitoring the process. The parameters of control charts are set during a
period when it is known that the process is in an in-control state. As new data
are observed, the control chart signals whether or not the process is in control, by
which it is meant that the observation comes from an in-control distribution.
There are various control charts, otherwise known as Shewhart (1931) charts
available, however we only discuss the X-chart here. Details about other Shewhart
charts can be found in e.g. Ryan (2011, Chapter 4).
An X-chart, used to monitor the mean of a process, is deﬁned as follows.
Consider monitoring J subgroups where the jth subgroup consists of n pieces of
data. Denote the ith datum in the jth subgroup as xij and let x �j = 1n ∑ni=1 xij denote
the jth subgroup average. Further, let x and �σ denote the average and standard
deviation over the subgroup averages x �j (j = 1, . . . , J), respectively. Then an X-
chart consists of a plot of the average of each subgroup, x �j over time along with the
thresholds x ± g�σ. The constant g determines how much the subgroup averages
are allowed to vary without signalling. These control thresholds are referred to as
g-sigma limits.
To better understand how X-charts are used we now present an example. Table
2.1 presents artiﬁcial data for 10 subgroups each with n = 4 pieces of data with
the average for each subgroup. The X-chart for these data is presented in Fig. 2.1
along with 2-sigma limits, x ± 2�σ, and x. Interpretation of the chart is clear: any
points that lie within the control limits are in control. On the other hand, if a point
lies outside the limits, it is not in statistical control. From Fig. 2.1 it is clear that
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Table 2.1: Table of data generated from a
N(10, 9) distribution then rounded to the
nearest integer.
Subgroup j x1j x2j x3j x4j x �j
1 7 10 15 9 10.25
2 8 16 8 13 11.25
3 12 9 9 6 9.00
4 10 10 10 13 10.75
5 8 9 6 5 7.00
6 9 5 17 10 10.25
7 9 7 11 14 10.25
8 7 11 12 10 10.00
9 9 10 12 14 11.25
10 8 8 8 12 9.00
2 4 6 8 10
6
8
10
12
14
Subgroup j
X
-c
ha
rt
 v
al
ue
x -2σ
x+2σ
x
Figure 2.1: Plot of X-chart based
on simulated data (Table 2.1) with
control limits.
the chart signals out-of-control for subgroup 5. For this subgroup, some action is
required such as an inspection or resetting of a machine. Notice that the control
limits were set using the data. This explains why typically a period in the in-control
state is initially required to set these limits.
A measure of the performance of control charts is the average run length,
abbreviated to ARL, which we now discuss. The time until the X-chart exceeds
the control limits for the ﬁrst time is distributed according to Geometric(p). If
the data are from a N(µ, σ2) distribution, then (assuming σ is known and x = µ)
the probability of exceeding the g-sigma limits is p = 2{1 − Φ(g)}, where Φ is
the cumulative standard normal distribution function. In this case, the expected
ﬁrst time when the X-chart exceeds a limit is 1/p = 1/ [2{1−Φ(g)}]. This is
referred to as the in-control ARL. It is desirable that the ARL is large so that the
number of false signals is small. Although the ARL is typically reported, it has
been recognised that it may not be a good performance metric for control charts
(Bischak & Trietsch, 2007). For a review of performance metrics of control charts
see, e.g. Fraker et al. (2008). Sometimes, the in-control ARL is denoted as ARL0
and the out-of-control ARL is denoted as ARL1 to stress the difference. The ARL
is a general concept that can be applied to any control chart and is not limited to
X-charts.
Chapter 2. Non-Restarting CUSUM Charts 23
Alternatives to X-charts and other Shewhart charts exist. We discuss only
cumulative sum charts here as we later use them. Cumulative sum or CUSUM
charts were proposed by Page (1954), improving upon Shewhart’s X-chart in the
detection of small persist shifts in the mean of a process (e.g. see Hawkins &
Olwell, 1998, §1.3).
The CUSUM chart, sometimes referred to as the one-sided upper CUSUM chart,
in its simplest form is deﬁned as follows. Consider observing a stream Xt (t ∈ N)
of independent random variables. Suppose when in control Xt ∼ N(0, 1). Assume
that after an unknown time ν ∈ N, the observations switch to an out-of-control
state where Xt ∼ N(Δ, 1) for some known Δ > 0. Then the classic CUSUM chart is
St = max(St−1 + Xt − Δ/2, 0), S0 = 0. (2.1)
The chart signals a change at the hitting time κ = inf{t > 0 : St ≥ ζ} for some
threshold ζ > 0. More precisely, at the hitting time the chart suspects that the
observations come from the out-of-control distribution rather than the in-control
distribution. The threshold ζ is usually chosen to obtain a certain value of the in-
control ARL: E(κ | ν = ∞) or the false alarm probability: P(κ ≤ a | ν = ∞) = b
for some a > 0 and 0 < b < 1.
Originally CUSUM charts were designed for industrial settings, quoting Page
(1954):
“Process inspection schemes are required to detect a deterioration in the quality
of the output from a continuous process. When such a deterioration is suspected
some action is taken; for example, the production may be suspended and a machine
reset. ”
This explains why, once a CUSUM chart crosses the threshold ζ, it is typically
restarted at zero. Restarting at a different value such as ζ/2, referred to as a head-
start, has also been suggested (Lucas & Crosier, 1982). Using CUSUM charts with
a head-start is motivated as follows: if the process is out-of-control after resetting,
then starting nearer the threshold will result in an earlier signal.
This chapter begins by introducing our CUSUM charts, noting the differences
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against traditional CUSUM charts. A simple yet revealing illustration shows how
the new chart is able to signal periods where the observations are in-control and
out-of-control. We then consider an optimality property that the non-restarting
CUSUM charts satisﬁes. The chapter concludes with a discussion summarising the
work and suggestions for future research topics.
2.2 Non-Restarting CUSUM Charts with an Upper Boundary
We now present the general setting and the CUSUM charts we shall be using.
Consider a sequence of independent real-valued random variables Z1, Z2, . . . with
respective distribution functions F1, F2, . . . . At time t, the random variable, Zt, is
in control if Ft = F0t and out of control if Ft �= F0t , for some known in-control
distributions F01 , F
0
2 , . . . . We consider extensions of the CUSUM charts (Page, 1954)
of the form
St = ϕ [min {max (St−1 + Zt, 0) , h}] , S0 = 0, (2.2)
where ϕ is a non-decreasing function and h > 0 is a constant specifying an
upper boundary. This chart is constructed to detect in-control distributions that
are stochastically smaller than the out-of-control distribution. More precisely, a
random variable Λ1 is stochastically smaller than a random variable Λ2, denoted
Λ1 ≤st Λ2, if P(Λ1 ≤ x) ≥ P(Λ2 ≤ x) for all x ∈ R. Further, it is required that the
expected value of Zt is negative when in control. This is necessary so that the chart
rises only (in expectation) when the observations are in the out-of-control state.
Our deﬁnition, (2.2), will cover a wide variety of CUSUM charts. The classic
CUSUM chart (2.1) is a special case of (2.2) by using Zt = Xt − Δ/2, with in
control distribution N(−Δ/2, 1), h = ∞ and ϕ(x) = x. Another example is the
loglikelihood CUSUM chart (Moustakides, 1986)
St = max[St−1 + log { f1(Xt)/ f0(Xt)} , 0], S0 = 0, (2.3)
where f0 and f1 are the probability density functions of the in-control and out-
of-control distribution respectively. Again this is a special case of (2.2) by letting
Zt = log{ f1(Xt)/ f0(Xt)}, h = ∞ and ϕ(x) = x. Moreover, the classic CUSUM
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chart (2.1) is a speciﬁc example of a loglikelihood CUSUM chart with in-control
distribution N(0, 1) and out-of-control distribution N(Δ, 1). Notice, that there
are two sequences: the observations X1, X2, . . . and their corresponding scores
Z1, Z2, . . . .
We include ϕ in (2.2) to allow CUSUM charts in which, at every step, St is
rounded to ﬁnitely many values. For these charts we can compute the exact
distribution of St at a ﬁxed t using Markov chains (Brook & Evans, 1972). This
is discussed further in Chapter 3.
We propose not restarting the chart once its threshold is crossed. Instead, as
long as the chart is above the threshold, we say it signals continuously until it
drops back below the threshold. This will allow us to detect periods where the
observations are in control or out of control. To avoid the chart climbing very high
above the threshold, which may make detecting that the stream is back in control
difﬁcult, we impose the upper boundary h > 0. This is important in our setting
where the observations can switch in and out of control multiple times.
To compare the non-restarting CUSUM chart to other charts, consider the
CUSUM chart (2.2) with in-control distribution N(−1/2, 1) and out-of-control
distribution N(1/2, 1) with h = 10 and ϕ(x) = x. We compare this to the same
CUSUM chart with no upper boundary (h = ∞) and a restarting CUSUM chart
which resets to zero each time the threshold ζ = h/2 = 5 is crossed. Figure 2.2
shows these CUSUM charts using the same realisation of Z1, . . . , Z100, where the
observations are out-of-control from time 20 to 60 represented by the grey box. All
charts are identical until they reach the threshold ζ for the ﬁrst time. The non-
restarting chart signals from time 33 to 66. So the out-of-control signal stops a
few steps after the stream has returned to the in-control state. The restarting chart
signals at times 33, 37, 49, 56. The main downside of this is that it does not suggest
a period where the stream is out-of-control and, importantly, that there is no signal
that the out-of-control period has ended. The boundary-free chart signals from 33
to 86. Clearly this lasts considerably longer than the out-of-control period. This is
mainly due to the high values attained during the out-of-control period.
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Figure 2.2: Graph of a CUSUM chart with no upper boundary (dot-dash), with
upper boundary h = 10 (dashed) and with a restarting threshold ζ = h/2 = 5
(solid). The grey box represents the times at which the observations are truly out-
of-control.
2.3 Optimality of Non-Restarting CUSUM Charts
In this section we are interested in properties of the non-restarting CUSUM charts
introduced in §2.2. We begin by discussing the key optimality properties of the
original CUSUM chart. Consider observing the independent random variables
X1, X2, . . . sequentially. Further suppose that X1, . . . , Xν−1 each have density f0
and Xν, Xν+1, . . . each have density f1. It is assumed that both the densities are
known but the change point ν is unknown. Based on the data, the aim is to detect
the change of distribution as quick as possible after ν.
One form of CUSUM chart used to detect a change in the distribution in a
sequence of observations is the loglikelihood CUSUM chart (2.3). This chart signals
a change in the distribution of the observations at time N = inf {n ∈ N : Sn ≥ ωγ},
equivalently expressed for the loglikelihood chart, as
N = inf
�
n ∈ N : max
1≤k≤n
n
∑
i=k
log { f1(Xi)/ f0(Xi)} ≥ ωγ
�
(2.4)
for some ωγ > 0. For these loglikelihood charts Lorden (1971) and Moustakides
(1986) showed that the charts are optimal in the following sense. Choose the
threshold ωγ such that the in-control ARL (see §2.1) of the loglikelihood CUSUM
chart is greater than γ (that is, the ARL of the chart when all observations have the
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density f0 i.e. ν = ∞). Denote the class of all schemes with an ARL greater than
or equal to γ as Sγ. Then Moustakides (1986) showed that (2.4) is a solution of the
optimisation problemsupν≥1 ess sup
�
E
�
[N − ν+ 1]+ |Fν−1
��
→ min
N ∈ Sγ
, (2.5)
where [x]+ = max(x, 0) and Ft is the σ-algebra generated by {X1, . . . , Xt}.
Previously, Lorden (1971) showed that this to be true in the asymptotic case
as γ → ∞. We deliberately write the optimal stopping time in (2.4) in terms
of loglikelihoods to highlight the link with sequential probability tests. More
precisely, let u be the maximum likelihood estimate of the change point ν. Deﬁne
the null hypothesis H0 : f = f0 and alternative hypothesis H1 : f = f1 where
f is the distribution of each independent observation Xu, Xu+1, . . . . Then (2.4) is
equivalent to a one-sided sequential probability ratio test of H0 versus H1 with
log threshold ωγ. Notice that this optimal stopping time is for a single change in
distribution in a sequence of observations. As described by Lorden (1971), the
minimax property (2.5)
“. . . is the smallest bound of the average number of differently distributed X’s
observed before reacting, guaranteed regardless of the behavior of the X’s before
the change. ”
Therefore, (2.5) is the least favourable setting for detection in terms of the change
point ν and the observation just prior to the change, Xν−1.
Other optimality properties satisﬁed by CUSUM charts is explored in the
change point detection literature. For instance, Poor (1998) extends the optimality
in the sense of Lorden (1971), to include an exponential penalty for delay.
Moreover, extensions to continuous time processes (Moustakides, 2004), use
of dependent observations such as Markov chains (Yakir, 1994) and random
processes (Moustakides, 1998) have been explored.
We now add to the current literature by exploring the optimality of the non-
restarting CUSUM charts presented in §2.2, where multiple changes in distribution
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are considered. In this section, it is shown that using CUSUM charts of the form
(2.6) is optimal in a sense similar to that of Moustakides (1986). To our knowledge,
the optimality of CUSUM charts in a setting where observations can switch between
two known distributions multiple times has not been investigated.
As in §2.2, we consider a sequence of independent real-valued random
variables Z1, Z2, . . . with respective distribution functions F1, F2, . . . . For the
remainder of this chapter, we work directly with the observation sequence
X1, X2, . . . rather than their scores. Each Xt has distribution function Gt. We
consider a single in control, G0, and a single out of control distribution, G1 for
the observations. That is, at time t, the random variable Xt, is in control if Gt = G0
and out of control if Gt = G1. Both G0 and G1 are assumed to be known. Since we
are concerned with situations where the observations can switch multiple times
between the two known distributions we cannot directly use the techniques used
in, for example, Moustakides (1986) and Lorden (1971) as they apply to settings
with a single switch.
We use the chart proposed in §2.2 with ϕ(x) = x and Zt = log �(Xt) which is
of the form
St = ft(St−1) where ft(x) = min [max {x+ log �(Xt), 0} , h] , (t ∈ N), (2.6)
where �(x) is the Radon-Nikodym derivative of G1 with respect to G0 and h > 0
is a constant specifying an upper boundary. As explained in §2.2, a single non-
restarting CUSUM chart (2.6) with S0 = 0 is appropriate in settings where restarting
is not possible. Moreover, it is shown that using an upper boundary facilitates the
detection when switching between an in-control state and an out-of-control state
many times. The CUSUM charts deﬁned by (2.6) constitutes a family of charts,
each member represented by a speciﬁc choice of starting value S0 ∈ [0, h]. We
distinguish two CUSUM charts which we shall use throughout the remainder of
this chapter.
Deﬁnition 2.1 For a speciﬁed upper boundary h > 0, denote the CUSUM chart of the
form (2.6) with S0 = 0 as RLt and with S0 = h as R
U
t .
These are the extreme charts in (2.6) i.e. for any S0 ∈ [0, h] we have RLt ≤ St ≤ RUt
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Figure 2.3: Graph of two non-restarting CUSUM charts (above) where the grey
box represents the times at which the observations are truly out-of-control.
Corresponding signal indicator (below) where grey periods represent the times
when with an in-control or out-of-control signal is given by the CUSUM charts.
for all t ∈ N. A signal is given whenever the lower chart, RLt , rises above
its threshold or whenever the upper chart, RUt , goes below its threshold. The
threshold for each of these charts may or may not be the same.
To clarify the charts we shall be using, consider the following example. Let
G0 ∼ N(−1/2, 1) and G1 ∼ N(1/2, 1). We use the charts RLt and RUt with h = 16
and threshold ζ = 8. The lower chart, RLt , signals out-of-control at time t if R
L
t ≥ ζ
and will continually signal out-of-control whilst RLt remains above ζ. Similarly, for
signalling in-control when the upper chart, RUt , drops below ζ.
Figure 2.3 is a plot RLt and R
L
t based on the same realisation of X1, . . . , X100. In
Fig. 2.3 we see that the lower boundary at 0 and upper boundary at h are holding
barriers that prevent the charts dropping too low or rising too high. Beneath the
plot of the CUSUM charts in Fig. 2.3, is the signal indicator. The grey areas represent
the charts signalling out-of-control and in-control, where it is clear that continuous
signals are made. This would not be the case when using a traditional CUSUM
chart (i.e. a chart of the form (2.6) with h = ∞ starting at 0) that restarts when its
threshold is crossed.
We begin by deﬁning notation necessary for detecting multiple changes in the
distribution of the observations. Importantly, we introduce a stochastic process
as a signal process which is able to give multiple signals. Next, we the recall
Moustakides (1986) result, formalising the optimisation problem in terms of a
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signal process. We then present the optimality that the non-restarting CUSUM
charts satisfy. The signalling and coupling properties of these types of charts is
then explored in a simulation study. We conclude by discussing some potential
topics for future work.
2.4 Optimality Criteria
In this section, we introduce our optimality criteria and present the theoretical
result proving that using non-restarting CUSUM charts are optimal in the sense
deﬁned. We begin by presenting some notation and recalling the result in
Moustakides (1986).
2.4.1 Notation
Let (Ω,F ) be a measurable space with real-valued random variables Xt (t ∈ N)
where we denote Gt as the distribution of Xt. Let G0 and G1 be known mutually
absolutely continuous distributions. Further, let P be a set of probability measures
on (Ω,F ) such that for allP ∈ P , the random variables Xt (t ∈ N) are independent
and Gt ∈ {G0,G1} for all t ∈ N. For all n ∈ N, we assume that �(Xn)
is a continuous random variable with respect to all P ∈ P , where �(x) is the
Radon-Nikodym derivative of G1 with respect to G0. The σ-algebra generated
by {X1, . . . , Xt} is denoted by Ft. We shall specify which probability measure in P
expectations or essential suprema are based on by deﬁning the distributions of the
Xt (t ∈ N). More precisely, we deﬁne the essential supremum of f as
ess sup f = inf{k ∈ R : P({x : f (x) > k}) = 0},
where P ∈ P shall be speciﬁed via Gt = G0 or Gt = G1. We refer to the case
Gt = G0 as Xt being in the in-control state and Gt = G1 as Xt being in the out-of-
control state.
As we are concerned with detecting periods where the observations are in
the in-control state or the out-of-control state, it is not convenient to work with
stopping times as used in Moustakides (1986) and Lorden (1971). Instead, we use
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the following.
Deﬁnition 2.2 A signal process is a stochastic process Γ = {Γt : t ∈ N} such that
Γt ∈ {0, 1,∅} and Γt is Ft-measurable for all t ∈ N.
For a signal process Γ, the events {Γt = j} correspond to signalling in-control
(j = 0), signalling out-of-control (j = 1) and no signal (j = ∅) at time t. Further,
denote the ﬁrst in-control (j = 0) or out-of-control (j = 1) signal by the signal
process Γ after time n by τ jn(Γ) = inf{t ≥ n : Γt = j}.
Lastly, we deﬁne the CUSUM chart developed by Page (1954), SLt , and its
analogue, SUt , with the roles of G
0 and G1 swapped.
Deﬁnition 2.3 For t ∈ N, let
SLt = max
�
SLt−1 + log �(Xt), 0
�
, SUt = max
�
SUt−1 − log �(Xt), 0
�
, SL0 = S
U
0 = 0.
2.4.2 Moustakides (1986) Optimality Result
In this section, we formulate the optimality result of Moustakides (1986) in terms
of signal processes. First, we recall the optimality criteria used in Lorden (1971).
Deﬁnition 2.4 Let P ∈ P be such that Gt = G1−j for all t < n and Gt = Gj for all
t ≥ n. For a signal process Γ and j ∈ {0, 1} let
Dj(Γ) = sup
n∈N
Djn(Γ), where D
j
n(Γ) = ess supE
��
τ
j
1(Γ)− n+ 1
�+����Fn−1� .
In Deﬁnition 2.4 a single change in the distribution of the observations and the ﬁrst
signal time τ j1(Γ) is considered. Suppose that the change of distribution occurs at
some unknown n ∈ N. Then it is desirable that the delay between the signal
and the change point, n, is small, regardless of the behaviour of the previous
observations distributed according to G1−j. Thus Dj(Γ) is the smallest bound of
these signal delays over all n. We now consider minimisingDj(Γ) with a restriction
on the number of false signals.
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For a constant γ1 > 0, the optimisation problem considered in Moustakides
(1986) is D1(Γ)→ min
E{τ11 (Γ) | Gt = G0∀t ∈ N} ≥ γ1
(2.7)
where Γ is a signal process. As proved in Ritov (1990, Proposition 2) a solution of
(2.7) is the signal process Γ1 where Γ1t = 1 if S
L
t ≥ kL for t ∈ N, where kL > 0 is
a constant determined by γ1. The proof in Moustakides (1986) does not directly
apply to our setup as slightly different σ-algebras are used. By swapping the roles
of G0 and G1 we obtain an analogous result. More precisely, for a constant γ0 > 0,
consider the optimisation problemD0(Γ)→ min
E{τ01 (Γ) | Gt = G1∀t ∈ N} ≥ γ0
(2.8)
where Γ is a signal process. A solution of (2.8) is the signal process Γ0 where Γ0t = 0
if SUt ≥ kU for t ∈ N, where kU > 0 is a constant determined by γ0.
The expectation in (2.7) is the average time until signalling out-of-control, when
all the observations are truly in-control and vice versa for the expectation in (2.8).
That is, the constraints in the optimisation problems (2.7) and (2.8) are on the in-
control and out-of-control ARLs respectively.
2.4.3 Main Result
In this section, we present our optimality result. We begin by deﬁning our
optimality criteria and the average in-control and out-of-control run lengths.
Deﬁnition 2.5 For a signal process Γ and j ∈ {0, 1} let
Cj(Γ) = sup
n∈N
Cjn(Γ), where
Cjn(Γ) = max
�
ess supE
�
τ
j
n(Γ)− n+ 1 | Fn−1
�
: P ∈ P ,Gt = Gj∀t ≥ n
�
.
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Deﬁnition 2.6 For a signal process Γ and j ∈ {0, 1} let
Bj(Γ) = inf
n∈N
Bjn(Γ), where B
j
n(Γ) = ess supE
�
τ
j
n(Γ)− n+ 1 | Fn−1
�
,
with P ∈ P such that Gt = Gj for all t ≥ n.
For constants c1 > 0 and c2 > 0, consider the optimisation problem
C1(Γ)→ min
C0(Γ)→ min
B0(Γ) ≥ c0
B1(Γ) ≥ c1
. (2.9)
Deﬁnition 2.5 considers multiple changes in the distribution of the observations
before a permanent change to the in-control or the out-of-control state. The term
C1(Γ) (C0(Γ)) is the longest average delay of signalling out-of-control (in-control),
regardless of the distribution of the X’s prior to the permanent change out-of-
control (in-control) and prior signals made. The term Cj(Γ) considers all possible
distributions of the observations prior to the permanent change. This is unlike
Dj(Γ) which considers all observations prior to the change as G1−j distributed. As
in (2.7) and (2.8), we restrict the average run times, but this time starting from each
n ∈ N. Each Bjn(Γ), n ∈ N, is the in-control (j = 1) or out-of-control (j = 0)
average run length after the change point n. Thus Bj(Γ) is the shortest average
in-control (j = 1) or out-of-control (j = 0) run length starting at all possible times.
Theorem 2.7 There exists constants kU > 0 and kL > 0 such that for any
max (kU, kL) ≤ h ≤ kU + kL a solution of (2.9) is the signal process Γ∗ deﬁned, for
t ∈ N, by
Γ∗t =

0, RUt ≤ h− kU
1, RLt ≥ kL
∅, RLt < kL, R
U
t > h− kU
.
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Proof We proceed to show the following: for any signal process Γ and j ∈ {0, 1}
Cj(Γ) ≥ Dj(Γ) ≥ Dj(Γj) = Cj(Γ∗).
We start by showing C1(Γ) ≥ D1(Γ) for any signal process Γ. As a ﬁrst step we
show that
C1(Γ) ≥
sup
n∈N
max
�
ess supE
��
τ11 (Γ)− n+ 1
�+����Fn−1� : P∈P ,Gt=G1∀t ≥ n� . (2.10)
Consider the stopping time in C1n(Γ), namely τ1n(Γ)− n+ 1 and
�
τ11 (Γ)− n+ 1
�+.
For all j ≥ 1 and ﬁx n ∈ N we have
{τ1n(Γ)− n+ 1 = j} = {Γm �= 1 for n ≤ m < (j+ n− 1), Γj+n−1 = 1}
and
{[τ11 (Γ)− n+ 1]+ = j} = {Γm �= 1 for 1 ≤ m < (j+ n− 1), Γj+n−1 = 1}.
Thus {[τ11 (Γ)− n+ 1]+ = j} ⊆ {τ1n(Γ)− n+ 1 = j} and so have a pointwise order
of the stopping times. This implies (2.10).
Next we show that
sup
n∈N
max
�
ess supE
��
τ11 (Γ)− n+ 1
�+ | Fn−1� : P∈P ,Gt=G1∀t ≥ n�
≥ D1(Γ). (2.11)
For a ﬁxed n ∈ N
max
�
ess supE
��
τ11 (Γ)− n+ 1
�+ | Fn−1� : P∈P ,Gt=G1∀t ≥ n�
≥ ess supE
��
τ11 (Γ)− n+ 1
�+ | Fn−1� = D1n(Γ) (2.12)
where the essential supremum on the right hand-side is over P ∈ P such that
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Gt = G0 for all t < n and Gt = G1 for all t ≥ n. Taking the supremum of (2.12)
over n ∈ N shows (2.11). This completes showing C1(Γ) ≥ D1(Γ). A similar
argument can be used to show C0(Γ) ≥ D0(Γ).
Since Bj(Γ) ≥ cj it follows that Bj1(Γ) ≥ cj for j ∈ {0, 1}. As Bj1(Γ) is the
expectation in (2.7) it follows that (Ritov, 1990, Proposition 2) Dj(Γ) ≥ Dj(Γj) for
any signal process Γ.
A consequence of Moustakides (1986, Lemma 1) is that D1(Γ1) = D11(Γ
1). Thus,
by deﬁnition of D11(Γ
1),
D1(Γ1) = E
�
inf{t ≥ 1 : SLt ≥ kL} | P ∈ P : Gt = G1∀t ∈ N
�
. (2.13)
Replacing inf{t ≥ 1 : SLt ≥ kL} in (2.13) with inf{t ≥ 1 : RLt ≥ kL} as they are the
same, gives
D1(Γ1) = C11(Γ
∗).
Thus, to show D1(Γ1) = C1(Γ∗), it sufﬁces to show C1(Γ∗) = C1n(Γ∗) for all n ∈ N.
To show this we follow an argument similar to that used in Moustakides (1986,
Lemma 1). For any m > n ≥ 1 and for ﬁxed {Xn+1, . . . , Xm}, the quantity RLm
is a non-decreasing function of RLn. This implies that the stopping time τ1n(Γ∗) =
inf{t ≥ n : RLt ≥ kL} is non-increasing with RLn−1. Thus the essential supremum
in C1n(Γ∗) is achieved for RLn−1 = 0. Moreover, the essential supremum in C
1
n(Γ∗)
remains unchanged when taking the maximum over P ∈ P such that Gt = G1
for t ≥ n. Hence from stationarity all C1n(Γ∗) are equal. This completes showing
D1(Γ1) = C1(Γ∗).
We now show that D0(Γ0) = D0(Γ∗). Similarly, we have D0(Γ0) = D01(Γ
0) thus
by deﬁnition of D01(Γ
0)
D0(Γ0) = E
�
inf{t ≥ 1 : SUt ≥ kU} | P ∈ P : Gt = G0∀t ∈ N
�
. (2.14)
Replacing inf{t ≥ 1 : SUt ≥ kU} in (2.14) with inf{t ≥ 1 : RUt ≤ h− kU} as they are
the same, gives D0(Γ0) = C01(Γ
∗). Showing that C0(Γ∗) = C0n(Γ∗) for all n ∈ N
follows from the same argument given above. Thus D0(Γ0) = C0(Γ∗). �
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Theorem 2.7 involves the charts RLt and R
U
t , which both follow the same
evolutionary equation ft. The lower chart, RLt , starts at value 0 whereas the upper
chart, RUt , starts at the upper boundary h. Starting at these two values considers
the ﬁrst observation starting in the in-control state and the out-of-control state
simultaneously. Thus any prejudice of assuming the observations are initially in
either state is removed. This would not be the case when using a single control
chart.
2.5 Upper Boundary
In this section, we investigate how varying the upper boundary h affects the signal
process. We present an example that demonstrates how varying h leads to different
signals for the same data. We then explore the idea of the CUSUM charts coupling
into a single chart. A simulation study reveals how long the CUSUM charts take
to couple based on how quickly the data switch between the two distributions.
Lastly, we examine how the number of false and correct signals made by the charts
changes as the upper boundary is varied.
2.5.1 Signal Gap
Setting h = kU + kL in Theorem 2.7 implies that RLt and R
U
t signal whenever
kL is crossed. We refer to this as the single threshold case. This need not be
the case as Theorem 2.7 just stipulates that max (kU, kL) ≤ h ≤ kU + kL. When
max (kU, kL) ≤ h < kU + kL, then no signal can occur when either chart is between
h− kU and kL. We refer to this as a signal gap.
To see the disparity of the signals when the upper boundary h is set at
different levels, consider the following example. Let the in-control distribution
G0 ∼ N(−1/2, 1) and the out-of-control distribution G1 ∼ N(1/2, 1). We set
the thresholds at kU = kL = 5. In practice, however, it is typical to set these
thresholds by pre-specifying the average run length. This can be achieved by
running simulations of the CUSUM charts and conducting a numerical search.
Alternatively, one could approximate the distribution of the CUSUM chart by a
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discrete Markov chain and obtain the average run length using the transition
matrix (Brook & Evans, 1972). Using the Brook & Evans (1972) approach with
100 states, the average in-control and out-of-control run length with kU = kL = 5
is approximately 930 time units. We choose the out-of-control periods as time 16 to
35 and time 51 to 60. Figure 2.4 is a plot of the two CUSUM charts RLt and R
U
t based
on the same random realisation of X1, X2, . . . for h = 6, 8 and 10.
Figure 2.4 illustrates some important points. First, choosing a different value
of h leads to a different signal process for the same data. This is clearly shown by
the signal indicators under Fig. 2.4a, 2.4b and 2.4c. Second, once the two CUSUM
charts have coupled into a single chart in the single threshold case (h = kU + kL),
deﬁnitive signals are given. More precisely, in Fig. 2.4c, after time 13, the chart
signals either in-control or out-of-control. This is not the case where a signal gap
occurs (h < kU + kL). It is clear from Fig. 2.4a and 2.4b that increasing the signal
gap results in fewer incorrect signals are made at the expense of fewer overall
signals. This point is explored further in §2.5.3. Lastly, in this example, the two
CUSUM charts eventually coalesce or couple into a single chart. The time until
coupling depends, not only on G0 and G1, but also on the upper boundary h (see
§2.5.2). Coupling occurs at value 0 or h by construction of the CUSUM charts.
Moreover, if CUSUM charts of the form (2.6) starting from every S0 ∈ [0, h] were
used, all charts will couple either at 0 or h. Thus when RLt and R
U
t couple a
conﬁdent signal is given since the signals from all charts of the form (2.6) agree.
2.5.2 Coupling Times
We now investigate the time until the charts couple in a simulation study. Again,
let the in-control distribution G0 ∼ N(−1/2, 1) and the out-of-control distribution
G1 ∼ N(1/2, 1). We use a time homogeneous discrete Markov chain to govern
the transitions between these two distributions. Let α ∈ [0, 1] be the probability
of changing from the out-of-control distribution to the in-control distribution.
Further, let β ∈ [0, 1] be the probability of changing from the in-control distribution
to the out-of-control distribution. In this simulation we vary both α and β from 0.01
to 1 in steps of 0.01. For each value of α and β we simulate 500, 000 realisations of
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Figure 2.4: Graphs of lower chart, RLt , (solid) and upper chart, R
U
t , (dashed) with
threshold (a) h = 6, (b) h = 8 and (c) h = 10. Grey areas represent the out-
of-control period. Underneath each chart is the signal indicator with grey areas
representing signals.
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Figure 2.5: Contour plot of the average coupling time of simulated upper and
lower CUSUM charts for different transition probabilities from true out-of-control
to in-control state, α, and transition from in-control to out-of-control state, β.
X1, X2, . . . and record when the charts RLt and R
U
t couple. We randomly chose to
start in the in-control or out-of-control state for each simulation and set the upper
boundary h = 10. The average coupling time of the simulation is presented in
Fig. 2.5. As expected, simulations with longer in-control periods (α ≈ 0) or out-of-
control periods (β ≈ 0) couple quickly. Conversely, those simulations switching
rapidly between the in-control and the out-of-control state (α and β close to 1) take
the longest to couple and thus give deﬁnitive signals. It is reasonable to assume
that increasing the upper boundary, h, will increase the coupling time as the charts
only merge at value 0 or h.
2.5.3 False Signal Rate
As illustrated in §2.5.1, the choice of h affects the signals given by the charts. We
now explore how the choice of h affects the number of correct and false signals in
a simulation.
We use the same in-control and out-of-control distributions and thresholds
used in §2.5.1. The out-of-control periods are represented by the grey areas in
Fig. 2.6. For a single iteration, we use the CUSUM charts RLt and R
U
t with h = 6, 8, 10
all with the same seed. We repeated this 10, 000 times. Figure 2.6a and 2.6b
are plots of the average number of false signals and correct signals, respectively,
pointwise in time. In Fig. 2.6a, when switching between states, there is a sudden
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Figure 2.6: Plot of (a) the average number of false and (b) the correct signals for
h = 10 (solid): same threshold case, h = 8 (dotted) and h = 6 (dashed): both signal
gap cases.
peak in the number of false signals which subsequently declines. Using a single
threshold (h = 10) gives an overall higher false and correct signal average than
the other values of h. From Fig. 2.6 the notion of a signal gap can be interpreted
as follows: Whilst a chart is in a signal gap, signalling is deferred until a more
deﬁnitive signal can be made i.e. when the chart exits the gap. This results in
fewer false signals, with the trade-off that fewer signals overall are made.
2.6 Discussion
This chapter has introduced a new type of CUSUM chart able to detect periods of
in-control or out-of-control activity. Further, we have shown how using an upper
holding boundary on the CUSUM chart facilitates detection of returning to the in-
control state. It was then shown that using non-restarting CUSUM charts of the
form (2.6) are optimal in the sense of (2.9). We speciﬁcally used the two non-
restarting charts; one starting at 0 (RLt ) and one starting at the upper boundary
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(RUt ). We showed that these CUSUM charts can couple (see Fig. 2.4) where after
they remain exactly the same. It is clear that after coupling, only one CUSUM chart
needs to be considered. Coupling would not occur when using two CUSUM charts
that are restarted as this feature is speciﬁcally for non-restarting CUSUM charts with
an upper boundary.
A natural question to ask about coupling is: how long do the two non-restarting
CUSUM charts take to couple? Denote the coupling time as T = min{t ≥ 1 : RLt =
RUt }. Denote ν↑ = min{t ≥ 1 : RLt = h} and ν↓ = min{t ≥ 1 : RUt = 0} as the
ﬁrst time when the lower CUSUM chart reaches the upper boundary and the upper
CUSUM chart reaches 0 respectively. As T = min(ν↑, ν↓), since all CUSUM charts
of the form (2.6) with any starting value, couple either at value 0 or the upper
boundary, it follows that E(T) ≤ min �E(ν↑),E(ν↓)� for all P ∈ P . For P ∈ P
such that Gt = G1 for all t ∈ N we would expect E(T) � E(ν↓) and similarly for
P ∈ P such that Gt = G0 all t ∈ N, E(T) � E(ν↑). Proving such coupling results
could be a topic for further research.
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3. Non-Restarting Cumulative Sum Charts and Control
of the False Discovery Rate
3.1 Introduction
In this chapter, we are concerned with monitoring multiple data streams in
situations where restarting the monitored process is not possible, such as a medical
setting where each stream relates to the performance of a hospital. Even if we
suspect a deterioration of performance, it is unlikely that the hospital would close
or suspend treatment of patients. Moreover, we are interested in scenarios where
streams can switch, potentially multiple times, between an in-control state and
an out-of-control state. The monitoring of multiple streams of observations has
recently become of increasing interest (Mei, 2010; Li & Tsung, 2009), in particular
in medical settings (Spiegelhalter et al., 2012; Bottle & Aylin, 2008; Biswas &
Kalbﬂeisch, 2008).
We propose a novel algorithm to control the false discovery rate of multiple
data streams pointwise in time. To monitor these data streams we suggest using
the non-restarting CUSUM charts with an upper boundary introduced in Chapter
2. Using non-restarting charts allows us to signal periods during which the stream
is considered to be out of control. To avoid confusion, we recall the speciﬁc CUSUM
charts we shall be using throughout this chapter: For a sequence of independent
real-valued random variables Z1, Z2, . . . we consider CUSUM charts of the form
St = ϕ [min {max (St−1 + Zt, 0) , h}] , S0 = 0, (2.2 revisited)
where ϕ is a non-decreasing function and h > 0 is a constant specifying an upper
boundary.
In this algorithm, a false discovery would naturally be deﬁned as signalling the
stream to be out-of-control when in fact the observations have been in-control since
the start. We prove that the algorithm simultaneously controls the false discovery
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rate for the following less restrictive deﬁnition of false discovery: signalling the
stream to be out-of-control when in fact the observations have been in-control since
the last time the chart was at zero.
Previous work concerning false discovery rate control procedures in statistical
process control settings goes back to an unpublished Tel Aviv University technical
report by Y. Benjamini and E. Y. Kling. Grigg & Spiegelhalter (2008) considered
monitoring normally distributed streams of observations through CUSUM charts
that are restarted after a signal. Li & Tsung (2009) propose a method to control
the false discovery rate over the stages of a multistage process. They apply a false
discovery rate control procedure on a single unit over the stages of production with
the aim of ﬁnding a faulty stage. This differs from our aim which is the control the
false discovery rate pointwise in time across multiple units. In Mei (2010) a method
is proposed using a global false alarm constraint across multiple streams of data.
However, the setting considered only allows for one global time at which some of
the data streams change from the in-control state to the out-of-control state.
Our contributions to this area are to focus on a situation where restarting is not
possible, to modify the CUSUM chart to enable it to signal periods of in-control and
out-of-control observations, and to discuss the meaning of a false discovery in this
setting.
We begin with a review of procedures that control the false discovery rate for
multiple tests. Following this review, we present our algorithm to control the false
discovery rate at each time using CUSUM charts to monitor multiple streams. The
threshold for each CUSUM chart, which is used to signal, is determined through the
false discovery rate control procedure. As a consequence the signalling threshold
for the CUSUM charts varies over time - this would not be the case in traditional
CUSUM chart practice. A natural question to ask at this point is: What precisely
is being controlled by the algorithm? It is proven that the algorithm controls the
false discovery rate for two deﬁnitions of the false discovery. We then conduct
simulations that highlight the difference of control of the false discovery rate under
the two deﬁnitions. The chapter ends with a summary and a discussion of topics
for future research.
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Algorithm 3.1 Control of the false discovery rate at q∗ ∈ (0, 1)
1: Order the p-values as P(1) ≤ · · · ≤ P(N), where P(i) corresponds to H0(i).
2: Let k be the largest i for which P(i) ≤ iq∗/N.
3: Reject H0
(i) for i = 1, . . . , k.
3.2 False Discovery Rate
3.2.1 Control of False Discovery Rate in Multiple Testing
We now consider monitoring multiple data streams using a non-restarting CUSUM
chart with upper boundary for each stream. Instead of using a ﬁxed threshold i.e.
ζ in §2.1, to determine which streams are out of control, we suggest using a false
discovery rate control procedure. We ﬁrst brieﬂy review the procedure developed
by Benjamini & Hochberg (1995).
Consider testing N null hypotheses H01, . . . , H
0
N simultaneously. Denote the
number of true null hypotheses by m0. Let V be the number of true null hypotheses
declared signiﬁcant and let W be the total of null hypotheses declared signiﬁcant.
Deﬁne Q = V/W as the proportion of the rejected null hypotheses which are
incorrectly rejected, with the convention 0/0 = 0. The false discovery rate is then
deﬁned as E(Q).
Suppose we have N independent tests with corresponding p-values P1, . . . , PN
for the hypotheses. Algorithm 3.1 proposed by Benjamini & Hochberg (1995)
ensures that false discovery rate is less than a pre-speciﬁed constant q∗ ∈ (0, 1).
This procedure controls the false discovery rate at q∗, i.e. , E(Q) ≤ m0q∗/N ≤
q∗. The procedure requires (Benjamini & Yekutieli, 2001, Theorem 5.1) that the
p-values satisfy
P
�
Pi ≤ kNq
∗
����H0i � ≤ kNq∗ (k = 0, . . . , N; i = 1, . . . , N), (3.1)
which is satisﬁed when Pi is computed conditionally on H0i being true (Lehmann
& Romano, 2005, p. 64, Lemma 3.3.1). The allocation of which null hypotheses are
true can be random, and the false discovery rate conditional on this allocation will
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Algorithm 3.2 Control of the false discovery rate at q∗ ∈ (0, 1) at a ﬁxed time t
1: Let (S∗u)u∈N be a chart with all observations in control, i.e. Fu = F0u for all u.
Compute the distribution of S∗t and let P(s) = P(S∗t ≥ s).
2: For the observed streams (i = 1, . . . , N) compute the p-values Pi,t = P(Si,t).
3: Apply the chosen false discovery rate procedure with level q∗ to the p-values
P1,t, . . . PN,t . The rejected streams are signalled to be out-of-control.
still be controlled.
Based upon the above method, other false discovery rate control procedures
have been developed, such as the two-step false discovery rate control procedure
(Benjamini et al., 2006, Deﬁnition 6), the adaptive linear step-up procedure
(Benjamini et al., 2006, Deﬁnition 3) and the adaptive step-down procedure
(Gavrilov et al., 2009). These other procedures involve estimating m0, by �m0 say,
before applying the Benjamini & Hochberg (1995) procedure at level Nq∗/ �m0.
3.2.2 Algorithm
We wish to control the false discovery rate at each time point using CUSUM charts
for multiple streams. We ﬁrst state the algorithm before precisely deﬁning a false
discovery in our setting.
Suppose we observe N independent streams of observations (Zi,t)t∈N (i =
1, . . . , N). Each Zi,t has distribution function Fi,t with Fi,t = F0i,t when Zi,t is in-
control and Fi,t �= F0i,t when Zi,t is out-of-control. All F0i,t are assumed to be known.
For each stream (Zi,t)t∈N we run a non-restarting CUSUM chart Si,t with upper
boundary h according to (2.2).
We propose Algorithm 3.2 to control the false discovery rate at level q∗ ∈
(0, 1) at each time t. Any false discovery rate control procedure that controls
the false discovery rate at q∗ if (3.1) is guaranteed, can be used. These include
the aforementioned two-step, adaptive linear step-up and adaptive step-down
procedures. Algorithm 3.2 is written for the homogeneous case where F0i,t = F
0
t for
all i. It is straightforward to adapt Algorithm 3.2 to the general case, where each
stream can have a different in-control distribution or a different upper boundary,
by computing the p-values separately for each stream.
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If we use ϕ in (2.2) to force the chart to take only ﬁnitely many values then Step
1 can be accomplished using Markov chains. Otherwise, P(s) can be approximated
through various methods such as a ﬁnite-state Markov chain approximation
(Brook & Evans, 1972) or use of the steady state distribution of the CUSUM chart
(Grigg & Spiegelhalter, 2008).
3.2.3 Null Hypothesis: In-Control Since Start
In this section we show that Algorithm 3.2 in §3.2.2 controls the false discovery rate
at a ﬁxed time t if a false discovery is deﬁned as a stream that signals out-of-control
at time t, when it has in fact been in control since the start.
To phrase this in the language of hypothesis testing, the null hypotheses are
H0i,t =
�
Fi,1 = F0i,1, . . . , Fi,t = F
0
i,t
�
(i = 1, . . . , N). (3.2)
These hypotheses are random events. A null hypothesis H0i,t is declared signiﬁcant
when it is rejected by the false discovery rate control procedure. Thus, at each time
t ∈ N0 = N ∪ {0},
Vt =
����i : H0i,t is true and is declared signiﬁcant���� , Wt = |{signiﬁcant hypotheses}| ,
where |·| denotes the cardinality of a set and the subscript t highlights that the
deﬁnitions are pointwise in time. The p-values are computed in agreement with
the null hypotheses (3.2). Thus condition (3.1) holds and Algorithm 3.2 in §3.2.2
controls the false discovery rate at q∗. i.e. , E (Vt/Wt) ≤ q∗ for each t ∈ N0.
3.2.4 Null Hypothesis: In-Control Since Visiting Zero
The deﬁnition of a false discovery in the previous section implies that all
discoveries made after a stream goes out of control for the ﬁrst time are considered
true discoveries. Thus a signal for a stream that has been out-of-control and then
comes back in-control will never be considered a false discovery, no matter how
long it has already been back in control. This is illustrated in Fig. 3.1 for a CUSUM
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Figure 3.1: Graph of a CUSUM chart with upper boundary h = 6. The grey box
represents the times at which the observations are truly out-of-control. The light
grey vertical lines are signals out-of-control.
chart with upper boundary h = 6. Suppose out-of-control signals are given at time
25 and 26. Although these signals occur after the true out-of-control period, they
are true discoveries, as the CUSUM chart has not been in-control since the start. This
is undesirable as these signals should ideally be false discoveries i.e. the signals do
not occur inside an out-of-control period.
In this section we show that Algorithm 3.2, without changing the way the p-
values are computed, also controls the false discovery rate when a false discovery
is deﬁned as a stream being signalled out-of-control at time t, when it has been
in control since its chart was at zero. The corresponding null hypotheses are the
random events
�H0i,t = �∃τ ∈ {0, . . . , t} : Si,τ = 0, Fi,τ+1 = F0i,τ+1, . . . , Fi,t = F0i,t� (i = 1, . . . , N).
Thus, Vt = |{i: �H0i,t is true and is declared signiﬁcant}|. The deﬁnitions of declared
signiﬁcant and Wt remain the same as before. The p-values are computed as
before. The following theorem shows that (3.1) is satisﬁed and thus the Benjamini
& Hochberg (1995) procedure still controls the false discovery rate.
Theorem 3.1 For all x ∈ [0, 1] and for t ∈ N0,
P(Pi,t ≤ x | �H0i,t) ≤ x (i = 1, . . . , N).
Chapter 3. Non-Restarting CUSUM Charts and FDR 49
Proof Since each stream is independent we can drop the subscript i. We start the
proof by showing, by induction on t ∈ N0, that�
St | �H0t � ≤st S∗t , (3.3)
where �H0t is the event introduced in §3.2.4 and S∗t is the CUSUM chart with all
observations in-control introduced in Algorithm 3.2. At time t = 0, we have
S0 = S∗0 = 0 and P( �H00) = 1, thus (3.3) holds.
At time t ∈ N consider the case Ft �= F0t . Then �H0t = {St = 0} and P(St ≤ x |�H0t ) = 1 for all x ∈ R. Thus (3.3) holds for this case. For the case Ft = F0t , ﬁrst
assume (3.3) holds at time (t− 1). Hence, by the recursive deﬁnition of St and S∗t in
(2.2), and by the persistence of stochastic orders under convolution of independent
random variables and under action of multiple increasing functions (Theorems
1.2.13 and 1.2.17 in Müller & Stoyan, 2002, p. 6 and 7), we get
�
St | �H0t−1� =�
ϕ [min{max(0, St−1 + Zt), h}] | �H0t−1� ≤st S∗t . Thus it sufﬁces to show�
St | �H0t � ≤st �St | �H0t−1� . (3.4)
As Ft = F0t , we have �H0t = �H0t−1 ∪ {St = 0}. Letting K1(x) = P(St ≤ x | �H0t ),
K2(x) = P(St ≤ x | �H0t−1) and α = P( �H0t−1)/P( �H0t ), we have
K1(x) = P({St ≤ x, �H0t−1} ∪ {St = 0})/P( �H0t )
=
�
P(St ≤ x, �H0t−1) +P(St = 0)−P(St = 0, �H0t−1)� �P( �H0t )
=
�
K2(x)P( �H0t−1) +P(St = 0)− K2(0)P( �H0t−1)� �P( �H0t )
= α (K2(x)− K2(0)) + P(St = 0)
P( �H0t ) . (3.5)
By setting x = 0 in (3.5), we get K1(0) = P(St = 0)/P( �H0t ), and so K1(x) −
K1(0) = α {K2(x)− K2(0)}.
The distribution of
�
St | �H0t � is derived from the distribution of �St | �H0t−1� by
potentially adding mass at 0 before rescaling. Thus 0 < α ≤ 1 and K1(0) ≥ K2(0).
Therefore, K1(x) − K1(0) ≥ K2(x) − K2(0). Hence, for all x ∈ R, K1(x) ≥
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K2(x) + {K1(0)− K2(0)} ≥ K2(x). Thus (3.4) holds. This ﬁnishes showing (3.3).
A straightforward modiﬁcation of Theorem 1.2.13 in Müller & Stoyan (2002,
p. 6) shows that applying the decreasing function P(·), deﬁned in §3.2.2, to (3.3)
yields �
Pt | �H0t � ≥st �Pt | H0t � (t ∈ N0). (3.6)
By construction of Pt, we have �
Pt | H0t
�
≥st U, (3.7)
where U is uniformly distributed on [0, 1]. Combining (3.6) and (3.7) gives�
Pt | �H0t � ≥st �Pt | H0t � ≥st U. �
To summarise Theorem 3.1, the false discovery rate with respect to both sets of
hypotheses, H0i,t and �H0i,t, is being controlled simultaneously.
3.3 Simulations
In this section we demonstrate via simulations the performance of Algorithm 3.2
under the deﬁnitions of a false discovery presented in §3.2.3 and §3.2.4.
For each stream, we construct a CUSUM chart according to (2.2). In this
simulation we let F0i,t ∼ N(−1/2, 1) and Fi,t ∼ N(1/2, 1) when out-of-control,
for all i, t ∈ N and set the upper boundary h = 10.
To compute the in-control CUSUM chart distribution, S∗t , we use the Brook &
Evans (1972) method. If the chart is forced to take only ﬁnitely many values, by
using the function ϕ in (2.2), then the distribution can be computed exactly, as it
is just the distribution of a ﬁnite-state Markov chain. We proceed by partitioning
[0, h] into the M+ 1 states by using
ϕ(x) =

0 x ∈ [0,w1),
(wj + wj−1)/2 x ∈ [wj−1,wj), (j = 2, . . . , M),
h x ∈ [wM, h],
where wj = h(j− 0.5)/M for j = 1, . . . , M.
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Figure 3.2: Simulation Study: (a) A single CUSUM chart (solid) from this simulation
and true out-of-control periods (grey areas). Minimum of all charts signalling out-
of-control (dashed). (b) Median of m0 (solid) with 95% (dashed) and 50% (dotted)
quantile pointwise in time under H0i,t (grey) and �H0i,t (black). (c) Estimated false
discovery rate for the Benjamini & Hochberg (1995) (dotted), two-step (dashed)
and adaptive linear step-up (solid) control procedures with q∗ = 0.05 using �H0i,t.
(d) same as (c) but using H0i,t.
For each run we use N = 100 streams over a period of 100 time points and
partition [0, h] into 100 states with q∗ = 0.05. As in §2.5.2, a discrete time-
homogeneous Markov chain is used to simulate moves from in-control to out-
of-control and vice versa of each stream. This Markov chain is deﬁned by the
transition probabilities P(Fi,t+1 = F0i,t+1 | Fi,t �= F0i,t) = α and P(Fi,t+1 �= F0i,t+1 |
Fi,t = F0i,t) = β for all t ∈ N0 with all streams starting in control. For this simulation
we set α = 0.07 and β = 0.01.
Figure 3.2a displays a CUSUM chart from a single run. The realisation depicted
in Fig. 3.2a was deliberately chosen, as the observations switched between the in-
control and the out-of-control state multiple times. This is not typical for the entire
simulation where approximately 37% of the streams of observations remained in-
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control from time zero to 100 and only 3% of the streams went out-of-control three
times.
Figure 3.2a also shows the minimum of the charts that signal out-of-control
based on the Benjamini & Hochberg (1995) procedure with q∗ = 0.05. More
precisely, at each time, Algorithm 3.1 is applied to the 100 charts, including the
chart depicted. This deﬁnes k in Step 2. The value of the chart corresponding to
P(k) is the value that is plotted. Thus, any chart above this value is signalled out-of-
control. This value can change quickly as it depends on all 100 charts and does not
exist when no signals are made, as is the case between times 1 and 14 in Fig. 3.2a.
Figure 3.2b displays the median and quantiles of m0 using the different null
hypotheses based on 10, 000 runs of the simulation. Using H0i,t as null hypotheses,
m0 is the number of streams being in-control from time zero to t. The probability
of a single stream of observations being in-control from time zero to t is (1− β)t =
0.99t. Therefore, m0 is Binomial(100, 0.99t) distributed, explaining the decreasing
grey lines in Fig. 3.2b.
Using �H0i,t as null hypotheses, m0 settles to around 80, as shown by the black
lines in Fig. 3.2b. This can be explained as follows. First, in equilibrium, the
probability of the underlying Markov chain being in the in-control state is 0.875.
The hypotheses �H0i,t require that the observations have been in-control since its
chart was at zero, implying that m0 is less than 0.875. It is only slightly less than
0.875 due to the long in-control periods during which a chart is readily able to
return to zero.
Figure 3.2c displays the false discovery rate using different control procedures
for 10, 000 runs of the simulation. The control procedures are applied to the same
sequence of observations. As expected, all procedures control the false discovery
rate below q∗ = 0.05. However, the two-step and the adaptive linear step-up
procedures control the false discovery rate nearer to q∗ than the Benjamini &
Hochberg (1995) false discovery rate procedure. This is because the other false
discovery rate control procedures estimate m0 ﬁrst, then apply the Benjamini &
Hochberg (1995) procedure. For the same simulation, Fig. 3.2d displays the false
discovery rate under the original hypotheses, H0i,t, which decreases over time for all
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Table 3.1: Summary of simulation results for various levels of false discovery rate
control, q∗ and transition probabilities between the in-control and out-of-control
state, α and β. Reported percentages are approximate over all false discovery rate
control procedures.
Signal coinciding with an out-of-control
q∗ = 0.05 q∗ = 0.1 q∗ = 0.05
α = 0.07 α = 0.07 α = 0.01
β = 0.01 β = 0.01 β = 0.07
observation 33% 85% 84%
period 58% 97% 99%
period ≥ 5 time units 80% 99% 96%
control procedures. This is due to the decreasing number of true null hypotheses
using H0i,t, which has already been explained.
For all control procedures, only roughly 33% of individual out-of-control
observations coincided with a signal and 58% of out-of-control periods contained
a signal. Longer periods are easier to detect and indeed roughly 80% of out-of-
control periods longer than ﬁve time units contained a signal.
We repeat the simulation but change the values of q∗, α and β. A summary of
the simulation results is given in Table 3.1. As expected, the simulations using a
higher value of q∗ and using longer out-of-control periods resulted in more correct
out-of-control signals.
3.4 Discussion
This chapter has presented an algorithm to control the false discovery rate
pointwise in time across multiple data stream. Each data stream is monitored by a
non-restarting CUSUM chart. Unlike traditional CUSUM chart signal threshold, our
algorithm sets the threshold of each chart using the false discovery rate control
procedure. We pay particular attention to the deﬁnition of a false discovery
suggested by the algorithm. The ﬁrst and natural false discovery deﬁnition is a
stream that signals out-of-control at time t, when it has in fact been in-control since
the start. We then consider the deﬁnition of a false discovery as a stream that
signals out-of-control at time t, when it has in fact been in-control since its chart
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was at zero. We show that the algorithm controls the false discovery rate under
the second, less stringent, deﬁnition whilst using the p-values based on the ﬁrst
deﬁnition. This is useful since computing the p-values under the second deﬁnition
is much more difﬁcult.
In §3.3, we have used ϕ to force the CUSUM chart to take only ﬁnitely many
states. This ensures that the distribution of S∗t in Step 2 of Algorithm 3.2 can be
computed exactly and thus the false discovery rate is guaranteed to be controlled.
Allowing the CUSUM chart to take continuous values, by using ϕ(x) = x, will no
longer guarantee the control of the false discovery rate as Step 2 of Algorithm
3.2 can only be done approximately. Further simulations, not reported here,
showed that the false discovery rate was still controlled when using a Markov
chain approximation with a reasonably large number of states. These simulations
were similar to the one in §3.3 with q∗ = 0.05, α = 0.07 and β = 0.01.
Ideally, one would like to deﬁne a false discovery as signalling out-of-control
at time t when in fact the process is in-control at time t. This is much stronger than
our deﬁnitions of a false discovery and thus the false discovery rate will not be
controlled under this deﬁnition. Indeed, in the simulation conducted in §3.3, with
q∗ = 0.05, α = 0.07, β = 0.01, this ideal false discovery rate was not controlled
at the q∗ = 0.05 level, settling to approximately 0.4 for all control procedures.
It seems reasonable to assume that the false discovery rate will depend on how
quickly the observations switch between the states. These are potential topics for
further research.
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4. Rolling Markov Chain Monte Carlo: A System for
Updating Bayesian Models
4.1 Introduction
In this chapter, we are interested in producing estimates from a sequence of
probability distributions. The aim is to quickly report these estimates with a user-
speciﬁed bound on the Monte Carlo error. We assume that it is possible to use
Markov chain Monte Carlo (MCMC) methods to draw samples from the target
distributions. For example, the sequence can be the posterior distributions of
parameters from a Bayesian model as additional data becomes available, with the
aim of reporting the posterior means with the variance of the Monte Carlo error
being less than 0.01. We present a general system that addresses this problem.
Our system involves saving the samples produced from the MCMC sampler in
a database. The samples are updated each time there is a change of sample space.
The update involves weighting or transiting the samples, depending on whether
the sample space changes or not. In order to control the inaccuracy of the estimates,
the samples in the database are maintained. This maintenance involves increasing
or decreasing the number of samples in the database. This maintenance also
involves monitoring the quality of the samples using their effective sample size.
The system aims to control the inaccuracy and quality of the samples within user-
deﬁned target intervals (see Table 4.1). Another feature of our system is that the
MCMC sampler is paused whenever the estimate is accurate enough. The MCMC
sampler can later be resumed if a more accurate estimate is required. Therefore,
it may be the case that no new samples are generated for some targets. Hence
the system is efﬁcient, as it reuses samples and only generates new samples when
necessary. We refer to the system as the rolling MCMC (RMCMC) system.
Our approach has similar steps to those used in sequential Monte Carlo (SMC)
methods (Doucet et al., 2001; Liu, 2008), such as an update (or transition) step and
re-weighting of the samples. Despite the similarities, SMC methods are unable
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Table 4.1: Summary of control variables
Control Variable Measurement Target Interval
Inaccuracy of estimates (A) Standard deviation of estimates [β1, β2]
Quality of samples (Q) Effective sample size / No. of
samples
[γ1,γ2]
to achieve the desired aims considered in this chapter. Speciﬁcally, even though
SMC methods are able to produce estimates from a sequence of distributions, it
is unclear how to control the inaccuracy of this estimate without restarting the
whole procedure. For example, consider the simulations in Gordon et al. (1993)
where the bootstrap particle ﬁlter, a particular SMC method, is introduced. In these
simulations the posterior mean is reported with the interval between 2.5 and 97.5
percentile points. As these percentile points are ﬁxed, there is no way to reduce
the length of the interval. The only hope of reducing the interval is to rerun the
particle ﬁlter with more particles, although there is no guarantee. This conﬂicts
with the aim of reporting the estimates quickly. In practice, most SMC methods
are concerned with models where only one observation is revealed at a time (see
simulations in e.g. Kitagawa, 2014; Del Moral et al., 2006). Our framework allows
for observations to be revealed in batches of varying sizes; see the application
presented in §4.3.
In practice, a request of the estimates from the system can be made at any
time. A prototypical example where requests for estimates or predictions are made
at any given time is a website. An example application of the RMCMC system
is to monitor the performance of multiple hospitals where the data observed
are patient records and the estimate of interest relates to the quality of patient
care at each hospital. Controlling the accuracy of this estimate may relate to
controlling the proportion of falsely inspected hospitals. Another example of a
realistic application of the system is a football league model (see §4.3) where the
data revealed are the match results and the estimate of interest is the end of season
rank league table. Controlling the estimated rank may be of interest to sports
pundits and gamblers. To clarify how the weighted samples in the database, and
therefore the reported estimates, change over time, we continue with the football
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Figure 4.1: Graph of the estimated mean strength (solid) of Chelsea in seasons
2010/11 to 2012/13 as match results are revealed with 95% (dotted) and 50%
(dashed) credible intervals.
example. Assume that each team per season has a constant strength (real-valued
random variable) that affects the number of goals scored in a football match. As
the seasons unfold, it is expected that the estimated strength is updated as new
data are available. Figure 4.1 is a plot of Chelsea’s estimated strength in seasons
2010/11 to 2012/13 as new matches results are revealed. Each strength estimate is
given by the population of weighted samples present in the database at that time
in the season.
In §4.2 we deﬁne, in detail, the setup we are considering. We then describe
the separate processes of the RMCMC system. These processes are run in parallel.
We also describe how to combine the weighted samples to form the estimate of
interest. Then in §4.2.7 we present a modiﬁed batch mean approach that we use
to compute the inaccuracy of the estimate. In §4.3 we investigate the performance
of the system using a model for a football league. For this application, the aim
is to provide quick and accurate predictions of the end of season team ranks as
football match results are revealed. We examine the performance of the system
as the size of data received increases. Currently, there is no theoretical proof that
the proposed system is stable; however simulations verify the correctness of the
58 4.2 Description of the System
reported inaccuracy and the estimate. We present such a simulation in §4.4, where
we apply the RMCMC system using a linear Gaussian model and simulated data.
We conclude in §4.5 with a discussion of potential future topics of research.
The system described in this chapter is already being used to predict the ﬁnal
ranks of football teams in the English Premier League. The results are reported on
an automated website (Lau, 2014). See Appendix A for some statistics of the use of
this website.
4.2 Description of the System
4.2.1 Setup
We now describe the settings we consider and the necessary operations required
for our system to function. Let (Sn,Sn,πn)n∈N be a sequence of probability spaces.
We are interested in reporting πngn =
�
gn(x)dπn(x) where gn is a, possibly
multivariate, random variable on (Sn,Sn,πn). In order to implement the RMCMC
system, the following operations are required:
1. MCMC: for all n ∈ N, generate samples from an MCMC with stationary
distribution πn.
2. Weighting Samples: for all k ∈ D := {j : Sj−1 = Sj and πj � πj−1}, the
Radon-Nikodym derivative
dπj
dπj−1 can be evaluated.
3. Transiting Samples: for all k ∈ D ∃ fk : Sk−1 × [0, 1] → Sk such that ξ ∼ πk−1,
U ∼ U[0, 1] =⇒ fk(ξ,U) ∼ πk.
The type of update (weighting or transiting) is determined by the index set D:
the transitions where the sample space changes or the Radon-Nikodym derivative
does not exist. For the D updates, operation 2 enables us to weight previously
generated samples according to the latest measure. For the D updates, the
operation 3 allows us to map the samples to the latest measure. If such a transition
function, in operation 3, is unavailable, then the following may be used instead.
3�. Transiting Samples: for all k ∈ D ∃ fk : Sk−1 × [0, 1]→ Sk.
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Table 4.2: Description of the global variables in the RMCMC system.
Variable Description
RMCMC_ON Indicator if RMCMC process is supposed to be producing new
samples.
NMAX Maximum number of samples allowed in the database.
N Number of samples contained in the database.
(ξi,wi)i=1,...,N The samples and their corresponding weights in the database.
This alternative transition operation allows us to map the samples into the latest
sample space of interest.
4.2.2 Global Variables
The samples produced by the RMCMC process (§4.2.3) are stored in a database.
Each sample is recorded to the database with a production date and an information
cut-off. The production date is the date and time the sample was written to the
database from the RMCMC process. The information cut-off refers to the measure
the MCMC was targeting when the sample was produced. Lastly, each sample will
enter the database with weight 1. The maximum number of samples allowed in the
database is NMAX. In §4.2.5 we explain how the control process varies NMAX over
time. Further, we shall refer to the current number of samples in the database as
N. The deletion process (§4.2.6) ensures that N ≤ NMAX by sometimes removing
samples from the database. A summary of the systems global variables is provided
in Table 4.2 along with their descriptions.
4.2.3 RMCMC Process
The RMCMC process, summarised in Algorithm 4.1, is an MCMC method that
changes its target without the need to restart. When the target of interest changes
from πj−1 to πj so does the target of the MCMC. The Markov chain continues
from the latest sample, making a transition step using fj if there is a change of
sample space. This ensures that the next MCMC is exploring the correct space. We
continue from this sample in the hope that the Markov chain converges faster to
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Algorithm 4.1 RMCMC process
Parameters: MCMC algorithm, B0.
1: repeat indeﬁnitely.
2: if target changes to πj then
3: Set B = B0.
4: Update target of MCMC to πj.
5: if j ∈ D then
6: Set current position of MCMC to fj(ξ,U) where U ∼ U[0, 1] and ξ is
the latest sample generated.
7: if RMCMC_ON=TRUE then
8: Perform MCMC step.
9: if B = 0 then write sample to database with weight 1.
10: else B← B− 1.
11: else sleep for some time.
the updated target distribution than a randomly chosen starting point. To allow
the Markov chain to move toward the updated target distribution we use a burn-
in period where the ﬁrst B0 samples are discarded after the target changes. This
burn-in period will also weaken the dependence between samples from different
target distributions. As this MCMC method is never reset and continues from the
last generated sample we refer to it as a rolling MCMC (RMCMC) process.
The RMCMC process is only active when new samples are required as it can
be paused and resumed by the control process (§4.2.5). If the process is paused for
long periods, it may be the case that no samples are produced for some targets. In
Algorithm 4.1 the generated samples are written to the database individually. In
practice, however, it may be more convenient to write the samples to the database
in batches. This practice is allowable and will not affect the functioning of the
RMCMC system.
4.2.4 Update Process
The update process, presented in Algorithm 4.2, ensures that the samples are
weighted correctly each time the target changes. There are two types of updates
depending on the measures and their sample spaces. More precisely, consider a
change of target from πj−1 to πj. If j ∈ D, that is the sample spaces differ or the
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Radon-Nikodym dπj/dπj−1 is not deﬁned, then the function fk is used to map
the samples in the database onto the new space. On the other hand, if j /∈ D, the
samples are ﬁrst re-weighted according to dπj/dπj−1, then scaled. We now discuss
these re-weight and scaling steps in more detail.
Suppose that the RMCMC process produces the samples ξ1, . . . , ξm ∼ πj−1
where πj−1 is the target of interest. Next, suppose the the target changes from πj−1
to πj. In order to use the samples from the previous measure, πj−1, for estimating
πjgj, the weights are updated as follows. For i = 1, . . . ,m deﬁne the updated
weight Wi from wi as
Wi = wivi where vi ∝
dπj
dπj−1
(ξi).
Afterwards, the weights are scaled such that the sum of the weights is equal to
their effective sample size. More precisely, deﬁne the scaled weight �wi from Wi as
�wi = Wi∑mk=1 Wk
∑mk=1 W
2
k
(i = 1, . . . ,m).
Straightforward calculations show that scaling in this fashion ensures that the
effective sample size of the database is the sum of the effective sample sizes of
the most recently weighted samples and the newly generated samples (see §4.2.8).
4.2.5 Control Process
The control process determines when the RMCMC process is paused and changes
the maximum number of samples contained in the database. This is done to
maintain the accuracy of the estimate of interest and the quality of the samples.
We now discuss each of these in turn.
At any given time, denote the samples in the database by ξ1, . . . , ξN. For
i = 1, . . . , N denote the ith sample weight in the database as wi. To estimate the
quantity of interest πkgk, for some k ∈ N, we use the estimator
T = ∑
N
i=1 wigk(ξi)
∑Ni=1 wi
.
62 4.2 Description of the System
Algorithm 4.2 Update Process
1: repeat indeﬁnitely.
2: if the target changes from πj−1 to πj then
3: Label the out-of-date samples ξ1, . . . ξm with corresponding weights
w1, . . . ,wm.
4: if j /∈ D then
5: Update the weight wi ← wivi where vi ∝ dπjdπj−1 (ξi) for i = 1, . . . ,m.
6: Compute d = (∑mk=1 wk) /
�
∑mk=1 w
2
k
�
.
7: Set �wi = dwi and reassign wi ← �wi for i = 1, . . . ,m.
8: Write the weights into the sample database.
9: if j ∈ D then
10: Replace samples by fj(ξi,U1), . . . , f j(ξm,Um) where U1, . . . ,Um
iid∼
U[0, 1], leaving the weights unchanged.
11: else sleep for some time.
The inaccuracy of the estimate, A, is deﬁned as the standard deviation of T (in
§4.2.7 we discuss how to estimate A). The process aims to control the inaccuracy
A such that A < � for some ﬁxed � > 0. When considering multiple estimates
i.e. multivariate gk, we force the standard deviation of all the estimates below
the threshold �. One approach to control the inaccuracy would be to pause the
RMCMC process each time A < � and resume if A ≥ �. However, this may lead
to the RMCMC process being paused and resumed each time a new observation
is revealed, as a small change in the inaccuracy will inevitably occur. Therefore,
we use 0 < β1 < β2 ≤ � so that if A ≤ β1 the RMCMC process is paused and if
A > β2 the RMCMC process is resumed.
The control process also controls the quality of the samples in the database. The
process aims to hold a good mixture of samples in the hope that a future change
of measure does not require the resuming of the RMCMC process. We deﬁne the
quality of the samples in the database as
Q =
ESS
NMAX
where ESS =
�
∑Ni=1 wi
�2
∑Ni=1 w
2
i
.
The quality of the samples, Q, is the effective sample size of all the weights in the
Chapter 4. Rolling MCMC System 63
Algorithm 4.3 Control Process
Parameters: β1, β2,γ1,γ2, NMIN.
1: repeat indeﬁnitely.
2: Compute Q and A.
3: if A < β1 and N ≥ NMIN then set RMCMC_ON=FALSE.
4: if (A > β2) or (RMCMC_ON=FALSE and Q < γ1 and N = NMIN) then set
RMCMC_ON=TRUE
5: if RMCMC_ON=FALSE and Q < γ1 and N > NMIN then decrease NMAX.
6: if RMCMC_ON=TRUE and Q > γ2 then increase NMAX.
database divided by the optimal effective sample size of the database, NMAX. The
optimal effective size of the database consists of a database with NMAX samples all
with weight 1. As with the inaccuracy, we aim to maintain the quality such that
γ1 < Q < γ2 for some 0 < γ1 < γ2 ≤ 1. The control process is summarised in
Algorithm 4.3. To ensure that the database is never depleted, a minimum number
of samples is imposed at NMIN > 0 such that the number of samples, N and NMAX
cannot drop below NMIN. Therefore, when the RMCMC process is paused, Q < γ1
and NMAX = NMIN we cannot decrease NMAX any more. In this case, the RMCMC
process is resumed to generate new samples that replace the poor quality samples
in the database.
4.2.6 Deletion Process
This process deletes samples from the database if the current number of samples,
N, exceeds the maximum number of samples allowed NMAX. Removing samples
from the database reduces the computational work performed by the update
process and calculating the estimates. Moreover, lowering the number of samples
is the way the control process maintains the quality of the samples. For simplicity,
if N > NMAX, the N−NMAX samples that were produced the earliest are removed.
The deletion process is summarised in Algorithm 4.4.
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Algorithm 4.4 Deletion Process
1: repeat indeﬁnitely.
2: if N > NMAX then delete samples from the database.
3: else sleep for some time.
4.2.7 Modifying Batch Means to Estimate the Inaccuracy
There are several methods to estimate the variance of MCMC estimates such as
block bootstrapping (Lahiri, 2003, Chapter 3), batch means (Flegal & Jones, 2010)
and initial sequence estimators (Geyer, 1992). In our system the samples in the
database have weights which complicates the estimation of the variance. The
aforementioned methods cannot be used as they essentially treat all samples with
equal weight. We now present a version of the batch mean approach that is
modiﬁed to account for the sample weights.
Assume that the estimate of interest is πngn for some n ∈ N. First, order the
samples in the database ξ1, . . . , ξN and their corresponding weights w1, . . . ,wN by
their production date. This ensures that the dependence structure of the samples
is maintained. Then we divide the samples into batches or intervals of length
b according to their weights. More precisely, let D0 = 0, Dj = ∑
j
i=1 wi and
L = �∑Ni=1 wi/b� be the number of batches. It may be the case that a weight
spans more than one interval. Therefore we need to divide each weight by the
proportion it spans a given interval. For the ith interval and uth sample deﬁne
κi(u) = [min {Du, ib}−max {Du−1, (i− 1)b}]+, where [x]+ = max (0, x), for
i = 1, . . . , L. Then κi(u) is the batch weight of ξu in interval i. The mean of the
weighted samples in the ith interval is
�µi = ∑Nu=1 κi(u)gn(ξu)
∑Nu=1 κi(u)
.
Finally, we estimate the squared inaccuracy by
Aˆ2 =
1
L
L
∑
i=1
(�µi − �µ)2 , �µ = 1L L∑j=1 �µj .
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The batch length b should be large enough to capture the correlation between
samples, yet small enough to give a stable estimate of the variance. Figure 4.2 is
an illustration of how the batch means are constructed for 7 weighted samples. In
practice we recommend using several batch lengths in order to get a conservative
estimate of A. Moreover, the batch mean estimate should not be trusted when the
number of batches, L, is low. This can occur as ∑Ni=1 wi can become very small. In
this case, we suggest setting the inaccuracy A to −1 nominally. This prompts the
control process to remove samples from the database and then restart the RMCMC
process. This action effectively replenishes the database with new samples. In
practice, we recommend taking this action when L < 20.
�µ1 �µ2 �µ3 �µ4 �µ5
w1 w2 w3 w4 w5 w6 w7
0 b 2b 3b 4b 5b
Figure 4.2: Illustration of batch means using samples with weights.
4.2.8 Remarks
Effective sample size for correlated samples.
The quality, Q, uses the effective sample size deﬁned for independent samples, not
correlated samples which we use in the RMCMC system. In the system, consider
the extreme case where all samples have the same value i.e. ξ1 = · · · = ξN
produced from the same target. Each of these samples will have the same weight
and therefore Q = 1 suggesting that the optimal quality has been achieved.
Further, the inaccuracy of the estimate, A, will be very low since the weights and
samples are all the same. Hence, in this extreme case, the control process would
take no action. This is clearly undesirable. Ideally, the effective sample size used to
calculate Q should take into account the autocorrelation of the samples, where high
autocorrelation (in absolute value) leads to a lower effective sample size. However,
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we use this version of the effective sample size for independent samples as it is
quick and simple to compute.
Degeneracy of the Sample Weights.
We now discuss how the system handles two types of degeneracy of the sample
weights. The ﬁrst is where a single sample in the database has most of the total
weight and all other samples have 0 or nearly 0 weight. If this were to occur, the
effective sample size, and therefore the quality, Q, will be very low. In this case,
the control process will remove samples from the database before resuming the
RMCMC process. The second is where all sample weights are 0 or nearly 0. As
a consequence, the sum of the weights, ∑Ni=1 wi, will be very low. Recall that the
batch mean approach uses L = �∑Ni=1 wi/b� batches where b is the length of the
batch. Further, if L < 20 the control process removes samples from the database
and resumes the RMCMC process. Therefore, in the case where ∑Ni=1 wi drops
to low, the sample database in replenished. To summarise, the system does not
attempt to avoid these types of degeneracy, but to take remedial action when it
does occur.
Burn-in Periods.
In the RMCMC process, we perform a burn-in each time a change of measure
occurs. In some cases, however, it may not be necessary, as we now discuss.
Assume that we have the samples ξ1, . . . , ξm ∼ πj−1. Next, consider a change
of measure from πj−1 to πj such that j ∈ D. In this case, a burn-in period is
unnecessary as the new chain starts at a representative of πj, namely fj(ξm,U) ∼
πj where U ∼ U[0, 1]. On the other hand, if either the samples ξ1, . . . , ξm are
not from πj−1 or the transition function in operation 3�, but not operation 3, is
available, then a burn-in period is required.
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Subsampling.
The samples produced from an MCMC method are correlated. If the correlation
of the samples is high then a large number of samples are required to achieve the
desired accuracy of the estimate. As a consequence, the update process and the
calculation of the estimate would take a long time. To alleviate this problem we
use subsampling.
Use of subsampling within an MCMC method entails saving only some
samples produced. More precisely, with a subsampling size k, every kth sample
is saved and the rest discarded. To choose the subsampling size k, we suggest
performing a pre-initialisation run of the MCMC on the initial set of data. One
approach, that we use in our implementation of the system, is to vary k until
ρ := ς2/var {g1(ξ1)} ≈ 2 where ς2 = var {g1(ξ1)}+ 2∑∞j=1 cov
�
g1(ξ1), g1(ξ1+j)
�
.
We found that setting ρ ≈ 2 worked well in our implementations of the system,
however this may not be appropriate in all applications. In practice, a method such
as initial sequence methods (Geyer, 1992) or a batch mean approach (Brooks et al.,
2011, §1.10.1) can be used to estimate ς2. We chose to use the batch mean approach
in our system.
If the initial Markov chain ξ1, ξ2, . . . is Harris recurrent and stationary with
invariant distribution π, then by the Markov chain central limit theorem (e.g.
Jones, 2004)
√
n
�
1
n
n
∑
i=1
g(ξi)−
�
g(x)π(dx)
�
d−→ N
�
0, ς2
�
as n→ ∞.
Thus ς2 is the asymptotic variance of the Markov chain. Hence, by choosing ρ ≈ 2,
we obtain
2
∞
∑
j=1
cov
�
g(ξ1), g(ξ1+j)
� ≈ var {g(ξ1)}
i.e. the sum of all covariance terms contributes as much as var {g(ξ1)} to ς2. This
way, the covariance between the samples is prevented from getting to large relative
too var {g(ξ1)}.
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Choice of Scaling.
As discussed in §4.2.3, the database will consist of weighted samples from different
target distributions. In §4.2.5 the weighted sample average, T, is used to estimate
πjgj for some j ∈ N. In this subsection we show that, due to the scaling of the
weights (§4.2.4), the variance of T is minimised under certain assumptions. A
similar calculation can be found in Gramacy et al. (2010).
We begin by showing that T can be decomposed according to two sets of
samples. Denote the invariant measure of the RMCMC process at a given time
instance as πj for some known j ∈ N. Further, label the samples produced
from this MCMC targeting πj as ξm+1, . . . , ξN for some m ∈ {0, . . . , N}. The case
m = N corresponds to the situation when no samples have been produced from
πj. Label the remaining sample as ξ1, . . . , ξm. These samples will have already
been weighted and scaled in previous iterations.
The estimator, T, can be decomposed according to the two sets of samples as
T =
∑mi=1 �wigj(ξi) +∑Ni=m+1 gj(ξi)
∑mi=1 �wi + (N −m)
as wj = 1 for j = m + 1, . . . , N. In terms of the updated weights, T can be
written as T = αT1 + (1 − α)T2 where T1 = ∑mi=1 Wigj(ξi)/∑mi=1 Wi and T2 =
∑Ni=m+1 gj(ξi)/(N −m) are the individual estimators of πjgj given by the two sets
of samples and
α =
ESSm
ESSm + (N −m) where ESSm =
(∑mi=1 Wi)
2
∑mi=1 W
2
i
.
The choice of the scaling performed in the update process (§4.2.4) led to this choice
of α. We now show that this choice of α, under certain assumptions, minimises
the variance of T. Assume that φ ∈ R is a constant. Then the variance of the
estimator T = φT1 + (1− φ)T2 is var(T) = φ2var(T1) + (1− φ)2var(T2) where we
assume that T1 and T2, or more speciﬁcally the two sets of samples ξ1, . . . , ξm and
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ξm+1, . . . , ξN, are independent. The variances of the individual estimators are
var(T1) =
σ2
ESSm
and var(T2) =
σ2
N −m
where we assume that var
�
gj(ξi)
�
= σ2, for i = 1, . . . , N and that the weights
are constants. Upon differentiating we ﬁnd that setting φ to ESSm/{ESSm +
(N − m)} minimises var(T) thus regaining α. These assumptions are unrealistic
in our setting. However, this motivates the use of a burn-in period within the
RMCMC process after new data are observed. Although we can not guarantee
independence between the sets of samples, the burn-in period at least weakens
their dependence.
Lastly, consider the total effective sample size of the database�
∑Ni=1 �wi�2
∑Ni=1 �w2i = {∑
m
i=1 �wi + (N −m)}2
∑mi=1 �w2i + (N −m) ,
which can be rewritten in terms of the weights (before scaling) as�
∑mj=1 Wj
∑mj=1 W
2
j
m
∑
i=1
Wi + (N −m)
�2 �
�
∑mj=1 Wi
∑mj=1 W
2
i
�2 m
∑
i=1
W2i + (N −m)

=

�
∑mj=1 Wj
�2
∑mj=1 W
2
j
+ (N −m)

2 �
�
∑mj=1 Wi
�2
∑mj=1 W
2
i
+ (N −m)

=
�
∑mj=1 Wj
�2
∑mj=1 W
2
j
+ (N −m)
=ESSm + (N −m).
Therefore, the total effective sample size of the database is the effective
sample size of the weights (before scaling) of samples from the previous target
distribution, ξ1, . . . , ξm plus the effective sample size of the samples from the
current target distribution, ξm+1, . . . , ξN.
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4.3 Application to a Model of a Football League
In this section, we demonstrate how the system performs on a model of a football
league. The data we use are the English Premier League results from 2005/06
to 2012/13 season. In a season, a team plays all other teams twice. For each
match played, a team receives points based on the number of goals they and their
opponent score. If a team score more goals than their opponent they receive 3
points. If a team score the same number of goals as their opponent they receive 1
point. If a team scores fewer goals than their opponent they receive 0 points. The
rank of each team is determined by their total number of points, where the team
with the highest number of points is ranked 1st. A tie of ranks is determined by
goal difference and then the number of goals scored.
We are interested in the probability of each rank position for all teams at the
end of a season. The aim is to estimate these rank probabilities to a given accuracy.
Thus, in this application we are concerned about controlling the inaccuracy of
multiple predictions.
Throughout this section, we use the following notation. Let Ip be the p × p
identity matrix and 1p be a vector of 1s of length p. Further, let N(µ,Σ) denote a
multivariate normal distribution with mean µ and covariance matrix Σ. Denote the
cardinality of a set E by |E|. We shall reserve the index t = 1, . . . , T for reference to
seasons. Lastly, let LN(µ, σ2) denote a log-normal distribution i.e. if X ∼ N(µ, σ2)
then exp(X) ∼ LN(µ, σ2).
We begin by presenting a model for football game outcomes. The model we use
is similar to that presented in Glickman & Stern (1998) and Dixon & Coles (1997).
4.3.1 Football League Model
Consider a model with hidden Markov process Xt (t ∈ N), observed process Yt
(t ∈ N) and parameter θ. The observation Yt contains all observations for state Xt.
Denote the jth observation of state t as Yj,t. Next deﬁne the kth observation batch
of state t as �Yk,t for k = 1, . . . , ct for some ct ≥ 1. For instance, if the observations
are batched in groups of 10, the kth batch of state t is �Yk,t = Y10k−9,t, . . . ,Y10k,t. In
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Figure 4.3: Graphical representation of the dependence structure of a hidden
Markov model with batch observations.
this application section, we are interested in the model
p(xt|x1:t−1, θ) = p(xt|xt−1, θ)
p(�yk,t|�y1:(k−1),t, y1:(t−1), x1:t, θ) = p(�yk,t|xt, θ)
p(x1|θ), p(θ)
. (4.1)
where �y1:0,t is an empty observation batch introduced for notational convenience.
Model (4.1) describes a type of hidden Markov model (or state space model) where
the observations are revealed in batches. Figure 4.3 illustrates the dependence
structure of model (4.1) when using batches of observations for state 3.
In this section, the sequence of target distributions is deﬁned as follows. Let
�k,t = p(x1:t, θ|�y1:k,t, y1:(t−1)) for t = 1, 2, . . . and k = 0, . . . , ct. Then, we are
interested in the targets πn = �ϕ1(n),ϕ2(n) for n ∈ N where
ϕ2(n) = max
�
j ∈ N : (n− 1) ≥
j−1
∑
i=1
(ci + 1)
�
, ϕ1(n) = n− 1−
ϕ2(n)−1
∑
i=1
(ci + 1),
where we set ∑0i=1(ci + 1) = 0. The functions ϕ1(n) and ϕ2(n) are the state and
batch number corresponding to target distribution πn. The transition steps occur
at k ∈ D = {n ∈ N : ϕ1(n) = 0}. In this application, the transition functions fk
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(k ∈ D) are dictated by the model namely p(xt|xt−1, θ) in (4.1).
We now describe the states Xt, the observations Yt and the parameter θ in this
football application. Each team is assumed to have a strength value (in R) which
remains constant within a season. Let Ut be the set of teams that play in season
t, Xi,t be the strength of team i in season t and Xt = (Xi,t)i∈Ut . To condense
notation, for any set E ⊂ Ut deﬁne XE,t := (Xi,t)i∈E and form the parameter vector
θ = (λH,λA, η, σs, µp, σp), which we now deﬁne.
At the end of every season, some teams are relegated and new teams are
promoted to the league. Denote the set of promoted teams that begin season t
by Wt and let Vt = Ut\Wt be the set of teams that remain in the league from season
t− 1 to t. The promoted teams strengths are introduced such that XWt,t|(θ, Xt−1 =
xt−1) ∼ N
�
µp1|Wt|, σ
2
p I|Wt|
�
. Thus any previous history in the league is not used
for a promoted team. From season t− 1 to t, the strengths of the teams that were
not relegated are evolved such that XVt,t|(θ, Xt−1 = xt−1) ∼ N
�
ηCtxVt,t−1, σ2s I|Vt|
�
,
where Ct = I|Vt| − |Vt|−11|Vt|1T|Vt|. Thus between seasons, the strengths of the
teams that are not relegated are centred around 0 and expanded (η > 1) or
contracted (η < 1). Next, consider a match, in season t, between home team
j and away team k (j, k ∈ Ut). We assume that the number of home Gkj,H and
away goals Gjk,A are modelled by G
k
j,H|(θ, Xt) ∼ Poisson
�
λH exp
�
xj,t − xk,t
��
and
Gjk,A|(θ, Xt) ∼ Poisson
�
λA exp
�
xk,t − xj,t
��
independently of each other. The
parameters λH and λA are strictly positive and pertain to the home and away
advantage (or disadvantage) which is assumed to be the same across all teams
and all seasons. More precisely, λH (λA) is the expected number of home (away)
goals in a match between two teams of equal strength. Finally, denote the results
of season t by Yt; the number of home and away goals for all games in season t.
For this football application, the sample space is Sn = R20ϕ2(n)+2 × (R+)4.
For the ﬁrst season strengths, we use an improper ﬂat prior. For the home
and away advantage we take respective Gamma distribution priors of shapes 5
and 2 and scales 5 and 1. For (η, σs) and (µp, σp) we take their Jeffreys priors.
Jeffreys prior was used for both (η, σs) and (µp, σp) after considering the amount
of information available for each parameter. For instance, if 10 seasons are
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Algorithm 4.5 Block Proposals for Metropolis-Hasting Algorithm
Given (x1:t,λH,λA, η, σs, µp, σp).
1: Generate u ∼ Uniform(0, 1).
2: if u < 0.8 then
3: Generate v ∼ Uniform{1, . . . , t}.
4: Propose x∗v |xv ∼ N(xv, 0.0002I|Uv|)
5: if u ≥ 0.8 then Generate w ∼ Uniform{1, . . . , 4}.
6: if w = 1 then propose λ∗H|λH ∼ LN(log(λH), 0.012).
7: if w = 2 then propose λ∗A|λA ∼ LN(log(λA), 0.012).
8: if w = 3 then propose η∗|η ∼ N(η, 0.01) and σ∗s |σs ∼ LN(log(σs), 0.005).
9: if w = 4 then propose µ∗p|µp ∼ N(µp, 0.0002) and σ∗p |σp ∼
LN(log(σp), 0.002).
considered, only 9 transitions between seasons are available for the likelihood of
(η, σs). Thus, using an informative prior would greatly inﬂuence the posterior
distribution. This can also be argued for the promotion parameters (µp, σp).
4.3.2 The MCMC Step
For the MCMC step in the RMCMC process (Algorithm 4.1), we use a Metropolis-
Hasting algorithm (Metropolis et al., 1953; Hastings, 1970). In general, a different,
potentially more complex MCMC method can be used. However, the system does
not rely on the choice of MCMC method, and will work with a simple sampler,
as demonstrated in this application. We use independent proposal densities for
the separate parameters. Due to the high dimension of the combined states and
parameter, we choose to implement block updates (Brooks et al., 2011, §21.3.2).
This entails proposing parts of the state and parameter at any stage. The proposals
densities used and the block updating are summarised in Algorithm 4.5. In the
algorithm we propose a new strength of a single season 80% of the time and part
of the parameter θ the remaining 20%. This was done so that exploration of the
chain was mainly focused on the states. The proposal densities parameters were
determined by consideration of the acceptance rate in a pre-initialisation run of the
MCMC. Lastly, the samples were written into the database in batches of 1, 000.
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4.3.3 League Predictions
In §4.3.1 we introduced a model for the team strengths and the outcome of football
matches, in terms of goals scored. In §4.3.2 we presented the MCMC method which
produces samples used to estimate the states and parameters of the model. We
now explain how these samples are used to predict the vector of ﬁnal ranks for the
current season, which is our estimate of interest i.e. πngn.
For each sample, all games in a season are simulated once. Thus each sample
gives a predicted end of season rank table. The distribution across these predicted
rank tables gives the estimated probabilities of the ranks of each team. This
distribution is the posterior summary of interest whose inaccuracy we aim to
control.
4.3.4 System Parameters
As mentioned in §4.2.8, we performed a pre-initialisation run using 10, 000 samples
to determine the subsampling size. Based on the results from the 2005/06 to the
2009/10 season, we found that a subsample size of 80 gave ς ≈ 2. We used a burn-
in period of B0 = 10, 000 within the RMCMC process. Within the control process
we use β1 = 0.01 and β2 = 0.0125 for the inaccuracy thresholds and γ1 = 0.1 and
γ2 = 0.75 for the quality thresholds. Whenever the control process demanded a
change in NMAX, it was increased or decreased by 10% of its current value. Finally,
we set NMIN = 1, 000.
As mentioned in §4.3.3, our estimate consists of rank probabilities for each
team i.e. each team has estimated probabilities for ending the season ranked
1st, . . . , 20th. The inaccuracy of each of the 400 rank probabilities is calculated
using the method presented in §4.2.7 using two batch lengths b = 10 and b = 50.
The maximum standard deviation is reported as the inaccuracy of the estimate to
be conservative.
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Table 4.3: System summary for various data batch sizes.
individual 7 day 30 day
No. of batches 760 70 20
Range of games per batch [1,1] [3,21] [10,53]
No. times RMCMC resumed 39 31 18
Total No. MCMC steps 24,010,000 14,230,000 9,240,000
Average % of new samples 2% 20% 53.6%
4.3.5 Results
The system is initialised with the results from the 2005/06 to 2009/10 seasons of the
English Premier League. Using the samples from this initialisation, we proceeded
with 3 separate runs of the system. The system itself remained unchanged in each
of the runs, however, the way the results for the next 2 seasons were revealed
varied. The match results were revealed individually, in batches of 7 days and in
batches of 30 days. A new data batch were revealed only if the RMCMC process
was paused.
In Table 4.3 we present the system results of each run. We see that for larger
data batches, the RMCMC process is resumed more often. Further, the percentage
of new samples generated after new data are revealed increases as with the size of
the data batch. The average percentage of new samples is calculated as follows.
Before a new data batch is revealed the percentage of new samples in the database
generated after the introduction of the latest data is calculated. The average of
these percentages is then taken over the data batches. This means that for larger
data batches the RMCMC process will often be resumed to generate new samples
that replace most of the samples already in the database. In Fig. 4.4 we present
violin plots of the estimated posterior distribution of the components of θ at the
end of the run for each batch size. Violin plots (e.g. Hintze & Nelson, 1998) are
smoothed histograms on either side of a box plot of the data. As expected, being
based on the same data, these ﬁnal estimates are almost identical for the various
batch sizes. In Table 4.4 we present the predicted end of 2012/13 season ranks
for selected teams and ranks (based on the results up to the end of 2011/12). Each
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Figure 4.4: Violin plots of the posterior distribution of θ as at the end of each run
for individual (red), 7 day (blue) and 30 day (green) batches.
team and rank have 3 predictions given by the runs using different batch sizes. For
each batch size, these predictions are being controlled. More precisely, for every
rank of every team the predictions standard deviation is being controlled below
β2 = 0.0125. This is consistent with the predictions across the various batch sizes.
The predictions for all teams and ranks can be found in Appendix B.
In Fig. 4.5 we display the change of the inaccuracy of the predictions (A), the
quality of the samples (Q) and the number of samples in the database (N) as
new data are revealed. In Fig. 4.5a, 4.5d and 4.5g, we see that control process
attempts to keep the inaccuracy of the predictions between β1 = 0.01 and β2 =
0.0125. Occasionally, after new data are revealed, the inaccuracy exceeds the upper
threshold β1. The inaccuracy drops nominally to 0 at the end of each season prior
to the introduction of the next seasons ﬁxtures. Similarly, in Fig. 4.5b, 4.5e and 4.5h,
the quality of the samples is attempted to be kept between γ1 = 0.1 and γ2 = 0.75.
In Fig. 4.5c, 4.5f and 4.5i, we see that the number of samples in the database, N,
varies over time. For instance, for the 7 day batch run, after 5 batches of data,
19, 246 samples are used. However, later the number of samples used decreases
to approximate 14, 000 samples. As expected, the larger the batch size the more
frequently the inaccuracy of the predictions and the quality of the samples exceed
the thresholds.
Figure 4.6 is a plot of the Kaplan-Meier estimator (Kaplan & Meier, 1958) of the
survival function of the samples in the database as new data are revealed. More
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Table 4.4: End of 2012/13 season rank predictions for selected teams and ranks.
Each team and rank have 3 predictions given by (from top to bottom) the
individual, 7 day and 30 day batch run.
Rank
Team 1 2 3 . . . 18 19
Arsenal
8% 14% 17% . . . 0% 0%
8% 14% 17% . . . 0% 0%
8% 15% 19% . . . 0% 0%
Aston Villa
0% 0% 1% . . . 6% 5%
0% 0% 1% . . . 6% 5%
0% 0% 1% . . . 6% 5%
Chelsea
9% 15% 19% . . . 0% 0%
9% 15% 21% . . . 0% 0%
10% 16% 20% . . . 0% 0%
Everton
1% 2% 6% . . . 1% 1%
1% 3% 5% . . . 1% 1%
1% 2% 5% . . . 1% 1%
...
...
...
...
...
...
...
Wigan
0% 0% 0% . . . 10% 11%
0% 0% 0% . . . 10% 11%
0% 0% 0% . . . 11% 12%
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precisely, let U be a random variable of the number of new data batches observed
before a sample is deleted. Then Fig. 4.6 are plots of the Kaplan-Meier estimator of
S(u) = P(U > u). The Kaplan-Meier estimator takes into consideration the right-
censoring due to the end of the simulation i.e. samples that could have survived
longer after the simulation ended. We see that samples survive as new data are
observed e.g. in the 7 day simulation, a sample survived more than 10 batches with
probability 0.33. Thus samples are reused as envisaged in §4.2.4. The survival of
the samples as new data are observed varies greatly depending on the batch size
(Fig. 4.6). From the Kaplan-Meier estimators in Fig. 4.6a, 4.6b and 4.6c we observe
that smaller batches increases the number of batches a sample survives. Hence,
using smaller data batches results in samples being reused more.
In order to determine the quality of the predicted ranks given by the system, we
performed a separate run and consider the coverages of the prediction intervals.
For this run the initial observations consisted of the 2005/06 to 2007/08 seasons
results. We then introduced the match results for the 2008/09 to 2012/13 seasons
in 7 day batches. Over the 5 seasons there were 178 batches of intervals for each
team. Before each batch of results was introduced, conservative 50% and 95%
intervals were formed for the predicted end of season rank of each team. These
conﬁdence intervals are conservative due to the discreteness of ranks. The true
mass contained in the conservative 50% intervals was on average 76.1%. Similarly,
the true mass contained in the conservative 95% intervals was on average 98.8%.
When compared with the true end of season ranks, 74.2% of the true ranks lays in
the conservative 50% intervals and 99.3% lays in the 95% intervals.
4.3.6 Betting Using Different Goal Models
In the football model described in §4.3.1, we use independent Poisson distributions
to model the number of home and away goals. In literature concerning modelling
the distribution of football goals some, such as Dixon & Coles (1997), use the
bivariate Poisson distribution, which has probability mass function
fBP(x, y|λ1,λ2,λ3) = e(−λ1−λ2−λ3)λ
x
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Figure 4.5: Rolling MCMC system results for football data: Panel of plots of the
system variables as new data, of varying sizes, are observed. Columns, from left
to right, are the inaccuracy of the predictions (A), the quality of the samples (Q)
and the number of samples in the database N. Rows, from top to bottom are for
individual, weekly and monthly data sizes. Time units are given in minutes.
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Figure 4.6: Kaplan-Meier estimators of the survival of the samples as new data are
observed using (a) individual results, (b) 7 day batches and (c) 30 day batches.
for x, y ∈ {0, 1, 2, . . . } where λi > 0 for i = 1, 2, 3. The marginal distributions
are Poisson distributions where E(X) = λ1 and E(Y) = λ2. The additional λ3
term is the covariance between X and Y i.e. cov(X,Y) = λ3. We shall denote this
as (X,Y)|(λ1,λ2,λ3) ∼ BP(λ1,λ2,λ3). This distribution is commonly employed
to account for the correlation between the number of home and away goals. A
drawback, however, of using this model, is that the probability of draws (the
events {x = y}) is underestimated for football data. One approach is to inﬂate these
probabilities. We consider the diagonal inﬂated Poisson bivariate distribution,
developed in Karlis & Ntzoufras (2003), which has probability mass function
fIBP(x, y|λ1,λ2,λ3, p,ψ) =
(1− p) fBP(x, y|λ1,λ2,λ3), x �= y,(1− p) fBP(x, y|λ1,λ2,λ3) + p fD(x|ψ), x = y,
where fD(x|ψ) is a discrete probability distribution on {0, 1, 2 . . . } and p ∈ (0, 1).
To illustrate the difference of these goal models, Fig. 4.7 presents heatmaps of
the probability mass functions for the various Poisson distributions. It is clear from
Fig. 4.7 how the diagonal inﬂated Poisson distributions draw probability mass to
the diagonal.
We now assess the performance of the system using the different goal models.
The system is initialised with the English Premier League results from 2005/06 to
2010/11 (inclusive). The next 3 seasons results were revealed in weekly batches.
This was done separately for the independent Poisson, bivariate Poisson and
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Figure 4.7: Heatmap of probability mass function of (a) independent Poisson(1.5)
and Poisson(0.7), (b) BP(1.5, 0.7, 0.2), diagonal inﬂated Poisson with same values
of λ1,λ2,λ3, p = 0.3 and with diagonal distribution (c) Poisson(1) and (d)
Geometric(0.5). Colour legend is given beneath the heatmaps.
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Table 4.5: Table of the prior and proposal distributions for additional model
parameters
Parameter Prior Proposal
p Gamma(2, 5) p∗|p ∼ N(p, 0.05)
ψ in Poisson(ψ) Gamma(2, 2) ψ∗|ψ ∼ LN(log(ψ), 0.01)
ψ in Geometric(ψ) Beta(2, 2) ψ∗|ψ ∼ LN(log(ψ), 0.05)
the inﬂated diagonal bivariate Poisson models. For each model, we report the
expected return per season, given the odds from a bookmaker (William Hill),
according to the following betting strategy:
Betting Strategy 1: First, the expected return of each match in a season was
calculated given the system estimates were true. For match i, the expected return
of a home win is computed as pHWi ri − (1 − pHWi ), where pHWi is the systems
predicted probability of a home win, ri is the bookmakers return from 1 unit that
the home team wins in match i. The expected return for an away win, and a draw
were computed in a similar fashion. Next, a bet of 1 unit is placed on the outcome
with the highest expected return. If all expected returns were negative then no bet
was placed for that match.
This procedure was repeated each gameweek based upon the latest system
predictions. We compared the original independent Poisson distribution with
the bivariate Poisson distribution and the diagonal inﬂated bivariate Poisson
distribution with a Poisson(ψ) and Geometric(ψ) distribution. The parameters
λ3, ψ and p were added to the parameter θ of the state space model. The proposal
and prior distributions for these parameters are given in Table 4.5. The proposal
mechanism, Algorithm 4.5, is modiﬁed such that w ∼ Uniform{1, . . . , 5} and
if w = 5 then new samples for p and ψ are drawn as prescribed by Table 4.5.
The posterior distributions for λ3, p and ψ based on the ﬁnal state of the sample
database are presented in the violin plots in Fig. 4.8. In Fig. 4.8a we see that λ3 is
greater than zero signifying a slight correlation between the number of home and
away goals. Further, from Fig. 4.8b we see, that for the inﬂated bivariate Poisson
distributions, the estimated p is greater than zero suggesting some inﬂation of the
probability of drawn football results.
Chapter 4. Rolling MCMC System 83
0.
00
0.
10
0.
20
Es
tim
at
ed
 p
os
te
ri
or
●
●
●
λ3
(a)
0.
00
0.
02
0.
04
0.
06
Es
tim
at
ed
 p
os
te
ri
or
●
●
p
(b)
0.
0
1.
0
2.
0
Es
tim
at
ed
 p
os
te
ri
or
●
●
ψ
(c)
Figure 4.8: Violin plots of posterior distribution of λ3, p and ψ when using
the bivariate Poisson distribution (green), inﬂated diagonal Poisson with Poisson
(blue) and Geometric (purple) diagonal distribution.
Table 4.6 show the number of correct bets made on home wins, draws and
away wins in the English Premier League in the 2010/11 season. The average
and standard deviation of the return of the strategy for each model was over all
matches. No positive gain was made over an entire season. These results were
similar for the 2011/12 and 2012/13 season; see Table C.1 and C.2 in Appendix C.
This is unremarkable as we recall that the inaccuracy is controlled in terms of the
end of season table, not individual football matches. Further, the system only uses
the number of home and away goals in previous matches. No other information,
such as player injuries, transfers, team selection, managerial sacking, derbies and
other non Premier League matches, are taken into account, which bookmakers may
use.
In our betting strategy we computed the expected return of each outcome
assuming the systems probabilities were true. The betting experiment above is
repeated, but this time using a mixture of the system and bookmakers odds.
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Table 4.6: Betting Strategy 1: English Premier League 2010/11: Number of correct
bets over number of bets made (upper table). Truth column is the true number
of outcomes. Returns using the independent Poisson, bivariate Poisson (BP) and
inﬂated bivariate Poisson (IBP) model (lower table). Best column is the case where
all bets were correct.
Bets
Truth Poisson BP IBP Poisson IBP Geometric
Home Win 179 79/166 81/161 66/135 70/137
Draw 111 0/0 2/4 7/21 4/10
Away Win 90 35/144 32/114 28/101 31/108
Returns (in £)
Best Poisson BP IBP Poisson IBP Geometric
Home Win 202.68 2.14 1.02 −1.65 1.91
Draw 280.13 0.00 4.80 7.05 6.05
Away Win 231.63 −27.73 −18.53 −11.88 −10.57
Total 714.44 −25.59 −12.71 −6.48 −2.61
Average Return 1.88 −0.0673 −0.0334 −0.0171 −0.00687
s.d. Return 1.64 1.35 1.14 1.17 1.13
Instead of using the probabilities given by the system to compute the expected
gain, we use an average between this probability and the bookmakers probability
(which were normalised to add up to 1). For instance, the expected gain for match
i is calculated as
�pHWi ri − (1− �pHWi ), where �pHWi = 12(pHWi + bHWi ),
where bHWi is the bookmakers probability of a home win for match i. We refer to
this strategy as Betting Strategy 2.
The results for the 2010/11 season are shown in Table 4.7. Although we use
a mixture of the bookmakers and system odds, there is, again, no signiﬁcant gain
present in Table 4.7. This conclusion is the same for the 2011/12 and 2012/13
seasons (see Table C.3 and C.4 in Appendix C).
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Table 4.7: Betting Strategy 2: English Premier League 2010/11: Number of correct
bets over number of bets made (upper table). Truth column is the true number
of outcomes. Returns using the independent Poisson, bivariate Poisson (BP) and
inﬂated bivariate Poisson (IBP) model (lower table). Best column is the case where
all bets were correct.
Bets
Truth Poisson BP IBP Poission IBP Geometric
Home Win 179 44/101 39/88 37/74 38/82
Draw 111 0/0 1/2 4/7 1/3
Away Win 90 24/97 19/69 17/59 20/65
Returns (in £)
Best Poisson BP IBP Poisson IBP Geometric
Home Win 202.68 3.86 −6.53 3.70 −0.80
Draw 280.13 0.00 3.00 10.40 2.00
Away Win 231.63 −15.15 −7.35 −4.35 4.62
Total 714.44 −11.29 −10.88 9.75 5.82
Average Return 1.88 −0.0297 −0.0286 0.0257 0.0153
s.d. Return 1.64 1.10 0.903 0.904 0.942
4.4 Application to a Linear Gaussian Model
In §4.3 we are unable to check if the strengths of the teams and the other
parameters (i.e. the states and parameters) are being estimated accurately as their
true distributions are unknown. In this section, we inspect the estimates given by
the RMCMC system using simulated data. We use a linear Gaussian model such
that the Kalman ﬁlter (Kalman, 1960) can be applied. This simulation will allow
us to compare the RMCMC system and the Kalman ﬁlter estimates. This model
was chosen to resemble the football model described in §4.3. For this model the
Kalman ﬁlter gives the exact conditional distribution. Therefore, the Kalman ﬁlter
will provide the benchmark estimates to compare against.
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4.4.1 Model
Consider the model deﬁned as follows:State : Xt = AXt−1 +Φt, Φt
iid∼ N(0,Σ)
Observation : Yt = BXt +Ψt, Ψt
iid∼ N(0,Ξ)
, for t = 1, 2, . . . (4.2)
and prior distribution X0 ∼ N(µ0,Σ0). For this particular simulation we chose
A = 0.7(I20 − 1201201T20), Σ = 0.05I20 and Ξ = 0.02I380. The matrix B is constructed
according to the football matches in the English Premier League in the 2005/06
season. More precisely, each row of B consists of zeros apart from two entries at i
and j corresponding to a football match between home team i and away team j. A
2 is put in the ith position and a 1 at the jth. The rows are ordered chronologically
from top to bottom. For the prior distribution, we set µ0 to be a vector of zeros and
Σ0 = I20. Denote the ith component of Xt as Xi,t.
The sequence of targets is similar to that used in §4.3.1 with �k,t =
p(x1:t|�y1:k,t, y1:(t−1)). For the transition function fj (j ∈ D) we use the observation
equation in (4.2). Finally, we take gn to be the identity function, so that our estimate
of interest is the posterior mean.
4.4.2 System Parameters
Within the control process we again use β1 = 0.01, β2 = 0.0125 and γ1 = 0.1,
γ2 = 0.75. Also, we set NMIN = 1, 000. For this simulation controlling the
inaccuracy A pertains to controlling the mean posterior of each component of
every state as new data are observed. We use a Gibbs sampler (see e.g. Geman
& Geman, 1984) as the conditional distributions for the states can be explicitly
computed for this model. Each Gibbs sampler step consists of updating a single
randomly chosen state as outlined in Algorithm 4.6. We used no subsampling and
a burn-in period of B0 = 1, 000. The inaccuracy was calculated using the batch
mean approach described in §4.2.7 with batch lengths 10 and 25. The RMCMC
process wrote 500 samples to the database at a time.
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Algorithm 4.6 Gibbs Sampler: Single step
Given X1, . . . , Xn and Y1, . . . ,Yn.
1: Generate s ∼ Uniform{1, . . . , n}.
2: if s = 1 then draw Zs from the pdf f (x1|X2, . . . , Xn,Y1, . . . ,Yn).
3: if (s > 1 and s < n) then draw Zs from the pdf
f (xs|X1, . . . , Xs−1, Xs+1, . . . , Xn,Y1, . . . ,Yn).
4: if s = n then draw Zs from the pdf f (xs|X1, . . . , Xn−1,Y1, . . . ,Yn).
5: Let Xs = Zs.
4.4.3 Results
A single realisation of the true states and observations was generated for t =
1, . . . , 7. Using these observations, the RMCMC system was run 100 times to
estimate means. This was compared with the estimates given by the Kalman ﬁlter.
Each run of the RMCMC system was initialised using the observations from state
t = 1, . . . , 5.
The observations were revealed in batches of 10, so that each state consisted
of 38 batches. Speciﬁcally, the vector Yt contains all 380 observations where
we denote the jth observation as Yj,t. The kth observation batch of state
t is �Yk,t := Y10k−9,t, . . . ,Y10k,t. Therefore, after initialisation, the batches�Y1,6, . . . , �Y38,6, �Y1,7, . . . �Y38,7 are revealed.
Figure 4.9 presents results comparing the Kalman ﬁlter estimates with the 100
RMCMC estimates as the observations are revealed. The upper row of Fig 4.9
are violin plots of the difference between the Kalman ﬁlter and the 100 RMCMC
system posterior mean of selected states and components.
The estimate may be bias due to the scaling and normalisation of the weights
carried out by the update process (§4.2.4) (see for example Hesterberg (1995) for
the bias in weighted importance sampling). This is apparent in posterior mean for
X18,6 (Fig. 4.9b), as in 81 out of the 100 runs the RMCMC process remained paused
after �Y37,6 was revealed. For these 81 runs, the posterior mean was formed using
weighted importance sampling. In contrast, we see nearly no bias in the posterior
mean for X5,6 after �Y1,6 was revealed (Fig. 4.9a) where the RMCMC process was
started in every run. Table 4.8 shows the estimated bias of the 100 RMCMC system
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(d) Posterior mean of X18,7 after �Y20,7 revealed.
Figure 4.9: Simulation results: (a) and (b) are violin plots of the difference between
the 100 RMCMC and the Kalman ﬁlter posterior mean. (c) and (d) are Q-Q plots
of the Kalman ﬁlter and RMCMC system posterior distribution from a single run
(black).
posterior means with respect to the estimate given by the Kalman ﬁlter. Table
4.9 shows the standard deviation of the 100 RMCMC system posterior means.
We see that the standard deviation (the inaccuracy A) is controlled below the
imposed threshold of β2 = 0.0125. The lower row of Fig 4.9 is Q-Q plots of the
Kalman ﬁlter estimate and the weighted RMCMC samples posterior distribution
at the 1%, 2%, . . . , 99% quantile from 1 of the 100 runs. The Q-Q plots for other
components of and RMCMC runs are similar to those presented. These Q-Q plots
indicate that the two distributions are roughly similar.
Comparison of the two distributions is difﬁcult as the RMCMC samples are
not only weighted but are also dependent. Thus tests, such as the Kolmogorov-
Smirnov test (e.g. see p. 35 Lehmann & D’Abrera, 1975), cannot be applied.
4.5 Discussion
As a detailed discussion of potential improvements of the RMCMC system is given
in Chapter 5, a brief summary is given here. We have presented a new method that
Chapter 4. Rolling MCMC System 89
Table 4.8: Tables of estimated bias of the 100 system posterior means with respect
to the Kalman ﬁlter posterior mean.
Last batch revealed�Y1,6 �Y15,6 �Y37,6
X5,6 0.0009 0.0004 0.0004
X18,6 −0.0012 −0.0001 0.0049
Last batch revealed�Y3,7 �Y10,7 �Y20,7
X5,7 0.0003 0.0002 0.0006
X18,7 −0.0014 0.0003 −0.0008
Table 4.9: Tables of the empirical standard deviation of posterior mean given by
100 runs of the system.
Last batch revealed�Y1,6 �Y15,6 �Y37,6
X5,6 0.0109 0.0023 0.0016
X18,6 0.0110 0.0019 0.0030
Last batch revealed�Y3,7 �Y10,7 �Y20,7
X5,7 0.0065 0.0030 0.0026
X18,7 0.0077 0.0037 0.0022
quickly produces estimates from a sequence of distributions with a user-speciﬁed
degree of inaccuracy. In §4.3 we applied the system to a Bayesian model for
football outcomes, where batches of data are revealed. The results showed that
the RMCMC process is not resumed each time an observation is revealed and thus
the samples are reused. Therefore, we proceed with importance sampling and
scaling of the weights whenever possible. Further, we attempt to reduce the size
of the sample database whenever possible (§4.2.5), thus limiting the computational
effort of the update process and calculation of the estimates or predictions. For a
linear Gaussian model (§4.4), we veriﬁed the reported inaccuracy of the estimate
by comparing the system estimates with those given by the Kalman ﬁlter.
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5. Improving the Rolling MCMC System
5.1 Introduction
In the previous chapter, we presented the RMCMC system that is already in
use for the football application (§4.3). We brieﬂy summarise the RMCMC
system presented in Chapter 4: The overall aim of the system is to quickly and
accurately estimate πngn =
�
gn(x)dπn(x) from a sequence of probability spaces
(Sn,Sn,πn)n∈N. At the time, a change of target distribution is known. We assume
that MCMC methods can be used to sample from the targets. We allow ourselves
the following actions. Whenever required, we may generate samples from πn.
Further, we may store these samples, which can later be reused or deleted, in any
given fashion.
This chapter presents some situations where the system may potentially fail
to perform as intended. The aim of this chapter is to introduce new ideas to
develop the system further. Each section highlights a particular problem with
the RMCMC system and concludes with a suggested solution. This work is
deliberately presented as a separate chapter, since the system proposed in Chapter
4 is already being implemented for the football model as discussed in §1.2.
First, we consider the MCMC algorithm as a black-box from which the samples
are obtained. Nothing about the MCMC sampler such as the subsampling,
proposal distributions and type of MCMC is known. From this perspective, the
MCMC algorithm is considered as a plug-in device where tuning is done within
the MCMC algorithm itself. Therefore, such software as WinBUGS (Lunn et al.,
2000) or Stan (Stan Development Team, 2014) can be used within the RMCMC
system. We separately consider modiﬁcations to improve the MCMC method such
as using an adaptive proposal mechanism. This chapter is divided in this fashion
in order to distinguish two types of problem: those inherited from MCMC methods
and those given by the RMCMC system processes.
In §5.2 we examine how the choice of batch length in the control process affects
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the reported inaccuracy. A simple example with a linear Gaussian model shows
that the batch length needs to vary as the target of interest changes. We then
suggest a procedure that takes into account the autocorrelation between the batch
means before the inaccuracy A is computed. If the autocorrelation between the
batch means is too high, then more samples are generated. In §5.3 we consider the
update process (§4.2.4) of the RMCMC system. Using mixtures of 2-dimensional
Gaussians as target distributions it is shown that the update process leaves the
weights of the samples unchanged, although the target distribution changes
considerably. This is disconcerting as the inaccuracy, A, will remain unchanged,
meaning that no action is taken by the RMCMC process regardless of the obvious
change of distribution. To overcome this shortcoming, we suggest including the
average loss of weight of the samples as a control variable in the system. In
§5.4 we consider improving the MCMC method itself. In particular we consider
multiple Markov chains and adaptive MCMC techniques to explore the space
better. Simulations using mixture target distributions demonstrate the potential
advantage of using multiple chains and adaptive methods within the RMCMC
system. Moreover, we discuss how these methods can be incorporated into the
system in terms of computing the batch means and reporting the inaccuracy A.
We conclude in §5.5 with a discussion of problems with the RMCMC system that
have no clear remedy or obvious solution.
5.2 Choosing the Batch Length
In this section we examine a scenario where the inaccuracy, A, is reported
incorrectly. We speciﬁcally look at choice of batch length when estimating the
inaccuracy using the modiﬁed batch mean approach described in §4.2.7. The
control and update process are not considered in this section. Using a linear
Gaussian model we demonstrate that the one-time tuning may be insufﬁcient
when the target changes.
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5.2.1 Example: Increase in the Necessary Batch Length
Consider applying the RMCMC system using the linear Gaussian model
considered in §4.4. Instead of using the Gibbs sampler, we use now a Metropolis-
Hastings algorithm. We perform a simulation run using the observations Y1, . . . ,Y5
and examine the output from the Metropolis-Hastings algorithm. In this run
we use a burn-in of B0 = 10, 000 samples and a subsampling size of 80. We
use a Metropolis-Hasting algorithm with proposal distribution X∗t |(Xt = xt) ∼
N(xt, 0.5 × 10−4) where only one state is proposed at each step as in Step 4 in
Algorithm 4.5.
Figure 5.1 presents some results from this single run of the MCMC that
produced 10, 000 samples (after subsampling). Figure 5.1a is a plot of the samples
for X3,5 which shows no clear dependence between the samples. This is validated
by the empirical autocorrelation of these samples presented in Fig. 5.1b. The plots
corresponding to other states and components (not presented here) look similar to
those presented. In Fig. 5.1c the estimated inaccuracy A is plotted against the batch
mean length (see §4.2.7). This plot suggests that a batch length of approximately
25 will give an inaccurate estimate of A. Lastly, the acceptance rate, shown in
Fig. 5.1d, is approximately 30% for each Xt (t = 1, . . . , 5). To summarise, manual
examination of the MCMC output suggest using a batch length of 25 with a
subsampling size of 80 would yield a satisfactory estimate of the inaccuracy.
Next, a separate MCMC simulation is run with all the same parameters, except
that we include the observation batch �Y1,6; that is the ﬁrst 10 observations of Y6.
Figure 5.2 presents results from this new run of the MCMC. To compare with
the previous results, Fig. 5.2a and 5.2c are the respective plot of the samples
and autocorrelation function for X3,5 for this run. We observe that there is little
difference in the estimates of X3,5 between the runs as the samples are moving
around the same area and the autocorrelation is similar. However, for this run,
X3,6, plotted in Fig. 5.2b, we see that the MCMC is not mixing well. Further,
the autocorrelation (Fig. 5.2d) shows a high amount of dependence between the
samples. Figure 5.2f clearly indicates that a batch length of 25 will not estimate
A accurately. Lastly, the acceptance rate (see Fig. 5.2g) for the newest state, X6, is
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Figure 5.1: Output of ﬁrst MCMC run using Y1, . . . ,Y5. (a) MCMC samples for
X3,5, (b) autocorrelation function of MCMC samples for X3,5, (c) inaccuracy given
by X3,5 samples against batch length, (d) acceptance rate of X1, . . . , X5.
over 80%. From these plots it is clear that the MCMC is not exploring the latest
state, X6, efﬁciently. The problem is that the MCMC was tuned based on the initial
data set. This suggests that the batch mean length needs to be tuned each time the
target distribution changes.
5.2.2 Choosing Batch Length Based on Autocorrelation
One approach would be to inspect plots of the MCMC output, such as those
presented in Fig. 5.2, and set the batch length each time the target distribution
changes. However, this departs from the idea of a quick automated system since
the batch lengths would need to be set manually each time. Unfortunately, there
is no set prescription of choosing the batch length based on the autocorrelation of
the samples. For instance, see Leemis & Park (2005, §8.4.2) and Banks et al. (2005,
§11.5.5) for overviews of various approaches. It is mentioned in Banks et al. (2005,
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Figure 5.2: Output of second MCMC run using Y1, . . . ,Y5 and �Y1,6. MCMC samples
for (a) X3,5 and (b) X3,6, autocorrelation function of MCMC samples for (c) X3,5 and
(d) X3,6, inaccuracy given by (e) X3,5 and (f) X3,6 samples against batch length, (g)
acceptance rate of X1, . . . , X6.
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§11.5.5) that
“Although there is typically autocorrelation between batch means at all lags,
the lag-1 autocorrelation is usually studied to assess the dependence between
batch means. When the lag-1 autocorrelation is nearly 0, then the batch means
are treated as independent. This approach is based on the observation that
the autocorrelation in many stochastic processes decreases as the lag increases.
Therefore, all lag autocorrelations should be smaller (in absolute value) than the
lag-1 autocorrelation. ”
We agree that the autocorrelation should be monitored to assess the dependence
between the batch means. However, the reason for focusing only on the lag-
1 autocorrelation is unclear. Nevertheless, in an effort to continue, we proceed
to also use the lag-1 autocorrelation but stress the autocorrelations at other lags
should also be considered.
Intuitively, this motivates the following procedure. First, construct L batches
and then estimate the lag-1 autocorrelation of the batch means. If the lag-1
autocorrelation is close to zero, indicating low dependence between the batch
means, we can proceed to report the inaccuracy A. If the lag-1 autocorrelation
is signiﬁcantly greater than zero, then more samples are generated, after which
the procedure is repeated with the same number of batches. This procedure is
summarised in Algorithm 5.1. Parameter ρ in Algorithm 5.1 is the threshold of the
estimated lag-1 autocorrelation below which the dependence between the batch
means is deemed low enough. Algorithm 5.1 is to be executed each time the
inaccuracy A is computed given the target has changed.
Returning to the simulations, we now compute �ρ1 to see what actions would
have been taken if Algorithm 5.1 was followed. We proceed to use L = 400 batches
and ρ = 0.2 in Algorithm 5.1. Figure 5.3 shows the estimated lag-1 autocorrelation
for each Xi,t given by the samples from the ﬁrst run. As all the estimates are below
0.2 we proceed to estimate the inaccuracy, A. The maximum inaccuracy over all
the Xi,t is 0.43× 10−5. Supposing that the inaccuracy is below the selected β2 we
proceed to inspect the lag-1 autocorrelation given by the samples from the MCMC
using the data Y1, . . . ,Y5, �Y1,6. It is clear from Fig. 5.3b that autocorrelations for the
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Algorithm 5.1 Batch length and autocorrelation
Parameters: L, ρ
1: Compute L batch means �µ1, . . . , �µL as described in §4.2.7.
2: Estimate the sample lag-1 autocorrelation of the batch means
�ρ1 = ∑L−1j=1 (�µj − �µ �)(�µj+1 − �µ �)
∑Lj=1(�µj − �µ �)2 , �µ � =
L
∑
i=1
�µi .
3: if �ρ1 ≤ ρ then report estimate of A using �µ1, . . . , �µL.
4: if �ρ1 > ρ then increase NMAX and set RMCMC_ON=TRUE.
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Figure 5.3: Heatmap of estimated lag-1 autocorrelation of 400 batch means for each
Xi,t from MCMC run using (a) Y1, . . . ,Y5 and (b) Y1, . . . ,Y5, �Y1,6.
sixth state far exceed the 0.2 threshold. As a consequence, following from Step 4 in
Algorithm 5.1, the RMCMC process would be resumed to generate samples from
the newest target. It may arise that a large amount of samples is required in order
to decrease the lag-1 autocorrelation below ρ. Indeed, continuing the simulation
we found that approximately 380, 000 more samples were required to reduce all
components lag-1 autocorrelation below 0.2. In this case it may be wise to use a
more efﬁcient sampler; see §5.4.1 for using multiple MCMC algorithms or §5.4.2
for an adaptive MCMC algorithm.
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5.2.3 Summary and Remarks
To summarise, this section has presented a simple example that highlights
that the choice of the batch length needs to be updated each time the target
distribution changes. We suggest a possible solution in the form of Algorithm 5.1,
demonstrating how it works on the simple example. The main idea is to monitor
the lag-1 autocorrelation of the batch means to determine when the batches are
roughly independent. It is clear, that if other lag autocorrelations were to be
considered, the prescription would be similar to that proposed in Algorithm 5.1.
In the proposed solution, we implicitly suggest monitoring the lag-1
autocorrelation for multi-dimensional batch means per component. It may be
prudent in the multi-dimensional case to consider the cross-correlation between
the batch means. This is a topic for future research.
5.3 Losing Weight
In this section, we investigate a problem with the update process (§4.2.4). We
present two examples where the update process leaves the sample weights
unchanged, despite an obvious change in target distribution. This is undesirable as
the RMCMC system would take no remedial action in these settings to account for
a large change in target distribution thus reporting the inaccuracy incorrectly. The
examples consider a sudden and a gradual change from a 2-dimensional Gaussian
to a mixture of Gaussian distributions.
This problem, from an importance sampling point of view, is not new. Indeed,
in Bratley et al. (1983, §2.5) it is remarked that
“Because there is no practical way to guard against gross misspeciﬁcation of [the
importance distribution], multidimensional importance sampling is risky. ”
In our setting, the misspeciﬁcation comes from the difference between the
sequence of target distributions. We propose overcoming this problem in the
RMCMC system by monitoring the average loss of weight over all samples.
Before the examples are presented, we introduce notation for the weights.
Denote the weight of sample i in the database produced from the MCMC sampler
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targeting πj as w
(j)
i where we now introduce the superscript. The change of
notation of the weights in the update process from πj to πj+1 is summarised in
Fig. 5.4 below.
w(j)i W
(j+1)
i �w(j+1)i w(j+1)i
weighting scaling reassignment
Figure 5.4: Illustration of the change of notation of the weight of sample i from
target distribution πj to πj+1.
5.3.1 Example 1: Large Change
Denote the probability density function of the 2-dimensional normal distribution
N(µi, 0.25I2) for i = 1, 2 as φi, where µ1 = (0, 0) and µ2 = (4, 5). Consider
the sequence of probability spaces (S,S ,πn)n=1,2, where the respective probability
density functions of π1 and π2 are φ1(x) and 0.5φ1(x) + 0.5φ2(x). We now perform
a simulation using this sequence of targets. For the ﬁrst target, we can sample from
N(µ1, 0.25I2) directly. We draw N = 5, 000 independent samples, ξ1, . . . , ξN ∼ π1
which are shown in Fig. 5.5. Assume that these 5, 000 samples give an estimate
of the inaccuracy A less than β2, so that no new samples are generated by the
RMCMC system at this time. Suppose these samples are present in the database
where the ith sample has weight w(1)i = 1.
Now consider a change of target from π1 to π2. As the spaces are the same and
π2 � π1, no transition step is required in the update process. Thus, the update
process would proceed to update the sample weights. More precisely, the weight
of sample ξi (before scaling) is
W(2)i =
1
2φ1(ξi) +
1
2φ2(ξi)
φ1(ξi)
, as w(1)i = 1 (i = 1, . . . , N).
For this particular realisation of 5, 000 samples, we have that
W(2)i ≈
1
2φ1(ξi)
φ1(ξi)
=
1
2
(i = 1, . . . , N),
100 5.3 Losing Weight
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Figure 5.5: Samples ξ1, . . . , ξN ∼ π1 (white) on a heatmap of the probability density
function of π2 (purple).
where approximation is due to φ2(ξi) being approximately equal to zero up to
machine precision, for all i. This is because the samples are located in the tails of
the Gaussian distribution, φ2. Consequently, the scaled weight
�w(2)i = W(2)i ∑Nj=1 W(2)j
∑Nj=1(W
(2)
j )
2
≈ 1
2
1
2N
1
4N
= 1 (i = 1, . . . , N).
Within the database the weights get updated so that w(2)i ← �w(2)i for all i. Thus the
weights remain unchanged after the change in target. Consequently, the estimated
inaccuracy, A, and the quality of the samples, Q, will be exactly the same as before
the update, since the samples and their weights remain the unchanged. As a result,
the database will be populated with weighted samples unrepresentative of π2. The
probability density function of π2 and the samples drawn from π1 are presented
in Fig. 5.5.
This result is undesirable since a new mode has appeared in the distribution
of interest, and yet the RMCMC system detects no change and therefore takes no
remedial action.
5.3.2 Example 2: Gradual Change
Suppose φ1 and φ2 are the probability density functions considered in §5.3.1.
Consider the sequence of probability spaces (S,S ,πn)n=1,...,10 where πn has
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probability density function
162− (j− 1)2
162
φ1(x) +
(j− 1)2
162
φ2(x) (j = 1, . . . , 10). (5.1)
This sequence of targets was deliberately chosen for the following reasons. First,
the initial and ﬁnal targets are the same as those in §5.3.1. Second, the change of
probability mass, governed by the quadratic term in (5.1), is non-linear, meaning
the change of weights will be different for each change of target.
We now perform a simulation using this sequence of targets π1, . . . ,π10. We
begin once again by drawing directly from the ﬁrst target π1. We reuse exactly
the same samples generated in §5.3.1. For this realisation of ξ1 . . . , ξN ∼ π1
(N = 5, 000), the weights after a change of target from πj−1 to πj (j = 2, . . . , 10), is
W(j)i ≈
162− (j− 1)2
162− (j− 2)2 and �w(j)i ≈ w(j)i = 1 (i = 1, . . . , N).
That is, the weights after scaling are always equal to 1. As in §5.3.1, the weights
in the database remained unchanged leading to no action taken by the RMCMC
system. Moreover, the inaccuracy A and the quality of the samples Q will
remain unchanged. Again, this is undesirable since the ﬁnal target has changed
signiﬁcantly from the initial target, π1.
5.3.3 Monitoring Loss of Weight
One way to detect the problem set out in §5.3.1 and §5.3.2 is to monitor the average
loss of the weights. Consider a sequence of probability measures {πn}n=1,...,P.
Assume there are N samples in the database. Each sample was produced by the
MCMC sampler targeting one πn. Let bi denote the birth or production time of the
ith sample so that ξi ∼ πbi . We deﬁne the loss of weight of sample i, denoted by
Ωi, as the product of the unscaled weights over the updates; that is
Ωi =
P
∏
j=bi+1
W(j)i ,
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which will need to be recorded for each sample.
One approach to determine if a signiﬁcant change in distribution has occurred
is to monitor the (weighted) average weight loss
�Ω = ∑Ni=1 wiΩi
∑Ni=1 wi
. (5.2)
This average will need to be computed each time the target changes as the weights
will have changed. If �Ω is close to 1 then little weight has been lost on average
and no action needs to be taken. On the other hand, if �Ω is less than 1 then some
weight has been lost. In this case, an action could be to delete all samples from
the database, then resume the RMCMC process to generate new samples from the
latest target. This nuclear option to remove all samples is motivated as follows.
Loosely speaking, let A denote the area of the state space covered by the samples
in the database. As the target changes, the shape of the probability density function
also changes. Consequently, it may be the case that areas outside A become
important, for instance the mode located at µ2 in §5.3.1. As A had already been
explored, it would be necessary to sample from its complement, A. There is no
easy way, that we know of, to sample from a restricted part of the state space.
Moreover, even if we could sample from A, we do not know in what proportion
to combine the samples. For instance, the ideal ﬁnal state of the database in §5.3.1
would be half of the samples from φ1 and half of the samples from φ2.
We now return to the simulations in the previous sections, to examine �Ω. In
§5.3.1 the weights were W(2)i ≈ 0.5 and w(2)i = 1 for all i. In this case, the average
loss of weight is �Ω = 0.5. In §5.3.2 we have a sequence of 10 targets. Figure 5.6 is
the average loss of weight after each target distribution. Note that the ﬁnal value
of �Ω is 0.5, the same as the average loss of weight for the simulation in §5.3.1.
Consider an alternative deﬁnition of �Ω where only the last unscaled weight is
used; that is
�Ω∗ = ∑Ni=1 wiW(j)i
∑Ni=1 wi
.
Figure 5.6 also displays the value of �Ω∗ after each target distribution considered
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Figure 5.6: Plot of average loss of cumulative weight, �Ω (circles), and of most recent
weight, �Ω∗ (triangles), over the sequence of target distributions described in §5.3.2.
in §5.3.2. Since �Ω∗ only considers the last change of target distribution, it may
suggest that the average loss of weight is less than it should be. For instance,
consider the loss of weight at the ﬁnal target distribution, π10. Using �Ω∗ suggests
that 17.3% of weight has been lost on average. However, from the simulation
conducted in §5.3.1, we know that 50% of weight has been lost between π1 and
π10. To summarise, small changes in the target distributions can mask an overall
large change of distribution when using �Ω∗. This is not the case when using �Ω
since the change of weight over the lifetime of each sample is considered.
To this end, an approach to guard against a large change in target distribution
could be to incorporate the average loss of weight, �Ω, into the control process.
A revised control process is presented in Algorithm 5.2. The parameter ν in
Algorithm 5.2 is the tolerance for the average loss of weight �Ω allowed before the
samples are deleted. A value of ν ≈ 1 is a very strict setting where a very small
change in the target distribution results in the deletion of all samples. Further, for
similar target distributions, a small drop of weight is expected due to the ﬁnite
number of samples approximating continuous distributions. On the other hand,
a value of ν ≈ 0 corresponds to a lax rule where a large amount of weight loss is
allowed, which is precisely the situation we wish to guard against.
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Algorithm 5.2 Revised Control Process
Parameters: β1, β2,γ1,γ2, NMIN, ν.
1: repeat indeﬁnitely.
2: Compute Q, A and �Ω.
3: if A < β1 and N ≥ NMIN then set RMCMC_ON=FALSE.
4: if (A > β2) or (RMCMC_ON=FALSE and Q < γ1 and N = NMIN) then set
RMCMC_ON=TRUE.
5: if �Ω < ν then delete all samples in the database, set NMAX = NMIN and set
RMCMC_ON=TRUE.
6: if RMCMC_ON=FALSE and Q < γ1 and N > NMIN then decrease NMAX.
7: if RMCMC_ON=TRUE and Q > γ2 then increase NMAX.
5.3.4 Summary and Remarks
In this section, we have explored a potential problem with the update process
of the RMCMC system. We have presented certain situations where the update
process leaves the weights unchanged despite an obvious change in target
distribution. To solve this problem, we suggest monitoring the average loss in
weight of the samples. This average loss quantiﬁes how much probability mass is
missing or not represented in the current population of samples.
Our deﬁnition of the average loss of weight, �Ω, is novel but untested. More
research is required to determine if �Ω deﬁned by (5.2) adequately describes the
average loss of weight in situations outside those two explored in this section. The
key missing feature is assumption that the target distributions are only known up
to a normalising constant. This was not considered in §5.3.1 and §5.3.2, where the
full distributions were used. Ideally, the average loss of weight needs to account
for the normalising constants of the sequence of targets. This is a potential topic
for further research.
An alternative to deleting all samples when the average loss in weight drops
too low is to gradually delete the earliest produced samples. Intuitively, these
samples will have survived the most updates (changes in target distribution) and
potentially will have the highest loss in weight. Removing these samples will
hopefully increase the average loss in weight, �Ω. Further investigation into this
gradual deletion for the oldest samples is a topic for future research.
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A more sophisticated alternative to deleting all samples when the average loss
of weight is low is provided from the sequential Monte Carlo (SMC) methods. The
problem, set out in §5.3.1 and §5.3.2, occurs in the SMC methods in a different
guise. Godsill & Clapp (2001) noted for SMC methods with MCMC moves that
“... there are situations requiring a very large number of MCMC iterations in
order to reach the target distribution. In particular this can occur when the
likelihood for the new data point is centered far from the points sampled from
the importance distribution ... The MCMC sampler may then have to converge
from a set of atypical points lying in the tails of the target distribution. ”
Godsill & Clapp (2001) suggest using a sequence of bridging densities between
target distributions that differ greatly. Intuitively, the notion is that proceeding
with smaller transitions, rather than a single large step, will gradually evolve
the samples (or particles) mitigating the problem of weight degeneracy. This
idea of using a sequence of bridging densities is an attractive feature for use
in the RMCMC system. More speciﬁcally, a sequence of bridging densities
can be employed, if average loss of weight indicates a large difference between
successive target distribution. Investigation into automating this sequence and
other considerations, such as how many bridging densities to use, is a potential
area for future research.
5.4 Improving Markov Chain Monte Carlo Methods
In the previous section, we presented improvements to the RMCMC system, in
particular the control process and the update process. We now focus on improving
the MCMC method itself. Many techniques for improving MCMC methods
already exist. In this section we discuss using multiple chains and an adaptive
MCMC method, focusing on how to incorporate these methods into the RMCMC
system.
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Algorithm 5.3 Differential Evolution Markov chain
Parameter: b
Given ξ(i)t (i = 1, . . . , M)
1: for i = 1, . . . , M do
2: Propose a(i)t+1 = ξ
(i)
t + b(ξ
(r1)
t − ξ(r2)t ) + e, where r1 and r2 are randomly
drawn without replacement from {1, . . . , M}/{i} and e is drawn from a
symmetric distribution with unbounded support.
3: Let ξ(i)t+1 =
�
a(i)t+1 w.p. r(a
(i)
t+1, ξ
(i)
t )
ξ
(i)
t w.p. 1− r(a(i)t+1, ξ(i)t )
, where r(x, y) = min
�
1, π(x)
π(y)
�
.
4: end for
5.4.1 Multiple Rolling Markov Chains
Instead of using a single MCMC method in the RMCMC system, multiple chains
can be used. In terms of running the system, minimal modiﬁcations are required.
We demonstrate that an advantage of using multiple chains is that the state and
parameter space can potentially be explored better when initialising the chains
from dispersed starting positions.
A simple approach would be to use multiple independent Markov chains, such
as M independent Metropolis random walks. In this case, M chains would be
initialised and the proposal for each chain would be made independently. A
cleverer way to use multiple chains to explore the space is to use dependent
Markov chains such as Differential Evolution Markov Chains (DE-MC) (see e.g.
Braak, 2006) which we now discuss. Consider a target distribution of interest with
probability density function π. The simplest DE-MC is summarised in Algorithm
5.3. Intuitively, this DE-MC generates proposals for each chain by taking the
difference of the latest samples of two other randomly selected chains, scaling this
difference by a factor, b, then adding this onto the chain.
As an illustration of using multiple Markov chains, we perform a simulation.
Consider the 2-dimensional normal distributions N(µi, 0.25I2) for i = 1, 2, 3 with
corresponding probability distribution function φi. Let µ1 = (0, 0), µ2 = (4, 3)
and µ3 = (1, 5). Suppose the target distribution is π which has probability
density function 0.25φ1(x) + 0.25φ2(x) + 0.5φ3(x). We use the DE-MC algorithm
with b = 2.32/
√
4 (as recommended in Braak (2006)), e ∼ N((0, 0), 0.01I2)
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Figure 5.7: Plot of samples from 10 DE-MC (points) and 10 independent
Metropolis-Hastings (lines) where different colours denote different chains.
Starting points are represented by asterisks.
and M = 10 chains. Similarly, we also use M = 10 independent Metropolis-
Hastings algorithms with proposal distribution ξ∗|ξ ∼ N(ξ, 0.01I2). We start
both algorithms from the same randomly chosen starting points drawn from a
Uniform(−10, 10) distribution for each component independently and perform
1, 000 steps. In Fig. 5.7 the samples from the DE-MC and the independent
Metropolis-Hastings algorithm are presented. It is clear that each independent
chain moves toward one mode and remains there. In contrast, the dependent
Markov chains are easily able to jump between the three modes, hence the confetti
effect seen in Fig. 5.7. Note that it may be possible for an independent chain to
explore all three modes by increasing the step size in the proposal distribution.
The advantage of using dependent chains is that information about the space
explored is shared between the chains. This highlights the strength of using
multiple dependent Markov chains.
A question that naturally arises when using multiple chains in the RMCMC
system, is how to compute the inaccuracy A? There already exist various MCMC
convergence diagnostic approaches that involve using multiple chains such as
Gelman & Rubin (1992) (which can be applied to DE-MC) and Liu et al. (1992) . It
is therefore natural to consider incorporating a diagnostic of convergence into the
control process when using multiple chains. For instance the R statistic, developed
by Gelman & Rubin (1992), compares the ratio of the within-chain variance and the
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between-chain variance. The intuition is that if all chains converge to the target
invariant distribution, the ratio goes to 1.
More precisely, consider running M Markov chains each for n steps. Let ξij be
the ith sample from the jth chain where i = 1, . . . , n and j = 1, . . . , M. Then the
between-chain and within-chain variances are respectively estimated by
B =
n
M− 1
M
∑
j=1
(ξ �j − ξ � �)2, ξ �j = 1n
n
∑
i=1
ξij, ξ � � = 1M
M
∑
j=1
ξ �j,
W =
1
M
M
∑
j=1
s2j , s
2
j =
1
n− 1
n
∑
i=1
(ξij − ξ �j)2.
The convergence of the Markov chains is monitored by
��R = ��σ2
W
where �σ2 = n− 1
n
W +
1
n
B.
Although, the Gelman and Rubin �R statistic seems appealing, we need to
remember that weighted samples are used in the RMCMC system. Therefore, the �R
statistic would need to be modiﬁed to take account of the sample weights.
A simple alternative is to continue to use the modiﬁed batch mean method,
introduced in §4.2.7, considering the multiple chains as one long chain as we will
now discuss. First, form the batch means as described in §4.2.7 for each chain
individually. Suppose there are L(m) batches in chain m and denote the ith batch
mean from the mth chain as �µ(m)i . Then estimate the squared inaccuracy by
�A2 = 1
∑Mm=1 L(m)
M
∑
m=1
L(m)
∑
i=1
��µ(m)i − �µ � ��2 , �µ � � = 1∑Mm=1 L(m)
M
∑
m=1
L(m)
∑
i=1
�µ(m)i . (5.3)
Before computing the estimated inaccuracy, we may wish to apply Algorithm 5.1
to check the dependence between the batch means. One approach could be to
compute the lag-1 autocorrelation for each chain, then compare the maximum
autocorrelation to the threshold ρ. This approach is summarised in Algorithm 5.4.
In this section, we have demonstrated the advantage of using multiple Markov
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Algorithm 5.4 Batch length and autocorrelation for multiple Markov chains.
Parameters: M, L(1), . . . , L(M), ρ
1: for m = 1, . . . , M do
2: Compute L(m) batch means �µ(m)1 , . . . , �µ(m)L(m) as described in §4.2.7.
3: Estimate the sample lag-1 autocorrelation of the batch means of chain m:
�ρ(m)1 = ∑L
(m)−1
j=1 (�µ(m)j − �µ(m)� )(�µj+1 − �µ(m)� )
∑L
(m)
j=1 (�µ(m)j − �µ(m)� )2 , �µ(m)� =
L(m)
∑
i=1
�µ(m)i .
4: end for
5: if maxm �ρ(m)1 ≤ ρ then report estimate of A using �µ(m)1 , . . . , �µ(m)L(m) .
6: if maxm �ρ(m)1 > ρ then increase NMAX and set RMCMC_ON=TRUE.
chains, both independent and dependent chains. Moreover, we suggested how
to incorporate multiple chains in terms of the choosing the length of the batch
means. The modiﬁcations required to include multiple chains in the RMCMC
system is minimal and further allows the user to feel more conﬁdent that the space
is explored better than using a single chain.
5.4.2 Adaptive MCMC methods
In this section, we brieﬂy discuss adapting MCMC methods. By adapting we mean
that a better proposal distribution is used within the MCMC algorithm. A proposal
distribution may be better in the many senses, such as speed of convergence, faster
mixing and optimising the acceptance rate (see Brooks et al. (2011, §4.1.4) for
precise deﬁnitions). This adapting can be done manually by running the MCMC
algorithm, for say 10, 000 steps, then tuning the proposal distribution parameters,
or even the choice of distribution, until the desired property (e.g. mixing rate,
acceptance rate) is achieved. Here, we avoid manual approaches and focus on
methods that automatically improve the proposal distribution whilst the algorithm
is running.
We focus on the adaptation of the Metropolis algorithm considered by Haario
et al. (2001). For a more thorough overview of adapting MCMC methods see
Brooks et al. (2011, §4.3). The idea of adapting the Metropolis algorithm is to use
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Algorithm 5.5 Adaptive Metropolis Algorithm (Haario et al., 2001)
Parameters: � > 0.
Given X1, . . . , Xn, where Xi ∈ Rd.
1: Compute the empirical covariance matrix, Σn, of X1, . . . , Xn.
2: Draw a proposal
a∗n+1 ∼ N
�
Xn,
(2.38)2
d
Σn + �Id
�
.
3: Let Xn+1 =
�
a∗n+1 w.p. r(a
∗
n+1, Xn)
Xn w.p. 1− r(a∗n+1, Xn)
, where r(x, y) = min
�
1, π(x)
π(y)
�
.
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Figure 5.8: Plot of the samples (white) from a single adaptive Metropolis algorithm
superimposed on a heatmap of the probability density function of π (purple). The
starting point is represented by an asterisk.
previously generated samples to tune the covariance in the proposal distribution.
The tuning in the adaptive Metropolis algorithm developed by Haario et al.
(2001) was based on normal target distributions and choosing a normal proposal
distribution in order to achieve an optimal acceptance rate (Roberts et al., 1997).
The adaptive Metropolis algorithm is summarised in Algorithm 5.5.
As an example, we perform a simulation with the tri-modal Gaussian mixture
distribution π introduced in §5.4.1. Figure 5.8 displays 10, 000 samples produced
from the adaptive Metropolis algorithm with � = 0.01 along with the probability
density function of π. The initial sample was drawn at random from (−10, 10)×
(−10, 10). For this target distribution, the single adaptive Metropolis algorithm
is able to explore all three modes without any trouble. This may not be the case
when using a single Metropolis-Hastings algorithm where a chain may get stuck
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in a single mode (see §5.4.1).
5.4.3 Summary and Remarks
In this section, we have explored two ways of improving the MCMC sampler.
We investigated how using multiple dependent chains can explore the state space
better than a single chain or multiple independent chains. Further, we examine
the use of an adaptive MCMC method within the RMCMC system, highlighting
its ability to explore the state space. The efﬁciency of the RMCMC system depends
on the MCMC sampler. An inefﬁcient sampler may produce samples quickly,
however, more samples may be required to produce an estimate with the same
accuracy than using those samples from a more efﬁcient sampler. Therefore, not
much is gained in terms of time and efﬁciency of the RMCMC system by using
a quick but slow mixing sampler. Hence, the MCMC sampler should be chosen
carefully so that the user is satisﬁed that the space is explored well.
5.5 Further Areas of Improvement
In this chapter we have presented several areas of improvement for the current
RMCMC system. We described situations where estimating the inaccuracy, the
update process and the MCMC algorithm can fail to perform as expected. There
are other potential problems that have no easy or clear solution. We discuss some
of these problems here.
5.5.1 Deletion Schemes
As outlined in §4.2.6, the deletion process removes samples from the database
when necessary. The samples were removed according to their production date,
where the earliest produced samples were deleted. Moreover whenever samples
had to be deleted, we chose to delete 10% of the current size of the database.
Deleting samples in this fashion is, however, arbitrary. We now discuss alternative
deleting schemes that can be implemented within the RMCMC system. One
approach could be to delete samples with the lowest weight. However, this
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results in a bias estimate. An alternative approach could be to resample fewer
samples according to their weight. As a consequence, however, the autocorrelation
structure, which is required by the batch mean approach (§4.2.7), would be lost.
Another approach could be to thin the samples in the database. More precisely,
thinning would consist of saving every kth sample in the database and deleting
the other samples. Thinning has the advantage that the autocorrelation between
the samples and the storage requirements would be reduced. Ideally, we wish
minimise the inaccuracy, A, whilst maintaining a minimal amount of samples
in the database. That is, for some ﬁxed M > 0, we wish to solve the following
optimisation problem: A→ minN > M .
Solving such a problem could be a topic for future work.
5.5.2 Model Selection
In Chapter 4 we ﬁrst applied the RMCMC system to predicting the ﬁnal rank table
of the English Premier League (§4.3). We then explored the results of the system
using different models to explain the number of home and away goals (§4.3.6).
To compare each model we examined the returns from betting strategies applied
to past seasons. This brieﬂy touched upon model selection. We now discuss the
possibility of incorporating model selection into the RMCMC system.
One approach could be to consider multiple models in the system. Then
the system can compare each model to decide which one to use. Since we
employ a MCMC method in the system, the deviance information criterion (DIC),
introduced by Spiegelhalter et al. (2002), is a natural choice for comparing models.
How and when the system performs model selection is a more interesting point.
Consider a set M = {M1, . . . , Mm} of models considered by the system. Naïvely,
a separate RMCMC process can be used for each model in M. Then the selected
model that is used for estimation is the one with a given criteria such as the lowest
DIC. This approach would be computationally expensive and wasteful since it
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essentially entails running a separate RMCMC system for each model where
ultimately only one is used. As an alternative, consider the following prescription.
Initialise the system using a single model, say Mi ∈M. During periods where the
RMCMC process is known to be paused, run separate MCMC methods for each
model in M/{Mi}. Then calculate the information criterion, DIC, for all models
in M. Finally, switch, if necessary, to the best model i.e. the model with the lowest
DIC. This model selection process can then be repeated whenever the RMCMC
process is known to be paused. This approach has two advantages. First, only one
set of samples is ultimately kept in the database, as opposed to a set per model,
thereby mitigating any memory storage problems. Second, the model selection
process only occurs during periods of low activity e.g. no new data are observed.
In the football application, discussed in §4.3.1, the dates of matches are known
in advance so that periods of inactivity are clear. For instance, it is known that
no match takes place between the hours of 1am and 9am for example. During
these periods model checking and selection can take place. Outside the football
example, these periods will still exist. A disadvantage of this approach is that
computational work is done for each model yet only one is used by the system.
One way to overcome this waste of computational work is to average the results
over the models in some fashion. It is clear that further investigation is required
to explore using model checking and selection within the RMCMC system in more
detail. This is a topic for future research.
5.5.3 Removing Past Observations
If the RMCMC system is to run without ever restarting, consideration needs to
be taken regarding the storage space for the observations. Over time, the number
of observations may become too large such that computing the likelihood in the
MCMC sampler will take a long time. Therefore, it is reasonable to assume
that deletion of observations will be necessary. How to precisely delete the
observations is unclear. A simple approach would be to ﬁx a time period to save
data and delete any observations before this period. For instance, in the football
setting in §4.3 we can focus only on the previous ﬁve seasons and disregard all
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previous observations. Then, at the beginning of a new season, the oldest season
results would be removed. Deeper investigation into how precisely to remove
observations is a topic for future research.
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6. Conclusion
This thesis has presented two new forms of statistical methods for monitoring
multiple data streams. In Chapter 2 we introduced a new type of CUSUM chart
that is able to detect periods where the distribution of the observations changes.
We then showed that these CUSUM charts are optimal in a well-deﬁned sense.
In Chapter 3 we presented an algorithm that controls the false discovery rate
across multiple data stream. Each data stream is monitored by a single non-
restarting CUSUM chart. In Chapter 4 we presented the rolling MCMC system.
This system is designed to update estimates given by a Bayesian model as new
data are observed. The control process of the system is designed to monitor the
estimate of interest and to report this estimate with a speciﬁed degree of accuracy.
The system is already being used to predict the ﬁnal ranks of football teams in
the English Premier League. The novelty of this method lies in this control of the
reported estimate as new data are revealed. Although this system is already being
used, the idea of the system is still in its infancy. This is highlighted in Chapter
5 where improvements to the current RMCMC system are suggested. Despite
several weaknesses of the system presented in Chapter 5, the suggested solutions
are easy to apply to the current system. The end of Chapter 5 discussed some open
ended questions regarding the deletion method, model selection and storage of all
observations. The proposed solutions and the open ended questions pave the way
for more research on the RMCMC system.
Within the control process of the RMCMC system, CUSUM charts can
potentially be used as a monitoring device. Loosely speaking, the aim of the
control process is to maintain a good set of samples in the database. The samples
are good representatives in terms of the inaccuracy, A, and quality of the samples,
Q, as deﬁned in §4.2.5. Recall that CUSUM charts are used to detect some change
in distribution such as a change in the mean. It is feasible that CUSUM charts based
on the weighted samples on the database could be used to detect a signiﬁcant
change of the target distribution in the RMCMC system. In fact, the combination
116 Chapter 6. Conclusion
of CUSUM charts with MCMC methods is not entirely a new idea. For example, Yu
& Mykland (1998) and Brooks (1998) describe how CUSUM charts can be used as
a diagnostic of convergence of Markov samplers. These authors suggest plotting
the CUSUM charts based on a one-dimensional summary statistic of interest, then
relate the smoothness or hairiness of the chart to the mixing of the Markov chain.
On the other hand, the RMCMC system itself can be considered as a monitoring
device. For instance, returning to the football application discussed in §4.3,
consider monitoring the strengths of each football team in the English Premier
League. A signiﬁcant decrease in a teams strength may be viewed as a signal of
poor team performance or even a signal to sack the manager. Unlike the CUSUM
charts, the RMCMC system is able to handle a Bayesian model with a potentially
complicated dependence structure between the states and observations. However,
the RMCMC system has no built-in thresholds that deﬁne when a signal should be
made.
In this thesis, there have been contributions to two main areas of statistics. The
CUSUM charts developed in Chapters 2 and 3 add to the current statistical process
control literature. Indeed, we have considered the new and realistic setting where
streams of observations can switch multiple times between two distributions. In
Chapters 4 and 5, we presented RMCMC system. This system will hopefully be of
some interest to the Monte Carlo statistics community, particularly those that use
MCMC and other related methods in Bayesian analysis.
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A. Website Statistics
In Chapter 4 we introduced the RMCMC system. As an application, we ran
the RMCMC system with football data from the English Premier League. This
application of the system has been running since the start of the 2012/13 football
season to this date. Various outputs of the RMCMC system are displayed on a
website (Lau, 2014). The website is generated using the R package named shiny
(see http://www.rstudio.com/shiny/ for further details). Figure A.1 shows
that the website has attracted an audience from around the world, particularly
from Europe.
Number of Visits
0 [1,3) [3,11) [11,35) [35,114) [114,374) [374,1222)
Figure A.1: Geographical heatmap of unique visits to football website worldwide
from start of 2012/13 season to the end of the 2013/14 season in the English
Premier League season.
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B. Further RMCMC Simulation Results
In Chapter 4 we introduced the RMCMC system. In simulations (§4.3) we
demonstrated how to use the RMCMC system in football application. One
simulation, conducted in §4.3.5, involved varying the amount of observations
revealed at any given time. More precisely, each simulation was initialised with the
football results from season 2005/06 to 2009/10. Then, the next 2 seasons results
were revealed individually, in batches of 7 days and in batches of 30 days. The
estimate of interest in these simulations was the predicted ﬁnal rank table of the
English Premier League of the 2012/13 season. In this section, we present the full
predicted rank tables from these simulations.
Table B.1, B.2 and B.3 present the predicted end of 2012/13 English Premier
league ranks for the various batch sizes. The predictions are similar for all batch
sizes. This is unsurprising since the predictions are based on the same data. Each
probability (percentage) in Table B.1, B.2 and B.3 are being controlled. More
precisely, for each team and each rank the standard deviation of the reported
probability (percentage) is being controlled below β2 = 0.0125 (as set in the
simulation in §4.4).
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Table B.1: Table of predicted end of season 2012/13 ranks for the English Premier
League using individual results (reported in percent). Predictions are based on the
samples in the database at the end of a RMCMC system run after matches from
2005/06 to 2011/12 season observed. True end of season ranks are highlighted in
grey.
Rank
Team 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Arsenal 8 14 17 17 15 10 7 4 3 2 1 1 1 0 0 0 0 0 0 0
Aston Villa 0 0 1 1 3 3 5 6 7 7 8 8 8 7 8 7 6 6 5 4
Chelsea 9 15 19 17 13 9 6 4 2 2 1 1 1 0 0 0 0 0 0 0
Everton 1 2 6 8 11 11 12 10 9 7 6 5 4 3 2 1 2 1 1 0
Fulham 0 1 2 4 5 7 8 9 9 8 8 6 6 7 5 4 4 3 2 1
Liverpool 2 5 8 11 13 13 10 9 7 6 5 3 2 2 2 1 1 0 0 0
Man City 32 28 18 10 5 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0
Man United 46 26 12 7 4 2 1 1 0 0 0 0 0 0 0 0 0 0 0 0
Newcastle 0 1 2 3 5 6 8 9 10 8 8 7 6 6 5 5 4 3 2 2
Norwich 0 0 0 1 1 2 3 4 4 6 6 8 8 8 8 9 9 8 9 7
QPR 0 0 0 0 0 1 2 2 3 5 5 6 6 7 8 9 9 11 13 12
Reading 0 0 0 0 1 1 2 2 4 4 5 5 7 7 7 9 9 10 12 14
Southampton 0 0 0 1 1 2 2 3 3 4 5 5 6 7 8 8 10 11 11 13
Stoke 0 0 1 1 2 3 4 6 7 7 7 8 8 7 8 7 7 7 7 5
Sunderland 0 0 1 2 4 5 6 8 8 8 8 8 7 7 6 6 5 4 4 3
Swansea 0 0 0 1 1 3 4 5 6 6 7 8 8 8 8 8 8 7 7 6
Tottenham 2 7 12 14 14 12 10 8 6 4 3 2 2 2 1 1 0 0 0 0
West Brom 0 0 0 1 2 3 4 5 6 8 7 8 8 8 7 8 7 7 5 5
West Ham 0 0 0 0 1 1 2 3 3 4 5 5 6 7 8 9 10 11 11 14
Wigan 0 0 0 0 1 1 2 2 3 4 5 6 7 8 9 9 10 10 11 13
Appendix B. Further RMCMC Simulation Results 123
Table B.2: Table of predicted end of season 2012/13 ranks for the English Premier
League using 7 day batches (reported in percent). Predictions are based on the
samples in the database at the end of a RMCMC system run after matches from
2005/06 to 2011/12 season observed. True end of season ranks are highlighted in
grey.
Rank
Team 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Arsenal 8 14 17 19 13 9 6 4 3 2 2 1 1 0 0 0 0 0 0 0
Aston Villa 0 0 1 1 3 4 5 6 7 7 7 9 8 8 7 7 6 6 5 4
Chelsea 9 15 21 16 12 9 6 4 3 1 1 1 1 0 0 0 0 0 0 0
Everton 1 3 5 8 11 12 13 10 8 6 5 4 3 3 2 2 1 1 1 0
Fulham 0 1 2 3 5 6 8 9 9 9 9 7 7 5 5 4 4 3 3 2
Liverpool 2 4 7 11 15 13 10 9 7 6 4 3 3 2 2 1 1 1 0 0
Man City 29 27 18 10 6 4 2 1 0 0 0 0 0 0 0 0 0 0 0 0
Man United 47 26 14 7 3 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
Newcastle 0 1 2 3 5 7 9 9 8 9 8 7 7 6 6 4 3 3 2 1
Norwich 0 0 0 0 2 2 3 4 5 6 6 8 7 8 7 9 9 9 9 8
QPR 0 0 0 0 1 1 2 2 3 4 5 6 6 7 7 8 9 12 13 13
Reading 0 0 0 0 1 2 2 2 3 4 5 6 5 7 8 8 10 11 11 15
Southampton 0 0 0 0 0 1 2 2 3 5 5 5 6 7 8 9 9 10 12 13
Stoke 0 0 0 1 2 3 4 6 6 7 8 8 8 7 7 8 7 7 7 5
Sunderland 0 0 1 3 3 5 7 8 8 8 8 8 8 7 7 5 5 4 3 2
Swansea 0 0 0 1 1 2 3 4 6 6 7 7 8 8 8 8 9 8 7 6
Tottenham 4 8 11 14 14 13 10 8 6 4 3 2 1 1 1 1 0 0 0 0
West Brom 0 0 0 1 2 3 4 6 7 7 7 7 8 7 8 8 7 6 5 5
West Ham 0 0 0 0 1 1 2 3 3 5 4 5 7 7 9 9 9 11 11 14
Wigan 0 0 0 0 1 1 2 3 3 5 5 6 7 9 8 9 10 10 11 12
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Table B.3: Table of predicted end of season 2012/13 ranks for the English Premier
League using 30 day batches (reported in percent). Predictions are based on the
samples in the database at the end of a RMCMC system run after matches from
2005/06 to 2011/12 season observed. True end of season ranks are highlighted in
grey.
Rank
Team 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Arsenal 8 15 19 16 12 10 6 5 3 2 2 1 1 0 0 0 0 0 0 0
Aston Villa 0 0 1 1 2 4 6 6 7 7 7 8 8 7 6 7 6 6 5 3
Chelsea 10 16 20 16 12 9 6 4 2 2 2 1 0 1 0 0 0 0 0 0
Everton 1 2 5 8 11 10 10 10 9 8 5 5 3 3 2 1 2 1 1 0
Fulham 0 1 2 4 5 8 9 9 8 9 8 8 6 5 6 4 3 3 2 1
Liverpool 2 4 7 11 13 12 11 9 7 6 4 4 3 2 2 1 1 1 0 0
Man City 29 28 17 11 6 3 2 1 1 0 0 0 0 0 0 0 0 0 0 0
Man United 47 24 14 7 4 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0
Newcastle 0 1 2 4 5 6 9 9 9 9 9 7 7 6 4 4 3 3 2 1
Norwich 0 0 0 0 1 2 2 4 5 6 7 7 7 8 8 8 8 8 9 9
QPR 0 0 0 0 0 1 2 2 3 4 4 4 7 7 8 9 10 11 12 14
Reading 0 0 0 0 1 2 2 2 3 5 4 5 7 7 8 8 9 10 12 14
Southampton 0 0 0 1 1 2 2 2 3 4 6 6 6 7 9 8 10 10 10 13
Stoke 0 0 0 1 2 2 4 6 5 7 7 8 7 8 8 8 8 7 6 5
Sunderland 0 0 1 2 4 6 6 7 8 8 7 8 8 7 6 6 4 5 4 2
Swansea 0 0 0 1 2 3 4 5 7 6 6 7 8 9 8 9 7 7 7 5
Tottenham 3 7 10 14 15 13 10 7 6 4 3 2 2 1 1 1 0 0 0 0
West Brom 0 0 1 1 2 4 4 5 7 8 8 7 8 7 7 7 6 7 6 5
West Ham 0 0 0 0 1 1 2 3 3 4 4 5 6 7 8 9 10 10 12 13
Wigan 0 0 0 0 1 1 2 2 3 4 5 6 6 7 7 9 11 11 12 13
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C. Returns from Goal Models
In Chapter 4 we applied the RMCMC system to predict the end of season rank
table. We used a hidden Markov model which consisted of a model for the number
of goals scored. The initial model consisted of independent Poisson distributions
for the number of home and away goals (§4.3.1). In §4.3.6 we compared different
goal models by the returns given by two betting strategies. We now present the
returns from the 2011/12 and 2012/13 seasons of the English Premier League.
We introduce the following abbreviations for the goal models. We abbreviate the
bivariate Poisson model as BP and the diagonal inﬂated bivariate Poisson model
with diagonal Poisson distribution and with diagonal Geometric distribution as
IBP Poisson and IBP Geometric respectively. Further, we abbreviate English
Premier League to EPL. To reiterate, the truth column in the upper tables of Table
C.1, C.2, C.3 and C.4 refers to the true number of home wins, away wins and draws.
Overall, slightly more bets are placed on draws when using Betting Strategy
2. Moreover, across all goal models, fewer total bets were placed using Betting
Strategy 2 than Betting Strategy 1. However, no signiﬁcant positive return is seen
using any of the goal models or either betting strategy.
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Table C.1: Results from Betting Strategy 1 - EPL 2011/12: Number of correct bets
over number of bets made on each match outcome (upper table). Returns using
the different goal models (lower table).
Bets
Truth Poisson BP IBP Poission IBP Geometric
Home Win 171 65/166 62/150 49/123 55/136
Draw 93 0/0 0/5 5/29 5/21
Away Win 116 29/140 24/101 14/75 18/82
Returns (in £)
Best Poisson BP IBP Poisson IBP Geometric
Home Win 193.40 2.31 −6.87 −4.28 −1.02
Draw 241.49 0.00 −5.00 −5.35 0.15
Away Win 262.4 −19.01 −12.69 −24.78 −20.01
Total 697.29 −16.70 −24.56 −34.41 −20.88
Average Return 1.83 −0.0439 −0.0646 −0.0906 −0.0549
s.d. Return 1.75 1.61 1.32 1.22 1.25
Table C.2: Results from Betting Strategy 1 - EPL 2012/13: Number of correct bets
over number of bets made on each match outcome (upper table). Returns using
the different goal models (lower table).
Bets
Truth Poisson BP IBP Poission IBP Geometric
Home Win 166 78/197 82/192 76/175 75/177
Draw 108 0/1 1/3 2/11 2/9
Away Win 106 36/143 38/129 30/111 30/121
Returns (in £)
Best Poisson BP IBP Poisson IBP Geometric
Home Win 175.35 −12.45 −6.22 −1.10 −1.41
Draw 256.40 −1.00 2.00 −1.00 1.00
Away Win 223.48 −6.06 12.04 −1.93 −11.13
Total 655.23 −19.51 7.82 −4.03 −11.54
Average Return 1.72 −0.0513 0.0206 −0.0106 −0.0304
s.d. Return 1.38 1.63 1.61 1.39 1.44
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Table C.3: Results from Betting Strategy 2 - EPL 2011/12: Number of correct bets
over number of bets made on each match outcome (upper table). Returns using
the different goal models (lower table).
Bets
Truth Poisson BP IBP Poission IBP Geometric
Home Win 171 32/91 27/75 24/65 25/72
Draw 93 0/0 0/3 2/10 1/5
Away Win 116 15/89 12/56 6/44 9/50
Returns (in £)
Best Poisson BP IBP Poisson IBP Geometric
Home Win 193.4 1.60 −2.25 3.17 −1.96
Draw 241.49 0.00 −3.00 2.00 −0.25
Away Win 262.4 −9.20 1.10 −14.30 −11.55
Total 697.29 −7.60 −4.15 −9.13 −13.76
Average Return 1.83 −0.02 −0.0109 −0.024 −0.0362
s.d. Return 1.75 1.39 1.13 1.02 0.994
Table C.4: Results from Betting Strategy 2 - EPL 2012/13: Number of correct bets
over number of bets made on each match outcome (upper table). Returns using
the different goal models (lower table).
Bets
Truth Poisson BP IBP Poission IBP Geometric
Home Win 166 50/141 52/134 40/111 42/118
Draw 108 0/0 1/1 1/4 2/5
Away Win 106 25/111 22/85 20/78 22/85
Returns (in £)
Best Poisson BP IBP Poisson IBP Geometric
Home Win 175.35 −9.59 1.38 −6.29 −12.91
Draw 256.4 0.00 4.00 1.00 5.00
Away Win 223.48 2.03 6.68 9.36 6.53
Total 655.23 −7.56 12.06 4.07 −1.38
Average Return 1.72 −0.0199 0.0317 0.0107 −0.00363
s.d. Return 1.38 1.54 1.34 1.25 1.27
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D. Conditional Distributions for Gibbs Sampler
In Chapter 4 we introduced the RMCMC system. In §4.4 a simulation was
conducted using the linear Gaussian model (4.2). As the MCMC sampler we use
a Gibbs sampler as the conditional distributions for the states can be explicitly
computed for this model. We now derive these conditional distributions.
For the ﬁrst case in Algorithm 4.6, up to proportionality, we have
f (x1|X2, . . . , Xn,Y1, . . . ,Yn)
∝ exp
�
−1
2
�
xT1Σ
−1
0 x1
�
− 1
2
�
(x2 − Ax1)TΣ−1(x2 − Ax1)
�
−
1
2
�
(y1 − Bx1)TΞ−1(y1 − Bx1)
��
∝ exp
�
−1
2
�
xT1Σ
−1
0 x1 + x
T
1 A
TΣ−1Ax1−
2xT1 A
TΣ−1x2 + xT1 B
TΞ−1Bx1 − 2xT1 BTΞ−1y1
��
∝ exp
�
−1
2
�
xT1
�
Σ−10 + A
TΣ−1A+ BTΞ−1B
�
x1 − 2xT1
�
ATΣ−1x2 + BTΞ−1y1
���
.
Therefore, X1|(X2, . . . , Xn,Y1, . . . ,Yn) ∼ N(µ, S) where
S = Σ−10 + A
TΣ−1A+ BTΞ−1B and µ = S−1
�
ATΣ−1x2 + BTΞ−1y1
�
.
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Further, for t = 2, . . . , (n− 1), we have
f (xt|X1, . . . , Xt−1, Xt+1, . . . , Xn,Y1, . . . ,Yn)
∝ exp
�
−1
2
�
(xt − Axt−1)TΣ−1(xt − Axt−1) + (xt+1 − Axt)TΣ−1(xt+1 − Axt)+
(yt − Bxt)TΞ−1(yt − Bxt)
��
∝ exp
�
−1
2
�
xtΣ−1xt + xTt ATΣ−1Axt + xTt BTΞ−1Bxt − 2xTt Σ−1Axt−1−
2xTt A
TΣ−1xt+1 − 2xTt BTΞ−1yt
��
∝ exp
�
−1
2
�
xt
�
Σ−1 + ATΣ−1A+ BTΞ−1B
�
xt−
2xTt
�
Σ−1Axt−1 + ATΣ−1xt+1 + BTΞ−1yt
���
.
Therefore, Xt|(X1, . . . , Xt−1, Xt+1, . . . , Xn,Y1, . . . ,Yn) ∼ N(µ, S) where
S=Σ−1+ATΣ−1A+ BTΞ−1B and µ=S−1
�
Σ−1Axt−1+ATΣ−1xt+1+BTΞ−1yt
�
.
Lastly,
f (xn|X1, . . . , Xn−1,Y1, . . . ,Yn)
∝ exp
�
−1
2
�
(xn − Axn−1)TΣ−1(xn − Axn−1) + (yn − Bxn)TΞ−1(yn − Bxn)
��
∝ exp
�
−1
2
�
xTnΣ
−1xn + xTn BTΞ−1Bxn − 2xTnΣ−1Axn−1 − 2xTn BTΞ−1yn
��
∝ exp
�
−1
2
�
xTn
�
Σ−1 + BTΞ−1B
�
xn − 2xTn
�
Σ−1Axn−1 + BTΞ−1yn
���
.
Therefore, Xn|(X2, . . . , Xn−1,Y, . . . ,Yn) ∼ N(µ, S) where
S = Σ−1 + BTΞ−1B and µ = S−1
�
Σ−1Axn−1 + BTΞ−1yn
�
.
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Figure E.1: Copyright permission for Gandy & Lau (2013).
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