A recently derived numerical algorithm for one-dimensional one-phase Stefan problems is extended for the purpose of two-phase moving boundary problems in which the second phase first appears only after a finite delay time; this can occur if the phase change is caused by a heat-flux boundary condition. In tandem with the Keller box finite-difference scheme, the so-called boundary immobilization method is used. An important component of the work is the use of variable transformations that must be built into the numerical algorithm to resolve the boundary-condition discontinuity that is associated with the onset of phase change. This allows the delay time until solidification begins to be determined, and gives second-order accuracy in both time and space.
Introduction
Phase-change, or Stefan, problems in which a material melts or solidifies occur in a wide variety of natural and industrial processes. Mathematically, these are special cases of moving-boundary problems, in which the location of the front between the solid and liquid is not known beforehand, but must be determined as part of the solution. Although most activity has been devoted to the classical one-dimensional Stefan problem in which phase change occurs due to a constant heating or cooling temperature, of more practical relevance is the situation where a heat flux or convective boundary condition is imposed. In general, there are no analytical solutions available for these cases and thus numerical methods are necessary. Furthermore, of all the numerical methods that have been applied to the classical problem, only the heat balance integral method has been extended to the non-classical Stefan problem [1] [2] [3] [4] [5] [6] . Whilst this method is popular, an unsatisfactory feature is the use of assumptions on the form of the solution that may not be generally valid; furthermore, the solution obtained is of indeterminate order of accuracy. Amongst the other available numerical methods, the boundary immobilization method, implemented in tandem with the Keller Box scheme, has recently emerged as the most accurate alternative for the classical problem [7] , and the purpose of this paper is to demonstrate the use of this method for the non-classical problem.
There are, however, several obstacles which make the extension non-trivial. Unlike the problems analysed in [7] , which considered a material that was initially at its melting temperature, phase change will not commence instantaneously if the material is not at this temperature, and a central part of the problem is to determine when this actually occurs. Thereafter, it is necessary to determine the location of the moving phase-change boundary and, as in [7] , to consider how numerically to handle the new phase, given that its thickness is initially zero. An initial analysis of the problem was undertaken in [8] , and a principal finding was that the phase-change front starts to grow as (t − t m ) 3/2 , where t m is the time taken for phase change to begin; although similar to that for ablation problems [9] , the initial evolution of the front is different to that for the classical Stefan problem, which has behaviour (t − t m ) 1/2 , with t m = 0. However, the analysis in [8] was incomplete in several respects: 1. the numerical scheme was not able to compute when phase change began; 2. no numerical scheme was given for the entire problem, only for the phase-change stage, and even this was only possible because an analytical expression was available for the initial condition for this stage; 3. the formal accuracy of the numerical scheme was not verified.
The layout of the paper is as follows. In Section 2, we formulate a problem for the solidification, due to a cooling heat flux, of material that is initially above its melting temperature; in Section 3, we nondimensionalize the model equations and transform them to a form more suitable for numerical integration. In Section 4, we explain how the Keller box scheme, in tandem with the boundary immobilization method, is applied to this particular problem. The results are then presented and discussed in Section 5, and conclusions are drawn in Section 6.
Mathematical formulation
Consider the cooling of a liquid, occupying the half-plane y > 0, that is initially at a temperature, T hot , which is greater than its melting temperature, T melt , and which is cooled at y = 0 for time t > 0 by an applied heat flux Q (t). After cooling commences, the temperature of the liquid decreases until some time t m , at which stage solid begins to form at y = 0; subsequently, solid occupies the region 0 ≤ y ≤ y m (t) and liquid occupies y > y m (t), where y m (t) denotes the location of the solidification front. A schematic is shown in Fig. 1 .
Assuming the material properties of the solid and liquid phases to be constant, the governing equations are as follows.
For 0 < t < t m and y > 0, and then t > t m and y > y m (t), we have
where T l is the liquid temperature, k l is the thermal conductivity of the liquid, c pl is its specific heat capacity and ρ l its density. For t > t m and 0 < y < y m (t), we have
where T s is the solid temperature, k s is the thermal conductivity of the solid, c ps is its specific heat capacity and ρ s its density. We assume henceforth that ρ l = ρ s = ρ.
For boundary conditions, we have, at y = y m (t),
and the Stefan condition,
where ∆H f is the latent heat of fusion. At y = 0, we have
where Q (t) > 0. Also, as y → ∞, we have
Since Eq. (1) is a parabolic partial differential equation, it requires an initial condition; for this, we take
An initial condition is also required for (2), although this cannot be set at t = 0 since there is initially no solid; instead this must be set at t = t m , i.e. when solid first appears. Hence, for T s we take
in addition, we must have
Nondimensionalization
It is more convenient to proceed in nondimensional variables. To do this, we writẽ
where .
After dropping the tildes, Eqs. (1) and (2) then become
respectively, where κ = c ps k l /c pl k s . The boundary conditions for T l and T s are then
where K = k s /k l and β = ∆H f /[c pl ∆T ] is the inverse Stefan number. The initial conditions (8) and (9) are, respectively,
Observe that T l < 0 for 0 < t < t m , and so t m is determined as the nondimensional time when T l (0, t) reaches 0.
In order to facilitate the verification of our numerical scheme later on, we choose Q(t) so that there is at least an analytical solution in the pre-solidification stage; it is evidently not possible to choose Q(t) so that there is an analytical solution in the solidification stage also. In particular, we will take Q(t) = 1. Note that if Q(t) is taken to be of the form t α , where α is a real number, then it will still be possible to reduce Eq. (12) to an ordinary differential equation, as happens when we take Q(t) = 1; for physically realistic solutions, in the sense that T is not infinite at t = 0, we would need α > −1/2. Otherwise, if Q(t) is not of the form t a , it would be necessary to solve for T l numerically; in this case, the method we present later in Section 4 can be used.
In consequence, with Q(t) = 1, we have
and, in turn, we obtain t m = π /4. Ultimately, we will require our numerical scheme to be able to compute t m , and to this end we set ζ = t/t m , so that t m appears in the governing equations. Then, in the pre-solidification stage, we solve
with boundary conditions
and initial condition
In addition, we have the condition
which will allow us to determine t m .
The equations for the solidification stage, ζ > 1, are
and initial conditions
the latter being taken from the pre-solidification stage.
Numerical method

Discussion
As in [7, 9, 10] , we focus on developing a numerical scheme centred on the Keller Box method, in tandem with transformed variables and the boundary immobilization method. We begin with the pre-solidification stage.
Pre-solidification stage
As pointed out in [10] , and reiterated in [9] , using a Keller Box scheme to solve an equation such as (23) in y and t variables will not give second-order accuracy for either the dependent variable, T l , or its derivative with respect to y; the reason for this is that there is an inconsistency, or discontinuity, for ∂T l /∂y near (0, 0), since
although note that there is no inconsistency for T l , since
To avoid this difficulty, we must transform variables via
and
Note that (51) has been obtained from observing that since U l (0,ζ ) = −1, We define
whence we will also have g
, where the prime denotes differentiation with respect to z; these will be required in the analysis below.
Solidification stage
For this stage, we set τ = ζ − 1 and
with
(57) note that, in the pre-solidification phase, ξ = y at ζ = 1, which is consistent with the second line in (55), because y m = 0 at ζ = 1. Then, we have
where the dot denotes differentiation with respect to τ ; these are subject to
The initial condition for F l in (64) comes from the fact that θ l (y, ζ ) = −1 +ζ T l (ξ ,ζ ) and so
from the pre-solidification stage, since z = y/ζ and ξ = y − y m , it follows that z = ξ at the start of the solidification stage.
How to proceed now is governed by the fact that y m ∼ (t − t m ) 3/2 as t → t m or, equivalently, y m ∼ τ 3/2 as τ → 0; this was shown in [8] , and that analysis is re-capped in the Appendix. This means that, as τ → 0, Eq. (61) reduces to
, which implies that there is no inconsistency in either F l or ∂F l /∂ξ as τ , ξ → 0. The situation is therefore akin to that in [9] , where it was demonstrated that it was in fact necessary to introduce an inconsistency in order to obtain a numerical scheme that is second-order accurate. Following [9] , we reformulate the problem in terms of the ξ -derivatives of F s and F l . Setting
Eqs. (58)- (64) become
Note that the equations in (68) have been obtained by observing that, since F s (1, τ ) = F l (0, τ ) = 0, it follows that
(0, τ ) = 0; then, we make use of (58) and (59).
Next, we subtract off the initial condition by setting
This gives, only rewriting equations involving the liquid,
Note here the significance of (73): it ensures that a starting similarity solution can be found to (74)- (77), as shown below. Without the substitution, it would be necessary to treat (67) numerically using a double-deck integration scheme, as implemented in [11] and discussed in [9, 10] , which is an altogether more cumbersome task; observe also the appearance in (74) 
Then, Eqs. (66) and (74) become
where the dot now denotes differentiation with respect toτ , and the boundary and initial conditions are
Now, since y m ∼τ 3 asτ → 0 + , on setting y m = ατ
, where α is a constant to be determined, we have
in the limit asτ → 0 + . These have the solutions
where, from (81), the coefficient α satisfies
which corresponds to the results in [8, 10] .
Discretization
Pre-solidification stage
Here, we solve Eq. (40) for 0 <ζ < 1, 0 < z < ∞, subject to (41) and (43). In practice, a finite computational domain of extent z ∞ is used, although z ∞ must be large enough to ensure that the correct asymptotic behaviour as z → ∞ is captured; since θ l is known to decay exponentially as z → ∞, z ∞ = 10 proves to be adequate. We use a uniform mesh with I + 1 and N + 1 points in z andζ variables, respectively; this gives spacings ∆z = z ∞ /I and ∆ζ = 1/N, respectively.
To apply the box scheme, we rewrite (40) as a system of first-order equations:
For a general dependent variable C and general independent variables X and Y , we define the following finite difference operators:
With X =ζ , Y = z, the box scheme applied to Eqs. 
which holds for i = 1, . . . , I − 1. Note that, for brevity we have simply writtenζ , respectively. The same simplification is used forτ , ξ and η in the solidification stage discretizations described below.
The boundary conditions (41) and (42) give
respectively. Finally, (44) gives, for i = 0, 1, . . . , I,
The discretized equations are written as a matrix system which can then be inverted to determine U n+1 i and θ n+1 i
, for i = 1, 2, . . . , I. We do, however, need to determine the value of the unknown t m . This is done by solving the matrix system for some value of t m up toζ = 1 and seeing how well Eq. (45) is satisfied; based on the discrepancy, a new value of t m and the matrix system resolved, with iterations being performed until Eq. (45) is satisfied to within a prescribed criterion.
This procedure can be formally implemented in terms of a nonlinear solver, such as fzero in Matlab, with a suitable initial guess for t m . The function fzero itself is based on a bisection algorithm, and is appropriate enough for this task; there is, therefore, no need to compute derivatives with respect to t m . The computational cost depends on the initial guess for t m , and examples are given in Table 1 ; the system is robust enough so that initial guesses 0.5 and 0.8, for example, both lead to the same prediction of t m up to 16 decimal places. The CPU time has been calculated using Matlab's tictoc command. All computations were performed on a desktop with a 3 GHz Intel Xeon Dual-Core processor and 96 GB RAM. 
which is then discretized, on dropping the subscript ''s'', as
= µτ µ ξĜ 
for i = 1, 2, . . . , I s − 1 and n = 0, 1, 2, . . . . As for the liquid phase, we write (79) as
which is then discretized, on dropping the subscript ''l'', as 
whereas the initial conditions become
Order of accuracy
We will also wish to determine the order of accuracy of the scheme and of the solution. We start this discussion by considering a sequence ∆Y k where
and denote the space coordinates of meshes associated with this sequence by 
for k = 0, 1, 2, . . .; furthermore, the accuracy of the solution with respect to F , p F , is then
As for the accuracy of the scheme with respect to F ,p F , we first definē
for k = 1, 2, . . .; then,
In cases where an exact solution was known and there were no discontinuities in the boundary conditions after reformulation, Mitchell and Vynnycky [7] showed that p F =p F . Furthermore, Mitchell et al. [10] demonstrated that it was also possible to apply this idea to the spatial derivative of F and the location of the moving boundary, which we denote as s for the purpose of this discussion; thus, we set, for k = 0, 1, 2, . . . ,
where v = ∂f /∂y, and
for k = 1, 2, . . ..
As it stands, the above discussion applies to moving boundary problems for which there is only one phase. In order to ensure that this type of accuracy test can be carried out for our current problem, it is clear that we need to extend this to situations with multiple phases and where the number of phases varies with time. In principle, there is no problem in making this extension, provided that ∆τ = ∆ζ , ∆ξ = ∆η = ∆z;
however, there turn out to be other factors to consider. 
Further considerations
The fact that g is not constant, which manifests itself in the third and fourth terms on the right-hand side of Eq. (103), leads to several inter-related numerical issues that must be treated; the ensuing discussion is along the lines of that in [13] , where these issues were resolved for the case of a fixed-boundary problem. First of all, although it is clear that, in practice, a finite computational domain of extent η ∞ has to be chosen, considerably greater care must be taken regarding this choice than in earlier work in order to ensure that the correct asymptotic behaviour is captured as η → ∞. If g is constant, so that the derivatives of g are zero, then since H is known to decay exponentially as η → ∞, η ∞ = 10 proves to be large enough. However, when g is not constant, it is necessary to know how it decays as z → ∞, since this decay must be correctly reflected in the discretized version of Eq. (103); for reference, this is shown for g, g ′ , g ′′ and g ′′′ in Fig. 2 . Since z = ητ , this means that if the value of η ∞ is too small, then the asymptotic decay of g and its derivatives will not be captured in the numerical solution; so, it appears, at first sight, necessary to take
However, the process of determining the accuracy, as described in [12] and applied below, relies on decreasing the value of ∆τ , and it is evident that as k increases, inequality (122) will no longer be satisfied, no matter how large we take η ∞ .
In fact, there turns out to be a tidy resolution to this particular issue. Because the accuracy check requires that solutions are computed numerically for meshes that have different ∆η, it does not require η ∞ be the same for each refinement; consequently, if we double η ∞ and increase I l fourfold, then we will simultaneously halve the size of ∆η-exactly what is necessary when performing accuracy checks for problems posed on finite domains.
The One of the appealing features of the double-deck schemes in [11, 14] was that this issue was resolved simply by dropping points systematically from the upper deck; thus, there was no need to introduce new arbitrary points. Here, we adopt a different approach: when g is required at (η i ,τ n ), we interpolate the value of g(η iτn ) from (g i ) i=0,...,I if η iτn < z I ; otherwise, if η iτn η i ≥ z I , we set g(τ n η i ) = g I . As we will show in Section 5, this turns out to have no adverse effects on the accuracy of the scheme.
Results
Pre-solidification stage
First, we consider the numerical accuracy of the three schemes used for the pre-solidification stage. Tables 2-4 compare the values of E n T l ,k , E n U l ,k , E n V l ,k and E n W l ,k and p atζ = 1 for a sequence of progressively finer meshes. As is evident, from these tables, we find that p = 2 for all of these cases, as expected. Note that second order convergence for t m is also given in Table 2 . 2.00071 Table 3 Comparison of the order of accuracy of the numerical solution, solving (46)- (49) 2.01465 Table 4 Comparison of the order of accuracy of the numerical solution, solving (50)- (53) 
2.00019
Table 5
Comparison of the order of accuracy of the numerical scheme, solving (100)-(113) atτ = 1, with ∆ζ /∆z = ∆τ /∆ξ = ∆τ /∆η = 0.2, z ∞ = 8 and η ∞ = 50.
∆z, ∆ξ , ∆η (k)
Results in the solid Results in the liquid Table 5 shows the values ofp for G,Ĝ, H,Ĥ and y m atτ = 1; here, we see convincing evidence thatp = 2 for all variables, which is the key result of this work. Note that this problem corresponds to the case D considered in [13] , albeit now for a moving-boundary problem rather than a fixed-boundary problem, since we have
Solidification stage
i.e. there is no inconsistency in either T l or ∂T l /∂y as y → 0, t → t + m , as indicated earlier.
As in [13] , it is perhaps, at first sight, surprising that we have managed to obtainp = 2 for all variables in Table 5 , even though inequality (122) is not satisfied on the finest mesh. The reason appears to be that the equation being solved, namely (103), contains
; consequently, as ∆τ is decreased, the size of this source term decreases. It is evident that the largest value that this term can take -and hence which the method neglects, because of the finiteness of the computational 
Table 6
Data used to generate Fig. 3 , in tabulated form. 
Thus, in Table 5 , this appears to be small enough to ensurep converges to 2. As a corollary, we can note this as being a further positive side-effect of using similarity-like variables rather than the original physical variables, even though the problem does not actually have a similarity solution.
Lastly, Fig. 3 shows y m as a function of t for three different meshes; we have also included the solution y m = α (t − t m )
which is valid as t → t + m . This figure demonstrates how the analytical profile diverges from the numerical solutions as t increases, and also that the numerical solutions for the three meshes are virtually indistinguishable from other; the data used to generate Fig. 3 is tabulated in Table 6 , and the CPU times required to generate solutions for k = 0, 1, . . . , 5 are given in Table 7 . 
Conclusions
In this paper, we have considered the solidification due to a cooling heat flux of material that is initially above its melting temperature. Using earlier analysis which demonstrated that the front starts to grow as (t − t m ) 3/2 , the Keller box finitedifference scheme and the so-called boundary immobilization method were coupled together to yield a numerical scheme which maintains second-order accuracy in time and space variables, in spite of a discontinuity in the boundary conditions.
Although this paper has considered explicitly the case of a heat-flux (Neumann) cooling condition, the appropriate analysis for the case when a convective cooling (Robin) condition will be qualitatively similar; in particular, we expect to find that the front grows as (t − t m ) 3/2 . Furthermore, the analysis presented here also forms the basis for analysing melting and solidification problems in finite slabs, as considered recently by Roday and Kazmierczak [4] [5] [6] using heat-balance integral methods.
A particular practical application of this method is to models for continuous casting processes [15] [16] [17] [18] [19] ; although these models are neither one-dimensional, nor transient, the spatial coordinate along the direction of casting acts as a time-like variable, with the casting velocity as a constant of proportionality, and with t m being proportional to the distance from the inlet along the mould wall at which molten metal begins to solidify. Since casting geometries are typically slender, a planar two-dimensional, or axisymmetric, steady state model can be reformulated as a one-dimensional transient model, as in this paper. however, it is now not possible for the term from the solid region to participate in the order balance for the Stefan condition (60) at the next highest order, i.e. (t − t m ) α−1 , since this would need α = 0. An alternative would be to miss out the contribution of the solid region completely at this order, which requires α > 1; in any case, it is necessary to know the behaviour of G as t → t where G o (0) = 0 and G o (∞) = −1. For the case when λ = 0, a closed-form expression in integral form is given by Carslaw and Jaeger [20] . Their analysis, which is based on the use of Fourier transforms defined for −∞ < ξ < ∞, can be exploited here even when λ ̸ = 0; we omit the majority of the details and quote the solution for G as
