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On Error Detection in Asymmetric Channels
Mladen Kovacˇevic´, Member, IEEE
Abstract—We study the error detection problem in q-ary
asymmetric channels wherein every input symbol xi is mapped
to an output symbol yi satisfying yi ≥ xi . A general setting
is assumed where the noise vectors are (potentially) restricted
in: 1) the amplitude, yi − xi ≤ a, 2) the Hamming weight,∑n
i=1
1{yi 6=xi} ≤ h6 6 , and 3) the total weight,
∑n
i=1
(yi − xi) ≤ t.
Optimal codes detecting these types of errors are described for
certain sets of parameters a, h, t, both in the standard and in the
cyclic (mod q) version of the problem. It is also demonstrated
that these codes are optimal in the large alphabet limit for every
a, h, t and every block-length n.
Index Terms—Asymmetric channel, limited-magnitude error,
flash memory, noisy typewriter, optimal code, lattice packing.
I. INTRODUCTION
PHYSICAL properties of certain optical and flash memorydevices that are used for information storage and trans-
mission are such that the received symbol (voltage, number of
photons, etc.) can never be larger than the corresponding trans-
mitted symbol.1 For this reason, the resulting communication
models are usually referred to as asymmetric channels. In the
present paper we study the problem of error detection in such
channels. In particular, we analyze the effect of the amplitude,
the Hamming weight, and the total weight of noise vectors on
the size of optimal error-detecting codes. This approach unifies
and generalizes several known error models from the literature.
Our main results are proofs of optimality of a family of error-
detecting codes for some classes of channel parameters, and
a proof that the same family is optimal in the limit of large
alphabets for all channel parameters and all block-lengths.
The paper is structured as follows. In Section II we give
a description of the type of asymmetric channels we have in
mind and the problem that will be analyzed in the sequel, as
well as a brief overview of the relevant literature. Sections
III, IV, V contain our main results concerning optimal error-
detecting codes for asymmetric channels with infinite, finite,
and cyclic alphabets, respectively. A brief conclusion and some
pointers for further work are stated in Section VI.
II. MODEL DESCRIPTION AND PROBLEM FORMULATION
Let A denote the channel alphabet, which we shall take to be
either Z—the set of all integers—or a subset of Z of the form
{0, 1, . . . , q−1}. For any input vector x = (x1, . . . , xn) ∈ A
n,
the channel outputs a vector y = (y1, . . . , yn) ∈ A
n satisfying
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1For convenience, we assume that the received symbol cannot be smaller
than the transmitted one, which is of course equivalent.
(a) (2, 1, ·)-asymmetric errors. (b) (·, ·, 2)-asymmetric errors.
(c) (2, ·, 3)-asymmetric errors. (d) (2, ·, ·)-asymmetric errors.
Fig. 1: The region Output(0)—the set of channel outputs
that can be produced by the input vector 0 (depicted as black
dot)—for various channel parameters and block-length n = 2.
the following conditions:
1) 0 ≤ yi − xi ≤ a,
2)
∑n
i=1 1{yi 6=xi} ≤ h,
3)
∑n
i=1(yi − xi) ≤ t.
Hence, we consider asymmetric channels with additional con-
straints imposed on: 1) the amplitude of the noise at each
coordinate (so-called limited-magnitude errors), 2) the number
of symbols hit by noise, i.e., the Hamming weight of the error
vector y− x, and 3) the total weight of the error vector. The
error vectors satisfying the above constraints will be referred
to as (a, h, t)-asymmetric errors. Note that the situations where
only some of the above three constraints are imposed on
the noise are special cases of our setting. Namely, by taking
a = t the constraint 1) is effectively excluded (i.e., becomes
redundant), as it is when a = q− 1 in the finite alphabet case.
Similarly, one can exclude constraint 2) by setting h = n,
and constraint 3) by setting t = ah. We shall refer to the
(q − 1, n, t)-asymmetric errors (when only the constraint 3)
is in effect) as the (·, ·, t)-asymmetric errors, and similarly for
the other cases. Hence, the ‘·’ indicates that the corresponding
constraint is either redundant, or is not being considered at all.
Convention: To avoid discussing trivial cases, as well as
to simplify the exposition, we shall assume hereafter that
q, n, a, h, t are positive integers satisfying a ≤ q − 1 (in the
finite alphabet case), a ≤ t ≤ ah, and h ≤ n. N
For x ∈ An, denote by Output(x) the set of all channel
outputs y ∈ An that can be produced by the input x and
the noise vectors satisfying the constraints 1)–3) (see Figure
1). The dependence of Output(x) on the parameters a, h, t is
suppressed for notational simplicity; this should not cause any
confusion.
2A code C ⊆ An is said to detect certain error patterns if
no codeword x can produce another codeword y 6= x at the
channel output, when any of those error patterns occur. In
symbols, if x ∈ C and y ∈ Output(x), y 6= x, then y /∈ C.
This ensures that the received vector is either the transmitted
codeword, or not a codeword at all, meaning that the receiver
can unambiguously determine whether an error has happened
during transmission. Our object of study in this paper are codes
detecting (a, h, t)-asymmetric errors;2 they will be referred to
as (a, h, t)-asymmetric-error-detecting codes, or (a, h, t)-AED
codes for short.
Related work
The work most closely related to ours, in which optimal
(·, ·, t)-AED codes over q-ary alphabets were determined, is
[3]. In fact, we show that the same family of codes that
was studied there remains optimal in the case of (a, h, t)-
asymmetric errors in some instances. We also extend and
generalize the results of [3] to infinite alphabets.
The mentioned construction from [3] was also used in [1]
for the (a, ·, ·) case, and a very similar construction (also for
the (a, ·, ·) case, but in a quite different setting) appears in
[13]. Systematic (a, ·, ·)-AED codes (as well as (a, h, ·)-AED
codes) were studied in [9].
Some other works on the error detection problem in asym-
metric channels should also be mentioned, e.g., [2], [4], [5],
[6], [7], [14]. All of these works are focused on special cases of
the model introduced above—(·, ·, t), (a, h, ·), binary alphabet,
etc. In [16], a generalization of the (·, ·, t) error model is
studied where both positive and negative errors are allowed.
Finally, for a study of the error correction problem in
asymmetric channels we refer the reader to [10]; see also [8],
[11], [12], [15], [17] for some of the more recent works.
III. ASYMMETRIC CHANNELS WITH INFINITE ALPHABET
We first consider the case when the channel alphabet is the
set of all integers Z. Though this is clearly not practically
motivated, there are several reasons why these results are
relevant for the study of communication over asymmetric
channels. First, this will provide geometric intuition about the
problem and allow us to “visualize” AED codes. Second, the
codes described below will be shown optimal for all channel
parameters in the infinite alphabet case, suggesting that the
corresponding codes in the finite alphabet case are nearly
optimal, at least in some asymptotic regimes. In fact, as we
already mentioned, they will be proven optimal in some special
instances of the finite alphabet case as well. Third, infinite
alphabet can be seen as a limiting case and an approximation
of a finite alphabet; this is relevant in situations where the
alphabet size q is large compared to the “error radius” t.
Before stating the results we need a few definitions. To
quantify what it means for a code in Zn to be optimal, we
define the density of C ⊆ Zn as follows:
µ(C) := lim
k→∞
|C ∩ {−k, . . . , k}n|
(2k + 1)n
. (1)
2Codes detecting asymmetric errors can also detect so-called unidirectional
errors—errors which are either positive or negative within a codeword, but
the sign is not known in advance; see, e.g., [5].
This parameter represents the infinite-space analog of the
cardinality of codes in finite spaces. In case the limit in (1)
does not exist, one can naturally define the upper (µ(C)) and
the lower (µ(C)) density by replacing lim with lim sup and
lim inf , respectively. We say that C is an optimal (a, h, t)-AED
code in Zn if no (a, h, t)-AED code in Zn has upper density
larger than µ(C). A code C ⊆ Zn is said to be linear if it is
a sublattice of Zn, i.e., if (C,+) is a subgroup of (Zn,+).
For a linear code we have µ(C) = 1|Zn/C| , where Z
n/C is the
quotient group of the lattice C.
For S ⊂ Zn, we say that (S, C) is a packing in Zn if the
translates x + S and y + S are disjoint for any two distinct
codewords x,y ∈ C (here x+S = {x+ s : s ∈ S}). If (S, C)
is a packing and 0 ∈ S, then each of these translates contains
exactly one codeword, and so we must have µ(C) ≤ 1|S| .
The following claim gives an upper bound on the density
of (a, h, t)-AED codes in Zn.
Theorem 1: Let C be an (a, h, t)-AED code in Zn. Then
µ(C) ≤ 1t+1 .
Proof: Let ei be the unit vector having a 1 at the i’th
coordinate and 0’s elsewhere. Observe the following vectors:
0, e1, 2 · e1, . . . , a · e1,
a · e1 + e2, . . . , a · e1 + a · e2,
...
a · e1 + a · e2 + · · ·+ a · ek−1 + αk · ek
(2)
where the list extends until one of the constraints on the noise
is violated. In other words, the last vector on the list is of the
form
∑h
i=1 αi · ei, where, for some k ∈ {1, . . . , h}, αi = a
for all i < k, αi = 0 for all i > k, and
∑k
i=1 αi = t.
Denote the set of all vectors on the resulting list by S, and
note that |S| = t+1. An important observation about this set
is that, for any two vectors f ,g ∈ S, where f precedes g on
the list (2), the vector g− f satisfies all the noise constraints:
g − f =
∑h
i=1 γi · ei with 0 ≤ γi ≤ a and
∑h
i=1 γi ≤ t.
This means that, for any two such vectors f ,g we must have
g− f ∈ Output(0).
Now, let C ⊆ Zn be an (a, h, t)–AED code, |C| ≥ 2. We claim
that (S, C) is a packing in Zn. Suppose that this is not the case,
i.e., that x + f = y + g for two distinct codewords x,y ∈ C
and two distinct vectors f ,g ∈ S. Without loss of generality,
we can assume that f precedes g on the list (2). We then have
g−f ∈ Output(0) and so x = y+g−f ∈ Output(y), which
means that the code C is not (a, h, t)-AED, a contradiction.
Therefore, any (a, h, t)-AED code defines a packing of the set
S in Zn, and so its density cannot exceed 1|S| =
1
t+1 .
We next give an explicit construction of linear codes
achieving the upper bound just derived. A particular such code
is depicted in Figure 2.
Theorem 2: The code
C(n; t) :=
{
x ∈ Zn :
n∑
i=1
xi ≡ 0 mod (t+ 1)
}
(3)
is an optimal (a, h, t)-AED code in Zn.
3Fig. 2: The code C(2; 2) ⊆ Z2 and an illustration of its (2, 1, ·)-
AED property. Codewords are depicted as black dots.
Proof: Due to our assumptions about the noise, each
of the allowed error vectors from Output(0) can change
the sum of the codeword symbols,
∑n
i=1 xi, by at most t.
Therefore, no codeword of C(n; t), other than the one that
was transmitted, can be produced at the output of the channel,
proving that this code is indeed (a, h, t)-AED. To demonstrate
its optimality, observe that the quotient group of the lattice
C(n; t) is Zn/C(n; t) ∼= Zt+1. The density of C(n; t) is
therefore µ (C(n; t)) = 1|Zt+1| =
1
t+1 , which is by Theorem
1 the largest possible value.
The code C(n; t) can also be written in the form C(n; t) ={
ξ ·G(n; t) : ξ ∈ Zn
}
, where G(n; t) is an n× n generator
matrix:
G(n; t) =


t+ 1 0 0 · · · 0
−1 1 0 · · · 0
−1 0 1 · · · 0
...
...
...
. . .
...
−1 0 0 · · · 1

 . (4)
Remark 3: Note that the codes C(n; t)—optimal (a, h, t)-
AED codes in Zn—do not depend on the parameters a, h,
a somewhat counter-intuitive fact. Hence, detecting (·, ·, t)-
asymmetric errors incurs no loss in code efficiency compared
to the case of detecting more restrictive (a, h, t)-asymmetric
errors. The corresponding statement for error-correcting codes
is in general false. Note that the density of C(n; t) is indepen-
dent of the block-length n as well.3 N
IV. ASYMMETRIC CHANNELS WITH FINITE ALPHABET
The main idea in constructing codes over finite alphabets
is simple: take an (a, h, t)-AED code in Zn and restrict it to
the hypercube {0, 1, . . . , q − 1}n. This will clearly yield an
(a, h, t)-AED code with alphabet [q] := {0, 1, . . . , q− 1}. We
say that C is an optimal (a, h, t)-AED code in [q]n if it has
the largest cardinality among all (a, h, t)-AED codes in [q]n.
Since the code C(n; t) from (3) is optimal in Zn, it is
natural to take it, or any of its translations, as the basis for
3In the finite alphabet case, it is known that the number of redundant
symbols of an optimal (·, ·, t)-AED code depends only on t and not on the
block-length n, see for example [3], [4], [5].
construction. In other words, we consider codes in [q]n of the
form (z+ C(n; t))∩ [q]n, for an arbitrary vector z ∈ Zn. The
resulting family of codes can be written as
C(j)q (n; t) :=
{
x ∈ [q]n :
n∑
i=1
xi ≡ j mod (t+ 1)
}
, (5)
where j ∈ {0, 1, . . . , t}. The cardinality of C
(j)
q (n; t) is maxi-
mized (with respect to j) for j = j∗ := ⌊ (q−1)n2 ⌋ mod (t+1),
see [3].
The codes C
(j∗)
q (n; t) are known [3] to be optimal (·, ·, t)-
AED codes for every q, n, t. We prove below their optimality
in some other cases as well. The proof method from [3],
however, does not seem to be applicable to these cases due to
a different shape of the regions Output(x).
Theorem 4: Let C be a (·, h, t)-AED code in [q]n. Then
|C| ≤ qn−1⌈ qt+1⌉.
Proof: Partition the space [q]n into qn−1 “lines”, each
containing q points whose coordinates 2, . . . , n are fixed and
the first coordinate varies through [q]. If x = (x1, x2, . . . , xn)
is a codeword of a (·, h, t)-AED code, then (x1+k, x2, . . . , xn)
cannot be a codeword for any 1 ≤ k ≤ t, because
(x1 + k, x2, . . . , xn) ∈ Output(x). This implies that each of
the mentioned lines contains at most ⌈ qt+1⌉ codewords, and
therefore |C| ≤ qn−1⌈ qt+1⌉.
Theorem 5: Suppose that t + 1 divides q. Then the codes
C
(j)
q (n; t) are optimal (·, h, t)-AED codes in [q]n. Their cardi-
nality is
∣∣C(j)q (n; t)∣∣ = qnt+1 , ∀j ∈ {0, 1, . . . , t}.
Proof: For every choice of the values x1, . . . , xn−1 ∈ [q]
there are qt+1 possible values of xn ∈ [q] satisfying the
congruence
∑n
i=1 xi ≡ j mod (t + 1), for any fixed j.
Therefore, |C
(j)
q (n; t)| = qn−1 ·
q
t+1 for all j ∈ {0, 1, . . . , t},
which is by Theorem 4 the largest possible value.
The following statement refers to codes detecting a single
(h = 1) asymmetric error, with no bound on the amplitude
of the error, other than the implicit one a ≤ q − 1. It
is a special case of Theorem 5 but we state it separately
nonetheless because the corresponding problem for error
correction has been studied in some detail in the literature
[11], [12], [18].
Corollary 6: The codes C
(j)
q (n; q − 1) are optimal (·, 1, ·)-
AED codes in [q]n. Their cardinality is
∣∣C(j)q (n; q−1)∣∣ = qn−1,
∀j ∈ {0, 1, . . . , q − 1}.
Proof: Take t = q − 1 in Theorem 5 and notice that
(·, 1, q − 1)-asymmetric errors are in fact (·, 1, ·)-asymmetric
errors.
It should be noted that the codes C
(j)
q (n; t) are not optimal
for general (a, h, t)-asymmetric errors—counterexamples can
be constructed for small values of these parameters (see [1]
for a counterexample for the (a, ·, ·) case).
V. ASYMMETRIC CHANNELS WITH CYCLIC ALPHABET
In this section we discuss briefly the cyclic version of the
asymmetric channel (as in, e.g., [11], [17]). Our motivating
example is the so-called noisy typewriter channel wherein each
transmitted symbol xi is received as either xi, or xi+1 mod q.
Let +q denote addition modulo q. The cyclic asymmetric
channel we have in mind is defined as follows: for any input
4vector x ∈ [q]n the channel outputs y = x +q f ∈ [q]
n,
where f ∈ [q]n is an arbitrary noise vector satisfying the
constraints 1)–3) described in Section II. Hence, the model
is the same as before, the only difference being that the sum
of the input vector and the noise vector is now taken mod q;
in other words, we now allow the errors to “wrap around”. To
distinguish between cyclic and non-cyclic cases, we shall refer
to the errors just described as (a, h, t)◦-asymmetric errors, and
similarly for the corresponding codes.
The code space in this setting can be represented as the torus
Z
n
q in which there are no “boundary effects” that are present
in the non-cyclic case. This enables one to derive a simple
upper bound on the cardinality of optimal codes by using a
method identical to the one used for the infinite alphabet case.
Theorem 7: Let C be an (a, h, t)◦-AED code in [q]n. Then
|C| ≤ q
n
t+1 .
Proof: Analogous to the proof of Theorem 1.
We next identify a class of parameters for which the above
bound is tight. (As we shall point out in Section VI, it cannot
be tight in general.)
Theorem 8: Suppose that t + 1 divides q. Then the codes
C
(j)
q (n; t) are optimal (a, h, t)◦-AED codes in [q]n.
Proof: We have shown in Theorem 5 that
∣∣C(j)q (n; t)∣∣ =
qn
t+1 when t+1 divides q, which is by Theorem 7 the maximum
possible cardinality of an (a, h, t)◦-AED code in [q]n. It is left
to prove that C
(j)
q (n; t) are indeed (a, h, t)◦-AED. We prove
this fact below for j = 0; the statement for an arbitrary j is
an easy consequence. The key observation is that, when t+1
divides q,
{
x ∈ Zn : ∃x′ ∈ C
(0)
q (n; t) s.t. x ≡ x′ mod q
}
=
C(n; t), which follows from the definition of the codes C(n; t)
and C
(0)
q (n; t). In other words, the code C(n; t) is a periodic
extension to Zn of the code C
(0)
q (n; t). With this interpretation
in mind it is easy to see that the statement that C
(0)
q (n; t) is
(a, h, t)◦-AED is equivalent to the statement that C(n; t) is
(a, h, t)-AED, which we already know is true.
Corollary 9: The codes C
(j)
q (n; q− 1) are optimal (·, 1, ·)◦-
AED codes in [q]n.
VI. CONCLUDING REMARKS AND FURTHER WORK
The problem we have addressed in this letter is that of
finding optimal error-detecting codes for asymmetric channels
with various constraints on the noise. The solution has been
obtained in the infinite alphabet case for all parameters, but for
finite alphabets the general question is still open. The task of
settling it for every q, n, a, h, t may turn out to be too difficult
and it is instructive to focus on asymptotic optimality instead.
For example, observe the regime where q, a, h, t are fixed
and n → ∞. Note that
{
C
(j)
q (n; t) : j ∈ {0, 1, . . . , t}
}
is a partition of [q]n, meaning that the codes in this set
are mutually disjoint and their union is all of [q]n. It is
not difficult to argue that the members of this partition are
of “approximately the same cardinality” for large n, and
consequently
∣∣C(j)q (n; t)∣∣ ∼ qnt+1 for any j ∈ {0, 1, . . . , t}
(here an ∼ bn is a shorthand for limn→∞
an
bn
= 1). Whether
this family of codes is asymptotically optimal is an interesting
question which we summarize below. In light of Theorem 2
one may conjecture that the answer is positive.
Problem: Fix q, a, h, t, and let Dq(n; a, h, t) denote the
size of an optimal (a, h, t)-AED code in [q]n. Is it true that
Dq(n; a, h, t) ∼
qn
t+1 as n→∞? N
As for the cyclic case, we note that the cardinality of optimal
codes cannot scale as q
n
t+1 in general. For example, a code is
(·, h, ·)◦-AED if and only if its minimum Hamming distance is
> h, and it is known that such codes cannot have size ∼ cqn
for h ≥ 2 (this follows from the sphere packing bound in the
q-ary Hamming space).
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