Hessian Measures III  by Trudinger, Neil S. & Wang, Xu-Jia
Journal of Functional Analysis 193, 1–23 (2002)
doi:10.1006/jfan.2001.3925HessianMeasures III1
Neil S. Trudinger2 and Xu-Jia Wang
Centre for Mathematics and Its Applications, Australian National University, Canberra,
ACT 0200, Australia
E-mail: neil.trudinger@anu.edu.au,wang@maths.anu.edu.au
Communicated by R. B. Melrose
Received December 6, 1999; accepted October 31, 2001
In this paper, we continue previous investigations into the theory of Hessian
measures. We extend our weak continuity result to the case of mixed k-Hessian
measures associated with k-tuples of k-convex functions, on domains in Euclidean
n-space, k ¼ 1; 2; . . . ; n. Applications are given to capacity, quasicontinuity, and the
Dirichlet problem, with inhomogeneous terms, continuous with respect to capacity
or combinations of Dirac measures. # 2002 Elsevier Science (USA)
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problem1. INTRODUCTION
In our previous papers [7, 8], we introduced the notion of k-Hessian
measure, associated to certain upper semi-continuous functions through the
k-Hessian operators, Fk, and proved the weak convergence of Hessian
measures with respect to the pointwise convergence of functions. For
k ¼ 1; . . . ; n and u 2 C2ðOÞ, the k-Hessian operator, Fk, is deﬁned by
Fk½u ¼ SkðlðD2uÞÞ; ð1:1Þ
where l ¼ ðl1; . . . ; lnÞ denotes the eigenvalues of the Hessian matrix of
second derivatives, D2u, and Sk is the kth elementary symmetric function in
Rn, given by
SkðlÞ ¼
X
i155ik
li1 ; . . . lik : ð1:2Þ
That is, Fk½u ¼ ½D2uk, the sum of the k  k principal minors of D
2u, which
may also be called the k-trace of D2u.
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TRUDINGER AND WANG2Associated with Fk, we introduce the notion of k-convexity (or k-
subharmonicity, alternatively). An upper semi-continuous function u :O!
½
1;1Þ is called k-convex in O if it is subharmonic with respect to the
operator Fk, that is, Fk½q50 for all quadratic polynomials q for which the
difference u
 q has a ﬁnite local maximum in O. We will also call a k-
convex function proper if it does not assume the value 
1 identically on
any component of O and denote the class of proper k-convex functions in O
by FkðOÞ. A function u 2 C2ðOÞ is k-convex if and only if lðD2uÞ lies in the
convex cone
Gk ¼ fl 2 Rn j SjðlÞ50; j ¼ 1; . . . ; kg: ð1:3Þ
A basic property of k-convex functions is that if u 2 FkðOÞ, then u 2 L1locðOÞ
and the molliﬁcation uh ¼ u*rh is k-convex in Oh, where Oh ¼ fx 2 O j
distðx;OÞ > hg; see [8].
In this paper, we introduce mixed Hessian measures corresponding to
mixed Hessian operators, F˜k, determined by the polarized form S˜k of Sk,
and prove their weak continuity with respect to pointwise convergence (or
equivalently local L1 convergence) in Theorem 2.4. Our approach follows
that in [8], with the crucial local gradient estimates being extended to the
mixed case in Lemma 2.1. Using the multilinearity of mixed measures, we
are able to deﬁne signed Hessian measures associated with differences of k-
convex functions. In Section 3, we introduce a notion of k-Hessian capacity
and using our convergence results from Section 2, we prove the
corresponding quasicontinuity of k-convex functions, Theorem 3.2, together
with an improvement of earlier monotonicity results for continuous
functions, Theorem 3.3. A further notion of capacity is also introduced,
yielding a further monotonicity result, Theorem 3.4. In the ﬁnal section, we
consider comparison and uniqueness results for the Dirichlet problem,
mk½u ¼ n in O;
u ¼ j1 on @O;
ð1:4Þ
where n is a non-negative Borel measure and j a continuous function on @O.
A comparison principle is established for measures n which are continuous
with respect to capacity, Theorem 4.1. Finally, we prove a uniqueness result
for Dirac measures n, Theorem 4.5, or more general measures n which are
ﬁnite combinations of measures, continuous with respect to capacity, and
Dirac measures, Theorem 4.6.
HESSIAN MEASURES III 32. MIXED HESSIAN MEASURES
Let S˜k : ðRnÞ
k ! R be the polarized form of the k-homogeneous
polynomial Sk. It is uniquely characterized by being linear in each
argument, li 2 Rn; i ¼ 1; . . . ; k, invariant under permutation of li, and
satisfying
S˜kðl; . . . ; lÞ ¼ SkðlÞ ð2:1Þ
for l 2 Rn. Explicitly, we have the formula
S˜kðl
1; . . . ; lkÞ ¼
1
k!
X
i1==ik
l1i1    l
k
ik
: ð2:2Þ
A fundamental inequality of Garding [3],
S˜kðl
1; . . . ; lkÞ5
Yk
s¼1
½Skðl
sÞ1=k ð2:3Þ
for l1; . . . ; lk 2 Gk, guarantees S˜k50 on ðGkÞ
k.
For u1; . . . ; uk 2 C2ðOÞ, we introduce the mixed k-Hessian operator:
F˜k½u1; . . . ; uk ¼ S˜kðlðD2u1Þ; . . . ; lðD2ukÞÞ: ð2:4Þ
From the above properties of S˜k, we see immediately that F˜k is linear in each
us 2 C2ðOÞ, s ¼ 1; . . . ; k, invariant under permutations and
F˜k½u; . . . ; u ¼ Fk½u ð2:5Þ
for any u 2 C2ðOÞ. Moreover, we have the explicit representation
F˜k½u1; . . . ; uk ¼
1
k!
X
di1;...;ikj1;...; jk u
1
i1;j1
   ukikjk ; ð2:6Þ
where usij ¼ Diju
s; i; j ¼ 1; . . . ; n, s ¼ 1; . . . ; k, and di1;...;ikj1;...; jk denotes the
generalized Kronecker delta, which vanishes if ði1; . . . ; ikÞ=ð j1; . . . ; jkÞ and
equals1 according to whether ði1; . . . ; ikÞ is an even or odd permutation of
ðj1; . . . ; jkÞ. Let
F˜
ij
k ½u
1; . . . ; uk
1 ¼
@
@ukij
S˜k½lðD2u1Þ; . . . ; lðD2ukÞ ð2:7Þ
be the coefﬁcient of ukij in (2.6). Then, we have
F˜
ij
k ½u; . . . ; u ¼
1
k
F
ij
k ½u; ð2:8Þ
TRUDINGER AND WANG4where
F
ij
k ½u ¼
@
@uij
Sk½lðD2uÞ: ð2:9Þ
It is easy to check that
DiF˜
ij
k ½u
1; . . . ; uk
1 ¼ 0; j ¼ 1; . . . ; n: ð2:10Þ
Hence, we may write F˜k in the divergence form
F˜k½u1; . . . ; uk ¼
X
ukijF˜
ij
k ½u
1; . . . ; uk
1
¼
X
DifF˜
ij
k ½u
1; . . . ; uk
1Djukg: ð2:11Þ
By (2.3), we have
F˜k½u1; . . . ; uk5
Yk
s¼1
F
1=k
k ½u
s ð2:12Þ
for u1; . . . ; uk 2 FkðOÞ \ C2ðOÞ, while the matrix
½F˜ ijk ½u
1; . . . ; uk
150 ð2:13Þ
for u1; . . . ; uk
1 2 FkðOÞ \ C2ðOÞ, with trace given by
F˜ iik ½u
1; . . . ; uk
1 ¼
n
 k þ 1
k
F˜k
1½u1; . . . ; uk
1 ð2:14Þ
for k52.
The local estimates, Theorems 3.1, 4.1 and 4.3 in our previous paper [8]
are readily extended to mixed Hessian operators.
Lemma 2.1. Let u1; . . . ; uk 2 FkðOÞ \ C2ðOÞ satisfy ui40 in O;
R
O ju
i j41;
i ¼ 1; . . . ; k. Then, we have the estimatesZ
O0
F˜k½u1; . . . ; uk4C; ð2:15Þ
Z
O0
jukjpF˜l ½u1; . . . ; ul 4C; ð2:16Þ
Z
O0
jDuk jqF˜l ½u1; . . . ; ul 4C; ð2:17Þ
HESSIAN MEASURES III 5for any subdomain O0  O; l ¼ 1; . . . ; k, and exponents p; q50 satisfying
p5nðk
lÞ
n
2k if 2k5n; q5
nðk
lÞ
n
k if k5n, where C is a constant depending on
O; O0; n; k, and l; p; q as appropriate.
Proof. Setting v ¼
P
ui, by linearity and Garding’s inequality (2.3), we
have
F˜k½u1; . . . ; uk4F˜k½v; . . . ; v ¼ Fk½v
and
juk jpF˜l ½u1; . . . ; ul 4jvjpFl ½v
and hence (2.15) and (2.16) follow immediately from the corresponding
inequalities, (3.1), (4.24) in [8]. To obtain (2.17), we write w ¼
Pl
i¼1 ui,
wk ¼ w þ uk, so that
jDuk jqF˜l ½u1; . . . ; ul 4 ðjDwj þ jDwk jÞ
qF˜l ½u1; . . . ; ul 
4 2q jDwjqF˜l ½w; . . . ; w þ jDwkjqF˜l ½wk; . . . ; wk
 
and again (2.17) follows from the corresponding inequality (4.1) in [8]. ]
Remark 2.1. Letting Z50; 2 C10ðOÞ, we have by (2.11) and (2.14),Z
O
ZF˜k½u1; . . . ; uk ¼ 

Z
O
F˜
ij
k ½u
1; . . . ; uk
1DiZDjuk
4
n
 k þ 1
k
Z
O
F˜k
1½u1; . . . ; uk
1jDZj jDuk j; ð2:18Þ
so that (2.15) follows from (2.17). By the proof of Theorem 4.3 in [8], (2.16)
is also a consequence of (2.17). Accordingly, Lemma 2.1 can be derived
directly from Theorem 4.1 in [8], whose proof is purely local, thereby
avoiding the global existence theory [2] as used in our proof of Theorem 3.1
in [8].
With the help of (2.15)–(2.17), we can prove
Lemma 2.2. Let Br ¼ Brð0Þ  BRð0Þ ¼ BR be concentric balls. Let
w1; . . . ; wk
1; v1; v240; 2 C2ðBRÞ \ FkðBRÞ. Suppose jjwsjjL1ðBRÞ41, jjv
i jjL1ðBRÞ
41; s ¼ 1; . . . ; k 
 1; i ¼ 1; 2. Then for any e > 0, there exists d > 0
depending only on r; R; n; k, and e, such that if jjv1 
 v2jjL1ðBRÞ5d,Z
Br
F˜k
1½w1; . . . ; wk
1jv1 
 v2j4e: ð2:19Þ
TRUDINGER AND WANG6Proof. Let Ae ¼ fx 2 BðRþrÞ=2 j jv1ðxÞ 
 v2ðxÞj > eg. Then jAej ! 0 as
d! 0. We have, in view of (2.15),Z
Br
ðv1 
 v2ÞþF˜k
1½w1; . . . ; wk
14
Z
Br
ðv1 
 v2 
 eÞþF˜k
1 þ 2e
Z
Br
F˜k
1
4
Z
Br
ðv1 
 v2 
 eÞþF˜k
1 þ Ce:
Let z50; 2 C20 ðBr0 Þ be a cut-off function, with r5r
05ðR þ rÞ=2 and z  1 on
Br. Setting z ¼ ðv1 
 v2 
 eÞ
þ, we then have, for k > 1,Z
Br
zF˜k
1½w1; . . . ; wk
14
Z
Br0
zzF˜k
1½w1; . . . ; wk
1
¼
Z
Br0
zzF˜ ijk
1½w
1; . . . ; wk
2Dijwk
1
¼ 

Z
Ae\Br0
F˜
ij
k
1DiðzzÞDjw
k
1
4
Z
Ae\Br0
F˜
ij
k
1Diw
k
1Djw
k
1
 !1=2
Z
Br0
F˜
ij
k
1DiðzzÞDjðzÞ
 !1=2
:
By Ho¨lder’s inequality,
Z
Ae\Br0
F˜
ij
k
1Diw
k
1Djw
k
14C
Z
Br0
F˜k
2jDwk
1j
q
 !2=q Z
Ae\Br0
F˜k
2
 !1
2=q
for 25q5 2n
n
k. By (2.17), we haveZ
Br0
F˜k
2½w1; . . . ; wk
2 jDwk
1jq4C:
By induction, we suppose that (2.19) holds when k is replaced by k 
 1. It
then follows that when d is small enough,Z
Ae\Br0
F˜k
2½w1; . . . ; wk
25e1
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Z
Br0
F˜
ij
k
1½w
1; . . . ; wk
2DiðzzÞDjðzzÞ
¼
Z
Br0
F˜
ij
k
1Di½zðv
1 
 v2 
 eÞDj½zðv1 
 v2 
 eÞ
42
Z
Br0
F˜
ij
k
1Di½ðv
1 
 v2ÞzDj ½ðv1 
 v2Þz þ 2e2
Z
Br0
F˜
ij
k
1DizDjz
42
Z
Br0
F˜
ij
k
1Di½ðv
1 
 v2ÞzDj ½ðv1 
 v2Þz þ Ce2
¼ 
2
Z
Br0
z2ðv1 
 v2ÞF˜ ijk
1Dijðv
1 
 v2Þ þ 2
Z
Br0
ðv1 
 v2Þ2F˜ ijk
1DizDjzþ Ce
2:
The ﬁrst integral on the right-hand side can be estimated as follows:
Z
Br0
z2ðv1 
 v2ÞF˜ ijk
1Dijðv
1 
 v2Þ











4
Z
Br0
jv1 þ v2jF˜k
1½w1; . . . ; wk
2; v1 þ v2;
which is bounded by (2.16). To control the second integral, we observe that
Z
Br0
ðv1 
 v2Þ2F˜ ijk
1DizDjz4C
Z
Br0
F˜k
2½w1; . . . ; wk
2jv1 
 v2j2
4C
Z
Br0
jv1 þ v2j
2F˜k
2½w1; . . . ; wk
24C;
by virtue of (2.16). Combining the above estimates and interchanging v1 and
v2 we obtain (2.19). ]
Lemma 2.3. Let fu1mg; . . . ; fu
k
mg  C
2ðOÞ \ FkðOÞ converge to u1; . . . ; uk
in L1locðOÞ. Then, Fk½u
1
m; . . . ; u
k
m converges weakly to a Borel measure m in O.
Proof. We may assume, without loss of generality, that usm40 in
O; s ¼ 1; . . . ; k. Let us ﬁx concentric balls Br ¼ BrðyÞ  BRðyÞ ¼ BR  O.
Let 05r5r5R 
 h0 and ﬁx a function Z 2 C20 ðBrÞ. Then for l; m ¼ 1; 2; . . . ;
and
ws ¼ wst ¼ tv
s
l þ ð1
 tÞv
s
m; 04t41;
TRUDINGER AND WANG8we have, by integration by parts,Z
O
ZðF˜k½v1l ; . . . ; v
k
l  
 F˜k½v
1
m; . . . ; v
k
mÞ
¼
Z 1
0
dt
Z
BR
Z
Xk
s¼1
F˜
ij
k ½w
1
t ; . . . ; w
s
1
t ; w
sþ1
t ; . . . ; w
k
t Dijðv
s
l 
 v
s
mÞ
¼
Z 1
0
dt
Z
BR
Xk
s¼1
ðvsl 
 v
s
mÞF˜
ij
k ½w
1
t ; . . . ; w
s
1
t ; w
sþ1
t ; . . . ; w
k
t DijZ
4C
Z 1
0
dt
Z
Br
Xk
s¼1
F˜k
1½w1t ; . . . ; w
s
1
t ; w
sþ1
t ; . . . ; w
k
t  jv
s
l 
 v
s
mj:
Therefore Lemma 2.3 follows from Lemma 2.2. ]
From Lemma 2.3 we may deﬁne the mixed k-Hessian measure associated
with u1; . . . ; uk 2 FkðOÞ byZ
O
Z d *mk½u
1; . . . ; uk ¼ lim
h!0
Z
O
ZF˜k½u1h; . . . ; u
k
h 
for any Z 2 C10 ðOÞ, where uh is the modiﬁcation of u. Therefore, we obtain
Theorem 2.4. For any u1; . . . ; uk 2 FkðOÞ, there exists a Borel measure
*mk½u
1; . . . ; uk in O such that *mk½u
1; . . . ; uk ¼ F˜k½u1; . . . ; uk when
u1; . . . ; uk 2 C2ðOÞ, and if fu1mg; . . . ; fu
k
mg are sequences in F
kðOÞ converging
locally in measure to u1; . . . ; uk, respectively, then *mk½u
1
m; . . . ; u
k
m converges to
*mk½u
1; . . . ; uk weakly.
From Lemma 2.2, we also have
u1m *mk
1½u
2
m; . . . ; u
k
m ! u
1 *mk
1½u
2; . . . ; uk
weakly as measures, provided usm; s ¼ 1; . . . ; k, converges to u
s in L1locðOÞ.
Remark 2.2. Since the mixed Hessian operator F˜k½u1; . . . ; uk is invariant
under permutation, so is the mixed Hessian measure *mk½u
1; . . . ; uk.
Furthermore, the mixed Hessian measures are additive, that is
*mk½u
1; . . . ; uk
1; v1 þ v2 ¼
X2
i¼1
*mk½u
1; . . . ; uk
1; vi ð2:20Þ
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1; v1; v2 2 FkðOÞ. Therefore we can introduce, for any w 2
L1locðOÞ which can be decomposed as,
w ¼ w1 
 w2 ð2:21Þ
with w1; w2 2 FkðOÞ, a signed mixed Hessian measure
*mk½u
1; . . . ; uk
1; w ¼ *mk½u
1; . . . ; uk
1; w1 
 *mk½u
1; . . . ; uk
1; w2: ð2:22Þ
From (2.20), we see that the signed mixed Hessian measure is independent of
decomposition (2.21). For any w1; . . . ; wk 2 L1ðOÞ such that ws ¼ ws1 
 w
s
2
with wsi 2 F
kðOÞ, we can similarly deﬁne the mixed Hessian measure
*mk½w
1; . . . ; wk by expansion (2.22). In particular, the mixed Hessian
measures can be extended to semi-k-convex functions, as deﬁned in [7].
Remark 2.3. Not only can F˜k½u1; . . . ; uk be extended as Borel measure
for u1; . . . ; uk 2 FkðOÞ, but also the coefﬁcients F˜ ijk ½u
1; . . . ; uk
1. To see this,
we ﬁx ukðxÞ ¼ xixj and deﬁne, for any u1; . . . ; uk
1 2 FðOÞ, a signed measure
*mijk ½u
1; . . . ; uk
1 ¼ *mk½u
1; . . . ; uk:
Then for any smooth function uk, we have
*mk½u
1; . . . ; uk ¼ *mijk ½u
1; . . . ; uk
1ukij : ð2:23Þ
The weak convergence result, Theorem 2.4, thus also holds for
*mijk ½u
1; . . . ; uk
1.
When the sequences fu1mg; . . . ; fu
k
mg are bounded and monotone, the
proof of Theorem 2.4 can be simpliﬁed by following the plurisubharmonic
case [1, 4]. We will use this approach to obtain a further convergence result,
relevant to our treatment of capacity in the next section. First, we note a
couple of monotonicity results, corresponding to Lemmas 2.1 and 5.2 in [7].
Namely, if u0; u1; . . . ; uk
1; uk1 ; u
k
2 2 C
2ð %OÞ \ FkðOÞ, and uk14u
k
2 in O, u
k
1 ¼ u
k
2
on @O, then we have the inequalities
*mk½u
1; . . . ; uk1 ðOÞ5 *mk½u
1; . . . ; uk2 ðOÞ; ð2:24Þ
Z
O
u0 d *mk½u
1; . . . ; uk1 ðOÞ4
Z
O
u0 d *mk½u
1; . . . ; uk2 ðOÞ: ð2:25Þ
To prove (2.24), we have by (2.11),Z
O
fF˜k½u1; . . . ; uk1  
 F˜k½u
1; . . . ; uk2 g ¼
Z
@O
F˜
ij
k ½u
1; . . . ; uk
1giDjðu
k
1 
 u
k
2Þ50;
TRUDINGER AND WANG10where g denotes the unit outer normal to @O. Consequently, we may assume
u040 in (2.25), whence we haveZ
O
u0fF˜k½u1; . . . ; uk1  
 F˜k½u
1; . . . ; uk2 g
¼
Z
O
ðuk1 
 u
k
2ÞF˜k½u
1; . . . ; uk
1; u0 

Z
@O
u0F˜
ij
k ½u
1; . . . ; uk
1giDjðu
k
1 
 u
k
2Þ
40
and hence (2.25) follows.
Lemma 2.5. Let fu0mg; fu
1
mg; . . . ; fu
k
mg be sequences in F
kðOÞ converging
decreasingly to functions u0; u1; . . . ; uk 2 FkðOÞ. Suppose u0 2 L1ðOÞ;
*mk½u
1; . . . ; ukðOÞ51, and ujm; m ¼ 1; 2; . . . ; coincide outside a compact
subset K of O for each j ¼ 0; 1; . . . ; k. Then,Z
O
u0m d *mk½u
1
m; . . . ; u
k
m !
Z
O
u0 d *m½u1; . . . ; uk: ð2:26Þ
Proof. We ﬁrst prove
lim sup
m!1
Z
O
u0m d *mk½u
1
m; . . . ; u
k
m4
Z
O
u0 d *mk½u
1; . . . ; uk ¼: L: ð2:27Þ
Indeed, if (2.27) is not true, there exist subsequences of fu0mg; . . . ; fu
k
mg such
that Z
O
u0m d *mk½u
1
m; . . . ; u
k
m5L þ e:
Since fu0mg are decreasing, we have, for l5m,Z
O
u0l d *mk½u
1
m; . . . ; u
k
m5Lþ e:
By Theorem 2.4, we have *mk½u
1
m; . . . ; u
k
m ! *mk½u
1; . . . ; uk as measures.
Hence, by the upper semi-continuity of u0l , we have, by sending m !1,Z
O
u0l d *mk½u
1; . . . ; uk5Lþ e:
We reach a contradiction as the above integral converges to L as
l !1. To complete the proof of Lemma 2.5, by molliﬁcation and successive
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Z
O
u0m d *mk½u
1
m; . . . ; u
k
m5
Z
O
u0m d *mm½u
1; . . . ; uk
5
Z
O
u0 d *mk½u
1; . . . ; uk
and hence (2.26) follows from (2.27). ]
Remark 2.4. The condition that uim coincide near @O may be replaced by
being uniformly smooth near @O and coinciding on @O; i ¼ 0; 1; . . . ; k.
For functions u1; . . . ; uk 2 FkðOÞ and u0 locally integrable with respect to
*mk½u
1; . . . ; uk, we may deﬁne a Borel measure
L½u0; u1; . . . ; uk :¼ u0 d *mk½u
1; . . . ; uk: ð2:28Þ
From Lemma 2.5, we then obtain a further weak convergence result.
Theorem 2.6. Let fu0mg; fu
1
mg; . . . ; fu
k
mg be sequences in F
kðOÞ converging
decreasingly to functions u0; . . . ; uk 2 FðOÞ, respectively. Then, if u0 2 L1locðOÞ,
the sequence of measures L½u0m; u
1
m; . . . ; u
k
m converges weakly to
L½u0; u1; . . . ; uk.
Proof. Let B ¼ BR be a ball of radius R and centre y in O and Br the
concentric ball of radius r5R. For u 2 FkðOÞ and h > 0, we let uh be the
molliﬁcation of u and construct u˜h 2 FkðOÞ satisfying u˜h ¼ uh in Br together
with
mk½u˜h ¼ 0 in BR 
 Br;
u˜h ¼ uh on @Br; u˜h ¼ 0 on @BR;
ð2:29Þ
where we may suppose u˜h4
 1 in B by subtracting a linear function.
Sending h ! 0, we obtain u˜0 :¼ limh!0 u˜h 2 FkðOÞ \ C0;1ð %BR 
 %BrÞ. Let
c ¼ Cðjx
 yj2 
 R2Þ;
where C > 0 is chosen so that c5u˜ on @BðRþrÞ=2. Let o be the component of
fu˜05cg which contains @Br, Deﬁne
u˜ ¼
u˜0 in BR 
 o;
c in o:
(
TRUDINGER AND WANG12Applying Lemma 2.5, we then obtainZ
O
u˜0m d *mk½u˜
1
m; . . . ; u˜
k
m !
Z
O
u˜0 d *mk½u˜
1; . . . ; u˜k:
The result then follows by replacement of O in (2.27) by compact K  B, in
the ﬁrst part of the proof of Lemma 2.5. ]
3. HESSIAN CAPACITIES
The weak convergence result, Theorem 2.4, is a powerful tool in
developing a potential theory for Hessian operators. In this section, we
introduce a notion of Hessian capacity and prove the quasicontinuity of k-
convex functions. We follow the treatment of pluripotential theory in [1]. It
is not hard to see that the results in [1] can be extended to Hessian equations
since Hessian equations have a similar integral structure to complex
Monge–Ampe`re equations and our weak convergence result is stronger than
that for plurisubharmonic functions in [1]. We refer to [5, 9] for further
discussion in this direction.
First we introduce a capacity. Let O be a bounded domain in Rn and
E  O a Borel set. We deﬁne the k-Hessian capacity by
CapkðEÞ ¼ CapkðE;OÞ ¼ supfmk½uðEÞ j u 2 F
kðOÞ; 05u5
 1g: ð3:1Þ
The Hessian capacity satisﬁes the following properties:
(i) for any E1; E2  O, CapkðE1 [ E2Þ4CapkðE1Þ þ CapkðE2Þ;
(ii) if E1  E2 and O
O2
1 , then CapkðE1;O1Þ4CapkðE2;O2Þ; and
(iii) if E1  E2     are Borel subsets of O, then Capkð
S
m EmÞ
¼ limm!1 CapkðEmÞ.
Indeed, (i) and (ii) are obvious. To see (iii), for e > 0 let u 2 FkðOÞ,
05u5
 1, be chosen such that CapkðEÞ4mk½uðEÞ þ e, where E ¼
S
m Em.
Since limm!1 CapkðEmÞ5limm!1 mk½uðEmÞ, we have CapkðEÞ4limm!1
CapkðEmÞ. The reverse inequality follows from (ii).
Lemma 3.1. Let fumgC2ðOÞ\FkðOÞ converge decreasingly to u 2 FkðOÞ.
Then for any e; d > 0,
lim
m!1
Capkðfx 2 Od j umðxÞ > uðxÞ þ egÞ ¼ 0: ð3:2Þ
Proof. There is no loss of generality in assuming e ¼ 1, um4
 1 in O,
and replacing O by a sub-ball, B ¼ BR of radius R and centre y. First, we
HESSIAN MEASURES III 13suppose fumg is uniformly bounded. Replacing um and u by maxfum;cg and
maxfu;cg, where c ¼ Cðjx 
 yj2 
 R2Þ, with C chosen so that c5infx2O
umðxÞ on @Od, we can suppose um and u coincide near @O, with um ¼ u ¼ 0
on @O. Let Om ¼ ðum > uþ 1g. For v 2 C2ðOÞ \ FkðOÞ satisfying 05v5
 1,
we estimateZ
Om
Fk½v4
Z
Om
ðum 
 uÞFk½v
4
Z
O
ðum 
 uÞFk½v
¼ 

Z
O
ðum 
 uÞivjF
ij
k ½v
4
Z
O
ðum 
 uÞiðum 
 uÞjF
ij
k ½v
 1=2 Z
fc5
1g
vivjF
ij
k ½v
 1=2
: ð3:3Þ
The last integral on the RHS is bounded. To estimate the ﬁrst integral on the
RHS, we integrate by parts and obtainZ
O
ðum 
 uÞiðum 
 uÞjF
ij
k ½v ¼
Z
O
ðum 
 uÞ dmk½v; . . . ; v; um 
 u
4
Z
O
ðum 
 uÞ dmk½v; . . . ; v; um þ u: ð3:4Þ
Repeating the argument, we ﬁnally reach
Z
Om
mk½v4C
Z
O
ðum 
 uÞFk½um þ u
 1=2n
: ð3:5Þ
The last integral converges to zero by Lemma 2.5. Hence, Lemma 3.1 holds
for bounded functions.
In the unbounded case, we need only to prove that
lim
N!
1
CapkðEm;NÞ ! 0
uniformly in m, where Em;N ¼ fum5
 Ng. To see this, we remark that for
any closed set K  O,
CapkðKÞ4mk½wðOÞ ð3:6Þ
for any function w 2 FkðOÞ vanishing continuously on @O and satisfying
w5
 1 in K . Indeed, for any u 2 FkðOÞ such that 0 > u5
 1, let
TRUDINGER AND WANG14u˜ ¼ maxðu; wÞ. Then K  fw5
 1g and we have
mk½uðKÞ ¼ mk½u˜ ðKÞ4mk½u˜ ðOÞ:
Noting that u˜ ¼ w on @O and u˜5w in O, we have mk½u˜ ðOÞ4mk½wðOÞ. Hence
(3.6) holds.
By (3.6) and (iii) above, we have
CapkðEm;N Þ4mk½N

1umðOÞ
4N
kmk½umðOÞ
4CN
kjjumjjkL1ðOÞ ð3:7Þ
from our modiﬁcation of um near @O. Lemma 3.1 is proved. ]
Theorem 3.2. Let O be a bounded domain and u 2 FkðOÞ. Then for any
e > 0, there exists an open subset O O with CapkðOÞ4e such that u is
continuous on O
 O.
Proof. We may suppose that O is the unit ball and u is smooth near @O.
Let fumg be a sequence of smooth k-convex functions converging
decreasingly to u. By Lemma 3.1, there exists mj large enough such that
CapkðOj ;OÞ52
j ;
where Oj ¼ fx 2 O j umj ðxÞ > u
 1=jg. Let Gs ¼
S
j>s Oj. Then um converges
to u uniformly in O=Gs, and
CapkðGs;OÞ4
X
j>s
CapkðOj ;OÞ42
s:
Hence Theorem 3.2 holds. ]
We say that a measure m is continuous with respect to capacity if for any
e > 0, there is d > 0 such that for any open set E  O with CapkðE;OÞ5d,
we have mðEÞ5e.
It follows that if mk½u is continuous with respect to capacity, then for any
e > 0, there is an open set O with mk½uðOÞ5e such that the restriction of u on
O
 O is continuous.
Obviously, mk½u is continuous with respect to capacity if it is locally
integrable. It is easy to see that mk½u is continuous with respect to capacity if
and only if mk½uðfu5
 tgÞ ! 0 as t ! þ1. It follows that mk½u is
continuous with respect to capacity if u 2 FkðOÞ is bounded. Moreover, if
mk½u is continuous with respect to capacity, and if v5u, v 2 F
kðOÞ, then mk½v
is also continuous with respect to capacity. We point out that a non-negative
HESSIAN MEASURES III 15measure m is continuous with respect to capacity if there exists e > 0 such
that
mðBrðxÞÞ4Crn
2kþe ð3:8Þ
whenever BrðxÞ  O. Indeed, for any set E with zero capacity, the
Hausdorff dimension of E is not larger than n
 2k, i.e., Hn
2kþe1 ðEÞ ¼ 0
for any e1 > 0; see [5]. Hence mðEÞ ¼ 0.
Theorem 3.3. Suppose u; v 2 FkðOÞ, u ¼ v ¼ j continuously on @O. If mk
½u and mk½v are continuous with respect to capacity, then
mk½uðfu5vgÞ5mk½vðfu5vgÞ: ð3:9Þ
Proof. First, we show that (3.9) holds when u; v are bounded functions.
We may assume, by replacing u by uþ 2d and letting d! 0, that u5vþ 2d
continuously on @O (namely, lim infx!y2@O ½uðxÞ 
 vðxÞ52d). Hence the set
O0 ¼ fu5v þ dg is relatively compact in O. Let uj ¼ rrj *u and vj ¼ rrj *v be
molliﬁcations of u; v such that uj & u and vj & v in O0 as rj ! 0. By the
smoothness of uj and vj, we have
mk½umðfum5vlgÞ5mk½vl ðfum5vlgÞ: ð3:10Þ
Indeed, in the smooth case we may take O ¼ fu5vg. For c > 0, let
vc ¼ maxðv
 c; uÞ. Then vc ¼ u near @O. Hence mk½uðOÞ ¼ mk½vðOÞ. Sending
c ! 0, we obtain (3.10).
For any e > 0, let O be an open set with CapkðOÞ5e such that the
restrictions of u; v on O
 O are continuous. By Tietze’s extension theorem,
there is a continuous function v˜ such that v˜ ¼ v on O
 O. We may suppose,
without loss of generality, that juj þ jvj41, so that mk½uðOÞ5e and
mk½vðOÞ5e. Then
mk½vðfum5vgÞ4mk½vðfum5v˜gÞ þ e
4 lim
l!1
mk½vl ðfum5v˜gÞ þ e
4 lim
l!1
mk½vl ðfum5vlgÞ þ 2e;
since fum5v˜g is open and v˜5vl on O
 O. By (3.10), we have then
lim
l!1
mk½vl ðfum5vlgÞ4 lim
l!1
mk½umðfum5vlgÞ
4mk½umðfum4vgÞ;
TRUDINGER AND WANG16since fum4vg is closed. Next we have, when m is large enough,
lim
m!1
mk½umðfum4vgÞ4 lim
m!1
mk½umðfu4vgÞ
4 lim
m!1
mk½umðfu4vg 
 OÞ þ e
4mk½uðfu4vg 
 OÞ þ e
4mk½uðfu4vgÞ þ 2e;
since fu4vg 
 O is closed. Note that mk½vðfum5vgÞ % mk½vðfu5vgÞ as
m !1. We therefore obtain
mk½vðfu5vgÞ4mk½uðfu4vgÞ:
Replace u by uþ c for some constant c > 0 and note that fuþ c4vg %
fu5vg and fuþ c5vg % fu5vg, as c ! 0, we obtain (3.9) for bounded
functions.
In the unbounded case, we observe that for any e > 0, we may take
O ¼ fu5
 tg [ fv5
 tg, where t > 1 is chosen large such that mk½uðOÞ,
mk½vðOÞ5e. The above proof is still applicable. ]
We introduce another capacity for k-convex functions. Let O be a
bounded domain in Rn and E  O a Borel set. Let
capkðEÞ ¼ capkðE;OÞ
¼ supfmk
1½uðEÞ j u 2 F
kðOÞ; u40; and jjujjL0ðOÞ41g: ð3:11Þ
Then capkðEÞ satisﬁes the same properties (i)–(iii) above. By Theorem 5.2 in
[8] it is easy to verify that for any sequence fumg  FkðOÞ which converges
to u 2 FkðOÞ in L1locðOÞ, and any cut-off function z 2 C
1
0 ðOÞ,
lim
m!1
sup
Z
O
zðum 
 uÞ dmk
1½v; v 2 F
kðOÞ; jjvjjL1ðOÞ41
 
! 0: ð3:12Þ
Similar to Theorem 3.2, one can prove that k-convex functions are
quasicontinuous with respect to the capacity capkðE;OÞ. That is, for any
given u 2 FkðOÞ and e > 0, there is an open set O O with capkðO;OÞ5e
such that u is continuous in O
 O. By (2.16), we see that mk
1½u 
ðfu5
 tgÞ ! 0 as t ! 
1. Hence for any u 2 FkðOÞ, mk
1½u is continuous
with respect to the capacity CapkðE;OÞ. Therefore, the proof of Theorem 3.3
also yields the following variant.
HESSIAN MEASURES III 17Theorem 3.4. Suppose u; v 2 FkðOÞ, u ¼ v ¼ j continuously on @O. Then
mk
1½uðfu5vgÞ5mk
1½vðfu5vgÞ: ð3:13Þ
4. THE DIRICHLET PROBLEM
We consider the Dirichlet problem
mk½u ¼ n in O;
u ¼ j on @O;
ð4:1Þ
where O is a uniformly ðk 
 1Þ-convex domain, j is a continuous function,
and n is a ﬁnite non-negative Borel measure. Let n be decomposed to
n ¼ n1 þ n2; ð4:2Þ
such that n1 2 L1ðOÞ and n2 is the singular part of n, which is supported on a
set K  O of Lebesgue measure zero. For simplicity, we suppose
distðK ; @OÞ > 0. The existence of solutions has been proved in [8], (see also
[6, 7]).
When k > n=2, a k-convex function is Ho¨lder continuous, with the Ho¨lder
exponent a ¼ 2
 n=k. Therefore a solution of (4.1) is automatically locally
Ho¨lder continuous. In this case, the uniqueness has been proved in [7] by a
comparison principle. In the following, we are concerned with the case
k4n=2. In [5], Labutin established pointwise estimates for k-convex
functions. He proved that for any non-positive u 2 FkðB2RÞ and point
x 2 BR,
C1
Z R=2
0
mk½uðBðx; rÞÞ
rn
2k
 1=k
dr
r
4uðxÞ4C2
Z R
0
mk½uðBðx; rÞÞ
rn
2k
 1=k
dr
r

 C3 sup
BR
u; ð4:3Þ
where C1; C2; C3 are constants depending only on k and R. From estimate
(4.3), it follows that a k-convex function is locally Ho¨lder continuous in O if
and only if the Hessian measure mk½u satisﬁes, for some e > 0,
mk½uðBrÞ4Cr
n
2kþe ð4:4Þ
for all O0  O, Br  O0, where C is a constant depending on O0.
In this section, we will prove two uniqueness results for problem (4.1) in
the case k4n=2. The ﬁrst one, which follows from Theorem 4.1 below,
TRUDINGER AND WANG18asserts that the solution is unique if the measure n is continuous with respect
to capacity. Hence, the uniqueness holds when n is integrable. The second
uniqueness result is for the case when n is a Dirac measure. Our proof also
applies to certain quasilinear divergence structure operators, such as the p-
Laplacian operators, leading to uniqueness results for their Green’s
functions.
Theorem 4.1. Suppose u; v 2 FkðOÞ are such that the measures mk½u and
mk½v are continuous with respect to capacity, and u ¼ v ¼ j continuously on
@O. If mk½u5mk½v, then u4v in O.
Proof. For if not, we replace u by ud ¼ uþ dc0, where c0 solves
Fk½c0 ¼ 1 in O; c0 ¼ 0 on @O: ð4:5Þ
By Theorem 3.3, we have
mk½uðfud > vgÞ5mk½udðfud > vgÞ4mk½vðfud > vgÞ:
We reach a contradiction. Hence Theorem 4.1 holds. ]
Next, we prove the uniqueness of fundamental solutions. We need a few
lemmas.
Lemma 4.2. Suppose u and v are two solutions to (4.1). If u5v in O, then
u ¼ v in O.
Proof. For c > 0 small, let uc ¼ maxðu
 c; vÞ such that uc ¼ v near @O.
Let fumg and fvmg be two sequences in FkðOÞ [ C2ð %OÞ which converge to uc
and v, respectively, and such that um ¼ vm on @O. For any Z 2 C2ð %OÞ
satisfying Z ¼ 0 on @O, we haveZ
O
ZðFk½um 
 Fk½vmÞ ¼
1
k
Z 1
0
dt
Z
O
ZFijk ½wtðum 
 vmÞij
¼
1
k
Z 1
0
dt
Z
O
ðum 
 vmÞF
ij
k ½wtZij ;
where wt ¼ ð1
 tÞum þ tvm. Let Z be a uniformly k-convex function. Then,
F
ij
k ½wtZij5c0Fk
1½wt
for some c0 > 0 depending only on n, k, and Z. Since
Fk
1½wt5ð1
 tÞ
kFk
1½um þ tkFk
1½vm;
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Z
O
ZðFk½um 
 Fk½vmÞ5
c0
kðk þ 1Þ
Z
O
ðum 
 vmÞðFk
1½um þ Fk
1½vmÞ:
Sending m !1 ﬁrst and then sending c ! 0 we obtain, by Theorems 5.1
and 5.2 in [8],
05
Z
O
ðu
 vÞ dðmk
1½u þ mk
1½vÞ:
That is,
mk
1½u ¼ mk
1½v ¼ 0 on fu > vg: ð4:6Þ
If the lemma is not true, we choose c0 2 F
kðOÞ such that
mk½c0 ¼ 1 in O; c0 ¼ 0 on @O: ð4:7Þ
Replacing u by ud ¼ uþ dc0, by Theorem 3.4 we have
mk
1½udðfud > vgÞ4mk
1½vðfud > vgÞ: ð4:8Þ
Since c050, we have fud > vg  fu > vg. Hence by (4.6) we see the RHS is
equal to zero, but the LHS is greater than mk
1½dc0, which is positive.
Hence, the uniqueness is proved. ]
Remark 4.1. From Lemma 4.2, we see that to prove the uniqueness it
sufﬁces to prove that if u; v are two solutions of (4.1), then maxðu; vÞ is a
subsolution of (4.1). So far, we have succeeded only in the case when mk½u
and mk½v are Dirac measures.
Lemma 4.3. If there is a subsolution u of (4.1), then there exists a solution
w of (4.1) which satisfies w5u in O.
Proof. By approximation, we may suppose that n ¼ 0 in O
 Od whence
we can assume u ¼ j on @O and u 2 C0;1locð %O
 OdÞ, by replacing u by
u˜ ¼ supfc 2 FkðOÞ jc4u in Od and c4j on @Og:
For any s 2 ð0; d
n
Þ, we decompose the domain into the union of a ﬁnitely
many disjoint smooth subdomains Dj with diameters 4s (i.e., O ¼
S
j Dj)
such that nð@DjÞ ¼ 0.
TRUDINGER AND WANG20Let uh be the molliﬁcation of u. Since u is a subsolution of (4.1), we see
that
aj :¼ %lim
h!0
nðDjÞ
mk½uhðDjÞ
41:
Let
ns;h ¼
X
j
ajmk½uhwDj ; ð4:9Þ
where w is the characteristic function. Then ns;h4mk½uh. Let ws;h be the
solution of (4.1) with n replaced by ns;h. Then ws;h is Ho¨lder continuous and
ws;h5uh. Sending h ! 0 we have, by choosing subsequences if necessary,
ws;h ! ws in L1ðOÞ, ws5u, and mk½ws ¼ ns in O, where ns ¼ limh!0 ns;h in
the weak sense. Note that ns ! n weakly as measures. We see that the limit
w ¼ lims!0 ws satisﬁes mk½w ¼ n and w5u in O, and w ¼ j on @O. ]
Lemma 4.4. Suppose u 2 FkðOÞ. Suppose mk½u is supported on a closed
set E  O with jEj ¼ 0. Suppose limx!y2E uðxÞ ¼ 
1. Then for any
v 2 FkðOÞ, if u5v in O, we have mk½u4mk½v.
Proof. There is no loss of generality in assuming O is uniformly ðk 
 1Þ-
convex. By Lemma 4.3, we may suppose u ¼ 0 on @O. We can also suppose,
by replacing v by
v˜ ¼ supfc 2 FkðOÞ j c4v in Od; c40 on @Og; d > 0 small;
that v ¼ 0 on @O.
To prove Lemma 4.4 it sufﬁces to prove that for any closed set K  O,
mk½uðKÞ4mk½vðKÞ. By Lemma 4.3, there exists w 2 F
kðOÞ vanishing on @O
such that mk½w ¼ mk½uwK . Hence to prove Lemma 4.3 it sufﬁces to prove
that mk½uðEÞ4mk½vðEÞ.
Let uN ¼ maxfu;
Ng and Z ¼ ZN ¼
1
N
uN 2 C0ðOÞ. By approximation, we
have
Z
O
Z dðmk½u 
 mk½vÞ ¼
Z 1
0
dt
Z
O
ðu
 vÞZij dm
ij
k ½wt50; ð4:10Þ
where wt ¼ ð1
 tÞuþ tv. On the LHS, we have thatZ
O
ZN dmk½u ¼ 
mk½uðEÞ ð4:11Þ
HESSIAN MEASURES III 21is independent of N. Since ZN ! 0 in O
 E and E is closed,
lim
N!1
Z
O
ZN dmk½v ¼ 
mk½vðEÞ: ð4:12Þ
It follows that mk½vðEÞ5mk½uðEÞ. Hence Lemma 4.4 holds. ]
Theorem 4.5. Suppose the right-hand side of Eq. (4.1) is a Dirac
measure. Then a solution u 2 FkðOÞ, assuming the boundary value j
continuously, is unique.
Proof. Let n ¼ dx0 , where x0 2 O. Suppose u; v are two solutions of (4.1).
We want to prove w ¼ maxðu; vÞ is subsolution of (4.1).
First, we claim the uniqueness of solutions to the problem
mk½G ¼ dx0 in Brðx0Þ;
G ¼ 0 on @Brðx0Þ:
ð4:13Þ
Indeed, if u is a solution of (4.13), then u is locally Lipschitz in the punctured
ball, Brðx0Þ 
 fx0g. Hence, the method of moving planes is applicable and
we conclude that a solution to (4.13) must be a radial function. The
uniqueness of radial solutions to (4.13) is obvious.
Let Brðx0Þ  O. By Lemma 4.3 we see that the unique solution w of (4.13)
satisﬁes w5maxðu; vÞ. Hence by Lemma 4.4, maxðu; vÞ is a subsolution to
(4.1) with n ¼ dx0 . ]
We point out that the same proof actually yields the uniqueness if n is a
non-negative Borel measure supported on a countable set. Moreover, our
proof also yields the uniqueness of fundamental solutions to the equation
mk½u ¼ d0 in R
n; ð4:14Þ
such that u ! 0 as jxj ! 1, where k4n=2. The solution is given by
uðxÞ ¼
1
n
k
 
on
" #1=k
log jxj; k ¼ n
2
;
1
n
k
 
on
" #1=k
1
2
 n=k
jxj2
n=k; k5n
2
;
8>>><
>>>:
ð4:15Þ
where on is the volume of the unit ball B1ð0Þ.
We conclude this paper by proving uniqueness when n ¼ n1 þ n2, where n1
is continuous with respect to capacity and n2 is supported on a ﬁnite number
of points, i.e, n2 ¼
Pm
i¼1 aidxi , where ai > 0.
TRUDINGER AND WANG22Theorem 4.6. Let n be as above. Then the uniqueness for (4.1) holds.
Proof. We will only prove the case n2 ¼ d0. The general case can be
proven in the same way.
Suppose u; v are two different solutions. By Lemma 4.3, and using
approximation, there exist ur; vr 2 FkðOÞ such that ur ¼ u and vr ¼ v in
O
 Brð0Þ, and mk½ur ¼ mk½vr ¼ d0 in Brð0Þ. Observe that, since n1 is
continuous with respect to capacity,
mk½urð@BrÞ ¼ mk½vrð@BrÞ ¼ n1ð %BrÞ ! 0
as r ! 0. Therefore if u=v, we may suppose that for some d > 0, the set
E ¼ fv5udg and Er ¼ fvr5udrg are not empty, where u
d ¼ ð1þ dÞuþ dc,
udr ¼ ð1þ dÞur þ dc, and c is a uniformly k-convex, smooth function
vanishing on @O. Observe that, by Theorem 4.5,
lim
x!0
urðxÞ
GðxÞ
¼ lim
x!0
vrðxÞ
GðxÞ
¼ 1;
where G is the solution of (4.13). Hence E does not contain the origin and so
by Theorem 3.3,
mk½vrðErÞ5mk½u
d
r ðErÞ:
That is, as r ! 0,
mk½vðErÞ5mk½u
dðErÞ 
 oð1Þ
4 ð1þ dÞkmk½uðErÞ þ d
kmk½cðErÞ 
 oð1Þ
4mk½vðErÞ þ d
kmk½cðErÞ 
 oð1Þ;
where mk½cðErÞ5C > 0. We reach a contradiction if we ﬁx a d > 0 small and
send r ! 0. This completes the proof. ]
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