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Abstract
In this paper we study the asymptotic behaviour of polynomials orthogonal with respect to a Sobolev-
type inner product
〈p, q〉S =
∫ ∞
0
p(x)q(x)xαe−x dx + N p( j)(0)q( j)(0),
where N ∈ R+ and j ∈ N.
We will focus our attention on the outer relative asymptotics with respect to the standard Laguerre
polynomials as well as on an analog of the Mehler–Heine formula for the rescaled polynomials.
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Let (µ0, µ1, . . . , µ j ) be a vector of positive measures supported on the real line such that∫
Γ
|x |n dµk <∞,
for k = 0, 1, 2, . . . , j and for every n ∈ N.
∗ Corresponding author.
E-mail addresses: haduenasr@unal.edu.co (H. Duen˜as), pacomarc@ing.uc3m.es (F. Marcella´n).
0021-9045/$ - see front matter c© 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jat.2009.07.006
422 H. Duen˜as, F. Marcella´n / Journal of Approximation Theory 162 (2010) 421–440
In the linear space P of polynomials with real coefficients we can define an inner product
〈p, q〉 =
j∑
k=0
∫
R
p(k)(x)q(k)(x)dµk, (1)
p, q ∈ P.
This inner product is known in the literature as a Sobolev inner product. The study of
the sequences of monic polynomials orthogonal with respect to (1) has attracted the interest
of many researchers during the last twenty years. One of the reasons is the fact that many
properties of the standard polynomials ( j = 0) are lost when (1) is considered. In particular, the
existence of recurrence relations of low order only holds when the measures {µk} jk=1 are discrete.
Furthermore, the zeros can be complex or, if real, they can be located outside the convex hull of
the union of the support of the measures {µk} jk=0 .
Most of the contributions deal with measures of bounded support (see [13] and [15] for a
survey of the main results concerning the analytic properties of such polynomials).
Ifµ0 has an unbounded support and {µk} jk=1 are discrete measures very few results are known.
From an algebraic point of view a first approach was made in [12] where, as an example, the case
of dµ0 = e−x2dx is considered. When j = 1, for dµ0 = xαe−x dx+M0δ(x) and dµ1 = M1δ(x)
in [8] a representation of the corresponding sequence of monic orthogonal polynomials in terms
of Laguerre polynomials as well as its representation as hypergeometric series is found. Later
on, in [2] the authors analyzed the outer relative asymptotics in terms of Laguerre polynomials{
Lαn
}
n≥0. Furthermore, a Mehler–Heine-type formula is obtained for such polynomials. As an
application, some results concerning the behaviour of their zeros are obtained. For some more
extra information see the survey [11].
For higher derivatives, i.e. j > 1, when dµ0 = xαe−x dx + M0δ(x), dµk = Mkδ(x), k =
1, 2, . . . , j , in [7] an explicit expression for the Sobolev orthogonal polynomials in terms of
classical Laguerre polynomials is given. Furthermore, their representation as a hypergeometric
function and the holonomic second-order linear differential equation that such polynomials
satisfy are obtained.
Unfortunately, no asymptotic results for such polynomials are known. More recently, in [1]
the authors analyzed asymptotic properties when dµ0 = e−x2dx +M0δ(x), dµk = Mkδ(x), k =
1, 2, 3.
The structure of the paper is as follows. In Section 2 we present the basic background
concerning classical Laguerre orthogonal polynomials. Section 3 deals with the connection
formula between the monic polynomials
{Lαn}n≥0 orthogonal with respect to the Sobolev-type
inner product
〈p, q〉S =
∫ ∞
0
pqxαe−x dx + N p( j)(0)q( j)(0),
where N ∈ R+ and j ∈ N, and the Laguerre polynomials
{
Lα+ j+1n
}
n≥0. In Section 4 we obtain
the outer relative asymptotic of the polynomials
{Lαn}n≥0 in terms of {Lαn}n≥0 as well as a
Mehler–Heine-type formula, i.e. the behaviour of L̂
α
n (x/n)
nα on compact subsets of the complex
plane, where L̂αn (x) = (−1)
n
n! Lαn (x).
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This last result constitutes a partial answer to a question posed in [2] about the outer relative
asymptotics and the existence of a Mehler–Heine-type formula for the corresponding sequence
of Sobolev orthogonal polynomials.
2. Preliminaries
Let {µn}n≥0 be a sequence of real numbers and let µ be a linear functional defined in the
linear space P of the polynomials with real coefficients, such that〈
µ, xn
〉 = µn, n = 0, 1, 2 . . . .
µ is said to be a moment functional associated with {µn}n≥0. Moreover µn is the n-th moment of
the functional µ.
Given a moment functional µ, a sequence of polynomials {Pn}n≥0 is said to be a sequence of
orthogonal polynomials with respect to µ if:
(i) The degree of Pn is n.
(ii) 〈µ, Pn(x)Pm(x)〉 = 0,m 6= n.
(iii)
〈
µ, P2n (x)
〉 6= 0, n = 0, 1, 2, . . . .
If every polynomial Pn(x) has 1 as leading coefficient, then {Pn}n≥0 is said to be a sequence
of monic orthogonal polynomials. It is clear that for every sequence of orthogonal polynomials
there exists a corresponding family of monic orthogonal polynomials. In the sequel we will work
with monic polynomials.
The next theorem, whose proof appears in [5], gives necessary and sufficient conditions for
the existence of a sequence of monic orthogonal polynomials {Pn}n≥0 with respect to a moment
functional µ associated with {µn}n≥0 .
Theorem 1 ([5]). Let µ be a moment functional associated with {µn}n≥0. There exists a
sequence of monic orthogonal polynomials {Pn}n≥0 associated with µ if and only if the leading
principal submatrices of the Hankel matrix
[
µi+ j
]
i, j∈N are non-singular.
A moment functional such that there exists a corresponding sequence of orthogonal polyno-
mials is said to be regular or quasi-definite [5]. If φ(x) is a complex polynomial, we define the
moment functional φµ, the left multiplication by a polynomial φ, and Dµ, the usual distribu-
tional derivative of µ, as follows:
〈φµ, p(x)〉 = 〈µ, φ (x) p(x)〉 , 〈Dµ, p(x)〉 = − 〈µ, p′(x)〉 .
A sequence of orthogonal polynomials {Pn}n≥0 is said to be classical if there exist polynomi-
als φ andψ,with degφ ≤ 2 and degψ = 1, such thatµ satisfies the Pearson differential equation
D (φµ) = ψµ.
Classical orthogonal polynomials (Hermite, Laguerre, Jacobi, and Bessel) are extensively
used in the literature taking into account their applications in mathematical physics. Indeed,
one of their most popular applications is in the study of problems involving hypergeometric
differential equations (see [3,6,9,16,18]).
The Laguerre orthogonal polynomials are defined as the polynomials orthogonal with respect
to the inner product
〈p, q〉α =
∫ ∞
0
pqxαe−x dx, α > −1, p, q ∈ P. (2)
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We need to summarize some properties of the monic Laguerre orthogonal polynomials that
we will use in the sequel. The details of the proof can be found in [3,5,6,10,18].
Proposition 1. Let
{
Lαn
}
n≥0 be the sequence of Laguerre monic orthogonal polynomials.
(1) For every n ∈ N,
x Lαn (x) = Lαn+1(x)+ (2n + 1+ α) Lαn (x)+ n (n + α) Lαn−1(x) (3)
with Lα0 (x) = 1, Lα1 (x) = x − (α + 1).
(2) For every n ∈ N,
x
(
Lαn (x)
)′ = nLαn (x)+ n (n + α) Lαn−1(x). (4)
(3) For every n ∈ N, Lαn (x) satisfies the differential equation
xy′′ + (α + 1− x) y′ = −ny. (5)
(4) For every n ∈ N,
Lαn (x) = (−1)n(α + 1)n
∞∑
k=0
(−n)k
(α + 1)k
xk
k! , (6)
where (a)n = a(a + 1) · · · (a + n − 1), n ≥ 1, and (a)0 = 1, is the Pochhammer symbol.
(5) For every n ∈ N,
Lαn (x) = Lα+1n (x)+ nLα+1n−1 (x) . (7)
(6) For every n ∈ N,∥∥Lαn∥∥2α = n!Γ (n + α + 1). (8)
(7) For every n ∈ N,
Lαn (0) = (−1)n
Γ (n + α + 1)
Γ (α + 1) . (9)
(8) (Christoffel–Darboux formula) If
Kn(x, y) =
n∑
j=0
Lαj (y)L
α
j (x)∥∥∥Lαj ∥∥∥2
α
denotes the n-th kernel polynomial then, for every n ∈ N,
Kn(x, y) =
Lαn+1(x)Lαn (y)− Lαn+1(y)Lαn (x)
x − y
1∥∥Lαn∥∥2α . (10)
As a consequence, notice that
Kn(x, 0) = L
α
n (0)
n!Γ (n + α + 1) L
α+1
n (x). (11)
(9) (The Mehler–Heine-type formula) Let Jα be the Bessel function of the first kind defined by
Jα(x) =
∞∑
j=0
(−1) j (x/2)2 j+α
j !Γ ( j + α + 1) .
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Then
lim
n→∞
L̂αn (x/(n + k))
nα
= x−α/2 Jα(2√x) (12)
uniformly on compact subsets C and, uniformly in k ∈ N∪ {0}. Here L̂αn (x) = (−1)
n
n! L
α
n (x).
(10) (Outer ratio asymptotics)
lim
n→∞
L̂α+tn+k(x)
nt/2 L̂αn+h(x)
= (−x)t/2, (13)
k, h ∈ N, t ∈ Z, uniformly on compact subsets of C \ [0,∞) (see [2] and [18]).
We will use the following notation for the partial derivatives of Kn(x, y):
∂ j+k (Kn(x, y))
∂ j x∂k y
= K ( j,k)n (x, y).
If p(x) is a polynomial with deg p ≤ n, then we can write it as a linear combination of the
Laguerre polynomials as follows:
p(x) =
n∑
k=0
〈
Lαk (x), p(x)
〉
α∥∥Lαk ∥∥2α Lαk (x).
As a consequence,
p( j)(y) =
n∑
k=0
〈
Lαk (x), p(x)
〉
α∥∥Lαk ∥∥2α
(
Lαk
)( j)
(y),
and, taking into account that〈
K (0, j)n (x, y), p(x)
〉
α
=
〈
n∑
k=0
Lαk (x)
(
Lαk
)( j)
(y)∥∥Lαk ∥∥2α , p(x)
〉
α
=
n∑
k=0
〈
Lαk (x), p(x)
〉
α∥∥Lαk ∥∥2α
(
Lαk
)( j)
(y),
we get〈
K (0, j)n (x, y), p(x)
〉
α
= p( j)(y). (14)
Let {Pn}n≥0 be a sequence of monic orthogonal polynomials. From the Christoffel Darboux
formula (see [3,5,6,18]), we have
Kn−1(x, y) = 1‖Pn−1‖2
Pn(x)Pn−1(y)− Pn−1(x)Pn(y)
x − y .
Calculating the j-th partial derivative with respect to y, we get
K (0, j)n−1 (x, y) =
1
‖Pn−1‖2
(
Pn(x)
∂ j
∂y j
(
Pn−1(y)
x − y
)
− Pn−1(x) ∂
j
∂y j
(
Pn(y)
x − y
))
. (15)
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Using the Leibnitz rule
∂ j
∂y j
(
Pn(y)
x − y
)
=
j∑
k=0
j !
k!
P(k)n (y)
(x − y) j−k+1 ,
and replacing the last expression in (15), we obtain
K (0, j)n−1 (x, y) =
1
‖Pn−1‖2
(
Pn(x)
j∑
k=0
j !
k!
P(k)n−1(y)
(x − y) j−k+1 − Pn−1(x)
j∑
k=0
j !
k!
P(k)n (y)
(x − y) j−k+1
)
= j !‖Pn−1‖2 (x − y) j+1
×
(
Pn(x)
j∑
k=0
1
k! P
(k)
n−1(y)(x − y)k − Pn−1(x)
j∑
k=0
1
k! P
(k)
n (y)(x − y)k
)
.
As a consequence,
K (0, j)n−1 (x, 0) =
j !
‖Pn−1‖2 x j+1
(
Pn(x)Q j (x, 0, Pn−1)− Pn−1(x)Q j (x, 0, Pn)
)
(16)
where Q j (x, 0, Pn−1) and Q j (x, 0, Pn) denote the Taylor polynomials of degree j of the poly-
nomials Pn−1 and Pn around x = 0, respectively.
Next, we will compute K (0, j)n−1 (x, 0). Indeed
K (0, j)n−1 (x, 0) =
j !
‖Pn−1‖2 x j+1
[(
Pn(0)+ P ′n(0)x +
P ′′n (0)
2! x
2 + · · · + P
(n)
n (0)
n! x
n
)
×
(
Pn−1(0)+ P ′n−1(0)x +
P ′′n−1(0)
2! x
2 + · · · + P
( j)
n−1(0)
j ! x
j
)
−
(
Pn−1(0)+ P ′n−1(0)x +
P ′′n−1(0)
2! x
2 + · · · + P
(n−1)
n−1 (0)
(n − 1)! x
n−1
)
×
(
Pn(0)+ P ′n(0)x +
P ′′n (0)
2! x
2 + · · · + P
( j)
n (0)
j ! x
j
)]
. (17)
If we make some computations in the last expression, the coefficients of the monomials of
degree less than or equal to j inside the bracket are cancelled. Thus, when x = 0, we have
K (0, j)n−1 (0, 0) =
j !
‖Pn−1‖2
(
Pn−1(0)
P( j+1)n (0)
( j + 1)! − Pn(0)
P( j+1)n−1 (0)
( j + 1)!
)
,
and
K (0, j)n−1 (0, 0) =
1
‖Pn−1‖2 ( j + 1)
(
Pn−1(0)P( j+1)n (0)− Pn(0)P( j+1)n−1 (0)
)
. (18)
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In order to find K ( j, j)n−1 (0, 0), we just need to deduce in (17) the coefficient of x2 j+1 inside the
bracket which is[
Pn−1(0)
0!
P(2 j+1)n (0)
(2 j + 1)! +
P ′n−1(0)
1!
P(2 j)n (0)
(2 j)! + · · · +
P( j)n−1(0)
j !
P( j+1)n (0)
( j + 1)!
]
−
[
Pn(0)
0!
P(2 j+1)n−1 (0)
(2 j + 1)! +
P ′n(0)
1!
P(2 j)n−1 (0)
(2 j)! + · · · +
P( j)n (0)
j !
P( j+1)n−1 (0)
( j + 1)!
]
= 1
(2 j + 1)!
[(
Pn−1(0)P(2 j+1)n (0)+ P ′n−1(0)P(2 j)n (0)
(
2 j + 1
1
)
+ · · ·
+
(
2 j + 1
j
)
P( j)n−1(0)P
( j+1)
n (0)
)
−
(
Pn(0)P
(2 j+1)
n−1 (0)+ P ′n(0)P(2 j)n−1 (0)
(
2 j + 1
1
)
+ · · ·
+
(
2 j + 1
j
)
P( j)n (0)P
( j+1)
n−1 (0)
)]
.
Furthermore, in the case of the Laguerre monic polynomials, we get
K ( j, j)n−1 (0, 0) =
( j !)2
(2 j + 1)! ∥∥Lαn−1∥∥2α
j∑
k=0
(
2 j + 1
k
)
×
[(
Lαn−1
)(k)
(0)(Lαn )
(2 j+1−k)(0)− (Lαn )(k) (0)(Lαn−1)(2 j+1−k)(0)]
= ( j !)
2
(2 j + 1)!(n − 1)!Γ (n + α)
j∑
k=0
(
2 j + 1
k
)
×
[
(n − 1) · · · (n − k)Lα+kn−k−1(0)n(n − 1) · · · (n − 2 j + k)Lα+2 j+1−kn−2 j−1+k (0)
− n · · · (n − k + 1)Lα+kn−k (0)(n − 1) · · · (n − 2 j − 1+ k)Lα+2 j−k+1n−2 j−2+k (0)
]
=
j∑
k=0
(
2 j + 1
k
)
× ( j !)
2(2 j − 2k + 1)n(n − 1) · · · (n − k + 1)(n − 1) · · · (n − 2 j + k)Γ (n + α + 1)
(2 j + 1)!(n − 1)!Γ (α + k + 1)Γ (α + 2 j − k + 2) ,
(19)
and as a consequence,
K ( j, j)n−1 (0, 0) ∼ Cα, j
Γ (n + α + 1)n2 j+1
n! (20)
where Cα, j is a real constant number that depends of α and j . More precisely,
Cα, j = ( j !)
2
(2 j + 1)!
j∑
k=0
(
2 j + 1
k
)
(2 j − 2k + 1)
Γ (α + k + 1)Γ (α + 2 j + 2− k) . (21)
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In particular if j = 1
Cα,1 = 1
(α + 3) [Γ (α + 2)]2 . (22)
3. Connection formula
Let introduce the following Sobolev-type inner product:
〈p, q〉S =
∫ ∞
0
pqxαe−x dx + N p( j)(0)q( j)(0), (23)
where N ∈ R+ and j ∈ N. Let {Lαn}n≥0 be the monic Laguerre–Sobolev-type orthogonal poly-
nomials with respect to the above inner product.
Our aim is to obtain an explicit expression for these polynomials in terms of classical Laguerre
polynomials. In order to do this, we will consider the Fourier expansion of Lαn in terms of{
Lαn
}
n≥0. Indeed
Lαn (x) = Lαn (x)+
n−1∑
k=0
a(n)k L
α
k (x),
where
a(n)k =
〈Lαn (x), Lαk (x)〉α∥∥Lαk (x)∥∥2α .
But, from (23)
a(n)k =
〈Lαn (x), Lαk (x)〉S − N (Lαn )( j)(0) (Lαk )( j) (0)∥∥Lαk (x)∥∥2α ,
and taking into account that
〈Lαn (x), Lαk (x)〉S = 0 for k = 0, . . . , n − 1, we get
a(n)k = −
N (Lαn )( j)(0)
(
Lαk
)( j)
(0)∥∥Lαk (x)∥∥2α .
As a consequence,
Lαn (x) = Lαn (x)− N (Lαn )( j)(0)
n−1∑
k=0
(
Lαk
)( j)
(0)Lαk (x)∥∥Lαk (x)∥∥2α
= Lαn (x)− N (Lαn )( j)(0)K (0, j)n−1 (x, 0). (24)
Notice that for n < j,Lαn (x) = Lαn (x).
Next, we will express K (0, j)n−1 (x, 0) as a linear combination of some Laguerre polynomials.
Using the orthogonality of the Laguerre polynomials, we have
K (0, j)n−1 (x, 0)
∥∥Lαn−1(x)∥∥2α(
Lαn−1
)( j)
(0)
= Lα+ j+1n−1 (x)+
n−2∑
k=0
b(n)k L
α+ j+1
k (x),
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where
b(n)k =
∥∥Lαn−1(x)∥∥2α 〈K (0, j)n−1 (x, 0), Lα+ j+1k (x)〉α+ j+1(
Lαn−1
)( j)
(0)
∥∥∥Lα+ j+1k (x)∥∥∥2
α+ j+1
.
Using (14) we get
K (0, j)n−1 (x, 0) =
(
Lαn−1
)( j)
(0)∥∥Lαn−1(x)∥∥2α L
α+ j+1
n−1 (x)+
〈
K (0, j)n−1 (x, 0), L
α+ j+1
n−2 (x)
〉
α+ j+1∥∥∥Lα+ j+1n−2 (x)∥∥∥2
α+ j+1
Lα+ j+1n−2 (x)
+ · · · +
〈
K (0, j)n−1 (x, 0), L
α+ j+1
n− j−1(x)
〉
α+ j+1∥∥∥Lα+ j+1n− j−1(x)∥∥∥2
α+ j+1
Lα+ j+1n− j−1(x). (25)
Now we compute each one of the coefficients of the previous expression. From (4),
x Lα+1n−1(x) = Lαn (x)+ (n + α) Lαn−1(x),
and thus
x j x Lα+ j+1n−k−1 (x) = x j
(
Lα+ jn−k (x)+ (n − k + α + j) Lα+ jn−k−1(x)
)
= x j−1
[
Lα+ j−1n−k+1 (x)+ (n − k + j + α)Lα+ j−1n−k (x)
+ (n − k + α + j)
(
Lα+ j−1n−k (x)+ (n − k + α + j − 1)Lα+ j−1n−k−1 (x)
)]
= x j−1
[
Lα+ j−1n−k+1 (x)+ 2(n − k + α + j)Lα+ j−1n−k (x)
+ (n − k + α + j) (n − k + α + j − 1)Lα+ j−1n−k−1 (x)
]
.
Iterating the procedure, we will prove by induction that
x j+1Lα+ j+1n−k−1 (x) =
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r (x). (26)
Indeed, assuming that the above expression holds for j − 1, i.e.
x j Lα+ jn−k−1(x) =
j∑
r=0
(
j
r
)
(n − k + α + j − r)r Lαn−k+ j−r−1(x),
then
x j+1Lα+ j+1n−k−1 (x) = x
(
x j L(α+1)+ jn−k−1 (x)
)
= x
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r Lα+1n−k+ j−r−1(x)
=
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r
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×
(
Lαn−k+ j−r (x)+ (n − k + j − r + α)Lαn−k+ j−r−1(x)
)
=
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r (x)
+
j+1∑
r=1
(
j
r − 1
)
(n − k + α + j − r + 1)r Lαn−k+ j−r (x)
= Lαn−k+ j (x)+
j∑
r=1
((
j
r
)
+
(
j
r − 1
))
(n − k + α + j − r + 1)r Lαn−k+ j−r (x)
+ (n − k + α) j+1 Lαn−k−1(x)
=
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r (x),
and our results follows.
Now, we use this to compute the coefficients in (25). Using (26), for 1 ≤ k ≤ j ,〈
K (0, j)n−1 (x, 0), x
j+1Lα+ j+1n−k−1 (x)
〉
α
=
〈
K (0, j)n−1 (x, 0),
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r (x)
〉
α
=
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r
〈
K (0, j)n−1 (x, 0), L
α
n−k+ j−r (x)
〉
α
.
Therefore, everything comes down to calculating
〈
K (0, j)n−1 (x, 0), L
α
n−k+ j−r (x)
〉
α
for 0 ≤ r ≤
j + 1. Using (2) and (23), we get〈
K (0, j)n−1 (x, 0), L
α
n−k+ j−r (x)
〉
α
= 0,
for 0 ≤ r ≤ j − k, and〈
K (0, j)n−1 (x, 0), L
α
n−k+ j−r (x)
〉
α
=
(
Lαn−k+ j−r
)( j)
(0) j − k + 1 ≤ r ≤ j + 1.
As a conclusion, for 1 ≤ k ≤ j ,〈
K (0, j)n−1 (x, 0), x
j+1Lα+ j+1n−k−1 (x)
〉
α
=
j+1∑
r= j−k+1
(
j + 1
r
)
(n − k + α + j − r + 1)r
(
Lαn−k+ j−r
)( j)
(0).
Therefore
K (0, j)n−1 (x, 0) = A( j)n,1Lα+ j+1n−1 (x)+ A( j)n,2Lα+ j+1n−2 (x)+ · · · + A( j)n, j+1Lα+ j+1n− j−1(x) (27)
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where
A( j)n,1 =
(
Lαn−1
)( j)
(0)∥∥Lαn−1(x)∥∥2α
and
A( j)n,r = 1∥∥∥Lα+ j+1n−r (x)∥∥∥2
α+ j+1
×
j+1∑
s= j−r+2
(
j + 1
s
)
(n − r + α + j − s + 2)s
(
Lαn−r+ j−s+1
)( j)
(0),
for 2 ≤ r ≤ j + 1.
In order to compute A( j)n,r , we use the next expression which is a consequence of (7):(
Lαn
)( j)
(x) = n!
(n − j)! L
α+ j
n− j (x).
Indeed,
A( j)n,1 =
(n−1)!
(n− j−1)! L
α+ j
n− j−1(0)
(n − 1)!Γ (n + α) =
(−1)n− j−1 Γ (n+α)Γ (α+ j+1)
(n − j − 1)!Γ (n + α)
= (−1)
n− j−1
(n − j − 1)!Γ (α + j + 1) ,
and
A( j)n,r = 1
(n − r)!Γ (n + α + j − r + 2)
×
j+1∑
s= j−r+2
(
j + 1
s
)
(n − r + α + j − s + 2)s (n − r − s + 2) j
(
Lα+ jn−r−s+1
)
(0)
= 1
(n − r)!
j+1∑
s= j−r+2
(
j + 1
s
)
(n − r − s + 2) j (−1)
n−r−s+1
Γ (α + j + 1) ,
for 2 ≤ r ≤ j + 1.
Thus (24) becomes
Lαn (x) = Lαn (x)− N (Lαn )( j)(0)
j+1∑
r=1
A( j)n,r L
α+ j+1
n−r (x). (28)
Using this equality, we can compute (Lαn )( j)(0). Taking the j-th derivative on both sides,(Lαn )( j) (x) = (n − j + 1) j Lα+ jn− j (x)
− N (Lαn )( j)(0)
j+1∑
r=1
A( j)n,r (n − r − j + 1) j Lα+2 j+1n−r− j (x),
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and thus
(Lαn )( j) (0) = (n − j + 1) j Lα+ jn− j (0)
1+ N
j+1∑
r=1
A( j)n,r (n − r − j + 1) j D(n, α, j, r)
=
(n − j + 1) j (−1)n− j Γ (n+α+1)Γ (α+ j+1)
1+ N
j+1∑
r=1
A( j)n,r (n − r − j + 1) j D(n, α, j, r)
,
with
D(n, α, j, r) =
 0 if r > n − j(−1)n−r− j Γ (n + α + j − r + 2)
Γ (α + 2 j + 2) if r ≤ n − j
.
As a consequence, we obtain:
Theorem 2. Let
{
Lαn
}
n≥0 be the monic Laguerre orthogonal polynomials and
{Lαn (x)}n≥0 be
the monic Laguerre–Sobolev-type orthogonal polynomials corresponding to the inner product
defined in (23). Then, for every n > j,
Lαn (x) = Lαn (x)− N (Lαn )( j)(0)
j+1∑
r=1
A( j)n,r L
α+ j+1
n−r (x), (29)
where
(Lαn )( j) (0) = (n − j + 1) j (−1)n− j Γ (n+α+1)Γ (α+ j+1)
1+ N
j+1∑
r=1
A( j)n,r (n − r − j + 1) j D(n, α, j, r)
,
D(n, α, j, r) =
 0 if n − r − j < 0(−1)n−r− j Γ (n + α + j − r + 1)
Γ (α + 2 j + 2) if n − r − j ≥ 0
,
A( j)n,1 =
(−1)n− j−1
(n − j − 1)!Γ (α + j + 1)
and, for 2 ≤ r ≤ j + 1,
A( j)n,r = 1
(n − r)!
j+1∑
s= j−r+2
(
j + 1
s
)
(−1)n−r−s+1 (n − r − s + 2) j
Γ (α + j + 1) .
From (7), we get
Lαn (x) =
j+1∑
r=0
(n − r + 1)r
(
j + 1
r
)
Lα+ j+1n−r (x),
and using the notation of the above theorem, we obtain another equivalent expression:
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Corollary 1. For every n ∈ N,
Lαn (x) = Lα+ j+1n (x)+
j+1∑
r=1
[
(n − r + 1)r
(
j + 1
r
)
− N (Lαn )( j)(0)A( j)n,r
]
Lα+ j+1n−r (x). (30)
If we define
C ( j)n,r = (n − r + 1)r
(
j + 1
r
)
− N (Lαn )( j)(0)A( j)n,r (31)
for r = 1, . . . , j+1, we can write the Laguerre–Sobolev-type orthogonal polynomials as follows:
Lαn (x) = Lα+ j+1n (x)+
j+1∑
r=1
C ( j)n,r L
α+ j+1
n−r (x). (32)
This means that
{Lαn (x)}n≥0 is a quasi-orthogonal sequence of order j + 1 with respect to the
linear functional associated with the weight function wα+ j+1(x) = xα+ j+1e−x (see [4]).
4. The zeros
In this section, we are going to prove that the zeros of the monic Laguerre–Sobolev-
type orthogonal polynomials, are real, simple and interlace with the zeros of monic Laguerre
orthogonal polynomials for n ≥ j . The ideas of the proofs are the same as those used by Meijer
in [14].
Theorem 3. The monic Laguerre–Sobolev-type orthogonal polynomial Lαn (x) has n real simple
zeros and at most one of them is outside of (0,∞) .
Proof. Let ξ1 < ξ2 < · · · < ξk be the positive zeros of Lαn (x) of odd multiplicity. Let
ϕ(x) = (x − ξ1)(x − ξ2) · · · (x − ξk).
Thus ϕ(x)Lαn (x) does not change sign on (0,∞). Suppose that degϕ ≤ n − 2; then, using the
fact that (xϕ(x))( j) (0) = jϕ( j−1)(0) we get〈
ϕ(x),Lαn (x)
〉
S =
∫ ∞
0
ϕ(x)Lαn (x)xαe−x dx + Nϕ( j)(0)
(Lαn )( j) (0) = 0,〈
xϕ(x),Lαn (x)
〉
S =
∫ ∞
0
xϕ(x)Lαn (x)xαe−x dx + j Nϕ( j−1)(0)
(Lαn )( j) (0) = 0.
Taking into account that the integrals in the last expressions are positive, then ϕ( j)(0)(Lαn )( j) (0) < 0 and ϕ( j−1)(0) (Lαn )( j) (0) < 0. This means that ϕ( j)(0) and ϕ( j−1)(0) have
the same sign. But this is a contradiction with the well known fact that if p(x) is a polynomial
with simple zeros in (0,∞), then p′(0) and p(0) have different signs.
In other words, degϕ = n − 1 or degϕ = n, which proves our statement. 
Theorem 4. Let ξ1 < ξ2 < · · · < ξn be the zeros of the monic Laguerre–Sobolev-type or-
thogonal polynomials Lαn (x) and let x1 < x2 < · · · < xn be the zeros of the monic Laguerre
orthogonal polynomials Lαn (x). Then ξ1 < x1 and xi < ξi+1 < xi+1 for i = 1, 2, . . . , n − 1.
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Proof. From the Gauss quadrature formula there exist positive constants λ1, λ2, . . . , λn such that
n∑
i=1
λiLαn (xi )xri =
∫ ∞
0
xrLαn (x)xαe−x dx, 0 ≤ r ≤ n − 1,
i.e.,
n∑
i=1
λiLαn (xi )xri = − j !N
(Lαn )( j) (0)δ j,r , 0 ≤ r ≤ n − 1.
We consider the system of n linear equations in the n unknowns Lαn (x1),Lαn (x2), . . . ,Lαn (xn).
The determinant of the matrix of the coefficients in this linear system is
D = λ1λ2 · · · λn V (x1, x2, . . . , xn)
where V (x1, x2, . . . , xn) denotes the Vandermonde determinant of x1, x2, . . . , xn . As a conse-
quence, D is a positive real number. On the other hand, if for 1 ≤ i ≤ n we define
Di =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1 1 · · · 1
x1 x2 · · · xi−1 xi+1 · · · xn
x21 x
2
2 · · · x2i−1 x2i+1 · · · x2n
...
...
. . .
...
...
. . .
...
x j−11 x
j−1
2 · · · x j−1i−1 x j−1i+1 · · · x j−1n
x j+11 x
j+1
2 · · · x j+1i−1 x j+1i+1 · · · x j+1n
...
...
. . .
...
...
. . .
...
xn−11 x
n−1
2 · · · xn−1i−1 xn−1i+1 · · · xn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
then
Lαn (xi ) = (−1)i+ j j !N
(Lαn )( j) (0) Diλi V (x1, x2, . . . , xn) .
But Di is a positive real number according to problem 48 in page 43 in [17]. This means that
sign(Lαn (xi )) = (−1)i+ j sign((Lαn )( j)(0)) = (−1)i+ j sign((Lαn )( j)(0)) = (−1)n+i . In other
words, Lαn (x) has at least one zero in every interval (xi , xi+1) for i = 1, 2, . . . , n − 1. Finally,
taking into account that the sign of Lαn (x1) is (−1)n+1, we conclude that ξ1 < x1. 
5. Asymptotic behaviour
We will analyze the outer relative asymptotic behaviour of Lαn (x). From (24) we have
Lαn (x)
Lαn (x)
= 1− N (L
α
n )
( j)(0)K (0, j)n−1 (x, 0)
Lαn (x)
.
But from (16), we get
Lαn (x)
Lαn (x)
= 1− j !N (L
α
n )
( j)(0)
(
Lαn (x)Q j (x, 0, L
α
n−1)− Lαn−1(x)Q j (x, 0, Lαn )
)∥∥Lαn−1∥∥2α x j+1Lαn (x) ,
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where Q j (x, 0, Lαn−1) and Q j (x, 0, Lαn ) are the Taylor polynomials of degree j of L
α
n−1(x) and
Lαn (x) around x = 0, respectively. Therefore
Lαn (x)
Lαn (x)
= 1− j !N (L
α
n )
( j)(0)Q j (x, 0, Lαn−1)∥∥Lαn−1∥∥2α x j+1
(
1− Q j (x, 0, L
α
n )
Q j (x, 0, Lαn−1)
Lαn−1(x)
Lαn (x)
)
. (33)
First, we will study the behaviour of the following three expressions:
(i)
j !Q j (x, 0, Lαn−1)∥∥Lαn−1∥∥2α ,
(ii) 1− Q j (x, 0, L
α
n )
Q j (x, 0, Lαn−1)
Lαn−1(x)
Lαn (x)
,
(iii) (Lαn )( j)(0).
For the first one,
j !Q j (x, 0, Lαn−1)∥∥Lαn−1∥∥2α ∼
j ! (Lαn−1)( j) (0)x j∥∥Lαn−1∥∥2α j !
= (n − 1)(n − 2) · · · (n − j)
(n − 1)!Γ (n + α) L
α+ j
n−1− j (0)x
j
= (n − 1)(n − 2) · · · (n − j)
(n − 1)!Γ (n + α) (−1)
n−1− j Γ (n + α)
Γ (α + j + 1) x
j .
As a consequence,
j !Q j (x, 0, Lαn−1)∥∥Lαn−1∥∥2α x j+1 ∼
(−1)n−1− j n j
x(n − 1)!Γ (α + j + 1) . (34)
On the other hand,
1− Q j (x, 0, L
α
n )
Q j (x, 0, Lαn−1)
Lαn−1(x)
Lαn (x)
∼ 1+ n(n − 1) · · · (n − j + 1)Γ (n + α + 1)
(n − 1)(n − 2) · · · (n − j)Γ (n + α)
Lαn−1(x)
Lαn (x)
= 1− n + α
n − j
L̂αn−1(x)
L̂αn (x)
, (35)
where L̂αn (x) denotes the n-th Laguerre polynomial with leading coefficient
(−1)n
n! .
Finally, from (9), (20), and (24) we get
(Lαn )( j)(0) =
(
Lαn
)( j)
(0)
1+ N K ( j, j)n−1 (0, 0)
∼
n(n − 1) · · · (n − j + 1)(−1)n− j Γ (n+α+1)Γ (α+ j+1)
1+ NCα, j Γ (n+α+1)n2 j+1n!
.
Thus
(Lαn )( j)(0) ∼
1
Γ (α + j + 1)
(−1)n− j n jΓ (n + α + 1)(n − 1)!
(n − 1)! + NCα, jΓ (n + α + 1)n2 j . (36)
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Using (13) in (35) we get
lim
n→∞
(
1− Q j (x, 0, L
α
n )
Q j (x, 0, Lαn−1)
Lαn−1(x)
Lαn (x)
)
= 0 (37)
uniformly on compact subsets of C \ [0,∞).
Then, from (33) and (34), we obtain
Lαn (x)
Lαn (x)
− 1 = −N j !(L
α
n )
( j)(0)Q j (x, 0, Lαn−1)∥∥Lαn−1∥∥2α x j+1
(
1− Q j (x, 0, L
α
n )
Q j (x, 0, Lαn−1)
Lαn−1(x)
Lαn (x)
)
∼ − N (−1)
n− j n jΓ (n + α + 1)
(n − 1)! + NCα, jΓ (n + α + 1)n2 j
(−1)n−1− j n j
x (Γ (α + j + 1))2
×
(
1− Q j (x, 0, L
α
n )
Q j (x, 0, Lαn−1)
Lαn−1(x)
Lαn (x)
)
= N
x (Γ (α + j + 1))2
n2 jΓ (n + α + 1)
(n − 1)! + NCα, jΓ (n + α + 1)n2 j
×
(
1− Q j (x, 0, L
α
n )
Q j (x, 0, Lαn−1)
Lαn−1(x)
Lαn (x)
)
and therefore, using (37) we get:
Proposition 2.
lim
n→∞
Lαn (x)
Lαn (x)
= 1 (38)
uniformly on compact subsets of C \ [0,∞).
Taking into account the Mehler–Heine formula (12), we will deduce an analogous Mehler–
Heine formula for the Laguerre–Sobolev-type orthogonal polynomials.
First, we will find an expression for the j-th Taylor polynomial of Lαn (x) replacing the variable
x by x/n:
Q j (x/n, 0, Lαn ) =
(−1)nΓ (n + α + 1)
Γ (α + 1) +
(−1)n−1nΓ (n + α + 1)
Γ (α + 2)
x
n
+ · · ·
+ (−1)
n− j n(n − 1) · · · (n − j + 1)Γ (n + α + 1)
Γ (α + j + 1) j !
x j
n j
= (−1)
nΓ (n + α + 1)
Γ (α + 1)
[
Sαj (x)−
1
n
Rαj (x)+O(n−2)
]
,
where
Sαj (x) = 1−
x
1!(α + 1)1 + · · · +
(−1) j x j
j !(α + 1) j ,
Rαj (x) =
x2
2!(α + 1)2 −
3x3
3!(α + 1)3 + · · · +
(−1) j x j ( j − 1) j
2 j !(α + 1) j .
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Therefore
Q j (x/n, 0, Lαn ) =
(−1)nΓ (n + α + 1)
Γ (α + 1)
[
Sαj (x)−
1
n
Rαj (x)+O(n−2)
]
. (39)
In an analogous way, we conclude that
Q j (x/n, 0, Lαn−1) =
(−1)n−1Γ (n + α)
Γ (α + 1)
[
Sαj (x)+
1
n
T αj (x)+O(n−2)
]
, (40)
where
T αj (x) =
x
1!(α + 1) −
3x2
2!(α + 1)2 + · · · +
(−1) j−1x j j ( j + 1)
2(α + 1) j j ! .
From (16) and (24), we get
Lαn (x) = Lαn (x)−
N j !(Lαn )( j)(0)∥∥Lαn−1∥∥2α x j+1
[
Lαn (x)Q j (x, 0, L
α
n−1)− Lαn−1(x)Q j (x, 0, Lαn )
]
,
and using (7) we have
Lαn (x) = Lαn (x)−
N j !(Lαn )( j)(0)∥∥Lαn−1∥∥2α x j+1
[
Lαn (x)Q j (x, 0, L
α
n−1)
− L
α−1
n (x)− Lαn (x)
n
Q j (x, 0, Lαn )
]
= Lαn (x)−
N j !(Lαn )( j)(0)∥∥Lαn−1∥∥2α x j+1
[(
Q j (x, 0, Lαn−1)+
Q j (x, 0, Lαn )
n
)
Lαn (x)
− L
α−1
n (x)
n
Q j (x, 0, Lαn )
]
.
Multiplying both sides of the above expression by (−1)
n
n!nα and using the change of variable
x → x/n, we get
L̂αn (x/n)
nα
= L̂
α
n (x/n)
nα
− N j !(L
α
n )
( j)(0)n j+1∥∥Lαn−1∥∥2α x j+1
×
[(
Q j (x/n, 0, Lαn−1)+
Q j (x/n, 0, Lαn )
n
)
L̂αn (x/n)
nα
− 1
n2
L̂α−1n (x/n)
nα−1
Q j (x/n, 0, Lαn )
]
,
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and, from (8), (36), (39) and (40),
L̂αn (x/n)
nα
∼ L̂
α
n (x/n)
nα
−
N j !
Γ (α+ j+1)
(−1)n− j n jΓ (n+α+1)(n−1)!
(n−1)!+NCα, jΓ (n+α+1)n2 j n
j+1
(n − 1)!Γ (n + α)x j+1
(−1)nΓ (n + α)
Γ (α + 1)
×
[(
α
n
Sαj (x)−
1
n
T αj (x)−
1
n
Rαj (x)+O(n−2)
)
L̂αn (x/n)
nα
− L̂
α−1
n (x/n) (n + α)
nα+1
(
Sαj (x)−
1
n
Rαj (x)+O(n−2)
)]
.
As a consequence,
lim
n→∞
L̂αn (x/n)
nα
= x−α/2 Jα(2√x)+ (−1)
j+1 j !
Cα, jΓ (α + j + 1)Γ (α + 1)x j+1
×
[
x−α/2 Jα(2
√
x)
(
αSαj (x)− T αj (x)− Rαj (x)
)
− x−(α−1)/2 Jα−1(2
√
x)Sαj (x)
]
,
uniformly on compact subsets of C. Using the fact that
Jα−1(2
√
x)+ Jα+1(2
√
x) = α√
x
Jα(2
√
x), (41)
T αj (x)+ Rαj (x) =
x
α + 1 S
α+1
j−1 (x),
and doing some computations we get:
Proposition 3.
lim
n→∞
L̂αn (x/n)
nα
= x−α/2 Jα(2√x)
[
1+ (−1)
j j !Sα+1j−1 (x)
Cα, jΓ (α + j + 1)Γ (α + 2)x j
]
− x−α/2 Jα+1(2
√
x)
(−1) j j !Sαj (x)
Cα, jΓ (α + j + 1)Γ (α + 1)x j+1/2 (42)
uniformly on compact subsets of C.
From (41), (42) becomes
lim
n→∞
L̂αn (x/n)
nα
= x−α/2 Jα(2√x)
1+ (−1) j j !
(
Sα+1j−1 (x)− Sαj (x)
)
Cα, jΓ (α + j + 1)Γ (α + 2)x j

− x−α/2 Jα+2(2
√
x)
(−1) j j !Sαj (x)
Cα, jΓ (α + j + 1)Γ (α + 2)x j .
If j = 1, then we deduce after some straightforward computations a result obtained in [2].
Now, we are going to find another important asymptotic behaviour of Lαn (x). Taking into
account∥∥Lαn∥∥2S = 〈Lαn , Lαn 〉S
= 〈Lαn , Lαn 〉α + N (Lαn )( j) (0) (Lαn )( j) (0)
= ∥∥Lαn∥∥2α + N (Lαn )( j) (0) (Lαn )( j) (0),
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and, using the asymptotic behaviour of
(
Lαn
)( j)
(0) and (36) which show us the behaviour of(Lαn )( j) (0), we then get∥∥Lαn∥∥2S∥∥Lαn∥∥2α = 1+
N
(Lαn )( j) (0) (Lαn )( j) (0)∥∥Lαn∥∥2α
∼ 1+ N
(−1)n− j n j Γ (n+α+1)Γ (α+ j+1)
1+ NCα, j Γ (n+α+1)n! n2 j+1
n j (−1)n− j Γ (n+α+1)Γ (α+ j+1)
n!Γ (n + α + 1)
= 1+
n2 j Γ (n+α+1)
Γ (α+ j+1)2
n! + NCα, jΓ (n + α + 1)n2 j+1
= 1+O
(
1
n
)
.
Thus, we have proved:
Proposition 4.
lim
n→∞
∥∥Lαn∥∥S∥∥Lαn∥∥α = 1.
Finally, we present a result about the behaviour of the norm of the Laguerre–Sobolev-
type orthogonal polynomials that is a consequence of the above proposition and the fact that
n−1
∥∥Lαn∥∥1/nα → e−1 when n→∞.
Corollary 2.
lim
n→∞ n
−1 ∥∥Lαn∥∥1/nS = e−1. (43)
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