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1 Preliminaries
1.1 Introduction
In this paper, we construct an explicit basis for modular forms of all orders.
Higher order modular forms are a natural generalization of the classical concept
of automorphic forms, and have been to attracting increasing interest in recent
years. They have proved to be relevant to problems related to the distribution
of modular symbols ([CDO]), to GL(2) L−functions ([DKMO],[FW]), to per-
colation theory ([KZ]) and in [DSr] to the non-commutative modular symbols
introduced by Manin ([M]), and yielded results including the proof that modu-
lar symbols have a normal distribution ([PR]) and the establishment of higher
order Kronecker limit formulas ([JO]).
The classification of higher order modular forms (via the construction of ex-
plicit bases) was begun in [DO] with the weight 2 case, and completed in [DS].
The method involved the construction of generalized Poincare series to yield
forms satisfying a specific functional equation. These forms were then used via
an iterative construction to build up a complete basis.
The method of this paper mirrors the construction of [DS] very closely. In
section 2 we recall the basic results on the Poincare series from [DS]. Section 3
then uses these series to construct some additional non-cuspidal forms. In sec-
tion 4 we apply the iterative procedure of [DS] to produce a set of forms, which
we then prove forms a basis. In the final section, we generalize the cohomological
results of [DO] to all orders.
1.2 Definitions
We begin by restating some definitions and results from [DS].
Let Γ ⊆ PSL(2,R) be a Fuchsian group of the first kind acting on the up-
per half plane H with compact quotient Γ\H of genus g. We assume that there
are m ≥ 2 inequivalent cusps. We fix a fundamental domain F and representi-
tives a1, ..., am of the inequivalent cusps of F¯. As in [I], we have scaling matrices
σai taking neighbourhoods of i∞ to neighbourhoods of ai. Writing Γai for the
1
stabilizers stabΓ(ai), we have
σ−1ai Γaiσai = Γ∞ = {±
(
1 m
0 1
)
|m ∈ Z}.
We write πai for the generator of Γai given by σai
( 1 m
0 1
)
σ−1ai
As usual, the slash operator |k defines an action of PSL(2,R) on functions
f : H→ C by
(f |k(γ)(z) = f(γz)j(γ, z)
−k
where j(γ, z) = cz+d for γ =
(
∗ ∗
c d
)
, and extend to Z[PSL(2,R)] by linearity.
Before stating the definition of higher order modular forms and higher order
cusp forms, we will state and label various conditions used in the definition. For
a function f : H→ C we have conditions
• f is holomorphic on H (“holomorphicity”).
• f |k(π − 1) = 0 for all π parabolic in Γ (“parabolic invariance”).
• fk(γ − 1) ∈ R for R a set of functions C → H (“modularity with periods
in R”).
• For each cusp a, (f |kσa)(z) ≪ e
−cy as y → ∞ uniformly in x with c > 0
(“vanishing at the cusps”).
• For each cusp a, (f |kσa)(z)≪ c as y →∞ uniformly in x with c constant
(“boundedness at cusps”).
Definition 1.1. We write Stk(Γ) for the space of cusp forms of weight k and
order t for Γ. For t = 0, this is the set {0}. Otherwise it is the space of func-
tions satisfying holomorphicity, parabolic invariance, modularity with periods
in St−1k (Γ) and vanishing at cusps.
Similarly we writeM tk(Γ) for the space of modular forms of weight k and order t
for Γ. For t = 0, this is again defined to be {0}. Otherwise it is the space of func-
tions satisfying holomorphicity, parabolic invariance, modularity with periods
in M t−1k (Γ) and boundedness at cusps.
We fix once and for all bases S2 := {f1, ..., fg} for S2(Γ) and Sk for Sk(Γ).
2 Constructing Cusp Forms from Series
2.1 Poincare Series
We will first state, in this and the next section, some of the key definitions and
results of [DS]. For proofs, refer to that paper.
Definition 2.1. Given i1, ..., it ∈ {1, ..., g} and a cusp a, set
F ai1,...,it(z) = fi1(z)
∫ a
z
fi2(t1)
∫ a
t1
fi3(t2)...
∫ a
tt−2
fit(tt−1)dtt−1...dt1
Furthermore, write At for {Fi1,...,it : ij ∈ {1, ..., g}}.
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Definition 2.2. For m ≥ 0, k ∈ 2Z, a a cusp and f ∈ S2(Γ), set
Zam(z, s, 1, k; f) :=
∑
γ∈ΓaΓ
(∫ γa
a
f(w)dw
)
Im(σ−1a γz)
se(mσ−1a γz)ǫ(σ
−1
a γ, z)
−k.
Theorem 2.3. There exists δΓ > 0 such that for any f ∈ At,k Zam(z, s, 1, k, f)
admits a meromorphic continuation to Re(s) > 1 − δΓ. The only possible pole
is at s = 1 and it can occur only when k ≤ 0. For k = 0 it is simple. For k ≥ 2
and m 6= 0, Zam(z, s, 1, k; f)≪ yF(z)
1/2. For k ≥ 2, Za0(z, s, 1, k; f)≪ yF(z)
σ.
For k = 2, Za0(z, 1, 1, 2, f) ≪ yF(z)
1/2. The implied constants are independent
of z in all cases.
2.2 Explicit Construction of Cusp Forms
Definition 2.4. We set
Zam(z, s; f) := y
−1Zam(z, s+ 1, 1, 2; f).
It is easy to see that
Zam(·, 0;F i1,...,it−1)|2(γ − 1) =(∫ γ−1a
a
Fi1,...,it−1
)
Pam +
t−2∑
r=1
(∫ γ−1a
a
Fi1,...,ir
)
Zam(·, 0;F ir+1,...,it−1) (1)
and thus that these series will obey appropriate functional equations. Their
vanishing at cusps is guaranteed by (2.3). [DO] analyzes the nonholomorphic
part of Zam(z, s;F i1,...,it−1) in order to produce holomorphic linear combinations
of them. In particular, one may construct, for any i1, ..., it−1 ∈ {1, ..., g} and
f ∈ Sk not satisfying f = fit−1 = f1, a function Z−i1,...,−it−1;f(·) ∈ S
t
k satisfying
Z−i1,...,−it−1;f |2(γ1 − 1)...(γt−1 − 1)
=
{
〈fi1 , γ1〉...〈fit−1 , γt−1〉f f 6= fit
〈fi1 , γ1〉...〈fit−2 , γt−2〉
(
〈fit−1 , γt−1〉f − 〈fi1 , γ1〉f1
)
f = fit
Furthermore, for any i1, ..., it−1 ∈ {1, ..., g} and f ∈ Sk, one can construct a
function Z ′−i1,...,−it−1;f that is holomorphic, parabolically invariant, vanishes at
every cusp except in the case t = 2 where it can have polynomial growth at am,
and which satisfies the functional equation
Z ′−i1,...,−it−1;f |2(γ1 − 1)...(γt−1 − 1) = 〈fi1 , γ1〉...〈fit−1 , γt−1〉f.
In cases where f 6= fit−1 (including all cases where k > 2), this function is simply
Z−i1,...,−it−1;f - it is only when f = fit that a new construction is needed.
3 Extension to the Modular Forms
3.1 The Weight 2 Case
Our first goal in this discussion is to construct similar functions for f ∈ M2.
For this, we will need some preliminary results.
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Lemma 3.1. For a and b cusps
∫ a
z
F ai1,...,it(t)dt−
∫ b
z
F bi1,...,it(t)dt
=
∫ a
b
F ai1,...,it(t)dt −
t−1∑
r=1
∫ b
z
F bi1,...,ir(t)dt ·
∫ a
b
F air+1,...,it(t)dt
Proof. Induction.
We now define the functions that we will use to study the residues of the
forms we are interested in.
Definition 3.2. Given a cusp a, set Sair =
∫ a
z fir (t)dt and S
a
ir+1,ir = 1. Then
define recursively
Sai1,...,it =
t∑
r=1
∫ a
z
F ai1,...,ir(t)dt · S
a
ir+1,...,it(z).
Proposition 3.3. For a and b cusps,
Sabi1,...,it(z) := S
a
i1,...,it(z)− S
b
i1,...,it(z) =
t∑
r=1
∫ a
b
F ai1,...,ir(t)dt · S
a
ir+1,...,it(z)
for all t.
Proof. The case t = 1 is obvious. Now work inductively. By rearranging we see
that
Sabi1,...,it =
t∑
r=1
(∫ b
z
F bi1,...,ir(t)dt · S
ab
ir+1,...,it
+
(∫ a
z
F ai1,...,ir(t)dt−
∫ b
z
F bi1,...,ir(t)dt
)
Sair+1,...,it
)
We can now apply the inductive hypothesis and the previous lemma to this
expression to arrive at
Sabi1,...,it =
t∑
r=1
t∑
s=r+1
∫ b
z
F bi1,...,ir(t)dt
∫ a
b
F air+1,...,is(t)dt · S
a
is+1,...,it
−
t∑
r=1
r−1∑
s=1
∫ b
z
F bi1,...,is(t)dt
∫ a
b
F ais+1,...,ir(t)dt · S
a
ir+1,...,it
+
t∑
r=1
∫ a
b
F ai1,...,ir(t)dt · S
a
ir+1,...,it .
Cancelling terms in the first two sums we complete the inductive step, thereby
establishing the propostion.
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We can see from the series expression that
d
dz
Za0(z, 0;F i1,...,it−1) =
i
2y2
Ress=1Za0(z, s, 1, 0;F i1,...,it−1)
and also by ([DS], Lemma 3.8) that
Ress=1Za0(·, s, 1, 0;F i1,...,it) =
1
V
Sai1,...,it .
Taking our set {a1, ..., am} of inequivalent cusps, we now define functions fa :=
Pa0 − Pam0 for a 6= am; this gives a basis for the space of Eisenstein series in
M2(Γ). We will write M2 for the basis for M2(Γ) consisting of this basis to-
gether with S2.
For i1, ..., it−1 ∈ [1, g] and a 6= am we then set
Z−i1,...,−it−1;fa(z) = Za0(z, 0;F
ait
i1,...,it−1)− Zam0(z, 0;F
am
i1,...,it−1)
−
t∑
r=1
∫ ait
am
F
ait
i1,...,ir
(t)dt · Zait0(z, 0;F
ait
ir+1,...,it(z)). (2)
We also set Z ′−i1,...,−it−1;fa = Z−i1,...,−it−1;fa .
Proposition 3.4. Z−i1,...,−it−1;fa ∈M
t
2(Γ).
Proof. We can apply the previous result to see that ddzZ−i1,...,−it−1;fa = 0.
We can also see from the functional equation for Zam(z, 0;F i1,...,it−1) that
Z−i1,...,−it−1;fa satisfies the functional equation and parabolic invariance con-
ditions.
By (2.3), Za0(z, s, 1, k; f) ≪ yF(z)
σ for k ≥ 2, and so y−1Za0(z, 1, 1, 2; f) ≪
yF(z)
0. By (1), this means that both Za0(·, 0;F
a
i1,...,it−1) and Za0(·, 0;F
a
i1,...,it−1)|2(γ−
1) satisfy this growth condition, and thus that Za0(·, 0;F
a
i1,...,it−1)|2γ does as
well.
3.2 Higher Weights
For k > 2, the construction is simpler. Observe first that a basis for the Eisen-
stein series inMk(Γ) is given by the functions fa := Pa0(z)k for a ∈ {a1, ..., am}.
Adding these functions to Sk gives us a basis Mk for Mk(Γ).
We consider
y−k/2Za0(z, s+ k/2, 1, k; f)
=
∑
γ∈Γa\Γ
(∫ a
a
f(w)dw
)
ℑ(σ−1a γz)
sj(σ−1a γ, z)
−k.
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By (2.3) this extends to an analytic function of s for ℜ(s) > 1− k/2− δΓ, and
it is easy to see that
y−k/2Za0(z, k/2, 1, k;F i1,...,it−1)|k(γ − 1) =(∫ γ−1a
a
Fi1,...,it−1
)
Pa0(z)k+
t−2∑
r=1
(∫ γ−1a
a
Fi1,...,ir
)
y−k/2Za0(z, k/2, 1, k;F ir+1,...,it−1).
Now, for ℜ(s) large, we can differentiate term by term to get
d
dz
y−k/2Za0(z, s+k/2, 1, k;F i1,...,it−1) =
is
2y1+k/2
Za0(z, s+k/2, 1, k−2;F i1,...,it−1)
By 2.3, Za0(z, s+k/2, 1, k−2;F i1,...,it−1) is holomorphic at s = 0 if k > 2, and so
by comparing analytic continuations, we find that y−k/2Za0(z, k/2, 1, k;F i1,...,it−1)
is holomorphic in z.
Now, for any a we can set
Z−i1,...,−it−1;fa = Za0(z, k/2, 1, k;F i1,...,it−1)
for i1, ..., it−1 ∈ {1, ..., g} and again, we define Z
′ identically:
Z ′−i1,...,−it−1;fa = Z−i1,...,−it−1;fa .
4 Constructing the Basis
4.1 Combinatorial Preliminaries
Given the functions defined in the last section, the construction of the basis will
now be a primarily combinatorial exercise.
Definition 4.1. For r, t ∈ N with r < t, a shuffle of type (r, t) is a pair (φ, ψ)
of order preserving maps
φ : {1, ..., r} → {1, ..., t− 1}
ψ : {r + 1, ..., t− 1} → {1, ..., t− 1}
whose images are disjoint and complementary. For convenience, we will denote
by (φ, ψ)0 the shuffle such that φ(i) = i for 1 ≤ i ≤ r and ψ(i) = i for
r + 1 ≤ i ≤ t− 1, where r and t should be obvious from the context. We write
Sr,t for the set of shuffles of type (r, t). The following result is proved in [CD].
Proposition 4.2. Given F,G : H → C satisfying F |k1(γ1 − 1)...(γs − 1) = 0
and G|k2(δ1 − 1)...(δt − 1) = 0 for all γ1, ..., γs, δ1, ..., δt ∈ Γ,
F ·G|k1+k2(γ1 − 1)...(γs+t−2 − 1)
=
∑
(φ,ψ)∈Ss−1,s+t−1
F |k1(γφ(1)−1)...(γφ(s−1)−1)·G|k2(γψ(s)−1)...(γψ(s+t−1)−1)
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We now define index sets with which to label the basis elements we create.
We set
Jt,k =
{
(i1, ..., it−1; g) : i1, ..., it−1 ∈ {±1, ...,±g}, g ∈Mk
}
It,k =
{
(i1, ..., it−1; g) ∈ Jt : ∄ j with − ij = ij+1 = 1 and we do not have g = f−it−1 = f1
}
.
Note that the condition on g and fit−1 is only relevant in the case k = 2. We
also define At,k to be the linear span over (i1, ..., it−1; g) ∈ Jt,k − It,k of the
maps
φ : (γ1, ..., γt−1) 7→ 〈f11 , γ1〉...〈fit−1 , γt−1〉g.
4.2 The Iterative Construction
Theorem 4.3. For any (i1, ..., it−1; g) ∈ It,k there exists a function Zi1,...,it−1;g ∈
M tk(Γ) satisfying the functional equation
Zi1,...,it−1;g|k(γ1 − 1)...(γt−1 − 1) = 〈fi1 , γ1〉...〈fit−1 , γt−1〉g + φ(γ1, ..., γt−1)
for some φ ∈ At,k.
Proof. First, in the case t = 1 we set Zg = g.
We then can proceed with the iterative construction precisely as in the cus-
pidal case. Specifically, for any s < t and any k we assume the existence of
Zi1,...,is−1;g for all (i1, ..., is−1; g) ∈ Is,k. We then proceed iteratively for each
k, constructing Zi1,...,it−1; g for (i1, ..., it−1; g) ∈ It,k that satisfy ir > 0 and
ir+1, ..., it−1 < 0, first for r = t− 1 and then inductively for lower r.
For (i1, ..., it−1; g) such that it−1 > 1, we set
Zi1,...,it−1; g(z) = g(z)
∫ z
i
Zi1,...,it−2; fit−1 (w)dw.
By 4.2 and the inductive hypothesis, this satisfies
Zi1,...,it−1; g|k(γ1 − 1)...(γt−1 − 1) = 〈fi1 , γ1〉...〈fit−1 , γt−1〉g + φ(γ1, ..., γt−1)
as desired.
Now assume that for each q > r we have constructedZj1,...,jt−1; g for all (j1, ..., jt; g) ∈
It,k with jq > 0, jq+1, ..., jt−1 < 0. Now, given (i1, ..., it) ∈ It,k with ir > 0 and
ir+1, ..., it−1 < 0, 4.2 implies that(
Zir+1,...,it−1; g
∫ z
i
Zi1,...,ir−1; fir (w)dw
)
|k(γ1 − 1)...(γt−1 − 1) =∑
(φ,ψ)∈Sr,t
〈fi1 , γφ(1)〉...〈fir , γφ(r)〉〈fir+1 , γψ(r+1)〉...〈fit−1 , γψ(t−1)〉g
+ φ(γ1, ..., γt−1) (3)
for some φ ∈ At,k. Consider an individual term in the sum corresponding to
(φ, ψ) 6= (φ, ψ)0 and take (j1, ..., jt−1) such that
〈fi1 , γφ(1)〉...〈fir , γφ(r)〉〈fir+1 , γψ(r+1)〉...〈fit−1 , γψ(t−1)〉 =
〈fj1 , γ1〉...〈fjt−1 , γt−1〉.
7
Because (φ, ψ) 6= (φ, ψ)0, we must have φ(r) ≥ r+1, and thus since ir > 0, there
must be a q > r such that jq > 0 and jq+1, ..., jt−1 < 0. If (j1, ..., jt−1; g) ∈ It,k,
then the inductive hypothesis means that there is a Zj1,...,jt−1; g already con-
structed such that Zj1,...,jt−1; g|k(γ1−1)...(γt−1−1) = 〈fi1 , γφ(1)〉...〈fit−1 , γψ(t−1)〉g.
Otherwise, 〈fi1 , γφ(1)〉...〈fit−1 , γψ(t−1)〉g ∈ At,k.
Thus if we write B(i1, ..., it−1; g) for the sum of all the Zj1,...,jt−1; g with (j1, ..., jt−1; g) ∈
It,k corresponding to (φ, ψ) 6= (φ, ψ)0, then we can define
Zi1,...,it−1; g = Zir+1,...,it−1; g
∫ z
i
Zi1,...,ir−1; fir (w)dw − B(i1, ..., it−1; g).
The only term in
(
Zir+1,...,it−1; g
∫ z
i Zi1,...,ir−1; fir (w)dw
)
|k(γ1 − 1)...(γt−1 − 1)
that is not either equal to Zj1,...,jt−1; g|k(γ1− 1)...(γt−1− 1) for one of the terms
in B(i1, ..., it−1; g) or in At,k is the term corresponding to (φ, ψ)0, and so
Zi1,...,it−1; g|k(γ1 − 1)...(γt−1 − 1) = 〈fi1 , γ1〉...〈fit−1 , γt−1〉g + φ(γ1, ..., γt−1)
for some φ ∈ At,k, as desired.
The case where all i1, ..., it−1 < 0 cannot be constructed from an integral in
the above manner. Here, we use the forms Zi1,...,it−1; g constructed earlier.
These functions obey the required functional equation by construction. Since
each Zi1,...,ir−1; g is a weight k order r cusp form, their integrals are weight 0
order r + 1 cusp forms, and so the products are all weight k order t modular
forms.
Theorem 4.4. For any (i1, ..., it−1; g) ∈ Jt there exists a function Z
′
i1,...,it−1; g
satisfying the holomorphicity condition, boundedness at cusps, and the func-
tional equation
Z ′i1,...,it−2; g|k(γ1 − 1)...(γt−1 − 1) = 〈fi1 , γ1〉...〈fit−1 , γt−1〉g.
Furthermore, the Z ′i1,...,it−1; g are invariant under πai for i < m, and if it ≤ g,
vanish at all cusps except for am.
Proof. The construction here is almost identical to the construction ofZi1,...,it−1; g,
so the details will not be given. We start as before with Z ′g = g. The iterative
construction proceeds along the same lines - we define
Z ′i1,...,it−1; g = Z
′
ir+1,...,it−1; g
∫ z
i
Z ′i1,...,ir−1; fir (w)dw − C(i1, ..., it−1; g)
where C(i1, ..., it−1; g) is now a sum over (j1, ..., jt−1; g) ∈ Jt,k of terms Z
′
j1,...,jt−1; g
corresponding to the shuffles in the analogue of (3). This larger index set gives
us a term for every shuffle, and consequently no φ is needed in the functional
equations.
The main difference comes from the definition of Z ′i1,...,it−1; g for i1, ..., it−1 < 0.
Here, if g ∈ Sk(Γ), we use the Z
′
i1,...,it−1; g
constructed in [DS]. If g ∈ Mk(Γ) −
Sk(Γ), we use the forms constructed earlier in this paper.
The desired properties of these series all follow from the construction or from
previous theorems.
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4.3 Some Technical Results
Lemma 4.5. For all t ≥ 3 and for any (i1, ..., it−1, g) ∈ Jt with i1 < 0,
Z ′i1,...,it−1; g|k(πam − 1)(γ3 − 1)...(γt−1 − 1)
=
{ ∫ piam i
i Z
′
−1; f1
(w)dw〈fi3 , γ3〉〈fit−1 , γt−1〉g if (i1, i2) = (−1, 1)
0 otherwise
Proof. We proceed inductively, following the order of the iteration by which the
functions were constructed. The base case, t = 3, is a simple calculation. We
should also note that in the case t = 2, it follows directly from the definitions
that Z ′i1; g|2(πam − 1) = 0 for all i1 and g.
Assuming the result for s < t, if (i1, ..., it−1) has it−1 > 0, then Z
′
i1,...,it−1; g =
g
∫ z
i
Z ′i1,...,it−2; fit−1 (w)dw by definition and the result follows by the inductive
hypothesis. Thus for induction we will assume further that for r′ > r the result
holds for any (i1, ..., it−1) with ir′ > 0 and ir′+1, ..., it−1 < 0.
We now consider (i1, ..., it−1; g) ∈ Jt,k with i1 < 0, ir > 0 and ir+1, ..., it−1 < 0.
Recall that
Z ′i1,...,it−1; g = Z
′
ir+1,...,it−1; g(z)
∫ z
i
Z ′i1,...,ir−1; fir (t)dt−
∑
Z ′j1,...,jt−1; g
where the sum is over all (j1, ..., jt−1) such that
Z ′j1,...,jt−1; g|k(γ1 − 1)...(γt−1 − 1) = 〈fj1 , γ1〉...〈fjt−1 , γt−1〉g
= 〈fi1 , γφ(1)〉...〈fir , γφ(r)〉〈fir+1 , γψ(r+1)〉...〈fit−1 , γψ(t−1)〉g
for some shuffle (φ, ψ) ∈ Sr,t with (φ, ψ) 6= (φ, ψ)0.
We note first that since ir+1, ..., it−1 < 0, the inductive hypothesis and (4.2)
imply that
(
Z ′ir+1,...,it; g(z)
∫ z
i
Z ′i1,...,ir−1; fir (t)dt
)
|k(πam − 1)(γ3 − 1)...(γt−1 − 1) =
∑
(φ,ψ)∈Sr,t
φ(1)=1,φ(2)=2
∫ piam i
i
Z ′−1; f1(t)dt〈fi3 , γφ(3)〉...〈fir , γφ(r)〉〈fir+1 , γψ(r+1)〉...
...〈fit−1 , γψ(t−1)〉g
if (i1, i2) = (−1, 1) and is otherwise zero.
Now we consider Z ′j1,...,jt−1; g|k(πam−1)(γ3−1)...(γt−1−1) in the case (i1, i2) =
(−1, 1). We know by the inductive hypothesis that
Z ′j1,...,jt−1; g|k(πam − 1)(γ3 − 1)...(γt−1 − 1)
=


(∫ piam i
i
Z ′−1,f1(t)dt
)
〈fj3 , γ2〉...〈fjt−1 , γt−2〉g if(j1, j2) = (−1, 1)
0 otherwise.
(4)
9
We also know by the definition of j1, ..., jt−1 that there is a (φ, ψ) ∈ Sr,t such
that
〈fj1 , γ1〉...〈fjt−1 , γt−1〉g =
〈fi1 , γφ(1)〉...〈fir , γφ(r)〉〈fir+1 , γψ(r+1)〉...〈fit−1 , γψ(t−1)〉g (5)
for all γ1, ..., γt−1 ∈ Γ. By the definition of shuffles, this means that (j1, j2)
must be one of (i1, i2), (i1, ir+1), (ir+1, i1) and (ir+1, ir+2) if r + 1 < t− 1, and
one of the first three of these if r + 1 = t − 1. Since i1, ir+1, ir+2 < 0, the
case (j1, j2) = (−1, 1) (and so (4) is nonzero) can only occur in terms where
(j1, j2) = (i1, i2), and so φ(1) = 1, φ(2) = 2. Using this fact, we can cancel the
first two terms from each side of (5), and the resulting equality lets us rewrite
our previous expression as
Z ′−1,1,j3,...,jt−1; g|k(πam − 1)(γ3 − 1)...(γt−1 − 1)
=
∫ piam i
i
Z ′−1; f1(t)dt〈fi3 , γφ(3)〉...〈fir−1 , γφ(r−1)〉
〈fir , γψ(r)〉...〈fit−1 , γψ(t−1)〉g.
Summing over all the terms of C(i1, ..., it−1; g), this gives us a nonzero term in
the form given above for each (φ, ψ) satisfying φ(1) = 1, φ(2) = 2 apart (φ, ψ)0.
Subtracting these from
(
Z ′ir+1,...,it−1; g(z)
∫ z
i
Z ′i1,...,ir−1; fir (t)dt
)
|k(πam − 1)(γ3 − 1)...(γt−1 − 1)
leaves only that term corresponding to (φ, ψ)0, and so if (i1, i2) = (−1, 1),
Z ′i1,...,it−1; g|k(πam−1)(γ3−1)...(γt−1−1) =
∫ piam i
i
Z ′−1; f1(t)dt〈fi3 , γ3〉...〈fit−1 , γt−1〉g
If (i1, i2) 6= (−1, 1), we know that(
Z ′ir+1,...,it−1; g(z)
∫ z
i
Z ′i1,...,ir−1; fir (t)dt
)
|k(πam − 1)(γ3 − 1)...(γt−1 − 1) = 0.
Further, since i1, ir+1, ir+2 < 0 and (i1, i2) 6= (−1, 1), we know that (j1, j2) 6=
(−1, 1) for all terms Z ′j1,...,jt−1; g of C(i1, ..., it−1; g), and so
C(i1, ..., it−1; g)|k(πam − 1)(γ3 − 1)...(γt−1 − 1) = 0.
Thus Z ′i1,...,it−1; g|k(πam −1)(γ3−1)...(γt−1−1) = 0, as desired. The final case,
where i1, ..., it−1 < 0 follows from the previously stated properties of the series
used to define Z ′i1,...,it−1; g in these cases.
Lemma 4.6. Given F ∈Mk2 (Γ) and c−1,1,i3,...,it−1; g ∈ C such that
F |k(γ1−1)...(γt−1−1) =
∑
(i3,...,it−1; g)∈Jt−2,k
c−1,1,i3,...,it−1; g〈f−1, γ1〉...〈fit−1 , γt−1〉g
for all γ1, ..., γt−1 ∈ Γ, then we must have c−1,1,i3,...,it−1; g = 0 for all i3, ..., it−1
and g.
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Proof. Given such an F, consider F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
. We
know that(
F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(γ1 − 1)...(γt−1 − 1) = 0,
for all γ1, ..., γt−1 ∈ Γ, and so
(
F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt; g
)
|k(γ1 −
1)...(γt−2− 1) will vanish if any further (γ− 1) is applied. Furthermore, this ex-
pression is clearly holomorphic, and it follows from the definition of Z ′i1,...,it−1; g
that it has at most polynomial growth at all cusps. Thus we can write(
F−
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(γ1−1)...(γt−2−1) =
∑
fj∈Mk
χj(γ1, ..., γt−2)fj ,
where χj : Γ
t−1 → C.
Since (γiδi − 1) = (γi − 1) + (δi − 1) + (γi − 1)(δi − 1), we see that
(
F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(γ1 − 1)...(γiδi − 1)...(γt−1 − 1)
=
(
F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(γ1 − 1)...(γi − 1)...(γt−1 − 1)
+
(
F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(γ1 − 1)...(δi − 1)...(γt−1 − 1).
The linear independance of the fj then means that χj(γ1, ..., γiδi, ..., γt)−χj(γ1, ..., γi, ..., γt)+
χj(γ1, ..., δi, ..., γt) = 0 for 1 ≤ i ≤ t−1 - in other words, χj is a group homomor-
phism in terms of each argument. Thus repeatedly applying the Eichler-Shimura
isomorphism allows us to write
(
F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(γ1 − 1)...(γt−2 − 1)
=
∑
ki∈{±1,...,±g+m−1}
fj∈Mk
ak1,...,kt−2,j〈fk1 , γ1〉...〈fkt−2 , gt−2〉fj
with ak1,...,kt−2,j ∈ C. Furthermore, we know that this expression vanishes if
any of the γi = πa for a 6= am, and so the only nonzero terms in the above sum
must be those with all fki cuspidal. This in turn means that(
F −
∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(πam − 1)(γ2 − 1)...(γt−2 − 1) = 0
for all γ2, ..., γt−2. Since F ∈M
t
k, we know that F |k(πam − 1) = 0, and so(∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(πam − 1)(γ2 − 1)...(γt−2 − 1) = 0.
But applying the previous result gives
(∑
c−1,1,i3,...,it−1; gZ
′
−1,1,j3,...,jt−1; g
)
|k(πam − 1)(γ2 − 1)...(γt−2 − 1) =∫ piam i
i
Z−1; f1(w)dw
∑
c−1,1,i3,...,it−1; g〈fi3 , γ2〉...〈fit−1 , γt−2〉g = 0
for all γ2, ..., γt−2. Thus by the linear independance of the modular symbols,
c−1,1,i3,...,it−1; g = 0 for all i3, ..., it−1 and g.
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4.4 The Main Theorem
Theorem 4.7. Let t ≥ 1. Then the image of
{Zi1,...,it−1; g : (i1, ..., it; g) ∈ It,k}
under the natural projection is a basis for M tk/M
t−1
k .
Proof. We have already established that the Zi1,...,it−1; g are in M
t
k(Γ). Their
linear independence follows simply from their functional equations.
To show that the Zi1,...,it; g span M
t
k, consider F ∈ M
t
k(Γ). As in the previ-
ous lemma, we see that we can write
F |k(γ1 − 1)...(γt−1 − 1) =
∑
j
χj(γ1, ..., γt−1)gj
=
∑
(i1,...,it−1; gj)∈It,k
ci1,...,it−1; gj 〈fi1 , γ1〉...〈fit−1 , γt−1〉gj .
We now consider
(F − L)|k(γ1 − 1)...(γt−1 − 1) :=(
F −
∑
(i1,...,it−1; gj)∈It,k
ci1,...,it−1; gjZi1,...,it−1; g
)
|k(γ1 − 1)...(γt−1 − 1). (6)
To establish the theorem, it will suffice to show that this is 0, and thus that F
is in the linear span of {Zi1,...,it−1; g} modulo M
t−1
k (Γ).
By the functional equation for the Zi1,...,it−1; g, we know that the above ex-
pression is simply φ(γ1, ..., γt−1) for some φ ∈ At,k. In other words, it is a linear
combination
φ(γ1, ..., γt−1)
=
∑
(i1,...,it−1;g)∈It,k
ci1,...,it−1;g〈fi1 , γ1〉...〈fit−1 , γt−1〉g
=
t−1∑
r=1
∑
i1,...,ir−1∈{±1,...,±g}
(ir+2,...,it−1;g)∈It−r−1,k
ci1,...,−1,1,...,it−1,g〈fi1 , γ1〉...〈fir−1 , γr−1〉
〈f−1, γr〉〈f1, γr+1〉〈fir+2 , γr+2〉...〈fit−1 , γt−1〉g
=
t−2∑
r=1
∑
i1,...,ir−1∈{±1,...,±g}
ai1,...,ir−1〈fi1 , γ1〉...〈fir−1 , γr−1〉〈f−1, γr〉
〈f1, γr+1〉
∑
(ir+2,...,it−1;g)∈It−r−1,k
bir+2,...,it−1;g〈fir+2 , γr+2〉...〈fit−1 , γt−1〉g
+
∑
i1,...,it−2∈{±1,...,±g}
ai1,...,it−2〈fi1 , γ1〉...〈fit−2 , γr−1〉〈f−1, γr〉f1
(7)
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where the final term, corresponding to r = t− 1, is nonzero only if k = 2.
However, we know from (2.3) that for (ir+2, ..., it−1; g) ∈ I there is an G in
M t−rk such that
G|k(γr+1 − 1)...(γt−1 − 1) = 〈f1, γr+1〉〈fir+2 , γr+2〉...〈fit−1 , γt−1〉g
+ ψ(γr+1, ..., γt−1) (8)
for some ψ ∈ At−r, k. Using this we will write
φ(γ1, ..., γt−1) =
t−1∑
r=1
∑
i1,...,ir−1∈{±1,...,±g}
di1,...,ir−1〈fi1 , γ1〉...〈fir−1 , γr−1〉
〈f−1, γr〉
(
Fi1,...,ir−1 |k(γr+1 − 1)...(γt−1 − 1)
)
. (9)
We do this by starting with r = 1, and substituting (8) to rewrite the terms
in (7) corresponding to each given r as r increases - we can treat the terms
〈fi1 , γ1〉...〈fir−1 , γr−1〉〈f−1, γr〉φ(γr+1, ..., γt−1) that are left over along with the
terms of (7) corresponding to higher r, as it will be of the same form as them
by the definition of At−r,k. For a given (i1, ..., ir−1) we can then write Fi1,...,ir−1
for the sum over all ir+1, ..., i−1, g of the corresponding G. The final application
of (8) will yield no left over φ, since the forms being substituted are simply of
the form G(z) = g(z)
∫ z
i
f1(t)dt for k > 2 or simpy G(z) = f1(z) if k = 2.
Recall that φ(γ1, ..., γt−1) = (F − L)|k(γ1 − 1)...(γt−2 − 1)(γt−1 − 1). If k = 2
we take all terms except the last one over to the left hand side of (9) to give
[(
(F − L)|k(γ1 − 1)...(γt−2 − 1)
)
−
t−2∑
r=1
∑
i1,...,ir−1∈{±1,...,±g}
di1,...,ir−1〈fi1 , γ1〉...〈fir−1 , γr−1〉
〈f−1, γr〉Fi1,...,ir−1 |k(γr+1 − 1)...(γt−2 − 1)
]
|k(γt−1 − 1)
=
( ∑
(i1,...,it−2)
di1,...,it−2〈fi1 , γ1〉...〈fit−2 , γ2〉
)
· 〈f−1, γt−1〉f1,
and because for fixed γ1, ..., γt−2 the right hand side is a multiple of 〈f−1, γt−1〉f1
and the terms in the square brackets on the LHS are all in M2k (Γ), (5.2) of [DO]
tells us that its coefficient must be zero. Since this holds for any γ1, ..., γt−2 and
the products of modular forms are linearly independent, this means that each
di1,...,it−2 is zero. For k > 2, this term is zero automatically.
We then apply the same process inductively, proving that terms are zero in
order of decreasing r. At each stage, having previously shown that any terms
with r > n are zero, we fix γ1, ..., γn−1 and take the terms with r < n over to
the left hand side. The remaining terms - those with r = n - can also be written
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in the form∑
i1,...,in−1∈{±1,...,±g}
a′i1,...,in−1〈fi1 , γ1〉...〈fin−1 , γn−1〉·
∑
(in+2,...,it−1;g)∈It−n−1,k
b′in+2,...,it−1;g〈f−1, γn〉〈f1, γn+1〉〈fin+2 , γn+2〉...〈fit−1 , γt−1〉g
where the a′ and b′ coming from the a and b in (7) and from the additional φ
terms added in during the rewriting process above. In other words, we have
[(
(F − L)|k(γ1 − 1)...(γn−1 − 1)
)
−
n−2∑
r=1
∑
i1,...,ir−1∈{±1,...,±g}
di1,...,ir−1〈fi1 , γ1〉...〈fir−1 , γr−1〉
〈f−1, γr〉Fi1,...,ir−1 |k(γr+1 − 1)...(γn−1 − 1)
]
|k(γn − 1)...(γt−1 − 1)
=
∑
i1,...,in−1∈{±1,...,±g}
a′i1,...,in−1〈fi1 , γ1〉...〈fin−1 , γn−1〉·
∑
(in+2,...,it−1;g)∈It−n−1,k
b′in+2,...,it−1;g〈f−1, γn〉〈f1, γn+1〉〈fin+2 , γn+2〉...〈fit−1 , γt−1〉g.
Thus we can apply the previous lemma, which, on varying γ1, ..., γn−1, tells us
that each b′in+2,...,it−1;g is zero. Doing this for every r, we conclude that
(F − L)|k(γ1 − 1)...(γt−1 − 1) = 0.
5 Cohomology
5.1 The Spaces Z
(t)
M
and Z
(t)
S
Definition 5.1.
Z
(t)
M =
t−1⊕
r=0
〈
Z ′i1,...,ir−1; f |i1, ..., ir ∈ {±1, ...,±g}, f ∈Mk(Γ)
〉
Z
(t)
S =
t−1⊕
r=0
〈
Z ′i1,...,ir−1; f |(i1, ..., ir) ∈ {±1, ...,±g}, f ∈ Sk(Γ)
〉
For t = 1, these are simply Mk(Γ) and Sk(Γ). In general, we have
dimC Z
(t)
M =
(
(2g)t + ...+ 2g + 1
)
dimCMk(Γ)
dimC Z
(t)
S =
(
(2g)t + ...+ 2g + 1
)
dimC Sk(Γ).
Lemma 5.2. Z
(t)
M is precisely the space of functions f : H→ C satisfying
• f is holomorphic.
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• For each r ≥ 0 and γ1, ..., γr ∈ Γ, f |k(γ1 − 1)...(γr − 1) has at most
polynomial growth at the cusps.
• f |k(πai − 1) = 0 for all i 6= m.
• f |k(γ1 − 1)...(γt − 1) = 0 for all γ ∈ Γ.
Z
(t)
S is the space of functions satisfying these conditions as well as
• For each r ≥ 0 and γ1, ..., γr ∈ Γ, f |k(γ1−1)...(γr−1) decays exponentially
at the cusps.
Proof. In both cases, this is true by definition for t = 1. Now suppose that the
proposition holds for Z
(n)
M for all n < t. If we write D
(t) for the space satisfying
the first four conditions above, we can see that Z
(t)
M →֒ D
(t) - we have already
checked all but the second condition, and that follows directly from the proper-
ties of the series used to construct Z ′i1,...,ir−1; f .
Now, for f ∈ D(t), we can see that f |k(γ1 − 1)...(γt−1 − 1) ∈ Mk(Γ), and
so we can write
f |k(γ1 − 1)...(γt−1 − 1) =
∑
gi∈Mk
χi(γ1, ..., γt−1)gi
for some functions χi : Γ
t−1 → C. Since (γδ−1) = (γ−1)(δ−1)+(γ−1)+(δ−1),
we see that the χi must be homomorphisms on each term. Thus
f |k(γ1 − 1)...(γt−1 − 1) =
∑
i
( ∑
j1,...,jt
cij1,...,jt−1〈fj1 , γ1〉〈fjt−1 , γt−1〉
)
gi
with cij1,...,jt−1 ∈ C and fjk ∈ M2 Furthermore, since (γ − 1)(πai − 1) =
(γπaiγ
−1 − 1)γ − (πai − 1), the left hand side of (5.1) vanishes if any of the
γ is πai for i < m, and so each of the fj must be cuspidal.
We now define the map ϕ : D(t) →Mk(Γ)
(2g)t−1 by setting
ϕ(f) = (f |k(γ1 − 1)...(γt−1 − 1))γ1,...,γt−1∈Γ.
Since Z
(t)
M ⊆ D
(t), we know that ϕ is surjective. Its kernel is precisely the set of
maps in D(t) which satisfy f |k(γ1 − 1)...(γt−1 − 1) = 0 for all γ1, ..., γt−1 ∈ Γ,
which is D(t−1) by definition and thus Z
(t−1)
M,k by induction. Thus we have a
short exact sequence
0→ Z
(t−1)
M,k → D
(t) ϕ→Mk(Γ)
(2g)t−1 → 0,
and a comparison of dimensions then establishes that D(t) = Z
(t)
M , as desired.
An identical argument works in the case of Z
(t)
S .
Corollary 5.3. If f ∈ Z
(t)
M (resp. Z
(t)
S ) then f |k(γ−1) ∈ Z
(t−1)
M (resp. Z
(t−1)
S ).
Proof. For such f, f |k(γ − 1)(πai − 1) = f |k(γπai − 1)γ
−1 − (πai − 1) = 0.
The other conditions given above for f |2(γ − 1) to be in Z
(t−1)
M or Z
(t−1)
S follow
immediately from the conditions for f to be in Z
(t)
M or Z
(t)
S .
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5.2 Construction of Cohomology Groups
Theorem 5.4. For each t > 1, there exist subspaces Z1(t)(Γ, Pk−2) and B
1
(t)(Γ, Pk−2)
of C1(Γ, Pk−2) such that the homomorphism
ψ : Z
(t)
M → C
1(Γ, Pk−2)
which takes F ∈ Z
(t)
M to the map ψF : γ 7→
∫ γ−1i
i F (z)(z −X)
k−2dz induces an
injection
ψ′ :
Z
(t)
S
⊕
Z
(t)
M
Z
(t−1)
S
⊕
Z
(t−1)
M
→֒ H1(t)(Γ, Pk−2) :=
Z1(t)(Γ, Pk−2)
B1(t)(Γ, Pk−2)
.
Proof. Set
Z1(0)(Γ, Pk−2) = Z
1(Γ, Pk−2),
B1(0)(Γ, Pk−2) = B
1(Γ, Pk−2)
and
Z1(n)(Γ, Pk−2) = B
1
(n)(Γ, Pk−2) = {0}
for n < 0.
We define α : C1(Γ, Pk−2)→ C
1(Γ, C1(Γ, Pk−2)) by setting
α(ψ)(γ)(δ) = dψ(γ, δ)|2−kγ
−1.
We now work inductively.
Suppose that for each n < t there exist Z1(n)(Γ, Pk−2) and B
1
(n)(Γ, Pk−2) in
C1(Γ, Pk−2) such that
1. Z1(n−1)(Γ, Pk−2) ⊂ B
1
(n)(Γ, Pk−2),
2. for any ψ ∈ Z1(n)(Γ, Pk−2) (resp. B
1
(n)(Γ, Pk−2)) and γ ∈ Γ, α(ψ)(γ) ∈
Z1(n−1)(Γ, Pk−2) (resp B
1
(n−1)(Γ, Pk−2)) and
3. the homomorphism
ψ : Z
(n)
M → C
1(Γ, Pk−2)
which takes F ∈ Z
(n)
M to the map ψF : γ 7→
∫ γ−1i
i F (z)(z − X)
k−2dz
induces an injection
ψ′ :
Z
(n)
S
⊕
Z
(n)
M
Z
(n−1)
S
⊕
Z
(n−1)
M
→֒ H1(n)(Γ, Pk−2) :=
Z1(n)(Γ, Pk−2)
B1(n)(Γ, Pk−2)
.
For t = 2 this is done in [DO], the final statement following from the classical
Eichler-Shimura theorem by exact analogy with Theorem 7.1 of that paper.
Now, writing · for the reduction map
π : C1(Γ, Pk−2)→
C1(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
,
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we can define
αt : C
1(Γ, Pk−2)→ C
1
(
Γ,
C1(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
by setting αt(ψ)(γ) = α(ψ)(γ).
If we use the trivial action of Γ on C1(Γ, Pk−2) then applying 1, we see that
H1par
(
Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
= Z1par
(
Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
⊂ C1
(
Γ,
C1(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
and
H1par
(
Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
= Z1par
(
Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
⊂ C1
(
Γ,
C1(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
,
and so we can define
Z1(t)(Γ, Pk−2) = α
−1
t H
1
par
(
Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
,
B1(t)(Γ, Pk−2) = α
−1
t H
1
par
(
Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
,
and set
H1(t)(Γ, Pk−2) =
Z1(t)(Γ, Pk−2)
B1(t)(Γ, Pk−2)
.
Now, taking ψ ∈ Z1(t−1)(Γ, Pk−2), we know by 2 that α(ψ)(γ) ∈ Z
1
(t−2)(Γ, Pk−2).
But this means that α(ψ)(γ) = 0 for all γ, and so αt(ψ) = 0. Thus ψ ∈
B1(t)(Γ, Pk−2), and so Z
1
(t−1)(Γ, Pk−2) ⊂ B
1
(t)(Γ, Pk−2) - condition 1 is satisfied
for n = t. Furthermore, since for ψ ∈ Z1(t)(Γ, Pk−2) we know by definition that
αt(ψ)(γ) = α(ψ)(γ) ∈
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
and so we must have α(ψ)(γ) ∈ Z1(t−1)(Γ, Pk−2). The same is true, mutatis mu-
tandis, for B1(t)(Γ, Pk−2), and so 2 is also satisfied for n = t.
A little more work is required for 3. Given F ∈ Z
(t)
S
⊕
Z
(t)
M , we define
ψF (γ) =
∫ γ−1i
i
F (z)(z −X)k−2dz ∈ C1(Γ, Pk−2).
A simple calculation shows that
α(ψF )(γ)(δ) = dψf (γ)(δ)|2−k(γ
−1) =
∫ δ−1i
i
F |k(γ
−1 − 1)(z)(z −X)k−2dz,
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and for a fixed γ, this is in Z1(t−1)(Γ, Pk−2) by the inductive hypothesis. Fur-
thermore,
α(ψF )(γ1γ2)(δ) = α(ψF )(γ1)(δ) + α(ψF )(γ2)(δ)
+
∫ δ−1i
i
F |k(γ
−1
1 − 1)(γ
−1
2 − 1)(z)(z −X)
k−2dz
Applying the projection π to each side of this, we find that αt(ψF )(γ1γ2) =
αt(ψF )(γ1) + αt(ψF )(γ2), and so
αt(ψF ) ∈ H
1
par
(
Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
.
Moreover, for F ∈ Z
(t−1)
S
⊕
Z
(t−1)
M , α(ψF )(γ) ∈ Z
1
(t−2)(Γ, Pk−2) for all γ, and
so
αt(ψF ) = 0 ∈ H
1
par
(
Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
.
Thus ψF ∈ Z
1
(t)(Γ, Pk−2) for F ∈ Z
(t)
S
⊕
Z
(t)
M and ψF ∈ B
1
(t)(Γ, Pk−2) for
F ∈ Z
(t−1)
S
⊕
Z
(t−1)
M .
We now consider the map
ψ′ :
Z
(t)
S
⊕
Z
(t)
M
Z
(t−1)
S
⊕
Z
(t−1)
M
→ H1(t)(Γ, Pk−2)
induced by ψ. To see that it is well defined, we note that if [F ] = [G] (where
we are using [·] to represent equivalence classes in the quotient) then F −G ∈
Z
(t−1)
S
⊕
Z
(t−1)
M , and so ψF − ψG = ψF−G ∈ Z
1
(t−1)(Γ, Pk−2) by the inductive
hypothesis. Since Z1(t−1)(Γ, Pk−2) ⊂ B
1
(t)(Γ, Pk−2), this means that ψF = ψG in
H1(t)(Γ, Pk−2).
For injectivity, take F ∈ Z
(t)
S
⊕
Z
(t)
M such that ψ
′([F ]) = 0. Then ψF ∈ B
1
(t)(Γ, Pk−2),
and so for all γ,
α(ψF )(γ, δ) =
∫ δ−1i
i
F |k(γ
−1 − 1)(z)(z −X)k−2dz ∈ B1(t−1)(Γ, Pk−2)
as a function of δ.
But the above expression shows that
α(ψ(F ))(γ)(δ) = ψF |k(γ−1−1)(δ),
and since F |k(γ
−1−1) ∈ Z
(t−1)
S
⊕
Z
(t−1)
M , and 3 tells us that ψ
′ is injective in the
case n = t− 1, we see that if ψF |k(γ−1−1)(δ) is a coboundary then F |k(γ
−1 − 1)
must in fact be in Z
(t−2)
S
⊕
Z
(t−2)
M for all γ. Thus
F ∈ Z
(t−1)
S
⊕
Z
(t−1)
M
and so [F ] = [0].
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5.3 An Eichler-Shimura map for higher order modular
forms
Lemma 5.5. The map αt induces an injection
H1(t)(Γ, Pk−2) →֒
H1par(Γ,
Z1(t−1)(Γ,Pk−2)
Z1
(t−2)
(Γ,Pk−2)
)
H1par(Γ,
B1
(t−1)
(Γ,Pk−2)
Z1
(t−2)
(Γ,Pk−2)
)
Proof. Both the well definedness and injectivity of the derived map follow from
the definition of B1(t)(Γ, Pk−2).
Proposition 5.6.
H1par(Γ,
Z1(t−1)(Γ,Pk−2)
Z1
(t−2)
(Γ,Pk−2)
)
H1par(Γ,
B1
(t−1)
(Γ,Pk−2)
Z1
(t−2)
(Γ,Pk−2)
)
∼= H1par(Γ, H
1
(t−1)(Γ, Pk−2)).
Proof. This proof exactly follows the model of Theorem 7.1 of [DO]. From the
short exact sequence
0→ B1(t−1)(Γ, Pk−2) →֒ Z
1
(t−1)(Γ, Pk−2)→ H
1
(t−1)(Γ, Pk−2)→ 0
we derive the long exact sequence
H1par(Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)→ H1par(Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
→ H1par(H
1
(t−1)(Γ, Pk−2))→ H
2
par(Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
→ H2par(Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)→ H2par(H
1
(t−1)(Γ, Pk−2))
→ H3(Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)→ . . . .
As in [DO], we know that Hj(Γ,M) = 0 for every j ≥ 2 and for every C−vector
space M , and that H2par(Γ,M)
∼= M/M1, where M1 is the subspace of M
generated by the elements M.(γ − 1) for γ ∈ Γ. In this case, M1 is trivial since
we are using the trivial action of Γ on the relevant spaces, and so we get the
exact sequence
0→ i∗
(
H1par(Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
)
→ H1par(Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
→ H1par(Γ, H
1
(t−1)(Γ, Pk−2))→ B
1
(t−1)(Γ, Pk−2)
→ Z1(t−1)(Γ, Pk−2)→ H
1
(t−1)(Γ, Pk−2)→ 0
where i∗ is the map derived from the injective term of the original short exact
sequence.
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When Γ acts trivially on M, as is the case for all of our coefficient modules,
B1par(Γ,M) is trivial by definition. This means that that i
∗ is injective and so
the first term can be replaced with H1par(Γ,
B1(t−1)(Γ,Pk−2)
Z1
(t−2)
(Γ,Pk−2)
). Counting dimensions
(and bearing in mind that the last three terms here are the terms of the original
short exact sequence), this tells us that
0→ H1par
(
Γ,
B1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
→ H1par
(
Γ,
Z1(t−1)(Γ, Pk−2)
Z1(t−2)(Γ, Pk−2)
)
→ H1par(Γ, H
1
(t−1)(Γ, Pk−2))→ 0
is exact, and the result follows.
Now, if we suppose the inductive hypothesis thatH1(t−1)(Γ, Pk−2)
∼=
Z
(t−1)
S
L
Z
(t−1)
M
Z
(t−2)
S
L
Z
(t−2)
M
,
we can compose our maps to get an injection
Z
(t)
S
⊕
Z
(t)
M
Z
(t−1)
S
⊕
Z
(t−1)
M
→֒ H1(t)(Γ, Pk−2)
→֒
H1par(Γ,
Z1(t−1)(Γ,Pk−2)
Z1
(t−2)
(Γ,Pk−2)
)
H1par(Γ,
B1
(t−1)
(Γ,Pk−2)
Z1
(t−2)
(Γ,Pk−2)
)
→֒ H1par(Γ, H
1
(t−1)(Γ, Pk−2))
→˜
2g⊕
i=1
(Z(t−1)S ⊕Z(t−1)M
Z
(t−2)
S
⊕
Z
(t−2)
M
)
Viewing them as the linear spans of the Zi1,...,it−1; f , we know that the dimen-
sions of Z
(t)
M and Z
(t)
S to be (2g)
t−1 dimMk(Γ) and (2g)
t−1 dimSk(Γ) respec-
tively. Thus, by comparing dimensions in the above chain of injections, we see
that they must also be surjections. Thus we have established
Theorem 5.7. ψ′ :
Z
(t)
S
L
Z
(t)
M
Z
(t−1)
S
L
Z
(t−1)
M
→ H1(t)(Γ, Pk−2) is an isomorphism.
We know that S¯tk(Γ)⊕M
t
k(Γ) ⊆ Z
(t)
S ⊕Z
(t)
M , and we can see from the defini-
tions that
(
Z
(t−1)
S ⊕ Z
(t−1)
M
)
∩
(
S¯tk(Γ)⊕M
t
k(Γ)
)
∼= S¯t−1k (Γ)⊕M
t−1
k (Γ).
This implies
Corollary 5.8. The map ψ also induces an injection
ψ′′ :
S¯tk(Γ)
M tk(Γ)
⊕
S¯tk(Γ)
M tk(Γ)
→֒ H1(t)(Γ, Pk−2)
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