Abstract. The aim of the paper is to derive the numerical least-squares estimator for mean and variance of random variable. In order to do so the following questions have to be answered: (i) what is the statistical model for the estimation procedure? (ii) what are the properties of the estimator, like optimality (in which class) or asymptotic properties? (iii) how does the estimator work in practice, how compared to competing estimators?
Introduction
The kriging model based on the stationary random process V = {V j ; N 1 ∋ j ⊃ i = 1, . . . , n} with the estimation statisticsV j = ω i j V i with an unknown constant mean m and variance σ 2 and some correlation function ρ for the asymptotic solution
has the well-known (co-ordinate independent) least-squares disjunction. The aim of the paper is to find (on computer) a co-ordinate dependent disjunction of kriging model for non-asymptotic solution
Correlation function estimator
Following
Since the correlation function estimator must be non-increasing
then only non-decreasing outcomes of the experimental semi-variogram
and the correlation function estimator is also bounded by
Central Limit Theorem
Let us consider a set of frozen in time t stationary random processes
since from the Central Limit Theorem holds
. . .
an independent set of theirs outcomes 
with the correlation function 
