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Abstract
Superconducting quantum circuits have made tremendous advances in re-
alizing engineered quantum dynamics for quantum simulation and quantum
information processing over the past two decades. Technological developments
in the field of superconducting circuits have raised them to be the leading plat-
form for implementing many-qubit systems. This thesis introduces a sequence
of concepts for engineering spin-lattice Hamiltonians in analog quantum simu-
lation with superconducting circuits. Our approach to quantum simulation is
to engineer driving schemes that lead to implementations of the desired mod-
els. The applications of this approach are in our work mainly centered around
two types of systems: interesting many-body topological quantum systems,
namely Kitaev’s toric code and honeycomb model and two-body systems that
can be employed as building blocks of larger quantum simulators or quantum
computers. In the first part of this thesis, we make a proposal for an analog
implementation of the toric code in superconducting circuits. We also dis-
cuss a realistic implementation of this model on an eight qubit lattice. In the
second part, we present our analog approach for implementing arbitrary spin-
spin interactions in linearly and nonlinearly coupled superconducting qubits.
Our proposed toolbox has the potential of easy generalization to a variety of
systems and interactions. Lastly, based on our two-body toolbox, we set for-
ward two possible implementations of the Kitaev honeycomb model and show
that the engineered two-body interactions work - with good accuracy - in this
many-body model.
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Chapter1
Introduction
This work combines several subjects that have attracted a great deal of at-
tention in recent years in the physics community: superconducting quantum
circuits, quantum simulation, topological phases of matter and periodically
driven quantum systems. Superconducting circuits are a solid-state platform
to test the quantum optical phenomena in the microwave regime. These cir-
cuits are endowed with a nonlinear element called Josephson junction which
makes it feasible to define two-level quantum systems (i.e. qubits) in such
circuits. Thanks to the rapid progresses in the fabrication and measurement
of superconducting circuits, they have nowadays been elevated to the position
of a forerunner in the race towards implementing quantum computers. Using
superconducting circuits, large scale systems, primarily considered to belong
to condensed matter physics, can now be studied with photons on a circuit
lattice.
In particular, our goal in this thesis is to exploit the potential of supercon-
ducting circuits in implementing quantum simulators for intriguing many-body
models, i.e. Kitaev topological models, as well as few-body Hamiltonians. The
topological models are interesting on their own since they feature phenomena
like degeneracy and non-locality of the ground states and exotic quasiparticles
called anyons. These phases have broadened our views on phase transitions as
the contemporary setting of symmetry-breaking does not apply to them and
topological phase transitions do not involve symmetry-breaking. Moreover the
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nonlocality of their ground states makes them a perfect candidate to encode
quantum information since local perturbations cannot destroy quantum in-
formation stored in such states. In addition, one can perform fault-tolerant
quantum information processing based on anyons. Unfortunately the rele-
vant models do not have direct natural realizations and any implementation of
them demands for an artificial quantum system. In this work, based on super-
conducting circuits platform, we focus on analog implementations of Kitaev’s
toric code and honeycomb lattice models. In contrast with the digital quan-
tum simulation approach which is based on one- and two-body interactions,
in an analog quantum simulation the interactions are directly implemented by
designing suitable architectures and engineering external modulations. The
heart of this thesis is devoted to explain how efficient modulation schemes
can be engineered to lead to desired target Hamiltonians. In addition to the
topological models, we employ these schemes in quantum simulations of two-
body Hamiltonians. Modulating a quantum system with periodically-driven
perturbations, specifically in the field of ultracold atoms and trapped ions, has
become a major tool for shaping the properties of quantum systems. We adopt
these approaches to superconducting circuits and extend it to the cases with
multiple periodic drives.
In the next chapter, we provide an introduction to the field of superconduct-
ing circuits. The reader will become familiaraized with the physics of super-
conducting circuits, their use in quantum information processing as qubits and
the Hamiltonian description of an arbitrary superconducting circuit through
this chapter. In chapter 3, we discuss the meaning and aims of quantum sim-
ulations and approaches to perform a quantum simulation. A brief literature
review is provided at the end of that chapter. In chapter 4, we present our
results for an analog quantum simulation of the toric code in superconducting
circuit using transmon qubits. The toric code includes four body interactions
which should be implemented either using a digital approach via a series of
two-body interactions or by using of an effective Hamiltonian in an analog
approach. Our idea to implement this effective Hamiltonian is to couple the
four qubits to an ancilla which is driven via a multi-tone drive at appropriate
frequencies. These frequencies are detuned from the transition frequency of
8
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the ancilla and via a suiable choice of the parameters, we make sure that any
other interaction with the ancilla is off-resonant. As a result, the ancilla can
be adiabatically eliminated but the off-resonant interactions effectively lead
to desired four-body interactions. The desired four-body interactions can be
made - using the right parameters - to be the leading order of an effective
Hamiltonian. We then examine a minimal eight-qubit lattice and discuss the
possibility of preparing the ground state of the toric code in such lattice using
an adiabatic approach.
In chapter 5, we develop a toolbox for analog implementations of two-qubit
interactions which is versatile enough to be generalized to other systems. Here
our workhorse to engineer desired interactions is Shirley’s time independent
Floquet formalism. We first apply this formalism to a system with two su-
perconducting qubits with linear coupling, in which the qubits are driven by
several types of perturbations. We show that by choosing proper driving pro-
tocols with single and two frequencies, arbitrary spin-spin interactions can
be implemented in such a circuit. Moreover, the parameters of the effective
Hamiltonian can be calculated to an arbitrary high order in perturbation. As
a second setup, we consider qubits that are coupled via a driven nonlinear
coupling, and show that parity-conserving two-spin couplings are realized in
such a circuit by suitable driving.
In chapter 6, we put the engineered two-body couplings of chapter 5 to-
gether to make two proposals for implementations of the Kitaev honeycomb
lattice model in superconducting circuits based on driven qubits and driven
couplings schemes. Finally in chapter 7, we summarize the results of this work
and discuss possible future advances that could be built on our work.
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Superconducting quantum circuits
Superconducting circuits have become a promising platform to build engi-
neered and controlled quantum systems with applications in quantum infor-
mation and quantum computation. In these electrical circuits, all elements
e.g. capacitors, inductors, etc. are made of superconducting material like alu-
minium and the circuit operates inside a helium dilution refrigerator at mil-
likelvin temperatures. Physical implementation of artificial quantum systems
have taken many forms: Photons in cavities, ultracold atoms, trapped ions,
quantum dots, etc.. Among them, superconducting circuits have the advantage
of being relatively simple to fabricate using standard lithographic techniques,
all-electrical control of the circuit using microwave fields and large and tun-
able nonlinearities. This chapter is meant to serve as an introduction to some
aspects of superconducting circuits. We first discuss the frequency regime at
which superconducting circuits operate in Sec. 2.1. We then start a discus-
sion about building blocks of superconducting circuits by considering the most
simple superconducting circuit, i.e an LC resonator in Sec. 2.2. In Sec. 2.3,
we introduce a Josephson junction. This nonlinear element can be employed
as a circuit element to implement a qubit with superconducting circuits. This
issue is discussed in Sec. 2.4. In particular, we analyse a transmon qubit which
we use for our designs in this thesis. After introducing the building blocks of
superconducting circuits with a single dynamical mode, we discuss some prac-
tical architectures with two degrees of freedom. In Sec. 2.5, we discuss circuit
10
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QED i.e. circuit analog of cavity QED, in which a transmon is coupled to a
resonator. Then, we present coupling schemes between two transmon qubits
in Sec. 2.6. The process of measurement of a transmon qubit is discussed in
Sec. 2.7. In the last section of this chapter, we present a systematic approach
to derive the Hamiltonian of a many-mode circuit.
2.1 Operating regime of superconducting cir-
cuits
There are several energy scales that should be taken into account when working
with superconducting circuits. The first one is the plasma frequency fp which
is related to the fluctuation of electron density in metals. For aluminium the
plasma frequency is fp = 3.6× 1015Hz [1]. This is several orders of magnitude
larger than the MHz-GHz regime of superconducting circuits. In this regime,
the penetration depth of photons is almost zero and plasmon excitations can
be well approximated to be in their ground state. The second energy scale
is the superconducting gap, ∆. The operating temperature and applied drive
frequencies should be well below this energy scale to avoid creating excitations
on top of BCS ground state. For aluminium 2∆/h ≈ 80 − 100GHz, which
sets much lower limit on the temperatures and frequencies than the plasma
frequency. The requirement that thermal fluctuations do not create electronic
excitations in a circuit defines a limit from below for the working frequencies.
For typical fridge temperatures of about 20mK, this will give frequencies of
ω & 5kBT ≈ 2GHz for a suppression of thermal excitations down to 1 percent
for the first excited state.
2.2 Quantum LC oscillator
We start out our journey through superconducting circuits in this section by
introducing the simplest superconducting circuit, i.e. an LC circuit. This
simple circuit encompasses the underlying physics of more complicated super-
conducting devices and networks while it also stands as a model for realistic
11
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Figure 2.1: Quantum LC circuit.
devices like waveguides and resonators. It consists of a capacitor C in parallel
with an inductor L. There are four dynamical variables associated with this
circuit. These are the flux Φ through the inductor, the charge Q of the capac-
itor, the voltage V across the elements and the current I(= −Ic) through the
circuit. These dynamical variables are not independent and are related by the
following equations,
Φ(t) =
∫ t
0
V (t′)dt′,
Q(t) =
∫ t
0
Ic(t
′)dt′,
Φ(t) = LI(t),
Q(t) = CV (t).
(2.1)
The state of the circuit is then fully determined by a single variable and the
rest are recovered by the above equations. In classical circuit theory [3], it is
desirable to work with voltages and currents. For example, we can solve the
four dynamical equations to derive a second-order equation for the voltage,
1
L
∫ t
0
V (t′)dt′ = −C d
dt
V (t)⇒ d
2
dt2
V (t) +
1
LC
V (t) = 0. (2.2)
The solution of this equation is a sinusoidal function with frequency ω =
1/
√
LC. In quantum physics, we typically deal with Lagrangians and Hamil-
tonians which conveniently are written in terms of fluxes and charges instead
12
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of voltages and currents. Here we take the rescaled flux,
φ = 2pi
Φ
Φ0
=
Φ
φ0
, (2.3)
as the canonical coordinate, where Φ0 = h/(2e) is the magnetic flux quantum
and φ0 = Φ0/(2pi) = ~/(2e). We will identify φ as a phase shortly.
In terms of φ the inductive and capacitive energy of the LC circuit read,
EL = 1
2
LI2 =
φ20
2L
φ2,
EC = 1
2
CV 2 =
1
2
Cφ20φ˙
2.
(2.4)
The Lagrangian of the circuit reads,
L = EC − EL = 1
2
Cφ20φ˙
2 − φ
2
0
2L
φ2. (2.5)
This Lagrangian gives the equation of motion to be, Φ¨ − (1/LC)Φ = 0, the
solution of which is as expected a sinusoidal wave at frequency 1/
√
LC. The
Lagrangian also defines the conjugate momentum corresponding to φ to be,
piφ ≡ ∂L
∂φ˙
= Cφ20φ˙ = φ0Q = ~n, (2.6)
where we used Q = CΦ˙. n is the number of electron pairs on the capacitor.
The fact that the conjugate of φ is the number validates the interpretation of
φ as a phase. Eq. (2.6) also implies that Φ and Q are conjugate variables as
well. The Hamiltonian is written as,
H = piφφ˙− L = ~
2
2φ20C
n2 +
φ20
2L
φ2. (2.7)
This is the Hamiltonian of a harmonic oscillator (with a mass m = φ20C) which
is quadratic in position (φ) and momentum (pi = ~n). There are two energy
scales for this harmonic oscillator: The kinetic energy scale is the charging
energy Ec = e
2/(2C) required to add one electron to the capacitor and the
potential energy scale is EL = φ
2
0/(2L). In terms of these energy scales the
13
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Hamiltonian reads,
H = 4Ecn
2 + ELφ
2. (2.8)
Note that here we take the phase to be the canonical coordinate and the
number of charges to be the conjugate momentum. For a harmonic oscillator
it is also possible to take the opposite choice [1]. However as we will see in the
next section, for a Josephson junction which is a nonlinear element in phase,
it is desirable to take the phase as position to work with a nonlinear potential
rather than a nonlinear kinetic energy. To quantize the Hamiltonian, we can
now define the phase and number operators respectively as φˆ and nˆ. We drop
the hat and use φ and n as operators and eigenvalues interchangeably unless
there is an ambiguity. The canonical quantization of a harmonic oscillator
requires that the two conjugate variables satisfy the canonical quantization
relation [φ, pi] = i~. Analogous to a harmonic oscillator, we define the creation
and annihilation operators (a†, a) for the LC circuit as follows,
φ = φ(a+ a†), n = −i(2φ)−1(a− a†), (2.9)
where [a, a†] = 1 and
φ = 4
√
Ec
EL
=
√
~
2φ20
√
L
C
, (2.10)
is the zero-point fluctuation of the phase operator. φ characterizes the uncer-
tainty of phase and number operators in the ground state of the circuit,√
〈0|φ2|0〉 = φ,
√
〈0|n2|0〉 = (2φ)−1. (2.11)
The quantized Hamiltonian has the form,
H = ~ωa†a, (2.12)
with,
ω =
√
1
LC
=
4
~
√
EcEL. (2.13)
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We also define the characteristic impedance of the LC circuit as,
Z =
√
L
C
=
2φ20
~
√
Ec
EL
. (2.14)
The operator representation of other dynamical variables are written as follows,
Φ = φ0φ =
√
~Z
2
(a+ a†),
Q =
pi
φ0
= 2en = −i
√
~
2Z
(a− a†),
V =
Q
C
=
−i
C
√
~
2Z
(a− a†),
I =
Φ
L
=
1
L
√
~
2Z
(a+ a†).
(2.15)
So far we considered an LC circuit with a single resonance. In general, a
larger network composed of linear elements exhibits several resonances. These
resonances are characterized by defining a frequency dependent impedance Z(ω)
or admittances Y (ω). An in-depth discussion about impedances and admit-
tances can be found in [1, 2]. It can be shown that the impedance and admit-
tances of the network are represented by a number of LC circuits in series or
in parallel, each of which is associated with a resonance mode of the network.
This means that the very feature of an LC network is the equidistant energy
levels of its modes. This feature hinders the applicability of an LC circuit (or
network) as a qubit. According to the DiVincenzo criteria [4], the first require-
ment to use a physical system in quantum information processing is to define a
two-level system, i.e. a qubit. In the next section we introduce the Josephson
junction and show how this element circumvents the issue about LC networks.
2.3 Josephson junctions
The nonlinear element which makes superconducting circuits a suitable plat-
form for quantum information processing is the Josephson junction [5, 6]. A
Josephson Junction consists of two superconductors (e.g. aluminium) which
15
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are separated by an insulating layer (e.g. aluminium oxide). The ground state
of the superconductor is a coherent condensate of electron pairs called Cooper
pairs. Thanks to this fact, one can reduce the complexity associated with
microscopic details of the many-body wavefunction of a superconductor and
describe it in terms of the collective macroscopic state i.e. a single value wave-
function. In this macroscopic state the only important dynamical variable is
the number of Cooper pairs N (i.e. charge Q = −2eN or equivalently the co-
herent phase φ) and the state of the superconductor can be written in charge
basis denoted by |N〉. Therefore the state of a Josephson junction with charge
QL = −2eNL on the left superconductor and charge QR = −2eNR on the
right superconductor is then written as |NL, NR〉. There are two energy scales
associated with a Josephson junction: The charging energy Ec = e
2/(2CJ)
which is due to a capacitance CJ between the superconducting electrodes. Ec
is the Coulomb energy required to transfer one electron from one side to the
other side of the junction. The total contribution of the capacitive energy is
written in an operator form as,
Hc =Ec
∑
NL,NR
(NL −NR)2 |NL, NR〉 〈NL, NR| . (2.16)
The second energy scale is the Josephson energy EJ due to the tunneling of
Cooper pairs through the junction. The tunneling Hamiltonian is written as,
HT = −1
2
EJ
∑
NL,NR
|NL, NR〉 〈NL − 1, NR + 1|+ |NL, NR〉 〈NL + 1, NR − 1| ,
(2.17)
where the first term describes a process in which a Cooper pair tunnels from the
left to right and the second term describes the opposite process. EJ is related
to the parameters of the superconductor through the Ambegaokar-Baratoff
formula [11],
EJ =
1
2
h
(2e)2
GN∆, (2.18)
where GN is the normal state conductance and ∆ is the superconducting gap.
As both Hc and HT are number-conserving, we can fix an arbitrary reference
state |NL0, NR0〉 with NL0 + NR0 = N where N is the total number of pairs.
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In this case, any state |NL, NR〉 is uniquely given by the number of pairs
n that should tunnel to the left from the reference state to reach |NL, NR〉,
i.e. |NL, NR〉 ≡ |NL0 − n,NR0 + n〉. Therefore |NL, NR〉 can be replaced by
a simplified notation |n〉. We can now write the total Hamiltonian of the
Josephson junction in terms of |n〉,
H =
∑
n
4Ec(n− ng)2 |n〉 〈n| − 1
2
EJ
∑
n
|n+ 1〉 〈n|+ |n〉 〈n+ 1| , (2.19)
where ng = (NL0 −NR0)/2. Without loss of generality we take NL0 = NR0, so
ng = 0.
Charge number states |n〉 are the eigenstates of the capacitive part of the
Hamiltonian, i.e. in the absence of tunneling. We now define the Fourier
transform of |n〉 as follows,
|φ〉 =
∞∑
n=−∞
eiφn |n〉 . (2.20)
It requires that φ is the conjugate variable to the number of tunnelled electrons
n. We can thus identify φ as the phase drop over the junction and we call |φ〉
a phase state. The definition of the phase state indicates that |φ+ 2pi〉 and
|φ〉 are the same states since n is an integer number and therefore φ is defined
modulo 2pi. |φ〉 is the eigenstate of the phase operator. To avoid any ambiguity
with this periodic structure of phase, we define the phase operator as,
eiφˆ |φ〉 = eiφ |φ〉 . (2.21)
Conversely charge states can be written in terms of phase states through inverse
Fourier transform,
|n〉 = 1
2pi
∫ +∞
−∞
dφ.e−iφn |φ〉 . (2.22)
One can easily verify that in term of charge states, the phase operator is
expressed as,
eiφˆ =
∞∑
m=−∞
|m〉 〈m+ 1| . (2.23)
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This means that φ is the generator of increments in charge state. Likewise,
the charge operator is the generator of infinitesimal changes in phase,
eiδφnˆ |φ〉 = |φ+ δφ〉 . (2.24)
By expanding both sides to the linear order we arrive at the action of charge
operator on phase states,
(1 + iδφnˆ) |φ〉 = |φ〉+ ∂φ |φ〉 δφ⇒ nˆ |φ〉 = −i∂φ |φ〉 . (2.25)
Using this representation, it is easy to show that phase and charge operators
satisfy the following commutation relations,
[n, eiφ] = −eiφ,
[n, e−iφ] = e−iφ.
(2.26)
The tunneling part of the Hamiltonian (2.19) is written as,
HT = −EJ
2
(eiφˆ + e−iφˆ) = −EJ cos(φˆ). (2.27)
Finally the Hamiltonian of a Josephson junction in a compact form reads,
H = 4Ecn
2 − EJ cos(φ). (2.28)
2.3.1 Josephson equations and Josephson inductance
A current operator can be defined through the Heisenberg equation for the the
charge number operator,
I = 2en˙ = 2e
i
~
[H,n] =
EJ
φ0
sinφ = Ic sinφ. (2.29)
Ic = EJ/φ0 is the critical current of the junction which is the maximum su-
percurrent that could pass through the junction with Josephson energy EJ .
Forcing higher currents through the junction necessarily results in breaking
the Cooper pairs and the flow of normal current. As I is a nonlinear function
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of φ, the Josephson junction should behave as a nonlinear inductor, i.e. its
inductance depends on the phase operating point. The inductance at specific
point φ = φf is given by linearizing the current at φf ,
LJ(φf ) = φ0
∂φ
∂I
∣∣
φ=φf
= φ0
(∂I
∂φ
∣∣
φ=φf
)−1
=
φ0
Ic cos(φf )
=
φ20
EJ cos(φf )
. (2.30)
In the case of small phase fluctuations around zero we have 〈φ〉 = 〈I〉 = 0 and
we get LJ0 = φ
2
0/EJ . For an arbitrary current mean value I, the Josephson
inductor reads,
LJ =
LJ0√
1− (I/Ic)2
. (2.31)
Let us now assume that an external voltage V (t) is directly applied to the
junction, the phase over the junction evolves as follows,
Φ˙ = V (t)⇒ φ(t) = φ(t = 0) + 1
φ0
∫ t
0
V (t′)dt′. (2.32)
In case of a dc voltage V (t) = Vdc, the phase over the junction reads,
Φ˙ = Vdc ⇒ φ(t) = φ(t = 0) + (Vdc/φ0)t. (2.33)
Replacing this phase in Eq. (2.29) leads to,
I = Ic sin(φ(t = 0) + ωJt), (2.34)
which is an AC current with Josephson frequency ωJ = Vdc/φ0 = 2pi× 483.6×
1012Vdc Hz. The two Eq. (2.29) and (2.34) are the two Josephson relations.
We now comment on typical experimental values for the parameters of a
Josephson junction [13]. For an Al-AlOx-Al junction with an overlap of 100
nm by 100 nm the junction inductance and capacitance would be of the order
of 10 nH and 1fF which leads to a self oscillation frequency of 50 GHz. To
lower this frequency to the practical range for superconducting circuits one
would need to increase the capacitive or inductive energies of the junction.
Shunting the junction with a capacitance (e.g. 50 fF) or an inductance (e.g.
1.5 µH) would then be a straightforward solution. A transmon [14–16] is an
19
Chapter 2. Superconducting quantum circuits
(a) (b)
Figure 2.2: (a) A dc-SQUID comprises two Josephson junctions in parallel
and can be threaded by an external flux Φext. (b) The circuit model of the
dc-SQUID. In general, there is also an equivalent inductive element (linear)
related to the loop, but we assume it is negligible.
example of the first case, i.e. a capacitively-shunted junction and a Fluxonium
[17] is an example of the latter case, namely a junction which is shunted by a
superinductor, see Sec. 2.4.
2.3.2 Tunable Josephson junction: dc-SQUID
A superconducting loop which contains one or more Josephson junctions is
called a Superconducting QUantum Interference Device (SQUID). When the
loop contains one junction, the device is called an rf-SQUID and in the case of
two junctions it is called a dc-SQUID [18, 19]. Due to the high sensitivity of
SQUIDs to an external flux through the superconducting loop, these devices
have important applications in magnetic field measurement and sensing i.e.
magnetometers. As we will show below, when the loop is threaded by an
external flux the dc-SQUID can be seen as a tunable Josephson junction and
therefore has wide applications in superconducting quantum circuits and qubits
[21]. We consider a dc-SQUID as shown in Fig. 2.2. We assume that the phase
drops over the two junctions are φ1 an φ2 and that Φext is the external flux
through the loop. The Fluxoid quantization constraint [20] requires that,
φ1 − φ2 + φext = 2pin, n ∈ integer, (2.35)
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where φext = Φext/φ0. This constraint reduces the dynamical degrees of free-
dom from two to one. Motivated by this equation, we define the dynamical
variable to be φ = (φ1 + φ2)/2. The Lagrangian of the dc-SQUID reads,
L = 1
2
C1φ0φ˙
2
1 +
1
2
C2φ0φ˙
2
2 + EJ1 cos(φ1) + EJ2 cos(φ2). (2.36)
In terms of the dynamical variable φ this Lagrangian reduces to 1,
L = 1
2
CΣφ
2
0φ˙
2+(EJ1 + EJ2) cos(
φext
2
) cos(φ)
+(EJ1 − EJ2) sin(φext
2
) sin(φ),
(2.37)
where CΣ = C1 + C2. This Lagrangian leads to the following Hamiltonian,
H = 4Ecn
2 − EJ(φext) cos(φ+ φs), (2.38)
where the charging energy Ec, effective Josephson energy EJ(φext) and phase
shift φs are defined as follows,
Ec =
e2
2CΣ
,
EJ(φext) =
√
E2J1 + E
2
J2 + 2EJ1EJ2 cosφext,
φs = arctan
(
tan(φext/2)
EJ2 − EJ1
EJ2 + EJ1
)
.
(2.39)
If φs is time independent, it gives a constant phase shift and can be absorbed
into the definition of φ. In the case of a symmetric SQUID, i.e. EJ = EJ1 =
EJ2 and C1 = C2 the Hamiltonian reads,
H = 4Ecn
2 − 2EJ cos(φext
2
) cos(φ), (2.40)
which has the form of the Hamiltonian of a junction with tunable Josephson
energy EJ,eff = 2EJ cos(φext/2).
1This form of the Lagrangian holds only when C1 = C2 or φext is time-independent.
Otherwise there is an additional term proportional to φ˙extφ, but we are not interested in
that term.
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2.4 Superconducting qubits
After an introduction to the physics of Josephson junctions, we are ready to
discuss how a Josephson junction can be used as a circuit element to define
various types of qubits in this section [25, 26]. In principle, there are three
basic configurations to bias a Josephson junction in a circuit: charge bias, flux
bias and current bias. Accordingly, the three basic types of qubits that can
be identified in these circuits are named charge qubit, flux qubit and phase
qubit [22–24]. These configurations and their corresponding potential energy
are shown in Fig. 2.3. The equivalent circuit for all of these configurations
has a Josephson junction in parallel with a capacitor CΣ and an inductor L,
see Fig. 2.4. Note that all these circuits have one degree of freedom e.g.
phase of the junction (hence a single qubit), and CΣ and L are the total
capacitance and inductance seen from the junction. For each of theses circuits
there are three characteristic energies : Josephson energy (EJ), capacitive
energy (Ec = e
2/CΣ) and inductive energy (EL = φ
2
0/(2L)). The competition
between Josephson energy and capacitive energy distinguishes two operational
regimes in a circuit. Charge regime when Ec  EJ which is relevant for charge
biasing and phase regime EJ  Ec for flux and current biasing. Moreover the
ratio between the Josephson and inductive energies differentiates the flux and
current biased circuits.
In the charge biased scheme the junction is coupled to a voltage source
capacitively, See Fig. 2.3a. This architecture is also called a Cooper Pair Box
(CPB). CPB has no excess inductive energy (L→∞) and its potential comes
from the Josephson junction,
U(φ) = −EJ cos(φ). (2.41)
On the other hand, the kinetic energy of a CPB is modified with respect
to a Josephson junction as follows (1) The charging energy is determined by
the total capacitance CΣ and (2) The voltage source induces a charge offset
(or a displacement in momentum space). The CPB typically operates in the
charging regime characterized by large capacitive energy. In this limit one can
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Figure 2.3: Basic biasing circuits for a Josephson junction and their corre-
sponding potentials. The lowest two (local) eigenstates are shown in red and
green. a) Charge-biased Josephson junction and its potential. The dashed
line shows the linear harmonic potential. b) Flux-biased rf-SQUID and its
potential when external flux has integer (dashed) or half-integer (solid) num-
ber of flux quanta. c) Current-biased Josephson junction and the washboard
potential.
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LCΣ
Φext+ng
−ng
EJ
Figure 2.4: Equivalent circuit for all biasing schemes. L is the inductance
of the superconducting loop in the flux and current biased circuits. In these
circuits Φext is used as a control “knob”. For the charge biased circuit L→∞
and the induced charge ng is the “knob” [26].
define a charge qubit from the charge states |n = 0〉 and |n = 1〉. The downside
of a charge qubit is that it is vulnerable to charge noise. To alleviate this issue,
the Josephson junction of CPB can be shunted by a capacitance Cs to reduce
the charging energy of the circuit. For EJ ∼ Ec, it is called a Quantronium
[27]. A CPB with operates in a regime with EJ  Ec is called a transmon
qubit. In this work, we mainly work with transmon qubits and we analyse the
CPB and transmon thoroughly in Sec. 2.4.1.
In the flux-biased scheme, an rf-SQUID is threaded by an external mag-
netic flux. The external flux in this case acts as a “knob” and similar to the
role of a voltage source in charge biasing, it shifts the phase operator (or the
position operator). The potential for the flux-biased circuit reads,
U(φ) = −EJ cos(φ) + EL
2
(φ− φext)2, φext = Φext
φ0
, (2.42)
which has the shape of a parabola modulated by a cosine function. The poten-
tial in this case has a single minimum at φext = n and two degenerate minima
for φext = n+1/2, i.e. when the external flux has integer and half integer num-
ber of quantum flux Φ0 respectively. A flux qubit [28] is defined for half-integer
biasing when EJ  Ec. In the absence of tunneling between the wells, the (de-
generate) ground state of the individual wells are the left and right circulating
currents |L〉 and |R〉. The finite tunneling mixes these states and forms a tight
two-level system, i.e. the lowest two levels of the double-well are the symmetric
and anti-symmetric superpositions of |L〉 and |R〉. The level splitting of this
two-level system is set by the tunneling rate while level spacing in individual
wells is determined by the Josephson energy. Thus for large Josephson energy
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and comparably small tunneling rate, the two-level system can be used as a
qubit. The realization of the double-well potential requires that the inductive
energy of the superconducting loop EL is of the order of Josephson energy EJ .
In practice, it is more convenient to use a three-junction SQUID to boost the
required inductive energy for the flux qubits [10, 29, 30].
A current-biased junction is shown in Fig. 2.3c. Here, a washboard
potential profile is constructed by applying a current source to the junction,
U(φ) = −EJ cos(φ) + Ieφ. (2.43)
A phase qubit [31, 32] can be defined from the lowest two states of a local
minimum in U(φ). In a flux-driven rf-SQUID, the double-well potential is non-
symmetric for φext 6= 0.5 and the system behaves as a phase qubit. Therefore
flux and current biased schemes can be realized in an rf-SQUID circuit. The
ratio EJ/Ec is typically higher for phase qubits while the ratio EL/EJ is higher
for flux qubits.
To improve the functionality of a qubit and taking advantage of opposite
regimes, there are several qubits designed to operate in an intermediate regime.
Quantronium and transmon qubits introduced earlier are of this kind. In the
Fluxonium qubit, the junction is shunted by a very large effective inductor.
The effective inductor is constructed from a series of Josephson junctions [17].
This architecture inherits features from both flux qubit and charge qubit. On
the one hand, it is similar to the 3 junction flux-qubit when two junctions are
replaced by many junctions. On the other hand, EJ ∼ Ec as in the case of
Quantronium so the circuit does not operate in the phase regime. The charge
fluctuation is also very small in this circuit as a result of a tiny capacitance.
The C-shunt flux qubit [33–35] is a three junction flux qubit, shunted by a
large capacitance. It can also be seen as a transmon with added inductive
energy. As opposed to a flux qubit, the C-shut qubit has a single well potential
yet compared to a transmon the potential well is flattened and has a larger
nonlinearity. There are also a number of variants of the transmon qubit, e.g.
Xmon and gmon are qubits from transmon family adapted for 2D structures
[36–38]. In table 2.1, different qubits are classified according to their operating
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regime.
EL/EJ
EJ/Ec 0  1 ∼ 0.3− 0.5
 1 CPB
∼ 1 Quantronium Fluxonium
 1 transmon flux qubit,
C-shunt
 1 phase qubit
Table 2.1: The operating regimes of various qubits.
2.4.1 From Cooper pair box (CPB) to transmon
The first superconducting architecture that manifested a mesoscopic circuit
could behave as an artificial two level atom was the Cooper Pair Box (CPB)[7,
8]. The theoretical description of a CPB is given in [9]. It consists of a Joseph-
son junction which is connected to a voltage source Vs via a gate capacitance
Cg, see Fig. 2.3a. This circuit has a single dynamical degree of freedom
which we take to be the phase drop over the Josephson junction, denoted by
φ = Φ/φ0. The voltage drop over the gate capacitance is Vg = Vs − Φ˙. The
Lagrangian of the circuit reads,
L = 1
2
CJφ
2
0φ˙
2 +
1
2
Cg(Vs − φ0φ˙)2 − EJ cos(φ), (2.44)
which gives the conjugate momentum of φ,
piφ =
∂
∂φ˙
L = CΣφ20φ˙− Cgφ20Vs = φ0Q = ~n, (2.45)
with CΣ = Cg+CJ . Here Q is the net charge seen from the Josephson junction
and n has the meaning of the number of Cooper pairs on the superconducting
island connected to the gate capacitor. The Hamiltonian up to a constant term
reads,
H = piφφ˙− L = 4Ec(n− ng)2 − EJ cos(φ), (2.46)
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where Ec = ~2/(8φ20CΣ) = e2/(2CΣ) is the charging energy of the circuit and
ng = −φ0CgVs. Qg = 2eng is the charge offset induced by the external voltage
source. The ratio between the energy scales of the CPB defines two opposite
operational limits: a charging regime for Ec  EJ and a transmon regime for
Ec  EJ . In the following, we show how to use the CPB as a qubit in each of
these regimes.
Charging regime
Charge states |n〉 are the eigenstates of the capacitive part of the CPB Hamil-
tonian, in the absence of Josephson tunneling, the Hamiltonian of CPB is
diagonal in charge basis with energies,
HCPB(EJ → 0) |n〉 = 4Ec(n− ng)2 |n〉 . (2.47)
There are specific values for the gate voltage (or equivalently ng) for which
the eigenenergies become degenerate, see Fig. 2.5. Let us take the two states
|n = 0〉 and |n = 1〉. These states are degenerate at ng = 0.5 with energies Ec.
By switching on the Josephson energy, the degeneracy is lifted and turns into
a two-level system. This two-level system has tiny admixture of other charge
states since Ec  EJ . We can thus truncate the full Hamiltonian to states |0〉
and |1〉 and use the two-level system as a charge qubit. The Hamiltonian in
the truncated basis reads,
H =
(
4Ec(1− ng)2 −EJ
−EJ 4Ecn2g,
)
(2.48)
with eigenenergies  = ±√Ec(1− 2ng)2 + E2J/4.
Approximate solution for transmon regime
A CPB with EJ  Ec operates in the transmon regime. By virtue of Eq.
(2.10), we expect that the phase fluctuation is small in this regime. Thus
we expand the cosine term in the Hamiltonian to the fourth order, cos(φ) =
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n=0n=1n=-1
EJ
Figure 2.5: Eigenenergies of a CPB in the charging regime for EJ/(4Ec) = 0.1
(solid) and EJ = 0 (dashed). Er ≈ EJ is the difference between the two lowest
eigenvalues at ng = 0.5.
1− 1
2!
φ2 + 1
4!
φ4 +O(φ6). The CPB Hamiltonian thus reads,
HCPB ≈ 4Ec(n− ng)2 + EJ
2!
φ2 − EJ
4!
φ4. (2.49)
Let us first consider a case with ng = 0. The quadratic terms of this Hamilto-
nian form a harmonic oscillator, while the quartic term adds a small nonlinear-
ity on top of the harmonic oscillator since
√〈φ2〉  1. The CPB in this regime
is thus described by a nonlinear harmonic oscillator and the eigenstates of the
harmonic oscillator should be suitable basis for a perturbation theory. In this
case, the unperturbed harmonic oscillator frequency and zero-point fluctuation
read,
ω0 =
1
~
√
8EJEc, φ = (
2EC
EJ
)1/4. (2.50)
The nonlinear part is quantized using the ladder operators introduced for a
harmonic oscillator, c.f. Eq. (2.9),
EJ
4!
φ4 =
EJ
4!
φ
4
(a+ a†)4 → Eca†a+ Ec
2
a†a†aa, (2.51)
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where we also discarded the terms which are not number-conserving. The
quantized CPB Hamiltonian then reads,
HCPB = ~ωa†a− Ec
2
a†a†aa, (2.52)
with ~ω =
√
8EJEc − Ec. The nth eigenvalue of the CPB to the fourth order
in φ is,
En = 〈n|HCPB|n〉 = ~nω − Ec
2
(n2 − n). (2.53)
If En,n+1 is the transition energy between adjacent levels then E0,1 = ~ω and
E1,2 = ~ω − Ec. Therefore Ec is the nonlinearity of the CPB and the ratio
of the nonlinearity to the transition frequency of the harmonic oscillator is√
Ec/(8EJ). The nonlinearity thus decreases by increasing the ratio EJ/Ec.
Physically speaking, the particle swinging at the bottom of the potential well
gets more and more localized in the well as this ratio increases and thus be-
comes more insensitive to the true shape of the cosine potential compared to a
harmonic potential. This means that the particle feels less nonlinearity. Nev-
ertheless, as far as the nonlinearity Ec is the largest energy scale compared to
other interaction energy scale in a system, one can truncate the Hamiltonian
to the lowest two states to define a transmon qubit,
HCPB = ~ωσ+σ−. (2.54)
On the other hand, a particle which is localized in the phase space becomes
completely delocalized in the charge space. It means that the transmon qubit
is insensitive to the charge noise of the gate capacitance. We will see in the
next section, the effect of excess charge ng translates into a twisted boundary
condition. Therefore the effect of ng only enters through the event of a 2pi
rotation in the phase space in which the particle picks a ng-dependent phase
[14]. Insensitivity of the transmon to the charge noise can then be seen from
the fact that in transmon regime, the particle cannot tunnel to another well of
the cosine potential, i.e. does not make a full 2pi rotation, so ng can be gauged
away for a single well.
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Exact solutions for the CPB
We now start from the stationary Schro¨dinger equation for a CPB, H |ψk〉 =
Ek |ψk〉 where k labels the eigenstates and eigenenergies. To solve the Schro¨dinger
equation, we represent the states in the phase basis |φ〉 and denote the wave-
function by ψk(φ) = 〈φ|ψk〉. The Schro¨dinger is written in this basis as,{
4Ec(−i ∂
∂φ
− ng)2 − EJ cos(φ)
}
ψk(φ) = Ekψk(φ), (2.55)
with periodic boundary condition ψ(φ+ 2pi) = ψ(φ). In terms of a new wave-
function ψ˜k(φ) = e
ingφψk(φ), the explicit ng-dependence is removed,{
− 4Ec ∂
∂φ2
− EJ cos(φ)
}
ψ˜k(φ) = Ekψ˜k(φ). (2.56)
The function ψ˜k(φ) satisfies a twisted boundary condition, ψ˜k(φ+2pi) = e
ing2piψ˜k(φ).
This equation now has the form of a Mathieu equation [57, 58],
y′′(z) + (a− 2q cos(2z))y(z) = 0, (2.57)
with 2z ≡ φ as function variable and parameters a ≡ Ek/Ec and q ≡
−EJ/(2Ec). a is the characteristic value (eigenvalue) of the Mathieu equation.
The solutions to Mathieu equation are even and odd functionsMC(a, q, z) and
MS(a, q, z). For q = 0 we have, MC(a, q, z) = cos(
√
az) and MS(a, q, z) =
sin(
√
az). For a generic q Floquet theory states that these functions can be
written as follows,
MS = e−irzms(z),
MC = e−irzmc(z),
(2.58)
where r ≡ r(a, q) is called the characteristic exponent and mc(z) and ms(z)
are pi-periodic functions. Note that for integer or rational r, MC and MS
are periodic.2 The characteristic value a for these cases are denoted by a =
MA(r, q) for even solutions and by a ≡ MB(r, q) for the odd solutions. For
2For integer r the even and odd solution are denoted by cer(q, z) and ser(q, z).
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(a) EJ/Ec = 0.2 (b) EJ/Ec = 1
(c) EJ/Ec = 5 (d) EJ/Ec = 25
Figure 2.6: The lowest four eigenvalues of a CPB as a function of gate charge
ng for several values of the ratio EJ/Ec. As this ratio increases, the eigenvalues
become insensitive to the gate charge. Er is the difference between the two
lowest eigenvalues at ng = 0.5.
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non-integer r (as is the case here), we haveMA(r, q) =MB(r, q). The solutions
to the Schro¨dinger equation then read [12],
ψk(φ) =
e−ingφ√
2pi
[
MC
(
Ek
Ec
,− EJ
2Ec
, φ
)
+ i(−1)k+1MS
(
Ek
Ec
,− EJ
2Ec
, φ
)]
. (2.59)
Ek is the eigenenergy corresponding to ψk(φ) which explicitly reads,
Ek = EcMA(rk,− EJ
2Ec
) with rk = k + 1− (k + 1)[mod2] + 2ng(−1)k, (2.60)
where rk is the ordering parameter and is defined such that Ek increase with
k [12]. The band dispersion dk is defined as energy difference between the
maximum (at ng = 0) and minimum (at ng = 0.5) in the k
th band [14],
dk = Ek(ng = 0)− Ek(ng = 0.5)
≈ (−1)k
√
2
pi
EC
2(4k+5)
k!
(
EJ
2Ec
)k/2+3/4
exp
(−√8EJ/Ec). (2.61)
The key feature is that the dispersion is suppressed exponentially in EJ/EC ,
while as we discussed in the last section the nonlinearity decreases algebraically
in EJ/EC . The eigenenergies of the CPB can also be solved for numerically by
expressing the Hamiltonian in charge basis and using cos(φ) =
∑
m |m〉 〈m+ 1|+
|m+ 1〉 〈m|. The lowest four eigenenergies are shown in Fig. 2.6 for different
ratios of EJ/EC .
2.5 Circuit Quantum Electrodynamics (cQED)
In the previous sections, we introduced the basic building blocks of a supercon-
ducting circuit, namely resonators, superconducting qubits, dc-SQUIDs, etc..
From here on, we consider simple circuits composed of multiple blocks with
practical applications. In this section, we discuss that a cavity QED system
can be realized in microwave domain with superconducting circuits.
Cavity quantum electrodynamics (cavity QED) is the framework to study
the phenomena related to the electromagnetic interaction between atoms en-
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closed in a cavity and the cavity mode(s) [40, 44]. In cavity QED, the cavity
mode is modelled by a harmonic oscillator and the physics of a two-level atom
coupled to a single cavity mode is captured by the Jaynes-Cummings Hamil-
tonian [39],
HJC = ~ωca†a+
~ωa
2
σz + ~g(aσ+ + a†σ−), (2.62)
where ωc is the cavity mode frequency and ωa is the transition frequency of
the atom. The last term in the Hamiltonian is the coherent dipole interaction
between the cavity and the atom (under a Rotating Wave Approximation where
a†σ+ + H.c. can be discarded.3) and g is the strength of the dipole interaction.
HJC describes the coherent part of the atom-cavity interaction. In a realistic
physical system, there are incoherent processes such as decay of cavity photons
at rate κ due to imperfect cavity mirrors and decay of atom into other atomic
states at rate γ, see Fig. 2.7a. In a cavity QED system 4, if |g|  |∆| =
|ωc − ωa|, the cavity and atom are resonant and exchange excitations through
Rabi oscillations. In the opposite limit where |∆| = |ωc − ωa|  |g|, there
is no direct interaction between the atom and the resonator. This is the so-
called dispersive regime of cavity QED. In this regime there is no substantial
mixing between the atomic and photonic states and the two modes preserve
their individual character, nonetheless depending on the ratio g/∆, each mode
is slightly dressed by the second mode. The phase diagram of a typical cavity
QED system is given in Fig. 2.7b.
By placing a transmon qubit inside a coplanar waveguide (CPW) trans-
mission line resonator, a circuit analogue of cavity QED can be implemented
in the microwave regime [41]. The CPW hosts a standing wave between its
ending nodes, the fundamental frequency ωr of which is determined by the
length of the CPW. The CPW is then readily described in terms of a har-
monic oscillator (or a photon bus) [1] and plays the role of the cavity in cavity
QED. This standing wave of the CPW induces a voltage difference between
the islands of the transmon which gives rise to an effective dipole coupling.
In principle, higher harmonics of the fundamental frequency can be formed
3The exact model which includes the rotating terms is known as Rabi model.
4We only talk abou strong coupling regime, where |g|, |∆|  κ, γ.
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(a) (b)
Figure 2.7: a) Illustration of a simple cavity QED system. The atom and
the cavity modes interact at rate g. The decay rates for atom and cavity
are γ and κ respectively. b) Phase diagram of Jaynes-Cummings model with
Γ = max{γ, κ} [43]. In the blue part the two modes are resonant. In the green
part, the modes are off-resonance however each mode is dressed by more than
0.01 of the other mode. In the white part, the dressing is less than 0.01. In the
red area, the linewidth is too large to distinguish single photons in the cavity.
inside CPW, however when the transition of the transmon is tuned close to
the fundamental frequency, the CPW can be well approximated by a single
harmonic oscillator. To derive the Hamiltonian of this circuit, we note that it
has the same configuration as a Cooper pair box (with gate capacitance Cg and
junction/shunt capacitance CJ) except that here the voltage is not induced by
a classical voltage source as in the case of Cooper pair box but by a quan-
tum voltage source, i.e. the harmonic oscillator. Therefore the residual charge
ng = −φ0CgVs in this system is a quantum variable and the Hamiltonian of
the a circuit QED setup is given by replacing Vs → Vˆs = Vs0 + δVˆs in the
Hamiltonian of a CPB, c.f. Eq. (2.46), where Vs0 is a constant dc part and
δVˆs is the voltage operator of a harmonic oscillator, c.f. Eq. (2.15).
H = 4Ec(n− ng0)2 − EJ cos(φ) + ~ωra†rar + 2eβVzpfn(ar − a†r), (2.63)
where ng0 = −φ0CgVs0 and β = Cg/(Cg+CJ). Vzpf is the zero point fluctuation
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Figure 2.8: Left Architecture for circuit quantum electrodynamics. A trans-
mon qubit is placed inside a coplanar waveguide (CPW) resonator where the
standing wave of the CPW couples it to the transmon. Right The system is
modelled by a quantum voltage source (i.e. the CPW) coupled capacitively to
the transmon and described by the Jaynes-Cummings Hamiltonian (2.62).
of the voltage which in terms of the CPW capacitance and impedance reads,
Vzpf =
−i
Cr
√
~
2Zr
. (2.64)
Now if the CPB operates in the transmon regime, the first two terms in this
Hamiltonian describe a transmon qubit with Hq = ~ωqσ+σ−. In the last term,
we express n in terms of qubit ladder operators (c.f. Eq. (2.9)) which leads to
the cavity QED Hamiltonian (2.62) with interaction strength g between the
qubit and the cavity mode as,
~g = eβVzpf (
EJ
2Ec
)1/4. (2.65)
There are several interesting features about coupling a transmon to a CPW
[42]. First, compared to other cavity QED systems, stronger couplings can
be realized in circuit QED and regimes of cavity QED that are inaccessible
in other implementations can be explored in circuit QED[43]. In particular,
with circuit QED, it is possible to reach the so-called ultrastrong coupling
regime where the coupling is of the order of transition frequencies of individual
modes [55]. In this regime, the RWA no longer holds and the counter-rotating
terms in the coupling should also be included in the model (i.e. Rabi model).
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Another feature of circuit QED is that the cavity inhibits the coupling of
the transmon to a continuum of spurious modes. This coupling is the cause
of spontaneous emission and therefore in the dispersive limit the presence of
cavity enhances the qubit lifetime through Purcell effect [47, 48]. Moreover, in
circuit QED, the photon bus provides a way to manipulate and read-out qubits.
By applying a microwave drive to the photon bus which is in resonance with a
qubit, the qubit undergoes Rabi oscillations and single-qubit x and y rotations
can be implemented [52, 53]. On the other hand, an off-resonant pulse would
implement a z rotation through a Stark shift. A second approach for a z
gate is to use the transmon flux to tune the qubit frequency. For a detailed
discussion about single-qubit rotations the reader is referred to [51, 54]. In the
dispersive regime of circuit QED, where ∆ = |ωr−ωq|  |g|, the qubit and the
resonator do not exchange excitations. Nevertheless through virtual second-
order processes the coupling gives rise to a frequency shift of the photonic
mode conditional on the qubit state [14, 41],
H = ~(ωc + σz)a†a+ ~(ωq +
g2
∆
)
σz
2
, (2.66)
where ∆ = ωr − ωq. This conditional frequency shift is used to perform quan-
tum non-demolition readout of the qubit state through transmission measure-
ment on the CPW, see Sec. 2.7 [45, 46]. In this regime, virtual excitations
also make it feasible to achieve qubit-qubit interaction when two or multiple
transmons are placed inside the CPW [49–51]. We will come to this point
when we discuss schemes for qubit-qubit interaction in Sec. 2.6.
2.6 Coupling schemes for transmon qubits
Any superconducting quantum computer or simulator necessarily includes sev-
eral qubits and the first step to build a multi-qubit system is to develop archi-
tectures for qubit-qubit couplings. In this section we discuss common strategies
for couplings between two transmon qubits [26]. Here subscripts 1 and 2 refer
to the variables of the two qubits.
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Direct capacitive coupling Two transmon qubits can be coupled directly
via a capacitance (Fig. 2.9a). The coupling capacitance Cg contributes an
additional term Cg(φ˙1− φ˙2)2/2 to the Lagrangian which gives rise to an inter-
action n1n2 (or σ
y
1σ
y
2). The explicit form of the two-qubit Hamiltonian reads,
H = ~ω1σz1 + ~ω2σz2 + gcσ
y
1σ
y
2 , (2.67)
where for Cg  C1, C2 the coupling strength is gc ≈ e2Cg/(C1C2φ1φ2).
Resonator coupling In Sec. 2.5, we discussed that the interaction between
a transmon and a resonator (CPW) is described by the the Janeys-Cummings
Hamiltonian. If two transmons are coupled through a common resonator, in
the dispersive limit of JC model, the resonator mediates transmon-transmon
interaction [56], see Fig. 2.9b. In this regime the resonator remains in the
ground state and second-order perturbation theory leads to an effective inter-
action gσ+1 σ
−
2 + H.c. with,
g = g1g2(
1
∆1
+
1
∆2
), (2.68)
where gi is the coupling of each transmon to the CPW and ∆i = ωr − ωqi is
the detuning between the transmon and the CPW resonator [49]. When the
transmons are tuned in resonance with each other, they swap excitations. On
the other hand, when the transmons are detuned from each other, second-order
perturbation on the swap Hamiltonian leads to an effective g′σz1σ
z
2 interaction
which is fourth-order in gi,
g′ =
g21g
2
2
∆21∆
2
2
(∆1 + ∆2). (2.69)
One can switch between the resonant and off-resonant regimes by changing the
transition frequency of the transmons using the same approaches we mentioned
earlier to perform z rotations. By letting different interactions operate for
certain times, various types of two-qubit gates can be implemented [51].
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C1EJ1 Cg EJ2C2
(a) Capacitive coupling
C1EJ1
Cg1 Cg2
EJ2C2C L
(b) Resonator coupling
C1EJ1
LJ
EJ2C2L L
Φext
(c) Tunable inductive coupling
C1EJ1
Cg1 EJ Cg2
EJ2C2
C
(d) Transmon-bus coupling
Figure 2.9: Examples of coupling schemes for transmon qubits. In (a), two
transmons are directly coupled via a capacitance. In (b), an off-resonance
resonator mediates interaction between two transmons. This is basically a
circuit QED setup, where the transmons are placed inside a CPW. In (c),
the transmons are coupled using a Josephson junction which operates in the
linear regime and can be tuned by an external flux. The transmons can also
be coupled via a third transmon threaded by an external (oscillating) flux as
shown in (c).
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Josephson junction coupling (inductive coupling) Transmons can be
coupled using a Josephson junction. This type of coupling can be made tun-
able by applying a dc flux through an inductive loop (see Fig. 2.9c) and has
recently been realized experimentally [59, 60]. In the limit that LJ  L , the
nonlinearity of the transmons are highly ineffective. To the linear approxima-
tion, the coupling has the form of an inductive coupling gσx1σ
x
2 with,
g ≈ −ω0
2
L2
(Lq + L)(2L+ LJ/ cos δ)
, (2.70)
where we assumed identical qubits with transition frequency ω0 and Josephson
inductor Lq = Lqi = φ
2
0/EJi. δ is the phase drop over the junction set by the
external flux.
It is also possible to exploit the strong nonlinear regime of the Josephson
junction to generate coupling between several qubits [61].
Transmon bus coupling A transmon circuit can be used to couple two
transmons qubits, see Fig 2.9d. Here as well, the coupler can be tuned via an
external flux through the dc-SQUID of the coupler. In case of detuned qubits,
by parametrically modulating the central SQUID at qubit-qubit detuning, it
is possible to implement swap interaction XX + Y Y [62].
2.7 Measurement of transmon qubit
In this section we briefly discuss the measurement process for a transmon qubit.
A detailed discussion can be found in [1, 67].
Quantum theory tells us that the measurement process inevitably exerts
at least as much decoherence to the system as the amount of information
extracted from the system. Thus one aspect of an ideal measurement is to
optimize the information gain with respect to the induced decoherence. On
the other hand, an ideal measurement needs to be non-demolition i.e. it should
leave the system in a state corresponding to the measurement outcome. In this
case, the state can still be manipulated further after the measurement.
Designing a measurement scheme for superconducting qubits needs to take
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into account their regime of operation. For qubits that operate deep into charge
or phase regimes the natural basis for measurement are the charge and phase
basis respectively [67]. For a charge qubit the two charge states |0〉 and |1〉
can be used to discriminate ground and excited states [63] while for a flux (or
phase) qubit, the separation between the two wells is the key for state readout.
As a transmon operates in the intermediate regime, it is not possible to use
either charge or phase states. Unlike a charge qubit, the state of a transmon
is distributed over many charge states and unlike a flux (or phase) qubit the
potential of a transmon is periodic, hence one cannot distinguish well two phase
states for a measurement. For a transmon qubit, one simple approach would
be to directly measure the energy of the qubit. We can capacitively couple the
transmon to a transmission line (TL) which is connected to an amplifier. The
transmon can release its photon into the TL and it can be measured based
on the amplitude of the outgoing photon, see Fig. 2.10a. The problem with
this approach is that the signal to noise ratio (SNR) cannot exceed 2 [67]. To
improve the SNR, one could employ a second wave to probe the qubit. In
this scenario, the transmon is capacitively coupled to the TL and the probe
wave is sent into the TL, see Fig. 2.11a. The scattered wave from the qubit,
carries a different phase shift depending on whether the transmon is in the
ground or excited state. This incurred phase shift can be measured in the
output and is used to discriminate the ground state from the excited state.
This configuration solves the problem with the SNR, however there is also a
drawback associated with it. In order to obtain sufficiently large difference in
the phase shift of the two possible outcomes, the spectroscopy on the qubit
should be carried out at the frequency of the transmon. This means that
the transmon actively interacts with the incoming wave during the process of
measurement which lowers the fidelity of the outcome and also violates the non-
demolition requirement for the measurement. A possible solution would be to
incorporate a resonator into the system as shown in Fig. 2.10c. The resonator
introduces a second mode in the system which we assume to be detuned from
the transmon. The idea is to perform a spectroscopy on the circuit at the
frequency of the resonator. At this frequency the qubit sees the resonator as
a short circuit (ground) and therefore is barely affected by the measurement.
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Cg
(a) Direct measurement of a transmon by coupling
to transmission line.
(b) Measurement of a transmon using a probe
signal.
(c) Measurement using an auxiliary resonator
Figure 2.10: Basics of transmon measurement theory. In (a), the measure-
ment is based on energy of an outgoing wave provided by the transmon and
therefore the measurement has a low SNR. In (b) the transmon is probed by
a second wave (in blue) at the frequency of the qubit, which leads to an im-
proved SNR but yet a low fidelity of the measurement. To solve this issue,
an auxiliary resonator at a different frequency is coupled to the qubit and the
circuit is probed at the frequency of the resonator. The state of the qubit is
measured based on the phase shift of the outgoing signal.
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resonator
(a)
≡
(b)
Figure 2.11: Illustration of a transmon qubit readout device with prolonged
qubit lifetime. (a) The resonator is driven resonantly and the output is filtered
at the frequency of the qubit.(b) The notch filter is constructed on-chip from
a pair of λ/4 grounded waveguides [68].
Due to the resonance of the resonator mode, in the system the phase shift is
still large enough to differentiate between the ground and excited states. This
approach for the QND measurement of a transmon qubit has been dubbed
dispersive measurement. A practical design introduced by the Yale group is
shown in Fig. 2.11 [68]. Here, the resonator (CPW) is placed in series with
the drive line and in order to increase the qubit lifetime a bandstop (notch)
filter at the qubit frequency is connected to the output of the resonator. This
filter disallows any energy leakage from the qubit. This setup has the same
configuration as a circuit QED system. We argued in Sec. 2.5 that in the
dispersive regime, the qubit induces a qubit state dependent frequency shift to
the resonator,
χ =
g2
∆
(2.71)
In the transmon measurement, the qubit’s pull on the oscillator frequency is
measured through spectroscopy on the resonator and there is a difference of
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2χ in the measured shift for the two states of the transmon.
2.7.1 Joint readout of transmons
The idea of dispersive readout of a transmon can be generalized to several
qubits [49, 66, 69–71]. For two transmons, the frequency shift of the resonator
reads δωc = χ1σ
z
1 + χ2σ
z
2, where χi is defined in Eq. (2.71) and the output
transmission amplitude A(σz1, σ
z
2) takes four possible values depending on the
state of the qubits [1]. Therefore one can write,
A(σz1, σ
z
2) = β0 + β1σ
z
1 + β2σ
z
2 + β12σ
z
1σ
z
2. (2.72)
By ensemble averaging over many measurements one can deduce two-qubit
correlations,
〈σz1σz2〉 =
1
4β12
(〈A(σz1, σz2)〉 − 〈A(−σz1, σz2)〉 − 〈A(σz1,−σz2)〉+ 〈A(σz1, σz2)〉).
(2.73)
Other types of correlations e.g. 〈σx1σy2〉 can be measured in z basis, i.e. in
terms of σz1σ
z
2, by performing single qubit rotations before the measurement.
So far we considered the measurement using a harmonic oscillator. The
readout procedure can be based on a nonlinear harmonic oscillator as well.
Measurement schemes using Josephson bifurcation amplifiers [64] as the nonlin-
ear element leads to a high-fidelity readout of a transmon [65]. These schemes
make use of a latching mechanism in which depending on the qubit state the
nonlinear mode latches into one of two possible states. This state remains
latched even after the qubit decays, thus providing high signal-to-noise ratio.
2.8 Circuit network theory
In superconducting circuits we typically deal with two-point elements such as
capacitors, inductors, Josephson junctions, etc.. An electric circuit of arbitrary
size constructed from these elements defines a circuit network. In previous sec-
tions, we considered small circuit networks with one or two degrees of freedom
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ground
+
−
vb(t)
ib(t)
Figure 2.12: Left A generic two-point element in circuit is characterized by
its voltage and current. Passive convention requires that the current enters
the positive port. Right An example of a circuit network. Branches in black
form a tree on the network.
(modes). In this section we explain how to derive - in a systematic way - the
Hamiltonian description of a circuit network with many modes [72].
An example of a circuit network is shown in Fig. 2.12. On a circuit network,
each of the elements is called a branch of the network. A node is defined as
a point where two or more branches meet and a loop is a closed path formed
by branches. Each branch of the network is characterized by the voltage vb(t)
over the branch and the current ib(t) through the branch. These variables are
related to each other by the characteristic equation for that branch. According
to the passive convention, the current of a branch enters the node with a higher
voltage (+ node).
The state of a circuit network at time t is known if we know the voltages
(and hence currents) of all branches at that time. Not all of the branches can
define a degree of freedom in a circuit. This is so because the topology of
the network sets a number of constraints on the dynamics through Kirschhoff
current and voltage law. In particular, the sum of branch voltages around a
loop l should be zero and the sum of all branch currents arriving at a typical
node i must also be zero. From the branch voltage and current, we define the
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branch flux and charge which prove convenient in quantum circuit theory, The
branch flux and charges are defined as follows,
Φb(t) =
∫ t
−∞
vb(t)dt,
Qb(t) =
∫ t
−∞
ib(t)dt.
(2.74)
The Kirschhoff laws now cast into the form,∑
b∈loop l
Φb(t) = Φ˜l,∑
b∈node i
Qb(t) = Q˜i,
(2.75)
where Φ˜l and Q˜i are the external flux through the loop l and the residual
charge at node i. In classical circuit theory, there are two dual approaches to
derive the equations of motion to solve for the dynamics of a circuit [3]. In the
node method, one introduces voltages at each node of the network and uses
the Kirschhoff current law to write down a set of equations for conservation of
currents at network nodes in terms of these nodal voltages. Conversely, in the
loop method, the loops currents constitute the variable in terms of which a set
of equations is written using the Kirschhoff voltage law. For superconducting
circuits, we adopt the node method since it is more convenient to deal with
phases (fluxes) for the Lagrangian. As in the classical theory, we define a
spanning tree (T ). To define a tree we first assign an arbitrary node of the
circuit as the ground. T is a path on the network which contains the ground
node and a set of branches that connect all other nodes to the ground such
that the tree does not include a loop. We then assign the nodal phases φn to
the nodes of the network. If the nodes of a branch b are denoted by i and i+1,
the nodal phases φi and φi+1 are related to the branch phase as follows,
φb = φi − φi+1, for b ∈ T,
φb = φi − φi+1 + φ˜l, for b 6∈ T,
(2.76)
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where φb = Φb/φ0 is the branch phase and φ˜l = Φ˜l/φ0. It is easy to see that for
a network, if b is not a tree branch (i.e. b 6∈ T ), it should form a loop (l) with
some tree branches. Thus the choice for nodal phase ensures the Kirschhoff law
for fluxes (phases). We now can explicitly write the contributions of individual
branches in the Lagrangian. A capacitive branch b with end nodes i and i+ 1
and capacitance Cb has a kinetic energy of,
Eb = φ
2
0
2
Cb(φ˙i − φ˙i+1)2. (2.77)
The energy of an inductive branch with inductance Lb contributes to the total
potential energy as,
Eb = φ
2
0
2Lb
(φi − φi+1)2. (2.78)
A Josephson junction branch with capacitance CJb and Josephson energy EJb
has a combination of kinetic and potential energies,
Eb = φ
2
0
2
CJb(φ˙i − φ˙i+1)2 − EJb cos(φi − φi+1). (2.79)
The total Lagrangian reads,
L = K − V , (2.80)
where K is the total kinetic energy of the capacitances and V is the total
potential energy of inductances and junctions. To derive the Hamiltonian, we
should first define the conjugate momenta of the nodal phases through the
Lagrangian,
pii =
∂L
∂φ˙i
. (2.81)
pii has the meaning of ~ times the number of Cooper pairs on the total capaci-
tance connected to the node i. To see this we note that the conjugate momenta
of the nodal fluxes are the total charges of the nodes,
Qi =
∂L
∂Φ˙i
. (2.82)
Therefore pii = φ0Qi = ~Qi/(2e). Eq. (2.81) can also be written in a vector
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form as ~pi = φ20[C]
~˙φ where ~φ = [φ1 φ2 ...]
T and ~pi = [pi1 pi2 ...]
T . C is
the capacitive matrix of the circuit network. From the definition (2.81) it is
understood that the capacitive matrix has the following structure: the diagonal
elements (Cii) are the sum of capacitances connected to the node i and the
off-diagonal elements Cij are minus the total capacitance between the nodes i
and j. The total kinetic energy reads:
K = φ20 ~˙φT [C]~˙φ =
1
φ20
~piT [C−1]~pi. (2.83)
Finally the Hamiltonian can be written as,
H =
∑
i
piiφ˙i − L = ~piT ~˙φ− L = 1
φ20
~piT [C−1]~pi + V . (2.84)
2.9 Summary
In this chapter, we explored some aspects of superconducting circuits. We de-
rived the Hamiltonian of a quantum LC circuit and Josephson junction as the
basic linear and nonlinear elements of superconducting circuits in detail and
showed that a Josephson junction enables us to define several types of qubits.
In particular, our discussion centered around a transmon qubit (or more gen-
erally Cooper pair box) which we will use as the qubit in our architectures
in later chapters. We then considered simple transmon based configurations
which can be employed as building blocks of larger circuits, i.e. circuit quan-
tum electrodynamics (circuit QED) and static couplings between transmon
qubits and also reviewed the process of measuring a transmon qubit. At the
end of the chapter, we presented an approach to derive the Hamiltonian of
an arbitrary superconducting circuit network with many degrees of freedom.
This approach is specifically useful in Chap. 4, where we propose our circuit
for quantum simulation of the toric code. In the next chapter, we introduce
quantum simulation and discuss how superconducting circuits can be used as
a platform for quantum simulation.
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Quantum simulation with
superconducting circuits
In chapter 2, we discussed that superconducting circuits provide a platform
with great potential to fabricate artificial quantum systems with multiple
qubits. In this thesis our mission is to demostrate that this setting can ef-
ficiently be used to implement quantum simulators of interesting condensed
matter spin models. Before undertaking this task, in this chapter, we briefly
discuss the meaning and objectives of quantum simulation and approaches to
implement a quantum simulator.
Simulation of a large quantum system on a classical computer is a formidable
task. The reason for this is that the number of parameters that describes a
state of a quantum system grows exponentially with the system’s size. As
an example, a chain of N spin 1/2 particles has 2N spin configurations. To
store the amplitudes of these configurations in an arbitrary state, one typically
needs 32× 2N bits of memory (32 bits each coefficient). When N reaches 50,
this amounts to almost 32000 TB of memory to store the data in a classical
computer - which is definitely beyond the capabilities of a classical computer.
Yet, performing computation on a 2N × 2N Hamiltonian to calculate the time
evolution or an observable demands for an additional memory and a computa-
tion time that scales exponentially with N . Looking from the opposite angle,
this N -qubit quantum system can be seen as an extremely powerful computa-
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tional resource which can outperform any classical computer. The central idea
in quantum simulation and quantum computation is to use a quantum system
for the tasks which is too cumbersome to ask classical computers for. If it is
extraordinarily hard to simulate the equations that govern a quantum system
on a classical computer, a simple solution is to bulid a quantum computer that
operates according to those equations. In this way the quantum system itself
computes and solves the problem! The concept of quantum simulation was
initially put forward by Feynman in 1982 [73],
“ Let the computer itself be built of quantum mechanical elements
which obey quantum mechanical laws.”
In this chapter, we briefly discuss the basics of quantum simulation. The def-
inition of quantum simulators is given in Sec. 3.1. In Secs. 3.2 and 3.3 we
define the two approaches towards quantum simulation, i.e. digital and analog
quantum simulation. In Sec. 3.4, we provide a set of criteria for quantum sim-
ulators. Finally a brief review of the current research on quantum simulation
with superconducting circuits is provided in Sec. 3.5.
3.1 What is a quantum simulator?
A quantum simulator is a controllable quantum system designed to emulate
the model of another quantum system which is difficult to study otherwise [74].
The goal of a quantum simulator is to reveal the features of a mathematical
model that is believed to capture the most relevant properties of a real physi-
cal system it describes, e.g. how accurate the Fermi-Hubbard model describes
the superconducting properties of a cuprate [76]. In addition to this, a quan-
tum simulator is expected to offer the possibility of exploring the regimes of
the model which are inaccessible in the real material or to modify the model
(e.g. through perturbations) to investigate how this modification changes the
corresponding properties [75]. In a quantum simulation, one prepares an ini-
tial state |Ψ(t = 0)〉 corresponding to the initial state of the real system. The
initial state is then evolved according to the mathematical model of interest
until a final time tf . The final state |Ψ(t = tf )〉 is then measured and one
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can compare it to the expected final state of the real system. The simulation
should be performed in a regime where there are available experimental data
on the real physical system so a comparison to the outcome of the simula-
tor is accomplishable. In quantum simulation, there are two approaches to
replicate the time-evolution of the model i.e. U = exp (−iHt) where H is
the target Hamiltonian. In the first approach the aim is to generate the time
evolution operator effectively by a sequence of one or two-body gates. The
quantum simulator in this approach is basically a quantum computer, i.e. the
quantum counterpart of classical digital computers in which a series of logical
gates and memories are employed to perform a computation. For this reason,
this type of simulation is dubbed digital quantum simulation. It can also be
thought as quantum engineering on the software level, since the basic elements
of the simulator are universal gates and an arbitrary time evolution operator
is constructed by applying them in an appropriate order. In analog quantum
simulation one tries to directly implement the Hamiltonian of the model on
the hardware level. In the next sections, we discuss in more details these two
types of quantum simulators.
3.2 Digital quantum simulation
In 1996, Following Feynman’s idea, Lloyd took the next step in this field by in-
troducing digital quantum simulators [77]. His idea was that by discretizing the
time-evolution operator of a local Hamiltonian in small time steps, each small
step can be represented by a one- or two-body interaction. Therefore, the time-
evolution is decomposed into a sequence of universal gates. These gates are the
basic elements of a quantum circuit model, which is a well-known method in
quantum computation to realize quantum algorithms[79]. A digital quantum
simulator is then a quantum computer and quantum simulation can be seen as
running a quantum algorithm on a quantum computer. Notwithstanding, the
term quantum computer is usually used for more abstract mathematical func-
tions, without a direct relevance to a physical system. Moreover, as the results
of a quantum computer is taken as guaranteed without a further reference to
a physical system, a quantum computer necessitates higher precision than a
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quantum simulator. The advent of error correction and fault-tolerant quantum
computation, has improved the accuracy of quantum computers while it also
entails more computational resources alongside. In contrast, the desired out-
put from a quantum simulator includes physical properties such as correlation
functions, order parameters, phase diagrams etc. which typically are robust
observables. Thus, it could be possible to draw conclusions about the outcome
of a quantum simulation e.g. about a phase transition even in the absence of
high precision. On these grounds, although a digital quantum simulation can
be run on a universal digital quantum computer, the efficiency of such oper-
ation is questionable, since quantum computers are more demanding devices
than quantum simulators. Even with tens of qubits, one could already per-
form useful quantum simulations [80, 81], whereas thousands of qubits would
be required for factorizing even modest numbers using of Shor’s algorithm [75].
We now show the essence of how digital quantum simulation works. Let us
take the Hamiltonian H =
∑M
l=1Hl where Hl is a few-body local term. Unless
[Hl, Hl′ ] = 0 for all l and l
′, we have,
U 6= Πl exp(−iHlt). (3.1)
In order to make an approximation to the time-evolution, U can be split into
N steps, where at each step the system evolves for a time δt such that t = Nδt,
U = (exp(−iHδt))N . (3.2)
For δt → 0, we can use Eq. (3.1) to approximate the time evolution in each
step since the error is of the order of [Hlδt,Hl′δt] ∝ (δt)2,
U(t→ t+ δt) = Πl exp(Hlδt) +O(δt2). (3.3)
When N → ∞, the product gives the exact result. This decomposition is
called the Trotter decomposition. Each infinitesimal time evolution can be
implemented using a number of gates. The precision of a universal digital
quantum simulation can be arbitrarily high, however at the cost of exponen-
tially increasing number of gates. In practice, one can minimize the error by
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keeping higher-orders in the decomposition [80, 82].
3.3 Analog quantum simulation
A second approach to quantum simulation is analog quantum simulation. In
an analog quantum simulation, the Hamiltonian of the desired model is di-
rectly mapped to the Hamiltonian of the simulator. This approach is closer to
the initial idea proposed by Feynman: ... there is to be an exact simulation,
that the computer will do exactly the same as nature [73]. As opposed to the
operation of a digital quantum simulation, which is based on discretization
into many time steps, an analog quantum simulator operates continuously in
time. Analog quantum simulators do not rely on the Trotter decomposition,
nor do they suffer from the errors involved in that process. On the other hand,
error correction protocols and fault tolerant schemes become meaningless for
analog quantum simulation. The Hamiltonian of the simulator typically im-
plements effective many-body terms and should allow for enough control over
the parameters of the Hamiltonian. This is realized through externally applied
control fields or ancilla degrees of freedom. The parameters of the Hamiltonian
can locally or globally be tuned in situ. In addition, analog quantum simula-
tors are purpose-oriented (non-universal) devices which are designed to test a
specific model or a family of related models. This makes them much simpler
in design than a universal digital quantum simulator. These devices typically
are resilient to error sources up to a certain tolerance level, and thus do not
impose high demands on the accuracy of the simulators.
3.4 Criteria for quantum simulators
The definition and expected functionality of a quantum simulator suggest the
following criteria [76] for an ideal device,
1. Controllability Ideally a quantum simulator should be controllable in
all stages of a simulation, namely in state preparation and initialization,
time evolution and measurement. In addition to the control over the time
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evolution of a simulator (e.g. parameters of the Hamiltonian), one should
have enough control over the device to extract (measure) all required
observables to test a proposed model. To validate a simulator, it is also
necessary that it can be tuned to regimes where analytical or numerical
results exist.
2. Reliability One needs to make sure that the measured output of a quan-
tum simulator coincides with the actual value given by the mathematical
model. But how do we know that the simulator represents the model
then? [78]
The first thing to check about a simulator is to see whether it gives
the expected outcomes for cases with known results. Also often in ex-
periments, there are observables that are bounded by a maximum or
minimum value. Therefore one should also verify whether these bounded
observables satisfy their expected limits. Sometimes in an experiment,
changing a specific parameter, should result in a particular predictable
change in the outcome. One could then run the simulator for a few values
of that parameter to confirm whether that certain relationship is man-
ifest in the measurement outcomes. For example, flipping the direction
of the magnetic field in Ising model should result in flipping the spin
component along the field. This then leads to a particular relationship
between the measured quantities in two simulations with opposite direc-
tion of the field. Another way of testing a simulator, is to use a number
of simulators with potentially different sources of error to compare their
measurement outcomes. It is important to note that after all, passing
these tests does not validate a simulator, but rather failing to pass in-
validates it. In other words, to recognize the reliability of a simulator,
we rely on its falsifiability or testability: We subject the simulator to
different tests, and unless the simulator fails the test we say it is reliable.
3. Efficiency The simulator should aim at problems which is compara-
tively less expensive in terms of computational resources on a quantum
simulator than a classical computer. This means that the resources for
initialization, evolution and measurement should at most scale polyno-
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mially with the size of the system on a quantum simulator, while the
required resources scale exponentially on a classical computer.
3.5 Quantum simulation with superconduct-
ing circuits
The whole field of superconducting circuits is inspired, initiated and followed
by the ultimate goal of building a quantum computer which is able address
intricate problems for classical computers. Being less challenging devices to
implement, quantum simulators are seen as more realistic goals to reach along
the way towards the celebrated universal quantum computer. In this section,
we briefly review the proposals and experiments for implementations of quan-
tum simulators with superconducting circuits. A more comprehensive account
of this subject can be found in [84, 85].
In Sec. 2.5, we discussed that the Jaynes-Cummings Hamiltonian is realized
in a circuit QED setup where transmon qubits are coupled to coplanar waveg-
uides (CPW). To study the physics of the Bose-Hubbard model, an analog
quantum simulator could be built from an array of such circuit QED building
blocks where the resonators are coupled together capacitively [83, 95–97]. This
system is described by the so-called Jaynes-Cummings-Hubbard model,
H =
∑
j
HJCj −
∑
j
J(a†jaj+1 + H.c.), (3.4)
where HJCj is the Jaynes-Cummings Hamiltonian and the second term in Eq.
(3.4) describes the hoppings between blocks. Since we consider an implemen-
tation with superconducting circuits, this model is further enriched by the
existence of dissipation. As an example, dissipation-driven localization of a
two-site system is being discussed in [86] and experimentally tested in [98].
The recent experimental results for a longer chain is presented in [99].
Moreover, there are regimes of cavity QED in which the coupling strength
(g) is comparable to the energy of the cavity mode (ωc). These are the so-
called ultrastrong coupling (USC) and deep-strong coupling (DSC) regimes for
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g/ωc ≤ 1 and g/ωc ≥ 1 respectively. The Jaynes-Cummings model is no longer
valid for these coupling strengths, since the counter-rotating terms should be
included for a correct modelling of the system. The Rabi model is given by
adding the counter-rotating terms to the Jaynes-Cummings model,
HRabi = ~ωqσ+σ− + ~ωca†a+ g(a+ a†)(σ+ + σ−). (3.5)
While USC and DSC are difficult to reach in other physical implementations,
they are comparably easier to realize in superconducting circuits, i.e. circuit
QED. A digital quantum simulator for exploring USC/DSC regimes of Rabi
model is proposed in [87, 88, 90, 105]. In the lab frame, the circuit operates in
the intermediate coupling strength of g/ωc ∼ 10−3, however by transforming
the Hamiltonian to rotating frames, the effective resonator frequency ωc is
made small such that effective ratio of g/ωeff ∼ 1 is achievable. Note that
analogous to JCH model, in the USC/DSC regimes one can define a Rabi-
Hubbard model.
Digital quantum simulations of spin systems are discussed in [89, 93]. In
[89], digital quantum simulation of Heisenberg and Ising spin Hamiltonians
are realized in a circuit QED system experimentally. The isotropic Heisenberg
Hamiltonian for N spins reads,
H =
N−1∑
i=1
J(σxi σ
x
i+1 + σ
y
i σ
y
i+1 + σ
z
i σ
z
i+1) =
N−1∑
i=1
J
2
(HXYi,i+1 +H
Y Z
i,i+1 +H
ZX
i,i+1), (3.6)
where Hαβi,j = σ
α
i σ
α
j + σ
β
i σ
β
j . Note that in a circuit QED setup, H
XY
12 is the
typical XY exchange interaction which is constructed via a dispersive coupling
of transmons to a CPW, See Chap. 2. HY Z12 and H
ZX
12 can then be constructed
from HXY12 by a local rotation of the qubits. For a two spins the different
terms of the Hamiltonian 3.6 commute with each other and as a consequence,
the time evolution operator decomposes into the product of time evolutions
corresponding to the individual terms. For three spins however, the individual
terms do not commute with each other anymore, and the time-evolution should
be performed in small time-steps to avoid Trotter decomposition errors.
Barends et al. investigated a range of Ising-type models in a four-qubit
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digital quantum simulator [38]. In their experiment, the initial Hamiltonian
reads,
Hinitial = −Bx,I
∑
i
σzi , (3.7)
which describes non-interacting spins in an external field along the x-axis with
the strength Bx,I . The final Hamiltonian in the rotating frame reads,
Hfinal = −
∑
i
(Bizσ
z
i +Bixσ
x
i )−
∑
i
(J i,i+1zz σ
z
i σ
z
i+1 + J
i,i+1
xx σ
x
i σ
x
i+1), (3.8)
and they perform an adiabatic sweep from the initial Hamiltonian to the final
Hamiltonian,
H(λ) = (1− λ)Hinitial + λHfinal. (3.9)
In this way they could prepare 4 qubit GHZ state and also studied a frus-
trated Ising Hamiltonian with random X and Z field and random ZZ and
XX couplings.
Superconducting circuits are bosonic systems by nature since their con-
stituents are microwave photons. These circuits can thus be used as quantum
simulators for other bosonic or spin models. Nonetheless to study the Fermi-
Hubbard model, one can map these models onto a spin model via Jordan-
Wigner transformation [91]. This approach for digital quantum simulation
of the Fermi-Hubbard model is proposed theoretically in [92] and has also
been realized experimentally [93]. Using Jordan-Wigner transformation, other
fermionic models like Anderson and Kondo models would also be amenable to
quantum simulators based on superconducting circuits [94].
Quantum simulation of lattice gauge theories [110, 117] is yet another re-
search topic which is actively pursued in different physical platforms. In super-
conducting circuits, analog quantum simulation of U(1) Abelian quantum link
models in one- and two-dimensions have been proposed theoretically [101, 102].
Reference [100] provides a proposal for digital quantum simulation of a non-
Abelian SU(2) lattice gauge theory with superconducting circuits.
Quantum chemistry problems are also in the focus of intense research in
the field of quantum simulators. Indeed, quantum chemistry is one of the most
anticipated applications of quantum computing. Here the interesting problem
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to solve is to find the ground state energy of molecules [103]. As an example of
the research in this area we can mention the experimental work on the ground
state energy curve of the Hydrogen molecule [104].
3.6 Summary
In this chapter, we discussed the meaning and objectives of quantum simula-
tion and two main approaches towards it, namely digital and analog quantum
simulation. In the last part of the chapter, we gave a brief review of recent
advances in quantum simulation with superconducting circuits. In the follow-
ing chapter, we put forward a proposal for analog quantum simulation of a
well-known many-body topological model, i.e. the toric code.
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Analog quantum simulation of the toric
code
In this chapter, we present our approach for an analog quantum simulation of
the toric code model [106, 107]. The toric code model lies at the border of
topological phases of condensed matter physics [108, 109] and quantum-error
correction in quantum information science [111]. From a condensed matter
point of view, the toric code is an example of a Z2 lattice gauge theory [110]
and is also a central model in the class of topologically-ordered quantum many-
body systems. Topological order defies the contemporary characterization of
phases of matter based on their symmetry-breaking properties and defines a
new paradigm for classifying condensed matter systems. Topological order is
characterized by degeneracy of the ground states on a surface with nontrivial
topology (e.g. a torus), long-range entanglement and exotic quasi-particles
which exhibit neither bosonic nor fermionic behaviour. It manifests itself in
global properties rather than local ones, e.g. degenerate ground states of a
topologically-ordered system are indistinguishable locally and they only can be
identified via non-local operators. On the other hand, the toric code is closely
tied with the stabilizer formalism for quantum error correction introduced by
Daniel Gottesman [111]. Indeed the proposal of the toric code by Alexei Kitaev
[106] was inspired by the work of Gottesman. Quantum error correction is an
algorithmic approach to detect, control and correct errors while performing
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quantum computation. The idea is to choose a subspace C of the Hilbert space
to store quantum information and carry out quantum computation, such that
the action of possible errors (e.g. single qubit errors) would take the states in
C out of this subspace. In the toric code as a Hamiltonian, the error correction
is implemented at the hardware level, i.e. the error-correcting code space
is the degenerate manifold of ground states of the Hamiltonian. This can
also be regarded as a passive error correction since the generation of errors is
suppressed at low temperatures due to an energy gap between the code space
and the states out of this space. Hence provided temperature is low enough,
taking the system out of the code space would require an energy that is not
available. On the other hand, the toric code can also be implemented via an
active error-correction at the software level by performing measurements on
a fault-tolerant topological quantum memory, detect errors and correct them
manually [115, 116].
For an implementation of the toric code on the hardware level, the Hamilto-
nian includes four-body interaction which are not typically realized in a physi-
cal system. For this reason, despite its intriguing perspectives for quantum in-
formation and condensed matter physics, progress towards its implementation
has been inhibited. As we already discussed in the last chapter, implementation
of multi-body terms through digital quantum simulation encounters Trotteri-
zation errors. Another approach to tackle this challenge, is to use the so-called
perturbative gadgets to break a k−body term into two-body terms [112–114].
However in this method the number of constituent particles gets multiplied
since each degree of freedom in a model is represented by several particles
which introduces additional complexities for a physical implementation, con-
trol, etc. In contrast, in our scheme four-body terms are directly implemented
via analog quantum simulation [107]. In our proposal, the Hamiltonian of the
toric code is realized in the rotating frame of the qubits, thus temperature is
irrelevant for the preparation of the ground state manifold and we instead use
a adiabatic sweep approach to prepare the desired states. On the other hand,
the prepared degenerate manifold is not protected against dissipative processes
which are inherent in superconducting qubits. Therefore our toric code cannot
be used as a long-lasting quantum memory, and we rather aim at preparing
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a topologically-ordered phase with microwave photons. We should also note
that an implementation of multi-body interactions proves important for the
quantum simulation of many other models e.g. lattice gauge theories [117].
This chapter is organized as follows: In Sec. 4.1, we briefly introduce the
stabilizer formalism. In Sec. 4.2 we present the toric code model and its
anyonic excitations following reference [118]. The superconducting circuit for
our implementation is introduced in Sec. 4.3. We derive the Lagrangian and
Hamiltonian of the proposed circuit in Sec. 4.4. Based on this Hamiltonian,
we show how to derive an effective Hamiltonian description for the circuit in
Sec. 4.5. In Sec. 4.6, we discuss our approach for generation of the toric code
via engineering a time-dependent external flux. Finally, we propose a minimal
circuit for a realistic experimental realization of the toric code and preparation
of the ground states of the model in Secs. 4.7 and 4.8.
4.1 Stabilizer codes
A stabilizer Sn is a set of commuting Hermitian operators Si with i = 1...n,
i.e. [Si, Sj] = 0 for all i, j. A particular example of a stabilizer can be defined
from operators of the from,
Si = O1 ⊗O2 ⊗ ....⊗On, Oα ∈ {σxα, σyα, σzα,1α}, (4.1)
acting on n qubits. Operators of this form of course do not all commute with
each other, however to construct a stabilizer just a subset of n commuting
operators is needed. Note that each Si has 2
n eigenstates with eigenvalues
±1. Since all operators in Sn commute with each other, they have 2n joint
eigenstates and each of these eigenstates can be uniquely identified by the
pattern of n eigenvalues corresponding to n stabilizer operators Si. Clearly
there is just one joint eigenstate with eigenvalue +1 for all Si. Now let Sc
be a subset of Sn with s elements. The code space C is defined as the joint
eigenstates of Si ∈ Sc with eigenvalue +1 ,
|Ψ〉 ∈ C ⇔ Si |Ψ〉 = +1 |Ψ〉 for all Si ∈ Sc. (4.2)
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Note that states inside the code space can be distinguished by their eigenvalues
corresponding to the stabilizer operators in Sn − Sc. The dimension of C is
2n−s, and therefore the code space can be used to store n−s qubits. Encoding
quantum information in such a code space is beneficial to detect and correct
errors. Consider an error operator that does not commute with Sc. When act-
ing on the code space, this error will necessarily change some of the eigenvalues
with respect to Sc from +1 to −1. In other words, the resulting state does
not belong to code space anymore. Thus by measuring Si ∈ Sc and detecting
−1 for some of Si, it is realized that an error has occurred. This measurement
is non-demolition since code space is invariant under Sc. The error correction
process requires finding an error-correcting operator, such that the combina-
tion of the occurred error and the error-correcting operator is the identity. By
acting with such an error-correcting operator the original state is retrieved.
The centralizer Z(Sc) is defined as the maximal set of operators of the form
(4.1) that commutes with Sc. The action of operators in Z does not result in a
state out of the code space. Since these operators transform states inside the
code space C, they can be used as logical operators to perform computation.
4.2 The toric code model
The toric code is based on the group Z2 acting on spin 1/2 degrees of freedom
and is defined on a two-dimensional square lattice with spin 1/2 particles on
each of the edges of the lattice, see Fig. 4.1a. There are two types of interaction
terms in the toric code. Every four spins attached to a vertex s of the lattice
form a star and the interaction between them is defined via a star operator As,
As = Πj∈star(s)σxj . (4.3)
The spins sitting on the edges of a unit cell form a plaquette p and a plaquette
operator Bp acts on them which is defined as,
Bp = Πj∈plaq(p)σzj . (4.4)
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We note that star and plaquette operators are both stabilizer operators of the
form defined in Eq. (4.1). The Hamiltonian of the model is given by summing
over all star and plaquette operators of the lattice with interaction strength Js
and Jp respectively,
HTC = −Js
∑
s
As − Jp
∑
p
Bp. (4.5)
Star and plaquette terms commute with the Hamiltonian and with each other,
therefore the toric code is exactly solvable. Furthermore each interaction term
squares to the identity, which means that the eigenvalues of individual terms
are ±1. The ground state |Ψ0〉 of the Hamiltonian is the joint eigenstate of all
star and plaquette terms with eigenvalue +1,
As |Ψ0〉 = +1 |Ψ0〉 , Bp |Ψ0〉 = +1 |Ψ0〉 for all s and p. (4.6)
The ground state of the plaquette part is |000...0〉 where σz |0〉 = +1 |0〉.
The ground state is given by projecting this state onto +1 sector of the star
operators,
|Ψ0〉 = Πs 1√
2
(1 + As) |000...0〉 . (4.7)
A stabilizer Sc can be defined from star and plaquette terms of the toric code.
The ground state of the model is the code space for an error-correcting code
C based on Sc. On a lattice with N spins and open boundaries, the number of
stabilizer terms is equal to the number of spins in the lattice. Consequently,
there is just a single state that satisfies Eq. (4.6). On the other hand, on
a lattice with periodic boundaries in both directions (i.e. a torus), there are
constraints as follows,
ΠsAs = 1, ΠpBp = 1. (4.8)
This means that one of the stars and one of the plaquettes are dependent on
the others and Sc has N − 2 independent terms. Based on the discussion on
stabilizer codes in Sec. 4.1, one finds Dim(C) = 4, i.e. there are four states that
satisfy Eq. (4.6). In other words, the ground state of the toric code on a torus
is four-fold degenerate. There is a second approach to derive this degeneracy
62
Chapter 4. Analog quantum simulation of the toric code
of the ground states based on topological properties of non-trivial loops on a
torus. We will come to this point in the next section.
4.2.1 Excitations of the toric code
There are two types of excitation in the toric code called anyons: e-anyons
(electric charges) and m-anyons (magnetic vortices), and the ground state of
the toric code is the vacuum of all anyonic excitations.
Let us assume we have prepared the ground state of the model. If σzj is
applied to a spin j of the lattice, the measured value of the star operator As
on two adjacent vertices of spin j becomes −1, since,
As(σ
z
j |Ψ0〉) = −σzjAs |Ψ0〉 = −(σzj |Ψ0〉), (4.9)
where we used the fact that j ∈ star(s), therefore {As, σzj} = 0. An e-anyon
(electric charge) on a vertex is associated with eigenvalue −1 of the star op-
erator As acting on that vertex, see Fig. 4.2a. Therefore we can create two
e-anyons on two vertices adjacent to spin j by applying σzj to that spin.
The second type of excitation in the toric code is called m-anyon. Starting
from the ground state, a pair of m-anyons are generated at two adjacent pla-
quettes of the lattice by applying σx operator on their common spin, see Fig
4.2b. The measurement of the Bp opeartor on the plaquettes with m-anyons
leads to eigenvalue −1,
Bp(σ
x
j |Ψ0〉) = −(σxj |Ψ0〉). (4.10)
By applying σz(σx) operators successively on a number of neighboring ver-
tices (plaquettes), we can move the anyon along the path of applied operators,
see Fig. 4.2a. This path can also be identified as a string. Therefore, if one
creates excitation on the ground state of the toric code, the e- and m-anyons
always appear in pairs which are placed at the ends of a string. As long as the
final position of the anyons are fixed, the shape of the string along which the
operators are applied is not important.
Now consider a case in which we create a pair of anyons from the ground
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(a)
(b)
Figure 4.1: The toric code on a 2D square lattice. a) Spins are shown as green
boxes at the edges of the lattice. An example of star and plaquette operators
As and Bp are highlighted in yellow and blue respectively. b) The toric code
can be visualize on a tilted lattice which is partitioned by star (yellow) and
plaquette (blue) cells. The spins of each cell are associated with one stabilizer
operator.
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(a)
(b)
Figure 4.2: Anyons in the toric code. a) A pair of e-anyons (m-anyons) is
created by applying σz (σx) to one spin. If the same operator applies to a spin
adjacent to an anyon (e.g. spin 3), the anyon is moved. b) The e-anyons are
moved around by operating with σz along a string. By applying σz to the pink
or yellow spin the anyons are annihilated and a loop is formed. In this example,
the left loop is trivial while the right one is non-trivial or non-contractible.
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(a)
(b)
Figure 4.3: Statistics of anyons a) A pair of e- or m-anyons are exchanged by
creating trivial loops. As the loops do not contain an anyon of the second type,
their action on the state is trivial. This shows the bosonic nature of mutual
statistics of a pair of e- or m- anyons. b) Braiding an e-anyon around a m-
anyon. The e-anyon creates a loop which encircles the m-anyon and gives an
extra −1 in the process. This factor indicates the anyonic nature of statistics
between different types of anyons.
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state and then move them around to form a loop, see Fig. 4.2b. In this case,
the anyons annihilate each other and we should recover the ground state since
the lattice is vacant of excitations. There are two type of loops on a torus: Con-
tractible loops and non-contractible loops. Contractible loops can be smoothly
deformed to reduce down to a point as opposed to the non-contractible loops.
The application of contractible loops leave a ground state unchanged, i.e. it
acts as an identity on that ground state 1. In contrast, non-contractible loops
should transform a ground state to another distinguishable ground state as
the two states differ in their winding numbers around the torus. Since a torus
possesses two topologically different2 non-contractible loops, we can conclude
that on this surface, the toric code has four degenerate ground states.
To study the mutual statistics of anyon excitations, we start from a state
with a pair of e-anyons. To exchange the positions of the two e-anyons, one
needs to make a (trivial) loop of σz operators, see Fig. 4.3a. Assuming this loop
does not enclose a m-anyon, the final state should be the same as the initial
one. A similar statement holds if two m-anyons are exchanged via a loop of σx
operators which does not contain an e-anyon. The mutual statistics between
a pair of e-anyons or a pair of m-anyons is then bosonic. Now let us consider a
case with an pair of e-anyons and a pair of m-anyons, see Fig. 4.3b. Each pair
should be located at the end points of a string connecting the two anyons. Since
the e- and m-anyons are distinguishable, we cannot exchange their position
but rather we should braid them. Braiding can be regarded as two successive
exchanges and it means that we move one e-anyon 3 around the m-anyon and
then bring it back to its initial position. The braiding results in a loop of σz
operators which necessarily cuts the string of the second pair at one spin (string
of σx). As {σz, σx} = 0, this results in a minus sign difference between the
initial and final states. This −1 factor reveals a non-trivial statistics between
the two type of excitations, so we can assign an imaginary i factor to the
exchange of e- and m- anyons. Note that this behaviour is different from
braiding (two exchanges) of bosonic or fermionic particles which results in a
1We assume the loop does not contain anyons.
2Topologically different loops cannot be smoothly deformed to each other.
3Equivalently one could move the m-anyon around the e-anyon.
67
Chapter 4. Analog quantum simulation of the toric code
+1 factor, and therefore it is called anyonic statistics.
4.3 Superconducting lattice for the toric code
To define a physical lattice for the toric code, it proves more convenient to
visualize the toric code on a tilted lattice as shown in Fig. 4.1b. Each unit cell
of this lattice contains four adjacent spins that interact via one stabilizer term
in the model. Depending on the type of interaction between the spins of a cell,
we call it a star or plaquette unit cell. The original lattice is then covered in
a checkerboard pattern by star and plaquette cells. Furthermore, we make a
rotation on the spins around the x-axis to re-define the Bp operators in terms
of σy,
Bp = Πj∈plaq(p)σ
y
j . (4.11)
Note that these rotations leaves As operators intact,
In our implementation of the toric code model with superconducting cir-
cuits, spins define the nodes of the circuit and transmon qubits attached to
the nodes represent spin degrees of freedom. We label the transmon nodes by
a composite index j ≡ (n,m) along the tilted lattice formed by the pattern
of star and plaquette cells (or along the diagonals of the original lattice). n
labels the diagonals from bottom left to top right and m labels the transmons
along each diagonal 4. Each star or plaquette cell then includes the nodes
(n,m), (n,m+ 1), (n+ 1,m) and (n+ 1,m+ 1) and can uniquely be labelled
by [j] = [n,m].
To generate the desired star and plaquette couplings, we introduce a coupler
as shown in Fig. 4.4 between the four neighbouring spins sitting at the corners
of a star or plaquette cell [j]. This coupler is composed of a dc-SQUID with a
total Josephson energy 2EJ and a total capacitance 2CJ , which is connected
to the transmons of a star or plaquette cell via four inductors each with an
inductance L. The dc-SQUID of the coupler in cell [j] = [n,m] is threaded
by a time-dependent external magnetic flux, Φext;j(t) ≡ Φext;n,m(t). We should
emphasize here that the coupler has the same circuit for star and plaquette
4Note that each diagonal has a different number of spins.
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Figure 4.4: Coupling circuit within each star or plaquette cell. The coupler
consists of a dc-SQUID which is connected to the four qubits of a cell by four
inductors. The SQUID is modulated by an external flux Φext. The inset shows
a piece of the toric code lattice with labelled diagonals.
cells and the form of the interaction is engineered via the external flux as we
will discuss later. Each coupler introduces two additional nodes (i.e. degrees
of freedom) in a given cell [j] = [n,m], namely the nodes of the dc-SQUID
which are labelled by (a; j) ≡ (a;n,m) and (b; j) ≡ (b;n,m).
In the following section, we will show that the two degrees of freedom of
a coupler SQUID can be re-defined in terms of center-of-mass and breathing
modes. Whereas the center-of-mass mode is high-frequency and hence dis-
carded, the breathing mode acts as an ancilla that mediates interactions be-
tween the adjacent transmons. In the operational regime we consider here, the
breathing mode stays in the ground state and therefore we derive an effective
Hamiltonian in which the breathing mode is adiabatically eliminated.
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4.4 Lagrangian and Hamiltonian of the lattice
In this section, we present a detailed derivation of the Lagrangian and Hamil-
tonian of the lattice following the discussion in Sec. 2.8. To this end, we assign
a phase φj ≡ φ(n,m) to the node j = (n,m) of the circuit. The phases of the
two nodes of a coupler inside cell [j] = [n,m] are denoted by φa;j ≡ φa;n,m and
φb;j ≡ φb;n,m.
The contribution of the transmon qubits in the Lagrangian reads,
Lq =
N,M∑
n,m=1
[
1
2
φ20Cq;n,mφ˙
2
n,m + EJq;n,m cos(φn,m)
]
, (4.12)
where Cq;n,m is the capacitance of the transmon connected to the node (n,m)
and EJq;n,m is its effective Josephson energy, which can be tuned via a dc-flux.
The contribution of the dc-SQUIDs of the coupler reads,
LS =
N,M∑
n,m=1
[
1
2
φ20Cgφ˙
2
a;n,m +
1
2
φ20Cgφ˙
2
b;n,m + φ
2
0CJ(φ˙a;n,m − φ˙b;n,m)2
+ 2EJ cos(φext;n,m/2) cos(φa;n,m − φb;n,m)
]
,
(4.13)
where Cg is a tiny parasitic capacitance between SQUID nodes and the ground.
The contribution of the inductors is,
LL =
N,M∑
n,m=1
φ20
2L
[
(φa;n,m − φn,m)2 + (φa;n,m − φn,m+1)2 + (φb;n,m − φn+1,m)2
+ (φb;n,m − φb;n+1,m+1)2
]
.
(4.14)
Therefore the entire Lagrangian of the lattice reads,
L = Lq + LS + LL = K − V , (4.15)
where K is the kinetic energy of the circuit originated from the capacitors and
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V is the potential energy of the inductors and junctions. As the dc-SQUID
of a coupler only couples the differences of phases, we define the following
center-of-mass (COM) and breathing modes,
φ±;n,m = φa;n,m ± φb;n,m. (4.16)
We call these modes “ + ” and “ − ” modes as well. In terms of the new
variables the kinetic part of the Lagrangian is re-written as,
K =
∑
n,m
1
2
φ20
[
Cq;n,mφ˙
2
n,m + (2CJ +
Cg
2
)φ˙2−;n,m +
Cg
2
φ˙2+;n,m
]
. (4.17)
Note that in terms of the breathing and center-of-mass modes, the kinetic en-
ergy becomes the sum of two non-interacting modes. The conjugate momenta
of nodal phases read 5,
pin,m =
∂L
∂φ˙n,m
= φ20Cq;n,mφ˙n,m,
pi−;n,m =
∂L
∂φ˙−;n,m
= φ20(2CJ + Cg)φ˙−;n,m,
pi+;n,m =
∂L
∂φ˙+;n,m
= φ20Cgφ˙+;n,m.
(4.18)
Assuming that Cg  CJ , the kinetic energy thus reads,
K =
∑ pi2n,m
2~φ20Cq;n,m
+
pi2+;n,m
4~φ20CJ
+
pi2+;n,m
2~φ20Cg
. (4.19)
5We can also use the number of Cooper pairs nn,m = pin,m/~, etc. instead of momenta,
however to avoid any confusion between the lattice index n and number operator, we prefer
to use the momenta here.
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The Hamiltonian thus reads,
H = Hq +H+ +H− +HL,
Hq =
∑
j
4
EC;j
~2
pi2q;j + 4ELφ
2
j − EJq;j cos(φj),
H+ =
∑
j
4
EC+
~2
pi2+;j + ELφ
2
+;j,
H− =
∑
j
4
EC−
~2
pi2−;j + ELφ
2
−;j − EJ cos(φext;j) cos(φ−;j),
HL =
∑
j
EL(φq+;jφ+;j + φq−;jφ−;j).
(4.20)
where we have define the variables φq±;j ≡ φq±;n,m = φn,m +φn,m+1±φn+1,m±
φn+1,m+1. We have also introduced the inductive energy scale associated with
one inductor and the charging energy scales of the transmons and the SQUID
modes in the Hamiltonian as follows,
EL =
φ20
2L
,
Eq;j =
e2
2Cq;j
,
EC+ =
e2
Cg
,
EC− =
e2
4CJ
.
(4.21)
In Eq. (4.20), Hq describes the Hamiltonian of transmon qubits. In particular,
we note that the inductive energy of each transmon is added by the contribution
of the four adjacent inductors. H+ and H− are respectively the Hamiltonian
of the SQUID’s center-of-mass and breathing modes. Finally, HL describes
the interaction between the SQUID modes of a cell and the four transmons of
that cell.
The Hamiltonian (4.20) is quantized in the standard way by imposing the
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canonical commutation relations,
[φj, pil] = i~δj,l, [φ±;j, pi±;l] = i~δj,l. (4.22)
4.5 Derivation of an effective Hamiltonian
4.5.1 Schrieffer-Wolff transformation
We are interested in a regime of the proposed circuit in which the frequencies
of the qubits and applied oscillating flux strongly differ from the frequency of
the SQUID. An example of the circuit parameters for this regime is given in
Sec. 4.7. Under this condition, we expect that the SQUID-qubit couplings are
ineffective and the SQUID modes remain in their ground states. An effective
description of the low-energy sector of the system is obtained by applying a
Schrieffer-Wolff (SW) transformation [119] with the following generator,
S =
i
2~
∑
j
(φq+;jpi+;j + φq−;jpi−;j). (4.23)
The transformed Hamiltonian under SW reads,
H˜ = eSHe−S
= H + [S,H] + 1
2!
[S, [S,H]] + 1
3!
[S, [S, [S,H]]] + 1
4!
[S, [S, [S, [S,H]]]] + ...
(4.24)
S is chosen such that the Schrieffer-Wolff transformation removes the induc-
tive couplings between the transmons and the SQUIDs (i.e. HL). However
instead, it generates other residual couplings of different types. These include
inductive qubit-qubit and qubit-SQUID interactions denoted respectively by
H˜qI and H˜qS. Explicit expressions for successive orders of the Schrieffer-Wolff
transformation are given in Appendix A. The transformed Hamiltonian H˜ can
be recast into the form,
H˜ = H˜q + H˜+ + H˜− + H˜qI + H˜qS, (4.25)
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where H˜q and H˜± are renormalized Hamiltonians of the non-interacting qubits
and SQUIDs respectively. The free Hamiltonian of the transmons reads,
H˜q =
∑
j
H˜q;j =
∑
j
4
EC;j
~2
pi2q;j + 2ELφ
2
j − EJq;j cos(φj), (4.26)
where the inductive energy is renormalized. For the SQUID modes the charging
energies are renormalized and the free Hamiltonians read,
H˜+ =
∑
j
H˜+;j =
∑
j
4
E˜C+;j
~2
pi2+;j + ELφ
2
+;j,
H˜− =
∑
j
H˜−;j =
∑
j
4
E˜C−;j
~2
+ ELφ
2
−;j − EJ cos(φext;j) cos(φ−;j),
(4.27)
where E˜C±;j ≡ E˜C±;n,m = EC±;n,m+(Eq;n,m+Eq;n,m+1+Eq;n+1,m+Eq;n+1,m+1)/4.
The Hamiltonian of qubit-qubit interactions only couples the neighbouring
qubits along diagonals and has the form,
H˜qI = −2EL
∑
n,m
φq;n,mφq;n,m+1. (4.28)
Finally the Hamiltonian for SQUID-qubit interactions is,
H˜qS =− 4
∑
n,m
ECq;n,m
~2
pin,m(piS−;n,m + piS+;n,m)
+ EJ
∑
n,m
cos(φext;j) sin(φ−;n,m)φq−;n,m
+
1
2!
EJ
2
∑
n,m
sin(φext;j) cos(φ−;n,m)φ2q−;n,m
− 1
3!
EJ
4
∑
n,m
sin(φext;j) sin(φ−;n,m)φ3q−;n,m
− 1
4!
EJ
8
∑
n,m
sin(φext;j) cos(φ−;n,m)φ4q−;n,m,
(4.29)
where,
piS±;n,m = pi±;n,m ± pi±;n−1,m + pi±;n,m−1 ± pi±;n−1,m−1. (4.30)
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piS−;m,n (piS+;m,n) is the sum of momenta of the breathing (COM) modes as-
sociated with the four SQUIDs adjacent to a transmon at node (n,m). H˜qS
contains a linear capacitive part (first line in Eq. (4.29)) which couples these
modes to the momentum of the transmon. The other terms in Eq. (4.29)
describe a nonlinear coupling between the phase of the breathing mode and
the sum of the four qubit phases of each cell.
4.5.2 Second quantized form of the non-interacting the-
ory
The free Hamiltonian of the circuit reads,
H˜0 =
∑
j
(H˜q;j + H˜+;j + H˜−;j). (4.31)
It is quantized by introducing the creation and annihilation operators a†j and
aj for transmon j,
φj = φj(aj + a
†
j), pij = −
i~
2φj
(aj − a†j), (4.32)
in which φj is the zero-point fluctuation amplitude,
φj =
(
2ECq;j
EJq;j + 4EL
)1/4
. (4.33)
The second quantized form of the transmon qubit at node j reads,
H˜q;j = ~ωja†jaj + ~Ua†ja†jajaj, (4.34)
where the transition frequency and nonlinearity are given as follows,
~ωj =
√
8ECq;j(EJq;j + 4EL), ~Uj = ECq;j
EJq;j
2EJq;j + 8EL
. (4.35)
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The SQUID modes are in turn quantized by introducing ladder operators
(s†−;j, s−;j) and (s
†
+;j, s+;j) for the breathing and COM modes respectively,
H˜±;j = ~ω±s†±;js±;j. (4.36)
The transition frequencies and zero-point fluctuations of these modes read,
~ω± = 4
√
E˜C±EL, φ± = (E˜C±/EL)
1/4. (4.37)
Comment on the truncation of the SW transformation Here we es-
timate the amplitude of the generator S of the SW transformation to justify
truncating the expansion (4.24) to the fourth order in S. In terms of the zero-
point fluctuations of the qubits and the SQUID modes this amplitude is given
by,
||S|| = φj
4φ−
. (4.38)
For our implementation, our typical parameters are φj . 0.7 and φ− & 1.1
therefore ||S|| . 0.3. Note that in our approach the fourth-order is engineered
to be the dominant term in the rotating frame of qubits, i.e. the strength
of four-body terms are larger than the effective interaction strength of the
other terms in expansion (4.24). This justifies the truncation of the effective
Hamiltonian H˜ at fourth-order.
4.5.3 Adiabatic elimination of the SQUID modes
The SQUID’s COM mode is a harmonic oscillator and its the frequency is
determined by the parasitic capacitance Cg between the SQUID nodes and the
ground, i.e. ω+ ∝ C−1/2g . Since CJ  Cg, we expect that the frequency of the
COM mode is at least one order of magnitude larger than the frequency of the
breathing mode. For example if Cg = 10
−2fF 6, CJ = 1fF and the frequency
of breathing mode is ω− ∼ 8GHz then ω+ ∼ 80GHz which is larger than the
superconducting gap! Therefore to a very good approximation this mode is in
its ground state |0+〉.
6This is still rather a large value for the parasitic capacitance.
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On the other hand the breathing mode is a nonlinear mode, c.f. Eq. (4.27).
In our design, however, we take the following form for the external flux applied
to the coupling SQUID of cell [j],
φext;j = φdc + φacFj(t), (4.39)
where φdc = pi  φac and Fj(t) is an oscillating function, which is chosen to
trigger four-body interaction within a cell. We will discuss the specific form
of this drive in the next section. The choice of φdc however suppresses the dc
part of the critical current of the SQUID and hence the nonlinear contributions
vanishes in the static Hamiltonian. This mode is then a harmonic oscillator
which is perturbed by a driven nonlinear Hamiltonian.
By carefully choosing the parameters of the circuit, the breathing modes are
detuned with respect to all possible processes that could generate excitations of
these modes, e.g. driving on resonance via external modulation or interactions
with adjacent qubits. For this reason the breathing modes can be approximated
to remain in their corresponding ground states |0−;j〉. While the breathing
modes are adiabatically eliminated and hence do not define dynamical degrees
of freedom in the circuit, they can still mediate interactions within their cells.
To the leading order of adiabatic elimination, the effective Hamiltonian
is given by projecting the Hamiltonian (4.25) onto the ground states of the
SQUID modes |0−, 0+〉 = Πj |0−;j, 0+;j〉.
H(0) = 〈0−, 0+|H˜|0−, 0+〉 . (4.40)
We note that under this adiabatic elimination, the Hamiltonians of the SQUID
modes (H˜±, c.f. Eq. (4.27)) give irrelevant constants. Moreover H˜q and H˜qI
are unaffected, since they do not contain the SQUID modes. Therefore we get,
H(0) = H˜q + H˜qI + H˜(0)qS , (4.41)
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where,
H˜(0)qS = H˜(0)qS,s + H˜(0)qS,f ,
H˜(0)qS,s = −
1
8
E˜JF (t)
∑
j
φ2q−;j,
H˜(0)qS,f =
1
16
1
4!
E˜J
∑
j
φ4q−;j,
(4.42)
with,
χ = χj = exp
(
− φ
2
−
2
)
, E˜J = χφacEJ . (4.43)
In deriving Eq. (4.42), we have used the following matrix elements 7,
〈0−;j| cos(φ−;j)|0−;j〉 = χ,
〈0−;j| sin(φ−;j)|0−;j〉 = 0,
〈0−;j|pi−;j|0−;j〉 = 0.
(4.44)
The local leading order correction to the projected Hamiltonian (4.42) is given
by second-order processes in which the breathing mode e.g. of cell [j] is virtu-
ally excited to its first excited level |1−;j〉, while the high-frequency COM-mode
remains in the ground state. This local correction is proportional to,
Hcorr;j ∝ 〈0−, 0+|H˜|1−;j, 0+〉 〈1−;j, 0+|H˜|0−, 0+〉 . (4.45)
We explicitly calculate the contribution of Hcorr;j in Sec. 4.6.2, where we
discuss perturbations and will conclude that it leads to frequency shifts of
the transmons and the SQUID modes and therefore we can neglect it in the
following discussions 8. Here, we just identify the relevant Hamiltonian for a
7The zero-point fluctuation of the breathing mode (φ−) is not necessarily smaller than
1, therefore we use the exact value rather than expanding and truncating in φ−.
8The explicit form of Hcorr;j depends on the detuning between the ground state and
the virtual states. As the Hamiltonian is time-dependent, we cannot identify this detuning
before introducing the explicit time-dependency of F (t).
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later reference. Note that the correction is non-zero if,
〈1−;j, 0+;j|H˜|0−;j, 0+;j〉 6= 0. (4.46)
By virtue of the relations,
〈1−;j| cos(φ−;j)|0−;j〉 = 0,
〈1−;j| sin(φ−;j)|0−;j〉 = χφ−,
〈1−;j|pi−;j|0−;j〉 = i~
2φ−
,
(4.47)
we find that the relevant part of the Hamiltonian (4.29) for leading order
corrections is,
H˜(1)qS =− 4
∑
j
ECq;j
~2
pijpiS−;j
+ EJ
∑
j
cos(φext;j) sin(φ−;j)φq−;j
− 1
3!
EJ
∑
j
sin(φext;j) sin(φ−;j)φ3q−;j.
(4.48)
We can neglect the cubic term in H(1)qS , since it is by a factor of φ
2
j/24  1
smaller than the linear term in φq−;j 9. We thus find,
H˜(1)qS ≈− 4
∑
j
ECq;j
~2
pijpiS−;j
− 1
2
E˜JF (t)
∑
j
φ−;jφq−;j,
(4.49)
where we have approximated sin(φ−;j) ≈ χφ−φ−;j, in accordance with Eq. (4.47)
and also used Eqs. (5.96) and (4.43).
9Note that the correction is yet second order in this Hamiltonian
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4.6 Engineering the time-dependent Hamilto-
nian
We define U as a rotating frame in which the qubits and SQUID modes rotate
at their corresponding frequencies,
U = exp
(
− i
~
(H˜q + H˜−)t). (4.50)
In this rotating frame, the ladder operators of the qubits transform as follows,
aj → aj(t) = U †ajU = e−iωjtaj,
a†j → a†j(t) = U †a†jU = eiωjta†j,
φq;j → φq;j(t) = φj
(
aj(t) + a
†
j(t)
)
.
(4.51)
For the breathing modes of SQUIDs, the transformation leads to the following
substitutions 10,
s−;j → s−;j(t) = U †s−;jU = e−iω−ts−;j,
s†−;j → s†−;j(t) = U †s†−;jU = eiω−ts†−;j,
φ−;j → φ−;j(t) = φ−
(
s−;j(t) + s
†
−;j(t)
)
.
(4.52)
The transformed Hamiltonian under U reads,
Hrot. = U †H(0)U − i~ U˙U = H˜
(0)
qS (t) + H˜qI(t), (4.53)
where the two terms on the r.h.s., i.e. H˜(0)qS (t) and H˜qI(t), are given by applying
the substitutions (4.51) to the corresponding Hamiltonians H˜(0)qS and H˜qI , c.f.
(4.42) and (4.28).
In the next section, we use the fourth-order term H(0)qS,f (t) contained in
H(0)qS (t) (c.f. Eq. (4.42)) to engineer the toric code Hamiltonian in the rotating
10It might seem irrelevant to include the SQUID “ − ” mode in the definition of the
rotating frame, as we eliminate this mode, however to deal with the corrections of the
adiabatic elimination we should still retain this mode.
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frame and will show by suitably driving the lattice we have,
H(0)qS,f (t) ≈ HTC , (4.54)
which becomes the dominant part of the Hamiltonian Hrot. On the other hand
the second-order term H(0)qS,s(t) and H˜qI(t) are treated as perturbations to the
toric code Hamiltonian in Sec. 4.6.2.
4.6.1 Generation of stabilizer interactions
In this section, we show how to generate the stabilizer interactions using the
four-body terms in H(0)qS,f . To simplify the explanation, we restrict the discus-
sion to a single cell and label the indices of a typical unit cell as (n,m) → 1,
(n + 1,m) → 2, (n + 1,m + 1) → 3 and (n,m + 1) → 4, see Fig. 4.4. The
Hamiltonian H(0)qS,f for one cell can be split into two parts,
Hcell ≡ H(0)qS,f
∣∣∣∣
cell
= Hstb +Hpert, (4.55)
where,
Hstb =
1
16
E˜JF (t)φ1(t)φ2(t)φ3(t)φ4(t),
Hpert = −E˜JF (t)
∑
(ijkl)
Cijklφi(t)φj(t)φk(t)φl(t).
(4.56)
Here the notation
∑
(ijkl) means that at least two of the indices are the same.
The coefficients Cijkl have the values Cijkl = ±1/32 for terms of the form
φ2jφkφl with j 6= k, j 6= l and l 6= k, Cijkl = ±1/64 for terms of the form
φ2jφ
2
k with j 6= k, Cijkl = ±1/96 for terms of the form φ3jφk with j 6= k and
Cijkl = ±1/384 for terms of the form φ4j .
Let us first consider Hstb. Due to the nonlinearity of the transmon qubits,
we truncate the ladder operators associated with nodal modes to the two low-
energy states and thus replace ai(a
†
i ) with σ
−
i (σ
+
i ). The nodal phases in the
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rotating frame read (c.f. Eq. (4.51)),
φj(t) = φj(e
−iωjtσ−j + e
+iωjtσ+j ). (4.57)
Therefore φ1(t)φ2(t)φ3(t)φ4(t) has 16 terms (8 terms plus their Hermitian con-
jugate) of the form eiνjtσa1σ
b
2σ
c
3σ
d
4 with j = 1...16, where {a, b, c, d} ∈ {+,−}
and νj ≡ ν(a, b, c, d) = aω1 + bω2 + cω3 + dω4. These 16 terms and the corre-
sponding rotating frequencies are listed in Tab. 4.1.
To generate the star and plaquette interactions we first notice that,
σxj = σ
+
j + σ
−
j , σ
y
j = −i(σ+j − σ−j ). (4.58)
Simple algebra tells us that the star interaction σx1σ
x
2σ
x
3σ
x
4 is given by the sum
of all terms listed in the table, while for the plaquette interaction σy1σ
y
2σ
y
3σ
y
4 we
need to sum all terms in the orange rows (i.e. with even number of σ+j ) and
subtract from that the sum of all terms in the blue rows (i.e. with odd number
of σ+j ).
term frequency term frequency
1 σ+1 σ
+
2 σ
+
3 σ
+
4 ν1 = ω1 + ω2 + ω3 + ω4 9 σ
−
1 σ
−
2 σ
−
3 σ
−
4 −ν1
2 σ+1 σ
+
2 σ
−
3 σ
−
4 ν6 = ω1 + ω2 − ω3 − ω4 10 σ−1 σ−2 σ+3 σ+4 −ν6
3 σ+1 σ
−
2 σ
+
3 σ
−
4 ν7 = ω1 − ω2 + ω3 − ω4 11 σ−1 σ+2 σ−3 σ+4 −ν7
4 σ−1 σ
+
2 σ
−
3 σ
+
4 ν8 = −ω1 + ω2 + ω3 − ω4 12 σ+1 σ−2 σ−3 σ+4 −ν8
5 σ+1 σ
+
2 σ
+
3 σ
−
4 ν2 = ω1 + ω2 + ω3 − ω4 13 σ−1 σ−2 σ−3 σ+4 −ν2
6 σ+1 σ
+
2 σ
−
3 σ
+
4 ν3 = ω1 + ω2 − ω3 + ω4 14 σ−1 σ−2 σ+3 σ−4 −ν3
7 σ+1 σ
−
2 σ
+
3 σ
+
4 ν4 = ω1 − ω2 + ω3 + ω4 15 σ−1 σ+2 σ−3 σ−4 −ν4
8 σ−1 σ
+
2 σ
+
3 σ
+
4 ν5 = −ω1 + ω2 + ω3 + ω4 16 σ+1 σ−2 σ−3 σ−4 −ν5
Table 4.1: All four-body terms contained in Hstb and their rotation frequen-
cies in the frame defined by U .
Motivated by this, we propose the following forms for time-dependent drive
F (t) which cancels out the rotation of each term and also takes care of the
proper signs of the terms to generate a static star or plaquette term,
FX(t) = f1,1,1,1 + f1,1,−1,−1 + f1,−1,1,−1 + f−1,1,1,−1,
FY (t) = f1,1,1,−1 + f1,1,−1,1 + f1,−1,1,1 + f−1,1,1,1,
(4.59)
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where fa,b,c,d = cos
[
(aω1 + bω2 + cω3 + dω4)t
]
. Each of the four terms in FX
brings one orange term and its H.c. into resonance, i.e. makes those terms
non-rotating. Likewise each term in FY takes care of the blue four-body terms
to cancel out their rotating prefactor eiνjt.
Note that each term in FX or FY acts on all 16 terms, however the param-
eters are chosen such that apart from the two non-rotating terms, all other
14 terms become rotating. As the strength of these four-body terms are weak
(∼ 1 − 2 MHZ), even with a small rotating prefactor those 14 terms are dis-
carded under a rotating wave approximation (RWA). For our parameters, the
rotation frequencies are ∼ 0.4 GHz so neglecting the rotating terms under
RWA are well justified. A similar argument applies to Hpert: The individual
contributions in Hpert are at least by a factor of 1/2 smaller than Hstb. On the
other hand, the terms in this Hamiltonian have the same frequency as rotating
two-body terms. We will consider the requirements for the two-body terms to
be fast-rotating in the next section. As the strengths of the terms in Hpert (at
most∼ 0.5MHz) are much smaller than the two-body terms, we can neglect
this Hamiltonian as well.
It is now easily verified that an external oscillating field Fs = FX +FY gives
rise to a star term and a field Fp leads to a plaquette term,
Hstb
∣∣
F=Fs
≈ Jsσx1σx2σx3σx4 ,
Hstb
∣∣
F=Fp
≈ Jpσy1σy2σy3σy4 .
(4.60)
The strength of these terms reads,
Js = Jp =
1
16
E˜JΠ
4
j=1φj. (4.61)
In addition to the engineered stabilizer terms there are a number of spurious
terms with a wide range of interaction strength, from strong two-body interac-
tions to weak fourth-order terms. While we have argued that the third-order
terms (from adiabatic elimination) and fourth-order terms (e.g. in Hpert) are
negligible, we are still to determine the effect of unsought second-order terms.
We now turn to this discussion in the following section.
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4.6.2 Perturbations
In the previous sections, we started from the Hamiltonian of the circuit and
showed that by modulating lattice cells via driving fields Fs(t) and Fp(t), one
can engineer the toric code Hamiltonian. Along the way, we also encountered
several sources of second-order perturbations:
1. Inductive couplings between nearest-neighbors along the diagonals, HIq,
c.f. Eq. (4.28).
2. Qubit-qubit interactions within a cell mediated by the SQUIDs, H(0)qS , c.f.
Eq. (4.42).
3. Leading-order corrections to the adiabatic elimination due to H(1)qS , c.f.
Eq. (4.49).
The Hamiltonian of the circuit can then be written in a compact form as
follows,
Hrot. = HTC +
∑
α
~hαeiΩαt, (4.62)
where HTC is the engineered toric code Hamiltonian and hα accounts for per-
turbation terms which rotate at Ωα in the rotating frame. Here hα is time-
independent and all time-dependency of a perturbation term - including the
rotating frequency of the operator and possibly the oscillating field F (t) -
is encapsulated in eiΩαt. As Hrot. is Hermitian, both Ωα > 0 and Ωα < 0
contribute in Eq. (4.62). To validate treating hα as a perturbation, we also
require that ||hα||  Ωα. Following approaches outlined in the [120–122], the
dynamics generated in this regime can be approximated by a time-independent
Hamiltonian as an expansion in powers of interaction strength over oscillation
frequency,
Heff = Heff,0 +Heff,1 +Heff,2 +Heff,3 + ... (4.63)
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where,
Heff,0 = HTC , (4.64a)
Heff,1 =
∑
α,β
δ(Ωα + Ωβ)
2Ωα
[hα, hβ], (4.64b)
Heff,2 =
∑
α,β
δ(Ωα + Ωβ)
2ΩαΩβ
[[HTC , hα], hβ]
+
∑
α,β,γ
δ(Ωα + Ωβ + Ωγ)
3ΩβΩγ
[[hα, hβ], hγ], (4.64c)
Heff,3 =
∑
α,β,γ
δ(Ωα + Ωβ + Ωγ)
3ΩαΩβΩγ
[[[HTC , hα], hβ], hγ]
+
∑
α,β,γ,κ
δ(Ωα + Ωβ + Ωγ + Ωκ)
4ΩβΩγΩκ
[[[hα, hβ], hγ], hκ] (4.64d)
and δ(Ω) is the Dirac delta-function. Since ||hα||  Ωα, the terms in Heff,2 and
Heff,3 which include HTC are at least two orders of magnitude smaller than
HTC as they contain two or more hα and can thus be discarded. We now discuss
the other perturbative terms in the following. Since there are several types of
perturbations, we replace α in Eq. (4.62) by a composite index and denote
the perturbations by hα ≡ hT ;n,m or hα ≡ hT ;j,l where T indicates the type of
a perturbation and n,m, j, l denote the qubits involved in that perturbation.
As for derivations, we will come across the following commutation relations in
many cases,
[aia
†
j, a
†
iaj] = (1− δi,j)(a†jaj − a†iai), (4.65a)
[aiaj, a
†
ia
†
j] = (1 + δi,j)(a
†
jaj + a
†
iai + 1), (4.65b)
[aiaj, aia
†
j] = (1 + δi,j)ajaj, , (4.65c)
[aia
†
j, a
†
ia
†
j] = (1 + δi,j)a
†
ja
†
i , . (4.65d)
(4.65e)
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4.6.3 Perturbations in HIq
The Hamiltonian HIq describes the residual inductive coupling between two
transmons on a diagonal. In the rotating frame U , this Hamiltonian reads (c.f.
Eqs. (4.28) and (4.53)),
HIq(t) =
∑
n,m
(
h1;n,me
iΩ1;n,mt + h2;n,me
iΩ2;n,mt + H.c.
)
, (4.66)
where,
h1;n,m = −2ELφn,mφn,m+1a†n,man,m+1, Ω1;n,m = ωn,m − ωn,m+1,
h2;n,m = −2ELφn,mφn,m+1a†n,ma†n,m+1, Ω2;n,m = ωn,m + ωn,m+1.
(4.67)
h2;n,m describes a squeezing process in the absence of any driving. We can
simply drop this term since ||h2;n,m||  Ω2;n,m. For the hopping terms, we
require that ||h1;n,m||  Ω1;n,m, i.e. nearest neighbors on a diagonal should be
sufficiently detuned such that the residual inductive coupling is ineffective. Ac-
cording to Eq. (4.64b), the hopping term h1;n,m leads to a frequency shift ∆
1
(n,m)
of the transmon at node (n,m) due to non-zero commutators [h1;n,m, h
†
1;n,m]
and [h1;n,m−1, h
†
1;n,m−1]. This frequency shift explicitly reads,
∆
(1)
(n,m) =
4E2Lφ
2
n,mφ
2
n,m+1
~2(ωn,m − ωn,m−1) +
4E2Lφ
2
n,mφ
2
n,m−1
~2(ωn,m − ωn,m−1) (4.68)
Furthermore on a diagonal n, the transmon (n,m) can mediate interaction
between its nearest-neighbors, transmons (n,m− 1) and (n,m+ 1), through a
second-order interaction due to a commutator [h1;n,m−1, h
†
1;n,m], the strength of
which is ∼ ∆1/2. Therefore to suppress long-range hoppings, we require that
the next-nearest neighbors on a diagonal are detuned at least by one order
of magnitude larger than ∆1/2. Note that the detuning between next-next
-nearest neighbors e.g. (n,m−1) and (n,m+2) is of the order of the detuning
between nearest neighbors, which means that the hopping between them is
strongly suppressed as well.
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4.6.4 Perturbations in H(0)qS,s
The Hamiltonian H(0)qS,s is defined in Eq. (4.42). For simplicity, we just write
the Hamiltonian for one unit cell and again use the notation (n,m) → 1,
(n + 1,m) → 2, (n + 1,m + 1) → 3 and (n,m + 1) → 4, see Fig. 4.4. In the
rotating frame this Hamiltonian reads,
H(0)qS,s(t)
∣∣∣∣
cell
=
8∑
k=1
4∑
j,l=1
h3;jle
iΩ
(+)
3;jlkt + h3;jle
iΩ
(−)
3;jlkt
+h4;jle
iΩ
(+)
4;jlkt + h4;jle
iΩ
(−)
4;jlkt + H.c.,
(4.69)
where,
h3;jl = ±
E˜Jφjφl
8
a†jal, Ω
(±)
3;jlk = ωj − ωl ± νk,
h4;jl = ±
E˜Jφjφl
8
a†ja
†
l , Ω
(±)
4;jlk = ωj + ωl ± νk.
(4.70)
In the definition for h3;jl and h4;jl, the “−” sign is relevant for (j, l) = (1, 4) or
(2, 3) and the “+” is relevant otherwise. For this Hamiltonian the perturbation
theory is applicable if, ∣∣∣∣ E˜Jφjφl
8~Ω(±)d;jlk
∣∣∣∣ 1 for d = 3, 4. (4.71)
Under this condition, the second-order term of the effective Hamiltonian gives
a frequency shift of the transmon at node j which explicitly reads,
∆
(2)
j =−
E˜2J
32
∑
[c]∈Nj
∑
l∈[c]
8∑
kc=1
φ
2
jφ
2
l
ωj + ωl
Ω+3;jlkcΩ
−
3;jlkc
+
E˜2J
32
∑
[c]∈Nj
∑
l∈[c]
8∑
kc=1
φ
2
jφ
2
l
ωj − ωl
Ω+4;jlkcΩ
−
4;jlkc
.
(4.72)
Here Nj refers to the four neighboring cells of the transmon at j, hence
∑
[c]
runs over those cells,
∑
l∈[c] denotes the sum over transmons of the cell [c]
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including j, and kc enumerates the 8 frequency components applied to cell [c].
Transmons that are shared by multiple cells should be counted once per cell
(i.e. multiple times). For example j is counted four times since it appears in
all its four neighboring cells.
4.6.5 Corrections to adiabatic elimination: perturba-
tions from H(1)qS
There are corrections to the adiabatic elimination process due to the Hamilto-
nian H(1)qS defined in Eq. (4.49),
H˜(1)qS ≈− 4
∑
j
ECq;j
~2
pijpiS−;j
− 1
2
E˜JF (t)
∑
j
φ−;jφq−;j.
(4.73)
This Hamiltonian contains two contributions: The capacitive coupling of a
transmon to the breathing mode of the four adjacent cells (denoted by Hcap)
and a Josephson coupling of the breathing mode of a cell to all transmons
of that cell (denoted by HJos.). For these two Hamiltonians, we derive the
effective contribution based on the perturbation theory and then project the
result to the ground state of the SQUID modes, 〈0−|Heff |0−〉.
Capacitive coupling between breathing mode and transmon
In the rotating frame of the qubits and SQUID mode the capacitive part of
the Hamiltonian reads,
Hcap =
∑
j
∑
[l]∈N (j)
h5;jle
iΩ5;jt + h6;jle
iΩ6;jt + H.c., (4.74)
where again N (j) refers to the four adjacent cells of a transmon j, ∑[l] runs
over the cells adjacent to the transmon j and the Hamiltonian couples the
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breathing mode of cell [l] to the transmons as follows,
h5;j,l = −ECq;j~2 a
†
js−;l, Ω5;j = ωj − ω−,
h6;j,l = −ECq;j~2 a
†
js
†
−;l, Ω6;j = ωj + ω−,
(4.75)
where (s−;l, s
†
−,l are the ladder operators of the SQUID mode in [l] and ω−) is
its frequency. To be eligible to apply the perturbation theory, we require,∣∣∣∣ E˜Cq;j~Ωd;jφjφ−
∣∣∣∣ 1, d = 5, 6. (4.76)
With this assumption, Hcap gives rise to a frequency shift of the transmon as,
∆
(3)
j =
4ECq;j
~2(ωj − ω−)φ2jφ
2
−
+
4ECq;j
~2(ω− + ωj)φ
2
jφ
2
−
. (4.77)
There are other possible second-order processes constructed from commutators
like [h5;j,l, h
†
5;k,l] in which the SQUID of a cell mediates hopping interaction
11
between two transmons of the cell. For our parameters, these processes have
a strength of ∼ 70MHz, but nearest-neighbor transmons of a cell are detuned
by at least 700MHz.
Physically the third order processes (contained in Heff,2) describe hoppings
between transmons and a nearest/next-nearest neighbor SQUIDs. Each hop-
ping process is mediated by one SQUID and one transmon and always includes
a single s−/s
†
−. Therefore for these hoppings we have,
〈0−|Heff,2|0−〉 = 0. (4.78)
In the same way that second-order processes generate hopping interactions
between the transmons of a cell, fourth order processes (in Heff,3) could cause
hoppings between two transmons of neighboring cells (next-nearest neighbors).
These interactions have a strength of ∼ 0.5MHz and therefore it is ineffective
due to the detuning between next-nearest transmons which is ∼ 100MHz.
11There are squeezing processes a well, but they are strongly suppressed since the coupling
is second-order or higher.
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Residual Josephson coupling in H(1)qS
The second contribution in the Hamiltonian (4.49) is a Josephson coupling
between a transmon and the SQUID which explicitly reads,
HJ =
∑
j
∑
[l]∈N (j)
8∑
kl=1
(
h7;jle
iΩ
(+)
7;jkl
t
+ h7;j,le
iΩ
(−)
7;jkl
t
+h8;jle
iΩ
(+)
8;jkl
t
+ h8;jlkle
iΩ
(−)
8;jkl
t
+ H.c.
)
,
(4.79)
where,
h7;jl =
E˜J
2
φjφ−a
†
js−;l, Ω
(±)
7;jk = ωj − ω− ± νk,
h8;jl =
E˜J
2
φjφ−a
†
js
†
−;l, Ω
(±)
8;jk = ωj + ω− ± νk.
(4.80)
In Eq. (4.79), kl runs over the frequency components of the drive applied
to the cell [l]. Analogous to the discussion we had so far, we can treat this
Hamiltonian as a perturbation if,∣∣∣∣E˜Jφjφ−
2~Ω(±)d;jk
∣∣∣∣ 1, d = 7, 8. (4.81)
Under this condition, the Hamiltonian (4.79) leads to the following frequency
shift on a typical transmon,
∆
(4)
j =
E˜2Jφ
2
jφ
2
−
~2
8∑
k=1
[
Ω
(+)
7;jk + Ω
(−)
7;jk
Ω
(+)
7;jkΩ
(−)
7;jk
+
Ω
(+)
8;jk + Ω
(−)
8;jk
Ω
(+)
8;jkΩ
(−)
8;jk
]
. (4.82)
We can then conclude that the effect of perturbations leads to local frequency
shifts of the transmon qubits. Collecting all terms from Eqs. (4.68), (4.72),
(4.77) and (4.82), we get an overall frequency shift for the transmon at node j
as,
∆j = ∆
(1)
j + ∆
(2)
j + ∆
(3)
j + ∆
(4)
j . (4.83)
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4.7 Towards experimental implementation
In this section, we discuss the details of a realistic implementation of the toric
code based on an eight-qubit lattice. The lattice for a minimal realization
of the model on a torus is shown in Fig. 4.5, where the numbering refers to
eight transmons and the coloring indicates different transition frequencies of
the transmons. The qubits with different filling colors are mutually detuned
at least by ∼ 600MHz. The qubits with the same fillings but different frame
colors (e.g. qubits 3 and 8) are detuned by ∼ 100MHz with respect to each
other to suppress next-nearest neighbor interactions. Therefore we can identify
four principal transition frequencies (e.g. 1, 3, 4 and 5) and four others (2, 6,
7 and 8) which are slightly (∼ 100MHz) detuned from the principal ones. A
working example for the transition frequencies is presented in Tab. 4.2. One
possible approach to choose this frequency pattern is as follows: We first fix
the detunings between qubits and their next-nearest neighbors (with different
frame colors in Fig. 4.5). With these, we just need to determine the four
principal frequencies (filling colors in Fig. 4.5) and from those the other four
frequencies are deduced. We then run a code over the four principal transition
frequencies of transmons in the frequency range 3−15GHz in steps of 100MHz.
For each set of frequencies, we construct the drive frequencies for all cells and
check whether the set of driving frequencies results in an unwanted resonant
process inside a cell or between adjacent cells. A set of transition frequencies
is acceptable if the rotating frequencies of all unwanted interactions are much
larger (e.g. at least one order of magnitude) than the corresponding interaction
strengths.
For the given example the Josephson energies of the transmon qubits vary
between EJq,j ≈ h× 4.9GHz and EJq,j ≈ h× 94GHz which can be controlled
via the dc-flux bias point of the qubits. The capacitances of the qubits lie in
the range 50 fF ≤ Cq;j ≤ 75 fF. For the coupling SQUID, we choose a Joseph-
son energy EJ ∼ h × 10 GHz and a capacitance CJ ∼ 3.5 fF. The transition
frequency of the SQUID “ − ” mode is ω−/(2pi) ∼ 8.5 GHz. For the cou-
pling inductors it is required that they should be large enough so the resulting
coupling terms are weak compared to the nonlinearities of the qubits and a
91
Chapter 4. Analog quantum simulation of the toric code
Figure 4.5: A minimal toric code lattice where the eight qubits are labelled
by numbers. Four colors of qubits 1, 3, 4 and 5 show the principal qubit fre-
quencies. The qubit pairs (1,6), (4,7), (5,2) and (3,8) are slightly (∼ 100MHz)
detuned to suppress next-nearest neighbor interactions. This detuning is indi-
cated by the border color. The blurred repetition of a number shows periodic
boundary condition.
truncation to the lowest two-states is valid. We therefore choose inductances
of about 100 nH, which can be built from superinductors [123, 124] or using
high inductance superconducting nanowires [125]. For an oscillating field am-
plitude φac = 0.1, we get a stabilizer interaction strength of ∼ 1 MHz, which
is at least one order of magnitude larger than the typical dissipation rates of
transmon qubits.
For these parameters, except for the four-body terms which contribute to
building stabilizers, all other terms become rotating. In particular, for all
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Qubit
Transition frequency
ωj/(2pi) Qubit
Transition frequency
ωj/(2pi)
1 13.8 GHz 5 13.1 GHz
2 13.0 GHz 6 13.7 GHz
3 3.5 GHz 7 4.2 GHz
4 4.1 GHz 8 3.4 GHz
Table 4.2: An example of the transition frequencies of eight transmons (in
natural frequency units) in a minimal lattice implementation of the toric code.
remaining two-body terms, the total oscillation frequency is at least 10 − 30
times larger than the corresponding coupling strength. As we discussed in
the previous section, to leading order, these terms give rise to frequency shifts
of the qubits which can be compensated for by a modification of the drive
frequencies 12. All interaction terms contained in higher-order corrections are
negligible compared to the four-body interactions forming the stabilizers.
The toric code can also be simulated on larger lattices as shown in Fig. 4.6.
For a generic lattice, one needs 16 different transition frequencies for the qubits
shown in the gray diamond in the figure. This set of frequencies is periodically
repeated in both directions. Similar to the eight qubit lattice, one again needs
4 principal transition frequencies which are largely detuned with respect to
each other to suppress strong nearest-neighbor interactions. These principal
frequencies are indicated by different filling colors (blue, brown, red and purple)
in the figure. The other 12 frequencies are detuned from the principal ones
by ∼ 100 MHz to ensure that there are no effective interactions between next-
nearest neighbors. Different detunings are indicated by different colored frames
(orange, green and light blue) in Fig. 4.6. Using this pattern of frequencies,
all unwanted interactions between the qubits are suppressed. Note that the
long-range interaction between two qubits with a same transition frequency
(e.g two red squares) is much smaller than the star and plaquette interactions
and hence can be safely neglected.
12Note that these frequency shifts are also reabsorbed in the definition of the rotating
frame
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Figure 4.6: Transition frequency pattern for an arbitrary large lattice. It
includes 16 different transition frequencies highlighted by the gray diamond
which is repeated throughout the lattice. The diamond includes 4 principal
frequencies (indicated by 4 filling colors) and 12 frequencies which are slightly
detuned from the principal ones (indicated by frame colors). This choice for
the frequency pattern ensures that interactions between next-nearest qubits
are negligible.
4.8 Adiabatic preparation of topological order
The ground state of the toric code model on a torus is a four-fold degenerate
topologically ordered manifold, denoted by |Ψα〉, for α = 1, ..., 4. A state
inside this manifold can be prepared either through a measurement-based state
preparation scheme [126] or via an adiabatic sweep from an initial trivial state,
e.g. a product state [127]. In this section, we adapt the adiabatic approach
proposed in [127] for our circuit. In our approach, we start from the ground
state of the circuit when the external oscillating fluxes are turned off, i.e. φac =
0. In the absence of driving, we expect that there is no thermal excitations
due to the cryogenic enviroment and thus all transmons are in their ground
state. The initial state of the circuit is a product state |Ψin〉 = Πj |0j〉, where
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|0j〉 is the ground state of a single transmon at j. Furthermore, the transition
frequencies of the transmons are initially blue-detuned with respect to their
final values, ωj. This initial detuning is denoted by ∆.
The adiabatic sweep involves two simultaneous processes:
1. The amplitudes of the oscillating fields are gradually increased from zero
to their final value (e.g. φac = 0.1) according to φac(t) = λ(t)φac,
2. The detuning of the transmons are decreased from ∆ to zero according
to ∆j(t) = ∆(1− λ(t)).
Here λ(t) is a function that controls the process of adiabatic sweep and has
fixed initial and final values λ(t = 0) = 0 and λ(t = TS) = 1, where TS is
the duration of the process. In our scheme, λ(t) is defined as λ(t) = (1 +
ζ)(t/Ts)
6/(1 + ζ(t/Ts)
6) with ζ = 100.
The Hamiltonian for the adiabatic process is written as follows,
H(λ) =
∑
j
(1− λ)∆
2
σzj − λ
(
Js
∑
s
As + Jp
∑
p
Bp
)
(4.84)
At t = 0, the Hamiltonian reads H(λ = 0) = ∑j ∆2 σzj which has a unique
ground state |Ψin〉, i.e. the vacuum with no excitations. The final Hamiltonian
at t = TS is the targeted toric code Hamiltonian H(λ = 1) = HTC , c.f. Eq.
(4.5).
The eigenvalues of an eight-qubit toric code as a function of tuning param-
eter λ is sketched in Fig. 4.7. For this lattice, there is a finite gap of size
∼ Jp, Js for every λ.
To test the validity and fidelity of the adiabatic preparation, we numerically
simulate the dynamics of the model, including qubit dissipative and dephasing
processes, which is described by the following master equation,
ρ˙ =
−i
~
[H(λ), ρ] +Dr[ρ] +Dd[ρ]. (4.85)
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correlations are built up
M
H
z
 
Thursday, June 25, 15
Figure 4.7: Spectrum of the Hamiltonian (4.84) for the eight-qubit lattice as
a function of λ (∆ = 5 MHz).
Here ρ is the density matrix of the circuit,
Dr[ρ] = (κ/2)
∑
j
(
2σ−j ρσ
+
j − σ+j σ−j ρ− ρσ+j σ−j
)
, (4.86)
accounts for qubit relaxation processes at a rate κ and
Dd[ρ] = κd
∑
j
(
2σzjρσ
z
j − ρ
)
, (4.87)
describes dephasing processes at a rate κd. Note that Dr[ρ] and Dd[ρ] are
invariant under transformation to the rotating frame of the qubits. The fidelity
F of preparing the state in the topologically-ordered manifold at time t = TS
is defined as,
F =
4∑
α=1
〈Ψα|ρ(TS)|Ψα〉 . (4.88)
Moreover, we also define a purity measure P = Tr(ρ2) to quantify the effect
of unavoidable dissipative processes on the purity of the prepared state. The
results for F and P as a function of preparation time TS and initial detuning
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Figure 4.8: Fidelity and purity of the adiabatic preparation of the ground
state as a function of intitial detuning ∆ and preparation time TS.
∆ are shown in Fig. 4.8, where we have taken the following values for the
parameters: Js = Jp = 2 MHz, T1 = κ
−1 = 50µs and T2 = κ−1d = 50µs.
As we stated in the introduction, the topological protection is not resilient to
dissipation since the fidelity of preparation diminishes at longer times. The
prepared topologically-ordered state cannot be used as a quantum memory
with a long lifetime. Note that here the aim is to demonstrate the preparation
of the topologically-ordered state of photons and for that reason it is enough to
prepare one of the states inside the degenerate manifold as the four states are
equivalent. Therefore it doesn’t matter which of them or which superposition
one prepares and we just tested whether the adiabatic sweep ends up in the
ground state manifold. However, after preparation, we can transform one
state to the other and also distinguish between those using nontrivial loops as
explained in the next section.
4.9 Expected measurement outcomes
Once we have prepared the ground state of the model, we can test the topologi-
cal properties by measuring the state of individual qubits as well as correlations
〈Πj∈loopσxj 〉 along a non-contractible loop of the lattice. For our minimal 8 qubit
lattice, a non-trivial loop includes two spins. One could then transform one
ground state |ψα〉 to the other state |ψβ〉 by applying a non-trivial loop of σy,
Πj∈ loopσ
y
j . While the state of the individual qubits should be the same for the
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two states (i.e. the reduced density matrices of the qubits are totally mixed),
they can be distinguished by non-trivial correlation functions. In Tab. 4.2,
the measurement outcomes of correlations along non-trivial loops are shown
for ground state manifold of the eight-qubit toric code. One ground state is
defined to be,
|ψ1〉 = 1
4
√
2
(1+σy1σ
y
4σ
y
5σ
y
3)(1+σ
y
2σ
y
3σ
y
6σ
y
4)(1+σ
y
5σ
y
8σ
y
1σ
y
7)(1+σ
y
6σ
y
7σ
y
2σ
y
8)
8∏
j=1
|+j〉 ,
(4.89)
where |+j〉 is the eigenstate of σxj with eigenvalue 1, σxj |+j〉 = |+j〉. The other
three ground states can be found by applying the loop operators σy5σ
y
6 , σ
y
4σ
y
8
and σy4σ
y
8σ
y
5σ
y
6 ,
|ψ2〉 = σy5σy6 |ψ1〉 , |ψ3〉 = σy4σy8 |ψ1〉 , |ψ4〉 = σy4σy8σy5σy6 |ψ1〉 . (4.90)
〈σx1σx2 〉 〈σx3σx4 〉 〈σx5σx6 〉 〈σx7σx8 〉 〈σx3σx7 〉 〈σx1σx5 〉 〈σx4σx8 〉 〈σx2σx6 〉
|ψ1〉 0 1 0 1 0 1 0 1
|ψ2〉 0 1 0 1 0 -1 0 -1
|ψ3〉 0 -1 0 -1 0 1 0 1
|ψ4〉 0 -1 0 -1 0 -1 0 -1
Table 4.3: Two-qubit correlations along non-contractible loops for the 4
ground states of the toric code on an 8-qubit lattice.
4.10 Summary
In this chapter, we introduced the toric code, a central 2D model in the class of
many-body models with topological order and proposed a multi-mode driven
superconducting circuits to implement the Hamiltonian of model. We demon-
strated that the two types of four-body interactions in the toric code, namely
the star and plaquette interactions, can be realized via a same circuitry with
different modulations. The coupling circuit is embedded within each cell of
the lattice and composed of a dc-SQUID which is inductively coupled to four
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adjacent transmons. We argued that by modulating the SQUID with suitable
engineered fluxes with eight frequency components, the toric code Hamilto-
nian is the leading order of the effective Hamiltonian of the driven circuit.
We provided an example of the parameters for a realistic implementation on
a minimal lattice with eight qubits and examined the adiabatic preparation
of the topologically-ordered state via an adiabatic approach as well as the
measurement and detection of the prepared state.
In this chapter, the effective Hamiltonian was derived directly in the time-
domain using of the Schrieffer-Wolff transformation. In the following chapter,
we turn to an alternative approach and propose a time-independent setting to
engineer the effective Hamiltonian of coupled transmons. Making use of the
Floquet formalism, we will show that a complete set of spin-spin interactions
can effectively be constructed in transmon circuits with linear and nonlinear
couplings.
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Floquet engineering of arbitrary
spin-spin interactions
As we discussed in chapter 3 controllability is one of the criteria for a quantum
simulator. For an analog quantum simulator, controllability means that the
simulator is supplied with tunable couplings which enables it to realize a wide
range of models and explore different regimes of a certain model. In the lan-
guage of digital quantum simulators, this translates into an implementation of
a complete set of quantum gates. In superconducting circuits tunability can be
achieved through a number of techniques. In chapter 2, we introduced some ar-
chitectures for tunable couplings. In transmon-based superconducting circuits
with fixed couplings, the external flux through the qubit SQUID can be used
as a simple knob to tune qubits into and out of resonance with each other.
Also in circuit QED, it is possible to design a tunable resonator [128, 129],
e.g. by placing a dc-SQUID in the middle of the coplanar waveguide (CPW),
and then tune the resonator in resonance with different qubits to implement
an effective interaction between them. These approaches come with their own
shortcomings. For example a flux tunable transmon is susceptible to flux noise
or a tunable resonator could face frequency crowding i.e. crossing unwanted
resonances. Note that these schemes result in a simple exchange (hopping) in-
teraction, therefore yet an implementation of a complete set of gates requires a
digital approach i.e. combining this interaction with one-body rotations, etc.
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Another possibility to implement qubit-qubit interactions in superconduct-
ing circuits, which is the subject of this chapter, is to use microwave driving. In
a general context, driven time-dependent quantum systems can exhibit prop-
erties which are absent in their static counterparts. In recent years there has
been a surge of research on the possibility of manipulating and shaping the be-
haviour of static systems through designing appropriate external modulations
[130–133]. As the Floquet theory lays the foundations of studying such sys-
tems, these approaches are known as Floquet engineering in the literature. In
superconducting circuits, the scope of employing engineered microwave driving
to implement interactions has been explored in a number of works [134–141]
Here the idea is to open spectral gaps in an engineered manner and close
them by means of external modulations. In this chapter, we propose a unified
toolbox based on this idea to generate arbitrary qubit-qubit interactions with
superconducting qubits. In our case, we consider two transmon qubits with
linear and nonlinear couplings which are driven by single-mode and bimodal
drives. The advantage of such a toolbox is that it can be systematically gen-
eralized to other two-qubit circuits or to architectures with multiple qubits.
Also the effective interactions can be derived beyond a Rotating Wave Ap-
proximation (RWA) to higher orders of a perturbation theory. The structure
of this chapter is as follows: In Sec. 5.1, we give a rather mathematical in-
troduction to the Floquet theory applied to driven quantum systems. In Sec.
5.2, we will show how to derive an effective description of the system based
on Floquet theory. We then apply this method to two types of coupled-qubit
superconducting circuits. In Sec. 5.3, we consider two-driven qubits with a
linear capacitive coupling between them. In Sec. 5.4, we consider two-qubits
with a driven SQUID coupler. We will show that one can implement various
qubit-qubit couplings in such circuits by suitable driving functions.
5.1 Basic elements of Floquet theory
Floquet theory provides a versatile framework to study quantum systems which
are symmetric under discrete translations in time [142]. In this section, we
first discuss the implications of the Floquet theory for Hamiltonians that are
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periodic in time, and later we will show that the results for a periodic Hamil-
tonian can be generalized to systems with quasi-periodic driving, i.e. systems
including multiple periodic drives. We will show that in both periodic and
quasi-periodic cases, there is an infinite-dimensional time-independent repre-
sentation of the time-dependent Hamiltonian. In Sec. 5.2, we use this result to
derive an effective time-independent Hamiltonian which describes the driven
system on slow time-scales. The advantage of Floquet formalism is that it
avoids secular terms in all levels of approximation in contrast with other time-
dependent perturbations theories.
We assume that H(t) is a T -periodic Hamiltonian defined on a Hilbert
space H such that,
H(t+ T ) = H(t). (5.1)
Floquet theory [143] states that for this Hamiltonian, the solutions of the time-
dependent Schro¨dinger equation,
i∂t |ψ(t)〉 = H(t) |ψ(t)〉 (5.2)
is given by Floquet states which acquire the following generic form,
|ψα(t)〉 = exp(−iαt) |uα(t)〉 , (5.3)
where |uα(t)〉 is T -periodic state called Floquet mode, i.e. |uα(t+ T )〉 = |uα(t)〉
and α is the Floquet characteristic exponent or the quasienergy. Quasienergies
characterize the Floquet states of a time-periodic system in the same way that
quasimomenta characterize Bloch states in a quantum system with a spatially
periodic potential. Indeed, by recasting the Schro¨dinger equation in terms
of the Floquet modes, the quasienergies become the eigenvalues of the new
Hamiltonian operator,
H˜(t) |uα(t)〉 ≡
(
H(t)− i∂t
) |uα(t)〉 = α |uα(t)〉 . (5.4)
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We denote the frequency of the Hamiltonian by ωd,
ωd =
2pi
T
. (5.5)
It is easy to verify that the Floquet mode,
|uα,n(t)〉 ≡ |uα(t)〉 einωdt, n ∈ Z, (5.6)
yields an identical solution to that in Eq. (5.2), but with a shifted quasienergy
α,n = α + nωd,
|ψα(t)〉 = exp (−iα,nt) |uα,n〉 = exp (−iαt) |uα〉 . (5.7)
The index α characterizes a whole class of solutions |uα,n〉 with quasienergies
α,n. Note that α = α,n. Analogous to quasimomenta in Bloch theory, one
can restrict the definition of quasienergies to a first Brillouin zone such that
−~ωd/2 ≤ α < ~ωd/2.
5.1.1 Time-independent representation
In a seminal work J. Shirley showed that by expressing a time-periodic Hamil-
tonian in terms of its Fourier components, one can derive an equivalent exact
time-independent representation of the system in an infinite-dimensional com-
posite (extended) space Hc = H ⊗ T [144, 145]. Here T is the space of
square integrable T -periodic functions, which is spanned by an orthonormal
set of Fourier states |n〉 with n = 0,±1,±2, ..., the temporal representation
of which reads, 〈t|n〉 = exp (inωdt), n = 0,±1,±2, .... In this representation
time is treated as a coordinate with periodic boundary conditions. A com-
plete orthonormal basis for the composite Hilbert space Hc is denoted by
|α, n〉〉 = |α〉 ⊗ |n〉, where |α〉 represents a basis for H . Projected back to the
time-domain, this composite state reads,
〈t|α, n〉〉 = |α〉 e−inωdt. (5.8)
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A Floquet mode |uα,n(t)〉 is denoted by |uα,n〉〉 in the composite space, where,
〈t|uα,n〉〉 = |uα(t)〉 e−inωdt. (5.9)
For two T -periodic functions uα(t) and uβ(t), the inner product in Hc reads,
〈〈uα|uβ〉〉 = 1
T
∫ T
0
dt 〈uα(t)|uβ(t)〉 . (5.10)
The next step is to find the representation of the Hamiltonian H(t) in the
extended space. We denote this representation byHF .Since H(t) is T -periodic,
we can decompose it to the Fourier components,
H(t) =
∞∑
n=−∞
einωdtH(n), (5.11)
where,
H(n) =
1
T
∫ T
0
dte−inωdtH(t). (5.12)
Note that H(0) is the static part of the Hamiltonian. The matrix elements of
HF can be derived as follows,
〈〈α, n|HF |β,m〉〉 = 1
T
∫ T
0
dte−inωdt 〈α|H(t)− i d
dt
|β〉 eimωdt
= 〈α|H(n−m)|β〉+ δnmδαβmωd.
(5.13)
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In a matrix form, the Floquet Hamiltonian HF has the following structure,
↓ m −2 −1 0 +1 +2
→ n . . . ... ... ... ... . . .
−2 . . . H(0) − 2ωd1 H(−1) H(−2) H(−3) H(−4) . . .
−1 . . . H(1) H(0) − ωd1 H(−1) H(−2) H(−3) . . .
0 . . . H(2) H(1) H(0) H(−1) H(−2) . . .
+1 . . . H(3) H(2) H(1) H(0) + ωd1 H
(−1) . . .
+2 . . . H(4) H(3) H(2) H(1) H(0) + 2ωd1 . . .
. .
. ...
...
...
...
...
. . .
(5.14)
This matrix is divided into sectors which can be labelled by Fourier (photon)
indices n and m, where each sector is of the dimension of the Hilbert space
H . The diagonal is composed of copies of the static Hamiltonian H(0) shifted
by the energy of the photons that label each diagonal sector, i.e. nωd1.The
construction of Floquet matrix is facilitated by introducing operators Fn and
N in the Fourier space T ,
〈m′|Fn|m〉 = δm′−m,n,
〈m′|N |m〉 = mδm′,m.
(5.15)
In terms of these operators the Floquet Hamiltonian reads,
HF =
∑
n
H(n) ⊗ Fn + ωd1⊗N. (5.16)
In the extended space Hc, the Schro¨dinger Eq. (5.4) leads to the following
eigenvalue equation,
HF |uα,n〉〉 = α,n |uα,n〉〉 . (5.17)
The eigenstates |uα,n〉〉 of HF are Floquet modes |uα,n(t)〉 represented in the
extended space, and their corresponding quasienergies are α,n. In particular,
we note that this eigenvalue equation incorporates the redundancy of the so-
lutions i.e. all solutions of the problem appear as eigenstates and not just the
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representative solution |uα(t)〉. Equivalently one can write,
HF =
∑
α,n
α,n |uα,n〉〉 〈〈uα,n| , (5.18)
We can define a time-evolution operator for the Floquet Hamiltonian in the
composite space,
UF (t, t0) = e−iHF (t−t0). (5.19)
The matrix elements of this operator are connected to the matrix elements of
the time-evolution operator U(t, t0) as follows,
〈〈β,m|UF |α, n〉〉 = 1
T
∫ T
0
dtei(n−m)ωdt 〈α|U(t, t0)|β〉 . (5.20)
Note that this matrix elements are invariant under a constant shift in the
photon indices,
〈〈β,m|UF |α, n〉〉 = 〈〈β,m+ k|UF |α, n+ k〉〉 . (5.21)
Conversely, U(t, t0) can be written in terms of matrix elements of UF ,
〈β|U(t, t0)|α〉 =
∑
n
〈〈β, n|UF (t− t0)|α, 0〉〉 einωt. (5.22)
Using the time-evolution operator, we can calculate the transition probability
from an initial state |α〉 at time t0 to a final state |β〉 at t,
Pα→β(t, t0) = | 〈β|U(t, t0)|α〉 |2
=
∑
n,m
eimωt0 〈〈α,m| exp(−iHF (t− t0))|β, n〉〉×
〈〈β, n| exp(−iHF (t− t0))|α, 0〉〉 .
(5.23)
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Averaged over the initial time t0 while keeping the elapsed time ∆t = t − t0
constant, the transition probability as a function of ∆t reads,1
Pα→β(t− t0) =
∑
n
| 〈〈β, n| exp(−iHF (t− t0))|α, 0〉〉 |2. (5.24)
The time-averaged transition probability P is given by averaging P (∆t) over
∆t,
Pα→β =
∑
n
∑
γm
| 〈〈β, n|uγ,m〉〉 〈〈uγ,m|α, 0〉〉 |2. (5.25)
5.1.2 Generalization to many-mode Floquet theory
Thanks to the Shirley’s time-independent formalism of a Floquet system, the
results of the single-mode Floquet theory can be easily generalized to a multi-
mode driven system, i.e. a system which is modulated by several time-periodic
functions with incommensurate periodicities [146–148]. Here, we present the
results for a bimodally driven system which we consider in the subsequent
sections. Nevertheless a generalization to higher number of modes is straight
forward and should be clear from our discussion.
Let us assume H(t) is the Hamiltonian of a quantum system which can
be split into two time-periodic parts with periodicities T1 and T2. For this
quasiperiodic Hamiltonian, there is a time-independent representation HF in
the composite Hilbert space Hc = H ⊗ T1 ⊗ T2, where Tj, j = 1, 2 is the
space of the functions with periodicity Tj =
2pi
ωdj
. Fourier states {|nj〉 |nj ∈ Z}
constitute a basis for Tj such that 〈t|nj〉 = exp (−injωdjt).
To derive this result, we decompose H(t) in terms of its Fourier components
H(n1,n2), see Eq. (5.11),
H(t) =
+∞∑
n1,n2=−∞
H(n1,n2) exp [i(n1ωd1 + n2ωd2)t]. (5.26)
1It refers to a random switching time and measurement after a constant elapsed time.
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The matrix elements of HF are now given as follows,
〈〈α, n1, n2|HF |β,m1,m2〉〉
= 〈α|H(n1−m1,n2−m2)|β〉+ δn1m1δn2m2δαβ(n1ωd1 + n2ωd2).
(5.27)
This Floquet matrix explicitly reads,
↓ m2 −1 0 +1
→ n2 . . .
...
...
... . .
.
−1 . . . H(∆1,0) − ωd21 H(∆1,−1) H(∆1,−2) . . .
0 . . . H(∆1,1) H(∆1,0) H(∆1,−1) . . .
+1 . . . H(∆1,2) H(∆1,1) H(∆1,0) + ωd21 . . .
. .
. ...
...
...
. . .
(5.28)
where ∆1 = n1 − m1 and 1 is the identity operator in the composite space
H ⊗T1. Each of the blocks in the bimodal Floquet matrix (5.28) is a matrix
of the following form,
↓ m1 −1 0 +1
→ n1 . . .
...
...
... . .
.
−1 . . . H(0,∆2) − ωd11 H(−1,∆2) H(−2,∆2) . . .
0 . . . H(1,∆2) H(0,∆2) H(−1,∆2) . . .
+1 . . . H(2,∆2) H(1,∆2) H(0,∆2) + ωd11 . . .
. .
. ...
...
...
. . .
(5.29)
Note that this matrix has exactly the same structure as Eq. (5.14) and 1 is the
identity in H . The representation of the bimodal Floquet matrix, Eq. (5.28),
is indeed perceived as a nested matrix and each diagonal sector of this matrix
can be labelled by the photon indices n1 and n2, where nj is the number
of photons exchanged between the static system and the jth drive. In this
representation, the photon numbers shift the energies of the diagonal sectors
and hence the explicit form of a diagonal sector which lives in the Hilbert space
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H reads,
H(0,0) + n1ωd11 + n2ωd21. (5.30)
The Floquet matrix can also be written in a compact form using of the oper-
ators Fn and N , c.f. Eq. (5.15),
HF =
∑
(n1,n2)
H(n1,n2) ⊗ Fn1 ⊗ Fn2 + ωd11⊗ 1⊗N + ωd21⊗N ⊗ 1. (5.31)
The eigenstates of HF are the bimodal Floquet modes |uα,n1,n2〉〉 and the cor-
responding quasienergies are denoted by α,n1,n2 ,
HF |uα,n1,n2〉〉 = α,n1,n2 |uα,n1,n2〉〉 . (5.32)
The quasienergies satisfy the following periodic structure,
α,n1,n2 = α,0,0 + n1ωd1 + n2ωd2, (5.33)
where α,0,0 lies in the first Brillouin zone −ωdj/2 ≤ α,0,0 ≤ ωdj/2 for j = 1, 2.
For simplicity it is denoted by α. The time-evolution UF for the bimodal
system in the extended space is defined in a same form as for a single-mode
system, c.f. Eq. (5.19). From UF , one can calculate the probability of a
transition from |α(t0)〉 to |β(t)〉,
Pα→β(t, t0) = | 〈β|U(t, t0)|α〉 |2
=
∑
n1,n2
∑
m1,m2
ei(m1ωd1+m2ωd2)t0 〈〈α,m1,m2|e−iHF (t−t0)|β, n1, n2〉〉×
〈〈β, n1, n2|e−iHF (t−t0)|α, 0, 0〉〉 .
(5.34)
Once averaged over the initial time t0, the transition probability as a function
of the elapsed time t− t0 reads,
Pα→β(t− t0) = | 〈β|U(t, t0)|α〉 |2
=
∑
n1,n2
| 〈〈β, n1, n2| exp(−iHF (t− t0))|α, 0, 0〉〉 |2. (5.35)
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If we further average over the elapsed time as well, we arrive at the time-
averaged transition probability P ,
Pα→β =
∑
n1n2
∑
γm1m2
| 〈〈β, n1, n2|uγ,m1,m2〉〉 〈〈uγ,m1,m2|α, 0, 0〉〉 |2. (5.36)
5.2 Effective description of Floquet Hamilto-
nian
Having introduced the mathematical description of single-mode and bimodal
driven systems based on Floquet theory, in this section we present our ap-
proach to obtain an effective low-energy description of the system. This will
also provide us with a transparent view towards engineering the low-energy
subspace and implementing a target Hamiltonian. In a regime where the mod-
ulation frequency is the largest energy scale of the system, or alternatively
such a statement holds in a rotating frame, we expect that two time-scales
govern the dynamics of the system: on short-time scales the behaviour of
the system is determined by the high-energy manifold due to high-frequency
driving, while the the slow and long-term dynamics is dominated by the low-
energy manifold. In the literature, the short-term behaviour, which concerns
the details of dynamics within a cycle of driving, is referred to as micromotion.
The long-term low-energy dynamics on the other hand can be approximately
described in terms of an effective Hamiltonian Heff in H . In the previous
section, we argued that a periodic or quasiperiodic Hamiltonian H(t) can be
represented exactly by the time-independent Hamiltonian HF in the extended
space Hc where time is treated as a coordinate. Whereas we outlined how to
construct the equivalent Hamiltonian HF in the extended space in Sec. 5.1.1,
we are yet to determine how the effective Hamiltonian Heff can be deduced
from HF . The aim of this section is to build up the connection between these
two descriptions. As pointed out in the previous section, the static part of the
time-dependent system is encoded in a redundant way on the diagonal of the
Floquet Hamiltonian. For the single-mode system, each diagonal block is la-
belled by a drive photon number n since it contains the static Hamiltonian H(0)
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shifted by the energies of n photons, c.f. Eq. (5.14). The time-periodic part of
the Hamiltonian, on the other hand, appears in the off-diagonal blocks of the
Floquet Hamiltonian and couples the diagonal blocks. The diagonal blocks n
and m are coupled via Fourier components H(n−m) and H(m−n). Physically,
this coupling describes a process in which there is a transition between the
states of the system enabled by exchanging |n−m| photons with the drive.
For the bimodal system, a diagonal block which contains n1 photon from
the first drive and n2 photons from the second drive is labelled by these indices
and the energies of these photons are added to the static Hamiltonian, i.e. the
explicit form of such a block reads, H(0,0) +n1ωd11+n2ωd21. A diagonal block
which labelled by n1 and n2 is coupled to a second diagonal block labelled
by m1 and m2 through the following Fourier components which appear as
off-diagonal blocks of the Floquet matrix,
H(n1−m1,n2−m2), H(m1−n1,m2−n2), H(n1−m1,m2−n2), H(m1−n1,n2−m2). (5.37)
These processes involve |n1 −m1| photons from the first drive and |n2 −m2|
photons from the second drive.
Depending on the frequency of the modulation, one can distinguish two
operational regimes in a Floquet system. In these regimes, the structure of
the Floquet matrix takes on different forms in terms of the spacing between
the quasienergy levels. In the high frequency regime, the modulation frequency
(frequencies) is (are) much larger than the internal energy spacings of the
static system [130, 132], while in the resonant regime, the applied frequencies
coincide with the internal energies of the static system. In this chapter, we
are interested in the resonant Floquet engineering. Hence in the following, we
first briefly discuss the case with high-frequency modulation and then turn to
a detailed discussion of resonant modulation.
5.2.1 High-frequency regime
In this regime, for a single-mode driven system we have ωd  ||H(n)|| with
n ∈ Z, where ωd is the modulation frequency. The modulation therefore gen-
erates a wide spectral gap between the blocks of the Floquet Hamiltonian HF
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and the block with n = 0, i.e. with no drive photons, is the low energy sub-
space of the Floquet Hamiltonian, c.f. Eq. (5.14). This low-energy subspace
is coupled to higher energy subspaces via off-diagonal blocks. The effective
Hamiltonian is then given by block-diagonalizing the Floquet matrix with re-
spect to photon index n such that off-diagonal blocks (i.e. couplings) are
removed. Since we assume that the coupling between the blocks is weak com-
pared to the modulation amplitude, the off-diagonal blocks can be treated as
a perturbation. The block-diagonalization can be performed using Van Vleck
perturbation theory [149, 151, 154] and the result has the form,
↓ m +2 +1 0 −1 −2
→ n . . . ... ... ... ... . . .
+2 . . . Heff + 2ωd1 0 0 0 0 . . .
+1 . . . 0 Heff + ωd1 0 0 0 . . .
0 . . . 0 0 Heff 0 0 . . .
−1 . . . 0 0 0 Heff − ωd1 0 . . .
−2 . . . 0 0 0 0 Heff − 2ωd1 . . .
. .
. ...
...
...
...
...
. . .
(5.38)
The block-diagonalized Hamiltonian has copies of the effective Hamiltonian
Heff on its diagonal and this Hamiltonian is simply given by projecting the
result onto n = 0 sector.
The discussion for a many-mode Floquet system is similar to the single-
mode case [120], except that the block-diagonalized Hamiltonian should even-
tually be projected to the subspace with zero photons from both drives, i.e.
n1 = 0 and n2 = 0.
5.2.2 Resonant regime
In case of resonant modulation, the Floquet states of two blocks are coupled
via the external driving, which leads to a degeneracy of the coupled states.
These degenerate states define a manifold S which determines the low-energy
dynamics of the system, and hence the effective Hamiltonian is given in terms
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of this manifold. In particular, note that the dynamics is no longer given by
the zero photon sector of the Floquet Hamiltonian. Since non-zero sectors
of the Floquet Hamiltonian also contribute to the dynamics of the Floquet
Hamiltonian, the effective Hamiltonian is realized in a suitable rotating frame
of the Hilbert space H . Therefore the “slow” dynamics should be interpreted
with respect to this rotating frame.
In this chapter, our aim is to use Floquet engineering to implement certain
two-body couplings. Hence the set of states that constitutes the degenerate
manifold depends on the type of interaction we seek to engineer. Indeed to
implement a certain interaction term, we perform an inverse engineering and
first identify the states that build S. Then we design an external driving such
that desired states form the degenerate manifold. Note that due to a zero
detuning between Flouqet states in S, perturbation theory cannot be applied
as in high-frequency Floquet engineering as it would result in divergencies. In
some cases, it is possible to a priori find a rotating frame in which the problem
transforms into the high-frequency regime with large detunings and compara-
bly smaller couplings and thus one can apply the results of that regime [153].
However, finding such a rotating frame could be non-trivial or transforming
to such a rotating frame could result in an even more involved problem e.g.
when a resonance occurs at higher orders of the perturbation theory. Generally
speaking, one should then apply a degenerate perturbation theory to this case.
Note that in our approach, we consider two subspaces, namely fast and slow
ones, and we could apply the Van Vleck perturbation theory [149, 154]. How-
ever, we take a different path towards derivation the effective Hamiltonian and
apply the (nearly) degenerate perturbation theory of Salwen [150, 152]. With
this approach, one can go to arbitrary higher orders in perturbation theory
numerically or analytically.
We now show how to derive an effective Hamiltonian in this regime for
single-mode and bimodal driven systems.
Resonant Floquet engineering in single-mode systems
Here and in the following sections, we choose the basis of the Hilbert space
H , i.e. |α〉, to be eigenstates of the static Hamiltonian in the absence of
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any couplings. The corresponding eigenenergies are denoted by E
(0)
α . Subse-
quently, the Floquet Hamiltonian HF is decomposed into a free part HF0 and
an interaction part V such that,
HF = HF0 + V , (5.39)
where we assume that V can be treated as a perturbation to HF0. For single-
mode systems, the Floquet states |α, n〉〉 are the eigenstates of HF0 with
eigenenergies
(0)α,n = E
(0)
α + nωd. (5.40)
The eigenstates of HF corresponding to the bare states |α, n〉〉 are denoted by
|uα,n〉〉 and their quasienergies by α,n, c.f. Eq. (5.17).
The degenerate manifold S is constructed from a set of eigenstates of HF0
that oscillate at zero frequency in a proper rotating frame. This manifold
is separated by a gap from higher energy eigenstates of HF0. Therefore, by
turning on the interaction part V , which is weak compared to the energy gap,
we expect that S mainly determines the dynamics of the interacting Floquet
Hamiltonian and one can adiabatically eliminate high energy states to derive an
effective description in term of states in S. As a result the low-energy manifold
is dressed by high-energy modes and the coupling between the slow and fast
subspaces is removed. In contrast to the high-frequency regime, for which the
effective Hamiltonian is obtained in the no-photon sector, here, different blocks
contribute to the effective Hamiltonian. Therefore the low-energy dynamics in
Hc corresponds to the dynamics seen from a suitable rotating frame in H .
In our case, this is the rotating frame in which the qubits rotate at their
corresponding transition frequencies, i.e. the rotating frame of the qubits.
The adiabatic elimination of the high-energy states is performed via a gen-
eralized approach to Salwen’s (nearly) degenerate perturbation theory [152]
outlined in Appendix B. This perturbation theory leads to a matrix equation
for the slow space, which should be solved in a self-consistent way for the
quasienergies and eigenstates of the effective Hamiltonian, see Appendix B for
details. For brevity, let us drop the index n from |α, n〉〉 for the four states
in the slow manifold that construct the effective Hamiltonian (i.e. a desired
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interaction) and denote them by |α〉〉 ≡ |α, n〉〉, assuming that α tacitly dis-
tinguishes n. Hence |α〉 is a state in H and |α〉〉 is a state in the slow manifold
of the composite space. Accordingly the quasienergy corresponding to |α〉〉 is
denoted by 
(0)
α ≡ (0)α,n. For the Floquet matrix HF , the generalized Salwen
perturbation theory leads to the matrix equation,
4∑
β=1
hαβ() 〈〈β|u〉〉 =  〈〈α|u〉〉 with hαβ() = 〈〈α|HF0 + T ()|β〉〉 (5.41)
for α = 1, 2, 3, 4, the solution of which determines the quasienergies α and
Floquet states |uα〉〉 of the slow manifold of the interacting system. Here,
T () =
+∞∑
k=0
[VGQ]kV (5.42)
is the scattering matrix, where GQ =
∑′
α,n(|α, n〉〉 〈〈α, n|)/[ − (0)α,n] is the
Greens function associated with the fast space of HF0 and the notation
∑′
indicates that the degenerate space is excluded from this sum. Since T is a
function of , the set of equations (5.41) needs to be solved in a self-consistent
way.
In the absence of interactions, we get T () ≡ 0 and the Floquet quasiener-
gies α = 
(0)
α for α = 1, 2, 3, 4 are recovered from Eq. (5.41). For nonzero
interactions, we make the ansatz that the quasienergies α, and thus T () and
hαβ, associated to the slow space can be written as a perturbative expansion
in interaction strength b (V ∝ b),
α = 
(0)
α + δα, with δα =
∞∑
p=1
κα,pb
p, (5.43)
hαβ = hαβ(
(0)
α ) +
∞∑
p=1
hαβ,pb
p, (5.44)
where κα,p and hαβ,p are the perturbation coefficients. In practice we truncate
the expansion at a desired cut-off order p = pc and calculate the eigenvalues
of the effective Hamiltonian using equation (5.44). Note that the p-th order
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of α modifies the matrix elements hαβ in (p+ 2)-th order because of the form
of T () in Eq. (5.42), which subsequently changes the quasienergies of the
updated matrix in (p+2)-th order. Hence the results (quasienergies) are exact
up to p-th order. This suggests that the κα,p are determined by the following
procedure: 1) truncate α to pc-th order, 2) calculate the matrix elements and
quasienergies of the matrix and 3) compare the expansion (5.43) and calculated
quasienergies.
Resonant Floquet engineering in bimodal driven systems
For bimodal driven systems, we again decompose the Floquet Hamiltonian
HF into non-interacting and interaction parts as in Eq. (5.39), where the
parts are now defined in the composite space Hc = H ⊗ T1 ⊗ T2. The
bare Floquet states |α, n1, n2〉〉 are the eigenstates of the free Hamiltonian
HF0 with quasienergies (0)α,n1,n2 = E(0)α + n1ωd1 + n2ωd2. The eigenstates and
quasienergies of the interacting Hamiltonian HF are denoted by |uα,n1,n2〉〉 and
α,n1,n2 respectively. The manifold S is formed from a set of eigenstates of
the free Floquet Hamiltonian HF0 that are perceived to implement a desired
interaction. This manifold is engineered through the external modulation such
that the states in S are set at zero energy in a suitable rotating frame and thus
give rise to the slow dynamics of the system in the presence of an interaction
V .
To find the effective interaction Hamiltonians, we proceed as in the single
mode case and adiabatically eliminate all Floquet states except for the four
in the low-energy manifold and effectively describe the infinite-dimensional
Floquet matrix by a 4 × 4 matrix. Dropping again the Fourier index for the
low-energy states and quasienergies and denoting them by |α〉〉 and (0)α , the
Green’s function of the fast space reads,
GQ() =
′∑
α,n1,n2
|α, n1, n2〉〉 〈〈α, n1, n2|
− (0)α,n1,n2
, (5.45)
where  is the quasienergy of the degenerate manifold in the interacting limit
and the sum runs over the fast space where the degenerate states are excluded
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(indicated by the prime). The procedure of constructing the self-consistent
matrix equation and solving for its quasienergies runs analogous to the single-
mode case, c.f. Eqs. (5.41), (5.42), (5.43) and (5.44).
5.3 Driven qubit schemes
In this section, we apply the Floquet engineering approach presented in Sec
5.2.2 to a driven two-qubit system with linear coupling [134]. We will show
how to realize different types of qubit-qubit interactions in this system via
appropriate single-mode and bimodal qubit modulations. The system we con-
sider in this section is composed of two superconducting transmon qubits with
Josephson energies EJj and capacitances Cj, j = 1, 2, as shown in Fig. 5.1.
The two qubits are coupled linearly via a coupling capacitance Ct such that
Ct  Cj. The dynamical nodal phases of the qubits and their conjugate vari-
ables are denoted by φj and pij = ~nj, i.e. [φi, pij] = i~δij. The Hamiltonian of
the circuit reads,
Hs =
∑
j=1,2
EJj cos(φj) + Ecjn
2
j + Eccn1n2, (5.46)
where the capacitive energies are defined as,
Ecj = ~2(2φ20Cj)−1(1− Ct/Cj),
Ecc = ~2(φ20C1C2)−1Ct.
(5.47)
Due to the nonlinearity of the transmon qubits, we truncate the Hamiltonian
(5.46) to the single-excitation (qubit) subspace. The second-quantized form of
the Hamiltonian in this subspace reads,
Hs = H0 +Hc,
H0 =
∑
j=1,2
~ωjσ+j σ
−
j , Hc = gcσ
y
1σ
y
2 ,
(5.48)
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where,
~ωj =
√
2EJjEcj − Ecj,
gc = − Ecc
2
√
2
(
EJ1EJ2
Ec1Ec2
)1/4
.
(5.49)
In the following sections, we consider a number of single-mode and bimodal
time-dependent perturbations applied to the qubit(s). Since the coupling is
fixed and the qubits are modulated, we call these driving methods driven qubit
schemes. The aim is to enable different types of qubit-qubit couplings of the
form,
eiθσa1σ
b
2 + H.c., a, b ∈ {x, y, z,+,−}. (5.50)
The following assumptions are made for all perturbations we consider here,
1. The two qubits are detuned from each other with a detuning ∆ such that
|∆|  |gc|. Therefore, in the absence of driving the two qubits do not
interact with each other.
2. The frequency (frequencies) of a drive, denoted by ωd(ωdj) for single-mode
(two-modes) schemes, is (are) detuned from the transition frequency of
the qubit it is applied to, therefore none of the drives create a bare
excitation at the corresponding driven qubit.
To apply the Floquet formalism, we use the following basis for the Hilbert
space H of two-qubits,
|α = 1〉 ≡ |11, 12〉 , |α = 2〉 ≡ |11, 02〉 , |α = 3〉 ≡ |01, 12〉 , |α = 4〉 ≡ |01, 02〉 ,
(5.51)
where |0j〉 (|1j〉) refers to the ground state (first excited state) of transmon j,
i.e. σ+j σ
−
j |nj〉 = nj |nj〉. The state |α = j〉 is the eigenstates of H0 with the
eigenenergy Ej,
E1 = ~(ω1 + ω2), E2 = ~ω1, E3 = ~ω2, E4 = 0. (5.52)
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(a) (b)
Figure 5.1: Driven qubit schemes. Two transmon qubits are coupled linearly
via a capacitance. The two qubits are non-interacting in the absence of driving,
but using appropriate (a) single-mode or (b) bimodal drives with transverse
(a = x) and longitudinal (a = z) modulations, it is possible to implement
various two-qubit interactions.
5.3.1 Single-mode driven system
We first will show that by modulating a qubit of the circuit via a single-mode
drive one can engineer parity-breaking (σzi σ
y
j , σ
z
i σ
x
j ), squeezing (σ
+
i σ
+
j + H.c.)
and hopping (σ+i σ
−
j +H.c.) interactions. By a single-mode drive, we mean that
one of the qubits (here we assume qubit 1) is modulated by a periodic drive of
the form,
Hd(t) = W1(t)σ
a
1 , W1(t) = b cos(ωdt+ θ), (5.53)
where ωd and b are the modulation frequency and strength respectively. There
are two types of single-mode modulations, namely transverse modulation for
a = x and longitudinal modulation for a = z. The total Hamiltonian of the
circuit for a single mode driven scheme reads,
H(t) = Hs +Hd(t). (5.54)
For H(t), the following interactions can be implemented,
1. When the first qubit is driven with a = x and ωd = ω2, the interaction
Jzxσ
z
1σ
x
2 and Jzyσ
z
1σ
y
2 are implemented for θ = 0 and θ = pi. This inter-
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action is second order including single photon exchange with the drive
i.e. Jzx ∼ Jzy ∼ 2ω2ω21−ω22 gcb. Alternatively by driving the second qubit one
can realize σx1σ
z
2 and σ
y
1σ
z
2. This scheme is also called the cross-resonant
(CR) scheme [136, 137].
2. For a = z, θ = 0, the hopping term Jhσ
+
1 σ
−
2 + H.c. is enabled if ωd =
ω1−ω2 and the squeezing term Jsσ+1 σ+2 +H.c. is enabled if ωd = ω1 +ω2.
Both of the processes are second order with one photon exchange and
hence Js ∼ 2bgcω1+ω2 and Jh ∼
2bgc
ω1−ω2 .
To derive these results explicitly, we first represent the Hamiltonian in the
composite Hilbert space Hc = H ⊗ T , c.f. Eq. (5.16). For H(t) as defined
in Eq. (5.54), there are just three Fourier components, c.f. Eq. (5.11),
H(0) = Hs, H
(1) =
(
H(−1)
)∗
= (b/2)eiθσa1 , (5.55)
where Hs = H0 + Hc is the static Hamiltonian defined in Eq. (5.54). The
Floquet Hamiltonian thus HF reads,
HF = HF0 + V , (5.56)
where HF0 is the non-interacting part and V is the interaction,
HF0 = H0 ⊗ F0 + ωd1⊗N,
V = Hc ⊗ F0 +H(1) ⊗ F1 +H(−1) ⊗ F−1.
(5.57)
The states |α, n〉〉 = |α〉⊗ |n〉 are the eigenstates of HF0 with eigenvalues with
quasienergies 
(0)
α,n,
HF0 |α, n〉〉 = (0)α,n |α, n〉〉 , (0)α,n = Eα + nωd, (5.58)
We now discuss the two cases with the transverse (a = x) and longitudinal
(a = z) modulations in the following sections.
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Transverse modulation with single photon exchange
For an implementation of parity-breaking interactions σz1σ
x
2 , we take the fol-
lowing parameters for modulation,
ωd = ω2, a = x, θ = 0. (5.59)
With this parameters, the states |α = 1, n− 1〉〉 and |α = 2, n〉〉 have quasiener-
gies 
(0)
1,n−1 = 
(0)
2,n = ω1 + nωd, while the states |α = 3, n− 1〉〉 and |α = 4, n〉〉
have quasienergies 
(0)
3,n−1 = 
(0)
4,n = nωd. We now define a rotating frame Uq1 in
the composite space Hc by,
Uq1 = exp(−iω1tσ+1 σ−1 ⊗ 1). (5.60)
In this frame, the bare Floquet Hamiltonian transforms as HF0 → HF0 −
ω1σ
+
1 σ
−
1 and the states |α = 1, n− 1〉〉, |α = 2, n〉〉, |α = 3, n− 1〉〉 and |α = 4, n〉〉
are all degenerate at 
(0)
α,n = nωd. In particular, the four states |α = 1,−1〉〉,
|α = 2, n = 0〉〉, |α = 3, n = −1〉〉 and |α = 4, n = 0〉〉 form a degenerate man-
ifold S at zero energy. n = −1 indicates that degeneracy is gained due to a
single photon exchange with the drive. An example of quasienergies of the
Floquet Hamiltonian HF0 is shown in Fig. 5.2. The degenerate manifold is
separated from higher energy states by a gap of size ωd  gc, b. Therefore, we
eliminate the higher energy states by applying the perturbation toolbox intro-
duced in Sec. 5.2.2 For this single-mode transverse driven system at ωd = ω2,
the Slawen matrix has the structure,
h11() h12() 0 0
h21() h22() 0 0
0 0 h33() h34()
0 0 h43() h44()
 (5.61)
where hαβ are defined in Eq. (5.44). Therefore the degenerate manifold S de-
couples into two subspaces S(a) = {|α = 1〉〉 , |α = 2〉〉} and S(b) = {|α = 3〉〉 , |α = 4〉〉}
(As explained in Sec. we drop the photon index n for the degenerate manifold
at zero). We can thus solve the self-consistent equation individually in the two
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(a)
(b)
Figure 5.2: (a) Low-lying quasienergies of the Floquet matrix HF0 as a
function of ωd(GHz) for ω1/(2pi) = 12 GHz, ω2/(2pi) = 9 GHz. The states
with blue color give rise to the effective Hamiltonian in the rotating frame
of the qubits. ∆g is the relevant gap for HF0 which is ∆g ≈ ω1 − ω2 at the
crossing point. The shaded area is the Floquet Brillouin zone. The inset shows
the bare and dressed quasienergies of degenerate states at zero energy at the
crossing point. (b) Quasienergies in the rotating frame defined with respect to
ω1σ
+
1 σ
−
1 ⊗1. The gap in the rotating frame changes to ∆g ≈ ωd at the crossing
point.
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subspaces. To make the perturbative ansatz in a single variable b, we introduce
η = gc/b. For S(a), the ansatz reads,
α = ω1 + δα, δα = κα,1b+ κα,2b
2 +O(b3), for α = 1, 2, (5.62)
where κα,i ≡ κα,i(ω1, ω2, η). With this ansatz, the matrix elements are exact
up to fourth order in b. By calculating the matrix elements, we can verify that
they are at least second order in the drive amplitude b, which implies that the
linear order of b in α is zero, i.e. κ1,α = 0 (we set κα = κ2,α for simplicity).
The quasienergies δ1 and δ2 read,
δα =
−(2 + η2)ω1 ± |η|
√
(4 + η2)ω2
ω21 − ω22
b2
− κα(2 + η
2)(ω21 + ω
2
2) + 2ω1(1± κα|η|
√
(4 + η2)ω2)
(ω1 − ω2)2(ω1 + ω2)2 b
4,
(5.63)
where α = 1(2) for the +(−) sign. The unknown coefficients κα,1 are deter-
mined by comparing the quasienergy (5.63) and anstaz (5.62),
κα =
−(2 + η2)ω1 ±
√
η2(4 + η2)ω2
ω21 − ω22
, α = 1(2) for +(−). (5.64)
The corresponding eigenstates |u1〉〉 and |u2〉〉 are,
|uα〉〉 = 1N
(
−1±√4 + η2
2
|α = 1〉〉+ |α = 2〉〉
)
α = 1(2) for upper(lower) sign,
(5.65)
where N is a normalization pre-factor. For the subspace S(b) we get,
δ3 = −δ2, δ4 = −δ1, (5.66)
and
|uα〉〉 = 1N
(
1∓√4 + η2
2
|α = 3〉〉+ |α = 4〉〉
)
α = 3(4) for +(−) sign.
(5.67)
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The effective Hamiltonian in the composite space can then, after some elemen-
tary algebra, be written in terms of spin operators as,
H˜eff =
∑
α
α |uα〉〉 〈〈uα| =
(ω1
2
+ δω1
)
σz1 + δω2σ
z
2 + Jzxσ
z
1σ
x
2 . (5.68)
The parameters of the effective Hamiltonian explicitly read,
δω1
ω1
=
(2 + η2)
ω21 − ω22
b2 − ((2 + η
2)2 + 2)ω21 + (3(2 + η
2)2 + 10)ω22
(ω21 − ω22)3
b4,
δω2
ω2
= − η
2
ω21 − ω22
b2 +
η2(2 + η2)ω2(3ω
2
1 + ω
2
2)
(ω21 − ω22)3
b4,
Jzx =
2ηω2
ω21 − ω22
b2 − 2η(2 + η
2)(3ω21 + ω
2
2)ω2
(ω21 − ω22)3
b4.
(5.69)
δω1 and δω2 are frequency shifts incurred on the two qubits due to the inter-
action and Jzx is the strength of the effective interaction between the qubits.
In order to transform this Hamiltonian back to the Hilbert space H , let us
introduce the operator Uq2,
Uq2 = exp(−iω2tσ+2 σ−2 ⊗ 1). (5.70)
The time-evolution operator in H is related to the time-evolution operator in
the composite space as, c.f. Eq. (5.22),
〈β|U(t, t0)|α〉 =
∑
m
〈〈β,m|UF (t− t0)|α, n〉〉 ei(m−n)ωdt
=
∑
m
〈〈β,m|U †q1Uq1UF (t− t0)U †q1Uq1|α, n〉〉 ei(m−n)ωdt
= 〈〈β|U †q1U †q2Uq1UF (t− t0)U †q1Uq2Uq1|α〉〉 .
(5.71)
In the second line we used U †q1Uq1 = 1. In the third line we have neglected all
states except for the low-energy subspace S and also used that on this subspace
Uq2 satisfies, Uq2 |α, n〉〉 = einωdt |α, n〉〉. We can now write the last equation in
terms of spin operators on the 4×4 space S. Once truncated to this subspace,
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the rotating frame operators read,
Uq1 → Uq1 = exp (iω1tσz1/2), Uq2 → Uq2(t) = exp (iω2tσz2/2), (5.72)
and thus we can write,
〈β|U(t, t0)|α〉 = 〈β|U †q1U †q2UeffUq1Uq2|α〉 . (5.73)
Note that Uqi simply defines the rotating frame of qubit i and therefore |α(r)〉 =
Uq1Uq2 |α〉 is the state |α〉 transformed to the rotating frame of the qubits.
Hence Eq. (5.73) simply reads 〈β|U(t, t0)|α〉 = 〈β(r)|Ueff (t− t0)|α(r)〉 which
means Ueff is the time evolution operator in the rotating frame of the qubits,
Ueff = Uq1e
−iH˜eff (t−t0)U †q1 = e
−iHeff (t−t0), (5.74)
with,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jzxσ
z
1σ
x
2 , (5.75)
the effective Hamiltonian in the rotating frame of the qubits. An example of the
parameters of the effective Hamiltonian is given in Tab. 5.1. The expression
for Jzx (see Eq. (5.69)) shows that the effective interaction to the lowest order
is second-order formed from two processes: 1) Single photon exchange with
the drive (∝ b) and 2) σ(1)y σ(2)y interaction (∝ gc = ηb). The incurred local
detunings of the qubits due to the modulation cause a shift in the resonance in
the transition probabilities such that one needs to detune the frequency of the
drive accordingly to ωd = ω2 + δω2 to get efficient interactions. In Fig. 5.3a,
this shift in resonance is shown in the time-averaged transition probability
|00〉 → |01〉, see Eq. (5.25) , as a function of external drive frequency ωd and
coupling strength gc. In Fig. 5.3b, the probability of an erroneous process
|00〉 → |10〉 is given for comparison. With the shifted external frequency
and in the rotating frame of the qubits with respect to the modified qubit
frequencies (i.e. ωi → ωi + δωi in Eq. (5.72)), the system exhibits a pure
interaction Heff = Jzxσ
z
1σ
x
2 . Analogously, for θ 6= 0 an effective interaction
Heff = Jeff exp (iθ)σ
z
1σ
+
2 + H.c. is realized (Jeff ∼ Jzx), leading to Heff =
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Parameters (MHz)
δω1 δω2 Jzx
Generalized Slawen method (2nd order) −40.952 −12.857 −21.428
Generalized Slawen method (4th order) −40.191 −12.499 −20.833
Generalized Slawen method (6th order) −40.224 −12.513 −20.860
Exact result −40.222 −12.515 −20.855
Table 5.1: Numerical values for frequency shifts δωi (i = 1, 2) and interaction
strength Jzx in Eq. (5.68) for ω1/(2pi) = 12 GHz, ω2/(2pi) = ωd/(2pi) = 9 GHz,
b = 250MHz and η = 1.2.
Jzyσ
z
1σ
y
2 for θ = pi.
Longitudinal modulation at single photon transition
In this section we discuss how to engineer squeezing and hopping terms in the
linear circuit with longitudinal modulation (see Fig. 5.1). For that we change
the operating frequency of the external drive. Let us first take the following
parameters for the drive (5.53) which are relevant for squeezing,
ωd = ω1 + ω2, a = z, θ = 0. (5.76)
At this modulation frequency, the two bare Floquet states |α = 1, n = −1〉〉 and
|α = 4, n = 0〉〉 are resonantly coupled through a single photon transition and
the relevant manifold for the effective Hamiltonian is S = {|α = 1, n = −1〉〉,
|α = 4, n = 0〉〉, |α = 2, n = −1〉〉 and |α = 3, n = 0〉〉}. These states have quasiener-
gies 
(0)
1 = 
(0)
4 = 0, 
(0)
2 = −ω2 and (0)3 = ω2. In the rotating frame defined by
U− = exp (iω2t/2(σz1 − σz2)⊗ 1) these states form a degenerate manifold S at
zero frequency. The rotating frame U− is identical to the rotating frame of the
qubits in the Hilbert space. The Salwen matrix on the subspace S takes the
following form, 
h11() 0 0 h14()
0 h22() h23() 0
0 h32() h33() 0
h41() 0 0 h44()
 (5.77)
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(a) (b)
Figure 5.3: (a) Time-averaged transition probability P |00〉→|01〉 as a function
of external drive frequency ωd and gc. The resonance is due to the effective
interaction σ1zσ
2
y at single photon transition. The dashed line is the resonance
condition ωd = ω2 + δω2 in which δω2 is given by Eq. (5.69). (b) Time-
averaged transition probability of unwanted process P |00〉→|10〉 which is closest
to resonance. ω1/(2pi) = 12 GHz, ω2/(2pi) = 9 GHz and b = 150 MHz.
This matrix leads to two sets of decoupled equations on the subspaces S(a)
and S(b). In contrast to the transverse modulation, in which a single-photon
transition couples the states |α = 1〉〉 and |α = 2〉〉, here the state |α = 1〉〉 is
coupled to |α = 4〉〉 through a single-photon transition to enable squeezing.
The effective Hamiltonian for squeezing thus reads,
Heff = δω1σ
z
1 + δω2σ
z
2 + Js(σ
+
1 σ
+
2 + H.c.), (5.78)
with the parameters,
δω1 = − b
2η2ω1
ω21 − ω22
− b
4η2((2 + η2)ω41 − 4ω31ω2 + (1 + 3η2)ω21ω22 + ω42)
ω1(ω21 − ω22)3
+O(b6),
δω2 =
−b2η2ω2
ω21 − ω22
+
b4η2ω2((2 + 3η
2)ω31 − 5ω21ω2 + (2 + η2)ω1ω22 + ω32)
ω1(ω21 − ω22)3
+O(b6),
Js =
2b2η
ω1 + ω2
− 2b
4η(2 + η2)
(ω1 + ω2)3
+O(b6).
(5.79)
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As an example, for ω1/(2pi) = 12 GHz, ω2/(2pi) = 9 GHz, b = 200 MHz and
gc = 500 MHz (η = 2.5), we get to the fourth order in the drive amplitude b,
δω1/(2pi) = 46.46 MHz (exact result: 46.52 MHz ), δω2/(2pi) = −34.57 MHz
(exact: −34.63 MHz) and Js = 9.51 MHz (exact: 9.51 MHz).
Alternatively, for engineering a hopping interaction, the parameters of the
drive (5.53) are chosen as follows,
ωd = |ω1 − ω2|, a = z, θ = 0. (5.80)
For these parameters, the states in the manifold S = {|α = 1, n = −1〉〉, |α = 4, n = 0〉〉,
|α = 2, n = −1〉〉, |α = 3, n = 0〉〉} have quasienergies (0)2 = (0)3 = 0, (0)1 = ω2
and 
(0)
4 = −ω2 and become degenerate at zero energy in the rotating frame
defined by U+ = exp (iω2t/2(σz1 + σz2)⊗ 1). Again, this rotating frame coin-
cides with the rotating frame of the qubits in H . The effective Hamiltonian
for the hopping is then derived to be,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jh(σ
+
1 σ
−
2 + H.c.), (5.81)
with,
δω1 =
b2η2ω1
ω21 − ω22
− b
4η2((2 + η2)ω41 + 4ω
3
1ω2 + (1 + 3η
2)ω21ω
2
2 + ω
4
2)
ω1(ω21 − ω22)3
+O(b6),
δω2 =
−b2η2ω2
ω21 − ω22
+
b4η2ω2((2 + 3η
2)ω31 + 5ω
2
1ω2 + (2 + η
2)ω1ω
2
2 − ω32)
ω1(ω21 − ω22)3
+O(b6),
Jh =
−2b2η
ω1 − ω2 −
2b4η(2 + η2)
(ω1 − ω2)3 +O(b
6).
(5.82)
For ω1/(2pi) = 12 GHz, ω2/(2pi) = 9 GHz and gc = 250 MHz and b = 100 MHz,
we get δω1/(2pi) = 11.80 MHz, δω2/(2pi) = −8.83 MHz and Jh = −16.51 MHz.
For a θ 6= 0 one could also incorporate a static gauge field into the squeezing
or hopping i.e. Js → Jseiθ and Jh → Jheiθ.
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5.3.2 Bimodally driven system
In this section, we discuss scenarios in which both qubits in the linearly coupled
circuit are driven by a bimodal drive. A bimodal drive in the driven qubit
scheme refers to a quasiperiodic Hamiltonian of the form,
Hd(t) = W1(t)σ
a
1 +W2(t)σ
a
2 , a = x, z. (5.83)
with,
Wi(t) =
∑
j=1,2
bij cos(ωdjt+ θij), i = 1, 2, (5.84)
where ωd1 and ωd2 are incommensurate frequencies,
ωd1 = ω1 + ω2, ωd2 = ω1 − ω2. (5.85)
The total Hamiltonian for a bimodally driven circuit reads,
H(t) = Hs +Hd(t), (5.86)
where Hs is defined in Eq. (5.48). Based on the many-mode Floquet theory
discussed in Sec. 5.1.2, the time-independent representation of this quasiperi-
odic Hamiltonian in the composite space Hc =H ⊗T1 ⊗T2 is given by,
HF = HF0 + V ,
HF0 = H0 ⊗ F0 ⊗ F0 + ω1N ⊗ F0 + ω2F0 ⊗N,
V = H0 ⊗ F0 ⊗ F0 +
∑
j=1,2
(h
(1)
j ⊗ F1 ⊗ F1 + h(2)j ⊗ F1 ⊗ F−1 + H.c.),
(5.87)
where h
(k)
j = (bjk/2) exp(iθjk)σ
a
j , a = x for the transverse driving scheme,
a = z for the longitudinal driving scheme, c.f. Eq. (5.83), and the Fourier
space operators Fn and N are defined in Eq. (5.15). The Floquet states
|α, n1, n2〉〉 = |α〉 ⊗ |n1〉 ⊗ |n2〉 are the eigenstates of the bare Floquet matrix
HF0 with quasienergies, (0)α,n1,n2 = (0)α + n1~ωd1 + n2~ωd2, c.f. Eq. (5.52). In
particular, the four states |α = 1〉〉 ≡ |α = 1, n1 = −1, n2 = −1〉〉, |α = 2〉〉 ≡
|α = 2, n1 = −1, n2 = 0〉〉, |α = 3〉〉 ≡ |α = 3, n1 = 0, n2 = −1〉〉 and |α = 4〉〉 ≡
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|α = 4, n1 = 0, n2 = 0〉〉 have energy zero and there is a gap of size ω1−ω2 be-
tween these degenerate states and other higher energy states. In particular note
that for the bimodally driven circuit we do not need to transform to a rotating
frame as the states that give rise to the effective Hamiltonian have zero energy
in the Floquet matrix. For finite interactions such that |gc|, |bij|  ω1 − ω2,
the effective dynamics is described by these sates and we can adiabatically
eliminate all Floquet states except for the four in the low-energy manifold.
For the derivation of the effective Hamiltonian one calculates the scattering
matrix T using the Green’s function GP and perturbation V as in Sec. 5.2.2.
We now apply this procedure to the two types of perturbations, transverse and
longitudinal bimodal modulation.
Longitudinal driving scheme
The drive Hamiltonian for this scheme reads,
Hd(t) =
∑
Wi(t)σ
z
i , (5.88)
where Wi(t) is defined in Eq. (5.84). In this case the structure of the Salwen
matrix is the same as in Eq. (5.77), where the subspace spanned by S(a) =
{|α = 1〉〉 , |α = 4〉〉} decouples from that spanned by S(b) = {|α = 2〉〉 , |α = 3〉〉}
and we can solve for quasienergies in each subspace independently. Let us first
assume θ1 = θ2 = 0. In order to expand in a single variable, we define b = gc
and ηij = bij/b.
Using the ansatz of Eq.(5.43) for the quasienergies and expanding the ma-
trix elements, one can verify that κα,1 = 0 and κα,2 = ±b2/(ω1 + ω2) + O(b4)
(for the two states of S(a), +(−) for α = 1(4)) and κα,2 = ±b2/(ω1−ω2)+O(b4)
(for S(b), +(−) for α = 2(3)). Including κα,2, the effective Hamiltonian is exact
to fourth order in b and reads,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jxxσ
x
1σ
x
2 + Jyyσ
y
1σ
y
2 (5.89)
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Parameters (MHz)
δω1 δω2 Jxx
Generalized Slawen method (2nd order) 15.052 −10.662 13.170
Generalized Slawen method (4th order) 14.942 −10.557 13.129
Exact result 14.944 −10.559 13.129
Table 5.2: Numerical values for frequency shifts δωi (i = 1, 2) and interaction
strength (Jxx). Parameters: ω1/(2pi) = 12GHz, ω2/(2pi) = 8.5GHz, b =
300MHz, η11 = η21 = 0.75, η12 = 0.256, η22 = 0.
where,
δω1 =
b2ω1
ω21 − ω22
+O(b4),
δω2 = − b
2ω2
ω21 − ω22
+O(b4),
Jxx = b
2(
−η12 + η22
ω1 − ω2 +
η11 + η21
ω1 + ω2
) +O(b4),
Jyy = b
2(
η12 − η22
ω1 − ω2 +
η11 + η21
ω1 + ω2
) +O(b4).
(5.90)
To leading order in b, the frequency shifts δωi are independent from the
external modulations and originate from the capacitive coupling. These shifts
can be absorbed in the effective Hamiltonian by detuning the external drives
according to ωd1 → ωd1 + δω1 + δω2 and ωd2 → ωd2 + δω1− δω2, which sets the
external drives back into resonance with the desired processes. The rotating
frame of the qubits also needs to be re-defined with respect to the modified
frequencies, i.e. ωi → ωi + δωi. By choosing the values for ηij such that
(η12 − η22)/(ω1 − ω2) = −(η11 + η21)/(ω1 + ω2), Jyy ∼ 0 and the interaction is
purely σx1σ
x
2 . On the one hand, if (η12− η22)/(ω1−ω2) = (η11 + η21)/(ω1 +ω2),
then Jyy ∼ 0 and a pure σy1σy2 interaction is implemented. On the other hand,
for θji = pi/2, the effective Hamiltonian takes the form,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jxyσ
x
1σ
y
2 + Jyxσ
y
1σ
x
2 . (5.91)
The parameters of this Hamiltonian can be obtained from Eq. (5.90) by re-
placing Jxx → Jxy and Jyy → Jyx.
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Transverse driving scheme
This scheme is implemented using of a bimodal drive of the form (c.f. Eq.
(5.84)),
Hd(t) =
∑
Wiσ
x
i . (5.92)
In this case, the off-diagonal elements of the effective matrix are zero, and
therefore the effective Hamiltonian is,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jzzσ
z
1σ
z
2. (5.93)
To the third order in b the parameters read,
δω1 =
−b2(η21 − η22)
ω2
+
b2ω1
ω21 − ω22
+
b2(η21(2ω1 − ω2) + η22(2ω1 + ω2)
4ω21 − ω22
+O(b4),
δω2 =
−b2(η23 − η24)
ω1
− b
2ω2
ω21 − ω22
+
b2(η23(ω1 − 2ω2)− η24(ω1 + 2ω2)
ω21 − 4ω22
+O(b4),
Jzz =
4b3(η1η3 − η2η4)
ω1ω2
+
4b3η2η4
3ω1(2ω1 − ω2) +
4b3η1η3
3ω1(2ω1 + ω2)
− 8b
3η2η4
3ω1(ω1 − 2ω2) −
8b3η1η3
3ω1(ω1 + 2ω2)
+O(b4).
(5.94)
For ω1/(2pi) = 9GHz, ω2/(2pi) = 5GHz, b = 400 MHz, η1 = η3 = 0.6 and
η2 = η4 = 0, we get Jzz = 1.8MHz.
5.4 Driven coupling schemes
In Sec. 5.3, we considered two linearly coupled qubits, where one or both of the
qubits are driven via single-mode or bimodal perturbations. In this section, we
turn to a different circuit, namely two qubits with nonlinear coupling where
instead of the qubits, we apply the modulation to the coupler [62]. This circuit
is shown in Fig. 5.4. Here we have two transmons with Josephson energies
EJj and capacitances Cj, coupled via a dc-SQUID with total Josephson energy
EJs and total capacitance Cs, that is threaded by an external flux φext. The
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C1 C2
EJ1 EJ2
φext(t)
EJS
Figure 5.4: Two transmon qubits coupled via a nonlinear driven coupling.
Hamiltonian of the circuit reads,
H =
∑
j=1,2
(
EJj cos(φj) + Ecjn
2
j
)
+ Eccn1n2 − EJs cos(φext/2) cos(φ1 − φ2).
(5.95)
Note that this circuit has the same Hamiltonian as the linear circuit, see. Eq.
(5.46), except that we have now added the contribution of the Josephson junc-
tions of the coupling SQUID, i.e. the last term in Eq. (5.95). The capacitive
energy scales are given in Eq. (5.47). We further assume that the external flux
is composed of a dc-part φdc and an oscillating quasiperiodic part W (t),
φext(t) = φdc +W (t),
W (t) = 2φac,1 cos(ωd1t+ θ) + 2φac,2 cos(ωd2t),
(5.96)
where ωd1 = ω1 + ω2, ωd2 = ω1 − ω2 and for φac  φdc, we have cos(φext/2) ≈
cos(φdc/2) − sin(φdc/2)W (t). In the single excitation subspace, the quantized
Hamiltonian reads,
H = H0 +Hd(t),
H0 =
∑
j=1,2
ωjσ
+
j σ
−
j + gcσ
y
1σ
y
2 ,
Hd(t) =
[
cos(φdc/2)− sin(φdc/2)W (t)
]
H1,
(5.97)
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with,
H1 =
∑
j=1,2
gjσ
+
j σ
−
j + gxσ
x
1σ
x
2 + gzσ
z
1σ
z
2, (5.98)
and
gj = EJsφ
2
j/2, gx = −EJsφ1φ2, gz = −EJsφ
2
1φ
2
2/4, gc = Ecc/(4φ1φ2),
(5.99)
where φj is the zero-point fluctuation amplitude of qubit j. We here assume a
weak capacitive coupling, |gc|  |gx|, |gz|, |gj|, and neglect gc in what follows,
hence H0 =
∑
j=1,2 ωjσ
+
j σ
−
j .
To discuss the generation of effective spin-spin interactions in this circuit,
we first outline the idea using a more heuristic argument based on a Rotating
Wave Approximation and then turn to derive more precise expressions with
our Floquet engineering approach.
5.4.1 Rotating Wave Approximation (RWA)
Let us first assume that the oscillating drive is turned off, φac,1 = φac,2 = 0.
In this case, the Hamiltonian reads H =
∑
j=1,2 ω˜jσ
+
j σ
−
j + g˜xσ
x
1σ
x
2 + g˜zσ
z
1σ
z
2,
where ω˜j = ωj + cos(φdc/2)gj is the modified qubit transition frequency and
g˜x = cos(φdc/2)gx and g˜z = cos(φdc/2)gz. In the rotating frame of the qubits
defined by Uqj = exp(−iω˜jtσ+j σ−j ), the Hamiltonian and the spin operators
transform as H → H −∑j=1,2 ω˜jσ+j σ−j and σ±j → exp(±iω˜jt)σ±j . Therefore,
the term g˜xσ
x
1σ
x
2 rotates at the two frequencies ω˜d+ = ω˜1 + ω˜2 and ω˜d− =
|ω˜1 − ω˜2|. Provided |g˜x|  ω˜d+, ω˜d−, which we choose to be the case, we
can therefore discard it. The Hamiltonian is then well-approximated by the
non-rotating term H ≈ g˜zσz1σz2.
If instead, we apply the oscillating flux described in Eq. (5.96) and set
φdc = pi, the term σ
+
j σ
−
j and σ
z
1σ
z
2 in H1 rotate at the frequencies ωd1 and ωd2
in the rotating frame of the qubits due to the rotating prefactor. For gj, gz 
ωd1, ωd2 these terms can then be neglected in a rotating wave approximation.
The only non-rotating contribution is then given by the term W (t)gxσ
x
1σ
x
2 ,
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which, in the rotating frame, reads
F (t)gxσ
x
1σ
x
2
Uq1Uq2−−−−→ eiθgxφac,1σ+1 σ+2 + gxφac,2σ+1 σ−2 + H.c. + r.t.. (5.100)
Here r.t. refers to other rotating terms which oscillate at 2ωdj and 2ωj for
j = 1, 2. Under the assumption that gx  2ωj, we can drop these fast-
oscillating terms and H can be approximated by,
H ≈ eiθgxφac,1σ+1 σ+2 + gxφac,2σ+1 σ−2 + H.c.. (5.101)
Therefore if φac = φac,1 = φac,2, we get H ≈ bσx1σx2 for θ = 0 and H ≈ bσy1σy2
for θ = pi, where b = gxφac is the effective interaction strength. We also note
that for the two single mode driving cases, φac,1 = 0 or φac,2 = 0 a hopping or
a squeezing term would be enabled.
5.4.2 Beyond RWA: Bimodal Floquet Theory
We now derive more accurate expressions for the effective interactions gener-
ated by the drive described in Eq. (5.96) via our Floquet engineering approach.
The infinite-dimensional matrix HF to represent this bimodal driven in the
Floquet space reads,
HF = HF0 +HF1,
HF0 = H0 ⊗ F0 ⊗ F0 + ω1N ⊗ F0 + ω2F0 ⊗N,
HF1 = φac,1H1 ⊗ F1 ⊗ F1 + eiθφac,2H1 ⊗ F1 ⊗ F−1 + H.c..
(5.102)
In the limit |gj|, |gx|, |gz|  |ω1 − ω2|, we can derive an effective Hamil-
tonian in terms of the four states |α = 1〉〉 ≡ |α = 1,m1 = −1,m2 = −1〉〉,
|α = 2〉〉 ≡ |α = 2,m1 = −1,m2 = 0〉〉, |α = 3〉〉 ≡ |α = 3,m1 = 0,m2 = −1〉〉
and |α = 4〉〉 ≡ |α = 4,m1 = 0,m2 = 0〉〉. Using Salwen’s method, the effec-
tive matrix again decouples into two subspaces S1 = {|α = 1〉〉 , |α = 4〉〉} and
S2 = {|α = 2〉〉 , |α = 3〉〉}. For φac = φac,1 = φac,2 and θ = 0, we get the
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following quasienergies for these subspaces,
α = b−
(
1
ω21
+
1
ω22
+
32η2α
(ω1 − ω2)2 +
1 + 16η2α
(ω1 + ω2)2
)
b3 +O(b5), α = 1, 2,
α = −b−
(
3
ω21
+
3
ω22
+
32η2α
(ω1 − ω2)2 +
3 + 16η2α + 32η
2
z
(ω1 + ω2)2
)
b3 +O(b5), α = 3, 4.
(5.103)
where η1 = η4 = (g1 − g2)/gx, η2 = η3 = (g1 + g2)/gx, ηz = gz/gx, b = gxφac.
The effective Hamiltonian thus reads,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jxxσ
x
1σ
x
2 + Jyyσ
y
1σ
y
2 , (5.104)
and the parameters of this Hamiltonian to third order in b are,
δω1 =
b2
4
(
2
ω1
+
1
ω1 − ω2 +
1
ω1 + ω2
)
− 2b3(η1 − η2)ηz
(
1
ω1 − ω2 +
1
ω1 + ω2
)
,
δω2 =
b2
4
(
2
ω2
− 1
ω1 − ω2 +
1
ω1 + ω2
)
− 2b3(η1 + η2)ηz
(
1
ω1 − ω2 +
1
ω1 + ω2
)
,
Jxx = b+ b
3
(
2η2z − η21
(ω1 − ω2)2 +
2ηz − η22
(ω1 + ω2)2
)
,
Jyy = b
3
(
η21
(ω1 − ω2)2 +
1
2ω1ω2
− η
2
2
(ω1 − ω2)2
)
.
(5.105)
The effective Hamiltonian (5.104) differs from the Hamiltonian (5.101), that
was based on the rotating wave approximation, in two aspects: it contains
frequency shifts on the qubits and interaction terms of third order (and higher).
For θ = 0, we can eliminate the σy1σ
y
2 interaction by assuming a slight difference
in the driving amplitudes, i.e. by choosing φac,1 = φac and φac,2 = φac + δφac.
To linear order in δφac, the strength of the σ
y
1σ
y
2 interaction is then given by,
Jyy = Jyy|δφac=0 +Dyδφac ≡ 0,
Dy =
gx
2
(
1 +
3b2
2ω1ω2
+
6b2η2z
(ω1 − ω2)2 +
6b2(ηz2 − η22)
(ω1 + ω2)2
)
≈ gx/2,
(5.106)
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where Jyy|δφac=0 is given in Eq. (5.105). Hence for an amplitude mismatch of
δφac ≈ 2Jyy/gx, the yy-interaction is suppressed leading to Jyy = 0.
5.5 Summary
In this chapter, we introduced a setting for analog implementation of a com-
plete set of spin-spin interactions in coupled transmon circuits. To this end, we
employed the time independent formalism of periodically and quasi-periodically
quantum systems in a composite Hilbert space. The time-dependent system
can therefore be written in a matrix form and the desired states which con-
tribute in a specific two-body interaction, appear as the low-energy manifold
of that matrix. We presented a generic procedure to derive an effective Hamil-
tonian in terms of the low-energy states and proved that this Hamiltonian
indeed describes the low-energy behaviour of the original quantum system in
the rotating frame of the qubits. We discussed several single-mode and bi-
modal schemes to realize different spin-spin interactions in transmon circuits
with driven qubits and driven nonlinear coupling.
In the next chapter, we show that the modulation schemes can be employed
to simulate the Kitaev honeycomb model with superconducting circuits.
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honeycomb lattice model
In this chapter, we use the engineered spin-spin couplings introduced in Chap.
5 to implement the Kitaev honeycomb model [155] with superconducting cir-
cuits. This model is a frustrated spin model with two-body interactions which
exhibits rich topological properties. For a specific parameter regime, it behaves
as a toric code and gives rise to abelian anyons. There is another parameter
regime for which the model is gapless. In this regime, the excitations are non-
abelian anyons and the model also supports Majorana zero-mode fermions [156]
binding to vortices on the lattice [157]. In this chapter, we first give an intro-
duction to the honeycomb model in Sec. 6.1 and then present our approach to
implement it with superconducting circuit using two driving schemes, namely
driven qubit and driven coupling schemes.
6.1 Kitaev Honeycomb lattice model
In the Kitaev honeycomb lattice model [155], the degrees of freedom are spins
living on the vertices of a honeycomb lattice, see Fig. 6.1. Each spin is coupled
to its three nearest neighbors through three different types of interactions σxσx,
σyσy and σzσz. These interactions are shown as color coded links in Fig. 6.1.
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1
2
3
4
5
6
p zz
xx
yy
Figure 6.1: The Kitaev honeycomb lattice model. Spins sitting on the vertices
of a honeycomb lattice constitute the degrees of freedom of the model. Each
spin interacts via 3 different color coded interactions xx, yy and zz with nearest
neighbors. The spins of a plaquette p are labelled from 1 to 6.
The Hamiltonian of the model reads,
H = −Jxx
∑
blue links
σxi σ
x
j − Jyy
∑
green links
σyi σ
y
j − Jzz
∑
pink links
σzi σ
z
j . (6.1)
For each honeycomb cell, one can define a plaquette operator, see Fig. 6.1,
Wp ≡ σz1σx2σy3σz4σx5σy6 . (6.2)
These operators square to the identity and their corresponding eigenvalues
read,
wp = ±1. (6.3)
The eigenvalue wp = −1 is associated to a vortex on the plaquette p. We
note that plaquette operators commute with each other and also with the
Hamiltonian (6.1) which means that they are constants of motion.
[Wp,Wp′ ] = 0 for all p and p
′,
[H,Wp] = 0 for all p.
(6.4)
The plaquette operators share a set of joint eigenstates and the set of eigen-
values {wp} separates the Hilbert space of the model into individual sectors.
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On a sufficiently large honeycomb lattice with N spins, there are N/2 pla-
quettes. The 2N -dimensional Hilbert space thus decomposed into 2N/2 sectors
associated to the eigenvalues and each sector has a dimension of 2N/2. In other
words, each plaquette has one degree of freedom which is not captured by Wp.
Since Wp are conserved quantities, the Hamiltonian does not mix these sec-
tors, and the physics of the model can be studied on each sector individually.
This greatly simplifies the analysis of the model and in particular, due to a
theorem by Lieb [158], we know that the ground state of the model resides in
the no-vortex sector, i.e. wp = +1 for all p.
In the original treatment by Kitaev [118, 155], each spin is represented
by two fermionic modes, which introduce artificial (non-physical) degrees of
freedom in the model. The fermionic modes are then further decomposed
into four Majorana particles, in terms of which the problem can be solved
analytically. There is however a simpler and more accessible approach outlined
by Chen and Nussinov [159], in which they first map the Hamiltonian to a
fermionic model via the Jordan-Wigner transformation [91]. The fermionic
model is then written in terms of Majorana particles and subsequently recast
to the following Hamiltonian by re-grouping Majoranas and defining a new
fermionic mode,
H =
∑[
qd
†
qdq + i
∆q
2
(
d†qd
†
−q + H.c.
)]
, (6.5)
where,
q = 2Jz − 2Jx cos qx − 2Jy cos qy,
∆q = 2Jx sin qx + 2Jy sin qy.
(6.6)
Eq. (6.5) describes the Hamiltonian of a p-wave Fermi superfluid with site-
dependent chemical potential. It is known that by Bogliubov transformation
the Hamiltonian can be diagonalized to derive the dispersion relation,
Eq =
√
2q + ∆
2
q. (6.7)
This relation exhibits gapped and gapless phases. The border of the two phases
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is defined by Eq = 0 and this leads to following conditions on the interaction
strengths for the gapless phase,
|Jxx| ≤ |Jyy|+ |Jzz|,
|Jyy| ≤ |Jxx|+ |Jzz|,
|Jzz| ≤ |Jxx|+ |Jyy|.
(6.8)
The gapped phase is then realized if the magnitude of any of the Jα(α =
xx, yy, zz) is larger than the sum of the other two. This regime is called the
phase A of the model. In this phase, it is possible to make an exact mapping
between the zero-fermion sector of the honeycomb model and the toric code
[155]. Hence, in analogy to the toric code, the same abelian anyonic excitations
are expected to exist in the honeycomb model in the gapped phase as well.
To explore these excitations, let us consider an operator σza acting on a spin
a in the ground state of the model as shown in Fig. 6.2. This spin is shared
by three plaquettes. While the spin operator commutes with the plaquette
operator Wp of one of the neighboring cells (p4 in the figure), it anti-commutes
with the other two (p1 and p2). As a result, the eigenvalue of Wp for those
two plaquettes become −1, which is associated to the existence of vortices or
anyons on them. Likewise σxa creates vortices on p2 and p4 and σ
y
a generates
two vortices on p1 and p4. A vortex on a plaquette can be annihilated by
creating a second vortex on that plaquette. For example, starting from the
ground state, if one first acts with σxa and then with σ
y
b on two adjacent spins
a and b as shown in Fig. 6.2, two vortices are first created on p2 and p4 due
to σxa , while the σ
y operator produces vortices on p2 and p3. Therefore the
result of the composite operator σxaσ
y
b is to generate excitations on p1 and p4.
In this way, by combining spin operators one could move the vortices around
the lattice.
The gapless phase of the model is realized when the conditions (6.8) are
met. Based on an analogy with p + ip superfluids, Kitaev argues that the
excitations in this phase are non-abelian anyons. As opposed to abelian anyons
of the gapped phase, non-abelian anyons are useful for topological quantum
computation. However, for this purpose one needs to open a gap in this regime,
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p1 p2
p3
p4
a
b
Figure 6.2: A piece of honeycomb lattice with four cells. By applying σz to
spin a, two vortices are created on p1 and p2. Applying σ
x to spin a and to
spin b, creates two vortices on cells p3 and p4.
which is feasible through the application of a magnetic field.
We now turn to the discussion of the implementations of the model in
superconducting circuits [160]. In our implementations, transmon qubits form
the spin degrees of freedom and we use two driven schemes to realize the
couplings as discussed in Chap. 5.
6.2 Implementation based on driven qubits
In an implementation based on driven qubit scheme, the xx and yy couplings
are realized through fixed capacitive couplings as discussed in Sec. 5.3.2. The
zz coupling is realized using an undriven dc-SQUID which can be tuned via
the dc flux through it to adjust the coupling strength, see Sec. 5.4.1 and Fig.
6.3. As we discussed in Chap. 5, the xx and yy couplings are second-order
while the zz coupling is fourth-order in the interaction strength. Therefore to
ensure that the first-order couplings 1 are ineffective, we assume that each of
the two nearest neighbors are detuned by several GHz with respect to each
other 2. This large detuning is shown by two different colors (red and blue)
1Remember that to the first order the capacitive coupling has the form σyσy and the
SQUID coupling is of the inductive form σxσx.
2Note that in Chap. 5, we made the same assumption that the two-qubits are detuned
with respect to each other.
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for the qubits in Figs. 6.1 and 6.3. Furthermore, to suppress next-nearest
interactions, we still need to slightly detune next-nearest neighbor qubits (two
red or blue qubits which share a common neighbor).
In this scheme, a typical qubit i of the lattice is modulated via a longitudinal
drive Wi(t)σ
z
i . To define the form of Wi(t), let us first consider two neighboring
qubits i and j building a xx or yy link. Based on the discussion in Sec. 5.3.2,
to engineer these interactions both frequencies ωi ± ωj are needed. For two
coupled qubits, a xx or yy interaction can be obtained by driving one qubit at
the sum and the other at the difference of the two transition frequencies. For
example, we choose,
Wi = bij cos
[
(ωi + ωj)t
]
, Wj = bji cos
[
(ωi − ωj)t
]
, (6.9)
where bij is the amplitude of the drive applied to qubit i to engineer the
interaction with qubit j and bji is the amplitude of the drive applied to qubit
j to engineer the interaction with qubit i. We also discussed in Sec. 5.3.2 that
in order to implement a pure xx interaction the amplitudes should meet the
following relation,
bji
ωi − ωj =
bij
ωi + ωj
. (6.10)
On the other hand, for a pure yy coupling it is needed that,
bji
ωi − ωj = −
bij
ωi + ωj
. (6.11)
Since in the honeycomb model each qubit should build both xx and yy in-
teractions with two neighbors (e.g. j and j′, see Fig. 6.3a) and we assume
that the neighbors have different transition frequencies, four different modu-
lation frequencies are required to generate both interactions. These frequency
components explicitly read,
ωi + ωj, ωi − ωj, ωi + ωj′ , ωi − ωj′ . (6.12)
To reduce the number of frequency components applied to a qubit, we can
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generalize the form (6.9) to two neighbors 3 and propose the following simplified
form of the drive applied to a qubit i, see Fig. 6.3a,
Wi = bij cos
[
(ωi + ωj)t
]
+ bij′ cos
[
(ωi − ωj′)t
]
. (6.13)
Here the first component of the drive at qubit i is responsible to generate an
interaction with qubit j and the second component builds an interaction with
qubit j′. Due to the assumed detunings between next-nearest neighbors j and
j′, the first (second) component does not affect the interaction between i and
j′ (j). Note that the proposed drive (6.13) is not symmetric with respect to
the neighbors of the qubit i, so we should define the positions of j and j′. As
the xx and yy links that connect qubits on a honeycomb lattice form a zigzag
line, we can identify j and j′ by left and right neighbors of qubit i. Here we
choose qubit j (j′) to be to the right (left) of qubit i. This convention means
that since j(j′) is to the right (left) of the qubit i, this qubit is modulated by
ωi + ωj(ωi − ωj′). One could equally choose the opposite convention, but it
is important to stick to a same convention when applying the drive (6.13) to
qubits. For example, in Fig. 6.3a the qubit i is the left of qubit j, so the drive
Wj applied to qubit j has a component proportional to cos
[
(ωj−ωi)t
]
, see Eq.
(6.13). On the other hand, the qubit i is to the right of j′, therefore according
to the convention, the applied drive Wj′ to qubit j
′ should have a component
cos
[
(ωj′ −ωi)t
]
. In this way, we make sure that each pair of qubits are driven
by both the difference and sum of their transition frequencies to implement a
xx or yy interaction, c.f. Eq. (6.9).
We now consider a four-qubit module of the honeycomb lattice which con-
sists of a transmon qubit and its three nearest neighbors as shown in Fig. 6.3b.
Through numerical simulations we verify that (1) the proposed drive will in-
deed generate the required interactions in the honeycomb lattice and (2) this
local drive does not have long-range effects i.e. locally engineered interactions
work to a good-approximation in a many body system. For this four-qubit
3A qubit has three neighbors but the third neighbor is on a zz link without modulation.
Here we are just concerned about xx and yy links.
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Figure 6.3: (a) Implementation of a honeycomb cell in quantum simulation
of the Kitaev model on a honeycomb lattice using driven qubit scheme. Each
qubit (e.g. i) is modulated by two frequency components: ωi + ωj where j is
the right neighbor and ωi−ωj′ where j′ is the left neighbor, see Eq. (6.13). (b)
A typical qubit and three adjacent neighbors used for numerical simulations.
module, we consider the following drives,
W1(t) = b12 cos(ω1 − ω2) + b13 cos(ω1 + ω3),
W2(t) = b21 cos(ω1 + ω2),
W3(t) = b31 cos(ω1 − ω3).
(6.14)
Note that we have neglected the modulating function W4(t) (with two compo-
nents) which is applied to qubit 4, and the second components of W2(t) and
W3(t), c.f. Eq. (6.13)
4. These fields are relevant for the other two neighbors
of qubits 2, 3 and 4 which are not shared by them. We assume that these
components are off-resonant with respect to the interaction within the con-
sidered module and hence ignore them. This is a valid assumption, since the
next-nearest neighbors are detuned with respect to each other, which makes
4Including these modes will substantially increase the dimension of the Floquet Hamil-
tonian in the extended space.
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sure that the off-resonant components do not cause a large deviation from the
expected behaviour. Nevertheless, a crude estimation of their effect could be
made by noting that the second frequency component of W1(t) (i.e. ω1 + ω3)
is off-resonant for the xx-link or zz-link interactions. In other words, the off-
resonant component is irrelevant for the implementation of those couplings.
Likewise the first component of W1(t) is off-resonant with the interaction be-
tween qubit 1 and 3 or 4 (yy and zz-links). The effect of the off-resonant fields
can easily be calculated in our simulation by turning them on and off. We
therefore expect that the effect of the components that we didn’t include in
Eq. (6.14) should be comparable to the effect of off-resonant component of
W1(t) on the xx coupling, etc.
Furthermore, the relations (6.10) and (6.11) require that the amplitudes of
the oscillating fields Wi(t) in Eq. (6.14) should satisfy,
b12
ω1 − ω2 =
b21
ω1 + ω2
,
b13
ω1 + ω3
= − b31
ω1 − ω3 . (6.15)
As an example, for the parameters of the module we choose ω1/(2pi) = 6.1
GHz, ω2/(2pi) = 9.6 GHz, ω3/(2pi) = 9.1 GHz and ω4/(2pi) = 9.9 GHz for
the transition frequencies of the four qubits, gc = 200 MHz for the capacitive
couplings, gx = −200 MHz and gz = −10 MHz for the zz coupling of the
SQUID. For the coefficients bij in Eq. (6.14), we assume b12 = 213.3 MHz,
b21 = −48 MHz, b13 = −41.7 MHz and b31 = 204.1 MHz. The Floquet matrix
of this minimal circuit has four individual frequency modes with four qubit
degrees of freedom. For numerical calculations with the Floquet matrix and
the derivation of an effective Hamiltonian, we truncate the infinite space of the
drive to 9 photonic states (n = −4 to n = 4). The effective Hamiltonian of
this system takes the form,
Heff =
4∑
j=1
δωjσ
z
j + Jxxσ
x
1σ
x
3 + Jyyσ
y
1σ
y
2 + Jzzσ
z
1σ
z
4, (6.16)
with coupling strengths Jxx = 5.21 MHz, Jyy = −5.20 MHz, Jzz = −9.9 MHz
and frequency shifts δω1 = −13.41 MHz, δω2 = 6.77 MHz, δω3 = 7.38 MHz
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Parameters (MHz)
Coupling δω1 Jxx Jyy Jzz
All on −13.41 5.21 −5.20 −9.9
Qubit 1 and 2 −4.41 5.44 0 0
Qubit 1 and 3 −5.10 0 −5.34 0
Qubit 1 and 4 −4.00 0 0 −10
Table 6.1: The coefficients of effective Hamiltonian for driving amplitudes
b12 = 213.3MHz, b21 = −48MHz, b13 = −41.7MHz and b31 = 204.1MHz.
In second through the fourth row just one of the couplings turned on. The
parameters of the undriven Hamiltonian are gc = −gx = 200MHz and gz =
−10MHz.
and δω4 = −6.96 MHz. Tab. 6.1 shows the effective interaction parameters
and frequency shift for qubit 1 for this case. In the table, we have also shown
the relevant interaction strengths and frequency shifts when just one of the
couplings is turned on and the two others are turned off. The aggregate con-
tributions of the individual two-body couplings deviate from the parameters
calculated for the four-body module by 1% ∼ 1MHz in the frequency shift and
by almost 4% in the coupling strengths.
In Fig. 6.4, the lowest 100 quasienergies of the fast space of the four-
body Floquet matrix and their maximum coupling element (in the scattering
matrix T , i.e. tmax) to the dynamical (slow) space are shown for two cases that
result in almost the same effective couplings: one with weaker couplings in the
undriven lattice and stronger drive and a second in the opposite limit. For
both cases a gap of 300MHz exist between the slow space at zero energy and
high energy states and the ratio tmax/ is ∼ 0.05 which validates the adiabatic
elimination and the effective Hamiltonian Heff .
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Figure 6.4: Validity of adiabatic elimination in an implementation based on
the driven qubit schemes. The maximum coupling element tmax between the
slow space and the lowest states of the fast space of the driven four-body circuit
is shown as a function of quasienergies  (of the fast space). Red (green) squares
show the data for weaker (stronger) couplings in the lattice with stronger
(weaker) modulation. Both cases have the same effective couplings ( ∼ 5.2
MHz for |Jxx| and |Jyy| and ∼ 10 MHz for |Jzz|) and an effective gap of
∼ 300 MHz. Parameters b12 = 213.3(177.7) MHz, b21 = −48(−40) MHz,
b13 = −41.7(−34) MHz and b31 = 204.1(166.2) MHz for data shown in red
(green). The parameters of the undriven Hamiltonian are gc = −gx = 200(250)
MHz and gz = −10 MHz.
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6.3 Implementation based on driven couplings
In the driven coupling scheme the xx and yy links are implemented by driven
SQUIDs (c.f. Sec. 5.4) and the zz link is implemented by an undriven SQUID,
see Fig. 6.5. The oscillating flux through the coupler SQUID between two
qubits i and j which form a xx or yy link is defined as,
φij(t) = pi + 2φij,1 cos ((ωi − ωj)t+ θij) + 2φij,2 cos ((ωi + ωj)t), (6.17)
where θij = 0(pi) for a xx(yy) link. Note that in contrast to the driven qubit
scheme, the qubits are not driven directly. Let us first comment on the tran-
sition frequency pattern of the qubits in this scheme. Note that as opposed
to the driven qubit scheme, here the xx and yy interactions are first order in
the coupling strength, which gives us more freedom to choose the frequency
pattern. It is possible to choose the same transition frequency pattern as for
the driven qubit scheme where each qubit is largely detuned with respect to
its neighbors. Alternatively, the transition frequencies of the qubits lying on
a zigzag line which is formed by xx and yy links can be chosen to be closer
to each other. The qubits on the zz links are still required to be sufficiently
detuned, as the zz interaction is fourth-order and there is a strong first-order
xx coupling associated with this coupler. We therefore explore two regimes of
qubit transition frequencies of a four-body circuit shown in Fig. 6.5b:
1. Large detuning regime. Here we choose the same transition frequencies
as in the driven qubit example: ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 9.6 GHz,
ω3/(2pi) = 9.1 GHz and ω4/(2pi) = 9.9 GHz.
2. Small detuning regime. We choose the following values for the transition
frequencies: ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 6.45 GHz and ω3/(2pi) =
6.55 GHz and ω4/(2pi) = 9.9 GHz.
For both regimes, we use the same coupling parameters. For the xx and yy
couplings, the parameters of the coupling SQUIDs read,
gx = −300MHz, gz = −10MHz, gi = gj = 150MHz, φij,1 = φij,2 = 0.1.
(6.18)
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Figure 6.5: (a) Implementation of the Kitaev model on a honeycomb lattice
in superconducting circuits based on driven coupling scheme (b) A typical
qubit and three nearest neighbors considered for numerical simulations.
For zz links the parameters read,
gx = −200MHz, gz = −10MHz. (6.19)
Through numerical simulation to perform adiabatic elimination using Salwen
method, we can verify that the effective Hamiltonian takes the same form as
Eq. (6.16). In the large detuning regime, we get the parameters Jxx = Jyy = 30
MHz and Jzz = 10 MHz in agreement with the RWA. For the opposite regime
of small detunings, the couplings read Jxx = 29.78 MHz, Jyy = 29.80 MHz,
Jzz = −9.8 MHz and δω1 = −14.85 MHz. To validate the adiabatic elimi-
nation, we have also calculated the maximum coupling strength between the
states that give rise to the effective Hamiltonian (i.e. the degenerate manifold
at zero energy) and the states with lowest energies in the fast space. The
result is shown in Fig. 6.6 and shows that there is an effective gap ∼ 400MHz
between the two fast and slow subspaces, while the coupling reaches a max-
imum of ∼ 40MHz. Therefore the derived Floquet Hamiltonian should be
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Figure 6.6: Validity of adiabatic elimination in an implementation based
on driven couplings. The maximum coupling element tmax between the slow
space and the lowest states of the fast space of the driven four-body circuit
is shown as a function of quasienergies  (of the fast space). Red (green)
squares show the data for small (large) detuning regime of qubit transition
frequencies. Both cases have an effective coupling of ∼ 30 MHz and an effective
gap of ∼ 400 MHz. For the large detuning regime the couplings are well
approximated by RWA. Parameters: ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 6.45
GHz and ω3/(2pi) = 6.55 GHz and ω4/(2pi) = 9.9 GHz for green data and
ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 9.6 GHz, ω3/(2pi) = 9.1 GHz and ω4/(2pi) = 9.9
GHz for red data.
well-approximated by the derived effective Hamiltonian.
6.4 Discussion and outlook
In this section, we make an overview of the results and give an outlook towards
further advances.
We discussed that, in an implementation of the honeycomb model based
on qubit driven schemes, each qubit is driven by a bimodal drive. This drive is
designed such that one of the components contributes to build up an xx inter-
action with one neighbor, while the second component contributes to generate
a yy interaction with another neighbor. Based on our discussion in Chap. 5,
an implementation of a xx or yy interaction requires modulations by both the
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sum and the difference of the transition frequencies. Our modulation scheme
here is based on the fact that it is possible to modulate each of the qubits
forming xx or yy interaction by one of these frequencies. In this scheme, these
interactions are constructed through second-order processes and the interac-
tion strengths in our numerical example reach |Jxx| ∼ |Jyy| ∼ 5MHz. For the
zz interaction which is implemented by an undriven SQUID, the interaction
strength is |Jzz| ∼ 10MHz. In the driven coupling scheme, xx and yy cou-
plings are implemented by SQUIDs which couple the qubits and are driven by
bimodal external fluxes at the sum and difference of the transition frequencies
of the corresponding qubits. The zz coupling is realized in the same way as
in driven qubit schemes. Here xx and yy are first-order in the modulation
strengths and we can reach |Jxx| ∼ |Jyy| ∼ 30MHz.
It is important to note that in both schemes Jxx, Jyy and Jzz can be tuned
independently. The first two are tuned via the modulation amplitudes and the
latter is modified by the dc flux of the coupling SQUID. Thus, in principle it
is feasible to explore both phases of the honeycomb model. We discussed in
Sec. 6.1 that the abelian phase is realized when |Jα| > |Jβ| + |Jγ|, α, β, γ ∈
{xx, yy, zz}. In this phase the model can be mapped onto the toric code
model. Let us consider |Jzz|  |Jxx|, |Jyy| and Jzz > 0. In this regime,
it is energetically favourable for two spins that form a z-link to be aligned.
Therefore there are two spin configurations that participate in the low energy
sector of the model which can be described by one effective spin,
|↑↑〉 → |↑〉 , |↓↓〉 → |↓〉 . (6.20)
In terms of these effective spins z-links can be replaced by spins and the hon-
eycomb lattice turns to a square lattice which hosts the toric code. We would
then anticipate that our adiabatic approach for ground state preparation in
the toric code can be applied to the honeycomb model as well. The prepara-
tion of the ground state in the honeycomb model can be verified by measuring
plaquette operators Wp defined in Eq. (6.2). The outcome of the measurement
should be +1 for all honeycomb cells. Note that the toric code is a pertur-
bative limit of the honeycomb model, namely it appears in the fourth-order
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of a perturbative expansion. In reference [161], different lattice sizes for the
honeycomb model are considered. Although even a small lattice Hamiltonian
as well. Kells et al.[161] finds that the smallest finite-size lattice to produce
the toric code without lower order terms has 36 spins. In the abelian phase,
one can also manipulate vortices as described in Sec. 6.1 or perform quantum
error correction [179].
Using our proposed circuits, one can also investigate the non-abelian phase
of the model. Compared to the abelian phase, the topological properties of this
gapless phase is less explored [162]. Kitaev shows that applying a magnetic
field of the form,
HB =
∑
j
hxσ
x
j + hyσ
y
j + hzσ
z
j , (6.21)
opens a gap in this phase. In our implementations, it should be achievable
to implement this Hamiltonian by incorporating resonant modulations of the
qubits, in addition to the modulation forms we discussed throughout this chap-
ter to realize the couplings.
6.5 Summary
In this chapter, we introduced the Kitaev’s honeycomb lattice model and dis-
cussed two implementations of this model. Our implementations are based on
the engineered spin-spin interactions considered in Chap. 5. In the first im-
plementation, we relied on driven qubit schemes while in the second proposal,
we used driven couplings. For both architectures, we numerically calculated
the low-energy effective Hamiltonian of a four-body segment of the lattice and
showed that the low-energy physics should be described by the honeycomb
model.
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Conclusions and future directions
In this thesis, we explored a number of possibilities of employing engineered
single and multi-mode microwave driving in analog quantum simulation of
few and many body quantum systems with superconducting circuits. To lay
the foundations of the discussions in the later chapter, we first presented an
introduction to superconducting quantum circuits and quantum simulation in
chapters 2 and 3. In chapter 2, we discussed the physics of superconducting
circuits, their applicability as qubits for quantum information processing and
the Hamiltonian description of such systems. In chapter 3, we described ana-
log and digital quantum simulation and gave a brief review of recent theoretical
and experimental advances in the field of quantum simulation with supercon-
ducting circuits. The results we demonstrated in the subsequent chapters can
be summarized as follows,
1. An analog quantum simulation of the Kitaev toric code and honeycomb
lattice models, discussed in chapter 4.
2. A toolbox for generating arbitrary spin-spin interactions in coupled trans-
mon circuits with linear and nonlinear couplings, which was the subject
of chapter 5.
In chapter 4, we introduced a transmon-based superconducting circuit for
an analog quantum simulation of the toric code. This model is defined on
a two-dimensional lattice with four-body star and plaquette interactions and
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features topological order. To directly generate these interactions, the main
idea we applied here was to introduce a driven ancilla degree of freedom which
mediates interactions between four qubits that form a star or plaquette term,
but yet it remains in its ground state. This dynamical ancilla is implemented
in our architecture by a dc-SQUID, which is threaded by a suitable external
oscillating flux which consists of eight frequency components. We showed that
the toric code Hamiltonian is the effective Hamiltonian of the lattice in the
rotating frame of the qubits. Since the model is realized in a rotating frame, the
topologically-ordered ground state manifold of the model is not prepared in the
cryogenic enviroment of the circuit. For this reason, we proposed an adiabatic
approach for the ground state preparation. We examined a minimal eight-
qubit model, which is accessible for state-of-the-art superconducting circuit
technology. In particular, superconducting circuits allow for realizing periodic
boundary conditions, a feature that is not easily available in other platforms
but crucial for exploring topological order. We thus expect our work to open
up a realistic path towards an experimental investigation of this intriguing
area of quantum many-body physics. Our scheme is highly versatile and not
restricted to implementations of the toric code only. Several directions for
generalizations appear very intriguing at this stage:
Toric code with perturbations In our proposal, the goal was to deliver
a neat realization of the toric code Hamiltonian. Nonetheless, it is pretty
straight-forward in our designed circuit to add several types of perturbations
to the toric code Hamiltonian. For example by tuning the time-independent
flux bias of the coupling SQUIDs away from the operating point for the toric
code, one can generate additional two-body interactions of the form σzσz be-
tween neighboring qubits. It should then be possible to study the topological
properties in the presence of several perturbations or local defects.
Z2 topological order at finite temperatures It is known that the de-
generate ground state manifold of the toric code is not protected at finite
temperatures [163, 164]. This effect is related to the generation and propaga-
tion of anyons due to dissipative processes. This fact can also be confirmed
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by noting that the fidelity of our adiabatic preparation reduces to low values
for long preparation times. Therefore a future direction to investigate would
be to extend our proposal to finite temperatures [168, 169] and to stabilize the
topological protection at finite temperatures [166, 167].
Quantum simulation of LGT Quantum simulation of Lattice Gauge The-
ories (LGT) have been the subject of intensive studies in recent years, namely
in the ultracold atoms [170, 171], trapped ions [172, 173] and superconduct-
ing circuits [101, 102] communities. The toric code itself is an example of a
Z2 LGT, which is a certain limit of U(1) LGT (lattice QED) in the absence
of fermions. The multi-body interactions that lie at the heart of our ana-
log simulator, indeed appear in almost all LGTs. Our approach to generate
four-body interactions is then useful for quantum simulation of other LGTs.
For example, one-dimensional U(1) lattice QED comprises three-body inter-
actions. It should in principle be easier to implement than the toric code!
A two-dimensional U(1) lattice QED (with fermions) poses more challenges,
since in addition to the spin degrees of freedom present in the toric code (gauge
bosons), one should include additional degrees of freedom at the vertices of the
lattice representing the fermionic field in quantum electrodynamics. The ulti-
mate goal of quantum simulators is of course the celebrated QCD (quantum
chromodynamics) [174].
Quantum anealing The quest for multi-body interactions is not only moti-
vated by the quantum simulation of condensed matter and many-body models
like LGTs or topological models of the toric code family (e.g. Wen models), but
it proves vital for quantum information applications like quantum annealing.
In a proposal by Lechner et al [175] the non-local Hamiltonian of the quantum
annealing problem is mapped to a local Hamiltonian at the cost of additional
four-body constraints. For an implementation in superconducting circuits, an
easy way to generate these constraints would then be appealing [176, 177].
In chapter 5, we presented our results for engineering single-mode and
bimodal driven superconducting circuits to generate arbitrary spin-spin inter-
actions using the framework of Floquet theory. Here the aim was to propose a
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unified theory and toolbox that could be easily generalized to a variety of sys-
tems and driving schemes. For this purpose, we found the time-independent
formalism of the Floquet theory an expedient setting to build desired effec-
tive interactions. Specifically, in our Floquet engineering approach, we work
in the resonant regime which is generally more difficult to handle in the time
domain. Floquet engineering typically relies on a perturbation theory in the
parameter “drive amplitude/detuning”, which leads to divergences in resonant
cases. Therefore one needs to remove resonance terms (e.g. by moving to a
rotating frame) before applying the perturbation theory in the time-domain.
In contrast, the resonantly coupled states constitute a low energy manifold in
our Floquet engineering approach. This manifold is the basis for an effective
Hamiltonian, which we derived using of the Salwen’s perturbation theory [152].
Compared to Van Vlack theory which requires finding an operator that block-
diagonalizes the Hamiltonian, our approach based on Salwen theory depends
on energies that can be determined in a self-consistent manner and therefore
it is easier to go to higher orders of the perturbation. While time-dependent
treatments could lead to more compact forms of an effective Hamiltonian than
approaches in the composite space like ours, the latter prove more apt for
numerical approaches to Floquet engineering. In our work, we applied this
toolbox to two types of systems: linearly coupled transmon qubits with the
drives applied to the qubits and nonlinearly coupled qubits with driven cou-
pling. Our schemes can also be applied to superconducting architectures with
other types of qubits. In particular, the following generalizations could lead to
advances in the field of quantum simulation with superconducting circuits,
Floquet engineering of three-body interactions Our setup can be gen-
eralized in the first place to three spin interactions. For example we envisage
that coupling three transmon capacitively and driving one of the qubits at a
frequency that equals the sum of all transition frequencies, leads to a three-
qubit squeezing interaction. The three-body interactions are interesting for a
number of condensed matter models [178]. More generally, a three-body in-
teraction can provide a base for an analog-digital quantum simulation, where
in addition to one and two-body terms, one is also armed with bigger blocks
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with three-body terms to start a digital quantum simulation with.
Floquet engineering of Liouvillians A second direction to investigate
is Floquet engineering in periodically driven-dissipative systems based on our
approach. In a periodically driven superconducting circuit, one can incorporate
a fast-decaying ancilla through a coupling to a strongly dissipative channel.
The Liouvillian superoperator of such a system can then be represented in
a composite extended space Lc = H ⊗H ⊗ T , where as usual H is the
Hilbert space of the system and T is the Fourier space of periodic functions.
An effective Liouvillian can be defined in the slow decaying and low energy
subspace. It should be possible to engineer the jump operators of the effective
Liouvillian through designing appropriate driving protocols.
Based on the results of chapter 5, we introduced two architectures for analog
quantum simulator of the Kitaev honeycomb model in chapter 6, namely an
architecture based on driven qubit schemes and a second architecture based
on driven coupling schemes. This work can be pushed forward by considering
an adiabatic approach for preparation of the vortex-free ground state of the
model. As opposed to the toric code, the honeycomb model is a frustrated spin
model, and as a result ground state preparation via an adiabatic sweep from a
reference state can be more involved than for the toric code. Implementation
of quantum error correction in this model [179] can be the subject of another
research project in this direction.
In conclusion, our work has shown the great potential of engineered mi-
crowave driving in quantum simulation and quantum information and we hope
that this opens up new avenues with this regard.
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Expressions for Schrieffer-Wolff
transformation
For the Hamiltonian (4.20) and generator (4.23), Schrieffer-Wolff transforma-
tion gives the followings expressions up to the fourth order,
[S,H] =
∑
j
EL(φq+;jφ+;j + φq−;jφ−;j)
− 4
∑
j
ECq;jpij(piS+;j + piS−;j)
−
∑
j
EL
2
∑
(φq+;j + φq−;j)2
+
∑
j
EJ cos(φext;j/2) sin(φ−;j)φq−;j,
(A.1)
[S, [S,H]] =
∑
j
EL
2
∑
(φq+;j + φq−;j)2
+ 2ECq;j(piS+;j + piS−;j)2
+
∑
j
EJ
2
cos(φext;j/2) cos(φ−;j)φ2q−;j,
(A.2)
[S, [S, [S,H]]] =
∑
j
EJ
4
cos(φext;j/2) sin(φ−;j)φ3q−;j, (A.3)
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[S, [S, [S, [S,H]]]] = −
∑
j
EJ
8
cos(φext;j/2) cos(φ−;j)φ4q−;j, (A.4)
with,
piS±;j ≡ piS±;m,n = pi±;n,m ± pi±;n−1,m + pi±;n,m−1 ± pi±;n−1,m−1. (A.5)
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Projection-operator approach to Salwen
perturbation theory
We here present a generalized approach to Salwen perturbation theory [152].
For an unperturbed Hamiltonian H0 on Hilbert spaceH with eigenstates and
eigenenergies |α〉 and (0)α , we assume that H = S ⊕ F in which S is a the
subspace of nearly degenerate eigenstates of H0 such that |α〉 ∈ S is separated
in energy from all other states |β〉 ∈ F with an energy gap, i.e.
|α − γ|  |β − γ|, (B.1)
for any |γ〉 ∈ S. We now consider a perturbation V to the Hamiltonian H0 and
write the Schro¨dinger equation for the perturbed Hamiltonian H = H0 +V as,
H |uα〉 = α |uα〉 , |α〉 ∈H , (B.2)
in which |uα〉 is the eigenstate corresponding to |α〉 with energy α. The goal
is to find an effective Hamiltonian Heff defined on S which has the same
eigenenergies α as H. To derive this effective description perturbatively, we
assume that the energy gap is larger than any coupling element 〈α|V |β〉 for
|α〉 , |β〉 ∈H . This means that the states in S maintain large overlap with S
after turning on the interaction. We define P and Q to be the projectors onto
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the two subspaces S and F respectively,
P =
∑
α∈S
|α〉 〈α| , Q =
∑
β∈F
|β〉 〈β| , (B.3)
where Q = 1 − P , P2 = P and Q2 = Q. By applying these projectors onto
Eq. (B.2) and using Q = 1−P , the Schro¨dinger equation can now be written
as two coupled equations,
PHP |uα〉+ PHQ |uα〉 = αP |uα〉 ,
QHP |uα〉+QHQ |uα〉 = αQ |uα〉 , |α〉 ∈ S.
(B.4)
We are just concerned with the perturbed eigenstates of S, so ||Q |uα〉 ||  1.
We can thus solve the second equation of (B.4) for Q |uα〉 to get,
Q |uα〉 = G(α)QV P |uα〉 , (B.5)
where we used PH0Q = QH0P = 0. G(α) = (α1 −QHQ)−1 is the Green’s
function of the interacting system projected onto the subspace F . We plug Eq.
(B.5) into Eq. (B.4) to get an equation which defines the effective Hamiltonian
for the subspace S,
PHP |uα〉+ PVQG(α)QV P |uα〉 = αP |uα〉 ≡ HeffP |uα〉 , (B.6)
with,
Heff (α) ≡ PHP + PVQG(α)QV P . (B.7)
One can now calculate G as a perturbative expansion in V ,
G(α) = GQ
∞∑
n=0
(V GQ)n, (B.8)
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where GQ(α) = Q(α1−H0)−1Q is the Green’s function of the non-interacting
system projected onto F ,
GQ(α) =
∑
|β〉∈F
|β〉 〈β|
α − (0)β
. (B.9)
The effective Hamiltonian now reads,
Heff (α) = P(H0 + T (α))P , (B.10)
where we have defined the scattering matrix T as,
T (α) = V
∞∑
n=0
(GQV )n. (B.11)
Note that the condition ||Q |uα〉 ||  1 indicates that | 〈β|Q|uα〉 | ≈ | 〈β|GQV |α〉 | 
1, so | 〈β|V |α〉 |  |β−α|, i.e. the coupling between the two subspaces should
be much smaller than the gap as stated earlier. The effective Schro¨dinger Eq.
(B.6) is a self-consistent equation as the effective Hamiltonian Heff depends
on the unknown energy α. To get the effective Hamiltonian to second order,
we can approximate α ≈ (0)α . For higher order corrections, one can solve for
the eigenenergies of Heff (
(0)
α ) and plug them back to Eq. (B.6) to continue
recursively. We however take an alternative approach and make a perturbative
ansatz for α as explained in the main text.
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