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ABSTRACT
BAYESIAN SAMPLE SIZE DETERMINATION
FOR SOME ANOVA DESIGNS
AND REGRESSIONS

Devi Chitra Lakshmanan, M.S.
Department of Mathematical Sciences/Division of Statistics
Northern Illinois University, 2015
Rama T. Lingham, Director
Sample size determination is an important tool in the design of experiments. Researchers
often need to choose an appropriate sample size to arrive at a precise and accurate conclusion.
Researchers prefer the Bayesian approach over the frequentist approach for sample size
determination because it allows for uncertainty about model parameters. In Bayesian sample size
determination, given an appropriate model and various sample sizes, data are simulated from the
model to learn how the resultant posteriors will behave for various sample sizes. Then, the
minimal sample size needed to achieve the results with pre-fixed accuracy is chosen. In this
thesis, two Bayesian sample size determination (BSSD) methods are discussed. They are the
posterior predictive probability approach and the Bayes factor approach. In the posterior
predictive probability approach, the goal is to find the minimum sample size needed to achieve a
predetermined large predictive probability that a hypothesis or model of interest is found to be
true, given that the hypothesis or the model is true, for a pre-fixed large proportion of simulated
data sets. In the Bayes factor approach, Bayes factor is computed to discriminate between two
hypotheses or models of interest for assumed simulated data sets from the models in question.
The minimum sample size needed for achieving a pre-fixed strength of model separation and a

pre-fixed confidence in such model separation is then recommended. In this thesis, several R
packages such as “Bayes Factor” and “MCMCpack” are used to find the sample size.
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CHAPTER 1
INTRODUCTION
The design of experiments is a well-planned and well-executed statistical study in which
the experimenter is interested in finding the effect of the response variable due to one or more
factors. Design of experiments is thus a discipline that has very broad application across all the
natural sciences and engineering. For the success of the experimental design, the following
steps should be followed:
i)

The objectives of the experiment should be well defined.

ii)

The experimental units should be randomized.

iii)

The experimental units should be obtained from the appropriate population.

iv)

An appropriate sample size should be chosen to arrive at a precise and accurate
conclusion.

Thus, sample size determination is a basic but crucial step in experimental design.
Sample size determination is the act of choosing the number of observations or replicates to
include in a statistical sample. Samples that are too large will be a waste of money, resources
and time. Samples that are too small will lead to inaccurate results. For example, in a trial for a
new drug for the treatment of a disease, choosing fewer subjects will likely not measure the
effect of the drug. On the other hand, choosing too many subjects is unethical as we may not be
respecting the faith of the subjects participating in the study. As Lenth [9] from the University of
Iowa explains,
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An under-sized study can be a waste of resources for not having the capability to
produce useful results, while an over-sized one uses more resources than are
necessary. In an experiment involving human or animal subjects, sample size is a
pivotal issue for ethical reasons. An under-sized experiment exposes the subjects
to potentially harmful treatments without advancing knowledge. In an over-sized
experiment, an unnecessary number of subjects are exposed to a potentially
harmful treatment, or are denied a potentially beneficial one. (p. 1)
Our task is to choose the smallest sample size that is sufficient to obtain final inference with final
precision and at the same time reduce the cost of the experiment. So, from the frequentist
viewpoint, sample size determination refers to the calculation of required sample size for
achieving some desired statistical assurance of confidence and strength.

1.1 Why Bayesian

There are several methods for sample size determination in both frequentist and Bayesian
paradigms. In the frequentist method, null and alternative hypotheses are specified for a
parameter of interest and then sample size is determined by controlling the size and the power.
The problem with these methods is that there is no room for uncertainty [20]. It is based on the
assumption that the estimate of the true unknown treatment effect does not change appreciably
over time, which is not the case in real life. In contrast, the Bayesian approach considers the
treatment effect to be a random variable having some distribution and updates the prior with the
data, obtaining a posterior distribution for inference. The interpretation of a credible interval for
the treatment effect seems more natural here than that of the traditional frequentist conﬁdence
interval. Bayesian method of sample size determination allows for uncertainty by treating the
parameter of interest as a random variable. Bayesian method uses a prior distribution from a
previous study or other sources to estimate the sample size for the future study. Bayesian sample

3

size determination is a form of pre-posterior analysis [19]. Since we are at sample size
determination stage, we haven’t collected the data yet. So, this analysis is done without the actual
data. But we could simulate data for a given model for given sample size. We could analyze the
resultant posterior to decide whether our choice of sample size gives the results with required
strength and confidence. If not, the process is continued with different sample sizes until we find
the appropriate sample size. In frequentist method, data is tested given the hypothesis, whereas in
Bayesian method, hypothesis is tested given the data. Bayesian sample size determination
methods are becoming more popular in clinical trials. There are various Bayesian methods in
sample size determination. The important approaches are sample size determination by using
predictive probability, sample size determination by using average power and sample size
determination using Bayes factor. All these methods are explained in detail in the following
sections. Alternative Bayesian approaches are average coverage, average length and worst
outcome [6]. Even though all these approaches involve computationally intensive simulations,
they are all feasible approaches.

1.2. Methodology
1.2.1 Predictive Probability Approach
In predictive probability approach, the goal is to find the minimal sample size needed to
give the high predetermined predictive probability. Simulation-based technique is used to
achieve this goal. Any SSD procedure depends on the model assumed for the data, the inference
of interest, and the measure of precision of inference.

Let us consider comparing

and θ2, θ1 being the parameter of interest of population 1

and θ2 being the parameter of interest of population 2. An example follows:
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Let y11,y12,.....

| θ1 be i.i.d that follows f1(.|1) and

Let y21,y22,.....

| θ2 be i.i.d that follow f2(.|2)

The two samples are independent of each other, and θ1 and θ2 are the parameters of interest of
the populations.
Let g (θ1, θ2) be a target parameter of interest. Our goal is to find the sample size
combination (n1, n2) that will lead us to make informed decisions about g (θ1, θ2).
Consider a hypothesis of interest H: g(θ1, θ2) ϵ A where A is a set such that the posterior
probability of H is positive. The set A controls the nature of the inference. For example,
be a proportion of all successes in the jth Bernoulli population, j = 1,2. Then, for g ( ,
−

and A = (−∞, 0), H becomes
We need (

,

<

could
)=

.

), the true values of parameter of interest, and to be such that H is true.

We could get these values from experts, based on historical data or values chosen by a
statistician to get the best results.
Since we are still in the planning stage, we do not have the actual data set, so we are
going to use Monte Carlo simulation. The results obtained from the Monte Carlo algorithm are
proven to be as accurate as the one obtained by the exact method [7].
Since we have not seen the actual data, we regard P[g( ,

)

|

,

as random

with a distribution that is induced by the “true” model for y1 and y2 . We want a sample size
combination (n1, n2) that guarantees high predictive probability p1, say 0.95, of achieving our
goal, namely:
P {P [g( ,

)

|

,

≥

|(

,

)} ≥p2

(1)
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for some

, say 0.90. So, the data we collect for the given sample size will have 90% accuracy

and 95% reliability that H is detected as true, when it is indeed true [3].

Steps Involved in Getting Sample Size Adequacy
1. The first step is to simulate j = 1,2,....s data sets with sample sizes (n1, n2) from the
sampling model with θ1 =

and θ2 =

, where

and

are the true values of

and

, as

described above.
2. For each data set j, sample from the posterior distribution to get (

,

), k = 1,2, ….m.

The posterior probability of the effect measure being in A is numerically approximated as
1/! ∑'( #$ [&(

,

)] for the jth data set [3].

In this thesis, when using the package R2Winbugs [18], MCMC is run for 5,500 iterations
and the ﬁrst 500 iterations are discarded as burn-in.
3. The sample size adequacy (SSA) can be calculated by the equation[3]:
SSA = 1/) ∑,( #(*

{1/! ∑'( #$ [&(

+

,

)}

(2)

The sample size adequacy is the proportion of simulated data sets for which the posterior
probability exceeds

. We pick the smallest sample size such that SSA in (2) exceeds p2, thus

satisfying equation (1), at least approximately.
1.2.2 Average Power Approach
Often, it is not easy to choose (

,

), the true values of the parameters. Hence, we have

an alternative approach called average power. In this approach, two priors are used. They are the
sampling prior,

∗

, and the fitting prior, p. A prior that is used to fit a model to (simulated) data

is called a fitting prior [21]. The fitting prior may be non-informative and may even be improper
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but is chosen so that it results in a proper posterior distribution. In this thesis, rough guess value,
(

,

), is assumed to be available, though it is not the true value. Then, independent uniform
/01

distributions are put on

alternative posteriors ( ,

to yield the sampling prior

| ,

distributions for the data 45 ,

) and p∗ ( ,
6/01 4∗ 5 ,

| ,

∗ [19

. The priors

/01

∗

lead to

) and alternative marginal

6.

The average power formula is given by [3]:
Average Power =8∗ 9:;&5 ,
=∫ :;&5 ,

6∈ < ,

6

< ,

=>

=f*(y1, y2) dy1 dy2

The Monte-Carlo algorithm for calculating average power is similar to that for calculating a
predictive probability [3]:
1. Generate s values of 5 ,

6 using the sampling prior p∗ .

2. For each of the values of 5 ,

6 obtained in step 1, generate a (y1, y2) using the

sampling models of the data.
3. For each of the values of (y1, y2) in step 2, run an MCMC to approximately evaluate
:;&5 ,

6∈ < ,

=.

4. Average power is the average of the s posterior probabilities obtained in step 3.
1.3. Sample Size Determination Using Bayes Factor
1.3.1 Introduction to Bayes Factor
One limitation of the method in Section 1.2.1 is that :(&( ,

)

|1/A/) > 0 for every

data set such that H is true. So, it is not going to work for a hypothesis like H:
joint posterior of ( ,

=

if the

) is a continuous distribution. In frequentist method, p-values from t-test
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and F-test are used as evidence to favor one theory and to disfavor other theories. Since these
methods have ready-to-use formulas and algorithms, it was preferred by scientists earlier. This
method has some drawbacks. One drawback is that p-value is defined as the probability of
obtaining the test statistic value that is as extreme as the one actually observed under the
assumption that the null hypothesis is true. Here, we are assuming that the null hypothesis is true.
“Since the p-value is a statement about data when the null is true, it cannot be a statement about
the data when the null is not true” [2]. As sample sizes get larger, frequentist significance test
most likely will give the inference of rejecting the null hypothesis. This result is desirable when
indeed the null is false. When the null hypothesis is indeed true, p-values are uniformly
distributed between 0 and 1, regardless of the sample size. So, it is not possible to gain evidence
for null, no matter how big the sample size is. This proves the fact that the significance tests are
designed to reject the null hypothesis and never accept it [17]. The inferences drawn using pvalues do not have final precision and have the aforementioned logical flaws. Scientists therefore
use Bayes factor as a more scientifically appealing method.
Introduced by Harold Jeffreys, Bayes factor is a Bayesian alternative to frequentist
hypothesis testing that is most often used for the comparison of multiple models by hypothesis
testing, usually to determine which model better fits the data. Bayes factor is the posterior odds
of one hypothesis when the prior probabilities of the two hypotheses are equal [8]. The Bayes
factor has a natural and straightforward interpretation based on reasonable assumptions and has
better properties than other methods of inference [17].
Bayes factor has some drawbacks too. This method needs priors to be specified for all
unknown parameters in the model and hence the need for complex multi-dimensional integrals.
There was no ready-to-use formula and the computation was not built into any commonly used
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software. Thanks to Richard D. Morey and Jeffrey N. Rouder, now we have an R package
“Bayes Factor” [13]. With this package, computing Bayes factor is straightforward for many
models. The “Bayes Factor package is a suite of functions for computing various Bayes factors
for simple designs, including the one- and two-sample designs, one-way designs, general
ANOVA designs, and linear regression” [13, p. 1].
1.3.2 Definition of Bayes Factor
Suppose we have two competing models or hypotheses, M0 and M1, for some data D.
Model M0 has probability density function p(D|M0).
Model M1 has probability density function p(D|M1).
Given prior probabilities p(M0) and p(M1) = 1 – p(M0), from Bayes theorem,

P(Mk|D) =

*5C <D 6*(EF )

*5C <DG 6*(EH )I*5C <D 6*(E )

, k = 0, 1.

where p(D|Mk) = ∫ p(D|θk, Mk) p(θk|Mk) dθk

(4)

(5)

Here, θk is the parameter under Mk, p(θk|Mk) is its prior density.
A prior probability distribution or a prior of an uncertain parameter(s) is a probability
distribution that expresses uncertainty about the parameter(s) before the data are taken into
account. p(D|θk,Mk) is the probability density of D given the value of θk or the likelihood
function of θ. θk may also be a vector.
*(EH |O)
*(E |O)

=

*5C <DG 6*(EH )
*5C <D 6*(E )

(6)
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Make the transformation B01 =

*(O|EH )

(7)

*(O|E )

Now, (6) becomes
*(EH |O)
*(E |O)

where

*(EH |O)
*(E |O)

*(E )

= B01 *(EH )

[16]

is the posterior odds of M0 and

(8)
*(EH )

*(E )

is the prior odds of M0.

Hence Bayes factor for M0 against M1 is given by
P(QH |R)
P(Q |R)
P(QH )
P(Q )

B01 =

(9)

In other words, B01 =

*S,TUVWSV SXX,
*VWSV SXX,

[8].

(10)

The prior odds describe the beliefs about the models before observing the data. The
Bayes factor gives the evidence from the data to change beliefs [16]. Hence, Bayes factor is the
summary of the evidence provided by a data for a statistical model, as opposed to another.
1.3.3 Interpreting Bayes Factor
Recall from equation (10):

B01 =

*S,TUVWSV SXX,
*VWSV SXX,

Log (B01) = log(

*S,TUVWSV SXX,
*VWSV SXX,

)

= log(posterior odds) – log(prior odds)
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Hence, the logarithm of the Bayes factor would measure how much the data would
change the support for the hypothesis. Kass and Raftery [8] explain that “the logarithm of the
marginal probability of the data may also be viewed as a predictive score. This is of interest,
because it leads to an interpretation of the Bayes factor that does not depend on viewing one of
the models as ‘trueʼ” (p. 6). In other words, Bayes factor can be viewed as measuring the relative
success of M0 and M1 at predicting the data. The logarithm of the Bayes factor (BF) is preferred
for drawing inferences because it is more stable when BF is very small or very large.
Since weighing evidence for a null hypothesis is more familiar, Table 1 calibrates and
interprets B01 on the log scale. But a Bayes factor can equally well provide evidence against the
null hypothesis [8].

Table 1
Bayes Factor Interpretation
Loge(B01)
0 to 1

Evidence against M1
Not worth more than a bare mention

1 to 3
3 to 5
>5

Positive
Strong
Very Strong

Many other authors have given different interpretations of Bayes factor. Some authors
even accept loge(B01) of 1 as strong evidence for the null hypothesis. It depends on the context
where Bayes factor is applied for inference. Consider the following criminal trial example: the
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null hypothesis is that the person is innocent and the alternative hypothesis is that the person is
guilty. Our Bayes factor should be large enough to give strong evidence against the null
hypothesis. Under no circumstances should the innocent be found guilty. At the same time, the
guilty should not be let free as innocent. It is like avoiding type 1 and type 2 errors in frequentist
hypothesis testing. The same precision is needed in the clinical trial also. Consider a clinical trial
where the drug is tested against a placebo for effectiveness. Here the null hypothesis is there is
no treatment effect. In other words, the null hypothesis is that the drug is not effective in treating
the disease. The alternative hypothesis is that there is a difference in the treatment effect. In other
words, the alternative hypothesis is that the drug is effective in treating the disease. Bayes factor
should be large enough to give the inference that the drug is effective when indeed it is effective.
No patient wants to change his/her treatment plan unnecessarily when the drug is effective in
treating his/her disease.
1.3.4 Default Priors
A prior probability distribution or a prior of an uncertain parameter(s) is a probability
distribution that expresses uncertainty about the parameter(s) before the data are taken into
account. There are two kinds of prior, informative and non-informative priors. When the
information gathered from the previous study, past experience or expert opinion is available,
those can be used as priors. Those priors are known as informative priors. One example for
informative prior is the posterior distribution for the current model may become a prior
distribution for the future updated model. In sample size determination problems, we do not have
the data yet, so it is tempting to use non-informative priors or diffuse priors. Diffuse priors
usually will have a large variance. With a normal prior on a single scalar parameter, the Bayes
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factor for the null hypothesis is roughly proportional to the prior variance when the latter is large
[8]. As a result, when the prior variance is very large, the Bayes factor always favors the null
hypothesis. Diffuse priors are commonly used in Bayesian estimation problems where the
posterior inference does not depend much on choice of priors. But Bayes factors are sensitive to
the choice of the priors and the indeterminate constants that are typically part of diffuse priors.
So, care must be exercised when using diffuse priors to calculate Bayes factors. From the
definition of Bayes factor, it is clear that the calculation of Bayes factor partially depends on the
priors. Calculation of Bayes factor requires priors to be specified for all parameters in the model.
Rouder et. al. [16] made researchers’ lives easy by providing default priors and associated Bayes
factors for common research designs. In their paper “Default Bayes Factors for ANOVA
designs” [16], they explain, “These default priors are general, broadly applicable,
computationally convenient, and lead to Bayes factors that have desirable theoretical properties.
The defaults priors may not be the best choice in all circumstances, but they are reasonable in
most” (p. 356). One could use these default priors to find Bayes factor and in turn use them for
the sample size determination. The following sections explain how to find the sample size using
Bayes factor with default priors.
1.4 Model Separation Criteria
Wang and Gelfand [19] recommend the following BSSD method model choice criteria.
Since our goal is to find the sample size for various designs, we focus on model choice criteria,
assuming simulated data sets from the models being separated are available. Researchers can
carry out the task of model selection, if they wish, after actual data are collected.
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Let yi , i = 1,2,….n be an i.i.d simulated data. For example, they could be from a
normally distributed random variable with mean and variance σ2. Let H denote a
hypothesis like &(μ , b )ϵ A . What if :[ H] = 0, as when (μ , b ) has a continuous prior
distribution? In that case, Bayes factor is used to find the sample size.
Let us denote data associated with a sample of size n by y(n) and let D denote the model/
hypothesis of y(n) when H is true, and let M2 denote the model/hypothesis of y(n) when the
complement of H is true. Let

W

denote the vector of parameters under model DW ,i = 1,2. Then

the two Bayesian models to be separated are
45

( )

< W , DW 64( W |DW ) i = 1,2.

Let us denote a screening criterion between the two models by S and its value for the data
and the model Mi by dW (

( )

( )

). Such a criterion can be chosen in different ways. In this thesis, it

will be the marginal density ordinate at y(n); that is
dW (
Define e5
We choose M1 when e5

( )

( )

( )

) = ∫ 45

6 = f0d (

( )

( )

< W , DW 64( W |DW )1 W .

)/d (

( )

)[19].

(12)

6 > 0 and choose M2 when T(y(n)) < 0. Then the SSD problem

to separate the two models becomes this:
Choose n1 such that :5e5

(

)

Choose n2 such that P(e(

(

)

6 > g<D 6 = 1 − h

) < 1|D ) = 1 − h .

[19];
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Set n = max(n1 , n2 ) for the recommended sample size. Here 1 ≤ 0 ≤ g reflect the strengths
of relative model support one wishes to detect under each model. So, h /01 h indicate the
confidence in such detections.
To clarify,

P(e5

(

)

) > g<D 6 = ∫ 4( |D )∫ #5e5

(

)

6 > g645

(

)

< , D 61

(

)

(

)

6 < 1645

(

)

(

)

1 . (13)

A similar expression arises under M2 [19]:

P(e5

(

)

) < 1<D 6 = ∫ 4( |D )∫ #5e5

< , D 61

1 . (14)

We may elect to choose n to satisfy only one of the criteria above, using either (13) or
(14). Nested model is a model that is a special case of a larger model by assuming specific values
for some or all of the parameters of the larger model. So, if M1 ⊂ D , we may seek a sample size
to reject M1 in favor of M2, which is given by the equation P(e(

( )

) < 1|D ) = 1 − h .

Here, 1 denotes the desired strength of model separation, and 1 − h indicates the desired
confidence in the detection of the correct model.
BF SSA Approach (Nested Models Case)
Let

be the true values of parameter of interest, under M2. The following steps are

followed to find the sample size:
1. s data sets are generated from M2 using the true value of parameter.
2. Natural log of the Bayes Factor is calculated using the formula,
e5

( )

6 = f0[d (

( )

)/d (

( )

)
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3. SSA is approximated using the formula:
,

∑, (W #(no,X) e(

W

( )

)

Sample sizes are acceptable when SSA exceeds 1 - h.
BF Average Power Approach (Nested Models Case)
The drawback of BF SSA approach is that the true values are hard to obtain. This
drawback is overcome in the average power approach. In this approach, two priors are used.
They are sampling priors and the fitting priors. The steps involved in this approach are as
follows:
Instead of using a single true value

, which may be hard to come by, certain

convenient uniform distributions center on a guess value,

, as the sampling prior

distributions.
Let

, s = 1, … . ) , be a random sample of

, drawn from the sampling prior

described in bullet #1 above.
( )

be a random sample from D such that

•

For j = 1,…..s, let

•

Average power now is approximated by

=

,

1
(x)
u #(no, X) T(yw )
)
(

Monte Carlo approximations for SSA and average power using Bayes factors, when the
two models are not nested in each other, are arrived at in a similar fashion. The following
chapters deal with finding the sample size in some ANOVA designs and regressions using the
predictive probability approach and the Bayes factor approach described in this chapter.

CHAPTER 2
BAYESIAN SAMPLE SIZE DETERMINATION FOR EXPERIMENTS
WITH ONE-SAMPLE DESIGN

In one-sample design, there is a single population and the researcher wants to find out
whether the mean of that population is different from the hypothesized value, etc. For example,
according to the statistics, the average math SAT score for 2013 was 514. The principal of the
school wants to know whether his school’s average SAT score is better than the national average.
On other words, he wants to know whether the coaching the students received had any effect on
the score. Here the null hypothesis could be the coaching effect is zero.
2.1 Bayesian Model of One-Sample Design
A statistical model is a collection of probabilistic statements or equations which describe
and interpret present or predict future performance. In Bayesian model, the parameter of interest
is considered as a random variable. A Bayesian model is given below.
Let the observations be independently, identically and normally distributed with mean μ and
variance σ2.
Yi |μ,σ2 ~ N(μ, σ2)
Jeffreys (as cited in [16]) recommends re-parameterizing in terms of effect size.
y

Let δ = z. Hence now μ = δσ.
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Here δ is a dimensionless quantity, which helps to apply this model to other situations in the
future.
Now Bayesian model is yi|δ,σ2 ~ N(σδ, σ2).

P(yi|δ,σ2) =

z√ |

exp[-(

z

)(y- σδ)2]

P1(δ,σ2) = p11(δ)p12(σ2) as δ and σ2 are independent of each other.
We can put a Jeffreys’ prior on σ2.

P12(σ2) α

z

.

The advantage of Jeffreys’ prior is that Jeffreys’ prior imparts the same information even
under transformation of parameters.
Bayesian model needs a prior. A prior distribution expresses the beliefs about the parameter
prior to examining the data. Since we have minimal prior knowledge, it is tempting to put diffuse
prior on μ. But diffuse priors will give a weak posterior.
Three possible types of hypotheses are discussed below.
2.1.1 Case 1 Testing for δ = δ0
The null model is μ = μ0 or δ = δ0.
The alternative model μ ≠ μ0 or δ ≠ δ0.
The prior is δ ~ standard Cauchy.
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The general formula for the probability density function of the Cauchy distribution is
f(x) =

}~•
)
€

,|( I(

where s is the scale parameter and t is the location parameter. When

s = 1 and t = 0, we will get a standard Cauchy distribution.
Here, we are going to use Bayes factor and model separation criteria explained in Section
1.4 to find the sample size. We cannot use the posterior predictive approach, as parameters are
considered as continuous random variables a priori here and the probability of a point/sharp
hypothesis will be zero.
The R package “Bayes Factor” provides the software to find the sample size. Table 2
gives the sample size for various d values for both SSA and average power approach.

Table 2
BSSD Results for Testing Delta = 0 Using BF SSA Approach
Sample
Size
5
10
15
20
25
30

SSA for testing • =0
d = -1
d = -3
d = -5
0.345
0.038
0.002
0.711
0.263
0.064
0.89
0.558
0.248
0.978
0.799
0.50
0.994
0.924
0.709
0.999
0.969
0.862
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It is clear from Figure 1 that, when d = -1, the horizontal line at level 0.9 intersects the
graph at n = 15. So, when the researcher seeks to have strength, d = -1, of separating the two
hypotheses, and a confidence of 90% in such separation using simulated data sets, we
recommend that the investigator draws a random sample of size 15 from the population of
interest.

Figure 1: BSSD plots for testing delta = 0 using BF SSA approach.

Table 3 gives the sample size for various values of d using average power approach. In
the average power approach, uniform distribution is used to generate values around the true
values of μ. It is clear from Figure 2 that when d = -1, the horizontal line intersects the graph at
n = 20.
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Table 3
BSSD Results for Testing Delta = 0 Using BF Average Power Approach
Sample
Size
5
10
15
20
25
30

Average Power
d = -1
d = -3
0.346
0.051
0.650
0.312
0.812
0.565
0.880
0.719
0.931
0.785
0.943
0.854

d = -5
0.004
0.101
0.306
0.51
0.648
0.722

Figure 2: BSSD plots for testing delta = 0 using BF average power approach.

2.1.2 Case 2 Testing for δ < δ0
Here the null model is μ < μ0. In other words, δ < δ0. The alternative model is μ ≥ μ0. In other
words, δ ≥ δ0. For example, let μ0 = 0 and sd = 1. This implies that δ0 = 0. Now the null model is
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δ < 0. The alternative model is δ ≥ 0. Here we can use posterior predictive approach and Bayes
factor approach.
In SSA approach, we have to choose a true value for delta. In this example, we let
delta.true = -0.5. Monte Carlo simulations are used to generate 1000 data sets.
The fitting priors are δ ~ Cauchy and tau ~ diffuse gamma prior.
The R2 Win BUGS package [18] is used to calculate the posterior predictive probability.
Since Win BUGS is not designed to handle Cauchy distribution, we have to write Cauchy as
function of other distributions. Gelman [4] generates the Cauchy prior as the ratio Z/s, where Z is
a standard normal and s is the square-root of a chi-square with 1 degree of freedom.
Table 4 gives the sample sizes when p1 = 0.8, p1 = 0.90 and p1 = 0.95, and for

= 0.90.

It is clear from Figure 3 that when p1 = 0.95, the horizontal line intersects the graph at n= 50.
Table 4
Results for Testing Delta < 0 Using Posterior Predictive Probability SSA Approach
Sample
Size
5
10
15
20
25
30
50

SSA for testing δ<0
p1=0.8
p1=0.9
p1 = 0.95
0.53
0.27
0.19
0.72
0.57
0.37
0.86
0.75
0.62
0.91
0.83
0.66
0.95
0.89
0.81
0.95
0.90
0.81
1
0.95
0.90
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Figure 3: Results for testing delta<0 using posterior predictive probability SSA approach.
In the average power approach, instead of selecting one true value for delta, we sample
around the true value of delta. Uniform distribution is used to generate different delta values
around the true value of delta. Table 5 and the Figure 4 provide the results.
Table 5
Results for Testing Delta< 0 Using Posterior Predictive Probability Average Power Approach
Sample
Size
5
10
15
20
25
30
50
60

Average Power for testing δ<0
P1=0.8
P1=0.9
P1 = 0.95
0.55
0.36
0.20
0.68
0.50
0.34
0.74
0.61
0.53
0.76
0.72
0.61
0.81
0.74
0.69
0.87
0.80
0.73
0.95
0.87
0.81
1
0.94
0.92
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Figure 4: Results for testing delta<0 using posterior predictive probability
average power approach.

From Table 5 and Figure 4, it is clear that we need more sample sizes to achieve our goal
when we use average power approach. For example, when p1 = 0.95, the horizontal line
intersects the graph at n = 60, whereas in the SSA approach, the line intersects the graph at
n = 50.
Table 6 and Figure 5 give the results for testing δ < 0 using Bayes factor approach. Since
this model is non-nested, we used both equations (13) and (14) to find the sample sizes n1 and n2,
where n1 is the required sample size under M1 and n2 is the required sample size under M2. Then
our required sample size n = max(n1, n2).

Table 6
BSSD Using BF SSA for Testing (non-nested) M_1: delta < 0 Vs. M2: delta >= 0
Sample Sizes

USING Equation (13)
c=3
c=5
0.392
0.113

USING Equation (14)
d = -1
d = -3
d = -5
0.815
0.391
0.107

15

c=1
0.800

25

0.906

0.588

0.259

0.904

0.570

0.239

50

0.987

0.862

0.579

0.986

0.861

0.567

60

0.997

0.929

0.688

0.995

0.912

0.688

75

0.998

0.951

0.810

0.999

0.953

0.799

100

1

0.985

0.919

0.999

0.988

0.932
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Figure 5: BSSD plots using BF SSA for testing (non-nested)
M_1: delta < 0 Vs. M2: delta >= 0.

From Figure 5, it is clear that when c = 3, the horizontal line intersects the graph at n1 ≈ 58.
When d = -5, the horizontal line intersects the graph at n2 ≈ 87. So, our required sample size n =
max(n1, n2) ≈ max(58, 87) ≈ 87.
2.1.3 Case 3 Testing for x < δ < y
The null model is x < δ < y, where x and y are fixed lower and upper limits respectively,
chosen by the investigator.
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The alternative model is x≥ δ or y≤ δ.
In the example below, we choose the true value of delta to be -0.5; we choose -1 and 0 as
the lower and upper limits.
2.1.3.1 Posterior Probability SSA Approach
Here also, δ ~ Cauchy and we put a gamma diffuse prior on tau. The results are given in
Table 7.
Table 7
BSSD Results for Testing x<delta<y Using Posterior
Predictive Probability SSA Approach
Sample
Size
5
10
15
20
25
30
40

SSA for testing x < δ< y
P1=0.8
P1=0.9
P1 = 0.95
0.16
0.05
0.01
0.50
0.17
0.07
0.73
0.55
0.23
0.82
0.62
0.38
0.93
0.80
0.63
0.91
0.82
0.69
1
0.97
0.91

We can see from Figure 6 that the horizontal line intersects the graph at n= 40 for P1 =
0.95. Table 8 and Figure 7 give the result for the average power approach, where the uniform
distribution is used to generate delta values around the true values of delta. It is clear from Figure
7 that sample size should be much higher here to achieve the desired result. A sample size of 125
is needed to achieve the high predictive probability of 0.95.
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Figure 6: BSSD plots for testing x<delta<y using posterior
predictive probability SSA approach.

Table 8
BSSD Results for Testing x<delta<y Using Posterior
Predictive Probability Average Power Approach
Sample
Size
5
15
25
40
50
85
100
125

Average Power for testing x <δ < y
P1=0.8
P1=0.9
P1 = 0.95
0.21
0.04
0.02
0.63
0.40
0.14
0.73
0.62
0.43
0.83
0.68
0.50
0.90
0.80
0.69
0.92
0.88
0.79
0.97
0.91
0.85
1
0.96
0.93
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Figure 7: BSSD plots for x<delta<y using posterior predictive average power approach.

2.1.3.2 Bayes Factor Approach
The test is carried out using the Bayes factor approach.
Model 1 M1 : x < δ < y
Model 2 M2 : x≥δ or δ ≥ y for some x and y, say x = -1 and y = 0
Cauchy prior is put on delta. Since this is a non-nested model, both Equation 13 and
Equation 14 are used to find the sample size. The results are given in Table 9 and Figure 8 for x
= -1 and y = 0. It is clear from Figure 8 that when c = -5, the horizontal line intersects the graph
at n1≈ 65, and when d = -5, the horizontal line intersects the graph at n2 ≈ 90. Hence our required
sample size n = max(n1, n2) ≈ max(65,90) ≈ 90.
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Table 9
Results for Testing x<delta<y Using Bayes Factor SSA
Sample Sizes

Using Equation 13
c=3
c=5
0.42
0.00

Using Equation 14
d = -1
d = -3
d = -5
0.815
0.391
0.107

15

c=1
0.93

25

0.95

0.78

0.00

0.904

0.570

0.239

50

1

0.97

0.69

0.986

0.861

0.567

60

1

0.98

0.85

0.995

0.912

0.688

75

1

1

0.97

0.999

0.953

0.799

100

1

1

0.98

0.999

0.988

0.932

Figure 8: Results for testing x<delta<y using Bayes factor SSA approach.
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BSSD Results for Two Different True Means
Sometimes we may be interested in finding whether the choice of the true mean value
will have an effect on the sample size. Table 10 gives the SSA values for two different true
means.

Table 10
BSSD Results for Two Different True Means
Sample
Size
5
10
15
20
25
30

SSA
‚.true = 1
0.002
0.064
0.248
0.50
0.709
0.862

‚.true = 4
0.794
0.982
1
1
1
1

It is clear from Table 10 and Figure 9 that as the true value of mu gets closer to the null
hypothesis, more sample sizes are needed to achieve the desired results.
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Figure 9: BSSD plots for two different true means.
2.2 Linear Regression
Linear regression analysis is one of the most widely used statistical techniques. It is a
study of linear, additive relationship between variables, usually under the assumption of
independently, identically, and normally distributed errors. In statistics, linear regression is an
approach for modeling the relationship between a scalar dependent variable usually denoted by y
and one or more explanatory variables denoted by x. Then this relationship is used to predict the
future values of the dependent variable. So, linear regression is often used for prediction.
When there is only one explanatory variable, it is called a simple linear regression. When
there is more than one explanatory variable, it is called a multiple linear regression. Linear
regression has many practical applications. It is used extensively in biological, behavioral and
social sciences to describe possible relationships between variables. Bayesian sample size
determination is an important tool for the success of linear regression analysis. Without correct
sample size, the prediction may not be precise.
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2.2.1 Linear Regression Model
The linear regression model is given by
Y = Xƒ +

†
…
…
where Y = …
…
…
„

Š
†
…
…
X=…
…
…
…
„Š

‰
ˆ
ˆ
ˆ
ˆ
ˆ
‡

Š

Š

Š

‹

Š

*

‰
ˆ
ˆ
ˆ
ˆ
ˆ
ˆ
Š *‡

†
…
…
ϵ=…
…
…
„

‰
ˆ
‹
ˆ
ˆ
ˆ
ˆ
‡

ƒ
† ‰
ƒ
… ˆ
…ƒ‹ ˆ
ß=… ˆ
… ˆ
… ˆ
„ƒ* ‡

Here, yi is called the response variable, measured variable, criterion variable, or dependent
variable. The researcher decides which is a dependent variable and which is an independent
variable based on how one variable is influenced by the other variables.
The other reason to pick the dependent and independent variables may be the researcher’s
desire to find the effect of the variables on the variable of interest. For example, heart disease
may be the variable of interest. The researcher wants to find out what factors increase the risk of
heart disease. Here, heart disease is the dependent variable and the risk factors like smoking,
obesity, etc., are independent variables. xi1, xi2,xi3…… xin are called exogenous variables,
explanatory variables, predictor variables, or independent variables. The matrix Œ is sometimes
called the design matrix. The elements of ƒ, a p-dimensional parameter vector, are called effects
or regression coefficients. The regression coefficients play an important role in statistical
estimation and inference.

W

is called the error term, or noise. All the error terms are assumed to

be independently and identically distributed with the mean 0 and variance σ2. The factors other
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than the independent variables that influence the dependent variable are accounted for by the
error term. The correlation between the error term and the independent variables will determine
the method to use for estimation [10].
2.2.2 Assumptions of Linear Regression
(i) Linearity and additivity of the relationship between dependent and independent
variables

(ii) Statistical independence of the errors

(iii) Homoscedasticity (constant variance) of the errors versus any independent variable
(iv) Normality of the error distribution. ϵ ~ N (0, σ2) [14]

Bayesian regression analysis treats all the regression coefficients as random, but priors
are specified differently for mixed-model regression coefficients that are random in the sampling
model [3].
The main aim of the regression analysis could be one or all of the following:

1. To provide point or interval prediction for future observations given particular values of
the predictor variables.

2. From the collection of all predictor variables, to identify subsets that are most useful for
prediction.

3. To quantify the association between the response and one or more predictor variables of
interest while controlling for the influence of other variables.
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In Christensen et al. [3], the association between smoking and lung capacity in
adolescents is investigated using regression analysis. Here, age and smoking status (smoker or
nonsmoker) are the predictor variables. The response variable is FEV (forced expiratory
volume). FEV measures the volume of air in liters expelled in 1 second of a forceful breath. Here
the main goal is to find whether smoking status influences FEV.
Before collecting the data, we have to find the appropriate sample size to obtain precise
results. Random samples are created for age and smoking status variables. Then the variable
FEV is calculated based on age and smoking status.

The Bayesian model is
Y = ƒ + ƒ Age + ƒ‹smoker + ƒ• Age*smoker
ƒ ~ dnorm(0,0.001)
ƒ ~ dnorm(0,0.001)
ƒ‹ ~ dnorm(0,0.001)
ƒ• ~ dnorm(0,0.001)
Ž ~ dgamma(0.01,0.01)
The smoking status is 1 for a smoker and 0 for a nonsmoker.

For a nonsmoker, the model is reduced to
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Y = ƒ + ƒ Age
For a smoker, the model is
Y = (ƒ + ƒ‹ ) + (ƒ + ƒ• )Age
So, we can see from the above model that ƒ• is the difference in slope between smokers
and nonsmokers. Our goal is to find the appropriate sample size to predict whether ƒ• is less than
zero or more than zero. To accomplish this task, true values for beta are assigned and sample size
needed to predict with our desired probability is found. The gamma prior is placed on tau and
normal priori on ƒ , ƒ , ƒ‹ /01 ƒ• .
2.2.3 Case 1 Testing for

<0

Null hypothesis: ƒ• < 0
Alternative hypothesis : ƒ• ≥ 0
The results are given in Table 11.

Table 11
BSSD Results for Testing beta4<0(beta4.true = -1)
Sample
Size
10
20
30
50

Sample Size Adequacy
P1=0.80
P2 = 0.90
0.93
0.86
0.97
0.94
1
0.99
1
1

P3=0.95
0.66
0.86
0.96
0.98
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We can infer from Figure 10 that the horizontal line intersects the graphs at n= 25.

Figure 10: BSSD results for testing beta4<0(beta4.true = -1).
We are interested in finding out what will be the sample size when the true value of beta4 is
close to zero. The results are given in Table 12.
Table 12
BSSD Results for testing beta4<0(beta4.true = -0.3)
Sample
Size
10
20
30
50
75
100

Sample Size Adequacy
P = 0.80
P = 0.90
0.44
0.3
0.56
0.29
0.60
0.30
0.68
0.55
0.77
0.60
0.91
0.84

P = 0.95
0.23
0.17
0.20
0.41
0.50
0.72
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From Figure 11, it is very clear that as the true mean is closer to zero, more sample sizes are
needed to achieve our desired results.

Figure 11: BSSD plots for testing beta4<0(beta4.true = -0.3).

2.2.4 Case 2 Testing for

=0

Bayes factor package can also be used to find the sample size. The null hypothesis and
the alternative hypothesis are given below:
Null hypothesis:: ƒ• = 0

38

Alternative hypothesis: ƒ• ≠ 0
The results are given in Table 13.
Table 13
BSSD Results for Testing beta4 = 0(beta4.true = -0.5)
Sample
Size
10
15
20
25
30
50
75

Sample Size Adequacy
d = -1
d = -3
d = -5
0.61
0.205
0.045
0.75
0.38
0.145
0.935
0.64
0.31
0.96
0.655
0.37
0.97
0.81
0.55
1
0.995
0.91
1
1
0.995

It is clear from Figure 12 that a sample size of 50 is enough to achieve the results with
highest predetermined probability. Next, we are interested in finding the sample size when the
true ƒ• value is -1. The results are given in Table 14.
It is clear from Figure 12 and Figure 13 that whenever the true value is away from the
null hypothesis value, more sample sizes are needed to achieve the desired result.
2.2.5 Case 3 Testing for

=0

Null hypothesis: ƒ = 0
Alternative hypothesis: ƒ ≠ 0
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Figure 12: BSSD plots for testing beta4 = 0(beta4.true = -0.5).

Table 14
BSSD Results for Testing beta4 = 0(beta4.true = -1)
Sample
Size
10
15
20
25
30

Sample Size Adequacy
d = -1
d = -3
d = -5
0.865
0.61
0.265
0.985
0.885
0.655
0.995
0.98
0.94
1
1
0.98
1
1
1

The relationship between age and FEV can be tested with ƒ . When the lines for smokers
and nonsmokers are parallel, the effect of smoking in the model is simply the distance between
the two lines, which is ƒ . The results are given in Table 15.
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Figure 13: BSSD plots for testing beta4 = 0(beta4.true = -1).

Table 15
BSSD Results for Testing beta2 = 0(beta2.true = -1)
Sample
Size
10
15
20
25

Sample Size Adequacy
d = -1
d = -3
d = -5
0.742
0.359
0.1
0.947
0.756
0.475
0.983
0.952
0.823
0.998
0.989
0.927

It is clear from Figure 14 that when d = -5, the horizontal line intersects the graph at n = 25.
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Figure 14: BSSD plots for testing beta2 = 0(beta2.true = -1).

2.3 Logistic Regression

All generalized linear models have three components: the random component, the
systemic component and a link function. The random component identifies the response variable
y and assumes a probability distribution for it. The systemic component specifies the explanatory
variables for the model. The link function specifies a function of the expected value (mean) of y,
which the GLM relates to the explanatory variables through a prediction equation having linear
form [1].
There are many situations where the outcome is a binary variable. Examples of binary
outcomes are:
1. Whether a person will get a heart attack in 5 years or not.
2. Whether smoking increases lung cancer risk or not.
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3. Whether a particular candidate will win the election or not.
4. Whether test scores depend on the parents’ income or not.
Logistic regression is a special case of GLM where the response variable is binary. The
random component for the outcome has a binomial distribution. The link function is the logit
function.
2.3.1 Logistic Regression Model
Suppose that X = (Š , Š , … … … Š ) is a vector of predictors.
The response variable Y ~ Bernoulli(•(Š)), •(Š) being the probability of success when X = x.
ƒ = (ƒ , ƒ , … … ƒ ) is the vector of unknown regression parameters; then the logistic
regression model is given by
logit (•(Š)) = ƒG + ƒ Š + ƒ Š +

………+ ƒ Š

0≤•≤1

- ∞ ≤ f‘&’A(•) ≤ ∞
ƒW ~ 0‘”!(0.0, 0.001)
Here logit(•) = log(

|

n|

). • is the probability that the event Y occurs, P(Y = 1).

In other words,

log (
|

n|

|

n|

) = ƒG + ƒ Š + ƒ Š +

= • –H + ƒ Š + ƒ Š +

………+ ƒ Š
………+ ƒ Š
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•=

U —H I – ˜ I – ˜ I

I U —H I – ˜ I – ˜ I

………I –F ˜F

………I –F ˜F

The parameter ƒW refers to the effect of ŠW on the log odds that y = 1 controlling the other
x’s. This implies that exp(ƒW ) has multiplicative effect on the odds of 1 unit increase in ŠW at
fixed levels of the other x’s.
2.3.2 Study of Female Horseshoe Crabs and Their Satellites
For the thesis, I used the study of the female horseshoe crabs and their satellites from the
book An Introduction to Categorical Data Analysis [1]. Each female horseshoe crab in the study
had a male crab attached to her in her nest. The study investigated factors that affect whether the
female crab had any other males, called satellites, residing nearby her. The response outcome for
each female crab is her number of satellites. If the number of satellites is greater than 1, then the
value of the response variable is 1, otherwise it is zero. Explanatory variables thought possibly to
affect this were the female crab’s shell width and the color of the crab. The true means are used
to simulate the data.
The model is given by
logit (•) = ƒG + ƒ š + ƒ ›
ƒG ~ 0‘”!(0.0, 0.001)
ƒ ~ 0‘”!(0.0, 0.001)
ƒ ~ 0‘”!(0.0, 0.001) .
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Here R package ARM [5] is used to simulate the data. The R packages BayesLogit [15] and
MCMCPack [11] are used to find the sample size.
2.3.2.1 Case 1:

<0

Table 16 shows the results of testing beta 2<0. From Figure 15, it is clear that when p1 =
0.95, the horizontal line intersects the graph at n = 80.
Table 16
Results of Logistic Regression for Testing beta2<0 Using
Posterior Predictive Probability Approach
Sample
Size
10
20
30
50
75
100

Sample Size Adequacy
P1=0.80
P2 = 0.90
0.60
0.51
0.68
0.59
0.87
0.77
0.91
0.87
1
0.96
1
0.98

P3=0.95
0.43
0.51
0.64
0.83
0.87
0.97

Figure 15: BSSD plot for testing beta2 < 0.
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2.3.2.2. Case2:

>œ

We are interested in knowing whether the width effect is significant. Table 17 and Figure
16 provide the results for testing ƒ > 0.
Table 17
Results for Testing Beta_1> 0 Using Posterior
Predictive Probability Approach
Sample
Size
25
50
75
100
150

Sample Size Adequacy
P1=0.80
P2 = 0.90
0.652
0.525
0.799
0.650
0.878
0.767
0.925
0.857
0.962
0.921

P3=0.95
0.414
0.532
0.665
0.781
0.868

Figure 16: Plot for testing beta_1> 0 using posterior predictive probability approach.
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From Figure 16, we could come to the conclusion that 140 observations are needed when
p1 = 0.95 and p2 = 0.90.

CHAPTER 3
BAYESIAN SAMPLE SIZE DETERMINATION FOR TWO-SAMPLE DESIGN

In the last chapter, we dealt with finding sample size for one-sample test. Even though
this test is very powerful, it has a drawback too. We have to know the population parameters,
which are hard to obtain and not available at all the time. In these situations, where population
parameters are not available or our goal is to test for a significant difference in mean of two
populations, two-sample designs are used. In two-sample design tests, two samples that came
from the same population are tested. Bayesian t test is used to find whether there is any
significant difference in mean of two populations.
Example 1
Suppose a researcher wants to find whether the income level of the parents affects the
student’s test scores. He collected the test scores from two schools, one from the school where
the students are from low family income and another from a school where the students are from
high family income. There are two samples from the school population that are tested.
Example 2
A medical researcher wants to find out the effect of a new drug. The patients who are
wishing to participate are given the new drug and their improvement in their conditions is
watched over the period of time. Their symptoms before the drug and their symptoms after the
drug are used to find the effect of the new drug. This is called a pre-test and post-test experiment.
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Example 3
A manager wants to find out whether providing nap time for the employees after lunch
will improve their productivity at work. In the first month, the employees are not allowed to take
a nap and their productivity at work is recorded. In the next month, the employees are given nap
time after lunch and their productivity at work is recorded. The results are used to determine
whether nap time increases productivity.
Two-sample test is a widely used statistical test. Sample size determination is the first
crucial step in the test. Bayesian approach gives the most accurate way to find the correct sample
size. In some situations, like in a new drug study, it will be hard to find the participants for the
test. Not many people will be willing to try the new drug. The researcher wants to find out the
lowest sample size needed to achieve the results with highest accuracy.
The different methods used in Bayesian sample determination for two-sample test are
discussed in the following section.
3.1 Bayesian Model of Two-Sample Design
A statistical model is a collection of probabilistic statements or equations which describe and
interpret present or predict future performance. In Bayesian model, the parameter of interest is
considered as a random variable.
Let Yi be the observations that are independently, identically normally distributed with
mean μi and variance σ2.
Yi |μ1,σ2 ~ N (μ1, σ2), i = 1 to n1
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Let Yj be the observations that are independently, identically normally distributed with mean
μ2 and variance σ2.
Yj |• ,σ2 ~ N(• , σ2) j = 1 to n2
Jeffreys recommends re-parameterizing in terms of effect size.

Let δ1 =

y

. Hence now • = ž σ.

Let δ2 =

y

. Hence now • = ž σ.

z

z

Here δ1 and δ2 are dimensionless quantities, which helps to apply this model to other situations in
the future.
Now Bayesian model is yi| δ1,σ2 ~ N(σ δ1, σ2) and yj| δ2,σ2 ~ N(σ δ2, σ2).

P(yi| δ1,σ2) =

z√ |

exp[-(

z

)(yi- σ δ1)2]

P1(δ1,σ2) = p11(δ1)p12(σ2) as δ1 and σ2 are independent of each other.
P2(δ2,σ2) = p21(δ2)p12(σ2) as δ2 and σ2 are independent of each other.
Yi and yj are independent for all i and j.
P(δ1, δ2) = p(δ1)p(δ2).
We can put a Jeffreys’ prior on σ2.

P12(σ2) α z .
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For the sake of convenience, we are going to assume that n1 = n2 = n.
The advantage of Jeffreys’ prior is that Jeffreys’ prior imparts the same information even
under transformation of parameters. Bayesian model needs a prior. A prior distribution expresses
the beliefs about the parameter prior to examining the data. Since we have a minimal prior
knowledge, it is tempting to put diffuse prior on μ, but diffuse priors will give a weak posterior.
Three possible types of hypotheses are discussed below.
3.1.1 Case 1 Testing for δ1 < δ2
The null model is •

< •

The alternative model is •

or δ1 < δ2.
≥ •

or δ1 ≥ δ2.

The priors are δ1, δ2 ~ standard Cauchy.
For the sake of convenience, we are going to assume that n1 = n2 = n.
The general formula for the probability density function of the Cauchy distribution is
f(x) =

}~•
)
€

,|( I(

, where s is the scale parameter and t is the location parameter. When s = 1

and t = 0, we will get a standard Cauchy distribution. Table 18 and Figure 17 show BSSD results
for two-sample design using the posterior predictive SSA approach.
When p1 = 0.90, the horizontal line in the graph intersects the graph at n = 85.
When p1 = 0.80, the horizontal line intersects the graph at n = 50.
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Table 18
BSSD Results for Two-Sample Design Using
Posterior Predictive SSA Approach
Sample
Size
10
25
50
60
75
100

Sample Size Adequacy
P1=0.8
P1=0.9
P1 = 0.95
0.41
0.28
0.14
0.68
0.52
0.39
0.89
0.80
0.65
0.94
0.84
0.68
0.91
0.87
0.70
0.97
0.93
0.84

Figure 17: BSSD plots for two-sample designs using posterior predictive SSA approach.

In the average power approach, instead of selecting one true value for delta1 and delta2,
we sample around the true values of delta1 and delta2. Uniform distribution is used to generate
different delta values around the true value of delta. Table 19 and Figure 18 show the results.
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Table 19
BSSD Results for Two-Sample Design Using
Posterior Predictive Average Power Approach
Sample
Size
10
25
50
60
75
100

Average Power
P1=0.8
P2=0.9
0.45
0.30
0.71
0.54
0.86
0.75
0.90
0.80
0.97
0.87
1
0.98

P1 = 0.95
0.18
0.44
0.63
0.73
0.78
0.93

Figure 18: BSSD plots for two-sample design using posterior predictive
average power approach.

When n = 100, all three lines in the graph intersect the horizontal line.
3.1.2 Case 2 Testing for δ1 = δ2
The null model is •

= • or δ1 = δ2.
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The alternative model is •

≠ • or δ1 ≠ δ2.

The priors are δ1, δ2 ~ standard Cauchy.
Bayes factor is used for the model separation. The function t test BF gives the Bayes factor,
and model separation criteria explained in Chapter 1 are used to find the sample size.
Here, both SSA and average power approach are used to find the sample size. The results are
shown in Table 20 and Figure 19. We can infer from Figure 19 that when d = -5, the horizontal
line intersects the graph at n = 50. Table 21 gives the sample size results using the Bayes factor
average power approach. It is evident from Figure 20 that more sample sixes are needed to
achieve the desired result in the average power approach.

Table 20
BSSD Results for Testing delta1 = delta2
Using BF SSA Approach
Sample
Size
10
20
30
40
50

Sample Size Adequacy
d = -1
d = -3
d = -5
0.41
0.09
O.02
0.727
0.384
0.15
0.901
0.66
0.373
0.968
0.845
0.62
0.99
0.942
0.89
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Figure 19: BSSD plots for two-sample design for testing delta1 = delta2
using BF SSA approach.

Table 21
BSSD Results for Testing delta1 = delta2
Using BF Average Power Approach
Sample
Size
10
20
30
40
50

Average Power
d = -1
d = -3
0.439
0.098
0.733
0.396
0.873
0.652
0.936
0.80
0.972
0.91

d = -5
0.016
0.149
0.393
0.612
0.721
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Figure 20: BSSD plots for two-sample design for testing delta1 = delta2.
For the above results, we choose • .true = 1 and • .true = 2. We can see from the above
results that the sample size of 50 is needed to achieve the highest accuracy. It is very interesting
to find the sample size when the true means are apart. That is, they are away from the null
hypothesis. Table 22 gives the sample size results for when • .true = 1 and • .true = 2 versus
• .true = 4 and • .true = 2. It is very clear from Figure 21 that when the true values are closer to
the null hypothesis, more sample sizes are needed to achieve the desired result.
Table 22
SSA for Two Different Sets of True Means
Sample
Size
10
20
30
40
50

Sample Size Adequacy for d = -3
• .true = 1 and • .true = 2
• .true = 4 and • .true = 2
0.018
0.237
0.15
0.702
0.373
0.974
0.62
1
0.89
1
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Figure 21: BSSD plots for two different sets of true means.

3.2 BSSD for Two-Sample Design of Binomial Distribution
Let y1i|θ1 be identically and independently distributed random variables with mean θ1.
Let y2j|θ2 be identically and independently distributed random variables with mean θ2.
y1i and y2j are independent. i = 1 to n1 and j = 1 to n2.
The Bayesian model is
y1i |θ1 ~ Bin(n1, θ1)
y2j |θ2 ~ Bin(n2, θ2)
For the sake of convenience, we assume n1 = n2 = n.
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Null Hypothesis
The null model is θ1 < θ2.
The alternative model is θ1 ≥ θ2.
The true value of θ1 is 0.25 and the true value of θ2 is 0.2.
The BSSD results and plots are shown in Table 23 and Figure 22.
Here, more sample sizes are needed to achieve our desired result because theta1 and theta2
are closer to each other. So, the true model is closer to the null model.

Table 23
BSSD Results for Two-Sample Binomial Design
Using Posterior Predictive SSA Approach
Sample
Size
25
50
60
75
100
150
200

Sample Size Adequacy
P1=0.8
P1=0.9
P1 = 0.95
0.70
0.57
0.42
0.82
0.66
0.50
0.85
0.72
0.63
0.85
0.72
0.63
0.92
0.85
0.75
0.98
0.95
0.90
0.99
0.99
0.96
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Figure 22: BSSD plots for two-sample binomial designs using posterior
predictive SSA approach.

CHAPTER 4
GENERAL ANOVA DESIGNS
4.1 One-Way ANOVA
ANOVA (analysis of variance) is a collection of statistical models used to analyze the
differences between group means and their associated procedures. It provides a statistical test of
whether or not the means of several groups are equal. In one-way ANOVA, a single factor is
investigated. So, one-way ANOVA is also called a single-factor analysis of variance. A factor
may have different levels. For example, a researcher may be interested in finding which of four
fertilizers is effective in helping in plant growth. Here, the four different fertilizers represent four
factor levels or four treatment levels.
4.1.1 Statistical Model of One-Way Design
Suppose we have ‘a’ different levels of a single factor and ‘n’ observations in each level.
Let yij be jth observation taken under ith factor level or ith treatment. Each yij is an identically
distributed normal random variable.
The statistical means model is given by [12]
Yij = μi + ϵij where i = 1,2,…a and j = 1,2,….n
Yij is the ijth observation, μi is the mean of the ith factor level or treatment and ϵij is a random
error. A random error is defined as “a component that incorporates all other sources of variability
in the experiment including measurement, variability arising from uncontrolled factors,
differences between the experimental units to which the treatments are applied, and the
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background noise in the process such as variability over time, effects of environmental variables”
[12, p. 69].
The random errors are normally and independently distributed with mean Zero and variance
σ2 .
ϵij ~ N(0, σ2)
The most commonly used effect model is given by [12]:
Yij = μ + τi + ϵij

i = 1,2,……a and j = 1,2,….n.

where μi = μ + τi . Here μ is the overall mean, the mean of all observations in the design, and τi
is the ith treatment effect, τi ~ N(0, στ2). The standard deviation σ2 is assumed to be constant for
all levels of factor.
Yij ~ N(μ + τi , σ2) and yij are mutually independent.
4.2 Complete Randomized Design Using One-Way ANOVA
A completely randomized design is a design in which the treatments are assigned to the
experimental units completely at random. There are two kinds of effects model, fixed effect
model and random effect model.
4.2.1 Fixed Effects Design
If the experiments are specifically chosen by the experimenter, it is called a fixed effects
model. Here the conclusion obtained will apply only to the factor levels considered in the
analysis. It cannot be extended to treatments that were not explicitly considered.
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4.2.1.1. The Effects Model
The effects model is
Yij = μ + τi + ϵij

i = 1,2,……a and j = 1,2, ….n.

The constraints in the fixed effects model are
∑ W hW = 0

i = 1,2,…..a

∑W ∑ ƐW = 0

i = 1,2,….a j = 1,2,…..n.

The null hypothesis is
Ho : μ1 = μ2 = μ3 =

……… = μa

The alternative hypothesis is
H1 : μi ≠ μj

for at least one pair (i,j) i ≠ j

The matrix model is given by
Y = µI + σXαα + Ɛ
Here α = α = (α1, α2, ……αa)’.
The design matrix Xα has N rows and ‘a’ columns. The columns and rows denote the group
the effects belong to and they are accordingly either 0 or 1.
The covariance matrix across the effects is
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∑ = QaIa-1Qa’
where Qa is an a(a-1) matrix of the a-1 eigenvectors of unit length corresponding to the nonzero
eigenvalues of Σa and Ia-1 is an identity matrix of size a-1. The new parameter vector of a-1
effects, α*, is defined by α* = Qa’α where α = (α1, α2, ……αa)’.
α*|g ~ Normal(0a-1, gIa-1) .
Here g denotes the variance of the effects, g ~inverse chi-square distribution with one degree
of freedom.
Here a multivariate Cauchy prior is recommended [16]. A multivariate Cauchy is simply a
product of univariate prior densities.
4.2.1.2 Testing for μi = μj for All i and j
The null model is μi = μj for all i and j.
The alternative model is μi ≠ μj for at least one i ≠ j.
In the following example, a model with three levels is considered.
Here, the null model is μ1 = μ2 = μ3.
The alternative model is μ1 ≠ μ2 or μ2 ≠ μ3 or μ1 ≠ μ3.
Bayes factor package and model separation criteria in Section 1.4 are used to find the sample
size. Both sample size adequacy and average power are used to find the sample size. Here we
pick true value of μ1 to be 1, μ2 to be 2 and the true value of μ3 to be 3. We assume all three
normal populations have the same standard deviations and for convenience we assume that the
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standard deviation is 1. The results are given in Table 24. From Figure 23, we can deduce that,
when d = -5, the horizontal line intersects the graph at n = 18. Table 25 gives the result when the
experiment is repeated using average power approach. It is clear from Figure 24 that when we
want our results to have great strength, we want the sample size of at least 20. Table 26 gives the
results for testing mu1 = mu3 using SSA approach. From Figure 25, it is clear that when d= -5,
the horizontal line intersects the graph at n= 15.

Table 24
Results of RCD Design for Testing mu1 = mu2 = mu3

Sample
Size
5
10
15
20
25
30

Sample Size Adequacy
d = -1
d = -3
0.64
0.24
0.98
0.80
1
0.98
1
1
1
1
1
1

d= -5
0.02
0.46
0.78
0.96
0.98
1
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Figure 23: Plots of RCD design for testing mu1 = mu2 = mu3.

Table 25
Results of RCD Design for Testing mu1 = mu2 = mu3
Sample
Size
5
10
15
20
25
30

Average Power for testing • = • = •‹
d = -1
d = -3
d= -5
0.74
0.26
0.06
0.94
0.88
0.54
1
0.92
0.80
1
0.96
0.88
1
0.98
0.98
1
1
1
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Figure 24: Plots of RCD design for testing mu1 = mu2 = mu3.

Table 26
BSSD Results for mu1 = mu3
Sample
Size
5
10
15
20
25

Sample Size Adequacy
d = -1
d = -3
d= -5
0.783
0.27
0.054
0.988
0.821
0.530
0.999
0.976
0.886
1
0.999
0.981
1
1
1
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Figure 25: BSSD plots for testing mu1 = mu3.

Table 27 gives the results for the test using average power approach. We could infer from
Figure 26 that when d = -5, the graph intersects the horizontal line at n = 20.

Table 27
BSSD Results for Testing Using Average Power
Sample
Size
5
10
15
20
25

d = -1
0.734
0.955
0.987
0.997
0.998

Average Power
d = -3
0.284
0.777
0.922
0.966
0.988

d= -5
0.066
0.531
0.789
0.906
0.957
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Figure 26: BSSD plots using average power.

4.2.2 Random Effects Model
In the random effects model, the treatments are a random sample from a large population
of treatments. The conclusion obtained in this model could be extended to all treatments in the
population irrespective of whether they are explicitly in the treatment or not.
Here the ∑W hW = 0

i = 1,2,…..a is not true.

A balanced design is a design where each level of the factor has the same sample size.
For the balanced design, the fixed effects model and random effects model will give the same
result. Here, for the sake of convenience to find the sample size, we assumed that our design is
balanced.
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4.3 Randomized Complete Block Design
Randomized complete block design is one of the most widely used experimental designs.
Randomization is the sampling technique which is widely used to eliminate the effect of
nuisance factors. Nuisance factor is an unwanted design factor that probably has an unwanted
effect on the response. When the nuisance source of variability is known and controllable, a
design technique called blocking can be used to systematically eliminate the effect on the
statistical comparisons among treatments. For this reason, blocking is an extensively used design
technique in industrial experimentation. It is important to remove the variability between
experimental units from the experimental error [12].
A block is a group of experimental units that share some common characteristic. RCBD
experimental design contains blocks, and each block has enough experimental units such that all
treatments can be measured within the block. The blocks form more homogeneous experimental
units on which to compare the treatments [12].
This design strategy improves the accuracy of the comparison among treatments by
eliminating the variability among the blocks. Within a block, the order in which the experiments
are tested is randomly determined.
Examples:
1. You have 40 pots in a greenhouse and 4 treatments. The 40 pots are on 10 benches, and
each bench may have different light, temperature or moisture conditions that could affect
the response variable. Thus each bench will be a block, and all treatments are randomly
assigned to every block. This ensures that all treatments experience the same range of
bench conditions.
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2. A chemist is studying the reaction rate of five chemical agents. Only five agents can be
analyzed effectively per day. Since day-to-day differences may affect the reaction rate,
each day is used as a block, and all five chemical agents tested each day are
independently randomized.
4.3.1

Advantages of RCBD

1. It is flexible.
2. It provides more accurate results.
3. It is possible to conduct a statistical analysis even with a missing data.
4. It allows for calculations of unbiased error for specific treatments.
5. It is suitable for homogeneous experiments like laboratory experiments, greenhouse
studies, etc.
4.3.2

Disadvantages of RCBD

1. It is not suitable for heterogeneous study.
2. If there is a large variation between experimental units within a block, a large error term
may result.
4.3.3 Randomized Complete Block Design Model
The effects model for the RCBD is
W

= • + ŽW + ƒ +

W

i = 1,2, …….a, j = 1,2,…….b

where
• is the overall mean
ŽW is the effect of the ith treatment
βw is the effect of the jth block

[12].
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ϵ£w is the random error term and ϵ£w ~ N(0, σ )
∑§£(G τ£ = 0 and ∑¨w( βw = 0
Null hypothesis : μ = μ = μ‹ = … … … . . = μ§
Alternative hypothesis: at least one μ£ ≠ μw for i ≠ j
4.3.4 Bayesian Sample Size Determination in RCBD
4.3.4.1 BF SSA Approach
Let us say there are three treatments in each block. Our task is to find n, the number of blocks
needed to achieve the results with precision. Samples are generated with the true means in R.
Then Bayes factor is used to find SSA for various values of n. The results are given in Table 28.
It is evident from Figure 27 that when d = -5, the horizontal line intersects the graph at n = 18.

Table 28
BSSD Results of RCBD Design Using BF SSA Approach
Sample
Size
5
10
15
20
25

Sample Size Adequacy
d = -1
d = -3
d= -5
0.447
0.121
0.032
0.88
0.611
0.326
0.98
0.903
0.726
0.99
0.986
0.929
1
1
0.94
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Figure 27: BSSD plots of RCBD design using BF SSA approach.
4.3.4.2 BF Average Power Approach
Table 29 shows the results of the RCBD design using average power approach. It is
apparent from Figure 28 that when d = -5, the horizontal line intersects the graph at n = 22.

Table 29
BSSD Results of RCBD Design Using Average Power Approach
Sample
Size
5
10
15
20
25

d = -1
0.472
0.825
0.944
0.989
1

Average Power
d = -3
0.26
0.593
0.835
0.947
0.98

d= -5
0.024
0.326
0.701
0.858
0.96
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Figure 28: BSSD plots of RCBD design using average power approach.

CHAPTER 5
CONCLUSION

Sample size determination is an important aspect of an experimental design. The quality
of an experimental design depends partially on the choice of proper sample size. We have seen
that Bayesian sample size determination (BSSD) is preferred over frequentist method of sample
size determination because it allows for the variability of model parameters. The main goal of
this thesis was to find the sample size with predetermined strength and confidence in the context
of testing two, a null and an alternative, hypotheses. The recent developments in the computerintensive statistical methods have made BSSD a reality. Predictive probability approach and
Bayes factor approach are used here to find the sample size in one-sample designs, two-sample
designs and linear and logistic regressions. For each pair of hypotheses, a user-friendly plot is
provided herein, and the researcher can read off the desired sample size, having first fixed the
levels of strength of hypotheses separation and the confidence in such separation. If the strength
and confidence desired are different from what we have considered in this thesis, it is
straightforward to produce similar plots for BSSD.
In posterior predictive probability approach, the software R2WinBUGS is used to find
the sample size. R2WinBUGS is the bridge between the softwares R and WinBUGS. Since we
do not have the data yet, R codes are used to simulate data sets that are then sent to WinBUGS to
get the posterior samples. The challenge is the time taken to complete the task of finding
appropriate sample sizes. We used the function proc.time in R to monitor the time taken to
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generate the desired sample sizes. For example, in one-sample design, it took between 3 and 4
hours to get the results for 1000 data sets. Since the probability of a point hypothesis is often
zero in the Bayesian paradigm, Bayes factor approach is used to find the sample size in that case.
Bayes factor provides an approach to compare different models by measuring the evidence from
the data. Bayes factor can be used to find evidence for the null hypothesis, which is not the case
in frequentist method. The R packages BayesLogit and MCMCpack are used to find the sample
size in Logistic Regression. Again, the function proc.time is used to monitor the time taken to
complete the task. For example, in testing the hypotheses µ≤ 0 vs µ> 0, where µ is the mean of a
normal population, the time taken for BSSD was between 15 to 25 seconds.
In the predictive probability approach, for the sake of convenience, we assumed only
balanced designs. For example, when separating hypotheses in a two-sample design (say, control
vs. placebo), we have assumed that n1 = n2. One could pursue solving the related BSSD
problems for unbalanced designs in future studies.
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