In risk management, tail risks are of crucial importance. The quality of a tail model, which is determined by data from an unknown distribution, depends critically on the subset of data used to model the tail. Based on a suitably weighted mean square error, we present a method that can separate the required subset. The selected data are used to determine the parameters of the tail model. Notably, no parameter specifications have to be made to apply the proposed procedure. Standard goodness of fit tests allow us to evaluate the quality of the fitted tail model. We apply the method to standard distributions that are usually considered in the finance and insurance industries. In addition, for the MSCI World Index, we use historical data to identify the tail model and to compute the quantiles required for a risk assessment.
Introduction
In many disciplines, there is often a need to adapt a statistical model to existing data to be able to make statements regarding uncertain future outcomes. In particular, when assessing risks, an estimate of major losses must be based on events that, despite having a low probability of occurrence, have a high impact. Since the actual distribution of data -the parent distribution -is generally unknown, statisticians begin their modeling with a guess regarding the underlying statistical model. In a first step, they try to fit one or more parametric distribution functions as a model to the data to evaluate the rare events in the next step. These models generally do not perfectly reflect the data. However, specific statistical tests can be applied to assess how well or how poorly a model fits the data as a whole. Nevertheless, especially in the case of rare events and high damage, small uncertainties in the assumption of a model lead to a faulty description of these extremes and will call into question the information value of the approach. Therefore, any uncertainties regarding the underlying model and the resulting misjudgements must be assumed to negatively affect the quality of the statements in many fields of application, especially those interested in models for rare events. Particularly, model uncertainties pose problems in the finance and insurance industries, especially when rare events need to be evaluated, for example, by calculating high quantiles.
To make more precise statements regarding rare events and their severity, statisticians can describe the tail of the parent distribution function using a separate model and calculate the corresponding quantiles more precisely to improve the quality of the results. In the case of financial institutions, the respective regulatory frameworks provide statisticians and risk managers with the confidence levels of the parent distribution quantiles (Basel Commitee, 2004; Directive, 2009 Directive, , 2013 Regulation, 2013) . Depending on the purpose, the confidence level is frequently given as 99.9%; however, the available data often do not cover this area at all. The calculation of the capital that is regulatorily required to take a risk is based on the value-at-risk (VaR) or conditional value-at-risk (CVaR), which are calculated from high quantiles. In addition to these regulatory risk measures, additional risk measures exist for internal management decisions, such as the return on risk-adjusted capital (RORAC) and the risk-adjusted return on capital (RAROC), which are also calculated from high quantiles of the parent distribution and are important for the risk assessment of a company. Given this framework, a standalone modeling of the tails of the underlying distribution is suggested for more accurate calculation of the risk values.
For a very large class of parent distribution functions, the generalized Pareto distribution (GPD) can be used as a model for the tail, cf., e.g., Embrechts et al. (2003) . This class of distributions includes all common parent distributions that play a role in the financial sector such that almost no uncertainty exists regarding the model selection for the tail of the unknown parent distribution. The required quantiles can then be determined to high confidence levels with suf-ficient certainty. A certain threshold thus divides the parent distribution into two areas: a body and a tail region. This approach is already common practice for calculating high quantiles more accurately, as indicated in Basel Commitee (2009) . Below the threshold, evaluations are performed based on a statistical model assumed for the body of the unknown parent distribution; above the threshold, analyses are performed using the GPD as a model for the tail.
In practice, for the separate modeling of the tail, only the parameters of the GPD need to be determined from the data pertaining to the tail region of the parent distribution. This can be carried out using, e.g., the maximum likelihood method. However, a pivotal question remains: which of the available data belongs to the tail of the parent distribution, and which, to the body? In other words, at what threshold u does the data belong to the tail of the parent distribution? The answer to this question is crucial in terms of the quality and validity of the model because the shape parameter ξ of the GPD (sometimes called the tail parameter) depends strongly on the correct threshold being chosen. The threshold parameter decisively determines the values of the high quantiles. Estimation errors regarding this parameter result in significant estimation errors in the quantiles and thus lead to significant errors in the calculation of the capital required to take the corresponding risk. Estimation errors occur both when the set of data points belonging to the tail of the parent distribution chosen is too small and when the set is too large. In the first case, statistical errors and small sample effects greatly reduce the accuracy, while in the second case, the GPD may no longer be the correct model for the tail of the parent distribution.
The need for a suitable and efficient method for determining the optimum threshold u is emphasized by many practitioners. However, they also note that no definitive best practice currently exists (McNeil and Saladin, 1997; Embrechts et al., 2003; de Fontnouvelle et al., 2005; Chernobai and Rachev, 2006; Dutta and Perry, 2007) . Of course, some approaches have already been developed to address the problem of choosing the optimal threshold. Pickands (1975) considers absolute distances between the "empirical upper tail" distribution function and the GPD and suggests that the threshold should be chosen such that the distance becomes minimal. For an unknown threshold, Hill (1975) suggests a successive hypothesis test using a standard goodness of fit method. The idea is to increase the amount of data for the tail until the goodness of fit test rejects the hypothesis that the GPD is the model for the tail of the unknown parent distribution. A similar approach is proposed in the work of Choulakian and Stephens (2001) . Smith (1987) exploits the property of the maximum likelihood estimator of the shape parameter and can implicitly deduce the possible threshold value using his method. In other fields of research, the characteristic of the GPD mean excess function is exploited to determine the optimal threshold. From a sufficiently high threshold value, the mean excess function should be linear and thus mark the optimum threshold value. However, statistical influences and small sample effects terminate the linear behavior, and the optimal threshold can be determined only with great uncertainty; see, e.g., Embrechts et al. (2003) and the references cited therein. Danielsson et al. (2001) proposes a method based on the Hill estimator (Hill, 1975) for the shape parameter of the GPD. In a sorted data series, the mean square error is evaluated as the subset of data allocated to the tail increases. The optimum threshold is found when the mean square error is at its minimum. Nguyen and Samorodnitsky (2012) uses statistical test methods to evaluate the property wherein, starting at a certain threshold, the sorted data belonging to the tail of the distribution statistically behave like points of a Poisson random measure with a power intensity. This property can then be statistically tested as the subset increases in size and is aborted as soon as the test rejects the hypothetical property. As far as can be seen, none of the existing procedures have prevailed (Dutta and Perry, 2007) . Therefore, a simple, efficient and always applicable method for determining the threshold value is still needed.
The aim of this study is to develop a statistically based, efficient method that optimally determines the required threshold from the available, measured data. The starting points of our paper are some of the already developed procedures, which we want to combine and extend appropriately. Methods based on the minimization of a distance measure or on statistical tests seem to be most promising. Consequently, we propose a combined method for determining the threshold, which includes the minimum of a distance measure and a suitable statistical test. As well as the use of statistical tests in the framework of goodness of fit procedures (von Mises, 1931; Anderson and Darling, 1954; Shorack and Wellner, 2009) , the determination of distribution parameters via minimum distance methods (Wolfowitz, 1957; Blyth, 1970; Parr and Schucany, 1980; Boos, 1982) from the field of decision theory (Ferguson, 1967 ) is well established. Both research areas are essentially based on the weighted mean square error, which evaluates the distance between an empirical distribution function of the data and a suspected parent distribution. Whereas in the first case, the distribution of the weighted mean square error leads to the definition of critical values and thus to the well-known goodness of fit tests, e.g., the Cramér-von Mises test (Cramér, 1928; von Mises, 1931) or Anderson-Darling test Darling, 1952, 1954) , in the second case, the parameters of the assumed parent distribution are determined by minimizing the error (Boos, 1982) .
In our paper, we select a special weight function for the squared errors, which weights deviations in the tail of the parent distribution more heavily. With this specially chosen function, the weighted mean square error is a measure of the total deviation between the empirical distribution and the fitted GPD. We evaluate this total deviation as the data size in the ordered sample increases. The minimum of this total deviation then marks the optimal threshold. Once the threshold has been determined, the GPD is adapted as a model for the tail on the data associated with the tail region. In addition, we perform statistical tests to evaluate the quality of the modeling.
The remainder of the paper is structured as follows: In the first sections (from 2 to 5), we develop the theoretical foundations for the tail-detection method, which we propose based on the existing theories of various disciplines.
Section 2 shows how the weighted mean square error is explicitly computed when depending on a weight function. The weight function is specially chosen for our purposes and is equipped with a free positive stress parameter. This stress parameter allows, at a certain position on the distribution function, changing the strength with which the deviations from the empirical distribution function at that position are weighted. Put simply, using the stress parameter, the magnification is adjusted, with which the deviation between the distributions at a fixed position is considered. If we initially leave the stress parameter indeterminate in the calculation of the weighted mean square error, two families of statistics can be derived. One family of statistics is for the lower tail; the other, for the upper tail. As a theoretical interim result, we show that these two families can be transformed into each other via coordinate transformation. Section 3 uses decision theory methods to find the most suitable stress parameter for our purposes. From the families of statistics, the statistic that belongs to this stress parameter is used to determine the threshold based on the available data. In addition, the relationship with the standard goodness of fit tests is shown, which we use to evaluate the final result. Section 4 briefly summarizes the key features of the GPD. Since we expect small values for the weighted mean square error, which will be reflected in the standard goodness of fit test, we need critical values at high confidence levels to perform the tests. These are currently not tabulated; thus, in Section 5 we determine the required critical values.
After presenting all theoretical bases in the first sections and creating the necessary technical prerequisites, the subsequent sections introduce the method of tail detection and demonstrate its application via examples. Section 6 presents the procedure for determining the threshold value and the tail model in detail. Applications are shown for different parent distributions. Here, we focus on parent distributions that are commonly used in the finance and insurance industries. The properties of the method are investigated via Monte Carlo simulations. Section 7 shows the application of the method to single-row data. As a practical example with real data, the MSCI World Index is considered. We consider the distribution of the MSCI World Index as unknown. In this example we do not fit a parametric model to estimate the parent distribution but focus directly on modeling the tail. Based on the historical data, the tail model is determined using the previously developed method. The VaR and CVaR are then determined using the quantiles at high confidence levels. The last section discusses the results and summarizes the key points.
Definition of test statistics
Due to regulatory requirements, the financial industry is interested in finding a statistical model for the data collected by risk management that has high quality, especially at high quantiles. This requires statistical tests that take special account of deviations in the upper or lower tail. In this section, we derive the two corresponding families of test statistics. Furthermore, these two statistics are shown to have symmetry and to be very well suited for detecting the beginning of tails.
Empirical distribution function
Let X 1 , X 2 , . . . , X n be a sample of random variables with common unknown continuous distribution function F (x) and density function f (x). The corresponding empirical distribution function for n observations is defined as
where 1 is the indicator function, with 1(X i ≤ x) equal to one if X i ≤ x and zero otherwise. Thus, F n (x) = k n if k observations are lower than or equal to x for k = 0, 1, . . . , n (Kolmogorov, 1933) .
Weighted mean square error
As a convenient measure of the discrepancy or "distance" between the two distribution functions F n (x) and F (x), we consider the weighted mean square errorR
introduced in the context of statistical test procedures by Cramér (1928) , von Mises (1931) and Smirnov (1936) . The non-negative weight function w(t) in Eq. (2) is a suitable preassigned function for accentuating the difference between the distribution functions in the range where the test procedure is desired to have sensitivity. Consider the weight function
for real-valued stress parameters a, b ≥ 0 and t ∈ [0, 1]. Here, a affects the weight at the lower tail, and b, at the upper tail. Then, for a = b = 0, Eq. (2) provides the Cramér-von Mises statistic (Cramér, 1928; von Mises, 1931) , while when heavily weighting the tails (a = b = 1), it is equal to the Anderson-Darling statistic Darling, 1952, 1954) . The Anderson-Darling statistic weights the difference between the two distributions simultaneously more heavily at both ends of the distribution F (x).
Mixed weight functions can hinder the individual study of either one or the other tail of the distribution function. When determining the start of a tail, pure weight functions that focus on one side of the distribution function are beneficial. Therefore, to determine the beginning of the tails of F (x), we use statistics that weight the deviations at either the upper or the lower tail more heavily. The following weight functions are desired and are thus further investigated.
Weight function for the lower tail (a ≥ 0, b = 0):
Weight function for the upper tail (a = 0, b ≥ 0):
Lower tail statistics
With Eq. (4), the weighted mean square error Eq. (2) reduces tô
Computing formulae for this family of lower tail statistics can be obtained by following the method given in Anderson and Darling (1954) .
be the sample values (in ascending order) obtained by ordering each realization x 1 , x 2 , . . . , x n of X 1 , X 2 , . . . , X n . Then, we can summarize the following calculation rules for the statistics:
Note: In the special case where a = 0, Eq. (7) reduces to the statistics W 2 n (= R n,0,0 ) proposed by Cramér (1928) and von Mises (1931) :
For the purpose of obtaining an appropriate goodness of fit test specifically for the tail of a distribution, the computation formulae Eq. (9) and Eq. (13) were first described by Ahmad et al. (1988) and later examined more formally by the same authors with regard to the distribution of their test statistics AL 2 n (=R n,1,0 ) and AU 2 n (=R n,0,1 ), respectively (Sinclair et al., 1990 ).
• a = 2
• a = 3
For the stress parameter a = 3, no feasible solution can be calculated becausê R n,3,0 approaches infinity.
Upper tail statistics
With Eq. (5), the weighted mean square error Eq. (2) becomeŝ
As with Eq. (6), the statistics for the upper tail can now be calculated using Eq. (11).
• b = 1, 2, 3
Note: When b = 0, then Eq. (12), like Eq. (7), reduces to the known statistic W 2 n (Cramér, 1928; von Mises, 1931) , cf. Eq. (8).
• b = 1
Because of the identity w(t) Darling, 1952, 1954) :
• b = 2
• b = 3
As before, for the stress parameter b = 3, no feasible solution can be calculated becauseR n,0,3 approaches infinity.
The families of upper and lower tail statistics defined so far are based on the proper choice of a weight function w. To emphasize the deviation error in the tails more strongly, special weight functions are used, as illustrated by Eq. (4) and Eq. (5). As the following lemma shows, these weight functions have internal symmetry that translates to the weighted mean square error and that can be exploited in practice.
Lemma 1. LetR X;n,a,0 be the weighted mean square error defined by Eq. (6) for random variable X, which comes from a continuous distribution function
Proof. The coordinate transformation leads to a substitution of the variables X in the integrals. First, substitution of the continuous and empirical distribution function is performed, resulting in the substitution rules used in Eq. (6) (or Eq. (11)):
Finally, the domain of integration is changed according to the coordinate transformation, and because of the minus sign, the orientation of the integration domain is reversed. This results in the representation of the weighted mean square error as in Eq. (11) (or Eq. (6)) for the random variable Z.
The practical advantage of lemma 1 is that only one family of statistics -either for the upper tail or the lower tail -requires further investigation. Furthermore, lower tail analyses of a distribution of the random variables X, for example, can be performed by using one of the upper tail statistics for the random variable Z, after utilizing the transformation Z = −X. Therefore, only one of the statistical families needs to be considered during software implementation. (14) does not change.
In general, the two families of statistics are not invariant under a transformation Z = −X, i.e., they change their appearance. Due to lemma 1, for a pregiven stress parameter a, the statistic for the lower tail of F X (x) changes into the statistic for the upper tail of F Z (z). The following corollary provides the necessary transformations in the corresponding computation formulae.
Corollary 2. Let the stress parameter a be fixed, and apply Z = −X to the random variable X. Then, the computation formulae for the two families of statistics can be transformed into each other by using the following substitutions: change the summation index from i to k, and then set
The single number i, which results from the numerator of the empirical distribution function, must be changed according to
follows directly from the proof of lemma 1. Furthermore, the transformation Z = −X on the sample of random variables Z i = −X i leads to a new order statistic Z (i) , and a realization −x (i) appears at a new position z (k) = −x (i) . Then, the following identity holds:
n . The last equation leads to the desired transformation of the position index i = n − k + 1. By simple algebraic transformations, with the given substitutions for a fixed stress parameter a, the corresponding computation formulae of the upper and lower tail statistic can be transformed into one another.
With these preliminary considerations, it is sufficient to carry out further investigations on only one of the two statistical families.
Selection of the appropriate stress parameter
In this section, we explore the following question: which stress parameter should be chosen, from a theoretical and practical point of view, when addressing financial and insurance issues? Since we focus on the determination of the beginning of the tail region of a distribution for small values of a selected statistic, a suitable method for assessing the quality of a stress parameter may involve using the so-called risk function R (Aggarwal, 1955) . The risk function is a tried and tested method in decision theory for determining the average loss when statisticians set their model for given data (Ferguson, 1967) . In this school of thought within decision theory, the weighted mean square errorR n defined in the previous section (see Eq. (2)) is generally referred to as the loss function, and the expected value of the loss function is called the risk function:
For the case considered here, the risk function can be calculated explicitly. The result summarizes the following lemma and the complementary corollaries.
Lemma 2. LetR n,a,0 be the weighted mean square error defined by Eq. (6).
Then, ∀a ∈ R ≥0 , the risk function is given by
Proof. Using the transformation u = F (x), the lower tail statistics can be expressed in terms of u ∈ [0, 1], and
is an ordered sample of size n from a continuous uniform distribution over the interval [0, 1] . The expectation in Eq. (17) has to be taken with respect to this distribution. Since the distribution of the ith order statistic U (i) in a random sample of size n from the uniform distribution over the interval [0, 1] is a beta distribution with probability density
the expectation value forR n,a,0 can be calculated as follows:
The remaining sums over the quotients of beta functions can be explicitly calculated when the beta functions are expressed in terms of the gamma function (Abramowitz and Stegun, 2014) . The poles must be considered, and the gamma function should be considered in its analytic continuation. If the representation of the gamma functions in terms of the Pochhammer symbol for the rising factorials is used here, the sums can be suitably changed via algebraic transformations. Hence, only the Chu-Vandermonde theorem has to be applied to calculate the result of the sums (Oldham et al., 2009, Ch. 18) . After the outcomes of the sums have been summarized in toto, the asserted relationship Eq. (18) is obtained.
• a = 1
For the last sum, we use the computation formulae presented by Aggarwal (1955, Eq. (59) therein), with ψ(i) being the digamma function, cf. Abramowitz and Stegun (2014) . The remaining sums can then be further simplified as follows:
This result is also yielded by Eq. (18) for a = 1.
The last expression shows that the sum becomes infinite, as the first term for i = 1 represents a pole, while all other terms of the sum remain finite. This result is described by the pole in Eq. (18) when a = 2.
In Section 2.3, we showed thatR n,3,0 approaches infinity. The same applies to the expected value R n,3,0 . This result is described by the pole in Eq. (18) when a = 3.
Because of the symmetry of the two families of statistics from Section 2, we note the following:
Corollary 3. LetR n,0,b be the weighted mean square error defined by Eq. (11) . Then, ∀b ∈ R ≥0 , the risk function is given by
Proof.
In the special cases of the Cramér-von Mises statistic and the Anderson-Darling statistic, the following holds:
be the Cramér-von Mises statistic Eq. (8). Then, the risk function is given by
Proof. By inserting a = 0 in Eq. (18). (Note: The risk function calculated here is in accordance with the result of Aggarwal (1955) .)
,1 be the Anderson-Darling statistic Eq. (14). Then, the risk function is given by
The last expression leads to R n,1,1 = 1 2 + 1 2 = 1, in accordance with the result of Aggarwal (1955) .
To summarize the results, Fig. 1 shows the dependence of the risk function on the stress parameter. The risk function is symmetric about the local maximum at a = 2.5 -the same applies for b -and has two poles at which the sign changes. If deviations in the tail region of a distribution function are to be weighted more heavily, then stress parameters greater than zero are a suitable choice. Focusing only on integer values for the stress parameter, the result for a = 2 is surprising. Since the risk function approaches infinity for these values, the associated weighting function and the corresponding statistic should not be used. This result is in contrast to the excerpts from annonymous scripts found during our research that suggest these statistics. Because of the symmetry, the stress parameters for a = 1 and a = 4 are equivalent with respect to the risk function. Only for a ≥ 5 can marginal improvements be achieved. However, in the preliminary investigations, for large exponents and small samples of financial data, the evaluation of the corresponding statistics became numerically difficult. Therefore, we suggest using statistics with a = 1 as the basis for a goodness of fit test, especially for the tail of a distribution or for determining the tail region of a parent distribution.
In finance, it is customary to represent losses by a coordinate transformation z = −x in positive values and then perform the risk assessment at high quantiles in the upper tail. Regarding a goodness of fit test or a tail-detection method, this transformation is covered by lemma 1. Therefore, in Section 5, we further investigate the upper tail statistics AU 2 n =R n,0,1 for stress parameter b = 1.
Model of the tail of a distribution
A theorem in extreme value theory, that goes back to Gnedenko (1943) , Balkema and de Haan (1974) and Pickands (1975) , states that for a broad class of distributions, the distribution of the excesses over a threshold converges to a GPD, if the threshold is sufficiently large.
The GPD is usually expressed as a two-parameter distribution and has the following distribution function:
where σ is a positive scale parameter and ξ is a shape parameter. The density function is (1−ξ) 2 (1−2ξ) , respectively; thus, the mean and variance of the GPD are positive and finite only for ξ < 1 and ξ < 0.5, respectively. For special values of ξ, the GPD leads to various other distributions. When ξ = 0, −1, the GPD becomes an exponential or a uniform distribution, respectively. For ξ > 0, the GPD has a long tail to the right and is a reparameterized version of the usual Pareto distribution. Several areas of applied statistics have used the latter range of ξ to model data sets that exhibit this form of a long tail.
Since the GPD was introduced by Pickands (1975) , numerous theoretical advancements and applications have followed (Davison, 1984; Smith, 1984 Smith, , 1985 van Montfort and Witter, 1985; Hosking and Wallis, 1987; Davison and Smith, 1990; Choulakian and Stephens, 2001) . Its applications include use in the analysis of extreme events in hydrology, as a failure-time distribution in reliability studies and in the modeling of large insurance claims. Numerous examples of applications can be found in Embrechts et al. (2003) and the studies listed therein. The GPD is also increasingly used in the financial and banking sectors. Especially in the assessment of risks based on high quantiles, the GPD is one of the proposed distributions for modeling the tail of an unknown parent distribution (Basel Commitee, 2009).
The preferred method in the literature for estimating the parameters of the GPD is the well-studied maximum likelihood method (Davison, 1984; Smith, 1984 Smith, , 1985 Hosking and Wallis, 1987) . Choulakian and Stephens (2001) stated that it is theoretically possible to have data sets for which no solution to the likelihood equations exists, and they concluded that, in practice, this is extremely rare. In many practical applications, the estimated shape parameterξ is in the range between -0.5 and 0.5, and a solution to the likelihood equations exists (Hosking and Wallis, 1987; Choulakian and Stephens, 2001) . For practical and theoretical reasons, these authors limit their attention to this range of values. We adapted the GPD as a model for the tail of different parent distributions applicable to finance and banking (Section 6, Fig. 4 ) and also found that the value ofξ falls within this range. Therefore, we also focus mainly on the range −0.5 < ξ < 0.5 and use the standardized maximum likelihood method to estimate the parameters of the GPD based on the data. Furthermore, we check the behavior of the critical values in the next section only for ξ = 0.9. This is a test for the rare case in which ξ approaches 1.0 and thus the expected value approaches infinity.
Critical values of the test statistics
In goodness of fit tests, the critical value is the cut-off value used to decide whether the null hypothesis H 0 -the sample x 1 , x 2 , . . . , x n originating from a specific distribution F (x) -is rejected at a given significance level or not.
The critical values are generally dependent on the underlying distribution function if the parameters of the distribution need to be estimated from the data. Furthermore, they are usually still dependent on the data size n. Recall that the case in which the parameters of the assumed distribution are unknown is referred to as case 3, while the case in which the parameters are completely specified is referred to as case 0, according to Stephens (1971 Stephens ( , 1976 . In the following, Eq. (29) is assumed to represent the tail model sought. According to Choulakian and Stephens (2001) , two further cases should be distinguished in this context: case 1, in which the shape parameter ξ is known and the scale parameter σ is unknown, and case 2, in which the shape parameter ξ is unknown and the scale parameter σ is known. Case 3, in which both parameters are unknown, describes the important and most likely situation to arise in practice. In this case, the critical values also depend on the value of the estimated shape parameterξ of the GPD. In the goodness of fit tests, the significance level p is usually set beforehand in the range 0.001 < p < 0.5 so that the available tables of the critical values usually cover only this range. Since we are interested in the minimum of the test statistic AU 2 n =R n,0,1 in the context of tail detection, the critical values for significance levels in the range 0.5 < p < 1.0 are required.
With the minimum of the test statistic AU 2 n , the threshold u -at which the tail starts -and the tail model are found. The tail model above the threshold u consists of the GPD with the estimated parametersσ andξ. To evaluate the quality of the adaptation of the GPD as a tail model to the data that lie above the threshold u, the standard goodness of fit tests according to Cramér-von Mises and Anderson-Darling are performed. The test quantities W 2 n and A 2 n are expected to also be very small. Consequently, critical values corresponding to significance levels of 0.5 < p < 1.0 are needed. These critical values are currently not available and must also be predetermined.
Comprehensive Monte Carlo simulations are performed to calculate the re-quired critical values for the GPD. For this purpose, data sets x i of finite length n up to 2000 are generated using the GPD with given shape parameter ξ. The shape parameters assigned in this simulation experiment are shown in Table 1 . The scale parameter σ is set to 1.
For a given shape parameter, 5m sets of data with sample size n are generated. The distribution parameters are then estimated from each generated random sample, and the test statistics W 2 n , A 2 n and AU 2 n of each data set are calculated. These 5m statistic values are subsequently ranked in ascending order, and the critical values for the desired significance levels listed in Table 1 are determined for each combination of n and ξ. During our analysis, the critical values were observed to converge quickly to an asymptotic limit, a peculiarity of the statistics W 2 n , A 2 n and AU 2 n that can be found in many applications (Choulakian and Stephens, 2001 ).
In the following, we use the asymptotic limits W 2 , A 2 and AU 2 shown in Table 1 as approximations of the critical values for finite n. The Monte Carlo simulations show that the critical values listed in Table 1 can be used with good accuracy for data sets with small samples sizes. However, as suggested in Choulakian and Stephens (2001) , the samples should be at least n > 25 in size. Later, we will see that our results in Section 6.3 indicate the same lower limit.
For some combinations of significance levels p and shape parameter ξ, the critical values for W 2 n and A 2 n can be compared with the asymptotic percentage points calculated from the asymptotic theory shown in Table 2 of Choulakian and Stephens (2001) . Generally, the relative deviation of the results is less than 1%. Only for small values of ξ and very small significance levels p does the relative deviation increase on the order of 10%. 
Tail-Detection

Detecting the begin of the tail
In this section, the procedure for detecting the beginning of the upper tail of an unknown parent distribution based on the statistic AU 2 n (=R n,0,1 ) is described, cf. Eq. (13). Due to lemma 1, the procedure described below can also be used to detect the lower tail of an unknown parent distribution if we change the sign of the measured data.
Given a data set, the detection of the tail essentially involves determining the optimal threshold value u at which the tail of the unknown parent distribution starts and the GPD can be used as a model. In the descending-order time series, the optimal threshold u is a special data point x (k) , with k ≤ n, and the ordered data points x (1) , x (2) , . . . , x (k) are values that come from the tail of the parent distribution. The latter data set is used to estimate the unknown parameters ξ and σ of the GPD (see Eq. (29)).
Procedure
In the general case, the tail model is determined as follows:
1. Sort the random sample taken from an unknown parent distribution in descending order:
2. Let k = 2, . . . , n, and find for each k the estimatesξ k andσ k of the parameters of the GPD F (x) (see Eq. (29)), as described in Section 4. Note: For numerical reasons, we start at k = 2. 3. Calculate the probabilities F (x (i) ) for i = 1, . . . , k, and determine the statistics AU (8) and (14), respectively. 4. Find the index k * of the minimum of the statistics AU 2 k . Then, the optimal threshold value is estimated byû = x (k * ) , and the model of the tail of the unknown parent distribution is given by the GPD with parameter estimatesξ k * andσ k * . Table 1 gives the critical values for the statistics under consideration to perform the goodness of fit test for a given level of significance p. In case 3, where ξ must be estimated, the table should be entered atξ k * . Ifξ k * < −0.5, the table should be entered at ξ = −0.5. Critical values for other values of ξ can be obtained by interpolation (Choulakian and Stephens, 2001 ). The table can also be used to deduce the p-value from the estimated parameterξ k * and the statistics. The p-value is then a measure of the fallacy if the estimated GPD F (x;ξ k * ,σ k * ) is rejected as a tail model. This leads to the idea that the p-value in a decision should be as large as possible for the GPD not to be rejected. We will return to this point later in the applications.
Ideal cases
For the selection of parent distributions H(x) listed in Table 2 , we first describe the procedure. The selected distributions correspond to the distributions 
. . , n and determining the quantiles x k . This data set is then used as the input for the procedure described in Section 6.1. Data records of length n = 50, 100, 500, 1k, 2k, 3k, 5k, 10k, 50k and 100k are examined. Fig. 2 shows, for n = 10k, the value of the statistic AU 2 k as the length k of the tail increases until the total data length comprises. Except in the case of the GPD and the exponential distribution, the statistics of the remaining distributions will show a minimum at less than 20% of the total data length n. If the GPD is used as the parent distribution, the whole data set must be used to estimate the parameters of the GPD as the tail model as accurately as possible. Fig. 2 shows that in the case of the GPD, the statistic approaches zero as the length of the tail reaches its maximum. Because the exponential distribution is a special GPD with ξ = 0, the same applies to this distribution.
More detailed insight regarding the remaining distributions is given by Fig.  3 . As the total number of data points increases, the proportion of data points used to model the tail decreases. Conversely, the lower the total number of data points, the larger the proportion needed to model the tail. In addition, as with the lognormal distribution, a local minimum may still exist near the global one, both of which could change their characteristics as the total amount of data increases. This is due to the fact that in this case, before and after the mode of the parent distribution, local minima of the statistics are calculated. One of these minima is the global minimum for the dataset. With small amounts of data, the statistics show that it is more advantageous to also use data beyond the mode to adapt the model. For large data sets, the advantage disappears and only data belonging to the tail area of the parent distribution -before the mode -are used. This result may indicate that, generally, no simple relationship exists between the optimal length of the tail and the total amount of data. Previous reports have already carried out studies on the favorable choice of threshold in the finance and insurance fields (McNeil and Saladin, 1997; Moscadelli, 2004;  Table 2 . Bullet points indicate the respective minimums of statistics. These minimum values show the optimal data set length that should be used to determine the parameters of the GPD. LogNormal Normal GEV GPD Exponential Fig. 3 Dependence of the proportion of tail points on the total amount of data. The GPD and the exponential distribution always use the whole dataset (tail weight 100%), so the two results are indistinguishable here. Dutta and Perry, 2007) , revealing that the preferred tail length for the data series analyzed in those fields comprises approximately 10% to 15% of the total amount of data available. Based on our results shown in Fig. 3 , we conclude that this proportion should not be regarded as a rule of thumb in future works without a case-by-case examination. Fig. 4 shows the dependency of the parameter ξ, estimated at the minimum of the statistics AU 2 k , on the total length n of the data series. While in the case of the GEV, the GPD and the exponential distribution, the parameter ξ well converges to the true value (cf. Table 2), in the case of the lognormal and the normal distribution, no such limit value is yet apparent. 
Monte Carlo simulations
We now examine how the procedure works when considering the average of many sets of data. Monte Carlo simulations were performed for each distribution listed in Table 2 such that a sample x 1 , x 2 , . . . , x n of size n was generated for an assumed parent distribution with given parameters. As in the previous section, we analyzed different sample lengths for n = 50, 100, 500 and 1k. For the given parameter set, 10k sets of data were generated for each sample size.
The proposed procedure for detecting the beginning of the upper tail was then applied for each data set. For each k = 2, . . . , n, an empirical distribution of the statistic AU 2 k exists, which we evaluated with regard to the mean value AU 2 k and a 1σ confidence interval. The confidence interval thus narrows the range, with approximately 67% of the realizations of the statistic AU 2 k . Furthermore, we determined the minimum of AU 2 k with respect to the size of the tail k. Fig.  5 shows the results for the data set with n = 100 as an example. As in the ideal situation (see Section 6.2), we observe the same graphical progress.
In Section 5, we noticed that the statistic AU 2 k for tail size k ≤ 25 converges only poorly and that the distribution of AU 2 k is correspondingly wide, cf. the confidence interval shown in Fig. 5 . For k > 25, the mean value of AU 2 k approaches a minimum. In the case of the GPD and exponential distribution, this must occur at the edge, but due to the finite Monte Carlo simulation, the smallest fluctuations remain. Thus, the minimum has already been detected before, with k * ≤ n. For the lognormal, normal and GEV distribution, the mean of the statistic rises significantly after the minimum at k * has been passed and k → n. In these one-humped distributions, the modal value is designated by a certain large k m ≥ k * . From this k m , the mean value of the statistic AU 2 k very clearly increases as k approaches the sample size n.
Examples
In this section, we consider a specific example with a known parent distribution in detail and then discuss the results when our procedure is applied to the MSCI World Index. The first example shows the application of the procedure to a distribution function that is commonly used in finance when the modeling of stock returns is required. For an exemplary single time series, the tail model is determined. The example also shows how the tail model can be evaluated using standard goodness of fit tests. The second example then shows the application of the method to real data, i.e., to time series of which the true distribution is generally unknown.
Single data row with known parent distributions
In the first example, the data are the n = 200 values generated from a lognormal distribution with parameters specified in Table 2 . Our goal is to first find within that data the subset of data that comes from the tail of the parent distribution. The parameters of the GPD -as a model for the tail of the parent distribution -are then estimated based on the data subset.
The procedure proposed in Section 6.1 results in a minimum value of the upper tail statistic of AU 2 22 = 0.0888, indicating that in this case, 22 data points are taken from the tail of the parent distribution. Fig. 6 (left) shows the value of the statistic AU 2 k as the tail length k increases. In addition, the p-value of the statistics -determined via a Monte Carlo simulation -is shown for each k. On Table 3 summarizes the results of modeling the tail of the lognormal distribution. In addition to the parameters of the GPD, as the model used for the tail, the results of the three statistics used here are listed. For the upper tail statistic AU 2 k , the determined minimum value is given, cf. Fig. 6 (right) . The two other statistics W 2 k and A 2 k are used to evaluate the goodness of the fit. Based on the value of the respective statistics and the estimated parameterξ, the corresponding p-value can be determined from Table 1 -for all statistics, we found p-values greater than 0.90. Via an additional Monte Carlo simulation, we can provide more accurate estimates of the p-values listed in Table 3 for this example. All three statistics indicate that the tail model was adapted with sufficiently high quality. Fig. 7 shows the empirical distribution of the data and illustrates the quality of the fit. From the threshold u = x (22) = 2.85, indicated by the 22 data points of the sorted data set, the set is divided into two subsets. The data below the threshold come from the body, while that above the threshold, from the tail of the parent distribution H(x). The subset of data belonging to the tail of the parent distribution is used to estimate the parameters of the GPD via the maximum likelihood method. The inserted graphic shows an enlargement of the tail region for those quantiles typically used in practice. In this constructed example, it is possible to compare the graph of the GPD and the lognormal distribution at high quantiles. The deviations between the graphs are comparatively small in this case.
MSCI World Index
The MSCI World Index is a market capital weighted stock market index covering stocks of all the developed markets in the world, as defined by MSCI Inc. formerly Morgan Stanley Capital International. Below, for the period from 31.12.1969 to 31.12.2017, we consider the weekly, monthly and annual closing price time series of the MSCI World Index (Bloomberg ticker code: MXWO) in USD. A number of products are available on the capital market, which are related to the MSCI World Index. For an investor, in addition to the expected return, the risk associated with a product is usually interesting. An investor has various procedures and risk indicators available for assessing risk. In the present study, we want to estimate the investment risk associated with the products by analysing the statistical behavior of the rate of change of the underlying index and the risk indicators derived from it. We are particularly interested in the VaR and CVaR of the index; for definitions, cf. Hull (2017, ch. 22) . The model of the stochastic process usually assumed for the price S of a non-dividend-paying stock is known as geometric Brownian motion. To determine the model parameters of the corresponding stochastic differential equation and to derive further risk indicators, the logarithmic rate of return of the stock price are considered. This model implies that the logarithmic rate of return is normally distributed, cf. Hull (2017, ch. 14) . Consistent with this assumption, we examine the logarithmic rate of return of the index and apply our method to determine the model for the tail. The model is then used to calculate the desired risk parameters VaR and CVaR for the confidence levels usually assumed in a risk report: 95.0%, 97.0%, 99.0% and 99.9%, cf., e.g., Basel Commitee (2004).
Generally, the risk indicators should be positive; thus, we change the sign of the logarithmic return rate. This corresponds to the coordinate transformation assumed in lemma 1. Hence, it is now possible to use the upper tail statistic AU 2 k to determine the threshold u = x (k * ) for the transformed and sorted time series x (k) for k = 1, . . . , n of the logarithmic return rates, which marks the beginning of the tail. For the three time series considered, we have n = 2503 (weekly sampling), n = 575 (monthly sampling) and n = 47 (annual sampling).
Weekly sampling
First, we take a closer look at the logarithmic rates of returns of the weekly sampled data. Fig. 8 shows the results after applying the procedure to detect the beginning of the tail for the sorted data. For the statistic AU 2 k , the minimum occurs at k * = 289. Thus, the threshold from which the tail model can be adapted to the exceeding data is given by the value u = x (289) = 0.020. With the data points that exceed this threshold, the parameters of the GPD Table 1 , the p-value is high, which makes rejecting the assumption -the GPD is the best model for the tail of the unknown parent distribution -seemingly the wrong decision. Fig. 9 shows the density and distribution function of the adapted GPD in comparison to the empirical density and empirical distribution function. At a threshold of u = 0.020, the body and the tail of the empirical density h n (x) and distribution H n (x) are separated. The inner picture of the lower figure shows the tail region and the fitted GPD (bold line) compared to the empirical distribution. These two graphs are superimposed, showing that any differences are difficult to distinguish.
If a geometric brownian motion is assumed for the weekly logarithmic returns of the MSCI World Index, then the parent distribution of the logarithmic returns should be a normal distribution. The thin line in the lower figure of Fig. 9 shows the graph of a fitted normal distribution. There are slight differences in the area of the tail. Whereas the graph of the GPD is hardly distinguishable from the data. This suggests that the true (unknown) distribution in the area of the tails can be better described by the GPD.
Monthly and annual sampling
The same procedure is now applied to the monthly and yearly sampled data to find a suitable model for the tail of the unknown parent distribution. Fig. 10 shows, using the statistics and p-values, how the procedure works when these data are submitted to the program. In the case of the monthly and annual values, we obtain u = 0.027 and u = −0.216, respectively, as thresholds, above which the adaptation of the GPD as a tail model seems favorable. This conclusion follows from the fact that for these thresholds, the statistics have small values and the p-values tend to be well above 95%. Table 4 summarizes these results and also shows the calculated parameters of the GPD. In addition, the risk indicators VaR and CVaR for the individual samples are listed in the lower part of the table.
The VaR corresponds to the quantile of the distribution for a given probability and can be calculated directly from the inverse function of the GPD given the distribution parameters. In forming the inverse function, however, the proportion of data to which the model refers for the tail of the unknown parent distribution must be considered. Note that not only in the ideal case examined in Section 6.2 but also in practice, as the sample length n decreases, larger portions of the sorted time series are used to compute the model of the tail of the unknown parent distribution. However, if the VaR is determined, the CVaR results by adding the value of the mean excess function of the GPD (Embrechts et al., 2003) . Where in the calculation of the mean excess function, the location parameter is expressed by the VaR. 
GPD Normal
Fig. 9
The empirical density (upper figure) and the empirical distribution function (lower figure) for the weekly logarithmic rates of return. Additionally marked is the corresponding graph of the GPD as the tail model and the fitted normal distribution (inner picture of the lower figure) . The risk indicators shown in the table refer to the logarithmic changes in the price S of the MSCI World Index. To determine the risk capital that may need to be deposited, the results for the VaR and the CVaR can be recalculated in USD. For example, the VaR corresponds to a possible logarithmic (weekly, monthly or yearly) change in the MSCI World Index: VaR = log(S 1 ) − log(S 0 ). A small algebraic transformation can be used to calculate the possible loss value in USD: ∆S = S 1 − S 0 = S 0 (exp(VaR) − 1). This relationship follows directly from the property that the underlying process represents a geometric Brownian motion (Hull, 2017) .
Discussion and Conclusions
With the procedure presented above, we can efficiently -without any consideration of parameter specifications -answer the following question: which threshold value divides an unknown parent distribution into the body and tail area? For this purpose, we have posed a theoretically sound method that, in addition to finding the optimal threshold value, determines the parameters of the GPD as a tail model based on the available data. Furthermore, the proposed method uses standard goodness of fit tests to show the quality of the fit.
In the examples shown, we have successfully tested the procedure on simulated and real data. However, limits to the application exist, as very small data sets (n < 25) are difficult to analyze due to statistical fluctuations. For example, Fig. 5 shows this phenomenon very well for a normal distribution, where the confidence interval (thin lines) contracts significantly only after the sample size exceeds 20. Another limitation is caused by the assumption of the GPD as a tail model. Although the distributions commonly used in the finance and insurance fields have the GPD as a tail model, exceptional parent distributions that do not have this property may exist. A further limitation could be the implementation costs. From the current state of the research, it is difficult to estimate how far the proposed procedure will prevail. In individual cases, a business-related cost and benefit consideration will be the decision criterion for deployment. To facilitate the decision, we offer our procedure in a freely accessible Python software package.
The presented procedure offers numerous starting points for future research. For example, it would be interesting to examine how the risk parameters determined for the single asset classes are presented in an aggregated portfolio and whether the overall risk can also be determined congruently from the historical portfolio data with the proposed procedure. Additionally, other research may consider the impact of our method on practice and regulatory affairs.
