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Abstract 
There are several lines of evidence that the atmosphere of Mars has significantly 
evolved over the history of the planet. Because Mars does not have a strong intrinsic 
magnetic field, the atmosphere is eroded by interactions with the solar wind. Condi-
tions in the early solar-system significantly enhanced this loss, notably the component 
due to solar-wind induced sputtering away. Modeling indicates that, integrated over 
the last 3.5 billion years, 0.8 bars of C02 have been sputtered. This is accompanied by 
the loss of 50 m of water. The loss of C02 is a significant loss when compared to the 
estimates of the thickness of the early atmosphere. A simple model of the behavior of 
the atmospheric 613C, based on the expected Martian carbon "cycle" constrains the 
size the current C02 reservoirs by putting the sputtering loss into the context of the 
evolution of the atmosphere. In order to balance the isotopic effects of the sputtering 
loss, it is necessary for there to be rv 100 mbars of C02 trapped in the planet. This 
is quite reasonable given the ability of the regolith to hold adsorbed C02 . 
Using a modified form of Optimal Interpolation, it is possible to assimilate Ther-
mal Emission Spectrometer (TES) observations from the Mars Global Surveyor (MGS) 
spacecraft into the Ames Mars General Circulation Model (MGCM) . The method is 
optimized for the assimilation of the irregular data obtained during the aerobraking 
phase of the mission. Based on 25 sols of data at Ls ~ 200, the assimilation process 
reveals several interesting features of the Martian atmosphere. The assimilation indi-
cates that the lower atmosphere (up to "'0.1 mbar) in the northern polar regions is 
very cold-probably at or close to the C02 condensation temperature. Furthermore, 
the data imply that the midlatitudinal westerly jets extend poleward of the indicated 
MGCM locations. In addition to correcting the phasing of the Northern baroclinic 
storm belt, the data indicate that the amplitude of the waves are stronger than ex-
pected and possibly with a lower zonal wavenumber. Thus the data and assimilation 
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Chapter 1 Preface 
Mars is the fourth planet outward from the sun. In many ways it is the planet the 
most similar to the Earth. It has a solid, rocky surface over a differentiated interior, 
covered by a thin atmosphere. The spin rate is almost identical to that of the Earth, 
giving it a very similar length of day. Furthermore, the obliquity, at least at present, 
is also similar to that of the Earth, so it has a comparable seasonal solar forcing. 
There is evidence for significant erosion as well as volcanic activity at some point in 
the planet's history. 
While Mars is similar to the Earth, there are also significant differences. This is 
especially true when looking at the atmosphere of the planet. First, the orbit of Mars 
is elliptical. This causes large variations in the total solar forcing over the course of 
the Martian year (which, due to a semi-major axis of 1.5 AU is about twice the length 
of the Terrestrial year). Furthermore, many of its orbital parameters undergo large 
chaotic changes due to forcing from Jupiter and the other planets. Also, being further 
from the sun, coupled with the thin 7 mbar atmosphere, Mars is a colder planet. This 
results in several large effects. First, the cold temperatures cause the atmosphere to 
be very dry, which mirrors a very dessicated surface. The low temperatures also result 
in the freezing out of up to a third of the atmospheric C02 at the winter pole as a 
seasonal polar cap. But since C02 is the major constituent (95%) of the atmosphere, 
this causes large oscillations in the total pressure over the course of the Martian year. 
The planet is significantly smaller than the Earth (a radius of 3390 km compared 
to 6380 km for the Earth). The smaller size results in a much lower escape energy, 
which makes it much easier for objects, including the atmosphere, to escape from 
the planet. A second effect of the smaller size is a faster cooling and smaller core 
size, resulting in the lack of a global magnetic field at present (and presumably for 
much of its history) . This allows the solar wind to directly interact with the upper 
atmosphere creating a very different plasma environment than at the Earth. 
2 
One of the important features of the Martian atmosphere is that it is variable and 
changes on many different time scales. Fast changes include the diurnal cycle which 
causes the atmosphere to vary over the course of the day as the sun crosses the sky. 
There are even changes on shorter time scales caused by local phenomena such as dust 
devils and fogs. At slightly longer periods, there are weather systems which propagate 
around the planet. Then over the course of the year, there is the progression of the 
seasons, and accordingly a change in the response of the atmosphere. The inter-annual 
variability is driven by the irregular appearance and size of dust storms. Depending 
on the dust storm, it may cover part, or even all of the planet with optical depths 
reaching 5 or even higher. On geological time scales, the orbital parameters of Mars 
change. This results in variability on scales as short as 105 years with chaotic changes 
on even longer scales, ranging up to 107 years or longer. The changes in the orbital 
parameters force the atmosphere into different regimes. The atmosphere also changes 
on time scales as long as the age of the planet due to the loss and evolution of the 
atmosphere since Mars accreted. Thus change is fundamental to the behavior of the 
Martian atmosphere. 
The available observations are not really sufficient to study the change in the atmo-
sphere of Mars except in restricted cases. In order to be able to study the change in a 
broader context, I am relying on computational numerical models. This allows many 
of the processes to be described physically while covering large periods of variability. 
The numerical models are based on theoretical concepts of the processes involved, 
but are capable of looking at the evolution of the processes as well as steady-state 
issues. In order to actually make the model results relevant to Mars, it is necessary 
to use observations to constrain the models and to evaluate the model results. This 
requires a wide range of observations, ranging from photographic interpretation to 
spectral measurements, to in-situ measurements, to Terrestrial based measurements 
as well as spacecraft measurements. 
In my investigation of the Martian atmosphere, I examine how the atmosphere 
changes on several different time scales. These range from the longest time scales 
for change to some of the shortest ones. The next four chapters can be grouped into 
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two pairs of chapters. Chapters 2 and 3 deal with the change and evolution of the 
atmosphere over the last 3.5 billion years. They concentrate on the processes that 
affect the atmosphere over the age of the solar system. Chapter 2 models a process 
called solar-wind induced atmospheric sputtering that is efficient at removing the bulk 
atmosphere to space where it is swept away. Chapter 3 then puts the process in the 
context of the evolution of the Martian atmosphere. It studies the various processes 
that have affected the atmosphere and how they may have acted together to create 
the atmosphere seen today. 
Chapters 4 and 5 look at atmospheric change on daily to seasonal time scales. 
In order to study these time scales on a global basis, I combined an MGCM (Mars 
General Circulation Model) with actual observations of the atmosphere by the TES 
(Thermal Emission Spectrometer) on the MGS (Mars Global Surveyor) spacecraft. 
Chapter 4 describes the data assimilation technique developed to merge the data and 
observations and the testing to show how effective the process is. Chapter 4 then 
covers the assimilation of the actual data. The assimilation model results are used to 
investigate the weather in the MGCM as well as the mean seasonal behavior of the 
atmosphere. 
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Chapter 2 Sputtering Model 
2.1 Introduction 
There are several lines of evidence that indicate that the Martian atmosphere has 
undergone significant change over the history of the planet. The first is the Martian 
geomorphology, notably the channels, which appear to indicate that the planet once 
had significant quantities of water at or near the surface. This implication is also 
supported by the significant enrichment in deuterium (relative to the Earth) in the 
atmosphere, implying a more humid atmosphere. In order to get a humid atmosphere 
and water near the surface, it is necessary to warm the surface from its current mean 
temperature of rv 220K. The easiest way of doing this is with a thicker atmosphere and 
an atmospheric greenhouse effect. The fractionation of several other stable isotopes 
also support the idea of a thick atmosphere during the early history of Mars. 
Although there are questions about how much a greenhouse effect could raise the 
temperature [Kasting, 1991, Haberle, 1998], most current models require an atmo-
sphere of at least 0.5 bar of C02 in order for liquid water to be near the surface 
(for example, McKay and Davis [1991], Kieffer et al. [1992], or Haberle [1998]). Be-
cause the current Martian atmosphere has only 7 mbar of C02 and only a small 
amount of H20 (10 pr-J.Lm, or if it were all precipitated out, a layer 10 J.Lm deep 
[Carr, 1996, Kieffer et al., 1992]), an important question is the fate of the early wa-
ter and C02. 
There are two major possibilities: Either the early atmosphere is sequestered some-
where in the planet [Fanale et al., 1982] or it has been lost to space. McElroy [1972] 
pointed out that the water loss might have been determined by dissociative recom-
bination of ot + e, because H loss by Jeans escape is easily accomplished. However, 
neither Jeans escape, nor dissociative recombination , is capable of removing signifi-
cant amounts of C02 over the lifetime of the planet's "contemporary" atmosphere. 
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One alternative mechanism for loosing the atmosphere to space is atmospheric sput-
tering (erosion by impact of energetic atoms and ions) . Initial investigations concen-
trated on sputtering by solar wind particles [Tombrello, 1982, Watson, 1980). While 
capable of removing H, the solar wind particles are estimated to only sputter the 
equivalent of the current atmosphere of C02 over the age of Mars. The mass differ-
ence between the solar wind particles and the bulk atmosphere makes momentum and 
energy transfers very inefficient. Energetic exospheric o+ ions were considered a possi-
ble source of heavier particles [Tombrello, 1982, Watson, 1980), but the actual fluxes 
where not determined until Luhmann and colleagues [Luhmann and Kozyra, 1991, 
Luhmann et al. , 1992) modeled them. This process is called indirect solar wind in-
duced sputtering, and it is much more effective than direct sputtering at removing 
C02 and other heavy species. 
2.2 Theory 
Indirect solar-wind induced sputtering occurs on planets that do not have a significant 
intrinsic magnetic field. In this case, the solar wind is not stopped by the magnetic 
field and interacts directly with the upper atmosphere. Sputtering can be broken 
into two steps (see Figure 2.1). In the first step, the solar wind interacts with the 
planetary ionosphere. The Martian ionosphere is predominantly populated by o+ 
created primarily through dissociation by extreme ultra-violet (EUV) solar radiation. 
The interplanetary magnetic field, carried along by the solar wind is draped over Mars 
and penetrates into the ionosphere since Mars does not have a strong intrinsic field. 
Through plasma interactions, the solar wind and solar EUV transfer energy to the 
ionosphere. The draping of the interplanetary magnetic field results in a complex field 
geometry that, due to temporal and spatial variability, further accelerates the ions. 
These particles then follow helical trajectories defined by the interplanetary magnetic 
field . Some of the trajectories miss the rest of the atmosphere and the ion is swept 
away by the solar wind as a pickup ion. But some of the particles impact the upper 






after Luhmann and Kozyra ( 1991) 
Figure 2.1: Sputtering Process 
In step 1, ions are accelerated by the interactions of the ionosphere, solar EUV and 
solar wind. In step 2, the ions impact the upper atmosphere and collisionally transfer 
energy and momentum, ejecting part of the atmosphere. 
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magnetic field. These particles will have a significant amount of energy (around 1 keV 
total) compared to the escape energy (1.5 eV for a carbon atom). 
When these accelerated ions impact the upper atmosphere, they collisionally trans-
fer energy and momentum to the neutral component and can give other atoms suf-
ficient energy (and an upwards velocity) to escape. This is the second step of the 
sputtering process (and the actual sputtering). A useful way of considering the pro-
cess is that each impacting ion will cause a certain number of other particles to escape 
the planet. This is the sputtering yield. Thus in order to calculate the flux of parti-
cles lost by this type of sputtering, it is necessary to calculate the flux of impacting 
particles and the sputtering yield. 
In their work, Luhmann et al. [1992] used an analytical model to determine the 
sputtering yield for the second part of the process. Their work indicated that the 
sputtering could remove a small amount of atmosphere (about .14 bars of C02), but 
was not capable of removing sufficient atmosphere to create the greenhouse to warm 
the planet . I then created a Monte-Carlo model of the sputtering process itself to 
calculate the yield. Combining this with the impacting fluxes calculated by Luhmann 
et al. [1992) allows the total amount of atmosphere lost to be estimated. 
2.3 Model 
The Monte-Carlo model operates by firing individual ions at the atmosphere and then 
determining what happens in the atmosphere. As each ion impacts the atmosphere, 
the model determines the number of particles that leave the top of the atmosphere 
with sufficient energy to escape. By analyzing the results of a large number of ions 
impacting the atmosphere, the model can calculate the mean number of atoms that 
are lost: the sputtering yield. 
The sputtering yield is modeled at three different epochs, the present (or 1 EUV), 
2.5 Ga ago (3 EUV), and 3.5 Ga ago (6 EUV). Each epoch is defined by the strength 
of the extreme ultraviolet (EUV) flux as a multiple of the current value. These 
epochs correspond to the times for which Luhmann et al. [1992] have calculated the 
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impacting fluxes. For each epoch, the calculation uses a model neutral atmosphere 
as the target of the ions. These atmospheres can be divided into three parts, a 
homosphere, a diffusive region, and an exosphere. The homosphere is the part of the 
model where the atmosphere is well mixed, and ends at the homopause, above which 
each species assumes its own mass dependent scale height. The exosphere (which 
starts at the exobase) is the region of the atmosphere where the particles can escape 
without colliding. Both the homopause and exobase are more zones than sharp layers 
and actually extend over several kilometers of altitude; this is especially true when 
comparing the various species. 
The atmosphere for the present is from Nair et al. [1994] (see Figure 2.2) and was 
expanded by isostatically calculating an exosphere for each species. Argon was also 
added to the atmosphere by assuming a constant mixing ratio up to the homopause 
and then letting it assume its mass dependent scale height. The model has 0, C02 , 
CO, N2 , N, H2 , H, and Ar in the atmosphere. It has a 2 km vertical resolution. While 
the isostatic assumption is fairly good for most of the species, it probably fails for H2 
above 300 km due to dissociation and loss to space. The H2 in this region does not 
significantly impact the results of interest, so the uncertainty is not a problem. The 
atmospheres at 3 EUV and 6 EUV are from Zhang et al. [1993] and have also been 
extended vertically. They have only C02 and 0 with a resolution of 10 km. Since 
the sputtering occurs at very low number densities (basically at and slightly below 
the exobase), none of the atmospheres actually reach the surface. The structures are 
controlled by the local temperatures and by photochemistry and are very insensitive 
to the total atmospheric pressure. This makes the results independent of the actual 
atmospheric pressure (at least for the major species); the actual altitude of the pro-
cesses will change, but the pressures will remain constant. All three atmospheres are 
assumed to be plane parallel and all of the particles are assumed to be at rest. These 
assumptions greatly simplify the calculations for the individual collisions and appear 
to be reasonable for the regimes of interest. 
The Model fires 10,000 ions with an impact angle of rv 124 degrees and an energy 
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Figure 2.2: Present (1 EUV) Atmosphere Model 
Number densities for the various species in the present atmosphere [Nair et al., 1994). 
This has been extended isostatically. 
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impacting the upper atmosphere of Mars. For each impacting particle, the model 
determines the altitude and target of its first collision. After resolving that collision, 
it puts all of the resulting particles in a queue. The model then pulls each part icle 
out of the queue one at a time and has it collide with its next target. The results are 
again put back into the queue. If a particle reaches the top of the model atmosphere 
( rv500 km) with sufficient energy to escape the planet, it is counted as an escaped 
particle. If it doesn't have enough energy, the particle is counted as being on a ballistic 
trajectory and is ignored. Particles that have less than 1.5 e V are also removed from 
the calculation. They have too little energy to allow an atom of interest here to escape, 
and their removal significantly speeds up the model execution. The calculation of a 
collision and the storing of its products cont inues until the queue is empty. At that 
point, all the statistics for that impacting particle are tallied and the next particle is 
started. 
For each particle's flight and collision(s), the process is divided into two parame-
terized steps. The first step determines where the collision occurs and what molecule 
or atom is the target. Then a second step determines the results of the collision. The 
important part of the results are the direction and kinetic energy of each particle 
(atom or molecule) resulting from the collision. 
In determining the location and target for the next collision, the model uses a 
table of energy dependent cross sections. Each cross section (see Figures 2.3 through 
2. 7) measures the effective area of each atom or molecule in the atmosphere. The 
cross sect ions depend on t he two species potentially involved in the collision as well as 
the energy of the impacting particle. The energies are measured in the atmospheric 
frame of reference. For the case of two atoms colliding, t he cross section is a single 
value (depending on the energy) and if the moving atom passes within the given area 
surrounding the target atom, they collide. For poly-atomic species, the cross section 
is a bit more complex (for example, Figure 2.5) since the molecule can dissociate, 
and possibly do so in multiple patterns. There is a total cross section (the solid line) 
representing the area where some type of collision between the two species will occur. 
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Figure 2.4: 0 + CO Cross Section 
[Johnson and Liu, 1998] 
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[Johnson and Liu, 1998] 
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Figure 2.7: CO + C02 Cross Section 
[Johnson and Liu, 1998] 
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Thus C02 can dissociate into CO + 0 or into C + 20, and each possibility has 
its own cross section. The case where the C02 does not dissociate is the remainder 
when all the dissociation paths are subtracted from the total cross section. The cross 
sections used in the model come from many different sources. The 0 + 0 , 0 + N2 , 
and N2 + N2 cross sections are from Ishirnoto et al. [1986]. The 0 + H cross section 
at low energies from Hodges [1993] was extrapolated out to 1 keY. 0 + o + and 0 
+ H+ cross sections are from Stebbings et al. [1964]. The cross sections for H + 
H+ carne from an extrapolation of the literature survey of Smith and Bewtra [1978]. 
Many of the ones involving C02 (0 + C02 , 0 +CO, CO+ C02 and C02 + C02), 
which are among the most important cross sections to the model, are from molecular 
dynamical calculations by Johnson and Liu [1998]. Finally, where no experimental 
or laboratory values were available, the cross section was calculated by taking the 
molecular and atomic radii of the species [Forsythe, 1954, Kaye and Laby, 1995} and 
using 41!'( r a+ rb)2, where r a and rb are the radii of the two species involved. For cases 
where one of the species can dissociate, it was assumed to dissociate as long as the 
center of mass energy exceeded the dissociation energy. Excluding CO, the current 
set of cross sections do not produce fast poly-atomic species, and thus many collisions 
involving fast poly-atomic moving particles are ignored (for example, there is no ca~e 
for N2 + N2 yielding 4 N). 
It is convenient to define an integrated cross section (ai = N x a(e), where N 
is the local number density, and a(e) is the energy dependent cross section). This 
can be done both for the total cross sections as well as for the cross sections for each 
set of products. Summing the total integrated cross sections gives the integrated 
atmospheric cross section for the layer (a = Lspecies a~otal). 
Determining where and what the target will be is done by first randomly choosing 
the path length (r = -log(rnd) where 0 < rnd < 1 is a random number) to t he next 
collision for that particle. Since r = l x a, where l is the distance traveled, the actual 
location of the collision can be determined using the integrated atmospheric cross 
section for each layer of the atmosphere. The angle of the trajectory (with respect 
to the vertical-no need for a full three-dimensional direction) is used to determine 
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the effective thickness of each layer. If the particle exits the top of the top layer of 
the model atmosphere, it is assumed to be on a free trajectory and counted as either 
escaping or as following a ballistic trajectory (depending on the amount of energy it 
has). As the particle travels through the atmosphere, it looses energy by exciting the 
surrounding atmosphere. The energy lost is calculated using the curves from Johnson 
and Liu [1998) (see their Figure 6, curves for S~ and s:02 ). Once the model knows 
where the collision occurs, it determines the species of the target. This is done by 
randomly selecting a target species and a resulting set of particles, each possibility 
weighted by the individual integrated cross section. 
With the location and target species for the collision, the model determines the 
results of the collision. The model transfers the collision to the center of mass frame 
of reference (CM), to simplify the algebra. This is a simple transformation since the 
target is assumed to be at rest. With the temperatures and particle sizes of interest 
in the model , the target will have less than 10% of the energy of the impactor in 
all collisions of interest and thus the assumption that it is stationary is reasonable. 
The model uses a coordinate system (see Figure 2.8) that has the + x axis in the 
direction of the impacting particle, the +z in the upward direction in plane formed 
by the x axis and the atmospheric vertical. In the CM frame, the model calculates 
the total energy. If one (or both) of the particles will dissociate, the energy required 
to dissociate is subtracted from the total energy available for the collision. 
The model uses the conservation of energy and of momentum to determine the 
results of the collision. Since there are three unknowns per resulting particle (the 
model uses the three vector components of the velocity) and only four conservation 
equations, the model uses a Monte-Carlo method to solve the system. For each addi-
tional parameter needed, the model selects the value randomly using an appropriate 
distribution. The exact parameters set randomly are determined by the number of 
particles resulting from the collision. For simplicity, physical relevance and available 
data, most of the parameters selected randomly are the scattering or phase angles. 
For each particle resulting from a collision, there are two relevant angles. The first is 















Figure 2.8: Coordinate System for Collisions 
Reference coordinate system for collisional calculation. The indicated axes are the 
ones for the center of mass reference system. (} is the phase (or scattering) angle. It 
becomes x in the CM frame. ¢ is the azimuthal scattering angle. 
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direction of the incident particle (due to the simplicity of the algebra in a coordinate 
system with that direction as one of the axes). The second angle is¢, the azimuthal 
angle, measured between 0 and 2?T. Again for convenience, it is measured from the 
+ z axis. ¢ is always selected isotropically since the collision is symmetric around 
the impact direction. The model always uses x since all of the calculations are done 
in the CM frame. x depends on the species involved in the collision, the specific 
particle in question and, for some cases, the energy of the impactor (measured in the 
atmospheric frame of reference). For computational simplicity, the phase functions 
are expressed as Henyey-Greenstein (HG) functions: 
( 
1-92 ) 
h9(9, x) = 0·5 1 + 92 - 29 cos(x) (2.1) 
where -1 < 9 < 1 is the parameter defining the type of scattering. Negative val-
ues represent backscattering (at least in the CM frame) ; positive ones are forward 
scattering and zero indicates isotropic scattering. In order to improve some of the 
scattering functions used , they were fitted with double Henyey-Greenstein functions 
[Goody and Yun9, 1989]: 
dh9(a, 91, 92, x) =a h9(91! x) + (1- a) h9(92, x) (2.2) 
with three parameters. Many of the values used in the model (Table 2.1) come from 
Johnson and Liu ([1998], and personal communication). The curves for 0 + 0 come 
from Johnson et al. [1999]. The curve for 0 + H comes from Gurwell and Yung 
[1993]. All of the cases not listed are either single HG functions with 9 = 0.5 for 
collisions without dissociation or isotropic for cases with dissociation. 
Because of the method used to represent the collisions, they can be classified 
based on the number of resulting particles. For collisions resulting in two particles 
(i.e., neither dissociates), only two angles are needed. Furthermore, the collision 
can be performed in a plane (the one containing both outgoing particles). Thus 





9 a 91 92 
0+0 60 eV 0.04 0.25 0.99 
200 eV 0.015 0.25 0.99 
600 eV 0.003 0.25 0.99 
O+H 0.4 0.18 0.95 
0 + C02 
-+ 0 + C02 
60 eV 0.72 
200 eV 0.85 
600 eV 0.85 
-7 0 + 0 +co 
0* 60 eV -0.23 
200 eV 0.25 
600 eV 0.54 
ot 60 eV 0.2 
200 eV 0.52 -0.43 -0.02 
600 eV 0.16 - 0.93 -0.5 
co 60 eV -0.37 
200 eV -0.74 
600 eV -0.9 
-+0+20+C 
0* 60 eV -0.48 
200 eV 0.07 
600 eV 0.49 
0 60 eV 0.2 
200 eV 0.52 -0.43 - 0.02 
600 eV 0.16 - 0.93 - 0.5 
c 60 eV 0.51 
200 eV -0.02 
600 eV -0.35 
* Function for impacting fast molecule 
t Due to this resulting in 3 particles, the scattering angle is not determined for this 
0 atom. 
Table 2.1: Selected Scattering Functions 
The Henyey- Greenstein parameters (either for a single HG function or for a 
double HG function) used for the indicated collisions [Johnson and Liu, 1998, 
Johnson et al., 1999, Gurwell and Yung, 1993]. 
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convention). The second angle is the azimuthal angle of the collision plane. In a 
collision that results in three particles, five angles are needed. For simplicity, the 
model randomly determines all three azimuthal angles and the phase angle for two of 
the fragments. Usually they are the two fragments from the target (if an impacting 
CO dissociates, the fragment whose phase angle is determined is random). In the 
case where the collision results in four particles, the phase and azimuthal angles for 
each part icle are determined randomly. In cases resulting in five particles (which can 
only occur in the model when CO impacts C02 and both dissociate completely), both 
angles are determined for each fragment. Furthermore, the energy of one C atom is 
selected using the probability distribution from Johnson and Liu (1998]. In this case 
the equations are actually quadratic and may occasionally need to be calculated with 
several sets of random parameters to actually get a physical solution. 
Once the model uses the random variables and the conservation laws to calculate 
the velocity of each fragment in the CM frame, particle's velocity is transformed into 
the atmospheric frame and the energy and direction of the particle is stored. Each 
particle is evaluated to determine if it can still have an effect (i.e., has enough energy 
to either escape or allow another atom to escape). Those that are still relevant are 
stored in the queue of particles to be processed. 
As each cascade is finished , the statistics (number of particles escaping as well as 
source location) are stored. Once all 10,000 incident ions have been run, the model 
determines the total yield for each species (and fragment). One advantage of using the 
Monte-Carlo model with the parameterizations is that it runs very fast. This allows 
the model to run enough particle to gather meaningful statistics on the yields of even 
trace atmospheric species. It also has the advantage of making the model flexible and 
allowing it to gather statistics on other relevant quantities (although, some quantities 
will require more particles to insure a sufficiently large statistical sample). The model 
also allows one to look at the actual effects of the various processes and determine 
what are the important processes. 
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2.4 M odel Results 
Since I am focusing on change and evolution in the Martian atmosphere, there are 
three primary results produced by the model. First is the yields (particles escaping 
per impacting ion) . This allows the impacting fluxes to be converted into the total 
amounts lost. The second result that I have the model calculate is the effective loss 
altitude for each species. This is the mean source altitude for each escaping atom. 
The third result is the partitioning of the initial energy. 
The yields for each species for each atmosphere are listed in Table 2.2. The H 
and H2 results (from the 1 EUV atmosphere) are not included, primarily because 
their escape energies are well below the 1.5 e V cutoff threshold and the model values 
are at best a useless lower limit. Furthermore, other escape processes (notably Jeans 
escape) are much more efficient at removing hydrogen. All of the results in the upper 
part of the table are the results for the specific species, thus the row for C is for 
atomic carbon escaping, as opposed to carbon in CO or C02 . In the lower part of 
the table are several rows that calculate the total C, 0 and N yield. These are useful 
for doing mass balance on the atmospheric loss processes. The final row of the table 
contains the total yield (number of escaping atoms, regardless of their species) for 
each atmosphere (the 1 EUV total yield does not contain the contribution from H or 
H2 ). Each escaping carbon is assumed to represent an escaping C02 molecule whose 
0 atoms escape otherwise. Any extra 0 is considered to come from H20 dissociated 
in the lower atmosphere [Nair et al., 1994]. 
The column in Table 2.2 labeled pure 0 is a test atmosphere with only atomic 
oxygen. It was calculated for comparison against modeling work by Johnson and 
co-workers ([Johnson and Luhmann, 1998], personal communication, 1998). The 0 
yield of 2.4 is well below their theoretical upper limit of 6 and agrees reasonably with 
their numerical model yield of,...., 3. 
The differences between the 6 EUV and 3 EUV atmosphere are due to different 
mixing ratios as well as slightly different vertical profiles. The variations in total 




6 EUV 3 EUV 1 EUV Pure 0 
0 4.63 4.71 5.95 2.41 
C02 0.03 0.04 0.03 
co 0.80 0.93 0.48 




Total 0 5.49 5.72 6.55 2.41 
Total C 1.15 1.40 1.99 
Total N 1.15 
Total Yield 6.64 7.12 9.74 2.41 
Table 2.2: Model Yields for Each Atmosphere 
The yield (number ejected per incident ion) for each species in the four atmospheres 
used. Blank entries indicate species that were not in the model atmosphere. The 
"Total" lines represent the total number of the given atom that are sputtered. The 
last line is the total number of atoms ejected by each incident ion. The fourth 
atmosphere is not realistic but is used for comparisons. 
the various collisions. One of the limiting steps in the sputtering process is the need 
to change or transfer the momentum from a downwards particle to one traveling 
upwards. This is primarily done by scattering through large angles (especially cases 
where one of the particles scatters backwards). Because of this, the total yield from a 
pure 0 atmosphere is not related to the yield for more realistic atmospheres. Due to 
the way the collisions occur, those that dissociate molecules are actually very efficient 
at producing an escaping flux. Since the momentum (and energy) is partitioned 
among several particles, it is easier to "kick" one backwards. 
It is interesting to note that while the carbon comes out both as elemental C 
as well as CO, very little comes out as C02. This is because most collisions that 
can transfer sufficient energy to allow something to escape also dissociate the C02. 
Most of the C02 molecules that dissociate completely to allow atomic C to escape 
are dissociated over several collisions. A C02 will be dissociated into CO and 0 by 




6EUV 3EUV 1 EUV 
0 206 180 159 
C02 248 218 191 
co 211 191 178 




Mean 0 207 182 161 
Mean C 215 195 181 
Mean N 192 
Table 2.3: Mean Source Altitude for Sputtering 
The mean altitude that each species is lost from . The last three lines contain the mean 
altitude that each type of atom is lost from. These are calculated using weighted 
averages based on the yields. All altitudes are in km. 
dissociating it, allowing the atomic C to escape. 
Figures 2.9- 2.11 show the distributions of altitudes that the various species come 
from. Each figure is for one of the epochs and contains the number of each species 
escaping from each altitude bin. Each species is normalized to its total yield. The 
dashed line in each plot represents the nominal homopause for the model (this is the 
C02 homopause). There is a significant range of altitudes over which most of the 
species originate. Note that the altitudes of the various epochs are not directly com-
parable, since the temperature profiles are significantly different. A better measure 
is to look at the distribution relative to the homopause. 
The mean escape altitude for each species is shown in Table 2.3. This is actually 
calculated directly by the model and does not use the binned data. The lower part 
of the table contains the mean altitude for specific elements obtained calculating a 
weighted mean based on the yield of each species where that atom escapes. 
The energy of the impacting ion is distributed into four categories as the model 
runs (Table 2.4). Some of the energy is lost to electronic excitation. As the various 
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Figure 2.9: Source Altitudes for Escaping Particles at 6 EUV 
The altitude that each escaping particle is accelerated from (it may have further 
collisions before actually escaping). Each curve is plotted as a fraction of all the 
molecules of that species to escape the atmosphere. The horizontal dashed line is the 



























Figure 2.10: Source Altitudes for Escaping Particles at 3 EUV 
Each curve is the fraction relative for the total of that species. The horizontal dashed 
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Figure 2.11: Source Altitudes for Escaping Particles at 1 EUV 
Each curve is the fraction relative for the total of that species. The horizontal dashed 




Sink 6EUV 3 EUV 1 EUV 
Electronic 580 565 401 
Dissociation 152 158 252 
Thermal 102 101 146 
Escaping 166 176 201 
Table 2.4: Model Energy Distribution 
Ultimate location of the ion's initial ke V of energy. These are the mean values for 
all the particles run in the model. "Electronic" refers to loss to electronic excita-
tion; "Dissociation" is energy used to dissociate atmospheric molecules. "Thermal" 
is kinetic energy no longer sufficient to allow particles to escape-it also includes 
particles on ballistic trajectories. "Escaping" is the total energy of the particles that 
leave Mars. All energies are in eV. 
molecules and atoms that they electronically excite. This is the largest sink for 
the energy and in the simpler ancient atmospheres, more than half of the energy goes 
into electronic excitation. Energy is also used to dissociate molecules during collisions. 
While this absorbs energy, it actually improves the sputtering yield because it is much 
easier for the fragments to escape than for the whole molecule. The third energy sink 
is in thermal motion of the atmosphere. These are particles that still have modest 
amounts of kinetic energy, but do not have enough to escape (or to allow anything 
other than hydrogen to escape). For convenience, the energy in ballistic particles, 
only a few eV, is also included in this category. At Mars, the ballistic component is 
very small (since the cutoff for thermalizing particles is close to the escape energies) . 
Finally, some of the energy is in escaping particles. These are the ones of prime 
interest in the model , but they only use a small part of the total energy carried by 
the impacting ion. 
2.5 Discussion 
In order to obtain the actual fluxes of particles escaping Mars, it is necessary to 
multiply the yields by the total impacting flux . The plasma modeling results of 
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Loss Fluxes 
6 EUV 3 EUV 1 EUV Total Loss 
Sputtered 0 1.0 X 1028 6.6 X 1026 2.3 X 1024 1.4 bar 
Exospheric 0 1 X 1027 5 X 1026 8 X 1025 0.3 bar 
Pickup o+ 3 X 1027 4 X 1026 6 X 1024 0.5 bar 
Sputtered C02 2.2 X 1027 1.6 X 10
26 6.9 X 1023 0.8 bar 
Escaped H20 1.0 X 1028 1.2 X 10
27 8.7 X 1025 50 m 
Table 2.5: Integrated Losses 
The integrated loss flux, in particles per second, for each epoch. The "Sputtered 
0" line contains all 0 atoms, regardless of the actual species. "Exospheric 0" 
and "Pickup o+" refer to two non-sputtering loss processes [Luhmann et al., 1992]. 
"Sputtered C02 " assumes that each carbon atom lost represents the loss of a C02 
molecule (and is balanced by two 0 atoms). "Escaped H20" assuming that any 0 
not needed to balance a C atom represents the loss of a water molecule. The last 
column is the integrated loss over the period modeled. 
Luhmann et al. [1992] indicate impacting fluxes of o+ ions of 2.6 X 109 cm- 2 s-1 
at 6 EUV, 1.6 x 108 cm- 2 s-1 at 3 EUV and 4.8 x 105 cm-2 s-1 at 1 EUV. Using 
these fluxes and the model yields gives the loss fluxes indicated in Table 2.5. The 
table also includes estimates for the two other major loss processes for 0 atoms 
[Luhmann et al., 1992] and the net water loss rate obtained by combining the three 
oxygen loss processes (and removing enough 0 to account for the loss of C02). 
By taking the loss fluxes (Figure 2.12) and integrating over time, it is possible to 
estimate the total amount of atmosphere lost from Mars over the last 3.5 Gyr. Doing 
this yields a loss of rv0.8 bars of C02 and a loss equivalent to a rv50 m thick layer of 
water covering the planet. 
While the 50 m of water is less that the geological estimates [Carr, 1996], it is still 
a significant increase over previous estimates of 3 m [ Yung et al. , 1988]. Furthermore, 
it is quite likely that some of the water is still stored in the planet. The 0.8 bars of 
C02 probably represent sufficient C02 to create significant surface warming. It is 
also a significant increase over the estimate of 0.14 bars by Luhmann et al. [1992]. 
In this case, both est imates use the same impacting fluxes, but differ in the model 
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Figure 2.12: Integrated Loss over Time 
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Present 
Loss fluxes (particles per second) integrated over Mars. "a" is the total H20 loss 
rate. "b'' is the Exospheric loss rate. "c" is the 0 sputtering flux from the model. 
"d" is the 0 sputtering flux from Luhmann et al. [1992]. "e" is the C02 sputtering 
flux from the model. "f" is the C02 sputtering flux from Luhmann et al. [1992]. 
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work by always treating C02 as a molecule and allowing it to dissociate. First, this 
allows the energetic 0 to impact any of the three atoms and transfer momentum to 
the entire molecule. Secondly, the dissociation during the full cascade creates many 
CO and C fragments that can escape. The fragments need less energy to escape 
since they are light, and more importantly, have smaller cross sections and will travel 
further before colliding again. This allows more collisions to occur in regions where the 
particles can potentially escape. Note that the actual difference in source altitudes for 
escaping C02 , CO, and C reflect more than this effect. It is also caused by the energy 
the particle has after being accelerated and the number of collisions it can undergo 
and still escape. C02 usually has much less energy since larger energy transfers result 
in dissociation. 
There are several significant improvements in this Monte-Carlo model over the 
previous one [Kass and Yung 1995]. The current model also also corrects the issues 
raised by Johnson and Liu [1998] by using the updated cross sections and scattering 
functions from their work. First, the model now incorporates energy loss due to elec-
tronic excitation. Secondly, the model does not assume that C02 always dissociates 
fully. And finally, it uses many more cross sections and scattering functions from 
molecular dynamical calculations. Of the three effects, allowing C02 to partly disso-
ciate causes most of the reduction from the original estimate of rv 3 bars of C02 lost 
to the current result of rv 0.8 bars lost . The changes in the cross sections and espe-
cially the scattering function caused most of the change between the original estimate 
of rv 80 m of water lost and the current rv 50 m lost. While these results are closer to 
the original calculations by Luhmann et al. [1992], the two results are significantly 
different. This is primarily because the original calculations simplified the t reatment 
of C02 , but is also due to the better cross sections and scattering functions that have 
been calculated since then and incorporated into the current model. 
The model indicates that the average energy per escaping atom is rv 25 e V for the 
6 EUV and 3 EUV atmosphere. For the 1 EUV case, the average energy is rv 21 eV. 
Part of this difference is the effect of the H2 in the present atmosphere. In general, 
the H atoms are too light to effectively transfer momentum to another species and 
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allow it to escape. Thus the H2 effectively acts as an energy sink since any energy 
transferred to it or used to dissociate it is not available to eject other atoms. It is not 
a large sink and thus there was no attempt to put H2 in the past atmospheres. Some 
experiments in doing so indicated that it has about a 5% effect on the yield. 
Since the mean escape energies are much higher than the minimum escape energy 
for the atmospheric species involved the sputtering process does not directly frac-
tionate the atmosphere. With over 20 e V of energy, the mass difference between the 
various isotopes will not have a noticeable effect. While the sputtering process itself 
does not fractionate , most of the escaping molecules come from above the homopause. 
Because of this, the isotopic composition of the source region differs from the bulk 
atmosphere (since the heavier isotopes will have a small scale height than the lighter 
ones). The net result is that atmosphere lost by sputtering does fractionate the bulk 
atmosphere. 
There are three sources of error in the calculation of the total amount of atmo-
sphere lost. The error in the Monte-Carlo model, the error in the model parameters 
and the error in the calculation of the impacting fluxes. Being a fast Monte-Carlo 
model, it was run a sufficient number of times to make the inherent model error small, 
but the statistical uncertainty depends on the parameter being studied. The most 
uncertain quantity is the escape altitude for C02 , N2 and Ar, but even these values 
should be good to 20% and the yields for the abundant species are much better. The 
largest error in the model results comes from the input parameters. This includes the 
model atmospheres, the cross sections, the scattering functions and the initial con-
ditions. For the minor species in the present atmosphere, the parameters associated 
with the species will primarily affect itself. Unfortunately, the major species (C02 
and 0 and their fragments) will affect all the results. Most of the important cross sec-
tions and scattering functions are now derived from molecular dynamical calculations 
or laboratory experiments and should be fairly good. Overall, the model results are 
probably valid to within 50%. Unfortunately, the calculations of the impacting fluxes 
are based on models of the young sun and its solar wind [ Zhanle and Walker, 1982). 
Because of this, they are much less certain and may have errors as large as an order of 
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magnitude. Thus the estimates for the total losses are probably only good to within 
a factor of ten. 
In addition to the above sources of error, there is one more. Sputtering, by the 
process modeled here, only occurs on planets with small or no intrinsic magnet ic 
fields. If a planet 's magnetic field is strong enough to keep the solar wind from 
interacting with the planet's ionosphere, the sputtering will not occur. During the 
early history of Mars, there is evidence for a strong magnetic field [Acuna et al., 1998, 
Stevenson et al., 1983, Kieffer et al., 1992]. If this field existed during the early part 
of the sputtering history being considered here, it would have stopped much of the 
sputtering [Hutchins et al., 1997]. Sputtering could still have occurred during field 
reversals or other periods when the field was weaker or did not exist. It has also 
occurred since the field disappeared. Thus while a magnetic field may have kept 
sputtering from removing the full rv 0.8 bars of C02 , sputtering has still played a role 
in the evolution of the Martian atmosphere. 
2. 6 Conclusion 
The Monte-Carlo model results indicate that Mars has lost rv 0.8 bars of C02 and 
rv 50 m of water over the last 3.5 Gyr. This represents a significant change in the 
volatile inventory of the planet. The C02 represents a significant fraction, if not all, 
of the C02 needed to warm Mars sufficiently to allow for liquid water near the surface. 
Both the water and the C02 are large volumes compared to the known reservoirs on 
the planet. This indicates that sputtering is a significant process in the evolution of 
the atmosphere of Mars. 
Because most of the major sputtering occurred early in the history of Mars, it is 
difficult to test the model results. In situ measurements of the modern escape fluxes 
of heavier species from Mars would help to constrain at least the value for the present 
epoch and verify the validity of the sputtering model itself. This is especially the case 
for C, because sputtering appears to be its dominant escape mechanism (for 0 , the 
other escape mechanisms will overwhelm the contribution from sputtering). 
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Chapter 3 Modeling Atmospheric 613C 
3.1 Introduction 
The current atmosphere of Mars is very thin (7 mbar) and it appears to be in vapor 
equilibrium with the permanent southern C02 polar cap (Leighton and Murray 1966, 
Kieffer et al., 1992]. This implies that the present atmosphere is coupled to the solid 
planet. And yet, there is the evidence that for early Mars, the climate was significantly 
warmer (Carr, 1996, Kieffer et al., 1992]. This early state was presumably partly due 
to a thick C02 greenhouse. In going from one state to the other, the atmosphere had 
to undergo significant climatic change. This raises the question of when it occurred, 
as well as the processes that caused the transition. 
Since the current atmosphere is primarily C02 , and it is thought that the past 
atmosphere was as well, understanding the history of t he C02 provides a powerful 
understanding of the bulk atmosphere. In order to understand the C02 , it is necessary 
to understand and model the Martian carbon "cycle." 
The results from the previous chapter indicate that sputtering is a significant 
process in the evolution of the Martian atmosphere, but it is not the only process. 
Other processes play a significant role in determining how the atmosphere evolves 
over the history of the planet. In order to understand the history of the atmosphere, 
it is important to understand the various processes that can affect the atmosphere 
and determine the importance of each process. One of the few measurements that 
can indicate the importance of each process is the isotopic rat io of the various species 
in the atmosphere. They represent an integrated record of all the processes that have 
affected the atmosphere as it evolved. Due to the importance of the carbon "cycle" 
in understanding the evolution of the atmosphere, the carbon isotopic system is a 
particularly useful one to study. 
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3.2 Martian Carbon "Cycle" 
Figure 3.1 is a simple conceptual model of the Martian carbon "cycle." There are 
five major carbon reservoirs on Mars and several major processes that affect carbon. 
The importance of the various processes and reservoirs has changed with time. While 
the conceptual model does not contain any temporal evolution, section 3.3 and the 
simple numerical model focus on the evolutionary aspects. 
The starting place for the Martian carbon "cycle" is the mantle reservoir. This is 
carbon (mostly from carbonaceous condritic material) that was buried in the planet 
during accretion. There are very few constraints on the size of this reservoir. It was 
probably quite large initially and may still be very large, especially when compared 
to the other reservoirs. 
The second reservoir is the Martian atmosphere. Most of the atmosphere is C02 . 
This is the best characterized reservoir in the system and the only one where there 
are measurements determining its size (7 mbar). It is also one of two reservoirs (the 
other being the polar cap) that has actually been observed. The atmosphere is the 
main exchange center that all of the other reservoirs communicate with. 
The carbon in the mantle is released into the atmosphere through volcanic em-
placement of mantle material and the outgassing associated with the magma. This 
outgassing is the primary source of new carbon into the atmosphere. From estimates 
of the history of volcanic activity and the associated inferred intrusive emplacements, 
and the carbon content of the magmas, the flux can be crudely estimated. Outgassing 
is probably the source of the current atmosphere. Due to the need to fractionate the 
heavier noble gases, the atmosphere needed to exist before the end of late heavy bom-
bardment and is more than just a late veneer of volatiles [Pepin, 1994, Zahnle, 1997]. 
The second main process affecting the atmospheric reservoir is non-thermal escape 
to space. For carbon, this is primarily sputtering, but solar wind pickup and disso-
ciative recombination may contribute to the flux. This carbon is lost permanently 
from the planet and exits the "cycle." While there are no direct measurements of the 
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Figure 3.1: Martian Carbon "Cycle" 
A simple model for the behavior of carbon at Mars. This is not actually a closed cycle 
and carbon usually only goes through the system once, either being lost to space or 
deposited as carbonate. The expected c513C ranges, based on the evolution of the 
system, are indicated for each reservoir. 
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estimates of the flux. There is hope that the upcoming Japanese Planet-B mission 
will directly measure the escaping flux. 
The polar cap is the C02 frost (and ice) that has condensed out of the atmosphere 
at the poles. There are seasonal C02 caps at both poles and a permanent Southern 
cap. This carbon cycles through the atmosphere on a very short time scale. The 
Northern C02 cap is seen (from orbit) to sublimate away every year and there are hints 
that even the permanent part of the Southern C02 cap may occasionally disappear 
[Jakosky and Barker, 1984]. The obliquity changes the planet undergoes probably 
cause even the permanent Southern cap to exchange on a short time scale (compared 
to the age of the atmosphere) [Ward, 1992]. While surface pressure measurement give 
a good estimate of the size of the seasonal caps ( rv 1 mbar), the size of the permanent 
Southern cap is not known. 
The regolith reservoir is the C02 that is either adsorbed onto the regolith, or 
possibly, in places, deposited as a frost. This C02 comes from the atmosphere. 
Like the polar caps, it will probably also exchange with the atmosphere, but it is 
probably much less mobile and is buffered by the diffusion times through the re-
golith [Fanale and Jakosky, 1982]. This may result in a near surface component that 
exchanges rapidly (as fast as the permanent polar cap) while a deeper component 
responds much slower and may only be affected by its local vapor pressure equi-
librium. Unlike the polar cap reservoir, there is little information on the actual 
volume. Laboratory measurements of adsorption amounts as well as model calcula-
tions are hampered by a lack of knowledge of the mineralogy of the Martian regolith 
[Fanale et al., 1982]. There is also the question of whether water ice may exist and 
block any diffusion of the C02 into the deeper regolith. 
Any life or fossil deposits that may exist at Mars represent a small element of the 
carbon cycle. The hostile surface environment would oxidize and remove any surface 
deposit and there is insufficient energy at depth to develop a significant biomass. 
There is no way of estimating the actual size of such a reservoir beyond assuming 
that it is small. 
The final major reservoir is carbonate deposits. This may be deposited by several 
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different processes. There are traces of carbonate in several of the SNC meteorites 
and some of it appears to have been deposited in a hydrothermal system. The source 
of the carbon in the hydrothermal system may be the atmosphere itself, the magma 
that created the system or even preexisting C02 in the regolith. Also, carbonate may 
have been directly deposited from the atmosphere either in aquatic environments 
or in surface layers of water on mineral grains. Biological processes may have also 
deposited carbonate (much the way most of the Terrestrial carbonate is formed). 
There are no estimates of the volume of carbonates existing on Mars, but so far, no 
significant surface deposits have been detected [Clark et al., 1998]. 
Since plate tectonics (or other crustal recycling) does not appear to occur on Mars, 
there is no way for the carbonate deposits to be recycled into the mantle (other than 
possible local recycling when new magma is emplaced adjacent to an old carbonate 
deposit) . This has profound implications for the carbon "cycle" on Mars. In between 
the large flux lost to space and the fact that the carbonate is a permanent sink, the 
carbon "cycle" on Mars is not actually a cycle. Instead it is a one way path from 
the mantle into the atmosphere and then it is lost from the system (either to space 
or into carbonate). This is especially true if the atmosphere, polar caps, and regolith 
are considered one reservoir (since the latter two components exchange on very short 
time scales). 
Since the bulk atmosphere is C02 , the history of the atmosphere is effectively 
the history of the carbon. Thus, understanding the history of the carbon yields an 
understanding of the general history of the atmosphere. 
3.3 813C History 
There are several interesting implications of this conceptual model of the Martian 
carbon "cycle." Since the system is open ended, there is no requirement for the 
fluxes to be balanced. Furthermore, it will evolve and change with time. One of the 
few probes into the past history of the planet, and especially the carbon "cycle," is 
the stable isotopic ratios. They contain a signature of past processes and reservoirs. 
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One of the simplest systems is the c513C. For convenience, I will use c5 °/00 notation 
(3.1) 
where R is the ratio 13Cjl2C of the reservoir in question and Rstd is the ratio of a 
standard (in this case the PDB standard). This is in units of per mille (or thou-
sandths). It is also convenient to express fractionation factors (a-the ratio of the 
abundance of the isotopes in the product to that in the source) in per mille as well, 
where the source is assumed to be at the standard value. Since the atmospheric c513C 
is only affected by the processes that drive the evolution, it is an excellent probe of 
the evolution of the atmosphere and the carbon "cycle." 
There are several measurements of the c513C values for Mars that are summarized in 
Figure 3.2. For each component/measurement, the measured value and uncertainty 
are graphed. The values for the equivalent Terrestrial reservoirs are included for 
comparison. The first thing to notice is that the range of values on Mars is much larger 
than for the Earth. This is partly due to the open nature of the Martian system that 
prevents homogenization as well as the fractionation caused by the various processes. 
For the mineralogical carbon, the only measurements are from the SNC meteorites. 
Looking at the magmatic component (i.e. , the primary rock) , Wright et al. [1990] 
measured values between -32 °/00 and -17 °/00 (relative to the PDB standard-for 
consistency, all c513C values have been converted to the PDB standard), depending 
on the meteorite and the phase being measured. Based on the different values and 
laboratory measurements of fractionation effects during crystallization, they derived 
a bulk mantle value of -25 °/00 . This can be compared to the terrestrial value of 
-5 °/00 , but the terrestrial mantle is "contaminated" by recycled carbon that has been 
fractionated by other processes. 
The small amounts of carbonate found in the SNC meteorites have PDB values 
between +6 and + 10 °/00 . This is significantly heavier than would be expected for 
carbonate deposition from Martian magmatic carbon and may be due to carbon from 
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A table of 613C measurements for Mars. The first three values are values for solid 
reservoirs. The latter three values are measurements of the current atmospheric corn-
position. Each value is indicated with its error bars. For comparison, the correspond-
ing Terrestrial values are also included. [Wright et al. , 1990, Jakosky et al. , 1994) 
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depositional environment where the carbon was in equilibrium with an atmosphere 
that differed significantly from the mantle value. 
There are three independent measurements of the current atmospheric c513C. The 
first is from trapped gases in impact melts in the SNC meteorites. After correcting 
for the trapping process and composition of the glass, Wright et al. [1990) obtain 
+36 ± 10 °/00 . The Viking landers were able to make a coarse measurement and 
obtained +25 ±50 °/00 for the atmospheric C02 . Ground based measurements of the 
Martian atmosphere obtained +70 ± 60°/00 [Jakosky et al., 1994). 
In addition to measurements of the various reservoirs, it is possible to calculate 
the fractionation effects of the various processes that affect the carbon. These are 
shown in Figure 3.3 in schematic form. Starting with an atmosphere at 0 °/00 (and 
assumed to be infinite in size), the c513C vale of the carbon removed by the various 
processes is shown. 
The carbon sputtered will be between 15 °/00 and 40 °/00 (depending on the epoch) 
lighter than the source atmosphere. The sputtering process itself does not fractionate 
the atmosphere (the carbon atoms that actually escape all have sufficient energy to 
escape regardless of the isotope). But the sputtering occurs at altitudes well above 
the homopause (see Table 2.3). Above the homopause, each species takes on its 
own mass dependent scale height. This also occurs for the different isotopes due to 
their different masses. Thus the atmosphere being sputtered is lighter than the total 
atmosphere and the net effect of the sputtering is to enrich the atmosphere. 
When the Monte Carlo model calculates the sputtering fluxes, it also calculates 
the altitude that each sputtered atom comes from. This is used to calculate an 
effective exobase (see Figures 2.9, 2.10, and 2.11) . The exobase altitude, along with 
other atmospheric parameters (including the homopause estimated from the density 
profiles), is used in the following formula [Jakosky et al., 1994): 
_ (-g!:::.m!:::.z) 
a - exp kT (3.2) 
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Figure 3.3: Fractionation of Loss Processes 
For an atmosphere at 0 °/00 , the fractionation that would occur for reservoirs in 
contact with it. In parentheses are the nominal sizes of the various reservoirs for the 
"Standard" numerical model case. 
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Sputtering Fractionation 
!:lz T a 
6 EUV 25 500 0.96 
3 EUV 25 380 0.97 
1 EUV 21 270 0.98 
Table 3.1: Fractionation Factors Due to Sputt ering 
The parameters for equation 3.3 and the resulting fractionat ion factor. !:lz is in km, 
and Tis in Kelvins [Zhang et al. , 1993] . 
isotopes at t he exobase to that at the homopause), g is the acceleration of gravity, 
!J.m is the mass difference between the isotopes, !:lz is the distance between the 
homopause and exobase, k is Boltzmann's constant, and Tis the temperature in the 
upper atmosphere. For carbon at Mars, the equation reduces to: 
(
-0.446 !:lz) 
a = exp T (3.3) 
with !J.z in km and T in Kelvins. Using the results from Table 2.3 , and upper 
atmospheric temperatures from Zhang et al. (1993], gives the values in Table 3.1. 
Sputtering is then assumed to be a Rayleigh distillation process: 
R = Ro/(o:-l) (3.4) 
where R is the resulting isotopic ratio, Ro is t he initial ratio, and f is the fraction 
of the reservoir remaining. The less of the initial reservoir that remains, the more 
fractionated the remainder is. For the fractionation factors due to sputtering, the 
effect is not significant until the amount left is a small fraction of the initial reservoir. 
The standard temperature dependent formulation of the carbon fractionation in 
carbonate formation [Faure, 1991] indicates that carbonate formed at 0 C is,....., 13 °/00 
heavier than the source atmosphere. This is for abiotic carbonate formation. 0 C 
was selected because most of the carbonate is expected to have formed in very cold 
water (since it is hard to warm the atmosphere even that much). Hydrothermal 
carbonate will probably have a different fractionation coefficient, depending on the 
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actual conditions under which it formed, but all of the carbonate is assumed to form 
with the same fractionation factor for simplicity. 
Laboratory measurements [Eiler and Kitchen, 1999) indicate that the carbon in 
C02 does not fractionate during condensation. Thus the condensation of even large 
amounts of C02 does not affect the (P3 C of the atmosphere. While there is no 
laboratory data of fractionation of adsorbed C02 , it was assumed that adsorption 
is not a fractionating effect, based on the lack of fractionation during condensation. 
Model runs with adsorption being a slightly fractionating process ( rv 5 °/00 ) exhibited 
minimal differences from those with no fractionation. 
Terrestrial biological systems are up to 25 °/00 lighter than the source carbon. This 
depends on the type of biological processes being used but is a result of the binding 
energy difference between the two types of C02 . 
With the o13C measurements and estimates of the fractionation effect of the var-
ious processes involved in the Martian carbon "cycle," it is possible to estimate the 
expected o13C values for the various components (see Figure 3.1) as well as their 
changes with time. The mantle is at -25 °/00 and since there is no input and all of the 
removal is bulk removal, its value does not change with time. If the atmosphere is 
originally formed from outgassed carbon, its initial value will be -25 °/00 , but current 
measurements indicate it has evolved to a present value of +35 °/00 , primarily under 
the effects of sputtering (and other non-thermal escape) and carbonate deposition. 
Depending on when any potential biota was created and the atmospheric (or other 
source of carbon) o13C, it would be expected to have values in the range of -50 °/00 
early and increasing to as high as + 10 °/00 . Most of it will probably have values at the 
lower end of the range, assuming conditions the most favorable for life early in Mars' 
history. The value of the carbonate will depend on the source of the carbon, how it 
is formed, and when it is formed. This creates a large range with early carbonate 
possibly being as light as -20 °/00 , while later carbonate could be as heavy as +50 °/00 . 
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3.4 Numerical Simulation 
While the simple analysis of the 613C values of the various reservoirs presented in the 
previous section is useful, a time varying model is really needed to understand the 
behavior of the system. Furthermore, this allows some of the 613C values (especially 
the atmospheric value which contains a "memory" of the evolution) to be used as a 
constraint to help determine the values of various parameters. The model implemen-
tation is described in the appendix. The following section gives an overview of the 
model and addresses the major issues involved. 
I created a simple box model to track the size and 613C of the Martian atmosphere. 
I started at the 6 EUV sputtering case (1 Gyr into the planet's history or 3.5 Gyr 
ago) and ran the model to the present. For all of the runs, I use 1 Myr time-steps. 
For convenience, the size of the atmosphere (and other reservoirs) is measured in bars 
of C02 (as a surface pressure). 
The model includes four processes (see Figure 3.3). The two main processes 
are sputtering (representing all of the non-thermal escape processes) and carbonate 
deposition. It also includes outgassing and frost condensation and sublimation (this 
is also used to model the regolith absorption). 
In addition to the atmosphere, the model has two other reservoirs it considers. 
Together they represent the polar cap and regolith reservoir from the carbon "cycle" 
model, but are divided along functional lines. The first is a short term reservoir, called 
the "Polar Cap" reservoir for convenience. This one exchanges with the atmosphere 
on short (compared to the 1 Myr time-steps) time scales and is always in isotopic 
equilibrium. Its size is constant (and is a parameter for the run). Its primary effect 
is to dilute the distillation effects of the loss processes by increasing the size of the 
remainder. The second reservoir is a long term reservoir, called the "Regolith" reser-
voir. It is formed when the atmosphere condenses (collapses), early in the history, 
and then loses mass to keep the atmosphere in vapor equilibrium. It may or may not 
be in isotopic equilibrium with the atmosphere, depending on the model run. The 
two reservoirs are parameterized by indicating their present size. The model deter-
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mines their initial size to insure they finish with the desired size. The ability of the 
"Regolith" reservoir to exchange is controlled by a model switch. 
The mantle and carbonate deposits are not reservoirs in the model, but are treated 
as sources and sinks, so their size and 613C do not need to be modeled explicitly. 
They are just represented by the appropriate fluxes. The mantle is represented by 
outgassing which is always at -25 °/00 and is controlled by the model volcanism history 
chosen. Two different models from Hutchins and Jakosky [1996] were used. 
When doing a numerical model, it is necessary to consider several other important 
features. The first is the idea of a "catastrophic" atmospheric collapse. If the initial 
atmosphere is thick, warm and moist, at some point it needs to transition to the 
current thin, cold, dry one. While the transition might be continuous, atmospheric 
modeling by Pepin [1994] seems to indicate it would be rapid due to the following 
positive feedback mechanism. As the atmosphere gets thinner due to the various 
atmospheric loss processes, the greenhouse gets weaker and weaker. At some point, 
C02 starts to condense out. This thins the atmosphere further thus weakening the 
greenhouse more, causing the temperatures to fall even further. This rapidly removes 
most of the C02 from the atmosphere and it reaches the present vapor equilibrium 
state. The model has this occur in one time-step. Once the total atmospheric pressure 
reaches a specified level, the atmospheric pressure is set to 7 mbar and the extra is 
placed in the "Polar Cap" and "Regolith" reservoirs. From then on, the atmosphere 
is replenished each time-step from the "Regolith" reservoir so that it remains at the 
7 mbar pressure equilibrium. This insures that the model pressure at the present is 
correct . 
The sputtering loss flux and its isotopic fractionation is set by the results of the 
Monte-Carlo model. The total amount of carbonate created over the model history 
is an input parameter, as is the time variability of the process. I use three different 
models for the carbonate deposition. The first is a simple constant flux model where 
the carbonate deposition is independent of the model time and chosen to insure 
the desired amount of carbonate is created. The second carbonate deposition model 
deposits a constant fraction of the sputtering loss. The necessary fraction is calculated 
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at the beginning to insure the desired amount of carbonate is created. The final model 
is a step model. Most of the carbonate (95%) is deposited before the collapse occurs 
and the rest afterwards. Before and afterwards, the carbonate is deposited at a 
constant rate, but the two rates will be different. Again, the two rates are chosen 
to insure that the desired amount of carbonate is deposited. This last case is used 
to simulate the idea that in a warm, moist climate, carbonate is relatively easy to 
form, but in the current cold, dry climate (created when the collapse occurred), it 
will occur very slowly. 
3.5 Results 
Figure 3.4 shows the results of a typical run (this is run A in Table 3.2). The solid 
curve shows the evolution of the atmospheric 813C during the model run. The point 
with error bars indicates the current atmospheric 813C value. This run was chosen 
as the "standard" run because it reproduces the current measurements very well. 
The vertical dotted line at 1.15 Gyr is the age when the atmosphere collapses. The 
dashed lines are cases Y (the upper curve) and Z (the lower curve) from Table 3.2 and 
represent the history with only sputtering or only carbonate deposition, respectively. 
This case (the solid line) has 100 mbar of carbonate deposition using the step 
function (so 95 mbar are deposited before the collapse at 1.15 Gyr and the final 
5 mbar are deposited afterwards). There is 100 mbar of C02 that is assumed to be in 
the regolith at present. And finally, there are 10 mbar that are assumed to be in the 
polar caps (and shallow, fast exchanging regolith adsorbed C02). The atmosphere 
starts the run with 1.03 bars of C02 and the atmosphere collapses when the total 
pressure reached 0.75 bars. 
In general, the atmospheric 813C increases with time due to the effects of sput-
tering. The various abrupt slope changes are due to the coarse resolution of the 
sputtering model with only 3 epochs. The exception is the change when the atmo-
sphere collapses. Here, the rate of carbonate deposition changes abruptly (due to the 
























































The solid curve is the b13C value for the "Standard" model. The upper dashed 
curve is a case with only sputtering. The lower dashed curve is a case with only 
carbonate formation. The point at the present indicates the best estimate from the 
SNC meteorite measurements. 
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Model Results 
Polar Cap Carbonate Regolith Collapse £513C Note 
A 0.01 0.1 0.1 0.75 37.0 
A a 0.01 0.1 0.1 0.75 23.0 a 
Ab 0.01 0.1 0.1 0.75 32.0 b 
B 0.1 0.1 0.1 0.75 24.0 
c 0.02 0.1 0.1 0.75 35.3 
D 0.005 0.1 0.1 0.75 37.6 
E 0 0.1 0.1 0.75 37.8 
F 0.01 1.0 0.1 0.75 16.8 
G 0.01 0.5 0.1 0.75 27.0 
H 0.01 0.2 0.1 0.75 34.2 
I 0.01 0.05 0.1 0.75 38.4 
J 0.01 0 0.1 0.75 39.9 
K 0.01 0.1 0.5 0.75 4.0 
L 0.01 0.1 0.2 0.75 22.5 
M 0.01 0.1 0.05 0.75 50.2 
N 0.01 0.1 0 0.75 80.4 
0 0.01 0.1 0.1 2.ot 22.5 a 
p 0.01 0.1 0.1 2.ot 31.5 b 
Q 0.01 0.1 0.1 l.Ot 37.3 
R 0.01 0.1 0.1 0.5 36.0 
s 0.01 0.1 0.1 0 23.6 a 
T 0.01 0.1 0.1 0 32.8 b 
u 0.01 0.1 0.1 0.75 -1.2 c 
v 0.1 0.1 0.5 0.75 11.4 c 
w 0.01 1.0 0 0.75 42.6 
X 0.01 0.005 0.1 2.ot 39.2 b 
y 0 0 0 0 107.1 
z 0 0.8 0 0 -81.3 a, d 
t The model starts collapsed 
t The model collapses on the first time-step 
a: Constant carbonate deposition rate 
b: Decreasing carbonate deposition rate 
c: No isotopic exchange between regolith and atmosphere 
d: No sputtering 
Table 3.2: Model Results for Selected Cases 
Results of changing the various model parameters. The "Polar Cap," "Carbonate," 
and "Regolith" columns refer to the current size of that reservoir, in bars. The 
"Collapse" column indicates the pressure at which the atmosphere collapses (in bars) 
and the "813C" column is the model value for the current atmosphere, expressed in 
per mille (the measured value is rv +35 °/00). 
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ate deposition and sputtering, allowing the atmosphere to fractionate faster. Towards 
the present, curve flattens significantly due to the low sputtering rate and its weak 
fractionation. This slow change is further accentuated by the carbonate deposition. 
While model results are very useful, the model is significantly under-constrained. 
The only measurement the model tries to match is the current o13C of the atmosphere. 
While there are other constraints, they are either built into the model (such as the 
current atmospheric pressure) or very generous upper bounds on reservoir sizes that 
may not be full. For example, the maximum adsorbed regolith C02 is f"'.J 1 bar, 
but that assumes an unreasonable regolith composition [Haberle, 1998]. Thus I ran 
several cases, summarized in Table 3.2, to explore the parameter space and determine 
how the various reservoir sizes and assumptions affect the model's o13C value for the 
present atmosphere value. 
Unless indicated otherwise in the table (with either Note b or Note c), the model 
uses the step function for the carbonate deposition. Ab and Ac are the "Standard" 
case with the two alternative deposition regimes. The step deposition seems to be 
the most reasonable since it has almost all of the carbonate deposition occur very 
early-and thus it has the highest final atmospheric value of the three cases. Also, 
in all but the indicated cases (Note c) , the atmosphere and adsorbed regolith C02 
are assumed to isotopically equilibrate rapidly. In this standard case, the "Polar 
Cap" and "Regolith" reservoirs behave very similarly and are, for the most part, 
interchangeable (in the sense that the model is not sensitive to whether the mass is in 
the "Polar Cap" reservoir or the "Regolith" reservoir) . I have generally put most of 
the mass in the "Regolith" with only a small bit in the "Polar Cap" reservoir. This 
is based on the thought that there is very little C02 in the southern cap and layered 
terrains. 
The volcanism parameters are not noted in the table. The volcanism and out-
gassing is set to "default" values but has a minimal effect on the final results. Using 
either of the volcanic deposition histories and assuming a carbon composition of 
4 X 10-8 g-C I g-planet changes the final o13C value by less than a hundredth of a 
per mille. Even increasing the outgassing rate by 3 orders of magnitude results in a 
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change of only a few tenths of a per mille-well below the error built into the model. 
Table 3.2 has groups of model cases where each parameter was varied. B-E vary 
the size of the polar cap reservoir. F-J vary the amount of carbonates deposited. K-N 
vary the size of the regolith reservoir. 0-T vary the pressure where the atmosphere 
collapses. U and V are cases with no isotopic exchange between the atmosphere and 
regolith. 
In general, all of the parameters behave as expected. Increasing the size of any of 
the three reservoirs decreases the final 613C value (for example, B or K). As expected, 
the effect of changing the polar cap size and the regolith size are roughly equivalent-
B and L both add rv 0.1 bars and both have similar 613C values. On the other 
hand, increasing the amount of carbonate deposited has a much smaller effect. It 
requires increasing the carbonate reservoir size by rv 0.4 bars to have the same effect 
as increasing the regolith reservoir size by 0.1 bars. 
The effects of changing the pressure at which the atmosphere collapses is less 
obvious. For the cases (0 and P) where the atmosphere starts out collapsed, the 
results are very similar to the identical cases where the atmosphere collapses as usual 
(Ab and Ac). The final 613C is strongly affected by the timing of the carbonate 
deposition (and thus the difference between 0 and P). For cases where the atmosphere 
collapses during the run, the lower the collapse pressure, the later the collapse. And 
the later the collapse, the later the step in the carbonate deposition, and the late 
carbonate generally reduces final 613C. This is a relatively small effect. Even in the 
extreme case where the atmosphere does not collapse (equivalent to it collapsing at 
present) in case T, the effect is less than 10 °/00 . For reasonable collapse pressures 
(.<, 0.5 bar), the atmosphere collapses within the first 500 Myr and the effect of the 
collapse time is relatively minor. 
Case U is the lowest value and represents a case where the regolith does not iso-
topically exchange with the atmosphere. In this case, after the atmosphere collapses, 
the regolith reservoir keeps the same isotopic value it had when the collapse occurred 
( -18.0 °/00 for this run) and replaces the C02 lost from the atmosphere with C02 
with that isotopic composition. The resulting atmospheric isotopic composition is 
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then primarily controlled by the equilibrium between the resupplied C02 and the 
fractionation of the C02 lost by sputtering. For the early epochs where the frac-
tionation is high, the equilibrium is high, but at present, with the relatively modest 
fractionation, the 813C value is low. This type of model is unlikely because the amount 
of adsorbed C02 is very temperature dependent and can diffuse fairly fast (at least 
compared to the 1 Myr time-steps the model uses). V is an attempt to push the 
limits of the other reservoir sizes and allow such a system to end with a value close 
to the measured values. The controlling factors are the sputtering fractionation (set 
by the sputtering model) and the isotopic composition of the regolith reservoir when 
it is created. The later it is created, the higher it is, thus increasing the size of the 
current regolith reservoir (thus causing the atmosphere to collapse later) is the most 
effective. It is difficult to move the collapse time much more than a billion years (and 
the geological history implies that the collapse was probably soon after the beginning 
of the model). This implies that the "Regolith" reservoir has to rapidly exchange with 
the atmosphere to prevent a value set early in the planet's history from overwhelming 
any fractionation since then. 
Case W is an attempt to create a model that reaches the current atmospheric 
813C without using a regolith reservoir. By depositing a bar of carbonate, the final 
813C value is within the uncertainty. Most of the carbonate is deposited very fast 
and actually overwhelms the sputtering loss, causing the atmospheric 813C to become 
lighter. It reaches -30.4 °/00 when the atmosphere collapses. After that, the sputtering 
(offset a bit more than usual due to the still enhanced carbonate flux) enriches the 
atmosphere to the current value. 
Case X is a look at a case where the atmosphere collapses before the model starts 
and, due to the low expected temperatures, little carbonate is subsequently deposited. 
As expected from J , and the fact that the major effect of the timing of the collapse 
is on the timing of the carbonate deposition, the resulting 813C is quite reasonable. 
This is because carbonate, unless it is in large quantities or deposited very late in the 
the planet's history, has little effect on the 813C value of t he current atmosphere. 
Cases Y and Z are extreme cases to show the effects of sputtering and carbonate 
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deposition operating alone. In Y, the only process to affect the atmosphere is sput-
tering and the final result is an extremely enriched atmosphere. Case Z has only the 
deposition of 0.8 bars of carbonate (the same amount that was lost from Mars in case 
Y). The rapid decrease in the o13C at the end (in Figure 3.4) is due to the use of 
constant carbonate deposition, but the final value is independent of the depositional 
pattern (since it is just a distillation result) . 
3. 6 Discussion 
The first important result of the o13C modeling is that neither carbonate deposition, 
nor sputtering, can remove significant amounts of C02 without fractionating the 
atmosphere to extreme values. The sputtering can easily balance the fractionation 
due to carbonate formation but the opposite is less true. Since carbonate appears to 
require aqueous environments for deposition [Stephens, 1995], most of the deposition 
probably occurs before the collapse of the atmosphere. A small amount might be 
deposited after that (either in water films on individual grains or in hydrothermal 
systems) . Thus the step model is the most reasonable of the three carbonate models 
used. 
The model atmosphere generally collapses early in the model-this is reasonable 
based on the geological evidence that most of the fluvial activity occurs in the old-
est terrains [Carr, 1996]. The early collapse means that most of the carbonate is 
deposited during the initial part of the model when the atmosphere is relatively un-
fractionated , and thus it is difficult to balance the fractionation due to sputtering 
with carbonate formation (see case W). 
On the other hand, an adsorbed regolith, or polar reservoir can significantly dilute 
the effects of the sputtering. By assuming that the current size of the C02 reservoir 
being fractionated by sputtering distillation is larger than just the atmosphere, the 
fraction of the total reservoir lost is decreased and the f term in the Rayleigh distil-
lation (equation 3.4) is much larger. With 100 mbar of C02 adsorbed in the regolith 
at present, f "' 0.1 instead off "' 0.01 for the atmosphere by itself. This is why the 
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effects of changing the size of the current polar cap reservoir or the current adsorbed 
regolith reservoir are so large. Laboratory experiments [Fanale and Jakosky} 1982] 
indicate that most reasonable regolith compositions will adsorb some C02 at Mar-
tian temperatures. Thus, given the normal Martian environment, it is quite easy 
to envision 100 mbar of adsorbed C02 . This also means that it is not necessary to 
invoke chance that the sputtering process has left exactly the right amount of C02 
on the planet at present for the polar caps to be in vapor equilibrium due to the 
insolation. The polar cap-regolith-atmosphere system acts, on short time scales, to 
keep the atmospheric pressure in vapor equilibrium [Fanale et al.} 1982]. 
While the model assumes that sputtering occurs unhindered, there is a possi-
bility that, especially during the early part of the model, that Mars had an intrin-
sic magnetic field that reduced the effectiveness of sputtering [Kieffer et al.} 1992, 
Stevenson et al.} 1983, Hutchins et al.} 1997]. Within the context of the c513C evo-
lution model, the primary effect would be to require a smaller current "Regolith" 
reservoir. Furthermore, the sputtering fractionation factors are quite sensitive to 
the distance between the homopause and exobase, as well as the atmospheric tem-
peratures, so it is quite possible for sputtering to be more efficient at fractionating 
the atmosphere. This would allow even a reduced sputtering rate to significantly 
fractionate the atmosphere. 
The model includes the continuous loss processes, but it ignores the possibility of 
impact erosion. If comets or asteroids impact Mars with sufficient velocity, they can 
eject a plume of atmosphere with velocities above the escape energy. Large impactors 
are potentially capable of removing large amounts of atmosphere [Walker 1 986]. The 
majority of such impacts probably occurred during heavy bombardment and the pro-
cess should only be a minor contribution during the period of interest. Furthermore, 
impact erosion of the atmosphere is a bulk process and does not fractionate the gases. 
Thus, even if it did occur during the period modeled, it would not affect the 813C 
value of the model. It would affect the total atmospheric pressure, or if the atmo-
sphere had collapsed, the size of the various reservoirs. The model's initial pressure 
is chosen to insure the correct ending pressure and is not constrained beyond what is 
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necessary to match the selected final state. Thus it is quite possible to increase the 
initial pressure of the atmosphere to account for impact erosion without substantially 
affecting the model results. 
In the model, I assumed that the initial atmospheric £P3C is the same as the 
expected Martian mantle value. This is based on modeling that indicates that any 
early atmosphere would be essentially removed by hydrodynamic escape and impact 
erosion during heavy bombardment [Pepin, 1994]. Thus, in the early stages of the 
model, Mars will have outgassed a secondary atmosphere with an isotopic composition 
close to that of the mantle. Furthermore, while I have not done extensive experiments, 
it is possible to find a set of parameters that allow for -50 °/00 ,.$. 813Cinitial ,.$. + 10 °/00 
to work. This primarily involves modifying the size of the "Regolith" reservoir. If 
the initial value is very light (possibly due to massive carbonate formation), then the 
reservoirs are small and the sputtering can drive the process further . On the other 
hand, if the initial atmosphere is heavy, larger reservoirs can be used to keep the 
sputtering from fractionating the atmosphere as much. 
3.7 Conclusion 
Overall, the model of the behavior of 813C derived from the simple model of the 
Martian carbon "cycle" is very reasonable. The model matches the current 813 C 
value with reasonable parameter choices. While it cannot tightly constrain the sizes 
of the various reservoirs, the model does set some limits. Unfortunately, the 813C of 
the atmosphere is not sensitive to the amount of carbonate deposited but primarily 
reflects the extent to which sputtering has Rayleigh distilled the carbon. And thus 
it primarily measures the size of carbon reservoirs that are in equilibrium with the 
atmosphere. Within the context of Mars, these are probably an adsorbed regolith 
reservoir and polar deposits-both the southern polar cap and possibly ground C02 
ices. 
The model indicates that the sputtering loss and associated fractionation calcu-
lated by the Monte-Carlo model in chapter 2 can be accommodated without overly 
t. 
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fractionating the atmosphere. And furthermore, a certain amount of sputtering ap-
pears to be necessary to enrich the carbon to the degree seen. A modest (rv 100 mbar) 
amount of C02 needs to be stored in a reservoir capable of isotopically exchanging 
with the atmosphere on moderate time scales. The model allows for the formation 
of moderate amounts of carbonate (,s:: 0.5 bar) over the last 3.5 Gyr, but does not 
require such formation. 
Putting this modeling work together with the geological evidence and atmospheric 
thermal budget models for early Mars [Carr, 1996, Haberle, 1998, Kieffer et al., 1992] 
allows for a general evolutionary model for the Martian atmosphere. At the end of 
late heavy bombardment, about 3.5 Gyr ago, the atmosphere was quite thick (at lea.st 
one bar of C02 and possibly 5 or 10 bars). This was sufficient to allow for liquid water 
(at least on parts of the planet during some seasons) near the surface. The water 
created the geomorphic features attributed to flowing water seen in images (which 
mostly seem to date from this time period [Carr, 1996]) . It also caused significant 
amounts of carbonate to deposit [Haberle, 1998] which depleted the atmosphere to 
rv 1 bar. At this point, the atmospheric greenhouse collapsed catastrophically and 
rapidly reached a state very similar to the current one, but with large volatile inven-
tories in the regolith and polar caps. Under the new conditions, carbonate formation 
is suppressed (no liquid water) and sputtering becomes the dominant mechanism for 
removing C02 from the planet. As the sputtering occurs, it fractionates the atmo-
sphere, preferentially enriching it in 13C and raising the 813C value to the that of the 
present atmosphere. Over the last 3.5 Gyr or so, the sputtering has removed much of 
the atmosphere left from the collapse, but not all of it. This leads to the current state 
where there is a small regolith and polar reservoir remaining from the atmosphere 
that collapsed. And the regolith, coupled with the polar caps, buffers the current 
atmosphere at its vapor equilibrium of rv 7 mbar. 
Appendix 3.A 
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Computational M odel 
The computational model used to study the evolution of the atmosphere is fairly 
simple. This is primarily a description of the actual model used. The issues and 
choices involved are discusses in section 3.4. 
The model is basically a box model. The model only has two boxes and tracks 
the mass and 813C of each box. The mass terms evolve actively due to the changing 
conditions while the 813C changes in response to the mass changes. The first box 
is the atmosphere and the second box is the "Regolith" reservoir. In addition to 
exchange between these two reservoirs, it has three other fluxes that all affect the 
atmospheric box. The three fluxes are sputtering loss to space, carbonate deposition 
and outgassing from the interior. 
3.A.l Mass Calculation 
The model uses an explicit Euler method for the timestep. The governing equation 
for the atmospheric mass is: 
Ma(t) = Ma(t- 1) + llt [Fs(t) + Fc(t) + Fm(t)] + E (t) + Ep(t) (3.5) 
where Ma(t) is the atmospheric mass at timet. F8 (t), Fc(t), and Fm(t) are the fluxes 
due to sputtering, carbonate formation, and mantle outgassing respectively. Note 
that Fs and Fe are always negative since they represent atmospheric loss, while Fm 
is always positive. E(t) is the exchange with the "Regolith" reservoir. Ep(t) is the 
exchange with the "Polar Cap" reservoir. llt is t he size of the timestep and was 
1 Myr for all cases studied. The time step was chosen to insure that t he model 
remained numerically stable despite the potential instability of the explicit method. 
Throughout the rest of the appendix, the fluxes will be normalized to the timestep 
(as in the numerical model) . The result of equation 3.5 is the solid line in Figure 3.5. 
62 
The equation for the mass of the "Regolith" reservoir is much simpler: 
Mr(t) = Mr(t- 1) - E (t) (3.6) 
where Mr(t) is the mass of the "Regolith" reservoir. It is the dash dotted curve in 
Figure 3.5. 
Fs(t) and Fm(t) are specified explicitly in the model. The values for Fs(t) are the 
dashed line in Figure 3.6 and are from the results of chapter 2. This is the same result 
as curve (e) in Figure 2.12 with a different scaling. Fm(t) is negligible, but was taken 
from Hutchins and Jakosky [1996]. 
Instead of specifying initial conditions, the model is designed to allow the user 
to specify final (or present-tp) conditions for most parameters. This includes the 
final size of the "Regolith" reservoir Mr(tp), the final size of the carbonate reservoir 
( Ctot = - Lt Fe), the size of the "Polar Cap" reservoir Mp, and the size of the current 
atmosphere (Ma(tp) = 7 mbar). These values are then used to calculate the correct 
initial conditions. 
Initially the "Regolith" reservoir is empty and Mr(to) = 0 since the planet is 
assumed to be too warm for there to be adsorbed or condensed C02 . All of the C02 
is assumed to start in the atmosphere: 
tp 
Ma(to) = Ma(tp) + Mr(tp) + Ctot + Mp- L (Fs + Fm) (3.7) 
to 
ote that the term for the sputtering flux adds mass to the initial atmosphere while 
the flux from the mantle decreases the initial mass. 
In addition to calculating the initial values, the model also calculates the time 
when the atmosphere will catastrophically collapse ( te). This is based on the selected 
collapse pressure (Me) · The carbonate flux Fe is selected so that 95% of the carbonate 
is deposited before the collapse. Thus the atmosphere collapses when 
tc 
Ma(te- 1) >Me ;::: Ma(te) = Ma(to) + L (Fs + Fm) - .95 Ctot (3.8) 
to 
63 
I I I: 
II . 
,....., II ,...... ,....., . 
~ ,...... 
II ......... ~ ~d ......... - ~ .. II ~ ~ 
Q) . .... 
II Q) N s= s= 0 ~ a. (.) 0 I j (/) 0 01 





Q) / ' N ~ I"") 
(i5 I 
J· ,...... .... .... ·cs I cs 
~ /· ......... 
Q) I Q) (/) 



















· ·· · · · · ·~ 
_1 ..-
~ g·o 0 
(sJoq) aJnssaJd 
Figure 3.5: Size of the Model Reservoirs 
This is for the "Standard" model. The solid curve is the atmospheric pressure (in bars) 
over the course of the model. The dashed curve is the total C02 in the atmosphere-
cap-regolith system over the course of the model. The dash-dotted line is the amount 
of C02 in the "Regolith" reservoir. 
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Figure 3.6: Loss Rates from the Atmosphere 
The rate at which various model processes remove atmosphere in the "Standard" 
model. The dashed curve is the loss rate due to sputtering. The solid curve is the 
loss rate for carbonate. The step in it is defined to occur at the time of collapse. The 
carbonate loss rate will change depending on the model parameters to insure this. 
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te is explicitly found by searching, starting with t0 . 
Fe and E (t) are calculated dynamically by the model based on the parameters 
selected. As mentioned in section 3.4, Fe is a step function with a constant value 
before and after collapse. Thus 
Fe(t.:::; te) = .95 Ctotf(te- to) 
Fe(t > te) = .05 Ctot/(tp- te) 
(3.9) 
In some cases, the simpler carbonate fluxes were used. One case (note a) was a 
constant carbonate rate Fe = Ctotf(tp- t0 ) , the other (note b) was proportional to 
Fs. In that case, 
(3.10) 
E(t) is an implicitly defined discontinuous function that creates the "Regolith" 
reservoir when the atmosphere collapses and then keeps the atmosphere at the con-
densation equilibrium pressure for the rest of the history of Mars. The equation thus 
has the following form: 
E(t < te) = 0 
E(te) = Ma(te- 1) + Fs(te) + Fe(te) + Fm(te) - Ma(tp) 
E(t > te) = -F5 (t) + Fe(t) + Fm(t) 
(3.11) 
Since Ep is zero except at te (when the "Polar Cap" reservoir is formed), Ma is 
constant for t > te as shown in Figure 3.5. While Ma does not change after te, the 
actual C02 in the atmosphere (as well as the total C02-the dashed line in Figure 
3.5) do change and drive isotopic evolution. 
3.A.2 <513C Calculat ion 
In some ways, the 813C calculations are simpler than those for mass since the 813C 
just reacts to the changes in mass. Unfortunately, the isotopic system is non-linear 
so the governing equations are more complex. The isotopic effects can be broken 
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into two categories. The first are loss processes which are assumed to be Rayleigh 
distillation processes. The second group are ones that add mass and are treated as 
mrxmg processes. 
In the model, the "Polar Cap" reservoir (Mp) is always assumed to be in isotopic 
equilibrium with the atmosphere. Thus the effective atmosphere size for isotopic equi-
librium is Ma(t) + Mp = M~(t) for convenience. In the period before the atmosphere 
collapses (t :::; tc), the "Polar Cap" reservoir is part of the atmosphere and Mp = 0. 
The two loss processes are the sputtering and the carbonate formation. They use 
the following form of equation 3.4: 
- - [ - Fs(t) l (o.(t)-1) [ - Fc(t) l (oc(t)-1) 
ba(t)- ba(t 1) 1 M~(t- 1) 1 M~(t- 1)- Fs (t) (3.12) 
Where <>a(t) is the b13C value of the atmosphere. a 8 (t) is the sputtering fractiona-
tion coefficient and ac(t) is the carbonate formation coefficient (see section 3.3 for 
further discussion). For computational simplicity, the two fractionation processes are 
actually performed serially (thus the extra term in f for the carbonate fractionation). 
Because of the small timestep, the amounts lost are small and this is a sufficiently 
good approximation. When the collapse occurs, both E and Ep are nominally loss 
processes as well. Since the model assumes that condensation is not fractionating 
[Eiler and Kitchen, 1999], they do not affect the isotopic value. 
Like the loss processes, the mixing processes are performed serially (and after 
the loss distillation). For simplicity, b' = b + 1000 [Faure, 1991). t' is the value at 
this timestep after the previous processes have taken effect. The general form of the 
mixing equation is: 
b (t) = (Rstd b~(t') + 1) b~(t') M~(t') + (Rstd b~(t') + 1) b~(t') Mn _ 1000 
a fistd [(b~(t') + 1) Mn + (b~(t') + 1) M~(t')] (3.13) 
where Mn is the amount mixed into the atmosphere and b~(t') - 1000 = <>n(t') is its 
b13C value. This is basically an average of the b13C values weighted by the size of 
each reservoir, but it accounts for the way b is defined (equation 3.1). 
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The first mixing process is the outgassing. It uses equation 3.13 with Mn = Fm(t) 
and on(t') =om = -25 °/00 , the o13C value of the mantle. t' is after performing the loss 
processes so M~(t') = Ma(t-1) +Fs+ Fc +Mp and Oa(t') is the result of equation 3.12. 
Due to the extremely small value of Fm , the effect on ~Sa is unnoticeable. 
·when the atmosphere collapses, and the "Regolith" reservoir is created, its t5 13C 
value is set to the atmospheric value (t5r(tc) = tSa(tc)). In the "Standard" model, it 
is assumed to isotopically equilibrate with the atmosphere at each timestep after the 
collapse. This is calculated after all the other fluxes have affected the atmosphere. 
It uses equation 3.13 with tS~(t') = tS~(t- 1) and Mn = Mr(t- 1) so that the entire 
reservoir equilibrates with the atmosphere. Here, t' is the value after including out-
gassing and M~(t') = Ma(t -1) + Fs + Fe + Fm + MP' Since it is assumed that there is 
no isotopic fractionation during condensation and adsorption, tSr(t) = Oa(t). In cases 
where the atmosphere and "Regolith" reservoir do not mix, Mr is replaced by E (and 
Or does not change over time) . 
It is not useful to express the t513C calculation as a single step since it is performed 
serially-the complexity would just obscure the structure of the operation. The mass 
calculation is also done serially, but in that case the combined equation is simple. 
Furthermore, it is equivalent to the simultaneous calculation. It is possible to do 
the two distillation processes simultaneously (the model almost does so in its current 
form). It is also possible to simultaneously do both mixing processes (although much 
more complicated mathematically). It is not computationally feasible to perform the 
mixing and loss processes simultaneously. Since the timestep is sufficiently small, the 
integrated flux in any timestep is a small fraction of the effective atmosphere and 
serial calculations are an adequate approximation. 
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Chapter 4 Data Assimilation 
Methodology 
4.1 Introduction 
On Earth, there is a large number of meteorological stations as well as several weather 
satellites in various orbits, giving good global coverage of the planet. On Mars, this is 
not the case. At best there have been two meteorological stations and two spacecraft. 
And during the current Mars Global Surveyor (MGS) mission, there is only one 
spacecraft . This makes it much harder to examine the atmospheric dynamics because 
the spacecraft only samples one location at a time. In order to help solve this problem 
we developed a data assimilation technique that allows us to extrapolate the limited 
available data to a global view of the planet. This will allow us to study global issues 
involving Martian dynamics. 
The global dynamical fields can be used to obtain climatological mean values for 
the season of the data. This can then be compared to models of the Martian atmo-
sphere and improve our understanding of the climatology of Mars. An understanding 
of the climatology then allows the weather itself to be studied. By studying the 
weather, we not only get the mean state of the atmosphere but range of variability 
and change around that mean state. 
Furthermore, since the Martian atmosphere is, in many ways, simpler than the 
terrestrial atmosphere, it is a useful dynamical system to study and use to test our 
understanding of the dynamics of terrestrial planet atmospheres. While there are 
similarities between the Earth's atmosphere and that of Mars, there are also signif-
icant differences, and a global view of the meteorology can help indicate processes 
that are relevant for Mars, but which do not play a role on Earth. 
This chapter discusses the method implemented to successfully assimilate the 
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MGS data. The next section discusses the background, then section 4.4 describes the 
method implemented and finally the latter part of the chapter covers several tests 
used to show the accuracy of the method. Chapter 5 is devoted to the results of the 
actual assimilation. 
4.2 Theoretical Background 
The basic idea behind meteorological data assimilation is to merge observations with 
a model. The goal is to have the resulting state be better than either the model or 
the data. The data improves the ability of the model to reflect the real atmosphere 
and the model allows the data to be extrapolated to cover the entire planet at all 
times. 
This is generally done by using the observations as a guide for modifying the state 
of the model. This can equivalently be considered dynamically interpolating between 
the observations. There are two different states of the model at each time. The first 
state is the prediction state and is the result of running the model by itself. The 
length of the "free running" is variable and can result in different prediction states 
for any given time-for example a three-day prediction (i.e., a model run for three 
days without assimilation) will be different from a three-hour one. The extent to 
which predictions, made for the same time, will differ depends on how accurate the 
assimilation is and the ability of the model to track the weather. The second state 
is the analysis state and is the result of the full assimilation procedure. This is the 
system's best guess at what the state of the atmosphere was at that point in time. 
The observations can be called a third state but are often not on the grid of the 
model, nor do they usually cover the entire model domain . 
There are several different approaches and techniques that can be used for data 
assimilation. The ones used for a given assimilation project generally reflect the model 
being used and the type of data available. In our assimilation, we used the following 
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basic assimilation equation [Banfield et al., 1995]: 
N 
w~ = w~ + L: aki ( 'llj - w~) 
j=l 
( 4.1) 
where 'llk is an element of the state vector (at point k). The superscript denotes 
the state vector in question, a for the analysis state, p for the prediction state, and 
o is for the observations. The aki are the weighting coefficients (or gain functions) 
specifying how the discrepancy between the observations and the model predictions 
at point j affect the state variable at point k. N is the total number of observations 
that will be assimilated during this update of the model. In our case, this is usually 
one time-step-about 6 minutes. 
There are a broad class of assimilation techniques that use equation 4.1. They 
differ in the gain aki used. We based our technique on Optimal Interpolation (OI) 
and steady state Kalman Filtering [Banfield et al., 1995]. In OI, the gains are gen-
erated to minimize the analysis errors resulting from the merging of the data and 
model [Bengtsson and Gustavsson, 1971, Ruthford, 1972, B ergman, 1979]. Two as-
sumptions are made in deriving the gains for Optimal Interpolation. First that the 
physical system (and observing system making the measurements) are statistically 
steady and secondly that the observational error are uncorrelated with the prediction 
errors. For a full derivation of OI, see Rutherford [1972]. In order to minimize the 
error in the analysis state vector, the assimilation gains for point k are the solution 
to the following system of equations: 
N 
L (Ef~:~ + ~:f~:j) aki = ~Ef (4.2) 
j=l 
where there is one such equation for each observation i. €f is the prediction error at 
point i, and ~:f. is the observational error at i. The over-bars indicate averaging over 
many different states. This basically describes the necessary relationships between 
the various covariance terms of the errors at the relevant points. 
The equations for the gains and the assimilation are general. They apply to the 
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assimilation of any observation into any point of the state vector. Thus both j and 
k can range over the entire state vector. Efficient, but sub-optimal implementations 
of OI are obtained by assuming that CY.jk is compact. Under that assumption, an 
observation only affects nearby points and often only affects the field actually mea-
sured (thus temperature measurements only correct the model temperature near the 
actual measurement). The errors are also often assumed to have a simple Gaussian 
distribution around the observation point. Because we have so little data (relative to 
the size of our state vector), we use an implementation where k is global and thus we 
correct the temperature everywhere based on one measurement, and furthermore, we 
also correct the pressure and wind velocities using the same mea.surement. In order 
to do this, we calculate the actual covariances to determine the gains. 
4.3 Assimilation Resources 
The data available for a.ssimilation are the atmospheric retrievals from the Thermal 
Emission Spectrometer (TES) on the Mars Global Surveyor (MGS) spacecraft or-
biting Mars [Christensen et al., 1992, Conrath et al., 1998]. The data of interest are 
temperature profiles (temperature at a set of fixed pressures) that are obtained by 
inverting the structure of the 15 !-£In C02 line. We did not do the inversion and thank 
John Pearl, Barney Conrath and the rest of the TES Team for the processed data. 
Unfortunately, due to structural problems with the spacecraft, MGS was unable 
to rapidly enter into the sun synchronous orbit it was designed for. Instead, it spent 
the first year and a half in a highly elliptical orbit. The net result was an unusual 
TES observing pattern (Figure 4.1). Each orbit can be broken into three components. 
The first component (in red in the figure) is the close pass to the planet during the 
periapse. In this pha.se, the spacecraft is close to the planet and takes a line of data 
with a high spatial density. The second component (in blue) is the roll out and roll in 
before and after the near pass. In this case the data is a small area with a fairly high 
sampling. The third section of the data is in green and is the data from the rest of the 
orbit while the spacecraft is at a significant distance from Mars. During this period, 
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Figure 4.1: TES Observation P attern 
The usable observations made by TES during one orbit (orbit 26) . The observations 
have been grouped by color . T he red ones are the close pass of the planet. T he green 
ones are long range observations. The blue observations are from just before and 
after the close pass. The background contours, at 3 km intervals, are the topography 
of Mars at the resolution of the GCM. Low contours are dashed. 
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the spacecraft rolls and Mars is in the instrument's field of view during a few minutes 
every hour and a half. During that time, the combined roll and instrument pointing 
allow it to perform a crude raster scan across the disk. The collection of points are the 
result of several of these scans. While the spacecraft spends the majority of its time 
in the green phase, most of the data is collected during the close pa~s (red+blue). 
This observation pattern greatly increased the difficulty because the method has to be 
able to handle periods when there are long continuous streams of very tightly spaced 
data as well as periods of no data interspersed with short bursts of data covering 
significant portions of Mars. 
The second component necessary for the assimilation process is a global model 
of the atmosphere. Because of its robustness and availability, we used the Ames 
Mars GCM (General Circulation Model) [Pollack et al., 1990, Haberle et al., 1993]. 
We thank Ames team for giving us access to the MGCM code and assisting us with 
understanding how it operates. 
The Ames Mars GCM (MGCM) is a low resolution GCM based on the primitive 
equations and a hydrostatic atmosphere. It uses a finite difference technique with, in 
our experiments, 25 latitude grid points and 40 longitude grid points, for a horizontal 
resolution of 7.5 x 9 degrees (see the topography in Figure 4.1). It has 13 layers in 
a a-coordinate system with the "top" of the dynamical atmosphere being rv 0.067 
mbar. We were primarily interested in the four dynamical fields (surface pressure, 
temperature and the zonal (U) and meridional (V) components of the wind fields) 
that the model calculates at each time-step. It also tracks many other variables (such 
as radiative heating and surface frost) that allow it to model the progression of the 
sea~ons on Mars. The model calculations are entirely deterministic based on the 
starting time for the model run. The model starts a run from a cold start but can be 
restarted from intermediate conditions. The GCM uses a leapfrog method to advance 
in time with 6 minute time-steps and it smoothes every fifth step (to keep the even 
and odd solutions from diverging). The GCM output includes the full dynamical 
fields every hour and a half (note that the GCM runs on Martian time and this is 
actually every 1/16th of a sol). The GCM is designed to run in 10 sol increments and 
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string them together using the final conditions from one as the initial conditions of 
the next one to create longer sets of results . 
4 .4 Assimilation Method 
In implementing an assimilation scheme, there are three main constraints that need 
to be considered. The first is that the method needs to be successful on the data it 
is designed to assimilate. It needs to correct the model and reduce the analysis error 
as much as possible for the available data. Secondly, it needs to be computationally 
feasible. This is both in terms or running in a reasonable amount of time as well as 
in using a reasonable amount of memory. In many ways, these are complementary in 
that reducing the amount of memory reduces the computation by requiring operations 
on fewer data points. The final, but still critical, requirement is that it needs to match 
the theory. 
In Optimal Interpolation and its variants, the data assimilation process can be 
divided into two steps. The first is the calculation of the gains (or weights) used for the 
assimilation process-the aki in equation 4.1. This includes gathering the necessary 
statistics and the calculation of the actual gains. The second step is the actual 
assimilation. In this step, the differences between the model and the observations 
need to be calculated and multiplied by the gains to modify the model state vector. 
The two steps can be done interleaved (required if the gains are calculated during 
the assimilation) or they can be done separately. Due to the number of gains, we do 
the two steps independently and calculate the gains off line before doing the actual 
assimilation (see Figure 4.2) . 
Due to the continuous stream of data (at least during parts of the spacecraft orbit), 
we use a scheme where data is assimilated every time-step. The process (illustrated in 
Figure 4.2) starts by reading in the data for the current time-step. It then calculates 
the differences between the model and observations. Next it uses the necessary gains 
to update the GCM state vector. Finally, it has the GCM step the model forward 
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Figure 4.2: Assimilation Flow Chart 
This is a cont inuous process and represents one time-step in the model. The gains 
and data for the time-step are read in from external sources and used during this 
time-step. 
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until the model is stopped or it runs out of data. 
4.4.1 Gain Calculation 
There are several problems with directly implementing the full Optimal Interpolation 
equation ( 4.2) for calculating the gains. First, the equation implies that the gains 
for assimilating an observation depends not only on that observation but on all other 
observations being assimilated with it (through the system of equations and error 
covariance terms). Secondly, it requires knowing the errors (difference between the 
actual atmosphere and the model or observations) which are not known (otherwise 
there would be no point to the assimilation). This system, as described, is extremely 
large, since for each observation, there is one gain per point in model state vector. In 
order to gather the statistics, this requires calculating the error covariances for each 
pair of points in the model. 
In calculating the gains, we made several assumptions to simplify the process. 
The primary goal of the assumptions was to allow the gains to be calculated off-line. 
Like that they only need to be calculated once and the expensive matrix inversions 
do not need to be done each time-step. Furthermore, if precalculated, only the gains 
need to be used by the model; it does not need to store the covariance values while 
actually assimilating. 
The first assumption is that each vertical profile is assimilated alone. Thus the 
assimilation of a given profile does not affect how other profiles are assimilated. This 
is equivalent to assuming that equation 4.2 is block diagonal-the only non-zero, non-
diagonal terms relate to other points in the same profile. This converts equation 4.2 
into M smaller independent matrices: 
( 4.3) 
where M is the number of vertical profiles in the time-step and P1 is the number of 
points in the zth profile. 
This transformation encompasses two implied points. It assumes that the obser-
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vation error between different profiles is uncorrelated. Like this, E'/Ej = 0 if i and 
j are in different profiles. This is a reasonable assumption for the TES instrument. 
Also, previous work shows that even moderate inter-observational correlations do not 
degrade OI assimilation schemes much [Banfield et al., 1995]. Secondly, it ignores the 
prediction error covariance between the locations of the two profiles ( Ef iJ = 0 when 
i and j are in different profiles). Mathematically, these terms tell the assimilation 
process how many observations are being assimilated and where the observations are 
in relation to each other. The former effect is the dominant portion of the process. 
In a simple system where there is only one grid location, but multiple observations 
at that location, the effect of the cross terms is to weight each coefficient by the total 
number of observations being assimilated. We recover this portion of the term later 
in the process by dividing all the differences by the total number of profiles in the 
time-step and can thus ignore the term here. 
With the first assumption, the only variable portion of the gains is the number 
and location of the observations within each profile. Because all the observations 
in a single profile are actually from the inversion of a single spectral feature , with 
overlapping weighting functions, they are not uncorrelated and E'/Ej f= 0. While we 
cannot diagonalize the set of equations within each profile, it is possible to use further 
assumptions to make them time independent. Since the assimilation process moves 
the observation to the nearest vertical grid point (after calculating the difference using 
an interpolated field value) , the model only actually needs gains at the 13 model 
layers. In order to make the gains time independent, we assume, while calculating 
them, that each profile has exactly 13 points and that each is at one of the model 
layers. This is equivalent to assuming P1 = 13 in equation 4.3 for both i and j. While 
not perfect it is a decent representation of the observations. From the actual data, 
the profiles average 15 points (and none exceed 20). Since each observation is on a 
discreet pressure surface, they spread out well within the GCM altitude range (many 
of the profiles extend beyond the top of the GCM upper boundary, but such points 
are discarded). We still assimilate each point in the profile (and thus N in equation 
4.1 is the number of actual observations) , but the gain (o:kj) is calculated with P1 = 13 
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and our assumed profile, ignoring the real pattern of observations. 
Combined, the assumptions that each profile is independent and contains exactly 
13 points, one per layer, allow us to calculate the gains off-line while preserving many 
of the features of the full Optimal Interpolation gains. Thus, for each point k in 
the GCM state vector and each possible profile location (each distinct latitude and 
longitude in the GCM) we solve the matrix equation: 
(4.4) 
where each value of i and j corresponds to one of the GCM layers. Since we don 't 
know, in advance where the observations will be, we calculate the gains for obser-
vations over the entire GCM domain. Unfortunately, the actual dependence of the 
observational noise ( cfcj) within the profiles is not available, so we generated a simple 
synthetic noise pattern. We assumed that each point affects two neighbors to either 
side (as well as itself) with a Gaussian distribution (using the probability for the 
ranges [-0.5,0.5], [0.5,1.5], and [1.5,oo), and the corresponding negative intervals) . 
In order to reduce the number of gains that were needed, we assumed, based on 
work by Banfield et al. [1995], that the gains are longitudinally independent. We only 
consider the relative longitudinal separation between the observation and the point 
being corrected. Thus assimilating an observation with a longitude of 120 degrees 
into a point at 90 degrees is equivalent to assimilating an observation at 60 degrees 
into a point at 30 degrees (assuming the altitudes and latitudes all match) . Like this 
we don't need gains to assimilate observations at all longitudes but can use one set 
regardless of the longitude of the observation (and then calculate the relative distance 
for each location). This reduces the number of gains by 40 (the number of longitudinal 
GCM grid points) and allows us to actually store sufficient gains in memory to run 
the assimilation model. 
While we do not worry about the longitude, we do consider the local time of 
day. The relation between a measurement at night and the model is different than 
the relationship between a daytime measurement and the model. While it would be 
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ideal to have gains for every local time of day, this was not possible due to memory 
constraints. We calculate two sets of statistics, and subsequently two sets of gains-
one at 2 am and the other at 2 pm. These times were chosen primarily because the 
eventual circular orbit will be inertially fixed at these local times. They also capture 
the significant differences between day and night. Observations are assimilated using 
whichever of the two gains is closer (in local time). 
The gains require the covariances to be measured over the entire globe. Because 
the actual error values are not available, it is necessary to estimate what they are. As 
described above, we use a simple Gaussian to estimate the observational covariances. 
The prediction covariances (especially the €~€f term) are what drive the assimilation 
process. They encode the weather variability that tells the process how to correct the 
model based on the observations. vVe use a twinned model approach (Figure 4.3). In 
a twinned model approach, one model is called the "Truth" and the other the "Anal-
ysis." The "Truth" is used to generate synthetic observations. For each synthetic 
observation i and each point in the GCM state vector, the model calculates ~€f (the 
other prediction errors are just subsets). These terms are then used to calculate the 
statistics for the prediction errors. The synthetic observations can also be assimilated 
into the "Analysis" model to test the ability of the technique to do assimilation (since 
the t ruth is known, the quality of the assimilation can easily be measured) . The two 
models can either be run simultaneously (as shown in Figure 4.3) or the synthetic 
data can be used as input to a scheme like Figure 4.2. 
In order to generate sufficient statistical data, it is necessary to collect statistics 
for 90 sols. Furthermore, the system needs to be sampling a statistically constant 
system while gathering the covariances. This is done by taking three pairs of initial 
conditions at the same point in the Martian year and gathering statistics from each 
pair over a 30 sol period and combining them. The six initial conditions are generated 
by perturbing the GCM fields and then allowing it to run for 30 sols. This insures 
that the initial states are dynamically uncorrelated but seasonally identical. 
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Figure 4.3: T winned Model Flow Chart 
This is the process used for generating the statistics (covariance terms) for the gains. 
Two copies of the GCM are run in parallel with different initial conditions but the 
same season. It is also possible to use the explicit twinned models for assimilating 
synthetic data. The two processes can be combined (the dashed arrow), but t hat is 
for calculating higher order Kalman gains. 
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4 .4 .2 Assim ilat ing 
The second step of the assimilation process is to use the gains to actually assimilate 
data. While computationally intensive (since each observation point has to be assim-
ilat ed into the ent ire state space), this step is much simpler conceptually as it just 
implements equation 4.1. One of our goals in implementing the actual assimilation 
process was to avoid modifying the MGCM itself as much as possible. Apart from 
modifying the state vector, the modifications to the GCM are limited to three sub-
routine calls (one to initialize the data assimilation, one to perform the assimilation 
each time-step, and one to end the assimilation). 
While the model assimilates each profile independently, it calculates all of the 
differences ( 'I!j - wn before doing any of the assimilation. Like this, the processing 
is effectively in parallel even though the model actually assimilates in series since it 
adds the corrections to the state vector as they are calculated. The parallel process 
matches the assumptions built into the assimilation equations that the method was 
derived from. It also insures that the assimilation is independent of the order of the 
profiles within the time-step (which actually allows the program to more efficiently 
do the assimilation calculations). 
As mentioned when discussing the gains, the construction of the gains ( equa-
tion 4.4) is independent of M and N and thus ignores any term referring to the 
number of gains in the time-step. This is done to allow the gains to be constant. 
While ignored, these terms are important since the gains for OI includes terms that 
reduce the weight of each gain depending on the total number being assimilated. Ef-
fectively, the combined weight of all the gains is constant (so that the weighting of 
the model and data remains independent of the number of observations). In order to 
recover this behavior, all the gains are divided by M , the total number of observation 
profiles in that time-step (for computational reasons, it is actually the differences 
that are divided, but this is mathematically equivalent). The precalculated gains 
approximately account for the other points within a profile, so the additional term 
only needs to account for the number of profiles in the time-step. 
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When the system wa.s fully implemented, it wa.s found to be unstable under many 
conditions. The combined MGCM and a.ssimilation system would generate instabili-
ties that grow and eventually become numerically unstable at which point the MGCM 
would attempt an illegal operation and cra.sh. This is known to happen when perform-
ing data a.ssimilation on large, complex systems [Bierman, 1977]. In order to resolve 
the problem, we introduced an f factor into the assimilation equation (equation 4.1): 
(4.5) 
where M is then number of profiles in the time-step and f ~ 1 is the control factor. 
The f values required for stability vary depending on the data being assimilated. 
While the "goodness" of the assimilation is somewhat noisy as f changes, there is 
usually a broad minimum around some f value. Significantly below that value, the 
a.ssimilation is much worse because the data is not weighted sufficiently and the model 
goes off on its own. Iff is too large, the fit gets worse and worse a.s the instability 
type behavior sets in. At some f value, the system goes sufficiently unstable for 
numerical instabilities to develop. 
While it is possible to run the method with f > 1, this wa.s not done. In such ca.ses, 
the data is being empha.sized at the expense of the model and there does not seem 
to be a reason for doing so. In such cases, the error of the observations is probably 
being overestimated, and correcting that should make the optimum value for f be 1. 
With f = 1 (which is actually stable for some synthetic data regimes) , the method 
is operating "optimally." This is generally due to the data being very similar to the 
model, resulting in a simpler a.ssimilation problem. These ca.ses empha.size some of 
the dangers of using a twinned model approach. 
4.5 Results 
In order to test out and fine tune the a.ssimilation method, it wa.s necessary to run 
experiments in controlled ca.ses. In order to do this, we created synthetic data by 
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running the MGCM and flying a simulated spacecraft over the planet. As the space-
craft traveled, it would make measurements of the MGCM atmosphere below it. We 
use two different cases. In the first case, the spacecraft is in a circular orbit like the 
expected final MGS orbit. In this mode, synthetic profiles are created about once 
a minute. This is done by selecting a set of pressures and then interpolating the 
model coordinate grid to get the temperature at those positions. The temperatures 
are modified by a random noise term. The second synthetic data set is developed 
using the actual TES observation pattern. In this case, the model uses the location 
(latitude, longitude and altitude) of each observation in the TES data set and makes 
a synthetic observation in the same location. This allowed us to insure that the as-
similation technique works not only for the expected data pattern, but also for the 
data actually available. 
While the synthetic data has several significant advantages, it is effectively a 
twinned model system (although the two models are partly decoupled) and thus has 
several potential problems. With the synthetic data, the "Truth" is known, so it 
is fairly easy to measure the effectiveness of the assimilation technique. The major 
problem is that since the same model generates the data as well as assimilating it 
and is also the source of the gains used for the process, it is possible for non-physical 
aspects of the model to drive the assimilation process. This is alleviated somewhat 
by the use of an observational error in calculating the synthetic data. In several 
cases, multiple different sets of synthetic data were developed for the same cases from 
different initial conditions. Another effect of a twinned system is that the assimilation 
of the synthetic data will be more effective than assimilating the actual data. This 
is primarily because the error terms used to build the gains are exact instead of 
approximations, but also because the synthetic data is not as different from the model 
as the actual data. The model considers itself to be climatologically correct and is 
only assimilating the weather. 
Figure 4.4 shows the success of the method at assimilating synthetic data from a 
circular orbit. This figure compares the "Truth" (i.e., source of the synthetic data) 
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The RMS temperature difference (DT) between the "Truth" and the "Analysis" model 
for several different f values. The case with f = 0, in red, is the case with no 
assimilation and represents the background weather variability. 
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squared temperature differences between the two cases (DT ). At each time-step in the 
output files (every 1.5 hours), the difference between each point of the temperature 
field of the "Truth" and the "Analysis" are calculated, squared and averaged. 
(4.6) 
where ck (t) is the error of the analysis model at time t at point k and T is the tem-
perature domain of the state vector. Thus DT(t) is the global temperature difference 
between t he two MGCM runs at timet. Each of the five curves is an assimilation run 
with a different value for f. The red line (! = 0) is effectively the difference between 
two runs of the GCM with the same season but different init ial conditions, since with 
f = 0 no assimilation is performed. The other four cases are for four different f 
values, showing the range of possible fits. The first feature to notice is that all of the 
curves improve rapidly at the very beginning. This represents an initial correction as 
the data assimilation gathers enough data to reasonably sample the planet. Once it 
has mostly corrected the initial problems, generally after the first sol, the assimilation 
keeps the models as close as possible for that f value. In the best case, f = 0.25, the 
temperature error after the first few sols is a bit above 2K. The mean observational 
noise used in creating the synthet ic data was 2K so the assimilation is doing quite 
well. 
Note that at f = 1, magenta line, while there is a large and very fast initial 
improvement, the difference then starts to get larger and larger with time. While 
the errors successfully correct the model, the further differences are amplified by 
the assimilation process and the model becomes unstable. If run for a sufficiently 
long time (......, 30 sols) the instability grows and reaches the point where it creates a 
numerical instability causing the model to crash. 
In the case of f = 0.05, green line, the assimilation improves the model, but it 
does not do so as much as the others initially. Starting around sol 3 or so, the value 
begins to improve slightly and (coupled with a slight worsening of the f = 0.25 and 
f = 0.5 cases) ends up being about as good as the other two cases at sol 10. This is 
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actually deceptive, and over a longer period the two diverge with the f = 0.05 case 
remaining"' lK worse than the other two (see also Table 4.1). There is a long period 
undulation of "' .5K in all three fits that is not understood at this time. 
Figure 4.5 shows the RMS difference for the zonal component of the winds (Du ). 
The colors are identical to Figure 4.4, as are the general results. While not shown, 
the fields for the meridional winds and pressure are also significantly improved. This 
shows that the assimilation technique is capable of correcting the dynamical fields not 
measured. This is especially useful since it is much easier to measure temperatures 
than it is to measure winds. 
While the ability to successfully assimilate data in a circular orbit validates the 
assimilation technique, the data that TES has collected is not in a circular orbit. 
Using the available TES data as a template, the model was tested using non-circular 
data. The results of the assimilation are shown in Figure 4.6. The figure is comparable 
to Figure 4.4-the red line is again the inherent variability of the weather. Figure 
4.7 shows the number of observation profiles being assimilated each time-step. Note 
how the abrupt transitions in the assimilation (Figure 4.6) correspond to the spikes 
with the peak numbers of observations per time-step. These periods are the close 
passes at the beginning of each orbit. Unlike the circular orbit, the synthetic TES 
orbital data is actually stable at f = 1.0. This appears to be due primarily to the 
sampling pattern that generally allows the model time to stabilize after each block 
of data input. Thus instead of continually being modified, there are periods where 
the model can drift and damp out some of the instabilities. Being stable at f = 1.0 
means that the assimilation is extracting all of the available information from the 
data. Unfortunately, while the process can better use the available information, there 
is less information than in the circular orbit and the assimilation is less effective at 
recovering the truth. 
Looking at a plot of the RMS temperature difference (or the RMS difference for 
any of the fields) is useful for qualitatively determining how good a fit is doing, but 
there is also a need for a quantitative measure of the effectiveness of a fit. This can 
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Figure 4.6: Assimilation Results in an MGS-like Orbit 
The RMS temperature difference between the "Truth" and the "Analysis" model for 
several different f values. The case with f = 0, in red, is the case with no assimilation 
and represents the background weather variability. The other three fields (P, U and 
V) are similar. 
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comparing the different fields since they are all in different units and/ or have different 
errors associated with them. A useful definition for "goodness" (G) is the following: 
G = ~ "' (DT(t)) 
2 
T t ~ D?(t) 
(4.7) 
GT is the goodness value for temperature. Basically it is the mean of the squared 
fractional improvement of the analysis model (when compared to pure weather vari-
ability). The square term is included to give it the variance like behavior expected for 
such a measure. All G values are scaled identically, with 0 being perfect assimilation 
and 1 being no assimilation (values greater than 1 imply over-forcing) . This allows 
the G value for the different fields to be compared directly. For both the TES case 
as well as the circular data, Table 4.1 shows the change in G with f for the four 
dynamical fields and then the mean value. A curve can then be fit to the goodness 
values (as in Figure 4.8) and the optimum f value determined. As can be seen, the 
optimum value is close to f = 1.0 and the assimilation at that value will be used for 
the rest of the discussion. 
As can be seen from Table 4.1, the irregularity of the TES orbit significantly de-
grades the ability ofthe algorithm to actually assimilate data. GMean for the optimum 
circular case is 0.26, but only 0.51 for the TES data. Despite this, the technique is still 
capable of modifying the "Analysis" model. The error in the model has been reduced 
and it is significantly closer to the "Truth." The primary problem with the irregular 
observations is that there is poor coverage of the northern hemisphere, especially at 
the midlatitudes. While each orbit has one line of data during the close pass, this 
only occurs every "' 1.5 sols instead of the 12 times per sol in the circular orbit. This 
problem is aggravated by the season. At this season (15 "' 315-mid Winter in the 
Northern hemisphere), most of the active meteorology is in the Northern storm belt. 
This is a region of low and high pressure systems that encircle the planet as they 
travel around. 
The storm belt is best seen in the pressure field (Figure 4.9) . This is a snapshot 
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Figure 4.8: Goodness Value Fits 
A parabolic fit to the goodness values for the synthetic TES data. Each field is fit 
independently and the mean value is fit as well. The minimum in the parabolas is 
j rv l.Q . 
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Map of the surface pressure. The upper panel is the ''Truth" model at 4.81 sols. 
The lower panel is the "Analysis" model at the same time. The mean pressure 
field (combined for the two models as well as the "Prediction" model) over a 10 sol 
period was subtracted from each point to remove the topographic effect. The GCM 
topography is contoured for reference. 
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Figure 4.10: Truth and Analysis Polar Map 
Polar map of the surface pressure. This is the same data as in Figure 4.9, but a polar 
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Map in latitude and longitude of the surface pressure. The upper panel is the value for 
the "Prediction" model (a model run with the same initial condition as the "Analysis," 
but no assimilation). The lower one is the "Analysis" model at the same time. This 
figure uses the same scaling (and is directly comparable) as Figure 4.9. 
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Figure 4.12: Prediction and Analysis Polar Map 
Polar map of the surface pressure. Map in latitude and longitude of the surface 
pressure. This is the same data as Figure 4.11, but a polar plot of the northern 
hemisphere. It is directly comparable to Figure 4.10. 
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Goodness Values for Assimilating Synthetic Data 
Goodness 
Gp GT Gu Gv GMean 
Synthetic TES Data 
f = 0.05 0.89 0.89 0.89 0.91 0.90 
f = 0.1 0.81 0.82 0.82 0.86 0.83 
f = 0.2 0.66 0.71 0.70 0.74 0.70 
f = 0.25 0.59 0.66 0.66 0.70 0.65 
f = 0.5 0.46 0.58 0.56 0.63 0.56 
f = 0.75 0.41 0.54 0.54 0.61 0.52 
f = 1.0 0.39 0.52 0.52 0.60 0.51 
Synthetic Circular Data 
f = 0.05 0.21 0.35 0.40 0.46 0.35 
f = 0.25 0.11 0.24 0.31 0.36 0.26 
f = 0.5 0.19 0.26 0.36 0.39 0.30 
Table 4.1: Goodness Values for Various f Values 
The G value (see equation 4.7) for each dynamical variable . The mean is the average 
of the four fields to get a total fit. Both the synthetic TES data and synthetic circular 
data are shown (the circular case with f = 1.0 is omitted since it is not stable). 
removed from each point, showing the deviations. This is done to remove the huge 
effects of topography across the planet. For reference, the topography of the GCM 
is shown with the contours. These are the same contours as Figure 4.1. The upper 
panel is the truth model at this time; the lower one is the analysis model during the 
assimilation. The two models begin with initial conditions whose weather patterns 
are uncorrelated. Both panels have the same mean pressure removed from each point 
and are directly comparable. For the analysis case, f = 1.0 and the subsolar longitude 
is -110. The high pressure ridge west of there, and the minimum at rv -45, are the 
solar thermal tides (which are quite strong at the surface on Mars) . One important 
feature is the series of "waves" (or storms) encircling the planet between 45 N and 
80 T. This can also be seen in Figure 4.10 which is a polar view of the same data, 
but only the the northern hemisphere north of 45N. The system of waves is quite 
variable as individual storms break up and string out and reform as they go around 
the planet. Despite the poor data sampling in the northern hemisphere, the "Truth" 
and the "Analysis'' models show significant similarities. While the finer structure is 
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not the same, the longitude, strength and some of the structure of the high and low 
pressure regions correspond fairly well. Figure 4.11 shows the same information, but 
this time the upper panel is the "Prediction" model-the same initial condit ion as 
the "Analysis" model, but without assimilation (and Figure 4.12 is the corresponding 
polar plot). The difference between the two is noticeable, especially when compared 
to the similarities between the "Truth" and "Analysis." Thus, even though it is 
poorly sampled, the assimilation scheme is capable of correcting, at least to some 
extent , differences between the truth and prediction models. 
4.6 Variations in the Method 
While the results presented in the previous section were obtained with the assimilation 
method used for the actual data (the "Standard" method), we experimented with 
several alternative possibilities. The three main issues studied were the equation to 
use for the gains, the method of actually applying equation 4.5, and the possibility 
of averaging data. 
The alternative for calculating the gains is to assume that each observation, in-
cluding within each profile, is completely independent and assimilated by itself. In 
this case, the equation for calculating the gain simplifies to [Banfield et al., 1995]: 
( 4.8) 
In this case, M in equation 4.5 becomes N - the total number of observations. This 
form eliminates the need to assume one observation per GCM layer, but requires the 
points within the profile to be uncorrelat ed. A look at Table 4.2 shows that this 
method, labeled "Simple Gains," is significantly worse than the standard technique. 
Assuming that the points are uncorrelated (when the assumed error function has 
the nearest neighbors significantly correlated) end up being much worse than the 
inaccurate vertical distribution used in the "Standard" gains . This is due to the 
high point to point error correlation in the observations. Furthermore, since the 
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Comparison of Alternative Methods 
Goodness 
p T u v Mean 
Standard 0.37 0.50 0.50 0.58 0.49 
Simple gains 0.84 0.82 0.81 0.83 0.83 
Serial processing 0.46 0.53 0.52 0.60 0.52 
Averaging 0.49 0.55 0.56 0.61 0.55 
Table 4.2: Goodness of Alternative Methods 
Each row represents an alternative method of performing the assimilation. The values 
represent the goodness ( G is a measure of the remaining error-0 is perfect). All of 
the experiments were done with synthetic data based on the the TES observations. 
Note that these values are not comparable with the ones in Table 4.1 due to different 
initial conditions. 
computational savings is in calculating the gains, it is less important. 
Optimal Interpolation, if fully implemented, can be performed in series instead 
of in parallel as implied by equation 4.1. Since the actual assimilation has to be 
done in series (computers can really only do one thing at a time), we considered the 
possibility of using serial assimilation [Banfield et al., 1995], in which the 'lfP are up-
dated after each observation is assimilated instead of waiting until all observations 
for that time-step have been assimilated. This has the advantage that the gains are 
actually computationally less expensive (since matrix inversion is no longer required) . 
Unfortunately, the cost is still too high to calculate the gains during assimilation. At-
tempting to use the precomputed gains has two unfortunate effects. First, the order 
in which the observations are assimilated matters. While with full OI, this is not the 
case, the precomputed gains cannot compensate for the changes to "IJrP as the observa-
tions are assimilated. Secondly, the observations take on differing importance in such 
a scheme and the precomputed gains cannot compensate for this. Combined, these 
two effects cause serial methods to be both less rigorous as well as less performant 
(see Table 4.2). 
The third major variation was to use averaging. Since, during the close pass 
as well as during parts of the roll-out, the data density is much higher than the 
resolution of the MGCM, averaging could reduce the computational burden while 
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not actually loosing information. Averaging was done by dividing each grid box into 
four (2 x 2) subgrids. For each time-step, all the profiles within each subgrid box 
were averaged on each pressure surface of the data. The process reduces the total 
number of profiles by about one-third-as suspected, the parts of the orbit at long 
range offer few opportunities for averaging. This is not sufficient to make any of 
the more computationally intense methods viable. Furthermore, the averaged data 
actually performs worse during assimilation (see Table 4.2). This is because the 
assimilation method implicitly averages the data (via the 1/ M term), assuming all 
profiles are equal and have identical error characteristics. Thus it does not assign 
sufficient weight to the averaged profiles and loses the actual quality of those profiles. 
4 . 7 Conclusion 
In this chapter, we describe a data assimilation technique based on Optimal Inter-
polation that can successfully assimilate data taken in the observation pattern of the 
MGS-TES data during the elliptical aero braking orbits. The method also works quite 
well for simpler circular orbits, but can probably be improved to use the regularity 
in the observation pattern (possibly by using a steady-state Kalman Filters). 
In order to implement the method efficiently and effectively, it was necessary to 
significantly modify the theoretical method. This is especially true of the gains used 
for the assimilation. We are able to, at least in the context of Mars, keep the gains 
global and use each observation to update the entire model atmosphere. 
The method, as implemented, is capable of performing meaningful assimilation 
and appears to drive the "Analysis" model towards the truth. This is especially 
apparent in the phasing of the northern storm belt, but can also be seen in the global 
dynamical fields. While the improvements are not as large as we hoped for, they are 
significant and will allow meaningful assimilation of actual TES data. 
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Chapter 5 Assimilation of TES Data 
5 .1 Introduction 
From a dynamical point of view, the atmosphere of Mars is simpler than that of the 
Earth. Since the total mass of the Martian atmosphere is much lower, it responds 
to radiative forcing much faster than the Terrestrial atmosphere. Also, precipitation 
appears to be confined to high latitudes during the winter and possibly locally during 
certain times of the day, thus atmospheric water is not a critical source of heat 
transport like on the Earth. While the Martian atmosphere is potentially an easier 
system to understand, there are several fundamental issues that make it very different 
from the Earth. First, the bulk constituent, C02 , condenses out of the Martian 
atmosphere and is probably in vapor equilibrium with C02 ice. Also, the atmosphere 
contains a large amount of dust that modifies the behavior of the atmosphere in 
several ways. 
A good understanding of the dynamics of Mars is important for addressing several 
problems. These include questions about dust, like where does it come from, how do 
dust storms start, and how do they grow? The dynamics affect the latitudinal heat 
t ransport that determines the heat budget for the planet as a whole. T hey also control 
t he movement of water on the planet. 
Much like the Earth, the Martian atmosphere has weather as well as change 
on longer timescales. Thus, in order to understand the atmospheric dynamics, it 
is important to understand the mean large scale behavior-the climatology-and 
also to understand the change and variability that occurs within the pattern of the 
seasonal climate. This variability, or weather, is as important as the climatology 
itself. It shows what is actually happening and is what the atmosphere (and surface) 
actually experience. The differences and locally changing weather may be the trigger 
or controlling factor for much of the larger scale more "seasonal" behavior that is 
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seen. 
The previous chapter developed a method for assimilating TES (Thermal Emis-
sion Spectrometer) atmospheric data into the Ames Mars GCM (General Circulation 
Model). In this chapter we use the method to assimilate actual TES observations and 
then analyze the results of the assimilation. By assimilating the TES data, we can 
obtain a better climatology and we can look at the actual Martian weather patterns. 
5.2 TES Data 
Currently the available TES atmospheric data is limited to 25 sols of data around 1 5 = 
200 (early fall). This is 17 orbits (orbits 20 through 36) during the first hiatus period. 
The TES data is a series of temperature measurements at fixed pressures obtained 
by inverting the shape of the 15 J..Lm C02 line. Each spectrum is inverted to produce 
10 to 20 temperature measurements in a vertical column. One column is termed a 
"profile." During these observations, the spacecraft was in a highly elliptical 35 hour 
orbit. Near the periapse of each orbit, the instrument records a very concentrated 
swath of data (up to 1100 profiles per 6 minute time-step). Figure 5.1 shows the 
number of profiles per time-step for the full set of data available. Sol 0 is the first sol 
that contains observations. The timing of the observations is selected so that this is 
the same Ls as the actual observations and so that the local time of day is correct 
for the observations. While the footprint of the instrument varies considerably over 
the orbit , it is significant ly smaller than the MGCM grid and therefore the actual 
footprint is ignored. 
During the actual assimilation (as opposed to assimilation of synthetic data) , it is 
necessary to filter the data. This is done by removing any profile where 'ii!j- 'I!~ > 50K 
for at least one point in the profile. Since there appears to be significant observational 
error correlation within a profile, if any point in the profile is problematic, the rest are 
also problematic. Points with large differences cause problems because they result 
in large forcing effects which tend to destabilize the system. A look at the rv 170 


















































This indicates the total number of TES profiles available for each 6 minute time-step 
of the MGCM. The close passes are the locations with the highest density and mark 
the beginning of each orbit. 
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they are either cases where the inversion algorithm used to generate the profiles failed 
or the instrumental noise was extreme (we cannot actually distinguish between the 
two). Even though very few profiles are removed, the net effect is large. Without 
removing those profiles, the assimilation only produces marginal improvements in 
the analysis model (the process would change the model, but apparently not in a 
useful manner). Roughly 1/3 of the filtered profiles are in a tight cluster at very 
high altitudes (surface pressures of"' 1 mbar) on the flank of Olympus Mons. The 
high altitude profiles probably reflect the fact that the inversion process has problems 
with very low surface pressures. The other 2/ 3 of the profiles are scattered around 
the planet, somewhat grouped near the equator, with no apparent pattern. 
The choice of 50K is somewhat arbitrary. It was selected as being small enough 
to remove the worst of the problematic profiles (as measured by the improvements 
in the analysis model), but not so small that valid profiles (i.e., ones with significant 
contributions) are removed. Most of the removed profiles either show the signs of 
low surface pressure inversion problems or unphysical behavior probably due to in-
stabilities in the inversion algorithm (for example, many have very cold temperatures, 
as much as 30K below the C02 condensation temperature). A few profiles appear 
fairly reasonable but are either very cold or very warm. Since there are very few of 
them and they are not particularly clustered, it is not clear if these are intense local 
phenomena, instrument noise or inversion problems. While the 50K filter catches 
many of the worst profiles, there are several other profiles that were very likely also 
problems (often having differences of 40K or larger). Unfortunately, especially during 
the first few sols of the assimilation, there are some valid large differences, making it 
difficult to use a smaller filtering value. 
Attempts to pre-filter the data, using some simple rejection criteria, were not 
successful. At best , they performed about as well as the simple 50K cutoff, and were 
generally a bit worse. The two criteria used were profiles with temperatures more 
than 5K below the condensation temperature (which removed very few profiles) and 
those with surface pressures less than 2.5 mbar. The latter category was probably 
overly broad and removed a significant number of valid profiles, and since they were 
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concentrated in regions, it was sufficient to hamper the assimilation. We currently 
hope that work on the inversion side of the process (where error information about 
the inversion is available) can do a better job of removing profiles and improve the 
assimilation. At present the only solution would be to manually check all 177,000 
profiles. 
In order to insure that the MGCM matches the actual observations, the MGCM 
was run with conditions as near to that of the data as possible. This was done in 
several ways. First, the season of the initial model states was identical to that of the 
data. This insures, to the extent that the MGCM seasons are right, that the data 
and model are similar. The same season was also used to build gains covering the 
period of the observations. Secondly, the MGCM time-it primarily uses the hour 
since the cold start-of the observations was selected to insure that the local time 
of day was correct for each observation. This allows the observations to modify the 
correct state of the atmosphere. Finally, the opacity (or dustiness) used in the model 
was twice the 9 J-tm to 10 J-tm infrared opacities estimated from the TES observations 
[Kieffer et al., 1992]. This results in T = 0.32. While there may have been some 
spatial and temporal variability of the dust seen by TES [Smith et al., 1998), the 
MGCM is designed to have a constant mass density of dust. 
5.3 Validating the Assimilation 
While the assimilation technique works with the synthetic data, it is necessary to 
also verify that it works with the actual data. This is especially important since 
the synthetic testing was done with a twinned model system. For the assimilation 
to be working, it needs to reduce the analysis error (when being compared to the 
actual state of the atmosphere) compared to what the MGCM running alone would 
do (the prediction error). Unlike the synthetic case, the truth is not actually available 
for comparison (if it were, there would be no need for data assimilation). While it 
is possible, using several different Mars GCM's to avoid the twinned problem, we 
currently do not have access to another one. And even then, there are still issues of 
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the actual observational error and fundamental atmospheric assumption that require 
some sort of validation of the assimilation process with actual observations. 
We use several methods for validating the results of the actual assimilation pro-
cess. The first requirement for the assimilation to be successful is that it needs to 
modify the atmospheric state. While the climatology could be correct and not re-
quire modification, it is extremely unlikely that the model weather would correspond 
to the actual weather. Thus, in order to be successful, the assimilation process needs 
to modify the model. Figure 5.2 shows that this is the case, despite the very low f 
(0.075) needed for the process to be stable. Here, the solid line is the RMS tempera-
ture difference (DT) between two runs of the MGCM at the season of the data with 
different initial conditions. There is no assimilation and the difference gives a feel for 
the meteorological variability on Mars at this season. The dashed line is the RMS 
temperature difference (Df}) between the assimilation results and the same initial 
conditions without assimilation. The vertical dashed lines represent the beginning 
and end of the available data. As expected, the difference is zero until data is assim-
ilated. Once the assimilation begins, the difference jumps rapidly each time a close 
pass is made (see Figure 5.1) . The analysis and prediction soon differ by more than 
the inherent variability; which reflects the modification of the model,s climate. 
Tests with synthetic data showed that it is possible for the assimilation process 
to modify the analysis model without actually improving it (i.e., without decreasing 
the difference between the analysis and truth). So, while changing the model is 
necessary for successful data assimilation, it is not sufficient. In order to determine 
if the assimilation is actually driving the model towards the state of the Martian 
atmosphere, we use a second test. We assimilate the TES observations using two 
different initial conditions-both at the correct season. The results of the two runs are 
then compared to determine if they are closer to each other than random weather. As 
shown by Figure 5.3, the assimilation process is successful. The curves are the RMS 
temperature differences (DT) between the two analysis models for several different 
f values. f = 0 is the case where no assimilation occurred and is effectively the 
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Figure 5.2: RMS Temperature Difference Due to Assimilation 
The solid line is the variability due to weather at this season (DT). the dashed line is 
the difference between the assimilation results and the same initial conditions without 
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Figure 5.3: Convergence of RMS Temperature Differences 
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The RMS temperature difference DT between two analysis models with the indicated 
f value, but different initial conditions. The red case, f = 0, shows the basic vari-
ability of the weather. The other cases indicate the convergence of the two initial 








~ -::J (I) (I) 
0 (I) 








(/) 0 w 
1- ..-
I{) 
I{) I' I{) 
~~~~ 
00000 
II II II II II I{) 
~~~~~ 
I I I I I 
0 
g·o -v·o r·o z·o L ·a 0 
(qw) aJnssaJd 
Figure 5.4: Convergence of RMS Pressure Differences 
The RMS pressure difference Dp between two analysis models with the indicated f 
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The RMS U wind difference Du between two analysis models with the indicated f 
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Figure 5.6: Convergence of RMS V Wind Differences 
The RMS V wind difference Dv between two analysis models with the indicated f 
value, but different initial conditions. 
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Goodness Values for Assimilating TES Data 
Goodness 
Gp Gr Gu Gv GMean 
f = 0.05 0.40 0.71 0.63 0.77 0.63 
f = 0.075 0.34 0.62 0.62 0.71 0.57 
f = 0.1 0.29 0.68 0.66 0.81 0.61 
f = 0.15 0.38 0.74 0.78 0.92 0.70 
Table 5.1: Goodness Values for Various f 
The G value (see equation 4.7) for each dynamical variable from the assimilation of 
the TES data. The mean is the average of the four fields to get a total fit. The model 
is unstable for f ;:<::, 0.2. 
lines indicate the beginning and end of the available data. As f increases, it reaches 
a "best" assimilation (the case where the difference between the two assimilated 
curves is the smallest) and then worsens again. While these curves involve different 
components than in chapter 4, it is possible to calculate a goodness, G, in this case 
as well (Table 5.1). For f ;:<::, 0.2, the assimilation is unstable (much like for large 
f values in the synthetic case) . The results indicate that the optimum f = 0.075. 
Looking at the actual curve, this is somewhat deceiving. For the first 12 sols, slightly 
higher values are better (and are more decoupled from the initial conditions), but 
then there is a change in the quality of the assimilation and the f = 0.075 case ends 
up being better over the entire period. This is especially true in the other dynamical 
fields (Figures 5.4 to 5.6). For the remainder of the chapter, the case with f = 0.075 
will be used. 
5.4 Results of Assimilating TES Data 
While looking at the TES results, we will compare them to the MGCM at the same 
season. The dynamics of the MGCM are already well described [Pollack et al., 1990, 
Haberle et al. , 1993, Hollingsworth et al., 1996], thus we can build upon the results of 
t he MGCM and only discuss the differences and their implications. Furthermore, the 
data assimilation, using the available TES data, cannot fully correct the fundamental 
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climatological assumptions of the MGCM. 
There are several interesting components to the atmospheric dynamics of Mars at 
t his season. The first is variable or changing part of the dynamics-the weather. At 
this season, the main weather features are traveling baroclinic waves in the Northern 
hemisphere. The second component of interest is the zonal mean climatology. Due to 
the restricted temporal coverage, we really only sample one season and thus cannot 
study the changing of the Martian climatology over the seasons. 
A third interesting component are the thermal tides. Looking at the maps of 
surface pressure (where the tides are the most visible, Figure 5.15) we see very few 
differences between the tides with assimilation and without (upper and lower panel 
respectively). The pressure field expresses the tides as "waves" along the equator, 
synchronized west of the sub-solar longitude. The first possibility is that since the 
tides are controlled almost entirely by the solar forcing , the MGCM is correctly mod-
eling them. The other possibility is that the radiative forcing of the model tides is 
too strong for the data to modify. 
5.4.1 Baroclinic Waves 
During the season of the TES observations, one of the major features of the Mar-
tian atmosphere is a series of baroclinic waves (or storms) that encircle the planet 
in the northern hemisphere [Zurek et al., 1992, Barnes et al., 1993, Barnes, 1980]. 
These waves were observationally detected by the Viking Lander meteorology pack-
ages [Tillman et al., 1979, Barnes, 1980]. They are also well expressed in the MGCM 
[Barnes et al., 1993]. 
The waves (or storms) can clearly be seen in the global maps of the pressure fields 
(Figures 5.7 to 5.18). These maps are similar to the ones in chapter 4 (Figures 4.9, 
4.10, 4.11 and 4.12). The mean surface pressure at each grid point (over all three 
MGCM runs) for the 30 sols was subtracted from each map. Then all the deviations 
were normalized using the same color scale. For each cylindrical projection, there 
is the corresponding northern polar projection (down to 45N) using the same data 
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and color scale. The background contours are the GCM topography with dashed 
contours below the mean pressure and solid ones above it. Note that there is a bit 
of saturation in Figures 5.7 and 5.13 (and in the corresponding polar plots 5.8 and 
5.14), primarily in the maps of the assimilation results. The sub-solar longitude is 
indicated by the sun symbol between the two maps (and the symbol at the outer 
edge in the polar plots). There are two figures (containing three different pressure 
maps) at each of three times during the model run. Each figure is followed by the 
corresponding polar plot of the same data. The first figure in each pair contains the 
pressure map from two different assimilation attempts. The second figure contains 
one of the assimilation cases and the corresponding MGCM initial condition with no 
assimilation. 
At sol 3.5, while the data assimilation has significantly affected the state of the 
model, it has not yet fully decoupled the model from the initial state (see Figure 5.4). 
This can be seen in the differences between the two assimilation maps (Figure 5.7) 
and in the similarities between the TES and MGCM fields (Figure 5.13). By sol17, 
the assimilation is in control of the pressure field and there is little resemblance of the 
storm belt between the MGCM and TES results (Figures 5.15 and 5.16). Furthermore, 
the two TES results (Figures 5.9 and 5.10) are very similar, especially in the phasing 
of the baroclinic waves. This continues throughout the rest of the assimilation as 
shown by the last maps (Figures 5.11, 5.12, 5.17 and 5.18) at sol 24, almost at the 
end of the data. 
When looking at the raw pressure data, the largest variability between indepen-
dent model cases is in the northern hemisphere, extending poleward of 30N. This is 
also one of the regions where the two assimilation cases are the most similar. This 
is clearly visible in the polar projections of the data. Thus the data assimilation is 
significantly modifying the pressure fields (despite the fact that TES is measuring 
temperatures). The figures with two assimilation maps (Figures 5.7 through 5.12) 
show that the data is actually driving the MGCM to a common state. The midlati-
tude and polar regions of both cases with assimilation are similar. This is especially 
true when comparing the assimilation cases with the corresponding case without as-
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Pressure Deviation (sol 3.50) 
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Surface pressure deviation for each point in the assimilation model at sol 3.5 for two 
different initial conditions. The same mean pressure was subtracted from each map. 
Note that the pressure scale is saturated at the north pole of the TES 2 map. 
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Figure 5.8: Polar Assimilation Maps at Sol 3.5 
Northern hemisphere polar projection of assimilation model surface pressures. This 
is the same data as 5.7, but a polar projection. The figure covers the northern 
hemisphere down to 45N. 
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Surface pressure deviation for each point in the assimilat ion model at sol 17.25 for 
two different initial conditions. The same mean pressure wa.s subtracted from each 
map. These are the same two model runs as in Figure 5.7. 
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Figure 5.10: Polar Assimilation Maps at Sol 17.25 
Northern hemisphere polar projection of assimilation model surface pressures. This 
is the same data as 5.9, but a polar projection. The figure covers the northern 













Pressure Deviation (sol 23.88) 
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Surface pressure deviation for each point in the assimilation model at sol 23.88 for 
two different initial conditions. The same mean pressure was subtracted from each 
map. These are the same two model runs as in Figure 5.7. 
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Figure 5.12: Polar Assimilation Maps at Sol 23.88 
Northern hemisphere polar projection of assimilation model surface pressures. This 
is t he same data as 5.11 , but a polar projection. The figure covers the northern 

















Pressure Deviation (sol 3.50) 
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Surface pressure deviation for each point of the model at sol 3.5, with and without 
assimilation. The maps are processed identically to Figure 5.7. The lower map is the 
MGCM running with no assimilation with the same initial condition as the case with 
assimilation. 
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Figure 5.14: Polar Pressure Maps at Sol 3.5 
Northern hemisphere polar projection of assimilation model surface pressures. This 
is the same data as 5.13, but a polar projection. The figure covers the northern 
hemisphere down to 45N. 
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Surface pressure deviation for each point of the model at sol17.25, with and without 
assimilation. The maps are processed ident ically to Figure 5.9. The lower map is the 
MGCM running with no assimilation with the same initial condition as the case with 
assimilation. 
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Figure 5.16: Polar Pressure Maps at Sol 17.25 
Northern hemisphere polar projection of assimilation model surface pressures. This 
is the same data as 5.15, but a polar projection. The figure covers the northern 











Pressure Deviation (sol 23.88) 
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Surface pressure deviation for each point of the model at sol 23.88, with and without 
assimilation. The maps are processed identically to Figure 5.11. The lower map is 
the MGCM running with no assimilation with the same initial condition as the case 
with assimilation. 
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Figure 5.18: Polar Pressure Maps at Sol 23.88 
Northern hemisphere polar projection of assimilation model surface pressures. This 
is the same data as 5.17, but a polar projection. The figure covers the northern 
hemisphere down to 45N. 
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similation (Figures 5.13 through 5.18) . 
One of the recognized features of the northern storm belt is that it tends to 
have two "modes." In the first mode, the storms have a low zonal wavenumber 
(m :::; 2) while the second mode is characterized by higher wavenumbers (m ~ 3 
to 5) [Zurek et al., 1992, Collins and James, 1995]. In the pressure maps, m can be 
determined by counting the number of pressure maximums (or minimums) around 
the planet in the storm belt. These are not nice evenly spaced waves and m is more a 
measure of the number of storms and their mean size than actual wave characteristics. 
Modeling (as well as the Viking Lander data) shows that the atmosphere tends to 
change between the two modes occasionally [Collins et al., 1996, Barnes et al., 1993]. 
This is also visible in the assimilation results when viewed in a polar projection. At sol 
3.5 (Figure 5.8), m ~ 4, whereas at later times m decreases to 3 (Figure 5.10, for the 
minimums, there are only really two obvious maximums) and finally 2 (Figure 5.12). 
It is not clear whether the high m regime at sol 4 is primarily due to the assimilation 
model not yet being fully decoupled from its initial conditions or is actually in the 
data. The change in model occurs as storms move faster than the one ahead of them 
and catch it. One occurrence can be seen in Figure 5.10 between longitudes -120 and 
-180. There appear to be several locations, notably around longitude 90E where the 
storms slow down and allow the following ones to catch up. When this occurs, the 
later one either fades out or merges with the one in front. At m ~ 2, the waves appear 
to be sufficiently strong and spread out that they do not catch each other. Both the 
MGCM and assimilation models show this behavior, although it appears to occur 
sooner in the assimilated model (but at much the same time in both assimilation 
runs). 
There is a difference in speed between the MGCM and assimilation waves with 
hints that the assimilation waves have a higher phase speed, but this is difficult to 
quantify. Due to the sparse data, the location (and possibly the number) of the 
storms is corrected by the close passes (red profiles in Figure 4.1). Then they travel 
for a sol or two under the influence of the MGCM. At that point, the next orbit 
starts and it causes the storms to jump and be reset, but since both assimilation 
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cases end up similar, it appears that the jump actually reflects the atmosphere of 
Mars. Unfortunately, the discontinuous motion makes it difficult to determine the 
actual speed of the features. 
A second difference between the assimilation waves and those of the MGCM are 
that the assimilated waves are much stronger. This is especially true in the low m 
modes. The low pressures are much lower while the high pressures are about the 
same (see Figure 5.15 or 5.16). This is less clear at sol 24, but is still the case. 
At sol 3.5 (Figures 5.7, 5.8, 5.13 and 5.14), it is much harder to define a pattern 
in the assimilation results (possibly due to the assimilation not having completely 
corrected the model), but again, some of the waves appear to be stronger than in 
the case without assimilation. One interesting change is that the waves are initially 
between longitudes rv 45N and rv 70N (in both the data and the MGCM) and then 
the assimilation forces them further north. While components are still as far south 
as 45N, they tend to be more in the range of 55N to 80N. In some cases, the southern 
tails to the storms are partly due to the interaction of the tides with the storms 
(although the tail at 90E is persistent and probably topographically controlled, as is 
the one around -45E) [Hollingsworth et al., 1996]. 
Initially the models, both with assimilation and without (Figure 5.13), start with 
a high zonal wavenumber (m ~ 6) storm belt in the southern hemisphere. It is weaker 
than the northern belt. By sol 17 (Figure 5.15), the waves have slowed down and 
are generally no longer traveling and seem to weaken further as time goes on. This 
is possibly due to the changing of the seasons and the fast radiative response of the 
atmosphere. In the assimilation case (Figure 5.11) , this weakening is also accompanied 
by an increase in the wavenumber (up to 8) not seen in the MGCM. The southern 
storm belt has been known from previous modeling work [Zurek et al., 1992], as has 
been the weakness, but it appears from the data assimilation that they are even 
weaker than predicted by the model-at least during the latter part of the available 
data. At sol 3.5 (Figure 5.7), they appear to be stronger than in the MGCM, but this 
might be more of an artifact of the differing polar pressure regimes than the actual 
strength of the baroclinic waves. 
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The final interesting feature in the pressure maps are the polar regions. Initially, 
the assimilation results indicate that the pressure in the northern polar regions are 
too low (Figures 5.8 and 5.14) . Then as time progresses the bias changes and by 
sol 17, the polar pressure for the assimilation run is lower than the MGCM (Figure 
5.16). Finally this trend continues and by sol 24 (Figure 5.18), the difference is well 
over 1 mbar. Although the change is less dramatic, the southern polar region does 
the opposite. It starts out low and ends up higher than predicted by the model. 
The most likely cause of these effects is the condensation of the polar cap. While 
the assimilation does not directly affect the mass flow to the cap, it can move the 
atmospheric mass to the polar regions. Unfortunately, the data does not sample the 
northern polar regions (north of SON) so the pressure changes are due to the global 
effects of the assimilation gains. Thus while somewhat questionable, the changes 
probably reflect the exact seasonal cap formation pattern for the 1997 Martian Fall 
as opposed to the generic fall implemented in the MGCM. 
5.4.2 Zonal Mean Climatology 
While the weather is interesting, there is also the climatology or mean behavior of 
the atmosphere to consider. Initially we hoped to be able to look at the changing 
of the seasons with the assimilation, but since we only have 25 sols worth of data, 
we are a bit limited in what is possible. So we will just study the climatology for 
the period from Ls ~ 198 to Ls ~ 216. One of the more useful methods of studying 
the climatology is to look at the zonal mean values (the longitudinal averaged value) 
[Zurek et al., 1992, Haberle et al., 1993]. In this case we have taken the zonal mean 
at each pressure level over the period of the data assimilation. 
Figures 5.19 through 5.21 are contour maps of the three dynamical fields over the 
25 sols of data assimilation. The solid red region at the bottom is the zonal mean 
surface pressure-a proxy for the topography. Dashed contours represent negative 
values and several contours in each map have been color coded for ease of reference. 



































Contour plot of the zonal mean temperature field averaged over the 25 sols covered 
by the TES data. The contour interval is 5K. The 150K contour is indicated in blue, 
















































Contour plot of the zonal mean zonal velocity (U) averaged over the 25 sols covered 
by the TES data. The contour interval is 5 m/s. Negative (or easterly) velocities 
are dashed contours, and positive (or westerly) velocities are solid contours. The 
stationary (0 m/s) contour is in green, ±25m/s are both in light blue, 50 m/s is in 












































Contour plot of the zonal mean meridional velocity (V) averaged over the 25 sols 
covered by the TES data. The contour interval is 2.5 m f s. Negative (or southward) 
velocities are dashed contours; positive (or northward) velocities are solid. The sta-
tionary (0 m/ s) contour is in green, +5 m/ s is in magenta and -5 m/ s is in blue. 
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data assimilation. Given the coarse resolution of the contours, the fields from the data 
assimilation runs look very similar. Many of the implications of the zonal mean values 
have already been discussed [Haberle et al., 1993]. The current results are very similar 
to the low dust Fall equinox cases (since they are only 20 to 30 degrees of Ls away). 
In order to understand the differences in the climatology driven by the assimila-
tion, it is easiest to look at the differences between the zonal mean values with and 
without the assimilation. Figures 5.22 through 5.24 show contour maps of the differ-
ences. Note that the contour intervals have changed. Again, the dashed values are 
negative and the color coded and labeled contours indicate the ranges. The sign of the 
differences is chosen so that negative contours represent places where the assimilation 
results are lower than the MGCM and positive contours are places where they are 
higher. Of course, in the case of negative velocities, higher values are actually less 
negative and thus slower. The differences between the cases where the TES data is 
assimilated into two different initial conditions are very similar, and especially when 
looking at the patterns of the differences between the assimilation results and the 
MGCM. All the features being discussed here appear in both TES models, and are 
thus probably actual results of the data assimilation process. 
The mean meridional wind field (Figure 5.21) is very small. The meridional winds 
at different longitudes are much larger but, at this season, they average almost to 
zero. Furthermore, the difference field is generally very small (as seen by the green 0 
contours over most of the map-Figure 5.24). The only apparent feature, appearing 
in both assimilation runs, is the slight strengthening of the poleward surface wind 
north of 50N. This is possibly due to the strengthened baroclinic waves generating 
stronger winds around themselves. It is unclear whether this is actually statistically 
significant and not just due to noise. 
There are several interesting and significant differences between the MGCM tem-
perature field and that from the assimilation process (Figure 5.22) . First, there is a 
consistent pattern above the south pole. Near the surface, there is a slight ($ 0.5K) 
warming. Above that there is a slight cooling. And finally, at high altitudes, again a 




















































The difference between the zonal mean temperature of the assimilated results and 
those of the MGCM wit hout assimilation. The contour interval is 0.5K. Negative 
differences (colder assimilation result s) are in dashed contours, while warmer assimi-
lation results are in solid contours. The neutral (OK) contour is in green, + lK is in 
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The difference between the zonal mean of the zonal winds of the assimilated results 
and those of the MGCM without assimilation. The contour interval is 1 m fs. Negative 
differences (more easterly flow) are in dashed contours while positive differences are 
in solid contours. The neutral (0 m/ s) contour is in green, -2m/ sin blue, +5 mjs in 


















































The difference between the zonal mean meridional winds from the assimilated results 
and those of the MGCM without assimilation. The contour interval is 0.5 mjs. Nega-
tive differences (more southern flow) are in dashed contours, while positive differences 
are in solid contours. The neutral (0 m/ s) contour is in green and + 1m/ sin magenta. 
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of the 1 mbar polar warming (see Figure 5.19) that occurs poleward of 80S. The 
temperature inversion still exists, but it is not as pronounced. The other changes are 
in the northern hemisphere, north of the midlatitude region. At the north pole, the 
assimilation implies that the real atmosphere is more stable than the MGCM. This 
can be seen in pattern of differences between the MGCM and assimilation results 
(Figure 5.22). There is a significant region starting at the surface and extending up 
to "' 1 mbar and, at the surface, extending as far south as 65N that the assimilation 
indicates is colder than the MGCM. In places, the temperatures are almost 4K colder. 
Above this, the assimilation results indicate that the model needs to be warmed up. 
While not quite as large, the required warming is above 2K at 0.1 mbar. This re-
sults in a temperature minimum below 145K around 1 mbar. This is very close to 
the C02 condensation temperature. Also, with the low altitude cooling, it appears 
that most of the atmosphere below there is at or near the condensation temperature. 
This implies that the condensation (being the Fall, the northern seasonal polar cap 
is growing) is occurring at relatively low altitudes. 
Just south of t he polar regions (around 60N) , there is a reversal of the polar trend. 
The assimilation results indicate a cooler upper atmosphere and a warmer condition 
below 1 mbar. While both trends are relatively modest, combining them with the 
polar changes, they result in almost vertical isotherms between 80N and 60N. The 
net result is to suppress the near surface temperature inversion between BON and 60N 
from the MGCM as well as the cooling above the temperature maximum, resulting 
in an almost isothermal atmosphere between the surface and 0.1 mbar. 
Some of the changes in the zonal (or U component) winds are t he largest clima-
tological changes (Figure 5.23). The net effect of all the meaningful changes is to 
increase the width of the two midlatitude westerly (or positive) jets while decreasing 
the width of the easterly high altitude jet at the equator. The assimilation also de-
creases the small easterly surface flow at 60S. The large acceleration of the northern 
jet shown in the difference map occurs on the poleward shoulder and broadens the 
jet poleward by 5 to 10 degrees. Since none of the acceleration occurs in the center of 
the jet, the change only latitudinally widens the central region of the jet and does not 
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strengthen it. The core of the jet is actually a bit slower in the assimilation results 
model-the -2 m/s contour above 0.2 mbar at 55N. This broadening of the northern 
westerly jet is consistent with the increase in -8T' I ay (in Figure 5.22) via the thermal 
wind equation. 
The westerly acceleration at the equator above 1 mbar slightly compresses the 
easterly jet at that location, causing the equatorial bulge of the Northern hemisphere 
jet to be more extensive vertically. This is a modest displacement, and, at the most, 
moves the top of the westerly flow upwards by maybe 0.1 mbar. The compression of 
the southern hemisphere surface jet is likewise small and is accompanied by a slight 
broadening of the core of the westerly jet at altitude. At the same time, the northern 
boundary of the jet is slightly displaced southward, sharpening the horizontal velocity 
gradient at that location. The poleward side of the westerly jet is, like the northern 
one, broadened, but to a much lesser degree. 
The major effects of the data assimilation on the climatology occur in the northern 
midlatitude and polar regions. Unfortunately this is where the data is the worst, so 
while the direction of the effects is probably correct, the magnitude of the effects is 
uncertain. While the midlatitude effects may be related to be baroclinic waves, many 
of the processes seem to be associated with the polar regions. There are much more 
modest effects in the southern hemisphere. Due to the better data sampling, while 
smaller, they are probably still real. 
5. 5 Conclusions 
The assimilation of TES data during the aerobraking phase using the techniques 
described in chapter 4 has a significant impact on the results of the MGCM. Despite 
the short length of the data stream, it successfully changes both the climatology and 
the weather of the Martian atmosphere. By using a convergence test and by starting 
with several different initial conditions, it is possible to verify that the assimilation 
process is driving the model to a distinct state, presumably that of the Martian 
atmosphere during the 1997 northern hemisphere Fall. 
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There are three important modifications that the assimilation process imposes 
on the MGCM. First, it intensifies the baroclinic waves in the northern hemisphere. 
Even with a dust load corresponding to the observations, the amplitude of the waves 
is larger than predicted by the MGCM. This may be partly due to the large known 
inter-annual variability of the waves [Zurek et al., 1992], but the data also implies a 
more northerly location of the storm track than estimated from Viking observations. 
The second modification due to the data is that the midlatitude westerly zonal 
jets are significantly wider than the ones predicted by the model for this season. This 
is especially true of the northern jet. The widening is primarily poleward, but there 
is some compression of the equatorial easterly jet. The broader northern jet may be 
due to larger mass flow to the growing seasonal cap, but should also allow for the 
transport of dust and possibly energy further north as well. 
The final change implied by the assimilation process is that the temperature above 
the northern polar cap (up to about 1 mbar) is much closer to the C02 condensa-
tion temperature than predicted, but is then warmer above that. This implies that 
the condensation forming the seasonal polar cap is probably occurring in the lower 
atmosphere, and possibly all the way to the surface. 
While the assimilation technique successfully assimilated the TES data, it requires 
significant amount of tuning to perform optimally. The tuning is partly due to the 
problematic orbit during this period (at least for data assimilation), but may be 
partly inherent in the method itself. This is seen in the search for the optimum f 
value (which may vary even over this short time-scale) as well as in the need to filter 
the observations. It is important to verify that the assimilation results are actually 
meaningful and reflective of the actual state of the Martian atmosphere. Fortunately 
this can be verified, at least to some extent, by assimilating the data using different 
initial conditions, but the use of a different Mars GCM is needed to truly verify the 
results. It is also necessary to ignore some parts of the atmosphere due to the poor 
performance (or inability to overcome the model) in those regions. Despite all these 
issues, the assimilation of the TES data allows the MGCM to create this Martian Fall 
and not a random Martian Fall. 
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