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Clostridium difficile diarrhea is a major cause of morbidity and mortality in hospitals. However, the number of cases
in an outbreak is usually relatively small. This precludes many traditional statistical methods of modeling
epidemics. Stochastic models are designed to deal with small numbers and are promising methods of
understanding C. difficile epidemiology. This is illustrated by a reversible jump Markov chain Monte Carlo model
based on the herd immunity hypothesis of C. difficile outbreaks.
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CLOSTRIDIUM DIFFICILE AND HERD
IMMUNIT Y
‘No man is an island, entire of itself ’.
John Donne, Devotions
The last decade has witnessed an inexorable rise in the reported
number of cases of Clostridium difficile infection [1]. Although
such infections occur in the community, C. difficile infection
remains essentially a nosocomial disease. The epidemiology of
C. difficile is therefore dependent on its hospital setting and any
model used to understand its occurrence must take this into
account. John Donne recognised human interdependency in an
age when plague was a major cause of death. Further on in his
poem, Devotions, Donne writes: ‘And therefore never send to
know for whom the bell tolls; It tolls for thee.’ C. difficile is a
modern plague that has emerged with widespread antibiotic use
[2], and there is one particular parallel of note: although
sporadic cases may occur, the major concern is epidemic out-
breaks. In hospital, such outbreaks stretch resources in terms of
both staff and isolation facilities. Mathematical models are
needed to understand what triggers the development of an
epidemic from a sporadic case.
The concept of herd immunity provides a useful model for
many infectious diseases in the community [3]. The principle is
that, at a critical level of immunity or resistance, infections will
fail to spread through a population because infected cases come
into contact with too few susceptible uninfected individuals.
This principle is used to estimate the proportion of a population
that must be vaccinated against diseases such as measles in order
to protect against epidemics. Of course, if a disease reservoir
persists, as with zoonoses, sporadic cases of infection will
continue; but these will fail to convert into major outbreaks.
We have argued previously that states of resistance and suscept-
ibility are applicable to C. difficile [4]. More recent studies
confirm that immune response is an important determinant
of whether infection occurs [5,6]. This has led others to adapt
our original herd immunity model [7]. If a herd immunity
model is appropriate to C. difficile, it has major implications for
the way we quantify the effects of risk factors and hence on the
statistical analysis appropriate to the disease.
Implications for conventional statisticalmethods of the herd
immunity hypothesis
The situation when the resistance of the hospital in-patient
population is well above the critical threshold for epidemics is
similar to that for non-herd-dependent diseases. The risk of C.
difficile infection relates to exposure to background environ-
mental contamination and susceptibility conferred on the indi-
vidual patient due to antibiotic use, age, immunodeficiency, etc.
Given fairly stable levels of environmental contamination, risk
ratios for such factors will be similar between wards and
hospitals. However, if herd resistance is below this critical
threshold, the risk of becoming infected depends on contact
with other people with C. difficile as well as the environment,
and this thus has spatio-temporal characteristics. In other words,
a susceptible person may be at low risk when surrounded by
resistant individuals, but at high risk if he is on a ward in the
middle of an epidemic surrounded by other susceptible patients.
The risk ratios observed for specific antibiotics will therefore
change as the threshold is crossed. The herd immunity model
predicts that the observed pattern of disease is likely to be
sporadic cases with more occasional outbreaks localised in space
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and time. It also predicts that different risk factors, such as
antibiotics, will be estimated to have a wide range of risk
depending on the proportion of cases included from epidemic
outbreaks.
Spatio-temporalmodels
If we are to understand the epidemiology of C. difficile, and this
is a necessary step in devising appropriate infection control
strategies, we require mathematical models that are able to deal
with spatio-temporal data. Time series modeling is long estab-
lished and spatio-temporal methods such as STARIMA (Spatio-
temporal Autoregressive Integrated Moving Average) have been
employed in epidemic disease [8,9]. These methods are based
on the principle of autocorrelation, i.e. sequential data values
tend to be highly correlated. These methods can provide
complex rules to describe changes over time and make no
assumptions about underlying biological mechanisms. How-
ever, the models tend to smooth out chance fluctuations and are
far less robust with regard to missing values. Hence, they are
appropriate for examining trends in the annual number of C.
difficile cases, where the data are complete and numerically large,
but are inappropriate for the more ‘spiky’ data that describe
sporadic C. difficile cases and outbreaks.
In many diseases, such as C. difficile, we have a good a priori
causal model of infection. We can therefore write equations that
describe the transition rates between states: suceptible to
infected, infected to resistant, etc. This deterministic approach
has wide applications [10,11]. In the simplest situations, data are
available from all of the population, clearly defining their status
(infected, susceptible, resistant, etc.) at discrete time intervals.
These complete data make solving the transition rate equations
relatively facile, and the effects of various risk factors (such as
proximity in time or space) on these transition rates can be easily
examined. However, frequently the status of a proportion of the
population is unknown. In this situation, entering a range of
values for these missing data can provide a best case and worst
case scenario. Another advantage of this deterministic approach
over time series modeling is that, if scenarios predicted by the
model fit prospective data, the biological assumptions under-
pinning the model are corroborated. This is valuable in plan-
ning effective interventions. However, similar to time series
models, deterministic equation-solving methods provide
smoothed out values. Again this is fine when considering data
with large values, but not when the values are small. That is, the
effect of chance to give one or two cases more or less than
predicted by the model is unimportant when hundreds of cases
are involved (e.g. annual C. difficile cases reported nationally),
but is of major importance when only a few cases are pertinent
(e.g. the number of cases in a ward at a given moment).
Mathematical methods are now available to examine these small
chance or ‘stochastic’ events.
Stochastic models
The need for stochastic methods is reinforced by a review of the
literature. The UK Communicable Disease Surveillance Center
reported 109 outbreaks of C. difficile infection between January
1992 and December 1996, comprising 1152 toxin-positive
cases [12]. This gives a mean number of 10 cases per outbreak.
Recent published data suggest a range of 16–155 cases per year
in hospitals world-wide [13–17]. The largest reported outbreak
was in Dublin and consisted of 139 cases in 6 months with a
clustering of two different strains [18]. Such large outbreaks may
allow asymptotic deterministic methods if some of the spatial
data are discounted. Otherwise, the picture is of short bursts of
cases clustered in time and space. Such clustering has further
implications for the choice of mathematical model. It is likely
that the spread of disease may occur more quickly than periods
between observations. This excludes the use of discrete meth-
ods [19–21]. Spatio-temporal stochastic models are developed
for tracking the spread of disease in agricultural crops, but
applying Markov chain Monte Carlo (MCMC) methods
[20,21] extends the potential range of applications to include
the modeling of C. difficile infection in hospitals.
Markov chains were originally applied in subnuclear atomic
physics. Aspects of this are remarkably similar to the epidemiol-
ogy of C. difficile. Imagine a source of ionizing radiation.
Particles are emitted and mostly fail to collide with other
‘susceptible’ particles. However, occasionally a collision will
occur that results in further particles being produced, starting a
chain reaction. A Markov chain is a mathematical notation able
to describe these chains of events. Markov methods have been
developed that can cope with continuous time data, when
observations are made at infrequent and unequal intervals
[22]. Stochastic, or ‘chance’, processes can be based on Markov
chains with simulations generated by sampler algorithms [23];
this is the so-called Monte Carlo simulation. Hence, it is
possible to simulate chains of events once a Markov chain
describing the epidemiological model has been set up. Practi-
cally, the appropriate computer code is then written and this
enables multiple simulations to be run based on the same
Markov chain. An important aspect of Monte Carlo simulation
methods is that they facilitate the approximations necessary for
Bayesian inference.
Bayesian inference and ‘missing information’
Bayesian methods allow inferences to be made about ‘missing
information’. With C. difficile infection, this has three important
applications. First, with continuous time stochastic models,
inferences can be drawn about events occurring between
observations. Second, and closely linked to the first point,
inferences can be drawn about the possible effects of missing
data on the model. Third, and crucially for C. difficile, inferences
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can be drawn about ‘hidden’ states within the model. This is
essential when we are uncertain as to which individuals are
resistant or susceptible. The mathematical technique used to
draw such inferences is called reversible jump MCMC com-
putation [24]. To recapitulate, the herd immunity model of C.
difficile does not look at risk of infection to each patient in
isolation, but considers risk as part of a more-or-less susceptible
population. The susceptibility or resistance of the population is
thus a key determinant in estimating the effects of various risk
factors and, using MCMC simulation, the results of specific
preventative measures. When the population is either far above
or far below the critical susceptibility threshold, unknown
susceptibility of a small proportion of the population is not
that important. However, around the critical threshold where
small changes could make big differences in infection rates,
information on all the patients is vital. In these circumstances,
limiting the amount of missing information is necessary to
ensure model parameters can be estimated.
Model assessment
Estimation of model parameters is essential to testing how well
the model fits. The aim is to obtain as narrow a distribution of
parameter estimates generated by multiple simulations as pos-
sible. The standard errors in these estimates can themselves be
estimated over the range of generated parameter estimate values.
Given the spatial nature of the data, pattern-based assessments
can also be performed [25]. Once a mathematically stable model
has been achieved, the predicted values can be compared with
observed data. Hence, it is possible to set up a simulation that is
robust mathematically, but proves to be based on a model that
does not match with real events. There is likely to be a trade-off
between specifying more complex general models for simula-
tion that produce broader parameter estimates but match
observed data fairly well against specifying more limited models
that provide narrower parameter estimates that may not match
those observed. Models can be simplified by eliminating those
pathways or variables to which the model is relatively insensitive
and it may be wise to work from more general to more specific
models if possible. Hence, stochastic modeling is best suited to
focusing on key determinants. Unfortunately, there may be
times when such key determinants, such as mean age or sex
ratio of patients, are pragmatically less open to intervention.
The hope is that at least one of the key determinants will be
easy to alter and this should have a major impact in herd-
immunity models if intervention allows the critical threshold to
be crossed.
C. difficile andMCMC reversible jumpmodels in practice
Over the last 2 years we have set up and refined an MCMC
reversible jump model of C. difficile based on our original herd
immunity hypothesis [4]. One aspect of this model may help
clarify the previous theoretical discussion. A key question in
deciding upon appropriate interventions to reduce C. difficile
outbreaks is the relative importance of different potential
reservoirs of infection. In hospital we can identify three main
reservoirs: (1) the environment; (2) patients colonised with C.
difficile but without toxin-positive diarrhea; (3) patients with
toxin-positive diarrhea. These three reservoirs are likely to be
interdependent. Currently, typical preventative measures are in
place related to each of these reservoirs. Routine cleaning of
wards should have an impact on environmental contamination.
Routine handwashing between all patient contacts should
reduce transmission from colonised patients. Isolation of
toxin-positive patients should reduce transmission from this
source. It would be useful to know whether any of these
procedures is more or less important than the others. If we
wanted to evaluate this with time-series modeling, we would
need to collect extensive data on all three potential reservoirs at
discrete time intervals. If the time interval was too short, say
1 day, we would have considerable numbers of missing data
because patients do not always open their bowels daily, etc.
Furthermore, daily data collection would be a Herculean task. If
the interval was too long, say 1 week, we could miss chains of
important events between intervals. If we turned to determi-
nistic models, we could estimate infection rates without the
need for extensive data, but would fail to capture important
variability. Hence, given constant environmental contamina-
tion, the number of cases at any one time would also be
constant. Since one or two chance events might be important
precursors to a larger outbreak in a threshold model such as herd
immunity, this approach is largely uninformative.
Stochastic methods, like deterministic models, do not require
extensive data. To examine the key question of the effects of
different reservoirs of infection, we must set other parameters in
the model to some sensible values. For example, the numbers of
patients entering and leaving the model will relate to admission
and discharge rates that are already known. Note, however, that
setting these values for one hospital ward may produce a
different output from that obtained when the values for another
ward are used. This means that the differential effects of the
environment versus patients as reservoirs of infection may
vary depending on admission and discharge rates, between
acute units and slow-stream rehabilitation units. The implica-
tion of this is that if admission and discharge rates do have
an important effect on the relative importance of environment
and patients, this may explain different experiences of C. difficile
in different settings and suggest different control strategies as
appropriate, i.e. one infection control strategy does not fit
all situations. On the other hand, if altering these rates makes
little difference, interventions aimed at speeding up discharges
from or limiting admissions to infected wards may be less
important.
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Applying reversible jump MCMC to a ward for elderly
patients with 24 open ward beds in four separate bays with
approximately one admission and one discharge per day, we can
produce the following output from simulations. For the sake of
simplicity, in these simulations we will only consider the
situation for a single epidemic strain. It is possible to produce
more complex models for multiple strains and include spatial
data. Figure 1 shows the effect of constant environmental
contamination only. Figure 2 represents environmental contam-
ination plus the effect of C. difficile-colonised patients. Figure 3
represents environment plus patients with toxin-positive diar-
rhea. These outputs are markedly different and this confirms
that our a priori assumption that these potential reservoirs have
separate effects is justified. Inspecting Figure 1, environmental
contamination alone is associated with a ‘spiky’ appearance of
one or two sporadic cases, but no outbreaks. We can infer from
this that the environmental reservoir alone is not responsible for
such outbreaks even when a large proportion of patients are in a
‘susceptible’ state. It is likely that the frequency of sporadic cases
is associated with the overall degree of herd immunity. Figure 2
Figure1 Markov chain Monte Carlo simu-
lation of the number of Clostridium difficile
toxin-positive diarrhea cases over time
(days) with constant environmental
contamination as the only reservoir of
infection.
Figure 2 MarkovchainMonte Carlo simu-
lation of the number of Clostridium difficile
toxin-positive diarrhea cases over time
(days) with constant environmental con-
tamination and colonised patients as reser-
voirs of infection.
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shows epidemics that rise relatively slowly and are fairly pro-
longed. This reflects the relatively high proportion of colonised
patients on the ward at any time sustaining these epidemics.
Figure 3 is a mixture of frequent sporadic cases with short-lived
epidemics corresponding to the smaller proportion of toxin-
positive patients present on the ward at any one time. We can
imagine this scenario arising when chance sporadic cases relat-
ing to environmental contamination arise in a more susceptible
patient population.
Model simulation has thus allowed us a more informed
approach to infection control. If our observed pattern of C.
difficile cases is most like Figure 1, we can assume that environ-
mental contamination is where we should focus our greatest
infection control efforts. Similarly, if prolonged outbreaks occur
as in Figure 2, this suggests colonised patients represent a major
reservoir in addition to environmental contamination; this
scenario would require considerable infection control efforts.
If the pattern most resembled that of Figure 3, infection control
should be aimed both at reducing environmental contamina-
tion, and therefore the frequency of sporadic cases, and the
‘susceptibility’ of the patient population by antibiotic control
policies, etc.
CONCLUSION
Mathematical modeling is a tool that depends on a priori
assumptions about the mechanism of disease and infection. If
these assumptions are invalid, the results of any mathematical
analyses will also be invalid. Modeling may help test these
assumptions, however, when predicted outcomes are compared
with observed data. In the case of C. difficile, we have assumed a
herd immunity model as the basis for mathematical analyses.
This model has been helpful in simple spatial modeling of C.
difficile [26].Newer mathematical techniques are allowingamuch
more informed approach to understanding C. difficile epidemio-
logy and tailoring infection control strategies to each specific
situation. Nevertheless, the efforts of mathematicians, epide-
miologists and clinicians are dependent on the efforts of micro-
biologists and other scientists who underpin disease models with
their understanding of the basic biological processes involved.
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