Framing effects occur when logically equivalent redescriptions of objects or outcomes lead to different behavior, and such effects have traditionally been seen as irrational. However, recent evidence has shown that a speaker's choice among logically equivalent attribute frames can implicitly convey (or "leak") normatively relevant information about, among other things, the speaker's reference point. Reinterpreting data published elsewhere, this article shows that some common effects in inference tasks (covariation assessment and hypothesis testing) can also be seen as framing effects, thereby expanding the domain of framing. It is also shown that these framing effects are normatively defensible because normatively relevant information about event rarity is leaked through the description of data and through the phrasing of hypotheses, thereby broadening the information leakage approach to explaining framing effects. Information leakage can also explain why framing effects in these inference tasks disappear under certain conditions.
1996; Schwarz, 1996) . Sometimes the revised conclusion is that the purportedly irrational behavior is consistent with a normative viewpoint, just not the one originally considered to apply to the task. This article makes a similar point in the context of framing effects in inference tasks.
Framing effects occur when logically equivalent redescriptions of outcomes or objects lead to different behavior. Such effects have been shown to occur in a variety of tasks, but they have not traditionally been associated with inference tasks. Using data published elsewhere (McKenzie & Mikkelsen, 2000, in press ), this article will show that some common phenomena in covariation assessment and hypothesis testing can lead to framing effects. In particular, participants judge covariation differently when presented with logically equivalent descriptions of data, and they perceive different observations as most informative when presented with logically equivalent hypotheses. Demonstrating framing effects in inference tasks expands the current conception of framing.
Furthermore, framing effects are virtually always interpreted as irrational, and the framing effects described in this article would normally be interpreted this way as well.
However, adopting a recent approach suggesting that (at least some) framing phenomena indicate rational behavior, it will be argued that framing effects in these inference tasks are normatively justifiable. The reason is that the different descriptions of the data and hypotheses, though logically equivalent, implicitly convey, or "leak," information about which events are rare and which are common, and this leaked information is normatively relevant.
Framing Effects in Inference Tasks --4
The next section of the article briefly describes three traditional categories of framing effects. Subsequently, the recent "information leakage" approach to explaining framing effects is described. Next, some common phenomena in covariation assessment and hypothesis testing are shown to lead to framing effects, but it is argued that the effects are normatively justified.
The last section discusses implications of the article and suggests future research.
Three Categories of Framing Effects
In a recent review, Levin, Schneider, and Gaeth (1998) described three categories of framing effects: attribute framing effects, risky choice framing effects, and goal framing effects.
Attribute framing refers to situations in which an object is described in terms of a single attribute, and the description takes one of two logically equivalent forms. For example, Levin and Gaeth (1988) found that describing ground beef as "75% lean" rather than "25% fat" led participants to rate it as leaner, of higher quality, and less greasy (see also Sanford, Fay, Stewart, & Moxey, 2002) . Similar effects have been found when describing medical treatment outcomes in terms of "X% survive" rather than "100-X% die" (Levin, Schnittjer, & Thee, 1988; Marteau, 1989; Wilson, Kaplan, & Schneiderman, 1987) . In attribute framing, one frame is usually positive (e.g., % lean, % survival) and one negative (% fat, % mortality), and the general finding is that positive frames lead to more favorable responses than do negative frames.
Risky choice framing tasks usually present participants with two options, one sure thing and one gamble. The different frames result from phrasing the options either in terms of gains or in terms of losses. Tversky and Kahneman's (1981) "Asian disease problem" illustrates this class of framing problem:
Imagine that the U.S. is preparing for the outbreak of an unusual Asian disease, which is expected to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume that the exact scientific estimate of the consequences of the programs are as follows: If Program A is adopted, 200 people will be saved. If Program B is adopted, there is 1/3 probability that 600 people will be saved, and 2/3 probability that no people will be saved.
A majority of participants selected Program A over B. A separate group was presented with the same cover story, but with the two programs reformulated:
If Program C is adopted, 400 people will die. If Program D is adopted, there is 1/3 probability that nobody will die, and 2/3 probability that 600 people will die.
Although Program C is simply a rewording of A and Program D is a rewording of B, only a minority of participants preferred C to D. That is, group preferences reversed when the options were merely rephrased. While Programs A and B are phrased in terms of lived saved, Programs C and D are phrased in terms of lives lost. According to the traditional explanation of the framing effect, people prefer A to B because they are generally risk averse for gains, but prefer D to C because they are generally risk seeking for losses (Kahneman & Tversky, 1979 ; see also Kahneman & Tversky, 1984; Tversky & Kahneman, 1981 . Like attribute framing effects, risky choice framing effects have been demonstrated using a wide variety of tasks (for reviews, see Kühberger, 1998; Levin et al., 1998) .
The third type of framing effect described by Levin et al. (1998) is goal framing. In a typical goal framing task, there are two actions one can take, and either the advantages of one action are mentioned or the (logically equivalent) disadvantages of the other action are mentioned. Here, the question is which framing more successfully leads participants to take a particular course of action. For example, Meyerowitz and Chaiken (1987) demonstrated that Framing Effects in Inference Tasks --6 women were more apt to engage in breast self-examination (BSE) when it was stressed that not engaging in BSE decreased the chances of finding a tumor early than when it was stressed that engaging in BSE increased the chances of finding a tumor early.
Information Leakage and Framing Effects
All three types of framing effects have been traditionally interpreted as indicating irrational or biased behavior. However, Sher and McKenzie (2003) have argued that, if framing effects are to be taken as evidence of irrationality, it is not sufficient that the frames in question be logically equivalent. Instead, they must be information equivalent. Frames are information equivalent only if no normatively relevant information can be inferred from the speaker's choice of frame. The fact that a speaker chooses one utterance over another that is logically equivalent can convey implicit information that is relevant to the listener.
The idea that logically equivalent utterances are sometimes interpreted differently can be found in pragmatic analyses of language use. Such analyses are concerned not just with what a speaker says, but also with what a speaker means (e.g., Hilton, 1995; Schwarz, 1996) . For example, Johnson-Laird (1968a , 1968b found that passive and active forms of sentences --although logically equivalent --convey different information about the relative prominence of the subject and object (e.g., in "The man was kissed by the woman", the man is intended and interpreted to be more prominent than in "The woman kissed the man"; see also Moxey and Sanford, 2000) .
In the context of attribute framing, McKenzie and Nelson (2003) and Sher and McKenzie (2003) have shown that speakers do not randomly choose among logically equivalent frames but are instead systematically influenced by reference points. In particular, speakers are more likely to describe an object in terms of a given property when that property has increased rather than decreased relative to their reference point. To take a simple example, when given a choice between describing a 4-oz cup with water at the 2-oz line as "half empty" or "half full," participants are more likely to describe it as "half empty" if the cup used to be full than if it used to be empty (McKenzie & Nelson, 2003 ; see also Sher & McKenzie, 2003) . This is because the cup's emptiness has increased if it was previously full, whereas its fullness has increased if it was previously empty. Thus, logically equivalent frames can "leak" different information (Sher & McKenzie, 2003) , in this case information about whether the speaker considers the cup relatively full or relatively empty. Similar effects were found when participants described a new medical treatment outcome: When given a choice between describing the new treatment outcome in terms of either "X% survive" or "100-X% die," they were more likely to choose the survival frame when, compared to the old treatment, the new treatment led to relatively many survivors than when it led to relatively few (McKenzie & Nelson, 2003) . This medical treatment example shows that normatively relevant information can be leaked via logically equivalent frames. In this case, the speaker's choice of frame reveals whether the speaker considers the treatment relatively successful or unsuccessful. It is hard to deny the normative relevance of this leaked information. (Imagine that the information implicit in the speaker's choice of frame were made explicit.) Furthermore, "listeners" presented with a frame made accurate inferences about the speaker's reference point. For example, they were more likely to infer that the old treatment led to more deaths when the new treatment was described in terms "X% survive" rather than "100-X% die."
In both the glass and medical treatment experiments described above, speakers' reference points systematically influenced their choice among logically equivalent frames, and listeners tended to infer those same reference points when presented with a given frame. Logical equivalence does not guarantee information equivalence, and listeners may often be justified in responding differently to logically equivalent frames.
The information leakage account of framing effects developed thus far (McKenzie & Nelson, 2003; Sher & McKenzie, 2003) has focused primarily on attribute framing problems and on reference point information being leaked by the speaker's choice of frame. One way to view the research up to this point is that it serves as an existence proof: At least some of the logically equivalent frames used by framing researchers are not information equivalent. However, the logic of the approach is limited neither to attribute framing nor to reference point leakage. For example, Sher and McKenzie (2003) have suggested that, more generally, a speaker's choice of attribute frame reveals what the speaker considers notable or essential about the object being described. Indeed, normatively relevant information might be leaked through speakers' frame selection in a variety of ways in a variety of tasks. The next section argues that a new type of normatively relevant information is leaked in a new category of framing effect.
Framing Effects in Inference Tasks: A Fourth Category of Framing Effect
The remainder of this article will show that some common findings in covariation assessment and hypothesis testing can lead to a new type of framing effect.
1 Logically equivalent descriptions of data and of hypotheses can lead to different behavior, and such behavior has traditionally been interpreted as nonnormative and biased. In both cases, however, a new (i.e., not previously discussed) kind of information is leaked by the different descriptions, and this provides a rational explanation of why the framing effects occur: Information about event rarity is leaked by the descriptions, and this information has normative relevance. In other words, listeners infer what is rare based on how hypotheses and data are described, and behaving differently when presented with the different (albeit logically equivalent) descriptions is Framing Effects in Inference Tasks --9 normatively justifiable. Bolstering this point of view is the fact that the framing effects disappear when it is clear which events are rare, in which case listeners no longer need to infer rarity based on the speaker's choice of description.
Covariation Assessment
Behavioral phenomena such as learning (Hilgard & Bower, 1975) , categorization (Smith & Medin, 1981) , and judging causation (Cheng, 1997; Cheng & Novick, 1990 , 1992 Einhorn & Hogarth, 1986 ) rely on an ability to assess how variables co-vary. Crocker (1981) pointed out that people's ability to accurately assess covariation allows them to explain the past, control the present, and predict the future. Because of its importance, much research has been devoted to covariation assessment since the groundbreaking studies of Inhelder and Piaget (1958) and Smedslund (1963;  for reviews, see Allan, 1993; McKenzie, 1994) . (Allan, 1993; Mandel & Lehman, 1998; Shaklee & Tucker, 1980; Wasserman, Dorner, & Kao, 1990) . A closely related measure (see Allan, 1980) , ϕ, which is a special case of Pearson's product-moment correlation coefficient, is the (traditional) normative measure used in this article: ϕ = (AD-BC)/[(A+B)(C+D)(A+C)(B+D)] 1/2 . Using one measure or the other does not alter any points made herein. Both ϕ and ∆p range between -1 and 1; to the extent that they are close to 1 (-1),
there is a strong positive (negative) relation between the variables: Y is more (less) likely to be present when X is present rather than absent. When ϕ and ∆p = 0, as in the above example, X and Y are independent. Note that ϕ and ∆p are statistical summaries of the four cell frequencies and treat each frequency as equally important.
Probably the most robust finding in the covariation literature is that participants do not treat the four cells as equally important. In particular, observing the joint presence of the variables (Cell A) has the largest impact on judgments, and observing the joint absence of the variables (Cell D) has the smallest impact. This has been shown by regressing strength judgments onto cell frequencies (Mandel & Lehman, 1998; Schustack & Sternberg, 1981) , by asking participants directly which cells are most important (Crocker, 1982; Wasserman et al., 1990) , by inferring cell importance and/or which rule participants use based on patterns of responses (Arkes & Harkness, 1983; Levin, Wasserman, & Kao, 1993; Wasserman et al., 1990; Shaklee & Tucker, 1980) , and by a metaanalysis of covariation research (Lipe, 1990) . The impact of Cells B and C falls between that of A and D (Crocker, 1982; Levin et al., 1993; Lipe, 1990; Wasserman et Framing Effects in Inference Tasks --11 al., 1990) . Because the four cells are equally important in calculating ϕ and ∆p, differential cell impact has been routinely interpreted as nonnormative. For example, Kao and Wasserman (1993) state that, "It is important to recognize that unequal utilization of cell information implies that nonnormative processes are at work" (p. 1365), and Mandel and Lehman (1998) attempted to explain differential cell informativeness in terms of a combination of two reasoning biases.
Because the largest difference in impact is between Cells A and D, both of which provide evidence for a positive relation between the variables, these two cells are the focus of this section, both theoretically and empirically.
A framing effect in covariation assessment. Though not seen in this light before, the preference for Cell A data over Cell D data can lead to a framing effect by merely switching which level of each variable is treated as present or absent. Usually when a variable has levels of present and absent (e.g., when a symptom is either present or absent), the labeling is not arbitrary. In the study described below, however, the variables were chosen so that which level was treated as present or absent could be manipulated.
In a recent article, McKenzie and Mikkelsen (in press) investigated participants' use of Cell A and Cell D information. In one experiment, participants imagined that they were trying to uncover the factors that determine whether people have personality type X or personality type Y.
Participants were told that everyone had one personality type or the other. The factor they were currently examining was genotype, and everyone was said to have either genotype A or genotype B. In order to find out if there was a relationship between genotype and personality type, they saw individuals' records stating whether each person had genotype A (yes or no) and whether each had personality type X (yes or no). Note that these records were described in terms of the presence or absence of genotype A and of personality type X.
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Among other related tasks, they were shown two different (purportedly random) samples of 9 people, as at the top of Making normative sense of the framing effect. Despite the apparent errors by participants, information leakage, combined with a Bayesian approach to the covariation task, provides a rational explanation of the larger impact of joint presence observations over joint absence observations and the resulting framing effect. If it is assumed that variables that are either present or absent tend to be absent more often than present, then (a) from a Bayesian perspective, joint presence is in fact more informative than joint absence (Anderson, 1990; Anderson & Sheu, 1995; McKenzie & Mikkelsen, in press) , and (b) identifying (implicitly or explicitly) a level of a variable as "present" or "absent" leaks information about event rarity.
The Bayesian account assumes that participants approach the task as one of induction rather than statistical summary. Participants are assumed to treat the cell values as samples from a larger population of instances and are trying to distinguish between competing hypotheses about the larger population, for example, that there is a positive relationship vs. no relationship between the variables. Observing the presumably rare observation, Cell A, distinguishes better between the competing hypotheses. If absence of the two variables is common, then it would not be surprising to see both variables absent, a Cell D observation, even if the variables were independent. In contrast, observing their joint presence, Cell A, would be surprising, especially
Framing Effects in Inference Tasks --14 if the variables were independent. Joint presence would provide stronger support for the hypothesis that the variables are related than would joint absence.
For illustrative purposes, assume that one hypothesis, H1, corresponds to a moderate positive contingency between X and Y, Φ = 0.5 (where Φ is the population's hypothesized ϕ),
and that the alternative hypothesis, H2, corresponds to noncontingency, Φ = 0. In other words, assume that participants are trying to determine how likely it is that there is a moderate contingency between the variables rather than none. (These assumptions are relaxed below.)
Now we can ask how informative Cell A and Cell D observations are under these conditions.
From a Bayesian perspective, data are informative, or diagnostic, to the extent that they help distinguish between the hypotheses under consideration. This is quantified using likelihood ratios. The numerator of a likelihood ratio corresponds to the probability of observing the data assuming that H1 is true, and the denominator to the probability of observing the same data assuming that H2 is true. A datum is diagnostic to the extent that its likelihood ratio differs from 1. In the case of a Cell A observation, the likelihood ratio is p(Cell A|H1)/p(Cell A|H2).
Because H2 is Φ = 0 --that is, X and Y are independent --p(Cell A|H2 Of course, assumptions were made about the specific competing hypotheses in the above analysis, but the conclusion is considerably more general. If it assumed only that the marginal probabilities, p(X) and p(Y), do not change under the competing hypotheses, then the competing hypotheses are irrelevant to the conclusion that Cell A is more informative than Cell D. The conclusion is true whenever p(X) < 1-p(Y) (Horwich, 1982; Mackie, 1963; McKenzie & Mikkelsen, 2000) . Thus, whenever p(X) and p(Y) are both low (i.e., less than 0.5), Cell A is normatively more informative than Cell D, at least from a Bayesian perspective (see also Anderson, 1990, pp. 149-160; McKenzie & Mikkelsen, in press ).
When presented with an entire matrix and asked which provides stronger evidence for relationship H1 (rather than relationship H2), a reasonable rule would be to select the matrix that results in the largest likelihood ratio, p(E|H1)/p(E|H2), where E corresponds to all the data contained in the matrix. In terms of the specific matrices presented to participants above, the logic is simply that the matrix with the large cell corresponding to the most diagnostic evidence in favor of a relationship provides stronger evidence in favor of a relationship than the matrix Framing Effects in Inference Tasks --16 with the large cell corresponding to the least diagnostic evidence (holding evidence against a positive relationship, Cells B and C, constant, as is done here). As illustrated above, the likelihood ratio for the same matrix values can differ depending on beliefs or assumptions about the marginal probabilities --i.e., about which events are rare.
Do variables that are either present or absent tend to be absent more often than present?
The answer will depend on the specific circumstances, but in the vast majority of cases the answer appears to be yes. Most things are not red, most things are not mammals, most people do not have a fever, and so on. 3 It seems plausible that people have learned through a lifetime of experience that the presence of a variable is rarer than its absence, and that therefore observing the joint presence of two variables is usually more informative than observing their joint absence when trying to determine if the variables are related. A Cell A "bias" might reflect deeply rooted tendencies that are highly adaptive outside the laboratory. Combining the normative Bayesian account with information leakage --the notion that labeling a level of a variable as present or absent leaks normatively relevant information about event rarity --provides a rational explanation of the above framing effect in covariation judgment.
Making the framing effect disappear. So far, the above account could be seen as a mere post hoc rationalization of irrational behavior. However, the account leads to the following prediction: If event rarity is already known by participants, and there is therefore no need to infer rarity from how the variables or observations are described, then the framing effect will disappear. Interestingly, this also leads to the (equivalent) prediction that the robust Cell A "bias" will reverse under certain conditions, becoming a Cell D "bias"! These predictions are predicated on the assumption that participants are sensitive to event rarity when making inferences, as has been shown elsewhere (McKenzie & Amin, 2002; McKenzie & Mikkelsen, Framing Effects in Inference Tasks --17 2000; Oaksford & Chater, 1994 Oaksford, Chater, & Grainger, 1999; Oaksford, Chater, Grainger, & Larkin, 1997) .
The most promising way to demonstrate such sensitivity is to use variables that participants are familiar with (McKenzie & Mikkelsen, 2000) . Ideally, participants would already know how common the levels of each variable are. To test this, McKenzie and Mikkelsen (in press) asked participants in the concrete condition of their experiment described above to imagine that they worked at a large high school and were trying to uncover factors that determine students' "high school outcome": Whether they drop out or graduate. The factor being examined was students' "emotional status." All students were said to undergo a thorough psychological examination in their freshman year and are categorized as either emotionally disturbed or emotionally healthy. Though it was assumed that participants knew that dropping out and being emotionally disturbed are rare, this was reinforced in the task instructions. Except for the change in cover story, the materials were identical to those used in the above "abstract" scenario.
These concrete participants were told that they had access to the records of former students in order to find out if there was a relationship between students' emotional status and high school outcome. Half of these participants were told that each record stated whether the student was emotionally disturbed (yes or no) and whether the student dropped out (yes or no).
Thus, the presence (i.e., the "yes" level) of each variable was rare, making a Cell A observation rarer than a Cell D observation. They were then presented with the two samples of 9
observations (see Condition 3 in Table 1 ), one with many Cell A observations and one with many Cell D observations and asked, "In your opinion, which of the two samples provides stronger support for a relationship between emotional status and high school outcome?" The
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Bayesian account predicts the same result that has been found in earlier covariation studies, including the one reported above: Because presence is rare in this condition, participants should judge the large Cell A sample as providing stronger evidence of a relation between emotional health and high school outcome. Indeed, Table 1 shows that most participants selected the large Cell A sample.
The key condition was the one remaining. Some participants were presented with the same concrete scenario, but simply had the labeling reversed, just as in the abstract condition (see Condition 4 in Table 1 ). Rather than stating whether each student was emotionally disturbed and dropped out, the records stated whether each was emotionally healthy (yes or no) and whether each graduated (yes or no). Now the absence of each of these variables was rare, making Cell A more common than Cell D. The Bayesian perspective leads to a prediction for this condition that is the opposite of all previous covariation findings: Participants will find Cell D observations most informative. Indeed, McKenzie and Mikkelsen (in press) found this to be the case. As shown in Table 1 , only 33% of these participants selected the sample with the large Cell A frequency to provide stronger support; that is, most found the large Cell D sample most supportive. Because it was clear to participants in the concrete conditions which events were rare and which were common, they had no need for inferring rarity based on how the variables or observations were described. The result was that the framing effect demonstrated in the abstract conditions virtually disappeared in the concrete conditions.
McKenzie and Mikkelsen's (in press) results appear to be the first demonstration of a reversal of the Cell A "bias." Their results provide strong evidence for the hypothesis that the robust Cell A bias demonstrated over the past four decades stems from (a) participants' Bayeslike approach to the task, and (b) their default assumption (perhaps implicit) that presence is rare.
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When there is good reason to believe that absence is rare, Cell D is deemed more informative, just as the Bayesian approach predicts.
Finally, note that the behavior of both the abstract and the concrete groups is explained in terms of their sensitivity to rarity: The abstract group exploited knowledge about how labeling leaks information about which events are rare, and the concrete group exploited knowledge about which observations were actually rare. This is why there was a framing effect for the abstract group, but not the concrete group.
Hypothesis Testing
An important area of psychological investigation is how people search for and use data when testing hypotheses (for reviews, see Klayman & Ha, 1987; Evans, 1989; Klayman, 1995;  McKenzie, in press; Nickerson, 1998). Since Wason's (1960) research on the 2-4-6 task, it has been clear that, when testing hypotheses, people tend to examine cases that they expect to work rather those they expect not to work (Klayman & Ha, 1987) . For example, in Wason's (1960) task, participants try to determine what rule the experimenter has in mind that generates triples of numbers, an example of which is 2-4-6. They form an initial hypothesis such as "numbers increasing by two" and then test triples that conform to their hypothesis, such as 8-10-12, rather than triples that do not conform, such as 8-9-10. To take another example, when asked to test whether someone is an extravert, participants tend to ask questions that one would expect to be true of an extrovert, and they tend not to ask questions one would expect to be true of an introvert (Snyder, 1981; Snyder & Swann, 1978 ; see also Fischhoff & Beyth-Marom, 1983; McKenzie, 1994 McKenzie, , 1998 McKenzie, , 1999 McKenzie, Wixted, Noelle, & Gyurjyan, 2001; Mynatt, Doherty, & Tweney, 1977) . This hypothesis-testing strategy was originally thought to lead to a "confirmation bias" because it often led participants in laboratory experiments to incorrectly
Framing Effects in Inference Tasks --20 believe their initial, tentative hypotheses, but Klayman and Ha (1987) showed that the strategy
works well under what appear to be naturally occurring conditions (one of which is that the events targeted by the hypothesis are rare). The authors suggested the neutral phrase "positive test strategy" to refer to the strategy of testing cases expected to work.
In tasks asking participants to test hypotheses of the form, "If X1, then Y1," where variables X and Y each have two levels (X1 and X2, Y1 and Y2), positive testing manifests itself in the following way: Participants consider an X1&Y1 observation to be more supportive than an X2&Y2 observation, although both observations support the hypothesis. In other words, confirming observations that are mentioned in the hypothesis are deemed more informative than confirming observations that are not mentioned in the hypothesis.
A framing effect in hypothesis testing. Though not interpreted this way before, the tendency to consider the observations mentioned in hypotheses to be most informative can lead to a framing effect. Using a hypothesis-testing task with a cover story similar to the abstract covariation task used by McKenzie and Mikkelsen (in press), McKenzie and Mikkelsen (2000) had participants imagine that they were researchers investigating a possible relation between genetics and personality type. They were told that everyone has either genotype A or genotype B and that everyone has either personality type X or personality type Y. Some participants tested the following hypothesis: "If a person has personality type Y, then he/she has genotype B"
(or "Y → B"). 4 Of the first two people observed, one had genotype A and personality type X (A&X) and one had genotype B and personality type Y (B&Y). Both of these observations support the hypothesis, but when asked which provided stronger support, more than 70% of these participants chose the mentioned B&Y observation. Other participants were asked to test the hypothesis "If a person has genotype A, then he/she has personality type X" (or "A → X"), and almost 80% of these participants selected the mentioned A&X observation as most supportive.
The results for these two "abstract" groups are illustrated on the left side of Figure 3 . The tall first column shows that most participants selected the B&Y observation when testing Y → B,
and the short second column shows that few selected the B&Y observation when testing A → X.
(Although the abstract groups had no explicit information regarding rarity, the B&Y observation is referred to as the "rare observation" in Figure 3 for reasons that will become clear shortly.)
On the face of it, these participants' behavior is peculiar for the following reason: The two hypotheses are logically equivalent (one is the contrapositive of the other), and therefore whichever observation supports one hypothesis most strongly must also support the other hypothesis most strongly. 5 Nonetheless, because of the tendency to consider mentioned observations most supportive, participants selected different observations depending on which logically equivalent hypothesis was presented to them. In other words, a framing effect occurred Making normative sense of the framing effect. One can make normative sense of the framing effect if, when testing X1 → Y1, participants assume that X1 and Y1 (the mentioned events) are rare relative to X2 and Y2 (the unmentioned events). If this were so, then, from a Bayesian perspective, the mentioned observation would be normatively more informative than the unmentioned observation. (Essentially the same normative analysis in the previous section on covariation assessment is applicable here; see McKenzie & Mikkelsen, 2000; McKenzie, Ferreira, Mikkelsen, McDermott, & Skrable, 2001 ; see also Nickerson, 1996; Oaksford & Chater, 1994 In other words, it would be normatively justifiable to treat mentioned observations as most informative if hypotheses tend to be phrased in terms of rare events.
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Do people tend to phrase conditional hypotheses in terms of rare events? McKenzie et al. (2001) presented some participants with the following scenario: A prestigious college receives many applications, but admits few applicants. Listed in Table 2 is information regarding five high school seniors who applied last year. Next to each applicant is a rating from the college in five categories. As can be seen, in each category, one candidate was rated "high" and the other four were rated "low." On the far right is shown that only one of the five candidates was accepted. Based on this information, participants supplied the best explanation of why the applicants experienced different outcomes by completing the statement, "If applicants _______ , then _______ ."
It is easy to see that only SAT scores correlate perfectly with whether the applicants were rejected or accepted. However, a choice still remains as to how to complete the statement.
Participants could write, "If applicants have high SAT scores, then they will be accepted" or "If applicants have low SAT scores, then they will be rejected." Both are accurate, but the former phrasing targets the rare events, and the latter targets the common ones. The authors found that 88% filled in the conditional with, "If applicants have high SAT scores, then they will be accepted" -that is, participants mentioned the rare rather than common events. Another group was presented with the same task, but the college was said to be a local one that did not receive many applications and admitted most applicants. "Accepted" and "rejected" were merely reversed in the above scenario, as were "high" and "low." Everything else was the same. Now only 35% filled in the conditional with "If applicants have high SAT scores, then they will be accepted." Most participants targeted the rare events, "If applicants have low SAT scores, then they will be rejected." Thus, whether particular events were mentioned depended on whether they were rare. Similar results were found using other scenarios with different content.
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In short, people appear to have a tendency to phrase conditional hypotheses in terms of rare rather than common events. This provides a rational explanation of the fact that "listeners" consider different data most supportive when hypotheses are rephrased in logically equivalent ways: How "speakers" choose to phrase hypotheses leaks normatively relevant information about event rarity. Mentioned confirming observations are seen as more informative than unmentioned confirming observations probably because they usually are more informative.
Making the framing effect disappear. As with covariation assessment, the framing effect in hypothesis testing can be made to disappear by making clear which events are rare. When this is done, participants no longer need to rely on how hypotheses are phrased to infer event rarity and can instead focus on event rarity itself. McKenzie and Mikkelsen (2000) told additional participants testing each of the above hypotheses that few people have genotype B (and that most have genotype A) and few have personality type Y (and most have personality type X) --information that, from a Bayesian perspective, makes the B&Y observation most supportive because it is rare. As shown in Figure 3 , these "abstract + statistics" participants were about as likely as the "abstract" participants to select the B&Y observation when testing Y → B (compare the first two white columns). However, this is not too surprising because the B&Y observation is mentioned in the hypothesis in both cases. More interesting are the results when the B&Y observation was not mentioned in the hypothesis (hatched column). As can be seen, the "abstract + statistics" group was about twice as likely as the "abstract" group to select the B&Y observation when testing "A → X" (compare the first two hatched columns). That is, participants were more likely to select the unmentioned observation if they were told that it was rare rather than told nothing.
Framing Effects in Inference Tasks --24 Of course, the framing effect did not go away; it was merely reduced. However, the participants were asked to test hypotheses that were abstract and unfamiliar. Even the rarity information provided was arbitrary and probably had little meaning for participants. As with the covariation studies discussed earlier, one might expect that sensitivity to rarity would increase when participants are presented with familiar variables that tap into their real world knowledge regarding rarity. To test this, McKenzie and Mikkelsen (2000) told additional participants to assume to be researchers examining a possible relation between mental health and AIDS. These participants tested one of two concrete hypotheses: "If a person is HIV+, then he/she is psychotic" or "If a person is mentally healthy, then he/she is HIV-". They then selected whether a person who is HIV+ and psychotic or a person who is HIV-and mentally healthy provided stronger support for the hypothesis they were testing. Again, the two hypotheses are logically equivalent and both observations support both hypotheses. However, the HIV+/psychotic observation is relatively rare -and participants presumably knew this. Figure 3 shows that when these "concrete" participants tested "mentally healthy → HIV-", almost half of them selected the rare HIV+/psychotic person (hatched column). That is, the unmentioned observation was often seen as most supportive if it was rare.
A final group of participants was given one of the two concrete hypotheses to test, but was "reminded" that few people are HIV+ (and most are HIV-) and that few are psychotic (and most are mentally healthy). Figure 3 shows that almost 70% of these "concrete + statistics" participants testing "mentally healthy → HIV-" selected the HIV+/psychotic person -the unmentioned observation -as most supportive (hatched column). Note that, regardless of which hypothesis they were testing, "concrete + statistics" participants were about as likely to select the HIV+/psychotic person. When real-world knowledge was combined with a validation of their beliefs about rarity, participants preferred the normatively more supportive rare observation, regardless of whether it was mentioned in the hypothesis. In other words, the framing effect virtually disappeared.
In short, the information leakage account provides a rational explanation of why framing effects occur in hypothesis testing tasks --how hypotheses are phrased leaks normatively relevant information about event rarity --and why they disappear --when event rarity is known, listeners no longer need to infer it based on how the hypothesis is phrased.
Summary and Implications
Two common phenomena in inference tasks can lead to framing effects. In covariation assessment, the fact that joint presence affects judgments more than joint absence can lead participants to judge the relation between two variables differently when presented with logically equivalent descriptions of data. In hypothesis testing, the fact that confirming observations mentioned in hypotheses are perceived as more informative than confirming observations not mentioned can lead participants to deem different observations most informative when presented with logically equivalent hypotheses. These phenomena, which have not previously been interpreted in terms of framing effects, have nonetheless been traditionally seen as normative errors or biases (though see Anderson, 1990; Klayman & Ha, 1987) . However, using the information leakage account of framing effects developed elsewhere (Sher & McKenzie, 2003;  see also McKenzie & Nelson, 2003) , a rational explanation of these purportedly irrational behaviors emerges: Although logically equivalent, the rephrased data and hypotheses are not information equivalent. In particular, the different descriptions leak information about which events are rare, and event rarity is normatively relevant in these tasks (at least from a Bayesian perspective). In covariation assessment, observing the joint presence of variables has a larger impact on judgment apparently because participants assume that the presence of variables is rare (Anderson, 1990; Anderson & Sheu, 1995; McKenzie & Mikkelsen, in press ). In hypothesis testing, mentioned confirming observations are considered most supportive apparently because people assume that hypotheses are phrased in terms of rare events (McKenzie et al., 2001; McKenzie & Mikkelsen, 2000 ; see also Einhorn & Hogarth, 1986; Klayman & Ha, 1987; Mackie, 1974; Oaksford & Chater, 1994 . In both cases, participants' inferences about event rarity appear reasonable and, because rare events are normatively more informative than common ones in these tasks, the information leakage account provides a rational explanation of the framing effects.
Bolstering the information leakage account is the fact that the framing effects all but disappear when it is made clear to participants which events are rare. Under these circumstances, participants no longer need to infer what is rare based on how events are described or on which events are mentioned in the hypothesis. When event rarity is known, well known "biases" can be reversed: If it is clear that the absence of variables is rare, participants' judgments of covariation are influenced more by the variables' joint absence than by their joint presence (McKenzie & Mikkelsen, in press) , and if it is clear that the hypothesis to be tested mentions common events, then participants consider unmentioned observations more informative than mentioned observations (McKenzie & Mikkelsen, 2000) . The fact that the framing effects disappear under predictable conditions shows that the information leakage account of these inferential phenomena is not merely a post hoc rationalization of irrational behavior.
These observations broaden the information leakage account of framing effects.
Previously, the account has focused primarily on attribute frames leaking reference point information (though Sher & McKenzie, 2003 , suggested a more general hypothesis). Now it is
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Seeing the covariation and hypothesis testing findings as framing effects is useful because it facilitated the application of the information leakage approach to the inference tasks.
That is, lessons learned from the framing literature were applied to the inference literature. It is also possible that lessons learned from the inference tasks can be applied to more traditional framing tasks. For example, it was argued that framing effects occurred in the inference tasks because frames leak information about event rarity. When participants already knew which events were rare, however, and they therefore had no need to infer such information, the framing effects virtually disappeared. Perhaps attribute framing effects could be attenuated in a similar way. Attribute framing effects appear to occur because, at least in part, listeners infer reference points from the speaker's choice of frame. It is conceivable that, when listeners already have well established reference points, and therefore have no (or less) need to infer the speaker's reference point, attribute framing effects will be reduced. Regardless of whether additional insights can be gleaned from viewing inferential phenomena as framing effects, the fact that the information leakage approach ties together traditional research on framing and research on inference is noteworthy. It is unusual for such seemingly disparate tasks to have a common thread as proposed here.
The extent to which information leakage can explain framing effects even more generally (e.g., risky choice framing effects) remains an open question. Whatever the scope of the information leakage account, it is important to note that it illuminates framing phenomena not just from a psychological perspective, but also from a normative perspective. When the account is applicable --and it may be applicable to a wide range of framing tasks --participants are
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Footnotes
1 Two other phenomena in higher-order cognition that might also be interpreted as framing effects are (a) different rates of logically correct responses in reasoning tasks depending on task content (e.g., in Wason's selection task; see Holland, Holyoak, Nisbett, & Thagard, 1986, pp. 266-273) and (b) differential solution rates for problem isomorphs differing only in terms of their cover story (e.g., Kotovsky, Hayes, & Simon, 1985) . These phenomena are not addressed in this article. However, it is worth noting that (a) Oaksford and Chater's (1994) account of a wide variety of results in Wason's selection task is clearly in general agreement with the approach taken in this article, and (b) unlike the potential framing effects noted above, framing effects in the current article occur when using the same content and the same cover story. "Which sample stronger evidence of relation?" 76% 24% 
------------------------------------------------------------------------
"Which sample stronger evidence of relation?" 67% 33% Table 2 . Example of a scenario used by McKenzie et al. (2001) . Based on the information in the table about five people who had applied to a college, participants were asked to provide the best explanation of why the applicants experienced different outcomes by filling out the statement, "If applicants ________ , then ________." Most participants responded with "If applicants have high SAT scores, then they will be accepted" which targets the rare events.
-----------------------------------------------------------------------
------------------------------------------------------------------------------------------------------------------------------------------- (McKenzie & Mikkelsen, 2000) . Shown is the percentage of participants selecting the rare observation as a function of (a) whether the task was abstract or concrete, (b) whether statistical information about rarity/commonality was provided, and (c) whether the rare observation was mentioned in the hypothesis. (The "abstract" group had no information about rarity.) Generally, participants were more likely to correctly select the rare observation as more informative when (a) the task was concrete, (b) statistical information was provided, and (c) when the rare observation was mentioned in the hypothesis. Most interesting is that participants in the "abstract + statistics" group (far right) often selected the rare observation regardless of whether it was mentioned in the hypothesis, showing that the framing effect virtually disappeared for this group.
---------------------------------------------------------------------------------------------------------------------------------------
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