This paper proposes a new testing procedure for the degree of fractional integration of a time series inspired on the unit root test of Dickey-Fuller (1979) . The composite null hypothesis is that of 
Introduction and motivation
In the basic framework, y t denotes a fractionally integrated process whose true order of integration is d, denotes as I(d), (2002) proposed to test the null hypothesis by means of the t statistic of the coefficient of ∆ d1 y t−1 in the ordinary least squares (OLS) regression ∆y t = φ 1 ∆ d1 y t−1 + u t, (t = 1, · · · , n),
where n denotes the sample size. LV (2006, 2007) argue that ∆ d1 y t−1 is not the best class of regression one can choose and propose another auxiliary regression model for the hypotheses test (2) . They propose to test (1.2) by using the following auxiliary model ∆y t = φ 2 z t−1 (d 1 ) + u t, (t = 1, · · · , n), In this article, we provide adequate scope of the more general fractional null hypothesis and fractional alternative (which include the I(1) null and the I(0) null like particular cases). More precisely, this paper is concerned with the hypotheses test for the degree of fractional integration
if the true data generating process (DGP) of y t is fractionally integrated process whose true order of integration is d, denotes as I(d)
) and y 0 = 0. This situation arises for instance when testing the null hypothesis for checking the nonstationarity of the process y t .
We propose to test the null hypothesis by means of the estimator and the t-statistic of the coefficient of ∆ −1+d0 y t−1 , in the ordinary least squares (OLS) of the auxiliary autoregression 5) or equivalently 6) where ρ n = φ n − 1 and { ǫ t } the residuals. In order to grasp the intuition behind the fractional autoregressive model (1.6), suppose that y t ∼ F I(d 0 ) and let us consider the relation between ∆ d0 y t and ∆ −1+d0 y t−1 . Note that, it is easy to check, that ∆ d0 y t = (1 − L) ∆ −1+d0 y t and ∆ −1+d0 y t ∼ I(1). Putting ∆ −1+d0 y t = x t we can rewrite (1.6) as follows
The regression model (1.7) is the simple Dickey-Fuller framework to deal with the testing problem
The autoregressive model (1.6) can be easily implemented for practical settings and flexible enough to account for broad family of long memory specification of the fractional parameter d. In this article, testing the hypotheses test (1.3) by using the auxiliary regression model (1.5) or equivalently (1.6), provide adequate scope of the more general fractional null hypothesis (which include the I(1) null and I(0) null like particular cases). Our proposal, unlike the proposal of DGM (2002) and LV (2007) , not only presents analogy with the original Dickey-Fuller, but we can considered it as generalization of the familiar Dickey-Fuller test in the sense that the conventional I(1) vs I(0) framework is recovered for any value of d 0 ∈ R under the null.
Before stating the main result of this note, we give some technical tools that we need for this study. Let Sowell (1990) ) 
1+2δ , we have the following useful results applies to this types of processes:
Where w(r) is the standard Brownian motion on [0, 1] associated with the ε t sequence and the symbols " ⇒ " and " p → " denote weak convergence and convergence in probability, respectively.
Asymptotic null and alternative distributions
By noting that d − d 0 can always be decomposed as d − d 0 = m + δ, where m ∈ N and δ ∈ ]−0.5, 0.5], the asymptotic null and alternative of the DickeyFuller, normalized bias statistic n ρ n and the Dickey-Fuller t-statistic t ρn in the model (1.6) are provided by the theorem 1. Theorem 1. Let {y t } be generated according DGP (1.4). If regression model (1.6) is fitted to a sample of size n then, as n ↑ ∞,
where w δ,m (r) is (m − 1)−fold integral of w δ (r) recursively defined as w δ,m (r) = r 0 w δ,m−1 (s)ds, with w δ,1 (r) = w δ (r) and w(r) is the standard Brownian motion.
Proof. See Appendix A.
These properties and distributions are the generalization of those established by Sowell (1990) for the cases − For instance, the figure 2 was made as follows: For a fixed sample {u 1−n , · · · , u 0 , · · · , u n } generated from i.i.d.(0, 1), with n = 1000, samples of ARF IM A(0, d+0.5, 0) processes were generated for d varying between 0 and 2.5, with step of 0.01. For each sample {x t , t = 1, · · · , n} a first order autoregression model (1.5) is fitted and estimate of φ are calculated. By plotting the parameter φ n against the fractional parameter d, one obtains the figure 2. A general procedure for generating a fractionally integrated series of length n is to apply for t = 1, · · · , n , the formula x t = t−1 j=0
The relation between φ n and d, highlighted by the results, (2.1), (2.2), (2.3), (2.4) and illustrated by figures 1 and 2, suggests that when we deal with degree of fractional integration test, we have,
In the other words, the testing problem H 0 : φ = 1 against H 1 : φ < 1 is equivalent to (1.3). Another, important propriety highlighted by Theorem 1 is that the tests are invariant to the original value of d, and the asymptotic properties only depend on d − d 0 . For example, we have used the samples of 10000 observations to estimate the densities (following Sowell (1990)) of n ρ n and t ρn under d − d 0 = 0. The estimated densities are presented in Fig. 3 . and 4) , one obtains the same distribution that those used by Dickey-Fuller (1979 , 1981 . In other words, as shown below, the proposed test, based on the fractional regression model (1.5) (or equivalently (1.6)) and the hypotheses test (1.3), can be understood and implemented exactly as the simple Dickey and Fuller test for unit root by using the usual tables statistics of the conventional n ρ n statistic (hereafter Z 1 ) and t ρn statistic (hereafter Z 2 ).
Power and size of the Simple Fractional DickeyFuller test
Consider the problem of hypotheses test (1.3) in sample of size n, generating according (1.4). We introduce two nonrandomized test, defined by a function Ψ i,n , i = 1, 2 on the sample space of the observations Z i , i = 1, 2 with critical regions C i , i = 1, 2. The Ψ i,n test for a region C i is its indicator function
Let α and β respectively the type I error and the type II error of the test Ψ i,n . Since H 0 and H 1 are composite, we have
where
For the alternative hypothesis H 1 : d < d 0 , we consider one sided critical regions of the form
where α is the level of the test and the critical points c n,i (α), are those used in the standard Dickey-Fuller test for unit root. With these settings, the power function and the size function of the test Ψ i,n , denoted respectively by Π Ψi,n (d) and S Ψi,n (d), are:
Theorem 2. For a given α, a sequence of tests {Ψ i,n } defined by (3.1), with critical region (3.2) is consistent i.e.
Proof. Consider first the statistic
because, from result (2.2), the limit distribution of n 2δ Z 1 has nonpositive support and lim n→∞ n 2δ c 1,n (α) = 0. 
Consider, now, the statistic Z 2 . For −
because, from (2.3), the limit distribution of n δ Z 2 has nonpositive support and lim n→∞ n δ c 2,n (α) = 0.
because the limit of n −γ Z 2 has nonnegative support and lim n→∞ n −γ c 2,n (α) = 0.
Based on these results, in order to test the nonstationarity of a given sample of the process y t , if we want to test the null hypothesis H 0 : d ≥ 1 against H 1 : d < 1, we use the usual auxiliary regression model ∆y t = ρ n y t−1 + ǫ t , and if we want to test the null hypothesis H 0 : d ≥ 0.5 against H 1 : d < 0.5, we use the following auxiliary regression model ∆ 0.5 y t = ρ n ∆ −0.5 y t−1 + ǫ t .
Note that under d = 1 we have y t I(1) and under d = 0.5, we have ∆ −0.5 y t−1 I(1). In the both cases, the conventional framework of I(1) vs I(0) is recovered, since the asymptotic distributions of Z 1 and Z 2 under d = d 0 are invariant and they are the same as those derived derived by Fuller (1979, 1981 ).
Size and power of the F-DF test based on t statistic
In this subsection, in Monte Carlo study, we show that the proposed hypotheses test The tables 1 and 2 contain the simulation results on the size of the F-DF test for the hypotheses test (1.3). The tables 1 and 2 show that the testing problem (1.3) has good performances in terms of size since we have The table 3 and Table 4 contain the simulation results on the power of the F-DF test for the hypotheses test (1.3). There are some conclusions to be drawn from it. First, the power of the F-DF test increases with the increase of sample size and δ = d − d 0 . For example, for α = 5%, d = 1 and δ = −0.1, power is 12.36% for n = 50, 20.76% for n = 250 and for α = 5%, d = 1 and δ = −0.3, power is 48.5% for n = 50, 86.05% for n = 250. Second, as shown in table 4, for n = 250, the power of F-DF test is below 50% for (δ = −0.1) and for (α = 1%, δ = −0.2). Third, for a given n, α and δ, the power for 
With this regression model associated with the non explosive feature of F I(d) processes (i.e. convergence speed of ρ n to zero at rate n), we have showed that the testing problem
We have also showed that the asymptotic distributions for ordinary least squares (OLS) and its t-ratio under the null simple hypothesis H 0 : d = d 0 are identical to those derived by Fuller (1979,1981) for the simple case (without drift and trend). This implies that the proposed test can be understood and implemented exactly as the Dickey-Fuller test for unit root by using the usual tables statistics. This article does not discuss the situation when there is short memory in series, of AR or M A type. This seems a very serious drawback for practical implementation of the tests. Here, we give just an indication when
where A(L) = 
The case for the presence of autocorrelation in the error process deserve that one devotes a paper, to take account of the work of Said and Dickey (1984) and Phillips (1987) . Appendix: Proof of theorem 1 By denoting ∆ −1+d0 y t = x t , the OLS estimator of ρ and its t-ratio for the auxiliary regression model (6) , are given by the usual squares expressions
, where the variance of the residuals, s 2 n is given by
See that,
, we have the following: For the n t=1 (x t−1 ) 2 term, it follows from (1.9), (1.10), (1.11), (1.12) and the continuous mapping theorem
For the
For the first term,it follows from (1.9), (1.10), (1.11), (1.12) and the continuous mapping theorem
For the second term, we have: When d − d 0 = −0.5, by using Lemma 2.1 of Ming Liu (1998) result 2 
