The atomistic simulations of electronic structures, using a tight binding model with millions of atoms, require solution of very large sparse Hermitian eigenvalue problems. To obtain the eigenpairs of interest in the interior of the spectrum, we must take advantage of the most efficient parallel numerical algorithms. Several methods have been developed and implemented in Nanoelectronic Mod- eling software package NEMO-3D, including (P)ARPACK, (Block) Lanczos and Tracemin. In this paper, the performance and tradeoffs of these algorithms for realistic models are discussed. The effectiveness of code optimization techniques such as SSE2 vectorization is also presented.
Introduction
The atomistic description of the electronic structure [4] leads to the Hermitian eigenvalue problem
where H ∈ C n×n , ∈ C n×p and the scalar E ∈ R. The eigenvalue spectrum λ 1 ≤ λ 2 ≤ · · · ≤ λ n of the Hamiltonian matrix H in (1) describing the physical system is typically dense, spans the energy range of [−20 eV, 20 eV] and has a gap in the interior of the spectrum in the range of [−1 eV, 2 eV]. Usually a small set of eigenpairs is sought, immediately above and below the gap. The eigenvalues correspond to energy levels in the conduction and valence bands, while eigenvectors correspond to electron and hole wavefunctions. These wavefunctions (states) are often spatially confined to a small region of the overall device. Spin or Valley degeneracies may introduce multiplicities (degeneracies) in the energy levels. Magnetic fields, lack of crystal symmetry, atomic disorder or piezoelectric effects may split the degeneracies.
Different physical conditions and simulation goals determine how accurate the eigenvalue calculations need to be.
It may be sometimes good enough to know the energy levels irrespective of their multiplicities and without the states, other times the degeneracies and wavefunctions must be known.
In the following sections we explore various algorithms available in NEMO-3D. We let Hermitian matrix A ∈ C n×n , Hermitian positive definite matrix B ∈ C n×n , set of p vectors U = [u 1 , . . . , u p ] ∈ C n×p , diagonal matrix ∈ R p×p , diag(.) denote the diagonal elements, R(.) denote the range of a subspace and e i denotes the i-th column of the identity matrix I .
(P)ARPACK
(P)ARPACK is a software package that implements the Implicitly Restarted Arnoldi method [5] . The Arnoldi factorization constructs orthogonal V k ∈ C n×k and upper Hessenberg H k ∈ C k×k such that
Let p be the number of approximate eigenvalues of interest and corresponding eigenvectors of H k that are stored in diag(J ) and W ∈ C k×p , respectively. Then, p approximate eigenvalues and corresponding eigenvectors of A are given by diag(J ) and U = V k W , respectively. Due to memory limitations k can not be very large and if at a fixed k the norm of the residual ||r i || = ||Au i − λu i || for i = 1, . . . , p is not good enough, the process is restarted. Finally, it is worth to mention that since A is Hermitian, H k is a symmetric tridiagonal matrix and this method reduces to restarted Lanczos algorithm.
(Block) Lanczos
We can avoid the restarting due to memory limitations if instead of storing all vectors V k , we recompute them when forming the eigenvectors U . Thus, generalizing to the block form, we compute a symmetric block tridiagonal
where at every k-th iteration we only store T k ,V k−1 ,V k and V k+1 [1, 2] . Once it is estimated that a good approximation to the p eigenpairs of interest has been obtained, we form U = V k W by recomputingV i , performing the multiplication by a part of W of appropriate size and adding to the previously stored result, for i = 1, . . . , k.
Tracemin
The Trace Minimization algorithm [6, 8] finds the p smallest (algebraically) eigenvalues and eigenvectors of the Hermitian generalized eigenvalue problem
The main idea behind this scheme is that finding p smallest eigenpairs of (5) is equivalent to finding B-orthogonal X that minimizes the tr(X * AX):
In practice, starting with an initial guess X 0 ∈ C n×p and letting be a diagonal matrix, the k-th iteration of Tracemin is described by the following two steps:
To find the update D we solve the linear system
where (I − P )A(I − P ) is Hermitian positive semi-definite matrix. Since, it can be shown [6] that Conjugate Gradient (CG) residual r k ∈ R(P ) ⊥ and search directions p k ∈ R(P ) ⊥ , we can use CG to solve (8) .
Recalling that we are interested in the interior eigenpairs, we modify the original eigenvalue problem (1) using one of two mappings:
Let the shift δ be the point in the interior of spectrum around which we want to find p eigenvalues. We apply Tracemin to solve the standard Hermitian eigenvalue problem
where the system (8) 
Using Chebyshev polynomials to accelerate convergence, we apply Tracemin to solve the generalized eigenvalue problem
where
is the Chebyshev polynomial of degree k and η > 0 is a small shift parameter that ensures positive definiteness of H.
It is worth to mention that when A = I in (5), there is no need to solve the linear systems at every iteration of Tracemin, since it can be shown [6] that
Numerical experiments
To compare the performance of the eigenvalue solvers described above two small quantum dots (QDs) with slightly less than 300,000 atoms were simulated using NEMO 3D [3, 4] . The first electronic structure, shown in Fig. 1a , is a dome shaped self-assembled InAs quantum dot on a wetting layer inside GaAs substrate. The electronic domain is 21 × 20 × 10 nm 3 and is comprised of 268,800 atoms. Considering spin, two-fold degeneracy is expected in the conduction band.
The second electronic structure is an impurity quantum dot, shown in Fig. 1b , comprised of a single P atom in the middle of 17.3 nm 3 Si cube, made up of 238,328 atoms. There are up to six degeneracies in the first four ground state energy levels.
The Dome Shaped QD and P Impurity QD experiments are performed on Pete (Linux Cluster, Xeon Dual Core 2.33 GHz, Gigabit Ethernet) and Lear (Linux Cluster, Xeon 3.2 GHz, Gigabit Ethernet), respectively. Time in hours (T), relative time (RT), number of matrix-vector multiplications For this particular application (P)ARPACK has not performed well on both examples (Tables 1, 2) . Specifically, it missed certain eigenvalues and did not always return the correct multiplicity (Table 3) . Moreover, it failed to finish within three days in the P impurity QD experiment. The Lanczos method is easy to implement, however as (P)ARPACK it does not have a proof of convergence and spurious eigenvalues can arise in the computation. Nonetheless, in the conducted experiments it has performed remarkably well (Tables 1, 2 ). The inability of Lanczos to find eigenpairs with correct multiplicity was addressed using its block variation (Tables 3, 4) .
Although the Tracemin algorithm has obtained the correct multiplicity (Tables 3, 4 ) it has performed slower than Lanczos for this particular application (Tables 1, 2 ). It is also worth to mention that its full potential was not realized due to the lack of matrix-block-vector multiplication routine in NEMO-3D.
Since Tracemin has a theory of convergence, if reliability is of the major concern, it should be considered as an option. On the other hand, if the resolution of degeneracies is not important Lanczos can be used. Block Lanczos seems to provide a middle ground, resolving degeneracies and providing faster computation.
It is worth to mention that authors also had limited experience with other eigenvalue solvers. For instance, we followed an approach similar to [10] using PRIMME software package [9] to find the desired eigenvalues. However, for this particular application we did not observe any clear advantage in using it over Tracemin. 
Performance optimizations
Optimizing the code also plays a significant role in performance enhancement.
First, converting the native C code to the SSE instruction set helps to speed up complex arithmetic. Also, in a memory limited system, NEMO-3D efficiently recomputes the Hamiltonian elements by explicitly listing the necessary calculations between interacting orbitals and avoiding duplicate calculations of spin states. The resulting enhancement in performance is shown on Figs. 2 and 3 .
