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Abstract
In recent years, the relatively new field of quantum information processing (QIP) has attracted
the attention of many scientists around the world due to its promise of increased computational
speed, absolute secure communication and the potential to simulate complex quantum mechan-
ical systems. The very essence of this new quantum information technology are two concepts
at the very heart of quantum mechanics, namely superposition and entanglement.
The present Thesis contains the results of four different experiments that were all aimed
at the demonstration of an entirely new model for quantum computing with linear optics —
the ”one-way” quantum computer. For this purpose a multi-photon entangled state of four
photons has been generated via the process of spontaneous parametric down-conversion and by
using an interferometric setup. This entangled state acts as a resource that allowed for novel
demonstrations of quantum algorithms and relevant experimental techniques.
By exploiting the advances developed in both theory and experiment, in this Thesis we report
the implementation of fast, active feed-forward that allowed, for the first time, the realization
of deterministic linear-optics quantum computing at an unprecedented speed. Further we were
able to demonstrate the Deutsch algorithm on our one-way quantum computer, an important
quantum algorithm that is capable of distinguishing whether a function is constant or balanced.
Classically one needs to query the algorithm at least 2N−1 + 1 times for an N-bit binary input
string, however, in the quantum regime, this can be done with one evaluation of the algorithm,
independent of the size of the input. In another experiment we succeeded in playing an instance
of a quantum game — the so-called Prisoner’s dilemma — on our one-way quantum computer.
Playing such a game is essentially the execution of a quantum algorithm made up of a distinct set
of one- and two-qubit gates. This allows the individual players to increase their strategy space,
as they can also choose between superposition of classical input states while their choices get
entangled. Evaluating the payoff function of this game for different strategy sets, we were able
to experimentally show that the so-called ”dilemma”, that occurs in the classical version of this
game, can be resolved in the quantum domain. Unfortunately, one of the main obstacles on the
road towards the realization of large-scale quantum computers is decoherence, the ubiquitous
loss of information encoded in a quantum system due to its uncontrollable interaction with an
environment. One possible approach to overcome this challenge is to perform the computation
in a so-called decoherence-free subspace (DFS). Building up on previous work on concepts of
DFS we have been able to theoretically adapt these concepts to the model of one-way quantum
computing. This allowed us to demonstrate for the first time the decoherence-free execution
of a one-way quantum computing protocol while the photons were exposed to severe phase-
damping noise. Remarkable protection of information was accomplished, delivering nearly ideal
outcomes.
Although the experiments presented in this Thesis are proof-of-principle they are of great
significance in the field of QIP and will hopefully pave the way for ever more exciting inventions
and experimental demonstrations in the future.
v
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Zusammenfassung
In den vergangenen Jahren hat das relative neue Feld der Quanteninformationsverarbeitung
(QIP) das Interesse vieler Wissenschafter geweckt, da es schnellere Rechenleistung von Com-
putern, absolute sichere Kommunikation sowie ein Potential zum Simulieren von komplexen
quantenmechanischen Systemen verspricht. Die Essenz dieser neuen Quanteninformationstech-
nologie sind zwei Grundkonzepte der Quantenmechanik, na¨mlich die der Superposition und
der Verschra¨nkung. Diese Dissertation entha¨lt die Resultate von vier verschiedenen Experi-
menten die alle die Demonstration eines neuen Quantencomputer-Models mit linearer Optik,
des sogenannten ”Einweg-Quantencomputers”, zum Ziel hatten. Zu diesem Zweck wurde ein
multiphotonen-verschra¨nkter Zustand mit Hilfe des Prozesses der spontanen parametrischen
Down-Konversion in einem interferometrischen Setup erzeugt. Dieser verschra¨nkte Zustand
agiert als eine Art Ressource, die fu¨r Demonstrationen von neuen Quantenalgorithmen und
anderen relevanten experimentellen Techniken genutzt wurde. In dieser Dissertation wird u¨ber
neue Fortschritte in der Theorie und im Experiment berichtet, unter anderem wurde zum
ersten Mal eine schnelle, aktive Vorwa¨rtskopplung implementiert, die eine Realisation eines
deterministischen Quantencomputer mit einer noch nicht dagewesenen Geschwindigkeit er-
laubt. Weiters wurde der sogenannte Deutsch-Algorithmus mit unserem Quantencomputer
implementiert. Der Quantenalgorithmus erlaubt es mit nur einer Evaluation zu erkennen,
ob eine mathematische Funktion konstant oder balanciert ist, wa¨hrend ein klassischer Algo-
rithmus mindestens 2N−1 + 1 Evaluationen beno¨tigt. In einem anderen Experiment wurde
ein Quantenspiel, das sogenannte Gefangenen-Dilemma, realisiert. Ein solches Spiel ist im
Prinzip die Ausfu¨hrung eines Quantenalgorithmus der aus einer bestimmten Folge aus Ein-
und Zwei-qubit Quantengattern aufgebaut ist. Dieses Spiel erlaubt den individuellen Spiel-
ern ihren Strategieraum zu vergro¨ßern, da sie auch Superpositionen von klassischen Strategien
wa¨hlen und diese miteinander verschra¨nken ko¨nnen. Die Erfolgsfunktion des Spieles wurde
fu¨r verschiedene Strategiesets evaluiert und es konnte experimentell gezeigt werden, dass das
sogenannte ”Dilemma”, welches in der klassischen Version des Spieles auftritt, in der Quanten-
welt beseitigt werden kann. Unglu¨cklicherweise ist Dekoha¨renz, der ungewollte Verlust von in
Quantensystemen kodierter Information durch unkontrollierte Wechselwirkung mit der Umge-
bung, eines der Haupthindernisse fu¨r die Realisierung eines Quantencomputers im großen Rah-
men. Ein mo¨glicher Lo¨sungsansatz ist die Rechnung in einem sogenannten dekoha¨renzfreien
Unterraum (DFS) durchzufu¨hren. Auf fru¨heren Arbeiten aufbauend gelang es diese theoretis-
chen Konzepte auf unser Einweg-Quantencomputermodel zu u¨bertragen und zum ersten Mal
die dekoha¨renzfreie Durchfu¨hrung einer Rechnung zu zeigen, wa¨hrend die Photonen starkem
Phasenrauschen ausgesetzt waren. Beachtenswerter Schutz der Information konnte erreich wer-
den, der anna¨hernd die idealen Ergebnisse lieferte. Obwohl die Experimente in dieser Disser-
tation nur einen ”proof-of-principle” Charakter aufweisen haben sie trotzdem große Bedeutung
fu¨r das Feld der QIP und werden hoffentlich den Weg fu¨r weitere und aufregende Erfindungen
und experimentellen Demonstrationen in der Zukunft ebnen.
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Preface
Today, quantum theory is generally accepted as one of the most precise theories of nature. The
understanding of quantum physics has already influenced a large fraction of our world economy:
Semiconductors, lasers, some advanced medical instruments etc. would all not exist without the
underlying theory and the advances that have been achieved over the years in numerous research
labs all around the world.
However at the very beginning, the weirdness of many effects in quantum mechanics, such
as the superposition principle or the concept of entanglement, have long been regarded as a
drawback of the theory rather than an important, quintessential feature that will lead to new
insights and technologies. Fortunately, this has changed in recent years and this change in
perception was accompanied by significant experimental progress in many laboratories around
the world that strive to obtain increasing control over individual quantum systems of increasing
size and complexity.
Already in 1982, R.P. Feynman [1] pronounced the idea that certain computations could be
performed much more efficiently with quantum mechanical systems than with classical comput-
ers1. While conventional computers perform calculations on fundamental pieces of information
called bits, which can take the values 0 or 1, quantum computers rely on quantum bits, or
qubits, which can also exist in a superposition of states, i.e. they can represent both 0 and 1
at the same time. This phenomenon is called quantum superposition. Such quantum states
can be represented by any two-level quantum system and in the experiment be realized by, for
example, polarization states or propagation modes of single photons or electronic levels or spin
states of atoms. In the same sense, registers made out of several qubits can simultaneously rep-
resent many states in quantum superpositions. These initial superpositions of encoded states
can then be evolved into different superpositions by so-called quantum processors. During this
evolution, each state in the superposition is affected and the result is a massive parallel compu-
tation [6, 7, 8]. The laws of quantum mechanics then allow this information to be combined and
the desired result to be extracted using quantum measurements, often in fewer computational
steps than in the classical case. Quantum algorithms can thus turn a certain class of difficult
mathematical problems into easy ones. The factoring of large numbers, which is currently the
basis for classical encryption/decryption techniques, is one of the most striking examples so
far [9].
Furthermore it is intriguing that quantum computers may not only solve open problems in
classical computing but can also be used for genuine quantum simulations. Chemistry, material
1The following publications can also be regarded as seminal and groundbreaking for this field [2, 3, 4, 5].
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sciences, and even microbiology or pharmacology are expected to profit from such simulators.
In addition, progress in the science of QIP is redefining our understanding of how “physical
systems compute”, emphasizing new computational models and architectures.
Single photons that carry the quantum information in their polarization degree of freedom
are promising candidates for the realization of such quantum computers. Photons are easily
available, they do not tend to interact with their environment and therefore suffer from neg-
ligible decoherence. Their excellent manipulability allows for precise execution of single-qubit
operations. However, the absence of photon-photon interaction makes two-qubit operations,
required for universal quantum computing, very difficult to realize [10, 11]. While schemes
to overcome this limitation for linear optics exist, their execution is only of inherently proba-
bilistic nature [12, 13]. More recently, a radical change of perspective in the design of quan-
tum computational protocols has been proposed and formalized in the so-called “one-way”
model [14, 15, 16]. In this specific model, the computation is not performed by inducing a
sequence of logical gates on the elements of the quantum register, as in the quantum circuit
model. One-way computing is based on a multipartite entangled state, the cluster state, on
which the actual algorithm is implemented by single-qubit measurements, where the choice of
the future measurement basis is dependent on the outcome of preceding measurements. Since
the model relies on measurements only, it shifts the difficulty of performing logical gates be-
tween quantum particles, to the creation of a suitable entangled resource, the cluster state, and
is therefore especially appealing to experimentalists.
The crucial advantage of one-way quantum computation is that it allows for deterministic
computation. This requires the possibility to actively change the measurement bases in the
course of the computation, a process referred to as feed-forward. This classical processing
involves fast, active adaptation of subsequent measurements and real-time error correction
(feed-forward), so that quantum gates and algorithms can be executed in a deterministic and
hence error-free fashion. In Chapter 5 of this Thesis I will discuss techniques for implementing
this fast, active feed-forward at the single photon level and we present their application in the
context of photonic quantum computing [17]. Dealing with the complex situation of a four-qubit
cluster state and three EOMs, we were able to realize an experiment that demonstrates ”error-
free” single-qubit and two-qubit operations and hence shows for the first time that high-speed,
deterministic quantum computation is indeed possible with linear optics [18].
The four-photon cluster state is generated using spontaneous parametric down-conversion
(SPDC) and in subsequent experiments I show how this cluster state comprised of four qubits
can also be employed to demonstrate basic quantum algorithms consisting of a few gates.
In Chapter 6 I will describe the first experimental demonstration of a one-way based imple-
mentation of Deutsch’s algorithm [7] which is an important quantum algorithm that is capable
of distinguishing whether a mathematical function is constant or balanced. A classical algo-
rithm needs to evaluate the function at least 2N−1 +1 times, however, in the quantum regime,
this can be done with one evaluation of the corresponding quantum algorithm, independent of
the size of the input (an N-bit binary string) [19]. This algorithm represents a simple but yet
interesting instance of the role that the inherent parallelism of quantum computation plays in
the speed-up characterizing quantum versions of classical problems. Using our four-qubit linear
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cluster state we were able to demonstrate the algorithm in the two-qubit version [20].
In Chapter 7 I report a different experiment in which we succeeded for the first time in
playing an instance of a quantum game — the so-called Prisoner’s dilemma — on a one-way
quantum computer. The Prisoner’s dilemma is a widely known example in classical game
theory. It is a two-players non-zero sum game where the players may benefit from unknowing
cooperation [21, 22]. Due to the interesting nature of the game and the fact that communication
is forbidden, defection turns out to be the unilateral best strategy, however, this strategy does
not provide both players with the collective best payoff — which results in the “dilemma”. By
extending the game into the quantum domain this dilemma can be resolved since superposition
and entanglement increase the individual player’s strategy space so that eventually the collective
best choice for both players and the best individual choices coincide [23]. Playing such a game
is essentially the execution of a quantum algorithm made up of a distinct set of one- and two-
qubit gates. We translated the required unitary operations into the one-way model of quantum
computing which allowed an experimental realization of this quantum game by utilizing a four-
photon “box” cluster state. Therefore our demonstration can be seen as playing the game on
a one-way quantum computer. Experimentally simulating various different strategy sets and
evaluating the associated payoff function of this game we were able to show that the so-called
”dilemma”, that occurs in the classical version of this game, can indeed be resolved in the
quantum domain [24].
Decoherence, the ubiquitous loss of information encoded in a quantum system due to its
uncontrollable interaction with an environment, is one of the main obstacles in the grounding of
quantum technology for massively parallel information processing. In particular, the accuracy
of experimental realizations of quantum algorithms and protocols using cluster states is affected
by sources of environmental decoherence and imperfections in the supporting quantum system.
It is therefore desirable to design and demonstrate effective schemes that protect the quality
of the entangled cluster states and the encoded information within. Quantum error-correction
(QEC) [25, 26] and the use of decoherence-free subspaces (DFS) [27, 28, 29] are two well-known
methods that offer protection against decoherence-induced loss of information.
In Chapter 8 I describe a setup-independent scheme/method that allows decoherence-free
execution of a one-way quantum computation [30]. Our scheme achieves remarkable protection
of the encoded quantum information during the performance of a one-way quantum computing
protocol while the physical qubits are subject to severe symmetric phase-damping noise. We
experimentally demonstrate our concept with our four-qubit linear cluster state, where each
logical qubit is encoded in two physical qubits. By doing so we achieved, for the first time,
the decoherence-free execution of a one-way quantum computing protocol. Performing quan-
tum process tomography we quantitatively analyze the case of information transfer across a
linear cluster state whose physical qubits are affected by phase-damping decoherence. We find
remarkable protection of the quantum information during this process, delivering nearly ideal
outcomes. In stark contrast, when not using the DFS encoding, the output of the computa-
tion is a maximally mixed state. This convincingly shows the superiority of the DFS encoding
compared to the standard, i.e. non-DFS situation.
I hope that the experiments presented in this Thesis, although they are only of simple
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nature and of proof-of-principle character, will spark further interest in the one-way model
of quantum computation, in particular in the realization of simple quantum algorithms and
therefore eventually lead to ever more exciting inventions and experimental demonstrations in
QIP in the future.
Last but not least, the attentive reader might notice that in most of the experimental
Chapters 5-8 some concepts and details are recursively stated, like a brief summary of the
concepts and principles of one-way quantum computing or a short description as well as a
figure of the experimental setup used to generate the required cluster states. This was done on
purpose for the sake of clarity and a self-contained presentation so that each “experimental”
chapter can be read individually without the necessity to repeatedly turn the pages.
Chapter 1
Basic concepts of quantum
information
Whenever we talk about quantum computation or, in a more general form, of quantum in-
formation, we are speaking of information processing tasks that can (only) be accomplished
using quantum mechanical systems. In the following chapter, I try to give a not very extensive
but hopefully consistent overview of the most important concepts and principles of quantum
information that are relevant to this work. An excellent overview is given in [11].
1.1 Classical vs. Quantum bits
1.1.1 The qubit
The fundamental concept of a classical computer is the bit. Quantum information and especially
quantum computation rely on a similar concept, the quantum bit, or qubit1. But while the
classical bit is always in a defined state (either 0 or 1), the qubit can also exist in a superposition
of states. In the quantum mechanical picture the state of a qubit is represented as a vector in a
two-dimensional Hilbert-space and any normalized linear combination of two states is, according
to the superposition principle, another valid quantum state. Formally, this can be written as
|ψ〉 = α |0〉+ β|1〉, (1.1)
where α and β are complex numbers (often called amplitudes). The states |0〉 and |1〉 are also
known as computational basis states and form an orthonormal basis for this vector space. In
contrast to a classical bit the qubit can exist in a continuum of states between |0〉 and |1〉, until
we observe, i.e.measure it. Quite remarkably however, it is impossible to deduce both α and
β at the same time. Instead, whenever we measure a qubit we only get a probabilistic result,
either ‘0’ or ‘1’, with probability |α|2 and |β|2, respectively. Since the probabilities must sum
up to one, i.e. 〈ψ|ψ〉 = 1, a natural condition implies |α|2 + |β|2 = 1 (normalization condition).
1The term ”qubit” was first coined by Schumacher [31] in 1995
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Figure 1.1: Graphical illustration of the difference between classical bits and qubits. While
the classical bit, like a switch, is always in a defined state qubits can also exist in a superposition
of states.
In principle, any quantum mechanical system composed of two distinct (i.e. orthogonal)
states or levels can act as a qubit. These levels can be two different energy levels of a single
atom or ion (‘ground’ and ‘excited’ state), or the alignment of the nuclear spin in a uniform
magnetic field. In this present work we realize the qubit as two different polarizations of a single
photon, i.e. horizontal and vertical polarization, |H〉 and |V 〉 representing the computational
states |0〉 and |1〉, respectively. Thus from now on, I will use both notations and switch back
and forth whenever appropriate.
For illustration purposes, the Hilbert space of one qubit can conveniently be represented
graphically by the so-called Poincare´ sphere. Since |α|2 + |β|2 = 1, one can rewrite the state in
Eqn. 1.1 as
|ψ〉 = cos θ
2
|0〉+ eiϕ sin θ
2
|1〉 , (1.2)
where the angles θ ∈ [0, pi] and ϕ ∈ [0, 2pi] define a point on the three-dimensional unit sphere
shown in Fig. 1.2.
Pure states lie on the surface of the sphere while mixed states are found inside the sphere.
As we will see later on, many operations on single qubits can be neatly described within this
picture.
In order to infer the state of a qubit it has to be measured. In quantum mechanics, mea-
surements are represented as observables, i.e. Hermitian operators Θˆ (we will come back to
this in Section 1.1.3). By measuring |ψ〉 we project the qubit onto one of the eigenstates of
the operator and the measurement outcome is the corresponding eigenvalue (either +1 or -1).
Important eigenstates on the Poincare´ sphere are those of the Pauli spin matrices2,
σx ≡
(
0 1
1 0
)
; σy ≡
(
0 −i
i 0
)
; σz ≡
(
1 0
0 −1
)
. (1.3)
and the corresponding orthogonal axes are the so-called X-, Y- and Z-axes (c.f. Fig. 1.2).
2For the representation of operators acting on the two-dimensional Hilbert space it is convenient to choose
the Pauli spin operators (σx, σy, σz) together with the 2x2 identity 1 as they form a orthogonal basis in the
corresponding operator space.
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Figure 1.2: Poincare´ sphere visualization of a single qubit. A pure qubit state can be repre-
sented as a point (θ, ϕ) on the surface of the three-dimensional sphere with radius one. |R〉 and
|L〉 lie on the poles of the sphere while |H〉, |V 〉 and |+〉 and |−〉 are located on the equatorial
plane, all those basis states being separated by pi/2. These states lie on the mutually orthogo-
nal X-, Y- and Z-axes, as indicated. θ represents an angle on the equatorial plane while ϕ is
measured off the equator as indicated.
The correspondence between the computational states, their respective polarization as well
as their axes on the Poincare´ sphere can be inferred from the following table
State Polarization axes
|0/1〉 |H/V 〉 Z
|+/−〉 1/√2(|H〉 ± |V 〉) X
|R/L〉 1/√2(|H〉 ± i|V 〉) Y
where |R〉 (|L〉) denotes right (left) circular polarized light and |+/−〉 corresponds to ±45◦
linear polarization. Both are coherent superposition of |H〉 and |V 〉.
1.1.2 The density operator
So far we have only dealt with pure states which can be represented by their state vector |ψ〉. In
quantum mechanics, the state vector of a system completely determines the statistical behavior
of an observable Θˆ. However, often we are faced with the situation where the quantum state is
unknown or composed of a statistical mixture of pure states.
A convenient way to treat these mixed states mathematically is the density operator for-
malism [11, 32]. The density operator of a pure quantum state |ψ〉 is simply given by its
projector
ρ = |ψ〉 〈ψ| . (1.4)
Suppose however we have a quantum system that is in a superposition of pure states |ψ〉i with
respective probabilities pi. Then the density operator for this system can be written as
ρ ≡
∑
i
pi |ψi〉 〈ψi| , with
∑
i
pi = 1. (1.5)
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It is important to note that a density operator ρ is always positive semi definite (i.e.non-
negative) and normalized, which implies
Tr(ρ) = 1. (1.6)
For many applications it turns out to be practical to express the density operator ρ in form of
a matrix, which can be done by choosing a certain orthonormal basis:
ρmn = 〈m| ρ |n〉 , (1.7)
where m and n are the respective basis vectors and m,n ∈ {1, 2, ..., N}. A common choice
for these basis vectors is the computational basis with |1〉 = |00...00〉 , |2〉 = |00...01〉 , ..., |N〉 =
|11...11〉, which requires writing the computational basis states as vectors, i.e.
|0〉 =
(
1
0
)
and |1〉 =
(
0
1
)
. (1.8)
With this definition, the most important single-qubit states can be written as
ρH =
(
1 0
0 0
)
, ρV =
(
0 0
0 1
)
, ρ+ =
1
2
(
1 1
1 1
)
and ρR =
1
2
(
1 −i
i 1
)
.
(1.9)
The density matrix of an arbitrary single qubit can be represented by three independent
real parameters (α, γ, and δ):
ρ =
(
α γeiδ
γe−iδ 1− α
)
, (1.10)
where 0 ≤ α ≤ 1 follows from normalization, and |γ| ≤ √α(1− α) from positive semidef-
initeness. Since this is a 2x2 matrix, another equivalent representation is given by a linear
combination of Pauli matrices
ρ =
3∑
µ=0
cµσµ, (1.11)
where σ0 is the 2x2 is the identity matrix 1 and cµ are constants. Because of Eqn. 1.6 the trace
of the density matrix must be equal to 1 and Eqn. 1.11 can be simplified to:
ρ =
1
2
(
1 + ~r · ~σ) (1.12)
where ~r · ~σ = ∑j=x,y,z rjσj and ~r = (r1, r2, r3) is the unit vector in the Poincare´-sphere, s
corresponds to the eigenstates s = 0, 1 with eigenvalues {+1,−1} and ~σ = (σx, σy, σz).
The representation of quantum states in form of operators or matrices constitutes a useful
tool and allows a quick interpretation of its properties as we will show with the following
example. Consider the equally weighted mixture of all basis states, which is more generally
known as “white noise”. For one qubit this state can be written as ρmixed = 12 (|0〉 〈0|+ |1〉 〈1|).
However, as we will see by looking at their corresponding density matrices, this is considerably
different from the state ρ+ = 12 |+〉 〈+|, which is a coherent superposition of the basis vectors:
ρmixed =
1
2
(
1 0
0 1
)
and ρ+ =
1
2
(
1 1
1 1
)
. (1.13)
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The diagonal elements represent the probabilities to observe the different basis states (1/2
in our case) and are often referred to as populations. Therefore they are always positive real
values. The off-diagonal elements are called coherences as they indicate coherence between the
corresponding terms and are in general complex numbers.
It should now be obvious that determining the density matrix of an experimentally produced
state is of utmost importance if one wants to assess the various properties of a state. In
Section 2.4 we will elaborate on different techniques to reconstruct the density matrix of a
unknown state or to extract the most relevant properties
Fidelity
The fidelity is a useful measure of distance between two quantum states, i.e. to which degree
two states overlap and are therefore identical. The fidelity between a pure state |ψ〉 〈ψ| and an
arbitrary state ρ can be written as
F = 〈ψ| ρ |ψ〉 , (1.14)
and is therefore equal to the overlap between |ψ〉 〈ψ| and ρ. For a certain mixed state ρ, the
fidelity is akin to the expectation value of that state with an operator Aˆ = |ψ〉 〈ψ|, i.e. the trace
of their product
〈Aˆ〉ρ = Tr
[
Aˆρ
]
(1.15)
The fidelity between two mixed states ρ and σ was first given in [33] and can be calculated by:
F(σ, ρ) =
(
Tr
[√√
σρ
√
σ
])2
(1.16)
Purity
A quantum system whose state |ψ〉 cannot be represented as a mixture (i.e. a convex combi-
nation) of other states is said to be in a pure state. In this case the density operator is simply
given by a one-dimensional projector, i.e. ρ = |ψ〉 〈ψ|. Otherwise it is in a mixed state. A
simple criterion for determining whether a state is mixed or pure is to look at the trace of the
corresponding density operator squared. A pure state satisfies
Tr
(
ρ2
)
= 1 (1.17)
while for a mixed state Tr
(
ρ2
)
< 1.
Entropy
In quantum mechanics, the entropy is a fundamental measure of information and therefore a
key concept in quantum information theory. It is a measure for the uncertainty of a quantum
state, i.e. its density operators. Von Neumann defined the entropy of a quantum state ρ by [32]
S(ρ) ≡ −Tr (ρ log ρ) , (1.18)
where the logarithm is taken to the base two. If λx are eigenvalues of ρ then this definition can
be rewritten as
S(ρ) = −
∑
x
λx log λx. (1.19)
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The entropy is always non-negative and is zero if and only if the state is pure and is at most
log d in a d-dimensional Hilbert space if the system is completely mixed. If a composite system
AB is in a pure state, i.e ρAB = |Ψ〉〈Ψ|AB , then it is given by:
E(ρ) ≡ S(ρA) = S(ρB), (1.20)
where ρA = TrB(|Ψ〉〈Ψ|) and ρB = TrA(|Ψ〉〈Ψ|) are the reduced density matrices. In this
case the entropy of the entanglement ranges from 0 for completely separable states to 1 for
maximally entangled states, although this definition should be taken with care.
If a measurement is performed on the system, then the state after the measurement can be
written as
ρ′ =
∑
i
PiρPi, (1.21)
where P is the measurement operator or projector (see separate subsection below). The entropy
is never decreased by this procedure and remains constant only if the state is not changed by
the measurement. Since most measurements are projective, i.e. they effectively change the state
of the system, in general S(ρ′) ≥ S(ρ).
For practical issues it is sometimes more convenient to consider the so-called “linear entropy”
as its calculation does not require diagonalization of the density operator. The linear entropy3 is
directly related to the von Neumann entropy and for a d-qubit system (n-dim. density operator)
it is defined by
S(ρ) =
d
d− 1
(
1− Tr (ρ2)) . (1.22)
For a pure state S = 0 while for a maximally mixed state S = 1.
1.1.3 Quantum measurement
Measurements play a significant role in quantum mechanics and especially in quantum informa-
tion. It can be described as an interaction of the quantum system with a (classical) measurement
apparatus, and because it usually destroys the quantum superposition the state might be in
it is also referred to as projective measurement. Such a projective measurement is character-
ized by an observable, Θˆ, which is a Hermitian operator in Hilbert space, and has a spectral
decomposition,
Θˆ =
∑
m
mPm, (1.23)
where Pm is the projector onto the eigenstate of Θˆ with eigenvalue m. The only possible results
of the measurement are the eigenvalues m of the observable. The probability of obtaining result
m upon measuring the state |ψ〉 is given by
p(m) = 〈ψ|Pm |ψ〉 , (1.24)
and the state of the quantum system is projected onto the final state
|ψf 〉 = Pm |ψ〉√
p(m)
. (1.25)
3While the von Neumann entropy (see Eqn. 1.18) is the expectation value of log(ρ), the linear entropy is the
expectation value of the density matrix itself. Hence the name.
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Suppose we want to measure a qubit as given in Eqn. 1.1 in the computational basis. If we
measure a single qubit, then there are two possible outcomes, defined by two measurement
operators, M0 = |0〉〈0| and M1 = |1〉〈1|. Then, according to Eqn. 1.24, the probability of
obtaining measurement outcome 0 is given by
p(0) = 〈ψ|M0 |ψ〉 = |α|2, (1.26)
i.e., the absolute amplitude squared. Similarly, the probability for outcome 1 is p(1) = |β|2.
More generally, we can define a measurement projector as
P~r,s =
1 + (−1)s ~r · ~σ
2
(1.27)
where, again, ~r ·~σ =∑j=x,y,z rjσj and ~r = (r1, r2, r3) is the unit vector in the Poincare´-sphere,
s corresponds to the eigenstates s = 0, 1 with eigenvalues {+1,−1} and ~σ = (σx, σy, σz).
Applying this measurement projector can be thought of as a polarization (spin) measurement
along an axis in the Poincare´-sphere defined by ~r.
Another important mathematical tool associated with quantum measurements is the POVM
formalism4, which is very well adapted to the analysis of measurements. It basically states that
one needs a sufficient (complete) set of operators Pm to determine all the different possibilities
of measurement outcomes5.
1.2 Entanglement
The most interesting and puzzling property in quantum information is entanglement. In 1935,
Erwin Schro¨dinger wrote [34]:
I would not call that one but rather the characteristic trait of quantum mechanics,
the one that enforces its entire departure from classical lines of thought.
Entanglement is the natural consequence of the superposition principle when considering quan-
tum systems composed of two and more subsystems. As a result, the behavior of the system
of two or more entangled particles can only be explained by their joint properties6. Thus, the
total information is not encoded in the state of the individual subsystem but in the relations
or correlations which the subsystems possess with respect to each other.
1.2.1 Bell states
Mathematically speaking, an entangled state |ψ〉 cannot be expressed in terms of a tensor
product of its single-qubit states, i.e. |ψ〉 6= |a〉 |b〉. While two classical bits can only exist in
one of four possible states, 00, 01, 10 and 11, a pair of qubits can also exist in a superposition
of these states. As an example, consider the following important class of entangled states of
4Short for “Positive Operator-Valued Measurement”.
5The interested reader is referred to [11] for a complete introduction into the POVM formalism.
6Note that this only holds for maximally entangled states.
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two-qubits, the so-called Bell-states7:
|Φ±〉 = 1√
2
(
|0〉1 ⊗ |0〉2 ± |1〉1 ⊗ |1〉2
)
|Ψ±〉 = 1√
2
(
|0〉1 ⊗ |1〉2 ± |1〉1 ⊗ |0〉2
)
(1.28)
These four distinct entangled states form an orthonormal basis for the two-qubit state space, and
can therefore be distinguished by appropriate measurements (the subscripts label the qubits).
While a joint measurement on both qubits will reveal perfect correlations between the results for
the |Φ±〉 and perfect anticorrelations for |Ψ±〉, a measurement on either qubit of Eqn. 1.28 in the
computational basis will always yield a random result, either |0〉 or |1〉. In fact, the individual
qubit’s state is totally mixed and equal to the white noise state ρmixed we encountered in
Section 1.1.2. In order to see this we have to calculate the partial trace over the subsystem not
under consideration. For example
TrA
[∣∣ψ−〉
AB
〈
ψ−
∣∣] = ∑
i={0,1}
A〈i
∣∣ψ−〉
AB
〈
ψ−
∣∣ i〉A = 12(|0〉B 〈0|+ |1〉B 〈1|) = 121B (1.29)
where A and B denote the various qubits, i.e. subsystem of the bipartite entangled state |ψ−〉.
Indeed, the state of qubit B is maximally mixed when examined independently from A. This
clearly demonstrates that the two qubits in a bipartite entangled state are strongly linked and
cannot be described separately.
Entanglement lies at the heart of quantum mechanics and acts as a resource for many tasks in
quantum information. Prominent examples of entanglement-based protocols include quantum
dense coding [36, 37], which enables more efficient communication than can be accomplished
classically, or unconditionally secure quantum key distribution [38, 39, 40, 41] and quantum
teleportation [42, 43]. It is also the most important resource for quantum computing and
indeed the very resource for the measurement-based or one-way model of quantum computing
whose experimental implementation is the main goal of this work.
1.2.2 Entanglement measures
Despite of the straigthforward definition of entanglement, it is not so simple to decide whether
a certain state is entangled or not, especially in the case of mixed states. However, the question
of how much entanglement is present in a given system is crucial in quantum information theory
and of utmost importance in the experiments presented here. In the following, I introduce three
different entanglement measures that are widely used within the community. An overview over
this topic can be found in [44].
Entanglement of Formation and Tangle
The tangle and the entanglement of formation [45] are entanglement measures for mixed states
and can be interpreted as the “amount” of entanglement between two entangled states. How-
ever, they are straightforwardly only defined for a pair of qubits.
7These states are named in honour of John Bell, who showed that correlations in such entangled states are
stronger than could possibly exist between classical systems [35].
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If ρAB is the density operator of two qubits A and B, then the tangle τAB of the density
matrix ρAB is defined as
τAB =
[
max{λ1 − λ2 − λ3 − λ4, 0}
]2
, (1.30)
where λ1−4 are, in decreasing order, the square roots of the eigenvalues8 of the product ρAB ρ˜AB ,
where ρ˜AB is the bitflipped9 matrix given by
ρ˜AB = (σy ⊗ σy)ρ∗AB(σy ⊗ σy). (1.31)
Here, the asterisk denotes complex conjugation and σy is one of the Pauli matrices (Sec-
tion 1.1.1). A tangle of τ=0 corresponds to an unentangled state, while τ=1 corresponds
to a maximally entangled state. For the special case in which the state of AB is pure, the ma-
trix ρAB ρ˜AB has only one non-zero eigenvalue, and one can show that τAB = 4det ρA, where
ρA is the reduced density matrix of qubit A, i.e., the trace of ρAB over qubit B.
From the tangle we can also easily calculate the entanglement of formation which can
roughly be interpreted as the amount of quantum resources10 needed to create a certain state [45,
47]. It is defined as
E(ρ) = h
(
1
2
+
1
2
√
1− τ
)
, (1.32)
where h(x) is the binary entropy function
h(x) = −x log x− (1− x) log(1− x). (1.33)
Note that E(ρ) is a monotonically increasing function of τ .
1.3 Multipartite entanglement
While it should be clear by now what entanglement means for systems composed of two sub-
systems (bipartite systems), it can easily lead to ambiguities for systems that are composed
of more than two qubits. In this case we are speaking of multipartite entanglement. The
prefix multi may merely mean “more than two” or more generally refer to quantum systems
composed of a macroscopic number of subsystems, such as the particles of an interacting many-
body system. In contrast to bipartite systems, multipartite systems may feature different types
of entanglement which exhibit different characteristics, such as robustness against decoherence.
Multipartite entangled states attract a lot of attention as they serve as the crucial resource
for many quantum computation algorithms and protocols. Since the experimental realization
of quantum computational tasks forms a primary goal of this work the classification and the
fundamental properties of multipartite states shall be further discussed.
8Note that each λi is a non-negative real number.
9Note that the bitflip operation on both qubits, though changing the state of each individual subsystem, does
not change the correlations (entanglement) which the subsystems posses with respect to each other.
10The entanglement of formation is conjectured to be equivalent to the entanglement cost, which is the the
ratio of the number of maximally entangled input states over the produced output states, minimized over all
LOCC operations [46].
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1.3.1 Classification via SLOCC
The classification of multi-qubit entanglement based on stochastic local operations and classical
communication (SLOCC) is a useful framework and has been studied intensively in the past
[48, 49, 50]. In this framework, two states are defined as equivalent (i.e. to belong to the same
class) if there is a non-vanishing probability to convert the one into the other (and back) via
LOCC (local operations and classical communication). This has its origin in the construction
of entanglement measures (c.f. Section 1.2.2), where local operations are being used to identify
states with the same amount of entanglement.
Already in the case of three-qubits there is more than one class of entanglement. While for
a bipartite system, any two entangled states (such as the ones described in Eqn. 1.28) can be
interconverted by local unitary operations or with the help of addtional ancilla photons and
classical communication (LOCC), this is not possible for an arbitrary three-qubit entangled
state [51]. Instead, there exist two states that cannot be converted by means of LOCC, namely
the so called Greenberger-Horne-Zeilinger (GHZ) state |GHZ3〉 [52, 53] and W-state |W3〉 [54,
51, 55], which read11:
|GHZ3〉 = 1√
2
(|000〉+ |111〉), (1.34)
|W3〉 = 1√
3
(|001〉+ |010〉+ |100〉), (1.35)
or in the more general form
|GHZn〉 = 1√
2
(|0〉⊗n + |1〉⊗n), (1.36)
|Wn〉 = 1√
n
(|100 . . . 0〉+ |010 . . . 0〉+ · · ·+ |00 . . . 1〉). (1.37)
Therefore these states also represent two different entanglement classes for genuinly tripartite
entanglement, the GHZ- and W- class. In 2000, Du¨r et al. [51] showed that, with respect to the
aforementioned SLOCC operations, in total six equivalence classes exist for pure states of three
qubits. The remaining four classes are made up of the completely separable state (symbolized by
A-B-C) and three so-called biseparable states12, where two qubits are entangled but separated
from the third (A-BC, C-AB and B-AC).
In the case of four qubits, instead of only six, infinitely many SLOCC classes can be distin-
guished. However, the authors of Verstraete et al. [50] were able to group these classes into nine
SLOCC families of pure states, corresponding to nine different ways of entangling four qubits.
Very recently an alternative and complementary classification of SLOCC-families for four qubits
was provided in a publication by Lamata et al. [49]. Common to all the above mentioned at-
tempts of establishing a systematic order of multi-qubit entanglement is the classification of
states according to their invariance with respect to local operations.
11From here on the tensor product sign as well as the subscript that label the individual qubits will be omitted
for conciseness.
12In general, a n-partite pure state |ψ〉 is called biseparable, whenever a grouping of the n particles into two
groups GA and GB can be found such that the resulting state is a product state |ψ〉 = |GA〉 |GB〉, otherwise it
is a genuine multipartite entangled state.
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Figure 1.3: Graphical illustration of the GHZ- and W-type entanglement. While the GHZ-
state in (a) shows maximum entanglement in the multipartite sense, the remaining state be-
comes completely disentangled if one qubit is measured or lost. In contrast, the W-state in (b)
is more robust against qubit loss and decoherence. There is no genuine three-particle entangle-
ment in W-states, however it contains a maximal amount of two-particle entanglement. If one
particle is measured or lost, it leaves an entangled two-qubit Bell state.
1.3.2 Entanglement properties
The states that belong to the GHZ-class and W-class feature fundamentally different behaviors.
The three-particle GHZ state of the form in Eqn. 1.45 is known to have the largest amount
of entanglement that is distributed evenly between all qubits13. Therefore it shows stronger
violations of locality and realism than states of the W-class. However, if one of the qubits in
a GHZ-state is measured or lost, then the remaining state becomes completely disentangled.
In contrast, the W-state maintains some of its entanglement if one of the qubits is traced out.
This is graphically shown in Fig. 1.3 for illustration purposes. To see this, consider that, of
both GHZ- and W-state, the first qubit is lost:
TrA
(|GHZ3〉〈GHZ3|) = 12(|00〉〈00|+ |11〉〈11|) = 1 /2 (1.38)
TrA
(|W3〉〈W3|) = 13 |00〉 〈00|+ 23 ∣∣Ψ+〉 〈Ψ+∣∣ (1.39)
This proves the above statement - the GHZ-state “collapses” into a seperable state while bi-
partite entanglement remains in the W-case. This has important implications for various in-
formation processing tasks, e.g.W-states are more robust to the loss of qubits, a feature also
known as entanglement persistency14.
13The GHZ states maximize entanglement monotones and therefore can be called maximally entangled in the
multipartite sense. A definition of and an excellent overview on entanglement monotones is given in [56]
14The persistency of entanglement Pe of an entangled state of n qubits is the minimum number of local
measurements such that, for all measurement outcomes, the state is completely disentangled [15].
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1.3.3 Graph states
So far we have introduced two distinct multiparite states, the GHZ- and W-state, that exhibit
very different entanglement properties. As already mentioned above, in the case of four qubits
already infinitely many classes (or families) of entangled states do exist. In the following, a
particular family of multiqubit states will be introduced that is of exceptional importance for
this work: The graph states, a subclass of which is also known as cluster states.
Graph states with their unique properties turn out to be extremely fruitful in quantum
information science. Graph states are useful for quantum error correcting codes [57], entan-
glement purification [58] and have provided new insights into studies of multiparty entangle-
ment [59], non-locality [60, 61, 62] and decoherence [63]. However, in 2001 Raussendorf and
Briegel [14, 15] discovered that these states can also serve as an essential and universal resource
for measurement-based or one-way quantum computation, which will become the center of
attention in this work.
The graph states are strongly entangled states and can be treated very elegantly with their
representation by mathematical graphs and the stabilizer formalism [15, 59]. A graph state is a
pure n-qubit state denoted as G(V,E) where V represents the vertices and E is the number of
edges that connect the qubits. More intuitively, the vertices of the graph correspond to qubits
and the edges to a next-neighbor Ising-type interaction between the connected vertices. In the
language of quantum information this interaction can be understood as entanglement or more
generally as the application of a two qubit phase gate, as we will see later on in Section 3.1.1.
Mathematically, a graph state obeys the following set of eigenvalue equations [15]:
K
(a)
G |G〉 = (−1)ka |G〉, (1.40)
with K(a)G being an operator for each vertex a of G:
K
(a)
G = σ
(a)
x
⊗
b∈N(a)
σ(b)z . (1.41)
Here N(a) denotes the neighbourhood of vertix (particle) a, i.e. all nearest vertices b that are
connected to a by an edge. Therefore the Pauli operator corresponding to vertex i is σx, the
ones corresponding to connected vertices are σz and the rest of vertices in a given graph G are
described by the identity 1 . For a N -qubit graph state we therefore find N stabilizing operators
that fully characterize the state.
Cluster states are a subclass of graph states that are represented by a periodical two-
dimensional lattice. According to the rules above, we can write an arbitrary two-dimensional
cluster state |CN 〉 as
|C2D〉 =
⊗
a∈C
(
|0〉a ⊗
γ∈Γ
σ(a+γ)z + |1〉a
)
(1.42)
with Γ = {(1, 0), (0, 1)} and the convention σ(a+γ)z ≡ 1 when a+ γ /∈ C (since qubits cannot be
entangled with an empty side) [15].
For the sake of simplicity however, let us first consider an one-dimensional cluster chain of
qubits with arbitrary length. It can be written as
|CN 〉 = 12N/2
N⊗
a=1
(
|0〉a σa+1z + |1〉a
)
(1.43)
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(a) (b)
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Figure 1.4: Overview of the cluster states for N = 2, 3, 4. The two-qubit cluster |C2〉 in (a) is
equivalent to the |Φ+〉 Bell state, while the three qubit cluster |C3〉 in (b) is indeed a GHZ3. In
the case of four qubits, we can distinguish between the the linear (c) and star (d) configuration
of a cluster. The star cluster represents the GHZ4 state, while the linear |C4〉 state represents
a different entanglement class and is the main subject of this work.
with the convention σN+1z ≡ 1 [15]. For N = 2, Eqn. 1.43 becomes
|C2〉 = 1√
2
(
|0〉1
(|0〉2 − |1〉2)+ |1〉1 (|0〉2 + |1〉2)). (1.44)
This is a maximally entangled state and locally equivalent to the well-known |Φ+〉 Bell state
under the transformation |Φ+〉 = (1 ⊗ HAD) ⊗ |C2〉 with HAD = 1√2 (σx + σz). We can thus
immediately write down the cluster states for N = 2, 3, 4 qubits in the more familiar form as
|C2〉 l.u.= 1√
2
(|00〉+ |11〉) (1.45)
|C3〉 l.u.= 1√
2
(|000〉+ |111〉) (1.46)
|C4〉 l.u.= 1√
2
(|0000〉+ |0011〉+ |1100〉+ |1111〉), (1.47)
where the respective local transformations are given by UC3 = (HAD⊗ 1 ⊗ HAD) and UC4 =
(HAD⊗ 1 ⊗ 1 ⊗ HAD). While |C3〉 corresponds to a GHZ state of three qubits, |C4〉 is not equiv-
alent to a 4-qubit GHZ state [64], i.e., they cannot be transformed into each other by LOCC.
Therefore these two states yield different entanglement properties.
One of the striking features of cluster states is the fact that they posses maximum connect-
edness15, as was first discussed in [15]. Here, maximum connectedness means that any two
qubits of the cluster can be projected into a pure Bell state by local measurements on a subset
of the other qubits where the state obtained may depend on the outcome of the measurements
and on the chosen measurement basis. In the case of Z-basis projections the neighboring qubits
are disconnected, i.e the cluster will be broken up into two separate pieces. In stark constrast
measurements in the X-basis leave the remaining cluster qubits connected, i.e. do not alter the
correlations/entanglement of the remaining state (see Fig 1.5).
15Connectedness is defined as the maximal number of projective measurements that can be performed on a
given state such that the residual state is still entangled with certainty.
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Figure 1.5: Schematic representation of measurements on cluster states in different bases.
Shown is a one-dimensional four-qubit cluster state, C4. (a) If measurements on cluster qubit 2
are performed in the computational, or Z-basis, the neighboring cluster qubits are disentangled.
This type of measurements allows to shape the form of a graph state. (b) X-basis projections,
however, leave the remaining qubits entangled.
Following up on this one might be interested to know how many measurements are necessary
to completely disentangle a certain cluster state, i.e. the entanglement persistency Pe, and
the answer is straightforward. N/2 measurements16 are necessary to completely disentangle a
cluster state, therefore Pe(|CN 〉) = N/2. In contrast, GHZ states become disentangled after
projection of only one qubit in the Z-basis. Furthermore, cluster states are characterized by
maximal local entropy [50]. This can be calculated by tracing over all but one qubit that make
up the cluster - the residual state will be maximally mixed, which is also a indication for genuine
multi-partite entanglement
Cluster state generation
A given graph G(V,E), with certain number of vertices (qubits) V and the set of edges E, can
be constructed applying the following recipe:
|G〉 =
∏
(a,b)∈E
U
{a,b}
CPHASE|+〉⊗V (1.48)
This can be understood as first preparing each individual qubit in the |+〉 = 1√
2
(|0〉 + |1〉)
state and applying an Ising-type interaction which can be described by an entangling operator
U
{a,b}
CPHASE between all connected qubits. Here, U
{a,b}
CPHASE is the so-called controlled Phase gate
U
{a,b}
CPHASE =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 (1.49)
that will be explained in more detail in Section 3.1.1. There are also other experimental
techniques to grow larger cluster states which will be dicussed briefly in Section 3.3.4.
In recent years, several research groups have strived to experimentally produce multipartite
graph states due to their appealing features. Many of them have been realized using single
16This can be achieved by measuring each even numbered qubit j = 2, 4, 6, ... in the chain in the Z-basis.
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photons such as the first observation of a |GHZ3〉 [65]. In the meantime, GHZ states of up to
six qubits have been demonstrated in multi-photon experiments [66, 67, 68, 69], with trapped
ions [70, 71] and in NMR experiments [72]. Recently also other six-photon graph states were
created using linear optics and single photons [69]. The first realization of a four-qubit linear
cluster state was reported in [73] and subsequently by different groups [74, 75] also by employing
additional degrees of freedom [76, 77].
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Chapter 2
Tools for optical quantum
information processing
Having accustomed ourselves with the basic concepts and principles of quantum mechanics, we
now turn our attention to the various tools that allow to make various quantum information
processing tasks a reality. In this work, the physical systems of choice are single photons, where
we use the polarization as our two-level quantum system to encode the relevant information.
This chapter first briefly motivates the use of single photons as our information carriers and
discusses various (alternative) possibilities of physical realizations before going in more detail
how the single photons are created, manipulated and characterized in the laboratory.
2.1 Why photons?
As we have learned already in Section 1.1.1, any quantum mechanical system composed of
two distinct (i.e. orthogonal) states or levels can act as a qubit. However, for many practical
applications in QIP it seems reasonable to ask for a qubit architecture in which the coupling
to the environment is sufficiently low or at least accurately known. Also, the physical system
realizing the qubit should be scalable, i.e. the generation of many qubits at a time should
be feasible. Furthermore, initializing, manipulating and reading them out, i.e. detecting the
qubit’s internal state should be possible in a reliable way with high fidelity and low error.
These are some of the requirements also known as the “DiVincenzo criteria”, named after
David DiVincenzo [78], who has classified the main ingredients that a physical system should
possess in order to be a candidate for a quantum computer. We will return to and discuss these
criteria in more detail at the beginning of the following chapter.
One of the exciting aspects of quantum information science is the fact that several candidates
of quite different physical systems exist that fulfill these requirements. Besides single photons,
promising candidates are ions, or charged atomic particles, that are trapped by electromagnetic
fields and where qubits are stored in stable electronic states [79, 80, 81, 82]. Also qubits can
be realized by using the spins of freely floating molecules, where manipulation and detection
is performed using nuclear magnetic resonance techniques [83, 84, 85, 86, 87, 87]. Other qubit
22 Tools for optical quantum information processing
architectures are based on flux1 [88] and charge2 [89, 90, 91] of micro-meter sized superconduct-
ing electrodes coupled through Josephson junctions3 [92, 93]. All these systems have their own
advantages in quantum information processing, however, no physical implementation seems to
have a clear edge over others at this point [94].
We choose single photons that carry the quantum information in their polarization degree
of freedom and linear optics to experimentally implement quantum information processing
for various reasons [95]. First, photons exhibit negligible decoherence, since they tend not
to interact with the environment and they can easily be transmitted over long distances using
optical glass fibers. Second, single photons can be manipulated in an extremely fast and accurate
manner and the existence of a vast photonic industry facilitates access to many already existing
technologies such as electro-optic devices. And last but not least, single and entangled photons
can be produced in an efficient manner using a process called spontaneous parametric down-
conversion, as we will see in the following.
2.2 Generating single and entangled photons
The reliable and on-demand generation of single photons in pure quantum states is of utmost
importance in photonic QIP. While remarkable effort has been dedicated to the implementation
of such single photon sources and subsequently to the heralded generation of entangled states of
light [96, 97], it still presents a major technological challenge. At the moment the best method
(in terms of intensity and quality) for the generation of such non-classical states of light is still
the process of spontaneous parametric down-conversion (SPDC) [98, 99, 100].
2.2.1 Spontaneous parametric down-conversion (SPDC)
Parametric down-conversion and its reverse process, second-harmonic generation (SHG) typ-
ically takes place in non-linear optical materials, such as anisotropic or non-centrosymmetric
crystals. Technically, the nonlinearity of the materials is reflected in the dielectric polarisation
vector, P . When an electromagnetic field such as the light field of a laser interacts with a dielec-
tric medium, it induces electric dipole moments, whose macroscopic sum results in an induced
dipole polarization ~P inside the material. Its components Pi are related to the electromagnetic
field ~E and can be written as a series expansion [99],
Pi = ²0
(
χ
(1)
ij Ej + χ
(2)
ijk Ej Ek + χ
(3)
ijkl Ej Ek El...
)
, (2.1)
where ²0 is the permittivity of the vacuum, χ(1) is the standard linear coefficient of dielectric
susceptibility and Ei denotes the components of the electric field. The contribution of the non-
linear second-order term (χ(2)) in Eqn. 2.1 is typically ten orders of magnitude lower than the
1The computational basis states of the qubit are defined by the circulating currents which can flow either
clockwise or counter-clockwise. These currents screen the applied flux limiting it to multiples of the flux quanta
and therefore give the qubit its name.
2A charge qubit is a superconducting qubit whose basis states are charge states. It is formed by a tiny
superconducting island (also known as a Cooper-pair box) coupled by a Josephson junction to a superconducting
reservoir. The states are defined as the presence or absence of excess Cooper pairs in the island.
3The junction parameters are engineered during fabrication so that a persistent current will flow continuously
when an external flux is applied.
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one of the linear term in crystalline materials4. Therefore it can be usually neglected for weak
pump fields. At sufficiently high electric field strength however it becomes significant, eventually
leading to oscillator terms which are driven by twice the frequency of the incident fields, so that
the reradiated waves have an energy of 2ω. This is called second-harmonic generation, while
spontaneous parametric down-conversion describes the reverse process. In terms of photons,
i.e., in the language of second quantization, this corresponds to the spontaneous conversion of a
pump photon with energy ~ωp and momentum ~~kp into two photons with energies ~ωs, ~ωi and
momenta ~~ks, ~~ki, where the ~k are the wavevectors inside the medium. The downconverted
photons are usually, but arbitrarily, referred to as signal and idler photon, hence the subscripts.
This process resembles the phenomenon of parametric amplification or three-wave mixing known
from classical electrodynamics, where two marginal fields are amplified in a non-linear medium
due to the presence of a strong pump field. The spontaneous conversion without the prior
presence of a weak field, however, is a pure quantum effect [102].
The process of parametric amplification can also be intuitively understood as follows: As
the initial wave associated with the pump field propagates through the crystal, it continues to
produce second-harmonic waves which all add up constructively to form a single output wave if
they maintain a proper phase relationship. In order to obtain this phase relationship and a good
conversion efficiency, one must satisfy so-called phase matching conditions, i.e. the relations of
the wavevectors ~kj in the non-linear medium and of the frequencies ωj of the light involved have
to satisfy momentum and energy conservation. In the process of parametric down-conversion,
in which a pump photon decays into two photons, the conditions read like [98]
ωp = ωs + ωi
~kp ≈ ~ks + ~ki. (2.2)
Most of the times, the crystal is cut such that light impinging perpendicular to the crystal’s
face forms an appropriate angle Θ with the optic axis so that the down-converted photons obey
the momentum conversation, therefore allowing easy phase-matching in the experiments.
Eqns. 2.2 imply that the pairwise generated photons are strongly correlated in their energy
and momentum. Especially, the second Eqn. of 2.2 implies that the SPDC emission is rotation-
ally symmetric, which leads to a conic emission (see Fig 2.1). For uniaxial crystals, depending
on Θ (i.e. how the crystal is cut) two possible types of phase matching can be distinguished
according to the polarization (combinations) of the down converted photons5: If we have an ex-
traordinary (e-) polarized pump creating two ordinary (o-) polarized down-conversion photons,
then it is called type-I, while an e-polarized pump creating one e- and one o-polarized photon is
4Although all crystalline materials possess a nonzero χ(3) coefficient, only anisotropic crystals with no sym-
metry centre give a nonzero square term in the polarization expansion (χ(2) 6= 0) [101]. As a result, all optical
materials with a χ(2)-type nonlinearity are also birefringent.
5For negative birefringent crystal, such as BBO (β-barium borate - β-BaB2O4), the ordinary (o-) constituent
of the beam travels faster than the extraordinary (e-) one (no > ne), allowing to satisfy the phase matching
equations (Eqns. 2.2). Furthermore, extraordinarily polarized means the polarization vector lies in the plane
spanned by the principal axis of the crystal and the wave vector of the pump photon. On the other hand,
ordinarily polarized indicates the polarization vector is normal to this plane.
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Figure 2.1: Principle scheme of type-II parametric down-conversion. Due to energy and
momentum conservation the downconverted photons are orthogonally polarized and emitted
into two characteristic emission cones. The intersection lines define two spatial modes a and
b. The polarization of the individual photons in these two modes is undefined — since it is
impossible to tell which cone they were emitted from. However after proper compensation
of walk-off effects caused by birefringence of the crystal the photons are found to be in a
polarization-entangled Bell state [103]. On the right hand side, one can see the energy (i.e
wavelength) dependent opening of the cones and the respective intersections. Entangled photon
pairs are emitted in case where the photons are degenerate in frequency. Picture by P.G. Kwiat
and M. Reck.
known as type-II phase matching6. In the experiments presented in this Thesis we exclusively
work with the latter type of SPDC [103]. Since many applications require the photons to be
indistinguishable in any degree of freedom other than spatial mode and polarization, we further
choose the energies (or wavelengths) of both the signal and idler photons to be degenerate7,
which implies ωs = ωi = ωp/2.
The birefringence of non-linear crystals furthermore leads to a polarization dependant non-
concentric splitting of the cones, as shown in Fig. 2.1, where the opening angle of each cone
depends on the angle enclosed by the pump wave vector and the principal axis of the crystal.
This distinct emission geometry of non-collinear type-II SPDC is very interesting, since the
intersection lines of the cones define two spatial modes a and b. When photons are emitted
in these modes, it becomes impossible, in principle, to tell whether the photon was emitted by
the o- or e-cone, and because they correspond to different polarization, the photons become
polarization entangled. In practice though, due to group velocity mismatch inside the bire-
fringent crystal the two photons exhibit slightly different propagation behaviour which renders
them partially distinguishable - this has to be compensated in order to obtain genuine and
high-quality entangled photons. Experimentally this is done by sending the photons through
so-called compensation crystals, usually the same type of birefringent crystal, but of just half
6Of course it is also possible for an o-polarized pump beam to generate either type of down-conversion.
7As we will see later on, this requirement is lessened to the fact that we select only photons which have a
certain spectral distribution around the same central wavelength.
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Figure 2.2: Since PDC is a spontaneous process, the down-conversion of the pump photon
is equally probable at any point within the crystal. Therefore, the temporal delay between a
horizontally and a vertically polarized photon varies depending on the crystal thickness and the
point of down-conversion inside the crystal. By inserting compensators of half the thickness,
one can, in average, delay the faster photon to erase this timing information. The additional
HWPs in front of the compensators are not shown for clarity. (Figure adapted from [104]).
the thickness. If we further interchange the roles of ordinary and extraordinary beam before the
compensators by rotating the polarization by 90◦, the temporal and spatial walk-off will be can-
celed on average. One intuitive explanation is that by employing this method the information
about the arrival time of the photon is erased, as can be seen schematically in Fig. 2.2.
If this walk-off compensation is properly done, then the SPDC emission along modes a and
b is an entangled state of the form
|ψ〉 = 1√
2
(|V 〉a|H〉b + eiϕ|H〉a|V 〉b) . (2.3)
The phase ϕ between the two coherent terms can be easily adjusted by introducing additional
birefringent elements, or by slightly tilting one of the compensation crystals. In the experiment,
choosing ϕ = 0 or ϕ = pi will result in the maximally entangled Bell states |ψ+〉 and |ψ−〉,
respectively. If additionally the polarization in one mode is rotated by 90◦, any of the four
distinct Bell states can be generated8.
Type-II non-collinear spontaneous parametric down conversion
So far the description of how to generate entangled photons in the process of SPDC was rather
simplistic. In many situations it is however useful to consider the full quantum mechanical state
of the emitted photons.
Employing the notation of second quantization, the overall interaction of the crystal with
the pump light can be written as a quantum mechanical Hamiltonian which has an elegant
interpretation in the terms of photons:
H = ga†pasai + g
∗apa†sa
†
i (2.4)
8For a more detailed description of an entangling type-II photon source, see [103, 104].
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Here, g is a coupling constant that contains the non-linear coefficient χ(2) and a(†) is the
annihilation (creation) operator in the Fock formalism, satisfying the conditions
a|n〉 = √n|n− 1〉 and a†|n〉 = √n+ 1|n+ 1〉, (2.5)
with n being the photon number. The first term in Eqn. 2.4 describes the process of second
harmonic generation, while the second refers to SPDC, where a single “harmonic” photon is
annihilated and two photons at ω are created.
For the particular case of non-collinear type-II SPDC with modes a and b, we can write the
Hamiltonian as
H = g
(
a†Hb
†
V + a
†
V b
†
H
)
+ h.c. (2.6)
and by expansion the quantum mechanical state that is emitted by the crystal becomes
|ψ〉 = Ze−iH = Zexp
(
−iα
(
a†Hb
†
V + a
†
V b
†
H
))
|0〉
= Z
1− iα(a†Hb†V + a†V b†H)︸ ︷︷ ︸
2photons
− α
2
2
(
a†Hb
†
V + a
†
V b
†
H
)2
︸ ︷︷ ︸
4photons
+...
 |0〉 (2.7)
where Z is a normalization constant and |0〉 is the vacuum state. Note that we have replaced
the coupling constant g by a new parameter α that is proportional to the non-linearity χ(2) and
the intensity of the pump beam.
Obviously, the first order term in Eqn. 2.7 corresponds to the emission of a Bell state as
described by Eqn. 2.3. The coefficient in front of the term gives the amplitude of the emission,
hence squaring it results in the probability p2 ' Z2α2 to obtain this 2-photon state. However,
the second term leads, with respective probability p4 ' Z2α4, to the emission of four photons
in the following superposition of number states [105]:
|ψ4〉 = 1√
3
( |2Ha, 2Vb〉+ |2Va, 2Hb〉+ |Ha, Va,Hb, Vb〉 ) (2.8)
It is indeed interesting to note that the probability of emitting equal polarizations in the same
mode is enhanced compared to a simple two-pair emission. This is a direct result of the bosonic
bunching of the photons. Also, a closer look at the corresponding probabilities p2 and p4 reveals
the probabilistic nature of the down-conversion and its higher-order contributions. This holds
regardless of the fact whether one photon pair each is emitted from two independent crystals
pumped by the same laser or two photon pairs being emitted from just one crystal. The
latter is called a “double-pair emission” and usually represents a unwanted noisy contribution
in experiments that aim at creating multi-photon entangled pairs by interfering photons from
separate sources. The usage of higher pump intensities to increase the probability of SPDC
is therefore counterproductive as the ”signal-to-noise” ratio is getting worse. Therefore the
experimentalist typically aims at keeping the production probability p of the SPDC low to
ensure a good signal to noise ratio, while improving the efficiency of the linear optical setup
and of the detection to ensure feasible count rates.
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2.2.2 Pulsed SPDC for multi-photon entanglement
So far we have not further remarked on the properties of the light fields that are used to pump
the non-linear crystals. As we will see, it is indispensable for the generation of multi-photon
entangled states to use pulsed lasers to pump the SPDC sources [106, 107].
First of all, pulsed lasers such as mode-locked Titan-Sapphire oscillators (with pulse lengths
of a few hundred femtoseconds) achieve the necessary high energy densities9 required to ob-
serve non-vanishing contributions from the higher-order SPDC emissions described in Eqns. 2.7
and 2.8. Furthermore, for the coherent generation of these emissions or for the possibility of
interference, the temporal uncertainty associated with the creation time of the photons has to
be smaller than their coherence time10 [109], which can be achieved by limiting the interaction
time of the pump laser with the crystal, i.e. by pulsing the pump laser [106]. Choosing the right
pulse length is an important task. Long pulses lead to less tight time correlations of the photons,
however, as the laser pulse length gets shorter, the broader its spectral bandwidth becomes,
eventually resulting in a shorter coherence time. In practice, experiments have shown that the
ideal trade-off is somewhere between 100-200 fs, depending on the central wavelength [107].
However, though being essential to obtain coherence in the second order emission, short
pump pulses and their broad spectral bandwidth are also disadvantageous in some respects. To
ensure that the coherence time of the emitted photons is larger than the pump pulse duration,
the down-conversion has to be spectrally filtered to a suitable bandwidth ∆λ, typically a few
nm [107]. However, this comes at the cost of precious count rates as these filters usually cut
out a large proportion of the emitted spectrum11 and often suffer from imperfect transmission.
This is a consequence of the broad bandwidth of the pump pulse which consists not of a single
but a whole range of pump wavevectors that contribute to the down-conversion [110, 111].
Since the phase matching conditions in Eqn. 2.2 are relaxed due to the finite length of the
down-conversion crystal this leads to unwanted spectral correlations that differ slightly from
the degenerate case [112, 113]. So apparently there is a trade-off between using narrow-band
spectral filters to observe high-quality entangled states and the count rates associated with
these filters. In our experiment, we typically choose interference filters of ∆λ = 3nm which
still yield decent count rates without reducing the quality of the entangled state emitted from
the SPDC process too much.
2.3 Manipulating quantum states with linear optics
Quantum information processing is based on state preparation, unitary operations and mea-
surements. In contrast to many other physical implementations of qubits such as the ones
based on atoms, ions [79, 80, 81, 82] or superconducting qubits [92, 93], photonic qubits and
their respective polarization are in general easy to manipulate with linear optical devices. The
9Also high intensity cw lasers can generate non-negligible multi-pair emissions due to the finite timing reso-
lution of the detection apparatus. However these emissions are usually incoherent (see e.g. [108, 105]).
10The coherence time is defined as the standard deviation of the fourier-transformed light-spectrum,
tc =
lc
c
=
√
2 ln 2
pi
λ2
c4λFWHM , with λ being the wavelength of the light.
11Typically the spectral FWHM (full width at half maximum) bandwidth of down-conversion emitted by a
2mm BBO crystal is 9 and 11 nm for the o- and e-photons, respectively.
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design of the linear-optics network used in a particular experiment depends very strongly on
the state to be observed or the task to be accomplished. The most prominent examples of linear
optical devices used in our experiment are mirrors, waveplates (i.e. phase-shifters) and beam
splitters, out of which, in principle, arbitrary complex and powerful linear-optics networks can
be built [114].
2.3.1 Waveplates and other birefringent elements
Unitary transformations of single photons can easily be implemented with birefringent crystals
that introduce a polarization dependent phase shift. Any light that is incident on such an uni-
axial crystal is divided in two coherent constituents of the beam, the ordinary and extraordinary
(o- and e-) beam. Typically the crystals are cut so that the optic axis is parallel to the front
face. This means that a normally incident beam sees the maximum distinction between the
ordinary and extraordinary refractive indices. It also implies that there is no lateral separation
between the o- and e-beams. In total, after passing through a crystal of thickness d, there is a
relative phase difference of
∆ϕ =
2pi
λ
d (|no − ne|) (2.9)
between the o- and e-waves, thus resulting in a change of polarization, where no and ne denote
the refractive indices for the respective beams. The most important crystals are called half- and
quarter- wave plates since they introduce a phase shift between the linear polarizations parallel
to the fast and slow axis of the crystal of ∆ϕ = pi and ∆ϕ = pi/2 respectively, if the thickness
of the plate is chosen correctly.12
In the single-qubit picture of the Poincare´ sphere (c.f. Fig. 1.2) these phase shifts between
the linear polarizations correspond to rotations of the polarization vector on the surface of
the sphere. Hence, we can write the action of the half- and quarter-waveplates as a unitary
matrix [100, 99]:
UHWP(Θ) = eipi/2
(
cos 2Θ sin 2Θ
sin 2Θ − cos 2Θ
)
and (2.10)
UQWP(Θ) =
1√
2
(
1 + i cos 2Θ i sin 2Θ
i sin 2Θ 1− i cos 2Θ
)
, (2.11)
where Θ is the angle of the optic axis in physical two-dimensional space. On the Poincare´
sphere, this angle is twice as big. A closer look reveals that half- and quarter-wave plates rotate
the polarization vector on the Poincare´ sphere by 180◦ and 90◦ respectively around the optic
axis.
Note that any unitary transformation in qubit space can be realized by a proper combination
of waveplates. Very often this is achieved by a half-wave plate sandwiched by two quarter-wave
plates such that U = UQWP ·UHWP ·UQWP. Furthermore, special transformations worth memorizing
are HWP(0) = σz, HWP(pi/4) = σx and HWP(pi/8) = HAD. The latter is especially important since
it produces a (equal) superposition of the principal polarization states |H〉 and |V 〉.
12In practice this thickness would be very small, resulting in very fragile waveplates. We therefore use zero-
order wave plates, which consist of two orthogonally oriented wave plates cemented together with their thick-
nesses engineered such that a net phase-shift difference of pi or pi/2 is produced.
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For some practical implementations13 it is desirable to have birefringent elements that induce
a variable phase shift φ between the horizontal and vertical polarizations (a variable phase-
shifter). Instead of employing the aforementioned combination of waveplates14, a pair of strong
birefringent crystals can be used, with their optic axes oriented perpendicular with respect
to each other and in line with horizontal and vertical polarizations. By rotating one of the
crystal around the optic axis the effective thickness of the plate, which determines the phase,
can be altered in a continuous fashion. Moreover, the pair configuration allows to compensate
dispersion effects that occur due to the finite bandwidth of the photons. In practice, Yttrium-
Vanadate crystals (Y V O4) of 200 µm thickness turn out to be a suitable choice. A detailed
characterization of these can be found in the Diploma thesis of Christian Schmid [115].
2.3.2 Beamsplitters and PBSs
One of the basic building blocks in (optical) quantum information processing is the ability to
let the qubits interact with each other. While for photons the negligible cross-section inhibits
the direct interaction between the qubits, it has been shown that the measurement process
itself is enough to induce strong nonlinearities at the single-photon level15. Generally, these
measurements are done after beamsplitters (BS) or polarizing beamsplitters (PBS) that overlap
the optical modes — i.e. induce interference.
An ideal beamsplitter is nothing more than a partially silvered piece of glass, which is
made such that it reflects a fraction η of the incident light, and transmits (1-η). It is usually
made from two prisms with a thin metallic layer sandwiched in between. Most of the times
the beamsplitter is chosen to split the incoming light 50/50 into the two outgoing modes, i.e.
η = 1/2. If we parameterize the probability amplitude of reflection and transmission as cos θ
and sin θ respectively, the general action of the beamsplitter in the notation of the second
quantization can be written as [95]
a†out = cos θa
†
in + ie
−iϕ sin θb†in
b†out = ie
iϕ sin θa†in + cos θb
†
in, (2.12)
with ain (aout) and bin (bout) being the input (output) modes. The reflection and transmission
coefficients R and T of the beamsplitter are given by R = η = sin2 θ and T = 1 − η = cos2 θ.
The relative phase shift ie±iϕ ensures that the transformation is unitary, as was first pointed out
in [116]. Note that the beamsplitter transformation is identical to the action of HWP(pi/8) = HAD.
If the transmission (reflection) amplitude η becomes polarization dependant then the de-
vice becomes a polarizing beamsplitters, or PBS for short. In the usual configuration the
PBS perfectly reflects vertically polarized light, while transmitting horizontally polarized light,
ηV = 1, ηH = 0. A number of different types of PBSs exist, and they can be used as polarizers
in optical experiments. When preceded by quarter- and half-waveplates the PBS can be used
for polarization analysis, since it effectively implements a measurement along the Z-basis of
13For instance, to compensate undesired phase shifts introduced by imperfect optical devices such as beam-
splitters.
14This would result in tricky operation, since the phase φ cannot be tuned continuously by rotation of a single
waveplate.
15This will be discussed in more detail in Chapter 3.
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Figure 2.3: In (a) the action of a common beamsplitter (BS) is shown. It can be used to create
superposition of the in- and outgoing photons (see main text). In (b) and (c) the function of
a polarizing beamsplitter (PBS) is shown. The PBS transmits horizontally polarized photons
|H〉 and reflects vertically polarized photons |V 〉. Therefore, if one photon is found in each of
the output modes, four different possibilities exist: Had the two photons entered the PBS from
different modes, either both photons were horizontally polarized |H〉 |H〉, like depicted in (b)
or they were both vertically polarized |V 〉 |V 〉 as in (c). Had the photons entered the PBS from
one side only, as in (d) and (e), then the two photons need to be differently polarized, |HV 〉 or
|V H〉, in order to be split up by the PBS and result in a coincidence.
the Poincare´ sphere. Furthermore, a PBS allows targeted projections on spatial modes and/or
polarization which can be used for the conditional preparation of polarization entangled and
polarization/path entangled states16 [117, 118, 119]. In the case of two photons impinging from
different input modes, one of these targeted projections is the so-called parity check, as further
explained in Fig. 2.3. However, the states can be observed only under the condition that after
the beam splitter one photon is found in each of the output modes prior to the detection -
a requirement that can be met by employing postselection, which will be discussed in greater
detail later on in this Thesis.
2.4 Characterizing quantum states of light
In the opening paragraph of this chapter, we divided practical implementations of quantum in-
formation processing into three distinct stages. So far, we have discussed the creation of single
photons using spontaneous parametric down-conversion and their manipulation or processing
employing linear optical devices and networks. What is still missing, however, is the descrip-
tion of an appropriate detection system that reads-out the quantum information encoded in our
photons. Also we will develop the relevant theoretical framework that links the experimental
output, which are basically clicks in various detectors, with the concepts reviewed in Chap-
ter 1. This includes the principles of quantum state (and process) tomography which allows
the reconstruction of the density (process) matrix of an unknown quantum state (process) by
16This will be explained in Section 4.1.
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Figure 2.4: Schematic of the polarization analysis. Any observable Oˆϑ,ϕ corresponding to a
basis that is spanned by two orthogonal polarization states can be measured with the help of
a PBS preceded by a HWP and QWP. The PBS effectively measures in the Z-eigenbasis, therefore
separating photons with positive and negative eigenvectors of σz. To rotate into an arbitrary
polarization basis Bϑ,ϕ, the waveplates have to be set at appropriate angles, such that they
transform between the eigenstates of Bϑ,ϕ and σz. Each output of the PBS is monitored by a
fiber-coupled APD.
adequate correlation measurements.
2.4.1 Polarization analysis
In our experiments, we perform polarization analysis with the help of a polarizing beamsplitter
preceded by a HWP and QWP. Each output mode of the PBS is monitored by a fiber-coupled detec-
tor (APD), as depicted in Fig. 2.4. As discussed above, the PBS separates horizontal and vertical
polarization and effectively measures the eigenstates of the σz operator. By appropriate setting
of the preceding waveplates’ angles, any arbitrary basis Bϑ,ϕ in the Poincare´ sphere can be ana-
lyzed17. For instance, setting the QWP angle to pi/4 rotates the polarization of a photon that was
initially in one of the eigenstates of σy, i.e. |R〉 or |L〉, to |H〉 and |V 〉 respectively. Therefore,
detecting a photon in the transmitted (reflected) mode of the PBS implies that the photon has
been in the state |R〉 or |L〉 before the waveplates. Analogously, the HWP can transform between
the eigenstates of σx, i.e. |+〉 or |−〉, and σz if the angle is set to pi/8. Careful attention has to
be paid, however, in this case to the setting of the QWP. It too has to be rotated by pi/4 (i.e. into
the eigenbasis of σx) since otherwise it would introduce a undesired phase shift resulting in an
unwanted erroneous polarization basis being mapped onto the PBS. Table 2.1 summarizes the
most important polarization eigenbases and their corresponding waveplate setting.
From the count statistics, that is the (relative) frequency of detection events in the trans-
mitted and reflected output mode of the PBS we can infer the respective probabilities P+Bϑ,ϕ
and P−Bϑ,ϕ to find the photon in the corresponding eigenstate of the basis Bϑ,ϕ. In practice,
the individual detection efficiencies of the two detectors behind the PBS have to be taken into
account in order to determine the relative frequencies correctly.
If the quantum information under examination is contained in more than one photon then
the measurement of multi-qubit observables, i.e. polarization correlations between the individual
17Recall that any vector in the Poincare´ sphere can be dfined by two angles ϑ, ϕ, see Fig. 1.2.
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Target HWP QWP
basis setting setting
H/V 0 0
+/- pi/8 pi/4
R/L 0 pi/4
Table 2.1: Typical wave plate settings for polarisation analysis in the important bases, when
the sequence of HWP and QWP combination is as depicted in Fig. 2.4.
photons, is required. In this case a polarization analyzer is placed in each spatial mode of
the linear-optics network that can be occupied by a photon. The detection requires then the
”simultaneous” detection of two, three or more photons within a given time window. To achieve
this, the electronic output (TTL) signal of each APD is fed into an ultra-fast coincidence logic
which is capable of registering 64 possible coincidence events for up to twelve input signals.
The coincidence time window, within which the signals are considered to be simultaneous, can
be arbitrarily set, however one has to take care that it is smaller than the duration between
two subsequent pump pulses (less than 13ns in our case).
2.4.2 Quantum state tomography
If we want to extract important properties of a quantum state then we require the state’s density
matrix (c.f. Section 1.1.2). It gives access to relevant measures such as a state’s fidelity with
an ideal one or allows to extract the amount of entanglement or entropy that is contained in
the state under consideration. Fortunately there exists a mathematical procedure to obtain the
density matrix from an unknown, experimentally produced quantum state, namely quantum
state tomography.
In a nutshell, quantum state tomography is the procedure of experimentally determining
an unknown quantum state by reconstructing its density matrix [120]. This can be done by
an exact measurement of all the components that make up a particular state. As Stokes [121]
showed, the polarization state of a single photonic qubit can be determined by taking a set of
four projective measurements which are represented by the operators
µ0 = |H〉〈H|, µ3 = |+〉〈+|,
µ1 = |V 〉〈V |, µ4 = |R〉〈R|, (2.13)
and similarly the state of two qubits can be determined by a set of 16 measurements (represented
in the following by |ψ〉ν , ν = 1, 2, ..., 16 ), which are all possible combinations of the above
operators µi ⊗ µj , where i,j=0,1,2,3. In general, a n-qubit system requires 4n measurements.
The average number of counts in the detector is given by the formula ni = N tr(ρ · µi), where
ρ is the density matrix representing the state of the qubit and N is a constant that can be
determined from the experimental data (includes light intensity, detector efficiency).
In order to develop a better understanding of how state tomography works let us consider
a two-qubit system. The density operator representing an arbitrary two-qubit state is a 4x4
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Figure 2.5: An example for a two-qubit density matrix reconstructed by quantum state to-
mography employing maximum-likelihood estimation. The left plot shows the real part of ρ, the
right plot the imaginary part. This plot shows a density matrix of an experimentally prepared
and entangled state |Φ〉− = 1√
2
(|HH〉 − |V V 〉).
density matrix with 16 real parameters (of which 15 are independent). For the density matrix
to be physical, we want it to be:
• hermitian, i.e. ρ = ρ†
• non-negative, i.e. 〈ψ| ρ |ψ〉 ≥ 0 ∀ |ψ〉
• normalized, i.e. Tr(ρ) = 1
This implies that for every density matrix ρ, there exists a matrix T such that ρ can be written
as ρ = T
†T
Tr(T †T ) . As mentioned above, ρ is a function of 16 real variables, which we will denote
as t1, t2, ..., t16. For various reasons [120], it is useful and convenient to choose a tridiagonal
form for T :
T (t) =

t1 0 0 0
t5 + i t6 t2 0 0
t11 + i t12 t7 + i t8 t3 0
t15 + i t16 t13 + i t14 t9 + i t10 t4
 (2.14)
To quantify how good the density matrix ρ(t1, t2, ..., t16) is in agreement with the measured ex-
perimental data (i.e. coincidence rates), we introduce the so-called “likelihood-function”, which
represents the deviation of the density matrix ρ from the measurement. Since the expected
number of coincidence counts in a given experimental run is given by
nν = N〈ψν |ρ|ψν〉. (2.15)
The likelihood P that ρ reproduces the data, given the coincidence measurements have a Gaus-
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sian probability distribution, is
P =
16∏
ν=1
exp
[
− (nν −N〈ψν |ρ|ψν〉)
2
2N〈ψν |ρ|ψν〉
]
, (2.16)
where the standard deviation is given approximately by Poissonian noise, i.e.
√
nν . But it is
actually easier to find the minimum of the logarithm of this function P , which leads us to
∆f =
16∑
ν=1
(nν −N〈ψν |ρ|ψν〉)2
2N〈ψν |ρ|ψν〉 (2.17)
with ∆f being the likelihood-function that indicates the deviation from the observed νth coin-
cidence measurement. Note that ρ is a function of t1, t2, ..., t16 and N =
∑4
ν=1 nν (see [120]).
Fortunately, mathematic computer packages like Mathematica are able to execute an algorithm
which finds the minimum of ∆f and all corresponding values of t1, t2, ..., t16, and therefore the
desired density matrix which represents our two-qubit system. An example of such a recon-
structed density matrix using experimental data can be seen in Fig. 2.5.
2.4.3 Quantum process tomography
In addition to the reconstruction of quantum states, it is often necessary to have precise knowl-
edge of a particular process that acts on the quantum states under examination. Formally, a
quantum process can be described by a function E that describes the evolution of states during
a given quantum process. The experimental determination of a full description of such a process
is called quantum process tomography (QPT) [122, 123, 11, 124]. It aims at the reconstruction
of the process operator which is a superoperator in Hilbert space. This constitutes an important
part of the analysis of the decoherence-free subspace experiment that is presented in Chapter 8.
To determine a quantum process operator, we have to determine the linear map E , which
completely describes the dynamics of the quantum system, so that the state change experienced
by the process can be written as
ρ→ E(ρ), (2.18)
where we have to obey the condition that the trace Tr(E(ρ)) is always equal to one. Any
quantum operation E can also be written in the so-called operator sum representation for an
arbitrary input state ρ
E(ρ) =
∑
k
EkρE
†
k, (2.19)
where Ek are the operation elements and have to obey the completeness relation,∑
k
E†kEk = 1, (2.20)
to ensure that ρ remains hermitian with trace one. The set of operation elements {Ek} com-
pletely describes the action of the gate process and with process tomography we want to ex-
perimentally determine some of the Ek matrices. If one now chooses a fixed basis {E˜m} for
the operators on the state space then we can express the operation elements in this basis as
Ei =
∑
m aimE˜m and Eqn. 2.19 becomes
E(ρ) =
∑
mn
χmnE˜mρE˜
†
n, (2.21)
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where χmn is a positive hermitian matrix χmn =
∑
i aima
∗
in that now completely describes the
process in the chosen basis.
The process matrix χ can be determined by sending a certain set of probe states into the
process and recording their respective output state under the action of the quantum process E .
Usually the basis of input states is chosen such that the matrices ρ(jk) representing them all
have a 1 in the jth row and kth column and zeros elsewhere. A suitable set for the experiment
are the operators |H〉〈H|, |V 〉〈V |, |+〉〈+|, and |R〉〈R|, which are related to some other basis
ρ(αβ) by ρ(jk) = M−1ρ(αβ). The complex and nontrivial 16x16 matrix M−1 can be found
in [125].
The complete set {ρ(αβ)} of input states for a process acting on two qubits consists of 16
two-qubit states given by all the tensor products of the single-qubit states18,
{ρ(αβ)} = {ρ(α) ⊗ ρ(β)}, α, β ∈ {H,V,D,R}, (2.22)
and performing tomography on each of them one obtains a set of output matrices {Eρ(jk)}
using the inverted M matrix of Reference [125]. It is then possible to reconstruct the 16x16 χ
matrix in block form:
χ = KT

Eρ(11) Eρ(12) · · ·
Eρ(21) Eρ(22) · · ·
...
...
. . .
K, (2.23)
where K is a particular matrix written as K = P · Λ with the permutation matrix P =
1 ⊗ [ρ(11) + ρ(23) + ρ(32) + ρ(44)]⊗ 1 and Λ = [Z ⊗ 1 +X ⊗X]⊗ [Z ⊗ 1 +X ⊗X] /4. Unfor-
tunately, this procedure does not allow the incorporation of experimental uncertainties for a
full error analysis. But still there exists a measure which tells how much the obtained process
matrix resembles the ideal process, namely the process fidelity Fg between the ideal, target
unitary process U and the actual process E
Fp(U, E) = min〈ψ|U†E(|ψ〉〈ψ|)U |ψ〉, (2.24)
where the minimum is over all input states |ψ〉.
An alternative approach to the process fidelity is to calculate the average process fidelity,
i.e. the average overlap of the predicted output states with the measured output states (from
the individual state tomography results), which is the average of the usual state fidelity defined
as [11, 126]
F(ρ, σ) =
(
Tr
√√
σρ
√
σ
)2
, (2.25)
where ρ, σ are the density matrices under consideration. The average process fidelity Favg then
becomes
Favg = d · Fp + 1
d+ 1
, (2.26)
with d the dimension of the Hilbert space.
18Recall the relevant single-qubit states’ density matrices:
ρ(H) =
 
1 0
0 0
!
, ρ(V ) =
 
0 0
0 1
!
, ρ(D) = 1
2
 
1 1
1 1
!
and ρ(R) = 1
2
 
1 −i
i 1
!
.
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The process purity is defined as the purity of all output states averaged over all pure inputs,
Pp = Tr(ρ2) =
d · Tr(χ2exp) + 1
d+ 1
(2.27)
and also allows to extract an average normalized linear entropy of the process.
However, similar to QST, the process matrix χ can give unphysical results in certain cases
and numerical optimization methods have been developed which account for this, very much
equal to the maximum-likelihood approach in QST [125, 126].
Chapter 3
Quantum computing with linear
optics
As we have already seen in the opening chapter, a quantum computer can generally be described
as a machine that can perform certain calculations by using the laws of quantum mechanics.
Already in 1982, R.P. Feynman put forward the idea that certain computations could be per-
formed much more efficiently with quantum mechanical systems than with classical computa-
tion machines [1]. This was subsequently proven with the discovery of the first few quantum
algorithms [7, 9, 8] and eventually started a whole new field of research [127, 128]. Quantum
computing has attracted increasing attention because of its promise to perform certain tasks
such as factoring of a large integer more efficiently than any classical computer [9], and due to
its potential use to efficiently simulate large quantum systems and their dynamics - a feat that
seems intractable with current or future classical machines.
There are different architectures for quantum computers based on many different physical
systems, some of which I have already discussed in Section 2.1 of Chapter 2. From here onwards
I will solely concentrate on linear-optics quantum computing with single photons (LOQC). After
giving a short introduction into the basic concepts and principles of quantum computing I will
present and explain the two cornerstone models of LOQC: The standard or circuit model, more
widely known as the Knill-LaFlamme-Milburn (KLM) scheme [12, 13] and its measurement
based alternative, the one-way model, which was put forward by Raussendorf and Briegel [14,
15, 16].
3.1 The power of quantum computing - a short introduc-
tion
Whenever a computer performs a computation, it processes a given input information accord-
ing to definite pre-programmed rules and finally delivers an output that contains the desired
information. From a physical point of view, this computation is associated with a time evolu-
tion of the initial input state to the final output state. When extending this concept from the
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Figure 3.1: Schematic representation of a basic quantum computation in the notation of the
quantum circuit model. The computation proceeds as follows: (1) The input state is prepared
as a tensor product of pure single-qubit states, |ψ1〉 ⊗ |ψ2〉 ⊗ . . . ⊗ |ψn〉; (2) The computation
itself proceeds as a dynamical evolution of the input states through a circuit of single- and two-
qubit gates which are element of a universal set of gates, e.g.U ∈ {R(α, β, γ), CNOT}. Single
horizontal lines represent quantum wires or logical qubits that are processed in time from left
to right. Double lines denote classical communication, i.e. feed-forward of the measurement
results during the computation, so that later actions (e.g., quantum gates) may depend on the
results of earlier measurement outcomes. (3) The read out is performed by measurements in an
any orthonormal single-qubit basis, since this is equivalent to applying a single-qubit unitary
operation followed by a computational basis measurement. The output of the computation is
then a classical bit string of the form “0100 . . . 10”.
classical to the quantum domain, it turns out that the time evolution of the initial state can be
described by a unitary process. In analogy to classical computers where the transformations
are implemented by logical gates, unitary operations acting on qubits can be thought of as
quantum gates.
It has been shown that any arbitrary unitary process that acts on a finite number of qubits
can be decomposed to a product of one- and two-qubit operations. In fact, any entangling
two-qubit gate when combined with arbitrary single-qubit operations is sufficient to implement
any quantum algorithm [10, 129, 130]. In the language of quantum information, we say that
this is a universal set of gates1 and we will return to this in the following Section.
Although shortly discussed in Section 2.1 it seem sensible to again list the essential require-
ments that a physical system supporting a quantum computer has to fulfill2. They were first
1In the theory of quantum computational networks, a gate is considered to be universal if instances of it are
the only computational components required to build a universal quantum computer. A set of gates is said to
be universal, if any arbitrary unitary operation can be performed by these gates alone.
2These are often known as the DiVincenzo criteria, or the five “commandments” for quantum computation.
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put forward by David P. DiVincenzo in [78] and read:
1. A scalable physical system with well characterized qubits.
2. The ability to initialize the state of the qubits to a simple fiducial state, such as |000〉.
3. Long relevant decoherence times, much longer than the gate operation time.
4. A “universal” set of quantum gates.
5. A qubit-specific measurement capability.
The physical system supporting the qubit should be scalable, i.e., it should have the ca-
pacity for numerous qubits, as a single qubit is hardly useful for any reasonable application.
Furthermore, it should be possible to initialize the qubit in a well defined state and apply to
it the previously mentioned set of universal quantum gates. Also, the time scales on which
the gates act on the qubits should be sufficiently small compared to the decoherence time of
the qubit system in order to allow for any “useful” computation. Finally, any computation
requires the ability to measure specific qubits to obtain the final result. Here it is necessary
to have reliable, i.e. fast and efficient (ideally with 100% quantum efficiency) measurement
capabilities. Photons do meet almost of all of the aforementioned — with the restriction that
both state initialization and detection is currently a probabilistic process. Nevertheless, linear
optics allows scalable and deterministic quantum computing as we will see in Section 3.2 and
it allows proof-of-principle demonstration of many exciting ideas.
3.1.1 Single- and two-qubit gates - a universal set
Just like a conventional computer is made up of numerous distinct logical gates, unitary trans-
formations are the building blocks of any quantum computer. Unlike many classical logic gates
however, quantum logic gates are reversible [131]. Since any arbitrary unitary transformation
can be decomposed into a set of single-qubit gates and one distinguished two-qubit gate it seems
reasonable at this point to briefly review the relevant gates and their respective action [10, 11].
Single-qubit gates
Quantum gates acting on single qubits can be be described by 2x2 matrices, with the constraint
that the gate or matrix be unitary, therefore satisfying the normalization condition before and
after the gate (i.e. particle conservation). Since this unitary operations are elements of the
special unitary group SU(2), their action can be written in terms of the Pauli operators3
U(α, γ) = exp(iα) exp(−γ
2
~r · ~σ) (3.1)
There also exist two extra requirements relating to the communication of quantum information: The ability to
interconvert stationary and flying qubits and the ability faithfully to transmit flying qubits between specified
locations.
3The Pauli operators are (up to a constant factor) the generators of SU(2).
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In the single qubit picture this corresponds to a rotation of the polarization vector on the
surface of the Poincare´ sphere by an angle γ around the axis given by ~r and the application of
a phase α.
Important single-qubit gates are the X-, Y -, Z-gates that correspond to the already known
Pauli matrices
X ≡
(
0 1
1 0
)
; Y ≡
(
0 −i
i 0
)
; Z ≡
(
1 0
0 −1
)
. (3.2)
The X-gate, for example, acts like a quantum NOT-gate, performing a bit flip on the input state
α|0〉+ β|1〉 → α|1〉+ β|0〉, so that the roles of |0〉 and |1〉 are interchanged. The Z-gate, on the
other hand, performs a sign flip, since it does nothing to |0〉, but flips the sign of |1〉 to give
−|1〉, therefore α|0〉+ β|1〉 → α|0〉 − β|1〉. This can be written as a circuit diagram, which is a
graphical representation of the above gates:
α|0〉+ β|1〉 X α|1〉+ β|0〉
α|0〉+ β|1〉 Z α|0〉 − β|1〉
Pauli matrices, when exponentiated, give rise to rotation operators about the xˆ-, yˆ-, zˆ-axes on
the Poincare´ sphere, and can be defined by
Rx(θ) ≡ exp−iΘX/2 = I cos θ2 − iX sin
θ
2
=
(
cos θ2 −i sin θ2
−i sin θ2 cos θ2
)
, (3.3)
and similarly for the other rotation operators Ry(θ), Rz(θ).
In circuit notation4 this becomes
X(θ) ≡ exp(−iθX/2), (3.4)
Y (θ) ≡ exp(−iθY/2), (3.5)
Z(θ) ≡ exp(−iθZ/2). (3.6)
Another important example gate5 is the Hadamard -gate (denoted H), which transforms
between the eigenstates of σz and σx. It is one of the most useful single-qubit gates in quantum
information, since it creates superposition states, turning |0〉 into (|0〉+ |1〉)/√2 = |+〉 and |1〉
into (|0〉 − |1〉)/√2 = |−〉. A Hadamard-gate can be constructed out of X- and Z-gates, such
that H = (X + Z)/
√
2. The transformation matrix reads:
H ≡ 1√
2
(
1 1
1 −1
)
(3.8)
4From here onwards we will use both the notations X(θ) and Rx(θ) to describe an rotation around the x-axis
by an angle θ and will switch between these descriptions whenever appropriate.
5For the sake of completeness, other frequently used single-qubit gates are the phase gate (denoted S) and
the pi/8 gate (denoted T ), whose corresponding matrices read
S =
 
1 0
0 i
!
; T =
 
1 0
0 eipi/4
!
. (3.7)
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α|0〉+ β|1〉 H α|+〉+ β|−〉
When visualizing the Hadamard operation on the Poincare´-sphere, it turns out that it is just
a rotation of the sphere about the yˆ-axis by 90◦, followed by a rotation about the xˆ-axis by
180◦. This gate is often encountered in quantum algorithms since it generates equally weighted
superpositions of the computational basis states. A prominent and very illustrative example is
the Deutsch algorithm [7, 19], which will be encountered in Chapter 6.
Two-qubit gates
Two-qubit gates are essential for quantum computing, since they allow individual qubits to
interact with one another, conditional on the state of one or more qubit(s). Therefore two-
qubit gates can be employed to create entanglement between previously unentangled qubits in
a controlled fashion.
One of the cornerstone two-qubit quantum logic gates is the controlled -NOT or CNOT-gate. It
acts on two input qubits, called the control and target qubit, respectively, and has the following
circuit representation:
|c〉
CNOT
|t〉
≡ •ÂÁÀ¿»¼½¾ ≡ • |c〉X |t⊕ c〉 (3.9)
The action of the gate is |c, t〉 → |c, t⊕ c〉, where ⊕ denotes addition modulo two. The top line
represents the control qubit |c〉, while the bottom line denotes the target qubit |t〉. The gate’s
action can be summarized as follows. If the control qubit is set to 0, then the target qubit is
unchanged. If the control qubit is set to 1, then the target qubit is flipped, thus resulting in
the following, so-called truth table:
|00〉 → |00〉
|01〉 → |01〉
|10〉 → |11〉
|11〉 → |10〉 (3.10)
Yet it is also possible to give a matrix representation of the CNOT, with respect to the basis
states |00〉, |01〉, |10〉 and |11〉, in that order.
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (3.11)
As we have shortly mentioned before, a CNOT-gate can be employed to create entanglement
between two initially independent particles, as was shown in [132]. Suppose we have the control
qubit in a superposition state, i.e. |+〉 = 1√
2
(|0〉 + |1〉), while the target qubit is in the state
|0〉. According to the CNOT truth table of Eqn. 3.10, we end up with the state
|+〉 H •
|+〉 ÂÁÀ¿»¼½¾
 ⇒ 1√2 (|00〉+ |11〉) = |Φ+〉, (3.12)
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which is one of the maximally entangled Bell-states, as in Eqn. 1.28. Thus, the following
circuit transforms between the Bell- and the product basis of two qubits and can therefore
effectively entangle, but also disentangle any two qubits. It is of utmost importance in quantum
computation to experimentally realize such a two-qubit gate, as has been achieved by various
research groups [133, 134, 91, 135, 136].
Further inspection reveals that the CNOT-gate is not the only two-qubit gate capable of
entangling two particles. Another very useful gate in quantum computations turns out to be
the controlled -Z-gate, or CZ-gate for short. The gate’s action in the computational basis is
specified by the following unitary matrix
CZ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 , (3.13)
it therefore changes the sign on the |11〉 element to −|11〉 which is equivalent to the application
of a Z-gate to the target qubit, hence the name. It turns out that the CZ-gate is closely related
to the CNOT. By applying additional Hadamard gates acting on the target qubit before and after
the CZ-gate, results in the same action as the CNOT,
CZ = (1 ⊗H) · CNOT · (1 ⊗H) (3.14)
This can also be seen in the circuit representation:
|c〉
CZ
|t〉
≡
•
H ÂÁÀ¿»¼½¾ H
_ _ _ _ _ _Â
Â
Â
Â
Â
Â
Â
Â_ _ _ _ _ _
≡ •
•
≡ • |c〉
Z |t〉
(3.15)
where a pair of controls (i.e dots) connected by a wire denote the controlled-Z-gate.
Therefore we can create an entangled state by initializing two separable qubits in the |+〉
state and applying the CZ-gate. In circuit notation this becomes
|+〉 H •
|+〉 ÂÁÀ¿»¼½¾
 ⇒ 1√2 (|0+〉+ |1−〉) L.U.= |Φ+〉. (3.16)
3.2 The standard quantum circuit model
The most widely used model of quantum computation at present is the quantum circuit model
— or standard model of quantum computation [131]. It is intuitively easy to understand since
it is basically a generalization of the well-known classical circuit model based on Boolean logical
operations such as AND and NOT in to the quantum regime. Of course the Boolean operations
are substituted by appropriate one- and two-qubit gates as explained in the previous Section.
The circuit model turns out to be very helpful when trying to reinterpret abstract algorithmic
concepts into physical operations. Often in the case of linear optics, the circuit model is a
synonym for the Knill, LaFlamme and Milburn (KLM) scheme of quantum computing, since
these authors showed in a much celebrated paper how the constituents of the circuit model can
be implemented with linear optical devices in a scalable manner [13].
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3.2.1 The KLM scheme
From an experimental point of view, the implementation of single-qubit gates for photonic
qubits that carry the quantum information in their polarization state is not a challenge at all.
As we have seen in Section 2.3 these operations correspond to simple polarization rotations and
can be implemented with suitable birefringent crystals such as waveplates. Because photons
do not tend to interact with the environment they have exceptionally long decoherence times.
However, this represents a serious challenge when it comes to the experimental realization of
two-qubit gates since they are based on some sort of (nonlinear) interaction between the qubits.
In principle one could harness non-linear effects in solid state materials, such as the optical Kerr
effect6, but in practice they turn out to be much too weak [95]. While it is possible to realize
any discrete unitary operation with linear optics only [114] these linear operations cannot make
two photons interact, they can only make them interfere. Therefore the unitary transformation
UL is separable in the sense that it can be written in terms of a unitary operation U over each
photon, i.e.UL = U ⊗ U , and of course a CNOT cannot be performed by these means.
As a consequence, linear-optics quantum computation (LOQC) was thought to be utterly
impossible. This however changed dramatically with a seminal work by Emanuel Knill, Ray-
mond LaFlamme and Gerard Milburn (KLM) in 2001 [13]. The authors introduce a scheme
that achieves the required non-linearity and interaction between photons in the form of auxiliary
entangled states, ancillary modes, photon counting and conditional detection. Here, conditional
detection implies that actions are performed on photons occupying different modes or particular
events are selected, conditioned on the detection of a photon in a given mode. Using these tools
it was shown that LOQC can be made near deterministic, i.e. given sufficient resources in terms
of ancilla photons/modes, the success probability of a two-qubit gate can be made arbitrarily
high. The neat fact here is that even if these auxiliary resource states can be generated only
probabilistically, the overall computation can still be deterministic. To understand this, let’s
go into some more detail:
Basically, the KLM scheme induces the effective interaction between photons by projective
measurements with photo-detectors. The difficulty with this technique is however that such
optical quantum gates turn out to be inherently probabilistic [138, 10, 139]. When some gates in
a computational circuit succeed only with a certain probability p, then the overall computation
that is based on N such gates succeeds with probability pN . For realistic and practical circuits,
N is quite large and p rather small, therefore the calculation has to be repeated on the order of
p−N times, or has to run on p−N such systems in parallel [95]. Either way, the resources (time
or circuits) scale exponentially with the number of gates — undoing the advantage that many
quantum algorithms have over classical protocols. Knill, LaFlamme and Milburn however
succeeded in taking probabilistic elements out of the actual computation by employing, and
improving upon, a clever teleportation trick invented by Gottesman and Chuang in 1999 [12].
6The Kerr effect, often also called the quadratic electro-optic effect is a change in the refractive index of a
material in response to an electric field. In the optical Kerr effect the electric field is due to the light itself.
This causes a variation in the index of refraction which is proportional to the local irradiance of the light. This
variation of the refractive index is responsible for nonlinear optical effects such as self-focusing and self-phase
modulation. This effect however only becomes significant with very intense beams, e.g. from lasers. For more
information, see [137, 95].
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Figure 3.2: The Gottesman-Chuang gate. Here |φ1〉 and |φ2〉 are the input qubits onto which
we wish to apply the two-qubit CZ-gate UCZ at the end of the circuit. The teleportation trick
can explained as follows: The input qubits |φ1〉 and |φ2〉 are teleported into the main circuits by
employing Bell-state measurements (B) and by applying corresponding Pauli-operations. At the
end of the circuit we perform the CZ-gate UCZ i.e. ψ = UCZ|φ1〉|φ2〉. Then we commute the UCZ
operation from the right to the left, through the corrective Pauli operations of the teleportation
into the shaded box. Since the CZ-gate is part of the Clifford group the commutation does not
induce any new two-qubit gates. This allows to perform the CZ-gate operation off-line, together
with the preparation of the entanglement channel for teleportation (denoted by |Φ+〉). This
total resource can be prepared off-line with a probabilistic protocol, however there are no more
probabilistic elements in the actual computational circuit. Fig. adapted from [12, 95]
This trick removes the probabilistic gate from the actual quantum circuit by including it in
the resources that can be prepared oﬄine and teleports it into the actual circuit whenever it
succeeds. This is explained in greater detail in Figure 3.2.
While this trick in principle removes all probabilistic elements in the computational circuit,
there is a problem when we try to realize it with linear optics. That is because the Bell-
state measurements that are essential to the teleportation trick can again only be performed
probabilistically, i.e. they succeed only half of the time [140]. To overcome this, KLM designed a
teleportation protocol that uses 2n additional photons and succeeds with a success probability
n/(n + 1). Since the Gottesman-Chuang gate requires two teleportation events, the success
probability of the two-qubit gate is [n/(n+ 1)]2. The more ancilla photons the more reliable
the whole computation. However, this is a very resource intensive scheme. To achieve 99%
success probability of the two-qubit gate we require already on the order of 200 ancilla photons.
The main aim, of course, is to achieve scalable LOQC, which can be done by lowering the error
probability ε below the fault-tolerant threshold, which is on the order of a few percents [141].
Failure of the two-qubit gate can also be minimized by using error correction in the quantum
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circuit, however this too is resource intense. Either way, the resource requirements for scalable
optical quantum computing — though possible theoretically – seem daunting for practical
implementations.
While several simplifications of this scheme have been proposed in recent years [142, 143,
144, 145, 146], the main crux remains — the KLM variant of the Bell measurement always has
a small error probability ε, and therefore a perfect and deterministic teleportation and with it
deterministic computation is not possible with linear optics in a realistic manner.
This believe radically changed with the advent of a new and in many ways entirely dif-
ferent model of quantum computation which is based on single-qubit measurements on highly
entangled multi-particle states [14, 15, 16]. In this specific model, quantum computation is de-
terministic even when performed with linear optics and a small number of qubits. To see how
this works we will explain this model and discuss the implementation of single- and two-qubit
gates in the following Section.
3.3 The measurement-based or “one-way” model
The measurement-based model of quantum computing is an exciting alternative approach to
LOQC since it allows to prepare the resource for the quantum computation oﬄine prior to
any logical operations. Furthermore this model has the remarkable property that all the ba-
sic dynamical operations and the evolution of quantum states are performed by non-unitary
quantum measurements — hence the name measurement-based or one-way — and still be used
to simulate arbitrary complex quantum mechanical dynamics through a set of universal gates.
Moreover it allows for deterministic quantum computing with linear optics through a process
called feed-forward. In the following we will focus on a class of measurement-based models pro-
posed by Raussendorf and Briegel [147], the so-called cluster-state model, or one-way quantum
computer.
The cluster-state model thus differs substantially from the conventional unitary model of
quantum computing and these differences have led to new insights into quantum computa-
tional complexity [148], and to dramatic simplifications in experimental proposals for quantum
computation [16, 149]. It also challenges our conventional understanding of quantum measure-
ment as a process that produces irreducible randomness and that inherently destroys quantum
coherence.
3.3.1 Introduction & simple algorithms
The very heart of measurement-based quantum computing can be summarized by the following
statement. First a sufficiently large and highly entangled resource — the cluster state —
is created; then the actual computation is performed by single-qubit measurements on these
cluster qubits and by feed-forwarding the results of the individual measurements. Since the
“hard work” of creating all the necessary entanglement can be performed oﬄine and since single-
qubit measurements are particularly easy to implement in the experiment, this constitutes a
powerful approach to quantum computing with single photons and linear optics.
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A cluster state is a network of entangled qubits and represents a universal state for quan-
tum computing. Universal means that any quantum logic operation can be carried out on
a sufficiently large and appropriately structured cluster state. These states arise when in-
dividual qubits are prepared in the superposition state |+〉 = (|0〉 + |1〉)/√2, where |0〉, |1〉
denote the computational basis states, and connected by applying a controlled-PHASE oper-
ation |j〉|k〉 → (−1)jk|j〉|k〉 with (j, k ² 0, 1) between neighboring qubits, effectively generating
entanglement, as we have already seen in Section 1.3.3.
But how can single- and two-qubit gates or even whole quantum circuits be simulated
with these cluster states? To see this, we first focus on a particular single-qubit rotation and
show how this can implemented by a simple circuit identity that is often known as one-bit
teleportation [150]. Let’s consider the following circuit diagram that describes this process7:
|ψ〉 • H FE°°° “m”
|0〉 ÂÁÀ¿»¼½¾ Zm |ψ〉
(3.17)
Here, the measurement is represented by a “meter” and it is always performed in the com-
putational basis. “m” is the outcome of this measurement and hence takes the value 0 or 1.
Depending on this value, we apply a Pauli Z (σz) operation to the other qubit. It is easy to
show that the state of this qubit is identical to the input state |ψ〉, therefore we can say it was
teleported through the circuit.
Next we translate the CNOT gate into the CZ gate, since the CZ gate also naturally occurs
in the generation of cluster states. This can be done by applying Eqn. 3.15, i.e. by adding a
Hadamard gates before and after the CNOT in the lower line. When we absorb the first Hadamard
into the state of the ancilla (|0〉 → |+〉) and the second into the teleported qubit then the circuit
becomes:
|ψ〉 • H FE°°° “m”
|+〉 • HZm |ψ〉 = XmH |ψ〉
(3.18)
Here we used the identity X = HZH. Let’s consider now we implement a single-qubit rotation
around the Z axis by an angle α to the input qubit |ψ〉 :
|ψ〉 Z(α) • H FE°°° “m”
|+〉 • XmHZ(α) |ψ〉
(3.19)
Note that now the rotation Z(α) ≡ exp(iαZ/2) also appears on the output side of the circuit.
This is analogous to remote state preparation. Since the rotation around the z-axis commutes
with the CZ gate (they are both diagonal in the computational basis), we can also write:
|ψ〉 • HZ(α) FE°°° “m”
|+〉 • XmHZ(α) |ψ〉
(3.20)
This however is remarkable because we can reinterpret this diagram as an entangled state
|Ψ〉 = CZ|ψ,+〉, followed by a single-qubit measurement on the first qubit that performs the
7Parts of the following explanation of cluster state quantum computing are based on an excellent lecture
given by P. Kok [150]
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single-qubit gate HZ(α) on the state |ψ〉 of the second qubit! Also, although we measure the
first qubit no quantum information is lost, instead it is teleported to the second qubit under
the action of a known unitary transformation X and H.
The measurement that induces this state transfer is preceded by a single-qubit rotation
followed by a Hadamard and is equivalent to a measurement along an axis given by α on the
X − Y plane of the Poincare´ sphere.
An arbitrary rotation R(θ) on the Poincare´ sphere can be implemented by concatenating
rotations around the z-axis and Hadamard gates
R(θ) = Z(γ)X(β)Z(α) = HHZ(γ)HZ(β)HZ(α) (3.21)
where X(β) ≡ exp(iβX/2) and H2 = 1 . In circuit language, this becomes
HZ(α) HZ(β) HZ(γ) H (3.22)
hence we can perform arbitrary single-qubit operations via concatenated measurements on an
sufficiently large cluster state [150]:
|ψ〉 • HZ(α) FE°°° “k”
|+〉 • • HZ(β) FE°°° “l”
|+〉 • • HZ(γ) FE°°° “m”
|+〉 • |ψout〉
(3.23)
This circuit leaves us with the output state
|ψout〉 = (XmHZ(γ)) (X lHZ(β)) (XkHZ(α)) |ψ〉 (3.24)
The operators Xk, X l, and Xm depend on the measurement outcomes, however we can get rid
of them by commuting them through the Pauli gates and Hadamards. By using the relation
ZX = −XZ it is possible to show8 that
Z(β)X = XZ(−β) , (3.25)
which allows to rewrite Eqn. 3.24 in the following circuit form
HZ(α) HZ((−1)kβ) HZ((−1)lγ) Xk Zl Xm
This therefore gives rise to an adjustment of the measurement bases depending on the previous
measurement outcomes9, a process that is generally referred to as feed-forward. It results in a
definite temporal direction in the computation hence the name “one-way model” of quantum
computing10. Note that if we restrict ourselves, instead of an arbitrary input state |ψin〉 =
8The prove goes as follows [150]: Z(β)X =
P∞
n=0

iβ
2
n
Zn
n!
X =
P∞
n=0
−iβ
2
n
XZn
n!
= XZ(−β).
9Note that every measurement depends at most on the previous measurement outcome.
10Remember that all the elements in the traditional circuit model are unitary operators, and therefore re-
versible.
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α |0〉+ β |1〉 to an input state of the form |ψin〉 = |+〉 which is intrinsic in the cluster, then an
arbitrary single-qubit operation can be accomplished by an three-qubit linear cluster state and
two measurements only (see Section 3.3.3, Fig. 3.5 and Chapter 5).
So far, we have not incorporated the feed-forward process that takes care of the actual
measurement result during the computation. It is clear from Eqn. 3.24 that the desired output
state is only obtained if the outcome of each measurement sj = 0, 1, ∀j = k, l,m is as desired,
say sj = 0. Due to the intrinsic randomness of the quantum measurement, it happens with
equal probability that the measurement yields the unwanted result s = 1. In that case, well
known Pauli-errors (σx = X ) are introduced in the computation, and can be eliminated
by adapting the measurement bases of subsequent measurements [151]. This will be discussed
in more detail and with example circuits in Chapter 5.
It is important at this point to understand that we are able to process our quantum circuit
and thereby our quantum algorithm deterministically, even though only local measurements
and classical feed-forward procedures are employed, which are well within technological reach.
The major difficulty is left to produce the highly entangled cluster state. However, since it is
prepared before the actual computation, we can generate it off-line, i.e. we can use as many
trials as we need to make sure we have succeeded with our task.
Also at this point, it makes sense to incorporate the single-qubit rotation Z(α) and the
Hadamard gate H before each measurement (c.f. Eqn. 3.20) into the actual measurement basis
B(α) by defining the following:
Bj(α) = {|α+〉, |α−〉} with |α±〉 = (|0〉 ± e−iα|1〉)/
√
2 (3.26)
where α ∈ [0, 2pi] and j denotes the qubit. These measurements perform the actual quantum
information processing, while measurements in the computational basis {|0〉j , |1〉j} have the
effect of disentangling, i.e., removing the physical qubit j from the cluster. This leaves a
smaller cluster state and thus gives the ability to shape the cluster to the specific algorithm.
Confer our discussion of cluster state properties in Section 1.3.3.
Let us now consider a two-qubit gate. For simplicity, we again first assume that the outcome
of all measurements corresponds to s = 0, thus not requiring active compensation. The following
circuit
|ψin〉a,b
|+〉 HZ(α) • HZ(γ)
|+〉 HZ(β) • HZ(δ)
|ψout〉a,b (3.27)
is a two-qubit gate that implements the computation
|ψout〉a,b =
[
HaZa(γ)⊗HbZb(δ)]Ua,bCPHASE [HaZa(α)⊗HbZb(β)] |ψin〉a,b (3.28)
The correction rules applied in Eqn. 3.24 generalize in a straight forward manner to the two-
qubit case.
Ua,bCPHASE
[
1 a ⊗Xb] = [Za ⊗Xb]Ua,bCPHASE
Ua,bCPHASE
[
1 a ⊗ Zb] = [1 a ⊗ Zb]Ua,bCPHASE (3.29)
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For an input state of |ψin〉a,b = |+〉a |+〉b the circuit generates entanglement between the logic
qubits a and b depending on the measurement settings α, β, γ and δ. Note that the CPHASE gate
between the logical qubits a and b is already inherently built into a two-dimensional cluster.
At this point it becomes important to understand that, while the actual quantum circuit
acts on and processes the logical qubits a and b, the actual measurements and read out to
implement the circuit are performed on physical qubits. This shall be discussed in more detail
in the following.
Logical vs. physical qubit
The one-way quantum computer does not perform quantum logic on the individual qubits
of the cluster state. In order to describe the computational circuit, we need to distinguish
between the physical qubits, in our case the photons and their respective polarization state,
which make up the cluster state and on which actual measurements are performed, and the
logical qubits on which the actual computation is carried out [73]. Whenever not obvious, the
latter will be denoted by the letter L in the subscript, e.g. |+〉L. It is important to note
that the entire information of the logical input state is initially stored in the multiparticle
correlations of the cluster, with the individual physical qubits being completely undefined and
therefore not carrying any information about the input at all. Single-qubit measurements on
the cluster process the encoded logical input from one qubit to another analogous to remote
state preparation and the output is finally transferred onto physical readout qubits, usually the
remaining qubits of the cluster. A specific example is given in Fig. 3.3. Interestingly, while the
entanglement between the physical qubits in general decreases as a result of the measurement
sequence, the entanglement between encoded qubits may increase [119].
3.3.2 Summary of one-way quantum computing
This concludes our introduction of the one-way model of quantum computing. At this point it
seems reasonable to again summarize the most important features of this model and give an
overview and recipe of how to perform an arbitrary computation. The list below is comple-
mented by Fig. 3.4 which gives a graphical interpretation of the summary.
Cluster state generation
• Cluster qubits are always initialized in the |+〉 state.
• All nearest neighbors are connected by applying CPHASE operations between them.
• The cluster is shaped to the specific algorithm by measurements in the computational basis
{|0〉j , |1〉j}. These measurements that have the effect of disentangling, i.e., removing the
physical qubit j from the cluster — therefore leaving a smaller cluster state.
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+
....... logical qubit
....... physical qubit
1) logical qubit gets 
     entangled with cluster
2) measurements process
     logical qubit 
3) remaining qubit
     contains output
....... measurement
Figure 3.3: The distinction between logical and physical qubits in the general scheme of one-
way quantum computation. The very left qubit denotes the logical input qubit, which is usually
prepared to be in the |ψin〉 = |+〉L. The input qubit becomes entangled with the neighboring
qubits via CPHASE operations, yielding a linear cluster state in this specific example. The input
qubit is thus encoded non-locally into the cluster state. The encoded input qubit is processed
by consecutive measurements from ”left to right”. The output of the computation is finally
left on the physical readout qubit |ψout〉L, whose state is obtained by measuring the following,
subsequent qubit in the Z-basis, or by reaching the end of the cluster [119].
Processing information on a cluster state
• Logical qubits are mediated along one-dimensional cluster chains (i.e. the horizontal lines
of the cluster).
• Measurements in basis B(α) perform a single-qubit gate of the form
Rz(α)H|ψin〉 ⇒ |ψin〉 R(α)z H |ψout〉 (3.30)
• Two-qubit gates are implemented by vertical bonds connecting the one-dimensional (hor-
izontal) cluster chains and are thus inherent in the cluster.
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horizontal lines = logical qubits
vertical links  = 2-qubit gates
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(a)
(b)
Figure 3.4: Recipe for one-way quantum computing on an arbitrary cluster state. a) Prepare
2D-cluster by initializing all qubits in |+〉 and entangle qubits by applying CZ gates to nearest
neighbors. b) Remove unwanted qubits by performing Z-basis measurements, thereby shaping
the quantum circuit. c) The actual computation proceeds via measurements in the X-Y plane
of the Poincare´ sphere and by feed-forwarding the results to adapt future measurement settings.
Finally, the output is stored on the remaining qubits and read out by single-qubit measurements.
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3.3.3 Quantum circuits with 4-qubit cluster states
Naturally one might ask at this point how feasible the one-way model is under practical,
i.e. experimental considerations. At first sight, although the processing of information is largely
simplified due to the single-qubit measurements, it seems very resource intensive, i.e. for every
gate, even single-qubit ones, we require one physical qubit. For fundamental and proof-of-
principle purposes it is interesting to know how large the cluster state resource has to be in
order to demonstrate an universal set of quantum gates in the one-way model. The answer
is quite surprising, namely it is sufficient to generate a linear cluster state of four qubits to
simulate an arbitrary single-qubit operation and one two-qubit gate [73].
While we have already learned that a four-qubit linear cluster state is sufficient to implement
an arbitrary single-qubit operation (Eqn. 3.23) it is not straightforward to see how two-qubit
gates can be realized on this one-dimensional state. After all, we have learned that two-
dimensional clusters are required for this purpose. The trick here is that a particular circuit
that is to be implemented also depends on the order of the measurements performed. To be more
precise, we can choose both qubits 2 & 3 as our logical input qubits, thereby folding the cluster
state to shape a two-dimensional horseshoe structured cluster (see Fig. 3.5). Choosing both
input qubits in the |+〉L state, the choice of measurement basis B2(α) and B3(β) determines
the output that is left on qubits 1 & 4 and also whether those become entangled or not — the
basic action of an two-qubit gate. Also, by local Hadamard rotations and by swapping (i.e.,
relabeling) the physical qubits 2 and 3 a so-called four qubit box cluster can be generated out
of the linear four-qubit cluster. An overview over the possible quantum circuits with linear
four-qubit cluster states is presented in Fig. 3.5.
3.3.4 Experimental techniques for cluster state generation
Now that we have established the relevant theory, let us focus on the experimental techniques
that can be employed to turn one-way quantum computing with photons into a reality. The
vital single-qubit measurements that process the quantum information directly translate into
polarization analysis in an arbitrary basis B(α) and has been discussed in detail previously (see
Section 2.4.1). They are easily implemented using linear polarizers or polarizing beam splitters
and do not constitute a challenge in the experiments.
Measurement based quantum computing is such an exciting alternative to conventional
model because it shifts the difficulty of performing the dynamical unitary evolution of the
quantum state during the computation to the generation of a sufficiently large cluster state.
While the procedure is clear-cut in theory, there exist at least three different and distinct
approaches in linear optical experiments that shall be briefly discussed in the following.
Realization of optical CZ-gate
The most intuitive and straightforward method to generate cluster states in the optical labora-
tory is to realize the essential two-qubit gate that is required to entangle the individual qubits
in the cluster. In recent years there have been numerous proposals [152, 153] and experimental
demonstrations of all-optical CNOT gates most notably by Pittman et al. [154, 155], O’Brien et
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al. [133] and Gasparoni et al. [134] as well as Zhao et al. [156]. More recently, specific CZ-gates
have been realized by Langford et al. [157], Hoffmann et al. [158] and Kiesel et al. [159]. Lat-
ter have also explicitly used this gate to generate four-qubit linear cluster states [74]. All of
the above schemes are probabilistic and require postselection and deterministic single-photon
sources to operate efficiently.
Making cluster states with fusion gates
The KLM-type optical quantum computing approach heavily relies on the well-known Hong-
Ou-Mandel (HOM) effect [160] in which photon bunching occurs when two indistinguishable
photons are incident on a 50:50 beamsplitter. This process generates entanglement in the photon
number states11. The same interference effect can lead to entanglement in polarization if we
replace the beamsplitter with a polarizing beamsplitter (PBS). To understand this consider two
photons impinging on a PBS such as depicted in Fig. 2.3. When we erase polarization information
in the output modes by 45◦ rotations and perform single-photon detection, we can construct so-
called fusion gates. These turn out to be extremely useful for optical quantum computing since
they effectively project onto an entangled state and can therefore be used to fuse two cluster
states. There are two types of fusion gates, aptly named type-I and type-II [161]. In type-I, only
one of the output ports is detected, while in type-II both output ports are detected. Because
of this detection, if we want to create entanglement we cannot start with single photons. The
basic building block that is to be used with fusion gates is a two-qubit cluster state or Bell state,
e.g., 1/
√
2(|H,V 〉 + |V,H〉). Since fusion gates have not been employed in our experiments I
refer the interested reader to [161, 95, 150] for more details. Experimentally, fusion gates have
been realized and employed to build three-photon cluster states in an experiment by Zhang et
al. [68].
A “straightforward” source of cluster states
The techniques discussed above are theoretically sound but already require several two-qubit
(fusion) gates to generate even moderately large clusters of 3-5 qubits. Therefore it is legitimate
to ask whether a more straightforward or direct method can be employed to circumvent many of
the stringent experimental conditions that need to be met for such a concatenation of gates to
work. As it turns out, there exists a clever method to generate four-qubit linear cluster states
directly with the help of type-II non-collinear spontaneous down-conversion [73]. In this method
that shall be explained in great detail in the following chapter the various single- and double-
pair emission amplitudes of SPDC occurring in a single crystal that is pumped in a double-pass
configuration are superposed to directly emit the four-qubit cluster into four distinct output
modes of an optical interferometer.
11For a detailed explanation and derivation of this process see e.g. [150].
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Figure 3.5: Four-qubit cluster states and the quantum circuits they can implement. For the
case of the linear clusters a) and b) consecutive measurements on the qubits (1), 2, and 3
will perform a computation as a series of one-qubit rotation gates. The encoded input state
undergoes single-qubit rotations with controllable angles and the output is left on physical
qubit 4. In contrast, the horse-shoe cluster c) and the box cluster d) perform both single-qubit
and two-qubit gates, as indicated by the respective circuits. Both single- and two-qubit gates
are essential for universal quantum computation. Note that here we have chosen the notation
Rz(α) for single-qubit rotation around the z-axis. This is equivalent to the notation Z(α) that
was previously used in this Section. We will encounter this new notation again in Section 3.3.
Details about the experimental realization of the depicted cluster states follow in the subsequent
Chapter(s). Fig. adapted from [73].
Chapter 4
Experimental all-optical one-way
quantum computing
This chapter tries to bridge the gap between the theoretical concepts we have been developing
so far and their actual experimental implementation. First I will briefly describe the basic
outline of the (optical) setup and of the relevant equipment that is being used. A simplified
scheme of the setup can be seen in Fig 4.1 and I will often refer to it in the following. Then
I will give a detailed tutorial in how to efficiently align the setup so that the desired cluster
state is produced with high quality. In the remainders of the chapter I give results on the
characterization of the experimentally generated cluster state, which has been performed using
quantum state tomography.
4.1 The cluster state setup
As already stated before, all experiments described in this Thesis require the generation of
two-, three- and four-photon cluster states where the quantum information is encoded in the
polarization state of the individual photons. The principal source for single and entangled
photons in our experiment is the process of spontaneous parametric down-conversion (SPDC).
In particular, we employ SPDC type-II in the non-collinear configuration, as already discussed
in Sections 2.1 and 2.2.1. As SPDC is a spontaneous process, we have to ensure that variations
in the creation time of the photons are smaller than their coherence time. The best way to do
so is by limiting the interaction time of the pump laser with the PDC-crystal (BBO), which
can be achieved by pulsing the pump laser (see Section 2.2.2).
In our experiments we use a laser system from the company Coherent, in particular a
10W, 532 nm solid state laser, Verdi-V10, that pumps a mode-locked Ti:sapphire laser, Mira
900F, to generate ultra-short laser pulses of 200 fs at a central wavelength of 789 nm. The Mira
produces an average output power of 2.3W cw-averaged at a repetition rate of ∼76 MHz, which
corresponds to a temporal separation of 13 ns in between subsequent pulses.
The near-infrared output of the Mira laser has to be up-converted to half the wavelength in
order to allow for parametric down-conversion in the near-infrared where commercially available
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single-photon detectors have their peak efficiency. This is done by focusing the output with a
40mm lens onto a nonlinear LBO-crystal (2mm, lithium triborate, LiB3O5), which is cut for
type-I collinear second-harmonic generation (SHG). SHG converts a fraction1 of the incident
light, resulting in approximately 1W of 394.5 nm blue light. Three subsequent dichroic mirrors2
placed at 45◦ off normal incidence, separate the residual fundamental 789 nm light from the
desired UV-light and direct the pump laser onto the SPDC-crystal (2mm BBO - βbarium-
borate). Due to imperfections of these mirrors some UV-light will still leak through, which,
together with the near-infrared, is used for spectral measurements and adjustment of the laser
system. Due to the birefringence of the LBO-crystal, the up-converted beam profile is elliptical,
which can be corrected with the help of two cylindrical lenses, mounted perpendicular to each
other. A Gaussian beam profile is essential for high-efficiency down-conversion [103, 162], and
the right geometry of the pump light at the PDC-crystal can be verified in situ by a CCD-
camera. Following the method developed by R. Kaltenbaek [163], we achieve a circular spot
with a waist of roughly 300µm at the BBO crystal.
To generate the cluster states that serve as a resource for our one-way quantum computing
experiments, we employ the “railway-cross” - scheme that was employed by our group in recent
years [164, 43, 117]. This scheme and the basic setup which was used for all experiments, is
shown in Fig. 7.3. The UV laser pulse makes two passages through a single BBO crystal which
probabilistically emits entangled pairs into the forward-oriented pair of modes, a1 & b1, and the
backward-oriented pair of modes, a2 & b2. To counter the effect of birefringence in the BBO
crystal, the polarization in each mode is rotated by 90◦ with half wave plates (HWPs) and the
photons pass through compensation crystals which erase transverse and longitudinal walk-off
(c.f. Section 2.1). Final HWPs, one for each photon pair, and the tilt of the compensation crystals
allow for the production of any of the four Bell states. These pairs are coherently combined
and overlapped at the two PBSs by adjusting the position of the retroreflecting pump mirror ∆1
as well as of an additional mirror ∆2 in mode a1— thereby realizing a complex interferometer.
The output modes of the PBS are coupled into single-mode fibers [162] that guide the photons
to the detection stage where polarization analysis and, if necessary, fast active switching of
the polarization can be implemented. Eventually, the photons are detected by single-photon
counting modules (SPCM) and their electronic output signal amplified, processed and registered
by a coincidence logic. This logic is configured and read-out by a personal computer. In the
following as we will go along I will spend more time on each of the individual components
described above.
The construction of the interferometric setup allows us to generate the required four-photon
cluster state and, in general, can produce up to four photons which are entangled either in
polarization or in in their spatial modes. To see this, consider the situation where the pump
pulse creates exactly one photon pair of the entangled state |Φ+〉 during the two passes through
the crystal.
The two possible emissions of only one single pair in either forward or backward direction
1The up-conversion efficiency in our experiment is approximately 40-45%, depending on alignment and
quality of the crystal.
2Dichroic mirrors consist of a dielectric layer which, when placed at the right angle, perfectly reflect UV-light
while most of the remaining near-infrared light is transmitted.
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Figure 4.1: Schematic drawing of the setup used to generate the four-photon linear cluster
state of Eqn. 4.5. The 200 fs UV laser pulse makes two passages through a single BBO crystal
emitting entangled pairs into the forward-oriented pair of modes, a1 & b1, and the backward-
oriented pair of modes, a2 & b2. To counter walk-off effect in the BBO crystal, half wave plates
(HWPs) and compensation crystals are used. Additional HWPs, one for each photon pair, and
the tilt of the compensation crystals allow for the production of any of the four Bell states. In
our specific configuration, they are aligned such that |Φ−〉 and |Φ+〉 states are emitted in the
forward and backward direction, respectively. These pairs are coherently combined at the two
PBSs by adjusting the position of the retroreflecting pump mirror ∆1 as well as of an additional
mirror ∆2 in mode a1. Lenses in modes a2, b2 just before the PBSs allow for mode-matching and
aid in aligning the backwards pair. The output modes of the PBS are coupled into single-mode
fibers that guide the photons to the detection stage. After proper polarization compensation
(PC) polarization analysis is performed with a QWP, HWP and PBS. Eventually, the photons are
detected by single-photon counting modules (SPCM).
58 Experimental all-optical one-way quantum computing
is approximately described by the Hamiltonian [165]
H ∝
(
a†1Hb
†
1H + a
†
1V b
†
1V
)
+ rei∆φ
(
a†2Hb
†
2H + a
†
2V b
†
2V
)
+ h.c. (4.1)
Here a†1H describes the creation operator that produces an horizontally polarized photon in the
spatial mode a1, etc. and r denotes the relative probability of emission of photons into the
modes a2 & b2 compared to modes a1 & b1. φ is the relative phase between the two emission
possibilities and can be set by the pump mirror position3 ∆1. Applying the Hamiltonian once
to the vacuum state gives rise to a single-pair production and yields
H |0〉 = (|H〉a1 |H〉b1 + |V 〉a1 |V 〉b1)+ rei∆φ2 (|H〉a2 |H〉b2 + |V 〉a2 |V 〉b2) (4.2)
which is, as expected, a superposition of a |Φ+〉 state in either way of emission direction. The
same state can be written, in a different notation, as∣∣∣Φ+hyper〉 ∝ (|a1〉 |b1〉+ rei∆φ2 |a2〉 |b2〉) (|H〉a|H〉b + |V 〉a|V 〉b) (4.3)
where |a1〉|b1〉 and |a2〉|b2〉 denote the spatial modes of the photon pair. In this notation it is
immediately clear that the photon pairs are entangled both in their polarization as well as in
their spatial modes. Such a state is commonly referred to as a two-photon four-dimensional
entangled state [165, 117, 166]. As we will see, it is of great importance to the experiments,
especially for the initial alignment.
However, we are mainly interested in the simultaneous production of four entangled photons.
The four-photon state that is produced by our source in the interferometric setup can be
obtained by applying the Hamiltonian in Eqn. 4.1 twice to the vacuum:
H2 |0〉 =
[(
a†1Hb
†
1H + a
†
1V b
†
1V
)2
+ r2ei2∆φ
(
a†2Hb
†
2H + a
†
2V b
†
2V
)2
+ 2rei∆φ
(
a†1Hb
†
1H + a
†
1V b
†
1V
)(
a†2Hb
†
2H + a
†
2V b
†
2V
)]
|0〉 (4.4)
This four-photon state obviously contains the situation where one photon occupies each spatial
mode a1, a2, b1, and b2. However, it also has components of comparable magnitude with two
photons each in the forward-oriented pair of modes, a1 & b1, or two photons each in backward-
oriented pair of modes, a2 & b2. This is a direct consequence of the quasi-thermal nature of
down-conversion: Considering two down-conversion sources, the probability that each source
emits a pair is of the same order of magnitude as the probability that one of them emits four
photons while the other does not emit any photons at all.
Usually, the latter situation which is also often called a double-pair emission is undesired
in quantum optics experiments and causes unwanted spurious detection events. However in
our scheme this emission amplitude actively contributes to the generation of the cluster state,
which is one of the advantages of our scheme.
Remember that our goal is to create a four-photon linear cluster state of the form
|ΦCluster〉 = 12 (|H〉1|H〉2|H〉3|H〉4 + |H〉1|H〉2|V 〉3|V 〉4
+ |V 〉1|V 〉2|H〉3|H〉4 − |V 〉1|V 〉2|V 〉3|V 〉4) , (4.5)
3The phase φ can be set arbitrarily with the help of a piezo positioning system that features a resolution of
25 nm.
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in the spatial output modes 1, 2, 3, 4 of the PBSs with the setup at hand. In the following we
will see how this can be achieved by clever engineering of the various SPDC emission amplitudes
that are present in our setup configuration.
The preparation of the cluster state |ΦCluster〉 is based on postselection, i.e the simultaneous
emission of four photons and the detection of one and only one photon in each of the output
modes 1, 2, 3, 4 of the PBSs (see Fig. 4.1 and [73]). The construction of the setup allows for four
photon events to come from either two entangled pairs, one forward and one backward, or from
double-pair emission into the modes a1 & b1 or a2 & b2. Remember that the PBS transmits
horizontally-polarized light and reflects vertically-polarized light.
Postselection implies that after every single PBS, in each mode one photon has to be detected.
If (a) the photons come from different input modes, both incoming photons must have the same
polarization, or (b) they must have orthogonal polarizations when entering along the same input
mode in order to be split up by the PBS (c.f. Fig. 2.3)).
If we align the SPDC source such that it produces into the forward pair of modes a |Φ−〉a1b1
state, while simultaneously emitting a |Φ+〉a2b2 state in the backwards direction, only the state
|φSP 〉 ∝ 12 (|H〉1|H〉2|H〉3|H〉4 − |V 〉1|V 〉2|V 〉3|V 〉4) , (4.6)
results in a four-photon coincidence since condition (a) has to be fulfilled.
However, with equal probability, there is the chance that a double-pair is emitted in the
forward direction, which will result in the four-mode contribution −|H〉1|H〉2|V 〉3|V 〉4 in the
output modes of the two PBS; likewise, if the a double-pair is emitted in the backward modes
a2-b2, we will end up with the four-mode contribution |V 〉1|V 〉2|H〉3|H〉4. These are actually
the two terms that appear in Eqn. 4.4 and if we fix the position of the reflection mirror ∆1 then
the amplitudes of these two four-mode contributions arrive at the two PBS simultaneously, and
are thus in a coherent superposition
|φDB〉 ∝ 12
(−|H〉1|H〉2|V 〉3|V 〉4 + ei2∆φ4 |V 〉1|V 〉2|H〉3|H〉4) . (4.7)
The total state that is emitted by our setup is a superposition of all four terms that appear
in Eqns. 4.6 and 4.7. Note that in order to produce the desired cluster state the phase of
the double-pair emission −|H〉1|H〉2|V 〉3|V 〉4 has to be shifted by pi. Fortunately this can be
done using a HWP in one mode [73], where according to a rotation by an angle Θ the state
after the PBSs evolves to − cos(2Θ)|H〉1|H〉2|V 〉3|V 〉4. Thus any HWP rotation larger than Θ =
pi/8 = 22.5◦ results in a sign flip. At the same time however, the Bell state |Φ−〉a1b1 is rotated
to |Φ−〉a1b1 → cos(Θ) |Φ−〉a1b1 + sin(Θ) |Ψ+〉a1b1 , where the amplitude of the desired state
|Φ−〉a1b1 is decreased by a factor of cos(Θ). Thanks to the intrinsic property of the PBS only
the amplitudes for the terms |H〉1|H〉2|H〉3|H〉4+ |V 〉1|V 〉2|V 〉3|V 〉4 are affected, while the Bell
state |Ψ+〉a1b1 does not contribute to any four-fold coincidence after the PBS. The HWP rotation
together with the ratio r of the relative probability of emission of photons into the forward
and backward modes allow us to match the various emission amplitudes that contribute to the
cluster state
|ΦCluster〉 = 12
(
r cos(Θ)ei∆φ2 |H〉1|H〉2|H〉3|H〉4 + cos(2Θ)|H〉1|H〉2|V 〉3|V 〉4
+ r2ei2∆φ4 |V 〉1|V 〉2|H〉3|H〉4 − r cos(Θ)ei∆φ2 |V 〉1|V 〉2|V 〉3|V 〉4
)
(4.8)
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if Θ > pi/8. That implies that r > cos(pi/4) >
√
2 in order for the amplitudes and phases to
match up. In the experiments, typical emission rates of the forward- and backwards-emitted
pair were 30000 s−1 and 10000 s−1 two-photon coincidences, respectively (r =
√
1/3). Taking
this into account a numerical optimization yields that a HWP setting of approximately 27.5◦
results in the generation of the maximally entangled cluster state in Eqn. 4.5. Note that also
the phase of the back-reflected pair ∆φ = ∆φ2 = ∆φ4 has to adjusted to a multiple of 2pi and
kept fixed during the experiment. This will be explained in the next section together with a
brief alignment tutorial.
4.1.1 Alignment tutorial
The cluster state creation is based on the superposition of all the second order emission ampli-
tudes of our SPDC process. Therefore we require quantum interference of the photons at the two
central PBSs, as described and depicted in Fig. 2.3. This interference can only take place when
the participating photons are indistinguishable in every degree of freedom. To select SPDC-
photons of equal wavelength from the down-conversion, we employ 3 nm bandwidth interference
filters. This also stretches their coherence length to approximately 700 fs (∼ 110µm), effectively
longer than the pump pulse length which renders both entangled photon pairs indistinguishable
in time, an important prerequesite for interfering photons from independent down-conversion
processes, as was pointed out in Section 2.2.2 and Ref. [106]. An increase in coherence length
is also desirable when matching the photon paths to equal length. The temporal delay between
the photons can be varied by a delay mirror ∆1 mounted on a motorized translation stage as
well as with an additional mirror ∆2 . Single-mode fiber coupling after the PBS ensures that
only photons propagating along a perfectly defined spatial mode4 are selected, therefore allow-
ing for high-fidelity interference. Also the small numerical aperture5 of a single-mode fiber in
combination with an achromatic microscope lens (f=14mm) assures that only photons within a
small angular distribution emitted along the vertices of the cones are select, resulting in a high
quality of the polarization entangled photon pairs.
Temporal overlap
To meet the condition of temporal overlap at the PBS, the two photons must arrive at their PBS
within their coherence length to allow for interference. To achieve this we apply the following
procedure [117, 166]: we first translate ∆1 in small steps to search for the position where the
two photons in b1 and b2 have traveled the same path length. When two indistinguishable
photons are incident on the beamsplitter, photon bunching also known as the two-photon
Hong-Ou-Mandel dip is observed after the PBS [160]. To ensure indistinguishability, we insert
polarizers at 45◦ into each of the modes b1 and b2 while performing polarization analysis in
both output modes 3 and 4 of the PBS in the +/− basis. The dip indicates the region of
maximum interference and we denote it by pb. Note however, that unlike in [160] here the
4The single- mode fibers only allow propagation of the Gaussian TEM00 mode and therefore serve as spatial
mode filters.
5Single-mode fibers at 790 nm have a core diameter of approximately 5µm.
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photons are emitted in a pseudo-thermal state6 [163], which results in a maximum dip visibility
of only V = 1/3. In spite of the low expected dip visibility this technique suffices in practice to
roughly find the position pb.
Analogously, we can repeat the procedure for the opposite PBS and input modes a1, b1 and
find the position pa. Generally, pa and pb will not coincide — however we can fix ∆1 at pb and
move the mirror ∆2 by a distance pb − pa to achieve simultaneous temporal overlap at both
PBSs.
After this preliminary alignment, we can fine adjust the path lengths by employing the
polarization-path entangled state from Eqn. 4.3. Therefore we remove the polarizers from the
input modes and restrict our measurements to two-fold coincidence +/− basis between the
output modes 1 and 2 (or 3 and 4). Then a coincidence7 will be produced by the two-photon
four-dimensional state
|Φhyper〉 ∝ 12
(|H〉a1 |H〉b1 + ei∆φ2 |V 〉a2 |V 〉b2) , (4.9)
which is entangled in both path and polarization8. By scanning the position of ∆1 with an
envelope-like curve can be observed for the two-fold coincidence (see Fig.4.3). Outside the
coherent region, no interference occurs since |H〉a1 |H〉b1 and |V 〉a2 |V 〉b2 are distinguishable.
The best visibility is obtained inside the coherent region, where perfect temporal overlap is
achieved. Therefore we perform fine adjustment of the position of ∆2 and repeat the scan of
∆1 until the best visibility is obtained9. (see Fig.4.3).
Next, we have to set the phase ∆φ to a multiple of 2pi to generate the desired cluster
state. For this purpose we fine scan the envelope center of Fig. 4.3, i.e the region of optimal
temporal overlap, using the piezoelectric translation stage of the pump mirror ∆1. By setting
the phase ∆φ to a position where a maximum of two-fold coincidence in |+〉1 |+〉2 between
modes 1 and 2 is observed, we ensure that φ2 equals a multiple of 2pi. At the same position we
should then observe a minimum in the two-fold coincidence |+〉3 |+〉4 between modes 3 and 4,
since we have aligned the SPDC to produce |Φ−〉a1b1 and |Φ+〉a2b2 states in the forwards and
backwards direction, respectively. This is in general not the case due to birefringent effects in
PBSs. Therefore the terms |H〉a1 |H〉b1 and |V 〉a2 |V 〉b2 accumulate a different phase φ′2 during
their passage through the PBS when they exit in the modes 3 and 4.
To compensate for this in the experiment we can introduce an additional phaseshift in the
output modes 3 and 4 [117, 166]. In practice we inserted QWPs at 0◦ which almost perfectly
compensated the unwanted phase shifts [119]. After this compensation, the two coincidence
6This is due to the fact that we can not discern whether the two photons originated both from double-pair
emission in either forward or backward direction, or whether one photon was emitted in either direction.
7This corresponds to the case where, after the pump pulse has passed through the BBO crystal twice, one
and only one entangled pair is created. This entangled photon pair is thus emitted into a superposition of the
mode pairs a1–b1 and a2–b2.
8This can intuitively be explained by following example: Analyzing in the +/− basis erases the polarization
information, therefore if we observe a coincidence it could have come from a forward-emitted pair that was
horizontally polarized or by vertically polarized pair from the backward mode. These probabilities interfere at
the PBS and give rise to the interference fringes in Fig. 4.3.
9Note that the right position of ∆1 can alternatively be found by measuring the four-fold polarization
correlation in the +/− basis. However, in the real experiment, this is very challenging due to the low four-fold
coincidence rate.
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Figure 4.2: Achieving perfect temporal overlap. First we move ∆1 and and perform a Hong-
Ou-Mandel dip scan to find the position pa where the two photons in a1 and a2 travel the same
path length (see main text for details). The left plot shows a typical experimental result of
such a scan. Note that the limited dip visibility of 30% is due to the fact that we are dealing
with a pseudo-thermal source which would lead to a maximum expected visibility of V = 1/3.
Nevertheless this suffices to roughly find the position of temporal overlap. The same procedure
is repeated for the modes b1 and b2, thereby finding pb. By fixing ∆1 at pb and moving the
mirror ∆2 by a distance pb − pa, we can thus roughly achieve temporal overlap. To fine tune
the temporal delay we scan the position of ∆1 with a step size of 1µm while measuring the
two-fold coincidences between the output modes 1 & 2, 3 & 4 in the +/− basis. The resulting
envelope-like curve for the two-fold coincidences is shown in the right plot. Fine adjustment
of the position of ∆2 and and repeated scans of ∆1 are performed until the best visibility is
achieved (∼90% in our experiment)
.
sine-curves of 1 & 2 and 3 & 4 exhibit perfect anti-synchronization (i.e. they differ by a factor
of pi), i.e. φ2 = φ′2 + pi, see Fig. 4.3.
Setting the piezo-system again to a position where a maximum of two-fold coincidences in
|+〉 |+〉 (|−〉 |−〉) is observed in modes 1 & 2 (3 & 4) achieves φ2 = φ4 ∝ 2pi and therefore leads
to the generation of the maximally entangled cluster state of Eqn. 4.5.
In order to maintain a fixed phase throughout the course of the experiments, perfect phase
stabilization on the scale of the wavelength is required. Therefore the setup was built onto
a aluminum platform to avoid sound resonance and a feedback air-condition avoids thermal
expansion of the interferometer. Furthermore a plastic housing surrounding the setup prevents
air flow [117]. During the experiments we also use the two-fold coincidences between modes 1
& 2 as a phase monitor allowing us to keep the phase stable for several hours.
Polarization compensation
Single-mode fibers offer the benefit that the photons remain in a perfectly defined spatial mode
which not only allows high-fidelity interference as discussed above but also facilitates their
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Figure 4.3: Fine scan around the region of zero delay by translating ∆1 using the piezoelectric
translation stage. After proper birefringence compensation, the two-fold coincidence curves
|+〉1 |+〉2 between modes 1 and 2, and |+〉3 |+〉4 between modes 3 and 4 exhibit perfect anti-
synchronization. By setting the piezo to a peak in the coincidences we ensure that φ2 is a
multiple of 2pi.
distribution. In our experiment we fiber-couple the photons to guide them to our analysis
and feed-forward stage. This stage consists of four polarization analyzers each consisting of
a QWP followed by a HWP and PBS whose outputs are multimode fiber-coupled to single-photon
detectors. For more details concerning the polarization analyzers see Section 2.4.1. The feed-
forward apparatus will be decribed in Chapter 5.
While the single-mode fibers come in handy for the distribution of photons, stress-induced
and, in general, randomly distributed birefringence in optical fibers leads to rotations of the
photon’s polarization during their propagation. These rotations need to be actively compen-
sated since otherwise the polarization analyzer would not perform polarization measurements
in the desired basis. For the active compensation we use so-called Polarization Controllers10,
which deliberately squeeze and twist the fibers in a controllable way such that the unwanted
rotations can be undone. The polarization controller implements a tunable wave plate via an
actuator (e.g. screw), which presses the fiber and induces birefringence. The strength of the
birefringence can be controlled by turning the screw in or out, and the axis of the birefrin-
gence is adjusted by rotating the screw mount — effectively realizing an all fiber Babinet-Soleil
compensator.
To compensate for any fiber induced polarization rotation, we proceed as follows: First
horizontally aligned polarizers are inserted into the modes 1,2,3 and 4 just after the main setup
PBSs and the polarization analyzer is prepared to project in the H/V basis (c.f. Table 2.1). Then
10We use in-line PolaRITETM-Controllers F-POL-IL manufactured by Newport.
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the polarization controllers are tuned such that all the light exits at the corresponding horizontal
port of the analyzer. However successful compensation in one basis does not automatically imply
universal polarization compensation, since any point on the Poincare´-sphere11 is defined by two
angles θ and ϕ (see Fig. 1.2). Therefore polarization compensation has to be performed for
two orthogonal bases, such as the H/V- and +/− basis. The compensation in the +/− basis is
performed independently from the H/V basis by rotating a HWP that succeeds a QWP oriented at
45◦. The HWP is rotated as long until maximum polarization contrast is achieved at the analyzers.
Employing this technique typical contrasts of 100:1 could be obtained. Since the single-mode
fibers were taped down to the optical table, upholstered by foam, the polarization compensation
turned out to be very stable and did not require readjustment during the experiments.
Detection stage
Silicon Avalanche Photo Diodes, or Si-APD for short, are most suitable for the detection of
single photons at our selected wavelength of 789 nm because of their high quantum efficiency in
this regime. In our experiment, we use Perkin Elmer Single Photon Detector Modules (SPCM
AQ4C Four Channel Counting Module) with less than 500 dark counts per second. These are
silicon avalanche photon detectors which have an overall detection efficiency of approximately
40-45%. The semiconductor silicon is operated at 20 Volts above breakdown voltage, called the
Geiger-mode, so that the energy of a single incident photon triggers a electron “avalanche”, that
is further amplified and converted to a 35 ns wide TTL pulse of 2.5 Volts (minimum) height
in a 50Ω load. There is a “dead time” of 50 ns in between pulses and the modules require a
+5 Volt power supply.
The electronic output signals of the APDs are fed into a coincidence logic were the signals
are registered and processed. The logic is capable to register and store up to 64 coincidence
patterns composed of up to 12 input signals. The coincidence window, within which two or
more incoming signals are considered to be coincident, can be varied in steps of 1.56 ns. In the
experiment we adjusted it to be less than 6 ns to ensure that photons generated in subsequent
pump pulses cannot lead to a coincidence event. Finally the logic is read-out by a personal
computer over a USB connection.
4.1.2 Summary: How to align the setup
Aligning the interferometric setup shown in Fig. 4.1 is by far not a straightforward task. Both
intersection lines of the down-conversion have to be coupled efficiently into single-mode fiber
to obtain high quality polarization entangled photon pairs while at the same the spatial and
temporal overlap at the two PBS has to be accomplished. In the following I give a brief summary
of the detailed alignment tutorial I presented above. I hope that future researchers find it helpful
in aligning the setup.
1. Provided that the laser is already mode-locking and the upconversion crystal is properly
aligned (i.e tilted) and positioned after the focusing lens, start aligning the cylindrical
11One might think of this polarization compensation procedure as trying to match the respective Poincare´-
spheres of the qubits such that they become identical.
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lenses by closely following the procedure explained in [163]. Choose the focus position
of the UV-light at the position of the backreflection mirror and aim for a circular beam
waist of approximately 2-300µm.
2. Roughly prealign the fibercouplers of the setup by shining with visible laser light in the
reverse direction onto the SPDC crystal. The right opening angle of the SPDC emission
(∼ 3◦) can be set by positioning irises in the beampath.
3. Block the backwards SPDC emission of the BBO crystal. Walk the dichroic mirrors until
some down-conversion signal is picked up by the fibercouplers. Continue walking the
mirrors or start walking all four fibercouplers.
4. Once coincidences and a good polarization contrast in H/V (∼50:1) is achieved in the
forward pair, set the Bell state (|Φ−〉) by properly rotating the additional HWP in mode a1
and tilt the compensation crystal until a good contrast in +/− basis is achieved (usually
30:1). Note that the PBS of the setup can analyze in the +/− basis when preceded by a
HWP set to an angle of pi/8.
5. Align the backwards pair by first blocking the forward emission. Then proceed by walking
both the mirrors and lenses in the backwards arm a2, b2. Do not touch the fibercouplers
as those are already aligned for the forward emission. Again set the desired Bell state
(|Φ+〉) analogously to Point 4.
6. Scan the backreflection pump mirror ∆1 to find the HOM dips in both arms a1, b1 as
well as in a2, b2. Once found, note the position of the dips (denoted by pa and pb) and
translate the mirror ∆2 by the amount pa − pb.
7. Again scan pump mirror ∆1 around the region of overlap with a step size of 1µm — the
envelope shaped curve is observed for two-fold coincidence in +/− basis in e.g.modes 1&
2. Improve visibility by fine-adjustments of ∆2 and repeated scans.
8. Compensate the additional phaseshifts of the PBS by inserting proper birefringent elements
(crystals, waveplates) in the output modes 3 and 4. Perform fine scans with the piezo-
system around the center of the envelope curve. Vary the strength of the birefringence un-
til the two coincidence sine-curves of 1 & 2 and 3 & 4 exhibit perfect anti-synchronization
(i.e. they differ by a factor of pi).
9. Perform short measurements and slightly vary Θ of the HWP in mode a1 to achieve equal
four-fold coincidences for the individual terms appearing in Eqn. 4.8. Additionally fine
tune fiber couplers to achieve equal two-fold coincidence rates in modes 1 & 2 and 3 & 4.
10. Set the correct phase for the cluster state by setting ∆1 with the piezo to a maximum of
the two-fold coincidence in +/− basis in e.g.modes 1& 2.
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4.2 Characterization of the cluster state
Once we have properly aligned the optical setup we are of course interested in the quality of
the experimentally generated state. Due to various imperfections the state will have a non-unit
fidelity, i.e. overlap, with the ideal cluster state given in Eqn. 4.5.
The most precise estimation of the fidelity can be performed by reconstructing the density
matrix of the experimental state. This is done by performing quantum state tomography, whose
theory has been explained in detail in Section 2.4.2.
4.2.1 State tomography
Since we are dealing with a four-qubit state this implies we have to base the density matrix
reconstruction on a set of 256 local measurements, i.e. all combinations of {|0〉, |1〉, |+〉, |R〉}
for the individual qubits [120]. However, since our polarization analysis stage gives access to
both outcomes of a measurement, we can break this number down to 81 measurement settings,
since we are recording both the H and V outcomes simultaneously. Therefore we are able to
record all 1296 combinations of {|0〉, |1〉; |+〉, |−〉; |R〉, |L〉}, which results in a so-called “over-
complete” state tomography [157]. This over-complete state tomography has the experimental
advantage of providing a more precise state estimation and significantly smaller error bars.
Using the maximum-likelihood technique developed in [120, 167] and discussed in Section 2.4.2
we can reconstruct the density matrix. The experimentally obtained density matrix ρ of our
cluster state has a typical fidelity of F = 〈ΦCluster|ρ|ΦCluster〉 = 0.62 ± 0.01 with the ideal
four-qubit cluster12. There are several different influences that are responsible for a non-unit
fidelity of the experimental state. Mainly, obtaining a higher fidelity is limited by higher order
SPDC emissions as well as by partial distinguishability of the photons that interfere at the PBS.
Also, phase instability during the lengthy process of state tomography and non-ideal optical
elements employed in the setup, such as the birefringence inducing PBSs decrease the fidelity
value. However, a fidelity of F = 0.62 is well-above the limit F = 0.5 for any biseparable four-
qubit state [168] and therefore demonstrates the presence of genuine four particle entanglement
in the produced state. A plot of the ideal as well as the experimental density matrix can be
found in Fig. 4.5.
4.2.2 Entanglement properties of projected states
Cluster states feature the unique property that projective measurements on at least N/2 qubits
are required to completely disentangle the cluster state, i.e. they exhibit a high entanglement
persistency Pe (see Section 1.3.2 and [15]). In the case of four qubits these measurements can
be performed on two different types of qubit pairs, depending on the measurement basis. If
we want the residual state to be maximally entangled, Z-basis measurements on either qubits
1 & 2 or 3 & 4 can be performed. Alternatively, we can perform X-basis measurements on
qubits 1 & 3, 1 & 4, 2 & 3 or 2 & 4. For demonstration purposes, we restrict ourself here
12The error bar of this result was estimated by performing a 100 run Monte Carlo simulation of the whole
state tomography analysis, with Poissonian noise added to the count statistics in each run [120].
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(a)
(b)
Figure 4.4: Density matrix plots of the four-qubit cluster state with the real (left) and imagi-
nary (right) parts of the matrix. In a) the ideal cluster state plots are shown while b) gives the
tomographic reconstructed experimental density matrix %. The experimental state exhibits the
desired characteristic correlations which show up as coherences (i.e. off-diagonal contributions)
between the main diagonal cluster terms HHHH, HHVV, VVHH and VVVV. The experimental
density matrix was reconstructed using a maximum likelihood technique based on 1296 polar-
ization projection measurements, each acquired within a time window of 500 s. The decrease
in coherence of the HHVV term is likely due to higher order pair emission which is more pro-
nounced in the forward direction of the setup as well as imperfect interference of the photons
at the PBS. Nevertheless we compute a fidelity (i.e. state overlap with the ideal cluster state)
of F = 〈ΦCluster|%|ΦCluster〉 = 0.62 ± 0.01 which is well-above the limit F = 0.5 for any
biseparable four-qubit state.
exemplarily to Z-basis measurements13. Note that in this case, only identical measurement
results (i.e. parallel polarizations) lead to the projection onto an entangled state. Particularly,
projections of qubits 1 & 2 onto |HH〉12 (|V V 〉12) result in the maximally entangled Bell state
13In Chapter 8, Fig. 8.4(b) we show the resulting density matrix when qubit 1 & 4 are measured in the X-basis.
In this case we find a state fidelity of 0.74±0.02 with the ideal, expected state |ΦC〉23 = 1/
√
2(|0,+〉+ |1,−〉)23.
68 Experimental all-optical one-way quantum computing
H
H
H
H
H
H
H
V
H
H
V
H
H
H
V
V
H
V
H
H
H
V
H
V
H
V
V
H
H
V
V
V
V
H
H
H
V
H
H
V
V
H
V
H
V
H
V
V
V
V
H
H
V
V
H
V
V
V
V
H
V
V
V
V
0
20
40
60
80
100
 
 
Fo
ur
-fo
ld
 c
oi
nc
id
en
ce
s 
[1
/5
00
s]
Correlations in ZZZZ Basis
D
D
D
D
D
D
D
A
D
D
A
D
D
D
A
A
D
A
D
D
D
A
D
A
D
A
A
D
D
A
A
A
A
D
D
D
A
D
D
A
A
D
A
D
A
D
A
A
A
A
D
D
A
A
D
A
A
A
A
D
A
A
A
A
0
10
20
30
40
50
Correlations in XXXX Basis
 
 
Fo
ur
-fo
ld
 c
oi
nc
id
en
ce
s 
[1
/5
00
s]
Figure 4.5: Experimentally observed four-fold count rates in the computational basis,
i.e.Z1Z2Z3Z4 or H/V (left plot), as well as in the +/− basis (right plot). Ideally, in the
H/V basis, only the term corresponding to HHHH, HHVV, VVHH and VVVV should be occu-
pied, with all others zero. In the +/− basis, all outcome combinations should occur with equal
probability in the ideal case (the corresponding height is denoted by the dashed black line).
The deviations from the ideal are largely due to higher-order emissions from the SPDC, which
have different effects on the various detector combinations.
|Φ+〉34 (|Φ−〉34). Likewise, if we choose the measurements to be performed on qubits 3 & 4 we
obtain |HH〉34 → |Φ+〉12 (|V V 〉34 → |Φ−〉12.
In order to analyze the residual states we perform quantum state tomography and recon-
struct the density matrices of the remaining qubit pairs after the described projective mea-
surements. This allows to determine the fidelity as well as various entanglement measures.
Two exemplary density matrices together with their respective fidelity and entanglement mea-
sures are shown in Fig. 4.6. The projected states feature a good qualitative agreement with
the ideal, expected states and hence demonstrate that our cluster state indeed possesses the
desired entanglement properties.
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Figure 4.6: Real parts of the density matrices of the residual, entangled states after Z-basis
measurements on qubits 1 & 2 and 3 & 4 of the four-qubit linear cluster state. In a) qubits
1 & 2 were measured to be in |V V 〉12 resulting in a highly entangled |Φ−〉34 Bell state. The
fidelity with the ideal, expected state is F = 84 ± 1.6% and the tangle was computed as
τ = 0.55±0.05. Similarly, in b) qubits 3 & 4 were measured to be in |HH〉34 thereby projecting
the remaining qubits onto a |Φ+〉12 Bell state. In this particular case we extract a fidelity of
F = 89.3 ± 1.3% and the tangle was computed as τ = 0.69 ± 0.05 from the reconstructed
density matrices. Furthermore, our reconstructed density matrices imply a maximum CHSH
Bell parameter [169, 170] of S=2.46±0.05 and S=2.60±0.03, for a) and b) respectively, which is
clearly above the S =2 upper limit for local realistic theories [35]. Noise on real and imaginary
parts are comparable for both matrices.
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Chapter 5
High-speed LOQC using active
feed-forward
In this chapter I will describe an experiment that, based on the recent successful demonstration
of one-way quantum computing [73] in our research group, realizes the required implementa-
tion of active feed-forward and error-correction in real time on a 4-photon cluster state. This
constitutes a proof-of-principle demonstration of deterministic quantum computing and there-
fore conceptually presents a crucial step towards realizing scalable optical quantum computing.
Also from a fundamental point of view our work shows that it is indeed possible to build a
deterministic quantum computer which uses both entanglement and the intrinsically random
measurement outcomes of quantum mechanics as an essential feature.
For the sake of a clear and self-contained presentation, I will first briefly recall the basic
concepts of quantum information processing on linear cluster states that are already found in
Section 3.3. Then I will generalize on these working principles to also account for undesired
measurement results that require feed-forward techniques to adapt subsequent measurement
settings and give explicit single- and two-qubit operations as an example. After this theoretical
introduction I will bridge the gap from theory to experiment and discuss the technical require-
ments and experimental realization of feed-forward techniques before presenting the results
showing that one-way quantum computing using fast-active feed-forward is possible with gate
times of less than 150 ns [18].
5.1 Introduction
Single qubit measurements are essential in cluster state quantum computing. The shape of
the cluster state and the nature of these measurements, i.e. the order of measurements and the
individual measurement bases determine the algorithm that is computed. The input state |ψin〉
in our demonstrations is always initialized as |+〉L. It is important to note that the entire
information of the input state is initially stored in the multi-particle correlations of the cluster,
with the individual physical qubits being completely undefined and therefore not carrying any
information about the input state. In this sense, namely that properties of individual subsys-
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tems are completely undefined, the cluster state is a maximally entangled state. Well-known
examples include 2-qubit Bell states and 3-qubit GHZ states. Single qubit measurements on
the cluster process the encoded input from one qubit to another analogous to remote state
preparation. In principle, two basic types of single-particle measurements suffice to operate
the one-way quantum computer. Measurements in the computational basis {|0〉j , |1〉j} have
the effect of disentangling, i.e., removing the physical qubit j from the cluster. This leaves a
smaller cluster state and thus gives the ability to shape the cluster to the specific algorithm.
The measurements which perform the actual quantum information processing are made in the
basis B(α) = {|α+〉, |α−〉}, where |α±〉 = (|0〉 ± e−iα|1〉)/
√
2 with α ∈ [0, 2pi]. The choice of
measurement basis determines the single-qubit rotation1, Rz(α) = exp(−iασz/2) , followed by
a Hadamard operation, H = (σx + σz)/
√
2, on the input state (σx, σy, σz, being the Pauli
matrices).
Rz(α)H|ψin〉 ⇒ |ψin〉 R(α)z H |ψout〉 (5.1)
The order and choices of these measurements determine the unitary gates that are implemented
and therefore the algorithm that is computed. Remember that logical input states are by
construction always |ψin〉 = |+〉L unless the cluster is part of a larger cluster state. Rotations
around the z-axis can be implemented through the identity HRz(α)H = Rx(α) so that two
consecutive measurements on a linear 3-qubit cluster can rotate the input state to any arbitrary
output state on the Poincare-sphere (c.f. Fig. 3.5)
Rz(α)HRz(β)H|ψin〉 = Rz(α)Rx(β)|ψin〉 ⇒ |ψin〉 R(α)z R(β)x |ψout〉. (5.2)
Up until now, we have not incorporated the actual measurement result in our analysis. Eqn. 5.1
only holds if the outcome of the measurement s is as desired, say s = 0. Due to the intrinsic
randomness of the quantum measurement, however, it happens with equal probability that
the measurement yields the unwanted result s = 1. In that case, a well known Pauli-error
(σx = X ) is introduced in the computation, so that the single measurement in basis
Bj(α) rotates the qubit to:
Rz(α)Hσx|ψin〉 ⇒ |ψin〉 R(α)z H X |ψout〉 (5.3)
As we have learned in Section 3.3.1, Eqn. 3.25 these Pauli X errors can be eliminated by
adapting the measurement bases of subsequent measurements. In the following, let us consider
the general case of a single-qubit operation by taking into account the feed-forward rules. If
we choose consecutive measurements in bases B1(α) and B2(β) on physical qubits 1 and 2 of a
3-qubit cluster, then we rotate the encoded input qubit |ψin〉 to the output state
|ψout〉 = σs2x HRz((−1)s1β)σs1x HRz(α)|ψin〉 = σs2x σs1z Rx((−1)s1β)Rz(α)|ψin〉 (5.4)
which is stored on qubit 3. The measurement outcome, si = {0, 1}, on the physical qubit i
determines the measurement basis for the succeeding qubit and indicates any introduced Pauli
errors that have to be compensated for. This idea can schematically be depicted as a circuit
1Note that the notation Rz(α) is equivalent to the notation Z(α) that was previously used in Section 3.3.
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diagram:
|ψin〉 • ?> =<89 :;B1(α) FE°°° •
|+〉 • ?> =<89 :;B2(±β) FE°°° •
|+〉 • X Z |ψout〉
Cluster Error Correction
_ _ _ _ _Â
Â
Â
Â
_ _ _ _ _
(5.5)
Single wires represent quantum channels, while double lines denote classical communication.
The circles in front of the measurement meters show the measurement basis. Note that this
circuit is almost identical to the one presented in Eqn. 3.23, however only requires a 3-qubit
cluster state. This is because here we restrict ourselves to the specific logical input state
|ψin〉 = |+〉L.
No error correction is required for the specific case where the outcomes of the first and
second qubit are s1 = s2 = 0 and hence, as expected,
|ψout〉 = Rx(β)Rz(α)|ψin〉. (5.6)
However, if the outcome of the second qubit is s1 = 1 (s2 = 0) the measurement basis of the
third qubit has to be changed from B2(β) to B2(−β) and finalized by a Pauli error correction,
i.e.σz on the output qubit, to get the desired output of the computation. This yields
|ψout〉 = σzRx(−β)Rz(α)|ψin〉 (5.7)
Similar corrections are required in the cases when the third qubit’s outcome is s2 = 1 (s1 = 0)
and hence
|ψout〉 = σzRx(β)Rz(α)|ψin〉. (5.8)
Finally, if an unwanted projection occurs to both qubits, (s1 = s2 = 1), two Pauli errors, σz
and σx, have to be compensated for on qubit 3 yielding
|ψout〉 = σxσzRx(−β)Rz(α)|ψin〉. (5.9)
This is summarized in the following table:
Outcome Outcome Basis Error
Qubit 1 Qubit 2 Adaptation Correction
s1 = 0 s2 = 0 no: B2(β) no
s1 = 0 s2 = 1 no: B2(β) σz
s1 = 1 s2 = 0 yes: B2(−β) σx
s1 = 1 s2 = 1 yes: B2(−β) σxσz
Let us now consider a two-qubit gate. For simplicity, we again first assume that the outcome
of all measurements corresponds to s = 0, thus making no active compensation necessary.
However, the correction rules developed in Eqn. 3.29 can be applied in a straight forward
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manner. If we choose to perform measurements on the physical qubits 2 and 3 of a four-
qubit linear cluster (as in Fig. 3.5) in the basis B2(α) and B3(β), we effectively implement the
following circuit
|ψin〉a,b
|+〉 • HZ(α)
|+〉 • HZ(β)
|ψout〉a,b (5.10)
which is a two-qubit gate with the output
|ψout〉a,b = HaZa(α)HbZb(β)Ua,bCPHASE |ψin〉a,b (5.11)
For an input state of |ψin〉a,b = |+〉a |+〉b the circuit generates entanglement between logic
qubits a and b. This is one of the strengths of cluster state quantum computing! Single- and
two-qubit gates can be implemented by the same resource (in this case a one-dimensional linear
cluster) by just changing the order and sequence of measurements. The CPHASE gate between
the logical qubits a and b is already inherently built into the cluster. In total, the circuit of
Eqn. 5.10 performs a CPHASE gate followed by the usual single-qubit rotations and Hadamard
gate for both qubits.
Experimentally, feed-forward can only be achieved by recording both measurement outcomes
simultaneously, si = {0, 1}. The recent photonic realization of a one-way quantum computer [73]
employed single-port polarizers, which are, although sufficient to demonstrate the working
principle, not suited for this purpose. Simultaneous recording of the measurement results can
be achieved with polarizing beamsplitters (PBSs), preceded by half- and quarter-wave plates
to chose arbitrary measurement bases. The basis of the measurements can be adapted by
employing fast-switching and low-loss electro-optical modulators (EOMs), which, depending on
the applied voltage, change the photon’s state of polarization and therefore the measurement
basis of the analyzer. Analogously, error-correction can be performed on the output qubit if
the EOMs are aligned to apply σx and σz rotations, respectively.
In an experimental implementation of this scheme, the individual photonic qubits must be
delayed just long enough so that the classical feed-forward process can be carried out, i.e.,
that an individual outcome can adapt the measurement basis for the next measurement. The
most rudimentary ”quantum memory” that can be used for such purpose is a single-mode fiber
of a specific length, which has negligible photon loss over moderate distances. Every single
feed-forward process includes detection of a photon, processing of the measurement result and
finally switching of the modulator to adapt the measurement basis in real time and/or perform-
ing error correction on the output qubit. A major advantage of optical quantum computation
is the achievable high speed of the gate operation. Various types of EOMs achieve low-loss
and high contrast switching with fidelities above 99%. Switching times are well below 100 ns
when combined with custom built drivers and such devices have successfully been implemented
in early demonstrations of feed-forward control [171, 172, 173, 174]. Currently available logic
boards and single-photon detectors have response times of around 10 ns and 30 ns, respectively,
so that feed-forward cycles of less than 150 ns seem experimentally feasible. This time-scale
corresponds to a single-mode fiber delay line of approximately 30 m. A gate time of 150-300 ns
for one computational step is about two orders of magnitude faster than achievable in other
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physical realizations of quantum computers such as in ion-traps [135] or in NMR [175].
5.2 Implementation of the feed-forward apparatus
In this Section, we will give a detailed account of the technical devices required for the imple-
mentation of the feed-forward apparatus and present the results of its characterization. While
feed-forward techniques have been previously realized in a different context [171, 172, 173, 174],
the system at hand here is optimized for quantum computation.
The feed-forward apparatus required for the demonstrations of deterministic single- and two-
qubit operations on a four-photon cluster state consist of three custom-built EOMs (to perform
the error correction) and of fast electronic logic boards and single-photon detectors. Together
they allow for gate operations on the order of 150 ns, as we will see. While the feed-forward
operations are carried out, the remaining photons are delayed in optical fibers.
The rest of this Section is structured as follows. First we describe the EOMs (i.e. Pockels
cells) and their custom-built drivers - giving details about their electronics - and the self-
designed, fast logic boards and their relevance in the feed-forward circuit. Then we present
experimental results characterizing the performances of the EOMs, in particular at the single-
photon level. Finally we discuss possible improvements of the feed-forward system before we
discuss the actual quantum computing experiment in the following Section.
5.2.1 Technical realization
In order to implement the feed-forward system, drivers for the Pockels cells are required that
are not only fast but whose characteristics are also very reproducible. Additionally, to decide
which Pockels cells to switch - depending on previous measurements outcomes - we need fast
switching logics.
Pockels cells and their high-voltage switches
The Pockels effect, being the lowest order electrically induced refractive-index changing effect,
works accurately and at comparatively low voltages (compared with Kerr cells) with short
response times (typically less than 10 ns [100]). We use commercially available Pockels cells
based on KD*P (potassium dideuterium phosphate, Cleveland Crystals Inc., type QX1020 ).
Those crystals have an aperture diameter of 9.25mm, a capacitance of 6 pF (at 1 kHz) and
a 10%-90% risetime of 0.8 ns. With such crystals the voltage required to obtain a full phase
shift of pi between the 2 principal polarizations at our working wavelength of 789 nm is about
6-7 kV. In order to apply such a voltage on a Pockels cell within just tens of nanoseconds, fast
switching electronics (drivers) as well as suitable high-voltage supplies are required.
Our Pockels cell drivers (custom-built by Bergmann Messgera¨te) include single or double
push-pull switches whose maximal repetition rates are as high as 10 and 100 kHz, respectively
(see Fig. 5.1). The push-pull devices have some restrictions imposed by their electrical circuits:
The time between an on and off event (i.e. the effective on-time) for an individual push-pull
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switch must not be much shorter than 50 ns in order to not damage the device, limiting the
minimum on-time window duration. For a double push-pull driver, there is no such restriction
since both included circuits only have to switch once each in order to get an effective on-off
cycle. After this, the switch requires a few µs to fully recharge again. Not allowing for this dead
time results in an unstable operation characteristic. Therefore, an electronic circuit (“splitter
box”) acts as a filter for the trigger signals, monitoring the aforementioned timing restrictions
for each Pockels cell driver. If a trigger occurs during the dead time, the signal will not get
routed to the driver, but instead a “veto” signal is sent to the data acquisition system. In
addition, the splitter box generates a suitable on-off scheme for the double push-pull device.
Also note that, because ion wandering effects can occur and damage the KD*P crystals if it is
operated in a continuous fashion, on-times should not exceed a few µs.
Fast switching logics
For active feed-forward applications it is necessary to perform a real-time analysis of the photon
detection events since their outcomes set the electro optical modulators acting on the remain-
ing photons [18]. A block diagram of the logical combination required to perform deterministic
single-qubit operations in one-way quantum computing is shown in Fig. 5.2. In our experimen-
tal implementation and in the following, a |0〉 state corresponds to |H〉, i.e. a horizontally polar-
ized photon, while the state |1〉 denotes |V 〉, a vertically polarized photon. Moreover, when per-
Figure 5.1: Electronic schematics of the single- (up) and double push-pull driver (down). High
voltages (HV) and Pockels cells are indicated. In order to perform an on-off cycle using a single
push-pull driver, the included switch (type Bergmann pp7d) has to be activated twice. In the
case of a double push-pull driver, both included switches (type Bergmann pp7c) have to be
switched just once.
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Figure 5.2: Overview of the switching scheme for the Pockels cells used to perform deter-
ministic single qubit preparation. Depending on the measurement outcome for photon 2 (after
successfully disentangling photon 1 from the linear cluster state), the measurement basis for
photon 3 has to be adjusted (i.e. finding a “1”-outcome in the measurement of photon 2, Pockels
cell 1 has to be activated for the third photon, cf. table in the upper-right corner). After mea-
surement of photon 3, a final error correction has to be applied on the output photon (X=σx,
Z=σz, Y=XZ=σxσz or none). σx corresponds to exchanging state |0〉 with |1〉 and vice-versa
and σz to a phase shift of pi between states |0〉 and |1〉. Pockels cell 1 is driven by a double
push-pull device, cells 2 & 3 by single push-pull devices.
forming measurements in the B(γ) = {|γ+〉 , |γ−〉} basis (defined as |γ±〉 = (|0〉± e−iγ |1〉)/
√
2),
a projection onto state |γ+〉 will be denoted as a “0”-outcome (desired outcome - no correction
necessary) while a projection onto state |γ−〉 will be denoted as a “1”-outcome (undesired out-
come - correction required). For example, if the measurement of photon 1 leads to a projection
onto |γ+〉 (thereby disentangling photon 1 from the linear four-qubit cluster [73, 18]), and find-
ing a projection for the second photon onto state |α−〉 (instead of the desired |α+〉-state), the
measurement basis of photon 3 has to be adapted, i.e. changing it from |+β〉 to |−β〉, which is
done by a σx3 operation (i.e. exchange of the state |0〉 and |1〉 of photon 3) and a combination
of waveplates (cf. Fig. 5.2). If after that, a projection of photon 3 onto state |β−〉 occurs, the
polarization of the remaining photon has to be changed by a σz4 operation (additional phase
shift of pi between states |0〉 and |1〉) followed by a σx4. The full logical functions for triggering
the Pockels cells in the experiment is given in Table 5.2.1.
Since the overall delay time is crucial, it is necessary to design a logic circuit that operates
as fast as possible. In order to realize throughput delays of less than 10 ns, we utilize the fastest
available digital logic electronics, the ECLinPSTM family. The elements have propagation delays
of about 1ns per element. Standard coincidence detection circuits based on TTL (transistor
logic) or FPGAs (field programmable gate array) only achieve a signal propagation delay of
about 100 ns. The logic circuit units provide two-fold combinations of the four input signals
A,B,C,D as (A and D), (B and C) as well as ((A and D) or (B and C)) and the OR combination
of the two-fold signals. The overall insertion delay of the units is only 7 ns. Using two units in
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Outcome Outcome Logical functions for
qubit 2 qubit 3 triggering the Pockels cells
0 @ α 0 @ β PC 1=0, PC 2=0, PC3=0
PC1=0,
0 @ α 1 @ β
PC2=(0PH2 AND 1PH3), PC3=0
PC1=1PH2, PC2=0,
1 @ α 0 @ (−β)
PC3=(1PH2 AND 0PH3)
PC1=1PH2,
PC2=(1PH2 AND 1PH3),1 @ α 1 @ (−β)
PC3=(1PH2 AND 1PH3)
Table 5.1: The logic function that actually triggers the Pockels cells 1, 2 and 3 (PC1, PC2,
PC3) is shown here. The measurement results of the photons are denoted as 0PH2, 1PH2,
respectively, for the 0 and 1 measurement outcomes of photon 2, and likewise for photon 3. In
addition, in the real experiments all logical functions are in coincidence with detection of the
previous photons 1, 2 (and 3).
combination realizes the required switching logic (see Fig. 5.2).
The circuit details of the coincidence logic are shown in Fig. 5.3, 5.4 and 5.5. The electronics
is based on positive-emitter-coupled-logic (PECL), where VCC = +5V, VTT = VCC-2V, and
every PECL output is terminated by 50 Ohm resistors into VTT. The input pulses coming
from detectors or other logic stages are TTL levels (2.5 V into 50 Ohm termination), and are
shortened with a pulse former to 1-2 ns. The internal pulse width leads to the coincidence
window of about 1 ns. The output coincidence pulses must be prolonged to about 100 ns, so
they can be suitably processed as TTL pulses by the subsequent data acquisition software.
5.2.2 Characterization of Pockels cells and their drivers
We characterized the performance of the Pockels cells and their drivers electrically by capacitive
measurements as well as optically by measuring the switching fidelity with laser light and at
the single photon level by employing a SPDC source of time-correlated photons.
High-voltage switches
Capacitive measurements have been performed by measuring the induced voltage of a probe
head placed between the electrodes of an attached Pockels cell. We use a function generator
(SRS DS345) to simultaneously trigger the Pockels cell drivers and an oscilloscope. We measured
a delay-time of approx. 47 ns, which is the time until a stable voltage is applied to the Pockels
cell (cf. Fig. 5.6). Series of capacitive measurements show a very reproducible behavior with
jitter below 2 ns.
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Figure 5.3: The input stage constitutes a TTL/PECL converter (10EL31) and a Monoflop
for pulse shaping. The Monoflop is based on a D-Flipflop (10EL31) with a feedback from the
output to the reset input with an adjustable resistor-capacitor combination. When the Flipflop
senses a positive edge, it will generate a short pulse of about 1-2 ns.
Figure 5.4: (Left) The two-fold coincidence logic (shown is the example for “A and C”).
(Right) The OR gate for one out of the four two fold logics. The circuits are based on standard
ECLinPS boolean elements.
Figure 5.5: The output stage for the coincidence signals. These must first be prolonged to a
useful pulse width, which is achieved with a Monoflop, based on a 10EL31, to generate a pulse
width of about 100 ns. This PECL-level pulse is converted to TTL levels for output and further
use in the experiment.
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Optical characterization
Straightforward optical measurements of our Pockels cells show a transmittance of more than
96 % (including AR coating) at 830 nm, for all incoming polarizations.
Contrast and reproducibility
In order to minimize imperfections in the course of the computation, high contrast and re-
producibility are essential for a feed-forward stage. Therefore we place the cell between two
orthogonal polarizers (horizontal and vertical), with the Pockels cell’s principal axis forming an
angle of 45◦ with the polarizers’ axes. Measuring with a cw-diode laser at 830 nm, we typically
achieve a contrast exceeding 500:1, where the contrast (or extinction ratio) is defined as the
light intensity measured in a certain polarization after the Pockels cell over the orthogonal
one (which was originally fed into the stage). Furthermore, we record the performance of a
Pockels cell as a function of time - indicating the temporal stability of the system. A single
push-pull switch driver is used for these measurements and the right plot of Fig. 5.6 shows 181
subsequent measurement traces recorded over 1 second. The temporal stability of succeeding
switching events also agrees with the capacitively measured ones and shows a very low jitter
of less than 2 ns. This reproducibility is not dependent on the applied voltage. By comparing
capacitive and optical measurements, we are able to infer a Pockels cell crystal response time
of less than 5 ns.
Switching fidelity for single photons
Eventually the Pockel cells have to be used at the single photon level. In order to characterize
their performance in this regime, we use a BBO type-II down-conversion setup [103, 176] (cw
pumped at 405 nm) as a source of single photons, where one of the two downconverted photons
acts as a trigger for the Pockels cell in the optical path of the other photon (see Fig. 5.7). In
order to compensate for the various electronic delays, the other photon is delayed in an optical
single mode fiber loop whose length is 35 m (approximately 175 ns). Finally the coincidence
events between the trigger event and the detection of the second photon are measured, yielding
a coincidence rate of about 600 Hz with the single count rate being approximately 20 kHz.
The switching fidelity is measured by feeding horizontal / vertical polarized photons through
the Pockels cell stage and detecting them behind the Pockels cell in the different ports of a
fiber-coupled polarizing beam-splitter (PBS) oriented in the H/V basis. The results are shown
in Fig. 5.8 and 5.9, where the coincidence count rate at each output of the PBS is plotted
versus the Pockels cell voltage. The good agreement of the measured data with sinusoidal fits
shows the linearity of the phase with the voltage being applied and the high peak switching
contrast demonstrates the good performance of these devices. The switching contrast has been
calculated as the ratio of photons detected having the polarization orthogonal to the input
polarization divided by the number of photons detected in the input polarization.
Finding similar measurement results as in Fig. 5.8 for arbitrary input polarizations shows
that the Pockels cells are capable of applying the desired phase shifts at the single photon level.
Interestingly, the achievable switching contrast is dependant on the duration of the on-time
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Figure 5.6: Left plot: Capacitive measurement (performed using a probe head, placed close to
the Pockels cell) of the voltage signal of a single push-pull switch Pockels cell driver. From this
plot we can infer a response time of ∼5 ns (the relative height of the overshooting is decreasing
with an increasing voltage applied). After a delay time of approximately 47 ns, a sufficiently
stable voltage across the Pockels cell is achieved.
Right plot: Optical measurement of the temporal stability of succeeding switching events mea-
sured with cw IR laser light at 830 nm. Laser light is fed onto a Pockels cell put in between
two crossed polarizers, with the polarizer’s axes forming an angle of 45◦ with the Pockels cell’s
principal axes. The light intensity after the second polarizer is monitored using a photodetector.
During the Pockels cell’s on-time window, light is shining onto the photodetector. Note the low
jitter (< 2 ns).
Splitter
Box
Driver
Figure 5.7: Sketch of the setup used to measure the Pockels stage switching fidelity at the
single photon level. While one photon of a downconverted photon pair acts as a trigger, the
second one is delayed in an optical fiber before being fed into a Pockels cell. Finally, coincidences
between detection events at an avalanche photo diode (APD1) and the different ports of a fiber-
coupled polarizing beam-splitter (PBS) after the Pockels cell (APD2) are measured.
window which can be seen in Fig. 5.9. The difference between both measurements in this Fig.
is the chosen on-time duration, where in both cases, the photons arrive approximately in the
middle of the on-time window. For an on-time window of 22 ns we observe a low peak contrast
of only 200:1, instead of more than 3000:1 in the case of a 46 ns on-time window (note that a
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Figure 5.8: The polarization of a horizontal input-photon is rotated by a Pockels cell. The
number of coincidence counts per second (each point corresponds to a 30 seconds average) in
the different ports of a fiber coupled PBS behind the Pockels cell are plotted in this graph as a
function of the voltage being applied. For these measurements, the on-time of the Pockels cell
is 118 ns (driven by a single push-pull device). The photons arrive approximately in the middle
of the on-time window, resulting in a peak-contrast exceeding 900:1. The coincidence data are
fitted with sinusoidal functions. Dashed: the tan2 function resulting from the coincidence fit
parameters that is theoretically expected for the contrast. Note here that tan2 is a diverging
function and therefore does not fit the experimental data well.
22 ns on-time window is only possible with a double push-pull driver). For an on-time window
duration greater than 46 ns, we find that the switching contrast always exceeds a ratio of 500:1
(up to more than 1000:1) regardless of the input polarization and the chosen driver. Because we
use three Pockels cells in our final setup, a contrast ratio of more than 500:1 for each Pockels
cell corresponds to an overall feed forward fidelity of more than 99 % ((1 − 1/500)3) in our
chosen configuration. For the final feed-forward experiment ( Section 5.3 and [18]), we choose
an on-time window duration of 46 ns for the double push-pull driver and 118 ns for the single
ones. Pockels cell 1 (cf. Fig. 5.2) has to switch at a rate of about 2 kHz while the other two
are switched at below 1 kHz. The Pockels cells are operated at a voltage of 6.3 kV. We choose
dead-times of 3.2 µs for the single push-pull drivers and 1.6 µs for the double push-pull driver.
Two photons of the four-photon cluster are delayed in optical single mode fibers having lengths
of 30 m and 60 m - allowing 150 ns for the execution of each feed-forward step. Experimentally,
we find that a single feed-forward operation takes on average 145±3 ns, where this value is
composed of the following contributions: propagation time of photons 1 and 2 in single-mode
fibres leading to detector (15 ns), delay of the single-photon detectors (35±3 ns), processing
time of the logic (7.5 ns), switching delay of the EOM driver (65 ns - this includes an offset of
the photon in the on-time window of about 18 ns - which is necessary to get a good contrast),
rise time of the Pockels cell (5 ns), and miscellaneous coaxial cables employed in the set-up
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Figure 5.9: Comparison of the EOM switching contrasts for different on-times at the single-
photon level - in this case for a horizontal input polarization. Measurements are performed
using a double push-pull driver. A much higher contrast is achievable if an on-time of 46 ns
(right graph) is chosen instead of 22 ns (left graph). Each data-point corresponds to an average
taken over 30 s and the coincidence data are fitted with sinusoidal functions. The expected
tan2 function for the contrast is shown as a dashed line.
(17.5 ns).
The ordinary single mode delay fibers that serve as storage devices for the photons are
taped down to the optical table, upholstered by foam. The polarization rotation in the fibers
is compensated by polarization controllers (see Section 4.1.1). Once aligned, the polarization
turned out to be stable and did not require readjustment during the experiment.
5.3 Feed-forward experiment and results
So far we have discussed the relevant techniques for the implementation of fast, active feed-
forward in the context of photonic quantum computing. This included a detailed description
and the characterization of fast EOMs for the active switching of the polarization state of single
photons and a description of the switching logics. We will now proceed to describe the actual
experiment in which this feed-forward system is employed on a four-photon cluster state, thus
allowing the deterministic execution of single- and two-qubit operations as well as Grover’s
search algorithm.
In our experiment the four-photon linear cluster state was produced in the interferometric
down-conversion setup that is explained in Chapter 4. Successful state generation provides us
with a linear cluster of the form,
|ΦCluster〉 = 12(|0〉1|0〉2|0〉3|0〉4 + |0〉1|0〉2|1〉3|1〉4 + |1〉1|1〉2|0〉3|0〉4 − |1〉1|1〉2|1〉3|1〉4) (5.12)
where |0〉 and |1〉 is the computational basis and, in the actual experiment, denotes hori-
zontal and vertical polarization, respectively (the subscript labels the photon). The state of
Eqn. 5.12 is equivalent to the four-qubit linear cluster |Φlin3〉 and to the horseshoe cluster
(Fig. 3.5) |Φ⊂4〉 under the local unitary operation H1 ⊗ 1 2 ⊗ 1 3 ⊗ H4 on the physical clus-
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Figure 5.10: Schematic drawing of the interferometric cluster-state preparation in (a), and
its extension ,(b), to achieve active feed-forward of the one-way quantum computation (namely,
a single-qubit rotation). An ultra-violet laser pulse passes twice through a non-linear crystal
to produce polarization-entangled photon pairs in both the forward and backward direction.
Compensators (Comp) are half-wave plates (HWP) and BBO crystals used to counter walk-
off effects in the down-conversion crystal. They are aligned such that |Φ−〉 and |Φ+〉 states
are emitted in the forward and backward direction, respectively. Taking into account the
possibility of double-pair emission and the action of the polarizing beam splitters (PBSs), the
four amplitudes of the linear cluster state can be generated with an additional HWP in mode a.
Once this is achieved, the computation proceeds by consecutive polarization measurements on
photons 1-4. Dependent on the outcomes of photons 1-3, three fast electro-optical modulators
(EOMs) are employed to implement the active feed-forward. One EOM adapts the measurement
basis of photon 3, while two EOMs, aligned for σx and σz operation, apply the error-correction
on output photon 4. Two single-mode fibres, 30m and 60m long, serve to locally delay the
photons during the detection stage, logics operation and switching/charging process of the
EOMs.
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ter state (H is the Hadamard and 1 is the Idenity operation). In the experiment, the state
creation is verified by over-complete state tomography in which the density matrix of the clus-
ter state is reconstructed from a set of 1296 local measurements using a maximum-likelihood
technique [120, 167] and all combinations of mutually unbiased basis sets for individual qubits,
i.e. {|0〉, |1〉; |+〉, |−〉; |R〉, |L〉} , where | + /−〉 = (|0〉 ± |1〉)/√2 denote ±45◦ polarization and
|L/R〉 = (|0〉 ± i|1〉)/√2 stands for right and left circular polarization. The experimentally
obtained density matrix has a fidelity of F = 〈ΦCluster|ρ|ΦCluster〉 = 0.62± 0.01 with the ideal
four-qubit cluster, which is sufficiently above the threshold of 50% to prove genuine multiparticle
entanglement [168].
Using the technical realization outlined in the previous Section, we were able to realize fast
active switching with duty cycles of less than 150 ns, which to our knowledge, is about two orders
of magnitude faster than in other physical realizations of quantum computers [177, 135, 178, 175]
(cf. Section 5.2.1).
For the active switching, we employ KD*P (potassium dideuterium phosphate) crystals
with a measured transmission greater than 96%, a half-wave voltage of 6.3 kV and a high
switching contrast2 of approximately 500:1. From the high switching contrast of 500:1, one can
infer that the total feed-forward accuracy of the three EOMs for detected photons is at least
(1−1/500)3 > 0.99. Other errors apart from photon loss, such as mode mismatch and unwanted
phase shifts at the interferometric setup only result in non-ideally prepared input cluster states.
However, the performance of the feedforward stage is unaffected by these imperfections. In
the present configuration, the custom-built EOM drivers can be operated up to 20 kHz; this
is compatible with our trigger-rate requirement, which is set by our photon pair production
rates ( 2 kHz). During recharge cycles, the EOM drivers are “disabled” for an effective dead
time of 1.6ms, which is short enough, considering our average two and four-photon production
rate (of the order of 2 kHz and 1 Hz, respectively). The overall detection efficiency of the
experiment — bearing in mind the nonideal collection of photons in single-mode fibres ( 20%),
quantum efficiency of the detectors ( 55%) and various losses in fibres, optical elements and
EOMs ( 5%) — is roughly 10% per detector, which is a standard figure in many multi-photon
down-conversion experiments.
The measurement device for an arbitrary basis consists of a quarter-wave and a half-wave
plate followed by a polarizing beam-splitter (PBS), which transmits horizontally polarized light
(”0”) and reflects vertically polarized light (”1”). Quantum computation on a cluster state is
performed by consecutive measurements on qubits 1-4. It is therefore necessary to locally delay
photons 3 and 4 if active feed-forward of measurement results is desired. While qubit 1 and
qubit 2 are measured without any delay, qubit 3 and qubit 4 are delayed in optical single-mode
fibres with lengths of 30m (150 ns) and 60m (300 ns), respectively. The active switching itself
is achieved via Pockels cells; one for qubit 3 to adapt the measurement basis, i.e. from B3(β) to
B3(−β) , and two in the channel of output-qubit 4 to correct introduced Pauli-errors, σx and
2The switching contrast is defined as the ratio of photons that are measured to obtain a well-defined polar-
ization rotation due to the operation of the EOM divided by the photons that remain in the original state due
to malfunctioning of the device. This was measured at the single photon level for various input polarizations
employing time-correlated photons emitted by a down-conversion source, triggering on one photon and thereby
rotating the polarization state of the other photon.
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Figure 5.11: Active feed-forward of two different single-qubit rotations. (a) The linear three-
qubit cluster state (obtained from our four-qubit cluster state) and the quantum circuit it
implements. The operation Rx(α) = exp(−iασx/2) can be implemented through the matrix
identity Rx(α) = HRz(α)H. (b) and (c) Fidelity of the output state with the desired state
in the case of active feed-forward and without feed-forward of measurement results. Both the
experimentally measured fidelities (red bars) and the theoretically expected, ideal fidelities (grey
bars) are given. It is immediately clear that, with feed-forward, the computation theoretically
always produces the desired outcome with certainty, even if measurement outcomes in the |α〉2,
|β〉3 basis deviate from the desired s2 = s3 = 0 event (”++”). In (b, α and β were both set to
−pi/2, resulting in the output state |Ψout〉4 = |+〉, while, in (c), the measurement angles were
set to α = pi/4 and β = pi/12. In that specific case the angles lie outside the Clifford group and
produce the complex output state |Ψout〉 = cos(pi/8)|H〉+sin(pi/8)eipi/12|V 〉. Averaged over all
possible measurement outcomes, the overlap of the measured one-qubit density matrix with the
ideal state with feed-forward is 0.84±0.08 in (b) and 0.79±0.07 in (c), respectively. Without
feed-forward, theory predicts an average fidelity of 0.5. In the experiment, we find 0.55±0.06
and 0.45±0.05, for (b) and (c), respectively.
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σz (see Fig. 5.10).
As an example, consider the general case of a three-qubit linear cluster state |Φlin3〉, such
as the one depicted in Fig. 5.11(a). This state can be obtained from our four-qubit cluster by
removing qubit 1, i.e.measuring this qubit in the computational basis for the linear cluster,
{|+〉1, |−〉1}. Consecutive measurements in bases B2(α) and B3(β) on the physical qubits 2
and 3 implement an arbitrary single-qubit rotation of the encoded input qubit |Ψin〉 = |+〉L .
These measurements rotate the encoded input qubit to the output state
|Ψout〉 = σs3x HRz((−1)s2β)σs2x HRz(α)|Ψin〉 = σs3x σs2z Rx((−1)s2β)Rz(α)|Ψin〉, (5.13)
which is stored on qubit 4. The measurement outcome, si = 0, 1, on the physical qubit i, (1)
determines the measurement basis for the succeeding qubit and (2) indicates any introduced
Pauli errors that have to be compensated for. For the specific details concerning the adapta-
tion of the measurement basis and the respective error correction on the output qubit see the
introductory part of this Chapter (Section 5.1).
Experimental results of single-qubit rotations with feed-forward are shown in Fig. 5.11,
together with the outcomes of the same computation in the case when no feed-forward is
applied. In each case the output of the single-qubit rotation is stored in qubit 4 and com-
pletely characterized by single-qubit tomography. Fig. 5.11(a) shows a schematic of the im-
plemented quantum algorithm; Fig. 5.11(b) shows the output of the computation |Ψout〉 =
Rx(−pi/2)Rz(−pi/2)|Ψin〉 = |+〉4, in the laboratory basis, with and without active feed-forward.
We find an average fidelity of 0.84±0.08 with the ideal state when active feed-forward is imple-
mented. This is a considerable improvement over the case of no feed-forward, which produces
the target state with an average fidelity of only 0.55±0.06. See the caption of Fig. 5.11 for more
detail.
In order to prove universal quantum computing we need to demonstrate single-qubit rota-
tions outside the Clifford group [11]. This special example is shown in Fig. 5.11(c), where we
perform polarization projections in the basis α = pi/4 and α = pi/12 which results in the more
complex computation |Ψout〉 = Rx(pi/4)Rz(pi/12)|Ψin〉 = cos(pi/8)|H〉 + sin(pi/8)eipi/12|V 〉 in
the error-free case. Here we find an average fidelity of 0.79±0.07 with active feed-forward, but
only 0.45±0.05 without (see Fig. 5.11). We find similar results for other measurement angles
and hence other single-qubit rotations.
It is a specific strength of the cluster-state computation that the adaptation of the measure-
ment basis, Bj(α), caused by the measurement outcome of the preceding qubit, can be carried
out without active switching when the eigenstates of the measurement basis are identical to the
eigenstates of σx, σy or σz. In that case logical feed-forward results in a reinterpretation of the
measurement outcome. Outcome ”0” would then correspond to the measurement outcome |α−〉
and ”1” to the outcome |α+〉. We demonstrate this specific feature within the two-dimensional
four-qubit cluster-states, the horse-shoe cluster, |Φ⊂4〉 , and the box cluster, |Φ¤4〉, which we
use to realize an entangling gate and an efficient implementation of Grover’s quantum search
algorithm, as follows.
Universal quantum computing requires a universal set of one- and two-qubit operations
such as the controlled-NOT (CNOT) or controlled-PHASE (CPHASE) gates which can be real-
ized using either horseshoe- or box cluster. These gates can be implemented on our linear
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Figure 5.12: Feed-Forward of the two-qubit operation |+〉1|+〉2 → 1√2 (|H〉1|+〉4+ |V 〉1|−〉4),,
with single-qubit measurements in B2(0) and B3(0) carried out on photons 2 and 3 on the
horseshoe cluster state . (a) The algorithm implemented by the horseshoe cluster. (b) The
ideal, expected density matrix, with the real part of the density matrix shown. The imaginary
components of the density matrices are zero in theory and negligible in the experiment. (c) In
the case were photon 2 and 3’s outcome was s2 = s3 = 1 instead of the desired ”00” event, the
logical feed-forward relation σx ⊗ σx has been applied by relabeling the analyzer output ports.
Fidelity and measures of entanglement of the reconstructed the state can be inferred from the
main text. In (d) we show the output of the same quantum computation when no feed-forward
is applied. The experimental density matrix in this case differs remarkably from the ideal one,
which is reflected in the low state fidelity (see main text).
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cluster by changing the order of measurements, e.g. by measuring qubits 2 and 3 and thus
transferring the two-qubit quantum state onto the remaining qubits 1 and 4. This quantum
circuit can also be written as |Ψout〉 = (σs2x ⊗σs3x )(H1⊗H2)[Rz(α)⊗Rz(β)]CPHASE|Ψin〉 where
|Ψin〉 = |+〉1|+〉2 is our encoded two-qubit input state. Note that the Pauli errors have to
be compensated for in the case where s2 = 1 and/or s3 = 1. In principle, feed-forward re-
lations in the case of two-qubit gates are more complex, as measurement errors in one ”rail”
influence the state of the qubit in another rail [151]. In particular, for polarization projec-
tions |α+〉2|β+〉3, |α+〉2|β−〉3, |α−〉2|β+〉3, |α−〉2|β−〉3, (i.e. for measurement outcomes s2 = s3 =
0; s2 = 0, s3 = 1; s2 = 1, s3 = 0; s2 = s3 = 1), the operation I1 ⊗ I4, I1 ⊗ σx4, σx1 ⊗ I4, σx1 ⊗ σx4
has to be fed-forward to the output qubits 1 and 4, respectively. In Fig. 5.11, we explicitly show
the case where both photons 2 and 3 are measured to s2 = s3 = 1 be instead of the desired
”0” outcomes s2 = s3 = 0 in the bases B2(0) and B3(0). Those ”errors” rotate the input state
|Ψin〉 = |+〉2|+〉3 to the maximally entangled output state
|Ψout〉1,4 = 1√
2
(|+〉1|V 〉4 − |−〉1|H〉4). (5.14)
However, to obtain the desired state
|Ψout〉1,4 = 1√
2
(|H〉1|+〉4 + |V 〉1|−〉4), (5.15)
the operation σx1 ⊗ σx4 has to be fed-forward on qubits 1 and 4. Density matrices of the
ideal two-qubit output state and the experimentally reconstructed state are shown in Fig. 5.11,
together with the measured output state obtained without feed-forward. We compute a state
fidelity of 0.79±0.04 for the overlap of our experimental fed-forward state with the ideal one.
The tangle [45, 179] of this output state is τ =0.42±0.09, confirming the generation of entangle-
ment between the output qubits as a result of the computation. Furthermore, our reconstructed
density matrix implies a maximum CHSH Bell parameter [170] of S=2.40±0.09, which is more
than four standard deviations above the S =2 upper limit for local realistic theories. For com-
parison, if the feed-forward relation is not applied to this specific computation, the measured
fidelity is only 0.09±0.03, in agreement with the theoretical prediction of 0 - no overlap with
the desired state.
Quantum algorithms [11, 8, 9] are fascinating applications of quantum computers. Grover’s
quantum search algorithm is considered as one of the milestone in the field of quantum comput-
ing. The algorithm can search for a single match in a database with N records in O(
√
N) steps
which is a quadratic speedup over the best known classical algorithm. Interestingly, Grover’s
quantum search algorithm [180] can be implemented on a four-qubit box cluster, such as the
one depicted in Fig. 3.5 and 5.13. It is worth mentioning that in the case of a two-bit function
(N = 4), the difference is even more dramatic since Grover’s search will find the marked entry
with certainty using only a single oracle query.
For the two-qubit algorithm, two input qubits, 1 and 2, are prepared in the state |+〉1 |+〉2,
which is a superposition of all four computational basis states, |0〉|0〉, |0〉|1〉, |1〉|0〉 and |1〉|1〉.
The algorithm itself can be separated into two basic operations. First the ”black box” labels
the correct element, which can be set by a proper choice of α and β, specifically, it tags one
of the four computational basis states |0〉|0〉, |0〉|1〉, |1〉|0〉 and |1〉|1〉 by changing its sign, e.g.
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Figure 5.13: Deterministic demonstration of Grover’s search algorithm where we chose to
tag the |0〉|0〉 entry. (a) The algorithm is implemented on a box cluster state and consists
of two distinct operations: The ”black box” tags the database element by measuring physical
qubits 2 and 3 in the bases B2,3(pi), while the quantum oracle finds the desired database entry
with certainty after a single query. Owing to intrinsic measurement randomness, however,
it happens with equal probability that other database entries become tagged. Without feed-
forward, this results in a balanced output of the oracle, as can be seen from the experimental
data in (b). Applying the feed-forward procedure leads to an unambiguous search result, so
that, on average, the oracle finds the correct outcome with a probability of 85±3%. In the case
without feed-forward, we find each possible result with equal probability of 25±2%.
|0〉|0〉 → −|0〉|0〉. Then the quantum oracle finds the labelled element with an inversion-about-
the-mean operation [8, 73] which inverts the amplitudes for each computational state about the
mean value. This process amplifies the labeled amplitude and reduces the rest. In the two-qubit
case, theory predicts that after a single application of this inversion, the computer outputs the
labeled state with unit probability.
Grover’s algorithm circuit contains extra fixed single-qubit operations, specifically a σz fol-
lowed by a Hadamard transformation, H, on each qubit before the readout in the computational
basis (c.f. Fig. 5.13). However this is equivalent to direct final readout measurements made
in the basis B1,4(pi), i.e., we can absorb these additional fixed single-qubit operations into the
readout stage. The quantum circuit implemented by the box cluster can be seen as precisely
that one required for Grover’s algorithm provided the final readout measurements are made in
B1,4(pi) on physical qubits 1 and 4.
Our demonstration of Grover’s algorithm on our four-qubit box cluster proceeds as follows.
The encoded qubits are initialized in the state |+〉1 |+〉2. By choosing the measurement angles
α and β as pipi, pi0, 0pi, and 00 we can tag the database entries |0〉|0〉, |0〉|1〉, |1〉|0〉 and |1〉|1〉,
respectively. In principle, these settings remain hidden. Incorrect measurement outcomes at
the ”black box” qubits 2 and 3, however, introduce Pauli-errors, which effectively cause a
wrong database element to be tagged. Feed-forward compensates for these errors such that the
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algorithm produces the right search result with certainty, i.e. deterministically. Remarkably, the
inversion-about-the-mean process is already hard-wired into the structure of the cluster state
and is automatically implemented. The output of the computation, including feed-forward, are
two bits identifying the marked database element. In Fig. 5.13(b), we show the experimental
results of this quantum algorithm with and without feed-forward. The difference in performance
is quite obvious, with feed-forward the right database element is identified in one query with a
probability of 85±3%, which compares favorably with the case when the feed-forward relation
is not applied, which we find to be 25±2%, just as good as with an classical random search
algorithm.
5.4 Conclusion and outlook
In summary, we have shown that in the absence of photon loss, a one-way quantum computer
with active, concatenated feed-forward would operate with high fidelity. As in all current
photonic quantum computation experiments, the input cluster state is produced conditional on
detecting all constituent photons. Because the efficiency of producing cluster states is low at
present, this is not yet scalable. However, the technique is insensitive to photon loss due to
absorption, reflection, fibre coupling and photodetector inefficiency. Thus our experiments show
that except for photon loss, the feed-forward procedure operates with a quality and speed at
present unmatched by other quantum computation methods. Conceptually, the most interesting
result of our work is that it is indeed possible to build a deterministic quantum computer that
has intrinsically random quantum measurements as its essential feature. Eventual large-scale
implementations will need significant improvement of state preparation quality and photon
detection efficiency, and reduction of photon losses. This will certainly be fostered by recent
developments of highly efficient single-photon detection methods [181, 182, 183, 184, 185] as
well as “on demand” single-photon sources [96, 186, 187, 188, 189, 190, 97, 191]. Given large
and high-fidelity cluster states as well as low photon loss and significantly improved detectors,
promising future applications of one-way quantum computers include important tasks such as
the quantum Fourier transform [59] which is at the heart of Shor’s factorizing algorithm.
The feed-forward apparatus that was developed for our experiment can easily be adapted
for the use in other existing schemes of quantum computing, both in the one-way and standard
circuit model [13, 68, 69]. Also, feed-forward techniques based on our apparatus might be used
for the construction of heralded multi-photon states, which in turn, can be utilized for the
deterministic creation of photonic cluster states. Using smaller apertures or even going into
the integrated optics regime and/or by employing different crystal types, we believe that the
overall switching operation can be improved to less than 50 ns, since the small scale results in
faster charging of the EOM driver [192]. Such improvements will certainly pave the way to
deterministic demonstrations of even more complex quantum algorithms and strengthen linear
optics as a perfect test-bed for quantum computation.
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Chapter 6
Demonstration of Deutsch’s
algorithm
In this Chapter, I will describe the first experimental demonstration of a one-way based imple-
mentation of Deutsch’s algorithm [7, 20]. It represents a simple but yet interesting instance of
the role that the inherent parallelism of quantum computation plays in the speed-up charac-
terizing quantum versions of classical problems. Using a four-qubit linear cluster state and the
all-optical setup described in previous Sections, we were able to demonstrate the algorithm in
the two-qubit version.
The chapter is structured as follows. First, a short introduction to the mathematical problem
that is at the heart of Deutsch’s algorithm is given before I describe how the required unitary
operations for various oracle settings can be implemented in the one-way quantum computer
model. Finally we present the experimental realization and corresponding results that show a
very good overall performance of the algorithm when compared with the theoretical expecta-
tions.
6.1 Introduction
First of all, let us get accustomed with the underlying problem of the Deutsch algorithm1.
Often it is translated to the following, classical situation drawn from everyday life:
Consider you were given a coin. Determining whether this coin is fair (i.e. head on one side,
tail on the other) or fake (heads or tails on both sides) requires an examination of each side
of the coin in the classical case. However, there exists an analogous procedure in the quantum
domain, the Deutsch–Jozsa algorithm [7, 19], that accomplishes this examination in a single
step.
Mathematically, the above situations translates to the question whether a function is bal-
anced or constant. To further illustrate this let us represent the four possible coins by four
Boolean functions fj with j = 1, ..., 4 that map one input bit x = 0, 1 (denoting the side of the
1The problem has first been defined by Deutsch [7] and is therefore commonly referred to as “Deutsch’s
problem”.
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coin) onto one output bit fj(x) = 0, 1 (denoting “head or tail”). There exist altogether four
such functions, which can be summarized by the following truth table
x f1(x) f2(x) f3(x) f4(x)
0 0 1 0 1
1 0 1 1 0
These functions can be divided into two groups: f1(x) = 0, f2(x) = 1 are constant functions
since they returns the same value (either 0 or 1) for all possible inputs of x, while f3(x) = x,
f3(x) = NOTx are balanced functions since they return 0 for half of the inputs and 1 for the
other half. The former represent the fake coins, while the latter stand for the fair coins. An
unknown function is characterized as constant or balanced by evaluating f(0)⊕f(1) which yields
0 (or 1) for a constant (or balanced) function (⊕ denotes addition modulo 2). This evaluation
classically requires two function calls, whereas the Deutsch–Jozsa quantum algorithm allows us
to obtain the desired information with a single evaluation of the unknown f(x). The generalized
version of Deutsch’s problem, also known as the Deutsch-Josza algorithm [19], takes an N -bit
binary input x and still allows to distinguish between the two different types of function f(x)
with only one query [19], while classically one needs to evaluate the function as many as 2N−1+1
times in some cases to obtain the desired result.
The action of the algorithm in the two-qubit version can be written as a circuit diagram [7]
|0〉x H
Uf
H FE°°°
|1〉y H H
(6.1)
where the middle operation is the “black box” (also called an oracle) representing the function
evaluation Uf : |x〉 |y〉 → |x〉 |y ⊕ f(x)〉. In the two qubit version, the algorithm implements
the oracle as a function f on a single query bit x using an input ancilla bit y. The algorithm
proceeds as follows:
The qubits in the quantum network are initialized as |0〉x and |1〉y. After the first Hadamard,
they evolve to |+〉x |−〉y, where |±〉 = (|0〉 ± |1〉)/
√
2 and {|0〉 , |1〉} is the single-qubit compu-
tational basis. To determine the effect of the function evaluation on this state, first note that,
for each x ∈ {0, 1},
|x〉 (|0〉 − |1〉) 7→ (−1)f(x) |x〉 (|0〉 − |1〉). (6.2)
Therefore, the state of the qubits after the function evaluation becomes
(1/
√
2)
[
(−1)f(0) |0〉+ (−1)f(1) |1〉
]
(|0〉 − |1〉) . (6.3)
That is, for each x the |x〉 term acquires a phase factor of (−1)f(x) which corresponds to
the eigenvalue of the state of the auxiliary qubit under the action of the operator that sends
|y〉 to |y + f(x)〉. Note that the state of the second (ancilla) qubit has not changed during
the function evaluation. However, from the state of the first (query) qubit we can infer the
properties of f(x). That is, if (1/
√
2)[(−1)f(0) |0〉+(−1)f(1) |1〉 is equal to ±(|0〉+ |1〉) = ± |+〉
then f(0) = f(1) and hence the function is constant. Analogously, if we find the query qubit
in ±(|0〉 − |1〉) = ± |−〉 then f(0) 6= f(1), i.e. the function is balanced. By measuring the
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query qubit in the {|±〉} basis, one can determine which type of function f(x) corresponds to.
This can be achieved by applying another Hadamard gate to the query qubit followed my a
measurement in the computational basis. Then |0〉 corresponds to a constant function while |1〉
indicates a balanced function and a single bit-value measurement on this qubit can distinguishes
these cases with certainty!
6.2 Experiment and results
The steadily increasing interest in topics of quantum information processing (QIP) and quan-
tum computation has stimulated considerable efforts in the realization of quantum hardware
based on various kinds of experimental settings. These efforts have resulted in the realization
of promising one and two-qubit logical gates [11, 95], even though the networking of these basic
building blocks is still far from being practical. Nevertheless, investigations in this direction,
both at the experimental and theoretical level are vital for the advancement of QIP. The ulti-
mate aim is the realization of multi-qubit quantum algorithms with the ability to outperform
their classical analogues [11, 8, 9]. In this context, the implementation of few-qubit quantum al-
gorithms represents a step forward in the construction of working processors based on quantum
technology [85, 86, 87, 193, 194, 195, 69].
Here we report the first experimental demonstration of a one-way based implementation of
Deutsch’s algorithm [7]. We have used an all-optical setup, where the construction of cluster
states has been successfully demonstrated [73, 18, 159, 68, 69]. Negligible decoherence rates
affecting qubits embodied by photonic degrees of freedom ensure the performance of the protocol
in a virtually noise-free setting. Although Deutsch’s algorithm has been implemented in a linear
optical setup before [196], our protocol represents its first realization in the context of one-way
quantum computation. It is based on the use of an entangled resource locally equivalent to
the cluster state used previously for performing a two-qubit search algorithm [73], thereby
reinforcing the idea of the high flexibility of cluster resources. We show that four qubits in a
linear cluster configuration are sufficient to realize all the possible configurations of a function
acting on a logical two-qubit register. Two of the possible configurations are the result of an
application of an entangling gate to the elements of the register. In principle, this gate can
be realized by inducing an interaction between the photonic qubits. In our cluster state-based
approach, the required entangling operations are realized by using the entanglement present
in the cluster resource and the nonlinearity induced by the detection. There is no necessity
for engineering it in a case by case basis [196], which is a very important advantage. The
reconstructed density matrix of the logical output qubits shows excellent performance of the
algorithm in our setup when compared with the ideal, expected outcome.
The action of the oracle in Deutsch’s algorithm is either preset or dictated by the outcome of
another algorithm. In order to implement all possible configurations that the oracle might take
in the two qubit version, we must be able to construct them using a combination of quantum
gates. In Fig. 6.1 we show all possible oracles in terms of their quantum network. By describing
the oracle simply as a “black box”, it is easy to see that all four black boxes given in Fig. 6.1
by BB(i)-(iv) implement their respective oracle operation. In order to carry out Deutsch’s
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Figure 6.1: Network diagrams for each black box (BB) operation in Deutsch’s algorithm.
In order to implement all possible configurations that the oracle might take in the two qubit
version, we must be able to construct them using a combination of quantum gates. Here we have
BB(i)=1 ⊗ 1 , BB(ii)=1 ⊗ σx, BB(iii)=CNOT and BB(iv)=(1 ⊗ σx)CNOT, where CNOT denotes
a Controlled-NOT gate.
algorithm using these quantum gates, we use a cluster state resource and carry out one-way
quantum computation on it. This allows the implementation of the algorithm by performing a
correct program of measurements. No adjustment to the experimental setup is necessary.
Given a cluster state, there are two types of single-qubit measurements that allow a one-
way quantum computer to operate. First, by measuring a qubit j in the computational basis
{|0〉j , |1〉j} it can be disentangled and removed from the cluster, leaving a smaller cluster state
of the remaining qubits. Second, in order to perform actual QIP, qubits must be measured in
the basis Bj(α) = {|α+〉j , |α−〉j}, where |α±〉j = (|0〉 ± eiα |1〉)j/
√
2 (α ∈ R). Choosing the
measurement basis determines the rotation Rz(α) = exp(−iασz/2), followed by a Hadamard
operation H = (σx+σz)/
√
2 being simulated on an encoded logical qubit in the cluster residing
on qubit j (σx,y,z are the Pauli matrices). With a large enough cluster, any quantum logic
operation can be performed with a proper choice for the Bj(α)’s.
For the entangled resource, in an ideal case, the following four-photon state is produced by
means of the set-up shown in Fig. 6.3(a)
|Φc〉 = 12(|0000〉+ |0011〉+ |1100〉 − |1111〉)1234 (6.4)
Demonstration of Deutsch’s algorithm 97
Figure 6.2: Sketch of the cluster-state configuration used for the algorithm. Qubit 1 embodies
the logical input for |x〉 and its output. Qubit 4 is the logical input for |y〉 with qubit 3 as its
output, which is always found to be |−〉3.
with |0〉j (|1〉j) embodied by the horizontal (vertical) polarization state of one photon populating
a spatial mode j = 1, .., 4. The preparation of the resource relies on postselection: a four-photon
coincidence event at the detectors facing each spatial mode witnesses the preparation of the
state. This state is locally equivalent to a four-qubit linear cluster state (the required local
operation being H1⊗ 1 2⊗ 1 3⊗H4). The experimentally produced state % is verified by means
of a maximum-likelihood technique for tomographic reconstruction [120, 167] performed over
a set of 1296 local measurements, each acquired within a time-window of 500 s. This provides
useful information about the overall quality of the experimental state on which the algorithm is
performed. We have used all the possible combinations of the elements of the mutually unbiased
single-qubit basis {|0〉 , |1〉 , |+〉 , |−〉 , |R〉 , |L〉}j with |±〉j embodied by the polarization state
at ±45◦ and |L/R〉j = (|0〉 ± i |1〉)j/
√
2 corresponding to left and right-circularly polarized
photons. This over-complete state tomography has the experimental advantage of providing a
more precise state estimation and significantly smaller error bars. The reconstructed density
matrix of % is shown in Fig. 6.3(c) & (d) and has a fidelity with the ideal state in Eqn. 6.4 of
F = 〈Φc|%|Φc〉 = 0.62±0.01. The error bar of this result was estimated by performing a 100 run
Monte Carlo simulation of the whole state tomography analysis, with Poissonian noise added
to the count statistics in each run [120, 167]. Obtaining a higher fidelity is mainly limited by
higher order pair emission and phase instability during the lengthy process of state tomography
as well as due to non-ideal optical elements employed in the setup. However, it is well-above
the limit F = 0.5 for any biseparable four-qubit state [168] and demonstrates the presence of
genuine four particle entanglement in the produced state.
In order to perform Deutsch’s algorithm on the cluster resource given in Eqn. 6.4, we have
used a specific set of measurement bases for the qubits in each black box case. In Table 6.1 we
provide these measurement basis sets (BBc) and feed-forward operations used to carry out the
black boxes on |Φc〉 and also its locally equivalent (LE) cluster state (BB basis sets). As BB(ii)
and BB(iv) are obtained from BB(i) and BB(iii) by using alternative feed-forward operations
(which correspond to adaptive measurements on the output qubits [18]), in what follows we
explicitly describe BB(i) and BB(iii). Fig. 6.2 shows the in-out logical states of the algorithm,
where the logical input state corresponding to |x〉 = |+〉 is encoded on qubit 1. The state
|y〉 = |−〉 will be encoded on qubit 3 by measuring qubit 4 in the B4(pi) basis during the
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Figure 6.3: (a): Setup for the experimental implementation of Deutsch’s algorithm. An
ultraviolet pump-laser performs two passages through a nonlinear Beta-Barium-Borate crystal
(BBO) aligned to produce entangled photon pairs of the form (|00〉 − |11〉)ab/
√
2 and (|00〉 +
|11〉)cd/
√
2. Compensators (Comp) are half-wave plates (HWP) and BBO crystals used in order
to counteract walk-off effects at the BBO. By considering the possibility of obtaining a double-
pair emission into the same pair of modes and the action of the polarizing-beam splitters
(PBS’s), the four terms entering Eqn. 6.4 are obtained and their amplitudes and respective
signs adjusted [73] with an additional HWP in mode a. The algorithm is executed by using
quarter-wave plates (QWPs), HWP’s, PBS’s and photocounter pairs {Dj ,Dj′} for the performance
of polarization measurements in arbitrary bases of the photons in mode j. (b) & (c): Real and
Imaginary plots respectively of the tomographic reconstructed experimental density matrix %.
implementation of the algorithm (described next). This gives
|x〉 |y〉 ≡ (1 ⊗Rz(pi)) |+〉 |+〉 . (6.5)
Qubit 2 in the LE cluster state of Eqn. 6.4 plays the pivotal role of the oracle as it performs
a two-qubit quantum gate on the logical input states |x〉 and |y〉. For BB(i), measuring qubit
2 in the computational basis disentangles it from the cluster and the LE state of Eqn. 6.4 is
transformed into
|±〉1 (1/
√
2)(|0〉 |+〉 ± |1〉 |−〉)34 (6.6)
with + (−) for outcome |0〉2 (|1〉2). The effective operation performed by this choice of the
oracle’s measurement basis is 1 ⊗ 1 . By including the H operation applied to the input state
|y〉 from the measurement of qubit 4, the overall computation results in
(1 ⊗ 1 )(1 ⊗HRz(pi)) |+〉 |+〉 (6.7)
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Measurement basis
BB(i) {B1(0), {|0〉2 , |1〉2}, {|0〉3 , |1〉3}, B4(pi)}
BBc(i) {{|0〉1 , |1〉1}, {|0〉2 , |1〉2}, {|0〉3 , |1〉3}, {|1〉4 , |0〉4}}
BB(iii) {B1(pi/2), B2(pi/2), {|0〉3 , |1〉3}, B4(pi)}
BBc(iii) {B1(3pi/2), B2(pi/2), {|0〉3 , |1〉3}, {|1〉4 , |0〉4}}
Table 6.1: Measurement bases for the black boxes in the experiment. The feed-forward
operations are (σs2x )1(σ
s4
x )3 for BBc(i) and (σ
s2⊕s4
z )1(σ
s4
x )3 for BBc(iii). Here, sj is 0 (1) if the
measurement outcome is |α+〉j (|α−〉j) on qubit j.
which is equivalent to
|x〉 |y ⊕ f(x)〉 = (1 ⊗ 1 ) |+〉 |−〉 (6.8)
up to a local rotation H on physical qubit 3, applied at the feed-forward stage. Qubits 1 and
3 can now be taken as the output |x〉 |y ⊕ f(x)〉. For BB(iii), upon measuring qubit 2 in the
B2(pi/2) basis, the oracle applies the gate
[Rz(pi/2)⊗Rz(pi/2)]CPHASE |x〉 |y〉 , (6.9)
where CPHASE shifts the relative phase of the state |1〉 |1〉 by pi. This produces the computation
|x〉 |y ⊕ f(x)〉 = CNOT |+〉 |−〉 ≡ [Rz(pi/2)⊗Rz(pi/2)] CPHASE [1 ⊗HRz(pi)] |+〉 |+〉 (6.10)
up to local rotations Rz(−pi/2) ⊗H Rz(−pi/2) on qubits 1 and 3, applied at the feed-forward
stage. The measurements and outcomes of qubits 1, 3 and 4 constitute the algorithm. The
additions to the feedforward stages described above, together with the measurement of qubit 2
should be viewed as being carried out entirely by the oracle.
The results of our experimental demonstration are shown in Fig. 6.4, where we provide a
full characterization of the output state of our quantum computer by repeating the algorithm a
large number of times. A single run of the algorithm (measuring the output qubit 1 in a specific
basis only once) is sufficient in our setup to carry out the quantum computation with success
rates as large as 90% (78%) for BB(i) (BB(iii)). However, repeating it several times allows us
to verify the density matrix for the quantum state of the output qubits 1 and 3 reconstructed
through a maximum likelihood technique [120, 167]. Although only the logical state residing on
qubit 1 provides the outcome of the algorithm, it is useful for the purposes of characterizing the
performance of the quantum computer to also determine the state residing on qubit 3. Ideally,
the joint state of qubits 1 and 3 should be the product state |x〉 |y ⊕ f(x)〉. By obtaining
both correct logical output states in our setup, we can confirm that the algorithm will run
correctly if it is included as part of a larger algorithm. Fig. 6.4 shows the density matrices for
BB(i) and BB(iii) being implemented. Both the no-feed-forward (no-FF) and feed-forward (FF)
situations are shown on the left and right hand sides respectively. In the latter case, the state
of the output qubits is corrected from the randomness of the measurements performed on the
physical qubits 2 and 4. From the analysis performed in the previous Section, we know that the
expected outcome from a single run, when a constant (balanced) function is applied is |+,−〉13
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Figure 6.4: The output density matrices for cluster qubits 1 and 3 when BB(i) and BB(iii) are
implemented. Panels (a) and (c) show the real parts of the two-qubit density matrix elements
as obtained from a maximum likelihood reconstruction for the no-FF cases of BB(i) and BB(iii)
respectively. Panels (b) and (d) show the corresponding plots for the FF case, due to the
randomness of measurement outcomes for qubits 2 and 4. In all four cases the imaginary parts
are zero in theory and negligible in the experiment (average values < 0.02).
(|−,−〉13). Evidently, the reconstructed density matrices, both in the FF and no-FF cases,
show a very good overall performance of the algorithm when compared with the theoretical
expectations. The real parts are dominated by the correct matrix elements, while no significant
imaginary parts are found. Quantitatively, the fidelity with the desired state in the case of a
constant (balanced) function is found to be as large as 0.90± 0.01 (0.78± 0.01) for the FF case
and 0.82± 0.01 (0.63± 0.01) for the no-FF one.
Moreover, no entanglement is found in any of the joint output states, as witnessed by the
negativity of partial transposition criterion [197, 170]. The small admixture of the undesired
|+,−〉13 to the expected |−,−〉13 state when a balanced function is applied (Fig. 6.4(c)) is due
to the relatively low fidelity of the experimental cluster state with Eqn. 6.4. This effect is more
pronounced for BB(iii) than for BB(i), where the measurement basis of qubit 2 is chosen to
break the channel between |x〉 and |y〉, and results in a protocol-dependent noise-inheritance
effect for imperfect cluster states (see Tame et al. in [198]).
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6.3 Conclusion
We have designed, demonstrated and characterized the performance of the first experimental
realization of Deutsch’s algorithm on a cluster state using only four qubits. Our experiment
is based on an all-optical setup where we encode the relevant quantum information into the
polarization states of four photons and our demonstration is one of the few quantum algorithms
entirely implemented within the framework of the one-way computational model [73, 199]. The
agreement between the experimental data and theory is excellent and only limited by the overall
quality of the entangled resource in the experiment. Realizations of the Deutsch-Jozsa algorithm
with more than two qubits only require a larger cluster state and their demonstration should be
feasible with ongoing improvements in state preparation quality and photon detection efficiency.
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Chapter 7
Realization of a quantum game
In this chapter I will describe an experiment that shows how to simulate or “play” an instance
of a quantum game — the so-called Prisoner’s dilemma — on our one-way quantum computer.
Playing such a game is essentially the execution of a quantum algorithm made up of a distinct
set of one- and two-qubit gates. This allows the individual players to increase their strategy
space, as they can also choose between superposition of classical input states while their choices
get entangled. Evaluating the payoff function of this game for different strategy sets, we were
able to show that the so-called ”dilemma”, that occurs in the classical version of this game, can
be resolved in the quantum domain.
The subsequent parts of this Chapter are structured as follows. A brief explanation of the
Prisoner’s dilemma in the classical as well as in the quantum domain is given in Section 7.1
followed by a succinct introduction into the paradigm of one-way quantum computing and the
formulation of the game in its context. In the remaining parts we describe our experimental
demonstration as well as the results of our investigation. We find good agreement between the
experimentally measured and expected payoff values for various strategy sets which allowed us
to “solve” the Prisoner’s dilemma.
7.1 Introduction and motivation
In the past, classical game theory has been extensively used to study problems such as stock
market development, human as well as animal behavior or even the evolution of viruses at
the microbiological level [22, 21, 200]. Quantum versions [201, 23, 202] of existing games offer
additional strategies to the players - and resolve dilemmas that occur in the classical versions.
As it is possible to recast any algorithm (classical or quantum) as a game characterized by
strategies and rules, it is reasonable to believe that the quantum mechanical formulation of
existing games can also be helpful in gathering a deeper understanding of quantum algorithms
and quantum information processing. It has even been argued that performing experiments in
physics can be viewed as simply playing a “game” against nature in which the observer tries
to maximize the information obtained from the system under consideration. Eventually, such
studies may even shed light on the great divide between classical and quantum physics [203].
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The Prisoner’s dilemma is a widely known example in classical game theory. It is a two
players non-zero sum game where the players may benefit from unknowing cooperation. Due
to the interesting nature of the game and the fact that communication is forbidden, defection
turns out to be the unilateral best strategy, making it a Nash-equilibrium [22]. The dilemma
arises because this strategy does not provide both players with the collective best payoff (which
would be cooperation). However, extending the game into the quantum domain resolves the
dilemma, as was first pointed out by Eisert et al. [23]. In the quantum version of the game,
entanglement introduces some sort of cooperativity between the players and changes the Nash-
equilibrium, so that the collective best choice for both players and the best individual choices
are equal.
The quantum version of the Prisoner’s dilemma has recently been experimentally demon-
strated using a nuclear magnetic resonance (NMR) quantum computer [204]. Here we present
the first optical implementation within the one-way model of quantum computation. By em-
ploying an all-optical system where the qubits are encoded in the polarization degree of freedom
of the photons, the quantum states are subject to negligible decoherence and can easily be dis-
tributed among distant players. Moreover, in stark contrast to NMR quantum computing [84],
in an all-optical implementation the observed entanglement can always be described as pure
- and since the introduction of entanglement gives rise to the interesting features of quantum
games we consider it important to report on an experimental realization which is free of any
ambiguity in this respect.
Our implementation of the quantum version of the Prisoner’s dilemma follows a recent
proposal [199] which uses optical cluster states to realize the quantum game’s circuit. Since
cluster states are the resource states for one-way quantum computing [15, 16, 14, 205], our
demonstration is equivalent to playing the game on a quantum computer. The choice of a
photonic system guarantees the externally-controlled implementation of the player’s strategy
to a high degree. Additionally, the underlying principles of one-way quantum computing along
with demonstrations of simple quantum algorithms [73, 18, 20] as well as the generation of
cluster states [159, 68, 69] have recently been successfully demonstrated using linear optics.
7.1.1 The Prisoner’s dilemma
The Prisoner’s dilemma is a non zero-sum two players game. In the classical version, each
player j ∈ {A,B} independently chooses a strategy sj which is a binary choice sj ∈ {d, c} .
The choices are sent to a supervising referee who computes the payoff of each player $j(sA, sB)
according to a payoff table. Since both players aim to maximize their individual payoff, the
game is known to have a non-cooperative and selfish character.
The payoff table for player A is shown in Table 7.1 and as it is a symmetric game, player
B’s payoffs are given by the transposed table. With the strategy profile (d, d) neither player can
increase his/her individual payoff regardless of the opposition, making it a Nash equilibrium [22].
However the cooperative profile s = (c, c) is Pareto-optimal [21] since no player can increase
their payoff by changing strategy, without reducing the payoff of the opponent. Classically,
the dilemma arises since (d, d) is a dominant profile (rational reasoning causes both players to
choose this strategy) but the associated payoff is not the overall best available to them.
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A\B c d
c $A(c, c) = 3 $A(c, d) = 0
d $A(d, c) = 5 $A(d, d) = 1
Table 7.1: Payoff table of player A for the classical Prisoner’s dilemma. Since this is a
symmetric game, player B’s payoffs are given by the transposed table.
In the quantum version of this game, however, this dilemma can be solved. Introducing
entanglement provides both players with the ability to cooperate and therefore with an increased
strategy space, effectively changing the Nash-equilibrium [23]. Suppose the strategy is realized
by qubits, on which each player can perform their strategy by applying unitary operations.
Following [23], the new strategy space is spanned by the unitary operator
Uj (θj , φj) =
(
e−iφj cos(θj/2) − sin(θj/2)
sin(θj/2) eiφj cos(θj/2)
)
, (7.1)
where θ ∈ [0, pi] and φ ∈ [0, pi/2]. The respective classical strategies c and d are realized
by Uj(0, 0) and Uj(pi, 0). Before and after the operation of the players, the two qubits are
subjected to entangling operations denoted P and M (see Fig. 7.1), which in our specific game,
are a combination of Hadamard and CPHASE (CZ) operations (a CPHASE operation is a two-qubit
entangling gate, which in the logical basis adds a pi phase shift to the |11〉 term). Without those
entangling steps the quantum version would not differ from a probabilistic, classic game. The
corresponding quantum circuit is shown in Fig. 7.1. To compute the payoffs in the quantum
version the referee projects the two qubit state onto the computational basis {|0〉, |1〉} and
distributes the payoff according to the payoff table.
Depending on the player’s actual choice of strategy (i.e. the unitary Uj), the cooperativity
due to the shared entanglement is preserved, giving rise to a Pareto optimal point that coincides
with the Nash-equilibrium [23]. However, it should be noted at this point that Eisert et al. have
chosen an artificial constraint on the set of strategies available to the players. As was shown in
Ref. [202], when the players are permitted free choice of any unitary strategy, the behavior of
the game is completely different and the resolution of the dilemma disappears1.
7.1.2 Playing the game on a one-way quantum computer
The entangling stages (P and M) that are introduced in the quantum version of the game can
be engineered by two-qubit gates. Two-qubit gates are crucial elementary gates for quantum
computation [10] and have recently been demonstrated in the all-optical regime [133, 134, 155,
157, 159, 158]. In the one-way model of computation, such gates can be implemented by a proper
measurement pattern on a sufficiently large entangled resource state (cluster state) [14, 73]. A
specific way to implement the Prisoner’s dilemma on an all-optical one-way quantum computer
was proposed by Paternostro et al. [199]. The main advantage of the one-way model is that
the entangling gates are already intrinsically implemented in the structure of the cluster state,
1Indeed, were both players allowed access to the full set of unitary strategies, then the game would not exhibit
any Nash equilibria, since then every strategy has a perfect counterstrategy [202].
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Figure 7.1: Quantum circuit of the two-player Prisoner’s dilemma quantum game, H is a
Hadamard gate and CZ a CPHASE gate. The output state of the circuit is sent to a referee who
computes the payoffs.
such that the actual game can easily be carried out by single-qubit rotations only. The theory
of one-way quantum computing was already established in Chapter 3 of this Thesis and the
experimental generation of cluster states was discussed in great detail in Chapter 4. However
for the sake of clarity and a self-contained presentation we will briefly summarize both in the
following.
In the alternative and elegant model of one-way quantum computing the information pro-
cessing is achieved by performing single-qubit measurements on a highly-entangled multi-
particle cluster state [14]. This shifts the difficulty of realizing unitary gates to the generation
of an appropriately designed multi-particle entangled state — the cluster state — which serves
as a resource for the computation. The processing of information is accomplished by sequen-
tial single-qubit measurements on the cluster qubits, greatly facilitating the computation itself.
Given a cluster state, measurements in the computational basis {|0〉, |1〉} have the effects of dis-
entangling the qubit, while leaving the remaining qubits entangled. Measurements performed
in a different basis denoted {|α+〉, |α−〉}, where |α±〉 = (|0〉± eiα|1〉)/
√
2, also effectively rotate
the logical qubit that undergoes the computation. In our case, the rotation is around the z-axis
Rz(α) = exp(iασz/2) and followed by a Hadamard gate H. Rotations around the x-axis, i.e.
Rx(α) = exp(iασx/2) can be implemented through the matrix identity Rx(α) = HRz(α)H. An
elaborated and detailed introduction to experimental one-way quantum computing is discussed
in Chapter 3 as well as in [73, 18]. Any complex operation (consisting of one- and two-qubit
gates) can be carried out by a suitable choice of measurement patterns on a sufficiently large
cluster state, so that, literally, the specific sequence of measurements forms the algorithms that
is computed.
A special cluster state configuration, the box-cluster, is depicted in Fig. 7.2. It allows the
implementation of a given set of unitaries Uj on two logical qubits as defined in the quantum
circuit in Fig. 7.1, by measurement of qubits 1 and 4 in appropriate basis. This processes the
input states, which are initialized as the logical |+〉L states, and transfers them across the cluster
to qubits 2 and 3. During this process, which is often referred to as one-bit teleportation, the
logical qubit undergoes the unitary Uj , depending on the measurement basis and its outcome.
However, closer investigation reveals that measurements performed in the {|α+〉, |α−〉} ba-
sis would only allow Rz(α)H operations, which do not belong to the strategy space defined
by Eqn.(7.1) apart for α = pi/2, consequently limiting the strategy space to {c, q} where
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Figure 7.2: Left: Schematic representation of a box-cluster state. Physical qubits (blue
spheres) are entangled to their nearest neighbors (indicated by a black line) by applying CPHASE
gates between them. Right: The quantum circuit realized by the box-cluster state. Note that
the input states are initialized as the logical |+〉L state, which is equivalent to a Hadamard gate
acting on the |0〉 state. Therefore the box-cluster implements, up to single-qubit rotations, the
desired quantum circuit depicted in Fig. 7.1.
q = Uj (0, pi/2). Therefore we have to introduce an additional single-qubit rotation before the
measurements, as described in [199]. Then the strategy space can be increased to {c, d, q (α)}
where q (α) = Uj (0, α), which allows an experimental realization of the quantum version of the
game, as will be discussed in the following section.
7.2 Experimental realization
The cluster state creation is based on a interferometric method employing entangled photon
pairs produced by spontaneous parametric down-conversion [103]. An ultra-violet laser pulse
(1 W, 150 fs, λ = 394.5 nm) passes twice through a non-linear crystal (BBO), thereby gener-
ating polarization-entangled photon pairs in both the forward (modes a and b) and backward
(modes c and d) direction (see Fig. 7.3). Half-wave plates (HWP) and BBO crystals are used
to counteract walk-off effects in the down-conversion crystal [103]. They are aligned such that
|Φ−〉 and |Φ+〉 states are emitted in the forward and backward direction, respectively. Taking
into account the possibility of double-pair emission into each direction and the action of the
polarizing beam splitters (PBS) mixing modes a− d and b− c, the four amplitudes of the clus-
ter state can be generated by rotating an additional HWP in mode a (see Ref. [73] for further
details). Subsequently, the photons pass narrowband interference filters (∆λ = 3nm), and are
then coupled into single-mode fibres and guided to the detection stage, where the photon’s
polarization is detected in an arbitrary basis using a combination of quarter-wave plates (QWP),
HWP and PBS (see Fig. 7.3). A multichannel coincidence unit allows simultaneous detection of all
relevant 16 four-fold coincidence events, therefore significantly speeding up the analysis process.
The relative phase between the forward and backward emission in the setup sets the phases
of the four individual terms of the cluster state. In the experiment, this is achieved with a
piezo actuator translating the pump mirror. In the experiment, generation of the cluster state
is retrodictive: it is known to have been prepared when one photon in each output port of the
PBS’s is detected. This postselection technique is well established in linear optics and ensures
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Figure 7.3: Left: Schematic drawing of the experimental setup that is employed to realize
the quantum version of the Prisoner’s dilemma. Whenever one photon is emitted into each of
the four output ports of the PBSs (mixing modes a − d and b − c), a photonic 4-qubit cluster
state is generated. The analyzers, which consist of QWP, HWP and PBS, allow measurements in
an arbitrary polarization basis and therefore the implementation of the quantum game. Details
are discussed in the text. Right: Tomographic plot of the generated cluster state with the real
part (upper plot) and imaginary part (lower plot) of the density matrix.
that photon loss and photodetector inefficiency do not affect the experimental results.
In an ideal case, the following four-photon state is produced by the experimental set-up:
|Φc〉 = 12(|0000〉+ |0011〉+ |1100〉 − |1111〉)1234 (7.2)
with |0〉j (|1〉j) embodied by the horizontal (vertical) polarization state of one photon populating
a spatial mode j = 1, .., 4. The state |Φc〉 can be converted to the box cluster state (Fig. 7.2)
by the local unitary operation H1 ⊗H2 ⊗H3 ⊗H4 and a swap (or relabeling) of qubits 2 and
3 [73].
The quality of the generated cluster state is quantified by performing full quantum state
tomography [120]. The reconstructed density matrix of the experimentally produced state, %,
is presented in Fig. 7.3 and has a fidelity with the ideal state in Eqn. (7.2) of F = 〈Φc|%|Φc〉 =
0.62 ± 0.01. The error bar of this result was estimated by performing a 100 run Monte Carlo
simulation of the whole state tomography analysis, with Poissonian noise added to the count
statistics in each run [157]. Higher fidelities are difficult to achieve due to phase instability
during the lengthy process of state tomography and non-ideal optical elements employed in the
setup. However, it is well-above the limit F = 0.5 for any biseparable four-qubit state [168].
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This demonstrates the presence of genuine four particle entanglement and confirms that such
an experimental state can be used for the quantum protocol under consideration.
Starting from the state in Eqn. 7.2 the game is implemented by projecting the photons 1
and 4 onto the state |θ1,4〉1,4 = cos (θ1,4) |0〉1,4 + sin (θ1,4) |1〉1,4 resulting in the state
|ψ (θ1; θ4)〉23 = 1〈θ|4〈θ4|Φc〉1234 where θ1 and θ4 determine the strategies of players A and B,
respectively, up to a rotation on the remaining photons. This projection in the laboratory basis
is equivalent, up to a Hadamard rotation, to the box cluster state. The final state |Ψ〉out23 , after
the projection and any relevant σy operations are applied to them, resides on qubits 2 and 3
which are sent to the referee who calculates the payoff. The experimental parameters for the
chosen strategies can be inferred from Table 7.2. In the Appendix we give a detailed derivation
of this table.
A \ B c d q (αB)
c 1 ⊗ 1 |ψ (0; 0)〉 σy ⊗ 1 |ψ (0;−pi/2)〉 1 ⊗ 1 |ψ (0;αB)〉
d 1 ⊗ σy |ψ (−pi/2; 0)〉 σy ⊗ σy |ψ (−pi/2;−pi/2)〉 1 ⊗ σy |ψ (−pi/2;αB)〉
q (αA) 1 ⊗ 1 |ψ (αA; 0)〉 σy ⊗ 1 |ψ (αA;−pi/2)〉 I⊗ 1 |ψ (αA;αB)〉
Table 7.2: Table of the states after the players implemented their strategies. |ψ (αA, αB)〉 is
the state after both player applied their projections with angles αA and αB as described in the
text. The final state |Ψ〉out23 is obtained by applying an additional rotation σy if necessary.
Experimentally the payoffs are determined as follows. We project the remaining two photons
onto the {|0〉, |1〉} basis and measure the probabilities pij =
∣∣∣〈ij| Ψ〉out23 ∣∣∣2. The payoff of player
A is then computed using
$expA (sA, sB) = $A(c, c)p00 + $A(c, d)p01 + $A(d, c)p10 + $A(d, d)p11 (7.3)
For each player we have chosen the following 4 strategies {c, d, q (pi/4) , q (pi/2)} and Fig. 7.4
shows the experimental payoffs for all possible combinations of the implemented strategies. For
comparison, the expected, ideal payoff function is also shown as a surface plot. We find good
agreement between the measured and expected values. The discrepancies are due to the non-
ideal cluster state resource at hand. Unwanted correlations are known to affect the computation
performed according to the one-way model in a protocol-dependent fashion [206]. Moreover,
some of the payoffs corresponding to specific strategic moves played by A and B, suffer from
the imperfect resource more than other, due to the specific nature of the measurement being
performed. We emphasize that although we cannot implement U (α, 0) strategies with arbitrary
α, our strategy space is still large enough to resolve the dilemma.
7.3 Discussion and outlook
We have experimentally demonstrated the application of a measurement-based protocol to
realize a quantum version of the Prisoner’s dilemma. Our implementation is based on entangled
photonic cluster states and constitutes the first realization of a quantum game in the context
of one-way quantum computing. Furthermore, our particular realization is especially suited for
110 Realization of a quantum game
Figure 7.4: Graphical representation of the theoretical (surface) and measured (dots) payoffs of
player A as a function of both players’ strategies. The interval [d,c] is defined by the strategies
Uj (θ, 0) with θ ∈ [pi, 0] and [c,q] by the strategies Uj (0, φ) with φ ∈ [0, pi/2]. The strategy
profile (d,d) is Pareto-optimal and a Nash equilibrium thus resolving the dilemma occuring in
the classical version of the game.
playing between distant parties. Because all the entangling operations preparing the cluster
state are done locally by the referee, it is easy to distribute the entangled photons, even over
large distances. Here we note that, of course, the game can also be played using an ancillary
entangled pair for the realization of the disentangling CPHASE gate. In this scenario, initially
both players share one particle of an entangled photon pair and apply a polarization rotation
on their respective photon Uj (θj , φj) (corresponding to their chosen strategy). The photons
are then sent to the referee who applies the disentangling operation with an ancillary, entangled
pair [134]. However such an operation experimentally requires interferometric stability between
the initial and the ancilla pairs, a very difficult experimental challenge if the players reside at
distant locations.
Another interesting feature is that, in our demonstration, the entanglement generation is
decoupled from the actual processing of the quantum mechanical information. It remains an
open question whether applications of few qubit cluster states could facilitate some kind of re-
mote quantum information processing, e.g.multi-party quantum communication protocols [207].
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Nonetheless, we also expect that the simple nature of our demonstration will trigger further
interest in the one-way model of quantum computation, in particular in the realization of simple
quantum algorithms.
7.4 Appendix
In order to find the correspondence between the quantum circuit which describes the game, as
depicted in Fig. 7.1, and the sequence of measurements on the cluster state, we compare the
output state of the circuit for each chosen strategy to the corresponding output state of the
one-way computation sequence. The output state of the circuit for the input state |00〉 is
|ψ〉out = [H ⊗H] · CZ · [Ua (θa, φa)⊗ Ub (θb, φb)] · CZ · [H ⊗H] |00〉
where the CPHASE gate (CZ) is defined by
CZ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 .
Table 7.3 shows the output states as a function of the player’s local strategies. Projecting
these states onto the computational basis leads to the payoffs shown in Table 7.4. When the
(dis)entangling operations are removed from the circuit this payoff table reduces to the original
Table 7.1.
A\B c d q (αB)
c |00〉 -|11〉 cos (αB) |00〉 − i sin (αB) |01〉
d -|11〉 -|00〉 i sin (αB) |10〉 − cos (αB) |11〉
q (αA)
cos (αA) |00〉
−i sin (αA) |10〉
i sin (αA) |01〉
− cos (αA) |11〉
cos (αA) cos (αB) |00〉 − i cos (αA) sin (αB) |01〉
−i sin (αA) cos (αB) |10〉 − sin (αA) sin (αB) |11〉
Table 7.3: Output states from the game circuit as a function of players’ A and B strategies.
Although these states are separable, they cannot be obtained by local unitary operations and
without the action of (dis-)entangling operations between the players.
A\B c d q (αB)
c $A(c, c) $A(d, d) |cos (αB)|2 $A(c, c) + |sin (αB)|2 $A(c, d)
d $A(d, d) $A(c, c) |sin (αB)|2 $A(d, c) + |cos (αB)|2 $A(d, d)
q (αA)
|cos (αA)|2 $A(c, c)
+ |sin (αA)|2 $A(d, c)
|sin (αA)|2 $A(c, d)
+ |cos (αA)|2 $A(d, d)
|cos (αA) cos (αB)|2 $A(c, c)
+ |cos (αA) sin (αB)|2 $A(c, d)
+ |sin (αA) cos (αB)|2 $A(d, c)
+ |sin (αA) sin (αB)|2 $A(d, d)
Table 7.4: Payoffs for player A computed using the states from Table 7.3.
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Next we show how a cluster state can be used to simulate the quantum circuit corresponding
to the quantum game. The cluster state |Φc〉 = 12 (|0000〉+ |0011〉+ |1100〉 − |1111〉)1234 is pro-
jected onto a two photon state by projecting the qubit 1 and 4 onto the states cos (θ1,4) |0〉1,4+
eiϕ1,4 sin (θ1,4) |1〉1,4. We verify that the remaining two-photon state is equivalent to the circuit
outcome up to a local rotation on each remaining qubit. Before the rotation the state is
|ψ (θ1, ϕ1; θ4, ϕ4)〉23 = cos (θ1) cos (θ4) |00〉23 + eiϕ4 cos (θ1) sin (θ4) |01〉23
+eiϕ1 sin (θ1) cos (θ4) |10〉23 − ei(ϕ1+ϕ4) sin (θ1) sin (θ4) |11〉23
When Player A and B apply a rotation Rj (αj , βj , γj) on qubit 3 and qubit 2 respectively,
the final output state is
|ψ〉out23 = RB (αB , βB , γB)⊗RA (αA, βA, γA) |ψ (θ1, ϕ1; θ4, ϕ4)〉23
where
R (α, β, γ) = Rz (α)Rx (β)Rz (γ) =
(
ei(α−γ) cos (β/2) −ei(α+γ) sin (β/2)
ei(α−γ) sin (β/2) ei(α+γ) cos (β/2)
)
Table 7.5 shows the final states as a function of the strategies. Although they are not strictly
equal to the output of the quantum circuit, those states lead to the same payoffs when measured
in the computational basis. This proves the equivalence of both approaches and shows that
it is necessary, in order to span the entire strategy space, to extend the cluster state scheme
by allowing arbitrary one-qubit rotations. However, we note that the strategies m = U (α, 0)
are not accessible because the output of the circuit for the strategy (sA, sB) = (q (α) , c) is
cos (α/2) |00〉 − sin (α/2) |11〉. Such an output cannot be achieved using a cluster state of the
form of Eqn. 7.2 for any α different from 0 or pi. A six photon cluster state [69] would be
required to implement the whole space of strategies Uj (θj , φj).
A \ B c d q (αB)
c 1 ⊗ 1 |ψ (0; 0)〉 −iσy ⊗ 1 |ψ (0;−pi/2)〉 1 ⊗ 1 |ψ (0;αb)〉
d −i · 1 ⊗ σy |ψ (−pi/2; 0)〉 -σy ⊗ σy |ψ (−pi/2;−pi/2)〉 -1 ⊗ iσy |ψ (−pi/2;αB)〉
q (αA) 1 ⊗ 1 |ψ (αA; 0)〉 −iσy ⊗ I |ψ (αA;−pi/2)〉 1 ⊗ 1 |ψ (αA;αB)〉
Table 7.5: Table of the projected states and rotation angles corresponding to different strate-
gies, with 1 = Rj (0, 0, 0), −iσy = Rj (0, pi, 0) and |ψ (αA;αB)〉 = |ψ (αA, 0;αB , 0)〉23.
Chapter 8
Quantum computing in a
decoherence-free subspace
Decoherence, the ubiquitous loss of information encoded in a quantum system due to its un-
controllable interaction with an environment, is one of the main obstacles in the grounding
of quantum technology as a realistic scenario for ultra-fast and massively parallel informa-
tion processing. It is easy to imagine that the accuracy of QIP protocols using cluster states
is greatly affected by environment-induced decoherence and imperfections in the supporting
quantum system. One possible approach to overcome this challenge is to perform QIP in a
so-called decoherence-free subspace (DFS). In this Chapter a novel fault-tolerant scheme for
the one-way quantum computing model is introduced that builds on previous work on concepts
of DFS [208, 29, 28, 209, 210]. We have been able to theoretically adapt these concepts to the
model of one-way quantum computing, which allowed us to demonstrate for the first time the
decoherence-free execution of a one-way quantum computing protocol while the photons were
exposed to severe symmetric phase-damping noise.
This chapter is organized as follows. First we introduce the concept of a special decoherence-
free subspace (DFS) and develop a scheme that effectively uses this DFS in the one-way model
to protect the quality of the entangled cluster states and the encoded information against
random symmetric phase noise. We then proceed and experimentally implement our scheme
by demonstrating a decoherence-free information transfer across a linear cluster state whose
physical qubits are affected by phase-damping decoherence. Evaluating the performance of our
DFS scheme using quantum process tomography, we find remarkable protection of the quantum
information in the experiment, delivering nearly ideal outcomes, which convincingly shows the
superiority of the DFS encoding.
8.1 Introduction
In the quest for the realization of accurate and efficient quantum information processing (QIP),
protection from potentially destructive environmental effects is of the utmost importance [11].
There is no evidence in nature of a physical system which can be said to be totally immune
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from some sort of decoherence mechanism. The design of fault-tolerant protocols is therefore
necessary in order to achieve reliable QIP.
In a coarse-grained but yet effective picture, we can distinguish two relevant strategies to
tackle this issue. The first, known as quantum error correction (QEC), deals with the correction
of errors in computational processes by means of appropriate codewords [11, 211], in complete
analogy with classical error correction. The second strategy, known as the decoherence-free
subspace (DFS) approach, is intended to prevent or reduce the effects of a specific decoher-
ence mechanism [29, 28, 209, 210]. It is based on the use of particular symmetries in the
system-environment coupling and the search for a region of the Hilbert space inaccessible to
the environment. Information can be encoded within such a robust subspace, which is usually
spanned by entangled states of the system’s constituents. In practice, a DFS approach is most
effective whenever there is a dominant class of decoherence. It has been theoretically shown that
DFS’s can be efficiently concatenated with QEC codewords [212], the quantum Zeno effect [213]
and methods of dynamical decoupling [214].
In the next Section we will show that it is possible to protect an entangled cluster state
resource from symmetric phase-damping decoherence therefore allowing decoherence-free one-
way quantum computing.
8.1.1 The DFS scheme
As briefly stated in the introductory part, in general certain symmetries in the system-environment
interaction are required to effectively decouple the DFS from the environment and therefore to
provide appropriate protection. One particular example of such a symmetry is that the qubits
under consideration are subject to collective decoherence, i.e. the disturbances or noise that
affect the qubits are identical, which can be seen as each individual qubit coupling to the envi-
ronment in the same way [208]. This special decoherence model is applicable to experimental
situations where the qubits are physically very close to each other and the environment cannot
distinguish them. Whenever the system-environment interactions possess this sort of symme-
try, the decoherence-free states that make up the DFS also exhibit this type of permutation
symmetry. Indeed this particular type of symmetry is a often encountered condition for a DFS.
Whenever quantum states display permutation symmetry they are in general also maximally
entangled, such as e.g. the well-known Bell states |Ψ±〉.
To illustrate1 these concepts, let us consider a pair of qubits that is subject to an decoherence-
inducing environment which adds random, but collective phase shifts φj to each qubit j. In the
computational basis {0, 1} the action of the environment can be written as [208]
|0〉 → eiφ0 |0〉
|1〉 → eiφ1 |1〉 (8.1)
If the two qubits under consideration display permutation symmetry, i.e. they are in a maximally
entangled state of the form ∣∣Ψ−〉
12
=
1√
2
(|01〉 − |10〉)12 (8.2)
1Note that formally the density matrix formalism is required to describe the interaction of a state with its
environment.
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then the environment will induce the following phase shifts on the qubits of the Bell state
∣∣Ψ−〉
12
→ 1√
2
(
eiφ0 |0〉 eiφ1 |1〉 − eiφ1 |1〉 eiφ0 |0〉) (8.3)
=
1√
2
ei(φ0+φ1) (|01〉 − |10〉)12 . (8.4)
The global phase is unobservable therefore the initial state is preserved and effectively decoupled
from the action of the environment. However, if the phase shifts for qubit 1 and 2 are not
identical, i.e. not collective, then the phase shifts will not factor out. In this case the qubit will
be left in a mixed state and the off-diagonal elements of the density matrix will vanish because
of averaging over the random phases [208].
A closer investigation reveals that the state |Ψ−〉 is not the only decoherence-free state.
As already stated above, also the |Ψ+〉 = 1/√2 (|01〉+ |10〉) exhibits permutation symmetry.
However, the |Ψ+〉 is only antisymmetric in the computational basis {0, 1}. If the noise or phase
shifts also act on the superposition basis {+,−} then the phase shifts result in bit-flip errors.
This can be seen by rewriting |Ψ+〉 in the diagonal basis, |Ψ+〉 = 1/√2 (|++〉 − |−−〉). This
state is no longer antisymmetric and the phases will therefore not factor out. Nevertheless,
for a “pure dephasing” environment that only acts in the {0, 1} basis, |Ψ−〉 and |Ψ+〉 span a
two-dimensional DFS that can be used to encode a logical qubit [208].
This concludes our introduction and exemplary illustration of a decoherence-free subspace.
In the following we will show how the developed concepts of DFS can be applied to the one-way
model of quantum computing in order to allow for noise-resilient measurement-based quantum
information processing.
Applying the DFS scheme to the one-way model of quantum computing
The structure and operation of a DFS-encoded cluster state are different to the standard one
in many respects. The first is that each physical qubit j initially prepared in the state |+〉 in
the standard model, is replaced by a pair of qubits prepared in the state
|Ψ−〉j1j2 = 1/
√
2 (|01〉 − |10〉)j1j2 . The key step here is the use of the logical encoding
|0L〉 → |01〉
|1L〉 → |10〉 (8.5)
which pairs two physical qubits into a single effective one. For ease of notation, we label each
qubit pair as an effective qubit j′. Next, instead of the standard entangling CPHASE gates
|m〉q1 |k〉q2 → (−1)mk |m〉q1 |k〉q2 applied between all nearest-neighbour qubits q1 and q2 in the
cluster, in the DFS-encoded scenario only the first or top level of qubits of all nearest-neighbour
pairs are involved, as depicted in Fig. 8.1(a). The resulting entangled resource has an effective
structure exactly the same as a cluster state [215]. Thus, one can use it for one-way QC, with
the added benefit that it provides DFS protection from phase-damping (PD) decoherence, as
will be see in the following.
The physical assumption we have made here concerning the noise affecting the so-prepared
cluster state is that qubits along the z-axis are physically very close together, while qubits in
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(a) (b)
(c)
Figure 8.1: (a): The effective two-dimensional cluster state layout with each pair of physical
qubits representing an encoded effective qubit. The pair of qubits that makes up the logical
qubit reside physically very close to each other so that they couple to the environment in
the same way, which is graphically depicted by the jagged surroundings. (b): Schematics for
information transfer of a logical qubit |Qin〉 through the process of genuine one-bit teleportation.
(c): Schematics for the simulation of a gate operation on two logical qubits
∣∣Q1in〉 and ∣∣Q2in〉.
the x-y plane across the lattice structure are at a larger and fixed distance from each other (see
Fig. 8.1(a)). This way, each qubit in a pair couples to the same environment.
The encoded qubit state |+〉j′ (equivalent to |ψ−〉j1j2), before entanglement generation on
the top layer, is invariant under phase-damping decoherence on the physical qubits, |kj〉 →
eiφk |kj〉 (j = 0, 1). Since any random phase shifts of this form commute with the entangling
CPHASE operations on the top layer that produces the encoded cluster state, the final DFS
state |φ〉C′ is also unaffected by such environment-induced phase-damping [215]. This so-called
dual-rail encoding [29] is well-known in providing robust protection against phase-damping
decoherence, or more generally, against symmetrical multi-qubit environmental noise [216].
Combining this encoding technique with the entangling operations described above rotates the
encoded cluster state |φ〉C′ in a DFS for the phase-damping class of noise considered here. Such
a protection is even robust against slight asymmetries in the system-environment coupling for
qubits in a pair [217]. Phase damping is a major source of noise affecting many quantum
systems such as trapped ions [218], NMR [219], optical lattices [220] and various photon-based
communication systems [221, 222, 176]. The state |ψ−〉 is insensitive to this noise in the
symmetrical way mentioned above and can therefore be used to perform phase-damping resilient
QIP in specially engineered registers [29, 28, 210, 209].
For a DFS-encoded cluster state to act as a one-way quantum computer requires the adap-
tation of the single-qubit measurements that enables it to process the quantum information.
The key insight here is that every single-qubit measurement in the standard cluster state model
has to be replaced with a measurement of two physical qubits in the DFS-case [215].
In order to show how information can be transferred across the effective cluster lattice shown
in Fig. 8.1 (a), let us consider the prototypical configuration shown in Fig. 8.1 (b). In this case,
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a normalized logical qubit |Qin〉 = µ |0L〉1′ + ν |1L〉1′ is encoded on the effective qubit 1′ which
is represented by the physical qubits 1 and 2. After the entangling operations are performed
on the top layer, the total state of the effective qubits 1′ and 2′ can be written as
|φ〉DFS = µ |0L,+L〉1′2′ + ν |1L,−L〉1′2′ (8.6)
with |±E〉 = (1/
√
2)(|0L〉 ± |1L〉). Propagating information across these effective sub-clusters
can be accomplished via two strategies. Depending on the physical setup, one strategy may
be preferable to the other. The first is to perform a joint measurement on a pair of qubits
comprising an effective qubit j′ in the basis Bj′(α) = {|ψ+α〉j′ , |ψ−α〉j′} with outcomes sαj′ =
{0, 1} and |ψ±α〉j′ = (1/
√
2)(|01〉 ± eiα |10〉)j′1j′2 . In the case of j′ = 1′ in Eqn. 8.6 this strategy
simulates the transformation [215]
|Qout〉 = σs
α
1′⊕1
x HR
−α
z |Qin〉 (8.7)
on the logical qubit |Qin〉, where R−αz is a single-qubit z-rotation in the Bloch sphere by an
angle −α.
In linear-optics experiments, an alternative method turns out to be preferable since it relies
on single-qubit measurements only and is therefore easier to implement. The strategy is to
perform single-qubit measurements on j′1 and j
′
2 in the bases Bj′1(α) = {|+α〉j′1 , |−α〉j′1} and
Bj′2(0) = {|+〉j′2 , |−〉j′2} with outcomes s
α
j′1,2
= {0, 1} and |±α〉j′k = (1/
√
2)(|0〉 ± eiα |1〉)j′k
(j = 1, 2). For j′ = 1′, i′k = k, this simulates the transformation
|Qout〉 = σ
sα
j′1
⊕s0
j′2
⊕1
x HR
−α
z |Qin〉 (8.8)
on the logical qubit [215].
Let us now consider the situation depicted in Fig. 8.1 (c). Here we have two logical input
qubits, denoted
∣∣Q1in〉 and ∣∣Q2in〉. If no measurements are performed on the qubit pairs and
the two-qubit gate CPHASE13 is applied to the top-layer physical qubits 1 and 3, a state that
simulates the outcome of the effective gate CPHASE1
′2′ being applied to the logical qubits 1′
and 2′ is obtained [215]. These two examples represent the DFS-encoded version of the basic
building blocks of any quantum computation, namely a universal set of single- and two-qubit
gates. From the above discussions, one can clearly see how similar the simulations on encoded
cluster states are to the original one-way model.
All the computational steps can be performed within the DFS and at no point during the
computation is the effective cluster state exposed to phase-damping type decoherence. In the
case of an ideal cluster-resource being produced, this allows the noise effects to be canceled
exactly. However in a real experiment, due to imperfections at the cluster generation stages,
we only obtain a state having non-unit overlap with the ideal resource |φ〉C′ . This results in an
effective resource that is partially residing outside the DFS and it is only this fraction that is
prone to environmental effects. The benefits of this proposal should now be clear: Encoding in
a protected DFS provides us with a method of reducing greatly decoherence processes (ideally,
their complete cancelation) in such a way that avoids the use of a posteriori procedures for
correcting the resulting errors.
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8.1.2 Characterization and evaluation of the scheme
In the experiment it seems natural to determine and characterize the effectiveness of our DFS
encoding when compared to a standard, non-DFS computation. Below we describe a general op-
erative way to evaluate the effectiveness of the noise protection for one-way quantum computing
when utilizing the DFS encoding outlined above. This can be efficiently done by characterizing
the effective transformation the logical state of undergoes during the computational process in
the presence of a noisy environment. This characterization requires the use of quantum process
tomography [11], which has already been introduced in Section 2.4.3.
A general formalism frequently used for describing the effect of noise on a quantum system
relies on the so-called Kraus operators2 {Kˆi} which are used to describe the interaction of
quantum systems in an operational way. According to the operator-sum representation [11], a
trace-preserving completely positive map E , also called “channel”, which transforms a single-
qubit input state % into the output density matrix E(%) can be formally written as
%→ E(%) =
∑
i
Kˆi%Kˆ
†
i , (8.9)
Here the Kraus operators {Kˆi} satisfy the completeness relation
∑
i Kˆ
†
i Kˆi = 1 .
The characterization of the channel then reduces to the determination of the Kˆi’s. By
choosing a complete set of orthogonal operators {Kˆm} over which we expand Kˆi =
∑
m eimKˆm
we can write Eqn. 8.9 as
E(%) =
∑
m,n
χmnKˆm%Kˆ†n (8.10)
with χmn =
∑
i eime
∗
in being the channel matrix. Therefore it is sufficient to consider a fixed set
of operators {Kˆm}, which characterize a channel through the process matrix χ. The χ matrix
elements can be found by performing quantum process tomography as outlined in Section 2.4.3.
Formal introduction to the phase-damping channel
To test the DFS protection and to evaluate the efficacy of our scheme in the experiment, phase-
damping noise is applied to the physical qubits (i.e. photons) during information transfer in
both the standard and DFS-encoded cases. For the DFS-encoded cluster, symmetric noise is
applied to qubit pairs 1′ = (1a, 1b) and 2′ = (2a, 2b), while for the standard cluster, noise is
applied to qubits 1 and 2 (see Fig. 8.2).
For a phase-damping channel acting on a single qubit, a detailed calculation leads to the
non-zero Kraus operators
Kˆ1 = 1/
√
2
(
1 + e−Γt
)1/2
1
Kˆ2 = 1/
√
2
(
1− e−Γt)1/2 σz (8.11)
with Γ the strength of the system-environment coupling and t the interaction time. In our
experiment, we simulate symmetric phase-damping noise for the worst case scenario, i.e. for
2The so-called quantum operation formalism was introduced in 1983 by K. Kraus [223]. It allows to express
(quantum) operations such as measurements or interactions of a quantum system with an environment as a
mapping from density states to density states.
Quantum computing in a decoherence-free subspace 119
(a) (b)
1a
1b
1’ 2’
21
2a
2b
Figure 8.2: Cluster state configuratiosn. In (a) a two-qubit standard cluster state is shown,
while in (b) we present the DFS-encoded cluster state. Each effective qubit (blue sphere) is rep-
resented by two physical qubits prepared in |Ψ−〉ja,jb. Since is locally equivalent to a standard
two-qubit cluster state (the local rotations being 1 1 ⊗ (σxσzH)2, the pairwise entanglement
operations that build up larger clusters commute with each other. Therefore, an arbitrary sized
DFS-encoded cluster state can be created.
the limit Γt→∞ which corresponds to a channel with Kˆ1 =
(
1/
√
2
)
1 , Kˆ2 =
(
1/
√
2
)
σz and
therefore to a full destruction of coherences in a single-qubit state. In this limit, the noise
experienced by each qubit pair (a, b) is the same but still independent. The noise can be
different in general, making our DFS encoding suitable for other setups such as optical lattices
and ion traps [215].
In the DFS-encoded case, the action of symmetric noise on the state of the entire system
ρDFS = |ΦDFS〉 〈ΦDFS | can be written by applying the map defined by the Kraus operators of
Eqn. 8.11 to each physical qubit of the cluster. The output state is then given by
ε(ρDFS) =
1
4
[
ρDFS + σ1az ⊗ σ1bz ⊗ 1 2a,2b ρDFS σ1az ⊗ σ1bz ⊗ 1 2a,2b (8.12)
+ 1 1a,1b ⊗ σ2az ⊗ σ2bz ρDFS 1 1a,1b ⊗ σ2az ⊗ σ2bz (8.13)
+ σ1az ⊗ σ1bz ⊗ σ2az ⊗ σ2bz ρDFS σ1az ⊗ σ1bz ⊗ σ2az ⊗ σ2bz
]
. (8.14)
and in the standard cluster state scenario, for the density matrix ρC = |ΦC〉 〈ΦC | of a two-qubit
cluster ρC = 1/
√
2 (|0,+〉+ |1,−〉)12 by
ε(ρC) =
1
4
[
ρC + σ1z ⊗ 1 2ρCσ1z ⊗ 1 2 + 1 1 ⊗ σ2zρC1 1 ⊗ σ2z + σ1z ⊗ σ2zρCσ1z ⊗ σ2z
]
. (8.15)
A logical state |Qin〉 encoded into ρC and transferred across the cluster under the action
of the channel described by Eqn. 8.15 will result in the maximally mixed output state (1/2) 1 .
On the other hand, Eqn. 8.12 will perfectly preserve the coherences of the state |Qin〉 encoded
into ρDFS during the transfer.
By means of quantum process tomography (QPT) [122, 11] we can experimentally determine
the logical transfer channels εL(ρin) (with ρin = |Qin〉〈Qin|) while the physical qubits are
exposed to noise. With this apparatus, the reconstruction of the effect of εL on the set of
logical input states (probe states) {|0〉, |1〉, |+〉, |L〉} is enough for a full characterization of the
physical process encompassed by the logical channel. Thus, we have implemented the DFS
protocol by encoding the probe states onto photons 1a and 1b of the four-photon DFS cluster
depicted in Fig. 8.2(b). Although arbitrary logical inputs are not possible in our setup, through
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tailored measurement patterns (as described below) it is possible to encode all probe states. We
remark that in principle, arbitrary encoding is not necessary for sufficiently large clusters [14].
8.2 Experimental demonstration and results
8.2.1 Introduction
Despite the existence of a threshold for fault-tolerance and its quantitative estimate for the
case of linear-optics implementations [224], there has so far been no experimental realization of
noise-resilient one-way computation. This constitutes a vital step toward the upgrading of the
model as a viable route for scalable quantum computation. Here we perform such an impor-
tant step by designing and experimentally demonstrating the encoding of a four-qubit photonic
entangled resource into a DFS cluster state. We show that the combination of measurement-
based QIP and passive protection from noise is effective in manipulating information, shielded
from the action of an undesired symmetric phase-damping mechanism. The model, which is
complementary to the proposed use of QEC in a one-way scenario [225], has the potential to be
scaled to larger cluster states [215]. In our experiment we successfully demonstrate an encoded
version of the key building block on which the one-way model is built—i.e. genuine teleporta-
tion [14, 205] in the form of a one-way information transfer protocol—across a photonic cluster
state protected from multi-qubit symmetric phase-damping noise. The experimental linear-
optics realization we have employed in order to verify our theoretical predictions demonstrates
processing outcomes strikingly close to the ideal situation where decoherence is not present.
Linear optics is at the forefront of experimental implementations of the one-way model, there-
fore representing the most appropriate and accessible test-bed for the DFS one-way model. The
inherent manipulability of a linear-optics setup guarantees the successful controlled engineering
of the decoherence mechanism we wish to test. However the DFS scheme is independent of
the physical implementation and the theoretical model is effective in any other physical setup
affected by the phase damping described here.
Experimentally, DFS’s have been tested in setups of linear optics [208, 196, 226], trapped
ions [218] and nuclear magnetic resonance [219, 227] (NMR). Here, in contrast to most of the
earlier implementations which focused on the generation and verification of a DFS, and in line
with the work of Refs. [208, 227], we utilize DFS states in a scheme to successfully process
quantum information in a controlled system explicitly subject to noise.
8.2.2 Experimental implementation
To perform the information transfer protocol, we start by creating a linear cluster state
|Φlin〉 = 12(|0000〉 − |0011〉 − |1100〉 − |1111〉)1a1b2a2b (8.16)
by using the setup illustrated in Fig. 8.3(a) (the subscripts label the photon modes). This
technique was extensively discussed in previous Chapters (4 and 5) and is a standard tool
for the generation of four-photon clusters [73, 228]. The cluster state creation is based on a
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postselection technique that ensures that photon loss and detector inefficiency do not affect the
experimental results.
The cluster state |Φlin〉 is rotated into the DFS cluster
|ΦDFS〉 = 12(|0101〉 − |0110〉 − |1001〉 − |1010〉)1a1b2a2b (8.17)
by applying σxσz to qubits 1b and 2b, where |0〉 (|1〉) is embodied by the horizontal (vertical)
polarization of a photon. The DFS state creation is verified by performing an over-complete
state tomography [120] thereby reconstructing the density matrix of the DFS cluster. We
use 1296 measurements (each taking 350 sec) and a maximum-likelihood (ML) function on
all combinations of polarization-projections on the qubits, i.e. {|0/1〉; |±〉; |L/R〉}, where |±〉
denote ±45◦ polarization and |L/R〉 stand for left/right circular polarization. The experimental
state ρexp has a state fidelity3 of FDFS = 〈ΦDFS |ρDFSexp |ΦDFS〉 = 0.70 ± 0.01 with the ideal
DFS-cluster. During the tomography process, we simultaneously monitor and correct phase
drifts in our setup which results in an increased cluster state fidelity as compared to previous
experiments.
We also utilize a two-qubit standard cluster state ρCexp to perform the non-DFS scenario.
This standard cluster arises out of the 4-qubit cluster resource ρlinexp which is produced within our
setup, by measuring photons 1a and 2b in the σx-eigenbasis (i.e.B1a(0), B2b(0)). This transfers
the initial input state to the remaining photons 1b and 2a, which form an entangled two-qubit
cluster state |ΦC〉 = (1/
√
2)(|0,+〉+ |1,−〉)12. Since this cluster is composed of only two qubits,
36 instead of 1296 local polarization measurements are sufficient to experimentally reconstruct
the state’s density matrix. The tomography data yields a maximum likelihood density matrix
that has a state fidelity of FC = 〈ΦC |ρCexp|ΦC〉 = 0.74 ± 0.02 with the ideal two-qubit cluster.
Tomographic plots of both the DFS-encoded as well as of the standard cluster resources are
shown in Fig. 8.4.
For a standard cluster state, there are two types of single-qubit measurements that enable
a one-way quantum computer to operate [14, 73]. First, by measuring the state of qubit
j in the computational basis {|0〉j , |1〉j}, we disentangle it and shape the resource, leaving
a smaller cluster. Second, in order to perform QIP, qubits must be measured in the basis
Bj(α) = {|α±〉j = 1√2 (|0〉 ± eiα|1〉)j} (α ∈ R). This applies a single-qubit rotation Rz(α) =
exp
(− i2ασz), followed by a Hadamard operation H to a logical qubit residing on site j in the
cluster (σx,y,z are the Pauli matrices). With proper choices for the Bj(α)’s, any quantum gate
can be performed on a large enough cluster state.
We use the scheme in Fig. 8.1 to demonstrate DFS quantum information transfer. Recall
that the structure and operation of a DFS cluster state are significantly different from the
standard one. A logical qubit |Qin〉 = µ|0〉+ ν|1〉 (with |µ|2 + |ν|2 = 1) is encoded on effective
qubit 1′ embodied by qubits ja = 1a and jb = 1b. After the entangled resource is prepared,
we obtain the DFS state |ΦDFS〉 = µ|0L,+L〉1′2′ + ν|1L,−L〉1′2′ . Information is transferred
across |ΦDFS〉 by measuring the state of the qubits in B1a(α) and B1b(0), where α determines
the operation HRz(α) on |Qin〉. This can be compared to the case of a standard cluster (see
Fig. 8.2(b) with B1(α)).
3The uncertainties in the state fidelities is from a 100 run Monte Carlo simulation of the tomography analysis
with Poissonian noise added to the count statistics in each run.
122 Quantum computing in a decoherence-free subspace
1’
22.5
0
22.5
0
0
02’
1b 1a
2a
2b
1a
1b
2a
2b
1a
2b
1b
2a
a
a
b
b
a2
a2
b2
b2
1. GENERATION 
2. PROTECTION 3. NOISE 4. PROCESSING 
Occurence Ratio Kraus Operations
1/4 K
Nc
1
K
Nc
1
K
Nc
1
K
c
1
K
Nc
1
K
Nc
1
K
Nc
2
K
c
2
K
Nc
2
K
Nc
2
K
Nc
1
K
c
1
K
Nc
2
K
Nc
2
K
Nc
2
K
c
2
1/4
1/4
1/4
(a)
(b)
Figure 8.3: Experimental scheme. The optical generation stage is shown in (a), while (b)
depicts the protection, noise and processing stages that create and manipulate the protected
DFS cluster state. A UV femto-second laser pulse with 1 W of cw-power pumps a non-linear
crystal (BBO) in a double-pass configuration. Compensation of walk-off effects in the crystal
leads to the emission of Bell states (|Φ−〉 and |Φ+〉 in the forward and backward direction,
respectively). Coherent combination of these states on polarizing beam-splitters (PBS) and
postselection yields a cluster state with a rate of ∼ 1 Hz in output modes 1a, b and 2a, b.
This linear cluster is rotated into a DFS cluster by σxσz operations on modes 1b and 2b using
HWP’s. Probe state |L〉 is encoded with an additional QWP in mode 1a. Phase-damping noise
is implemented by inserting HWPs at 0◦ (σz operation) between the protection and processing
stages. Polarization measurements in arbitrary bases are performed using analyzers consisting
of a PBS, preceded by a HWP and QWP.
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Figure 8.4: Tomographic plots of the real parts of the experimental density matrices for four-
qubit DFS cluster state in (a) and for the two-qubit standard cluster state in (b). Imaginary
parts are on average < 0.05 and therefore not shown. The density matrices were reconstructed
using a maximum likelihood method from data obtained in 1296 (36) different measurement set-
tings for the four-qubit DFS (two-qubit standard) cluster state. Their respective state fidelities
with the ideal states are 0.70± 0.01 and 0.74± 0.02 for (a) and (b).
To test the scheme, phase-damping noise is applied to the physical qubits (i.e. photons)
during the information transfer in both the standard and DFS-encoded cases. For the DFS-
encoded cluster, we consider symmetric noise on qubit pairs (1a, 1b and (2a, 2b), while for the
standard cluster, noise is applied to qubits 1 and 2 which results in the overall dynamics E(%)
undergone by the state as given in Eqns. 8.12 and 8.15.
As we have already seen in Section 8.1.2 a logical input state |Qin〉 encoded into ΦC will
result in the maximally mixed output state (1/2) 1 . On the other hand, encoding the state into
ΦDFS will perfectly preserve the coherence of the quantum information during the transfer.
We aim for an experimental determination of the logical transfer channels EL(%in) where
%in = |Qin〉 〈Qin|, while the qubits are exposed to severe phase-damping noise. To achieve this
task, we use quantum process tomography (QPT) [122, 11, 126], as described in Section 8.1.2
(and in more detail also in Section 2.4.3). Again we stress at this point that a certain set of
logical input states (the probe states) {|0〉, |1〉, |+〉, |L〉} is enough for a full characterization of
the physical process encompassed by such a logical channel.
For the DFS cluster, by measuring photon 1b in |1〉, we encode the probe state |0〉 on effective
qubit 1′. Then measuring photon 1a in |+〉 = |(α = 0)+〉 we transfer the logical state across
the cluster to 2′ (embodied by 2a and 2b). Analogously the other probe states are encoded
and transferred by the measurement patterns B1a(0), |0〉1b for |1〉, B1a(0), B1b(0) for |+〉 and
B1a(0)Rz(pi/2), B1b(0) for |L〉 = |(α = pi/2)−〉. Note that for the logical |L〉 input, a quarter-
wave plate (QWP) at 0◦ has been placed in mode 1a, effectively realizing the rotation Rz(pi/2).
For each of these input states, we perform an over-complete two-qubit state tomography [120]
of the output qubits 2a and 2b. This is then repeated with phase damping noise added to the
system, i.e. by applying half-wave plates (HWP’s) at 0◦ (realizing Kˆ2 = σz) to the photons. As
the occurrence-ratio in time of Kˆi’s is dictated by the state given in Eqns. 8.12 and 8.15, we
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apply the HWP combinations in sequence, each for 1/4 of the duration of the tomography process
(as shown in the box of Fig. 8.3(b)). This full realization of complete symmetric phase-damping
noise is in striking contrast with simpler phase-flip mechanisms frequently adopted in previous
experimental characterizations of photonic DFS’s [208].
8.2.3 Results
From this set of data (1728 measurements in total), we are able to reconstruct the complete
effect of the transfer channel EL(%in) using QPT. This study allows us to determine the state
onto which each transfer channel maps an arbitrary pure logical input state |Qin〉 = µ |0〉+ν |1〉
(|µ|2+ |ν|2 = 1). The action of the channel can be visualized by considering the correspondence
between a single-qubit density matrix and its Bloch vector [11]. Taking |Qin〉 from a large
set of values for µ and representing their output states from the QPT-reconstructed transfer
channel in a three-dimensional space, allows us to depict the deformation of the single-qubit
Bloch sphere induced by the experimental logical channel. We believe this technique to be
very useful in order to clearly visualize the overall effect of the channels. The results of this
visualization process are shown in Fig. 8.5(a) for the case of a DFS-encoded channel with and
without noise. The protection from phase-damping effects is striking: the Bloch sphere for the
noise-affected DFS-encoded state is almost identical to the case without phase-damping noise.
An informative way to quantify the closeness of two experimental channels is to consider the
output state fidelity averaged over µ. We find an average state fidelity4 of 0.991±0.003.
The benefit of the DFS-protocol should of course be evaluated with respect to the standard
case. Therefore, we have run an experiment where a two-qubit cluster state (generated out of
the four-photon resource, as described above) is used for the information transfer protocol. As
before, the input state is transferred across the cluster with and without phase-damping noise
applied. We have chosen the measurement pattern B1a(0), |0〉1b , |+〉2a for the probe state |0〉,
B1a(0), |1〉1b, |+〉2a for |1〉, B1a(0), |+〉1b, |+〉2a for |+〉 and B1a(0), |+〉1b, |+〉2a for |L〉 with an
extra QWP, as in the DFS case. This time, the single-qubit operations that rotate the cluster
into the DFS are not present. The output state—that is the remaining photon—is analyzed
using single-qubit state tomography while the channels with and without noise being applied are
analyzed using QPT. The resulting deformation of the Bloch sphere is shown in Fig. 8.5(b). By
comparison with Fig 8.5(a), it is evident that the standard noise-free channel is very close to the
analogous DFS-encoded situation. However, we now see that if the information is not shielded
by a DFS encoding, the induced environment is affecting the quantum information in a severe
way. The output states in the presence of noise suffer strong decoherence effects, resulting in
a significant shrinking of the Bloch sphere and an almost complete loss of coherence. This is
even more evident by closely analyzing the output density matrix resulting from an input state
|Qin〉, whose average state fidelity with the maximally mixed state (1/2)1 (resulting from an
ideal full phase-damping process) is 0.994± 0.002. Clearly, the information initially encoded in
the standard cluster resource has almost entirely been “washed away” by the noise.
We can also complement such a comparison by means of the reconstructed process matrices
4Again, the uncertainties associated with this parameters were estimated by performing a 100 run Monte
Carlo simulation of the QPT analysis, with Poissonian noise added to the count statistics in each run.
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Figure 8.5: Quantum process tomographic plots of the information transfer protocol. In (a)
((b)) we show the QPT-reconstructed Bloch spheres corresponding to the use of a DFS-encoded
(standard) cluster state and the information transfer protocol we experimentally realize for
measurement outcomes |+,+〉1a1b (|+〉1). Underneath, we show the corresponding configuration
for the protocol (noise is represented by the jagged red surroundings). The light-blue sphere
shows the case of no noise being applied to the system, while the inner red one is for an
environment-exposed channel. While the comparison in (a) reveals striking protection of the
processed quantum information (the quantum process fidelity is 0.95± 0.02), (b) shows that in
a non-protected scenario information is almost completely lost, which is reflected in the low
process fidelity of 0.53 ± 0.02, which consistent with the value for a maximally mixed output
state of a noise-affected standard resource (1/2)1 . The shape of the inner ellipsoid in (a) is
due to small coherences in the reconstructed density matrix stemming from noise affecting the
encoding of |L〉 and leads to non-zero x and y components of the Bloch vectors. This coherences
can be reduced by simulating a better encoding of |L〉. Therefore a better quality cluster state
would help in obtaining an increased overlap of the two experimental Bloch spheres. The
orientation of the pole of the Bloch sphere corresponding to the logical |0〉 input state, shown
by an arrow in (a) ((b)), is in agreement with the expected transformation σxH (H) being
applied during the computation of the protocol (see insets). The dots represent output states
corresponding to the action of the channel on pure input states |Qin〉 for various choices of µ.
of these two channels. Indeed, an informative quantity is the process fidelity [11] which measures
the closeness of generic processes characterized by the matrices χ1 and χ2 and is given by
F(χ1, χ2) = Tr
(√√
χ1χ2
√
χ1
)2
(8.18)
The process fidelity between the DFS-encoded information transfer with and without noise is
F(χDFSnoise, χDFSno−noise) = 0.95±0.02, in excellent agreement with the large state fidelity mentioned
above. On the other hand, an analogous calculation involving the cases where standard cluster
states are used for the realization of the protocol leads to the value F(χstandardnoise , χstandardno−noise) =
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0.53 ± 0.02. This is only slightly different from 0.52, the value for the process fidelity that
we would have obtained if the output state resulting from the use of a standard cluster state
affected by noise was maximally mixed. This analysis confirms the closeness of a non-protected
channel, exposed to environmental decoherence, to a maximally mixed state and thus provides
strong evidence regarding the effectiveness of the noise-protection the DFS cluster provides.
8.3 Conclusion and outlook
In summary, we have designed and experimentally demonstrated a strategy to protect a one-
way quantum protocol from symmetric, multi-qubit phase-damping noise. We have combined,
for the first time, one of the most promising models for quantum computing and an effective
strategy for information protection. Our DFS technique represents an important simplifica-
tion with respect to other current proposals for noise-resilient measurement-based quantum
computing. The effectiveness of the proposed DFS one-way model has been established in a
proof-of-principle experiment conducted in a linear optics setting, where excellent shielding of
information processed in a genuine quantum mechanical way has been found. This successful
experimental verification and the setup-independent nature of the model [215] guarantee its
applicability to any physical situation where symmetric phase-damping noise is a dominant
source of error. Conceptually, the model also holds the promise of a generalization to any form
of symmetric noise, i.e. where the decoherence that affects the individual qubits is identical [208].
So far, we have only considered phase-damping mechanisms in our scheme. However it is
possible to extend our ideas and construct a DFS which offeres protection from all types of
from symmetric noise [215, 219]. The encoding in this case is then given by
|0L〉1′ := (1/
√
2)(|10〉 − |01〉)12 |0〉3
|1L〉1′ := (2/
√
6) |0〉1 (|10〉 − |01〉)23 + (1/
√
6)(|10〉 − |01〉)12 |0〉3 (8.19)
where now three entangled physical qubits (instead of two) embody a single effective cluster
qubit. However, it is important to note that in this scheme encoding and decoding stages are
required to protect and recover the information encoded in the cluster state [215]. Therefore,
it remains to be seen whether this is the most economical or optimal method. Developments of
similar schemes with minimal possible resource requirements would represent a powerful and
novel technique for the protection of one-way quantum computers exposed to environmental
effects. The associated resource overheads in terms of physical qubits could be bypassed by
using additional degrees of freedom within the same physical information carrier, e.g. hyper-
entangled states [77, 76]. An extension to more general forms of environment will require
the integration of DFS’s with other tools for environmental protection [212, 214] and is most
certainly a stimulating challenge.
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8.4 Appendix
8.4.1 Determination of a physical process matrix
Quantum Process tomography (QPT) [11, 123, 229, 230] is a well-established mathematical
apparatus allowing for the faithful reconstruction of the action of a channel E through the
experimental determination of its effects on the set of probe states {|0〉 , |1〉 , |+〉 , |L〉}. By
using the linearity of E and the experimentally acquired data, we can infer the action of the
channel over any generic single-qubit input %in = |Qin〉 〈Qin| . The output state of the logical
qubit as determined by the channel can be written as
EL(%in) =
∑
m,n
χmnAm%inA
†
n (8.20)
with the process matrix χ and the standard set of operations {A1 = 1 , A2 = σx, A3 = −σy, A4 =
σz} that spans the space of all allowed single-qubit operations and thus constitutes a basis upon
which the map can be decomposed. The determination of the process matrix χ is equivalent
to a full characterization of E , i.e. in our case, of the channel resulting from the information
transfer protocol being applied to the information-encoded cluster state resource.
We experimentally determine the process matrix χ following the technique described in the
main text. As E is completely positive, the corresponding process matrix must be Hermitian and
positive semi-definite. However, quantum noise affecting the measurements being performed
could lead to some non-physicality in the experimentally inferred process matrix. This is typ-
ically witnessed by the appearance of one or more negative eigenvalues of χ. Any conclusion
derived from such an unphysical process should be regarded as not trustful. The problem can
be bypassed by means of maximum-likelihood-function techniques similar to those employed for
quantum state tomography [120, 167]. In those cases where the experimentally inferred process
matrix is unphysical, we must look for the positive semi-definite Hermitian matrix η closest to
the experimental one that respects the constraint imposed by the completeness relation. In a
more formal way, such an estimate is found by minimizing the functional [231]
δ(χ) =
∣∣∣∣∣
4∑
m,n=1
χmn − ηmn
∣∣∣∣∣
2
+ λ
∣∣∣∣∣
4∑
m,n=1
ηmnA
T
nAm − 1
∣∣∣∣∣
2
(8.21)
where λ is a Lagrange multiplier and we have used the fact that the elements of the standard set
of operations {Ai} are real. The physical nature of the estimated process matrix is guaranteed
by assuming the decomposition of η in terms of a complex lower-diagonal matrix analogous
to the one used in quantum state tomography. With a faithful reconstruction of the process
matrix, the corresponding set of Kraus operators is determined following the recipe of standard
QPT [122, 229]. For the DFS-encoded cluster state in the presence of the phase-damping noise
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implemented in our experiment, the set of non-zero Kraus operators is found to be
KˆDFS1 =
(
0.585 + 0.054i −0.693 + 0.007i
0.601 + 0.133i 0.662 + 0.054i
)
,
KˆDFS2 =
(
0.296− 0.137i −0.071− 0.044i
−0.317 + 0.185i −0.062− 0.138i
)
,
KˆDFS3 =
(
−0.118 + 0.050i −0.152 + 0.148i
−0.132 + 0.030i 0.050 + 0.050i
)
. (8.22)
On the other hand, the reconstruction of the channel determined by the use of a noise-affected
standard two-qubit cluster state leads to the following Kraus operators
Kˆstandard1 =
(
−0.218 + 0.222i −0.518 + 0.076i
−0.106 + 0.425i −0.118 + 0.222i
)
,
Kˆstandard2 =
(
−0.324− 0.307i 0.075− 0.346i
−0.126 + 0.293i 0.260− 0.307i
)
,
Kˆstandard3 =
(
0.119− 0.114i −0.238− 0.277i
−0.419 + 0.175i −0.183− 0.114i
)
. (8.23)
Chapter 9
Conclusion and outlook
In summary, we have designed, implemented and characterized algorithms and new techniques
for all-optical one-way quantum computing. The underlying resource for the computation,
a four-photon linear cluster state, has been generated using spontaneous parametric down
conversion (SPDC), linear optics and conditional detection. Taking advantage of the curious
equivalence of a number of cluster states which gives access to a universal set of single- and
nontrivial two-qubit quantum logic gates in the one-way quantum computer model, we were
able to implement various quantum algorithms. The fact that all these have been realized with
the same experimental setup and with the same four-qubit linear cluster state underlines in a
striking way the flexibility, potency and simplicity of the one-way approach.
Through tailored measurement patterns we were able to realize the first one-way based
implementation of Deutsch’s algorithm — an algorithm that highlights in a fascinating way the
advantages of quantum algorithms in speeding-up classical processes through inherent quantum
parallelism [20].
In a different experiment we realized a quantum algorithm that effectively simulates (or
“plays”) an instance of a quantum game, the so-called Prisoner’s dilemma. The Prisoner’s
dilemma, which, for its applicability to countless classical situations, is a popular and widely
known example in classical game theory, offers an interesting backdoor when extending its
concept into the quantum domain that allows the resolution of the “dilemma” which occurs
in the classical version. The experimental realization of this quantum game marks the first
demonstration of a quantum game on a one-way quantum computer and will hopefully trigger
further interest in the design of new quantum algorithms and in the application of quantum
mechanical concepts to situation which, up to now, have been treated strictly classical [24].
Furthermore we designed and experimentally tested a novel, noise-resilient scheme for one-
way quantum information processing (QIP) which is based on decoherence-free subspace (DFS)
concepts. With a special encoding structure, we showed that it is possible to protect the cluster
states from certain types of decoherence. The scheme is setup independent and can readily
applied to larger systems or other physical realizations of quantum computers, such as ion
traps or optical lattices. In our linear-optics experiment we have found excellent protection of
the encoded quantum information when applying this DFS scheme, even though the qubits were
exposed to severe phase-damping noise. Our demonstration represents the first realization of a
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decoherence-free protocol in the context of one-way quantum computing and therefore marks an
important step toward the construction of reliable large-scale one-way quantum computers [30].
One of the main challenges at the time when I started my research on linear-optics real-
izations of one-way quantum computers was the implementation of fast, active feed-forward
where earlier measurement outcomes actually change the setting of a future measurement in
real time — therefore correcting for the intrinsical randomness of measurement outcomes. This
feed-forward technique is crucial for achieving deterministic linear-optics quantum computing
and has not been achieved in the appropriate fashion back then1. Employing custom-built,
ultra-fast electro-optical modulators as well as a specially developed classical logic boards we
succeeded in realizing this active feed-forward with overall gate times below 150 ns, which at
the time was unmatched by any other physical realization of quantum computers by two orders
of magnitude. We applied this feed-forward technique to demonstrate a universal set of single-
and two-qubit gates as well as a quantum search algorithm. Our feed-forward apparatus can
easily be adapted for the use in other existing small- and potentially large-scale implementations
of linear-optics quantum computers, both in the one-way and standard circuit model. How-
ever, the probably most interesting result of this experiment from an conceptual point of view
was that it is indeed possible to build a deterministic quantum computer that has intrinsically
random quantum measurements as its essential feature [18, 232, 17].
Given the various alternatives for their creation, such as linear optics, ion traps, and optical
lattices, and the recent advances in the preparation of multi-particle entangles states, cluster
states are promising candidates for future quantum computers. The most important challenges
that remain for the optical approach are
(a) realization of cluster states on demand,
(b) generating cluster states with more qubits and
(c) the experimental demonstration of cluster state operations with fidelities that fall below of
error-correction and fault-tolerant thresholds.
All of the above can be achieved by developing and incorporating new techniques for the efficient
generation and detection of single photons, such as deterministic single-photon sources and
high-efficiency, photon-number resolving single-photon detectors.
Alternatively, the latter requirement (c) can be met by theoretically designing new, more
efficient architectures or inherently fault-tolerant schemes for one-way quantum computing,
such as discussed in [95, 215].
9.1 Quo vadis photonic quantum computing?
The future will certainly show which computational model and which physical system will
be best suited for the future implementation of quantum computaters. One has to admit
though, that while linear optics quantum computing can be made deterministic in principle, it
1Experiments involving single-step feed-forward had been demonstrated, e.g. see [172, 173, 171]. However,
these experiments did not realize quantum computational tasks.
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is questionable whether large scale quantum information processing based on photonic qubits
will be feasible. Photons are, however, certainly the best quantum system for a fast information
transfer at low decoherence. Therefore photons might provide the ideal ”quantum-bus” between
different quantum information processing and storage units in a “hybrid” quantum computer
architecture.
Currently, spontaneous parametric down-conversion (SPDC) is the gold standard and pre-
dominantly used for the generation of single- and entangled states of light that serve as the
resource for photonic quantum information processing. Despite the recent realization of up to
six photon cluster states [69] and the demonstration of ten-qubit hyper-entangled states [233],
a further increase of multi-photon states with SPDC, linear optics and conditional (inefficient)
detection faces severe challenges: The necessity to increase the photon creation probability in
SPDC inevitably leads to an increase in noise because of higher order emissions which are due
to the probabilistic nature of SPDC. This fact quickly renders the generation of high-quality
multi-photon states infeasible. Furthermore, the probabilistic character of linear-optics schemes
cause large-scale experimental setups to become increasingly inefficient. Therefore these tech-
niques cannot be considered scalable, at least not in the present form. Only further development
in respect to a more efficient creation, interaction and detection of single-photons will open the
way to large-scale photonic QIP.
9.1.1 Promising future techniques for large scale QIP with photons
Throughout this Thesis we have learned that the negligible photon-photon interaction or more
generally the absence of a sufficiently strong nonlinearity prohibits deterministic two-qubit
gates between individual photons. Recent work, however, has shown that coupling the photons
with other media might induce the required nonlinearity. For example, electromagnetically
induced transparency (EIT) offers nonlinearities that are on the threshold of becoming practi-
cal [234, 235]. Alternatively, relatively large nonlinearities can be obtained in photonic bad-gap
materials [236].
Progress is also made on the single-photon “on demand” source side for which several can-
didates are currently investigated. Among others2, these are nitrogen-vacancy colour centers
in diamond [186, 187, 188], atoms [190] and ions [189] in the gaseous phase as well as optical
transitions in various assembled quantum dots [97]. Especially the broad research field of the
latter promises practical, deterministic single-photon emitters. An excellent overview is given
by Santori et al. [96]. Recent achievements include the on-demand emission of entangled pho-
tons from a biexciton quantum dot [191] but the main difficulty with quantum dots is that they
interact with a solid state environment, necessitating cryogenic operation temperatures, and
environment-induced decoherence is a problem. Alternatively it has been proposed by Franson
et al. [239] to use atoms with a two-photon transition placed in optical fibers to knock out
two-photon contributions of the photon states which, in a more general way, can be used to get
rid of unwanted, noise-inducing higher order terms in the SPDC emission.
2Note that proposals for heralded single- and entangled photon sources exist which are again based on SPDC,
e.g. [237] or [238]. However due to the large resource overheads and the fact that these are again based on SPDC
we do not seriously consider them here.
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Quantum memories might provide a work around in the absence of practical single-photon
sources and naturally they are interesting in their own right as future large-scale quantum
computers will most certainly require such devices in order to store their internal quantum
states. For such purposes, the use of mere fiber loops for the storage of single photons becomes
problematic, as the photon can not be recovered after arbitrary storage times and the fibers
induce photon losses (0.17dbkm−1 at 1550 nm). Single photons can be stored up to milliseconds
in ground states of atomic ensembles using magnetic sublevels [240, 241, 242, 243, 244] or as
dark state polaritons using EIT processes [245, 246, 247]. Alternatively, other proposals include
single-photon cavity QED [248]. One of the main challenges in all of the above schemes is the
efficient coupling of the photon into and out of the quantum memory.
Currently the most common, because commercially available, single-photon detectors are
avalanche photo-diodes (APDs) and they have also been used for the experiments presented in
this Thesis. Unfortunately these detectors are quite inefficient (∼70% at 660 nm) and do not
allow photon-number resolution. This feature can be approximated by detector cascading in
the spatial [249] and time domain [250, 251] although this is often impractical and inefficient in
experiments. Full-fledged number-resolving detectors such as the Visible Light Photon Counter
(VLPC) are currently being developed [181, 182, 252]. Since the active area of the detector is
divided into many independent regions a multiple photon detection generates a current that is
proportional to the number of photons. However, VLPCs do not offer much higher quantum
efficiencies but come with higher dark count rates compared to ordinary APDs. An alternative
and very promising technique uses superconducting transition-edge sensors (TES) that act as
calorimeters, i.e. the photon is detected by an absorption-induced rise in temperature [253].
These sensors feature photon-number resolution and a very high detection efficiency greater
than 95% at 1550 nm [185]. Unfortunately this devices require cryogenic temperatures below
100mK to operate and the repetition rate is rather slow (on the order of 10 kHz) preventing
their use in current linear-optics experiments aimed at the generation of multi-photon states
with pulsed SPDC. Using superconducting nanowires (made of NbN or similar materials), the
timing resolution of these detectors can be increased to few tens of picoseconds [183, 184].
Although number-resolution is not possible and the quantum efficiency is still in the range of
∼1-2% these detectors could potentially allow multi-photon experiments with cw-SPDC. Future
progress will show which of these types of superconducting detectors is best suited for photonic
QIP with an increased photon number.
In addition to these experimental developments, theoretical proposals for number-resolving
detectors exist that are based on atomic vapours [254] and EIT [255]. Alternatively, there
is the possibility to detect the photon’s state without destroying it in the process. This is
called quantum non-demolition (QND) measurement and several schemes for single-photon
QND measurements have been proposed [256, 257, 258] and experimental proof-of-principle
demonstrations have been reported [259, 260].
Very recently, advances have been achieved in the integrated optics realization of photonic
QIP with experimental demonstrations of high-fidelity quantum operations utilizing silica-on-
silicon waveguides [261]. The monolithic nature of these devices results in improved mode-
matching and stability and the miniaturization permits scalability. Furthermore the confine-
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ment of the light field inside the waveguide leads to higher SPDC efficiency. Additionally it
becomes possible to directly “write” sophisticated photonic quantum circuits onto a waveguide
chip, which certainly will be of benefit to future quantum technologies based on photons. This
technique has recently attracted attention from several research groups and is currently actively
pursued.
Nevertheless, despite the numerous imperfections of current state-of-the-art linear-optics
experiments it is remarkable that so far the most demonstrations of quantum computational
concepts have been achieved in photonic systems. Currently they seem to provide the most
flexible testbed for the investigation of quantum computing concepts such as the demonstrations
of quantum algorithms on a small scale. When combined with the techniques and concepts
presented above, and with ongoing developments and improvements in these respective fields,
there is certainly a “bright” future for linear optics QIP with single photons.
Having all said, I certainly hope that the experiments presented in this Thesis, although
they are only of simple nature and of proof-of-principle character, will spark further interest in
the one-way model of quantum computation and therefore eventually lead to ever more exciting
inventions and experimental demonstrations in QIP in the future.
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