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ABSTRACT 
Matricially convex sets are convex sets of matrices in which matrix-valued convex 
coeffrcieuts are admitted along with the usual scalar-valued convex coefficients. Accord- 
ingly, extremal elements of these sets are defined with respect to the larger class of 
coefficients. As in scalar-valued convexity theory, a Krein-Milmau theorem is highly 
desirable. In this paper, Krein-Milman problems are formulated for compact matricially 
convex sets, and are solved in the special case where the matricially convex sets are 
generated by normals. 
Let dn denote the space of n x n matrices over the complex field G, 
acting in the canonical fashion on the Hilbert space G”. Suppose that X is a 
matricially convex subset of dn; that is, X is convex in the following sense: Z 
contains Cyz’=,Ti*AiTi whenever A,, . , . , Ape I and T,, . , . , T,, E A,, with 
xyS’=,Ti*Ti = 1 (the identity matrix in A,). Following the terminology intro- 
duced in [4], a basic reference for this form of convexity, Y is said to be 
C*-convex. Sums of the form Cr= ITi*A,Ti are called C*-convex combinations of 
the Ai by the coefficients Tj. 
Now suppose that Y is a subset of J”. By considering all possible 
C*-convex combinations of elements of Y, the set Y generates a C*-convex 
set called the C*-convex hull of Y, denoted by mconv Y. By using the theory 
of completely positive maps on C*-algebras, the following Caratheodory-type 
theorem has been established in [l]. 
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THEOREM. If 9’ is a compact subset of 4,, then the C*-convex hull of Y 
is the set of all P-convex combinations of elements of Y, where the number of 
summands in each such C*-convex combination need not exceed n3(2n2 + 1). 
COROLLARY. If YC d,, is bounded, then mconv( Y-) = (mconv Y)-. 
Compact C*-convex sets in JZ, are compact and convex (in the usual 
sense), and so these sets possess extreme points. The conditions that define an 
extreme point involve only invertible scalar-valued convex coefficients, and for 
this reason extreme points are of less interest in C*-convexity theory. The 
definition of a C*-extreme point takes into account the availability of invertible 
matrix-valued convex coefficients. 
DEFINITION [4]. Suppose that Xr is a C*-convex subset of A,,/,. A C*- 
convex combination of elements Ai, . . . , A,, E X by coefficients T,, . . , TP E 
JII is said to be proper if each of the coefficients Ti is invertible. An element 
A E y is said to be C*-extreme in 5 if the only proper C*-convex combina- 
tions of elements A,, . . . , Ap E 2 to form A are the ones in which every Ai 
comes from the unitary orbit of A. (As is pointed out in [4], every element Q of 
a C*-convex set can be expressed as a proper C*-convex combination of 
elements from the unitary orbit of a.) 
C*-extreme points of C*-convex subsets of J/n are extreme points in the 
usual sense [4, Proposition 231; however, the compact C*-convex set of all 
2 x 2 matrices with numerical radius not exceeding 1 has extreme points that 
are not C*-extreme [3, $21. There are several Krein-Milman questions that can 
be asked about compact C*-convex sets in .J,. We will consider the following 
problems. 
(1) If %c Ln is compact and C*-convex, does X possess a C*-extreme 
point? 
(2) If XC A,, is compact and C*-convex, is LX! the C*-convex hull of its 
C*-extreme points? 
(3) If YC AZ’, is compact and hypoconvex, and if X= mconv .Y, does Y 
possess a C*-extreme point? (The meaning of hypoconvex will be given 
momentarily.) 
The purpose of this paper is to address these questions. By studying 
C*-convex sets which are generated by compact sets of normal matrices, we 
will give evidence that (2) and (3) h ave affirmative answers. Problem (1) will 
be seen to have a simple positive answer in general. The solutions to (2) and 
(3) in the aforementioned special case are obtained by classifying the normal 
C*-extreme points of the C*-convex hull of a compact set of normal matrices; 
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this classification is of independent interest, for it unifies the individual 
characterizations of the C*-extreme points of the unit ball and the unit interval 
in L%/n given in [4]. 
If a compact set Y is to be used to generate a C* convex set, then it is 
natural to enlarge Y so that it becomes closed under unitary similarity 
transformations. This enlargement does not alter the basic features of 5“. In 
fact, it is natural to enlarge Y even further so that direct summands of 
elements of Y can recombine in a variety of ways, and yet preserve the 
essential integrity of Y. So, for example, if 9 is a compact set of normal 
matrices, then our enlargement is the set of all normal matrices having 
eigenvalues in the compact set UseYa(S); if .Y consists of irreducible matri- 
ces (i.e. matrices which do not commute with any nontrivial orthogonal 
projections), then our enlargement produces only those matrices unitarily 
equivalent to some element of Y. This brings us to the notion of a hypocon- 
vex set. 
A compact set YC A,, is hypoconvex if Y is closed under unitary 
similarity transformations and if Y is closed under the formation of sums of 
the form Cj”=rPjSj, where S,, . . , Srn~ Y, each 4~ M, is an orthogonal 
projection, P$Sj = Sjq for all 1 < j < m, PiPj = P,P, = 0 for all j # i, and 
c;:rpj = 1. 
REMARK. If a compact set Y generates a C*-extreme convex set Y, it is 
natural to assume that Y is hypoconvex. Indeed, the Krein-Milman problem 
(3) is answered in the negative without this assumption: if Y consists of 
(:, :) and (: -Y). 
then neither matrix is C*-extreme in mconv Y (by Theorem 2). (This example 
is due to P. Morenz.) Finally, compact matricially convex sets arise naturally 
as a matrix-valued version of the algebra numerical range of a Hilbert space 
operator, and compact hypoconvex sets occur naturally as a matrix-valued 
version of various algebraically defined spectra [6]. 
To begin with, recall the notions of spectral set and numerical range. A 
compact subset X C $2 is said to be a spectral set for a matrix A E J” if, for 
every complex rational function r with poles off X, the following inequality 
holds: 
II w II < max{lr(b)I:lEX}. 
The numerical range of a matrix A E dn is the set of all complex numbers 
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(A x, x), where ( *, * ) denotes the inner product on G”, and where x E @” is a 
unit vector. Observe that the numerical range of A E A,, is precisely the set of 
all complex numbers that can appear in the (1, 1) position of matrices unitarily 
equivalent to A. Because we will later make use of a matricial analogue of the 
numerical range, the numerical range of A E JZ~ will be denoted by W,r(T). 
C*-convex hulls of compact sets of normals in A, have a rich and varied 
structure. For example, 
(i) the closed unit interval in An, that is, all self-adjoint matrices with 
eigenvalues in [0, 11, is the C*-convex hull of a single nontrivial orthogonal 
projection, and 
(ii) the closed unit ball in Jn is the C*-convex hull of the unitary group. 
If YC A,, is a compact set of normal matrices, then it is not difficult to 
see that mconv Y= mconv{ [l, : {E a(S) for some S E Y}: the spectral theo- 
rem shows that each SE Y is of the form S = CJ’,,XjPj, where h,, . . . , X, are 
the distinct eigenvalues of S and P,, . . . , Pq are the corresponding spectral 
projections (which can always factor as I’, = TFTJ. For this reason, it is 
appropriate to view (i) as being the C*-convex hull of the scalar set (0, l} C G, 
and (ii) as the C*-convex hull of the circle. Two other examples, viewed in this 
way, are: 
(iii) [5]. A E d/n is in the C*-convex hull of a triangle X C G if and only if 
the numerical range of A is contained within X. 
(iv) [l]. A E A, is in the C*-convex hull of a compact set X C G if X is a 
spectra set for A. 
Observe that in some sense (iii) is an extension of (i), since the only 
criterion for inclusion in these C*-convex hulls is one based on the numerical 
range. Similarly, (iv) is a partial extension of (ii), because A E JZ,, is in the 
closed unit ball of -11*, if and only if the closed unit disc (i.e., the convex hull 
of the circle) is a spectral set for A. 
The first result concerns arbitrary compact C*-convex sets, and its answers 
question (1) in the affirmative. 
THEOREM 1. If %C A,, is compact and C*-conuex, then X has a scalar 
C*-extreme point. 
Proof. Let 7i : A, -+ CC be the truncation map which sends a matrix in 
&, to its 1 x 1 leading principal submatrix, and let “w= ~i( Y ). Because J? 
is closed under unitary similarity transformations, W contains the numerical 
range of each matrix in x. Moreover, since Y is compact and C*-convex, 
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W = rr( X) is compact and convex, and so Y has an extreme point {. There 
is some matrix A E X for which { = rl(A); hence, 
because CiE,*,EIi = l,, where { EPy}:, y= 1 are the standard matrix units for 
4,. Now suppose that {l, = C~zl~%j~ is a proper C*-convex combination 
of elements Qj E x; for a unit vector x E G”, 
where uj = 11 Tjxll -‘Tjx. The number (Ojuj, uj) belongs to the numerical 
range of Qj, and so it belongs to W. By virtue of { being an extreme point of 
W’, we must have j = (Qjuj, uj), for the equation (t) expresses { as a proper 
convex combination of elements of “w. Now fix j, and let x vary throughout 
the unit sphere of G?“; we claim that the vector uj = 11 q 1c II -‘qx also varies 
throughout the entire unit sphere of G”. Indeed, the invertibility of q ensures 
that the map x ++ 1) I;x )I- ‘3 x sends the unit sphere of @” back onto itself, 
with the preimage of a unit vector z being 11 Tj-lz )I -‘TjP ‘2. Hence, the 
equality { = (Qjz, z) holds for every unit vector z E G”, and so Qj is precisely 
{l,. As this is the case for an arbitrary j, we now conclude that Qj = {l, for 
everyj= l,..., n; that is, {l, is C*-extreme in x. n 
If Y is a compact set of n x n normal matrices, then the set X of all 
eigenvalues of all elements of Y is a compact subset of @. As was remarked 
earlier, the C*-convex hull of Y is precisely the C*-convex hull of X. The 
theorem below shows that a normal matrix A in the C*-convex hull of X is a 
C*-extreme point if and only if the eigenvalues of A are extreme points of the 
convex hull of X. 
THEOHEM 2. If XC dl,, is the C*-convex hull of a compact set Y of 
normal matrices, then a normal matrix A E A,, is C*-extreme extreme in LX? if 
and only if the eigenvalues of A are extreme points in the convex hull of the 
spectra of Y. 
Proof. Let %‘= r,(Y). A typical matrix A E 3? is of the form A = 
Cl’=lXjHj, where Xi,. . . , A,, are eigenvalues of certain matrices in Y, and 
where the matrices H,, . , HP 3 0 sum to the identity; thus, rr(A) = 
Cy= 1 Aj~,( Hj) expresses r,(A) as a convex combination of X,, . . . , A,,, and we 
see that W is contained in the convex hull of the spectra of Y. Conversely, 
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the spectra of Y lie within the convex set Y, and so -W is precisely the 
convex hull of the spectra of Y. 
Suppose that A E X is normal such that a(A) is part of the set of extreme 
points of the convex hull of the spectra of 9’. Denote the distinct eigenvalues 
of A by br, . . . , s;, and let 9Zj = ker(A - S;l) for each j; observe that 
G”= S?r @ *.* 0 gq. Now assume that A is expressed as a proper C*- 
convex combination of Il,, . . . , Cl r E X: A = EL= ,Ti*QiTi. For every unit 
vector xjE gj, 
where U{ = )I Ti xj II- 'Ti xj. The final sum is a proper convex combination of 
elements of -W, and so, by the fact that each cj y ext YY, this implies that 
cj = (Qiui, u{) for every i = 1,2,. . . , r. Let _YiJ = Ti( i?lj); as xj varies 
throughout the unit sphere of Bj, the vectors ui map out the entire unit 
sphere of Yipij. Therefore, the equations S-j = (Kiwi, w/) hold for all unit 
vectors W/E Y{, and so the compression of each Qi to 9; is the scalar 
operator cjlP,, where pj is the dimension of ~8~. Moreover, these considera- 
tions also imply that the numerical range of every Qi contains 
conv{ {i, . . . > s;> = W’(A). 
Now since each Qi E X, there exist &;, . . . , kr, E a(N) and positive matri- 
ces Hy,..., Hfi such that C>=, Hj = 1 and Qi =’ I>= ixV Hj. Consequently, 
the numerical range of Qi is contained in the convex polygon 6 = 
conv(&, . . . , XT,}, i = 1, . . . , r. Moreover, the numerical range of A is con- 
tained in the polygon 
since W,‘(A) C W,‘(Q,) for every i. However, the numerical range of A is a 
convex polygon which has its vertex set lying in ext W,‘(A) C ext 3. In 
between W,‘(A) and 9 is each W,‘( Q,): 
W;(A) c W;(Qi) c 8. 
Thus, the vertex set for W,‘(A), namely a(A), being a subset of the vertex set 
for 3, must correspond to a set of angular points of WS’(sli) for every i. This 
means that {r, . . . , S; are reducing eigenvalues of each fii [2, Satz I(i)], and 
that the spaces Yipi’ (j = 1, . . . , q) are the corresponding eigenspaces. There- 
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fore, @” = 9.’ @ **. I o Piq for each i, and we have the unitary equivalences 
Hence, A is C*-extreme in jY. 
Conversely, suppose that A is a normal C*-extreme point of zK. If the 
spectral decomposition of A is CyZ’=,li,Ei, then the proof of the theorem is 
complete once we establish that each ci is an extreme point of W. Suppose 
one of the li can be expressed as a proper convex combination of y, w E Icy: 
li = to + (1 - t)y for some t E (0,l). Let s2, P be the elements of X defined 
by 
0 = 5 wjEj and P = 2 ‘yjEj, 
j=l j=l 
where 
Therefore, A = tQ + (1 - t)I’ and so s2 = P = A, since C*-extreme points are 
always linear extreme points. Thus, 
and 
imply that o = y = ci; hence, ci E ext W. n 
The set S? considered in Theorem 2 can be viewed as a C*-convex 
generalized unit ball. In applying the theorem to the unit ball and the unit 
interval, we recover two results of R. I. Loeb and V. I. Paulsen. 
COROLLARY 1 [4]. 
(i) The n x n unitary group is C*-extreme in the closed unit ball of A,. 
(ii) The set of ortho gonal projections is P-extreme in the unit interval of ~ 
“’ 
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COROLLARY 2. The Krein-Milman problems (2) and (3) have affirmative 
answers if, in (2) X is generated by a compact set of normals, and if, in (3) 
the (hypoconvex) set Y consists exclusively of normals. 
The final result is shows how nonnormality can appear in the extremal 
structure of a compact matricially convex set generated by normals. Before 
presenting Theorem 3, we discuss reasons for interest in such a result, and 
introduce the concept of a matricial range. 
DEFINITION. Suppose that T is a bounded linear operator on a complex 
Hilbert space A“. If n E M does not exceed the dimension of 2, then the set 
W,“(T) of all matrices of the form V*TV, where V : G n + X is a linear 
isometry, is called the n x n spatial matricial range of T. Independent of the 
dimension of X”, the n x n mutriciaZ range of T is the set W”(T) of all 
matrices of the form 4(T), where 4 is a completely positive map of the unital 
C*-algebra generated by T, denoted C*(T), into the C*-algebra A,, such that 
d(l) = 1. 
Suppose that N is a normal operator on a Hilbert space. The matricial 
range of N is the C*-convex hull of the spectrum of N (see Example 2 of [l]), 
for every n EM. In the case n = 1, every extreme point of W’(N) is of the 
form p(N), where p : C*(N) + e is a unital *-homomorphism; this is a simple 
consequence of the Gelfand theory, and of the fact that extreme points of 
conv a(N) are elements of a(N). It is of interest to see whether this phe- 
nomenon is present in the matricial analogue. Theorem 3 shows that it is not: 
although the n x n matricial range of a normal operator N is the C*-convex 
hull of all matrices of the form p(N), where p : C*(N) -+ A,, is a unital 
*-homomorphism, for every n > 1 there is a unitary U which has a nonnormal 
extreme point of W”(U). 
THEOREM 3. Zf AE An is an n x n nilpotent Jordan matrix, then A is an 
extreme point of the C*-convex hull of the (n + 1)th roots of unity. 
Proof. Suppose that a”+’ = 1, and let Xn be the C*-convex hull of the 
solutions to o”+l = 1. Let X= @“+i, and let UE 9(X) be given by 
U= 
lo 1 
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i.e., U is the cyclic shift operator on X. The spectrum of U is the set of 
solutions to mn+l = 1, and so W”(U) = X”. Because U is a finite matrix, 
there is an m E M such that 3” = Wsn(U(m)), where UC”) is the operator on 
the m-fold direct sum Xcrn) of 2 obtained by forming the m-fold direct sum 
of U (by [l, $31, m = n). By definition, the matrix A E J, is 






From this it is evident that A E W,“(U). 
Now suppose C~=ltpWp*U(m)Wp = A, where t,, . . . , t, E (0,l) are convex 
coefficients and where each W, : CC?:” + Xom) is an isometry. To show that A 
is extreme in .?$, we must prove that for each ~1. Wfi*U(“)WP = A. In 
expressing A as such a convex combination, the following equations are 
obtained: 
0 = c tc( u(*)w$ w;) for 1 <i,j<n and j#i+ 1, 
P 
1 = c t,(U(“)w~+,,w~) for 1 <j<n- 1, 
L( 
where (U(“)W~~, wp) is the (i, j) entry of WP*U(“)WP. Because each t, # 0, and 
because 
1 = c t”( U(“)wY+,, WY) Q c tpl( U(“)wJ+,, wjg 1 G c t@(l) = 1, 
P P P 
we muit have 1 (U(*)WJ+~, wj‘) ) = 11 U(m)wj+i I] I] wj” I] = 1 for every p and 
every 1 < j < n - 1. Therefore, by the Cauchy-Schwarz inequality, for every 
p and every j there is a lPj of unit modulus such that U(m)wr+l = cPjwr. 
Indeed, cPj = 1 for each p and j since the above equations express the 
extreme point 1 E D)- of the closed unit disc D- as a proper convex combina- 
tion of elements of D-. Hence, for every CL, 
U(*)w~+l = w,P whenever 1 <j<n- 1. 
This means that the upper subdiagonal of every W;“U(“)Wfi consists of 1’s. We 
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will now show that all of the other entries in each W,*U(“‘)W, are 0. However, 
we must compute U(m)wp first. 
To compute Ucrn)wp, observe that 
uwwp = U(“Pw[ = . . . = u(“+w” 
n’ 
and so U(*)(U(“‘)wf) = U(“)“+‘w~ = wl, since U(‘“jn+’ is the identity opera- 
tor on X”. Thus, 
u(“)w” = 
1 
u(m)* WC for every p. 
Therefore, when j # i + 1, the (i, j) entry of WzU(“)Wp is 
i 
u@)wy, wr = w&, wp 1 ( )=o if l<jfn, 
or is 
( u(*)q, wp = U(m)*w;, wp 1 i ) = (W~,W/_i) = 0 if j = 1. 
Hence, each matrix W*Ucn)W i s p s precisely A. n 
This work is taken from part of my doctoral dissertation, written at the 
University of Toronto under the direction of Chandler Davis. It is a pleasure to 
thank Professor Davis for his role in overseeing this research. I am also indebted 
to Phil Morenz for his careful reading of the original manuscript. 
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