It is well known that the winning region of a parity game with n nodes and k priorities can be computed as a k-nested fixpoint of a suitable function; straightforward computation of this nested fixpoint requires n ⌈ k 2 ⌉+1
INTRODUCTION
Fixpoints are pervasive in computer science, governing large portions of recursion theory, concurrency theory, logic, and game theory. One famous example are parity games, which are central, e.g., to networks and infinite processes [Bodlaender et al. 2001] , tree automata [Zielonka 1998 ], and µ-calculus model checking [Emerson et al. 2001] . Winning regions in parity games can be expressed as nested fixpoints of particular set functions (e.g. [Bruse et al. 2014; Dawar and Grädel 2008] ). In recent breakthrough work on the solution of parity games in quasipolynomial time, Calude et al. [2017] essentially show how to compute this particular fixpoint in quasipolynomial time. Briefly, our contribution in the present work is to show that this result generalizes to nested fixpoints of arbitrary set functions. That is, given a set function α : (P(U )) k → P(U ) on a finite set U , we show that the k-nested fixpoints
where η j = GFP (greatest fixpoint) if j is even and η j = LFP (least fixpoint) if j is odd, are computable in quasipolynomial time, provided that α itself is computable in quasipolynomial time.
In more detail, the method of Calude et al. can be described as annotating nodes of a parity game with histories of quasipolynomial size and then solving this annotated game, but with a safety winning condition instead of the much more involved parity winning condition. It had previously been shown that parity games can be solved by annotating nodes with histories of exponential size and then solving the resulting safety games; the fixpoint iteration algorithm (which leaves the histories implicit) [Bruse et al. 2014 ] and the small progress measures algorithm (using explicit histories) [Jurdziński 2000 ] both essentially follow this approach, which has also been described as pairing (exponential-sized) separating automata with safety games [Czerwinski et al. 2019] . Histories are vectors of natural numbers that encode information about how often certain priorites have been visited. We refer to histories in the style of Calude et al. as quasipolynomial histories, and to annotations in progress measure style approaches are exponential timeouts.
Hasuo et al. [Hasuo et al. 2016] , and more generally, Baldan et al. [Baldan et al. 2019] show that nested fixpoints in highly general settings can be computed by a technique based on progress measures, essentially using exponential timeouts, and obtaining, of course, exponential run time. Our technique is based on showing that one can equivalently use quasipolynomial histories, correspondingly obtaining quasipolynomial run time. In both cases, computation of the nested fixpoint is reduced to a single (least or greatest depending on exact formulation) fixpoint of a function that extends the given set function to keep track of the timeouts or histories, respectively, in analogy to the previous reduction of parity games to safety games. We say that nodes have exponential timeouts or quasipolynomial histories if they are contained in the respective single fixpoint; our central result can then be phrased as saying that nodes have exponential timeouts if and only if they have quasipolynomial histories. In the forward direction of the proof, we use fixpoint games [Baldan et al. 2019; Venema 2008] . These games have exponential size but we show how to extract polynomial-size witnesses for winning strategies of Eloise, and use these witnesses to show that any node won by Eloise has quasipolynomial timeouts. For the backwards direction, a careful analysis can be used to show that quasipolynomial histories correspond to exponential timeouts in such a way that when both are updated according to the same sequence of priorities, the exponential representation of the quasipolynomial history decreases, in each component, at least as fast as the exponential timeout. Thus nodes with quasipolynomial histories also have exponential timeouts. This proves the quasipolynomial upper bound for computation of nested fixpoints. As a side result, we moreover use our polynomial-sized witnesses for containment in nested fixpoints to show that computing nested fixpoints of functions that can be computed in polynomial time is also in NP ∩ NP (a bound that is presently imcomparable to the QP bound).
As an immediate application of these results, we improve generic upper complexity bounds on model checking and satisfiability checking in the coalgebraic µ-calculus , which serves as a generic framework for fixpoint logics beyond relational semantics. Well-known instances of the coalgebraic µ-calculus include the alternating-time µ-calculus [Alur et al. 2002] , the graded µ-calculus , the (two-valued) probabilistic µ-calculus Liu et al. 2015] , and the monotone µ-calculus (the ambient fixpoint logic of concurrent dynamic logic CPDL [Peleg 1987 ] and Parikh's game logic [Parikh 1985] ). This level of generality is achieved by abstracting systems types as set functors and systems as coalgebras for the given functor following the paradigm of universal coalgebra [Rutten 2000] .
Recent work [Hausmann and Schröder 2019a] has shown that the model checking problem for coalgebraic µ-calculi reduces to the computation of a nested fixpoint. This fixpoint may be seen as a coalgebraic generalization of a parity game winning region but can be literally phrased in terms of small standard parity games (implying quasipolynomial run time) only in restricted cases. Our results show that the relevant nested fixpoint can be computed in quasipolynomial time in all cases of interest. Notably, we thus obtain as new specific upper bounds that even under binary coding of numbers, the model checking problems of both the graded µ-calculus and the probabilistic µ-calculus are in QP, even when the syntax is extended to allow for (monotone) polynomial inequalities.
Similarly, the satisfiability problem of the coalgebraic µ-calculus has been reduced to a computation of a nested fixpoint [Hausmann and Schröder 2019b] ; crucially, the nesting depth of this fixpoint always is exponentially smaller than the number of states of the respective carrier set. Our results imply that this fixpoint is computable in polynomial time, which means that its computation is dominated by other steps of the procedure (especially determinization of Büchi automata). The complexity of satisfiability checking in coalgebraic µ-calculi (satisfying mild conditions on the modalities) thus drops from 2 O(n 2 k 2 log n) to 2 O(nk log n) for formulas of size n and with alternation depth k.
Related Work. The quasipolynomial bound on parity game solving has in the meantime been realized by a number of alternative algorithms. For instance, Jurdzinski and Lazic [2017] use succinct progress measures to improve to quasilinear (instead of quasipolynomial) space; Fearnley et al. [2019] similarly achieve quasilinear space. Lehtinen [2018] and Boker and Lehtinen [2018] present a quasipolynomial algorithm using register games. Parys [2019] improves Zielonka's algorithm [1998 ] to run in quasipolynomial time. In particular the last algorithm is of interest as an additional candidate for generalization to nested fixpoints, due to the known good performance of Zielonka's algorithm in practice. Daviaud et al. [2018] generalize quasipolyomial-time parity game solving by providing a pseudo-quasipolynomial algorithm for mean-payoff parity games. On the other hand, Czerwinski et al. [2019] give a quasipolynomial lower bound on universal trees, implying a barrier for prospective polynomial-time parity game solving algorithms.
The computation of unrestricted fixpoints has seen recent progress in the above-mentioned approaches using progress measures [Hasuo et al. 2016 ] and fixpoint games [Baldan et al. 2019] , both with a view to applications in coalgebraic model checking like in the present paper. These approaches are set in a more general framework differing in particular in employing arbitrary complete lattices instead of finite powersets, and moreover in considering systems of fixpoint equations rather than a single nested fixpoint. On the other hand, both approaches have exponential run time. We conjecture that our approach generalizes to systems of fixpoint equations; for the time being, we note that while systems of equations allow a direct encoding of formula evaluation in (coalgebraic) µ-calculi, we still do cover the unrestricted coalgebraic µ-calculus via its translation into nested fixpoints following Hausmann and Schröder [2019a] .
NOTATION
Let U and V be sets and let R ⊆ U × U be a binary relation on U ; for u ∈ U , we then put R(u) := { ∈ U | (u, ) ∈ R}. We write U * = {u 0 , u 1 , . . . , u n | n ∈ N, ∀0 ≤ i ≤ n. u i ∈ U } for the set of finite sequences of elements of U and U ω = {u 0 , u 1 , . . . | ∀0 ≤ i. u i ∈ U } for the set of infinite sequences of elements of U . The domain dom(f ) = {u ∈ U | ∃ ∈ V . f (u) = } of a partial function f : U ⇀ V is just the set of elements on which the function is defined. We often regard (finite) sequences τ = u 0 , u 1 , . . . ∈ U * ∪ U ω of elements of U as (partial) functions of type N ⇀ U and then write τ (i) to denote the element u i , for i ∈ dom(τ ). For a sequence τ of elements of U , we define the set
of elements that occur infinitely often in τ , having Inf(τ ) = ∅ if τ is a finite sequence. Given a set U , we use P(U ) to denote the powerset of U and put U 1 = U and
For any monotone function : P(U ) → P(U ), we define
which, by the Knaster-Tarski fixpoint theorem, are the greatest and the least fixpoint of , respectively. Furthermore, we define 0 (V ) = V and m+1 (V ) = ( m (V )) for m ≥ 0, V ⊆ U ; if U is finite, then we have GFP = n (U ) and LFP = n (∅) be Kleene's fixpoint theorem. For a function : P(U ) → P(U ) such that for all V ⊆ U , the set (V ) can be computed in time (quasi)polynomial in |U |, we say that can be iterated (or computed) in (quasi)polynomial time. Given sets A, B and a function f :
NESTED FIXPOINTS
We now introduce our central notion, nested fixpoints. As mentioned above, we work with setvalued functions and consider directly alternating fixpoints of the shape
where α is a monotone k-ary set function, and µ and ν take extremal fixpoints. We expect our methods and proofs to generalize naturally (that is, essentially by writing more indices) to the setting where nested fixpoints are defined by systems of fixpoint equations (e.g. [Baldan et al. 2019; Hasuo et al. 2016] ), but in this work restrict our attention to directly nested fixpoints of a single function for technical reasons and readability.
Definition 3.1 (Nested fixpoints). Let U be a finite set, let k be some number and let α : (P(U )) k → P(U ) be a monotone function. We define, for (X 1 , . . . ,
, where η i = GFP if i is even and η i = LFP is i is odd and where GFP = LFP and LFP = GFP. We usually use the more intuitive notation
are the k-nested fixpoint of α and the dual k-nested fixpoint of α, respectively and we usually omit the index α if no confusion arises. Since fixing arguments of set-valued functions preserves monotonicity, the sets E α i (X i +1 , . . . , X k ) and A α i (X i +1 , . . . , X k ) are indeed defined by the Knaster-Tarski fixpoint theorem. The problem of computing nested fixpoints consists in deciding, for input number k, input set U and input function α : (P(U )) k → P(k) and for all ∈ U whether we have ∈ E α k or not.
Example 3.2. For an example of a nested fixpoint, let A = (U , Σ, δ, Ω) be a parity automaton (e.g. [Grädel et al. 2002] ) with set U of states, alphabet Σ, transition relation δ ⊆ U × Σ × U and priority function V → N using k priorities, and define R ⊆ U ×U by R( ) = {w | ∃a ∈ Σ. ( , a, w) ∈ δ }. We also define α pa : (P(U )) k → P(U ) by putting
. . , U k ) consists of states that have priority i and a transition to some state from U i , for some i. Then we have that E α pa k is exactly the non-emptiness region of A (that is, the set of states in A that accept some word).
This proof is standard and can be found in the appendix at the end of this document.
PARITY GAMES
Next, we recall some basic notions of parity games (see e.g. [Grädel et al. 2002] ). Since we essentially prove two striking similarities between parity game solving and computing nested fixpoints, the central contributions of this work rely heavily on certain previous results on parity games which we hence also recall in this section.
Definition 4.1 (Parity games). A parity game (V , E, Ω) consists of a set of nodes V , a set of moves E ⊆ V × V encoding the rules of the game and a priority function Ω : V → N, assigning priorities Ω( ) ∈ N to nodes ∈ V . Furthermore, each node belongs to exactly one of the two players Eloise or Abelard (where we denote Eloise's nodes by V ∃ and Abelard's nodes by V ∀ ). A play ρ ∈ V * ∪V ω is a (finite or infinite) sequence of nodes that follows the rules of the game, that is, such that for all i ≥ 0 such that ρ contains at least i + 1 nodes, we have (ρ(i), ρ(i + 1)) ∈ E. We say that an infinite play ρ = 0 , 1 , . . . is even, if the largest priority that occurs infinitely often in it is even (formally, if max(Inf(Ω •ρ)) is an even number), and odd otherwise; finite plays are required to end in nodes that have no outgoing move. Player Eloise wins all even plays and finite plays that end in an Abelard-node; player Abelard wins all other plays. The size of a parity game (V , E, Ω) is |V |. A (history-free) Eloise-strategy s : V ∃ ⇀ V is a partial function that assigns moves s(x) to Eloisenodes x ∈ dom(s). A play ρ follows an Eloise-strategy s if for all i ∈ dom(ρ) such that ρ(i) ∈ V ∃ , we have ρ(i + 1) = s(ρ(i)); then we also say that ρ is an s-play. An Eloise-strategy wins a node ∈ V if Eloise wins all plays that start at and follow s. We have a dual notion of Abelard-strategies; solving a parity game consists in computing the winning regions win ∃ and win ∀ of the two players, that is, the sets of states that they respectively win by some strategy. A parity game is alternating
is, if all of Eloise's moves lead to Abelard-nodes and vice versa.
A crucial property of parity games is that they are history-free determined [Grädel et al. 2002] , that is, that every node in a parity game is won by exactly one of the two players and then there is a history-free strategy for the respective player that wins the node. This is reflected by the central fact that the winning regions in parity games can be computed by fixpoint iteration (that is, as a nested fixpoint in the sense of Definition 3.1). B . 2014; D G 2008] ). Let (V , E, Ω) be a parity game with k priorities. Then we have
The Lemma also implies determinacy of parity games since we have
where the second equality is by Lemma 3.4 since α ∀ = α ∃ (that is, α ∀ and α ∃ are dual functions).
It is known that solving parity games is in NP ∩ NP (and, more specifically, in UP ∩ UP). Recently it has also been shown [Calude et al. 2017 ] that for parity games with n nodes and k priorities, win ∃ and win ∀ can be computed in quasipolynomial time O(n log k+6 ). Towards generalizing both of these results to the computation of nested fixpoints, we now show that applying strategies to alternating parity games can severely reduce the size of the game by removing unused edges and nodes.
Definition 4.3 (Parity game witness). Let (V , E, Ω) be a parity game. A winning witness for player Eloise is a graph (W , F ) such that W ⊆ V and
be an alternating parity game, let W = V ∃ ∩ win ∃ and let s be a strategy that wins every node in win ∃ . Then there is a winning witness
P
. Let s be an Eloise-strategy that wins every node from win ∃ . Without loss of generality, we assume that s is history-free. Since the game is alternating, we have
] ⊆ W since s is a winning strategy, so wherever strategy s moves from an Eloise-node that is won by Eloise, player Abelard can only reply by moving to Eloise-nodes that she wins as well. The properties of winning witnesses are easily verified, noting that s is a winning strategy and that all paths in (W ∪ s[W ], F ) are s-plays of the game and hence even, as required.
It is well known that winning strategies in parity games can be verified in polynomial time: L 4.5. Given a parity game (V , E, Ω), a node ∈ V and a strategy s for one of the players, it can be checked in time polynomial in the numbers of nodes and priorities in the game whether the respective player wins with s.
. We define a graph (W , F ) with W ⊆ V , starting at and inductively adding nodes as follows: when at a node u that belongs to the player in question, add s(u) to W and put F (u) = s(u); when at a node u that belongs to the opposite player, add E(u) to W and put F (u) = E(u); continue with the newly added nodes until no more new nodes can be added to W . We see (W , F ) as a parity automaton with priority Ω(u) for states u ∈ W . The strategy s wins the node if and only if all s-plays that start at are even which is the case if and only if all paths in (W , F ) that start at are even which in turn is the case if and only if the state in (W , F ) is universally accepting, when seen as a state of a parity automaton. We use a standard automata theoretic construction (see e.g. [King et al. 2001] ) to translate the automaton (W , F , Ω) to an equivalent Büchi automaton with at most k · |V | states, where k is the number of priorities in the game. Since Büchi automata can be checked for emptyness or universality in time polynomial in their size, we are done. We also note that (W , F ) is a winning witness for Eloise if and only if the automaton is universally accepting if and only if s wins .
COMPUTING NESTED FIXPOINTS IN NP ∩ NP
We are now ready to show that the problem of computing nested fixpoints is contained in both NP and NP. To this end, we first define a slight variation of the fixpoint games from [Baldan et al. 2019; Venema 2008 ] that characterize containment in nested fixpoints and then can use purely game theoretic methods to obtain the claimed result.
Definition 5.1 (Fixpoint games). The fixpoint game for E α k is a parity game (V , E, Ω) with set of nodes V = (U × {1, . . . , k}) ∪ (P(U )) k , where nodes from U × {1, . . . , k} belong to player Eloise and nodes from (P(U )) k belong to player Abelard. For nodes (u, i) ∈ U × {1, . . . , k}, we put
is defined in the same way, however with all priorities increased by one.
In fact, the fixpoint games in [Baldan et al. 2019 ] characterize containment in solutions of sets of fixpoint equations of the shape X i = η i α i (X 1 , . . . , X k ) and hence are more general and slightly more involved than the games that we just defined. In the more general setting, the clause for
where i is used to identify fixpoint equations; the Abelard-moves remain as in Definition 5.1, that is, we have E(U 1 , . . . , U k ) = 1≤j ≤k (U j × {j}), also in the more general setting. Since we are working with fixpoints that are nested directly within each other, our definition of fixpoint games in Definition 5.1 is a bit simpler. Nevertheless, our games are equivalent to the games from [Baldan et al. 2019 ] for fixpoints of the restricted shape: the nested fixpoint E α k is just the first component of the solution of the system
Eloise always has the optimal move from (u, i) to (∅, . . . , {u}, . . . , ∅) where {u} is the i − 1-st component in the tuple. Player Abelard in turn has to move from (∅, . . . , {u}, . . . , ∅) to (u, i − 1). This can be repeated until i = 1 so that in the more general games, Eloise can always enforce linear plays from (u, i) to (u, 1) in which i is the highest priority. These plays are collapsed to a single move with priority i in our definition of fixpoint games; for fixpoints of our restricted shape, this collapsing does not affect the existence of winning strategies, showing that the two kinds of fixpoint games indeed agree. A similar construction (however with priorites increased by one) also works for fixpoint games for the dual fixpoint A α k . Hence we can import the characterization theorem (Theorem 4.8) from [Baldan et al. 2019 ]. We now define a second kind of games, equivalent to fixpoint games but in which the Eloise-nodes are precisely the states from U :
, where nodes from U belong to player
Eloise and nodes from (P(U )) k and nodes from P(U ) × {1, . . . , k} belong to player Abelard. For nodes u ∈ U , we put is completely analogous, but with all priorities in Ω ′ increased by one. So let s be an Eloise-strategy in the lean fixpoint game for E α k such that Eloise wins the node u with strategy s. We define a (history-free) strategy s ′ in the fixpoint game by putting s ′ ( , i) = s( ) for all 1 ≤ i ≤ k and all nodes that s wins in the lean fixpoint game. We show that s ′ wins the node (u, 1) in the fixpoint game. Let 0 = u, i 0 = 1 and let
. . be a play of the fixpoint game that adheres to s ′ and that starts at (u, 1). By definition of the moves in the fixpoint game, we have that for all j ≥ 0,
Let z denote the highest priority that occurs infinitely often in τ so that we have infinitely many positions j such that i j = z but only finitely many positions j ′ such that i j ′ > z. It remains to show that z is even which then implies that Eloise wins τ . Writing
), the play τ induces the following play in the lean fixpoint game:
The infinitely often occuring priorities in ρ and τ are the same so that the highest priority that occurs infinitely often in ρ is z and since s wins u and ρ adheres to s and starts at u, z is even, as required.
For the converse direction, let s be an Eloise-strategy in the fixpoint game for E α k such that Eloise wins the node (u, 1) with strategy s. We define a history-dependent strategy
. . , k} and u ∈ U such that u ∈ U j and s wins (u, j) in the fixpoint game. Also we put s ′ (u) = s(u, 1). We show that s ′ wins the node u in the lean fixpoint game. So let
. . be a play of the lean fixpoint game that adheres to s ′ and starts at the node 0 = u; we write
) and for all j ≥ 0, j+1 ∈ A j p j . Thus τ induces a play of the fixpoint game:
Let z be the highest priority that occurs infinitely often in ρ. Since s wins (u, 1) in the fixpoint game, z is even. Again, a priority occurs infinitely often in ρ if and only if it occurs infinitely often in τ . Hence player Eloise wins the play τ .
Crucially, lean fixpoint games (as well as the normal fixpoint games) are alternating and while their number of nodes is exponential in |U |, their number of Eloise-nodes is just |U |. By Lemma 4.4, lean fixpoint games hence have winning witnesses of size at most 2|U | for Eloise. This allows us to show that the problem of computing nested fixpoints often is contained in NP ∩ NP: T 5.5. If α can be iterated in polynomial time, then the problem of computing nested fixpoints of α is in NP ∩ NP.
P
. Given input k, U and α : (P(U )) k → P(U ) such that α can be iterated in polynomial time, we nondeterministically guess, for each state u ∈ U , whether it is contained in E α k or not. If we have u ∈ E α k , then Eloise wins (by Lemma 5.2 and Lemma 5.4) the node u in the lean fixpoint game for E α k and we nondeterministically guess a winning witness (W , F ) for Eloise containing u in its carrier set W ⊆ U ; such a witness exists by Lemma 4.4 since lean fixpoint games are alternating. Since α can be iterated in polynomial time and since we have |W | ≤ 2|U | by Lemma 4.4, the guessed structure can be verified to be a winning witness in polynomial time; in more detail, we have to check, for each ∈ V ∃ ∩ W , whether ∈ α(F ( )) where
Since α can be iterated in polynomial time, this part of the verifaction can be done in time polynomial in |U |. It remains to verify that all paths in (W , F ) are even which can be done, as described in the proof of Lemma 4.5, in time polynomial in |U |k. If we have u E α k , then we have u ∈ A α k by Lemma 3.4. Hence Eloise wins the node u in the lean fixpoint game for A α k (again by Lemma 5.2 and Lemma 5.4) and we again nondeterministically guess a (polynomially sized) winning witness for Eloise and then verify it in deterministic polynomial time; here we note that since α can be iterated in polynomial time by assumption and since α is defined from α by complementation with respect to U , α can be iterated in polynomial time as well.
COMPUTING NESTED FIXPOINTS IN QUASIPOLYNOMIAL TIME
We go on to prove our main result. To this end, we fix a finite set U , an even number k, a monotone function α : (P(U )) k → P(U ) and put n := |U |. Next we define our general notions of exponential timeouts and quasipolynomial histories.
Definition 6.1 (Timeouts and histories). The set of exponential timeouts is defined by
We write ≤ l for the lexical ordering on to (with m k−1 being the most significant letter).
is, the sequence of nonzero digits in o is not increasing), is a quasipolynomial history. We write hi for the set of quasipolynomial histories. We define functions β : P(U × to) → P(U × to) and γ : P(U × hi) → P(U × hi) by
where X ∈ P(U × to) and for m ∈ to, X m i = {u ∈ U | (u, m@i) ∈ X } if i is even or m i > 1 and X m i = ∅ if i is odd and m i = 1; also we define
that is, when updating exponential timeouts at i, we reset all timeouts below i to |U |, and if i is odd, then we reduce the timeout for i by 1. Furthermore, for o ∈ hi and Y ⊆ P(U × hi), we put
where, for o = (o ⌈log n ⌉+1 , . . . , o 0 ), we define the updating procedure for o following [Calude et al. 2017] , defining the components of o@i = (o ′ ⌈log n ⌉+1 , . . . , o ′ 0 ) as follows: (1) If i is even, then let j be the highest index such that i > o j > 0. If no such index exists, then put j = * .
(2) If i is odd, then let j be the highest index such that
For (x, m) ∈ GFP β, we say that x has exponential timeouts m (for α). We say that x has quasipolynomial histories o if (x, o) ∈ GFPγ . The following is immediate:
Let t(α) denote the time it takes to compute α(
and put 
The updating procedure for quasipolynomial histories preserves the property that the sequence of nonzero digits is not increasing: L 6.6. Let o ∈ hi and let 1 ≤ j ≤ k. Then we have o@j ∈ hi.
. . , o 0 ) and o@j = (p ⌈log n ⌉+1 , . . . , p 0 ), let i, i ′ be numbers such that i > i ′ and p i > 0; we have to show p i ≥ p i ′ . First, we consider the case where p i = o i , that is, the i-th digit does not change when updating o with value j. If p i ′ = o i ′ , then we are done since o is a quasipolynomial timeout so that
and all digits to the left of o i ′ have a value of at least j since the updating would otherwise change a digit to the left of o i ′ ; thus we are done. Now assume that p i o i , that is, that the i-th digit is changed when updating o with value j. By assumption, p i > 0 so that p i = j and all digits to the right of p i are zero, which finishes the proof. L 6.7. The greatest fixpoint GFP β is closed under lexical increase of timeouts, i.e. for m
P . We use fixpoint induction, i.e. we show that the claimed closure property (which holds trivially for the full set U × to) is stable under β. So let Y ⊆ U × to be closed under lexical increase of timeouts. We have to show that the same holds for β(Y ); so let m ′ ≥ l m, and let ( , m) ∈ β(Y ), i.e.
for all i. This holds trivially if i = 1, so assume i > 1 and let
But this follows by the assumption on Y and monotonicity of (−)@i (Lemma 6.5) .
As a first step towards our main result, we now show that nodes are contained in nested fixpoints if and only if they have exponential timeouts. This essentially reproves that the exponential progress measure method can be used to compute nested fixpoints. L 6.8. We have
, we define, for m ∈ to and 1 ≤ j ≤ k, the set Z m j := (GFP β) m j , where (GFP β) m j is defined as in the definition of the updating procedure of exponential timeouts, that is, if j is odd and m j = 1, then (GFP β) m j = ∅ and if j is even or 
if j is even, and F m j = E m@j j−1 if j is odd and m j > 1. For j odd and m j = 1, we put F m j = ∅. For odd j ≥ 1, m ∈ to and X j ⊆ U , we then put
. We note the following consequences of these definitions: The first of these claims is immediate from Fact 6.2 and (the two cases in) the definition of F m j , and the second is immediate from the first by the definition of f m j . For a further important property of the above data, let j be odd, 1 ≤ q ≤ 2 ⌈log n ⌉+1 , and let m ∈ to such that m j = q. Unfolding definitions, we have
We show
by induction over q. If q = 1, then we have (f m j ) q (∅) = f m j (∅) and, by (1), 
We now tackle the actual proof of the desired inclusion π [GFP β] ⊆ E α k . Let ϵ = (2 ⌈log n ⌉+1 , . . . , 2 ⌈log n ⌉+1 ) denote the maximal exponential timeout. By Lemma 6.7, we have Z m ⊆ Z ϵ for all m, and since
is the union of all sets Z m ). We show more generally that for all m ∈ to and all 0 ≤ j ≤ k such that m j ′ = 2 ⌈log n ⌉+1 for all odd j ′ ≤ j (that is, all digits from m j on -or from m j−1 on if j is even -have the maximum value), we have
We proceed by induction over the pair (m, j) using the lexical ordering < l defined by putting (m, j) < l (m ′ , j ′ ) if and only if m = m ′ and j < j ′ or m is less than m ′ with respect to the lexical ordering on to (that is, m < l m ′ ), distinguishing cases over j:
• If j > 0 is even, then we have
using in the first equality that for even j, the assumptions on m imply that m@j = m, so that F m j = Z m j = Z m@j = Z m by definition. Since all digits from m j−1 on have the maximum value, the inclusion (3) holds by the inductive hypothesis.
• If j > 0 is odd, then we have to show
where the first equation is by Kleene's fixpoint theorem and where the second equality is by (2), since m j = 2 ⌈log n ⌉+1 . Since all digits from m j on, and hence also all digits from m j−2 on, have the maximum value, the inclusion (4) holds by the inductive hypothesis.
. We have to show ∈ E m 0 ; by monotonicity of α, it suffices to show that For the converse inclusion
, and G m j = B m j for even j; here, we put
by unfolding definitions. Moreover, we have 
as there are no m i with i > k. We now claim that
for all 1 ≤ j ≤ k and all m such that all digits from m j on (or from m j−1 on, if j is even) have the maximum value. We prove this claim by case distinction over j:
• If j is even, then we have
, using fixpoint unfolding in the second step, and recalling that B m j = G m j by definition since j is even.
• If j is odd, then we have
= B m j−1 , where the second equality is by Kleene's fixpoint theorem and the fourth equality is by definition of G m j since j is odd. Hence we have, for all 1 ≤ j ≤ k and all m in which all digits from m j on (or from m j−1 on, if j is even) have the maximum value, that
Next we claim that for all j and all m that are maximal from j − 1 on and that have the property that m j > 1 or j is even, we have
We prove the claim by case distinction over j. If j is even, then we have
noting that since m is maximal from j − 1 on, m = m@j. If j is odd and m j > 1, then we have
= B m@j j−1
noting that Let ϵ be the maximal timeout vector in which each digit has the maximal value. As shown above,
. By monotonicity of α, it suffices to show that G m j ⊆ Z m j for 1 ≤ j ≤ k. If j is odd and m j = 1, then we have G m j = ∅ and there is nothing to show. Otherwise, j is even or m j > 1 so that we have Z m j = { ∈ U | ( , m@j) ∈ Z } by definition. Since G m j depends only on the m i with i ≥ j (Fact 6.10), we can assume that m is maximal from j − 1 on so that we have, as shown above, that G m
). Then we have ( , m@j) ∈ Z by definition of Z , so that ∈ Z m j , as required.
To enable computation of E α k in quasipolynomial time, we have to show that
e. that states that have quasipolynomial histories also have exponential timeouts), we map quasipolynomial histories to exponential timeouts by means of a function exp : hi → to.
where m i is defined as follows, for 1 ≤ i < k odd: Let b i ≤ 2 ⌈log n ⌉+1 − 1 be the number that is encoded by the bitstring that is obtained from o in the following way: let j be the greatest number such that 0 < o j < i; if such a number exists, replace every digit to the left of o j that has an odd value by 1 and every digit to the left of o j that has an even value, and also o j itself (be it odd or even) by 0; also, replace all digits to the right of o j by 1. If no such j exists, then replace every digit with odd value by 1 and every digit with even value by 0. Put m i = 2 ⌈log n ⌉+1 − b i ≥ 1.
Since we assume o ⌈log n ⌉+1 = 0, we have b i ≤ 2 ⌈log n ⌉+1 − 1 and hence 1 ≤ m i ≤ 2 ⌈log n ⌉+1 for all i in the above definition.
, where ≥ is componentwise ≥.
P .
• If i is odd, then o@i is obtained from o by choosing j according to update step 2.a) or 2.b), that is, by taking j to be the largest number such that i > o j > 0 or o j is even and if o j > 0, then i < o j , but for all j ′ < j, o j ′ is odd, and by then replacing o j with i and all o j ′ with j ′ < j by 0. We also have m@i = (m k−1 , m k−3 , . . . , m i − 1, 2 ⌈log n ⌉+1 , . . . , 2 ⌈log n ⌉+1 ). We show that for all odd 1
⌈log n ⌉+1 so that there is nothing to show. -For i ′ = i, let b and b ′ be the numbers encoded by the bitstrings obtained when computing
The digits left of o j are not changed by the updating procedure. The digit o j is changed from some even number or some number less than i to i. All digits to the right of o j are changed to 0. There is no digit left of o j with a nonzero value less than i, otherwise this digit would be changed to i instead of o j . So o j is even or o j is the leftmost digit that is less than i but greater than 0. In both cases, the j-th bit in the computation of b is 0; in the computation of b ′ , this bit is 1 since the j-th digit is i after updating, that is, o ′ j ≥ i and i is odd. Hence the number encoded by the representation of the last j digits of o is less than 2 j , while it is exactly 2 j for o@i (this is the case since all digits to the right of o ′ j are 0).
Since the number that is encoded by the leftmost j − 1 digits (which remain unchanged) does not change, we have b < b ′ , as required. -For i ′ > i, let b and b ′ again be the numbers encoded by o and o@i, respectively, when looking at i ′ . We have to show b ≤ b ′ . There are two cases where b ′ can possibly differ from b: * If a digit o j ′ such that o j ′ ≥ i ′ is changed, then recall that i ′ > i so that the update from o to o@i proceeds according to case 2.b), that is, o j is even, i < o j and for all j ′′ < j, o j ′′ is odd. Since the digits left of o j are not changed by the updating procedure, we have that j ′ ≤ j and -since the sequence of nonzero digits in a quasipolynomial timeout is not increasing -all nonzero digits to the left of o j ′ have a value of at least i ′ . All digits to the left of o j remain unchanged, o j is changed from some even number to i where i ′ > i, and all digits to the right of o j are changed to 0. We again distinguish two cases: If o j ≥ i ′ , then the j-th bit in the computation of b is 0 since o j is even. If o j < i ′ , then we recall that no digit left of o j has a value less than i ′ ; hence o j is the leftmost such digit so that the j-th bit in the computation of b is 0. In both cases, the last j bits encode a number strictly less than 2 j before the updating procedure. Since i < i ′ and since the digits to the left of o j are not changed by the updating procedure, j is the leftmost position with a nonzero value less than i ′ after the updating procedure. Thus in the computation of b ′ , the j-th bit is 0 while all ensuing bits are 1. Thus the last j bits encode exactly the number 2 j − 1 after the updating procedure. Hence we have b ≤ b ′ , as required.
, then a change of b can only arise when the leftmost digit, say o j ′′ , with a value less than i ′ but greater than 0 is changed. The digit can either change to i (in which case no digit to the left of o j ′′ is changed) or to 0. If the digit o j ′′ is changed to i and no digit to the left of o j ′′ is changed, then we recall that we have i ′ > i so that the j ′′ -th digit still is the leftmost digit with a value less than i ′ after the updating procedure. Thus we have b ′ = b, as required. If the digit o j ′′ is changed to 0, then we recall that by assumption, no digit to the left of o j ′′ has a nonzero value less than i ′ . Hence no digit to the left of o j ′′ has a nonzero value less than i. As o j ′′ is changed to 0, we have j > j ′′ , so that we have o j = 0 or o j ≥ i ′ . This situation can only occur if the update from o to o@i proceeds according to case 2.b) where we have that o j is even and all digits to the right of o j are odd. The case that o j is even but nonzero cannot occur since every nonzero digit to the left of o j ′′ , including the digit o j , has a value of at least i ′ but no digit with a value of at least i ′ is changed. Hence we have o j = 0. As the update proceeds accordings to case 2.b), the digit o j−1 has an odd value but since no digit with a value of at least i ′ is changed, we have 0 < o j−1 < i ′ so that o j−1 is the leftmost digit with a nonzero value less than i ′ . Hence we have j − 1 = j ′′ . Thus the digit o j ′′ +1 = o j is changed to i and all digits to the right of o j ′′ +1 are changed to 0. Before updating, the j ′′ + 1-th and the j ′′ -th bits both are 0 (since o j ′′ +1 = 0 and since o j ′′ is the leftmost digit with a value less than i ′ ) and all bits to the right of the j ′′ -th bit are 1; after the updating procedure, the j ′′ + 1-th digit is the leftmost digit with a value less than i ′ so that the j ′′ + 1-th bit is 0 and all bits to the right of the j ′′ + 1-th bit are 1 after the updating procedure. The last j ′′ + 1 bits hence encode the number 2 j ′′ − 1 before updating and the number 2 j ′′ +1 − 1 after updating so that we have b ≤ b ′ , as required.
• If i is even, then o@i is obtained from o by taking j to be the largest number such that i > o j > 0, and, if such a number exists, by replacing o j with i and all o j ′ with j ′ < j by 0. We also have m@i = (m k−1 , m k−3 , . . . , m i +1 , 2 ⌈log n ⌉+1 , . . . , 2 ⌈log n ⌉+1 ). It suffices to show that for all odd 1
-For i ′ < i, we have (m@i) i ′ = 2 ⌈log n ⌉+1 so that there is nothing to show. -For i ′ > i, let b and b ′ denote the numbers represented by the strings in the computation of (exp(o)) i ′ and (exp(o@i)) i ′ , respectively. We show
For all j ′ such that o j ′ ≥ i ′ , o j ′ and the according bit remain unchanged. If there is no j ′ such that 0 < o j ′ < i ′ , then all bits remain unchanged so that we have b = b ′ . If there is some j ′ such that 0 < o j ′ < i ′ , then let j ′′ be the greatest j ′′ with this property. If the digit o j ′′ remains unchanged, then o ′ j ′′ still is the leftmost digit with a value less than i ′ so that all bits remain unchanged and we again have b = b ′ . If the digit o j ′′ is changed, then the new value of this digit is i. We have i ′ > i and all digits to the left of o j ′′ remain unchanged so that j ′′ is the position of the leftmost digit with a value less than i ′ , before and after the updating procedure. Thus b = b ′ and we are done.
Thus we have shown that the exponential timeout representation of quasipolynomial histories decreases, in each component, at least as fast as exponential timeouts. Hence we can now prove that nodes have exponential timeouts if they have quasipolynomial histories.
P . First, we put
Let ( , o) ∈ GFPγ . We have to show that there is some m such that ( , m) ∈ GFP β. Since ( , exp(o)) ∈ Z , it suffices to show the more general property that Z ⊆ GFP β which by coinduction is the case if Z is a postfixpoint of β, that is, if
. By monotonicity of α, it suffices to show that for all 1
, that is, ( , (o@i)) ∈ GFP γ and the leftmost digit in o@i is 0. We have to show ∈ Z m i which is the case if ( , (m@i)) ∈ Z and if we have m i > 1 when i is odd. The former is the case if there is some o
Since we have m ≥ exp(o) by assumption, we have m@i ≥ exp(o@i) by Lemma 6.12. If i is odd, then we have (exp(o@i)) i ≥ 1 and since m@i ≥ exp(o@i) we also have (m@i) i ≥ 1; since (m@i) i = m i − 1, we have m i > 1, as required.
To prove the converse direction, we use fixpoint games to show that nodes with exponential timeouts have quasipolynomial histories as well:
P . Let (u, m) ∈ GFP β. By Lemmas 6.8, 5.2 and 5.4, player Eloise wins the node u in the lean fixpoint game for E α k . Thus there is an Eloise-strategy s that wins u and that is, crucially, historyfree. We inductively define a graph (Z , L) with Z ⊆ (U × hi), L ⊆ Z × {1, . . . , k} × Z , starting at the node (u, (0, . . . , 0)) ∈ Z where (0, . . . , 0) ∈ hi. When at ( , o) and having that Eloise wins the node in the lean fixpoint game with the move s( ) = (U 1 , . . . , U k ), where Abelard can, for each 1 ≤ j ≤ k move to (U j , j) and then from there to any w ∈ U j , where player Eloise wins all nodes from U j since s is a winning strategy, then we put, for 1 ≤ j ≤ k, L(( , o), j) = U j × {o@j} and extend Z by these nodes. We note that for any edge (( , o), j, (w, o@j)) ∈ L obtained in this way, we have s( ) = (U 1 , . . . , U k ), and w ∈ U j so that the priority j occurs in the lean fixpoint game when player Abelard moves from s( ) to (U j , j) and from there to w. Since (u, (0, . . . , 0)) ∈ Z , it suffices to show that Z is a postfixpoint of γ . So let ( , o) ∈ Z ; we have to show ( , o) ∈ γ (Z ), i.e.
∈ α(Z o 1 , . . . , Z o 1 ). Now Eloise wins in the lean fixpoint game with the move s( ) = (U 1 , . . . , U k ), and we have ∈ α(U 1 , . . . , U k ). By monotonicity of α, it thus suffices to show that U j ⊆ Z o j for all 1 ≤ j ≤ k. This certainly holds if the leftmost digit in o@j is 0: Let u ∈ U j . Then (u, o@j) ∈ Z by construction of Z . If the leftmost digit in o@j is 0, then u ∈ Z o j by definition of Z o j . It thus remains to show that Z contains no node ( , o) such that the leftmost digit in o is not 0, which follows by the construction of L and Fact 6.3 if Z contains no node with a timeout o whose leftmost digit is odd. We recall the notion of i-sequences from [Calude et al. 2017] and adapt it slightly so that the notion is relative to an L-path: an i-sequence (on an L-path π ) is a sequence of states a 1 , a 2 , . . . , a 2 i from U that are visited by the path π (that is, occur as first component in π ), not necessarly consecutively, but in order, such that for all q ∈ {1, 2, . . . , 2 i − 1}, the maximal priority that is passed by the path π between a q and a q+1 is odd.
We claim that the following properties (that correspond to the invariants I2 and I4 of the updating procedure and to Property-b i in Calude et al.) are satisfied:
) and all L-paths π that lead from (u, (0, . . . , 0)) to ( , o), we have the following:
(1) For all 0 ≤ j ≤ ⌈log n⌉ + 1 such that o j > 0, π contains a j-sequence, which we fix and refer to as the tracked j-sequence; and o j is the largest priority that is visited by π at or after the end of the tracked j-sequence.
, the tracked i-sequence in π starts only after priority o j has been visited at or after the end of the tracked j-sequence.
We prove the fact by induction over the length of π . If π has length 0, then we have ( , o) = (u, (0, . . . , 0)) so that all digits in o are 0 and there is nothing to show. If π has length q + 1, then there is is a path π ′ of length q that leads from (u, (0, . . . , 0)) to some node ( ′ , o ′ ) such that, for some priority 1
. By the inductive hypothesis, π ′ has the claimed properties. We distinguish the cases by which the update from o ′ at q proceeds (recall the cases of the updating procedure for quasipolynomial histories from Definition 6.1).
• If the update proceeds according to case 1), then q is even. By Fact 6.3, every digit in o that is nonzero also is nonzero in the previous quasipolynomial timeout o ′ . Moreover, all sequences in π ′ are also sequences in π . For digits that do not change when updating o ′ at q, we are done since π ′ has the claimed properties by the inductive hypothesis. If some digit, say the j-th digit o ′ j , changes to a nonzero number, then o j = q by Fact 6.3, and by the definition of case 1), q > o ′ j > 0. By the inductive hypothesis, o ′ j is the largest priority that is visited at or after the end of the tracked j-sequence in π ′ . Since q > o ′ j and since priority q is visited by the last transition in π , q = o j is the largest priority that is visited at or after the end of the tracked j-sequence in π .
• If the update proceeds according to case 2.a), then q is odd.
-To show the first claimed property, let j be an index such that o j > 0. If o ′ j = o j , then we have o j ≥ q. By the inductive hypothesis, π ′ contains a tracked j-sequence and o j is the largest priority that is visited by π ′ at or after the end of the tracked j-sequence. The sequence also is a sequence in π and since o j ≥ q, o j also is the largest priority that is visited by π at or after the end of the sequence. If o ′ j o j , then j is the largest index such that q > o ′ j > 0 and we also have o j = q. By the inductive hypothesis, π ′ contains a tracked j-sequence and o ′ j is the largest priority that is visited by π ′ at or after the end of the sequence. The sequence also is a sequence in π and since o j > o ′ j , o j is the largest priority that is visited by π at or after the end of the sequence.
-To show the second claimed property, let i > j and o j , o i > 0, hence o j ≥ o i . Since the updating procedure changes at most one digit to a nonzero value and since this digit has a nonzero value before updating, o ′ i and o ′ j both are nonzero. Moreover, since o i > 0, the j-th digit was not changed in the update, i.e. o j = o ′ j . By the inductive hypothesis, π ′ contains a tracked i-sequence and a tracked j-sequence and the tracked i-sequence in π ′ starts only after π ′ has visited priority o ′ j = o j at or after the end the tracked j-sequence. Adding one transition to the end of π ′ does not change the order of sequences within π ′ so that π also has the claimed property.
• If the update proceeds according to case 2.b), then q is again odd.
-To show the first claimed property, let j be an index such that o j > 0. If o ′ j = o j , then we have o j ≥ q. By the inductive hypothesis, π ′ contains a tracked j-sequence and o j is the largest priority that is visited by π ′ at or after the end of the sequence. The sequence also is a sequence in π and since o j ≥ q, o j also is the largest priority that is visited by π at or after the end of the sequence.
Since for all j ′ < j, o ′ j ′ is odd, we have by the inductive hypothesis that for all j ′ < j, π ′ contains a tracked j ′ -sequence and o ′ j ′ is the largest priority that is visited by π ′ at or after the end of that sequence; also, these tracked sequences are ordered, that is, shorter tracked sequences start only after the respective priority in the digits that refer to the longer tracked sequences have been visited at or after the end of longer tracked sequences. We construct a j-sequence (and make it tracked) by concatenating these sequences, starting with the tracked j −1-sequence, adding the tracked j − 2-sequence and so on. As last node in the new sequence we chose so that q is the largest priority that is visited at or after the end of the sequence. If j = 0, then we pick the one-element sequence consisting just of . If j > 0, then the highest priority visited between the node of the tracked 0-sequence and (both inclusive) is, by the inductive hypothesis, either o ′ 0 or the new last priority q, hence odd (q is odd since we are in case 2.b), and we have observed above that o ′ 0 is odd). For any 0 ≤ j ′ < j −1, the highest priority that is visited between the last node of the tracked j ′ + 1-sequence and the first node of the tracked j ′ -sequence is o ′ j ′ +1 by the inductive hypothesis. As o ′ j ′ +1 is odd for all j ′ < j, the newly constructed sequence is indeed is a j-sequence.
-To show the second claimed property, let i and j be indices such that j > i and
and o ′ j are both nonzero, then π ′ contains, by the inductive hypothesis, a tracked i-sequence and a tracked j-sequence, and the tracked i-sequence in π ′ starts only after π ′ has visited priority o j at or after the end of the tracked j-sequence. Adding one transition to the end of π ′ does not change the order of tracked sequences within π ′ so that π also has the claimed property. If one of the digits o ′ i and o ′ j is zero, then o ′ i is zero and o ′ j is nonzero: the updating procedure changes just one digit to a nonzero number and all digits to the right of this digit are changed to 0. By the inductive hypothesis, there is a tracked j-sequence in π ′ . The tracked i-sequence in π that is constructed in the previous item starts after the tracked j-sequence in π ′ since the tracked j-sequence in π ′ starts before all shorter tracked sequences in π ′ by the inductive hypothesis and since the tracked i-sequence in π is built up from sequences of length less than i and hence less than j.
Towards a contradiction, we now assume that there is some node ( , o) ∈ Z such that the leftmost digit o ⌈log n ⌉+1 in o is odd. Since all nodes from Z can by construction be reached starting from (u, (0, . . . , 0)) using only L-transitions, there is an L-path π through Z that starts at (u, (0, . . . , 0)), that ends at ( , o) and that (by Fact 6.15, Item 1) contains a ⌈log n⌉ + 1-sequence a 1 , a 2 , . . . , a 2 ⌈log n⌉+1 of at least n+1 elements (since 2 ⌈log n ⌉+1 > n). Thus some node occurs at least twice in the sequence, that is, there are h, l ∈ {1, 2, . . . , 2 ⌈log n ⌉+1 } such that h < l and a h = a l . The maximum value that occurs in π between a h and a l occurs between a q and a q+1 for some h ≤ q < l. By the definition of i-sequences, the maximum value between a q and a q+1 and hence the maximum value between a h and a l is odd, say z. Let ( 0 , o 0 ), p 0 , . . . , p r −1 , ( r , o r ) be the according segment of π that leads from a h to a l so that 0 = a h and r = a l . Writing
of the lean fixpoint game that follows s but in which the highest priority that occurs infinitely often is z so that the play is won by player Abelard, which is a contradiction to s being a winning strategy.
We finally obtain our main result, namely that nested fixpoints can be computed in quasipolynomial time if the function α allows for it: 
P
. For even k, we have
, where the first equality is by Lemma 6.8 and the second equality is by Theorem 6.13 and Theorem 6.14. By Lemma 6.4, π 1 [GFP γ ] can be computed in time s 2 · n · k ⌈log n ⌉+2 where s 2 = max(t(α), n · k ⌈log n ⌉+2 ). Since α can be iterated in quasipolynomial time by assumption, we have t(α) ≤ 2 (log n) c for some constant c so that π 1 [GFP γ ] can be computed in quasipolynomial time as well. Define α ′ :
where the latter can be computed in quasipolynomial time by the first part of this proof. Since we have
, where α ′′ (X 1 , . . . , X k , X k+1 ) = α(X 2 , . . . , X k+1 ), A α k be computed in quasipolynomial time as well.
As in Theorem 2.8 in [Calude et al. 2017] , we furthermore have that if k < log n, and α can be iterated time polynomial in n, then k-nested fixpoints of α can be computed in time polynomial in n as well: T 6.17. Let k < log n where n denotes the maximal value of timeouts; then GFP β can be computed in time O(t(α) · n 4 ), where t(α) is the maximum of n 4 and the time it takes to iterate α.
. We note that if k < log n, then all digits in quasipolynomial histories have value less than log n and -as in the proof of Theorem 2.8. in [Calude et al. 2017 ] -since the nonzero digits in quasipolynomial histories are non decreasing, hi can be represented by a set of size O(n 3 ) in such a way that all histories can be recreated from their representation. Hence the fixpoint GFP β can be computed with O(n 4 ) iterations of β and a single iteration of β can be implemented in time O(t(α)).
APPLICATIONS IN THE COALGEBRAIC µ-CALCULUS
Examples of nested fixpoints that go beyond the computation of winning regions in parity games naturally occur in model checking and satisfiability checking for generalized µ-calculi in the setting of coalgebraic logic, covering, for instance, graded, probabilistic and alternating-time µ-calculi; model checking for coalgebraic µ-calculi can be regarded as computing winning regions in a generalized variant of parity games, where the game arenas are coalgebras instead of Kripke frames. Hence we proceed to recall basic definitions and examples in universal coalgebra [Rutten 2000] and the coalgebraic µ-calculus [Cîrstea et al. 2009 ] and then continue to show that our main result improves the known upper time bounds for both the model checking problem and the satisfiability problem of the coalgebraic µ-calculus.
The abstraction principle underlying universal coalgebra is to encapsulate system types as functors, for our present purposes on the category of sets. Such a functor T : Set → Set maps every set X to a set T (X ), and every map f : X → Y to a map T f : T (X ) → T (Y ), preserving identities and composition. We think of T (X ) as a type of structured collections over X ; a basic example is the covariant powerset functor P, which assigns to each set its powerset and acts on maps by taking forward image. Systems of the intended type are then cast as T -coalgebras (C, ξ ) (or just ξ ) consisting of a set C of states and a transition map ξ : C → T (C), thought of as assigning to each state x ∈ C a structured collection ξ (x) ∈ T (C) of successors. E.g. a P-coalgebra ξ : C → P(C) assigns to each state a set of successors; that is, P-coalgebras are transition systems.
Following the paradigm of coalgebraic logic ], we fix a set Λ of modal operators, which we interpret over T -coalgebras for a functor T as predicate liftings, i.e. natural transformations
for ♥ ∈ Λ. Here, the index X , omitted when clear from the context, ranges over all sets; 2 X denotes the set of maps X → 2 into the two-element set 2 = {⊥, ⊤}, isomorphic to the powerset of X (i.e. 2 − is the contravariant powerset functor); and naturality means that
] indeed lifts predicates on a base set X to predicates on the set T (X ). Two standard examples for T = P are the predicate liftings for the standard and ♦ modalities, given by
Since we mean to form fixpoint logics, we need to require that every
. To support negation, we assume moreover that Λ is closed under duals, i.e. for each ♥ ∈ Λ we have ♥ ∈ Λ such that
Given a set Var of fixpoint variables, the set of formulae of the coalgebraic µ-calculus ϕ,ψ is then defined by the grammar
Given a T -coalgebra ξ : C → T (C) and a valuation σ : Var → P(C), the extension
of a formula ϕ is defined recursively by the expected clauses for the propositional operators
and by µX .ψ σ = LFP ψ X σ , νX .ψ σ = GFP ψ X σ where the map ψ X σ :
σ is clearly an invariant of the recursive definition. The alternation depth ad(ηX .ψ ) of a fixpoint ηX .ψ is the depth of alternating nesting of such fixpoints in ψ that depend on X ; we assign odd numbers to least fixpoints and even numbers to greatest fixpoints. E.g. for ψ = νX .ϕ and ϕ = µY .(p ∧ ♥X ) ∨ ♥Y , we have ad(ψ ) = 2, ad(ϕ) = 1. For a detailed definition of alternation depth, see e.g. [Niwinski 1986 ].
Example 7.1. We proceed to see some standard examples of coalgebraic semantics, see [Cîrstea et al. 2009; Schröder and Pattinson 2009; Schröder and Venema 2018] for more details.
(1) Relational µ-calculus: As indicated above, we obtain a version of the standard relational µ-calculus [Kozen 1983] without propositional atoms by taking T = P and Λ = { , ♦} with predicate liftings as described previously. We can add a set At of propositional atoms p, q, . . . by regarding them as nullary modalities, and interpret p ∈ At over the extended functor T = P(At) × P by the nullary predicate lifting
says that on every path from the current state, p holds everywhere except possibly on finite segments where q holds. (2) Graded µ-calculus: The graded µ-calculus has modalities b , [b] , indexed over b ∈ N, read 'in more than b successors' and 'in all but at most b successors', respectively. These can be interpreted over relational structures but it is technically more convenient to use multigraphs, i.e. transition systems with edge weights (multiplicities) in N ∪ {∞}, which are coalgebras for the multiset functor B. The latter maps a set X to the set B(X ) = (N∪{∞}) X of maps X → (N∪{∞}); we treat elements β ∈ B(X ) as (N∪{∞})-valued discrete measures on X , and in particular write
. Over B-coalgebras, we interpret b and [b] by the mutually dual predicate liftings
says that the current state is the root of an infinite tree with branching degree at least 2 (counting multiplicities) on which ϕ holds everywhere. (3) Probabilistic µ-calculus: Let D denote the discrete distribution functor, defined on sets by
is the set of discrete probability distributions on X ; coalgebras for D are just Markov chains. Similarly as for the graded µ-calculus, we take modalities
≤ p} (using the same measure-theoretic notation as in the previous item). The arising coalgebraic µ-calculus is the probabilistic µ-calculus [Cîrstea et al. 2009; Liu et al. 2015] . (4) Monotone µ-calculus: The monotone neighbourhood functor M maps a set X to the set M(X ) = {A ∈ 2 (2 X ) | A upwards closed} of set systems over X that are upwards closed under subset inclusion (i.e. A ∈ A and A ⊆ B imply B ∈ A). Coalgebras for M are monotone neighbourhood frames in the sense of Scott-Montague semantics [Chellas 1980 ]. We take Λ = { , ♦} and interpret over M by the predicate lifting
and ♦ by the corresponding dual lifting,
The arising coalgebraic µ-calculus is known as the monotone µ-calculus . When we add propositional atoms and actions, and replace M with its subfunctor M s defined by M s (X ) = {A ∈ M(X ) | ∅ A ∋ X }, whose coalgebras are serial monotone neighbourhood frames, we arrive at the ambient fixpoint logic of concurrent dynamic logic [Peleg 1987 ] and Parikh's game logic [Parikh 1985 ]. In game logic, actions are understood as atomic games of Angel vs. Demon, and we read a ϕ as 'Angel has strategy to enforce ϕ in game a'. Game logic is then mainly concerned with composite games, formed by the control operators of dynamic logic and additional ones; the semantics can be encoded into fixpoint definitions. For instance, the formula νX . p ∧ a X says that Angel can enforce p in the composite game where a is played repeatedly, with Demon deciding when to stop. (5) Alternating-time µ-calculus: Fix a set N = {1, . . . , n} of agents. Using alternative notation from coalition logic [Pauly 2002 ], we present the alternating-time µ-calculus (AMC) [Alur et al. 2002] by modalities [D] , D indexed over coalitions D ⊆ N , read 'D can enforce' and 'D cannot prevent', respectively. We define a functor G by G(X ) = {(k 1 , . . . , k n , f ) | k 1 , . . . , k n ∈ N \ {0}, f : i ∈N [k i ] → X } where we write [k] = {1, . . . , k}. We understand (k 1 , . . . , k n , f ) ∈ G(X ) as a one-step concurrent game with k i available moves for agent i ∈ N , and outcomes in X determined by the outcome function f from a joint choice of moves by all the agents. [Alur et al. 2002] , i.e. assign a one-step concurrent game to each state, and [D]ϕ says that the agents in D have a joint move such that however the agents in D move, the next state will satisfy ϕ. E.g. µX . p ∨ [D]X says that coalition D can eventually enforce that p is satisfied (a property expressible already in alternating-time temporal logic ATL [Alur et al. 2002] ).
We fix a target formula χ that does not contain free fixpoint variables, assuming w.l.o.g. that χ is clean, i.e. that every fixpoint variable is bound by at most one fixpoint operator in χ. For a variable X ∈ V that is bound in χ, we then write θ (X ) to denote the formula ηX .ψ that is a subformula of χ. Let Cl(χ) be the closure (that is, the set of subformulae) of χ. We have |Cl(χ)| ≤ | χ |, where | χ | denotes the number of operators or variables in χ.
It was shown in [Hausmann and Schröder 2019a ] that model checking for the coalgebraic µ-calculus can be reduced to the computation of a nested fixpoint of a particular function; we recall this function: Definition 7.2 (Coalgebraic model checking function). Let U = Cl(χ) × C. We then define the coalgebraic model checking function α mc : (P(U )) k+1 → P(U ) by putting, for U = (U 1 , . . . , U k+1 ) ∈ (P(U )) k+1 , α mc (U) ={(⊤, x) | (⊤, x) ∈ U } ∪ {(♥ψ , x) ∈ U | ξ (x) ∈ ♥ { | (ψ , ) ∈ U 1 }}∪ {(ψ ∨ ϕ, x) ∈ U | {(ψ , x), (ϕ, x)} ∩ U 1 ∅}∪ {(ψ ∧ ϕ, x) ∈ U | {(ψ , x), (ϕ, x)} ⊆ U 1 }∪ {(ηX .ψ , x) ∈ U | (ψ , x) ∈ U 1 } ∪ {(X , x) | (θ (X ), x) ∈ U ad(θ (X ))+1 }. . Let χ be a coalgebraic µ-calculus formula of alternation depth k, let ξ : C → TC be a coalgebra and let x ∈ C be a state. Then we have (χ, x) ∈ A α mc k if and only if x ∈ χ . C 7.4. Model checking for coalgebraic µ-calculus formulas of size n and alternation depth k can be done in time s 2 · n · k ⌈log n ⌉+2 where s 2 = max(t(α mc ), n · k ⌈log n ⌉+2 ), n = |Cl(χ)| · |C |.
P
. Immediate since the set A α mc k can -by the proof of Corollary 6.16 -be computed in time s 2 · n · k ⌈log n ⌉+2 .
The one-step satisfaction problem consists in deciding whether t ∈ ♥ (W ), for given t ∈ T (C), ♥ ∈ Λ and W ⊆ U . The time t(α mc ) it takes to compute α mc hence depends on the time it takes to solve the one-step satisfaction problem for the modal operators at hand.
Example 7.5. In [Hausmann and Schröder 2019a] , Examples 3.2 and 3.3, it was shown, that the upper time bounds for the one-step satisfaction problem in graded and probabilistic cases are O(size(χ) · |C |) and O(size(C) 2 · |C | 3 ), respectively; here, size(χ) denotes the representation size of the formula χ and size(C) denotes the representation size of the coalgebra C. We hence obtain the following quasipolynomial upper time bounds for the model checking problems of the respective µ-calculi, both with numbers coded in binary:
(1) for the graded µ-calculus: O(s 2 · n · k ⌈log n ⌉+2 ) where s 2 = max(size(χ) · |C |, n · k ⌈log n ⌉+2 ); (2) for the (two-valued) probabilistic µ-calculus: O(s 2 · n · k ⌈log n ⌉+2 ) where s 2 = max(size(C) 2 · |C | 3 , n · k ⌈log n ⌉+2 ).
As a second application of the computation of nested fixpoints, we now consider satisfiability checking for the coalgebraic µ-calculus. It was shown in [Hausmann and Schröder 2019b ] that the satisfiability problem of the coalgebraic µ-calculus can be reduced to the computation of nested fixpoints of a particular function. We now recall the essential notions from [Hausmann and Schröder 2019b ] that are required to be able to define this function; a detailled description of the construction can be found loc. cit. We fix a formula χ of size n and alternation depth k. We assume a deterministic parity automaton with set D χ of nodes such that |D χ | ∈ O(((nk)!) 2 ) where nodes ∈ D χ are labelled with sets l( ) of formulas; we denote the set of nodes whose labels contain some propositional formula by prestates and the set of nodes whose labels contain only modal formulas by states; for ∈ prestates, ψ is a fixed propositional formula from the label of . We assume that the automaton has the transition function δ that tracks sets of formulas according to letters from an alphabet that allows to identify manipulations of formulas; also, selections is a subset of the alphabet and consists of sets of modal formulas. Furthermore, we assume that the automaton has priority function β and that it altogether accepts the good branches in prospective models for µ-calculus formulas.
Definition 7.6 (Coalgebraic satisfiability checking function). For sets U ⊆ D χ and U = U 1 , . . . , U 2nk ∈ (P(U )) 2nk , we put α sat (U) ={ ∈ prestates | ∃b ∈ {0, 1}. δ ( , (ψ , b)) ∈ U β ( , (ψ ,b )) }∪ { ∈ states | T ( 1≤i ≤2nk U i ( )) ∩ l( ) 1 ∅} where β( , (ψ , b)) abbreviates β( , (ψ , b), δ ( , (ψ , b))) and where U i ( ) = {l(u) | u ∈ X i , ∃κ ∈ selections. δ ( , κ) = u, β( , κ, u) = i}.
The one-step satisfiability problem is to decide whether T ( 1≤i ≤2nk U i ( )) ∩ l( ) 1 ∅ for given U , . Hence checking whether some ∈ prestates is contained in α sat (U) for given U is an instance of the one-step satisfiability problem. if and only if χ is satisfiable. C 7.8. If the one-step satisfiability problem of a coalgebraic logic can be solved in time 2 O(nk log n) , then the satisfiability problem of the µ-calculus over this logic can be solved in time 2 O(nk log n) as well.
. By the previous Lemma, it suffices to show that A α sat 2nk
can be computed in time 2 O(nk log n) . Since we have 2nk < log |D χ |, A α sat 2nk
can -by Theorem 6.17 -be computed in time O(t(α sat ) · |D χ | 4 ),
