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1:
$i$ $a_{i}\in Z^{+}$ ( $Z^{+}$ ) ,
$\sum_{i=1}^{m}a_{i}l_{i}\leq L$ (1)
. $S$ , $j\in S$
$(a_{1j,j,.,mj}a_{2}..a)$ .
, (1) , $S$
. , ,
. , , –
. , .
$\Pi$ , $j$ ( $\in$ ) $x_{j}$ ,
, .
$(P)$ $\min$ $|\Pi|$
$\mathrm{s}.\mathrm{t}$ . $\sum_{i=1}^{m}(_{j\in\Pi}\sum aijxj-d.i\mathrm{I}2\leq D$





, $|\Pi|$ $K$ – , P
$P(K)$ (II, $x$ ) .
$(.P(K))$ $f(\Pi, x)\leq D$
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$f( \Pi,x)=\sum_{1i=}^{m}(_{j\in}\sum a_{i}jX_{j}-d_{i})\Pi 2$
$|\Pi|=K$
$x_{j}\in Z\text{ }$
$P(K)$ $I\dot{\iota}’$ $P(K)$ . ,
$K$ $P(K)$ . $K$ 2
, K $P(K)$ .









$\sqrt[\backslash ]{}$ , $P(K)$
$x_{j}$ , $x_{j}$ , $x_{j}$ .
, $J(\mathrm{I}\mathrm{I}, x)$ $QP(\Pi)$ .
$(QP(\Pi))$ rnin $f( \mathrm{f}\mathrm{I}, x)=\sum_{i.=1}^{m}(_{j\in\Pi}\sum a_{ij}x_{j}-d_{i})^{2}$
$\mathrm{s}.\mathrm{t}$ . $x_{j}\in Z^{+}$
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$QP(\Pi)$ 2 , $x$
$QP’(\Pi)$ , 2 $x^{*}(\mathbb{I})$
. , $QP’(\Pi)$ $x^{*}(\Pi)$ ,
i(\Pi \Pi ) $QP(\Pi)$ .
, . , $x^{*}(\Pi)$
, $x^{*}(\Pi)$ , . )
1 $x_{j}(j\in\Pi)$ , $x_{j}=\lceil x_{j}^{*}\rceil$ $x_{j}’arrow x_{j}-1,$ $x_{j}=\lfloor x_{j}^{*}\rfloor$ $x_{j}’arrow x_{j}+1$
) . $f(\mathrm{I}\mathrm{I},x)$ , $f(\Pi$ , $’ $)<f(\mathbb{I}, x)$
, $4\mathrm{I}\mathrm{I}$ ) $arrow x’(\Pi)$ .
$QP’(\mathrm{I}\mathrm{I})$ , [3] .\iota ,’) .
$\alpha_{pq}=2\sum_{k=1}^{m}akpa_{kq},$ $\beta_{P}=2\sum_{k=1}^{m}a_{k}bpk$ , $f(\Pi, x)$ $\nabla f(\Pi, x)$
$\lrcorner\partial\partial x_{\mathrm{p}}-(p\in \mathrm{I}\mathrm{I})$ ,
$–$
$\frac{\partial f}{\partial x_{p}}=\alpha_{pp}1^{X_{1}}+\alpha 2x2+\cdots+\alpha_{pnn\beta_{p}}X-$
. , $\epsilon$ .
$QP’(\Pi)$
Step $0$ $P$ $x_{p}arrow 0,$ $\frac{\partial}{\partial}x_{\mathrm{p}}Larrow-\beta_{p}$ .
Step 1 $P$ 1,2 .
1. $| \frac{\partial j}{\partial x_{\mathrm{p}}}|<\epsilon$
2. $\frac{\partial f}{\partial x_{\mathrm{p}}}>0$ $x_{p}=0$
Step 2 Stepl q 1 , $\Delta x_{q}arrow\frac{1}{\alpha_{qq}}(-\frac{\partial f}{\partial x_{q}})$ , $x_{q} arrow\max(0, x_{q}+\Delta x_{q})$
.
Step 3 $p\#\sim\sim$ $\llcorner \text{ }\frac{\partial f}{\partial x_{p}}arrow\frac{\partial f}{\partial x_{p}}+\alpha_{pq}\Delta X_{q}$ . Stepl .
5
Gilmore Gomory $[1][2]$ ,
.\check C . ,
,
. , .
$(\Pi, x)$ , $\sqrt[\backslash ]{}j\in\Pi$ ( $x$ ),
. $i$
$d_{i}’( \mathrm{I}\mathrm{I}\backslash \{j\}, x)=\max(d_{i}.-\sum_{\backslash k\in\Pi\{j\}}$aikxk, $0)$
. , $d_{i}’(\Pi\backslash \{j\},x)$ d}( .
. $a’=$ $(a_{1}’,a’\ldots,a^{;}2’ m)$ ,
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$x’$ . , $a’\in S$ $x’$
$P’(\Pi\backslash \{j\}, x)$ , .
$(P’(\mathrm{I}\mathrm{I}\backslash \{j\}, x))$ $\min$ $\sum_{i=1}^{m}(a_{ii}’x’-d’(j))^{2}$
st . $\sum_{i=1}^{m}a_{i}’l_{i}\leq L$
$x’\in Z^{+},$ $a_{i}’$ \in Z
$P’(\Pi$ , x, , , $a’$ x’
,
$a_{i}^{*}=( \frac{L}{\sum_{i=}^{m}1d_{i}\prime(j)\iota_{i}})d_{i}^{;}(j)\cdot,$ $x^{*}= \frac{\sum_{i=1i}^{m}d’(j)l_{i}}{L}$
. , $a^{*}$ , $a’$
. $x’arrow x^{*}$ , $a^{*}$ .
$(P_{r})$ $\min$ $\sum_{i=1}^{m}(a_{i^{-a)^{2}}}\prime i*$
$\mathrm{s}.\mathrm{t}$ . $\sum_{i=1}^{m}a_{ii}’l\leq L$
$a_{i}’\in\{\lceil a_{i}^{*}\rceil, \lfloor a_{i}^{*}\rfloor\}$
$P_{r}$ , ai’ 2 , 0-1 $P_{r}’$ .
$(P_{r}’)$ $\min$ $\sum_{i=1}^{m}(1-2(a_{i}^{*} -\lfloor a_{i}^{*}\rfloor))y_{i}$
$\mathrm{s}.\mathrm{t}$ . $\sum_{i=1}^{m}$ $yili \leq L-\sum_{i=1}^{m}\mathrm{L}a^{*}i\rfloor l_{i}$
$y_{i}\in\{0,1\}$
, Pr’ $y_{i}=0$ $a_{i}’arrow \mathrm{L}^{a_{i}^{*}}$ , $yi=1$ ai/\leftarrow a , $P_{r}$
. 0-1
, Pr’ ,
[5] , . , $P_{r}’$
.
StepO 1, 2, ... , $m$ $(1-2(a_{i}-*\lfloor a_{i}^{*}\rfloor))/l_{i}$ .
$\sigma(1)$ , $\sigma(2),$ $\ldots,$ $\sigma(m)$ .
Stepl $karrow 1$ .
Step2 $\sum_{i=1}^{k}y_{\sigma(}i$ ) $1i\iota_{\sigma}$) $\leq L-\sum_{i=1}^{m}\mathrm{L}a_{\sigma\langle}i$ )$\rfloor*\iota\sigma(i)$ $y\sigma(k)arrow 1$ Step3 .
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Step3 $k\geq m$ , $karrow k+1$ Step2 .
$P_{r}’$
StepO fi $(y_{1}^{*}, y_{2},., y_{m})*..*$ , .
Stepl $iarrow 1$ .
Step2 StepO , $y_{i}^{*}=0$ , $8Jiarrow 1$ . , $y_{i}arrow \mathrm{O}$ .
$\mathrm{S}\mathrm{t}\mathrm{e}\mathrm{p}3$ $y_{j}(j\neq i)$ , $(y_{1},y_{2}, \ldots, y_{m})$ .
Step4 $i\geq m$ . , $iarrow i+1$ , Step2 .
$m+1$ $S’(\Pi,j)(\subseteq S)$ .













$0$ 5 1015202530354045 $5\mathrm{c}$
aevlallon Irom Ine $|\mathrm{o}\mathrm{e}\mathrm{a}|$ pauern deviation from the ideal pattern
3: $f(\Pi, x)$ 4: $f(\mathrm{I}\mathrm{I}, X)$
3,4 1 . $f(\Pi, x)$
$\Delta f=f(\Pi\cup\{j’\}\backslash \{j\}, x’)-f(\Pi,x)$ , $a_{j’}$ $P’(\text{ }\backslash \{j\}, x)$
$a^{*}$ \Sigma im$=1(a_{ij’}-a_{i}^{*})^{2}$ . 3 ,
,
. , \Sigma im$=1(a_{ij’}-a_{i}^{*})^{2}$
. ,




$NB(\Pi)=\{\Pi\cup\{j’\}\backslash \{j\}|j’\in s’\backslash \mathrm{n},j\in\Pi\}$
. $(\Pi^{init}, x^{init})$ . , $\Pi=\emptyset,$ $x=0$
. , $d_{i}’(\Pi\backslash \{j\}, x)$ $d_{i}’(\Pi, x)$ 5
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. $x(\text{ }\cup\{j’\})$ , $f(\text{ }\cup\{j’\}, x(\Pi\cup\{j’\}))$
. $f(\mathbb{I}\cup\{j’\}, X(.\Pi\cup\{j’\}))$ , $\Pi$
. $=K$ .
. $\acute{J}\in\Pi$
$\sigma(1)$ , $\sigma(2),$ $\ldots,$ $\sigma(K)$ . trials ,
MAXTRIALS trials .
ILS
Step $0trialsarrow \mathrm{O},$ $\prod^{*}arrow\prod^{init}$ .
Stepl NB( ) .
Stepl-l $iarrow 1$ .
Step1-2 $(\mathrm{I}\mathrm{I},x)$ $\sigma(i)$ , $S’$ .
Step1-3 $j’$ \in S’ ’ $arrow\Pi\cup\{j’\}(\backslash \{\sigma(i)\})$ $x(\Pi’)$
, $f(\Pi’,\dot{x}(\Pi’))$ $j’$ .
Step1-4 $(\Pi’, x(\mathrm{I}\mathrm{I}’))$ $P(K)$ , .
$f(\Pi’, x(\Pi’))<f(\Pi,x(\mathrm{I}\mathrm{I}))\text{ }.\text{ }$ $arrow\Pi’,$ $iarrow 0$ Stepl .
Step1-5 $iarrow i+1$. . $i\geq K$ Step2 . Stepl-l .
Step 2 $f(\Pi, x(\Pi))<f(\Pi^{*}, x(\Pi*))$ , $\Pi^{*}arrow\Pi’$ .
Step 3trials $\geq,$ $MAX\tau RIAss$ . , ’ $\in NB(\Pi^{*})$
$\iota$





, PentiumII( $450\mathrm{M}\mathrm{H}_{\mathrm{Z})}$ $\mathrm{P}\mathrm{C}/\mathrm{A}\mathrm{T}$ . ,















$\mathrm{S}\mathrm{H}\mathrm{P}$ (Sequential Heuristic Procedure) [4]. , SHP
, .
$9000\mathrm{m}\mathrm{m}$ , 6\sim 29 , ILS SHP
2 . 2 ,
SHP . , SHP ,
, , ,
.
2: ( $9000_{\mathrm{m}}\mathrm{m}$ )
$\text{ _{}\mathrm{Q}\mathrm{Q}}^{1\mathrm{D}}\text{ }|_{\mathrm{I}\mathrm{L}^{\circ}\mathrm{s}\mathrm{s}}^{\text{ }\backslash }\text{ }-\backslash ’\ovalbox{\tt\small REJECT}^{\text{ }}\mathrm{H}\mathrm{P}\mathrm{I}-arrow\#\text{ }\ovalbox{\tt\small REJECT}(\mathrm{P}^{\iota\backslash }\mathrm{L}\mathrm{S}\mathrm{s}\mathrm{H}\mathrm{P})\nearrow$
$1314131110159867|$ $4444853865$ $0_{12}0.\cdot.\cdot.\cdot 860.6300.\mathrm{o}\mathrm{o}\mathrm{o}.74\mathrm{o}_{6}\mathrm{o}.0132\mathrm{o}\mathrm{o}_{4}2529$
, $5000\mathrm{m}\mathrm{m}$ , ILS SHP
3 . 3 , , ILS
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