Pinning control of a complex network aims at forcing the states of all nodes to track an external signal by controlling a small number of nodes in the network. In this paper, an algebraic graph-theoretic condition is proposed to optimize pinning control. When individual node dynamics and coupling strength of the network are given, the effectiveness of pinning control can be measured by the smallest eigenvalue of the grounded Laplacian matrix obtained by deleting the rows and columns corresponding to the pinned nodes from the Laplacian matrix of the network. The larger this smallest eigenvalue, the more effective the pinning control. Spectral properties of the smallest eigenvalue are analyzed using the network topology information, including the spectrum of the network Laplacian matrix, the minimal degree of uncontrolled nodes, the number of edges between the controlled node set and the uncontrolled node set, etc. The obtained properties are shown effective for optimizing the pinning control strategy, and demonstrated by illustrative examples. Finally, for both scale-free and small-world networks, in order to maximize their corresponding smallest eigenvalues, it is better to pin the nodes with large degrees when the percentage of pinned nodes is relatively small, while it is better to pin nodes with small degrees when the percentage is relatively large. This surprising phenomenon can be explained by one of the theorems established.
I. INTRODUCTION
Controlling a complex network to achieve a certain desired objective is an important task for various interacting systems, regarding such as trajectory tracking in a group of mobile autonomous agents [1] , generators synchronization in power grids [2] , and rumor propagation in social networks [3] . In practical situations, it is expensive and unpractical to control all nodes especially in a large-scale complex network.
To overcome the difficulties, the concept of pinning control was proposed in [4] , [5] . It aims at forcing the states of all nodes to a desired trajectory by controlling only a small portion of nodes in a given network.From a theoretical viewpoint, there have been significant achievements in the research of pinning control. By considering a specific trajectory as the state of a virtual dynamical system, pinning control can also be understood as a synchronization problem. A number of conditions and criteria for pinning synchronization have been proposed in the last decade [4] - [17] , to name just a few. Ref. [4] investigated the effects of selective and random pinning schemes on scale-free networks. Ref. [6] , by using adaptive controllers, provided a formula for estimating the number of pinned nodes and the strengths of couplings in a given complex network. Ref. [7] found that a network can synchronize subject to any linear feedback pinning scheme by adaptively tuning the coupling strength. Ref. [9] studied pinning controllability of complex networks in terms of the spectral properties of networks. Refs. [15] - [17] discussed pinning synchronization in certain networks, such as sensor networks, neural networks, and reduced-order networks. However, the above works mainly focused on proposing criteria for pinning synchronization, but did not investigate in depth how to choose the pinned nodes for optimal control. This paper revisits pinning control criteria for synchronization of complex dynamical networks, and proposes that the effectiveness of a node-selection scheme is measured by the smallest eigenvalue (λ 1 ) of the submatrix obtained by deleting the rows and columns corresponding to the pinned nodes from the Laplacian matrix of the network. That submatrix is also referred to a grounded Laplacian matrix [18] , [19] . The larger the λ 1 , the more effective the pinning control. Two key questions about the node-selection scheme emerging from the measure λ 1 are: to achieve an optimal performance, how many nodes does one need to control and which nodes should one apply controllers to? To answer these questions is by no means easy. Even when the number of pinned nodes is given, it is almost impossible to find the maximum of λ 1 by numerical calculations, especially II. PINNING CONTROL NETWORK MODEL AND ITS GRAPH-THEORETIC SYNCHRONIZATION CRITERION Consider a controlled network of N identical dynamical nodes with a diffusive coupling, described bẏ
where i = 1, 2, . . . , N . In (1) , vector x i ∈ IR n is the state of node i, function f (·) describes the self-dynamics of node i, positive constant c denotes the coupling strength of the network, u i is the controller applied at node i and is to be designed, and inner coupling matrix P : IR n → IR n is positive semi-definite. The network topology is described by a directed graph G = (V, E) with the node set V = {1, . . . , N } and edge set E ⊆ V × V. Matrix L N = [l ij ] N ×N is the Laplacian matrix of graph G, defined as follows: if there is an edge from node j to node i (i = j), then l ij = −1; l ii = − j =i l ij . Matrix L N is generally asymmetrical when the network is directed, but is symmetrical when the network is undirected.
Suppose that the target state of the network is s(t), which satisfieṡ
The goal of pinning control is to select a part of the nodes from network (1) to control, such that the states of all the nodes in the network can synchronize to the target state s(t). Assumption 1: There exists a sufficiently large positive constant α, such that
holds for some positive constant µ and for all vectors y, z ∈ IR n . Here, α is determined by f (·) and the inner coupling matrix P . Assumption 1 is a standard assumption on the node dynamics [26] - [30] , which has been used to study global synchronization of a network. The physical meaning of this assumption is that the self-dynamics f (·) is not "too nonlinear".
Lemma 1: (Theorem 1.1.6 from [24] ) Let p(λ) be a given polynomial of degree k. If (λ, x) is an eigenvalue-eigenvector pair of matrix A, then (p(λ), x) is an eigenvalue-eigenvector pair of p(A). Conversely, if k ≥ 1 and if µ is an eigenvalue of p(A), then there is some eigenvalue λ of A such that µ = p(λ).
For a real and symmetric matrix A, notation A ≻ 0 means A is positive definite. 
. . , d} with d > 0, and G 1 and G 2 are symmetric. If
Arrange all eigenvalues of a real and symmetric matrix M ∈ IR N ×N in a non-increasing order as follows:
Here, λ 1 (M ) is the smallest eigenvalue of M and λ N (M ) is the biggest one. Let S = {s 1 , s 2 , . . . , s l }, where S ⊂ V and l < N , be the set of controlled nodes in the network G. Without loss of generality, re-order the nodes in the network to let the first l (1 ≤ l < N ) nodes be controlled. LetL N be the symmetrized matrix of
. In this paper, I N denotes the identity matrix of order N . Let e i (t) x i (t) − s(t). From the controlled network (1) and the target dynamics (2), the error system is obtained aṡ
where i = 1, . . . , N . The objective now is to design controllers u i such that (1) and (2) together satisfy
Design u i by using two types of controllers: adaptive controllers and linear feedback ones. First, design adaptive pinning controllers of the form
where h i , 1 ≤ i ≤ l, are positive constants. Theorem 1: Suppose that Assumption 1 holds. The states of all the nodes in network (1) synchronize to the target state s(t) described by (2) using the adaptive pinning controller (6), provided that
Here,L N −l is the principal submatrix ofL N obtained by deleting the first l rows and columns fromL N . Proof: Consider the Lyapunov function
where d * is a sufficiently large positive constant to be determined later in the proof. Calculating the derivative of V (t) using (4) and (6) yields
By Assumption 1, one has
⊤ ∈ IR nN and ⊗ denote the Kronecker product. The above inequality can be rewritten as
where
If the symmetric matrix cL N −l − αI N −l ≻ 0, one can choose a sufficiently large constant d
dV dt ≤ 0 and the equality holds if and only if e = 0. According to the Lyapunov stability theorem [32] , e i in system (4) converges to 0 as t → ∞, for all i = 1, 2, . . . , N . Finally, it follows from Lemma 1 that the condition cL
Next, pinning control of network (1) is designed by using linear feedback controllers. Suppose that the first l (1 ≤ l < N ) nodes are controlled under the linear state-feedback controllers [12] of the form
where d is a positive constant feedback gain for all the l controllers and it is to be determined. Theorem 2: Suppose that Assumption 1 holds. The states of network (1) synchronize to the target state s(t) by using the linear feedback controller (9) , provided that λ 1 (L N −l ) > α/c and the feedback gain satisfies
Proof: Let the gain matrix
Using (4) and (9), the derivative of V (t) gives
Note that
then one has
dV dt ≤ 0 and the equality holds if and only if e = 0. Then, e i in system (4) converges to 0 as t → ∞ for all i = 1, 2, . . . , N . Finally, it is easy to verify that (11) can be reduced to (10) . This completes the proof.
From Theorems 1 and 2, λ 1 (L N −l ) > α/c is the common algebraic graph-theoretic condition for pinning synchronization under the adaptive controllers or the linear state-feedback controllers. If the simple linear state-feedback controllers are used, one more condition is that the feedback gain d needs to be large enough to satisfy (10) .
Remark 1: A wide spectrum of research on pinning control of complex dynamical networks has been performed in the last few years, such as in [5] - [7] , [10] , [12] . However, these work mainly focused on proposing criteria for pinning control. Here, a simple and effective algebraic graph-theoretic criterion is developed, which will be shown useful for optimizing node-selection schemes in the next section.
Remark 2: A similar graph-theoretic criterion also was mentioned in [10] , [17] . However, the assumption on self-dynamics of individual node therein is different from Assumption 1 here. Thus, the corresponding proofs are different. The requirement on individual dynamics in Assumption 1 is weaker than that in [10] , [17] , since different inner-coupling patterns can be assigned to P through design.
In the rest of this paper, only undirected networks are discussed. In this case, the pinning synchronization criterion is simplified to be
III. EFFECTIVE PINNING CONTROL USING NETWORK TOPOLOGY INFORMATION
From the above section, one can see that cλ 1 (L N −l ) > α determines the pinning-control synchronizability. Under Assumption 1, α is determined by the given node dynamics f and the inner coupling pattern P . So, λ 1 (L N −l ) can be used to measure the effectiveness of various pinning schemes. To be specific, for a given network, if the number of controlled nodes is limited or fixed beforehand, it is important to come up with a strategy to select a suitable set of pinned nodes from the network to maximize λ 1 (L N −l ). In this section, tools from graph theory and matrix analysis [23] - [25] will be used to analyze the spectral properties of λ 1 (L N −l ) based on the network topology information, so as to provide insights for the selection of pinned nodes.
A. Notations and Useful Lemmas
Let S = {s 1 , s 2 , . . . , s l } be the set of controlled nodes, and |S| denote the number of nodes in set S, so |S| = l. Following the notations used in [23] , L(S|S) is the (N − l) × (N − l) principal submatrix of L N obtained by deleting the rows and columns corresponding to S. In the rest of this paper, L N −l can be understood as L(S|S). Specially, when S = {s 1 } is a singleton, L(S|S) is denoted as L(s 1 |s 1 ).
Note that the sufficient condition (7) for the synchronization in an undirected network can be written as
The following lemmas from matrix analysis are useful for analyzing properties of λ 1 (L(S|S)). Lemma 4: (Cauchy Interlace Theorem from [25] ) Let U be a real n × m matrix such that U ⊤ U = I m and let A be a symmetric n × n matrix with eigenvalues λ n ≥ · · · ≥ λ 1 . Define B = U ⊤ AU and let B have eigenvalues µ m ≥ · · · ≥ µ 1 . Then, the eigenvalues of B interlace those of A, i.e.,
In addition, if C is a principal submatrix of a symmetric matrix A, then the eigenvalues of C interlace the eigenvalues of A. 
Lemma 5 is a special case of Lemma 4. Lemma 6: (A result in Chapter 1 form [23] ) Let A be a real symmetric N ×N matrix with eigenvalues
Lemma 7: (A result in Chapter 1 form [23] ) Let A = [a ij ] be a real symmetric N × N matrix. Then,
Lemma 7 shows that the smallest eigenvalue of a real symmetric matrix is no greater than the smallest diagonal element of the matrix.
Lemma 8: (Theorem 4.3.1 from [24] ) Let real matrices A, B be symmetric and let the respective eigenvalues of A, B, and
, each ordered as in (3). Then,
for each i = 1, . . . , N . Also,
for each i = 1, . . . , N . Definition 1:
contains all the edges (i, j) ∈ E with i, j ∈ V ′ , then G ′ is an induced subgraph of G. In graph G, k i denotes the degree of node i. Let p 1 , . . . , p N −l denote the nodes in set V \ S. Let w pj be the number of nodes in S that are connected to node p j , so w pj ≥ 0. Let H be the induced subgraph of G with node set V \ S. Then, matrix L(S|S) can be written as
where L(H) is the Laplacian matrix of graph H and Λ = diag{w p1 , . . . , w p N −l }. 
B. Spectral Properties and Their Applications to Optimizing Pinning Control
Theorem 3: [24] Suppose that the network G is undirected and connected. If the set of controlled nodes S is not empty, then the matrix L(S|S) is positive definite, i.e., λ 1 (L(S|S)) > 0 for 1 ≤ l ≤ N − 1.
Theorem 3 is easy to be obtained. Note that every irreducible component of L(S|S) is diagonally dominant with at least one strictly diagonally dominant row. Thus, L(S|S) is positive definite according to Corollary 6.2.27 in [24] .
Remark 3: Theorem 3 shows that no matter which and how many nodes are controlled, the smallest eigenvalue λ 1 (L(S|S)) > 0 (1 ≤ l ≤ N − 1) for undirected and connected network. It means that even only one node is pinned, a sufficiently large c can make cλ 1 (L(S|S)) > α, so that the network synchronizes. This is in line with the conclusion in [11] .
Theorem 4: Let S be the set of l controlled nodes, which are arbitrarily chosen from V. Then,
Proof:
Theorem 4 implies a necessary condition for the network synchronization by pinning multiple nodes. From (19) , one can predict the minimal number of nodes that must be pinned when α and c are given, through analyzing the Laplacian spectrum of the network.
Consider the situation where only one node, denoted by i, is controlled. That is, S = {i}. From Theorem 4, one has λ 1 (L(i|i)) ≤ λ 2 (L N ). Thus, the following result holds.
Corollary 2: A condition necessary for λ 1 (L(i|i)) > α/c is that
Remark 4: c · λ 2 (L N ) > α is the synchronization condition for a complex network of coupled oscillators without pinning control, see [34] . λ 2 (L N ) measures synchronizability of the network, see [35] , [36] . Furthermore, λ 2 (L N ) > 0 is a necessary condition for λ 1 (L(i|i)) > 0, which implies that the network has to be connected in order to synchronize the network by pinning only one node.
Next, two examples are given to show the effectiveness of the estimation of λ 1 (L(S|S)) in Theorem 4. Fig. 1 , as the number of pinned nodes l increases from 1 to 12. S|S) )] remains to be 1 as l increases from 2 to 9, i.e., the percentage of pinned nodes increases from 15.4% to 69.2%. It means that max |S|=l [λ 1 (L(S|S))] is not improved as the number of pinned nodes l increases. Figures  3(a)-(d) show four pinning schemes for the set S that yields max |S|=l [λ 1 (L(S|S))], when l = 2, 3, 4, 9, respectively. Since all the λ 1 (L(S|S)) in the four cases are 1, it is cost-effective to choose the pinning scheme with the least number of controlled nodes, i.e., the scheme shown in Fig. 3(a) .
Example 2: Consider two networks with 25 nodes as shown in Fig. 4 . The two networks are generated by the Barabási-Albert (BA) preferential attachment algorithm [37] . Starting with three fully-connected nodes, at each time step a new node is added and connected to m existing nodes in the network according to the node-degree preferential attachment scheme [37] . 
Theorem 5: It holds that max
. Besides those l − 1 nodes, choose one more node s l to be controlled. Then, the resulting matrix
Corollary 3: Let p, q be the numbers of nodes to be controlled, satisfying 1 ≤ q < p ≤ (N − 1). Then,
This corollary implies that max |S|=l [λ 1 (L(S|S))] is non-descending as l increases.
where k min is the minimal degree of the uncontrolled nodes in the network. Proof: Note that the diagonal elements of L(S|S) are equal to the degrees of the nodes in V \ S correspondingly. Using
Remark 6: When the number of pinned nodes increases, λ 1 (L(S|S)) usually increases. However, it is bounded by the minimal degree of the uncontrolled nodes, according to Theorem 6. Therefore, at the time that λ 1 (L(S|S)) reaches k min in (22) , it is best to control the node(s) with the smallest degree in the network so as to improve λ 1 (L(S|S)) if l (i.e., |S|) increases further.
In the following, the double-star graph in Fig. 1 is used again to verify Theorem 6: 1) From Theorem 6, it holds that max |S|=l [λ 1 (L(S|S))] ≤ 1 for l = 1, . . . , 9, because there exists at least one uncontrolled leaf node when l ≤ 9. This is clear from Fig. 2. 2) Choose V \ S to be {2, 8} or {2} or {8}, where k 2 = k 8 = 6. There exists at least one uncontrolled node with degree 6. From Theorem 6, it holds that λ 1 (L(S|S)) ≤ 6. Actually, this is true because λ 1 (L(S|S)) = 6.
Finally, we introduce another pair of lower and upper bounds for λ 1 L(S|S) , which was also partially studied in [20] . Theorem 7: For S = {s 1 , . . . , s l } and V \ S = {p 1 , . . . , p N −l }, let w pj be the number of nodes in S that are connected with node p j ∈ V \ S. 1) It holds that
2) It holds that
Proof: 1) Here, H is the induced subgraph of G with node set
2) In Lemma 8, we take A = L(H), B = Λ, and A + B = L(S|S). Taking i = j = 1 in (15), it follows that
The proof is completed.
Remark 7:
A similar upper bound in (23) was also proposed by Theorem 1 of [20] . Since their notations in [20] are quite different from those in this paper, for the readers' convenience, we provide a brief and clear proof here. In addition, we provide a different lower bound that only uses edge information.
Consider the situation where only one node, denoted by i, is controlled. From Theorem 7, one obtains the following result.
where k i is the degree of the pinned node i. Actually, λ 1 (L(i|i)) = 1 if and only if the node i connects with the rest N −1 nodes. (i) Necessity: To make λ 1 (L(i|i)) = 1, at least k i needs to be N − 1 in (26) . (ii) Sufficiency: Suppose that node i connects with the rest N − 1 nodes. Then,
Remark 8: Corollary 4 shows that, if there exists a node that connects with all the other N − 1 nodes in the graph, then λ 1 (L(i|i)) reaches its maximum 1 by pinning this node.
C. λ 1 of Typical Graphs
The following result gives the smallest eigenvalue λ 1 L(i|i) when pinning one node in the star graph S N with N nodes. Proposition 1: Consider an undirected star graph S N with N > 2 nodes. Suppose that node 1 is the center that has N − 1
Proof: 1) When a leaf node j is pinned, the eigenvalues of L(j|j) can be obtained as follows:
.
Multiplying both sides by (λ − 1) yields 
Thus, the eigenvalues of L(j|j) are
Remark 9: If one leaf node is pinned, λ 1 L(j|j) approximates 1/N as the network size N is large enough, for j = 2, . . . , N . Proposition 2: Let K N be a fully-connected network with N nodes, and S = {s 1 , s 2 , . . . , s l } be the set of its controlled nodes, with 1 ≤ l ≤ N − 1. No matter which nodes are chosen from the node set of K N , it holds that
Proof: 1)
It follows that the eigenvalues of L(S|S) are l and N .
2) For l = N − 1, it is easy to verify that L(S|S) = N − 1 = l. This completes the proof.
IV. PINNING CONTROL OF SCALE-FREE AND SMALL-WORLD NETWORKS
Consider scale-free and small-world networks with N = 1000. The scale-free network is generated by the Barabási-Albert (BA) preferential attachment algorithm [37] , which has been explained in Example 2. Start with a fully-connected network with 5 nodes and set m = 5. The resulting scale-free network has a power-law degree distribution. The small-world network is generated by the Newman-Watts (NW) algorithm [38] . Start with a ring, in which each node connects with its K nearest neighbors (K/2 on either side). Then, independently add edges with probability p between any pair of disconnected nodes. Here, set K = 4 and p = 0.006 in the simulations.
Numerical results are presented in Fig. 6 , where Fig. 6(a) shows the trends of λ 1 (L(S|S)) as the number of controlled nodes l increases for the scale-free network, and Fig. 6(b) shows that for the small-world network. In each subfigure, consider different pinning strategies parameterized by q ∈ [0, 1]. Specifically, select q · l nodes with biggest degrees and the other (1 − q) · l nodes with smallest degrees. In the simulations, q is set to be 1, 9/10, 1/2, 1/10, and 0, respectively. The curves in Fig. 6 with different markers correspond to the trends for the five values of q. Extensive numerical simulations show how q affects λ 1 (L(S|S)) for both scale-free and small-world networks. For q = 1 and 0, simulations are carried out over the interval l ∈ [0, 999] with step size δl = 1; for q = 9/10, 5/10, and 1/10, over the interval l ∈ [0, 990] with step size δl = 10. Every dot plotted in the subfigures is the average value of five simulation runs by randomly choosing nodes with the same degrees.
From Fig. 6 , one can see that λ 1 (L(S|S)) increases in general as the number of controlled nodes increases. For a fixed l ∈ [0, 400], the larger the proportion q, the larger the eigenvalue λ 1 (L(S|S)). On the contrary, for a fixed l ∈ [600, 1000), the smaller the q, the larger the λ 1 (L(S|S)). Note that the degree distribution of the scale-free network follows a power law, where the maximal degree of nodes is 113 and the minimal degree is 5. If one prefers to pin the nodes with biggest degrees (i.e., q = 1), at least one node with smallest degree will be left uncontrolled. By Theorem 6, one has λ 1 (L(S|S)) ≤ 5 if q = 1. ). This phenomenon can be explained as follows. Theorem 6 shows that λ 1 (L(S|S)) is upper bounded by k min , where k min is the minimal degree of uncontrolled nodes. If only a small number of nodes are controlled, λ 1 (L(S|S)) is normally much smaller than k min . Actually, in this case, those uncontrolled nodes with small degrees do not have much impact on the value of λ 1 (L(S|S)). As the number of pinned nodes grows, λ 1 (L(S|S)) also increases but is still bounded by k min . Therefore, it is reasonable to pin the nodes with small degrees when the proportion of the pinned nodes is large.
V. CONCLUSIONS
An algebraic graph-theoretic criterion has been established for optimizing pinning control of a complex dynamical network. When the node dynamics and the coupling strength of the network are given, the effectiveness of pinning control is measured by the smallest eigenvalue (λ 1 > 0) of the grounded Laplacian matrix obtained by deleting the rows and columns corresponding to the pinned nodes from the Laplacian matrix of the network. By using tools from graph theory and matrix analysis, formulas have been derived for estimating λ 1 with a relatively high accuracy using the network topology information. Several important and useful properties of λ 1 are summarized as follows: i) When l nodes are pinned, λ 1 is upper bounded by the (l + 1)st smallest eigenvalue of the network Laplacian matrix. This property can be used to estimate the minimal number of nodes to be controlled. Especially, when l is relatively small, the Laplacian spectrum of the network can well estimate max |S|=l [λ 1 (L(S|S))]. ii) λ 1 is upper bounded by the minimal degree of the uncontrolled nodes, and also by the average number of edges between the set of uncontrolled nodes and the set of controlled nodes. The obtained spectral properties have been shown effective for optimizing the pinning control scheme for network synchronization, and demonstrated by illustrative examples. We have also looked into pinning schemes in some typical networks, such as stars, double-star graphs, fully-connected graphs, scale-free and small-world networks. As our future work, we are interested in exploring more applications of spectral properties of the grounded Laplacian matrix to network optimization.
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