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En este capítulo se introduce el proyecto, la motivación para su 
realización y, por último, la estructura de esta memoria.  




El proceso de desarrollo es un factor clave en la viabilidad de un proyecto ya que afecta 
tanto a su planificación como a su ejecución. Ahora bien, tiene una relevancia especial 
cuando se trata de un proyecto empresarial. Para sacar un producto al mercado, en 
especial productos con base de software, hace falta coordinar muy bien todos los 
componentes que intervienen en su desarrollo. Por este motivo conviene seguir una 
metodología de desarrollo que contenga las herramientas, modelos y métodos que 
mejoren el proceso de desarrollo sin olvidar la calidad del software. Esta metodología 
permitirá estructurar, planificar y controlar el proceso de desarrollo mejorando así el 
proceso. 
 
A medida que se desarrolla el producto hay tareas que van aumentando en complejidad, 
para garantizar la viabilidad de estas tareas hay que automatizarlas. De esta manera se va 
controlando el incremento en complejidad. También es importante automatizar al máximo 
tareas recurrentes, como algunas tareas de testeo y puesta en producción del producto. De 
esta manera el equipo de desarrollo centra sus esfuerzos en donde aporta el máximo de 
valor: desarrollando nuevas funcionalidades, escribiendo nuevos test o bien mejorando la 
puesta en producción. Por este motivo se desarrollará una pipeline de desarrollo adaptada 
al modelo continuous delivery. Dicha pipeline tiene como objetivo automatizar todas las 
tareas recurrentes des del desarrollo hasta el despliegue en los diferentes entornos, 
además permitirá realizar entregas frecuentes de nuevas versiones del software. 
 
Este proyecto se desarrolla en el entorno de una empresa tecnológica, Ludium Lab, una 
spin-off de la UPC que desarrolla una plataforma de Cloud Gaming. Esta plataforma provee 
un servicio donde un usuario puede interactuar con aplicaciones que se ejecutan en el 
cloud, en este caso juegos, desde cualquier dispositivo conectado a internet. 
1.1 Metodologías de desarrollo 
Una metodología de desarrollo es una guía que utiliza un equipo de desarrollo para 
comunicarse y unir esfuerzos para conseguir un objetivo común. Actualmente en la 
comunidad, existe una gran variedad de metodologías (tales como desarrollo en cascada, 
desarrollo en espiral o, diseño iterativo y desarrollo incremental). Cada una de ellas con 
unas propiedades bien diferenciadas en función de la casuística a la que se adaptan.  
 
Hay que destacar que tanto la ausencia, como la implantación de una metodología no 
adecuada, son contraproducentes y afectarán directamente al rendimiento del equipo de 
desarrollo. Por ejemplo, ante la ausencia de una metodología, integrar el trabajo que va 




desarrollando cada componente del equipo sería muy complejo, alargándose el tiempo 
que se tarda en entregar una nueva versión del software. Dicha problemática va a ir en 
aumento según crezca el equipo o bien la complejidad del producto que se desarrolla. 
1.2 Continuous delivery 
El continuous delivery consiste en desarrollar un proceso de puesta en producción que 
permita ser capaces de liberar nuevas versiones del software de forma frecuente. 
Actualmente en la comunidad, la aplicación del continuous delivery no sigue ningún 
estándar establecido y se lleva a cabo mediante la integración manual de los diferentes 
sistemas implicados. Estos sistemas dependen de la implementación concreta. 
 
La aplicación del continuous delivery tiene las siguientes ventajas: 
 Detección temprana de problemas y potenciales puntos de fallo. 
 Rapidez y simplicidad en puesta en producción de nuevas versiones. 
 Necesidad de menos recursos humanos dedicados a tareas que son automatizables. 
 Desarrollo de un know-how sobre el proceso debido a la iteración sobre el mismo. 
 
La pipeline a desarrollar comprende tanto las nuevas versiones del software y sus 
dependencias, como el aprovisionamiento de los servidores, su actualización y la gestión 
de la configuración de los mismos. 
1.3 Motivación 
1.3.1 Motivación tecnológica 
Al trabajar en un entorno startup se me brinda la oportunidad para aprender muchísimo. 
Debido a que las restricciones son mínimas en este entorno en cuanto a qué tecnologías 
utilizar, dispongo de una gran flexibilidad para utilizar las últimas tecnologías. 
Además, realizar la tarea de aplicar una metodología en un equipo multidisciplinar es algo 
novedoso ya que deberá coordinar en el ámbito de las operaciones y los sistemas, con el 
desarrollo del producto. 
 
La integración entre sistemas es una asignatura pendiente ya de por sí, y hay que 
ingeniarlas para conseguir que los sistemas se entiendan entre ellos y compartan 
resultados. Además existe una tendencia al auge de sistemas cloud basados en Microsoft 
Windows a los cuales las herramientas Open Source actuales justo empiezan a dar soporte 




parcial, mientras que estas herramientas se están utilizando sin problemas para clouds 
basados en Linux. Por estos motivos, este proyecto representa todo un reto tecnológico.  
1.3.2 Motivación personal 
Aportar valor para la empresa donde trabajo es un aspecto clave en la motivación para la 
realización de este proyecto, ya que se va a aplicar en un entorno productivo. Como 
estudiante es muy motivante trabajar en una solución que tenga que adaptarse a las 
características del mundo real.  
 
Es muy motivante trabajar en un entorno I+D en una empresa que desarrolla un producto 
con el objetivo de comercializarlo a nivel mundial. 
 
Por otro lado, es interesante poner a los sistemas a trabajar al servicio de las personas 
para facilitarles el trabajo. Automatizando tareas recurrentes las personas se pueden 
dedicar a realizar tareas más interesantes donde realmente puedan desarrollar sus 
capacidades. 
1.4 Estructura de la memoria 
La memoria se estructura en capítulos, el contenido de cada uno se describe a 
continuación: 
 Capítulo 2. Aquí se encuentran los objetivos del proyecto, los requisitos 
funcionales y no funcionales y una planificación inicial. 
 Capítulo 3. Se describe la metodología de trabajo del equipo. 
 Capítulo 4. Se definen los conceptos relacionados con tecnología necesarios para la 
correcta comprensión del contenido de la memoria. 
 Capítulo 5. Se explica el modelo conceptual y se especifican tanto los actores como 
los casos de uso. 
 Capítulo 6. Se describe el diseño y la implantación realizadas. 
 Capítulo 7. Se proponen una serie de validaciones y se presentan los resultados 
obtenidos. 
 Capítulo 8. Se describe el entorno de desarrollo. 
 Capítulo 9. Se explica la planificación final, sus variaciones respecto a la 
planificación inicial y los costes. 
 Capítulo 10. Se proponen mejoras y extensiones al proyecto. 
 Capítulo 11. Se exponen las conclusiones del proyecto y las personales. 
  

















2 Descripción del proyecto 
En este capítulo se introduce el proyecto mediante la descripción de sus 
objetivos, los requisitos tanto funcionales como no funcionales, alguna 
información adicional y, por último, la planificación inicial.  




Actualmente Ludium Lab no aplica una metodología de desarrollo clara. Por este motivo la 
primera parte del proyecto consiste en el estudio y análisis del estado del arte de las 
metodologías de desarrollo con el objetivo de incorporar la más adecuada de ellas 
mediante un marco de trabajo adaptado a las necesidades del equipo de desarrollo.  
 
Algunos marcos de trabajo se caracterizan por la agilidad con la que permiten el desarrollo 
del producto software. En el caso que nos ocupa, esta característica es crítica debido a que 
la plataforma se encuentra en continuo desarrollo. Por ello, la segunda parte del proyecto 
consiste en implementar la pipeline de desarrollo de software que se adecue al modelo de 
continuous delivery, y por tanto, que permita maximizar la agilidad con la que trabaja el 
equipo.  
 
Como resultado de este proyecto, se conseguirá una mejora en el proceso de desarrollo de 
software en un caso real y se implementará un proceso de continuous delivery que 
permitirá desplegar de forma automática nuevas versiones de la plataforma en el cloud. 
 
2.1 Análisis, búsqueda e implantación de una metodología de desarrollo 
2.1.1 Descripción 
Encontrar una metodología de desarrollo de software que se adapte a las características 
de la empresa y del producto que se desarrolla. Además facilitar a los componentes de la 
empresa que se adapten a la nueva metodología e ir haciendo reuniones retrospectivas 
para ir adaptando la metodología cada vez mejor a las necesidades del equipo de 
desarrollo. 
 
También se debe buscar y configurar las herramientas necesarias que permitan a los 
componentes del equipo seguir la metodología de desarrollo. 
2.1.2 Requisitos 
El marco de trabajo asociado a la metodología, así como los procesos y herramientas han 
de ser escalables. De esta manera podrán adaptarse a un potencial crecimiento en 
personal de la empresa, o bien al aumento en complejidad del producto que se desarrolla. 
2.1.3 Información adicional 
Para la consecución de este objetivo he realizado un curso y he obtenido la certificación 
oficial Professional Scrum Master (PSM I) [8], para conocer a fondo el marco de trabajo 




Scrum y así reforzar los conocimientos adquiridos durante la carrera en esta materia. 
Como muestra del interés que ha generado la consecución de este objetivo mencionar que 
he realizado una presentación [7] sobre el caso de estudio en la última asignatura 
obligatoria de Ingeniería del Software del Grado en Informática de la UB, donde los 
alumnos habían realizado un proyecto siguiendo la metodología Scrum. 
2.2 Implementar la pipeline de desarrollo de software 
2.2.1 Descripción 
Automatizar el proceso de despliegue de las nuevas versiones de la plataforma en los 
diferentes entornos (desarrollo y producción), para ello se implementa una pipeline de 
desarrollo de software siguiendo el modelo de continuous delivery. Así mismo desarrollar 
los mecanismos para volver al estado estable en caso de fallo durante el despliegue. Por 
último también desarrollar un mecanismo para informar del estado de los diferentes 
entornos en un momento determinado. 
2.2.2 Requisitos 
Preparar la automatización del despliegue del software de manera que sea independiente 
de las características del entorno. Por ejemplo hardware empleado o las configuraciones 
necesarias para un entorno determinado. 
Por otro lado las actualizaciones en producción han de ser lo menos disruptivas posible 
sobre el servicio en marcha., en cuanto a tiempo de no disponibilidad del servicio. 
2.2.3 Información adicional 
Durante la realización de este objetivo encontré un error en un módulo de Puppet llamado 
Facter [9]. Decidí contribuir al proyecto y tras corregir el error hice un pull-request al 
repositorio principal del módulo, es decir una propuesta de corrección del bug [10].  
Actualmente la corrección realizada se encuentra en el código de la versión estable del 
módulo a partir de la versión 1.7.4. 
2.3 Planificación inicial 
La Figura 2.1 corresponde a la planificación inicial del proyecto. Hay dos grandes tareas 
que corresponden con los objetivos del proyecto. Cada una de estas se pueden subdividir 
en la tareas que muestra la figura. 
 




En esta planificación se solapa parcialmente la metodología de trabajo con el continuous 
delivery con el fin de encapsular la carga de trabajo que representa el proyecto en el 











La redacción de la memoria se realiza en paralelo con la segunda parte del proyecto, la 
implementación y validación de un modelo basado en continuous delivery. 
  
Figura 2.1 Diagrama de Gantt de la planificación inicial del proyecto. 

















3 Metodología de desarrollo de software 
En este capítulo se introducirá la metodología de desarrollo de sof tware 
que seguirá el equipo de desarrollo.  Inicialmente se muestra una breve 
descripción del concepto de metodología de desarrollo de software, 
luego se explicará el estado del arte, se hará un análisis de los marcos de 
desarrollo de software actuales y por último, se presentará la 
metodología elegida junto con su configuración inicial para que se 
adecue al máximo a las necesidades particulares del caso.  




3.1 Definición de metodología de desarrollo de software 
Las metodologías de desarrollo de software son un conjunto de procedimientos y técnicas 
que ayudan a estructurar, planificar y controlar el proceso de desarrollo de productos 
software. 
 
Por introducir un símil, los procedimientos son como un libro de recetas de cocina, en el 
que se van indicando paso a paso las actividades a realizar para lograr el software 
deseado, indicando además las personas que deben participar en el desarrollo de las 
actividades y el rol que desempeñarán. También se detalla la información necesaria para 
iniciar una actividad y la información que se debe producir como resultado de la misma. 
 
Las técnicas indican cómo debe ser realizada una actividad determinada en la 
metodología. Combinan el empleo de modelos o representaciones gráficas junto con el uso 
de unos procedimientos asociados detallados. Se debe tener en consideración que una 
técnica determinada puede ser utilizada en una o más actividades de la metodología de 
desarrollo de software. 
 
Cada metodología se basa en una filosofía de desarrollo que determina cómo serán las 
fases durante el desarrollo y las relaciones entre ellas. Por ejemplo, la metodología 
determina si el testeo del software está incluido en la fase de desarrollo o por el contrario 
el testeo tiene una fase propia dentro del proceso. 
3.2 Estado del arte 
Existen diferentes metodologías de desarrollo en función del tipo de proyecto para el que 
son adecuadas, de las etapas que componen la metodología, de la relación entre dichas 
etapas o de la manera de hacer la recogida de requisitos [15]. 
 
Las metodologías de desarrollo más comunes son el desarrollo en cascada, el prototipaje, 
el desarrollo iterativo y diseño incremental, el desarrollo en espiral y el desarrollo ágil. 
3.2.1 Desarrollo en cascada 
El desarrollo en cascada es la metodología que ordena rigurosamente las etapas 
del proceso para el desarrollo de software, de tal forma que el inicio de cada etapa debe 
esperar a la finalización de la etapa anterior. 
 




El ciclo de vida siguiendo la metodología de desarrollo en cascada es representado en la 




Figura 3.1 Ciclo de vida del modelo de desarrollo en cascada. 
Las principales etapas del modelo en cascada son el análisis de requisitos, el diseño de la 
arquitectura y del programa, la implementación, la verificación y el mantenimiento. 
3.2.1.1 Análisis de requisitos 
En esta fase se analizan las necesidades de los usuarios finales del software para 
determinar qué objetivos debe cubrir. De esta fase surge una memoria llamada documento 
de especificación de requisitos (SRD), que contiene la especificación completa de lo que 
debe hacer el software sin entrar en detalles internos. 
Es importante señalar que en esta etapa se debe consensuar todo lo que se requiere del 
software y será aquello lo que seguirá en las siguientes etapas, no pudiéndose cambiar a 
mitad del proceso de elaboración del software. 
3.2.1.2 Diseño de la arquitectura y del programa 
En esta etapa se descompone y organiza el software en elementos que puedan elaborarse 
por separado, aprovechando las ventajas del desarrollo en equipo. Como resultado, surge 
el documento de diseño del software (SDD), que contiene la descripción de la estructura 
relacional del software y la especificación de lo que debe hacer cada una de sus partes. 
Es conveniente distinguir entre diseño de alto nivel o arquitectónico y diseño detallado. El 
primero tiene como objetivo definir la estructura de la solución (una vez que la fase de 




análisis ha descrito el problema) identificando grandes módulos (conjuntos de funciones 
que van a estar asociadas) y sus relaciones. Con ello se define la arquitectura de la solución 
elegida. El segundo define los algoritmos empleados y la organización del código para 
comenzar la implementación, cumplimiento con los requerimientos del usuario así como 
también los análisis necesarios para saber qué herramientas usar en la etapa de 
implementación. 
3.2.1.3 Implementación 
Es la fase en donde se implementa el código fuente, haciendo uso de prototipos así como 
de pruebas para corregir errores. Dependiendo del lenguaje de programación y su versión 
se crean las bibliotecas y componentes reutilizables dentro del mismo proyecto para hacer 
de la programación un proceso más rápido. 
3.2.1.4 Verificación 
Los elementos programados se ensamblan para componer el software y se comprueba que 
funciona correctamente y que cumple con los requisitos, antes de ser entregado al usuario 
final. Una vez acabada la verificación es cuando se hace la entrega del software al usuario 
final, que lo empezará a utilizar por primera vez.  
En caso de no superar la verificación, se vuelve a la fase de requerimientos como si se 
tratase de una ampliación o mejora de un software ya existente. 
3.2.1.5 Mantenimiento  
El mantenimiento del software es la etapa donde el usuario detecta en qué medida el 
software está cubriendo sus necesidades y da lugar a la implementación de nuevas 
funcionalidades iniciando de nuevo el proceso de desarrollo desde la primera etapa. 
 
El desarrollo en cascada tiene la ventaja de que va produciendo la documentación a 
medida que se completan las diferentes fases una detrás de otra. Aun así, realmente un 
proyecto rara vez sigue una secuencia lineal y, por este motivo, se suele crear una mala 
implementación del modelo.  
Por otro lado, el proceso de creación del software según este modelo es costoso en tiempo, 
ya que hasta que el software no está totalmente completo no se entrega al cliente. Así 
también, cualquier error de diseño detectado en la etapa de verificación conduce 
necesariamente al rediseño y nueva implementación del código afectado, aumentando de 
esta manera los costos del desarrollo. 
 




Este modelo se muestra inflexible a cambios de requerimientos por parte del cliente, así 
pues, sólo se ajusta a proyectos donde los requerimientos estén muy claros y sea 
altamente improbable que sufran cambios. 
 
En el caso del tipo de producto que se desarrolla en Ludium, los requerimientos sufren 
pequeñas variaciones con frecuencia (por motivos de negocio, restricciones tecnológicas 
que se detectan al hacer las primeras pruebas, etc.). Por otro lado, el producto que se 
desarrolla en Ludium debe estar siempre disponible para demostraciones ante los 
posibles clientes. Por estos motivos, el modelo ha sido descartado para ser implementado 
en Ludium. 
3.2.2 Prototipaje 
El desarrollo basado en el prototipaje es un modelo de desarrollo evolutivo. El prototipo 
debe ser construido en poco tiempo, usando los programas adecuados y sin utilizar 
muchos recursos. 
La Figura 3.2 ilustra las etapas del desarrollo basado en prototipaje, las cuales son: 




Figura 3.2 Ciclo de vida del modelo de desarrollo basado en prototipos. 
3.2.2.1 Requirements Planning  
Los usuarios, administradores y demás personal de TI discuten y acuerdan las necesidades 
del negocio, el alcance del proyecto, las restricciones y los requisitos del sistema. Esta fase 
termina cuando el equipo está de acuerdo en las cuestiones clave y obtiene autorización 
de la gerencia, quien toma las decisiones, para continuar. 




3.2.2.2 User design 
Durante esta fase, los usuarios interactúan con los analistas de sistemas, tomando parte en 
el desarrollo de modelos y prototipos que representan a todos los procesos del software , 
entradas y salidas. Los diseñadores suelen utilizar una combinación de desarrollo 
conjunto de aplicaciones técnicas y herramientas para traducir las necesidades del usuario 
en los modelos de trabajo. El user design es un proceso interactivo continuo que permite a 
los usuarios entender y finalmente aprobar un diseño del software que satisfaga sus 
necesidades. 
3.2.2.3 Construcción 
Se centra en la tarea de programar el software. Sin embargo, los usuarios siguen 
participando y todavía pueden sugerir cambios o mejoras a medida que se desarrollan las 
pantallas o informes reales.  
3.2.2.4 Cutover 
En esta fase se realiza la conversión de datos, pruebas, cambio al nuevo software y la 
formación de usuarios. En comparación con los métodos tradicionales todo el proceso se 
comprime. Como resultado, el nuevo software está construido, entregado y en 
funcionamiento mucho antes. 
 
La metodología basada en prototipaje se focaliza en la representación de aquellos aspectos 
del software que serán visibles para el cliente o el usuario final. Este diseño conduce a la 
construcción de un prototipo, el cual es evaluado por el cliente para una 
retroalimentación; gracias a ésta, se refinan los requisitos del software que se 
desarrollará. La interacción ocurre cuando el prototipo se ajusta para satisfacer las 
necesidades del cliente. Esto permite que al mismo tiempo el desarrollador entienda mejor 
lo que se debe hacer y el cliente vea resultados a corto plazo.  
De esta manera, el prototipo se construye y sirve como un mecanismo para la definición de 
requisitos. Por lo que es habitual que el prototipo, en parte o en su totalidad, sea 
descartado. 
Hay que tener en cuenta que cuando se lleve a cabo el desarrollo real se hará teniendo en 
cuenta la calidad. Por ejemplo, si se desarrolló en un cierto lenguaje de programación por 
rapidez, en el momento del desarrollo real se analizará qué lenguaje de programación se 
adecua al proyecto. 
 




Este modelo se ajusta a los casos donde, por el motivo que sea, es difícil hacerse una idea 
de lo que el cliente necesita. De manera que se construye un prototipo para que el cliente 
vea una posible solución y se empiece a trabajar sobre ésta. 
En el caso de Ludium no es difícil imaginar cuales son los requisitos principales, por lo que 
no tiene sentido malgastar recursos haciendo la toma de requisitos de este calibre. 
3.2.3 Desarrollo iterativo y diseño incremental 
La idea principal detrás de esta metodología es desarrollar de manera incremental, 
permitiendo al desarrollador sacar ventaja de lo que se ha aprendido a lo largo del 
desarrollo anterior, incrementando versiones entregables del software. El aprendizaje 
viene de dos vertientes: el desarrollo del software y el feedback que proporciona el cliente 
tras el uso del software. Los pasos claves en el proceso son comenzar con una 
implementación simple de los requerimientos del sistema, e iterativamente mejorar la 
secuencia evolutiva de versiones hasta que el software completo esté implementado. En 
cada iteración se realizan cambios en el diseño y se agregan nuevas funcionalidades y 
capacidades al software. 
El proceso consiste en dos etapas, la etapa de inicialización y la etapa de iteración. Como 
ilustra la Figura 3.3, en la etapa de inicialización se crea una primera versión del software 
lo más rápido posible y en la etapa de iteración se lleva a cabo planificación, 
requerimientos, análisis y diseño, implementación, despliegue, testeo y evaluación.  
3.2.3.1 Etapa de inicialización 
Se crea una primera versión del software. La meta de esta etapa es crear un producto con 
el que el usuario pueda interactuar y, por tanto, retroalimentar el proceso. Debe ofrecer 
una muestra de los aspectos claves del problema y proveer una solución lo 
suficientemente simple para ser comprendida e implementada fácilmente. Para guiar el 
proceso de iteración se crea una lista de control de proyecto que contiene un historial de 
todas las tareas que necesitan ser realizadas. Incluye aspectos como nuevas 
funcionalidades para ser implementadas y áreas de rediseño de la solución ya existente. 
Esta lista de control se revisa periódica y constantemente como resultado de la fase de 
análisis. 
3.2.3.2 Etapa de iteración 
Esta etapa involucra el rediseño e implementación de una tarea de la lista de control de 
proyecto y el análisis de la versión más reciente del software. La meta del diseño e 
implementación de cualquier iteración es ser simple, directa y modular, para poder 
soportar el rediseño de la etapa o como una tarea añadida a la lista de control de proyecto. 




Como en muchos casos el código representa la mayor fuente de documentación del 
software, el análisis de cada iteración se basa en la retroalimentación del usuario y en el 
análisis de las funcionalidades disponibles del programa. Involucra el análisis de la 
estructura, modularidad, usabilidad, confiabilidad, eficiencia y eficacia (alcanzar las 
metas). La lista de control del proyecto se modifica según los resultados del análisis. 
 
La implementación y el análisis se guían por las siguientes reglas: 
 Cualquier dificultad en el diseño, codificación y prueba de una modificación se 
solucionará rediseñando o recodificando. 
 Las modificaciones deben ser más fáciles de hacer conforme avanzan las 
iteraciones. Si no es así, hay un problema grave causado por un diseño débil o por 
la proliferación excesiva de parches al software. 
 Los parches normalmente deben permanecer solo por una o dos iteraciones. Se 
hacen necesarios para evitar el rediseño durante una fase de implementación. 
 La implementación existente debe ser analizada frecuentemente para determinar 
qué tal se ajusta a las metas del proyecto. 




Figura 3.3 Ciclo de vida del modelo de desarrollo iterativo y diseño incremental. 
Una ventaja de este modelo es que se disminuyen los riesgos, ya que el cliente revisa 
regularmente el trabajo realizado y puede así, verificar que realmente es lo que necesita. 
Otra ventaja es la posibilidad de cambiar de una manera fácil los requerimientos que 
pueden ser modificados entre iteraciones. También se reducen los costos, pues si alguna 
funcionalidad resultante de una iteración no es del gusto del cliente y se vuelve a la 
versión anterior, tan solo se pierden los recursos asignados a una iteración. Por último, al 




final de cada iteración el cliente tiene una versión del producto funcionando, así que no 
tiene que esperar al final del proceso de desarrollo para empezar a utilizar el producto. 
 
Este modelo se ajusta bastante bien al producto que se desarrolla en Ludium. Por otra 
parte, es una manera de trabajar que se adapta al estilo de trabajo del equipo de 
desarrollo. Por el momento, sería la metodología más idónea de las analizadas.  
3.2.4 Desarrollo en espiral 
La metodología de desarrollo en espiral tiene en cuenta el riesgo que aparece al 
desarrollar software. Para ello, se comienza mirando las posibles alternativas de 
desarrollo, se opta por la de riesgo más asumible y se hace un ciclo de la espiral. Si el 
cliente quiere seguir haciendo mejoras en el software, se vuelve a evaluar las distintas 
nuevas alternativas y riesgos y se realiza otra vuelta de la espiral, así hasta que llegue un 
momento en el que el producto software desarrollado sea aceptado y no necesite seguir 
mejorándose con otro nuevo ciclo. 
Básicamente consiste en una serie de ciclos que se repiten en forma de espiral, 
comenzando desde el centro. Se suele interpretar que dentro de cada ciclo de la espiral se 
sigue un modelo en cascada. El desarrollo en espiral puede verse como un modelo 
evolutivo que conjuga la iteración y el modelo cascada, con la gestión de riesgos. 
3.2.4.1 Ciclos 
En cada vuelta o iteración hay que tener en cuenta los objetivos y las alternativas. Los 
objetivos marcan las necesidades que debe cubrir el producto. Las alternativas, en cambio, 
marcan las diferentes formas de conseguir los objetivos de forma exitosa y desde 
diferentes puntos de vista, como pueden ser las características o el riesgo asumido en cada 
alternativa. 
Como se puede ver en la Figura 3.4, para cada ciclo habrá cuatro etapas: determinar los 
objetivos, analizar el riesgo, desarrollar y validar, y planificar la siguiente iteración. 
 
- Determinar los objetivos 
En esta etapa se fijan los outputs a obtener como requerimientos, especificaciones del 
software o el manual de usuario. También se fijan las restricciones y se identifican los 
riesgos del proyecto y las estrategias para evitarlos. 
  




- Analizar el riesgo 
Se lleva a cabo el estudio de las causas de las posibles amenazas y probables 
consecuencias no deseadas que éstas puedan producir. Se evalúan alternativas. Se debe 
tener un prototipo antes de comenzar a desarrollar y validar. 
 
- Desarrollar y validar 
Dependiendo del resultado de la evaluación de los riesgos, se elige un modelo para el 
desarrollo, que puede ser cualquiera de los otros existentes, como cascada, o prototipaje. 
Así por ejemplo si los riesgos en la interfaz de usuario son dominantes, un modelo de 
desarrollo apropiado podría ser la construcción de prototipos. 
 
- Planificar la siguiente iteración 
Si el resultado de la etapa anterior no es el adecuado o se necesita implementar mejoras o 
funcionalidades se planifican los siguientes pasos y se comienza un nuevo ciclo de la 
espiral. La espiral tiene una forma de caracola y se dice que mantiene dos dimensiones, la 
radial y la angular. La dimensión angular indica el avance del proyecto del software dentro 
de un ciclo. La dimensión radial, en cambio, indica el aumento del coste del proyecto, ya 
que con cada nueva iteración se pasa más tiempo desarrollando. 
 
 
Figura 3.4 Ciclo de vida del modelo de desarrollo en espiral. 
Este modelo es muy utilizado en proyectos grandes y complejos como puede ser, por 
ejemplo, la creación de un sistema operativo. 




Al ser un modelo orientado a la gestión de riesgo, uno de los aspectos fundamentales de su 
éxito radica en que el equipo que lo aplique tenga la experiencia y habilidad necesarias 
para detectar y catalogar correctamente los riesgos. 
Teniendo en cuenta el tipo de producto que se desarrolla en Ludium no tiene sentido ir 
haciendo análisis de riesgos regularmente, ya que aunque el software es complejo y tiene 
un gran número de funcionalidades, el gasto de recursos en análisis de riesgos no 
compensaría. 
Por otro lado, al incluir la metodología en cascada volvemos a tener la restricción de que 
los requerimientos no pueden sufrir variaciones, cosa que como ya se ha comentado no 
interesa. 
3.2.5 Desarrollo ágil 
El desarrollo ágil se basa en el desarrollo iterativo e incremental, donde los requisitos y 
soluciones evolucionan mediante la colaboración de grupos auto organizados y 
multidisciplinarios [11].  
 
Existen muchos marcos de trabajo basados en el desarrollo ágil, la mayoría minimiza 
riesgos desarrollando software en lapsos cortos. El software se desarrolla en unidades de 
tiempo llamadas iteraciones, las cuales deben durar de una a cuatro semanas. Como refleja 
la Figura 3.5 cada iteración incluye una planificación donde se realiza un análisis de 
requisitos, la fase de colaboración donde los desarrolladores diseñan, codificación, revisan 
y documentan las nuevas funcionalidades, y por último hay la fase de entrega que finaliza 
con el feedback que provee el cliente respecto a la entrega realizada. Una iteración no debe 
agregar demasiada funcionalidad para justificar el lanzamiento del producto al mercado, 
sino que la meta es tener un incremento software funcionando al final de cada iteración. 
En ese momento el equipo vuelve a evaluar las prioridades del proyecto. 
 
Los métodos ágiles enfatizan las comunicaciones cara a cara frente a la confección de 
exhaustivas documentaciones. Los equipos deben incluir testers, redactores de 
documentación, diseñadores de iteración y directores de proyecto. Los métodos ágiles 
también enfatizan que el software funcional es la primera medida del progreso.  
Este modelo hereda las ventajas del modelo de desarrollo iterativo y diseño incremental. 
Así mismo, la manera en que está definido da mayor relevancia a las personas que lo 
siguen, cosa que aumenta la motivación e implicación de las personas y en consecuencia, la 
productividad del equipo. 





Figura 3.5 5 Ciclo de vida del modelo de desarrollo ágil. 
 
El desarrollo ágil se adecua a proyectos donde los requisitos son modificados con cierta 
regularidad (incluso se añaden nuevos a menudo), donde las funcionalidades son 
desarrolladas de manera rápida (sin descuidar la calidad) y mejoradas a posteriori. 
El coste asociado a cada iteración es mucho menor a seguir un modelo tradicional, además 
estamos seguros de que el producto se adapta a las necesidades del cliente, ya que este es 
una figura más en el proceso de desarrollo. Por tanto, el modelo de desarrollo ágil se 
adecua a entornos donde el producto es muy vivo, aunque se trate de un software 
complejo. Se consigue una gran productividad a un menor coste. Por esta serie de motivos 
será el modelo escogido para implementar en este proyecto. 
3.3 Análisis de los marcos de desarrollo ágiles 
Los marcos de desarrollo son guías que explican cómo llevar a la práctica una metodología 
concreta. Sabiendo que vamos a trabajar con una metodología ágil, vamos a repasar 
brevemente los marcos de desarrollo ágiles. 
3.3.1 eXtremProgramming (XP) 
Este marco de desarrollo fue muy popular sobre el año 2000. Se focaliza en describir 
prácticas de ingeniería para el desarrollo, como el Pair Programming o el Test Driven 
Development. El gran problema que tiene es que al focalizarse en la parte de desarrollo 
hace difícil el seguimiento para la gestión y también dificulta el contacto directo con el 
cliente. 




3.3.2 Lean Kanban 
Este marco de desarrollo se basa en Lean Manufacturing, que son unas prácticas de 
producción que pretende usar los menos recursos posibles y minimizar el malgasto de los 
mismos, mientras se maximiza el valor del producto hacia el usuario. Lean ayuda a 
producir software poco complejo de manera muy rápida, centrándose en evitar reuniones, 
tareas o documentación innecesarias. 
El tipo de producto que se desarrolla en Ludium sería difícil de gestionar siguiendo Lean 
Kanban, ya que se trata de un software complejo.  
3.3.3 Scrum 
Scrum [16] es un marco de trabajo para el desarrollo de software basado en un proceso 
iterativo e incremental utilizado en entornos basados en el desarrollo ágil de software. 
Define una estrategia de desarrollo de software donde el equipo de desarrollo trabaja 
como una unidad para alcanzar un objetivo común. Scrum permite al equipo auto-
organizarse mediante, por ejemplo, el fomento de la comunicación diaria entre sus 
miembros.  
Un principio de Scrum es tener en cuenta que durante el desarrollo de un proyecto los 
clientes pueden cambiar de idea respecto a lo que quieren o necesitan (requisitos) y que 
los cambios impredecibles son difícilmente asumibles si se planifica todo desde el 
principio, como se haría tradicionalmente. 
Scrum adopta una aproximación empírica, focalizándose en maximizar la capacidad del 
equipo de entregar software que responda a los requisitos emergentes de manera rápida. 
Para ello se propone realizar las tareas en iteraciones, llamados sprints, que pueden durar 
entre una semana y un mes. El objetivo de un sprint es entregar un incremento software 
que esté listo para pasar a producción. 
Se ha decidido trabajar con Scrum por la proximidad del equipo de desarrollo con los 
requisitos del cliente y sus posibles cambios. El que se trate del desarrollo de un producto 
muy vivo es un factor clave para la elección. 
3.4 Scrum 
Puesto que se ha decidido trabajar con una metodología ágil y el marco de desarrollo 
elegido es Scrum, vamos a definirlo en profundidad. Los principales componentes de 
Scrum son los roles, los artefactos y las reuniones regulares. 





En esta metodología se definen unos roles principales y unos secundarios. Los roles 
principales intervienen directamente y los roles secundarios, aunque no lo hagan, deben 
tenerse en cuenta por que hacen posible el proceso de desarrollo del software. 
 
Al conjunto de los roles principales se le denomina equipo Scrum. Dichos roles son: 
3.4.1.1 Developer Team (DT)  
Está formado por todos los componentes del equipo de desarrollo. Scrum define que el 
equipo debe estar formado por 3 componentes como mínimo y 9 como máximo. En un 
escenario ideal todos sus miembros deberían estar preparados para realizar cualquier 
tarea. En la realidad, estos equipos suelen ser interdisciplinares aunque con el tiempo los 
componentes intercambian conocimientos y acaban desarrollando competencias en todos 
los ámbitos que abarque el equipo. 
El equipo es el encargado de realizar la Definition of Done (DoD), que es la definición del 
estado en el que debe estar una tarea para considerarse como hecha. 
3.4.1.2 Product Owner (PO) 
Es la figura responsable del producto desde el punto de vista de los negocios, y representa 
el nexo entre el cliente y el equipo de desarrollo. Realizar la toma de requisitos es una de 
sus responsabilidades, así como también la priorización de las tareas a realizar por el 
equipo de desarrollo. 
3.4.1.3 Scrum Master (SM) 
Es la figura que facilita el correcto seguimiento de la metodología. Con el objetivo de 
conducir la implantación de esta metodología en Ludium, como parte de mi proyecto he 
ejercido este rol en la empresa. Cabe destacar que no se trata de un rol de líder del grupo, 
ya que el equipo se auto-organiza. Este rol no tiene por qué requerir una dedicación a 
tiempo completo, de manera que puede ser realizado por uno de los componentes del 
equipo de desarrollo formado para tal efecto. Este escenario es muy habitual. 
 
Entre los roles secundarios encontramos a los clientes de donde se realiza la toma de 
requisitos. Y a los managers, que aunque no forman parte directamente de la metodología 
la hacen posible. Por ejemplo, contratando a un nuevo desarrollador en caso de que sea 
necesario. 





Los artefactos en Scrum facilitan el seguimiento de la metodología. Tenemos el product 
backlog, el sprint backlog y el burndown chart. 
3.4.2.1 Product backlog 
El product backlog es un lista priorizada de todo lo que es necesario en el producto y es la 
única fuente de requerimientos para cualquier cambio que se le quisiera hacer al 
producto. El product owner es responsable del backlog incluyendo su contenido, 
disponibilidad y priorización. 
En esta lista encontramos todas las características, funciones, requerimientos, mejoras y 
correcciones que constituyen los cambios por hacerse al producto en futuras entregas. Los 
elementos del backlog tienen como atributos una descripción, un orden, una estimación y 
un valor. 
Según el software va siendo utilizado por el cliente, este último provee retroalimentación y 
así hace que el backlog vaya creciendo tanto en dimensiones como en detalle. 
3.4.2.2 Sprint backlog 
El sprint backlog es una lista de las tareas a realizar durante un sprint, esta lista es un 
subconjunto del product backlog y se indican las horas que se le dedicarán diariamente. 
Las siguientes reglas se aplican para la confección del sprint backlog al inicio del sprint: 
  
Los miembros del equipo de desarrollo eligen las tareas individualmente. 
El trabajo nunca es asignado, no existe una figura que asigne las tareas. 
Si el trabajo no está claro, definir una tarea del sprint backlog con una mayor cantidad de 
tiempo y subdividirla luego. 
  






Tareas L M M J V 
Codificar UI 8 4 8   
Codificar 
negocio 
16 12 10 4  
Testear 
negocio 
8 16 16 11 8 
Escribir ayuda 
online 
12     
Escribir la 
clase foo 
8 8 8 8 8 
Agregar error 
login 
  8 4  
Tabla 3.1 Ejemplo de sprint backlog. 
En la Tabla 3.1 encontramos un ejemplo de sprint backlog. Podemos ver la asignación de 
horas a cada tarea durante cada día del sprint. 
3.4.2.3 Burndown chart 
Es un gráfico que nos ayuda a ver el progreso del equipo durante un sprint. La Figura 3.6 
muestra la suma del tiempo estimado restante (en días) en el eje vertical y el paso del 
tiempo real en el eje horizontal. Como podemos ver, la recta azul representa la 
disminución ideal de las tareas a realizar durante el tiempo que dura el sprint. La recta 
roja, por otro lado, representa la disminución real de las tareas a realizar. En esta 
representación sólo se computarán las tareas realizadas una vez se hayan completado en 
su totalidad. Como consecuencia, durante los primeros días del sprint la recta roja estará 
por encima de la azul. Es un comportamiento esperado y representa que va pasando el 
tiempo mientras se realizan las primeras tareas del sprint. Es normal que la recta roja pase 
a estar por debajo de la azul en algunos momentos indicando que se han completado 
tareas de gran valor, en cuanto a tiempo se refiere. 
Mediante el burndown chart se puede identificar si el equipo será capaz de abarcar las 
tareas del sprint backlog durante el sprint. Por ejemplo, si a medio sprint la recta de 
trabajo real a realizar se encuentra muy por encima de la recta ideal, entonces el equipo 
deberá negociar con el product owner las tareas que hay que eliminar del sprint backlog 
para conseguir entregar un incremento de software al final del sprint. 
 





Figura 3.6 Ejemplo de burndown chart para un sprint de un mes. 
3.4.3 Reuniones 
Una de las claves de Scrum es la coordinación y comunicación entre las personas 
implicadas. Para conseguirlo, se definen unas reuniones determinadas. Están limitadas en 
tiempo en todos los casos. 
3.4.3.1 Daily meeting 
Durante un sprint se realiza a diario una reunión sobre el estado de un proyecto. A esta 
reunión acude el equipo de desarrollo y el Scrum master. Esta reunión se lleva a cabo en el 
mismo sitio y a la misma hora siempre, esto se hace así para evitar confusiones y para 
facilitar que se lleve a cabo. Debe durar 15 minutos como máximo. 
 
Durante la reunión, cada miembro del equipo contesta a tres preguntas: 
 ¿Qué ha hecho desde ayer? 
 ¿Qué hará hasta la reunión de mañana? 
 ¿Ha tenido algún problema que le haya impedido alcanzar su objetivo?  
 
Es parte del rol de Scrum master recordar estas tres preguntas. 
El daily meeting mejora la comunicación, elimina la necesidad de mantener otras 
reuniones, identifica y elimina impedimentos relativos al desarrollo, resalta y promueve la 
toma de decisiones rápida, y mejoran el nivel de conocimiento del equipo de desarrollo 
acerca del proyecto. También constituye una reunión clave de inspección y adaptación. 
3.4.3.2 Sprint planning 
El trabajo a realizar durante el Sprint es planificado en el sprint planning. Este plan es 
creado mediante el trabajo colaborativo del Equipo Scrum al completo.  
La reunión de planificación de sprint está restringida a una duración máxima de ocho 
horas para un sprint de un mes. Para sprints más cortos, la reunión es proporcionalmente 




más corta. Por ejemplo, los sprints de dos semanas como máximo una reunión de cuatro 
horas.  
El sprint planning consta de dos partes, siendo cada una de las cuales un bloque de tiempo 
de la mitad de la duración respecto al tiempo total.  
 
Primera parte: ¿Qué se completará en este sprint?  
En esta parte, el equipo de desarrollo trabaja para hacer una predicción de la 
funcionalidad que será desarrollada durante el sprint. El product owner presenta el 
product backlog priorizado al equipo de desarrollo, y entre todos colaboran para lograr un 
entendimiento del trabajo correspondiente al sprint.  
La entrada a esta reunión está constituida por el product backlog, el último incremento de 
producto, la capacidad estimada del equipo de desarrollo para el sprint, y el rendimiento 
pasado del equipo de desarrollo. El número de tareas del product backlog seleccionados 
para el sprint depende únicamente del equipo de desarrollo. Sólo el equipo de desarrollo 
puede evaluar qué es capaz de llevar a cabo durante el sprint que comienza.  
Después de que el equipo de desarrollo estime qué tareas del product backlog entregará 
en el sprint, el equipo Scrum elabora un sprint goal. El sprint goal es una meta que será 
conseguida durante el sprint mediante la implementación del product backlog, y 
proporciona una guía para el equipo de desarrollo acerca de por qué está construyendo el 
incremento.  
 
Segunda parte: ¿Cómo se conseguirá completar el trabajo seleccionado?  
Una vez que ha seleccionado el trabajo para el sprint, el equipo de desarrollo decide cómo 
construirá esta funcionalidad durante el sprint, para formar un incremento de producto. 
Los elementos del product backlog seleccionados para este sprint, más el plan para 
entregarlos, recibe el nombre de sprint backlog.  
El equipo de desarrollo por lo general comienza por diseñar el software y el trabajo 
necesarios para convertir la Pila de Producto en un Incremento funcional del producto. El 
trabajo puede ser de tamaño o esfuerzo estimado variables. Sin embargo, durante sprint 
planning, se planifica trabajo suficiente como para que el equipo de desarrollo pueda 
hacer una predicción de lo que cree que puede completar en el sprint que comienza. Para 
el final de esta reunión, el trabajo planificado por el equipo de desarrollo para los 
primeros días del sprint habrá sido descompuesto en unidades de un día o menos. El 
equipo de desarrollo se auto organiza para asumir el trabajo de sprint backlog, tanto 
durante sprint planning como según vaya siendo necesario a lo largo del sprint.  




El product owner puede estar presente durante la segunda parte de la reunión, para 
clarificar las tareas seleccionadas, y para ayudar a establecer soluciones de compromiso. Si 
el equipo de desarrollo determina que tiene demasiado trabajo o que no tiene suficiente 
trabajo, podría renegociar las tareas con el product owner. El equipo de desarrollo podría 
también invitar a otras personas a que asistan con el fin de que proporcionen consejo 
técnico o relacionado con el dominio.  
Al finalizar el sprint planning, el equipo de desarrollo debería ser capaz de explicar al 
product owner y al Scrum master cómo pretende trabajar como un equipo auto 
organizado para lograr el sprint goal y crear el incremento software.  
3.4.3.3 Sprint review 
Al final del sprint se lleva a cabo un sprint review, para inspeccionar el incremento 
software y adaptar el product backlog si fuese necesario. Durante el sprint review, el 
equipo Scrum y los interesados (clientes, managers…) colaboran acerca de lo que se ha 
hecho durante el sprint. Basándose en eso, y en cualquier cambio en el product backlog 
hecho durante el sprint, los asistentes colaboran para determinar las siguientes cosas que 
podrían hacerse. Se trata de una reunión informal, y la presentación del incremento tiene 
como objetivo facilitar la retroalimentación de información y fomentar la colaboración.  
 
Se trata de una reunión restringida a un bloque de tiempo de cuatro horas para sprints de 
un mes. Para sprints más cortos, se reserva un tiempo proporcionalmente menor. Por 
ejemplo, los sprints de dos semanas tienen sprint review de máximo dos horas.  
 
El sprint review incluye los siguientes elementos:  
 El product owner identifica lo que ha sido hecho y lo que no. 
 El equipo de desarrollo habla acerca de qué fue bien durante el sprint, qué 
problemas aparecieron, y cómo fueron resueltos esos problemas. 
 El equipo de desarrollo demuestra el trabajo que ha hecho y responde preguntas 
acerca del incremento. 
 El product owner habla acerca del product backlog en el estado actual. Estima 
fechas de finalización probables en el tiempo basándose en el progreso obtenido 
hasta la fecha. 
 El grupo al completo colabora acerca de qué hacer en siguiente lugar, de modo que 
el sprint review proporcione información de entrada valiosa para sprints 
plannings subsiguientes.  
 




El resultado del sprint review es un product backlog revisado. Es posible además que el 
product backlog reciba un ajuste general para afrontar nuevas oportunidades.  
3.4.3.4 Sprint retrospective 
Sprint retrospective es una oportunidad para el equipo Scrum de inspeccionarse a sí 
mismo, y crear un plan de mejoras que sean abordadas durante el siguiente sprint.  
El sprint retrospective tiene lugar después del sprint review y antes del siguiente sprint 
planning. Se trata de una reunión restringida a un bloque de tiempo de tres horas para 
sprints de un mes. Para sprints más cortos se reserva un tiempo proporcionalmente 
menor.  
 
El propósito del sprint retrospective es:  
 Inspeccionar cómo fue el último sprint en cuanto a personas, relaciones, procesos 
y herramientas. 
 Identificar y ordenar los elementos más importantes que fueron bien, y posibles 
mejoras. 
 Crear un plan para implementar las mejoras para la forma en la que el equipo 
Scrum desempeña su trabajo.  
 
El Scrum master alienta al equipo para que mejore, dentro del marco de proceso Scrum, su 
proceso de desarrollo y sus prácticas para hacerlos más efectivos y amenos para el 
siguiente sprint. Durante cada sprint retrospective el equipo Scrum planifica formas de 
aumentar la calidad del producto mediante la adaptación de la definition of done según 
sea conveniente.  
 
Para el final del sprint retrospective, el equipo Scrum debería haber identificado mejoras 
que implementará en el próximo sprint. El hecho de implementar estas mejoras en el 
siguiente sprint constituye la adaptación subsecuente a la inspección del equipo de 
desarrollo a sí mismo. Aunque las mejoras pueden ser implementadas en cualquier 
momento, el sprint retrospective ofrece un evento dedicado para este fin, enfocado en la 
inspección y la adaptación. 
3.5 Configuración de Scrum 
Con el fin de seguir una implementación de Scrum cómoda para el equipo de desarrollo de 
Ludium, nuestro caso de estudio, se ha decidido adoptar la siguiente configuración: 
 




 En cuanto a los ítems o tareas, se ha acordado definir ítems lo más pequeños 
posible, de tal manera que si un ítem es grande se define en dos tareas diferentes.  
 Se ha decidido incluir la fase de verificación de los ítems como requisito para 
considerar un ítem hecho. 
 El equipo ha decidido realizar sprints de dos semanas. Este es un parámetro que 
aunque no debería cambiar frecuentemente podría ser sujeto a una revisión tras 
realizar un análisis de los primeros sprints mediante el seguimiento. 
 El equipo ha decidido utilizar un tablero Kanban físico como soporte para la 
realización de las reuniones durante el sprint. Como se puede ver en la Tabla 3.2, 
dicho tablero consiste en cinco columnas donde se ve reflejado el estado de los 
ítems (tareas, desarrollo de funcionalidades, validaciones, etc.) a realizar por el 
equipo. La primera columna “Product Backlog” contiene todos los ítems a realizar. 
La segunda columna “Sprint Backlog” contiene los ítems a realizar durante el 
sprint en curso. La tercera columna “In progress” contiene los ítems que se están 
realizando en este momento. La cuarta columna “Review pending” contiene los 
ítems que ya están hechos pero requieren de una validación por parte de un 
miembro del equipo diferente al que ha realizado el ítem. La quinta columna 
“Done” contiene los ítems que se encuentran hechos y validados, conforme a la 
Definition of Done. 
 
Product Backlog Sprint Backlog In progress Review pending Done 
… … … … … 
Tabla 3.2 Detalle de la configuración del tablero Kanban. 
El tablero Kanban puede modificarse únicamente durante los daily meetings, con 
la excepción de añadir nuevas tareas en cualquier momento. De esta manera, las 
modificaciones se hacen delante de todos los miembros del equipo, facilitando así 
que todos sepan el estado del sprint. 
 
Debido a que los componentes del equipo tienen horario flexible, se ha decidido realizar 
los daily meetings cada 2 días, y hacerlo delante del tablero Kanban físico en la oficina.  
Cada quince días (ya que se realizan sprints de dos semanas) se realiza el sprint planning a 
continuación del sprint review. En ningún caso se tratan como una única reunión sino que 
se respetan las entidades de ambas reuniones, con sus objetivos, etc. El equipo ha decidido 
hacerlo así por comodidad de la aplicación de Scrum, ya que es lo menos disruptivo para el 
desarrollo. 




Respecto al versionado de software, se trabaja con una rama principal de desarrollo 
durante un sprint. Cada desarrollador trabaja en una rama propia, y cuando éste 
implementa una funcionalidad la integra a la rama principal de desarrollo. Al finalizar las 
funcionalidades del sprint backlog esa rama principal acaba generando una nueva versión 
estable del software que entra en mantenimiento. 
 
Se utiliza la herramienta de gestión de proyectos Jira (www.atlassian.com/project-mgmt) 
que se adecua al marco de trabajo Scrum mediante un plugin llamado Jira Agile, este 
permite que se vean reflejados los sprints y provee de un tablero Kanban que es una copia 
virtual del tablero físico. También sirve para ir calculando el burndown chart de manera 
automática, facilitando así la gestión del desarrollo y por tanto el seguimiento. 
  

















4 Background tecnológico 
En este capítulo se introducirán tanto los conceptos tecnológicos como 
las herramientas necesarias para la completa comprensión de la parte 
más técnica del proyecto.  Para ello se explicará el concepto de cloud 
computing y de continuous delivery. También se introducirán las 
herramientas que soportan al conjunto de etapas del proceso de 
desarrollo o pipeline de desarrollo . 




4.1 Cloud computing 
4.1.1 Definición 
Cloud Computing [1] es un modelo que permite el acceso bajo demanda a un conjunto 
compartido de recursos computacionales configurables como por ejemplo servidores, 
redes, almacenamiento, aplicaciones o servicios. Estos recursos pueden ser rápidamente 
aprovisionados con un esfuerzo mínimo de administración o de interacción con el 
proveedor de servicios [2]. Este modelo de nube promueve principalmente la 
disponibilidad [3] y está compuesto por cinco características esenciales, tres modelos de 
servicio y cuatro modelos de despliegue. 
4.1.2 Características 
Las principales características del cloud computing son [4]: 
Auto-servicio bajo demanda. Un usuario puede aprovisionar capacidades de cómputo, 
como tiempo de servidor y almacenamiento en red, en la medida en que las necesite sin 
necesidad de interacción humana por parte del proveedor del servicio.  
Acceso desde la red. Las capacidades están disponibles desde la red y se acceden 
mediante un navegador de Internet. Por ejemplo el servicio de almacenamiento cloud que 
permite tener documentos almacenados en el cloud. 
Multitenancy. Los recursos computacionales del proveedor se habilitan para servir a 
múltiples consumidores mediante un modelo multi-tenant, reasignando los recursos tanto 
físicos como virtuales asignados de acuerdo con los requerimientos de los consumidores. 
El consumidor no posee control o conocimiento sobre la ubicación exacta de los recursos 
que se le están proveyendo aunque puede estar en capacidad de especificar ubicación a 
nivel de centro de datos. 
Elasticidad. Los recursos se pueden aprovisionar elásticamente, en algunos casos 
automáticamente, para aumentar rápidamente y también pueden ser liberados 
elásticamente. Para el usuario, estas capacidades disponibles para aprovisionar a menudo 
aparecen como ilimitadas y pueden ser compradas en cualquier cantidad en cualquier 
momento. Por ejemplo un escenario de cálculos estadísticos deportivos tiene un pico de 
procesamiento el fin de semana, entre semana se pueden liberar recursos y disminuir así 
el consumo. 
Monitorización. Los sistemas cloud controlan automáticamente y optimizan el uso de 
recursos mediante una medición adecuada al tipo de servicio. Por ejemplo, un servicio que 




ofrezca máquinas virtuales monitoriza el número de horas de funcionamiento de cada 
instancia virtual.  
4.1.3 Modelos de servicio 
Existen tres modelos de servicio en función de lo que ofrecen y del usuario al que van 
destinados. La Figura 4.1 representa la disposición de los diferentes modelos de servicio 
los cuales son Infrastructure as a Service (IaaS), Platform as a Service (PaaS) y Software as a 
Service (SaaS).  
 
 
Figura 4.1 Modelos de servicio del cloud computing. 
SaaS – Software as a Service. En este modelo el usuario utiliza las aplicaciones del 
proveedor que están alojadas en una infraestructura cloud. Por ejemplo el servicio de 
correo electrónico como el de Yahoo. El usuario no administra ni controla la 
infraestructura que soporta estos servicios, pero si algunos parámetros de configuración 
como el tamaño de la bandeja de entrada. 
PaaS – Platform as a Service. Este modelo permite desplegar en la infraestructura del 
proveedor aplicaciones creadas por el usuario, usando herramientas del proveedor. Por 
ejemplo la plataforma Google App Engine ofrece un servicio basado en este modelo para 
aplicaciones escritas en Java, Python, Go o PHP. El usuario no controla la infraestructura 
que soporta estos servicios. Pero controla las aplicaciones o servicios desplegados y 
algunas variables de entorno que podrían provocar, el aprovisionamiento de un nuevo 
servidor para ofrecer mejor tiempo de respuesta. 
IaaS – Infrastructure as a Service. Este modelo permite al usuario aprovisionar recursos 
de computación como almacenamiento, procesamiento, redes y otros elementos 
fundamentales en donde el consumidor puede desplegar y correr el software que desee. 
Un ejemplo es Amazon Web Services que incluso ofrece un catálogo de sistemas 
operativos preconfigurados para aprovisionar las máquinas virtuales. 




4.1.4 Modelos de despliegue  
Cloud privado. La infraestructura de este cloud está dedicada en exclusiva para una 
organización. Puede ser administrada por la organización o por un tercero y puede estar 
dentro de la organización, “en premises” o fuera, “off premises”. 
Cloud comunitario. La infraestructura de este cloud es compartida por varias 
organizaciones, normalmente de carácter académico y apoya las preocupaciones de una 
comunidad particular sobre un tema específico. Por ejemplo, el cloud de Samsung en 
colaboración con la Universidad de Viena que aprovecha las capacidades de cálculo de los 
smartphones actuales durante la noche. La infraestructura puede ser administrada por la 
organización o por un tercero. 
Cloud público. La infraestructura de este cloud disponible para el público en general y 
dicha infraestructura la provee una proveedor que se dedica a vender servicios en la nube. 
Cloud híbrido. Es la composición de dos o más clouds, por ejemplo privado y público, que 
permanecen como entidades únicas y coexisten por tener tecnología que permite 
compartir datos o aplicaciones entre las mismas. Es útil por ejemplo en un escenario 
donde una aplicación se desarrolla y se prueba en un cloud privado y luego se despliega en 
un cloud público. 
4.2 Continuous delivery 
4.2.1 Conceptos previos 
El continuous delivery [13] es la agregación de diferentes prácticas obteniendo las 
bondades de cada una. Por tanto, antes de introducir este concepto vamos a definir las 
prácticas que agrupa. 
4.2.1.1 Automated testing  
Consiste en automatizar al máximo el proceso de testing del software. Los test aportan 
valor ya que garantizan un cierto nivel de calidad del software, pero si además se ejecutan 
recurrentemente de manera automática este valor se maximiza. Para llevar a cabo el 
automated testing se utiliza software específico de testing para controlar la ejecución de 
los test y se compara el resultado de la ejecución con resultados predecibles. Se pueden 
automatizar tareas de test repetitivas o se pueden llevar a cabo test que manualmente 
sería difícil de realizar. 
 
 




Sus principales ventajas son: 
 Se ahorra tiempo y dinero. Una vez se ha programado un test, éste se ejecuta 
automáticamente sin necesidad de intervención humana. 
 Se mejora la precisión de los test. Los test son ejecutados siempre de la misma 
forma y bajo los mismos parámetros, de manera que no se pueda olvidar ejecutar 
un test o pasar por alto algún error en los resultados. Esto podría ocurrir en caso 
del testing manual. 
 Se incrementa la cobertura de los test. Tiene capacidad de ejecutar una gran 
cantidad de test cada vez. Además, los testers al liberarse de ejecutar una gran 
cantidad de test de manera manual, pueden dedicarse a programar nuevos test o a 
llevar a cabo test sobre funcionalidades más complejas. 
4.2.1.2 Continuous integration 
El Continuous integration es una práctica que consiste en mezclar varias veces al día las 
copias del código en las que están trabajando los desarrolladores hacia un repositorio 
principal. Esta práctica tiene el objetivo de prevenir los problemas de integración. Lo más 
habitual es ponerlo en práctica junto al automated testing, se previene también que el 
trabajo de un desarrollador rompa el trabajo de los demás.  
 
Los principios del continuous integration son: 
 Mantener un único repositorio principal de código. 
 Cada commit al repositorio principal debe ser compilado. 
 Automatizar la compilación del código. 
 Automatizar la ejecución de los test para cada nueva compilación. 
 Todos los desarrolladores deben integrar su código al repositorio principal a 
diario. 
 Se ejecutan los test en un entorno que es un clon del entorno de producción. 
 Debe ser fácil obtener la última versión de los ejecutables. 
 El equipo de desarrollo debe poder saber el resultado de la última compilación 
 
Las ventajas del continuous integration son: 
 Cuando los test fallan o bien se encuentra un bug los desarrolladores pueden 
volver a la última versión del código sin bugs fácilmente. Así no hay necesidad de 
perder tiempo buscando el origen del bug. 
 Los desarrolladores detectan y arreglan problemas de integración continuamente, 
evitándose problemas de integración en el último momento 




 Detección temprana de código incompatible o roto. 
 Detección temprana de cambios conflictivos. 
 Todos los cambios son testeados (si se lleva a cabo automated testing). 
 Siempre hay disponible una versión compilada para testing, demo o release. 
 El hecho de hacer subir código al repositorio de manera frecuente hace que los 
desarrolladores trabajen de manera más modular, reduciendo así complejidades. 
Las desventajas del continuous integration son que se requiere una puesta en marcha 
inicial. Y que se requiere una suite de test bien diseñada para obtener las ventajas del 
automated testing. 
4.2.1.3 Automatic deployment 
 Esta práctica consiste en automatizar el proceso de despliegue o distribución del 
software hacia un entorno, en el caso de Ludium este entorno es el de testing. Hay que 
tener en cuenta que dicho despliegue puede implicar el manejo de un servicio o la 
actualización de sistemas dependientes de la aplicación como bases de datos, sistemas de 
monitorización de la aplicación o sistemas de business intelligence. 
Partiendo de la base de que el entorno de testing debería ser lo más parecido posible al 
entorno de producción, en el momento en que se hace despliegue automático con 
regularidad esto implica que se han solucionado los posibles problemas de puesta en 
marcha del software con anterioridad, de manera que se está preparado en todo momento 
para desplegar en producción de una manera rápida. 
4.2.2 Continuous delivery 
Es una práctica utilizada en el desarrollo de software para automatizar y mejorar el 
proceso de entrega o puesta en puesta en marcha del software. Se utilizan técnicas como el 
automated testing, el continuous integration o el automatic deployment. Esto permite 
desarrollar el software, empaquetarlo y desplegarlo a los entornos correspondientes de 
manera ágil. Como resultado se adquiere rapidez y fiabilidad en el proceso de mejorar el 
software (sea por corrección de errores o bien por desarrollo de nuevas funcionalidades) 
ya que el proceso se repite frecuentemente. Esto implica minimizar los riesgos, ya que el 
proceso es altamente conocido, y además reduce los recursos dedicados respecto a hacerlo 
manualmente. 
 
En Ludium el nuevo software es desplegado automáticamente a entornos de testing o pre-
producción, pero nunca a entornos productivos. El motivo puede deberse a razones 
técnicas o de negocio, en cualquier caso se persigue hacer una puesta en producción 
supervisada de las nuevas versiones del software. Esto no quiere decir que la puesta en 




producción sea manual, sino que el proceso de despliegue en estos entornos debe ser 
iniciado de manera manual. 
 
Las ventajas del continuous delivery son: 
 Adaptación a las necesidades de negocio. Ya que sólo se planifica el despliegue a 
producción cuando es necesario aunque realmente se esté siempre preparado. 
 Adaptación al cambio de requerimientos de desarrollo. Además de manera casi 
inmediata. 
 Disminución de la deuda técnica. La deuda técnica son las consecuencias de un 
desarrollo apresurado o un despliegue descuidado. Y disminuye debido a que se 
van haciendo entregas frecuentes. 
 Se libera al equipo técnico de tareas que pueden ser automatizadas. Como 
consecuencia los recursos humanos pueden dedicarse a hacer tareas donde 
realmente aportan valor al producto desarrollado, por ejemplo el desarrollo de 
nuevos test. 
En resumen se adquiere habilidad para reaccionar rápido y responder a los cambios, ya 
sean de requisitos de desarrollo o de las necesidades de negocio. 
4.2.3 Continuous deployment 
El concepto de continuous deployment es en esencia el mismo que el de continuous 
delivery, pero el proceso de despliegue del software en los entornos productivos se hace 
de manera automática.  
 
Una consecuencia indeseable puede ser provocar la puesta en producción de software no 
suficientemente testeado. Por este motivo en este caso la monitorización de métricas de la 
aplicación en producción es crítica. Así se pueden detectar mal funcionamientos de la 
aplicación. 
 
La Figura 4.2 muestra las etapas por las que pasan ambos procedimientos tanto el 
continuous delivery como el continuous deployment siguen una misma pipeline a 
excepción de la transición al despliegue en producción.  
En el caso del continuous deployment esta transición se inicia de manera automática. 
En el caso del continuous delivery se necesita de la intervención humana para iniciar el 
























4.3 Herramientas para el continuous delivery 
En este apartado se presentarán las herramientas utilizadas para desarrollar una pipeline 
de continuous delivery. Hay que destacar que durante el desarrollo de este proyecto ha 
primado la elección de herramientas open so urce. El continuous delivery, al ser un 
concepto relativamente reciente, no dispone en el mercado de una gran variedad de 
herramientas de este tipo para escoger. Eso sí, cada una de ellas dispone de múltiples 
plugins y addons para la customización de la herramienta. 
4.3.1 Jenkins 
Jenkins [5] es una herramienta de continuous integration open source desarrollada en 
Java. Esta herramienta provee servicios de integración continua para el desarrollo de 
software. Es un sistema basado en un servidor que ejecuta un contenedor servlet como 
Apache Tomcat. Soporta herramientas de control de versiones como CVS, Subversion, Git o 
Mercurial. El desarrollador principal es Kohsuke Kawaguchi. Liberado bajo licencia MIT. 
 
Las compilaciones pueden ser iniciadas por una subida de código nuevo al Sistema de 
control de versiones, pueden ser programadas para que se ejecuten cada cierto intervalo 
de tiempo o bien en el momento que otras compilaciones hayan terminado (por ejemplo 
en el caso de dependencias), o bien mediante una petición a una URL específica. 
4.3.2 Puppet 
Puppet [17] es una herramienta software de automatización que ayuda a gestionar el ciclo 
de vida de la infraestructura, desde el aprovisionamiento y hasta el informe de 
Figura 4.2 Pipeline de continuous delivery y continuous deployment. 




orquestación. Usando Puppet se pueden automatizar tareas repetitivas, hacer despliegue 
de aplicaciones y gestionar los cambios en una infraestructura cloud. 
4.3.2.1 Funcionamiento de Puppet 
Puppet usa un modelo declarativo para la automatización IT. La Figura 4.3 representa el 
ciclo de vida de Puppet, que está compuesto por los siguientes pasos: 
1. Se define el estado deseado de la configuración de la infraestructura, usando el lenguaje 
declarativo de Puppet (basado en Ruby). 
2. Se simulan los cambios en la configuración antes de su aplicación 
3. Se despliegan los cambios en la infraestructura, corrigiéndose los posibles desvíos de las 
configuraciones. 
4. Se informa de los cambios entre el estado actual y el estado deseado, así como también 
de las acciones a tomar para pasar de un estado al otro.  
 
 
Figura 4.3 Ciclo de vida de Puppet. 
  


















La especificación de los requerimientos es el primer paso para llevar a 
cabo el diseño y la implementación de los objetivos del proyecto. Los 
requerimientos serán especificados en formato de Historia de usuario, el 
formato habitualmente utilizado es Scrum. 




5.1 Modelo conceptual 
Con el fin de acercar el problema al lector, la Figura 5.1 representa el esquema del modelo 
conceptual de los componentes implicados en el problema. Este mapa conceptual no 
pretende ser un diagrama UML exhaustivo. Su función es presentar los componentes al 
lector para situar el escenario en el cual se basan los requerimientos. 
 Platform: plataforma software que virtualiza las aplicaciones. 
 Platform configuration: configuración de la plataforma.  
 Platform dependencies: dependencias software que tiene la plataforma. Por 
ejemplo un conjunto de librerías. 
 Platform data: datos que necesita la plataforma para funcionar.  
 Platform database schema: organización de los datos, como la lista de las 
aplicaciones listas para ser virtualizadas que contiene la plataforma. 
 Authentication: sistema de autenticación de los usuarios que interactúan con la 
plataforma. 
 Cloud: infraestructura que da soporte a la plataforma para dar servicio en el cloud. 
 User: usuario y los datos necesarios para que se conecte al servicio cloud. 
Figura 5.1 Esquema del modelo conceptual. 




 Database cloud: clúster de base de datos que utiliza el servicio cloud para su 
funcionamiento. 
 Application cloud: clúster de aplicaciones que virtualiza el servicio cloud. 
 Cloud configuration: configuración del cloud, contiene información como la 
puerta de entrada al cloud, su localización, nodos que lo componen, etc. 
 Node: un servidor en el cloud, pudiendo ser físico o virtual. 
 Node configuration: configuración de un nodo o servidor. 
 Database node: un servidor de base de datos. 
 Application node: un servidor de aplicaciones. 
 Application: una aplicación virtualizada en la plataforma. 
 
El modelo refleja una parte software, la plataforma y todos los componentes que la 
forman. Que es desplegada en la infraestructura cloud, de la cual describimos sus 
componentes hasta nivel de nodo. Y por último tenemos a los usuarios que interactúan con 
el servicio por medio del cloud.  
5.2 Actores 
Los actores son los usuarios que interactúan con el sistema. Dado que uno de los objetivos 
del proyecto es la automatización del proceso de despliegue, algunos de estos actores son 
sistemas y actúan de manera autónoma sin la necesidad de intervención humana. Por 
último, los actores pueden adquirir varios roles según su función en cada caso de uso 
específico. 
5.2.1 Developer 
El developer es uno de los componentes del equipo de desarrollo, se encarga de la 
codificación de las nuevas funcionalidades del software. Este rol es muy importante, ya 
que sin nuevo software desarrollado el resto de los roles no tienen sentido. La 
comunicación con los otros roles es esencial, ya que así se facilita el resto del ciclo de 
desarrollo del software. 
Este actor aparecerá en la implementación de la pipeline de desarrollo, ya que será quien 
iniciará el proceso. 
5.2.2 Cloudadmin 
Cloudadmin es el administrador encargado de la gestión del cloud. Este rol lo puede 
desarrollar una persona que también sea developer, en ese caso recibe el nombre de 
DevOps. 




Normalmente las acciones que realiza el cloudadmin responden o bien a necesidades de 
negocio (montar una nueva infraestructura cloud en un nuevo datacenter) o bien dan 
continuidad al trabajo realizado por los developers (desplegar una nueva versión del 
software en un entorno de testeo). También es el encargado de mantener los sistemas 
existentes para garantizar la disponibilidad de los servicios. 
5.2.3 System 
System es un actor que actúa automáticamente en el momento en que ocurre cierto 
evento. Puede ser un sistema específico para tal efecto, o el mismo sistema que esté 
configurado para llevar a cabo acciones automáticamente al finalizar una tarea. Por 
ejemplo: enviar una notificación vía correo electrónico al finalizar una tarea de 
compilación. 
5.3 Casos de uso 
A continuación se detallarán los casos de uso que deben poder llevarse a cabo como 
resultado de la implementación. Serán descritos en formato de Historia de Usuario, tal y 
como se haría siguiendo la metodología Scrum.  
5.3.1 Historias de usuario 
5.3.1.1 Definición 
Una historia de usuario es una representación de un requerimiento de software escrito en 
una o dos frases utilizando el lenguaje común del usuario. Las historias de usuario son 
utilizadas en las metodologías de desarrollo ágiles para la especificación de 
requerimientos (acompañadas de las discusiones con los usuarios y las pruebas de 
validación). Cada historia de usuario debe ser limitada. Ésta debería poderse escribir 
sobre una nota adhesiva pequeña tipo Post-it®. 
Las historias de usuario son una forma rápida de administrar los requerimientos de los 
usuarios sin tener que elaborar gran cantidad de documentos formales y sin requerir de 
mucho tiempo para administrarlos. Las historias de usuario permiten responder 
rápidamente a los requerimientos cambiantes. 
5.3.1.2 Características 
 Independientes unas de otras. De ser necesario, combinar las historias dependientes 
o buscar otra forma de dividir las historias de manera que resulten independientes. 




 Negociables. La historia en sí misma no es lo suficientemente explícita como para 
considerarse un contrato, la discusión con los usuarios debe permitir esclarecer su 
alcance y éste debe dejarse explícito bajo la forma de pruebas de validación. 
 Estimables. Uno de los resultados de la discusión de una historia de usuario es la 
estimación del tiempo necesario para completarla. Esto permite estimar el tiempo 
total del proyecto. 
 Pequeñas. Las historias muy largas son difíciles de estimar e imponen 
restricciones sobre la planificación de un desarrollo iterativo. Generalmente se 
recomiendan historias cortas. 
 Verificables. Las historias de usuario cubren requerimientos funcionales, por lo 
que generalmente son verificables. Cuando sea posible, la verificación debería 
automatizarse, de manera que pueda ser verificada en cada entrega del proyecto. 
5.3.1.3 Estructura de la historia de usuario  
En la Figura 5.2 vemos el formulario de creación de una nueva historia de usuario en Jira. 
A continuación detallamos el significado de cada uno de los campos: 
 Project. Proyecto al que pertenece la historia. 
 Issue type. En este caso Story. 
 Id. Jira lo crea automáticamente.  
 Summary. Título descriptivo de la historia de usuario. 
 Priority. Prioridad en la implementación de la historia de usuario respecto al resto 
de las historias de usuario: trivial, minor, critical o blocker. 
 Component. El componente o componentes software implicados en la historia. 
 Affected version. La versión del software a partir de la que aplica la historia. 
 Original Estimate. Estimación del coste de implementación en horas de 
desarrollo. Estas horas representan el tiempo teórico que estima el desarrollador 
al auto asignarse la tarea. 
 Description. Descripción sintetizada de la historia de usuario y las pruebas de 
aceptación. 
El formato seria Como ROL quiero FUNCIÓN para RESULTADO. Por ejemplo: 
Como usuario validado. Quiero dar de alta anticipos. Para recibir dinero anticipado.  
 
Criterios de aceptación: 
 Quiero dar de alta un anticipo rellenando el formulario de anticipos. 
 Quiero dar de alta la petición de un anticipo del tipo permanente. 
 No debo solicitar dos anticipos permanentes. 




 No debo solicitar dos anticipos normales. 
 Debo solicitar un anticipo permanente y uno normal, y viceversa. 
 Cuando pulse “Aceptar o Grabar” debe de registrarse la solicitud en el sistema y 
desencadenar el flujo de aprobaciones. 
 Cuando pulse “Aceptar o Grabar” el formulario debe quedar bloqueado para su edición.  
 
Una historia de usuario no debería ser dependiente de otra historia, pero a veces es 
inevitable. En este apartado se indicarían los identificadores de las tareas de las que 
depende una tarea. 
 
 
Figura 5.2 Formulario de creación de historia de usuario en Jira. 
 




El ciclo de vida de la tarea se compone de tres fases: Card, Conversation y Confirmation. La 
fase Card cubre la creación de la tarea con la estructura definida anteriormente y que sirve 
para determinar qué se debe hacer y cómo planificarlo. 
Durante la fase de Conversation se crean los pequeños documentos y anotaciones que 
sirven para aportar detalles y refinar los datos sobre las características del requerimiento 
según se va desarrollando la historia de usuario. 
Finalmente en la fase de Confirmation se realizan las pruebas de aceptación. Estas pruebas 
están previamente consensuadas con el cliente y el software debe superarlas para dar 
como finalizada la implementación de la historia. 
 
Ahora que ya conocemos el formato y su ciclo de vida, vamos a proceder a la especificación 
de los requerimientos. 
5.3.2 Escalado del cloud de aplicaciones 
 Project: LudiumLab. 
 Issue type: Story. 
 Id SOR-01. 
 Summary: Escalado del cloud de aplicaciones. 
 Priority: Critical. 
 Component: Cloud. 
 Affected version: 0.1. 
 Original Estimate: 90 horas . 
 Description: 
Como cloudadmin o system. 
Quiero poder aprovisionar nuevos nodos de aplicaciones. 
Para poder escalar el cloud de aplicaciones fácilmente. 
 
Criterios de aceptación: 
 La implementación debe ser independiente de la arquitectura del nodo (físico o 
virtual). 
 Debo poder añadir los nuevos nodos al cloud de aplicaciones. 
 Debo poder ejecutar cualquier aplicación soportada por la plataforma en los 
nuevos nodos. 
 Debo poder comprobar que los nuevos nodos ejecutan una versión específica de la 
plataforma (la misma versión que los nodos en servicio existentes). 




5.3.3 Actualización de la versión de la plataforma en servicio 
 Project: LudiumLab. 
 Issue type: Story. 
 Id SOR-02. 
 Summary: Actualización de la versión de la plataforma en servicio. 
 Priority: Critical. 
 Component: Cloud. 
 Affected version: 0.1. 
 Original Estimate : 60 horas. 
 Description: 
Como cloudadmin o system, 
Quiero poder actualizar la versión de la plataforma que se ejecuta en el cloud a la última 
versión estable. 
Para poder actualizar la plataforma en servicio en el cloud fácilmente. 
 
Criterios de aceptación: 
 La implementación debe ser independiente de la arquitectura del nodo (físico o 
virtual). 
 Debo poder comprobar la versión actual de la plataforma en servicio. 
 Debo poder ejecutar la actualización del cloud. 
 Debo poder comprobar que el cloud de aplicaciones ejecuta la última versión 
estable de la plataforma. 
5.3.4 Aplicación masiva de una nueva configuración del cloud 
 Project: LudiumLab. 
 Issue type: Story. 
 Id SOR-03. 
 Summary: Aplicación masiva de una nueva configuración del cloud. 
 Priority: Critical. 
 Component: Cloud. 
 Affected version: 0.1. 
 Original Estimate: 30 horas. 
 Description: 
Como system. 
Quiero poder cambiar la configuración la plataforma que se ejecuta en el cloud. 
Para poder reconfigurar la plataforma en servicio en el cloud fácilmente. 




Criterios de aceptación: 
 La implementación debe ser independiente de la arquitectura del nodo (físico o 
virtual). 
 Debo poder comprobar la versión de la configuración existente en el cloud. 
 Debo poder reemplazar la configuración existente en la plataforma en servicio. 
 Debo poder añadir una nueva aplicación soportada a la plataforma. 
 Debo poder comprobar que la configuración ha sido aplicada satisfactoriamente.  
  

















6 Diseño e implementación 
Previamente a la implementación de los requisitos especificados en el 
capítulo anterior es necesario el diseño y la implementación de una 
pipeline de desarrollo. Así mismo, abordaremos la implementación del 
continuous delivery y, por último, la implementación de la orquestación 
del cloud. 




6.1 Continuous delivery 
Como se explica en el Capítulo 4 el continuous delivery [17], el proceso de desplegar 
continuamente versiones de software, se basa en el concepto de continuous integration. Es 
decir, necesita que se vayan produciendo nuevas versiones del software frecuentemente. A 
la práctica, cada nueva integración actúa como disparador del proceso de despliegue. Por 
este motivo, es necesario el diseño e implementación de una pipeline de desarrollo previo 
a la adaptación de un modelo basado en continuous delivery. 
6.2 Pipeline de desarrollo 
La pipeline de desarrollo describe del proceso de desarrollo de software [14]. La Figura 
6.1 ilustra el diseño de la pipeline, empezando por el software de control de versiones 
(source code management) utilizado durante la implementación, pasando por el servidor 
de integración continua (continuous integration) que chequea y compila el código y, por 
último, el software de automatización (continuous delivery) que lleva a cabo los 
despliegues de la plataforma. 
Los desarrolladores hacen llegar el código al sistema de control de versiones mediante el 
mismo framework de desarrollo. En este caso Visual Studio 2010, que permite la 
integración con el sistema de control de versiones. 
 
En la implementación final de la pipeline se ha utilizado Git como software de control de 
versiones, Jenkins hace las funciones de integración continua y Puppet implementa el 
sistema de automatización de los despliegues, todas estas herramientas han sido 
introducidas en el Capítulo 4. De esa manera, la pipeline de desarrollo queda tal y como se 
ve en la Figura 6.2. 
 
 
Figura 6.1 Componentes de la pipeline de desarrollo. 
Figura 6.2 Componentes software que implementan la pipeline de desarrollo. 




Respecto al flujo de la pipeline la Figura 6.3 ilustra el resultado de añadir a la pipeline un 
repositorio software y los actores necesarios: 
 
1. El desarrollador escribe un nuevo código, que contiene una nueva funcionalidad o la 
corrección de un error, y posteriormente actualiza el repositorio Git. 
 
2. El servidor de integración continua chequea el código y lo compila. 
 
3.a En caso de que la compilación finalice satisfactoriamente la nueva versión del software 
es almacenada en un repositorio software.  
 
3.b En caso de que la compilación falle, Jenkins notifica al desarrollador de tal evento 
indicando los detalles del fallo. 
 
4. Puppet monitoriza el repositorio software en busca de nuevas versiones para desplegar. 
 
5.a En caso de encontrar una nueva versión no estable del software, ésta es desplegada 
automáticamente al entorno de test. Destacar que en este caso el despliegue es iniciado 
por el mismo sistema, así que se está aplicando una política de despliegue continuo. 
 
5.b En caso de encontrar una nueva versión estable del software ésta es desplegada al 
entorno de producción el cual provee el servicio cloud. Remarcar que en este caso el 
despliegue es iniciado de manera manual por el cloudadmin, así que se está aplicando una 
política de entrega continua siguiendo la política de despliegues descrita en el Capítulo 4. 
 
5.c En caso de fallo durante alguno de los despliegues el cloudadmin será notificado 
mediante los mecanismos de detección de fallos que veremos en el Capítulo 7. Entonces 
iniciará manualmente un despliegue automático de la última versión que estuviera 
ejecutándose en el entorno en que haya fallado el despliegue, esto se hace para tener 
siempre en ejecución la plataforma en cualquiera de los entornos contemplados en la 
pipeline. Por último revisará el proceso para detectar los errores y corregirlos 
restableciendo así el flujo de la pipeline. 




Veamos en detalle cada uno de los componentes de la pipeline. 
6.2.1 Sistema de control de versiones 
Para cada proyecto se crea una estructura de ramas, esta estructura está representada en 
la Figura 6.4. Una rama es un duplicado de un objeto, normalmente otra rama, que se 
encuentra bajo control de versiones. La estructura de ramas se compone de una rama 
principal de desarrollo que contiene la última integración de todas las funcionalidades 
desarrolladas hasta el momento, la rama DEV es la rama principal. Se crea una rama 
principal de desarrollo para cada Sprint de Scrum que acabará dando lugar a una nueva 
versión estable del software. 
Antes de comenzar a trabajar en una historia de usuario el desarrollador crea una rama 
sobre la que realizará el desarrollo, por ejemplo la rama DEV-401. Concluido el desarrollo 










Figura 6.3 Flujo de la pipeline de desarrollo implementada. 
Figura 6.4 Estructura de las ramas durante el desarrollo de una historia de usuario. 





Si navegamos por el sistema de archivos que representa la estructura de ramas 
encontraremos una estructura de carpetas con una carpeta para cada proyecto, la carpeta 
DEV. Esta carpeta contiene la rama principal del proyecto y una carpeta para el desarrollo 
de cada historia de usuario, la carpeta FEATURES.  
En cada integración se va generando una base de datos de conocimiento sobre el software 
llamada KDB. Dicha base de datos consta de la especificación de las funcionalidades, los 
comentarios que los desarrolladores incluyen sobre el desarrollo y también el detalle de 
los ficheros que se han visto afectados. La Figura 6.5 muestra el detalle de los ficheros 








6.2.2 Servidor de integración continua 
Cada vez que un desarrollador añade el código de su rama a la rama principal de 
desarrollo se realiza una integración del código. La finalidad de este proceso es construir 
una nueva versión del software y además obtener diversa información del código. 
 
En el momento en que una compilación resulta exitosa se recompilan los componentes 
software que dependen del componente recién recompilado. Esta información se le 
proporciona a Jenkins [12] durante la configuración de las integraciones. Jenkins es capaz 
de graficar las dependencias entre componentes software para facilitar así el 
mantenimiento de dichas dependencias. Como muestra la Figura 6.6 el desarrollo del 
06_Deploy_Project depende directamente del desarrollo del 05_Publish_Test_Artifacts que 
así mismo depende del 03_Integrationtest_Test_Project. Por otro lado test_windows o 
test_matrix no requieren dependencias. 
 
Figura 6.5 Detalle de un ítem en Jira. 

















Si la compilación falla, el desarrollador es notificado. En la Figura 6.7 las bolas rojas 
corresponden a compilaciones fallidas que van acompañadas del número de referencia de 
compilación, una marca de tiempo y el tamaño en KB del código compilado. Por ejemplo 
podemos apreciar que las compilaciones 274 y 275 han fallado. Debido a que se hacen 
integraciones muy frecuentemente el pequeño volumen de cambios para cada nueva 














Finalmente, tras una integración exitosa se genera una nueva versión del instalador de la 
plataforma software que es almacenado en el repositorio software que se encuentra en un 
servidor dedicado a esta tarea. 
 
Figura 6.6 Gráfico de dependencias entre componentes software. 
Figura 6.7 Detalle de las integraciones frecuentes. 




Al realizarse la integración se toman una serie de métricas sobre el código, las cuales 
pueden ser muy diversas debido a la existencia de multitud de plugins. Métricas típicas 
son la cobertura del código o el porcentaje de código repetido. 
 
También se pueden llevar a cabo chequeos previos a la compilación. Por ejemplo, se puede 
realizar el cálculo de la complejidad ciclomática que consiste en calcular el número de 
rutas linealmente independientes del código. Cuanto más compleja sea la lógica de un 
código, más difícil será de mantener y probar. Mediante este cálculo se cuantifica la calidad 
del diseño. 
La Figura 6.8 muestra una salida resumida del plugin Cppcheck donde se puede apreciar 
que se llevan a cabo diferentes chequeos. Entre ellos chequeos podemos encontrar 
sugerencias de rendimiento para hacer que el código sea más rápido. Y sugerencias de 











6.2.3 Software de automatización para el despliegue 
El software de automatización, rastrea continuamente el repositorio de instaladores de la 
plataforma en busca de una nueva versión. En el momento en que encuentra una versión 
más reciente que la desplegada en el entorno de desarrollo, es cuando se procede al 
despliegue de esta nueva versión no estable del software sobre la plataforma de desarrollo 
para realizar la fase de test funcionales y de experiencia de usuario.  
 
En la Figura 6.9 puede verse como Puppet realiza cambios en los recursos de los 
servidores tras el despliegue de una nueva versión de la plataforma. Se genera diversa 
información, la columna Node hace referencia a un nodo en particular, vemos una flecha al 
lado del nombre que nos indica si ha ido bien el despliegue. Latest report nos indica la 
marca de tiempo de la información mostrada. Total indica el número de recursos 
Figura 6.8 Resumen del chequeo mediante el plugin Cppcheck. 




asociados al nodo. Changed es el número de recursos que han sufrido cambios y 
Unchanged el número de recursos que no han sufrido cambios. 
 
El versionado del software es una práctica que consiste en la asignación de un número 
único a un software para indicar su nivel de desarrollo, este número va incrementando 
conforme el desarrollo del software aumente. Dicho versionado permite aplicar una 
política de continuous deployment contra el entorno de desarrollo, es decir, en cuanto está 
disponible una nueva versión no estable se realiza el despliegue. También permite aplicar 
una política de continuous delivery contra el entorno de producción. Es decir, el 
despliegue de las versiones estables del software es iniciado manualmente. 
 
Por convenio del equipo de desarrollo de Ludium. La plataforma se versiona con cuatro 
cifras, la primera cifra indica el proyecto, la segunda se incrementa en cada sprint y es 
impar si corresponde a la versión en desarrollo y es par si corresponde a la versión estable 
resultado de un sprint, la tercera cifra es el número de versión dentro del sprint y la última 
corresponde exactamente al número de integración de Jenkins. Las tres primeras cifras las 
va actualizando el responsable del proyecto y la cuarta cifra la mantiene automáticamente 
el servidor de integración continua. 
6.3 Implementación del continuous delivery 
El proceso de continuous delivery es gestionado por Puppet que permite definir el estado 
en el cual deben estar los servidores. Para ello se implementará un sistema Puppet en su 
versión 3.5.1 y también se desarrollarán los códigos de definición de estados necesarios. 
6.3.1 Componentes del sistema Puppet 
En la Figura 6.10 se muestran los componentes del sistema Puppet y sus relaciones. 
Podemos ver que Puppet necesita un servidor central o Puppet master, una base de datos 
o PuppetDB, una consola de gestión o Puppet dashboard y, por último, los clientes o 
Puppet agents. 
 
Figura 6.9 Recursos modificados por Puppet después del despliegue de una nueva versión. 





6.3.1.1 Puppet master 
El Puppet master o master es el servidor central de Puppet que contiene los módulos 
necesarios para generar las definiciones de estado y se encarga de distribuirlas a los 
agentes. También mantiene un registro de las peticiones de conexión de los agentes, las 
cuales van cifradas, y se requiere una cierta gestión de certificados. 
En cuanto a la escalabilidad del master, este es capaz de soportar hasta 100 agentes si 
utiliza la base de datos (HSQLDB) que integra. Para sistemas con más agentes se puede 
conectar a un clúster de PostgreSQL para escalar el número de agentes soportados. 
6.3.1.2 Puppet agent  
El Puppet agent o agente es el cliente de Puppet que va instalado en cada nodo. Se encarga 
de iniciar la comunicación con el master para la aplicación de las definiciones de estado o 
catálogos. También mantiene actualizados los facts que le envía el master. Estos facts son 
datos sobre el sistema, por ejemplo la IP, si se trata de un nodo virtual o el uptime del 
nodo. La Figura 6.11 muestra la salida en la consola del agente tras realizar la aplicación 
de un catálogo. Dicha salida muestra el trabajo que realiza el agente con el fin de aplicar el 
catálogo, también muestra como cachea el agente el catálogo para posibles futuros usos y 
el tiempo empleado en la aplicación del catálogo. Esta última métrica puede ser útil para 
detectar comportamientos anómalos. 
Figura 6.10 Topología del sistema Puppet. 






Figura 6.11 Consola del Puppet agent tras la aplicación del catálogo. 
6.3.1.3 PuppetDB 
Es la base de datos donde se almacenan los datos sobre los sistemas que contienen los 
agentes, así como los facts. Tiene disponible una REST API para la integración con 
software de terceros o la realización de informes de estado de los sistemas. 
Al ser un componente crítico en la arquitectura, dispone de una consola para monitorizar 
su estado, así como otras métricas y datos, como puede verse en la Figura 6.12. En este 
caso, corresponde a la PuppetDB desplegada para el entorno de desarrollo. 
 
 
Figura 6.12 Dashboard de la PuppetDB del entorno de desarrollo. 




6.3.1.4 Puppet Dashboard 
La Puppet Dashboard es la consola de administración del Puppet master, tanto se puede 
consultar el estado de la aplicación de los catálogos como añadir nodos, clases o agrupar 
los nodos como convenga. Permite tener una vista general del sistema Puppet y si se 
detecta un fallo llega a mostrar el error específico del nodo en cuestión. La Figura 6.13 
muestra como existen fallos en la aplicación de los catálogos. Cada barra representa un 
día, la parte verde son el número de aplicaciones de catálogos correctas y la parte roja las 
aplicaciones incorrectas. Se puede apreciar que hay un día en que prácticamente no se 
aplicaron los catálogos, esto puede deberse a un fallo real en la aplicación o bien a que es 
el propio dashboard el que no se encontraba en servicio ese día y, por tanto, no pudo 
registrar los reportes de las aplicaciones. 
 
 
Figura 6.13 Puppet dashboard. 
Ahora ya conocemos los principales componentes del sistema Puppet. La Figura 6.10 
muestra las relaciones entre ellos. Los agentes se conectan de manera bidireccional con el 
master ya que ellos reportan los facts y reciben del master los catálogos a aplicar. Son 
también los agentes los que reportan los facts a la PuppetDB mediante el master. Y por 
último, el Puppet dashboard se conecta al master y a la PuppetDB. 




6.3.2 Puppet manifests 
La manera que tiene Puppet para definir el estado de las máquinas es mediante los 
manifests. Estos son archivos escritos en código Puppet que está basado en Ruby.  
 
El lenguaje utilizado es propio de Puppet, es declarativo y para cada recurso permite 
describir sus características. Por convenio estas características se encapsulan en clases y 
agregando clases se generan los módulos. Los módulos se asocian a los nodos o grupo de 
nodos (todos los nodos del grupo se tratan idénticamente) por medio de los manifests 
especiales: site, nodes y modules. 
 
Las clases se valen de los facts existentes en el sistema Puppet para modificar su 
comportamiento. Por ejemplo, dependiendo del sistema operativo del nodo, un fichero de 
configuración puede encontrarse en directorios diferentes. También es posible definir 
nuevos facts que pasan a estar disponibles en las clases para su consulta. 
Para la implementación de los requerimientos especificados en el apartado anterior se ha 
definido un nuevo fact en el sistema Puppet implementado. Se trata de un fact que informa 
de la versión de la plataforma de Ludium instalada en un nodo concreto. En la Figura 6.14 
se aprecia un fact ludiumlab-version con valor version=> 0.1.5.361. 
 
El siguiente ejemplo servirá para acabar de comprender la creación de los manifests. 
Vamos a asignar los permisos de superusuario en el nodo example.node.com. Para ello 






Figura 6.14 Salida de los facts de un nodo. 




class sudo { 
 file { "/etc/sudoers": 
       owner => "root", 
       group => "root", 
       mode  => 440,      
}  
} 
Crearemos un módulo sudo a partir de esta clase para asegurarnos de que el paquete 
software de sudo está instalado en el nodo. Además, mediante la directiva require => 
Package["sudo"] sabemos que el paquete sudo estará instalado en el momento de 
configurar el fichero de sudoers. Si el paquete no se encontrase instalado estaríamos 
creando un fichero de configuración que no consultaría nadie. 
 
class sudo {       
package { sudo:  
ensure => "present"  
}  
      
file { "/etc/sudoers": 
owner   => root, 
group   => root, 
mode    => 440, 
source  => "puppet:///modules/sudo/sudoers", 




La directiva source => "puppet:///modules/sudo/sudoers" copia el fichero sudoers, 
situado en el servidor de ficheros de Puppet, en el nodo. 
 
Un detalle a tener en cuenta a la hora de situar el fichero sudoers en el servidor de ficheros 
es que Puppet mapea en "puppet:///modules/sudo/sudoers" el directorio 
/etc/puppet/modules/sudo/files/sudoers. Así que previamente se debería haber 
creado el fichero sudoers en ese directorio. 
 
También debemos registrar el módulo como disponible en el fichero modules situado en 
/etc/puppet/manifests/modules.pp. Esto es tan sencillo como importar el módulo 
haciendo import "sudo". 




Debemos asignar el módulo a los nodos que deseemos en el manifest nodes. En este caso, 
al tratarse de una configuración que queremos por defecto usaremos el nodo basenode. 
Este nodo es heredable por otros nodos, es decir, cualquier configuración que se le asigne 
será asignada automáticamente a los nodos que hereden de basenode. Por último, en la 
asignación de módulos del nodo de ejemplo hay que indicar que herede las asignaciones 
por basenode. 
 
node basenode {    
include sudo 
} 
node 'example.node.com' inherits basenode { 
} 
 
Y para finalizar hay que incluir el fichero nodes en el manifest site. Este manifest de 
configuración es el único donde se permite la especificación de parámetros y variables 
fuera del ámbito de una clase. Por ejemplo, en este site se define un servidor de backup 




{ main: server => 'main.server.name' } 
File { backup => main } 
 
El siguiente árbol de ficheros es el resultado de la implementación y aplicación del módulo 
de ejemplo sudo. El Puppet master contiene un directorio manifests con los manifiestos 
especiales y el directorio modules para los diferentes módulos. El módulo sudo se 
compone de dos directorios files y manifests. Files contiene los ficheros a copiar en los 
nodos y manifests contiene las configuraciones a aplicar. 
|-modules.pp 
|-manifests- |-nodes.pp 
|            |-site.pp 
|  
|-modules--- |-sudo------ |-files----- |-sudoers                                  
|                                      
|-manifests- |-init.pp 
Para la inclusión de nuevos módulos sería necesario repetir el proceso de creación y 
asignar el módulo a los nodos que se quiera. También comentar que existe un repositorio 
de módulos escritos por otros usuarios de Puppet accesible en 




https://forge.puppetlabs.com, que pueden utilizarse tal cual o servir como base para la 
creación de nuevos módulos. 
6.3.3 Funcionamiento de Puppet 
La Figura 6.15 ilustra el flujo de datos entre los componentes de Puppet. En todo momento 
los datos viajan por un canal seguro, ya que su interceptación podría ser potencialmente 
crítica. 
 
Una vez configurado, el agente recolecta información sobre el nodo y la envía al master 
(paso 1). El master realiza la compilación de la definición del estado en que debería 
encontrarse el nodo, dicha definición se llama catálogo y veremos cómo se obtiene más 
adelante (paso 2). En ese momento, el agente realiza los cambios necesarios en el nodo 
para conseguir el estado definido en el catálogo e informa al master y al dashboard para 
que la aplicación de los cambios sea visible en la consola de gestión (paso 3). Por último, 
apuntar que el master dispone de una API pública que puede ser consultada por software 
de terceros, facilitando así la integración con otros sistemas (paso 4). 
 
 
Figura 6.15 Flujo de datos en el sistema Puppet. 
El proceso de compilación de los catálogos o definición del estado de un nodo es complejo. 
En dicho proceso se tienen en cuenta entradas de datos que provienen de diferentes 
componentes del sistema Puppet. El compilador escoge los manifests de los módulos 
asignados a un nodo específico, resuelve las variables que hay en ellos con las entradas de 
datos que ha recibido y por último los compila en forma de catálogo, que es lo que se acaba 
enviando al agent. 




 La Figura 6.16 muestra las entradas de datos que recibe el compilador de catálogos. Para 
esta implementación, no ha sido necesario ni la herramienta Hiera que define jerarquías 





Figura 6.16 Entrada de datos que recibe el master para compilar los catálogos. 
Así pues, en el caso que nos ocupa el compilador de catálogos tiene en cuenta el site, el 
dashboard o consola, la información que contiene la PuppetDB, los facts que proporciona 
el agente y, por último, los módulos instalados en el propio master. Desde la consola o 
dashboard se pueden crear nuevas clases, así como asignarlas a los agentes existentes. 
 
El compilador recibe la lista de clases disponibles la definición de las clases y sus 
parámetros. Esta información la proveen exclusivamente los módulos. El compilador trata 
de completar esta información con los inputs de los demás componentes, por ejemplo 
asignando el valor de los facts a los parámetros de los módulos para obtener el 
comportamiento deseado que se reflejará finalmente en el catálogo.  
 




También es posible asignar un valor de un recurso externo a la PuppetDB, por ejemplo la 
zona horaria en que deseamos operar los nodos. Si lo hacemos al dar de alta un nuevo 
agente en el sistema Puppet, independientemente de su localización geográfica la hora del 
nodo será automáticamente ajustada a la zona horaria deseada. 
 
 La compilación del catálogo en el master ocurre bajo demanda, los agentes van pidiendo 
regularmente el catálogo de cambios al master. La Figura 6.17 muestra el flujo de datos 
entre el agente y el master. 
 
El agente inicia la petición del catálogo al master enviándole el nombre y los facts del 
nodo. Entonces es cuando el master chequea las clases que tiene que compilar en función 
de los datos de la petición y compila un catálogo que envía al agente. El agente inicia la 
aplicación del catálogo consultando el estado actual de los recursos afectados por el 
catálogo, para los recursos que se encuentren en un estado diferente al deseado aplica los 
cambios necesarios. Es aquí donde se encuentra el potencial de Puppet, sin que el 
cloudadmin tenga que especificar las acciones requeridas para alcanzar el estado deseado, 
Puppet logra alcanzarlo. Esto es porque es capaz de traducir la definición del estado a 
acciones concretas. Por último, se llega al estado definido y se informa al master de tal 
suceso. 





Figura 6.17 Flujo de datos entre el agente y el master para cada nueva petición de catálogo. 
6.4 Implementación  
A continuación se detalla la implementación realizada de cada una de las historias de 
usuario descritas en la especificación. 
6.4.1 Escalado del cloud de aplicaciones 
Para implementar este objetivo hay que ser capaz de aprovisionar nuevos nodos de 
aplicación de manera automatizada. Esto se puede implementar de dos maneras: mediante 
una plantilla de disco o bien creando un módulo de Puppet para conseguir el estado 
deseado.  
 




En el primer caso, se debe instalar todo el software necesario en un nodo y configurar el 
nodo y, a partir de la imagen de disco, crear la plantilla que se aplicará cada vez que se 
quiera aprovisionar un nuevo servidor. Todo esto es muy sencillo si se utilizan 
proveedores de cloud basados en máquinas virtuales, ya que es una funcionalidad que 
traen de serie. Pero se complica tremendamente en el caso de los proveedores de cloud 
basados en máquinas físicas. Hay proveedores que lo permiten y otros que no. Por este 
motivo, no se puede implementar el aprovisionamiento basándonos en plantillas de disco. 
 
En el segundo caso, se debe desarrollar un módulo de Puppet. A partir de ahí, basta con 
instalar el agente de Puppet en cada nuevo nodo, asignar el módulo al nuevo nodo en el 
master, y esperar a que el agente inicie una solicitud de catálogo al master.  
 
Se ha desarrollado un módulo llamado ludiumlab. Dicho módulo contiene la siguiente 
estructura: 
 
                                                                |-… 
|-modules-- |-ludiumlab- |-files----- |-conf----- |-ludiumlab- |-0.1.4.396 
                          |            |           |            |-0.1.5.386 
                          |            |           |-npackd---- |-Rep.xml 
                          |            |           |-… 
                          |            | 
                          |            |                         |-… 
                  |            |-packages- |-ludiumlab- |-0.1.4.396 
                          |                        |             |-0.1.5.386 
                          |                        |-… 







El fichero README describe la funcionalidad del módulo. Modulefile describe los 
metadatos del módulo: nombre, versión, autor, licencia, y las dependencias (otros 
módulos). Y metadata.json contiene la misma información pero en formato json para 
facilitar su consulta vía API. Estos ficheros son gestionados automáticamente al crear un 
nuevo módulo mediante Geppetto que es el IDE para Puppet. La Figura 6.18 muestra el 




diálogo de edición de los metadatos del módulo para la implementación de este 
requerimiento.  
 
No hay que perder de vista que nos centraremos en el aprovisionamiento de los nodos de 
aplicaciones los cuales son servidores que corren Microsoft Windows Server en su versión 
2008 o 2012. Así, los manifests han sido adaptados a la plataforma Windows. 
 
Supongamos que VNC, muy similar a escritorio remoto, es uno de los servicios que 
queremos que esté disponible en cada nuevo nodo de aplicación. El módulo ludiumlab 
debería incluir: 
 package { 'com.tightvnc.TightVNC': 
       ensure   => latest, 
       provider => npackd, 
} 
 
Npackd es un repositorio de software público para entornos Microsoft Windows. Mediante 
la declaración de un package con software provider npackd, se invocará a este repositorio 
software para que provea de la última versión de VNC para ser instalada en el nodo. 
 
Figura 6.18 Edición de los metadatos para el submódulo deploy-ludiumlab. 




También se configurará la contraseña necesaria para conectar al nodo. Mediante Puppet es 
posible editar el registro de Windows [6]. 
 
 registry_value { '32:HKLM\ SOFTWARE\TightVNC\Server': 
  ensure => present, 
  type   => string, 
  data   => 'elPasswordElegido', 
 } 
 
Seguidamente configuraremos el firewall de Windows para que permita conexiones 
entrantes al servicio VNC. 
 
 windows_firewall::exception { VNC in': 
                ensure => present, 
                direction => 'in', 
                action => 'Allow', 
                enabled => 'yes', 
          program => 'C:\Program Files\TightVNC\tvnserver.exe', 
                display_name => VNC inbound rule', 
                description => 'Inbound rule', 
     } 
Finalmente nos aseguraremos que el servicio está activado y en ejecución. 
        service { 'tvnserver': 
          ensure => 'running', 
          enable => true, 
        } 
Se ha aplicado esto para cada servicio en ejecución en el sistema, también se han 
deshabilitado los servicios que no son necesarios. Con el fin de liberar de carga al nodo y 
evitar comportamientos no deseados. Por ejemplo, se han deshabilitado las 
actualizaciones automáticas del sistema operativo mediante: 
      service { 'wuauserv': 
          ensure => 'stopped', 
          enable => false, 
       } 
De esta manera, se tiene control sobre los servicios del sistema. 
Llegado este punto, el nodo se encuentra en condiciones de ser agregado al cloud de 
aplicaciones. Esto suele ser tan sencillo como añadir la IP del nodo en el listado de IP’s del 
balanceador de carga correspondiente. 




6.4.2 Actualización de la plataforma en servicio  
En el caso del entorno de producción queremos actualizar la plataforma en servicio 
siguiendo el modelo de continuous delivery. La Figura 6.19 muestra los metadatos del 
submódulo update-ludiumlab. 
 
En el momento de instalar la plataforma en los nodos del cloud de aplicaciones primero se 
copia el instalador en el sistema para realizar una instalación local. 
 
file { 'C:\\files\\packages\\ludiumlab\\Ludiumlab-v0.1.4.396.msi': 
 ensure => present, 
 source => 'puppet:///modules/ludiumlab/packages/ludiumlab/Ludiumlab.msi', 
} 
 
Posteriormente se indica a Puppet que instale el paquete. 
 
package { 'Ludiumlab': 
   ensure   => '0.1.4.396', 
   provider => 'windows', 
   source   => 'C:\\files\\packages\\ludiumlab\\Ludiumlab.msi', 
  install_options => [ '/passive', { 'APPLICATIONFOLDER =>  
  'C:\Program Files (x86)\Ludiumlab }], 
} 
 
De esta manera, controlamos la versión instalada y, además, como tenemos configurado en 
el módulo que el servicio de ludiumlab esté habilitado y ejecutándose en todo momento, 
Puppet reiniciará el servicio para que utilice los últimos ejecutables instalados. 




6.4.3 Aplicación masiva de una nueva configuración del cloud  
La aplicación masiva de una nueva configuración es una práctica recogida dentro de lo que 
se denomina cloud orchestration o automatización de los cambios de configuración. La 
Figura 6.20 muestra los metadatos del submódulo configure-ludiumlab. Se pretende 
realizar la reconfiguración del cloud como se indica en la especificación. 
 
Las configuraciones que se aplican son desplegadas en función de la versión de la 
plataforma instalada. Por esto, para la implementación de este objetivo es necesario el fact 
ludiumlab-version ya comentado en el apartado 6.3.2. 
 
        file { 'C:\\files': 
          source     => 'puppet:///modules/ludiumlab/$ludiumlab-version/', 
          recurse    => true, 
          purge      => true, 
          source_permissions => FILE_GENERIC_READ, 
  notify     => Service['ludiumlab'] 
        } 
 
Figura 6.19 Edición de los metadatos para el submódulo update-ludiumlab. 




Como curiosidad indicar que la copia de la configuración sobrescribe el contenido de 
cualquier fichero existente con el mismo nombre. Y, además, se dan permisos de solo 
lectura para garantizar que el contenido de la configuración no cambie. 
 
 
Mediante este código Puppet copia la última configuración disponible de la versión de la 
plataforma instalada en el nodo y, al finalizar, reinicia el servicio aplicando así la 
actualización de la configuración. 
  
Figura 6.20 Edición de los metadatos para el submódulo configure-ludiumlab. 

















7 Validación en el entorno real 
En este capítulo se introduce el entorno real en el cual se ha validado la 
implementación del proyecto.  




7.1 Introducción al entorno 
Para la validación de los casos de uso implementados se ha configurado un entorno con las 
mismas características que un entorno real.  
 
En total contamos con 5 nodos virtuales y una red privada que los comunica. Tres nodos 
corresponden al sistema Puppet (un master, una puppetdb y un dashboard) y dos de los 
nodos actuarán de cloud de aplicaciones con sistema operativo Windows, donde 
instalaremos los agentes. La topología es la misma que está representada en la Figura 6.10 
del capítulo de anterior. 
 
 
Se ha procedido a la realización de los diferentes test tras configurar el sistema Puppet. En 
esta configuración el master utiliza la puppetdb como almacén de datos y el dashboard 
tiene permisos de acceso para consultar. 
7.2 Validación 
A continuación describiremos los test realizados con el objetivo de validar la correcta 
implementación de los casos de uso. 
7.2.1 Escalado del cloud de aplicaciones 
7.2.1.1 Objetivo del test  
Validar que el caso de uso del escalado de clouds está implementado siguiendo la 
especificación. Es decir, que es posible aprovisionar nuevos nodos y añadirlos al cloud de 
aplicaciones en el momento en que se necesite dar servicio a más usuarios. 
7.2.1.2 Pasos a seguir 
 Partimos de un nodo en el cual no está instalada la plataforma. 
 Instalamos el agente de Puppet y registramos el nodo en el master asignándole el 
módulo LudiumLab. 
 Se procede al despliegue automático de la plataforma y sus dependencias. 
 Manualmente añadimos el nodo al cloud de aplicaciones. 
7.2.1.3 Parámetros a analizar 
Se verificará que, efectivamente, la plataforma esté instalada en la versión 
correspondiente y, además, se encuentre en ejecución. 





7.2.1.4 Generación de errores 
Se ha forzado la generación de errores desconectando el master para verificar que los 
agentes son capaces de aplicar el último catálogo recibido, que almacenan en caché, en 
caso de no recibir un catálogo por parte del master. 
7.2.1.5 Análisis 
Utilizaremos el Puppet Dashboard, la interfaz de la consola que nos proporciona Puppet, 
para hacer el seguimiento del correcto funcionamiento de los test. 
En caso de que el master no se encuentre disponible, los nodos no serían capaces de 
recibir un nuevo catálogo con los cambios a aplicar. La Figura 7.1 muestra un ejemplo de la 
salida que mostraría el sistema Puppet en este caso. 
 
 
Figura 7.1 Log adjunto al informe de la aplicación del módulo LudiumLab. 
Como se puede ver, el mensaje del primer error dice Connection refused. Podemos 
notar que el agente prosigue su ejecución aunque no reciba el catálogo, intentando enviar 
sus facts al master. Finalmente, al no haber recibido un nuevo catálogo por parte del 
master, aplica el último catálogo que recibió, que se encuentra cacheado en el nodo. 
 
Una vez se solucionaron los problemas de configuración del agente, se desplegó la 
plataforma satisfactoriamente en el nodo, tal y como refleja la Figura 7.2. 
 
 
Figura 7.2 Salida mostrando la correcta aplicación del catálogo. 




7.2.2 Actualización de la plataforma en servicio 
7.2.2.1 Objetivo del test 
Validar que el caso de uso de la actualización de la plataforma en servicio está 
implementado siguiendo la especificación. Es decir, que en el momento en que se halla 
desarrollado una nueva versión de la plataforma será desplegada en producción.  
7.2.2.2 Pasos a seguir 
 Manualmente se indica en el módulo la nueva versión de la plataforma que debe 
desplegarse en los servidores en producción. 
 Automáticamente los agentes de los nodos reinstalan la plataforma a la nueva 
versión y la ponen en servicio. 
7.2.2.3 Parámetros a analizar 
Validamos en la consola que el valor del fact LudiumLab-version corresponde a la versión 
indicada en el módulo. También podemos validarlo consultando los facts de un nodo en 
concreto, como se puede ver en la Figura 6.14. 
7.2.2.4 Generación de errores 
Se ha intentado forzar errores indicándole a Puppet que actualizara una plataforma con 
una versión anterior a la ya desplegada. El resultado ha sido satisfactorio, ya que Puppet 
se da cuenta de que la plataforma se encuentra en una versión posterior a la que se intenta 
“actualizar” y no realiza cambio alguno. 
7.2.2.5 Análisis 
Es importante configurar correctamente los parámetros a incluir en los informes. La 
Figura 7.3 muestra un fallo de inserción en la base de datos, resultado de una discordancia 
en la codificación. Tras validar en varias ocasiones este objetivo, me encontré con dicho 
error. La codificación de los valores ha de corresponder con la codificación de la base de 
datos donde se almacenan.  
 
 
Figura 7.3 Salida del dashboard en el caso de una tarea fallida. 




Resaltar que aunque la salida del dashboard no apunta explícitamente al origen del error, 
sí que resulta muy útil para su diagnóstico y posterior corrección. En este caso es 
responsabilidad del cloudadmin que es quien opera con los sistemas. 
7.2.3 Aplicación masiva de una nueva configuración del cloud 
7.2.3.1 Objetivo del test 
Validar que el caso de uso de la aplicación masiva de una nueva configuración del cloud 
está implementado siguiendo la especificación. Es decir, que en el momento en que se 
desarrolle una configuración nueva sea copiada en los servidores y reiniciado el servicio 
de LudiumLab. 
7.2.3.2 Pasos a seguir 
 Manualmente se almacenan los ficheros que contienen una nueva configuración 
del cloud en el master, sustituyendo a los ficheros de la configuración antigua. 
 Automáticamente la nueva configuración es desplegada en el cloud de aplicaciones 
mediante los agentes, que además reinician el servicio en los nodos para que se 
aplique la nueva configuración. 
7.2.3.3 Parámetros a analizar 
Los ficheros que contienen la nueva configuración han sido desplegados a los nodos del 
cloud de aplicaciones. Se puede consultar el contenido de los ficheros en un nodo concreto, 
o bien se puede consultar en el dashboard si ha habido cambios en lo que a ficheros se 
refiere. La Figura 7.4 refleja el cambio en 20 ficheros de un nodo del cloud de aplicaciones 
y también el reinicio de un servicio, validando de esta manera la aplicación de la nueva 
configuración. 
7.2.3.4 Generación de errores 
En este caso no se ha forzado la generación errores. 
 
 





Figura 7.4 Métricas resultantes de la aplicación de un catálogo. 
  

















8 Entorno de desarrollo 
En este capítulo se introducirá el entorno de desarrollo utilizado para la 
realización del proyecto: el sistema operativo empleado, el lenguaje de 
programación utilizado y las aplicaciones usadas.  




8.1 Sistema operativo 
Para la realización del proyecto se ha utilizado un servidor en formato semi-torre con 
Linux, concretamente Ubuntu Server 12.04.3 LTS. Se ha utilizado Ubuntu por su 
rendimiento y estabilidad, y esta versión en concreto por ser la versión más reciente con 
soporte a largo plazo. En este servidor se alojan las máquinas virtuales VMWare que he 
utilizado en mi entorno de desarrollo. 
Los requisitos mínimos del Puppet master alojado en una de las máquinas virtuales son 2 
núcleos de procesador y 1 GB de RAM. Se le ha proporcionado un núcleo y 2 GB de RAM, 
con esta configuración hardware se ha mantenido estable en todo momento. 
 
Para la redacción de la memoria se ha utilizado MacOSX en su versión 10.9.3. La razón ha 
sido que he querido aprender a utilizar este sistema operativo.  
8.2 Lenguaje de programación utilizado 
El lenguaje de programación ha sido el propio de Puppet, que está basado en Ruby. Y 
también se ha utilizado Ruby para la contribución al módulo Facter de Puppet explicada en 
el Capítulo 2. 
8.3 Aplicaciones utilizadas 
Las aplicaciones utilizadas durante la realización del proyecto han sido Geppetto, 
Microsoft Office, Adobe Photoshop y ArgoUML. 
8.3.1 Geppetto 
Geppetto es un IDE basado en el entorno de desarrollo Eclipse recientemente adquirido y 
soportado por PuppetLabs. Fue creado por la empresa Cloudsmith en forma de plugin 
para Eclipse, y en la actualidad se encuentra como IDE resultado de un fork de Eclipse. He 
utilizado la versión 4.1.0, la gran ventaja que tiene es que permite realizar consultas en 
tiempo real a la PuppetDB. Como desventaja citar que al tratarse de una herramienta muy 
específica y de reciente creación se encuentra muy poca documentación sobre su uso. 
8.3.2 Microsoft Office 
Microsoft Office es una suite de ofimática desarrollada por Microsoft. En su versión 14.4.1, 
en concreto he utilizado Word para la redacción del texto y Visio para la realización de las 
figuras de esta memoria. Tienen como ventaja que se integran perfectamente los dos 
programas, ya que pertenecen a la misma suite. La desventaja es que al tratarse de una 




suite de pago hay que adquirir una licencia, pero afortunadamente tengo acceso a una al 
pertenecer Ludium al programa Microsoft Bizpark. 
8.3.3 Adobe Photoshop 
Adobe Photoshop ha sido utilizado en su versión 5.2. Este programa de edición de imagen 
es muy completo y permite entre otras cosas recortar las capturas de pantalla expuestas 
en la memoria y también el escalado de las imágenes para adecuarlas al tamaño A4 de la 
memoria. La gran ventaja que aporta es que cuenta con una gran diversidad de funciones. 
Como desventaja citar que su manejo puede llegar a ser bastante complejo, aunque ya 
tengo conocimientos anteriores por mi afición a la fotografía. Se ha utilizado una licencia 
gratuita temporal. 
8.3.4 ArgoUML 
ArgoUML es una aplicación de diagramado de UML escrita en Java, desarrollada por 
CollabNet Inc. y publicada bajo la Licencia BSD. Se ha utilizado su versión 0.34 para la 
realización del diagrama UML del Capítulo 5. La ventaja que aporta es su facilidad de uso 
debido a la simplicidad de su interfaz gráfica. La desventaja que tiene es que es poco 
estable. 
8.3.5 VMWare Workstation 
VMWare Workstation es la aplicación de virtualización de máquinas utilizada en este 
proyecto. Se ha utilizado una licencia temporal. La ventaja que aporta es la gran 
flexibilidad de configuración de redes privadas entre las máquinas virtuales, con soporte 
para configuraciones avanzadas. 
  






















9 Planificación final y costes 
En este capítulo se introducen las variaciones sobre la planificación 
inicial, se presenta la planificación final y en último lugar se detallan los 
costes del proyecto.  




9.1 Variaciones sobre la planificación inicial 
El proyecto ha sufrido variaciones respecto a su planificación inicial debido a algunas 
complicaciones surgidas durante la implementación y a tareas no incluidas en la 
planificación inicial.  
9.1.1 Complicaciones 
La plataforma cambió a medio proyecto a una versión con una arquitectura radicalmente 
diferente, provocando tener que rehacer la implementación de la especificación del 
Capítulo 5. Aunque esta complicación no ha añadido mucha dificultad al proyecto, ya que 
he sido parte activa en el diseño de la arquitectura de la nueva versión, ha contribuido al 
retraso en la finalización del proyecto. 
 
Desarrollar el módulo de Puppet para una versión de Puppet no estable, ya que tenía 
mayor soporte para agentes basados en Windows. El origen de esta complicación ha 
radicado en la falta de documentación, aunque hay que destacar el abanico de 
funcionalidades nuevas que ofrecía la versión no estable de Puppet. Actualmente, la 
versión con la que se trabaja, que incluye la mayoría de estas funcionalidades, ya es 
estable. 
9.1.2 Tareas no incluidas en la planificación inicial 
Corrección de un bug en el módulo facter de Puppet para agentes basados en Windows, 
resultando en la realización de un pull-request al repositorio master de Puppet. Esta tarea 
ha sido comentada en el Capítulo 2 ver Sección 2.2.3. 
 
Inclusión del fact ludiumlab-version. Esta tarea no estaba contemplada inicialmente y se 
consideró necesaria durante la implementación de un modelo basado en continuous 
delivery. Se ha comentado en el Capítulo 6. 
 
Realización del curso de Scrum Master y obtención de la certificación. Una vez escogida 
Scrum como solución más adecuada, se consideró que la implantación de la metodología 
era una tarea de tal criticidad que merecía la pena formarse a fondo en el tema. Por esa 
razón, he realizado un curso de “Professional Scrum Master” (PSM I). Esto ha sido 
comentado en el Capítulo 2. 
 
Introducción del equipo a Scrum. Empezando por una introducción, a modo de 
presentación, de la metodología a todo el equipo de desarrollo. También di soporte en la 




creación del tablero Kanban físico que construimos en la oficina y puse en marcha y 
configuré los recursos informáticos necesarios para el seguimiento de la metodología (Jira 
y Confluence). Por otro lado, he dado soporte en la mayoría de reuniones de equipo como 
parte de él y como Scrum Master para facilitar la adopción de Scrum. 
9.2 Planificación final 
Debido a las variaciones expuestas en el apartado anterior, la planificación final del 
proyecto queda como muestra la Figura 9.1. 
 
 
Figura 9.1 Diagrama de Gantt correspondiente a la planificación final del proyecto. 
 
El proyecto ha tenido una duración de 9 meses a tiempo parcial, ya que se ha realizado al 
mismo tiempo que el trabajo diario en la empresa. Por otro lado, las tareas referentes al 
continuous delivery se han solapado con la implantación de la metodología, puesto que 
eran compatibles.  
Citar que en el mes de enero se retomó la implementación que ya se había dado por 
terminada para adaptarla a una nueva versión de la plataforma, por este motivo hay un 
hueco durante este mes en la fase de implementación. Por este motivo, y también debido 
al error en la planificación de la duración de las tareas la planificación final difiere de la 
planificación inicial expuesta en la Figura 2.1. 
9.3 Análisis de costes 
Para estimar el coste del proyecto se ha realizado un análisis del coste en horas para cada 
tarea y la participación de los roles necesarios para acometerlas. La Tabla 9.1 muestra el 
resultado de dicho análisis. 
  






Tarea Descripción Carga por rol (%) Horas 
Toma de requisitos 
Reuniones con el cliente con el objetivo de determinar cuales 
son sus necesidades. 
Product owner (100) 6 
Estudio y análisis 
Trabajo de búsqueda de una metodología de trabajo 
adecuada para el equipo de desarrollo. 
Futuro Scrum master (100) 10 
Implantación 
Tarea de facilitar la adopción de Scrum por parte del equipo 
de desarrollo y asistencia en las dudas que surjan durante el 
proceso. 
Scrum master (100) 200 
Investigación 
Trabajo de investigar el estado del arte en lo que a 
continuous delivery se refiere tanto en procesos como en 
herramientas. 




Diseño de la solución más adecuada teniendo en cuenta las 
herramientas existentes y adecuándolas al caso de estudio. 
Arquitecto de sistemas (100) 50 
Implementación Implementación de la solución siguiendo el diseño creado. 




Diseño y ejecución de las pruebas necesarias para validar la 
correcta implementación y diseño de los 
objetivos/requerimientos de este proyecto. 
QA (100) 40 
Documentación Redacción de este documento. 
Scrum master (30) 
Arquitecto de sistemas (20) 
Cloudadmin (50) 
170 
    
  Total horas 870 
Tabla 9.1 Detalle de las tareas, carga de trabajo por rol y horas totales por tarea. 
 
Teniendo en cuenta el coste de cada rol y su implicación en horas para la realización del 
proyecto, se obtiene la Tabla 9.2, donde se calcula el coste total de la mano de obra. 
  





Rol Retribución (€/h) Horas (h) Coste (€) 
Product owner 40 6 240 
Scrum master 30 261 7830 
Analista de sistemas 40 17 680 
Arquitecto de sistemas 30 177 5310 
Cloudadmin 30 363 10.890 
QA 30 40 120 
    
  Total 25.070 
Tabla 9.2 Roles, retribuciones y costes asociados. 
 
A la cantidad resultante de la Tabla 9.2 hay que sumar el coste de la infraestructura 
desplegada para tal efecto (5 máquinas virtuales) que tiene un coste de 53,20€/mes. 
Teniendo en cuenta los seis meses que lleva en funcionamiento, suma un total de 319,20€ 
en infraestructura. Así, el coste final del proyecto, sumando mano de obra más 
infraestructura, es de 25.390€. 
  

















10 Conclusiones, mejoras y extensiones 
En este capítulo se exponen las conclusiones, tanto del proyecto como 
personales, extraídas tras el trabajo realizado. Y finalmente se describen 
las mejoras y extensiones que darían lugar a la continuidad del 
proyecto. 





Des del punto de vista tecnológico, se ha visto que la implantación de una metodología ágil 
proporciona un aumento del rendimiento del equipo. Por otro lado la implementación de 
la pipeline de desarrollo ha permitido que los integrantes del equipo de desarrollo se 
focalicen en tareas más interesantes. La inclusión de las operaciones y sistemas en la 
metodología Scrum supone sentar un precedente de manera que dicha implantación se 
convierta en un referente. 
 
También se ha contribuido a la comunidad manteniendo el software de gestión de 
infraestructura mediante la corrección de un error, concretamente del módulo Facter de 
Puppet. El código desarrollado se encuentra en la versión estable del software como se ha 
explicado en el Capítulo 2. 
 
Personalmente tomar el rol de Scrum Master en la empresa me ha servido para entender 
mejor el funcionamiento de la misma y sus necesidades. Esto es algo que me ayuda en mi 
día a día, por ejemplo en la priorización de las tareas a realizar o en la mejora de mis 
habilidades comunicativas hacia mis compañeros. 
 
Se ha probado que es posible y es algo de lo que me siento orgulloso, gestionar un cloud 
basado en Windows mediante sistemas Open Source corriendo bajo Linux. Además de 
haber integrado sistemas con licenciamiento de diferente naturaleza, se ha facilitado la 
gestión ya que se puede llevar a cabo mediante un único sistema.  
 
Por último indicar que se han cubierto con éxito todos los objetivos planteados en este 
proyecto. No sólo proveyendo una herramienta potente de gestión de cloud. Sino también 
diseñando e implementando una pipeline de desarrollo adaptada al modelo de continuous 




A continuación se describen las propuestas de mejoras que darán continuidad al proyecto.  




10.2.1 Robustez de la pipeline 
Una vez implementada una primera versión de la pipeline de desarrollo, se debería 
realizar un análisis de su robustez con el objetivo de reforzar sus puntos débiles. Se 
deberían redundar los sistemas críticos de la pipeline de desarrollo, tanto el servidor 
Jenkins como el Puppet Master, ya que ante una caída de estos el flujo de la pipeline 
quedaría interrumpido. 
10.2.2 Actualizaciones no disruptivas 
En colaboración con el equipo de desarrollo de la plataforma se podría diseñar un 
mecanismo por el cual se avisara a los nodos de que pasen a modo mantenimiento. De esta 
manera, los nodos no aceptarían más usuarios entrantes y cuando los usuarios actuales 
acaben de ejecutar se procedería a la actualización.  
10.2.3 Versionado de la infraestructura 
En el Capítulo 6 se ha explicado cómo se versiona el software dentro de la pipeline de 
desarrollo basada en el modelo de continous delivery. Las configuraciones descritas en 
dicho Capítulo están versionadas en un repositorio Git. De igual manera, se podría 
versionar la arquitectura de la infraestructura e, incluso, se podría mantener un registro 
de correspondencias entre versiones de la plataforma y de la infraestructura y de las 
configuraciones.  
10.3 Extensiones 
10.3.1 Orquestación del resto de clouds 
Este proyecto está focalizado en el cloud de aplicaciones, pero existen también otros 
clouds alrededor como, por ejemplo, el cloud de base de datos, business intelligence o el 
cloud de métricas. Todos estos clouds también requieren de una cierta gestión y 
mantenimiento, concepto llamado orquestación del cloud. Por tanto, podrían ser incluidos 
en la orquestación para acabar tratando a todos los clouds como si de uno solo se tratase. 
10.3.2 Despliegues mediante interfaz de usuario 
La finalidad de esta extensión es facilitar el mantenimiento, haciendo que sea más fácil y 
amigable, y de acelerar la incorporación de nuevos componentes del equipo, ya que 
constaría menos que se familiaricen con los despliegues. Esta extensión supondría 
desarrollar un panel de control donde se viesen los diferentes entornos de producción y la 
versión de la plataforma que estuviesen ejecutando, de manera que con un simple clic se 
pudiese poner en marcha todo el mecanismo de despliegue hacia una versión específica 
para cada entorno. 
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