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Abstract—The two-stage precoding has been proposed to
reduce the overhead of both the channel training and the channel
state information (CSI) feedback for the massive multiple-input
multiple-output (MIMO) system. But the overlap of the angle-
spreading-ranges (ASR) for different user clusters may seriously
degrade the performance of the two-stage precoding. In this letter,
we propose one ASR overlap mitigating scheme through the base
station (BS) selection. Firstly, the BS selection is formulated as a
sum signal-to-interference-plus-noise ratio (SINR) maximization
problem. Then, the problem is solved by a low-complex algorithm
through maximizing signal-to-leakage-plus-noise ratio (SLNR). In
addition, we propose one low-overhead algorithm with the lower
bound on the average SLNR as the objective function. Finally,
we demonstrate the efficacy of the proposed schemes through the
numerical simulations.
Index Terms—Massive MIMO, BS selection, two-stage precod-
ing, signal-to-leakage-plus-noise ratio.
I. INTRODUCTION
The massive multiple-input multiple-output (MIMO) sys-
tem has been considered as a promising technology to meet
the capacity demand in the next generation wireless cellular
networks [1]. In the frequency-division duplex (FDD) system
where the uplink-downlink reciprocity does not exist, the CSI
at the BS side should be obtained through the downlink train-
ing and the CSI feedback, which will lead to the unacceptable
overheads [2]. To overcome this bottleneck, the joint spatial-
division and multiplexing (JSDM) was recently proposed as
one two-stage precoding scheme [3].
Several researchers followed the two-stage precoding and
developed different prebeamforming methods [3]–[6]. In [3],
Adhikary et al. proposed one block diagonalization (BD) algo-
rithm, whose main idea is projecting the channel eigenspace of
the desired cluster into that for all the other clusters. In [4], an
iterative prebeamforming algorithm was designed to maximize
the signal-to-leakage-plus-noise ratio (SLNR). In [5], Chen
and Lau developed a low-complex online iterative algorithm
to track the prebeamformer. In [6], Sun et al. proposed the
beam division multiplex access (BDMA) scheme to complete
the optimal downlink transmission with only statistical CSI.
As mentioned in [3]–[6], when the angle-spreading-ranges
(ASRs) of the scattering rays for different clusters do not
overlap, the orthogonal transmission can be achieved with the
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Fig. 1. An downlink massive MIMO network with L BSs, where clusters
are randomly distributed. (a) One BS selection solution with serious ASR
overlap. (b) Another BS selection solution with slight ASR overlap.
two-stage precoding. However, in practice, the ASRs for some
clusters may overlap, which would degrade the performance
of the two-stage precoding, especially in the high dense
coverage scenario. Furthermore, the authors in [3]–[6] only
examined the single BS scenario and scheduled the clusters
without (or with slight) ASR for transmission. In this letter,
we consider one typical multiple BSs coverage scenario as
shown in Fig. 1, where three BSs with sector antennas of
120 degrees opening are equipped at the cell corners [7].
In such scenario, the two user clusters with serious ASR
overlap at one BS may have no or slight ASR overlap at
the others. For example, as shown in Fig. 1, the clusters 2
and 4 have serious ASR overlap seen from BS1, but have
no overlap when they are connected to BS2 or BS3. Hence,
the serious ASR overlap may be mitigated through the BS
selection, which can be formulated as a combinational opti-
mization targeting at maximizing the sum SINR for all users.
In [8], the authors prove that if the BS selection problems are
considered together with the power control, then the optimal
solution can be obtained. However, when the power is fixed,
the optimal problem is NP-hard. To solve the optimization
problem with low complexity, we develop one SLNR-based
BS selection algorithm. It is proved that the proposed low
complexity algorithm can achieve the optimal BS selection
solution with the first category prebeamformers. Furthermore,
we develop one low-overhead suboptimal algorithm, whose
objective function is the lower bound of the average SLNR.
Finally, numerical simulations are presented to validate the
proposed algorithms.
II. SYSTEM MODEL AND PRELIMINARIES
A. System Configuration and Channel Model
As shown in Fig. 1, we consider a downlink massive MIMO
network with L BSs, where each BS employs an uniform
2linear array (ULA) with N ≫ 1 antennas. It is assumed
that the K single-antenna users can be partitioned into C
clusters, where the users in the same cluster are almost co-
located. We denote the set of all clusters as C = {1, 2, · · · , C}.
As a result, the number Kc of the users in the cluster c
satisfies
C∑
c=1
Kc = K . The 1 × N downlink channel vector
from the BS l to the user k in the cluster c is {hlc,k}
T and
is assumed as block fading. We further define the Kc × N
downlink channel matrix between the BS l and the cluster c
as Hlc = [h
l
c,1,h
l
c,2, , · · · ,h
l
c,Kc
]T .
Similar to the works [3]–[6], the classical “one-ring” 1
model [9] is applied to describe the channels. It can be readily
checked that all the users in the same cluster share the same
one-ring model parameters, which means that the users in the
same cluster have the same N ×N channel covariance matrix
Rlc at BS l, i.e., E
{
hlc,k
[
hlc,k
]H}
= Rlc, k = 1, 2, · · ·Kc.
Furthermore, we can express Rlc as
[
Rlc
]
p,q
=
1
2∆lc
∫ θlc+∆lc
θlc−∆
l
c
e
−2ipi(p−q) sin(α)τ
λ dα, (1)
where θlc is the azimuth angle of the scatters ring, [θ
l
c−∆
l
c, θ
l
c+
∆lc] is the ASR of the cluster c at the BS l, τ is the antenna
element spacing, and λ is the carrier wavelength.
With eigen-decomposition, we have Rlc = E
l
cΛ
l
c
[
Elc
]H
,
where the diagonal matrix Λlc is the nonzero eigenvalue ma-
trix, Elc contains the eigenvectors corresponding to the nonzero
eigenvalues, and the rank of Rlc, i.e., r
l
c, is much smaller than
N . Resorting to the Karhunen-Loeve representation, we can
write the channel vector hlc,k as [3]
hlc,k = E
l
c
{
Λlc
} 1
2
wlc,k, (2)
where the entries of the rlc×1vector w
l
c,k are i.i.d. complex
Gaussian distributed with zero mean and unit variance.
Let us represent the cluster set accessed to the BS l as Cl,
which satisfies ∪Ll=1Cl = C. Then, the received signal at the
cluster c accessed to the BS l is
yc∈Cl =H
l
cP
l
cd
l
c +
∑
c′∈Cl,c′ 6=c
HlcP
l
c′d
l
c′
+
L∑
l′ 6=l
∑
c′∈Cl′
Hl
′
cP
l′
c′d
l′
c′ + nc, (3)
wherePlc is the N×Sc precoding matrix for the cluster c at the
BS l, dlc with E{d
l
c(d
l
c)
H} = I is the Slc×1 data vector from
BS l to the cluster c, and theKc×1 vector nc∼CN (0, σ2nIKc)
denotes the additive white Gaussian noise.
B. Two-stage Precoding
As in [3]–[6], the two-stage precoding can be written as
Plc = B
l
cV
l
c, (4)
1For the sake of clarity, we only consider the “one-ring” scenario in Fig.
1. Nevertheless, the proposed scheme can be also applicable for the practical
scenarios with multiple scattering rings.
where the N ×M lc prebeamforming matrix B
l
c only depends
on the channel covariance matrices, and is used to eliminate
the inter-cluster interferences; the M lc × S
l
c inner precoder
Vlc = [v
l
c,1,v
l
c,2, · · · ,v
l
c,Kc
], dealing with the intra-cluster
interferences, can be designed with the Kc ×M
l
c equivalent
channel matrixH
l
c = H
l
cB
l
c;M
l
c is the dimension ofH
l
c seen
by the inner precoder, and satisfies Slc ≤ M
l
c ≤ r
l
c. It can be
found that H
l
c possesses a much smaller number of unknown
parameters than the original channel matrix Hlc.
The prebeamforming matrix designing methods can be
divided into two categories according to the fact whether the
inter-cluster interference is completely eliminated:
1) The first category of the prebeamformers: the inter-
cluster interference is eliminated completely by designing Blc
to satisfy the following constraint,
(Elc′)
HBlc = 0, ∀c
′ 6= c. (5)
The BD method in [3], BDMA method in [6], and DFT-based
method in [10] fall into this category.
2) The second category of the prebeamformers: the inter-
cluster interference is not completely eliminated, which can
be expressed mathematically as
(Elc′)
HBlc ≈ 0, ∀c
′ 6= c. (6)
The approximate BD method in [3] and methods in [4] and
[5] belong to this category.
III. PROPOSED USER SCHEDULING SCHEME
A. Problem Formulation
With prebeamforming, the inter-cluster interference is com-
pletely (or almost) eliminated. Without loss of generality,
we assume that the intra-cluster interference is completely
eliminated by the zero-forcing inner precoder Vlc. Then, the
SINR of the user k in the cluster c ∈ Cl can be derived from
(3) as follow,
SINRlc,k =
|(hlc,k)
TBlcv
l
c,k|
2
γlc,k + σ
2
n
, (7)
where
γlc,k =
∑
c′∈Cl,c′ 6=c
Kc′∑
k′=1
|(hlc,k)
TBlc′v
l
c′,k′ |
2
+
L∑
l′=1,l′ 6=l
∑
c′∈Cl
Kc′∑
k′=1
|(hl
′
c,k)
TBl
′
c′v
l′
c′,k′ |
2 (8)
is the power of the inter-cluster interference. Specifically, we
get γlc,k = 0, if the first category prebeamforming is applied.
Different from the classical user scheduling schemes [3]–[6],
we mitigate the inter-cluster interference through BS selection
for each user cluster. For clear illustration, we present two
examples in Fig. 1. With respect to one specific clusters
distribution scenario, the BS selection scheme in Fig. 1-b
suffers slighter ASR overlap than that in Fig. 1-a. Given C
clusters and L BSs, the total number of the BS selection
strategies is LC . Since the ASR overlap decreases the desired
signal power and increases the inter-cluster interference power,
3our task is to find the best strategy from all the possible ones to
maximize the sum SINR, and the corresponding optimization
problem can be formulated as
(P1) max
C1,Cl,··· ,CL
L∑
l=1
∑
c∈Cl
Kc∑
k=1
SINRlc,k (9)
s.t. ∪Ll=1 Cl = C.
The optimal problem (P1) is NP-hard, since the SINR
of one specific cluster is closely related to the other user
clusters’ BS selection strategy. Theoretically, it can be solved
by the exhaustive search with the complexity O(LC), which
is unacceptable for large C and L. To reduce the complexity,
we adopt SLNR as another optimization criterion.
B. SLNR-Based BS Selection Algorithm with Low Complexity
The SLNR is defined as the ratio between the signal
power to the desired receiver and total interference power
to the undesired receivers, which is commonly used if the
maximizing SINR problem is difficult to solve. The SLNR of
the user k in the cluster c can be written as
SLNRlc,k =
|(hlc,k)
TBlcv
l
c,k|
2
ζlc,k + σ
2
n
, (10)
where ζlc,k =
∑
c′∈C,c′ 6=c
Kc′∑
k′=1
|(hlc′,k′)
TBlcv
l
c,k|
2
is the leaked interference power. Specifically, ζlc,k = 0, for the
first category prebeamforming. Then, the BS selection problem
can be reformulated as
(P2) max
C1,Cl,··· ,CL
L∑
l=1
∑
c∈Cl
Kc∑
k=1
SLNRlc,k (11)
s.t. ∪Ll=1 Cl = C.
The main difference between (P1) and (P2) can be summarized
as follows: the SINR of one specific user depends on all
other clusters’ BS selection strategies, while the SLNR is
only related to its own selection decision. Thus, to achieve
the optimal solution of (P2), we can separately implement the
BS selection operation of each user cluster to maximize its
own sum-SLNR, which is presented in Algorithm 1.
Theorem 1: When the prebeamforming methods in the first
category is used, the SLNR-based BS selection algorithm
achieves the optimal solution for the SINR maximization
problem (P1).
Proof: If the first category methods is applied, both γlc,k
and ζlc,k are zero. Therefore, the SLNR of a user is same with
its SINR, which indicates that the problems (P2) and (P1) are
equivalent and have the same optimal solution.
In Algorithm 1, one cluster is assigned to a BS in the
steps (4–7) of each iteration. Therefore, only C iterations
are required to complete BS selection for all C clusters. Since
only one BS is selected from L ones in each iteration, the
complexity of the Algorithm 1 is O(LC), which is much
smaller than that of the exhaustive search. Take C = 25, L = 3
as a example, LC
LC
= 8.85× 10−11.
Algorithm 1 SLNR-Based BS Selection Algorithm
Input: {(hlc,k)
HBlc},{V
l
c} .
Output: The clusters set that select each BS : C1, C2, · · · , CL.
1: Initialization:
2: Cl = ∅, ∀l = 1, 2, · · · , L.
3: c = 1.
4: repeat
5: l∗c = argmaxl
∑Kc
k=1 SLNR
l
c,k, Cl∗c = Cl∗c ∪ {c}.
6: c = c+ 1.
7: until c > C
8: return C1, C2, · · · , CL.
C. LASLNR-Based BS Selection Algorithm with Low Over-
head
The previous subsection presents a low-complex BS selec-
tion algorithm. However, it requires the instant CSI of the
equivalent effective channels between all the users and the
BSs. Acquiring such a large amount of the equivalent channels
would consume too much channel bandwidth. Therefore, we
intend to give a low overhead BS selection method based
on the average SLNR, which would only need the pre-
beamforming matrices {Blc} and channel covariance matrices
{Rlc}. Unfortunately, it is very difficult to derive the closed-
form expressions for the average SLNR. Thus, we derive a
close-form lower bound on the average SLNR (LASLNR) as
follows:
E{SLNRlc,k}
(a)
≥ E
{
|(hlc,k)
TBlcv
l
c,k|
2
Pt
∑
c′∈C,c′ 6=c
∑Kc′
k′=1 ‖(h
l
c′,k′)
TBlc‖
2 + σ2n
}
(b)
≥
E
{
|(hlc,k)
TBlcv
l
c,k|
2
}
E
{
Pt
∑
c′∈C,c′ 6=c
∑Kc′
k′=1 ‖(h
l
c′,k′)
TBlc‖
2 + σ2n
}
(c)
≥
tr
{
(Blc)
HRlcB
l
c
}
−(Kc − 1)λlc∑
c′∈C,c′ 6=c
∑Kc′
k′=1 tr
(
(Blc)
HRlc′B
l
c
)
+ σ2n/Pt
= LASLNRlc,k, (12)
where λlc is the largest eigenvalue of R
l
c and Pt = ‖v
l
c,k‖
2
is the transmitting power for each user. The derivation of (a)
utilizes the matrix property equations ‖AB‖ ≤ ‖A‖‖B‖ and
‖vlc,k‖ = Pt; (b) results from Jensens inequality and the fact
that hlc,k and h
l
c′,k′ are independent; (c) follows from Theorem
1 of [4].
Through replacing the step 4 in Algorithm 1 with
l∗c = argmax
l
Kc∑
k=1
LASLNRlc,k, (13)
we can get the LASLNR-based low-overhead BS selection
algorithm.
IV. NUMERICAL RESULTS
In this section, we evaluate the performance of our proposed
algorithms through numerical simulations. A typical single-
cell with radius 1km is considered, where L = 3 BSs are
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Fig. 2. Sum-rate per cluster versus Pt with C = 8, L = 3.
equipped at three cell corners. Each BS is equipped with a
ULA of N = 128 antennas. The number of the users in
each cluster is set as 3. C clusters are uniformly randomly
distributed in the cell. The carrier frequency is 2GHz. The
massive MIMO channel is generated by (1) and (2). The
variance of the noise is σ2n = 1. The BD and the approximated
BD (ABD) methods in [3] are used as the representatives
for the first and second categories of the prebeamforming
methods, respectively.
Fig. 2 presents the curves of the sum-rate per cluster versus
Pt, where the first and second categories of the prebeamform-
ing methods are used, respectively. The proposed SLNR-based
and LASLNR-based suboptimal algorithms are compared with
the following methods: the exhaustive search for (P1), the
scheme based on the largest energy of the channel coefficient
matrix, and the random BS selection scheme. As observed
from both figures, the proposed algorithms significantly out-
perform the randomly BS selection scheme and and the largest
energy scheme. The LASLNR-based suboptimal algorithm
almost achieves the same performance as the SLNR-based
one. As mentioned in Theorem 1, the SLNR-based algorithm
achieves the optimal solution for (P1) when the first category
prebeamforming method is used, which is validated in Fig. 2.
Moreover, it is shown in Fig. 2 that when the second category
prebeamforming method is used the performance gap between
SLNR-based algorithm and the optimal solution is also small.
In Fig.3 the impact of the number of clusters C on the
system sum-rate is demonstrated, where the first and second
categories prebeamforming methods are used respectively. As
we can see from the both figures, with the increase of C,
the system sum-rate of all solutions increase at first and then
decrease. The reason behind this is when C is small, the
ASR overlap is slight. Under this scenario, increasing C will
result in more served users and higher system sum-rate. As
C continues to increase, the cell becomes crowded and the
ASR overlap becomes serious, which will degrade the system
sum-rate. We can also see that the performance gaps between
the proposed algorithms and the randomly selection solution
become larger as C increases. These observations indicate that
the proposed scheme is effective to mitigate the ASR overlap,
especially when the network is crowded.
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V. CONCLUSIONS
In this letter, we have proposed a BS selection scheme
to mitigate ASR overlap for massive MIMO system with
two-stage precoding. The BS selection problem was for-
mulated as a combinatorial optimization problem targeting
at maximizing the sum SINR. Then, we transformed the
problem into a SLNR maximization optimization, which has
low computational complexity. In order to further reduce
the signaling overhead of SLNR maximization problem, a
suboptimal solution was obtained by using the LASLNR as
the objective function. The simulation results demonstrated
that the proposed algorithms significantly improve the sum
rate performance and the LASLNR-based algorithm achieves
almost the same performance as the SLNR-based algorithm.
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