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Abstract—In this paper, we develop an innovative approach
to quantitatively characterize the performance of ultra-dense
wireless networks in a plethora of propagation environments. The
proposed framework has the potential of significantly simplifying
the cumbersome procedure of analyzing the coverage probability
and allowing the remarkable unification of single- and multi-
antenna networks through compact representations. By harness-
ing this key feature, we develop a novel statistical machinery
to study the scaling laws of wireless network densification
considering general channel power distributions including the
entire space of multipath and shadowing models as well as
associated beamforming gain due to the use of multiple antenna.
We further formulate the relationship between network density,
antenna height, antenna array seize and carrier frequency
showing how the coverage probability can be maintained with
ultra-densification. From a system design perspective, we present
a new innovative theoretical discovery stipulating that if multiple
antenna BS are deployed and moved to higher frequencies, then
monotonically increasing the coverage probability by means of
ultra-densification is possible, and this without lowering the
antenna height. Such findings are completely different from
the conclusions in existing works, who suggest to lower the
BS height as to leverage the potential of network densification.
Simulation results substantiate performance trends leveraging
network densification and antenna deployment and configuration
against path loss models and signal-to-noise plus interference
(SINR) thresholds.
Index Terms—Network densification, antenna pattern,
stochastic geometry, millimeter wave, antenna height, cover-
age probability, Fox’s H-fading.
I. INTRODUCTION
Chiefly urged by the unfolding mobile data deluge, a radical
design make-over of cellular systems becomes urgent and
crucial. To enable extremely high data rates and ubiquitous
coverage, adoption of heterogeneous network (HetNets) den-
sification with the introduction of small cells has become an
extremely active and promising research topic [1]-[9]. While
small-cell densification has been recognized as a promising
solution to boost capacity and enhance coverage with low
cost and power-efficient infrastructure in 5G networks, it also
paves the way for reliable and high capacity millimeter wave
(mmWave) communication and directional beamforming [1].
Nevertheless, there has been noticeable divergence between the
above outlook and conclusion of various studies on the fun-
damental limits of network densification, according to which
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the latter may eventually stop at a certain point delivering
significant capacity gains [8]-[15].
In this respect, several valuable contribution have exten-
sively reproduced and analysed the random space pattern
based on Poisson point processes (PPPs) to model dense BS
deployments. In the singe-input single-output (SISO) context,
performance characterization of dense networks over Rayleigh
[3], [4], Nakagami-m [5], [16], Weibull [17], and α-µ [9] has
provided several insights on added values of densification.
However, by sharing the key property of expressing the
channel power as weighted sums of exponential functions
either through Taylor [16],[7] or Laguerre [3],[6] expansions,
most previous works culminate, with incremental adds on, to
the first treatment in the subject, i.e., exponential distributed
channel power [3]. This has led to unexpected observations in
specific scenarios, as well as to divergent or even contrasting
conclusions on the fundamental limits of network densifi-
cation. Furthermore, the standard assumption of exponential
distributed channel power lack the flexibility to adapt to
different fading behaviors pertaining to advanced communi-
cation and signal processing technique e.g., massive MIMO,
coordinated multipoint (CoMP) and mmWave communications
[18]- [20]. Although some works investigated the effect of
pathloss singularity [21], [22], [23] or boundedness [2], [8],
incorporating meaningfully the combined effect of path-loss
and generalized channel power models is usually ignored.
Therefore, it is relevant to analyze the performance of ultra
dense networks considering general fading and shadowing
models. Trigged by the above background, our work is pioneer
in incorporating the comprehensive multiple-parameter Fox’s
H fading model for general case multi-path and/or shadowing
into tractable coverage analysis of dense networks. With no
aim to avoid the disadvantage of complicated non expandable
channel models, we propose in this paper a totally non model-
specific and different approach to asses the performance of
dense networks. To this end, the proposed framework favor the
Fox’s H transform theory and Mellin Barnes integrals along
with stochastic geometry. Our general framework enables us
to model any channel power distribution, including multipath,
shadowing and channel gains due to antenna pattern and
beamforming, etc., that can be observed in current wireless
communications and networking. In particular, using general
channel power distributions, we provide the ability to capture
the impact of deploying multiple antenna BSs on the network
performance [15]-[20], [24]. Remarkably, this paper provides a
unified framework to analyze multi-antenna networks by easily
transplanting the developed framework for SISO networks
2under Fox’s H fading channel. The following describes the
main contributions of this paper.
• We develop a unified analytical framework for dense
networks, which is applicable to networks where both
the signal and interference power gains are Fox’H fading
distributed. In the proposed framework, the H-transform
theory is exploited, based on which two novel repre-
sentations of the coverage probability are derived under
both closest-BS as well as strongest-BS cell association
rules. We show the effect of both pathloss and channel
power on the network performance. We show that, under
generalized channel power model, the SINR invariance
property holds under an unbounded path-loss model and
does not hold when a more realistic bounded path-loss
model, a result corroborated by other recent works on
ultra-dense networks [3]-[24].
• With the Fox’s H function representation, we show that
the multi-antenna networks is almost as tractable as the
single-antenna case and that many analytical techniques
developed for conventional multi-antenna networks can
be easily transplanted to the general and versatile Fox’s
H fading setting. The asymptotic performance of multi-
antenna networks are derived in closed form showing
that there is potential to improve the scaling laws of the
coverage by increasing the number of antennas.
• Harnessing on the tractability of the developed cov-
erage model, optimal densification in terms of maxi-
mum coverage probability is investigated using advanced
transmission techniques, such as massive MIMO and
directional beamforming, and considering the effect of
emergent technologies (eg., mmwave). We show that
maintaining maximum coverage is possible, even when
antenna height increases, by deploying multiple antenna
BS and moving to higher frequency bands. Whereas
previous works propose to change the traditional BS
deployment and lower the BS antenna height to counter
the coverage dramatic drop to zero, our findings propose
and alternative approach to deal with the height issue.
The obtained scaling laws are completely aligned with
the 6G worldwide connectivity requirements including
drone-based communications.
The rest of the paper is organized as follows: the following
section details our approach to obtain the exact closed-form
expressions and scaling laws for the coverage probability. Sec-
tion II also discusses various distributions as special cases of
the obtained coverage framework. Applications of the obtained
expressions in different wireless communication scenarios are
then detailed in Section III along with a simpler asymptotic
analysis. Numerical and simulation results then follow in
Section V before the paper is finally concluded in Section
VI.
II. SYSTEM MODEL
Consider the downlink transmission of a T -tier heteroge-
neous wireless network. We focus on the performance analysis
of a typical UE receiver, assumed without loss of generality
to be located at the origin and to be served by the k-th tier.
Hence, its SINR is given by
SINRk =
L(rk)gxk∑T
j=1
∑
ri∈Φj\rk
P˜iL(ri)gxi + σ
2
k
, (1)
where, to emphasize the generality and wide extend of the
proposed analysis framework, we define and discuss below
the notations and assumptions pertaining to eq. (24).
• L(ri) is the large-scale channel gain between the typical
UE and the BS at distance ri, where L(r) = r
−α for an
unbounded path-loss and L(r) = (1+r)−α for a bounded
one.
• P˜i =
Pi
Pk
is the power of the i-th BS normalized by the
power of the BS with index k serving the typical UE.
• σ2k is the normalized noise power defined as σ
2
k =
σ2
Pk
• gxk is the channel power gain for the desired signal from
the associated transmitter located at xk. Different channel
distributions and MIMO techniques lead to different
distributions for gxk . In this paper, a general type of
distribution is assumed for gxk , as specified below.
Assumption 1: The channel power gain gxk for the
typical UE receiver has a Fox’s H distribution, i.e.,
gxk ∼ H
u,v
p,q (x;Pk), with the parameter sequence Pk =
(κk, ck, ak, bk, Ak, Bk) and pdf [25]
fgxk (x) = κkH
u,v
p,q
[
ckx
∣∣∣∣ (ak, Ak)p(bk, Bk)q
]
, x ≥ 0. (2)
The huge advantage of the H-function representations for
statistical distributions is that any algebraic combination
involving products, quotients, or powers of any number
of independent positive continuous random variables can
immediately be written as an H-function distribution.
Indeed, the Fox’s H function pdf considers homogeneous
radio propagation conditions and captures composite ef-
fects of multipath fading and shadowing, subsuming a
wide variety of extremely important or generalized fading
distributions adopted in wireless communications such
as α-µ1, N -Nakagami-m, (generalized) K-fading, and
Weibull/gamma fading, and the Fisher-Snedecor F-S F
(cf., [26] and [27] and references therein).
• α is the path loss exponent.
• gxi: the interferer’s power gain from the interfering
transmitter located at xi. In the proposed framework, we
assume that gxi ı ∈ {1, . . .T } are non-negative random
variables that are independent and identically distributed
according to (24).
III. A UNIFIED ANALYTICAL FRAMEWORK
In this section, we focus on deriving the complementary
cumulative distribution function (ccdf) of the SINR, also
called the coverage probability in single-antenna networks.
The obtained formwork will be utilized to analyze multi-
antenna networks in general settings as illustrated in Section
III.
1The α-µ distributions can be attributed to exponential, one-sided Gaussian,
Rayleigh, Nakagami-m, Weibull and Gamma fading distributions by assigning
specific values for α and µ.
3CB =
T∑
k=1
λk
∫ ∞
0
e−
∑
j∈T piλj P˜
δ
j δξ(Ψ1−Ψ2)
Hv,uq,p+1
(
ξ,PkB
)
ξ2
∑T
j=1 piλjP˜
δ
j δξ(Ψ1 +Ψ2)
H1,11,1
( ∑T
j=1 λjP˜
δ
j (1+δξΨ1)∑T
j=1 λjP˜
δ
j δξ(2Ψ1+Ψ2)
, P˜δ
)
dξ, (6)
where P˜δ = (1, 1,−1, 0, 2, 1), PkB = PkU and Ψx = Hv+1,u+2q+2,p+3
(
ξ,Px,IB
)
, x ∈ {1, 2} with
P1,j,IB =
(
κj
c2j
,
1
cj
, (1− bj − 2Bj, 0, δ), (0, 1− aj − 2Aj,−1, δ − 1), (Bj , 1, 1), (1, Aj, 1, 1)
)
(7)
and
P2,j,IB =
(
κj
c2j
,
1
cj
,
(
1−bj−2Bj, 0, δ
2
)
,
(
0, 1−aj−2Aj,−1, δ
2
−1
)
, (Bj , 1, 1), (1, Aj, 1, 1)
)
(8)
A. Coverage Analysis in Closest-BS-Association-Based Cellu-
lar Networks
Proposition 1: When the locations of BSs are modeled as a
PPP, and the nearest-BS association is adopted in the cellular
network, the SINR coverage probability at the typical UE with
the unbounded path-loss model, given the SINR thresholds βk,
k ∈ {1, . . . , T }, is given by
CU = piδ
T∑
k=1
λk
(
Pk
σ2k
)δ ∫ ∞
0
1
ξ2+δ
Hv,uq,p+1
(
ξ,PkU
)
H1,11,1
( Pk
ξσ2k
)δ T∑
j=1
piλj P˜
δ
j
(
1+δξHv+1,u+2q+2,p+3
(
ξ,PIjU
))
,Pδ
dξ,(3)
where δ = 2α , Pδ = (1, 1, 1− δ, 0, δ, 1), with
PkU =
(
κkβk,
1
ckβk
, 1−bk, (1−ak, 1), Bk, (Ak, 1)
)
, (4)
and
PIjU =
(
κj
c2j
,
1
cj
, (1−bj−2Bj, 0, δ), (0, 1−aj−2Aj,−1, δ−1),
(Bj , 1, 1), (1, Aj, 1, 1)
)
. (5)
Proof: See Appendix A.
The main assumptions in Proposition 1 are the Fox’s H
distributed signal and interference powers and the the standard
power-law path loss model. The latter is known to be inaccu-
rate for short distances, due to the singularity at the origin,
and the coverage derived under this model can be misleading
as shown in [21]. Next, a more physically feasible path-loss
model is considered.
Proposition 2: When the nearest-BS association strategy is
adopted, the coverage probability of cellular networks with the
bounded path-loss model is given by eqs. (6) to (8) at the top
of the next page.
Proof: See Appendix B.
Remark 1: For arbitrary distribution for the channel gain,
the coverage expressions in (3) and (6) are agnostic of the n-
th derivative of the aggregate interference Laplace transform
while accurately reflecting the behavior of multi-tiers networks
in all operating regimes with no approximations or upper
bounds. Compared with the coverage approximations in [6],
[7], and [16] and complicated expressions in [4], [5], the
proposed approach yields a more compact analytical result
for the coverage probability, where only an integration of
Fox’s-H functions is needed, thanks to a novel and more
delicate handling of fading distributions. Table II lists some
commonly-used channel fading distributions and the corre-
sponding expression for C. More importantly, this framework
enables us to leverage various powerful tools from Fox’s-H
function theory, especially some nice properties of Laplace
and Mellin transform theories, to provide insightful design
guidelines for multi-antenna and mmWave networks, e.g., to
investigate the impact of antenna arrays seize and gain in later
sections, which cannot be unraveled from existing works.
B. Coverage Analysis in Strongest-BS-Association-Based Cel-
lular Networks
Strongest-BS association rule, whereby the serving BS is
the one that provides the maximum SIR2, can be particularly
advantageous in technologies such as mmWave communica-
tions as the closest BS may provide poor association due to
severe blockage, thereby hindering the benefits of such novel
technology.
Proposition 3: When strongest-BS association is adopted in
the cellular network, the SIR coverage probability of a typical
UE, given the SIR thresholds βk, k ∈ {1, . . . , T }, is given by
C = 2pi
T∑
k=1
κkλk
ck
∫ ∞
0
rkΥ(rk)drk ,
=
pi
C(δ)
T∑
k=1
λkβ
−δ
k Λk∑
j∈T λjP˜
δ
j Λj
, (9)
with
Υ(rk) =
Hu+1,vp+1,q+1
 T∑
j=1
pir2kλjΓ(1−δ)Λj
P˜−δj (ckβk)
−δ
∣∣∣∣(ak+Ak, δAk), (1, δ)(0, 1), (b+Bk, δBk)
 , (10)
2 [8] showed that self-interference dominates noise in the typical hetero-
geneous networks under strongest-BS association. Therefore, we will ignore
noise in the rest of this section.
4TABLE I
COVERAGE PROBABILITY OF SOME WELL-KNOWN FADING CHANNEL MODELS WITH CLOSEST-BS STRATEGY
Instantaneous Fading Distribution Coverage Probability CU
Gamma Fading
fg(z) =
m
Γ(m)
H
1,0
0,1
[
mz
∣∣∣∣ −(m − 1, 1)
]
CU = piδ
T∑
k=1
λkmkβK
Γ(mk)
(
Pk
σ2
k
)δ ∫ ∞
0
H
0,1
1,1
[
ξ
mkβk
∣∣∣∣ (2 −mk , 1)(1, 1)
]
ξ2+δ
H1,11,1

(
Pk
σ2
k
)δ
ξδ
T∑
j=1
piλj P˜
δ
j
(
1+
δξ
mjΓ(mj )
H
1,3
3,3
[
ξ
mj
∣∣∣∣ (−mj , 1), (0, 1), (δ, 1)(0, 1), (−1, 1), (δ − 1, 1)
])
,Pδ
dξ
Generalized Gamma
fg(z) =
µ
Γ(m)
H
1,0
0,1
[
µz
∣∣∣∣ −(m− 1
η
, 1
η
)
]
where µ =
Γ(m+ 1
η
)
Γ(m)
.
CU = piδ
T∑
k=1
λkµkβK
Γ(mk)
(
Pk
σ2k
)δ ∫ ∞
0
H
0,1
1,1
[
ξ
µkβk
∣∣∣∣ (1 + 1ηk −mk, 1ηk )(1, 1)
]
ξ2+δ
H1,11,1

(
Pk
σ2
k
)δ
ξδ
T∑
j=1
piλj P˜
δ
j
(
1+
δξ
µjΓ(mj )
H
1,3
3,3
[
ξ
µj
∣∣∣∣∣ (1 − 1ηj −mj , 1), (0, 1), (δ, 1)(0, 1), (−1, 1), (δ − 1, 1)
])
,Pδ
dξ
Power of Nakagami-n (Rice)
fg(z) =
∞∑
k=0
Ψkmk
Γ(mk)Ωk
H
1,0
0,1
[
mk
Ωk
z
∣∣∣∣ −(mk − 1, 1)
]
with mk = k + 1 and Ωk =
k+1
1+KR
, where KR
is the Rician factor.
CU = piδ
T∑
k=1
lim
Kk−→∞
Kk∑
t=0
Ψtmt
Γ(mt)Ωtλkβk
(
Pk
σ2
k
)δ ∫ ∞
0
H
0,1
1,1
[
ξΩt
mtβk
∣∣∣∣ (2 −mt, 1)(1, 1)
]
ξ2+δ
H1,11,1

(
Pk
σ2
k
)δ
ξδ
T∑
j=1
piλjP˜
δ
j
(
1+
∞∑
t=0
ΨtΩtδξ
Γ(mt)mt
H
1,3
3,3
[
ξΩt
mt
∣∣∣∣ (−mt, 1), (0, 1), (δ, 1)(0, 1), (−1, 1), (δ − 1, 1)
])
,Pδ
dξ
,
where Ψk = K
k
Re
−KR/Γ(k + 1).
Lognormal Fading
fg(z) =
N∑
n=0
wn
ωn
H
0,0
0,0
[
z
ωn
∣∣∣∣ −−
]
where ωn = 10
√
2σun+µ, while un and wn
represrent the weight factors and the zeros of the
N -order Hermite polynomial [6, Table 25.10].
CU = piδ
T∑
k=1
Nk∑
t=0
wt
ωtλkβk
(
Pk
σ2
k
)δ ∫ ∞
0
H
0,0
0,1
[
ξωt
βk
∣∣∣∣ −(1, 1)
]
ξ2+δ
H1,11,1

(
Pk
σ2
k
)δ
ξδ
T∑
j=1
piλjP˜
δ
j
1+ Nj∑
t=0
wtδξ
ω2t
H
1,2
2,3
[
ξωt
∣∣∣∣ (0, 1), (δ, 1)(0, 1), (−1, 1), (δ − 1, 1)
],Pδ
dξ
Fisher-Snedecor Fading
fg(z) =
m
msΓ(ms)Γ(m)
H
1,1
1,1
[
mz
ms
∣∣∣∣ (−ms, 1)(m− 1, 1)
]
CU = piδ
T∑
k=1
λkmkβK
mskΓ(mk)Γ(msk )
(
Pk
σ2
k
)δ ∫ ∞
0
H
1,1
1,2
[
ξmsk
mkβk
∣∣∣∣ (2 −mk , 1)(1 +msk , 1), (1, 1)
]
ξ2+δ
H1,11,1

(
Pk
σ2
k
)δ
ξδ
T∑
j=1
piλj P˜
δ
j
(
1+
δξ
mjΓ(mj )
H
1,3
3,3
[
ξ
mj
∣∣∣∣ (−mj , 1), (0, 1), (δ, 1)(0, 1), (−1, 1), (δ − 1, 1)
])
,Pδ
dξ
where C(δ) = pi2δ csc(piδ) and
Λj =
κj
cδ+1j
∏u
t=1 Γ (bjt + (1 + δ)Bjt)∏p
t=u+1 Γ (1− bjt − (1 + δ)Bjt)
×
∏v
k=1 Γ (1− ajk − (1 + δ)Ajk )∏p
k=v+1 Γ (ajk + (1 + δ)Ajk)
. (11)
Proof: The proof follows from Appendix C along with the
fact that
Erk [Υ(rk)] = 2piλk
∫ ∞
0
rkH
u+1,v
p+1,q+1
[
T∑
j=1
pir2kλjΓ(1−δ)Λj
P˜−δj (ckβk)
−δ∣∣∣∣(ak+Ak, δAk), (1, δ)(0, 1), (b+Bk, δBk)
]
drk . (12)
Then, applying the transformation Hm,np,q
[
x
∣∣ (ai, kAj)p
(bi, kBj)q
]
=
1
kH
m,n
p,q
[
x
1
k
∣∣ (ai, Aj)p
(bi, Bj)q
]
, k > 0 and the mellin tranfom in
5[25], we obatin
Erk [Υ(rk)] =
Γ(1− δ)−1
Γ(1 + δ)
ckβ
−δ
k
Λk
κk∑
j∈T λjP˜
δ
j Λj
. (13)
Finally, plugging it into (14), yields the derisred result after
some manipulations.
Remark 2: As shown in (14), the main task in deriving
the coverage probability in cellular networks under strongest-
BS strategy is to calculate Λ. In Table II, we show how
the obtained coverage expression for strongest-BS association
strategy reduces when various special cases of the Fox’s
H-function distribution are considered. Remarkably, (9) is
instrumental in evaluating the impacts of the number of tiers
or their relative densities, transmit powers, and target SIR
over generalized fading scenarios. Strictly speaking, this result
ultimately fills the gap left by the lack of exact, unified, and
simple coverage expression over fading channels, after being
until now the subject of several ad hoc approximations [16,
Proposition 1], [8, Corollary 1].
C. Coverage Analysis in Ad Hoc Networks
Ad hoc networks with short range transmission appears,
form an architecture perspective, to be similar to device-to-
device (D2D) communications networks where IoT devices
communicate directly over the regular cellular spectrum but
without going through base stations. In ad hoc networks, the
communication distance rk between the typical receiver and
its associated transmitter at the k-th tier is assumed to be fixed
and independent of the set of interfering transmitters and their
densities.
Proposition 4: The coverage probability of ad hoc networks
over Fox’s H fading channel is given by
C =
T∑
k=1
κk
ck
Υ(rk). (14)
where Υ(rk) is given in (10).
Notice that the coverage expression in ad hoc networks in-
volves finite summation of Fox’s H functions which can easily
be evaluated numerically and offline. Especially, it benefits
greatly from the delicate tackling of arbitrary distributed signal
power, via a the Fox’s H function representation and theory.
Overall, the obtained expression in is much easier to evaluate
than existing results [3]- [5], [10]- [15] that contain multiple
nested integrals.
D. The Effect of Network Density
In this section, we exploit the derived analytical framework
to prove the coverage scaling laws for both single-antenna
multi-tiers cellular and ad hoc networks. Assuming λk = λ→
∞, k = 1, . . . , T , then the coverage scaling laws are given in
the following.
1) Coverage Scaling in Cellular Networks: The cover-
age probability of single antenna-cellular networks with un-
bounded path-loss model is invariant to the BS density λ.
Specifically, we have
CU ,∞=
T∑
k=1
∫ ∞
0
Hv,uq,p+1
(
ξ,PkU
)
dξ
ξ2
∑T
j=1P˜
δ
j
(
1+δξHv+1,u+2q+2,p+3
(
ξ,PIU
)) , (15)
obtained by letting λ → ∞ in Proposition 1 and resort-
ing to the asymptotic expansion of the Fox’s H function
H1,11,1 (x;Pδ) ≈x→∞
1
δx
−1 along with applying [28, Eq. (1.5.9)].
Notice that (15) generalizes the SINR invariance property that
has been revealed in some specific settings, e.g., [2] and [4].
Contrary to what the standard unbounded path-loss model
predicts, the coverage probability under the bounded path-loss
model scales with e−λ and approaches zero with increasing λ
for general values of δ. This is readily shown in the following
asymptotic coverage expression obtained by letting λ→∞ in
Proposition 2, as
CB,∞ =
T∑
k=1
∫ ∞
0
e−λ
∑
T
j=1 piP˜
δ
j δξ(Ψ1−Ψ2)
Hv,uq,p+1
(
ξ,PkB
)
H1,11,1
( ∑
T
j=1 P˜
δ
j (1+δξΨ1)∑
j∈T P˜
δ
j δξ(2Ψ1+Ψ2)
,Pδ
)
ξ2
∑T
j=1 piP˜
δ
j δξ(Ψ1 +Ψ2)
dξ.(16)
Due to the complexity of the bounded model, its impact
was only understood through approximations in [16] and
[13] yet merely for fading scenarios with integer parameters.
In this paper, ultra densification is scrutinized in the most
comprehensive case of multi-tier networks over the Fox’s H
fading channel, which is to the best of our knowledge totally
novel and very broad in scope.
2) Coverage Scaling in Ad Hoc Networks: In ad hoc
networks, there is no existing works that quantified the effect
of densification in generalized fading. However, exploiting
the benefits and superiority of the proposed analytical frame-
work, the coverage scaling in ad hoc networks is revealed
in this paper. First, its is pertinent to remark that gk ∼ H-
{(q, 0, p, q),P} is ubiquitous in the majority of fading distri-
butions as shown in Table I. In this case, applying the asymp-
totic expansion of the Fox’s H function [28, Eq. (1.7.14)]
Hq,0p,q(x) ∼ x
ν+1
2
∆ exp
[
−∆
(
x
ρ
)1/∆]
to (14), we obtain
C ≈
λ→∞
T∑
k=1
κk
ck
(λA)
νk+
1
2
∆k exp
[
−∆k
(
λ
A
ρk
)1/∆k]
,(17)
where A = ∑Tj=1 pir2kΓ(1−δ)ΛjP˜−δj (ckβk)−δ , ∆k =
1 + δ
(∑q
j=1 Bjk −
∑p
j=1Ajk − 1
)
, ρk =
δδ
∏p
j=1(δAjk)
−δAjk
∏q
j=1(δBjk)
−δBjk , and νk =∑q
j=1 bjk −
∑p
j=1 ajk +
∑q
j=1 Bjk −
∑p
j=1 Ajk +
p−q
2 − 1
are constants defined in [28, Eq. (1.1.8)], [28, Eq. (1.1.9)],
and [28, Eq. (1.1.10)], respectively.
In the special case of Gamma fading, i.e.,
gxk ∼ Gamma(mk, 1) ∼ H-{(1, 0, 0, 1),P}, we can
easily show that ∆k = 1, ρk = 1, and νk = mk − 32 , thereby
inferring that
C ≈
λ→∞
T∑
k=1
(λA)mk−1
Γ(mk)
exp (−λA) . (18)
It turns out that the coverage probability of ad hoc networks
in arbitrary Nakagami-m fading (i.e., gxk ∼ Gamma(mk, 1),
k = 1, . . . , T ) is a product of an exponential function and a
6TABLE II
COVERAGE PROBABILITY OF SOME WELL-KNOWN FADING CHANNEL MODELSWITH STRONGEST-BS ASSOCIATION
Instantaneous Fading Distribution Coverage Probability CU
Gamma Fading C
U =
pi
C(δ)
T∑
k=1
λkβ
−δ
k
Γ(mk+δ)
Γ(mk)m
δ
k∑T
j=1 λj P˜
δ
j
Γ(mj+δ)
Γ(mj)mδj
.
Generalized Gamma C
U =
pi
C(δ)
T∑
k=1
λkβ
−δ
k
Γ(µk)
δ−1
Γ
(
µk+
1
αk
)δ Γ
(
µk +
δ
αk
)
∑T
j=1 λj P˜
δ
j
Γ(µj)
δ−1
Γ
(
µj+
1
αj
)δ Γ
(
µj +
δ
αj
) .
Power of Nakagami-n (Rice) CU =
pi
C(δ)
T∑
k=1
λkβ
−δ
k
e
−KRk
∑∞
t=0
KtRk
Γ(mt+δ)
Γ(t+1)Γ(mt)
(
Ωt
mt
)δ
∑T
j=1 λje
−KRj P˜ δj
∑∞
t=0
Kt
Rj
Γ(mt+δ)
Γ(t+1)Γ(mt)
(
Ωt
mt
)δ .
Lognormal Fading CU =
pi
C(δ)
T∑
k=1
λkβ
−δ
k
∑Nk
n=0 wn10
δ(
√
2σkun+µk)∑T
j=1 λj P˜
δ
j
∑Nj
n=0 wn10
δ(
√
2σjun+µj)
.
Fisher-Snedecor Fading CU =
pi
C(δ)
T∑
k=1
λkβ
−δ
k
mδsk
Γ(mk+δ)Γ(msk−δ)
Γ(msk )Γ(mk)m
δ
k∑T
j=1 λj P˜
δ
j
mδsj
Γ(mj+δ)Γ(msj−δ)
Γ(msj )Γ(mj)m
δ
j
.
polynomial function of order T (maxmk
k=1,...,M
−1) of the transmit-
ter density λ. When T = 1, i.e., in single-tier networks, the
coverage probability is a product of an exponential function
and a power function of order m − 1. In the special case
when T = m = 1, i.e., in single-tier ad hoc networks over
Rayleigh fading channel, the coverage probability reduces to
an exponential one. Notice that such results could not be
afforded by previous coverage analysis frameworks, which
further verifies the benefits and superiority of the proposed
analytical framework.
IV. MULTI-ANTENNA VS. SINGLE-ANTENNA NETWORKS
A. Coverage Analysis
In multi-antenna networks, difficulties arise due to more
complicated signal and interference distributions. However, we
emphasize that, for any MIMO technique, its associated post-
processing signal power gain can include Gamma-type fading
[15], [19], [24] with gx ∼ Gamma(M, θ) whereM is typically
related to the antenna size (e.g. M = NT , θ = 1 for MRT and
M = Nt, θ = 1/Nt for millimeter wave analog beamforming,
where Nt is the number of antennas at the transmitter) [24,
Table II]. Hence, assuming that the signal power is gamma
distributed in multi-antenna networks and recognizing that
fgx(x) =
θ−1
Γ(M)H
1,0
0,1
[
x
θ
∣∣∣∣ −(M − 1, 1)
]
, then the Fox’s H-
based modeling of the coverage presneted in Section II is
extendible to muti-anetnna networks analysis.
1) Multi-Antenna Cellular Networks: For general inter-
ference distribution, we assume gxi are Fox’s H identically
distributed random variables. Moreover, we assume that for
MISO networks with MRT, the BSs in tiers k are equipped
with Ntk antennas. Hence, since gxk ∼ Gamma(Ntk , 1) then
it is straightforward to extend Proposition 1 to obtain the
coverage probability in multi-antenna cellular networks with
arbitrary interference, as
C = piδ
T∑
k=1
(
Pk
σ2
k
)δ
λkβK
Γ(Ntk)
∫ ∞
0
η(ξ)
ξ2+δ
H0,11,1
[
ξ
βk
∣∣∣∣ (2 −Ntk , 1)(1, 1)
]
dξ, (19)
where
η(ξ) = H1,11,1
 T∑
j=1
piλj P˜
δ
j(
Pk
ξσ2
k
)−δ (1+δξHv+1,u+2q+2,p+3(ξ,PIjU )),Pδ
 .
(20)
Interestingly, it follows that when it comes to multi-antenna
networks, (19) is compatible with any forms of η(ξ). Com-
pared with existing approaches in [15]- [20] which requires
the calculation of Ntk − 1, derivatives of η(ξ) when gxk is
gamma distributed as Gamma(Ntk , 1), Proposition 1 gener-
alizes to multi-antenna networks with no additional compu-
tational complexity and thus preserves the tractability. Note
that assuming a Gamma distribution for the interferers’ power
gain, i.e. gxj ∼ Gamma(χj , φj), j ∈ {1, . . . , T }, is commonly
7encountered in multi-antenna networks [24]. In this case we
only require to modify the parameters of η(ξ) by replacing in
(5)
PI,jU =
(
φj
Γ(χj)
, φj , (−χj, 0, δ), (0, 1, , δ−1),
(1, 1, 1), (1, 1, 1, 1)
)
. (21)
2) Multi-Antenna Ad Hoc Networks: The coverage proba-
bility of ad hoc networks for different multi-antenna signal
processing strategies with gxk ∼ Gamma(Mk, θk), k =
1, . . . , T is directly obtained from (14) as
C =
T∑
k=1
1
Γ(Mk)
H2,01,2
 T∑
j=1
pir2kλjΓ(1− δ)Λjβδk
P˜−δj (θk)
−δ
∣∣∣∣ (1, δ)(0, 1), (Mk, δ)
 ,(22)
where Λj accounts for Fox’s H identically distributed in-
terferences, and therefore is given in (11). Under the same
rationale of (18), we conclude form the above result that multi-
antenna networks increases the coverage probability by the
extra polynomial factor over single-antenna networks. More
importantly, we observe form (22) that without antenna scaling
the SINR in multi-antenna ad hoc network will continue to
drop to zero with densification.
B. The Effect of the Antenna Size
In this subsection, we assume MISO single-tier networks
(i.e., T = 1) where BSs are equipped with NT antennas.
Next we will exploit the expressions and tools of the previous
sections to derive the scaling laws for different multi-antenna
networks applications including ad hoc, cellular, mmWave and
drone-BS enabled networks.
1) Antenna Scaling in ad hoc Networks: For the multi-
antenna case, one can use the coverage expression in (22) to
find the asymptotic scaling laws as summarized in the next
result.
Proposition 5: Consider a MISO ad hoc network with Nt
transmit antennas such that lim
λ→∞
Nt
λ
1
δ
= γ, where γ ∈ [0,∞],
then the asymptotic coverage probability has the following
scaling law
lim
λ→∞
C =

0, γ = 0;
H1,01,1
[
T
γ
∣∣∣∣ (1, δ)(0, 1)
]
, γ ∈ R∗+;
1, γ =∞.
(23)
where γ = 0,∈ R∗+,∞ stands for asymptotically sublinear,
linear and super-linear scaling of Nt and T = pir
2Γ(1−
δ)βδθδΛ.
Proof: Resorting to the Mellin-Barnes representation of the
involved Fox’s H-function (22), it follows that
C
(a)
=
1
2pij
∫
C
Γ(Nt + δs)Γ(s)
Γ(Nt)Γ(1 + δs)
(Tλ)
−s
ds
b≃
λ→∞
1
2pij
∫
C
(
T λ
Nδt
)−s
Γ(1 + δs)
ds, (24)
where (a) follows from using [25, Eq. (2.1)] and (b) follows
form applying lim
λ→∞
Γ(Nt+δs)
Γ(Nt)
= (Nt)
δs. Finally recognizing
the Fox’s H function definition in [25, Eq. (1.2)], along with its
asymptotic expansions near zero [28, Eq. (1.7.14)] and infinity
[28, Eq. (1.8.7)] completes the proof.
Hence, based on Proposition 5, we show that scaling the
number of antennas linearly with the density does not prevent
the SINR from dropping to zero for high transmitter densities
(as δ−1 = α/2 with α > 2) thereby hindering the SINR invari-
ance property. Interestingly, when the number of antennas is
scaled super-linearly with the density, the coverage approaches
a finite constant which is desirable since it guarantees a certain
QoS for the users in the dense regime.
2) Antenna Scaling in Cellular Networks: Before delving
into the analysis, it is important to recall that in the single
antenna case, the coverage probability under practical bounded
path-loss model drops to zero as λ→∞ (see Section II.C). In
the multi-antenna case, the asymptotic coverage scaling laws
are summarized in the next proposition.
Proposition 6: For MISO cellular networks with Nt transmit
antennas such that lim
λ→∞
Nt
λ = ζ, where ζ ∈ [0,∞], then the
asymptotic coverage probability with bounded path-loss model
has the following scaling law
lim
λ→∞
C =

0, ζ = 0;
1
βH
1,0
1,1
[
2pi βηζ
∣∣∣∣ (1, 1)(0, 1)
]
, ζ ∈ R∗+;
1, ζ =∞,
(25)
where η = 2 − 3α + α2 and ζ = 0,∈ R∗+,∞ stands for
asymptotically sub-linear, linear and super-linear scaling of
Nt.
Proof: To study the scaling behavior of MISO cellular net-
works, we consider the bounded path-loss model (see section
II. B) to ensure the finiteness of the interference according
to [30, Theorem 4.6]. The power law model r−α violates
the property of the physically feasible path loss models due
to its singularity at r = 0. Due to the intricacy of LI in
(43), we resort to an analytically tractable tight lower bound.
Recognizing that LI(s) = exp(2piλΘ(s)), we have
Θ(s) ≤ sE[g]
∫ ∞
r
t(1 + t)−αdt
(a)
=
s
η
(
(1 + r)1−α(1− r + αr)) , (26)
where the inequality follows from the fact that 1 − e−x ≤ x,
∀x ≥ 0, and (a) holds since g has a unit mean. Note that when
r becomes smaller, the inequality in (26) becomes tighter. This
is typically the case of ultra-dense networks, where the closest
distance to the origin tends to be infinitesimally small.
As λ→∞, we have θ(s)→ sη , thereby yielding the coverage
probability from merging (37) and (41) as
C ≈ 1
Γ(Nt)
∫ ∞
0
e−2pi
λ
η
ξ
ξ2
H0,11,1
[
ξ
β
∣∣∣∣(2 −Nt, 1)(1, 1)
]
dξ,
(a)≈ 1
βΓ(Nt)
H2,01,2
[
2pi
λβ
η
∣∣∣∣ (1, 1)(0, 1), (Nt, 1)
]
, (27)
8where (a) follows from applying [25, Eq. (2.3)]. As
Nt(λ) →
λ→∞
∞, we obtain
C
(b)≃
λ→∞
1
β
H1,01,1
[
2pi
λβ
Ntη
∣∣∣∣(1, 1)(0, 1)
]
, (28)
where (b) follows in the same line of (24). Finally, resorting
to the asymptotic expansions of the Fox’ H function in (27)
when ζ = Ntλ is near zero [28, Eq. (1.7.14)] and infinity [28,
Eq. (1.8.7)] completes the proof.
Interestingly, one of the key results of this work stipulates
that network densification, along with a proper scaling the
number of antennas, is a sustainable way for cellular networks
to cope with the massive increase in data demands, the main
motivation behind the introduction of densification concept.
Indeed, this result provide the indelible proof that scaling
linearly the number of antenna with the BS density constitutes
a durable solution for the massive connectivity requirement
that 5G networks and beyond are meant to fulfill.
C. The Effect of Antenna Gain in MmWave Networks
In MISO mmWave networks, the channel gain for the
signal gx follows a gamma distribution gx ∼ Gamma(Nt, 1Nt ),
where Nt is the BS antenna number. For the interference
received at the typical user, the total channel gain is the
product of the gamma distributed small-scale fading gain g
and the directional antenna array gain G( dλt θx), where d and
λt are the antenna spacing and wavelength, respectively, and
θx is a uniformly distributed random variable over [−1, 1]. An
example of antenna pattern based on the cosine function is
given by
G(x) =
{
cos2
(
piNt
2 x
)
, |x| ≤ 1Nt ;
0, Otherwise.
(29)
Since NLOS signals and NLOS interference are negligible in
mmWave networks, we will account only for LOS signal and
interference. Then (26) can be derived, based on the cosine
antenna pattern, as
Θ(s) ≤ λts
pidNt
∫ ∞
r
t(1 + t)−αdt
∫ pi
0
cos2
(x
2
)
dx
=
λt
2dNt
s
η
(
(1 + r)1−α(1 − r + αr)) . (30)
Using (30) and following the same steps as in (27), we obtain
C ≈ 1
βΓ(Nt)
H2,01,2
[
piλ
λtβ
dη
∣∣∣∣ (1, 1)(0, 1), (Nt, 1)
]
. (31)
Hence, the coverage scaling laws in mmWave networks are
derived as in the following proposition.
Proposition 7: For mmWave networks such that
limλ→∞ λt = 0, and lim
λ→∞
Ntλ−1t
λ = ρ, where ζ ∈ [0,∞], then
asymptotic coverage probability has the following scaling law
lim
λ→∞
C =

0, ρ = 0;
1
βH
1,0
1,1
[
pi βdρη
∣∣∣∣(1, 1)(0, 1)
]
, ρ ∈ R∗+;
1, ρ =∞.
(32)
Proof: Follows under the same line of Propositions 5 and 6.
Hence, we show that the scaling laws derived for mmWave
cellular networks are similar to those of traditional cellular
frequency bands (see Proposition 6). Specifically, maintaining
a linear scaling of the number of antennas is sufficient to
prevent the SINR from dropping to zero and guarantee a
certain QOS to the UE in mmWave cellular networks. More
importantly, optimal coverage can be achieved by linearly
scaling both antenna number and mmWave carrier frequency,
which reduces both cost and power consumption. This result
provides, in fact, a concrete evidence that moving toward
higher frequency bands is a very attractive solution for high
capacity ultra-dense networks.
D. The Effect of Antenna Height in 3D Integrated Networks
Three-dimensional networking has attracted significant at-
tention as key enablers for rapid network deployment, where
the antenna heights of BSs and ground UEs are usually
considered. In this case, the 3D distance between a BS and
the typical UE can be expressed as
√
h2 + r2, where h is the
absolute antenna height difference between the serving BS and
the typical UE. Hence, we have
Θ(s) ≤ sE[g]
∫ ∞
r
t(h2 + t2)−
α
2 dt (33)
(a)
=
s
α− 2
(
h2 + r2
)1−α/2
.
Accordingly, the coverage probability of dense drone-BS
based multi-antenna networks follows under the same line of
(27) and (28) as
C ≃
λ→∞
1
β
H1,01,1
[
2pi
λh2β
Nt(α − 2)
∣∣∣∣ (1, 1)(0, 1)
]
, (34)
thus, undeniably showing that drones height affects the cov-
erage scaling laws notably under linear scaling of the antenna
number. Indeed, when lim
λ→∞
Nt
λ = ζ ∈ R∗+, then if h >
√
ζ,
then the coverage probability will continuously decrease as
the BS density increases for ultra-dense networks. In this
case, [10]- [14] proposed to maintain the SINR invariance
of the coverage probability by lowering the altitude of the
arial BSs. However this is not aligned with 3D integrated
networking connectivity requirement to achieve the worldwide
connectivity 6G networks. Indeed, (34) shows that maintaining
a non zero SINR requires a super-linear scaling of the antenna
number or alternatively scaling linearly both antenna and
carrier frequency (see section IV.C).
Remark 3: Note that the manipulation in Propositions 5-8
are based on the proposed analytical framework in Section
III. Especially, it benefits greatly from the delicate tackling of
the gamma distributed signal power, via the Fox’H function
theory and representation. If conventional derivations typically
involving multiple integrals [3]- [24] were used instead, we
would not be able explicitly reveal the impact of antenna array
seize and gain and BS height, which, from another perspective,
confirms the advantages of the proposed analytical framework.
V. NUMERICAL RESULTS
In this section, we substantiate our theoretical coverage
expressions and scaling laws using system level simulations.
9Unless otherwise stated, the noise power is set to σ2 = −70
dBm and the path loss is given by L(r) = r−α for power-
law unbounded model and L(r) = (1 + r)−α for physically
feasible bounded model, with α = 3.
The performance comparisons between strongest-BS- and
closest-BS-association-based two-tier (i.e., T = 2) cellular
networks with unbounded power-law path-loss model are
illustrated in Fig. 1. Overall, the strongest-BS strategy provides
significant performance gain over the closest-BS strategy es-
pecially in low density range. Furthermore, depending on the
target SINR thresholds, the effect of increasing densification is
beneficial while, in some cases, tends to be negligible. Indeed,
since using the power law model, the coverage saturates to a
non-zero finite constant in the limit of λ1, λ2 →∞.
Fig. 2 plots the scaling of the coverage probability with BS
densities for both bounded and unbounded path-loss models.
Analytical and experimental curves are in full agreement. It
shows that the unbounded model (i.e., r−α) guarantees a
certain QoS or coverage for the users in the dense regime
by preventing the SINR form dropping to zero. However,
this SINR-invariance property is unattainable because the
unbounded model is physically impracticable and unrealistic.
The figure also highlights the diminishing gains achieved with
the more realistic bounded, as anticipated by Eq. (16). In
this case, new densification strategies are required to prevent
the SINR from dropping to zero and avoid the densification
plateau. This will be discussed later in Fig. 6.
10-4 10-3 10-2
10-2
10-1
Fig. 1. Coverage probability vs. the BS density λ for multi-tier cellular
networks with T = 2 over arbitrary Nakagami-m fading with m1 = 1.5,
m2 = 2.5, P1 = 50 W, and P2 = 1 W.
Fig. 3 shows the scaling of the SIR coverage probability
of ad hoc networks with the transmitter density for various
common fading distribution cases stemming from the general
Fox’s H fading model. In particular, we corroborate the result
of Eq. (17) stipulating that increasing the transmitter density
degrades the coverage probability in ad hoc networks, and
that the coverage probability is a product of an exponential
function and a polynomial function of order T (m− 1) of the
transmitter density. Moreover, the multi-path fading model has
a less noticeable impact on the coverage performance than the
path-loss model (cf. Fig. 2) and the number of tiers.
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Fig. 2. Coverage probability and scaling laws vs. the BS density λ for multi-
tier cellular networks over Nakagami-m fading with T = 2, P1 = 50 W,
and P2 = 1 W.
Fig. 4 shows the SIR outage probability of cellular networks
with unbounded path-loss model versus the antenna size when
assuming that the interferers’ power gain follow a Gamma
distribution, i.e., g ∼ Gamma(χ, φ). Fig. 4 demonstrates that
increasing the antenna size keeps improving the coverage
probability, less significantly so, however, as the number of
antennas grows large.
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Fig. 3. Coverage probability in ad hoc networks vs. the transmitter density
λ when β = 0 dB.
Fig. 5 illustrates the SIR coverage probability of a two-tiers
cellular network over Rician fading with closed-BS association
obtained with Proposition 3 for different Rician power factors.
We can report a substantial increase of the coverage probability
only in the non-asymptotic regime, i.e., K1 6= K2. Indeed,
a large K-factor can be fulfilled merely by the serving cell,
since the K-factors of neighbor cells become limited by the
corresponding path-losses. Moreover, the coverage probabili-
ties for a pure fading channel with (K → 0) and a pure LOS
propagation (K → ∞) culminate due to the large number of
interferers.
Fig. 6 shows the scaling of the coverage probability in ad
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Fig. 4. Outage probability in MISO cellular networks assuming MRT vs. the
number of antennas at the transmitter with λ = 10−3 and φ = 1.
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Fig. 5. Coverage probability in a two-tier cellular network under strongest-BS
association vs. the Rician K-factor for λ = 10−3.
hoc networks with the transmitter density for different scaling
rates of the number of antennas; super-linear, linear, sub-linear,
and constant (i.e, single antenna). We notice that the coverage
decreases with the density for the single antenna case, as
anticipated in Eq. (22), and also when the number of antennas
is scaled sublinearly or linearly with the density, as predicted
by proposition 5. Hence a super-linear scaling of the number
of antennas with the BS density is required to prevent the SIR
from dropping to zero, and thereby restore the SIR invariance
property.
The impact of the BS height on the coverage probability
is illustrated in Fig. 7. As predicted in section IV.D, we note
that a linear scaling of the number of antennas is required
to maintain a non-zero SINR for low value of h. When the
BS altitude increases, the coverage probability decreases due
to the increase in path loss and the linear scaling becomes
insufficient.
VI. CONCLUSION
Using a general form, namely the Fox’s H variate of
stochastic variables, we developed a unifying framework to
1 4 7 10 13 15
0
0.2
0.4
0.6
0.8
1
Fig. 6. Coverage probability of MISO ad hoc networks vs the BS density λ
for different scaling of the number of antennas.
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Fig. 7. Coverage probability of MISO Drone-BS enabled networks vs the BS
height h for different scaling of the antenna number Nt.
characterize heterogeneous and muti-antenna networks under
both closest- and strongest-BS association strategies. We stud-
ied the impact of BS densification on coverage performance
both with practical bounded and power-law unbounded path
loss models. Among the key obtained results of this study, we
have been able to derive exact closed-form and scaling laws
of the coverage probability in two typical network models,
i.e., heterogeneous and multi-antenna cellular and ad hoc
networks, while remarkably incorporating prominent and gen-
eralized fading distributions. Our results in this work suggest
that network densification, along with scaling the number of
antennas, is a sustainable way for the successful densification
of wireless networks. Most importantly, a new and significant
theoretical discovery of this paper shows that by properly
scaling the antenna number and moving to higher frequency
bands, lowering the antenna height is no more necessary to
offset the coverage drop while increasing the network density.
Such findings avoid altering traditional BS architecture and
thereby align with another research area relating to the antenna
height issue which is that of unmanned aerial vehicles (UAVs),
11
which has attracted significant attention as key enablers for
three-dimensional integrated 6G networks.
VII. APPENDIX A: PROOF OF PROPOSITION 1
With the closest-BS association strategy, the coverage prob-
ability is given by
C ,
T∑
k=1
θkP (γk > βk) , (35)
where θk denotes the association probability and is expressed
as θk =
λk∑
j∈T λj P˜
δ
j
, and P˜j =
Pj
Pk
. Resorting to [9, Theorem
1] and [17, Eq. (39)] under the independency of {Φj} and
then applying the Fox’s H-transform in [25, Eq. (2.3)], we
have
CU(rk) =
∫ ∞
0
1√
ξ
L−1
{
1√
s
Hu,vp,q {f(t);P} (sξ); s;βk
}
e
−σ2kξ
rα
k
Pk
∏
j∈T
LIj
(
ξ
rαk
Pk
)
dξ, (36)
where f(t) =
√
tJ1
(
2
√
stξ
)
, Hu,vp,q {f(t);P} (s)
is the Mellin transform [25, Eq. (2.3)], J1(x) =
H1,00,2
(
x2
4 ; (1, 1,
1
2 ,− 12 , 1, 1)
)
is the Bessel function of
the first kind [29, Eq. (8.402)], and L−1 is the inverse
Laplace transform. Moreover LIj , in (42), is the Laplace
transform of the aggregate interference from the j-th tier
evaluated as
LIj (s) = exp(2piλjΘ(s)), (37)
where
Θ |Hj=y (s)
(a)
=
∫ ∞
(
Pj
Pk
) 2
α rk
(
1− exp (−syPjr−α)) rdr
(b)
=
syPj
α
∫ ∞
Pk
Pj
r−α
k
x−
2
α e−syx1F1 (1, 2, syx)dx
(c)
=
syPj 2F2
(
1,− 2α + 1; 2;− 2α + 2;−syPkr−αk
)(
Pk
Pj
) 2
α
−1
r(α−2)α
(
2
α − 1
) ,(38)
where (a) follows from the probability generating
functional [8], while relabeling x as r−αk and
(1 − e−x)/x = e−x1F1 (1, 2;x) is applied in (b), and
(c) follows from applying
∫
xβ−1e−cx1F1(a, b, cx) =
xβ
β 2F2 (b− a, β, b, β + 1,−cx). Hence, we obtain
LIj (ξ) = exp(−2piλjEHj [Θ(s)])
= exp
(
−piδλj ξr
2−α
k
(1− δ)H
u,v
p,q {g(t);P} (ξ)
)
, (39)
where g(t) = t 2F2
(
1, 1− δ; 2; 2− δ;−ξtr−αk
)
=
tH1,22,3 (t;P1), P1 = (1 − δ, ξ(r2k)−
α
2 , (0, δ), (0,−1, δ −
1),12,13), and pFq(·) is the generalized hypergeometric func-
tion of [29, Eq. (9.14.1)].
Note that in the derivation of (39), we first take the expec-
tation over the interferers’ locations and then average over the
Fox’s H distributed channel gains, which is in the reverse order
compared to the conventional derivations in [3]-[8]. The reason
behind this order swapping is that the Fox’s H fading model
is much more complicated than the conventional exponential
model, and therefore averaging over it in a latter step will
preserve the analytical tractability. In subsequent sections we
will see the benefits of this swapping.
Finally, applying [25, Eq. (1.58)], the Mellin transform [25,
Eq. (2.3)], and the inverse Laplace transform of the Fox’s H-
function [25, Eq. (2.21)] given by
L−1{x−ρHu,vp,q (x;P);x; t} = t−ρ−1Hu,vp+1,q
(
1
t
;Pl
)
, (40)
where Pl = (κ, c, (a, ρ), b, (A, 1), B), the desired result is
obtained after applying the Fox’s H reduction formulae in [25,
Eq. (1.57)]. The coverage probability over Fox’s H-fading3 for
a receiver connecting to a k-th tier BS located at xk is given
by
CU(rk) =
∫ ∞
0
1
ξ2
Hv,uq,p+1
(
ξ;PkU
)
e
−σ2kξ
rα
k
Pk
exp
(
− piδ
∑
j∈T
r2kλjP˜
δ
j ξH
v+1,u+2
q+2,p+3
(
ξ;PIU
))
dξ, (41)
where P˜j =
Pj
Pk
, δ = 2α , and the parameter sequences PkU =(
κβk,
1
cβk
, 1−b, (1−a, 1),B, (A, 1)
)
, and PIU =
(
κ
c2 ,
1
c , (1−
b−2B, 0, δ), (0, 1−a−2A,−1, δ−1), (B, 1, 1), (1, A, 1, 1)
)
.
Recall that the PDF of the link’s distance rk is given by
frk(x) =
2piλk
θk
x exp
(
−∑j∈T pix2λj P˜ δj ) [2]. Then rec-
ognizing that exp(−x) = H1,00,1 (x; 1, 1, 0, 1, 1, 1) [25, Eq.
(1.125)] in (41), we apply [25, Eq. (2.3)] to obtain the average
coverage probability in (3) after some manipulations.
VIII. APPENDIX B: PROOF OF PROPOSITION 2
The proof of this Proposition relies on the very same
approach adopted in Appendix A, yielding
CB(rk) =
∫ ∞
0
1√
ξ
L−1
{
1√
s
Hu,vp,q {f(t);P} (sξ); s;βk
}
e
−σ2kξ
(1+rk)
α
Pk
∏
j∈T
LIj
(
ξ
(1 + rk)
α
Pk
)
dξ, (42)
where rearranging [17, Eq. (39)] after carrying out the change
of variable relabeling (1 + x)−α as x, we have
LIj (ξ) = exp
(
− piδλjξ
(
(1+rk)
2−α
(1− δ) H
u,v
p,q{g1(t);P1} (ξ)−
(1 + rk)
1−α(
1− δ2
) Hu,vp,q {g2(t);P} (ξ)
))
, (43)
where g1(t) = t 2F2 (1, 1− δ; 2; 2− δ;−ξt(1 + rk)−α) and
g2(t) = t 2F2
(
1, 1− δ2 ; 2; 2− δ2 ;−ξt(1 + rk)−α
)
. Finally
applying the Mellin transform in [25, Eq. (2.3)] and plugging
the obtained result back into (42), Proposition 2 then follows
after some manipulations.
3We dropped the index i from Fox’s H-distribution {Oi,Pi} for notation
simplicity.
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IX. APPENDIX C: PROOF OF PROPOSITION 3
Referring to [17], the Laplace transform of the aggregate
interference from tier j under max-SINR association strat-
egy is evaluated as LIj (ξ) = exp
(−piλjξδΓ (1− δ) E [Hδ]),
where E [Hδ] is the Mellin transform of the Fox’s-H function
obtained as E [Hδ] = Λ [25, Eq. (2.8)]. Then following the
same lines of Appendix A, we obtain
C =
∑
k∈T
λkErk
{∫ ∞
0
1
ξ2
Hv,uq,p+1
(
ξ;PkU
)
exp
(
−
∑
j∈T
r2kpiλjP˜
δ
j ξ
δΓ(1− δ)Λj
)
dξ
}
(a)
=
∑
k∈T
λk
δ
Erk
{∫ ∞
0
1
ξ2
Hv,uq,p+1
(
ξ;PkU
)
H1,00,1

∑
j∈T
r2kpiλjP˜
δ
j Γ(1−δ)Λj

1
δ
ξ;
(
1, 1, 1, 0, 1,
1
δ
)dξ},
(44)
where (a) follows from substituting exp(−x) =
H1,00,1 (x; 1, 1,−, 0,−, 1) [25, Eq. (1.125)] and
applying the transformation Hu,vp,q
[
x
∣∣ (ai, kAj)p
(bi, kBj)q
]
=
1
kH
u,v
p,q
[
x
1
k
∣∣ (ai, Aj)p
(bi, Bj)q
]
. Finally applying [25, Eq. (2.3)]
yields the strongest-BS based coverage probability expression
as shwon in prorposition 3.
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