We study robustness properties of inexact gradient descent for strongly convex functions, as well as for the larger class of functions with sector-bounded gradients, under a relative error model. Proofs of the corresponding convergence rates are based on frequency-domain criteria for the stability of nonlinear systems perturbed by additive noise.
Introduction
1.1. Overview. As observed in [LRP] , control-theoretic techniques originating with the absolute stability problem provide a powerful framework for the design and analysis of iterative first-order optimization methods. Many fundamental algorithms, including ordinary gradient descent, can be viewed as the feedback of a fixed linear time-invariant system with a nonlinearity provided to the algorithm (typically the gradient of the function to be optimized).
The purpose of this paper is to show how frequency-domain methods can be used to characterize robustness properties of inexact gradient descent under an additive error model. Given a C 1 function f : R n → R and a step size α > 0, we consider the inexact gradient descent iterates x(k + 1) = x(k) − α(∇f (x(k)) + e(k)),
( 1.1) where the magnitude of the noise e is assumed to be bounded by a multiple δ ∈ [0, 1) of the exact gradient:
Our main contribution is to compare the performance of inexact gradient descent over the set F (m, L) of strongly convex functions versus the larger class S(m, L) of functions with sector-bounded gradients (see §1.2 below for notation). In the noiseless setting it is well-known that the worst-case exponential convergence rates over these two classes coincide.
1.2. Main results. First we introduce the relevant functions classes, which depend on two parameters 0 ≤ m < L.
(1) S(m, L) denotes the set of C 1 functions f : R n → R whose gradients are bounded in the sector [m, L] about a reference point x ⋆ ∈ R n . More precisely, this means that for each x ∈ R n ,
(2) F (m, L) denotes the subset of m-strongly convex functions with L-Lipschitz gradients, i.e., functions f : R n → R such that f (x) − (m/2)|x| 2 is convex and for every x, y ∈ R n ,
If f ∈ S(m, L), then ∇f (x ⋆ ) = 0. When m > 0, the reference point x ⋆ is the unique global minimizer of f . It is well-known that for a C 1 function, membership in F (m, L) is equivalent to the strong monotonicity (or co-coercivity) of its gradient [Nes, Theorem 2.1.5 ]. Thus f ∈ F (m, L) if and only if for all x, y ∈ R n ,
Next, we recall standard convergence properties of gradient descent over the class S(m, L), where 0 < m < L. Given α > 0, set ρ GD = ρ GD (m, L, α) = max(1 − αm, αL − 1).
If α ∈ (0, 2/L), then ρ GD ∈ (0, 1). For a given f ∈ S(m, L) and ρ ≥ ρ GD , the iterates (1.1) with e = 0 satisfy |x(k) − x ⋆ | ≤ cρ k · |x(0) − x ⋆ |.
(1.5)
The constant c > 0 is uniform over S(m, L), and depends only on the parameters m, L, α, ρ. For a frequency-domain interpretation of the bound (1.5), see §2.4. If ρ ∈ (0, 1), then x(k) converges exponentially to x ⋆ with rate ρ.
In the language of the absolute stability problem, the convergence result quoted above shows that gradient descent satisfies a quantitative version of the Aizerman conjecture. More precisely, S(m, L) includes all the quadratic functions f (x) = 1 2 Qx, x + p, x + b, mI ≤ Q ≤ LI for which the system (1.1) with e = 0 is linear. Consequently, a spectral analysis shows that any ρ > 0 satisfying (1.5) is bounded from below by ρ GD (see, e.g., [LRP, §2.2] ). Since this lower bound is saturated, the worst-case convergence rate of gradient descent over S(m, L) is determined purely by its performance on quadratic functions.
The optimal step size α = 2/(L+m) corresponds to the solution of 1−αm = αL−1, yielding the well-known rate
where κ = L/m is the generalized condition number. When α = 1/L, one recovers the rate ρ GD = 1 − 1/κ. Now consider the iterates (1.1) with δ ∈ [0, 1). If an estimate of the form (1.5) holds uniformly over S(m, L), then a lower bound is ρ ≥ ρ GD (δ), where now
In contrast with the noiseless setting, we are not able to verify that ρ GD (δ) is attained over S(m, L) for all choices of parameters and noise levels δ ∈ [0, 1). Instead, we have the following:
then there exists c > 0 such that for any f ∈ S(m, L) the iterates (1.1) satisfy
As κ grows, the amount of noise that can be tolerated decreases towards zero. The optimal step size in the context of Proposition 1.1 occurs when equality holds in either of the two constraints in (1.6). The corresponding convergence rate is
L+m − δ m , Proposition 1.1 was previously established in [dKGT1] . Our proof of Proposition 1.1 is based on a frequency-domain test, which is closely related to the approach in [dKGT1] via the Kalman-Szegő-Yakubovich-Popov (KSPY) lemma. In [dKGT1] the result was stated for functions in F (m, L), but it is clear from their proof that it applies to S(m, L) as well.
A weaker result holds for other combinations of noise levels and step sizes:
When α < 2/(L + m) and δ ∈ [0, 1), the argument under the square root in (1.7) is positive. As apparent from its construction in §3.1, the right-hand side of (1.7) is always strictly larger than ρ GD (δ) for a given choice of parameters m, L, α, δ.
Finally, we show that noisy gradient descent satisfies a quantitative version of the Kalman conjecture: by restricting to F (m, L), the optimal rate ρ GD (δ) is achieved for any δ ∈ [0, 1).
and ρ ≥ ρ GD (δ), then there exists c > 0 such that for any f ∈ F (m, L) the iterates
This result appears to be new; its proof is again based on a frequency-domain test. The step size constraint (1.8) simplifies the proof, but is likely unnecessary. We stress that the upper bound As noted in §1.2, some analytic bounds for the convergence of inexact gradient descent under the error model (1.2) were given in [dKGT2, dKGT1] . Numerical computations of exponential convergence rates under the same error model were carried out in [LRP, CHVSL] for the case of strongly convex functions, but without analytic bounds.
Similar results appear in relation to various incremental gradient methods for minimizing finite sums (e.g., [SRB, FS2] x(k + 1) = Ax(k) + Bφ(Cx(k)).
(2.1)
Here A ∈ R m×m , B ∈ R m×n , C ∈ R n×m , and φ : R n → R n belongs to a class N of continuous functions each vanishing at the origin. In particular, x = 0 is an equilibrium of (2.1) for every φ ∈ N . The system (2.1) is said to be exponentially stable over N with rate ρ ∈ (0, 1) if there exists c > 0 such that
whenever φ ∈ N and x ∈ ℓ m satisfies (2.1). Associate to (2.1) the linear time-invariant (LTI) system
with input u ∈ R n and state x ∈ R m . Thus (2.1) can be viewed as the system (2.3) subject to the feedback law u = φ(Cx). More precisely, let
The idea, going back to Popov and Yakubovich, is to formulate stability criteria for (2.1) in terms of properties of the underlying LTI system and quadratic constraints satisfied by the nonlinearity.
2.2. Hyperstability. Fix a symmetric matrix M = R (m+n)×(m+n) . Write the block decomposition of M as
We write this as (x, u) ∈ IQC(M, ρ).
A more modern approach to IQCs was formulated in the landmark paper [MR] . The following notion of hyperstability is due to Popov [PG] .
Typically IQCs arise as constraints satisfied by a set of external variables w = C w x + D w u ∈ R d synthesized from (x, u) . In other words, the constraint is given in the form
Of course this can be written in the form (2.5) by defining
To show that (A, B, M) is ρ-hyperstable, it suffices to exhibit a positive definite matrix P ∈ R m×m satisfying the dissipation inequality
In some cases, solvability of (2.7) for P > 0 is also necessary for hyperstability. Popov gave a complete frequency-domain characterization of hyperstability under a certain minimal stability hypothesis.
Among other consequences, minimal stability implies that every symmetric solution P of (2.7) is positive semidefinite. Indeed, given x 0 ∈ R m , let (x, u) ∈ B(A, B) be a trajectory as in the definition of minimal stability; from (2.7),
In the context of this paper, minimal stability is established via linear feedback, i.e., by choosing a control in the form u = Nx. Given ρ > 0, a square matrix is said to be ρ-Schur if all its eigenvalues lie in the open disk of radius ρ.
The ρ-Schur condition implies that solutions of the closed-loop system
By replacing (A, B) with (ρ −1 A, ρ −1 B), we can always reduce to the situation ρ = 1 and drop the various ρ prefixes. For the remainder of the section we assume this to be the case. Given a symmetric matrix M ∈ R (n+m)×(n+m) , define the Popov function
which is well-defined provided z is not an eigenvalue of A or A * . If a factorization of the form (2.6) holds, then In the context of this paper, the assumption that z → det(S(zI − A) −1 B + R) does not vanish identically will always be satisfied, since det R = 0 in all the examples considered.
Lemma 2.5. (1) If (A, B, M) is minimally stable and hyperstable, then R ≤ 0.
(2) If B has full column rank and (2.7) admits a solution P > 0, then R < 0.
Proof. (1) Although not stated above, by an essentially algebraic argument, hyperstability of (A, B, M) implies (FDI) without any additional assumption. If (A, B) is controllable, then (FDI) and the KSPY lemma (e.g., [PG, §10, Theorem 1]) imply that (2.7) admits a symmetric solution P , which is positive semidefinite by minimal stability. It follows from (2.7) that R ≤ 0. In general, the argument above applies to a controllable subsystem (which preserves hyperstability and minimal stability).
(2) This follows immediately from (2.7).
For general ρ > 0, replacing (A, B) with (ρ −1 A, ρ −1 B) means (FDI) should hold on the circle of radius ρ rather than the unit circle.
2.3. Sector IQC. Consider an LTI system of the form (2.3), and let C ∈ R n×m . Given m < L, set y = Cx, and define external variables by w = (Ly − u, u − my). Thus
In terms of a block decomposition (2.4), we have
(2.10)
The Popov functions satisfies
For the remainder of this section M always refers to the matrix (2.10). A, B, M) is ρ-hyperstable for a given ρ ∈ (0, 1), then the system
is ρ-exponentially stable over the set of sector bounded nonlinearities. This is the discrete version of the classical circle criterion.
2.4. Gradient descent. As an illustration of Lemma 2.6, consider the convergence of gradient descent for f ∈ S(m, L), where 0 < m < L (see §1.2 for the definitions). By a coordinate shift, we can assume that x ⋆ = 0. The gradient descent iterates
are of the form (2.1) with A = I, B = −αI, and C = I. Furthermore, φ = ∇f is sector bounded.
Let ρ ∈ (0, 1) and k ∈ [m, L]. In order for gradient descent to converge exponentially with rate ρ when applied to quadratics (k/2)|x| 2 , it is necessary and sufficient for the step size α > 0 to be such that ρ ≥ ρ GD = max(1 − αm, αL − 1).
(2.12)
We henceforth assume that (2.12) holds. To show that the gradient descent iterates satisfy (1.5) for a given ρ ≥ ρ GD , it suffices to show that (I, −αI, M) is ρ-hyperstable, where M is given by (2.6) with C = I. This is an application of Lemma 2.6: Compared to the setting of §2.3, there is an additional term −γv in the first component of w. Thus
where x a = (x, v) are now the state variables. The augmented state x a satisfies
where M w is the same as in (2.9).
Thus
For the rest of the section, M will always refer to (2.14). The Popov function satisfies
where H(z) = C(zI − A) −1 B. The analogue of Lemma 2.6 is as follows.
Lemma 2.8. Let ρ > 0 and γ ≥ 0. If B = 0 and there exists ε ∈ [0, 1] such that Proof. As in Lemma 2.6, the control u = mCx makes the left-hand side of (2.8) vanish. The ρ-Schur property of (2.15) verifies the remaining hypotheses of Lemma 2.4. Since we again have det R = 0, Theorem 1 applies.
For later use, let us show that the LTI system underlying gradient descent satisfies the hypotheses of Lemma 2.8. Lemma 2.9. Let A = I, B = −αI, and C = I. If ρ ≥ ρ GD and γ ∈ [0, ρ 2 ], then there exists ε ∈ [0, 1] such that the matrix (2.15) is ρ-Schur.
Proof. Because of its block structure, we can assume (2.15) is the 2 × 2 matrix
Up to a scalar factor of ρ 2 , the characteristic polynomial of this matrix as a function of ρz is
It suffices to show that the roots of this function lie in the open unit disk, or equivalently,
Clearly (2.18) is satisfied for ε ≥ 0 sufficiently small. If ρ > |1 − αm|, then (2.17) is satisfied with ε = 0. Thus we can assume ρ = |1 − αm|, which implies ρ = 1 − αm since ρ ≥ ρ GD . Now we must verify
Clearly the first inequality holds for sufficiently small ε ≥ 0. As for the second inequality, it suffices to show ρ(γ − α(L − m)) < γ(1 − αL). But
which is strictly positive since ρ = 1 − αm ∈ (0, 1) and γ ≤ ρ 2 . Thus it suffices to choose ε > 0 sufficiently small.
Gradients of strongly convex function satisfy the ρ-IQC defined by M in the following precise sense, which also explains the constraint γ ∈ [0, ρ 2 ] imposed in Lemma 2.9.
Lemma 2.10. Let 0 < m < L and ρ ∈ (0, 1]. Assume that γ ∈ [0, ρ 2 ]. Given x ∈ ℓ m and a function f ∈ F (m, L) with ∇f (0) = 0, define v ∈ ℓ n by v(0) = 0, v(k + 1) = LCx(k) − ∇f (Cx(k)).
( 2.19) Then (x, v, ∇f (Cx)) ∈ IQC(M, ρ).
Proof. See [LRP, Lemma 10] .
According to Lemma 2.10, by simply ignoring the v component (with v(0) = 0), ρ-hyperstability of (A a , B a , M) shows that
Remark 2.11. (1) In [LRP] , the ρ-IQC defined by M is termed the (weighted) offby-one IQC. It is part of a much larger class of so-called Zames-Falb IQCs satisfied by gradients of functions in F (m, L) (see, e.g., [BLR, FS1] ); we will not have opportunity to use other IQCs from this family.
(2) When ρ = 1, the frequency condition (2.16) was first obtained by Jury-Lee [JL] . Its relationship with the multiplier approach of Zames-Falb was recognized immediately [OY] .
(3) The frequency condition (2.16) can formally be derived from the KSPY lemma via a Lyapunov function of the form
( 2.20) where f ∈ F (m, L). Here it is necessary to consider the quadratic part as a function of the augmented statex rather than x. Several recent works have considered Lyapunov functions for the analysis of optimization methods in the form (2.20) (e.g., [TVSL, TB] ), which in an appropriate sense is equivalent to the off-by-one IQC. Many other works consider Lyapunov functions in the more restrictive form V (x) = P x, x + f (x).
In general this can introduce conservativism compared to the off-by-one IQC.
2.6. Input noise. In this section we considered a perturbed equation
where the noise sequence e ∈ ℓ n satisfies |e(k)| ≤ δ|u(k)| A, B 2 , M(δ, λ) ) is ρ-minimally stable for every λ ≥ 0.
Proof. It suffices to use the control law (u, e) = (Nx, 0), since (2.8) clearly remains nonnegative under the addition of λδ 2 N * N.
Recall that Lemmas 2.6 and 2.8 provide conditions under which minimal stability can be established by linear feedback for the sector and off-by-one IQCs.
For simplicity we now assume that R < 0, since this is the case in all the considered examples. According to Lemma 2.5, we can also assume that
which provides an upper bound on λ ≥ 0. Next, we record the form taken by (FDI) for the triple (A, B 2 , M(δ, λ)). We use the notation
for the transfer matrix from u to x. Rather than using (u, e) as the control variables, it is convenient to use u 1 = (u + e)/2, u 2 = (u − e)/2.
The transfer matrix from (u 1 , u 2 ) to x is 2G(z) 0 . A short calculation shows that (FDI) is equivalent to
whenever |z| = ρ and det(A − zI) = 0, where we set
Note that T > 0, since R < 0 and R + λδ 2 I ≤ 0. By Schur complements, (2.25) is equivalent to
Next, we evaluate the left-hand side of (2.26) for sector and off-by-one IQCs. As in §2. 
3. Inexact gradient descent 3.1. Functions with sector bounded gradients. This section extends the discussion in §2.4 of gradient descent over S(m, L) to the inexact case. Consider the iterates
Let 0 < m < L and δ ∈ (0, 1). Given f ∈ S(m, L), choose the error sequence to be e = ±δ∇f (x).
These choices correspond to gradient descent with step-sizes (1 ±δ)α. Any exponential convergence rate must therefore satisfy ρ ≥ ρ GD (δ), where ρ GD (δ) = max(1 − αm(1 − δ), αL(1 + δ) − 1).
(3.1)
In the notation of 2.6, we aim to compute inf{ρ > 0 : (A, B 2 , M(δ, λ) ) is ρ-hyperstable for some λ ≥ 0}, where A = I, B = −α, C = I, and M is given by (2.10). We begin by considering the frequency inequality (2.27), which after multiplying through by |z − 1| 2 , is equivalent to
When restricted to the circle of radius ρ, the left-hand side of (3.2) is a linear function of Re z ∈ [−ρ, ρ]. Therefore (3.2) holds for all |z| = ρ if and only if it holds for z = ±ρ. For fixed parameters L, m, α, δ, define
Thus (3.2) holds for a given λ ≥ 0 if and only if F (±ρ, λ) ≥ 0 for both choices of sign. Define
By definition, ρ ⋆ ≥ ρ GD (δ). Since we do not impose any upper bound on ρ, the quadratic nature of F in t implies that the infimum is finite. Since F is continuous and λ is bounded, there exists λ ⋆ ∈ [0, 2/δ 2 ] for which F (±ρ ⋆ , λ ⋆ ) ≥ 0. Also,
which are valid for any λ.
Lemma 3.1. The pair (ρ ⋆ , λ ⋆ ) satisfies the following properties.
(1) min(F (ρ ⋆ , λ ⋆ ), F (−ρ ⋆ , λ ⋆ )) = 0.
(2) λ ⋆ ∈ (0, 2/δ 2 ).
(
Proof.
(1) If F (±ρ ⋆ , λ ⋆ ) > 0 for both choices of sign, then by continuity of F and the definition of ρ ⋆ we must have ρ ⋆ = ρ GD (δ). This contradicts (3.3).
(2) First, F (t, 0) = −α 2 (L − m) 2 < 0, so we must have λ ⋆ > 0. If λ ⋆ = 2/δ 2 , then F (t, 2/δ 2 ) reduces to a strictly increasing linear function of t. Since we know that F (t, λ ⋆ ) must vanish at one of the endpoints ±ρ ⋆ by the first part, it must do so at −ρ ⋆ , i.e., F (−ρ ⋆ , 2/δ 2 ) = 0.
On the other hand, it follows from (3.3) that F (1 − αL(1 + δ), 2/δ 2 ) < 0, so
which is a contradiction.
(3) Suppose that F (ρ ⋆ , λ ⋆ ) > 0. By the first part we have F (−ρ ⋆ , λ ⋆ ) = 0. If ∂ λ F (−ρ ⋆ , λ ⋆ ) = 0 but ρ ⋆ > ρ GD (δ), then by perturbing ρ and λ slightly we can contradict the definition of ρ ⋆ . This is possible since λ ⋆ is in the open interval (0, 2/δ 2 ). Thus we either have ρ ⋆ = ρ GD (δ) or ∂ λ F (−ρ ⋆ , λ ⋆ ) = 0. But in the latter case, the simultaneous equations
The same argument applies with roles of ρ ⋆ and −ρ ⋆ reversed.
Theorem 1 can be used to show that noisy gradient descent over S(m, L) is ρ ⋆hyperstable; its applicability follows from Lemma 2.12 and the second part of Lemma 3.1, which shows that
We conclude that
It remains to actually compute ρ ⋆ . First we characterize the parameters m, L, α, δ for which ρ ⋆ = ρ GD (δ). Recall that κ = L/m. (1) δ < 2/(κ + 1) and
(2) δ ∈ [0, 1) and
Proof. We have ρ GD (δ) = 1 − αm(1 − δ) or ρ GD (δ) = αL(1 + δ) − 1 depending on which is larger. In the former case, from (3.3) we must have F (ρ ⋆ , λ ⋆ ) = 0, which uniquely determines
The constraint 2 − δ 2 λ ⋆ > 0 is equivalent to δ < 2/(κ + 1), or
We must have λ ⋆ ≤ (2 − α(m + L))/δ 2 , which combined with (3.5) is equivalent to α ≤ α − . Conversely, these conditions imply that ρ GD (δ) = 1 − αm(1 − δ), and hence we indeed have ρ ⋆ = ρ GD (δ).
A similar argument applies if ρ GD (δ) = αL(1 + δ) − 1, in which case we have that
in order to ensure F (−ρ ⋆ , λ ⋆ ) = 0. Here the constraint 2−δ 2 λ ⋆ > 0 is always true. The condition F (ρ ⋆ , λ ⋆ ) ≥ 0 (or equivalently ∂ t F (0, λ ⋆ ) ≥ 0) is then equivalent to α ≥ α + as claimed.
In the context of Lemma 3.2, we have ρ GD (δ) = αL(1 + δ) − 1 when α ≥ α + . In that case there is no restriction on δ, but observe that δ < 2/(κ + 1) is necessary for ρ GD (δ) < 1 to hold. If α = α + , then this is sufficient as well.
Proof of Proposition 1.1. The proposition is just a combination of Lemma 3.2 with the characterization (3.4).
When the conditions of Lemma 3.2 are violated, we must have ρ ⋆ > ρ GD (δ). By the third part of Lemma 3.1, it is easy to compute ρ ⋆ . This leads to Proposition 1.2:
Proof of Proposition 1.2. If ρ ⋆ > ρ GD (δ), then we must have F (ρ ⋆ , λ ⋆ ) = F (−ρ ⋆ , λ ⋆ ) = 0, which implies that
The second part of Lemma 3.1 gives an upper bound α < 2/(L + m). We can then compute
as claimed.
3.2. Strongly convex functions. Next, we address Proposition 1.3 for strongly convex functions in F (m, L). As emphasized in §1.2, we restrict our attention to
noting that ρ GD (δ) already achieves its global minimum value over this restricted range of step sizes.
First we examine the frequency inequality (2.28) restricted to a circle of radius ρ > 0. Multiplying through by |(z − 1)z| 2 and using |z| = ρ, the inequality (2.28) is equivalent to
In general (3.7) is quadratic in Re z ∈ [−ρ, ρ] when restricted to the circle of radius ρ. This is due to the term
which is multiplied by 2λγ. Since Re(z 2 ) = 2 Re(z) 2 − ρ 2 when |z| = ρ, it follows that (3.7) is concave in Re z for α ≥ 1/L. It is for this reason that we restrict to α ≥ 1/L. Set ρ ⋆ = ρ GD (δ). Because of (3.6), we have ρ ⋆ = 1 − αm(1 − δ). For fixed m, L, δ, α, introduce the function
Since (3.7) is concave in Re z, to prove Proposition 1.3 it suffices to find γ ⋆ ∈ [0, ρ 2 ⋆ ] and λ ⋆ ∈ (0, 2/δ 2 ) such that
for both choices of sign. Similar to (3.3), for any λ, γ we find
In order for this quantity to be nonnegative, we must have
The condition F (−ρ ⋆ , ρ ⋆ , λ, γ) ≥ 0 is equivalent to ∂ t F (0, ρ ⋆ , λ, γ) ≤ 0, where ∂ t F (0, ρ ⋆ , λ, γ) = 2γ(αL − 1) α(L − m) + 1 − αm 1 − δ 2 λ − γ − 2λρ 2 ⋆ 2 − α(L + m) − δ 2 λ + γ . (3.9) As in the proof of Proposition 1.2, we show that λ ⋆ = 2 − α(L + m) δ 2 (3.10) satisfies the given requirements. With this choice, γ ⋆ is uniquely determined by (3.8):
( 3.11) As usual κ = L/m is the condition number. Also recall the definition of α − (m, L, δ) from Lemma 3.2.
Lemma 3.3. Let 0 < m < L. If δ ∈ (0, 1) and α > max(α − , 0), then γ ⋆ defined by (3.11) satisfies 0 < γ ⋆ < ρ 2 ⋆ .
(1) When α > α − , we have ρ ⋆ = 1 − αm(1 − δ) < κ − 1 κ + 1 + δ, and this inequality is equivalent to γ ⋆ > 0.
(2) By definition of γ ⋆ , we have γ ⋆ < ρ 2 ⋆ if and only if
If δ > 0, then this inequality is clearly true, since the smallest possible value of ρ ⋆ = ρ GD (δ) over α > 0 is given by (1.9).
Finally, we show that ∂ t F (0, λ ⋆ , γ ⋆ ) ≤ 0. Referring to (3.9), observe that
⋆ , which is a calculation using λ ⋆ δ 2 = 2 − α(L + m).
Lemma 3.4. Let 0 < m < L and δ ∈ (0, 1). If α > α − (m, L, δ) and
Proof. According to Lemma 3.3 we have γ ⋆ > 0, so after dividing ∂ t F by 2γ ⋆ it suffices to show that (αL − 1)((2 + λ ⋆ (1 − δ 2 ))(1 − αm) − γ ⋆ ) − λ ⋆ ρ 2 ⋆ ≤ 0 Furthermore, (αL − 1)γ ⋆ ≥ 0 and ρ ⋆ ≥ 1 − αm, so after dropping the term (αL − 1)γ ⋆ and dividing by 1 − αm it suffices to show that f (α) = λ ⋆ ρ ⋆ − (αL − 1)(2 + λ ⋆ (1 − δ 2 )) ≥ 0, where ρ ⋆ , λ ⋆ , γ ⋆ are implicitly functions of α. A computation shows that f (2/((1 + δ)L + (1 − δ)m)) = 2(κ − 1)((1 + δ)κ − (1 − δ)) ((1 + δ)κ + (1 − δ)) 2 > 0 for m < L. Furthermore, f is quadratic in α, and Since the first quantity is negative and the second is positive, it is clear that f (α) is also positive for α ≤ 2/((1 + δ)L + (1 − δ)m).
We now finish the proof of Proposition 1.3.
Proof of Proposition 1.3. We can assume that α > max(α − , 0), since Lemma 3.2 applies if 0 < α ≤ α − . Thus we have λ ⋆ ∈ 0, 2/δ 2 , γ ⋆ ∈ 0, ρ 2 ⋆ according to Lemma 3.3. Next, Lemma 3.4 shows that F (±ρ ⋆ , ρ ⋆ , λ ⋆ , γ ⋆ ) ≥ 0 for both choices of sign. Furthermore, the ρ ⋆ -minimal stability of (A, B 2 , M(δ, λ ⋆ )) follows from Lemmas 2.9 and 2.12. Consequently, Theorem 1 shows that (A, B 2 , M(δ, λ ⋆ )) is ρ ⋆ -hyperstable, and it remains to appeal to Lemma 2.10.
