Abstract. We will study the inverse scattering problem for the Navier equation in elasticity with live loads. We give the definition of a Born approximation of the load from backscattering data. We will see that in 2D, for non-smooth load matrices the main singularities of the matrices are in fact contained in their Born approximations. The singularities are measured in the scale of Sobolev spaces.
Introduction and statement of results
We consider Q to be a square matrix (q ij (x)) of order n such that, each component q ij (x) is compactly supported and belongs to L r (R n ) for some r to be determined later. This Q is assumed to be the matrix of an unknown linear load inside a known homogeneous and isotropic elastic solid. We will try to get information on its coe cients, hence to recover information on parameters inside the unknown perturbation. We obtain partial information on the most singular part of the matrix by defining an appropriate Born approximation based upon the scattering data.
The loaded system is governed by the equation (1) ⇤ u(x) + ! 2 u(x) = Q(x)u(x), !>0, x 2 R n , n 2, where u, the displacement vector, is a vector-valued function from R n to C n and, (2) ⇤ u(x) = µ Iu(x) + ( + µ)rdiv u(x), with I denoting the diagonal matrix with the Laplace operator on the diagonal.
The constants and µ are known as the Lamé constants. Throughout this paper we will assume that µ > 0 and 2µ + > 0 so that the operator ⇤ is strongly elliptic and, we will denote by k p and k s the speed of propagation of longitudinal waves (p-waves) and transverse waves (s-waves) respectively, which are given by (3) k 2 p = ! 2 (2µ + ) and
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We introduce the spectral Navier operator for linear elasticity in a homogeneous and isotropic material
Lu(x) = ⇤ u(x) + ! 2 u(x), !>0, x 2 R n , n 2, where ⇤ is given in (2) .
It is well known that in a domain of R n , any solution u of the homogeneous spectral Navier equation We have that u p and u s are solutions of the vectorial homogeneous Helmholtz equations
If u is a solution of ⇤ u(x) + ! 2 u(x) = 0 in an exterior domain we say that u satisfies the outgoing Kupradze radiation conditions whenever u p and u s satisfy the corresponding outgoing Sommerfeld radiation conditions, that is, whenever
If u is an entire solution (i.e. a solution in the whole R n ) of the homogeneous equation given in (4) satisfying the outgoing Kupradze radiation conditions then u = 0 (see [8] for the three-dimensional case).
As a consequence, for a compactly supported vector-valued function f , if there exists a solution u of the Navier equation
satisfying the outgoing Kupradze radiation conditions (7) and (8), where u p and u s are given by (6) o↵ the support of f , then the solution is unique.
Similar statements hold true for the incoming Kupradze radiation conditions
Equation (9) and conditions (7) and (8) are genuine vectorial versions of the scalar Helmholtz equation, given by
and the outgoing Sommerfeld radiation condition
Any solution u of (1) such that
where u i , the incident wave, is a solution of the homogeneous Lamé-Navier equation given in (4), and v, the scattered solution, satisfies the the outgoing Kupradze radiation conditions (7) and (8), will be called a scattering solution for the Lamé equation.
We will always consider incident plane waves either transverse plane waves (plane s-waves) u s i (x) = e iks'·x ✓ with polarization vector ' 2 S n 1 orthogonal to the wave direction ✓ 2 S n 1 or, longitudinal plane waves (plane p-waves)
We use the so called limiting absorption principles to construct the scattered solutions v p (x; !, ✓) and v s (x; !, ✓, '), corresponding to incident plane p-waves and incident plane s-waves respectively, for su ciently high energy. We require the high energy condition because we do not assume any symmetry on Q, even more, it could be a complex matrix. Even in the scalar case (Schrödinger equation) for complex potentials (non self-adjoint operators) the uniqueness of the scattered solution cannot be obtained for small frequencies (see [9] ).
Since v p and v s satisfy (4) o↵ the support of Q, we can perform the decomposition given in (5) of both solutions. From the asymptotic expressions of these decompositions we define di↵erent scattering amplitudes, which will depend on the corresponding parameters, namely v When studying the recovery of the load Q, one expects to obtain it from high energy limits of scattering data. This was the case for the Schrödinger equation, the scalar analogous of (1), see [11] and [10] . Nevertheless in the case of Lamé system only in very special cases, namely either assuming Q = q(x)I or k p = k s (see [?] ), the recovery from high energy limits works for (1) . It is then natural to define a Born approximation of Q from partial knowledge of the scattering data. In a previous work [?] we studied the case of fixed angle scattering data.
In this work we define a Born approximation Q b constructed by using the set of backscattering data, which are given by the scattering amplitude with ✓ = ⇣, for any wave direction ✓ and any polarization vector ' in the incident plane waves. We prove that this approximation allows us to reconstruct the main singularities of the matrix Q(x) in the 2D case, where the singularities are measured in Sobolev scales (see (13) below).
In section 2 we introduce the scattering solutions and define the Born approximation for backscattering data, we recall the limiting absorption principles collected in [3] ; we write the actual potential as a Neuman-Born series in term of the resolvent and control the Sobolev norm of the general term in the series.The quadratic term in the Neuman-Born series has to be treated independently , hence we write it in terms of some operator which will be studied in sections 3 and 4, this operators are interesting by themselves. The case kp = ks (vectorial Schrödinger equation) can be reduced to the scalar case and it was studied in several works (see []) hence we avoid this special case. We include an appendix with several calculations needed in sections 3 and 4.
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Notation. We denote by ⇤ s the fractional di↵erentiation operator
where F denotes the Fourier transform and h⇠i
We use the Sobolev spaces
and the weighted Sobolev spaces
where
For each Banach function space B appearing in this paper we will consider the vector-valued version B of functions with values in C n whose norm is defined by replacing accordingly the complex modulus by the norm in C n .
The scattering amplitudes and the Born approximation of Q
To define the scattering amplitudes for solutions of (9) we introduce the Leray's projection operator I R, where I denotes the identity matrix of order n and R is the operator acting on vector fields as a matrix
where R j is the Riesz transform given by R j g(x) = c n p.v.
Via the Fourier transform we have
, where ⇧ ⇠/|⇠| denotes the orthogonal projection on the line defined by ⇠.
We can generate solutions of equation (9) from the following limiting absorption principle.
Then the weak limit absorption principle for the operator ⇤ holds in the space L p (R n ) for outgoing Kupradze radiation conditions, that is, for f 2 L p (R n ) the weak limit
and is a weak solution of the equation (9) satisfying
is the unique solution of (9) satisfying the outgoing Kupradze radiation conditions given in (7) and (8).
We will refer to u as the outgoing solution.
Moreover, we have the representation (Helmholtz decomposition)
where for k > 0 and g 2 L p (R n ), the weak limit
is a solution of the Helmholtz equation given in (10).
Given f 2 C 1 0 (R n ) we can write o↵ the support of f the outgoing solution of (9) as u = u p + u s with u p and u s given in (6) . One can check that u p and u s satisfy the following vectorial Helmholtz equations (see the proof of Th. 1.1 in [3] )
Since the right hand sides of these equations are vector fields in C 1 0 (R n ) and u p and u s satisfy the corresponding outgoing Sommerfeld radiation conditions for these Helmholtz equations, we have the following asymptotic expansions
where u p,1 and u s,1 are known as the longitudinal and transverse scattering amplitudes of u respectively. These can be written as
Definition 2.2. Let u be an outgoing solution of the Lamé equation (9) . For f 2 L p (R n ) with 1  p < 2(n + 1)/(n + 3), we define the longitudinal scattering amplitude of u as
and the transverse scattering amplitude of u as
we have that
These expressions show the necessity of considering f 2 L p (R n ) with 1  p < 2(n + 1)/(n + 3) in Definition 2.2, because the restriction of the Fourier transform b f to a sphere is well defined just for p in this range of values (see [15] ).
Remark 2.5. In the particular case µ + = 0 the Navier equation given in (9) is actually the vectorial Helmholtz equation Iu + k 2 s u = f /µ. Observe that in this case k p = k s and,
Let us observe that the scattered solution v = v(·; !, u i ) satisfies the following equation:
If we apply the outgoing resolvent R(! 2 + i0) we get an integral equation
This can be solved by a Neuman series in the case of high energy,
We have the following existence result which can be seen in [?] Proposition 2.6. Let Q(x) = (q ij (x)) be a square matrix of order n such that each component q ij (x) is compactly supported and belongs to L r (R n ) with r > n/2 and n 2, and set t = min{(n + 1)/2, r}. Then, there exist
Under the conditions of Proposition 2.6, we have that Qu i + Qv 2 L p (R n ) for some p in the interval [1, 2(n + 1)/(n + 3)) , and therefore, we can define longitudinal and transverse scattering amplitudes for v, the solution of the Navier equation given in (22).
If we consider an incident plain p-wave u p i (x) = e ikp✓·x ✓ with ✓ 2 S n 1 , the Helmholtz decomposition given in (15) and formulae (20) and (21) gives us a longitudinal scattering amplitude (p ! p scattering data)
and a transverse scattering amplitude (p ! s scattering data)
where x/|x| = ⇣ and v p (·; !, ✓) is the scattered solution which satisfies the integral equation
✓·(·) ✓)
If we consider as the incident wave a plane s-wave, u i (x) = e iks✓·x ' where ✓ and ' are unitary orthogonal vectors, we have as longitudinal scattering amplitude (s ! p scattering data)
and as transverse scattering amplitude (s ! s scattering data)
where now v s (·; !, ✓, ') is the scattered solution satisfying the integral equation
Observe that the identities given above hold whenever ! > ! 0 , since this condition is needed to guarantee the existence of the scattered solutions (see Proposition 2.6).
2.1.
Born approximation for backscattering data. The realization ⇣ = ✓ produces polar coordinates in the Fourier transform variable with radius proportional to the frequency !. It is convenient to show every appearance of ! in k p and k s .
If we take ⇣ = ✓, and we assume that ! is su ciently large (> M to be choosen) Changing ! to p 2µ + ! in (26) and we change ! to 2(
where term v p 1 (✓, !), depending only on backscattering data is given by
, and the error is given by
with v p ( p 2µ + !, ✓, ·) being the scattered solution of the integral equation (28).
and
and the parameters are defined as (37)
Similarly, from (29) and (30) we get
and the error is given by
, ✓, ', ·) being the scattered solution of the equation (31) 
and v s (! p µ, ✓, ', ·) being the solution of the integral equation
and the parameters are (43)
n 1 fixed, we consider n 1 unitary vectors orthogonal to ✓ and we denote them by ✓ ? with`= 2, . . . , n. Since the set { ✓, ✓ ? 2 , . . . , ✓ ? n } is an ortonormal base of R n , we can write e j = c
n , where c 1j = c 1j (✓) = e j · ✓ and c`j = c`j(✓) = e j · ✓ ? for`= 2, . . . , n. With this notation, we have that
Using (32) and (38) we obtain
By taking the inverse Fourier transform in polar coordinates in (44) we have
We define the Born approximation from backscattering of the potential Q as a matrix Q b such that, for each element of the canonical base of R n , e j = (0, . . . , 1, . . . , 0), Q b e j is the vector-valued function from R n to C n given in (48).
2.2.
Recovery of singularities. In this subsection we will see under which conditions the main singularities of the potential Q are recovered from its Born backscattering approximation, that is, we want to prove that Q b contains all the singularities of Q. To do this, since Q = Q b + (Q Q b ), we assume that Q 2 H ↵0 for a certain s↵ 0 , and we want to prove that Q Q b 2 H s for certain > ↵ 0 . The goal will be achieved by expanding the errors in (49) by using the NeumannBorn series of the solutions of the corresponding integral equations (28) and (31) (35), (36), (41) and (42).
Writing Q = (q ij ) and Q b = ((q b ) ij ) , from (47), we have that
and therefore, to prove that Q Q b 2 H ↵ it is enough to prove that E b e j 2 H ↵ for each j = 1, . . . , n.
From (34) and (40) we can write
These terms are given by
Therefore, to prove that E b e j 2 H ↵ it is enough to prove that the corresponding terms E p a e j 2 H ↵ and E s a,`e j 2 H ↵ for a = p and a = s, and for each`= 2, . . . , n.
We write the H ↵ -norm in term of the polar coordinates in the Fourier transform side to see that for a = p, s
Inserting identities (50)- (53) and using the fact that |c 1j | = |e j · ✓|  1 and |⇧ ⇣ v|  |v|, we reduce to estimate the integrals (a = s, p)
and (57)
From (28) or (36) we take the Neumann-Born series solution and we obtain a = p, s
where (the index k denotes the number of repetitions of Q)
We also have
Therefore we can reduce to give appropriate bounds for k = 2, ... and a = s, p of
We start by giving an estimates of the above integrals for k = 3, ... as was done in [?] and [13] by using estimates for the resolvent in H ↵ .
Proposition 2.8. Assume that Q 2 H , then there exists a > 0 kQ s a,k,`k 2
Proof. We recall the following estimates for the resolvent ( see [?] and [3] ):
We recall identity (15) (see identity (58) in [3] ), that relates the resolvent for the Navier operator and the resolvent for the Laplace operator. ⇤
The quadratic term has to be treated independently and we prove the estimate in the two dimensional case in sections 3 and 4.
For f in the appropriate space we have that
Using this identity in (59) we can write On the other hand, to prove that a vector-valued function belongs to H s is equivalent to prove that each component of the function belongs to H s . And therefore, our problem can be reduced to prove that certain scalar-valued functions, that we will denote by T b ac and we will define below, belong to H s .
Given a, b, c 2 R and f, g scalar-valued functions we define another scalar-valued functions T Using the definition of R given in (??) and writing Q = (q i,j ), since ✓ 2 S n 1 , we have that to prove that A pp p,2 2 H s is equivalent to prove that T 1 11 (q i,j , R k R`qĩ ,j ) 2 H s for i, j, k,`,ĩ,j 2 {1, . . . , n}. Similarly, to prove that B pp p,2 2 H s is equivalent to prove that T 1 K1 (q i,j , (I R k R`)qĩ ,j ) 2 H s , for i, j, k,`,ĩ,j 2 {1, . . . , n}.
In the same way as the study of the error E p p e j leads us to the study of the functions T b ac (f, g) defined in (63), for certain values of the parameters a, b, c, f and g, the study of the error E p s e j defined in (??), and the errors E s a,`e j with a = p, a = s, and`= 2, . . . , n defined in (??), will lead us to the study of the same functions but for di↵erent values of the parameters a, b, c, f and g. The accompanying table contains all the values of the parameters a, b and c that appear in each case. The following proposition express T b ac as the sum of a principal value and an integral over a sphere.
