Abstract We describe a method for computing an atlas for the stable or unstable manifold attached to an equilibrium point, and implement the method for the saddle-focus libration points of the planar equilateral restricted four body problem. We employ the method at the maximally symmetric case of equal masses, where we compute atlases for both the stable and unstable manifolds. The resulting atlases are comprised of thousands of individual chart maps, with each chart represented by a two variable Taylor polynomial. Post-processing the atlas data yields approximate intersections of the invariant manifolds, which we refine via a shooting method for an appropriate two point boundary value problem. Finally we apply numerical continuation to the BVPs. This breaks the symmetries and leads to connecting orbits for some non-equal values of the primary masses.
Introduction
Illuminating studies by Darwin, Strömgren, and Moulton in the first decades of the Twentieth Century established the importance of numerical calculations in the qualitative theory of Hamiltonian systems [1] , [2] , [3] . In particular their work gave new insights into the orbit structure of the circular restricted three body problem (CRTBP), a problem already immortalized by Poincaré. Interest in the CRTBP spiked again in the 1960's with the inauguration of the space race, and a number of authors including Szebehely, Nacozy, and Flandern [4] , [5] harnessed the newly available power of digital computing to settle some questions raised by Strömgren. The interested reader will find a delightful retelling of this story, and many further references, in the book of Szebhely [6] .
Motivated by the works just mentioned, Henrard proved in 1973 a theorem settling a conjecture of Strömgren about the role of asymptotic orbits. More precisely, Henrard showed that the existence of a transverse homoclinic for a saddle focus-equilibrium in a two freedom Hamiltonian system implies the existence of a tube of periodic orbits -parameterized by energy -accumulating to the homoclinic [7] . In the same paper he showed that the period of the orbits goes to infinity, and their stability changes infinitely many times, as they accumulate to the homoclinic. This phenomena was christened the blue sky catastrophe by Abraham [8] , and has been studied by a number of authors including L.P. Shilnikov, A.L. Shilnikov, and Turaev [9] , Devaney [10] .
In 1976 it was further shown by Devaney that such a transverse homoclinic -again for a saddle-focus in a two freedom Hamiltonian system -implies the existence of chaotic dynamics in the energy level of the equilibrium [11] . See also the works of Lerman [12] , [13] . Such theorems should be thought of as Hamiltonian versions of the homoclinic bifurcations studied by Shilńikov [14] , [15] , [16] . Taken together the results cited so far paint a vivid picture of the rich dynamics associated with a Hamiltonian saddle-focus, as soon as there is a transverse homoclinic connection.
The present study concerns assymptotic orbits in the planar equilateral restricted four body problem, henceforth referred to as the circular restricted four body problem (CRFBP). The problem has a rich literature dating at least back to the work of Pedersen [17] , [18] . Detailed numerical studies of the equilibrium set, as well as the planar and spatial Hill's regions are found in the studies by Simó [19] , by Baltagiannis and Papadakis [20] , and byÁlvarez-Ramíerz and Vidal [21] . Mathematically rigorous theorems about the equilibrium set and its bifurcations are proven by Leandro and Barros in [22] , [23] , [24] (with computer assistance). They show that for any mass parameter values there are always 8, 9, or 10 equilibrium solutions with 6 outside the equilateral triangle formed by the primary bodies (see Figure 1) .
Fundamental families of periodic orbits are considered by Papadakis in [25] , [26] , and by Burgos-García, Bengochea, and Delgado in [27] , [28] . A study by Burgos-García, Lessard, and Mireles James proves the existence of a number of spatial periodic orbits for the CRFBP [29] (again with computer assistance). An associated Hill's problem is derived and its periodic orbits are studied by Burgos-García and Gidea in [30] , [31] .
Regularization of collisions are studied byÁlvarez-Ramírez, Delgado, and Vidal in [32] . Chaotic motions were studied numerically by Gidea and Burgos in [33] , and byÁlvarez-Ramírez and Barrabés in [34] . Perturbative proofs of the existence of chaotic motions are found in the work of She, Cheng and Li [35] , [36] , [37] , and also in the work of Alvarez-Ramírez, Garcá, Palacián, and Yanguas [38] . Blue sky catastrophes in the CRFBP were previously studied by Burgos-García and Delgado in [39] , and by Kepley and Mireles James in [40] . This last reference develops (computer assisted) methods of proof for verifying the hypotheses of the theorems of Hernard and Devaney.
The techniques developed in the present work allow us to find and classify homoclinic orbits. We begin by choosing a saddle focus libration point, and use the parameterization method of Cabré, Fontich, and de la Llave to compute a chart for the stable or unstable manifold in a neighborhood of the equilibrium [41] , [42] , [43] . Then we implement the analytic continuation scheme for local invariant manifolds developed by Kepley, Kalies, and Mireles James in [44] , where it was applied to some two dimensional manifolds in the Lorenz system. We adapt this scheme for the CRFBP, computing atlases for local stable/unstable manifolds. We focus on the maximally symmetric case of equal masses, which we refer to as the triple Copenhagen problem. The symmetries reduce the complexity of the computations by a factor of 3. The resulting atlases are comprised of thousands of polynomial chart maps, and describe the invariant manifold far from the libration point.
Next, we search the atlases for approximate intersections. When a potential intersection is located, we refine the approximation using a Newton scheme for a two point boundary value problem as in the classical work of Doedel, Friedman, and Kunin [45] , [46] . Since our method also rules out connections when none are found, we build in this way a kind of alphabet of connecting orbits ordered by time of flight, and whose geometric complexity is measured in terms of winding about the primaries.
The invariant manifold patches are represented via high order polynomial approximation, using computations which exploit automatic formal series manipulations. The algorithms for growing the atlases utilize adaptive subdivision routines, and often result in a large number of charts: say tens of thousands in just a few minutes of computation time. Such computations are especially expensive in terms in terms of memory usage. Then it would be impractical to recompute the atlases for a large number of parameter values, at least given the resources of the present study; namely laptop/desktop computers running single threads.
Instead, after computing an ensemble of connecting orbits for the triple Copenhagen problem we apply numerical continuation to the boundary value problem describing the homoclinics. That is, we use the connections found for the equal mass case as a jumping off point for exploring nearby -but non-symmetric -mass parameters. Continuation of the connecting orbits is much more efficient than continuing the higher dimensional invariant manifold atlases.
As is well known, the bifurcation structure of the homoclinic continuation problem in the Hamiltonian setting is rich. We do not attempt automatic tracking of new branches, nor do we follow folds. A more systematic study of the branching would make an excellent topic for future study, perhaps by combining our invariant manifold atlas data with powerful continuation software like AUTO [47] . In the present work, when the homo- The three primary bodies with masses m 1 , m 2 , and m 3 are arranged in an equilateral triangle configuration of Lagrange, which is a relative equilibrium solution of the three body problem. After transforming to a co-rotating frame, we consider the motion of a fourth massless body. The equations of motion have 8, 9, or 10 equilibrium solutions (libration points) denoted by L j for 0 ≤ j ≤ 9. The number of libration points, and their stability, vary depending on m 1 , m 2 , and m 3 . The points L 0,4,5,6 have saddle focus stability for some values of the masses. The other libration points have either saddle × center or center × center stability type for all values of the masses.
Fig. 2
Zero velocity curves for the triple Copenhagen problem: Fixing a value of the Jacobi constant and setting velocity equal in Equation (4) implicitly defines the zero velocity curves in the phase space of the CRFBP. An orbit which reaches one of these curves arrives with zero velocity, and hence turns around immediately. These define natural boundaries which which orbits at a given energy level may not cross. Left: the zero velocity curves associated with the energy levels of L 1,2,3 (top left) L 0 (top right), L 4,5,6 (bottom left), and L 7, 8, 9 . Right: a typical orbit confined inside the region formed by the zero velocity curves.
clinic continuation algorithm fails we abandon the branch, though we also have the option to rerun the atlas computation from scratch.
Saddle focus equilibrium solutions of the equilateral CRFBP
In this section we review well known results about the set of equilibrium solutions in the CRFBP, focusing on material which informs the calculations carried out in the remainder of the work. We are especially interested in the number and location of saddle-foci, and in how these depend on the mass ratios. First we recall the mathematical formulation of the problem, and some of its elementary properties. have saddle-focus stability. Orbits are shown accumulating to the libration points in forward/backward time (green/red respectively). L 4, 5, 6, 7, 8, 9 have saddle × center stability. In this case each libration point has an attached center manifold foliated by periodic orbits -the so called planar Lyapunov orbits. We make no systematic study the Lyapunov orbits in the present work, and only remark that they appear to organize some of the homoclinic orbits in the discussion to follow. Right: closeup on the inner libration points and their invariant manifolds.
The planar equilateral circular restricted four body problem
Consider three particles with masses 0 < m 3 ≤ m 2 ≤ m 1 < 1, normalized so that
These massive particles are referred to as "the primaries". Suppose that the primaries are located at the vertices of a planar equilateral triangle, rotating with constant angular velocity. That is, we assume that the three massive bodies are in the triangular configuration of Lagrange. We choose a co-rotating coordinate frame which puts the triangle in the xy plane and fixes the center of mass at the origin. We orient the triangle so that the first primary is on the negative x-axis, the second most massive body is in the lower right quadrant, and the smallest body is in the upper right quadrant. Once in co-rotating coordinates we are interested in the dynamics of a fourth, massless particle p with coordinates (x, y) moving in the gravitational field of the primaries. The situation is illustrated in Figure 1 . We write (x 1 , y 1 ), (x 2 , y 2 ) and (x 3 , y 3 ) to denote the locations of the primary masses. Let
Taking into account the normalizations discussed above, the precise positions of the primary bodies are given by the formulas
Define the potential function
where
and let x = (x,ẋ, y,ẏ) ∈ R 4 denote the state of the system. The equations of motion in the rotating frame are
The system conserves the quantity
which is called the Jacobi integral. Note that E is smooth -in fact real analytic -away from the primaries. The zero velocity curves are defined by fixing a value of the energy and settingẋ,ẏ to zero. These curves are useful for understanding the structure of the phase space and are illustrated in Figure 2 .
As mentioned in the introduction, the CRFBP has exactly 8, 9 or 10 equilibrium solution depending on the values of the mass parameters m 1 , m 2 , and m 3 . The equilibria are referred to as libration points in the dynamical astronomy literature, and we denote them by L j for 0 ≤ j ≤ 9. A typical configuration of these libration points is illustrated in Figure 1 , which also illustrates out naming convention. In the present work we are interested in the linear stability of the libration points, and especially in mass ratios where L j with j = 0, 4, 5, 6 are saddle-focus equilibria. We note that for all values of the masses, L j with j = 1, 2, 3, 7, 8, 9 have either saddle × center, or center × center stability depending on the values of the msses. The local invariant manifolds attached to all ten libration points are illustrated in Figure 3 , for the case of equal masses.
Saddle foci in parameter space
The CRFBP admits as many as four and as few as zero saddle focus equilibrium points, depending on the mass ratios. We now consider briefly what happens in between these extremes as the masses are varied. The problem is normalized so that m 1 + m 2 + m 3 = 1, with m 3 ≤ m 2 ≤ m 1 , so we have that m 1 ∈ [1/3, 1], m 2 ∈ [0, 1/2] and m 3 ∈ [0, 1/3]. Considering the 2-simplex in R 3 satisfying these constraints, we see that when m 1 ∈ [1/3, 1/2] we have
In either case, once we choose m 1 and m 3 , the value of m 2 is determined by
The question is, how does the stability of the libration points depend on the mass ratio? We address the question, for each of the points points L 0,4,5,6 as follows. Beginning with the case of equal masses m 1 = m 2 = m 3 = 1/3, we numerically continue the equilibria to the opposite boundary of the parameter simplex at m 3 = 0. Throughout the computation we track the stability of the libration points. We label a parameter point with a black dot whenever the stability is of saddle-focus type. The results are summarized in Figure 4 . We refer to the curve in the parameter simplex where the stability changes as the Routh-Gascheau curve.
Roughly speaking, we see that when 1 /3 ≤ m 1 ≤ 0.42 the libration point L 0 is a saddle focus for all allowable values of m 2 , m 3 . When m 1 > 4.3 the libration point L 0 is no longer a saddle, no matter the values of m 2 , m 3 . The points L 4,6 on the other hand have saddle focus stability for most parameter values, and only bifurcate after m 1 > 0.95 (with L 6 a little more robust than L 4 except when m 2 = m 3 ). The libration point L 5 is the most robust. It maintains saddle focus stability until m 1 ≈ 0.99. For m 1 > 0.995 there are no more saddle foci at all. By reading parameter values off of the frames in Figure 4 we can arrange that the CRFBPs has 1, 2, 3 or 4 saddle focus equilibria. In the sequel we are interested in homoclinic connections for such parameters. In each frame a parameter pair is marked with a black or red dot if the libration point L 0,4,5,6 is determined to be a saddle focus. The top left figure reports the results for L 0 , the top right for L 4, 6 and the bottom frame is L 5 . In each case the inlay zooms in on the Routh-Gascheau bifurcation curve. Note that these bifurcation curves are nonlinear, and that in the top right results for L 4 are black and results for L 6 are red.
2.3 Two ways to formulate a connecting orbit: phase space geometry and boundary value problems There are two standard ways to think about connecting orbits and -while they are completely equivalent from a mathematical point of view -in practice they have different advantages and disadvantages. In the following let f : R n → R n denote a smooth vector field and let x 0 ∈ R n be an equilibrium solution for f . We write W s (x 0 ) and W u (x 0 ) to denote respectively the stable and unstable manifolds attached to x 0 .
for all t ∈ R, and satisfies the asymptotic boundary conditions lim t→±∞ x(t) = x 0 , then we say that x is a homoclinic connecting orbit for x 0 .
and x = orbit(x) denotes the orbit which passes throughx, then x is a homoclinic connecting orbit for x 0 . If the intersection of the manifolds is transverse then we say that x is a transverse homoclinic connection. The analytic definition is recast as a finite time boundary value problem by projecting the boundary conditions onto local stable/unstable manifolds. So if P, Q are parameterizations of the local unstable and stable manifolds respectively then we look for T > 0 and x : [0, T ] → R n , so that x solves the differential equation subject to the boundary conditions x(0) ∈ image(P ), and x(T ) ∈ image(Q).
In applications one frequently replacec P and Q by their linear approximations. In the Section 3 we discuss an approach called the parameterization method for computing high order polynomials approximation of the local charts P, Q. The geometric and analytic approaches are illustrated in the left and right frames of Figure  5 respectively.
Remark 1 (Relative strengths and weaknesses)
The great advantage of the analytic formulation is that, since it is equivalent to a two point boundary value problem, we can utilize the Newton-Method to find very accurate solutions -often on the order of machine precision. The formulation as a boundary value problem also lends itself to numerical continuation schemes, which are very useful for exploring the parameter space. The disadvantages are twofold. First, in this formulation it is necessary to begin the Newton iteration with a fairly good approximate solution and this raises the question where do the approximate solutions come from? Second, it is difficult to rule out solutions using the BVP approach. In the geometric approach there is no need to make a guess. Instead, one moves along the stable and unstable manifolds, and identifies connections by locating intersections in phase space. At the same time, the geometric approach allows one to rule out connecting orbits by showing that a particular region of phase space does not contain any intersections. The difficulty with the geometric perspective is that it provides information only as good as our knowledge of the embeddings of the stable/unstable manifolds. Computing embeddings of invariant manifolds is challenging, and methods tend to decrease in accuracy the farther from the equilibrium they are applied.
The important point, from the perspective of the present work, is that these two approaches complement one another. The geometric formulation is good for locating and ruling out connections. The analytic formulation is good for refining approximations and for continuation with respect to various parameters. This suggests the approach of the present work: namely that we use the two formulations in concert, playing the strengths of one against the weaknesses of the other as a propriate.
Numerical computation of the stable/unstable manifolds
The results of Section 2.2 show that for most parameter values, the CRFBP has between three and four saddle focus equilibrium points. For a given saddle-focus equilibrium at fixed values of the mass parameters, we compute the invariant manifolds in two steps. First we find a high order expansion of an initial local chart containing the equilibrium solution. Then we use a high order Taylor integration scheme to advect the boundary of the initial chart one subarc at a time. The second step is repeated until a certain integration time has been reached, or until some error tolerance has been exceeded. Along the way it is sometimes necessary to subdivide boundary arcs in order to manage the truncation errors.
Our computation of the initial chart employs the parameterization method, which is reviewed in Section 3.1. Advection of the boundary uses a Taylor integration scheme similar to the one developed in [44] , but adapted to the problem at hand. Both procedures exploit differential-algebraic manipulations of formal power series, and these manipulations are delicate due to the presence of the minus two thirds power in the nonlinearity of the CRFBP vector field.
One technique for manipulating power series of several complex variables involves automatic differentiation combined with the radial-gradient. This procedure is developed in [48] , and is reviewed in Appendix B. Another technique involves appending additional variables and equations to the problem, so that the enlarged field is polynomial and equivalent to the original CRFBP on a certain sub-manifold. This option is discussed at length for the CRFBP in [40] . See also [49] , and [50] .
Parameterization method for the local invariant manifold
We now review the parameterization method for a stable/unstable manifold attached to a saddle focus equilibrium in R 4 . Much more general treatment of the parameterization method is found in [41] , [42] , [43] . See also the book of [48] . Let x 0 ∈ R 4 denote a saddle focus equilibrium point,
with α, β > 0 denote the stable eigenvalues, and ξ 1,2 ∈ C 4 denote an associated choice of complex conjugate eigenvectors. Since the eigenvalues are complex, it is convenient to look for a complex parameterization of a local stable manifold. The idea of the parameterization method is to study the infinitesimal conjugacy given by the equation
where z = (z 1 , z 2 ) T , and
Equation (5) is subject to the first order constraints
Note that
is the push forward of the linear vector field by P . The geometric meaning of Equation (5) is illustrated in Figure 6 . Let
denote the unit complex poly-disk, and Φ denote the flow generated by f . Any P satisfying Equation (5) on D 2 also satisfies the flow conjugacy on
P :
Geometric interpretation of the parameterization method for differential equations: Equation (5) requires that the push forward of the vector field Λ by P matches the vector field f on the image of P . A function satisfying this equation is a parameterization of a local stable manifold.
In particular, if P satisfies both Equation (5) and the constraints of Equation (6), then for any (
. Combining this with the fact that the image of P contains x 0 and is tangent to the stable eigenspace at x 0 we see that P parameterizes a local stable manifold for x 0 . Moreover we recover the dynamics on the manifold through the conjugacy.
When the vector field f is analytic near x 0 then W s (x 0 ) is an analytic manifold, and it makes sense to look for an analytic chart of the form
with p m,n ∈ C 4 for all m, n ∈ N. Since we are interested in the real image of the chart we look for a solution of Equation (5) with
for all |z| < 1. This is achieved as soon as the power series coefficients of the solution satisfy
for all (m, n) ∈ N 2 . The real parameterizationP : B → R 4 is recovered using complex conjugate variables
Elementary proofs of the facts discussed in this section are found for example in [40] .
3.2 Power series solution of Equation (5) We describe three methods for computing the power series coefficients of an analytic solution of the invariance equation given in Section 3.1. Combining these methods leads to very efficient numerical methods.
Solution by power matching
Plugging the unknown power series expansion for P into Equation (5) leads to
It is shown in [41] (see also the discussion in [48] ) that when we match like powers and isolate p m,n we are led to an expression of the form
where R(P ) m,n depends in a nonlinear way on coefficients p j,k with 0 ≤ j + k < m + n. Isolating the variable p m,n on the left leads to the homological equations
Remark 2 (The formal solution is well defined) . Observe that Equation (9) is linear in p m,n and has a unique solution as long as mλ 1 + nλ 2 is not an eigenvalue of Df (x 0 ). But λ 2 = λ 1 , and since any remaining eigenvalues are assumed to be unstable, we have that mλ 1 + nλ 2 is never an eigenvalue of Df (x 0 ). Hence the matrix on the left hand side of the homological equation (9) is invertible for all m + n ≥ 2. Given any first order data as in the constraint Equations (6), the homological equations are uniquely solvable to all orders and the corresponding formal series solution of Equation (5) is well defined. Since the Taylor coefficient p m,n are uniquely determined by the homological equations (9), it follows that the formal series solution is unique up to the choice of the scalings of the eigenvectors in Equation (6) . Solving the homological equations recursively to order N ≥ 2 provides a polynomial chart P N which approximately parameterizes the local stable manifold.
Remark 3 (Reality of the parameterization) Taking complex conjugates in the homological equations (9) shows that the coefficients p m,n have the symmetry of Equation (8).
A Newton scheme
A quadratic convergence scheme for Equation (5) is obtained as follows. Define the nonlinear operator
where f is the CRFBP vector field, and note that a zero of Ψ is a solution of Equation (5). Moreover we note that, at least formally, the Fréchet derivative is given by
In fact this is the correct Fréchet derivative of Ψ when for example we consider Ψ defined on a Banach space of analytic functions, see [41] , [43] , and [51] .
Choose P 0 an approximate zero of Ψ , and define the sequence
where ∆ n is the formal series solution of the linear equation
If P 0 is a good enough approximate solution of Equation (5) we expect P n to converge quadratically to a zero of Ψ . The linear operator DΨ [P ] non-constant coefficient, and Equation (10) may be solved recursively via the following power matching scheme. Let
and
Here ∆ m,n , q m,n ∈ C 4 , and A mn are 4 × 4 complex valued matrices for all (m, n) ∈ N 2 . Plugging these series expansions into Equation (10) leads to
or, upon matching like powers,
for all m + n ≥ 2. Extracting terms of order (m, n) from the sum leads to
Note that A 0,0 = Dg(0) = Df (x 0 ), so that upon arranging the terms we have that the ∆ m,n solve the linear equations
for m + n ≥ 2. Since the right hand side of this equation is exactly the right hand side appearing in the homological equations (9) of Section 3.2.1, arguing as in Remarks ?? and 3 shows that Equations of (11) are uniquely solvable for all m + n ≥ 2 just as before, and that the resulting power series coefficients have the desired symmetry. Then this Newton scheme is well defined on the space of formal power series.
A pseudo-Newton scheme
While the Newton scheme of the previous section converges rapidly (in the sense of the number of necessary iterations), solving the required non-constant coefficient linear equations are expensive. In this case we the overall computation is sometimes slow because of the cost of computing the individual corrections. The iterations can be speed up as follows. Noting that
we define a new iterative scheme
where∆ k is a solution of the constant coefficient linear equation
On the level of power series, this is
and matching like powers yields the linear equations
These homological equations uniquely determines the coefficients∆ m,n , and have the virtue of being "diagonal" in Taylor coefficient space. In practice we find that, while the pseudo-Newton scheme requires more iterates than the Newton method to converge, for reasonable values of N the individual individual steps are so much faster that the final results are better in practice. More discussion below.
Remark 4
In practice the linear approximation of P by the eigenvectors provides a good initial guess for the Newton and pseudo-Newton schemes, especially when computations are "started from scratch". However, within the context of calculations based on parameter continuation, we will take P 0 as the high order parameterization from the previous mass values. Indeed, it seems that the best results are obtained by a hybrid approach. That is, we compute an initial guess P 0 by recursively solving the Homological equations to some fixed order N 0 , and then refine this approximation via the Newton or pseudo-Newton scheme to obtain a polynomial approximation to order N > N 0 . This hybrid approach is discussed further in Remark 6. See also the runtime performance recorded in Table 2 .
Remark 5 (Quantifying the errors) Suppose that the polynomial
is an approximation solution of Equation (5). One way to measure the quality of the approximation is to measure the defect associated with P N . Define the quantity
This quantity could be approximated by evaluating on a mesh of points in D. On the other hand, we can use the fact that for power series on the unit disk we have the bound
where the infinite sum can be approximated by a finite sum. Then another useful a-posteriori indicator is
, where p N m,n are the power series coefficients of P N , and [f • P N ] m,n are the coefficients of f (P (z)). Of course this bounds also the real image of P N . If f is not a polynomial, then the power series for f • P N has infinitely many terms even though P N is polynomial. Then we take N > N to get an effective measurement. Note that p N m,n are zero when m + n > N , so that eventually the sum involves only the coefficients of the composition.
Yet another useful error indicator is obtained by considering the dynamical conjugacy of Equation (7). Since the true solution satisfies the dynamical conjugacy exactly we consider also the quantity defined by
To approximate this quantity we fix τ > 0 and let Φ num denote a numerical integrator and z k , 1 ≤ k ≤ K be a mesh of the complex circle so |z k | = 1. Define the indicator
Error bounds for a number of example computations are recorded in Table 1 .
Remark 6 (Eigenvector scaling and coefficient decay) Solutions of Equation (5) are only unique up to the choice of the scalings of the eigenvectors and this freedom is exploited in our numerical algorithms. Indeed, this is the reason we can always take our domain to be the unit disk. The results in Table 1 describe the dependance of the numerical errors on the approximation order and the eigenvector scalings. These numerical experiments lead to the following heuristic: if we scale the eigenvectors so that the final coefficients-that is the N -th order coefficients of P N -are on the order of machine epsilon then we obtain a-posteriori errors on the order of machine epsilon. Table 2 Runtime data for the parameterization method: here the manifolds are first computed to order N 0 in order to measure the exponential decay rate associated with the Taylor coefficients. This data is used to determine the optimal eigenvector scaling, and then the coefficients are computed to order N in a "production run". The initial computation is always computed to order N 0 by recursion. Then the production run is computed either by recursion, by Newton, or by the pseudoNewton method. The computations were performed on a MacBook Air with a 1. 
Integration of analytic arcs
In Section 4 we present a scheme for computing an atlass for the (un)stable manifolds which relies on integrating analytic arcs of initial conditions by the flow generated by f . We describe this integrator in terms of power series expansions. Let us assume that γ : (−1, 1) → R 4 is an analytic arc with power series expansion
Denote the formal series expansion of Γ by
Here, we use the variables (s, t) in place of (z 1 , z 2 ) to emphasize the intuition that s corresponds to the "spatial" parameterization along the initial data, and t corresponds to the "time" parameterization along the flow. In other words, we consider Γ as the solution of the parameterized family of initial value problems
Substituting the formal series into this IVP and matching like powers leads to the recursion relations
which allow us to compute the coefficients of Γ to arbitrary order using the same methods described in Section 3.2. We also note that the precision of these formal series computations depend on convergence and domain decomposition of these series expansions which has not been addressed and will also be taken up in the following section.
4 Building an atlas for the local stable/unstable manifold
In this section, let W * (x 0 ) denote an invariant (stable or unstable) manifold for a saddle-focus equilibrium, x 0 . Our goal is to apply the techniques discussed in Section 3 to produce an atlas for the the invariant manifold. Each atlas is a collection of analytic chart maps which parameterize a 2-dimensional subset of W * (x 0 ). The procedure is an iterative scheme which takes a local invariant manifold as input, and outputs a (strictly) larger local parameterization.
It is important to emphasize that our computations can only be carried out to finite order. In particular, the charts described in this section are analytic functions of two complex variables. However, in practice we fix (M, N ) ∈ N 2 , and for each chart we compute a finite polynomial approximation of order (M, N ). Nevertheless, throughout this section we denote these analytic charts and their polynomial approximations using the same notation.
Finally, we end this section by outlining methods for reliably, efficiently, and automatically computing these atlases. This includes algorithms for estimating and controlling truncation errors, identifying Taylor series blowup, domain decomposition, and stiffness.
Iterative method for computing charts

The initial local manifold
The first step in our algorithm is to compute a local parameterization, Γ 0 , by solving Equation (5) via the parameterization method described in Section 3.1. Let D denote the unit polydisc in C 2 and recall that Γ 0 : D → W * loc (x 0 ) is analytic, and that Γ 0 (∂D) is flow transverse. In particular, Γ 0 serves as our initial local parameterization, and we refer to it as a 0 th generation interior chart and we write Γ 0 (D) = W * 0 (x 0 ). In practice, we solve for Γ 0 only to order (N, N ), and this chart is represented in the computer as a polynomial in two complex variables of total degree deg(Γ 0 ) = (N − 1)
2 . The truncation error of this approximation is controlled directly by choosing the eigenvector scaling as described in Remark 6.
The initial manifold boundary
With Γ 0 in hand, we fix K 0 ∈ N and mesh ∂D into K 0 -many analytic segments of the form c j : [−1, 1] → ∂D for 1 ≤ j ≤ K 0 . Now, we parameterize ∂W * 0 (x 0 ) by defining γ j (s) = Γ 0 • c j (s) and we refer to γ j as a lifted boundary arc. Note that for each 1
) is a flow transverse arc since Γ 0 is a dynamical conjugacy and c j is transverse to the linear flow. We define the 0 th generation boundary to be
and refer to each γ j as a 0 th generation boundary arc.
The next generation
Now, we apply the high-order Taylor advection described in Section 3.3 to grow a larger local manifold denoted by W * 1 (x 0 ). Specifically, for 1 ≤ j ≤ K 0 , we choose |τ j | > 0, and our advection algorithm takes γ j , τ j as input and produces a chart, Γ 1,j : D → W * (x 0 ) which satisfies
In other words, Γ 1,j parameterizes the advected image of γ j under the flow over the time interval [0, τ ]. These new charts are referred to as 1 st generation interior charts which we add to our atlas to obtain the first generation local parameterization
Note that τ j = 0 and since γ j is flow transverse, we have W *
is a strict subset. In fact, transversality of γ j implies the stronger condition that ∂W * 0 (x 0 ) ⊂ Int(W * 1 (x 0 )) i.e. the manifold has grown through every point on the previous boundary.
Remark 7 (Space/time rescaling) In this description, τ j serves as a time-rescaling of the flow. This allows direct control over the truncation error (in the time direction) and is analogous to the eigenvector scaling for the initial parameterization described in Remark 6. However, choosing this time-rescaling is typically more difficult than choosing the eigenvector scaling and we postpone the discussion of this problem to Section 4.2.1.
Similarly, the parameters, K 0 , . . . , K L , control the number of boundary subdivisions, and therefore, allow direct control over scaling in the spatial direction. As in the time-rescaling problem, choosing these parameters effectively is a nontrivial problem which we take up in Section 4.2.2.
Once the 1 st generation interior charts are computed by advection, the 1 st generation boundary arcs are now obtained by evaluation of the time variable. In particular, for 1
is a flow transverse arc segment. We perform spatial rescaling as needed (see Remark 7) to obtain the next generation boundary arcs,
is flow transverse. The advection and evaluation algorithms are then iterated to increase the number of charts in the atlas. The L th step in the iteration chain has the form
is parameterized by K L−1 -many interior charts (polynomials in both the space and time variables), ∂W * L (x 0 ) is parameterized by K L -many boundary charts (polynomials in the space variable only), and
If we stop iteration, say at the L th step, then the final atlas,
K l -many analytic charts is a piecewise parameterization a portion of the invariant manifold.
Convergence, manifold subdivision, and numerical integration
Thus far, we have ignored the issue of convergence for our formal power series computations. The best method for studying this issue is to combine rigorous numerical computations with a-posteriori analysis and obtain a proof of the existence of an analytic solution and explicit error bounds on the polynomial approximation. Rigorously validated numerical methods for invariant manifold atlases are described in detail in [44, ?] . In the present work we explore the utility of invariant manifold atlases as a purely numerical tool, and suspend the computer assisted error bounds in favor of improved runtime performance.
In the absence of a rigorous validation scheme we develop more heuristic checks to insure the reliability of the computations. More precisely we must automatically identify and fix numerical accuracy issues related to numerical Taylor integration. This amounts to rescaling our Taylor coefficients whenever the decay in either space or time becomes too slow. However, this is less straight-forward than in the case of Remark 6 and we describe the rescaling in each direction separately.
Timestepping
Recall that at the saddle-focus equilibrium, the (un)stable eigenvalues occur in complex conjugate pairs. In particular, both eigenvalues in each pair have equal real parts. It follows that identically re-scaling each pair of eigenvectors is the ideal strategy. In fact, this strategy is also necessary and sufficient to ensure that the initial parameterization is real-valued, see [52] . Moreover, in the general case of a hyperbolic equilibrium, the real part of each eigenvalue is a measure of the expansion or contraction rate in the direction of its associated eigenvector. Thus, in cases for which they are not equal, the real parts are still explicitly known and the eigenvectors are scaled proportional to these rates.
On the other hand, all but the initial chart in our atlas is obtained via our advection scheme. In this case, neither the expansion/contraction rates, or their directions are explicitly known. Obtaining these estimates would require solving for the (spatial) derivative of the flow on each chart. For a general vector field defined on R n , this amounts to increasing the phase space dimension of our ODE solver from n, to n + n 2 , which would significantly reduce the size of each manifold which is computationally feasible to produce.
Instead, we take an approach similar to [44] , which describes heuristics for rescaling time and space independently of one another. Specifically, we adopt a time-rescaling which ensures that the M th coefficient (with respect to t) for each chart, is less than machine precision (≈ 10 −16 for double precision floating arithmetic). This choice is highly conservative, which gives us tight control over the truncation error in the time "direction". The spatial rescaling, however, deviates from the scheme presented in [44] , and is detailed in Section 4.2.2.
Manifold subdivision
Next, we describe the spatial-rescaling scheme which we refer to as manifold subdivision. We assume that the time-rescaling described in the previous section has been carried out on each chart, and our interest is in rescaling each boundary arc to control truncation errors accumulating in the "space direction". This is equivalent to subdividing a manifold since it is reasonable to assume the rescaling will always shrink the domain. Thus, a single boundary arc will give rise to multiple subarcs defined on reduced domains.
To be more precise, we let C ω denote the collection of real-valued, analytic functions defined on (−1, 1), and let S denote the collection of real-valued sequences. We define the Taylor transform, T : C ω → S, to be the mapping which sends an analytic function to its sequence of Taylor coefficients centered at z = 0. Specifically, if g ∈ C ω has the Taylor expansion,
a n z n a n ∈ R, z ∈ (−1, 1), then T (g) = {a n } = a ∈ S. Now, we equip S with the 1 -norm defined by
and we note that elements of S with finite norm form a closed sub-algebra denoted as 1 = {x ∈ S : ||x|| 1 < ∞}, and we write ||a|| 1 when we want to emphasize that a ∈ 1 (i.e. we write norm ||a|| 1 = ||a|| 1 when ||a|| 1 is finite).
Finally, we remark that our error analysis is carried out using the 1 -norm due to the efficiency of computing this norm for polynomials. However, if g ≈ g is a numerical approximation, then the errors we are interested in are of the form ||g − g|| ∞ = sup
We are justified in using the 1 norm due to the well known result that ||g − g|| ∞ ≤ ||g − g|| 1 . Now, suppose γ ∈ C ω and assume that T (γ) = a ∈ 1 . Since Φ is a non-linear flow, a typical arc segment undergoes rapid deformation and stretching when advected. This implies that for a single step in our algorithm with the general form,
To see this, we recall that in practice our computation stores a truncated polynomial approximation for γ in the form b = (b 0 , . . . , b N −1 ). In order that b ≈ b is a "good" approximation (in the 1 topology), |b n | must be "small" for each n ≥ N . These higher order terms correspond to the truncation error for γ and primarily arise from two sources. One source which we can not control is the truncation error associated with γ. However, by inspection of the Cauchy product formula in Equation 24 , it is clear that the polynomial coefficients stored for γ also contribute to this truncation error for γ after applying the nonlinearity. We refer to these contributions as spillover terms.
This observation implies that forb ≈ b to be a good approximation, we must also require that |a n | is "small" for each n > N where N < N depends on the degree of the nonlinearity. This motivates the following heuristic method for controlling truncation error for propagated arcs. We begin by assuming that a has approximately geometric decay. Specifically, we expect that there exists some r < 1 such that the tail of the series defined by γ decays faster than the geometric series with ratio r. In this case, the truncation error is of order O(r N ). Now, fix 0 < N < N , and we define the tail ratio for a by
Evidently, T N (a) is small whenever "most" of the 1 weight of a is carried in the first N -many coefficients. It follows that if T N (a) is sufficiently small, then under the action of a nonlinear function, f : 1 → 1 , the spillover terms for f (a) remain small. Of course, small is dependent on context and in particular, choices for N as well as thresholding values for T N are problem specific. In the present work, we prove it is possible to control T N .
Remark 8 Strictly speaking, for the CRFBP we have γ = γ (1) , . . . , γ (4) where each γ j ∈ C ω is a coordinate for the boundary chart. Similarly,
, and thus the discussion in Section 4.2.2 thus far is technically not applicable. However, our restriction to scalar valued functions is justified by the fact that if a ∈ 1 into a normed vector space. This choice of norm gives us the freedom to restrict the discussion of remeshing and tail ratios to scalar valued functions.
Next, we describe our scheme for controlling the tail ratio. This algorithm takes a polynomial representation for γ, defined on [−1, 1] as input, and returns a list of polynomials, {γ 1 , . . . , γ K }, as outputs. The key point is that these polynomials are also defined on [−1, 1], and they can be chosen such that T N (γ j ) is arbitrarily small for 1 ≤ j ≤ K. In this work, we assume the output polynomials are specified as coefficient vectors of length N (i.e. the same degree as the input), however this is not required.
This gives rise to an additional remeshing step in our algorithm which is performed as needed after an evaluation step and prior to an advection step In the remeshing step, the tail ratio for each boundary arc from the previous step is computed and checked against a threshold. Boundary arcs which exceed this threshold are flagged as poorly-conditioned, and subdivided into smaller subarcs which satisfy the threshold. The collection of resulting subarcs and well-conditioned arcs from the previous step is passed to the advection step where each results in a separate chart.
Before proving this threshold can always be satisfied, we describe the subdivision algorithm. As noted in Remark 8, it suffices to consider a single coordinate for a parameterized boundary arc. Thus, we assume γ 
and defineγ :
Thenγ is a parameterization for the arc segment parameterized by γ restricted to [s 1 , s 2 ]. In fact,γ is the Taylor series for γ after re-centering atŝ and re-scaling by δ which satisfies the functional equation
Moreover, the mapping a → c is a linear transformation on S, and in particular, if a n = 0 for all n ≥ N , then c n = 0 for all n ≥ N also. Now, we prove that we have explicit control over the tail ratio forγ. 
Since γ N is a polynomial, we have the bound
In particular, for anyŝ ∈ (−1, 1), we have γ (n) (ŝ) ≤ M , for 0 ≤ n ≤ (N − 1), and we define
It follows that
Now, letγ be defined as in Equation (14) . Recall thatγ is also analytic on [−1, 1] and by differentiating Equation (15) we have the derivative formula,γ (n) (s) = δ n γ (n) (ŝ + δs), for all n ∈ N. By Taylor's theorem, we obtain another explicit formula for c n given by
n! , and we note that c 0 =γ(0) = γ(ŝ) does not depend on δ. We have the estimate for the tail ratio ofγ:
which completes the proof.
Proposition 1 establishes the fact that we may re-parameterize γ on subintervals of [−1, 1] with width, 2δ, and that as δ → 0 the tail ratio also approaches zero. We note that δ does not depend on the subinterval, and therefore, for a fixed the number of required subarcs is finite. In particular, no more than K = 2 δ subarcs are required. To summarize the usefulness of this result, we present the following algorithm for controlling the spatial truncation error which was implemented for the atlases in this work.
1. Fix a threshold 0 < 1, a cutoff 1 ≤ N < N , and K ∈ N. The threshold and cutoff are both chosen based on the alignment of γ with the flow, the degree of the non-linearity in f , and the truncation size. In practice, these are problem specific choices which require some ad-hoc experimentation in order to balance computational efficiency and truncation error. Apply the formula in Equation (14) to obtain {γ 1 , . . . , γ K } where for 1 ≤ j ≤ K, γ j (s) = γ(ŝ j + δ j s) wherê s j = s j +s j−1 2 and δ j = s j −s j−1 2 . 4. Each resulting subarc which satisfies the tail ratio threshold passes to the advection step. Subarcs which violate the threshold are subdivided again by repeating step 3. By Proposition 1, this condition is eventually met for every subarc and the algorithm proceeds to the advection step.
Stiffness
The final numerical consideration which we address is the stiffness problem. We recall that the CRFBP vector field is analytic away from the primary masses which correspond to singularities of Equation 3. Since this system is Hamiltonian, any trajectory which collides with one of these primaries must blow up in finite time. However, smooth trajectories may pass arbitrarily close to these primaries and as they do, the velocity coordinates,ẋ,ẏ, grow large.
Recall that a single boundary arc, Now, suppose that for s 0 ∈ [−1, 1], the trajectory through γ(s 0 ) passes "close" to a primary at time t = t 0 . Then, we have ||f (Γ (s 0 , t 0 ))|| C 4 1.
Recalling our time-rescaling algorithm described in Section 4.2.1, it is clear that controlling truncation in the time direction will require taking increasingly shorter time-steps. Of course this is not surprising, however, the difficulty arises since other choices of s ∈ [−1, 1] often correspond to trajectory segments which remain far away from the primary. The time-rescaling applies uniformly on [−1, 1] which causes advection of the entire boundary arc to slow down dramatically whenever any portion of it approaches a primary. Obviously, this is a major problem for our "breadth-first" approach for computing the manifold atlas. Namely, the integrator gets stuck on the stiff charts causing the computation to stall. A naive method for dealing with this is to define the speed for a boundary chart, γ(s) = (x(s),ẋ(s), y(s),ẏ(s)), by
set a threshold, κ, and cease advection of γ whenever S(γ) > κ. While this fixes the problem of computational efficiency, we also lose large portions of the manifold which remain far from the primaries. Instead, we leverage the manifold subdivision procedure introduced in Section 4.2.2 to address this problem as follows.
1. Fix a maximum speed threshold, κ > 0. For each boundary chart, γ, present after the evaluation step, check that S(γ) ≤ κ and if so, continue to the remeshing step.
If S(γ) > κ, write γ(s) = (x(s),ẋ(s), y(s),ẏ(s)) and compute
Sinceẋ,ẏ are polynomial approximations, this set is finite of the form {s 0 , . . . , s K }. 3. For 1 ≤ j ≤ K, check thatẋ(s) 2 +ẏ(s) 2 − κ 2 < 0 holds on [s j , s j+1 ] and if so, computeγ j as in Equation (14) and continue to the remeshing step. Subintervals which fail this check are discarded.
To summarize, our algorithm identifies regions of the manifold boundary which pass close to a primary by checking the maximum speed. Regions which exceed a threshold are cut away while regions of the nearby boundary continue to be advected. The cut regions cause the apparent holes punched out around each primary in the manifold plots, such as Figures 7 and 8. 
Computational results: manifold atlases for the triple Copenhagen problem
Performance results for atlas computations at the libration points L 0 and L 5 are given in Tables 3 and 4 respectively. The computations are performed for the case of equal masses, that is for the triple Copenhagen problem. The tables report the advection time -that is the number of time units the boundary of the local parameterizations are integrated -as well as the time required to complete the computations and the number of polynomial charts comprising the atlas. All computations were performed on a MacBook Air laptop running Sierra version 10.12.6, on a 1.8 GHz Intel Core i5, with 8 GB of 1600 MHz DDR3 memory.
The results at L 0 and L 5 are illustrated in Figures 7 and 8 respectively. Various atlases are shown, for different integration times. The resulting atlases are comprised of as many as 5 to 10 thousand polynomial charts.
The boundaries for the charts are also shown, making it clear that the computational effort goes up dramatically near the primaries. Note that the chart boundary lines running out of the local parameterizations are actual orbits of the system and hence give a sense of the dynamics on the manifold. The pictures provide some insight into the dynamics of the problem, however more sophisticated search techniques are needed in order to extract further useful quantitative information from the atlases. Table 3 .
Homoclinic dynamics in the CRFBP
In this section we discuss connecting orbits found for the symmetric m 1 = m 2 = m 3 = 1/3 case by searching the manifold atlases computed in the previous section. Table 4 .
Mining the atlases
Assume we have computed atlases, A s,u , for the (un)stable manifolds of x 0 . We are interested in "mining" the chart data to find transverse connections. Since each atlas is stored as a collection of polynomial charts, it suffices to identify pairwise intersections between stable and unstable charts. Thus, throughout we assume
) is a pair of charts which parameterize a portion of the (un)stable manifold. We write Γ s,u 1,2,3,4 denote the scalar coordinates of each chart. The following theorem from [40] provides a computable condition for verifying transverse intersection of a pair of charts. We emphasize that Theorem 1 provides a computable condition for verifying a transverse intersection using rigorous numerics. However, we will use the same theorem to detect transverse intersections in the purely numerical setting of this paper. This is made explicit in the following algorithm utilized in the mining scheme for all results in the present work. Assume, Γ s,u , G are as defined in Theorem 1. Apply Newton's method to find an approximate root of G. Letv = ŝ,t,σ denote an approximate solution with G(v) ≈ 0, and check the following conditions: If condition 1 holds without condition 2, then these charts are non-intersecting. In this case, these charts lie on separated portions of the (un)stable manifolds which are symmetric with respect to the fourth coordinate. We refer to these as "pseudo-intersections". On the other hand, if both conditions hold, then we conclude from Theorem 1 that we have numerically found a transverse homoclinic for x 0 passing through Γ u (ŝ,t) =x. Note that condition 1 serves two purposes in the this setting. First, it serves as an easily computable condition for checking that ∇E(x) = 0 as required in the theorem. This follows by noting that
so it follows that ∇E(x) = 0 is satisfied automatically whenever condition 1 is satisfied.
In addition, condition 1 gives us some confidence that the sign difference from condition 2 holds due to transversality of the homoclinic, as opposed to numerical error. Indeed, if condition 1 is not satisfied, then Γ u 4 (ŝ,t), and Γ s 4 (σ, 0) take values near zero in which case sign errors for either coordinate are likely due to integration errors. In this case, even if condition 2 is satisfied we are unable to trust the result, hence unable to conclude whether the zero of G corresponds to a transverse intersection or a pseudo-intersection. This situation is fairly easily remedied as discussed in Remark 10. As a result, we are free to choose our threshold for what is meant by "far" in the statement of condition 1 very conservatively which leads to a great deal of confidence that our mining algorithm returns only transverse homoclinic orbits.
We further increase our confidence in the approximate connection by using it as the input for a BVP solver based on Newton's method, and in doing so we obtain results accurate to nearly machine precision. Every connection reported in this section has been so certified. It is the BVP formulation to which we then apply continuation methods.
Efficient atlas mining
It is not desirable to check every pair of charts from each atlas using the above procedure, and we introduce two methods which significantly reduce the number of chart pairs which are checked via the Newton intersection scheme.
The 1 box approximation
The first method for improving the mining efficiency is to apply a coarse preprocessing step to each pair of charts which must be compared. The main idea is based on the fact that for most pairs of charts which do not intersect, these charts will "obviously" not intersect in the sense that their images in phase space will be very apart. We exploit this to identify many such pairs, and in this case skip the Newton-based intersection attempt. More precisely, consider an arbitrary polynomial P :
We define the 1 box for P to be
The significance of B P is that we have the bound
or equivalently, P (s, t) ∈ B P for all (s, t) ∈ [−1, 1] 2 . Analogously, we extend this to higher dimensions component-wise and apply this to geometrically rule out pairs of charts which are very far apart. Specifically, consider a pair of stable/unstable charts
which have 1 boxes described by rectangles in R 4 and satisfying Γ s (s, t) ∈ B Γ s , and Γ u (s, t) ∈ B Γ u . Then, if the set distance, d(B Γ s , B Γ u ) is "large", we can conclude that Γ s , Γ u do not intersect. Using 1 boxes has two advantages. The first is that computing and checking 1 boxes for pairwise intersections is much faster than our Newton-like intersection method. This is due to the fact that for each coordinate the box radius, r, is equivalently computed as r = a 0,0 + ||P || 1 − |a 0,0 | which is extremely fast to compute using modern implementations. Determining whether two boxes intersect or not is also fast due to efficient interval arithmetic libraries such as the Intlab library for Matlab [53] which was utilized in our implementation.
The second advantage is that an 1 box is typically a very coarse enclosure for the true values of P . This "problem" is often referred to as the data-dependence problem or the wrapping effect. In our situation however, we consider the coarseness to be a feature since it makes our numerical estimates more conservative. Thus, we are able to rule out many pairs of charts which clearly do not intersect without eliminating false negatives.
In practice, a single pairwise 1 box intersection check is approximately 1, 000-times more efficient than the Newton-based scheme and this method rules out approximately 90 percent of non-intersecting chart pairs. Moreover, the 1 box for each chart can be computed only once during the atlas construction and stored. This leaves the cost of a single box intersection check as the only significant computational operation.
Finally, we remark that once 1 boxes have been computed and stored for each chart in both atlases, one can make careful use of the triangle inequality to reduce the computation even further. This provides roughly an additional order of magnitude improvement in the efficiency of our algorithm. However, we took limited advantage of this fact in the present work.
Fundamental domains
The other main source of efficiency gain in our algorithm relies on using the dynamics explicitly. Recalling our notation in Section 4, assume A s is the stable manifold atlas which we have computed to include the L 
denote the generation sequence of local stable/unstable manifolds. Then exactly one of the following is true.
-There exists k s , k u and t 0 ∈ R, such that
Proposition 2 says that any transverse homoclinic for x 0 satisfying the second condition is a connection which does not intersect in the atlases which we have computed. Restricting to those that do, this proposition says that there is a "first" generation for both the stable and unstable atlases for which the connection will appear.
The significance of this situation is that we need only do pairwise comparisons between (un)stable charts one generation at a time. Thus, the computational complexity for mining intersections between the two atlases has computational complexity of order O(K s K u (L s +L u )) where K s , K u are the sizes of the largest stable/unstable generations respectively. This is a dramatic improvement over the naive solution of checking every pair in both atlases which has complexity on order O(L s L u K s K u ).
Remark 9
We note that often the atlases we compute in practice do not technically satisfy the fundamental domain property. This is due to the fact that sections of manifold boundary which pass near a primary are "cut out" as described in Section 4.2.3. Nevertheless, this has no impact on our mining algorithm. Specifically, each generation is still a fundamental domain for the subset of the global manifold which satisfies the speed constraint. Thus, mining for connections via "leapfrogging" through pairwise generations is still assured to find all connections which are present in the computed atlases.
Remark 10
The result in Proposition 2 gives rise to a natural mining algorithm. Namely, at each generation, all chart pairs are compared and transverse intersections are identified. It follows that once a transverse intersection is identified, then the next/previous generation must also contain an orbit segment corresponding to the same homoclinic. Hence, in addition to gaining a computational speedup, exploiting the fundamental domain property also ensures that all homoclinics identified are distinct. This follows from the existence of the minimum value for k s + k u in Proposition 2.
Furthermore, this observation yields a method of resolving the ambiguous case in which the Newtonintersection method finds a zero for G but condition 1 from Section 5.1 is not satisfied. Specifically, if G(ŝ,t,σ) ≈ 0 and Γ u (ŝ,t) ≈ Γ s (σ, 0) ≈ 0, then we may "follow" both charts to an earlier/later generation respectively until the sign condition can be verified or refuted in appropriate predecessor/successor charts. Lastly, we mention that by storing "parent/child" information about the charts in the atlas, we can perform the search just described in post-processing.
The symmetric case: locating, refining, and classifying, connections
We now describe the homoclinic mining procedure in the case of the triple Copenhagen problem. Assuming we have computed stable/unstable atlases denoted by A s , A u respectively. Each atlas is of the form described in Section 4 i.e. each atlas is a union of chart maps having the form,
. We begin with a lemma to motivate the choice to grow each atlas in the symmetric case and then do continuation as opposed to growing the atlas for non-symmetric cases.
Lemma 1
where R ± is the matrix given by
then ϕ ± is a rotational conjugacy for f and
In particular, if γ parameterizes a homoclinic orbit for L 0 , then ϕ ± •γ are parameterizations for two additional, distinct "symmetric" homoclinic orbits for L 0 . Moreover, if γ parameterizes a homoclinic orbit for L 4 to L 4 , then ϕ
The proof of Lemma 1 is in Appendix A. The significance of this symmetry is the fact that global (un)stable atlases are separated into 3 distinct equivalence classes where for x, y ∈ W * (x 0 ), the equivalence relation satisfies x ∼ y if and only if x ∈ {y, ϕ + (y), ϕ − (y)}. Thus, each atlas is obtained by advection of only a single representative for each class. In other words, for the symmetric atlases we only globalize 1 3 of the initial local parameterizations. Specifically, we define
and we globalize only ∂D to obtain a partial atlas, A . We can then access the full global atlas by applying ϕ + , ϕ − to each chart in A and we set
The advantage is a 9-fold increase in computational efficiency for the atlas computation, and a 3-fold improvement in efficiency for the atlas mining scheme.
Homoclinic connections at L 0 in the triple Copenhagen problem
We begin with local stable/unstable manifold atlases computed as discussed in Section 4.3. Specifically, we build the unstable/stable atlases by integrating the boundary of the local stable parameterization for ±5 time units, under the constraint that speed does not exceed 2. This results in a stable atlas comprised of 5,382 polynomial charts, and an unstable atlas of 5,667 charts. We mine the stable and unstable manifold atlases using the search procedure discussed in Section 5.2, and obtain 42 distinct connecting orbits. The union of the 42 connections, along with the local stable/unstable manifold parameterizations, is shown in the left frame of Figures 9 and 10 . The mining procedure required 169 minutes to compute these connections which illustrates that mining the atlases is often more computationally intensive than computing them. Note that, because our procedure rules out connections, these are the 42 shortest connections satisfying the speed constraint. Figure 10 illustrates that all 42 connections are comprised of two kinds of motion: there are motions shadowing the center manifold of one of the inner libration points L 1,2,3 , and there are motions which make an excursion around one of the two primaries. Of course, each of the connections has two symmetric counterparts, obtained by applying ϕ ± . The results illustrated in Figure 10 , while visually pleasing, are worth investigating in somewhat more detail. We begin by finding the two shortest of the connecting orbits, which we denote by L 0A and L 0B . These are illustrated in Figure 11 . Observe that L 0A has winding number one with respect to the inner libration point L 1 . In fact we conjecture that L 0A is the limit of the planar L 1 Lyapunov family, in the sense of a blue sky Fig. 11 Fundamental connections at L 0 : The six shortest connecting orbits at L 0 for the triple Copenhagen problem (two shown and four others are rotations by ±120). As seen in the next five figures, these two orbits and their rotations organize all the connections we see at L 0 . We refer to the orbit on the left and right as L 0A and L 0B respectively. The rotations by ±120 degrees we refer to as L 0A± and L 0B± . It appears that the L 1,2,3 Lyapunov families terminate to the homoclinic connection on the left in a blue sky catastrophe. catastrophe. The second shortest connection L 0B has winding number one about the second primary. These two orbits are, in a sense, the fundamental "alphabet" from which other homoclinic connections at L 0 are built.
This idea is illustrated in Figure 12 , where we see seven longer connecting orbits shadowing L 0A and/or one of its symmetric counterparts. These orbits exhibit either winding two about one of the inner libration points, or non-trivial winding about multiple inner libration points. Indeed the connecting orbit in the left frame of the second row has winding number one about each of L 1,2,3 .
In the same spirit, Figure 13 illustrates seven orbits shadowing L 0B and its symmetric counterparts in various ways, giving connections with multiple windings about the various primaries as well as orbits which wind around multiple primaries. While the third orbit in the first row of Figure 13 may look like a copy of Figure 13 looks like a repeat of L 0B , but on further examination we see that the orbits are distinct. The longer orbit shadows L 0B , makes are "flyby" of the libration followed by a second excursion, and then returns to the stable manifold. A close up of a neighborhood of L 5 -shown in the inlay -illustrates the flyby. This orbit has winding number two about the third primary.
L 0B , zooming in as in Figure 14 shows that it actually makes two excursions and hence has winding number two about the second primary. Figure 15 illustrates six connecting orbits shadowing both L 0A and L 0B . These are asymptotic orbits with non-trivial winding about one of the inner libration points as well as one of the primary bodies. That is, we see words composed of both letters A and B. Fifteen orbits with yet more complicated windings are found in Figure 16 . These orbits shadow first one of L 0A or L 0B , and then the other, and then yet another -symmetric counterparts being represented as well. That is, Figure 15 illustrates the shortest three letter words for L 0 . The longest words found in our L 0 search are illustrated in Figure 17 -the four letters words. These are the connections with the longest time of flight of the 42 we found so far. All the connections transit from the local unstable to the local stable in less than ten time units.
Homoclinic connections at L 5 in the triple Copenhagen problem
Again we begin with local unstable/stable manifold atlases as discussed in Section 4.3, and integrate the boundaries of local parameterizations for ±5 time units with the speed threshold set to 2. We obtain 4,913 stable charts and the same number of unstable charts. Mining the stable and unstable manifold atlases with the search procedure discussed in Section 5.2 this time required 28 minutes, and leads to 23 distinct connecting orbits, whose union is shown in the right frame of Figure 10 . Additionally, this computation automatically yields 23 homoclinics each for L 4 , L 6 respectively due to Lemma 1. The union of all 69 of these orbits is pictured in Figure 9 .
This time we find that the connections are comprised of six elementary motions, each illustrated in Figure  18 . We refer to these orbits as
, and L 5F , and they are the basic alphabet for the connections we observe at L 5 . We see that L 5A , L 5B have winding number one around the second and third primary respectively, L 5C , L 5D make excursions passing through the inside of the equilateral triangle, and L 5E , L 5F make outer excursions. Figure 19 illustrates twelve homoclinic orbits shadowing in various ways the six fundamental connections: these are words comprised of the basic six letters. The orbits have various windings about the primaries as well Shortest connections at L 4,6 are obtained by rotation by ±120. These six orbits and their rotations organize all the connections we have found at L 5 , as illustrated in the next two figures. We refer to these orbits as L 5A , L 5B (top left and right), L 5C , L 5D (middle left and right), and L 5E , L 5F (bottom left and right). Note that L 5A,B have non-trivial winding about the primaries. L 5E,F are shaped like the L 7,9 Lyapunov families, and we conjecture that those periodic families terminate on these homoclinics in a blue skyp catastrophe. L 5C,C are more complicated, are are probably the terminations of a family of periodic orbits shadowing two planar Lyapunov families.
as the inner libration points. Finally Figure 20 illustrates the longest connections at L 5 found by our search. These orbits have non-trivial winding about the first primary body -the body farthest from L 5 . The orbit on the bottom right of the figure actually has winding number one with respect to each of the three primary bodies.
Remark 11 (Some related work on asymptotic orbits) There are interesting similarities between some of the orbits discussed above, and some asymptotic orbits already discovered in [54] . The interested reader might for example compare the homoclinic orbit on the bottom right frame of our Figure 20 with the heteroclinic termination orbit illustrated in Figure 5 of [54] . In that study the heteroclinic is discovered by numerical continuation of the author's f 10 family of periodic orbits: a family of orbits with winding number one about all three of the primary masses. We note that our homoclinic of Figure 20 is similar, but that the ±120 degree rotational symmetry broken. We conjecture that there are three families of periodic orbits bifurcating from the f 10 family after a symmetry breaking, and that these families terminate on the homoclinic of Figure 20 (bottom right) and its rotation by ±120 degree counterparts. Similarly, the heteroclinic orbit illustrated in Figure 4 of [54] -which is the termination of the author's f 5 family -is related the homoclinic orbits L E,F illustrated in our Figure 18 . This suggests that the families of periodic orbits which terminate at our L E,F could emerge from the planar Lyapunov families after symmetry breaking.
In general we note that the homoclinic orbits tend to have less symmetry then the heteroclinic, so that studying the periodic orbits terminating at the homoclinics is a good way to obtain asymmetric periodic orbits even in the symmetric versions of the problem. We note that changing the mass parameters will destroy most heteroclinic connections, as the libration points will move into distinct energy levels. However the homoclinics survive generic Hamiltonian perturbations.
Numerical continuation of ensembles of connections
The fact that the homoclinic connecting orbits are formulated as solutions of boundary value problems makes parameter continuation natural. We give only an outline of our continuation algorithm, as numerical continuation of homoclinic orbits for Hamiltonian systems is described in great detail in the literature. References are discussed in the introduction.
Begin with an ensemble of connecting orbits for a libration point L at the mass parameters m 1 , m 2 , m 3 (initially we have m 1 = m 2 = m 3 = 1/3).
-We choose a new parameter setm 1 = m 1 +δ 1 ,m 3 = m 3 +δ 3 . Then we computem 2 = 1−m 1 −m 3 , and apply a first order predictor corrector to find the libration point at the new parameter values. We numerically compute the eigenvalues and eigenvectors of the new libration point, and if it remains a saddle-focus (i.e. if there has been no bifurcation) we proceed. -We recompute the local invariant manifolds at the new parameter set. A good strategy is to compute the coefficients to order N 0 by recursively solving the homological equations. Initially we take the eigenvector scaling from the previous step and rescale if needed. For the higher order coefficients we use the coefficients from the previous step. This gives as an initial guess for the Newton or pseudo-Newton method which usually converges very fast. -The new local parameterizations provide the boundary conditions for the multiple shooting scheme for the homoclinic orbits. We take the connecting orbits from the previous step as the initial guesses for the Newton method at the current mass parameters. If necessary we can apply a first order predictor corrector, but this is often unnecessary, due to the fact that the boundary value problem formulated with the high order parameterizations of the local manifold is very well conditioned. Note that in a given continuation step, the same local parameterizations serve as the boundary conditions for the entire ensemble of connecting orbits. This justifies the cost of computing high order representations of the manifolds. -Once we have applied Newton to all the connections in the ensemble we are ready to take a new step. If Newton fails to converge for any of the connecting orbits we have to decide if we throw the orbit away, or if we recompute with smaller δ 1 , δ 2 , δ 3 .
We also remark that the atlas is not recomputed at the new mass parameter set. That is, we continue only the connecting orbits -the intersections of the stable unstable manifolds -not the manifolds themselves. Continuation of ensembles of connections is much cheaper than recomputing the atlas each time we change parameters.
During the numerical continuation we sometimes encounter bifurcations of the connecting orbits themselves, which involve no bifurcation of the underlying equilibrium. Figure 23 illustrates a common scenario where a family of homoclinic orbits undergoes a doubling bifurcation. These bifurcations seem very common and we have not made a systematic effort to track them. This would make an interesting topic for a future study.
Conclusions
We implemented a numerical method for computing an atlas for the stable/unstable manifold attached to a libration point in the CRFBP, focusing on the saddle focus case, and then developed algorithms for searching 2 -that is, almost until L 0 looses saddle focus stability. Note that one of the connections associated with the continuation of a symmetric counterpart of L 0A is getting very small. This is related to the fact that this orbit winds around L 2 , which will soon collide with L 0 . The connections with winding around the primaries are less deformed through the continuation. Fig. 22 Continuation at L 5 : continuation of the six basic homoclinic motions L 5 , starting at the triple Copenhagen problem and continuing until more than ninety percent of the mass is in the first primary body -that is until almost the loss of saddle focus stability of L 5 . Note that L 5 moves closer to the more massive second primary, and the orbits contract around the more massive body. We remark that before the stability change, several of the fundamental connections seem to annihilate in a kind of saddle focus bifurcation.
the atlas for approximate connections. In this way we classified connecting orbits by their time of flight (from the unstable to the stable parameterization) and by winding. We also performed numerical continuation on some of the orbits, exploring connecting orbits at other values of the masses.
Interesting topics of future research would be to combine our methods with more sophisticated continuation algorithms, especially algorithms for automatic branch following as homoclinic doubling is common. Another interesting topic of future study would be to return to the ideas of Strömgren, and examine the "tubes" of periodic orbits attached to each of our homoclinic connections, and perhaps to follow bifurcations of these periodic orbits in energy or also as masses of the primaries are varied. The new homoclinic has a close "flyby" of L 0 before making a second excursion and finally landing on the stable manifold. In both frames the blue portions of the orbit are on the unstable and the red portions are on the stable manifolds, while the green represents the portion of the orbit computed with multiple shooting.
Another improvement to our method would be to remove the velocity constraints on our manifold computations. This could be done by regularizing binary collisions. The idea would be that whenever a chart gets too close to a primary, then instead of subdividing we would change to the regularized coordinates where computations are less stiff. This idea of using such regularizations to improve numerics goes back at least to the work of Thiele. This would also provide a natural way for computing collision orbits between L 0 , 5 and each of the primaries. A topic we have avoided via our velocity constraints. A modern implementation combined with our approach to computing atlases would be valuable, and is the subject of ongoing work.
If such advancements let us compute larger and more complete atlases, a very interesting question is to see if other "fundamental" connecting orbits appear. For example at L 0 all the connections we find shadow two basic orbits and their symmetric counterparts. Is this true of all the connections? Or is this simply an artifact of the fact that we only consider connections whose velocity is never too large? Will performing longer searches yield more fundamental letters for the alphabets at L 0,5 ?
Of course with more computing power one could perform the atlas computations at more values of the mass parameters, say for a mesh of ten or twenty different points in the simplex m 1 + m 2 + m 3 = 1. This would provide a more complete picture of the global orbit structure. Such a project would greatly benefit form a cluster computing implementation exploiting the data independence of the computations at different parameter sets, and indeed the independence of different portions of the atlas at a given parameter set. Numerical continuation could then be applied to "fill in the gaps" between the mesh points. Note that ϕ acts as a rotation by θ in the (x, y) and (ẋ,ẏ) coordinate planes independently. Now, suppose that x : R → R 4 is a trajectory for f , thenx = ϕ • x is also a trajectory for f . Moreover, if x ⊂ W s,u (L i ) for i ∈ {0, 4, 5, 6}, thenx ⊂ W s,u (L σ(i) ), where σ is the permutation given by σ = (0) (4, 5, 6) .
Proof Letx = (x,ẋ, y,ẏ) ∈ R 4 and suppose x is the trajectory throughx satisfying x(0) =x. By definition,x(0) = ϕ(x(0)) = ϕ(x), and we note thatx will parameterize a trajectory for f if and only ifx(t) is tangent to f (x(t)) for all t ∈ R. Thus, it clearly suffices to prove that f • ϕ = ϕ • f holds for anyx on R 4 . With this in mind, define the planar rotation η : R 2 → R 2 by η(x, y) = cos(θ) − sin(θ) sin(θ) cos(θ)
x y = η 1 (x, y) η 2 (x, y)
Recall that for the symmetric mass case, we have equal masses given by m 1 = m 2 = m 3 = 1 3
. Set m = 1 3 , then the primaries are located at P 1 , P 2 , P 3 given by
and note that ||P 1 || = ||P 2 || = ||P 3 || = 1 √ 3
. Moreover, P 1 , P 2 , P 3 are vertices of an equilateral triangle and a direct computation shows that η acts as a cyclic permutation on the primary bodies in configuration space given by the cycle π = (1, 2, 3) . Recalling that r i (x, y) = (x − x i ) 2 + (y − y i ) 2 = ||(x, y) − P i ||, it follows from this symmetry that for i ∈ {1, 2, 3} we have r i • η(x, y) = ||η(x, y) − P i || = (x, y) − P π −1 (i) = r π −1 (i) .
Now, we recall that in the symmetric case, the CRFBP vector field is given by which we write in scalar coordinates as f = (f 1 , f 2 , f 3 , f 4 ). Similarly, write ϕ = (ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 ) and we note that (ϕ 1 (x), ϕ 3 (x)) = η(x, y). Now, we check that f i • ϕ = ϕ i • f holds for each i ∈ {1, 2, 3, 4}. For i = 1, we have the direction computation
Now, for i = 2 we first compute each expression
x − x i r i (x, y) cos(θ) − −2ẋ + y − 1 3 After canceling like terms in each expression, we are left to prove the following equality 
Applying the result from (22) to the left side we have
η 1 (x, y) − x i r π −1 (i) = η 1 (x, y) − x 1 r 3 (x, y) + η 1 (x, y) − x 2 r 1 (x, y) + η 1 (x, y) − x 3 r 2 (x, y) so that for each i ∈ {1, 2, 3}, the numerator for r i is given by η 1 (x, y) − x π(i) . Now, we compute the numerators for r i (x, y) on the right hand side as cos(θ)(x − x i ) − sin(θ)(y − y i ) = η 1 (x, y) − η 1 (x i , y i ) = η 1 (x, y) − x π(i) .
We conclude that the numerators for each r i are equal, and therefore, the equality in (23) holds which proves that ϕ 2 •f = f 2 •ϕ. The proofs for the i = 3, 4 cases are computationally similar to the corresponding proofs for i = 1, 2 which concludes the proof that f • ϕ = ϕ • f , or equivalently,x is a trajectory for f . To prove the second claim, fix i ∈ {0, 4, 5, 6} and suppose x(t) → L i as t → ∞ implying that x ⊂ W s (L i ). Letx = ϕ(x), and note that L i is an equilibrium solution for f implying that x 2,4 (t) → 0. Noting that η is a unitary operator, it follows that x 2,4 (t) → 0 as well. Moreover, ϕ is a dynamical conjugacy implying that in configuration space we have lim Taken together it follows that η(L i ) is again an equilibrium solution for f . Thus, η acts as a permutation on equilibria. A direct computation shows that η(L i ) = L σ(i) where σ is the permutation given by σ = (0) (4, 5, 6) . The preceding argument applies equally well to the unstable manifold of each equilibrium with t → −∞ which completes the proof of the second claim.
B Power series manipulation, automatic differentiation, and the radial gradient Our local invariant manifold computations are based on formal power series manipulations. The main technical challenge is to compute f • P with P an arbitrary power series and f the vector field for the CRFBP. As usual in gravitational N body problems, the nonlinearity contains terms raised to the minus three halves power. 
for m + n ≥ 1. Note that q 0,0 = p α 0,0 = 0 by hypothesis, so that the coefficients qm,n are formally well defined to all orders. Using the recursion given in Equation (26) we can compute the formal series coefficients for Q for the cost of a Cauchy product. This allows us to compute power series representations for the nonlinear terms in f (P ) and Df (P ) in the CRFBP. Another approach which converts the CRFB field to a higher dimensional polynomial filed in discussed in [40] .
