Introduction
[2] A major objective of today's oceanography and ocean biogeochemistry is the identification and quantification of trends in the biomass of photosynthesizing oceanic algae, i.e., the phytoplankton, in response to global environmental changes. These changes include the rise in the mean temperature of the globe [Intergovernmental Panel on Climate Change, 2001; Hansen et al., 1999] , the modifications of the Earth radiation budget due, for instance, to the changes in the global cloudiness patterns [e.g., Rossow and Zhang, 1995] , or the change in the nutrient supply to the upper layers of the deep ocean. All these anticipated alterations can potentially affect the rate of photosynthesis and the amount of carbon fixed through primary production, the signature of which may possibly appear in the satellite ocean color observations.
[3] However, the response of the oceanic biota to these environmental stresses, if they exist, is likely to occur over long timescales (i.e., >10 years at least), and thus is not distinguishable from noise in the remote sensing retrievals over short periods of time. There is a wide continuum of spatial and temporal scales in the phenomena that impact ocean color. The timescale of phytoplankton growth is expressed in terms of days for individual cells and of weeks for a population developing a spring bloom. The spatial scale of their distribution that is relevant to climate response studies is from meters to oceanic basins, hence the global need. Their response to physical forcing is from hours to decades, the latter being probably typical of their slow response to global environmental changes [e.g., Bopp et al., 2001] ; hence the need for long-term records. This need is now well understood and the underlying rationale has been mostly conceived and developed within the framework
[4] The lifetime of satellite ocean color missions is however of about 5 years, anyway less than 10 years, which makes them inappropriate to individually fulfill the requirement of looking at phenomena over decades. As a consequence, observations obtained from the modern ocean color sensors are, for the moment, of no immediate help in answering the above questions. Merging missions is therefore mandatory, yet not a straightforward process. Obvious reasons for this difficulty are the instrument and data processing algorithm differences, while more involved difficulties arise from the different calibration techniques and the different temporal and spatial scales of the observations.
[5] The dilemma is whether or not to wait for the accumulation of 20 more years of ocean color observations, which is not even guaranteed considering the uncertain plans of space Agencies, before being able to provide an answer about a possible evolution of the oceanic algal biomass. The philosophy adopted in the present work is definitely the opposite, and centers on utilizing the only global remote sensing data set that has been gathered prior to the modern ocean color missions, namely the CZCS data set.
[6] Therefore the goal of this study is to improve the quality of the products derived from the CZCS ocean color archive in such a way that they can be considered as a reference point for the 1980s [Antoine et al., 2003] , and can be used for comparison with data sets from the present sensors, e.g., Sea-viewing Wide Field-of-view Sensor (SeaWiFS) [Hooker et al., 1992] , MODIS [Salomonson et al., 1992] , MERIS [Rast et al., 1999] , establishing by this way the first fully homogeneous ocean color record over about 2 decades. The SeaWiFS ocean color observations have been precisely used in the present work, following the basic idea of applying strictly the same algorithms to both the CZCS and the SeaWiFS observations, and of reconciling the calibration of both instruments, so that they become fully compatible. Such a study has not been attempted until now, and it is believed that the use of the CZCS data set, in spite of its known inherent limitations, is the appropriate solution, allowing a 20 year period to be contemplated.
[7] Awareness of the numerous obstacles hindering linkage of the CZCS and the SeaWiFS was realized from the very beginning of this work, in particular because an 11 year gap exists between the termination of CZCS and the start of the SeaWiFS operations. A direct and not well formulated comparison would be at least meaningless, and probably also misleading, because the instruments, the algorithms used for processing the data, and the calibration techniques are all different. The impact of these differences on the chlorophyll fields must be minimized, if not eliminated. To achieve this, painstaking attention has been paid to methodology, in order to make sure trends observed are not an artifact of the processing. When some source of differences cannot be fully avoided, appropriate sensitivity studies are carried out in order to assess their possible effect on the comparison. Accordingly reprocessing the complete CZCS archive was necessary.
[8] The underlying rationale has been to use methods that are as close as possible to those presently used for the new generation sensors, and, above all, applicable to both sources of data in a strictly identical way. A good candidate was the iterative method developed by Bricaud and Morel [1987] and André and Morel [1991] from ideas of Smith and Wilson [1981] . During the last 20 years, however, the knowledge of ocean optics, hence the techniques and algorithms for processing ocean color observations, have evolved, so the method can be refined to incorporate the latest knowledge in bio-optics, in particular in terms of the bidirectional character of the light field emerging from the ocean [e.g., Morel and Gentili, 1996; Morel and Maritorena, 2001] . This method avoids, in principle, some weaknesses of the algorithms used when generating the first CZCS archive, and it allows a retrieval of information regarding the atmospheric aerosols simultaneously with the retrieval of phytoplankton pigments. Although aerosol retrievals are not discussed in this paper and the main focus is on the changes in the upper ocean chlorophyll content, better characterization of atmospheric conditions presumably leads to improved chlorophyll estimates.
[9] Other recent efforts have proposed different methodologies to allow the connection between the CZCS and the SeaWiFS to be realized, and the long-term trends to be highlighted in the time series. Blending the satellite chlorophyll concentrations with in situ determinations is one possible way Conkright, 2001, 2002; , which, in principle, limits the need for complex reprocessing of the top-of-atmosphere observations; indeed, the in situ observations are precisely supposed to eliminate a possible bias in the satellite-derived fields. The limitation in that approach is the need for very large sets of in situ data [Gregg and Conkright, 2001] . The absence of any bias in these data sets is difficult to ascertain and ensuring their consistency over decades is not straightforward, especially when considering not only the chlorophyll concentration but the normalized water-leaving radiances as well. The intent of the present work is to be as independent as possible from an in situ collection of data.
New Coastal Zone Color Scanner (CZCS)-Type Algorithms
[10] Most of the data processing steps are described in the available literature about the CZCS algorithms, and in particular by Evans and Gordon [1994] (hereinafter referred to as EG94) for the former versions of the CZCS algorithms, and by Bricaud and Morel [1987] and André and Morel [1991] for the new algorithms used here. Because significant modifications have been introduced as compared to these two previous works, a schematic view of the whole processing is provided, with emphasis put on recent modifications. Table 1 summarizes the differences between these processing algorithms, and also reproduces the information provided by Tables 1 and 2 ], in order to facilitate the comparison between their approach and ours. It is beyond the scope of this work, however, to provide a detailed comparison of both methods.
[11] It is worth reemphasizing that the algorithm description below is valid for both the CZCS and the SeaWiFS data sets, which are processed in a strictly identical manner, except for a few details that are explicitly mentioned. [1981a, 1981b] ; Gordon et al. [1983] ; Gordon [1987] adapted vicarious calibration (see text)
Time degradation of the calibration idem as EG94, plus a modified band 4 time degradation coefficient
Hovis et al. [1985] ; Mueller [1985] ; Evans and Gordon [1994] idem as EG94, plus a modified band 4 time degradation coefficient (Figure 3) from the measurements of the moon White caps wind-dependent correction [Gordon and Wang, 1994; Moore et al., 2000] no correction no correction wind-dependent correction [Gordon and Wang, 1994; Moore et al., 2000] Glint as in EG94 [Gordon et al., 1988] ; changes in barometric pressure not considered multiple scattering including polarization [Gordon et al., 1988] [Bricaud and Morel, 1987; André and Morel, 1991] ; an Angstrom exponent is produced by the algorithm ''e'' is determined on a pixel-by-pixel basis along with L w (670) by iterations [Bricaud and Morel, 1987; André and Morel, 1991] Morel and Gentili [1993, 1996] accounted for, following Morel and Gentili [1993, 1996] Bio-optical algorithm MBR OC3C algorithm [O'Reilly et al., 1998] chlorophyll as a function of the ratio of water-leaving radiances at two wavelengths [Clark, 1981] chlorophyll as a function of the ratio of inherent optical properties (b b /a) at two wavelengths [Morel and Maritorena, 2001] chlorophyll as a function of the ratio of inherent optical properties (b b /a) at two wavelengths [Morel and Maritorena, 2001] Blending to in situ data Gregg and Conkright [2001] no no no described respectively in EG94, with some modifications, and by McClain et al. [1995] . The modifications concern the discrimination of pixels contaminated by clouds and by sun glint, and the correction for variations in atmospheric pressure and ozone concentration.
[13] Clouds were eliminated in all previous CZCS processing by using two different thresholds on the radiance at 750 nm, namely 18 and 14 numerical counts, the latter being selected when the solar zenith angle becomes >60°. The new cloud threshold applied in this study is based on the albedo at 750 nm, which is simply computed as the radiance at this wavelength normalized by the cosine of the sun zenith angle. This technique uses a threshold of 0.0424 and should represent an improvement at high latitudes or at moderate latitudes in winter. The cloud edge effect, due to electronic overshoot of the CZCS east of bright targets, is eliminated by using a variation of the Mueller [1988] algorithm, as in EG94. Cloud masking for SeaWiFS used a quasi surface (i.e., Rayleigh removed) reflectance threshold of 0.027 at 865 nm.
[14] The sun glint area is eliminated by applying a glint mask that uses the Cox and Munk [1954] formalism to model the wave slope probability distribution, as a function of the wind speed, which is taken from NCEP analyses [Kalnay et al., 1996] . A pixel is eliminated if the glint reflectance is greater than 0.0025, which is half the threshold used in EG94, and thus represents a more stringent condition. Finally, the effect of whitecaps is simply ignored for the CZCS as it is below the one digital count level for this sensor (see EG94), while it is corrected in the case of the more sensitive SeaWiFS instrument, following Gordon and Wang [1994] and Moore et al. [2000] .
[15] Once cloud and glint have been eliminated (other discarded pixels are those with viewing angles greater than 50°, or sun zenith angles greater than 70°), the total radiance L t at the sensor level is split according to (see table of symbols for definition of the various terms below)
[16] In this equation the coupling between aerosol and molecular scattering, usually denoted by the term L ra , is ignored, although the Rayleigh term is computed for a full multiple scattering regime, including polarization, as proposed by Gordon et al. [1988] . Possible changes in barometric pressure and ozone, shown as important in particular for the estimation of the contribution of Rayleigh scattering [André and Morel, 1989] are also considered (also taken from NCEP analyses and TOMS data, respectively), which was not the case in the previous algorithms. At the end, the problem is expressed as
where L a is assumed to result from single scattering (as is explicitly suggested by the notation L as ) and is expressed as (see the table of symbols)
[17] Therefore it remains to separately estimate L w and L as at each relevant wavelength. At a given wavelength and for a given geometry of observation, the three unknowns are the aerosol type and optical thickness, which determine the aerosol radiance, and the marine radiances.
Rationale of the Iterative Scheme
[18] The algorithms in EG94 assumed L w (670) = 0, so that L as (670) was straightforwardly obtained from equation (2). Then, constant values for the e parameters, which are the ratios of the aerosol reflectances at two wavelengths (e(l 1 , l 2 ) = L as (l 1 )F 0 (l 2 )/L as (l 2 )F 0 (l 1 )), and which are needed to extrapolate L as (670) to other wavelengths, were adopted, with e(520,670) = 1, e(550,670) = 1, and e(440,670) = 0.95.
[19] It is now well known that L w (670) is not zero and that it varies significantly with the chlorophyll concentration, Chl; also the adoption of e = 1 for all pixels is unrealistic. Both these assumptions are therefore abandoned in the present work, and the procedure used in EG94 is replaced by a pixel-by-pixel iterative method, which simultaneously performs the atmospheric correction and the pigment retrieval. This procedure, adapted from Bricaud and Morel [1987] and from André and Morel [1991] , is based on the assumption that the variations of optical properties of Case 1 waters [Morel and Prieur, 1977] with the pigment content are known, and that they follow a model. Once a model is similarly selected for the atmosphere, the respective contributions of the marine and atmospheric signal to the total radiance can be separated at each wavelength. The corollary of these assumptions is that a significant deviation of the actual optical properties of water from those predicted by the model is probably incorrectly incorporated into the atmospheric signal. This observation mandates that, at least, an accurate screening of non-Case 1 waters has to be performed before applying the algorithm. Internal checks of out-of-range color ratio or chlorophyll concentrations is also mandatory and indeed are performed.
[20] The scheme uses the information acquired at three wavelengths, namely the CZCS bands at 440 (alternatively 520 for high-chlorophyll waters), 550 and 670 nm or the SeaWiFS bands at 443 (alternatively 510), 555 and 670 nm, to solve the three-unknown (aerosol type, aerosol optical thickness, and the marine radiances) problem. The set of loops described by André and Morel [1991] is here embedded into an outer loop, which is added in order to account for the bidirectional character of the marine reflectance. The principle has been described by Morel and Gentili [1996] , with initialization with mean f/Q values and several iterations in order to reach stable values as a function of the chlorophyll concentration.
Atmosphere Model
[21] In the method developed here, the expression ''atmosphere model'' actually simply refers to the practical way of describing the spectral dependency of the aerosol radiance. Indeed, when the water-leaving radiance at 670 nm is expected to be zero (EG94) or to be known as a function of the chlorophyll concentration (the present method), the aerosol radiance is straightforwardly obtained at this wavelength (remember that all other terms, i.e., L G , L f , and L r , have been previously removed). The remaining step is to extrapolate this information toward the shorter wavelengths, using the Angstrom law [Angström, 1964] that applies to the aerosol optical thickness:
[22] When t a is small at both wavelengths l 1 and l 2 , the sea surface is flat, the shape of the aerosol phase function is wavelength-independent, and w a is constant between l 1 and l 2 , then equation (3) is valid so that equation (4a) actually also applies to the radiances:
with nL numerically equal to n t . Geometry does not intervene in equation (4b) when the conditions enumerated above for w a and p a are met. In a real atmosphere, however, these conditions are never totally met. As a consequence, nL can be quite different from n t , and becomes dependent on geometry when p a varies with wavelength. This is implicitly accounted for in the interative algorithm.
Oceanic Model
[23] According to Gordon and Clark [1981] , the normal-
where t s is the diffuse transmittance of the atmosphere from the sun to the pixel. The irradiance reflectance of the ocean, R, is modeled as a function of the chlorophyll concentration according to Morel and Maritorena [2001] , and is transformed into the normalized water-leaving radiance through
where F 0 (l) is the mean extraterrestrial irradiance for the wavelength in question, < is a factor combining all reflection and refraction effects at the interface [Morel and Gentili, 1996] , and Q is a factor describing the non isotropy of the emerging light field [Morel and Gentili, 1993] .
[24] The Morel-Maritorena bio-optical model for oceanic Case 1 waters (2001) is essentially a revision of a previous model [Morel, 1988] , which was used by Bricaud and Morel [1987] and André and Morel [1991] . The revision consisted of (1) incorporating revised values for absorption by pure water [Pope and Fry, 1997] , (2) using an additional set of simultaneous measurement of Chl and K d (the attenuation coefficient for downward irradiance), (3) accounting for a new statistical relationship between b p (the particle scattering coefficient) and Chl [Loisel and Morel, 1998 ], and (4) revising the semiempirical expression relating the backscattering efficiency of particles to Chl. This revised model (like that of 1988) makes use of K d (l) as a proxy for the absorption coefficient, a(l), which is thereafter obtained through an iterative procedure. Among other optical properties, the model allows the irradiance reflectance, R(l), to be predicted as a function of Chl, through
where f(l) is essentially dependent on q s and Chl. This model also provides the Chl-dependent inherent optical properties, which are used as inputs for radiative transfer computations; these computations are needed to produce tables of the bidirectional parameters f and Q, that are involved in the algorithms [Morel and Mueller, 2003] .
Calibration Considerations
[25] The process of postlaunch vicarious calibration of ocean color sensors, which has been conceived and used for the CZCS and extended to other sensors such as SeaWiFS, is to adjust the initial prelaunch calibration coefficients by a vicarious technique, then to apply a time degradation function to this initial point [e.g., see Barnes et al., 2001] . The latter is performed by regularly aiming either at stable and known natural targets (the moon for SeaWiFS) or at internal calibration lamps (as one for the CZCS). Adjustment of the prelaunch factors is usually achieved by the ''match up'' of the L w s derived after atmospheric correction of the TOA total signal, and of the L w s derived from in situ measurements taken simultaneously to the satellite overpass [e.g., Clark et al., 1997] .
[26] This L w -based vicarious technique [e.g., see Gordon, 1987] has the disadvantage of being sensitive to the atmospheric correction algorithm that is used in the analysis. As a consequence, it has been necessary to examine the extent to which the vicarious calibration coefficients previously derived for the CZCS and the SeaWiFS were still applicable when processing the observations with the new algorithms presented in this paper. These issues are now separately addressed for the two sensors.
CZCS
[27] Initialization of the CZCS calibration by means of vicarious calibration was first performed by Gordon [1987] , who simulated TOA total radiances by summing estimates of the atmosphere radiance (computed with reasonable hypothesis about aerosols) and measured values of the water-leaving radiance. Comparison of this total signal to that measured simultaneously by the CZCS allowed adjustment of the prelaunch calibration coefficients. Besides this initial tuning, deficiencies in the CZCS ''system calibration'' over the long term appeared [Gordon et al., 1983; Hovis et al., 1985; Mueller, 1985; Evans and Gordon, 1994] . They were mainly due to the unreliable internal calibration lamps, which suffered unpredictable intensity variations and did not illuminate the entire optical train, and to the lack of in situ data required to perform repeated vicarious calibration experiments during the sensor life. Nevertheless, the retrospective analysis of EG94 has permitted derivation of the temporal degradation factors with some confidence. They repeatedly processed the whole 4 km CZCS archive with adjusted calibration coefficients, until the global data set satisfied certain constraints, namely that the modes of histograms of the normalized water-leaving radiances at 520 and 550 nm for clear Case 1 waters remain stable over the life of the mission and centered on the typical values for oligotrophic waters (i.e., 0.5 mW cm À2 mm À1 sr À1 at 520 and 0.3 at 550 nm [Gordon and Clark, 1981] ). This exercise was actually a particular type of vicarious calibration, wherein assumptions about the marine signals replace in situ measurements, which is possible for clear waters.
[28] A strict adherence to the principle of vicarious calibration would require that the whole exercise performed in EG94, which is somewhat dependent on the algorithm structure, be repeated by using the algorithm proposed here, which is different from that used in EG94. Calibration of the new algorithm is simplified, however, since the values of [L w ] N (520) and of [L w ] N (550) are forced to agree with the model of Morel and Maritorena [2001] , which predicts [L w ] N for low Chl that are about the same as the clear water normalized water-leaving radiances adopted by Gordon and Clark [1981] and used in EG94. The temporal degradation analysis in EG94 was performed using both single and multiple scattering Rayleigh models, and showed that the same degradation coefficients were valid for both models. Therefore the degradation coefficients of the calibration obtained by EG94 were assumed to be relevant for the present reprocessing.
[29] The resulting fields initially derived over the 1979 -1982 period for the Angstrøm exponent, as computed for the 550-670 nm wavelength couple, yielded however a global mean that was regularly increasing from 1979 to 1982, by a factor of as large as 5 (Figure 1 ). Because the recalibration of band 4 (670 nm) was the most uncertain in the work by EG94, the whole 4 km data set was again reprocessed, by changing the band 4 calibration, so that the sensitivity change starts in late 1980 (orbit 6250) instead of late 1982. The correction of sensitivity (f) then decreases linearly to reach the same value in 1986 as in EG94 (see Figure 2 ):
The rationale for this modification was to remove the longterm trend in the Angstrom exponent (Figure 1 ), which is not justifiable by any independent information.
3.2. Sea-Viewing Wide Field-of-View Sensor (SeaWiFS)
[30] The vicarious calibration of the SeaWiFS relies on the L w measurements collected at the MOBY site in the Hawaii archipelago , and the presentation of the calibration techniques that use these data is to be found in the work of Barnes et al. [2001] and Eplee et al. [2001] . The significant differences between the NASA algorithms that were used in the SeaWiFS vicarious calibration and the present CZCS-type algorithms mandated the generation of a specific set of vicarious calibration coefficients. They were derived by minimizing the difference between the MOBY in situ [L w ] N s and their equivalent derived through the application of the CZCS-type algorithms to the SeaWiFS observations. The final coefficient at each wavelength is obtained when the mode of the histogram of the ratio between the derived [L w ] N s and the in situ [L w ] N s is the closest to 1. These multiplicative coefficients, which apply to the TOA total radiances computed using the standard SeaWiFS calibration, are 1.025 at 443 nm, 1.02 at 520 nm, 1.0095 at 555 nm and 0.9885 at 670 nm.
Impact of the New Processing on the CZCS Level 2 Products
[31] Illustration of the impact of the new processing is necessary for the CZCS, for which the algorithmic changes are motivated by the need of increasing the quality of the derived level 2 products, whereas it is unnecessary for the SeaWiFS, for which the algorithmic changes are only needed to ensure compatibility with the CZCS. The global results and the validation will also show later on that the Mean monthly values of nL were normalized with respect to the value for January 1979, and then a running average was computed and is shown here. The two curves were obtained before and after the factor for the long-term degradation of the sensitivity had been changed for band 4 (see equation (8)). Evans and Gordon [1994, Figure 3] ). The dashed line shows the latest change applied to the degradation factor for band 4 (see equation (8)).
SeaWiFS fields have not been degraded as compared to the standard NASA processing. The impact of having lowered the thresholds for glint and cloud elimination is obviously to remove more clouds and glint (not shown).
[32] By using constant ''e'' ratio (see Table 1 ), the EG94 processing assumed that all the variability within a given scene was originating from the ocean. The present method tries to partition the variability (the uncertainties) between the ocean and the atmosphere, by relying on models, and the simultaneous atmospheric correction and pigment retrieval cannot be solved without accepting some compromise. Therefore it is not claimed that the method is systematically successful, although improvements are definitely observed in most circumstances. The reason for showing an example is to permit the reader to appraise the improvements that the method brings as well as the unavoidable remaining ambiguities that it carries.
[33] In the selected example (Figure 3) , the EG94 processing produces high values of [L w ] N (440) over more than half of the image, which should lead to very low chlorophyll concentrations. This is not the case, however, and this is actually due to simultaneously high values of [L w ] N (550), the mean of which is 0.43 mW cm À2 mm À1 sr À1 , instead of an expected value closer to 0.3 for the clear waters of the Mediterranean Sea at this period of the year. Although this fortuitous compensation is to some extent acceptable as far as the chlorophyll concentration is concerned, it is definitely undesirable for the estimation of normalized water-leaving radiances. The atmospheric correction using constant and unity epsilons definitely failed in that case, and the failure is detectable for instance by a pattern in the [L w ] N (550) and [L w ] N (440) fields, which closely matches a boundary in the L a (670) field (dotted line in the figure). Both sides of this boundary are probably not covered by the same aerosol type, thus preventing a homogeneous retrieval of the marine signal when using a constant epsilon. The Angstrom exponent field, as derived through the iterative procedure, confirms this heterogeneity of the aerosol. Another obvious indication of the improvement of the atmospheric correction is the narrowing of the range of values for [L w ] N (550) and [L w ] N (520) (the latter is not shown; standard deviation decreases from 0.14 to 0.04 at 550 nm, and from 0.19 to 0.08 at 520 nm), which is much more realistic for the oligotrophic to mesotrophic waters of the Mediterranean Sea.
[34] Parts of the same image, however, show the signature of remaining pitfalls of the iterative atmospheric correction. They are related to the presence either of high-chlorophyll waters or of Case 2 waters that have not been properly identified. In that case, some correlation is observed between the chlorophyll and the Angstrom exponent. This is visible as high values of the Angstrom exponent (>0.7), west of 6°E between 42°and 43°N, along the coast between 6.5°E and 9°E, and in a north-south plume that appears a bit west of 7°E. This increase of the Angstrom exponent is coherent with the response of the algorithm when the actual backscattering in the water is greater than the modeled value, as expected in coastal turbid Case 2 waters.
Global Data Sets
[35] The 4 km CZCS level 1 data set [Feldman et al., 1989] was analyzed at the Rosenstiel School of Marine and Atmospheric Science (RSMAS, U. Miami, where most of the original CZCS processing methodologies and codes were developed) with the aim of deriving long-term degradation factors for the calibration of the CZCS . This data set has been used here, along with the additional adjustment of the degradation factor at 670 nm that has been previously described. This data set will be hereafter referred to as the ''previous'' or ''EG94'' CZCS data set. Reader is referred to Feldman et al. [1989] and to EG94 for most of the information on this data set [see also Yoder et al., 1993] .
[36] The sporadic and intermittent operation of the CZCS, combined with the global-scale cloud occurrence, lead to a dramatically patchy distribution of the observations (Figure 4a) . The Mediterranean Sea, most of the coastal upwellings, the European and U.S. coasts, and the Arabian Sea, are among the most intensively observed areas, while the central South Pacific, for instance, was hardly covered by the CZCS mission. A north-south asymmetry is also obvious, the Northern Hemisphere being observed at least twice as often as the Southern Hemisphere.
[37] The number of observations is quite regular up to the spring of 1982 (Figure 4c ), when the eruption of the ''El Chichon'' volcano dramatically obscured the stratosphere [Michalsky et al., 1990] , producing a large drop in the temporal distribution of the data. Then, the density of observations is less in 1983, virtually zero in 1984, and after that it never came back to the level reached during the 3 first years of the sensor life.
[38] A complete subsampled 4 km SeaWiFS data set is kept at NASA/GSFC, and has been used here along with the adapted calibration presented before. The number of SeaWiFS observations for the 1998 -2002 period is displayed in Figure 4b , showing an homogeneous sampling, the shape of which being closely related to the global cloud occurrence over the oceans, and an even distribution over time (Figure 4d) .
[39] The CZCS-type algorithms have been applied to both the CZCS and SeaWiFS level 1 data on a pixel-bypixel basis, then the resulting geophysical quantities, such as the normalized water-leaving radiances and the chlorophyll concentration (level 2 products), have been binned within a global equal angle grid, with 4096 pixels and 2048 lines, and by using an arithmetic mean to compute the average quantity in each bin.
[40] Anticipating on the ultimate use of the SeaWiFS composites for comparison with the CZCS, they have been generated by imposing the CZCS data distribution to the SeaWiFS observations, i.e., a SeaWiFS pixel is kept and used in the production of these level 3 composites only when a CZCS observation was made at the same location and the same day at least one time during the 1979 -1986 period. Doing so should minimize, if not totally remove, the possible impact on the comparison of the strong difference in the CZCS and SeaWiFS data distribution.
Validation of the Revised Chlorophyll Fields
[41] Validation of satellite-derived properties is not straightforward, in particular because of the inherent discrepancy between the spatial scales of the satellite measurement and of the in situ observations that are used for validation purposes. The difficulty is still augmented for the CZCS observations that were collected some 20 years ago, when in situ phytoplankton pigment determination procedures were not standardized. Therefore the quality of the data to be used for the CZCS validation cannot be warranted. Nevertheless, the CZCS chlorophyll estimates derived in this work have been compared with in situ determinations, as pooled together within the SeaBASS archive [Werdell and Bailey, 2002; Werdell et al., 2003] .
[42] The situation is better for the validation of the revised SeaWiFS fields, since it is possible to rely only on a priori high-quality, HPLC-derived, chlorophyll concentrations, which have been as well extracted from the SeaBASS archive. A match up point is produced each time a correspondence between a CZCS or a SeaWiFS pixel and one point of this in situ database is found within 1 day.
[43] The results of the match up exercises are shown on Figures 5a and 5b , both for the old CZCS data set and the new one produced here. It appears that the old processing underestimates the in situ chlorophyll determinations by $13%, while the present reprocessing produces chlorophyll concentrations on average $15% higher than the in situ determinations. Regardless of the exact significance of these numbers, based on a relatively limited data set, it is comforting to get higher concentrations in the new chlorophyll fields, since the older ones were recognized to underestimate the truth [e.g., see Balch et al., 1992; Yoder et al., 1993; Gregg and Conkright, 2001] .
[44] As for the SeaWiFS, the results in Figures 5c and 5d show very similar results for the NASA fields and the ones produced here, both with a slight overestimation by 4 and 5%, respectively. These results definitely qualify the revised CZCS and SeaWiFS archives presented in this work to being used in the reconstruction of a 20 year ocean color record of the global ocean.
Main Features of the Revised Chlorophyll Fields

CZCS
[45] Global climatological (1979 -1983) seasonal maps of CZCS chlorophyll concentrations obtained with the new processing are shown in Figure 6 (left), and their ratio to the EG94 results are shown in Figure 7 (left). The revised CZCS shows on the average higher concentrations, with mean ratios of new-to-old Chl being 1.38, 1.24, 1.20 and 1.15 in winter, spring, summer and fall, respectively. These changes result from the differences in the atmospheric correction and bio-optical algorithms.
[46] The main regions of higher Chl are the equatorial Pacific and Atlantic Oceans, the northern part of the three oceans, the Southern Ocean from about 45°to 60°south, and the southwest Pacific in summer and fall. The oligotrophic gyres of the Northern Hemisphere do not exhibit appreciable changes. In contrast, the oligotrophic gyres of the Southern Hemisphere show similar or lower (up to 35%) concentrations.
[47] The general shift toward higher concentrations is illustrated in Figure 8 , where the distribution of the chlorophyll concentration is displayed in terms of the fraction of the world ocean area covered by given concentration ranges (Figure 8a ). In this figure, the crossing of the curves corresponding to the old and to the new CZCS chlorophyll fields occurs around concentrations of about 0.1 and 1 mg(Chl) m
À3
, so that moderate concentrations (0.1 < chl < 1 mg(Chl) m À3 ) are more represented, whereas the most oligotrophic (chl < 0.05 mg(Chl) m , for the EG94 and the new data sets, respectively, i.e., a $27% increase.
[48] Cumulative distribution functions obtained from the curves in Figure 8a are displayed in Figure 8b . They indicate that the percentage of ocean surface in the oligotrophic domain (i.e., Chl < 0.1 mg(Chl) m
) is 65% for the old processing results and 48% for the new ones. When examining seasons (not shown), these numbers become 60, 65, 60 and 58% from boreal winter through spring, summer and fall, respectively, and 40, 55, 50 and 51 in the new data set. The shape of the curve for the new processing tends to resemble that of a log-normal curve, which is in agreement with the usual distribution of bio-optical properties in the ocean [Campbell, 1995] . This change from a distribution following approximately a power law (as suggested by Antoine et al. [1996] ) to a log-normal one is due to the enhanced contribution of concentrations between 0.1 and 1 mg(Chl) m
, and also to the rescaling of the concentration values that now allows values <0.04 mg(Chl) m À3 to be derived, which was not the case in the older CZCS chlorophyll fields.
SeaWiFS
[49] The aim when applying the CZCS-type algorithms to the SeaWiFS observations is not to a priori improve the resulting [L w ] N and chlorophyll fields as compared to those produced through the standard NASA processing. The sole reason, as said before, is to make them fully comparable to the CZCS fields. A brief description of the new SeaWiFS fields and of their difference with the NASA fields is nevertheless necessary to check that the former are not degraded as compared to the latter, which remain the reference.
[50] The global climatological (1998 -2002) seasonal maps of SeaWiFS chlorophyll concentrations resulting from the present ''CZCS-type'' processing are shown in Figure 6 (right) and their ratio to the NASA V4 processing results are shown in Figure 7 (right).
[51] There are roughly equivalent areas with either larger or lower concentrations (differences mostly within ±30%), the latter corresponding to concentrations <$0.1 mg(Chl) m À3 and the former to concentrations above this value. This is mostly due to the change in the bio-optical algorithm, with the Morel and Maritorena model providing lower concentrations than the OC4-V4 [O'Reilly et al., 1998 ] for oligotrophic waters. The impact of the change in the atmospheric correction algorithm is less important than for the CZCS, because the difference between the NASA algorithms and the ''CZCS-type'' algorithm, in terms of the description of the spectral dependence of the atmospheric signal, is less than between the CZCS-type algorithms and the EG94 algorithms (e = 1 , for the NASA V4 and the CZCS-type data sets, respectively, i.e., an $10% change (when computed for Chl < 3 mg m
À3
).
[52] The changes from the NASA V4 to the new SeaWiFS fields are summarized by the global distribution curves in Figures 8c and 8d . It is similar to the change observed between the old and new CZCS data sets (Figures 8a  and 8b ). In the case of SeaWiFS, there is now a larger representation of Chl <$0.06 mg(Chl) m À3 and between $0.3 and 1 mg(Chl) m
. These different shapes of the curves in Figure 8c do not translate into a change of the proportion of the ocean corresponding to the oligotrophic and mesotrophic domains ( Figure 8d) ; it is only the repartition inside these two domains that is modified.
[53] From this analysis of the global SeaWiFS fields, it is possible to conclude that the whole sequence of algorithmic changes and the accompanying vicarious calibration have together produced SeaWiFS fields that only slightly differ from the NASA fields, and that are fully compatible with the CZCS fields.
Diagnostic of the Changes From the CZCS to the SeaWiFS Era
Practical Conditions of the Comparison
[54] From now on, ''CZCS'' and ''SeaWiFS'' are used, abandoning ''old,'' ''previous,'' and other qualifying terms, implicitly acknowledging that the two final revised archives are exclusively used to establish a diagnostic of the changes in the global ocean chlorophyll concentrations. This means in particular that the SeaWiFS fields that are used hereafter are those that have been derived by mimicking the CZCS data distribution (see section 5).
[55] The changes are examined by comparing average concentrations during 5 years of the CZCS era, i.e., from 1979 to 1983, and average concentrations during 5 years of the SeaWiFS era, i.e., from 1998 to 2002. The CZCS years 1984 to 1986 are not considered because the amount of data after 1983 is much less than before and the data collection is even more intermittent (Figure 4) , and because the uncertainty in the CZCS calibration is larger in the end of its life.
[56] The results are presented either as the logarithm of the ratio between the SeaWiFS and the CZCS chlorophyll concentrations (Figures 9 and 10 ) or as relative percent differences (RPDs, Table 2 ). The latter are easier to interpret whereas they can exaggerate the positive values when plotted on a linear scale (negative RPDs can never be more the À100% whereas positive RPDs can be arbitrarily large). The logarithm of the ratio has the advantage of being symmetric with respect to 0 and then provides a balanced figure of the under-and overestimations.
[57] Considering that an uncertainty may persist on the CZCS calibration, and that its impact on the derivation of Chl is maximum when the blue-to-green ratio becomes slowly varying with Chl (i.e., when Chl is large), the comparison is limited to Chl < 1.5 mg(Chl) m
À3
. This value is also the threshold above which the Chl algorithm switches from the 440-550 nm band ratio (443-555 for Figure 7 . Seasonal maps of the logarithm of the ratio of the chlorophyll concentrations (left) between the new and the EG94 CZCS climatologies (years 1979 -1983) and (right) between the CZCS-type and the NASA V4 SeaWiFS climatologies (years 1998-2002) . The corresponding relative percent differences are indicated above the color scale. SeaWiFS) to the 520 -550 nm band ratio (510-555 for SeaWiFS). By doing so, intense blooms are eliminated from the analysis, as well as regions where Chl would be permanently larger than 1.5 mg(Chl) m
. The latter was found to be less than 5% of the ocean area, so removing them from the analysis should not have a major impact on the final conclusions.
Major Global Changes
[58] A first observation is the stability of the Chl spatial distribution from the CZCS to the SeaWiFS era ( Figure 6 ) [see also , with very similar boundaries between major ocean provinces such as the oligotrophic gyres and the Pacific equatorial upwelling. This absence of major shifting in the provincial boundaries of the chlorophyll distributions between the CZCS and the SeaWiFS allows to superimpose both climatologies in order to look at their ratio. There is no risk of misleadingly produce ratios that would be significantly different from unity simply because oceanographic features such as oligotrophic gyres would have shifted, whereas the average concentrations could be unchanged within and outside these gyres.
[59] The distribution curves (Figures 8e and 8f ) have similar shapes, which is expected after having processed identically the CZCS and the SeaWiFS, and SeaWiFS shows an increased representation of concentrations above about 0.2 mg(Chl) m
À3
. Oligotrophic areas are 40% of the global ocean for SeaWiFS, whereas they were 48% with the CZCS. [60] A second observation is the overall increase of the chlorophyll concentrations that appears when examining the annual and seasonal maps of the ratio (Figure 9 ), and which is confirmed by computing global mean values (Table 2; comments later on). The largest positive evolutions as well as the largest seasonal changes in these differences are generally found within the intertropical band. Large, greater than one, ratios are more represented during spring and summer of both hemispheres. Because the areas of major decreases (increases) in the chlorophyll concentration correspond in particular to oligotrophic (meso-to eutrophic) regions, the general contrast between low-chlorophyll areas and rich waters is enhanced.
[61] Another characteristic of the maps in Figure 9 is their important spatial heterogeneity, with a juxtaposition of areas with markedly different values, as seen for instance in the North Pacific and North Atlantic. These areas often correspond to well-known oceanographic entities, for instance the oligotrophic gyres with rather declining concentrations or the intertropical zones with generally higher concentrations.
[62] The distribution of the ratio and their values vary seasonally (four lower panels in Figure 9) , with the largest decreases in the Northern Hemisphere and equatorial Atlantic in fall, and the largest increases mostly located in the Indian Ocean, in the intertropical region in all oceans, and in the north Atlantic during spring and summer. Rather similar zonal features are observed in the Atlantic (Figure 10a ) and Pacific (Figure 10b) , with increases in the intertropical band and for latitudes above $40°N, and decreases in the subtropics of the Northern Hemisphere ($20°N-40°N) . The decadal changes in the Atlantic are however much more depending on the season Figure 9 . Global annual and seasonal maps of the logarithm of the SeaWiFS (1998 SeaWiFS ( -2002 to CZCS (1979 CZCS ( -1983 chlorophyll concentrations ratio. The corresponding relative percent differences are indicated above the color scale. than in the Pacific. The Indian Ocean behaves quite differently (Figures 9 and 10c) , with higher concentrations in the SeaWiFS era everywhere but around 35°S. The changes are seasonally varying, with the largest (lowest) values in summer (fall).
[63] A closer look to the North Atlantic and North Pacific subtropical gyres shows that their southern boundaries have increasing concentrations, and, conversely, their northern boundaries have decreasing concentrations (Figures 9, 10a , and 10b). The curves for the annual averages (Figure 10 ) accordingly exhibit a descending slope when moving away from the equator. The areas with the largest decreases in the two northern basins (Figure 9 ) actually do not match the gyres themselves; they are rather straddling the northern part of the gyres and the region just north of the gyres. As for the South Atlantic and South Pacific subtropical gyres, the largest decreases are closer to the center of the gyres (Figures 9 and 10) , with increasing concentrations on both boundaries. The South Indian gyre does not show a decreasing trend as the other gyres, except in its southeastern part.
[64] Recently, McClain et al.
[2003] investigated the seasonal and interannual variability in the extent of the subtropical gyres by using 8 months of the OCTS data and 6 years of the standard NASA SeaWiFS archive. In particular, they computed the fractional area covered by chlorophyll concentrations <0.07 mg(Chl) m À3 inside predefined rectangular boxes that include the gyres and their boundaries (see Figure 6 ). For the sake of comparison, the same analysis has been performed on the revised CZCS and SeaWiFS climatologies (Figure 11) , and shows that (1) the maximum extent of the gyres, which approximately occurs during summer of both hemispheres, is larger in the revised SeaWiFS chlorophyll fields as compared to the standard NASA fields, which is consistent with the larger representation of oligotrophic waters in the new archive (see Figure 8e) , (2) the seasonal change in the extent of the gyres is similar for the CZCS and the SeaWiFS era, except in the Indian Ocean, which exhibits a smaller area with Chl <0.07 mg(Chl) m À3 in the 2000s, (3) the maximum extent of oligotrophy in the North Pacific gyre occurs in September, i.e., 3 months later than during the CZCS era, and (4) the trend that was observed by McClain et al. [2003] over the 6 years of SeaWiFS, with slightly growing gyres in the North Pacific and North Atlantic, is not evident here between the CZCS and the SeaWiFS era, suggesting that this is not a long-term evolution but rather some recent change.
Major Changes Within Each of the Three Oceans
[65] In the Atlantic Ocean the major positive changes from the CZCS to the SeaWiFS era are located off Europe around 45°N-20°W, along the equatorial band (10°S-10°N), along the subtropical convergence (around 40°S), and, to a lesser extent, in the western half of the western Mediterranean Sea (Figures 9 and 10a ). The regions of major decreases of the chlorophyll concentration are the Sargasso Sea, the south Atlantic gyre, and also an area around 10°N that corresponds to the boundary between the north equatorial current flowing west and the equatorial countercurrent flowing east-southeast. These features persist when examined seasonally (4 lower panels in Figure 9 ), except for the equatorial area that shows overall large decreases in fall and increases in summer. This region is actually the one with the largest range of negative as well as positive differences between the 1980s and the 2000s (Figure 10a) .
[66] Besides the quantitative changes, there is a remarkable overall stability in the annual cycle of the chlorophyll concentration in the Atlantic outside of the tropics ( Figure 12 ); in particular, there is no appreciable difference in the timing of the North Atlantic Spring bloom between 30°N and 40°N, and only moderately lower concentrations in winter between 40°N and 50°N. Marked differences conversely appear inside the tropical regions. In the 0°-10°S band, for instance, a peak around August and two relative minima around October and March exist in the SeaWiFS record, whereas a unique minimum in April and a maximum in December appear in the CZCS record ( Figure 12) . A similar albeit not so clear difference is observed in the 0°-10°N and 10°-20°N bands, within a narrower range of concentrations, however. Again, the Chl peak occurring between June and August does not appear at all in the CZCS record. Seasonal cycles in the South Atlantic did not appreciably change from the CZCS to the SeaWiFS. One exception appears for years 1998 and 2000 in the 60°S-50°S band, with the absence of the summer minimum that is observed for the CZCS era and the other SeaWiFS years. In parallel to this stability of the shape of the Chl annual courses, the concentrations are higher in the 30°S-50°S area, i.e., roughly between the subtropical convergence and the Antarctic convergence.
[67] In the Pacific Ocean, the major positive changes are located on each side of the equator (Figures 9 and 10b) , roughly symmetrically between about 5°N and 10°N and about 5°S and 15°S, except on the two ends of the basin, i.e., just east of Papua New Guinea and west of Ecuador, where the large positive values are rather centered onto the equator. The largest zones with significant decreases are the northern part of the northern subtropical oligotrophic gyre, the northern mid latitudes (25°N-45°N) , and the central part of the southern subtropical oligotrophic gyre. Similar comments than for the Atlantic can be drawn as for the mean seasonal cycles, with extremely similar (different) evolutions outside (inside) of the tropics (Figure 13 ). The differences inside the tropical band, however, are weaker than in the Atlantic, except if only the 10°S-10°N band is considered. In this intertropical area, the annual cycles are much flatter during the SeaWiFS era. A change in the Spring bloom timing is detectable between 40°N and 50°N (relative maximum in Table 2 . Relative Percent Differences Between the Average SeaWiFS (1998 -2002) and CZCS (1979 CZCS ( -1983 May for the CZCS while it is in April for the SeaWiFS), and the maximum observed for the SeaWiFS in April in the 30°N-40°N band does not appear in the CZCS. There is no systematic increase in the 30°S-50°S band, as is observed in the Atlantic.
[68] In the Indian Ocean, positive changes appear around Madagascar, between Somalia and India, and around 50°S (Figure 9) . A large increase occurs over most of the basin North of 15°S in spring and summer. The significant decrease in the oligotrophic subtropics does not appear as in the two other oceans, except around 40°S-90°E. The decadal changes are always positive (Figure 10c) , except near 35°S.
[69] In terms of annual cycles (Figure 14) , unlike the Atlantic and the Pacific, the opposition between inside and outside of the intertropical band does not appear, with changing cycles at nearly all latitudes. There is a clear 1 month forward shift in the start of the bloom in the 10°S-20°N band. This shift does not necessarily end, however, with a time lag of the summer peak in the chlorophyll concentration (still around September, except in the 20°N-10°N band, where it is in July). South of Figure 12 . Climatological annual cycles of the chlorophyll concentration in the Atlantic ocean and for the latitude belts as indicated. The solid black curve is for the CZCS climatology (1979 -1983) , the dotted black curve is for the CZCS-type SeaWiFS climatology (1998 -2002) , as computed inside rectangular boxes that include the gyres and their boundaries (see McClain et al. [2003] and Figure 6 ). The bold and dashed curves are for the revised CZCS (1979 CZCS ( -1983 and SeaWiFS (1998 SeaWiFS ( -2002 climatologies, and the thin dotted curve is for the NASA V4 SeaWiFS data (specific climatological level 3 were also generated from the daily NASA V4 composites and mimicking the CZCS data distribution). The numbers in parentheses are the mean size (10 6 km 2 ) of the area with Chl < 0.07 mg(Chl) m
À3
, as computed from the annual Chl maps.
10°S and north of 20°N, the annual cycles are closer for the two era.
Biogeochemical Significance and Sensitivity Studies
[70] The relative percent differences (RPDs) in the various regions of the ocean are not discussed individually, and the reader is referred to Table 2 , where seasonal and annual values in each ocean are provided per hemisphere and per zonal belt. These values confirm and quantify what has been said in the previous sections; in particular, they show that the Indian Ocean exhibits the maximum average increase, followed by the Atlantic and the Pacific.
[71] The global ocean average chlorophyll concentration is 0.216 mg(Chl) m À3 for the revised CZCS and 0.264 mg(Chl) m À3 for the CZCS-type SeaWiFS, which is different from the value given in section 7 (i.e., 0.276) because the SeaWiFS composites we use are those that have been derived by mimicking the CZCS data distribution. The average CZCS-to-SeaWiFS increase is therefore of $22%. This value would be $23% in case chlorophyll concentrations larger than 1.5 mg(Chl) m À3 are reincorporated into the analysis.
[72] The column-integrated chlorophyll content (mg(Chl) m
À2
) is derivable from the surface chlorophyll concentration, following Morel and Berthon [1989] . Therefore the global ocean chlorophyll stock can be computed by summing up the contents estimated on each pixel of the climatological Chl composites, after the values have been multiplied by the area of the pixels. Doing so for the CZCS climatology leads to a global content of $0.98 10 À2 Gt(Chl), which can be transformed into a global carbon content of 0.98 GtC by assuming a phytoplankton carbon-to-chlorophyll ratio of 100. The same numbers are $1.19 10 À2 Gt(Chl) and 1.19 GtC for the SeaWiFS, which means an increase of $0.2 GtC, i.e., $20% of the phytoplankton carbon stock. Assuming a steady increase in this stock over the past 20 years, the annual change would be 0.01 GtC, which is insignificant when compared to the gross annual ocean primary production that has been evaluated from the CZCS data at a value of $50 GtC [Longhurst et al., 1995; Antoine et al., 1996; Behrenfeld et al., 2001 ].
[73] The possible impact of the averaging method on these values has also been examined. Indeed, the increase that is observed in the chlorophyll concentrations could be partly due to an inclusion of high chlorophyll values in the SeaWiFS data set because of its more systematic data collection scenario. The absence of these value in the CZCS data would artificially shift its mean toward lower values and thus bias the comparison. Therefore the comparison between the CZCS and the SeaWiFS has been redone after having generated global monthly composites using a geometric mean, i.e., computing the mean of the logarithm of the concentrations and then computing the exponential of this mean. This method, which is less sensitive to high values and thus should decrease the mean [see, e.g., International Ocean-Colour Coordinating Group (IOCCG), 2004], did not modify the maps (Figure 9 ), and actually increased slightly the numbers provided in Table 2 . The increase for the Atlantic, Pacific, Indian, and global oceans, for instance, would be 33%, 26%, 35% and 28%, respectively. When computing the average Chl concentrations, the impact of large values was actually more important for CZCS than for SeaWiFS.
[74] Another sensitivity analysis has been performed with respect to the CZCS calibration uncertainty, by assuming a remaining 5% overestimation of the normalized waterleaving radiance at 440 nm. Again, the comparison between the CZCS and the SeaWiFS has been redone after having recomputed all chlorophyll concentrations with [L w ] N (440) systematically decreased by 5%, and regenerating all monthly composites with these modified (increased) concentrations. The RPD distribution shown in Figure 9 are not appreciably modified and the global change of the chlorophyll concentration decreases from $22% to $16%.
Conclusion
[75] A comprehensive restructuring of the atmospheric correction and pigment retrieval algorithms for the CZCS has been presented, with the aim of improving the confidence in the CZCS data set, and, above all, of allowing the processing of the observations of modern ocean color sensors like the SeaWiFS with strictly the same procedure. When the new procedure is applied to modern sensors, the goal is not to improve the quality of the retrieved parameters, since the performance of modern algorithms are a priori better than those of the ''CZCStype'' algorithms, but to retrieve parameters using the same approach as it is done for the CZCS. The final goal is the analysis of the decadal changes in the global oceanic phytoplankton biomass. Doing the converse, i.e., applying modern algorithms, or adaptation of them, to the CZCS, is either impossible because the necessary near infrared bands are not present (765 and 865 nm in the case of SeaWiFS), or would require extensive changes to adapt the modern algorithms to become applicable to the CZCS. Therefore it is believed that the unique reprocessing effort that is presented here is a logical prerequisite to achieve the long-term science objectives, e.g., a decadal ocean color time series.
[76] Improvements have been demonstrated and remaining difficulties have been discussed. It is also believed that the proposed algorithm, which uses a limited set of four bands in the visible spectrum that are systematically present in the band set of new ocean color sensors [IOCCG, 1998 ], is particularly suited for processing the observations from a variety of ocean color sensors. Therefore it could facilitate the generation of long-term, multisensor, ocean color archives. Increasingly sophisticated and sensor-specific algorithms are being developed for the new generation sensors [see, e.g., Antoine and Morel, 1999] , in order to maximize the number and the accuracy of parameters that are derived from individual instruments; they are not, however, easily adaptable to several different sensors. In contrast, much simpler algorithms, as the one used here, applicable to any ocean color sensor, are as well a useful development for long-term studies where absolute values are less important than their consistency over decades.
[77] The results of the CZCS algorithm revision have been presented in terms of the normalized water-leaving radiance and chlorophyll concentration. Significant improvements are achieved regarding the reliability of the derived CZCS products, in particular for the normalized water-leaving radiance. The overall increase of the CZCS chlorophyll concentration from the EG94 results to the present ones is consistent with, albeit a little lower than, what has been obtained by Gregg and coworkers Conkright, 2001, 2002; . The reasons for reaching this result are not the same, however. In Gregg's work the blending with in situ data partly counterbalances the large increase produced by the algorithm changes [cf. Gregg et al., 2002, Figures 6 -8] , while the increase of the chlorophyll concentrations is here strictly the result of applying new algorithms.
[78] Significant decadal changes have been observed in the global distribution of the chlorophyll biomass, by using this revised CZCS archive along with the consistent SeaWiFS archive. The global ocean is on average gaining chlorophyll, yet the distribution of decreases and increases shows a high spatial heterogeneity and a significant seasonality. The coherence of the distribution and seasonal Figure 14 . Same as Figure 12 , but for the Indian Ocean.
evolution of these changes with the general functioning of the ocean is increasing the confidence in these results.
[79] A next step in this study is to continue building the ocean color time series using the entire SeaWiFS archive as well as the data collected by other sensors like the MODIS and the MERIS. Another following step consists in interpreting the observed changes, by confronting them to the changes observed in other parameters such as the sea surface temperature, the global irradiation or the nutrient supply to the upper ocean. Modeling work will likely be the clue to a full interpretation of these concurrent long-term climatic evolutions [e.g., see Sarmiento et al., 2004] . In turn, these long-term, internally consistent ocean color time series will be useful to validate the global change scenarios that are produced by global ocean models. . Q(l, q s , q 0 , Df) Q factor (i.e., E u /L u , where E u is the upwelling irradiance just below the surface and L u is the upwelling radiance at the same depth, sr. R(l, q s ) reflectance just below sea surface, i.e., the ratio of the upwelling to downwelling irradiances just below the surface, dimensionless. < (q 0 ) = [((1 À r)/(1 À r R))((1 À r (q 0 ))/n 2 )], geometrical factor accounting for all refraction and reflection effects at the air-sea interface [Morel and Gentili, 1996] , dimensionless. n refractive index of seawater, dimensionless. r F (q) Fresnel reflection coefficient for incident angle q, dimensionless. r mean reflection coefficient for the downwelling irradiance at the sea surface, dimensionless. r average reflection for upwelling irradiance at the water-air interface, dimensionless. t a (l) aerosol optical thickness, dimensionless. t r (l) Rayleigh optical thickness, dimensionless. t oz (l) optical thickness due to ozone absorption, dimensionless. t s (l, q s ) = E d (0 + )/(m s F 0 ), irradiance transmittance for a sun zenith angle q s and wavelength l, where E d (0 + ) is the downwelling irradiance just above the sea surface, dimensionless. t d (l, q v ) diffuse transmittance of the atmosphere for angle q v and wavelength l computed as exp(À(t r /2 + t oz )/m v ), dimensionless.
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