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Abstract—The decisions involved in rural settings are of com-
plex nature, with some aspects compounded by the presence
of intangible criteria. Hence, a suitable approach is needed
that can produce effective solutions. This paper describes
the applicability of a multicriteria decision-making method,
specifically the analytic network process (ANP), to model the
selection of an appropriate telecommunications infrastruc-
ture technology, capable of deploying e-services in rural areas
of developing countries. It aims to raise awareness among
telecommunication planners about the availability of ANP,
and to demonstrate its suitability to enhance the selection
process. The proposed model is constructed based on con-
cerned experts’ views of relevant selection criteria and poten-
tial technology alternatives. Its network structure caters for
all possible dependencies and interactions among criteria and
alternatives.
Keywords—analytic hierarchy process, analytic network process,
multicriteria decision making, rural telecommunications, tech-
nology selection.
1. Introduction
Telecommunications technology is evolving rapidly and of-
fers information links between urban and rural areas that
can overcome distance barriers and provide e-services to
these hardly accessible areas. Recent technological ad-
vances in transmission systems like fiber optics, wireless
and satellite can now supply services to these locations at
affordable prices. However, with different criteria for tech-
nology evaluation and various telecommunications infras-
tructure alternatives available nowadays, the selection pro-
cess becomes complicated; there is uncertainty and multi-
ple conflicting objectives with sociological, demographical,
environmental, political, cultural, economic and technical
aspects. This raises the need for some kind of structure or
model, based on a suitable multicriteria decision making
(MCDM) method.
Some relevant papers cited in literature tackling problems
from rural telecommunications field using such methods,
with particular focus on the application of analytic hier-
archy process (AHP) to rural telecommunications include:
Nazem et al. [1] use the AHP, to develop a two-phased deci-
sion support system to aid the design of rural area telecom-
munication networks and in [2] examines ways of building
an effective rural telecommunications network to facilitate
rural development in an information-intensive society. Lee
and Kim [3] present a methodology using analytic network
process and zero-one goal programming (ZOGP) for infor-
mation systems projects selection problems that have mul-
tiple criteria and interdependence property. In another pa-
per, Nazem et al. [4] develops a specific multicriteria deci-
sion support mathematical programming model for dealing
with the definition of a “hub structure” that is the selection
of a number of “nucleus cities” in the context of a rural
network planning process. Chemane et al. [5] use De-
cidelT tool based on MCDM to improve the quality of de-
cisions in selecting internet access technologies. Sasidhar
and Min [6] use AHP to select the optimal access tech-
nology for a rural community under a multiple number
of criteria such as cost quality and speed. Nepal [7] ap-
plies AHP to the evaluation of rural telecommunications
infrastructure. Finally, Andrew et al. [8] present a model
regarding the applicability of using the AHP for enhanc-
ing the selection of communication technologies for rural
areas.
While significant decision models are being presented in
these papers, but, very few studies have considered all cri-
teria relevant to rural telecommunications, and most of
them obviously apply no factor interactions. For exam-
ple, if a model’s emphasis is mainly technical, then the
economic, social, regulatory and environmental criteria are
probably not adequately addressed. Basically, the AHP is
a suitable method when optimization is not pursued, re-
sources are not restricted, and interdependencies between
factors do not exist [9]. However, such models do not
consider important issues such as interaction among and
between decision making levels/clusters as well as depen-
dency among qualitative factors. These are important issues
in rural telecommunications decision problems which can-
not not be structured hierarchically because they involve
many interactions and dependencies requiring a MCDM
method to holistically deal with qualitative and quantita-
tive data, with different conflicting objectives, to arrive at
a consensus decision in relation to the choice of a suitable
rural telecommunication technology.
To the best knowledge of the authors, applications of the
analytic network process (ANP) to the selection of ru-
ral telecommunications infrastructure technologies have not
been cited in the published literature. This paper therefore
attempts to fill this gap in the literature to particularly allow
for the explicit consideration of dependencies and interac-
tions in the decision making process and still maintains the
acknowledged advantages of the AHP method. The ANP
is chosen in this paper because of its several advantages
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over the AHP and other MCDM methods, such as its holis-
tic approach, in which all the factors and criteria involved
are laid out in advance in a network system that allows
for dependency. Its power lies in its use of special ratio
scales to capture interactions for making accurate predic-
tions and reach better decisions [10]. Moreover, its suitabil-
ity in offering solutions in a complex multicriteria decision
environment, together with the availability of software sup-
porting its functions, further acknowledge its applicability
to tackle such a problem. It has also proved to be success-
ful in utilizing expert knowledge to tackle several selection
problems, e.g., [3] and [11].
The remainder of this paper is organized as follows. Sec-
tion 2 articulates the selection of rural telecommunications
infrastructure problem. The underlying methodology of the
proposed approach, the ANP, is briefly introduced in Sec-
tion 3. The development of the proposed model is explained
in Section 4. The pairwise comparisons are described in
Section 5. The results are discussed in Section 6 and the
paper ends with conclusions in Section 7.
2. The Choice of Technology for Rural
Telecommunication Infrastructure
There is a need to provide access to the main telecommuni-
cations network and expand connectivity to such areas, thus
enabling the rollout of the appropriate telecommunication
services. However, the choice of appropriate telecommu-
nications infrastructure technology that will provide the re-
quired e-services within various constraints is a challenge.
Typically, technology selection is based on a mixture of
different criteria, one of which is the remoteness of a vil-
lage. If the village is within 35 km of the nearest local
exchange, telecommunication services can be provided to
that village using a one-hop last-mile link. However, if the
village is further away, at least two transmission hops must
be established [12]. Hence, two types of telecommunica-
tions infrastructure technologies are needed to provide ru-
ral telecommunication services, namely backbone network
(core) and access network (last mile).
The backbone network provides the long-haul signal trans-
mission from the country’s main telecommunication centre
to the remote access network, i.e., trunking services [12].
This network may be wireless or wireline, including ana-
logue and digital transmission technology over fiber optic,
wireless or satellite transmission media [5]. The access
network provides the connectivity between the end-user
and the backbone network and may be based on wireless
or wireline technologies, e.g., copper wires or wireless,
connected to network nodes at the edge of the backbone
network. Technologies in both networks can be circuit-
switched or packet-switched. Any decision made for each
of these two segments must take into account the charac-
teristics of rural settlements.
The primary focus of this paper is mainly on the backbone
network by attempting to provide a structure of the deci-
sion problem and proposing a technology selection model
of such an infrastructure. The telecommunications back-
bone is, in general, a key problem for rural information
infrastructure, as low population density is linked to high
cost of service for any communications technology, espe-
cially for wireline services. It poses the greatest challenge
to bringing affordable telecommunication services to ru-
ral residents. However, once it is in place and running,
it will be possible to connect other nearby rural villages
with a wide range of telecommunication technologies and
needed services. The infrastructure technology selection
process, especially in the case of rural telecommunications
in developing countries, is a multi-faceted, multi-criteria
decision making problem, requiring consideration of some
wide-ranging qualitative factors related to socio-economic
and political issues. These are hard to quantify and will
have great impact on the selection process, in respect of
the social, environmental, regulatory and demographical
concerns, etc.
Furthermore, in order to incorporate other tangible fac-
tors, in the absence of past statistical data to analyze, such
as technical and economic related factors, etc., it is nec-
essary to use a suitable multicriteria method for analysis
and synthesis by a group of experts rather than an individ-
ual. A telecommunication operator usually receives several
technology solutions from external vendors. The challenge
of matching the parameters of an engineering problem to
the available solutions becomes a challenge to the telecom-
munications engineer in this particular selection phase [8].
A typical conceptual rural telecommunications infrastruc-
ture selection model is illustrated in Fig. 1.
Fig. 1. A conceptual model for the selection of rural telecom-
munication infrastructure (revised and adapted from [13]).
The obvious significant implication of this conceptual
model is that the technical factors are only one subset
among others when selecting rural telecommunication tech-
nologies, albeit a necessary part. The other factors, such as
the sociological, environmental, economic, regulatory and
the infrastructure-related are regarded as essential factors
that also need to be considered. This can be envisaged as
a holistic approach in which the outcome of the selection
process is not only dependent on the technical factors, but
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arises out of the interactions among the various factors. An
ANP-based decision model is therefore proposed as a suit-
able methodology because “decisions obtained from a net-
work can be significantly different from those obtained from
a more complex hierarchy” [14]. It is constructed to include
an in-depth and comprehensive examination of all pertinent
factors and will be dependent on the perceptual weightings,
provided by telecommunications experts.
3. The Analytic Network Process
The ANP is a multi-attribute decision making approach
developed by Thomas L. Saaty and was originally called
the supermatrix technique [15]. It is a generalization of
the AHP decision methodology where hierarchies are re-
placed by networks, allowing the capturing of the outcome
of dependence and feedback within and among the clusters
of elements. Its network structure differs from a hierar-
chy as illustrated in Fig. 2 [10]. The hierarchy has a goal,
levels of elements and connections between the elements.
Fig. 2. Examples of a hierarchy (a) and a network (b).
It has no inner dependence and no feedback from lower to
higher levels. Unlike the hierarchy, the network structure
has no levels but clusters of elements where every element
can depend on any other element. The influence is trans-
mitted from one cluster to another (outer dependence) and
back, either directly from the second cluster, or, by transit-
ing through intermediate clusters along a path which some-
times can return to the original cluster forming a cycle [10].
The existence of feedback indicates there is mutual outer
dependence of criteria in two different clusters, which pre-
vents the problem from being modeled hierarchically due
to the difficulty in deciding which cluster is higher/lower
than the other. Also, because of inner dependence, the re-
lationships between same level criteria are not represented
hierarchically.
The specific ANP model is based on the reasoning, knowl-
edge and experience of experts in the field and relies on the
process of eliciting managerial inputs, allowing for a struc-
tured communication among decision makers, so that it can
act as a qualitative tool for strategic decision-making prob-
lems. “It is a relatively new methodology that is still not
well-known to the operations research community and prac-
titioners” [9]. With its capability to deal with dependence
and feedback, it is the most general framework for a detailed
analysis of societal, governmental and corporate decisions
that is available today to the decision-maker [15]. There-
fore, in recent years, there has been an increased use of the
ANP in a variety of decision making problems and numer-
ous applications have been published in literature [16].
The ANP is a coupling of two parts. The first part con-
sists of a control network of criteria that controls the in-
teractions in which the criteria should be identified, orga-
nized and prioritized in the framework of a control network.
The second part is to derive a network of influences among
the factors and clusters, i.e., the influence of elements in
the feedback system with respect to each of these criteria.
Paired comparison judgments of homogeneous elements are
performed and synthesized to obtain the priorities of these
criteria. The ANP then joins all possible outcomes together
in its structures and both judgement and logic are used to
estimate the relative influence from which the overall an-
swer is to be derived [15]. The SuperDecisions software
can be used to perform matrices computation and solve
AHP/ANP problems [17].
4. The Development of the Decision
Model
In this section, we introduce an ANP model and its de-
velopment to show how the ANP can be used in the rural
telecommunications environment. As each telecommunica-
tion infrastructure provider will have its own set of criteria.
The attempt here is to present a generalized model based
on factors and alternatives identified from the published lit-
erature, best practices and telecommunications experts that
could then be adapted or extended to support a particular
context or a situation of a developing country.
4.1. Setting Selection Criteria
To adapt the ANP methodology for such a technology se-
lection process, it is the foremost activity of the researcher
to examine the relevant issues involved. Hence, the first
task is the definition of the criteria that will be used for
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the selection of the appropriate technology for rural con-
nectivity. The activities used to consolidate the final list of
the selection criteria, were:
– an intensive literature survey of past studies on sim-
ilar problems, including: [5], [6], [8], [12] and [18];
the outcome of this activity was the consolidation
of an initial list of criteria that comprises the most
important factors for the problem at hand;
– interactions with telecommunication experts both
from industry and academia from all over the world,
who were contacted through e-mail to provide feed-
back on the initial list of criteria; from the aforemen-
tioned activities, a consolidated list of 31 selection
criteria, deemed to affect the planners’ decision in
the choice of rural telecommunications backbone in-
frastructure, can be observed in Table 1.
Table 1
Ordering and clustering of criteria according to relevance
and importance
Cluster Criteria Mean
(A) Technical
(A1) Reliability 4.00
(A2) Ease of maintenance 3.94
(A3) Remote network management 3.88
(A4) Compatibility 3.81
(A5) Ease of installation 3.72
(A6) Scalability 3.54
(A7) Bandwidth 3.53
(A8) Flexibility 3.52
(A9) Latency 3.30
(B) Infrastructure
(B1) Coverage range 3.80
(B2) Security of physical 3.73
infrastructure
(B3) Proposed usage 3.40
(B4) Availability of skilled 3.34
technicians
(B5) Access to existing telecoms 3.32
infrastructure
(B6) Remoteness of area 3.26
(B7) Rollout time 3.11
(B8) Parallel infrastructure 2.97
(C) Economic
(C1) Operating cost 4.13
(C2) Funding sources 4.11
(C3) Capital cost 3.98
(C4) Return on investment 3.63
(C5) Economic development of area 3.32
(D1) Demand 3.77
(D) Social
(D2) Affordability 3.73
(D3) Population density 3.48
(D4) Community of interest 3.42
(E1) Spectrum availability 3.74
(E) Regulatory (E2) Licensing constraints 3.52
(E3) Rights of way 3.30
(F) Environmental
(F1) Terrain topography 3.24
(F2) Climatic conditions 3.00
4.2. The Online Survey
In order to rank the selection criteria according to their
relative importance, an online questionnaire was designed.
Telecommunication experts were asked to rate the im-
portance of each factor using a five-point Likert-type
scale, ranging from: not important = 1, moderately impor-
tant = 2, strongly important = 3, very strongly impor-
tant = 4 and extremely important = 5. A pilot survey
was conducted before posting the questionnaire online
and subsequently the questionnaire was slightly modified.
Fig. 3. Categorization of respondents by their professional back-
ground.
Fig. 4. A graphical representation of the online survey results in
percentages.
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Table 2
Comparisons of some features of potential alternatives
Alternative Advantages Disadvantages
High speed High cost
(G1) Fiber optic cable More reliability Long rollout time
High flexibility Most difficult to deploy
Simplicity Less reliability
(G2) Power line communication Low cost Data signal disruption
Use of power lines Noise and interference
High speed Low reach and line of sight
(G3) Microwave link Low cost equipment Licensing constraints
Fast deployment Less bandwidth and flexibility
Wide coverage High latency
(G4) Satellite communication Ease of deployment High cost
Overcomes topography Limited bandwidth
The obtained responses effectively reached 62 responses,
which is considered adequate because the purpose of the
survey was mainly to obtain a range of diversified ex-
pert opinions with respect to each particular selection
factor.
The respondents’ profiles showed that all of them are
generally involved in telecommunications field, where
some of them are particularly dealing with rural telecom-
munications projects. They can be categorized by their
professional backgrounds into three categories as shown
in Fig. 3: of the 62 respondents 20 (32.3%) of them work
as telecommunication engineers, 33 (53.2%) as consultants
and 9 (14.5%) as academics. This mix up of the respon-
dents’ expertise confirms their familiarity with the selection
factors and also indicates that they were very well placed
to provide useful data for such a survey.
The results were then analyzed using SPSS (SPSS Inc.,
2006), and univariate descriptive statistics were generated,
including the relative importance index for each factor.
Figure 4 summarizes the obtained results and shows that all
proposed criteria are mostly within the strongly important
and very strongly important categories, the only exception
being the results of the “operating cost” criterion which is
inclined more towards the extremely important grade.
4.3. Grouping of Criteria into Clusters
The mean rating values were used to group the criteria into
six clusters coded A through F according to relevance, in
this order: (A) Technical, (B) Infrastructure, (C) Economic,
(D) Social, (E) Regulatory, and (F) Environmental. Each
cluster only includes criteria that are comparable or do not
differ by orders of magnitude [10]. Table 1 shows the
coding and the ordering of criteria for all clusters.
4.4. Alternatives Identification
The activities abovementioned in Subsection 4.1 were re-
peated in order to identify potential technology alternatives.
The published literature, e.g., [19], identified four techno-
logical solutions to provide rural backbone infrastructure to
promote e-services in rural areas of developing countries
that include two wireline technologies: fiber optic cable and
power line communication, and two wireless technologies:
fixed wireless and satellite, which were initially highlighted
as candidate decision alternatives for this research. After
consultation with telecommunication experts, the alterna-
tives finally selected for this research are (G1) fiber op-
tic cable, (G2) power line communication, (G3) microwave
link and (G4) satellite communication. Table 2 briefly sum-
marizes some characteristics of alternatives.
4.5. Assessing Dependencies
After structuring the decision problem, the next step is to
examine the dominance of influence among criteria. In
order to fulfil this task, a new survey questionnaire was
distributed to experts who had an overview of the research,
were interested and actually involved in the field of ru-
ral telecommunications, who were asked to identify the
dependencies among criteria. Seven completed question-
naires were collected. The majority rule was then used to
aggregate the responses into a single matrix, which was
developed using a zero-one matrix of criteria against crite-
ria using a binary value of 1 to signify dependence of one
criterion on another, and zero otherwise [20]. A majority
condition of 4 out of 7 (4/7) experts’ consensus (i.e., 57%)
was considered as a minimum requirement for any entry
that indicates the existence of a direct relationship between
any pair of criteria.
Table 3 shows all possible connections, where the entries
can take the following values:
0 indicates no relationship exists based on 7 experts’
consensus;
0 indicates the entries have obtained < 4 experts’ con-
sensus;
1 indicates the entries have obtained ≥ 4 experts’ con-
sensus.
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Table 3
The aggregated dependency matrix showing connections among all elements
As a result, the entries represented by 1 indicate the exis-
tence of a direct relationship from criterion i to criterion j
based on the consensus of at least 4 experts, i.e., if cri-
terion i depends on criterion j, the entry ai j will take 1.
The criteria in the rows are evaluated with respect to the
criteria in the columns, i.e., the 1 in the columns will deter-
mine which criteria in the rows are to be pairwise compared
with respect to that column. Subsequently, a pairwise com-
parison matrix will be constructed only for the dependent
criteria. Using the Design module of the SuperDecisions
software [17], the network model was constructed accord-
ing to Table 3, the connections between clusters are illus-
trated in Fig. 5. A cluster is connected to another cluster
when at least one element in it is connected to at least two
elements in another cluster. It should be noted that two-way
arrows connecting the clusters represent interdependencies
among elements, where an arrow direction signify depen-
dence and starts from an element to another that may in-
fluence it [17].
Figure 5 contains the entire inner dependence – the parent
element and the elements to be compared are in the same
cluster so that the cluster is linked to itself and a loop
link appears – among elements within each cluster except
in the environmental and alternative clusters. It indicates
that the connections between the elements are in the same
cluster. For example, column A8 means A2, A4, A5, A6
are interrelated with respect to A8.
The proposed model also contains outer dependence which
is the relationship between elements in one cluster with
others in other clusters [15]. For example, in Table 3,
when considering A8, the elements G1, G2 G3 and G4
in the (G) Alternative cluster are interconnected and pair-
wise compared with respect to A8 in the (A) Technical
cluster. The exception is the regulatory and environmental
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Fig. 5. The ANP network model with connections among elements/clusters.
clusters, i.e., none of the elements in both clusters depend
on elements from other clusters with respect to a com-
mon attribute within a cluster. Also, the technical and so-
cial clusters have no outer dependence on the economic
cluster.
Feedback links in which one compares the alternatives with
respect to criteria, as in a hierarchy, and also compares the
dominance of one criterion versus another for each alterna-
tive exist in this structure. Table 3 illustrates that there is
mutual outer dependence of criteria in two different clusters
as can be seen between the alternative cluster and all other
clusters; technical and social clusters and infrastructure and
economic clusters. For example, G1 is the parent element
and all elements in other clusters except in cluster G are
its children elements, which indicates that criteria may be
compared with respect to an alternative. This is the strength
of the ANP approach because dependence and feedback
are incorporated in real life problems, in which a deci-
sion process not only compares alternatives with respect to
criteria but also vice versa. For instance, in addition to
separately comparing G1, G2, G3 and G4 with respect to
A1 and A7, A1 and A7 must also be compared with respect
to G1. A pairwise question to be asked is: what is a more
dominant characteristic of fiber optic cable technology, its
reliability or its bandwidth? However, since feedback in-
volves cycles, and cycling can be an infinite process, the
operations needed to derive the priorities become more de-
manding than with hierarchies [20].
Based on the above analysis, it is obvious that the de-
veloped inner and outer dependence and feedback among
the network structure shown in Table 3 excludes the
hierarchy form and calls for the network form to model
the selection of rural telecommunications infrastructure
technology.
5. Pairwise Comparisons
After constructing the ANP network, the next phase is
the measurement and data collection stage which involves
compiling a list of experts to provide judgements for pair-
wise comparisons. Both the AHP/ANP derive ratio scale
priorities by making paired comparison of elements on
common elements. The subjective judgements are to be
entered and assigned a numerical value based on the nine-
point scale suggested by Saaty [21] to obtain the corre-
sponding pairwise judgment matrices. A score of 1 in-
dicates the equality between the two elements whereas
score 9 represents the dominance of the row element in
the matrix over the column element. A reciprocal value
is automatically assigned in the opposite position in the
matrix, i.e., ai j = 1/ai j.
In this model, pairwise comparisons are identified accord-
ing to the connections developed in Table 3 and then rele-
vant pairwise comparison matrices are created accordingly.
The columns in the table present the parent elements, while
the rows present the children elements in the structure. For
example, G1 is a parent element and A1 through F2 are
its children elements. The elements that are to be pair-
wise compared are always all in the same cluster. They are
compared with respect to their parent element, the element
from which they are connected.
There are a number of comparison matrices for every par-
ent element, and one comparison matrix for elements in
the same cluster originating from the same parent element.
34
Rural Telecommunications Infrastructure Selection Using the Analytic Network Process
Fig. 6. An example of SuperDecisions pairwise comparison process.
For example, there are four comparison matrices for crite-
rion B6, one for each of clusters A, B, C and G. Elements
within D cluster cannot be compared with respect to B6
because there should be at least two entries of 1 available
within any cluster to perform pairwise comparisons. There-
fore, A1, A2, and A5 through A9 are pairwise compared
with respect to B6; B1 through B5, B7 and B8 are pairwise
compared with respect to B6; C1 and C5 are pairwise com-
pared with respect to B6; and G1 through G4 are pairwise
compared with respect to B6. This results in local priorities
of the children elements with respect to the parent element.
It is only necessary to make n(n− 1)/2 comparisons to
establish the full set of pairwise judgements, where n de-
notes the number of elements (nodes). For example, six
pairwise comparison questions are required for A1 because
n = 4 for the alternatives outer dependence on A1, while
for A8, twelve pairwise comparison questions are needed
because n = 4 for the inner dependence within the technical
cluster, and also n = 4 for the alternatives outer dependence
on A8.
In this developed structure; there are a total of 92 judge-
ment matrices which include 674 pairwise comparison
questions for both inner and outer dependences developed
within the network. It is obvious that the task of ask-
ing such a large number of questions would be very enor-
mous and would require intensive efforts and extended
time. Hence, in order to establish a more rational approach
to collect pairwise comparison judgements from qualified
telecommunication experts, and also to economize efforts,
it was decided to design and use several online question-
naires to gather data from experts. The questionnaires
included all required pairwise questions to assess expert
judgments in relation to the relative influence of affecting
elements on the affected ones.
An example of such pairwise question is: “In selecting
an appropriate backbone infrastructure technology in rural
areas of developing countries, which influences fiber optic
cable technology more, ease of installation or ease of main-
tenance? Conversely, given the ease of installation, which
of these technologies are more dominant, fiber optic cable
or satellite?”
Since the clusters in this network are not equally impor-
tant, their weights in the cluster matrix are obtained by
pairwise comparisons. Each cluster is taken in turn as
a parent cluster, and the other clusters connected to it are
pairwise compared for importance with respect to their in-
fluence on it [17]. It should be noted that the pairwise
comparisons to assess the influence of some cluster on all
other clusters is actually what distinguishes the ANP from
the AHP.
For example, one of the cluster comparison questions
addressed to the experts is: “Which influences the se-
lection of rural telecommunications backbone infrastruc-
ture more, economic or technical issues?” The obtained
cluster weights are used in a later stage to weight all
the elements in the unweighted supermatrix. The indi-
vidual expert pairwise comparisons are aggregated into
a representative group judgment, by applying geometric
means.
A score corresponding to the group judgment regarding
this question is then clicked to highlight the technology
providing more reliability relative to the technology pro-
viding less reliability. While, a score of 1 indicates the
equality between the two technologies, the blue scores rep-
resent the dominance of the row element in the matrix
(e.g., G1) over the column element (e.g., G2) and the red
scores are vice versa. A reciprocal value is automatically
assigned in the opposite position in the matrix.
An example of the comparison process used in SuperDeci-
sions is shown in Fig. 6. It presents the pairwise compar-
isons between alternatives G1 and G2, regarding the reli-
ability factor. The question being asked is “With respect
to reliability, which technology is more reliable: fiber op-
tic technology or power line communication?” The group
judgment was that G1 is between very strongly and ex-
tremely more reliable than G2, therefore the comparison
value of 8 is entered.
The comparison between all other alternatives regarding
different criteria is done in the same way.
The next stage of the process includes the computations
of the relative importance of the elements. For each com-
parison matrix a local priority vector (also referred as an
eigenvector) is computed, by applying the eigenvector ap-
proach [14], provided that the inconsistency ratio (IR) of
this matrix is less than 0.1.
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Table 4
Comparison matrix of alternatives with respect to reliability, IR = 0.0958
Alternative G1 G2 G3 G4 Eigenvector
(G1) Fiber optic cable 1.000 8.240 3.350 5.730 0.580
(G2) Power line communication 0.121 1.000 0.178 0.217 0.044
(G3) Microwave link 0.299 5.630 1.000 3.830 0.262
(G4) Satellite communication 0.175 4.610 0.261 1.000 0.114
Table 5
Ordering and clustering of criteria according to relevance and importance
Cluster Criteria
Priorities [%]
Normalized Limiting
(A) Technical
(A1) Reliability 18.73 2.42
(A2) Ease of maintenance 21.70 2.81
(A3) Remote network management 17.05 2.21
(A4) Compatibility 2.62 0.33
(A5) Ease of installation 2.80 0.36
(A6) Scalability 11.98 1.55
(A7) Bandwidth 13.42 1.74
(A8) Flexibility 3.50 0.45
(A9) Latency 8.21 1.06
(B) Infrastructure
(B1) Coverage range 58.32 7.96
(B2) Security of physical infrastructure 5.04 0.69
(B3) Proposed usage 12.07 1.65
(B4) Availability of skilled technicians 3.24 0.44
(B5) Access to existing telecoms infrastructure 4.74 0.65
(B6) Remoteness of area 3.22 0.44
(B7) Rollout time 5.84 0.80
(B8) Parallel infrastructure 7.53 1.03
(C) Economic
(C1) Operating cost 16.39 7.53
(C2) Funding sources 34.70 15.94
(C3) Capital cost 7.84 3.60
(C4) Return on investment 37.32 17.15
(C5) Economic development of area 3.75 1.72
(D1) Demand 64.96 1.74
(D) Social
(D2) Affordability 20.49 0.55
(D3) Population density 9.91 0.27
(D4) Community of interest 4.65 0.12
(E1) Spectrum availability 56.99 0.67
(E) Regulatory (E2) Licensing constraints 27.45 0.32
(E3) Rights of way 15.56 0.18
(F) Environmental
(F1) Terrain topography 56.81 0.71
(F2) Climatic conditions 43.19 0.54
The SuperDecisions can also deal with the issue of improv-
ing consistency of the matrices, by identifying the most
inconsistent judgments. The matrix consistency can then
be improved by providing more consistent judgements
by the decision makers so that IR≤ 0.12. For further ex-
planation of inconsistency and how to calculate it, one can
refer to [22].
An example of an aggregated comparison matrix within
the alternative cluster (G) with respect to reliability (A1),
and the corresponding values of the eigenvector, is shown
in Table 4.
From this table we can see that in terms of reliability, the
fiber optic cable technology has the highest priority (0.580)
followed by microwave links and satellite with (0.262)
and (0.1244), respectively. The less reliable technology is
the power line communication (0.044). Since IR is less
than 0.12, this matrix is considered of acceptable con-
sistency.
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The eigenvector derived in this way is then entered as a part
of some column of a supermatrix. It represents the im-
pact of a given set of elements in a component on another
element in the system, where a component in a superma-
trix is the block, defined by a cluster name at the left and
a cluster name at the top. If an element has no influence on
another element, its influence priority is assigned zero [20].
The formation of a supermatrix in the ANP allows for the
resolution of the effects of the interdependence that exists
between the elements of the system.
The SuperDecisions performs necessary matrix operations
for structuring of the three supermatrices, associated with
this model, as shown in the Appendix. Table A1 illustrates
the unweighted supermatrix that contains the local prior-
ities derived from pairwise comparisons throughout the
network; they can be read directly from this matrix. The
weighted supermatrix shown in Table A2; is obtained by
multiplying all the elements in a component of the un-
weighted supermatrix by the corresponding cluster weight,
i.e., each block of column eigenvectors belonging to a com-
ponent is weighted by the priority of influence of that com-
ponent. This makes the entire columns sum to unity ex-
actly, i.e., the weighted supermatrix is said to be “column
stochastic”. Finally, the limit supermatrix is obtained by
raising the weighted supermatrix to the power k, where k
is an arbitrarily large number, to allow for convergence of
the interdependent relationships.
The final values of priorities of all the elements are obtained
by normalising each block, so that the columns of the limit
supermatrix become identical. The values of the priorities
of all elements can be read from any column [15] as can
be seen in Table A3.
The SuperDecisions has also been used to produce the pri-
orities shown in Table 5. It contains the relative importance
of all criteria considered in the model. For example, un-
der the limiting priorities’ column, one can observe that
the most important factors among all are the Return on in-
vestment criterion with a priority of 17.15% followed by
the Funding sources criterion with 15.94%. According to
the Normalized priorities column, the most important cri-
terion is the Demand with a priority of 64.96%, followed
by the Coverage range with 58.32%. Among the technical
criteria; the Ease of maintenance, Reliability and Remote
network management criteria have the highest priorities
of 21.71%, 18.73% and 17.05%, respectively. The Spec-
trum availability and Terrain topography factors are re-
garded as the most important within regulatory and envi-
ronmental clusters, with priorities of 56.99% and 56.81%,
respectively.
The relative importance of all other criteria considered in
the model can be seen in Table 5.
6. Conclusions
This research paper reports on the applicability of using
a MCDM method to enhance the selection process of an
essential rural infrastructure technology. An ANP model
incorporates both qualitative and quantitative approaches
to a decision problem. The qualitative part includes:
– identification of the decision problem;
– ensuring the suitability of ANP to solve the problem;
– decomposing the unstructured problem to a set of
manageable and measurable levels;
– compiling a list of experts to provide judgements for
making the decision.
The quantitative part includes:
– designing a questionnaire to collect input data
through pairwise comparison;
– estimating the relative importance between any two
elements in each matrix and calculating the relevant
eigenvectors;
– measuring the inconsistency of each matrix by em-
ploying the consistency ratio;
– eventually constructing the supermatrix using the
eigenvectors of the individual matrices.
Based on the performed analysis, it is shown that the prob-
lem has inner and outer dependences and feedback among
the elements, which excludes the hierarchy form (AHP)
and requires a network form to model the selection pro-
cess. The paper illustrates the use of the ANP method, but
no real life conclusions should be drawn from it, as each
telecommunication infrastructure provider will have its own
set of criteria. The attempt here is to present a generic
model based on factors and alternatives identified from the
published literature, best practices and telecommunications
experts that could then be adapted or extended to support
a particular context or a situation of a developing country.
Planners may therefore augment this model with their own
company-specific factors that might change the priorities.
The obtained results reflect the preferences of experts who
made the judgments, therefore, they cannot be considered
as an objective assessment of the relative suitability of the
four technologies as backbone infrastructure in rural areas.
Final alternatives scores should, therefore, be thought of as
an input to the decision-making process rather than its end.
This process would be refined with experience, optimising
the accuracy and time taken to reach proper decisions re-
garding the choice of telecommunication infrastructure in
rural surroundings.
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Appendix
Table A1
The unweighted supermatrix
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Table A2
The weighted supermatrix
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Table A3
The limit supermatrix
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