Using a perturbative approach to simple model systems, we derive useful propensity rules for inelastic electron tunneling spectroscopy ͑IETS͒ of molecular wire junctions. We examine the circumstances under which this spectroscopy ͑that has no rigorous selection rules͒ obeys well defined propensity rules based on the molecular symmetry and on the topology of the molecule in the junction. Focusing on conjugated molecules of C 2h symmetry, semiquantitative arguments suggest that the IETS is dominated by a g vibrations in the high energy region and by out of plane modes ͑a u and b g ͒ in the low energy region. Realistic computations verify that the proposed propensity rules are strictly obeyed by medium to large-sized conjugated molecules but are subject to some exceptions when small molecules are considered. The propensity rules facilitate the use of IETS to help characterize the molecular geometry within the junction.
I. INTRODUCTION
The interaction of the nuclear motions with electron transport across a molecular junction gives rise to a variety of phenomena whose understanding is crucial for the correct interpretation of the conductance properties. 1 In a recent overview an attempt was made to classify the different manifestations of the nuclear degrees of freedom in transport measurements at the single-molecule level. 2 The most complex cases occur when the energy of the electron injected from the electrodes is close to an electronic resonance with one molecular level. In these cases such phenomena as double-barrier tunneling into vibronic states 3, 4 or polaronic transport 5, 6 can be observed, depending on the strength of the interaction ͑spectral density͒ between the molecule and the electrodes. In the low voltage regime, inelastic electron tunneling spectroscopy ͑IETS͒ spectra can be recorded at low temperature. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] Here, molecular vibrations modulate the tunneling matrix element between states localized on the left and right electrodes, and this modulation is related to the small probability that the electron tunnels inelastically though the molecule, losing ͑or gaining͒ a quantum of vibrational energy. IETS are displayed as plots of d 2 I / dV 2 versus V, and inelastic peaks appear in such plots, reflecting which molecular vibrations are most effective in modulating the tunneling probability. The simpler interpretation 14 is that IETS corresponds to the opening of a new, inelastic channel, so that there is an increase in the current as voltage is increased and a peak in d 2 I / dV 2 . IETS is an extremely promising technique because it allows an unmistakable proof of the presence of the molecule inside the junction and can provide information about the structure of the junctions. Such measurements at the single-molecule level are relatively recent, and the richness of information they provide ͑structure/bonding͒ requires an appropriate theoretical approach.
Interpretation of IETS is not trivial, since there are no strict selection rules derived by the theory and propensity rules have not been clearly identified. Numerical approaches for the interpretation of the IETS spectra have been proposed by several groups. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] In one recent paper 27 we showed that a numerical approach based on a perturbative treatment of the tunneling is able to reproduce correctly the spectra of three molecules measured by Kushmerick et al. 15 Numerical treatments are valuable for understanding transport experiments in molecular electronics, but it is also very useful to derive simple principles more closely related to intuition, which can guide interpretation of the results. For example, in infrared ͑IR͒ spectroscopy, the most intense modes modulate most strongly the molecular electric dipole and, without much calculation, it is relatively easy to predict which vibrations are more likely to give strong infrared absorption. Selection rules are strictly obeyed in both Raman and IR spectroscopies and greatly simplify the assignment of the vibrational modes of symmetric molecules. Lorente et al. reported elegant work on IETS of deuterated acetylenes absorbed on Cu͑111͒. The experiments were based on scanning tunneling microscopy ͑STM͒ measurements, for which the molecular energies are pinned to the metal, the transport involves tunneling through vacuum to the STM tip, and the resulting currents are in the nanoampere range. Then the analysis can be based on the Tersoff-Hamann limit, depending only on state densities. We are concerned here with the molecular junction case, where the molecule bridges the interelectrode space, the spectral density is comparable at both molecular termini, currents are in the microampere range, and the Tersoff-Hamann approach 28 is not appropriate. Herein we use the Landauer-Imry approach 29, 30 to tunneling transport to derive a series of propensity rules for IETS that can be used to predict the activity of a given vibrational mode. The derivation is perturbative, assuming that the conductance is much smaller than the quantum conductance and the electrodes are at equilibrium during the measurement. The set of propensity rules will be deduced applying the general formalism ͑outlined in Sec. II͒ to model systems ͑Sec. III͒ and applying standard point group theory. Some calculations on realistic systems will be used in Sec. IV to verify the validity of the propensity rules.
II. BACKGROUND

A. Elastic conductance
We will recall here the general formalism for the perturbative simulation of IETS ͑for a wider discussion see Refs. 19 and 23͒. The elastic component of the conductance can be written as 31, 32 
where g c is the quantum conductance and ⌫ L and ⌫ R are twice the imaginary part of the self-energy matrices associated with the interaction of the molecular subsystem with the left and right electrodes. G is the matrix representation of the retarded Green function operator, related to the molecular Hamiltonian H as
The elastic contribution to the current is
where f L = f͑E + e⌽ L ͒ and f R = f͑E + e⌽ R ͒ are the Fermi functions of the left and right electrodes, modified by the external potential ⌽ L or ⌽ R applied to the respective electrode.
B. Inelastic channel
The interaction of the tunneling electron with the vibrational levels can be treated perturbatively, allowing exchange of a single vibrational quantum per tunneling electron and assuming that the molecule is in its ground vibrational state ͑low temperature limit͒. These assumptions are discussed in Ref. 19 where a detailed derivation of the following equations is given. Green's function matrix elements are parametrically dependent on the set of normal modes ͕Q ␣ ͖; this dependence can be expressed in a Taylor series expansion around the equilibrium position ͕Q ␣ ͖ =0 ͑we use dimensionless coordinates͒,
The matrix G ␣ , with G ij
quantifies the importance of the inelastic channel involving the vibrational mode ␣. The inelastic contribution to the conductance due to mode ␣, separated in left to right ͑L → R͒ and in right to left ͑R → L͒ tunneling, is
and the inelastic current from mode ␣ is
The elastic and inelastic components are additive in this limited model; therefore,
Equations ͑5͒ imply that the inelastic channel ␣ opens when the applied bias is equal to ប ␣ and it stays open for larger bias. A plot of d 2 I / dV 2 versus V therefore shows a peak for V = ប ␣ / e ͑or −ប ␣ / e͒ and the integral below the peak is g ␣ inel͑L→R͒ ͑or −g ␣ inel͑R→L͒ ͒ ͑the proof is given in Appendix B͒. At low bias, the energy dependence in Eqs. ͑1͒ and ͑4͒ can be neglected and E set to E F . The integrated intensity W ␣ of the peak due to mode ␣ in an IETS spectrum ͑d
C. Localized representation
Any basis set appropriate for the one-electron wave function can be used to build the matrices in Eqs. ͑1͒ and ͑7͒. It is convenient to consider localized atomic orbitals. Since we use a linear combination of atomic orbitals/molecular orbital descriptor overall, this choice of basis can still describe delocalization within the molecule.
We assume geometry for the junction as illustrated in Figs. 1 and 2 . The coupling matrix element between an atomic orbital far from the electrode and the electrode states is negligible ͑coupling falls exponentially with interatomic distance͒. Mathematically, recalling the definition of ⌫ L ͑for ⌫ R is similar͒:
͑ is an index running over the left electrode states and the V j are the molecular or atom/electrode couplings͒, it is clear that ⌫ ij L is nonzero only for i and j close to the electrode. We can partition the space of the atomic orbitals in three subspaces L, C, and R where L and R contain the orbitals interacting only with the left and right electrodes, respectively, and C is the space of the "central" atomic orbitals not interacting with either electrode. Of the nine blocks that form the matrices ⌫ L and ⌫ R only one is non-null:
This form of the two matrices permits a basis set transformation that makes both ⌫ LL L and ⌫ RR R diagonal. Then the trace in the expression of the elastic conductance ͓Eq. ͑1͔͒ can be written as a summation over two indices
Equation ͑10͒ is essentially a sum over the tunneling channels m-n: the electron is coupled to the left electrode through orbital m and to the right electrode through orbital n. Note that all the elements of the summation are positive ͓there is no interference between tunneling channels, all the interference is incorporated into the term G mn ͑E͔͒. In this representation, the intensity W ␣ of the peak due to mode ␣ is
͑11͒
As we will see at the end of the next section ͑and in Appendix A͒ the localized representation allows simple inclusion of symmetry considerations in the evaluation of W ␣ .
III. MODEL SYSTEMS
A. Point groups in molecular junctions
It is probably very common that a realistic molecular junction has no "rigorous" symmetry element, because of the poorly defined structure of the electrodes in many experiments ͑break junctions, cross-bar junction͒, the interaction with other molecules ͑e.g., in self-assembled monolayers͒, and the coordinative molecule-electrode interaction that causes frequent fluctuation of the interfacial geometry. 33 Nevertheless, it is convenient to describe the symmetry propensity rules in the idealized case where both electrodes preserve the maximum allowed degree of symmetry of the molecule in the junction.
Two types of molecular symmetry element can be found in a molecular junction: ͑i͒ symmetry elements that interchange the left and right electrode interfaces ͑like the inversion center, a symmetry plane, or C 2 rotation axis parallel to the electrodes͒ and ͑ii͒ symmetry elements that transform the left and right electrode interfaces into themselves ͑e.g., symmetry planes or rotational axis perpendicular to the electrodes͒. When one of the elements of the first group is present the junction is electrically symmetric since the left and right electrodes are equivalent. We will first discuss the system where there is one symmetry element of the first type, but the conjugated planar molecule may possess the second set of symmetry elements, and, at the end of Sec. IV, we will provide some guidelines for the general case. These symmetry elements are illustrated in Fig. 3 .
FIG. 1. Schematic of a molecular junction and of the three portions that are treated with different computational approaches: ͑i͒ accurate density functional theory ͑DFT͒ calculations of the isolated molecule ͑M͒ are used to evaluate the molecular vibrations and the intramolecular Hamiltonian matrix elements, ͑ii͒ a tight binding Hamiltonian is used to evaluate the LDOS on the surface of the bare electrodes ͑E͒, and ͑iii͒ a cluster calculation including few gold atoms is used to compute the metal-molecule Hamiltonian matrix element at the interface ͑I͒.
FIG. 2.
Model system used to compute the coupling matrix element between the molecule and the electrode. The benzenethiolate molecule is on the fcc adsorption site of the Au 9 cluster and the C-S bond is perpendicular to the surface. The geometry of the adsorbed molecule was optimized at the B3LYP/ 6-31G * level, keeping frozen the coordinates of the gold atoms.
B. Linear symmetric tight binding chain
We consider a linear chain of atoms with one orbital ͉j͘ per site j, each interacting with its neighbor. V ij = ͗i͉H͉j͘ is the coupling matrix element between adjacent sites i and j. We assume that there is one molecular symmetry element ͑for example a C 2 rotation axis parallel to the electrodes͒ that exchanges left and right electrode-molecule interfaces. Only the first ͉͑1͒͘ and last ͉͑N͒͘ atoms of the chain interact, respectively, with the left and right electrodes, so that the elastic conductance for this system is
and the intensity of the inelastic peak due to mode ␣ is
͑13͒
If the system has a symmetry element Ŝ that interchanges ͉1͘ and ͉N͘, i.e., Ŝ ͉1͘ = ͉N͘, it is easy to verify that only totally symmetric vibrational modes lead to non-null ‫ץ‬G 1N ͑E͒ / ‫ץ‬Q ␣ matrix elements. In fact, building the symmetrized combinations ͉ + ͘ = ͉1͘ + ͉N͘ and ͉ − ͘ = ͉1͘ − ͉N͘ the matrix element of interest can be written as
that is non-null only if Q ␣ transforms as the totally symmetric representation, because G transforms as the totally symmetric representation ͑the general case with more than one symmetry element relating ͉1͘ and ͉N͘ is discussed below͒. It is convenient to confirm this finding in a more intuitive manner. Using the Dyson equation 35 we express the matrix element G 1N ͑E͒ and ‫ץ‬G 1N ͑E͒ / ‫ץ‬Q ␣ as
The elements of the summation in Eq. ͑16͒ corresponding to symmetry related j , j + 1 couples are identical if the mode Q ␣ transforms as the totally symmetric representation while they are opposite in sign ͑and cancel each other͒ if the mode is not totally symmetric. For example, the following chart considers an idealized symmetric molecule described by four atomic orbitals. The arrows exemplify a symmetric ͓Q s , ͑a͔͒ and antisymmetric ͓Q a , ͑b͔͒ mode obtained by combining the motion of atoms 2 and 3 along their bond.
In the evaluation of Eq. ͑14͒ for the symmetric mode Q s , the symmetry related terms containing ‫ץ‬V 12 / ‫ץ‬Q s and ‫ץ‬V 34 / ‫ץ‬Q s are identical and add up. The evaluation of Eq. ͑14͒ for the antisymmetric mode gives zero because the symmetry related terms containing ‫ץ‬V 12 / ‫ץ‬Q a and ‫ץ‬V 34 / ‫ץ‬Q a are opposite in sign and cancel ͑the term containing ‫ץ‬V 23 / ‫ץ‬Q a is zero in the antisymmetric case͒.
C. Branched symmetric tight binding chain with one site in contact with the electrodes
The previous observation holds also if the chain of atoms contains branches or loops, as long as there is a single atomic orbital interacting with each electrode as in the four examples below ͑the electrode in contact with atoms 1 and 6 is omitted͒:
Each node of the graphs above represents an atomic orbital and connected nodes correspond to interacting orbitals. If there is more than one path connecting sites 1 and N ͑con-ventionally in contact with the electrode͒ the matrix element G 1N ͑E͒, evaluated via the Dyson equation, is similar to that of Eq. ͑15͒ except that a summation over all the possible paths from ͉1͘ to ͉N͘ needs to be included:
P͑j͒ is the jth element of a vector containing the ordered list of neighboring atoms from 1 to N, i.e., it describes a step along a specific tunneling path. We have indicated with G 1N P ͑E͒ the contribution to Green's function matrix element given by the path P. Considering for example graph ͑e͒ above, the most important paths are 1-2-5-6 and 1-2-3-4-5-6. Assuming a similar coupling between neighbors, the former has a much larger ͉G 1N p ͑E͉͒ and dominates the transport. The derivative with respect to the nuclear coordinates is
This example demonstrates the expected result that if an electron path for the tunneling is more favorable, the vibrations that modulate it are also more effective in mediating the inelastic tunneling. In fact, a vibration Q ␣ that mostly modulates a given coupling V kl , i.e., with a large ‫ץ‬V kl ͑Q͒ / ‫ץ‬Q ␣ , will affect the matrix element ‫ץ‬G 1N ͑E͒ / ‫ץ‬Q ␣ only if there is a path P with large G 1N P ͑E͒ that contains the coupling V kl . For the practical point of view, side groups attached to a molecular wire give weaker signals in IETS while the most important signals derive from the vibrations that influence the most favorable transmission path. Considering chart 2, the vibrational modes sketched in ͑d͒ and ͑e͒ are not likely to give strong signals in the IETS measurements because they do not influence the main tunneling path. Experimental evidence in support of this conclusion comes from the comparison of the IETS measurement of dithiolates, 14 where the C-H groups behave as "side group" and give a negligible C-H stretching signal at ϳ3000 cm −1 , with the IETS measurement of monothiolates, 15 where the −CH 3 ͑terminal͒ group is along the most favorable transmission path and the C-H stretching signal is very intense. Further experiments are certainly necessary for a more quantitative assessment of the role of side groups in IETS measurements.
D. Symmetric tight binding chain with more than one site in contact with the electrodes
In this case more than one Green's function matrix element should be computed following Eq. ͑10͒:
The conductance is the sum of the ͑always positive͒ contributions of each tunneling channel m-n, each resulting from the interference of the terms G mn P ͑E͒ connecting the electronic states m and n, on the left and right electrodes through the coupling path P. The inelastic tunneling peak has intensity
͑20͒
It is easy to verify that the existence of more than one tunneling channel also makes the contribution of antisymmetric modes non-null. In chart 3, symmetric and antisymmetric combinations are shown for a system with two sites in contact with each electrode. While the coupling through the ͑symmetric͒ path 1-2-3-4 is modulated only by the symmetric modes ͓for the same reason valid for the ͑a͒ and ͑b͒ examples͔, the coupling through the asymmetric path 1-2-3-5 is modulated by both symmetric and antisymmetric modes.
More formally, in a system with only one molecular symmetry element that interchanges the orbitals interacting with the right and left electrodes, if the orbitals m and n in contact with the electrodes are not related by a symmetry operation, the matrix element ‫ץ‬G mn ͑E͒ / ‫ץ‬Q ␣ is in general non-null regardless of the symmetry property of Q ␣ . Although this lack of selection rules in the general case might seem distressing, it is very often the case that one tunneling channel dominates the transport because one m-n orbital couple is related to a much larger matrix element G mn ͑E͒. As
͑E͒ so that the inelastic intensity W a can be considered as originating from a single tunneling channel. When this happens and if the orbitals m and n are related by a symmetry element the totally symmetric modes will dominate strongly the IETS signal. Next, we will see why this situation is relatively common for molecular wires.
E. Planar conjugated molecules
An important subset of molecules studied in molecular electronics [36] [37] [38] consists of planar conjugated systems in contact with the electrodes through a S-Au link. We assume that, together with the symmetry plane that contains the molecule, there is a symmetry element that interchanges the two electrode-molecule interfaces, so that the point group of the overall molecular system is C 2h or C 2v ͑see Fig. 3͒ . We will discuss only the C 2h point group in the following ͑because it is more common͒ but the results can be easily transferred to the ͑isomorphic͒ C 2v group. To an excellent degree of approximation the only important matrix elements for the elastic and inelastic channels, G mn ͑E͒ and ‫ץ‬G mn ͑E͒ / ‫ץ‬Q ␣ , are the ones where m and n are orbitals localized on the sulfur atom in contact, respectively, with the left and right electrodes. The m and n orbitals may be either symmetric ͑-type͒ or antisymmetric ͑-type͒ with respect to the molecular symmetry plane. 39 Group theory can be used to determine the symmetry of the vibrational modes that give non-null ‫ץ‬G mn ͑E͒ / ‫ץ‬Q ␣ matrix elements ͑details are given in Appendix A͒. It is convenient to distinguish three cases:
͑i͒ When both m and n are -type orbitals, the vibrations that transform as the a g or b u representation give non-null matrix elements. However, if m and n are symmetry related orbitals interchanged by a C 2 axis only the totally symmetric modes give a non-null Green function derivative. If a molecule interacts with the electrodes by a S-Au contact, only two symmetry related orbitals interact with the electrode, corresponding to the p z valence orbital of the sulfur atom. 40 Consequently only a g modes modulate the ‫ץ‬G mn ͑E͒ / ‫ץ‬Q ␣ matrix elements between equivalent orbitals. Since the channel through the system is the dominating channel, the a g vibrations ͑that more effectively modulate the tunneling matrix elements͒ are expected to be the most intense in an IETS measurement a g vibrations in planar conjugated molecules are in plane motions involving C-C and C-H stretchings and C-C-C and C-C-H bendings. It is expected that C-C stretching and C-C-C bending combinations would give the strongest contribution to the IETS spectra.
͑ii͒ When m and n are both -type orbitals, the modes transforming as the a g or b u representations lead to non-null ‫ץ‬G mn ͑E͒ / ‫ץ‬Q ␣ matrix elements. However, the contribution of the channel to the total current is small ͑and decreases as the size of the conjugated molecule increases͒ so that the inelastic peaks related to the tunneling channel are expected to be very weak.
͑iii͒ When m is of type and n of type ͑or vice versa͒ the vibrational modes that modulate the matrix elements are those responsible for the -mixing, i.e., out of plane modes that transform as the a u or b g representation. To estimate the intensity of these modes we can consider again the case of a linear chain of atoms, but this time we assume that each site has one orbital and several other orbitals, as for a generic conjugated molecule. The IETS matrix element between a orbital on one end ͉͑1͒͘ and a orbital on the other end ͉͑N͒͘ of the molecule is composed of contributions of the form
where P͑j͒ is a orbital and P͑j +1͒ a orbital along one particular coupling path ͓see Eq. ͑18b͔͒. Each term like the one in Eq. ͑21͒ corresponds to a path of the tunneling electron divided in two portions, one through the orbitals from 1 to P͑j͒ and another through the orbitals from P͑j͒ to N ͓while the term ‫ץ‬V P͑j͒,P͑j+1͒ ͑Q͒ / ‫ץ‬Q ␣ is responsible for the -mixing͔. It can be argued that these contributions are larger for conjugated systems when the longest part of the path is through the system, i.e., when the P͑j͒ orbital is very close to the electrode. This argument suggests that, among the out of plane vibrations, the most active in IETS are the ones with the largest component on atoms close to the electrode.
F. Summary
The considerations of this section can be summarized as giving the following propensity rules for IETS:
͑i͒
If there is a single tunneling channel, only the totally symmetric modes are active in the IET spectroscopy, or equivalently, the greater is the dominance of a single tunneling channel the stricter is the propensity rule that favors totally symmetric modes. ͑ii͒
Vibrations that do not modify the interelectrode coupling along the main tunneling paths are less active in IETS. For example, the modes that involve mostly side-group motions of a molecular wire are less active in IETS. Vibrations localized on atoms that do not contribute to the important tunneling paths are also less active in IETS. ͑iii͒ If a system is present, the largest contribution to the IETS is given by the totally symmetric vibrations that modulate the interaction between orbitals ͑a g modes in C 2h systems͒. The contribution of the out of plane modes ͑a u or b g in C 2h ͒ can be important when the tunneling path involves orbitals of type at one end and at the other. Then it is largest for modes with a stronger component close to the electrodes. The b u modes are the least intense, visible only if the conjugation is not too extended. Table I presents a summary view of the propensity rules.
IV. REALISTIC EXAMPLES
We present a small set of accurate calculations of the IETS spectra to verify the validity of the propensity rules suggested in the previous section. We will consider two groups of molecules belonging to the C 2h group and depicted in Figs. 4 and 5. A series of conjugated polyenes, terminated with thiol groups, is studied to investigate systematically the effect of conjugation length on the IET spectra. We computed also the IET spectra of benzene dithiolate and two molecular wires of the type prepared by Tour's group, containing the phenyl ring parasubstituted with ethynyl groups. The second set of molecules is more similar to that investi- 4 . Simulated spectra of three all-trans polyene dithiolates ͑showed at the left of each spectrum͒ in the 60-1900 cm −1 range. Peaks in red, blue, and cyan correspond to vibrational modes of symmetry a g , a u , and b g , respectively. The peaks deriving from the b u vibrations are not observed for any of these molecules. The line length is proportional to the calculated intensity.
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Inelastic electron tunneling spectroscopy J. Chem. Phys. 125, 214709 ͑2006͒ gated experimentally in Ref. 41 . Detailed ͑and satisfactory͒ comparisons between some experimental measurement and calculations performed with the method described above have been presented elsewhere. 27 Here we will use this set of molecules to discuss the general patterns arising from the computed IET spectra and to validate through accurate numerical calculations the propensity rules derived from the qualitative arguments of the previous section.
A. Computational details
Most of the computational details are similar to those presented in Ref. 27 . We improved the computation of the self-energy and the metal-molecule interaction using an approach close to that presented in Ref. 42 or 43 Three different kinds of calculation have been performed to compute separately ͑i͒ the isolated molecule properties, ͑ii͒ the molecule-electrode interaction, and ͑iii͒ the electrode local density of states ͑see also Fig. 1͒: ͑i͒ Isolated molecule computations are employed to compute the vibrational frequencies of the molecule and the matrix elements G nm ͑E͒ and ‫ץ‬G nm ͑E͒ / ‫ץ‬Q ␣ from first principles at the 6-31G * / B3LYP level. We have therefore not included the effect of the gold substrate on the molecular vibrations. Calculations have been performed on the indicated compounds with-S-H terminations instead of the-S-Au ͑electrode͒.
͑ii͒
To compute the electrode-molecule interaction, we performed a cluster calculation ͑again at the B3LYP level͒ on a model system made by nine gold atoms and a benzene thiolate. We assumed that the S atoms are in a fcc-like adsorption site, and that the S-C bond is perpendicular to the surface ͑see Fig. 2͒ . We used a S-Au distance of 2.85 Å. We used the 6-31G * basis set for the organic part of the cluster and the "Lanl2mb" basis set 45, 46 and pseudopotential for the gold atoms. This cluster was used to compute the Hamiltonian matrix elements between the S and the Au atomic orbitals. These S-Au matrix elements are assumed to be similar for all investigated systems. This approximation is plausible since we consider only molecules where the sulfur is connected to an sp 2 or sp carbon of a conjugated system. ͑iii͒ The local density of states ͑LDOS͒ at the Fermi energy on the gold surface is needed, together with the matrix element computed in ͑ii͒ to obtain the ⌫ matrices of Eqs. ͑1͒ and ͑7͒ according to
Here k is an index running on the molecular orbitals on the left electode, i and j correspond to orbitals on FIG. 5 . Simulated IET spectra of three conjugated compounds ͑shown on the left͒ in the 60-2500 cm −1 range. The same color code as in Fig. 4 is used here to label the symmetry of the vibrational modes associated with each peak. b u vibrations ͑in green͒ are observed only for the shortest molecule of the series ͑see text͒.
the molecule, and the V ik are the couplings between these two groups of orbitals computed in step ͑ii͒. The LDOS was computed using a tight binding ͑TB͒ model for metallic gold and a very large cluster of atoms to simulate the LDOS on the Au͑111͒ gold surface. The TB parameters were obtained from first principles ͑B3LYP͒ using small cluster calculations with the same pseudopotential and basis set used for gold in the calculation of the molecule-metal interaction. 42 The approach outlined above is quite general, and its accuracy can be systematically improved by increasing the portion of the system considered in ͑i͒ as the "molecule" to include a few atoms from the electrode. It is, however, very difficult to perform a frequency analysis on a cluster containing a molecule and few metal atoms because the optimized structures are very far from the actual structure at the interface. Here we took the simplest route, neglecting the effect of the electrode on the molecular vibrations and excluding from the calculation the vibrations of the Au-S interface. The symmetry considerations we are focusing on are not affected by this approximation.
We report here the computed spectra, with each mode represented as a vertical bar on the energy axis with height proportional to its intensity. The effect of broadening 5, 16, [24] [25] [26] [27] 41 will not be considered. All modes related to the CH stretching are not very active ͓in agreement with propensity rule ͑ii͔͒, and the spectra are only displayed in the low frequency ͑Ͻ2500 cm −1 ͒ range. The position of the electrode Fermi level with respect to the molecular levels was set to −3.8 eV, a value intermediate between the highest occupied molecular orbital ͑HOMO͒ and lowest unoccupied molecular orbital of all considered systems. We observed previously 23 that the exact value of E F does not alter the structure of the computed spectra if changed within a reasonable range ͑the IETSs are essentially independent of the choice of E F when its distance from the HOMO and LUMO is larger than ϳ0.4 eV͒.
B. Results
The simulated spectra of the all-trans polyene dithiolate series are collected Fig. 4 . We used different colors to indicate signals arising from vibrations belonging to different irreducible representations, as described in the figure caption. In Sec. II, qualitative arguments led to the propensity rule that the totally symmetric ͑a g ͒ vibrations would be the most important in the IETS spectra, followed by the vibrations belonging to the a u or b g representation. We predicted that the weakest contribution would be given by the b u vibrations, noting that the validity of these propensity rules increases with the length of the conjugated portion of the molecule ͑increased dominance of the channel͒. The simulated spectra of octatetraene and hexatriene dithiolates reported in Figs. 4͑a͒ and 4͑b͒ confirm the validity of the predictions. The b u transitions are effectively forbidden for all the polyenes considered here ͑more than 30% of all modes are of b u type͒. This trend confirms the reasoning in the previous section: there are no strict selection rules, but some definite propensity rules appear when one channel dominates the transport. Since the a u or b g vibrations correspond to out of plane modes that are usually at a lower frequency than the a g ͑in plane͒ combination of stretching and bending, the spectra appear separable into two regions: the low frequency region ͑0 -800 cm −1 ͒ where the a u and b g transitions are seen and the high frequency region ͑800-2000 cm −1 ͒ dominated by the a g modes. Figure 5 collects the simulated spectra of the aromatic molecules studied in the C 2h group. 47 The spectra of these molecules obey the same trend seen for the polyenes, with a high frequency region of a g transitions and a low frequency region where the a u and b g are seen. Transitions of b u symmetry appear in the simulated spectra of the benzene dithiolate, the shortest molecule considered here, evidently because the transport ͑and the inelastic channel͒ through the orbitals of the systems is not completely negligible for very short molecules. Several complications make the low frequency region of the spectra more difficult to assign: the region has a higher density of modes and their energy can be seriously affected by the approximation that the electrodes FIG. 6 . Comparison of the calculated and observed ͑Ref. 15͒ IETSs for the phenylene-ethynylene trimer dithiol. The calculation included Gaussian broadening of 100 cm −1 , but the intensities and frequencies are directly calculated in the isolated molecule using DFT ͑the frequencies here have been scaled by the recommended factor of 0.961 for B3LYP calculations͒. The bar lines show the unbroadened calculation results: the peak heights are proportional to the calculated intensities, and their color indicates the symmetry with the same code as in Fig. 4 and 5. do not affect the molecular vibrations. Moreover at low bias the recorded spectra suffer from a still unexplained feature ͓the so-called zero-bias feature 48 ͑ZBF͔͒ that covers the inelastic tunneling signal at the lowest frequencies. On the other hand the high frequency region seems to be dominated by very few modes so that many features of the spectra can be assigned very confidently and rationalized well by the propensity rules.
Extensive comparisons with experimental IETS will be given elsewhere. Figure 6 demonstrates, by direct comparison, that the current perturbative formalism indeed accurately calculates IETS for single-molecule junctions and that the propensity rules developed here work. In this case the frequencies have been scaled by the recommended factor ͑0.961͒ for this level of computational theory 49 and an empirical Gaussian broadening of 100 cm −1 was applied to each peak. The possibility of predicting from first principles the broadening of IETS signals is discussed in Ref. 50 .
C. Generalization and conclusion
The discussion above covers most situations that can be found in practical metal/molecule/metal junctions. The generalization to different symmetry groups is straightforward. One has to consider the orbitals localized close to both electrodes and use group theory to evaluate which pairs of orbitals on the left and right electrodes are coupled by which normal modes, using reasoning similar to that in Appendix A. Computation or intuition can suggest which orbital pairs might give larger contributions to the conductance and to the inelastic channel. In fact, the most intense modes in IETS are associated with the vibrations that most effectively modulate the overall coupling among orbitals in contact with the electrodes and are connected by an efficient tunneling path at the Fermi energy.
The IETS spectrum can yield structural information about the molecule in the junction. The propensity rules describe modifications that may be observed if the molecule were to isomerize, as well as differences that will occur for differing interfacial geometry or binding ͑ or , single or multiple site͒.
We have shown that is possible to define propensity rules for IET spectroscopy that could guide the assignment of experimental spectra. Such rules are more strictly obeyed for larger conjugated molecules while it is more probable that the interpretation of the results for very small junctions will require accurate computational modeling. These simple rules could contribute to an intuitive understanding of the experimental IETS measurements, one of the prerequisites for its broader experimental use. Further joint experimental and theoretical work may be necessary for the clarification of several aspects of IETS.
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APPENDIX A: NON-NULL MATRIX ELEMENTS FOR JUNCTIONS BELONGING TO THE C 2h POINT GROUP
We consider the generic atomic orbitals ͉s i L ͘ and ͉s i R ͘ of type closer, respectively, to the left and right electrodes and the atomic orbitals ͉p i L ͘ and ͉p i R ͘ of type also closer to the left and right electrodes, respectively. We assume that the L-R pairs are related by the Ĉ 2 symmetry element, i.e., Ĉ 2 ͉s i L ͘ = ͉s i R ͘ and Ĉ 2 ͉p i L ͘ = ͉p i R ͘, and we define the symmetrized combination:
͉s i − ͘ = ͉s i L ͘ − ͉s i R ͘ ͑B u ͒, ͑A1b͒
͑in parentheses we have indicated the irreducible representation of the symmetrized combination͒. However, in the case of S-Au termination there is not more than one contributing -type orbital on the left and right sulfur atoms, and the only relevant matrix elements are of type ͗p i L ͉Ô ͉p i R ͘, that are non-null only if Ô transforms as the totally symmetric representation. For the applications in this paper it is sufficient to recall that Green's function operator transforms as the totally symmetric mode, and the operator ‫ץ‬G͑E͒ / ‫ץ‬Q ␣ transforms as the mode ␣ does.
APPENDIX B: THE INTENSITIES OF IETS PEAKS
The integral below one peak of an IET spectrum occurring at V = ប ␣ / e is simply the difference between the conductance measured for frequencies above and below the peak ͑⌬V is an arbitrary small voltage interval͒. In fact, 
͑B1͒
The last equality derives from the observation that only the inelastic conductance due to mode ␣ changes around V = ប ␣ / e ͑if no other vibrational modes are active in the interval ͓ប ␣ / e − ⌬V¯ប ␣ / e + ⌬V͔͒.
