We consider the P M λ service policy for an M/G/1 queueing system, in which the service speed is changed from 1 to M after an exponentially distributed set-up time, when the workload has exceeded level λ. The explicit expression for the stationary distribution of the workload is obtained through the level crossing arguments.
Introduction
The P M λ policy was originally introduced by Faddy [8] as a policy for releasing water from a dam. Bae et al. [1] modified this policy and introduced it as a new service policy for an M/G/1 queueing system; a server is initially idle. When a customer arrives, the server starts to work with service speed 1, that is, the workload of the server starts to decrease by one per unit time. The customers arrive according to a Poisson process of rate ν > 0 and the service times of customers are independently and identically distributed with distribution function G and mean m. If the workload of the system exceeds level λ > 0, then the server changes his service speed from 1 to M instantaneously and continues to serve at speed M until he becomes idle.
The server restarts to serve with speed 1 when another customer arrives.
The stationary workload distribution under this policy was explicitly obtained by Bae et al. [1] , and Kim et al. [9] studied its optimization after assigning the corresponding costs to the system.
In this paper, we extend the results of Bae et al. [1] into the queueing systems which change the service speed after some delay, e.g., the TCP protocol in the internet, where the window size may be changed after a round-trip delay or the manufacturing system which is inspected not continuously but randomly. See Doshi [7] for more examples. To deal with such systems, we assume that if the workload of the system exceeds level λ, then after the random set-up time is elapsed the service speed is switched from 1 to M . The service speed M is maintained until the system becomes empty. Before the set-up time is finished, if the server gets free, then he keeps his service speed to be 1. The set-up time, denoted by S, is assumed to be exponentially distributed with mean 1/ξ and independent of the workload. We assume that ρ ≡ νm < 1. For the stability of the system we also assume that νm < M . Our main objective is to determine the stationary distribution of the workload, a key performance measure for queueing models.
We, in the next section, derive an explicit formula for the stationary distribution of the workload by using the level crossing arguments of Brill and Posner [3] and Cohen [4] , and we provide the stationary distribution for the case of the M/M/1 queue as an example. The results of Bae et al. [1] are also shown to follow from our results.
Analysis of the Workload Process
Let X = {X(t), t ≥ 0} be the workload process under the service policy described in the previous section. Then, the process X is regenerated at the time epochs when the server starts to work. We denote by C the length of a cycle, the interval between two successive regeneration points. Note that X is not, however, a Markov process. To analyze the process X, we first decompose it into three processes and then apply the level crossing arguments to each process. Let X 1 be a process obtained from the original process X by separating the periods of service speed 1, which start at the beginning of the busy period and end at the first exit time from (0, λ], and then connecting these together. Let X 2 be formed by separating and connecting the residual busy periods of the original process X. Finally a process X 3 is formed by connecting the idle periods of the original process X, that is, X 3 ≡ 0. Clearly, both processes X 1 and X 3 are regenerative Markov processes whereas the process X 2 is only a regenerative process.
We call each separated segment a cycle of each process and denote by C i (if positive) the length of the cycle in X i for i = 1, 2, 3. The process X is said to be in phase i during the cycle C i for i = 1, 2, 3.
By the assumption that νm < M , each process has its stationary distribution. Let 
where p and q are the probabilities that the process X is in phase 1 and 2 during the cycle of X, respectively. Note that
We can easily get
since the process X is in phase 1 during the cycle of X if and only if the workload brought by the first customer after the idle period is less than or equal to λ. On the other hand, q is the probability that the workload process X crosses over level λ during its cycle. Let W = {W (t), t ≥ 0} be the workload process of the ordinary M/G/1 queue with the arrival rate ν of the customers and the distribution function G of the service times with mean m. Because the process X coincides with the process W until the process X upcrosses λ during the cycle, the probability q is the same as the probability that the maximum of the workload W (t) during its busy period is greater than λ, which is well-known in Cohen [6, p. 618] as
where the kernel H ρ (x) is defined by
where G * n e is the n-fold recursive Stieltjes convolution of G e with G * 0 e being Heaviside function and
We will obtain the stationary distributions 
Stationary distribution of X 1
Let f 1 be the probability density function of the stationary distribution F 1 of X 1 . From the theory of regenerative processes, we have
where 1 A denotes the indicator function of any set A. Let D (1) x denote the number of downcrossings of x during the cycle of X 1 . Noting that d dx
almost surely, and using the dominated convergence theorem, we get the level crossing equation discussed in Brill and Posner [3] and Cohen [4] given by
Observe that the process X 1 coincides with the process W until the process W either crosses over λ or reaches 0, provided that both processes start at the same level. Therefore, if we denote by E[D 0λ;yx ] the expected number of downcrossings of x until the process W, starting at y (0 < y ≤ λ), either crosses over λ or reaches 0, then E[D (1) x ] can be calculated by conditioning on the starting level y of the cycle of X 1 as follows:
and recalling
Hence the stationary density f 1 (x) of the process X 1 is given by
Stationary distribution of X 2
First, we define by L, the exceeding amount of the starting level over λ in the cycle of X 2 . By using the Markovian property of the process X 1 , Bae et al. [1] showed that the probability density function r(l) of L is given by
,
. We note that the starting levels of the cycles in the process X 2 are independent and have the same distribution as the random variable λ + L.
Therefore, conditioning on the starting level, the expected value
is given by
where C 2 (y) denotes the length of cycle of X 2 when it starts at level y > λ.
Denote by T y the elapsed time to reach zero when the ordinary M/G/1 workload process W starts at y. Then, C 2 (y) can be rewritten in
where C 2 (y) denotes the rest period of C 2 (y) excluding the set-up time and 
where the last equality follows from the fact that P {T y > S} = 1 −T y (ξ)
withT y (θ) ≡ E[e −θT y ], the Laplace-Stieltjes transform of T y , which is known (see e.g. Takagi [11, p. 19] ).
Note that, by the memoryless property of the exponential distribution of S, the conditional distribution of W (S), given that T y ≤ S and W (0) = y, is equal to the unconditional distribution of W (S), where the process W starts at 0. Hence, the second term on the right-hand side of (5) can be rewritten by
Adopting the results in Boxma et al. [2] yields that for z ≥ 0,
where
withG(θ) = ∞ 0 e −θx dG(x), the Laplace-Stieltjes transform of G, and θ 0 (ξ) is the solution to the equation
Substituting (6) into (5) while using the formula (7) results in the following Laplace-Stieltjes transform of W y :
from which we can obtain both the expected value of W y and the distribution function K y (w) of W y .
Notice that if we change the scale of time by considering 1/M as a unit time, then the arrival rate of the process X 2 during the period C 2 (y)
becomes ν/M , the service speed 1, and the traffic intensity ρ ≡ νm/M .
Since ρ < 1, the well-known fact in Wolff [12, p. 393 ] on the expected busy period of M/G/1 queues with exceptional first service gives
where the factor 1/M is multiplied for restoring time scale. Thus, from (4), the expected value of C 2 (y) can be obtained by
Now, we need to investigate E[
≤x} dt] in order to get the stationary density function f 2 of the process X 2 given by
Let D yx (t) denote the number of downcrossings of x during the time interval 
where D x (C 2 (y), ρ ) denotes the number of downcrossings of x by the process W, starting at y, during the residual busy period C 2 (y), of which the traffic intensity is ρ . By taking expectations, we obtain
Substituting
into (10) and using the dominated convergence theorem yield
Since the starting level of the period C 2 (y) in the process X 2 under the condition that T y > S is W y , the last term in (11) can be evaluated by conditioning on W y and using (A.3) and (A.4) as follows:
Therefore, conditioning on the starting level y and employing the dominated convergence theorem again while using (11) and (12) we can complete the numerator in (9) and hence we have
with
Consequently, we have the following theorem:
The workload process of the M/G/1 queue under the P M λ policy with the exponential set-up time has the stationary density f (x) for x > 0 and the discrete probability F (0) at zero given by
and
where f 1 (x) and f 2 (x) have been derived in (2) and (13), respectively, and (1) and (14), respectively, when ρ < min(1, M ).
Remark We now check our results for the special case of ξ = ∞ which was treated in Bae et al. [1] . It follows from (8) that
Thus, when ξ = ∞, we have
Conditioning on the starting level yields
which coincides with the result of Bae et al. [1] . Letting ξ → ∞ in (11) and (12) and substituting E[D yx ] in (A.3) and (A.4), it can be seen that for
and for x ≥ y,
These are consistent with the results of Bae et al. [1] .
Example The M/M/1 case
We consider the special case of exponential service times, i.e. 
Therefore the stationary density f 1 (x) and the expectation E[C 1 ] for the process X 1 are given by
. queue are shown in Cohen [5] .
