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Introduction
Contexte de l’e´tude La matie`re de ce travail est l’utilisation du controˆle
optimal dans le cadre de la me´canique ce´leste. Plus pre´cise´ment, on s’inte´res-
se au transfert d’un engin spatial, un satellite, d’une orbite initiale vers une
orbite terminale, les deux coniques ayant pour foyer la Terre. Parmi tous
les controˆles, i.e. les lois de commande du moteur de l’engin, permettant
d’atteindre la cible, on souhaite de plus de´terminer celui qui correspond
au temps de transfert le plus court. A` elle seule, la formulation qualita-
tive du proble`me, outre le fait qu’elle met en e´vidence combien il s’agit
intrinse`quement d’un proble`me de controˆle optimal—domaine des mathe´-
matiques applique´es dont l’histoire est, pour cette raison, indissociablement
lie´e a` l’histoire de la conqueˆte spatiale—soule`ve d’emble´e les questions qui
ont motive´ de nombreuses e´tudes, dont celle–ci : y a–t–il des controˆles per-
mettant de re´aliser effectivement le transfert? Parmi ceux–ci, en est–il qui
minimisent la dure´e du transfert? Si c’est le cas, comment les calculer? E´tant
donne´s les mode`les physiques puis mathe´matiques retenus par le Centre Na-
tional d’E´tudes Spatiales, a` l’origine de ce proble`me, le controˆle optimal dans
les e´quations diffe´rentielles ordinaires s’ave`re eˆtre un outil pre´cieux, comme
l’ont par exemple de´montre´ re´cemment les travaux de [38] et [49], d’au-
tant plus pertinent que les nouvelles contraintes technologiques conduisent
a` conside´rer des engins de puissance de plus en plus faible. Des re´ponses
peuvent ainsi eˆtre apporte´es, non seulement sur le plan du calcul nume´rique
et des me´thodes afferantes, mais aussi d’un point de vue qualitatif, concer-
nant les proprie´te´s caracte´ristiques des trajectoires optimales pour le mode`le
conside´re´.
Organisation du document Ce manuscrit est divise´ en trois parties de
deux chapitres chacune, les six chapitres formant l’ensemble pouvant eˆtre
lus de fac¸on relativement inde´pendante. La premie`re est consacre´e a` l’E´tude
ge´ome´trique du proble`me ; par ge´ome´trique on entend qualitative au sens
e´voque´ pre´ce´demment : quelle forme ont ne´cessairement les trajectoires op-
timales? Apre`s avoir pre´sente´ le proble`me au chapitre 1, on discute donc
la controˆlabilite´ (a` l’aide d’outils eux–meˆmes de nature ge´ome´trique, c’est
l’autre raison du choix du qualificatif) et la structure du controˆle optimal
au chapitre 2. Les deux parties suivantes sont elles centre´es sur l’aspect
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nume´rique. Dans la deuxie`me, Me´thodes discre`tes, l’accent est mis sur les
choix effectue´s lors de la discre´tisation du proble`me de controˆle. Dans cette
optique, on confronte plusieurs approches : polynoˆmiale (polynoˆmes de Tche-
bycheff) au chapitre 3, puis adaptative par ondelettes au chapitre 4. Les
me´thodes et les codes de calcul de´veloppe´s, qui pre´sentent un inte´reˆt ge´ne´ral
pour le controˆle optimal, sont applique´s avec succe`s au proble`me de trans-
fert pour des pousse´es fortes. L’acce`s nume´rique a` des pousse´es plus faibles,
voire tre`s faibles (quantitativement de l’ordre de 0.3 Newton pour un satel-
lite de masse 1500 Kilogrammes) ne´cessite l’introduction dans la troisie`me
et dernie`re partie d’approches encore diffe´rentes, enrichies par rapport aux
de´marches algorithmiques classiques en controˆle—auxquelles pour ces ordres
de pousse´e le proble`me re´siste—et qui ont en commun d’eˆtre des Techniques
parame´triques. Ainsi au chapitre 5, la me´thode du tir simple est–elle associe´e
a` un proce´de´ de continuation sur le module de la pousse´e, prolongeant une
e´tude amorce´e dans [57], le chapitre 6 e´tant finalement consacre´ a` une nou-
velle approche base´e sur une mesure de la controˆlabilite´, ge´ne´ralisant et
e´tendant la de´marche propose´e dans [49]. Ces techniques ont de´montre´ une
grande efficacite´ pour les transferts a` tre`s faible pousse´e.
Ide´es directrices Parmi les motivations qui ont pre´side´ a` la re´alisation
de ce travail, on peut tout d’abord mentionner la volonte´ d’e´tudier plus fine-
ment la structure du proble`me ; en particulier, se posait depuis le de´part le
proble`me des commutations, c’est–a`–dire de la pre´sence possible de disconti-
nuite´s sur le controˆle. Sans apporter de re´ponse de´finitive a` ce proble`me, on
caracte´rise de fac¸on pre´cise la ge´ome´trie de ces commutations au chapitre
2, sous des hypothe`ses qui s’ave`rent en accord complet avec les re´sultats
nume´riques. De meˆme, concernant la controˆlabilite´ qui e´tait jusqu’alors ad-
mise, une justification rigoureuse est donne´e, illustrant par ailleurs une par-
ticularite´ du mode`le ou` il est tenu compte de la variation de la masse de
l’engin due a` la consommation de carburant. Du point de vue nume´rique, le
proble`me est effectivement re´solu, a` l’aide de me´thodes varie´es, permettant
de calibrer l’inte´reˆt relatif de chacune dans le cadre e´tudie´, et de comple´ter
les e´tudes pre´ce´dentes [38, 49]. Au dela` de la me´canique spatiale, l’utilisa-
tion originale au chapitre 4 des ondelettes pour la re´solution adaptative de
proble`mes aux deux bouts semble prometteuse. Enfin, l’analyse nume´rique
du chapitre 5 permet de le´gitimer la de´marche de continuation sur le mo-
dule de la pousse´e, utilise´e avec d’autres me´thodes depuis plusieurs anne´es.
Mais le sentiment dominant, qui s’est construit progressivement au cours de
l’activite´ de recherche, est l’importance et l’inte´reˆt de partir du proble`me. La
richesse de cette approche, qui n’allait pas de soi pour un jeune doctorant
de´couvrant le domaine, s’est re´ve´le´e toujours plus grande, comme se re´ve´lait
la richesse du proble`me lui–meˆme. Il faut qu’il y ait quelque harmonie dans
ces trajectoires ce´lestes.
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Premie`re partie
E´tude ge´ome´trique
Cette partie se concentre sur les aspects ge´ome´triques du proble`me. Sa
de´finition tout d’abord, au chapitre 1, qui se fait naturellement en ces
termes, le bon choix de coordonne´es pour la description de l’e´tat de
l’engin spatial correspondant aux parame`tres orbitaux qui de´finissent
la ge´ome´trie de l’ellipse osculatrice. On s’inte´resse aussi aux liens entre
les diffe´rents mode`les envisageables (2D, 3D, avec prise en compte ou
non de la variation de la masse). Avec le chapitre 2, on passe a` l’e´tude
des proprie´te´s du transfert, a` commencer par la controˆlabilite´ (d’ou`
l’on de´duit l’existence de solution pour le proble`me). On donne ensuite
des re´sultats concernant la ge´ome´trie des commutations (i.e. des dis-
continuite´s de la commande optimale) qui s’expriment naturellement
a` l’aide d’outils eux–meˆmes ge´ome´triques. Dans tous les cas, le point
de vue consistant a` conside´rer la dynamique comme de´finissant une
famille de champs de vecteurs sur la varie´te´ sous–jacente se montre
fructueux. Les transferts orbitaux s’ave`rent ainsi eˆtre un sujet ou` les
de´veloppements re´cents en controˆle ge´ome´trique [47, 69, 70] apportent
tout a` la fois un cadre approprie´ et un point de vue riche et nouveau.
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Chapitre 1
Proble`me de transfert
Dans ce chapitre est de´fini le proble`me de transfert. Apre`s un ra-
pide rappel au §1.1 de sa formulation physique, on de´crit au §1.2 sa
mode´lisation en controˆle optimal : dynamique, contraintes, crite`re, en
insistant sur les diffe´rents syste`mes de coordonne´es utilisables. Enfin,
dans la mesure ou` sont envisage´s des mode`les 2D et 3D, on s’inte´resse au
§1.3 aux relations existant entre les deux types de transfert, coplanaire
et non–coplanaire.
1.1 Proble`me physique
Transfert orbital On conside`re un satellite en orbite autour de la Terre,
que l’on souhaite amener vers une deuxie`me orbite, toujours dans le champ
de l’attraction terrestre. Il s’agit bien d’un transfert, ici circumterrestre,
et non d’un rendez–vous, la position sur l’orbite finale e´tant libre. Alors
que l’orbite initiale est tre`s excentrique, l’orbite terminale est circulaire
(ge´ostationnaire). Suivant les cas, on prendra en compte ou non l’incli-
naison de l’orbite initiale par rapport au plan e´quatorial. Le satellite est
assimile´ a` un point mate´riel de masse initiale 1500 Kilogrammes, masse que
l’on conside`rera variable a` cause de la consommation de carburant dans le
mode`le le plus re´aliste. Le potentiel terrestre est pris en 1/r2, et on ne´glige
les termes d’ordre supe´rieur, de meˆme que les perturbations gravitationnelles
dues a` la Lune et au Soleil (potentiel luni–solaire, cf. [77]). Enfin, on ne tient
pas compte des phe´nome`nes d’e´clipse qui peuvent venir alte´rer la propulsion
e´lectro–ionique chaque fois que les panneaux solaires de l’engin ne rec¸oivent
plus les rayons du Soleil a` cause de l’ombre porte´e de la Terre.
Pousse´es faibles La propulsion conside´re´e est de type e´lectrique (e´lec-
tro–ionique), et donc a` pousse´e beaucoup plus faible que dans le cas des
moteurs chimiques. L’inte´reˆt de cette nouvelle ge´ne´ration de moteurs io-
niques tient dans leur faible consommation qui permet de re´aliser un gain
de masse, et donc d’accroˆıtre la charge utile. L’inconve´nient est l’augmen-
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tation conside´rable du temps de transfert (jusqu’a` plusieurs mois), qui pose
des proble`mes de suivi e´vidents. L’ordre de grandeur de ces pousse´es faibles
est de 0.3 Newton, sachant que l’on sera amene´ a` conside´rer d’un point de
vue nume´rique (en particulier via le processus de continuation sur la pousse´e
de´veloppe´ au chapitre 5) des pousse´es comprises entre 60 Newtons (on parle
alors de pousse´e forte, bien qu’on soit encore en dec¸a` des valeurs typiques
de la propulsion chimique) et 0.075 Newton pour un engin initialement de
1500 Kilogrammes. Outre l’augmentation de la dure´e du transfert, les tra-
jectoires associe´es diffe`rent du tout au tout de celles obtenues dans le cas de
transferts impulsionnels : on ne saute plus d’une orbite a` une autre, mais on
de´forme continuˆment l’orbite initiale en l’orbite terminale (l’engin effectuant
des dizaines voire des centaines de re´volutions autour de la Terre).
Temps minimal De`s lors, il devient primordial d’essayer d’utiliser au
mieux la faible pousse´e disponible, par exemple pour minimiser le temps
de transfert ge´ne´rateur de couˆts au sol. C’est ce crite`re de temps minimal
que nous avons retenu dans la suite, d’autres fonctions couˆts e´tant toute-
fois envisageables. En particulier, la maximisation de la masse utile, c’est–
a`–dire la minimisation de la consommation, est l’une d’elles. Toutefois, il
est possible que pour ce seul crite`re le proble`me n’admette pas de solution
(a` cause de l’existence e´ventuelle de positions privile´gie´es sur chaque or-
bite pour effectuer les corrections a` moindre consommation), de telle sorte
qu’une combinaison des deux crite`res masse utile et temps de transfert doive
eˆtre conside´re´e, renforc¸ant encore la ne´cessite´ d’une bonne connaissance des
transferts en temps minimal.
1.2 Mode´lisation controˆle optimal
Dynamique Le mouvement de l’engin est re´gi par les lois de la dynamique
spatiale que l’on e´crit sous la forme
r¨ = −µ0r/|r|3 + u/m (1.1)
ou` r = (r1,r2,r3) est le vecteur position en dimension trois, ou` u = (u1,u2,
u3) est la pousse´e—i.e. le controˆle—, ou` m est la masse du satellite, et ou` µ0
est la constante de gravitation de la Terre (µ0 = GmT , G constante de gravi-
tation universelle, mT masse de la Terre, soit µ0 = 398600.47 km3.s−2).
La norme |.| est la norme euclidienne (la meˆme convention est utilise´e
syste´matiquement dans la suite). De fac¸on e´vidente, on peut re´ecrire (1.1)
sous forme d’une e´quation diffe´rentielle ordinaire,
x˙ = f0(x) + 1/m
3∑
i=1
uifi(x) (1.2)
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avec l’e´tat x = (r,v), v = (v1,v2,v3) vitesse de l’engin (r˙ = v). En toute
rigueur, l’e´tat comprend aussi la masse dont la variation est proportionnelle
a` la consommation de carburant :
m˙ = −δ|u| (1.3)
Physiquement, la constante δ est l’inverse de la vitesse d’e´jection des gaz.
Selon que l’on prendra δ = 0 ou δ > 0, on parlera respectivement de mode`le
a` masse constante ou a` masse variable. Dans le dernier cas, la valeur utilise´e
sera δ = 1.42.10−5 km−1.h. Les e´quations de la dynamique (1.2)–(1.3) sont
bien de´finies, pour m > 0, sur la sous–varie´te´ diffe´rentiable 1 ouverte M6 de
R6 telle que :
|r| > 0, |v| <
√
2µ0/|r| (1.4)
On assure ainsi que l’on reste dans le domaine des trajectoires elliptiques
(
√
2µ0/|r| correspond au module de la vitesse dite de libe´ration, a` partir de
laquelle la trajectoire devient parabolique). Clairement, on de´crit de meˆme
la dynamique d’un syste`me coplanaire ou` position, vitesse et controˆle sont
de dimension deux,
x˙ = f0(x) + 1/m
2∑
i=1
uifi(x) (1.5)
sur la sous–varie´te´ diffe´rentiable ouverte M4 de R4 e´galement de´finie par
(1.4), avec r = (r1,r2), v = (v1,v2), u = (u1,u2). On pourra donc eˆtre amene´
dans la suite a` conside´rer des syste`mes 2D ou 3D, a` masse constante ou
variable, le mode`le le plus complet e´tant bien suˆr le mode`le 3D a` masse
variable.
Syste`mes de coordonne´es La dynamique (1.2)–(1.3) a un sens intrin-
se`que sur la varie´te´ M6 sur laquelle plusieurs syste`mes de coordonne´es sont
disponibles. Les coordonne´es carte´siennes ou canoniques, (r,v), ont de´ja` e´te´
1. Sauf mention expresse du contraire, par diffe´rentiable on entendra toujours in-
de´finiment diffe´rentiable.
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mentionne´es, pour lesquelles les champs de vecteurs s’e´crivent :
f0 =

v1
v2
v3
−µ0r1/|r|3
−µ0r2/|r|3
−µ0r3/|r|3

f1 =

0
0
0
1
0
0
 f2 =

0
0
0
0
1
0
 f3 =

0
0
0
0
0
1

En de´pit de la simplicite´ des e´quations dans ce syste`me, les coordonne´es
carte´siennes ne constituent pas le bon choix de coordonne´es pour le proble`-
me, bon dans le sens employe´ par Sussmann citant Lagrange dans [69] : quel
est le choix de variables qui facilite le plus le traitement du proble`me? Dans
notre cas, qu’il s’agisse de mettre en e´vidence les proprie´te´s ge´ome´triques
des trajectoires optimales ou de proce´der a` leur approximation nume´rique,
les bonnes variables correspondent aux inte´grales premie`res du mouvement
ke´ple´rien non–perturbe´. Plus pre´cise´ment, cela revient a` remplacer les coor-
donne´es carte´siennes par les e´le´ments orbitaux de´crivant la forme de l’ellipse
osculatrice (celle que de´crirait l’objet ce´leste s’il n’e´tait plus soumis qu’a` la
gravitation terrestre), a` savoir le jeu de variables (P,e,w,Ω,ω,i) ou` (cf. figure
1.1 et [77]) :
– P est le parame`tre de l’ellipse ;
– e est son excentricite´ ;
– w est l’anomalie vraie 2 ;
– Ω est la longitude du nœud ascendant ;
– ω est l’argument du pe´rige´e ;
– i est l’inclinaison.
Les deux premie`res variables, P et e, de´finissent la forme de l’ellipse ; l’ano-
malie vraie w de´termine la position du satellite sur l’ellipse ; enfin, les trois
angles (Ω,ω,i) sont les angles d’Euler du plan Π de l’orbite conside´re´ comme
un solide : Ω est l’angle de pre´cession, c’est–a`–dire l’angle forme´ par l’inter-
section de Π avec le plan e´quatorial et l’axe (Ox) ; ω est l’angle de rotation
propre de Π (rotation de l’ellipse autour de la normale n a` Π) ; i est l’angle
de nutation, angle forme´ par Π avec le plan e´quatorial. Ne´anmoins, dans
2. L’usage est plutoˆt de noter v l’anomalie vraie, usage que nous ne suivons pas afin de
ne pas induire de confusion avec la vitesse, e´galement note´e v.
Chapitre 1. Proble`me de transfert 7
Z
Y
X
satellite 
plan équatorial
orbite
périgée
w
Ω
ω
i
Fig. 1.1 – E´le´ments orbitaux.
la mesure ou` l’orbite finale que l’on cherche a` atteindre est d’excentricite´
et d’inclinaison nulles (orbite ge´ostationnaire, circulaire et situe´e dans le
plan e´quatorial), on substitue aux variables pre´ce´dentes (dont certaines ne
sont plus de´finies sur l’orbite finale) les nouvelles variables d’e´tat (dont les
cinq premie`res sont encore des inte´grales premie`res du mouvement libre)
(P,ex,ey,hx,hy,L) ou` :
– (ex,ey) est le vecteur excentricite´, ex = e cos(Ω+ω), ey = e sin(Ω+ω),
situe´ dans le plan de l’orbite et oriente´ suivant le pe´rige´e de l’ellipse ;
– (hx,hy) est le vecteur rotation du plan de l’orbite Π par rapport au
plan e´quatorial, hx = tan(i/2) cos Ω, hy = tan(i/2) sin Ω, situe´ dans le
plan e´quatorial et coline´aire a` l’intersection de celui–ci avec Π ;
– L est la longitude vraie, L = Ω + ω + w, qui renseigne sur la position
du satellite sur l’orbite, L ∈ R/2piZ.
Dans le cas de pousse´es faibles, les variables (P,ex,ey,hx,hy) ne seront donc
que faiblement perturbe´es et constitueront un choix garantissant une cer-
taine stabilite´ nume´rique, au contraire des carte´siennes qui, du fait des
nombreuses re´volutions, sont tre`s oscillatoires. On de´duit des formules de
changement de variables
r1 = P/CW ((1 + h2x − h2y) cosL+ 2hxhy sinL)
r2 = P/CW ((1− h2x + h2y) sinL+ 2hxhy cosL)
r3 = 2PZ/CW
v1 = 1/C
√
µ0/P (2hxhy(ex + cosL)− (1 + h2x − h2y)(ey + sinL))
v2 = 1/C
√
µ0/P ((1− h2x + h2y)(ex + cosL)− 2hxhy(ey + sinL))
v3 = 2/C
√
µ0/P (hx(ex + cosL) + hy(ey + sinL))
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les expressions des champs de vecteurs de´finissant la dynamique dans le
nouveau syste`me de coordonne´es (e´quations de Gauss) :
f0 =
√
µ0/P

0
0
0
0
0
W 2/P
 (1.6)
f1 =
√
P/µ0

0
sinL
− cosL
0
0
0
 (1.7)
f2 =
√
P/µ0

2P/W
cosL+ (ex + cosL)/W
sinL+ (ey + sinL)/W
0
0
0
 (1.8)
f3 = 1/W
√
P/µ0

0
−Zey
Zex
C/2 cosL
C/2 sinL
Z
 (1.9)
avec
W = 1 + ex cosL+ ey sinL
Z = hx sinL− hy cosL
C = 1 + h2x + h
2
y
sachant de plus que les expressions ci–dessus re´sultent e´galement d’un chan-
gement de re´fe´rentiel pour le controˆle u, exprime´ dans le repe`re ortho–radial
mobile (q,s,w) attache´ au satellite (cf. figure 1.2), tel que 3
q = r/|r|
s = w ∧ q
w = r ∧ v/|r ∧ v|
Dans le cas d’un transfert coplanaire ou` la dynamique est de la forme (1.5),
3. On suppose e´videmment que le moment cine´tique osculateur r ∧ v est non nul, ce
qui est le cas pour une trajectoire non–perturbe´e, et qui reste vrai en pratique lorsqu’un
controˆle est exerce´ sur l’engin.
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Fig. 1.2 – Repe`re ortho–radial.
les e´quations 2D sont, en carte´siennes,
f0 =

v1
v2
−µ0r1/|r|3
−µ0r2/|r|3

f1 =

0
0
1
0
 f2 =

0
0
0
1

et en coordonne´es orbitales (P,ex,ey,L) (on supprime la notion d’inclinaison,
donc le vecteur orientation (hx,hy)),
f0 =
√
µ0/P

0
0
0
W 2/P
 f1 = √P/µ0

0
sinL
− cosL
0
 (1.10)
f2 =
√
P/µ0

2P/W
cosL+ (ex + cosL)/W
sinL+ (ey + sinL)/W
0
 (1.11)
De meˆme que les expressions ci–dessus, les formules de changement de co-
ordonne´es se de´duisent du cas 3D en faisant hx = hy = 0 (inclinaison nulle).
Les relations entre les deux mode`les, 2D et 3D, sont pre´cise´es au §1.3.
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Contraintes On impose a priori aux trajectoires de rester dans une zone
de se´curite´ A ⊂ R×M6 de´finie par
t ≥ 0, P ≥ Π0, |(ex,ey)| ≤ ε0 (1.12)
avec Π0 > 0 et 0 < ε0 < 1 (de par la de´finition meˆme de M6, on a
ne´cessairement P > 0 et |(ex,ey)| < 1). De fac¸on analogue, on traduit le
fait que la masse du satellite doit rester supe´rieure a` sa masse propre χ0
(masse a` vide, sans carburant) :
m ≥ χ0 (1.13)
Ces contraintes de chemin n’interviendront que dans l’e´tude de la controˆlabi-
lite´, et seront syste´matiquement omises par la suite (hypothe`se d’inte´riorite´
aux contraintes). Les orbites initiale et finale sont de´crites a` l’aide des condi-
tions aux deux bouts (que l’on suppose eˆtre a` l’inte´rieur des sections en t = 0
et tf des contraintes de chemin (1.12-1.13))
x(0) = x0, m(0) = m0, h(x(tf )) = 0 (1.14)
avec
h(x) = (P − P f ,ex − efx,ey − efy ,hx − hfx,hy − hfy)
(h(x) = (P − P f ,ex − efx,ey − efy) en 2D) et
P 0 = 11625 km P f = 42165 km
e0x = 0.75 e
f
x = 0
e0y = 0 e
f
y = 0
h0x = 0.0612 h
f
x = 0
h0y = 0 h
f
y = 0
L0 = pi Lf libre
m0 = 1500 kg mf libre
(1.15)
Il s’agit d’une excentricite´ initiale forte (0.75), c’est–a`–dire d’une orbite ini-
tiale tre`s aplatie, et au contraire d’un inclinaison a` corriger faible (i ' 7o).
La longitude finale est libre, c’est bien un proble`me de transfert d’orbite
(pas de notion de rendez–vous sur l’orbite d’insertion). Cette particularite´
aura des conse´quences importantes sur les proprie´te´s de la me´thode de´finie
au chapitre 6. Enfin, vient la contrainte annonce´e sur le module maximal de
la pousse´e,
|u| ≤ Fmax (1.16)
ou` la norme |.| est toujours euclidienne (soit u21 +u22 +u23 ≤ F 2max, en 3D) ; en
ce sens, la contrainte (1.16) est lisse, et donne lieu a` des controˆles optimaux
tre`s diffe´rents de ceux qu’on obtiendrait en prenant non pas la norme issue
du produit scalaire, |.| = |.|2, mais la norme du max, |.| = |.|∞. Mentionnons
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pour finir la possibilite´ de rajouter une contrainte de coˆne sur la commande
[38, 49], contrainte que l’on ne prendra pas en compte dans la suite, mais que
l’on e´voquera a` propos de controˆlabilite´ au chapitre 2. Il s’agit simplement
de contraindre le controˆle a` rester dans un coˆne de re´volution ayant pour
axe le vecteur s du repe`re (q,s,w) et de demi–angle au sommet α > 0. On
rajoute ainsi a` la contrainte sur le module, une contrainte sur la direction
de la pousse´e, le coˆne pouvant eˆtre simple ou double (cf. figure 1.3).
F
max
O
r
q
s
w
α
S
Fig. 1.3 – Contrainte de coˆne.
Finalement, le proble`me de transfert, dans sa forme la plus riche a` savoir
le mode`le 3D avec prise en compte de la variation de la masse, consiste a`
trouver un temps de transfert tf , tf ∈ R, un e´tat 4 x absolument continu, x ∈
W1,∞6 ([0,tf ]), une masse m aussi absolument continue, m ∈W1,∞([0,tf ]), et
un controˆle u essentiellement borne´, u ∈ L∞3 ([0,tf ]), qui minimisent le temps
de transfert,
tf → min
et qui respectent les diffe´rentes contraintes e´nonce´es ci–avant, a` savoir la
dynamique (1.2)–(1.3) sur la sous–varie´te´ M6, les contraintes de chemin
(1.12)–(1.13), les contraintes aux deux bouts (1.14), et la contrainte sur le
controˆle (1.16). On note ce proble`me, parame´tre´ par le module maximal de
la pousse´e, (SP )Fmax , qu’il s’agisse du mode`le 2D ou 3D, a` masse constante
ou variable, le contexte e´tant toujours suffisamment clair. Concernant les
espaces fonctionnels, on note comme c’est l’usage [6, 45] respectivement
Lpk([a,b]) et W
1,p
k ([a,b]) l’espace des (classes de) fonctions de´finies sur [a,b] a`
4. En toute rigueur, l’e´tat comprend aussi ici la masse m, soit par exemple en co-
ordonne´es orbitales, x = (P,ex,ey,hx,hy,L,m) ; ne´anmoins, on pre´fe`re traiter celle–ci
se´pare´ment dans la mesure ou` l’on verra au chapitre 2 qu’on peut la de´terminer expli-
citement dans le cas des transferts en temps minimal (ce ne serait plus vrai avec un crite`re
de type maximisation de la masse).
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1 + |x|2. On en de´duit que les trajectoires restent dans un compact fixe
K de R × M6. Comme l’ensemble des controˆles U est une boule com-
pacte, tout triplet admissible (x,m,u) est tel que (t,x,m,u) reste dans le
compact [0,T ] × K × [χ0,m0] × U (puisqu’en outre la masse de´croˆıt). En-
fin, puisque Q˜(x,m) = f˜(x,m,U) est convexe—ou` f˜(x,m,u) = (f0(x) +
1/m
∑3
i=1 uifi(x), − δ|u|) est la dynamique comple`te incluant la variation
de la masse—, l’existence provient du the´ore`me de Filippov [27].
Le re´sultat d’existence vaut aussi bien suˆr pour le cas a` masse constante et
pour le mode`le 2D (masse constante ou variable).
Remarque 2.1. Une particularite´ de la contrainte de coˆne (simple) tient dans
ce que l’hypothe`se de convexite´ de l’ensemble des controˆles (qui sert a` assurer
l’existence de controˆles classiques, non–chattering [27]) est ve´rifie´e quand
α ≤ pi/2, alors que justement dans ce cas, on n’est pas certain que le syste`me
soit controˆlable. Re´ciproquement, pi > α > pi/2 garantit la controˆlabilite´
mais a pour conse´quence la non–convexite´ de l’ensemble des controˆles. Ainsi,
dans la mesure ou` l’on a a` la fois besoin de la controˆlabilite´ et de la convexite´,
on ne peut a priori conclure sur l’existence. La seule exception est le cas
sans contrainte α = pi qui fait l’objet du corollaire 2.4.
L’existence de controˆles optimaux e´tant e´tablie, on s’inte´resse dans la
section suivante a` leurs proprie´te´s.
2.2 Structure du controˆle
Proble`me ge´ne´rique Avant que de formuler le proble`me type que l’on
va e´tudier et qui couvrira les diffe´rents mode`les possibles pour (SP )Fmax
(2D ou 3D, masse constante ou variable) apre`s e´limination de l’e´quation de
la masse, on rappelle succinctement la structure symplectique canonique du
fibre´ cotangent d’une varie´te´ diffe´rentiable Mn afin de pouvoir utiliser le
principe du maximum sous sa forme intrinse`que (coordinate–free maximum
principle de [69] ou [47]). Soit donc q la projection canonique du fibre´ cotan-
gent T ∗M sur Mn, on de´finit λ : T ∗(T ∗M)→ T ∗M qui a` α ∈ T ∗M associe
λ(α) tel que, si u ∈ Tα(T ∗M),
〈λ(α),u〉 = 〈α,Tαqu〉
Par de´finition, λ(α) appartient a` T ∗α(T ∗M) de sorte que λ de´finit une sec-
tion diffe´rentiable de T ∗(T ∗M) = Λ1(T ∗M) : λ est une 1–forme sur le fibre´
cotangent, appele´e forme de Liouville. En coordonne´es locales (x1, . . . ,xn),
(p1, . . . ,pn) (ou` (x1, . . . ,xn) sont des coordonne´es quelconques et ou` pi = ∂xi ,
au sens ou` pi(α) = α∂xi pour α ∈ T ∗M), si α =
∑n
i=1 aidxi, si u =
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valeurs dans Rk de puissance p–ie`me sommable (ou essentiellement borne´es
si p = ∞), et l’espace des (classes de) fonctions e´galement a` valeurs vecto-
rielles et a` de´rive´e au sens des distributions dans Lp, en omettant dans les
deux cas l’indice lorsqu’il s’agit de (classes de) fonctions a` valeurs scalaires
(k = 1). De manie`re synthe´tique, on pourra eˆtre amene´ a` e´crire (SP )Fmax—
ou d’autres proble`mes de controˆle—sous la forme [27]
tf → min
tf ∈ R, (x,m) ∈W1,∞7 ([0,tf ]), u ∈ L∞3 ([0,tf ])
x˙ = f0(x) + 1/m
∑3
i=1 uifi(x), t ∈ [0,tf ]
m˙ = −δ|u|
x(0) = x0, m(0) = m0, h(x(tf )) = 0
(t,x) ∈ A, m ≥ χ0, |u| ≤ Fmax
(1.17)
La dernie`re section du chapitre s’inte´resse aux relations liant les mode`les
2D et 3D.
1.3 Lien entre les mode`les 2D et 3D
Optimalite´ des trajectoires 2D quand i = cte Ayant introduit
plusieurs mode`les pour le meˆme proble`me, il semble naturel d’e´tudier les
diffe´rents liens entre eux. En particulier, inde´pendamment du fait que l’on
travaille a` masse constante ou variable, on peut se demander dans quelle
mesure la formulation 2D est ou non un cas particulier du cas 3D. De fac¸on
e´vidente, on perd de l’information avec le mode`le 2D chaque fois que l’incli-
naison est amene´e a` varier. Par contre, dans le cas ou` elle est quelconque,
mais constante, on a bien l’e´quivalence des deux mode`les qui ont donc les
meˆmes trajectoires optimales :
Proposition 1.1. Sous la contrainte supple´mentaire de chemin i = cte, le
mode`le 3D est e´quivalent au mode`le 2D.
De´monstration. Fixer l’inclinaison revient a` fixer le module du vecteur orien-
tation (hx,hy), d’ou` l’on tire que, presque partout, hxh˙x+hyh˙y = 0, soit (en
utilisant le fait que la trajectoire ve´rifie la dynamique)
tan i/2
√
P/µ0 (1 + h2x + h
2
y) u3 cos(ω + w)/2W = 0
ce qui implique, dans tous les cas, u3 = 0. On retrouve alors exactement la
dynamique de la formulation 2D, de telle sorte que les deux proble`mes sont
bien e´quivalents.
Extre´malite´ des trajectoires 2D quand i(0) = i(tf) Dans le cas ou`
l’on impose simplement a` la trajectoire d’avoir la meˆme inclinaison (quel-
conque) a` l’instant initial et a` l’instant final, i(0) = i(tf ), mais ou` l’engin est
libre de faire varier i en cours de parcours, il est a priori possible qu’une telle
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variation conduise au trajet en temps minimal. A` de´faut de l’optimalite´, on
conserve ne´anmoins l’extre´malite´ des trajectoires 2D (elles ve´rifient la condi-
tion ne´cessaire du premier ordre de solution ; cf. chapitre 2 pour un rappel
de´taille´ du principe du maximum de Pontriaguine en termes ge´ome´triques) :
Proposition 1.2. Sous la contrainte supple´mentaire aux deux bouts i(0) =
i(tf ), les trajectoires 2D sont des extre´males du proble`me 3D.
De´monstration. La condition aux deux bouts propose´e est e´quivalente a`
(hx,hy)(0) = (hx,hy)(tf ) ; or, anticipant sur le chapitre 2, on sait que tout
controˆle optimal u du proble`me 3D doit ve´rifier presque partout
u = −Fmax(H1,H2,H3)/|(H1,H2,H3)| (1.18)
ou` Hi = (p|fi(x)), i = 1,2,3, (.|.) produit scalaire dans R6 et p e´tat adjoint
du proble`me, et que les composantes phx , phy de p associe´es a` (hx,hy) sont
telles que
p˙hx = −∂hxH (1.19)
p˙hy = −∂hyH (1.20)
avec H = H0 + 1/m
∑3
i=0 uiHi− δpm|u|, hamiltonien du proble`me (pm e´tat
adjoint associe´ a` la masse, en supposant qu’on est dans le cas masse variable,
sachant que le meˆme raisonnement vaut a` masse constante). Comme il se
trouve par ailleurs que f0, f1 et f2 sont inde´pendants de (hx,hy) (cf. (1.6)–
(1.9)), les e´quations (1.19)–(1.20) se re´e´crivent sous la forme
p˙hx = −u3/m t∂hxf3p (1.21)
p˙hy = −u3/m t∂hyf3p (1.22)
Soit alors u = (u¯,0) ou` u¯ = (u¯1,u¯2) est une commande optimale du proble`me
2D ; u est admissible, graˆce a` la line´arite´ de la dynamique en le controˆle et a`
l’absence de contribution en u1, u2 dans h˙x ou h˙y (de telle sorte que h reste
constant) et extre´mal. En effet, en choisissant phx = phy = 0, on satisfait
a` (1.18) (car on a bien H3 = 0), a` (1.21)–(1.22), ainsi qu’a` la condition de
transversalite´ correspondante qui s’e´crit (phx ,phy)(0) = (phx ,phy)(tf ).
L’importance pratique de ce re´sultat tient dans ce qu’il y a de fortes chances
que toute me´thode indirecte, i.e. reposant sur la condition ne´cessaire de so-
lution du premier ordre, converge vers la solution 2D (transfert coplanaire),
meˆme si elle n’est pas optimale, lorsqu’on re´sout le proble`me 3D sous la
contrainte i(0) = i(tf ) (cf. chapitre 5). En outre, il permet de traiter le cas
2D comme un extreˆmum particulier du cas 3D, ce qui s’ave`rera utile au
chapitre 2.
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Conclusion
On a donne´ dans ce premier chapitre la formulation pre´cise du proble`me
de transfert d’orbite en temps minimal en controˆle optimal dans les e´quations
diffe´rentielles ordinaires. Celle–ci servira de re´fe´rence syste´matique pour
les chapitres suivants, quel que soit le mode`le particulier envisage´ pour
(SP )Fmax : 2D ou 3D, a` masse constante ou variable. De ce point de vue,
il a e´te´ mis en e´vidence dans quelle mesure la formulation 2D n’e´tait pas
une simplification du cas 3D, mais bien un cas particulier lorsqu’on impose
au transfert des conditions supple´mentaires sur la variation de l’inclinaison.
Il n’est pour l’instant pas certain, et ce malgre´ l’extre´malite´ du transfert
coplanaire dans ce cas, que lorsqu’on impose a` l’inclinaison d’eˆtre la meˆme a`
l’instant initial et a` l’instant final, la trajectoire optimale soit effectivement
coplanaire. Enfin, on a insiste´ sur l’inte´reˆt du choix des e´le´ments orbitaux, a`
la fois parce–qu’ils permettent une description ge´ome´trique simple de la tra-
jectoire, mais aussi parce–qu’ils se preˆtent mieux a` la re´solution nume´rique
associe´e, de meˆme qu’a` l’e´tude de la structure du controˆle comme on va le
voir au chapitre suivant.
Notes
La re´fe´rence principale pour ce chapitre est le livre de Zarrouati [77] qui
de´crit de fac¸on quasi–exhaustive les diffe´rents syste`mes de coordonne´es dans
lesquels exprimer les e´quations de la dynamique (on y trouvera aussi tous
les raffinements ayant trait aux potentiels perturbateurs, a` l’applatissement
terrestre, etc.). Les plus vifs remerciements doivent e´galement eˆtre adresse´s
a` R. Epenoy de la Division Mathe´matiques Spatiales du CNES de Toulouse
pour avoir gentiment cherche´ l’expression des changements de coordonne´es
dans le cas pre´cis qui nous inte´resse. Concernant la nouvelle ge´ne´ration de
moteurs e´lectro–ioniques a` pousse´e faible, une introduction tre`s comple`te est
donne´e par S. Geffroy dans [38]. Pour la prise en compte et la mode´lisation
de contraintes supple´mentaires, qu’il s’agisse de contraintes de coˆne (avec
fonctionnement exclusif des tuye`res, etc.) ou de phe´nome`nes d’e´clipse, on
se reportera e´galement a` [38], a` C. T. Le [49] ainsi qu’a` [33] ou` diffe´rentes
approches sont propose´es. Enfin, il nous a paru d’autant plus important de
consacrer une section au lien entre les mode`les 2D et 3D, que nous avons
commence´ par travailler sur le cas 2D, de plus petite dimension donc a priori
plus simple a` traiter, sans re´aliser au de´part qu’il s’agissait malgre´ tout d’un
vrai transfert 3D particulier.
Chapitre 2
Controˆlabilite´ et structure
du controˆle
Ce chapitre aborde deux aspects diffe´rents du proble`me a` l’aide d’un
point de vue unifie´, celui du controˆle ge´ome´trique. On commence par
s’inte´resser au §2.1 au proble`me de l’existence ; e´tant donne´es les bonnes
proprie´te´s de compacite´ et de convexite´ du proble`me, le point crucial est
la controˆlabilite´ : l’ensemble des trajectoires admissibles est–il non vide?
La question est d’autant plus pertinente que l’utilisation de pousse´es
faibles peut laisser penser qu’il existe une pousse´e en dec¸a` de laquelle
le transfert n’est plus re´alisable. L’autre aspect concerne au §2.2 la ca-
racte´risation des solutions a` l’aide de la condition ne´cessaire du premier
ordre ad hoc : le principe du maximum de Pontriaguine. Sous sa forme
ge´ome´trique, celui–ci s’ave`re eˆtre une source de renseignements tre`s
pre´cis sur les trajectoires extre´males, c’est–a`–dire sur les points station-
naires du proble`me d’optimisation sous–jacent. La structure du controˆle
est ainsi finement e´tudie´e, et les re´sultats sur la ge´ome´trie des discon-
tinuite´s qu’il est susceptible de pre´senter valide´s par l’expe´rimentation
nume´rique. En termes de conditions suffisantes d’existence ou de condi-
tions ne´cessaires de solution, la prise en compte de la variation de la
masse donne syste´matiquement lieu a` une situation plus riche.
2.1 Controˆlabilite´
Le point de vue champs de vecteurs On adopte dans cette section le
point de vue de [47, 69, 70] qui consiste a` regarder la dynamique d’un syste`me
de controˆle, par exemple autonome et de´fini sur une varie´te´ diffe´rentiable 1
de dimension 2 n, Mn,
x˙ = f(x,u)
1. Comme pre´ce´demment, par diffe´rentiable on entend de classe C∞.
2. On adopte la convention de [42] qui fait figurer la dimension de la varie´te´ en exposant.
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comme une famille de champs de vecteurs sur cette varie´te´. En effet, si
l’on suppose que f est de´finie et diffe´rentiable sur le produit Mn × U , ou`
U ⊂ Rm est l’ensemble des valeurs possibles pour le controˆle 3, a` la condition
que le diagramme ci–dessous commute (ou` p1 et p sont respectivement les
projections canoniques de M × U et du fibre´ tangent TM sur M)
Mn × U f−−−−→ TM
p1
y py
Mn
id−−−−→ Mn
i.e. que f(x,u) ∈ TxM, (x,u) ∈Mn×U , on peut associer a` f et U la famille
F(U) de champs de vecteurs de´finie par
F(U) = {f(.,u) | u ∈ U} ⊂ T (M)
ou` T (M) est l’alge`bre de Lie 4 des champs de vecteurs (diffe´rentiables) sur
Mn. Toute famille de champs de vecteurs F engendre un (pseudo–) groupe
de diffe´omorphismes (locaux) sur Mn,
G(F) =< {exp tX, t ∈ R, X ∈ F} >
ou` exp tX est le flot maximal (ou coule´e globale [2]) de X, i.e. le diffe´o-
morphisme qui a` x ∈ Mn associe la valeur a` t de la courbe inte´grale de
y˙ = X(y) avec pour condition initiale y(0) = x (le champ X n’e´tant pas
ne´cessairement complet, c’est–a`–dire ne posse´dant pas obligatoirement une
courbe inte´grale de´finie quel que soit t, le diffe´omorphisme est en ge´ne´ral
local). Si maintenant on de´signe par S(F) le semi–groupe
S(F) = {exp t1X1 ◦ · · · ◦ exp tkXk, t1, . . . ,tk ≥ 0, X1, . . . ,Xk ∈ F}
l’ensemble AF (x)des points de Mn qui sont atteignables par des composi-
tions de courbes inte´grales de F (i.e. un nombre fini de morceaux de telles
courbes raccorde´es les unes aux autres) a` partir de x est tout simplement
l’orbite S(F)(x) du semi–groupe a` travers x,
S(F)(x) = {ϕ(x), ϕ ∈ S(F)}
3. On note m la dimension du controˆle, bien que ce symbole soit de´ja` utilise´ pour
de´signer la masse du satellite dans le proble`me (SP )Fmax , dans la mesure ou` l’on e´tablit
au §2.2 que ladite masse est explicitement connue comme une fonction du temps, m(t) ;
elle n’apparaˆıt plus de`s lors que sous cette dernie`re forme, pre´venant toute confusion avec
le nombre entier m.
4. Muni du crochet de Lie des champs de vecteurs, [X,Y ] = XY − Y X, T (M) est une
alge`bre, et meˆme une alge`bre de Lie a` cause de la proprie´te´ d’antisyme´trie et de l’identite´
de Jacobi ve´rifie´es par le crochet [47].
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Naturellement, on a la
De´finition 2.1. Une famille de champs de vecteurs F ⊂ T (M) est dite
controˆlable si, pour tout x ∈Mn,
AF (x) = Mn
Dans le cas qui nous inte´resse, ou` la famille F(U) est de´finie a` partir de la dy-
namique et des valeurs possibles pour le controˆle, la notion de controˆlabilite´
ci–avant est tout simplement la controˆlabilite´ a` l’aide de controˆles constants,
tout e´le´ment ϕ de S(F(U)) e´tant de la forme
ϕ = exp t1f(.,u1) ◦ · · · ◦ exp tkf(.,uk)
avec t1, . . . ,tk ≥ 0 et u1, . . . ,uk ∈ U . Le re´sultat qui va nous eˆtre utile
concerne la controˆlabilite´ des syste`mes affines avec de´rive pe´riodique, ou` la
dynamique est affine en le controˆle, f(x,u) = f0(x) +
∑m
i=1 uifi(x) avec
une de´rive f0 non–nulle (le syste`me, lorsque le controˆle est nul, est tout de
meˆme soumis a` cette de´viation, par exemple l’attraction ke´ple´rienne) mais
ne´anmoins pe´riodique. Bien suˆr, un champ de vecteurs X est dit pe´riodique
si le flot qu’il de´finit est pe´riodique au sens usuel, c’est–a`–dire s’il existe
T > 0 tel que
exp(t+ T )X = exp tX
Dans ces conditions on a le
The´ore`me 2.1. Soit F(U) = {X0 +
∑m
i=1 uiXi, u ∈ U}, sur une varie´te´
connexe Mn ; alors, sous les hypothe`ses
(i) X0 est pe´riodique
(ii) L’enveloppe convexe de U , co(U), est un voisinage de l’origine
(iii) Liex({X0,X1, . . . ,Xm}) = TxM, x ∈Mn
F(U) est controˆlable.
Dans (iii), Liex({X0,X1, . . . ,Xm}) de´signe l’orbite a` travers x de l’alge`bre
de Lie engendre´e par les champs de vecteurs X0,X1, . . . ,Xm. Ce re´sultat
est un cas particulier du the´ore`me 5, chapitre 4 de [47] pour les syste`mes
re´currents. La controˆlabilite´ pour le proble`me de transfert en de´coule de
fac¸on quasi–imme´diate.
Application au transfert Bien que dans le cas ge´ne´ral la dynamique de
(SP )Fmax inte`gre l’e´quation de variation de la masse (1.3) et ne soit donc
pas affine en u, on va montrer que le the´ore`me 2.1 s’applique ne´anmoins,
en commenc¸ant par ve´rifier la condition (iii) de rang maximal de l’alge`bre
de Lie. Un calcul direct (grandement facilite´ par l’utilisation de la boˆıte a`
outils de calcul symbolique de Matlab [75] en interface de Maple [63]) donne
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les crochets de Lie de la dynamique 3D en parame`tres orbitaux :
[f1,f2] = [f1,f3] = 0 (2.1)
[f2,f3] = −P/µ0W 2

0
−Zey
Zex
C/2 cosL
C/2 sinL
Z
 (2.2)
et
[f0,f1] = W 2/P

0
cosL
sinL
0
0
0

[f0,f2] = W 2/P

2DP/W 2
− sinL− sinL/W + (ex + cosL)D/W 2
cosL+ cosL/W + (ey + sinL)D/W 2
0
0
−1/W

[f0,f3] = W 2/P

0
−((hx cosL+ hy sinL)/W + ZD/W 2)ey
((hx cosL+ hy sinL)/W + ZD/W 2)ex
C/2 (− sinL/W +D/W 2 cosL)
C/2 (cosL/W +D/W 2 sinL)
(hx cosL+ hy sinL)/W + ZD/W 2

avec
D = ex sinL− ey cosL
On ve´rifie sans peine avec (1.6)–(1.9) que, pour tout x ∈M6,
Vectx({f1,f2,f3,[f0,f1],[f0,f2],[f0,f3]}) = TxM (2.3)
d’ou` l’on de´duit (iii). Bien suˆr, la meˆme proprie´te´ est trivialement ve´rifie´e en
carte´siennes (ou` f1, f2 et f3 sont des vecteurs constants), sans qu’on puisse
en de´duire directement que c’est le cas en coordonne´es orbitales a` cause du
changement de variables simultane´ sur le controˆle (on a par exemple [f2,f3] =
0 en carte´siennes, pas en e´le´ments orbitaux). En outre, la connaissance des
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crochets de Lie en variables orbitales s’ave´rera indispensable au §2.2 ou` seul
un jeu de coordonne´es lie´es a` la ge´ome´trie de l’ellipse osculatrice permet
de re´ve´ler la structure du controˆle. A` l’aide de (2.3), on est en mesure de
prouver que le syste`me 3D a` masse variable est controˆlable, quelle que soit
la pousse´e maximale permise, pourvu que le satellite soit suffisamment le´ger
a` vide :
Proposition 2.2. Pour toute pousse´e Fmax > 0, il existe une masse propre
χ0 > 0 du satellite qui rend le syste`me controˆlable.
De´monstration. On commence par montrer la controˆlabilite´ pour le syste`me
a` masse constante (m = m0) en travaillant avec l’acce´le´ration γ = u/m :
x˙ = f0(x) +
3∑
i=1
γifi(x) (2.4)
|γ| ≤ Fmax/m0 (2.5)
Soit alors Q6 la sous–varie´te´ ouverte de M6 situe´e a` l’inte´rieur des contrain-
tes de chemin et de´finie par P > Π0 et |e| < ε0. La de´rive ke´plerienne f0 est
pe´riodique sur Q6, puisque le flot associe´ est l’oscillation libre du syste`me qui
est elliptique (|e| < ε0 < 1). Par ailleurs, Liex({f0,f1,f2,f3}) = TxQ en vertu
de (2.3), et, comme l’ensemble des controˆles U est ici la boule euclidienne
ferme´e de rayon Fmax/m0—qui est un voisinage de l’origine quel que soit
Fmax > 0—, la controˆlabilite´ de´coule du the´ore`me 2.1. On obtient le re´sultat
pour le syste`me a` masse variable en posant
m = m0 exp(−δ ∫ t0 |γ|ds) > 0
u = mγ
ou` γ controˆle (2.4)–(2.5). En effet, on a alors m˙ = −δm|γ| = −δ|u| et
|u| ≤ m0Fmax/m0 = Fmax. Si T est le temps de transfert induit, la masse
propre χ0 = m0 exp(−δTFmax/m0) > 0 est bien telle que m ≥ χ0 tout au
long du transfert.
Il est clair, d’apre`s la de´monstration, que la controˆlabilite´ a lieu sans condi-
tion, quelle que soit la pousse´e, pour le mode`le 3D a` masse constante. De
meˆme, le re´sultat subsiste tel quel pour le cas 2D (avec la condition sur
la masse propre quand la masse est variable), puisque la dynamique 2D
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(1.10)–(1.11) est telle que f1 et f2 commutent et que
[f0,f1] = W 2/P

0
cosL
sinL
0

[f0,f2] = W 2/P

2DP/W 2
− sinL− sinL/W + (ex + cosL)D/W 2
cosL+ cosL/W + (ey + sinL)D/W 2
−1/W

si bien qu’on ve´rifie encore Vectx({f1,f2,[f0,f1],[f0,f2]}) = TxM . Concernant
la prise en compte de contraintes supple´mentaires, la proposition 2.2 a la
conse´quence suivante dans le cas de la contrainte de coˆne sur la direction de
pousse´e (cf. §1.2) :
Corollaire 2.3. Pour toute pousse´e maximale Fmax > 0, le syste`me avec
contrainte de coˆne simple de demi–angle au sommet α reste controˆlable a` la
condition que la masse propre du satellite est suffisamment petite, pourvu que
α > pi/2. Dans le cas d’un coˆne double, la controˆlabilite´ vaut sans condition
sur α > 0.
De´monstration. En effet, pour la contrainte de coˆne simple, l’enveloppe
convexe de l’ensemble des controˆles reste un voisinage de l’origine tant que
le demi–angle au sommet est strictement supe´rieur a` pi/2. Pour la contrainte
de coˆne double, l’enveloppe convexe est toujours un voisinage de O quand
α n’est pas nul.
On supposera dans toute la suite que la masse propre χ0 est choisie de
fac¸on a` garantir la controˆlabilite´ comme a` la proposition 2.2. On en de´duit
finalement l’existence de solution pour (SP )Fmax :
Corollaire 2.4. Pour toute pousse´e maximale Fmax, il existe un controˆle
re´alisant le transfert en temps minimal.
De´monstration. On sait d’apre`s ce qui pre´ce`de que l’ensemble des trajec-
toires admissibles n’est pas vide ; aussi, en vertu du crite`re, peut–on se res-
treindre a` ne conside´rer que les trajectoires correspondant a` un temps de
transfert fixe´ T > 0, T suffisamment grand. Par ailleurs, on a directement
en coordonne´es carte´siennes (ou` (.|.) est le produit scalaire usuel dans R6),
(x|f0(x) + 1/m
3∑
i=1
uifi(x)) = (r|v)− µ0(v|r)/|r|3 + (v|u)/m
≤ |x|2 + |x|(µ0(1 + ε0)2/(Π0)2 + Fmax/χ0)
de telle sorte qu’il existe une constante positive C telle que (x|f0(x) +
1/m
∑3
i=1 uifi(x)) ≤ CV (x), ou` V est la fonction de Lyapunov V (x) =
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∑n
i=1(bi∂xi + ci∂pi), on a
〈λ(α),u〉 = 〈α,Tαqu〉
= 〈
n∑
i=1
aidxi,
n∑
i=1
bi∂xi〉
=
n∑
i=1
aibi
c’est–a`–dire λ(α) =
∑n
i=1 pi(α)dxi, soit λ =
∑n
i=1 pidxi. On pose alors
ω = −dλ =
n∑
i=1
dxi ∧ dpi
ω est une 2–forme ferme´e (dω = d2λ = 0) et non–de´ge´ne´re´e (ω(α)(u,.) =
0 ⇒ u = 0), c’est–a`–dire une forme symplectique [42]. Par conse´quent,
l’application X 7→ iXω (ou` iX est le produit inte´rieur par X, iXω(α)v =
ω(α)(X(α),v)) de´finit un isomorphisme de T (T ∗M) (champs de vecteurs)
sur Ω1(T ∗M) (1–formes). Le crochet de Poisson {.,.} des 1–formes est de´fini
en transportant le crochet de Lie depuis T (T ∗M) sur Ω1(T ∗M) graˆce a` cet
isomorphisme,
{α,β} = i[Xα,Xβ ]ω
(avec iXαω = α et iXβω = β). Le crochet est e´tendu a` D(T ∗M) (fonctions
diffe´rentiables a` valeurs scalaires de´finies sur T ∗M) en prenant (avec la meˆme
convention de signe que dans [42])
{f,g} = −ω(Xdf ,Xdg)
= iXdgωXdf
= Xdfg
En coordonne´es locales, on retrouve l’expression usuelle du crochet de Pois-
son, au signe pre`s : {f,g} = −∑ni=1(∂xif∂pig−∂pif∂xig). Si X est un champ
de vecteurs sur Mn, l’hamiltonien HX ∈ D(T ∗M) associe´ a` X est, par
de´finition,
HX(y) =
n∑
i=1
piXi(x) = (p|X(x)) (2.6)
(avec (x,p) coordonne´es locales de y ∈ T ∗M , comme pre´ce´demment). On
utilise dans (2.6) le produit scalaire usuel (.|.) pour de´crire l’action du co-
vecteur p plutoˆt que les crochets de dualite´ 〈.,.〉 entre T ∗M et TM afin
de traiter p comme un vecteur colonne, et non comme un vecteur ligne, ce
qui permet de conserver les notations habituelles en controˆle (ou` il est plus
courant de travailler avec des vecteurs qu’avec des formes). On n’oublie pas
cependant qu’en tant que covecteur, p posse`de une formule de changement
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de coordonne´es covariante, le changement de variables xβ = ϕβα(xα) se
traduisant par
pβ = tdϕ−1βα(x
α)pα
Soit maintenant Y ∈ T (T ∗M) le champ de vecteurs tel que iY ω =
dHX ; puisqu’en coordonne´es locales dHX =
∑n
i=1((p|∂xiX)dxi + Xidpi),
Y =
∑n
i=1(Xi∂xi − (p|∂xiX)∂pi) et toute courbe inte´grale de Y ve´rifie les
e´quations d’Hamilton
x˙ = X(x)
p˙ = − tX ′(x)p
De plus, si X,Y ∈ T (M), un calcul direct montre que {HX ,HY } = H[X,Y ].
On en tire par exemple que, si y est la courbe inte´grale du champ de vecteurs
Y associe´ a` dHX , X ∈ T (M), si Z est un autre champ de vecteurs sur Mn,
alors :
d/dt HZ(y(t)) = (dHZY )(y(t)) (2.7)
= (Y HZ)(y(t)) (2.8)
= {HX ,HZ}(y(t)) (2.9)
= H[X,Z](y(t)) (2.10)
Cette dernie`re relation montre comment les proprie´te´s des hamiltoniens sont
directement lie´es a` celles de l’alge`bre de Lie des champs de vecteurs qui les
de´finissent. Ces notions demeurent inchange´es lorsqu’on travaille avec des
champs de vecteurs parame´tre´s, par exemple de´pendant du temps et d’un
controˆle : X(t,x,u) = f(t,x,u) ∈ TxM, (t,x,u) ∈ R×Mn × U .
On est de´sormais en mesure de de´finir le proble`me ge´ne´rique que l’on
souhaite traiter, a` la fac¸on de [69] ou encore de [4, 5] (sachant qu’ici le
controˆle n’est plus scalaire et que la dynamique n’est plus autonome). Il
s’agit d’un proble`me en temps minimal,
tf → min
a` dynamique affine en le controˆle et non–autonome de´finie sur une varie´te´
de dimension n, Mn,
x˙ = f0(x) + k(t)
m∑
i=1
uifi(x)
et dont la dimension m du controˆle est telle que
n = 2m
Des contraintes aux deux bouts sont e´galement pre´sentes
x(0) = x0, h(x(tf )) = 0
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ainsi qu’une contrainte de module maximal (toujours pour la norme eucli-
dienne sur Rm) :
|u| ≤ Fmax
On suppose que les champs de vecteurs qui de´finissent la dynamique et k
sont diffe´rentiables, que h est une submersion de Mn sur Rl (l ≤ n− 1), on
note Bq la sous–varie´te´ cible, q = n− l + 1,
Bq = {(t,x) ∈ R×Mn | t > 0, h(x) = 0}
et on fait l’hypothe`se que
(H2.1) k est monotone et ne s’annule pas
Soit alors (tf ,x,u) une solution du proble`me ; le principe du maximum de
Pontriaguine [27, 47, 69] s’applique et il existe une courbe inte´grale ab-
solument continue y = (x,p) de Y (t,x,u), champ de vecteurs de T (T ∗M)
canoniquement associe´ a` l’Hamiltonien H(t,y,u) du proble`me,
H(t,y,u) = (p|f0(x) + k(t)
m∑
i=1
uifi(x))
= H0(y) + k(t)
m∑
i=1
uiHi(y)
ou` Hi(y) = (p|fi(x)), est l’hamiltonien de chaque fi, i = 0, . . . ,m, ainsi
qu’un scalaire p0 positif tels que
(i) (non–trivialite´) (p0,p) 6= 0
(ii) (transversalite´) j∗B(p0dt+H(tf )−
∑m
i=1 pi(tf )dxi)(tf ,x(tf )) = 0
(iii) (minimalite´) H(t,y(t),u(t)) = minv∈U H(t,y(t),v) sur [0,tf ]
ou` j∗B est l’image re´ciproque (ou pull–back) de l’injection canonique de B
q
dans R ×Mn. En tant que fonction du temps, l’hamiltonien H e´value´ le
long de la trajectoire extre´male y est absolument continu et, a` cause de la
proprie´te´ de minimalite´ 5 (iii),
H˙ = ∂tH(t,y(t),u(t)) (2.11)
Comme le crite`re est ici tf , on sait [27] que l’e´tat adjoint p ne peut s’annuler.
L’essentiel de l’e´tude va porter sur la fonction de´finie ci–apre`s :
De´finition 2.2. On appelle fonction de commutation la fonction ψ a` valeurs
dans Rm et de´finie sur [0,tf ] par
ψ(t) = (H1(t), . . . ,Hm(t))
ou` les hamiltoniens sont e´value´s le long de la trajectoire extre´male y.
5. On utilise ici la meˆme convention que [27], oppose´e a` celle de [47] ou` l’hamiltonien est
maximise´ ; il suffit de changer p en −p pour passer d’un formulation a` l’autre. Toutefois,
dans la mesure ou` au de´part on minimise une fonctionnelle, pourquoi ne pas minimiser
jusqu’au bout?
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L’importance du roˆle joue´ par ψ vient de ce que, a` cause de la line´arite´
de la dynamique en u, la condition (iii) de minimisation de l’Hamiltonien
implique que
u = −εFmaxψ/|ψ| (2.12)
en tout instant ou` ψ ne s’annule pas (ε e´tant le signe de k, constant d’apre`s
(H2.1)), i.e. en dehors des instants dits de commutation. On note C l’en-
semble de ces points,
C = {t ∈ [0,tf ] | ψ(t) = 0}
qui correspondent a` de possibles discontinuite´s sur la commande que l’on va
essayer de caracte´riser.
Ge´ome´trie des commutations On commence par faire une premie`re
hypothe`se, moins forte que la commutativite´ [21] des champs de vecteurs fi,
i = 1, . . . ,m :
(H2.2) [fi,fj ] ∈ Vect({f1, . . . ,fm}), 1 ≤ i < j ≤ m
On a alors la
Proposition 2.5. Sous les hypothe`ses (H2.1)–(H2.2), ψ est continuˆment
diffe´rentiable.
De´monstration. Pour tout i ∈ {1, . . . ,m}, ψi est absolument continue, donc
de´rivable presque partout et, en application de (2.7)–(2.10),
ψ˙i = H˙i
= {H,Hi}
= {H0,Hi}+ k(t)
∑
j 6=i
uj{Hj ,Hi}
Or, soit gij de´finie par :
– gij = uj{Hj ,Hi} sur l’ouvert [0,tf ] \ C
– gij = 0 sur C
Comme sur [0,tf ] \ C on a uj = −εFmaxψj/|ψ|, gij est continue sur cet
ouvert ; en outre, soit t¯ ∈ C, |gij(t)| ≤ Fmax|{Hj ,Hi}(t)| → 0, t→ t¯, puisque
d’apre`s (H2.2),
{Hj ,Hi}(t¯) = H[fj ,fi](t¯)
= (p(t¯)|[fj ,fi](x(t¯)))
= 0
dans la mesure ou` t¯ ∈ C implique p(t¯) ⊥ Vectx(t¯)({f1, . . . ,fm}) : gij est donc
continue et ψi de classe C1.
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A` l’aide de la nouvelle hypothe`se (cf. n = 2m)
(H2.3) Vectx({f1, . . . ,fm,[f0,f1], . . . ,[f0,fm]}) = TxM, x ∈Mn
qui implique que l’alge`bre de Lie sous–jacente est, comme au §2.1, de rang
maximal, on est a` meˆme d’e´carter la possibilite´ de phe´nome`ne de Fuller [47] :
l’ensemble C est sans point d’accumulation.
Proposition 2.6. Sous les hypothe`ses (H2.1)–(H2.3), ψ a un nombre fini
de ze´ros.
De´monstration. Soit t¯ ∈ C ; si ψ˙(t¯) = 0 (la de´rive´e existe d’apre`s la pro-
position pre´ce´dente), Hi(t¯) = {H0,Hi}(t¯) = 0, pour i = 1, . . . ,m, ce qui
implique que p(t¯) = 0 graˆce a` (H2.3). Or, c’est impossible en vertu du prin-
cipe du maximum (le crite`re e´tant tf , p ne peut s’annuler). En conse´quence,
ψ˙(t¯) 6= 0 et tous les ze´ros de ψ sont isole´s sur le compact [0,tf ], donc en
nombre fini.
En admettant que le controˆle posse`de des limites a` gauche et a` droite aux
instants de commutation, on peut se demander quelle est la ge´ome´trie de
ces commutations, par exemple quel est l’angle forme´ par les deux vecteurs
limites. La re´ponse est apporte´e par la
Proposition 2.7. Sous les hypothe`ses (H2.1)–(H2.3), chaque commutation
est d’angle pi. Plus pre´cise´ment, le controˆle posse`de des limites a` gauche et
a` droite oppose´es en tout point de commutation.
De´monstration. Soit t¯ ∈ C ; on sait (cf. proposition 2.6) que ψ˙(t¯) 6= 0 ;
ψ est donc localement le graphe d’une fonction a` valeurs dans Rm, pas-
sant par l’origine et posse´dant une tangente en ce point (cf. figure 2.1). En
conse´quence, le quotient ψ/|ψ| posse`de des limites a` gauche et a` droite en t¯
qui sont oppose´es, d’ou` la conclusion au vu de la relation (2.12).
pi
ψ
u(t+)
u(t-)
O
Fig. 2.1 – Commutation d’angle pi.
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L’existence de limites aux instants de commutation permet de donner le
re´sultat de re´gularite´ suivant :
Corollaire 2.8. Sous les hypothe`ses (H2.1)–(H2.3), x, u et p sont (C∞–)
diffe´rentiables sur chaque [ti,ti+1], pour tous ti < ti+1 instants de commuta-
tions conse´cutifs.
De´monstration. Soient ti < ti+1 deux instants de commutation conse´cutifs ;
graˆce a` la re´gularite´ des donne´es, y = (x,p) et u—qui est de´fini de fac¸on
diffe´rentiable en dehors des instants de commutation par (2.12)—sont dif-
fe´rentiables sur l’ouvert ]ti,ti+1[. En outre, en vertu de la proposition 2.7,
u posse`de des limites a` gauche et a` droite (s’il y a lieu) en ti et ti+1 ; par
conse´quent, comme x˙ = f(t,x,u) (avec f(t,x,u) = f0(x) + k(t)
∑m
i=1 uifi(x))
et p˙ = − t∂xf(t,x,u)p, x˙ et p˙ e´galement : d’apre`s le the´ore`me des accroisse-
ments finis, x et p sont C1 sur l’intervalle ferme´ [ti,ti+1]. Dans la mesure ou`
les de´rive´es d’ordre k+ 1 de x et p ne de´pendent que des de´rive´es d’ordre k
de u, une re´currence imme´diate permet de conclure.
On donne pour finir des majorations sur le nombre de commutations conse´-
cutives pouvant se produire dans des sous–ensembles particuliers de points
de C. Comme on va le voir en fin de section, ceux–ci ont une interpre´tation
naturelle a` l’aide des coordonne´es orbitales dans le cas du proble`me de trans-
fert. Soit donc i0 ∈ 1, . . . ,m tel que
(H2.4) Vectx({f0,f1, . . . ,fm,[f0,fi], i 6= i0}) = TxM, x ∈Mn
on de´finit
C0 = {t ∈ C | f0(x(t)) ∈ Vectx(t)({f1, . . . ,fm,[f0,fi0 ]})} (2.13)
La proprie´te´ (H2.4) signifie simplement que la composante de f0 sur [f0,fi0 ,]
n’est jamais nulle. Sous une dernie`re hypothe`se de qualification des contrain-
tes,
(H2.5) p0 > 0
on a la
Proposition 2.9. Sous les hypothe`ses (H2.1)–(H2.5), si kk˙ ≤ 0, il ne peut
y avoir de commutations conse´cutives dans C0 ; si kk˙ > 0, il y a au plus trois
commutations conse´cutives dans C0.
De´monstration. D’apre`s (H2.3), il existe des fonctions diffe´rentiables α1, . . . ,
αm, β1, . . . ,βm de D(M) telles que
f0 = α1f1 + · · ·+ αmfm + β1[f0,f1] + · · ·+ βm[f0,fm]
Si t¯ ∈ C, H(t¯) = H0(t¯) =
∑m
i=1 βi(t¯){H0,Hi}(t¯) ; de plus, si t¯ ∈ C0,
H(t¯) = βi0(t¯){H0,Hi0}(t¯) = βi0(t¯)ψ˙i0(t¯)
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Or, H˙ = k˙(t)
∑m
i=1 uiHi (cf. (2.11)) est de signe constant a` cause de la
proprie´te´ de minimalite´ de l’hamiltonien (et de signe oppose´ a` celui de kk˙).
Si kk˙ ≤ 0, H croˆıt vers H(tf ) = −p0 (condition de transversalite´ (ii)) et
par conse´quent est strictement ne´gatif sur [0,tf ] en vertu de l’hypothe`se de
qualification des contraintes (H2.5). Alors, si t¯1 < t¯2 sont deux instants de
commutation conse´cutifs dans C0, on a :
βi0(t¯1)βi0(t¯2)ψ˙i0(t¯1)ψ˙i0(t¯2) = H(t¯1)H(t¯2) > 0
Comme (H2.4) implique que βi0 ne s’annule pas le long de la trajectoire
optimale, on conclut que ψ˙i0(t¯1)ψ˙i0(t¯2) > 0, ce qui est impossible, t¯1 et
t¯2 e´tant deux ze´ros conse´cutifs. Si kk˙ > 0 (ce qui est plus restrictif que la
ne´gation du cas kk˙ ≤ 0),H est strictement de´croissant versH(tf ) = −p0 < 0
(H ne peut eˆtre constant sur un sous–intervalle de [0,tf ], car alors H˙ serait
nul sur ce sous–intervalle et on aurait une infinite´ de commutations, en
contradiction avec la proposition 2.6) et s’annule au plus une fois. Supposons
que c’est le cas (sinon H est strictement ne´gatif et on est ramene´ au cas
pre´ce´dent), et soit t∗ ∈ [0,tf ] le ze´ro correspondant. Le meˆme raisonnement
que pour le cas kk˙ ≥ 0 implique qu’il ne peut y avoir de commutations
conse´cutives dans C0 ni sur [0,t∗[, ni sur ]t∗,tf ]. Comme il est possible que t∗
appartienne a` C0, le nombre maximum de commutations conse´cutives dans
C0 est de trois, ce qui ache`ve la de´monstration.
Application au transfert La premie`re hypothe`se dont on a besoin pour
appliquer les re´sultats du paragraphe pre´ce´dent a` (SP )Fmax consiste clas-
siquement a` e´liminer les contraintes de chemin en les supposant inactives
(faute de quoi le principe du maximum ne s’appliquerait meˆme pas) :
(I1) Tout couple optimal e´tat–masse (x,m) se situe a` l’inte´rieur des
contraintes de chemin (1.12)–(1.13)
Il suffit alors, pour mettre (SP )Fmax sous la forme du proble`me ge´ne´rique,
d’inte´grer l’e´quation de la masse a` l’aide de la
Proposition 2.10. Sous l’hypothe`se (I1), tout controˆle optimal du proble`me
de transfert est presque partout de module maximal.
En effet, on a alors m(t) = m0 − δFmaxt, et il suffit de poser k(t) = 1/m(t)
(avec, bien suˆr, n = 2m = 6 dans le cas 3D).
De´monstration de la proposition 2.10. L’hamiltonien du proble`me de trans-
fert incluant l’e´quation de variation de la masse est
H˜ = H0 + 1/m
6∑
i=1
uiHi − δpm|u|
avec pm e´tat adjoint associe´ a` m. Ainsi,
p˙m = −∂mH = 1/m2
6∑
i=1
uiHi (2.14)
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est ne´gatif puisque u minimise H˜ sur la boule euclidienne Bf (0,Fmax) : pm
qui de´croˆıt jusqu’a` pm(tf ), nul par transversalite´, est donc positif. Alors,
avec les meˆmes notations que pre´ce´demment, u = −Fmaxψ/|ψ| partout ou`
ψ ne s’annule pas. Or, comme on va le voir ci–apre`s (cf. e´quation (2.15)),
les hypothe`ses (H2.1)–(H2.3) sont ve´rifie´es par la dynamique de (SP )Fmax ,
si bien que ψ est encore continuˆment diffe´rentiable, et que
ψ˙ = ({H0,H1},{H0,H2},{H0,H3})
En effet, si l’on pose x˜ = (x,m), p˜ = (p,pm), (x˜,p˜) coordonne´es locales de
y˜ ∈ T ∗(M × (R+ \ {0})), H˜i = Hf˜i avec f˜i(x˜) = (fi(x˜),0), i = 0,3, on ve´rifie
que
H˜i(y˜) = Hi(y), [f˜0,f˜i](x˜) = ([f0,fi](x),0)
de sorte que
H˙i =
˙˜H i
= {H˜0,H˜i}
= {H0,Hi}
Alors, si ψ(t¯) = 0 et ψ˙(t¯) = 0, par le meˆme raisonnement qu’a` la proposition
2.6, p(t¯) = 0. De plus, comme p˙ = − t(f ′0 + 1/m
∑3
i=1 uif
′
i)p, p ≡ 0 par
line´arite´. Alors, pm est aussi identiquement nul a` cause de (2.14) (et parce–
que pm(tf ) = 0), d’ou` l’on tire que p˜ ≡ 0 ce qui est impossible (puisque
le crite`re est tf ). On conclut comme a` la proposition 2.6 que ψ n’a qu’un
nombre fini de ze´ros, et que par conse´quent |u| = Fmax presque partout.
Les propositions 2.6, 2.7 et le corollaire 2.8 s’appliquent alors a` (SP )Fmax
puisque les hypothe`ses (H2.1), (H2.2) et (H2.3) sont ve´rifie´es : (H2.1) est
e´vidente (que la masse soit constante ou variable), (H2.3) vient directement
de (2.3), et (H2.2) de´coule de la commutativite´ de f1 avec f2 et f3 et de ce
qu’on a (cf. (2.1)–(2.2))
[f2,f3] = −1/W
√
P/µ0 f3 (2.15)
Les choses sont encore plus simples en 2D (avec n = 2m = 4) puisque f1 et
f2 commutent. En re´sume´,
Corollaire 2.11. Sous l’hypothe`se (I1), tout controˆle optimal de (SP )Fmax
posse`de au plus un nombre fini de commutations, toutes d’angle pi ; le controˆ-
le, l’e´tat et l’e´tat adjoint associe´s sont (C∞–) diffe´rentiables par morceaux.
Restent les majorations portant sur certaines commutations conse´cutives.
Comme annonce´, la proposition 2.9 trouve une application naturelle graˆce a`
la description par les e´le´ments orbitaux du transfert, puisque sous la dernie`re
hypothe`se
(I2) Il y a qualification des contraintes sur (SP )Fmax
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on a finalement le
Corollaire 2.12. Sous les hypothe`ses (I1)–(I2), dans le cas du mode`le a`
masse constante, il ne peut y avoir de commutations conse´cutives au pe´rige´e
ou a` l’apoge´e. Dans le cas du mode`le a` masse variable, il y a au plus trois
commutations conse´cutives au pe´rige´e ou a` l’apoge´e.
De´monstration. A` l’exception de (H2.4), toutes les hypothe`ses requises pour
appliquer la proposition 2.9 sont valides. Il s’agit simplement de ve´rifier qu’il
existe un i0 ∈ 1,2,3 tel que l’hypothe`se (H2.4) soit remplie et tel qu’on soit
effectivement dans C0 (cf. (2.13)) lorsqu’on est au pe´rige´e ou a` l’apoge´e. Il
s’ave`re que i0 = 2 convient. En effet, (H2.4) vient de ce que la dernie`re
composante de f0, comme celle de [f0,f2] est non–nulle, et on ve´rifie que
lorsqu’on est au pe´rige´e ou a` l’apoge´e, le de´terminant D = ex sinL−ey cosL
du rayon vecteur avec le vecteur excentricite´ est nul, de sorte qu’en ces points
f0 ∈ Vect({f1,[f0,f2]}) ⊂ Vect({f1,f2,f3,[f0,f2]})
On conclut en remarquant que pour le mode`le a` masse constante, k(t) =
1/m0 et kk˙ = 0, et que pour le mode`le a` masse variable, k(t) = 1/(m0 −
δFmaxt) et kk˙ > 0.
Une fois encore, on a exactement le meˆme re´sultat en 2D [21, 23] (avec la
meˆme diffe´rence dans le cas masse variable), ce que l’on de´montre soit en
appliquant une nouvelle fois la proposition 2.9, cette fois avec n = 2m = 4
(et toujours avec i0 = 2), soit directement en se souvenant que d’apre`s la
proposition 1.2 du §1.3, la trajectoire 2D est extre´male pour le proble`me
3D. Or, on n’a bien utilise´ que l’extre´malite´ et non l’optimalite´ des tra-
jectoires tout au long du §2.2, sans tenir compte des conditions aux deux
bouts (inclinaison initiale quelconque). L’importance pratique du corollaire
2.12 vient de ce qu’on constate nume´riquement que les fortes variations de la
commande—et donc les commutations e´ventuelles—sont pre´cise´ment situe´es
au pe´rige´e. Le paragraphe suivant illustre cette proprie´te´.
Illustration nume´rique Anticipant sur les re´sultats nume´riques pre´sen-
te´s dans les chapitres suivants, on donne l’allure de quelques controˆles opti-
maux, dans le cas 3D avec masse variable (re´sultats extraits du chapitre 5)
pour trois pousse´es diffe´rentes (60, 3 et 0.5 Newtons, cf. figures 2.2 et 2.3),
ainsi que dans le cas 2D avec masse constante et masse variable (re´sultats
tire´s du chapitre 6) pour 3 Newtons (cf. figure 2.4). Outre les diffe´rentes
composantes de la commande, sont aussi repre´sente´s la fonction de commu-
tation ψ et le multiplicateur de Lagrange µ associe´ a` la contrainte de pousse´e
maximale, scalaire positif proportionnel au module de ψ (cf. chapitre 5).
Comme le montrent tous ces re´sultats sans exception, les fortes varia-
tions du controˆle sont syste´matiquement situe´es au pe´rige´e, ou` la vitesse est
qualitativement la plus grande (a` cause de l’influence, pre´ponde´rante pour
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Fig. 2.2 – Transfert 3D a` masse variable. On a superpose´ aux graphes des com-
posantes de la commande le trace´ en pointille´s de D = ex sinL − ey cosL. Autant
pour 60 Newtons le controˆle est parfaitement lisse, autant pour 3 Newtons il existe
un instant en lequel ψ passe pre`s de l’origine. Celui–ci, comme tous les points ou`
l’on observe une variation rapide de la commande, est exactement situe´ au pe´rige´e,
comme le montre le passage en 0 du graphe de D (on ve´rifie qu’il s’agit bien du
pe´rige´e et non de l’apoge´e, ou` D s’annule e´galement).
des pousse´es faibles, du potentiel terrestre). A` premie`re vue, le controˆle
semble pre´senter des discontinuite´s a` chacun de ses passages au pe´rige´e. Or,
d’apre`s le corollaire 2.12, si l’on suppose que les commutations se produisent
effectivement au pe´rige´e, il y en a au plus une a` masse constante, et au plus
trois a` masse variable. En fait, c’est bien ce que l’on ve´rifie sur le graphe
de ψ (et µ) : que ce soit a` masse constante ou a` masse variable, quelle que
soit la pousse´e, il y a toujours un et un seul instant ou` ψ passe tre`s pre`s
de l’origine, et qui correspond a` un changement de phase dans la pousse´e :
on cesse d’accroˆıtre le parame`tre P de l’ellipse pour corriger l’excentricite´
(l’orbite finale e´tant circulaire). Comme on ne dispose que d’une approxima-
tion nume´rique, on ne peut pas savoir si c’est re´ellement une commutation
ou non. Cette constatation laisse ne´anmoins penser qu’en pratique, soit il
n’y a pas de commutation—et c’est l’hypothe`se usuelle pour les transferts
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en temps minimal, hypothe`se que l’on sera amene´ a` utiliser par la suite
(cf. chapitres 4, 5 et 6)—, soit il y a exactement une commutation, situe´e
pre´cise´ment au pe´rige´e.
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Fig. 2.3 – Transfert 3D a` masse variable, 0.5 Newton. Le comportement de la
solution est le meˆme que pour des pousse´es plus fortes : les fortes variations du
controˆle sont toutes pre´cise´ment situe´es au pe´rige´e, et l’une d’elles correspond a` un
point ou` la fonction de commutation passe tre`s pre`s de l’origine.
Conclusion
On a tout d’abord montre´ dans ce chapitre que le proble`me de transfert
e´tait controˆlable (sous la seule hypothe`se que le satellite a` vide est suffisam-
ment le´ger), si petite soit la pousse´e autorise´e. On en de´duit l’existence de
controˆles re´alisant le transfert optimal. On s’est ensuite inte´resse´ a` la struc-
ture de ces commandes optimales, toujours d’un point de vue ge´ome´trique
c’est–a`–dire a` l’aide d’une formulation intrinse`que du principe du maxi-
mum. Ainsi a–t–on pu caracte´riser les discontinuite´s de la commande pour
une classe de proble`mes assez ge´ne´rale pour recouvrir les mode`les 2D et
3D du transfert d’orbite, en faisant appel au bon syste`me de coordonne´es, a`
savoir les e´le´ments orbitaux. Au passage, l’application au proble`me de trans-
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Fig. 2.4 – Transferts 2D a` masse constante ou variable, 3 Newtons. La prise en
compte de la variation de la masse, bien que modifiant d’un point de vue the´orique
la majoration sur le nombre de commutations conse´cutives au pe´rige´e ( cf. corollaire
2.12), ne change pas le comportement de la solution. Dans les deux cas, on retrouve
la meˆme structure qu’en 3D, avec un instant ou` ψ (et µ) s’annule quasiment.
fert a permis d’inte´grer explicitement l’e´quation de variation de la masse ;
aussi les re´fe´rences a` (SP )Fmax dans les chapitres suivants supposeront–elles
connue la masse comme fonction du temps, m(t) = m0 − δFmaxt (quitte a`
prendre δ = 0 pour retrouver le cas masse constante). Concernant les com-
mutations, on donne des majorations pre´cises sur le nombre pouvant avoir
lieu conse´cutivement au pe´rige´e ou a` l’apoge´e, majorations dont l’inte´reˆt
est atteste´ par l’expe´rimentation nume´rique, les commutations potentielles
semblant devoir se produire au pe´rige´e. En conse´quence, les bornes sur leur
nombre (au plus une commutation a` masse constante, trois a` masse variable),
constituent une premie`re justification de l’hypothe`se de non–commutation
ge´ne´ralement utilise´e dans le cas des transferts en temps minimal [38, 49].
Notes
La ge´ome´trisation du principe du maximum a` l’aide du point de vue
champs de vecteurs sur la dynamique est de´crite par Sussmann dans [69].
Non seulement il est agre´able de disposer d’une formulation intrinse`que (qui
conserve un sens sur les varie´te´s) permettant de jouer avec plusieurs syste`mes
de coordonne´es, mais il est en plus tre`s utile de se placer ainsi dans le bon
cadre, a` savoir celui de la ge´ome´trie diffe´rentielle applique´e au controˆle : de`s
l’instant ou` l’on conside`re l’e´valuation de fonctions (hamiltonien, fonction de
commutation, etc.) le long d’une trajectoire particulie`re, la notion de de´rive´e
de Lie est sous–jacente. Elle se manifeste ici sous la forme du crochet de Lie,
et de son analogue sur les formes, le crochet de Poisson. Tous ces points sont
aborde´s dans les ouvrages classiques [2, 42, 48], ainsi que dans [47] du point
de vue du controˆle. Si le livre de Cesari [27] reste l’une des re´fe´rences les plus
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exhaustives en controˆle optimal pour les e´quations diffe´rentielles ordinaires,
l’ouvrage de Jurdjevic [47] apporte, en meˆme temps que le point de vue
ge´ome´trique, les re´sultats associe´s, par exemple concernant la controˆlabilite´.
Signalons a` ce propos que la controˆlabilite´ a` l’aide de controˆles constants
par morceaux implique la controˆlabilite´ par des controˆles diffe´rentiables,
en vertu du the´ore`me 4, chapitre 4, de [47]. Dans le meˆme ordre d’ide´es,
cette proprie´te´ est a` rapprocher du re´sultat ge´ne´ral d’existence, pour cer-
tains syste`mes analytiques et autonomes (le syste`me de transfert a` masse
constante, par exemple), d’un controˆle optimal analytique sur un ouvert
dense de l’intervalle de controˆle, donne´ par Sussmann dans [69, 70]. Enfin,
concernant la finitude des instants de commutation pour le proble`me de
transfert, la premie`re preuve a` l’aide d’arguments analytiques directs est de
J. Gergaud, et a e´te´ publie´e dans [58]. Pour ce qui est des autres re´sultats,
ce n’est qu’apre`s avoir e´tudie´ le cas 2D [17, 18, 20, 21, 23] que nous nous
sommes rendu compte qu’il suffisait de remplacer la condition de commuta-
tivite´ des champs de vecteurs par la condition affaiblie (H2.2) pour e´tendre
l’e´tude au cas 3D.
Deuxie`me partie
Me´thodes discre`tes
On entre de plain–pied avec la deuxie`me partie dans les aspects
nume´riques. L’essentiel de l’effort porte sur la confrontation de di-
ffe´rentes techniques de discre´tisation : toˆt ou tard, il faut approcher les
inconnues fonctionnelles du proble`me de controˆle (e´tat, commande, e´tat
adjoint, etc.) par un vecteur en dimension finie ; qu’il s’agisse de coeffi-
cients sur une base hilbertienne ou de valeurs sur une grille de points de
l’intervalle de controˆle, c’est cette projection de la dimension infinie sur
la dimension finie qui est au cœur de l’algorithme. La premie`re approche
envisage´e au chapitre 3 fait appel aux polynoˆmes de Tchebycheff ; ceux–
ci, qui jouissent d’un statut a` part au sein de la famille des polynoˆmes
orthogonaux de par leurs proprie´te´s spe´cifiques que nous rappelerons,
sont tout d’abord utilise´s dans le cadre d’une me´thode spectrale. Un
raffinement consiste ensuite a` passer a` une technique pseudo–spectrale
ou`, travaillant directement avec les valeurs des fonctions inconnues,
on e´vite d’avoir a` effectuer dynamiquement de couˆteuses transforma-
tions valeurs–spectre. Mais la ve´ritable ame´lioration revient, au cha-
pitre 4, a` s’affranchir de toute discre´tisation pre´de´finie en proposant
un me´canisme de calcul adaptatif de grille de points base´ sur une
analyse par ondelettes. A` l’instar des me´thodes polynoˆmiales, le ca-
librage nume´rique de ces nouvelles approches montre qu’elles s’ap-
pliquent au proble`me de transfert pour des pousse´es fortes (60 Newtons)
a` moyennes (9 Newtons). Pourtant, c’est probablement dans le cas de
proble`mes line´aires aux deux bouts que les performances obtenues sont
le plus saisissantes.
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Chapitre 3
Discre´tisation par polynoˆmes
de Tchebycheff
Ce chapitre est entie`rement de´die´ a` l’utilisation des polynoˆmes de
Tchebycheff pour discre´tiser des proble`mes de controˆle optimal (ou
les proble`mes aux deux bouts associe´s). Le point crucial est le traite-
ment de la dynamique. Deux approches sont propose´es. La premie`re, au
§3.1, est de type spectral ; il s’agit d’un enrichissement de la me´thode
de´crite dans [73] par une de´composition en sous–domaines. Les diffi-
culte´s rencontre´es, y compris pour des pousse´es relativement fortes,
nous ame`nent dans un second temps a` introduire au §3.2 une technique
pseudo–spectrale (i.e. de type collocation, par opposition a` projection)
que l’on applique a` des proble`mes aux deux bouts line´aires.
3.1 Approche spectrale
Principe E´tant donne´e une fonction continue w > 0 de´finie sur l’intervalle
ouvert ]0,tf [ (ou` tf est un instant de re´fe´rence fixe´) et telle que, pour tout
n ∈ N, ∫ tf
0
tnwdt < +∞ (3.1)
on de´finit l’espace L2w([0,tf ]) des (classes de) fonctions de carre´ sommable
1
sur [0,tf ] pour la mesure positive µ = wdt (mesure de densite´ w par rapport
a` la mesure de Lebesgue [64]) : une fonction (Lebesgue–) mesurable est dans
L2w([0,tf ]) si et seulement si ∫ tf
0
|f |2wdt < +∞
1. On de´roge ainsi tre`s passage`rement aux conventions de notation des espaces fonc-
tionnels faites au chapitre 1, en ce sens que l’indice dans L2w([0,tf ]) indique le choix de
la fonction poids et non la dimension de l’espace des valeurs des (classes de) fonctions
conside´re´es.
37
38 Deuxie`me partie. Me´thodes discre`tes
Une telle fonction w s’appelle une fonction poids [29, 36]. Muni du produit
scalaire
(x|y) =
∫ tf
0
xywdt
l’espace ponde´re´ L2w([0,tf ]) est un espace de Hilbert, qui contient par hy-
pothe`se les polynoˆmes. En particulier, si PN de´signe le sous–espace vectoriel
ferme´ des polynoˆmes de degre´ infe´rieur ou e´gal a` N , on peut en construire
a` l’aide du proce´de´ d’orthonormalisation de Gram–Schmidt une base ortho-
normale p0, . . . ,pN . La suite (pj)j∈N de polynoˆmes ainsi de´finie n’est pas en
ge´ne´ral une base hilbertienne de L2w([0,tf ]), puisqu’il existe des choix de fonc-
tions poids pour lesquels le sous–espace des polynoˆmes P =
⋃
N∈N PN n’est
pas dense (cf. [29]). Toutefois, on montre dans les cas classiques (polynoˆmes
de Tchebycheff, Legendre, etc.), qu’on a la densite´, de sorte qu’on suppo-
sera dans toute la suite qu’on a bien une base hilbertienne polynoˆmiale.
Le principe des me´thodes dites spectrales, est de substituer a` une fonction
x ∈ L2w([0,tf ]) son meilleur approximant polynoˆmial (de degre´ N fixe´) au
sens de la norme hilbertienne. Le the´ore`me de la projection implique qu’il
s’agit du projete´ de x sur PN , que l’on note ΠNx, caracte´rise´ par
ΠNx =
∑N
j=0 ajpj
aj = (x|pj)
L’essentiel de la discre´tisation est d’ores et de´ja` fait, puisqu’on approche
le vecteur de dimension infinie x par le vecteur de dimension finie de ses
N + 1 premiers coefficients sur la base hilbertienne (i.e. les premiers termes
de son spectre). Reste pourtant a` spe´cifier de quelle manie`re sont projete´es
les diffe´rentes contraintes que ve´rifie x (dynamique, contraintes aux bouts,
etc.). A` ce niveau de ge´ne´ralite´, on se contente d’indiquer en partie comment
peuvent eˆtre approche´es les contraintes diffe´rentielles ou inte´grales afin de
mettre en e´vidence la notion de matrice de de´rivation ou d’inte´gration sur
le spectre. Ainsi, x e´tant approche´ par ΠNx, on utilise
d/dt (ΠNx) =
N∑
j=0
aj p˙j (3.2)
comme approximation de x˙. Implicitement, cela revient a` supposer que
le diagramme ci–dessous commute (ou` H1w([0,tf ]) est l’espace de Sobolev
ponde´re´ [36] des (classes de) fonctions a` de´rive´e au sens des distributions
dans L2w([0,tf ]), et ou` D est l’ope´rateur de de´rivation)
H1w([0,tf ])
ΠN−−−−→ PN
D
y Dy
L2w([0,tf ])
ΠN−1−−−−→ PN−1
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ce qui, bien suˆr, n’est pas vrai (les de´rive´es des pj pour j > N ayant a priori
des composantes non–nulles sur les pj , j < N). En ce sens, on introduit
a` ce niveau une nouvelle approximation qui vient s’ajouter a` la tronca-
ture initiale de la se´rie. Toutefois, la de´rive´e du polynoˆme ΠNx e´tant elle–
meˆme un polynoˆme de degre´ infe´rieur, on peut donner une relation line´aire
exacte liant les coefficients a = (a0, . . . ,aN ) de ΠN a` ceux de d/dt ΠN , note´s
(a˙0, . . . ,a˙N−1), sous la forme d’une matrice de de´rivation (du spectre 2) :
a˙ = DSa (3.3)
On de´finit de meˆme une matrice d’inte´gration reliant les coefficients de
(a0, . . . ,aN ) a` ceux de
∫ t
0 ΠNxdt, note´s a˜ = (a˜0, . . . ,a˜N+1),
a˜ = ISa
en utilisant le fait que
∫ t
0 pj ∈ PN+1, j ∈ {0, . . . ,N}. La` encore, cela re-
vient a` faire l’approximation supple´mentaire que le diagramme ci–dessous
est commutatif (ou` Ix =
∫ t
0 xdt est l’ope´rateur d’inte´gration)
L2w([0,tf ])
ΠN−−−−→ PN
I
y Iy
H1w([0,tf ])
ΠN+1−−−−→ PN+1
alors qu’il ne l’est pas en ge´ne´ral.
Cas du controˆle optimal On de´taille dans ce paragraphe la me´thode
de type spectral propose´e dans [73] pour des proble`mes de controˆle optimal
non–line´aires de la forme
g(tf ,x(tf ))→ min
tf ∈ R, x ∈W1,∞n ([0,tf ]), u ∈ L∞m ([0,tf ])
x˙ = f(t,x,u), t ∈ [0,tf ]
x(0) = x0, h(x(tf )) = 0
u ∈ U
(3.4)
avec tf a priori libre. On suppose que les donne´es sont diffe´rentiables, et que
la contrainte sur le controˆle peut se mettre sous la forme d’une contrainte
d’e´galite´ 3
C(t,u) = 0 (3.5)
2. On parle encore de matrice de de´rivation en fre´quence, par analogie avec l’analyse
de Fourier.
3. Sachant qu’il est toujours possible de se ramener a` ce cas, quitte a` ajouter de nouvelles
variables de controˆle jouant le roˆle de variables d’e´carts, selon C(t,u) ≤ 0 ⇐⇒ C(t,u) +
ξ2 = 0.
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On approche alors l’e´tat et le controˆle par leurs se´ries de Tchebycheff tron-
que´es 4, d’ordres l et s respectivement,
x '
l∑
j=0
ajpj (3.6)
u '
s∑
j=0
bjpj (3.7)
Avec les notations pre´ce´dentes, il s’agit des projections sur Pl et Ps de
chaque composante de x et u, dans l’espace L2w([0,tf ]) correspondant a` la
fonction poids w = 1/
√
1− (tf (t+ 1)/2)2. Ces projections sont bien de´finies
puisque, en conse´quence de l’hypothe`se (3.1), W1,∞([0,tf ]) et L∞([0,tf ])
s’injectent continuˆment dans L2w([0,tf ]). Le crite`re devient alors une fonc-
tion de tf et de a = (a0, . . . ,al), g(tf ,a) (avec l’abus de notation g(tf ,a) =
g(tf ,
∑l
j=0 ajpj(tf ))), de meˆme que les contraintes aux deux bouts que l’on
traite selon : ∑l
j=0 ajpj(0) = x
0
h(a) = 0
(3.8)
Pour discre´tiser la dynamique, on utilise la matrice de de´rivation DS de´finie
en (3.3) associe´e ici aux polynoˆmes de Tchebycheff (qui prend d’ailleurs dans
ce cas une forme particulie`rement simple, cf. [36]),
DSa = ΠKl−1f(t,a,b)
ou` ΠKl−1 est une approximation a` l’ordre K de l’ope´rateur de projection Πl−1,
approximation de´finie pour une fonction y ∈ C0([0,tf ]) par
ΠKNy = (c
K
0 , . . . ,c
K
N ) (3.9)
cKj = 2/K
K∑
k=0
y(tk)pj(tk) (3.10)
La formule de quadrature nume´rique (3.10) est la formule de Gauss [29] pour
les polynoˆmes de Tchebycheff ou` les abscisses t0, . . . ,tK sont les racines du
(K + 1)–ie`me polynoˆme de la base,
tk = − cos(2k + 1)pi/2K ∈ [−1,1]
ramene´s de [−1,1] sur [0,tf ] par similitude. On re´alise ainsi une projection
approche´e du second–membre de la dynamique en calculant par une quadra-
ture a` K + 1 points les coefficients de la fonction f(t,a,b). La simplicite´ de
la formule (3.10) est un argument en faveur des polynoˆmes de Tchebycheff.
4. Les se´ries sont, comme les fonctions qu’elles approchent, vectorielles : aj ∈ Rn, bj ∈
Rm.
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En effet, (3.10) n’est autre qu’une formule de transformation temps–spectre
permettant de passer des valeurs d’une fonction a` (une approximation de)
ses coefficients sur la base. Ce type de calcul est tre`s fre´quemment effectue´
au cours de la re´solution nume´rique du proble`me discret, si bien qu’on a
inte´reˆt a` ce qu’il soit a` la fois rapide et pre´cis. C’est bien le cas ici puisque,
non seulement l’expression est simple, mais en plus l’ordre de la quadra-
ture est maximal (caracte´ristique des formules de Gauss). Les contraintes
e´ventuelles sur le controˆle sont traduites de fac¸on identique par
ΠKq C(t,b) = 0
ou` q est le nombre de coefficients de C(t,b) que l’on souhaite approcher.
Finalement, le proble`me initial (3.4) est discre´tise´ en le proble`me de pro-
grammation mathe´matique non–line´aire
g(tf ,a)→ min
(tf ,a,b) ∈ R×Rn(l+1) ×Rm(s+1)
DSa = ΠKl−1f(t,a,b)∑l
j=0 ajpj(0) = x
0, h(a) = 0
ΠKq C(t,b) = 0
Remarque 3.1. En toute rigueur, lorsque tf est libre, on commence par se
ramener par homothe´tie a` un intervalle de temps fixe´, par exemple [0,1], ce
qui fait intervenir tf dans la dynamique selon
x˙ = tff(tf t,x,u)
qui est donc discre´tise´ en
DSa = tfΠKl−1f(tf t,a,b)
Remarque 3.2. De la meˆme manie`re que pour les contraintes de controˆle
pures (3.5), des contraintes mixtes C(t,x,u) = 0 ou sur l’e´tat uniquement,
D(t,x) = 0, seraient discre´tise´es respectivement par
ΠKq C(t,a,b) = 0
et
ΠKq′D(t,a) = 0
A` l’algorithme original de [73] vient se superposer en dernier ressort une
de´composition en sous–domaines : on subdivise [0,tf ] en N sous–intervalles
[ti,ti+1] (les instants de subdvision ti sont quelconques), et on cherche l’e´tat
et le controˆle sur chaque sous–domaine sous la forme pre´ce´dente 5, ve´rifiant
les meˆmes contraintes. Seules sont rajoute´es des conditions de raccordement
sur l’e´tat (cherche´ absolument continu), qui se traduisent clairement de la
meˆme manie`re que les contraintes aux deux bouts (cf. (3.8)).
5. A` ceci pre`s que les ordres des se´ries peuvent diffe´rer d’un sous–domaine a` l’autre.
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Application au transfert On conside`re ici (SP )Fmax sous sa forme la
plus simple, a` savoir le mode`le 2D a` masse constante (m0 = 1500 kg).
En outre, pour se ramener a` la formulation type (3.4) d’application de
la me´thode spectrale, on suppose les contraintes de chemin inactives (hy-
pothe`se (I1) du §2.2), et on se sert de la proposition 2.10 qui montre que
le controˆle est (presque partout) de module maximum pour l’e´crire sous la
forme
u = Fmax(cosα, sinα)
On introduit ainsi comme nouveau controˆle l’angle α de pousse´e dans le plan
du transfert. Ce changement de variables permet de se ramener a` un controˆle
scalaire et non–contraint. E´tant donne´s les ordres de grandeur des diffe´rentes
variables, on effectue les changements d’unite´s suivants : P est exprime´ non
plus en kilome`tres mais en megame`tres, et la seconde est remplace´e par
l’heure pour le temps. Les valeurs aux deux bouts sont donc :
P 0 = 11625 Mm P f = 42165 Mm
e0x = 0.75 e
f
x = 0
e0y = 0 e
f
y = 0
L0 = pi
m0 = 1500 kg µ0 = 5165.8620912 Mm3.h−2
A` ce premier scaling (ou mise a` l’e´chelle) intrinse`que, on ajoute un sca-
ling classique sur tf et sur les coefficients de Tchebycheff associe´s a` chacune
des variables d’e´tat ou de commande (cf. table 3.1). La de´composition en
Tab. 3.1 – Scaling sur les variables.
Variable Scaling Variable Scaling
P 1 L 1
ex 10 tf 1
ey 10 α 1
N sous–domaines mise en œuvre est uniforme, c’est–a`–dire que l’intervalle
de travail [0,tf ] est subdivise´ en N sous–intervalles de longueur tf/N . Les
ordres pris pour les se´ries de Tchebycheff sur chaque composante de l’e´tat
et de la commande sont identiques (l = s dans (3.6)–(3.7)). Enfin, l’ordre
de la quadrature (3.10) est pris e´gal a` K = 3l, comme le sugge`re [73] (les
expe´riences nume´riques effectue´es dans [26] confirment la pertinence de ce
choix : pour K < 3l, la quadrature tend a` n’eˆtre pas assez pre´cise, alors
que pour K > 3l, la quadrature est trop fine en regard de la pre´cision
disponible sur l’e´tat et la commande ce qui conduit a` une de´gradation,
non seulement des performances—quadrature plus couˆteuse—mais aussi des
re´sultats). L’algorithme employe´ pour la re´solution du proble`me de program-
mation mathe´matique non–line´aire issu de la discre´tisation est le SQP 6 de
6. Sequential Quadratic Programming.
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NAG [44].
Le premier re´sultat que l’on a obtenu avec cette me´thode correspond
a` une intensite´ de pousse´e maximale permise Fmax = 15 Newtons. On a
pour cela utilise´ une estimation de tf base´e sur les re´sultats de [40]. Le
calcul, effectue´ avec N = 10 sous–domaines, un ordre de l = 6 coefficients
sur l’e´tat et la commande (chaque composante est donc approche´e par son
polynoˆme de Tchebycheff de degre´ 6 sur chaque sous–domaine), a pris trois
jours pour s’exe´cuter sur Alliant FX–80. La figure 3.1 donne l’allure de
la solution. Afin d’ame´liorer la qualite´ des re´sultats, on a mis en œuvre
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Fig. 3.1 – Transfert 2D a` masse constante, 15 Newtons. La commande angulaire
et les quatre composantes de l’e´tat sont approche´es par des fonctions polynoˆmiales
par morceaux, de degre´ 8 sur chacun des 10 sous–domaines uniforme´ment re´partis.
une de´marche homotopique de type continuation sur le module maximal de
la pousse´e (cf. chapitre 5 ou` une e´tude pre´cise du proce´de´ est faite dans
le cas du tir simple) : partant d’un proble`me a` forte pousse´e (le temps de
transfert e´tant moins long, la re´solution nume´rique du proble`me est plus
simple), on re´injecte le re´sultat (ici les valeurs de tf et des coefficients de
Tchebycheff) comme initialisation du proble`me voisin, mais plus complique´,
de pousse´e plus faible. En proce´dant de la sorte, partant d’une pousse´e 60
Newtons (pousse´e forte), on a pu arriver a` des pousse´es de l’ordre de 9
Newtons, en ame´liorant conside´rablement les temps d’exe´cution. La figure
3.2 ci–apre`s donne les allures des solutions pour Fmax allant de 60 a` 30
Newtons. Le tableau 3.2 et la figure 3.3 qui comparent les performances (les
re´sultats e´tant quasiment identiques) pour la me´thode utilise´e avec ou sans
continuation, permettent de mettre en e´vidence l’inte´reˆt de cette dernie`re.
Mais en de´pit de l’ame´lioration des performances, la me´thode n’est vrai-
ment efficace que sur des pousse´es fortes, supe´rieures a` 15 Newtons. En
effet, meˆme avec la continuation utilise´e, il faut un jour de calcul sur Al-
liant pour re´soudre le proble`me 9 Newtons (avec N = 12, l = 8, cf. fi-
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Fig. 3.2 – Transfert 2D a` masse constante. Re´sultats obtenus par la me´thode
spectrale avec la continuation sur la pousse´e maximale.
Tab. 3.2 – Re´sultats compare´s de la me´thode spectrale avec continuation (AC)
et sans continuation (SC). Les pousse´es (Fmax) sont en Newtons, les temps de
transfert (tf ) en heures, et les temps d’exe´cution sur Alliant FX–80 en secondes.
N l Exe´cution
Fmax tf SC AC SC AC SC AC
60 15.0 1 1 10 10 29 29
50 16.7 2 1 4 10 31 11
40 22.6 3 1 6 12 233 29
30 29.3 3 3 8 8 672 209
gure 3.4). Le bilan de l’application de la me´thode est donc le suivant : la
me´thode est efficiente pour des pousse´es fortes, mais ses performances se
de´gradent rapidement de`s que les pousse´es faiblissent. L’une des raisons
de ce comportement tient dans l’e´quation (3.10) : on calcule dynamique-
ment les coefficients du second membre de l’e´quation d’e´tat en fonction
des coefficients de l’e´tat et de la commande, ce qui s’ave`re nume´riquement
couˆteux. C’est l’une des raisons de l’inefficacite´ de la me´thode de`s lors que le
proble`me devient fortement non–line´aire (le nombre d’ite´rations SQP aug-
mente, donc le nombre d’e´valuations de (3.10) e´galement). Une approche
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Fig. 3.3 – Comparaison des temps de calcul de la me´thode spectrale avec et sans
continuation, pour des pousse´es comprises entre 60 et 30 Newtons.
de type pseudo–spectral qui, utilisant directement les valeurs de l’e´tat et
de la commande, n’a pas de transforme´e (passage de la fonction a` ses co-
efficients) a` calculer, a de grandes chances d’eˆtre plus efficace. En outre,
l’utilisation de se´ries polynoˆmiales pre´sente l’inconve´nient d’eˆtre assez peu
robuste nume´riquement, en ce sens que l’on ne peut travailler avec des ordres
e´leve´s : on est limite´ en pratique a` du degre´ 12 sur les polynoˆmes, sous
peine de voir les re´sultats fortement se de´grader. Comme on va le voir au
§3.2, ce type d’inconve´nient disparaˆıt e´galement avec une approche pseudo–
spectrale. Toutefois, la de´composition en sous–domaines a permis de com-
penser ce de´savantage en distribuant la non–line´arite´ sur les sous–intervalles :
la` ou` l’on ne peut augmenter l’ordre des se´ries, on rajoute un sous–intervalle.
Sans cette de´composition, la me´thode initiale de [73] est mise en de´faut, y
compris en faisant appel au proce´de´ de continuation, en dessous de 40 New-
tons.
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Fig. 3.4 – Transfert 2D a` masse constante, 9 Newtons. La re´solution utilise 12
sous–domaines avec des polynoˆmes de degre´ 8 sur chaque.
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3.2 Approche pseudo–spectrale
Principe On place, comme au de´but du §3.1, dans L2w([0,tf ]), dont on
suppose que l’on connaˆıt une base hilbertienne polynoˆmiale, (pj)j∈N. Soit
alors x ∈ C0([0,tf ]) que l’on approche tout d’abord par sa projection
ΠNx =
N∑
j=0
ajpj (3.11)
L’ide´e est alors, afin de pouvoir travailler avec les valeurs de x et non ses
coefficients sur la base, d’inte´grer la transformation temps–spectre dans le
calcul des matrices de de´rivation ou d’inte´gration a` l’aide d’une formule de
quadrature du type de (3.10). Ainsi, avec les notations du §3.1, on pose
aj = (x|pj)
=
∫ tf
0
xpjwdt
' aNj
avec
aNj =
N∑
k=0
λkx(tk)pj(tk) (3.12)
ou` (3.12) est la formule de quadrature de Gauss pour la base polynoˆmiale
conside´re´e (t0, . . . ,tN sont les racines de pN+1, dont on montre qu’elles sont
ne´cessairement distinctes et dans ]0,tf [), ce qui revient a` approcher x non
par ΠNx mais par ΠNNx (cf. (3.9)). On utilise alors comme approximation
de x˙ la de´rive´e de ΠNNx (comparer avec (3.2))
d/dt (ΠNNx) =
N∑
j=0
aNj p˙j (3.13)
d’ou` l’on tire, en e´valuant (3.13) en chaque tj et en utilisant (3.12), la matrice
de de´rivation (en temps) DP telle que
(d/dt ΠNNx(tj))j = DP (Π
N
Nx(tj))j
On de´finit pareillement la matrice d’inte´gration (en temps) IP en inte´grant
ΠNNx, de sorte que
(
∫ tj
0
ΠNNxdt)j = IP (Π
N
Nx(tj))j (3.14)
S’il est naturel d’introduire cette approche, dite pseudo–spectrale, en uti-
lisant la formule de quadrature (3.12) pour e´liminer les coefficients aj , un
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point de vue plus direct, base´ non plus sur la notion de projection (3.11) mais
sur celle d’interpolation, est envisageable. Conside´rons en effet l’interpolant
[29, 36] de degre´ N , INx, de la meˆme fonction continue x,
INx =
∑N
j=0 x(tj)lj
lj = Πk 6=j(t− tk)/(tj − tk)
On a INx ∈ PN , donc INx =
∑N
j=0(INx|pj)pj , avec
(INx|pj) =
∫ tf
0
INxpjwdt
=
N∑
k=0
λk(INxpj)(tk)
=
N∑
k=0
λkx(tk)pj(tk)
d’une part graˆce a` l’optimalite´ la formule de Gauss (3.12) qui est de degre´
2N + 1, d’autre part a` cause de la de´finition meˆme de INx. On en de´duit
que (INx|pj) = aNj , i.e. que l’approximation du projete´ que l’on a utilise´e
est en fait l’interpolant :
INx = ΠNNx (3.15)
Mais l’utilisation de l’interpolant est encore possible pour un choix quel-
conque d’abscisses pre´de´termine´es, t0, . . . ,tN , puisque si l’on approche x par
INx on peut encore e´crire
(d/dtINx)(tk) =
N∑
j=0
x(tj)l˙j(tk)
et en de´duire une nouvelle matrice de de´rivation, lie´e aux abscisses retenues.
Notons au passage que cela revient cette fois a` faire l’approximation que le
diagramme non–commutatif ci–dessous commute :
C1([0,tf ])
IN−−−−→ PN
D
y Dy
C0([0,tf ])
IN−1−−−−→ PN−1
Pourtant, il y a bien un inte´reˆt a` choisir les tk comme racines du (N + 2)–
ie`me polynoˆme de la base. La projection, a` la base des me´thodes spectrales,
meˆme si elle s’ave`re couˆteuse nume´riquement, est une ope´ration posse´dant
une certaine robustesse, en ce sens que ΠNx→ x dans L2w([0,tf ]) ; la situation
est plus complexe quand on fait appel a` l’interpolant INx. On sait [29] que
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l’erreur d’interpolation (mesure´e pour la norme naturelle de C0([0,tf ]), a`
savoir la norme uniforme) ve´rifie
‖x− INx‖∞ ≤ (1 + ΛN )EN (x) (3.16)
ou` ΛN est la norme dans L(C0([0,tf ])) de l’ope´rateur IN qui ne de´pend que
du choix des tj , et ou` EN (x) = infp∈PN ‖x − p‖∞ (on montre que cet inf
est atteint—c’est a` peu pre`s e´vident—et qu’il est unique [29]). Clairement,
on a inte´reˆt on a minimiser l’erreur (3.16) (l’ine´galite´ est optimale, i.e. il
existe un x pour lequel on a l’e´galite´) en minimisant ΛN . Malheureusement,
les tj qui re´alisent l’inf, Λ¯N = inft0,...,tN ΛN , s’ils existent par compacite´ de
[0,tf ], sont trop complexes a` calculer en pratique. Ne´anmoins, il s’ave`re que
les abscisses de Tchebycheff, bien que ΛTcheN > Λ¯N , sont telles que
ΛTcheN ∼ Λ¯N ∼ 2/pi logN, N →∞ (3.17)
Elles sont donc asymptotiquement optimales. On comparera (3.17) au com-
portement asymptotique obtenu pour une discre´tisation uniforme (i.e. tj =
jtf/N) ou`
ΛUnifN ∼ 2N+1/eN logN, N →∞
Malgre´ tout, Λ¯N → +∞, N → ∞, si bien que d’apre`s le the´ore`me de
Banach–Steinhaus [74], l’ensemble des fonctions continues dont l’interpo-
lant converge uniforme´ment est maigre, donc d’inte´rieur vide, dans le Ba-
nach C0([0,tf ]). La conse´quence nume´rique de cette rarete´ topologique, est
de l’instabilite´ nume´rique. Pourtant, comme on va le voir aux paragraphes
suivants, le fait de travailler non plus avec des coefficients de polynoˆmes mais
des valeurs en des abscisses fixe´es apporte un gain substantiel en robustesse.
Cas du controˆle optimal Plutoˆt qu’un proble`me de controˆle du type
(3.4), on conside`re les proble`mes aux deux bouts line´aires (LBV P ) (pour
Linear Boundary Value Problem) de la forme
y˙ = A(t)y + b(t), t ∈ [0,tf ] (3.18)
y1(0) = y01, y2(tf ) = y
f
2 (3.19)
ou` y = (y1,y2) ∈ Rn1 ×Rn2 , n = n1 + n2, de sorte que les conditions aux
deux bouts (3.19) sont comple´mentaires : on connaˆıt n1 composantes de y
a` l’instant initial, et les n2 autres composantes a` l’instant final. Bien que
la me´thode propose´e puisse s’e´tendre au cas de contraintes aux deux bouts
line´aires quelconques,
C0y(0) + Cfy(tf ) = d
on est plus a` meˆme, en se restreignant a` (3.19), d’illustrer la possibilite´
d’inte´grer le syste`me simultane´ment de fac¸on directe et re´trograde. Les pro-
ble`mes aux deux bouts line´aires, s’ils repre´sentent une classe en soi tre`s im-
portante de proble`mes (par exemple en Automatique), posse`dent de fait un
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inte´reˆt propre dans le cadre du controˆle, pour deux raisons : ils peuvent tout
d’abord provenir de l’application du principe du maximum a` un proble`me de
controˆle (LQR) (pour Linear Quadratic Regulator), c’est–a`–dire un proble`-
me avec crite`re quadratique et dynamique line´aire, lui–meˆme e´ventuellement
issu de la quadratisation d’un proble`me de controˆle quelconque. Re´cipro-
quement, on obtient e´galement une suite de proble`mes aux deux bouts en
quasi–line´arisant le proble`me aux deux bouts (BV P ) (pour Boundary Value
Problem), a priori non–line´aire, produit par l’application de la condition ne´-
cessaire du premier ordre. Ces liens entre proble`mes de controˆle (note´ (OCP )
pour Optimal Control Problem) et proble`mes aux deux bouts line´aires sont
re´sume´s par le diagramme ci–dessous (en ge´ne´ral non–commutatif, puisqu’on
conserve plus d’information en line´arisant en dernier ressort) :
(OCP )
Quadratisation−−−−−−−−−→ (LQR)
Condition Ne´cessaire
y yCondition Ne´cessaire
(BV P )
Quasi–line´arisation−−−−−−−−−−−−→ (LBV P )
Le principe de la me´thode est le suivant : (3.18)–(3.19) est reformule´
comme le proble`me inte´gral e´quivalent
z = f(t,
[
y01 +
∫ t
0 z1ds
yf2 +
∫ t
tf
z2ds
]
), t ∈ [0,tf ]
avec z = y˙ et f(t,y) = A(t)y+ b(t). On utilise alors la matrice d’inte´gration
IP associe´e aux polynoˆmes de Tchebycheff, calcule´e comme en (3.14), a` ceci
pre`s qu’au lieu de la quadrature de Gauss (3.12), on fait appel a` la formule
de Gauss–Lobatto [29]. Celle–ci, bien que de degre´ moindre (2N − 1 contre
2N + 1 pour Gauss, de sorte que l’e´quivalence (3.15) avec l’interpolation
n’est plus exacte), pre´sente l’avantage d’utiliser les abscisses t0, . . . ,tN ou`
t1, . . . ,tN−1 sont les racines de p˙N , et ou` t0 = 0 et tN = tf (sur [−1,1], on a
tk = − cos kpi/N , k = 0, . . . ,N) : on prend ainsi en compte tre`s pre´cise´ment
les conditions aux deux bouts. En remarquant que∫ tk
tf
z(s)ds = −
∫ tN−k
0
z(tf − s)ds
on de´finit la matrice d’inte´gration re´trograde I˜P dont les coefficients b˜ij sont
relie´s a` ceux de IP , bij , par
b˜ij = −bN−i,N−j , i,j = 0, . . . ,N
On n’a par conse´quent aucun pre´–calcul supple´mentaire a` faire, I˜P e´tant
comple`tement de´finie a` partir de IP dont les coefficients sont connus (cf.
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par exemple [31]). Finalement, le proble`me aux deux bouts line´aire (3.18)–
(3.19) est discre´tise´ sous la forme du syste`me line´aire plein (factorise´ par
une me´thode LU)
zj = A(tj)((y01,y
f
2 ) +
[
IP I˜P
]
j
(z1k,z2k)) + b(tj), j = 0, . . . ,N
ou` le vecteur (z0, . . . ,zN ) ∈ Rn(N+1) est une approximation de (z(t0), . . . ,
z(tN )), i.e. de (y˙(t0), . . . ,y˙(tf )). Les paragraphes suivants illustrent, a` travers
deux exemples nume´riques, le gain en robustesse de la me´thode par rapport
a` l’approche spectrale du §3.1, tout en mettant en e´vidence les de´savantages
lie´s a` l’utilisation d’une discre´tisation fige´e (ici les abscisses de Tchebycheff)
qui en re´sultent.
Re´sultats nume´riques pour (LBV P )1 Soit ωε(t) = sin(1/(t + ε)),
de´finie sur [0,1] pour ε > 0 ; ωε et sa de´rive´e ω˙ε sont tre`s oscillatoires au
voisinage de 0 lorsque ε tend vers 0. On construit alors un premier proble`me
line´aire aux deux bouts, que l’on note (LBV P )1, dont (ωε,ω˙ε) est solution,
en prenant
A(t) =
[
1 −t
t 1
]
(3.20)
et b(t) = A(t)(ωε(t),ω˙ε(t))−(ω˙ε(t),ω¨ε(t)), avec les conditions aux deux bouts
y1(0) = ωε(0), y2(1) = ω˙ε(1). Le choix (3.20) pour A assure l’existence et
l’unicite´ de la solution, comme on le ve´rifie en calculant explicitement la
solution fondamentale.
Le comportement nume´rique de la me´thode est excellent jusqu’a` ε = 0.01
ou` apparaˆıssent les premie`res difficulte´s. La solution est en effet tre`s oscil-
latoire au voisinage de 0 et, comme le montre la figure 3.5, pour N = 200
abscisses de Tchebycheff 7, les erreurs commises par la me´thode sur les deux
composantes sont importantes. Toutefois, et c’est la` l’une des diffe´rences ma-
jeures avec une approche spectrale, en augmentant le nombre N de points
de discre´tisation, on arrive, meˆme pour ce cas tre`s oscillatoire, a` obtenir
la solution avec une tre`s grande pre´cision. La figure 3.6 montre l’e´volution
du re´sultat de la me´thode lorsque l’on passe a` N = 400, puis a` N = 500
points. Outre le fait qu’elle utilise les valeurs de la fonction inconnue et non
explicitement ses coefficients sur une quelconque base polynoˆmiale (avec les
avantages nume´riques qui s’ensuivent dans le cadre d’un processus ite´ratif),
la me´thode pseudo–spectrale imple´mente´e, a` base de poynoˆmes de Tche-
bycheff, s’ave`re donc robuste, contrairement a` une approche spectrale du
type de celle utilise´e au §3.1. Ne´anmoins, la bonne qualite´ de ces re´sultats
7. Notons qu’une me´thode spectrale du type de celle pre´sente´e au §3.1 mais qui ne
posse`derait pas de de´composition en sous–domaines ne pourrait de´ja` pas travailler avec
autant d’inconnues, car cela signifierait manipuler des polynoˆmes de degre´ 200 dont on
imagine le comportement nume´rique...
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Fig. 3.5 – Proble`me (LBV P )1, ε = 0.01. Avec N = 200 points de discre´tisation,
l’approximation obtenue est de mauvaise qualite´, tre`s oscillatoire sur les deux com-
posantes de la solution, y1 (a` gauche), et y2 (a` droite).
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Fig. 3.6 – Proble`me (LBV P )1, ε = 0.01. Illustrant la grande robustesse de la
me´thode, le passage a` N = 400, puis a` N = 500 permet de maˆıtriser le caracte`re
oscillatoire de l’approximation et de converger vers la solution.
peut s’expliquer par le fait que la discre´tisation choisie est relativement
bien adapte´e au proble`me a` re´soudre ; en effet, les abscisses de Tchebycheff
tk = − cos kpi/N, k = 0, . . . ,N sont essentiellement concentre´es aux deux
bouts (ici 0 et 1, homothe´tiques de −1 et 1). Or, les deux composantes de la
solution pre´sentent justement un comportement tre`s oscillatoire au voisinage
de l’instant initial 0 : la discre´tisation est donc pertinente de ce point de vue.
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Toutefois, on a sur–discre´tise´ le second bout ou` la solution est au contraire
tre`s lisse. On verra au chapitre 4 qu’une discre´tisation plus adapte´e permet
d’aller encore plus loin sur ce proble`me. Le dernier paragraphe confirme les
inconve´nients lie´s a` l’utilisation d’une discre´tisation fige´e sur un exemple ou`
celle–ci cesse d’eˆtre naturellement idoine.
Re´sultats nume´riques pour (LBV P )2 Soit θ ∈ D(R)(ensemble des
fonctions (C∞–) diffe´rentiables a` support compact 8) e´gale a` exp(1/(|t|2−1))
sur ] − 1,1[ et a` 0 ailleurs ; soit ε > 0, on ve´rifie par convergence domine´e
que 1/ε θ(t/ε) tend vers ‖θ‖1δ au sens des distributions quand ε→ 0 (ou` δ
est la mesure de Dirac), autrement dit que θε = 1/ε θ(t/ε) et ses de´rive´es
tendent a` devenir singulie`res au voisinage de 0 pour ε petit (tout en restant
diffe´rentiables). On construit, comme au paragraphe pre´ce´dent, (LBV P )2
qui admet (θε,θ˙ε) comme unique solution, en prenant A comme en (3.20), et
b(t) = A(t)(θε(t),θ˙ε(t))− (θ˙ε(t),θ¨ε(t)), avec des conditions aux deux bouts 9
ananlogues, y1(−1) = θε(−1), y2(1) = θ˙ε(1). Pour ε suffisamment petit, la
discre´tisation utilisant les abscisses de Tchebycheff va eˆtre mise en de´faut,
y compris pour un nombre N important de points, puisque les abscisses
tk = − cos kpi/N se re´partissent essentiellement aux extreˆmite´s −1 et 1, ce
qui n’est pas du tout adapte´ au proble`me traite´. La figure 3.7 pre´sente les
re´sultats de l’algorithme pour ε = 0.1, et N = 700, ainsi que la premie`re
moitie´ de la grille (syme´trique) de discre´tisation utilise´e. Le temps de cal-
cul sur une station Sun 20 est de 157 secondes, avec une erreur absolue
de ' 0.1 sur y1(1) que l’on n’arrive a` faire diminuer qu’en augmentant N
jusqu’a` prendre 2000 points de discre´tisation, auquel cas le temps de calcul
est de l’ordre de l’heure. Les re´sultats pour diffe´rentes valeurs du nombre N
d’abscisses de discre´tisation sont re´sume´s dans le tableau 3.3.
Tab. 3.3 – Temps d’exe´cution sur Sun 20 (en secondes), et erreurs aux deux bouts
(erreurs absolues par rapport a` la solution exacte mesure´es la` ou` aucune condition
n’est impose´e : en tf = 1 pour y1, en t0 = −1 pour y2).
N Exe´cution ∆y2(t0) ∆y1(tf )
500 57 1.1 4.4
700 157 0.026 0.10
1000 460 0.075 0.29
2000 3880 0.00041 0.0016
On voit donc comment cet exemple permet de mettre en de´faut la dis-
cre´tisation fixe de l’algorithme—algorithme qui s’ave`re eˆtre ne´anmoins tre`s
8. L’usage fait que l’on utilise la lettre D a` la fois dans ce contexte, propre aux dis-
tributions [66], et dans celui des varie´te´s diffe´rentiables (cf. chapitre 2) ou` D(M) de´signe
l’ensemble des fonctions diffe´rentiables sur Mn, mais non ne´cessairement a` support com-
pact.
9. On travaille ici non plus sur un intervalle de la forme [0,tf ], mais directement sur
[−1,1].
Chapitre 3. Discre´tisation par polynoˆmes de Tchebycheff 53
−1 −0.5 0 0.5 1
0
1
2
3
4
−1 −0.5 0 0.5 1
−100
−50
0
50
100
−0.9 −0.8 −0.7 −0.6 −0.5 −0.4 −0.3 −0.2 −0.1 0
0.2
0.4
0.6
0.8
1
Fig. 3.7 – Proble`me (LBV P )2, ε = 0.1. Pour N = 700, on observe une erreur ab-
solue au voisinage de 1 sur la premie`re composante (qui devrait eˆtre rigoureusement
nulle a` cet endroit, son support e´tant [−0.1,0.1]). On voit clairement comment la
premie`re moitie´ de la grille de discre´tisation est essentiellement concentre´e autour
de −1.
robuste, puisqu’une augmentation du nombre de points de discre´tisation per-
met d’aboutir a` des erreurs acceptables, au prix toutefois d’un temps de
calcul tre`s e´leve´. Or, cette discre´tisation fige´e est l’une des caracte´ristiques
des me´thodes pseudo–spectrales. Afin de surmonter cette difficulte´, il faut
donc faire appel a` des me´thodes autorisant une discre´tisation adaptative du
proble`me traite´, afin de ne pas sur–discre´tiser des zones ou` la fonction est
tre`s lisse (les extreˆmite´s, sur cet exemple) tout en sous–discre´tisant des zones
ou` elle est au contraire a` tre`s forte variation (ici au voisinage de l’origine).
Conclusion
L’approche spectrale envisage´e au §3.1 a permis d’obtenir des re´sultats
sur le proble`me de transfert d’orbite en temps minimum pour des pousse´es
fortes (supe´rieures a` 15 Newtons) ; elle s’ave`re par contre inefficace de`s lors
que l’on veut traiter des pousse´es plus faibles. Ce comportement est d’une
part duˆ a` l’absence de robustesse de la me´thode (on ne peut travailler avec
un nombre e´leve´ de coefficients dans la mesure ou` l’emploi de polynoˆmes
de degre´ e´leve´ de´grade les re´sultats), d’autre part a` la ne´cessite´ de calcu-
ler dynamiquement les coefficients du second membre de l’e´quation d’e´tat
(passage du domaine temporel au domaine fre´quentiel).
Une premie`re solution a e´te´ d’envisager une approche pseudo–spectrale,
dont on a mis en e´vidence au §3.2 la robustesse nume´rique. Outre le fait
que cette approche permet de travailler non plus avec les coefficients des
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fonctions inconnues, mais avec les valeurs de celles–ci (ce qui est plus effi-
cace nume´riquement puisqu’on n’a pas de transformation vers le domaine
fre´quentiel a` calculer), on a montre´ comment elle permet e´galement d’inte´-
grer simultane´ment les proble`mes aux deux bouts re´solus de fac¸on directe
et re´trograde. Toutefois, le deuxie`me exemple de proble`me aux deux bouts
line´aire traite´ montre clairement les inconve´nients de la discre´tisation fige´e
du temps qui va de pair avec ce type de me´thode : le choix des abscisses
de collocation e´tant pre´de´termine´, la discre´tisation qui en re´sulte est en
ge´ne´ral inadapte´e au proble`me a` re´soudre. Le chapitre suivant illustre de
quelle manie`re l’utilisation des ondelettes, couple´e avec des me´thodes qui
ge´ne´ralisent l’approche pseudo–spectrale, permet d’obtenir des algorithmes
a` discre´tisation adaptative.
Notes
La majeure partie des re´sultats sur l’approximation polynoˆmiale qui per-
mettent de construire les me´thodes pre´sente´es dans ce chapitre est extraite
du livre de Crouzeix et Mignot [29]. D’un point de vue plus applicatif, l’ou-
vrage de Funaro [36] pre´sente de fac¸on ge´ne´rale les notions de matrices de
de´rivation et d’inte´gration, sans toutefois faire le lien entre approche spec-
trale et pseudo–spectrale. L’application d’une technique pseudo–spectrale
base´e sur [31] et mene´e par L. Pialot paralle`lement a` [9] peut eˆtre trouve´e
dans [59]. Cette technique, e´galement limite´e a` des pousse´es fortes, est plus
efficace que son e´quivalent spectral du §3.1. S’y trouve aussi e´tudie´e une
me´thode spectrale issue de [62] pour les proble`mes aux deux bouts line´aires,
e´galement moins efficace que son analogue pseudo–spectral du §3.2. L’en-
semble de l’e´tude des me´thodes utilisant les polynoˆmes de Tchebycheff est
re´sume´e dans les rapports [26, 11, 13]. Concernant les proprie´te´s de conver-
gence des algorithmes pre´sente´s, mentionnons l’article de Urabe [71] pour
l’approche spectrale (mais dans le cas de proble`mes aux deux bouts), et [36]
pour l’approche pseudo–spectrale. Dans ce dernier cas, l’article de Veliov
[72] fournit e´galement un cadre approprie´ pour l’e´tude de la convergence,
sous des hypothe`ses de commutativite´ des champs de vecteurs de´finissant la
dynamique (qui se trouvent eˆtre ve´rifie´es dans le cas du transfert 2D comme
on l’a vu au chapitre 2). Le solveur pseudo–spectral PSSOL imple´mente´ au
§3.2 utilise le code de factorisation LU plein de´veloppe´ et optimise´ pour
station Sparc RISC par M. Dayde´ [30].
Chapitre 4
Discre´tisation adaptative par
ondelettes
On commence dans ce chapitre par introduire au §4.1 le tir multiple
comme mode`le ge´ne´ral pour les me´thodes que l’on conside`rera par la
suite. Dans la foule´e, on montre comment il offre plusieurs niveaux
d’adaptativite´ potentielle et comment on peut les exploiter, en parti-
culier a` l’aide d’une analyse par ondelettes dont on rappelle les prin-
cipales proprie´te´s. Apre`s avoir donne´ quelques exemples de calcul de
discre´tisation par ce proce´de´, on instancie la de´marche propose´e de deux
fac¸ons diffe´rentes. Tout d’abord, au §4.2, sous la forme de diffe´rences
finies adaptatives, graˆces auxquelles on ame´liore de fac¸on spectacu-
laire les re´sultats sur les proble`mes aux deux bouts line´aires traite´s au
chapitre 3. Enfin, au §4.3, en appliquant avec deux types de couplage
distincts, le tir multiple dans sa version adaptative par ondelettes au
proble`me de transfert pour des pousse´es fortes a` moyennes.
4.1 Discre´tisation adaptative
Discre´tisation ge´ne´rale L’algorithme du tir multiple est pre´sente´ afin
de mettre l’accent sur les diffe´rents types de discre´tisation intervenant dans
la plupart des me´thodes classiques, qu’il s’agisse des diffe´rences finies, des
me´thodes pseudo–spectrales du chapitre 3, ou encore du tir simple. On
conside`re dans ce qui suit que l’on cherche a` re´soudre un proble`me de
controˆle non pas sous sa forme initiale, mais apre`s application de la condi-
tion ne´cessaire du premier ordre (principe du maximum de Pontriaguine).
En effet, comme on a pu le voir au §3.1, l’approximation du controˆle qui
intervient ne´cessairement dans le cas d’approches directes (par opposition a`
indirectes, qui qualifie les me´thodes utilisant le principe du maximum) est
de´licate dans le cas du transfert ou` la commande a un comportement quasi–
pe´riodique (a` cause des re´volutions effectue´es autour de la Terre), d’autant
plus oscillatoire que la pousse´e autorise´e devient faible. C’est pourquoi on
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s’inte´resse a` la re´solution nume´rique du proble`me aux deux bouts (BV P ),
a priori non–line´aire,
y˙ = ξ(t,y), t ∈ [0,tf ] (4.1)
b(y(0),y(tf )) = 0 (4.2)
ou` ξ et b sont diffe´rentiables 1 de´finies sur des ouverts 2 de R ×Rn et R2n
respectivement, et a` valeurs dans Rn. On a utilise´ au chapitre 2 la notion
de flot maximal d’un champ de vecteurs dans le cas autonome (avec la no-
tation exponentielle usuelle). Ici, on a besoin de la notion analogue dans
le cas non–autonome ou` les diffe´omorphismes locaux deviennent des che-
mins de diffe´omorphismes locaux [2]. Soit donc ξ(t,y) le champ de vecteurs
diffe´rentiable de´pendant du temps de (4.1) de´finissant l’e´quation diffe´renti-
elle ordinaire
y˙ = ξ(t,y) (4.3)
E´tant donne´ un instant initial s ∈ R, il existe une fonction ϕs, de´finie et
diffe´rentiable sur un ouvert Dsξ , que l’on appelle encore flot maximal ou
(coule´e globale) de ξ telle que [2] :
(i) t 7→ ϕs(t,y) = ϕsty, de´finie sur l’ensemble ouvert 3 des t tels que
(t,y) ∈ Dsξ , est la solution maximale de (4.3) de condition initiale y en
t = s
(ii) ϕtu ◦ ϕst = ϕsu pour tous s,t,u tels que les flots soient bien de´finis
(iii) t 7→ ∂yϕsty est e´gale a` la solution fondamentale Y st de Y˙ =
∂yξ(t,ϕsty)Y , qui n’est autre que le flot line´aire associe´ a` cette e´quation
diffe´rentielle line´aire
Soient alors t0 = 0 < t1 < . . . < tN = tf , on de´finit la fonction de tir
multiple S par
S(y0, . . . ,yN ) =

ϕt0t1y0 − y1
...
ϕtiti+1yi − yi+1
...
ϕ
tN−1
tN
yN−1 − yN
b(y0,yN )

(4.4)
sur DS = D0S × · · · ×DN−1S ×Rn ⊂ Rn(N+1), ou`
DiS = {y ∈ Rn | (ti+1,y) ∈ Dtiξ }
1. C’est–a`–dire, comme dans les chapitres pre´ce´dents, inde´finiment diffe´rentiable.
2. Tout ce qui suit vaut, sans changement majeur, pour une e´quation diffe´rentielle
de´finie sur une varie´te´ diffe´rentiable.
3. L’ensemble {t ∈ R | (t,y) ∈ Dsξ} est home´omorphe a` Dsξ
⋂
(R × {y}), ouvert dans
R× {y}, lui–meˆme home´omorphe a` R.
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Tous les DiS , et donc DS , sont ouverts (car home´omorphes a` D
ti
ξ
⋂
({ti+1}×
Rn)), et non–vides de`s que (4.3) admet une solution sur tout [0,tf ], i.e. de`s
qu’il existe y ∈ Rn tel que (tf ,y) ∈ D0ξ . L’existence d’une telle solution est
assure´e, dans le cas du controˆle, par l’existence d’une solution du proble`me
de controˆle optimal qui doit ve´rifier le principe du maximum (cf. chapitre 2
a` propos du proble`me de transfert). Les conside´rations pre´ce´dentes sur les
proprie´te´s des flots ont pour conse´quence imme´diate la
Proposition 4.1. Sous l’hypothe`se que ξ et b sont diffe´rentiables, la fonc-
tion de tir multiple S est telle que :
(i) S est diffe´rentiable sur l’ouvert DS
(ii) la de´rive´e de S ve´rifie
S′(y0, . . . ,yN ) =

Y t0t1 −I 0 · · · 0
...
. . . . . . 0
...
0 · · · 0 Y tN−1tN −I
∂1b(y0,yN ) 0 · · · 0 ∂2b(y0,yN )

(4.5)
ou` Y tit est la solution fondamentale de Y˙ = ∂yξ(t,ϕ
ti
t yi)Y
(iii) S(y0, . . . ,yN ) = 0 si et seulement s’il existe une solution y de
(BV P ) telle que y(ti) = yi, i = 0, . . . ,N
Notons d’ores et de´ja` la structure creuse du jacobien (4.5) que l’on retrouvera
directement au §4.2 lorsque le proble`me aux deux bouts, et donc le flot et
la fonction de tir multiple, sont line´aires.
S’appuyant sur le (iii) de la proposition 4.1, l’algorithme du tir multiple
consiste a` re´soudre l’e´quation non–line´aire S(y0, . . . ,yN ) = 0, en utilisant une
approximation de S. On pre´sente ici une telle approximation re´alise´e a` partir
de me´thodes dites a` un pas (de type Runge–Kutta) [1], dans la mesure ou`
cela permet de rendre compte des applications des §4.2 et 4.3. Des me´thodes
multipas (de type Adams) sont bien suˆr aussi envisageables. E´tant donne´s
un nombre d’instants de tir N , un nombre de pas interme´diaires 4, et un
degre´ de quadrature r, on approche chaque ϕtiti+1yi intervenant dans (4.4)
selon
ϕtiti+1yi ' yi,p, i = 0, . . . ,N − 1
4. Une me´thode a` un pas peut posse´der plusieurs pas interme´diaires.
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ou` yi,p est de´fini a` l’aide du sche´ma classique en (α,β,γ) suivant :
yi,0 = yi
yi,j+1 = yij + hijΦ(tij ,yij ,hij), j = 0, . . . ,p− 1
Φ(t,y,h) =
r∑
k=1
βkξ(tk,yk)
tk = t+ γkh, k = 1, . . . ,r (4.6)
yk = y + h
r∑
l=1
αklξ(tl,yl)
Il en re´sulte l’approximation ci–dessous de la fonction de tir :
S(y0, . . . ,yN ) '

y0,p − y1
...
yN−1,p − yN
b(y0,yN )

L’inte´reˆt de ce type d’approximation re´side en particulier dans son adaptati-
vite´. En effet, on dispose ici de trois parame`tres, N , p et r, qui de´finissent une
discre´tisation a` trois niveaux (cf. figure 4.1). La discre´tisation de plus haut
niveau, parame´tre´e par N , correspond aux instants de tir ; ceux–ci n’e´tant
pas fige´s, on peut les faire e´voluer dynamiquement de fac¸on adaptative, par
exemple en utilisant le calcul de discre´tisation par ondelettes de´crit au pa-
ragraphe suivant. On trouve au second niveau les instants associe´s aux pas
interme´diaires ; or, la plupart des solveurs ODE modernes ajustent dynami-
quement ces pas en fonction de l’erreur locale (cf. [29]), ce qui fournit un
second type d’adaptativite´ potentielle. Enfin, au niveau le plus fin, bien que
les points de discre´tisation soient fixe´s par (4.6) pour les meˆmes raisons qu’au
chapitre §3 (quadrature), certains solveurs ODE font e´galement varier l’ordre
de la quadrature en fonction de l’erreur locale, ce qui constitue un troisie`me
type d’adaptativite´. Outre son adaptativite´, ce type d’approche pre´sente
t i t i+1
x x
t t
k k+1
tij t i,j+1
ij ij
Fig. 4.1 – Approximation de la fonction de tir par des me´thodes a` un pas. Trois
niveaux de discre´tisation apparaˆıssent, des instants de tir ti aux points de collocation
tkij, en passant par la de´finition des pas interme´diaires tij.
e´galement l’avantage de recouvrir quatre grandes classes d’algorithmes de
re´solution classiques [1] de proble`mes aux deux bouts : le tir multiple, le tir
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simple, mais aussi les diffe´rences finies et les me´thodes pseudo–spectrales. En
effet, lorsque le nombre de pas interme´diaires p est pris e´gal a` 1, l’algorithme
est de type diffe´rences finies d’ordre r, avec N + 1 points de discre´tisation.
Par ailleurs, lorsque p est quelconque mais que N vaut 1, on retrouve le tir
simple. Enfin, pour N et p e´gaux a` 1, on arrive a` l’instanciation la plus ru-
dimentaire de la me´thode a` savoir le cas pseudo–spectral, qui apparaˆıt donc
comme un cas limite de l’algorithme du tir multiple. La figure 4.2 illustre
cette ge´ne´ralite´ du tir multiple. Les deux paragraphes suivants proposent
une utilisation des ondelettes pour le calcul d’une discre´tisation adaptative,
ainsi que diffe´rentes possibilite´s de couplage de ce calcul avec l’algorithme
(de type tir multiple) de re´solution.
Multiple Shooting (N,p,r)
Single Shooting (1,p,r) Finite Differences (N,1,r)
Pseudo-spectral (1,1,r)
N=1 p=1
N=1p=1
Fig. 4.2 – Diffe´rentes instanciations du tir multiple : en jouant sur les valeurs
des parame`tres N , p et r qui re´gissent les trois niveaux de discre´tisation, on re-
trouve le tir simple, les diffe´rences finies ou encore les me´thodes pseudo–spectrales
du chapitre 3.
Calcul par ondelettes On a vu au chapitre 3 qu’il e´tait plus inte´ressant
de travailler avec les valeurs des fonctions inconnues (e´tat, commande ou
e´tat adjoint, en controˆle), plutoˆt qu’avec leurs coefficients sur une base. Se
pose alors le proble`me du choix des abscisses de discre´tisation, i.e. de la grille
de discre´tisation : meˆme un choix, comme celui des abscisses de Tchebycheff,
posse´dant de bonnes proprie´te´s (cf. §3.2) ne permet pas de traiter efficace-
ment tous les cas. L’ide´e est alors d’utiliser une grille non pre´de´termine´e,
mais calcule´e dynamiquement a` moindre couˆt, qui soit comple`tement adapte´e
au proble`me a` re´soudre. Autrement dit, la` ou` la solution du proble`me
pre´sente un comportement oscillatoire, une zone d’e´volution rapide, on dis-
cre´tise finement en utilisant un nombre e´leve´ de points de la grille, et lorsqu’a`
l’inverse la solution est localement tre`s lisse, on se contente d’un nombre
re´duit de valeurs. Il s’agit donc de localiser les zones de fortes oscillations
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d’un signal, c’est–a`–dire d’obtenir une information de type temps–fre´quence
sur ce signal (l’information de type temporel correspondant a` la zone ou`
l’oscillation a lieu, l’information fre´quentielle caracte´risant la fre´quence de
cette oscillation). On se place pour cela dans L2(R) et on utilise la notion
d’analyse multire´solution ou AMR [55] :
De´finition 4.1. Une analyse multire´solution de L2(R) est une suite crois-
sante (Vj)j∈Z de sous–espaces vectoriels ferme´s de L2(R) posse´dant les pro-
prie´te´s suivantes :
(a)
⋂
j∈Z Vj = {0},
⋃
j∈Z Vj = L
2(R)
(b) f(x) ∈ Vj ⇐⇒ f(2x) ∈ Vj+1, j ∈ Z, f ∈ L2(R)
(c) f(x) ∈ V0 ⇐⇒ f(x− k) ∈ V0, k ∈ Z, f ∈ L2(R)
(d) ∃g ∈ V0 telle que (g(x− k))k∈Z est une base de Riesz 5 de V0.
La projection de f ∈ L2(R) sur Vj s’appelle l’approximant a` la re´solution
j de f , la re´solution (qui mesure la finesse de l’approximation) doublant
quand on passe de j a` j + 1 d’apre`s (b). Pour qu’une telle analyse permette
d’obtenir des informations qui re´alisent un bon compromis temps–fre´quence,
il faut lui imposer une certaine re´gularite´ :
De´finition 4.2. Soit r ∈ N ; une analyse multire´solution est dite r–re´gulie`re
si la fonction g dans la de´finition 4.1 peut eˆtre choisie telle que
|dn/dxn g(x)| ≤ Cm(1 + |x|)−m (4.7)
pour tout 0 ≤ n ≤ r et pour tout m ∈ N.
Cela revient a` imposer a` g d’imiter suffisament bien—a` l’ordre r—une fonc-
tion de la classe S(R). En effet, (4.7) implique que g et ses de´rive´es jus-
qu’a` l’ordre r sont a` de´croissance rapide, et donc que ĝ est C∞ et que ses
de´rive´es de´croissent plus vite que n’importe quelle fraction d’un polynoˆme
de degre´ infe´rieur ou e´gal a` r : pour tout 0 ≤ n ≤ r et pour tout m ∈ N,
dn/dxn (xmg) appartient a` L2(R) d’apre`s Leibniz, donc ̂dn/dxn (xmg)(λ) =
Cλndm/dλm ĝ(λ) e´galement, ce qui implique que λndm/dλm ĝ(λ)→ 0 quand
|λ| → +∞. Cette double localisation de g va permettre d’obtenir une base
hilbertienne de L2(R) faite de fonctions qui seront aussi presque dans S(R),
c’est–a`–dire localise´es en temps et en en fre´quence. E´tant donne´e une ana-
lyse multire´solution (Vj)j∈Z, si l’on note Wj le comple´ment orthogonal de
Vj dans Vj+1, on a, d’apre`s (a) :⊕
j∈Z
Wj = L2(R)
5. (ek)k∈Z est une base de Riesz d’un espace de Hilbert H s’il existe un isomorphisme
T , non ne´cessairement isome´trique, de l2(Z) dans H tel que T (εk) = ek ou` (εk)k∈Z est la
base canonique de l2(Z).
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D’apre`s (b) et (c), il suffit donc de trouver une base hilbertienne de W0 pour
en de´duire, par contraction–dilatation, une base hilbertienne de L2(R). Or,
on a [55] les
The´ore`me 4.2. Soit (Vj)j∈Z une analyse multire´solution r–re´gulie`re de
L2(R), il existe φ ∈ V0 telle que (φ(x− k))k∈Z est une base orthonorme´e de
V0 et telle que
|dn/dxn φ(x)| ≤ Cm(1 + |x|)−m
pour tout 0 ≤ n ≤ r et pour tout m ∈ N.
The´ore`me 4.3. Soit (Vj)j∈Z une analyse multire´solution r–re´gulie`re de
L2(R), il existe ψ ∈ W0 telle que (ψ(x − k))k∈Z est une base orthonorme´e
de W0 et telle que
|dn/dxn ψ(x)| ≤ Cm(1 + |x|)−m
pour tout 0 ≤ n ≤ r et pour tout m ∈ N.
Ainsi, les contracte´es–translate´es de ψ, ψjk = 2j/2ψ(2jx − k), forment une
base hilbertienne de L2(R). Si f ∈ L2(R),
f =
∑
j∈Z
∑
k∈Z
(f |ψjk)ψjk
ce qui revient a` reconstruire f en sommant tous ses de´tails de re´solution j
(c’est–a`–dire les projections
∑
k∈Z(f |ψjk)ψjk sur les Wj), de la re´solution
la plus grossie`re a` la re´solution la plus fine. On peut encore partir d’un
approximant de re´solution j0 pour effectuer cette reconstruction, soit :
f =
∑
k∈Z
(f |φj0,k)φj0,k +
∑
j≥j0
∑
k∈Z
(f |ψjk)ψjk
ou` les φjk sont les contracte´es–translate´es de φ. La figure 4.3 donne un
exemple d’ondelette me`re 6, dont on constate qu’elle est, du fait de la re´gu-
larite´ de l’analyse multire´solution dont elle est issue, bien localise´e en temps
et en fre´quence (le second graphe est celui de la transforme´e de Fourier de
ψ, ψ̂). A` partir des ondelettes sur L2(R), il est possible de construire des
ondelettes pe´riodiques sur L2(T) (T = R/Z) ou sur l’intervalle i.e. dans
L2([t0,tf ]). C’est ce type d’ondelettes que l’on va maintenant utiliser pour
effectuer un calcul de discre´tisation adaptative.
Soit donc f ∈ L2(R), et soit ψ l’ondelette me`re issue d’une AMR r–
re´gulie`re ; la transformation de Fourier e´tant une isome´trie de L2(R),
djk = (f |ψjk)
= (f̂ |ψ̂jk)
6. ψ s’appelle la me`re des ondelettes, φ le pe`re.
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Fig. 4.3 – Double localisation de l’ondelette me`re ψ, en temps et en fre´quence,
graˆce a` la re´gularite´ de l’analyse multire´solution associe´e.
et le coefficient d’ondelette djk de f a une double signification : il traduit
non seulement le comportement de f dans le domaine temporel au voisinage
de l’abscisse t = k2−j , mais aussi le comportement fre´quentiel de f autour
de la fre´quence 2j . En effet, on a vu au que la re´gularite´ de l’AMR permet-
tait d’obtenir des fonctions φ et ψ localise´es en temps et en fre´quence ; en
particulier, ψjk, en tant que translate´e, est concentre´e autour de t = k2−j ,
donc djk = (f |ψjk) donne une information sur le comportement de f au
voisinage de l’abscisse repe´re´e par k sur une grille d’e´chelle 2−j . De meˆme,
comme ̂ψ(2jt) = 1/2j ψ̂(λ/2j), ψjk, obtenue par contraction de rapport
2j a` partir de ψ, contient essentiellement des fre´quences proportionnelles a`
2j (si ψ a pour fre´quence dominante λ0, ψjk a pour fre´quence dominante
2jλ0) : djk = (f̂ |ψ̂jk) contient des informations fre´quentielles relatives a` une
fre´quence proportionnelle a` 2j . Le coefficient d’ondelette djk renseigne donc
sur le comportement de f a` la fre´quence repe´re´e par j, au voisinage de l’ins-
tant repe´re´ par k : il s’agit d’une fre´quence locale. Ce type d’analyse permet
ainsi de de´tecter les zones de singularite´, de forte oscillation d’une fonction.
La figure 4.4 montre l’analyse par ondelettes de la fonction θ de´finie au §3.2 :
on observe d’une part que les seuls coefficients d’ondelettes non ne´gligeables
sont ceux correspondant aux deux de´crochements de la fonction, d’autre
part comment s’ope`re la reconstruction de θ, en rajoutant des de´tails de
re´solution de plus en plus fine. Pour calculer une grille de discre´tisation bien
adapte´e a` une fonction, il suffit alors de de´tecter les hautes fre´quences locales
de celle–ci a` l’aide d’une analyse par ondelettes : chaque fois qu’un coeffi-
cient djk de´passe en norme un certain seuil η (|djk| ≥ η), on rajoute un ou
plusieurs points (suivant la strate´gie adopte´e) autour de l’abscisse repe´re´e
par k, sur une grille de finesse j. Ce me´canisme est parame´tre´ par :
– le type d’ondelettes utilise´es : suivant que l’on utilise des ondelettes plus
ou moins re´gulie`res, pe´riodiques ou sur l’intervalle, la discre´tisation
obtenue varie ;
– les re´solutions minimale et maximale : elles sont fonction de la fi-
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Fig. 4.4 – Analyse par ondelettes de la fonction θ de D(R) utilise´e pour le deuxie`me
exemple du §3.2. La reconstruction se fait par re´solution croissante, le support de
la fonction e´tant directement lisible sur ses coefficients d’ondelettes.
nesse des de´tails que l’on veut prendre en compte pour le calcul de
la discre´tisation ;
– le taux de compression : seule une certaine proportion de points de la
grille pleine (grille uniforme de re´solution maximale) est conserve´e ;
plus la compression est grande, moins les grilles obtenues comptent de
points et plus elles sont spe´cifiques de la fonction a` discre´tiser ;
– le mode de calcul : on peut soit effectuer un calcul global de grille
(toutes re´solutions confondues), soit raffiner progressivement celle–ci
en faisant croˆıtre la re´solution ; de plus, dans le cas de fonctions a`
valeurs vectorielles, on peut soit superposer les grilles calcule´es sur
chaque composante, soit se´lectionner les points correspondant aux co-
efficients de modules les plus e´leve´s (toutes composantes confondues),
en ayant au pre´alable normalise´ chaque dimension.
Voici quelques exemples permettant d’illustrer cette technique. On com-
mence par utiliser des pe´riodise´es d’ondelettes a` support compact [7, 55],
avec un mode de calcul global pour calculer une discre´tisation adapte´e a` la
fonction (a` valeurs scalaires) repre´sentant l’e´volution de la longitude vraie
du satellite au cours du proble`me de transfert (transfert coplanaire a` pousse´e
moyenne). En faisant varier le taux de compression de 30 a` 10% (proportion
de points conserve´s par rapport a` la grille pleine), on obtient des grilles de
plus en plus creuses, totalement adapte´es a` la fonction a` discre´tiser, comme le
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montre la figure 4.5. Pour discre´tiser ensuite l’e´tat et l’e´tat adjoint du satel-
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Fig. 4.5 – Parame´trage par le taux de compression. La grille la plus creuse, qui
compte 10 fois moins de points que la grille pleine initiale, discre´tise finement les
variations rapides de la longitude qui correspondent aux passages au pe´rige´e. Les
deux bouts sont sur–discre´tise´s a` cause de la non–pe´riodicite´ de la longitude.
lite au cours du meˆme type de transfert d’orbite, on utilise des ondelettes sur
l’intervalle (qui, contrairement aux ondelettes pe´riodiques, ignorent la non–
pe´riodicite´ des signaux et ne gaspillent pas de points aux deux bouts), avec
un calcul global effectuant une se´lection de points parmi l’ensemble des com-
posantes (le signal est de dimension 10) apre`s normalisation. On joue d’une
part sur le taux de compression (repre´sente´ ici par le nombre N de points
de discre´tisation que l’on souhaite utiliser), d’autre part sur la re´solution
minimale de l’AMR mise en œuvre (selon que l’on veut prendre en compte
des de´tails plus ou moins fins). La figure 4.6 pre´sente les discre´tisations
obtenues pour N = 40 et N = 10 points, avec une re´solution minimale
jmin = 5 : pour N = 10, seules les zones de variations importantes sont bien
discre´tise´es. La figure 4.7 donne les discre´tisations obtenues en faisant varier
la re´solution minimale jmin de 4 a` 6 pour N = 10. Lorsque l’on compare les
discre´tisations obtenues avec la figure 4.6 (cf. cas N = 10 et jmin = 5), on
voit bien comment, de fac¸on qualitative, la finesse des de´tails pris en compte
pour la discre´tisation e´volue : plus jmin augmente, plus les variations de pe-
tite e´chelle sont finement discre´tise´es (au de´triment des variations de grande
e´chelle, puisqu’on travaille avec un nombre de points constant).
Couplage avec l’algorithme de re´solution Le choix des instants ti, i =
0, . . . ,N qui forment la grille de discre´tisation de plus haut niveau du tir
multiple dans sa forme ge´ne´rale n’e´tant pas contraint par la me´thode, on
peut utiliser les techniques reposant sur une analyse par ondelettes que l’on
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Fig. 4.6 – Parame´trage par le nombre de points. Plus le nombre de points est
petit, plus ceux–ci sont concentre´s sur les de´tails significatifs a` la re´solution
conside´re´e.
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Fig. 4.7 – Parame´trage par la re´solution minimale. La re´solution minimale
augmentant, on ne se´lectionne pas le meˆme type de de´tails, comme on le voit
e´galement en comparant les discre´tisations obtenues a` la deuxie`me grille de
la figure 4.6, issue d’un calcul avec jmin = 5.
vient de de´crire. Le paradoxe inhe´rent a` cette de´marche est que, pour obte-
nir une discre´tisation adapte´e au proble`me, il faudrait connaˆıtre a` l’avance
sa solution afin de l’analyser pour en de´duire une grille de discre´tisation,
puis re´soudre sur cette grille. Or, bien que l’on ne connaisse pas la solution
du proble`me avant de l’avoir re´solu, les algorithmes ite´ratifs que l’on met
en œuvre nous apportent des informations partielles mais de plus en plus
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pre´cises sur cette solution : il s’agit donc de coupler la de´marche ite´rative
de la re´solution et le calcul de discre´tisation, afin qu’en utilisant au fur
et a` mesure les informations apporte´es par le processus ite´ratif, le calcul de
discre´tisation produise une grille adapte´e. On verra par exemple au §4.2 com-
ment a` partir d’une approximation initiale grossie`re de la solution, on arrive
a` une discre´tisation parfaitement adapte´e qui rend possible une re´solution
nume´rique tre`s efficace. Trois niveaux de couplage entre re´solution 7 et calcul
de discre´tisation sont envisageables :
– Couplage avec l’ite´ration non–line´aire : la re´solution de l’e´quation non–
line´aire S(y0, . . . ,yN ) = 0 fait ge´ne´ralement appel a` un processus
ite´ratif (de type Newton) ; l’ide´e est alors de coupler le calcul de
discre´tisation a` la progression ite´rative vers la solution : on analyse
par ondelettes l’ite´re´ courant yc = (yc0, . . . ,y
c
N ) pour en de´duire (par
raffinage ou calcul global) une discre´tisation que l’on utilisera pour
de´terminer l’ite´re´ suivant y+. Si l’on est suffisamment proche de la
solution, l’information extraite de l’ite´re´ courant par l’analyse est per-
tinente du point de vue de l’ite´re´ suivant. Ce type de couplage est
utilise´ au §4.3 sur le proble`me de transfert.
– Couplage avec la re´solution : ayant re´solu le proble`me de fac¸on ap-
proximative sur une premie`re grille grossie`re, on analyse l’approxima-
tion trouve´e par l’algorithme pour de´terminer (par raffinage ou calcul
global) une nouvelle discre´tisation sur laquelle on re´sout a` nouveau
le proble`me. Si l’information initiale n’est pas trop faible, on va ainsi
progresser vers une discre´tisation adapte´e au proble`me a` re´soudre. Ce
type de couplage est utilise´ au §4.2 sur des proble`mes aux deux bouts
line´aires.
– Couplage avec la continuation : comme on a l’on vu au chapitre 3
(strate´gie de continuation), on peut avoir inte´reˆt a` mettre en œuvre
une de´marche homotopique pour connecter le proble`me initial a` une
suite de proble`mes plus e´le´mentaires : si λ ∈ [0,1] de´signe le parame`tre
homotopique et si l’homotopie converge, la solution du proble`me de
parame`tre λ doit tendre vers la solution du proble`me initial quand
λ → 1. L’ide´e consiste alors a` utiliser l’information partielle contenue
dans la solution a` l’ite´re´ courant λc pour en de´duire une discre´tisation
afin de re´soudre a` λ+. Ce type de couplage est utilise´ au §4.3 sur le
proble`me de transfert.
On dispose donc d’un sche´ma ge´ne´ral d’algorithme, de type indirect puis-
qu’on travaille sur des proble`mes aux deux bouts, adaptatif sur plusieurs
niveaux (en particulier capable de tirer parti du proce´de´ d’analyse temps–
fre´quence offert par les ondelettes). On propose deux instanciations de cette
7. Dans tout ce qui suit on entend par re´solution le traitement du proble`me a` re´soudre
par l’algorithme retenu, ici le tir multiple ; on ne parlera donc plus de re´solution en ce qui
concerne l’analyse par ondelettes, mais de finesse ou d’e´chelle.
Chapitre 4. Discre´tisation adaptative par ondelettes 67
de´marche dans les sections qui suivent : par les diffe´rences finies pour traiter
des proble`mes line´aires aux deux bouts et comparer les performances avec
celles de la me´thode pseudo–spectrale du chapitre 3, par le tir multiple sous
sa forme adaptative pour re´soudre le proble`me de transfert.
4.2 Application aux proble`mes line´aires aux deux
bouts
Principe Soit a` re´soudre (LBV P ), le proble`me aux deux bouts line´ai-
re de la forme y˙ = A(t)y + b(t), t ∈ [0,tf ] avec les conditions aux deux
bouts C0y(t0) + Cfy(tf ) = d. On va comparer les performances (pre´cision,
efficacite´) de l’approche pseudo–spectrale de´veloppe´e au §3.2 avec une ins-
tanciation particulie`re de la technique de´veloppe´e au §4.1. Le couplage mis
en œuvre entre tir multiple et calcul de discre´tisation est du type couplage
avec la re´solution : on re´sout ite´rativement (LBV P ) a` l’aide d’une me´thode
de tir multiple (plus pre´cise´ment du type diffe´rences finies), en raffinant
d’une ite´ration sur l’autre la grille des abscisses de discre´tisation en fonction
de la solution courante, de fac¸on a` finalement re´soudre le proble`me sur une
grille qui lui est comple`tement adapte´e. La line´arite´ du proble`me fait que,
pour A et b diffe´rentiables, le flot est partout de´fini et affine,
ϕsty = Y
s
t y +
∫ t
s
(Y su )
−1b(u)du
avec Y st solution fondamentale de Y˙ = A(t)Y , de sorte que
S(y0, . . . ,yN ) =

Y t0t1 −I 0 . . . 0
0
. . . . . . 0
...
... 0
. . . . . . 0
0 . . . 0 Y tN−1tN −I
C0 0 . . . 0 Cf

 y0...
yN

+

∫ t1
t0
(Y t0t )
−1b(t)dt
...∫ tN
tN−1(Y
tN−1
t )
−1b(t)dt
−d

(4.8)
La re´solution de (LBV P ) est donc ramene´e a` la re´solution d’un syste`me
line´aire creux pour laquelle on fait appel a` une factorisation LU creuse.
La me´thode de tir multiple utilise´e est du type diffe´rences finies en ce sens
qu’elle utilise N+1 instants de tir, un seul pas interme´diaire de discre´tisation
(p = 1), et une quadrature d’ordre fixe r. Le nombre N + 1 et la localisation
des instants de tir e´volue dynamiquement a` l’aide du calcul de discre´tisation
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par ondelettes. Le sche´ma utilise´ avec p = 1, du type Runge–Kutta, est une
variante de celui pre´sente´ au §4.1 (technique de condensation des inconnues
locales [1]) :
yi,1 = yi + hiΦ(ti,yi,hi), i = 0, . . . ,N − 1
Φ(t,y,h) =
r∑
k=1
βkξk
ξk = ξ(tk,y + h
r∑
l=1
αklξl), k = 1, . . . ,r
tk = t+ γkh
Les sche´mas utilise´s sont de Gauss (polynoˆmes de Legendre), d’ordre r = 2
ou 3. La discre´tisation adaptative est obtenue ite´rativement, en proce´dant
comme suit : e´tant donne´e une finesse de re´solution initiale j0, on discre´tise
le proble`me, ramene´ sur [0,1] par homothe´tie, a` l’aide de 2j0 + 1 instants
de tir (N = 2j0) re´partis uniforme´ment. On analyse ensuite par ondelettes
la solution, a priori assez grossie`re, obtenue sur cette premie`re grille ; on
se´lectionne alors les points auxquels correspondent les coefficients les plus
e´leve´s (on en prend une proportion fixe´e η), et on rajoute deux nouveaux
instants de discre´tisation, a` la finesse j = j0 + 1, autour de chacun de ces
points (cf. figure 4.8). Ce traitement est applique´ a` chaque dimension de la
j
j+1
Fig. 4.8 – Raffinage de grille. La` ou` un coefficient d’ondelette a` l’e´chelle j est plus
grand que le seuil fixe´, on rajoute des points de part et d’autre sur la nouvelle grille
d’e´chelle j + 1.
solution, et la grille globale est de´termine´e comme le ou logique des grilles sur
chaque dimension (il s’agit donc d’un raffinage de grille avec superposition).
On ite`re ensuite sur j. Suivant la proportion η de se´lection que l’on impose,
les grilles sont plus ou moins creuses, non–uniformes. Les re´solutions uti-
lise´es pour les deux exemples nume´riques traite´s vont de j = 5 a` j = 16 (ce
qui correspond a` des pas de discre´tisation sur [0,1] de ' 0.03 et ' 0.00001
respectivement). Les ondelettes sont des pe´riodise´es d’ondelettes a` support
compact (Daubechies) ou des ondelettes syme´triques (Symmlet, cf. [7]). En-
fin, le taux de se´lection (ou compression) η varie suivant le proble`me de 9 a`
2%.
Re´sultats nume´riques pour (LBV P )2 On conside`re a` nouveau le se-
cond proble`me line´aire aux deux bouts (LBV P )2 du §3.2 pour ε = 0.1, afin
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de pouvoir comparer la me´thode pseudo–spectrale a` base de polynoˆmes de
Tchebycheff avec les diffe´rences finies utilisant une discre´tisation adaptative
par ondelettes. La figure 4.9 repre´sente les re´sultats de ce dernier algorithme :
partant d’une re´solution j = 5, on re´sout ite´rativement le proble`me en raffi-
nant au fur et a` mesure la grille de discre´tisation en fonction de la solution
courante, pour arriver a` une approximation de la solution sur une grille
non–uniforme de re´solution maximale j = 10. Le sche´ma utilise´ est de type
Gauss avec r = 2, pour un taux de se´lection η = 9%.
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Fig. 4.9 – Proble`me (LBV P )2, ε = 0.1, discre´tisation adaptative (taux de se´lection
de 9%). Au fur et a` mesure que la grille est raffine´e en utilisant la solution courante,
la pre´cision augmente.
Le tableau 4.1 re´capitule les re´sultats obtenus pour les deux me´thodes,
pseudo–spectrale (Tchebycheff) et diffe´rences finies adaptatives. On constate
un gain conside´rable en temps de calcul avec la deuxie`me me´thode, essentiel-
lement duˆ au caracte`re adaptatif de sa discre´tisation : alors qu’il faut 2000
points avec Tchebycheff, on n’a besoin que de 183 points pour les diffe´rences
finies, le temps de calcul e´tant divise´ par plus de 300. Par ailleurs, on ve´rifie
que la grille de discre´tisation obtenue avec la deuxie`me me´thode est bien
totalement adapte´e au proble`me traite´, dans la mesure ou`, si l’on re´sout le
meˆme proble`me a` l’aide du meˆme algorithme, mais sur des grilles pleines, i.e.
en se´lectionnant tous les points de re´solution supe´rieure pour l’ite´ration sui-
vante (η = 100%), on obtient a` peu pre`s les meˆmes solutions interme´diaires
(cf. figure 4.10). Mais, plus important encore, on ve´rifie qu’il est plus ra-
pide de re´soudre ite´rativement le proble`me en adaptant au fur et a` mesure
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Tab. 4.1 – Comparaison avec Tchebycheff, ε = 0.1. Les temps d’exce´cution sur
Sun 20 sont en secondes, et les erreurs mesure´es sont les erreurs absolues.
Tchebycheff Diffe´rences finies
adaptatives
N 2000 183
Exe´cution 3880 10
∆y2(t0) 0.00041 0.00042
∆y1(tf ) 0.0016 0.0017
la grille (on fait 6 ite´rations, de j = 5 a` j = 10), plutoˆt que de re´soudre
une seule fois le proble`me sur la grille pleine la plus fine : on obtient dans
les deux cas la meˆme pre´cision, avec, dans le cas adaptatif, 5 fois moins
de points de discre´tisation, et un temps de calcul divise´ par 4. Le tableau
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Fig. 4.10 – Proble`me (LBV P )2, ε = 0.1, discre´tisation uniforme. On obtient la
meˆme pre´cision sur les solutions interme´diaires qu’avec les grilles creuses.
4.2 donne la synthe`se de la comparaison entre la me´thode couple´e avec une
adaptation ite´rative de la discre´tisation par ondelettes, et les diffe´rences
finies applique´es directement au proble`me sur la grille uniforme comple`te
de re´solution maximale. Si l’on conside`re toujours le meˆme proble`me, mais
avec ε = 0.01, l’inte´reˆt de l’approche adaptative utilisant les ondelettes est
encore plus e´vident (l’erreur commise avec la me´thode pseudo–spectrale de-
venant tre`s importante). De plus, on continue d’obtenir la meˆme pre´cision
qu’en effectuant une seule re´solution sur la grille pleine uniforme de finesse
maximale (qui compte maintenant 19 fois plus de points), pour un temps
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Tab. 4.2 – Comparaison avec grille uniforme, ε = 0.1. Les temps d’exce´cution sur
Sun 20 sont en secondes, et les erreurs mesure´es sont les erreurs absolues.
Diffe´rences finies Diffe´rences finies
uniformes adaptatives
N 1024 183
Exe´cution 40 10
∆y2(t0) 0.00044 0.00042
∆y1(tf ) 0.0017 0.0017
de calcul cette fois divise´ par plus de 13. Le tableau 4.3 donne les re´sultats
associe´s.
Tab. 4.3 – Comparaison avec Tchebycheff et grille uniforme, ε = 0.01. Les temps
d’exce´cution sur Sun 20 sont en secondes, et les erreurs mesure´es sont les erreurs
absolues.
Tchebycheff Diffe´rences finies Diffe´rences finies
uniformes adaptatives
N 2000 8192 435
Exe´cution 3720 619 45
∆y2(t0) 1710 0.076 0.076
∆y1(tf ) 6930 0.31 0.31
Re´sultats nume´riques pour (LBV P )1 Reprenant le premier proble`-
me aux deux bouts line´aires du §3.2, on fait maintenant ε = 0.002 (ce
proble`me avait e´te´ re´solu pour ε = 0.01 par la me´thode pseudo–spectrale),
ce qui occasionne un proble`me encore plus oscillatoire que pre´ce´demment.
La figure 4.11 pre´sente un de´tail des deux composantes de la solution pour
ε = 0.002 (valeur pour laquelle ωε et sa de´rive´e pre´sentent plus de 150
oscillations). Les re´sultats de la me´thode pseudo–spectrale et des diffe´rences
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Fig. 4.11 – De´tail de la solution de (LBV P )2 pour ε = 0.002.
finies adaptatives sont repre´sente´s respectivement par les figures 4.12 et 4.13.
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Pour Tchebycheff, on a utilise´ N = 2000 points de discre´tisation, et pour
les diffe´rences finies, les re´solutions vont de j = 9 a` j = 16 pour un taux de
se´lection η = 8%, le sche´ma utilise´ e´tant du Gauss d’ordre 3.
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Fig. 4.12 – Proble`me (LBV P )1, ε = 0.002, me´thode pseudo–spectrale. On retrouve
une erreur tre`s importante, de type oscillatoire, comme dans le cas ε = 0.01 au
§3.2. Mais tandis que pour ε = 0.01, N = 500 points suffisaient a` faire converger
l’algorithme, on est de´ja` ici a` N = 2000.
Alors que la me´thode utilisant les polynoˆmes de Tchebycheff fournit une
tre`s mauvaise approximation de la solution, les diffe´rences finies adaptatives
permettent d’obtenir une solution pre´cise sur une grille bien adapte´e. Le
tableau 4.4 de´taille les re´sultats pour chacune des deux me´thodes. Il n’est pas
possible ici de comparer la deuxie`me me´thode avec la solution sur une grille
pleine car, a` la re´solution maximale, une telle grille comporterait N = 65537
points (soit 9 fois plus que la grille creuse obtenue), ce qui, bien que le
syste`me associe´ soit creux, ne´cessiterait des moyens et un temps de calcul
trop importants. Ce dernier point illustre encore l’inte´reˆt de calculer au fur
et a` mesure de la re´solution une grille de discre´tisation adapte´e.
Tab. 4.4 – Comparaison avec Tchebycheff, ε = 0.002. Les temps d’exce´cution sur
Sun 20 sont en secondes, et les erreurs mesure´es sont les erreurs relatives.
Tchebycheff Diffe´rences finies
adaptatives
N 2000 7311
Exe´cution 3955 1100
∆y2(t0) > 100% 3%
∆y1(tf ) > 100% 3%
On voit sur ces exemples comment la me´thode permet non seulement de
re´soudre plus pre´cise´ment et plus rapidement les proble`mes traite´s que l’ap-
proche pseudo–spectrale du chapitre 3, mais aussi d’obtenir une re´solution
aussi pre´cise et plus efficace sur une grille creuse adapte´e que sur la grille
pleine correspondante. Une discre´tisation adaptative du proble`me permet
Chapitre 4. Discre´tisation adaptative par ondelettes 73
0 0.5 1
7
8
9
J = 9        N = 512
0.05 0.1 0.15
100
110
120
x1              
0 0.05 0.1
−1
0
1
2
x 106
x2              
0 0.5 1
5
10
15
J = 10        N = 557
0 0.05 0.1 0.15
25
30
35
x1              
0 0.1 0.2 0.3
−20
−10
0
x 104
x2              
0 0.5 1
0
20
40
J = 11        N = 661
0 0.02 0.04 0.06
35
40
45
x1              
0.02 0.04 0.06
−2
0
2
4
6
8
x 105
x2              
0 0.5 1
0
50
J = 12        N = 875
0 0.05 0.1 0.15
−40
−30
x1              
0.01 0.02 0.03 0.04
−3
−2
−1
0
1
x 105
x2              
0 0.5 1
0
50
100
J = 13        N = 1344
0.020.040.060.08 0.1 0.12
42
44
46
48
x1              
0.02 0.04 0.06 0.08 0.1
−1
0
1
2
x 104
x2              
0 0.5 1
0
100
200
J = 14        N = 2215
0 0.05 0.1 0.15
−22
−20
−18
−16
x1              
0 0.01 0.02
−5
0
5
10
15
x 104
x2              
0 0.5 1
0
200
400
J = 15        N = 3961
0 0.1 0.2
−2
0
2
x1              
0 5 10
x 10−3
−1
0
1
x 105
x2              
0 0.5 1
0
500
1000
J = 16        N = 7311
0 0.1 0.2
−1
0
1
x1              
0 2 4
x 10−3
−2
0
2
x 105
x2              
Fig. 4.13 – Proble`me (LBV P )1, ε = 0.002, discre´tisation adaptative. Bien
que tre`s oscillatoire, la solution est finalement obtenue avec une erreur relative
infe´rieure a` 3%. Plutoˆt que de reprs´enter sur les graphes de gauche les grilles de
discre´tisation, on a figure´ la densite´ de re´partition des points : l’essentiel des ins-
tants de discre´tisation est bien concentre´ au voisinage de l’origine.
en effet d’approcher plus rapidement et plus pre´cise´ment la solution que la
discre´tisation fige´e associe´e aux polynoˆmes de Tchebycheff. Comme en outre
le syste`me line´aire re´sultant est creux dans le premier cas, et plein dans le
second, les temps de calcul sont conside´rablement ame´liore´s. Le paragraphe
suivant illustre l’utilisation de la me´thode sur le proble`me aux deux bouts
non–line´aire issu de l’application du principe du maximum au proble`me de
transfert.
4.3 Application au transfert
Principe Comme au §3.1, on conside`re (SP )Fmax sous sa forme la plus
simple, c’est–a`–dire dans le cas coplanaire avec masse constante. Afin d’a-
boutir a` un proble`me aux deux bouts non–line´aire sous la forme standard
(4.1)–(4.2), on se rame`ne a` un proble`me de controˆle a` temps final fixe´ en
faisant de tf une variable d’e´tat, ou plus pre´cise´ment un e´tat constant :
t˙f = 0
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Une simple homothe´tie permet alors de reformuler (SP )Fmax comme le nou-
veau proble`me de Mayer
tf (1)→ min
(x,tf ) ∈W1,∞5 ([0,1]), u ∈ L∞2 ([0,1])
x˙ = tf (f0(x) + 1/m0(u1f1(x) + u2f2(x))), t ∈ [0,1]
t˙f = 0
x(0) = x0, h(x(1)) = 0
(tf t,x) ∈ A, |u| ≤ Fmax
On sait, d’apre`s les re´sultats du chapitre 2 (corollaire 2.4) que ce proble`me
e´quivalent admet une solution (x,tf ,u) que l’on peut caracte´riser a` l’aide du
principe du maximum sous l’hypothe`se d’inte´riorite´ aux contraintes (I1) (cf.
§2.2) : il existe des e´tats adjoints absolument continus p = (pP ,pex ,pey ,pL)
et ptf , respectivement associe´s a` x et tf , et un scalaire positif p0 tels que
p˙ = −∂xH(x,tf ,p,u), t ∈ [0,1]
p˙tf = −∂tfH(x,tf ,p,u)
ou` H(x,tf ,p,u) = tf (H0 +1/m0 (u1H1 +u2H2)) est l’hamiltonien du proble`-
me, avec Hi(y) = (p|fi(x)) et y = (x,p). Comme on l’a vu au chapitre 2, on
a en plus les conditions de transversalite´, qui ici s’e´crivent tout simplement
P (0) = P 0 P (1) = P f
ex(0) = e0x ex(1) = e
f
x
ey(0) = e0y ey(1) = e
f
y
L(0) = L0 pL(1) = 0
ptf (0) = 0 ptf (1) = p0
(4.9)
ainsi que la condition de minimalite´ de l’hamitonien qui implique que
u = −Fmax(H1,H2)/|(H1,H2)| (4.10)
partout ou` (H1,H2) 6= 0. Moyennant l’hypothe`se de qualification des con-
traintes 8 (I2) qui permet de prendre p0 = 1 dans (4.9), et l’hypothe`se usuelle
de non–commutation
(I3) Le controˆle optimal est continu
on a bien de´fini un proble`me aux deux bouts de la forme voulue, dont les
conditions aux extreˆmite´s sont de´finies par (4.9) et dont l’e´quation diffe´ren-
tielle ordinaire est (x˙,t˙f ,p˙,p˙tf ) = ξ(x,tf ,p,ptf ) avec
ξ(x,tf ,p,ptf ) =

∂pH(x,tf ,p,u(y))
0
−∂xH(x,tf ,p,u(y))
−∂tfH(x,tf ,p,u(y))
 (4.11)
8. On ne conside`re pas le cas de la trajectoire anormale obtenu pour p0 = 0.
Chapitre 4. Discre´tisation adaptative par ondelettes 75
ou` u est de´fini comme une fonction diffe´rentiable de y = (x,p) par (4.11) en
vertu de (I3). L’hypothe`se de non–commutation s’appuie sur le fait qu’on a
e´tabli au chapitre 2 que, si les commutations se produisent au pe´rige´e ou a`
l’apoge´e (et l’expe´rimentation nume´rique montre que toutes les fortes varia-
tions du controˆle se produisent au pe´rige´e), il y au plus une commutation
dans le cas a` masse constante. Sous (I1)–(I3), la fonction de tir multiple est
bien de´finie et diffe´rentiable d’apre`s la proposition 4.1, et le proble`me aux
deux bouts (4.9), (4.11)—dont on sait qu’il posse`de au moins une solution de
par les re´sultats d’existence sur (SP )Fmax—est e´quivalent a` l’e´quation non–
line´aire de tir multiple. Celle–ci est re´solue par le solveur Hybrid–Powell
(modification de la me´thode de Newton) de [44] (routine C05NCF), sachant
que l’inte´grateur utilise´ est un Runge–Kutta d’ordre 4 (code RKF45 de [67]).
En ce qui concerne la discre´tisation, il s’ave`re [13] que l’application
directe du tir multiple avec une grille uniforme au proble`me diverge tre`s
rapidement, de`s 20 Newtons. C’est pourquoi on essaie de choisir les ins-
tants de tir de fac¸on plus adaptative, suivant la technique pre´sente´e au
§4.1. Pour cela, on utilise les ondelettes sur l’intervalle de [7], avec une fi-
nesse de re´solution variant de jmin = 4 a` jmax = 13. Le mode de calcul
mis en œuvre est du type calcul global avec N = 10 instants de tir (on
ne fait pas de raffinage comme au §4.2, mais on calcule directement une
grille non–uniforme de discre´tisation), avec se´lection (i.e. on ne superpose
pas les grilles obtenues sur chaque dimension, mais on traite globalement
l’ensemble des composantes de la fonction analyse´e, apre`s normalisation).
Trois types de couplages entre re´solution et calcul de discre´tisation sont en-
visageables, a` savoir le couplage avec l’ite´ration non–line´aire, le couplage
avec la re´solution, et le couplage avec l’homotopie ; le premier et le dernier
sont utilise´s dans ce qui suit, pas le second dans la mesure ou` l’inte´grateur
nume´rique fournit de´ja` une solution tre`s pre´cise, quelle que soit la grille
utilise´e (essentiellement graˆce a` une politique adaptative du pas—i.e. du se-
cond niveau de discre´tisation de´fini au §4.1—en fonction de l’erreur locale).
Le calcul est effectue´e sur calculateur HP PA–C160 avec un code Fortran,
et les unite´s utilise´es sont, comme au §3.1, le me´game`tre et l’heure, avec les
mises a` l’e´chelle de´crites table 4.5. Les valeurs pour les conditions initiales
et terminales sont (cf. (1.15)) :
P 0 = 11.625 Mm P f = 42.165 Mm
e0x = 0.75 e
f
x = 0
e0y = 0 e
f
y = 0
L0 = pi
m0 = 1500 kg µ0 = 5165.8620912 Mm3.h−2
(4.12)
Couplage avec l’ite´ration non–line´aire On a tout d’abord utilise´ le
couplage de plus bas niveau, entre l’ite´ration non–line´aire et le calcul de
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Tab. 4.5 – Scaling sur les variables.
Variable Scaling Variable Scaling
P 1 pP 100
ex 10 pex 1
ey 10 pey 1
L 1 pL 10
tf 1 ptf 1
discre´tisation. Cette de´marche n’ayant un sens que pour des pousse´es suffi-
samment faibles occasionnant un nombre assez grand d’ite´rations du solveur
non–line´aire, l’e´tude a porte´ sur des pousse´es infe´rieures a` 9 Newtons. Par
exemple, pour Fmax = 7 Newtons, on a proce´de´ de la fac¸on suivante : on
fait du tir simple (N = 1) jusqu’a` ce que le solveur atteigne une certaine
tole´rance tol sur la solution courante, puis on passe en tir multiple (avec
N = 10), en choisissant les instants de tir a` l’aide du calcul de discre´tisation
par ondelettes. Pour 7 Newtons, avec une tole´rance tol de 0.1, bien que l’on
s’arreˆte environ a` la moitie´ des ite´rations effectue´es par le solveur avec du
tir simple, l’approximation courante de la solution est suffisamment riche
pour permettre de calculer une discre´tisation adapte´e pour le tir multiple.
Cette approximation, sur laquelle on a superpose´ la grille calcule´e (calcul
global avec se´lection sur l’ensemble des 10 composantes), ainsi que la solu-
tion de´termine´e par tir multiple, sont repre´sente´es figure 4.14.
Mais ce proce´de´, qui permet d’introduire une de´composition de fac¸on
adaptative, s’ave`re limite´ de`s lors que l’on conside`re des pousse´es plus fai-
bles : on est alors oblige´ d’effectuer la quasi–totalite´ des ite´rations en tir
simple pour pouvoir initialiser la re´solution par tir multiple, sous peine de
ne pouvoir faire converger cette dernie`re. Par exemple, pour Fmax = 0.1
Newton, on n’obtient la convergence du tir multiple (toujours avec N = 10)
ni pour tol = 0.01, ni pour tol = 0.001 (alors que l’on est presque a` la
solution). C’est pourquoi on a mis en œuvre un couplage diffe´rent, qui tire
parti de la re´solution via la continuation sur la pousse´e maximale permise.
Couplage avec la continuation La continuation discre`te sur Fmax uti-
lise´e est susceptible de nous fournir un couplage inte´ressant dans la me-
sure ou` elle permet d’utiliser la solution a` F cmax (pousse´e courante) pour
de´terminer une discre´tisation pour F+max (pousse´e suivante). Comme on a
l’a dit au §4.1, ce proce´de´ n’a de sens que si cette progression homotopique
est telle que les ite´re´s soient proches les uns des autres. Or ici, si l’on applique
telle quelle cette technique en partant de Fmax = 60 Newtons, l’algorithme
diverge encore de`s 20 Newtons. La raison en est que l’utilisation du tir mul-
tiple avec la continuation fournit comme point initial au solveur des valeurs
interme´diaires qui figent trop l’ite´re´ courant, l’empeˆchant ainsi d’e´voluer vers
la solution (contrairement au tir simple qui n’initialise l’algorithme qu’avec
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Fig. 4.14 – Transfert 2D a` masse constante, 7 Newtons, couplage avec l’ite´ration
non–line´aire. Le graphe de gauche donne l’allure de l’approximation obtenue par tir
simple avec une tole´rance tol = 0.1. On calcule, a` partir de cette approximation, une
grille de N = 10 instants de tir—grille que l’on a superpose´e au graphe—que l’on
utilise pour terminer la re´solution en tir multiple. La solution finale est repre´sente´e
par le graphe de droite.
les valeurs en t = 0, contraignant de ce fait moins l’ite´ration, cf. chapitre 5).
C’est pourquoi on a duˆ prendre en compte l’e´volution particulie`re de la so-
lution du proble`me avec l’homotopie choisie : la continuation portant sur
Fmax, que l’on fait progressivement de´croˆıtre, le temps de transfert optimal
tf augmente, et l’on constate graˆce a` l’expe´rimentation nume´rique que, bien
que des changements importants de structure se produisent pour certaines
pousse´es, les solutions obtenues ont tendance a` se prolonger l’une l’autre.
Il paraˆıt alors naturel de ne prendre en compte l’information extraite de
la solution a` F cmax que sur le sous–intervalle [0,F
+
max/F
c
max], compte–tenu
de la relation heuristique de constance du produit tfFmax mise en e´vidence
dans [49] (cette heuristique sera utilise´e intensivement avec le tir simple au
chapitre suivant).
Cette nouvelle approche s’est ave´re´e parfaitement convenir au cas des
pousse´es fortes a` moyennes, puisqu’elle a permis d’obtenir des de´composi-
tions adapte´es de 60 a` 9 Newtons. Pour des pousse´es plus faibles, on observe
le meˆme phe´nome`ne que pre´ce´demment, a` savoir la ne´cessite´ de re´duire for-
tement le pas de la continuation pour garantir la convergence ; en particulier,
un fort changement de structure de la solution a lieu entre 9 et 7 Newtons,
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ce qui explique que les difficulte´s apparaˆıssent a` ce niveau. Pour ce type de
pousse´es, c’est le tir simple qui contraint moins l’approximation initiale de la
solution qui, couple´ au proce´de´ de continuation, s’ave`rera le plus efficace. Le
tableau 4.6 re´sume les re´sultats obtenus par le tir multiple (N = 10), avec le
couplage via l’homotopie de´crit ci–avant (le re´sultat du tir simple a` 60 New-
tons servant d’initialisation). On constate en particulier pour 30 Newtons
que, par rapport a` la me´thode spectrale du §3.1, meˆme si le re´sultat sur tf
est le´ge`rement moins bon, le temps de calcul passe de 209 a` 3 secondes (sur
des stations de performances comparables). Les figures 4.15 a` 4.17 donnent
l’allure des solutions pour 24, 17 et 12 Newtons.
Tab. 4.6 – Tir multiple, couplage avec la continuation. Les pousse´es sont en New-
tons, et les temps de calcul sur HP PA–C160 en secondes.
Fmax tf Exe´cution
30 32.56 3
24 35.93 3
17 51.51 6
12 73.27 19
9 100.8 19
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Fig. 4.15 – Transfert 2D a` masse constante, 24 Newtons, couplage avec l’homo-
topie. Les graphes de gauche et de droite correspondent a` la meˆme solution, mais
a` gauche, la grille est celle sur laquelle la re´solution a e´te´ effectue´e, a` droite celle
que l’on peut calculer a` partir de la solution elle–meˆme, et qui sert pour la pousse´e
suivante.
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Fig. 4.16 – Transfert 2D a` masse constante, 17 Newtons, couplage avec l’homoto-
pie.
Conclusion
Dans le cas des proble`mes aux deux bouts line´aires, le couplage, au
niveau de la re´solution, entre tir multiple et calcul de discre´tisation par
ondelettes a permis de calculer des grilles creuses parfaitement adapte´es
aux proble`mes re´solus. Les re´sultats obtenus sont ainsi largement supe´rieurs
a` ceux de la me´thode pseudo–spectrale du chapitre §3, non seulement en
temps d’exe´cution (divise´ par plus de 300 dans certains cas), mais aussi en
pre´cision. Enfin, on ve´rifie que, pour une pre´cision e´gale, il est plus rapide
(jusqu’a 13 fois) de re´soudre le proble`me par la me´thode propose´e, plutoˆt
que de le re´soudre avec la discre´tisation uniforme correspondante.
En ce qui concerne la re´solution du proble`me de transfert d’orbite en
temps minimal (mode`le 2D a` masse constante), graˆce a` un couplage avec le
processus de continuation, une strate´gie de de´composition adaptative faisant
intervenir le calcul de discre´tisation par ondelettes a pu eˆtre mise en œuvre,
permettant la re´solution par tir multiple du proble`me pour des pousse´es
fortes a` moyennes. Les difficulte´s rencontre´es pour des pousse´es plus faibles
(infe´rieures a` 7 Newtons), ont mis en e´vidence la ne´cessite´ d’un compromis
entre quantite´ d’informations apporte´es par la discre´tisation et marge de
manœuvre laisse´e a` l’algorithme pour la recherche de la nouvelle solution :
le tir multiple, dont l’utilisation demande de fixer plusieurs valeurs initiales
sur la trajectoire, a tendance a` trop figer l’approximation de la solution. Le
tir simple, dont l’utilisation conjointe avec la continuation sur la pouse´e est
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Fig. 4.17 – Transfert 2D a` masse constante, 12 Newtons, couplage avec l’homoto-
pie.
pre´sente´e au chapitre suivant, e´vite ce genre d’e´cueil.
Notes
Le tir multiple et les autres techniques classiques de re´solution de proble`-
mes aux deux bouts sont e´tudie´s en de´tail dans [1]. La pre´sentation que l’on
en fait a pour but d’une part de donner un cadre algorithmique ge´ne´ral qui
recouvre les diffe´rentes me´thodes utilise´es tout en insistant sur la pre´sence de
plusieurs niveaux de discre´tisation (et donc d’adaptativite´ possibles), d’autre
part de faire appel aux bons outils, en l’occurence les flots de champs de vec-
teurs de´pendant du temps avec le formalisme de [2]. A` cet e´gard, on s’est
volontairement place´ dans le cas tre`s re´gulier, ou` le champ est diffe´rentiable,
dans la mesure ou` en controˆle optimal on est essentiellement confronte´ a`
deux possibilite´s : selon que la minimisation de l’hamiltonien produit une
de´pendance lisse ou non du controˆle en fonction du couple e´tat–e´tat adjoint,
le second membre du proble`me aux deux bouts est soit diffe´rentiable, soit
meˆme pas continu. Dans le second cas, que l’on e´limine ici en faisant l’hy-
pothe`se (I3) de continuite´ du controˆle, les techniques a` mettre en œuvre
pour obtenir des re´sultats de re´gularite´—ne´cessairement plus faibles—sur la
solution (et sur la fonction de tir) sont de nature comple`tement diffe´rente, et
font par exemple appel a` la the´orie des fonctions multivalue´es [34]. Concer-
nant les ondelettes, outre l’introduction pre´sente dans [37], on a utilise´ le
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livre de Meyer [55], en pensant au de´part faire appel aux ondelettes comme
a` une base hilbertienne particulie`re (bien que non–polynoˆmiale) dans le cas
de me´thodes spectrales ou pseudo–spectrales. C’est la lecture d’une note
technique de Jameson [46] qui nous a incite´ a` les utiliser comme proce´de´
de calcul d’une discre´tisation adaptative couple´ a` une me´thode existante.
Mais alors que dans [46] la discre´tisation est calcule´e a posteriori, connais-
sant la solution sur la grille de finesse maximale (le proble`me e´tant alors a`
nouveau re´solu sur la grille adapte´e), nous introduisons un couplage effectif,
graˆce auquel la grille est calcule´e dynamiquement, au fur et a` mesure que la
re´solution progresse, re´alisant ainsi un gain conside´rable en performance par
rapport au calcul sur la grille pleine que nous n’effectuons jamais. Dans le
cas des proble`mes aux deux bouts line´aires, les performances du code WASP
de´veloppe´ (cf. [12, 13, 15, 22, 25]), qui utilise la boˆıte a` outils WaveLab
[7], reposent en grande partie sur la routine de factorisation LU creuse de
Matlab [75]. Enfin, pour ce qui est du traitement du temps final libre sur le
proble`me de transfert (cf. aussi chapitres 5 et 6), diffe´rentes voies sensible-
ment e´quivalentes sont envisageables ; en particulier, on peut d’emble´e faire
de tf un parame`tre et se ramener sur [0,1], puis e´crire le lagrangien corres-
pondant et en de´river l’e´quation ve´rifie´e par le multiplicateur associe´ a` tf
(par exemple en utilisant le formalisme des proble`mes mixtes de [45]). On
e´vite ainsi d’inte´grer l’e´quation t˙f = 0, inte´gration dont le couˆt est toutefois
a` peu pre`s ne´gligeable.
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Troisie`me partie
Techniques parame´triques
Alors que les me´thodes pre´sente´es dans la deuxie`me partie trouvent
un champ d’application naturel avec les proble`mes a` pousse´e forte ou
moyenne, le traitement des transferts a` pousse´e faible (de l’ordre de
0.3 Newton) est au cœur de cette troisie`me et dernie`re partie. Les
deux approches envisage´es ont en commun d’eˆtre parame´triques : pa-
rame´trisation par la contrainte de borne essentielle sur le controˆle
(ici la pousse´e maximale permise) dans un cas, par le crite`re a` mi-
nimiser (a` savoir le temps de transfert pour le proble`me qui nous
inte´resse) dans l’autre cas. Ainsi e´tudie–t–on au chapitre 5 l’associa-
tion de la de´marche classique du tir simple avec le proce´de´ de conti-
nuation sur la pousse´e que l’on a de´ja` utilise´ au §3.1 et au §4.3. Les
proprie´te´s de cette de´marche homotopique et les re´sultats obtenus pour
les mode`les 2D et 3D font de l’approche propose´e l’outil le plus efficace
pour la re´solution des proble`mes de transfert. Pour aller plus loin en-
core du point de vue de la robustesse nume´rique, une ge´ne´ralisation
de l’approche de´veloppe´e dans [49] est propose´e au chapitre 6. La pa-
rame´trisation par le crite`re effectue´e, qui s’accompagne d’une mesure
de la controˆlabilite´ du proble`me, permet de s’affranchir de fac¸on signi-
ficative de la sensibilite´ a` l’initialisation des me´thodes indirectes clas-
siques. Dans ce contexte, l’analyse des algorithmes de´finis be´ne´ficie des
re´sultats modernes en controˆle parame´trique de [52, 53].
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Chapitre 5
Continuation et tir simple
L’objectif de ce chapitre est double : on souhaite justifier le proce´de´ de
continuation sur la pousse´e maximale que l’on a de´ja` rencontre´ dans
les chapitres pre´ce´dents, tout en l’utilisant cette fois de fac¸on encore
plus intensive avec la me´thode du tir simple pour re´soudre le proble`me
de transfert a` tre`s faible pousse´e. On donne donc au §5.1 un re´sultat
de continuite´ sur la fonction valeur d’un proble`me ge´ne´rique parame´tre´
par la valeur de la contrainte de borne essentielle sur le controˆle ; cette
proprie´te´—a` laquelle sont associe´s des re´sultats de convergence faible—
garantit la re´gularite´ minimale dont on a besoin pour que la technique
de continuation ait bien un sens. L’application aux transferts 2D a`
masse constante et 3D a` masse variable de cette approche, couple´e avec
le tir simple, fournit les meilleurs re´sultats que nous ayons obtenus, en
termes de performance, de pre´cision, et de richesse (de 60 a` 0.2 Newtons
en 3D, de 60 a` 0.075 Newtons en 2D).
5.1 Continuation sur la borne essentielle du con-
troˆle
Principe On conside`re le proble`me ge´ne´rique parame´trique suivant, que
l’on note (OCP )ρ, ou` ρ > 0 est un parame`tre scalaire (le temps final tf est
pris libre, sachant que la de´marche s’applique telle que au cas tf fixe´) :
g(tf ,x(tf ))→ min
tf ∈ R, x ∈W1,∞n ([0,tf ]), u ∈ L∞m ([0,tf ])
x˙ = f(t,x,u), t ∈ [0,tf ]
x(0) = x0, h(tf ,x(tf )) = 0
(t,x) ∈ A, u ∈ Uρ(t,x) (5.1)
On suppose que les donne´es du proble`me sont (C∞–) diffe´rentiables, que h
est une submersion de R×Mn sur Rl, ou` Mn est une sous–varie´te´ ouverte
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de Rn sur laquelle la dynamique est de´finie. Le parame`tre ρ intervient dans
la contrainte (5.1) sur le controˆle selon
Uρ(t,x) = U(t,x) ∩Bf (0,ρ)
ou` U(t,x) est ferme´ dans Rm quel que soit (t,x) ∈ R×Mn, et ou` Bf (0,ρ)
est la boule euclidienne de rayon ρ > 0 centre´e a` l’origine de Rm. Ainsi, la
contrainte u ∈ Uρ(t,x) est–elle d’autant plus forte que ρ est proche de 0, et le
proble`me (OCP )ρ a priori d’autant plus de´licat a` re´soudre nume´riquement
que ρ est petit. C’est pourquoi on fait appel a` une de´marche de type homo-
topique pour connecter les proble`mes difficiles avec ρ petit, a` des proble`mes
plus simples ou` ρ est plus grand. Dans la mesure ou` cela se traduit en pra-
tique par l’utilisation d’une suite de´croissante de valeurs (ρk)k, qui ge´ne`re
une suite d’optima dont on espe`re qu’ils e´voluent de fac¸on suffisamment
continue avec le parame`tre (de sorte que, si ρk et ρk+1 sont proches, les
solutions correspondantes le soient aussi), on parle encore de continuation
sur ρ. En fait, la proprie´te´ minimale dont on a besoin pour assurer que la
de´marche a bien un sens, est la continuite´ a` droite de la fonction valeur du
proble`me.
De´finition 5.1. On note V la fonction valeur de (OCP )ρ qui au parame`tre
ρ > 0 associe la valeur optimale V (ρ) ∈ R de (OCP )ρ.
Lors, notre but e´tant la re´solution des proble`mes avec ρ petit, la continuite´ a`
droite de V est bien e´quivalente a` la convergence des crite`res V (ρk) vers V (ρ)
quand (ρk)k est une suite qui de´croˆıt vers ρ. Le paragraphe suivant donne
un ensemble de conditions suffisantes, dont on verra qu’elles sont ve´rifie´es
sans hypothe`se supple´mentaire dans le cas du transfert, garantissant cette
proprie´te´.
Re´gularite´ de la fonction valeur On fait les hypothe`ses ci–dessous sur
(OCP )ρ :
(H5.1) Quel que soit ρ > 0, le syste`me est controˆlable 1
(H5.2) A est compact
(H5.3) Qρ(t,x) = f(t,x,Uρ(t,x)) est une partie convexe de Rn, (t,x) ∈
R×Mn, ρ > 0
Il s’agit tout simplement des conditions suffisantes d’existence de solution,
si bien qu’on a la
Proposition 5.1. Sous les hypothe`ses (H5.1)–(H5.3), V est finie et de´crois-
sante.
De´monstration. Les hypothe`ses faites permettent d’appliquer le the´ore`me
de Filippov a` tout (OCP )ρ, pour ρ > 0 : V (ρ) est donc finie. Par ailleurs, si
1. C’est–a`–dire que l’ensemble des triplets (tf ,x,u) admissibles pour (OCP )ρ est non–
vide.
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0 < ρ1 ≤ ρ2, l’ensemble des triplets admissibles (tf ,x,u) pour (OCP )ρ1 est
inclus dans celui de (OCP )ρ2 , de sorte que V (ρ1) ≥ V (ρ2).
A e´tant compact, il existe T > 0 tel que A ⊂ [0,T ] × Rn (on exclut bien
e´videmment le cas tf < 0). Pour obtenir la continuite´ a` droite de la fonction
valeur, dont on sait d’ores et de´ja` qu’elle est monotone et posse`de donc un
nombre au plus de´nombrable de discontinuite´s [60], on fait l’hypothe`se qu’il
est possible d’inverser de fac¸on lisse la dynamique :
(H5.4) Il existe R et S diffe´rentiables, R(t,x) ∈ L(Rn,Rm) et S(t,x) ∈
Rm, telles que si y = f(t,x,u) alors u = R(t,x)y + S(t,x)
On a alors la
Proposition 5.2. Sous les hypothe`ses (H5.1)–(H5.4), la fonction valeur V
est continue a` droite sur R∗+ et, si (ρk)k est une suite de´croissante de limite
ρ > 0, quitte a` prendre une sous–suite, les suites ci–dessous convergent
tf k → tf dans [0,T ]
xk → x dans (C0n([0,T ]),‖.‖∞)
uk → u dans (L∞m ([0,T ]),σ(L∞,L1))
ou` (tf k,xk,uk) est solution de (OCP )ρk (xk et uk e´tant prolonge´s a` [0,T ]
respectivement par constance et continuite´ pour xk, et par 0 pour uk), et ou`
(tf ,x,u) est solution du proble`me limite (OCP )ρ.
La de´monstration utilise le
Lemme 5.3. Si (yk)k est une suite borne´e de L∞n ([0,T ]) telle que (yk)k
converge vers y au sens des distributions 2, y appartenant a` L∞n ([0,T ]), alors
(yk)k converge ∗–faiblement 3 vers y dans L∞n ([0,T ]).
De´monstration. (yk)k e´tant borne´e, {yk, k ∈ N} est une partie e´quicontinue
de L∞n ([0,T ]) identifie´ au dual de L1n([0,T ]). En outre, (yk)k converge vers y
au sens des distributions, donc, quel que soit ϕ ∈ Dn(]0,T [),
〈yk,ϕ〉L∞n ,L1n → 〈y,ϕ〉L∞n ,L1n
Or, sur une partie e´quicontinue, la topologie de la convergence simple co-
ı¨ncide avec la topologie de la convergence simple sur une partie dense (cf.
[65, 74]) : Dn(]0,T [) e´tant dense dans L1n([0,T ]), (yk)k converge simplement,
c’est–a`–dire ∗–faiblement, vers y.
De´monstration de la proposition 5.2. V e´tant de´croissante (cf. proposition
5.1), (V (ρk))k est croissante, majore´e par V (ρ), donc convergente vers v ≤
V (ρ). A e´tant compact, Nρ0 = {(t,x,u) ∈ R ×Mn ×Rm | (t,x) ∈ A, u ∈
2. C’est–a`–dire dans le dual D′n(]0,T [) de l’espace localement convexe Dn(]0,T [) des
fonctions (C∞–) diffe´rentiables a` support compact et a` valeurs dans Rn [66].
3. C’est–a`–dire pour la topologie de dual faible σ(L∞,L1) de L∞n ([0,T ]), avec la notation
de la proposition 5.2.
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Uρ0(t,x)} est aussi compact ; f e´tant continue sur Nρ0 , il existe K ≥ 0 tel
que
|x˙k| ≤ K, t ∈ [0,tf k], k ∈ N
puisque la suite (Nρk)k est de´croissante. La famille (xk)k, prolonge´e a` [0,T ]
par constance et continuite´, est donc e´quilipschitzienne. Elle est en parti-
culier e´quicontinue, donc, quitte a` prendre une sous–suite, (xk)k converge
uniforme´ment vers x dans C0n([0,T ]) en vertu du the´ore`me d’Ascoli (les tra-
jectoires restant dans un compact fixe). De meˆme, on peut supposer (tf k)k ⊂
[0,T ] convergente, de limite tf . Pour tout k, xk(0) = x0, donc x(0) = x0 ;
comme h(tf k,xk(tf k)) = 0, k ∈ N, h(tf ,x(tf )) = 0 par e´quicontinuite´ des xk
et continuite´ de h ; A est ferme´, donc (t,x) ∈ A ; enfin, par le the´ore`me de
fermeture 8.6.i de [27],
x˙ ∈ Qρ0(t,x), t ∈ [0,tf ]
puisque pour tout k ∈ N,
x˙k ∈ Qρk(t,xk) ⊂ Qρ0(t,xk), t ∈ [0,tf k]
Par se´lection mesurable [27], on en de´duit qu’il existe u ∈ L∞m ([0,tf ]) (que
l’on prolonge a` [0,T ] par 0) tel que x˙ = f(t,x,u), u ∈ Uρ0(t,x). Or, d’apre`s
(H5.4) il existe R et S diffe´rentiables telles que, χk de´notant l’indicatrice
de [0,tf k], uk = (R(t,xk)x˙k + S(t,xk))χk et u = (R(t,x)x˙ + S(t,x)) sur
[0,T ]. Or, C0n([0,T ]) s’injectant continuˆment dans D′n(]0,T [), xk → x dans
D′n(]0,T [), donc x˙k → x˙ ∈ L∞n ([0,T ]) au sens des distributions. Pour tout k,
x˙k ∈ Qρk(t,xk), donc (x˙k)k est borne´e dans L∞n ([0,T ]) : d’apre`s le lemme 5.3,
x˙k → x˙ ∗–faiblement, et (x˙k)k est e´quicontinue. Soit alors ϕ ∈ L1m([0,T ]) ; R
et S e´tant continues, tR(t,xk)ϕχk → tR(t,x)ϕ et (S(t,xk)χk|ϕ)→ (S(t,x)|ϕ)
quand k →∞, respectivement dans L1n([0,T ]) et dans L1([0,T ]) par conver-
gence domine´e 4 ; donc S(t,xk)χk → S(t,x) ∗–faiblement, et, (x˙k)k e´tant
∗–faiblement convergente et e´quicontinue,
〈x˙k, tR(t,xk)ϕχk〉L∞n ,L1n → 〈x˙, tR(t,x)ϕ〉L∞n ,L1n
soit 〈R(t,xk)x˙kχk,ϕ〉L∞m ,L1m → 〈R(t,x)x˙,ϕ〉L∞m ,L1m , d’ou` l’on en de´duit que
uk → u ∗–faiblement dans L∞m ([0,T ]). Enfin, comme (uk)k est borne´e donc
e´quicontinue, ‖u‖∞ ≤ lim infk ‖uk‖∞ ≤ ρ (cf. ρk → ρ) d’apre`s le the´ore`me
de Banach–Steinhaus [74], ce qui implique que u ∈ Uρ0(t,x) ∩ Bf (0,ρ) =
Uρ(t,x) et que (tf ,x,u) est admissible pour (OCP )ρ. Or, g(tf k,xk(tf k)) →
g(tf ,x(tf )) par e´quicontinuite´, d’ou` l’on tire g(tf ,x(tf )) = v ≤ V (ρ) puisque
V (ρk) = g(tf k,xk(tf k)) : ne´cessairement, v = V (ρ) et (tf ,x,u) est solution
de (OCP )ρ. Ainsi a–t–on V (ρk)→ V (ρ), et V est continue a` droite.
4. Ou` t est la transposition matricielle et (.|.) le produit scalaire usuel sur Rn ou Rm.
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Remarque 5.1. (L∞m ([0,T ]),σ(L∞,L1)) s’injectant continuˆment dans chacun
des (L∞m ([0,T ]),σ(Lp,Lq)), p ∈ [1,∞[, q exposant conjugue´ de p, on a la
convergence faible σ(Lp,Lq) pour tout p ∈ [1,∞[. En particulier, on a, quitte
a` prendre une sous–suite, uk → u dans (L∞m ([0,T ]),σ(L1,L∞)), ce que l’on
aurait pu obtenir directement a` partir du the´ore`me de Dunford–Pettis [76].
Remarque 5.2. Si l’on a unicite´ de solution sur (OCP )ρ, les suites (tf k)k,
(xk)k et (uk)k convergent pour les topologies idoines respectivement vers tf ,
x et u, ou` (tf ,x,u) est la solution de (OCP )ρ, puisque les deux premie`res
suites n’ont pour unique valeur d’adhe´rence que tf et x, respectivement.
Application au transfert Ces re´sultats s’appliquent directement au pro-
ble`me de transfert, quel que soit le mode`le : il suffit de conside´rer la formu-
lation initiale ou` la masse n’est pas explicite´e en fonction du temps (on
introduit sinon la pousse´e maximale Fmax, qui joue le roˆle du parame`tre ρ,
dans la dynamique) pour ve´rifier les hypothe`ses requises. En effet, on a vu au
chapitre 2 que le proble`me est controˆlable, quelle que soit la pousse´e maxi-
male permise. En outre, on sait d’apre`s le corollaire 2.4 que les trajectoires
admissibles restent dans un compact fixe, de sorte que l’hypothe`se (H5.2)
est valide. Enfin, la dynamique augmente´e prenant en compte la variation
de la masse est bien convexe, et l’injectivite´ de la matrice B(x) = [f1 f2 f3]
(qui de´coule du fait que la dynamique ve´rifie l’hypothe`se (H2.3) du §2.2)
permet de tirer u en fonction de x, m et x˙ selon
u = m( tB(x)B(x))−1 tB(x)(x˙− f0(x)) (5.2)
Par conse´quent, la fonction valeur Fmax → tf (Fmax) est continue a` droite,
et on a les re´sultats de convergence faible associe´s.
Remarque 5.3. Ces proprie´te´s valent aussi pour le proble`me avec une con-
trainte supple´mentaire sur l’angle de pousse´e (cf. §1.2), puisqu’il suffit de
prendre pour U(t,x) le coˆne de pousse´e. Il faut toutefois prendre un coˆne de
demi–angle au sommet infe´rieur ou e´gal a` pi/2 pour avoir la convexite´ et,
en retour, supposer la controˆlabilite´ (hypothe`se (H5.1)) que les conditions
suffisantes du §2.1 ne permettent pas de de´montrer pour ce type d’angle.
5.2 Re´sultats nume´riques
Principe On utilise le meˆme proce´de´ qu’au §4.3 pour se ramener a` un
proble`me a` temps final fixe´ : on fait de tf une variable d’e´tat constante en
posant t˙f = 0 et en se revenant sur [0,1] par homothe´tie. Dans le cas 3D a`
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masse variable, on re´sout donc le proble`me sous la forme :
tf (1)→ min
(x,tf ) ∈W1,∞7 ([0,1]), u ∈ L∞3 ([0,1])
x˙ = tf (f0(x) + 1/m(tf t)
∑3
i=1 uifi(x)), t ∈ [0,1]
t˙f = 0
x(0) = x0, h(x(1)) = 0
|u| ≤ Fmax
(5.3)
ou` l’on a fait l’hypothe`se (I1) d’inte´riorite´ aux contraintes graˆce a` laquelle
on peut expliciter la masse en fonction du temps, m(t) = m0 − δFmaxt (cf.
proposition 2.10). Le principe du maximum s’applique comme au §2.2, et
moyennant les deux hypothe`ses (I2) et (I3) de qualification des contraintes
et de continuite´ du controˆle (cf. §4.3), si (x,tf) et u sont solutions de (5.3), il
existe des multiplicateurs absolument continus p = (pP ,pex ,pey ,phx ,phy ,pL)
et ptf , respectivement associe´s a` x et a` tf , tels que (x,tf ,p,ptf ) soit solution
du proble`me aux deux bouts
x˙ = ∂pH(t,x,tf ,p,u(y)), t ∈ [0,1]
t˙f = 0
p˙ = −∂xH(t,x,tf ,p,u(y))
˙ptf = −∂tfH(t,x,tf ,p,u(y))
(5.4)
avec les conditions aux limites
P (0) = P 0 P (1) = P f
ex(0) = e0x ex(1) = e
f
x
ey(0) = e0y ey(1) = e
f
y
hx(0) = h0x hx(1) = h
f
x
hy(0) = h0y hy(1) = h
f
y
L(0) = L0 pL(1) = 0
ptf (0) = 0 ptf (1) = 1
(5.5)
ou` H(t,x,tf ,p,u) = tf (H0 + 1/m(t)
∑3
i=1 uiHi) est l’hamiltonien du proble`-
me, avec Hi(y) = (p|fi(x)) et y = (x,p), et ou` le controˆle est de´fini comme
une fonction lisse de y en vertu de (I3) par
u = −Fmax(H1,H2,H3)/|(H1,H2,H3)| (5.6)
Comme au §4.3, l’hypothe`se de continuite´ du controˆle est base´e sur les ma-
jorations du nombre de commutations conse´cutives au pe´rige´e ou a` l’apoge´e
obtenues au chapitre 2 : dans le cas masse variable, on sait qu’il y a au plus
3 commutations de cette sorte. A` nouveau, nous appuyant sur le fait qu’on
constate nume´riquement que c’est effectivement au pe´rige´e que se situent
les variations les plus importantes de la commande, on fait l’hypothe`se qu’il
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n’y en a en pratique aucune. L’expe´rimentation confirme cette hypothe`se,
bien qu’il existe des pousse´es pour lesquelles le de´nominateur de (5.6), s’il
n’est pas rigoureusement nul, est tre`s voisin de ze´ro en un point de la tra-
jectoire (cf. §2.2). Sous (I1)–(I3), le champ de vecteurs de´pendant du temps
ξ(t,x,tf ,p,ptf ) de´fini par (5.4) et (5.6) est diffe´rentiable, donc la fonction de
tir associe´e e´galement. Plutoˆt que de faire N = 1 dans la de´finition de la
fonction de tir multiple donne´e au §4.1, on prend la fonction de tir simple
directement sous la forme
S(p0,tf ) = b(ϕ01(x
0,tf ,p
0,p0tf ))
ou` ϕst (x,tf ,p,ptf ) est le flot maximal associe´ a` ξ(t,x,tf ,p,ptf ), et ou` la fonction
b traduit les contraintes aux bouts comple´mentaires extraites de (5.5) :
b(x,tf ,p,ptf ) = (P − P f ,ex − efx,ey − efy ,hx − hfx,hy − hfy ,pL − pfL,ptf − pftf )
avec pfL = 0, p
0
tf
= 0, pftf = 1 (conditions de transversalite´, cf. (5.5)). Si
Dsξ ⊂ R ×R14 de´signe le domaine ouvert de de´finition de ϕst (x,tf ,p,ptf ), S
est de´finie et diffe´rentiable sur l’ouvert
DS = {(p0,tf ) ∈ R7 | (1,x0,tf ,p0,p0tf ) ∈ D0ξ}
et le proble`me aux deux bouts (5.4)–(5.6) et (5.5) est e´quivalent (cf. propo-
sition 4.1) a` l’e´quation de tir (simple)
S(p0,tf ) = 0 (5.7)
On proce`de de fac¸on comple`tement analogue dans le cas 2D a` masse cons-
tante.
La continuation sur le parame`tre Fmax que l’on a utilise´e en pratique est
en fait double : elle porte non seulement sur l’initialisation de tf , mais aussi
sur celle de p0 (le couple (p0,tf ) e´tant l’inconnue dans (5.7)). Dans le pre-
mier cas, on ne se contente pas d’utiliser la valeur tcf du temps de transfert
optimal de´termine´ a` la pousse´e courante F cmax pour initialiser la re´solution
a` la pousse´e suivante F+max ; en effet, en proce´dant de la sorte, on rencontre
tre`s rapidement des difficulte´s de convergence, de`s les pousse´es moyennes de
l’ordre de 3 Newtons. C’est pourquoi on fait appel a` l’heuristique mise en
e´vidence dans [49] qui dit que le produit temps de transfert × pousse´e est
approximativement constant. On est donc amene´ a` prendre, pour initialiser
t+f , la valeur t
c
fF
c
max/F
+
max, qui s’ave`re effectivement tre`s proche de la solu-
tion. Concernant l’initialisation de p0, on n’a par contre aucune information
supple´mentaire, et on met en œuvre une continuation stricte en se servant
de la valeur p0,c pour initialiser la recherche ite´rative de p0,+.
Remarque 5.4. Contrairement au cas de tf , pour lequel on a des proprie´te´s
de re´gularite´ en fonction de Fmax (application de la proposition 5.2), on
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ne peut, sans hypothe`se supple´mentaire, en dire autant de la de´pendance
Fmax 7→ p0(Fmax). En effet, meˆme si suivant [69] on peut conside´rer le nou-
veau syste`me de controˆle dont l’e´tat est non plus (x,tf ) mais (x,tf ,p,ptf ),
dont la dynamique est de´finie par l’e´quation et l’e´quation adjointe, dont les
conditions aux deux bouts incorporent les conditions de transversalite´, et
dont le controˆle est toujours u, mais soumis a` la contrainte supple´mentaire
de minimisation de l’hamiltonien, bien que ce syste`me ite´re´ ait une struc-
ture presque comparable a` celle de l’original (affine en le controˆle, etc.), on
n’a pourtant plus les proprie´te´s de compacite´ sur les trajectoires dont on
tirait les re´sultats de convergence a` la proposition 5.2 : faute de conditions
contraignant p a` demeurer, a` l’instant initial ou final, dans un ensemble
borne´, on n’a pas la compacite´ sur l’e´tat adjoint qui garantirait l’existence
de sous–suites convergentes. On sera confronte´ au chapitre 6 a` une situa-
tion similaire, ou` par contre on aura cette proprie´te´ (cf. proposition 6.6).
En fait, l’un des outils approprie´s pour traiter ce point est le controˆle pa-
rame´trique. Sans de´tailler cette approche qui fait l’objet du de´but du §6.2
dans un contexte comparable, on en donne simplement le principe, ne serait–
ce que pour montrer comment la variation de la fonction valeur tf (Fmax)
peut eˆtre relie´e a` celle de la fonction de commutation de´finie au §2.2.
L’hypothe`se (I3) de continuite´ du controˆle peut aussi eˆtre vue comme une
hypothe`se de structure qui dit que la contrainte sur le controˆle |u| ≤ Fmax
est partout active. On peut par conse´quent reformuler (SP )Fmax comme le
proble`me d’optimisation parame´trique abstrait avec contraintes d’e´galite´
J(z)→ min
F (z,Fmax) = 0
avec z = (x,tf ,u) ∈W1,∞7 ([0,1])× L∞3 ([0,1]), J(z) = tf (1), et
F (z) =

x˙− tff(tf t,x,u,Fmax)
t˙f
x(0)− x0
h(x(1))
C(u,Fmax)

ou` C(u,Fmax) = 1/2 (|u|2 − F 2max) (le parame`tre intervient aussi dans la
dynamique via m(t) = m0 − δFmaxt). Sous de nouvelles hypothe`ses de type
re´gularite´ et coercivite´, on peut assurer [52, 53] que la de´pendance par rap-
port au parame`tre Fmax de z et des multiplicateurs de Lagrange associe´s est
C1, de quoi l’on de´duit que la fonction Fmax 7→ p0(Fmax) l’est aussi. De plus,
en appliquant le lemme 6.8, on ve´rifie que la de´rive´e de la fonction valeur
tf (Fmax), e´galement de classe C1, est donne´e par
t′f (Fmax) = −
∫ 1
0
(p|tf∂Fmaxf(tf t,x,u,Fmax))dt−
∫ 1
0
µFmaxdt
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ou` µ = tf | tB(x)p|/(mFmax) est le multiplicateur associe´ a` la contrainte sur
le controˆle, ce que l’on re´e´crit en repassant de [0,1] a` [0,tf ] sous la forme
t′f (Fmax) = −
∫ tf (Fmax)
0
d/dt(t/m)|ψ|dt
quantite´ strictement ne´gative (traduisant le fait que plus la contrainte est
forte, plus le temps de transfert est grand) puisque la masse est stricte-
ment croissante et que la fonction de commutation ψ ne s’annule jamais
(hypothe`se (I3)). En particulier, dans le cas ou` la masse est constante, on
obtient la relation remarquable entre la variation du temps de transfert et
la fonction de commutation
t′f (Fmax) = −‖ψ‖1/m0
Re´sultats pour le transfert 2D a` masse constante Les valeurs de´fi-
nissant les orbites initiale et terminale sont, comme au §4.3,
P 0 = 11.625 Mm P f = 42.165 Mm
e0x = 0.75 e
f
x = 0
e0y = 0 e
f
y = 0
L0 = pi
m0 = 1500 kg µ0 = 5165.8620912 Mm3.h−2
On utilise e´galement les meˆmes mises a` l’e´chelle (cf. table 5.1), et le meˆme
solveur pour l’e´quation de tir (la routine Hybrid–Powell C05NCF de NAG
[44]). Par contre, pour les pousse´es tre`s faibles, on remplace la me´thode de
Runge–Kutta (code RKF45 [67]) par une me´thode de type Adams (routine
D02CAF de NAG, cf. table 5.2).
Tab. 5.1 – Scaling sur les variables.
Variable Scaling Variable Scaling
P 1 pP 100
ex 10 pex 1
ey 10 pey 1
L 1 pL 10
tf 1 ptf 1
L’initialisation de la continuation est faite a` partir du re´sultat pour 60
Newtons ou`, avec les scalings conside´re´s, le tir simple converge sans difficulte´
vers la solution 5. La suite de pousse´es, choisie de manie`re heuristique (il
faut prendre des pousse´es suffisamment proches pour que la continuation,
en particulier sur p0, ait bien un sens et assure la convergence), permet
5. Une initialisation brutale par (p0,tf ) = (1,1,1,1,1) convient.
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d’atteindre Fmax = 0.075. Les temps de transferts obtenus sont re´sume´s
table 5.2. La figure 5.1 illustre la quasi–proportionalite´ entre 1/tf et Fmax
utilise´e pour initialiser heuristiquement les valeurs du temps de transfert.
Enfin, les allures des composantes de l’e´tat et de l’e´tat–adjoint pour des
pousse´es faibles a` tre`s faibles sont donne´es a` la figure 5.2. Bien e´videmment,
tf est une composante constante (cf. t˙f = 0), et son e´tat adjoint est line´aire
en tant qu’inte´grale sur [0,1] de l’hamiltonien du proble`me sous sa forme
initiale (1.17),
p˙tf = −∂tfH(x,tf ,p,u)
= H0 + 1/m0 (u1H1 + u2H2)
hamiltonien qui est constant puisque le proble`me est autonome (on est a`
masse constante). Pour les trace´s d’orbites 2D (qui sont donne´s ici directe-
ment dans le cas 3D a` masse variable au paragraphe suivant), on se reportera
au §6.2.
Tab. 5.2 – Tir simple, continuation sur la pousse´e maximale, mode`le 2D a` masse
constante. Les pousse´es sont en Newtons, et les temps de calcul sur HP PA–C160
en secondes.
Fmax tf Exe´cution Inte´grateur
2 446.12 5 RKF45
1 882.06 28 RKF45
0.7 1269.1 11 RKF45
0.5 1772.3 17 RKF45
0.3 2953.5 64 RKF45
0.2 4431.3 72 RKF45
0.15 5908.1 384 RKF45
0.1 8858.7 2545 D02CAF
0.075 11813 4958 D02CAF
Re´sultats pour le transfert 3D a` masse variable Il s’agit du mode`le
de transfert le plus re´aliste, puisqu’on prend en compte non seulement la
variation de la masse, mais en plus l’inclinaison. Toutefois, celle–ci e´tant
relativement faible (i0 ' 7o), on n’observe pas de diffe´rence qualitative ma-
jeure avec le cas 2D (cf. re´sultats 2D a` masse variable au §6.2). La variation
de la masse occasionne quant a` elle une re´duction du temps de transfert 6
relativement minime (de l’ordre de 5 % dans le cas 2D, cf. aussi §6.2). C’est
pourquoi on a naturellement utilise´ les re´sultats 2D du paragraphe pre´ce´dent
pour initialiser la re´solution 3D a` 60 Newtons (en ve´rifiant au passage, en
prenant une inclinaison initiale nulle, que l’on retrouve bien la trajectoire
6. Le satellite devenant de plus en plus le´ger, son acce´le´ration γ = u/m est plus im-
portante en fin de transfert. Notons d’ailleurs que la quasi–constance de tfFmax implique
celle de la consommation, i.e. de la masse finale mf = m0 − δFmaxtf .
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Fig. 5.1 – Illustration de la quasi–constance du produit tfFmax pour le transfert
2D a` masse constante. L’heuristique est tre`s pre´cise et fournit la solution a` environ
1% pre`s.
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Fig. 5.2 – Transfert 2D a` masse constante. Les graphes repre´sentent l’e´tat, l’e´tat
adjoint et le controˆle solutions pour des pousse´es faibles. Dans les deux cas, on
observe que certaines composantes (P , ex, L, pP , pex) oscillent, mais faiblement,
autour d’une valeur moyenne, alors que d’autres (ey, pey et pL) sont fortement os-
cillatoires. Enfin, on retrouve bien le controˆle a` deux phases de´crit au §2.2 : ce n’est
qu’apre`s avoir suffisamment accru le parame`tre P que l’on corrige l’excentricite´, en
particulier sur ey.
2D—comparer la figure 5.4 avec le re´sultat a` masse variable correspondant
du §6.2), en accord avec l’extreˆmalite´ pour le mode`le 3D des trajectoires
coplanaires e´tablie au §1.3. Les donne´es initiales et terminales sont (avec le
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Pousse´e de 0.075 Newton (de´tail)
Fig. 5.3 – Transfert 2D a` masse constante, 0.075 Newton. Pour cette pousse´e tre`s
faible, on retrouve encore la meˆme structure pour les e´tats et le controˆle qu’a` la
figure 5.2.
meˆme changement d’unite´s que pre´ce´demment)
P 0 = 11.625 Mm P f = 42.165 Mm
e0x = 0.75 e
f
x = 0
e0y = 0 e
f
y = 0
h0x = 0.0612 h
f
x = 0
h0y = 0 h
f
y = 0
L0 = pi
m0 = 1500 kg µ0 = 5165.8620912 Mm3.h−2
sachant que l’on effectue les mises a` l’e´chelle de la table 5.3. On utilise
le meˆme solveur d’e´quations non–line´aires qu’en 2D (modification Hybrid–
Powell de la me´thode de Newton), et uniquement RKF45 comme inte´grateur
nume´rique. Les temps de transfert calcule´s, de 60 a` 0.2 Newtons, sont
de´taille´s dans le tableau 5.4 (sachant que la relation tfFmax ' constante est
encore ve´rifie´e, cf. figure 5.5). Le second membre ξ(t,x,tf ,p,ptf ) du proble`me
aux deux bouts (5.4) est calcule´ par diffe´rentiation automatique de l’hamil-
tonien du proble`me 7, a` l’aide de l’outil Adifor [3]. L’allure des e´tats et des
controˆles obtenus pour diffe´rentes pousse´es est donne´e a` la figure 5.6, les or-
bites correspondantes e´tant repre´sente´es a` la figure 5.7 (ainsi qu’a` la figure
5.8 pour Fmax = 0.2 Newton). Enfin, la figure 5.10 est un rapide retour en
7. On e´vite ainsi le fastidieux calcul des 6×6 = 36 termes du jacobien de la dynamique
f(t,x,u) = f0(x) + 1/m(t)
∑3
i=1 uifi(x) en coordonne´es orbitales.
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arrie`re sur les re´sultats du chapitre 2 concernant la structure du controˆle,
tandis que la figure 5.9 illustre le comportement de la solution exprime´e en
coordonne´es carte´siennes : alors que les e´le´ments orbitaux, a` l’exception de
ey et hy, e´voluent de fac¸on re´gulie`re, toutes les composantes sont fortement
oscillatoires en coordonne´es carte´siennes.
0 5 10
0
10
20
30
40
50
60
t
P
0 5 10
0
0.2
0.4
0.6
0.8
1
t
e x
0 5 10
−0.5
0
0.5
t
e y
0 5 10
−1
−0.5
0
0.5
1
t
h x
0 5 10
−1
−0.5
0
0.5
1
t
h y
0 5 10
0
2
4
6
8
10
t
L
0 5 10
−1000
−500
0
500
1000
t
u
1
0 5 10
−1000
−500
0
500
1000
t
u
2
0 5 10
−1
−0.5
0
0.5
1
t
u
3
−40
−30
−20
−10
0
10
−20
−10
0
10
20
30
−10
1
r1
r2
r 3
−40 −20 0 20
−20
−10
0
10
20
30
r1
r 2
−40 −20 0 20 40
−2
−1
0
1
2
r2
r 3
Fig. 5.4 – Transfert 3D a` masse variable et inclinaison nulle, 60 Newtons. La
trajectoire solution est coplanaire, la composante hors–plan u3 du controˆle restant
constamment nulle. Les fle`ches repre´sentent l’action du controˆle.
Tab. 5.3 – Scaling sur les variables.
Variable Scaling Variable Scaling
P 1 pP 100
ex 10 pex 1
ey 10 pey 10
hx 100 phx 1
hy 100 phy 1
L 1 pL 10
tf 1 ptf 1
Conclusion
La technique de continuation sur la pousse´e a` laquelle on avait de´ja` fait
appel dans les chapitres pre´ce´dents a e´te´ le´gitime´e par les proprie´te´s de conti-
nuite´ de la fonction valeur et les re´sultats de convergence associe´s donne´s
a` la proposition 5.2. De plus, on a sugge´re´ a` la remarque 5.4 comment une
analyse C1 de la sensibilite´ permettait de relier la variation du temps de
transfert a` la fonction de commutation de´finie au chapitre 2. D’un point
de vue nume´rique, le tir simple couple´ a` cette de´marche de continuation
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Tab. 5.4 – Tir simple, continuation sur la pousse´e maximale, mode`le 3D a` masse
variable. Les pousse´es sont en Newtons, et les temps de calcul sur HP PA–C160 en
secondes.
Fmax tf Exe´cution Fmax tf Exe´cution
60 14.800 1 1.4 606.13 33
24 34.716 5 1 853.31 44
12 70.249 3 0.7 1214.5 64
9 93.272 7 0.5 1699.4 234
6 141.22 6 0.3 2870.2 223
3 285.77 22 0.2 4265.7 226
2 425.61 22
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0
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max
t f
Fig. 5.5 – Comme dans le cas 2D a` masse constante, la relation expe´rimentale de
proportionnalite´ entre 1/tf et Fmax est ve´rifie´e.
s’ave`re eˆtre la me´thode la plus efficace pour traiter le proble`me de transfert,
toutes pousse´es confondues, aussi bien pour le mode`le le plus simple (2D a`
masse constante), que pour le mode`le le plus riche (3D a` masse variable).
On a pousse´ l’expe´rimentation plus loin dans le cas 2D, en utilisant pour les
pousse´es tre`s faibles une me´thode multipas ; la pousse´e Fmax = 0.075 semble
eˆtre la limite nume´rique pour ce type d’inte´grateur. Comme cela est illustre´
par la figure 5.9, les e´le´ments orbitaux fournissent bien un jeu de coordonne´es
plus stables que les carte´siennes ; plus pre´cise´ment, on a ve´rifie´ sur le cas 2D
dans [13] qu’en travaillant en carte´siennes, avec la meˆme continuation, le tir
simple rencontre des proble`mes de convergence a` partir de Fmax = 0.7 New-
ton (soit une pousse´e presque 10 fois moins faible qu’avec les parame`tres
orbitaux). En ce sens, comme on l’avait annonce´ au chapitre 1, ces der-
niers constituent bien le bon choix de coordonne´es, a` la fois pour l’e´tude
ge´ome´trique du chapitre 2 et pour la re´solution nume´rique du proble`me.
Enfin, puisqu’il est clair que l’efficacite´ du tir simple repose en grande par-
tie sur l’utilisation, dans le proce´de´ de continuation, de l’heuristique tre`s
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Fig. 5.6 – Transfert 3D a` masse variable. Pour tous les ordres de grandeur de
pousse´e, on retrouve des e´tats globalement a` variation lente, excepte´s ey et hy qui
sont fortement oscillatoires, le controˆle e´tant toujours bi–phase : on commence par
accroˆıtre le rayon–vecteur dans un premier temps, pour corriger l’excentricite´ par
la suite.
pre´cise tfFmax ' constante (une continuation directe ou` l’on se contente de
re´injecter le temps de transfert trouve´ pour la pousse´e pre´ce´dente rencon-
trant des difficulte´s de convergence de`s 3 Newtons), on peut se demander
dans quelle mesure il est possible de re´duire cette sensibilite´ a` l’initialisation
de tf . Le dernier chapitre propose une nouvelle approche pour essayer de
re´aliser ce gain en robustesse.
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Fig. 5.7 – Transfert 3D a` masse variable. Les trajectoires associe´es aux re´sultats
de la figure 5.6 sont repre´sente´es en 3D (les fle`ches figurant l’action du controˆle),
puis en projection sur les plans (r1,r2) et (r2,r3). On voit en particulier comment,
de tour en tour, on corrige l’excentricite´ dans le premier plan, et l’inclinaison dans
le second.
Notes
Pour l’utilisation de l’homotopie dans le cadre des transferts d’orbite, on
se reportera au travail de J. Gergaud [39, 41] (ou` des proble`mes de maximi-
sation de la masse sont par exemple connecte´s a` des proble`mes de minimisa-
tion de l’e´nergie), et de D. Monnerat [57] ou` l’expe´rimentation nume´rique du
proce´de´ de continuation sur la pousse´e, associe´ au tir simple, trouve son ori-
gine (expe´rimentation mene´e dans le cas 2D jusqu’a` 0.2 Newton). Toujours
sur le meˆme type de proble`me, une continuation sur l’angle de pousse´e est
aussi utilise´e pour la contrainte de coˆne dans [38] et [49]. E´galement dans le
contexte du controˆle en me´canique spatiale, une e´tude nume´rique utilisant
homotopie et tir multiple est mene´e dans [8]. L’hypothe`se d’inversibilite´ de
la dynamique (H5.4) est a` rapprocher de la notion de syste`me plat de [35].
Cette proprie´te´, que l’on utilisera a` nouveau au chapitre 6, permet d’obtenir,
a` la proposition 5.2, la re´gularite´ de la fonction valeur en reliant la commande
a` l’e´tat puis en utilisant le fait que, graˆce au the´ore`me de Banach–Steinhaus,
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Fig. 5.8 – Transfert 3D a` masse variable, 0.2 Newton. Pour cette pousse´e, le temps
de transfert est d’environ 6 mois, le satellite effectuant pas moins de 240 re´volutions
autour de la Terre.
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Fig. 5.9 – Transfert 3D a` masse variable, 3 Newtons. N’e´tant pas des inte´grales
premie`res du mouvement non–perturbe´, toutes les composantes carte´siennes de
l’e´tat varient de fac¸on pseudo–pe´riodique, et sont donc beaucoup plus oscillatoires
que les e´le´ments orbitaux.
la contrainte de module maximal passe a` la limite (faible). Le de´but de la
de´monstration est identique a` la preuve du the´ore`me classique d’existence
de Filippov (cf. [27]). L’obtention d’une re´gularite´ plus forte, de classe C1, a`
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Fig. 5.10 – Transfert 3D a` masse variable, 0.5 Newton. Comme on l’a vu au
chapitre 2, on ve´rifie bien que le multiplicateur µ, associe´ a` la contrainte sur le
controˆle et proportionnel au module de la fonction de commutation ( cf. remarque
5.4 et chapitre 6), ne s’annule pas, meˆme s’il est proche de 0 en un point du trans-
fert, exactement situe´ au pe´rige´e.
l’aide des outils de controˆle parame´trique mentionne´s, requiert la ve´rification
nume´rique d’hypothe`ses comme la non–singularite´ du jacobien de la fonc-
tion de tir a` la solution, ou encore l’existence d’une solution a` l’e´quation
de Riccati associe´e au proble`me aux deux bouts 8 (cf. [14]). Ces hypothe`ses,
ainsi que leur ve´rification nume´rique, sont e´tudie´es au chapitre suivant dans
le cas d’une parame´trisation du proble`me par le crite`re.
8. Laquelle e´quation prend une forme particulie`re dans le cas de proble`mes en temps
minimum ou` l’on traite tf comme une variable d’e´tat [54].
Chapitre 6
Approche controˆlabilite´
Apre`s avoir obtenu au §5.2 des re´sultats nume´riques dans toute la
gamme des pousse´es qui nous inte´ressent, on se propose dans ce der-
nier chapitre d’aller plus loin dans la robustesse nume´rique : comment
re´duire la sensibilite´ a` l’initialisation du temps de transfert et de l’e´tat
adjoint initial? Partant au §6.1 de la Me´thode des Commandes Fictives
[49], on en donne une ge´ne´ralisation dont on de´duit une nouvelle ap-
proche, l’ide´e de base e´tant la parame´trisation par le crite`re. La relative
simplicite´ de la de´marche permet de donner des re´sultats de re´gularite´
et de convergence sous des hypothe`ses tre`s ge´ne´rales. L’application au
proble`me de transfert est faite au §6.2, mettant en e´vidence un im-
portant gain en robustesse quant a` l’initialisation par rapport au tir
simple. Cette application requiert une e´tude de la re´gularite´ du proces-
sus parame´trique mis en œuvre qui est effectue´e a` l’aide des techniques
d’analyse de la sensibilite´ en controˆle de [52, 53].
6.1 Parame´trisation par le crite`re
Principe Les expe´rimentations nume´riques mene´es avec le tir simple sur le
proble`me de transfert orbital au chapitre 5 ont clairement montre´ que c’est la
technique la plus simple et la plus efficace pour traiter le proble`me. Toutefois,
la grande sensibilite´ a` l’initialisation de la me´thode, ici aux deux inconnues
p0 (e´tat adjoint initial) et tf (temps de transfert, traite´ comme une variable
d’e´tat en posant t˙f = 0), n’a pas e´te´ de´mentie : seule l’utilisation intensive de
l’homotopie (continuation discre`te, en l’occurence) sur la pousse´e maximale
Fmax a` permis la re´solution pour de telles pousse´es. En effet, les valeurs
solutions p0,c et tcf a` la pousse´e courante F
c
max ont syste´matiquement servi
pour initialiser la re´solution a` la pousse´e suivante, F+max ; plus pre´cise´ment,
p0,c sert directement d’approximant pour p0,+, et l’heuristique tfFmax '
constante conduit a` choisir tcfF
+
max/F
c
max pour approcher t
+
f . Or, il s’ave`re
qu’en pratique, cette dernie`re approximation tre`s pre´cise de t+f (la constance
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du produit tfFmax, constate´e de`s les premie`res expe´riences nume´riques sur
le proble`me [49], est tre`s bien ve´rifie´e) est ne´cessaire pour assurer la conver-
gence de la me´thode de tir dans le cas des pousse´es faibles. En particulier,
l’initialisation directe de t+f par t
c
f ne suffit pas : dans le meilleur des cas,
on converge vers un minimum local (la longitude finale e´tant libre, on a des
trajectoires extre´males ou` l’on fait trop de tours, cf. [13]), sachant que le plus
souvent l’algorithme diverge 1. C’est pour tenter de pallier cette absence de
robustesse du tir simple que nous avons introduit une approche alternative.
Le traitement des proble`mes de controˆle a` l’aide du tir pose d’emble´e
le proble`me des extre´ma locaux : reposant sur la condition ne´cessaire du
premier ordre, l’algorithme traite e´quitablement tous ces extre´ma. Dans
le cas du temps minimal, la variable tf joue le meˆme roˆle que n’importe
quelle composante de l’e´tat adjoint p0, et la sensibilite´ a` son initialisation
conduit naturellement a` des minima (voire des maxima) locaux. De`s lors,
une premie`re ide´e pour ame´liorer la robustesse de la proce´dure est de traiter
se´pare´ment la variable qui correspond au crite`re, ici tf , afin de la soustraire
au tir simple qui induit une grand sensibilite´ a` son initialisation, tout en
en garantissant au contraire une e´volution ordonne´e au cours du processus
ite´ratif : c’est la principe de la Me´thode des Controˆles Fictifs (MCF) [49].
En effet, en se ramenant a` une suite de proble`mes a` temps fixe´ (eux-meˆmes
re´solus par tir simple), on ge`re de manie`re explicite le crite`re du proble`me,
que l’on essaie d’augmenter jusqu’a` atteindre le seuil de controˆlabilite´ vis a`
vis de la dynamique : le temps optimal est le plus petit temps pour lequel le
transfert est re´alisable sans adjonction de controˆle fictif a` la dynamique. On
re´sout au passage le proble`me des minima locaux, conceptuellement tout au
moins. Nous avons donc essaye´ d’extraire de cette premie`re me´thode ce qui
nous paraˆıssait en faire l’essence et l’inte´reˆt afin dans un premier temps de la
ge´ne´raliser, pour ensuite de´terminer dans quelle mesure on pouvait aboutir
a` approche reprenant les meˆmes principes, mais e´ventuellement plus simple
et plus robuste encore.
L’ide´e principale nous ayant semble´ eˆtre la parame´trisation par le crite`re
lui-meˆme, la ge´ne´ralisation de la de´marche que nous proposons est la sui-
vante : au proble`me d’optimisation abstrait (O)
J(z)→ min
z ∈ Zad ⊂ Z
F (z) = 0
ou` J : Z → R, F : Z → Y, Y et Z Banach, Y inclus dans un Hilbert Ŷ avec
1. A` titre d’illustration de la complexite´ de la situation, pour Fmax = 3 Newtons dans
le cas du mode`le 3D a` masse variable, on trouve un temps de transfert optimal de 285.77
avec l’initialisation tf = 270 ; en initialisant par tf = 275, valeur plus proche de la solution,
le tir simple diverge.
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injection dense et continue, on associe le proble`me parame´trique (O)β
1/2 ‖α‖2Ŷ → min
z ∈ Zad ⊂ Z, α ∈ Y
F (z) = Sα, J(z) = β
ou` S ∈ L(Y) est un endomorphisme fixe´. Conservant la meˆme notation que
dans [49], on fait la
De´finition 6.1. On appelle fonction de non–controˆlabilite´ et on note φ
la fonction valeur de (O)β qui au parame`tre β associe la valeur optimale
φ(β) ∈ R de (O)β .
Ainsi, φ(β) donne une mesure de la non–controˆlabilite´ du proble`me par
rapport aux contraintes se´lectionne´es par l’ope´rateur S quand on impose au
crite`re initial de prendre la valeur β. La valeur optimale de (O) est alors le
plus petit β pour lequel la controˆlabilite´ a lieu, de sorte que si l’on note (E)
le proble`me consistant a` de´terminer la plus petite racine de φ, on a la
Proposition 6.1. Les proble`mes (O) et (E) sont e´quivalents en ce sens que
toute solution de l’un de´termine une solution de l’autre, (E) posse´dant au
plus une solution.
De´monstration. Si z¯ est solution de (O), β¯ = J(z¯) est solution de (E) ; en
effet, s’il existe β˜ strictement plus petit que β¯ et tel que φ(β˜) = 0, il existe
aussi un couple (z˜,α˜) solution de (O)β˜ . Comme φ(β˜) = 0, α˜ = 0 et z˜ est
admissible pour (O), ce qui contredit l’optimalite´ de z¯ puisque J(z˜) = β˜ <
β¯ = J(β¯). Re´ciproquement, si β¯ est solution de (E), φ(β¯) = 0 si bien qu’il
existe z¯ ∈ Z tel que (z¯,0) est solution de (O)β¯ ; alors, z¯ est admissible pour
(O), et meˆme optimal ; sinon, il existerait z˜ admissible ve´rifiant J(z˜) < J(z¯)
et β˜ = J(z˜) serait une racine de φ (admissibilite´ de z˜) strictement plus petite
que β¯.
Dans le cas de proble`mes de controˆle en temps minimal, diffe´rentes ins-
tanciations de la de´marche sont alors envisageables. Soit (OCP ) le proble`me
ge´ne´rique
tf → min
tf ∈ R, x ∈W1,∞n ([0,tf ]), u ∈ L∞m ([0,tf ])
x˙ = f(t,x,u), t ∈ [0,tf ]
x(0) = x0, h(x(tf )) = 0
(t,x) ∈ A, u ∈ U(t,x)
ou` la dynamique est de´finie sur une sous–varie´te´ ouverte Mn de Rn, ou` f
et h sont diffe´rentiables (h e´tant une submersion de Mn sur Rl, l ≤ n− 1),
et ou` on requiert que A ⊂ R×Mn et N = {(t,x,u) ∈ R×Mn ×U | (t,x) ∈
A, u ∈ U(t,x)} soient ferme´s. De manie`re e´vidente, (OCP ) est bien un cas
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particulier de (O) puisqu’il suffit de poser z = (tf ,x,u) ∈ Z, en se ramenant
par homothe´tie sur [0,1], avec :
Z = R×X × U , X = W1,∞n ([0,1]), U = L∞m ([0,1])
Y = L∞n ([0,1])×Rn ×Rl, Ŷ = L2n([0,1])×Rn ×Rl
Zad = {z ∈ Z | tf ≥ 0, (tf t,x) ∈ A, u ∈ U(tf t,x)}
J(z) = tf , F (z) =
 x˙− tff(tf t,x,u)x(0)− x0
h(x(1))
 (6.1)
On retrouve bien alors MCF en choisissant S de fac¸on a` se´lectionner la
contrainte portant sur la dynamique du syste`me 2, auquel cas β = tf et φ(β)
devient la fonction valeur du proble`me de controˆle parame´trique a` temps
final fixe´ (e´gal a` β)
1/2 ‖α‖2L2n → min
x ∈W1,∞n ([0,β]), u ∈ L∞m ([0,β]), α ∈ L∞n ([0,β])
x˙ = f(t,x,u) + α, t ∈ [0,β]
x(0) = x0, h(x(β)) = 0
(t,x) ∈ A, u ∈ U(t,x)
(6.2)
On note d’ailleurs que la ge´ne´ralisation de MCF a` d’autres crite`res en de´coule
imme´diatement : dans le cas d’un crite`re de type Mayer (maximisation de
la masse, etc.), g(tf ,x(tf )) → min, tf e´ventuellement libre, φ(β) est de´finie
comme la fonction valeur du proble`me auxiliaire ou` l’on inte`gre la contrainte
terminale supple´mentaire g(tf ,x(tf )) = β
1/2 ‖α‖2L2n → min
x ∈W1,∞n ([0,tf ]), u ∈ L∞m ([0,tf ]), α ∈ L∞n ([0,tf ])
x˙ = f(t,x,u) + α, t ∈ [0,tf ]
x(0) = x0, h(x(tf )) = 0, g(tf ,x(tf )) = β
(t,x) ∈ A, u ∈ U(t,x)
Mais plutoˆt que de mettre l’accent sur la controˆlabilite´ par rapport a` la dyna-
mique, parmi les multiples choix possibles pour instancier la de´marche pro-
pose´e, il en est un qui conduit a` des proble`mes auxiliaires particulie`rement
simples puisqu’ils sont sans contrainte terminale : il suffit pre´cise´ment de
se´lectionner la contrainte a` l’instant final et de de´finir φ comme la fonction
2. Dans (6.1), on a F = (F1,F2,F3) avec F1(z) = x˙− tff(tf t,x,u) ; il suffit de choisir S
tel que, pour α = (α1,α2,α3), Sα = (α1,0,0). En toute rigueur, le crite`re de (6.2) devrait
eˆtre note´ 1/2 ‖α1‖2L2n → min.
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valeur du proble`me, toujours a` temps final fixe´, (OCP )β
1/2 |h(x(β))|2 → min
x ∈W1,∞n ([0,β]), u ∈ L∞m ([0,β])
x˙ = f(t,x,u), t ∈ [0,β]
x(0) = x0
(t,x) ∈ A, u ∈ U(t,x)
Outre sa simplicite´, cette alternative posse`de a priori l’avantage suivant sur
MCF : pour un β e´loigne´ de la solution β¯, un controˆle fictif important est
requis pour atteindre la cible (les conditions terminales restant incorpore´es
au proble`me auxiliaire), modifiant de fac¸on non ne´gligeable la dynamique.
Au contraire, dans le second cas, on se contente d’arriver le plus pre`s possible
de l’objectif, sans chercher d’emble´e a` perturber la dynamique. En ce sens,
il est plus probable que la trajectoire obtenue ressemble a` la restriction
a` l’intervalle [0,β] conside´re´ de la trajectoire optimale, laquelle restriction
s’ave`re justement eˆtre admissible pour (OCP )β comme on va le voir au
paragraphe suivant 3.
Re´gularite´ de la fonction valeur S’e´tant ramene´ a` la recherche d’une
racine particulie`re (la premie`re) d’une fonction, on e´tudie naturellement les
proprie´te´s de cette fonction, en l’occurence la fonction valeur φ. On fait pour
cela les hypothe`ses suivantes (essentiellement destine´es, comme au chapitre 5
a` assurer l’existence de se´lections mesurables) :
(H6.1) L’ensemble des triplets admissibles (tf ,x,u) pour (OCP ) est
non–vide (i.e. (OCP ) est controˆlable)
(H6.2) L’ensemble e´tat–controˆle N est compact
(H6.3) Q(t,x) = f(t,x,U(t,x)) est convexe pour tout (t,x) dans R×Mn
Sous ces hypothe`ses, on sait [27] que si x ∈W1,∞n ([t1,t2]) ve´rifie x˙ ∈ Q(t,x),
(t,x) ∈ A, il existe une se´lection mesurable u ∈ L∞m ([t1,t2]) telle que
x˙ = f(t,x,u), u ∈ U(t,x)
On a e´galement besoin de la condition de structure suivante sur (OCP ) :
(H6.4) Pour tous (t1,x1) ∈ A et t2 > t1, il existe une trajectoire x ∈
W1,∞n ([t1,t2]) telle que
x˙ = Q(t,x), (t,x) ∈ A
x(t1) = x1, h(x(t1)) = h(x(t2))
3. Cette proprie´te´ n’a pas bien suˆr pas lieu dans le cas de MCF, une restriction propre
de la trajectoire optimale ne pouvant, par de´finition, ve´rifier les contraintes terminales du
proble`me auxiliaire.
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Cette condition signifie que, depuis n’importe quel point, il est possible
d’amener le syste`me en un instant poste´rieur en suivant une trajectoire ad-
missible, sans changer la valeur de la contrainte terminale. Cette proprie´te´,
cruciale pour l’analyse qui suit, se trouve eˆtre tre`s simplement ve´rifie´e dans
le cas du proble`me de transfert. On a la premie`re
Proposition 6.2. Sous les hypothe`ses (H6.1)–(H6.4), φ est finie, de´crois-
sante, et nulle apre`s sa premie`re racine β¯.
De´monstration. Les hypothe`ses faites rendent possible l’application du the´-
ore`me de Filippov a` (OCP ) qui admet donc une solution (tf ,x,u). Alors,
β¯ = tf est la premie`re racine de φ en vertu de la proposition 6.1. Si β < β¯,
la restriction de (x,u) a` [0,β] est admissible pour (OCP )β qui posse`de a` son
tour une solution, et φ(β) est finie. φ est trivialement de´croissante graˆce a`
(H6.4) et, puisqu’elle est positive, elle est ne´cessairement nulle a` droite de
β.
Graˆce a` la structure simple des sous–proble`mes parame´tre´s, on obtient direc-
tement ici une re´gularite´ sur la fonction valeur plus forte qu’au chapitre 5 :
Proposition 6.3. Sous les hypothe`ses (H6.1)–(H6.4), φ est lipschitzienne.
De plus, s’il existe une trajectoire optimale deux fois de´rivable a` l’instant
final, alors φ′(β¯) = 0 et φ(β) = O((β − β¯)2) au voisinage de β¯.
De´monstration. Soient β1 et β2 tels que 0 ≤ β1 ≤ β2 ≤ β¯. Pour tout
β ∈ [0,β¯], soit (x(.,β),u(.,β)) une solution of (OCP )β. Puisque x˙(.,β) =
f(t,x(.,β),u(.,β)) sur [0,β], puisque f est continue et que N est compact, la
famille (x(.,β))β est e´quilipschitzienne sur [0,β¯] (x(.,β) est prolonge´ a` [0,β¯]
par constance et continuite´). Comme les trajectoires restent dans un compact
fixe (N e´tant compact, A aussi), la famille (12 |h(x(.,β))|2)β est e´galement
e´quilipschitzienne et il existe une constante positive k inde´pendante de β
telle que : ∣∣∣∣12 |h(x(t1,β))|2 − 12 |h(x(t2,β))|2
∣∣∣∣ ≤ k|t1 − t2| (6.3)
Or, φ e´tant de´croissante d’apre`s la proposition pre´ce´dente, on a
0 ≤ φ(β1)− φ(β2) ≤ 12 |h(x(β1,β2))|
2 − 1
2
|h(x(β2,β2))|2 (6.4)
puisqu’en outre la restriction de (x(.,β2),u(.,β2)) a` [0,β1] est admissible pour
(OCP )β1 (d’ou` φ(β1) ≤ 1/2 |h(x(β1,β2))|2). On tire de (6.3) et (6.4) que
|φ(β1)− φ(β2)| ≤ k|β1 − β2|
et φ est Lipschitz. Si x est une trajectoire optimale deux fois de´rivable en
tf = β¯, si ψ(β) = 1/2 |h(x(β))|2,
0 ≤ φ(β)− φ(β¯)
(β − β¯)2 ≤
1/2 |h(x(β))|2
(β − β¯)2 → 1/2 ψ
′′(β¯)
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quand β → β¯, car ψ(β¯) = ψ′(β¯) = 0 (cf. h(x(tf )) = 0), ce qui conclut la
de´monstration.
Remarque 6.1. En ge´ne´ral, la majoration
φ(β) ≤ 1/2 |h(x(β))|2 (6.5)
est stricte (ne serait–ce que parce–que l’e´galite´ impliquerait que la fonc-
tion β 7→ 1/2 |h(x(β))|2 est de´croissante, ce qui n’a pas lieu d’eˆtre). Cette
ine´galite´ peut d’ailleurs servir a` de´tecter une mauvaise e´valuation de φ (cf.
§6.2).
La deuxie`me partie du re´sultat est importante car, si l’on re´sout l’e´quation
φ(β) = 0 par un algorithme de type Newton, a` condition que la valeur
initiale soit strictement infe´rieure a` la plus petite racine β¯, et a` condition que
φ ait certaines proprie´te´s de convexite´, les ite´re´s produits par l’algorithme
ne de´passeront pas β¯. Le comportement quadratique de φ au voisinage de
β¯ est un premier pas dans ce sens. Par ailleurs, si (βk)k est la suite de ces
ite´re´s, convergeant vers β¯, si (xk,uk) est une solution de (OCP )βk , il est
souhaitable que cette dernie`re suite converge—en un certain sens—vers un
couple (x,u) tel que (β¯,x,u) soit solution de (OCP ). Sur ce point, on a les
re´sultats suivants (analogues a` la proposition 5.2) :
Proposition 6.4. Sous les hypothe`ses (H6.1)–(H6.4), si (βk)k tend vers
β¯, quitte a` prendre une sous–suite, (xk)k converge uniforme´ment vers une
trajectoire optimale de (OCP ) dans C0n([0,β¯]).
De´monstration. Les hypothe`ses faites garantissent que (xk)k est e´quilip-
schitzienne, et donc e´quicontinue (comme pre´ce´demment, chaque xk est
prolonge´ par constance et continuite´ a` [0,β¯]). L’ensemble e´tat–controˆle N
e´tant compact, (xk)k est aussi uniforme´ment borne´e : d’apre`s le the´ore`me
d’Ascoli, quitte a` prendre une sous–suite, (xk)k posse`de une limite uni-
forme x dans C0n([0,β¯]). La fermeture d’une partie e´quilipschitzienne e´tant
e´quilipschitzienne, x est aussi Lipschitz. De plus, comme x˙k ∈ Q(t,xk),
comme N est compact et comme Q(t,x) est convexe, x˙ appartient a` Q(t,x)
presque partout sur [0,β¯] (the´ore`me de fermeture 8.6.i de [27]). Bien suˆr,
(t,x) ∈ A parce–que A est ferme´ et x(0) = x0 puisque xk(0) = x0. Fi-
nalement, xk(βk) → x(β¯) graˆce a` l’e´quicontinuite´ de (xk)k, d’ou` l’on tire
h(x(β¯)) = 0 puisque 1/2 |h(xk(βk))|2 = φ(βk) → 0 (continuite´ de φ, pro-
position 6.3). La trajectoire x est alors admissible pour (OCP ), et donc
optimale par se´lection mesurable.
Pour obtenir un re´sultat de convergence sur le controˆle, on suppose comme
au §5.1 que la dynamique peut eˆtre inverse´e de fac¸on lisse :
(H6.5) Il existe R et S diffe´rentiables, R(t,x) ∈ L(Rn,Rm) et S(t,x) ∈
Rm, telles que si y = f(t,x,u) alors u = R(t,x)y + S(t,x)
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Cette hypothe`se est par exemple valide de`s que la dynamique est affine en
le controˆle, x˙ = f0(t,x) +B(t,x)u, avec B(t,x) injective. Alors,
Proposition 6.5. Sous les hypothe`ses (H6.1)–(H6.5), si (βk)k tend vers β¯,
quitte a` prendre une sous–suite, (xk,uk)k converge vers un couple optimal
(x,u) pour (OCP ), uniforme´ment dans C0n([0,β¯]) pour l’e´tat, ∗–faiblement
dans L∞m ([0,β¯]) pour le controˆle (les controˆles uk e´tant prolonge´s par ze´ro en
dehors de [0,βk]).
De´monstration. On proce`de comme a` la proposition 5.2. Quitte a` prendre
une sous–suite, (xk)k converge uniforme´ment vers un e´tat optimal x de
(OCP ) (proposition 6.4). Par se´lection mesurable, il existe un controˆle es-
sentiellement borne´ u tel que (β¯,x,u) soit solution de (OCP ), et (H6.5)
implique que
u = R(t,x)x˙+ S(t,x)
Comme C0n([0,β¯]) s’injecte continuˆment dans l’espace des distributions [66],
xk → x dans D′n(]0,β¯[) et x˙k → x˙ ∈ L∞n ([0,β¯]) au sens des distributions.
Puisque x˙k ∈ Q(t,xk), (xk)k est borne´e dans L∞n ([0,β¯]) et le lemme 5.3 s’ap-
plique : x˙k → x˙ ∗–faiblement et (x˙k)k est e´quicontinue. Soit alors ϕ appar-
tenant a` L1m([0,β¯]); comme R et S sont diffe´rentiables, si χk est la fonction
indicatrice de [0,βk], tR(t,xk)ϕχk → tR(t,x)ϕ et (S(t,xk)χk|ϕ)→ (S(t,x)|ϕ),
respectivement dans L1n([0,β¯]) et L
1([0,β¯]) par convergence domine´e (ou` t
de´note la transposition et (.|.) le produit scalaire euclidien usuel). Ainsi,
S(t,xk)χk → S(t,x) ∗–faiblement et, (x˙k) e´tant ∗–faiblement convergente et
e´quicontinue,
〈x˙k, tR(t,xk)ϕχk〉L∞,L1 → 〈x˙, tR(t,x)ϕ〉L∞,L1
soit 〈R(t,xk)x˙kχk,ϕ〉L∞,L1 → 〈R(t,x)x˙,ϕ〉L∞,L1 . Puisque, d’apre`s (H6.5), le
prolongement de uk a` [0,β¯] est e´gal a` (R(t,xk)x˙k + S(t,xk))χk, on conclut
que uk → u ∗–faiblement dans L∞m ([0,β¯]).
Remarque 6.2. Si (OCP ) admet une unique solution (tf ,x,u), les suites (xk)k
et (uk)k convergent directement vers (x,u) pour les topologies correspon-
dantes (toute valeur d’adhe´rence de (xk)k e´tant une trajectoire optimale, x
est la seule valeur d’adhe´rence).
Finalement, moyennant la dernie`re hypothe`se
(H6.6) U(t,x) = U(t) et toute trajectoire optimale de (OCP ) est
inte´rieure aux contraintes de chemin (t,x) ∈ A
on peut appliquer le principe du maximum a` (OCP )β (ou` l’on ne tient plus
compte des contraintes de chemin), et a` tout couple optimal (x(.,β),u(.,β))
de (OCP )β on peut associer un unique e´tat adjoint absolument continu
p(.,β) et une constante positive p0 tels qu’en particulier on a la relation de
transversalite´ suivante (cf. §2.2) :
p(β,β) = p0 th(x(β,β))h′(x(β,β)) (6.6)
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Pour β < β¯, on a qualification des contraintes (p0 > 0) et on peut prendre
p0 = 1 dans (6.6) (p0 = 0 impliquerait p ≡ 0). Alors, on a aussi un re´sultat
de convergence pour l’e´tat adjoint :
Proposition 6.6. Sous les hypothe`ses (H6.1)–(H6.6), si (βk)k tend vers β¯,
(pk)k converge uniforme´ment vers 0 dans C0n([0,β¯]) (ou` pk est prolonge´ par
constance et continuite´ a` [0,β¯]).
De´monstration. L’e´tat adjoint pk ve´rifie l’e´quation line´aire
p˙k = − t∂xf(t,xk,uk)pk
sur [0,βk]; dans la mesure ou` f est diffe´rentiable sur le compact N , il existe
une constante K telle que |∂xf(t,xk,uk)| ≤ K, et
‖pk‖∞ ≤ exp(Kβ¯)|pk(βk)| (6.7)
Or, pk(βk) = th(xk(βk))h′(xk(βk)) d’apre`s (6.6), et h(xk(βk)) → 0 puisque
φ(βk) → 0 : (h′(xk(βk)))k e´tant borne´e, pk(βk) → 0, ce qui, avec (6.7),
fournit la conclusion de´sire´e.
Application au proble`me de transfert Les hypothe`ses (H6.1)–(H6.3)
sont ve´rifie´es sur (SP )Fmax , quelle que soit la formulation retenue ; en ef-
fet, on a de´ja` vu (cf. chapitre 2) que le proble`me est controˆlable, que les
trajectoires restent dans un compact fixe, et que la dynamique est convexe.
En outre, la condition structurelle (H6.4) est valide pour la raison suivante :
quel que soit le mode`le, la longitude sur l’orbite finale est libre (cf. (1.15)),
de sorte qu’on peut effectivement, depuis n’importe quel point, atteindre
un instant poste´rieur a` l’aide d’un controˆle nul qui perturbe uniquement
la longitude, le mouvement libre e´tant pe´riodique. Enfin, (H6.5) vaut pour
les meˆmes raisons qu’au chapitre 5 (cf. (5.2)). Tous les re´sultats du para-
graphe pre´ce´dent sont donc applicables sans autre hypothe`se que l’inte´riorite´
aux contraintes de chemin (I1) (pour la proposition 6.6). En particulier, la
fonction de non–controˆlabilite´ φ est quadratique dans le cas du transfert
au voisinage de β¯ en vertu de la proposition 6.3, puisqu’on sait que toute
trajectoire optimale de (SP )Fmax est diffe´rentiable a` gauche de tf (cf. co-
rollaire 2.8). Les re´sultats nume´riques obtenus par la me´thode dans le cas
2D (mode`le a` masse constante ou variable) sont pre´sente´s dans la section
suivante.
6.2 Re´sultats nume´riques
Principe S’appuyant sur les conside´rations pre´ce´dentes, on utilise un al-
gorithme de type Newton pour re´soudre l’e´quation φ(β) = 0. L’initialisa-
tion de la recherche du premier ze´ro β¯ est faite par une valeur strictement
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infe´rieure a` β¯ afin que, graˆce au comportement quadratique de φ au voisi-
nage de sa plus petite racine, les ite´re´s produits ne de´passent pas le seuil de
la controˆlabilite´. Trouver ce premier ze´ro revient bien alors a` de´terminer le
minimum global du proble`me : en ce sens, on re´sout le proble`me des minima
locaux. Reste toutefois a` e´valuer φ(β), fonction valeur du proble`me auxiliaire
a` temps final fixe´ sans contrainte terminale (SP )βFmax (pour Fmax donne´) ;
c’est a` ce niveau que l’on utilise le tir simple. Or, du meˆme coup, dans la
mesure ou` ce faisant on peut e´galement tomber sur un minimum local de
(SP )βFmax , l’e´valuation propose´e ne fournit a priori qu’un majorant de φ,
majorant dont le premier ze´ro peut n’eˆtre qu’un minimum local du proble`me
initial (SP )Fmax (pour de´tecter de tels cas, on peut utiliser la remarque 6.1).
Si l’on ne re`gle donc pas le proble`me des minima locaux, notons toutefois
que l’algorithme substitue une recherche ordonne´e de β¯ a` une gestion au
meˆme titre que n’importe quelle composante du vecteur d’e´tat adjoint par
le tir simple applique´ directement au proble`me.
Ayant e´limine´ les contraintes de chemin par l’hypothe`se (I1), on refor-
mule (SP )βFmax sur [0,1] selon (on utilise la formulation 2D non–autonome
ou` la masse est une fonction explicite du temps)
1/2 |h(x(1))|2 → min
x ∈W1,∞4 ([0,1]), u ∈ L∞2 ([0,1])
x˙ = βf(βt,x,u), t ∈ [0,1]
x(0) = x0
|u| ≤ Fmax
ou` les conditions initiales et h sont de´finies en 2D par :
h(x) = (P − P f ,ex − efx,ey − efy)
et
P 0 = 11.625 Mm P f = 42.165 Mm
e0x = 0.75 e
f
x = 0
e0y = 0 e
f
y = 0
L0 = pi
m0 = 1500 kg µ0 = 5165.8620912 Mm3.h−2
Contrairement au proble`me initial, ce proble`me auxiliaire est a` temps final
fixe´, si bien que, a` la diffe´rence des chapitres 4 et 5, on n’a pas ici a` faire du
parame`tre β (qui joue le roˆle de tf ) une variable d’e´tat afin d’utiliser le tir
simple. Par contre, on fait a` nouveau une hypothe`se de non–commutation,
cette fois sur tous les proble`mes auxiliaires 4 :
(I4) Quel que soit β ∈]0,β¯[, (SP )βFmax posse`de un controˆle optimal
u(.,β) continu
4. Sachant que par la meˆme analyse qu’au chapitre 2, on montre que pour chacun d’eux
il y a un nombre fini de commutations.
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Sous cette hypothe`se, si (x(.,β),u(.,β)) ∈W1,∞4 ([0,1])×L∞2 ([0,1]) est solution
de (SP )βFmax pour β ∈]0,β¯[, le principe du maximum s’applique sous forme
qualifie´e (cf. paragraphe pre´ce´dent) et il existe un e´tat adjoint absolument
continu p(.,β) tel que (x(.,β),p(.,β)) soit solution du proble`me aux deux
bouts (BV P )β
x˙ = ∂pH(t,x,p,u(x,p),β) (6.8)
p˙ = −∂xH(t,x,p,u(x,p),β) (6.9)
x(0) = x0, p(1) = th′(x(1))h(x(1)) (6.10)
ou` H(t,x,p,u,β) = β(p|f0(x) +B(x)u/m(βt)) est l’hamiltonien du proble`me
(avec B = [f1 f2]), et ou`, en vertu de (I4),
u(x,p) = −Fmax tB(x)p/| tB(x)p| (6.11)
En conse´quence de la proposition 4.1, (BV P )β est e´quivalent a` l’e´quation
de tir (β e´tant fixe´)
S(p0,β) = 0
avec S(p0,β) = b(ϕ01(x
0,p0,β)), ou` ϕst (x,p,β) est le flot maximal associe´ au
champ de vecteurs 5
ξ(t,x,p,β) = (ξ1,ξ2)(t,x,p,β)
= (∂pH(t,x,p,u(x,p),β),− ∂xH(t,x,p,u(x,p),β))
de´fini par le second membre de (6.8)–(6.9), et ou` b(x,p) = p − th′(x)h(x)
traduit la condition au second bout dans (6.10).
Remarque 6.3. Tirant parti du fait que les proble`mes auxiliaires sont a` e´tat
final libre et donc a` e´tat adjoint final pf comple`tement de´termine´ en fonction
de xf par (6.10), il serait aussi inte´ressant de proce´der de fac¸on re´trograde
en de´finissant la fonction de tir selon
S(xf ,β) = ϕ10(x
f ,pf ,β)− x0
ou` pf = th′(xf )h(xf ). L’inconnue du proble`me de tir auxiliaire devient
alors l’e´tat a` l’instant final xf , grandeur qui, contrairement a` l’e´tat adjoint,
posse`de une interpre´tation physique simple rendant plus aise´e son initiali-
sation (il s’agit en fait d’estimer la distance minimale a` la cible atteignable
en temps β).
Si l’e´valuation de φ est ainsi bien de´finie, il n’en reste pas moins que, pour
le´gitimer l’emploi d’une me´thode de type Newton pour re´soudre l’e´quation
φ(β) = 0, il faut avoir une re´gularite´ C1. Pour l’obtenir, on re´alise une ana-
lyse de la sensibilite´ du proble`me parame´trique (SP )βFmax . On suit pour cela
[52, 53] en commenc¸ant par construire une famille extre´male (i.e. ve´rifiant
5. Il s’agit ici d’un champ de vecteurs parame´tre´ par β.
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les conditions de KKT du proble`me d’optimisation sous–jacent, c’est–a`–dire
ici le principe du maximum) a` l’aide du the´ore`me des fonctions implicites.
puis en assurant l’optimalite´ (locale) de ces extre´ma a` l’aide d’une condition
de coercivite´. Les conditions requises sont bien suˆr similaires a` celles utilise´es
en dimension finie (re´gularite´ des multiplicateurs, stricte comple´mentarite´,
etc.), avec le meˆme recouvrement entre re´gularite´ et coercivite´. Mais au dela`
des particularite´s induites par le cadre controˆle optimal (cf. conditions de
Legendre–Clesch ou Jacobi), la caracte´ristique essentielle de la dimension
infinie re´side dans le phe´nome`ne dit de two–norm discrepancy [53] : alors
que le proble`me est naturellement de´fini dans un espace de Banach appro-
prie´, la condition de coercivite´ s’exprime elle dans la topologie plus faible
(strictement plus faible a` cause de la dimension inifinie) de l’espace de Hil-
bert dans lequel le Banach pre´ce´dent s’injecte. La famille extre´male e´tant
construite comme un ensemble de solutions de l’e´quation de tir, on a besoin
de la condition de re´gularite´ suivante sur le jacobien de S a` la solution :
(I5) Quel que soit β ∈]0,β¯[, ∂pS(p(0,β),β) ∈ GL4(R)
la condition de coercivite´ s’e´crivant pour sa part :
(I6) Quel que soit β ∈]0,β¯[, l’e´quation de Riccati syme´trique ci–apre`s
posse`de une solution :
Q˙ = −QA(t,β)− tA(t,β)Q+QB(t,β)Q− C(t,β) (6.12)
((Rf −Q(1))v|v) ≥ 0, v ∈ R4 (6.13)
A(t,β) = ∂xξ1(t,y(t,β),β)
B(t,β) = ∂pξ1(t,y(t,β),β)
C(t,β) = ∂xξ2(t,y(t,β),β)
Rf =
[
I3 0
0 0
]
(I3 : matrice identite´ d’ordre 3)
Alors, non seulement on peut prouver que φ est continuˆment diffe´rentiable,
mais on peut en plus donner l’expression de sa de´rive´e :
Proposition 6.7. Sous les hypothe`ses (I1), (I4)–(I6), φ est C1 sur ]0,β¯[ et
φ′(β) = H(1,β)/β (6.14)
Le fait que (6.14) n’utilise pas les de´rive´es variationnelles ∂βx(.,β), ∂βu(.,β),
ou ∂βp(.,β), vient de ce qu’on re´alise une de´rivation par rapport au pa-
rame`tre β en reverse mode, comme en diffe´rentiation automatique [32, 43]
mais sur le proble`me continu. Plus pre´cise´ment, soit (O˜)β le proble`me d’op-
timisation parame´trique abstrait avec contraintes d’e´galite´ suivant :
J(z,β)→ min
F (z,β) = 0
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avec J : Z × B → R et F : Z × B → Y de´rivables 6, Z, B et Y des espaces
de Banach. Soit W (β) la fonction valeur de (O˜)β, le lagrangien (en forme
qualifie´e) du proble`me s’e´crit
L(z,λ,β) = J(z,β) + 〈λ,F (z,β)〉Y ′,Y , (z,λ,β) ∈ Z × Y ′ × B
ou` 〈.,.〉Y ′,Y est le crochet de dualite´ entre Y et son dual. Si pour chaque
β dans un voisinage ouvert V de β0, fixe´, le proble`me (O˜)β posse`de une
solution z(β) dans Z et un multiplicateur associe´ λ(β) dans Y ′ ve´rifiant les
conditions de KKT
F (z(β),λ(β),β) = 0 (6.15)
∂zL(z(β),λ(β),β) = 0 (6.16)
et tels que les applications β 7→ z(β) et β 7→ λ(β) soient de´rivables, on a
(voir, plus ge´ne´ralement, [50]) :
Lemme 6.8. W est de´rivable sur V et
W ′(β) = ∂βL(z(β),λ(β),β) (6.17)
De´monstration. Dans la mesure ou` W (β) = J(z(β),β), W est de´rivable sur
V et
W ′(β) = ∂zJ(z(β),β)z′(β) + ∂βJ(z(β),β)
Comme ∂zL(z(β),λ(β),β) = 0 dans V (condition KKT)
∂zJ(z(β),β) + λ(β)∂zF (z(β),β) = 0
et ainsi
W ′(β) = ∂βJ(z(β),β)− λ(β)∂zF (z(β),β)z′(β)
En outre, puisque F (z(β),β) = 0, β ∈ V , on a
∂zF (z(β),β)z′(β) + ∂βF (z(β),β) = 0
soit
W ′(β) = ∂βJ(z(β),β) + λ(β)∂βF (z(β),β)
= ∂βL(z(β),λ(β),β)
De´monstration de la proposition 6.7. Graˆce a` l’hypothe`se (I4), la contrain-
te sur le controˆle est active partout de sorte que le proble`me parame´trique
6. C’est–a`–dire une fois diffe´rentiables.
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(SP )βFmax devient un cas particulier de (O˜)β , puisqu’il suffit de poser z =
(x,u) ∈ Z avec
Z = X × U , X = W1,∞4 ([0,1]), U = L∞2 ([0,1])
Y = L∞4 ([0,1])×R4 × L∞([0,1])
J(z,β) = 12 |h(x(1))|2, F (z,β) =
 x˙− βf(βt,x,u)x(0)− x0
1/2 (|u|2 − F 2max)

Ainsi, on a simplement besoin de ve´rifier les hypothe`ses du re´sultat d’analyse
de sensibilite´ de [53] sur (SP )βFmax pour pouvoir appliquer (6.17). Soit alors
β0 quelconque dans ]0,β¯[. (SP )
β0
Fmax
posse`de une solution (x0,u0), ainsi qu’un
e´tat adjoint absolument continu p0 en vertu de (I1). Le controˆle u0 de´fini
par (6.11) est lisse (hypothe`se (I4)), et si Ĥ est l’hamiltonien augmente´
Ĥ(t,x,p,u,µ,β) = β(p|f0(x) +B(x)u/m(βt)) + 1/2 µ(|u|2 − F 2max)
avec µ multiplicateur scalaire associe´ a` la contrainte d’ine´galite´ sur le con-
troˆle 1/2 (|u|2 − F 2max) ≤ 0, on a ∇uĤ(t,x0,p0,u0,µ0,β0) = 0 avec
µ0 = β0| tB(x0)p0|/(m(β0t)Fmax) ≥ 0
Par conse´quent, µ0 est lisse et (I4) implique la stricte comple´mentarite´ :
µ0 > 0 sur [0,1]. De plus,
∇2uuĤ(t,x0,p0,u0,µ0,β0) = µ0I2 (I2 matrice identite´ d’ordre 2)
est de´fini positif sur [0,1] et la condition de Legendre–Clebsch stricte et
aussi remplie. Finalement, avec (I5) et (I6), toutes les hypothe`se requises
pour l’analyse de la sensibilite´ sont valides, et il existe un voisinage ouvert
de β0 sur lequel les applications β 7→ z(β) et β 7→ λ(β) sont de´finies et
de´rivables, avec
λ(β) = (−p(.,β),p(0,β),µ(.,β)) ∈W1,∞4 ([0,1])×R4 × L∞([0,1])
tel que les conditions KKT (6.15)–(6.16) sont ve´rifie´es. Par conse´quent, φ
est de´rivable sur ce voisinage, et
φ′(β) = λ(β)∂βF (z(β),β)
= 〈p(.,β),f(βt,x(.,β),u(.,β)) + βt∂tf(βt,x(.,β),u(.,β))〉(L∞)′,L∞
= (p(.,β)|f(βt,x(.,β),u(.,β)) + βt∂tf(βt,x(.,β),u(.,β)))L2
=
∫ 1
0
∂βH(t,β)dt
graˆce a` la re´gularite´ de l’e´tat adjoint (p(.,β) ∈ W1,∞4 ([0,1]) ⊂ L24([0,1]) ⊂
(L∞4 ([0,1]))′). Or, le long de la trajectoire optimale pour β,
d/dt(tH) = H + tH˙
= H + t∂tH
= β∂βH
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soit φ′(β) = H(1,β)/β. Le re´sultat e´tant vrai au voisinage de n’importe quel
point de ]0,β¯[, il l’est pour tout l’intervalle ouvert.
Les hypothe`ses (I5) et (I6) ne sont ve´rifiables que nume´riquement : (I5)
en re´solvant l’e´quation de tir (on ve´rifie alors l’inversibilite´ du jacobien a` la
solution), (I6) en inte´grant de fac¸on re´trograde le syste`me diffe´rentiel
y˙ = ξ(y,β)
Q˙ = −QA(t,β)− tA(t,β)Q+QB(t,β)Q− C(t,β)
y(1) = (x(1,β),p(1,β))
Q(1) = 04
(6.18)
une fois de´termine´e la solution (x(.,β),p(.,β)) de (BV P )β. Ci–avant, 04 est la
matrice nulle d’ordre 4 (ce choix garantit la de´finie positivite´ dans (6.13)).
Le second membre de l’e´quation de Riccati dans (6.18) dont l’e´valuation
requiert le calcul des de´rive´es secondes de la dynamique est de´termine´ par
diffe´rentiation automatique a` l’aide du logiciel Adifor [3]. L’inte´grateur nu-
me´rique est RKF45 [67], le solveur choisi e´tant toujours la routine C05NCF de
[44] avec les meˆmes scalings qu’au chapitre 5 (cf. table 6.1).
Tab. 6.1 – Scaling sur les variables.
Variable Scaling Variable Scaling
P 1 pL 100
ex 10 pex 1
ey 10 pey 1
L 1 pL 10
Re´sultats pour le transfert 2D a` masse constante Les expe´riences
ont porte´ sur le mode`le 2D, a` masse constante d’abord, puis a` masse va-
riable ensuite. De`s le premier cas, la conclusion s’impose d’elle meˆme : alors
que l’initialisation de tf doit eˆtre faite par tcfF
c
max/F
+
max dans le cas du tir
simple (heuristique tre`s pre´cise puisque l’erreur commise par rapport a` la
solution donne´e par l’algorithme est en ge´ne´ral infe´rieure a` 1%), on part
de beaucoup plus loin avec la nouvelle approche en utilisant la moyenne de
tcf = β¯
c avec l’initialisation pre´ce´dente, soit 1/2 tcf (1 + F
c
max/F
+
max) (ce qui
permet bien d’initialiser la recherche de t+f = β¯
+ en partant par la gauche).
Si l’on note k le rapport des pousse´es F cmax/F
+
max et que l’on conside`re
que t+f ' ktcf , l’erreur relative commise avec la nouvelle initialisation est
(ktcf − 1/2 tcf (1 + k))/ktcf = (k− 1)/2k, soit 16% pour k = 1.5, et 25% pour
k = 2 (rapports utilise´s en pratique dans le processus de continuation). Les
temps de transfert trouve´s par la me´thode sont majoritairement infe´rieurs
ou e´gaux a` ceux trouve´s par le tir, avec quelques exceptions de sorte qu’on
ne peut pas vraiment conclure a` une ame´lioration syste´matique quant au
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proble`me des minima locaux. Ceci e´tant, la comparaison sur ce point est
d’emble´e fausse´e puisque l’initialisation de tf est dans le cas du tir qua-
siment parfaite. En ce sens, la de´marche adopte´e qui permet de retrouver
qualitativement les meˆmes re´sultats assure au moins, par une gestion expli-
cite de la valeur du crite`re, qu’on ne converge pas vers un minimum local
grossier, au prix d’un niveau d’ite´ration supple´mentaire (chaque e´valuation
de φ reque´rant une re´solution par tir simple) donc d’un temps de calcul accru
(sachant qu’il faut la` encore tenir compte du fait que l’on part plus loin de la
solution). Avant que de donner les re´sultats comparatifs entre le tir simple et
la me´thode propose´e (table 6.2) (ainsi que l’allure des trajectoires obtenues
en regard des e´valuations de φ associe´es, cf. figures 6.2 et 6.3), une dernie`re
observation nume´rique doit eˆtre faite : on constate que, lors des premie`res
ite´rations de Newton sur φ, la valeur courante de β e´tant e´loigne´e de β¯, on
ne dispose d’aucune initialisation pre´cise de p0 pour le proble`me auxiliaire
et la re´solution de (SP )βFmax par tir simple est impre´cise : l’e´valuation de
φ est alors fausse´e (cf. figure 6.1). Pourtant, il s’ave`re que l’approximation
qui en re´sulte est suffisante pour initier le processus ite´ratif en donnant une
direction de descente approche´e 7. En outre, la pre´cision de re´solution du
proble`me auxiliaire augmente au fur et a` mesure que les ite´re´s produits se
rapprochent de la solution β¯ qui est finalement de´termine´e aussi pre´cise´ment
qu’on le souhaite. En ce sens, on s’affranchit e´galement de fac¸on significa-
tive de la sensibilite´ a` l’initialisation de l’e´tat adjoint de la me´thode de tir
sous–jacente. Un exemple d’exe´cution de l’algorithme illustrant l’e´volution
des ite´re´s est donne´ figure 6.4.
Tab. 6.2 – Re´sultats compare´s du tir simple et de la me´thode propose´e dans le cas
du transfert 2D, mode`le a` masse constante. La pousse´e est en Newtons, les temps
de transfert et leurs initialisations pour les algorithmes sont donne´s en heures, les
temps d’exe´cution en secondes (code Fortran sur calculateur HP PA–C160).
tf Initialisation Exe´cution
Fmax Tir Me´thode Tir Me´thode Tir Me´thode
2 446.12 442.11 445.60 296.90 5 433
1 882.06 887.03 892.20 756.00 28 502
0.7 1269.1 1261.8 1260.0 1077.0 11 874
0.5 1772.3 1767.2 1776.7 1514.0 17 1430
0.3 2953.5 2960.8 2953.8 2356.0 64 1380
0.2 4431.3 4426.7 4430.2 3701.0 72 2546
7. A` ce stade, il est clair qu’une telle direction ne peut provenir que d’une approximation
de la de´rive´e de type diffe´rences finies, la formule analytique de φ′ n’e´tant utilisable que
quand l’e´valuation de φ est elle–meˆme suffisament pre´cise. Ide´alement, il faudrait donc
utiliser des diffe´rences finies jusqu’a` atteindre la pre´cision voulue pour l’e´valuation de φ,
pour ensuite faire appel a` la de´rive´e analytique—dont l’emploi acce´le`re la convergence
comme on a par exemple pu le ve´rifier sur des pousse´es fortes. Une solution alternative
serait d’utiliser une de´rive´e exacte de l’algorithme de calcul e´value´e par diffe´rentiation
automatique.
Chapitre 6. Approche controˆlabilite´ 119
8 9 10 11 12 13 14 15
0
20
40
60
80
100
120
β
Fig. 6.1 – La fonction de non–controˆlabilite´ pour 60 Newtons (mode`le 2D a` masse
constante) est en train plein, l’application β 7→ 1/2 |h(x(β))|2 en pointille´s (x
trajectoire optimale). Pour β < β˜ ' 11.3 (β¯ ' 15.2), l’ine´galite´ (6.5) n’est pas
respecte´e, et on suˆr que l’e´valuation fournit seulement un majorant de φ.
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Fig. 6.2 – Transfert 2D a` masse constante. Trajectoires optimales et controˆles
de´termine´s par la me´thode pour diffe´rentes pousse´es. On retrouve les deux phases
habituelles : accroissement du parame`tre puis correction de l’eccentricite´.
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Fig. 6.3 – Transfert 2D a` masse constante. E´valuations de φ et φ′. Les valeurs du
parame`tre β ou` la condition de coercivite´ (I6) a pu eˆtre ve´rifie´e ( i.e. ou` l’e´quation
de Riccati correspondante a e´te´ inte´gre´e avec succe`s) sont marque´s d’une e´toile ∗.
La condition d’inversibilite´ du jacobien de la fonction de tir (I5), indispensable pour
l’ite´ration de Newton, est toujours ve´rifie´e nume´riquement.
Re´sultats pour le transfert 2D a` masse variable Dans le cas du
mode`le coplanaire a` masse variable, le comportement qualitatif de la me´-
thode est de meˆme nature, les temps de transfert e´tant en moyenne de 5%
infe´rieurs a` ceux trouve´s sans la prise en compte de la consommation de
l’engin. Sur ce proble`me, on a utilise´ une e´valuation du jacobien ∂pS(p0,β)
de la fonction de tir par diffe´rences finies (comme a` masse constante), mais
aussi par diffe´rentiation automatique (toujours avec Adifor 2.0 [3]). Dans
ce dernier cas, on diffe´rentie le code re´alisant le calcul effectif de la fonc-
tion de tir (ici l’inte´grateur ODE RKF45). Les re´sultats obtenus (cf. table
6.3) montrent qu’on atteint une pre´cision supe´rieure sur la re´solution de
l’e´quation φ(β) = 0 avec des temps de calcul comparables (les temps de
transfert trouve´s e´tant e´galement similaires).
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Fig. 6.4 – Trace de l’exe´cution pour le transfert 2D a` masse constante, pousse´e de
3 Newtons. Les 3 graphes ci–dessus de´crivent respectivement l’e´volution de φ, de la
norme de la fonction de tir, et de β au fur et a` mesure que l’ite´ration de Newton sur
l’e´quation φ(β) = 0 progresse. On voit bien comment la progression ordonne´e sur
β, quasi–monotone, s’associe a` un gain de pre´cision sur la re´solution des proble`mes
de tir et a` une convergence vers un ze´ro de φ.
Conclusion
Notre objectif e´tait d’essayer de reme´dier a` la grande sensibilite´ du tir
simple, par ailleurs tre`s performant quand couple´ avec le proce´de´ de conti-
nuation sur la pousse´e maximale (et l’heuristique associe´e sur l’initialisation
du temps de transfert), aux deux variables tf et p0. Pour cela, nous sommes
partis du principe de la Me´thode des Commandes Ficitives [49] et avons es-
saye´ de comprendre dans quelle mesure elle permettait de´ja` d’apporter des
e´le´ments de re´ponse dans ce sens. Il nous a semble´ que le point crucial e´tait
la parame´trisation par le crite`re lui–meˆme. Nous avons alors propose´ une for-
mulation ge´ne´rale de la me´thode dont nous avons ensuite de´rive´ un nouvel
algorithme base´ sur une mesure de la (non–)controˆlabilite´, non plus vis a` vis
de la dynamique mais de la condition terminale. Des re´sultats de re´gularite´,
de convergence ont e´te´ donne´s, et une analyse de la sensibilite´ effectue´e qui
a permis de justifier la de´rivabilite´ de la fonction valeur. Au prix d’un niveau
d’ite´ration supple´mentaire, et donc d’un temps de calcul plus important, un
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Tab. 6.3 – Re´sultats compare´s de la me´thode pour le mode`le 2D a` masse va-
riable avec diffe´rences finies (FD) ou diffe´rentiation automatique (AD). La pousse´e
(Fmax) est en Newtons, le temps de transfert (tf ) en Heures, et les temps
d’exe´cution sur HP PA–C160 en secondes.
tf φ(tf ) Exe´cution
Fmax FD AD FD AD FD AD
60 14.732 14.732 5e-28 7e-29 12 14
24 34.133 34.133 2e-22 3e-27 25 25
12 69.294 69.294 2e-25 2e-21 60 40
9 93.187 91.930 3e-19 1e-26 54 70
6 141.64 139.37 3e-13 2e-17 122 86
3 278.98 278.98 1e-24 1e-27 285 217
2 420.10 420.10 1e-17 1e-26 257 485
1.4 597.92 598.12 4e-18 5e-13 485 648
1 839.97 836.86 5e-12 3e-13 496 504
0.7 1195.7 1195.7 2e-12 9e-15 1084 1106
0.5 1685.2 1674.8 3e-12 2e-12 1978 1391
0.3 2838.4 2797.7 7e-10 4e-13 2128 1938
gain substantiel en robustesse par rapport au tir simple est re´alise´. Tout
d’abord, la gestion spe´cifique du crite`re, en l’occurence le temps de trans-
fert, permet de soustraire la variable tf a` la sensibilite´ a` l’initialisation du
tir simple lorsqu’on fait de cette variable une variable d’e´tat ; la me´thode
autorise ainsi une initialisation bien moins pre´cise qu’avec le tir. De plus,
meˆme si nume´riquement on ne dispose que d’un majorant de la fonction φ,
la recherche ordonne´e fournie par la me´thode permet d’e´viter des minima
locaux trop grossiers, auxquels une e´volution incontroˆle´e du crite`re par le
tir simple pourrait par contre conduire. Le dernier avantage sur l’approche
classique tient dans l’encapsulation du tir—encore utilise´ pour e´valuer φ en
re´solvant les proble`mes auxiliaires—dans le processus ite´ratif de recherche
du plus petit ze´ro de la fonction : on accepte que les re´solutions par tir simple
soient impre´cises, en particulier au de´but ou` l’on n’a pas d’approximation
disponible pour l’e´tat adjoint des proble`mes interme´diaires, dans la mesure
ou` l’e´valuation approche´e de φ qui en re´sulte permet quand–meˆme d’initier
la convergence et d’obtenir finalement la solution avec la pre´cision voulue. En
ce sens, le niveau d’ite´ration ajoute´ au dessus du tir simple permet d’amor-
tir la sensibilite´ de ce dernier a` l’e´tat adjoint. Enfin, par rapport a` MCF,
l’avantage principal est la simplicite´ de la nouvelle approche : non seulement
les proble`mes auxiliaires sont sans contraintes terminales, donc a priori plus
simples a` traiter, mais en outre leur dynamique n’est plus perturbe´e par un
controˆle additionnel tendant a` devenir pre´ponde´rant pour peu que l’on soit
e´loigne´ du seuil de controˆlabilite´.
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Fig. 6.5 – Transfert 2D a` masse variable. Orbites de transfert pour des pousse´es
fortes (60 et 12 Newtons, puis faibles 0.5 et 0.3 Newton). Les fle`ches repre´sentent
l’action du controˆle.
Notes
L’ide´e de la parame´trisation par le temps de transfert au niveau du
proble`me continu est dans [49], avec la Me´thode des Commandes Fictives,
le principe de l’approche e´tant duˆ, dans le cas discret, a` Shin Yeu Lin [51]. La
formulation ge´ne´rale de la me´thode est donne´e sous une forme e´quivalente a`
celle du §6.1 dans [18], les proprie´te´s de re´gularite´, de convergence, et le com-
portement nume´rique e´tant eux de´taille´s dans [10, 16, 24, 23]. Comme pour
MCF, le fait que le crite`re soit tf induit une simplification dans les sous–
proble`mes, puisqu’on passe a` temps fixe´ sans avoir a` inclure de contrainte
supple´mentaire (les choses seraient plus complexes dans le cas de la maximi-
sation de la masse). Mais c’est essentiellement de l’absence de contrainte ter-
minale sur ces meˆmes sous–proble`mes, associe´e a` la proprie´te´ de de´croissance
de φ (qui disparait pour un proble`me de rendez–vous ou` la longitude finale
n’est plus libre), que la plupart des proprie´te´s de´coulent : contrairement a` ce
qui se produit avec MCF, la restriction de toute trajectoire optimale est ad-
missible pour le sous–proble`me correspondant. Les re´sultats de convergence,
ou plutoˆt de compacite´, sont identiques a` ceux du chapitre 5, a` l’exception
de la proposition 6.6 portant sur l’e´tat adjoint (la` encore, c’est l’absence
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de cible qui fixe l’e´tat adjoint a` l’instant final). L’hypothe`se la plus cru-
ciale pour l’analyse de la sensibilite´ est la condition de non–commutation
(I4) ; celle–ci joue en effet un triple roˆle : elle garantit bien e´videmment la
continuite´ du controˆle, mais elle constitue aussi a` la fois une hypothe`se sur
la structure de l’ensemble des contraintes actives (elle interdit d’avoir des
points de contact—ne´cessairement isole´s, en vertu des re´sultats du §2.2—
avec la contrainte de pousse´e maximale), et une hypothe`se de coercivite´ (en
l’occurence la condition de Legendre–Clebsch stricte). Le calcul formel de la
de´rive´e de φ dans le cas particulier de MCF est fait par J. Noailles et C. T.
Le dans [58]. L’avantage des hypothe`ses requises pour utiliser les re´sultats de
[52, 53] est qu’elles sont ve´rifiables nume´riquement car connecte´es au mode
de calcul effectif d’une solution au proble`me parame´trique, a` savoir le tir
simple. Dans le meˆme ordre d’ide´e, la diffe´rentiation automatique—que l’on
a d’abord utilise´e pour assembler l’e´quation de Riccati [19]—a pour principe
de se baser sur ce qui est effectivement calcule´ ; en ce sens, elle e´vite de faire
comme si le diagramme ci–apre`s e´tait commutatif,
f
D−−−−→ f ′
AN
y ANy
fN
D−−−−→ f ′N
ou` D est l’ope´rateur de diffe´rentiation, et ou` est AN est un ope´rateur d’ap-
proximation a` un certain ordre N fixe´ : partant de ce qu’en ge´ne´ral la de´rive´e
de l’approximation n’est pas l’approximation de la de´rive´e, on calcule la
premie`re en diffe´rentiant l’algorithme qui imple´mente ladite approximation,
pour avoir la de´rive´e exacte de la fonction que l’on e´value re´ellement. Ainsi,
malgre´ la simplicite´ de l’expression analytique (6.14) de φ′, il serait probable-
ment meilleur nume´riquement d’utiliser la de´rive´e exacte du processus d’ap-
proximation de φ (ce qui revient a` diffe´rentier et l’inte´grateur nume´rique, et
le solveur utilise´ pour la re´solution des proble`mes de tir interme´diaires).
Conclusion
Bilan des contributions Les contributions a` l’e´tude des transferts d’or-
bites en temps minimal sont, dans ce travail, a` la fois d’ordre mathe´matique
et nume´rique. D’un point de vue qualitatif tout d’abord, l’effort a eu pour
but une meilleure compre´hension des mode`les utilise´s ; ainsi le lien entre le
cas 2D et le cas 3D a–t–il e´te´ explicite´, permettant de de´finir le mode`le
3D a` masse variable comme celui dont tous les autres sont des cas par-
ticuliers ou des simplifications. La question de la controˆlabilite´, c’est–a`–
dire de la faisabilite´ du transfert—question d’autant plus pertinente que les
pousse´es conside´re´es e´tant tre`s faibles, on dispose d’un controˆle limite´—,
a e´te´ traite´e : on a montre´ qu’il n’existe pas de pousse´e limite en dec¸a`
de laquelle le transfert ne serait plus re´alisable, mais qu’au contraire on
peut toujours atteindre l’orbite finale, si petite soit la puissance de l’engin.
L’e´tude de la controˆlabilite´ a mis l’accent sur une premie`re particularite´
due a` la prise en compte de la consommation : a` masse variable, une condi-
tion indiquant que le satellite a` vide, i.e. sans carburant, doit eˆtre suffi-
samment le´ger apparaˆıt naturellement. Le re´sultat de controˆlabilite´ subsiste
meˆme lorsqu’on rajoute une contrainte sur la direction de pousse´e, moyen-
nant cette fois une condition sur l’angle de´finissant le coˆne admissible. Les
conside´rations pre´ce´dentes ont permis de de´montrer l’existence de controˆles
optimaux pour le transfert en temps minimal. Ceux–ci se sont ave´re´ posse´der
une structure ge´ome´trique particulie`re, en ce sens qu’ils ne peuvent pre´senter
qu’un nombre maximum fixe´, inde´pendant de la pousse´e, de discontinuite´s
conse´cutives au niveau du pe´rige´e ou de l’apoge´e de l’orbite osculatrice (la`
encore, le mode`le a` masse variable donne lieu a` une situation plus riche).
C’est graˆce a` ce re´sultat que l’on a pu justifier l’hypothe`se classique de
non–commutation du controˆle (hypothe`se cruciale a` bien des e´gards, qu’il
s’agisse de la re´gularite´ de la fonction de tir, ou de l’analyse de la sensibi-
lite´ du chapitre 6). Cette e´tude ge´ome´trique a bien e´videmment e´te´ facilite´e
par l’emploi d’un syste`me de coordonne´es ad hoc, a` savoir les parame`tres
orbitaux. Ceux–ci ont e´galement de´montre´ leur inte´reˆt sur le plan du cal-
cul puisque, de´rivant d’inte´grales premie`res du mouvement non perturbe´, ils
sont beaucoup plus stables nume´riquement que les coordonne´es carte´siennes.
Enfin, la possibilite´ de travailler par continuation sur la pousse´e maximale
a e´te´ justifie´e : la fonction valeur correspondante e´tant continue a` droite, la
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suite des temps de transfert associe´s a` une suite de´croissante de pousse´es
converge bien vers le temps de transfert pour la pousse´e limite.
D’un point de vue nume´rique, le fait de recourir a` diffe´rentes techniques
(directes ou indirectes) a permis de calibrer ces approches dans le contexte
des transferts d’orbites : les me´thodes pre´sente´es dans la deuxie`me partie
(me´thode spectrale, tir multiple) sont pertinentes dans le cas des pousse´es
fortes (i.e. entre 60 et 6 Newtons), alors que les techniques parame´triques de
la troisie`me partie (tir simple avec continuation et approche controˆlabilite´)
sont naturellement oriente´es pousse´es faibles (de 3 Newtons a` 0.3 Newtons
et moins). Parmi les logiciels nume´riques re´alise´s, citons le code PSSOL qui
imple´mente la me´thode pseudo–spectrale a` base de polynoˆmes de Tche-
bycheff du chapitre 3 ; bien que travaillant avec une discre´tisation fige´e,
cette approche est tre`s robuste comme le de´montrent les exemples traite´s
au §3.2. Citons e´galement, toujours dans le cadre ge´ne´ral des proble`mes aux
deux bouts line´aires, le code WASP [25] qui tire parti du calcul adaptatif de
discre´tisation par ondelettes pour mettre en œuvre une re´solution adapta-
tive par diffe´rences finies. Enfin, dans le cadre des contrats entre le CNES
et l’ENSEEIHT–IRIT, ont aussi e´te´ re´alise´s le code SH3D de re´solution par
tir simple et continuation du mode`le 3D a` masse variable, ainsi que le code
COAP [10] correspondant a` l’approche controˆlabilite´ dont l’analyse nume´rique
(proprie´te´s de re´gularite´ et de convergence) a e´te´ faite au chapitre 6.
Perspectives Parmi les nombreux points sur lesquels le proble`me re´siste
encore, on peut mentionner pour commencer la question de l’e´quivalence
entre les mode`les 2D et 3D sous la contrainte que l’inclinaison initiale est
e´gale a` l’inclinaison terminale : on sait (cf. §1.3) que la trajectoire coplanaire
est extre´male, mais il n’est pas certain a priori qu’il n’existe pas un transfert
de dure´e infe´rieure associe´ a` un controˆle posse´dant une composante hors–
plan non nulle. Concernant les commutations, malgre´ les re´sultats donne´s au
chapitre 2, on ne sait toujours pas si, pour certaines pousse´es, le controˆle op-
timal est effectivement discontinu. Le fait que, nume´riquement, on constate
qu’il y a toujours un point ou` la fonction de commutation est tre`s voisine
de ze´ro, peut s’interpre´ter de deux fac¸ons diffe´rentes : soit ce point corres-
pond vraiment a` une discontinuite´ et on n’a pas de ze´ro exact a` cause des
erreurs nume´riques, soit il n’y a effectivement jamais de commutation pour
les pousse´es conside´re´es, mais il existe des configurations ou` l’on est arbi-
trairement proche d’une racine de la fonction de commutation. Si l’on opte
pour la premie`re hypothe`se, il serait inte´ressant non seulement de voir dans
quelle mesure les discontinuite´s doivent ne´cessairement avoir lieu au pe´rige´e
(auquel cas les majorations effectue´es au §2.2 deviendraient globales), mais
aussi d’e´tudier la re´gularite´ de la fonction de tir. Toute la difficulte´ dans ce
cas vient de ce que, bien que les instants de contact avec la surface de com-
mutation soient isole´s, ladite surface est de codimension 2 ; contrairement
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au cas de codimension 1 (cf. [28]) il n’y a donc a priori pas de de´pendance
simple des points d’intersection par rapport aux conditions initiales. On a
par ailleurs syste´matiquement exclu, par une hypothe`se de qualification des
contraintes, le cas de la trajectoire anormale ; or, rien ne dit qu’il ne se pro-
duit pas (on ve´rifie d’ailleurs qu’on a la meˆme trajectoire anormale pour le
transfert avec maximisation de la masse). Enfin, pour comple´ter la remarque
5.4 concernant l’analyse de la sensibilite´ C1 du proble`me par rapport a` la
pousse´e maximale, reste a` faire l’e´tude nume´rique permettant, comme au
§6.2, de ve´rifier nume´riquement les hypothe`se requises. Il suffirait d’ailleurs,
pour justifier l’heuristique tf × Fmax ' constante, de montrer qu’on a une
relation asymptotique entre temps de transfert et pousse´e maximale du type
tf (Fmax)Fmax → c > 0, Fmax → 0
Au–dela` de ces conside´rations, de nouvelles pistes sont maintenant ou-
vertes par l’e´tude de nouveaux mode`les pour le transfert. Tout d’abord, en
prenant comme crite`re non plus le temps, mais la masse utile. Comme on
l’a dit au chapitre 1, il n’est pas certain que le proble`me de maximisation
de la masse a` temps final libre admette une solution, a` cause de l’existence
possible de positions privile´gie´es sur l’orbite permettant d’effectuer les cor-
rections de trajectoire a` moindre couˆt (auquel cas le proble`me, si l’on ne tient
plus compte de la contrainte de module maximal, n’admet qu’une solution
ge´ne´ralise´e [56, 61, 68] dont le controˆle est une mesure et l’e´tat une fonction
a` variation borne´e), de sorte qu’il pourrait devenir ne´cessaire d’introduire un
crite`re mixte masse–temps. Dans tous les cas, le controˆle pre´sente une struc-
ture plus complexe qu’en temps minimal, puisqu’a` certains moments il doit
s’annuler (il n’est donc plus question de continuite´). Cette dernie`re remarque
nous ame`ne finalement vers les derniers raffinements du mode`le consistant
par exemple a` imposer une dure´e minimale avant re´allumage du moteur.
De fac¸on similaire, on de´finit e´galement une dure´e maximale d’allumage en
continu du moteur. Enfin, a` ces contraintes logiques peuvent s’ajouter des
contraintes cumulatives, interdisant que le temps cumule´ de pousse´e dans
une feneˆtre de largeur donne´e de´passe un certain seuil. Avec ces nouvelles
contraintes, on entre de plain–pied dans le domaine du controˆle hybride ou`
les variables continues du controˆle classique coˆtoient de nouvelles variables
discre`tes de de´cision.
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Re´sume´. Le contexte de ce travail est la me´canique spatiale. Plus pre´ci-
se´ment, on s’est inte´resse´, dans le cadre d’une collaboration avec le Centre
National d’E´tudes Spatiales, au proble`me du transfert orbital. Le mode`le
e´tudie´ est celui du controˆle en temps minimal d’un satellite que l’on souhaite
inse´rer sur une orbite ge´ostationnaire. Les contributions de cette the`se sont
de trois ordres. Ge´ome´trique, tout d’abord, puisqu’on e´tudie la controˆlabilite´
du syste`me ainsi que la ge´ome´trie des transferts (structure de la commande)
a` l’aide d’outils de controˆle ge´ome´trique. Sont ensuite pre´sente´es des me´tho-
des de re´solution spectrales et pseudo–spectrales utilisant les polynoˆmes de
Tchebycheff, puis des algorithmes base´s sur un calcul adaptatif de discre´ti-
sation par ondelettes. Ces approches permettent de traiter nume´riquement
le cas d’un satellite dont la pousse´e est forte a` moyenne. Pour atteindre
le domaine des pousse´es faibles, caracte´ristiques de la future propulsion
e´lectro–ionique, il faut finalement introduire de nouvelles techniques qui ont
en commun d’eˆtre parame´triques (parame´trisation par la pousse´e ou par le
crite`re). L’analyse des proprie´te´s de ces me´thodes se fait naturellement a`
l’aide de re´sultats de controˆle parame´trique.
Mots-cle´s. transfert d’orbite, controˆle en temps minimal, controˆle ge´ome´-
trique, algorithmes adaptatifs, controˆle parame´trique
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Abstract. The context of this work is celestial mechanics. More precisely,
in the framework of a collaboration with the French Space Agency, we have
dealt with the orbit transfer problem. We study the minimum time control
of a satellite that we want to reach a geostationnary orbit. The contributions
of this thesis are of three kinds. Geometric, first, since we study the control-
lability of the system together with the geometry of the transfer (structure of
the command) by means of geometric control tools. Then we present spectral
and pseudo–spectral resolution methods, based on Chebyshev polynomials,
as well as algorithms relying upon a wavelet–adaptive discretization. These
approaches allow the numerical resolution of problems with strong or me-
dium thrust satellites. In order to reach low thrusts, typical of the future
electro–ionic propulsion, we finally need to introduce new techniques, na-
mely parametric ones (parameterization by the thrust or by the criterion).
The analysis of their properties is performed thanks to parametric control
results.
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tive algorithms, parametric control
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