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3Abstract
This thesis presents the development and application of multi-dimensional ﬂuorescence imaging
based on confocal microscopy and time-correlated single photon counting (TCSPC) instrumenta-
tion, to reveal the relationship between microenvironment and order parameters of lipid bilayers,
which are the fundamental entities of cell membranes. The objective is to use all the informa-
tion available from the ﬂuorescence signal - emission wavelength, lifetime and polarisation - to
independently interrogate several biophysical properties of biomembranes, simultaneously.
The photophysical characterisation of membrane dye laurdan was carried out using ﬂuorescence
spectroscopy, and this showed that its emission wavelength and ﬂuorescence lifetime report on dif-
ferent characteristics of its environment, namely, hydration and polarity. Time-resolved anisotropy
measurements were used to report on two membrane order parameters related to the hindered ro-
tational diﬀusion of the ﬂuorophore in the bilayer. An experimental and analytical framework was
implemented in order to measure and quantify these four parameters, on the same ﬁeld of view.
This method was then applied to the extensive characterisation of the relationship between these
membrane properties in artiﬁcial bilayers, and showed distinct dependence of membrane microen-
vironment and order to temperature and to membrane chemistry, i.e. the degree of saturation and
cholesterol content. This approach also proved informative in resolving the dynamics of domain
mixing in ternary lipid mixtures. Applied to the membranes of live cells, simultaneous imaging
of membrane micro-environments and order parameters showed that while plasma and internal
membranes display diﬀerent membrane polarity and order parameter values, linked to their diﬀer-
ent chemical composition, the relationship between these parameters is preserved throughout the
cell. The role of cholesterol in the preservation of these parameters was investigated, showing that
cholesterol strongly determines membrane hydration and polarity, while the order parameters are
less sensitive to modulation of cholesterol content. Interpretation of spectral and lifetime informa-
tion allowed discrimination between the eﬀect of cholesterol on membrane hydration and polarity.
Cell-derived plasma membrane vesicles were also characterised as a system to study lipid bilayers
with compositions more faithful to that of the cell membrane, and results suggest that the lipid
content of such vesicles is strongly determined by the modalities of their formation.
Lastly, strategies to improve the analysis of multi-dimensional time-resolved ﬂuorescence image
data were explored. A novel processing routine based on principal component analysis was created,
allowing sensitive detection of lifetime contrast in photon-limited TCSPC images, and the potential
to analyse time-resolved anisotropy data in a pixel-wise fashion was also demonstrated.
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Organisation of this thesis
In the ﬁrst chapter, the basic principles of ﬂuorescence, microscopy and TCSPC are presented, and
time-resolved data analysis methods are compared and discussed. In particular, a theoretical and
analytical framework enabling the quantiﬁcation of membrane order parameters from time-resolved
ﬂuorescence anisotropy data is established.
In the second chapter, current knowledge about the biophysical behaviour of lipid bilayers
and cell membranes is summarised, and the environmental sensitivity of ﬂuorescence membrane
dyes laurdan and di-4-ANEPPDHQ is investigated with comparison to existing work from the
literature, to inform on the relationship between ﬂuorescence emission wavelength, lifetime and
membrane micro-environments. Using these dyes, the relationship between the chemical nature
and the physical properties of artiﬁcial membrane models is then quantiﬁed by measuring all the
parameters available from the ﬂuorescence signal - emission wavelength, excited-state lifetime, and
ﬂuorescence polarisation - on the same ﬁeld of view.
In the third chapter, this method is extended to cellular membranes in cell-derived vesicles and
live cells, where the roles of cholesterol and actin cytoskeleton on membrane microenvironment
and order parameters are interrogated.
In the fourth chapter, strategies for the combined analysis of lifetime and polarisation-resolved
images are explored, and a novel image processing method based on Principal Component Analysis
is developed, with an emphasis on optimal reduction of photon-counting noise.
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Chapter 1
Theory, measurement and analysis of
ﬂuorescence lifetime and polarisation
microscopy
In this chapter, the photophysical mechanisms of light absorption and ﬂuorescence emission nec-
essary to understand ﬂuorescence lifetime and polarisation are detailed. Then, implementation of
a time-and polarisation resolved ﬂuorescence imaging setup is described. Lastly, diﬀerent methods
to analyse time-resolved intensity and polarisation data are discussed and compared.
Why ﬂuorescence to image biological systems?
Research in the life sciences seeks to understand the behaviour of biological systems at all levels.
Our ﬁeld of investigation has expanded over the years, integrating individual organisms in entire
ecosystems on one side, and analyzing their function at cellular, subcellular and even molecular
scales on the other. It logically follows that the variety, evolution and level of technical advance-
ment of methods and instruments developed to solve biological questions is commensurate with
the complexity of life. These techniques draw from mathematics, statistics, chemistry, physics
and engineering. As the constitutive unit of organisms, cells are a primordial object of study for
biology. Indeed, relevant biological phenomena and symptoms in most pathological states can
be investigated through the observation of cell viability, migration, gene expression, structure or
biochemistry. Cell cultures are used as model systems because direct, non-destructive measure-
ments on pluricellular organisms still remain a technological challenge, though techniques such as
light-sheet microscopy or high-resolution mesoscopy oﬀer promising results. With this in mind,
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high-resolution techniques allowing the visualisation of cellular function appear particularly at-
tractive. Non-optical microscopy techniques such as Electron Microscopy (EM) and Atomic Force
Microscopy (AFM) oﬀer resolution at a molecular scale, giving information on the ﬁnest levels of
organisation of living matter. In the case of EM, an electron-beam is directed to the sample, and
the scattering of electrons on its features generates contrast. The wavelength of the electrons is
such that the smallest structures that can be resolved are sub-nanometric. However, the technical
requirements of EM (the sample must be usually coated with conductive layers or cut into thin
sections, and imaged in a vacuum) make it wholly incompatible with live-cell imaging. AFM can be
used to interrogate the properties of single molecules and the organisation of molecular assemblies.
Because they rely on the physical interaction between the sample and the tip of a microscopic
probe scanning the sample, AFM is nowadays limited to surface studies or ex-vivo experiments.
Yielding a maximal resolution of up to a few hundreds of nanometers (before the introduction of
super-resolution microscopy, as will be discussed further) and being compatible with live cells, opti-
cal microscopy has risen as a technique of choice for imaging such systems. However, most cellular
samples are thin and transparent, so historically the initial issue was the generation of contrast in
the image. Simple methods include colored or absorbing dyes such as eosin staining, which are still
used in histochemical studies [1]. Polarisation and phase-based transmitted-light optical designs,
such as Phase Contrast or Diﬀerential Interference Contrast, have advanced the ﬁeld consider-
ably (with the Nobel Prize awarded to Zernike in 1953 for the invention of phase contrast [2, 3]).
Nowadays, the most widespread technique is the introduction of ﬂuorescent dyes in the sample and
the collection of emitted ﬂuorescence. The speciﬁcity and tunability of ﬂuorescent molecules, the
possibility of multiplexing and functional imaging have made ﬂuorescence microscopy increasingly
popular over the past few decades. Methods allowing the improvement of spatial resolution include
scanning confocal microscopy, two-photon excitation and near-ﬁeld techniques such as Total In-
ternal Reﬂection Fluorescence (TIRF). More recently, localisation microscopy has achieved lateral
resolutions well below the Abbe diﬀraction limit [4], launching optical imaging in the realm of
nanoscopy. Being inherently multiparametric, the photophysical eﬀect of ﬂuorescence in itself can
be used in many ways to inform about a biological sample. Indeed, spectrum, intensity, excited-
state lifetime, and polarisation, can be measured [5]. In this work, it was attempted to utilise
the full scope of information provided by ﬂuorescence to achieve multi-parametric imaging of lipid
bilayers and cell membranes.
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1.1 Fluorescence is a light-matter interaction
1.1.1 Modalities of light absorption
Fluorescence is a type of light-matter interaction which arises from the creation of electronically
excited states in a molecule upon absorption of a photon. In most cases of ﬂuorescence we are
concerned with, the energy of the absorbed photon corresponds to a quantised pi → pi∗ orbital
transition in the molecule, the electron of the Highest Occupied Molecular Orbital (HOMO) being
promoted to a singlet state (the spin of the electron is conserved) in the Lowest Unoccupied
Molecular Orbital (LUMO) [6]. The energy of the pi → pi∗ transition is lowered by the presence
of conjugated pi systems, so it logically follows that ﬂuorophores usually contain such features.
The larger the conjugated system, the lower the transition energy, and therefore the longer the
ﬂuorescence excitation and emission wavelengths. As an example, some ﬂuorophores of relevance
to this project are shown in Fig.1.1 below.
Figure 1.1: Some examples of organic ﬂuorescent dyes. a: Fluorescein ; b: ﬂuorophore of the Green
Fluorescent Protein ; c: PM546 - the ﬂuorophore of ﬂuorescent molecular rotor BODIPY.
The probability of a transition occurring between electronic states is linked to the strength of the
interaction between this molecule and the electric ﬁeld of the excitation. This can be understood by
considering the ﬂuorescent molecule and the incident radiation as a charged particle in an electric
ﬁeld. In this situation, the interaction energy is given by the general scalar product:
E = −−→µ .−→ (1.1)
Where the vectors −→µ and −→ are the dipole moment of the system and the electric ﬁeld vector,
respectively [7]. The dipole moment is a summation of the products of individual charges by
their position vectors, for all charges in the system. Calculating an expectation value for the
dipole moment logically involves the use of the wave-functions ψ (related to the probability density
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Our interest resides in the study of the electronic transition. The interaction energy in the case
of a transition is hence given by using the transition dipole moment −→µT , the calculation of which
requires the wavefunctions of the initial and ﬁnal states ψi and ψf :
〈µT 〉 =
y
ψtrf µψi dxdydz (1.3)
And accordingly adapting 1.1, we now have: ET = −−→µT .−→ . The transition dipole moment
(TDM) is therefore a vectorial proportionality factor between the transition interaction energy
and the electric ﬁeld vector. The probability of transition is proportional to E2T (in the same
way the probability density function for electronic positions is proportional to ψ2), hence it is
proportional to cos2α, with α, the angle between −→ and −→µT (by deﬁnition of the scalar product).
It is interesting to know this, because the direction of the electric ﬁeld vector in the case of a
propagating electromagnetic wave is also known as its polarisation. Now considering the excitation
process in a dynamic way, absorption of a photon very rapidly deforms the electronic cloud of the
molecule [8]. The nuclei are aﬀected by this deformation and are hence not at equilibrium position,
which leads them to vibrationally transfer energy to their surroundings. To understand this, let
us schematically consider a two-atom molecule described by a Morse potential (Fig.1.2).
Figure 1.2: The Franck-Condon model explains modalities of photon absorption and emission. The
excited state leads to a shifted electronic potential, and the probability of the transition depends
on the overlap spatial between the wavefunctions in ground- and excited-state. Reproduced from
ref. [8] with permission from Wiley VCH.
Because the electronic clouds of the atoms are larger in the excited state, the equilibrium
conﬁguration is situated at a larger internuclear distance, as shown by the displacement to the
right of the potential curve in S1. However, photons are absorbed at a rate much faster than
would allow nuclei to move to that position. The probability of excitation to a certain vibrational
level of S1 then depends on the overlap between nuclear vibrational orbitals in the ground and
excited states, at matching nuclear distances [6] (so-called vertical absorption). Each of these
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orbitals corresponds to quantised vibrational energy levels. First shown in the 1920s by Franck,
this semi-classical explanation is qualiﬁed as the Franck-Condon principle and can be visualised as
shown on Fig. 1.2 on the left [8, 9, 10].
As a summary, ﬂuorescence absorption depends on the polarisation of the excitation light, and
consists in the promotion of the molecule in an electronically excited singlet state. In practical
terms, light absorption can be measured using a spectrophotometer. What is measured is the






= −log(T ) (1.4)
Where I0λ and Iλ are the light intensities before and after travelling through the sample, and
T is the transmittance. The absorbance is linked to the molar extinction coeﬃcient λ and to the
concentration of the sample c through Beer-Lambert's law:
Aλ = l λc (1.5)
Where l is the path length (i.e., cuvette thickness).
1.1.2 Modalities of ﬂuorescence emission
As further formalised by Kasha in 1950 [11], nuclear relaxation to the vibrational ground state
v0 of S1 occurs typically within 10 picoseconds, which is orders of magnitude shorter than the
excited state lifetime. The de-excitation pathways from (S1, v0) back to S0, include, among
others, the emission of a photon. Hence, the ﬂuorescence photon is always emitted from this level
of lower vibrational energy. This is a capital feature of ﬂuorescence: the emission is always of lower
energy, hence longer wavelengths, than the absorbed radiation; the distance between absorption
and emission wavelengths is qualiﬁed as the Stokes' shift [6]. The Frank-Condon principle also
applies to radiative de-excitation, as seen in 1.2 above. The molecule relaxes radiatively from
(S1, v0) to the most overlapping nuclear vibrational orbital in S0, and thereafter relaxes non-
radiatively to the vibrational ground state (S0, v0). The symmetry between vibrational levels
in S0 and S1 explains the symmetry in the absorption and emission spectra of the molecule.
Electronic transitions involved in photoluminescence can be helpfully represented with Jablonski-
Perrin diagrams, summarising the possible de-excitation pathways upon creation of the excited
state. An example of such a diagram is shown in Fig. 1.3 below [8].
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Figure 1.3: Jablonski-Perrin diagram showing the possible pathways for photon absorption (on the
left), ﬂuorescence emission (middle), as well as the occurrences of inter-system crossing, internal
relaxation and phosphorescence. Reproduced from ref. [8] with permission from Wiley VCH.
While the absorption and emission processes in themselves can be considered instantaneous,
the lifetime of the excited state is typically of a few nanoseconds. Fluorescence spectroscopy and
imaging rely on the detection of photons spontaneously emitted from S1, as seen in the previous
paragraphs. However, many other non-radiative de-excitation pathways compete with ﬂuorescence,
and the probability of each of them is kinetically determined. One can hence deﬁne the quantum
yield Γ of a ﬂuorophore as the ratio between the number of emitted photons over the number of
absorbed photons, which is also the ratio of the radiative rate kr over the sum of the rates of all





Non-radiative decay pathways include internal conversion, such as twisting, as occurs in molec-
ular rotors [12], electron transfer (e.g., in chlorophylls), molecular collisions, quenching by metal
surfaces [13] or solutes [14, 15], and Förster Resonance Energy Transfer (FRET), the modality of
which will be described later in this section.
1.1.3 The ﬂuorescence emission spectrum
As mentioned above, ﬂuorescence is characterised by a shift between the excitation and emission
wavelength, the Stokes' shift. Because of the many possible transitions from vibrational levels of
S0 to S1 (and conversely, from the vibrational ground state of S1 to S0), and the existence of ad-
ditional rotational levels, ﬂuorescence at ambient temperatures is characterised by a distribution
of absorption and emission wavelengths rather than single lines, which is further broadened by
various solvent eﬀects. These distributions are the absorption and ﬂuorescence emission spectra,
as illustrated in Fig. 1.4. The likeness in vibrational levels between S0 and S1 explains the mirror
symmetry of the absorption and emission spectra. The emission wavelength of a ﬂuorophore is de-
termined by structural elements such as the size of a delocalised system, and also, in some cases, by
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the environment of the ﬂuorophore. Indeed, dipole-dipole interactions between the ﬂuorophore and
the medium can modify the energy level of the excited state; this eﬀect is called solvatochromism
and can be used for sensing purposes. An example of solvatochromism will be shown in more detail
in Chap. 2.
Figure 1.4: Excitation and emission spectra of di-4-ANEPPDHQ in a glycerol-water solution.
Emission was recorded for a 488 nm excitation, and excitation for a 750 nm emission. The Stokes'
shift is highlighted by the double arrow. Note that the excitation spectrum corresponds to the
ﬂuorescence intensity collected at a set emission wavelength, and is therefore not equivalent to the
absorption spectrum.
1.1.4 Fluorophores in biological imaging
Several types of ﬂuorescent molecules are available for spectroscopy and microscopy in the biological
sciences:
 Organic ﬂuorophores can be synthesized to have an aﬃnity for speciﬁc biological environments
such as subcellular organelles. Examples include lipophilic dyes to stain cell membranes
such as the DiO family [16], or nucleic acid dyes which intercalate in the groove of the
DNA double helix such as DAPI. Another possible way of targeting organic ﬂuorophores
to speciﬁc compartments is by attaching them to antibodies directed against a particular
epitope. This is the principle of immunoﬂuorescence, and has been used extensively in
combination with confocal microscopy as well as localisation microscopy. The advantages
of organic ﬂuorophores include their high quantum yield, small size, their tunability and
versatility.
 Genetically-encoded ﬂuorescent proteins have greatly advanced the ﬁeld of ﬂuorescence imag-
ing, since the discovery of wtGFP in the jellyﬁsh Aquaeora victoria and its reﬁnement into
the GFP family by the 2008 Nobel Prize in Chemistry Laureates R. Tsien, O. Shimomura
and M. Chalﬁe [17]. Genes of proteins of interest can be fused to to the gene of a ﬂuorescent
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protein, and this genetic construct inserted into cells in the form of a plasmid, using trans-
fection techniques. The cell then expresses a ﬂuorescently-tagged version of the protein. FPs
have been extended to cover the full visible spectrum, and photoactivatable FPs have also
been developed for super-resolution imaging purposes.
 Techniques intermediate between exogenous labeling and genetically-encoded ﬂuorescent pro-
teins include the HALO-Tag system [18], whereby a genetically-encoded modiﬁed dehaloge-
nase enzyme binds a halogenoalkane substrate, itself tagged with an organic ﬂuorophore.
Another such example are the FlAsH/ReAsH biarsenical reagents, which become ﬂuores-
cent when bound to a tetracysteine residue which can be added to a recombinant protein of
interest [19].
 In some cases, endogenous ﬂuorophores, i.e., ﬂuorescent molecules produced by the biological
sample itself, can be informative. For example, metabolic cofactor NADH is ﬂuorescent, and
its ﬂuorescence signal changes between its bound or unbound state, which can be used to
reveal orientation towards glycolytic or oxidative pathways [20, 21].
1.2 Fluorescence lifetime
The ﬂuorescence lifetime describes the characteristic time that a ﬂuorophore stays in the excited
state before emission of the ﬂuorescence photon, and it is considered an intrinsic property of the












Where τ0 is the natural lifetime,  is the molar extinction coeﬃcient and ν the wavenumber.
Interestingly, kr also depends on the refractive index of the medium, n2, with higher refractive
indices linked to shorter lifetimes.
To understand ﬂuorescence lifetimes and how to measure them, the dynamics of population
decay from the excited state to the ground state and the corresponding ﬂuorescence intensity can
be solved using a kinetic model [6]: let [N∗] be the number of molecules of a sample in the excited
state after an inﬁnitely short pulse, and I the ﬂuorescence intensity. The evolution of [N∗] depends




dt = −(kr + knr)[N∗](t)
I(t) ∝ kr[N∗](t)
(1.8)








Where τ is the excited-state lifetime of the molecule and includes the radiative and non-radiative
components of the decay to the ground state. [N∗]0 is the number of molecules in the excited state
at t=0, and A is the initial intensity, which is determined by [N∗]0 and kr. This consideration
brings us to some essential points concerning ﬂuorescence lifetime. The most obvious one is that
the evolution of intensity emanating from a population of ﬂuorophores after a delta excitation is
an exponential decay function, the exponential factor being linked to the decay rate.
If the population of ﬂuorophores or micro-environments in the sample are heterogeneous, it is
likely that sub-populations of ﬂuorophores will exhibit diﬀerent lifetimes; hence the intensity decay






Where where αi are the amplitudes of the respective decay times, τi. These lifetime param-
eters can therefore be recovered by ﬁtting time-resolved intensity decay curves to exponential
model functions (see section 7). The corollary is that the shape of the decay is determined by
the exponential factor, and is therefore independent of initial intensity. This is of great interest
in biological samples, where the concentration of ﬂuorescent dyes or proteins cannot be readily
controlled. Nevertheless, this would be of no use if the decay rates were invariant. As mentioned
earlier, both the radiative and non-radiative de-excitation pathways are inﬂuenced by the proper-
ties of the local environment. Some parameters such as temperature or dioxygen will aﬀect most
ﬂuorescent molecules in the same manner: elevated temperatures increase probability of molecular
vibrations and collisions and hence increase the non-radiative decay rate. Dioxygen also quenches
ﬂuorescence through a collisional process. On the other hand, ﬂuorophores can be tuned to display
measurable shifts in decay rates according to relevant changes in their surroundings. An overview
of the various parameters that have been measured through ﬂuorescence lifetime measurements
can be found in reference [14].
In conclusion, the interest of ﬂuorescence lifetimes in spectroscopy and microscopy therefore
relies on this property being concentration-independent (in concentration ranges low enough to
avoid concentration quenching eﬀects) and environmentally-sensitive. Section 6 of this chapter
will mention technological solutions for the measurement of ﬂuorescence lifetimes, and section
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7 provides a few examples of how ﬂuorescence lifetime measurements can be used for biological
applications. It is worth noting that the photo-physical reason for the environmental sensitivity of
ﬂuorophores is not always understood or trivial to investigate [23], especially since it can be linked
to changes in both non-radiative and radiative decay rates.
1.3 Polarisation of light and ﬂuorescence
Unlike those of the cuttleﬁsh [24], human eyes are not sensitive to polarisation, making it one of the
properties of light less known to the public. However, many phenomena in nature are polarisation-
speciﬁc, and processes such as reﬂection on an interface can have complex behaviours when analysed
in terms of light polarisation. These aspects have been applied in microscopy, notably to obtain
information on the structure of the sample at a molecular scale. The use of polarisation microscopy
in conjunction with time-resolved instrumentation constitutes one important technical aspect of
this work. In this section, I present the basic principle of polarisation, its exploitation in the ﬁeld
of ﬂuorescence microscopy, and the instruments relevant to the implementation of polarisation-
resolved microscopy.
1.3.1 Polarisation is the description of the electric ﬁeld vector orienta-
tion
The polarisation of an electromagnetic wave is used to describe the evolution of the direction
of its electric ﬁeld vector,
−→
E , as it propagates. The magnitude of this vector oscillates with a
periodicity corresponding to the wavelength λ; however, the direction of this vector, while always
perpendicular to the direction of the wave propagation, is not necessarily invariant (see Fig.1.5.a).
−→







Ez. Since the basis is orthogonal, we can orient one component,
say
−→
Ez, in the direction of the wave propagation. This leaves us with two necessary components
to accurately describe the polarisation of the wave (Fig.1.5.b), both oscillating with the same






Ey oscillate in phase, i.e., their maximal and minimal amplitudes coincide in time,
the orientation of the ﬁeld vector
−→






Ey oscillate with a phase diﬀerence of pi2 , i.e., the maximum amplitude of one compo-
nent corresponds to the minimum amplitude of the other, the possible directions of
−→
E describe a
full circle as the distance of one wavelength is covered while the amplitude remains constant, and
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the polarisation is circular. Any intermediate phase diﬀerence will result in elliptical polarisation,
which is eﬀectively the general case for any type of polarisation (see Fig.1.5.d). Note that unpo-
larised light does not exist physically speaking, but is often used to qualify the mixture of waves
with diﬀerent polarisations.
Figure 1.5: The polarisation state of light. a.:
−→
E (small green arrows) is always orthogonal to
the direction of the propagation of the wave (thick green arrow). This represents an arbitrarily
polarised wave, with the
−→
E oscillating in (dark arrows) and out (light arrows) of the plane of the
image. b.: At any point in space and time,
−→









Ey (blue) are in phase, and
−→
E can always be contained in an imaginary plane (in green): this




Ey (blue) are out of phase; the direction of
−→
E varies
periodically, describing an elliptical polarisation.
1.3.2 Fluorescence is a polarisation-speciﬁc process
The use of linearly polarised light as an excitation source in ﬂuorescence leads to photoselection
of the sample, meaning that the probability of each individual molecule to be excited depends on
the orientation of its absorption TDM with respect to the electric vector in the sample plane, as
seen in the previous section. additionally, considering the ﬂuorescence emission to be a transition
from a molecular state with strong dipolar strength to a weaker one, it is easy to understand that
the resulting electromagnetic wave is polarised in the direction of the emission transition dipole
moment [25]. This means that ﬂuorescence polarisation is directly linked to the orientational
distribution of the emitting ﬂuorophores. The question here is to understand and formalise the
nature of this relationship. Let us consider a population of randomly oriented ﬂuorophores under
polarised excitation, as described in Figure 1.6 below [6]:
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Figure 1.6: Representation of incident polarised light on a sample of randomly distributed ﬂuo-
rophores
The excitation light is along the Oz axis, and the ﬂuorophores are represented by their emission
transition dipole moments. I‖(t) is the sum of all emission components along Oz, and I⊥(t) along
Ox or Oy, depending on which is the detected direction. A measure of ﬂuorescence polarisation in





Ox and Oy are equivalent with respect to the excitation light and there is a symmetry about
Oz, so essentially the result should depend only on the orientation with respect to Oz, represented
by the angle θ. Mathematically speaking, r can take values between -0.5 and 1. Now, ﬂuorescence
intensity along each axis is proportional to the square of the component of the transition dipole
moment along this axis, for each emitting ﬂuorophore i (let us assume the emission TDMs have
equal strength µ). Hence, for a population of ﬂuorophores we have [6]:

Iz(t) = I‖(t) ∝ µ cos2θ(t)
Ix(t) = Iy(t) = I⊥(t) ∝ µ cos2α(t)
(1.12)
With cos2α and cos2θ the average values of the cosines between the TDMs and axes Ox and Oz,
respectively. Importantly, it can also be noted that cos2αi+cos2βi+cos2θi = 1 for any ﬂuorophorei
at all times, so the equality holds also for the average values. Because of the symmetry along Oz, we
can further write: cos2αi = cos2βi and therefore cos2θi = 1− 2cos2αi. Using these two elements,






↔ r(t) = 3cos2θ(t)−12 = 〈P2(cos(θ(t)))〉
(1.13)
Where P2 is the second-degree Legendre Polynomial [26].
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1.3.3 Theory of ﬂuorescence polarisation decay
"Nature laughs at the diﬃculties of integration."
Pierre-Simon de Laplace
The question now resides in solving the value of cos2θ(t), that is, the average cosine of the
emitting TDMs with respect to the excitation polarisation.
Let us ﬁrstly establish the general expression of anisotropy as a function of the distribution of
ﬂuorophores, and consider a few useful speciﬁc cases. This section is based on the understanding of
founding article by Kinosita et al. [26]; the same formalism is used here with some simpliﬁcations.
The ﬂuorophores are distributed with probability density function W (θ); each ﬂuorophore has
the ability to move position, butW (θ) in itself is stationary. At time 0, the excitation selects a sub-
population proportionally to cos2θ0, after which the ﬂuorophores have the probability Gθ0(θt) to
rotate in new position θt at time t, point at which their contribution to the ﬂuorescence anisotropy
is given by P2(cosθt). This is the result of the previous section. Integration over all possible




The factor of 3 ensures unit excitation. Since W (θ) is a stationary function, the conditional
probability function Gθ0(θt) is equivalent to the probability of a certain displacement p(wθ,t) oc-
curing within time t, with wθ,t = θt − θ0.
We therefore obtain θt = θ0 +wθ,t and cos(θt) = cos(θ0)cos(wθ,t)−sin(θ0)sin(wθ,t). Given this
result, the addition theorem of the Legendre polynomials [27] also allows us to write: P2(cosθt) =
P2(cosθ0)P2(coswθ,t). Ulterior terms depend on azimuthal angles α, which we have seen in the













It is now clear that the evolution of anisotropy after a pulse excitation is determined by an
initial term r0, which depends on initial sample conﬁguration, and a dynamic term, 〈P2(coswθ,t)〉,
which describes the temporal evolution of ﬂuorophore distribution. These two terms are discussed
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in the following paragraphs.
1.3.3.1 Case of a uniform distribution of ﬂuorophores rotating freely.
Initial anisotropy term r0. The ﬁrst integral term from Eq. 1.15, which we have condensed
in r0, represents the initial contribution to anisotropy determined by the distribution W (θ0). If
the ﬂuorophores are uniformly distributed in space, we can write (using the probability of ﬁnding
a ﬂuorophore in a surface of inﬁnitesimal area sinθdφdθ) [6]:










(3cos4θ0 − cos2θ0) sinθ0dθ0 (1.18)
This calculation yields a value of r0 = 2/5. In practice, while isotropy is a reasonable hypothesis
in many samples, the absorption and emission transition dipole moments are rarely perfectly
collinear, and the microscope introduces a number of depolarising artifacts, yielding a more realistic
value for r0 between 0.2 and 0.39, depending on the NA of the objective [28].
Dynamic anisotropy term. The dynamic integral term of Eq. 1.15, 〈P2(coswθ,t)〉, represents
the evolution of the distribution of the photoselected ﬂuorophores, and depends essentially on the
law determining the angular displacement wθ,t. It is interesting to note that this expression also
can be used to correct the anisotropy of ﬂuorophores with nonparallel TDMs, by including this
phenomenon as an additional term contributing to an angular displacement of the emission from
the absorption. Here again, several possible scenarios arise. In the case of free rotation, the law of




Dr being the diﬀusion coeﬃcient. Resolution of this diﬀerential equation in spherical coordi-
nates yields a single exponential function:
r(t) = roe
−6Drt (1.20)
In the case of free rotation, the anisotropy hence decays exponentially from the initial value r0,
at a rate determined by diﬀusion. One can then use the Einstein-Stokes equation to extract the
dynamic viscosity, assuming a spherical molecule:





Where kB is the Boltzmann constant, T the absolute temperature and V the hydrodynamic
volume of the molecule.
If the molecule is non-spherical, then the model becomes more complex, with Eq. 1.20 becoming
multi-exponential: the molecule rotates along several axes, each of which contributes to the depo-
larisation at a diﬀerent rate [29]. As a summary, Fig. 1.7 shows the polarisation-resolved intensity
decays of ﬂuorescein in glycerol and the resulting anisotropy decay, ﬁtted to a mono-exponential
decay curve (τc = 6.75± 0.08 ns).
Figure 1.7: Example of polarisation-resolved intensity (left) and corresponding anisotropy (right)
decays of ﬂuorescein in glycerol.
1.3.3.2 Case of membranes: non-uniform ﬂuorophore distribution with hindered ro-
tation (wobble-in-cone model)
Initial anisotropy term r0. Fluorophores may have a distribution restricted by their environ-
ment, for example in membranes, as shown schematically in Fig. 1.8.
Figure 1.8: Schematic representation of a ﬂuorophore (in blue) inserted in a lipid bilayer. The
yellow arrow indicated rotational diﬀusion of the ﬂuorophore; θ is the angle between the ﬂuorophore
TDM (along the red line) and the membrane normal n (dashed black line).
Several models exist to describe this type of restricted distribution and motion in lipid bilayers.
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We will mention two of them here; note that it is now useful to use θ as the angular displacement
from the normal to the membrane.
1. In the rigid cone uniform distribution, the ﬂuorophore lives in a cone with half-angle θc,
with a uniform probability distribution function within the cone, and null probability outside.
This case produces a result close to Eq. 1.18, r0 depending on the critical angle θc and
ranging between -0.5 and 1, depending on the angular freedom and the orientation between
the excitation and θ = 0: 
W (θ)dθ = k(θc)sinθdθ for θ ∈ [0 θc]
W (θ) = 0 elsewhere
(1.22)
In the case of ordered environments such as membranes, we understand that the anisotropy
may be much greater than the usual maximum of 0.4; and orthogonal excitation and molec-
ular arrangements can even yield negative values.
2. Another, possibly more realistic model dictates that the position of ﬂuorophores is determined
by their diﬀusion within a potential V (θ) on a unit sphere. In this case, the distribution can
be written as:
W (θ) = b e
−V (θ)/kBT (1.23)
With b a constant, kB the Boltzmann constant and T the absolute temperature. Conveniently,
this model can be reconciled with a Gaussian distribution, where the ﬂuorophore can occupy any
position within a half-sphere, with a normal probability distribution following θ:
W (θ) = c e
q2cos2θ/2 (1.24)
With c a constant and q describing the spread of the distribution.
Both models are visualised schematically on Fig. 1.9 below.
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Figure 1.9: Domains of existence of membrane ﬂuorophores according to the hard-cone model
(left), and Gaussian model (right). The colours indicate the probability of the angular positions
(high probability in yellow, low in purple). The spatial coordinates are arbitrary.
Dynamic anisotropy term If the rotation is hindered by environments such as lipid bilayers,
the model of ﬂuorophore diﬀusion within a potential can be used to solve the dynamic anisotropy














φ is the azimuthal angle with respect to the membrane normal n. One can see the similarity with
free rotational motion as written in Eq. 1.19, in this case with symmetry along φ and dependence






Where Ai and σi are functions of θc. This is not useful, since this represents an inﬁnity of
parameters which cannot be resolved by ﬁtting of experimental data. The following simpliﬁcation
is proposed by Kinosita et al. by comparing their model to experimental data:
r(t) = r0 (A∞ + (1−A∞)e−Drt/〈σ〉) (1.27)
Where A∞ = r∞r0 , fully determined by θc. The term〈σ〉 =
∑
Aiσi contains all the information
determined by θc in the dynamic anisotropy term. By letting τc =
〈σ〉
Dr
and replacing A∞ by its
value r∞r0 , we obtain the well-known relation for the decay of anisotropy in membranes:
r(t) = (r0 − r∞) e−t/τc + r∞ (1.28)
While this is a relatively simple equation and is widely used in the anisotropy community, this
paragraph has allowed us to understand the complexity underlying the decay of polarisation in
membranes. It is also interesting and important to remember that this result is an approximation
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of the exact solution for Eq. 1.25.
Order parameters. In conclusion, two membrane order parameters were adapted from this
theoretical basis and used throughout this work:
 The static order parameter ∆ = r0−r∞r0 = 1 − A∞. This parameter is fully determined by
θc and represents the extent of rotational motion. In the case of fully aligned and immobile
ﬂuorophores, there is no decay of anisotropy, r∞ = r0 and ∆ = 0. In the opposite limiting
scenario, if the ﬂuorophore population is fully randomised at long times after the excitation,
then r∞ = 0, and ∆ = 1.
 The dynamic order parameter τc =
〈σ〉
Dr
. This exponential decay term represents the rate of
rotational motion, and interestingly, depends on the diﬀusion coeﬃcient Dr as well as the
maximum cone angle θc (through 〈σ〉).
1.3.4 Steady-state anisotropy
Steady-state anisotropy is instrumentally easier to compute, since it does not require time-resolved











Though information about r0 and decay rate are lost, steady state anisotropy still reports
on the ordering of a sample with a single value, and is relevant in imaging contexts where the
photon capital is too low to obtain reliable anisotropy decays. By assuming I(t) = Ae−t/τ (single





This is termed the Perrin equation, by which steady-state anisotropy is related to the rotational
correlation time τc, the ﬂuorescence lifetime τ and the anisotropy limiting values r0 and r∞. When
ﬁxed samples are investigated, the dynamic depolarisation is removed, and steady-state anisotropy
reports directly on r0 (save the instrumental depolarisation), and so is used in spectroscopy to
inform on the orientation of absorption and emission TDMs, for example [30]. Some examples of
applications of time-resolved and steady-state anisotropy in biological imaging are summarised in
section 7.
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1.4 Time-resolved ﬂuorescence microscopy
The idea of time-resolved ﬂuorescence imaging is the creation of images, the contrast of which is
determined by ﬂuorescence lifetime or anisotropy parameters. As seen above, these parameters
determine the shape of the ﬂuorescence emission in time after a modulated excitation, so the
aim is to obtain a time-resolved intensity signal in each pixel of the image. This paragraph will
focus on the technological solutions to measure ﬂuorescence lifetimes, which can be done in the
frequency domain and the time domain. Important elements of microscopy will also be laid out.
The emphasis is made on time-correlated single photon counting (TCSPC), since it is the method
employed in our laboratory, but alternatives are also presented.
1.4.1 Time-correlated single photon counting (TCSPC)
In time-correlated single photon counting, single ﬂuorescence photons are detected after a pulsed
excitation of ﬁxed repetition rate, and their arrival time is measured within the excitation cycle.
After many, many cycles, what is in eﬀect obtained is an integrated distribution histogram of
photon arrival times during the experiment, as shown in Figure 1.10. This arrival time histogram
directly reﬂects the exponential decay of a population of ﬂuorophores from the excited to the
ground state, and the lifetime parameters can be recovered through exponential ﬁtting techniques,
as will be presented in Section 1.6. Ideally, the repetition rate of the experiment is set so that the
full exponential decay can be sampled. Most ﬂuorophores in biological imaging have ﬂuorescence
lifetimes between 0.1 and 10 ns, which places usual excitation frequencies in the range of 10-100
MHz.
Figure 1.10: Basic principle of Time-Correlated Single Photon Counting (TCSPC): The time
elapsed between the photon and a laser pulse is converted into a digital time address (left), and
the integration of many single photon detection cycles constitutes an arrival time histogram of
ﬂuorescence photons (right).
TCSPC is achieved by using detectors in photon counting mode: the detector output is a train
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of short, nanosecond-wide pulses of varying amplitudes (photon-counting detectors have a high
amplitude jitter), as shown in Fig. 1.11. Arrival times are attributed to each detection event by
processing the detector signal through several electronic building blocks.
Figure 1.11: Typical detector trace (below) of ﬂuorescence photons with pulsed laser excitation
(above), from [31]. Note the reduced number of photon pulses (4) compared to the number of laser
pulses (32). This is typical of a TCSPC experiment, to avoid counting loss.
In the Becker & Hickl TCSPC architecture used in this work, each photon pulse triggers a
Constant Fraction Discriminator (CFD), which minimises the time-jitter from the amplitude jitter
of the detector pulses. A second CFD (SYNC) is triggered by the excitation pulse. The two CFD
signals trigger the START and STOP signals of a Time to Amplitude Converter (TAC). In short,
the start signal comes from the detector CFD and triggers a linear ramp voltage sweep until the
SYNC CFD triggers the STOP signal of the TAC. Because the TAC is launched at the detection of
a photon and not at the beginning of each excitation cycle, the TAC operation rate is eﬀectively the
count rate, which is lower than the excitation rate, hence this is a big advantage in high repetition
rate experiments [32]. The output voltage is now a function of photon arrival time with respect to
the following laser pulse. This signal is then transformed into a time-address in the memory, which
consists of a chosen number of time channels. This is done by the Analog to Digital Converter
(ADC). This system architecture (represented schematically in Fig. 1.12) is slightly more complex
than other possible methods which convert the CFD signal into a digital signal directly, as proposed
by the PicoQuant TCSPC architecture. However, the time resolution rendered by the TAC-ADC
architecture is an order of magnitude higher, in the order of a picosecond compared to fully digital
methods.
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Figure 1.12: Classic TCSPC architecture, from ref. [31]
One may be tempted to question the necessity of single photon detection, given that thousands
of them are required to resolve an exponential decay curve, and that it would be conceptually
more eﬃcient to collect many photons at once. The ﬁrst element is that single photon counting
mode uses the advantage of digital processing, where only the timing of the detected signal is used,
rather than its amplitude. This yields high resolution of photon arrival times, which is limited
by the transit time spread (TTS) of the detector. The TTS relates to the variability in time
between the absorption of a photon at the photocathode and the emission of an electronic pulse
at the anode [31, 29]. As an example, the reported TTS of the detectors used in this work is
of 120 ps [33, 34]. Single photon detection also presents the advantage of high dynamic ranges
and well-deﬁned Poisson-distributed statistics linked to shot noise. The second element is purely
instrumental: photon-counting detectors have a dead time which often exceeds the observation
window. Physically, any photon arriving after the detected photon and within the detector dead-
time will not be registered, so in eﬀect single photons are detected in each excitation cycle. This
is qualiﬁed as counting loss or the photon pile-up eﬀect, and is undesirable; in practice, the
experiment is set such that the likelihood of several photons arriving in the same time window is
negligible, by adjusting the count rate of the detected photons to be much lower than the laser
repetition rate. As a rule of thumb, the target count rate should be around 1% of the repetition
rate (1 photon detection for 100 laser pulses) [35]. While this may sound wasteful of excitation
cycles, in biological samples under investigation, it is rare that an excessive count rate should
be a problem. Moreover, when operated in such a manner, the counting eﬃciency of TCSPC is
near-ideal; indeed, very few emitted photons are lost (not detected) [36, 35].
Ultimately, the high time resolution and sensitivity of TCSPC yields accurate and precise
resolution of ﬂuorescence lifetimes. However, detector dead times still contribute to the overall slow
acquisition rates of this technique. Therefore, recent technical eﬀorts aim to overcome this issue,
for example by distributing the emitted photons onto several detectors [37, 38], or by developing
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new detector architectures with shorter dead times [36]. Alternatives to TCSPC such as Time-
Gated FLIM and frequency-domain FLIM present the advantage of shorter acquisition times, as
detailed hereafter.
1.4.2 Time-Gated FLIM
In time-gated systems, series of ﬂuorescence images are collected at increasing delays after a short
excitation pulse (Fig. 1.13). Several technical implementations of Time-Gated FLIM have been
developed and adapted to diﬀerent microscope systems. The lifetime information is obtained by
direct analysis of the intensity decays similarly to TCSPC [39, 40], or from the intensity ratios
between these time gates [41].
Figure 1.13: Basic principle of time-gated ﬂuorescence detection.
One possibility for time-gated FLIM is to gate the detector, through the use of Gated Optical
Intensiﬁers (GOI) in front of a camera to sample the ﬂuorescence decay is sampled at increasing
times, in all pixels simultaneously. This was for example implemented in the group of Prof. Paul
French (Imperial College London) [42]. Elsewhere, this architecture was coupled with ﬂuorescence
anisotropy imaging by Devauges et al. to detect homo-FRET in live cells [43]. Optical sectioning
techniques such as TIRF [43], structured illumination [39, 44, 45], multi-focal scanning [46], and
spinning disk [47] microscopes have been developed in combination with this architecture. Though
detector time-gating is less eﬃcient than TCSPC since many ﬂuorescence photons are discarded
by the gate [48, 49], one advantage of such systems compared is their speed and compatibility with
wide-ﬁeld imaging. The wide-ﬁeld detection allows much faster frame rates than achievable with
scanning microscopes, and limits photodamage since the sample is illuminated with a homogeneous
ﬁeld of light (such as achieved by Köhler illumination) rather than a focused beam.
Another possibility for time-gated FLIM was for example implemented in the group of Prof.
Hans Gerritsen [49, 41], whereby the output from a photon counting detector itself is divided
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into time gates using a series of counters which are sequentially enabled and disables using pro-
grammable delay lines synchronized with the lased pulses. This type of system has the same
excellent photon counting eﬃciency as TCSPC [38], and has been coupled with confocal and two-
photon microscope systems. Anisotropy imaging was further implemented with two such Lifetime
Modules (LiMos), which enabled the quantiﬁcation of cluster sizes in homo-FRET experiments
[50, 51].
1.4.3 Frequency domain FLIM
Frequency domain ﬂuorescence lifetime imaging, the excitation is modulated in time, and the ﬂu-
orescence lifetime is derived from the phase and amplitude modulation between the excitation and
ﬂuorescence signals [48, 23], as shown in Fig. 1.14. The excitation can be pulsed, similarly to time-
domain measurements, or sine-modulated. Usually, both the phase and intensity demodulation
signals are measured for varying excitation modulation frequencies, and used together to extract








( 1m2 − 1
(1.31)
Frequency-domain FLIM is often coupled with wide-ﬁeld microscopy [52], though it can been
used with scanning systems as well [53, 54]. Time-resolved anisotropy was also measured in the
frequency domain by Clayton et al [55], where homo-FRET of GFP was detected in E.coli bacteria.
Frequency-domain systems allow for fast acquisition of FLIM data, and are hence compatible
with imaging of biological processes. However, the resolution of complex decay proﬁles such as
multi-exponentials and incomplete decays can be diﬃcult using frequency-domain methods. Anal-
ysis of Frequency-domain FLIM is performed by ﬁtting curves of phase and amplitude modulation
values at diﬀerent excitation modulation frequencies, or by using Fourier-domain analysis such as
the phasor transformation [56], as will be presented in section 1.6.
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Figure 1.14: Basic principle of frequency-domain determination of ﬂuorescence lifetimes.
1.4.4 FLIM and microscopy
The time resolution of the TCSPC system, as shown in the previous section, is in the order of
picoseconds. Detectors which can achieve this are time-resolved Photomultiplier Tubes (PMTs), or
in the case of our current setup, hybrid Ga-AsP detectors [34], as well as Single-Photon Avalanche
Photodiodes [57, 58, 59] and cameras with a delay line anode architecture [60, 61]. PMTs and
hybrid Ga-AsP detectors have no spatial resolution, so it follows that the use of these detectors in
an imaging context requires scanning of the excitation beam over the ﬁeld of view and pixel-wise
reconstruction of the image. To this eﬀect, the TCSPC technique can be coupled to a Laser-
Scanning Confocal Microscope (LSCM) system.
1.4.4.1 Confocal microscopy and FLIM
In scanning microscopy, the laser is focused on the sample to a diﬀraction-limited volume, and
scanned by a system of galvanometric mirrors over the desired area. Fluorescence is then collected
through the objective lens and separated from the excitation beam by a dichroic mirror. The
particularity of a confocal microscope is the presence of a pinhole in front of the detector in
a plane optically conjugated with the sample plane, as seen in Fig.1.15. This allows dramatic
improvement of the axial resolution, by physically obstructing out-of focus ﬂuorescence emanating
from z-planes above and below the image plane.
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Figure 1.15: Optical sectioning in the confocal microscope: light coming from above and below the
sample plane (blue and red dashed lines, respectively) is blocked from the detector by the detection
pinhole. Image from ref. [62].
The optical sectioning provided by confocal microscopes has made them attractive instruments
in the life sciences, and their use is widespread. However, scanning over the ﬁeld of view takes time,
and this makes confocal imaging much slower than camera-based, wide-ﬁeld microscopy. For these
reasons, it is diﬃcult to image highly dynamic phenomena (>1 Hz) with confocal microscopes.
At the moment, TCSPC is overwhelmingly used with confocal microscopes for imaging pur-
poses, though work is underway in our laboratory to develop wide-ﬁeld TCSPC techniques, using
various wide-ﬁeld detectors [63, 64]. This would allow access of TCSPC-FLIM to the imaging
techniques associated with wide-ﬁeld microscopy. A brief comparison of wide-ﬁeld and confocal
microscopy is summarised in the Table 1.1 below:
Table 1.1: A brief comparison of scanning and wide-ﬁeld techniques
Scanning Wide-Field
Speed of acquisition - +
Time Resolution ∼10 ps ms (without time gating)
Axial resolution + -
Lateral resolution improvements LSCM, STED PALM, STORM, SIM
Associated techniques FCS, TCSPC, FRAP TIRF, SPIM, SIM
1.4.5 Alternatives to confocal-TCSPC for FLIM
1.4.5.1 Two-photon FLIM
Since longer wavelengths are less prone to scattering due to weaker interactions with the small
features of the sample, using excitation sources in the long wavelength range can improve pene-
tration into the sample. To this eﬀect, multi-photon microscopy is an attractive option for 3D live
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cell and tissue imaging. A ﬂuorescent molecule can be promoted to the excited state by absorb-
ing one photon of wavelength λ (single photon absorption), or two simultaneous (less energetic)





−1 [65, 66]. The ﬂuorescence pho-
ton is then emitted following the same process in both cases (the ﬂuorescent molecule retains no
memory of its excitation process [11]. In practice, two-photon excitation is achieved by focusing
the light of very short (femtosecond) laser pulses through a microscope objective. Because the
likelihood of absorption is linked to the strength of the electric ﬁeld vector (Eq. 1.1), two-photon
excitation (TPE) can only be achieved at the focal point of the microscope objective where the
electric ﬁeld density is highest, hence naturally limiting ﬂuorescence to the focal point without the
need for a pinhole. Photobleaching is also reduced since the periphery of the focal point is not
excited. Thanks to this remarkable phenomenon theorised by Maria Göppert-Mayer in the early
XXth century [67], excitation light with near-IR wavelengths (>700 nm), which travel deeper into
the sample and cause less photodamage can be used. Because multiphoton microscopy requires
pulsed laser sources, it is also ideally combined with TCSPC-FLIM. Two-photon FLIM is now a
widespread microscopy technique, notably to image samples in three dimensions. FLIM of aut-
oﬂuorescence is often carried out with multiphoton excitation, since endogenous ﬂuorophores such
as NADH usually have UV excitation bands and lifetimes below 3-4ns, compatible with the ﬁxed
high repetition rate of Ti:Sapphire lasers (around 80 MHz). More interestingly, the dynamic range
of ﬂuorescence anisotropy with 2-photon excitation is higher, since the absorption cross-section of
the ﬂuorophores is narrower: for an isotropic sample and parallel TDMs, rTPEo > 0.4. So why
doesn't everybody use two-photon microscopes? The downsides of two-photon excitation include:
 Achieving high energy density at the focal point requires high-power, femtosecond-pulsed
source such as Titanium-Sapphire lasers, which can be prohibitive in cost (>100k$).
 Titanium-Sapphire lasers are tunable in emission wavelength but the repetition rate is usually
ﬁxed to around 80 MHz. The observation period for a ﬂuorescence decay is hence then around
12.5ns, which is too short to observe the full decay of long-lived species. However, this can
be amended using pulse pickers.
 The requirement of TPE for high energy density at the focal volume may elicit nonlinear
photodamage in the sample. In live cell or tissue imaging, experimental design must there-
fore balance the advantage of reduced photobleaching and higher penetration depth with
photodamage, for example by adapting pulse width or the number of scans over a ﬁeld of
view [68].
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1.4.5.2 Choice of time-resolved imaging instrumentation
In the previous sections, several technical implementations of FLIM and tr-FAIM have been pre-
sented. Quantiﬁcation of ﬂuorescence depolarisation is possible using TCSPC [69], time-gated
and frequency-domain architectures [51, 50, 43, 70, 69]. In this work, the objective is to resolve
membrane order parameters from anisotropy decays as presented in section 1.3.3, which requires
high time resolution. However, the model membrane systems under investigation do not strictly
require fast image acquisition rates as long as the samples can be immobilised. Moreover, the
ﬂuorescence membrane dyes used in this work have complex photophysical behaviours and ex-
hibit multi-exponential ﬂuorescence decays. Therefore, TCSPC was chosen as the time-resolved
ﬂuorescence detection technique yielding a suﬃciently high time resolution for the straightforward
measurement and analysis of anisotropy decays, as well as the accurate determination of ﬂuores-
cence lifetime parameters.
1.4.6 Note on microscope resolution
Regardless of the technological pathway used, resolution (i.e., the size of the smallest features
which it is possible to distinguish) in optical imaging is limited by the diﬀraction of light as it
interacts with structures on the order of its wavelength. All diﬀraction orders contain information
(light) about the emitters, hence it is desirable to collect as many of them as possible to create the
image. However, the collection is made by an objective lens of ﬁnite diameter. The widest angle
emanating from the focal plane from which the objective can collect light is given by its Numerical
Aperture (NA), deﬁned by the following equation:
NA = nsinβ (1.32)
With n the refractive index of the medium, and β the aperture angle of the objective. For this
reason, the image of a single emitter by an optical system is not a single point, but rather a three-
dimensional diﬀraction pattern (analytically, the optical transfer function), which is experimentally
qualiﬁed as the Point-Spread Function (PSF). In terms of intensity, this image can be described by
an Airy function. The lateral and axial resolutions of the system can then be deﬁned in terms of
separation between two Airy functions. There are several possible formulations of the resolution;
the most popular one originated from Lord Rayleigh, suggesting that two objects separated by a
distance equal to the radius of the Airy disk can be resolved, giving a maximal lateral resolution
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With λ the excitation wavelength. With similar methods the axial resolution of a system can




From this it is evident that the lateral resolution is always higher than the axial resolution.
Also, resolution is an analytical value which can be theoretically calculated for any microscopic
setup if the numerical aperture, the refractive index of the immersion medium and the excitation
wavelength are known. For instance, the theoretical value using an excitation wavelength of 467
nm and a numerical aperture of 1.2 with water immersion (n = 1.33), yields a lateral resolution of
156 nm, and an axial resolution of 538 nm.
This means that in the case of confocal microscopy used here, features smaller than these
dimensions cannot be resolved. Recently, ﬂuorescence imaging methods circumventing the optical
diﬀraction limit have pushed ﬂuorescence in the ﬁeld of nanoscopy. These methods rely on the
spatio-temporal isolation of ﬂuorophore point-spread functions, through chemical methods (use of
photo-activatable ﬂuorophores in PALM, or of reducing buﬀers to provoke stochastic blinking of
the ﬂuorophores in STORM) or physical methods (the localised depletion of the excited state in
STED) [71, 72, 73].
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1.5 Time-and polarisation-resolved ﬂuorescence microscopy
in the laboratory
1.5.1 The laboratory setup
The laboratory system is a confocal TCSPC-FLIM microscope with polarisation resolution, en-
abling Time-Resolved Fluorescence Anisotropy Imaging. The lasers used in this work were pi-
cosecond pulsed diode lasers (Hamamatsu 467 nm and Horiba DDL series). The excitation beam
is linearly polarised and coupled in free space (to avoid depolarisation through optical ﬁbres) into
a Leica TCS SP2 confocal microscope. On the detection side, steady-state confocal microscopy is
performed with two photomultiplier tubes present in the the confocal microscope, enabling 2-colour
imaging. For time-and polarisation-resolved microscopy, the ﬂuorescence emission is instead sepa-
rated into two orthogonal linear polarised components by a polarising beamsplitter (Linos Optics).
The two components are detected by two Ga-AsP hybrid photon-counting detectors (HPM 100-40,
Becker & Hickl), each individually connected to a TCSPC module (SPC 150, Becker & Hickl).
Fig. 1.16 below is a schematic representation of the confocal polarisation-resolved FLIM setup
currently used in the laboratory [69].
Figure 1.16: The laboratory setup. Throughout this work, diode lasers of diﬀerent excitation
wavelengths (e.g. 375, 467 and 440 nm) were used. DCM: Dichroic Mirror. M: Software-operated
mirror. Light path above M (green dashed line) shows the steady-state 2-colour imaging capa-
bility using PMT1 and PMT2 from the Leica confocal microscope. P: Prism, S1 and S2 are slits
of adjustable width with reﬂective surfaces. Path on the right of M (full green line) shows the
home-built polarisation-resolved FLIM capacity using two Ga-AsP HPM 100-40 hybrid detectors
(Becker&Hickl) and two SPC-150 PCI boards (also from Becker&Hickl). F: emission ﬁlter (trans-
mission band cited when relevant). PBS: Polarising beamsplitter.
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1.5.2 Optimisation of the optical system and calibrations
1.5.2.1 On the excitation side
Beam shaping. For confocal microscopy, an optimised beam proﬁle is collimated and has the
dimensions of the input coupling aperture when entering the microscope scan head (in our case,
5 mm). Diode lasers rarely have an ideal beam proﬁle when they exit the laser head, i.e., they
may be divergent or convergent, non-circular, and with local defects. The beam must therefore be
shaped before coupling to the microscope. The modiﬁcations brought to each of the lasers used in
this project are described here.
The Hamamatsu 467 nm diode laser was adjusted for divergence and beam size using a
collimation lens and a beam expander. The optical diagram is presented in Fig. 1.17 below. The
beam was ﬁrstly collimated to a diameter of approximately 1 cm using an adjustable convex lens
built into the output of the laser head (L1) - note that on Fig. 1.17, L1 is shown some distance
away from the laser head for clarity, and to underline the strong divergence of the beam at the
direct output of the laser. This collimated beam was then reduced to a size of 5 mm diameter
using the L2−L3 lens assembly: L2 converges the beam rays to its front focal point, which is made
to coincide with the back focal point of lens L3, with f3 < f2. The beam exiting this assembly
is therefore collimated, and reduced in size to x = 5mm, which is the size of the input port of
the confocal scanhead. The beam is thereafter spectrally ﬁltered using a 485/50 BP ﬁlter (F),
and the polarisation cleaned up using a linear polariser (LP). Spatial ﬁltering was also envisaged
to improve the beam proﬁle. Indeed, the collimated beam was not of Gaussian proﬁle; instead,
it presented concentric rings, in the shape of an interference pattern. By placing a pinhole P at
the point where the beam converges in the beam expander, the central part of the beam can be
selected for re-expansion only, producing a more Gaussian proﬁle. This provides a better-deﬁned
excitation volume when the beam is converged by the objective, and ultimately, a better resolution.
However, this was at the cost of a strong drop in intensity. Increasing the laser power is possible
to compensate for this, but for this speciﬁc model, led to a temporal broadening of the laser pulse
and a distortion of the ﬂuorescence in its initial moments. It was determined that the gain in
resolution was too low in view of the reduced intensity of the beam, and spatial ﬁltering was not
used.
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Figure 1.17: Optical diagram of laser beam shaping elements used for the 467 nm diode laser.
Convex lenses L1, L2 and L3 have back focal lengths f1, f2 and f3, respectively, with f2 = 100mm
and f3 = 25mm. L1 was integrated with the laser head, and its focal length was approx. 5 cm. P
is the pinhole used for spatial ﬁltering of the beam. F is a 485/50 excitation ﬁlter. LP is a linear
polariser. OA: Optical Axis
The Horiba 375 nm DDL diode laser was much less divergent than the 467 nm laser,
and the diameter was also smaller at the output. A beam expander assembly was therefore not
required, and the beam was solely collimated using a 50 cm focal length UV-coated plano-convex
lens, and polarised using the linear polariser as above. The optical diagram is presented below in
Fig. 1.18.
Figure 1.18: Optical diagram of the beam shaping elements used for the 375 nm diode laser.
Convex lens L4 has a back focal length of f4=50 cm.
Alternating between excitation wavelengths. To add versatility to the system and allow
for diﬀerent users and applications, it is useful to have several laser lines easily coupled into the
scanhead without the need for systematic re-alignment and modiﬁcations in the beam paths. Flip
mirrors and reﬂection ﬁlters were therefore used to alternate the coupling of diﬀerent lasers into
the microscope. The conﬁguration of the excitation paths is shown in Fig. 1.19. Note that the
dichromatic mirror within the scanhead needed to be changed manually between experiments with
diﬀerent wavelengths. Experiments with 467 nm excitation required a dichroic with a 485 nm,
while the ones with 375 nm excitation were performed with a cutoﬀ at 405 nm.
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Figure 1.19: Diagram of the optical conﬁguration of the excitation paths. The 473 nm laser and
shutter S constitute a FRAP module, not used in the experiments described here. Aside from the
optical elements already shown in Figs. 1.17 and 1.18, F ′ is a reﬂection ﬁlter with a cut-oﬀ between
467 and 473 nm, hence transmitting the FRAP beam but reﬂecting the 467 nm laser beam. M1
and M2 are mirrors, and FM1 and FM2 are two ﬂip mirrors.
The temporal instrument response function. The measurement of ﬂuorescence lifetime
parameters, as explained above, is done by detecting single photons after an excitation pulse.
In an ideal world, the pulse and the transit time of the detector signal are inﬁnitely short. Of
course in reality neither of these assumptions are exact, and the measured decay curve Im is the
convolution of the pure exponential decay function Ip with the Instrument Response Function





IRF (τ).Ip(t− τ)dτ (1.35)
The true decay parameters are contained in Ip, so in essence any ﬁtting procedure should take
into account the distortion of the decay curve by the instrument response. Knowing the IRF
allows extraction of decay parameters with better accuracy through ﬁtting methods taking the
response function into account, such as the iterative reconvolution method. The ideal IRF is as
short as possible. The IRF can be measured using a mirror or scattering sample, reﬂecting back
the excitation light through the detection beampath  however it is not ideal since the dichroic
mirror and emission ﬁlters are designed to block out this wavelength. Another possibility is then
to use a ﬂuorescent sample, the lifetime of which is shorter than the IRF. To this eﬀect, ﬂuorescein
quenched by an iodide salt can be used, or a molecular rotor such as DCVJ with a picosecond
lifetime in low viscosity solvents such as methanol. The shape of the IRF depends on the operating
gain of the detectors as well as the laser power, as can be seen in the IRF proﬁles below (Fig. 1.20).
The 467 nm laser suﬀers from afterpulsing at high powers: the pulse shape shows secondary peaks
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and an overall longer pulse widths, as also highlighted by the plot of pulse width against laser
power, in Fig.1.20. D.  for better accuracy it is therefore preferable to keep the laser power at a
minimal value, for a FHWM of 155 ps.
Figure 1.20: Pulse shape of 467nm laser as a function of operating power: low (A - 10 Arbitrary
Units), intermediate (B - 11 AU) and high (C - 12 AU) laser powers. D: Full width at 50% (FWHM
- full lines) and 10% (FW10% - dashed lines) of the laser pulse maximum as a function of laser
power.
The 375 nm laser did not show power-dependent pulse broadening, and the FWHM was calcu-
lated at 320 ps.
1.5.2.2 On the detection side
The G factor Anisotropy measurements are achieved using two separate detectors, which may
have diﬀerent detection eﬃciencies. This will aﬀect the detected intensities and hence the ﬁnal
anisotropy value. The anisotropy operation therefore incorporates a correction factor, called the





In microscopy, the G factor can be obtained by measuring the polarisation-resolved ﬂuorescence
decays of a dye in a low-viscosity solvent [69]. In such a sample, at short times after the excitation
pulse (a few nanoseconds), the excited dye population has fully randomised its orientations, and
there should be no diﬀerence between the two polarisation detection channels. Computing the
ratio between the two channels is known as tail matching, and yields the G factor. This method
is illustrated in Fig. 1.21:
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Figure 1.21: G factor measurement using the tail-matching method. Left: polarisation-resolved
transients of ﬂuorescein in 10:90 v/v% glycerol:water (375 nm excitation). Right: G factor transient
I‖/I⊥ (in green), with the tail value (average I‖/I⊥ after decay of the ﬂuorescence anisotropy, in
red) yielding the G factor.
Ideally, G=1, indicating equal detection eﬃciency in both detectors. In practice, G factor val-
ues between 0.9 and 1.1 are acceptable. It is crucial to measure the G factor in the measurement
conditions: detector gains, confocal pinhole aperture, laser alignment, etc. As an example, the
G factor value as a function of the pinhole size is shown in Fig. 1.22. The increase in G factor
values as the pinhole size is increased (a 10% increase over the range investigated) shows a slight
misalignment of the polarising beamsplitter and/or of the emission pinhole. Since perfect beam-
splitter alignment can be diﬃcult to reach, the G factor can simply be measured at all the pinhole
sizes used during the experiment.
Figure 1.22: G factor as a function of the pinhole size. The error bars represent the standard
deviation of the G factor estimate (from the mean of the tail values in the G factor transient) at
each measurement.
The depolarisation factor. High aperture objectives such as the one used in these experiments
distort the linear polarisation of the excitation beam, and create non-negligible Ey and Ez com-
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ponents to an initially linearly polarised Ex radiation [28, 74, 31]. This eﬀect leads to a reduced
photoselection eﬀect, and to a decrease in the dynamic range of the anisotropy values as visible by
lower initial anisotropy values than expected.
Experimentally, the eﬀect of objective aperture on anisotropy values can be quantiﬁed by
measuring rmeas0 , the fundamental anisotropy of a dye of known r
the
0 , through the objective. The
diﬀerence between rthe0 and r
meas
0 can be used to compute a depolarisation factor xna. Further,
xna can be introduced as a correction term in the anisotropy equation, as proposed by Devauges
et al [43, 75]:
rcorr =
I‖ −GI⊥
I‖ + 2Gxna I⊥
(1.37)
In practice, this was not implemented in our analysis, since the same 63x, 1.2NA water im-
mersion lens was used throughout all the experiments. The depolarisation eﬀect was the same for
all samples, and did not aﬀect the data interpretation. As an indication, for such an objective,
numerical calculations from refs. [76, 28] indicate Ey components of approx 1.5% of that of Ex,
while the magnitude of the Ez components can reach 30% of Ex.
TCSPC module settings. Initially, the TCSPC system was composed of a single SPC 830
card (Becker & Hickl), into which signal from the two detectors was fed through a router. The
image size and ADC resolution were therefore limited to the maximum data rate and on-board
storage allowed by this particular model. To increase spatial and temporal resolutions of the
TCSPC system, this architecture was replaced by two SPC 150 cards, one for each detector. One
preliminary task to ensure the accuracy of time-domain FLIM measurements is to calibrate the
parameters of the SPC-150 cards to their ideal working values. The parameters of interest here
are the CFD threshold and operating detector gains. The underlying theory is that additionally to
photon pulses, the detectors give out electronic noise and pulses from dynodes, at low amplitude
but very high frequencies. This type of signal must not be detected as ﬂuorescence photons. On
the other hand, the detectors have a considerable amplitude jitter, so the threshold should be set
so as tolerate the amplitude distribution of photon signals. This amplitude distribution depends
on the detector gain. This is shown in Fig. 1.23 below on the left-hand side graph.
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Figure 1.23: Relationship between CFD threshold, gain and count rate for time-resolved detectors.
From ref. [31]
It should be noted that for the hybrid detectors, there is no noise from the dynodes (intermediate
bump on the left hand graph), so there should be a smooth transition between the electronic noise
and the photon amplitude distribution. As a strategy for the experimental determination of the
optimal parameters, the CFD threshold and the gain were adjusted while the detectors were
illuminated with background light, to recreate the curves as seen above for both detectors. The
results are shown in the graphs below (Fig. 1.24). In the case of hybrid detectors, the count rate
as a function of the gain for a set threshold is highly nonlinear, which means that the plateau is
very ﬂat until reaching detector instability (overload). Detector overload was reached at a gain
of 90%, so the measurements were stopped at a gain of 88%. For both detectors a reasonable CFD
threshold is set to -10mV, for a range of possible operating gains of 80 to 88%.
Figure 1.24: Calibration curves obtained for the two HPM 100-40 detectors. a. and b. : Count
Rate as a function of the CFD threshold for diﬀerent detector gains. c. and d.: Count Rate as a
function of the detector Gain for diﬀerent CFD thresholds.
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1.5.2.3 Measuring the optical resolution of the microscope
Measuring the size and shape of the PSF of a system and deducing its actual resolution gives an idea
of the ideality of the setup and can be used to detect misalignments or defects in the microscope
optics. To measure the PSF of a microscope system, a sample containing point emitters has
to be created; a good object for this is ﬂuorescent nanoparticles of around 100 nm in diameter.
They are more convenient than individual ﬂuorophores because of their low photobleaching and
high intensity, and it is also straightforward to immobilise them on a coverslip. To measure the
resolution of the confocal FLIM system, Green PS-Speck microbeads from Invitrogenr were used.
The confocal PMT gain and oﬀsets were adjusted to yield maximum sensitivity to low intensity
signal. Once individual particles were found, a z-series of 40 x-y frames over a depth of 4.4μm was
made, the pixel size being 38 nm. The lateral resolution is determined by selecting the frame at
which the image was the smallest, brightest spot, and extracting the intensity proﬁle from it (Fig.
1.25).
Figure 1.25: Imaging of ﬂuorescent nanoparticles to measure the microscope point spread function.
a.: Image of a single nanoparticle. The intensity proﬁle of the yellow line is shown in b., and a
gaussian ﬁt performed in c. Scale bar is 1µm.
The peak could then be ﬁt to a Gaussian function G(x) = ae−(x−x0/σ
√
2)2 , with x0 the position of
the maximum and σ the width of the function. The FWHM of the Gaussian yields the experimental




The results are presented in the following ﬁgure for one selected nano-bead. The FWHM was
found to be 244.3 nm in this instance using Eq. 1.38, which is larger than the expected value
calculated in section 1.4.6. This may be due to a low ﬁll factor of the microscope objective,
causing an eﬀective NA lower than the theoretical one, or to the non-ideal proﬁle of the laser
beam. Nonetheless, this value is in the range of what is usually obtained as the lateral resolution
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for conventional microscopy, and was deemed reasonable for the pursuit of our experiments.
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1.6 Overview of existing analysis methods for FLIM and TR-
FAIM
Fluorescence intensity and anisotropy decay data are multi-parametric, have a signal-dependent
noise distribution and are usually limited in quality by photon capital. There are therefore sev-
eral possible methods for extracting information from time-resolved imaging data and there is no
consensus on which method is ultimately superior to the others [77]. Moreover, the ﬁeld of FLIM
and TR-FAIM data analysis is constantly evolving, and new approaches are regularly developed.
in this chapter, an overview of existing methods is given along and their strengths and limitations
are discussed.
1.6.1 Pixel-wise ﬁtting approaches of ﬂuorescence intensity decays
The most widespread methods for the analysis of FLIM data involve extracting the decay param-
eters in each pixel by ﬁtting their decays individually. The intensity decay obtained by TCSPC




−t/τi , where B is the background oﬀset, αi the amplitudes of the respective decay
times τi, is convolved with the instrument response factor IRF (t), in blue. The model function is
therefore a convolution of the IRF with a multi-exponential decay function. The IRF is measured
experimentally by scattering some laser light onto the detectors, or by using quenched ﬂuorescence,
or can also be inferred from the shape of the rising edge of the decay if not available. Several ﬁtting
possibilities exist to estimate the lifetime parameters from the decay data.
Figure 1.26: Analysis of TCSPC data using exponential ﬁtting. The χ2red shown here corresponds
to the NLLS estimate.
1.6.1.1 The Non-Linear Least Squares method
The Non-Linear Least Squares (NLLS) ﬁtting method is the most popular method to estimate
lifetime parameters, due to its simplicity and omnipresence in data analysis software. The goodness
of ﬁt, χ2red (reduced Chi-squared), is related to this distance:
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χ2red =
1
n− (2P + 1)
n∑
k=1
(Ik − µk ⊗ IRF (t))2
Wk
(1.39)
Where Ik is the intensity measured in the time bin k, ⊗ represents the convolution integral
operation, and the constant factor n − (2P + 1) represents the number of degrees of freedom in
the data with P the number of ﬁt parameters. Wk is a weighting factor: in intensity decays
with Poisson-distributed noise the estimate for the variance is equal to the signal, so in our case
Wk = Ik. For the same reasons, if the diﬀerence between the data and the ﬁt is solely due to
random errors, its estimate is the standard deviation
√
Ik . Each data point hence contributes to
χ2red by a factor of 1; since the number of degrees of freedom is roughly equal to the number of
datapoints for a large number of time bins, a good ﬁt yields a value for χ2red close to 1 [23].
1.6.1.2 The Maximum Likelihood Estimation Method
Although the NLLS method is widespread and routinely used for decay ﬁtting, it is not mathe-
matically optimised for Poisson-distributed data. Indeed, the goodness of ﬁt χ2red is based on the
Maximum Likelihood Estimator (MLE) for Gaussian-distributed variables. Therefore, the correct
method for Poisson variables should be based on the MLE of a Poisson variable. It was indeed
proven that the NLLS method produces a biased estimator [78, 79, 80]. When the photon count is
high, the discrepancy is mitigated since in these cases the Poisson distribution converges towards
normality. However, for low intensity situations, which are always present at the end of intensity
decays and in general in photon-limited data, there is signiﬁcant deviation between Poisson and
Gaussian distributions.
The likelihood function for a set of independent Poisson variables is given by the combined







The likelihood is usually linearised using a logarithmic transformation and constant positive




µk − Ikln(µk) (1.41)
Several studies on simulated data have shown more accurate recovery of the decay parameters
with Poisson-MLE compared to the NLLS method [82, 78, 81]. The commercial ﬁtting software
SPCImage [31] uses nonlinear Least Squares routines to estimate parameters and is hence liable to
biased estimations in low intensity images. Non-commercial software such as TRI2 or FLIMﬁt oﬀer
the possibility of maximum Likelihood estimations. Other methods to resolve lifetime parameters
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include the Bayesian ﬁtting approach [82, 83], which has shown excellent performance in improving
the accuracy of lifetime estimates in low intensity situations.
1.6.2 Global ﬁtting approaches
In the event of low photon counts, pixel-wise ﬁtting methods may become unreliable, with high
uncertainties associated with each parameter estimation [84]. In such cases, it can be interesting
to reduce the number of parameters to estimate [85]. For example, in a FLIM image containing
2 decay components, the lifetimes can be ﬁxed using the average value from the lifetime esti-
mates of all pixels, or ﬁxed using prior information. The two remaining parameters are then the
component abundances, to be determined in a pixel-wise fashion. This is particularly useful for
FRET applications where the abundance of the short decay component informs on the fraction
of interacting donor. Warren et al. [40] have developed another ﬁtting approach to determine
lifetime and amplitude parameters sequentially, using partitioned variable projection or separable




(Iki − µki)2 (1.42)
Which can be written in matrix form for the entire image, with I containing the observed data
while the model is written as a product of matrices λ(τ) containing the exponential terms, and A
containing the amplitudes:
R(α, τ) = ‖I − λ(τ).A‖ (1.43)
Since the objective is a minimised value of R(α, τ), the minimisation problem can be written
as : I = λ(τ)A =⇒ A = λ(τ)+I.
Where λ(τ)+ is the Moore-Penrose pseudo-inverse matrix of λ(τ). The minimisation problem
is now reduced to the parameters contained in λ:
argmin(R(α, τ)) = argmin(I − λ(τ)λ(τ)+I) (1.44)
Once the parameter matrix λ(τ) has been determined using Eq. 1.44, Eq. 1.43 can be used
to recover parameters in A. This routine was helpfully implemented as an open access software
platform, FLIMﬁt.
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1.6.3 Method of moments
A very simple technique to analyse FLIM data which does not rely on ﬁtting is to use the mean








This technique provides a quick analysis and is useful to show simple contrast in images on the
basis of photon arrival time and is used especially when photon capital is low. It has been used
to estimate FRET eﬃciency in the case of interacting ﬂuorophores [87]. This technique, though
not widespread, is explained brieﬂy here because it is used as a comparative for the global analysis
method proposed in this work. The minimal fraction of interacting donor is calculated on the basis
that in the case of FRET, the ﬂuorescence intensity can be written as:
I(t) = (1− fet) e−t/τr + fet e−t/τet (1.46)
Where fet is the fraction of interacting donor, τr the lifetime of the donor in the absence of
FRET, and τet its lifetime in the presence of FRET. Using the expression of I(t) from Eq. 1.46




1− (〈τ〉/τr − (τet/τr)2 + 〈τ〉/τr × τet/τr)
(1.47)
The minima of the function fet(τet/τr, 〈τ〉/τr) for τet/τr represent the minimum fraction of donor




(〈τ〉/2× τr − 1)2 (1.48)
Analysing data in this fashion does not require knowledge of τet, and provides a non-ﬁtting based
quantitative approach to the extent of FRET in the sample. However, it provides no information
on the number of independent decay species in the image and on decay characteristics.
1.6.4 The phasor approach to FLIM
Other possible analysis methods involve projection of the ﬂuorecence decay data onto a space of
reduced dimensionality. Indeed, time resolved data is an array of observations (pixels) with as
many variables as there are time bins. Projection methods allow visual representation of the data,
without requiring a speciﬁc mathematical model. Pixels with diﬀerent decay proﬁles will appear
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at diﬀerent coordinates in the subspace, hence providing observable contrast in the image. The
phasor approach to FLIM is such a technique, and was ﬁrst proposed by Digman et al. in the
laboratory of Prof. Gratton [56]. This method was ﬁrst employed for frequency-domain FLIM,
where the ﬂuorescence intensity is sampled and analysed with modulated excitation intensity and
detection gain [23]. The ﬂuorescence decay is never observed and other techniques must be used to
recover the decay parameters. Phasor-FLIM was subsequently adapted to TCSPC measurements,
proving attractive especially in the case of low-level ﬂuorescence [88], enabling rapid identiﬁcation
of regions in the image according to decay characteristics [89]. To obtain the phasor coordinates








With ω the modulation frequency - for TCSPC data, any frequency can be used. The frequency
of the average decay yields maximum spread to the data at hand. Fk(ω) is a hence a couple of
Fourier coeﬃcients, projecting the time-domain data onto a space determined by frequency of the
ﬂuorescence decay.











The real and imaginary parts of Fk(ω) are Re(Fk) = 1/1+(τω)2 and Im(Fk) = τω/1+(τω)2; and
when plotted against one another these values lie on a semi-circle of radius one and centre (1/2,0),








Due to the linearity of the transform in Eq. 1.50, multi-exponential decays lie inside the
circle, on the cord connecting the two pure single-exponential species on the circle. The position
on this cord depends on the relative amplitudes of the two components. Using this method,
single exponential and multi-exponential decays can be discriminated, and the distribution of the
abundances between two ﬂuorescence species can be monitored. If the pure decay species are
known, they can be used as ﬁxed parameters; otherwise they can be determined (as shown in Fig.
1.27) by ﬁtting the cloud of points to a straight line.
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Figure 1.27: Phasor analysis of a HeLa cell stained with membrane dye di-4-ANEPPDHQ. The
decay in each pixel from the image (a) is transformed according to Eq.1.49 using an appropriate
modulation frequency (b) and appears as one data point on the phasor cloud, here shown as a 2-D
histogram (c). By ﬁtting the data cloud to a straight line, the pure (conjectured) mono-exponential
components are retrieved as intersections between the line and the universal circle, and a phasor
image based on the projection of each pixel on this line is computed, where the value of each pixel
is related to the position of its orthogonal projection on the straight line (d).
The presence of ﬂuorophores in a complex sample can be identiﬁed from their position on a
phasor plot, after having created a map using the pure ﬂuorophores as a reference. Stringari et
al. [88] have mapped the phasor signature of several endogenous ﬂuorophores such as collagen,
retinol, NADH (free and bound) (Fig. 1.28. A). Their presence can then be mapped in a sample
(panel B) from the location of the pixel coordinates on the phasor (C).
Figure 1.28: Phasor analysis of ﬂuorescence species in live tissue samples. The phasor region of
pure ﬂuorophores in solution is mapped (A), and the species a tissue sample (B) are identiﬁed from
the location of the pixel coordinates on the phasor (C). From ref. [88] - No permission required
for non-commercial re-use from PNAS.
Despite its advantages, phasor analysis is heavily dependent on the exponentiality of the data:
any deviation from a pure mixture of exponentials such a wide IRF, non-ﬂuorescent background
or incomplete decays displaces the clouds of points in phasor space. This is not a problem for
visual representation of decays in phasor space but will complicate quantitative analysis, such as
comparison of lifetimes and determination of the number of decay components. Moreover, presence
of 3 or more distinct decay species may be diﬃcult to resolve due to the two-dimensional character
of the phasor space, hence oﬀering an under-determined projection.
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1.6.5 Analysis of time-resolved ﬂuorescence anisotropy data
1.6.5.1 Position of the problem
As seen in the previous section, time-resolved anisotropy consists of exponential decays, with or
without a constant oﬀset depending on whether the rotation is hindered or free. Several diﬃculties
arise in the analysis of TR-FAIM data:
 The analytical probability distribution law of each data point in the transient is not known:
indeed, while the polarisation-resolved intensity decays from which anisotropy is derived are
both described with Poisson-distributed variables, subtracting and dividing such variables
does not yield a Poisson-distributed variable. To the best of my knowledge, there is no ana-
lytical expression of the noise distribution of anisotropy data, which makes the establishment
of an accurate maximum likelihood estimator impossible.
 The uncertainty associated with an anisotropy measurement is potentially high: the value is
calculated using standard propagation of errors on the measurements of I‖, I⊥, and G, as









Using this equation, the uncertainty associated with each anisotropy value as a function of I⊥
and I‖, can then be represented, as shown in Fig. 1.29. This illustrates that for low intensities,
the error on the anisotropy value can be as much as 0.15, which is on the order of magnitude
of the ﬁnal anisotropy value (usually between 0 and 0.4). For these reasons, the photon capital
is critical for anisotropy measurements in order to limit the associated uncertainty, but it is not
always possible to achieve suﬃcient intensities. It also means that the tail values in anisotropy
decays, which are computed from the tail values of the intensity decays themselves, are extremely
noisy.
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Figure 1.29: Contour plot of the measurement uncertainty δ(r) as a function of polarisation-resolved
intensity I‖and I⊥. Isolines showing the values r = 0.4, r = 0.2 and r = 0 are also displayed.
In the following sections, several methods for the analysis of TR-FAIM data are proposed. Only
methods that allow the presence of r∞ are discussed, though others exist such as use of the Perrin
equation [91] or the maximum entropy method [92].
1.6.5.2 Method 1 : brute-force - exponential decay ﬁtting of time-resolved anisotropy
This method consists in quite simply ﬁtting the anisotropy decay to a single- or double-exponential
model using a non-linear least square ﬁt, to obtain r0, θ and r∞ parameters. This provides reliable
information when the intensity decays used to derive the anisotropy transient have high peak
intensity. This can be done for example when spatial resolution is not important (e.g. solution
measurements), and one single decay is computed for the entire ﬁeld of view (see an example of
ﬁtted anisotropy decay Fig. 1.30). Reliable determination of the parameters is compromised when
the intensities are low, or when the rate of anisotropy decay is large compared to the ﬂuorescence
lifetime. In these cases, the ﬂuorescence intensity has already decayed signiﬁcantly before any
substantial depolarisation has taken place. This is typically the case for GFP, which has a lifetime
below 2.5 ns, but is a bulky molecule with slow rotational motion. For these reasons, pixel-wise
anisotropy decay ﬁtting is diﬃcult in imaging conﬁgurations.
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Figure 1.30: Example of an anisotropy decay ﬁtted to a single exponential model. The sample is a
ﬂuorescent LOV-domain protein (cFbFP ) produced by group members of collaborator Thomas
Gensch (Julich).
To improve the quality of the ﬁts, a weighted ﬁtting procedure was tested, using Eq. 1.52 to
compute the weight for each data point. The performance of weighted and unweighted ﬁts was
then assessed using simulated anisotropy data. To simulate anisotropy decays, the intensity decays
are expressed as a function of the anisotropy decays and the total intensity (using the anisotropy
equation and Itot = I‖ + 2I⊥), as also shown by Kapusta et al [93]:

I‖ = 1+2r3 Itot
I⊥ = 1−r3 Itot
(1.53)
If one can assume that Itot(t) and r(t) follow mono-exponential models:

I(t) = Ae−t/τ
r(t) = (r0 − r∞)e−t/θ + r∞
(1.54)
Then Eqs. 1.53 and 1.54 can be combined to yield:

I‖ = A3 ((1 + 2r∞)e
−t/τ + 2(r0 − r∞) e−t(τ+θ)/τθ)
I⊥ = A3 ((1− r∞)e−t/τ − (r0 − r∞) e−t(τ+θ)/τθ)
(1.55)
This system of equations was adapted from [93] to include a non-zero r∞ term. Using this
formalism, the two polarisation-resolved decays were simulated using pre-determined intensity,
lifetime and anisotropy decay parameters, as described in Eq. 1.55. The IRF was simulated using
a Gaussian function with a FWHM of 240 ps, and convolved to the exponential decays. Poisson
noise was then added to each of them, and the anisotropy decay computed using the anisotropy
equation. The parameters chosen for this simulation are shown in Table 1.2. Ten thousand decays
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were computed in this way, applying random Poisson noise independently on each individual repeat







Table 1.2: Table showing the simulated parameters to compare the eﬀect of weighting on ﬁtting
accuracy.
Results show that weighted ﬁts result in more accurate recovery of the true parameters com-
pared to an unweighted ﬁt. Indeed, the recovered parameters are closer to the true simulated
parameter, and have lower bias, as shown in Fig.1.31. The residual bias in the parameters ob-
tained through weighted ﬁtting may be linked to the NLLS routine (as opposed to MLE), and/or
the the presence of the IRF.
Figure 1.31: Results of weighted and unweighted ﬁts on simulated time-resolved anisotropy data.
a.: histograms showing the frequencies of the recovered parameters (I. : r0, II.: θ, III. : r∞) for
103 repeats of noisy anisotropy decays using the parameters shown in Table. 1.2. b.: histograms
showing the corresponding modulus of the bias for each parameter.
1.6.5.3 Method 2 : Trying to be smart - ﬁtting the polarisation-resolved intensity
decays to extract the anisotropy parameters.
This method consists in using the polarised intensity decays rather than the anisotropy decay to
extract anisotropy decay parameters. The polarisation-resolved transients I‖ and I⊥ are ﬁtted
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individually (usually, only I‖ may be used, since the intensity is expected to be higher). The
value for τ can be determined using ﬁtting of Itot [94]. Through this method, r0, r∞ and θ can
be determined from the ﬁt parameters as shown in Eq. 1.55, taking advantage of the fact that
the polarised intensity decays have a Poisson noise distribution and can be ﬁtted in the same way
as classical intensity decays. Fig. 1.32 shows the recovered values for a simulated dataset with
input parameters A = 5000, τ = 3, 5 ns, r0 = 0.385, r∞ = 0.15 and θ = 6 ns. Direct anisotropy
ﬁtting (unweighted) and indirect, intensity transient-based ﬁttings are compared. Results show
that using the polarisation-resolved transients to determine the lifetime and subsequently the
anisotropy parameters results in more accurate recovery of parameter values, especially for the
rotational correlation time θ.
Figure 1.32: Recovered lifetime and anisotropy parameters from simulated noisy dataset. The
performance of direct anisotropy decay ﬁtting (blue histograms) is compared to that of indirect
parameter determination through ﬁtting of the total intensity decay Itot (green histogram) and
the polarisation-resolved intensity decay I‖ (orange histograms). The green vertical lines indicate
input parameter values.
This alternative method allows extraction of anisotropy parameters with lower signal to noise
ratios than direct ﬁtting. However, it still relies on the assumption that the total intensity decay
and the anisotropy decay are mono-exponential. While this may be easy to verify for intensity, this
is less so the case for the anisotropy. Moreover, if the intensity decay is multi-exponential, the model
quickly becomes more complex, with each polarisation-resolved intensity decay being described by 4
exponential components. In this case, the intensities required to resolve this number of parameters
accurately become very high and in practice, hardly achievable unless some parameters are ﬁxed.
For these reasons, the direct ﬁt method is still used in the anisotropy community, and will be used
to analyse anisotropy decays throughout this report.
1.6.6 Rationale on the adopted data processing strategy in this work
As seen from this section, a variety of methods exist to analyse time-resolved ﬂuorescence decay and
image data. Some of these methods have been developed as proprietary or open-access software.
Because the objective of this work was to combine spectral, lifetime and anisotropy analysis from
CHAPTER 1. FLUORESCENCE LIFETIME, POLARISATION AND MICROSCOPY 76
the same samples, it is more convenient to be able to analyse all types of data in the same platform,
to avoid the necessity for multiple ﬁle format conversions, data import, export and pre-processing
steps. Therefore, most analysis routines, including single decay ﬁtting, image processing (binning,
ROI selection, background correction, etc.), phasor analysis, and confocal image analysis were
performed using home-written routines in Matlab, using the bioformats toolbox to import .spc and
.tif image formats. This may be perceived as redundant and time consuming, since such routines
already exist elsewhere (SPCImage, TRI2, ImageJ, Origin). However, it was considered that the
gain in performing all analysis steps on a single platform and storing data under a single format
was largely worth the time allocated to implementing such routines in the ﬁrst place. Moreover,
there is no current existing software for the streamlined processing of polarisation-resolved images
to obtain intensity and anisotropy images, taking into account the G factor, the time shift between
the two images and diﬀerent backgrounds. The detail of the relevant analysis procedures will be
given in the Methods sections of the corresponding Chapters.
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1.7 Examples of applications of ﬂuorescence lifetime and po-
larisation measurements
In this section, applications of ﬂuorescence lifetime and polarisation illustrate the possible uses of
these techniques. When possible, they were extracted from collaborative work carried out during
this PhD, though not directly related to the present project.
1.7.1 Detection of Förster Resonance Energy Transfer (FRET) with
FLIM
We need super-duper resolution
Steven S. Vogel, AIM Conference, Berkeley, 2015
In view of the arsenal of advanced and powerful techniques available to investigate biophysical
processes, it is always important to understand the relevance of one particular method, as well as
its limits. This is even more so the case in the rapidly evolving discipline of ﬂuorescence imaging,
with the recent invention and popularisation of super-resolution and single molecule localisation
microscopy [4, 95]. FRET is possibly the best example of a photophysical phenomenon occuring
below the highest resolution currently oﬀered by these techniques, and detectable with diﬀraction-
limited systems. Indeed, FRET occurs when ﬂuorophores are within a ∼10-nanometre distance
of each other [96], hence being a method of choice to monitor oligomerisation events, as well as
protein-protein interactions.
FRET is a near-ﬁeld, non-radiative process occurring when two ﬂuorophores are in close prox-
imity (<10 nm), initially theorised by Theodor Förster in the mid-20th century [97, 98]. FRET
depends on the extent of spectral overlap between the emission band of a donor ﬂuorophore and the
absorption band of an acceptor ﬂuorophore, as well as on the relative orientation of the emission
and absorption transition dipole moments of these molecules. The likelihood of FRET decreases
with the 6th power of inter-ﬂuorophore distance, and is therefore an attractive method to detect
and quantify protein-protein interactions at the nanoscale using diﬀraction-limited instrumenta-
tion such as spectrometers and microscopes. FRET competes with radiative decay on the donor
side, and consequently decreases the excited state lifetime of the donor (Eq. 1.9) by increasing the









Where τdonor is the ﬂuorescence lifetime of the donor in the absence of the acceptor, R is the
distance between the two ﬂuorophores, and R0 is the Förster radius, determined as the distance for
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which photon emission and energy transfer are both equally likely. R0 encompasses the important
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J(E0) is an expression the spectral overlap integral in energy scale, and |κ|2 is a measure
of the average relative orientation of the two interacting ﬂuorophores. Here all the important
dependencies of the probability of energy transfer can be seen, including the 1R6 proportionality
factor, mutual orientation, and the overlap integral.
FRET eﬃciency represents the number of photons absorbed by the donor and transferred to
the acceptor, and can be calculated using ﬂuorescence lifetimes:
E = 1− τdonor−acceptor
τdonor
(1.58)
Where τdonor−acceptor is the lifetime of the donor in presence of the acceptor. The eﬀect of the
Forster radius on FRET eﬃciency is illustrated in the simulation in Fig. 1.33.
Figure 1.33: Simulated FRET eﬃciencies (E) as a function of the distance separating the two
ﬂuorophores. The eﬀect of the Förster radius, inherent to the pair of ﬂuorophores considered, is
shown.
Popular donor-acceptor pairs include ﬂuorescent protein couples with appropriate spectral prop-
erties, such as GFP-RFP or Cerulean-Venus. FRET-based biosensors have been developed to show
changes in FRET eﬃciency upon a variety of biomolecular phenomena such as phosphorylation,
allosteric changes, etc.
In collaboration with Prof. Gerard Marriott from UC Berkeley, we measured FRET in a new
protein pair, based on a long lifetime donor (lumazine-associated protein, or LUMP, which has a
lifetime of up to 13.6 ns), coupled to a Venus acceptor [30]. LUMP is produced by Photobacterium
leiognathi, which lives symbiotically in the light organ of the ponyﬁsh. It emits cyan ﬂuorescence
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Figure 1.34: Measurement of FRET between LUMP and Venus. A. : FRET eﬃciency as a function
of inter-ﬂuorophore distance for LUMP-Venus. Details for the calculation of R0 are available in the
original publication ref. [30]. The FRET eﬃciency of LUMP-Venus with a 2 amino-acid linker is
shown in pink, while the diagram shows another possible construct, containing a thrombin cutting
site in the linker, which can be used to follow catalytic activity. B. Intensity decays of LUMP
(blue, τav = 13.6ns), LUMP-tcs-Venus (green, τav = 6.7ns), and LUMP-Venus (pink, τav = 5.2ns).
Black: simulated intensity decay of CFP, with a lifetime of 2.2 ns. Figure adapted from ref. [30].
(Fig. 1.34.A-B) and is smaller than GFP-derived ﬂuorescent proteins (see structure in Fig. 1.34.A,
20 kDa for LUMP compared to 28 kDa for CFP), hence decreasing inter-ﬂuorophore distance and
increasing FRET eﬃciency, while its long lifetime of 13.6 ns increases the dynamic range of FRET
measurements. The lifetime of LUMP when linked to Venus with a short amino-acid linker (Fig.
1.34.C-D) was of 5.2 ns, yielding a FRET eﬃciency of 62% using Eq. 1.58. A similar, optimised,
construct with CFP Venus yields a maximal FRET eﬃciency of 31% [99], hence showing the
interest of a light-weight, long lifetime donor ﬂuorophore for FRET experiments.
1.7.2 Detection of molecular micro-environments using FLIM
As shown in Section 2, the lifetime of organic ﬂuorophores can be inﬂuenced by environmental
factors. Fluorophores can therefore be synthesized to be made sensitive to physical parameters or
chemical microenvironments of interest. In collaboration with the groups of Drs Ramon Vilar and
Marina Kuimova from Imperial College London, we used FLIM of a synthetic ﬂuorophore to detect
the presence of non-canonical DNA structures called G quadruplexes in live cells. G-quadruplexes
are formed by the assembly of Guanine residues in tetrads which then are stacked up on one another,
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Figure 1.35: Detection of G-quadruplexes using FLIM of DAOTA-M2. A: Structure of DAOTA-M2.
B: α2 vs τ2 contour plot showing the ﬂuorescence lifetime signature of DAOTA-M2 in DNA (green),
RNA (blue), and G-quadruplexes (red). The RNA-G-quadruplex region is shown in light orange.
The number of nucleic acid models tested for each type is given. C. Same plot showing the lifetime
signatures for duplex DNA-G-quadruplex mixtures. D. Same plot showing the displacement of
DAOTA M2 from G-quadruplexes in a duplex DNA-G-quadruplex mixture with pyridostatin, a
G-quadruplex ligand. The concentrations of pyridostatin are indicated for each contour. Figure
adapted from ref. [100].
breaking the double-helix structure of genomic DNA. Their existence has been shown in vitro but
their presence in live cells has remained elusive, and the development of small molecular probes
oﬀered a possibility for the detection in live cells using imaging methods. Our colleagues have
developed a ﬂuorescent compound, DAOTA-M2, which has a planar structure with a positively
charged central carbonium ion (Fig. 1.35.A). This design binds to nucleic acids in vitro, probably
by intercalating in the negatively charged DNA grooves. The lifetime of DAOTA-M2 when bound
to G-quadruplexes was overall longer than in canonical double-stranded DNA (dsDNA) and RNA
structures in vitro, as shown by a surface plot of lifetime parameters τ2 against α2 of the compound
in solution with dsDNA, RNA and G-quadruplex models (Fig. 1.35.B). Titration assays showed
that G-quadruplexes were detectable at 1% content in a dsDNA-G-quadruplex mixture through
this lifetime shift (Fig. 1.35.C). This eﬀect could be due to enhanced stabilisation of the excited
state in these structures [100]. When a dsDNA-G-quadruplex mixture of 10:1 was treated with
non-ﬂuorescent G-quadruplex ligand Pyridostatin, DAOTA-M2 lifetime signature shifted towards
the dsDNA signature (Fig. 1.35.D), suggesting the speciﬁcity of DAOTA-M2 lifetime to type of
DNA structure.
Furthermore, DAOTA-M2 was shown to stain nucleic acids in live Human Bone Osteosarcoma
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(U2OS) cells, and similarly to the vitro assay, a shift towards lower lifetimes was observed when
cells were treated with pyridostatin (Fig. 1.36). These results suggest that G-quadruplexes are
present in live cells, and that compounds such as DAOTA-M2 can be used to detect them in vivo.
Figure 1.36: FLIM of U2OS cells stained with DAOTA-M2 upon Pyridostatin displacement for 0,
3 or 6h. a. α2 vs τ2 contour plot showing the ﬂuorescence lifetime signature of DAOTA-M2 in
U2OS cells as a surface plot over the DNA, RNA and G-Quadruplex domains as shown in Fig.
1.35. B (same colours). b. Images of DAOTA-M2 ﬂuorescence in cells, colour-coded according to
the position in the α2 - τ2 space of each pixel value. Images correspond to plots in a.
1.7.3 Applications of time-resolved anisotropy analysis
1.7.3.1 Detection of rotational correlation times
As seen in the previous section, time-resolved anisotropy can be used to report on the size and
viscosity of a medium, through the Einstein-Stokes equation (Eq. 1.21). For example, Vishwasrao
et al. [101] have used time-resolved anisotropy proﬁles of NADH autoﬂuorescence as a signature of
the bound or free state of the NADH molecule of live hippocampal tissue. This has allowed them
to probe the evolution of NADH bound and unbound species upon transitioning from hypoxic to
normoxic conditions.
In another recent study, Zheng et al. [70] have mapped and quantiﬁed the diﬀusivity of a small
ﬂuorescent molecule, AlexaFluor350, in the extracellular environment of hippocampal brain slices.
The dynamics of molecular diﬀusion were investigated in interstitial and intracellular compart-
ments, revealing slower overall motion in the tissue than in free medium, as well as diﬀerential
diﬀusion in the cellular soma and in the dendrites. Furthermore, imaging the extracellular area of
giant synaptic clefts formed onto CA3 pyramidal cells revealed that diﬀusion within the synaptic
area was slower than in non-synaptic extracellular space.
While the principle and implementation of time-resolved anisotropy setups are well documented,
the diﬃculty of obtaining good enough signal-to-noise ratios to accurately extract anisotropy
parameters has precluded the more widespread use of this technique in imaging conﬁgurations.
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Steady-state anisotropy is less informative but easier to achieve, and therefore enjoys more popu-
larity.
1.7.3.2 Detection of homo-FRET
As seen in the previous section, ﬂuorophores in close proximity can transfer excitation energy non-
radiatively one to another. Historically, FRET was described analogically to coupled harmonic
oscillators by Fran±ois and Jacques Perrin in the twenties, and applied to electronic coupling with
the appropriate energetic treatment and distance dependence by Theodor Förster in the late forties
[98, 97]. Actually, the possibility of proximity-related energy transfer was postulated by Förster
after the observation of concentration depolarisation in ﬁxed ﬂuorescent samples, which could not
be only explained by reabsorption. Whilst the original publications by Förster describe the eﬀect
of energy migration on ﬂuorescence polarisation, a formalism linking resonant energy transfer and
the measure of time-resolved ﬂuorescence depolarisation was ﬁrst established in 1979 by Tanaka &
Mataga [102].
Figure 1.37: Schematic representation of two interacting GFP-like ﬂuorophores. R is the distance
between the two molecules, µ′ and µ are the absorption and emission transition dipole moments
for each molecule, respectively. In this section we assume that µ′ = µ. βij are the angles between
the emission transition dipole moment of molecule i and the absorption transition dipole moment
of molecule j.
For a static interacting dimer (as shown in Fig. 1.37), the anisotropy of a population of
interacting ﬂuorophores can be written as Eq. 1.59:

r(t) = r∞ + (r0 − r∞) e−2kett






Where ket is the rate of energy transfer, as deﬁned in Eq. 1.56, with cos2β the average value of
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cos2β in the sample. r∞ is the residual anisotropy, which subsists after all depolarizing processes
have taken place. It is interesting to see that the time evolution of r(t) takes the same form as
that of a hindered rotor, while here the depolarisation is due to energy transfer. The parameters
r∞ and ket inform on the interacting system at hand:
 ket gives the separating distance R between the two ﬂuorophores, after R0 and τ have been
determined.
 The residual anisotropy r∞ is determined by the angular distribution of β. If the dipoles of the
interacting molecules are randomly oriented with respect to each other, we have cos2β = 1/2








So, in the case of an interacting dimer system, we obtain a residual anisotropy of 1/4. In
the absence of interaction, the limiting anisotropy is equivalent to the initial value since no
depolarisation occurs, and we obtain r∞ = r0 = 25 . The presence of energy transfer can hence
be detected in motionless samples by the decay of the ﬂuorescence anisotropy to a limiting
value lower than that of non-interacting monomers. Here the case of a dimer was exposed,
but this theory can be extended to the scenario of larger oligomerisation states. In this case,
the residual anisotropy is even lower.
Though the use of homo-FRET is not as widespread as its photophysical cousin hetero-FRET,
possibly due to higher instrumental and analytical requirements, homo-FRET is a powerful tool
for biophysics since it requires only one ﬂuorophore, end hence simpliﬁes the imaging by eliminating
possible bleed-through and ensures 100% of the signal from interacting ﬂuorophores is captured
(against 50% in the case of hetero-FRET, where the donor-donor and acceptor-acceptor interactions
are lost). Moreover, the molecular biology is also unburdened from multiple cloning necessary for
hetero-FRET [103].
In collaboration with Dr. Aleksandar Ivetic from King's College London, we used homo-FRET
imaging to detect the clustering behaviour of a membrane protein, l-selectin, during leukocyte
transmigration. Transmigration is the sequence of events by which a white blood cell leaves the
blood stream and squeezes through the vascular endothelium to progress towards the site of an
inﬂammation in the tissue. Endothelial cells are bound by tight junctions, and therefore the molec-
ular processes necessary for leukocytes to eﬃciently transmigrate involve many diﬀerent proteins.
L-selectin is one such protein, and is involved in cell surface adhesion during the 'tethering and
rolling' process in the initial stages of transmigration [104]. Our data shows lower anisotropy values
in the protruding areas of the cell (Fig. 1.38), suggesting that l-selectin clusters increasingly in
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these regions, which is corroborated by similar published studies using hetero-FRET of l-selectin
[105]. The homogeneity of GFP lifetimes across the cell demonstrate that homo-FRET does not
aﬀect this parameter (central panel).
Figure 1.38: Homo-FRET imaging of l-selectin clustering during leukocyte transmigration. Left:
Confocal intensity image. Centre: Lifetime map (a single exponential decay model was used with a
convolution sum ﬁlter of kernel 3-by-3 pixels, to obtain a minimum of 100 photons in the maximum
bin) - colorbar values are in nanoseconds. Right: steady-state anisotropy image. Scale bar is 10
µm.
Homo FRET has been used by Joao Sarmento et al. to quantify Ca2+-dependent PIP2 clus-
tering in membranes [106], and by Bader et al. to quantify the clustering behaviour of membrane
protein EGFR using a time-gated system [50, 51, 107]. Other applications include the development
of biosensors based on homo-FRET. For example, Cameron et al [108] have developed a ﬂuorescent
biosensor of NADP+ based on homo-FRET, and use steady-state 1-photon or 2-photon anisotropy
to map NADP+ localisation in live cells and the interplay between NADP+ depletion and hydrogen
peroxide generation.
Conclusions
This chapter has introduced the concepts of ﬂuorescence, ﬂuorescence lifetime and polarisation, as
well as their use in imaging experiments. The theory of time-resolved ﬂuorescence depolarisation
in membranes was summarised two membrane order parameters were established, to be used in
the following chapters. The polarisation-resolved TCSPC-confocal FLIM microscope used in the
laboratory has also been described, as well as the calibrations carried out to ensure the good
quality of the acquired data. Methods to analyse FLIM and TR-FAIM data were introduced as
well, and their respective advantages and limitations discussed. In particular, diﬀerent strategies
for the analysis of time-resolved anisotropy were explored and compared, with the introduction of a
weighted ﬁtting routine. Lastly, applications of FLIM and TR-FAIM were shown from the body of
collaborative work carried out in our laboratory, some of which has led to publications, highlighting
the versatility of these two techniques. The next chapter makes use of these concepts to develop
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a method for multi-dimensional ﬂuorescence imaging of lipid bilayers and cell membranes. Some
biological background relevant to the experiments at hand will ﬁrstly be reviewed.
Chapter 2
Linking the chemical nature of lipid




2.1.1 Cell membranes and artiﬁcial models
2.1.1.1 Structure and biological importance of cell membranes.
All living cells are limited by a membrane, which acts as a selective barrier through which cells
exchange, sense and communicate with their environment. Membranes are structurally composed
of lipid bilayers, which are characterized by a large variety of lipids. The chemical nature of
these bilayers varies depending on cell types, organisms, and physiological states, and at any given
point, the cell membrane is composed of hundreds of diﬀerent types of lipid molecules, which can
be divided in categories according to their chemical nature [109]:
 The bulk of the lipid bilayer is composed of glycerophospholipids, or phospholipids: a glycerol
molecule is linked to two fatty acids on the sn1 and sn2 positions via ester bonds. The acyl
chains of the fatty acids vary in length and degree of saturation, and may be diﬀerent from
one another in the same molecule. Unsaturations in the cis conﬁguration (Fig. 2.1. A)
create elbows in the acyl chains and decrease the melting temperature of such lipids, while
fully saturated chains increase the level of hydrophobic interactions and create more packed
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structures with higher melting temperatures. The third position of the glycerol molecule
is phosphorylated, and usually linked to a polar headgroup, which also varies in chemical
nature: the most common headgroups include choline (PC) and ethanolamine (PE). Less
common phospholipids such as phosphatidylinositides (PI) and phosphatidylserine (PS) are
present in small quantities in the membrane, but have important roles in signalling.
 Sphingolipids are derivatives of lipid sphingosine; in the most common sphingolipid, sphin-
gomyelin, sphingosine is acylated and presents a phospho-choline group (Fig. 2.1.B). Less
abundant sphingolipids include cerebrosides and gangliosides.
 Sterols (cholesterol in mammalian cells) are present at up to 50% molar in membranes and
play a crucial role in regulating the ﬂuidity of the membrane (Fig. 2.1.C). The turnover
of cholesterol in cellular membranes is high, with plasma membranes continuously losing
and receiving cholesterol to and from the extracellular medium via Low Density Lipoprotein
(LDL)-mediated transport [110].
Figure 2.1: Chemical structure of membrane lipids. A. 1-Palmitoyl-2-Oleyl-phosphatidylcholine
(POPC). B. An example of sphingomyelin. C. Cholesterol.
 The bilayer leaﬂet is also home to membrane proteins, which can be either intrinsic (presence
of at least one transmembrane domain) or associated to the membrane via a lipid linker.
Membrane proteins play crucial roles in reception of extracellular signals, ion and solute
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traﬃcking, cell-cell and cell matrix interactions, and as such are the main functional elements
of the membrane. Membrane proteins also mediate the mechanical coupling of the membrane
to the cytoskeleton [111]. In particular, a network of actin ﬁlaments, the submembrane actin
cortex, is crucial in maintaining cell shape and mechano-transduction, and is also involved in
the lateral distribution and diﬀusion of membrane components, as will be further discussed.
Membrane leaﬂets are also asymmetric, with some lipids residing preferentially or exclusively in
one leaﬂet or the other: for example, PE and PS tend to be more abundant in the inner leaﬂet,
while GPI-associated proteins are speciﬁc to the outer leaﬂet [112]. The mechanisms by which
cells adapt their membrane lipid composition to the environment are not yet fully elucidated, and
the reasons for this chemical diversity are also still unclear. What is clear however, is that cells
allocate signiﬁcant resources for the production of a large variety of lipids [113]. In eukaryotic
cells, subcellular organelles are also delimited by membranes, with speciﬁc compositions. The
plasma membrane is enriched in sphingomyelins and cholesterol, which is thought to confer it
additional stability. Studies have shown that plasma membrane organisation is cell-cycle and cell-
type dependent [114, 115]. There is therefore interest in pushing our understanding of the physical
properties of lipid bilayers in physiologically relevant compositions and conditions.
2.1.1.2 Model membranes for biophysical studies
Artiﬁcial membranes Understanding the physical behaviour of cell membranes has been greatly
helped by the use of artiﬁcial lipid bilayers, which mimic the cell membrane while enabling full
control of its chemical composition. Artiﬁcial bilayers can be created in the form of spheres, or
unilamellar vesicles, with varying sizes (See Table 2.1). Another possibility is the formation of
Supported Lipid Bilayers (SLBs), which are planar membranes on a ﬂat surface such as glass or
mica. Giant Unilamellar Vesicles (GUVs) and SLBs both have dimensions compatible with optical
microscopy, and for this reason have been extensively used to study membrane biophysics.
Type Size Preparation Applications Refs.
Small Unilamellar
Vesicles (SUVs)
















1 - 100 µm Electroformation,
Sonication













Table 2.1: Artiﬁcial membrane models: sizes, preparation methods and applications.
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A popular method to prepare GUVs is the electroformation method, initially devised by An-
gelova et al [129], in which lipid ﬁlms are deposited on conductive surfaces assembled to form a
capacitor chamber in aqueous buﬀer. This chamber is then subjected to AC current with a low
frequency (i.e. 10 Hz); this will cause the charged polar heads of the lipids to oscillate with the
current, and eventually detach from the surface and form spheres suspended in the aqueous buﬀer.
SLBs can be created by the vesicle deposition technique, where sub-micron sized vesicles fuse with
a hydrophilic surface, break, spread and coalesce, to form continuous bilayers on the surface. For
their ease of formation and their spherical shape, which is closer to the conﬁguration of a cell
(compared to a planar surface), GUVs were chosen as the model system to study lipid bilayers in
this project.
Cell-derived vesicles Levental and colleagues have implemented a method to extract lipids
from the membranes of live cells in adherent cultures in the form of micron-sized vesicles, named
Giant Plasma Membrane Vesicles (or GPMVs) [130, 131]. Vesiculation agents such as Dithiothreitol
(DTT) are used in combination with crosslinking compound Paraformaldehyde (PFA) to trigger
vesicle production from cells. GPMVs have been shown to be free of actin cortex [132]. GPMVs oﬀer
an interesting advantage over artiﬁcial systems since they include the full diversity of cellular lipids
as well as membrane proteins, while oﬀering a simpliﬁed geometry and a theoretically pure plasma
membrane fragment [133]. However, it is also likely that the vesiculating and crosslinking agents
necessary for their formation aﬀect the lateral organisation of membrane components. GPMVs will
be characterised as a system to study membrane microenvironments and order parameters in the
next chapter.
2.1.1.3 Phase behaviour of lipid bilayers
Lipids transition from a solid state to a liquid state, at a temperature deﬁned by the number
of unsaturations and the length of the acyl chains. Bilayers composed of a single type of lipid
are in the gel phase (S, for solid) below the transition temperature, and in the liquid phase, Ld,
above this temperature. In mixtures of two types of lipids, solid-liquid phase separation occurs
at temperatures between the phase transitions of the two lipids, which means that the bilayer is
composed of separate domains in the gel and liquid phases, respectively.
Furthermore, a liquid-ordered phase emerges from the association of cholesterol with phos-
pholipids and sphingolipids. The Lo phase is intermediate in its physical properties between the
Ld and S phases - the impact of cholesterol on the physical properties of lipid bilayers and the
characterisation of the Lo phase have been the object of extensive research, and is presented in
more detail in the next section.
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Mixtures of cholesterol with saturated and unsaturated lipids also present phase-dependent
domain formation. A Lo domain composed mainly of saturated lipids and cholesterol segregates
from a Ld domain, composed mainly of unsaturated lipids. Using ﬂuorescence microscopy, phase
diagrams of domain formation have been established for such mixtures [134, 91], as shown in Fig.
2.2 below.
Figure 2.2: Phase diagrams of ternary lipid mixtures with unsaturated lipid (DOPC), saturated
lipid (DPPC) and Cholesterol. The apices of the triangle represent pure compositions of the
corresponding lipid. The diagram on the left shows the phase of each lipid composition. The
diagram on the right shows the temperature below which Lo and Ld phases segregate into two
distinct domains. Figure adapted from ref. [134] with permission from Elsevier.
While none of this is astonishing from a physical point of view, what is interesting is that in phys-
iologically relevant proportions, the transition temperature for Ld-Lo domain coexistence of biolog-
ical lipids is within the temperature range relevant to biology. For example, a DOPC:DPPC:Chol
2:2:1 bilayer contains segregated domains below 34oC. For this reason, it has been postulated that
the same phenomenon of Ld-Lo phase coexistence may occur in vivo, and there is growing evidence
that the lateral organisation of cell membranes is dynamic and heterogeneous at the nanoscale.
Understanding the basis of this lateral organisation is the object of active research, as introduced
in the following section.
2.1.1.4 Models for the lateral organisation of the cell membrane
While micron-scale phase separation occurs in model systems as shown above, this is not observed
in live cells under physiological conditions, so a simple phase partition model does not capture the
full picture of lateral membrane organisation. The large variety of lipid molecules, the presence of
membrane proteins and the interactions with the cytoskeleton may all contribute to controlling the
lateral organisation of cell membranes. Since the introduction of the ﬂuid mosaic model by Singer
and Nicholson in 1972 [135], several models have been proposed to represent the lateral organisation
of cell membranes. These models aim to encompass some of the fundamental properties of lipid
bilayers, such as phase separation, protein diﬀusion and clustering, interactions with the actin
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cortex, etc., and they are not necessarily mutually exclusive [136]. Here, the main characteristics
of several such models relevant to this project are summarised, and some examples of experimental
studies are given in which these particular models prove especially useful.
 The lipid raft hypothesis
Heterogeneity in biomembranes has been known since the 1970s, with the experimental observation
of detergent-resistant membrane fractions and of membrane protein clusters. In their seminal
paper, Simons and Ikonen introduce the notion of nanoscopic membrane domains enriched in
saturated lipids (in particular, sphingomyelin) and cholesterol, and coin the term lipid rafts,
which would support the clustering of membrane proteins involved in signalling processes [110].
Since then, the lipid raft hypothesis has been strengthened by the observation of detergent-resistant
membrane fractions [137], hindered lateral diﬀusion of lipids and proteins in model bilayers and
live cells, and the fact that some lipids tend to self-aggregate. However, if lipid rafts do exist,
the current consensus is that their size is below the optical resolution, and that they are highly
dynamic. Therefore, direct observation of such structures in live cells remains challenging, and
their existence, controversial, with diﬀerent methods yielding contradicting results (see for example
refs. [138, 139]). Diﬀerent membrane proteins have been shown to segregate into diﬀerent phase-
separated domains of cell-derived vesicles, suggesting that nanoscale lipid domains may contribute
to membrane clustering [133, 131, 130].
The lipid raft hypothesis oﬀers attractive insight to understand phenomena involving biomem-
branes, such as viral melting. Viral melting proteins are thought to be associated with lipid rafts,
which is supported by the observation that viral melting is inhibited by removal of cholesterol from
viral and cell membranes. Remarkably, Yang and colleagues [119] recently showed that the HIV
melting peptide gp41 targets Lo-Ld domain boundaries preferentially, and that these edges were
necessary for full melting of HIV melting protein liposomes.
It follows from this type of observation that since viral melting occurs in vivo, Lo-Ld boundaries
must occur in live cells (though in spatio-temporal scales very diﬀerent to the ones showed here),
possibly in the form of lipid rafts. The lipid raft model can be further consolidated by incorporation
of the interactions between the bilayer and the underlying actin cortex.
 The picket fence model
Networks of actin ﬁlaments below the cell membrane, qualiﬁed as the submembrane actin cor-
tex, interact directly with the bilayer through actin-binding membrane protein complexes such as
members of the ERM (Ezrin-Radixin-Moesin) family. This network aﬀects the lateral organisation
of molecules for example by restricting the diﬀusion of lipids and proteins [111, 140], hence the
notion of a picket fence model. The bilayer plane would therefore be composed of pools of
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free molecules surrounded by fences of actin-associated proteins, and their long-range diﬀusion
would be dependent on their ability to pass through these fences. This model has been partic-
ularly useful to explain the diﬀusion barriers present in cell membranes [141, 142]. Honigmann
and coworkers [125] provided a compelling experimental observation of the eﬀect of interactions
with an actin meshwork on size of lipid domains in a supported lipid bilayer, and on the lateral
diﬀusion of lipids, using STED microscopy and Fluorescence Correlation Spectroscopy. Binding of
a SLB containing DOPC, DPPC and Cholesterol to actin ﬁbers signiﬁcantly increases the phase
transition temperature, meaning that separate domains are stable at higher temperatures than in
actin-free SLBs. The size of the domains in the presence of actin is also smaller and clearly below
100 nm, and their shape correlates with the organisation of the actin ﬁbers. The actin ﬁbers acted
as diﬀusion barriers, while diﬀusion along the axis of the ﬁbers was facilitated.
This study was carried out using a simpliﬁed, artiﬁcial system, with an actin cortex-membrane
pinning which is diﬀerent from the membrane protein-mediated mechanism observed in cells. How-
ever, these results strengthen the hypothesis that sub-resolution lipid domains exist in the cell
membrane, with the shape, size and diﬀusion of these domains strongly determined by interactions
with the submembrane actin cortex.
 The shell model
The shell model proposes that the membrane is organised in entities, such as nanoclusters, nan-
odomains and microdomains, of diﬀerent spatial scales included in one another, and that these
entities have diﬀerent spatio-temporal dynamics [143]. This model is supported by experimental
evidence of lateral heterogeneity at many diﬀerent scales in cell membranes, such as the T-Cell
immunological synapse. Indeed, membrane condensation has been observed at the micron scale in
such systems [144], additionally to clustering events at the nanoscale [138].
 The mattress model
This model, introduced by Mouritsen in 1984 [145], provides a theoretical basis for the interaction
between membrane proteins and lipids. The thickness of the bilayer varies locally to accommodate
the presence of hydrophobic transmembrane α helices, to avoid the unfavorable exposure of such
structures to the extra- or intra-cellular aqueous environment. This would then contribute to the
nature of the lipid content around membrane proteins, and clusters thereof.
In the ﬁrst part of this work, the objective is to describe the diﬀusion behaviour and microen-
vironment of membrane lipids as a bulk phase, beyond the notion of any model of membrane
organisation. The results will therefore inform on the role of lipid chemistry itself on the collective
properties (membrane order, polarity, hydration), of a lipid bilayer. In the second part of this
work, these properties will be quantiﬁed in a phase-separating lipid mixture, which will provide
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further understanding of the properties of lipid domains in the framework of the lipid raft hy-
pothesis. Lastly, the extension of this investigation to live cells and cell-derived membranes (in
Chapter 3) will interrogate the role of the cytoskeleton and cholesterol in membrane order and
microenvironment, with the aim to understand the relevance of the more integrative models of
lateral membrane organisation mentioned above (picket-fence, shell, mattress models) to explain
such physical and chemical properties of lipid bilayers in biological contexts.
2.1.2 Methods to study membrane biophysics
Though the examples from the literature presented above all show results produced using ﬂuo-
rescence microscopy, other techniques exist to study the physical properties of cell membranes.
Nuclear Magnetic Resonance and Mass Spectroscopies can identify the chemical composition of
lipid samples by detecting spectroscopic signatures of diﬀerent lipid molecules [146, 147, 148].
Such methods provide valuable information to understand the basis and evolution of large variety
of lipids present in membranes, which is qualiﬁed as the lipidome.
X-ray and neutron scattering can be used to measure lattice parameters and packing of hydro-
carbon chains since lipid bilayers are essentially liquid crystalline structures [149]. These methods
can resolve characteristics of lipid bilayers very precisely, however they oﬀer no spatial resolution,
and are often not compatible with live cell samples. On the other hand, Atomic Force Microscopy
can be used in imaging mode, and its sensitivity goes down to the single atom and tenths of
nanometres [150], therefore can be used to resolve nanoscopic lipid domains through small diﬀer-
ences in bilayer thickness between the Lo, Ld and Gel phases [123, 115], which are impossible to
resolve using optical techniques. AFM can also be used to quantify mechanical properties of the
membrane such as stiﬀness.
Fluorescence microscopy, in spite of its lower spatial resolution abilities compared to AFM,
oﬀers many advantages as cited in the introduction. Here, the emphasis is made on the ability of
ﬂuorescence techniques to resolve functional, as well as structural, information, in lipid bilayers
and cell membranes. Dynamic mechanisms such as diﬀusion processes, as well as the chemical
characteristics of membrane environments can be probed using ﬂuorescence microscopy, and this,
in a manner compatible with live cell imaging, which sets it apart from other methods.
2.1.2.1 Quantifying diﬀusion in cell membranes
 With Fluorescence Recovery After Photobleaching (FRAP), the increase in ﬂuores-
cence intensity is measured after a region in the sample is bleached. From the ﬂuorescence
recovery curves after the bleaching step, the lateral diﬀusion coeﬃcient of the ﬂuorophore is
extracted. Mobile and immobile fractions of the membrane can also be derived from the in-
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tensity after return to a steady state intensity. Using FRAP, Hao and colleagues have shown
a decrease in the lateral mobility of lipids upon cholesterol depletion [151], while Goodwin et
al. used FRAP to quantify the lateral diﬀusion of membrane-associated protein Ras in ref.
[152].
 Fluorescence Correlation Spectroscopy measures intensity ﬂuctuations in a small de-
tection volume (diﬀraction-limited spot, or in the case of STED-FCS, even smaller) which
contains only a few ﬂuorescent molecules at any given point. An auto-correlation curve is
computed from this intensity time course, and the characteristic time of this autocorrelation
curve represents how long a ﬂuorophore stays in the detection volume on average, and yields
a diﬀusion parameter. Interestingly, FCS can be combined with TCSPC measurements, and
ﬂuorescence lifetimes and diﬀusion times are simultaneously obtained. In ref. [124], diﬀer-
ences in diﬀusion times as domains of a phase-separated lipid bilayer were obtained using
FCS, and lateral diﬀusion in the Ld phase was 6 to 10 times as rapid as in the Lo phase,
depending on the dye used. FCS has been combined with STED, and by tuning the power of
the depletion beam, the size of the detection volume can be controlled, to extract informa-
tion about the diﬀusion properties as a function of the distance, hence evidencing phenomena
such as hindered lateral diﬀusion, which would suggest that pools of ﬂuorophores stay for
long times in nanoscopic domains [153]. FCS has also been used to study lateral diﬀusion in
coexisting Lo-Ld domains, showing that removal of cholesterol leads to a transition towards
S-Ld domains [154]. In an imaging framework, image correlation methods such as Spatio-
Temporal Image Correlation Spectroscopy (STICS), are also based resolving the dynamics
of intensity ﬂuctuations, and can resolve intensity and directionality of diﬀusion processes in
membranes [155].
 Fluorescence Anisotropy measures the rate and extent of rotational diﬀusion by quanti-
fying the depolarisation which occurs in a photo-selected population of ﬂuorophores between
absorption and emission, as explained in the introduction. Anisotropy can be measured in a
time-resolved manner after a pulse excitation to resolve two order parameters θ and ∆, or in
a steady-state fashion, where rss is linked to the ﬂuorescence lifetime and order parameters
via the Perrin equation. Possibly the ﬁrst anisotropy imaging experiments in membranes
were performed by Axelrod [156], who demonstrated the ordering of carbocyanine dye DiI
in red blood cell ghosts. Anisotropy of GFP-tagged membrane proteins was ﬁrst described
by Rocheleau, in ref [157], showing that proteins are also aligned to the membrane normal,
conﬁrming the theory by Kinosita et al [26]. Note that other methods based on ﬂuorescence
polarisation exist to resolve order parameters in membranes, such as linear dichroism [158],
which quantiﬁes the angular distribution of a membrane dye using knowledge of its transition
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dipole moment and of the sample geometry. This is an attractive method since it does not
require time-resolved instrumentation; however, since the observed quantities depend on the
local orientation of the membrane, eﬀects of angular distribution and sample geometry are
combined, and assumptions must be made about one to extract information about the other.
It is interesting to note that these three types of methods can be used to resolve diﬀusion processes
in membranes; each of them is linked to a diﬀerent spatial scale: FRAP quantiﬁes lateral diﬀusion
on the scale of several microns, while FCS and STICS do so within diﬀraction-limited volumes
[155]. Lastly, anisotropy measures rotational diﬀusion, which occurs on the scale of the molecules
themselves - though in conventional microscopy, the signal obtained is the sum of tens, if not
hundreds of molecules. diﬀusion coeﬃcients participate in the notion of membrane order, so these
diﬀerent techniques report on the ordering of the membrane at varying scales. Some developments
have combined some of these methods to measure diﬀusion at diﬀerent spatial scales, simultane-
ously: Machan et al have compared the information provided by FRAP and FCS on lipid bilayers
[159], while simultaneous FRAP, FAIM and FLIM was recently implemented in our laboratory,
though has not yet been applied to lipid bilayers [160].
2.1.2.2 Probing membrane micro-environments
Environmentally-sensitive membrane dyes The ﬂuorescence intensity, emission wavelength
and lifetime of membrane ﬂuorophores can be made sensitive to relevant properties of the mem-
brane. Membrane dyes sensitive to membrane charge , viscosity or hydration [16, 161, 162, 163, 164]
have been synthesised and used for imaging purposes. Relevant to this experiment, ﬂuorescent lipid
analogues laurdan and di-4-ANEPPDHQ are solvatochromic dyes, where the relaxation of water
molecules in proximity of the ﬂuorophore decreases the energy of the excited state, and causes
longer emission wavelengths. It follows that in bilayers which allow more water molecules and
more diﬀusional freedom of these molecules, the spectrum of such dyes will be red-shifted.
Laurdan and members of the same chemical family have been extensively characterised since
the 90's and used in spectroscopic contexts in the laboratory of Prof. Gratton [165, 166, 167],






In environments with low hydration, the intensity of laurdan ﬂuorescence and of di-4-ANEPPDHQ
is relatively stronger in the blue emission band than in the red, yielding high GP values. In highly
polar environments, the GP values are low. Parasassi et. al measured the GP of laurdan in various
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Figure 2.3: Chemical structures of laurdan and di-4-ANEPPDHQ.
solvents, and have found it to be related to the dielectric constant of the medium [165]. The spec-
tral windows for Iblue and Ired should be chosen according to the dye and excitation wavelength.
GP imaging has since been used extensively to identify changes in lipid hydration in bilayers and
cell membranes [168, 169, 91, 170, 171, 172]. For example, Gaus and co-workers used GP of laurdan
to show the condensation of the T-Cell plasma membrane upon formation of an immunological
synapse in contact with an antigen-presenting cell [144].
Many other ﬂuorescent probes exist and are used for a variety of applications, a detailed review
can be found in ref. [16].
Simultaneous quantiﬁcation of membrane micro-environments and diﬀusion properties
As seen from the paragraphs above, ﬂuorescence can be used to acquire functional information on
membranes such as diﬀusion processes, and membrane micro-environment. The purpose of this
project is to acquire both types of information simultaneously, using multi-dimensional microscopy.
Previous studies have used diﬀerent approaches to achieve this. For example, Haluska and col-
leagues [173] used a combined ﬂuorescence lifetime and polarisation imaging approach in GUVs
stained with TMA-DPH, to resolve the order parameters and rotational regimes as a function of
cholesterol content in homogeneous and phase-separated bilayers (Fig. 2.4). The order parameters
are resolved from angular intensity proﬁles in the GUVs. Their results suggest that the rotational
model (hard cone model or diﬀusion in a potential model) diﬀers depending on the phase, while
the order parameters are aﬀected diﬀerently by cholesterol in bilayers composed of unsaturated
or saturated lipids. In unsaturated bilayers, order parameters increase linearly with cholesterol
content, while saturated bilayers show little evolution of these order parameters with cholesterol
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content. The ﬂuorescence lifetime of TMA-DPH is assumed to report on membrane viscosity, and
increases with cholesterol content with the same sensitivity in both saturated and unsaturated bi-
layers. Another interesting ﬁnding is that in DOPC-Sm-Chol ternary lipid mixtures showing phase
separation, the order parameters of each phase are diﬀerent to those of binary mixtures of either
DOPC-Chol or SM-Chol with the same proportion of cholesterol. This suggests that the domains
in phase-separated bilayers are composed of the three types of lipids composing the mixture, in
diﬀerent proportions.
Figure 2.4: Order parameters of lipid bilayers resolved by Haluska et al using ﬂuorescence polar-
isation of TMA-DPH. Upper row: DOPC-Chol. Lower row: DPPC-Chol. B: Images of GUVs
composed of DOPC and DPPC containing 13 mol% Chol. Note the visible extinction at the poles
of the DPPC-Chol vesicle, indicating that the dye is highly aligned with the membrane lipids. E:
Angular intensity proﬁles of GUVs with varying cholesterol contents. F: Order parameter S derived
from curves shown in E., as a function of cholesterol content. Figure adapted from ref. [173], with
permission of Elsevier.
Other studies have proposed independent quantiﬁcation of various bilayer parameters such as
hydration, polarity, or cholesterol content, using spectrally-resolved ﬂuorescence lifetime measure-
ments [169]. However, the photophysical behavior of laurdan is complex and the speciﬁcity of
laurdan lifetime to such properties, as well as the true independence of the measured quantities,
is diﬃcult to ascertain. Sanchez et al. [174] have combined GP with intensity ﬂuctuation analysis
to correlate membrane hydration and lateral diﬀusion in cell membranes to image microdomains
. Steady-state anisotropy measurements of laurdan have been carried out in refs. [175, 91], and
correlated with GP information. However, the dependence of steady-state anisotropy values on
ﬂuorescence lifetimes, due to the Perrin equation, creates an interdependence between the obtained
quantities. This prompts the present idea to develop a method similar to that of Haluska et al
[173], encompassing the spectral, lifetime and polarisation information of ﬂuorescence, to achieve
simultaneous and independent probing of membrane microenvironments and membrane order.
CHAPTER 2. MULTI-DIMENSIONAL MICROSCOPY OF MODEL MEMBRANES 98
2.1.3 Hypothesis and research questions
The multiplication of ﬂuorescence methods and probes to study biomembranes has led to a com-
mensurate variety of terms to describe membrane behaviour: membrane polarity, ﬂuidity, order,
viscosity, packing, hydration, charge, etc. Frequently, changes in the ﬂuorescence signal of solva-
tochromic probes are interpreted as changes in membrane order, when what is in eﬀect measured
is changes in dipolar relaxation at the immediate proximity of the ﬂuorophore. Certainly, correla-
tions exist between such properties, but often, one single property is sensed and used as a proxy
to qualify the general state of the membrane as ordered or disordered. This of course has been
extremely useful in resolving general principles of phase behavior in lipid bilayers and explaining
membrane function in cells including the lipid raft hypothesis, but by itself is a simpliﬁcation of
the system. Indeed, some studies point towards the fact these parameters evolve diﬀerently from
one another with membrane composition [120, 91, 173, 169, 176]. Moreover, from a chemical point
of view, the binary Ld/Lo phase partition model is only an incomplete way of describing lipid
bilayers, and there is no consensus as to which lipid mixtures are most representative of Ld or Lo
phases.
Taken together, these considerations mean that the terms ordered or disordered may encom-
pass diverse and possibly heterogeneous compositions and physio-chemical properties in biological
contexts. The hypothesis governing the work in this chapter is that the relationship between mem-
brane order and microenvironment depends on the chemical nature of the membrane, as well as
its phase state. With this in mind, answers to the following research questions will be sought:
 What microenvironmental properties are reported by commonly-used solvatochromic mem-
brane dyes?
 Can membrane order parameters and microenvironment be independently measured using a
single ﬂuorescence probe?
 How are membrane microenvironment and membrane order related, and how does membrane
chemistry and phase behaviour aﬀect this relationship?
 Can the measurement of these properties inform on the chemical nature of a lipid bilayer?
Using time- and polarisation-resolved ﬂuorescence microscopy of environmentally sensitive mem-
brane dyes laurdan and di-4-ANEPPDHQ along with their spectral information, membrane micro-
environment and membrane order parameters are probed simultaneously and independently. The
ﬂuorescence lifetime and spectral emission of the dyes are used to report on membrane hydration
and polarity, while time-resolved anisotropy provides two order parameters indicating membrane
ﬂuidity and packing, as explained in the introduction. The novelty of this approach lies in the truly
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independent but simultaneous measurement of these parameters, and unambiguous determination
of order parameters using time-resolved anisotropy. Using this method, correlations between these
parameters as a function of temperature and chemical composition of the lipid bilayer can be es-
tablished. In this chapter, this method will be introduced and used on artiﬁcial membranes (Giant
Unilamellar Vesicles, or GUVs) to establish the relationship between these membrane properties
in simpliﬁed systems. Temperature control is used as a simple way to provoke changes in the
physical behaviour of the bilayers, to understand how membrane microenvironment and order pa-
rameters evolve together. In the next chapter, this method will be extended to cell-derived plasma
membrane vesicles (Giant Plasma Membrane Vesicles, or GPMVs) and live cells.
2.2 Methods
2.2.1 Sample preparation
2.2.1.1 Giant Unilamellar Vesicles
Lipids were purchased from Avanti Polar Lipids and stored at -20oC. GUVs were created using
the electro-formation method, as established by Angelova et al [129]. Desired lipid mixtures were
created in 100 µL chloroform, to a ﬁnal concentration of 10 mg/mL lipids. Laurdan was added
from a 3.4 mM, 2:1 chloroform:methanol stock solution, so that the molar dye-to-lipid ratio was
around 1%. Adding the dye directly into the lipid mixture before formation of the vesicles (as
opposed to after) enabled control of its concentration and ensured homogeneous distribution of
the dye in the bilayers, while limiting background ﬂuorescence in the sample during imaging. 6 μL
of the lipid mixtures were then spread onto the conductive sides of two Indium-Tin-Oxide coated
slides (Sigma, 8-12 Ohm/cm2), to form a circular ﬁlm of around 1 cm2. The ﬁlm was then dried
under nitrogen ﬂow to eliminate traces of solvent, and a 2-cm diameter, 1-mm thick nitrile O-ring
was coated in a thin layer of vacuum grease and applied to one of the ITO-coated slides, to form
a chamber around the ﬁlm. The chamber was ﬁlled with 200 mM sucrose buﬀer and closed with
the second slide, and was connected to a generator delivering a 10 Hz, 2.5V sine-wave signal. For
lipid mixtures containing DPPC or cholesterol, electro-formation was carried out at 50oC. Vesicles
were left to form for between 3 and 12 hours and their formation could be monitored using bright-
ﬁeld microscopy, with a low-magniﬁcation objective. An image of this home-built electroformation
system is shown in Fig. 2.5.
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Figure 2.5: The electroformation system. The sample chambers are indicated by the red arrows;
the nitrile O-ring is visible between the clips. This system enabled two samples to be created
simultaneously.
2.2.1.2 Sample Immobilisation
Time-resolved microscopy requires acquisition times of several seconds or minutes, so the vesicles
needed to be immobilised in the sample chamber. Two techniques were envisaged:
Immobilisation using avidin-biotin binding. The avidin protein presents 4 binding sites to
its ligand biotin, and the dissociation constant is 10−15M [177], making this binding process one
of the strongest in biology. Vesicles can be tethered to the surface of a coverslip using the avidin-
biotin binding couple by coating coverslips with avidin and using biotinylated lipids (available
commercially). In practice, coverslips are coated by incubation with a 1 mg/mL aqueous solution
of avidin. GUVs are prepared as explained above, incorporating 1% molar of biotinylated lipids
in the chloroform mixture. Biotin-DOPE (di-oleyl-phosphoethanolamine) or biotin-DPPE (di-
palmitoyl-phosphoethanolamine) were used, the former in lipid mixtures containing a majority
of unsaturated chains, the latter in mixtures containing a majority of saturated chains in phase-
separating mixtures, 0.5% molar of each were introduced, so that each phase contained biotinylated
lipids. After electroformation, the vesicle suspension is diluted to 1/5 and the vesicles are left to
settle for ca. 1 hour. It was then possible to observe tethered vesicles, with a portion of the bilayer
ﬂat against the coverslip, as visible in Fig. 2.6.
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Figure 2.6: x-z sections of GUVs (DOPC/DPPC/Chol 2:2:1) stained with di-4-ANEPPDHQ, con-
taining 1% molar biotinylated lipids and tethered on an avidin-coated coverslip. On the left-hand
image, untethered vesicles above the coverslip moved in solution during the acquisition, and appear
strongly distorted compared to the tethered ones. Scale bar = 10 µm.
However, avidin-biotin tethering presented some disadvantages: it has been shown by Joao Sar-
mento and colleagues that the tethering provoked rearrangements of phase-separated lipid domains
[178]. Moreover, during long experiments, it was observed that the tethered portion tended to grow
wider, as small motions of the vesicles exposed more and more bilayer to the coverslip, eventually
strongly deforming the vesicles. This was especially the case at higher temperatures, where the
vesicles initially in the ordered phase became more ﬂuid, and the membrane more deformable. Less
disruptive immobilisation techniques were therefore sought.
Immobilisation in an agarose gel. The idea of immobilising vesicles in agarose came from
light-sheet microscopy, where samples are embedded in a polymer gel for imaging. Lira et al
[122] had the same idea and published this method in 2016, helpfully showing that GUVs can be
immobilised in low concentration matrices, and that this does not aﬀect the micro-scale diﬀusion of
the lipids (as evidenced by FCS). Agarose is inexpensive, forms gels at low concentrations (below
0.5% w/v in water), and agarose gels have the same refractive index as water, so the optical
characteristics of the sample are not distorted.
In practice, a 0.3% w/v low melting point agarose solution is constituted in the GUV electro-
formation buﬀer. After electroformation, this solution is heated until boiling, and cooled until just
above gelling temperature (42oC for this speciﬁc agarose). The GUV suspension is diluted to 1/5
in the molten agarose, and rapidly inserted into an imaging chamber. This enabled reliable immo-
bilisation of the GUVs for the entire duration of the experiment. Fig. 2.7 shows a 3-dimensional
image of a GUV in agarose.
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Figure 2.7: Reconstituted volume of a GUV (DOPC) stained with di-4-ANEPPDHQ and embedded
in a 0.25% w/v agarose gel. 20 xy sections were taken with a spacing of 1.38 µm; the volume
dimensions (white cube) are 34 µm in x and y, and 26 µm in z. Image was created in ImageJ
volume viewer.
2.2.2 Choice of ﬂuorescent membrane dyes
As stated previously, many types of membrane dyes exist to probe membrane micro-environments.
Apart from the usual preference for bright and photostable dyes, more speciﬁc properties are needed
for this project. In this study, the ﬂuorescence lifetime, emission wavelength and polarisation are
measured, so ideally the dye should fulﬁll the following criteria:
 The emission wavelength and lifetime should report on membrane micro-environment proper-
ties such as membrane hydration, polarity, or charge. They should not report on membrane
viscosity, since this will be probed by ﬂuorescence polarisation. At best, emission wave-
length and lifetime should report on slightly diﬀerent properties of the membrane, such that
measuring both will provide more information on the system at hand.
 The absorption and emission transition dipole moments of the dye should be close to colinear,
to provide a higher dynamic range of anisotropy values, and should be aligned with the long
axis of the molecule, such that the rotational diﬀusion of the dye agrees with the wobble in
cone model described previously.
 The ﬂuorescence lifetime should be long enough to capture the dynamics of rotational dif-
fusion (at least 2 ns), but short enough that the acquisition times are not unreasonably
prolonged.
Fulﬁlling these requirements, commercially-available ﬂuorescent lipid analogues laurdan and di-4-
ANEPPDHQ appear well suited for this project. In particular, laurdan environmental sensitivity
has been well characterised, and its long lifetimes (3-6 ns) are ideal to probe rotational dynamics
in membranes. One downside is its poor photostability. Di-4-ANEPPDHQ is more photostable,
but has shorter lifetimes (1.8-3.5 ns) and is less well characterised. Experiments with both dyes
will therefore be carried out.
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Another attractive candidate was DPH, which has a long lifetime of 5-10 ns and was previously
used for lifetime and anisotropy studies [179, 120]. However, DPH is fully hydrophobic, and
previous work suggests that it can intercalate between the two bilayer leaﬂets, which causes an
altogether diﬀerent rotational regime and environmental sensing [179]. A derivative of DPH, TMA-
DPH, has a hydrophilic moiety, which causes it to be aligned with the lipid chains and to be
anchored to the interface of the bilayer, similarly to laurdan or di-4-ANEPPDHQ, and was used
by Haluska et al. in GUVs [173]. However, TMA-DPH emission wavelength was not reported to
be sensitive to the environment.
2.2.3 Temperature Control
2.2.3.1 Construction of a temperature-controlled heated stage sample chamber
Given the strong temperature sensitivity of the physical properties of lipid bilayers, it is interesting
to study the evolution of membrane hydration and order parameters as a function of temperature.
To this eﬀect, a microscope heating system was assembled using Indium-Tin Oxide (ITO) micro-
scope slides. A ∼ 1mm hole was drilled in the centre of the ITO-coated slide using a diamond drill
bit into which the end of a K-type thermocouple was ﬁtted. The two electrodes were created using
silver paint and strips of copper tape, ∼1.5 cm from the centre (see Fig. 2.8).
To mount the samples, a 1.5 cm diameter nitrile O-ring was coated with a thin layer of vacuum
grease and placed on the non-coated side of the heating slide. 350 µL of sample suspension was
pipetted in the chamber formed by the O-ring, and a 22-by-22 mm coverslip was placed on the top,
while avoiding the formation of air bubbles in the chamber. The thermocouple hole was sealed on
the conductive side with a small amount of vacuum grease.
The chamber slide was then placed on the microscope stage, and the copper strips were con-
nected to a programmable DC generator. The thermocouple was connected to a digital thermome-
ter (RS instruments) with a precision of +/- 0.1oC. The sample temperature was found to be
proportional to the DC voltage, as shown in Fig. 2.8. For immersion objectives, an objective
heater was used, to decrease the temperature gradient between the objective and the sample.
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Figure 2.8: Design of a temperature-controlled heated slide chamber system. Left: photograph of
the device. Right: Temperature in the sample chamber (ﬁlled with DI water) as a function of the
DC voltage. Note that the proportionality factor between temperature and DC voltage depended
on the slide used (4 such systems were built).
2.2.3.2 Validation of the accuracy of the temperature readings
The accuracy of the proposed temperature-controlled system was assessed by measuring the Gen-
eralised Polarisation of laurdan in DPPC vesicles. DPPC has a transition temperature at 41oC
and a sharp drop in GP values at this temperature is well documented [91]. The idea is to verify
that this transition occurs at the expected temperature in our system.
Firstly, the two spectral windows for GP detection were determined by measuring the emission
spectrum of DPPC-laurdan vesicles as a function of temperature, as shown in Fig. 2.9. Two
emission bands corresponding to the solid and liquid phases were clearly visible, and the spectral
windows were chosen to match with the transition: the short wavelength window between 410 and
465 nm, and the long-wavelength window between 465 and 520 nm.
Figure 2.9: Emission spectrum of laurdan in DPPC vesicles as a function of temperature.
To measure generalised polarisation with the confocal microscope, the PMTs must ﬁrstly be
calibrated to account for the diﬀerence in detection eﬃciency at diﬀerent wavelengths and gain
values. A ﬂuorescent blue slide from Chroma (CAT number 92001) was chosen as the calibration
sample; its GP was found to be GPref = 0.530 ± 3.10−4 from its emission spectrum using the
spectral windows stated above. The slide was then imaged on the confocal microscope, one PMT
for each spectral window, at the range of gains used during experiments (between 400 and 650 V).
GP images and average GP values, GPmeas, were calculated for each gain, and a calibration factor
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GX was determined for each gain X using Eq. 2.2, as described in ref. [172]:
GX =
GPref −GPrefGPmeas −GPmeas − 1
GPmeas −GPrefGPmeas −GPref − 1 (2.2)
DPPC vesicles stained with laurdan were prepared as described above, and GP images were
acquired for a range of temperatures between 27 and 51oC, with 4 vesicles imaged per temperature.
Examples of GP images and histograms are shown in Fig. 2.10.
2.10
Figure 2.10: GP of laurdan in DPPC. Left: histograms of GP pixel values at diﬀerent temperatures;
histograms were computed from all 4 images for each temperature. Right: Exampled of GP images
(top: 37oC, middle: 41oC, bottom: 43oC).
The average GP value over each image was calculated, and these values were then averaged for
each temperature. The evolution of GP with temperature is shown in Fig. 2.11. A decrease in GP
values is visible from 41oC. The data becomes more noisy at higher temperatures, possibly due to
higher heterogeneity in the sample (some vesicles may have transitioned from the gel phase to the
liquid phase before others). Therefore, a 2-point moving average of the data points was calculated,
and the slope of this curve was computed, yielding a maximum negative slope at T = 41.3oC, in
agreement with previous studies [91] and suppliers (Avanti Polar Lipids : 41◦C [180]). To avoid
variability in the data, it is possible to wait longer between measurements when the temperature
is increased, to ensure that the phase transition has occurred homogeneously across the sample.
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Figure 2.11: GP of laurdan in DPPC as a function of temperature. The error bars correspond to
1 standard deviation (4 datapoints for each temperature). The transition temperature calculated
from the maximum negative slope value of the moving average (orange curve) is shown (dashed
black line).
These results validated that the temperature in the home-built chamber slide was accurately
measured and controlled, and this system was therefore used for the remainder of the experiments.
2.2.4 Time-Resolved Fluorescence microscopy
Time-and polarisation-resolved data was obtained by exciting the sample with a pulsed diode
laser (Horiba DDL 375 nm for laurdan, Hamamatsu PL50 467 nm for di-4-ANEPPDHQ), on the
setup described in the previous chapter. For single-phase GUVs and GPMVs, where no bilayer
heterogeneity was expected at scales above the diﬀraction limit of the microscope, data was acquired
in single mode, to create single polarisation-resolved intensity decays I‖ and I⊥ (with 1024 time
bins) for each individual vesicle. Unless otherwise stated, all decays presented correspond to
photons accumulated over the entire ﬁeld of view. This provided smaller ﬁle sizes and easier
analysis. Typical intensities ranged from 2000 to 10000 photons in the maximum bin (peak) for
each vesicle. For GUVs displaying phase separation, in which bilayer heterogeneity was observable
in the micron range, data was acquired in FIFO Image mode (with an image size of 512 pixels
and 256 time bins). Vesicles were imaged for approximately 120 seconds.
2.2.5 Spectroscopy
Emission spectra were measured using quartz cuvettes from Starna scientiﬁc with a Horiba Fluoromax-
4 emission spectrometer. Excitation wavelengths are stated where relevant, and excitation and
emission slit widths were 1 or 2 nm. Absorption spectra were recorded in Quartz cuvettes in a
Hitachi HI-400 spectrophotometer, with 1 nm slit widths.
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2.2.6 Data processing
2.2.6.1 Time-resolved anisotropy
The polarisation-resolved decays I‖ and I⊥ were corrected for background and shift, and the
anisotropy decay r(t) was computed according to Eq. 1.11. Anisotropy decays were ﬁtted according
to model of hindered rotation presented in Eq. 1.28 using home-written weighted nonlinear least
squares routines in Matlab (using the inbuilt lsqnonlin function). The weights δ(r) were calculated
from the propagation of the Poissonian error associated with the polarisation-resolved intensities
at each time point (assuming no error on the value of G), as also shown in ref. [181] and given in
Eq. 1.52.
The dynamic and static order parameters τc and ∆ were extracted from these ﬁts as presented
in paragraph 1.3.3.2. The notation τc for the rate of rotational diﬀusion is replaced with the more
usual notation θ, to avoid confusion with ﬂuorescence lifetime τ .
Note that the static order parameter ∆ depends on the absolute values of r0 and r∞, which
themselves depend on the local orientation of the ﬂuorophores. For randomly distributed ﬂuo-
rophores, it is expected that the range of variation of ∆ is between 0 and 1. For non-random
distributions, this range can be diﬀerent. In particular, highly ordered environments such as mem-
branes can lead to ﬂuorophores locally having very high or very low (negative) anisotropies. This
does not aﬀect the rate at which they diﬀuse rotationally so θ is unaﬀected, but this in practice
leads to the dependence of ∆ on the local orientation of the population of ﬂuorophores. GUVs
are spherically symmetric, so while the orientation of ﬂuorophores is locally nonrandom, the in-
formation from a full circular section of the GUV yields a situation where all orientations are
represented in equal proportion, and reproduces the results from a random distribution of ﬂu-
orophores. In non-homogeneous bilayers, each domain is not present over the full section of a
GUV and so the distribution of ﬂuorophores within the domain is non-random, which leads to
complications with parameter ∆, such as values crossing 0 and yielding non-representative 100%
depolarisation situations. In such cases, a non-normalised version of this parameter is preferred,
i.e, ∆
′
= r0 − r∞.
2.2.6.2 Intensity decays
The polarisation-resolved decays I‖ and I⊥ were corrected for the shift, and the total intensity
decay Itot(t) = I‖ + 2GI⊥ was computed. Intensity decays were then ﬁtted to a bi-exponential
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Goodness of ﬁt was assessed by the χ2red value, and visual inspection of the decay residuals.
It was found that for intensity decays obtained through addition of polarisation-resolved decays,
ﬁtting procedures yielded χ2red values slightly higher than for classical FLIM experiments (between
1.5 and 2.5, whereas χ2red ≈ 1 for good ﬁts of ﬂuorescence decays). This phenomenon was re-
capitulated in simulations: ﬁtting results on simulated data of intensity decays either computed
directly or from the addition of parallel and perpendicular decays with the same input parameters
showed signiﬁcantly higher χ2red in the latter case, while the lifetime parameter resolution was only
slightly aﬀected (Fig. 2.12.D). This observation in simulated data suggests that these higher χ2red
values are likely linked to a statistical eﬀect related to the addition of two decays, rather than an
instrumental artifact such as the presence of a shift between the two channels, or depolarisation
through the objective. In practice, ﬁts were judged acceptable with values of χ2red between 1 and
2. Intensity decays acquired directly without polarisation resolution had χ2red values between 1
and 1.5.
Figure 2.12: Comparison of ﬁtting results for simulated intensity decays computed directly or as
the sum of two polarisation-resolved intensity decays. A. Example of simulated decays with a single
lifetime component: I(t) = Ae−t/τ +b. Input parameters were A=10000 photons, τ0 = 4.5ns, b=10
photons. B-C. Mono-exponential ﬁts of decays shown in A; B: Itot simulated directly, C: Itot is
the result of the sum of Ipar and Iper simulated data. D. Histograms of ﬁtting results for direct
and polarisation-resolved-derived intensity decays with the same parameters as those shown in A
and B. Poisson noise was randomly generated for each of the 1000 iterations. Note the deviation
of ﬁtting results from the true lifetime parameter τ0, even in the case of directly-simulated decays:
median recovered lifetime is 4.47 ns - 0.67% lower than the input value 4.5 ns. This is linked to
the bias of Least-Squares ﬁtting in the case of Poisson-distributed data, as mentioned in Chapter
1.
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The principle of using polarisation- resolved intensity decays to compute total intensity and
anisotropy decays and their associated parameters is illustrated in Fig. 2.13.
Figure 2.13: Illustration of the data obtained from the time-resolved experiments: the polarisation-
resolved decays (in blue) are added together to yield Itot (in green) from which is extracted the
ﬂuorescence lifetime τav. The anisotropy decay (orange) is also computed from the polarisation-
resolved decays, to yield order parameters θ and ∆. Data is for a DOPC vesicle.
Examples of ﬁtting results of intensity and corresponding anisotropy decays are shown in Fig.
2.14. Bi-exponential models were well adapted to all intensity datasets. For anisotropy data,
mono-exponential models were suﬃcient in most cases. However, in Ld phase data with high
signal-to-noise ratios, structure in the residuals can be observed (as shown here for POPC), and
would indicate several rotational modes of laurdan in such bilayers, requiring multi-exponential
models. However, for simplicity, and because it was diﬃcult to achieve consistent distributions
of the ﬁt parameters when using bi-exponential ﬁts, a mono-exponential model was kept for all
GUVs.
Figure 2.14: Examples of ﬁts for intensity decay (left) and corresponding anisotropy decay (right)
of laurdan in lipid bilayers (in this case, POPC at 50oC). The ﬁt parameters are indicated in the
insets.
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2.2.6.3 Statistical analysis
The lifetime and anisotropy parameter results are given as average values over the number of repeat
measurements, and the range of reported uncertainties correspond to one standard deviation, unless
otherwise stated. Repeat measurements are stated with N the number of independent experiments,
and n the number of repeat measurements. Linear regressions and Student's t-test were performed
using ﬁtlm and ttest2 functions in Matlab.
2.3 Results
2.3.1 Photophysical characterisation of di-4-ANEPPDHQ and laurdan.
2.3.1.1 Is di-4-ANEPPDHQ a molecular rotor?
From observing the structure of di-4-ANEPPDHQ, it is possible that some intramolecular twisting
may take place. If this aﬀects the ﬂuorescence emission of the dye, this would place it in the
family of ﬂuorescent molecular rotors, which are compounds that relax from S1 to S0 through
intramolecular twisting. This path competes with radiative decay, and is hindered in viscous
environments, and therefore, ﬂuorescence quantum yield and lifetimes of molecular rotors increase
with viscosity. In particular, the lifetime of molecular rotors τ and the quantum yield Φ are related







With k0 the radiative rate constant, and z and x constants with 0 < α < 1. More precisely,
the theory from Förster & Hoﬀman predicts α = 2/3. This can be rearranged to obtain a linear
relationship between τ and η:

logτ = log(z/k0) + αlog(η)
logΦ = log(z) + αlog(η)
(2.6)
Molecular rotors are therefore used for viscosity mapping, and they have been developed to
probe the microviscosity of cell cytoplasm, membranes, lipid droplets, and mitochondria [183, 161].
If di-4-ANEPPDHQ is such a molecule, this would therefore mean that it senses viscosity. This
would be undesirable, since we need the ﬂuorescence lifetime to report on membrane hydration,
while membrane viscosity is reported by the order parameters derived from the anisotropy. It was
therefore investigated whether di-4-ANEPPDHQ exhibits a rotor behaviour.
Ideally, this question would be addressed in membrane environments; however, it is diﬃcult
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Table 2.2: Viscosity of water-glycerol mixtures at 22oC. Values from the doctoral thesis of Dr. Pei-
Chung - viscosity at 95% was obtained from linear extrapolation between 90 and 100% glycerol.
to control membrane viscosity while maintaining a constant membrane or polarity, so the exper-
iments were ﬁrstly carried out in aqueous solution. A series of methanol-glycerol and methanol
mixtures was made, from 0% to 95% glycerol (v/v%), with viscosities indicated in Table 2.2. Di-4-
ANEPPDHQ was diluted to 5µM in these mixtures, and absorption and emission spectra as well
as intensity decays were measured.
Emission spectroscopy analysis. Emission spectra were measured with 510 nm excitation,
which corresponded to the absorption maximum (Fig. 2.16.A). Small variations in absorbance
were likely caused by variations in dye concentration - therefore the emission spectra were scaled
by a factor of AX510/Aref510 , where A
X
510 is the baseline-corrected absorbance value of sample X at 510
nm. The pure methanol sample was chosen as the reference value, Aref510 . Fluorescence intensities
increase strongly with glycerol content, as visible in Fig. 2.16 and visualised in the samples under
UV illumination (Fig 2.15). The relationship between log(η) and log(Imax) is linear, with a gradient
of m = 0.254± 0.009 ( R2adj = 0.99, pvalue = 1.10−5, see Fig. 2.16.D). Under the assumption that
the ﬂuorescence intensity is proportional to the quantum yield, and that the measured absorbance
values are in the linear regime of the spectrophotometer, (both reasonable hypotheses), the gradient
of this ﬁt corresponds to α from Eq. 2.6.
Figure 2.15: Picture of methanol-glycerol mixtures containing 5 µM di-4-ANEPPDHQ on a UV
lamp. The label indicates the glycerol content.
A small shift in the emission maximum towards shorter wavelengths at higher viscosities (743
nm in pure methanol against 724 nm in 95% glycerol) is also noticeable. This shift is in the opposite
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Figure 2.16: Emission spectroscopy of di-4-ANEPPDHQ in methanol-glycerol mixtures. A.: Emis-
sion spectra as a function of glycerol content. B. Spectra are normalised to highlight the red-shift
in the emission maximum. C. Absorption spectra of the samples. D. Plot of log(Imax) as a function
of log(η). The linear ﬁt is shown as the dashed line, the gradient is 0.25. Data is the result of two
spectra per sample, which were averaged.
direction of the solvatochromic eﬀect expected in the case of di-4-ANEPPDHQ and its sensitivity
to solvent polarity: indeed, the dielectric constant of glycerol is higher than that of pure methanol
(methanol = 31.01 and glycerol = 42.5 at 22oC), so unlikely to be due to changes in the polarity
of the medium.
Lifetime analysis. Fluorescence intensity decays were collected by exciting the samples in
coverslip-bottomed 8-well plates on the setup described earlier, with 467 nm excitation and a 500LP
emission ﬁlter. The decays were clearly multi-exponential, and were ﬁtted to triple-exponential
models. In particular, a long decay component (>2 ns) was present and especially visible in the low
viscosity samples, as evident from the crossing of the decay curves between 5 and 7 ns. This long
lifetime component was absent in the pure solvents and from imaging plates, and no contamination
was detected in the absorption spectra, so this was not due to background ﬂuorescence. However,
dried samples of di-4-ANEPPDHQ yielded bright ﬂuorescence with a long lifetime of 2.4 ns, and
so it is possible that this long decay component could be linked to aggregated dye in the sample
or immobilised on the coverslip. The fact that its magnitude was greater in low viscosity sol-
vents can be explained by the lower overall intensity of these samples, and hence a greater relative
contribution from the bright dye particles. The magnitude of this component was minimised by
imaging at high z-planes and by reducing the pinhole size, though it was not possible to suppress
it altogether. The short decay components however, seemed to increase with viscosity, going from
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Figure 2.17: Intensity decay analysis of di-4-ANEPPDHQ in methanol-glycerol mixtures. Upper-
right: the initial moments of the decays are shown. Below: lot of log η against log τav - with linear
ﬁt.
155 ps in pure methanol to 317 ps in 95% glycerol, as also visible on the initial moments of the
decay (Fig. 2.17, right). Plotting log η against logτav yielded a linear relationship with R2adj = 0.79
and pvalue = 0.011, as visible in Fig. 2.17, which veriﬁes Eq. 2.6, with m′ = 0.10 ± 0.02. Lower
τav values than expected by this relationship at higher viscosities are likely due to the decreased
contribution of immobilised or aggregated dye, as explained above.
Conclusions The gradient of linear ﬁts, m and m′, should both reﬂect α but are clearly not
equivalent and lower than the theoretical value of 2/3; emission intensity showed higher dependence
on medium viscosity than ﬂuorescence lifetimes. Therefore the lifetime and emission spectroscopy
analyses appear inconsistent in showing the relationship between di-4-ANEPPDHQ ﬂuorescence
and viscosity. One should note that the lifetime analysis was complicated by the complex nature
of the intensity proﬁles of di-4-ANEPPDHQ in solution. Taken together, these observations point
towards di-4-ANEPPDHQ ﬂuorescence being sensitive to viscosity, though not displaying a stereo-
typical rotor behaviour, and the sensitivity is more modest than that of traditional rotors such
as BODIPY C-12. Other parameters which could explain the diﬀerences in lifetime and intensity
are perhaps the diﬀerences in solvent polarity, which di-4-ANEPPDHQ is sensitive to through a
solvatochromic eﬀect, with the ﬂuorescence emission being red-shifted in environments of increased
polarity.
The absence of a positive shift in wavelengths with glycerol content suggests that the variation
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in solvent polarity in this experiment is not within a range in which di-4-ANEPPDHQ emission
wavelength is very sensitive to, and that the main variation in environmental parameters susceptible
to aﬀect di-4-ANEPPDHQ ﬂuorescence is the solvent viscosity.
It should be noted however, that the lifetimes and emission wavelengths of di-4-ANEPPDHQ
in water-glycerol environments are very diﬀerent to those in lipid bilayers: the short lifetime
components of di-4-ANEPPDHQ intensity decays constitute up to 99% amplitudes; such short
components are not observed in lipid bilayers (see next paragraph, Fig. 2.18). The emission
bands of di-4-ANEPPDHQ in solutions are also at much longer wavelengths than in lipid bilayers
(maxima at 750 nm in methanol:glycerol against 550 to 650 in bilayers [172, 121]).
It was concluded that while di-4-ANEPPDHQ shows signs of intramolecular twisting in solution,
the ﬂuorescence signature of this dye in solution is not consistent with observations in bilayers,
which we can assume present much larger hindrance against rotational motion and lower solvent
polarity in general. It is therefore unlikely that the contrast in di-4-ANEPPDHQ lifetime observed
in bilayers should be due to the sensitivity of the dye to membrane viscosity.
2.3.1.2 Preliminary results in GUVs with Di-4-ANEPPDHQ
Di-4-ANEPPDHQ presents several advantages over laurdan: it is water-soluble, photostable and
excitable with blue lasers, more readily available than their UV counterparts. The ﬁrst experiments
were therefore carried out with di-4-ANEPPDHQ. As a preliminary experiment, GUVs composed
of DOPC, DPPC and Sphingomyelin (SM):Chol 7:3 were prepared, to represent the Ld, S and
Lo phases, respectively. Time-and polarisation-resolved data was acquired at room temperature;
lifetime and anisotropy parameters are presented in Fig. 2.18.
Figure 2.18: Time- and polarisation-resolved ﬂuorescence analysis of di-4-ANEPPDHQ in diﬀerent
lipid mixtures. Left: Normalised intensity decays. Right: normalised anisotropy decays. Data is
representative of N=2 independent experiments, with a total of 6 measurements for DOPC and
5 for DPPC and SM:Chol. Below: summary of ﬂuorescence parameters. Reported values are the
average parameter value ±σ/2 .
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The ﬁrst clear observation is that the lifetime of the S (gel phase), represented by DPPC, is
intermediate between the Ld phase and the Lo phase, but closer to that of the Ld phase, suggesting
greater hydration of the gel phase. The second order parameter, ∆, is also higher in DPPC than
in SM:Chol, signifying greater rotational freedom. This is unexpected, since it contradicts the
commonly accepted facts that the gel phase is tightly packed and in general more similar to a Lo
phase than the Ld phase, which has been observed using laurdan lifetime and GP information.
One possible explanation for these results is that di-4-ANEPPDHQ localises diﬀerently in
bilayers in the tightly packed gel phase, and therefore senses a diﬀerent environment. For example,
if the dye molecule is only partially inserted in the bilayer, one could imagine that the ﬂuorophore
is exposed to more water molecules, and that the molecule rotated more freely at the interface
between the bilayer and the aqueous medium. Since di-4-ANEPPDHQ molecules are signiﬁcantly
larger than laurdan, this is not an unreasonable hypothesis. There is no evidence of work having
been carried out in the gel phase with this dye that could be used as a comparative, and neither have
any simulations investigated the behaviour of di-4-ANEPPDHQ in diﬀerent types of membranes,
unlike laurdan and other membrane dyes [184, 161]. Indeed, the environmental sensitivity of
di-4-ANEPPDHQ was characterised by Owen and colleagues [185, 138] in DOPC and SM-Chol
vesicles as well as in live cells. Carrying out MD simulations of di-4-ANEPPDHQ in diﬀerent lipid
environments, similarly to what has already been done for laurdan, would provide useful insight
on the behaviour of this relatively new dye in saturated bilayers. For now, di-4-ANEPPDHQ was
not used any further for this investigation since its behaviour in the gel phase contradicts current
knowledge.
2.3.1.3 Relationship between spectral emission and ﬂuorescence lifetime of laurdan
The sensitivity of the emission wavelength of the laurdan molecule to its immediate environment
has been the object of extensive research. In ref. [165], Parasassi et al. relate the spectral emission
of laurdan as quantiﬁed by GP to the dielectric constant of the solvent, and use this as a scale to
obtain the polarity of a bilayer. Molecular dynamics simulations carried out by Jurkiewicz et al
[184] have also related laurdan emission wavelength to its position in the bilayer: laurdan emission
is longer when the probe is closer to the bilayer interface, and shorter when it is inserted deeper in
the bilayer. The sensitivity of its ﬂuorescence lifetime is however less straightforward to explain.
Mazeres et al. [175] have measured the emission lifetime of laurdan in various solvents and ﬁnd little
evolution of the lifetime with solvent polarity, but their measurements were made on a spectrometer
at a single wavelength, and so may not have captured the fact that laurdan ﬂuorescence emission
wavelength is time-dependent, with the emission maximum shifting to longer wavelengths at longer
times after excitation. This is due to dipolar relaxation eﬀects: the longer the molecule remains in
CHAPTER 2. MULTI-DIMENSIONAL MICROSCOPY OF MODEL MEMBRANES 116
the excited state, the longer the solvent molecules have to re-orientate, and decrease the transition
energy. It follows that the information extracted from intensity decays depends on the wavelength
at which it is detected. In ref. [169], Golfetto and and colleagues postulate that lifetimes in the
short wavelength range of the laurdan emission spectrum corresponds to a measure of solvent
polarity, while lifetimes in the long wavelength range report on dipolar relaxation eﬀects. While
this is an attractive theory, a correlation between solvent polarity laurdan emission wavelength
and emission lifetimes has never been systematically carried out. The idea here is to reproduce
the experiment from Parasassi et al. [165] and Mazeres et al. [175], while including lifetime
measurements, and relating spectral emission to ﬂuorescence lifetime of laurdan.
What is solvent polarity? The polarity of a medium in itself is not a chemically or physically
obvious property to deﬁne, since it depends on intrinsic properties of the molecules in the medium,
molecular interactions within the medium, as well as such interactions between the molecules of
the medium and those of the solute (in our case, the dye).
Several properties contribute to the notion of solvent polarity:
 The dielectric constant, or relative permittivity, relates to how a medium shields an electric
ﬁeld. To some extent it is a measure of its polarisability: polarisable molecules such as water
have high dielectric constants and therefore a high capacity to rearrange in presence of an
electric ﬁeld.
 The dipole moment is a measure of the partial charge carried by a molecule. Molecules
containing bonds between atoms of diﬀerent electronegativities such as water will present
large dipole moments; molecules containing only C-C and C-H bonds, such as toluene, have
low dipole moments.
 Proticity indicates whether the solvent molecules can be involved in hydrogen bonding with
a solute, linked to the presence of hydrogen atoms bound to electronegative atoms such as
oxygen.
It is therefore clear that no single metric can represent solvent polarity. Overall, a more cau-
tious deﬁnition of solvent polarity can be given as its general solvation capacity, encompassing all
possible interactions between solutes and the solvent, as helpfully reminded by Reichardt [186].
Empirical scales of solvent polarity can then be introduced, based on the absorption properties of
well-characterised solvatochromic dyes, which have the advantage of accounting for solute-solvent
eﬀects, as opposed to absolute scales such as dielectric constants or dipole moments. One such
scale of relative polarity was proposed and reﬁned by Reichardt and based on the absorption en-
ergy ET of a pyridinium N-phenolate betaine dye family. These dyes were chosen for their strong
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solvatochromicity and solubility in most solvents. ET is deﬁned as:
ET = hc ˜νmaxNA (2.7)
Where h is the Planck constant, c the speed of light and ˜νmax the wavenumber of the S0 −→ S1
transition at the absorption maximum. Such a value can be normalised to a range between to
solvents; Tetramethysilane (TMS) and water were chosen as extreme nonpolar and polar solvents,
yielding a normalised value ENT :
ENT =
ET (solvent)− ET (TMS)
ET (water)− ET (TMS) (2.8)
Laurdan emission spectra and lifetimes were therefore measured in a range of solvents, with
the objective of understanding the relationship between the these diﬀerent deﬁnitions of solvent
polarity and the spectroscopic characteristics of laurdan. The solvents used, along with their
dielectric constant, dipole moment, solvent class and relative polarity of the solvents are presented









Toluene 2.4 0.36 0.099 non-polar,
aprotic
Chloroform 4.8 1.0 0.259 non-polar,
aprotic




46.7 3.9 0.444 polar,
aprotic
Isopropanol 19 1.66 0.546 polar, protic
Ethanol 24 1.7 0.654 polar, protic
Methanol 33 1.6 0.762 polar, protic
Table 2.3: Solvents used to study the lifetime-emission wavelength relationship of laurdan. Values
were from ref. [187]
Laurdan spectral emission and solvent polarity The emission spectra of laurdan in these
solvents are shown below in Fig. 2.19; the solvatochromic eﬀect is clear from the continuous shift
in the emission maximum. The ordering of the emission bands is in agreement with the results of
Parasassi and colleagues [165]. When the emission maximum λmax is plotted against indicators of
solvent polarity, it appears that the metric most correlated with emission wavelength λmax is the
relative polarity ENT , with a clear linear relationship between the two (R
2
adj = 0.995, p-value of the
model: 4.2.10−7). The dielectric constant and dipole moments also show positive trends, though
linearity cannot be conﬁrmed (R2adj = 0.31, p-value of the model: 0.11, and R
2
adj = −0.1, p-value
of the model: 0.5, respectively). It is interesting to see that in these two cases, the polar protic
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solvents (isopropanol, ethanol and methanol) signiﬁcantly deviate from the linear trend constituted
by the other solvents, with emission wavelengths anomalously higher than their dipole moments
and dielectric constants would predict; this may be due to their ability to form hydrogen bonds
with the laurdan molecule, further lowering the energy of the excited state. This also underlines
the limitations of the use of mono-parametric quantities to deﬁne solvent polarity. In any case,
these results validate the current assumptions on the environmental sensitivity of laurdan emission
wavelength, and establish the relative polarity metric, ENT , as a more appropriate measure of
solvent polarity when it comes to laurdan ﬂuorescence. This diﬀers from the conclusion from
Parasassi et al [165], who have related laurdan emission wavelengths to the dielectric constant
of the medium and is in line with the observation of anomalously low GP in protic solvents by
Mazeres et al. [175]. The present data suggests that the dielectric constant only partially explains
the solvatochromicity of laurdan. One possible criticism of ENT values is that they are empirical,
and being based on the emission of a small family of dyes, their generalisation to all solutes is
not necessarily justiﬁed. However, the high degree of correlation between emission wavelength and
relative polarity values found here, for a dye chemically very diﬀerent from the one by which it
was established, suggests that the ENT metric is versatile enough to quantify the solvation ability
of solvents for a variety of solutes.
Figure 2.19: Solvatochromicity of laurdan. Above: emission spectra of laurdan in the solvents
from table 1, when excited at 375 nm. Curves are the average of two spectra. Below: Emission
maximum λmax as a function of the dielectric constant  (left), the molecular dipole moment of
the solvent µ (centre), and the relative polarity ENT metric (right). Diﬀerences between the two
spectra were negligible and therefore errors for λmax are not displayed. The linear relationship
between λmax and ENT is evidenced by the black dashed line.
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Figure 2.20: Intensity decays of laurdan acquired in the solvents from table 2.3. A.: Decays
acquired in the blue spectral region (440-490 nm) and B.: in the green spectral region (500-530
nm). The panels on the right-hand side show the initial moments of the decay. Curves are
representative of three decays per sample and emission ﬁlter.
Lifetime analysis Fluorescence intensity decays of laurdan in two spectral regions, 440-490 nm
(blue channel) and 500-530 nm (green channel) were then acquired on the same samples using a
465/50 and a 514/30 emission ﬁlter, respectively, and representative decays are shown in Fig. 2.20.
The use of two spectral windows allowed higher resolution of emission dynamics of laurdan.
Due to the wavelength-dependence of laurdan lifetimes and the large spectral windows used in
the experiment, all the decays were multi-exponential with some curves displaying initial negative
amplitudes (as visible by a shoulder in the initial slopes, on the right-hand side panels of Fig.
2.20). Negative amplitudes in the intensity decay are indicative of excited-state reactions, which
has been suggested by others for laurdan. Indeed, using time-resolved spectroscopy, Viard et al.
[188] have shown that laurdan may exist as two emissive excited states, with a locally-excited
state (LE) populating a secondary charge-transfer species (CT), though both can be directly
excited from the ground state. Moreover, laurdan displays a time-dependent emission spectrum,
with the emission maximum shifting to the red at increasing times after excitation due to solvent
relaxation eﬀects [167]. As seen by comparison of panels A and B in Fig. 2.20, negative amplitudes
are observed especially in the green channel, which may indicate that the CT undergoes stronger
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Figure 2.21: Graphs showing the relationships between the lifetime τ1 associated with negative
amplitude α1 in the green channel (left), and the long lifetime τ3 in the blue channel (right), with
the dielectric constant . The dashed lines show the linear ﬁts, with R2adj = 0.9 (left) and 0.88
(right), respectively. In the case of τ1,green, only the non-zero values were used for the linear ﬁt
(which excluded DMSO and methanol). Datapoints are average of n=3 repeats, with error bars
representing the range of obtained values.
solvent relaxation than the LE state, an observation corroborated by the conclusions from in ref.
[188].
The negative amplitudes are more present in solvents where laurdan emission wavelength is
the shortest; this is linked to the choice of spectral windows: the blue channel is already in the
long-wavelength tail of the emission spectrum of toluene and chloroform, whose emission maxima
are at 426 and 442 nm, respectively. The summary of all the ﬁts for the blue and green channels
is shown in Appendix 1 of this Chapter. Correlations were sought between the ﬁt parameters and
indicators of solvent polarity as well as emission wavelength. The most signiﬁcant correlations
involved the dielectric constant  and dipole moment µ, which showed negative trends with the
negative amplitude α1 and associated lifetime τ1, as well as positive trends with the long lifetime
component τ3. Two signiﬁcant linear relationships were found between τ1, green and , and τ3, blue
and  (Fig. 2.21).
This also resulted in overall positive trends between the average lifetime τav in both channels
and these parameters, though a signiﬁcant linear relationship was only established with the dipole
moment µ (pvalue of the ﬁts below 0.05) (Fig. 2.22).
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Figure 2.22: Relationship between the average lifetime in the blue (upper row) and green (lower
row) channels, and the dipolar moment (left column) or dielectric constant (right). Error bars are
smaller than the size of the data points .
Without attempting to elucidate the exact mathematical relationship between lifetime and
indicators of solvent polarity, the important result here is that the emission lifetime parameters of
laurdan, regardless of the detection wavelength, are more correlated to the dielectric constant and
dipole moment than to the maximum emission wavelength or the relative polarity (see all plots in
Appendix 1). This is strengthened by the fact that the only two solvents in which laurdan does not
have a negative amplitude in the green channel are methanol and DMSO (Fig. 2.21, left), which
have the highest dielectric constants of the range investigated, while having very diﬀerent emission
maxima. It is furthermore interesting to observe that once more, the polar, protic solvents deviate
from an otherwise strong linear relationship between emission wavelength and average lifetimes,
with overall lower τav values in these solvents, as seen in Fig. 2.23. This would suggest that
while the establishment of hydrogen bonds decreases the energy of S1, it does not contribute to
stabilising the excited state.
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Figure 2.23: Plots of average lifetimes in the blue (left) and green (right) channels as a function
the maximum emission wavelength. Linear ﬁts involving the non-protic solvents are evidenced,
with R2adj = 0.94 and 0.98, respectively.
What is surprising is that the overall relationship between emission wavelength, lifetime and
polarity (longer lifetimes and longer wavelengths with higher solvent polarity, as shown in Figs.
2.19 and 2.22) in solvents does not follow what is observed in lipids. Indeed, laurdan has longer
lifetimes and shorter wavelengths in packed bilayers, which are deemed to have lower polarity
due to the exclusion of water molecules within. At the same time, the emission wavelengths and
ﬂuorescence lifetimes of laurdan in solvents and in bilayers are comparable: its emission maxima in
bilayers are 440 nm in the gel phase and 490 nm in the liquid phase, as shown in Fig. 2.9, and the
ﬂuorescence lifetimes between 3 and 6 ns depending on the type of bilayer. This suggests results in
solvents could realistically be used to understand the behaviour of laurdan in lipid environments. If
such is the case, this data would point towards the fact that ordered bilayers have a higher dipolar
strength than disordered ones, while having lower solvation abilities. One possible explanation is
that in ordered bilayers, there are fewer water molecules, which therefore engage in fewer hydrogen
bonds with laurdan. This contributes to shorter emission wavelengths. These water molecules
are also less mobile and possibly less randomly oriented, hence causing an overall higher dipolar
strength since they do not re-arrange upon excitation of laurdan, and explaining a longer emission
lifetime.
From these results, two conclusions can be drawn to explain the photophysical behaviour of
laurdan in solvents and bilayers:
 Laurdan emission wavelength is determined by the overall solvation ability of its environment,
as quantiﬁed by ENT , which incorporates inherent properties of the solvent as well as solvent-
solute interactions. Since GP values are directly related to the emission spectrum of laurdan,
it is assumed that laurdan GP is a measure of the solvation ability of its environment. In
a bilayer, this would correspond to the amount of water molecules in proximity of laurdan,
with the ability to contract hydrogen bonds and re-orient upon its excitation, which can be
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qualiﬁed as membrane hydration.
 Laurdan lifetime is sensitive to the dipolar strength of its environment, as deﬁned by µ and
, rather than to its overall solvation ability as deﬁned by ENT .
To a certain extent, these experiments invalidate the commonly accepted assumption that the
lifetime of laurdan reports on the same properties as its emission spectrum. This is useful, since it
means that laurdan emission spectrum and lifetime can be used to quantify the hydration of the
bilayer as well as its dipolar strength, independently.
2.3.2 Correlating membrane polarity and order parameters in homoge-
neous lipid mixtures
Using the results from previous section, which have established the environmental sensitivity of
laurdan ﬂuorescence, multiparameter imaging of this ﬂuorophore in lipid bilayers was now carried
out. GP, lifetime and anisotropy parameters were measured as a function of temperature in DOPC,
POPC and DPPC GUVs. Results are presented in the following sections.
2.3.2.1 DOPC
The average lifetime as well as order parameters θ and ∆ are shown as a function of temperature
in boxplots Fig. 2.24:
Figure 2.24: Boxplots showing average lifetime (left), rotational correlation time (centre) and
order parameter ∆ of laurdan in DOPC as a function of temperature. These results are from N=3
independent experiments, with a total of 109 GUVs in total.
The ﬁrst observation is that the lifetime and rotational correlation time decrease with temper-
ature, indicating a decrease in dipolar strength as well as an increase in the speed of rotational
diﬀusion. Interestingly, the order parameter ∆ is high (>80%) and stable with temperature, in-
dicating that the rotational freedom of laurdan does not increase in DOPC in this temperature
range. This suggests that in this type of disordered environment, rotational freedom is already
maximal at room temperature. This is illustrated by Fig. 2.25, (right): the anisotropy decays
faster at 50oC compared to 25oC, but the tail value r∞ is similar at both temperatures. The fact
that the anisotropy of laurdan decays to 0 in DOPC can be linked to high rotational mobility of the
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probe; however, some restriction of the rotation is still expected in bilayers. The full depolarisation
is therefore surprising. This can also be linked to the orientation of the ﬂuorophore TDM with re-
spect to the bilayer normal. Using molecular dynamics simulations, Osella et al. [189] have shown
that the angle between the laurdan ﬂuorochrome and the aliphatic tails is as high as 80o. In such
a situation, even restricted rotational motion of the probe such as rotation along its long axis leads
to the ﬂuorophore undergoing some angular displacement and contributing to depolarisation. The
initial anisotropy value is consistent with steady-state anisotropy measurements from Harris et al.
[91], who measured maximal anisotropy values of 0.26 - note that in any case the measured r0 is
aﬀected by high-aperture depolarisation and so is not indicative of the fundamental anisotropy of
laurdan.
Figure 2.25: Examples of intensity (left) and anisotropy (right) decays of laurdan in DOPC at 25
and 50oC.
τav can then be correlated with the order parameters θ and ∆ to show the relationship between
membrane polarity and membrane order, as shown in Fig. 2.26. τav and θ are bound by a linear
relationship, with the following ﬁt parameters:
Fit Parameter Value
Intercept - yDOPC , / ns 2.49± 0.02
Gradient - mDOPC 0.26± 0.01
Goodness of ﬁt - R2adj 0.99
p-value of the ﬁt 1.10−4
Table 2.4: Summary of parameters for the linear ﬁt between τav and θ for DOPC.
This signiﬁes that membrane polarity increases linearly with the dynamic order parameter θ.
As expected, ∆ shows no temperature evolution so no relationship with τav whatsoever.
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Figure 2.26: Relationship between laurdan lifetime and order parameters. Left: τav against θ the
linear relationship is shown with the black dashed line. Right: τav against ∆. Span of error bars
represent one standard deviation.
It is interesting to note that the order parameter θ is more sensitive to temperature than
indicator of membrane polarity τav, as indicated by the 47% decrease between 25 and 50oC for θ,
against only 11% for τav, meaning that temperature aﬀects membrane order more than its polarity.
From two confocal images acquired before the time-resolved data is taken, GP images can be
computed for each GUV, allowing for a correlation between GP, τ , θ and ∆. GP analysis of DOPC
vesicles as a function of temperature is presented in Fig. 2.27:
Figure 2.27: GP analysis of DOPC vesicles. Left: boxplot showing average GP values as a function
of temperature. Right, above: GP images of representative GUVs at 25 and 50oC. Right, below:
histograms of GP values at 25 and 50oC for all GP images at each respective temperature. Results
were obtained on a minimum of n=7 GUVs per temperature.
GP values decrease with temperature, as expected; however the evolution does not appear
to be continuous. This is unlikely to reﬂect a transition in the behaviour of DOPC at these
temperatures, and is likely due to a random eﬀect or an issue with the calibration of the confocal
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PMTs - a quantitative correlation with the other parameters was therefore not established; however,
GP follows the same evolution as lifetime and rotational correlation time, suggesting a positively
correlated evolution of membrane hydration, polarity and ﬂuidity in DOPC.
This ﬁrst experiment shows the linear relationship between membrane polarity and the dynamic
order parameter in DOPC, and shows little temperature sensitivity of the static order parameter
∆. GP values also show an overall negative trend with temperature, which needs to be conﬁrmed
with other types of lipids.
2.3.2.2 POPC
POPC presents a single unsaturation compared to DOPC, and therefore its melting temperature
is higher (-2oC for POPC against -17oC for DOPC), though they are both in the Ld phase at room
and physiological temperatures. The same parameters, τav, θ and ∆ were computed for POPC as
a function of temperature. The linear relationship between τav and θ is maintained, as seen in Fig
2.28 (diamonds), and with the following parameters:
Fit Parameter Value
Intercept - yPOPC , / ns 2.55± 0.06
Gradient - mPOPC 0.27± 0.03
Goodness of ﬁt - R2adj 0.96
p-value of the ﬁt 2.10−3
Table 2.5: Summary of parameters for the linear ﬁt between τav and θ for POPC.
Figure 2.28: Relationship between τav and θ (left) and τav and ∆(right) for DOPC and POPC.
Data for DOPC is the same as previous ﬁgure, data for POPC is shown as the white diamonds. The
span of the error bars is one standard deviation. Data for POPC was acquired in N=3 independent
experiments, for a total of 127 GUVs.
Data from POPC and DOPC were compared. Interestingly, the gradients mPOPC and mDOPC
are within the errors of each other, which means that the temperature sensitivity of membrane
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polarity and order parameter θ is the same for both lipids. POPC is characterised by an overall
higher dipolar strength, as evidenced by the longer lifetimes and the higher intercept than for
DOPC (2.55± 0.06 against 2.49± 0.02 ns, respectively). The order parameter ∆ is within a range
similar to DOPC, but a slight increase with temperature can be detected, from lower rotational
freedom than DOPC at room temperature, to higher values at 50oC. It is tempting to conclude
that a fully saturated tail increases the temperature sensitivity of bilayer order in POPC compared
to DOPC; however, the large errors associated with the anisotropy parameters calls for caution for
this type of interpretation. Examples of representative intensity and anisotropy decays for DOPC
and POPC at matching temperatures are shown in Fig. 2.29 below:
Figure 2.29: Representative normalised intensity (left) and anisotropy (right) decays for DOPC
and POPC at 25oC.
GP images and average GP values were computed for each temperature, as for DOPC. GP
displayed a continuous decrease with temperature, as seen from the boxplots in Fig. 2.30 and
example images.
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Figure 2.30: GP of laurdan in POPC as a function of temperature. Above: representative GP
images of POPC GUVs at each temperature. Left: boxplots of average GP values for each tem-
perature. Right: histograms of GP values at 25 and 50oC, computed from all GP images at these
temperatures. Only the 2 extreme temperatures are represented for clarity. Data is the results of
a minimum of n=8 GUVs per temperature.
Since all parameters evolve continuously with temperature in these experiments, they are all
correlated with each other. All linear ﬁts between GP and these parameters are signiﬁcant (pvalues
of the ﬁts below 0.05); the most signiﬁcant ﬁt being between GP and θ, with pvalue = 2.10−4, and
R2adj = 0.99.
Figure 2.31: GP against polarity parameter τav (left) and against order parameters θ (centre) and
∆ (right). The linear ﬁt between GP and θ is shown with the black dashed line.
In POPC, the absolute variation in GP between 25oC and 50oC is of 0.1, which is slightly
higher than in DOPC (0.08), which suggests that the increase in solvation of laurdan molecules
which occurs in POPC when temperature increases is greater than that of DOPC.
In conclusion, the traditional Ld phase is characterised by a linear relationship between mem-
brane hydration, polarity, and order parameters. The parameter that appears to have the strongest
sensitivity is the rotational correlation time θ, while the temperature sensitivity of the other pa-
rameters was low, as summarised further in Table 2.6, signifying that these quantities have already
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reached their maximal values in the range of temperatures investigated. The introduction of satu-
rated chains within a Ld phase increases the dipolar strength of the membrane (longer lifetimes),
but does not modify the relationship between membrane order and polarity. The data also suggests
an increase in the temperature sensitivity of membrane hydration and packing. The variation in
GP values is slightly higher in POPC; however, GP values are in the same range for both lipids and
are not signiﬁcantly diﬀerent at 25oC (p-value>0.05), suggesting that the presence of additional
unsaturations does not greatly contribute to decreasing membrane hydration.
2.3.2.3 DPPC
With two fully saturated tails, the melting of DPPC is around 41oC, and bilayers formed of DPPC
are in the gel phase until that temperature. As seen in the methods section for temperature control,
a sharp transition in GP values is obtained upon this transition (Fig 2.11), signifying an increase
in the solvation of laurdan in the liquid phase. The objective is to investigate whether membrane
polarity and order also follow the same pattern. Boxplots for τav, θ, GP and ∆ as a function of
temperature are presented in Fig. 2.32; τav and ∆ visibly follow the same trend as GP, with a
sharp transition in values between 41 and 45oC. GP images and histograms for DPPC were already
shown in Fig. 2.10.
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Figure 2.32: Boxplots for τav (upper - left), θ(upper - right) and ∆ (lower - left) and GP (lower -
right) as a function of temperature in DPPC. Data for τav, θ and ∆ is the result of N=3 independent
experiments, with a minimum of n=3 repeats per temperature and per experiment and a total of
123 measurements. Data for GP is taken from one of these experiments, with a minimum of n=6
repeats per temperature and a total of 43 GUVs.
The data for θ does not suggest a similar trend, though the error bars are large due to diﬃculties
in ﬁtting anisotropy decays for packed bilayers. While θ follows an overall negative evolution with
temperature, it is not possible to identify a transition. There is also an anomalous and signiﬁcant
increase in the values of this parameter between 45 and 50oC (2-tailed t-test, pvalue  0.001).
These two observations may be due to the fact that θ depends on the rate of rotational diﬀusion as
well as the width of the cone in which this diﬀusion takes place, as explained in the introduction.
In this case, the width of the cone as reported by ∆ increases markedly with temperature, going
from 0.39±0.03 before 41oC (average of all values between 25 and 41oC) to 0.60±0.05 at 45oC and
ﬁnally 0.95±0.06 at 50oC, yielding a 143% increase over the range investigated. This large increase
in rotational freedom may contribute to the higher θ values at 50oC than 45oC, and the overall
less structured evolution of this parameter. One should note that this eﬀect was not observed in
DOPC and POPC, since the sensitivity of ∆ to temperature was low, and this parameter was
already high at room temperature.
It is furthermore interesting to see that at 50oC, after its transition temperature, DPPC behaves
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as a Ld phase, in all aspects identical to DOPC. This is visible on the τav vs. θ and τav vs. ∆
plots shown in Fig. 2.33, where the data for DPPC evolves from a parameter space clearly distinct
from DOPC below transition temperature to the same parameter space as DOPC above this
temperature. This is further illustrated in Fig. 2.34 showing intensity and anisotropy decays of
laurdan in DOPC and DPPC.
Figure 2.33: Plots of τav against θ (left) and τav against ∆ (right), for DPPC (empty diamonds),
compared to DOPC (full circles). Span of error bars is one standard deviation.
Figure 2.34: Representative intensity (left) and anisotropy (right) decays of laurdan in DOPC
(green curves) and DPPC (blue curves) at 25oC (light shades) and 50oC (dark shades).
These results for DPPC and their comparison with those of DOPC and POPC yield the fol-
lowing conclusions:
 The main element aﬀecting the solvation of laurdan in the bilayer as quantiﬁed by GP, the
dipolar strength of the bilayer as quantiﬁed by τav, and the rotational freedom as quantiﬁed
by ∆ is the phase of the bilayer. Indeed, the diﬀerence between their values in DPPC below
and above phase transition largely exceeds their range of evolution within the Ld phase in
DOPC or POPC, as summarised in Table 2.6 below. Within the same phase, these parameters
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are also sensitive to the nature of the bilayer to a lesser extent, as shown by the diﬀerences
between POPC and DOPC and already discussed.
δGP = GPmax −GPmin δτav = τmax−τminτmax δθ = θmax−θminθmax δ∆ =
|∆min−∆max|
∆min
DOPC 0.08 11% 47% 0%
POPC 0.10 17% 50% 16%
DPPC 0.26 42% 62% 189%
Table 2.6: Summary of the variation in parameters over the temperature range investigated. The
absolute diﬀerence in GP rather than a normalised one was computed, since the values cross 0,
resulting in aberrant >100% variations.
 Membrane ﬂuidity, as quantiﬁed by the dynamic order parameter θ, is sensitive to tempera-
ture regardless of the chemical composition of the bilayer or its phase, as seen by the similar
δθ values between 25 and 50oC in DOPC, POPC and DPPC. This is in line with the idea of
a diﬀusion process determined principally by the temperature of the medium.
 Lastly, the concomitant increase in θ and decrease in ∆ between 45 and 50oC for DPPC
conﬁrms the model formulated by Kinosita et al [26], that the dynamic order parameter
θ should depend on both the width of the cone in which laurdan rotates, and its rate of
rotational diﬀusion.
2.3.3 The eﬀect of cholesterol on the relationship between membrane
hydration and membrane order
Next, DOPC and DPPC mixtures containing varying amounts of cholesterol were made, and the
same experiments as with single lipid mixtures were carried out.
2.3.3.1 DOPC and cholesterol
DOPC:Cholesterol mixtures with 7:3 and 5:5 molar ratios were used to form GUVs. In such
environments, the linear relationship between the lifetime and rotational correlation time of laurdan
is preserved, as shown in Fig. 2.35. The gradient between these two parameters increases with
cholesterol content, which means that the temperature sensitivity of the dipolar strength of the
bilayer increases, while the range of variation of θ decreases slightly (from δθ = 50% in pure DOPC,
against δθ = 38% with 30 and 50 mol% Chol.). The ﬁt parameters are shown in table 2.7.
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τav against θ
XChol m pvalue R2adj
0% 0.26± 0.01 1.10−4 0.99
30% 0.45± 0.07 8.10−3 0.90






−3.2± 0.5 9.5.10−3 0.90
−6.1± 0.2 1.10−4 0.99
Range of variation
δτav δθ δ∆ δGP
11% 47% 0% 0.08
17% 38% 24% 0.02
26% 38% 32% 0.04
Table 2.7: Summary of the linear ﬁt results and ranges of variation for parameters τav, θ and ∆
in DOPC-Chol GUVs. Note that results for pure DOPC are the same as shown in Table 2.4. The
errors represent the standard errors of the linear ﬁt parameters.
As visible on the right-hand panel of Fig 2.35, the order parameter ∆ is lower than in pure
DOPC, and becomes sensitive to temperature upon addition of cholesterol: ∆ sees a 24% increase
between 20 and 50oC at 30 mol% cholesterol, and a 32% increase at 50 mol%. The relationship
between ∆ and τav is also linear, as shown by the summary of the ﬁts in Table 2.7 (centre). The
overall lower values of ∆ indicate more restricted rotational motion in the presence of cholesterol,
as expected. Compared to pure DOPC, the increase in ∆ values with temperature may explain
the smaller range of variation of θ in the presence of cholesterol: as the cone available to the
laurdan molecule for diﬀusion widens with temperature, the dynamic order parameter decreases
more slowly than if the cone is ﬁxed in width, as is the case in pure DOPC. This is due, once more,
to the fact that θ depends on both the rate and extent of rotational diﬀusion.
Figure 2.35: Plots of τav against θ and ∆ in DOPC GUVs containing ) 0% (full circles), 30%
(light squares) or 50% (empty diamonds) cholesterol (mol%). Linear ﬁts are represented with the
black dashed lines. Data for DOPC is the same as shown before. Data for DOPC:Chol 7:3 is the
result of N=2 independent experiments (61 GUVs in total). Data for DOPC:Chol 5:5 was from 1
experiment (41 GUVs in total).
The eﬀect of cholesterol on the temperature sensitivity of parameters τav, θ and ∆ is illustrated
in Fig. 2.36, where examples of intensity and anisotropy decays of laurdan in DOPC:Chol 5:5 GUVs
at 22, 37 and 50oC are shown. It is visible that at diﬀerent temperatures, the anisotropy decays
do not reach the same tail value, which indicates the temperature sensitivity of the static order
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parameter ∆ in the presence of cholesterol, which can be compared to the case of pure DOPC, Fig
2.25.
Figure 2.36: Examples of intensity (left) and anisotropy (right) decays of laurdan in DOPC:Chol
5:5 vesicles at 22 (blue), 37 (green) and 50oC (red)
GP values were also computed for DOPC:Chol mixtures. GP increases with cholesterol content,
with GP30oC = 0.14±0.02 at 30% Chol, and 0.24±0.02 at 50% Chol. Though negative trends with
temperature can be identiﬁed, the GP values appear more heterogeneous than the time-resolved
parameters, and clear continuous decrease with temperature cannot be ascertained, as shown in
the boxplot ﬁgures below (Fig. 2.37) and the unclear trend of δGP with cholesterol content (Table
2.7).
Figure 2.37: GP values for DOPC:Chol 7:3 (left) and 5:5 (right). Data is the result of a minimum
n=6 repeats per temperature for DOPC:Chol 7:3 (30 GUVs), and n=8 for DOPC:Chol 5:5 (44
GUVs).
An interesting observation is that, unlike DPPC, DOPC:Chol mixtures do not behave like pure
DOPC at high temperatures, and there is no transition from a solid to a liquid phase as was
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observed in DPPC. Rather, the presence of cholesterol creates a new regime of membrane polarity
and order parameters, with overall less solvation of laurdan as evidenced by the higher GP values,
higher dipolar strength as evidenced by the longer lifetimes, and higher order parameters, with the
introduction of a higher temperature sensitivity to these physical properties. This conﬁrms the
status of the liquid-ordered bilayer as a distinct environment altogether.
2.3.3.2 DPPC and Cholesterol
The eﬀect of adding 10 or 30 mol% cholesterol to DPPC vesicles was studied. The evolution of
the time-resolved parameters in such mixtures compared to that of pure DPPC is shown in Figs.
2.39-2.38. At 10% Cholesterol, a transition can still be clearly seen in the parameter values, while
at 30% cholesterol this is no longer the case. In general, the range of variation of τav and θ is
decreased, and below the transition temperature of DPPC, τav and θ are equivalent in pure DPPC
and in DPPC:Chol mixtures. Above the transition temperature, this relationship is reversed, and
these parameters are higher in DPPC:Chol. This shows that cholesterol smoothens the phase
transitions of single lipid mixtures.
 In DPPC:Chol 9:1, θ values do not change between 37 and 50oC, while ∆ increases and τav
decrease. More speciﬁcally, the increase in θ between 45 and 50oC in DPPC is no longer
visible. This is probably linked to the lower concomitant increase in ∆, and further validates
the theory that the dynamic order parameter depends both on rate and extent of rotational
motion.
Figure 2.38: Plots of τav against θ and τav against ∆ for DPPC (white circles) and DPPC:Chol
9:1 (full squares). The linear ﬁt between θ and τav is shown by the black dashed line. DPPC data
is the same as presented before; data for DPPC:Chol is the result of a minumum of n=8 repeats
per temperature in total (40 GUVs).
 At 30% mol cholesterol the relationship between τav and θ appears to be linear, with the
parameters shown in 2.8
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Fit Parameter Value
Intercept - yDPPC−Chol, / ns 2.2± 0.3
Gradient - mDPPC:Chol 0.85± 0.09
Goodness of ﬁt - R2adj 0.94
p-value of the ﬁt 9.10−4
Table 2.8: Summary of parameters for the linear ﬁt between τav and θ for DPPC:Chol 7:3.
The gradient of this ﬁt is very close to that of DOPC:Chol 5:5 (see Table 2.7), with a higher
intercept, showing that these two bilayers have the same correlation between polarity and mem-
brane order, similarly to what was observed in the case of DOPC and POPC. The static order
parameter ∆ shows a similar evolution, with its range of variation dramatically reduced, and the
absence of a transition, though a linear relationship between τ and ∆ could not be statistically
validated.
Figure 2.39: Plots of τav against θ and τav against ∆ for DPPC (white circles) and DPPC:Chol 7:3
(full diamonds). The linear ﬁt between θ and τav is shown by the black dashed line. DPPC data is
the same as presented before; data for DPPC:Chol is the result of N=4 independent experiments,
with a minumum of n=24 repeats per temperature in total (154 GUVs).
 It is diﬃcult to interpret the higher ∆ values at low temperatures for DPPC:Chol 9:1, and
it is also not clear, why the static order parameter consistently decreases between 25 and
37oC for all the samples containing saturated lipids. In spite of the large associated errors,
this appears to be systematically the case and so must reﬂect the behaviour of laurdan in
such bilayers; it is possible that in highly packed environments, the dye adopts a slightly
diﬀerent position in the bilayer, where more rotational freedom is available. The main piece
of information which can be extracted from ∆ is its reduced range of variation with cholesterol
content.
The ranges of variation of the parameters for DPPC and DOPC:Chol mixtures are compared in
Table. 2.9.
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XChol δτav δθ δ∆ δGP
0 42% 62% 189% 0.26
10%* 38% 53% 64% 0.19
30% 23% 35% 49% 0.04
Table 2.9: Ranges of variation of the bilayer parameters for DPPC and DPPC:Chol 7:3. *DPPC-
Chol 9:1 were not imaged at 25oC so the ranges of variation were calculated from parameter values
at 30oC for these samples. This may reduce the range slightly.
GP values also display a negative trend with temperature, as seen in Figs. 2.41-2.40, similar
to the time-resolved parameters. The transition is still clearly visible at 10% cholesterol. At 30%
cholesterol, the decrease in GP values is much smaller than in pure DPPC, but consistent (p-values
of 2-tailed t-test between 25 and and 37oC 25 and 50oC both below 0.001). Average GP stabilises
after 41oC, with no signiﬁcant diﬀerences between the data points above this temperature.
Figure 2.40: Laurdan GP analysis of DPPC:Chol 9:1 vesicles.
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Figure 2.41: Laurdan GP analysis of DPPC:Chol 7:3 vesicles. Data is the result of a minimum of
n=8 vesicles per temperature, with a total of 68 vesicles imaged.
In conclusion, these experiments show that the liquid-ordered phase which appears upon ad-
dition of cholesterol, is characterised by a higher temperature sensitivity of its polarity and order
parameters than a Ld phase, all the while without undergoing a phase transition. It is also clear
that the behaviour of a Lo phase varies strongly with its lipid composition and cholesterol content:
DOPC:Chol 5:5 and DPPC:Chol 7:3 mixtures can be qualiﬁed as in the Lo phase, however they
display very diﬀerent ranges of variation for the parameters under study. From an evolutionary
point of view, these properties of the Lo phase are interesting; indeed, by making slight changes to
the composition of their lipid bilayers, organisms can control the physical properties of their mem-
branes, while maintaining them in a ﬂuid state which preserves the integrity of the membrane,
and allows for diﬀusional processes to take place. This range of variation would not be possible
with a Ld or gel phase alone.
2.3.4 Phase-separating lipid mixtures
Vesicles made from DPPC, DOPC and Cholesterol with 2:2:1 proportions were imaged, to examine
the polarity, hydration and order parameters of such bilayers below and above phase separation
temperature, which according to Veatch and Keller [134], is 34oC. Below this temperature, (25 and
30oC), clear domains are visible on the vesicles, as evidenced by areas of higher intensity. Fig. 2.42
shows an example of a phase-separated GUV, with all the types of images acquired: spectrally
resolved confocal images to acquire GP information, and polarisation resolved FLIM images to
acquire lifetime and anisotropy information.
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Figure 2.42: Example of series of images acquired for phase-separated GUV composed of
DPPC:DOPC:Chol 2:2:1 at 25oC. First row shows confocal images at 410-465 and 465-520 nm, and
the GP image computed from these images. Lower row shows the time-and polarisation-resolved
images I‖ and I⊥, as well as the total intensity image Itot and the steady state anisotropy image
Iss−anis. Scale bar is 10 µm.
ROIs around these domains were created manually using the 'roipoly' function in Matlab, and
single intensity and anisotropy decays were computed for each ROI. GP histograms and average
values were also calculated from the ROIs. Because the confocal-FLIM system did not have a
pixel clock, the TCSPC image reconstruction did not have an exact pixel correspondence with the
confocal system, since the scan parameters had to be set manually. This resulted in slight changes
in aspect ratio and ﬁeld of view of the images, which did not aﬀect the analysis, but meant that
ROIs had to be deﬁned for GP and time-resolved data, separately. Fig. 2.43 below illustrates the
procedure of ROI selection on a phase-separated vesicle and the resulting intensity, anisotropy and
GP data.
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Figure 2.43: ROI selection on images of phase-separated GUVs. Domains are attributed to one
of 2 ROIs, depending on their intensity (upper-left). Intensity decays (upper right), anisotropy
decays (lower right) and GP values (lower left) are extracted from each ROI.
Further validation of the manual ROI selection is provided by inspection of the GP images.
Domains with clearly diﬀerent GP values are visible in the images below 34oC, while the vesicles
appear homogeneous above this temperature, as illustrated in the example images in Fig. 2.44:
Figure 2.44: GP images of DPPC:DOPC:Chol 2:2:1 vesicles at varying temperatures.
The evolution of GP, θ, τav and ∆′ in DPPC:DOPC:Chol 2:2:1 mixtures as a function of
temperature is shown in the boxplots below (Fig. 2.45); at temperatures below 34oC results are
shown for each domain, while above 34oC no domains were visible so data corresponded to the full
GUVs. The unscaled order parameter ∆′ was used here, for the reasons stated in the introduction
of this chapter.
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Figure 2.45: Boxplots of τav (upper-left), θ (upper-right), ∆′ (lower left) and GP (lower left) values
as a function of temperature for DPPC:DOPC:Chol vesicles. Data is the result of a minimum of
n=6 vesicles per temperature.
As expected, below the phase mixing temperature, the domains present very diﬀerent mem-
brane order and polarity parameter values, with a more ordered domain (hereafter qualiﬁed as the
Lo domain in a macroscopic sense) showing longer lifetimes, higher GP and lower static order
parameter ∆′ than a more disordered domain (Ld). The parameter θ does not show a particular
trend, and the large variability of this parameter in this experiment prevents any quantitative
analysis of its behaviour. This is unlikely to be due to the heterogeneity of the sample itself, since
the other parameters are much more consistent within a group. The large spread of the θ values is
probably linked to the diﬃculty of ﬁtting anisotropy decays with lower resolution than previously.
To enable comparison between Lo and Ld domains with the binary lipid mixtures studied
previously, values for the absolute order parameter ∆′ were calculated for some of the previous
lipid mixtures (Fig. 2.46, left). The relationships between τav and ∆ established before also apply
for τav and ∆′: the presence of a transition in values for DPPC, and the reduction in the dynamic
range for DPPC:Chol, are overall preserved. However, the relationship between τav and ∆′ does
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not appear to be linear (unlike τav and ∆′), with a saturation in values at higher temperatures. In
the phase-separated GUVs, ∆′ has consistent diﬀerences between the Lo and Ld domains: in the
Lo domain its values are close to DPPC:Chol, while it is closer to DOPC:Chol in the Ld domain
(Fig. 2.46, right). When the 2 phases are mixed, ∆′ has an evolution similar to that of DOPC:Chol
5:5, albeit with lower values overall, probably linked to the presence of DPPC in the mixture.
Figure 2.46: Relationship between lifetime and static order parameter ∆′. Left: Plot showing
the relationship between τav and ∆′ for the lipid mixtures presented in the previous paragraphs.
=DPPC ; =DPPC:Chol 7:3 ; #= DOPC:Chol 5:5. Right: The same data is overlaid with the
values for the phase-separating GUVs.
τav and GP values appear to be correlated, before and after phase mixing as seen from Fig.
2.46 (right). This is in line with the idea that these two parameters sense diﬀerent aspects of
membrane polarity. Lifetime and GP values show continuous decrease with temperature, while the
static order parameter appears to saturate after phase mixing, suggesting that while membrane
polarity increases, membrane order as probed by the width of laurdan rotational cone angle has
reached its minimal value after mixing of the two domains.
Figure 2.47: Correlation between lifetime and GP values in phase-separating mixtures.
It is interesting to compare the parameters of the two domains below mixing temperature, with
those of the homogeneous phases containing DOPC or DPPC and cholesterol. Indeed, when phase
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separation occurs, the Lo domain is composed of mainly cholesterol and saturated lipids, while
the Ld domain is composed mainly of unsaturated lipids. Less is known about the more precise
composition of these domains, and what exactly happens when they intermix. Here, this can be
further investigated. At room temperature and 30oC, the lifetime of the Lo domain is close to
that of DPPC:Chol 7:3 presented in the previous sections (a 2-tailed t-test showed no statistically
signiﬁcant diﬀerence between these two scenarios). A stronger decrease in ∆′ values in the ternary
mixture than in DPPC:Chol 7:3 suggests that it may contain non-negligible amounts of DOPC as
well. Similarly, the lifetime of the Ld domain is much closer to that of DOPC:Chol 7:3 than to
pure DOPC, and even slightly higher (with a statistically signiﬁcant diﬀerence between the two),
showing that this phase contains non-negligible amounts of cholesterol and possibly DPPC as well.
It cannot contain DPPC without cholesterol, since at these temperatures DOPC and DPPC are
non-miscible.
Figure 2.48: Analysis of the composition of the Lo-Ld domains using the results from homogeneous
lipid bilayers. The lifetime of DPPC:Chol 7:3 and the Lo phase (left), and DOPC, DOPC:Chol
7:3 (right) and the Ld phase, are compared at 25oC (above) and 30oC (below). Results of 2-tailed
t-tests are shown; *: p-values below 5.10−2; **=p-values below 1.10−1.
Another interesting aspect is that while the Lo domain sees large changes in parameter values
between 25oC and 30oC, the parameters for the Ld domain are stable between these two temper-
atures (See boxplots for τav and ∆′, as well as the plot of τ vs. ∆′). GP also shows a diﬀerential
behaviour between the two domains: in the Lo domains, GP decreases by 13% between 25 and
30oC, while in the Ld domains, GP increases by 18% (p-values<0.001), as shown in Fig. 2.49. In
the Ld domain, the GP values increase from a level similar to that of DOPC:Chol 7:3 at 25oC
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Figure 2.49: Evolution of GP values in the Ld (A) and Lo (B) domains between 25 and 30oC.
to values between DOPC:Chol 7:3 and DOPC:Chol 5:5 at 30oC. Note that statistical signiﬁcance
was found using pixel values rather than GP averages for each vesicle, due to the small number of
vesicles imaged at each temperature.
These two observations indicate that between these two temperatures, the composition of the
Ld domain changes, incorporating more cholesterol (and perhaps DPPC). Indeed, at 30oC, the
lifetime of the Ld domain is closer to that of a DOPC:Chol 5:5 bilayer at the same temperature
rather than a 7:3 bilayer, as seen on Fig. 2.48.
To conclude on whether or not the Ld domain incorporates signiﬁcant amounts of DPPC as
well as cholesterol, one can use the lifetime information from the Lo domain. Between 25 and 30oC,
the lifetime of the Lo phase decreases consistently with that of a DPPC:Chol 7:3 binary mixture,
as seen by the non-signiﬁcant diﬀerences in lifetimes between these two experiments. This suggests
that the composition of the Lo domain does not vary greatly between 25 and 30oC; speciﬁcally,
the proportion between DPPC and Chol remains similar. Indeed, if more cholesterol than DPPC
transitions to the Ld domain, then the proportion of cholesterol would decrease in the Lo phase.
The lifetime would then be closer to that of pure DPPC at 30oC. On the contrary, the lifetime
of the Lo domain is signiﬁcantly lower than that of DPPC at 30oC, and closer to DPPC:Chol
7:3 mixtures (see Fig. 2.48, lower left). This suggests that between 25 and 30oC, lipids from the
Lo domain mix in equal proportion with the Ld domain, while the Lo domain shrinks in size but
keeps the same overall composition. It is also possible, as suggested by Haluska and colleagues,
that the Lo domain contains a small amount of unsaturated lipids, though the data at hand does
not allow to test this hypothesis. Of course, the nanoscale composition of theses phases cannot be
resolved using this approach; however, this conclusion is in good agreement with the observation
of nanoscale Lo domains within a Ld phase after phase separation, imaged by AFM by Bhatia
and colleagues [123], and as shown in the introduction of this chapter; one can hypothesise that
the macroscopic Ld domain would contain nanoscopic Lo domains, the quantity and size of these
CHAPTER 2. MULTI-DIMENSIONAL MICROSCOPY OF MODEL MEMBRANES 145
domains being deﬁned by temperature. These results show that our multi-dimensional approach
is informative in resolving the relationship between membrane physical properties and membrane
composition. A sketch of the mixing between the two domains as temperature is increased is
proposed as a conclusion in Fig. 2.50.
Figure 2.50: Proposed model of Lo-Ld domain mixing in ternary lipid mixtures. At low tempera-
tures (in our case, 25oC), the two domains are composed of a majority of unsaturated lipids and
cholesterol for the Ld domain, and saturated lipids and cholesterol for the Lo domain. Closer to the
phase mixing temperature (in our case, 30oC), the Ld domain incorporates more elements of the Lo
domain, in equal proportion. This changes the chemical composition of the Ld domain, conferring
it the properties of a more ordered bilayer, while the Lo domain shrinks in size but maintains
the same lipid composition. Note that the terms Lo/Ld domains are used for the macroscopic
domains visible in ternary lipid mixtures, and are diﬀerent from Lo/Ld phases which are used to
describe the physical and chemical state of a speciﬁc lipid bilayer, region, whether observable with
optical microscopy or not.
2.4 Conclusions and outlook
In this chapter, a multi-dimensional ﬂuorescence imaging method was developed to image mem-
brane microenvironment and order parameters simultaneously, and applied to artiﬁcial lipid bilay-
ers. Simple experiments in solvents improved the understanding of the photophysical behaviour
of environmentally-sensitive dyes di-4-ANEPPDHQ and laurdan. In particular, spectral and life-
time analysis of laurdan showed diﬀerential sensitivity of these two parameters to the polarity and
hydration of the medium. Experiments with di-4-ANEPPDHQ showed some sensitivity to viscos-
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ity, which is however unlikely to aﬀect its ﬂuorescence signal in lipid bilayers. Data in bilayers
furthermore suggests limited insertion of this probe in highly packed bilayers such as DPPC.
From the data of laurdan in lipid bilayers, several conclusions were drawn about the relationship
between these two concepts. Importantly, it was shown that within a traditional Lo or Ld phase,
the behaviour of lipid bilayers varies signiﬁcantly according to its chemical composition as well as
its phase, as seen by the comparison between DOPC and POPC for the Ld phase, as well as between
DOPC:Chol and DPPC:Chol mixtures for the Lo phase, and conﬁrming the original hypothesis.
The eﬀect of lipid tail unsaturations and of cholesterol on membrane order and polarity was also
discriminated using this method. Lastly, data from ternary mixtures displaying domain separation
also yielded insight on the composition and dynamics of these domains. These experiments also
validated the theoretical framework of the order parameters as formulated by Kinosita et al [26],
and the angular distribution of laurdan TDM in bilayers from computational studies in ref. [189].
The results presented here also underline several limitations of this method, the main one
being the large sensitivity of the anisotropy-derived parameters, in particular θ, to the quality of
the data. Low intensities as caused by fast photobleaching of laurdan, or lower time resolution
due to limitations in data size for images created a large spread of values for the ﬁt parameters,
and made some of the results diﬃcult to analyse. The lifetime parameter allowed a consistent and
absolute comparison of all lipid compositions and temperatures, and can therefore, for this type of
system and setup, be identiﬁed as the most reliable parameter. In the next chapter, this method is
extended to the investigation of biological membranes in cell-derived vesicles, as well as live cells.
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Appendix 1 - ﬁt results of laurdan lifetime in a range of sol-
vents
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Figure 2.51: Lifetime parameters of laurdan in solution as a function of maximum emission wave-
length λmax. When decays were only ﬁtted to 2 exponential components, the missing parameters
were set to 0, with α1 ﬁxed as the absolute value of the negative amplitude, if present. Error bars
represent the range of the obtained parameters (n=3 per condition).
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Figure 2.52: Lifetime parameters of laurdan in solution as a function of solvent dipole moment µ.
When decays were only ﬁtted to 2 exponential components, the missing parameters were set to 0,
with α1 ﬁxed as the absolute value of the negative amplitude, if present. Error bars represent the
range of the obtained parameters (n=3 per condition).
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Figure 2.53: Lifetime parameters of laurdan in solution as a function of solvent dielectric constant
. When decays were only ﬁtted to 2 exponential components, the missing parameters were set to
0, with α1 ﬁxed as the absolute value of the negative amplitude, if present. Error bars represent
the range of the obtained parameters (n=3 per condition).
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Figure 2.54: Summary of ﬁt parameters for laurdan intensity decays in various solvents. The
average value and range of each parameter is given.
Chapter 3
Application of multi-dimensional
microscopy of laurdan to cell
membranes
Research questions
The conclusions from the previous chapter indicate that the chemical nature of the bilayer strongly
aﬀects the relationship between membrane micro-environment and order parameters, as detected
by multi-dimensional imaging of laurdan ﬂuorescence. It was also shown that this method can
inform on the chemical composition of a speciﬁc phase, as seen from the experiments in ternary
mixtures. The objective in this section is to obtain information on the chemical nature and physical
properties of cell membranes, by measuring the same parameters in a bilayer environment of now
unknown chemical composition. Several objectives can be proposed:
 One of the interesting questions that this technique could contribute to answering is whether
such parameters are determined solely by the chemical composition of the bilayer. In such a
case, cell membranes would behave in a similar way to the lipid mixtures studied in the pre-
vious chapter, though the larger chemical diversity may elicit less obvious correlations. The
other possibility is that extrinsic structural and chemical elements such as the submembrane
actin cortex and membrane proteins aﬀect the lipid micro-environment and order parameters,
as the picket-fence model would suggest, and hence create a diﬀerent relationship between
these parameters than seen previously.
 It is known that diﬀerent membrane compartments have diﬀerent chemical compositions,
in particular the plasma membrane is known to contain more cholesterol and sphingolipids
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than the membranes of intracellular organelles and be generally more ordered. Organelle
membranes have varied lipid compositions but are in general less rich in cholesterol and
sphingomyelin than the plasma membrane [109]. Using the present method, biophysical
diﬀerences in the behaviour of plasma and internal membrane material will be sought, and
related to current knowledge about their chemical composition.
 The biological context mentioned in the previous chapter has underlined the deﬁning roles
of cholesterol and of membrane-cytoskeleton interactions for the lateral organisation of the
cytoskeleton. The eﬀect of these two actors of membrane organisation will therefore be
studied by modulating their activity on cellular membranes.
3.1 General methods
3.1.1 Cell culture and staining
HeLa cells were seeded on sterile coverslips at the bottom of 6-well plates containing 5 mL of
Dulbecco's Modiﬁed Eagle's Medium (DMEM) supplemented by 10% Fetal Bovine Serum (FBS)
and Penicillin-Streptomycin-Glutamine (PSG), and incubated at 37°C  5% CO2 for 24-48 hours.
The cells were then rinsed with and incubated for 45 minutes in serum free, high glucose imaging
medium (FluoroBrite DMEM) containing 10μM laurdan. Cells were then washed 3 times and
imaged in FluoroBrite DMEM in temperature-controlled chambers.
3.1.2 Cell-Derived Vesicles
Upon exposure to sulfhydryl blocking agents, production of vesicles containing plasma membrane
material can be induced in many types of adherent cell cultures. This phenomenon and associated
protocols were initially characterised in the '70s by Scott and Tank [190, 191, 192, 193], though
the underlying mechanisms explaining such vesiculation remain unclear. These vesicles, or Giant
Plasma Membrane Vesicles (GPMVs), have been shown to contain exclusively plasma membrane
bilayer, and to be free of cytoskeleton [132], which makes them a promising system to isolate the
plasma membrane for biophysical studies. GPMVs also display phase separation at low temper-
atures, an observation which supports the lipid raft hypothesis. In this project, GPMVs will be
used as a comparative to live cell experiments, since they oﬀer the possibility to investigate a larger
temperature range and contain pure plasma membrane, bearing in mind that the chemical modiﬁ-
cation of the plasma membrane upon vesiculation may induce signiﬁcant changes in the observed
parameters.
GPMVs were prepared according to a protocol adapted from refs. [131, 133].
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Initially, N-ethyl Maleimide was used as a vesiculation agent, since it does not contribute to
crosslinking of biomolecules. However, the yield in GPMVs was extremely low using this compound,
and it was not possible to perform microscopy reliably. The association of Dithiothreitol (DTT)
and Paraformaldehyde (PFA) was therefore preferred. A stock solution of 1M DTT was prepared
in pure ethanol. Stock solution of 4% PFA was prepared by adding 4g to 50 mL PBS, which was
heated at 60oC to produce a cloudy solution. NaOH drops were added until the solution became
clear, and then the pH was adjusted to 7.4, and the volume completed to 100 mL. Both stock
solutions were kept at -20oC.
HeLa cells were seeded in 5 cm dishes containing DMEM supplemented with 10% FBS and
PSG, and incubated at 37°C, 5% CO2 for 48h. The cells were then washed with PBS, stained with
laurdan, washed with GPMV buﬀer (2 mM CaCl2, 50 mM NaCl, 10 mM HEPES, pH 7.4), and
incubated for with 2 mL GPMV buﬀer containing DTT and PFA at the concentration, temperature
and duration stated when relevant.
At this point, GPMVs were visible under brightﬁeld microscopy with a 10x objective (See Fig.
3.1).
Figure 3.1: Brightﬁeld images of HeLa cells after 1h incubation with vesiculation agents for GPMV
extraction (10x phase contrast objective). The arrows point towards some visible GPMVs. The
cells appear grainy', which suggest the presence of many smaller vesicles at their surface. Note that
the cells maintain their adherent character and elongated shapes, suggesting that this vesiculation
is diﬀerent from blebbing which occurs when cells become apoptotic.
The GPMV-rich suspension was then harvested and left in a 15 mL tube to sediment at 4°C
overnight. The following day, 300 μL of suspension were taken from the bottom of the tube and
inserted into the chamber of a temperature-controlled slide. The GPMVs were left to settle on
the coverslip for 1h before imaging with confocal microscopy (Fig. 3.2). Unlike GUVs, GPMVs
contain membrane glycoproteins and charged membrane-associated molecules, which ensured their
immobilisation onto the coverslip surface without the need for suspension into an agarose gel.
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Figure 3.2: Confocal intensity image of GPMVs extracted from HeLa cells and stained with laurdan.
Scale bar = 10µm.
3.1.3 Imaging
Cells were imaged using the microscope setup described in the previous chapter, with image sizes of
512-by-512 pixels and an ADC resolution of 256 time bins. Image acquisition times were between
120 and 300s, and in general resulted in between 1 and 10 million photon events per image.
GPMVs were imaged in the same way as GUVs before: a single decay was accumulated for each
vesicle, with a resolution of 1024 time bins, and temperature was varied from 20 to 50oC.
3.1.4 Data analysis
3.1.4.1 ROI selection
For GP, ﬂuorescence intensity and anisotropy decay analysis, ROIs were created around each cell,
similarly to what was described for phase-separated GUVs, to select plasma membrane and internal
membrane regions, as shown in Fig. 3.3. Typically, plasma membrane ROIs allowed intensities of
approx. 1000-2000 photons in the maximum bin, while the internal membrane regions contained
between 1000 and 10 000 photons. This was suﬃcient for double-exponential decay ﬁtting.
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Figure 3.3: ROI selection for the analysis of cell membranes. ROIs are manually deﬁned around
plasma and internal membrane regions, and single anisotropy and intensity decays are computed
for these regions. GP values are also calculated for all pixels in each ROI.
Single ﬂuorescence decay data was analysed as explained in the previous section. GPMVs being
smaller than HeLa cells, total intensities were lower and imaging times, shorter, (5-10 s) due to
fast photobleaching of the samples. Total intensities usually did not exceed 1000 counts in the
maximum bin.
3.1.4.2 Phasor analysis
Time-resolved ﬂuorescence intensity image data was also analysed using the phasor method, which
allowed resolution of the lifetime evolution in the experiments with a collective pixel-wise fashion,
rather than binning all pixel information through ROI selection. The mathematical principle of
phasor projection was mentioned in the introduction (See Equation 1.49). Here, phasor coordinates
were calculated for pixels in all images. A convolution sum ﬁlter with a 5-by-5 kernel was applied
to the data to reduce the noise of the dataset: each pixel is assigned as new value the sum of the
intensities in the 5-by-5 pixel square centered around it. The phasor cloud was ﬁtted to a straight
line using a linear regression model (ﬁtlm function in Matlab) intersecting the universal circle at
two pure single-exponential positions, M1 and M2. The orthogonal projection of each datapoint
Di on this straight line was then computed; the distance Pi from M1 to the projection constitutes
a single phasor coordinate for each pixel tailored to this particular dataset, which can be used as
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a contrast range for phasor images and histograms. The origin was chosen at the long-lifetime
intersection, such that low phasor coordinates are indicative of longer lifetimes, and high phasor
coordinates, shorter lifetimes. The method is illustrated in Fig. 3.4.
Figure 3.4: Illustration of the phasor analysis method. A: The phasor cloud of the control dataset
at a particular temperature is ﬁtted to a straight line. B: Each data point Di in phasor space
is projected on the segment M1M2, where M1 and M2 are the intersections between the ﬁt line
and the universal circle. The distance Pi between M1 and the projection point is used as a single
phasor coordinate to build histograms as shown in C, and as a contrast range for phasor images,
as shown in D. Note that the background pixels seen in yellow in panel D were not included in the
ROIs, and therefore did not contribute to the establishment of the phasor cloud and of the straight
line.
Note that this global ﬁtting method was not based on the position in phasor space of laurdan in
model membranes as has been done by Owen et al, in ref. [138], which then provides more absolute
information on the lifetime values and membrane microenvironment. Here, the idea was to generate
the best possible one-dimensional basis on which to project a particular dataset. Phasor analysis
includes a normalisation step, which attributes equal importance to all the pixels regardless of their
brightness, and the lifetime contrast is resolved from the position of the entire population of pixels
in phasor space, oﬀering a fundamentally diﬀerent approach compared to using ROI selection and
decay ﬁtting. Indeed, in low intensity regions such as the plasma membrane, ﬂuorescence signal can
easily be contaminated by background ﬂuorescence from cell debris or laurdan particles attached
to the coverslip, or by brighter pixels from internal membrane material contained in the ROI.
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While great care was taken during ROI selection to avoid this, if such pixels are included in the
ROI, this can constitute a signiﬁcant contamination of the ﬂuorescence signal. Phasor analysis
therefore provides a good validation of results obtained through decay ﬁtting. Phasor histograms
were computed using the same ROIs as those used for decay ﬁtting to select plasma and internal
membrane pixels. Here, phasor ﬁtting was performed in a non-weighted manner, where each pixel
is given the same importance. Weighted ﬁtting can be implemented, attributing increased weight
to high-intensity pixels for example. Another possibility is to use the local density of data points
in phasor space as a weighting factor. This yields a straight line which more closely follows the
axis of the phasor cloud, as shown in Fig. 3.5 below. However, density-based weighting was more
computationally intensive, and unweighted ﬁts provided a reasonable basis spanning the spread
of the data between conditions, and generated good contrast in the phasor images as seen in Fig.
3.4.D, so weights were not included the analysis presented here. If optimal contrast in the data is
sought, for example to identify small regions of distinct decay proﬁles within an image, then such
weighting procedures can improve the analysis.
Figure 3.5: Eﬀect of the weighting procedure in phasor ﬁtting. Data represents plasma membrane
pixels at room temperature. Left: unweighted ﬁt. Centre: intensity-weighted ﬁt: each data point
in phasor space is given a weight equal to the integrated intensity in the corresponding pixel.
Right: density-weighted ﬁt: each data point in phasor space is given a weight equal to the number
of datapoints within a distance of 0.025 (5% of the radius of the universal circle) in phasor space.
3.2 Correlating micro-environments and order parameters in
HeLa cell membranes
3.2.1 Experiments on live cells
3.2.1.1 Relationship between membrane polarity and order parameters in live cell
membranes
Boxplots for parameters τav, θ, ∆′ and GP at room temperature (25±1oC) and 37oC are shown in
Fig. 3.7 for plasma membranes and in Fig. 3.8 for internal membranes. The range of variation of
all parameters is shown in Table 3.1, and representative decays in Fig. 3.6. Temperature causes a
CHAPTER 3. MULTI-DIMENSIONAL MICROSCOPY OF CELL MEMBRANES 159
decrease in τav and GP values in all membranes as expected, as well as a decrease in θ values. The
static order parameter ∆′ shows more tenuous evolution, with a detectable small positive trend
with temperature, though statistical signiﬁcance was not established.
Figure 3.6: Representative normalised intensity (left) and anisotropy (right) decays of laurdan in
HeLa cell membranes at 25 and 37oC.
Figure 3.7: Boxplots of membrane parameters τav, θ, ∆, and GP in plasma membranes of HeLa
cells at diﬀerent temperatures. p-values of 2-tailed t-tests are shown; *: p-value<0.05; **: p-
value<0.01; ***:p-value<0.001. Data is the result of a minimum of n=40 cells per temperature,
from N=3 independent datasets. GP data is from one of these data sets, with a minimum of n=10.
.
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Plasma membrane Internal membranes
δτav 16% 14%
δθ 15% 21%
δ∆′ -6% (ns) -6% (ns)
δGP 11% 35%
Table 3.1: Ranges of variation between 25 and 37oC for the parameters in HeLa cells.
Figure 3.8: Boxplots of membrane parameters τav, θ, ∆, and GP in internal membranes of HeLa
cells at diﬀerent temperatures. p-values of 2-tailed t-tests are shown; *: p-value<0.05; **: p-
value<0.01; ***: p-value<0.001.
While comparison with the behaviour of artiﬁcial membranes is of limited signiﬁcance due
to the complexity of the chemical composition of the cell membrane, the hydration and order
parameters in cell membranes are within the same range as the systems studied previously, and
more interestingly, their evolution with temperature as well, as can be seen in Fig. 3.9. The long
lifetimes and high GP values in plasma membranes indicate low hydration, with values intermediate
between DPPC:Chol 7:3 and DOPC:Chol 5:5. The order parameters θ and ∆ show a similar
trend. In internal membranes, the parameters indicate higher hydration and disorder than plasma
membranes, as expected, with lower lifetimes, rotational times and GP values. The static order
parameter ∆′ on the other hand takes similar values in both types of membranes and is poorly
sensitive to temperature, with only a 6% increase in internal membranes between 25 and 37oC.
This suggests that rotational freedom of ﬂuorophores is not aﬀected by temperature in cellular
membranes and is high compared to model bilayers with the same degree of membrane polarity.
Another observation is that while having lower lifetimes, GP and θ values than the plasma
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membrane, the internal membranes remain in a parameter space corresponding to a Lo phase in
terms of the sensitivity of the τav-θ relationship. This shows a similar behaviour to that of the
plasma membranes, with a shift towards lower lifetimes and rotational correlation times. This
is interesting, since these two types of membranes have very diﬀerent chemical compositions and
in general diﬀerent hydration and order parameters, though show similar temperature-dependent
behaviour.
Figure 3.9: Plots showing the correlation between τav and θ (left) and τav and ∆ (right) of laurdan
in HeLa cell plasma (full symbols) and internal (empty symbols) membranes. The linear ﬁts for
PC:Chol mixtures from the previous chapters are also shown.
GP images are shown in Fig. 3.10, as well as histograms of all GP values from plasma and
internal membrane ROIs as a function of temperature. What is visible here is that the range of
variation in internal membranes is greater, with a continuous decrease in GP from 26 to 37oC.
GP in the plasma membrane shows a small decrease between 26 and 37oC, suggesting a diﬀerent
temperature sensitivity of membrane hydration as probed by GP in the two membranes. This con-
trasts with the information from other parameters, which suggest a similar temperature sensitivity
in the two types of membranes.
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Figure 3.10: GP analysis of HeLa cell membranes as a function of temperature. A.: Examples
of GP images at 26 (left) and 37oC (right). Note that the bright background pixels emanating
from cell debris were not included in the ROIs, and hence did not contribute to the calculation of
average GP values or histograms shown in B (plasma and internal membranes, respectively).
This correlative approach has shown that cellular membranes have hydration and ﬂuidity prop-
erties similar to those of a Lo phase, while maintaining lower packing; this may be linked to the
greater variety of lipid molecules in plasma membranes and presence of inhomogeneities such as
the presence of membrane proteins and the actin cytoskeleton. Membrane polarity and hydration
also display diﬀerential behaviour, with a higher temperature sensitivity of membrane hydration in
internal membranes compared to plasma membranes; this could be linked to the higher cholesterol
content in the latter compartment. Meanwhile, membrane polarity shows the same temperature
sensitivity in the two types of membranes.
3.2.2 Characterisation of cell-derived vesicles as a model system to study
membrane microenvironments and order parameters
Next, membrane micro-environment and order parameters were investigated in GPMVs extracted
from HeLa cells. These vesicles contain only plasma membrane material and are devoid of actin
cytoskeleton; also, unlike live cells, they can be imaged at temperatures higher than 37oC.
Below 30oC, the vesicles showed two distinct phases on certain vesicles, with one domain dis-
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playing lower intensities and lower GP values (see Fig. 3.11). However, the ﬂuorescence intensities
were too low to prompt a ROI selection procedure, and since the diﬀerence in GP values was small
between these two domains, they were treated as single-phase. It is likely that to observe clearer
phase separation, the GPMVs should have been cooled to lower temperatures, as also suggested in
ref. [131], where GPMVs are cooled well below 20oC to observe phase separation. GPMVs at low
temperatures have been used in many studies to investigate phase behaviour in cell-derived mem-
branes, as well as protein partitioning in the diﬀerent phases [194, 133]. At higher temperatures,
domains were not visible by eye.
Figure 3.11: Domains at low temperature in GPMVs. A. Intensity image - two domains with
diﬀerent ﬂuorescence intensities are distinguished. B: GP image. C. Manual ROI selection with
corresponding GP histograms. Scale bar = 10µm.
3.2.2.1 Studying the eﬀect of vesiculating agent concentration on the characteristics
of GPMV membranes
The concentration and type of vesiculating agents aﬀects the characteristics of GPMVs. Indeed,
the presence, size and phase mixing temperature in GPMVs have been shown to depend on the
chemical compounds used to produce them [194, 133]. According to the literature [131, 133],
concentrations in the range of 2-10 mM DTT are appropriate to obtain a high yield of GPMVs
while maintaining the cells in a viable state during the vesiculation procedure. It was therefore
investigated, whether the concentration of DTT/PFA within this range aﬀected laurdan lifetime,
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GP and order parameters. It was found that higher concentrations of vesiculating agents yield
longer lifetimes (Fig. 3.12), and higher GP values (Fig. 3.13), which may be due to diﬀerent
membrane species having diﬀerent susceptibility to vesiculation. Assuming that plasma membranes
are heterogeneous at the nanoscale in terms of their lipid composition, it is possible that the more
ﬂexible, ﬂuid domains of the bilayer containing more unsaturated lipids would more readily
detach from the membrane and create GPMVs, and that the more ordered domains containing
more cholesterol and saturated lipids would be less likely to vesiculate. Higher concentrations of
vesiculating agents would then be required to yield a greater fraction of ordered domains in the
GPMVs. This is further supported by the observation that the yield of GPMVs was greatly aﬀected
by temperature, with the vesiculating process considerably slowed down at temperatures below
25oC. The present results support this hypothesis, and previous studies [131], also report that the
proportion of phase-separated GPMVs was found to be positively correlated to the concentration
in DTT.
Figure 3.12: Eﬀect of vesiculating agent concentration on laurdan lifetime in GPMVs. Left: Box-
plots showing the lifetime of laurdan in GPMVs for two diﬀerent concentrations of vesiculation
agents: 1X = 2 mM DTT / 25 mM PFA, 2X = 4 mM DTT / 50 mM PFA. *: p-value<0.05;
**: p-value<0.01; ***: p-value<0.001. Right: Examples of intensity decays at 30oC for these two
concentrations. Data is the result of a minimum of 5 GPMVs per condition with a minimum of 37
GPMVs per condition.
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Figure 3.13: Eﬀect of vesiculating agent concentration on laurdan GP in GPMVs. A: Boxplots
showing the GP of laurdan in GPMVs for two diﬀerent concentrations of vesiculation agents: 1X
= 2 mM DTT / 25mM PFA, 2X = 4 mM DTT / 50 mM PFA. B: Examples of GPMV GP images
at 30oC for these two concentrations. C: Histograms of GP values for all images at 30oC.
Order parameters θ and ∆′ oﬀer a less obvious relation with vesiculant concentration as shown
in Fig. 3.14, with no statistical diﬀerence in behaviour between the two treatments. Lower resolu-
tion in these parameters is likely due to the lower intensities in GPMVs related to their small size
and high photobleaching of laurdan. At 23oC, the values of θ (signiﬁcant) and ∆′ (non-signiﬁcant)
are lower at the higher concentration of vesiculants. At low temperatures, the behaviour of the
system is likely diﬀerent due to the fact phase separation was observed in all vesicles. At higher
temperatures, an overall trend could be identiﬁed with generally higher θ values at higher con-
centrations of vesiculating agents. However, the diﬀerences between the two conditions were only
signiﬁcant at 1 temperature point (37oC), so in general the order parameters did not show a clear
dependence to the vesiculating condition, unlike the membrane micro-environment parameters τ
and GP.
In conclusion, these experiments shows that the concentration of vesiculating agents aﬀects the
ﬂuorescence signal of laurdan in GPMVs. This could be linked to diﬀerent chemical species in
the membrane having diﬀerent likelihood of partitioning into GPMV, or to the direct eﬀect of the
vesiculating agents themselves on the membrane.
3.2.2.2 Membrane microenvironment and order parameters in GPMVs
The temperature evolution of the membrane polarity and order parameters in GPMVs was inves-
tigated in comparison to live plasma membranes using a concentration of 4 mM DTT and 25 mM
PFA, as shown in boxplots Fig. 3.15 and representative decays Fig. 3.16. These concentrations in
vesiculants resulted in lifetime values close to those of live cell membranes (∼5 ns at room tem-
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Figure 3.14: Boxplots showing the values of order parameters θ and ∆ for two concentrations in
vesiculating agents. 1X, 2X and p-values are as described previously.
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perature), and so it was assumed that their lipid content was somewhat representative of the cell
membrane. All parameters show the usual trend with temperature (as seen also in the previous
subsection), suggesting higher hydration and lower order at higher temperatures. The dynamic
order parameter θ increased at low temperatures between 22 and 30oC, and then decreased again at
higher temperatures. At the same time, the static order parameter ∆′ increases strongly between
24 and 30oC before showing a more moderate increase at higher temperatures. Here, it is possible
that a large increase in ∆′ may yield a simultaneous increase in θ, as was seen in DPPC at higher
temperatures. This can be related to the fact that GPMVs are phase separated at low tempera-
tures, and it is possible that at least part of the bilayer is in a highly ordered state, which would
explain the present results. In general, the ﬂuorescence intensity was higher in the more ordered
regions of phase-separated vesicles; this was the case for GUVs as well as GPMVs (See Figs. 2.43
and 3.11) and also observed by Amaro et al. [121]. This would then cause laurdan ﬂuorescence
from the more ordered domains to dominate the signal, and therefore impact the lifetime and order
parameters more signiﬁcantly than that of the more disordered domain.
Figure 3.15: Boxplots showing the temperature evolution of parameters τav, θ, ∆, and GP in
GPMVs. Data for time-resolved parameters is the result of N=2 independent experiments with a
minimum of n=10 GPMVs per temperature. Data for GP is from one of these experiments.
CHAPTER 3. MULTI-DIMENSIONAL MICROSCOPY OF CELL MEMBRANES 168
Figure 3.16: Examples of intensity (left) and normalised anisotropy (right) decays as a function of
temperature in GPMVs. Only 2 temperatures are represented for clarity in the case of anisotropy
decays.
The GP values show a large dynamic range, with continuous decrease and values situated
between those of internal and plasma membranes. Examples of GP images and GP histograms are
shown in Fig. 3.17.
Figure 3.17: GP analysis of GPMVs. Images at 20 (left), 37 (middle) and 50oC are shown, as well
as the GP histograms at these temperatures. The histograms were computed from all images at
each temperature.
3.2.2.3 Comparison of laurdan ﬂuorescence in GPMVs and live cells
The correlations between the polarity and order parameters are shown in Fig. 3.18 and compared to
those obtained in live cell membranes. It appears that the lifetime and dynamic order parameters
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τav against θ τav against ∆′
Intercept 1.4± 0.6 ns 8.3± 0.5 ns
Gradient 0.8± 0.2 −25± 3 ns
p-value * ***
R2adj 0.78 0.91
Table 3.2: Linear ﬁt parameters for GPMVs. Note that for the ﬁt of θ against τ , the data point
at 20oC was not included.
are similar in both systems, while the static order parameter shows a clear linear positive evolution
with temperature not observed in live cell membranes, with generally higher values.
Figure 3.18: Correlation between lifetime τ and order parameters θ and ∆ in GPMVs (circles) with
corresponding linear ﬁts. Results in cell plasma (squares) membranes from the previous section
are also shown.
Overall, GPMV bilayers display a linear relationship between lifetime and order parameters,
as illustrated in Fig. 3.18 with the ﬁt parameters shown in Table 3.2.
These parameters are consistent with those of a Lo phase, with a gradient and intercept close
to that of DPPC:Chol 7:3 mixtures for the relationship between τ and θ (see table 2.9 from the
previous chapter).
These results support the data from live cell experiments showing that the plasma membrane
overall behaves like a Lo phase in terms of membrane polarity and order parameters. However,
the anomalously high static order parameter values points towards the fact that GPMVs are not
fully representative of an unperturbed plasma membrane bilayer. This may be due to the absence
of the actin cytoskeleton in GPMVs and reveal its role in controlling the properties of the plasma
membrane, but a signiﬁcant eﬀect of vesiculating agent concentration on the chemical composition
of GPMVs, and/or a direct eﬀect of these compounds on the bilayer should not be excluded and
prevents absolute conclusions on this point. This question will be further addressed by disrupting
the cytoskeleton in live cells.
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3.2.3 Eﬀect of the actin cytoskeleton on membrane microenvironments
and order parameters
As shown in the previous chapter, the actin cytoskeleton has a crucial role in organising the plasma
membrane through its interaction with membrane associated proteins, and studies mentioned ear-
lier have shown that actin networks interacting with membrane elements (lipids or proteins) main-
tain the lateral heterogeneity of membrane lipids at the nanoscale [125]. The hypothesis here
is that since the cytoskeleton meshwork interacts with the membrane on a spatial scale largely
exceeding the size of a single lipid molecule, its eﬀect on our measured parameters (rotational dif-
fusion of lipids and microenvironment) would be limited. To test this hypothesis, the experiments
on GPMVs aimed to obtain cytoskeleton-free membrane fractions suitable for microscopy, however
our results suggest that the modalities of GPMV production signiﬁcantly aﬀects their composi-
tion and behaviour. Therefore, live cells were treated with cytochalasin D, which inhibits actin
polymerisation, to disrupt the eﬀect of the submembrane actin cortex on the lateral organisation
of the plasma membrane. This oﬀered another way of quantifying the role of the cytoskeleton on
the biophysical properties of the plasma membrane. In previous studies, Roess et al [195] have
measured an increase in the rate of rotational diﬀusion of a membrane protein using phospho-
rescence anisotropy upon cytochalasin D treatment. Using FRAP, Kwik et al [196] have shown
that there is an interplay between membrane cholesterol and actin cytoskeleton which controls
the lateral diﬀusion of membrane proteins. Here, the objective is to determine whether the actin
cytoskeleton also aﬀects the polarity and order parameters of the cell membrane, at the scale of
the lipid themselves.
Ref. [197] was used for the cytochalasin D treatment protocol. A 1 mg/mL stock solution
of cytochalasin D was constituted in DMSO and kept at -20oC. Cells were cultured and stained
with laurdan as stated above, and imaged in a temperature-controlled slide which contained 300µL
FluoroBrite DMEM complemented with 10 µM of cytochalasin D. Treatment with cytochalasin
D causes changes in cell morphology (See Fig. 3.19), so it is important to image rapidly after
treatment to ensure physiologically relevant data. Cells were incubated for 10 min in the presence
of cytochalasin, and imaged immediately, at room temperature or 37oC. Care was taken so that
the imaging process would be ﬁnished within 45 minutes of the introduction of cytochalasin D.
Treatment with cytochalasin D was not found to aﬀect the lifetime of laurdan in the plasma
membranes at either of the temperatures probed (no signiﬁcant diﬀerences to a 5% conﬁdence
between 10 µM cytochalasin D treatment and same-day control - see Fig. 3.20). GP values
were not signiﬁcantly diﬀerent between the two treatments either (Fig. 3.21), though at both
temperatures the GP is slightly higher on average. In internal membranes, the lifetime is also
slightly higher at 37oC, with a signiﬁcant increase of 2.7% in lifetime upon exposure to cytochalasin
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Figure 3.19: Images of HeLa cells stained with laurdan and treated with Cytochalasin D (right)
compared to untreated cells (left). Scale bar is 50 µm.
D (p-value<0.001). Apart from this case, the absence of statistically signiﬁcant diﬀerences between
the control and cytoskeleton disrupted sample for GP and τ suggests that the actin cytoskeleton
does not contribute signiﬁcantly to maintaining membrane polarity, and that this is rather an
intrinsic property of the lipid bilayer. It is possible that a larger dataset would enable the detection
of slighter diﬀerences between the two conditions. However, the fact that this method was able to
identify a 2.7% increase in lifetimes between the two conditions in the internal membrane material
with high statistical signiﬁcance provides some validation of the strength of the method.
Figure 3.20: Lifetime analysis of laurdan upon cytoskeleton disruption. Left: lifetimes in plasma
membranes. Right: in internal membranes. Data is the result of a minimum of n=10 cells per
treatment, with a total of 55 cells imaged.
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Figure 3.22: Boxplots showing the order parameters in plasma and internal membranes of HeLa
cells treated with Cytochalasin D. ***: p-value<0.001; **: p-value<0.01; *: p-value<0.05.
Figure 3.21: Boxplots showing GP values for plasma (left) and internal (right) membranes of
control and cytochalasin D-treated cells.
The order parameters obtained upon cytochalasin D treatment are shown in Fig. 3.22. There
was no statistical diﬀerence in the dynamic order parameter θ between the two situations in either
plasma membranes or internal membranes at both temperatures; however, the static parameter ∆′
increases signiﬁcantly in both types of membranes at room temperature (37 and 10%, respectively).
At 37oC, no diﬀerence was observed in the plasma membranes, while a signiﬁcant decrease in ∆′
(8%) was observed in internal membranes.
The data from this section suggests that the actin cytoskeleton has little eﬀect on membrane
polarity, while it may contribute to reducing the rotational mobility of lipid molecules in cel-
lular membranes, as seen by the increase in ∆′ upon treatment with cytochalasin D. However,
this eﬀect is only seen at low temperatures, while at physiological temperature, no eﬀect was de-
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tected in the plasma membrane, and a small decrease in ∆′ was detected in internal membranes.
This last observation is consistent with the increase in lifetimes detected in the sample, indicat-
ing lower polarity and rotational freedom, respectively. The cytoskeleton does not interact with
lipid molecules directly in the plasma membrane, but its interaction with membrane-associated
proteins is thought to constitute diﬀusion barriers in the plasma membrane, and contribute to
lower translational diﬀusion. Here, our results suggest that these diﬀusion barriers may also aﬀect
the rotational freedom of membrane molecules, possibly by maintaining lateral heterogeneity of
the lipid the composition at nanoscale. This is consistent with the results obtained on GPMVs,
where ∆′ was higher than in the plasma membrane of live cells. Higher spatial resolution on the
order parameters would be required to fully understand the intracellular eﬀect of cytochalasin D
treatment on organelle membranes, however, the fact that a correlated increase in τ and ∆′ was
observed at 37oC suggests a modiﬁcation of membrane microenvironments as well as its diﬀusion
properties. In general, the small modiﬁcation of the parameters studied here shows that temper-
ature has a much stronger eﬀect on plasma membrane hydration, polarity, and order parameters,
than the cytoskeleton, conﬁrming the hypothesis formulated earlier in this section. However, the
observed increase in rotational diﬀusion corroborates previous observations of increased rotational
motion of membrane proteins by Roess et al. [195], this time on the membrane lipids themselves.
3.3 Investigating the dynamics of cholesterol in cell mem-
branes
Cholesterol is a major modulator of membrane microenvironments and order parameters, as the
previous chapter has already underlined. Eukaryotic cells synthesize their own cholesterol and
also receive it from the environment through Low Density Lipoprotein (LDL)-mediated transport
uptake. Intracellular cholesterol traﬃcking is thought to take place via vesicular and non-vesicular
traﬃcking, with possible involvement of membrane contacts in transferring cholesterol from one or-
ganelle to another [198, 199]. Cholesterol content was also shown to be regulated through a plasma
membrane-bound transcription factor pathway by Brown and Goldstein [200, 201]. The turnover
of cholesterol in membranes is high, and cells constantly lose and replenish the plasma membrane
cholesterol. Using ﬂuorescence microscopy, Hao et al. [151] observed macro-scale phase separation
in the plasma membranes upon cholesterol depletion, which disappeared upon cholesterol reple-
tion. Nishimura et al. also observe the establishment of gel phases in the plasma membrane upon
cholesterol depletion, as evidenced by slower translational diﬀusion of membrane proteins [197].
In general, many biophysical studies have used cholesterol depletion as a convenient method to
provoke changes in plasma membrane structure [169, 185, 138], and modiﬁcation of the diﬀusional
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properties of a membrane protein upon cholesterol depletion are interpreted as a sign of its locali-
sation in rafts. However, the spatio-temporal dynamics of cholesterol localisation and production
in the plasma membrane and within the cell remain less well elucidated. Using biochemical meth-
ods, Mahammad et al [202, 203] have established that cholesterol content is rapidly replenished
(<1h) through intracellular production upon its depletion, pointing towards highly reactive path-
ways. The idea here is to resolve the eﬀect of modulating cholesterol content in cells on membrane
micro-environment and order parameters, at the cell membrane and in intracellular compartments.
Cholesterol depletion experiments were therefore carried out, and the lifetime, GP and anisotropy
parameters measured.
Cholesterol can be removed from cellular membranes using methyl-β-cyclodextrin, a water-
soluble, ring-shaped oligosaccharide presenting a hydrophobic pocket into which lipids can enter.
mβcd is large and does not penetrate into the cell, it therefore only depletes cholesterol through
extraction from the plasma membrane, though since cholesterol traﬃcking in cells has been shown
to be highly dynamic, intracellular compartments are rapidly depleted as well. The concentration
and incubation times with mβcd used in other studies was reviewed, as summarised in the following
table:
ref. Incubation time mβcd concentration
Nishimura et al. [197] 20-120 min 10 mM
Ilangumaran et al. [204] 30 min 2.5-20 mM
Kabouridis et al. [205] 5-120 min 10-15 mM
Hao et al. [151] 1h 10 mM
Table 3.3: Cholesterol depletion experiments in the literature.
For the present experiments, the objective is to study the biophysical properties of cell mem-
branes in a physiological state, while modulating the cholesterol content, so the presence of distinct
domains in the membrane was deemed undesirable. Moreover, the studies stated above where
incubation times were varied showed strong variation of the studied physical and biochemical ob-
servables (decrease in diﬀusion coeﬃcients [197], tyrosine kinase phosphorylation [205], release of
membrane proteins in the supernatant [204]) already at short incubation times (below 30 minutes).
Mahammad et al. also show that cholesterol extraction reaches a steady state before 30 minutes
in Jurkat T Cells, with a stabilisation in the % extracted cholesterol [203, 202]. It was therefore
assumed that if cells are depleted with cholesterol for short times, the integrity of the membrane
would not be perturbed enough to cause large-scale phase separation, while provoking a signiﬁcant
enough modiﬁcation to yield modiﬁcations of its physical properties.
After staining with laurdan as described above, cells were incubated with 7 mM cyclodextrin
for 20 minutes. The cells were then rinsed 3 times and treated for GPMV extraction or imaged
live immediately, as required.
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3.3.1 Experiments on live cells
3.3.1.1 Plasma membranes
Fluorescence lifetime and anisotropy parameters were calculated for plasma and internal mem-
brane regions for control and cholesterol-depleted cells. Boxplots for parameters τav of control
and cholesterol-depleted cells in plasma and internal membranes are shown in Fig. 3.23. The ﬁrst
observation is that in plasma membranes, the lifetime of laurdan increases with cholesterol deple-
tion, with high statistical signiﬁcance at both temperatures (6 and 7.6% increases, respectively).
Phasor analysis largely conﬁrms the results obtained through parametric ﬁtting, with the plasma
membranes exhibiting lower phasor coordinates (i.e., longer lifetimes) when treated with mβcd.
The displacement of the phasor cloud for plasma membrane pixels upon cholesterol depletion is
illustrated in Fig. 3.24 (for room temperature only - similar cloud proﬁles were obtained at 37oC).
The histograms for phasor coordinates are shown in Fig. 3.25. Note that upon cholesterol deple-
tion, the shape of the phasor cloud is also modiﬁed, and closely follows the universal circle. Since
laurdan emission is multi-exponential even in homogeneous lipid mixtures, as seen from the previ-
ous chapter, this position on the universal circle is unlikely to reﬂect single-exponential behaviour.
On the other hand, it is compatible with the presence of excited-state reactions leading to decay
components with negative amplitudes, also discussed previously.
Figure 3.23: Boxplots showing the average lifetime of laurdan in plasma (left) and internal (right)
membranes for control and cholesterol depleted cells at 25oC (upper row) and 37oC (lower row).
Data is the result of N=2 independent experiments, with a minimum of n=31 cells imaged
per condition. Results of 2-tailed t-tests are shown; *=p-value<0.05, **=p-value<0.01, ***=p-
value<0.001. Analysis of each same-day dataset separately yields similar types of results.
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Figure 3.24: Phasor clouds of plasma membrane pixels in control (left) and cholesterol-depleted
(right) cells, at 25oC. The yellow line was obtained by ﬁtting all pixels (plasma and internal
membranes) from the control dataset.
Figure 3.25: Phasor histograms of control and cholesterol-depleted cells at 26oC (above) and 37oC
(below) in plasma (left) and internal (right) membranes. Phasor projection was done on same data
as the one used for the ﬁtting from Fig. 3.23: N=2 independent experiments, with a minimum of
n=31 cells imaged per condition.
Simultaneously, there is little evolution of the GP values in plasma membranes upon cholesterol
depletion, as seen from the GP histograms shown in Fig. 3.27. A small negative trend can be
identiﬁed, with a 9% decrease at 25oC and 4.5% at 37oC. This would suggest that cholesterol
depletion increases the hydration of the bilayer as probed by GP, as well as the dipolar strength
of the membrane as probed by laurdan lifetime, though this eﬀect is limited. In control cells and
model membranes, longer lifetimes are correlated with higher GP values (see for example Fig. 2.46
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Figure 3.26: GP images of HeLa cells upon cholesterol depletion.
or 2.31), which is not observed here - which suggest that GP and lifetimes do not sense the same
aspects of dipolar relaxation eﬀects present in the lipid bilayer, as also suggested by Golfetto et al.
[169]. It should also be noted that in GUV experiments, there was little diﬀerence between GP
values in DPPC, DPPC:Chol 9:1 and DPPC:Chol 7:3 at room temperatures, suggesting that GP
may not report on cholesterol content in highly ordered environments.
Figure 3.27: GP histograms of HeLa cell membranes upon cholesterol depletion at varying tem-
peratures. Data is from one of the datasets used for lifetime analysis.
Meanwhile, the dynamic and static order parameters θ and ∆ show little sensitivity to choles-
terol depletion in plasma membranes, with only one signiﬁcant diﬀerence in the datasets: a lower
value of ∆′ upon cholesterol depletion at room temperature suggests a decrease in membrane order
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and lower rotational freedom.
Figure 3.28: Boxplots showing the rotational correlation time θ of laurdan in plasma (left) and
internal (right) membranes for control and cholesterol depleted cells at 25oC and 37oC.
Figure 3.29: Boxplots showing the static order parameter of laurdan in plasma (left) and internal
(right) membranes for control and cholesterol depleted cells at 25oC and 37oC.
Here, the lifetime information suggests that the plasma membrane generally behaves like a
Lo phase, and depletion of cholesterol would push it towards the behaviour of a S phase. When
cholesterol is removed, saturated lipids would separate from the unsaturated lipids to from gel
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phase domains (however not observable at the macroscale in these experiments). This is in line
with observations made by Nishimura et al. of a decreased lateral diﬀusion of membrane proteins
upon cholesterol depletion [197]. Golfetto et al have also recorded an evolution towards longer
lifetimes upon cholesterol depletion using phasor analysis of laurdan [169]. Finally, the lack of
statistical diﬀerence in order parameters suggests that the plasma membrane retains a ﬂuid state
when cholesterol is removed. Results from the previous section suggest that the actin cytoskeleton
restricts the rotational mobility of plasma membrane lipids; however, in ref. [196], the decrease
in diﬀusion upon cholesterol depletion was reversed upon cytochalasin D treatment, evidencing an
interaction between membrane cholesterol content and the action of the cytoskeleton on membrane
diﬀusion properties.
3.3.1.2 Internal membranes
In the internal membranes, there is no statistical diﬀerence in laurdan lifetime at room temperature
between the control and the treated sample, though the lifetime is shorter on average, and a small
increase (1%) is detected at 37oC (Fig. 3.23). Results from ﬁtting are corroborated by phasor
analysis, with no displacement of the phasor cloud and overlapping phasor coordinate histograms
(see Fig. 3.25). Meanwhile, the GP values decrease in internal membranes upon cholesterol
depletion, and the sensitivity to cholesterol depletion is higher than in plasma membranes, with
32 and 18% decreases at 25 and 37oC, respectively. Similarly to what was observed in the plasma
membrane, the order parameters show no signiﬁcant evolution upon cholesterol depletion.
These results suggest more limited eﬀect of cholesterol depletion on internal membranes; this
is to be expected since cholesterol is depleted from the plasma membranes, and because internal
membranes are less rich in cholesterol. Golfetto et al [169] have however recorded an evolution of
internal membranes towards lower lifetimes in similar experimental conditions; this may be due to
the diﬀerent conditions used for mβcd in their experiments (1 mM mβcd added to the medium
containing serum, for 1h). It is likely that the evolution of membrane microenvironment upon
cholesterol depletion is highly dynamic, and that the changes observed in laurdan ﬂuorescence
depend highly on the experimental conditions. Monitoring the changes in cholesterol content
upon cholesterol depletion in a time-resolved manner using GP and lifetime imaging of laurdan
could be an interesting future subject of investigation to resolve intracellular cholesterol dynamics.
The extent of cholesterol depletion could be related to the increases in lifetime, and external and
internal ﬂows of cholesterol could be quantiﬁed by measuring the recovery of the plasma membrane
(subsequent decrease in lifetime) after cholesterol depletion when mβcd is removed, and replaced
by a medium of controlled cholesterol content.
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3.3.2 Experiments on cell-derived vesicles
In order to explore the eﬀect of cholesterol depletion in a larger temperature range, GPMVs were
extracted from cells stained with laurdan and depleted from cholesterol in the same conditions as
the live cells presented above (in addition, a shorter incubation time with mβcd was probed). The
results for the average lifetime parameter are shown below. Unexpectedly, the lifetime is sensibly
shorter in cholesterol-depleted cells, and this is consistent at all temperatures. This result is
opposite to what was observed in live cells. Each cell culture was treated with the same solution of
vesiculating agents so this cannot be due to an eﬀect of their concentration. Vesiculants were added
after rinsing with the GPMV buﬀer so this should not be linked to the presence of cyclodextrin
or cyclodextrin-cholesterol in the medium, either. It is possible that under conditions of depleted
cholesterol the vesiculated fraction of the membrane is modiﬁed. As seen from the previous section,
the plasma membrane becomes closer to a gel phase when depleted from cholesterol. It is possible
that under low cholesterol conditions, the fraction of saturated lipids able to enter the vesicles is
even lower. This would then yield a GPMV content overall richer in unsaturated lipids, compared
to the ones obtained in higher cholesterol conditions.
Figure 3.30: Lifetime analysis in GPMVs of cholesterol-depleted cells. A: Lifetime boxplots of
the GPMVs at varying temperatures; room temperature was 20oC for the control and 25oC for
the cholesterol depleted vesicles. p-values of t-tests are shown; *=p-value<0.05, **=p-value<0.01,
***=p-value<0.001. B: Plot showing the evolution of lifetime with temperature for each treatment.
Error bars are one standard deviation. Results are from a minimum of n=6 vesicles per treatment
and temperature, for at least 38 vesicles per treatment.
GP values from GPMVs are shown in the boxplots below (Fig. 3.30); results show less statistical
signiﬁcance than the lifetimes, and it appears that GP does not decrease with cholesterol depletion,
as would be expected from the lifetime results and from the GP values in live cells. Indeed, at
several temperature points the GP is clearly higher in the cholesterol-depleted samples.
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Figure 3.31: GP analysis in GPMVs from cholesterol-depleted cells - samples are the same as in
Fig. 3.30.
The GPMVs produced from cholesterol-depleted cells were also much dimmer than the control
cells, with average peak intensities of 650 counts for the two mβcd - treated cells, against 1150 for
the control situation. This is likely due to the laurdan being scavenged from the membrane by the
ring structure of mβcd. At these intensities, time-resolved anisotropy decays become extremely
noisy, making exponential ﬁtting less reliable. Binning of intensity decays in the time direction did
not improve the quality of the ﬁts; anisotropy data was therefore not exploited.
Overall these results on GPMVs are inconclusive in showing the role of cholesterol on mem-
brane microenvironments and order parameters, since the parameter values do not correlate with
those obtained in live cells. The reason for this is probably linked to the dynamics of GPMV
formation and diﬀerent partitioning of diﬀerent lipid species into the vesicle phase. Moreover,
the low intensities obtained in GPMVs precluded reliable extraction of the anisotropy parameters.
These considerations along with the conclusions from section 3.2.2.1 point towards GPMVs being a
limited model to study membrane microenvironments, due to the large number of factors aﬀecting
their characteristics.
3.4 Conclusions and discussion
In this chapter, multi-dimensional ﬂuorescence imaging of laurdan was carried out in cellular mem-
branes. Using this technique, it was shown that cell membranes display a relationship between
membrane polarity and membrane order which is similar to the liquid ordered phase models in
the previous chapter, while maintaining higher rotational freedom than such systems. The dis-
tinction between the plasma and internal membrane materials was possible, and showed that this
relationship is similar in the two types of membranes, with internal membranes displaying higher
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polarity and disorder, linked to a lower content in cholesterol and saturated lipids. This suggests
that while plasma and internal membranes are located in diﬀerent parameter spaces, highlighting
their diﬀerent chemical compositions, the relationship between membrane microenvironment and
order parameters is conserved throughout the membrane material of the cell.
Treatment with cytochalasin D showed limited inﬂuence of the actin cytoskeleton on plasma
membrane polarity, while rotational freedom was increased, suggesting an active role of the sub-
membrane actin cortex in controlling the diﬀusional properties of the plasma membrane, which we
hypothesise is linked to the establishment of lateral diﬀusion barriers within the lipid bilayer. The
higher rotational freedom observed in GPMVs correlated with this observation, so both results are
consistent in suggesting that the submembrane actin cortex determines in plasma membrane order
at the level of the lipids themselves. Further validation could be provided by using anisotropy of
another, more photostable dye, to give higher statistical conﬁdence in the anisotropy parameters.
It should be noted, that the eﬀect of cytochalasin D was stronger at room temperature than at
37oC, so at physiological temperatures the inﬂuence of the cytoskeleton on lipid diﬀusion may be
reduced.
On the other hand, cholesterol depletion yielded little inﬂuence on the order parameters, while
membrane polarity and hydration were aﬀected as measured by laurdan lifetime and GP. On this
point, the present results validate previous studies: diﬀerential evolution of laurdan lifetimes in
plasma and internal membranes (as also shown by Golfetto et al. [169]), with progression of plasma
membrane material towards the gel phase [197] and stagnation or decrease of GP upon cholesterol
depletion [206, 207]. Here, the present method allows measurement of GP and lifetime on the same
ﬁeld of view, which gives further conﬁdence in these observations.
In internal membranes, the evolution of lifetime upon cholesterol depletion was lower than
in plasma membranes, while there was a stronger decrease in GP values, highlighting that even
though the plasma membrane is richer in cholesterol than the internal membranes, the intracellular
membranes undergo strong and rapid modiﬁcations upon cholesterol depletion, suggesting fast
dynamics of cholesterol transport and distribution in the cell. Together, these results show that
the relationship between laurdan ﬂuorescence lifetime and ﬂuorescence emission is determined by
many chemical and physical parameters, and that our multi-dimensional approach is informative
in resolving the complex modiﬁcation of membrane microenvironment in the plasma membranes
of live cells.
A method to isolate actin-free plasma membrane fragments in the form of GPMVs was also
used, and its suitability to study the biophysical properties of the membrane assessed. In summary,
GPMVs showed signiﬁcant diﬀerences compared to live cells and should therefore not be used as
absolute measures of plasma membrane microenvironment and order parameters. This is postu-
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lated to be linked to the unequal integration of diﬀerent types of membrane lipids into GPMVs
and possible direct inﬂuence of the vesiculating compounds, as evidenced by the dependence of
laurdan ﬂuorescence parameters on the concentration of DTT and PFA, and opposite evolution of
laurdan lifetimes and GP in cholesterol-depleted cells and GPMVs. However, GPMVs are still a
useful system to study the plasma membrane bilayer over a wide range of temperatures and con-
ditions, and the linear relationships evidenced between membrane polarity and order parameters
suggests a Lo-like phase behaviour of GPMV bilayers, which strengthened the results from live cell
membranes.
In terms of image data analysis, the phasor approach was used here to conﬁrm the results from
decay ﬁtting and to provide a more global picture of lifetime distribution in the image. The next
chapter focuses on developing such global analysis techniques for FLIM and TR-FAIM data, which
would support the ease of use and versatility of multi-dimensional ﬂuorescence imaging techniques.
Chapter 4
Development of analysis techniques
for time-resolved imaging data
Motivation and original idea
The previous chapters have focused on the simultaneous use of ﬂuorescence lifetime and polarisa-
tion imaging to resolve membrane microenvironments and order parameters. While some useful
conclusions were put forward using this method, the limitations linked to the diﬃculty of resolv-
ing lifetime and anisotropy parameters in imaging contexts where the signal-to-noise ratio is low
became evident. Indeed, the accurate extraction of ﬂuorescence intensity and anisotropy decay
parameters is highly dependent on the quality of the data, and sometimes relies on assumptions
on the number of decay components.
The phasor projection allow ﬁt-free visualisation of the data, but suﬀers from certain ambiguities
such as their sensitivity to instrumental factors, their limitation to a 2-dimensional projection of
the data, and diﬃculty of their implementation on anisotropy decay data presenting a non-zero r∞.
Keeping the idea of the projection of decay data into a space of reduced dimensionality for ease
of interpretation, we here work to develop an alternative global analysis technique which is robust
to instrumental distortions of exponential decay data, and which would applicable to anisotropy
data. The interest is also to analyse data with as little user knowledge as possible. Indeed,
powerful FLIM analysis methods have been developed, which however rely on careful calibration
using pre-determined reference samples [208], which are not always available. For anisotropy, the
signal-to-noise requirements are even stronger than for FLIM, but unfortunately, fewer analysis
options are available, since it is not as widespread a technique as FLIM. Warren et al. propose an
anisotropy ﬁtting module in the FLIMﬁt package [40], but the proposed model does not include
an r∞.
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There is therefore interest in developing methods to improve the performance of time-resolved
intensity and anisotropy analysis. In this chapter, a non-parametric method which can be used to
resolve contrast in both time-resolved intensity and anisotropy is therefore developed.
One possible way of projecting data with optimal conservation of information and rejection
of the noise is Principal Component Analysis (PCA). PCA is a well known statistical analysis
method which identiﬁes maximal and orthogonal directions of variance in the data (eigenvectors).
Schematically, this is done by calculating the vector closest to all the data points in variable space,
and then ﬁnding the second-closest vector, with a condition of orthogonality to the previous one,
and so on. There are as many vectors as there are initial variables, and these vectors constitute
an orthogonal basis for the dataset, onto which it can be projected. In practice, the eigenvectors
are identiﬁed by Singular Value Decomposition (SVD) of the covariance matrix of the data.
It is usually possible to reduce signiﬁcantly the number of dimensions in multivariate data,
reﬂecting the fact that many original variables have a degree of correlation [209]. PCA has been
used in many ﬁelds, including multi-channel scientiﬁc imaging [210, 211, 212], but has to the
best of our knowledge never been applied to FLIM data. Figure 4.1 summarises an example of
hyperspectral Raman images of HeLa cells analysed using PCA [213]. The results show that many
features are identiﬁed within the cell, based on spectral diﬀerences between them.
Figure 4.1: Hyperspectral Raman microscopy image of a HeLa cell imaged using PCA. A: Bright-
ﬁeld image of the cell. B: Integrated Raman C-H intensity image. G: PCA image resulting of the
overlay of 3 PC abundance maps. Adapted from ref. [213] with permission from the Royal Society
of Chemistry.
The idea here is to use arrival time bins in each pixel of a FLIM image in a similar fashion
to spectral channel bins in a hyperspectral image. Each pixel constitutes an observation of the
intensity at various time bins, each of which is a variable. This section shows the adaptation
of PCA to TCSPC-FLIM images, and notably its tailoring to the Poisson-distributed character
of single photon counting. Our PCA routine is validated on simulated data and compared to
other non-ﬁtting approaches such as the mean arrival time and phasor analysis. We then prove its
performance to resolve membrane order on experimental data of HeLa cells stained with membrane
dye di-4-ANEPPDHQ.
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4.1 Application of PCA to TCSPC-FLIM
The principle is to use the varying abundances of respective decay components in each pixel of
a FLIM image as contrast. For example, if there is only one decay component throughout the
entire dataset (whether single-exponential or not), all pixels will decay at the same rate, and the
only source of variance between pixels is the diﬀerent intensities (due to ﬂuorophore concentration
or brightness). In this case, there is only one signiﬁcant direction of variance in the data, and
therefore a single eigenvector is expected. If there are two or more emitting species with diﬀerent
lifetimes, decay rates between pixels will also vary according to the abundances of these ﬂuorescent
species, and will constitute additional directions of variance. The objective of PCA-FLIM is to
capture these directions of variance as eigenvectors, constituting an orthogonal basis into which
the data can be newly projected.
As in phasor analysis, the TCSPC FLIM data set is treated as an arrayM of n pixels, in which
the ﬂuorescence intensity I is measured in q time bins. Principal component analysis relies on the
singular value decomposition (SVD) of the covariance matrix (C ) of this dataset. The covariance
matrix is calculated as described in Eqs. (4.1) and (4.2):
C =





covq,1 · · · covq,q
 (4.1)
Where covi,j is the covariance between noise-corrected intensity vectors at time bins i and j,






(Ik,i − Ii)(Ik,j − Ij) (4.2)
Ik,i and Ik,j represent the intensities in pixel k at time bins i and j respectively, and Ii and
Ij are the average intensities in the image at time bins i, and j. Note that the diagonal terms
correspond to the variances of the corresponding intensity vectors. The covariance matrix C is
then subjected to singular value decomposition:
C = U.D.V t (4.3)
Where U is a matrix containing the left eigenvectors, D contains the eigenvalues, representing
the variance carried by each of the new variables, and V t is the transpose of V, containing the right
eigenvectors, which are used as the new variables. SVD routines are available in most analytical
software libraries. Once the eigenvectors are computed, the initial data can projected in this new
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Where sp,k is the score (projection) value of pixel k onto the pth eigenvector, and vp,i is the
value of this eigenvector at time bin i. Ik,i is the intensity measured in pixel k, at time bin i. In
matricial form, this equation can be written as:
St = V tM t (4.5)
Where S contains the scores of all pixels on all principal components, V is the matrix deﬁned
in Eq. 4.3 and M is the data matrix. The contrast in the image is then visualised as a succession
of score images and varying score values within each of them. What is expected is that there are
as many eigenvectors as there are decay components, as therefore as many score images. The ﬁrst
score image is expected to reﬂect intensity variations in the data, since over an image the pixel-
to-pixel variation in intensity usually constitute the largest source of variance. The ulterior score
images show zones of varying decay proﬁles, if they exist. It is possible to remove the intensity
variations in the data by a normalisation step; however this was not implemented, to preserve the
Poisson-distributed character of the data, the importance of which will become apparent in section
4.1.2.
4.1.1 Searching for a performance metric adapted to global analysis
methods
To test the performance of PCA on FLIM data and compare it to other analysis techniques,
simulated FLIM datasets of selected decay rates and intensities were simulated by using a sample
ﬂuorescent cell image from ImageJ. The RGB channels were separated (see Figure 4.2), and each
pixel of each channel was multiplied to a single-exponential decay in the third dimension. Note
that the exponential decays are convolved with a short Gaussian centered at t=0 to mimic the
eﬀect of the laser pulse and detection rise time (IRF). The RGB channels were added, and ﬁnally
the image was normalised so as to yield a speciﬁc average number of photons per pixel. Poisson
noise was added using the noise function in the image analysis toolbox DIPimage. With this
method, the fractional contribution aIi,kof each decay component k is deﬁned in each pixel i by
the intensity I of that pixel in the corresponding RGB channel.
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Figure 4.2: Multi-component HeLa cell images used for PCA-FLIM simulations. Upper left: lyso-
somes, centre: nuclei, right: mitochondria, Lower image: overlay - and schematic representation
of a simulated decay pixel.
The ﬁrst step in our evaluation of PCA is the establishment of a metric quantifying the success of
information recovery from the initial simulated image. The main point is to determine whether the
number and distribution of the recovered ﬂuorescent components corresponds to those of the input
components in the initial noise-free image. This metric should also be useful for the interpretation
of PCA results on experimental data. For this, several methods are possible:
 One simple method is based on the eigenvectors: for all the dimensions from the new ba-
sis reporting on a direction of variance in the data, the time evolution of the corresponding
eigenvectors should be structured, showing orthogonal directions of decaying intensity. Eigen-
vectors are structured when there is a clear time evolution in their values, rather than being
dominated by noise (see examples in Fig. 4.12). The ulterior dimensions carry no informa-
tion, and the resulting eigenvectors should have no structure, reﬂecting random noise in the
data. Success of the PCA method for simulated data can therefore be assessed by comparison
of the number of structured eigenvectors to the number of initial decay component inputs.
In experimental data, the number of decay components can be deduced from the number of
time-structured eigenvectors. Principal component analysis yields matrix D (Eq. 4.3) con-
taining the eigenvalues associated to each principal component. They represent the amount
of total variance, or inertia, contained on their eigenvector. The sum of all eigenvalues yields
the total variance of the initial dataset. The eigenvectors carry a decreasing proportion of the
variance of the data, so the eigenvalues naturally represent the relevance of their associated
eigenvector and could be used as ﬁgures of merit. However, eigenvalues and eigenvectors
are absent in other methods such as phasor analysis, so are of limited use. Moreover, we
have shown that with noisy data, presence of visible contrast in the score images does not
necessarily translate into a clear step in the eigenvalues, as shown in Figure 4.4, blue data
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points).
 In the case of simulated data, the goodness of the ﬁt (coeﬃcient of determination, R2adj)
between the input data (intensities and abundances) and and the scores (or phasor values)
can be calculated. An example is shown in Figure 4.3. Good recovery of input information
yields high R2adj values, the maximum being 1. While R
2
adj represents an ideal metric in that
it shows accuracy of information recovery, it is not useful for experimental data, where the
original input abundances are not known.
Figure 4.3: Example of the determination of goodness of ﬁt between input information of a FLIM
image and PCA results for 2-component simulated data (τ1= 0.2 ns, τ2=1 ns, 100 photons per
pixel on average). The upper-left image shows relative abundance for the ﬁrst lifetime component,
A1τ1/(A1τ1+ A2τ2). The lower-left image shows the second score image recovered by NC-PCA.
The pixel values for both these images are correlated on the right-hand side panel (blue cloud).
The cloud is ﬁtted using a linear regression (dashed red line), and the determination coeﬃcient
R2adj displayed. The inset shows a cloud of randomly-generated points with same average and
standard deviation as the second score image, plotted against the input abundance: the absence
of any correlation yields a R2adj of 0.
 To satisfy compatibility with multiple methods and applicability to simulated or experimental
data alike, a fully image-based evaluation metric would be desirable. For this, pixel autocor-
relation can be used [214]: the image is correlated with itself in the x- and y- directions using
Pearson's correlation coeﬃcient (see Eq. 4.6), and the average of both coeﬃcients is taken.

ρx = ρ(I1:f−1,1:g, I2:f,1:g) =
cov(I1:f−1,1:g, I2:f,1:g)
σ(I1:f−1,1:g)σ(I2:f,1:g)







This autocorrelation at one pixel shift is named α. α values were found to be more indicative
of visible contrast in the image than eigenvalue strengths, as visible in Figure 4.4. To further
verify the relevance of this metric, α was compared to R2adj on simulated data of varying
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lifetime and intensities. Both metrics were found to be highly correlated, with a Pearson's
correlation coeﬃcient of above 0.99 for 380 lifetime combinations simulated at 40 diﬀerent
intensities between 10 and 5000 photons per pixel on average. Results of this simulation are
explained in more detail in the next section, and Figure 4.14 shows the parallel between α
and R2adj on phasor and NC-PCA. This allows us to assume that the contrast-based metric
α is a reliable measure of PCA and phasor alike.
Figure 4.4: Eigenvalues and alpha metrics on a three-component simulation (τ1 = 1, τ2 = 2.5, τ3 =
5 ns, 200 photons per pixel on average). a) The third eigenvalue is only 5% higher than the 4th
eigenvalue (λ3=1.1442 and λ4=1.0826), with the second and third eigenvalues signiﬁcantly higher.
The 3rd alpha value, on the other hand, is clearly distinct from the 4th alpha (α3=0.1027 while
α4=-0.0006). b) Corresponding ﬁrst (left), second (centre), and third (right) score images.
It is also interesting to use α as a measure of visible image contrast, drawing a parallel with
the way a user assesses information contained in an image through visual inspection. If α values
are correlated with our ability to identify features in an image, a threshold value for α could be
established, to establish a binary success/failure decision of the PCA or phasor routine. This
would allow us to run PCA on thousands of simulated images with varying intensities and lifetime
combinations, and to decide for each of them - in an unsupervised fashion - whether the PCA
was successful in assessing the number of components. This would probably depend on the image
used, but can be done as a proof of concept on the speciﬁc image used for all our simulations.
To identify the minimum α value corresponding to the appearance of visible contrast in a PCA
score image, a 2-component FLIM image (τ1=1 ns, τ2=1.5 ns) was simulated at several low and
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increasing intensities. At very low intensities, no contrast is visible in the score images and α values
are very low (<0.05); features start appearing with a coinciding jump in α, to a value close to 0.1
(Figure 4.5). This was also found to be the case for other lifetime combinations (not shown), so the
threshold value αmin to determine the success of the PCA routine was set to 0.1 in the simulated
data presented here, hence linking the analysis to the visual inspection of experimental results.
Figure 4.5: Determination of the lower threshold αmin. The image autocorrelation coeﬃcient α2
is calculated for second score images of simulated FLIM data (τ1=1 ns, τ2=1.5 ns) with varying
intensities (photon counts). Visible contrast in lifetime between the organelles is visible with at
least 50 photons per pixel on average, and this corresponds to the value of α2 exceeding 0.1. R2adj
is also shown (dashed blue line) to demonstrate the correlated evolution of both metrics.
4.1.2 The noise problem
Our ﬁrst observation when applying PCA to simulated data was that while the contrast in lifetime
was visible in the score images, an incorrect number of components was detected: for example,
PCA of a 3-component FLIM image (τ1=1.5 ns, τ2= 3 ns, τ3= 6 ns, 1000 photons per pixel on
average) yields only two score images with visible contrast and α > 0.1, while the last score image
contains no visible features (Figure 4.6). Note that if there are 3 lifetime components, then the
expected result is one score image representative of intensity variations, and then 2 more score
images for showing regions of contrasting lifetimes.
Figure 4.6: PCA score images from three-component simulated image (τ1=1.5 ns, τ2= 3 ns, τ3= 6
ns, 1000 photons per pixel on average).
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The reason for this failure could be linked to a signal-to-noise ratio too low for PCA sensitivity.
This is however unlikely, given the very high α values for score images 1 and 2, comparatively to
α3. Another possible reason could be that the directions of variance identiﬁed by PCA do not
correspond to the varying decay proﬁles. This can be due to non-orthogonality of the decay com-
ponents and cannot be avoided; however, these features are the main sources of variance in FLIM
data after pixel-wise intensity variations, and should coincide closely with the orthogonal vectors
calculated by PCA. The following step was then to investigate the reason for this discrepancy,
which likely lay in the structure of the data.
Frequently, variables in a dataset have diﬀerent orders of magnitude and therefore diﬀerent
variances. Since PCA is based on the diagonalisation of the covariance matrix, the eigenvectors
will inevitably be drawn towards the variables of high variance. For decaying TCSPC-FLIM data,
this is very much the case since the initial moments of the decay have higher intensities than the
later moments. The principal components therefore over-represent the weight of the initial time
bins while the later ones are under-represented. It is possible that this eﬀect contributes to the
failure of PCA in our previous example.
To correct this heteroscedastic data structure, a pre-processing step consisting in dividing each
intensity vector by its standard deviation can be performed, hence giving each a variance of 1.
Matrix C (4.2) then becomes a correlation matrix:
Cv =





corrq,1 · · · 1
 (4.7)
However, this method did not resolve our problem, as seen in Figure 4.7.
Figure 4.7: Variance-scaled PCA score images from three-component simulated image (τ1=1.5 ns,
τ2= 3 ns, τ3= 6 ns, 1000 photons per pixel on average).
It appears that the variance homogenisation did not correct for the unwanted principal compo-
nents. We then sought other methods to pre-process the data for PCA, potentially more adapted
to TCSPC-FLIM. One aspect yet unconsidered is the Poisson-distributed character of the noise in
our data. The variance homogenisation as applied above corrects globally for variance diﬀerences
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between time bins, but in fact there are 2 diﬀerent sources for the variance of the data: ﬁrstly,
the underlying data variance due to the diﬀerences in intensity and decay proﬁles between pixels,
and secondly, the detection noise linked to single-photon counting. The idea for PCA would be to
correct for the noise component of the variance, while resolving principal components according to
the underlying data variance. In order to do this, normalisation of the variable vectors by their cal-
culated standard deviations is probably not the best method since there is no distinction between
these two components. Instead, a normalising factor closer to the estimation of the detection noise
would be more appropriate: since single photon detection follows a Poisson law to a very good
approximation, an estimate of the noise associated with an intensity measurement I is
√
I. In this
case, at each time bin j the variable vector Ij could be scaled by a factor of
√
Ij , where Ij is the
average intensity in the image at time bin j, rather than σ(Ij). This scaling yielded the expected
eﬀect, with three score images showing contrast according to lifetime information, as shown in
Figure 4.8.
Figure 4.8: Poisson noise-scaled PCA score images from three-component simulated image (τ1=1.5
ns, τ2= 3 ns, τ3= 6 ns, 1000 photons per pixel on average).
A more formal explanation to this observation was sought; to this eﬀect, the data was simpliﬁed
to an image with 128-by-128 pixels with 2 perfectly correlated time bins I1 and I2 (I1 ∝ I2), as
shown in Figure 4.9.a-b). Diﬀerent types of noise were then applied to these vectors. The 3 types of
PCA routines were used to recover the underlying correlations (the information is contained in the
ﬁrst eigenvector), and the result was compared to the initial, noise-free correlation. The black arrow
in Figure 4.9.b) shows the noise-free correlation. If Gaussian noise of uniform variance (green cloud)
is applied to the two time bins (4.9.c)), the principal component is accurately recovered by standard
PCA (orange arrow). However, application of Poisson noise (Figure 4.9.e), blue cloud) on the same
data prevents accurate recovery by standard PCA, as shown by the non-overlapping arrows. This
could be explained by the creation of correlations between uncorrelated data upon application of
signal-dependent, Poisson-distributed noise: indeed, as shown schematically in Figure 4.9.d), a
clear principal component arises when Poisson noise is added to random data with no underlying
correlation (orange arrow), while this is not the case with the uniform Gaussian alternative. The
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variance scaling method (Figure 4.9.f)) seems to over-correct for the noise (the orange arrow is now
above the black one, compared to panel e)). The scaling method based on the estimated Poisson
standard deviation, allows accurate recovery of the underlying correlation in presence of Poisson
noise, as shown in Figure 4.9.g).
Figure 4.9: Eﬀect of photon-counting variances on PCA. a) Representative decay and intensities
of a time-resolved image at two time bins t1 and t2. b) Intensities in pixels of a noise-free image at
two correlated time bins (correlation shown as the black arrow) are plotted against each other. c)
Gaussian noise of uniform variance (green cloud) is applied to the data shown in b). d) Gaussian
noise of uniform variance (green cloud) or Poisson noise (blue cloud) are added to two images of
constant brightness (no source correlation). e) Poisson noise (blue cloud) is applied to the data
shown in b). f) Normalising each image by its standard deviation does not allow recovery of the
underlying data correlation. g) Normalising each image by the square-root of its average intensity
recovers the underlying correlation, as seen by the overlapping orange and black arrows.
This simple 2-bin test was extended in a more quantitative way to a variety of intensity scenarios
relevant to FLIM imaging, always preserving a perfect correlation in the noise-free data. The %
diﬀerence between the slope coeﬃcients in the noise-free correlation and the recovered one can be
calculated to evaluate the performance of the PCA routines. The results from these simulations are
shown in Figure 4.10. Panel a) shows the % error of the recovered correlation as contour plots, the
yellow signifying large errors (only the lower-right triangle is represented, as the simulations with
2 time bins are symmetrical). It is clear from the results that Poisson noise correction (which we
now call Noise-Corrected PCA, or NC-PCA) produces much smaller errors over the entire domain
investigated, unlike unscaled and variance-scaled PCA, which both produce signiﬁcant deviations
in many cases. Three cases are illustrated in more detail :
 I1 ≈ I2 (red dots on panel a), results shown in panel b)): The two bins have close average
intensities, meaning both have the same noise intensity and the cloud is symmetrical. The
recovery is good, whatever the type of scaling: all arrows are overlapped and the % error is
low for all three types.
 I1 > I2 (yellow dots on panel a), results shown in panel c)): The high intensity bin has a
greater variance so the unscaled PCA yields a principal component biased towards it (purple
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arrow). Variance-based scaling improves the recovery but over-compensates (orange arrow).
 I1  I2 (green dots on panel a), results shown in panel d)): The unscaled PCA performs
better when there is a high mismatch between the two channel intensities rather than a
moderate one, since the total variance of the sample can now be approximated to the variance
of the high-intensity bin, yet it does not reach NC-PCA performance. The over-compensation
of the variance-based scaling is aggravated, as seen by the high errors in this zone.
Figure 4.10: Evaluation of PCA performances on two bins for varying average bin intensities (see
representative decay and bins in Figure 4.9.a)). a) Eﬀect of the three scaling types on the % error
between the coeﬃcient of the principal direction (slope of the arrow) of the noise-free data and the
one recovered through PCA from the noisy data. b) Scenario I1 ≈ I2 (red dots on panels in a)).
c) Scenario I1 > I2 (yellow dots); d) Scenario I1  I2 (green dots).
While these simulations showed that NC-PCA was superior to unscaled and variance-scaled
PCA, a mathematical conﬁrmation that the eigenvectors recovered with Poisson-based noise cor-
rection are indeed equivalent to the underlying data correlation would further strengthen our case.
For this, we considered once again the intensity vectors at two time bins i and j. The measured
(noisy) intensity Imj can be written as:
Imj = I
t
j + j (4.8)
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Where Itj is the true intensity, and j is the noise. The covariance between intensity vectors at
two time bins is then written:
cov(Imi , I
m






i , j) + cov(I
t
j , i) + cov(i, j) (4.9)
Writing the explicit form for term cov(Itj , i) using the zero-mean distribution of the noise
vectors yields:













The strength of the noise vectors i are correlated, statistically, to the intensity vectors Itj .
However, for a large number of observations (pixels) Equation 4.10 approaches zero, since the
values k,i ﬂuctuate with zero mean around the predicted intensities. Symmetrically, this is also
the case for term cov(Iti , j) in Equation 4.9, and this argument holds for diagonal and non-diagonal
terms of the matrices alike. Even though the strength of the noise depends on the intensity, these
two terms vanish since their expected value is zero. Therefore, the covariance of the measured data
cov(Imi , I
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and of the noise cov(i, j):
cov(Imi , I
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j) + cov(i, j) (4.11)
Poisson-only noise dictates that the variances (i.e. the diagonal elements of the covariance
matrix) of the noise are equal to the expected mean of the data 〈Iti 〉. For a large number of
observations (pixels), the mean Imi approaches the expected value 〈Iti 〉. Moreover, we can also
consider the noise vectors at diﬀerent time bins (i.e., non-diagonal elements of the covariance
matrix) to be statistically independent. Thus, we can write the covariance of the measured data
from Equation 4.11 as:
cov(Imi , I
m







With δij denoting Dirac's delta, i.e. only contributing on the diagonal.
On the other hand, the proposed noise correction can be applied to the measured data Im at
each time bin i:




The covariance terms of this pre-processed data then become (from Equation 4.2):






































As is seen in the last step, we use the fact that the mean approximates the expectancy for
a large number of observations (pixels). By scaling the measured covariance by the measured
Poisson scaling factors estimated from the mean over all pixels, we can approximate a scaled true
covariance, with a uniform noise contribution. In matricial syntax, this yields:
Cp = DIC
tDI + Iq (4.16)
Where Iq is the identity matrix of dimension q and DI is a diagonal matrix containing the














. . . 0
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
(4.17)
Lastly, we show that eigenvectors of a matrix Mq are unchanged by addition of identity matrix
Iq:
By deﬁnition, if v is eigenvector to matrix M , λ ∈ R exists such that:
Mv = λv
=⇒ (M + Iq)v = λv + Iqv
=⇒ (M + Iq)v = (λ+ 1)v
(4.18)
The eigenvalue is changed to λ+ 1, but the eigenvector v remains unchanged. Thus, the eigen-
vectors of the rescaled measured covariance approximate the eigenvectors of the rescaled true underlying
covariance.
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4.1.3 Validation of NC-PCA on simulated data
Now that we have tailored PCA to TCSPC-FLIM data and its noise characteristics and found
an appropriate evaluation method, NC-PCA can be tested on simulated data and its performance
compared to that of phasor analysis and mean lifetime determination. A visual workﬂow of NC-
PCA is proposed in Fig. 4.11.
Figure 4.11: Visual representation of the NC-PCA procedure.
4.1.3.1 Comparison between NC-PCA and phasor analysis
Performance of NC-PCA was benchmarked against the existing global analysis method, phasor
projection. Phasor analysis was performed using Eq. 1.49, and the phasor cloud was ﬁtted to
a straight line to generate a contrast range between the pixels, as shown in Section 3.1.4. As
mentioned in the previous chapter, phasor ﬁtting can be performed with or without weights.
Weighted phasor ﬁtting using pixel intensities or density of datapoints in phasor space improves the
quality of phasor analysis, as shown in Fig. 3.5. The question therefore arises, against which phasor
ﬁtting routine NC-PCA should be compared. Weighted ﬁtting could also be implemented in NC-
PCA, which also relies on a least-squares approach for the determination of Principal Components
[209]. Comparing both routines without weighting therefore allows for a ground comparison of
the quality of both projections, with the understanding that the presented results might under-
estimate the resolution capability of either method, if such weighting was to be introduced. Note
that this weighting is diﬀerent from the Poisson noise correction presented in the previous section,
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which consists in pre-processing the data for subsequent projection.
4.1.3.2 Visual examples
As explained in the previous paragraphs, NC-PCA on a FLIM image yields a series of score
images and of eigenvectors. We expect as many eigenvectors with a structured time evolution
and corresponding score images with visible contrast as there are real input component images in
the simulation. Figure 4.12 shows the results for simulated FLIM images with one, two or three
decay components where the fractional contribution of each decay component is determined by
the intensities in the corresponding RGB channel, to generate a realistic distribution of relative
abundances of lifetimes. The ground truth corresponds to the image shown in Fig. 4.2. It is clear
that the expected results are conﬁrmed, with respectively 1, 2, and 3 structured eigenvectors and
score images: the ulterior eigenvectors (shown in grey) and corresponding score images (rightmost
image) show no identiﬁable structure contrast. The cellular features may still be visible in the
images, but the corresponding α values are very low (0.1), which means they do not bear any
information.
Figure 4.12: Examples of NC-PCA results for simulated FLIM images containing one (a), two (b)
or three (c) ﬂuorescence decay components. On the left, the time evolution of the dataset is shown
by the eigenvectors; the images in the central panels correspond to the score image. α and R2adj
values are given for the images showing contrast; the following images show no signiﬁcant contrast
in lifetime and all have α well below 0.1. Note that the three-component simulation contains the
channel image with nuclear ﬂuorescence, which appears clearly in the score images.
4.1.3.3 Parameter sweep
A lifetime and intensity parameter sweep covering a wide range of relevant values was now per-
formed:
 The repetition rate was ﬁxed at 20 MHz (50ns period) with 256 time bins and an IRF of 235
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ps FWHM were used to represent typical measuring conditions.
 The lifetimes were varied from 0.2 ns to 8.25 ns, using 20 values, spaced evenly in log-scale.
This spacing was chosen to represent a reasonable range of short lifetimes.
 The intensities were varied from 10 to 10000 photons per pixel on average, with 40 values,
spaced evenly in log-scale, to represent a reasonable range of low intensities.
 The fractional contributions of each decay component were determined by the pixel intensities
in the RGB channels, as before.
Two-component FLIM images were simulated with all possible combinations of these parameters,
representing 20× 20× 40 = 16000 simulations, as shown in the parameter volumes Figure 4.13.
Figure 4.13: FLIM image parameter sweep: each simulation is represented by a point in the
(τ1, τ2, I) parameter space; the values taken by variables τ1, τ2 and I are shown in bold blue,
yellow and green dots on the axes, respectively. The space is represented in linear (left) and
logarithmic (right) scales, showing the even spacing of lifetime and intensity parameter values in
the log scale.
NC-PCA and phasor analysis were performed on each of them; the α values of the last expected
score image (e.g., α2, second score image for a 2-component simulation) for NC-PCA and of the
phasor projection image for phasor analysis. R2adj was also calculated for each of them, using the
initial noise-free abundance map as the reference data. This enabled analysis of PCA and phasor
results of this large dataset in a systematic, computational manner. Figure 4.14 shows the values
for both metrics in the form of contour plots at 50, 100 and 500 photons per average. Each contour
plot is to be visualised as a slice of the cube of simulations from Fig. 4.13, seen from above.
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Figure 4.14: Comparison of α and R2adj metrics on 2-component simulated data with varying
intensities and lifetime values. a) Contour plots represent the R2adj as a function of the input
lifetime values for NC-PCA (above) and phasor (below) procedures, with 50 (left), 100 (middle)
and 500 (right) photons per pixel on average. b) The α2 coeﬃcient is represented for the same
data.
The ﬁrst obvious conclusion is the conﬁrmation of the proximity between these two metrics, as
shown by their correlated evolution. Secondly, NC-PCA seems to perform better than phasor, with
consistently higher α and R2adj values for the PCA routine. NC-PCA is successful in identifying
two components with very low intensities (from 100 photons per pixel on average) for a large
combination of lifetimes, which appears promising. The results can also be shown by representing
the minimum intensity required for each lifetime combination to reach the threshold value of
αmin = 0.1 (Figure 4.15). Two components were detected with fewer than 100 photons per pixel
on average for a large range of lifetimes using NC-PCA, representing 84.5% of all images. Phasor
analysis of the same data shows comparable proﬁles, though higher intensities were necessary for
success with phasor than with NC-PCA: only 40.5% of all phasor images reached α > αmin below
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100 photons.
Figure 4.15: Contour plots showing the minimum intensity (average number of photons per pixel
as indicated by the scale bar on the right) necessary for the accurate number of decay components
to be detected in two-component simulated data for varying lifetime combinations. a) NC-PCA
on two-component mixtures (see values in main text); b) Phasor analysis on the same data. The
diagonal streaks in both panels correspond to the images where τ1 = τ2. .
These results are encouraging, since with such low photon counts, multi-exponential decay
ﬁtting cannot be soundly attempted, as shown in the ﬁrst chapter, and NC-PCA seems to oﬀer
better sensitivity than the state-of-the art global analysis method, i.e. phasor analysis.
The same method was used to probe the performance in the case of three decay species (Fig.
4.16). Parameters τ1 and τ2 were varied in the same manner, while τ3 was ﬁxed to 2.5 ns. The
intensity range was increased to a maximum of 10 000 photons per pixel on average. NC-PCA
yielded the accurate number of components under 1000 photons for 60% of all images, which
include most combinations of lifetimes between 1 ns and 8.25 ns. Three components were detected
under 5000 photons for 78.25% of all images.
Figure 4.16: Contour plot showing the minimum intensity (average number of photons per pixel
as indicated by the scale bar on the right) necessary for the accurate number of decay components
to be detected in three-component simulated data for varying lifetime combinations. The diagonal
streaks correspond to the images where τ1 = τ2, while the horizontal and vertical streaks correspond
to the cases where τ2 = τ3 and τ1 = τ3, respectively.
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4.1.3.4 Simulating a FRET situation
One of the most attractive uses of FLIM is the detection and quantiﬁcation of FRET, which occurs
when ﬂuorescent molecules are in close proximity. It is therefore interesting to test our analysis
method on such data. Typically, FRET results in an additional decay component in the donor
intensity decay, corresponding to the non-radiative energy transfer of excitation energy from the
donor to the neighbouring acceptor.
A FRET between GFP and an acceptor was simulated: the non-fretting regions hence have a





Where ket is the rate of energy transfer deﬁned in Eq. 1.56 (Chapter 1). FRET eﬃciencies
as deﬁned in Eq. 1.58 rarely exceed 50% in the majority of cases in physiological conditions, and
is usually much lower than this [105, 215, 30]. This is especially the case for FRET of GFP-
like ﬂuorescent proteins, where the β-barrels impose a lower limit on inter-ﬂuorophore distance
[30]. FRET eﬃciencies between organic ﬂuorophores can take much higher values. This is the
cause of the main diﬃculty in detecting FRET: low FRET eﬃciencies and a small fraction of
interacting ﬂuorophores in a pool of non-interacting ones produces a small change in lifetime only,
with low photon contributions. We started by setting E to 25%. Using τr = 2.2 ns for GFP,
this yields ket = 0.1515.10−9 s for the rate of energy transfer, and a lifetime for the fretting
regions of τet = 1.65 ns. τr and τet were used as input lifetimes of two-component simulations,
both components being given equal brightness (i.e, the same number of photons). The pixels then
display a superposition of these two states, mimicking a mixture of interacting and non-interacting
GFP molecules. The images were simulated with 200, 500, 1000 and 5000 photons per pixel on
average, and then analysed with NC-PCA, phasor analysis or mfd, a technique based on mean
photon arrival time analysis.
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Figure 4.17: Comparison of NC-PCA with minimal fraction of donor and phasor methods on a
simulated FLIM FRET dataset with τr= 2.2 ns and τet= 1.65 ns, using a 1:1 stoichiometry model.
a) Input relative abundance of interacting species. b) Recovered images after NC-PCA (top row),
phasor (middle row) and minimum fraction of donor (bottom row), for 200, 500, 1000 and 5000
photons. c) Metrics calculated for the images: α (left) and R2adj (right).
α and R2adj metrics are both unequivocal at showing that NC-PCA performs better than both
methods: the interacting regions are diﬀerentiated from the non-interacting ones for as little as
200 photons per pixel on average with NC-PCA, which is not the case for the other methods.
4.1.3.5 Testing for the robustness of NC-PCA to experimental conditions
Non-ﬂuorescent background Dark counts or room light can often create a constant back-
ground oﬀset in the decays. Our expectation is that NC-PCA should be unperturbed by it, since
background aﬀects all pixels in the same way it should not be a source of variance in the image.
This was tested in a two-component simulation (τ1 = 1 ns, τ2 = 5 ns, 1000 photons per pixel on
average) by adding 0, 1 or 5 counts per bin before application of Poisson noise. NC-PCA correctly
identiﬁed 2 components on all three datasets, with only a slight decrease in α2 values, and small
modiﬁcation in the eigenvector proﬁles. The background eﬀect is visible in the score values, where
the background areas of the image (where there is no ﬂuorescence from the cells) take non-zero
values, as seen from the shift to blue or red colours in the corresponding images of Figure 4.18.
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The contrast between the ﬂuorescent parts of the cells however, remains unchanged.
Figure 4.18: Eﬀect of non-ﬂuorescent background oﬀset on NC-PCA results. Left: ﬁrst (full lines)
and second (dashed lines) eigenvectors for 0 (blue), 1 (orange) and 5 (green) counts per bin. Centre
and right: Second score images for each of these respective cases, with corresponding α values.
In phasor analysis, background subtraction is vital prior to calculation of phasor coordinates,
since the presence of a non-zero oﬀset amounts to an additional decay component with inﬁnite
lifetime. The results is a dramatic modiﬁcation of the position of the phasor cloud, as illustrated
in Figure 4.19.
Figure 4.19: Phasor clouds for 0 (left), 1 (centre) and 5 (right) counts per bin, on the same data
as in Figure 4.18.
Background subtraction, even correctly performed, yields noisier data clouds in phasor analysis,
so poorer recovery of decay information. It seems that NC-PCA is a more robust alternative in
this case.
Eﬀect of the instrument response function The measured ﬂuorescence decay is always the
convolution of the perfect ﬂuorescence exponential decay and of the instrument response function,
itself a combination of laser pulse width and detector transit time spread. This creates a distortion
of the decay which can be substantial. IRFs can be measured or estimated for better extraction
of decay parameters through ﬁtting using iterative deconvolution (the decays are ﬁt knowing they
are convolutions) [31]. In phasor analysis, the eﬀect of the IRF can be accounted for [216], so that
a single-exponential decay indeed lands on the semi-circle. We tested the eﬀect of IRFs of various
widths (FWHMs) on simulated FLIM data, using the same parameters as for the background eﬀect
simulation. This time, IRFs of 0.235, 1.18 and 2.35 ns were convolved with the exponential decays
prior to NC-PCA. Results show that the eigenvectors are visibly aﬀected (Figure 4.20), reﬂecting
the widened shape of the decay when the IRF is large. However, the two components were still
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accurately determined, with no or very little modiﬁcation in the score image contrast, as seen from
the high α values and similarity in the images.
Figure 4.20: Eﬀect of the IRF width on NC-PCA results for simulated 2-component data (see
parameters in previous paragraph). Left: ﬁrst and second eigenvectors for IRF with 0.235 (blue),
1.18 (orange) and 2.35 (green) ns FWHMs. Inset: The normalised pulses are shown, centered at
5 ns. Centre and right: second score images for each of these respective cases, with corresponding
alpha values.
Conclusion from NC-PCA validation on simulated data NC-PCA has proved to be at
least as performing as other global analysis methods such as phasor and mfd, while oﬀering greater
sensitivity and robustness to experimental conditions such as non-ﬂuorescent background, large
IRF or incomplete decays. NC-PCA can now be tested as a proof of concept on experimental data.
4.1.4 Application of NC-PCA to experimental data
4.1.4.1 Detection of ﬁne lifetime variations at an interface
Large ﬂuorescent beads made of polymer encapsulating a ﬂuorophore were imaged in glycerol using
confocal TCSPC-FLIM with 467 nm excitation (Fig. 4.21. A). No particular lifetime contrast was
expected on this sample; however when using NC-PCA it was clear that two diﬀerent regions were
identiﬁed on the beads (Fig. 4.21.D-F). Upon ﬁtting the data using non-linear least squares and a
single-exponential model, the lifetime on the edges of the bead was slightly (<5%) shorter, going
from 2.9 to around 2.8 ns (Fig. 4.21.B).
We postulate that this may be due to a refractive index mismatch between the inside and the
outside of the bead, yielding shorter lifetimes at the interface, as established by Strickler and Berg
[22]. This is is conﬁrmed by the fact that the eﬀect was reversed when the beads were imaged
in water: the lifetime was slightly longer in the inside. This also indicated that lifetime variation
was not due to a correlation between lifetime and intensities, which were lower at the edges of the
bead. Results suggest that this eﬀect was detected by PCA, as evidenced by two score images
with α values above 0.1 (1 and 0.13, respectively) and visible contrast. The ﬁrst score image is
correlated to the integrated intensity (see panels A, D and G - the correlation between the two
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images is above 99%), while the second image displays higher positive scores at the interface and
negative scores inside the bead (see panels B and E), with small but signiﬁcant correlation with
lifetime values obtained from ﬁtting (ρ=0.25). The structure in the second eigenvector is visible
but less obvious than in the data simulations (Panel F). This may be due to the proximity of the
decay proﬁles in the two regions identiﬁed.
Figure 4.21: NC-PCA results on a ﬂuorescent bead in glycerol. Initial image was 512-by-512 pixels;
a bin factor of 2 (real binning - reducing the number of pixels) was applied to the data so that
lifetimes could be more accurately ﬁtted. A: Integrated intensity image. B: Single-exponential
lifetime ﬁt C: Representative decays in the centre and periphery of the bead. D: First Score image,
E: Second Score image, F: NC-PCA eigenvectors, G: Pixel values along the proﬁle shown by the
red dashed line on panel A for intensity and score values. H: Pixel values along the same proﬁle
for lifetime and second score values (note that the negative score values were taken so that the
evolution of score values was in the same direction as τ values).
Phasor analysis of the same data showed a very uniform lifetime distribution and overlapped
the universal circle, conﬁrming mono-exponentiality (Fig. 4.22).
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Figure 4.22: Phasor analysis of the FLIM image of a ﬂuorescent microbead in glycerol. Note that
an oﬀset phase of -0.5 time bins was applied to correct for the eﬀect of the instrument response
and obtain a cloud of points on the universal circle. The inset shows a zoom on the cloud of points.
This experimental application shows the eﬃciency of NC-PCA in resolving small lifetime
changes in the image. It also shows the complimentary information provided by phasor and NC-
PCA, where phasor projection gives reliable information on the number of exponential components,
while NC-PCA sensitively identiﬁes contrast in the image according to lifetimes regardless of ex-
ponentiality of the data.
4.1.4.2 Detection of membrane microenvironments and eﬀect of cholesterol depletion
using NC-PCA on HeLa cells stained with di-4-ANEPPDHQ
Di-4-ANEPPDHQ was used in initial experiments since it was more photostable and allowed higher
intensities, to validate the performance of NC-PCA on experimental data relevant to our inves-
tigation. NC-PCA on HeLa cells stained with Di-4-ANEPPDHQ yielded 2 structured principal
components (Fig. 4.23). The ﬁrst score image (Fig. 4.23. c) is closely related to the integrated
intensity image (Fig. 4.23. a), with a Pearson correlation coeﬃcient above 0.99 between the two
images. The second score image (Fig. 4.23. d) shows clear contrast between the plasma membrane
(negative scores, in blue) and internal membranes (positive scores, in red), highlighting the spatial
distribution of two distinct microenvironments, in agreement with previous experimental results
[138].
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Figure 4.23: HeLa cells stained with di-4-ANEPPDHQ and analyzed with NC-PCA (representative
results from n = 13 cells). a) Integrated intensity image. The average pixel contains 82 photons. b)
Four ﬁrst eigenvectors obtained with NC-PCA. c) First and d) second score images corresponding
to the two ﬁrst principal components. Scale bar = 10 μm.
NC-PCA was compared to phasor projection for the same experimental data, as visible in Fig.
4.24. The phasor cloud lies within the universal circle, indicating multi-exponential decays. The
phasor image and the second score image from the NC-PCA results were rescaled so as to appear
on a color scale ranging from 0 to 1, to allow direct comparison. Both show similar performances,
with α values above 0.8 and contrast essentially between the plasma and internal membranes. It
is worth noting that NC-PCA projection is robust to the threshold value, due to conservation of
intensity information during the analysis. This is not the case for phasor projection, which operates
on normalised data, hence assigning equal importance to pixels with diﬀerent intensities. NC-PCA
therefore does not require this thresholding as a pre-processing step which simpliﬁes the analysis.
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Figure 4.24: Comparison of NC-PCA and phasor projections on FLIM images of HeLa cells stained
with di-4-ANEPPDHQ. (a) Phasor plot of the data; under a 2-component assumption the cloud
was ﬁtted to a straight line and intersection points with the universal circle found. b) The phasor
image (above) and second score image from NC-PCA (below) are represented in the same colour
scale. The zoomed section corresponds to a 100 Ö 100 pixel square. c) The pixel values along the
dashed lines in b) are plotted as proﬁles.
The modiﬁcation of plasma membrane order during cholesterol depletion was investigated sim-
ilarly to what was done in the previous chapter. Data from membrane regions (highlighted in Fig.
4.25. a) in control and cholesterol-depleted cells was projected in the basis created by the control
cell shown in Fig. 4.23. b. Whilst there is no signiﬁcant change in the ﬁrst score values (which
indicates similar intensities), the scores on the second eigenvector are shifted towards the positive
values (4.25. b), closer to those of the intracellular membranes. This suggests that the lifetime of
di-4-ANEPPDHQ decreases upon cholesterol depletion, which is the opposite of what was observed
with laurdan. These results are however consistent with previous work from Owen et al. [185] on
lifetime of di-4-ANEPPDHQ upon cholesterol depletion, and highlight once more that laurdan and
di-4-ANEPPDHQ exhibit distinct environmental sensitivity.
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Figure 4.25: The eﬀect of cholesterol depletion on cell plasma membranes. a) Cholesterol-depleted
and control cells with selected membrane ROI highlighted. The average intensity of the images
in the dataset was 74 photons per pixel. b) Histograms of NC-PCA scores on ﬁrst (above) and
second (below) eigenvectors of membrane regions in control (blue, n = 13) and cholesterol-depleted
(green, n = 10) cells. Scale bars = 10 μm.
4.1.5 NC-PCA for de-noising
PCA is often used as a de-noising step in signal processing and has been applied to various ﬁelds
of scientiﬁc imaging [217, 213, 218]. To de-noise data using PCA, the ﬁrst signiﬁcant principal
components are selected while the ones containing no structure are discarded in the projection. For
each individual data point, a linear sum of the selected eigenvectors weighed by the corresponding
score of the data point yields the de-noised result (See Eq. 4.4). An example of the eﬀect of NC-
PCA based ﬁltering is shown on a representative pixel of the HeLa cell in Fig. 4.26, a procedure
which could also be used for pre-processing in phasor analysis or decay ﬁtting approaches or other
component recovery strategies.
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Figure 4.26: The decay in the pixel shown in purple on the inset image (integrated intensity) is
plotted before (blue) and after (orange) NC-PCA based ﬁltering.
4.2 NC-PCA and time-resolved anisotropy data
While it is useful to develop novel image analysis methods for FLIM data, it is even more proﬁtable
to implement such routines for time-resolved ﬂuorescence anisotropy imaging data. Indeed, with
TR-FAIM it is rare that contrast according to anisotropy decay parameters can be displayed
on a pixel-wise basis in samples such as cells or tissues. This is due to the limitations on the
signal-to-noise ratio, as explained in section 1.6.5.1. Typically, anisotropy decays are computed by
binning polarisation-resolved intensity decays in pixels from speciﬁc regions of interest (ROI). This
precludes the observation of ﬁne contrast, as well as many image analysis procedures such as the
correlation between anisotropy and lifetime or spectral parameters, etc. The analysis procedures
described in the ﬁrst section are unsatisfactory because of their dependence on high intensities in
parallel and perpendicular channels, or not being applicable in case of multi-exponential intensity
decays and presence of an r∞.
The idea here is to apply NC-PCA to TR-FAIM images, much in the same was as was done for
FLIM. The ﬁrst part describes adapting the NC-PCA procedure to TR-FAIM, while the second
section shows the results on simulated data. In the last part, NC-PCA is used on experimental data,
and NC-PCA is used to correlate anisotropy and intensity decay information in images acquired
on the polarisation-resolved TCSPC FLIM system.
4.2.1 Adaptation of NC-PCA to TR-FAIM
The principle of PCA on TCSPC data shown in the previous section applies here, with the following
relationship between anisotropy in pixel i, rk,i, score value on principal component p, srp,k, and p
th
principal component value, vp,i (adapted from Eq. 4.4):





The main modiﬁcation concerns the nature of the noise correction. While FLIM displays well-
characterised Poisson noise, the noise distribution of TR-FAIM data is not analytically deﬁned.
Several options are therefore possible to operate a noise correction before applying PCA: applying
no noise correction whatsoever (unscaled PCA), using the classic normalisation with the standard
deviation of the anisotropy at each time bin (variance-scaled PCA), and lastly, using the uncertainty
associated with any anisotropy reading, as calculated in equation 1.52 (uncertainty-scaled PCA).
These three types of noise correction were tested on simulated data. Noisy anisotropy images were
simulated according to the procedure described in section 1.6.5.2 and as illustrated in Fig. 4.27.
Figure 4.27: Simulation of simple anisotropy image data for validation of PCA method and noise
correction. The image consisted in 2 rectangles of 50-by-25 pixels each (as shown on the left).
Each rectangle was attributed distinct intensity and/or decay parameters as required. An exam-
ple of simulated polarised intensity decays and corresponding anisotropy decays is shown on the
central panels, with the corresponding input parameters shown in the boxes on the right. Here,
all parameters are kept identical, except for θ = 3 ns on the upper rectangle, and θ = 1 ns on the
lower one.
PCA with all three scalings was performed. Uncertainty and variance-based noise correction
produced similar results: a single score image bearing contrast (Fig. 4.28.A), and similar eigenvec-
tor proﬁles (Fig. 4.28.B-C). Uncertainty and variance scaling also show diﬀerential noise patterns
in the second principal component, highlighting the eﬀect of these two scaling strategies. Unscaled
PCA showed no contrast in the ﬁrst principal component, suggesting that the data was dominated
by noise without noise correction (Fig. 4.28.D - score image not shown). If the noisy tail end of the
data was removed, then unscaled PCA showed similar results to the two other types of scalings,
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Figure 4.28: PCA results with 3 diﬀerent scalings applied to the simulated anisotropy image data
shown in Fig. 4.27. A: Score 1 image from the anisotropy-scaled PCA. This image was identical
for all variance and uncertainty-based scalings. B: eigenvectors for uncertainty-scaled PCA. C:
eigenvectors for variance-scaled PCA. D: eigenvectors for unscaled PCA.
suggesting that the highly noisy end of the anisotropy decays was the main contributor to the
failure of unscaled PCA.
Since it is not obvious from this example whether uncertainty or variance-based scaling is more
appropriate, some limiting conditions were sought to identify the eﬀect of these corrections on the
success of the procedure. In particular, it was veriﬁed, whether the intensity decay parameters I0
and τ were reﬂected in the PCA results. Indeed, ﬂuorescence intensities at any time bin will aﬀect
the noise level in the anisotropy decay, and this in itself can constitute a source of contrast in the
data which is undesirable. To test for this eﬀect, simulated data with identical anisotropy decay
parameters, but diﬀerent intensity parameters Itot and τ was created, and PCA results analysed
for each type of scaling. Parameters were chosen to reﬂect values of typical experimental data
obtained in the lab. Input parameters and results are summarised in Fig. 4.29.
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Figure 4.29: Testing the eﬀect of intensity parameters on NC-PCA of anisotropy data. (a) table
showing the input parameters and NC-PCA results for simulations A and B. Note that for sim-
ulation A, the initial intensity was diﬀerent for zones 1 and 2, in order to obtain identical total
intensities. Simulations with identical initial intensities (and therefore diﬀerent total intensities,
due to diﬀerent lifetimes) yielded similar results. In simulation B, I0=165 counts in zone 1 and 100
counts in zone 2 (on average). Each simulation was carried out 10 times with identical noise-free
input and random Poisson noise on the polarisation-resolved intensity decays - average α values are
given with their standard deviation. (b) First score images for each type of scaling in simulations
A (above) and B (below).
Results from simulation A show that uncertainty-based scaling yields signiﬁcantly lower α
values than variance-based and unscaled PCA, with the two other types producing signiﬁcant
contrast in the ﬁrst principal component (α>0.1). This suggests that this type of noise correction
more accurately discards noise originating from the structure of the intensity decays. At higher
intensities, αδ(r) increased and took values above 0.1, but was always lower than the two other
types of scalings. It is also interesting to see that unscaled PCA is sensitive to changes in lifetimes,
while it did not detect changes in rotational correlation times, highlighting the strong eﬀect of
ﬂuorescence intensity on the noise levels in anisotropy decays. Results from simulation B show
that all types of scalings accurately discard the eﬀect of intensity variations in the data for a ﬁxed
lifetime, as seen from the low α values and absence of contrast in the score images. Uncertainty-
based scaling showed even lower α values again than the two other types of scaling.
From these observations, it was determined that uncertainty-based and variance-based scalings
enable extraction of anisotropy decay information, but that the uncertainty-based scaling was more
eﬃcient in discarding the noise originating from intensity diﬀerences in the data. Therefore, this
type of scaling was selected for further investigation of the eﬃciency of NC-PCA on anisotropy data
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Figure 4.30: Eﬀect of intensity and anisotropy parameters on NC-PCA success. (a) Table sum-
marising the changes in parameter values for simulations A, B and C. For all three simulations,
θ1 and θ2 were varied between 0.75 and 5 ns (10 values), and total intensities were varied between
103 and 3.105 photons per decay on average (14 values). (b) Minimum peak intensities necessary
to resolve two anisotropy decay components in an image as a function of θ1 and θ2 values, for each
of the cases described in (a). Note that the colour scale is in peak intensity, not total intensity, for
easier readability. The red square in panel C represents the parameter space relevant to the data
of laurdan in HeLa cell membranes from the previous chapter.
with varying decay parameters and noise levels. These results also show that the noise in anisotropy
data is in general more dependent on variations in lifetime, than variations in ﬂuorescence intensity.
4.2.2 Assessing NC-PCA performance as a function of decay parameters
θ, r0, r∞, I0 and τ
Parameter sweeps were performed to establish the minimum intensities necessary to detect contrast
in the ﬁrst score image (corresponding to the criterium α1 > 0.1, as established in the previous
section) in diﬀerent situations. Since anisotropy decay proﬁles depend on many more parameters
than intensity decay proﬁles, there are potentially an inﬁnity of cases to simulate. The investigation
was therefore limited to cases relevant to experimental data obtained on HeLa cells from the
previous chapter, where a correlation between τ , θ and r∞ was observed. The input images used
were the reduced HeLa Cells image, to reproduce experimental data more faithfully.
First, parameters τ and r∞ were ﬁxed to τ = 4 ns and r∞ = 0.1 while θ1 and θ2 were varied
(Fig. 4.30.A). Then, the same simulations were carried out with a situation where r1∞ = 0.1 and
r2∞ = 0.05 Fig. 4.30.B). Lastly, two decay times τ1 = 5 ns and τ2 = 4 ns were used.
Results from these simulations show that minimal intensities required to resolve two anisotropy
CHAPTER 4. NC-PCA FOR TIME-RESOLVED IMAGING DATA 217
decay components are approximately an order of magnitude higher than for NC-PCA of FLIM,
reﬂecting the fact that anisotropy data is noisier. When r∞ is varied, the two decay components
are resolved for lower intensities overall (comparison of panels A and B); however, the proﬁles of
NC-PCA performance with respect to θ1 and θ2 become asymmetric. Indeed, in B, the parameters
are better resolved than in case A when θ1 (coupled with r∞ = 0.1) is longer than θ2 (coupled
with r∞ = 0.05), and less well resolved than in case A when θ1 is shorter than θ2. This asymmetry
is further increased when the lifetime associated with θ2 is shorter than the one associated with
θ1. This illustrates the fact that in the presence of noise, it is diﬃcult to discriminate between a
combination of long θ - low r∞ and short θ - high r∞, and that this diﬃculty may not be just
limited to ﬁtting. However, in the case of our experimental data, short θ values are correlated
with lower r∞ values and also shorter lifetimes, which means that the parameter area of interest
would be located in the lower-right of panel C (highlighted by the rectangle in red), and that two
anisotropy components could potentially be resolved with initial intensities lower than 500 photons
on average. This is better than what was obtained through decay ﬁtting, where a minimum of
1000 photons is in general necessary to conﬁdently ﬁt an anisotropy decay. For a case where θ1 = 3
ns and θ2 = 2 ns, we obtain a minimal intensity of 330 photons on average in the maximum bin.
4.2.3 Application of NC-PCA on experimental time-resolved anisotropy
and intensity data
4.2.3.1 Case of free rotation: resolving lifetime and rotational correlation time changes
in water-glycerol mixtures.
A simple test of the performance of NC-PCA on anisotropy data can be carried out using ﬂuo-
rescein in water-glycerol mixtures. The rotation of the dye in high glycerol content mixtures is
slower, while the ﬂuorescence intensity remains similar. The objective is to determine whether in-
formation recovered by NC-PCA was a good predictor of rotational correlation times in the image.
Interestingly, higher glycerol contents also yield higher refractive indices, which produce slightly
shorter lifetimes, linked to the Strickler-Berg relationship (Eq. 1.7). This is therefore also a good
system to test the simultaneous resolution of contrast in lifetime and anisotropy parameters using
NC-PCA.
In practice, 80:20 and 60:40 glycerol:water mixtures were prepared, and ﬂuorescein was dissolved
in each of them to a micromolar amount. They were then placed in adjacent wells of an 8-well
plate and imaged with a low-magniﬁcation objective on the setup described previously, so that
the two wells would appear in the ﬁeld of view. A 128-by-128 pixel image size was chosen to
optimise intensity in each pixel. Intensity and steady-state anisotropy images are shown in Figs.
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4.31. A and D. The intensity decays in each pixel were ﬁtted to a mono-exponential model to yield
the ﬂuorescence lifetime τ , shown in Fig. 4.31. B, with representative decays shown in panel C.
The rotational correlation time was also computed from the Perrin equation (Eq. 1.30) using the
lifetimes τ , steady state anisotropy values, and r0 = 0.38 taken for the fundamental anisotropy
of ﬂuorescein. Note that this value was lower on our setup due to depolarisation through the
objective, so the values of θ may be slightly under-estimated; however, the range of value remains
unchanged. Representative anisotropy decays are shown in panel F, corresponding to the same
pixels as panel C. Note that while there is a clear diﬀerence between the two pixels in terms of
anisotropy decay, these decays are too noisy to be ﬁtted.
Figure 4.31: Fluorescein in 60:40 and 80:20 glycerol:water mixtures. A. Total intensity image. B.
Lifetime image. C. Representative intensity decays from one pixel in each well. D. Steady-state
anisotropy image. E. Rotational correlation time image. F. Representative anisotropy decays from
one pixel in each well.
NC-PCA was performed on the time-resolved intensity and anisotropy images calculated from
the Perrin equation. Results on the anisotropy data show one principal component, and the
corresponding score values were highly correlated to rotational correlation time (ρ = 0.95), and to
the ﬂuorescence lifetime to a lesser extent (ρ = −0.5), as shown in Fig. 4.32.
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Figure 4.32: NC-PCA on anisotropy data of ﬂuorescein in water-glycerol mixtures. A. Principal
components. B. First score image. C. Scatter plot of anisotropy score against theta pixel values.
D. Scatter plot of anisotropy score against lifetime pixel values.
Results on the intensity data show two principal components, as expected, with the ﬁrst prin-
cipal component representative of pixel intensity (ρ = 1), while the second principal component
was correlated to the ﬂuorescence lifetime (ρ = −0.75). There was also a correlation with θ and
the second principal component (ρ = 0.54) though this correlation was lower.
Figure 4.33: NC-PCA results on the intensity decays of ﬂuorescein in glycerol. A. Principal
components. B. First score image. C. Second score image (Vive la France!). D. Scatter plot of
score 1 against intensity pixel values. E. Scatter plot of score 2 against lifetime pixel values.
The main result here is that the NC-PCA procedure on anisotropy was successful in resolving
contrast according to rotational correlation times. The ﬁrst NC-PCA anisotropy component was
the best predictor of the rotational correlation time, and conversely, the ﬁrst principal component
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was mainly determined by rotational correlation times (as opposed to lifetimes). The residual
correlation between intensity NC-PCA principal components and θ, and anisotropy principal com-
ponents and τ , is inevitable due to the underlying correlation between τ and θ. Score values for the
two NC-PCA routines can now be used to represent the contrast in the data in terms of anisotropy
and lifetimes as 2-D histograms, shown in Fig. 4.34.
Figure 4.34: 2-D histograms displaying contrast in the data according to anisotropy and lifetime.
A. Contrast resolved using NC-PCA. B. Contrast resolved using the input parameters.
From this, the eﬀect of PCA on projecting a cloud of data into a new space with optimisation of
the contrast is clearly visible. It is also clear that NC-PCA modiﬁes the spread of data compared
to the initial parameter values, as shown by the parallel between panels A and B in Fig. 4.34.
This application shows that NC-PCA is feasible on experimental anisotropy data, and can
be combined with NC-PCA of FLIM to resolve contrast determined by lifetime and anisotropy
simultaneously. On this relatively simple system, it was possible to compute rotational correlation
times from the Perrin equation since pixel-wise ﬁtting of lifetimes was feasible due to the mono-
exponential character of ﬂuorescein decay, and the absence of a r∞. In essence NC-PCA provides
similar information to the parametric analysis, albeit less noisy. In most relevant cases however,
intensity decays are more complex, and in our speciﬁc case, the additional presence of an r∞
prevents pixel-wise resolution of decay parameters, hence the usefulness of this approach.
4.2.3.2 Application of NC-PCA to TR-FAIM of di-4-ANEPPDHQ in model mem-
branes
NC-PCA was now used to resolve anisotropy contrast in lipid bilayers. Here di-4-ANEPPDHQ was
used instead of laurdan since it was more photostable and yielded brighter images. In the case of
anisotropy in membrane environments, rotation is hindered and ﬂuorophore distribution is locally
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Figure 4.35: NC-PCA on time-resolved anisotropy image of a SM-Chol 7:3 vesicle stained with
di-4-ANEPPDHQ. A. Intensity image. B. Steady-state anisotropy image. The 'blue-white-red'
colourmap is used here to highlight the distribution of anisotropy values. C. First score image. D.
Second score image.
non-random; this yields heterogeneous r0 and r∞ values and can potentially constitute directions
of variance in a time-resolved anisotropy image. To test for this eﬀect, NC-PCA was applied to
single-phase GUVs stained with di-4-ANEPPDHQ, where r0 and r∞ vary with angular position
relative to the excitation polarisation, but the rate of rotational diﬀusion does not change, so what is
expected is a single principal component reﬂecting the angular dependence of anisotropy levels. In
essence, the situation is not dissimilar to that of an intensity image with a single decay component
from the previous section. However, NC-PCA of such data yielded 2 principal components. The
ﬁrst score image (Fig. 4.35.C) was highly correlated with steady-state anisotropy (Fig. 4.35.B)
(ρ=0.89), and also to pixel intensity (Fig. 4.35. A), to a lesser extent (ρ=0.45). The opposite
trend was observed on the second score values (Fig. 4.35.D), with higher correlation with intensity
(ρ=-0.65), than with anisotropy values (ρ=0.35). Correlations between NC-PCA results and input
data is further illustrated by the line proﬁles in Fig. 4.36. C and D. The correlation between
steady-state anisotropy and intensity was in itself low (ρ=0.17). NC-PCA on the intensity image
yielded one principal component which was as usual strongly correlated to total intensity (not
shown). No other principal components indicate that the lifetimes are homogeneous within the
vesicle.
These results mean that NC-PCA of TR-FAIM data accurately resolves local variation in
ﬂuorophore orientation. However, intensity variations within the image are also reﬂected in the
PCA results. This is illustrated by the comparison of pixel values along a section of the GUV
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bilayer (Fig. 4.36.B). The steady-state anisotropy values are stable along the proﬁle, showing that
the orientation of ﬂuorophores along this section (which actually is a projection of the bilayer at
all altitudes within the confocal volume, explaining its thickness) does not vary. The intensity
values however show a Gaussian proﬁle. The score values along this proﬁle vary strongly and are
correlated with the intensity (ρ=0.95 and -0.97 for scores 1 and 2, respectively) more than with
steady-state anisotropy (ρ=0.59 and -0.48, respectively). Increasing the threshold value to select
pixels of higher intensities only did not improve the situation - the bilayer cross-sections became
narrower, but the intensity variation was still reﬂected in a second principal component.
Figure 4.36: Analysis of pixel values for intensity, steady-state anisotropy and NC-PCA anisotropy
results on two line proﬁles shown in A. B. pixel values for steady-state anisotropy, intensity, score
1 and score 2 along line proﬁle 1. C. pixel values for steady-state anisotropy and score 1 along line
proﬁle 2. D. pixel values for intensity and score 1 along line proﬁle 2.
This shows that the PCA results are a combination of anisotropy and intensity information,
probably due to the change in noise levels caused by changes in intensities. This would suggest
that the noise correction applied is not suﬃcient to reject variations in intensity from PCA on
anisotropy data, and that this could potentially hinder the resolution of contrast in rotational
correlation times when intensity ﬂuctuations in the image are large. This result diﬀers from NC-
PCA on FLIM data, where the intensity ﬂuctuations were always easily distinguished from lifetime
ﬂuctuations. This may reﬂect the larger impact of the noise on the contrast between two pixels in
anisotropy data. This last point precludes further application of NC-PCA on TR-FAIM with the
present noise correction strategy. Indeed, in complex images such as live cells or phase-separating
GUVs, diﬀerent regions of interest (plasma membranes vs. internal membranes, or ordered vs.
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disordered domains) have very diﬀerent intensity levels, and therefore noise levels in the anisotropy
decays. This is then expected to correlate with changes in anisotropy parameters, which makes
discrimination between the two eﬀects diﬃcult.
To correct for this eﬀect, one possible solution is the implementation of a pixel-speciﬁc noise
correction. This type of scaling is commonly performed on datasets prior to PCA before, for
example in ref. [210]. The Anscombe transform is another example of such a procedure [219].
Indeed, our type of noise correction is currently based on image-wide averaging of the noise esti-
mates at each time bin and therefore does not incorporate pixel-by-pixel intensity contrast. This is
especially suited for NC-PCA of intensity decay data, and enabled preservation of the linearity of
the relationships between pixels in the image. However, in anisotropy data a pixel-by-pixel noise
correction procedure may be justiﬁed. The appropriate reverse-scaling procedure would then be
required to restore the relationship between pixel values.
Conclusions and outlook
In this section, the development and ﬁrst application of Noise-Corrected Principal Component
Analysis (NC-PCA) to TCSPC-FLIM was presented. We show that this approach, which takes
into account the Poisson-distributed noise inherent to single-photon detection, accurately resolves
the number of emitting components and their distribution in FLIM data without requiring prior
knowledge of their individual decay proﬁles. NC-PCA is a useful novel technique for FLIM pro-
cessing, due to its robustness in unfavourable conditions such as low intensity, presence of non-
ﬂuorescent background and poor component separation. Simulations show that NC-PCA requires
fewer photons to identify the components compared to phasor analysis (Fig. 4.15). Poorly sepa-
rated emitting species are resolved with as few as 200 photons on average per pixel as shown by
the simulated FRET example, and performances were superior to the mfd technique (Fig. 4.17).
Considering the limited photon budget available from ﬂuorophores [220], performance at low signal
to noise levels is an important aspect of our method, which is also relevant for STED-FLIM, where
point spread function engineering reduces the available ﬂuorescence signal. Applying our method to
experimental data, distinct microenvironments were separated in di-4-ANEPPDHQ stained HeLa
cells, showing contrast in lipid microenvironment the plasma and internal membranes. Modiﬁca-
tion of plasma membrane polarity due to cholesterol depletion was shown by a shift of the second
score values.
The eigenvectors of PCA are mutually orthogonal and thus do not oﬀer direct representation of
the underlying ﬂuorescence decay components, which are not orthogonal and decay exponentially.
However, although component determination is a fundamentally underdetermined problem, sta-
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tistical means and model-based optimization can be used to recover individual decay components
(such as Independent Component Analysis, Non-negative Matrix Factorisation or End Member
Analysis), the discussion of which is outside the scope of this work. NC-PCA is not based on
nonlinear ﬁtting, and it only requires a few seconds to perform. The present study shows the
feasibility of our NC-PCA approach for experimental TCSPC FLIM data, and highlights key ad-
vantages such as compatibility with low photon counts, independence of thresholds and uniform
background, and no prior knowledge of ﬂuorescence decay kinetics is required. However, NC-PCA
is by no means limited to FLIM analysis and may prove very useful for the analysis of data from
various imaging- or non-imaging-modalities such as multispectral ﬂuorescence imaging, positron
emission tomography (PET), Raman or CARS imaging. The noise-correction approach can also
be generalized to encompass other types of noise, further expanding the range of applicability of
NC-PCA.
To this eﬀect, NC-PCA was extended to time-resolved anisotropy data, with a noise correction
based on the error propagation of the Poissonian uncertainties into anisotropy values. Results on
simulated data show that this approach resolved contrast in anisotropy parameters with approx-
imately 3 times fewer photons than necessary for anisotropy decay ﬁtting. Applied to mixtures
of ﬂuorescein in solutions of diﬀerent viscosity, combined NC-PCA of anisotropy and intensity
data eﬃciently discriminated regions of distinct rotational correlation time and lifetimes. On more
complex anisotropy image data, a signiﬁcant contribution of intensity variations was detected in
NC-PCA results, signifying that the variation in noise levels had a signiﬁcant impact on anisotropy
proﬁles. One possible solution to this issue is the establishment of another type of noise correction,
taking the pixel-by-pixel variations in intensity into account, which will be the object of future
work.
Chapter 5
Conclusions and future directions
Photophysical characterisation of laurdan and di-4-ANEPPDHQ
By characterising the photophysical behaviour of laurdan and di-4-ANEPPDHQ in solution, some
clariﬁcations were brought onto the environmental sensitivity of these ﬂuorophores, which allowed
to reduce the set of assumptions related to the true meaning of their ﬂuorescence lifetime and
emission spectrum. This will contribute to the conversation about the use of these dyes to sense
micro-environments. On this topic, the main ﬁndings of this work include:
 Laurdan spectral emission and ﬂuorescence lifetime report on related, but diﬀerent, aspects of
solvent polarity. Laurdan lifetime was correlated with solvent polarity as deﬁned by dielectric
constant and dipole moment, while its emission wavelength was strongly correlated with the
overall solvation ability of the medium, which is inﬂuenced by H-bonding. The relationship
between these two observables is reversed in bilayers compared to that of solvents, pointing
towards a less obvious correlation between them than previously assumed (Chapter 2).
 The lifetime of di-4-ANEPPDHQ in the S phase suggests an incomplete insertion of the dye in
the bilayer. These results oﬀer many subjects for further investigation. This is the object of
ongoing work: to address this question, the parallel study of di-4-ANEPPDHQ ﬂuorescence
signatures with molecular dynamics simulations will bring useful insight of the localisation
and dynamics of this molecule in lipid bilayers of diﬀerent compositions.
 It also appears that di-4-ANEPPDHQ and laurdan sense diﬀerent properties of the lipid
bilayer, as recently suggested by Amaro et al. [121]. Indeed, di-4-ANEPPDHQ was shown
to exhibit signiﬁcant sensitivity to solvent viscosity (Chapter 2), a property that laurdan
does not have (laurdan is highly ﬂuorescent in non-viscous solvents). While this property is
likely less relevant in hindered environments such as the lipid bilayer, it suggests that these
dyes have clearly distinct photophysical behaviours and environmental sensitivities. This
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is further strengthened by the fact that upon cholesterol depletion, the lifetime of laurdan
increases, while the lifetime of di-4-ANEPPDHQ decreases, as shown in our experiments here
and previously demonstrated by Dr Dylan Owen in his doctoral thesis and published in ref.
[185]. Further characterisation of di-4-ANEPPDHQ using spectroscopy and MD simulations
will likely inform this question.
Simultaneous probing of membrane microenvironment and order param-
eters in bilayers and cell membranes
This project has established the theoretical, experimental and analytical framework to perform
truly independent but simultaneous quantiﬁcation of membrane polarity, hydration and order
parameters in lipid bilayers and cell membranes using ﬂuorescence microscopy of environmentally-
sensitive dye laurdan. The eﬃcient measurement of time-resolved anisotropy in addition to lifetime
and emission spectrum on the same ﬁeld of view constitutes progress in the ﬁeld of ﬂuorescence
imaging in general, as it oﬀers 3 dimensions with which to probe a biological system. Here, 3
parameters were independently measured in a single measuring step, with an additional parameter
acquired using 2-colour confocal imaging. This yields data with high information density.
In Chapter 2, this method was applied to the extensive characterisation of the correlations
between these parameters in artiﬁcial lipid bilayers. Interesting ﬁndings include the fact that
order parameters and membrane polarity are linearly related as temperature was varied within a
lipid phase, and that modiﬁcations of the chemical nature of the bilayer preserved this linearity.
It was also shown that addition of cholesterol or presence of saturated chains yielded diﬀerent
modiﬁcations of the relationship between these parameters. Furthermore, this data supports the
theoretical ﬁndings of Kinosita et al. [26] regarding the establishment of order parameters θ and ∆.
This method was used to inform on the modality of domain mixing in phase-separated lipid vesicles,
a subject which can be further investigated by measuring a wider variety of phase-separating binary
or ternary lipid compositions. Extensions of this study also include the investigation of the eﬀect
of the polar headgroup on membrane polarity and order parameters, as well as the presence of
membrane proteins.
This method was then extended to cellular membranes, which showed that the relationship
between membrane polarity and membrane order is similar in plasma and intracellular membrane
contents, and is consistent with a bilayer in the Lo phase, while maintaining lower packing than
artiﬁcial membranes. Disruption of the actin cytoskeleton led to a decrease in membrane order,
while the membrane hydration and polarity were not aﬀected, suggesting a role of the submembrane
actin cortex in controlling plasma membrane ﬂuidity.
On the other hand, depletion of cholesterol led to modiﬁcations in membrane hydration and
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polarity, while the order parameters were less aﬀected. Diﬀerential results from lifetime and GP
data suggest that cholesterol depletion has contrasting eﬀects on membrane polarity and hydration,
and that these eﬀects are diﬀerent in plasma and internal membranes.
Further research is therefore needed to truly understand the relationship between laurdan
lifetime and emission wavelength in physiologically relevant contexts. For example, ﬂuorescence
imaging experiments could be coupled with biochemical assays to determine the % of extracted
cholesterol. This could easily be done by extraction of plasma membrane material, using GPMV
isolation or membrane fragmentation protocols. The speciﬁc extraction of diﬀerent intracellu-
lar membrane compartments is less straightforward. For this, counter-staining experiments with
cholesterol-binding dye ﬁlipin or ﬂuorophore-bound cholesterol could also be carried out, to corre-
late the spatio-temporal dynamics of membrane microenvironment and cholesterol localisation. An
appropriate multiplexed imaging conﬁguration would need to be devised, with a lifetime detection
capacity for laurdan or di-4-ANEPPDHQ, and a ﬂuorescence intensity quantiﬁcation capacity for
cholesterol density and localisation.
Secondly, GPMVs were characterised as a model to study order and microenvironments in cell-
derived lipid bilayers. Results conﬁrm conclusions obtained on live cells as to the Lo behaviour
of the plasma membrane, while displaying signiﬁcantly diﬀerent parameter values, suggesting dif-
ferential integration of lipid components during the vesiculation process, and possible direct eﬀect
of the vesiculating agents themselves.
Future work on this topic also includes the use of other environmentally-sensitive dyes, to probe
diﬀerent types of micro-environments with order parameters, such as membrane charge, curvature,
etc. Dyes developed by the lab of Profs. Mely and Dr. Klymchenko would be good candidates for
such projects, with for example dye F2N12SM probing membrane charge [162].
Analysis strategies for FLIM and TR-FAIM
In Chapter 1, existing methods for the analysis of time-resolved anisotropy data were discussed
and compared, with a quantiﬁcation of their success using simulated data. A weighted ﬁtting
procedure was introduced, using the propagation of the uncertainties from the polarisation intensity
decays, which showed more accurate recovery of anisotropy parameters than unweighted ﬁts. This
constitutes a signiﬁcant improvement to anisotropy analysis.
In Chapter 4, methods to analyse FLIM and TR-FAIM data in low-intensity image data were
explored, with the objective to perform simultaneous resolution of lifetime and anisotropy param-
eters. A global analysis method based on PCA was developed, and a noise correction step based
on the Poissonian character of TCSPC noise was necessary for the accurate resolution of lifetime
parameters. NC-PCA was shown to oﬀer sensitive and robust detection of contrast in noisy TC-
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SPC images. An additional advantage is the possibility to tailor the procedure to the type of data
by adapting the noise correction, as shown by the application of NC-PCA to FLIM and TR-FAIM
data. Resolution of contrast according to rotational correlation time was possible when intensity
variations within the image were limited, enabling combined NC-PCA of lifetime and anisotropy
data. Future work includes ﬁner adaptation of the noise correction in time-resolved anisotropy
to eliminate the inﬂuence of signal-dependent intensity in the image, for example by introducing
pixel-speciﬁc corrections. This will allow more extensive application of this new tool to other
biological questions where lifetime and anisotropy can be used simultaneously. NC-PCA could
for example be applied to FRET imaging, where the lifetime of the donor decreases upon energy
transfer, while the anisotropy of the acceptor decreases compared to when it is excited directly
[75, 221]. Note that this technique requires direct excitation of the acceptor, using for example an
alternative excitation microscope setup, (ALEX).
Building a graphical user interface for NC-PCA
The use and popularity of any novel analysis routine is greatly promoted by the development of user-
friendly software that does not require expertise in a speciﬁc programming language. Therefore,
a Graphical User Interface (GUI) for NC-PCA running on Matlab was created and is still under
construction. Users can upload FLIM images from the Matlab work environment and run NC-PCA
and phasor analysis on them, with a choice of expected number of decay components, threshold,
etc, and possibility of ROI selection in image space and projected space. The capability to analyse
larger datasets will be implemented, with the possibility of projecting new data into a PCA basis
determined from another dataset, as shown in the case of cholesterol depletion in this chapter.
As a ﬁnal word, this thesis has demonstrated the possibility of simultaneous recording of all the
parameters of the ﬂuorescence signal on the same sample, and this approach has proved relevant
to the multi-dimensional imaging of lipid bilayers and cell membranes. Contributions were made
to the current knowledge in bilayer micro-environment and membrane dye photophysics, and new
methodological tools to analyse time-resolved ﬂuorescence intensity and anisotropy image data
were introduced.
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Appendix
Appendix 1: Code for NC-PCA of TCSPC data
Note: full code and user guide for NC-PCA, data simulation and phasor analysis were published
along with publication 1. (Le Marois, A., Labouesse, S., Suhling, K., Heintzmann, R., Noise-
Corrected Principal Component Analysis of ﬂuorescence lifetime imaging data (2016). Journal of
Biophotonics 10, 1124-1133, 2017. doi:10.1002/jbio.201600160), and available on request.
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function [mybasis, Eigenvectors, Scores, mask_ncpca, FiltImg, 
NoiseCorrection,alphas]=NCPCA(mydata, MaxDims, NormType, threshold, selectROI, 
addpar) 
if nargin < 1 
    mydata=format_raw_data; 
end 
if nargin < 2 
MaxDims=4;  % Subspace dimension to project to or one more to see if the next 
component is "just" noise 
end 
if nargin < 3 
    NormType='Poisson'; 
end 
if nargin<4 
    threshold=0.1; 
end 
if nargin<5 
    selectROI=0; 
end 
if nargin<6 
    addpar=0; 
end 
%arrange data in 3-D dip_image dataset 
if ndims(mydata)==2; 




    roi=ones(size(mydata,1),size(mydata,2)); 
else, 
    figure 
    imshow(double(sum(mydata,[],3))) 
    caxis([0 max(max(double(sum(mydata,[],3))))]) 
    colormap jet 








    case '' 
    %No correction 
        NoiseCorrection=1; 
        int=mydata; 
    case 'Poisson' 
    %Scaling factor = square root of average intensity at each time 
    %bin. 
        NoiseCorrection=sqrt(mean(mydata,[],[1 2])+eps); 
        size(NoiseCorrection) 
        int=mydata 
    case 'Variance' 
    %Scaling factor = standard deviation at each time bin 
        NoiseCorrection=std(mydata,[],[1 2])+eps; 
        int=mydata; 
    case 'Anis' 
        % Scaling factor = calculated uncertainty of anisotropy 
        
NoiseCorrection=(3.*sqrt(addpar{1}.*addpar{1}.*addpar{2}+addpar{2}.*addpar{2}.*addpar
{1})./((addpar{1}+2.*addpar{2}).*(addpar{1}+2.*addpar{2}))); 
        NoiseCorrection(isnan(NoiseCorrection))=1; 
        NoiseCorrection=mean(dip_image(NoiseCorrection),[],[1 2]); 
        %optimise range on which to perform PCA 
            [~,range_start]=min(NoiseCorrection); 
            
range_end=find(NoiseCorrection(:,:,range_start(3):size(NoiseCorrection,3)-
1)==1,1,'first')+range_start(3)-2; 
            if isempty(range_end); 
                range_end=size(mydata,3) 
            end 
            NoiseCorrection=dip_image(NoiseCorrection(:,:,range_start(3):range_end-
1)); 
            mydata=mydata(:,:,range_start(3):range_end-1); 
        %Use intensity for threshold 
        int=dip_image(addpar{1}+2.*addpar{2}); 
        %set bg to 0 (anisotropy) 
        Bg=0; 
    otherwise 
        help 
        error('unknown NormType'); 
end 
 




% The background is removed before the normalization, however, the norm is estimated 
including the background 
mydata=(mydata-round(Bg))*mask_ncpca; 
 
%Image is normalised by scaling factor 
mydata_norm = mydata ./ NoiseCorrection; 
 




%Data is centered around the mean 
allvecs_cent=bsxfun(@minus, allvecs_selected,mean(allvecs_selected,1)); 
 
%covariance matrix of dataset 
myc = (allvecs_cent'*allvecs_cent)/(size(allvecs_cent,1)-1); 
 
%SVD of covariance matrix 
[U D V] = svd(transpose(myc)); 
 
%Extraction of first desired eigenvectors 
mybasis=V(:,1:MaxDims); 
 
%Optional : force positive maximum of Eigenvectors 
for i=1:MaxDims; 
   if abs(min(mybasis(:,i)))>abs(max(mybasis(:,i))); 
       mybasis(:,i)=-mybasis(:,i); 
   end 
end 
 
%calculate orthogonal projection of pixel data on the selected eigenvectors 




% Apply reverse scaling to eigenvectors 
if prod(size(NoiseCorrection)) > 1 
    Eigenvectors=mybasis .* repmat(transpose(double(squeeze(NoiseCorrection))),[1 
size(mybasis,2)]); 
else 




























% Forces all "unwanted" Eigenvalues to be zero and the others to be one. 
%Thus only a projection onto the subspace is performed. 
for n=1:MaxDims 
    DF(n,n)=1; 
end 







Published with MATLAB® R2016b 
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Appendix 2: Copyright Clearances
Table 5.1 below lists the ﬁgures subject to Copyright, along with the license to re-use obtained
from the Copyright Clearance Centre for this thesis.
Figure
number
Reference number Publisher License number License date
Figs. 1.3 &
1.2
Kubitscheck (ed.) [8] John Wiley and
Sons
3984910741599 Nov 09, 2016
Fig 2.2 Veatch et al. [134] Elsevier 4287621421760 Feb 14, 2018
Fig 2.4 Haluska et al. [173] Elsevier 4287101509097 Feb 13, 2018
Fig 4.1 Milijkovic et al. [213] Royal Society of
Chemistry
4287630592345 Feb 14, 2018
Table 5.1: Summary of ﬁgures subject to copyright in this thesis. License to re-use was obtained
for print and electronic formats.
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Colophon
This thesis was written using free software: the text was written in LyX/LaTeX, some ﬁgures made
using ImageJ, and some analyses were made using DIPImage and OME bioformats toolboxes. The
author thanks the developers of these projects for their invaluable contributions to the scientiﬁc
community.
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