Abstract-This paper presents a new efficient method for implementing the Hilbert transform using an all-pass filter, based on fractional derivatives (FDs) and swarm optimization. In the proposed method, the squared error difference between the desired and designed responses of a filter is minimized. FDs are introduced to achieve higher accuracy at the reference frequency (ω 0 ), which helps to reduce the overall phase error. In this paper, two approaches are used for finding the appropriate values of the FDs and reference frequencies. In the first approach, these values are estimated from a series of experiments, which require more computation time but produce less accurate results. These experiments, however, justify the behavior of the error function, with respect to the FD and ω 0 , as a multimodal and nonconvex problem. In the second approach, a variant of the swarm-intelligence-based multimodal search space technique, known as the constraint-factor particle swarm optimization, is exploited for finding the suitable values for the FD and ω 0 . The performance of the proposed FD-based method is measured in terms of fidelity aspects, such as the maximum phase error, total squared phase error, maximum group delay error, and total squared group delay error. The FD-based approach is found to reduce the total phase error by 57% by exploiting only two FDs.
I. INTRODUCTION

H
ILBERT transform (HT) is a very important transform in signal processing. It can be used to represent a narrow-band signal in terms of its frequency-domain amplitude at a frequency-modulation point. HT is useful in many applications such as latency analysis in neurophysiological signals [1] , fault classification in electrical systems, data compression in communication, and as an data analysis tool [2] , [3] . Research on efficient HT design methods has been progressing over the last three decades. In the early stages of research, several works used infinite impulse response (IIR) filters, which satisfied the magnitude and phase specifications simultaneously [4] - [8] . In these techniques, the design problem was formulated as a minimization of the mean squared error between the desired and designed responses, and the solution was obtained by solving a set of linear equations [5] - [8] . Squared error-based methods usually produced a matrix, which was symmetric and positive definite, and the solutions of such problems were computed by either evaluating the eigen vector (EV) corresponding to the least value of the eigen value or multiplying the matrix inverse with the multiplicand. The EV approach was computationally complex, whereas the second approach had o(n 3 ) complexity. However, this complexity could be reduced to o(n 2 ) using the Cholesky decomposition or split Levinson algorithms [9] . Liu [1] and Kidambi [7] used a Toeplitz-plus-Hankel matrix to solve a set of linear equations. For reducing the computational complexity further, Su et al. [9] proposed a closed-form method for the design of the HT. Literature review on the implementation of HT using all-pass filters (APFs) has corroborated that several methods have been proposed [4] - [8] . However, an APF with smaller number of filter taps and higher accuracy in terms of the degree of approximation, which can produce a desired response at a certain reference frequency point, has not been considered yet for the efficient design of an HT. Recently, fractional derivatives (FDs) have been used in several engineering problems, such as fractional system identification, edge detection in image processing, electrocardiogram signal R-peak detection, and numerous other engineering applications, owing to their ease of realization and higher efficiency compared to integral-order derivatives [10] - [15] . Several researchers have used FDs for digital filter design [13] - [15] . In these techniques, the determination of optimal orders of FDs was computationally expensive, and the work involved increases with the increase in the order of FD. A possible solution for this problem is to use evolutionary techniques (ETs) for filter-bank design, which is explained in [15] . However, a mechanism to tune the suitable values of the reference frequency in the region of interest, where these FDs are being evaluated, has not been established yet. This paper explores a new design technique for the HT, which uses APFs with a high approximation of the desired phase response, based on optimal values of FDs and suitable values of reference points in the region of interests. The Lagrange multiplier method is used to solve the formulated constrained design problem. A variant of particle swarm optimization (PSO), known as constraint-factor PSO (CF-PSO) is used for determining the suitable values of the FDs and reference frequency points.
The remainder of this paper is organized as follows. Section II provides the brief description on PSO variant and its topology. Section III provides the details of HT design using an IIR-APF. Sections IV and V describe the proposed approach using FD for HT design. Section VI demonstrates the performance of the proposed method and improvement with earlier state-of-art techniques. Finally, the conclusive remarks are mentioned in Section VII.
II. OVERVIEW OF PSO
PSO is a swarm-intelligence-based algorithm, inspired by the communication behaviors of birds and insects, schooling of fish, etc. [16] . In the past few decades, exhaustive research has been conducted on the application of PSO for solving nondifferentiable, multiobjective, and nonlinear problems [16] - [18] . The search space in PSO is a matrix that consists of a solution vector, which is updated as [16] [U]
where [V] k+1 is the current velocity matrix and U is the search space matrix. The sizes of both matrixes are R × T, where R is the number of solution vectors, T is the dimension of solution vector, and k+1 is the current iteration.
[V] k+1 is computed as [16] [
In (2), PB is the local best solution matrix, GB is the current global best solution vector, ϕ 1 and ϕ 2 are uniformly distributed random numbers in the interval (0, 1], cognitive (c 1 ) and social (c 2 ) are the acceleration coefficients, w is the inertia of weight, and χ is a constraint factor. Modification in the values of control parameters, such as w or c 1 and c 2 results in several variants of PSO, as described in [16] . Many researchers have attempted to discover new aspects in PSO, to avoid phenomena, such as trapping in local minima and premature convergence and to accomplish the efficient exploitation with deeper exploration, which has resulted in several variants of PSO [16] . The principle mechanism of all variants of PSO is the same and is summarized as follows.
1) Form the initial search space (possible solutions).
2) Evaluate the fitness function for each individual solution vector of the search space. 3) Sort out the solution vector with the best fitness, termed as Global best. 4) Update the initially formed search space and find solutions, which have improved their fitness, and consider them instead of old solutions with less fitness.
5) Find the best fitness formed from recently updated solutions, and check if it is better than the current best solution; then, update Global best. Among the variants of PSO, CF-PSO is more stable, owing to χ , which aids in keeping a bound on the exploration and exploitation [16] . Various neighborhood topologies have also been proposed for PSO, such as the global PSO (Gbest) and local PSO (Lbest). Lbest is further classified as von Neumann, star, ring, and pyramid [19] . In this paper, the Gbest structure has been exploited because of its fastest convergence speed [19] . The search mechanism in PSO is simpler than that of other techniques, such as differential evolution, genetic algorithm, improved JADE, LSHADE, etc. [20] , [21] .
III. ALL-PASS FILTER DESIGN
Several design methodologies have been proposed for designing the HTs using all-pass IIR filters, based on either the least-squares (LSs) approximation or minimax approximation criteria [7] . The frequency response of an all-pass transfer function is expressed as [4] 
and
In (3) and (4), b(n) is a real-valued integer and N is the total number of filter taps. The phase response of the denominator polynomial (
. (6) The error difference between the desired {ϕ d (ω)} and designed phase is computed as
For designing a Hilbert transformer, ϕ d (ω) of an APF is given as [4] , [7] 
It is evident from (7) that the minimization of phase error is a multimodal complex problem because of the trigonometric function, and can be simplified by setting e o (ω) = 0, as (9) and further refined to a more compact form as
In the above equation, b, s(ω), and c(ω) are the vectors, defined as
On rearranging (10), the required design constraint for obtaining a desired phase response is given as
or
where
A possible solution for the above problem is obtained by solving a set of equations formed by constructing an LS error function, defined as
where ω 1 is the lower and ω 2 is the upper frequency limit for the region of interest. Now, by expanding and partially differentiating (17) with respect to b, we obtain
By setting ∂E o (b) / ∂b = 0, the required filter coefficient is obtained by solving b opt = Q −1 · P, where
In (19), Q is a real, positive-definite, and symmetric matrix; thus, a unique solution is guaranteed. In [7] , Q is simplified and represented by the sum of a Toeplitz matrix and a Hankel matrix. However, in this paper, it is further reduced to a single term, obtained by the multiplication of vector S o (ω) with its transpose. In order to achieve a high degree of similarity between the desired phase response and the designed phase response at the prescribed frequency point ω 0 , the following constraints are imposed:
IV. PROBLEM FORMULATION USING FDS
FDs have been found to function as performance boosters in several signal-processing applications [11] - [15] . Three of the most prominent definitions of FDs are the Riemann-Liouville, Grünwald-Letnikov (GL), and Caputo definitions [13] . Among these definitions, the GL derivative method is the most commonly used method in signalprocessing applications, owing to its simplicity and low complexity [15] . In this paper, the GL derivative method is used to design a Hilbert transformer using an APF.
Using the GL definition [13] , (22) can be reduced to
. . .
From (15) and (23), the constraint is redefined as
If v is a vector of order L, C would be a matrix of order N × (L + 1), where k = 1 corresponds to the zeroth-order derivative and equals B(ω 0 ). Equation (25) can be expressed in terms of a matrix as
The optimal solution of the objective function defined by (17) , with the constraint given by (26), is evaluated using the Lagrange multiplier method [13] , and is given as
which is a closed-form solution, computed very efficiently. The only requirement is to find a suitable order for the FDs and the reference frequency, which can satisfy the constraint. CF-PSO can be used to determine these values.
V. PROPOSED METHOD BASED ON FD AND ET
In this section, a new method based on FD and CF-PSO is proposed for the design of a Hilbert transformer using an APF. For analysis, a benchmark design example is considered with the design specifications being: order (N) = 30, ω 1 = 0.04, and ω 2 = 0.94, using the following attributes:
and Total phase error:
A. Proposed Method Based on FD Without ET
For designing a Hilbert transformer using the proposed method, without CF-PSO, initially, the optimal filter coefficients are determined using (29), which requires the optimal value of order (v 3 [15] . The generalized steps for designing an HT using the proposed method without ET are as follows.
1) Specify the filter parameters, such as N, ω 1 , and ω 2 , and the desired phase response ϕ d (ω). 2) Choose suitable reference frequency points between ω 1 and ω 2 , while v 3 varies from 2.01 to 49.99 with a gradual increment of 0.01. 3) Compute S o (ω), Q, and P using (16), (19) , and (20), respectively. 4) Select the reference frequency point and the value of v 3 to compute C x . 5) Evaluate the coefficients of HT using (29), and then, compute E. Store E in a stack for further selection of the optimal values of ω 0 and v 3 . 6) Increment v 3 until all the values are utilized. If all the values of v 3 have been used, shift to the next ω 0 . During the experiments, it has been observed that the variation in phase error (E) becomes periodic with a high error value for all ω 0 , after a certain value of v 3 , as illustrated in Fig. 1(a) , because some FDs satisfy the imposed constraints exactly, while others fail to satisfy the required constraint. It is also evident from the experimental results that, at ω 0 = 0.74π , 0.85π , and 0.17π , the phase error (E) is less, when v 3 is 6.40, 4.79, and 25.48, respectively. The obtained phase response of a Hilbert transformer is depicted in Fig. 1(b) . It can be seen from Fig. 1(c) that the approximation between the desired and designed response is high at the exact value of ω 0 .
If the number of FDs is increased, the computational complexity is also increased. The computational complexity for the exploration of one FD along with ω 0 is o(n 4 ), and it would increase to o(n 5 ), if two FDs are considered. Thus, the ETbased approach is more effective in such complex evaluation processes through which both the ω 0 and FD values can be adjusted simultaneously with high precision.
B. Proposed Method Based on FD With ET
In this section, the proposed technique for designing an HT is modified further using CF-PSO, owing to its simple 
where U low and U up are the vectors containing 1s and 0s. In U low , "1s" correspond to the values of U that are below the lower limit value of 2.01 and "0s" correspond to those that are above or equal to 2.01. In U up 1s represent those values of U that are greater than the upper limit of 14.99 and 0s represent those less than 14.99.Ū low andŪ up are the complements of the respective vectors and U x has new values within the limits. The Hilbert transformer is designed using the same benchmark design specifications as specified in Section V. The fractional order (v) is varied from 1 to 10, and the dimension of matrix C x is varied from 4 to 14. The control parameter values, such as χ = 0.7213, c 1 and c 2 = 2.05, and w = 1 are used to control the exploration and exploitation. The normalized digital frequency band is broken into 30 × N equally spaced samples, for analysis. The generalized steps for the proposed method using FD and ET for designing a Hilbert transformer are as follows.
1) Specify the HT parameters, such as N, ω 1 , and ω 2 , and the desired phase response ϕ d (ω). 2) Set the control parameters of CF-PSO, such as χ , c 1 , and c 2 , and w, maximum iteration count (k max ), and upper and lower limits of V and U. 3) Formulate the initial search space (U [k=0] ) and associated velocity (V [k=0] ) by assigning the uniformly distributed random numbers between the upper and lower limits. Store the initially formed U as PB. 4) Compute the filter coefficients using FD values from each vector of U using (29), followed by the fitness evaluation using (31). Store these fitness values as PB fitness. 5) The solution with the best value of PB fitness is picked as GB, and its fitness value is stored in GB fitness. 6) Update V using (2), and check for those velocity elements that are not in limit. Then, reassign new values to those outbound elements. 7) Update U using (1) and confirm that all newly formed elements of U are within the bounded limits; otherwise, assign new values for those that are not in the limits. 8) Again, compute the filter coefficients using new FD values, followed by fitness evaluation using (31). Store these fitness values as new fitness. 9) Replace the earlier solutions from PB and PB fitness with the new solutions that have improved fitness values. 10) Compare the current GB fitness with the new PB fitness, and check if any PB fitness is better than GB fitness. If so, replace GB and GB fitness with the improved PB and PB fitness; else, keep them as they are. 11) Repeat steps 6-10 until the iteration cycle is over or the desired fitness is achieved. The proposed method is executed 30 times for each FD order. Fig. 2(a) shows the mean convergence of E with respect to the iteration cycles (k) for FD orders from 1 to 5. It is observed that the rate of change of E is almost constant after 30 iterations. Fig. 2(b) indicates that CF-PSO achieves the best performance for the second-order FD, consistently, as the median value of E lies close to the best fitness value achieved during a trial of 30 experiments. The phase responses obtained using first-, second-, and third-order FDs are shown Compute C x for i th FD vector of U 06
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Compute C x for i th FD vector of U k+1 19 Compute b opt using Q −1 , P, and C x 20 Evaluate E and store as Enew Fig. 3(a) , while Fig. 3(b) displays the approximation error (e r (ω)) obtained during the design of a Hilbert transformer. It is evident from the experimental results that the approximation error is comparatively less for 2-FD, while it is high for the first-and third-order FD cases. CF-PSO explores the optimal value of ω 0 , and restricts E to remain as low as possible. Therefore, after exhaustive analysis, it is established that the second-order FD explored by CF-PSO is a computationally efficient methodology for designing a Hilbert transformer using APF. The complete design procedure is summarized in Pseudocode 1.
End If
26 End If 27 End For 28 End 29 GB holds best fractional values in
VI. RESULTS AND DISCUSSION
All the experiments were performed using MATLAB 2014 on a Genuine Intel CPU i7 3770 @ 3.40 GHz with 4 GB RAM. The following fidelity parameters were computed as:
and where e max ph is the maximum phase error (MPE), e tol ph is the total squared phase error (TSPE), e max τ is the maximum group delay error (MGDE), and e tol τ is the total group delay error (TGDE), used for analyzing the proficiency of the proposed method.
A. Design Examples Using Proposed Methodology
In the proposed method, different variants of PSO, such as the constant weight inertia PSO (CWI-PSO), linearly decaying inertia PSO (LDI-PSO), NDI-PSO, dynamic inertia PSO (DI-PSO), and time-varying coefficients PSO (TVC-PSO) were exploited for finding the appropriate values of FDCs. After exhaustive experimental analysis, suitable variant of PSO is selected in the proposed approach of HT using FDC. PSO is classified based on the updating strategy of the principle (2), and more details are presented in [16] . Recently, hybrid-PSO based on the combined functionality of PSO and ABC algorithms was proposed in [22] . It is also used in this paper. The control parameters of all the variants of PSO, including hybrid-PSO, are summarized in Table I . For comparison, a design example from [4] and [7] was considered, with a normalized frequency band from 0.04 to 0.94 and filter order from 15 to 50, with an increment of 5.
The effect of swarm size (SS) was analyzed by varying it from 10 to 50 for each design case. It is evident from Fig. 4 that, for all filter orders considered in this paper, the SS of 10 is sufficient as the deviations of the best and worst of the fidelity parameters, from the mean values, are less. The detailed simulation analysis for an SS of 10 is summarized in Table II . On the basis of an exhaustive analysis performed using CF-PSO, it was confirmed that the SS of 10 was a reasonable choice that required less computation time. Therefore, an SS = 10 was used for all variants of PSO and hybrid-PSO, for further analysis. In NDI-PSO, the modulation index (MI) value was used to control w and its value had to be determined experimentally. Therefore, exhaustive experiments were conducted using different values of MI, ranging from 0.2 to 1.4 with an increment of 0.2, excluding 1.0 because it corresponded to LDI-PSO. The obtained results are consolidated in Fig. 5 , [4] , [7] which shows the statistical performances of the different values of MI, in terms of the quality of solution. It was confirmed that, in the case of the proposed method, NDI-PSO had almost similar performance and MI = 0.8, which had marginal advantage over the other values. Thus, MI = 0.8 was chosen for further comparative analysis. HTs with different orders were designed using different variants of PSO and Hybrid PSO and their comparative performances, on the basis of GB fitness, is shown in Fig. 6 . It is evident from Fig. 6 that, for lowerorder HTs, the proposed method using CF-PSO yields better performance when compared to other variants of PSO. It is also observed that, for each design, the objective function's mean and worst values are close to the best value.
B. Comparison With Previous State-of-the-Art Methods
For comparison, a Hilbert transformer was designed using the proposed method based on FD and ET using N = 30, ω 1 = 0.04, and ω 2 = 0.94 [4] , [7] . In this case, an SS of 10, with 50 iterations were used. The experimental results obtained using the proposed method are illustrated in Fig. 7 , along with the results of methods, such as the LSs, equiripple (ER), and EV. It was observed that the value of e tol ph was 5.618 × 10 −3 when using the proposed method, and it was 6.787 × 10 −2 and 1.325 × 10 −2 for the LS technique and ER technique, respectively. However, e max ph was increased slightly to 4.619 × 10 −2 for the proposed method, while it was 2.927 × 10 −2 and 9.550 × 10 −3 in the case of LS and ER, respectively. The value of e r (ω) was less, up to ω 0 , and was increased slightly afterward, as shown in Fig. 7(b) and (d) . Meanwhile, the values of e max ph and e max τ were reduced, when compared to those of other techniques. Therefore, it was confirmed that the reference frequency point had been selected appropriately, which resulted in a reduction in the overall phase error. The performance of the designed APF-based HT, using the proposed methodology, is summarized in Table III . There is a reduction of 57% in total phase error (e tol ph ) when compared with LS and ER techniques.
VII. CONCLUSION
This paper presented a new design method for HTs using an APF, based on FDs and CF-PSO. The optimal values of the FDs and the reference frequency point, for obtaining improved performance, were determined using CF-PSO. The experimental results illustrated the superiority of the proposed algorithm in terms of phase response and reduction of overall error, in comparison with the other existing techniques. In the future, the proposed method can be extended to compute FDs at more reference frequency points so that the other fidelity parameters may also be reduced with high degrees of approximation. There is a slight rise in e max ph and may be controlled by forming multiobjective optimization problem. The presented work may be extended for efficient realization using canonic signed digit.
