Abstract-With the rapid expansion of the Internet, it has become possible for end hosts that are separated long apart to be connected through high bandwidth links. This environment, called a Large Bandwidth Delay Network, poses a major challenge to the performance of the Internet. A long-delay connection usually suffers from being treated unfairly when competing with short-delay connections. A link, to avoid being under-utilized, has to be equipped with an a buffer as large as the bandwidth delay product of the longest connection.
I. INTRODUCTION
CP is the protocol dominating the Internet [6] . TCP is a connection-oriented transport protocol that provides reliable delivery service using the unreliable IP network. There are several versions of TCP such as Tahoe, Reno, and Vegas. Every TCP version except Vegas adopts the congestion-avoidance scheme described in [1] , whose basic idea is to slowly increase the number of packets in the network until a loss occurs, and to halve it when a loss does occur. Each version improves the performance of previous ones by revising behavior during loss recovery. However, Vegas tries to gain performance improvement more fundamentally, in that it does not incur loss because it does not wait for loss when reducing the number of packets in the network.
TCP has two phases: congestion-avoidance and slowstart. First, we need to define two terms: window of a connection is the number of packets belonging to the connection in the network; round-trip time is the time required for a packet to traverse the network from sender to receiver and then back from receiver to sender. Slow-start doubles the window every round-trip time, whereas congestionavoidance increases the window by a packet every roundtrip time. It can be shown that slow-start effectively opens the window exponentially, whereas congestion-avoidance opens the window with a speed increase slower than linear with time.
Vegas has a new congestion detection formula 1 known as dictating the per-connection queue length in the bottleneck link [3] . Vegas applies this formula to both congestion-avoidance and slow-start to avoid loss. Vegas congestion-avoidance keeps the value of the formula within two thresholds
it increases the window (by one packet per round-trip time) when the formula is below ¡ , decreases the window (by one packet per round-trip time) when the formula is above ¢ , and keeps the window unchanged if the formula lies between the two thresholds. Vegas slow-start stops its window doubling when the value of the formula exceeds a threshold ¦ . The window is doubled only every second round-trip time. In between, the window stays fixed. Let us define two terms: the period of time during which the window is doubled is a doubling round 2 , and the period of time during which the window does not change is a holding round. The Vegas slow-start is characterized by periodic repetition of doubling and holding. This paper studies Vegas because it is a potential solution to be used in the Large Bandwidth Delay Network. Vegas is known to achieve high link utilization and low loss [3] [4] . In addition, [8] and [9] observed that Vegas has the virtue of having a throughput independent of propagation delay. Moreover, [8] and [13] argued that such a good performance is obtained with buffer requirement independent of propagation delay. These characteristics are substantially different to those of Tahoe and Reno. In Reno, loss is inevitable, the link utilization is highly dependent on the buffer size, throughput is a decreasing § The inventor of Vegas used the term 'congestion detection mechanism' when referring to the whole process of calculating a formula and comparing it with thresholds to decide whether or not to increase the window. By 'congestion detection formula', we mean the formula used in the congestion detection mechanism. We use this term for the purpose of discussion in this paper.
Round is defined to be the time interval whose length is equal to the round-trip time.
function of propagation delay, and the buffer requirement should be at least proportional to the bandwidth delay product (BDP) to achieve the same link utilization [14] . This paper studies the Vegas slow-start because it is the most important part that affects the performance of Vegas, as shown by [12] . Although it is important to study Vegas slow-start, there has been no reported research on it. Every analytical study [8] [13] [9] favoring Vegas has only studied the steady state congestion-avoidance phase. Their lack of study on the slow-start may be the reason for the discrepancy with some researchers' reports that Vegas performs poorly over either a gigabit network [5] or a long delay link [7] . This paper identifies that Vegas slow-start has two problems: 1) it is too conservative in utilizing the available bandwidth; 2) it can cause loss by overflowing the buffer. The first problem was reported recently in [12] , whereas the second problem has been reported since its invention [3] . The first problem results in long convergence delay because congestion avoidance has to take the role of increasing the window. The second problem results in high maximum queue length (or equivalently, buffer requirement for no loss). This paper calculates both the convergence delay and the buffer requirement through analysis and confirms the analysis by simulation. It is worth noting that the two problems become worse as the network becomes a large bandwidth delay (LBD) network.
This paper proposes and evaluates a method to eliminate both problems. We show that a kind of pacing, named Streak Doubling, makes buffer requirement independent of the BDP of the connection and avoids the under-utilization.
The rest of this paper is organized as follows. We describe the problem and analyze it in Section II. We describe our solution to the problem in Section III. We show performance of our solution as the BDP changes in Section IV. A summary of our work and future plans is given in Section V. The two problems, under-utilization of the link and a high buffer requirement, are apparent in the simulation. The connection delivers data from host S to host R, through the bottleneck link G0-G1. The connection starting at 1 second under-utilizes the 10Mbps bottleneck link until it reaches the steady state at 13 seconds. The queue length before 2.2 seconds is characterized by surges occurring every 0.2 second. Four surges are conspicuous, with heights of 2, 4, 8, and 16 packets. Given that each surge is twice as high as the previous one, the height of the largest surge would increase as the surge count increases, which is the case when the BDP increases as we show later in this section. Although the queue buildup during slow-start may not seem very high in this specific simulation scenario, we can show that it is a monotonically increasing function of BDP, whereas steady state queue length is independent of the BDP. We call the queue buildup during slow-start as temporary because it disappears within a round-trip time. This is observed as every surge is followed by a one-packet queue buildup in a round-trip time of 0.1 second.
II. SYMPTOM
Temporary queue buildup during slow-start, which is 
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. The horizontal unit is the packet service time and the vertical unit is packets.
The problem of under-utilizing the bandwidth is caused by a combination of temporary queue buildup and the failure of the congestion detection formula. We develop this story in the following two subsections. First, we show that the congestion detection formula of Vegas measures temporary queue buildup. Second, we show that the underutilization becomes even worse as the BDP of the connection increases, and that buffer requirement is no exception.
A. Failure of the Vegas Congestion Detection Formula
Vegas slow-start suffers from premature termination of slow-start, because it overestimates © due to the overestimated RTT. In this subsection, we show the reason of the RTT overestimation.
Suppose is the beginning of the n-th round. The Vegas congestion detection formula at time is as follows: . The average round-trip time the Vegas sender sees is
which is higher than the correct round-trip time,
.
B. Large Bandwidth Delay
The problem is that the termination of the Vegas slowstart does not extend in proportion to the increase of the BDP of the connection. Moreover, the rate of window increase during congestion-avoidance is indirectly proportional to BDP. Hence, as BDP increases, under-utilization of the bottleneck link becomes aggravated because the convergence delay increases. if the slow-start efficiency is below unity. We can see that the rise time increases as the square of the propagation delay as we apply (3) here.
We also have a high buffer requirement even if the slowstart efficiency is low. The buffer requirement is given 6 
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This equation is a formulation of the fact that the window increases one packet a round-trip time during the congestion-avoidance phase. We consider a kind of pacing, named Streak Doubling, that strictly requires packet spacing equal to ack spacing.
We depict the operation of this algorithm and that of normal Vegas in Figs. 7 and 8 . We show three consecutive doubling rounds with windows of 2, 4, and 8. The square is a packet, whose area is the amount of data that can be served by the bottleneck link during the horizontal side length of the square. Hence, the bottleneck link can serve a single row of back-to-back squares without queueing. A single column of double row packets means that the two packets are sent at the speed of the access link, which is assumed to be at least twice as fast as the bottleneck link in the figure. Normal Vegas slow-start, in Fig. 7 , always sends a double row of back-to-back squares, which results in a temporary queue buildup as shown in Fig. 4 . Conversely, pacing never sends a double row of back-to-back squares, as shown in Fig. 8 , thus avoiding a temporary queue buildup which would lead to premature termination of the Vegas slow-start.
Streak doubling, in Fig. 8 , has two periods: an active period and an inactive period. The active period has a sending rate equal to the available bandwidth, whereas the inactive period has a sending rate of zero. During the first half of the active period, each packet is sent on receipt of an ack without increasing the window. The latter half of the active period is a replica of the first half except that a packet is sent by a timer-scheduled event of the window increase instead of on receipt of an ack. The period of the scheduled event is the average packet service time of the bottleneck link. In the beginning, it has to send two packets as fast as possible in order to estimate the average packet service time. Streak doubling has a maximum temporary queue length of two packets because of this.
Streak doubling provides constant maximum queue length and constant round counts for rise time without regard to BDP: . However, it is acceptable to equate convergence delay with rise time because the simulation result shows that the slow-start duration is negligible. We see from Fig. 12 that the maximum queue length during slow-start is a constant of two packets for streak doubling, whereas that of normal Vegas is a monotonic increasing function of propagation delay.
V. CONCLUSIONS
Some researchers have argued that Vegas is suited for large bandwidth delay network because of its two merits in steady state: being fair irrespective of propagation delay, and highly utilizing the bandwidth with buffer requirement irrespective of bandwidth-delay product.
We have shown that the current Vegas shows poor performance in a large bandwidth delay network because of its slow-start phase. We identified two problems of Vegas slow-start: under-utilization and temporary queue buildup. The under-utilization can lead to a lower throughput of Vegas in LBD. The temporary queue buildup requires buffer proportional to the square root of the BDP. We have proposed a kind of pacing as the solution to solve the underutilization problem with a constant buffer requirement.
We are planning two areas of further study. First, we plan to further explore whether Vegas is suitable for a large bandwidth-delay network. There are many issues left unsolved, such as convergence delay in reaching steady state in the multiple connections case. Second, we plan to implant the slow-start of Vegas into the more popular Reno. We believe that it will improve the performance because
