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Summary
This thesis consists of two parts. The first addresses the interaction of CO2 and H2 with
pseudomorphic and rough copper overlayers deposited on a platinum (111) single crystal,
whereas the second part focuses on computational and experimental investigations of the
reactivity trends for low temperature water-gas shift over several transition metals.
Evidence for dissociative adsorption of CO2, carbonate formation, carbonate hydrogena-
tion, and formate synthesis under high pressure is presented and the relevance to methanol
synthesis is discussed. Intermediates are identified using in situ polarization modulation
infrared reflection absorption spectroscopy at pressures up to 500 mbar and electron ener-
gy loss spectroscopy in ultra-high vacuum. The observed vibrational modes of carbonate
are consistent with a tridentate configuration lying nearly flat on the surface. Density
functional theory studies present steps and defects as the likely sites for carbonate ad-
sorption, and reproduce the observed vibrational frequencies.
Temperature programmed desorption reveals a broad desorption state for CO2 peaking
around 450 K for 1 ML Cu, and X-ray photoelectron spectroscopy shows that approx. one
third of the oxygen accumulated on the surface upon CO2-exposure remains after TPD,
indicative of carbonate decomposition. Furthermore, it is observed that small amounts
of preadsorbed atomic oxygen significantly lowers the activation barrier for carbonate
formation.
The hydrogenation of carbonate has been monitored with XPS as well as TPD, and a
considerable CO3 loss is found when it is subjected to 0.2 bar H2 at room temperature.
The presence of formate is not clearly observed, possibly due to rapid hydrogenation of
the formate species itself.
Formate synthesis from a 0.5 bar gas mixture of 70 % CO2 and balance H2 has been
shown to occur on Cu/Pt(111) with an optimal temperature around 353-363 K. Formate
decomposes into CO2 and H2 at 415 K for 1 ML Cu, which is slightly lower than previ-
ously reported on low-index Cu surfaces, but in good agreement with studies on Cu-based
catalysts. This suggests the reactivity of the stretched Cu is significantly different com-
pared to Cu(111). At higher Cu coverages (4.4 ML) only small amounts of formate is
synthesized and carbonate is present.
Low-temperature water-gas shift reactivity trends on transition metals are investigated
with the use of a microkinetic model based on a redox mechanism. It is established that
the adsorption energies for carbon monoxide and oxygen to a large extent can describe
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changes in the remaining activation and adsorption energies through linear correlations.
It was sought to reduce the number of descriptors to one reduced energy by employing a
relationship between the binding energies of atomic oxygen and carbon monoxide. The
behavior of the reaction rate is, however, too complicated to be described in a simple way
using a single descriptor.
When comparing the results with experimental data it is found that the model predicts
the order of catalytic activities for transition metals fairly well, although it fails to quanti-
tatively describe the experimental data. This discrepancy could be due to the assumption
that the redox mechanism dominates and to the neglect of adsorbate interactions. The
model predicts that the activity of copper may be improved by increasing the binding
strengths of carbon monoxide and oxygen to the surface, thus suggesting possible direc-
tions for improving the catalyst.
Water-gas shift activity measurements for several transition metals supported on inert
MgAl2O4 are correlated to the binding energies of atomic oxygen and carbon monoxide
to elucidate the modeling results. It is found that the metals may be divided into a group
with weak CO adsorption and one with strong CO adsorption. The experimental results
suggest that the activity could be further improved by modifying the Cu catalyst such
that the oxygen adsorption strength is increased, while keeping the CO adsorption fairly
unaffected.
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Resume´
Denne afhandling best˚ar af to dele. Den første omhandler interaktionen af CO2 og H2
med pseudomorfiske og ujævne kobber-overlag deponeret p˚a en platin (111) e´n-krystal,
mens den anden del fokuserer p˚a beregningsmæssige og eksperimentelle undersøgelser af
reaktivitetstrends for lav-temperatur vand-gas skift over adskillige overgangsmetaller.
Beviser for dissociativ adsorption af CO2, karbonat-dannelse, karbonat-hydrogenering og
formatsyntese ved højt tryk præsenteres, og relevansen for metanolsyntesen diskuteres.
Intermediære molekyler identificeres ved anvendelse af in situ polarisationsmodulerings-
infrarød-reflektions-absorptions-spektroskopi ved tryk op til 500 mbar samt elektronenergi-
tabs-spektroskopi i ultrahøjt vakuum. De observerede karbonat-vibrationer er i overens-
stemmelse med en tridentat konfiguration, som ligger næsten fladt p˚a overfladen. Densi-
tetsfunktionaleteori-studier viser, at trin og defekter er sandsynlige steder for karbonat-
adsorption, og reproducerer endvidere frekvenserne for de observerede vibrationer.
Det konstateres med temperatur-programmeret-desorption, at CO2 desorberer i et bredt
omr˚ade med en top omkring 450 K for 1 ML Cu, og røntgen-fotoelektron-spektroskopi
viser, at ca. en tredjedel af ilten, der blev ophobet p˚a overfladen under CO2-p˚avirkningen
er forblevet der efter TPD, hvilket indikerer karbonat-dekomponering. Det er endvidere
blevet observeret, at sm˚a mængder af præadsorberet atomar ilt sænker aktiveringsbarri-
eren for karbonat-dannelse signifikant.
Hydrogeneringen af karbonat er blevet fulgt med XPS samt TPD, og et betydeligt CO3
tab findes, n˚ar prøven udsættes for 0.2 bar H2 ved stuetemperatur. Tilstedeværelsen af
format er ikke tydeligt observeret, sandsynligvis p˚a grund af en hurtig hydrogenering af
formaten selv.
Formatsyntese ud fra en 0.5 bar blanding af 70 % CO2 og 30 % H2 er p˚avist p˚a Cu/
Pt(111) med en optimal temperatur omkring 353-363 K. Format dekomponerer til CO2
og H2 ved 415 K for 1 ML Cu, hvilket er en smule lavere end hvad der førhen er rap-
porteret for lav-indeks Cu overflader, men i god overensstemmelse med studier af Cu-
baserede katalysatorer. Dette tyder p˚a, at reaktiviteten af det modificerede kobber er
signifikant anderledes i forhold til Cu(111). Ved større Cu-mængder (4.4 ML) bliver kun
sm˚a mængder format syntetiseret, og karbonat er til stede.
Lav-temperatur vand-gas skift reaktivitetstrends p˚a overgangsmetaller undersøges ved at
anvende en mikrokinetisk model baseret p˚a en redox-mekanisme. Det p˚avises, at adsorp-
tionsenergierne for kulilte og ilt i høj grad kan beskrive ændringer i de andre aktiverings-
iv
og adsorptionsenergier gennem lineære korrelationer. Det er blevet tilstræbt at reducere
antallet af deskriptorer til en reduceret energiparameter ved at beskrive en sammenhæng
mellem bindingsenergierne for atomar ilt og kulilte. Imidlertid er reaktionshastighedens
adfærd for kompliceret til at kunne beskrives p˚a en simpel m˚ade ved brug af en enkelt
deskriptor.
Ved sammenligning af resultaterne med eksperimentelle data findes det, at modellen
forudsiger rangordenen for de forskellige katalytiske aktiviteter af overgangsmetallerne
glimrende, selvom den fejler ved den kvantitative beskrivelse af de eksperimentelle data.
Denne uoverensstemmelse kan stamme fra antagelserne om, at en redox-mekanisme domi-
nerer, og at adsorbatinteraktioner kan negligeres. Modellen forudsiger, at aktiviteten af
kobber kan forbedres ved at forhøje bindingsstyrken af kulilte og ilt til overfladen, hvilket
afdækker muligheder for at forbedre katalysatoren.
Vand-gas skift aktivitetsm˚alinger for adskillige overgangsmetaller p˚a et inert MgAl2O4-
underlag korreleres til bindingsenergierne af atomar ilt og kulilte for at belyse model-
leringsresultaterne. Det findes, at metallerne kan inddeles i en gruppe med svag CO
adsorption og en med kraftig CO adsorption. De eksperimentelle resultater tyder p˚a, at
aktiviteten kan forbedres ved at modificere Cu-katalysatoren s˚aledes, at ilt-adsorptions-
styrken forhøjes, mens styrken af CO-adsorptionen forbliver stort set uændret.
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Chapter 1
Introduction
1.1 The surface science approach to heterogeneous
catalysis
The modern chemical and petrochemical industry is widely dependent on heterogeneous
catalysis. Areas of application include the production of fertilizers, cracking and desul-
phurization of oil, as well as pollution reduction.
A catalyst is a substance that without being consumed itself facilitates the progression
of a reaction. It does not alter the equilibrium, but merely lowers the activation barrier,
thus increasing the reaction rate. A typically heterogeneous catalyst consists of nano-
sized metal particles on an oxide support. When utilizing these materials in an industrial
production, there are however several issues that must be addressed, as limited particle
stability, poisoning by impurities in the reactants feed, or blocking of active sites by the de-
position of carbon may lead to deactivation. Furthermore, the cost of the process may be
reduced significantly if the activity and selectivity toward a certain product are improved.
The main objective in surface science both theoretically and experimentally is to obtain
insight into what determines the reactivity of a given catalyst and to understand the
mechanism, which describes the elements of the catalyzed reaction. These steps will
typically consist of adsorption of reactants, dissociation, recombination, and finally the
desorption of products from the catalyst. This provides insight into how materials should
be engineered, and will hopefully remove some of the tedious trial and error experiments
which have been and to some extend still are the only means of finding new and improved
catalysts.
Computational tools such as density functional theory (DFT) [1] which is a quantum
mechanical method used to study the electronic structure of many-body systems, and mi-
crokinetic modeling [2, 3] where a mathematical description of the basic surface processes
is obtained by utilizing statistical mechanics, have been applied to search for new cata-
lysts. This has recently led to the proposal of novel materials for the hydrogen evoulution
reaction [4], and CO methanation [5].
In experimental surface science the typical model system is a metal single crystal with
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a well-defined lattice facet exposed. Although studies of the interaction of different high
purity gases with these model surfaces may to some extend yield information about the
reaction mechanisms, the conditions under which the experiments are conducted are far
from the industrial processes, which often take place at high pressures (20 bar and above).
Experimental surface science mostly applies ultra-high vacuum in the 1·10−10 to the 1·10−5
mbar range, as electrons and ions are used to probe the sample. Recent advances have
improved methods such as X-ray photoelectron spectroscopy (XPS) and transmission
electron microscopes (TEM) enabling them to go to several mbar [6, 7], but in order to
examine systems under ambient conditions, infrared spectroscopy must be employed.
Both experimental and computational investigations of the water-gas shift (WGS) reaction
as well as the methanol synthesis will be presented in this thesis. The two processes are
summarized in the next section together with a presentation of research within the fields.
1.2 Water-gas shift reaction and methanol synthesis
The water-gas shift reaction is an important component of several industrial processes.
It is mainly used for the production of high-purity hydrogen, which is needed for e.g.
ammonia synthesis. In industrial applications the reaction is run at pressures around
25-35 bar. To achieve the highest feasible conversion, two adiabatic stages with cooling in
between are applied [8]. A high temperature stage at 580-720 K with a catalyst based on
iron oxide structurally promoted with chromium oxide is followed by a low temperature
stage in the range 480-510 K, where the typical industrial catalyst is copper with zinc
oxide and aluminum oxide. The copper catalyst undergoes deactivation at temperatures
higher than 570 K, as the copper particles sinter because of surface migration [9].
CO + H2O 
 CO2 +H2 (1.1)
∆Ho298K = −41 kJ/mol
In recent years there has been renewed interest in the WGS reaction in connection with
fuel cell-powered vehicles, where hydrogen is obtained through partial oxidation and steam
reforming of hydrocarbons. The reformed fuel contains 1-10% CO [10], which apart from
being a pollutant, also poisons the Pt anode in the fuel cell, because of its strong adsorp-
tion to the electrode surface [11]. Lowering of the CO content is limited by the reaction
equilibrium at the operating temperature of the conventional Cu/ZnO/Al2O3 catalyst
in the reformer system. The development of a more active catalyst would allow one to
achieve a higher conversion and reduce the volume and hence the weight of the system.
Water-gas shift is also an inherent part of methanol synthesis, which is performed in the
temperature range 500-550 K and at pressures between 50 and 100 bar over the same
Cu/ZnO/Al2O3 catalyst. The latter was introduced by ICI in 1966 [12], replacing the
less active ZnO/Cr2O3 catalyst developed by BASF, which required substantially higher
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temperature and pressure (300 bar and above 600 K) [13].
The by far largest use for methanol is in the manufacture of a variety of chemical com-
pounds. These include the petrol additive methyl tert-butyl ether (CH3OC(CH3)3) abbre-
viated MTBE, dimethyl ether (CH3OCH3) abbreviated DME, formaldehyde (CH2O), and
acetic acid (CH3COOH), which in turn are used in the production of polymers, paints,
and solvents.
Emerging areas of application include the usage of methanol as a turbine fuel for electric
power generation due to a reduction of NOX and a removal of SO2 emission. Furthermore,
methanol is added to wastewater as it speeds up the bacterial degradation of harmful ni-
trates [14]. It is also an effective energy carrier, as it is an excellent basis chemical for the
production of hydrogen, which may in turn be used in fuel cells. Methanol may however
also be employed as a fuel in direct methanol fuel cells (DMFC).
The synthesis gas is made by steam reforming (1.2) of natural gas and the water-gas shift
reaction (1.1) over Ni-based catalysts.
CnHm + nH2O 
 nCO + (n+
m
2
)H2 (1.2)
∆Ho298K > 0 kJ/mol
A non-stoichiometric ratio of 5% CO, 5% CO2, and 90% H2 is typically used for the
methanol synthesis. The overall reaction scheme (1.3) may be written as the hydrogena-
tion of carbon monoxide,
CO + 2H2 
 CH3OH (1.3)
∆Ho298K = −91 kJ/mol
but in reality the synthesis should be depicted as the hydrogenation of CO2 (1.4) combined
with the water-gas shift reaction (1.1). The WGS reaction runs much faster than the
synthesis and must be taken into the equilibrium considerations for the overall reaction
[15].
CO2 + 3H2 
 CH3OH+H2O (1.4)
∆Ho298K = −47 kJ/mol
Reviews of work on methanol synthesis and decomposition have been done by Klier [16],
Waugh [17], Nakamura et al. [18], Liu et al. [19], as well as Rozovskii and Lin [20].
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1.2.1 Reaction mechanism
It has been a much debated topic whether the reaction takes place with CO or CO2 as
the source of carbon for methanol. Isotope labeling experiments have however shown that
methanol is formed from CO2 [21, 22], and Chorkendorff and coworkers have demonstrated
that methanol can be produced from a mixture of H2 and CO2 at up to 4 bar over
a Cu(100) single crystal [23, 24]. Bowker et al. [25] furthermore described the CO2
hydrogenation as the general path to methanol.
The activation and successive hydrogenation of CO2 to formate (HCOO) have been sug-
gested to proceed through the reaction of either adsorbed or gaseous CO2 and adsorbed
atomic hydrogen [26, 27]. Furthermore, a carbonate (CO3) may be created by the inter-
action of surface oxygen formed from dissociative adsorption of CO2 with another CO2
molecule. The presence of carbonate and its hydrogenation to formate have been shown
by Waugh and co-workers [28, 29, 30]. Whereas the reaction of adsorbed CO2 and H2
have been adapted in microkinetic models [26, 31], the carbonate route has been given
almost no attention [32].
The production of methanol from carbon dioxide and hydrogen is believed to proceed
through a number of hydrogenation steps from formate to methoxy (CH3O) and finally
to methanol [18, 25, 26, 33]. The assignment of the rate controlling step as well as the
presence of different intermediates and hydrogenation products are however discussed
[23, 34].
It is clear that controversy still exists about the reaction mechanism of methanol synthesis
on the industrial Cu/ZnO/Al2O3 catalyst [19], and as will be seen in the next section,
the involvement of different sites. In this report, focus will however be on the activation
of CO2 and subsequent hydrogenation to formate. Different mechanisms relevant for the
water-gas shift reaction will be presented in chapter 7.
1.2.2 The Cu-Zn synergy
The Cu/ZnO/Al2O3 catalyst is comprised of nano-sized copper clusters supported on zinc
oxide and aluminum oxide, where the latter is believed to be rather inactive. In spite of
a great number of studies, the nature of the active sites for methanol synthesis and the
role of the ZnO-support are still subjects of debate. It is known that the combination of
Cu and ZnO increases the reactivity and that the dynamics of nano-sized particles are
central for the understanding of this system [35]. Different suggestions for the active site
(metallic Cu or special site model) as well as the role of ZnO (morphology, spillover, or
Cu-Zn alloy model) are presented by Dulub et al. [36] and reviewed by Nakamura et al.
[18] as well as Liu et al. [19].
That metallic Cu serves as the active site has been supported by Chinchen et al. [37],
who reported a linear relationship between the activity and the total Cu surface area,
and found that Cu on other supports than ZnO/Al2O3 exhibited comparable rates to the
Cu-Zn system. Rasmussen et al. [23] as well as Yoshihara et al. [38, 39] also found that
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the reactivity of Cu surfaces could explain the rates observed for industrial catalysts.
It has furthermore been established that the methanol synthesis is structure dependent,
and Yoshihara et al. [38, 39] concluded that the Cu(110) facet is the most active for
synthesis. This was supported by Nakamura and co-workers [40] who studied methanol
synthesis by the hydrogenation of CO2 over several Cu facets and found that the density
of different Cu facets was correlated to the reactivity for methanol synthesis. The activity
decreased in the order (110) > (311) > (100) > (111).
Topsøe and Topsøe [41] also found that the active copper species during synthesis with
mild reducing conditions is metallic and predominantly exposes the (110) facet. Varying
reduction potential of the gas however influences the nature of the Cu surfaces in Cu/ZnO
reversibly, including the formation of a CuZn surface alloy at severe reducing conditions.
The observation of alloy formation has been further investigated by Greeley et al. [42]
utilizing DFT calculations.
Different variations of the special site model with active sites such as Cu+, Cu-Zn, or Cu-
O-Zn have also been proposed. The existence of Cu+ in a ZnO matrix has been supported
by Klier and co-workers [16, 43, 44], whereas Okamoto et al. [45] concluded that the active
site is a Cu0-Cu+ species forming a two-dimensional epitaxial layer on the ZnO support.
Furthermore, the presence of Schottky junctions between copper and the oxide has also
been reported to affect the catalytic behavior [46].
The active Cu-Zn site is supported by Nakamura and co-workers, who found that two
different sites are active for CO and CO2 hydrogenation, respectively [18]. In indus-
trial catalysts the formation of a Cu-Zn surface alloy is responsible for the promotion of
methanol synthesis activity from the hydrogenation of CO2 due to the creation of a Cu-Zn
site [47, 48, 49], whereas the CO hydrogenation occurs on a Cu+ site or a Cu-O-Zn site [18].
The influence of the ZnO on the activity has apart from the alloy formation been suggested
to be due to a change in morphology of the Cu particles thus exposing facets with different
activities. In an oxidizing environment, non-wetting conditions arise and the Cu particles
will obtain a spherical shape, whereas a reducing environment results in wetting of the
Cu particles [50, 51] leading to a flat, disc-like shape with a large surface area where the
most active (110) facet is exposed [39, 41]. These conclusions have been supported by
studies of the behavior of the catalyst with and without the Zn component [52].
Gu¨nter et al. [53] furthermore established that the ZnO support induces a strain in the Cu
nanoparticles, which leads to an improvement of the reaction rate, and these findings were
later confirmed by Wagner et al. [51]. The morphology model has also been supported by
a microkinetic model taking changes in the particle shape into account [31].
The last suggestion, the spillover model, depicts a situation where ZnO acts as a reservoir
and site for H2 dissociation, as suggested by Spencer and co-workers [54, 55]. Hydrogen
may then spillover to the Cu and aid in the hydrogenation of intermediates. This does
however not influence metallic Cu as the site for CO2 hydrogenation.
6 CHAPTER 1. INTRODUCTION
1.3 Objective and outline
The overall purpose of this work has been to obtain a more detailed understanding of
the reactivity of Cu-based catalysts for the water-gas shift reaction and the methanol
synthesis by means of both experimental and computational work.
The model system chosen is a bimetallic system comprised of pseudomorphic copper
overlayers grown on a platinum (111) single crystal which due to the induced stretching
of the Cu lattice represents a modified and more reactive Cu(111) surface. Especially
the role of CO2 and its activation for methanol synthesis is given attention. In order to
bridge the inevitable pressure gap that ultra-high vacuum experiments create compared
to industrial processes, surface species are identified at both high pressure conditions and
in UHV using in situ polarization modulation infrared reflection absorption spectroscopy,
abbreviated PM-IRRAS.
The inspiration for making copper more reactive came from recent work on a microki-
netic model describing the reactivity of the water-gas shift reaction on several transition
metals [56]. This model is presented together with further investigations and experiments
performed on the WGS reaction. The gained fundamental insight may potentially con-
stitute the basis for the development of a new generation of methanol and water-gas shift
catalysts.
The outline of this thesis is as follows. Chapter 2 contains a description of the experimental
setup, and chapter 3 summarizes the surface science methods, which have been applied
in this project. Chapter 4 is dedicated to the theory behind polarization modulation
infrared reflection absorption spectroscopy as well as the description of the setup. Due
to the relevance when interpreting vibrational spectroscopy spectra, a brief overview of
vibrational theory, and the effect of adsorption upon the vibrational modes as well as the
interaction with infrared radiation are presented in chapter 5.
The experimental and computational results for CO2 and H2 interaction with the bimetal-
lic Cu-Pt system are described and discussed in chapter 6, whereas the microkinetic model
of the water-gas shift reaction, as well as an analysis of experimental results in connec-
tion with the conclusions of the theoretical work are presented in chapter 7. Finally, an
overall conclusion and an outlook for the systems are given in chapter 8. Papers and
manuscripts written during the project period may be found at the end of this thesis
after the bibliography.
Chapter 2
The experimental setup
2.1 Apparatus
The experimental setup consists of an ultra high vacuum (UHV) chamber with a base
pressure of approx. 1 · 10−10 torr as well as a high pressure cell (HPC). They can be
separated with a lock that utilizes a Cu-gasket [57], which makes it possible to run reac-
tions at several bar in the cell, while maintaining UHV conditions in the main chamber.
A vertical manipulator allows transfer of a sample between the two compartments. The
setup is shown alongside a schematic overview in figure 2.1.
Figure 2.1: The experimental setup.
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The HPC and the flanges mounted on it are made of Arne steel to prevent formation
of nickel carbonyls when applying high pressures of CO. To accommodate an infrared
spectroscopy installation, the cell is fitted with ZnSe windows supplied by SOREM that
allow for transmission of infrared radiation, and the geometry of the cell is such that the
radiation can be reflected of the metal crystal with an angle of 82◦ between the beam and
the surface normal. The HPC can withstand pressures of up to 5 bar, which is limited by
the ZnSe windows and bellows. A sniffer that is connected to a quadrupole mass spec-
trometer (QMS) mounted on the UHV chamber is installed in order to follow gas phase
concentration changes during reaction.
The main UHV chamber is equipped with metal evaporators (at present Cu and Ag),
as well as several standard surface science techniques which are presented in the next
chapter. The chamber is pumped by two turbopumps with capacities of 240 l/s and 500
l/s, respectively. The small pump is also used for differential pumping of the quadrupole
mass spectrometer and the ion gun. Two ion pumps, both 25 l/s capacity, are used for
differential pumping of an X-ray gun and of the rotational platform for the manipulator.
A titanium sublimation pump is also fitted, but currently not in operation.
The sample is a platinum single crystal supplied by Metal Crystals & Oxides Ltd. cut
in the (111) direction with a diameter of 10 mm and a thickness of 3 mm, see figure
2.2. It is mounted using a hairpin-shaped 0.5 mm tungsten wire which is fastened onto
the feed-throughs on the manipulator end. The thermocouple wires are secured in a hole
in the crystal with several pieces of tungsten wire. By applying up to 30 A the sample
may be heated resistively to above 1500 K. Cooling is achieved by pumping pressurized
air, ethanol or liquid nitrogen into the hollow manipulator. With pressurized air 300 K is
reached, ethanol yields about 265 K, and liquid nitrogen cools the crystal down to approx.
80 K. Sample heating, movement of the manipulator, and various other control functions
are handled using software written in Labview.
Figure 2.2: The Pt crystal mounted onto the manipulator.
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The setup was overhauled during the time period where the presented experiments were
conducted. The manipulator rod was replaced, as the thermocouple had to be changed
from the nickel-free type C1 to type K2 due to the limited low temperature range of type
C. The design of the manipulator was also changed, and the cabling to the actuators was
revised in order to prevent accidental cutting of cables during movement of the sample.
2.2 Gas inlet system
The gas inlet system is pumped with a small 240 l/s turbo pump, which can be bypassed at
high pressures such that a roughening pump can pump directly on the lines. Capacitance
baratrons with ranges up to 10 mbar, 1000 mbar, and 30 bar are mounted close to the
line to the high pressure cell providing an accurate reading in a wide pressure range.
The available chemicals are 99.93 % CH3OH, deionized H2O, N48 purity CO2, N55 purity
O2, and N60 H2, CO, Ar, and He. Several cleaning procedures are applied to obtain higher
purity before use. CO is led over an active carbon filter and a cooling trap immerged in
liquid N2 for removal of Ni-carbonyl, H2 is passed over a reduced Cu catalyst cooled with
liquid N2, and CO2 is purified further by several freeze-pump-thaw cycles using liquid
nitrogen, which remove residual O2. CH3OH and H2O are also cleaned using freeze-
pump-thaw cycles.
195% W, 5% Re positive leg and 74% W, 26% Re negative leg. Temperature range 0 - 2320 oC.
2Chromel (90% Ni, 10% Cr) positive leg and alumel (95% Ni, 2% Mn, 2% Al, 1% Si) magnetic negative
leg. Temperature range -200 to 1250 oC.
Chapter 3
UHV experimental methods
The surface science techniques available on the ultra-high vacuum chamber include low
electron energy diffraction (LEED), X-ray photon spectroscopy (XPS), ion scattering spec-
troscopy (ISS), electron energy loss spectroscopy (EELS), and temperature programmed
desorption (TPD). Moreover, the high pressure cell is equipped with a polarization mo-
dulation infrared reflection absorption spectroscopy (PM-IRRAS) setup which will be the
subject of chapter 4. Summaries of each technique are given in the following sections.
More extensive reviews can be found in [13], [58], and [59].
3.1 Electron energy loss spectroscopy
EELS, which is a method for studying the vibrations of molecules adsorbed on the sample
surface, was pioneered by Propst and Piper in the 60’s [60]. The method involves the
bombardment of a sample with a monoenergetic beam of electrons. The signal is optimized
without a sample in straight through mode where the monochromator and the analyzer
are set in a 180◦ arrangement. When an adequate signal has been obtained, the angle is
changed to 90◦ and the signal is again optimized in specular mode, where the electron
beam is reflected of the surface. The setup is shown in figure 3.1.
The spectrum is obtained by scanning the kinetic energies of the electrons arriving at the
analyzer. Most of the electrons that are reflected on the sample surface do not interact
with the adsorbates and will be scattered elastically. The ones that do interact, experience
discrete energy losses due to three scattering mechanisms. The one that gives rise to the
most intense peaks in the spectrum, is dipole scattering, where energy is transferred from
the electron to a vibrational mode of the adsorbate due to a long range interaction with
the dynamic dipole. Similar to the selection rules for infrared spectroscopy, which are
presented later, only the vibrations that lead to a dipole change normal to the surface is
seen.
The second mechanism is impact scattering which is a short range interaction, where the
electrons are scattered on the atomic core potential. This means that interaction with all
vibrational modes are allowed, but the intensity of the losses is rather low.
A third mechanism called negative ion resonance scattering which depicts the situation
10
3.2. X-RAY PHOTOELECTRON SPECTROSCOPY 11
Figure 3.1: EELS setup. The monochromator is situated to the right and the analyzer to
the left. The latter is mounted on a turn table.
where an incident electron for a brief moment is trapped in an empty, high lying orbital
in the adsorbate also leads to losses. This mechanism is however rarely observed. The
loss mechanisms and the theory have been reviewed by Thiry et al. [61].
The EELS spectrum consists of a large peak at the primary energy from the elastically
scattered electrons that have not undergone losses. In specular mode the losses from dipole
scattering will dominate, but if the setup is moved off-specular the much weaker losses
due to impact scattering can be observed. EELS provides complementary information to
infrared spectroscopy as it is not restricted to detection of the infrared active vibrations.
The resolution of the setup is found as the FWHM (full width at half maximum) of the
elastic peak. Newer equipment can typically reach a resolution of 20-30 cm−1 (about 3-4
meV), whereas the present setup could only be optimized to about 16 meV.
UHV conditions are needed together with magnetic shielding of the setup as low energy
electrons are utilized. Furthermore, it is required that the sample is flat and conducting.
Although EELS has a fairly low resolution compared to infrared spectroscopy, the method
is highly sensitive and can in principle detect all vibrational modes. An extensive review
of the method has been done by Ibach [62].
3.2 X-ray photoelectron spectroscopy
The principle behind XPS1 is the absorption of a photon by an atom, leading to the
emission of a core electron. The kinetic energy obtained by the emitted electron is then
1Also abbreviated ESCA - Electron Spectroscopy for Chemical Analysis.
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given as
Ekin = hv − EB − ϕsample (3.1)
where hv is the energy of the photon, EB is the binding energy of the electron referred to
the Fermi level, and ϕsample is the work function of the sample. As the radiation employed
is monochromatic, the energy distribution of the electrons will display fairly discrete peaks
corresponding to the specific energy levels. This allows for the identification of elements,
since each give rise to characteristic peaks in the XPS spectrum. The peak intensities
are in turn related to the concentration of the element, and it is therefore also possible
to determine the relative quantity at the sample surface. Furthermore, the measured
binding energy of an element may display small shifts due to the chemical state of the
atom. Reference data is available in [63] or the NIST XPS database [64].
Figure 3.2: The X-ray gun. Lower left inset shows the Mg/Al anode, and upper right
inset shows the end cap on the anode housing. An Al-foil window is fitted.
Several sources of radiation may be used, each having different energies and distributions
of the photons. Two that are commonly employed are aluminum and magnesium, which
give rise to the primary radiation lines Mg Kα centered at hv = 1253.6 eV, and Al Kα
radiation centered at hv = 1486.6 eV. The photoelectrons emitted from the sample thus
have a kinetic energy in a range from 0 eV to the energy line characteristic of the chosen
anode. In this energy region the electrons have a short inelastic mean free path (IMFP),
which ensures the surface sensitivity of the method.
Drawbacks of XPS are that it is not sensitive to hydrogen or helium and generally must
be carried out under UHV. However, recent advances have made it possible to employ
XPS at pressures up to 1 mbar [6].
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3.3 Ion scattering spectroscopy
In ISS, mono-energetic noble gas ions, typically He+, with a primary energy E0 of 1-2 keV
are bombarded onto a sample, where they are elastically scattered by the surface atoms.
The energy of the backscattered ions with mass Mi is characteristic of the mass of the
target atoms, Ms, due to the conservation of energy, eq. 3.2, and momentum, eq. 3.3.
1
2
Miv
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Miv
2
1 +
1
2
Msv
2
s (3.2)
Mi ~v0 = Mi ~v1 +Ms~vs (3.3)
v0 and v1 are the initial and final velocities of the probe ion, and vs is the velocity of the
target atom. A relation between the energy of the probe ion before and after scattering,
E0 and E1, can then be found when the angle between the analyzer and the ion gun, θ,
is known. For Ms > Mi the relation takes the form
E1
E0
=
[√M2s −M2i sin2 θ +Mi cos θ
Ms +Mi
]2
(3.4)
This allows for the determination of the mass of the target atom, Ms.
The ISS method is very surface sensitive as there is a high neutralization probability for
the low energy noble gas ions. 99% of the ions which hit the surface will be neutralized.
Furthermore, the method has a large scattering cross section.
The sputtering damage to the sample surface can be kept low by using light ions and
small gas doses, but it is then difficult to distinguish between elements of similar mass.
This can be counteracted with heavier probe ions like Ne+ or Ar+, which will however
increase surface damage. Moreover, it is not possible to detect elements which are lighter
than the probe ions used.
3.4 Low energy electron diffraction
LEED is employed to study the structure of a sample surface and ordered adsorbate layers
by examining diffraction patterns of electrons reflected on the sample. A monochromatic
beam of low energy electrons, typically Ep < 200 eV, is generated with an electron gun
and directed toward the sample. A retarding field analyzer (RFA), which consists of seve-
ral concentric hemispherical grids, is placed in front. The inner grid is held at ground and
the middle at a negative potential just below Ep which ensures that only the elastically
scattered electrons will contribute to the diffraction pattern. Electrons with lower energy
are reflected back to the grounded grid. Between the last grid and the fluorescent screen,
where the diffraction pattern of the backscattered electrons can be observed, there is a
2-5 keV difference to accelerate the electrons.
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The wave length of the electrons is given by the deBroglie relation, eq. 3.5,
λ =
h
p
(3.5)
where p =
√
2mEp is the electron momentum. From 3.5 it can be found that the range
of wavelengths for electrons with a kinetic energy of 20-200 eV is comparable with atomic
spacings, which is necessary for diffraction effects to take place. Furthermore, the inelastic
mean free path of an electron in this energy range is low, ensuring high surface sensitivity.
When the Bragg condition, eq. 3.6, is satisfied, that is, the difference in the path between
the waves of the scattered electrons is equal to an integral number of wave lengths, n,
constructive interference may be achieved.
n · λ = d · sin(θ) (3.6)
d is the distance between the atoms, and θ is the angle between the scattered electron
and the surface normal.
The diffracted electrons will lead to a reciprocal pattern on the fluorescent screen. From
this, one can find the size and structure of the unit cell. The real space vectors, ~a1 and
~a2, and the corresponding reciprocal space vectors, ~a
∗
1 and ~a
∗
2, are related such that [65],
~a1 · ~a
∗
2 = ~a
∗
1 · ~a2 = 0 (3.7)
~a1 · ~a
∗
1 = ~a2 · ~a
∗
2 = 1 (3.8)
which in effect means that ~a1 ⊥ ~a∗2 and ~a2 ⊥ ~a
∗
1 and that |~an| = 1/(|~a
∗
n| cos(ϕ)), where ϕ
is the angle between the two vectors.
When an adsorbate layer is present on the substrate, another reciprocal lattice is obtained.
The resulting LEED pattern is however not just a superposition of both reciprocal lattices,
but also displays all possible combinations between them. The interpretation of the
patterns is therefore not always trivial.
3.5 Temperature programmed desorption
This very useful and simple method is used for analysis of the adsorption, decomposition,
and reaction processes of adsorbates. The sample is placed in front of a quadrupole mass
spectrometer and is then heated such that the temperature increases linearly with time,
typically with a ramp of 1 - 5 K/sec, see equation 3.9, where T0 is the starting point,
and β is the heating rate. The intensity variation of preselected mass fragments are then
recorded as a function of time and later correlated to the sample temperature.
T (t) = T0 + β · t (3.9)
The temperature of maximum desorption, the shape of the desorption peak, and the
heating rate can be analyzed to provide information of the binding energy and the de-
sorption kinetics. Moreover, the peak area is proportional to the surface coverage.
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If an infinite pumping capacity is assumed, it is possible to neglect readsorption. In this
case the desorption rate, rdes, is given as
rdes =
−dθX
dt
= v · θnX · exp(
−Edes(θX)
R · T
) (3.10)
where θX denotes the coverage of adsorbate X.
If it is furthermore assumed that the preexponential factor, v, and the desorption energy,
Edes, are independent of the coverage, a relation can be found for the desorption rate.
Eq. 3.11 describes the first order, n = 1, situation:
Edes = kBT
2
max ln
(kBT 2maxv
Edesβ
)
(3.11)
where Tmax is the temperature at which rdes has its maximum value. Generally, the in-
terpretation and treatment of the TPD data is not trivial. v and Edes are usually very
dependent of the coverage, and it is difficult to obtain a good estimate of the preexponen-
tial factor v. In a situation where the transition state of a desorbing molecule is similar
to the chemisorbed state, a value of 1013 can be assumed [13].
Chapter 4
Polarization modulation
spectroscopy
Polarization modulation infrared reflection absorption spectroscopy, abbreviated PM-
IRRAS1, is a Fourier transform infrared (FTIR) spectroscopy method which utilizes
different polarization states of the radiation to distinguish between the absorption by
adsorbates on a sample surface and absorption by the gas phase [66, 67]. P-polarized
radiation orthogonal to the surface can due to an enhancement of the electric field upon
reflection be absorbed by vibrational excitation of surface species whereas the parallel
s-polarized radiation cannot [68, 69]. The method is highly surface sensitive and can be
used under non-UHV conditions and at elevated temperatures.
In the following sections the electromagnetic theory behind the use of different polariza-
tions is presented, and the experimental setup is described. The last section is dedicated
to the theoretical description of the PM-IRRAS signal and the computational treatment.
4.1 Electromagnetic radiation theory
Infrared radiation covers the range of the electromagnetic spectrum between approxi-
mately 1 and 1000 µm, where the lower limit is bounded by visible radiation, and the
upper limit by microwave radiation. The infrared range is typically split up into three
subparts, which are defined as near, mid and far infrared, see table 4.1. In the type of
spectroscopy applied here, part of the middle range (1000-4000 cm−1)2, where molecular
vibrations are found, is used.
1Many abbreviations such as PM-IRAS, PM-RAIRS, PEM-RAIRS, or PM-FTIR also exist.
2In infrared spectroscopy, the vibrations are usually described by the wavenumber v˜ = 1/λ given in
reciprocal centimeters (cm−1). This gives the relation c = v · λ = v/v˜, where c is the speed of light and
v is the frequency in Hz. v˜ is proportional to energy and is related by 8.0655 cm−1 = 1 meV.
16
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Table 4.1: Categorization of infrared radiation, [59].
Region Wavelength Wavenumber Energy Detects
Unit [µm] [cm−1] [meV]
Near 1 - 2.5 10000 - 4000 1240 - 496 Overtones
Middle 2.5 - 50 4000 - 200 496 - 25 Molecular vibrations
Far 50 - 1000 200 - 10 25 - 1.2 Lattice vibrations
Electromagnetic radiation consists of an electric and a magnetic field oscillating in phase
perpendicular to each other. The vibrational excitation of a molecule is due to the in-
teraction of the electric field with a change in the dipole moment of the molecule. The
dipole moment, µ, is given in equation 4.1, where the first term µ0 is the contribution
from the permanent dipole, and the second term describes the change in dipole moment
caused by a vibration given as the deviation from the equilibrium distance re.
µ = µ0 + (r − re)
(δµ
δr
)
0
+ ... (4.1)
The electric field of the planar harmonic electromagnetic wave incident to the sample
surface is displayed in eq. 4.2.
~Ei = ~E0i cos(~k · ~x+ ωt) (4.2)
The amplitude is given by | ~E0i|, and the phase by the expression ~k · ~x + ωt, where ~k is
the wave vector, a unit vector in the direction of propagation, ~x is a position vector, ω is
the angular frequency, and t is the time.
When the wave interacts with a crystal surface the law of reflection states that the angle
between the incoming beam and the surface normal, θi, is equal to the angle between the
reflected beam and the surface normal, θr. Furthermore, the surface normal, the inco-
ming, and the reflected beams define a plane, which a called the plane of incidence, see
figure 4.1. It is convenient to consider the incident radiation as the superposition of two
plane-polarized beams; p-polarized with the electric field parallel to the plane of incidence
and s-polarized with its electric field perpendicular to the plane of incidence.
The reflected wave is described by:
~Er = ~E0r cos(~k · ~x+ ωt+ ϕ) (4.3)
The resulting phase change, ϕ, due to the reflection depends both on the incidence angle
and the state of polarization of the radiation. The amplitude and phase relationships
between reflected and incident light may be found using the Fresnell equations, see eq.
4.4 and 4.5. They yield the reflection coefficients, rs and rp, of the s- and p-polarized
components describing the ratio between the amplitude of the reflected and incident light,
r = | ~E0r|/| ~E0i|.
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Figure 4.1: Sketch of the electric field for incident and reflected p and s-polarized radiation.
Inserts depict the parallel and orthogonal components of the p-polarized part of the
radiation.
rp =
nt cos(θi)− ni cos(θt)
nt cos(θi) + ni cos(θt)
(4.4)
rs =
ni cos(θi)− nt cos(θt)
ni cos(θi) + nt cos(θt)
(4.5)
θt denotes the angle of the transmitted beam in the solid to the surface normal. ni and
nt are the refractive indices of the media of the incident beam and the transmitted beam.
For a nonabsorbing media the refractive index is defined as the ratio between the speed
of light in vacuum and in the medium, n = c/v. For an absorbing media n is complex
and given as n = n0 +κi = c/v+κi, where κ is the extinction coefficient, which indicates
the amount of absorption loss when the electromagnetic wave propagates through the
material. For the present system, ni = 1 as the incident beam travels in vacuum, and
nt = 4.70− 19.40i, which is found for Pt, when the beam has an energy of 0.25 eV [70].
The angle between the transmitted wave and the surface normal, θt, can be found with
Snells law, eq. 4.6.
ni
nt
=
cos(θt)
cos(θi)
(4.6)
It is noted that when there is total external reflection, as found for a metal surface, θt is
not a real angle.
The reflectance, Ri = |ri|2, which describes the ratio between the reflected power and the
incident power, as well as the phase change, ϕi = arg(ri) = arctan(Im(ri)/Re(ri)), are
shown in figure 4.2 a and b. For s-polarization there is a phase change of approximately
4.1. ELECTROMAGNETIC RADIATION THEORY 19
ϕ = −180◦ for all incidence angles. This results in destructive interference at the surface
and hence a very small field, which furthermore makes interactions with dipoles parallel to
the surface weak. In contrast, the reflectance and phase shift for the p-polarized radiation
vary strongly with the incidence angle. At θi < 70
◦ small shifts are obtained, but above
that value the phase shifts rapidly leading to ϕ = −180◦ at θi = 90◦ yielding a cancellation
of the field at the surface. However, close to θi = 90
◦ the incident and reflected field
vectors add constructively resulting in a standing wave with a large component normal
to the surface.
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Figure 4.2: a) Reflectance of incident s- and p-polarized radiation as a function of the
incidence angle, and b) Phase shift of incident s- and p-polarized radiation as a function
of the incidence angle. nt = 4.70−19.40i was used. Phase graphs reproduces results from
[71].
By adding the incident and reflected waves and making use of the relation | ~E0r| = r · | ~E0i|,
it can be shown that the resulting amplitude, | ~E0|, at the surface may be given by eq.
4.7:
| ~E0| =
√
| ~E0,i|2 + (| ~E0,i||r|)2 + 2| ~E0,i|2|r|cos(ϕ) (4.7)
which holds true for both the s- and p-polarized radiation. Furthermore, the parallel and
perpendicular component of the p-polarized radiation can be found by the relationships
~E0,i,p⊥ = ~E0,i,p sin(θi) and ~E0,i,p|| = ~E0,i,p cos(θi), see figure 4.1. It is noted that Ei,p|| and
Er,p|| are opposed, which corresponds to an introduction of an additional 180
◦ phase shift
into the equation. The normalized electric field at the reflecting surface for s-polarized ra-
diation and the two components of the p-polarized radiation as a function of the incidence
angle, are shown in figure 4.3a. It is seen that close to θi = 90
◦ the constructive interfe-
rence results in a large amplitude of the perpendicular p-polarized radiation, whereas the
amplitudes of the parallel part as well as the s-polarized radiation are negligible.
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When the metal is covered by adsorbates, see figure 4.4, the situation is somewhat diffe-
rent. The absorption may be estimated by applying that the absorption will be propor-
tional to | ~E0|2 and the distance traveled through the adsorbate layer [72]. As this distance
is proportional to 1/ cos(θi) the maximum absorption may be found at the maximum value
of | ~E0|2/ cos(θi). This relationship is shown as a function of incidence angle in figure 4.3b.
It is seen that s-polarized radiation and the parallel component of the p-polarized radi-
ation generally display very small amplitudes at all θi, whereas the perpendicular part
exhibits larger values with a maximum just below 90◦. This also has implications for
the orientation of the dipoles of the molecules, as only dipoles with a component that is
perpendicular to the surface will be able to absorb the radiation. The influence of the
overlayer will not be analyzed further here, but the reader is referred to [69, 73, 74].
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Figure 4.3: a) Normalized electric fields at the reflecting surface for s-polarized radiation
and the two components of the p-polarized radiation as a function of the incidence angle.
b) Total absorption intensity for vibrational excitation. nt = 4.70− 19.40i was used.
Figure 4.4: Three-layer model depicting the light impinging on a metal surface covered
by a layer of adsorbates.
The presented behavior of the different radiation components must be taken into account
when designing the experimental setup. Since constructive interference for p-polarized
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radiation, and thus the highest absorption, is found just below an incidence angle of 90◦,
an optimal geometry will employ a grazing incidence of the radiation onto the sample
surface.
4.2 PM-IRRAS setup
The PM-IRRAS setup is shown in figure 4.5. The spectrometer containing the infrared
source and interferometer is a Nexus module supplied by Thermo Nicolet, who has also
delivered the MCT (HgCdTe) detector. The PEM-90 photoelastic modulator has been
supplied by Hinds Instruments, and the demodulator by GWC Technologies. ZnSe win-
dows have been fitted onto the high pressure cell in order to allow transmission of the
beam.
Figure 4.5: The PM-IRRAS setup. From left to right: IR-source and interferometer, lens,
polarizer, modulator, crystal, lens, and MCT-detector. Picture courtesy of Ph.D. Michael
Andersen, [75].
The interferometer splits the beam from the IR source with a KBr beam splitter. One half
is reflected of a fixed mirror, and the other half of a mirror moving with a constant velocity.
The returning beams are then recombined at the beam splitter and a interferogram signal
which is the sum of the constructive and destructive interferences over time is produced.
An internal calibration laser is used to keep track of the position of the moving mirror.
The signal is then focused with a planar convex lens onto a polarizer which converts the
unpolarized beam into one with a single linear polarization perpendicular to the sample
surface. Next, the photoelastic modulator (PEM), see figure 4.6a, modifies the signal
into different states of the light. This is done by applying periodically stress and strain
to a ZnSe crystal slab using a piezoelectric element. The photoelastic modulator and
demodulator use a modulation frequency in the 100 kHz range. The optimum in signal
depends on the amplitude of the stress applied, as there is only a full 180◦ or pi phase
shift at one specific frequency. Modulation efficiency is lowered at all other frequencies,
which results in a humped background of the signal. This optimum can be chosen on
the equipment manually and must be tuned to correspond to the frequency from the
intermediate under investigation to obtain the best signal to noise ratio.
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The beam is then reflected on the sample surface at an incidence angle between the beam
and the surface normal of 82◦, according to the aforementioned theory. The interfero-
gram signal is then focused with a biconvex lens onto the MCT detector, see figure 4.6b,
recorded, and Fourier transformed into its component curves. The MCT detector has its
optimal spectral response from 1000 to about 2000 cm−1 with coverage up to 4000 cm−1
It must be cooled with liquid nitrogen and is then able to operate at low temperature for
over 14 hours before a refill is needed [76].
The lenses, polarizer, modulator, and detector outside the Nexus module are all exposed to
air, and absorption bands from water and CO2 are present in the unmodulated spectra,
but not in the PM-IRRAS demodulated spectra. A dehumidifier and filter is fitted to
the system to minimize these absorption bands and to protect the beam splitter in the
interferometer.
a) b)
Figure 4.6: a) Polarizer and photoelastic modulator optical head. b) MCT (HgCdTe) IR
detector.
4.3 Theoretical treatment of the PM-IRRAS signal
The p-polarized radiation interacts with both the adsorbates and the gas phase, whereas s-
polarized radiation only interacts with the gas phase. The signal from the surface species
are thus the difference between them. To remove contributions from the gas phase, it
is necessary to normalize with the sum of s and p. Ideally the differential reflectance
spectrum, eq. 4.8, would be the ratio of the difference spectrum (Ip − Is) and the sum
spectrum (Ip + Is), where Ip and Is are the intensities of the p- and s-polarized radiation,
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but as it shall be seen in the following, additional terms will be introduced due to the
nature of the experimental setup.
∆R
R
=
Rp − Rs
Rp +Rs
=
Ip − Is
Ip + Is
(4.8)
As mentioned, the polarizer only allows passage of radiation that is p-polarized with
respect to the sample surface. The PEM setup then modulates the polarization by strai-
ning and compressing the ZnSe crystal in the optical head, which leads to changes in the
birefringence. The PEM head has a strain axis of pi/4 or 45◦ relative to the incoming
p-polarized radiation from the polarizer, see figure 4.7. For a specific (chosen) wave length
the maximum retardation is pi along this axis, thus yielding a linear s-polarization state.
The PEM has a nominal oscillation frequency3 ωn = 50 kHz and is run in half-wave
retardation, see figures 4.7 and 4.8.
Figure 4.7: Half wave retardation for one specific frequency. The incoming p-polarized
radiation is converted to the s-polarized state.
Figure 4.8: Retardation as a function of time. A full modulator cycle is shown [77].
3It is noted that 2ωn is the modulation frequency.
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The intensity after interaction with the PEM is given as eq. 4.9 [78, 79].
I(t) =
1
2
[Ip + Is + (Ip − Is) cos(ϕ0 cos(ωnt))] (4.9)
The relative phase shift is ϕ(t) = ϕ0 cos(ωnt), where ϕ0 is the maximum phase shift
introduced by the PEM. ϕ0 is proportional to the applied modulation voltage, Vm, and
the frequency, v. This implies that one cannot achieve a perfect s-polarization state as all
frequencies are present simultaneous in the signal. From equation 4.9 the intensity I(t)
at 0◦, 90◦, 180◦, and 270◦ is found as, [78],
I(t) = Ip ωnt =
1
2
pi,
3
2
pi (4.10)
I(t) = ′′I ′′s = Is + (Ip − Is) ·
1 + cos(ϕ0)
2
ωnt = 0, pi (4.11)
This leads to the spectrum
Idiff (v)
Isum(v)
=
1
2
(Ip − Is)(1− cos(ϕ0))
(Ip + Is) +
1
2
(Ip − Is)(1 + cos(ϕ0))
(4.12)
≈
1− cos(ϕ0)
2
[
Ip − Is
Ip + Is
]
(4.13)
Here it has been assumed that (Ip + Is) >> (Ip − Is) which is a good approximation in
a satisfactory range around ϕ0 = pi on most metals. It is seen that the true reflectance
spectrum is multiplied with a function (1 − cos(ϕ0))/2. As ϕ0 varies with frequency a
theoretical description of the background variation is thus obtained.
Several polarization artifacts arising between the PEM and the detector must according to
Buffeteau et al. [67] also be taken into account. These effects are described by the overall
responses Cp and Cs, of the setup for p and s linear polarizations, and are introduced in
the equation for the difference signal, eq. 4.14, as the ratio γ = Cp/Cs.
Idiff (v)
Isum(v)
≈
1− cos(ϕ0)
2
[
γIp − Is
γIp + Is
]
(4.14)
As there is no additional polarization-sensitive optics between the sample and the detec-
tor for the present setup, no additional terms due to the instrumentation are introduced,
and a γ close to 1 is expected.
Two methods for obtaining the differential interferogram from the detector signal are ge-
nerally in use. Lock-in amplifiers [79, 67] have some inherent problems, as their high time
constants limit the mirror speed of the interferometer, and hence the collection of the
interferogram to about 5-10 kHz. Another method, which is the one that is implemented
on the present setup, was developed by Corn and co-workers [78, 80], who used real-time
4.3. THEORETICAL TREATMENT OF THE PM-IRRAS SIGNAL 25
sampling electronics achieving sampling rates of 50-100 kHz. That is, the acquisition is
limited by the speed of the PEM, and not the amplifier [81, 82]. The electronics produce
the sum and difference interferograms, which are then Fourier transformed from the time
domain to the frequency domain to yield the two spectra.
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Figure 4.9: Isum and Idiff versus wave number. ϕ0 was set to pi at 1350 cm
−1. The
sum spectrum shows absorption bands from H2O and CO2. A peak at 1435 cm
−1 from
carbonate (CO3) is hard to distinguish.
Examples of the separate sum and difference signals are given in figure 4.9. Because of
the air present outside the high pressure cell, the sum spectrum, (Ip+Is), always contains
clear absorption bands due to H2O from 1300 to 2000 cm
−1 and above 3400cm −1, as well
as CO2 bands in the ranges 2200-2400 cm
−1 and 3500-3750 cm−1. The latter are however
dominant in this figure, as the high pressure cell was filled with CO2, when the spectrum
was acquired.
The background for the sum spectrum follows the intensity distribution from the infrared
source. This, together with the bands from atmospheric H2O and CO2, may be removed
by obtaining a reference spectrum before the introduction of the gas into the high pressure
cell. The gas spectrum is often given in terms of the absorbance, A
A = log
( 1
T
)
= log
(Iref
Iads
)
(4.15)
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where I is the intensity at a specified wavelength λ which has interacted with the sam-
ple, and I0 is the intensity of the incident radiation. The absorbance is as stated in the
Beer-Lambert-Bouguer law proportional to the length that the radiation passed through
in the gas and the concentration of the absorbing species. The transmittance T = I/I0,
however, varies exponentially.
The difference spectrum, (Ip − Is), which is also shown in figure 4.9 is seen to display
the highest intensity around 1350 cm−1, where the maximum phase shift, ϕ0 = pi, has
been chosen. As was the case for the sum spectrum, bands from H2O and CO2 dominate
making it difficult to identify a peak at 1435 cm−1 due to a vibration of carbonate (CO3)
adsorbed on the sample surface. By taking the ratio of the two signals, the differential
reflectance spectrum, figure 4.10, is produced. Here the contributions from the gas phase
are almost completely removed and the carbonate peak is distinct.
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Figure 4.10: The differential reflectance spectrum. A peak at 1435 cm−1 from carbonate
(CO3) is distinct.
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In figure 4.11 the background has been removed thus obtaining a flat baseline in a limited
range. Aside from the distinct peak at 1435 cm−1 two peaks at 1310 cm−1 and 1215 cm−1
are now also recognizable.
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Figure 4.11: The differential reflectance spectrum with the background removed.
Chapter 5
Molecular vibration theory
Several effects may influence the vibrational modes when a molecule adsorbs on a metal
surface, causing a deviation from the frequencies that are observed in the gas phase. These
effects also have implications for the absorption of radiation as well as the lines shape of
the absorption peaks. As knowledge of the behavior is necessary to interpret vibrational
spectra and identify interactions between adsorbates, the theoretical descriptions of these
mechanisms are summarized in the upcoming sections.
5.1 Molecular vibrations - basics
A molecule with n atoms will have a number of vibrational modes given by 3n − 5 for
a linear configuration and 3n − 6 for a non-linear. This corresponds to three degrees
of freedom for each atom minus translations (x, y, z) and rotations (r, θ, and φ in the
non-linear case).
There are generally two categories of internal vibrations. Stretching describes changes in
distance between atoms along the bond axis, and bending is a change in the angle between
multiple bonds. The subtypes are depicted in figure 5.1.
The vibrational energy levels, En, of a diatomic molecule are given as eq. 5.1, when the
harmonic oscillator approximation, eq. 5.2, is used to describe the potential, V (r). It is
only valid for small deviations of r from the equilibrium distance between the atoms, req.
En = hv(n+
1
2
) (5.1)
V (r) =
1
2
k(r − req)
2 (5.2)
Here n is a positive integer that depicts the level number, h is Planck’s constant, and v
is the vibrational frequency. The force constant, k, depends on the strength of the nuclei
repulsions, electron repulsions, and electron-nuclei attractions. Although k only describes
the potential well curvature, it may still be used as an estimate of bond strength as the
28
5.2. THE INFLUENCE OF ADSORPTION ON VIBRATIONS 29
curvature is usually correlated with the depth of the well [59].
a) b)
Figure 5.1: Fundamental vibrations for linear and non-linear molecules. a) Stretching
modes, and b) bending modes.
The vibrational frequency of the molecule is given as:
v =
1
2pi
√
k
µ
, µ =
m1m2
m1 +m2
(5.3)
where µ is the reduced mass of the two atoms, and mi is the mass of the individual atoms.
It is seen that an increase in bond strength and a decrease in the reduced mass causes an
increase of the frequency.
5.2 The influence of adsorption on vibrations
When a molecule adsorbs on a rigid substrate, M , translations and rotations become
hindered. The number of vibrational modes is then determined by the number of internal
30 CHAPTER 5. MOLECULAR VIBRATION THEORY
modes plus the number of frustrated rotational and translational modes. Furthermore,
the internal vibrations may be influenced through several mechanisms. According to the
extensive review by Hoffmann [69] important effects include mechanical renormalization,
dipole-dipole interaction, image dipole interaction, and chemical shift.
5.2.1 Mechanical renormalization
Mechanical renormalization describes the mechanical shift in internal frequency that arises
when a molecule adsorbs on the surface. For a diatomic molecule Lucas and Mahan1 found
that the shift can be calculated as
∆v = v − v0 = v0 ·
kM−m2
km1−m2
·
µ2
2 ·m22
(5.4)
Here v0 is the internal vibration frequency of the molecule in the gas phase, and v is the
frequency after taking the renormalization into account. km1−m2 and kM−m2 are the force
constants for the internal vibration, m1 − m2, and the stretch between the surface and
the second atom, M −m2.
A shift to higher frequencies for the internal vibration is obtained due to this effect, which
has been predicted to be about 2.5 % for the CO molecule. This simple model neglects
vibrations of the substrate. If taken into account, larger shifts are predicted, which mainly
influence the M −m2 bond. Mechanical renormalization cannot in itself account for the
experimental observations, as a downward shift in frequency upon adsorption is generally
found [69].
5.2.2 Chemical shift
The chemical shift effect arises due to chemisorption where there is charge transfer between
the molecule and the metal surface. Eichens and Pliskin [83] observed the importance of
this phenomenon for the adsorption of CO on different sites of supported transition metals,
and the Blyholder backbonding model [84, 85] provided the first theoretical description. A
donation from the molecules bonding orbital (5σ for CO) to the metal d-band and a back
donation from the d-band to an antibonding orbital (2pi∗ for CO) weakens the internal
bond and hence causes a lowering of the frequency. The size of the 2pi∗ occupation due
to back donation has been correlated to the frequency range for CO [69]. The size is
dependent on the charge environment on the metal surface and is thus influenced by the
coverage of adsorbates, and by the adsorption of electron donors such as hydrocarbons or
acceptors such as alkali metals on the surface.
1As referenced in [69]
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5.2.3 Image dipole interaction
Another effect that influences the internal bond as well as the absorption of different po-
larizations of infrared radiation is the image dipole interaction. A molecule with a dipole
in the vicinity of a metal surface will induce an image dipole inside the metal, see figure
5.2. When the dipole is parallel to the surface the image dipole almost entirely cancels out
the effective dipole, and as no strong parallel dipole field is found, s-polarized radiation
is not absorbed. In contrast, a dipole orthogonal to the surface causes an enhancement
of the dipole field and thus an enhanced absorption of p-polarized radiation. This phe-
nomenon is called the surface selection rule.
Figure 5.2: Imaging of dipoles in a metal
A downward shift in vibrational frequency is also induced due to the vibrational coupling
between the dipole and the image, see equation 5.5, [86, 87, 69].
( v
v0
)2
= 1−
αv/4d
3
1− αe/4d3
(5.5)
where v0 and v are the vibrational frequencies before and after taking the image dipole
interaction into account. αv is the vibrational and αe the electronic polarizability
2 of the
molecule. d is given as the distance between the image and the dipole. The model is found
by assuming undamped vibrations and that αe is constant in the range of frequencies that
is of interest. It is difficult to obtain precise numbers for the shift caused by image dipole
interaction, as the three parameters, αv, αe, and d, are quite hard to determine. For a
CO molecule downward shifts of 1 to 2.5 % have been estimated.
2The polarizability is defined as the relative tendency of a charge distribution to be distorted.
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5.2.4 Dipole-dipole interaction
As well as image dipoles interact with molecule dipoles, there is also an interaction between
dipoles set up by several molecules. The introduced shift may be described as, [87, 88, 89]( v
v0
)2
= 1 +
θαvU
1 + θαeU
(5.6)
U denotes the coupling matrix summed over all dipoles and image dipoles, θ is the cover-
age, v0 is the original vibrational frequency of the molecule in absence of any interaction
with other adsorbed molecules, and v is the frequency when including the dipole-dipole
effect. It is evident from eq. 5.6 that the shift in frequency is always positive.
The dipole-dipole coupling also has implications on infrared spectroscopy. The intensity
of the absorption bands generally depends on the amplitude of the electric field at the
surface, the orientation of the dipole moment to the field, and the amount of adsorbed
molecules. According to [88, 89] the strength of the infrared absorption at a specific
frequency, v, may be estimated by
A(v) ≈ nvIm(αeff(v)) (5.7)
where n is the number of molecules per unit area, and αeff is the effective polarizability of
the adlayer, which is described in terms of the electronic polarizability, and the vibrational
polarizability by
αeff = αe +
αv
1− (v/v0)2
(5.8)
The absorption intensity for a surface with coverage θ up to a full monolayer may be
estimated by equation 5.9, [88].
∫
A(v)dv ≈
θαvU
(1 + θαeU)2
(5.9)
Eq. 5.9 shows how the integrated intensity depends on the dielectric screening due to
the electronic polarizability, αe, of the molecule. Pfnu¨r et al. [90] observed this screening
effect for CO adsorbed on Ru(0001). The intensity versus coverage behavior with a
maximum obtained at θCO = 0.33 was explained by an increasing vibrational coupling
due to larger islands on the surface. This results in a depolarization of the molecule and
hence a decrease in absorption intensity.
5.3 Peak shape and broadening
A number of effects govern the broadening of absorption bands, which are usually divided
into two groups; inhomogeneous and homogeneous broadening [69].
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Homogeneous broadening arises as a result of phonon coupling or charge transfer fluc-
tuations leading to damping of the vibrational mode. Phonon coupling may lead to
broadening for low frequency modes like the stretch between a metal and an adsorbate,
e.g. a metal-oxygen stretch. However, for internal stretches with a high frequency like
the one in CO, the effect is considered negligible. Periodic charge fluctuations are on the
other hand considered to contribute to the broadening. This is for example seen for CO
adsorbed on a metal surface where the antibonding 2pi* orbital is partially filled due to
overlap with the metal d-band. The vibration causes a stretch of the CO bond which
leads to a fluctuation of the filling degree of the orbital.
Inhomogeneous broadening results from variations in intermolecular interactions or slight
differences in adsorption sites resulting in differences in the chemical shift. An ordered
layer will give a sharp, symmetric peak, and deviations from this behavior may be il-
lustrated by the variation of coverage, mobility of the adsorbates, and nature of the
intermolecular forces.
At low coverage the situation is determined by the mobility and the intermolecular forces.
With low surface mobility which is for example obtained at low temperature, a highly
disordered layer will result in an asymmetric peak. If the intermolecular forces are re-
pulsive (e.g. CO), an increase in mobility will maximize the intermolecular distances and
hence a symmetrical shape is obtained. If the forces on the other hand are attractive (for
example due to hydrogen bonding), a situation with adsorbate island formation occurs.
Depending on the distribution between islands and single molecules a splitting of the band
may result. If the islands are large the bands may also be asymmetric due to the altered
surroundings for the molecules at the rims of the islands.
At high coverage the scenario is dominated by intermolecular repulsion. If a high diffusion
barrier is present, different domains may be created leading to two distinct peaks in the
spectrum. In the case of a low diffusion barrier, the variation of adsorption sites may
result in peak broadening.
Chapter 6
Interaction of CO2 and H2 with
Cu/Pt(111)
Microkinetic modeling1 of the water-gas shift reaction activity trends covering several
transition metals has suggested that the activity of copper-based catalysts can be im-
proved by increasing the binding energy of both carbon monoxide and oxygen to the
surface [56]. Ways to achieve a stronger binding include introduction of low coordination
sites as well as stretching of the Cu lattice by growing a pseudomorphic layer on top of
a host metal with a larger lattice constant. This will result in a narrowing of the d-band
due to a larger nearest neighbor distance and hence a decrease in overlap between the
electron orbitals of the Cu atoms. As the electron filling degree must be preserved, the
d-band will shift up in energy2. This leads to stronger binding of the adsorbates and
higher reactivity [91, 1]. As CO2 is involved in WGS and known to be the main source of
carbon in methanol synthesis [21, 22, 92], it is interesting to examine the interaction of it
as well as the reaction with H2 employing a well-defined model system that can emulate
both stretching of the Cu lattice and roughness.
6.1 Properties of the copper / platinum (111) system
Although a given metal is estimated to be more reactive as a pseudomorphic layer on
top of another metal, it is not necessarily possible to realize that configuration, as the
stability depends on the mixing and segregation energy of the two metals. Generally, bulk
or surface alloying as well as phase separation may occur, and phase diagrams must be
used to check the behavior of a given bimetallic system. A large collection of diagrams
for transition metals is found in [93].
A bimetallic system that possesses the required properties is copper deposited on pla-
tinum, as the lattice spacing for Cu(111) is 8% smaller than that of Pt(111), leading
to a strained Cu overlayer. Cu/Pt(111) has been thoroughly investigated experimentally
1A description of the model and the results are given in chapter 7.
2This is only valid for the late transition metals. The center shifts down for filling degrees below 0.5.
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[94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106] and theoretically [99, 91, 107, 108]
during the last three decades.
Scanning tunneling microscopy (STM) and He atom scattering (HAS) have revealed that
the growth of copper is pseudomorphic with nucleation at the step sites of the Pt sur-
face [102]. Two-dimensional dendritic Cu islands are formed at room temperature and
grow from the step edges coalescing into a defective pseudomorphic overlayer as coverage
increases. The second layer commences growth before the first is complete and is rota-
tionally commensurate to the Pt substrate with a lattice parameter closer to that of bulk
Cu(111) [97].
Holst et al. [102, 103] furthermore examined the structure of Cu on Pt(111) at different
deposition temperatures. No reconstruction was observed at 340 K, but a highly defective
surface was grown. Higher deposition temperatures yielded smoother overlayers. At 450
K a reconstruction that was assigned to take place in the Pt substrate was observed.
A Cu/Pt near surface alloy has recently received attention as a possible catalyst for water-
gas shift [108]. Alloying has been found to set in around 550 K using AES data [96] and
work function measurements [97]. Unfortunately, no ISS studies have been conducted
except for Cu deposited on the vicinal Pt(12 12 11) facet where the onset of surface
alloying is found above 350 K [109]. A steady dissolution of Cu into the bulk is obtained
upon heating [106], and at temperatures above 1350 K the Cu will move out of the Pt
bulk and evaporate [110].
The Cu/Pt system has mainly been probed using oxygen [105, 104], hydrogen, and carbon
monoxide [95, 97, 98, 101]. No studies have to the authors’ knowledge employed high
pressure conditions, examined CO2 interaction, or conducted formate synthesis with this
surface.
6.2 Experiments
6.2.1 Experimental procedure
The platinum (111) single crystal was cleaned using cycles of oxygen exposure of 10−6
mbar at 850 K, sputtering with Ar, and annealing at 1270 K. This was repeated until no
impurities were detected with XPS and ISS.
Cu was deposited on the Pt(111) crystal through physical vapor deposition with a rate
of approx. 0.2 ML/min. The sample was then characterized using XPS and ISS in order
to determine the amount of copper deposited, and then transferred to the high pressure
cell.
As earlier described, the N48 grade CO2 was purified further with several freeze-pump-
thaw cycles using liquid nitrogen, before it was led into the high pressure cell at room
temperature. Cleanliness was checked by exposing the Pt(111) crystal to 0.5 bar CO2.
No adsorbed oxygen was subsequently observed with XPS other than a signal due to
adsorbed CO from the background pressure of the chamber. The N60 hydrogen was
passed over a reduced Cu catalyst cooled with liquid nitrogen before use. Unless otherwise
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stated, the sample was subjected to 0.5 bar CO2 at room temperature for carbonate
formation experiments, or a 0.5 bar 70:30 gas mixture of CO2 and H2 for formate synthesis
experiments.
6.2.2 Characterization of the Cu/Pt system
The copper overlayer was examined using X-ray Photoelectron Spectroscopy (XPS) and
Ion Scattering Spectroscopy (ISS). XPS spectra of the sample before and after deposition
of 1 ML Cu are shown in figure 6.1, where the assignments of the main peaks are given.
The Cu 3s and Cu 3p peaks at approx. 75 eV, 77 eV, and 122.4 eV are masked by the
large Pt 4f5/2 and 4f7/2 peaks, and Auger lines
3 for Cu are seen in the interval 500-800
eV.
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Figure 6.1: Spectra of the clean Pt sample (bottom) and 1 ML Cu on the Pt sample
(top). Several Auger peaks from Cu are seen.
The coverage was determined by comparing ISS and XPS data sets for different deposition
times, see figure 6.2. Representative spectra are depicted in figure 6.3, where ISS spectra
for different amounts of Cu are shown, as well as figure 6.4a and b where close-ups of the
Cu 2p region and the Pt 4f region of the XPS spectra are shown. It is seen that the Cu
2p peaks are shifted approximately 1 eV toward lower binding energy at low coverages.
3Auger lines arise when an ionized atom relax back to a lower energy state. One electron falls from a
higher level to fill an initial core hole. The energy released by this process is simultaneously transferred
to another electron which overcomes its binding energy and leaves with a well-defined kinetic energy.
These processes are monitored with Auger Electron Spectroscopy (AES).
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Figure 6.2: Intensity of ISS Cu signal versus intensity of Cu 2p from XPS. For ISS the
data was normalized against the sum of the Pt and Cu signals. For XPS Cu signals were
normalized against the Pt 4f signal.
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Figure 6.3: ISS spectra of the Cu and Pt signals are shown for 0 ML, 0.7 ML, and approx.
1 ML Cu.
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Figure 6.4: XPS spectra of a) The Cu 2p region and b) The Pt 4f region. The Cu and
Pt signals are shown for 0.5 ML, 1 ML, and 5.5 ML Cu. Lines are inserted to highlight a
shift in binding energy.
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In figure 6.2, ISS intensities for Cu were normalized with the sum of the Pt and Cu in-
tensities, and Cu 2p XPS signals were normalized to Pt 4f. It is seen by the deviation of
data points above ISS intensities of 0.8 from the linear fit that matters are complicated
by the growth of the second layer before the first layer is complete. LEED revealed the
emergence of weak rosette patterns around the main first order Pt-spots for 0.6 ML Cu
deposited at 425 K indicating onset of second layer formation around this point. Beneath
0.6 ML only the spots due to a lattice with the same spacing as Pt(111) was observed
indicating pseudomorphic growth, although the presence of small second layer islands that
are not detectable with LEED cannot be excluded. The LEED image obtained for about
1 ML Cu deposited at 425 K is shown in figure 6.5. It resembles the image obtained by
Paffett et al. [97] for 1.3 ML and Tsay et al. [104] for 1.2 ML closely. It is seen that the
second Cu layer has a larger lattice constant than the first and that it grows rotational
commensurate to the Pt(111).
a) b)
Figure 6.5: a) LEED superspots from 2nd layer before saturation of 1st ML. θ = 0.87 ML
Tdeposition = 425 K. E = 64.8 eV. Picture taken by Ph.D. K. Andersson. b) Schematic of
the spots.
The deposition rate of Cu was determined using a linear fit of data points up to 0.6
ML coverage, where ISS spectra are expected to represent the coverage fairly well. The
amount of Cu above this point was then estimated on the basis of the deposition rate as
it was concluded that the XPS signal for the Cu 2p3/2 peak would be a poor estimate
due to island formation. It is noted that the normalized XPS signal in figure 6.2 seems
to have a value different from zero when no ISS signal is present. An explanation may be
that alloying is occurring at the Pt steps at the early stages of growth.
The dendritic growth of the copper islands from the platinum steps and uncompleted
coalescence seen with STM [102, 103] together with the LEED patterns from the present
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study, point to a highly defective surface. Surface defects, steps, and kinks should hence
be abundant, and it is clear that defects may rule the game around 1 ML Cu. Further-
more it cannot be excluded that intermediates may induce a reconstruction of the Cu
layer during reaction, which for example has been observed for oxygen on Cu(110) [111].
STM studies of the Cu/Pt(111) system with intermediates would be needed to investigate
this scenario further.
The onset of surface alloying was determined by heating the sample from 350 K to 600
K with about 1 ML Cu in intervals of 10 K. For each step an ISS spectrum was taken
keeping the sample at the selected temperature for 1 min, see figure 6.6.
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Figure 6.6: The normalized ISS intensities of Cu and Pt during heating. Inset shows raw
ISS data.
For data comparison, the same sample was used throughout the experiment. Several
precautions were taken to minimize sputter effects, e.g. lowering of He pressure and emis-
sion current, together with an increase of the area rastered, while still maintaining an
adequate signal. In order to estimate the removal of Cu caused by the small amount of
sputter damage during ISS, the decrease in intensity of the first three measurements at
low temperature was determined and compared to the observed changes in the following
measurements. This did not change the result evident from the figure that surface al-
loying sets in at 460 K. This temperature is quite low compared to other studies of the
system, where alloying around 525-550 K have been reported from AES, LEED, and work
function measurements [96, 97, 106]. Our result is, however, similar to the aforementioned
onset of a reconstruction of the Pt surface which was also evident in the Cu overlayer as
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seen with STM [103]. Further increase in temperature merely leads to a higher rate of
Cu migration into the Pt bulk [106].
6.2.3 Carbon dioxide interaction
The importance of CO2 chemistry on copper surfaces in connection with methanol synthe-
sis and the water-gas shift reaction is well-established. As mentioned previously, methanol
is synthesized from a mixture of CO, CO2, and H2, with CO2 hydrogenation being the
major pathway [24]. Through isotope labeling experiments, CO2 has been shown to be
the source of carbon in methanol formation [21, 22].
Extensive reviews regarding the surface chemistry of carbon dioxide on several metals
have been published by Solymosi [112], and by Freund and Roberts [113]. CO2 physisorbs
on most transition metals, and has only been stabilized on copper on stepped and rough
surfaces [114, 115], in connection with alkali doping [116], or by co-dosing oxygen [117].
Several studies have examined the reactivity of CO2 with the low index Cu surfaces
Cu(111), Cu(110), and Cu(100). Habraken et al. [118] observed no interaction of CO2
with a clean or oxygen covered Cu(l11) surface at 297 and 637 K with exposures up to
5 · 105 L, and Campbell et al. [119] found very slow dissociation of CO2 with 50 torr
at 490 K for Cu(111). Rodriguez et al. [120] employed doses of up to 350 L on a Cu
(110) surface at 110 and 250 K, but were also unable to dissociate CO2. Similar studies
by Fu and Somorjai [114], Krause et al. [121], Ernst et al. [122], and Funk et al. [123]
found no reaction at low temperature and CO2 doses for the (110) surface. In stark
contrast to these observations, Wachs and Madix [124] reported that 99 % the adsorbed
CO2 on a Cu(110) crystal dissociated into CO and surface oxygen, but unfortunately the
pressure and temperature applied were not stated. Moreover, Schneider and Hirschwald
[125] reported dissociation on this surface. These results have, however, been disputed
[126, 127, 122], and the reactivity may have been due to surface defects.
Dissociative adsorption has only been found at temperatures above 400 K and at pressures
of several mbar [119, 128, 129]. Nakamura et al. [128] established that high pressure was
required for the reaction to occur on Cu(110), and similarly CO2 was observed to dissociate
on Cu(100) under high pressure (900 mbar) by Rasmussen et al. [129].
Except for a study by Carley et al. [117], who observed that carbonate (CO3) could be
stabilized by co-adsorbing oxygen with CO2 on Cu(110), stabilization of CO2 has not
been observed on low index Cu surfaces. A different scenario is found on the higher
index and rough copper surfaces where reactivity is enhanced. The dissociation to carbon
monoxide and oxygen has been reported to occur under UHV conditions for Cu(311) at
150 K [114] and for Cu(332) at 95 K [115]. Studies of polycrystalline Cu [130, 131, 132]
have also revealed CO2 dissociation, although photoinduced reaction should in some cases
be considered [133, 134].
A number of studies on stepped single crystals [115, 117], polycrystalline Cu [132], and
industrial Cu/ZnO/Al2O3 catalyst [135, 136] have speculated or observed that carbonate
species are present on the surface during reaction. It is clear that additional studies are
needed that can provide further insight into the interaction of CO2 with copper surfaces.
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Vibrational spectroscopy experiments
Cu overlayers of 0.4 ML and up to 5.5 ML were subjected to high pressures of CO2 at
room temperature. PM-IRRAS spectra recorded at pressures ranging from 550 down to
10 mbar for 0.9 ML Cu are shown in figure 6.7. A sharp, strong feature was seen at 1435
cm−1 similar to results from Millar et al. on Cu/SiO2 [28]. It shifted down in energy
to 1410 cm−1 as the pressure was decreased and disappeared when the CO2 had been
pumped out. A stationary feature that persisted in vacuum at 1315 cm−1, and a weak
peak at 1215 cm−1 - 1205 cm−1 (not shown) that presented behavior similar to the 1435
cm−1 feature, were also identified.
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Figure 6.7: PM-IRRAS spectra taken at CO2 pressures from 550 mbar down to 10 mbar
at room temperature.
Subsequent EELS spectra showed peaks at approx. 280, 820, 1050, and 1300 cm−1, see
figure 6.8, where the latter vibration at 1300 cm−1 is identical to the one seen with PM-
IRRAS. The features observed are broad due to the low resolution of the EELS equipment,
but despite extensive optimization it was not possible to obtain a FWHM smaller than
19 meV. The vibrations identified here are very similar to those reported in studies done
by Stuve et al. on the interaction of CO2 with an Ag(110) single crystal predosed with
oxygen [137]. They assigned the vibrations to the metal - oxygen stretch, v(M-O), the out-
of-plane CO3 deformation, pi(CO3), the C-O stretch, v(CO), and the symmetric O-C-O
stretch, vs(O-C-O), respectively. This ensemble of vibrations suggest that the carbonate
is lying nearly flat on the surface, as the out-of-plane deformation where the carbon atom
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moves back and forth through the plane described by the oxygen atoms are seen. None
of the vibrations found at high pressure or under UHV conditions are related to adsorbed
CO2, see table 6.1.
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Figure 6.8: EELS spectrum taken after the high pressure experiment. A primary energy
of 8 eV was used, and the resolution was 19 meV. Peaks are observed at approx. 280,
820, 1050, and 1300 cm−1.
To clarify and support the experimental evidence, the binding and vibrational states of
the carbonate species was examined further on several Cu and Pt systems utilizing DFT
calculations performed by Ph.D. student Lars Grabow, and Professor Manos Mavrikakis
from University of Wisconsin-Madison. The adsorption was examined on a variety of
Cu, Pt, and Cu/Pt alloy surfaces using the Dacapo total energy code [139, 140]. A full
description of the calculations may be found in [141].
The specific systems studied were Cu(111), Pt(111), 1 ML Cu on Pt(111) (overlayer), Pt-
Cu-Pt(111) (sandwich), and Cu/Pt 1:1 mixed overlayer on Pt(111). For all systems the
(111) surface for 2x2 and 3x3 unit cells and the (211) facet on a 3x2 unit cell were studied.
The only exception was the Cu/Pt 1:1 mixed overlayer, where only (111) surfaces were
examined. Relative intensities were estimated based on dipole changes along the z-axis,
perpendicular to the surface, and the IR selection rule hence applies.
It was observed that CO3 binds as a bidendate species to all (111) surfaces and through all
three oxygen atoms on (211) facets with the exception of Pt(211). Monodendate binding
geometries were also probed through the calculations, but those states were not stable.
On Cu exposing (111) surfaces the two binding O atoms always sit on bridge positions,
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Table 6.1: Observed vibrational frequencies compared to results from Stuve et al. [137]
together with their assignments. * Hidden by 1360 cm−1 peak
CO2 CO3
Assignment Gas, [138] as Adsorbed Adsorbed Adsorbed
from [137] referenced in [137] Ag, [137] Ag, [137] Cu/Pt, this work
v(M-O) 270 280
Bend, δ(O=C=O) 667 660
pi(CO3) 850 820
v(CO) 1050 1050
δ(O=C=O) overtone 1286 1280
vs(O-C-O) 1360 1310
vs(O=C=O) 1333 *
va(O=C=O) 2349 2350
whereas on Pt exposing (111) surfaces the O atoms are always on top of Pt atoms. On
the alloyed Cu/Pt overlayer on top of Pt(111), CO3 shows hybrid binding to a Pt-top
and a Cu-Cu bridge site. It is found that CO3 binds almost flat at the step on all (211)
surfaces, see figure 6.9, except for Pt(211), where top-top binding on two step atoms is
observed. For all systems, states adsorbed on steps are generally 0.5 to 0.7 eV more stable
than on flat terraces, which indicate that steps are the dominant adsorption sites.
The systems with CO3 lying flat on a (211) step site exhibit frequencies which are similar
to the ones observed in the EELS spectrum, see tables 6.2 and 6.3, whereas no reason-
able agreement is found for any of the studied (111) surfaces. For flat surfaces the most
intense peaks are around 1800 cm−1, but according to experiments, the strongest peaks
are at lower energies. It is therefore concluded that CO3 preferably adsorbs to steps or
step defects based on the considerably enhanced binding energy and the close match of
observed and calculated frequencies on those sites.
It is found that all three O atoms interact with the metal surface atoms and thus, it is
difficult to compare to literature assignments which are for monodendate or bidendate
species, as the modes are somewhat different in the tridendate case. The v(CO) mode is
rather a CO3 star vibration where all three O atoms vibrate simultaneously. Furthermore,
it is in some cases hard to clearly distinguish between a symmetric vs. asymmetric (O-
C-O) stretch on for example Cu/Pt(211). That is probably due to the very asymmetric
way CO3 is bound to the step. When comparing to experimental literature, [142], the
high pressure 1410 - 1435 cm−1 feature is similar to an asymmetric O-C-O stretch from a
simple carbonate, which is listed at 1415 cm−1. It is speculated that at high pressure the
carbonate is raised slightly from the surface due to repulsive adsorbate interactions, which
leads to the observation of the O-C-O stretch in PM-IRRAS spectra before purging of the
high pressure cell. As pressure decreases, the energy is decreased due to less repulsion,
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Figure 6.9: Carbonate adsorbed on Cu on Pt(211). The unit cell region is shaded dark.
Picture courtesy of Ph.D. student Lars Grabow.
Table 6.2: Comparison of DFT calculations on stepped surfaces and spectroscopic results
for vibrational frequencies in cm−1. a For the tridentate CO3 it is difficult to make a
clear distinction between the symmetric and asymmetric (O-C-O) stretches. b For the
tridentate CO3 v(CO) is a star vibration where all three O atoms vibrate simultaneously.
Observed Stepped surfaces
Mode EELS/IR Cu(211) Pt(211) 1 ML Cu Pt-Cu-Pt(211)
on Pt(211)
va(OCO)
a 1310 / 1447 / 1163 1282 / 1201 /
vs(OCO)
a 1435-1410 1262 946 1402 1448
v(CO)b 1050 1004 1634 1021 989
pi(CO3) 820 773 733 751 757
v(M-O) 280 299/245 342 284/309 342/300/148
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Table 6.3: Comparison of DFT calculations on flat surfaces and spectroscopic results
for vibrational frequencies in cm−1. a For the tridentate CO3 it is difficult to make a
clear distinction between the symmetric and asymmetric (O-C-O) stretches. b For the
tridentate CO3 v(CO) is a star vibration where all three O atoms vibrate simultaneously.
Observed Flat surfaces
Mode EELS/IR Cu(111) Pt(111) 1 ML Cu Pt-Cu-Pt(111) Cu/Pt
on Pt(111) on Pt(111)
va(OCO)
a 1310 / 969 1222 969 1242 1134
vs(OCO)
a 1435-10 891 961 892 974 878
v(CO)b 1050 1759 1629 1742 1611 1688
pi(CO3) 820 768 710 768 721 749
v(M-O) 280 281/236 314/278 301/215/174 309 309/220
and the carbonate settles down to a point where only the weak 1310 cm−1 stretch can be
distinguished. It has not been possible to assign the 1205 cm−1 high pressure mode. It is
most likely some type of O-C-O stretch.
It was not always possible to detect the carbonate with vibrational methods. Certain
conditions had to be met in order to get a signal in the spectra. First of all, a high
CO2 pressure had to be applied immediately, as slow inlet in stages of 10 mbar gave a
high oxygen coverage which in effect poisoned the surface. This reduced the amount of
carbonate produced significantly. Furthermore, an increase in the amount of deposited
Cu above 2 ML made it very difficult to detect the carbonate, although it was later
observed with TPD and XPS, as presented in the next section. For comparison, similar
high pressure experiments were also done on the pristine Pt(111) surface as a blank sample
and on a surface alloy corresponding to a Cu/Pt ratio of 1:2, which was produced from
1 ML Cu by annealing the sample briefly at 573 K. Neither of these samples showed any
features in PM-IRRAS or EELS spectra except for small amounts of adsorbed CO.
Subsequent TPD and XPS experiments
Following the spectroscopic examinations of the adsorbed species formed during exposure
to 0.5 bar CO2 at room temperature, TPD and XPS were employed to study the decom-
position of the carbonate and to estimate the coverage. TPD spectra were recorded in the
300-600 K range with a heating rate of β = 2 K/s for samples with different amounts of
Cu dosed at 425 K on the platinum crystal, as well as the Cu/Pt surface alloy. Spectra for
mass 28 and 44 are shown in figure 6.10 together with 0.5 ML CO adsorbed on the clean
Pt(111) crystal as a reference. No hydrogen was observed during any of the experiments,
and the maximum temperature employed was kept low enough to avoid desorption of the
surface oxygen.
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Figure 6.10: TPD spectra of a) CO - mass 28, and b) CO2 - mass 44 for different amounts
of Cu on the Pt(111) crystal, a surface alloy, and the clean Pt(111) crystal. Spectra taken
after subjection to 0.5 bar CO2 are shown for 0.4, 0.9, and 5.5 ML Cu deposited at 425 K
as well as the Cu:Pt=1:2 surface alloy produced by flashing 1 ML Cu on Pt to 573 K. The
pure Pt crystal predosed with 0.5 ML CO at room temperature is shown for comparison.
The temperature ramp was β = 2 K/s.
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The surface alloy did not promote a dissociation of CO2 or formation of carbonate, but
instead adsorbed CO from the background pressure of the chamber. According to the
TPD spectrum, figure 6.10a, it was bound weaker than CO adsorbed on a Pt(111) surface.
This agrees with prior observations in literature [96] where CO TPDs reveal a lowering of
the maximum desorption rate by 100 K. A very weak CO2 feature is visible in the TPD
spectrum for the alloy, figure 6.10b, but it is most likely due to small patches of unalloyed
Cu on Pt.
For 0.4 ML Cu which should correspond to a pseudomorphic stretched Cu layer with a
low degree of island formation, no CO or H2 were observed. However, two CO2 features,
a very weak and broad at 390 K and a large and sharp at 510 K with a shoulder toward
lower temperature, emerged, see figure 6.10b. At 0.9 ML where second layer Cu islands
are present, these features had merged leading to one broad feature with a maximum at
450 K. For even higher Cu coverages where Cu(111) bulk properties are expected to return
[97], a more complicated CO2 spectrum was obtained, probably due to a highly defective
surface with extensive island growth. The desorption feature had broadened further to a
range of 180 K consisting of a main peak at 460 K with both high and low temperature
shoulders. The complicated pattern for the decomposition of carbonate is not explained
easily, since the features above 460 K is undoubtedly connected to the onset of surface
alloying. As such the features is not related to the magnitude of the binding energy, but
to reconstruction of the surface.
It is also seen in figure 6.10b that the amount of carbonate on 5.5 ML Cu is comparable
to the amount produced on 0.9 ML, if not larger. This is interesting, as the carbonate
on multiple Cu layers was not detected with the vibrational spectroscopy methods. It
suggests a somewhat different arrangement of the carbonate at high pressures on the
multilayered Cu/Pt(111) system compared to the 0.9 ML Cu/Pt(111) system, although
scrambling of the signal due to surface roughness must also be taken into account.
XPS spectra of the O 1s region, figure 6.11a, and C 1s region, figure 6.11b, for the 1 ML
Cu/Pt(111) system were recorded before and after TPD. An oxygen peak was initially
observed at a binding energy of 531 eV. The area was calibrated with an 0.5 ML CO
reference, and it was established that the oxygen peak corresponded to a coverage of
approx. 0.9 ML, or 0.3 ML CO3. In the carbon region a peak was observed at 289 eV
with an area corresponding to 0.2 ML. This is in accordance with the ratio expected for
carbonate when taking experimental uncertainties into account. Moreover, the carbon
peak had disappeared and one third of the adsorbed oxygen was left on the surface after
decomposition of the carbonate during TPD, supporting the decomposition step:
CO3* → CO2 (g) + O*
where * denotes an adsorption site.
Shifts for binding energies of O 1s have been examined on Pt by Norton [143], on Ni by
Behm and Brundle [144], and on Cu(110) promoted with Cs and oxygen by Carley et al.
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Figure 6.11: XPS spectra for a) oxygen 1s and platinum 4p3/2. b) carbon 1 s. Before and
after TPD on 1 ML Cu/Pt(111). The spectrum for 0.5 ML CO is shown as reference.
[117]. A comparison of their results to this work is found in table 6.4, and it is seen that
the positions of the different oxygen species found in the present study agree very well
with literature. Furthermore, it was found throughout the experiments that the Cu 2p
peaks were not affected by the subjection to CO2.
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Table 6.4: Binding energy of the 1s oxygen core-level for CO3, CO2, CO, and O compared
to results from the present study. Data on Pt from Norton [143], Ni from Behm et al.
[144], and Cs-Cu(110) from Carley et al. [117].
Ebin (Pt) [143] Ebin (Ni) [144] Ebin Cs-Cu(110) [117] Ebin (This work)
CO2 534.5 - 536 -
CO 532.7 - 533 533.0
CO3 - 531.2 531 531.1
O 530.2 - 529.8 530.0
Effect of predosed oxygen
Several groups have shown that a pre-existing oxygen coverage influence the amount of
carbonate that may be formed during CO2 exposure [132, 145]. To investigate the effect
on the present system, 6 L oxygen corresponding to an 0.15 ML coverage on 0.9 ML
Cu/Pt(111) were dosed before high pressure CO2 exposure at room temperature. This
yielded no significant difference for the outcome of the experiment. At 0.3 ML oxygen
the carbonate formation reaction was inhibited as previously observed for polycrystalline
Cu [132], and for low coverages of preadsorbed oxygen the missing oxygen needed for
the equilibrium amount of adsorbed CO3 was formed by dissociation of CO2 during high
pressure exposure. To elucidate the reaction mechanism, isotope experiments were also
conducted. Predosing 6 L O2
18 and subsequent exposure to 0.5 bar of CO2 for approx. 30
minutes led to a total exchange of the surface oxygen. No isotopes (mass 46 for CO16O18,
and mass 48 for CO182 ) were detected in TPD above normal levels for the gas used. Fur-
thermore, only O16 was left on the surface after TPD, when checked with ISS, which
clearly allows for the distinction of O16 and O18, as shown in [75] and figure 6.12. Thus,
at high pressure the process is highly dynamic.
Formation of carbonate under UHV conditions was also examined, as predosed oxygen
is needed to produce carbonate on Ag in this situation [146]. 2000 L CO2 were dosed
at room temperature with the ion gauge turned off to avoid dissociation of CO2. It
was observed that carbonate in small amounts could be formed on 1 ML Cu when 6 L
O182 had been predosed. In the TPD spectrum, see figure 6.13, two distinct peaks at
450 K and 515 K for both CO162 and CO
16O18 as well as a very weak signal for CO182
are found. ISS subsequently showed no remaining O18 left on the sample, revealing a
flip in the carbonate geometry. A blank experiment without predosed oxygen was also
performed, and as expected no carbonate could be formed in UHV under these conditions.
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Figure 6.12: ISS spectrum of O16 and O18 on 1 ML Cu/Pt(111).
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Figure 6.13: TPD spectrum of CO162 (mass 44), CO
16O18 (mass 46), and CO182 (mass 48).
1 ML Cu/Pt(111) dosed with 6 L O182 and subsequently 2000 L CO2.
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6.2.4 Formate synthesis and decomposition
The presence of formate (HCOO) during methanol synthesis has been established in
several investigations of Cu-based catalysts [25, 147, 148, 149], as well as single crystal
studies [23, 24]. It is considered a stable intermediate formed due to carbon dioxide
hydrogenation in the reaction mechanism for the synthesis [26, 150]. The interaction
between CO2 and H2 has apart from the reaction between adsorbed or gaseous CO2
[27] and adsorbed atomic hydrogen, been reported to proceed through the hydrogenation
of a surface carbonate formed from the dissociative adsorption of CO2 and subsequent
interaction of surface oxygen with another CO2 molecule [28, 30]. Despite numerous
investigations, controversy still exists about the way that the entire methanol synthesis
proceeds on the industrial Cu/ZnO/Al2O3 catalyst and the involvement of Cu, Zn, and
Cu-Zn sites in the mechanism [18]. Fujitani et al. [33, 151] however found that the
deposition of Zn on Cu(111) did not influence the rate of formate synthesis, but instead
led to stabilization of formate and subsequent promotion of hydrogenation to methanol
through a methoxy species. The formate synthesis results obtained on metallic Cu should
hence still be relevant for Cu-based catalysts.
The first investigation of formate synthesis at high pressure on a Cu single crystal surface
was reported by Taylor et al. [150], who produced the intermediate from a 2.3 bar 70:30
gas mixture of CO2 and H2 at 343 K. Several other studies on the decomposition of
formate synthesized from H2 and CO2, as well as produced by adsorption and heating of
formic acid (HCOOH), have been conducted on the low-index Cu facets Cu(111) [151],
Cu(100) [152, 153, 150], and Cu(110) [124, 154, 155, 156, 157], as well as Cu powder
and Cu/SiO2 [158, 159, 160], the Cu/ZnO(0001) system [161], polycrystalline Cu and
Cu/ZnO/Al2O3 [25]. Important spectroscopic evidence has been obtained by producing
formate from formic acid, but in the present work focus is on the synthesis from CO2 and
H2 due to the relevance for the methanol mechanism.
Although several studies of high-index Cu surfaces with alkali-metal promotion are re-
ported [162, 163], no investigations of formate decomposition have to the authors’ know-
ledge been reported on the clean surfaces. Nakamura and co-workers [40] studied methanol
synthesis on several Cu facets including Cu(311) and reported the presence of formate
on this surface. They found that the amount of formate after reaction was correlated to
the reactivity for methanol synthesis and that the activity decreased in the order (110) >
(311) > (100) > (111). TPD experiments were however not presented. In support of the
structure sensitivity for methanol synthesis, Fu and Somorjai [114] found upon compa-
rison of Cu(311) and Cu(110) that where Cu(311) displayed high reactivity toward CO2
and D2 dissociative adsorption, Cu(110) was relatively inactive.
The upcoming sections present PM-IRRAS, XPS, and TPD studies of formate synthesis
and decomposition, as well as carbonate hydrogenation on Cu/Pt(111).
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Formate synthesis - infrared spectroscopy
Formate synthesis was examined on 1 ML and 4.4 ML Cu on Pt(111), as well as the clean
Pt sample, and a surface alloy corresponding to a Cu/Pt ratio of 1:2, produced from 1
ML Cu by annealing the sample briefly at 573 K. The sample was subjected to a 0.5
bar gas mixture of 70 % CO2 and balance H2, which was the ratio used by Taylor et
al. [150]. The sample was then heated from 273 K to 363 K in 10 K steps followed by
cooling and purging of the high pressure cell. After having kept the sample at a specific
temperature for about 10 minutes, PM-IRRAS spectra were taken to monitor the evolu-
tion of formate using the characteristic symmetric O-C-O stretch band, [27, 150, 156]. It
has previously been reported that the intensity of the vibrational mode is proportional to
the coverage of formate [156]. The asymmetric O-C-O stretch which is usually located at
higher wavenumbers [157], was not observed. The lack of this mode indicates a bidentate
formate bound perpendicular to the surface.
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Figure 6.14: Evolution of formate in the temperature range 313-363 K on 1 ML
Cu/Pt(111) from a 70%:30% mixture of CO2 and H2 corresponding to a total pressure of
0.5 bar. Effect of subsequent cooling and pumping out are depicted in the two uppermost
graphs.
In figure 6.14 the spectra are depicted in the wavenumber range 1200 cm−1 to 1500 cm−1
for each 10 K step from 313 K to 363 K for the synthesis over 1 ML Cu/Pt(111). Formate
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was readily formed on the modified Cu surface and was detectable above the noise level
around 343 K at approx. 1348 cm−1. This is in good agreement with other reports of the
peak position for the symmetric O-C-O stretch of bridging bidentate formate on low-index
Cu surfaces [27]. The amount of formate peaked at 1352 cm−1 when the temperature was
raised to 363 K.
On returning to 283 K the amount increased significantly; possibly due to the second pass
of the optimal temperature for the synthesis. The peak moreover shifted further up in
energy to 1360 cm−1, which may be explained by the increase in the repulsive interaction
due to a larger amount of formate on the surface, as previously described by [156]. After
pump out a downshift of 4 cm−1 to 1356 cm−1 was observed.
Formate was not detected with PM-IRRAS when large amounts of Cu had been deposited.
Similarly, the experiments conducted on the pristine Pt(111) surface as a blank sample
and on the surface alloy did not yield any features in the PM-IRRAS spectra except for
small amounts of adsorbed CO.
Formate decomposition - TPD
After the high pressure experiment the sample was transferred back into the UHV chamber
and temperature programmed desorption was performed with a heating rate of 2 K/s on
the 1 ML and 4.4 ML Cu/Pt(111), as well as the 1:2 Cu:Pt surface alloy. The signals
from masses 2, 28, and 44 for these systems are shown in figures 6.15, 6.16, and 6.17.
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Figure 6.15: TPD spectrum of H2 - mass 2 for different amounts of Cu on the Pt(111)
crystal. Spectra taken after subjection to 0.5 bar 70% CO2 and 30% H2 are shown for
a 1:2 Cu:Pt surface alloy, 1.0 ML, and 4.4 ML Cu deposited at 325 K. The temperature
ramp was β = 2 K/s.
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Figure 6.16: TPD spectrum of CO - mass 28 for different amounts of Cu on the Pt(111)
crystal. Spectra taken after subjection to 0.5 bar 70% CO2 and 30% H2 are shown for
a 1:2 Cu:Pt surface alloy, 1.0 ML, and 4.4 ML Cu deposited at 325 K. The temperature
ramp was β = 2 K/s.
The alloy displays CO desorption, as seen in figure 6.16, whereas the signals from hydrogen
and CO2 are hardly visible. The TPD spectra for approx. 1 ML Cu where second layer
island growth has begun, displays a H2 desorption feature from 315 K to 500 K with a low
temperature shoulder. The maximum desorption is found at 415 K. The low temperature
shoulder is attributed to H2 adsorbed on Pt(111), which according to Christmann et al.
[164] desorbs at approx. 380 K at low coverage. Desorption may occur from the uncovered
edges and the backside of the Pt crystal, as well as parts of the Pt surface that is exposed
due to holes in the Cu adlayer. The Cu adlayer itself was found by Paffett et al. [97] not
to adsorb H2, as they observed complete poisoning of hydrogen adsorption employing 160
L H2 at 150 K for 1.15 ML Cu on Pt(111). As the dissociative adsorption of H2 however
is an activated process facilitated by high vibrational energy [165], this does not rule out
that hydrogen is indeed adsorbed on the Cu overlayer in the present study, where the
pressure and temperature applied are significantly higher.
The CO2 decomposition takes place from 365 K to 475 K with the same peak temperature,
415K, as found for H2. The coincidence of the H2 and CO2 peaks is characteristic for
the decomposition of formate [150]. At these temperatures the decomposition should
furthermore not be influenced significantly by surface alloying, as the onset has been
found at 460 K. Apart from a high temperature shoulder in the range 450 - 475 K the
CO2 feature is fairly sharp.
The CO signal for 1 ML Cu is located in the range 375 K to 455 K with a peak at 415
K more or less corresponding to the expected signal due to the cracking pattern for CO2.
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Figure 6.17: TPD spectrum of CO2 - mass 44 for different amounts of Cu on the Pt(111)
crystal. Spectra taken after subjection to 0.5 bar 70% CO2 and 30% H2 are shown for a
1:2 Cu:Pt alloy, 1.0 ML, and 4.4 ML Cu deposited at 325 K. The temperature ramp was
β = 2 K/s.
The lack of CO adsorption is expected, as Paffett et al. [97] showed a linear relation for
the poisoning effect of Cu coverage on Pt(111) toward CO adsorption.
At the highest amount of Cu, estimated to be 4.4 ML, the H2 signal features a double peak
and has broadened to the range 315 K - 520 K with peak maxima located at 385 K and
435 K. The CO2 signal has also become more complicated. The desorption takes place
from 310 K to 540 K with two shoulders at approx. 390 K and 445 K before the main
peak at 485 K. The two shoulders coincide to some extent with the H2 peaks, indicative
of the formation of a small amount of formate below the detection limit of the infrared
spectrometer. The high temperature CO2 state is consistent with the previously observed
decomposition of carbonate, and it is interesting that the formate synthesis does not seem
to proceed as well on 4.4 ML Cu, as on lower amounts. The Cu layer is expected to relax
into a bulk like Cu(111) lattice, which should correspond to the situation for Cu(111)
[97]. It is speculated that the peaks from CO2 and H2 on 4.4 ML Cu/Pt(111) at approx.
450 K is due to decomposition of formate adsorbed on relaxed Cu(111) facets. As before
on 1 ML Cu, the CO signal is attributed to the CO2 cracking pattern.
6.2.5 Hydrogenation of carbonate
To address the possible connection between carbonate and formate for the hydrogenation
of CO2 in the methanol synthesis reaction mechanism, carbonate formed during high pres-
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sure exposure as previously described, was subjected to hydrogenation. After formation
of the carbonate in 360 mbar CO2, the HPC was purged and the amount of carbonate
that had been formed was quantified with XPS. The sample was then transferred back
into the HPC, where it was subjected to 210 mbar H2 at room temperature. XPS spectra
were taken before and after the hydrogenation, see figure 6.18. It is found that the oxygen
peak decreased to 0.4 of the original area after the adsorbed CO3 was exposed to H2. Sub-
sequent TPD spectra, see figure 6.19, showed a similar drop in intensity of desorbing CO2
compared to TPD spectra taken after carbonate formation. The H2 desorbed from 340
K to 480 K and the peak was symmetric around the maximum at 410 K. CO2 desorbed
from 380 K to 510 K with a max. around 460 K, which is hard to determine as the peak is
highly irregular. The overlap between H2 and CO2 in the range 380 - 480 K may indicate
the presence of formate. This could not be proven with PM-IRRAS or EELS due to the
very low concentration. Apart from the CO2 cracking pattern a small peak around 400
K was also observed for CO.
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Figure 6.18: XPS spectra of the O 1s and Pt 4p region after the formation of carbonate
from 0.3 bar CO2 and after the hydrogenation of that carbonate with 0.2 bar H2 at room
temperature.
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Figure 6.19: TPD spectrum of H2, CO, and CO2 after hydrogenation of carbonate at
room temperature on 1 ML Cu/Pt(111). The temperature ramp was β = 2 K/s.
6.2.6 Discussion
Formate synthesis and decomposition
The formate synthesis on the modified Cu surface seems to behave as other systems
reported in literature with a clearly visible symmetric O-C-O stretch around 1350-1360
cm−1 and an optimal rate in the 353-363 K range. It may seem that this supports the
belief that the synthesis is structure insensitive [27], but no clear evidence can be given,
as the apparent activation energy and rate were not established due to the fact that the
sample differs in each experiment.
In this case, it is more interesting to look into the trends of the decomposition temperature
on different Cu surfaces to establish whether the structure and density of the Cu surface
have any influence on the reactivity. It was found that the decomposition temperature for
formate on 1 ML Cu/Pt(111) is 415 K, which is somewhat low compared to TPD results
obtained on low-index Cu. Fujitani et al. [151] reported that formate species synthesized
from a 1.013 bar 1:1 mixture of H2 and CO2 at 353 K on Cu(111) started to decompose
at 425 K, and disappeared at 480 K with a 0.5 K/s heating rate. The maximum desorp-
tion rate was estimated from the slope of their graph to be at approx. 460 K. Similar
results were obtained on the Cu(100) facet with the adsorption of formic acid [152, 153]
where the decomposition again set in above 425 K with a peak temperature of 460 K and
480 K, respectively. Evidence for the formate species produced from both formic acid
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and by synthesis from a 2.3 bar 70:30 gas mixture of CO2 and H2 at 343 K on Cu(100)
was presented by Taylor et al. [150]. The desorption temperature obtained with a hea-
ting rate of 2 K/s was lower than otherwise reported, as the TPD peak moved from 450
K at low exposures to 425 K at high exposures. This is more in line with our present work.
Any clear difference between the formate decomposition on the Cu(111) and the Cu(100)
facets cannot be firmly deduced from these results, but somewhat higher peak decom-
position temperatures are generally reported for the Cu(110) facet. Wachs et al. [124]
found the decomposition of formate species formed from methanol oxidation to have a
maximum at 470 K at a heating rate of 4-5 K/s, and Ying and Madix [154] obtained a
similar result for formate derived from formic acid, as 473 K was found with a heating
rate of 3.4 K/s. This was further corroborated with experiments where formate produced
from formic acid as well as formaldehyde and oxygen was found to decompose at 480 K
with a 4 K/s rate and at 470 K with 2 K/s [155, 157]. Lower temperatures were however
obtained by Hayden et al. [156], as formate derived from formic acid was found to de-
compose with a peak maximum at 450 K.
Studies of formate decomposition on Cu/SiO2 generally display lower peak decomposition
temperatures. Yatsu et al. [160] presented TPD data for formate species synthesized from
a mixture of 250 mbar CO2 and 760 mbar H2 at 381 K. The desorption peaks of CO2
and H2 were observed to coincide at 410 K with a heating rate of 2 K/min. A slightly
higher temperature was obtained by Iglesia and Boudart [158], who found decomposition
of formate on both Cu/SiO2 and Cu powder catalysts predosed with formic acid (10-200
mbar, room temperature) in the range 400 K - 460 K. For H2 a TPD spectrum peaking at
425 K was displayed. Millar et al. [159] studied the decomposition after dosing HCOOH
around 300 K by monitoring the intensity of the symmetric O-C-O stretch with FT-IR
while heating the sample at 6 K/s. They found decomposition peaked at 433 K on a
reduced catalyst, and at 408 K on a reoxidized.
Systems more representative of the industrial catalyst were investigated by Yoshihara et
al. [161] and Bowker et al. [25]. The Cu/ZnO(0001) system [161] was examined by dosing
3 L of HCOOH onto clean and Cu-predosed ZnO(0001) at 325 K. For 1.85 ML Cu with
a rate of 5K/s a peak due to decomposition on Cu sites was found at 480 K, which is
comparable to the results for most of the low-index surfaces. Bowker et al. [25], who e-
xamined both polycrystalline Cu and Cu/ZnO/Al2O3, found slightly lower temperatures.
Codosing of 81 mbar H2 and 81 mbar CO2 at 305 K yielded a peak at around 430 K. After
production of methanol at 500 K in a 10:80:10 mixture of CO2, H2, He and subsequent
cooling in the reactant gas, the TPD with a rate of 20 K/s for the Cu/ZnO/Al2O3 cata-
lyst yielded a CO2 peak at 420 K which to a large extent coincided with the H2 located
at slightly lower temperature. The results obtained on Cu-based catalysts are in good
agreement with the present result.
That the surface structure evidently has importance was as previously mentioned shown
by Nakamura and co-workers [40], who found that the amount of formate after reaction
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was correlated to the reactivity for methanol synthesis and that the activity decreased
in the order (110) > (311) > (100) > (111). In support of this, it has been shown that
Cu(311) displays high reactivity toward CO2 and D2 dissociative adsorption, whereas
Cu(110) is relatively inactive [114]. Nakamura and co-workers [166] also reported that
the activation energies and pre-exponential factor for formate decomposition varies sig-
nificantly on the different low index facets of copper indicating that the decomposition of
the formate species is structure sensitive. However, there seems to be no clear correlation
between the density and structure of the Cu surface and the decomposition temperature
of formate when reviewing the literature. If any, the consistency of the reports for the
less close-packed Cu(110) suggests that formate decomposes at higher temperature, which
is not in agreement with our observation of a lower temperature for a stretched Cu(111)
surface. It is speculated that the Cu(110) surface experiences an adsorbate induced recon-
struction to (2x1)O - an added row reconstruction involving Cu atoms that detach from
step edges [111, 167]. A destabilization of Cu(110) due to formate has been observed by
Harrington et al. [168] by exposure of the surface to formic acid.
The present result suggests that the location of the maximum desorption rate for formate
moves down in temperature as the surface become stretched and hence less closed-packed.
This may seem counter-intuitive as a stronger binding and thus a higher desorption tem-
perature would normally be expected. The situation is however different when a de-
composition mechanism is involved. From a potential energy diagram view point, the
activation energy for the formate synthesis from CO2 and H2 may still be fairly high. If,
however, a low barrier exists when going from formate to the decomposition products,
that is, the internal bonds are weakened due to the stronger binding to the surface (filling
of antibonding orbitals), decomposition will be favored at a lower temperature than on
unmodified Cu(111).
Carbonate formation and hydrogenation
Evidence has been presented for the dissociation of CO2 and subsequent formation of a
stable carbonate species on Cu/Pt(111) when the surface is subjected to a high pressure
of CO2 at room temperature. PM-IRRAS spectra show a pressure dependence which
is interpreted as a shift in position of the carbonate, and subsequent EELS spectra in
UHV yield states that are consistent with a configuration lying nearly flat on the surface.
DFT calculations present steps and defects as the most likely carbonate adsorption sites
as the binding energy is 0.5-0.7 eV larger compared to flat terraces. Furthermore, the
calculations yield frequencies close to those observed for stepped slabs.
Decomposition of the carbonate is seen in a wide temperature range in TPD with the
main peak around 450 K for 0.9 ML Cu, and it is found with XPS that approx. one third
of the adsorbed oxygen is left on the surface after TPD corresponding to the expected
ratio for the decomposition. Furthermore, it was observed under UHV conditions that
small amounts of preadsorbed atomic oxygen significantly lowers the activation barrier for
carbonate formation. The production of carbonate must then be initiated by dissociation
of CO2 due to the following elementary steps, where * denotes a surface site:
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CO2 (g) + * → CO2*
CO2* → CO(g) + O*
CO2* + O* → CO3* + *
For methanol synthesis catalysts it has been found that the working copper surface is
partially covered with adsorbed oxygen [169], and as mentioned earlier, there are several
studies [135, 115, 117, 132] that have speculated or observed that a carbonate species is
involved in the reaction steps on high index and rough Cu surfaces.
From the results presented in section 6.2.5, it is evident that carbonate is destabilized; in
all probability due to hydrogenation resulting in formate as seen by [28]. The presence of
the formate species is not firmly established, but this is however not necessarily surprising,
since it may be hydrogenated itself under these conditions in agreement with previous
results [170], where the hydrogenation was investigated at high H2 pressure (5.8 bar)
from 333 - 363 K. Usually, formate is believed to be formed in one step from adsorbed
atomic hydrogen and CO2, and there are not many proposals and theoretical approaches
to reaction mechanisms which involve carbonate intermediates as a possible path for the
hydrogenation of CO2 [32]. Waugh [17, 30] has suggested a reaction mechanism, where the
formation of a transient carbonate and subsequent hydrogenation to formate explains the
activation of CO2 and H2. This has furthermore been observed experimentally by Millar
et al. on Cu/SiO2 [28]. It thus seems that the key step is the activation of CO2 through
a carbonate intermediate, and that this activation is necessary to produce formate:
CO2 (g) + * → CO2*
CO2* → CO(g) + O*
CO2* + O* → CO3* + *
H2 (g) 2* → 2 H*
H* + CO3* → HCOO* + O*
The examination of the methanol and formate synthesis, as well as the decomposition on
high-index copper single crystal surfaces is somewhat overlooked and deserves attention,
as it may help to elucidate the connection between carbonate and formate. It is evident
that strained Cu(111) overlayers behave differently than pristine Cu(111) in relation to
the interaction with CO2 and the formate synthesis. It is however also clear that further
studies with other techniques such as STM are needed to elucidate the mechanism of
carbonate and formate hydrogenation, as well as the presence of a possible adsorbate
induced reconstruction of the surface.
6.2.7 Summary and conclusions
The conclusions of the presented interaction of CO2 and H2 with a strained and rough
Cu overlayer on Pt(111) may be summarized as follows:
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• Deposition of Cu on a Pt(111) crystal at a substrate temperature of 425 K results in
the onset of second overlayer formation at around 0.6 ML Cu. Surface alloy forma-
tion is found to set in around 460 K, which is low compared to other investigations
in the literature.
• It has been shown by means of PM-IRRAS, EELS, XPS and TPD that dissociative
adsorption of CO2 occurs when subjecting the Cu/Pt(111) sample to 0.5 bar CO2
at room temperature, and that a stable carbonate species is formed. In ultra-
high vacuum, small amounts of preadsorbed atomic oxygen significantly lowers the
activation barrier for carbonate formation. The observed vibrational modes are
consistent with a configuration which is lying nearly flat on the surface in UHV and
is slightly raised under high pressure. DFT calculations present steps and defects
as the most likely carbonate adsorption sites and yield frequencies for stepped slabs
close to those observed experimentally. Carbonate decomposition is seen in a wide
range in TPD spectra with the main peak around 450 K for 0.9 ML Cu, and it is
found with XPS that approx. one third of the adsorbed oxygen is left on the surface
after TPD. Furthermore, results suggest that the carbonate may be hydrogenated
into formate.
• It has been shown by means of PM-IRRAS and TPD that formate can be synthesized
from a 0.5 bar gas mixture of 70 % CO2 and balance H2 on Cu/Pt(111), and that
the optimal rate is found around 353-363 K. Formate decomposes at 415 K for 1
ML Cu, which is slightly lower than previously reported on low-index Cu surfaces,
but in good agreement with studies on Cu-based catalysts. This suggests an altered
reactivity of the stretched Cu compared to Cu(111). At higher Cu coverages (4.4
ML) an interesting situation arises, as only small amounts of formate is synthesized
and carbonate is present.
Chapter 7
Trends of the water-gas shift reaction
In the following sections, work done during my M.Sc. thesis [171], which was continued
throughout my Ph.D. [56, 172, 173] is presented. The microkinetic model covering multiple
transition metals is summarized and results are presented. Furthermore it is attempted
to simplify the description of the model by correlating the binding energies for carbon
monoxide and oxygen, which are found to be good descriptors for the reaction. In the
second part of this chapter, experiments relevant to the model are presented and compared
to the computational results.
7.1 Microkinetic Modeling
Inspired by recent work with modeling and optimization of the ammonia synthesis catalyst
[174, 175], a microkinetic model for WGS over copper catalysts [176, 177] was expanded
to describe the reaction over other transition metals in order to provide insight into how
the low-temperature WGS catalyst may be improved. The expanded microkinetic model
has been described in detail in [56, 171, 178] and is based on the work of Ovesen and
co-workers [26, 176, 177, 31], which involved microkinetic modeling of the water-gas shift
reaction on different low index Cu facets.
It is assumed that the mean field approximation is valid. It states that all adsorbed
species are distributed randomly on the active sites and that there are no adsorbate-
adsorbate interactions. It must be noted that an exception from the approximation is
made, as formate, HCOO, is modeled to possess a repulsive adsorbate-adsorbate inter-
action. Species like adsorbed hydroxyl groups and water molecules will also interact as
they form islands on the surface, but this is neglected. It was furthermore assumed that
a Langmuir-Hinshelwood mechanism applies, allowing only reaction between species ad-
sorbed on the catalyst surface.
In order to build the model the overall reaction is split up into elementary steps, descri-
bing how the reactants will adsorb onto the surface, dissociate, react with one another,
and finally desorb as products. The theory needed for the kinetic model has previously
been published by Ovesen et al. [176, 177]. Kinetic and thermodynamic parameters for
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the elementary reactions involved were taken from data presented by Ovesen et al. [31].
It must be noted that the model, which is summarized in the following sections, only
treats metallic Cu, whereas Cu+ also has been suggested as a possible active site [16].
7.1.1 Reaction Mechanism
Two types of reaction mechanisms have been proposed for the WGS reaction; the asso-
ciative reaction mechanism, which is also known as the adsorptive mechanism, and the
surface redox or regenerative reaction mechanism. Both mechanisms were described in
1920 by Armstrong and Hilditch [179]. The associative mechanism generally depicts a
reaction path in which CO and H2O adsorb on a catalyst surface and then combine to
form an intermediate, such as formate (HCOO), which subsequently decomposes into
CO2 and H2. The surface redox pathway on the other hand describes a situation where
water oxidizes a reduced site on the surface yielding H2. Carbon dioxide is then formed
by reduction of the oxidized active site with carbon monoxide. The literature on both
mechanisms has been reviewed by Rhodes et al. [8].
The WGS reaction has previously been studied extensively by Campbell and co-workers
[180, 181, 182] and modeled by Ovesen et al. [176, 177, 183, 31] on Cu surfaces and
industrial Cu catalysts for the low-temperature shift with the use of the surface redox
mechanism [182]. The reaction mechanism used by Ovesen and co-workers consists of the
following elementary steps:
1. H2O(g) + * 
 H2O*
2. H2O* + * 
 OH* + H*
3. 2OH* 
 H2O* + O*
4. OH* + * 
 O* + H*
5. 2H* 
 H2(g) + 2*
6. CO(g) + * 
 CO*
7. CO* + O* 
 CO2* + *
8. CO2* 
 CO2(g) + *
9. CO2* + H* 
 HCOO* + *
Where * represents an active site on the surface, and X* depicts an adsorbed species.
Elementary steps 2 and 4, the dissociation of the first and second hydrogen atom from
the water molecule, together with step 7, the reaction between adsorbed CO and O to
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form adsorbed CO2, are considered as slow, rate-controlling steps. A reaction between
two adsorbed hydroxyl intermediates to form adsorbed water and atomic oxygen, step 3,
offers a low barrier pathway to a dissociation of the OH group. It is noted that a site is
defined as two copper atoms, which can easily be seen, as formate, HCOO, is bidentate
and binds through its two oxygen atoms to two surface atoms. This species is treated as
a spectator species in the mechanism, which means that it may block the active sites and
lower the net reaction rate, if the conditions favor its production.
The following analysis relies on the presented elementary steps comprising the surface
redox mechanism, but the method can easily accommodate future alternative mechanisms
that may prove more relevant for more metals/catalysts. In this respect, this approach
addresses the performance of an optimal WGS catalyst operating by the surface redox
mechanism. The same methodology can then be implemented elsewhere as information
about alternative WGS reaction mechanisms becomes available. Based on the redox
model, it is investigated whether it is possible to describe the WGS activity of transition
metals in general. In principle, this is done by assuming that the reaction mechanism is
the same for all metals.
7.1.2 Estimating Parameter Changes
To extend the microkinetic model to describe the WGS activity of other transition metals
besides Cu, it is necessary to reevaluate the parameters such as vibrational frequencies,
adsorption energies1, and activation energies of the rate-controlling steps.
The vibrational frequencies of the species on different metals may be found via vibrational
spectroscopy methods such as electron energy loss spectroscopy (EELS) and infrared
spectroscopy experiments, or they can be estimated through DFT-calculations. However,
based on previous experience with the ammonia synthesis reaction [184], the changes in
vibrational frequencies are neglected, as it is assumed that the vibrations are the same
as they are on Cu. The adsorption energies for the adsorbed species are calculated from
periodic, self-consistent density functional theory (DFT) calculations [185], whereas the
activation energies are estimated with the Brøndsted-Evans-Polanyi (BEP) relation, see
eq. 7.1. For an activated reaction the BEP relation involves a linear dependence between
the activation energy, Ea, and the reaction energy, Er [186, 187].
Ea = α · Er + β (7.1)
The reaction paths of two metals from reactants to products are shown in figure 7.1. The
reactants level is defined as zero, and the activation, Ea, and reaction energies, Er, for
the different metals are identified.
1The correct term is ground-state energies [176, 177] of the surface intermediates, but this is not
critical, as the relative change from one metal to another will be equivalent for ground-state and adsorption
energies.
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Figure 7.1: Energy diagram for an activated reaction on two different metals, 1 and 2. Ea,1
and Ea,2 are the activation energies on the respective metals, and ∆Ea is the difference.
The same nomenclature is used for the reaction energy Er. Energies marked with (
′) are
for the reverse reaction. From the figure it can be deduced that if ∆Ea = α∆Er then
∆E ′a = (1− α)∆E
′
r.
The differences are defined as
∆Ea = Ea,2 − Ea,1 (7.2)
∆Er = Er,2 −Er,1 (7.3)
The activation energy for the reverse reaction is
E ′a,j = Ea,j −Er,j j = 1, 2 (7.4)
m
∆E ′a = ∆Ea −∆Er (7.5)
and the reaction energy is
E ′r,j = −Er,j j = 1, 2 (7.6)
m
∆E ′r = −∆Er (7.7)
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Together with equation 7.1 the correlation between ∆Ea and ∆Er becomes
∆Ea = α ·∆Er (7.8)
When equations 7.5 and 7.7 are combined with 7.8, the correlation for the reverse reaction
becomes:
∆E ′a = ∆Ea −∆Er = (α− 1)∆Er
= (1− α)∆E ′r (7.9)
Because the concern here is the changes in the activation energy, ∆Ea, which is encoun-
tered when switching to a metal other than Cu, the BEP relation is used in the form
depicted in eq. 7.8 and 7.9, where α is the BEP correlation constant. Nørskov and
coworkers [187] found that for the dissociation of N2, CO, NO, and O2 on close-packed
surfaces, α = 0.90± 0.04, and for steps sites, α = 0.87± 0.05. For simplicity, a common
value of α = 0.9 is assumed for a reaction where bonds that does not involve hydrogen
are broken. Equivalently, the correlation factor is 0.1 when such bonds are formed (ele-
mentary reaction step 7). The value α = 0.65 estimated by Pallassana and Neurock [188]
is used for reactions where bonds containing hydrogen are broken (elementary reaction
steps 2 and 4).
The trends of the reaction energies for the rate-controlling steps and the adsorption energi-
es of the seven adsorbed species can be estimated from data for molecular and dissociative
chemisorption energies on the metals in question, which are obtained from DFT calcula-
tions. Two sets were used: one from Nørskov and co-workers [186] calculated with the
RPBE functional for chemisorption of species on step sites, and one from Mavrikakis and
co-workers2 calculated with PW91 for chemisorption of species on close-packed surface
terraces. In general, steps bind species stronger than do terraces, whereas PW91 overes-
timates binding compared with RPBE. It should therefore be acceptable to compare the
results based on the two different data sets.
A total of ten parameters must be evaluated, namely the activation energies of the three
rate-controlling steps and the adsorption energies of the seven adsorbed species, OH, H,
O, CO, CO2, H2O, and HCOO. It is examined whether they can be correlated linearly,
as the determination of the trends for the kinetic model is significantly simplified, when
the number of independent parameters or descriptors, ∆Ex, is reduced. The general
equations for the linear fits between the 10 activation and adsorption energies are given
by eq. (7.10), where si is the slope of the fit.
∆Ee,i ≈ si ·∆Ex (7.10)
∆Ea,i = α ·∆Er ≈ α · si ·∆Ex (7.11)
2A. A. Gokhale, S. Kandoi, L. C. Grabow, J. A. Dumesic, M. Mavrikakis, unpublished observations.
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The linear correlation between the reaction energies of the three rate controlling steps and
the chemisorption energy for oxygen are shown in figure 7.2, and the correlation between
the seven chemisorption energies and the chemisorption energy for oxygen are shown in
figures 7.3 and 7.4. Figure 7.5, 7.6, and 7.7 display the corresponding correlations with
the chemisorption energy for CO. From these figures it is clear that all of the energies
correlate linearly with the chemisorption energy of either oxygen or CO. This behavior is
illustrated in Table 7.1, where the deviation s from the linear fits obtained using the set
from Mavrikakis and co-workers are given. s is calculated as
s =
√∑
i(yi − yr,i)
2
n
(7.12)
where yi is a value from the data set, yr,i is the corresponding value from the regression,
and n is the number of values in the data set. Similar values are obtained for the fits
based on the calculations from Nørskov and co-workers, except for rate-controlling step
no. 4, the dissociation of hydroxyl, where oxygen is a better descriptor.
ECO EO
Er,2 (H2O* + * → OH* + H*) 0.446 0.139
Er,4 (OH* + * → O* + H*) 0.215 0.322
Er,7 (CO* + O* → CO2* + *) 0.540 0.446
ECO (CO(g) + * 
 CO*) 0 0.450
EOH (OH(g) + * 
 OH*) 0.407 0.174
EH (
1
2
H2(g) + * 
 H*) 0.081 0.172
EO (
1
2
O2(g) + * 
 O*) 0.550 0
EHCOO (HCOO(g) + * 
 HCOO*) 0.304 0.146
ECO2 (CO2(g) + * 
 CO2*) 0.057 0.055
EH2O (H2O(g) + * 
 H2O*) 0.092 0.101
Table 7.1: Comparison of deviation from the linear fits, s, of chemisorption and reaction
energies vs. chemisorption energies for CO and O. Notice that the deviation factor for CO
and oxygen naturally is zero. The bold values are the best correlations for ECO and EO.
Chemisorption energies from Mavrikakis and co-workers for adsorption on terrace sites
were used.
When the trends in the parameters are determined, the rate or turn-over frequency (TOF)
can be found as a function of the ∆Ex’s which have the best correlations to the other
energies. This yields an [N + 1]-dimensional volcano plot, where N is the number of
descriptors needed. This type of correlation is a reflection of the principle of Sabatier
which states that the optimal catalyst binds adsorbates moderately to the surface. With
a too weak adsorption, the reaction rate will be low due to low coverage of reaction in-
termediates (and/or too low reactivity to activate some of the reactants like e.g. water).
Conversely, it will be difficult to release reaction products into the gas phase with a too
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strong adsorption, and the reaction rate will be low due to the lack of free adsorption
sites on the surface [189].
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Figure 7.2: The linear correlations between the chemisorption energy for oxygen, EO, and
the reaction energies, Er, of the rate determining steps from [186].
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Figure 7.3: The correlations between the chemisorption energy for oxygen and the energies
for OH, H, and CO. From [186].
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Figure 7.4: Correlations between the chemisorption energy for oxygen and the energies
for HCOO, CO2, and H2O, PW91 data from Mavrikakis and co-workers.
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Figure 7.5: The linear correlations between the chemisorption energy for carbon monoxide,
ECO, and the reaction energies, Er, of the rate determining steps. From [186].
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Figure 7.6: The correlations between the chemisorption energy for carbon monoxide and
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Figure 7.7: Correlations between the chemisorption energy for CO and the energies for
HCOO, CO2, and H2O, PW91 data from Mavrikakis and co-workers.
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7.1.3 Results and discussion
The water-gas shift reaction rate for multiple transition metal surfaces may now be de-
scribed as a function of the binding energies of atomic oxygen and of carbon monoxide.
A three-dimensional volcano plot based on chemisorption energies on terraces calculated
by Mavrikakis and co-workers is shown in figure 7.8, and a closeup of the area around the
maximum turnover frequency (TOF) is displayed in figure 7.9. Furthermore, an insert
depicting the curve given by a cut through the maximum TOF and the TOF for Cu are
shown. Note that the chemisorption energies for all metals are relative to the copper
values (negative ∆E means stronger adsorption than on Cu). It is seen that the Cu co-
ordinates are close to the coordinates for the maximum TOF, and that the optimal WGS
catalyst is a metal that binds O and CO slightly stronger than Cu.
Figure 7.8: The turnover frequency of the WGS reaction at varying adsorption energies
of carbon monoxide and oxygen is illustrated. Extent of reaction ξ = 0, p = 30 bar,
T = 225◦C, and the feed gas composition is 2.5% CO, 12.5% CO2, 37.5% H2, 25%, H2O,
and balance N2. The two-dimensional volcano plot is based on chemisorption energies
from Mavrikakis and co-workers for chemisorption on terrace sites.
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Figure 7.9: A close up of the maximum turnover frequency (TOF) at zero conversion, p =
30 bar, T = 225 ◦C, and a feed gas composition of 2.5% CO, 12.5% CO2, 37.5% H2, 25%,
H2O, and balance N2. Based on chemisorption energies from Mavrikakis and co-workers
for chemisorption on terrace sites. Insert displays a cut through the maximum TOF and
the TOF for Cu.
An analysis of the most abundant reaction intermediates (MARI) on the surface offers
an explanation of the 3D volcano. The variation in surface coverages of the various
intermediates when the adsorption energies of CO and O are changed relative to Cu are
illustrated in figure 7.10 together with contour lines of the volcano.
It is seen that CO is the predominant surface intermediate at ∆ECO below 0 eV. How-
ever, when ∆EO becomes lower than -1 eV, oxygen begins to dominate the surface.
Hydroxyl species are abundant and formate is adsorbed when ∆EO ∈ [−1; 0] eV, and
∆ECO ∈ [−0.5; 1] eV. A considerable coverage of surface hydrogen is present when ∆EO
ranges from 0 to 2 eV, and ∆ECO = 0 eV. H2O and CO2 are present on the surface
only when all other coverages are low and free sites are available. On the various metals,
it is observed that Fe, Mo, and W are almost entirely covered with O probably forming
stable oxides at the given reaction conditions, whereas Ni, Rh, Ru, Ir, Pd, and Pt are cove-
red with CO. Cu, Au10
3, Au, and Ag present only small coverages of both of these species.
3Binding energies from Lopez and Nørskov [190]
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Figure 7.10: Surface coverage of the reaction intermediates at varying adsorption energies
of carbon monoxide and oxygen relative to Cu (negative ∆E means more reactive than
Cu). Contours corresponding to the turn-over frequency are superimposed. Extent of
reaction ξ = 0, p = 30 bar, T = 225◦C, and the feed gas composition is 2.5% CO, 12.5%
CO2, 37.5% H2, 25%, H2O, and balance N2. Chemisorption energies from Nørskov and
co-workers [186] for adsorption on step sites are used.
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The position of the maximum of the volcano plot is sensitive to reaction conditions, as
can be seen in figures 7.11 and 7.12. As a result, the optimal catalyst is not the same
as the reaction proceeds and CO and H2O are converted. Figure 7.11 shows that as con-
version increases when passing through the reactor, the optimal catalyst changes to one
that binds CO more strongly and O more weakly. The concept of an optimal catalyst
curve has previously been introduced for ammonia synthesis [175]. Figure 7.12a illustrates
how increasing pressure results in movement of the maximum turnover frequency toward
higher ∆ECO and ∆EO, that is, toward weaker adsorption. At high pressure (20-40 bar)
the predominant effect on the optimal TOF is caused by changing ∆ECO, which may
imply that at the position of the maximum TOF the CO coverage is high compared with
that of oxygen. This behavior corresponds well with the findings in figure 7.10 for 30 bar.
Increasing the temperature (see Fig. 7.12b) produces an effect that is the opposite of that
produced by increasing the pressure. The reduction in coverage now has to be compen-
sated for by a change in ∆ECO. Again it is seen that the coverage of carbon monoxide is
higher than that of oxygen in the region in question, and the effect of changing ∆EO is
small.
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Figure 7.11: Coordinates (∆EO,∆ECO) for the position of the maximum TOF at different
extents of reaction ξ with p = 30 bar, T = 225 ◦C. Feed gas composition 2.5% CO, 12.5%
CO2, 37.5% H2, 25% H2O, balance N2. The arrow indicates the shift in optimal adsorption
energies, as the chosen variable increases. Based on the adsorption energies from [186].
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Figure 7.12: Coordinates (∆EO,∆ECO) for the position of the maximum TOF at (a)
Varying pressures p with ξ = 0, T = 225 ◦C, and (b) varying temperatures T with ξ =
0, p = 30 bar. Feed gas composition 2.5% CO, 12.5% CO2, 37.5% H2, 25% H2O, balance
N2. The arrow indicates the shift in optimal adsorption energies, as the chosen variable
increases. Based on the adsorption energies from [186].
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Basically the same results are obtained for the two DFT data sets. It is difficult to address
whether the WGS reaction occurs on either steps or terraces, or to distinguish between the
choice of DFT functionals. In addition, the reaction may be considerably more complex
than suggested here. Different elementary steps of the reaction sequence may occur either
solely on the terrace or at step sites, thereby involving the participation of two types of
sites on the metal particles.
To limit the number of variables used to describe the activity trends, it is necessary to
make several approximations, thereby limiting the validity of the model as one moves
away from Cu. The impact of these assumptions have to be addressed. First of all, it was
assumed that the reaction mechanism is the same on all metals. This may not be justified,
since other reaction mechanisms may be suggested for the WGS reaction. Furthermore,
the fact that the binding energies are coverage dependent is neglected. This is a particular
problem at high coverages, which seems to be the case for the majority of the metals, see
figure 7.10. This behavior is the most likely reason for the model to underestimate the
reaction rate for a number of low-activity metals. Another source of uncertainties is the
linear fitting of the chemisorption data, see table 7.1. Elementary step 7 in particular has
large deviation values, and differences between the regression line and the individual data
points can be substantial, see figure 7.2. This leads to the result that some of the metal
parameters are reproduced quite well, whereas others are far from the linear estimate,
leading to deviations in the reaction rate on a number of metals. As long as the model
is used only in the vicinity of Cu, the error made in the estimates of the energies will
be small, even though there are quite large uncertainties in the slopes, which are used to
estimate the energies.
7.1.4 Improving the water-gas shift catalyst
As a consequence of the aforementioned limitations, the model is most reliable in the
parameter space close to Cu. Because there are no other metals in the vicinity of Cu,
the most important result of this study is that it gives an idea of what should be done
to achieve an improved Cu catalyst. Even though Cu is placed near the maximum of the
volcano plot, the WGS reaction rate on a Cu catalyst can be improved, if it is modified
to bind both CO and O more strongly to the surface. According to the d-band model
developed by Hammer and Nørskov [1], an enhancement of the reactivity of copper may
be obtained by growing it as a pseudomorphic layer on top of another metal with a larger
lattice constant [191, 192]. Here it is important that Cu does not dissolve into the bulk of
the host metal, but rather forms islands on the surface of the host metal [193], a property
that Cu deposited on Pt possesses [96]. It can be questioned whether this approach is
favorable, as it is seen in figure 7.9 that the predicted activity can only be improved
by approximately a factor of 2. Alloying may also enhance the activity of the catalyst,
but this effect has not been fully clarified in the case of the methanol catalyst, where,
for example, Zn may improve the overall rate [194, 195, 42]. Improvement in catalyst
performance in this case is probably related to the well-known sintering of copper catalysts
[9].
78 CHAPTER 7. TRENDS OF THE WATER-GAS SHIFT REACTION
7.1.5 May WGS be modeled with one descriptor?
To achieve a simpler description of theWGS reaction it was examined, whether the volcano
could be described using just one energy parameter. This parameter, Ered, should be a
simple function of the adsorption energies for atomic oxygen and carbon monoxide for it
to have any physical meaning. Equations 7.13 and 7.14 were used to describe Ered. An
angle θ, and a parameter γ were then both varied to achieve the best possible fit. Ranges
used were θ ∈ [0◦ : 180◦] and γ ∈ [0 : 20].
Ered = |ECO cos(θ)− EO sin(θ)|+ γ · |ECO sin(θ) + EO cos(θ)| (7.13)
Ered = (ECO cos(θ)−EO sin(θ))
2 + γ · (ECO sin(θ) + EO cos(θ))
2 (7.14)
A first order linear regression between Ered and log10(TOF) using least squares were ap-
plied to both functions in addition to a second order regression to equation 7.14. The
maximum of the volcano was chosen as the origo for the fits, and the data points to which
the fit was made were limited to a distance max. 1 eV away from the maximum turn-over
frequency. The curves corresponding to the best fits obtained for the two equations are
given in figures 7.13, 7.14, and 7.15. All a) panels show the logarithm of the turn-over
frequency versus the reduced energy parameter. The series of data points are plotted
together with the line describing the fit. The b) panels depict the contour of the original
volcano together with the ones resulting from the corresponding fit. No particular good
description was obtained for any of the equations all though the function in eq. 7.14
yielded slightly better results. The second order fit provided the best description with an
R2 around 0.888, but it was not significantly better than the linear fit with R2 = 0.881.
Eq. 7.13 resulted in the lowest value with R2 = 0.847. It should be noted that multiple
combinations of γ and θ resulted in fits of equal quality.
No fairly simple relation may be employed to reduce the number of descriptors to one
parameter. An explanation for this is offered by the asymmetric shape of the iso-rate
curves diplayed in the EO, ECO coordinate system in figure 7.13b. Furthermore, the fit
made here will deviate when the pressure, temperature, or gas composition is changed,
which in it self poses a problem.
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Figure 7.13: First order fit using eq. 7.13. Best fit was achieved for γ = 0.191, θ =
141.7◦ with R2 = 0.847. a) log10(TOF) versus Ered. The data points and the linear
fit are shown. b) Original volcano contour together with the fit contours in (EO,ECO)
coordinates. Conditions used to calculate the TOF were p = 1.02 bar and T = 270 ◦C.
The feed gas composition was 0.15 bar CO, 0.01 bar CO2, 0.01 bar H2, 0.15 bar H2O, and
0.7 bar Ar.
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Figure 7.14: First order fit using eq. 7.14. Best fit was achieved for γ = 0.136, θ =
44.2◦ with R2 = 0.881. a) log10(TOF) versus Ered. The data points and the linear
fit are shown. b) Original volcano contour together with the fit contours in (EO,ECO)
coordinates. Conditions used to calculate the TOF were p = 1.02 bar and T = 270 ◦C.
The feed gas composition was 0.15 bar CO, 0.01 bar CO2, 0.01 bar H2, 0.15 bar H2O, and
0.7 bar Ar.
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Figure 7.15: Second order fit using eq. 7.14. Best fit was achieved for γ = 8.105, θ =
36.4◦ with R2 = 0.888. a) log10(TOF) versus Ered. The data points and the linear
fit are shown. b) Original volcano contour together with the fit contours in (EO,ECO)
coordinates. Conditions used to calculate the TOF were p = 1.02 bar and T = 270 ◦C.
The feed gas composition was 0.15 bar CO, 0.01 bar CO2, 0.01 bar H2, 0.15 bar H2O, and
0.7 bar Ar.
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7.2 Water-gas shift experiments
WGS catalysts based on iron oxide, chromium oxide, and copper are as previously men-
tioned primarily used in industry. During the last three decades a great variety of metals,
supports and dopants have been examined in order to achieve high activity and selectivity
toward the WGS reaction thus avoiding unwanted reactions like methanation. Stability
and poison tolerance are also required, as species like sulfur and halides may be present
in the feed, and elevated temperatures may lead to sintering of the metal particles.
As the WGS model only deals with the relative activity of transition metal surfaces, and
support effects are neglected, the results from the model must be compared to studies of
several metals on fairly inert supports like alumina, silica, or magnesia. Studies which
cover a wide range of metals were done by Grenoble et al. [196] and Boisen et al. [173].
7.2.1 Grenoble et al.
Grenoble et al. [196] examined several Al2O3-supported transition metals. The catalysts
were prepared by impregnating the alumina with aqueous solutions of different salts. The
catalysts were reduced in H2 for 1 hr at 500
◦C except for Cu and Au, where 250 ◦C
was used, and the fraction exposed was then measured using CO and H2 chemisorption
uptake and X-ray diffraction. The experiments were carried out with varying reaction
temperature to maintain a CO conversion of less than 5% thus avoiding heat and mass
transfer effects. It was reported that a volcano-shaped curve was obtained when the water-
gas shift activity of alumina supported metal catalysts was plotted against the strength
of interaction of molecular CO on the metal. At 300 ◦C, with partial pressures pCO =
0.243 bar and pH2O = 0.314 bar, the turn-over frequency (TOF) for the WGS reaction
decreased in the order:
Cu > Re > Co > Ru > Ni > Pt > Os > Au > Fe > Pd > Rh > Ir
The alumina is not completely inactive for WGS, but compared to ceria [197], this is
negligible.
When the model is used to estimate the trends in catalytic WGS activity for various
transition metals, it is clear that the model is not quantitatively reliable for metals other
than Cu. If the predicted rates are compared with the rates measured by Grenoble et
al. [196], one finds that, for all metals other than Cu, the predicted rate is several orders
of magnitude lower than the measured rate. However, the model reproduces the trends
found experimentally by Grenoble et al. surprisingly well.
The estimated WGS activity order for transition metals based on chemisorption on step
sites [186] is at low conversion4 predicted to be:
4As Grenoble et al. found the TOF for conversions below 5%, the best conditions for examining the
model estimates should be initial rates for a given gas mixture.
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Cu > Co > Ru > Fe > Ni > Rh > Au > Ir > Pd > Pt
From the chemisorption energies on terraces by Mavrikakis and co-workers, the order of
activity is predicted to be:
Cu > Ni > Pt > Rh > Ru > Au > Ir > Pd
From the chemisorption data of Nørskov and co-workers [186], it is seen that the model
overestimates the rates for Fe and Rh, whereas the rate over Pt is underestimated, and the
rates over the rest of the metals are placed fairly well. When the data fromMavrikakis and
co-workers are used, the rate over Rh is overestimated, the rate over Ru is underestimated,
but the representation of Pt is good. Iron will most likely be present as an oxide under
WGS conditions, which has not been taken into consideration in the present model, and
therefore the estimated reaction rate on Fe will be misleading. Regarding Pt, the model
predicts that it is essentially WGS inactive, but it is found experimentally to be quite
active. This metal seems to be highly poisoned by adsorbed carbon monoxide, see figure
7.10, however, the CO chemisorption energy depends on CO coverage [198, 199], a fact that
has not been incorporated into the model. As already discussed, a similar coverage effect
may also influence a number of other metals, particularly those where the surface coverage
is predicted to be close to unity. Because there are no extensive data on this coverage
dependence, it was decided not to include it. Using the data on steps from Nørskov
and co-workers [186], a better description of the experimental metal-activity ranking is
generally obtained than when the data on terraces from Mavrikakis and co-workers is
used. Of course, a complete fit cannot be expected, because other mechanisms may
dominate on metals different from copper. For example, spillover of oxygen or hydroxide
from the support to the metal particles may also occur, leading to a rate higher than the
one estimated here. This is the case, for example, for Au, which becomes a good WGS
catalyst when supported on Fe2O3, TiO2, and CeO2 [200, 201, 202]. Finally, there may
be undesirable reactions, like the methanation process, which takes place on Ru and Rh
[203]. The latter reaction is not a problem for Cu, as it is inactive for methane formation.
Nonetheless, it is remarkable that this simplified model can account for so many of the
trends.
7.2.2 Boisen et al.
In connection with the limited literature on the subject, activity measurements for twelve
transition metals (Fe, Co, Ni, Cu, Ru, Rh, Pd, Ag, Re, Ir, Pt, and Au) supported on
inert MgAl2O4 were performed at Haldor Tøpsoe A/S by Astrid Boisen, Ton Jannsens,
and Søren Dahl, as presented in [173]. In order to evaluate the influence of a redox-active
support, Ce0.75Zr0.25O2 was also investigated. The fabrication and characterization of the
different catalysts, as well as the results on the Ce0.75Zr0.25O2 support are all given in
detail in [173].
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The most active inert support catalyst is Cu/MgAl2O4 with a H2O conversion of 9.8% at
a temperature5 of 270 ◦C and a space time of W/F = 1779 g·s/mol. Conditions were p
= 1.02 bar and T = 270 ◦C. The feed gas composition was 0.15 bar CO, 0.01 bar CO2,
0.01 bar H2, 0.15 bar H2O, and 0.7 bar Ar. At these conditions the measured activities
follow the order
Cu > Pt > Rh > Pd > Re > Ni > Au > Ru ≈ Co ≈ Ag > Ir ≈ Fe
Cu is five times more active than Pt, 15 times more than Rh, and 300 times more active
than Fe and Ir. Interestingly, Co and Ru are not found to be very active, whereas the
activity on Rh and Pd is high in the present work, when compared to the results from
Grenoble et al. [196].
The model predicts for the same reaction conditions and feed gas composition the order
depicted below.
Cu > Co > Fe > Ru > Ag > Ni > Au > Rh > Ir > Mo > Pd > Pt
For Mavrikakis and co-workers the following order is obtained:
Cu > Co > Ag > Ni > Pt > Rh > Au > Ru > Ir > Pd
Again, especially Pt and Pd is underrated, which may be explained by the shortcomings
mentioned in the previous section.
The metal activity order is very different when using the redox active Ce0.75Zr0.25O2
support. The platinum catalyst displays the highest activity with a H2O conversion of
22.1% at 270 ◦C and a space time of W/F = 1962 g·s/mol. At these conditions the
activity follows the order
Pt > Re > Rh ≈ Pd > Ru > Ni > Ir ≈ Co > Cu > Ag > Fe > Au
where Pt is approximately three times more active than Re, 4-5 times more active than
Rh and Pd, and roughly 500 times more active than Au. Only the Cu and Au catalysts
are more active on the MgAl2O4 support, compared to Ce0.75Zr0.25O2.
In order to examine the model predictions, the experimental activities were evaluated with
respect to the adsorption energies for carbon monoxide and oxygen using the DFT calcu-
lations for step sites on the pure metals obtained from [186]. These seem the most relevant
ones as it minimizes the influence of the crystal structure of the metal, since the step sites
are more alike than the low index planes in the different crystal structures. Secondly,
5It was chosen to report the rate constants at 270 ◦C, because at higher temperature conversions above
40% are measured for the most active catalysts, and at lower temperatures the least active catalysts give
very low conversion.
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as step sites are generally more reactive [187], it is likely that the difficult water disso-
ciation occurs on these sites or similar sites, rather than on the close packed crystal facets.
The relation of the activities with the binding energies requires that the active compo-
nents in the catalysts is in a metallic state. When assessing the thermodynamic driving
force for oxidation, it is found that only Fe forms a stable bulk oxide in the equilibrated
WGS gas at the relevant temperatures. The measured WGS activity on the Fe catalysts is
possibly due to the activity of Fe oxide, and it is thus omitted in the plots as the binding
energy of CO and O on metallic Fe is not relevant. Furthermore, Re is omitted because
data for CO and O on this metal is not available.
The activity of the MgAl2O4 supported catalysts as a function of the adsorption energies
for carbon monoxide and oxygen are displayed in figure 7.16 a and b, respectively. When
examining panel a) it is not obvious that the use of ECO as a descriptor results in a volcano
type relationship, as none of the metals result in a clear maximum. Grenoble et al. [196]
who obtained a good correlation found a high turn-over frequency on Cu relative to the
other metals. This was not found to the same extent here.
In figure 7.16b a clearer volcano-shaped curve is obtained with EO as a descriptor. How-
ever, one also has to take into account the division of the metals into a group with a
weak CO adsorption (Cu, Ag, Au) where the reaction is not inhibited by a high CO
coverage, and a group with a strong CO adsorption. This is depicted in figure 7.17 where
the calculated CO coverage as a function of EO and ECO at approximately the reactions
conditions used is shown.
A trend-line, see figure 7.16b, for the weak CO adsorption group Cu, Ag, and Au indicates
that improved activity could be obtained, if Cu were made more active with respect to the
adsorption of atomic oxygen (i. e. water activation). This agrees well with the conclusion
reached on the basis of the microkinetic model, namely that a more active WGS catalyst
could be obtained by making Cu more reactive [56]. A firm conclusion can, however, not
be made as there are only three data points available.
The volcano drawn for the group with a strong CO adsorption suggests that an activity
maximum may be found around Pt or Pd. This observation, combined with the Sabatier
principle and the high CO coverage in this region, suggest that metals that bind atomic
oxygen stronger than Pt is limited in activity by a slow release of reaction intermediates
that have an adsorption energy correlated with EO (e.g., O* or OH*), whereas the activity
of metals that binds O less strong is limited by slow water activation. Interestingly,
when combining the data for all metals it seems that Cu is more active than all metals
with strong CO adsorption when an inert support is used. This suggests that metals
with a low CO binding energy are preferred when applying inert supports. Assuming
that the interpolation principle can be used to assess the adsorption energies of alloys, a
possible candidate would be a CuNi alloy, since the oxygen adsorption then is strengthened
compared to pure Cu without increasing the CO adsorption energy too much. However,
Ni is also a very good methanation catalyst, which is an unwanted side reaction in the
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a)
b)
Figure 7.16: The natural logarithm of the rate constant, k, for the MgAl2O4-supported
catalysts at 270 ◦C plotted against the adsorption energy of carbon monoxide, ECO (top
panel) and atomic oxygen, EO (bottom panel). Black circles symbolize the rate con-
stant mol/(µmol metal·s·bar2). Open circles symbolize the rate constant mol/(m2 metal
surface·s·bar2). In the bottom panel two lines have been put in to guide the eye
WGS process, and CO is known to be able to pull Ni to the surface of Cu [204]. Another
possibility is CuPt alloys where the composition should be appropriate to keep the CO
adsorption energy low enough on the active sites. CuPt has recently been suggested as
a good WGS catalyst by Knudsen et al. [108]. The same components could also be
combined to form pseudomorphic layers of Cu on top of Pt, thus increasing both the O
7.3. CONLUSIONS 87
and CO adsorption energy. Based on the present experimental results for the water-gas
shift reaction, the increase in the latter may however pose a problem.
Figure 7.17: Surface coverage of carbon monoxide at varying adsorption energies of oxygen
and carbon monoxide relative to values for Cu as predicted by the kinetic model that
describe the water-gas shift reaction over transition metals. The turn-over frequencies are
superimposed as contour lines and the corresponding energy coordinates for the included
metals are marked. Each contour line marks a drop in rate corresponding to four orders
of magnitude. Notice that the coordinates are absolute. Conditions are p = 1.02 bar and
T = 270 ◦C. The feed gas composition is 0.15 bar CO, 0.01 bar CO2, 0.01 bar H2, 0.15
bar H2O, and 0.7 bar Ar.
It is noted that the iso-rate curves in figure 7.17 predict that the WGS activity of the
metals with strong CO adsorption should not have a peak around Pt on the EO axis as
observed experimentally, see figure 7.16b, indicating that the assumptions in the model,
which are valid for Cu, do not apply to all metals. Since the redox reaction mechanism
could be used to model the WGS reaction over a Pt/Al2O3 if a coverage dependent
CO adsorption energy was included [205], the omitted coverage dependence is a likely
contributor to the failure of the model.
7.3 Conlusions
Trends for the catalytic activity of the WGS reaction on various transition metals have
been studied by estimation of the reaction rate with the use of a microkinetic model, which
assumes that a simple surface redox mechanism is dominant over all metal catalysts.
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By comparing the DFT-derived binding energies for all involved surface intermediates
and activation energies for the rate-controlling steps, a strong linear correlation between
most of the parameters was found, and the initial ten model parameters could be reduced
to two descriptors, namely the binding energies of carbon monoxide and oxygen. It was
sought to reduce the number of descriptors to one reduced energy parameter by employing
a relationship between the binding energies of atomic oxygen and carbon monoxide. The
behavior of the reaction rate is, however, too complicated to be described in a simple way
using a single descriptor.
A surprisingly good qualitative estimation of the relative activity order of the different
transition metal catalysts was found. However, the model fails to quantitatively reproduce
experimental data over such a broad range of metals. This discrepancy can be explained,
to some extent, by the fact that the coverage dependence of all binding energies except
formate have been neglected in the model.
Copper is found to be close to the optimum of the rate calculation, although there is room
for improvement. In the vicinity of copper the model is expected to describe the catalyst
performance well, and it thus predicts that the activity of the copper-based WGS catalyst
may be improved by an increase in the reactivity toward carbon monoxide and oxygen.
This conclusion was not obvious prior to the present investigation. Furthermore, this
study suggests possible directions for improving the WGS catalyst. It is noted here that
one cannot exclude the possibility that another improved WGS catalyst may be found,
which operates through a reaction mechanism different from the simple redox mechanism
used to estimate trends in the present study.
Water-gas shift activity measurements for several transition metals were correlated to the
binding energies of atomic oxygen and carbon monoxide to elucidate the modeling results.
It was found that the metals could be divided into two groups with a weak and a strong
CO interaction, respectively. Further improvement of the water-gas shift activity may
according to the experimental results be obtained by modifying Cu such that the binding
energy of oxygen is increased, and the CO adsorption remains unaffected.
Chapter 8
Conclusions and outlook
8.1 Overall conclusion
The presented work has combined computational and experimental approaches to gain
a better understanding of the reactivity changes caused by the modification of copper
surfaces as well as the interaction of CO2 and H2.
Regarding the bimetallic model system, it has been found that deposition of Cu on a
Pt(111) crystal at a substrate temperature of 425 K results in the onset of second overlayer
growth around 0.6 ML Cu. Surface alloy formation is found to start at approximately
460 K, which is low compared to other investigations in the literature.
Furthermore, evidence has been presented for the dissociative adsorption of CO2 and
subsequent formation of a stable carbonate species (CO3) when subjecting the Cu/Pt(111)
sample to high pressures of CO2 at room temperature. PM-IRRAS and EELS spectra
show that the intensities of the observed vibrational modes of carbonate are pressure
dependent. This is interpreted as a shift in the geometry of the carbonate compared to
the sample. The modes are consistent with a molecule configuration which is lying nearly
flat on the surface in UHV and is slightly raised under high pressure.
DFT calculations present steps and defects as the likely sites for carbonate adsorption
with a 0.5-0.7 eV larger binding energy than observed on terraces. Frequencies calculated
for carbonate on stepped slabs are moreover close to those observed experimentally.
Decomposition of the carbonate is seen in a wide temperature range in TPD spectra with
the main peak around 450 K for 0.9 ML Cu, and it is found with XPS that approximately
one third of the adsorbed oxygen is left on the surface after TPD corresponding to the
expected ratio. Furthermore, it is observed under UHV conditions that small amounts
of preadsorbed atomic oxygen significantly lowers the activation barrier for carbonate
formation.
The hydrogenation of carbonate produced with 0.3 bar CO2 at room temperature has
been monitored with XPS and TPD, and a significant loss of carbonate is found when it
is subjected to 0.2 bar H2 at room temperature. The presence of formate is not clearly
observed with TPD, possibly due to rapid hydrogenation of the formate species itself. It
is possible that the key step in methanol synthesis is the activation of CO2 through a
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carbonate intermediate and this activation is necessary to form formate.
Formate synthesis from a 0.5 bar gas mixture of 70 % CO2 and balance H2 has been shown
to occur by means of PM-IRRAS and TPD on Cu/Pt(111) with an optimal temperature
around 353-363 K. Formate decomposes into CO2 and H2 at 415 K for 1 ML Cu, which is
slightly lower than previously reported on low-index Cu surfaces, but in good agreement
with studies on Cu-based catalysts. This suggests the reactivity of the stretched Cu is
significantly different compared to Cu(111). At higher Cu coverages (4.4 ML) only small
amounts of formate is synthesized and carbonate is present.
Generally, it is found that strained Cu(111) overlayers behave differently than pristine
Cu(111) in relation to the interaction with CO2 and the formate synthesis. It is however
also clear that further studies with other techniques such as STM are needed to elucidate
the mechanism of carbonate and formate hydrogenation, as well as the presence of a pos-
sible adsorbate induced reconstruction of the surface.
Trends for the catalytic activity of the water-gas shift reaction for several transition
metals have been studied by development of a microkinetic model utilizing the surface
redox mechanism. By comparison of the DFT-derived binding energies for all involved
surface intermediates and activation energies for the rate-controlling steps, strong linear
correlations between most of the parameters are found. Two descriptors, the binding
energies for carbon monoxide and atomic oxygen, are identified and used to describe
surface reactivity. It has been sought to decrease the number of descriptors to one reduced
energy by employing a relationship between the two binding energies. The behavior of
the reaction rate is, however, too complicated to be described in a simple way using a
single descriptor.
A fair qualitative estimation of the relative activity order of the different transition metal
catalysts is found. However, the model fails to quantitatively reproduce experimental data
over such a broad range of metals. This discrepancy can to some extent be explained by
the fact that the coverage dependence of binding energies has been neglected. In the
vicinity of copper the model is expected to describe the catalyst performance well, and it
thus predicts that the activity of the copper-based WGS catalyst may be improved by an
increase in the reactivity toward carbon monoxide and oxygen. This conclusion was not
obvious prior to the present investigation.
Water-gas shift activity measurements for several transition metals on an inert MgAl2O4
support are correlated to the binding energies of atomic oxygen and carbon monoxide to
elucidate the modeling results. It is found that the metals may be be divided into two
groups with a weak and strong CO interaction, respectively. The experimental results
suggest that further improvement of the water-gas shift activity could be obtained by
modifying Cu such that the binding energy of oxygen is increased, and the CO adsorption
remains fairly unaffected.
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8.2 Outlook
During the course of the presented investigations, several areas of interest as well as
experiments have been identified, which would help clarify the nature and behavior of the
different systems.
Some speculations of the state of the Cu surface have arisen during the study of the growth,
as there are some discrepancies when reviewing the literature on the subject. It would
especially be interesting to obtain knowledge of the extent of second layer island formation
at low coverages of Cu to understand under which conditions a true pseudomorphic layer is
obtained. It has furthermore been speculated that an adsorbate (O, CO3, HCOO) induced
reconstruction of the Cu surface may be taking place during reaction. To elucidate both
the growth and the reconstruction, it would however be required to employ scanning
tunneling microscopy, which is presently not available on the setup.
In connection with the studies of the reactivity of Cu layers on Pt, it would be interesting
to look further into the hydrogenation of carbonate. such that conclusive evidence for
the existence of formate and possibly other hydrogenation products could be found. This
would require further tuning of the reaction parameters. The next logical step would then
be to carry out water-gas shift measurements on Cu/Pt(111) and compare the reactivity
to Cu(111), which would give the means needed to examine the validity of the findings of
the microkinetic model.
After looking into these reactions on the Cu-Pt bimetallic system, the reactivity of stepped
copper samples could be addressed, as the examination of the methanol and formate syn-
thesis, as well as the decomposition on high-index copper single crystal surfaces is some-
what overlooked. This may ultimately help elucidate the connection between carbonate
and formate. Two double-sided single crystals with facets Cu(211) / Cu(111) and Cu(14
13 13) / Cu(111) are presently available, over which the formation and hydrogenation of
carbonate, water-gas shift, and methanol synthesis could be examined. The latter would
require the installation of a new sniffer design, a freeze vessel, and a gas chromatograph
to gather the produced methanol and analyze it.
The microkinetic model which is deemed most reliable at binding energies for carbon
monoxide and atomic oxygen close to that of Cu, may benefit from an inclusion of coverage
dependent binding energies, as it has been found to be one of the main shortcomings
when describing reactivity of metals estimated to be completely covered by CO or O.
This will however in all probability affect the possibility for making linear correlations
and hence ruin the fairly simple description. As previously mentioned the model is not
necessarily restricted to the redox-mechanism, and it would be interesting to examine the
changes when employing other reaction mechanisms like the associative. Furthermore,
the estimation of trends on different transition metals could be expanded to describe the
methanol synthesis reactivity. This however requires further DFT calculations to estimate
changes in binding and reaction energies for the added intermediates and rate-controlling
steps.
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