We consider compact routing schemes in networks of low doubling dimension, where the doubling dimension is the least value α such that any ball in the network can be covered by at most 2 α balls of half radius. There are two variants of routing-scheme design: (i) labeled (name-dependent) routing, in which the designer is allowed to rename the nodes so that the names (labels) can contain additional routing information, for example, topological information; and (ii) name-independent routing, which works on top of the arbitrary original node names in the network, that is, the node names are independent of the routing scheme.
INTRODUCTION
In this article, we study routing schemes, that is, distributed network algorithms capable of routing network packets from an arbitrary source to an arbitrary destination node in the network. The objective of a routing scheme is to find an efficient path from This work is supported by the National Science Foundation, under grant CCF-0830791. Authors' addresses: G. Konjevod, Lawrence Livermore National Laboratory, Livermore, CA 94550; email: konjevod1@llnl.gov; A. W. Richa, Computer Science, CIDSE, Arizona State University, Tempe, AZ 85287; email: aricha@asu.edu; D. Xia, Google, Kirkland, WA, 98053; email: dxia@google.com. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromthe given source to any destination. We measure the quality of a path by its length, for which the length of a path is given by the sum of the weights of its edges, thus consider its efficiency to be expressed by the ratio of its length to the length of the shortest path between the same source and destination. If every source stored a complete description of the network, it would be easy to route along the shortest paths. This could even be done if each source stored just the next hop of the shortest path to each destination in its routing table, resulting in routing tables of size linear on the number of nodes. For scalability, we would like to restrict the amount of storage available to each node to be polylogarithmic in the size of the network. Hence, in this article, we study compact routing schemes, defined to be those for which the size of the routing tables and packet headers is only polylogarithmic in the size of the network.
A routing scheme consists of two parts:
-the preprocessing step, in which the routing tables are configured at every node, and -the routing algorithm, which is used by the nodes to perform the actual routing of packets.
In the routing algorithm, given a destination's name, the source node sets up a packet header and sends the packet to one of its neighbors, based on the destination's name and the local routing table. A relay node, upon the reception of a packet, decides whether the packet has reached its destination and, if not, where to forward it, based on the packet header and the local routing table.
There are two variants of routing scheme design:
(1) name-dependent (or labeled) routing, for which the designer is allowed to rename the nodes so that the names (labels) can contain additional routing information, for example, topological information; and (2) name-independent routing, which works on top of the arbitrary original node names in the network, that is, the node names are independent of the routing scheme.
A labeled routing scheme has the advantage of embedding information in the node labels to facilitate routing, but it also requires the source node to know the designergiven label of the destination node, which is not always feasible. Given a labeled routing scheme, it remains an issue to determine how (and where) the source will find the label of the destination. Therefore, name-independent routing schemes are preferable, especially in applications with intrinsic requirements on node names (e.g., distributed hash tables ), those that require randomly distributed node names (e.g., Chord [Stoica et al. 2001] ), or those that perform network operations such as locating nearby copies of replicated objects and tracking of mobile objects Awerbuch and Peleg 1990] .
As indicated earlier, a fundamental trade-off in routing is between the quality of routing paths and the space overhead introduced by the routing tables and packet headers. Formally, the stretch of a routing scheme is the maximum ratio of the length of the path by which a packet is delivered to the length of the shortest source-destination path, over all source-destination pairs. The space requirement of a scheme refers to the size of routing tables maintained at each node and the size of the packet headers used by the scheme. Recall that a routing scheme is compact if the size of the routing table at each node and the size of every packet header are bounded by a polylogarithmic function of the number of nodes.
We now introduce a network parameter that strongly influences the design of routing schemes. The normalized diameter of a graph is the ratio of the largest to the smallest shortest path distance in the graph. For many routing schemes [Awerbuch and Peleg 1990; Talwar 2004; Chan et al. 2005; Slivkins 2005a ; Konjevod et al. 2006] , the routing table size at each node, the packet header size, or the routing label directly depend on a polylogarithmic function of . While those schemes are compact for networks in which is polynomial in n, they do not scale well if grows exponentially with n. Hence, one would prefer a compact routing scheme that does not directly depend on . We call a routing scheme scale-free if the space requirements for its routing tables, packet headers, and routing labels are independent of the normalized diameter. While the schemes we present as our main results in this article are scale-free, they have simpler variants that are not, as the one we present in Section 3.3 and the nonscalefree algorithms presented in Abraham et al. [2006c] .
Early on in the study of routing schemes, it was shown that a routing scheme with stretch less than 2k + 1 on a general graph must have a space requirement of (n 1/k ) bits at some nodes [Thorup and Zwick 2001; Abraham et al. 2006a] . (For more details on previous work, refer to Section 1.3.) Thus, compact routing on general graphs requires larger than constant stretch. In order to allow better results, one must restrict the structure of the metric space induced by the network. Two classes of networks-growthbounded and low doubling dimension-have been particularly well studied, which we briefly discuss here.
Bounded Doubling Dimension
In this section, we briefly discuss the class of bounded doubling dimension networks, of which the growth-bounded networks are a subclass. A ball of radius r centered at a node v is the set of nodes u such that the shortest-path distance from v to u is at most r. Doubling dimension is formally defined as the least value α such that any ball can be covered by at most 2 α balls of half radius. The bounded doubling dimension networks (doubling networks for short) are characterized by the condition that each ball of radius r can be covered by a constant number of balls of radius r/2 (i.e., α is a constant). The growth-bounded networks are characterized by the condition that the number of nodes within distance 2r of any node is at most a constant factor more than the number of nodes within distance r. Since these are really properties of the induced metric space, we will often use the terms "network" and "metric" interchangeably, always referring to the metric space induced by the nodes and the shortest-path distance function of the (possibly weighted) network.
Many problems become easier in growth-bounded metrics and those of bounded doubling dimension [Gupta et al. 2003; Talwar 2004; Slivkins 2005a Slivkins , 2005b Chan et al. 2005; Kleinberg et al. 2009; Karger and Ruhl 2002; Cole and Gottlieb 2006] , including metric embeddings, the traveling salesman problem, compact data structures, distance estimation, and finding nearest neighbors.
It is easy to see that every growth-bounded metric is also of finite doubling dimension, while the opposite may not be true. An example of a growth-bounded metric is induced by the d-dimensional grid. However, if points are excluded from the grid and we consider its subgraph, the resulting metric may not be growth bounded anymore. It will, however, still have bounded doubling dimension. Growth-bounded metrics have been shown to provide a good approximation of communication cost metrics on Internet-like networks. Bounded doubling metrics provide a natural generalization of growth-bounded metrics, as illustrated by the example, thus the increased interest in this class in recent years.
The distinction between growth-bounded and bounded doubling networks is also reflected in the stretch of compact routing schemes for the two classes. On growthbounded networks, there exist name-independent compact routing schemes with stretch arbitrarily close to 1, while such results are not possible for networks of bounded doubling dimension. Even name-independent routing schemes with only constant stretch in doubling networks have eluded several researchers. Our main result in this article is to present a lower bound and a matching constructive upper bound (by means of a scale-free algorithm) on the stretch achievable by a nameindependent compact routing scheme in doubling metrics.
Intuitively, most of the compact routing schemes designed so far use a hierarchical data structure to reduce the routing problem to a setting that is "almost" a regular Euclidean grid. The problem becomes challenging in networks that are not growth bounded, because such hierarchical data structures assume a regular increase in the number of nodes with the distance from the source. This may not hold in doubling networks; thus, the hierarchies must be based not only on the distance from the source, but also on the number of nodes actually seen by moving up to that distance. This issue was first addressed by Abraham et al. [2006c] using notions of dense and sparse levels. We offer a different approach, more directly based on natural properties of doubling metrics, and believe our results to be simpler as a consequence.
Our Contributions.
Our main results are a (9 + )-stretch scale-free name-independent compact routing scheme for networks of low doubling dimension for any > 0 (Theorem 1.1), and a matching lower bound of (9 − ) for any > 0, on the stretch of any name-independent compact routing scheme in doubling networks (Theorem 1.2). We formally define a network to have low doubling dimension if α = O(loglog n) (hence, they form a superset of bounded doubling networks). THEOREM 1.1. Given any constant ∈ (0, 1) and a weighted undirected graph G with n nodes and doubling dimension α, we present a scale-free name-independent routing scheme for G with (9 + )-stretch, O(log 2 n/ log log n)-bit packet headers, and ( /60) 2 ) bits at each node has stretch at least 9 − .
Hence, by Theorems 1.1 and 1.2, our name-independent routing scheme is the first name-independent scale-free compact routing scheme for networks of low doubling dimension with (asymptotically) optimal stretch, closing the gap left by Theorem 1.4 (in which an optimal-stretch, but not scale-free, name-independent scheme is presented) and in Abraham et al. [2006c] (in which a scale-free, but not optimal-stretch, nameindependent scheme is presented). By asymptotically optimal stretch, we mean that the stretch of our algorithm is 9 + for any fixed constant ∈ (0, 1), while for any ∈ (0, 8) there is an instance, that is, a network, such that any name-independent compact routing scheme has stretch at least 9 − . Note that the graphs G that give the lower bound in Theorem 1.2 allow for polynomially sized routing tables (rather than just polylogarithmic in size) and have polynomial normalized diameter (thus, the lower bound applies even if we restrict our attention to networks with low normalized diameter).
In addition, we also present an optimal-stretch scale-free labeled compact routing scheme for networks of low doubling dimension, as stated in Theorem 1.3: THEOREM 1.3. Given any constant ∈ (0, 1) and a weighted undirected graph G with n nodes and doubling dimension α, we present a (1 + )-stretch labeled routing scheme for G with log n -bit routing labels, O(log 2 n/ loglog n)-bit packet headers, and ( ( 1 ) O(α) log 3 n)-bit routing information at each node.
Our contributions for the labeled routing model are twofold. First, our algorithm is the first (asymptotically) optimal-stretch scale-free compact labeled routing scheme for networks of low doubling dimension that uses optimal log n -bit routing labels 1 (hence, embeds the minimal required amount of network-dependent routing information into the routing labels). Second, our techniques are significantly simpler than the ones used by Abraham et al. [2006c] , who also present an asymptotically optimal-stretch scalefree labeled routing scheme (they use 2 O(α) log 3 n-bit routing labels, though). Our labeled routing scheme relies on a simple and unifying hierarchical network decomposition technique using a ball-packing, rather than the complex sparse-dense decomposition of Abraham et al. [2006c] .
As an introduction to our scale-free name-independent routing scheme presented in Section 4, we also present a simpler nonscale-free name-independent compact routing scheme, as stated in Theorem 1.4, which is an improved version of our work in Konjevod et al. [2006] . Note that, if the normalized diameter is a polynomial in n, the space bounds of the scheme in Theorem 1.4 are actually better than those of the scale-free scheme in Theorem 1.1, since it only requires ( ( 1 ) O(α) log 2 n)-bit routing information at each node and O(log n)-bit packet headers. THEOREM 1.4. Given any constant ∈ (0, 1) and a weighted undirected graph G with n nodes and doubling dimension α, we present a name-independent routing scheme for G with (9 + )-stretch, O(log n)-bit packet headers, and ( ( 1 ) O(α) log log n)-bit routing information at each node.
We believe that some of the techniques introduced in this article are a major contribution on their own. The new techniques and data structures presented here enable us to go beyond the results in both Theorem 1.4 and Abraham et al. [2006c] , and obtain an optimal-stretch scale-free name-independent scheme for networks of low doubling dimension. In particular, we believe that our ball-packing decomposition, used in both the name-independent and labeled routing schemes, will have an impact on other problems that also rely on a hierarchical structure of r-nets (see Definition 2.1). In a nutshell, both types of schemes rely on a global hierarchy of r-nets. In order to avoid a dependence on , we cannot store information for all O(log ) layers of r-nets: we only maintain information about O(log n) layers at each node, while packing balls are used to account for the layers for which no information exists at a node.
Related Work
Not surprisingly, there has been a vast amount of research on efficient network routing schemes. General overviews are available in Peleg [2000] and the surveys by Gavoille [2001] and Gavoille and Peleg [2003] .
There are lower bound results for both labeled and name-independent models. For the labeled model, Thorup and Zwick [2001] showed that there exist graphs such that every labeled routing scheme with stretch less than 2k + 1 for k = 1, 2, 3, 5 must have (n 1/k )-bit routing tables at some nodes. For the name-independent model, Abraham et al. [2006a] showed that there exist graphs such that every name-independent routing scheme with stretch less than 2k + 1 must have ((n log n) 1/k )-bit routing tables on some nodes. However, the graphs that they designed have large doubling dimension, namely, (log n). In this article, for any fixed ∈ (0, 8), we show that there exists a tree with constant doubling dimension (no more than 6 − log ) and normalized 
log 2 n log log n ) 
2 )-bit routing table at each node must have stretch larger than 9 − . Awerbuch and Peleg [1992] pioneered the name-independent model, designing a name-independent scheme with stretch O(k 2 ) andÕ(n 1/k log ) bits of storage per node. (TheÕ() notation denotes complexity similar to O() up to polylogarithmic factors.) The stretch was improved to O(k) with the same space requirement in . In addition, Abraham et al. [2006b] presented a scale-free name-independent routing scheme with O(k) stretch, andÕ(n 1/k ) routing tables, asymptotically optimal for general graphs, given the lower bound for general graphs in Abraham et al. [2006a] .
Constant-stretch name-independent compact routing schemes do exist for restricted classes of graphs. Table I summarizes the results of constant stretch name-independent compact routing schemes in networks of low doubling dimension. For growth-bounded networks (a subclass of networks of constant doubling dimension), a randomized (1+ )-stretch compact routing scheme is known [Abraham and Malkhi 2005] . For unweighted graphs, excluding fixed K r,r minors (including trees and planar graphs), a (1+ )-stretch compact scheme is presented in Abraham and Gavoille [2006] .
In the labeled (or name-dependent) model, Eilam et al. [1998] achieved stretch 5 with O(n 1/2 ) storage and O(log n)-bit labels, while Cowen [2001] proposed a stretch 3 labeled routing scheme withÕ(n 2/3 ) storage and O(log n)-bit labels. Furthermore, Thorup and Zwick [2001] achieve stretch 2k − 1 usingÕ(n 1/k ) routing tables and O(k log 2 n)-bit labels. For trees, optimal stretch labeled routing schemes with O(log 2 n/ log log n) bits of label, packet header, and storage were presented in Fraigniaud and Gavoille [2001] and Thorup and Zwick [2001] . There are (1 + )-stretch labeled routing schemes with polylogarithmic space for planar graphs [Thorup 2004] , and graphs excluding a fixed minor [Abraham and Gavoille 2006] . In addition, (1+ )-stretch labeled compact routing schemes are devised in networks of low doubling dimension; Table II summarizes those results.
In this article, we focus on designing scale-free compact routing schemes in both name-independent and labeled models for networks of low doubling dimension. The notion of a scale-free scheme was addressed in Slivkins [2005a] . Concurrent with the work presented here, a scale-free constant-stretch name-independent routing scheme with 2 O(α) log 4 n-bit storage and 2 O(α) log 3 n-bit packet headers was independently proposed by Abraham et al. [2006c] for networks of low doubling dimension. Their stretch factor, although constant, is very large and of limited practical interest. They also present a scale-free (1 + )-stretch labeled scheme with ( 1 ) O(α) log 4 n-bit storage and ( 1 ) O(α) log 3 n-bit labels and headers. Both their schemes rely on a sparse-dense decomposition technique, which differentiates dense and sparse regions of the network. Intuitively, they maintain two sets of routing schemes, one for dense and one for sparse regions, that are applied alternatively depending on the density of the region of the network considered. The sparse-dense decomposition technique is rather involved and does not yield good stretch factors for the name-independent routing case, nor does it yield optimal stretch if we use optimal-size routing labels in the labeled routing case. In contrast, our unifying and simpler O(log n)-level hierarchical decomposition technique based on ball packings "efficiently" covers dense and sparse regions of the network alike. We carefully design data structures to combine the two hierarchical network decompositions used by our algorithms, namely, r-nets and ball packings, in order to eliminate the storage dependence on . The combined hierarchies also eliminate the need for differentiated treatment of sparse and dense regions, allowing for much simpler routing algorithms, thus optimal stretch in the name-independent routing case and optimal routing label size in the labeled routing case.
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In Konjevod et al. [2006] , we present a preliminary version of the nonscale-free nameindependent scheme presented in Section 3 and referred to in Theorem 1.4 (the protocol presented in Section 3 is actually an improved version of the scheme in Konjevod et al. [2006] ). The protocol in Konjevod et al. [2006] was the first optimal-stretch nameindependent compact routing scheme in the literature. In addition, the lower bound results presented in this work also appeared originally in Konjevod et al. [2006] . We would like to mention that the results in Abraham et al. [2006c] (as summarized in Tables I and II) were developed independently and concurrently with the work in Konjevod et al. [2006] .
In Konjevod et al. [2007] , we present the scale-free optimal-stretch results presented in Sections 4 and 5 and referred to in Theorems 1.1 and 1.3, respectively.
PRELIMINARIES
In this section, we present some important definitions and basic results, which will be used in the following sections.
Let G = (V, E) be a connected, edge-weighted, undirected graph with n nodes, shortest-path metric d, doubling dimension α ∈ O(loglog n), and arbitrary normalized diameter . Recall that the doubling dimension of G is the least value α such that any ball in the graph can be covered by at most 2 α balls of half radius, and the normalized diameter is the ratio of the largest to the smallest shortest-path distance in the graph, that is, u, v) . A ball of radius r centered at node u, denoted by B u (r), is the set of nodes within distance r from u; that is, for any u ∈ V and r > 0, B u (r) = {x ∈ V : d(u, x) ≤ r}. Without loss of generality, assume that the minimum weight of an edge is 1, therefore = max d (u, v) , and that both n and are powers of 2.
First, we give the definition of r-nets, which capture the geometric structure, and on which the hierarchies of our schemes are based to achieve constant stretch while keeping polylogarithmic storage.
Definition 2.1 (r-NET). An r-net in a metric space (V, d) is a subset Y ⊆ V such that any point in V is within distance at most r from Y , and any two points in Y are at distance at least r.
For any finite metric and any r > 0, it is easy to show that an r-net exists and can be constructed greedily. The following is a well-known result about r-nets:
For any integer x > 0, let [x] denote the set {0, 1, . . . , x}. We now construct 2 i -nets Y i for all i ∈ [log ] as follows:
(1) The -net Y log is a singleton for an arbitrary node in V .
(2) Recursively construct the 2 i -net Y i by greedily expanding Y i+1 with nodes to obtain a 2 i -net, for i = log − 1, log − 2, . . . , 0.
Following this construction, we have that
For any node u ∈ V , we define its zooming sequence, which is due to Slivkins [2005a] , as follows: (i) Let u(0) = u; (ii) recursively define u(i) to be the nearest node to u(i − 1) in Y i for i from 1 to log (if there are several such nearest nodes, use some arbitrary tiebreaking mechanism, provided that all nodes use the same tie-breaking mechanism, e.g., selecting the node with the smallest id). From the definition of an r-net, for any u ∈ V and any i ∈ [log ], we have that
We now form a netting tree of r-nets {Y i } by building a path from each node u ∈ V along its zooming sequence u(0), u(1), · · · , u(log ) , and denote the netting tree as
The definition of netting tree also appears in Har-Peled and Mendel [2005] . We next introduce the concept of a ball packing, which captures the combinatorial structure of a network. Independently, the same definition also appears in Chan et al. [2006] . We use ball packings to avoid the log geometric factor incurred by a straight application of the hierarchy of 2 i -nets, thereby achieving scale-free schemes. Let r u ( j) be the radius of the ball centered at u of size 2 j , that is, |B u (r u ( j))| = 2 j , for any node u ∈ V and j ∈ [log n]. For each j ∈ [log n], let B j be a ball packing as defined in Lemma 2.3. PROOF. Consider the set of balls {B u (r u ( j)) : u ∈ V }. Greedily select balls from this set in the order of shortest radius to longest to form a maximal set of nonintersecting balls B j .
First, such a ball packing B j has Property (1), since (2) is trivially satisfied. Otherwise, since B j is maximal, B u (r u ( j)) intersects some B ∈ B j with center c. The radius of B is at most r u ( j) , that is, r c ( j) ≤ r u ( j), since the balls are selected by increasing radius. Moreover, since B and B u (r u ( j)) intersect and r c ( j) ≤ r u ( j), we have that d(u, c) ≤ 2r u ( j). Thus, Property (2) follows.
A SIMPLER NAME-INDEPENDENT ROUTING SCHEME
In this section, we present a simpler name-independent compact routing scheme as stated in Theorem 1.4, whose space requirements depend on the normalized diameter , thereby not scale-free.
Main Idea
The name-independent routing scheme uses a (1 + )-stretch compact labeled routing scheme as its underlying routing scheme. In order to deliver a message to the destination node, the routing algorithm searches for the routing label of the destination according to its name. Once the label is located, the routing algorithm uses the underlying labeled routing scheme to deliver the message to the destination. The preprocessing procedure of the routing scheme maintains a hierarchy of search trees and stores the (name, label) pairs of nodes into these search trees. For any i ∈ [log ] and any node u in the 2 i -net Y i , we maintain a search tree T (u, 2 j / ) rooted at u for the ball B u (2 i / ), storing the (name, label) pairs of all nodes within the same ball. The tree nodes of the search tree are exact nodes of B u (2 i / ); the (name, label) pairs are stored at the search tree so that each node stores exactly one pair. Each tree edge is represented by its two endpoints recording each other's routing label. The search tree on the ball B u (2 i / ) is organized using a hierarchy of r-nets such that the path from the root u to any leaf has length 2 i (1/ + O(1)). Hence, the standard tree-search procedure on the search tree that starts from and reports back to the root has cost 2 i+1 (1/ + O(1)) to retrieve the label of the queried node according to key, that is, its name, if the node is in B u (2 i / ), or to report the node is not in B u (2 i / ). By Lemma 2.2, the number of search trees containing any fixed node is ( 1 ) O(α) log , which guarantees the compact storage at each node as long as the normalized diameter is no more than the polynomial of n.
Assume that a source node u wants to deliver a message to a destination node v giving the name of v. The routing algorithm, as illustrated in Figure 1 , searches for the label of v on search trees T (u(i), 2 i / ) along the zooming sequence {u(i)} of the source node u, for i from 0 until the first level j where v ∈ B u(i) (2 i / ). Note that the total cost of tree search procedures is
; the total cost of the path from u(0) to u( j) along u's zooming sequence is O(2 j+1 ); and the cost of the path from u( j) to v is no more than d (u, v) + O(2 j+1 ). Thus, the total routing cost is no more than (1)). Therefore, the stretch of the routing algorithm is no more than 9+ O( ). Independently, Abraham et al. [2006c, Theorem 1] achieve a nonscale-free nameindependent compact routing scheme with stretch 64 in networks of low doubling dimension, which we call the AGGM scheme, while our name-independent compact routing scheme has the optimal stretch 9 + O( ) given the lower bound result in Theorem 1.2. Both of the schemes have similar general ideas: (i) using an underlying labeled routing scheme; (ii) using search trees to store (name, label) pairs of nodes; (iii) maintaining a hierarchy of search trees based on the hierarchy of r-nets; and (iv) searching for the label of the destination along the search trees from lower level to higher. These general common ideas lead to the compact storage and constant stretch in both schemes. However, there are several technical ideas in our scheme that lead to the optimal stretch factor. First, for a node u ∈ Y i , we maintain a search tree on a larger area B u (2 i / ) than a typical i-level area with radius 2 i , as in the AGGM scheme. Hence, in our scheme, the cost from the root of level i − 1 to the root of level i, that is, 2 i , is dominated by 2 i / , the radius of the area at level i. Second, in our scheme, the search tree on an area B u (r) has height (1 + O( ))r, while the search tree of the AGGM scheme on the same area has height 2r. Third, our scheme uses a labeled routing scheme with stretch 1 + , while the AGGM scheme uses a 5/4-stretch labeled routing scheme by setting = 1/4. Forth, we use
Data Structure
In this section, we first define a search tree for a ball and provide procedures to store and retrieve (key, data) pairs; for our name-independent scheme, we take the original node name as the key and the node label of the underlying labeled routing scheme as the data. Furthermore, we define the hierarchical data structures to maintain search trees. For any u ∈ V , let id(u) denote the arbitrary original name of u, and let l(u) denote the label given by the underlying labeled routing scheme. We maintain a hierarchy of search trees to store (name, label) pairs and retrieve the label of a node given its name. Thus, every time u wants to communicate with a node v given by its name id (v), u uses id(v) to retrieve the label l(v), then routes to v using the underlying labeled scheme.
Specifically, our simpler name-independent routing scheme uses the labeled routing scheme of Abraham et al. [2006c, Theorem 4] as the effective underlying labeled routing scheme. For reference, we list the main results achieved by this labeled routing scheme. Note that our name-independent routing schemes are adaptable to any compact labeled routing scheme with stretch 1 + . The different underlying labeled routing schemes would increase the storage by a polylogarithmic factor, but would have no affect on the stretch.
Search Tree.
Definition 3.2 (Search Tree). For any ∈ (0, 1) and any ball B c (r) in G, let U 0 = {c}, and for 1 ≤ i ≤ log( r) , let U i be a 2 log( r) −i -net of B c (r) \ 0≤ j<i U j . Then, the search tree on B c (r), denoted by T (c, r), is formed by connecting each node v ∈ U i to its nearest node in U i−1 for 0 < i ≤ log( r) , and defining the weight on each edge (u, v) 
From the definition of r-net, we can derive the following bound on the height of the search tree T (c, r):
Let the two endpoints of each virtual edge in the search tree keep each other's routing label so that they can communicate using the underlying labeled scheme. Note that {U i } is a partition of B c (r), and by Lemma 2.2, the root has the maximum degree in the tree, (
. Hence, each node keeps ( 1 ) O(α) labels for the search tree. Next, given a search tree T (c, r) with m nodes, Algorithm 1, which is executed during the preprocessing procedure, shows how to store k (key, data) pairs in the search tree: Finally, we define the search Algorithm 2 that is used for the routing algorithm to search for the data in a search tree T (c, r), given the key. The procedure starts from and reports back to the root c with cost 2(1 + )r. Since (1 + )(1 + O( )) = 1 + O( ) for < 1, we will omit the (1 + ) factor in the cost of the search procedure. ∈ Y k for all k > i. Thus, the node u(i) stores only one label of the elements of its zooming sequence, that of its parent u(i + 1) in the netting tree, though node u(i) may appear multiple times in the netting tree. Thus, each node u ∈ V can now route packets along its zooming sequence by using the underlying labeled routing scheme.
Second, for any i ∈ [log ] and any u ∈ Y i , we maintain a search tree T (u, 2 i / ) for the ball B u (2 i / ), storing the pairs (id(v), l(v)) of all nodes v in the same ball.
LEMMA 3.3 (STORAGE).
The routing information at each node has log log n/ O(α) bits.
PROOF.
By Theorem 3.1, the underlying labeled routing scheme requires (log log n/ O(α) ) bits at each node. Each node maintains at most one label of its parent node in the netting tree. The storage required to maintain search trees and store routing labels in them can be bounded as follows. Since the maximum degree in any search tree is ( 1 ) O(α) , and the size of each range and routing label is O(log n), each node in a search tree maintains ( 1 ) O(α) log n bits of range information and link information. Since each search tree stores exactly the (name, label) pairs of its own nodes, each node of the search tree stores O(log n) bits of data. For each i ∈ [log ], the number of u ∈ Y i such that the search tree T (u, 2 i / ) contains a fixed node is ( 1 ) O(α) by Lemma 2.2. Therefore, the total storage for maintaining search trees and storing routing labels at each node is no more than ( 1 ) O(α) log log n.
Routing Algorithm
Now, we are ready to describe our simpler name-independent routing scheme, and prove its performance bounds. The routing procedure is described in Algorithm 3. Assume that a source node u wants to send a message to a destination node v, given the name id(v) of v. set i ← i + 1 6: until the routing label l(v) of v is found 7: go to v from u(i) using the underlying labeled routing scheme. Figure 1 , let j be the index of the level at which v's routing label is found. Thus, the routing cost from u to v consists of 
PROOF. As illustrated in
Hence, by Equation (2), we find that the total cost is at most
On the other hand, since v's routing label is not found by SearchTree(id(v) 
Thus, by the triangle inequality and Equation (2), we have that
Hence, by Equations (4) and (5), the routing cost is no more than
from which the lemma follows.
Proof of Theorem 1.4: The bounds on storage and stretch follow from Lemmas 3.3 and 3.4, respectively. By Theorem 3.1, the packet header size of the name-independent routing scheme is O(log n) bits.
A SCALE-FREE NAME-INDEPENDENT ROUTING SCHEME
In this section, we improve the simpler name-independent routing scheme in Section 3 to be scale-free, that is, we remove the dependence of the space requirements on the normalized diameter.
Main Idea
The nonscale-free storage of the simpler name-independent routing scheme of Section 3 results from the log -level hierarchy of search trees. A node, for example, the singleton in Y log , might belong to (1/ ) O(α) log search trees. In this section, we use the ball-packing technique (Lemma 2.3) to reduce the number of original search trees of Section 3 and achieve the scale-free storage.
First, for each j ∈ [log n], we maintain a ball packing B j (defined as in Lemma 2.3), and create a search tree (defined as in Definition 3.2) on each ball B ∈ B j . The search tree for B stores the pair (id(v), l(v)) for each node v in the ball B c (r c ( j + 2)), where c is the center of B, and recall that |B c (r c ( j + 2))| = 2 j+2 . Since |B| = 2 j , each node of the search tree on B stores 4 pairs. Let B be the union of all ball packings B j , ∀ j ∈ [log n], that is, B = log n j=0 B j . We call the search tree on B ∈ B the packing search tree. Second, for each u ∈ Y i and i ∈ [log ], let IsPSTCovered(u, i) indicate whether there is a packing search tree on a packing ball B ∈ B j for j ∈ [log n], such that B ⊆ B u (2 i (1/ + 1)) and the search tree on B contains information of all nodes in
is true, without loss of generality, let PB(u, i) denote such a packing ball B at minimum level j. If there are multiple such packing balls, choose one that minimizes d (u, c) . If IsPSTCovered(u, i) is false, we maintain a search tree on the ball B u (2 i / ) to store the information of nodes in the ball itself. Let A denote the collection of such balls B u (2 i / ) with search tree maintained, that is, IsPSTCovered(u, i) = f alse}. Now, we claim the following lemma, whose proof appears in Section 4.2. LEMMA 4.1. For any v ∈ V , the number of search trees that contain v is at most
The routing algorithm for our scale-free name-independent routing scheme remains the same as Algorithm 3 except that, for Line 4 of Algorithm 3, we search on either the search tree T (u(i),
if IsPSTCovered(u(i), i) is false or on the packing search tree of PB(u(i), i) if IsPSTCovered(u(i), i) is true. In the latter case, note that

PB(u(i), i) ⊆ B u(i) (2 i (1/ + 1)) and the search tree on PB(u(i), i) contains information of all nodes in B u(i) (2 i / ). Hence, the cost of the round trip between u(i) and the center of PB(u(i), i) together with the cost of the searching procedure on the search tree of PB(u(i), i) is 2
i+1 (1/ + O(1)). Thus, by Lemma 3.4, the algorithm guarantees stretch 9 + O( ).
Our scale-free optimal-stretch name-independent compact routing scheme follows the main framework of our nonscale-free optimal-stretch name-independent routing scheme as in Section 3, and borrows the idea of the scale-free scheme in Abraham et al. [2006c, Theorem 2], which we call the AGGM scale-free scheme, to remove the scale dependence. The idea is to use a data structure that captures both the geometric and combinatorial properties of the network. While they use a collection of landmarks, which is originally due to Slivkins [2005a] , we use a set of ball packings, which is independently defined in Chan et al. [2006] . Note that the set of centers of balls in a ball packing is a collection of landmarks. Hence, we are able to take advantage of the packing balls' geometric and the combinatorial properties directly; after building a search tree on each packing ball to store information of nodes within the concentric ball with quad size, we reduce the original search trees as in Section 3 to scale free storage instantly. On the other hand, the AGGM scale-free scheme defines an area for each landmark and maintains a single-source name-independent routing on each such area, which brings in an additional factor on their routing stretch. In addition, they maintain two sets of routing schemes, one for dense and one for sparse regions, that are applied alternatively depending on the density of the region of the network considered. Note that our routing algorithm is unaware of the density of the network, and almost the same as in Section 3, though in our storage analysis, we use similar analytic techniques as in Abraham et al. [2006c] .
Storage Analysis
We show that the storage at each node is scale-free and compact.
First, we give the proof of Lemma 4.1. It is obvious that the number of packing search trees that contain a fixed node is no more than log n, since the packing balls at the same level are disjoint and there are log n-level ball packings. The following lemma counts the number of search trees on balls in A that contain a fixed node.
LEMMA 4.2. For any node v ∈ V , the number of search trees on balls in A that contain v is no more than (1/ )
O(α) log n.
Thus, we have Lemma 4.1. In order to prove Lemma 4.2, we define dense level for a node, which is due to Abraham et al. [2006c] .
Definition 4.3 (Dense Level). For any node v ∈ V and any i ∈ [log ], we say that i is a dense level for node v if
Let IsDense v (i) indicate whether level i is dense for node v.
It is straightforward that the number of dense levels for any fixed node is O(log 1 log n), as claimed in the following lemma:
LEMMA 4.4. For any node v ∈ V , the number of dense levels in [log ] is no more than O(log 1 log n), that is,|{i ∈ log :
The next lemma relates the search tree on balls in A that contain v to the dense levels for node v. 
IsPSTCovered(u, i) is false, that is, there is a search tree on B u (2
. By the packing lemma, there is a packing ball B c (r c ( j)) ∈ B j with small radius (r c ( j) < 2 i−2 ) and near to v (d(v, c) ≤ 2 i−1 ), as illustrated in Figure 2 . Hence, the packing ball B c (r c ( j)) is contained in B u (2 i (1/ +1)). Since IsPSTCovered(u, i) is false, B c (r c ( j +2)) does not cover the whole ball B u (2 i / ), which implies that r c ( j +2) < 2 i+1 / +2 i−1 . Thus, by the triangle inequality,
Thus, by Lemmas 4.4, 4.5, and 2.2, we have Lemma 4.2. Now, we present the storage lemma: LEMMA 4.6 (STORAGE). The routing information at each node has ( 1 ) O(α) log 3 n bits.
PROOF. By Theorem 1.3, the underlying labeled routing scheme requires ( 1 ) O(α) log 3 n bits at each node.
The storage required to maintain search trees and store routing labels in them can be bounded as follows. Since the maximum degree in any search tree is ( 1 ) O(α) and the size of each range and routing label is O(log n), each node in a search tree maintains ( 1 ) O(α) log n bits of range information and link information. Since each node in a search tree stores at most 4(name, label) pairs, it stores O(log n) bits of data. Since the number of search trees containing any node is at most ( 1 ) O(α) log n by Lemma 4.1, the total storage for maintaining search trees and routing labels at each node is no more than ( 1 ) O(α) log 2 n. By the definition of the netting tree, each node maintains at most one label of its parent node that is not the node itself.
The following claim shows that, for any u ∈ V , the number of links to the center of packing balls PB (u, i) , for all i ∈ [log ] such that u ∈ Y i and IsPSTCovered(u, i) is true, is no more than 4 log n. Therefore, each node requires O(log 2 n) bits of storage for the links.
LEMMA 4.7. For any u ∈ V , the number of packing balls PB (u, i) , for all i ∈ [log ] such that u ∈ Y i and IsPSTCovered (u, i) is true, is no more than 4 log n.
PROOF. We show that, for any j ∈ [log n], the number of different balls PB(u, i) ∈ B j such that IsPSTCovered(u, i) is true is at most 4, from which the claim follows.
By contradiction, assume that there is an index j ∈ [log n] such that the number of different balls PB(u, i) ∈ B j such that IsPSTCovered(u, i) is true is at least 5. Let i 0 < i 1 < i 2 < i 3 < i 4 be five of these indices. By definition of PB(u, i k ), we have that PB (u, i k ( j + 2) ), where c is the center of PB (u, i 4 ). This contradicts the definition of PB(u, i 4 ). Therefore, each node stores ( 1 ) O(α) log 3 n bits of routing information.
Proof of Theorem 1.1: The bounds on stretch and storage requirements at the nodes follow from Lemmas 3.4 and 4.6, respectively. The packet header size of our nameindependent routing scheme is dominated by the packet header size of the underlying labeled scheme, that is, O(log 2 n/ log log n) bits, by Theorem 1.3.
Encoding the Scale-Dependent Index
Note that the description of Algorithm 3 depends on some scale-dependent index i ∈ [log ], which requires O(log log ) bits for its representation. In this section, we discuss how to encode the scale-dependent index in our data structure and routing algorithm to achieve a fully scale-free name-independent routing scheme. First, for a search tree, each tree node is able to be unaware of its level on the tree (which might be as large as log ), since the parent-child doubly linked relationship is enough to maintain a tree structure and to support the tree-search algorithm.
Second, consider a node
, note that u maintains a link to the root of a search tree that has information of all nodes in B u (2 i / ). The search tree is the search tree on the packing ball PB (u, i) if IsPSTCovered(u, i) is true, or it is the search tree on B u (2 i / ). By Lemmas 4.1 and 4.7, the number of such links at u for all i ∈ [k] is at most ( 1 ) O(α) log n. Let Max u denote the number of such links, and let (root u ( j) : j = 1, . . . , Max u ) denote these links in a sequence. Let u record the label of the parent node p of u(k) and the index j such that root p ( j ) represents the root of the search tree at node p at level k + 1. Now, after the routing algorithm performs the search at u using the link root u ( j) to the corresponding search tree and the routing information of the destination node is not found, it stays at u and searches using the next level link root u ( j + 1) if j ≤ Max u or, if j > Max u , it goes to the parent node p of u(k) and searches at p using the link root p ( j ) to its corresponding search tree, where the index j is prestored at u such that root p ( j ) represents the root of the search tree at node p at level k + 1. Therefore, the routing algorithm is able to be unaware of the scale-dependent index.
A SCALE-FREE LABELED ROUTING SCHEME
In this section, we present our scale-free labeled routing scheme as in Theorem 1.3. For simplicity, we will prove the stretch in terms of big-O, that is, stretch 1 + O( ).
Data Structures
First, as defined in Section 2, we have Y i , a 2 i -net, for i ∈ [log ]. We define the label function l : V → [log n] to be the enumeration of the leaves in a depth-first traversal of the netting tree T ({Y i }). Note that the leaf set of T ({Y i }) is Y 0 = V . For any i ∈ [log ] and any node x ∈ Y i , by the properties of depth-first traversal, the labels of leaf nodes of the subtree rooted at x in T ({Y i }) are a range of continuous integers, denoted by Range(x, i) . Thus, we have that l(u) ∈ Range(x, i) if and only if x = u(i).
Second, let the i th ring of u be the node set X i (u) = B u (2 i / ) ∩ Y i , which is due to Slivkins [2005a] , and R(u) = {i ∈ [log ] : ∃ j ∈ [log n], 6 r u ( j) ≤ 2 i ≤ r u ( j)}. Then, each node u stores the range information Range(x, i) for nodes x ∈ X i (u) and i ∈ R(u), and the log n-bit information to identify which neighbor of u is on the shortest path from u to x. Note that |R(u)| = O( log n ), and by Lemma 2.2, we have that
Hence, the range information stored at each node is (1/ ) O(α) log 2 n bits. Third, let B j be a ball packing defined as in Lemma 2.3, for each j ∈ [log n]. 
]). For every weighted tree T on n nodes, there exists a labeled routing scheme that, given any destination label, routes optimally on T from any source to the destination. The storage per node, the label size, and header size are O(log
2 n/ log log n) bits.
For each j ∈ [log n], each node u ∈ V stores the local routing label l(c; c, j) of the center c, where c is the center of a ball B ∈ B j such that u ∈ V (c, j). Note that, by Voronoi diagram properties, for each fixed j, the trees T c ( j) are disjoint. Thus, the local routing label information at each node is O(log 3 n/ log log n) bits. Finally, for each j ∈ [log n] and each center c of a ball in B j , we build a search tree T (c, r c ( j)) as in Definition 5.2 to store the (key, data) pairs of nodes v ∈ T c ( j) ∩ B c (r c ( j + 1)), where the key is the global routing label l (v) , and data is the local routing label l (v; c, j) of v in the tree T c ( j). Thus, given a key, that is, l(v), the SearchTree(l(v), T (c, r c ( j))) procedure, as defined in Section 3.2.1, retrieves the label l(v; c, j) of v along the shortest path of the search tree.
The following definition is modified from Definition 3.2. The key idea of using a path to span a very small scale for levels beyond log n is borrowed from Abraham et al. [2006c] .
Definition 5.2 (Search Tree II). For any ∈ (0, 1) and any ball B c (r) in G, let U 0 = {c}, and for 1 ≤ i ≤ min( log n , log( r) ) let U i be a 2 log( r) −i -net of B c (r)\ 0≤ j<i U j . Then, the search tree II on B c (r), denoted by T (c, r), is formed by connecting each node v ∈ U i to its nearest node in U i−1 for 0 < i ≤ min( log n , log( r) ), and defining the weight on each edge (u, v) 
If log n ≥ log( r) , the search tree II is the same as the search tree in Definition 3.2. If log n < log( r) , for any u ∈ U log n , let V (u) be the Voronoi region of u in the Voronoi diagram of a set of sites U log n in B c (r), that is, V (u) = {x ∈ B c (r) : d(x, u) ≤ d(x, u ), for any u ∈ U log n }. Link the nodes in V (u) \ 0≤ j≤ log n U j into a path, connect it to u and define the weight on these edges equal to 2 r n , for each u ∈ U log n .
Note that the height of the search tree T (c, r) is at most (1+ )r + 2 r n
The following lemma shows how to link the endpoints of each virtual edge. PROOF. First, for any virtual edge (u, v) , where u ∈ U i−1 , v ∈ U i , and 0 < i ≤ min( log n , log( r) ), let each node x on the shortest path from u to v maintain the next-hop information in both directions. Thus, u and v can communicate with each other along the shortest path. Now, we bound the space requirement. On the direction from v to u, since u is the nearest node in U i−1 to v and x is on the shortest path between u and v, u is also the nearest node in U i−1 to x. Thus, x stores one entry of the next-hop information to its nearest node in U i−1 . On the direction from u to v, by Lemma 2.2, the number of nodes v ∈ U i whose nearest node in U i−1 is a fixed node u is 8 α . Hence,x maintains at most 8 α entries of next-hop information to those vs. Since 0 < i ≤ min( log n , log( r) ) and each next-hop information has size no more than log n bits, each node in B c (r) requires at most 2 O(α) log 2 n bits of the next-hop information.
Second, consider the virtual edges on the path from u to link all nodes in V (u) \ 0≤ j≤ log n U j , for each u ∈ U log n . Let T (u) be a shortest-path tree rooted at u and spanning V (u). We maintain a local labeled routing scheme given by Lemma 5.1 for the tree T (u), and let the two endpoints of each of these virtual edges keep each other's local label. Since d(u, v) ≤ 2 log( r) − log n ≤ r n for any v ∈ V (u) \ 0≤ j≤ log n U j , the routing cost along each of these virtual edges is at most 2 r n . By the Voronoi diagram properties, the trees T (u) for all nodes u ∈ U log n are disjoint. Thus, by Lemma 5.1, each node in B c (r) maintains O(log 2 n/ log log n) bits of routing information for the local labeled routing.
In summary, now, the two endpoints of each virtual edge in T (c, r) can communicate with each other with cost at most the weight of the edge, by maintaining 2 O(α) log 2 n bits of information per node. ( 1 ) O(α) log 3 n bits. ( 1 ) O(α) log 2 n-bit range information, O(log 3 n/ log log n)-bit local routing label information, and 2 O(α) log 3 n-bit data structures and O(log 3 n/ log log n)-bit data storage for search trees. Hence, the routing information at each node is at most ( 1 ) O(α) log 3 n bits.
LEMMA 5.4 (STORAGE). The routing information at each node is at most
PROOF. Each node maintains
Routing Algorithm
Assume that a source node u wants to send a packet to a destination node v given its label l (v) . The routing procedure is defined in Algorithm 4. Figure 3 illustrates the routing path from u to v, which consists of the path u 0 → u 1 → · · · → u t , then the routing path from u t to c, the search trail of SearchTree() in the ALGORITHM 4: Labeled Routing Scheme
u k+1 ← the next hop along the shortest path from u k to x k and go to u k+1 5:
set k ← k + 1, and repeat Step 2 6: end if 7: set t ← k; j ← the index in [log n] such that r ut ( j) ≤ 2 it < r ut ( j + 1); and c ← the center of a ball B ∈ B j such that u t ∈ V (c, j) 8: route to c using the labeled tree routing on T c ( j) [the label l(c; c, j ) is stored at u t ] 9: SearchTree(l(v), T (c, r c ( j)) ). [By Lemma 5.5, this retrieves l(v; c, j) .] 10: route to v using the labeled tree routing on T c ( j) ball B c (r c ( j)), and the routing path from c to v. Then, the following lemma guarantees that the SearchTree() procedure in the ball B c (r c ( j)) retrieves the local label l(v; c, j) successfully.
LEMMA 5.5. The SearchTree(l(v) , T (c, r c ( j))) in Step 9 retrieves the label of v, where j and c are defined in Step 8.
PROOF. First, since the if condition in
Step 3 is not satisfied in Iteration t, we have the following claim, which is proved later. CLAIM 5.6. Let t ∈ [log ] and j ∈ [log n] be defined as in Line 7. Then, r u 
Second, we show that v ∈ V (c, j), that is, v ∈ T c ( j), and that v ∈ B c (r c ( j + 1)). This implies that the local label l (v; c, j) is stored in the search tree T (c, r c ( j)).
For a contradiction, assume that v ∈ V (c , j), where c = c is a center of a ball B ∈ B j . Thus, we have that
where the last inequality follows from Lemma 2.3. Since B and B c (r c ( j)) are disjoint, we have that
Thus by Equations (8) and (9), we have that
where the last inequality follows from Claim 5.6. In addition, by Lemma 2.3 and Claim 5.6, we have that
Note that the ball center at u t with radius max(d(u t , c) + r c ( j), d(u t , c ) + r c ( j)) contains both B and B c (r c ( j)). Thus, it has size 2 j+1 , because B and B c (r c ( j)) are disjoint and both of size 2 j . Hence,
, which contradicts Equations (10) and (11). Therefore, v ∈ V (c, j).
We now show that v ∈ B c (r c ( j + 1)). Since balls B c (r c ( j + 1)) and B u t (r u t ( j + 1)) have the same size, we have that
By Lemma 2.3 and Claim 5.6, we have that
Thus, by Equations (12) and (13), we have that d(c, v) ≤ r c ( j + 1), that is, v ∈ B c (r c ( j + 1)). Therefore, the tree T (c, r c ( j)) stores the local label l (v; c, j) of v, and SearchTree(l(v) , T (c, r c ( j))) retrieves it.
Proof of Claim 5.6: Note that l(v) ∈ Range(x t , i t ) in Line 2 implies that x t is the t th element of v's zooming sequence, that is,
. We have that x ∈ X i t −1 (u t ) because the if condition in Line 3 is not satisfied for k = t; the detailed argument is given in the following two cases:
Therefore, we have that
that is, x ∈ X i t −1 (u t ). Hence, by the minimality of i t in Line 2, we have that i t −1 / ∈ R(u t ). Since r u t ( j) ≤ 2 i t < r u t ( j + 1), as in Line 7, by the definition of R(u) and i t − 1 / ∈ R(u t ), we have that
Thus, by Equations (14), (15), and (2), we have that
We now show that r u t ( j)/(3 ) ≤ d (u t , v) . Let i = log r u t ( j) ∈ R(u t ). Since i < i t by Equation (15), with the minimality of i t , we have that
Thus, by Equation (2), we have that
The claim follows from Equations (16) and (17).
LEMMA 5.7 (STRETCH). For any source node u and any destination node v in G, the total routing cost of the labeled routing scheme is no more than
PROOF. Since the cost of the SearchTree() on the ball B c (r c ( j))) in Step 9 is bounded by (2 + O( ))r c ( j), as illustrated in Figure 3 , the total routing cost is no more than
First, since d(u t , c) ≤ 2r u t ( j) and r c ( j) ≤ r u t ( j) by Lemma 2.3, and since r u t ( j)/(3 ) < d (u t , v) by Claim 5.6, we have that 
by the triangle inequality, for all k ≤ t, as illustrated in Figure 3 , we have that
where the last inequality follows from v) and Equation (2). Now, consider the total cost. If t = 0, the routing cost is given by Equation (19), and is at most (1
Step 3 is not satisfied in Iteration 0. Hence, by Equation (2), we have that
Thus, by Equations (18) and (19), the total routing cost is no more than
where the last inequality follows from Equations (20) and (21), and the equation (
. This completes the lemma.
Proof of Theorem 1.3: The bounds on stretch and storage at the nodes follow from Lemmas 5.7 and 5.4, respectively. The packet header size of our labeled routing scheme is dominated by the packet header size of the underlying labeled tree-routing scheme, that is, O(log 2 n/ log log n) bits, by Lemma 5.1.
LOWER BOUND FOR NAME-INDEPENDENT ROUTING SCHEMES
In this section, we present the proof of our lower bound as stated in Theorem 1.2. Note that a name-independent routing scheme works on arbitrary original node names. In Section 6.1, by taking advantage of the small number of different configurations of routing tables compared to the number of different namings, we show that there exist many namings such that the routing configuration for a large number of nodes is identical for each of these namings. These identical namings will be called congruent (See Definition 6.3 for a formal definition). We show that, given a fixed-source node and destination name, the routing algorithm must follow the same initial steps for any two congruent namings provided that the nodes visited by the routing algorithm during these initial steps have the same routing configuration for both namings.
In Section 6.2, we build the counterexample, a tree, to be used in the lower bound proof. First, from Section 6.1, it follows that there exists a specific target name such that, for different congruent namings, it may be found in any branch of the tree. Second, given one of these namings, a sequence of branches is defined according to the routing path from the root to the node with the specific target name. We will use this sequence to show that the stretch achieved by the algorithm cannot be less than 9 − for any fixed ∈ (0, 8).
Congruent Namings
Given an integer constant c ≥ 2 and a graph G = (V, E) with n nodes and a β-bit routing table at each node, where β = o(n 1/c ), consider any name-independent routing scheme on G. First, we give some definitions. In this section, for any integer x > 0, let [x] denote the set {0, 1, . . . , x − 1}.
Definition 6.1 (Naming). A naming on nodes in V is a bijective function :
Let L denote the family of all namings.
For any naming and any subset of nodes V , let (V ) be the set of names of nodes in V under naming , that is, (V ) = { (v) : ∀v ∈ V }. Note that, given a naming on V , the name-independent routing scheme configures the β-bit routing table at each node. Therefore, it naturally determines a routing configuration function, as follows.
Definition 6.2 (Routing Configuration Function).
A routing configuration function is a function f of the form
Note that the preconfiguration process of the given routing scheme specifies the routing configuration function f . Now, we give the definition of the set of congruent namings. 
PROOF. We recursively define g by applying the pigeonhole principle.
(1) Define g on the node set V 0 so that |L 0 | ≥ n!/2 β . Such an assignment exists since the number of all namings is n!, that is, |L| = n!, and since there are Based on Lemma 6.4, the following lemma finds a specific name, which is used as the destination name in the lower bound analysis. Its proof appears in Section 6.1.1. LEMMA 6.5. There exists a name t ∈ [n] such that, for any 0 < i < c, there exist two distinct namings 1 , 2 ∈ L i−1 with t ∈ 1 (V i ) and t / ∈ 2 (V i ).
By Definition 6.3, for any naming l ∈ L i−1 , the configuration of the routing table is the same, that is, f (l, v) = g (v) , for every node v in 
This formula follows from two observations: (1) The number of different sets of names that may use for V i is
, since the names in Y i are preselected, and those in N i are not allowed. (2) Once the set of names for V i is selected, the number of such different namings is at most
The following claim bounds the cardinality of Y i and N i , which is proved later.
CLAIM 6.7. For any 0 < i < c, we have that
Since c is a constant, by Claim 6.7, we have that
PROOF OF CLAIM 6.7: Consider two cases depending on whether
, by Equation (6.7), we have that
Since |L i−1 | ≥ n!/2 βn (i−1)/c by Lemma 6.4, we have that
where the last two equations follow from e x = 1 + O(x) for small x and β = o(n 1/c ). This contradicts i < c. Omit this case. (2) If |V i | ≤ (n − |Y i | − |N i |)/2, by Equation (6.7), we have that
Since
where the last equation follows from e x = 1 + O(x) for small x and β = o(n 1/c ).
Lower Bound Proof
In this section, we start by building a graph G(V, E). Later, with the help of results in Section 6.1, we will show that, for any name-independent routing scheme with o(n ( /60) 2 )-bit routing tables at each node, the stretch on G cannot be smaller than 9 − . As shown in Figure 4 , the graph G is a tree with root u and an edge of length w i, j connecting u to the median node of the path T i, j for each i ∈ There are several properties of the tree G. First, the length of the path T i, j is o(1) for i ∈ [ p], j ∈ [q] except i = p − 1 and j = q − 1, so that it is omitted compared with w i, j . Second, w i, j+1 /w i, j = 1 + O( ), which intuitively means that the branch T i, j+1 has almost the same distance to the root u as the branch T i, j . Third, w i+1, j /w i, j = 2, ∀i ∈ [ p − 1], ∀ j ∈ [q], which intuitively means that the weight of the edge between u and the branch T i, j increases doubly for i increasing one, and that i ranges from 0 to p − 1 = O(1/ ).
Specifically, we set p = 72/ + 6 and q = 48/ − 4, which imply that o(n 1/(60/ )
2 ) ⊂ o(n 1/c ). We prove the lower bound by contradiction. Assume that there is a nameindependent routing scheme with an o(n 1/c )-bit routing table at each node and stretch less than 9 − . Given a naming ∈ L c−2 for which ∃v ∈ V c−1 such that t = l(v), consider the routing path of delivering a message from the root u to the node v named t. If, by contradiction, there exists i ∈ [log ] such that w x i+1 ,y i+1 > w x i ,y i +1 and A i+1 > (4 − /3)w x i ,y i , the routing cost from u to the node named t, which is in T x i ,y i +1 , is at least 2A i+1 + w x i ,y i +1 > (8 − 2 /3)w x i ,y i + w x i ,y i +1 . It results in a stretch more than 9 − , because w x i ,y i /w x i ,y i +1 ≥ q/(q + 1). Contradiction.
Based on Claim 6.8, we have the following claim, whose proof appears in Section 6.2.1. CLAIM 6.9. There exists i ≤ m − 4 such that A i+1 > (4 − /4)w x i ,y i .
Let i be the index as defined in Claim 6.9. Note that, if w x i+1 ,y i+1 > w x i ,y i +1 , there is a contradiction between Claims 6.9 and 6.8(2). If w x i+1 ,y i+1 = w x i ,y i +1 , we have that A i+1 > (4 − /4) · In addition, we have the following lemma, whose proof appears in Section 6.2.1.
LEMMA 6.10. The doubling dimension α of G is no more than 6 − log . 
PROOF. For any i ∈ [m]
, we have that w x i+1 ,y i+1 < 4w x i ,y i . Otherwise, by Lemma 6.5, consider a naming ∈ V k−1 with t ∈ (V k ) = (T x i ,y i +1 ), where k = x i q + y i + 2. The routing cost from u to the node named t, which is in T x i ,y i +1 , is at least 2(w x i ,y i + w x i+1 ,y i+1 ) + w x i ,y i +1 ≥ 10w x i ,y i + w x i ,y i +1 . It results in a stretch more than 11 − O( ), because w x i ,y i /w x i ,y i +1 ≥ q/(q + 1). Contradiction. Thus w x i+1 ,y i+1 < 4w x i ,y i and by a similar argument, we have that w x 0 ,y 0 ≤ w 2,0 . Therefore, m ≥ p/2. PROOF OF LEMMA 6.10: Let B be a ball of radius r centered at v for any r > 0 and any node v ∈ V (G). If u ∈ B, then B is contained in the path T i, j that contains the center node v and r < d (u, v) . Thus, B can be covered by at most 3 balls of radius r/2, since T i, j is a path.
If u ∈ B and d(u, v) ≥ r/2, then B can be covered by the ball centered at u of radius r/2 and the ball centered at v of radius r/2.
If u ∈ B and d(u, v) < r/2, then B can be covered by the ball centered at u of radius r/2 and the paths {T i−1, j , T i−1, j+1 , . . . , T i, j }, where w i, j ≤ r < w i, j+1 . Then, the nodes that belong to the ball B in each of these paths can be covered by the ball of radius r/2 centered at the median node of the path since the length of any these paths is less than 1, thereby less than r/2. Thus, B can be covered with no more than q + 2 balls of radius r/2. Therefore, the shortest-path metric of G is a doubling metric with dimension at most log(q + 2) ≤ 6 − log for q = 48/ − 4.
