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This work answers a number of questions about the relationship between time- 
domain and frequency-domain solutions of the acoustic equation. A time-domain 
Green’s function is constructed by a semigroup approach that leads to large-time 
growth estimates. The Fourier transform of this solution is also a solution of the 
Lippmann-Schwinger equation; this connection shows how to interpret the the 
delta functions that arise in the time-domain theory. scs 1991 Academic PISS, hc. 
1. INTRODUCTION 
This work is motivated by work on the inverse problem for acoustic 
media [CRD, CBSB, RC, CR]. Much of this work begins in the frequency 
domain, where it is possible to obtain very detailed information about the 
wave propagation. At the key step, however, the problem is Fourier trans- 
formed into the time domain to take advantage of causality. A number of 
questions arise concerning this transformations between the time domain 
and the frequency domain. In what sense does the Fourier transform exist? 
How should one interpret the delta functions that arise? How can we be 
sure that the solution defined in the frequency domain by the 
Lippmann-Schwinger equation does in fact correspond to a solution 
defined in the time domain by the initial value problem? 
One’s first reaction is that surely these questions must be answered by 
410 
0022-241X/91 $3.00 
Copyright cj 1991 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
ESTIMATES FOR WAVE PROPAGATION 411 
the classical theory. If the solution is a tempered distribution in the 
frequency variable, then the Fourier transform exists in the distribution 
sense. However, rigorous high-frequency estimates are difficult to obtain. 
We therefore abandoned this approach. 
One’s next reaction is that surely the classical energy estimates how that 
the time-domain solution is a tempered distribution. However, the time- 
domain initial data consist of delta functions, for which the energy is 
infinite. Thus classical energy estimates do not apply. Indeed, the approach 
we take is to extend the energy method to the appropriate distribution 
spaces. 
In Section 2, we use a semigroup approach to construct a time-domain 
Green’s function for the acoustic equation. The function spaces in which 
the solution lies at each fixed time are specified. and large-time bounds for 
the growth are obtained. These bounds show that Fourier transforming 
between the frequency and time domains is legitimate. Moreover, the semi- 
group construction provides a precise interpretation of the delta functions 
that appear. The general ideas are applied to two cases of special interest. 
namely those corresponding to point excitation and plane wave incidence. 
In Section 3. we show that the solutions constructed by the semigroup 
approach are indeed the same as those obtained by solving the 
Lippmann-Schwinger equation in the frequency domain. 
2. THE TIME DOMAIN GREEN'S FUNCTION: CONSTRUCTION AND ESTIMATES 
In the sequel, we shall denote the scalar fields in R’ by italic letters and 
the vector-valued fields by boldface letters. 
The direct time-domain scattering problem in linear acoustics is to find 
the pressure field p(?c, t) and the velocity field V(X, t). (x, tj E R3 x R,. 
satisfying the system 
1 
-V.v(x, t)= -d,p(s, f), 
K(X) 
1 
-Vp(.u, t) = -S,v(.u, t) 
P(.X) 
(2.1) 
with the given initial data 
P(.L 0) =p&), V(.Y, 0) = v()(x). (2.2) 
Here, p is the density of the medium and K is the compressibility, which is 
connected to the density and the local speed of sound c through 
K(I) C(X)? p(X) = 1. (2.3) 
The initial data (pO, vO) are generally assumed to be distributions. 
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The following assumptions on the coefficients p and K are made: 
that (i) Th 
ere are constants O<p,<p,<m and O<K,,<K,<~ such 
PO d Pb) d PI 7 KO<K(X)<KI. (2.4) 
(ii) There is a bounded domain 52 c R3 such that p(x) = 1 and 
K(X) = 1 outside &?. 
(iii) The functions p and K are k times continuously differentiable, 
i.e., 
P, KECk([W3), (2.5) 
the index k depending on the initial data. 
2.1. Remark. In the inverse scattering litterature cited in the Introduc- 
tion, the system (2.1) is transformed to a second-order hyperbolic equation 
for the pressure only, 
-c(x)* p(x) v . 
1 
- Vp(x, t) + dfp(x, t) = 0 
Pb) 
(2.6) 
with the given initial data 
Pk 0) =po(x), dlP(X, O)=p,(x). (2.7) 
We treat the following two special cases in more detail as examples of the 
general approach suggested in this section. 
2.2. EXAMPLE. Assume that the structure parameters atisfy conditions 
(i)-(iii) with k=2, and that the initial data (2.7) correspond to a point 
excitation at the origin x= 0 at the moment t=O. This is tantamount to 
choosing 
P(X, 0) = 0, d,p(x, 0) = p(x)“2 b(x), (2.8) 
where 6 is the Dirac delta function. This problem corresponds to 
system (2.1) with the initial data (2.2) chosen as 
PO(X) = 09 Vo(X) = K(O) p(o)“‘v --!- 47lIxI’ (2.9) 
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2.3. EXAMPLE. Again, assume that (ik(iii) hold with k = 3. Let R > 0 be 
the radius of a ball centered at the origin and containing Q in its interior. 
and assume that the initial data is chosen as 
p(-~,O)=b,,~(-R-8..u), t’,p(x, O)=S;,,( -R--8.x), (2.10) 
where 8 is a unit vector in R’ and 6,,, and 6;,, are (the pull-back of) the 
one-dimensional Dirac delta and its derivative. The initial data (2.10) 
correspond to an incident plane wave propating in the direction 8 and 
passing through the plane 0. x = -R at the moment t = 0. As it turns out, 
the difficulty in transforming this problem to the standard form (2.1)-( 2.2) 
is that the delta function plane wave is not in the Sobolev space H’ for any 
SE R. However. as the perturbed part of the medium has finite extent, only 
a small part of the plane wave will interact with it, and this part should 
have finite energy in some sense. To deal with this problem properly, we 
use Duhamel’s principle and write 
p(.u, t)=ii,,,(-R+t-0.x)+ (‘,~,(~,f)~~=p,.(.~,t)+~~~(.~. t), (2.11) 
-0 
where w,(.Y, 1) satisfies the equation 
-c(x)’ p(x) v 
1 
~--vvH’,(x, r)+~fw,(.u, r)=O 
P(.Y) 
(2.12) 
for each T > 0. with the initial data at t = T given as 
W,(.Y, 5) = 0, 
?,W,(.Y. T)=P,(.Y, T)= -C(X)’ VA-x) --v&(X, T)+C(.Y)' ~(S)dJJ,,(.Y. T). 
P(.U) 
Here, 
(2.13) 
1 
V(x)= l-- 
c(x)” 
(2.14) 
Now the initial data (2.13) are compactly supported, and the problem 
(2.123-(2.13) corresponds to (2.1)(2.2) with the initial data 
p,(+x) = 0, (2.15) 
2.3. Remark. Note also that by writing 
E(x, t) = 
1 
L’ P(-C t 1, 
pt.\-) - 
(2.16) 
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Eq. (2.6) transforms into 
(-A+q(x))E(x, r)+-&&x, t)=O 
with the initial data 
qx, 0) = 0, d,E(x, 0) =6(x). 
Here the potential q is defined as 
(2.17) 
(2.18) 
1 
q(x) = P(x)“~ A - 
p(xp2’ 
(2.19) 
This formulation of the problem turns out to be most useful from the point 
of view of inverse problems because of the formal similarity with the 
Schrodinger (or plasma wave) equation. 
One of the main motivations of this work is to get estimates for the 
problems given in the above examples. The chief difficulty is to solve the 
initial value problem with distributional initial data. The plan is to extend 
by duality the semigroup defined by the evolution system. The basic idea 
of the extension is the same as in the work of Rauch and Taylor CRT]. The 
major difference is that we take advantage of the divergence form of the 
spatial part of the wave operator, and obtain therefore normed distribution 
spaces with an explicit characterization. This is explained below. 
We start by defining the basic function spaces. The following notational 
conventions are used. The function spaces are always defined over the 
whole Iw3. Therefore, we write, e.g., L2 instead of L’(R)). Furthermore, if 
X is a function space of complex-valued functions, then by (X)3 we denote 
the space of vector-valued functions whose components are in X. 
Let 
x = (K ~~ WLZ) @ (p - 10(~2)3); 
i.e., the measurable function U= (p, v): R3 + [w x Iw3 is in x, if 
( 
jR3 (4x)1 P(X)12 + P(X)1 WI’) dx) 
I,‘2 
II UII, = < co. 
The space x is a Hilbert space with the natural inner product 
(2.20) 
(2.21 
(2.22) 
where Ui = (pi, vi) E x, i = 1, 2. 
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By H”, SE [w, we mean the usual L’-based Sobolev spaces in lR3; roughly, 
an H” function has square integrable derivatives up to the order s. 
We also need certain function spaces that are related to the standard 
Sobolev spaces. Let 
H(div)= H’(div)= {uE(L’)~ 1V.u~ L’). (2.23 
where the divergence is understood in the weak sense. Equivalently, H(div 
is the completion of (C: )3 in the norm 
II u II H,d,“, = (II v. u II tz + II u II fLd ?, (2.24 
(see [L, GR]). More generally, we define the spaces Hk(div), k E N by 
Hk(div)= {uE(L’)~IV.UE Hk). (2.25 
Equivalently, this space is the completion of the space (Cg)3 in the norm 
II u /I Hk,&“, = (IIV .u II ‘,k + II u II fLL,P. (2.26) 
Now, define the operator 
0 IV. 
T= T(x, D)= -i 
ti(x) 
i 1 
IV 
: 52(f) + 1, (2.27) 
L4.u) 
0 
where the domain of definition of the operator T is 
P(T)=H’@H(div). (2.28) 
With this domain, T is self-adjoint (cf. [L] ). 
Note that formally the system (2.1) can be written as 
ii,U(x, t) = -iTU(x, t), (2.29 )
where U(x, t) = (p(x, t), v(x, t)), and U(x, 0) = U,(X) = (p,, vo). Assuming 
that U0 E 5?(T), the solution to this problem is obtained by introducing the 
unitary semigroup generated by T, i.e., 
4Y( t) = e-“‘, r > 0. (2.30) 
and applying this to the initial data. To extend the semigroup (2.30) to 
more general initial data, we proceed as follows. 
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Define the scale of Hilbert spaces xk, k E N, by equipping the domain of 
Tk, S?(Tk)= (UE~(T~-‘)/ TUE~(T~-‘)} with the graph norm 
11 ~‘ii(k) = (11 TkUl;+ 11 ul#“‘* (2.31) 
and with the corresponding inner product. 
Let X-~ denote the topological dual of Xk. To be able to interpret X-k 
as an extension of x = x0, the elements of Xk are interpreted in xek through 
the imbeddings 
Xk A 
jc 
x0 - X-k, (2.32) 
where j,* is the dual of the canonical embedding jk. It should be noted that 
the images are dense, due to the fact that (CF)3 is dense in .9(Tk) for all 
kEN. 
Now we define the operator T in Xk with the domain a’( Tkf ‘). Then T 
is self-adjoint, which can be seen as follows. Indeed, T is clearly symmetric 
in each xk and therefore it sufftces to show that the ranges of the operators 
T+i:9(Tk+‘)-4(Tk) (2.33) 
are the whole 9?(Tk) [RSII]. Assuming inductively that we already know 
the self-adjointness of 
T:9(Tk)+Q(Tk-‘I), (2.34) 
the operators 
R+=(Tfi)-‘:Xk+,-‘9(Tk) (2.35) 
are bounded. But then, for arbitrary element )’ E .9( Tk)), we have 
TR.,=yTid.~~E9(Tk), (2.36) 
I.e., the elements x& = R,,p are by definition in 9?( Tk+ ‘), and 
(Tf 4 xk = y, proving the self-adjointness. 
Consequently, a’(t) is unitary in xk. Finally, the semigroup q’(t) is 
extended to X-k by duality, i.e., 
(“u(r) u v>, = <UT “u( -t) v>,, (2.37) 
where UgxPk and VEX~. Note that in (2.37) we used the subindex x in 
the dual pairing between X-~ and xk to emphasize the fact that the dual 
semigroup a(t), as defined in (2.37) is a true extension of the classical 
semigroup: if UEX, then the dual pairing in (2.37) reduces to the inner 
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product of the space x by (2.32). Note also that by the density of the 
imbeddings, this extension is unique. Since g%(r) is weakly* continuous in 
x -k, it follows that it is also strongly continuous [BB]. 
Now the solution of the system (2.1 b(2.3) can be written as 
U(.u, t)=&(t) U”(X), (2.38 ) 
provided that we can establish that UOe z-k for some ke N. 
The spaces xk can be characterized in terms of the H”(div)-spaces and 
the standard Sobolev spaces as the following proposition shows. 
2.5. PROPOSITION. For positive values of the index k, the space xk has the 
.following equivalent characterization. For p, K E C” ‘. 
Xk=Hk@HkP’(div), (2.39) 
and for negative values 
X-k=H-k@(VH-k+‘+(L2)3). (2.40 )
ProoJ For positive values of the index, the proof is a simple induction 
argument. For k = 1, the claim is clear by the definition of the domain of 
T. Assume next that p, K E Ck for some k > 1. Then, by definition 
9(Tk+‘)= {UEQ(T”)ITUE~(T~)). 
= (p,v)~Hk@Hk-‘(div)l(~V.v,~Vp)tHk@Hk~’(div)}. 
i 
(2.41 
Evidently, this is equivalent to 
(p, v)EHk+‘@Hk(div). (2.42 
To prove the characterization for negative values of the index, we clearly 
must only show that the topological dual of Hk(div) is VH-” + (I,‘)‘, 
kEN. 
First note that the inclusion 
VHPk+ (L’)‘c (H”(div))* (2.43 )
follows immediately from the definition of Hk(div) as a completion of 
(C:)3 with respect to the norm (2.26) so only the converse inclusion is to 
be proved. Therefore, let I be in (Hk(div))*, i.e., 
I<L u>l G II~IIw~ull2,~+ IluII:L1,?Y z (2.44) 
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for all u E H“(div). Since Y3 c (Hkf ‘)3 c Hk(div), we know also that I is 
a tempered distribution. Define the space X= H’(div)@ (15.~)~ equipped 
with the seminorm 
/I(ul~u*)llx=(Ilv~ullI~~+lIu211:~?)’)’.i2, 
and let E c X be the subspace 
E= {(II,, u,)~XIu,=u~}. 
Next we define the linear functional A : E + @ by the formula 
(2.45 
(2.46) 
qu1, u,)= $W Ul> + (1, u,>), (~1, u2)~E. (2.47) 
By the continuity of I in Hk(div) and the definition of the subspace E we 
immediately get the estimate 
I4u,, u2)l 6 IIIII Il(u,, u2)llx (2.48) 
for (II,, u2) E E. By the Hahn-Banach theorem we can therefore extend 1 to 
the whole of X; i.e., there are (II, f2)e X* = (Hk(div))* @ (15’)~ with the 
properties 
and for every (II,, U~)E E, 
(~,,Ul)+(~Z,U2)=f((~,Ul)+(~,U2)). (2.50) 
In particular, choosing u, = u2 = u E (Cc )3, we have 
(4 u> = (1, + 12, u>. (2.51) 
Since (Cc)’ is dense in Hk(div) and 1, E (I,‘)‘, we are finished if we can 
prove that I, EVH-‘. Therefore, we write the estimate (2.49) in the special 
case u2 = 0, i.e., 
I(ll, u>l G II~II IlV.UII”k. (2.52) 
Let x be a C” cut-off function with the properties x(r) = 1 if I< I < 1 and 
~(5) = 0 if (5 ( > 2, and define +,(c) = 1 - ~(2~0, n E N. Next, let 
(2.53) 
where i, = 91, is the Fourier transform of I,, 9 ~ ’ is the inverse Fourier 
transform, and (5 ) = (1 + I 5 ) 2)1’2. Since I, is a tempered istribution, fn is 
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well defined. It is easy to see that the sequence (f,l),,EN converges weakly* 
to a L* function: for any tempered test function cp, 
= II~II I ~((~,,-II/,,)~~‘cp)llL~~ol (2.54) 
as n and m tend to infinity. Therefore, (f,,, cp) + c( cp) E @, as n + 8x1, and 
14cp)l=l,~~mx <.L,‘P)I~II~I,~~~~ II ~(ll/,~~‘~~llL~=lI~II l (~lI~~2. (2.55) 
The limit of the sequence (fi)ncrm is denoted by J: On the other hand, we 
can prove that the sequence (VJkf,,),lsN converges weakly* to I,, where Jk 
is the isomorphism 
Jk : L’+ Hpk, Jrf= 9 -‘( (<)k.f). (2.56) 
Indeed, for any vector-valued test function u, 
(2.57) 
Above, we used the vector identity r x (5 x v) = r< v - I< 1’ v. Now the first 
term on the right-hand side of (2.57) tends to zero, while the second one 
vanishes, since by the estimate (2.52), 
I( ( 
*n I,,9 itx(xxx-lu) >>I 
ICI y~x(<x3--‘u) 
l5l- 
Hk = 0. (2.58) 
Hence, I, = VJ”f E VJkL2 = VHPk, and the proof of the claim (2.40) is 
complete. 1 
The above characterization allows us to give a sufficient condition for 
the global solvability of the wave equation. 
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2.6. THEOREM. Assume that p and K are in Ck + ’ for some k E N, and the 
pair (pO, p t ) belongs to H pk 0 H,k; ‘. Then the wave equation (2.6) has a 
solution p(x, t) with the initial data (p(x, 0), d,p(x, 0)) = (pO, p,), and the 
solution satisfies the estimate 
the constant C being independent of t. 
Proof As explained in Examples 2.2-2.3, the initial value problem for 
the wave equation (2.6) is first replaced by the initial value problem for the 
pair (p, v) satisfying the system (2.1) with the initial data 
A-5 0) =po, v(x,o)=vo=v@*~(x), (2.60) 
where @ * denotes convolution with the fundamental solution 
1 
@J(x) = - 
4n 1x1’ 
(2.61) 
Hence, it suffices to show that v. is in VHPkc’ + (L2)3. Let x be a smooth 
compactly supported function with x = 1 in the support of p,. Writing 
v,=,(~@*$J+v((1-,,,.,)=,,+,,, (2.62) 
we note that v, is in VH,z ’ while v2 is a smooth function that behaves 
asymptotically as 0( I xl -‘) and is hence in (L2)3. 
The estimate (2.59) follows by the unitarity of the semigroup 42(t). 1 
Theorem 2.6 gives an easily checked condition that allows us to treat the 
two examples in the beginning of this section. 
2.7. THEOREM. The wave equation (2.6) with the initial data correspond- 
ing to a point excitation (2.8) or the incident plane wave (2.10) has a global 
solution p(x, t). The field corresponding to the point source satisfies the 
uniform estimate 
II pt.9 t)llHeGC< a, (2.63) 
the constant C being independent oft, while in the plane wave case, we have 
(2.64) 
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Proof: For the point excitation, the claim of the theorem follows 
immediately from Theorem 2.6 and the fact that for any s > 5, 
(2.65) 
To prove the result for the plane wave incidence, consider the distribution 
+c(.u)‘v(.lr)ds,,,(-R-e..~+T), (2.66) 
that appeared in Example 2.3 as a consequence of Duhamel’s principle. 
Obviously,ifr<Oorr>2R,y,(.u,r)=O,sincethenSZnsupp6(,,(-R-O 
..Y + t) = @. A straightforward calculation shows that p, satisfies the 
estimate 
where to = 13. c 4, 5, is the component of { perpendicular to 0, and g is a 
square integrable function with respect to 5,. It follows that 
if s > 2, and the H PS-norm is uniformly bounded in T. Furthermore, since 
the initial data (2.13) for w,(.Y, t) vanishes for r ~0 or r > 2R, the function 
r H w,( t, X) is compactly supported and, therefore, 
11 &(., t)ll,:Gj~ 11 iv&, t)llH-? dr <2RC< x. (2.69) 
This finishes the proof. 1 
2.8. Remark. It is not hard to see that the method of extending the 
semigroup S(t) to more general distribution spaces applies as well to any 
second-order hyperbolic equation of the divergence form 
- i d,(a,~ju) + d’u = 0 (2.70 ) 
i.J = 1 
in KY with the compactly supported initial data 
u(x. 0) = u,(x), c?$4(x, 0) = u,(x). (2.71 I 
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as long as the spatial part of (2.70) is strictly elliptic and c is bounded from 
above and below. The corresponding first-order system is now 
-C, Q,i(X) ajU(X, t) =d,ui(x, t), I < i<n, 
(2.72) 
where v = (u,, . . . . u,), and the initial data d,u(x, 0) is replaced by 
v(x, O)=v,(x)=V@ * cu*(x), (2.73) 
the function @ being the tempered fundamental solution of the Laplace 
equation. This extension is in practice more convenient, although not as 
general, as the functional analytic approach suggested in the article CRT]. 
At least in the acoustic scattering case, the estimates obtained here are 
sharper than those obtained by the other method. 
2.9. Remark. Another extension of the above described method is 
obtained if we consider initial-boundary value problems, i.e., [w3 is replaced 
by a domain with sufficiently smooth boundary on which a boundary 
condition is specified. The Dirichlet and Neumann type boundary condi- 
tions in the classical case are treated in [L]. 
3. THE LIPPMANN-SCHWINGER EQUATION 
The standard procedure in stationary scattering theory is to construct 
the outgoing radiation solution of the wave equation by solving the 
Lippmann-Schwinger equation in the frequency domain. There is an exten- 
sive literature on the solvability of this integral equation (See, e.g., 
[A, N, S, RSIV] for quantum mechanical scattering; for an exposition that 
applies to the present case, see [CK]). Our aim in this section is to show 
that the solution of the frequency-domain Lippmann-Schwinger equation 
can be obtained from p(.u, t), and on the other hand this equation has a 
well-defined counterpart in the time domain. This equation, referred to as 
the time-domain Lippmann-Schwinger equation, is formally just the 
Fourier transform of the frequency-domain integral equation. It should be 
emphasized, however, that the passage from frequency domain to time 
domain is not trivial, since unlike in the quantum scattering case, in the 
acoustic case it is hard to get any pointwise high-frequency estimates. 
Because of this difficulty. our approach is based on the time-domain 
solution we constructed in Section 2. With that solution, we construct a 
frequency-domain solution by means of the limiting absorption principle. 
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We restrict ourselves in this section to the solution corresponding to a 
point excitation (Example 2.2). Because of the formal similarity with the 
Schriidinger equation, we work in this section with the solution E(s, t). 
satisfying Eqs. (2.17) and (2.18). It is assumed in this section that KE C-’ 
and p E C3. This extra regularity in the density p is needed to guarantee 
that the potential q defined as in (2.19) belongs to CLomp. Remember that 
E is related to the field p. defined as in Theorem 2.6, by E(x, r) = 
p(xyp(x. t). 
Let E >O. We define the distribution G,(.u, co), OE Iw fixed, by the 
formula 
(G,(.,oJ),~)=~(O)‘~~~ er’w+re’r(E(.,f),(p)rif, (3.1) 
where p is a tempered test function. By the estimate (2.63) we have 
so G, is a distribution in H ~ ‘. A straightforward calculation shows that G, 
satisfies in the weak sense the differential equation 
(-A +q) G&, a)- 
(0 + i&)* 
C(x): 
G,(x, 01)=6(x). 
Note that since q E CLomp and c E C’, the products in above formula are 
well-defined distributions. 
Next, let G,., be the tempered solution of Eq. (3.3) when q = 0 and c = 1 
identically, i.e., 
GoJx. 0) = 
eitw+~&ll ~1 
47c 1x1 
(3.4) 
We write 
Gc(-x, 0) = Go&, ml+ Gs<.h w), (3.5) 
whence the scattered field satisfies 
-A+q(x)- 
(0 + i&)2 
c(x)2 > 
GSC,E(.~, 0) = (q(-u) - (w + i&l’ V(.u)) GO.E(.~, w), 
(3.6) 
where V is defined by (2.14). 
The following Proposition relates the solution G,(x. o ) to the solution of 
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the Lippmann-Schwinger equation of stationary scattering theory. We use 
the weighted L2-spaces defined as 
Li= fEL2 I Ilf IL;= jR3 If( (I+ I-x12)6dx , (3.7) 
where 6 E [w. 
3.1. PROPOSITION. For each w E R, the distribution G, is in HZ. Further- 
more, the limit 
lim GE(x, o) = G(x, o) (3.8) E’OC 
exists in Hf,, n Ly,, where 6 > i, and the limit function G satisfies the 
Lippmann-Schwinger equation 
erwlrl 
I 
iw 1 x - >’ I 
G(x, a)=-- 
47c 1x1 R,4;,x-vl (qb)+ V~b~)G(y,~)dv, (3.9) 
where we used the notation 
1 
V(y)= l-- 
C(Y)” 
(3.10) 
Prooj The proof is basically a repetition of the classical limiting 
absorption principle, so we only sketch the proof. 
First, the smoothness statement G, E H2 follows by standard elliptic 
estimates from Eq. (3.6). 
To prove the limiting absorption principle, one first shows that the 
equation 
-d+q(x)-u2- 
w2 
(3.11) 
has a unique solution in H2(R3\ (0)) that satisfies the Sommerfeld-type 
outgoing radiation condition at infinity. This follows from the Rellich 
lemma and the unique continuation principle of elliptic equations. 
As the second step, assume that we have a uniform estimate 
SUP II G,x II L:, < 00 
O<&<I 
(3.12) 
for some 6 > f. By (3.6), we then have a uniform estimate for the local HZ 
norm of the functions G,,,,. An application of the compact embedding 
theorem of Sobolev spaces together with Green’s formula near infinity 
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implies that we can pick a sequence (GE..3C)nE N, a,, -+ 0 + , converging to a 
limit G in Zfloc n Ly ,, and the limiting function satisfies the radiation con- 
dition at infinity. By the uniqueness of the solution of the limiting equation, 
G is independent of the choice of the sequence (E,,),,~ N. 
Finally, the estimate (3.12) is validated indirectly: Assuming that there is 
a sequence (6, I,, c N converging to zero such that 
we define the sequence (G,,),, N by setting 
(3.14) 
the functions G,, all having L’, norm equal to unity. Therefore, by the 
previous step, the functions G, converge to some G .~, and the limiting 
function satisfies the homogeneous equation 
> G, (x, w) = 0. (3.15) 
By the first step, the limiting function must then vanish, which contradicts 
the fact that I( G,, I( rl, = 1 for all n. 
Finally, the Lippmann-Schwinger equation is the limit of the resolvent 
equation 
( 
_d+q-(w+iE)2 -I 
C2 > 
=(--d-(W+i&)2)--’ 
-(-Ll-(o+i&)2)y(q-o’V) 
(W+i&)2 -’ 
2 
) . I (3.16) 
In the inverse scattering literature it is found useful to consider the 
Lippmann-Schwinger equation (3.9) in the time domain: formally, the 
inverse Fourier transform of equation (3.9) is 
The following theorem gives a precise meaning for Eq. (3.17) 
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3.2. THEOREM. Let p(x, t) be the pressure field given in Theorem 2.6 
corresponding to initial data (2.8). (Take k = 1.) The distribution 
E+(x, t)=C(O)Zp(x, t) O(t), 
P(X) 
(3.18) 
where 0 is the Heaviside function, satisfies Eq. (3.17) in the distributional 
sense. 
Proofi Consider the operator V(t) that relates the function E(x, t) = 
p(x)-‘j2p(x, t) to the corresponding initial data, i.e., 
*‘(t) : (E(x, O), d,E(x, 0)) H WY, t), d&(-x, I)). (3.19) 
The operator can be represented in terms of the semigroup 42(t) construc- 
ted in the previous section. Denoting by P the canonical projection 
P : X-~ + H-k, P(p, v) = p, we have 
(3.20) 
By the mapping properties of a(t) and VQ, * discussed in the previous 
section, we have 
V(t) : H-“@ H,k,;’ + H-k@ Hmmk-‘, (3.21) 
urovided that the coefficients 0 and K are in the class Ck+ ‘. Indeed, V@ * 
maps H,;k,; ’ to VHdk+’ + (i2)3, and 
1 
JtP(P(4 t), vb, 1)) = d,PbJ I) = -- 
4x1 
V~v(x, t)EV.(VHpk+1+(L2)3) 
cH-k-l. (3.22 
What is more, V(t) satisfies in the weak sense the equation 
d,V(t) = 
0 1 
c2(Ll -q) 0 > 
qtj = Av(tj. (3.23 
:I 
By %G(t) and A, we denote the corresponding operators in the case when 
c(x) = 1 and q(x) = 0 identically. As in [RSIII], one can show that 
“t’(t)- %$(t)= j’ P;(s)(A -A,) Y(t-x)ds 
0 
(3.24) 
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in the weak sense. Note that 
A-A,= ( O 7 o)=c2(v~~q i). (c’- l)d-c-q 0 
427 
(3.25 ) 
Applying Eq. (3.24) to the initial data U,(X) = (0, 6) we get 
1 ‘(f) U,(.K)- 3-i(r) U,(x) 
.I 
= I;(s) c(x)' 
0 
ds 
‘0 V(x) LlE(x, r-s)-q(x) E(.r. f--s) 
0 
= 
V(x) 2; E(x, r-s)-q(s) E(.Y, f--s) 
ds. (3.26) 
Above, we used the fact that 
dE(x, t) = q(x) E(x, t) + 
1 
- SfE(.K, t). 
c(x)’ 
(3.27 ) 
To get a single scalar equation we consider only the first component of 
the matrix equation (3.26). As in (cf. [ 
admits a representation 
RSIII, p. 1861) the operator 9;(t) 
<I 
d 
. 
(3.28 ) 
We denote by Eo(x, t) the first component of I’;(t) U,(X). Explicitly, 
1 d,,,(t- I.r-JJ,I)--{,,(t + Is-J.1) 
E,(.u, “=G 
IX-VI 
(3.29 I 
The first component of (3.26), applied to a tempered test function cp, is 
(9.E(.,f)-Eo(.,f))=(‘(Mrp(.,.s), VSfE(..f-s)-qE(.,r-s))ds, 
0 
(3.30) 
where 
Mcp(x, t) = d -’ (y%j) (.u) 
1 
=ii R? l 
6,,,(r- I.~-YJ’I--,,,(t+ Ix-.Yl) 
I-U-.Vl CP(Y, 4,. 
(3.31) 
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(We note that Mrp can also be written as 
(3.32) 
which is a sort of a Radon transform. Above, S* is the unit sphere.) 
To show how (3.30) is related to (3.17), consider now more closely the 
term 
I(f)=j; (Md., s), P’dfE( ., I-S)) ds 
= J ‘cc (Mcp(.,s), V@(t-.s)d;E(.,t-s))ds (3.33) 0 
with t positive. Let E+ (x, t) = ~(0)~ O(r) E(x, t). We rewrite (3.33) in terms 
of E + as follows. First we choose a test function II/ over [w3 x Iw of the form 
$6~ t)=$,(x) G2(t), so that 
(ICI, atE+ >,.,=c(O)’ ($2, %W,, EL)),, (3.34) 
where the subscripts on the brackets denote the variables in which 
the distribution pairing is taken. Now, noting that the mapping 
tw (@i, E( .? t))., is a twice continuously differentiable function with 
initial values ($,, E(.,O)),=O and a,(@,, E(.,O)),=IC/,(O), we get by 
partial integration 
($7 ~tE+>x.,=40)2 JoK ~:~,WlC/,, Et.7 t)),df 
= c(o)* $L(O) $2(O) + c(o)* <*, QWL. (3.35) 
By a density argument, we therefore deduce that 
afE+ (x, t) = c(O)* O(r) dfE(x, t) + c(O)* 6(x, t). (3.36) 
In particular, since (x, I) H V(x) Mq(x, t) is a compactly supported 
continuous function, we have 
1 = 
Z(t) = - V(O)(Mp)(O, t) + - 5 c(o)* 0 
(Mrp(., s), Vc?;E+(., t-s)) ds. (3.37) 
We plug this expression into (3.30), multiply the equation by c(O)* G(t), 
and use the fact that (3(t) s(t + ) x I ) = 0 to obtain (3.17). 
This completes the proof. 1 
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