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INTRODUCTION 
It is well known that any real-valued measurable function defined on an 
interval [a, b] is “almost” continuous in the following sense: If E is any positive 
number, then there exists a continuous function g on [a, 61 and a compact 
subset E of [a, b] with Lebesgue measure less than E such that 1 f(x) - g(x)1 < E 
for all x E [a, b] - E. In this paper we formulate and prove a stochastic version 
of this result. 
1. A VECTOR SPACE OF RANDOM VARIABLES 
Let (0, S?, P) be a probability space and N be a function on the positive real 
numbers that is continuous and increasing and satisfies 
(i) N(t) = 0 r=> t = 0; 
(ii) N(2t) .< KN(t) for all t > 0 where K is some fixed positive constant. 
(1) 
The function pN defined on the vector space .&Z of all random variables on 
(Q, &‘, P) by &x) = EN( j x I) is a modular, and if N(L(Q, a, P)) denotes the 
subset of M consisting of all ranuom variables x for which P&CC) < +co for 
some k > 0, then N(L(Q, 39, P)) is a modular space with corresponding F-norm 
I! . l/N [31. 
Now let {x(t, w), t E T} be a real stochastic process indexed by a locally com- 
pact normal space T. We are concerned with stochastic processes for which 
x(t) E N(L(Q, 9?, P)) for all t E T. 
2. THE MAIN THEOREM 
THEOREM 2.1. Let {x(t), t E T) be a real stochastic process over (~2,3!?‘, P)
indexed by a locally compact normal space T. Let p be any positive, regular jinite 
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meamre on the Bore1 u-field g(T) g enerated by the open sets of T, and let k@(X) 
be the sub-a-field of g generated by the process {x(t), t E T). Then if x(t) is 
.%9(T) x .3?(X) measurable, and x(t) E N(L(Q,.!%, I’)) tit E T, for all E > 0 there 
is a compact subset C of T with t@C) < E and a stochastic process y(t, w) such 
that y(t) E N(L(D, .%Y’, P)) for all t E T, y(t) has continuous paths, and 
PN(I x(t) -r(t>l> < E for all t E C. 
Proof. The proof will be accomplished by a series of lemmas. 
LEMMA 2.1. The space N(L(O,9’(X), P)) is a separable F-space. 
Proof. The space N(L(Q, g(X), P)) is an F-space with F norm Ij . 1IN defined 
by I/ x IIN = inf{c > 0: P~(x/E) > c). T o s ow that this F-space is separable, it is h 
enough to prove that the pseudo-metric space (B(X), d), where d(A, B) = 
P(AAB), is separable [3, p. 201. First, we note that, since x(t) is a measurable 
process, the set {x(t): t E T} is separable as a subset of A%‘, where 42 is endowed 
with the topology of convergence in probability. Consequently, there is a 
countable subset S of T such that for any t E T there exists a sequence {sn}~=r 
in S with x(s,) converging to x(t) with probability 1. Let & denote the class of 
sets of the form 
{w: x(s, w) < r} where s E S and r is rational. 
Let 9 denote the field generated by 6; then 9 is countable. Let Y denote the 
a-field generated by 8 (or 9), let 9 = {E ECU: there existsF E S with P(EAF) = 
O>, and let E = (w: xft, UI) < CZ>. Since there is a sequence (sn> in S with x(sJ 
converging to x(t) with probability 1, E differs from the set nz=i uz=, {w: 
x(sm > W) < a} by a set of probability zero, and thus E E 9. It is easy to see that ‘5 
is a a-field, and so 59(X) C 9. Th us for any set E in B(X), there exists a set 
FE Y with P(EAF) = 0. Since 9 generates 9, given any E > 0 there is a set 
GE 9 with PiFAG) < E. Hence P(EAG) < P(EAF) + P(FAG) < E and so 
(B(X), d) is a separable metric space. 
Since N(L(Q, 98(X), P)) is a separable F-space, it has a quasi-basis {ek}& [2]. 
Let us say a stochastic process {z(t), t E T} is in the class S((e,}) if 
z(t, w) = f adt) e,(w) 
72-l 
where the functions ak( .) are measurable and for each t E T, the sequence 
(ak(t)}~=, is zero for k sufficiently large. It is clear that if {x(t), t E T} is in the 
class S({e,}), then z(t) E N(L(SZ, g(X), P)) f or each t E T and that the process z 
is M(T) x g’(X) measurable. 
LEMMA 2.2. If z E S((e,)) then Theorem 2.1 is valid. 
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Proof. For each k = 1, 2,..., let C, be a compact subset of T such that 
#?Ck) < 3~/(&%2), and a, is continuous on C, . Such a set exists by Lusin’s 
theorem. Since T is normal, a, on C, can be extended to a continuous function 
b, on T. Let yn(t, W) = cE=, b,(t) e,(w). Then yn has continuous paths and is 
9(T) x g(X) measurable, and y(t) E N(L(J2, g(X), P)) for each t E T. By 
Fubini’s theorem, pN(y,(t) - z(t)) is measurable and converges to zero for 
every t E A, where A = nz=‘=, C, . By Egoroff’s theorem there is a compact set 
B _C A with p(A - B) < ~12, and an integer n such that 
PNM4 -Y&N < E for all t E B 
and p(%?B) < p(A - B) + &$?A) < E. 
LEMMA 2.3. For every E > 0 there exists a compact set C with p(%?C) < E 
and a process z(t) E S{e,} such that PN(x(t) - z(t)) < E for all t E C. 
Proof. Let 9 denote the class of @9(T) x .%9(X) measurable processes y(t) 
with y(t) E N(L(sZ, g(X), P) Vt E T that can be approximated by processes in 
S({e,}) in the sense of the lemma. Let a, b be real numbers, and U, u E 9. For 
each n, let u, , v,, be processes in 9 and let C, , D, be compact subsets of T 
such that for all t in C, and D, , respectively, 
fN(%#) - @)) < & 7 
x 
fN(w&f - +)> < j&p, 
~(~C,) < 34(12’W) and &ZYD,J < 3472%~~). Let C = fif, C, , D = nz==, D, . 
Then for all t E C n D, /I a(u,(t) - u(t))llN and 11 b(w,(t) - w(t))llnr converge 
pointwise to 0, since pN is a modular. Hence since 
II au(t) + bv(t) - (au,(t) + &(t))llN < II 444 - %&)llN i II &4t) - %(t))llN 7
\I au(t) + h(t) - au,(t) - bw,(t)llN and thus pN(au(t) + h(t) - au,(t) - h,(t)) 
converges to zero for all t E C n D. By EgorofF’s theorem there exists a compact 
set C,, C C n D with p(CO - (C n D)) < 42 and an integer n such that 
p,(au(t) + bv(t) - %(t) - &L(t)) < E for all t E C, 
Finally, &ZCa) < p(CO - (C n D)) + #Z(C n D)) < E and since au, + bv, E 
S({e,>), au + 6w E 3. 
Now let A ~a( T), B EL%(X). Since pN(xB) = N(1) P(B), xBdV(L(Q, g(X), P)) 
so there exist complex numbers a, , a2 ,..., a, such that pN(xB - Cz, a,e,) < E. 
Let a,(t) = q&t), then each ak(t) is measurable and pN(xaxs(t, .) - 
Cz, uk(t) ek) < E for all t E T, so x axs(t, w) E 9. Thus, if F = Ur=“=, Ai x Bi , 
with Ai x Bi disjoint, then FE 59. Sets of this type generate the u-field 
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3?(T) A a(X) so if E EG’( T) x a(X) there exists a sequence {Fn}~=r of sets 
of the above type such that (CL x P) (E&J,) < l/n. For all n, N(xEdF,) E 
L,( 2’ x Q, .%9(T) x g(X), p x P) and N(xEdF,) converges to 0 in I,, norm. 
Hence pN(xEdF,) converges to 0 in I,,( r, 33(T), cl), and there is a compact set 
C, with &ZC,) < c/2 and an n such that 
PN(XEdf,(t, -)I < c:2 for all t E C, . 
F, E 9 so there is a stochastic process z(t) E S({e,f) and a compact set C, with 
&YC,) < t/2 such that 
for all t E C, . 
Set C = C, n C, , then &&YC) < E and by properties of modulars, for all t E C 
fNk’dt, ‘1 - &+)) = fN(hE - XF,) + 4(X&, - z(t)) 
< Pi&&, ‘) - XF,,(h ‘)) + f’N(xF,z(t* ‘) - +)) 
= PN(XEdF,(f, .)) + PN(X& .) - 4t)). 
c. E. 
Thus ;x~ E 9 and so xE e 9. By the first part of the proof, any g(T) x J(S) 
simple function E 9. Now consider the positive part x+(t, w) of X. X+ is @(T) > 
&9(X) measurable, and there exists a sequence x,‘~ of positive .%9(T) x .3(X) 
simple functions that increases pointwise to ~4.. Since N is an increasing function, 
N(x+(t, w) -- x,+(t, w) :< N(x(t, w)), so by Egoroff’s theorem, IV+ E 3’. Similarly 
N- E B and so x = .t.l ~ X- is in 9, and so can be approximated by a process 
in s({e,j). 
The proof of Theorem 2.1 is completed by noting that for any .3(X) mea- 
surable r.v. [, (1) implies that K > 1 and pN([) < Kp,(.f/2). Thus given 
E > 0, choose a process z(t) E S({e,}) an d a set C, such that p,“(x(t) - z(t)) < 
e/2K Vt E C, and &Z’C,) < r/(2K). Then choose a process y(t) as in Lemma 2.2 
and a set C C T such that p,v(z(t) - y(t)) < t-/2K Vt E C, and ,@C,) < l /2k-. 
Then for all t f C, n C, = : C say 
f&(t) - Y(t)) < Kfd&‘.(t) - z(t)) t- i@(t) -Y(t))) 
< K(fNW -- z(t)) + f.&(t) -r(t))) 
<E 
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3. Two EXAMPLES 
(a) The case N(t) = tp, p > 0. Then N(L(Q, S?(X), I’)) is just the L, space 
L,(Q,L’%(X), P); if x(t) is 9’(T) x W(X) measurable, then given E > 0 there 
exists a processy(t) with continuous paths, E ( y(t)!” < 00 Vt E T, and a compact 
set C with &??C) < E with 
E I y(t) - x(t)P < E vt E c. 
(b) The case N(t) = t/( 1 f t). N(L(Q, Q(X) P)) is then the space of all 
B(X) measurable r.v.‘s and the approximating process y satisfies 
W x(t) -y(t)l/(l L I x(t) -y(N) < E 
which is equivalent to 
vt E c 
qw: I .qt, w) -y(t, w)I > c) < E vt E c. 
Remark. If T is a compact interval [a, b], we may approximate a process x(t) 
by a process whose paths are analytic instead of merely continuous. For any 
continuous function can be uniformly approximated by a polynomial on a closed 
interval. Although these polynomials will not be extensions of measurable 
functions, the proof of Theorem 2.1 can be adapted to obtain approximating 
processes with polynomial paths. 
4. THE CASE WHERE THE PROCESS x(t) IS OF SECOND ORDER 
If the random variables of the stochastic process satisfy E / x(t)12 < 30 for 
each t E T, Theorem 2.1 can be strengthened. 
THEOREM 4.1. Let {x(t), t E rW} be a measurable second-order process over the 
real line, and let p be a positive measure on R that is absolutely continuous with 
respect lo Lebesgue measure. Then given E > 0, there exists a compact set C with 
#?C) < E and a second-order process y(t) with continuous paths such that 
y(t) E H(X) for all t E [w, where H(X) is the Hilbert space spanned by x(t), and 
such that 
E 1 x(t) -y(t)l? < E for all t E C. 
Proof. Let R be the covariance function of x, and let v be a measure on R 
such that lTm R(t, t) v(dt) < KJ and v is equivalent to Lebesgue measure. Such 
a measure exists and the process x(t, W) has a representation [l] 
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where the r.v.‘s tr: are orthogonal, the functions ap are measurable, the process 
z(t, OJ) is orthogonal to the tk’s, and E 1 ~(t)/~ = 0 a.e. (Lebesgue). For each K, 
a, is continuous on a compact set C, with &8?CrJ < 2</(&?). Set C’(s) = 
nz=‘=, Ck; then p(%C’O)) < 43. Let b, be the continuous extension of uk to R. 
Set m(t) = CF=:=, bk(t) El, . Then for all t E C’(O) 
E I yn(t> - #)I* = c I a&)1* + E I .+, WI*. 
li==nt1 
Let C’(l) be a subset of C(O) such that E 1 z(t)\2 = 0 on C(l) and &+?C(*)) < c/3; 
then for all t E C(O) n C(l) 
lim E 1 yn(t) - x(t)l* = 0; 
n-m 
the result now follows by Egoroff’s theorem. 
Remarks. (a) We do not require the process x(t) to be &?(R) x 98(.X) mea- 
surable if it is of second order. The approximating process is contained in 
H(X), which was not necessarily the case in Theorem 2.1. 
(b) If the x process is weakly continuous, the z process vanishes and 
E j m(t) - x(t)]” converges uniformly to zero on all compact subsets of R. 
(c) If the x process is Gaussian, then so is the approximating y process 
Gaussian, since the r.v.‘s tI, are Gaussian. 
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