We show that the solutions of the retarded functional dierential equations in a Banach space, whose existence and uniqueness are established in paper of A. Favini and H. Tanabe, have some further regularity properties if the initial data and the inhomogeneous term satisfy some smootheness assumptions. Some results on the solution semigroups analogous to the one of G. Di Blasio, K. Kunisch and E. Sinestrari and to the one of E. Sinestrari are also obtained.
Introduction
We consider the following retarded functional dierential equation in a complex Banach space X:   a(s)A 2 φ 1 (s)ds is well dened. In this paper we prove further regularity of solutions u when φ 1 and f satisfy more regularity assumptions. Using this result we prove some results on solution semigroups analogous to the one of G. Di Blasio, K. Kunisch and E. Sinestrari [3] when θ < 1/p, and to the one of E. Sinestrari [4] when θ > 1/p. In case θ < 1/p it is shown that the map
, where u is the solution of (0.1) with f (t) ≡ 0 and u t (s) = u(t + s), −r ≤ s ≤ 0, is a C 0 -semigroup in (X, D(A)) θ+1−1/p,p × W θ,p (−r, 0; D(A)), and the characterization of its innitesimal generater is given. This is nothing but a simple extention of a result of [3] in case where X is a Hilbert space and θ = 1, p = 2. However, in case θ > 1/p the situation is a little more complicated. This is caused by the following fact. In this case there appears the space (X, D(A)) θ+1−1/p,p which is a subset of D(A). If u belongs to this space, A i u, i = 1, 2, is dened, but may not belong to (X, D(A)) θ−1/p,p . Therefore we assume the additional condition
A comment on this assumption will be given in section 6 . Under these hypotheses it will be shown that the map φ 1 → u t is a C 0 -semigroup in 
(0.6)
1. Regularity of Solutions: Case θ < 1/p
First consider the case 0 < θ < 1/p. Assume that:
Since (I-1) is stronger than (I), in view of Theorem A a solution u of (0.1) exists and satises (0.2) and (0.3). Set Then (I-1) implies
Therefore there exists a unique solution v of the following problem:
In view of (1.
. By virtue of this and (1.6)
It follows from (1.7) and (1.5) that
From this and (1.5) it follows
We are going to show
If this is proved, then (1.1) follows from (1.7) and (1.8).
transformed to the following integral equation:
This implies
In view of the denition (1.2) of φ ′ 0 one observes
With the aid of a change of the order of integration and an integration by parts
Again changing the order of integration and integrating by parts one obtains
where Changing the order of integration and integrating by parts yield
The sum of the second and fourth terms of the last side of the above equalities is equal to
We can show without diculty
From (1.14) (1.16) and φ 0 = φ 1 (0) it follows that
As is easily seen
From (1.11) (1.13), (1.17), (1.18) the following equality follows easily:
Consequently (1.9) is obtained.
(ii) Case r < T ≤ 2r. By virtue of the result established in the previous case 0 < T ≤ r we already know that w(t) = u(t) for 0 ≤ t ≤ r. Hence
Since
the following facts hold: 
We can proceed to show (1.9) in the general case, and the proof of Theorem 1 is complete.
In case 1/p < θ < 1 we assume 
In view of (1.23), (1.24) one has
T ]; D(A)). Hence v ∈ C([0, T ]; D(A)). From this and φ
Hence with the aid of (1.26), (1.27) we deduce
. From this and (1.27) it follows that
If it is shown that w(t) = u(t), 0 ≤ t ≤ T , then in view of (1.28) and (1.29) the proof of Theorem 2 is complete. This part of the proof is almost the same as that of Theorem 1, and so it is omitted.
2. Solution Semigroup: Case θ < 1/p
Suppose assumption (I) is satised. Set
Following G. Di Blasio, K. Kunisch and E. Sinestrari [3] the solution semigroup for (0.1) is dened as follows:
where u is the solution of problem (0.1) with f (t) ≡ 0, and
Theorem 3. The innitesimal generater of the solution semigroup S(t) is given by
.
This theorem can be establised by showing the following statements following G. Di Blasio, K. Kunisch and E. Sinestrari [3] : The mild solution of (2.2) is expressed as
is a strict solution, and
Starting from
. Thus the following assertion holds: Theorem 4. If the following assumptions are satised:
then a solution of (0.1) satisfying
exists and is unique.
Regularity of Solutions: Case θ > 1/p
In this section we suppose that the following assumptions are satised:
Hence by (II-2)
Hence the nal condition of (II) is satised. Therefore (II-2) and (II-3) imply (II).
Remark 2. (II-2) is equivalent to
A comment on assumption (II-2) will be given in the nal section.
Theorem 5. Suppose θ > 1/p, and assumptions (II-2) and (II-3) are satised. Then the solution u of problem (0.1) satises
Suppose rst T ≤ r. Let u 0 be the function dened by
where
It follows from (II-3) and (3.1) that
The solution of (0.1) is obtained as the solution of the following integral equation
This equation is sovled by successive approximation:
It is shown in A. Favini and H. Tanabe [2] 
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Therefore (3.10) is rewritten as
It is proved in [2] that
for some constants
The following lemma is due to G. Di Blasio [5] (Theorem 10 if θ < 1/p and Theorem 8 if θ > 1/p). Also c.f. Lemma 1 of G. Di Blasio and A. Lorenzi [1] .
, T ; D(A)) ∩ C([0, T ]; (X, D(A)) θ+1−1/p,p ).
The following lemma is Theorem 24 of G. Di Blasio [5] . 14) and the following inequality holds with a constant C ′ 2 independent of T :
In A. Favini and H. Tanabe [2] it is shown that the constant C ′ 2 above can be chosen independent of T if we choose (0.6) as the norm of W θ,p (0, T ; D(A)). Let V and f be as in Lemma 2. With the aid of (3.14) and (3.15) one observes
From Lemma 2 the following lemma follows:
In view of Lemma 1, 3 and (3.6), (3.7) one observes
Suppose for some n = 1, 2, . . .
Therefore it is easy to show 
Applying Lemma 4 to A 2 u n one observes
By virtue of (3.19), (3.20) and Lemma 3 one obtains
From (3.9), (3.17) and (3.21) it follows that (3.18) holds with n + 1 in place of n. Next, we estimate the following norm:
where | · | θ,p is the semi norm dened by
The following inequality was shown in the proof of Lemma 2 of G. Di Blasio [5] : 
It is easy to show the following inequality holds for f ∈ W θ,p * (0, T ; X) with a constant c independent of T :
From (3.22) (3.24) and (3.25) it follows that the following inequality holds with a constant C 1 independent of T :
By virtue of (3.22), (3.23) and (3.26) the following inequality holds for f ∈ W θ,p * (0, T ; X) with a constant C 2 independent of T :
The following lemma is also due to Lemma 11 of G. di Blasio [5] .
and the following inequality holds for
Inequality (3.28) follows from the one in case T = 1 and considering a function u(T t), 0 ≤ t ≤ 1, in the general case.
In view of Lemma 5
Inequalities (3.16), (3.27) and (3.29) yield
We apply (3.31) to (3.11) ). Let T satisfy (3.12):
One has
It is shown in [2] that the following inequality holds:
The following inequality follows from (3.32) (3.34):
Summing both sides from n = 1 to m one gets
in the last side of (3.35) one gets
Letting m → ∞ in (3.36) one obtains in view of (3.13)
Let T satisfy k 2 ∥a∥ L 1 (−T,0) < 1 besides T ≤ r and (3.12). Then by virtue of (3.37) and (3.13) one obtains
Then, by the result just proved one has u
Therefore, by virtue of the result already proved
Continuing this process we can complete the proof of Theorem 5.
Next, we consider the case where the following assumption is satised:
Theorem 6. If assumptions and are satised, then the solution u of (0.1) satises In this section we assume that hypotheses (II-2) and (II-3) are satised. Let
For φ 1 ∈ Z let u be the solution of (0.1) with f (t) = 0:
In view of Theorem 5 u satises
Let u be the solution of (4.1), v be the solution of (4.1) with the initial function u τ and
Therefore v = w, and hence v t = w t . On the other hand
It is easy to see that the mapping
is shown in the following lemma.
is continuous.
Proof. The lemma is proved by the following step:
The following result is an analog to Theorem 4.4 of E. Sinestrari [4] : Theorem 7. The innitesimal generator of S(t) is given by
Proof. We show (i) S(t)D(Λ) ⊂ D(Λ).
(
(i) Let φ 1 ∈ D(Λ) and u be the solution of (4.1). Then in view of Theorem 6 and its proof u(0) = φ 1 (0) and u
For t > 0
Hence u t ∈ D(Λ).
( 
