The main purpose of this paper is to obtain the wellposedness of abstract parabolic systems in the sense of Petrovsij and Shilov under sharper conditions by using regularized semigroups. We also consider these systems with time-dependent coe cients, and give the applications to the corresponding parabolic systems on many function spaces.
Introduction.
Let iA j (1 j n) be commuting generators of bounded C 0 -groups on a Banach space X, and write A = (A 1 ; : : : ; A n ) and A = A 1 
1
A n n for = ( 1 ; : : : ; n ) 2 N n 0 , where N 0 = N f0g. In this paper, we consider the system of di erential equations (1:1)ũ 0 (t) = (p jk (A))ũ(t) (t > 0);ũ(0) =ũ 0 on X N , where P( ) (p jk ( )) is an N N matrix of polynomials of 2 R n . We also can write P( ) = P j j m P , where m maxfdegree of p jk g is the degree of P( ), and P 2 M N (C) (the ring of N N matrices over C). Then P(A) P j j m P A with maximal domain is closable on X N (cf.
4, Theorem 14.1]).
By choosing A = D ?i( @ @x1 ; : : : ; @ @xn ) one nds that (1.1), in fact, gives an abstract form of the system of di erential equations (1:2)ũ 0 (t) = (p jk (D))ũ(t) (t > 0);ũ(0) =ũ 0 on many function spaces. It is well known that a classical method to treat the wellposedness of (1.2) is to show P(D) as the generator of a C 0 -semigroup. However, many P(D) do not generate a C 0 -semigroup. An important result states that when the numerical range of P( ) is contained in a left halfplane, P(D) generates a C 0 -semigroup on (L p ) N if and only if p = 2. In particular, the Schr odinger operator i on L p generates a C 0 -semigroup if and only if p = 2 13]. Another simple example is that the wave equation on L p (p 6 = 2 and n 6 = 1), written as a system on (L p ) n+1 , cannot be treated by C 0 -semigroups 10].
Starting from this situation, people recently paid attention to approaching (1.1) and (1.2) by means of two important generalizations of C 0 -semigroups, i.e., integrated and regularized semigroups 2, 3, 4, 10, 11, 12] . More precisely, Hieber 10 ] rst showed that some elliptic system (1.2) can be treated by integrated semigroups. The application of integrated semigroups to hyperbolic systems (1.2) appeared in 10, 11] , while deLaubenfels 2] and Hieber et al 12] applied regularized semigroups to Petrovskij correct systems (1.1) and (1.2), respectively. Moreover, a Petrovskij correct system (1.2) with time-dependent coe cients was discussed by the simultaneous solution space (see 3] ). However, based on the discussion in 24] , it is known that the regularized semigroup is an appropriate tool for non-elliptic differential operators, while the e ectiveness of the integrated semigroup is con ned to the elliptic case. One of the reasons is that the resolvent set of the generator of an integrated semigroup must be nonempty (cf. 15] . It is known that this is often not the case for a matrix of di erential operators, even for a di erential operator.
It is well known that an important subclass of (1. Throughout the paper, B(X) will be the space of bounded linear operators on X, S (resp. C 1 c ) the space of rapidly decreasing functions (resp. C 1 -functions with compact support) on R n , and H( ; X) the set of analytic functions from into X, where = f 2 C n f0g; j arg j < g with 2 (0; =2]. By D(B); R(B); (B) , and R( ; B) ( 2 (B)) we denote the domain, range, resolvent set, and resolvent of the operator B, respectively. We also denote by B the operator BI N on X N with domain (D(B)) N , and B(A 1 ) the Fr echet space fB: X ! D(A 1 ) \ 2N n 0 D(A ); A B 2 B(X) for 2 N n 0 g with the family of seminorms kBk kA Bk.
We now introduce a functional calculus for iA j (1 j n). Let 5] ), and (R(C )) N D(P(A)) for > m (cf. 15, 24] ). Relating to P(A) as the generator of a C -regularized semigroup (see x3 below), we have the following result of wellposedness of (1.1) (cf. 4, 24] (a) If P(A) generates an (exponentially bounded) C -regularized semigroup for every > a, then for every > a andũ 0 2 (R(C +m )) N , (1.1) has a unique solutionũ(t) (i.e.,ũ 2 C( 0; 1); X N ) \C 1 ((0; 1); X N )) with kũ(t)k M e ! t kC ? ũ 0 k for t 0.
(b) If P(A) generates an (exponentially bounded) di erentiable C -regularized semigroup for some > a, then for everyũ 0 2 (R(C )) N , (1.1) has a unique solutionũ(t) with kũ(t)k M e ! t kC ? ũ 0 k for t 0.
2. Parabolic P( ) in the sense of Petrovskij. In the sequel, we set P m ( ) = P j j=m P (the principal part of P( )) and (P ( )) = sup 1 j N Re j ( ) (the spectral bound of P( )), where j ( ) e t (P( )) ke tP( ) k M(1 + t + tj j m ) N?1 e t (P( )) for 2 R n and t 0:
If (P m ( )) < 0 for 2 R n n f0g then P( ) is said to be parabolic in the sense of Petrovskij 9]. It is known that m is always even for a parabolic system P( ) in the sense of Petrovskij. In particular, the following characterizations hold.
Lemma 2.1. Let = arctan , where = ? sup j j=1 (P m ( )) and = sup j j=1 j (iP m ( ))j. Then the following statements are equivalent. We now can start with the main result of this section as follows. Theorem 2.2. Let P( ) be parabolic in the sense of Petrovskij and be dened in Lemma 2.1. Then P(A) generates an analytic semigroup (T (t)) t2 on X N , which satis es the following statements.
(a) kT(t)k M(1 + t N?1+n=2 )e !t for all t 0 and some M > 0, where
Proof. By induction with respect to jkj (k 2 N n 0 ), we have that where, and in the sequel, M " denotes a generic constant depending on ".
Thus, by Bernstein's theorem, P l e tP 2 M N (FL 1 ) and (2:3) kP l e tP k FL 1 M " (Re t) ?l exp(2! 0 " Re t) for t 2 ?" and l 2 N 0 : De ne T(t) = (e tP )(A) for t 2 and T(0) = I N . Then (2.3) (with l = 0) implies that kT(t)k M " exp(2! 0 " Re t) (t 2 ?" ) and T(t + s) = T(t)T(s) (t; s 2 ). Also, (2.3) (with l = 1) implies that t 7 ! e tP 2 H( ; M N (FL 1 )), and so T( ) 2 H( ; B(X N )). Since for 2 S kT(t) (A) ? (A)k M " jtj exp(2! 0 " Re t)kP k FL 1 ! 0 ( ?" 3 t ! 0); the strong continuity of T(t) (t 2 ?" f0g) follows from E = X and the estimate of T(t) (t 2 ?" ). Thus (T (t)) t2 is an analytic semigroup. To show that P(A) is its generator, let L for large be the Laplace transform of (T (t)) t 0 . Then from Lemma 1.1(a) one has P(A)T(t) (A) = T(t)P(A) ( (c) T( ) 2 C 1 ((0; 1); (B(A 1 )) N ).
Proof. By our assumption on P( ), for ! 00 < ! there exist constants ! 0 , L > 0 such that where M 0 = 2 max(M 2 ; M 3 ). De ne T(t) = u t (A) for t 0. Here we note that when l = 0, (3.4) is yet true for t = 0. Furthermore, observing carefully the proof of (3.7) and using Lebesgue's dominated convergence theorem, one nds that u t (t 0) is continuous in the norm k k FL 1, and so T( ) 2 C( 0; 1); B(X)). Obviously, (3.7) implies (a) and T( ) 2 C 1 ((0; 1); B(X)), while C ?1 P(A)C = P(A) can be deduced from Lemma 1.1(a). The remainder of the proof may be carried out by modifying the corresponding parts of the proof of Theorem 2.2.
We now turn to a stronger condition on P( ). To this end, put e (P ) = supfRe(P y; y); y 2 R N and kyk = 1g for P 2 M N (C); where ( ; ) is the inner product in C N and kyk = (y; y) 1=2 . Note that we also can write e (P ) = supfRe z; z 2 n: r:(P )g, where n.r.(P ) is the numerical range of P. the r-parabolicity of (3.10) in the sense of Shilov is equivalent to that of P( In this section we consider P(t; ) P j j m P (t) , where P 2 C( 0; T]; M N (C)) for j j m. Let , e be some convex neighborhoods of 0; T] in C. Then we write T = f(t; s) 2 R 2 ; 0 s < t Tg and = f(t; s) 2 2 ; t 6 = s; j arg(t ? s)j < g, where 2 (0; =2], and denote by T (resp. ) the closure of T (resp. ). Moreover, D t = @=@t.
Let C 2 B(X) be injective. A two parameter family U(t; s) 2 B(X), (t; s) 2 T , is called a C-regularized evolution system if U(t; r)U(r; s) = U(t; s)C for 0 s r t T, U(t; t) = C for 0 t T, and U( ; )x 2 C(T ; X) for x 2 X. In particular, an I-regularized evolution system is called an evolution system. Proof. Since our assumptions on P(t; ) imply that supf (P (t; )); 2 R n ; t 2 0; T]g < 1 and that there exist constants , L > 0 such that (P (t; )) ? j j m for j j L and t 2 0; T], the same argument as in the proof of Theorem 2.2 leads to v t;s 2 FL 1 and where v t;s ( ) = u t;s ( ) ( 2 N n 0 ) and u t;s ( ) = expf R t s P( ; )d g. De ne U(t; s) = u t;s (A) for (t; s) 2 T and U(t; t) = I for t 2 0; T]. It easily follows from the properties of our functional calculus and (4.1) with j j = 0 that (U(t; s)) (t;s)2T is an evolution system on X N , while the uniqueness follows from (a). (c) By the assumptions on P(t; ) we have supf (P (t; )); 2 R n ; t 2 g < 1 for some with e . Then it follows from Theorem 2.2 that for every xed s 2 , P(s; A) generates an analytic semigroup (T (t; s)) t2 satisfying (4:2) kT(t; s)k Me !jtj for t 2 and s 2 ; The subsequent theorem can be showed by combining the proofs of Theorem 3.1, 3.2 and 4.1. Theorem 4.2. Assume there exist constants > 0, ! 2 R and r 2 (0; m) such that (P (t; )) (resp. e (P (t; ))) ? j j r +! for 2 R n and t 2 0; T]. Let > (m ? r)(N ? 1 + n=2) (resp. > n(m ? r)=2). Then there exists a unique C -regularized evolution system (U(t; s)) (t;s)2T on X N such that the conclusions (a) and (b) of Theorem 4.1 are still true.
Corresponding to Theorem 3.3 we have the following theorem, in which the numerical range part is related to an result in 4, Example 31.4]. Theorem 4.3. Let supf (P (t; )) (resp: e (P (t; ))); 2 R n and t 2 0; T]g < 1 and > m(N ? 1 + n=2) (resp. > nm=2). Then there exists a unique C -regularized evolution system (U(t; s)) (t;s)2T on X N such that U(t; s) : (R(C m )) N ! (R(C )) N for some > m, U( ; )x 2 C 1 (T ; X N ), D t U(t; s)x = P(t; A)U(t; s)x and D s U(t; s)x = ?P(s; A)U(t; s)x for x 2 (R(C m )) N and (t; s) 2 T . It then is easy to check that (U(t; s)) (t;s)2T is a C-regularized evolution system on X N , where U(t; s) = u t;s (A) for (t; s) 2 T . On the other hand, choose m < < m + ? m(N ? 1 + n=2) (resp. < m+ ?mn=2). Then m+ ? > m(N?1+n=2) (resp. > mn=2). It thus follows from U(t; s)C m = C u t;s (A) that U(t; s) : (R(C m )) N ! (R(C )) N . Also, noting R(C ) D(A ) for j j < , one has that U(t; s) : (R(C m )) N ! D(P(t; A)) for (t; s) 2 T . The desired equations now follow from this.
Finally, the uniqueness of (U(t; s)) (t;s)2T can be proved by the standard method (cf. the proof of 15, Corollary 5.4 
]).
We now may apply Theorem 4.1-4.2 to the time-dependent system (4:4) (ũ t (t; x) = P(t; D)ũ(t; x) for x 2 R n and 0 < t T u(0; x) =ũ 0 (x) for x 2 R n ;
on some function space X, for example, one of the spaces listed at the end of Section 2.
Corollary 4.4. Assume there exist constants > 0, ! 2 R and r 2 0; m] such that (P (t; )) (resp. e (P (t; ))) ? j j r +! for 2 R n and t 2 0; T]. Then Here we note that Miklin's multiplier theorem implies (W m;p ) N D(P(t; D)) for t 2 0; T] and 1 < p < 1.
Example 4.5. We consider the iterated evolution equation (4:5) ( Q N j=1 (D t ? ? ip j (t; D))u(t; x) = 0 for x 2 R n and 0 < t T D j?1 t u(0; x) = u j (x) for x 2 R n and 1 j N on L p (1 < p < 1), where p j (t; ) = P j j mj p j (t) and p j ( ) 2 C( 0; T]; R) for 1 j N. Then the roots of the characteristic equation of (4.5) are j (t; ) = ?j j 2 + ip j (t; ), and so Re j (t; ) = ?j j 2 for t 2 0; T], 2 R n and 1 j N. The By Corollary 4.4 we easily generalize Example 3.6 to the case that the higher order Cauchy problem (3.10) has time-dependent cpe cients.
