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Two-dimensional finite deformations evaluated from pre- and post-deformation markers:
Application to balanced cross sections
Atsushi Yamajia,
aDivision of Earth and Planetary Sciences, Graduate School of Science, Kyoto University, Kyoto 606-8502, Japan
Abstract
A method is proposed for determining the 2D deformation gradient tensor that represents the deformations of pre- and post-
deformation markers with arbitrary shapes. The deformation is not necessarily coaxial. The tensor is evaluated in a least-square
sense. Therefore, the method can deal with heterogeneous deformations, and calculate their average tensor. The inverse method has
the residuals that can be directly converted to the logarithmic strain needed to transform the calculated post-deformation shapes to
observed ones. In addition, we propose the measure of heterogeneity for finite deformations. The method was applied to artificial
and natural data from balanced cross sections.
Keywords: strain ellipse, progressive deformation, hyperbolic geometry, non-coaxiality, least-square method
1. Introduction
Observation of tectonic deformations allows us to test the nu-
merical or sandbox models that predicts deformation field (e.g.,
McKenzie, 1979; Erslev, 1991; Allmendinger, 1998; Iwamori,
2003; Poblet and Bulnes, 2007; Henk and Nemcˇok, 2008; Grav-
eleau et al., 2012). Zhang and Hynes (1995) proposed a method
to determine non-coaxial 3D deformation within such a shear
zone that did not have shearing in the direction across the zone.
Here, we propose a theoretical method to determine two-
dimensional, deformation gradient tensor, F, which represents
not only coaxial but also non-coaxial deformations. The tensor
can always be decomposed into left-stretch tensor and orthog-
onal tensor, F = VR (Spencer, 2004). Strain ellipse or ellip-
soid depicts only the left-stretch tensor, V. Knowledge of strain
ellipse or ellipsoid is not enough to determine F, because R is
remain undetermined (Davis and Titus, 2011, p. 1052). Popular
strain analysis methods such as Rf / techniques are insucient.
Accordingly, Zhang and Hynes (1995) utilized the orientation
of a shear plane and the direction of shear to solve for F. We
compare pre- and post-deformation shapes of markers to deter-
mine F without assuming directions of tectonic motions.
In this work, the ellipse fitting technique of Teague (1980)
was used for this purpose: Mulchrone and Choudhury (2004)
proved that the technique is useful for geological strain anal-
ysis. Using the technique, we can deal with the coaxial and
non-coaxial deformations of markers with arbitrary shapes. It is
assumed that the markers were subject to the same deformation
at least approximately. Strictly, deformation field is heteroge-
neous, but a coarse graining approach (e.g., Lesne, 2006) al-
lows rough but quantitative estimation of tectonic deformations
(Fig. 1). We propose a measure of heterogeneity to evaluate
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how this assumption is valid for a given data set. Assuming
steady incremental deformation, Ramberg (1975) drew defor-
mation trajectories by the numerical integration of velocity gra-
dient tensor. We introduce a method to draw them without the
integration.
Pre-deformation shapes are rarely known in nature. How-
ever, they can be inferred in balanced cross-sections (e.g.,
Woodward et al., 1989). The sections place quantitative con-
straints on the long-term tectonic deformations. We applied our
method to such sections. We ignore area changes during defor-
mation. The validity of this treatment is discussed in the final
section. The areas of deformation markers in a section are used
only as the weights of data in the mathematical inversion to de-
termine the deformation gradient tensor that represent the shape
changes of the markers. The numerical examples for the present
method are presented using artificial and natural data sets in x5.
The important symbols used in this paper is listed in Table 1.
2. Formulation
2.1. Problem statement
The deformations that aect parts of a rock body are assumed
to be represented by a deformation gradient tensor, F. This
tensor is defined as the transformation matrix of the pre- and
post-deformation position vectors,
X = F; (1)
where  and X are the vectors, respectively. F is also called po-
sition gradient tensor (e.g., Zhang and Hynes, 1995), meaning
that not the absolute but relative positions are important for de-
scribing deformation. That is, the origin of the position vectors
can be chosen arbitrarily.
To determine F, we use the ellipses fitted to the pre- and post-
deformation configurations through Teague’s (1980) technique.
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Table 1: List of symbols. The upright roman subscripts, ‘i’ and ‘f,’ are used to distinguish the quantities of pre-deformation (initial) and post-deformation (final)
states, respectively.
A(k) Area of the kth deformation marker
dH( ) Hyperbolic distance Eq. (5)
  Angle of elevation of p Fig. 4
F Deformation gradient tensor Eq. (1)
Fp Deformation gradient tensor corresponding to pure shear Eq. (12)
Fr Deformation gradient tensor corresponding to rigid-body rotation Eq. (10)
H Heterogeneity Eq. (17)
H2 Unit hyperboloid Eq. (2)
I Identity tensor
J Minkowski tensor Eq. (7)
M3 Three-dimensional Minkowski space
n Number of deformation markers
p Pole vector of a plane in M3 Fig. 4
R Aspect ratio of an ellipse
Tp Transformation matrix in M3 corresponding to pure shear in the physical space Eq. (11)
Tr Transformation matrix in M3 corresponding to rigid-body rotation in the physical space Eq. (9)
x0, x1, x2 Rectangular Cartesian coordinates in M3 Fig. 2
 Major-axis orientation of an ellipse
 Radial coordinate on H2 Eq. (3), Fig. 2
 Tangential coordinate in M2 Eq. (3), Fig. 2
 Lorentzian inner product Eq. (6)
 Lorentzian outer product Eq. (13)
k k Minkowski norm Eq. (8)
(a) (b)
Figure 1: (a) Schematic configuration of heterogeneous deformation. (b) The
deformation is approximated to a homogeneous one (solid lines) by coarse
graining.
The problem we are tackling is how F is determined using the
n pairs of pre- and post-deformation ellipses, each of which is
characterized by its aspect ratio, R, and major-axis orientation,
, with respect to a reference orientation in the plane where
deformation is considered. We neglect area changes during de-
formation. This condition is written as det F = 1, because this
determinant denotes volume change (Spencer, 2004, p. 93).
Suppose that we have the n pairs of ellipses that repre-




 be the paired data of the kth ellipse, where the sub-
scripts ‘i’ and ‘f’ distinguish the pre- and post-deformation
quantities. The problem we consider, here, is how F is de-





with the constraint, det F = 1.
2.2. Necessary conditions for the parameter space of inversion
Given the tensor, F, it is possible to calculate the aspect ra-
tio and major-axis orientation  R(k)c ; (k)c  of the ellipse that is
derived from  R(k)i ; (k)i  (Section 3.2). Accordingly, F can be
determined by mathematical inversion. That is, the optimal F
is determined by minimizing the sum of the dissimilarities or
distances between  R(k)c ; (k)c  and  R(k)f ; (k)f . The distance in-
dicates the residual of the optimal solution. Then, how do we
define the distances?
Objective methods for estimation of model parameters re-
quire optimization of a cost function, representing a measure of
distance between the observations and the corresponding model
predictions (e.g., Ebtehaj et al., 2010). The naive answer to the
question is to use the quantity, d = (Rf   Rc) 2 + (f   c) 2 12 ;
as the distance for the kth deformation marker. This answer im-
plicitly use the Euclidean plane with the rectangular Cartesian
coordinates, R and , with d being Euclidean distance. The
quantity is a bad distance measure (Yamaji, 2008, 2013), be-
cause any dierence in  does not make sense for the case of
R = 1. The significance of this dierence becomes greater with
increasing R. In addition, the ellipses with the same aspect ra-
tio but dierent  values, 0 and 180, are identical, though the
 values are dierent.
If two ellipses are represented by the symbols, E1 and E2,
their distance, d(E1; E2), must satisfy the five conditions (Ya-
maji and Sato, 2006):








Figure 2: Schematic illustration showing the rectangular Cartesian coordinates,
O-x0 x1 x2, used in this work. H2 and L refer to the unit hyperboloid, x0 =
(x21 + x22 + 1)1=2 and the cone x0 = (x21 + x22)1=2, respectively. H2 has rotational
symmetry about the x0-axis, and asymptotically approaches L as x0 approaches
infinity. C(1,0,0) stands for the point at x0 = 1, and C- is the system of
polar coordinates defined on H2. The point P0 is the orthogonal projection of
the point P on H2 onto the x1 x2-plane.
2. Identity of indiscernibles: d(E1; E2) = 0 if and only if
E1 = E2.
3. Symmetry: d(E1; E2) = d(E2; E1).
4. Triangle inequality: d(E1; E3)  d(E1; E2) + d(E2; E3),
where E3 represent an ellipse.
5. Invariance: d(E1; E2) is independent from the choice of
reference orientation.
In addition, it is preferable that the distance is easily visualized
and has a clear, meaningful, physical interpretation. The pa-
rameter space that was introduced by Yamaji (2008) to strain
analysis fills all the demands. The distance we used in this
study equals the doubled logarithmic strain needed to transform
one ellipse to another by coaxial deformation. Our formulation
is based on hyperbolic geometry, the non-Euclidean geometry
found in the early 19th century. Concise but useful explanation
on the geometry was given by Reynolds (1993).
2.3. Hyperboloid model





2 + 1; (2)
for the parameter space to define the distances, where x0, x1
and x2 are rectangular Cartesian coordinates (Fig. 2). This sur-




2, as x0 approaches
infinity.
We introduce the parameters,
 = log R and  = 2; (3)
to relate the paired data (R; ) with a point on H2, where log de-
notes natural logarithm. The area-preserving strain to transform
a unit circle to an ellipse whose aspect ratio is R has the princi-
pal strains, R1=2 and R 1=2. The logarithmic strain correspond-
ing to this transformation equals log R1=2 = =2. Therefore, 
equals twice the logarithmic strain. The ellipse with (R; ) is
represented by the point on H2 that is denoted by the position
vector,
x =
0BBBBBBBB@ cosh sinh  cos 
sinh  sin 
1CCCCCCCCA = 12
0BBBBBBBB@ R + 1=R(R   1=R) cos 2(R   1=R) sin 2
1CCCCCCCCA : (4)
The point C(1,0,0) on H2 stands for an circle, i.e., R = 1 and
 = 0 (Fig. 2). Long ellipses are represented by points far from
C.
Fig. 3 shows the correspondence of points on H2 and
the paired parameters, (R; ), by the equal-area projection of
H2 onto the x1x2-plane: (x1; x2) = 2 sinh(=2) (cos ; sin )
(Reynolds, 1993). This projection is convenient for deforma-
tion analysis (Yamaji, 2013). A strain ellipse and its reciprocal
strain ellipse are denoted by the points that are symmetric with
respect to the center of this diagram. That is, the polar coordi-
nates, (;  ) and (;  + ), indicate those ellipses. This rela-
tionship is used later in the inversion to look for the optimal F
for given data (Eq. 16).
We can think of  as the distance of the point x along the
hyperboloid from the point C in Fig. 2, provided that distance
between arbitrarily chosen points on H2 is denoted by
dH(x; y) = cosh 1( x  y); (5)
where x and y are the position vectors indicating the points,
x  y = xTJy =  x0y0 + x1y1 + x2y2 (6)
is called Lorentzian inner product, and J is the diagonal matrix,
J = diag( 1; 0; 0): (7)
We call dH(x; y) the hyperbolic distance between the points.
The introduction of this distance measure makes the three-
dimensional parameter space a Minkowski space (e.g., Rat-
clie, 2006). The non-Euclidean geometry with this distance
measure on H2 is called hyperbolic geometry. Since  is the
hyperbolic distance from C,  and  can be regarded as polar
coordinates lying on H2 analogous to colatitude and longitude
on a sphere.
Let us introduce a few terms of hyperbolic geometry to in-
vestigate deformations. Non-zero vectors, x and y, satisfying
x  y = 0 are said to be Lorentz orthogonal. It should be noted
that the vectors that are Lorentz orthogonal to each other do not
necessarily make a right angle. It can be seen from Eq. (6) that
x with the endpoint above, on or under the cone L in Fig. 2
satisfies x  x < 0, = 0 or > 0, respectively. The Minkowski
norm of x is defined as (Ratclie, 2006)
kxk =
p
jx  xj: (8)
It follows from Eqs. (2) and (6) that H2 is expressed as x  x =
 1. This is analogous to the equation of a unit sphere, x  x = 1.
3
₂
Figure 3: Equal-area projection of H2 onto the x1 x2 plane, and the correspon-
dence between ellipses in the physical spaces and points (open circles) on the
plane. Concentric circles depict the contours of ellipse aspect ratio.
As this analogy suggests, spherical geometry is a useful guide
for hyperbolic geometry (e.g., Vilenkin, 1968; Ratclie, 2006).
The geodesic between points on a sphere is the great-circle
arc and is the shortest path between them, though the path is
not unique if the points are antipodal to each other. The arc lies
on the plane defined by the points and the center of the sphere.
The geodesic between points on H2 is the unique, shortest curve
that is defined by the intersection of H2 and the plane designated
by the points and the origin O (Fig. 4a, b). The length of the
path equals the distance defined in Eq. (6). The vector p is
called the pole of the plane, if any vector on the plane is Lorentz
orthogonal to p. Analogous to a great-circle and its parallels on
a sphere, a geodesic has iso-distance curves on H2, which lies
on the planes Lorentz orthogonal to p. Each of the curves has a
constant distance from the geodesic. A vector p has a geodesic
on H2 if the endpoint of p is under the cone L in Fig. 2.
A circle on H2 is a closed curve, points on which have a
constant hyperbolic distance from a point on H2. The latter
point is the center of the circle, and is denoted by the vector p.
The intersection of H2 and the plane Lorentz orthogonal to p
above the cone L is a circle (Fig. 4c).
3. Deformation in the physical space and corresponding
transformation on H2
Homogeneous deformation in the physical space is repre-
sented by the linear mapping of points on H2 that preserves
hyperbolic distances between points, analogous to the preser-
vation of great-circle distances between points during the rota-
tion of a sphere. Such a movement or mapping that preserve
distances is termed isometry (e.g., Reynolds, 1993; Ratclie,
2006). As a result, the spread of the points that represent ellip-
tical deformation markers is preserved during deformation. Just
like the fact that rotations in a Euclidean space is denoted by or-
thogonal matrix satisfying RTIR = I, the isometry is denoted
by such a matrix T that satisfies TT JT = J (Reynolds, 1993,
p. 446). Then, the strain ellipse is denoted by the matrix-vector
product, T(1; 0; 0)T, because the position vector, (1; 0; 0)T, indi-
cates a circle in the physical space (Figs. 2 and 3). We introduce
the equations of the trajectories on H2 for incremental, steady,
non-coaxial deformations in this section.
3.1. Trajectories
Rigid-body rotation. The simplest example of the isometry is
the rotation of points on H2 about the x0-axis by the angle  r,
which corresponds to the rigid body rotation of ellipses by the
angle,  r=2, in the physical space. The factor of 1/2 is the result
the factor of 2 in Eq. (3). In this case, the linear mapping in the
Minkowski space is denoted by the transformation matrix,
Tr( r) =
0BBBBBBBB@1 0 00 cos r   sin r0 sin r cos r
1CCCCCCCCA ; (9)
and the trajectories of points by this rotation are the circles cen-
tered by the point C on H2. The rotation around C represents




cos( r=2)   sin( r=2)
sin( r=2) cos( r=2)
!
: (10)
Pure shear. The translation of points along the geodesic with
the pole, p, lying on the x1x2-plane represents pure shear (Fig.
4a). The orbits of points by this translation make the iso-
distance curves: Points on such a curve have a constant hyper-
bolic distance from the geodesic. The orthogonal projections
of the curves onto the x1x2-plane are parallel lines (Wheeler,
1984) that make right angles with p. The transformation matrix
corresponding to pure shear has the form,
Tp(p;  p) = Tr( p)
0BBBBBBBB@cosh p sinh p 0sinh p cosh p 00 0 1
1CCCCCCCCATr(  p) (11)
where the polar coordinates, p and  p, indicate the point on
H2 corresponding to the strain ellipse (Yamaji, 2008), which is
denoted by the matrix-vector product, Tp(p;  p)(1; 0; 0)T. The
pure shear has the deformation gradient tensor,





Subsimple shear. General shear between pure and simple is
called subsimple shear (De Paor, 1983). Such a deformation
has the transformation matrix T = TrTp or TpTr. The corre-
sponding trajectories on H2 lies on the planes with the pole p
(Fig. 4b). The geodesic with the pole p is parameterized as
x(t) = (cosh t) a + (sinh t) p  a ( 1 < t < 1) (Faber, 1983).
where a indicates a point on the geodesic, t is the hyperbolic
distance of x from a, and the asterisk denotes the Lorentzian
outer product,
x  y =
















Pure shear Subsimple shear Supersimple shear
Γ
Figure 4: (a, b) Geodesic on H2 (thick line) is defined by the intersection of H2 and a plane through the origin O. Dashed line shows a curve that has a constant
hyperbolic distance from the geodesic. The curve is the intersection of a plane parallel to the plane through the origin. The planes are Lorentz orthogonal to the
pole vector p. White lines show the orthogonal projections of the geodesic and its iso-distance lines onto the x1 x2-plane. (c) Circles (thick lines) on H2 defined by
the intersections H2 and planes. The pole of the planes, p, has the endpoint on H2 that is the center of the circle. The endpoint of the vector is depicted by an open
circle. The angle made by the vector and the x1 x2-plane is denoted by  . White lines show the orthogonal projections of the circles. The curves for the two cases,
  < =4 and   > =4, depict the trajectories of incremental steady deformation of sub-simple and super-simple shear, respectively, in the physical space.
The iso-distance line of this geodesic is denoted by
x(t) = (cosh d cosh t) a+ (cosh d sinh t) p a+ (sinh d) p; (14)
where a indicates a point on this line, and d = sinh 1(p  a)
is the distance between this line and the geodesic (Nakaoka,
1993).
Simple shear. Trajectories of simple shear are parabolas, called
‘horocycles,’ in the Minkowski space lying on the planes with
the pole on the cone L (Reynolds, 1993). The transformation
matrix has the form,
Tss(s) = Tr( )
0BBBBBBBB@1 + s
2=2  s2=s s
s2=2 1   s2=s s
s  s 1
1CCCCCCCCATr(  )
where s and  denote shear strain and shearing direction, re-
spectively ( 1 < s < 1) (Reynolds, 1993). The trajectory lies
on a planes that makes an angle of 45 with the x0-axis, and is
parameterized as x(s) = a   (a  p)p s2=2 + sa  p, where a
indicates a point on the trajectory, and p satisfies p0 = 1 and
p21 + p
2
2 = 1 (Nakaoka, 1993).
Supersimple shear. General shear between simple shear and
rigid-body rotation is termed supersimple shear (De Paor,
1983), in which the aspect ratios and major-axis orientations
of deformation markers exhibit oscillatory behavior (Ramberg,
1975; Means et al., 1980). Supersimple shear has the trans-
formation matrix TrTp or TpTr, and is distinguished from sub-
simple shear by the trajectories that are circles centered by p on
H2 (Fig. 4c). The circle is parameterized as
x(#) = (cosh %) a + (sinh % cos#) p  a + (sinh % sin#) p; (15)
where a indicates a point on the circle, # is the parameter in
the range 0  #  2 to indicates a position on the circle, and









Figure 5: Orthographic projection of H2 onto the x1 x2-plane for illustrating the
polar decomposition, F = RU = VR. Open and solid circles stand for pre- and
post-deformation ellipses, respectively. The actions corresponding to R, U and
V are depicted by bold arrows. Dashed lines show the orthogonal projections
of the trajectories on H2 corresponding to U: Pure shear has parallel lines as
the orthogonal projections (Fig. 4b). The angle,  p, is twice the major-axis
orientation of the maximum stretching axis of U, and  r, is twice the angle of
rigid-body rotation R.
3.2. Polar decomposition
A deformation gradient tensor, F, can always be written as
F = RU = VR, known as the polar decomposition, where R is
the orthogonal tensor representing a rigid-body rotation, U and
V are the right- and left-stretch tensors representing the pure
shears whose principal axes are dierent from each other by
the angle of R (e.g., Spencer, 2004).
We have seen that the transformation matrix, TrTp or TpTr,
in the Minkowski space denotes the non-coaxial deformations
of ellipses. These matrix product are the counterparts of RU
and VR, respectively. Open and solid circles in Fig. 5 indicate
5
the pre- and post-deformation ellipses. The rigid-body rotation
carries points along the circles centered by O, and its angle of
rotation,  r, is constant over H2 (Fig. 5). Observe the congru-
ence of the triangles, both of which have vertices at O. The
triangles are rotated by the angle,  p, about O, which is the re-
sult of the action of R. It follows that the arrows with the labels
‘U’ and ‘V’ have the same lengths, indicating that U and V have
the same amount of strain. In other words, the two deformation
paths, R followed by U and V followed by V, have the same
result, which is meant by the polar decomposition.
4. Determination of F
4.1. Inverse method
In this section, we consider the methods to evaluate F from
the n pairs of pre- and post-deformation ellipses. Let a(1); : : : ;
a(n) be the points on H2 standing for the pre-deformation el-
lipses in the physical space, and b(1); : : : ; b(n) be those for the
post-deformation ones. And, let A(1); : : : ; A(n) be the weights of
the paired data, which are normalized as A(1) +    + A(n) = 1.
We consider the centroid (weighted mean) of the pre- and post-
deformation data points,
a¯ =
A(1)a(1) +    + A(n)a(n)
kA(1)a(1) +    + A(n)a(n)k
¯b = A
(1)b(1) +    + A(n)b(n)
kA(1)b(1) +    + A(n)b(n)k ;
the denominators of which are the normalizing factors to place
the endpoints of the position vectors, a¯ and ¯b, on H2. That is,
they satisfy ka¯k = k ¯bk = 1.
Homogeneous deformation in the physical space is repre-
sented by isometry on H2, which preserves distances between
points, comparable to the movements of points on a rotating tec-
tonic plate on the globe. The isometry results in the congruence
of the two polygons on H2 that have the vertices at a(1); : : : ; a(n)
and b(1); : : : ; b(n). In case of n = 2, we have line segments in-
stead of a polygons. The isometry can be decomposed into the
two operations: (1) the translation of a(1); : : : ; a(n) to the points
whose centroid coincides with ¯b, and (2) the rotation of those
points around ¯b (Fig. 6a). Therefore, the transformation matrix
that denotes the mapping between the polygons can be deter-
mined by searching for the translation and rotation. To do this,
it is obvious that at least two pairs of pre- and post-deformation
ellipses are necessary.
Data have errors, and deformation is heterogeneous to some
extent. These factors lead to the distortion of the polygon.
Therefore, the transformation matrix that maps a(1); : : : ; a(n) to
b(1); : : : ; b(n) is determined in a least-square sense. Let T be the
transformation matrix to be optimized from the data point on
H2. Then, we define the residual by the hyperbolic distance,
dH
 b(k);Ta(k). This is equal to the doubled logarithmic strain
to transform ellipses represented by b(k) and Ta(k). The op-
timal transformation matrix is determined by minimizing the
total squared residuals,


















Figure 6: (a) Homogeneous deformation in the physical space is represented
by the translation of points upon H2, during which hyperbolic distance between
the points is preserved. The position vectors, a(i) and b(i), represent the pre-
and post-deformation ellipses, respectively, by their endpoints (i = 1; 2; : : : ;
n). The translation can be decomposed into the two actions: the translation
along a geodesic (bold line) and rotation (dotted line). (b) The translation in
(a) can be decomposed also into the the three actions: (1) the translation along
the geodesic from the centroid (weighted mean) of a(1); : : : ; a(n) to C, (2) rota-
tion around C, and (3) translation along the geodesic from C to the centroid of
b(1); : : : ; b(n). The centroids are indicated by diamonds. The incremental action
of the second step rotates points around the latter centroid.
where the transformation matrix has the form,
T(; ;  ) = Tp(; )Tr( )Tp ¯i; ¯ i + ; (16)
and ¯i and ¯ i are the polar coordinates of a¯. The right-hand side
of this equation denotes the three operations illustrated in Fig.
6b. We minimized F(; ;  ) by the simplex method (Neider
and Mead, 1965) from the starting conditions,  = ¯f ,  = ¯ f
and   = 0, where ¯f and ¯ f are the polar coordinates of the
point ¯b. Once the optimal parameters,b,b and b , are obtained,
the deformation gradient tensor corresponding to the optimal
transformation matrix is calculated in terms of Eqs. (10) and
(12): bF = Fp(b;b)Fr(b )Fp(¯i; ¯ i + );
which is the counterpart of Eq (16). Then, the optimal right-
stretch tensor and orthogonal tensor, which satisfy bF = bRbU, are
determined by the formulas, bU2 = bFTbF (e.g., Spencer, 2004,


















Post-deformation elllipse calculated from  pre-deformation ellipses
Strain ellipse
Iso-    line
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Figure 7: Example 1: Test of the present method using artificial data. (a) Pre- and post-deformation shapes and their best-fit ellipses, which were determined from
the second moments of the shapes. The post-deformation shape was obtained by the deformation gradient tensor in Eq. (18). (b) Ellipses indicating the deformation
tensors, bF and bU, determined from the ellipses in (a). The hats of these symbols denote the quantities evaluated from the ellipses, the principal axes of which are
depicted by dotted lines. The aspect ratio of the strain ellipse is bRs = 2:6. The rigid-body rotation of this deformation is 10, corresponding to the orthogonal tensor,bR. (c) Equal-area projection of H2 showing the data points and the deformation trajectories calculated with Eq. (14).
4.2. Heterogeneity measure
Natural deformations are heterogeneous to some extent,
though we often assume a homogeneous deformation for a set
of deformation markers. Therefore, it is important to evaluate
how this assumption is valid for the data set. The fact that area-
preserving deformation in the physical space is represented by
isometry on H2 is useful to define the heterogeneity measure.
That is, if the deformation is completely homogeneous, the hy-
perbolic distance between a(i) and a( j) is equal to that between
b(i) and b( j), where i; j = 1, 2; : : : , n. The heterogeneity results









indicates the strain of the line segment between the ith and jth
data points on H2. Accordingly, we evaluate the heterogene-








i< j A(i)A( j)
: (17)
In case of H = 0, the same deformation aected all the defor-
mation markers, and we have zero residuals, dH
 b(k);Ta(k) = 0
(k = 1; : : : ; n).
5. Applications
The present method was tested using artificial and natural
data. Ellipses where fitted to the pre- and post-deformation
shapes. Specifically, the black-and-white images of the shapes
were made, and ellipses were fitted by the method of Teague
(1980). This fitting was done with the software ‘ImageJ’
(Abramo et al., 2004). Each image had some 10001000 pix-
els, resulting in the digitization error of the order of 1=1000 =
10 3 in length.
5.1. Example 1: Subsimple shear
The first example (Fig. 7) demonstrates not only the feasibil-
ity of the present method but also the usability of the ellipses
that are fitted to deformation markers with arbitrary shapes.
Asymmetric L- and U-shaped concave polygons were used as
the pre-deformation shapes (Fig. 7a). Their vertices were lin-







to derive the post-deformation shapes of the markers. These
matrix components were taken from Ragan (2009, pp. 293–
295). This tensor has det F = 1.
Fig. 7b shows the result. We obtained the optimal tensor,



































Figure 8: Example 2: Detection of supersimple shear from the five pairs of pre- and post-deformation ellipses. The pre-deformation ones were randomly generated,
and the same supersimple shear was applied to them to obtain the post-deformation ones. The pairs were processed by the present method. (b) The strain ellipse
corresponding to bF. (c) Equal-area projection of H2 showing the trajectories from the pre-deformation data points to the post-deformation ones calculated by Eq.
(15). See Fig. 7c for legend.
which satisfactorily coincided with the assumed tensor in Eq.
(18) considering the digitization error. The equal-area projec-
tion of H2 in Fig. 7c shows the trajectories calculated with
Eq. (14). The post-deformation points predicted from the pre-
deformation ones with bF are depicted by diamonds in this fig-
ure, indicating that the predicted ones were precisely coincided
with the post-deformation data points that are shown by closed
circles. This coincidence demonstrates the homogeneity of the
deformation. The heterogeneity measure was H = 3:4  10 3,
which is comparable with the digitization error of the L- and
U-shapes.
5.2. Example 2: Supersimple shear
Artificial data for supersimple shear were made using a for-
mula of Ramberg (1975, Eq. 72), who obtained F by integrat-








We used randomly generated five ellipses as the pre-
deformation markers, and post-deformation ones were gener-
ated by applying this tensor to the ellipses. Fig. 8a shows the
ellipses, and Fig. 8b shows the result. We obtained the optimal
tensor, bF =  0:402 0:713 0:713 1:22
!
;
which had little dierence from the assumed tensor in Eq. (19).
Fig. 8c shows the trajectories calculated with Eq. (15). Since
artificial data were used in this example, the data did not had
errors except for the digitization ones of the order of 10 3. The
heterogeneity measure of this example was H = 1:2  10 3.
5.3. Example 3: Natural data
A section of an extensional duplex was used to evaluate the
deformation to form the duplex (Fig. 9a). The duplex was ob-
served in a landslide in Pliocene soft sand in central Japan that
was described by Aono and Masuda (1989). Fig. 9b shows
the restored configuration. The sediment had so clear lami-
nation that we could distinguish the five layers from A to E
(Fig. 9c). Four ellipses were fitted to each of the pre- and
post-deformation states of the layers. That is, we had four pairs
of pre- and post-deformation ellipses. For example, the first
pair was composed of the layers A to E. The second one was
composed of the layers A to C. Accordingly, the the best-fit el-
lipses had dierent areas. The areas were used as the weights,
A(1); : : : , A(4).
As a result, we obtained
bF =  1:19  0:1180:125 0:833
!
: (20)
Fig. 9c shows the strain ellipse. Note that ellipses were fitted to
the groups of layers with dierent thicknesses, but bF approxi-
mately explains the deformations (Fig. 9c, d). It means that bF
does not depend on the width and height of the photograph from
which the layers were chosen. Natural deformation only ap-
proximately satisfies our assumption that all the parts of a rock
body were subject to the same deformation. Therefore, unlike
the artificial data in Examples 1 and 2, the post-deformation
ellipses calculated from the pre-deformation ones and bF were
slightly dierent from the observed post-deformation ellipses.
Fig. 9e shows the small dierences. Fig. 9f shows the trajecto-
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Figure 9: Example 3: (a) An outcrop scale, extensional duplex formed by submarine sliding in Upper Pliocene soft sand. The camera cap is 4 cm in diameter. (b)
The section restored along major faults. The tilt of the strata was corrected based on the principle of original horizontality. The six faults that were used to infer the
deformation from their geometric moments are highlighted. (c) Four pairs of ellipses were fitted to the pre- and post-deformation shapes of the entire and parts of
the deformed sand. (d) Strain ellipse corresponding to the optimal deformation tensor bF obtained by the present method. (e) Ellipses illustrating the residuals for
the optimal deformation tensor. Dotted lines show the post-deformation ellipses calculated from the pre-deformation ones and the optimal deformation tensor. (f)

































Figure 10: Example 4: Deformation evaluated from a hinterland-dipping duplex. (a) Pre- and post-deformation shapes of the duplex and their best-fit ellipses. (b)
Pre-deformation unit circle and the strain ellipse deterined from the ellipses. (c) Pre-deformation and calculated ellipses. (d) Equal-area projection of H2 showing
the trajectories of subsimple shear from the pre-deformation data points to the post-deformation ones. See Fig. 7c for legend.
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5.4. Example 4: Hinterland dipping duplex
Our method was tested with artificial data simulating a hin-
terland dipping duplex composed of four fault slices. Their
pre- and post-deformation shapes were balanced with the kink
method. Four ellipses were fitted to the entire structure and the
part of the duplex (Fig. 10a).
As a result, we obtained the optimal tensor,
bF =  0:513 3:12 0:004 1:93
!
:
Fig. 10b shows the strain ellipse. The line of no finite rotation
was more or less parallel with the sole thrust. Fig. 10c shows
the fitness of the calculated post-deformation ellipses to the ob-
served ones. The fitness was complete except for the small-
est fault block D due to the eect of the anticline at the toe
of the block. Formation of the anticline is a result of heteroge-
neous deformations, though we assume homogeneous deforma-
tion within all the blocks. The eect of the anticline increases
with decreasing size of a block. Therefore, the smallest block
has the largest residual. Fig. 10d shows the trajectories calcu-
lated with Eq. (14). All the points representing the pre- and
post-deformation ellipses were aligned along a trajectory, indi-
cating that the fault slices were subject to more or less the same
deformation. The heterogeneity measure was H = 0:24.
6. Discussion
Our formulation enjoys good properties. First, hyperbolic
geometry helps geologists visualize dierences in ellipses (Fig.
3). Second, the fitness of a best-fit model has a clear, meaning-
ful geometric interpretation thanks to the fact that dH indicates
doubled logarithmic strain needed to transform one ellipse to
another. We compare other methods that can evaluate F from
pre- and post-deformation ellipses.
6.1. Evaluation through geometric moments
The method of Molnar (1983) estimates such deformations
that were resulted from small displacements of faults by sum-
ming up the geometric moments of the faults. We applied the
method to the six faults in Example 3, where the areas of faults
were assumed to be equal with the length of the faults in Fig.







the components of which have approximate values with those
determined by the present method (Eq. 20). Our method re-
sulted in a slightly larger strain than Molnar’s (Fig. 11).
In case deformation is realized by the minor displacements
of planar faults, Molnar’s and the present methods results in
roughly the same result. However, the present one can deal with
more complicated deformations involving curved faults, folds
and block rotations. The hinterland dipping duplex in Fig. 10
shows such an example.
Figure 11: Strain ellipses illustrating the average deformation of the sand in Fig.
9a determined by Molnar’s (1983) and the present methods. Crosses depict the
principal strain axes.
6.2. Comparison with the formulation using shape matrix






to deal with ellipses for strain analysis (e.g., Shimamoto and
Ikeda, 1976). We use the shape matrix redefined by Wheeler
(1984). That is, the equations,
f = R+ + R  cos 2
g = R+   R  cos 2
h = R  sin 2;
express the relationship between shape matrix and an ellipse
with the parameters, R and , where R+ = (R + 1=R)=2 and
R  = (R   1=R)=2.
It is conceptually possible to evaluate F by means of the
shape matrices that portray pre- and post-deformation mark-
ers. For this purpose, it is necessary to define an appropriate
distance measure between shape matrices to evaluate residuals.
Utilization of matrix norm is a clue to define the distance (Ya-
maji and Sato, 2006). Analogous to vector length, the Frobe-
nius norm, Frob N = (N211 + N212 + N221 + N222)1=2, indicates the
‘magnitude’ of a matrix (e.g., Meyer, 2000), which Choudhury
and Mulchrone (2006, Eq. 3.2) employed to evaluate the dier-
ence of a shape matrix from an identity matrix. If N and N0 are
shape matrices, the distance between them is, for example, de-
fined as Frob(N   N0). It can be seen that this quantity satisfies
all the five conditions of distance measure in Section 2.2.
The inversion by means of shape matrices is probably as ef-
fective as our inverse method as long as determining the opti-
mal F. However, the physical meaning of the distance measure,
e.g., Frob(N   N0), is not as clear as dH, which indicates the
logarithmic strain to transform one ellipse to another. In ad-
dition, the formulation using hyperbolic geometry can consis-
tently deal with the inversion, visualization of the dierences of
ellipses and quantification of the heterogeneity of deformation
field.
In terms of Eq. (4), Yamaji (2013) pointed out recently that
the components of shape matrix (Eq. 21) were related to a point
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on H2:
f = x0 + x1 (22)
g = x0   x1 (23)
h = x2: (24)
Note that the the right-hand sides of Eqs. (23) and (24) have op-
posite signs from the corresponding ones of Yamaji (2013, Eq.
23–25), because he used the original definition of shape matrix
by Shimamoto and Ikeda (1976), which equals N 1. Since the
transformation denoted by Eqs. (22)–(24) is linear, shape ma-
trix has a one-to-one correspondence with a point on H2 (Ya-
maji, 2013). It follows from Eqs. (22)–(24) that
x0 = ( f + g)=2; x1 = ( f   g)=2; x2 = h: (25)
Using these equation, the hyperbolic distance in Eq. (5) is
rewritten as dH = cosh 1
( f g0 + f 0g)=2   hh0, where f 0, g0 and
h0 are the components of N0 (Eq. 21). The right-hand side of
this equation denotes the ‘distance’ between the ellipses repre-
sented by N and N0. Therefore, if the deformation analysis us-
ing shape matrix employs the distance measure of this form, it is
eventually identical with the present method. In summary, the
formulation using shape matrix is not as useful as the present
one because of the lack of consistent techniques for visualiza-
tion and heterogeneity evaluation.
6.3. Validity of ignoring area changes
We show in this subsection that area changes of deforma-
tion markers can be ignored to determine deformation. A pre-
deformation ellipse with an arbitrary area has the mathematical
expression, TE 1i  = 1, where  is the position vector of
a point on the ellipse, Ei is the symmetric 2  2-matrix rep-
resenting the ellipse. The eigenvector and square-roots of the
eigenvalues of Ei indicate the principal axes and principal radii
of the ellipse (e.g., Yamaji and Maeda, in press). The area of
the ellipse equals 
p
det Ei. Likewise, The post-deformation
ellipse is denoted by XTE 1f X = 1, where Ef represents the
post-deformation ellipse, and X the position vector of a point




det Ei and Nf = Ef=
p
det Ef ; (26)
where the denominators are proportional to the areas of the el-
lipses. Shape matrices was redefined by Wheeler (1984, Eq.
A4) to satisfy these equations. Let S i and S f be the areas:
S i = 
p
det Ei and S f = 
p
det Ef . Eq. (26) say that the
position vectors,
yi = (S i=) xi and yf = (S f=) xf : (27)
in the Minkowski space indicate Ei and Ef . These equations
show that the vectors, xi and yi, lie on a ray from the origin of
the space. The same is true for xf and yf . A unit circle has an
area of . Eq. (27) indicate the points in the Minkowski space








Figure 12: Hyperboloids in the Minkowski space and the linear mapping (thick
arrow) between points on them. Open circles indicate the endpoints of position
vectors. The vector, t, is tangent to H2 at the point, xi. Thick arrow indicates
the mapping in Eq. (32). Dotted lines are rays from the origin.
The transformation between the matrices of the ellipses is
written as (Yamaji and Maeda, in press, Eq. A7)
Ef = FEiFT: (28)
Combining Eqs. (26) and (28), we have
Nf = FNiFT=S ; (29)













0BBBBBBBB@ (+ + ++) (+   + ) 2(ab + cd)(+ +   ) (+    +) 2(ab   cd)2(ac + bd) 2(ac   bd) 2(ad + bc)
1CCCCCCCCA ;
where (+ + ++) = +a2 + b2 + c2 + d2, (+   + ) = +a2   b2 +
c2   d2 and so on. It can be seen that det T = 1 and TT JT = J,
meaning that the linear mapping in Eq. (31) is isometric upon
H2 (Ratclie, 2006). It follows from Eqs. (27) and (31) that
yf = (S A) yi: (32)
Owing to the factor, S , in this equation, the linear mapping from
yi to yf is not isometric.
If the endpoint of xi is on H2, this mapping can be decom-
posed into the isometry on H2 from xi to xf and the movement
along the line from xf to yf (Fig. 12). These two movements
represent area-preserving shape change and area change with-
out shape change, respectively. In this case, we have kyfk = S ,
S i =  and kxfk = 1. Therefore the point indicated by yf exists
on the hyperboloid, kyfk = S . Let t be a vector tangent to the or-
bit from xi to xf at the point indicated by xi. The tangent vector
satisfies t  xi = 0 (Ratclie, 2006, p. 73), meaning that t and
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xi are Lorentz orthogonal to each other. If deformation in the
physical space is very small, the endpoints of the vectors, xi, xf ,
yi and yf make a parallelogram. Then, the vectors, (xf   xi) and
(yf   xf), are Lorentz orthogonal to each other. This means that
area-preserving shape change and shape change without area
change in the physical space are independent from each other.
In other word, aspect ratio, major-axis orientation and size are
independent information of an ellipse. Therefore, we can ig-
nore the area changes to determine deformation gradient tensor
with the assumption, det F = 1, at the cost of the indeterminacy
of area changes.
6.4. Counterpart of kinematic vorticity number
Fig. 4 suggests that the angle of elevation of p has something
to do with kinematic vorticity, which indicates the ratio of the
eects of R and V. It was found in this study that the angle,  , is
related to kinematic vorticity number, Wk through the equation,
Wk = tan ; (33)
for steady, incremental deformations with det F = 1. This is
shown as follows.
Mohr circle of finite deformation is related with Wk through
the equation, Wk = q=r, where r is radius the circle, and q is
the distance between center of the circle and the abscissa (Pass-
chier, 1990, Eq. 7). Given the components of deformation gra-
dient tensor (Eq. 30), the corresponding Mohr circle is desig-
nated by the diameter spanned by the points at (d; b) and (a; c)
(Means, 1982). Therefore, we have r =
p
(a   d)2 + (b + c)2=2,






(a   d)2 + (b + c)2
: (34)
On the other hand, T is the transformation matrix of the linear
mapping in Eq. (31). Note the analogy between the equations,
TT JT = J and RTIR = I, the latter of which denotes rotation
in the physical space. As the analogy suggests, the mapping is
known as hyperbolic rotation in the Minkowski space. It means
that the mapping has a ‘rotation axis,’ which is identical with
p. The pole is not moved by the mapping, resulting in the fact
that p is parallel to the eigenvector of T corresponding to its
eigenvalue 1. A simple calculation shows that this eigenvector
has the components,
 b  c; b+ c; (a d)T. These vector com-
ponents show that tan  equals the right-hand side of Eq. (34),
thereby Eq. (33) being proved. It should be noted that the num-
ber is defined for instantaneous or infinitesimal deformation.
6.5. Supplementary properties of the formulation using H2
Can the present formulation be adapted to three-dimensional
deformation? The argument on this issue is beyond the scope
of this paper, but we would like to refer to a trend of plasticity
theory utilizing a higher-dimensional Minkowski space to deal
with three-dimensional stress-strain relationship. That is, the
series of works by Hong and Liu use equivalent strain to define
the x0-axis of six-dimensional Minkowski space (e.g., Hong
and Liu, 1999, 2001), where the remaining five-dimensional
subspace is unexpectedly equivalent with the parameter space
recently employed in the analyses of three-dimensional paleo-
stresses (Sato and Yamaji, 2006; Yamaji and Sato, 2006; Otsubo
et al., 2008; Yamaji et al., 2010) and three-dimensional shape
fabric (Yamaji et al., 2007). The theory is a clue to extend the
present method to three-dimensions.
Is the error estimation of F possible? To answer this prob-
lem, distance must be defined between deformation gradient
tensors. It poses a challenge: the amount of subsimple shear
goes to infinity, but that of supersimple shear shows an oscilla-
tory behavior. In the latter case, initial configurations of defor-
mation markers appear many times during steady, incremental
deformations. A single distance measure should evaluate the
amount of deformation consistently for sub- and supersimple
shear and simple shear. The problem is unanswered.
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Appendix A. Supplementary materials
This article has the following supplementary materials.
 Eighteen MATLAB M-files for the present inverse
method. The file ‘main0.m’ is the main program.
 File ‘readme.txt’ containing the explanations for the pro-
gram.
 Files ‘LU.tif’ and ‘LU.xls’ containing the sample data
shown in Fig. 7.
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