A massless scalar field exhibits an instability at the event horizon of an extreme black hole. We study numerically the nonlinear evolution of this instability for spherically symmetric perturbations of an extreme Reissner-Nordstrom (RN) black hole. We find that generically the endpoint of the instability is a non-extreme RN solution. However, there exist fine-tuned initial perturbations for which the instability never decays. In this case, the perturbed spacetime describes a time-dependent extreme black hole. Such solutions settle down to extreme RN outside, but not on, the event horizon. The event horizon remains smooth but certain observers who cross it at late time experience large gradients there. Our results indicate that these dynamical extreme black holes admit a C 1 extension across an inner (Cauchy) horizon.
Introduction
Recently, Aretakis has demonstrated the existence of an instability of a massless scalar field at the horizon of an extreme Reissner-Nordstrom (RN) black hole [1, 2] . For general initial data specified on a surface intersecting the event horizon, the field and its derivatives decay outside the horizon. However, a conservation law ensures that the first transverse derivative of the field on the event horizon generically does not decay. Instead it approaches a constant value at late time. This implies that a second derivative of the field generically grows with time on the horizon: an instability. Similar results apply to an axisymmetric scalar field in the extreme Kerr geometry [3, 4] .
This instability can be understood physically as follows. Consider a photon travelling along a null generator of the event horizon of a stationary black hole. The conserved energy of such a photon is zero. However, the energy as measured by a family of identical infalling observers is non-zero and redshifts as e −κv where κ is the surface gravity and v a Killing time coordinate.
So, for a non-extreme black hole, outgoing radiation at the horizon decays. However, for an extreme black hole, κ = 0 so the horizon redshift effect is absent: outgoing radiation at the horizon does not decay. Aretakis ' results have been extended in several directions. It has been argued that the massless scalar field instability occurs for any extreme black hole [5] . A similar instability occurs for linearized gravitational perturbations of extreme Kerr [5] and certain higher dimensional extreme vacuum black holes [6] ; and also for massive scalar field, or coupled linearized gravitational and electromagnetic, perturbations of extreme RN [7] . It has been observed that if no outgoing radiation is present initially at the horizon then an instability, if one exists, should be milder in the sense that it will afflict quantities involving more transverse derivatives [8] . Nevertheless, it has been argued in Refs. [7, 9] , and proved in Ref. [10] that such an instability does indeed exist: for a massless scalar in extreme RN, an ingoing wavepacket generically results in blow-up of a third transverse derivative of the scalar field at the horizon. Very recently, Aretakis studied a test scalar field with a nonlinear self-interaction in the extreme Kerr geometry [11] . He found that nonlinearity makes the instability stronger: generically a second derivative at the horizon blows up in finite time.
So far, all discussions of this instability have considered the case of test fields in a fixed extreme black hole spacetime. But what happens when one takes into account gravitational backreaction? What is the "final state" of the instability? These are the questions we will address in this paper. It has been conjectured by Dafermos [12] that: the instability will persist when backreaction is included; generically the endpoint will be a stationary non-extreme black hole; there exist non-generic initial perturbations for which the instability never ends. Our results support this conjecture.
We will consider Einstein-Maxwell theory coupled to a massless scalar field, assuming spherical symmetry. We will construct initial data describing an extreme RN black hole perturbed by an outgoing scalar field wavepacket at the event horizon. We will use a characteristic initial value formulation of the problem. Initial data is prescribed on ingoing and and outgoing null hypersurfaces which intersect in a 2-sphere as shown in Fig. 1 . After fixing a gauge, initial data is uniquely determined by specifying the (conserved) electric charge Q > 0 (which just sets a scale), the initial Bondi mass M i , and the scalar field profile on the two hypersurfaces. We take the scalar field to be an outgoing wavepacket as shown. The shape of the wavepacket will be fixed but we will consider different values ǫ for its amplitude.
Our initial data coincides with that of a RN solution except where the scalar field is nontrivial. This implies that the ingoing null hypersurface ends at r = 0 where there is a curvature singularity. For large enough M i , this singularity will be hidden behind an event horizon of the full spacetime but if M i is taken too low then the singularity will be naked, as for super-extreme RN. We will consider only spacetimes for which there is an event horizon.
Our initial data reduces to that of extreme RN when ǫ = 0 and M i = Q. Hence the question of stability of extreme RN involves investigating the behaviour of the solution as ǫ → 0 and M i → Q+. It is convenient to reduce to a 1-parameter family of initial data by taking M i to be some function of ǫ such that M i (ǫ) → Q+ as ǫ → 0. We have studied two different choices for this function.
Our first choice has M i (ǫ) = Q + O(ǫ 2 ). The linearization of such a solution has vanishing Figure 1 : Penrose diagram showing initial data prescribed on a pair of null hypersurfaces, the U and V axes, whose intersection is a sphere. The location of the future event horizon H + and future null infinity I + are also shown. The initial data for the scalar field describes an outgoing wavepacket near H + : this data vanishes on the outgoing null hypersurface and is compactly supported near H + on the ingoing null hypersurface. The initial data has a singularity denoted by the heavy dot. We construct a numerical solution in the shaded region. This is bounded by Cauchy horizons CH and CH ′ .
metric and Maxwell field perturbations: it corresponds to a test scalar field in a fixed extreme RN background, precisely the model considered by Aretakis. Since the metric perturbation is O(ǫ 2 ), one might guess that backreaction is negligible. This is incorrect because, at extremality, a second order metric perturbation causes a first order change in the position of the horizon. Hence it is conceivable that backreaction shifts the instability behind the horizon.
We find that the solution eventually settles down to a non-extreme RN black hole with surface gravity κ = O(ǫ). However, for an (Eddington-Finkelstein-like) time of order 1/ǫ, the scalar field exhibits features which are similar to the Aretakis instability. At the horizon, the transverse derivative of the field decays exponentially in time but the coefficient in the exponent is κ so this decay is very slow. The second transverse derivative of the field at the event horizon grows for a time of order 1/ǫ before undergoing slow exponential decay. The maximum value of this second derivative at the horizon does not vanish as ǫ → 0. This demonstrates that an instability exists in the nonlinear theory.
Our second choice of initial data has M i = Q + O(ǫ), i.e., it allows for a first order metric/Maxwell perturbation. Again, the solution eventually settles down to a non-extreme RN black hole, this time with κ = O(ǫ 1/2 ). In this case, we find that the scalar field and its first two derivatives decay on, and outside, the event horizon. However, the third transverse derivative of the scalar field at the horizon has a maximum value that does not vanish as ǫ → 0. Hence an instability is still present but it is milder than for the case just discussed.
In our numerical solutions, the metric is always close to a non-extreme RN black hole. This suggests that our results should be similar to the case of a test scalar field (of amplitude ǫ) in a non-extreme RN geometry with κ = O(ǫ) or O(ǫ 1/2 ). We find that this is indeed the case, and this toy model can be used to reproduce the essential features of our numerical solution.
We have considered also the case of an extreme RN black hole perturbed by an ingoing wavepacket. In this case, we find that generically there is an instability in the third derivative of the scalar field on the event horizon, just as occurs for the test field case [7, 9, 10] .
Returning to outgoing perturbations: generically we obtain a spacetime which settles down to a non-extreme RN solution. It is interesting to ask whether it is possible to fine tune the initial data so that the spacetime settles down to extreme RN. If we reduce M i slightly then the final RN black hole is closer to extremality. If we take M i too small then we obtain initial data for a spacetime with no event horizon: a naked singularity. Let M * (ǫ) be the critical value of M i such that an event horizon does not form when M i < M * (ǫ) but one does form when M i > M * (ǫ). It seems plausible that initial data with M i = M * (ǫ) will approach an extreme RN black hole at late time.
One might wonder whether a solution evolving to an extreme black hole at late time contradicts the third law of black hole mechanics: "a non-extreme black hole cannot become extreme in any physical process". This is not very precise e.g. one needs a definition of "extreme" applicable to a time-dependent spacetime. One such definition has been given by Israel [13] who defined extremality as the absence of trapped surfaces. His version of the third law states that if trapped surfaces are present on some initial Cauchy surface Σ then they will also be present on any Cauchy surface lying to the future of Σ. This does not exclude time-dependent black holes which are extreme forever, i.e., time-dependent black hole spacetimes without trapped surfaces. We will refer to such a spacetime as a dynamical extreme black hole.
We will argue below that a solution with M i = M * (ǫ) is a dynamical extreme black hole. We find that such a solution settles down to extreme RN outside the event horizon. However, on the event horizon, the scalar field behaves exactly as in the test field case studied by Aretakis. At late time, the scalar field decays on and outside the event horizon but its transverse derivative at the horizon approaches a constant dependent on the initial perturbation. This could be regarded as "hair" on the horizon of the black hole. The solution remains smooth at the event horizon however the second transverse derivative of the scalar field there grows without bound, i.e., it blows up.
We have also studied the black hole interior. It is well-known that the Cauchy horizon (CH in Fig. 1 ) of a non-extreme RN black hole is unstable against linearized perturbations [14] . For nonlinear, spherically symmetric perturbations, analytic [15, 16, 17] and numerical [18, 19] studies suggest the following picture. Near i + , there exist C 0 extensions of the metric, Maxwell and scalar fields across CH. However, at CH, the invariant Hawking mass will diverge ("mass inflation"). This implies that CH is actually a null curvature singularity (at least near i + ). For the theory considered here, Ref. [20] proved rigorously the existence of a C 0 extension across CH and, subject to an assumption concerning the decay of the scalar field along the event horizon, that the Hawking mass diverges at CH.
The significance of these results is that they show that the metric (and other fields) cannot be extended in a way in which the equations of motion are satisfied, even in a weak sense, at the Cauchy horizon. This supports the strong cosmic censorship conjecture. 1 Christodoulou has suggested that strong cosmic censorship should be formulated as non-existence of a C 0 extension of the metric for which the Christoffel symbols are locally square integrable [21] . This implies
We find a qualitative difference for dynamical extreme black holes. It is easy to show that the Hawking mass is bounded inside the black hole so there is no mass inflation. Our numerical results indicate that the fields and their derivatives extend continuously to CH. This implies that there exist (non-unique) C 1 extensions across CH. In particular, it is possible to extend the fields as a (weak) solution of the equations of motion, in contrast with the non-extreme case. Of course, extreme black holes are non-generic so there is no disagreement with strong cosmic censorship.
Marolf and Ori [23, 24] have discussed the experience of observers who fall freely into an extreme black hole. They considered a freely falling observer, with energy E, who crosses the event horizon at advanced time v. Such an observer can calculate the gradient of, say, our scalar field φ with respect to proper time τ . They suggested that, in the limit v → ∞ (at fixed E), dφ/dτ will diverge within a vanishingly short proper time after crossing the horizon. So a very late time freely falling observer of given energy would regard the horizon as effectively singular. Our results for the interior of a dynamical extreme black hole support this conjecture.
This paper is organized as follows. In section 2 we describe the Einstein-Maxwell-scalar field model that we will study, review some results concerning spherically symmetric solutions, and describe our initial data. Section 3 presents our results for the generic case in which the spacetime eventually settles down to non-extreme RN. Results in this section are for initial data describing an outgoing wavepacket. The case of an ingoing wavepacket is discussed in Appendix B. Our results for dynamical extreme black holes are presented in section 4. We discuss our results further in section 5.
2 Set up for numerical simulations
Basic equations
We consider Einstein-Maxwell theory coupled to a massless scalar field. The action is
We impose spherical symmetry and use double null coordinates:
Lines of constant U (V ) are outgoing (ingoing) radial null geodesics. The equation of motion for the Maxwell field gives ∂ V (r 2 α/f ) = ∂ U (r 2 α/f ) = 0. Thus we have
non-existence of an extension which is a weak solution of the equations of motion. See the introduction of Ref. [22] for a more detailed discussion and a nice review of results on black hole interiors.
where the constant Q is the electric charge of the spacetime. Using this equation, we can eliminate α from the other equations of motion, which are the evolution equations
and the constraints (the Raychaudhuri equations for outgoing and ingoing radial null geodesics)
The evolution equations imply that the constraints are preserved:
We will prescribe initial data on a pair of intersecting null hypersurfaces ( Fig. 1 )
where
Σ 1 and Σ 2 intersect in a 2-sphere with coordinates (U 0 , V 0 ). We will integrate numerically the equations of motion to determine the solution in the future domain of dependence of Σ, which is a subset of the region {U ≥ U 0 , V ≥ V 0 }. From Eq. (9), we can see that, if the constraint equations are satisfied on Σ, then they are also satisfied in the whole spacetime. In Appendix A, we explain how to write the RN solution in the above form.
Trapped surfaces, apparent horizon
In this section we will review definitions and some well-known results concerning trapped surfaces and apparent horizons in spherical symmetry [25] .
Far from the black hole r will decrease (increase) along ingoing (outgoing) null geodesics so r ,U < 0 and r ,V > 0. We will consider only initial data for which r ,U < 0 everywhere along Σ 1 (in particular, Σ 1 does not contain "anti-trapped" surfaces such as can occur in white holes). Our initial data will also have r ,U < 0 on Σ 2 . Eq. (8) then implies that r ,U < 0 in the future domain of dependence of Σ. In contrast, the sign of r ,V can change. The 2-sphere (U, V ) is trapped if r ,V < 0. It is marginally trapped if r ,V = 0. On a surface of constant V , the apparent horizon is the outermost (smallest U) marginally trapped 2-sphere. The apparent horizon of the full spacetime is defined to be the union of the apparent horizons of all surfaces of constant V .
Eq. (7) implies that if r ,V ≤ 0 on some 2-sphere then r ,V ≤ 0 along the outgoing null geodesics from that 2-sphere, hence r is non-increasing along these geodesics so they cannot reach I + . Therefore the apparent horizon and any (marginally) trapped surfaces must lie in the black hole region of the spacetime.
For a RN black hole solution, the apparent horizon coincides with the event horizon. For non-extreme RN, 2-spheres that lie between the inner (Cauchy) and outer (event) horizons are trapped. The (analytically extended) extreme RN solution has no trapped 2-spheres.
Quasi-local mass
In spherical symmetry, the quasi-local Hawking mass m(U, V ) is defined by
In the charged case, it is convenient to follow Ref. [16] and introduce the renormalized Hawking mass ̟ by replacing the LHS above with 1 − 2̟/r + Q 2 /r 2 , which gives
The RN solution with mass M and charge Q has ̟(U, V ) = M everywhere. Differentiating ̟ with respect to V and U gives
where we eliminated r ,U V , r ,V V and r ,U U using Eqs. (5), (7) and (8). As explained above, r ,U < 0 everywhere so ̟ ,V ≥ 0, i.e., ̟ is non-decreasing along outgoing null geodesics. Outside any (marginally) trapped region, in particular outside H + , we have r ,V > 0 and hence ̟ ,U ≤ 0 so ̟ is non-increasing along ingoing null geodesics.
Let U = U H be the event horizon. Outgoing null geodesics of constant U < U H will reach I + . For U < U H the Bondi mass is defined by
The monotonicity of ̟ implies that M B (U) is a non-increasing function of U. The initial Bondi mass is
If the spacetime contains an apparent horizon then the Bondi mass will satisfy the BPS inequality
This can be proved as follows [22] . Assume that the point (U 1 , V 1 ) lies on the apparent horizon.
Since r ,V = 0 on the apparent horizon we have ̟(U 1 , V 1 ) = r/2 + Q 2 /(2r) ≥ |Q| (minimizing w.r.t. r). Since ̟ ,U ≤ 0 for V = V 1 outside the apparent horizon, it follows that ̟(U, V 1 ) ≥ |Q| for U < U 1 . Now ̟ ,V ≥ 0 implies that ̟(U, V ) ≥ |Q| for U < U 1 and V ≥ V 1 . The result follows by taking V → ∞.
Construction of initial data
The Ansatz (2) has the residual gauge freedom
We fix this freedom as follows. First we set Q = 1, which just fixes the scale. Then we choose
and set
wherer(U, V ) is the function r(U, V ) for the extreme RN spacetime given in Appendix A. On Σ 1 , this implies that (Eq. (63) with Q = 1)
Note that r → 0 as U → 1 on Σ 1 . Since F µν F µν ∝ 1/r 4 it follows that there is a singularity at U = 1, V = V 0 so we restrict to U < 1. We will consider only initial data for which the singularity lies inside a black hole. For orientation, we note that the event horizon of the extreme RN spacetime is the surface U = 0. Hence we expect the event horizon in a spacetime describing a small perturbation of extreme RN to be a surface U = U EH with U EH ≈ 0.
On Σ 2 , our choice (20) implies that (from Appendix A)
We take the initial data for the scalar field to be trivial on Σ 2 :
On Σ 1 we take initial data describing an outgoing wavepacket (see Fig. 1 )
The right hand side of Eq. (24) is a smooth, compactly supported, function whose maximum value is ǫ. In our numerical calculations, we fix the parameters as U in = 0.9, U out = −5 and α = 4. This fixes the shape of the wavepacket. See Fig. 2 . We will consider different values for the amplitude ǫ.
Note that this wavepacket is broad compared to the size of the black hole, extending to r = 1 − U out = 6. Most of the wavepacket will lie outside the event horizon. The reason for this is that we are looking for an instability in which second r-derivatives of the scalar field become large. To claim an instability, we need to be sure that these derivatives are not large initially. We can make all derivatives of φ small initially by taking ǫ small enough. However, it is hard to maintain acceptable numerical accuracy for very small ǫ because the instability takes longer to develop. Therefore we ensure that r-derivatives of φ are small initially by taking a broad wavepacket. Since we have U ≤ 1 and U EH ≈ 0, this means that most of the wavepacket must lie outside the event horizon.
Having chosen initial data for φ and r, we can integrate the constraint equations C 1 and C 2 to determine f on Σ:
where f 0 ≡ f (U 0 , 0) is a constant of integration and we used (22) . We can relate the constant f 0 to the initial Bondi mass M i as follows. Note that ̟ is constant along Σ 2 because of Eq. (14) and φ = 0 on Σ 2 . Thus, we have M i = M B (U 0 ) = ̟(U 0 , 0). Calculating the RHS using the definition of ̟ gives
Hence the freedom to choose the parameter f 0 is equivalent to the freedom to choose M i . So we have a 2-parameter family of initial data specified by (ǫ, M i ) or (ǫ, f 0 ). On those parts of Σ where φ vanishes, we have initial data for Einstein-Maxwell theory, with spherical symmetry. The electrovac generalization of Birkhoff's theorem implies that such initial data must be Reissner-Nordstrom. Hence our initial data is RN on Σ out ≡ Σ 2 ∪{(U, V 0 ) ∈ Σ 1 : U < U out } with mass parameter M i , and the spacetime will be exactly RN in the future domain of dependence of Σ out shown in Fig. 3 .
The initial data is also RN on Σ 1in ≡ {(U, V 0 ) ∈ Σ 1 : U > U in } (see Fig. 3 ). Eq. (14) implies that the renormalized Hawking mass ̟ is constant on Σ 1in but the data on Σ 1in alone does not determine its value. Scattering of φ implies that the spacetime immediately to the future of Σ 1in will not be RN in general. 
The RHS is manifestly positive at U = U 0 so r ,V > 0 at (U 0 , 0). But as U increases, it is possible that r ,V becomes negative, in which case trapped 2-spheres are present on Σ 1 . The apparent horizon, if present on Σ 1 , is located at the smallest value of U for which r ,V = 0.
3 Nonlinear instability of extreme RN
Choice of initial perturbation
Our initial data reduces to extreme RN initial data when ǫ = 0 and M i = 1 (f 0 = 2). Hence to study perturbations of extreme RN we will consider small ǫ and small M i − 1 > 0 (the latter inequality comes from (17), recall we have set Q = 1). Exploring a 2-parameter family of solutions numerically is difficult so we will consider 1-parameter subfamilies in which we set M i = M i (ǫ) with M i (ǫ) → 1+ as ǫ → 0. We have considered two different 1-parameter families which are defined as follows.
1. Degenerate apparent horizon. For fixed ǫ and large enough M i , our initial data contains trapped 2-spheres in some region U + < U < U − of Σ 1 . The 2-spheres U = U ± are marginally trapped and U = U + is the apparent horizon. If we now reduce M i then the trapped region shrinks until we reach a critical value M i (ǫ) at which U + = U − . In this case we have an apparent horizon but no trapped 2-spheres. We will refer to this as a degenerate apparent horizon.
In this case, the function r ,V on Σ 1 has a unique zero (at U = U + ) which is also a global minimum and hence, r ,V = (r ,V ) ,U = 0 at U = U + . Eq. (5) reveals that r = 1 at U = U + so (21) implies that U + = 0. Vanishing of r ,V at U = 0 now determines (using (28)) f 0 , and hence M i , in terms of ǫ. For small ǫ we find that f 0 = 2 + 0.740ǫ
. The latter implies that the solution in the future domain of dependence of Σ out (the shaded region of Fig. 3 ) is non-extreme RN.
For this choice of initial data, the perturbation does not change the initial size of the apparent horizon, which remains at r = 1. We have achieved this by "adding negative energy" behind the horizon to cancel the energy of the scalar field. The negative energy corresponds to reducing the value of ̟ on Σ 1in below the value (̟ = 1) corresponding to extreme RN. Hence, very loosely, one might think of the initial data as being "super-extreme" RN on Σ 1in . Although there is no initial perturbation to the size of the apparent horizon, we will see that the apparent horizon rapidly grows to a radius r = 1 + O(ǫ).
This data has M i = 1 + O(ǫ 2 ), i.e., the perturbation to the mass is second order in ǫ.
, which implies that the metric (and Maxwell field) of a solution arising from this initial data differ from those of extreme RN only at second order in ǫ. Hence the linearization of the solution gives vanishing metric and Maxwell field perturbations: it is just a scalar field evolving in a fixed extreme RN spacetime, precisely the situation considered by Aretakis.
2. First order mass perturbation. A generic perturbation would give rise to a first order change in the mass: M i = 1 + O(ǫ) so it is interesting to consider initial data of this type. We make the choice M i = 1 + ǫ. Eq. (27) , gives f 0 = 2 + 0.938ǫ + 0.440ǫ 2 + O(ǫ 3 ) for small ǫ. In this case, the linearization of the solution gives non-vanishing metric and Maxwell perturbations. These do not couple to the scalar field at linear order, so Birkhoff's theorem implies that the linearized metric and Maxwell perturbations correspond simply to a first order increase in the mass parameter of the RN solution. In the linearized solution, the scalar field evolves exactly as in the case studied by Aretakis. Of course, at the nonlinear level, the metric, Maxwell field, and scalar field perturbations are coupled.
For this initial data we find
, corresponding to marginally trapped 2-spheres of radius r ± = 1 − U ± so the initial radius of the apparent horizon is
) term here comes from the linearized metric perturbation. The scalar field contributes only at O(ǫ).
Results: initial data with degenerate apparent horizon
We have solved the equations of motion numerically following the method of Ref. [26] . Appendix C contains a discussion of the numerical accuracy of our results.
We have considered ǫ = 0.05, 0.04, 0.03, 0.02, 0.01. In all cases we find that the solution on, and outside, the event horizon approaches a non-extreme RN solution at late time (large V ). However, there is a long time for which the scalar field exhibits behaviour similar to that of a test field in extreme RN. In particular, there is an instability at the event horizon. We now describe our results in detail, starting with the properties of the apparent and event horizons.
On a surface of constant V , we denote the position of the apparent horizon by U = U AH (V ) and its radius by r AH (V ) ≡ r(U AH (V ), V ). These functions approach constant values at late time. Since we expect the apparent horizon to approach the event horizon at late time, we can determine the position of the event horizon as U EH = lim V →∞ U AH (V ). Once we have found U EH we can determine the radius of the event horizon r EH (V ) ≡ r(U EH , V ). In Fig. 4 , we show how these quantities change with time V for initial data with different values of ǫ.
The radius of the apparent horizon grows rapidly before settling down to a constant value. Since r > 1 for V > 0 it follows that the apparent horizon is non-degenerate for V > 0, i.e., trapped surfaces form immediately in the time evolution of this initial data. In contrast with the behaviour of the apparent horizon, we find that the radius of the event horizon is almost constant in time: r EH (V ) ≈ 1 + 0.245ǫ. Hence, although this perturbation does not change the initial radius of the apparent horizon, it results in an O(ǫ) change in the initial radius of the event horizon.
Next we will describe the behaviour of the scalar field. In order to examine the behaviour near the horizon we can plot φ(U, V ) against r(U, V ) at a fixed time V , viewing U as a parameter.
2 Doing this for different values of V gives us snapshots of the scalar field at different times. This is done in Fig. 5 for ǫ = 0.05. We also plot ∂ r φ ≡ φ ,U /r ,U .
3 These plots reveal that φ and ∂ r φ both decay for large V at fixed r ≥ 1. In particular, they decay on, and outside, the apparent and event horizons. This implies that the energy-momentum tensor of the scalar field decays on, and outside, the apparent/event horizon. This strongly suggests that the solution approaches a RN solution at late time (because of the electrovac version of Birkhoff's theorem). The latter is uniquely determined by its horizon radius r + (ǫ) = lim V →∞ r EH (V ) = 1 + 0.245ǫ. Since r + (ǫ) > 1, this RN solution is non-extreme.
A quantitative measure of closeness to a RN solution is given by the renormalized Hawking 2 Plotting φ against U is less useful because lines of constant U < U EH move outwards at the speed of light and hence are far from the horizon at large V . 3 We calculate ∂ n r φ (n = 1, 2, 3) not by taking derivatives of φ(U, V ) numerically but by obtaining and solving evolution equations for ∂ n r φ. See Appendix D for the details. In Fig. 7 , we plot the Bondi mass M B (U), defined by (15) . To calculate this, we used the approximation M B (U) ≃ ̟(U, V = 150) which is valid because ̟ does not vary significantly with V for V > 150. As explained above, M B (U) must be a non-increasing function of U and respect the BPS bound:
The behaviour of the Bondi mass can be understood from Eq. (14), which shows that ̟ ,U is proportional to −r 2 φ 2 ,U . The profile of the wavepacket remains qualitatively the same as it propagates outwards. Hence at constant V , ̟ is approximately constant at sufficiently early time (U < −4, corresponding to the outer edge of the wavepacket). ̟ then decreases as U approaches the value U ≈ −2 where the wavepacket has its maximum. At this maximum, φ ,U At late time (U → U EH ), the Bondi mass settles down to its final value M f (ǫ). We have checked that this final value agrees, to within numerical accuracy, with the mass of a RN black hole of horizon radius r + (ǫ). The Figure shows that most of the "excess" mass M i − 1 of the spacetime is radiated to infinity instead of ending up in the final black hole: we find (M f − 1)/(M i − 1) ≈ 0.0375. This is because most of our initial wavepacket lies outside the event horizon.
We now return to the behaviour of the scalar field and the question of its stability. Recall that, for the test scalar field in extreme RN, Aretakis proved that (∂ r φ) V ≡ φ ,U /r ,U does not decay on the event horizon, but generically approaches a non-zero constant value at late time. He proved also that (∂ 2 r φ) V blows up at late time on the event horizon. In Fig. 8 , we show our results for the time-dependence of φ and its first two r-derivatives (taken at fixed V ) on the event horizon. The late time behaviour of ∂ r φ on the event horizon exhibits an important difference from the case of a test field in extreme RN. In the nonlinear solution, (∂ r φ) EH does not approach a constant value at late time. Instead Fig. 8 shows a slow decay. We can fit this decay to a function αe −βV for V ∈ [150, 300] and find β = 9.78 × 10 −3 , 7.33 × 10 −3 , 4.87 × 10 −3 for ǫ = 0.04, 0.03, 0.02 respectively. This value for β is very close to the surface gravity κ(ǫ) of the final RN black hole (as determined from its horizon radius r + (ǫ)), which is κ = 9.54 × 10 −3 , 7.19 × 10 −3 , 4.82 × 10 −3 respectively. We will explain this decay rate analytically below. Physically, the redshift effect of the final non-extreme black hole causes the radiation at the horizon to decay. 4 Nevertheless, there is still an instability, as we now explain.
We find that the magnitude of ∂ 2 r φ on the event horizon initially grows with V , reaches a maximum value and then decays. As ǫ is decreased, we find that |∂ 2 r φ| grows for a longer 4 We expect that scattering outside the event horizon will cause this exponential decay to transition to power-law decay at very late time. 
r φ) EH | grows until it reaches a maximum ∼ 0.5 and then decays to zero. The maximum value does not tend to zero as ǫ → 0. This is an instability. time but at a slower rate. The maximum value of |∂ 2 r φ| on the event horizon is about 0.5 in all cases. 5 In particular, this maximum value does not tend to zero as ǫ → 0. We explore this in more detail in Fig. 9 , which gives the maximum value of |∂ n r φ| on the event horizon for n = 0, 1, 2 as ǫ is decreased. Note that the maximum values of |φ| and |∂ r φ| are O(ǫ) and hence tend to zero as ǫ → 0. However, the maximum value of |∂ 2 r φ| approaches a non-zero limit as ǫ → 0.
In summary, as the amplitude of the initial perturbation is taken to zero, an effect caused by the perturbation does not tend to zero. This demonstrates an instability of extreme RN in the nonlinear theory. The reason for this instability is that ∂ r φ decays much faster outside the event horizon than it does on the event horizon, so ∂ 2 r φ becomes large on the horizon. Our work reveals that, for any finite amplitude of perturbation, the instability eventually decays and the solution settles down to non-extreme RN. We will argue below that the time at which decay occurs diverges as 1/ǫ as ǫ → 0.
Results: initial data with first order mass perturbation
In this section, we discuss briefly the results for the initial data with non-vanishing first order mass perturbation defined in section 3.1. As above, the solution settles down to a nonextreme RN black hole at late time. This has surface gravity κ = O(ǫ 1/2 ), whereas above we had κ = O(ǫ). We will show below that κ −1 is the time scale over which the instability develops and eventually decays. This implies that we can study smaller ǫ in this section than we did above. We have studied the cases ǫ = 10 −1 , 10 −2 , 10 −3 , 10 −4 , for which the final black hole has surface gravity κ = 0.19, 0.11, 0.041, 0.014 respectively.
As above, we find that φ, ∂ r φ decay on, and outside the event horizon. In contrast with the above case, we find that there is no instability associated to the behaviour of ∂ 2 r φ: Fig. 10(a) shows that the maximum value of |(∂ 2 r φ) EH | is proportional to ǫ 1/2 and hence vanishes as ǫ → 0. Hence this initial perturbation is more stable than the initial perturbation with a degenerate apparent horizon. However, an instability is still present. To see it, consider |(∂ 3 r φ) EH | as shown in Fig. 10(b) . The maximum value of this quantity does not vanish as ǫ → 0 and so there is an instability. We will reproduce this result analytically below. 5 For comparison, we note that the maximum value of |∂ 2 r φ| on the initial surface V = 0 is 1.27ǫ. : Maximum values of (∂ n r φ) EH for n = 0, 1, 2 against ǫ. The maximum value for n = 0, 1 tends to zero as ǫ → 0. However, for n = 2 it tends to a non-zero limit as ǫ → 0, which demonstrates the existence of an instability.
A similar instability occurs for initial data describing an extreme RN solution perturbed by an ingoing wavepacket. This is discussed in Appendix B.
Toy model
In this section, we will explain how our numerical results can be understood by analytic calculations using a toy model. Our numerical results reveal that the instability occurs at late time, when the metric near the event horizon has stopped evolving significantly with time and has settled down to the metric of the final non-extreme RN black hole. This suggests that the solution near the horizon will be well-approximated by a test scalar field of initial amplitude ǫ evolving in a fixed non-extreme RN spacetime with surface gravity κ = O(ǫ) (for the initial data with a degenerate apparent horizon) or κ = O(ǫ 1/2 ) (for the initial data with a first order mass perturbation). We are interested in the behaviour of the solution as ǫ → 0. We can consider both cases simultaneously by allowing for general values of κ and ǫ.
Consider the RN solution (Appendix A) in ingoing Eddington-Finkelstein coordinates:
where r ± = M ± √ M 2 − 1 (since Q = 1). Lines of constant v are ingoing radial null geodesics. The future event horizon H + lies at r = r + and has surface gravity
We will label the black hole by its surface gravity κ. For small κ we have Note that v is not quite the same as the coordinate V used in our numerical simulations because our gauge choice (20) refers to the extreme RN spacetime. However, v and V will agree as κ → 0, which is the limit we will eventually take.
We consider a spherically symmetric massless scalar field φ(v, r) with initial data prescribed on intersecting null hypersurfaces as described above. For definiteness, we take the "ingoing" hypersurface (Σ 1 ) to be at v = 0. The data on this hypersurface is an outgoing wavepacket of amplitude ǫ: φ = ǫφ whereφ is independent of ǫ. The initial data on the outgoing hypersurface (Σ 2 ) is assumed to be trivial as above. If we define
then the spherically symmetric massless scalar wave equation in this geometry is
where subscripts denote derivatives. Following Aretakis' approach for extreme RN, let's evaluate this equation on H + . The result can be rearranged to give
and hence
where we define (for positive integer n)
For extreme RN we have κ = 0 and so we recover Aretakis' result that Φ r (v, r + ) is constant on H + . For κ > 0, we need to assume something about the behaviour of Φ on H + to deduce how Φ r behaves there. The assumption we make is:
for v ≥ 0, where C and p are positive constants independent of ǫ and κ (but could depend on the choice of profileφ, which we are holding fixed). This assumption is motivated by the known results for the decay of a scalar field on H + . For non-extreme RN, it has been proved that the result above applies for p = 3 − δ (for any δ > 0) but with a coefficient C that depends on κ (and δ), and diverges as κ → 0 [27] . For extreme RN, Aretakis proved that the above result holds with p = 3/5 although the results of Ref. [7, 9] suggest that this can be improved to p = 1. In our case, none of these results apply strictly because we want a result with C independent of κ. So we make the most conservative choice p = 3/5, although in practice our numerical results indicate that the solution will decay much faster than this.
Using this assumption in (35) one can bound the second term in (35):
where, in the second inequality we wrote
and used e −κ(v−x) ≤ 1, and in the third inequality we used κ < 1/2 and D n is a positive constant independent of ǫ, κ.
Let us now assume now that κ = κ(ǫ) such that κ → 0 as ǫ → 0, as is the case for the choices of κ(ǫ) discussed at the start of this section. We also fix a time interval v ∈ [0, N/κ] where N is independent of ǫ. Using Φ r (0, r + ) = ǫ(rφ) r (0, r + ), we see that the first term in (35) is O(ǫ). Over this time interval, the second term in (35) is O(ǫκ 3/5 ) (using (38)), which can be made arbitrarily small compared to the first term by taking ǫ sufficiently small. Hence, for small enough ǫ, the first term in (35) dominates for v ∈ [0, N/κ]. This slow exponential decay of Φ r at the event horizon, with exponent κ, is in good agreement with our numerical results for the full nonlinear system we studied in section 3.2. Now we consider Φ rr . To investigate the behaviour of this quantity, we again follow Aretakis' approach. Taking an r-derivative of (33) gives
and evaluating this at r = r + gives
Using (35) and integrating gives
As before, assume κ = κ(ǫ) with κ → 0 as ǫ → 0 and consider the time interval v ∈ [0, N/κ] where N is independent of ǫ. The first term in (42) is O(ǫκ −1 ). Using (38) we have
Hence the second term in (42) is O(ǫκ −2/5 ). Eq. (38) implies that the third term is also O(ǫκ −2/5 ). The final term is O(ǫ). Now consider the case for which κ = κ 0 ǫ + O(ǫ 2 ) where κ 0 > 0 (as for our degenerate apparent horizon initial data). Using the results just obtained, it follows that the second, third and fourth terms of (42) vanish in the limit ǫ → 0. However, the first term is O(1) and hence survives this limit. To see this, set v =v/κ withv ∈ [0, N] independent of ǫ. We then have
As explained above, the non-vanishing of this quantity demonstrates the existence of an instability. For smallv, the absolute value of the RHS grows linearly withv, just as in the Aretakis instability. However, it reaches a maximum atv = log 2 (v = κ −1 log 2) and decays exponentially thereafter. Using the values of κ(ǫ) obtained in section 3.2 we have κ −1 log 2 ≈ 72, 96, 144 for ǫ = 0.04, 0.03, 0.02, so the position of the maximum determined analytically is in good agreement with the numerical result shown in Fig. 8 .
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This argument for instability fails when κ = O(ǫ 1/2 ) which corresponds to the case in which the full nonlinear problem has a non-zero first order metric perturbation. In this case, the first term in (42) is O(ǫ 1/2 ), in agreement with the numerical results shown in Fig. 10 . However, as explained above, an instability is present in this case, we just need an extra derivative to see it. Taking an r-derivative of (40) and evaluating at r = r + gives (using Φ, Φ r = O(ǫ))
and we assumed v ∈ [0, N/κ]. Using (42) and integrating
If we now set κ = κ 1 ǫ 1/2 + O(ǫ) (κ 1 > 0) then the correction term vanishes as ǫ → 0 and, for v =v/κ withv ∈ [0, N], we have
which is O(1), demonstrating instability. The above expression has a maximum atv = log 3 (v = κ −1 log 3) and decays exponentially at largerv. Using the values of κ(ǫ) obtained in section 3.3 we have κ −1 log 3 ≈ 27, 73 for ǫ = 10 −3 , 10 −4 , so the position of the maximum determined analytically is in reasonable agreement with the numerical results shown in Fig. 10 .
In summary, subject to a reasonable assumption concerning the decay of the scalar field along the event horizon, we have shown that this linear toy model provides a good explanation of our numerical results for the full nonlinear evolution. In particular, it explains the existence of an instability in the second or third transverse derivative of the scalar field at the event horizon. The instability develops over a time of order κ −1 where κ is the surface gravity of the final black hole. It is followed by a period in which the scalar field and its derivatives decay as e −κv on the event horizon. This is the horizon redshift effect. At times much later than κ −1 we would expect this exponential decay to be replaced by a power law tail arising from scattering outside the black hole.
Dynamical extreme black holes 4.1 Introduction
We have seen that a generic perturbation of an extreme RN black hole leads to an instability but eventually the spacetime settles down to non-extreme RN. In this section we will show that it is possible to fine-tune the initial perturbation so that the solution settles down to extreme RN outside the event horizon. Because of the third law of black hole mechanics ("a non-extreme black hole cannot become extreme"), it is natural to regard such a black hole as extreme for all time, so it is a time-dependent extreme black hole. To make the discussion more precise, we need a definition of extremality that encompasses time-dependent black holes.
One could define extremality in terms of the late-time behaviour of the event horizon. For example we could define the black hole to be extreme if r → 1 along the event horizon as V → ∞ (we continue to set Q = 1 in this section). Alternatively we could define the black hole to be extreme if ̟ → 1 along the event horizon as V → ∞. Another definition might be M B → 1 at late time. However, we will adopt a version of Israel's definition [13] and say that our black hole spacetime is extreme if there is no trapped symmetry 2-sphere in the future domain of dependence of Σ. In fact, the black holes that we will discuss in this section are extreme with respect to all of these definitions, as is extreme RN.
This definition apparently requires us to monitor the entire black hole interior for trapped 2-spheres. Fortunately, this is not the case. The LHS of Eq. (5) can be written (rr ,V ) ,U so the unique stationary point of rr ,V on a surface of constant advanced time V is located at r = Q = 1. (It is unique because r ,U < 0 so r decreases monotonically along this surface.) Furthermore, this corresponds to a global minimum because r ,U < 0 and (rr ,V ) ,U change sign from negative to positive as r decreases through r = 1. If trapped 2-spheres are present on this surface of constant V then rr ,V is negative somewhere on this surface, so its minimum value must be negative. Hence trapped 2-spheres are present on this surface of constant V if, and only if, r ,V < 0 at the value of U for which r = 1. So trapped 2-spheres are absent on a surface of constant V if r ,V ≥ 0 where r = 1 this surface.
If a surface of constant V has no trapped 2-spheres but does have an apparent horizon then, since r ,V = 0 at the apparent horizon but r ,V > 0 elsewhere on the surface, the apparent horizon corresponds to the minimum of r ,V and hence has radius r = 1. This is what we called a degenerate apparent horizon above. We found that trapped 2-spheres formed immediately when such data was evolved in time. So the spacetime arising from such initial data does not describe an extreme black hole.
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If we reduce M i slightly below the value which gives initial data with a degenerate apparent horizon then the initial data contains no apparent horizon. However, when this data is evolved, we find that trapped 2-spheres form after a non-zero advanced time (V ). Eventually it settles down to a non-extreme RN solution. So again, such data does not produce an extreme black hole.
If we reduce M i still further then there will be a critical value M * (ǫ) such that the spacetime describes a black hole when M i > M * (ǫ) but has no event horizon when M i < M * (ǫ) (e.g. a naked singularity). We will now argue that the spacetime with M i = M * (ǫ) describes an extreme black hole.
The argument is based on Cauchy stability of the equations of motion. This states that, in a compact subset of the future domain of dependence of Σ, the solution depends continuously on the initial data prescribed on Σ.
Consider a solution with M i slightly greater than M * (ǫ). This settles down to a non-extreme RN black hole with horizon radius r + ≤ 2 (say). It follows that the event horizon radius is always less than 2. Since r ,U < 0, we have r ≤ 2 inside the black hole too. Numerically we find that the horizon of the black hole is always close to U = 0 for small ǫ. In particular, the region U ≥ 0.5 lies inside the black hole and therefore has r ≤ 2. It follows that, for M i sufficiently close to (but greater than) M * (ǫ), we have r(U, V ) ≤ 2 for U ∈ [0.5, 0.6] (say) and V ∈ [0, V 1 ] for any V 1 > 0. Cauchy stability now implies that the solution with M i = M * (ǫ) also must have r(U, V ) ≤ 2 in the compact region [0.5, 0.6] × [0, V 1 ] But this holds for any V 1 > 0. 8 Hence, for the solution with M i = M * (ǫ), outgoing null geodesics with U ∈ [0.5, 0.6] do not reach infinity, so this region of the spacetime must lie inside a black hole.
To prove that this black hole is extreme, assume the converse. Then the spacetime with M i = M * (ǫ) has a trapped 2-sphere, i.e., r ,V < 0 at some point (U 1 , V 1 ). But then we can apply Cauchy stability to deduce that there exists M i < M * (ǫ) for which the spacetime has a trapped 2-sphere at (U 1 , V 1 ). But, as explained in section 2.2, a trapped 2-sphere must lie inside a black hole, which contradicts the fact that a spacetime with M i < M * (ǫ) does not have a black hole region. Hence the spacetime with M i = M * (ǫ) describes a black hole without trapped 2-spheres: an extreme black hole.
For given ǫ, we determine M * (ǫ) as follows. As mentioned above, the minimum value of rr ,V on a surface of constant V is located at r = 1. For M i > M * (ǫ), the black hole is non-extreme at late time so this minimum value is negative. For M i < M * (ǫ) the minimum value must be positive because there are no marginally trapped 2-spheres. So M * (ǫ) is determined by tuning M i so that the value of rr ,V | r=1 on a surface of constant V approaches 0 at late time (large V ). In practice, it is easier to tune f 0 , which is related to M i by (27).
Results
We were led to consider dynamical extreme black holes by the question of stability of extreme RN. When investigating stability, we considered small values of ǫ. However, now it seems more interesting to consider larger ǫ since this gives an extreme black hole solution which is not particularly close to extreme RN initially. For the rest of this section we will report results for ǫ = 0.5, 0.1. Smaller values of ǫ give qualitatively similar results. We will state results for ǫ = 0.5 and give the results for ǫ = 0.1 in parentheses.
We find that M * (ǫ) − 1 = 1.8 × 10 −1 (7.6 × 10 −3 ) for ǫ = 0.5 (0.1) and the corresponding critical value of f 0 − 2 is 1.8 × 10 −1 (7.1 × 10 −3 ). We have determined the solution up to V = 500.
For M i > M * (ǫ), the solution settles down to non-extreme RN at late time outside the horizon. For M i = M * (ǫ), we find that the solution settles down to extreme RN at late time outside the horizon. The scalar field decays for r > 1, as shown for r = 1.5 in Fig. 11(a) . At late time, the decay is consistent with a power law tail: fitting the data for r = 1.5, V ∈ [150, 300] to a power V −a gives a = 2.0 (2.0) which agrees with results for a test field in extreme RN [7, 28] .
When we studied solutions settling down to non-extreme RN, we determined the location of the event horizon from the late time location of the apparent horizon. The latter is determined as the boundary of the region containing trapped 2-spheres. This does not work here because, as we have explained, a dynamical extreme black hole does not have trapped 2-spheres. In principle, the location of the event horizon can be determined by identifying the value U EH for which r → ∞ as V → ∞ along outgoing null geodesics with U < U EH but r is bounded as V → ∞ for outgoing null geodesics with U ≥ U EH . However, it is difficult to do this with high accuracy. 9 We will adopt a less rigorous way of identifying the location of the event horizon. Since the solution settles down to extreme RN for r > 1, we assume that the late time limit of the radius of the event horizon coincides with the extreme RN value r = 1. This is equivalent to assuming that the position of the event horizon behaves continuously as M i → M * (ǫ).
To justify this assumption, we can examine in more detail how quickly the solution settles down to extreme RN. A plot of the renormalized Hawking mass ̟ looks just like Fig. 6 except that the late time value is now ̟ = 1. This shows ̟ has settled down to the extreme RN value ̟ = 1 in the region 1 < r ≤ 8 by time V = 30. This indicates that the metric settles down to extreme RN near the horizon at early time in our numerical evolution, which extends to V = 500. Hence our assumption that the late time horizon radius is the same as that of extreme RN seems very reasonable. Fig. 11(b) shows that indeed there exists a value U EH such that the outgoing null geodesics U = U EH have r → 1 at large V . 10 We find U EH = 0.044 (0.0015). As a check on our 9 The reason can be understood by considering the extreme RN solution, for which U EH = 0 and, for small U , r becomes large only when V −2/U (see Appendix A). Since we evolve only up to V = 500 we would not expect to determine U EH to an accuracy of better than 0.004 this way. 10 In practice we determine U EH by the condition r(U EH , V ) = 1 for some large value of V . We used assumption that U = U EH is the event horizon, Fig. 11(b) shows that an outgoing radial null geodesic with U = 0.040 expands at large V so U = 0.040 must be outside the event horizon. The radius of the event horizon as a function of V is given by r EH (V ) = r(U EH , V ). This can be seen in Fig. 11(b) . The initial event horizon radius is 0.96 (0.998) so the event horizon radius does not vary much with time, just as for the degenerate apparent horizon initial data with much smaller ǫ (Fig. 4(b) ). This is because most of the initial wavepacket lies outside the horizon and propagates to infinity instead of falling into the black hole.
The Bondi mass is shown in Fig. 12(a) . It approaches the BPS value M B = 1 at late time (U → U EH ). Fig. 12(b) shows the behaviour of ̟ along outgoing null geodesics. For U = U EH we see that ̟ → 1, indicating that the metric settles down to extreme RN on the event horizon. Note that ̟ has settled down to its asymptotic value by time V = 30. Since the metric is settling down to extreme RN both on and outside the event horizon, we would expect the late-time evolution of the scalar field to resemble a test field in extreme RN, in which case it must exhibit the Aretakis instability and therefore the solution as a whole does not approach extreme RN on the horizon. This is indeed the case.
First, Fig. 13(a) shows that the scalar field decays on the event horizon. Fitting the solution for V ∈ [150, 300] to a power law V −a we find a = 0.95 (0.95) which agrees (up to numerical error) with the result φ ∼ 1/V for a test field in extreme RN [7, 9] . Fig. 13(b) shows the behaviour of (∂ r φ) V ≡ ∂ U φ/∂ U r at the event horizon. At late time this quantity approaches a non-zero constant H 0 = 0.36 (0.047) just like a test field in extreme RN. However, outside the horizon ∂ r φ decays. This implies that ∂ 2 r φ blows up at late time on the horizon, as shown in Fig. 13(c) . The blow-up is linear in time, just as in the Aretakis instability of a test field in extreme RN. So our results demonstrate that dynamical extreme black holes exhibit a nonlinear version of the Aretakis instability. V = 100. These results show that, at late time, the solution on the horizon is not extreme RN: there is an additional parameter H 0 , which depends on the initial data e.g., it depends on ǫ. Hence there is "hair on the horizon" of a dynamical extreme black hole. This "hair" has an effect that can be detected outside the horizon: at fixed r > 1, the scalar field decays as V −2 when H 0 = 0 but as V −3 when H 0 = 0 [7, 9] . These results are for ǫ = 0.5 (0.1), which is not very small. However, we find qualitatively similar behaviour for smaller ǫ, corresponding to a small perturbation of extreme RN. This shows that there exist non-generic initial perturbations of extreme RN for which the Aretakis instability never decays.
Ref. [28] made a prediction for the late time behaviour of a test scalar field outside the event horizon of extreme RN. In our coordinates, this is
for V ≫ |r * (r)| where r * is defined by (59). Since our field is behaving like a test field at late time, it should match this prediction. We have performed numerical fits of (r − 1)V 2 φ/(−4H 0 ) for V ∈ [200, 500] using a function a + b/V + c/V 2 for r = 1.5, 3.0, 5.0. In all cases we find that a lies between 1.01 and 1.02, 11 so the prediction of Ref. [28] is in good agreement with our results.
Since we are considering "critical" solutions obtained by tuning a 1-parameter family of initial data, it is natural to ask whether there is any analogue of black hole critical phenomena [29] in this model. Is there universal behaviour as M i → M * (ǫ)? Here, "universal" means "independent of initial data", i.e., independent of ǫ. Hence if there is universality then the behaviour for general ǫ must be the same as for ǫ = 0, i.e., for the RN solution. We find that this is indeed the case: the final Bondi mass M f obeys M f −1 ∝ M i −M * (ǫ) as M i → M * (ǫ) for ǫ = 0.5, 0.1, in agreement with the trivial case ǫ = 0. This implies that the surface gravity of the final black hole is κ ∝ (M i − M * (ǫ)) 1/2 . Given our results in the previous section, it follows that the "decay time" for the solution to settle down to non-extreme RN (on and outside the horizon) scales as
Black hole interior
We will now describe the interior of a dynamical extreme black hole. Our main interest is what happens as V → ∞ inside the black hole. In the non-extreme case, it has been proved that one can introduce a new coordinateV (V ) withV (∞) =V * finite, such that the metric, Maxwell field and scalar field can be continuously extended across the null surfaceV =V * [20] . This surface is a Cauchy horizon in the extended spacetime (denoted CH in Fig. 1 ). However, one finds that ∂V φ, ∂V r and ̟ diverge at the Cauchy horizon. This implies that one cannot extend the fields so that they are C 1 at the Cauchy horizon. In particular, one cannot extend the fields so that they satisfy the equations of motion, even weakly, at the Cauchy horizon.
At the level of test fields, the divergence of ∂V φ at the Cauchy horizon can be understood as follows [14] . One can argue that ∂ V φ ∼ V −p as V → ∞ for some p > 0. For a test field, the metric is exactly non-extreme RN, which can be extended across the Cauchy horizon (at r = r − ) by definingV = −e −κ − V where κ − is the surface gravity of the Cauchy horizon. But then we have ∂V φ ∼ e κ − V V −p , which diverges as V → ∞. But note that for extreme RN we haveV ∼ −V −1 so if we had ∂ V φ ∼ V −p then we would get ∂V φ ∼V p−1 which is continuous atV = 0 for p ≥ 1. This suggests that, when one includes backreaction, the Cauchy horizon of a dynamical extreme black hole might be smoother than that of a non-extreme black hole. We will now argue that this is indeed true.
First, it is easy to see that ̟ is bounded in an extreme black hole. Consider a black hole which has no trapped surfaces on the surface V = V 1 . Pick a point (U 1 , V 1 ) inside the black hole. Since the black hole is extreme we have r ,V (U, V 1 ) ≥ 0 and so (from (14)
is the "final" Bondi mass. If the black hole is extreme then this holds for all V 1 so we have ̟ ≤ M f throughout the black hole interior.
Our numerics indicate that M f = 1 for our M i = M * (ǫ) solutions. Hence we must have ̟ ≤ 1 everywhere inside the black hole. 12 In particular ̟ cannot diverge as V → ∞. Fig. 12(b) shows how ̟ behaves at large V along lines of constant U inside the black hole. In all cases, lim V →∞ ̟(U, V ) < 1. ̟ is close to 1 inside the black hole, indicating that the solution there is close to the extreme RN interior, even though ǫ = 0.5 is quite large. This is because only a small part of our initial wavepacket (Fig. 2) lies inside the black hole. Most of it lies outside the black hole and propagates to infinity. By considering different initial data (or larger ǫ) it should be possible to construct dynamical extreme black holes for which ̟ is not so close to 1 behind the event horizon.
For a non-extreme black hole, the fact that φ admits a C 0 extension to the Cauchy horizon implies that φ(U, V ) approaches a fixed profile as V → ∞. We find that the same is true for a dynamical extreme black hole. This is shown in Fig. 14 . Note the apparent discontinuity in ∂ U φ at the event horizon that develops at large V . The same occurs for a non-extreme black hole. In the non-extreme case, this is a coordinate effect arising because f ∼ e κV on the event horizon (see Appendix A), implying that a small fixed interval of U centred on the event horizon corresponds to an increasingly large region of spacetime as V → ∞.
In the extreme case, the interpretation is different and can be understood by thinking about a test field in extreme RN. In this case f → 2 along the horizon at large V . From the work of Aretakis, we know that ∂ r φ decays outside the horizon but not on the horizon. We also have ∂ U r = −1 on the horizon (see Appendix A). Hence ∂ U φ decays outside, but not on, the event horizon and so ∂ 2 U φ becomes large on the event horizon at late time. So the late-time apparent discontinuity in Fig. 14 is the (nonlinear version of the) Aretakis instability discussed above. Figure 14 : φ(U, V ) at V = 0, 100, 300, 500 for the dynamical extreme black hole with ǫ = 0.5.
Next consider the behaviour of f as V → ∞. It is convenient to recall how f behaves for extreme RN (Appendix A). The event horizon of extreme RN is at U = 0. For large V and small U one has r ≈ 1 − 2U/(2 + UV ) which implies f ≈ 8/(2 + UV ) 2 . Hence on the horizon we have f → 2 as V → ∞ and behind the horizon, for small U, we have f → 0 as V → ∞.
We find qualitatively the same behaviour for f in a dynamical extreme black hole. Along the event horizon we find that f approaches a constant value f (U EH , V ) → 1.41 (1.98) as V → ∞ for ǫ = 0.5 (0.1). 13 Inside the horizon, we find that f decays at large V . This is shown in Fig. 15(a) . Fitting to a power law, we find that f (0.1, V ) decays as V −a as V → ∞ with a ≈ 1.8 (1.9). Note that a = 2 for extreme RN. 
We now defineV as follows. Pick U * > U EH (e.g. U * = 0.1) and definê
The numerical results just mentioned show that this integral converges:V →V * as V → ∞. In (U,V ) coordinates, the metric becomes
Panel (b) of Fig. 15 shows howf (U, V ) behaves at large V for U * = 0.1. This plot is consistent withf (U, V ) approaching a finite limit as V → ∞ although the convergence to this limit is slower than for φ(U, V ). However, the rate of convergence is exactly as for extreme RN: a plot off for extreme RN is almost identical to our plot. So our results indicate thatf extends continuously to the Cauchy horizon atV =V * . The behaviour of r(U, V ) is shown in Fig. 16(a) . The solution is close to the corresponding solution for extreme RN which has r ≈ 1 − 2/V for small U with V ≫ 2/U. However, unlike extreme RN, the limiting value of r as V → ∞ cannot be constant. To see this, note that the equations of motion are gauge-invariant with respect to choice of null coordinates. Hence we can insert hats on V and f in these equations. The "hatted version" of (8) implies that r ,U = 0 atV =V * . Since r ,U < 0 forV <V * we expect r ,U < 0 atV =V * : the Cauchy horizon contracts in response to the scalar field energy crossing it, just as in the non-extreme case. Fig. 16(b) shows r ,U /f , which is the rate of change of r with respect to an affine parameter along a line of constant V , so the limit as V → ∞ gives the rate of change of r w.r.t. an affine parameter along the Cauchy horizon. So far, this is exactly as for a non-extreme black hole: the fields can be continuously extended to the Cauchy horizon. But for a non-extreme black hole, it is known that the extension is not C 1 , as discussed above. We will now argue that the extension is C 1 for a dynamical extreme black hole. Fig. 17 shows that φ ,V /f = φ ,V /f converges to a finite limit as V → ∞. (Recall that this quantity diverges exponentially with V in the non-extreme case.) It follows that φ ,V extends continuously to the Cauchy horizon. Now the "hatted version" of (7) implies that r ,V /f is C 1 at the Cauchy horizon and hence r ,V must be C 0 there. Finally, let X denote the RHS of the "hatted version" of (4). The results just obtained imply that X extends continuously to the Cauchy horizon.
14 Integrating with respect to U gives
where we usedf (U * , V ) = 1. This shows thatf ,V extends continuously to the Cauchy horizon.
We have shown that the fields can be extended to the Cauchy horizon in a C 1 manner. An extension beyond the Cauchy horizon can be constructed using a standard argument. View the Cauchy horizonV =V * as an ingoing null hypersurface, and pick an outgoing null hypersurface Figure 17 : φ ,V /f = φ ,V /f for the dynamical extreme black hole with ǫ = 0.5. Damped oscillations occur early in the evolution. For any U > U EH , φ ,V /f converges into a constant at late time (the convergence is slower for U close to U EH ).
e.g. U = U * ,V >V * (see Fig. 18 ). Take initial data onV =V * to be the data just obtained. Take any smooth data on the outgoing null hypersurface that is smooth forV >V * and C 1 at V =V * . Now one can solve the equations of motion in the region U < U * , V >V * . A solution will exist at least in a neighbourhood of the hypersurfaces (the shaded region of Fig. 18 ).
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This construction gives a C 1 extension of the fields across the Cauchy horizon. The equations of motion will be satisfied everywhere except perhaps on the Cauchy horizon. On the Cauchy horizon, the fields are at least a weak solution of the equations of motion, which is defined as follows. Multiply each (hatted) equation of motion by an arbitrary smooth test function of compact support and integrate by parts to eliminate the second derivatives. A set of fields is said to be a weak solution if the resulting equations are satisfied for arbitrary test functions. To see that our C 1 extension is a weak solution, split each integral into two parts, one on each side of the Cauchy horizon. Now integrate by parts to recover the second derivatives. The bulk terms vanish because the equations of motion are satisfied on either side of the Cauchy horizon. The surface terms from the two sides cancel because the fields are C 1 at the Cauchy horizon.
It would be interesting to know whether the extension just constructed is actually C 2 at the Cauchy horizon, and therefore a solution, rather than just a weak solution, of the equations of motion. However, we have not been able to determine the limiting behaviour of second derivatives (e.g. φ ,VV ) with sufficient numerical accuracy to answer this.
The above discussion applies to the Cauchy horizon denoted CH in Fig. 1 . There is another Cauchy horizon CH ′ in Fig. 1 . This arises because we cannot maintain acceptable numerical accuracy close to the singularity at U = 1 on the initial data surface. Therefore we restricted our numerical domain to the region U ≤ U max < 1, with CH ′ the surface U = U max . But it still makes sense to ask about the nature of the spacetime we would obtain with U max = 1 even if we can't determine this numerically. In particular, what is the nature of the future boundary of the future domain of dependence of Σ? A priori, this boundary might have a singular spacelike component but Refs. [20, 30] showed that r → 0 on such a component. This is not possible here because we have r ,V > 0 in the future domain of dependence of Σ. Hence the boundary must be null, composed of CH and CH ′ , with the latter now at U = 1, i.e., emanating from the singularity on Σ in Fig. 1 . We have argued that there exists a C 1 extension of the solution across (at least the early part of) CH. It would be interesting to know what happens at CH ′ : can the solution be extended across CH ′ or is this a null singularity?
Observer crossing the event horizon at late time
Marolf and Ori [23, 24] have suggested that a freely falling observer who crosses the event horizon of an extreme black hole at late time will experience a singularity there. (See also Ref. [31] .) We will now review their argument, as applied to the Einstein-Maxwell-scalar field theory.
Marolf and Ori considered an observer following a timelike geodesic. However, to simplify the discussion we will examine the geometry probed by late time null ingoing geodesics. Consider a black hole which settles down to non-extreme RN at late time. Far from the black hole, f → 2 and (U, V ) are affine parameters along ingoing and outgoing null geodesics. Consider an ingoing geodesic with affine parameter λ normalized so that the geodesic has unit "energy". Such a geodesic is labelled by advanced time V which is constant along the geodesic. Along such a geodesic we have
hence the rate of change of the scalar field along the geodesic is
But inside the black hole we know that f → 0 and φ ,U tends to a non-zero limit as V → ∞ at fixed U. So, in the limit V → ∞ (at fixed U), dφ/dλ diverges inside the black hole. This is because the affine time it takes such a geodesic to traverse a fixed U-interval inside the black hole tends to zero as V → ∞. Marolf and Ori showed that the same applies to ingoing timelike geodesics of fixed energy/unit mass where V labels the time at which the geodesic crosses the event horizon. Hence an observer who falls freely into the black hole at late time experiences very large gradients inside the black hole. We emphasize that the interior geometry is perfectly smooth, but the observer traverses this geometry "at increasingly great speed" as V → ∞.
For a non-extreme black hole, this large gradient occur a non-zero affine time after the late-time geodesic crosses the horizon. The affine time for our null geodesic (labelled by V ) to travel from the event horizon U = U EH to some other value of U > U EH is
Now f → 0 as V → ∞ inside the black hole. However, on the event horizon f diverges as e κV and one finds that λ(U, V ) approaches a non-zero limit as V → ∞. For example, in the case of a non-extreme RN solution, λ(U, V ) = r + − r(U, V ) → r + − r − as V → ∞ where r − is the inner horizon radius. By extrapolating from the non-extreme case, Marolf and Ori suggested that an observer of fixed energy/unit mass who crosses the event horizon of an extreme black hole at time V will experience very large gradients within a proper time that vanishes as V → ∞. In other words, a very late time observer experiences a singularity as soon as s/he crosses the horizon.
Marolf and Ori could only conjecture about the extreme case because there were no results for the interior of a dynamical extreme black hole. But now we can use our results to confirm this conjecture. We have shown that, inside the black hole, φ ,U approaches a non-zero limit and f vanishes as V → ∞. Hence dφ/dλ diverges as V → ∞ at fixed U inside the black hole, just as in the non-extreme case. But in the extreme case, f approaches a finite limit on the event horizon as V → ∞. This implies that λ(U, V ) → 0 as V → ∞. So the affine time it takes for the null geodesic to travel from the event horizon to a place where dφ/dλ is becoming large tends to zero as V → ∞. Hence a very late time ingoing null geodesic of unit energy experiences large gradients immediately behind the horizon. This is shown in Fig. 19 . The affine time at which the gradient dφ/dλ becomes large is well-approximated by λ ≈ 2/V . This can be understood by recalling that, for our solutions, the metric is close to that of extreme RN, for which λ(U, V ) ≈ 2/V for V ≫ 2/U.
These results confirm that an ingoing null geodesic of fixed energy that crosses the event horizon at late time will experience large gradients almost immediately inside the horizon. A similar result will apply to ingoing timelike geodesics of fixed energy, in agreement with the conjecture of Marolf and Ori. However, this result applies only in the limit V → ∞. An observer who crosses the horizon at any finite value of V will live for a non-zero time (∼ 2/V ) before experiencing large gradients. 
Discussion
In this paper we have demonstrated that the instability of extreme RN discovered by Aretakis persists when gravitational backreaction is included. Generically, the endpoint of the instability is a non-extreme RN black hole. However, by fine-tuning the initial perturbation one can produce a dynamical extreme black hole, which settles down to extreme RN outside the event horizon, for which the instability never decays on the horizon. An observer who falls freely across the event horizon at late time will experience large gradients almost immediately, as conjectured by Marolf and Ori. We have studied the interior of such a black hole and found strong evidence that it can be extended as a weak solution across an inner Cauchy horizon, in contrast with the non-extreme case.
Ref. [32] proved an inequality relating the area of a marginally trapped 2-surface to its quasilocal electric and magnetic charges:
where Q E and Q M are the integrals of ⋆F/(4π) and F/(4π) over the surface. Applying this to the apparent horizon in our model, this result reduces to the simple inequality r AH ≥ |Q|.
16 This is, of course, respected by all of our solutions. However, it is interesting to note that the area of the event horizon need not satisfy this inequality. 17 If an apparent horizon is present on a surface of constant V then we must have r EH ≥ r AH ≥ |Q| on this surface. However, our dynamical extreme black holes have r EH < |Q|. This is possible because they do not have an apparent horizon. We can also construct solutions which settle down to non-extreme RN at late time but for which an apparent horizon is absent at early time (small V ). Such solutions can also have r EH < |Q| at early time. Hence it is incorrect to interpret the results of Ref. [32] as providing a firm lower bound on the size of a black hole with given charge.
We have considered the simplest theory for which the gravitational backreaction of the Aretakis instability can be studied. In this model, one can study evolution of non-equilibrium black hole spacetimes. However, since the model does not contain charged matter, one cannot study formation of charged black holes by gravitational collapse. Formation of an extreme RN black hole in spherically symmetric collapse of a thin charged shell was studied long ago (see e.g. Ref. [33] ). In this case, (electrovac) Birkhoff's theorem implies that the solution is exactly extreme RN outside the shell so there is no possibility of an Aretakis instability. Therefore it would be very interesting to study a model in which the dynamics is non-trivial. One could consider gravitational collapse of a charged scalar field. Or a collapsing thin charged shell together with a massless scalar field. How do dynamical extreme black holes behave in such models?
The Aretakis instability involves growth of second and higher derivatives of the scalar field on the event horizon. Therefore, although they can be arbitrarily large compared to the string scale, our dynamical extreme black holes may be sensitive to higher-derivative corrections to the classical equations of motion. Could such corrections eliminate the Aretakis instability? Higher derivative terms are usually treated perturbatively e.g. the leading order correction to the classical solution is sourced by the leading higher derivative terms evaluated on the classical solution. But for this to be consistent, the corrected solution must remain close to the classical solution. This suggests that higher derivative corrections could not eliminate the instability. However, it is conceivable that the corrected solution always remains close to some classical solution, but not the same classical solution for all time. For example, maybe such corrections lead to a slow decay of the "hair" (the constant H 0 ) on the horizon of a dynamical extreme black hole. It would be interesting to consider this further.
coordinates. We start from the RN metric in static coordinates:
geodesics do not diverge to first order: they remain close to the horizon. This is closely related to the absence of a red-shift effect in the extreme case. It is interesting to consider this in more detail. Note that r * (r) = −U + 2r + log |U| + r
Consider an outgoing radial null geodesic (line of constant U) at large V . If such a geodesic remains close to the black hole, i.e., r/r + = O(1), then the large positive term V /2 above must be almost cancelled by a large negative term r 2 + /U, i.e., U ≈ −2r 2 + /V . Since these two terms are both large, if we make a small change in U so that exact cancellation no longer occurs then r * (r) will be large: it will be large and negative if U −2r 2 + /V . Note that r + − U is the "initial" value of r on the outgoing null geodesics, so outgoing radial null geodesics which start within a distance 2r 2 + /V of the horizon are still near the horizon at time V . This can be contrasted with the behaviour for a non-extreme black hole, for which the "critical" value of U is −r + e −κ + V and so the set of geodesics which is near the horizon at time V is exponentially smaller than in the extreme case.
B Results: initial data with ingoing wave
In the main text, we studied initial data with an outgoing wavepacket localized near H + . In this Appendix, we study the non-linear time evolution of initial data with an ingoing wavepacket. In other words, we will determine what happens when a wavepacket falls into an extreme RN black hole.
On Σ 2 we take initial data describing an ingoing wavepacket (see Fig. 20 )
In our numerical calculations, we will fix the parameters as α = 4, V ini = 0 and V fin = 5.9. On Σ 1 , φ is set to be zero. In the same way as the outgoing wave initial data case, we fix the residual gauge freedom by choosing r on Σ as Eq. (20) . The final piece of data is the value of f on Σ 1 , which is constant because of Eq. (8) and r ,U = −1 on Σ 1 . We choose f = 2 on Σ 1 (this is the extreme RN value of f ). On Σ 2 , we determine f by solving the constraint (7).
We solve the time evolution for ǫ = 0.03, 0.02, 0.01 using the same numerical method as for an outgoing wave. In Fig. 21(a) , we show the time dependence of the apparent and event horizons with different values of ǫ. These functions change significantly in the region of 0 ≤ V 5.9 where the ingoing wave packet is supported. For V 5.9, the functions are almost independent of V . These results indicate that the backscatter of the wave packet is negligible and the geometry is well-approximated by a non-extreme RN solution in V 5.9. In Fig. 21(b) , we show the U-dependence of the Bondi mass. We see that the Bondi mass is ). This confirms that most of the energy in the wavepacket enters the black hole rather than being scattered to infinity.
In Fig. 22 , we plot time dependence of scalar field and its radial derivatives on the event horizon. They decay at late time. We also checked that scalar field and its radial derivatives decay outside of the event horizon. Thus, we can conclude that the end point of the time evolution is non-extreme RN. The surface gravity of the final black hole is given by κ = 0.0526, 0.108, 0.166 for ǫ = 0.01, 0.02, 0.03, respectively.
Note that the maximum value of |∂ 2 r φ| EH | decreases as ǫ → 0. Thus, we cannot find any evidence of an instability in the second derivative of the scalar field. However, in the plot for ∂ 3 r φ| EH , there is a local maximum at V = 17.2, 12.0, 9.5 for ǫ = 0.01, 0.02, 0.03, respectively. We can see that the value of ∂ 3 r φ| EH at this local maximum appears to be almost independent of ǫ. This implies that there is an instability: the maximum value of ∂ 3 r φ| EH is O(1) as ǫ → 0. In summary, for initial data describing an ingoing wave, there is an instability in the third transverse derivative of the scalar field at the event horizon, just as for a test scalar field [7, 9, 10] . The endpoint of the instability is a non-extreme RN black hole.
C Error analysis
Our numerical calculation is based on Burko and Ori's method [26] . In their method, an adaptive mesh refinement is used and the number of grid points for the U-coordinate depends on V although the time step δV is fixed. We refer to the initial number of grid points as N hereafter and see how our numerical errors depend on N.
C.1 Constraint violation
First, we check the constraint violation to monitor the numerical errors. Eqs. (7) and (8) are not appropriate to check the numerical errors since they are not invariant under the residual gauge transformations (18) . Thus, we define gauge invariant constraints as
In Fig. 23 , we plot the gauge invariant constraints evaluated at the event horizon and at r = 1.5. We took the initial data with a degenerate apparent horizon for ǫ = 0.05. The time step is fixed as δV = 0.02 and the initial grid number for U-direction is varied as N = 100, 500, 2500. We find that the constraints are roughly constants and do not grow as V increases. This demonstrates the numerical stability of the simulations. The constraints decrease as N increases. ImposingC 1 ,C 2 10 −2 , we obtain a condition for N: N few × 10 2 . However, as we will explain in the next subsection, we need larger N to resolve the apparent horizon. We also studied the δV dependence of the constraints: We varied the time step in the range of 0.01 ≤ δV ≤ 0.1 for fixed N = 500. However, the constraints did not depend on δV much in that range. This result indicates that δV = 0.02 is small enough to keep the constraints small.
C.2 The drift of the apparent horizon
In our numerical simulations, the location of the apparent horizon is relatively sensitive to the resolution. Thus, in this subsection, we study the numerical error in the apparent horizon. In Fig. 24 (left) , we plot the radius of the apparent horizon for the initial data with degenerate apparent horizon with ǫ = 0.05. We take the initial grid number as N = 100, 200, 500 and fix the step size as δV = 0.02. At late time, the apparent horizon r AH should approach a constant since the end point of the time evolution is a non-extreme RN black hole. However, in the actual numerical calculation, the apparent horizon depends on V linearly at the late time because of the numerical error.
We fit r AH to a linear function aV + b for 50 ≤ V ≤ 100 and find that the a depends on N as in Fig. 24 (right) . From the figure, we obtain a ≃ 0.3/N 2 . Thus, the numerical error in r AH can be estimated as δr AH ∼ V /N 2 . Now, we impose a condition that the relative error in r AH is less than 1%: δr AH /(r AH − 1) 10 −2 . From the condition, we obtain N 2 10 2 × V /(r AH − 1). In our numerical calculations, typically the parameters are V ∼ 10 3 and r AH − 1 ∼ 10 −3 . Thus, we need a initial grid number with N 10 4 . In this paper, we typically choose N = 4 × 10 4 . We also checked the δV dependence of the apparent horizon and found that, in the range The gauge invariant constraints at r = r EH and r = 1.5. We vary the initial grid number for U-coordinate for N = 100, 500, 2500 and fix the time step as δV = 0.02. They are roughly independent of V and decrease as N increases. This demonstrates the numerical stability of the simulations. 
