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3Trois études de processus fractionnaires
Une première partie concerne la simulation du processus nommé Local
Time Fractional Stable Motion (LTFSM). Ce processus, introduit par Cohen
et Samorodnitsky en 2006, est défini comme l’intégrale du temps local d’un
mouvement brownien fractionnaire par rapport à une mesure aléatoire stable,
les deux aléas étant définis sur deux espaces de probabilité indépendants. La
méthode repose sur la représentation en série du processus et on obtient un
contrôle de l’approximation.
Dans une seconde partie, on étudie des processus obtenus comme limite
de sommes de micropulsations. Dans ce cas on étudie en particulier le com-
portement si les "montées" et les "descentes" ne sont pas égales. Enfin, on
généralise ces processus à des index multidimensionnels. Les processus li-
mites obtenus sont variés, du mouvement brownien standard à des draps
browniens multifractionnaires selon les cas étudiés.
Enfin, on étudie un modèle physique correspondant au champ créé par
des particules chargées distribuées dans un hyperplan. Le processus limite
est fractionnaire, gaussien, centré et, dans certains cas, connu (notamment
le mouvement brownien fractionnaire). On étudie ensuite certaines proprié-
tés, comme le nombre de minimum locaux obtenus. Cette partie soulève de
nombreuses questions encore ouvertes.
Mots-clés : Processus fractionnaires, processus stables, mouvement brow-
nien, drap brownien, séries de shot-noise, simulation, processus de Poisson,
micropulsations, champs aléatoires.
4Three studies of fractional processes
The first part is devoted to the simulation of the Local Time Fractional
Stable Motion (LTFSM). This process, which was introduced in 2006 by
Cohen and Samorodnitsky, is defined as the integration of the local time
of a fractional Brownian motion with respect to a random stable measure,
the randomness of both objects being defined on two independent probability
spaces. Using a series representation method to simulate it, I obtain a control
of the approximation.
In the second part, I study processes obtained as limits of sums of mi-
cropulses, specifically focusing on behavior when "ups" and "downs" of the
micropulses are not equal. Then, I generalize the processes obtained to pro-
cesses with multidimensional indices. Processes obtained in this work vary
from standard Brownian motions to multifractional Brownian sheets.
Finally, I study a model from physic theory, a field created by charged
particles randomly distributed in a hyperplan. The limit process is fractional,
centered, Gaussian and in some cases well-known like fractional Brownian
motion. Eventually, I study some of its characteristics, such as the number of
local minima. This part raises many questions that have yet to be resolved.
Keywords: Fractional processes, stables processes, Brownian motion,
Brownian sheet, shot-noise series, simulation, Poisson processes, micropulses,
random fields.
5Remerciements
Je tiens tout d’abord à remercier Serge Cohen qui a accepté d’encadrer
ce travail de thèse pendant quatre ans. Il m’a fait découvrir le monde de la
recherche (et donc des voyages) et a réussi à me faire avancer bien plus loin
que je ne pensais pouvoir le faire.
Je tiens ensuite à remercier Anne Estrade qui a bien voulu être rapporteur
sur ma thèse ainsi que Makoto Maejima que je remercie aussi pour son
hospitalité au Japon.
Je suis également reconnaissant aux autres membres du jury : Jean-Marc
Azaïs, Clément Dombry, Jacques Istas et Céline Lacaux pour l’intérêt qu’ils
ont porté à mon travail. En particulier, merci à Clément de m’avoir soufflé
l’idée des montées et descentes de tailles différentes et à Jacques pour ses
suggestions sur les modèles physiques.
De plus, merci à Jean-Yves qui a accepté de relire des passages de mon
travail pour en améliorer l’anglais alors qu’il n’a pas du faire de maths depuis
le lycée. Il ne faut pas non plus oublier ceux sans qui le travail de chercheur
serait beaucoup plus pénible : Agnès, Marie-Laure, Delphine, Marie-Line,
Christophe, Patrice, Stéphane...
J’espère n’avoir pas été un cobureau trop désagréable, alors merci à ceux
qui m’ont supporté quotidiennement et vu les déménagements, ils sont nom-
breux : Myriam, Jean-Paul, Maxime F., Alain, Ghada, Jean-Paul et Maxime
(une deuxième fois), Michel, Maxime D., Santiago et Lilian. Je crois que je
n’oublie personne.
Sur une note plus personnelle, merci aux champions du BT (surtout Er-
wan et Julien) et aux autres (dans le désordre Peggy, Marie-Laure, Grégoire,
Stéphane, Elodie, Céline, Max D., Matthieu et ceux que j’oublie), sans vous
les vendredis soirs auraient été beaucoup plus tristes. Pour les excellentes
soirées passées en leur compagnie, merci à : Michel, Emilie, Maxime F., Flo,
Benjamin, Bertrand, Tiphaine, Bernard, Hélène, et tous les autres. Merci à
Delphine pour les sorties en moto et les séances de remotivation.
Je suis très reconnaissant à Maud et Thibault pour m’avoir accueilli en
terre inhospitalière : à Paris.
Un remerciement général à celles et ceux qui m’ont accompagné dans les
salles obscures voir des films pas toujours très réussis, mais j’espère intéres-
sants... voire mémorables.
Et bien sûr, merci à ma famille qui m’a soutenu pendant cette période.
6
Contents
1 Introduction 9
1.1 Simulation d’un mouvement stable fractionnaire de temps local 10
1.2 Micropulsations et différents types de mouvement browniens . 13
1.3 Potentiel généré par des particules chargées distribuées dans
un hyperplan . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 Poisson Processes 21
2.1 Definition and first results on Poisson processes . . . . . . . . 21
2.2 Sums over Poisson processes . . . . . . . . . . . . . . . . . . . 24
3 Simulation of a Local Time Fractional Stable Motion 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 About the Local Time Fractional Stable Motion . . . . . . . . 37
3.2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 Random reward scheme . . . . . . . . . . . . . . . . . 39
3.3 Shot Noise series . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1 Convergence of the shot noise series . . . . . . . . . . 41
3.3.2 Estimation of the remainder . . . . . . . . . . . . . . . 44
3.3.3 Estimation of the approximation error . . . . . . . . . 46
3.4 Application to the local time fractional stable motion . . . . . 48
3.5 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Micropulses and different types of Brownian motion 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 One-dimensional index case . . . . . . . . . . . . . . . . . . . 67
4.2.1 A first model: convergence towards Brownian motion
and fractional Brownian motion . . . . . . . . . . . . . 68
4.2.2 Second model: convergence towards Brownian motion
and bifractional Brownian motion . . . . . . . . . . . . 78
4.3 Multidimensional index case . . . . . . . . . . . . . . . . . . . 84
4.3.1 Additive Case . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.2 A first non-additive generalization . . . . . . . . . . . 85
4.3.3 Symmetric case . . . . . . . . . . . . . . . . . . . . . . 91
7
8 CONTENTS
4.3.4 Another model: convergence towards a Brownian sheet
or a bifractional Brownian sheet . . . . . . . . . . . . 96
4.4 Appendix: Lemmas and their proofs . . . . . . . . . . . . . . 101
5 Potential generated by charged particles in a hyperplane 107
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2 Positively charged particles . . . . . . . . . . . . . . . . . . . 108
5.2.1 Existence and definition of the limit process . . . . . . 109
5.2.2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3 Random dipoles . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3.1 Existence and limit process . . . . . . . . . . . . . . . 114
5.3.2 First Properties . . . . . . . . . . . . . . . . . . . . . . 118
5.4 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Bibliography 125
Chapitre 1
Introduction
Dans la théorie des probabilités et plus particulièrement celle des proces-
sus stochastiques, de nombreux modèles indexés par un paramètre continu
sont des limites de modèles discrets. L’un des plus connus est le mouvement
brownien qui est la limite d’une marche aléatoire comme le montre le théo-
rème de Donsker. Dans cette thèse, nous nous sommes intéressés à simuler
un modèle continu qui peut être vu comme la limite d’un modèle discret et
nous avons étudié plusieurs modèles discrets dont la limite est un processus
continu plus ou moins connu.
Au centre de ces travaux, on trouve souvent le mouvement brownien
et plus particulièrement sa généralisation, le mouvement brownien fraction-
naire. Le mouvement brownien tient son nom du botaniste Robert Brown qui
a observé le mouvement de particules apparemment aléatoire dans un fluide.
Le mouvement brownien fractionnaire lui a été introduit par Kolmogorov
dans [27] mais surtout développé par Mandelbrot et Van Ness dans [32]. Il
s’agit de processus gaussiens définis sur R+ nuls en 0 qui sont autosimilaires,
c’est-à-dire qu’il existe un H tel qu’on ait l’égalité en loi
(Bct)t≥0 = cH(Bt)t≥0.
Dans le cadre du mouvement brownien, il est bien connu que H = 1/2
alors que dans le cadre du mouvement brownien fractionnaire, l’indice H
qu’on appelle indice de Hurst peut varier entre 0 et 1. Les propriétés de ces
processus peuvent se lire bien souvent sur leur fonction de covariance r(s, t).
Le mouvement brownien a pour fonction de covariance
r(s, t) = min(s, t)
alors que celle du mouvement brownien fractionnaire est
r(s, t) =
1
2
(t2H + s2H − |t− s|2H).
Remarquons dès maintenant que pour H = 1/2, le mouvement brownien
fractionnaire est un mouvement brownien standard. Si certaines propriétés
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sont partagés par ces deux processus comme l’autosimilarité que nous avons
déjà vue, la stationnarité des accroissements, et la régularité des trajectoires
(tous deux sontH ′-hölderiens pourH ′ < H), ce n’est pas le cas de toutes. En
effet, la principale différence entre les deux est la perte de l’indépendance des
accroissements. Là où le mouvement brownien a des accroissements indépen-
dants et donc des propriétés souvent utiles (propriétés de martingale ou de
Markov entre autres) le mouvement brownien fractionnaire n’a pas d’indé-
pendance de ses accroissements pour H 6= 1/2. Ce manque d’indépendance
est par contre souvent plus utile pour des questions de modélisation. C’est
la raison pour laquelle il apparaît souvent dans des domaines appliqués, des
mathématiques financières à la physique.
Dans ces travaux, il intervient comme élément essentiel via son temps lo-
cal dans la construction du processus stochastique étudié dans la simulation
du « local time fractional stable motion ». Les mouvements browniens stan-
dards, fractionnaires et bifractionnaires indexés par la demi-droite des réels
positifs ou même par le quadrant Rd+ sont obtenus comme processus limites
dans les modèles de micropulsations que nous verrons. Dans les modèles sur
les particules chargées, le mouvement brownien apparaît comme processus
limite, et de nombreux processus obtenus par ailleurs partagent un certain
nombre de propriétés avec lui. Par exemple, ils sont gaussiens, autosimi-
laires, et ont des propriétés de stationnarité (accroissements stationnaires ou
stationnaires).
A noter que les processus ponctuels de Poisson, s’ils ne forment pas à
proprement parler l’objet des recherches contenues dans ce travail, sont par
contre un outil essentiel et récurrent. Pour cette raison, un premier chapitre
exposera quelques bases concernant la théorie de ces processus. Y figurent
entre autres des définitions et théorèmes qui seront utilisés à plusieurs re-
prises dans le reste de la thèse et quelques résultats que nous avons été
incapables de trouver dans la littérature consacrée à ce sujet. La suite sera
bien entendu consacrée aux trois problèmes différents détaillés dans la fin de
cette introduction.
1.1 Simulation d’un mouvement stable fractionnaire
de temps local
Dans ce chapitre est traité un problème de simulation d’une classe de
processus gaussiens, dite « fractional Brownian motion local time fractional
stable motion » que nous appellerons ici uniquement « local time fractional
stable motion » (ou LTFSM). Ce processus est introduit par Cohen et Sa-
morodnitsky dans [13]. C’est un processus gaussien α-stable autosimilaire à
accroissements indépendants et à queue lourde. Ces nombreuses propriétés
en font un candidat naturel pour servir de modèle dans certains domaines
comme l’étude du trafic sur un réseau de données.
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De nombreux autres processus fractionnaires ont déjà été obtenus comme
intégration de noyau déterministe contre des mesures aléatoires (on peut en
voir quelques exemples parmi [31], [3] [23] ou [28]). Cependant, le LTFSM est
obtenu comme l’intégration d’un noyau aléatoire, le temps local du mouve-
ment brownien fractionnaire, contre une mesure α-stable. Dans le but d’obte-
nir un moyen de simuler le LTFSM, on utilise une représentation sous forme
de série de shot noise généralisée. Ce type de construction a déjà été utilisé
par Rosiński dans [35], puis dans plusieurs travaux et finalement un cadre
général a été développé dans [12].
Une série de bruit de grenaille peut-être vue comme
∞∑
n=1
Γ−1/αn Vn
où les (Vn)n≥1 sont des variables aléatoires identiquement distribuées et les
(Γn)n≥1 sont les temps d’arrivée d’un processus de Poisson de taux 1 sur R+.
Dans [13], les auteurs précisent que le LTFSM peut être représenté sous la
forme suivante :
Cα
∞∑
n=1
Γ−1/αn Gne
X′2n /2αln(X ′n, t),
où Cα est une constante réelle finie positive qui ne dépend que de α, Γn, (Gn),
(X ′n) et (ln) sont quatre suites indépendantes de variables aléatoires telles
que (Gn) et (X ′n) soient des variables aléatoires gaussiennes standards in-
dépendantes identiquement distribuées, (Γn) soient les temps d’arrivée d’un
processus de Poisson de taux 1 sur R+ et ln(x, t) soit le temps local d’un
mouvement brownien fractionnaire. Il est donc clair que cette expression
peut-être vue comme une série de bruit de grenaille.
Cependant, le temps local d’un brownien fractionnaire n’est pas facile-
ment simulable. Nous allons donc nous poser la question de mesurer l’écart
entre le processus théorique
∑∞
n=1 Γ
−1/α
n Vn et le processus pratiquement si-
mulé
∑P
n=1 Γ
−1/α
n Wn,k où Wn,k est la simulation de la variable aléatoire Vn.
Le premier résultat nécessaire est d’estimer le reste de la série de bruit
de grenaille. On a obtenu un résultat de la forme (cf. Proposition 3.3.5) :
E
∥∥∥∥∥
∞∑
n=N+1
Γ−1/αn Vn(t)
∥∥∥∥∥
q
K,p
 ≤ V ol(K)q/p Aq
N q(
2−α
2α
)
,
où q est un réel supérieur ou égal à 2, K un compact de R+ et ‖·‖K,p la
norme Lp(K).
Le deuxième résultat nécessaire est maintenant d’estimer la distance entre
la série tronquée simulée et la série théorique tronquée. Le résultat obtenu
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est cette fois-ci pour (N + 1)α > q ≥ 2 (cf. Proposition 3.3.7) :
E
∥∥∥∥∥
P∑
n=N+1
Γ−1/αn Vn(t)− Γ−1/αn Wn,k(t)
∥∥∥∥∥
q
K,p
 ≤ V ol(K)q/pA′q
Mq,k
(
1
N2/α−β−1
− 1
P 2/α−β−1
) q
2
.
où β < 1/α− 1/2 etA′q est une constante ne dépendant que de q et Mq,k
est tel que
E[‖Vn −Wn,k‖qK ] ≤Mq,knqβ <∞.
Dans ce cadre, il faut remarquer que l’approximation de Vn par Wn,k peut
décroître lorsque n augmente. Cela s’explique car les premiers termes sont
ceux pour lesquels Γ−1/αn est le plus grand. Ce sont donc ceux qui ont le plus
d’importance dans le développement en série. La condition (N + 1)α > q
oblige malheureusement à traiter les premiers termes à part.
Lors de l’application de ces résultats au LTFSM, il faut se préoccuper
de la simulation des variables aléatoires. Les plus classiques ont des algo-
rithmes efficaces utilisés depuis des années. Le temps local du mouvement
brownien fractionnaire n’a pour le moment aucune méthode connue et effi-
cace de simulation. Dans ce chapitre, pour le simuler, nous avons commencé
par simuler une trajectoire de mouvement brownien fractionnaire, puis nous
avons approché le temps local de la façon suivante :
Si on note (φk)k une approximation de l’identité, on utilisera :
gn,k(x, t) =
∫ t
0
φk(BH,ns − x)ds
où BH,ns est une trajectoire simulée du mouvement brownien fractionnaire.
De plus, nous tiendrons compte de l’erreur commise par le calcul numérique
de l’intégrale.
Les premiers termes qui ne rentrent dans le cadre d’aucune des deux pro-
positions précédentes sont traités séparément en prenant une qualité d’ap-
proximation aléatoire directement proportionnelle à l’importance du terme
simulé. Cela peut permettre d’économiser du temps de calcul ou au contraire
d’augmenter la précision si cela s’avère nécessaire.
En équilibrant l’erreur commise en tronquant la série avec celle commise
par la simulation du temps local, on arrive à fixer le nombre de termes de
la série et la proximité de l’approximation de l’identité qui elle même fixe le
nombre de points utilisés dans la simulation du brownien fractionnaire. C’est
l’objet de la procédure de réglage 3.4.10. On en déduit alors le résultat final
qui mesure la distance entre le processus initial et le processus simulé (Y
étant le LTFSM et ZPε,kε le processus simulé avec Pε termes dans la somme
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et une qualité fixée par kε. On a alors
P (‖Y − ZPε,kε‖K,p > τ) ≤ C
( ε
τ
)α
+ C ′
( ε
τ
)q
.
Dans une dernière partie, un point sur les résultats pratiques sera fait,
notamment avec une autre méthode possible de simulation. Nous verrons
aussi quels sont les paramètres pour lesquels la simulation en utilisant la
représentation par séries de bruit de grenaille est viable et ceux pour lesquels
elle n’est pas envisageable.
1.2 Micropulsations et différents types de mouve-
ment browniens
Ce chapitre est consacré à une généralisation du concept de « micro-
pulses » (ou micropulsations en français). Les micropulsations ont été intro-
duites par Cioczek-Georges et Mandelbrot en 1995 dans [10] pour obtenir des
processus limites ayant des propriétés intéressantes, en particulier le mou-
vement brownien fractionnaire. Notons que ce premier article a été immé-
diatement suivi par [11]. Une pulsation est un front montant d’une certaine
hauteur au temps τ suivi d’un front descendant au temps τ + w. Les mi-
cropulsations sont un ensemble de pulsations infinitésimales au sens où leur
hauteur est petite mais leur nombre augmente. Les modèles de micropulsa-
tions ont été généralisés avec des temps multidimensionnels dès le premier
article pour obtenir des mouvements browniens fractionnaires définis sur Rd.
Ensuite, le modèle a été modifié par Biermé et Estrade dans [5] et par Kaj
et al. dans [22] pour devenir un modèle de boules aléatoires qui tendent vers
différents types de processus fractionnaires. Un cadre général a ensuite été
développé par Biermé, Estrade et Kaj dans [6].
Dans ce chapitre, un autre type de généralisation est étudié sur la sug-
gestion de Clément Dombry qui par ailleurs a travaillé sur des modèles de
boules aléatoires avec Breton dans [9]. Nous allons voir le comportement de
différents types de processus obtenus comme la limite de somme de micropul-
sations comme dans [10] sauf que nous verrons les cas où le front montant et
le front descendant n’ont pas forcément la même hauteur. Pour être précis,
une micropulsation est donnée par cinq paramètres, ε, et (X,X ′, τ, w) : un
front montant de hauteur εX au temps τ et un front descendant de hauteur
εX ′ au temps τ +w. Nous allons considérer des sommes de micropulsations
(c’est-à-dire de fronts montants et descendants) qui se produisent entre deux
instants modélisés par un intervalle de R, ou dans le cas des généralisations
multidimensionnelles, sur un sous-ensemble de Rd. Les micropulsations se-
ront distribuées sur R ou sur Rd selon un processus ponctuel de Poisson
d’intensité dépendant de ε. En faisant tendre ε vers 0, le nombre de pulsa-
tions va tendre vers l’infini tandis que leur hauteur va décroître vers 0.
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Dans le premier cas étudié, nous allons reprendre le modèle de Cioczek-
Georges et Mandelbrot avec une petite modification pour des raisons tech-
niques et surtout en distinguant les cas où les hauteurs de montée et de
descente sont égales ou non. Les micropulsations sont distribuées selon un
processus ponctuel de Poisson Πε dont la mesure d’intensité est, pour ε > 0,
la mesure nε sur l’espace E = R3 × R+ définie par
nε(dx, dx′, dτ, dw) =
1
2
ε−2w−1−θ1w>εF (dx, dx′)dτdw,
avec 0 < θ < 1. Notons de plus que F est la distribution du vecteur aléatoire
(X,X ′) c’est-à-dire des hauteurs des micropulsations telle que pour k, l ∈ N
E[|X|k |X ′|l] <∞. On compte les fronts montants et descendants entre 0 et
t, c’est-à-dire le processus
Yε(t) =
∑
j∈N
ε(Xj10≤τj<t −X ′j10≤τj+wj<t)
où (Xj , X ′j , τj , wj) est une énumération du processus ponctuel de Poisson Πε.
La différence avec le modèle introduit dans [10] est le terme 1w>ε dans la me-
sure d’intensité de Πε présent pour des raisons techniques. Comme dans [10],
si on aX = X ′ presque sûrement, les lois finies dimensionnelles de Yε tendent
vers celle d’un mouvement brownien fractionnaire de paramêtre (1− θ)/2 à
une constante multiplicative près. Mais siX 6= X ′ sur un ensemble de mesure
non nulle, alors les lois finies dimensionnelles de εθ/2(Yε−E[Yε]) tendent vers
celles d’un mouvement brownien standard toujours à une constante multi-
plicative près. De plus, là où les auteurs n’avaient montré que la convergence
des lois finies dimensionnelles, nous avons obtenu la tension de la famille Yε.
Donc la convergence est une convergence en distribution dans l’espace D des
fonctions continues à droite avec une limite à gauche.
Après avoir remarqué que les rôles de 0 et de t ne sont pas symétriques,
on peut se poser la question de savoir ce qui se passe si l’instant à partir
duquel on compte les fronts montants et descendants et l’instant où l’on
s’arrête varient de la même façon. Pour cette raison, nous nous intéressons
dans un deuxième temps au processus
Y˜ε(t) =
∑
j∈N
ε(Xj1−t≤τj<t −X ′j1−t≤τj+wj<t)
défini à partir du même processus ponctuel de Poisson que le précédent.
Comme précédemment, on trouve deux régimes différents. Cependant, seule
la convergence des lois finies dimensionnelles a été prouvée. Si X 6= X ′ sur
un ensemble de mesure non nulle, alors les lois finies dimensionnelles de
εθ/2(Y˜ε − E[Y˜ε])
tendent vers celles d’un mouvement brownien standard à une constante mul-
tiplicative près (qui n’est pas la même que dans le cas précédent). Par contre,
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si les montées et descentes sont de mêmes hauteurs, c’est-à-dire X = X ′ p.s.,
alors les lois finies dimensionnelles de Y˜ε convergent vers celles d’un mou-
vement brownien bifractionnaire de paramêtre (1/2, (1− θ)/2) encore à une
constante multiplicative près.
Précisons que le mouvement brownien bifractionnaire est une généralisa-
tion du mouvement brownien fractionnaire. C’est un processus gaussien de
paramêtre (H,K) avec 0 < H ≤ 1 et 0 < K ≤ 1 de covariance
r(s, t) =
1
2K
(( |t|2H + |s|2H )K − |t− s|2HK).
Pour K = 1, on retrouve le mouvement brownien fractionnaire. Ce processus
garde des propriétés du mouvement brownien fractionnaire (l’autosimilarité,
la stationnarité des petits accroissements). Il a été introduit par Houdré et
Villa dans [20] dans le but d’enrichir le catalogue des processus susceptibles
d’être utilisés dans la cadre de modélisations.
Remarquons déjà que les régimes différents sont obtenus à des renormali-
sations différentes. Lorsque la convergence est vers un mouvement brownien
standard, la renormalisation est plus forte. En réalité, l’autre type de conver-
gence a quand même lieu, mais à un ordre négligeable devant le mouvement
brownien standard. On peut donc considérer que l’on a un bruit brownien
(bi)fractionnaire négligeable devant le brownien standard. Comme le mouve-
ment brownien standard disparaît lorsque X = X ′ p.s., le « bruit » devient
le processus prépondérant.
Ensuite, nous nous sommes intéressés à des généralisations à des indices
multidimensionnels.
La première idée est de considérer la mesure mε sur {1, · · · , d}×R3×R+
définie par mε(e = i, dx, dx′, dτ, dw) = 12ε
−2w−1−θ1w>εF (dx, dx′)dτdw. En
étudiant le processus Zε défini pour t ∈ Rd par
Zε(t) =
d∑
i=1
∑
j∈N
1ej=iε(Xj10≤τj<ti −X ′j10≤τj+wj<ti).
Il est facile de voir que le processus limite obtenu lorsque ε tend vers 0
est une généralisation du premier cas traité. Il s’agit d’une convergence soit
de εθ/2(Zε − E[Zε])vers un mouvement brownien standard additif (cas où
X 6= X ′ sur un ensemble non-négligeable) à une constante multiplicative
près, soit de Zε vers un mouvement brownien fractionnaire additif de pa-
ramètre (1 − θ)/2 dans le cas où X = X ′. Ce sont des convergences en
distribution dans l’espace des fonctions continues à droite ayant une limite
à gauche selon chaque variable. A noter que le mouvement brownien additif
(ou mouvement fractionnaire additif) est défini comme la somme de mouve-
ments browniens (resp. mouvements browniens fractionnaires) indépendants
chacun d’une variable différente. Pour plus de détails, on peut se reporter
par exemple à l’ouvrage de Khoshnevisan [25].
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Les généralisations suivantes sont moins évidentes. On considère à partir
de maintenant un processus ponctuel de Poisson Π′ε à valeur dans E =
R× R× Rd × Rd+ défini à partir de sa mesure d’intensité
µε(dx, dx′, dτ, dw) =
1
2
ε−2
d∏
i=1
(w−1−θi 1wi>εdτidwi)F (dx, dx
′)
avec θ et F définis comme ci-dessus. Pour t = (t1, · · · , td) ∈ Rd+, nous avons
tout d’abord commencé par généraliser le premier processus que nous avons
étudié dans le cadre de la dimension 1. Nous allons compter les fronts mon-
tants dans S¯3t = {(τ, w)/∀i, 0 ≤ τi < ti, ti ≤ τi + wi}, les fronts descendants
dans S¯1t = {(τ, w)/∀i, τi < 0, 0 ≤ τi + wi < ti} et les fronts montants et
descendants dans S¯2t = {(τ, w)/∀i, 0 ≤ τi < ti, 0 ≤ τi + wi < ti}. Plus
formellement, nous allons considérer le processus
Y¯ε(t) =
∑
j∈N
ε(Xj1(τj ,wj)∈S¯3t −X
′
j1(τj ,wj)∈S¯1t + (Xj −X
′
j)1(τj ,wj)∈S¯2t ).
On a alors établi une convergence en distribution dans l’espace des fonctions
« continues par dessus ayant des limites par dessous », (une généralisation
des fonctions continues à droite ayant une limite à gauche pour des fonctions
dont la variable est dans Rd). Dans le cas où X = X ′ p.s., la convergence est
établie vers un processus gaussien dont la fonction de covariance est donnée
par
r(s, t) =
E[X2]
4θd(1− θ)d
(
d∏
i=1
(
max(ti, si)1−θ − |ti − si|1−θ
)
+
d∏
i=1
min(ti, si)1−θ
)
.
On peut donc voir ce processus comme une généralisation du mouvement
brownien fractionnaire pour une variable dans Rd. Dans le cas où X 6= X ′ sur
un ensemble non-négligeable on a alors la convergence de εdθ/2(Y¯ε(t)−E[Y¯ε])
vers un drap brownien standard à une constante multiplicative près.
Comme nous avons étudié le cas symétrique en dimension 1, nous allons
voir ce que l’on peut obtenir en symétrisant le rôle joué par 0 et t. En gardant
le même processus ponctuel de Poisson, on va désormais compter les fronts
montants et descendants se produisant dans
∏d
i=1[−ti, ti), c’est-à-dire
Yˆε(t) =
∑
j∈N
ε(Xj1(τj ,wj)∈A1t −X
′
j1(τj ,wj)∈A2t )
où A1t = {(τ, w)/∀i,−ti ≤ τi < ti} et A2t = {(τ, w)/∀i,−ti ≤ τi + wi <
ti}. Dans ce cadre, comme en dimension 1, nous avons seulement obtenu la
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convergence des lois finies dimensionnelles. Dans le cas où X = X ′ p.s., les
lois finies dimensionnelles de ε(d−1)/2Yˆε convergent vers celles d’un processus
gaussien de covariance
2dE[X2]
2θd(1− θ)
d∑
j=1
(|tj + sj |1−θ − |tj − sj |1−θ)∏
i 6=j
min(ti, si).
Dans l’autre cas, les lois finies dimensionnelles de
εdθ/2(Yˆε(t)− E[Yˆε])
convergent vers celles d’un drap brownien à une constante multiplicative
près.
Pour finir, nous allons adapter l’ensemble sur lequel on compte les micro-
pulsations pour obtenir un champ gaussien plus connu. En gardant le même
processus ponctuel de Poisson, nous allons compter les fronts montants dans
S3t = {(τ, w)/∀i,−ti ≤ τi < ti, ti ≤ τi + wi}, les fronts descendants dans
S1t = {(τ, w)/∀i, τi < −ti,−ti ≤ τi + wi < ti} et les fronts montants et
descendants dans S2t = {(τ, w)/∀i,−ti ≤ τi < ti,−ti ≤ τi + wi < ti}. Nous
considérons donc le processus
Y˘ε(t) =
∑
j∈N
ε(Xj1(τj ,wj)∈S3t −X
′
j1(τj ,wj)∈S1t + (X −X
′)1S2t (τj , w)).
Comme dans le cas précédent nous n’avons prouvé que la convergence des lois
finies dimensionnelles. Dans le cas où X = X ′ p.s., nous avons convergence
des lois finies dimensionnelles de Y˘ε vers celles d’un drap brownien bifrac-
tionnaire à une constante multiplicative près. Dans l’autre cas, nous avons
obtenu convergence vers les lois finies dimensionnelles d’un drap brownien
standard à une constante multiplicative près des lois finies dimensionnelles de
εdθ/2(Y˘ε(t)−E[Y˘ε]). Il s’agit donc de la généralisation à laquelle on pouvait
s’attendre du modèle symétrique en dimension 1.
1.3 Potentiel généré par des particules chargées dis-
tribuées dans un hyperplan
Précisons tout d’abord que ce chapitre est un travail en cours d’exécution.
Comme le chapitre précédent, celui-ci est consacré à une étude de pro-
cessus engendrés par un processus ponctuel de Poisson. Dans le chapitre
précédent, les micropulsations en question étaient représentées par un pro-
cessus ponctuel de Poisson alors qu’ici, le processus de Poisson distribue des
points dans Rd qui engendrent un potentiel dans Rd+1en 1/d(x, y)α où x est
le point en lequel on observe le champ et y le point contenant la charge et
d(x, y) la distance entre ces deux points.
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Nous considérerons deux cas : le premier où il n’y a que des charges
de même signe, comme par exemple un champ gravitationnel, et dans un
deuxième temps, le cas où des dipôles sont distribués, ce qui peut repré-
senter un cas électrostatique. A noter que ces deux cas correspondent à un
paramètre α = 1.
Selon le cas étudié, pour des raisons techniques, l’amplitude du choix de
α sera imposée par la dimension d de l’hyperplan dans lequel évoluent les
charges.
Dans une première partie, nous allons considérer des charges de même
signe et de même intensité q réparties dans Rd selon un processus de Poisson
dont la mesure d’intensité est la mesure de Lebesgue. Le champ obtenu est
de la forme pour (x, h) ∈ Rd × R∫
Rd
q
(‖x− y‖2 + h2)α/2N(dy),
où N est la mesure de Poisson répartissant les charges. Pour des raisons
d’existence du processus, nous allons plutôt considérer le processus des ac-
croissements. Nous allons ensuite augmenter le nombre de charges en utilisant
la mesure de Poisson Nε d’intensité ε−2dy et faire diminuer l’intensité q des
charges en prenant εq. Le processus étudié est donc
Vε(x, h) =
∫
Rd
εK(x, y, h)Nε(dy),
avec
K(x, y, h) =
(
q
(‖x− y‖2 + h2)α/2 −
q
(‖y‖2 + h2)α/2
)
.
Ce processus Vε sera défini pour α > d − 1 et lorsque α est tel que
K(x, y, h) ∈ L1(dy)∩L2(dy), le Théorème 5.2.4 montre qu’en faisant tendre
ε vers 0 on obtient un processus W (x, h) gaussien centré dont la fonction de
covariance est
E[W (x, h)W (x′, h′)] =
∫
Rd
K(x, y, h)K(x′, y, h′)dy.
Ce processus a des propriétés intéressantes : il est à accroissements sta-
tionnaires à h fixé, autosimilaire d’indice d/2 − α et ses trajectoires sur un
domaine où h 6= 0 sont C∞. De plus, lorsque d = 1, h = 0 et 0 < α < 1/2,
on obtient un mouvement brownien fractionnaire.
Dans une seconde partie, nous étudierons des dipôles répartis sur Rd
selon un processus de Poisson : les charges +q sont distribuées en des points
y avec l’intensité de la mesure de Lebesgue, et la charge −q de chaque dipôle
est uniformément distribuée sur la sphère centrée en y et de rayon 1. Le
processus étudié est donc de la forme
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X(x, h) =
∫
Rd×Sd−1
(
q
(‖x− y‖2 + h2)α/2
− q
(‖x− y − θ‖2 + h2)α/2
)
N(dy, dθ),
oùN(dy, dθ) est la mesure de Poisson d’intensité dydθ, dy étant la mesure
de Lebesgue sur Rd et dθ la mesure uniforme sur Sd−1. Ensuite, nous ferons
tendre le nombre de dipôles vers l’infini en utilisant la mesureNε(dy, dθ) d’in-
tensité ε−2dydθ. Simultanément nous ferons tendre la longueur des dipôles
vers 0. Le processus considéré est donc formellement
Xε(x, h) =
∫
Rd×Sd−1
(
q
(‖x− y‖2 + h2)α/2
− q
(‖x− y − εθ‖2 + h2)α/2
)
Nε(dy, dθ).
Ce processus est bien défini pour α > d − 1. Pour h 6= 0, le Théorème
5.3.3 montre qu’il converge vers un processus gaussien X(x, h) de covariance
r((x, h), (x′, h′)) =
∫
Rd×Sd−1
q2α2(x− y, θ)(x′ − y, θ)dydθ
(‖x− y‖2 + h2)α/2+1(‖x′ − y‖2 + h′2)α/2+1
=
∫
Rd
q2α2Cd(x− y, x′ − y)dy
(‖x− y‖2 + h2)α/2+1(‖x′ − y‖2 + h′2)α/2+1 ,
où Cd est une constante dépendant uniquement de la dimension d de l’hy-
perplan.
C’est un processus centré autosimilaire d’indice d/2 − α − 1, dont la loi
est invariante par translation à h fixé. De plus, ses trajectoires sont C∞ sur
un domaine où h 6= 0.
Lorsque d = 1, nous avons aussi étudié à h fixé l’espérance du nombre
de minimums et de maximums locaux atteints par le processus limite noté
X sur un intervalle ouvert borné I. On les note respectivement mX(I, h) et
MX(I, h) et on a :
mX(I, h) = MX(I, h) =
√
Var(X ′′(0, 1))
2hpi
√
Var(X ′(0, 1))
|I| ,
où |I| est la taille de l’intervalle I.
Comme ce chapitre est un travail en cours, il reste bien entendu de nom-
breuses pistes à explorer : simulation du processus, études plus précises du
comportement de X(x, h) lorsque h s’approche de 0, estimation du para-
mètre α en observant des réalisations du champ engendré, s’intéresser au cas
des dipôles oscillants.
La suite de ce travail de thèse est rédigée en anglais.
20 Chapitre 1 : Introduction
Chapter 2
Poisson Processes
In every part of this thesis, Poisson Processes are an essential tool used
at many decisive stages. This is why this chapter will be devoted to a short
survey of this theory. It will consist in a reminder of many well-known and
often-used facts and some additions that were not found in the literature.
We will discuss a few generalities about Poisson processes and then explain
some properties of processes that are defined as sums over Poisson processes.
An interested reader may investigate the subject by reading among others
[24] or [26].
2.1 Definition and first results on Poisson processes
In this chapter, we will suppose the existence of a probability space
(Ω,F , P ) where all the random objects will be defined. Denote by E the
state space in which the points of the Poisson process are valued. It is
enough for our purpose to suppose that there exists a σ-field E such that
(E, E) is a measurable space. Quite often, we will have E = Rd for some
d ≥ 1 and E will be the totality of Borel sets of Rd. If Π is a countable subset
of E, we will denote by N(A) = card{x ∈ Π ∩A} the counting function.
Definition 2.1.1. A Poisson process on E is a random countable subset Π
of E defined on a probability space (Ω,F , P ) such that
– for any pairwise disjoint measurable subsets A1, · · · , An the random
variables N(A1), · · · , N(An) are independent
– N(A) has the Poisson distribution P(µ(A)) where µ(A) ∈ [0,+∞].
Remember that if X is a random variable with a Poisson distribution
P(λ) with parameter λ ≥ 0, X takes its values in N and
P (X = n) =
λne−λ
n!
.
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Consequently, if µ(A) is finite, then Π ∩ A is finite with probability 1, if
µ(A) = 0, then Π ∩ A is empty with probability 1 and finally, if µ(A) =∞,
the Π ∩A is countably infinite with probability 1.
The expectation of a Poisson distribution is well-known and it is its
parameter. So we have
E[N(A)] = µ(A).
Moreover, if A1, A2 · · · are pairwise disjoint and
⋃∞
n=1An = A, we have
N(A) =
∞∑
n=1
N(An)
and
µ(A) =
∞∑
n=1
µ(An).
It implies that µ is a measure on E, called intensity measure or mean mea-
sure. We will see later what condition we have to impose on µ so that there
exists a Poisson process given a mean measure µ. But for now, we can al-
ready see that µ is non-atomic. Indeed, if there exists x such that µ({x}) > 0
then
P (N({x}) ≥ 2) = 1− e−µ({x}) − µ({x})e−µ({x}) > 0
which is impossible because of the definition of N .
Let us discuss some properties that make Poisson processes so useful.
The first one is the superposition theorem.
Theorem 2.1.2 (Superposition Theorem). Let Π1,Π2, · · · be a countable
collection of independent Poisson processes on E and let Πn have intensity
measure µn. Then, their superposition
Π =
∞⋃
n=1
Πn
is a Poisson process with intensity measure
µ =
∞∑
n=1
µn.
To prove this theorem, one first needs the following lemma whose proof
is rather technical and not very useful for our purpose. One can find it in
the Chapter 2 of [26].
Lemma 2.1.3. Let Π1 and Π2 be independent Poisson processes on E of
intensity measure µ1 and µ2 respectively, and let A be a measurable set such
that µ1(A) and µ2(A) are finite. Then Π1 and Π2 are disjoint with probability
1 on A.
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Proof of the Superposition Theorem. Let Nn(A) be the number of points of
Πn in the measurable set A. If µn(A) < ∞, then Lemma 2.1.3 shows that
the random sets Πn ∩A are disjoint, namely,
N(A) =
∞∑
n=1
Nn(A).
(Nn(A))n≥1 are independent random variables each of which has a Poisson
distribution µn(A) so N(A) is a Poisson random variable with parameter
µ(A) =
∞∑
n=1
µn(A).
If A1, A2, · · · are pairwise disjoints sets, then (Nn(Aj))n,j≥1 are independent
random variables, so (N(Aj))j≥1 are independent.
Another rather immediate consequence of the definition is the restriction
theorem.
Theorem 2.1.4 (Restriction Theorem). Let Π be a Poisson process with
intensity measure µ on E. Let F be a measurable subset of E. Then Π′ =
Π∩F can be regarded either as a Poisson process on E with intensity measure
µ′(A) = µ(A ∩ F ) or as a Poisson process on F with intensity measure the
restriction of µ to F .
Now, we can prove the existence of a Poisson process when an intensity
measure µ is given.
Theorem 2.1.5 (Existence Theorem). Let µ be a non-atomic measure on
E which can be expressed in the form
µ =
∞∑
n=1
µn
with µn a positive measure on the σ-field E such that µn(E) < ∞. Then,
there exists a Poisson process E having µ as its intensity measure.
Proof. We will begin by proving the existence of a Poisson process having
µ as intensity measure when µ is non-atomic and 0 < µ(E) < ∞. Con-
struct independent random variables N and (Xr)r≥1 such that N has a
Poisson distribution of parameter µ(E) and (Xr)r≥1 is a sequence of i.i.d.
random variables with distribution p = µ(·)/µ(E). Denote by Π the set
{X1, · · · , XN}. Now, denote M(A) = card{Π ∩ A}. Note that since µ is
non-atomic, P (∃(i, j); i 6= j and Xi = Xj) = 0 so that Π has exactly N
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terms a.s. For pairwise disjoint A1, A2, · · · , Ak and for A0 = E \ (
⋃k
n=1An).
We have for m0 = m−m1 −m2 − · · · −mk ≥ 0
P (M(A1) = m1,M(A2) = m2, · · · ,M(Ak) = mk|M(E) = m) =
m!
m0!m1! · · ·mk!p(A0)
m0p(A1)m1 · · · p(Ak)mk .
And then we can compute
P (M(A1) = m1,M(A2) = m2, · · · ,M(Ak) = mk)
=
∞∑
m0=0
e−µ(E)µ(E)
Pk
j=0 mj
(
∑k
j=0mj)!
(
∑k
j=0mj)!
m0!m1! · · ·mk!
k∏
j=0
p(Aj)mj
=
∞∑
m0=0
∏k
j=0 e
−µ(Aj)
m0!m1! · · ·mk!
k∏
j=0
µ(Aj)mj
=
∞∑
m0=0
e−µ(A0)µ(A0)m0
m0!
k∏
j=1
e−µ(Aj)µ(Aj)mj
mj !
=
k∏
j=1
e−µ(Aj)µ(Aj)mj
mj !
.
It means that (M(Aj))j are independent Poisson variables which shows
that Π is a Poisson process of intensity measure µ.
Now, suppose
µ =
∞∑
n=1
µn
with µn a non-atomic measure such that µn(E) < ∞. Without loss of
generality, we can suppose µn(E) > 0 for all n. We have just proven one
can construct Poisson processes of intensity measure µn. By taking all the
variables independent, we obtain independent Poisson processes (Πn)n≥1.
And now, the use of the Superposition Theorem yields that Π = ∪∞n=1Πn is
a Poisson process of intensity measure µ =
∑n
i=1 µn.
In this work, we will often use another property which is known as the
Marking Theorem. The easiest way to prove this theorem is to use results
which will be discussed in the next section about sums over Poisson processes.
2.2 Sums over Poisson processes
In this section, we will consider Π a Poisson process and we will be inter-
ested in objects like
∑
x∈Π f(x). Before finding conditions for the existence of
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this kind of objects and its properties, we will discuss the Laplace transform
of a Poisson process.
First, one can regard the counting measure N associated with the Poisson
process Π as N =
∑
x∈Π δx where δx(y) = 1 for y = x and 0 elsewhere. It
means that one can write∑
x∈Π
f(x) =
∫
E
f(x)N(dx).
The following result is very useful because the Laplace transform of the
process characterizes its distribution. It is sometimes called Campbell’s the-
orem.
Proposition 2.2.1 (The Laplace transform). Let f be a measurable non-
negative function, Π a Poisson process on E with counting measure N and
intensity measure µ. Then
E
[
e−
R
E f(x)N(dx)
]
= exp
(∫
E
(e−f(x) − 1)µ(dx)
)
. (2.1)
Now, take f a real-valued measurable function. If∫
E
min(|f(x)| , 1)µ(dx) <∞, (2.2)
then
∫ |f(x)|N(dx) <∞ a.s. If (2.2) is satisfied, then one can replace f by
if (where i2 = −1) and obtain
E
[
e−i
R
E f(x)N(dx)
]
= exp
(∫
E
(e−if(x) − 1)µ(dx)
)
, (2.3)
Otherwise, if
P
(∫ |f(x)|N(dx) =∞) > 0,
then ∫
E
min(|f(x)| , 1)µ(dx) =∞.
Proof. We will begin by proving (2.1). If X is a Poisson random variable
with parameter λ, then we have for θ ∈ C
E[e−θX ] = e−λ
+∞∑
k=0
(λe−θ)k
k!
= exp((e−θ − 1)λ). (2.4)
Now, let f be a simple function i.e., f =
∑n
k=1 ak1Ak for pairwise disjoints
sets Ak such that µ(Ak) <∞. Then,
E[e−
R
E f(x)N(dx)] = E
[
exp
(− n∑
k=1
akN(Ak)
)]
.
26 Chapter 2 : Poisson Processes
By independence of N(Ak), k = 1, 2 · · · , n,
E[e−
R
E f(x)N(dx)] =
n∏
k=1
(Ee−akN(Ak)).
Using (2.4), we have
E[e−
R
E f(x)N(dx)] =
n∏
k=1
exp((e−ak − 1)µ(Ak)
= exp
(∫
E
(e−f(x) − 1)µ(dx)
)
.
For general f non-negative, there exists an increasing sequence (fn)n∈N
of simple functions converging to f . The monotone convergence theorem can
be used to prove (2.1) for non-negative functions.
Now, let us prove (2.3). For the same reasons, it is true for simple
functions. Take f a real-valued function and consider for c > 0 the non-
negative function c |f |. We can apply (2.1), so we have
E
[
e−c
R
E |f(x)|N(dx)
]
= exp
(∫
E
(e−c|f(x)| − 1)µ(dx)
)
.
As we have ∣∣∣e−|f(x)| − 1)∣∣∣ ≤ K min(|f(x)| , 1)
for some K > 0 and ∫
E
min(|f(x)| , 1)µ(dx) <∞,
we can apply the Lebesgue dominated convergence theorem to e−c|f(x)| − 1
and let c→ 0. It implies that
lim
c→0
E
[
e−c
R
E |f(x)|N(dx)
]
= 1.
On the other hand,
E
[
e−c
R
E |f(x)|N(dx)
]
= E
[
1R
E |f(x)|N(dx)<∞e
−c RE |f(x)|N(dx)].
Letting c→ 0, we obtain
lim
c→0
E
[
e−c
R
E |f(x)|N(dx)
]
= P
(∫ |f(x)|N(dx) <∞) = 1.
It implies that
∫
E f(x)N(dx) <∞ a.s. Now, it is enough to take a sequence
of simple functions fn bounded by |f | converging to f and apply the Lebesgue
dominated convergence on both sides to obtain (2.3).
2.2 Sums over Poisson processes 27
Conversely, suppose
P
(∫ |f(x)|N(dx) =∞) > 0
and ∫
E
min(|f(x)| , 1)µ(dx) <∞.
Then, the Lebesgue dominated convergence theorem yields
lim
c→0
E
[
e−c
R
E |f(x)|N(dx)
]
< 1.
But the Lebesgue dominated convergence theorem applied to e−c|f(x)| − 1
thanks to
∫
E min(|f(x)| , 1)µ(dx) <∞ yields
lim
c→0
∫
E
(e−c|f(x)| − 1)µ(dx) = 0
so that
lim
c→0
exp
(∫
E
(e−c|f(x)| − 1)µ(dx)
)
= 1.
It contradicts (2.1) which implies∫
E
min(|f(x)| , 1)µ(dx) =∞
Before going on with other Laplace-related consideration, we can now
prove a very useful result using Proposition 2.2.1 : the Marking Theorem.
Theorem 2.2.2 (The Marking Theorem). Let Π be a Poisson process on E
with intensity measure µ. Let M be a measurable space and (mx)x∈E (the
mark of x) denoteM -valued independent random variables such that x 7→ mx
is measurable . Suppose moreover thatmX are conditionally independent with
respect to Π. Denote Π∗ = {(X,mX);X ∈ Π}. Then, the random subset Π∗
is a Poisson process on E ×M with intensity measure
µ∗(A) =
∫∫
(x,m)∈A
µ(dx)p(x, dm).
Proof. Denote
Σ∗ =
∑
X∈Π
f(X,mX).
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Conditionally to Π, Σ∗ is the sum of independent random variables so that
its Laplace transform is
E
[
e−Σ
∗ |Π] = ∏
X∈Π
E
[
e−f(X,mX)|Π]
=
∏
X∈Π
∫
M
e−f(X,m)p(X, dm).
Take f∗(x) = − log
∫
M e
−f(x,m)p(x, dm). Consider
∑
X∈Π f∗(X). On the
one hand, we have
E
[
e−
P
X∈Π f∗(X)
]
=E
[ ∏
X∈Π
∫
M
e−f∗(X,m)p(X, dm)
]
=E
[
E
[
e−Σ
∗ |Π]]
=E
[
e−Σ
∗]
.
On the other hand using Proposition 2.2.1 to Π with
f∗(x) = − log
∫
M
e−f(x,m)p(x, dm),
we obtain
E
[
e−
P
X∈Π f∗(X)
]
= exp
(∫
E
(e−f∗(x) − 1)µ(dx)
)
.
Replacing f∗ by its definition, we have
E
[
e−Σ
∗]
= exp
(∫
E
∫
M
(e−f(x,m) − 1)µ(dx)p(x, dm)
)
= exp
(∫
E×M
(e−f(x,m) − 1)µ∗(dx, dm)
)
.
As the Laplace transform characterizes the distribution of the process, the
Marking Theorem is now proven.
Remark 2.2.3. In this thesis, we will often use this theorem in a particu-
lar case. Denote by (Xn)n∈N an enumeration of the Poisson process Π on E
with intensity measure µ and (mXn)n∈N a sequence of i.i.d.M -valued random
variables independent of Π with distribution ρ. The assumptions are satisfied
since all the variables are independent. Then, according to the Marking The-
orem above, (Xn,mXn) is a Poisson process on E×S with intensity measure
µ(dx)ρ(dm). We will often denote (Xn,mn) instead of (Xn,mXn).
Now since we have proven the very useful Marking Theorem, we can
compute the Laplace transform of a compensated Poisson process.
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Lemma 2.2.4. Let N be the measure associated to a Poisson point process
with intensity measure µ. Let f be a real-valued measurable function which
satisfies ∫
E
min(|f(x)| , f2(x))µ(dx) <∞.
Then we have
E
[
e−i
R
E f(x)(N−µ)(dx)
]
= exp
(∫
E
(
e−if(x) − 1 + if(x)
)
µ(x)
)
.
The proof of this lemma is similar that of the Proposition 2.2.1 above, ex-
cept that we have to consider integration with respect to N −µ instead of N
with a different integrability condition. As in the proof of Proposition 2.2.1,
the existence of
∫
E f(x)(N−µ)(dx) is equivalent to
∫
E min(|f(x)| , f2(x))µ(dx) <
∞.
Let us summarize the existence conditions of different objects in the
following corollary.
Corollary 2.2.5. Let Π be a Poisson process of counting measure N with
intensity measure µ on a space state E. For any measurable function f on
E we have,
(i)
∫
E f(x)N(dx) exists if and only if
∫
E min(|f(x)| , 1)µ(dx) <∞.
(ii)
∫
E f(x)(N−µ)(dx) exists if and only if
∫
E min(|f(x)| , f(x)2)µ(dx) <
∞.
Now, let us discuss the moments of sums over Poisson processes. The
next proposition gives us the usual mean and variance, the following lemmas
will be about higher order moments.
Proposition 2.2.6. Let Π be a Poisson process of counting measure N with
intensity measure µ. If f is a measurable function such that∫
E
|f(x)|µ(dx) <∞,
then
E
[∫
E
f(x)N(dx)
]
=
∫
E
f(x)µ(dx).
If f is such that ∫
E
f(x)2µ(dx) <∞,
then
Var
(∫
E
f(x)N(dx)
)
=
∫
E
f(x)2µ(dx).
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We will skip details of the proof because it exactly follows from the same
steps as the proof of Proposition 2.2.1 i.e., we prove this equalities for simple
functions then use the dominated convergence theorem.
In [2], the authors obtained a result on the moments of a sum over Poisson
processes. Here is the result they obtained in a less general case.
Lemma 2.2.7. Let Π be a Poisson process with intensity measure σ-finite
µ and f a real-valued measurable function. Denote Σ =
∑
x∈Π f(x). Then
E[Σn] = n!
∑
r∈I(n)
n∏
i=1
∫
E f(x)
riµ(dx)
(i!)riri!
where I(n) = {(r1, · · · , rn) ∈ Nn;
∑n
i=1 iri = n}.
Unfortunately, it will not be enough for our purpose. We need another
one which will consider two compensated sums over the same Poisson process.
Moreover, we have a different scheme of proof.
Lemma 2.2.8. Let Π be a Poisson process of intensity measure σ-finite µ
on a space E. Take n ∈ N∗. Let f1 and f2 two real-valued functions over E,
such that for all k ∈ N ∫
E
max(|f1| , |f2|)kdµ <∞. (2.5)
Denote Σ1 =
∑
X∈Π f1(X) and Σ2 =
∑
X∈Π f2(X). Then,
E [(Σ1 − EΣ1)n(Σ2 − EΣ2)n] = (2n)!(2n
n
) ∑
k,l∈Sn
d∏
i=1
(
ki+li
li
)
d!(ki + li)!
Ili,ki , (2.6)
where
Sn =
n⋃
d=1
{
k, l ∈ Nd,
d∑
i=1
ki =
d∑
i=1
li = n and ki + li ≥ 2
}
and Ili,ki =
∫
E f
li
1 f
ki
2 dµ.
Proof. First, let us consider f1 and f2 being two simple functions. On the
one hand, there exists a finite number of pairwise disjoint sets A1, · · · , Am
such that µ(Ai) < ∞ and f1 and f2 only take one value on each Ai which
will denote respectively f1(ai) and f2(ai). We can write for k = 1 or 2,
fk(x) =
∑m
i=1 fk(ai)1Ai(x).
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Consequently,
E
[
exp (θ1(Σ1 − EΣ1) + θ2(Σ2 − EΣ2))
]
=E
[
m∑
i=1
∑
x∈Π
exp (θ1(f1(ai)− EΣ1) + θ2(f2(ai)− EΣ2))1Ai(x)
]
=
m∑
i=1
exp (θ1(f1(ai)− EΣ1) + θ2(f2(ai)− EΣ2))µ(Ai). (2.7)
We can do a Taylor expansion of the exponential term and use Newton’s
binomial formula. It yields
exp (θ1(f1(ai)− EΣ1) + θ2(f2(ai)− EΣ2)) =
+∞∑
k=0
k∑
l=0
(
k
l
)
k!
θl1θ
k−l
2 (f1(ai)− EΣ1)l(f2(ai)− EΣ2)k−l. (2.8)
Combining (2.7) and (2.8), we obtain
E
[
exp (θ1(Σ1 − EΣ1) + θ2(Σ2 − EΣ2))
]
=
m∑
i=1
+∞∑
k=0
k∑
l=0
(
k
l
)
k!
θl1θ
k−l
2 (f1(ai)− EΣ1)l(f2(ai)− EΣ2)k−lµ(Ai). (2.9)
An immediate consequence of (2.9) for f1, f2 simple functions is
E [exp (θ1(Σ1 − EΣ1) + θ2(Σ2 − EΣ2))]
=
+∞∑
k=0
k∑
l=0
(
k
l
)
k!
θl1θ
k−l
2 E
[
(Σ1 − EΣ1)l(Σ2 − EΣ2)k−l
]
. (2.10)
On the other hand, the characteristic function of a sum over a Poisson
process can be deduced from Proposition 2.2.1. Another expansion yields
E
[
exp
(
θ1(Σ1 − EΣ1) + θ2(Σ2 − EΣ2)
)]
= E [exp (θ1Σ1 + θ2Σ2)] exp (−θ1EΣ1 − θ2EΣ2)
= exp
(∫
(eθ1f1+θ2f2 − 1)dµ
)
exp (−θ1EΣ1 − Eθ2Σ2) . (2.11)
Once again, we will use the fact that we have simple functions to obtain
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exp
(∫
(eθ1f1+θ2f2 − 1)dµ
)
=
m∏
i=1
exp
(∫
Ai
(eθ1f1(ai)+θ2f2(ai) − 1)dµ
)
=
m∏
i=1
exp
(
µ(Ai)(eθ1f1(ai)+θ2f2(ai) − 1)
)
=
m∏
i=1
exp
(
µ(Ai)
+∞∑
k=1
(θ1f1(ai) + θ2f2(ai))
k
k!
)
=
m∏
i=1
exp
(
µ(Ai)
+∞∑
k=1
1
k!
k∑
l=0
(
k
l
)
θl1θ
k−l
2 f1(ai)
lf2(ai)k−l
)
= exp
(
+∞∑
k=1
1
k!
k∑
l=0
(
k
l
)
θl1θ
k−l
2 Il,k−l
)
, (2.12)
where Ili,ki =
∫
E f
li
1 f
ki
2 dµ. Substituing (2.12) to (2.11), we obtain
E
[
exp
(
θ1(Σ1 − EΣ1) + θ2(Σ2 − EΣ2)
)]
=
+∞∑
j=0
1
j!
(
+∞∑
k=2
1
k!
k∑
l=0
(
k
l
)
θl1θ
k−l
2 Il,k−l
)j
. (2.13)
Now, we can identify the coefficient of θn1 θn2 in equations (2.10) and (2.13).
In (2.10), the coefficient of θn1 θn2 is(
2n
n
)
(2n)!
E
[
(Σ1 − EΣ1)l(Σ2 − EΣ2)k−l
]
.
In (2.13), the coefficient of θn1 θn2 is
∑
k,l∈S′n
d∏
i=1
(
ki
li
)
d!ki!
Ili,ki−li ,
where
S ′n =
n⋃
d=1
{
k, l ∈ Nd with
d∑
i=1
ki − li =
d∑
i=1
li = n and ki ≥ 2
}
.
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Replacing ki − li in the coefficients of θn1 θn2 and in S′ gives
E [(Σ1 − EΣ1)n(Σ2 − EΣ2)n] = (2n)!(2n
n
) ∑
k,l∈Sn
d∏
i=1
(
ki+li
li
)
d!(ki + li)!
Ili,ki
with
Sn =
n⋃
d=1
{
k, l ∈ Nd,
d∑
i=1
ki =
d∑
i=1
li = n and ki + li ≥ 2
}
.
Since equalities have been proven for simple functions, one can always
find a sequence of simple functions bounded by max(|f1| , |f2|) converging to-
wards f1 and another one converging towards f2. Consequently, the Lebesgue
dominated convergence theorem can be applied to ensure the moment equa-
tion (2.6) is still true.
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Chapter 3
Simulation of a Local Time
Fractional Stable Motion
This chapter is the subject of an article to appear in Séminaire de
Probabilités XLIII.
The aim of this chapter is to simulate sample paths of a class of symmetric
α-stable processes. This will be achieved by using the series expansion of the
processes seen as shot noise series. In our case, as the general term of the
series expansion has to be approximated, the first result is needed in shot
noise theory. Then, this will lead to a convergence rate of the approximation
towards the Local Time Fractional Stable Motion.
3.1 Introduction
Fractional fields have often been used to model irregular phenomena. The
simplest one is the fractional Brownian motion introduced in [27] then de-
veloped in [32]. More recently, many fractional processes have been studied,
usually obtained by a stochastic integration of a deterministic kernel against
a random measure (cf. among others [31], [3], [23], [28] and [7]). Many
different simulation methods have been discussed in the literature, but shot
noise series seem to perfectly fit that kind of problem. Generalized shot noise
series were introduced for simulation in [35], further developments were done
in [36] and [37] and a general framework was developed in [12]. Moreover, a
computer study of the convergence rate of LePage series to α-stable random
variables has been done in a particular case in [21].
A shot noise series can be seen as:
∞∑
n=1
Γ−1/αn Vn
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where (Vn) are i.i.d. random variables and (Γn) are the arrival times of a
Poisson process. Usually, there is no question about the simulation of Vn.
In this thesis, we will consider the convergence rate when Vn can not be
simulated but only approximated. The quality of the approximation will be
allowed to change depending on its impact on the overall process. Indeed, in
a shot noise series representation of an α-stable process, the first terms are
the most significant so one has to minimize the error made in approximating
Vn for small n. Moreover, for small n, Γ
−1/α
n has infinite q-moments, which
means the corresponding terms will need a particular treatment. For large
n, Γ−1/αn is smaller, so it is not as useful to approximate Vn with the same
precision. The convergence rate towards the limiting process will be shown
depending on the approximation of each term of the series.
Subsequently, this result will be applied to study a particular class of
processes which is the main interest of the paper. In network traffic mod-
eling, properties like self-similarity, heavy tails and long-range dependance
are often needed; see for example [33]. Moreover, empirical studies like [15]
have shown the importance of self-similarity and long-range dependance in
that area.
In [13], the authors introduced "fractional Brownian motion local time
fractional stable motion" as a stochastic integration of a non-deterministic
kernel against a random measure, which will be our main interest in the sec-
ond part. Here we will call it Local Time Fractional Stable Motion (LTFSM).
This process has been defined as:
∫
Ω′
∫
R
l(x, t)(ω′)M(dω′, dx), for t ≥ 0.
In this expression, l is the local time of a fractional Brownian motion of Hurst
parameter H defined on (Ω′,F ′,P′). M is a symmetric α-stable random
measure (see [38] for more details) with control measure P′×Leb (Leb being
the Lebesgue measure on R). LTFSM is α-stable but also self-similar and
its increments are long-range dependent.
The first step towards understanding LTFSM is naturally to observe its
sample paths. Unfortunately, the above expression does not directly provide
a way to obtain the sample paths. In the case of Brownian motion local time,
this process can be seen as the limit of a discrete random walk with random
rewards model. It is not completely satisfying for a few reasons, the most
obvious one is that there is no control of the convergence speed rate towards
the limit. This is where the tool that we have developed in the first part will
be used. In this thesis, we will study how we can simulate this process by
using the expression given in equation (5.3) in [13], which can be seen as a
shot noise expansion. In fact, up to a multiplicative constant, LTSFM has
the same distribution as:
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∞∑
n=1
Γ−1/αn Vn,
where (Vn) are i.i.d. random variables expressed with the fractional Brownian
motion local time. Two kinds of approximations will be involved: one from
the truncation of the series, the other one from the approximation of the
local time which will be dealt with in more details later.
This chapter will begin by a description of the LTFSM and its properties.
The following section of the chapter will be devoted to the shot noise theory
results. In the next section, we will see how LTFSM fits in the general frame
we have just developed, how the local time is approximated and we will be
able to obtain a convergence rate in the case of our process. The last section
will be devoted to a quick study of our simulations with a comparison to the
random walk with random rewards model that was introduced in [13] in the
case H = 1/2.
3.2 About the Local Time Fractional Stable Motion
In [13], the authors introduced fractional Brownian motion-H-local time
fractional stable motion. As stated in the introduction, this process is ob-
tained as the integration of a local time against a stable measure. The
fractional Brownian motion-H prefix is here to emphasize that the local time
is the local time of a fractional Brownian motion. Because it is a bit cum-
bersome, in this chapter we will only call it Local Time Fractional Stable
Motion (LTFSM).
3.2.1 Preliminaries
LTFSM is a self-similar model with stationary increments (SSSI). A
stochastic process (Yt)t≥0 is said to be self-similar with exponent of self-
similarity H if (Yct)t≥0 and (cHYt)t≥0 have the same finite-dimensional laws
for any c > 0. The most famous example of SSSI processes is the already
mentioned fractional Brownian motion (fBm). It is the only Gaussian H-
SSSI process (up to a multiplicative constant) which has zero mean and
covariance function
r(s, t) =
1
2
[t2H + s2H − |t− s|2H ].
LTFSM is also a symmetric α-stable (SαS) process. An α-stable process
is a stochastic process whose finite-dimensional distributions are α-stable.
Remember that a random variable X is said to have a stable distribution if
for any real numbers A and B there exists a positive number C and a real
number D such that
AX1 +BX2
d=CnX +Dn,
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where X1 and X2 are independent copies of X and
d= means equality in
distribution. Moreover, there is a number α ∈ (0, 2] such that
Cα = Aα +Bα.
The distribution of X is said to be α-stable. A symmetric α-stable random
variable X has a characteristic function which has the form
E[exp iθX] = exp(−σα |θ|α).
It means a SαS distribution has two parameters: α, the index of stability,
and σ the scale parameter.
Let (Ω,F , P ) be a probability space, let L0(Ω) be the set of all real
random variables defined on it, and let (E, E ,m) be a measure space. Set
E0 = {A ∈ E/m(A) < ∞}. A stable measure M is an independently scat-
tered σ-additive set function M : E0 → L0(Ω) such that for all A ∈ E0,
M(A) is a SαS random variable of scale parameter m(A)1/α. Independently
scattered means that if A1, A2, · · · , Ak are pairwise disjoint sets belonging
to E0, then the random variables M(A1),M(A2), · · · ,M(Ak) are indepen-
dent. Then,M is said to be a symmetric α-stable random measure of control
measure m.
On that base, one can construct an integration theory to define stable
integrals i.e. for f such that
∫
E |f(x)|αm(dx) <∞, one can construct
I(f) =
∫
E
f(x)M(dx),
where I(f) is a SαS random variable of scale parameter(∫
E
|f(x)|αm(dx)
)1/α
.
More details can be found in [38] including the non-symmetric case.
In this chapter, we are interested in SαS processes that are given by
Xt =
∫
E
f(t, x)M(dx),
where M is a symmetric α-stable random measure on a measurable space
(E, E). More precisely, let (Ω′,F ′, P ′) be a probability space supporting a
fractional Brownian motion (BHt )t≥0 with Hurst parameter H. Let l(x, t)
be its jointly continuous local time process. More details on the local time
and its regularity can be found in [19] and particularly in [34]. Let M be
a SαS random measure on the space Ω′ × R with control measure P ′ × Leb
where Leb is Lebesgue measure on R. The randomness of the measure lies
on another probability space (Ω,F , P ). LTSFM is defined by∫
Ω′
∫
R
l(x, t)(ω′)M(dx, dω′).
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This process has been shown to be a well-defined H ′-SSSI process with
H ′ = 1 +H
( 1
α
− 1).
Moreover, it is d-Hölder continuous for all
d <
H ′ − 1/α
1− 1/α .
3.2.2 Random reward scheme
The objective of this chapter is to simulate sample paths of LTFSM. The
first idea could have been to use the random reward scheme introduced in
[13] for H = 1/2. This scheme has been extended in a more general setting
in [17], then applied to LTFSM for all values of H in [14]. Let us be more
precise about this scheme.
Let ξ = (ξx)x∈Z denote a sequence of independent, identically distributed
symmetric real-valued random variables. This sequence ξ is called a random
scenery. Moreover, suppose that ξ belongs to the domain of attraction of a
symmetric stable distribution Zβ of index β ∈ (0, 2] i.e. the following weak
convergence holds
n
− 1
β
n∑
x=0
ξx
L−−−→
n→∞ Zβ.
Let S = (Sk)k∈N be a random walk on Z independent from the scenery
ξ. Suppose that S0 = 0 and for n ≥ 1, Sn =
∑n
k=1Xk where (Xi)i≥1
is a stationary Gaussian sequence with mean 0 and correlation r(i − j) =
E [XiXj ] such that
n∑
i=1
n∑
j=1
r(i− j) ∼ n2H .
Now, we can define the random walk in random scenery as the process
(Zn)n≥0 given by
Zn =
n∑
k=0
ξbSkc,
where b·c denotes the floor function. Then Z is extended by linear interpo-
lation to all real values i.e.,
Zs = Zbsc + (s− bsc)(Zbsc+1 − Zbsc).
Consider
Dn(t) = n−δZnt
with δ = 1−H +Hβ−1.
40 Chapter 3 : Simulation of a Local Time Fractional Stable Motion
Now, for i ≥ 1, take ξ(i) i.i.d. copies of ξ, S(i) i.i.d. copies of S so we
can construct Z(i) i.i.d. copies of Z and D(i)n i.i.d. copies of Dn. Let cn be a
sequence of integers such that lim cn =∞. The following weak convergence
holds in C([0,∞)) :(
c
− 1
β
n
cn∑
i=1
D(i)n (t)
)
t≥0
−−−→
n→∞ (Γ(t))t≥0
where Γ is the LTFSM.
The techniques we are developing in this chapter are completely differ-
ent from the random reward in random scenery scheme. In this scheme in
particular, there is no control on the convergence rate of the model towards
LTFSM. Here, we will use series representation of the LTFSM. Indeed, as
stated in [13], the integral representation of LTFSM∫
Ω′
∫
R
l(x, t)(ω′)M(dx, dω′)
is equal in distribution to the following series representation
Cα
∞∑
n=1
Γ−1/αn Gne
X′2n /2αln(X ′n, t),
where Cα is a finite positive constant depending only on α, Γn, (Gn), (X ′n)
and (ln) are four independent sequences such that (Gn) and (X ′n) are i.i.d.
standard random variables, (Γn) are the arrival times of a unit rate Poisson
process and (ln) are independent copies of the local time of a fractional
Brownian motion.
But before this, we need some results on shot noise series which is the
subject of the next section.
3.3 Shot Noise series
In this section, some results on shot noise series will be shown, mainly
thanks to Theorem 2.4 in [36]. For the whole section, we will make the
following assumption.
Assumption 3.3.1. Let EK be the space of continuous functions defined on
a compact subset K ⊂ R, equipped with the uniform norm denoted by ‖·‖K .
For p ≥ 1, we will denote by ‖·‖K,p the Lp(K) norm. For α ∈ (0, 2), let us
consider the map h : R+ × EK → EK with
h(r, v) = r−1/αv. (3.1)
h is a Borel measurable map. Let (Γn)n≥1 be the arrival times of a Poisson
process of rate 1 in R+ and (Vn)n≥1 be a sequence of i.i.d. symmetric random
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variables of distribution λ with value in EK . Let us assume that (Γn)n∈N and
(Vn)n∈N are independent. Moreover we will suppose that for all q ≥ α, there
exists Mq such that E[‖V1‖qK ] ≤Mq <∞.
3.3.1 Convergence of the shot noise series
Proposition 3.3.2. Under Assumption 3.3.1, the series
∑∞
n=1 h(Γn, Vn)
converges in EK almost surely.
Proof. The proof of this proposition simply consists in verifying that the
series satisfies the assumptions of Theorem 2.4 in [36]. We must prove that
the measure defined for all A ∈ BE (Borelians of EK) by
F (A) =
∫ ∞
0
∫
EK
1A\{0}(h(u, v))λ(dv)du (3.2)
where λ, which is the distribution of Vn, is a Lévy measure, i.e.:
(i) For every y′ ∈ E′K , E′K being the dual space of EK ,∫
EK
(< y′, y >2 ∧1)F (dy) <∞.
(ii) The function
Φ : y′ 7→ exp
(∫
EK
(
ei<y
′,y> − 1− i < y′, y > 1‖y‖K≤1
)
F (dy)
)
is the characteristic function of a probability measure on EK .
To prove (i), a straightforward computation leads to:∫
EK
(‖y‖2K ∧ 1)F (dy) =
∫
R
|v|α λ′(dv)
(
1 +
α
2− α
)
,
where λ′ is the distribution of ‖Vn‖K . This is finite by the assumption.
The second part (ii) is more interesting in itself and by consequence is the
subject of the next proposition. Once Proposition 3.3.3 is proven, according
to Theorem 2.4 in [36], we have the uniform convergence on every compact
of
N∑
n=1
h(Γn, Vn)(t)−A(Γn),
where
A(t) =
∫ t
0
∫
EK
h(r, v)1{‖h(r,v)‖K≤1}(h(r, v))drλ(dv) = 0
because λ is symmetric.
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The characteristic function Φ can be computed. By considering the pro-
cess (Γn, Vn) as a marked Poisson process, Poisson process related techniques
we exposed in Chapter 2 can be used to prove the next proposition.
Proposition 3.3.3. Under Assumption 3.3.1, E′K being the dual space of
EK , if Φ is defined by
Φ(y′) := E
[
ei〈y′,
P∞
n=1 h(Γn,Vn)〉
]
, for all y′ ∈ E′K ,
then
Φ(y′) = exp
∫ (
ei<y
′,h(r,v)> − 1− i < y′, h(r, v) > 1‖h(r,v)‖K≤1
)
drλ(dv)
where λ is the distribution of Vn.
The proof of this proposition is a generalization of a part of the proof of
Proposition 3.1 in [29].
Proof. According to the Marking Theorem 2.2.2 (and Remark 2.2.3), (Γn, Vn)
is a marked Poisson process ((Γn)n≥1 being the original Poisson process on
R+ and (Vn)n≥1 the marks in EK). Thus, it can be seen as a Poisson pro-
cess on R+×EK . Let us denote N¯ the measure associated with this Poisson
process (Γn, Vn).
Denote A = {(r, v), ‖h(r, v)‖K ≤ 1}, ‖·‖K being the uniform norm. Let
us decompose h(r, v) = h′(r, v) + h′′(r, v), with h′(r, v) = h(r, v)1A and
h′′(r, v) = h(r, v)1Ac . First, let us consider h′. We can see that we have:∫ ∥∥h′(r, v)∥∥2
K
drλ(dv) =
∫
R+
∫
r≥|v|α
r−2/αw2drλ′(dw),
where λ′ is the distribution of ‖V1‖K .∫ ∥∥h′(r, v)∥∥2
K
drλ(dv) =
∫
R+
α
2− α(|w|
α)
α−2
α w2λ′(dw)
=
α
2− α
∫
R+
wαλ′(dw).
Thanks to Assumption 3.3.1 this integral is finite. We can conclude the
finiteness of
∫ ‖h′(r, v)‖K ∧ ‖h′(r, v)‖2K drλ(dv) since ‖h′(r, v)‖K ≤ 1. We
can use Corollary 2.2.5 (ii) of Chapter 2, and Fubini’s theorem (since h′ is
integrable with respect to N¯ + drλ(dv)), to get ∀y′ ∈ E′K :
< y′,
∫
A
h′(r, v)(N¯(dr, dv)− drλ(dv)) >
=
∫
A
< y′, h′(r, v) > (N¯(dr, dv)− drλ(dv)).
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Using Lemma 2.2.4, we get
E
[
ei<y
′,
R
A h
′(r,v)(M(dr,dv)−drλ(dv))>
]
= exp
(∫
A
(
ei<y
′,h′(r,v)> − 1− i < y′, h′(r, v) >
)
drλ(dv)
)
.
Denoting Aε = {(r, v), ε < ‖h(r, v)‖K ≤ 1}, as λ is symmetric and
h(r,−v) = −h(r, v), we have∫
Aε
h′(r, v)(N¯(dr, dv)− drλ(dv)) =
∫
Aε
h′(r, v)N¯(dr, dv).
When ε goes to 0, it implies
E
[
ei<y
′,
R
A h
′(r,v)N¯(dr,dv)>
]
= exp
(∫
A
(
ei<y
′,h′(r,v)> − 1− i < y′, h′(r, v) >
)
drλ(dv)
)
. (3.3)
Note that (3.3) is the characteristic function of the compensated sum over a
Poisson process
∑∞
n=1 h
′(Γn, Vn).
We now study the h′′ term. We have∫
(
∥∥h′′(r, v)∥∥
K
∧ 1)drλ(dv) =
∫
R+
∫
r<|w|α
drλ′(dw) <∞,
which is finite thanks to Assumption 3.3.1:
As we did previously, using Corollary 2.2.5 (i), and Fubini’s theorem, as
h′′ is integrable with respect to N¯ , we get ∀y′ ∈ E′K
< y′,
∫
Ac
h′′(r, v)N¯(dr, dv) >=
∫
Ac
< y′, h′′(r, v) > N¯(dr, dv).
Using Proposition 2.2.1 of Chapter 2:
E
[
ei<y
′,
R
Ac h
′′(r,v)N¯(dr,dv)>
]
= exp
(∫
Ac
(
ei<y
′,h′′(r,v)> − 1
)
drλ(dv)
)
.
(3.4)
Note that (3.4) is the characteristic function of
∑∞
n=1 h
′′(Γn, Vn).
Define
Ψ(y′) = E
[
e<y
′,
R
A h
′(r,v)N¯(dr,dv)>
]
E
[
e<y
′,
R
Ac h
′′(r,v)N¯(dr,dv)>
]
.
As h′ and h′′ have disjoint supports, processes
∫
h′(r, v)N¯(dr, dv) and∫
h′′(r, v)N¯(dr, dv) are independent, so thanks to (3.3) and (3.4) we have
Ψ(y′) = exp
(∫
A
(
ei<y
′,h′(r,v)> − 1− i < y′, h′(r, v) >
)
drλ(dv)
)
exp
(∫
Ac
(
ei<y
′,h′′(r,v)> − 1 >
)
drλ(dv)
)
.
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As h = h′ on A and h = h′′ on Ac, we can conclude that
Ψ(y′) = exp
∫ (
ei<y
′,h(r,v)> − 1− i < y′, h(r, v) > 1‖h(r,v)‖K≤1
)
drλ(dv).
is the characteristic function of
∑∞
n=1 h
′(Γn, Vn) +
∑∞
n=1 h
′′(Γn, Vn). Then,
Proposition 3.3.2 is now proven and at the same time, we have obtained the
characteristic function of
∞∑
n=1
h(Γn, Vn) =
∞∑
n=1
h′(Γn, Vn) +
∞∑
n=1
h′′(Γn, Vn).
3.3.2 Estimation of the remainder
The following proposition, regarding the Lq distance between the sum of
the series and the truncated sum, is proven with inspiration from [29].
Proposition 3.3.4. Under Assumption 3.3.1, let us consider the shot noise
series
Y =
∞∑
n=1
h(Γn, Vn).
Denote by YN =
∑N
n=1 h(Γn, Vn) and take q ≥ 2. Then, for N > q/α − 1,
we have
E[|Y (t)− YN (t)|q] ≤ Aq
N q(
2−α
2α
)
,
where Aq does not depend on t and only depends on q through Mq as defined
in Assumption 3.3.1.
Proof. For N < P , let
RN,P (t) =
P∑
n=N+1
h(Γn, Vn)(t).
According to Proposition 3.3.2, RN,P converges in EK almost surely when
P goes to ∞.
As h(Γn, Vn)(t) = Γ
−1/α
n Vn(t) and because Vn(t) is symmetric and inde-
pendent of Γn, h(Γn, Vn)(t) is also symmetric. Therefore, Proposition 2.3 in
[30] can be applied to obtain
E
[
max
N+1≤n≤P
|RN,n(t)|q
]
≤ 2E[|RN,P (t)|q].
Khintchine inequality can now be applied with a little subtlety. Let εn be a
sequence of i.i.d. Rademacher random variables, independent of everything
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else. Thus εnh(Γn, Vn)(t) has the same distribution as h(Γn, Vn)(t) since it
is symmetric. Then, Khintchine inequality claims
E
[∣∣∣∣∣
P∑
n=N+1
εnh(Γn, Vn)(t)
∣∣∣∣∣
q ∣∣∣∣∣(h(Γn, Vn)(t))n∈N
]1/q
≤
Bq
(
P∑
n=N+1
|h(Γn, Vn)(t)|2
)1/2
,
where Bq =
√
2
(
Γ((q+1)/2)√
pi
)1/q
for q ≥ 2. By taking the expected value on
both sides of the inequality, then using Minkowski’s inequality, we obtain
E
[∣∣∣∣∣
P∑
n=N+1
h(Γn, Vn)(t)
∣∣∣∣∣
q]
≤ Bqq
(
P∑
n=N+1
E [|h(Γn, Vn)(t)|q]2/q
)q/2
. (3.5)
There is only E [|h(Γn, Vn)(t)|q] left to compute. As Vn and Γn are in-
dependent, as we can compute E[Γ−q/αn ] and as E[‖Vn‖qK ] ≤ Mq < ∞, we
have
E [|h(Γn, Vn)(t)|q] ≤Mq
Γ
(
n− qα
)
Γ(n)
.
These results can be used in (3.5), leading to
E[|RN,P (t)|q] ≤ BqqMq
 P∑
n=N+1
(
Γ
(
n− qα
)
Γ(n)
)2/qq/2 . (3.6)
Using Stirling formula
+∞∑
n=N+1
(
Γ
(
n− qα
)
Γ(n)
)2/q
∼
+∞∑
n=N+1
1
n2/α
∼ α
(2− α)N 2α−1
which shows that the series converges. Let us denote
Hn,q =
Γ
(
n− qα
)
nq/α
Γ(n)
. (3.7)
It can be easily proven that (Hn,q)n≥[q/α]+1 is a non-increasing sequence
where [·] denotes the floor function. So supn≥N+1Hn,q = HN+1,q. So Hn,q
can be bounded uniformly in n ≥ N + 1 > q/α by
Hq = max(Hn,q; [q/α]− 1 ≤ n ≤ [q/α] + 1). (3.8)
So, we obtain
E
[
sup
M≥N+1
|RN,M (t)|q
]
≤ Aq
N q/2(2/α−1)
,
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with
Aq = 2BqqHqMq
(
α
2− α
)q/2
.
Letting M go to infinity yields the conclusion.
Proposition 3.3.4 can be extended on EK equipped with ‖·‖K,p.
Proposition 3.3.5. Under the same assumptions as in Proposition 3.3.4
and for p ≥ 1 and (N + 1)α > q > max(p, 2), there exists Aq such that
E
[
‖Y − YN‖qK,p
]
≤ V ol(K)q/p Aq
N q(
2−α
2α
)
where Y and YN are defined in Proposition 3.3.4.
Proof. According to Hölder’s inequality,
‖Y − YN‖K,p ≤
(
V ol(K)1−p/q
(∫
K
|Y (t)− YN (t)|q dt
)p/q)1/p
,
where V ol(K) =
∫
R 1K . Thanks to Proposition 3.3.4 we have
E
[
‖Y − YN‖qK,p
]
≤ V ol(K)q/p−1
∫
K
Aq
N q/2(2/α−1)
dt.
The error coming from the truncation is now explicit thanks to the previ-
ous propositions. Unfortunately, the distribution of Vn is not always easy to
simulate or may even be unknown. From now on, we will consider a sequence
of random variables (Wn,k)n≥1 such that limk→∞Wn,k = Vn in a sense we
will define later. Here, k is the parameter which will control the closeness
between Vn and Wn,k.
3.3.3 Estimation of the approximation error
Next, we will evaluate the distance between
∑P
n=N+1 h(Γn, Vn)(t) and∑P
n=N+1 h(Γn,Wn,k)(t) in L
q for q > 2. Due to the fact that Γ−1/αn has a
finite q-moment if and only if n > q/α, we will not always be able to compute
the distance between the sums starting at n = 1.
The next two propositions allow us to evaluate the error when approx-
imating Vn(t) by Wn,k(t), knowing their Lq-distance. The main interest in
these propositions is that the distance between Vn and Wn,k is allowed to
grow with n. Indeed, as Γ−1/αn is decreasing with n, the larger n is, the
less significant is the distance between Vn and Wn,k in the overall distance
between the two sums.
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Proposition 3.3.6. Let us have the same assumption as Proposition 3.3.4
and take P > N and α(N + 1) > q ≥ 2. If (Wn,k)n≥1 is a sequence of
symmetric random variables with values in the space of bounded functions
on K such that there exists a constant Mq,k with
E[‖Vn −Wn,k‖qK ] ≤Mq,knqβ <∞,
for β < 1/α− 1/2, then
E
[∣∣∣∣∣
P∑
n=N+1
h(Γn, Vn)(t)− h(Γn,Wn,k)(t)
∣∣∣∣∣
q]
≤ A′qMq,k(
1
N2/α−β−1
− 1
P 2/α−β−1
) q
2
where A′q does not depend on t and only depends on q.
Proof. Let us denote
RN,P (t) =
P∑
n=N+1
h(Γn, Vn)(t)− h(Γn,Wn,k)(t).
In the same way as we have obtained (3.6) in the proof of Proposition
3.3.4, we have
E[|RN,P (t)|q] ≤ BqqMq,k
 P∑
n=N+1
(
nqβ
Γ
(
n− qα
)
Γ(n)
)2/qq/2 .
Under the same definitions of Hn,q and Hq as we did in (3.7) and (3.8),
using well-known series-integral comparison we obtain
E[|RN,P (t)|q] ≤ A′qMq,k
(
1
N2/α−β−1
− 1
P 2/α−β−1
)q/2
where A′q = B
q
qHq
(
α
2−αβ−α
)q/2
.
In the same way as we had Proposition 3.3.5 one can prove the following
proposition.
Proposition 3.3.7. Under the same assumptions as in Proposition 3.3.6 we
have,
E
∥∥∥∥∥
P∑
n=N+1
h(Γn, Vn)− h(Γn,Wn,k)
∥∥∥∥∥
q
K,p
 ≤ V ol(K)q/pA′q
Mq,k
(
1
N2/α−β−1
− 1
P 2/α−β−1
) q
2
.
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In the next part, we will use these results to obtain an approximation and
a convergence rate towards the LFTSM. Propositions 3.3.4 and 3.3.7 will be
used to balance both types of errors. In this procedure, an appropriately
precise approximation of Vn will be needed to minimize the error between
Vn and Wn,k. As stated before, depending on the values of q and α, we will
have to consider the first terms in a specific manner.
3.4 Application to the local time fractional stable
motion
In this section, we will apply the results from Section 3.3 to the process
defined in the introduction. Our precise working definition, coming from
equation (5.3) in [13], is up to a multiplicative constant:
1√
2pi
∑
n≥1
Γ−1/αn Gne
X′2n /2αln(X ′n, t), (3.9)
where
– (Gn)n≥1 is a sequence of i.i.d. standard Gaussian variables,
– (X ′n)n≥1 is another sequence of i.i.d. standard Gaussian variables,
– (ln)n≥1 are independent copies of a fractional Brownian motion local
time, each one defined on some probability space (Ω′,F ′, P ′).
– (Γn)n≥1 are the arrival times of a Poisson process of rate 1 on [0,∞),
(Gn), (X ′n), (ln) and (Γn) being independent.
But before that, we will have to prove that this process satisfies the
required assumptions.
We will need to apply results from Section 3.3 to a more general family
of functions, in particular to the approximated local times. The required
setup is the following assumption.
Assumption 3.4.1. Consider a family (fn)n ≥1 of functions satisfying the
following conditions: fn : R × R+ → R are the independent copies of a non
negative continuous random function on the probability space (Ω′,F ′, P ′),
such that for all K ⊂ R compact set we have for some p > α
E
[‖fn(x, ·)‖pK]
uniformly bounded in x, there exists ρ ≥ 0 such that fn(·, t) has its support
included in
Sρ,n =
[
inf
s≤t
BH,ns − ρ, sup
s≤t
BH,ns + ρ
]
, (3.10)
where (BH,n) are independent fractional Brownian motions with Hurst pa-
rameter H defined on the same probability space as fn.
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In the following, we will consider
Yf,ϕ(t) =
∑
n≥1
Γ−1/αn Gnϕ(Xn)
−1/αfn(Xn, t), (3.11)
where ϕ is the density of the i.i.d. random variables Xn and f = (fn)n. Note
that in the case ϕ0(x) = 1√2pie
−x2 and f = l = (ln)n, we obtain the process
defined in (3.9).
Remark 3.4.2. The local time of a fractional Brownian motion obviously
satisfies the support condition with ρ = 0. It satisfies the other condition
because ln(x, ·) is a non-decreasing function so that
sup
t∈K
ln(x, t) = ln(x, t0),
t0 being the upper bound of K (see for example [19] for more details on local
times). It simply claims E
[‖ln(x, t)‖pK] ≤ tp0.
Lemma 3.4.3. Let (fn)n≥1 satisfy the Assumption 3.4.1, fn(x, ·) be a con-
tinuous function on K. Let (Xn) be a sequence of i.i.d. real random variables
independent of everything else whose probability density is ϕ . For q > 0, if
for all a > 0,
∫
R ϕ(x)
−q/α+1e−ax2 <∞, there exists C > 0 such that
E
[∥∥∥ϕ(Xn)−1/αfn(Xn, ·)∥∥∥q
K
]
≤ C sup
x∈R
(
E
[
‖fn(x, ·)‖qp
′
K
])1/p′
,
for some p′ > 1.
This result still holds if fn(x, ·) is not continuous but bounded and all the
other assumptions are still satisfied.
Proof. fn has its support in Sρ,n defined in (3.10). Thus, we have
E
[∥∥∥ϕ(Xn)−1/αfn(Xn, ·)∥∥∥q
K
]
= E
[∫
R
‖fn(x, ·)‖qK 1x∈Sρ,nϕ(x)−q/α+1dx
]
.
We can switch the integrals and apply Hölder’s inequality which leads to,
for p and p′ such as 1p +
1
p′ = 1 ,∫
R
E
[
‖fn(x, ·)‖qK 1x∈Sρ,nϕ(x)−q/α+1
]
dx ≤
∫
R
(
E
[
‖f(x, ·)‖qp′K
])1/p′
(
E
[
1x∈Sρ,n
])1/p
ϕ(x)−q/α+1dx.
As we see that (
E
[
‖fn(x, ·)‖qp
′
K
])1/p′
is uniformly bounded in x, and E
[
1x∈Sρ,n
]
has Gaussian-like tail, (see for
example Theorem 7 in [41]), the integral is finite because ϕ(x)−q/α+1 is
integrable against e−ax2 for all a > 0.
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We will need to apply Lemma 3.4.3 with q > α later, but we cannot
apply it to the process defined in (3.9) because ϕ0(x) = 1√2pie
−x2 is not a
suitable density to apply Lemma 3.4.3. To avoid this problem, we will work
with a slightly different process, having the same distribution. Thus, we
will see that the processes Yf,ϕ as defined in (3.11) have the same distri-
bution for all suitable density ϕ, i.e. ϕ such that for q > 0, for all a > 0,∫
R ϕ(x)
−q/α+1e−ax2 <∞.
Proposition 3.4.4. If there exists q > 0 such that for all a > 0 we have∫
R
ϕ(x)−q/α+1e−ax
2
<∞,
then processes Yf,ϕ and Yf,ϕ0 have the same distribution, where ϕ0(x) =
1√
2pi
e−x2 .
Proof. It is enough to show that the choice of ϕ has no influence on the
characteristic function of the process Yϕ(t). Proposition 3.3.3 claims that
for all y′ ∈ E′K
E
[
ei<y
′,Yf,ϕ>
]
= exp
∫ (
ei<y
′,h(r,v)> − 1
− i < y′, h(r, v) > 1‖h(r,v)‖K≤1
)
drλ(dv),
where λ is the distribution of G1ϕ(X1)−1/αf1(X1, ·). If we use the definition
of h, then we have
E
[
ei<y
′,Yf,ϕ>
]
= exp
∫∫ (
ei<y
′,v>r−1/α − 1
− i < y′, v > r−1/α1r−1/α‖v‖K≤1
)
drλ(dv),
Using the change of variable s = r−1/α we have:
E
[
ei<y
′,Yf,ϕ>
]
=
exp
∫ (∫
ei<y
′,v>s − 1− i < y′, v > s1s‖v‖K≤1
ds
sα+1
)
λ(dv).
But this last integral is known (see for example [18] p568):∫ (
ei<y
′,v>s − 1− i < y′, v > s1s‖v‖K≤1
) ds
sα+1
= Kα,sign(<y′,v>)
∣∣< y′, v >∣∣α ,
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where Kα,+ and Kα,− are conjugate complex numbers depending only on α
and on the sign of < y′, v >. As the distribution of v does not depend on
the choice of ϕ, Kα,+ and Kα,− do not depend on it either. It leads to
E
[
ei<y
′,Yf,ϕ>
]
= exp
(
Cα
∫ ∣∣< y′, v >∣∣α λ(dv))
but∫ ∣∣< y′, v >∣∣αλ(dv)
=
∫
(ϕ(x)−1/α)α
∣∣g < y′, y >∣∣α ϕ(x)e−g2/2√
2pi
dgλ′′x(dy)dx
=
∫ ∣∣g < y′, y >∣∣α e−g2/2√
2pi
dgλ′′x(dy)dx,
(3.12)
where λ′′x is the distribution of f1(x, ·). The result is clearly independent
from the choice of ϕ.
From now on, we will only use
Y (·) = Yl,ϕ1(·) =
∑
n≥1
Γ−1/αn Gne
2|Xn|/αln(Xn, ·), (3.13)
where Xn has the Laplace distribution of parameters (0, 1/2), i.e. its density
is ϕ1(x) = e−2|x| with respect to the Lebesgue measure on R. The choice of
the Laplace distribution is not at all significant but this distribution is easy
to be simulated and satisfies the required assumptions.
We will now see how we can apply Propositions 3.3.2, 3.3.5 and 3.3.7.
Remark 3.4.5. Denote Vn = Gne2|Xn|/αln(Xn, ·). For K ⊂ R+ compact,
Mq := E[‖Vn‖qK ] <∞.
Indeed, by independence of the variables,
Mq = E[|Gn|q]E
[
e
2|Xn|q
α ‖ln(Xn, t)‖qK
]
,
and the last expectation can be bounded by Lemma 3.4.3.
Proposition 3.4.6. Let K ⊂ R+ denote a compact set. The series defining
the process Yf,ϕ1 in (3.13) converges uniformly on K.
Proof. The proof of this proposition simply consists in verifying that Yl,ϕ1
satisfies the assumptions of Proposition 3.3.2. We only have to check that
E[‖Vn‖αK ] is bounded, which is the point of the above remark.
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Using Remark 3.4.5 and Proposition 3.3.5, the following corollary is ob-
tained.
Corollary 3.4.7. For K ⊂ R+ compact, there exists a constant C such that
for p ≥ 1 and P (α+ 1) > q > max(p, 2) we have
E
[
‖Y − YP ‖qK,p
]
≤ C
P q(
2−α
2α
)
.
Now, let us study the non-truncated terms. Denote
gn,k(x, t) =
∫
R
φk(y − x)ln(y, t)dy,
where (φk)k is an approximate identity with support in [−1/k, 1/k]. We
will use φ(x) = − |x| + 1 on [−1, 1], φ = 0 elsewhere. We will denote
φk(x) = kφ(kx). We can rewrite gn,k as
gn,k(x, t) =
∫ t
0
φk(BH,ns − x)ds,
where BH,ns is the fractional Brownian motion from which ln(x, t) is defined.
gn,k is the theoretical approximation of the fractional Brownian motion local
time. The Dirac function in the classical occupation formula density has
been replaced by an approximate identity. We will now denote In,k the
discretisation of this integral calculated with the rectangle method using
mn,k points uniformly spread on [0, T ].
In,k(x, t) =
T
mn,k
[mn,kt/T ]∑
i=0
φk
(
BH,niT
mn,k
− x
)
,
where [x] is the floor function. Vn(·) = Gne2|Xn|/αln(Xn, ·) will be approxi-
mated by Wn,k(·) = Gne2|Xn|/αIn,k(Xn, ·).
In the following, C will denote a generic constant.
Proposition 3.4.8. Let K denote a compact subset of R+. For q > 0, for
β < 1/α − 1/2, for all δ < 12H − 12 , if we take mn,k = max([k
δ+2
δ′ n−
β
δ′ ], 1)
with δ′ < H, there exists C such that:
E
[‖Vn −Wn,k‖qK] ≤ Cnqβkqδ .
Proof. In this proof κ(ω) will denote a generic random variable with finite
moments of all order.
In order to apply Lemma 3.4.3, we have to check that fn(x, ·) = ln(x, ·)−
In,k(x, ·) satisfies Assumption 3.4.1. Here, we will not satisfy continuity but
note that fn(x, ·) is bounded on [0, T ] by 2T . Moreover, it implies that
E
[‖fn(x, ·)‖pK] ≤ (2T )p.
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The last condition to be checked is that there exists ρ ≥ 0 such that fn(·, t)
has its support in Sρ,n as defined in (3.10). But as the support of φk is in
[−1/k, 1/k] and k ≥ 1, the support of gn,k(·, t) is in S1,n and so is the support
of In,k. Consequently, fn(·, t) has its support in S1,n.
Now, Lemma 3.4.3 yields for some p′ > 1:
E
[‖Vn −Wn,k‖qK] ≤ C sup
x∈R
(
E
[
‖ln(x, ·)− In,k(x, ·)‖qp
′
K
])1/p′
. (3.14)
Let us write
ln(x, t)− In,k(x, t) = (ln(x, t)− gn,k(x, t)) + (gn,k(x, t)− In,k(x, t)).
First, consider ln(x, t) − gn,k(x, t) =
∫
R φk(y − x)(ln(x, t) − ln(y, t))dy. As
the fractional Brownian motion is locally non-deterministic, we can apply
Theorem 4 in [34]. Hence, for all δ < 12H − 12 , there exists κ(ω) > 0 such
that
|ln(x, t)− gn,k(x, t)| ≤ κ(ω)
kδ
. (3.15)
The random variable κ(ω) has finite moments of all orders (see for example
[42]).
Now, consider
gn,k(x, t)− In,k(x, t) =
[mn,kt/T ]∑
i=1
∫ iT/mn,k
(i−1)T/mn,k
(
φk(BH,ns − x)− φk
(
BH,n(i−1)T
mn,k
− x
))
ds
+
∫ th
mn,kt
T
i
T
mn,k
φk(BH,ns − x)ds−
T
mn,k
φk
(
BH,nhmn,kt
T
i
T
mn,k
− x
)
. (3.16)
Remark that φk is k2-Lipschitz, and that for δ′ < H
sup
s,t∈K
∣∣∣BH,nt −BH,ns ∣∣∣
|t− s|δ′
has finite moments of all order. Consequently, using the bound in (3.16)
yields
|gn,k(x, t)− In,k(x, t)| ≤ k
2κ(ω)
mδ
′
n,k
. (3.17)
Combining (3.15) and (3.17) and by taking mn,k = [k
δ+2
δ′ n−
β
δ′ ] with β <
1/α− 1/2, there exists κ(ω) with finite moments of all order such that
|ln(x, t)− In,k(x, t)| ≤ κ(ω)n
β
kδ
. (3.18)
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Using the bound (3.18) obtained in (3.14) yields the conclusion. Note that
κ(ω) may depend on n but its expectation E[κ(ω)] is non-increasing with
n.
Using Proposition 3.3.7, we get
Corollary 3.4.9. For p ≥ 1 and (P + 1)α > (N + 1)α > q > max(p, 2),
for β < 1/α − 1/2, for all δ < 12H − 12 , if we take mn,k = [k
δ+2
δ′ n−
β
δ′ ] with
δ′ < H, there exists C such that
E
∥∥∥∥∥
P∑
n=N+1
h(Γn, Vn)− h(Γn,Wn,k)
∥∥∥∥∥
q
K,p
 ≤ C
kqδ
1
N q(2/α−β−1)/2
.
For the last part of this section, let us recall some notation. YN is defined
by
YN (t) =
N∑
n=1
Γ−1/αn Gne
2|Xn|/αln(Xn, t),
and YN converges uniformly almost surely on every compact set towards
Y (t) = limN→∞ YN (t). Let us denote
ZN,k =
N∑
n=1
Γ−1/αn Gne
2|Xn|/αIn,k(Xn, t). (3.19)
We will consider P(‖Y − ZP,k‖K,p > 3τ) for (P + 1)α > (N + 1)α > q >
max(p, 2) ≥ p ≥ 1.
P
(
‖Y − ZP,k‖K,p > 3τ
)
< P
(
‖Y − YP ‖K,p > τ
)
+ P
(
‖(YP − YN )− (ZP,k − ZN,k)‖K,p > τ
)
+ P
(
‖YN − ZN,k‖K,p > τ
)
.
Corollaries 3.4.7 and 3.4.9 combined with Markov’s inequality give us to
evaluate without any difficulties both
P
(
‖Y − YP ‖K,p > τ
)
≤ C
τ qP q(1/α−1/2)
(3.20)
and
P
(
‖(YP − YN )− (ZP,k − ZN,k)‖K,p > τ
)
<
C
τ qkqδN q(1/α−β/2−1/2)
. (3.21)
Now, we must study the remaining terms h(Γn, Vn) − h(Γn,Wn,k) for
n ≤ N .
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Denote
ξ′n,k(t) = Γ
−1/α
n Gne
2|Xn|/α(ln(x, t)− gn,k(x, t)),
and
ξ′′n,k(t) = Γ
−1/α
n Gne
2|Xn|/α(gn,k(x, t)− In,k(x, t)).
Since
∑N
n=1 ξ
′
n,k + ξ
′′
n,k = YN (t)− ZN,k(t), we have
P
(
‖YN − ZN,k‖K,p > τ
)
≤
N∑
n=1
P
(∥∥ξ′n,k∥∥K,p > τ2N )
+
N∑
n=1
P
(∥∥ξ′′n,k∥∥K,p > τ2N ) . (3.22)
By conditioning with respect to (Gn, Xn, (B
H,n
t )t≥0), we have
P
(∥∥ξ′n,k∥∥K,p > τ2N ) =
E
[
P
(
Γn <
(
2N
τ
|Gn| e2|Xn|/α ‖ln − gn,k‖K,p
)α∣∣∣∣(BHn , Gn, Xn))].
Then, given the density of the distribution of Γn and the bound obtained in
(3.15), the following inequality is obtained:
P
(∥∥ξ′n,k∥∥K,p > τ2N ) ≤ NαCταkαδ . (3.23)
The bound obtained in inequality (3.17) is still true if mn,k is a random
variable only depending on Γn but the bound also depends on Γn. For n ≤ N
setting mn,k = [Γ
−1/(δ′α)
n k
2+δ
δ′ ] we have
E
[
Γ−q/αn
mδ
′q
n,k
]
≤ C
kq(δ+2)
,
so we can apply Markov’s inequality on the last term using inequality (3.17).
It leads to
P
(∥∥ξ′′n,k∥∥K,p > τ2N ) ≤ (2N)qCτ qkqδ . (3.24)
Once these remarks have been made, we can combine these inequalities
to obtain a convergence rate. But first, we must tune the parameters to
balance the errors and obtain a manageable expression.
Tuning procedure 3.4.10. We want to approximate the process Y with
parameters (H,α) by a family (ZPε,kε)ε>0, ZPε,kε being a truncated series.
In this tuning procedure, the parameters will be set equal to their bounds for
the sake of simplicity.
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We can adjust two parameters: Pε is the size of the truncation and kε
controls the approximation of the fractional Brownian motion local time. We
will make two kinds of errors, one coming from the truncation itself, and one
from the approximation of the local time.
The error from the truncation can be controlled if we take Pε ∼ Cε−
2α
2−α
in inequality (3.20).
The approximation error has two sources: our theoretical approximation
of the local time, and the discretisation used to compute the approximation.
We can deal with the first one by taking kε ∼ Cε−1/δ in inequalities
(3.21), (3.23) and (3.24), where δ = 1/(2H) − 1/2 > 0 comes from the
Hölder continuity of the fractional Brownian motion local time.
After P , we have to fix N . According to our analysis, we must choose
N > q/α − 1, but otherwise, by combining equations (3.21), (3.23) and
(3.24), N is not allowed to vary with ε. Then, N will be a constant later set
with computer tests.
Let us recall that mn,kε is the number of points used in the discretisa-
tion. In the series defining Y , the first terms are the most important. We
distinguish two cases. The first N terms, where mn,k is random: mn,k =
[Γ−1/(δ
′α)
n k
2+δ
δ′
ε ], where δ′ = 1/H comes from the Hölder continuity of the
fractional Brownian motion. For the remaining terms, a high level of preci-
sion is not as important, so we will need fewer points in our discretisation.
Thus, mn,k = [k
δ+2
δ′
ε n
− β
δ′ ] with β = 1/α− 1/2.
Proposition 3.4.11 (Computational Cost). In this statement, C denotes a
generic positive constant. The complexity of the algorithm is bounded by
−Cε− 2+δδδ′ log(ε) = −Cε− 3H
2+H
1−H log(ε)
if 2α/(2− α) ≤ H and
−Cε− 3H
2+H
1−H − 2α2−α+H log(ε)
otherwise.
The separation in two cases comes from the fact that, when 2α/(2−α) <
H, the number of points in each simulation is decreasing so fast that the order
of complexity comes only from the first terms.
Proof. In this proof, C and C ′ denote positive generic constants that may
change from line to line. The predominant operation in the algorithm is
the computation of the fractional Brownian motion. There are P computa-
tions of a fractional Brownian motion, each one needing mn,k logmn,k op-
erations (using the Davies-Harte algorithm introduced in [16]). In order to
obtain the computational cost of the algorithm, we have to estimate the
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sum denoted by S =
∑Pε
n=1mn,kε log(mn,kε). Denote S = S
′ + S′′ where
S′ =
∑N
n=1mn,kε log(mn,kε) and S
′′ =
∑Pε
n=N+1mn,kε log(mn,kε). If we re-
place mn,k by the value we have in the Tuning Procedure 3.4.10, we obtain
S′ ≤ −C 1
αδ′
ε−
2+δ
δδ′
N∑
n=1
Γ−1/δ
′α
n log(Γn)− C ′
2 + δ
δδ′
ε−
2+δ
δδ′ log(ε)
N∑
n=1
Γ−1/δ
′α
n ,
and
S′′ ≤ −C β
δ′
ε−
2+δ
δδ′
Pε∑
n=N+1
n−β/δ
′
log(n)− C ′ 2 + δ
δδ′
ε−
2+δ
δδ′ log(ε)
Pε∑
n=N+1
n−β/δ
′
.
Note that when ε goes to 0, S′ is up to a multiplicative constant of the
order
−ε− 2+δδδ′ log(ε) = −ε− 3H
2+H
1−H log(ε). (3.25)
Now, we have to evaluate
S1 =
Pε∑
n=N+1
n−β/δ
′
log(n)
and
S2 =
Pε∑
n=N+1
n−β/δ
′
.
S1 is up to a multiplicative constant P
1−β/δ′
ε log(Pε), i.e. −Cε−
2α(δ′−β)
δ′(2−α) log ε.
S2 is up to a multiplicative constant P
1−β/δ′
ε , i.e. Cε
− 2α(δ′−β)
δ′(2−α) . So S′′ is of
the order
−ε−
2+δ
δδ′ −
2α(δ′−β)
δ′(2−α) log ε = −ε− 3H
2+H
1−H − 2α2−α+H log(ε). (3.26)
The overall order of complexity is the maximum between (3.25) and (3.26)
which depends on the sign of H − 2α/(2− α).
Theorem 3.4.12. With the Tuning procedure 3.4.10, we get a convergence
rate for the family of processes ZPε,kε defined in (3.19). For p ≥ 1 and q ≥ α
there exists C and C ′ such that for all τ > 0
P (‖Y − ZPε,kε‖K,p > τ) ≤ C
( ε
τ
)α
+ C ′
( ε
τ
)q
with Pε ∼ C1ε−
2α
2−α , kε ∼ C2ε−1/δ for all C1, C2 > 0 and mn,kε as defined in
the Tuning Procedure 3.4.10.
58 Chapter 3 : Simulation of a Local Time Fractional Stable Motion
Proof. In this proof, C will denote a generic constant. We have
P
(
‖Y − ZPε,kε‖K,p > τ
)
< P
(
‖Y − YPε‖K,p >
τ
3
)
+ P
(
‖(YPε − YN )− (ZPε,kε − ZN,kε)‖K,p >
τ
3
)
+ P
(
‖YN − ZN,kε‖K,p >
τ
3
)
.
Inequality (3.20) with the tuning procedure gives
P
(
‖Y − YPε‖K,p >
τ
3
)
≤ C
( ε
τ
)q
. (3.27)
Then, still using the tuning procedure, inequality (3.21) gives
P
(
‖(YPε − YN )− (ZPε,kε − ZN,kε)‖K,p
)
≤ C
( ε
τ
)q
. (3.28)
Using inequality (3.22), we only have to get the upper-bounds
P
(∥∥ξ′n,k∥∥K,p > τ6N )
and
P
(∥∥ξ′′n,k∥∥K,p > τ6N ) .
But, (3.23) gives
P
(∥∥ξ′n,k∥∥K,p > τ6N ) ≤ C( ετ )α (3.29)
and (3.24) gives
P
(∥∥ξ′′n,k∥∥K,p > τ6N ) ≤ C( ετ )q. (3.30)
The inequalities (3.27), (3.28) and (3.30) give the bound in
(
ε
τ
)q whereas
(3.29) gives the bound in
(
ε
τ
)α.
Using the same tuning procedure, we have
Theorem 3.4.13. Under the assumptions of Theorem 3.4.12, ZPε,kε con-
verges almost surely in Lp(K) towards Y when ε = 1/iη for all η > 0 and
i→∞.
Proof. In the following, take q ≥ 2 and N > q/α − 1. Using Minkowski’s
inequality, we obtain
E
[
‖(Y (t)− YN (t))− (ZPε,kε − ZN,kε)‖qK,p
]1/q ≤
E
[
‖(Y − YPε)‖qK,p
]1/q
+E
[
‖(YPε − YN )− (ZPε,kε − ZN,kε)‖qK,p
]1/q
.
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Figure 3.1: Trajectory of Y for H = 0.3 and α = 1.2
Thanks to Corollaries 3.4.7 and 3.4.9, using the expression of Pε, kε and
mn,k given in Tuning procedure 3.4.10, we get each term bounded by Cε.
Thus, we can say that
E
[
‖(Y − YN )− (ZPε,kε − ZN,kε)‖qK,p
]1/q ≤ Cε. (3.31)
Using Markov’s inequality with inequality (3.31), we have
P(‖(Y − YN )− (ZPε,kε − ZN,kε)‖qK,p >
√
ε) ≤ (C√ε)q.
Now, if one take ε = 1/iη with i ∈ N and q > 2/η, the series ∑∞i=1 Cqiqη/2
is convergent, thus Borel-Cantelli’s lemma implies ZPε,kε − ZN,kε converges
almost surely towards Y −YN in Lp(K) when i goes to infinity. We only have
left to prove that ZN,kε converges almost surely towards YN in Lp(K). But
according to (3.18), using kε and mn,kε as defined in the Tuning procedure,
‖ln(x, t)− In,k(x, t)‖K,p converges almost surely towards 0 so YN−ZN,kε too
since only a finite number of terms is considered. Consequently, YN −ZN,kε
converges almost surely to 0 in Lp(K).
3.5 Simulation
In [13], the authors explained how to simulate the Brownian motion lo-
cal time stable motion with a random walk with random rewards approach.
They are many advantages of our approach against the random walk with
60 Chapter 3 : Simulation of a Local Time Fractional Stable Motion
random rewards approach. The most obvious one is that we have a conver-
gence rate, which was not the case previously.
Unfortunately, as one can see in our tuning procedure, the parameters
we use, namely Pε and mn,kε , depend on α and H. If α is close to 2, the
number of terms P in the sum is too high to be accepted and if H is close to
1, the precision needed in the simulation of the fractional Brownian motion
is impossible to achieve. To be more precise, a run of this program can take
from seconds (H and α close to 0) to several hours (H or α close to their
upper bounds). Even if this method is not perfect for all values of H and α,
it is still a major improvement since we can have sample paths for different
values of H with a convergence rate. See for example one simulation in
Figure 3.1.
Those sample paths were obtained by a program written in C. To cali-
brate the tuning procedure, we must choose all the constants. δ, δ′ and β
are chosen equals to their bounds. The minimum number of points obtained
when simulating a fractional Brownian motion is 1000, so the same minimal
number is used to compute the numerical integration. The choice of N does
not change the theoretical convergence rate we had in the previous section.
After a testing period, N was fixed arbitrarily at 1000.
Note that the fractional Brownian motion is simulated using the Davies-
Harte algorithm (see [16] and [40]).
According to Theorem 5.1 in [13], the Hölder exponent d of our process
is such that d < 1−H. It means that the closer to 1 H is, the less regular
our process is. See Figure 3.2 for sample paths with different values of H
and α = 1.5 constant. The sample paths obtained in Figure 3.2 seem to
validate the theoretical regularity. Unfortunately, if one tries to make the
same observation with another value of α like 0.7 or 1 for example, the result
is more surprising, see Figure 3.3 and 3.4. The parameter α should not have
any influence on the regularity of the process according to [13] but only on
the self-similarity of the process.
It is still an open question to understand the role played by α in our
simulations. In Figure 3.5, there are four sample paths obtained with H =
0.4 and different values of α. We should have the same regularity in every
case. However, we can observe a different behavior when α is small (0.7
or 1, first line on the figure) or closer to 2 (1.3 or 1.5 on the second line).
Remember that we are computing series of the form
P∑
i=1
Γ−1/αn Vn
where (Γn)n≥1 are the arrival times of a Poisson process of rate 1 and (Vn)n≥1
are i.i.d. random variables. A first lead is that the smaller α is, the most
influent are the first terms of the series. Consequently, an erratic behavior
of one of the first terms has more consequences when α is small. Another
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Figure 3.2: Trajectories of Y for H = 0.2, H = 0.4 and H = 0.6 with α = 1.5
reason may be that our simulation process is not efficient enough to simulate
small variations, which we do not observe with a small α, maybe because
there is less terms in the sum and the simulation of the local time may not
be entirely satisfying.
Let us make a more convincing comparison of the two ways we have
to simulate this process. A straightforward computation from the result
of Proposition 3.3.3 in the case α = 1 and H = 1/2 yields the following
characteristic function,
E
[
eiuY (t)
]
= exp (C |u| t) .
Thus, we are going to check the logarithm of the empirical expectation of this
process using the two different methods and see which one is the closest to a
straight line. This is done by simulating 10000 processes using each method,
then computing the empirical expectation and taking the logarithm, i.e.:
log
(
1
10000
10000∑
k=1
eiuYk(t)
)
.
Note that the 10000 simulations of the process require around forty hours.
The result is shown in Figure 3.6, the first one being the method developed
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Figure 3.3: Trajectories of Y for H = 0.2, H = 0.4 and H = 0.6 with α = 0.7
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Figure 3.4: Trajectories of Y for H = 0.2, H = 0.4 and H = 0.6 with α = 1
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Figure 3.5: Trajectories of Y for H = 0.4 and α = 0.7, α = 1, α = 1.3 and
α = 1.5 from left to right and top to bottom.
Figure 3.6: Plots of log(E
[
eiuY (t)
]
) with respect to t. Shot noise series
method on the first line, and the random walk method on the second.
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in this paper, the second the random walk with random rewards method.
Notice that the shot noise series method yields a graph closer to a straight
line than the random walk method. The scale is very different because in
each method, the process is simulated up to a multiplicative constant and
the constants from both methods are completely different.
Thus we can conclude that even if the random walk method seems a bit
quicker, not only has our method the advantage of having a convergence
rate, it is also closer to what is theoretically expected.
Chapter 4
Micropulses and different types
of Brownian motion
In this chapter, we study sums of micropulses that generate different
kinds of processes. Fractional Brownian motion and bifractional Brownian
motion are obtained as a limit process. Moreover, not only the convergence
of finite-dimensional laws is proven but also, in some cases, convergence in
distribution in the space of right-continuous with left-hand limits functions
is proven. Then generalizations to multidimensional indices are obtained.
4.1 Introduction
Micropulses are infinitesimal rises and falls of small heights with a vari-
able width. In [10] and [11], Cioczek-Georges and Mandelbrot used a sum
of micropulses to obtain limit processes with interesting properties in par-
ticular fractional Brownian motion as a limit. Fractional Brownian motion
(fBm) with parameter 0 < H ≤ 1 is a centered Gaussian process that was
introduced in [27] then developed with more details in [32]. Its covariance
function is
r(s, t) =
1
2
( |t|2H + |s|2H − |t− s|2H ).
Fractional Brownian motion is widely used in many different areas for mod-
eling purposes thanks to its properties (self-similarity, stationarity of incre-
ments among others).
Then, micropulses were generalized as random ball models that were
studied by Biermé, Estrade in [5] or similar models by Kaj et al. in [22].
More recently, Biermé, Estrade and Kaj introduced a general framework for
rescaled random ball models in [6]. Breton and Dombry also worked on
random ball models in [9].
In this work, a different approach is highlighted. This chapter will only
consider micropulses. A micropulse is given by (X,X ′, τ, w), εX being the
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height of the rise at time τ and εX ′ the depth of the fall at time τ + w.
The purpose is to study the limit process of a sum of micropulses between
two times when the rise and the fall of the micropulses have or do not have
the same height. Micropulses will be distributed according to a Poisson
process. We will take the Poisson process such that when ε tends toward
0, the number of micropulses will increase and simultaneously their heights
will decrease.
We will see that not only the limit process is different but also the scal-
ing to obtain a non trivial process depends on the equality of the height of
the rise and of the fall. The first model studied is almost identical to the
one introduced by Cioczek-Georges and Mandelbrot in [10], except we allow
every micropulse to have a different height for the rise and for the fall. The
limit process will be a fractional Brownian motion or a standard Brownian
motion. Moreover, not only the convergence of the finite dimensional laws
will be proven, but also the tightness of the family of processes will be con-
sidered, which means we obtain convergence in distribution in the space D
of functions that are right-continuous and have left-hand limits which was
not the case previously.
Afterwards, the model will be generalized to gain some symmetry prop-
erties and the limit process will be either a standard Brownian motion or
a bifractional Brownian motion. Bifractional Brownian motion (bBm) is a
centered Gaussian process introduced by Houdré and Villa in [20]. This
process is a generalization of the fBm which keeps some of its properties
(self-similarity, stationarity of small increments). Bifractional Brownian mo-
tion with parameter (H,K) with 0 < H ≤ 1 and 0 < K ≤ 1 is a Gaussian
process of covariance function
r(s, t) =
1
2K
(( |t|2H + |s|2H )K − |t− s|2HK).
Note that for K = 1, this is a regular fractional Brownian motion.
A following section will be devoted to the study of generalizations of these
processes with multidimensional indexes. Similar results are obtained, i.e.
there still are two possible behaviors. A first model will converge towards an
additive Brownian sheet or an additive fractional Brownian motion (a multi-
dimensional index generalization of fBm). A second and a third model will
have for limit process a Brownian sheet or a Gaussian process that we will
precise later. And finally, we will obtain either a standard Brownian sheet or
a bifractional Brownian sheet. Bifractional Brownian sheet was introduced
by Tudor and Xiao in [39]. It is a multidimensional generalization of the
bifractional Brownian motion.
In all those cases, the rescaling is higher in the case where the fall and
rise do not have the same height (i.e., ε1+θ/2 instead of ε for example), which
means that there is a standard Brownian motion or sheet and the other limit
process is in fact a "noise" that disappears at the limit. When the height is
4.2 One-dimensional index case 67
the same, the standard Brownian motion or sheet is not present and what
could have been considered as a noise is now the main process, which explains
why the scaling is different.
4.2 One-dimensional index case
For ε > 0, consider the measure nε on the space E = R3×R+ defined by
nε(dx, dx′, dτ, dw) =
1
2
ε−2w−1−θ1w>εF (dx, dx′)dτdw,
with 0 < θ < 1. F is the distribution of a random vector (X,X ′) such that
for k, l ∈ N, E[|X|k |X ′|l] <∞.
This measure can be seen as the intensity measure of a Poisson process
Πε on R3×R+ and consequently of the Poisson random measure associated
with Πε that we will denote Nε. εX is the rise of the micropulse occurring
at time τ , εX ′ is the fall occurring at time τ + w. When ε goes to 0, the
height of micropulses goes to 0 while their number goes to infinity.
In this section, we will study different processes defined on R+ as sums
over the Poisson process Πε (or equivalently integral against the random
measure Nε), i.e. we will sum the rises and falls of micropulses which are
taking place on a time interval to be defined later. We will be interested in
the convergence of the process when ε goes to 0.
As announced in the introduction, we can sometimes prove convergence
in distribution which is a consequence of the tightness of the family of pro-
cesses considered. The studied processes are in the space D of real-valued
functions on [0, 1] that are right-continuous and have left-hand limits in the
one dimensional case. In order to prove tightness of the family (Xε(t))0<ε<1,
a criterion for tightness in this space is found in Billingsley’s book (Theorem
13.5 in [8]). Tightness is proven if there exists n ∈ N and γ > 1 such that
for s ≤ t ≤ u
E[|Xε(t)−Xε(s)|n |Xε(u)−Xε(t)|n] ≤ C |u− s|γ . (4.1)
To achieve this goal, we will compute moments of a process which is the
sum of a function over a Poisson process. Denote by Π a Poisson process on
a space E. If f is a real-valued function defined on E, the sum of f over Π
is
Σ =
∑
x∈Π
f(x).
If we denote by N the random measure associated with Π, i.e. N =
∑
x∈Π δx,
we can also write
Σ =
∫
E
f(x)N(dx).
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Denote by µ the intensity measure of Π, i.e. the measure on E such that
µ(A) = E[N(A)] for all A measurable sets in E.
We will often use the measure pε = w−1−θ1w>εdτdw defined on R×R+
and a couple of lemmas will be very useful. One can find those lemmas with
their proofs in the appendix. Lemma 4.4.2 will often be used to prove the
convergence of finite dimensional laws whereas Lemma 4.4.4 will be helpful
to prove tightness.
4.2.1 A first model: convergence towards Brownian motion
and fractional Brownian motion
In this subsection, we will study the process Yε defined for t ≥ 0 by
Yε(t) =
∑
j∈N
ε(Xj10≤τj<t −X ′j10≤τj+wj<t), (4.2)
where (Xj , X ′j , τj , wj) is an enumeration of the points of the Poisson process
Πε.
Theorem 4.2.1. – If X = X ′ almost surely, then process Yε converges
in distribution when ε tends to 0 towards√
E[X2]
θ(1− θ)W
(1−θ)/2,
where W (1−θ)/2 is a fractional Brownian motion of Hurst parameter
(1− θ)/2.
– If X 6= X ′ on a non-negligible set, then process εθ/2(Yε − E[Yε]) con-
verges in distribution when ε tends to 0 towards
√
E[(X−X′)2]
2θ W where
W is a standard Brownian motion.
Remark 4.2.2. Note that the limit processes are fractional Brownian mo-
tions of Hurst parameters H with H < 1/2.
Theorem 4.2.1 will be proven in two parts. First, the convergence of the
finite-dimensional laws will be studied, then we will prove the tightness of
the family (Yε)ε∈[0,1[ or (εθ/2(Yε − EYε))ε∈[0,1[.
Proof of the convergence of the finite-dimensional laws. First of all, let us
introduce some notation which will be useful in the rest of the proof.
Denote A1t = {(τ, w)/0 ≤ τ < t, w > 0} and A2t = {(τ, w)/0 ≤ τ + w <
t,w > 0}. We can rewrite process Yε using the Poisson random measure Nε
associated with Πε and those two sets. Indeed,
Yε(t) = ε
∫
E
(x1A1t (τ, w)− x
′1A2t (τ, w))Nε(dx, dx
′, dτ, dw).
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In the following proof, we will use other sets because it will be easier to
disjoin the sets where we have complete micropulses X −X ′ from the ones
where there is only +X or −X ′.
Let us rewrite process Yε using the following sets for s, t ≥ 0:
• S1t = {τ < 0, 0 ≤ τ + w < t}, • S2t = {0 ≤ τ < t, 0 ≤ τ + w < t},
• S3t = {0 ≤ τ < t, t ≤ τ + w}, • S4s,t = {0 ≤ τ < s, t ≤ τ + w},
• S5s,t = {0 ≤ τ < s, s ≤ τ + w < t}. (4.3)
Using those sets we have
Yε(t) = ε
∫
E
(
x1S3t (τ, w)− x
′1S1t (τ, w)
+(x− x′)1S2t (τ, w)
)
Nε(dx, dx′, dτ, dw). (4.4)
For 0 ≤ s ≤ t, we can easily obtain the following rules between the sets
defined in (4.3):
• S1s ∩ S1t = S1s , • S1s ∩ S2t = ∅, • S1s ∩ S3t = ∅,
• S2s ∩ S1t = ∅, • S2s ∩ S2t = S2s , • S2s ∩ S3t = ∅,
• S3s ∩ S1t = ∅, • S3s ∩ S2t = S5s,t, • S3s ∩ S3t = S4s,t,
• S4s,t ∪ S5s,t = S3s . (4.5)
In order to prove the convergence of the finite-dimensional laws, let us
calculate the characteristic function ψε(ξ1, · · · , ξn) of a linear combination∑n
k=1 ξk(Yε(tk) − E[Yε(tk)]). Note that E[Yε(tk)] = 0 when X = X ′ almost
surely.
Recall that if N is a Poisson random measure on a space E with intensity
measure n, then according to Proposition 2.2.1
E
[
exp
(
i
∫
E
gdN
)]
= exp
(∫
E
(eig − 1)dn
)
. (4.6)
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First, let us study the case X = X ′. Using (4.6) we have:
ψε(ξ1, · · · , ξn) (4.7)
=E
[
exp
(
i
n∑
k=1
ξkYε(tk)
)]
=E
[
exp i
∫
E
ε
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))Nε(dx, dx, dτ, dw)
]
= exp
∫
E
(
exp
(
iε
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
)
− 1
)
nε(dx, dx, dτ, dw)
= exp
[∫
E
(
exp
(
iε
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
)
− 1
−
(
iε
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
))
nε(dx, dx, dτ, dw)
]
.
The last term in the last equality can appear because Yε is centered.
Using |exp(ix)− 1− ix| ≤ Cx2, the integrand is bounded by
C
(
iε
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
)2
.
As nε(dx, dx, dτ, dw) = ε
−2
2 w
−1−θ1w>εF (dx, dx′)dτdw, the integral of the
above function is in fact∫
E
C
(
i
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
)2
1
2
w−1−θF (dx, dx′)dτdw.
We can conclude that
1
ε2
(
exp
(
iε
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
)
− 1
−
(
iε
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
))
is bounded uniformly in ε by
C
(
n∑
k=1
ξkx(1S3tk
(τ, w)− 1S1tk (τ, w))
)
,
which is an integrable function against w−1−θF (dx, dx′)dτdw. Hence, Lebesgue
dominated convergence theorem yields
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lim
ε→0
ψε(ξ1, · · · , ξn) =
exp
−E[X2]
2
∫
R×R+
(
n∑
k=1
ξk(1S3tk
(τ, w)− 1S1tk (τ, w))
)2
1
2
p0(dτ, dw)
 .
Using the above rules between our sets in (4.5), the integral above is
∫
R×R+
( n∑
k=1
ξk(1S3tk
(τ, w)− 1S1tk (τ, w))
)2
p0(dτ, dw)
=
n∑
k=1
n∑
l=1
ξkξl(p0(S4min(tk,tl),max(tk,tl)) + p0(S
1
min(tk,tl)
)).
Using Lemma 4.4.2 and letting ε go to 0, we obtain
∫
R×R+
( n∑
k=1
ξk(1S3tk
(τ, w)− 1S1tk (τ, w))
)2
p0(dτ, dw)
=
n∑
k=1
n∑
l=1
ξkξl
1
θ(1− θ)(t
1−θ
k + t
1−θ
l − |tk − tl|1−θ).
Then, limε→0 ψε(ξ1, · · · , ξn) is the characteristic function of a fractional
Brownian motion up to a multiplicative constant.
Now, if X 6= X ′ on a non-negligible set, the method is almost the same,
only there are more terms to deal with. The characteristic function of the
process we are studying is now
ψε(ξ1, · · · , ξn) =E
[
exp
{(
i
n∑
k=1
ξkε
θ/2Yε(tk)
)
− E
[
i
n∑
k=1
ξkε
θ/2Yε(tk)
]}]
=E
[
exp iεθ/2
∫
E
ε
n∑
k=1
ξk(x(1S3tk
(τ, w) + 1S2tk
(τ, w))
− x′(1S2tk (τ, w) + 1S1tk (τ, w)))Nε(dx, dx
′, dτ, dw)
]
× expE
[
−i
n∑
k=1
ξkε
θ/2Yε(tk)
]
. (4.8)
Same steps as earlier lead to
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ψε(ξ1, · · · , ξn) =
exp
[∫
E
(
exp
(
iε(θ+2)/2
n∑
k=1
ξk(x(1S3tk
(τ, w) + 1S2tk
(τ, w))
−x′(1S1tk (τ, w) + 1S2tk (τ, w)))
)
− 1
−
(
iε(θ+2)/2
n∑
k=1
ξk(x(1S3tk
(τ, w) + 1S2tk
(τ, w))
−x′(1S1tk (τ, w) + 1S2tk (τ, w)))
))
nε(dx, dx′, dτ, dw)
]
.
Unfortunately, Lebesgue dominated convergence theorem can not be used
because the integral is not finite when w is close to 0. Denote
f(x, x′, τ, w) =
n∑
k=1
ξk(x(1S3tk
(τ, w)+1S2tk
(τ, w))−x′(1S1tk (τ, w)+1S2tk (τ, w)).
Then denote
gε(x, x′, τ, w) =
1
ε2+θ
(
eiε
(θ+2)/2f − 1− iε(θ+2)/2f
)
,
so that
ψε(ξ1, · · · , ξn) = exp
∫
E
εθgε1w>εw−1−θF (dx, dx′)dτdw.
Denote
h(x, x′, τ, w) = (x− x′)2
n∑
k=1
n∑
l=1
ξkξl1S2
min(tk,tl)
(τ, w).
Consider∫
E
(εθgε(x, x′, τ, w) +
1
2
εθh(x, x′, τ, w))1w>εw−1−θF (dx, dx′)dτdw.
Note that∣∣∣∣εθgε(x, x′, τ, w) + 12εθh(x, x′, τ, w)
∣∣∣∣ ≤ εθ ∣∣∣∣gε + 12f2
∣∣∣∣+ εθ2 ∣∣f2 − h∣∣ . (4.9)
On the one hand, we have
gε +
1
2
f2 =
1
εθ+2
(
eiε
(θ+2)/2f − 1− iε(θ+2)/2f + ε
θ+2
2
f2
)
.
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This implies
εθ
∣∣∣∣gε + 12f2
∣∣∣∣ ≤ Cε3θ/2+1 |f |3 .
But
f3 =
n∑
j,k,l=1
ξjξkξl
(
x31S4
min(tj ,tk,tl),max(tj ,tk,tl)
+ (x− x′)31S2
min(tj ,tk,tl)
+
+ x2(x− x′)(1S1tj∩S1tk∩S2tl + 1S1tj∩S2tk∩S1tl + 1S2tj∩S1tk∩S1tl )
+ x(x− x′)2(1S1tj∩S2tk∩S2tl + 1S2tj∩S1tk∩S2tl + 1S2tj∩S2tk∩S1tl )− x
′31S1
min(tj ,tk,tl)
)
(4.10)
On the other hand, using the set rules defined in (4.5), expanding f2−h
yields
f2 − h =
n∑
k=1
n∑
l=1
ξkξl
(
x21S4
min(tk,tl),max(tk,tl)
+ x′21S1
min(tk,tl)
)
(4.11)
Now, note that according to Lemma 4.4.2 and (4.10), we have∫
E
|f |3w−1−θ1w>εdwF (dx, dx′)dτdw = Ct1,··· ,tnε−θ,
where Ct1,··· ,tn is a constant depending on t1, · · · , tn and not on ε. In (4.11),
Lemma 4.4.2 yields∫
E
∣∣f2 − h∣∣w−1−θ1w>εF (dx, dx′)dτdw = C ′t1,··· ,tn ,
where C ′t1,··· ,tn does not depend on ε.
Using those two upper-bounds in (4.9), we obtain that
lim
ε→0
∫
E
(εθgε(x, x′, τ, w) +
1
2
εθh(x, x′, τ, w))1w>εw−1−θF (dx, dx′)dτdw = 0.
In other words :
lim
ε→0
∫
E
εθgε(x, x′, τ, w)1w>εw−1−θF (dx, dx′)dτdw
= lim
ε→0
−ε
θ
2
∫
E
h(x, x′, τ, w)1w>εw−1−θF (dx, dx′)dτdw.
Using Lemma 4.4.2, we can compute the above integral which yields
lim
ε→0
∫
E
εθgε1w>εw−1−θF (dx, dx′)dτdw
= −E[(X −X
′)2]
4θ
n∑
k=1
n∑
l=1
ξkξl min(tk, tl).
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Thus
lim
ε→0
ψε(ξ1, · · · , ξn) = exp−
(
E[(X −X ′)2]
4θ
n∑
k=1
n∑
l=1
ξkξl min(tk, tl)
)
,
which is the characteristic function of a standard Brownian motion up to a
multiplicative constant.
Next, let us consider the tightness.
Proof of the tightness. In this proof, C will denote a generic constant that
may change from line to line. Take 0 ≤ s < t < u. The objective is to
obtain a bound from above as in (4.1). This goal will be achieved through
evaluating
E[|Yε(t)− Yε(s)|n |Yε(u)− Yε(t)|n]
with Lemma 2.2.8. For each term appearing in Lemma 2.2.8, we will lower
bound the highest power β possible in the bound of each Il,k by C(u− s)β .
In this part, we will use the sets introduced in the finite-dimensional
proof. Recall A1t = {(τ, w)/0 ≤ τ < t, w > 0} and A2t = {(τ, w)/0 ≤ τ +w <
t,w > 0}. Then denote for s < t B1s,t = A1t \ A1s and B2s,t = A2t \ A2s. Then
B1s,t = {(τ, w)/s ≤ τ < t, w > 0} and B2s,t = {(τ, w)/s ≤ τ + w < t,w > 0}.
As x1A1t (τ, w) − x′1A2t (τ, w) ∈ L1(nε), we can write the increment of Yε
between s and t:
Yε(t)− Yε(s) = ε
∫
E
(
x1B1s,t(τ, w)− x
′1B2s,t(τ, w)
)
Nε(dx, dτ, dw).
Let 0 ≤ s < t < u and denote
f1(x, x′, τ, w) = ε(x1B1s,t(τ, w)− x
′1B2s,t(τ, w))
and
f2(x, x′, τ, w) = ε(x1B1t,u(τ, w)− x
′1B2t,u(τ, w)).
We are ready to apply Lemma 2.2.8 with f1 and f2 defined just above and
Πε the Poisson process (Xj , X ′j , τj , wj)j∈N. The assumptions are of Lemma
2.2.8 i.e., condition (2.5) are satisfied because we took E[|X|k |X ′|l] < ∞.
Thus, we have to evaluate the integrals denoted by Ik,l in the beginning of
Section 2, i.e.:
Il,k = εl+k
∫
E
(x1B1s,t(τ, w)− x
′1B2s,t(τ, w))
l
(x1B1t,u(τ, w)− x
′1B2t,u(τ, w))
knε(dx, dx′, dτ, dw).
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Note that B1s,t ∩ B1t,u = B2s,t ∩ B2t,u = B1t,u ∩ B2s,t = ∅. Consequently for
k 6= 0 and l 6= 0, when we develop the product in the integrand, the only
non-vanishing term is xl(−x′)k1B1s,t1B2t,u . Then we obtain for k > 0 and
l > 0
Il,k =
1
2
εk+l−2E[X l(−X ′)k]pε(B1s,t ∩B2t,u).
Let us bound from above εk+l−2pε(B1s,t ∩B2t,u). As B1s,t ∩B2t,u = {(τ, w)/
s ≤ τ < t, t ≤ τ + w < u}, using Lemma 4.4.4 we have,
– If u− s ≤ ε then εk+l−2pε(B1s,t ∩B2t,u) = 0.
– If u− s > ε then εk+l−2pε(B1s,t ∩B2t,u) ≤ 2θ (u− s)k+l−1−θ.
To sum up,
Il,k ≤ 2
θ(1− θ)(u− s)
k+l−1−θ. (4.12)
We still have to compute Il,0 and I0,k. As the computation is the same,
we will only do it for Il,0.
From now on, we will have to distinguish the case X 6= X ′ on a non-
negligible set and X = X ′ a.s.
First case: X = X ′ a.s.
Il,0 = εl
∫
E
xl(1B1s,t(τ, w)− 1B2s,t(τ, w))
ldnε(x, x′, τ, w). (4.13)
By expanding this expression
Il,0 =
εl−2
2
E[X l]
l∑
i=0
(
l
i
)
(−1)l−i
∫
1B1s,t(τ, w)
i1B2s,t(τ, w)
l−idpε(τ, w).
Note that for 0 < i < l, the integral above does not depend on i. For i = 0,∫
1B2s,t(τ, w)
ldpε(τ, w) = pε(B2s,t) = pε(B
2
s,t ∩B1s,t) + pε(B2s,t ∩ (B1s,t)c),
where Ac is the complement set of A in R×R+. For i = l, in the same way,
we have∫
1B1s,t(τ, w)
ldpε(τ, w) = pε(B1s,t) = pε(B
1
s,t ∩B2s,t) + pε(B1s,t ∩ (B2s,t)c).
Then, (4.13) becomes
Il,0 =
εl−2
2
E[X l]
(
pε(B1s,t ∩B2s,t)
l∑
i=0
(
l
i
)
(−1)l−i
+ pε(B2s,t ∩ (B1s,t)c) + (−1)lpε(B1s,t ∩ (B2s,t)c)
)
.
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According to Lemma 4.4.2 we have pε(B1s,t∩ (B2s,t)c) = pε(B2s,t∩ (B1s,t)c) and
as
∑l
i=0
(
l
i
)
(−1)l−i = 0, we can deduce that
Il,0 =
{
εl−2E[X l]pε(B1s,t \B2s,t) if l is even
0 if l is odd.
Note that B1s,t ∩ (B2s,t)c = {(τ, w)/s ≤ τ < t, t ≤ τ + w}. When l = 2
and t− s > ε, Lemma 4.4.2 yields
pε(B1s,t ∩ (B2s,t)c) =
ε1−θ
θ
+
1
θ(1− θ)((t− s)
1−θ − ε1−θ)
<
1
θ(1− θ)(t− s)
1−θ.
Otherwise, Lemma 4.4.4 is enough to obtain interesting bounds. If l ≥ 3,
then
εl−2pε(B1s,t ∩ (B2s,t)c) ≤
εl−2−θ
θ
(t− s) ≤ t− s
θ
.
If l = 2 and t− s < ε, then the same lemma yields
pε(B1s,t ∩ (B2s,t)c) ≤
ε−θ
θ
(t− s) ≤ (t− s)
1−θ
θ
.
To sum up, we have
Il,0 ≤

C max((u− s), (u− s)l−θ−1) if l is even and l > 2
C(u− s)l−1−θ if l=2
0 if l is odd.
X 6= X ′ on a non-negligible set. Remember that this is the sec-
ond case of Theorem 4.2.1 so there is a coefficient εθ/2 multiplying the pro-
cess. It means that in this case, we will be interested in I˜l,k which denotes
εθ(k+l)/2Il,k. When k 6= 0 and l 6= 0, the previous calculation we did to
obtain (4.12) is still valid because ε ≤ 1, i.e.
I˜l,k ≤ 2ε
(k+l)θ/2
θ(1− θ) (u− s)
(k+l)−1−θ ≤ 2
θ(1− θ)(u− s)
(k+l)−1−θ. (4.14)
When k = 0,
I˜l,0 = εl(1+θ/2)−2
∫
E
(x1B1s,t(τ, w)− x
′1B2s,t(τ, w))
ldn(x, x′, τ, w).
Expanding this expression, we get
I˜l,0 = εl(1+θ/2)−2
( l−1∑
i=1
(
l
i
)
E[Xi(−X ′)l−i]
2
pε(B1s,t∩B2s,t)+pε(B1s,t)+pε(B2s,t)
)
.
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Thanks to Lemma 4.4.4, we have pε(B1s,t ∩ B2s,t) = 0 if t − s < ε and if
t− s > ε
εl(1+θ/2)−2pε(B1s,t ∩B2s,t) ≤
εl(1+θ/2)−2
θ
(t− s)ε−θ.
Remember that we are interested in elements of Sn as Sn is defined in Lemma
2.2.8. If (l, 0) appears in Sn then l ≥ 2. It implies
εl(1+θ/2)−2pε(B1s,t ∩B2s,t) ≤
2εl−2
θ
(t− s) ≤ 2(t− s)
l−1
θ
.
Using Lemma 4.4.2, we have pε(B1s,t) = pε(B2s,t) and Lemma 4.4.4, we
obtain
εl(1+θ/2)−2pε(B1s,t) =
εl(1+θ/2)−2−θ
θ
(t− s) ≤ 1
θ
(t− s).
To conclude this second case, we can see that for l > 0 and k > 0,
I˜l,k ≤ (u− s)(k+l)−1−θ, otherwise I˜l,0 ≤ C(u− s) and I˜0,k ≤ C(u− s).
Now, we can conclude for both cases. For every pair (l, k) of non-
negative integers, we have obtained either Il,k ≤ C(u − s)k+l−1−θ or Il,k ≤
C(u− s). The same is true for I˜l,k because ε ≤ 1.
Let us evaluate the product
d∏
i=1
(
ki+li
li
)
d!(ki + li)!
Ili,ki
with (l1, · · · , ld, k1, · · · kd) ∈ Sn. Recall
Sn =
n⋃
d=1
{
k, l ∈ Nd,
d∑
i=1
ki =
d∑
i=1
li = n and ki + li ≥ 2
}
.
Using the upper-bounds we obtained earlier for Il,k, we have
d∏
i=1
(
ki+li
li
)
d!(ki + li)!
Ili,ki ≤ C(u− s)β,
with β =
∑d
i=1 βli,ki , with βli,ki the upper-bound of the power we just ob-
tained for Ili,ki ≤ C(u− s)βli,ki . Let us show that β > 1.
– If for some i, βli,ki = 1 then ki = 0 or li = 0. Consequently, as
there is
∑d
i=1 ki =
∑d
i=1 li = n, then we must have d ≥ 2. It implies
β > βli,ki = 1.
– If for all i, βli,ki = ki + li − 1− θ, then
β =
∑
ki + li − 1− θ = 2n− d(1 + θ).
As d ≤ n, then
β ≥ n(1− θ).
If we take n > 1/(1− θ), then β > 1.
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Consequently, for n > 1/(1− θ) there exists β > 1 such that
d∏
i=1
(
ki+li
li
)
d!(ki + li)!
Ili,ki ≤ C(u− s)β.
As everything is still true for I˜l,k instead of Il,k, the tightness criterion is
proven.
We have proven the convergence of finite-dimensional laws and the tight-
ness of the family of processes we are considering, thus Theorem 4.2.1 is
proven.
4.2.2 Second model: convergence towards Brownian motion
and bifractional Brownian motion
In the previous subsection, we can see that 0 and t played a different
role, i.e. even if the sets S1t and S3t had the same measure for pε, S1t ∩S1s was
still S1u for some u whereas S3t ∩ S3s could not be written as S3u for some u.
In this part, we will change the definition of the sets in order to gain some
symmetry properties.
One way to obtain symmetry is to consider processes (Y˜ε(t))ε∈[0,1[ defined
for t > 0 by
Y˜ε(t) =
∑
j∈N
ε(Xj1−t≤τj<t −X ′j1−t≤τj+wj<t) (4.15)
where (Xj , X ′j , τj , wj) is an enumeration of points of the Poisson point
process Πε, Πε as defined at the beginning of Section 4.2.
Theorem 4.2.3. – If X = X ′ almost surely, then the finite-dimensional
laws of process Y˜ε converge when ε tends to 0 towards those of√
E[X2]
2θθ(1− θ)(Z
(1/2,1−θ) − Z ′(1/2,1−θ)),
where Z(1/2,1−θ) and Z ′(1/2,1−θ) are two independent bifractional Brow-
nian motion with parameters (1/2, 1− θ).
– If X 6= X ′ on a non-negligible set, then process εθ/2(Y˜ε −E[Y˜ε]) finite-
dimensional laws converge when ε tends to 0 towards those of√
E[(X −X ′)2]
θ
W
where W is a standard Brownian motion.
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Proof. Denote for t ≥ 0
A˜1t = {(τ, w)/− t ≤ τ < t} and
A˜2t = {(τ, w)/− t ≤ τ + w < t}. (4.16)
Then we can rewrite Y˜ε using the random measure Nε associated with
Πε as
Y˜ε(t) = ε
∫
E
x1A˜1t (τ, w)− x
′1A˜2t (τ, w)Nε(dx, dx
′, dτ, dw).
For the same reasons as earlier in the proof of Theorem 4.2.1, we will use
disjoint sets i.e., for t ≥ 0
• S˜1t = {τ < −t,−t ≤ τ + w < t}, • S˜2t = {−t ≤ τ < t,−t ≤ τ + w < t},
• S˜3t = {−t ≤ τ < t, t ≤ τ + w}. (4.17)
Remark that A˜1t = S˜2t ∪ S˜3t and A˜1t = S˜2t ∪ S˜1t , so that Y˜ε can be rewritten
as
Y˜ε(t) = ε
∫
E
(
x1S˜3t (τ, w)− x
′1S˜1t (τ, w)
+(x− x′)1S˜2t (τ, w)
)
Nε(dx, dx′, dτ, dw). (4.18)
We will prove each case of Theorem 4.2.3 separately.
First case: X=X’ a.s.
Then Y˜ε becomes
Y˜ε(t) = ε
∫
E
(
x1S˜3t (τ, w)− x
′1S˜1t (τ, w)
)
Nε(dx, dx′, dτ, dw).
Let’s write
Z1ε (t) = ε
∫
E
x1S˜1t (τ, w)Nε(dx, dx
′, dτ, dw)
− ε
∫
E
x1S˜1t (τ, w)nε(dx, dx
′, dτ, dw)
and
Z3ε (t) = ε
∫
E
x1S˜3t (τ, w)Nε(dx, dx
′, dτ, dw)
− ε
∫
E
x1S˜3t (τ, w)nε(dx, dx
′, dτ, dw)
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so that Z1ε and Z3ε are centered processes. Lemma 4.4.2 shows that
pε(S˜1t ) = pε(S˜
3
t ) which implies∫
E
x1S˜1t (τ, w)nε(dx, dx
′, dτ, dw) =
∫
E
x1S˜3t (τ, w)nε(dx, dx
′, dτ, dw).
Consequently, we obtain
Y˜ε(t) = Z3ε (t)− Z1ε (t).
Note that for all s, t ∈ R+, S˜1s ∩ S˜3t = ∅, which implies that processes Z1ε
and Z3ε are independent.
Now, we will show that the finite-dimensional laws of process Z3ε converge
those of a bifractional Brownian motion Z30 . The same will be true for Z1ε
towards Z10 and the proof is exactly the same, so we will not give its details.
As Z3ε and Z1ε are independent, the same will be true for Z30 and Z10 .
Denote by ψε(ξ1, · · · , ξn) the characteristic function of Z3ε . Using (4.6)
we have:
ψε(ξ1, · · · , ξn) = exp
[∫
E
(
exp
(
iε
n∑
k=1
ξkx1S˜3tk
(τ, w)
)
− 1
−
(
iε
n∑
k=1
ξkx1S˜3tk
(τ, w)
))
nε(dx, dx, dτ, dw)
]
.
As |exp(ix)− 1− ix| ≤ Cx2, we obtain
∫
E
1
ε2
(
exp
(
iε
n∑
k=1
ξkx1S˜3tk
(τ, w)
)
− 1
−iε
n∑
k=1
ξkx1S˜3tk
(τ, w)
)
≤ Cx21S˜3tk (τ, w).
As Cx21S˜3tk
(τ, w) is integrable against w−1−θF (dx, dx′)dwdτ , we can ap-
ply Lebesgue dominated convergence theorem so that we obtain
lim
ε→0
ψε(ξ1, · · · , ξn) =
exp
(
−E[X
2]
2
∫
R×R+
(
n∑
k=1
ξk1S˜3tk
(τ, w)
)2
1
2
p0(dτ, dw)
)
.
Expanding the product, we obtain
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lim
ε→0
ψε(ξ1, · · · , ξn) = exp
(
−E[X
2]
4
n∑
k=1
n∑
l=1
ξkξl
∫
R×R+
1S˜3tk
(τ, w)1S˜3tl
(τ, w)p0(dτ, dw)
)
. (4.19)
As S˜3tk∩S˜3tl = {(τ, w)/−min(tk, tl) ≤ τ < min(tk, tl),max(tk, tl) ≤ τ+w},
using Lemma 4.4.2 with ε small enough, we have
p0(S˜3tk ∩ S˜3tl) =
1
θ(1− θ)(|tk + tl|
1−θ − |tk − tl|1−θ).
Using it in (4.19), it yields
lim
ε→0
ψε(ξ1, · · · , ξn) = exp
(
− E[X
2]
4θ(1− θ)
n∑
k=1
n∑
l=1
ξkξl(|tk + tl|1−θ − |tk − tl|1−θ)
)
. (4.20)
We recognize the covariance function of a bifractional Brownian motion,
which means the finite-dimensional laws of Z3ε converge towards those of a
bifractional Brownian motion with parameter (1/2, 1− θ) times
√
E[X2]
2θθ(1−θ) .
Second case: X 6= X ′ on a non negligible set
Unfortunately, in this case we will not be able to consider Y˜ε as the sum
of processes that are easier to study. Here, denote by ψε the characteristic
function of the process εθ/2(Y˜ε − E[Y˜ε]). We have
ψε(ξ1, · · · , ξn) =E
[
exp
{(
i
n∑
k=1
ξkε
θ/2Y˜ε(tk)
)
− E
[
i
n∑
k=1
ξkε
θ/2Y˜ε(tk)
]}]
=E
[
exp iεθ/2
∫
E
ε
n∑
k=1
ξk(x(1S˜3tk
(τ, w) + 1S˜2tk
(τ, w))
− x′(1S˜2tk (τ, w) + 1S˜1tk (τ, w)))Nε(dx, dx
′, dτ, dw)
]
× expE
[
−i
n∑
k=1
ξkε
θ/2Y˜ε(tk)
]
. (4.21)
As in the proof of Theorem 4.2.1, the same steps lead to
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ψε(ξ1, · · · , ξn) =
exp
[∫
E
(
exp
(
iε(θ+2)/2
n∑
k=1
ξk(x(1S˜3tk
(τ, w) + 1S˜2tk
(τ, w))
−x′(1S˜1tk (τ, w) + 1S˜2tk (τ, w)))
)
− 1
−
(
iε(θ+2)/2
n∑
k=1
ξk(x(1S˜3tk
(τ, w) + 1S˜2tk
(τ, w))
−x′(1S˜1tk (τ, w) + 1S˜2tk (τ, w)))
))
nε(dx, dx′, dτ, dw)
]
.
Unfortunately, Lebesgue dominated convergence theorem can not be used
because the integral is not finite when w is close to 0. Denote
f(x, x′, τ, w) =
n∑
k=1
ξk(x(1S˜3tk
(τ, w)+1S˜2tk
(τ, w))−x′(1S˜1tk (τ, w)+1S˜2tk (τ, w)).
Then denote
gε(x, x′, τ, w) =
1
ε2+θ
(
eiε
(θ+2)/2f − 1− iε(θ+2)/2f
)
.
So that
ψε(ξ1, · · · , ξn) = exp
∫
E
εθgεw
−1−θ1w>εF (dx, dx′)dτdw.
Denote
h(x, x′, τ, w) = (x− x′)2
n∑
k=1
n∑
l=1
ξkξl1S˜2
min(tk,tl)
(τ, w).
Consider∫
E
(εθgε(x, x′, τ, w) +
1
2
εθh(x, x′, τ, w))1w>εw−1−θF (dx, dx′)dτdw.
Note that∣∣∣∣εθgε(x, x′, τ, w) + 12εθh(x, x′, τ, w)
∣∣∣∣ ≤ εθ ∣∣∣∣gε + 12f2
∣∣∣∣+ εθ2 ∣∣f2 − h∣∣ . (4.22)
On the first hand, we have
gε +
1
2
f2 =
1
εθ+2
(
eiε
(θ+2)/2f − 1− iε(θ+2)/2f + ε
θ+2
2
f2
)
.
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Which implies
εθ
∣∣∣∣gε + 12f2
∣∣∣∣ ≤ Cε3θ/2+1 |f |3 .
On the other hand, expanding f2 − h yields,
f2 − h =
n∑
k=1
n∑
l=1
ξkξl
(
x21S3tk
1S3tl
+ x(x− x′)1S3tk1S2tl + x
′21S3tk
1S1tl
+ x(x− x′)1S2tk1S3tl − x
′(x− x′)1S2tk1S1tl − xx
′1S1tk
1S3tl
− x′(x− x′)1S1tk1S2tl + x
′21S1tk
1S1tl
)
. (4.23)
Now, note that according to Lemma 4.4.2, we have∫
E
|f |3w−1−θ1w>εdwF (dx, dx′)dτdw = Ct1,··· ,tnε−θ,
where Ct1,··· ,tn is a constant depending on t1, · · · , tn and not on ε. In (4.23),
Lemma 4.4.2 yields∫
E
∣∣f2 − h∣∣w−1−θ1w>εdwF (dx, dx′)dτdw = C ′t1,··· ,tn ,
where C ′t1,··· ,tn does not depend on ε.
Using those two upper-bounds in (4.22), we obtain that
lim
ε→0
∫
E
(εθgε(x, x′, τ, w) +
1
2
εθh(x, x′, τ, w))1w>εw−1−θF (dx, dx′)dτdw = 0.
In other words :
lim
ε→0
∫
E
εθgε(x, x′, τ, w)1w>εw−1−θF (dx, dx′)dτdw
= lim
ε→0
−ε
θ
2
∫
E
h(x, x′, τ, w)1w>εw−1−θF (dx, dx′)dτdw.
Using Lemma 4.4.2, we can compute the above integral which yields
lim
ε→0
∫
E
εθgε1w>εw−1−θF (dx, dx′)dτdw
= −E[(X −X
′)2]
4θ
n∑
k=1
n∑
l=1
ξkξl2 min(tk, tl).
Thus
lim
ε→0
ψε(ξ1, · · · , ξn) = exp−
(
E[(X −X ′)2]
2θ
n∑
k=1
n∑
l=1
ξkξl min(tk, tl)
)
which is the characteristic function of the standard Brownian motion up to
a multiplicative constant.
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Remark 4.2.4. In the proof of Theorem 4.2.3, processes Z30 and Z
1
0 , are in-
dependent bifractional Brownian motions up to the same constant. Since the
difference of two independent symmetric Gaussian processes with the same
distribution is up to a multiplicative constant
√
2 a process with the same
distribution. So Z30 − Z10 is also a bifractional Brownian motion up to a
multiplicative constant. Hence the limit process obtained in the first case
of Theorem 4.2.3 is
√
2E[X2]
2θθ(1−θ)Z
(1/2,1−θ) where Z(1/2,1−θ) is a bifractional
Brownian with parameters (1/2, 1− θ).
4.3 Multidimensional index case
This section will be devoted to the study of processes indexed by t =
(t1, · · · , td) ∈ Rd+ for d ≥ 2. The case d = 1 was already dealt with in
Section 4.2. In this section, we will study different generalizations of the
process Yε introduced in Section 4.2 and their limit process. For some other
types of generalization, one can refer to [10], [11] and even further in [5] or
[9], but the ones we will be discussing in this section are following completely
different paths from what was already studied.
4.3.1 Additive Case
In this section we will have a look at the process defined for t ∈ Rd+ by
Zε(t) =
d∑
i=1
∑
j∈N
1ej=iε(Xj10≤τj<ti −X ′j10≤τj+wj<ti) (4.24)
where (ej , Xj , X ′j , τj , wj) is an enumeration of points of the Poisson point
process Mε defined through its intensity measure mε on {1, · · · , d} × R3 ×
R+ by mε(e = i, dx, dx′, dτ, dw) = 12ε
−2w−1−θ1w>εF (dx, dx′)dτdw with
0 < θ < 1. F is the distribution of (X,X ′) such that for all k, l ∈ N,
E[|X|k |X ′|l] <∞.
Theorem 4.3.1. – If X = X ′ almost surely, then process Zε converges
in distribution when ε tends to 0 towards√
dE[X2]
θ(1− θ)B
(1−θ)/2
where B(1−θ)/2 is an additive fractional Brownian motion of Hurst pa-
rameter (1− θ)/2.
– If X 6= X ′ on a non-negligible set, then process εθ/2(Zε − E[Zε]) con-
verges in distribution when ε tends to 0 towards
√
2dθ
E[(X−X′)2]B where
B is an additive standard Brownian motion.
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Proof. According to the Restriction Theorem 2.1.4,
((i,Xj , X ′j , τj , wj)j≥1)1≤i≤d
are independent Poisson processes of intensity measure nε where nε is defined
in Section 4.2 by
nε(dx, dx′, dτ, dw) =
1
2
ε−2w−1−θ1w>εF (dx, dx′)dτdw.
Consequently,
Y iε =
∑
j∈N
1ej=iε(Xj1τj≤ti −X ′j1τj+wj≤ti)
are independent processes. According to Theorem 4.2.1, up to the same
multiplicative constant
√
θ(1−θ)
E[X2] (respectively
√
2θ
E[(X−X′)2]), each Y
i
ε (respec-
tively εθ/2(Y iε −E[Y iε ])) converges in distribution towards a fractional Brown-
ian motion (respectively standard Brownian motion). As the processes were
all independent, their limits are still independent.
Consequently, up to a multiplicative constant, lim→0 Zε (respectively
lim→0 εθ/2(Zε − E[Zε])) is the sum of d independent fractional Brownian
motion (respectively of standard Brownian motion) and so is an additive
fractional Brownian motion (respectively additive standard Brownian mo-
tion).
4.3.2 A first non-additive generalization
Let us consider the Poisson point process Π′ε defined through its intensity
measure on E = R× R× Rd × Rd+ by
µε(dx, dx′, dτ, dw) =
1
2
ε−2
d∏
i=1
(w−1−θi 1wi>εdτidwi)F (dx, dx
′)
with 0 < θ < 1 and F as in the previous sections. Moreover denote by Mε
the Poisson random measure associated with Π′ε.
For t = (t1, · · · , td) ∈ Rd+, we will consider for j = 1, 2, 3 the sets S¯jt =∏d
i=1 S
j
ti
, where sets Sjti were defined earlier in equation (4.3).
We will study the process Y¯ε defined for t ∈ Rd+ by
Y¯ε(t) =
∑
j∈N
ε(Xj1(τj ,wj)∈S¯3t −X
′
j1(τj ,wj)∈S¯1t + (Xj −X
′
j)1(τj ,wj)∈S¯2t ) (4.25)
where (Xj , X ′j , τj , wj)j∈N is an enumeration of the Poisson point process Π
′
ε.
In the following, we will often need the measure p′ε = ⊗di=1piε where piε is
equal to pε on the ith term of the product.
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Theorem 4.3.2. – If X = X ′ a.s., then ε(d−1)θ/2Y¯ε converges in dis-
tribution towards a Gaussian process whose covariance function is for
t = (t1, · · · , td) ∈ Rd+ and s = (s1, · · · , sd) ∈ Rd+:
r(s, t) =
E[X2]
4θd(1− θ)d
(
d∏
i=1
(
max(ti, si)1−θ − ∣∣ti − si∣∣1−θ)
+
d∏
i=1
min(ti, si)1−θ
)
.
which is a extension of the fractional Brownian motion in higher di-
mension.
– If X 6= X ′ on a non-negligible set, process εdθ/2(Y¯ε(t) − E[Y¯ε]) con-
verges in distribution towards
√
2d−1E[(X−X′)2]
θd
W where W is a Brow-
nian sheet.
Proof. This proof will follow the steps of the proofs of Theorem 4.2.1 and
4.2.3, in particular for the decomposition of the two cases and the fact that
when X = X ′ a.s., Y¯ε can be seen as the sum of two independent processes.
First case: X = X ′ a.s.
Y¯ε can be written as
Y¯ε(t) = ε
∫
E
x(1S¯3t (τ, w)− 1S¯1t (τ, w))Mε(dx, dx
′, dτ, dw).
We can write
Z¯1ε (t) = ε
∫
E
x1S¯1t (τ, w)Mε(dx, dx
′, dτ, dw)
− ε
∫
E
x1S¯1t (τ, w)µε(dx, dx
′, dτ, dw)
and
Z¯3ε (t) = ε
∫
E
x1S¯3t (τ, w)Mε(dx, dx
′, dτ, dw)
− ε
∫
E
x1S¯3t (τ, w)µε(dx, dx
′, dτ, dw).
Z¯1ε and Z¯3ε are centered processes. They are independent because for
every s, t ∈ Rd+, S¯1s ∩ S¯3t = ∅. Finally, Lemma 4.4.2 can show that∫
E
x1S¯1t (τ, w)µε(dx, dx
′, dτ, dw) =
∫
E
x1S¯3t (τ, w)µε(dx, dx
′, dτ, dw).
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Then,
Y¯ε = Z¯3ε − Z¯1ε .
Now, we will study the convergence of the finite-dimensional laws of Z¯3ε .
Those of Z¯1ε will be considered later.
The study of the convergence of the finite-dimensional laws of Z¯1ε and Z¯3ε
are similar to the study of those of Z3ε in the proof of Theorem 4.2.3.
Denote by ψε(ξ1, · · · , ξn) the characteristic function of Z¯3ε . Using (4.6)
we have:
ψ3ε(ξ1, · · · , ξn) = exp
[∫
E
(
exp
(
iε
n∑
k=1
ξkx1S¯3tk
(τ, w)
)
− 1
−
(
iε
n∑
k=1
ξkx1S¯3tk
(τ, w)
))
µε(dx, dx, dτ, dw)
]
.
Using |exp(ix)− 1− ix| ≤ Cx2, we have
∫
E
1
ε2
(
exp
(
iε
n∑
k=1
ξkx1S¯3tk
(τ, w)
)
− 1
−iε
n∑
k=1
ξkx1S¯3tk
(τ, w)
)
≤ Cx21S¯3tk (τ, w).
As Cx21S¯3tk
(τ, w) is integrable against
∏d
i=1w
−1−θ
i F (x, x
′)dwdτdxdx′,
we can apply Lebesgue dominated convergence theorem so that we obtain
lim
ε→0
ψε(ξ1, · · · , ξn) =
exp
(
−E[X
2]
2
∫
Rd×Rd+
(
n∑
k=1
ξk1S¯3tk
(τ, w)
)2
1
2
p′0(dτ, dw)
)
.
Recall that p′0 =
⊗d
i=1 p0. Expanding the product, we obtain
lim
ε→0
ψε(ξ1, · · · , ξn) = exp
(
−E[X
2]
4
n∑
k=1
n∑
l=1
ξkξl
∫
R×R+
1S¯3tk
(τ, w)1S¯3tl
(τ, w)p′0(dτ, dw)
)
. (4.26)
As we have
S¯3tk ∩ S¯3tl = {(τ, w)/∀i, 0 ≤ τ < min(tik, til),max(tik, til) ≤ τ + w},
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using Lemma 4.4.2, we have
p′0(S¯
3
tk
∩ S¯3tl) =
1
θd(1− θ)d
d∏
i=1
(max(tik, t
i
l)
1−θ − ∣∣tik − til∣∣1−θ).
Using it in (4.26), it yields
lim
ε→0
ψ3ε(ξ1, · · · , ξn) = exp
(
− E[X
2]
4θd(1− θ)d
n∑
k=1
n∑
l=1
ξkξl
d∏
i=1
(max(tik, t
i
l)
1−θ − ∣∣tik − til∣∣1−θ)). (4.27)
In the same way, we can obtain the covariance function of Z¯1ε , the only
difference is that
S¯1tk ∩ S¯1tl = {(τ, w)/∀i, τ < 0, 0 ≤ τ + w < min(tik, til)},
p′0(S¯
3
tk
∩ S¯3tl) =
1
θd(1− θ)d
d∏
i=1
min(tik, t
i
l)
1−θ.
So we have
lim
ε→0
ψ1ε(ξ1, · · · , ξn) = exp
(
− E[X
2]
4θd(1− θ)d
n∑
k=1
n∑
l=1
ξkξl
d∏
i=1
min(tik, t
i
l)
1−θ
)
. (4.28)
The characteristic function of limε→0 Z¯3ε − Z¯1ε is the product of the char-
acteristic functions obtained in (4.27) and (4.28) as the processes are inde-
pendent. The characteristic function of limε→0 Z¯3ε − Z¯1ε is
lim
ε→0
ψε(ξ1, · · · , ξn) = exp
(
− E[X
2]
4θd(1− θ)d
n∑
k=1
n∑
l=1
ξkξl
( d∏
i=1
(max(tik, t
i
l)
1−θ − ∣∣tik − til∣∣1−θ) + d∏
i=1
min(tik, t
i
l)
1−θ)).
Second case: X 6= X ′ on a non negligible set
This part of the proof will follow closely the steps of the proof of Theorem
4.3.3.
As usual, we will compute the characteristic function of the process
εdθ/2(Y¯ε(t) − E[Y¯ε]). Take ξ1, · · · , ξn ∈ R and t1, · · · , tn ∈ Rd with ti =
(t1i , · · · , tdi ).
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ψε(ξ1, · · · , ξn) =E
[
exp
{(
i
n∑
k=1
ξkε
dθ/2Y¯ε(tk)
)
− E
[
i
n∑
k=1
ξkε
dθ/2Y¯ε(tk)
]}]
=E
[
exp iεdθ/2
∫
E
ε
n∑
k=1
ξk(x(1S¯2tk
(τ, w) + 1S¯3tk
(τ, w))
− x′(1S¯2tk (τ, w) + 1S¯1tk (τ, w)))Mε(dx, dx
′, dτ, dw)
]
× expE
[
−i
n∑
k=1
ξkε
dθ/2Y¯ε(tk)
]
.
Following the same steps of the proof of Theorem 4.2.1, we obtain
ψε(ξ1, · · · , ξn) =
exp
[∫
E
(
exp
(
iε(dθ+2)/2
n∑
k=1
ξk(x(1S¯2tk
(τ, w) + 1S¯3tk
(τ, w))
− x′(1S¯2tk (τ, w) + 1S¯1tk (τ, w)))
)
− 1− iε(dθ+2)/2
n∑
k=1
ξk(x(1S¯2tk
(τ, w) + 1S¯3tk
(τ, w))
− x′(1S¯2tk (τ, w) + 1S¯1tk (τ, w)))
)
µε(dx, dx′, dτ, dw)
]
.
Here again, Lebesgue dominated convergence theorem can not be used
because the integral is not convergent when wj → 0. Denote
f(x, x′, τ, w) =
n∑
k=1
ξk(x(1S¯2tk
(τ, w)+1S¯3tk
(τ, w))−x′(1S¯2tk (τ, w)+1S¯1tk (τ, w))).
Then denote
gε(x, x′, τ, w) =
1
ε2+dθ
(
eiε
(dθ+2)/2f − 1− iε(dθ+2)/2f
)
,
so that
ψε(ξ1, · · · , ξn) =
∫
E
εdθgε
d∏
i=1
w−1−θi dwidxdx
′dτ. (4.29)
Denote
h(x, x′, τ, w) =
n∑
k=1
n∑
l=1
ξkξl(x− x′)21S¯2tl∩S¯2tk (τ, w).
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Consider∫
E
(εdθgε(x, x′, τ, w) +
1
2
εdθh(x, x′, τ, w))1w>εw−1−θF (dx, dx′)dτdw.
Note that∣∣∣∣εdθgε(x, x′, τ, w) + 12εdθh(x, x′, τ, w)
∣∣∣∣ ≤ εdθ ∣∣∣∣gε + 12f2
∣∣∣∣+ εdθ2 ∣∣f2 − h∣∣ .
(4.30)
On the first hand, we have
gε +
1
2
f2 =
1
εdθ+2
(
eiε
(dθ+2)/2f − 1− iε(dθ+2)/2f + ε
dθ+2
2
f2
)
,
which implies
εdθ
∣∣∣∣gε + 12f2
∣∣∣∣ ≤ Cε3dθ/2+1 |f |3 .
According to Lemma 4.4.4,∫
E
∣∣f3∣∣ d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ ≤ εdθCt1,··· ,tn ,
where Ct1,··· ,tn is a constant depending on t1, · · · , tn and not on ε. On the
other hand, expanding f2−h, the terms giving the εdθ vanish, which implies∫
E
∣∣f2 − h∣∣ d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ ≤ ε(d−1)θC ′t1,··· ,tn ,
where C ′t1,··· ,tn is another constant depending on t1, · · · , tn and not on ε.
Using these two upper-bounds in (4.30) and integrating, we obtain
lim
ε→0
∫
E
(εdθgε(x, x′, τ, w)+
1
2
εdθh(x, x′, τ, w))
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ = 0.
In other words :
lim
ε→0
∫
E
εdθgε(x, x′, τ, w)
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ
= lim
ε→0
−ε
dθ
2
∫
E
h(x, x′, τ, w)
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ.
Using Lemma 4.4.2, we obtain
lim
ε→0
∫
E
εdθgε
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ
= −2
dE[(X −X ′)2]
4θd
n∑
k=1
n∑
l=1
ξkξl
d∏
i=1
min(tik, t
i
l).
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Equation (4.29) yields the conclusion.
Proof of the tightness Thanks to Lemma 4.4.1, we only have to con-
sider one-dimensional increments of the family of processes. Let us prove it
taking s = (s1, t2, · · · , td), t = (t1, t2, · · · , tn) and u = (u1, t2, · · · , tn). We
are interested in evaluating
E[
∣∣Y¯ε(t)− Y¯ε(s)∣∣n ∣∣Y¯ε(u)− Y¯ε(t)∣∣n].
But, as there are only increments with respect to the first coordinate, the
proof is exactly the same as proof of Theorem 4.2.1 except we are considering
B¯1s,t = B
1
s1,t1 ×
d∏
i=2
(S2ti ∪ S3ti)
and
B¯2s,t = B
2
s1,t1 ×
d∏
i=2
(S2ti ∪ S1ti)
instead of the usual B1s1,t1 and B
2
s1,t1
Measures of B¯1s,t and B¯2s,t only differs from the ones of B1s1,t1 and B
2
s1,t1
through a constant only depending of the fixed coordinates (t2, · · · , tn). Con-
sequently, the whole proof is exactly the same up to a multiplicative constant,
which does not have any influence on the nature of the bounds obtained.
4.3.3 Symmetric case
For the same symmetry reason we studied process Y˜ε in section 4.2.2, we
will generalize this process with a multidimensional index.
In this case, we will keep the same Poisson random measure we used
in section 4.3.2. It was the Poisson random measure Mε associated to the
Poisson point process Π′ε defined through its intensity measure on E = R×
R× Rd × Rd+ by
µε(dx, dx′, dτ, dw) =
1
2
ε−2
d∏
i=1
(w−1−θi 1wi>εdτidwi)F (dx, dx
′)
with 0 < θ < 1 and F as in the previous sections. Moreover denote by Π′ε
the Poisson point process associated with Mε. For t = (t1, · · · , td) ∈ Rd+,
we will consider for j = 1, 2 the sets Ajt =
∏d
i=1 A˜
j
ti
, where sets A˜jti were
defined earlier in equation (4.16) in Section 4.2.2. We will study the process
Yˆε defined for t ∈ Rd+ by
Yˆε(t) =
∑
j∈N
ε(Xj1(τj ,wj)∈A1t −X
′
j1(τj ,wj)∈A2t ) (4.31)
where (Xj , X ′j , τj , wj)j∈N is an enumeration of the Poisson point process Π
′
ε.
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We will still need the measure p′ε = ⊗di=1piε where piε is equal to pε on the
ith term of the product.
Theorem 4.3.3. – If X = X ′ a.s., then the finite-dimensional laws of
ε(d−1)θ/2Yˆε converges towards those of a Gaussian process whose covari-
ance function is for t = (t1, · · · , td) ∈ Rd+ and s = (s1, · · · , sd) ∈ Rd+:
2dE[X2]
2θd(1− θ)
d∑
j=1
(∣∣tj + sj∣∣1−θ − ∣∣tj − sj∣∣1−θ)∏
i 6=j
min(ti, si).
– If X 6= X ′ on a non-negligible set, the finite-dimensional laws of pro-
cess εdθ/2(Yˆε(t)−E[Yˆε]) converges towards those of
√
2d−1E[(X−X′)2]
θd
W
where W is a Brownian sheet.
Proof. As usual, we will compute the characteristic function of the process we
want to study. In the case X = X ′, as p′ε(A1t ) = p′ε(A2t ), we have E[Yˆε(t)] = 0
which means we can consider ε(d−1)θ/2(Yˆε(t)−E[Yˆε]) instead of ε(d−1)θ/2Yˆε(t).
In order to combine both proofs, we will compute the characteristic function
of ε(d−1)θ/2(Yˆε(t)− E[Yˆε]) or εdθ/2(Yˆε(t)− E[Yˆε]) (in the case X 6= X ′ on a
non negligible set). In the following, we will denote α = d− 1 when X = X ′
a.s., or α = d in the other case. Take ξ1, · · · , ξn ∈ R and t1, · · · , tn ∈ Rd+
with ti = (t1i , · · · , tdi ).
ψε(ξ1, · · · , ξn)
=E
[
exp
{(
i
n∑
k=1
ξkε
αθ/2Yˆε(tk)
)
− E
[
i
n∑
k=1
ξkε
αθ/2Yˆε(tk)
]}]
=E
[
exp iεαθ/2
∫
E
ε
n∑
k=1
ξk(x1A1tk
(τ, w)− x′1A2tk (τ, w))Nε(dx, dx
′, dτ, dw)
]
× expE
[
−i
n∑
k=1
ξkε
αθ/2Yˆε(tk)
]
.
Following the same steps of the proof of Theorem 4.2.1, we obtain
ψε(ξ1, · · · , ξn) =
exp
[∫
E
(
exp
(
iε(αθ+2)/2
n∑
k=1
ξk(x1A1tk
(τ, w)− x′1A2tk (τ, w))
)
− 1− iε(αθ+2)/2
n∑
k=1
ξk(x1A1tk
(τ, w)− x′1A2tk (τ, w))
)
µε(dx, dx′, dτ, dw)
]
.
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Here again, Lebesgue dominated convergence theorem can not be used
because the integral is not convergent when wj → 0. Denote
f(x, x′, τ, w) =
n∑
k=1
ξk(x1A1tk
(τ, w)− x′1A2tk (τ, w)).
Then denote
gε(x, x′, τ, w) =
1
ε2+αθ
(
eiε
(αθ+2)/2f − 1− iε(αθ+2)/2f
)
,
so that
ψε(ξ1, · · · , ξn) =
∫
E
εαθgε
d∏
i=1
w−1−θi 1wi>εF (dx, dx
′)dwidτ. (4.32)
For t = (t1, · · · , td), one can write A1t =
∏d
i=1A
1
ti
=
∏d
i=1 S˜
3
ti
∪ S˜2
ti
and
A2t =
∏d
i=1A
2
ti
=
∏d
i=1 S˜
1
ti
∪ S˜2
ti
. Denote by
T 1j,tl,tk =
j−1∏
i=1
(S˜2til
∩ S˜2tik)× (S˜
1
tjl
∩ S˜1
tjk
)×
d∏
i=j+1
(S˜2til
∩ S˜2tik),
T 2tl,tk =
d∏
i=1
(S˜2til
∩ S˜2tik)
and
T 3j,tl,tk =
j−1∏
i=1
(S˜2til
∩ S˜2tik)× (S˜
3
tjl
∩ S˜3
tjk
)×
d∏
i=j+1
(S˜2til
∩ S˜2tik)
where sets S˜jt were defined in equation (4.17).
When α = d− 1 (i.e. X = X ′ a.s.), denote
hα(x, x′, τ, w) =
n∑
k=1
n∑
l=1
ξkξlx
2
d∑
j=1
(1T 3j,tl,tk
(τ, w) + 1T 1j,tl,tk
(τ, w)).
If α = d (i.e., X 6= X ′ on a non-negligible set), then denote
hα(x, x′, τ, w) =
n∑
k=1
n∑
l=1
ξkξl(x− x′)21T 2tl,tk (τ, w).
Consider∫
E
(εαθgε(x, x′, τ, w) +
1
2
εαθhα(x, x′, τ, w))1w>εw−1−θF (dx, dx′)dτdw.
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Note that∣∣∣∣εαθgε(x, x′, τ, w) + 12εαθhα(x, x′, τ, w)
∣∣∣∣ ≤ εαθ ∣∣∣∣gε + 12f2
∣∣∣∣+ εαθ2 ∣∣f2 − hα∣∣ .
(4.33)
On the first hand, let us upper-bound
∣∣f2 − hα∣∣. First, expand f2:
f(x, x′, τ, w)2 =
n∑
k,l=1
ξkξl(x1A1tk
(τ, w)− x′1A2tk (τ, w))
(x1A1tl
(τ, w)− x′1A2tl (τ, w))
=
n∑
k,l=1
ξkξl
(
x21A1tk∩A
1
tl
(τ, w) + x′21A2tk∩A
2
tl
(τ, w)
− xx′(1A1tk∩A2tl (τ, w) + 1A2tl∩A1tl (τ, w))
)
.
(4.34)
Note that
1Aitk∩A
j
tl
=
∑
(an,bn)1≤n≤d
1Qd
n=1 S˜
an
tn
k
∩S˜bn
tn
l
. (4.35)
where an ∈ {2, 3} if i = 1, an ∈ {1, 2} if i = 2, bn ∈ {2, 3} if j = 1 and
bn ∈ {1, 2} if j = 2. Moreover, note that if an = 1 and bn = 3 or the
contrary, the term vanishes because S˜1t ∩ S˜3s = ∅.
Note that
p′ε
( d∏
n=1
S˜antnk
∩ S˜bntnl
)
=
d∏
n=1
pε(S˜antnk ∩ S˜
bn
tnl
).
For ε small enough, one can see using Lemma 4.4.2 that pε(S˜antnk ∩ S˜
bn
tnl
)
depends on ε only if an = bn = 2. Otherwise, it is only a function of tnk and
tnl . When an = bn = 2,
pε(S˜antnk ∩ S˜
bn
tnl
) =
ε−θ
θ
2 min(tnk , t
n
l ) +
ε1−θ
1− θ −
(2 min(tnk , t
n
l ))
1−θ
θ(1− θ) .
Consequently,
p′ε(
d∏
n=1
S˜antnk
∩ S˜bntnl ) = ε
−Nθf(tk, tl)
where f does not depend on ε and N = card(n|an = bn = 2). The most
significant terms when ε goes to 0 are exactly the one contained in hα: When
α = d−1, the points in ∏dn=1 S˜2tnk ∩ S˜2tnl vanish because X = X ′ a.s., whereas
when X 6= X ′ on a non-neglibible set, they are not.
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Thus, using (4.35) in (4.34) we can see that in f2 − hα, the terms that
could give a coefficient ε−αθ vanish, which implies∫
E
∣∣f2 − hα∣∣ d∏
i=1
w−1−θi 1wi>εF (dx, dx
′)dwidτ ≤ ε(α−1)θC ′t1,··· ,tn , (4.36)
where Ct1,··· ,tn is another constant depending on t1, · · · , tn and not on ε.
On the other hand, we have
gε +
1
2
f2 =
1
εαθ+2
(
eiε
(αθ+2)/2f − 1− iε(αθ+2)/2f + ε
αθ+2
2
f2
)
.
Which implies
εαθ
∣∣∣∣gε + 12f2
∣∣∣∣ ≤ Cε3αθ/2+1 |f |3 .
With the same techniques we used to obtain (4.36) and according to
Lemma 4.4.2 we have∫
E
∣∣f3∣∣ d∏
i=1
w−1−θi 1wi>εF (dx, dx
′)dwidτ ≤ ε−αθCt1,··· ,tn , (4.37)
where Ct1,··· ,tn is a constant depending on t1, · · · , tn and not on ε.
Using the two upper-bounds (4.36) and (4.37) in (4.33) and integrating,
we obtain
lim
ε→0
∫
E
(εαθgε(x, x′, τ, w) +
1
2
εαθhα(x, x′, τ, w))
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ = 0.
In other words :
lim
ε→0
∫
E
εαθgε(x, x′, τ, w)
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ
= lim
ε→0
−ε
αθ
2
∫
E
hα(x, x′, τ, w)
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ.
In both cases, the right hand term can be computed using Lemma 4.4.2.
Indeed, we have for X = X ′ a.s.
lim
ε→0
∫
E
εαθgε
d∏
i=1
(w−1−θi dwi)dxdx
′dτ = − 2
dE[X2]
4θd(1− θ)
n∑
k=1
n∑
l=1
ξkξl
d∑
j=1
(∣∣∣tjk + tjl ∣∣∣1−θ − ∣∣∣tjk − tjl ∣∣∣1−θ)∏
i 6=j
min(tik, t
i
l). (4.38)
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For X 6= X ′ on a non-negligible set
lim
ε→0
∫
E
εαθgε
d∏
i=1
(w−1−θi dwi)dxdx
′dτ = −2
dE[(X −X ′)2]
4θd
n∑
k=1
n∑
l=1
ξkξl
d∏
i=1
min(tik, t
i
l). (4.39)
Using (4.32) yields the conclusion.
4.3.4 Another model: convergence towards a Brownian sheet
or a bifractional Brownian sheet
The Gaussian process we obtained in the previous section is not really
well-known. We can tweak a bit its definition to obtain a more familiar one,
namely a bifractional Brownian sheet, i.e. a Gaussian process with parame-
ters (H,K) whose covariance function for t = (t1, · · · , td), s = (s1, · · · , sd) ∈
Rd+ is
1
2dK
d∏
i=1
∣∣(ti)2H + (si)2H ∣∣K − ∣∣ti − si∣∣2HK .
This will be another generalization of the process studied in Section 4.2.2.
As in the previous section, let us consider the Poisson random measure Mε
defined through its intensity measure on E = R× R× Rd × Rd+ by
µε(dx, dx′, dτ, dw) =
1
2
ε−2
d∏
i=1
(w−1−θi 1wi>εdτidwi)F (dx, dx
′)
with 0 < θ < 1 and F as in the previous sections. Moreover denote by
Π′ε the Poisson point process associated with Mε. For j ∈ {1, 2, 3} consider
sets Sjt =
∏d
i=1 S˜
j
ti
, where the sets S˜j
ti
were defined in (4.17). Consider the
process defined for t ∈ Rd+ by
Y˘ε(t) =
∑
j∈N
ε(Xj1(τj ,wj)∈S3t −X
′
j1(τj ,wj)∈S1t + (X −X
′)1S2t (τj , w)) (4.40)
where (Xj , X ′j , τj , wj)j∈N is an enumeration of the Poisson point process Π
′
ε.
Theorem 4.3.4. – If X = X ′ a.s., then the finite-dimensional laws of
Y˘ε converges towards those of√
2d(1−θ)−1E[X2]
θd(1− θ)d (Z
(1/2,1−θ) − Z ′(1/2,1−θ)),
where Z(1/2,1−θ) and Z ′(1/2,1−θ) are two bifractional Brownian sheets
with parameter (1/2, 1− θ).
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– If X 6= X ′ on a non-negligible set, the finite-dimensional laws of pro-
cess εdθ/2(Y˘ε(t)−E[Y˘ε]) converges towards those of
√
2d−1E[(X−X′)2]
θd
W
where W is a Brownian sheet.
Proof. This proof will follow the steps of the proof of Theorem 4.2.3, in
particular for the decomposition of the two cases and the fact that when
X = X ′ a.s., Y˘ε can be seen as the sum of two independent processes.
First case: X = X ′ a.s.
Y˘ε can be written as
Y˘ε(t) = ε
∫
E
x(1S3t (τ, w)− 1S1t (τ, w)Mε(dx, dx
′, dτ, dw).
We can write
Z˘1ε (t) = ε
∫
E
x1S1t (τ, w)Nε(dx, dx
′, dτ, dw)
− ε
∫
E
x1S1t (τ, w)µε(dx, dx
′, dτ, dw)
and
Z˘3ε (t) = ε
∫
E
x1S3t (τ, w)Nε(dx, dx
′, dτ, dw)
− ε
∫
E
x1S3t (τ, w)µε(dx, dx
′, dτ, dw).
Z˘1ε and Z˘3ε are centered processes. They are independent because for
every s, t ∈ Rd+, S1s ∩ S3t = ∅. Finally, Lemma 4.4.2 can show that∫
E
x1S1t (τ, w)µε(dx, dx
′, dτ, dw) =
∫
E
x1S3t (τ, w)µε(dx, dx
′, dτ, dw).
Then,
Y˘ε = Z˘3ε − Z˘1ε .
Now, we will show that the finite-dimensional laws of Z˘3ε converge towards
those of a bifractional Brownian sheet. The same is true about Z˘1ε and the
proof is the same so we will skip the details.
This proof is in fact almost the same as the convergence of the finite
dimensional laws of Z3ε in the proof of Theorem 4.2.3.
Denote by ψε(ξ1, · · · , ξn) the characteristic function of Z˘3ε . Using (4.6)
we have:
ψε(ξ1, · · · , ξn) = exp
[∫
E
(
exp
(
iε
n∑
k=1
ξkx1S3tk
(τ, w)
)
− 1
−
(
iε
n∑
k=1
ξkx1S3tk
(τ, w)
))
µε(dx, dx, dτ, dw)
]
.
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Using |exp(ix)− 1− ix| ≤ Cx2, we have∫
E
1
ε2
(
exp
(
iε
n∑
k=1
ξkx1S3tk
(τ, w)
)
− 1
−iε
n∑
k=1
ξkx1S3tk
(τ, w)
)
≤ Cx21S3tk (τ, w).
As Cx21S3tk
(τ, w) is integrable against
∏d
i=1w
−1−θ
i F (x, x
′)dwdτdxdx′, we
can apply Lebesgue dominated convergence theorem so that we obtain
lim
ε→0
ψε(ξ1, · · · , ξn) =
exp
(
−E[X
2]
2
∫
Rd×Rd+
(
n∑
k=1
ξk1S3tk
(τ, w)
)2
1
2
p′0(dτ, dw)
)
.
Recall that p′0 =
⊗d
i=1 p0. Expanding the product, we obtain
lim
ε→0
ψε(ξ1, · · · , ξn) = exp
(
−E[X
2]
4
n∑
k=1
n∑
l=1
ξkξl
∫
R×R+
1S3tk
(τ, w)1S3tl
(τ, w)p′0(dτ, dw)
)
. (4.41)
As we have
S3tk ∩ S3tl = {(τ, w)/∀i,−min(tik, til) ≤ τ < min(tik, til),max(tik, til) ≤ τ + w},
using Lemma 4.4.2, we have
p′0(S3tk ∩ S3tl) =
1
θd(1− θ)d
d∏
i=1
(
∣∣tik + til∣∣1−θ − ∣∣tik − til∣∣1−θ).
Using it in (4.41), it yields
lim
ε→0
ψε(ξ1, · · · , ξn) = exp
(
− E[X
2]
4θd(1− θ)d
n∑
k=1
n∑
l=1
ξkξl
d∏
i=1
(
∣∣tik + til∣∣1−θ − ∣∣tik − til∣∣1−θ)). (4.42)
We recognize the covariance function of a bifractional Brownian motion,
which means the finite-dimensional laws of Z3ε converge towards those of a
bifractional Brownian sheet with parameter (1/2, 1− θ) times
√
E[X2]
2θd(1−θ)d .
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Second case: X 6= X ′ on a non negligible set
This part of the proof will follow closely the steps of the proof of Theorem
4.3.3.
As usual, we will compute the characteristic function of the process
εdθ/2(Y˘ε(t) − E[Y˘ε]). Take ξ1, · · · , ξn ∈ R and t1, · · · , tn ∈ Rd+ with ti =
(t1i , · · · , tdi ).
ψε(ξ1, · · · , ξn) =E
[
exp
{(
i
n∑
k=1
ξkε
dθ/2Y˘ε(tk)
)
− E
[
i
n∑
k=1
ξkε
dθ/2Y˘ε(tk)
]}]
=E
[
exp iεdθ/2
∫
E
ε
n∑
k=1
ξk(x(1S2tk
(τ, w) + 1S3tk
(τ, w))
− x′(1S2tk (τ, w) + 1S1tk (τ, w)))Nε(dx, dx
′, dτ, dw)
]
× expE
[
−i
n∑
k=1
ξkε
dθ/2Y˘ε(tk)
]
.
Following the same steps of the proof of Theorem 4.2.1, we obtain
ψε(ξ1, · · · , ξn) =
exp
[∫
E
(
exp
(
iε(dθ+2)/2
n∑
k=1
ξk(x(1S2tk
(τ, w) + 1S3tk
(τ, w))
− x′(1S2tk (τ, w) + 1S1tk (τ, w)))
)
− 1− iε(dθ+2)/2
n∑
k=1
ξk(x(1S2tk
(τ, w) + 1S3tk
(τ, w))
− x′(1S2tk (τ, w) + 1S1tk (τ, w)))
)
µε(dx, dx′, dτ, dw)
]
.
Here again, Lebesgue dominated convergence theorem can not be used
because the integral is not convergent when wj → 0. Denote
f(x, x′, τ, w) =
n∑
k=1
ξk(x(1S2tk
(τ, w)+1S3tk
(τ, w))−x′(1S2tk (τ, w)+1S1tk (τ, w))).
Then denote
gε(x, x′, τ, w) =
1
ε2+dθ
(
eiε
(dθ+2)/2f − 1− iε(dθ+2)/2f
)
,
so that
ψε(ξ1, · · · , ξn) =
∫
E
εdθgε
d∏
i=1
w−1−θi dwidxdx
′dτ. (4.43)
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Denote
h(x, x′, τ, w) =
n∑
k=1
n∑
l=1
ξkξl(x− x′)21S2tl∩S2tk (τ, w).
Consider∫
E
(εθgε(x, x′, τ, w) +
1
2
εθh(x, x′, τ, w))1w>εw−1−θF (dx, dx′)dτdw.
Note that∣∣∣∣εdθgε(x, x′, τ, w) + 12εdθh(x, x′, τ, w)
∣∣∣∣ ≤ εdθ ∣∣∣∣gε + 12f2
∣∣∣∣+ εdθ2 ∣∣f2 − h∣∣ .
(4.44)
On the first hand, we have
gε +
1
2
f2 =
1
εdθ+2
(
eiε
(dθ+2)/2f − 1− iε(dθ+2)/2f + ε
dθ+2
2
f2
)
.
Which implies
εdθ
∣∣∣∣gε + 12f2
∣∣∣∣ ≤ Cε3dθ/2+1 |f |3 .
According to Lemma 4.4.4,∫
E
∣∣f3∣∣ d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ ≤ εdθCt1,··· ,tn ,
where Ct1,··· ,tn is a constant depending on t1, · · · , tn and not on ε. On the
other hand, expanding f2−h, the terms giving the εdθ vanish, which implies∫
E
∣∣f2 − h∣∣ d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ ≤ ε(d−1)θC ′t1,··· ,tn ,
where Ct1,··· ,tn is another constant depending on t1, · · · , tn and not on ε.
Using these two upper-bounds in (4.44) and integrating, we obtain
lim
ε→0
∫
E
(εdθgε(x, x′, τ, w)+
1
2
εdθh(x, x′, τ, w))
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ = 0.
In other words :
lim
ε→0
∫
E
εdθgε(x, x′, τ, w)
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ
= lim
ε→0
−ε
dθ
2
∫
E
h(x, x′, τ, w)
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ.
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Using Lemma 4.4.2, we obtain
lim
ε→0
∫
E
εdθgε
d∏
i=1
w−1−θi 1wi>εdwidxdx
′dτ
= −2
dE[(X −X ′)2]
4θd
n∑
k=1
n∑
l=1
ξkξl
d∏
i=1
min(tik, t
i
l).
Using (4.43) yields the conclusion.
4.4 Appendix: Lemmas and their proofs
This appendix contains a lemma used to prove tightness in the proof of
Theorem 4.3.2 and the two technical lemmas that are very often used in the
article to compute integrals with their proofs.
For t ∈ [0, 1]k, denote by (Qi)1≤i≤2k the quadrants dividing the unit cube
that have an vertex in t ie., Qi =
∏k
j=1(a
j
i , b
j
i ] where for each j (a
j
i , b
j
i ] =
(0, tj ]or (tj , 1] . Moreover we will denote by Q2k the quadrant containing
1 = (1, · · · , 1), Q2k =
∏k
j=1(t
j , 1]. Then f ∈ Dk if lims→t,s∈Qi f(s) := fi(t)
exists for all i = 1, . . . , 2k and if f(t) = f2k(t). In that sense, f is "continuous
from above with limits from below".
From [4] and [8], the following tightness criterion in Dk can be deduced.
Lemma 4.4.1. Let (Xε)ε∈[0,1[ be a family of processes in the space Dk. De-
note by X(p)ε (t) the process defined by Xε(t1, · · · , tp−1, t, tp+1, · · · , tk) where
ti are fixed. Suppose that Xε vanishes along the lower boundary of [0, 1]k
(i.e. when at least one coordinate is equal to 0). If there exist β > 0 and
γ > 1 such that for every p and for every s ≤ t ≤ u,
E[
∣∣∣X(p)ε (t)−X(p)ε (s)∣∣∣β ∣∣∣X(p)ε (u)−X(p)ε (t)∣∣∣β] ≤ C |u− s|γ , (4.45)
then the family (Xε)ε is tight.
Proof. Define
w′′δ
(p)(Xε) = sup
{
min
(∥∥∥X(p)ε (t)−X(p)ε (s)∥∥∥ , ∥∥∥X(p)ε (u)−X(p)ε (u)∥∥∥)
/s ≤ t ≤ u, |(|u− s) ≤ δ
}
.
Then, one can define w′′δ as a generalization of the modulus introduced in
Chapter 2 of [8] by
w′′δ (Xε) = max
1≤p≤k
w′′δ
(p)(Xε).
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According to the Corollary of Theorem 2 in [4], tightness comes from the
fact that
lim
δ→0
lim sup
ε→0
w′′δ (Xε) = 0.
In order to prove that convergence, if is enough to prove
lim
δ→0
lim sup
ε→0
w′′δ
(p)(Xε) = 0.
Thus it coincides with the modulus in dimension one, which means Billings-
ley’s criterion in dimension one can be used to prove it i.e., for all p the
existence of β > 0 and γ > 1 such that for every s ≤ t ≤ u,
E[
∣∣∣X(p)ε (t)−X(p)ε (s)∣∣∣β ∣∣∣X(p)ε (u)−X(p)ε (t)∣∣∣β] ≤ C |u− s|γ .
In the following, we will denote a ∨ b = max(a, b) and a ∧ b = min(a, b).
Lemma 4.4.2. – Let a, b, c, d ∈ R such that a < b, c < d, a ≤ c and
b ≤ d. We have
pε(a ≤ τ < b, c ≤ τ + w < d) = ε
−θ
θ
(
(c− a) ∧ ε− (c− b) ∧ ε
− (d− a) ∧ ε+ (d− b) ∧ ε
)
+
1
θ(1− θ)
(
((c− a) ∨ ε)1−θ − ((c− b) ∨ ε)1−θ
− ((d− a) ∨ ε)1−θ + ((d− b) ∨ ε)1−θ
)
.
– If one takes d =∞,
pε(a ≤ τ < b, c ≤ τ + w) = ε
−θ
θ
(
(c− a) ∧ ε− (c− b) ∧ ε
)
+
1
θ(1− θ)
(
((c− a) ∨ ε)1−θ − ((c− b) ∨ ε)1−θ
)
.
– If one takes a = −∞,
pε(τ < b, c ≤ τ + w < d) = ε
−θ
θ
(
(d− b) ∧ ε− (c− b) ∧ ε
)
+
1
θ(1− θ)
(
((d− b) ∨ ε)1−θ − ((c− b) ∨ ε)1−θ
)
.
– If one takes two numbers among a, b, c, d to be infinite, pε(a ≤ τ <
b, c ≤ τ + w < d) =∞.
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Remark 4.4.3. Note that pε does not charge {a ≤ τ < b, c ≤ τ + w < d}
if a ≥ d because pε only charges sets where w > 0. This is why we supposed
b ≤ d and a ≤ c in the above lemma.
Proof. In the first case, this lemma is proven by a straightforward computa-
tion.
pε(a ≤ τ < b, c ≤ τ + w < d) =
∫ b
a
∫ d−τ
c−τ
w−1−θ1w>εdwdτ
=
∫ b
a
∫ (d−τ)∨ε
(c−τ)∨ε
w−1−θdwdτ
=
1
θ
∫ b
a
((c− τ) ∨ ε)−θ − ((d− τ) ∨ ε)−θdτ.
(4.46)
By separating the two terms in the integral and a change of variable in
each of them, we obtain
pε(a ≤ τ < b, c ≤ τ + w < d) = 1
θ
∫ c−a
c−b
(u ∨ ε)−θdu− 1
θ
∫ d−a
d−b
(u ∨ ε)−θdu.
(4.47)
Note that for α < β, we have [α, β[= [α∧ε, β∧ε[∪[α∨ε, β∨ε[. It implies∫ β
α
(u ∨ ε)−θdu =
∫ β∧ε
α∧ε
ε−θdu+
∫ β∨ε
α∨ε
u−θdu
=ε−θ(β ∧ ε− α ∧ ε) + 1
1− θ ((β ∨ ε)
1−θ − (α ∨ ε)1−θ).
(4.48)
Using (4.48) in (4.47),
pε(a ≤ τ < b, c ≤ τ + w < d) = ε
−θ
θ
(
(c− a) ∧ ε− (c− b) ∧ ε
− (d− a) ∧ ε+ (d− b) ∧ ε
)
+
1
θ(1− θ)
(
((c− a) ∨ ε)1−θ − ((c− b) ∨ ε)1−θ
− ((d− a) ∨ ε)1−θ + ((d− b) ∨ ε)1−θ
)
.
In the case d = ∞, the second term in (4.46) vanishes so that (4.47)
becomes
pε(a ≤ τ < b, c ≤ τ + w < d) = 1
θ
∫ c−a
c−b
(u ∨ ε)−θdu.
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Then, using (4.48), we obtain
pε(a ≤ τ < b, c ≤ τ + w) = ε
−θ
θ
(
(c− a) ∧ ε− (c− b) ∧ ε
)
+
1
θ(1− θ)
(
((c− a) ∨ ε)1−θ − ((c− b) ∨ ε)1−θ
)
.
In the case a = −∞, we have to be more careful. We will take a finite
then make him tend towards −∞. Indeed (4.47) becomes
pε(a ≤ τ < b, c ≤ τ + w < d) = 1
θ
∫ d−b
c−b
(u ∨ ε)−θdu− 1
θ
∫ d−a
c−a
(u ∨ ε)−θdu.
(4.49)
A quick computation yields
lim
a→−∞
∫ d−a
c−a
(u ∨ ε)−θdu = 0.
Now using (4.48) in the only remaining term of (4.49), we obtain
pε(a ≤ τ < b, c ≤ τ + w) = ε
−θ
θ
(
(d− b) ∧ ε− (c− b) ∧ ε
)
+
1
θ(1− θ)
(
((d− b) ∨ ε)1−θ − ((c− b) ∨ ε)1−θ
)
.
The other cases are simpler, so we will skip the details of their proof.
Lemma 4.4.4. – Let a, b, c, d ∈ R such that a < b, c < d, a ≤ c and
b ≤ d. We have
pε(a ≤ τ < b, c ≤ τ + w < d) ≤ 2
θ
min(b− a, d− c) ((c− b) ∨ ε)−θ .
In some cases, one can even have a bound depending on d − a: If
d− a ≤ ε then
pε(a ≤ τ < b, c ≤ τ + w < d) = 0.
And if b = c, we have
pε(a ≤ τ < b, b ≤ τ + w < d) ≤ (d− a)
1−θ
θ(1− θ) .
– If one takes d =∞,
pε(a ≤ τ < b, c ≤ τ + w) ≤ b− a
θ
((c− b) ∨ ε)−θ.
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– If one takes a = −∞,
pε(τ < b, c ≤ τ + w < d) = d− c
θ
((c− b) ∨ ε)−θ.
Proof. Denote for x ∈ R
f(x) =
ε−θ
θ
(x ∧ ε) + (x ∨ ε)
1−θ
θ(1− θ) .
Then, one can easily check that for x 6= ε
f ′(x) =
(x ∨ ε)−θ
θ
.
f ′ is a non-increasing positive function, so the mean value theorem yields
|f(x)− f(y)| ≤ |x− y| f ′(min(x, y)) = |x− y|
θ
(min(x, y) ∨ ε)−θ. (4.50)
According to Lemma 4.4.2, we have
pε(a ≤ τ < b, c ≤ τ + w < d) = f(c− a)− f(c− b)− f(d− a) + f(d− b).
We can apply (4.50) to f(c − a) − f(c − b) and f(d − a) − f(d − b) to
obtain
pε(a ≤ τ < b, c ≤ τ + w < d) ≤ b− a
θ
(((c− b) ∨ ε)−θ + ((d− b) ∨ ε)−θ).
As d− b ≥ c− b, we obtain
pε(a ≤ τ < b, c ≤ τ + w < d) ≤ 2(b− a)
θ
((c− b) ∨ ε)−θ.
In the same way, applying (4.50) to
f(c− a)− f(d− a)
and to
f(d− b)− f(c− b)
yields
pε(a ≤ τ < b, c ≤ τ + w < d) ≤ 2(d− c)
θ
((c− b) ∨ ε)−θ.
Thus the result.
If d− a ≤ ε, Lemma 4.4.2 yields pε(a ≤ τ < b, c ≤ τ + w < d) = 0.
If b = c, then
pε(a ≤ τ < b, b ≤ τ + w < d) =f(b− a)− f(0)− f(d− a) + f(d− b)
≤f(d− a)
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as f is non decreasing. Thus, for d− a > ε,
pε(a ≤ τ < b, b ≤ τ + w < d) ≤ (d− a)
1−θ
θ(1− θ) .
The two remaining inequalities, are proven in the same way, so we will
only show the first one. According to Lemma 4.4.2,
pε(a ≤ τ < b, c ≤ τ + w) = f(c− a)− f(c− b).
Applying (4.50) gives
pε(a ≤ τ < b, c ≤ τ + w) ≤ b− a
θ
((c− b) ∨ ε)−θ.
Chapter 5
Potential generated by charged
particles in a hyperplane
The work presented in this chapter is a collaboration with Serge Cohen and
Jacques Istas
In this chapter, we consider the potential field generated by an increasing
number of particles in a hyperplane holding charges +q or dipoles holding
charges +q or −q when at the same time, the intensity of the charges or the
length of the dipoles will decrease. The generated potential will have a limit
process with many interesting properties (self-similarity, stationarity, etc.).
Moreover, the potential depends on an index α that could describe different
kind of interactions. The reader should be aware that this chapter is a work
in progress.
5.1 Introduction
In a lot of different works, authors considered a Poisson point process
distributed on Rd to obtain random fields with noteworthy properties. For
example, Biermé, Estrade in [5] or Kaj et al. in [22] used Poisson processes
to generate random balls and by counting the number of balls covering a
point. Processes obtained had properties like self-similarity, invariance by
translation or rotation.
In this work, we will consider what happens when points holding a charge
are distributed according to a Poisson process in Rd and the potential field
generated in Rd+1 by the charges. We will discuss fields generated by a
potential of the form 1/d(x, y)α where d(x, y) is the distance between the
points y holding the charge and the point x where the field is measured.
The parameter α will take different values, but quite often the choice of the
dimension d of the subspace holding the particles will limit the possibilities
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of suitable α indexes. Note that in the case α = 1, we obtain the potential
gravitational field (if the charges are of the same sign) and electrostatic field
(when there are charges of opposite signs).
In the whole chapter, we will only consider particles holding charge whose
intensity is q or −q. Particles will be distributed in Rd according to a Pois-
son process with intensity proportional to Lebesgue measure. Then we will
increase the intensity and at the same time decrease the intensity of the
charges or the length of the dipoles to obtain a limit process with different
kinds of properties.
The next section will be devoted to the case where all charges are of the
same sign. The limit process will be obtained by increasing the number of
particles to infinity and decreasing the intensity of their charge to 0. The
limit process obtained is a Gaussian self-similar one and has stationary incre-
ments with respect to the first d variables which are the essential properties
of the fractional Brownian motion. Moreover, the sample paths are regular
for h 6= 0, h being the (d + 1)th coordinate. Indeed, when d = 1, h = 0
and with α well-chosen, the limit is a fractional Brownian motion up to a
multiplicative constant.
In the following section we will consider random dipoles (a dipole is
a couple of particles one holding +q and the other one −q). The limit
will be obtained by increasing the number of dipoles to infinity and their
length decreasing to 0. The limit process has interesting properties like self-
similarity, stationarity with respect to the first d coordinates and regular
paths.
In the whole chapter, we will denote by (·, ·) the usual scalar product in
Rd.
5.2 Positively charged particles
In this section, we will consider what field is generated in Rd+1 by random
particles holding a charge q distributed in Rd according to a Poisson process.
The set of particles is represented by a Poisson measure N(dy) with
intensity measure dy, the Lebesgue measure on Rd. Let α > 0 and consider
the potential created in (x, h) ∈ Rd × R which can be written as:∫
Rd
q
(‖x− y‖2 + h2)α/2N(dy).
Unfortunately, this process can never be defined for h = 0, consequently
we will consider its increments with respect to (0, h). Moreover, in physics
the potential is often considered with a reference and here (0, h) will play
this role. So we will consider the process
V (x, h) =
∫
Rd
(
q
(‖x− y‖2 + h2)α/2 −
q
(‖y‖2 + h2)α/2
)
N(dy).
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In the following, we will consider the family of processes indexed by
ε ∈ (0, 1] such that q will be replaced by q ε and N by Nε, where Nε has
intensity measure ε−2dy.
Vε(x, h) =
∫
Rd
(
qε
(‖x− y‖2 + h2)α/2 −
qε
(‖y‖2 + h2)α/2
)
Nε(dy). (5.1)
In the following, we will denote
K(x, y, h) =
(
q
(‖x− y‖2 + h2)α/2 −
q
(‖y‖2 + h2)α/2
)
(5.2)
so that
Vε(x, h) =
∫
Rd
εK(x, y, h)Nε(dy).
5.2.1 Existence and definition of the limit process
Proposition 5.2.1. For every 0 < ε ≤ 1, the process Vε is well defined on
Rd × R for α > d− 1.
Proof. According to Corollary 2.2.5 in Chapter 2, the process Vε exists if
and only if ∫
Rd
(|εK(x, y, h)| ∧ 1)ε−2dy <∞.
Thus, we only have to check the decreasing rate of K when y goes to infinity.
Taylor expansion yields
K(x, y, h) =
−q α
‖y‖α+1 (x,
y
‖y‖) + o
(
1
‖y‖a+2
)
. (5.3)
Consequently, ∫
Rd
(|εK(x, y, h)| ∧ 1)ε−2dy
is finite if and only if α+ 1 > d.
Proposition 5.2.2. When α > d− 1 and h 6= 0, or d− 1 < α < d,
E[Vε(x, h)] = 0.
Proof. The mean of the process is well-defined if∫
Rd
|K(x, y, h)| ε−1dy <∞.
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It is the case where h 6= 0 and α > d−1. If h = 0, one also needs α < d so that
K is integrable when y is close to 0 and x. When
∫
Rd |K(x, y, h)| dy < ∞,
we have∫
‖y‖≤A
K(x, y, h)dy ≤
∫
‖z−x‖≤A
q
(‖z‖2 + h2)α/2dz
−
∫
‖y‖≤A
q
(‖y‖2 + h2)α/2dy.
A change of variables yields∫
‖y‖≤A
K(x, y, h)dy ≤
∫
‖z‖≤A+‖x‖
q
(‖z‖2 + h2)α/2dz
−
∫
‖y‖≤A
q
(‖y‖2 + h2)α/2dy.
Consequently,∣∣∣∣∣
∫
‖y‖≤A
K(x, y, h)dy
∣∣∣∣∣ ≤
∫
A≤‖y‖≤A+‖x‖
q
(‖y‖2 + h2)α/2dz.
As the last term is going to 0 when A goes to infinity, the mean of Vε is
0.
Remark 5.2.3. Equation (5.3) allows us to obtain that K(x, y, h)2 is inte-
grable against dy if α > d/2− 1 and when h = 0 one needs α < d/2.
Consequently, when h = 0, K(x, y, h) ∈ L1(dy) ∩ L2(dy) when d − 1 <
α < d/2 which is only possible when d = 1. Otherwise, K(x, y, h) ∈ L1(dy)∩
L2(dy) as long as α > d− 1.
Theorem 5.2.4. Let h be fixed and take α such that K(x, y, h) ∈ L1(dy) ∩
L2(dy). Then, finite-dimensional laws of Vε converge towards those of a
centered gaussian process W whose covariance function is
E[W (x, h)W (x′, h′)] =
∫
Rd
K(x, y, h)K(x′, y, h′)dy.
Proof. Consider u1, . . . , un ∈ R, h1, . . . , hn ∈ R+. The characteristic func-
tion of the process Vε is
ψε(u1, . . . , un) = E
[
ei
Pn
k=1 ukVε(xk,hk)
]
.
However,
n∑
k=1
ukVε(xk, hk) =
∫
Rd
n∑
k=1
ukεK(xk, y, hk)Nε(dy),
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where K is defined in (5.2).
According to Proposition 2.2.1 in Chapter 2, we have
ψε(u1, . . . , un) = exp
∫
Rd
(
ei
Pn
k=1 ukεK(xk,y,hk) − 1
)
ε−2dy. (5.4)
By assumption, we have K(x, y, h) ∈ L1(dy) so that
∫
Rd
n∑
k=1
ukεK(xk, y, hk)ε−2dy = 0.
Thus, (5.4) becomes
ψε(u1, . . . , un) = exp
∫
Rd
(
ei
Pn
k=1 ukεK(xk,y,hk) − 1
− i
n∑
k=1
ukεK(xk, y, hk)
)
ε−2dy. (5.5)
As there exists C > 0 such that
∣∣eix − 1− ix∣∣ ≤ Cx2, we have
ε−2
∣∣∣∣∣eiPnk=1 ukεK(xk,y,hk,θ) − 1− i
n∑
k=1
ukεK(xk, y, hk)
∣∣∣∣∣
≤ Cε−2
∣∣∣∣∣
n∑
k=1
ukεK(xk, y, hk, θ)
∣∣∣∣∣
2
.
By assumption, K(x, y, h) ∈ L2(dy) which means the bound we obtained
is integrable against dy so we can apply Lebesgue dominated convergence
theorem to get
lim
ε→0
ψε(u1, . . . , un) = exp−12
∫
Rd
( n∑
k=1
ukK(xk, y, hk)
)2
dy.
It means the limit process W is a Gaussian process whose covariance
function is given by
E[W (x, h)W (x′, h′)] =
∫
Rd
K(x, y, h)K(x′, y, h′)dy.
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5.2.2 Properties
Proposition 5.2.5. The limit process W obtained in Theorem 5.2.4 is self-
similar with index d/2− α.
Proof. For c > 0, using the covariance function, we have
E[W (cx, ch)W (cx′, ch′)] =∫
Rd
(
q
(‖cx− y‖2 + (ch)2)α/2 −
q
(‖y‖2 + (ch)2)α/2
)
(
q
(‖cx′ − y‖2 + (ch′)2)α/2 −
q
(‖y‖2 + (ch′)2)α/2
)
dy.
Let y′ = y/c, then the above equality becomes
E[W (cx, ch)W (cx′, ch′)] =∫
Rd
(
q
(‖cx− cy′‖2 + (ch)2)α/2 −
q
(‖cy′‖2 + (ch)2)α/2
)
(
q
(‖cx′ − cy′‖2 + (ch′)2)α/2 −
q
(‖cy′‖2 + (ch′)2)α/2
)
cddy′.
To conclude, we have E[W (cx, ch)W (cx′, ch′)] = cd−2αE[W (x, h)W (x′, h′)].
Proposition 5.2.6. With h fixed, the limit process W (x, h) has stationary
increments with respect to x.
Proof. From the definition of Vε in (5.1), we have for a ∈ Rd
Vε(x+ a, h)−Vε(x, h) =∫
Rd
(
qε
(‖x+ a− y‖2 + h2)α/2 −
qε
(‖y‖2 + h2)α/2
− qε
(‖x− y‖2 + h2)α/2 +
qε
(‖y‖2 + h2)α/2
)
Nε(dy).
After a simplification and a change of variables, it is obvious that Vε(x+
a, h) − Vε(x, h) has the same law as Vε(a, h). Taking the limit when ε goes
to 0 yields the result.
Remark 5.2.7. When d = 1 and h = 0, the process obtained is very well-
known. Indeed, the assumptions force us to take α such that 0 < α < 1/2
so V (x, 0) is self-similar of index 1/2 − α and has stationary increments.
The index of self-similarity is in (0, 1/2). Moreover, we have W (0, 0) = 0
a.s. According to Lemma 7.2.1 in [38], W (x, 0) is, up to a multiplicative
constant, a fractional Brownian motion with Hurst parameter 1/2− α.
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Now, let us examine the regularity of the process for h 6= 0. Begin with
a general consideration.
Proposition 5.2.8. Let (Γt)t∈R be a Gaussian process such that its mean
mΓ(t) is Ck and its covariance rΓ(s, t) is in C2k+2. Then Γt admits a modi-
fication with Ck paths.
Proof. See for example [1] p.30 for conditions to have regularity for a Gaus-
sian process. A Gaussian process (Γt)t∈R admits a Ck modification if its mean
is Ck, its covariance is C2k and if its kth derivative in quadratic mean satisfies
a regularity condition, for example Corollary 1.7 (b) of the same book [1]. If
the covariance is in fact in C2k+2, then the condition is satisfied.
Proposition 5.2.9. For α > d and h > 0, the limit processW (x, h)(x,h)∈Rd×R+
admits a modification which is C∞.
Proof. If α > d − 1, we know that V is centered, consequently its mean is
obviously C∞. We will check that its covariance is also C∞ so that we can
apply Proposition 5.2.8 to all the variables and get the conclusion.
Suppose that h, h′ ≥ hmin > 0
Remember that
E[W (x, h)W (x′, h′)] =
∫
Rd
K(x, y, h)K(x′, y, h′)dy.
The kernelK(x, y, h)K(x′, y, h′) is clearly C∞ on all sets such that h, h′ ≥
η > 0.
Moreover, every time one differentiates the product with respect to any
variables x1, . . . , xd, h, the power of the denominator increases by one on one
of the norms and the numerator (which can be seen as a polynomial in the
variables y1, . . . , yd) gains at most one degree. Consequently, there exists
some constant C such that for y big enough∣∣∣∂kK(x, y, h)K(x′, y, h′)∣∣∣ ≤ C
(‖y‖2 + h2min)α
.
Thus, all derivatives are bounded by an integrable function, which means
E[W (x, h)W (x′, h′)] can be differentiated as many times as one wants, so it
is C∞.
5.3 Random dipoles
Here, we will consider the field generated in Rd+1 by dipoles distributed
in Rd. Denote by Sd−1 the unit sphere in Rd. A dipole is a pair of poles
holding opposing charges: a center y ∈ Rd holding a charge +q and an
extremity y+ θ, θ ∈ Sd−1, holding −q. In the following, we will consider the
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field generated in Rd × R by a set of dipoles in Rd. The set of dipoles will
be represented by a Poisson measure N(dy, dθ) on Rd × Sd−1 with intensity
measure dydθ. Let α > 0. We will consider the potential X generated in
(x, h) ∈ Rd × R :
X(x, h) =
∫
Rd×Sd−1
(
q
(‖x− y‖2 + h2)α/2
− q
(‖x− y − θ‖2 + h2)α/2
)
N(dy, dθ).
Afterwards, we will consider what happens when the dipoles are getting
smaller and more numerous. More precisely, we will investigate the sequence
of processes Xε(x, h) defined for 0 < ε ≤ 1 by
Xε(x, h) =
∫
Rd×Sd−1
(
q
(‖x− y‖2 + h2)α/2
− q
(‖x− y − εθ‖2 + h2)α/2
)
Nε(dy, dθ),
where Nε is a sequence of Poisson measures with intensity nεdxdθ with
nε = 1/ε2.
5.3.1 Existence and limit process
Proposition 5.3.1. The process Xε is well defined for d− 1 < α.
Proof. Denote
fε(x, y, h, θ) =
q
(‖x− y‖2 + h2)α/2
− q
(‖x− y − εθ‖2 + h2)α/2
. (5.6)
According to Corollary 2.2.5 in Chapter 2, process Xε exists if and only if∫
Rd×Sd−1
(|fε(x, y, h, θ)| ∧ 1)nεdydθ <∞.
The only problem is to verify if fε is decreasing fast enough when ‖y‖ tends
to infinity. As the process is translation invariant with respect to the x
variable, we will study fε(0, y, h, θ). A Taylor approximation shows that
asymptotically
fε(0, y, h, θ) =
−qαε
‖y‖α+1
( y
‖y‖ , θ
)
+ o
( 1
‖y‖α+1
)
. (5.7)
It means that the integral is finite as long as α+ 1 > d.
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Remark 5.3.2. When α > d− 1, if (x, h) ∈ Rd × R∗, then
E[Xε(x, h)] = 0.
Theorem 5.3.3. The finite-dimensional laws of (Xε(x, h))(x,h)∈R×R∗ con-
verge towards those of a Gaussian centered process X whose covariance func-
tion is given by
r((x, h), (x′, h′)) =
∫
Rd×Sd−1
q2α2(x− y, θ)(x′ − y, θ)dydθ
(‖x− y‖2 + h2)α/2+1(‖x′ − y‖2 + h′2)α/2+1
=
∫
Rd
q2α2Cd(x− y, x′ − y)dy
(‖x− y‖2 + h2)α/2+1(‖x′ − y‖2 + h′2)α/2+1 ,
where Cd is a constant computed in Appendix 5.4.
Proof. We will consider this study in the half-space h > 0. Then, process
Xε is well-defined for α > d− 1. Consider u1, . . . , un ∈ R, h1, . . . , hn ∈ R+.
The characteristic function of the process Xε is
ψε(u1, . . . , un) = E
[
ei
Pn
k=1 ukXε(xk,hk)
]
.
However,
n∑
k=1
ukXε(xk, hk) =
∫
Rd×Sd−1
n∑
k=1
ukfε(xk, y, hk, θ)Nε(dy, dθ),
where fε is defined in (5.6).
According to Proposition 2.2.1 in Chapter 2, we have
ψε(u1, . . . , un) = exp
∫
Rd×Sd−1
(
ei
Pn
k=1 ukfε(xk,y,hk,θ) − 1
)
nεdydθ. (5.8)
When h > 0 and α > d− 1, fε ∈ L1(nεdy, dθ) so that∫
Rd×Sd−1
n∑
k=1
ukfε(xk, y, hk, θ)nεdydθ = 0.
Thus, (5.8) becomes
ψε(u1, . . . , un) = exp
∫
Rd×Sd−1
(
ei
Pn
k=1 ukfε(xk,y,hk,θ) − 1
− i
n∑
k=1
ukfε(xk, y, hk, θ)
)
nεdydθ. (5.9)
As there exists C > 0 such that
∣∣eix − 1− ix∣∣ ≤ Cx2, we have
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nε
∣∣∣∣∣eiPnk=1 ukfε(xk,y,hk,θ) − 1− i
n∑
k=1
ukfε(xk, y, hk, θ)
∣∣∣∣∣
≤ Cnε
∣∣∣∣∣
n∑
k=1
ukfε(xk, y, hk, θ)
∣∣∣∣∣
2
.
A Taylor expansion yields
fε(xk, y, hk, θ) =
−qαε
(‖xk − y‖2 + h2k)α/2+1
(
xk − y
(‖xk − y‖2 + h2k)1/2
, θ
)
+ o
(
1
(‖xk − y‖2 + h2k)(α+1)/2
)
. (5.10)
Hence
(‖y‖2 + h2k)(α+1)/2
ε
fε(xk, y, hk, θ)
= −qα (‖y‖
2 + h2k)
(α+1)/2
(‖xk − y‖2 + h2k)(α+1)/2
(
xk − y
(‖xk − y‖2 + h2k)1/2
, θ
)
+ o(1)
is continuous. Moreover, it is bounded because
lim
y→∞
(‖y‖2 + h2k)(α+1)/2
(‖xk − y‖2 + h2k)(α+1)/2
= 1.
Consequently, there exists a constant C ′ > 0 such that
|fε(xk, y, hk, θ)| ≤ εC
′
(‖y‖2 + min1≤i≤n(hi)2)α/2+1
.
Then there exists C ′′ > 0 such that
Cnε
∣∣∣∣∣
n∑
k=1
ukfε(xk, y, hk, θ)
∣∣∣∣∣
2
≤ C
′′
(‖y‖2 + min1≤i≤n(hi)2)α/2+1
.
As ∫
Rd×Sd−1
C ′′dydθ
(‖y‖2 + min1≤i≤n(hi)2)α/2+1
<∞,
Lebesgue dominated convergence theorem can be applied when ε goes to 0.
First, remark that a Taylor expansion of fε with respect to ε gives
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fε(xk, y, hk, θ) =
−qαε
(‖xk − y‖2 + h2k)(α+1)/2
(
xk − y
(‖xk − y‖2 + h2k)1/2
, θ
)
+ o(ε).
(5.11)
So
g(xk, y, hk, θ) := lim
ε→0
fε(xk, y, hk, θ)
ε
=
−qα(xk − y, θ)
(‖xk − y‖2 + h2k)α/2+1
.
Hence, applying Lebesgue dominated convergence yields
lim
ε→0
ψε(u1, . . . , un) = exp−12
∫
Rd×Sd−1
( n∑
k=1
ukg(xk, y, hk, θ)
)2
dydθ.
It means the limit process is a Gaussian process whose covariance func-
tion is given by
r((x, h), (x′, h′)) =
∫
Rd×Sd−1
g(x, y, h, θ)g(x′, y, h′, θ)dydθ
=
∫
Rd×Sd−1
q2α2(x− y, θ)(x′ − y, θ)dydθ
(‖x− y‖2 + h2)α/2+1(‖x′ − y‖2 + h′2)α/2+1 .
Now, let us see how one can obtain the second form of the covariance
function.
Denote for x, y ∈ Rd, F (x, y) = ∫Sd−1(x, θ)(y, θ)dθ.
F is a bilinear symmetric positive definite form, so it is a scalar product.
Consider the associated norm.
F (x, x) =
∫
Sd−1
(x, θ)2dθ = ‖x‖2
∫
Sd−1
(x/ ‖x‖ , θ)dθ.
x/ ‖x‖ is a norm 1 vector and ∫Sd−1(x/ ‖x‖ , θ)dθ is invariant by rotation.
Consequently,
Cd =
∫
Sd−1
(x/ ‖x‖ , θ)2dθ =
∫
Sd−1
(e, θ)2dθ
for all e ∈ Sd−1.
The associated norm to (F (x, x))1/2 is Cd ‖x‖, so the scalar product
F (x, y) is Cd(x, y). It yields the second form of the covariance function.
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5.3.2 First Properties
Proposition 5.3.4. The limit process X obtained in Theorem 5.3.3 where
h 6= 0 is self-similar with index d/2− α− 1 < 0.
Proof. For c > 0, using the covariance function, we have
r(c(x, h), c(x′, h′)) =∫
Rd×Sd−1
q2α2(cx− y, θ)(cx′ − y, θ)dydθ
(‖cx− y‖2 + (ch)2)α/2+1(‖cx′ − y‖2 + (ch)′2)α/2+1 .
Let y′ = y/c, then the above equality becomes
r(c(x, h), c(x′, h′)) =∫
Rd×Sd−1
q2α2(cx− cy′, θ)(cx′ − cy′, θ)cddy′dθ
(‖cx− cy′‖2 + (ch)2)α/2+1(‖cx′ − c′y‖2 + (ch)′2)α/2+1 ,
i.e., r(c(x, h), c(x′, h′)) = cd−2−2αr((x, h), (x′, h′)).
Proposition 5.3.5. For h 6= 0 fixed, the limit process (X(x, h))x∈Rd is sta-
tionary and isotropic.
Proof. For some a ∈ Rd, using the covariance function, we have
r((x+ a, h), (x′ + a, h′)) =∫
Rd×Sd−1
q2α2(x+ a− y, θ)(x′ + a− y, θ)dydθ
(‖x+ a− y‖2 + h2)α/2+1(‖x′ + a− y‖2 + h′2)α/2+1 .
Let y′ = y − a, then the above equality becomes
r((x+ a, h), (x′ + a, h′)) = r((x, h), (x′, h′)).
If instead of considering a translation, one considers a rotation, the same
invariance is obtained. Consequently, the limit process is also isotropic.
Using the same considerations we made in the previous section for Propo-
sition 5.2.8, we can prove the following proposition.
Proposition 5.3.6. For α > d, the limit process (X(x, h))(x,h)∈Rd×R∗+ ad-
mits a modification which is C∞.
Proof. If α > d, we know that X is centered, consequently its mean is
obviously C∞. We will check that its covariance is also C∞ so that we can
apply Proposition 5.2.8 to all the variables and get the conclusion.
Suppose that h ≥ hmin > 0
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Remember that
r((x, h), (x′, h′)) =
∫
Rd×Sd−1
q2α2(x− y, θ)(x′ − y, θ)dydθ
(‖x− y‖2 + h2)α/2+1(‖x′ − y‖2 + h′2)α/2+1 .
Denote by K the kernel
K(x, x′, h, h′, y, θ) =
q2α2(x− y, θ)(x′ − y, θ)
(‖x− y‖2 + h2)α/2+1(‖x′ − y‖2 + h′2)α/2+1 .
K is clearly C∞ on all sets such that h > 0.
Moreover, every time one differentiates K with respect towards any vari-
ables x1, . . . , xd, h, the power of the denominator increases by one on one
of the norms and the numerator (which can be seen as a polynomial in the
variables y1, . . . , yd, θ1, . . . , θd gain at most one degree. Consequently,
∂kK(x, x′, h, h′, y, θ) =
P (y1, . . . , yd, θ1, . . . , θd)
(‖x− y‖2 + h2)α/2+1+k1(‖x′ − y‖2 + h′2)α/2+1+k2
with k1 + k2 = k and deg(P ) ≤ k + 2. It implies that there exists some
constant C such that∣∣∣∂kK(x, x′, h, h′, y, θ)∣∣∣ ≤ C
(‖y‖2 + h2min)α
.
Thus, all derivatives are bounded by an integrable function, which means
r((x, h), (x′, h′)) can be differentiated as many times as one wants, so it is
C∞.
Proposition 5.3.7. For i ∈ {1, · · · , d}, the process(
∂X
∂xi
(x, h)
)
(x,h)∈Rd×R∗
is a Gaussian process with covariance function given by
ri((x, h), (x′, h′)) =
∫
Rd×Sd−1
f(x, h, y, θ)f(x′, h′, y, θ)dydθ
where
f(x, h, y, θ) = qα
θi
(‖x− y‖2 + h2)α/2+1 − qα
(α+ 2)(x− y, θ)(xi − yi)
(‖x− y‖2 + h2)α/2+2 .
Proof. When the existence of the derivative of a Gaussian process is proven,
it is known that the covariance function of the derivative is the second deriva-
tive in both of the variables of the covariance function (see [1]). Conse-
quently, we only have to prove we can derivate under the integral. We need
to bound the derivative from above. It is done in the same way as in the
proof of Proposition 5.3.6.
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In the following, we will only consider the case d = 1. We will work with
h > 0 fixed and X ′(x, h) and X ′′(x, h) will denote respectively the first and
second derivative of X with respect to x. In order to compute the number of
local extrema of X when h goes to 0, we will estimate the number of zeroes
of its derivative.
Proposition 5.3.8. Denote by I a bounded open interval. The expected
number of times X ′(x, h) = 0 with h > 0 fixed and x ∈ I is
E[card(x ∈ I|X ′(x, h) = 0)] =
√
Var(X ′′(0, 1))
hpi
√
Var(X ′(0, 1))
|I| .
Proof. First, note that X(x, h) is stationary in x, consequently X ′(x, h) and
X ′′(x, h) are independent (see Section 3.2 Remark 4 in [1] for a proof of that
statement).
Denote by N0(X ′, I) the number of zeroes of X ′ in I a bounded open
interval of R. According to Rice formula
E[N0(X ′, I)] =
∫
I
E[
∣∣X ′′(x, h)∣∣ ∣∣X ′(x, h) = 0]pX(x,h)(0)dx, (5.12)
where pX(x,h)(u) is the density of the random variable X(x, h). One can find
a proof of this result in Chapter 3 of [1].
Using the independence of X ′(x, h) and X ′′(x, h), (5.12) becomes
E[N0(X ′, I)] =
∫
I
E[
∣∣X ′′(x, h)∣∣]pX′(x,h)(0)dx, (5.13)
Now, as X ′(x, h) and X ′′(x, h) are stationary with respect to x because
X(x, h) is, we have
E[N0(X ′, I)] =E[
∣∣X ′′(0, h)∣∣] |I| pX′(0,h)(0)
=
√
2 Var(X ′′(0, h))
pi
|I| 1√
2piVar(X ′(0, h))
=
√
Var(X ′′(0, h))
pi
√
Var(X ′(0, h))
|I| . (5.14)
Remember that we proved in Proposition 5.3.4 thatX(x, h) is self-similar
with index d/2−α− 1. Consequently, X ′(x, h) is self-similar of index d/2−
α− 2 and
Var(X ′(0, h)) = hd−2α−4 Var(X ′(0, 1)).
Moreover, X ′′(x, h) is self-similar of index d/2− α− 3 and
Var(X ′(0, h)) = hd−2α−6 Var(X ′′(0, 1)).
We can use this two properties in (5.14) to get
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E[N0(X ′, I)] =
√
Var(X ′′(0, 1))
hpi
√
Var(X ′(0, 1))
|I| . (5.15)
Proposition 5.3.9. Fix h > 0. The expected number of times X ′(x, h) = 0
with X ′(x, h) locally non-decreasing for x ∈ I is
E[card(x ∈ I|X ′(x, h) = 0 and X ′(x, h) locally non-decreasing)]
=
√
Var(X ′′(0, 1))
2hpi
√
Var(X ′(0, 1))
|I| ,
where a+ denotes the positive part of a.
Proof. As in the proof of Proposition 5.3.8, we have X ′(x, h) and X ′′(x, h)
are independent.
Denote by U0(X ′, I) the number of up-crossings of 0 byX ′ in I an interval
of R. According to Rice formula
E[U0(X ′, I)] =
∫
I
E[X ′′+(x, h)
∣∣X ′(x, h) = 0]pX(x,h)(0)dx, (5.16)
where pX(x,h)(u) is the density of the random variableX(x, h) andX ′′
+(x, h)
is max(X ′′(x, h), 0). One can find this formula in the end of Chapter 3 of
[1].
Using the independence of X ′(x, h) and X ′′(x, h), (5.16) becomes
E[U0(X ′, I)] =
∫
I
E[X ′′+(x, h)]pX′(x,h)(0)dx, (5.17)
Now, as X ′(x, h) and X ′′(x, h) are stationary with respect to x because
X(x, h) is, we have
E[U0(X ′, I)] =E[X ′′
+(0, h)] |I| pX′(0,h)(0)
=E[X ′′+(0, h)] |I| 1√
2piV ar(X ′(0, h))
=
E[X ′′+(0, h)]√
2piV ar(X ′(0, h))
|I| . (5.18)
Note that, since X ′′(x, h) is a symmetric random variable, we have
E[X ′′+(0, h)] =
1
2
E[
∣∣X ′′(0, h)∣∣] = 1
2
√
2 Var(X ′′(0, h))
pi
.
Thus, we obtain
E[U0(X ′, I)] =
√
Var(X ′′(0, h))
2pi
√
Var(X ′(0, h))
|I| .
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X ′(x, h) is self-similar of index d/2− α− 2 and
V ar(X ′(0, h)) = hd−2α−4V ar(X ′(0, 1)).
Moreover, X ′′(x, h) is self-similar of index d/2− α− 3 so
Var(X ′′(0, h)) = hd−2α−6 Var(X ′′(0, 1)).
We can use this two properties in (5.18) to get
E[U0(X ′, I)] =
√
Var(X ′′(0, 1))
2hpi
√
Var(X ′(0, 1))
|I| . (5.19)
Proposition 5.3.10. Denote mX(I, h) (resp. MX(I, h)) the expected num-
ber of local minima (resp. maxima) on an open bounded interval I of X(x, h)
with h fixed. Then
mX(I, h) = MX(I, h) =
√
Var(X ′′(0, 1))
2hpi
√
Var(X ′(0, 1))
|I| .
Proof. As X(x, h) and −X(x, h) have the same distribution, the expected
number of local maxima and of local minima is the same ie, mX(I, h) =
MX(I, h). One the one hand, Proposition 5.3.9 allows us to bound from
below the expected number of local minima x such that X ′(x, h) = 0 with
X ′(x, h) locally non-decreasing. Consequently, we have√
Var(X ′′(0, h))
2pih
√
Var(X ′(0, h))
|I| ≤ mX(I, h) = MX(I, h). (5.20)
On the other hand, using the bound obtained in Proposition 5.3.8, we
can bound the number of local extrema
2mX(I, h) = 2MX(I, h) = mX(I, h) +MX(I, h) ≤
√
Var(X ′′(0, 1))
hpi
√
Var(X ′(0, 1))
|I| .
(5.21)
Combining (5.20) and (5.21), we have
mX(I, h) = MX(I, h) =
√
Var(X ′′(0, 1))
2hpi
√
Var(X ′(0, 1))
|I| .
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Lemma 5.4.1. Let
Cd =
∫
Sd−1
(e, θ)2dθ
with e ∈ Sd−1 and dθ the uniform measure on Sd−1.
Then for d ≥ 2
Cd =

22(d+1)pi(d−1)/2d!d
(2d+1)! if d is odd
pid/2(2d)!(2d−2)!2
24d−2(d−3)! if d is even
And for d = 1 we have C1 = 1.
Proof. We will use hyperspherical coordinates. Set
x1 = sinφ1 . . . sinφd−1
x2 = sinφ1 . . . cosφd−1
...
xd = cosφ1
with φ1, . . . , φd−2 ∈ [0, pi] and φd − 1 ∈ [0, 2pi].
The Jacobian is given by
J =
d−2∏
j=1
sinn−1−j(φj).
If one takes e = (0, . . . , 0, 1), Cd becomes
Cd =
∫ pi
0
cos2(φ1) sind−2(φ1)dφ1
d−2∏
j=2
∫ pi
0
sinj(φd−1−j)dφd−1−j
∫ 2
0
pidφd−1−j .
But the integral are either well-known or easy to compute. A great
number of integrals are in fact Wallis integrals up to a small rewrite i.e.,∫ pi
0
sinj(φd−1−j)dφd−1−j = 2Wj
where Wj is a Wallis integral of order j.
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An integration by parts yields∫ pi
0
cos2(φ1) sind−2(φ1)dφ1 =
1
d− 1
∫ pi
0
sind(φ1)dφ1 =
2
d− 1Wd.
To summarize,
Cd =
4piWd
d− 1
d−2∏
j=2
Wj .
We have to distinguish two cases. If d is odd,
d−2∏
j=2
Wj =
(d−3)/2∏
j=1
W2jW2j+1.
But W2jW2j+1 = pi2(2j+1) so that
(d−3)/2∏
j=1
W2jW2j+1 = pi(d−3)/2(d− 2)!.
So
Cd =
22(d+1)pi(d−1)/2d!d
(2d+ 1)!
.
If d is even,
d−3∏
j=2
Wj =
(d−4)/2∏
j=1
W2jW2j+1.
So
(d−4)/2∏
j=1
W2jW2j+1 = pi(d−4)/2(d− 3)!.
And
Cd =
pid/2(2d)!(2d− 2)!2
24d−2(d− 3)! .
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