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Abstract
We obtain the second-order asymptotics for the radiation field of spherically sym-
metric solutions to the wave equation on spherically symmetric and asymptotically flat
backgrounds including the Schwarzschild and sub-extremal Reissner–Nordstro¨m fami-
lies of black holes. These terms appear as logarithmic corrections to the leading-order
asymptotic terms which were rigorously derived in our previous work. Such correc-
tions were heuristically and numerically derived in the physics literature in the case of
a non-vanishing Newman–Penrose constant. In this case, our results provide a rigorous
confirmation of the existence of these corrections. On the other hand, the precise log-
arithmic corrections for compactly supported initial data (and hence with a vanishing
Newman–Penrose constant) explicitly obtained here appear to be new.
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1 Introduction
1.1 Introduction and background
This paper obtains second-order late-time asymptotics for spherically symmetric solutions
to the linear wave equation
gψ = 0 (1.1)
on a class of 4-dimensional spherically symmetric, stationary and asymptotically flat space-
times (M, g) which include Schwarzschild and sub-extremal Reissner–Nordstro¨m back-
grounds as special cases. Higher-order late-time asymptotics are relevant to the following
problems in general relativity:
1. the strong cosmic censorship,
2. propagation of gravitational waves,
3. stability problems (e.g. for black holes),
4. the long-time behavior of the Einstein equations.
The seminal heuristic work of Price [37] from 1972 suggests that solutions ψ to the wave
equation on Schwarzschild backgrounds (MM , gM ),M > 0 arising from smooth compactly
supported initial data satisfy the following late-time polynomial law
ψ(t, r0, θ, ϕ) ∼ 1
t3
(1.2)
as t→∞ along constant r = r0 > 2M hypersurfaces. Subsequently, Gundlach, Price and
Pullin [25] obtained the following asymptotic behavior for the radiation field rψ along the
future null infinity I+ = {(u, r =∞, θ, φ) : u ∈ R, (θ, ϕ) ∈ S2}:
rψ|I+ ∼
1
u2
(1.3)
as the retarded time u → +∞. A rigorous proof of (1.2), (1.3) was obtained in [3] where
it was in fact shown that there are uniform constants C,CR and initial data norms E[ψ]
such that ∣∣∣∣ψ(t, r, θ, ϕ) + 8I(1)0 [ψ] · 1t3
∣∣∣∣ ≤ CR√E[ψ] · 1t3+ (1.4)
for all r ≤ R and ∣∣∣∣rψ|I+(u, θ, ϕ) + 2I(1)0 [ψ] · 1u2
∣∣∣∣ ≤ C√E[ψ] · 1u2+ (1.5)
where  is an appropriately small constant. The constant I
(1)
0 [ψ] is explicitly given in
terms of the initial data of ψ on a Cauchy hypersurface Σ0 by (2.6). This work rigorously
provided sharp upper and lower pointwise bounds for the evolution of the scalar fields
on Schwarzschild backgrounds. In fact, the estimates (1.4) and (1.5) provide the precise
leading-order late-time asymptotics in terms of explicit expressions of the initial data.
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For non-compactly supported initial data, the leading-order late-time asymptotic esti-
mates take the form ∣∣∣∣ψ(t, r, θ, ϕ)− 4I0[ψ] · 1t2
∣∣∣∣ ≤ CR√E[ψ] · 1t2+ (1.6)
for all r ≤ R and ∣∣∣∣rψ|I+(u, θ, ϕ)− 2I0[ψ] · 1u
∣∣∣∣ ≤ C√E[ψ] · 1u1+ . (1.7)
Here I0[ψ] denotes the Newman–Penrose constant for ψ, discovered originally in [36] (see
Section 2.3). For previous upper bounds for the wave equation on black hole backgrounds
we refer the reader to [16, 13, 15, 17, 14, 39, 33, 1, 34, 38, 26, 20, 19, 18, 28] and ref-
erences there-in. Previous lower bounds where rigorously obtained in [32]. We remark
that improved decay estimates for the wave equations play a role in the recent work of
Klainerman–Szeftel on the stability of Schwarzschild backgrounds under axially symmetric
polarized perturbations [27].
In this paper, we derive the second-order late-time asymptotics for the radiation field
of spherically symmetric solutions to the wave equation on Schwarzschild backgrounds (see
Section 2.1.1 for the class of admissible spacetimes). These terms, in the case of non-
compactly supported initial data, are expected to contain logarithmic corrections to (1.7)
in the form1 of log u
u2
. Indeed, in [24] Go´mez et al. studied a spherically symmetric massless
scalar field in the region {r > R} of the Schwarzschild spacetime, with non-compactly
supported initial data and reflecting boundary conditions imposed on the surface r = R >
2M . It was perturbatively argued that the following asymptotic behaviour for the radiation
field ψ should hold along the future null infinity I+:
rψ|I+ (u, ·) = 2I0[ψ] ·
1
u
− 4MI0[ψ] · log u
u2
+O(u−2). (1.8)
Similar logarithmic corrections were derived numerically for the asymptotic expansion
of massless spherically symmetric scalar fields on extremal Reissner–Nordstro¨m in [30].
Specifically, the following expansion was derived along the future event horizon H+:
ψ|H+ (v, ·) = −2H0[ψ] ·
1
v
+ 4H0[ψ] · log v
v2
+O(v−2) (1.9)
where H0[ψ] denotes the conserved charge on the extremal horizon (see [4, 5, 6, 8, 31, 7]).
It is important to note that the result in [30] is consistent with that of [24] via the Couch–
Torrence conformal symmetry on extremal Reissner–Nordstro¨m (see also [23]). We further
remark that the precise expansion (1.9) plays a crucial role in the behaviour of the scalar
fields in the interior of extremal black holes and, in particular, in the regularity properties
of the scalar field at the inner horizon (see [21, 22, 35]).
For the existence of a polyhomogeneous asymptotic expansion of radiation fields along
future null infinity in a class of asymptotically flat Lorentzian manifolds without trapped
null geodesics, we refer to [10, 11, 9].
1As an aside, we mention that Christodoulou [12] obtained logarithmic corrections for the expansion in
r of the gravitational field as we approach null infinity (that is in the limit r → ∞). See also the recent
[29].
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In this paper, we give a rigorous derivation of the second-order late-time asymptotics of
the radiation field rψ|I+ in the retarded time u for a class of asymptotically flat, stationary
and spherically symmetric spacetimes that includes the sub-extremal Reissner–Nordstro¨m
and Schwarzschild families. We moreover find the precise dependence of the constants
appearing in these asymptotics in terms of initial data for ψ. We consider two cases: in the
first case, we take the initial data to have a finite but non-zero Newman–Penrose constant
I0 and in the second case, we consider compactly supported and spherically symmetric
initial data (which means I0 vanishes). See Section 1.2. To our knowledge, there have
been no results in the literature, either rigorous, heuristic or numerical, for the precise
higher-order asymptotics of solutions to the wave equation on asymptotically flat black
hole backgrounds with compactly supported initial data.
The symmetry assumption on the compactly supported initial data will be removed in
an upcoming work. Note, however, that for general solutions ψ to the wave equation we
expect that the leading-order time asymptotics for the radiation field of the non-spherically
symmetric projection ψ−∫S2 ψ is O(u−3). Hence, the estimate (1.10) is expected to provide
the second-order asymptotics for general solutions without any symmetry assumptions.
This is addressed in an upcoming work.
Our method expands on physical space techniques introduced in [2, 3]. In particular, we
avoid explicit representations of solutions to the wave equation, the use of Fourier transform
or the use of conformal compactifications. The results in particular apply to asymptotically
flat Lorentzian manifolds with hyperbolic trapping such as the Schwarzschild backgrounds.
See Section 1.2 for the detailed statements of the theorems.
In future works, we will obtain higher-order asymptotics for scalar fields with non-
spherically symmetric initial data and we will also address the higher-order asymptotics in
extremal black holes.
1.2 The main results
We consider 4-dimensional spacetimes (M, g) as defined in Section 2.1.1. In particular, the
metric g is given by
g = −D(r)dudv + r2(dθ2 + sin2 θdϕ2)
in double null coordinates (u, v, θ, ϕ). Here r = r(u, v) is the area-radius of the spheres of
symmetry. The metric component D(r) satisfies (2.1). We remark that the Schwarzschild
and sub-extremal Reissner–Nordstro¨m backgrounds satisfy these assumptions.
The trace of a function f(u, v, θ, ϕ) on null infinity is defined as follows
f |I+(u, θ, ϕ) := lim
v→∞ f(u, v, θ, ϕ).
The stationary Killing field T is equal to
T = ∂v + ∂u.
We consider the spacelike-null hypersurface Στ as defined in Section 2.1.1.
We further consider regular initial data for the wave equation on the hypersurface Σ0
and require that the arising solutions ψ satisfy the assumptions of Section 2.2.
The Newman–Penrose constant I0[ψ] is given in Section 2.3 while the time-integral ψ
(1)
along with the time-inverted Newman–Penrose constant I
(1)
0 [ψ] are given in Section 2.4.
4
Finally, the weighted initial data norms
E[ψ], ET [ψ], P [ψ], PT [ψ]
are defined in the appendix A.
Throughout the paper we will apply “big O” notation. Let β ∈ R. Then we denote
with Ok(r
β) a Ck function f : [rmin, ) → R that satisfies the following property: for all
0 ≤ j ≤ k, there exist uniform constants Cj > 0, such that∣∣∣∣djfdrj
∣∣∣∣ (r) ≤ Cjr−β−j .
Furthermore, we denote with O((v − u − 1)−β), O((u + 1)−β) and O(v−β) C0 functions
f : {r ≥ R} → R that satisfy, respectively, the following properties: there exists a uniform
constant C > 0, such that
|f(u, v)| ≤ C(v − u− 1)−β,
|f(u, v)| ≤ C(u+ 1)−β,
|f(u, v)| ≤ Cv−β.
The next theorem establishes the second-order asymptotics for the radiation field along
null infinity for compactly supported initial data (and more generally for data with van-
ishing Newman–Penrose constant I0[ψ] = 0).
Theorem 1.1. (Second-order asymptotics for rψ|I+ with I0[ψ] = 0) For all spher-
ically symmetric solutions ψ to the wave equation (1.1) on the spacetimes (M, g) given
in Section 2.1.1 with compactly supported initial data, there exists a constant C > 0 that
depends only on g,Σ0 such that the following asymptotic estimate holds along the future
null infinity I+ ∩ {u ≥ 0}:∣∣∣∣rψ|I+(u) + 2I(1)0 [ψ] · 1(u+ 1)2 − 8MI(1)0 [ψ] · log(u+ 1)(u+ 1)3
∣∣∣∣
≤ C
(
I
(1)
0 [ψ] + PT [ψ
(1)] +
√
ET [ψ(1)]
)
· 1
(u+ 1)3
.
(1.10)
The constant I
(1)
0 [ψ] is explicitly given in terms of the initial data of ψ on Σ0 by (2.6).
Remark 1.1. For general solutions ψ to the wave equation we expect that the leading-
order time asymptotics for the radiation field of the non-spherically symmetric projection
ψ − ∫S2 ψ is O(u−3). Hence, the estimate (1.10) is expected to provide the second-order
asymptotics for general solutions without any symmetry assumptions. This is addressed in
an upcoming work.
Theorem 1.1 is proved in Section 4.3. It is important to remark that the norms
PT [ψ
(1)], ET [ψ
(1)] are finite and can in fact be bounded by appropriate norms of the initial
data of ψ (see [3]).
The next theorem derives the second-order asymptotics for the radiation field along
null infinity in the case when the Newman–Penrose constant I0[ψ] is non-vanishing. In this
case, we drop the symmetry assumption and can in fact consider general solutions ψ to the
wave equation.
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Theorem 1.2. (Second-order asymptotics for rψ|I+ with I0[ψ] 6= 0) For all solutions
ψ to the wave equation (1.1) on the spacetimes (M, g) given in Section 2.1.1 with non-
vanishing Newman–Penrose constant I0[ψ], there exists a constant C > 0 that depends only
on g,Σ0 such that the following asymptotic estimate holds along the future null infinity
I+ ∩ {u ≥ 0}: ∣∣∣∣∣rψ|I+(u)− 2I0[ψ] · 1u+ 1 + 4MI0[ψ] · log(u+ 1)(u+ 1)2
∣∣∣∣∣
≤ C
(
I0[ψ] +
√
E[ψ] + P [ψ]
)
· 1
(u+ 1)2
.
(1.11)
The third theorem derives the second-order asymptotics for the radiation field of the
T -derivative ψ along null infinity in the case when the Newman–Penrose constant I0[ψ] is
non-vanishing.
Theorem 1.3. (Second-order asymptotics for T (rψ)|I+ with I0[ψ] 6= 0) For all
solutions ψ to the wave equation (1.1) on the spacetimes (M, g) given in Section 2.1.1
with non-vanishing Newman–Penrose constant I0[ψ], there exists a constant C > 0 that
depends only on g,Σ0 such that the following asymptotic estimate holds along the future
null infinity I+ ∩ {u ≥ 0}:∣∣∣∣T (rψ)|I+(u) + 2I0[ψ] · 1(u+ 1)2 − 8MI0[ψ] · log(u+ 1)(u+ 1)3
∣∣∣∣
≤ C
(
I0[ψ] + PT [ψ] +
√
ET [ψ]
)
· 1
(u+ 1)3
.
(1.12)
The Theorems 1.2, 1.3 are proved in Sections 4.1, 4.2, respectively. We note that
Theorem 1.1 is proved using Theorem 1.3 and the time-inversion construction introduced
in [3].
2 Preliminaries
2.1 The geometric assumptions
In this paper we consider the spacetimes (M, g) of Section 2.1 of [3] . These spacetimes
are stationary, spherically symmetric and asymptotically flat and, in particular, include
the Schwarzschild family and the larger sub-extremal Reissner–Nordstro¨m family of black
holes as special cases. In this section we briefly recall the geometric assumptions on the
spacetime metrics and introduce the notation that we use in this paper.
2.1.1 The Lorentzian manifolds (M, g)
The manifoldM is covered by appropriate double null coordinates (u, v, θ, ϕ) with respect
to which the metric takes the form
g = −D(r)dudv + r2(dθ2 + sin2 θdϕ2),
with D(r) a smooth function such that
D(r) = 1− 2M
r
+
d1
r2
+O3(r
−2−β) (2.1)
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where d1 ∈ R. Here r = r(u, v) denotes the area-radius of the spheres Su,v of symmetry.
The null hypersurfaces Cu0 = {u = u0} terminate in the future (as r, v → +∞) at future
null infinity I+. Note also that u is a “time” parameter along the future null infinity I+
such that u increases towards the future.
Furthermore, by an appropriate normalization (see, for instance, [3]) we can assume
that
v − u = 2r∗ (2.2)
where the function r∗ = r∗(r) is given by
r∗ = R+
∫ r
R
D−1(r′)dr′.
Here R > 0 is a sufficiently large but fixed constant. Since the bulk of the analysis of the
present paper occurs in the region {r ≥ R} we start by proving the following lemma for
this region:
Lemma 2.1. There exists a constant CR > 0 such that we can estimate in {r ≥ R}∩{u ≥
0}: ∣∣∣∣r − v − u2 − 2M log(v − u)
∣∣∣∣ ≤ CR,∣∣∣∣r−1 − 2v − u − 8M(v − u)−2 log(v − u)
∣∣∣∣ ≤ CR(v − u)−2∣∣∣∣r−2 − 4(v − u)2 − 32M(v − u)−3 log(v − u)
∣∣∣∣ ≤ CR(v − u)−3,
r−3(u, v) ≤ CR(v − u)−3.
Let γ = {u = v2 +R∗}, where R∗ = r∗(R). There exists a constant cR > 0 such that
cR · v ≤ v − u− 1 ≤ v if 0 ≤ u ≤ uγ(v) := v2 +R∗,
cR · v ≤ u ≤ v if uγ(v) ≤ u ≤ v − 2R∗.
Proof. Let r0 ∈ (rmin,∞) be arbitrary. We have that
v − u
2
= r∗(r) =
∫ r
r0
D−1(r′) dr′ =
∫ r
r0
1 + 2M/r′ +O(r′−1−β) dr′ = r + 2M log r +O(1).
Hence, in {r ≥ R}, we can conclude that there exist constants cR, CR > 0 such that
cR · (v − u) ≤ r ≤ CR(v − u).
Moreover, ∣∣∣∣r − v − u2 − 2M log(v − u)
∣∣∣∣ ≤ CR.
Hence
1
r
=
2
v − u
(
1
1 + 4M(v − u)−1 log(v − u) +O((v − u)−1)
)
=
2
v − u
(
1− 4M(v − u)
−1 log(v − u) +O((v − u)−1)
1 + 4M(v − u)−1 log(v − u) +O((v − u)−1)
)
.
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This implies that there exists a C > 0 such that∣∣∣∣r−1 − 2v − u − 8M(v − u)−2 log(v − u)
∣∣∣∣ ≤ C(v − u)−2.
and consequently,∣∣∣∣r−2 − 4(v − u)2 − 32M(v − u)−3 log(v − u)
∣∣∣∣ ≤ C(v − u)−3.
For the region {r ≤ R} we consider two cases depending on the value of rmin = infM r <
R.
Case I: rmin > 0 (see Figure 1 below). In this case, we assume that D(rmin) = 0
and that dD(r)dr
∣∣∣
r=rmin
6= 0 and D(r) > 0 for r > rmin. The boundary hypersurface {r =
rmin} ∩ {v < ∞} is known as the future event horizon and is denoted by H+. The sub-
extremal Reissner-Nordstro¨m is a special case with D(r) = 1− 2Mr + e
2
r2
with |e| < M .
Case II: rmin = 0 (see Figure 2 below). In this case, we assume that infMD(r) > 0.
The Minkowski spacetime is a special case with D(r) = 1.
2.1.2 The spacelike-null foliation Στ
The stationary Killing field T is equal to
T = ∂v + ∂u.
We define the outgoing null hypersurfaces
Nu′ = {(u, r, θ, ϕ) : u = u′, r ≥ R}
and the regions
A =
⋃
u∈[0,∞)
Nu
and
Au2u1 =
⋃
u∈[u1,u2]
Nu.
We define the spacelike-null hypersurface Σ0 as follows:
Σ0 = {(v, r, θ, ϕ) ; v = vΣ0(r), r ≤ R} ∪ N0,
where vΣ0(r) is the smooth function satisfying:
dvΣ
dr
= hΣ,
vΣ(R) = 2r∗(R),
where hΣ0 : [rmin, R] → R be a smooth, positive function. Note that (v, vΣ(R), θ, ϕ) ∈ N0
and hence Σ0 is spacelike for r ≤ R and null for r ≥ R.
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Consider the future J+(Σ0) of Σ0. We assume that infJ+(Σ0) v = v0 > 0. Moreover, we
define the smooth function τon J+(Σ0), such that τ |Σ0 = 0, and T (τ) = 1. In A we clearly
have τ = u.
We finally define Στ to be the level sets of the function τ and denote
R = J+(Σ0) =
⋃
τ∈[0,∞)
Στ .
By stationarity we have hΣτ = hΣ0 .
R
H+
H−
Στ
Σ0 N0
Nτ
r = R
Figure 1: Penrose diagram of M in the case rmin > 0. The hypersurfaces Στ intersect the
future event horizon H+.
Nτ
R
Στ
r = R
Σ0 N0
Figure 2: Penrose diagram of M in the case rmin = 0.
We can also consider the coordinate chart (τ, ρ, θ, ϕ) in R ∩ {r ≤ R}, where ρ = r|Σ0 .
Then we can express:
∂τ = T,
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∂ρ =− 2D−1∂u + hΣT.
2.2 Assumptions for the wave equation
We consider smooth initial data on Σ0 for the wave equation. We consider that the back-
ground geometry is such that the following estimates hold for solutions to the wave equa-
tion:
1. Uniform boundedness of the energy fluxes
2. Local integrated energy decay in the form of local and global Morawetz estimates.
The precise estimates that we need to assume are contained in Section 2.4 in [3].
2.3 The Newman–Penrose constant I0[ψ] at null infinity
Let ψ be a smooth spherically symmetric solution to the wave equation (1.1) such that
there is a finite constant I0 such that
∂r(rψ)|u=0(u = 0, r) = I0 · r−2 +O(r−3). (2.3)
Note that
∂r =
2
D
∂v.
The constant I0 = I0[ψ] is known as the Newman–Penrose constant and has the following
conservation property:
lim
r→∞ ∂r(rψ)|u=u0(r) = I0[ψ]
for all u0. Furthermore, it always holds that
I0[Tψ] = 0.
2.4 The time-integral ψ(1) and the time-inverted Newman–Penrose con-
stant I
(1)
0 .
Let ψ be a smooth spherically symmetric solution to the wave equation (1.1) with vanishing
Newman–Penrose constant I0[ψ] = 0. In fact, we assume that along Σ0 we have
lim
r→∞ r
3∂r(rψ)|Σ0 <∞.
The time-integral ψ(1) is defined to be the unique regular solution to the wave equation
(1.1) such that
lim
r→∞ ψ
(1)
∣∣∣
Σ0
= 0
and
Tψ(1) = ψ, (2.4)
in R. See Proposition 9.1 of [3].
The time-inverted Newman–Penrose constant I
(1)
0 [ψ] is defined to be the Newman–
Penrose constant of the time-integral ψ(1), that is
I
(1)
0 [ψ] = I0[ψ
(1)].
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A calculation (see [3]) yields
I0[ψ
(1)] =− 2 lim
r→∞ r
3∂vφ|Σ0 +MR(2−DhΣ0(R))φ(0, R) + 2M
∫
r≥R
r∂vφ
∣∣∣
N0
dv′
−M
∫ R
rmin
2(1− hΣ0D)r∂ρφ− (2−DhΣ0)rhΣ0Tφ− (r · (DhΣ0)′) · φ
∣∣∣
Σ0
dρ′,
(2.5)
where φ = rψ. In particular, if the initial data for ψ is compactly supported in {rmin ≤
r < R}, we have that
I0[ψ
(1)] = −M
∫ R
rmin
2(1− hΣ0D)r∂ρφ− (2−DhΣ0)rhΣ0Tφ− (r · (DhΣ0)′) · φ
∣∣∣
Σ0
dρ′.
(2.6)
2.5 Leading-order asymptotics
From [3] we have the following leading-order asymptotics for solutions ψ to the wave
equation and their T -derivative Tψ in {r ≥ R} ∩ {u ≥ 0}.
Theorem 2.2. Consider initial data for ψ on the hypesurface Σ0 such that I0[ψ] < ∞,
E[ψ] < ∞ and P [ψ] < ∞ and for which the assumptions of Section 2.2 hold. Then there
exists  > 0 suitably small such that if β >  we have that for all (u, v) ∈ {r ≥ R}∩{u ≥ 0}
we have: ∣∣∣∣ψ(u, v)− 4I0[ψ](u+ 1)v
∣∣∣∣ ≤ CR(u+ 1)−1−v−1 [I0[ψ] +√E[ψ] + P [ψ]] . (2.7)
If moreover ET [ψ] <∞ and PT [ψ] <∞, then there exists  > 0 suitably small such that if
β >  we have that for all (u, v) ∈ {r ≥ R} ∩ {u ≥ 0}:∣∣∣∣Tψ(u, v) + 4I0[ψ](u+ 1)2v
(
1 +
u+ 1
v
)∣∣∣∣ ≤ CR(u+ 1)−2−v−1 [I0[ψ] +√ET [ψ] + PT [ψ]] .
(2.8)
Recall that the norms E,ET , P, PT are defined in Appendix A.
3 Higher-order estimates in the region {r ≥ R}
This section concerns estimates about spherically symmetric solutions.
3.1 Estimates for ∂v(rψ) in the case I0[ψ] 6= 0
Proposition 3.1. For all spherically symmetric solutions ψ to the wave equation (1.1)
on the (M, g) backgrounds of Section 2 with non-vanishing Newman–Penrose constant I0
there exists a constant CR > 0 such that we can estimate in {r ≥ R} ∩ {u ≥ 0}:∣∣∣∣∣∂v(rψ)(u, v)− 2I0v−2 − 16MI0v−3 log v + 8MI0(u+ 1)v−3(v − u− 1)−1
+ 8MI0v
−3 log
(
v(u+ 1)
v − (u+ 1)
) ∣∣∣∣∣
≤ CR(I0 +
√
E + P )Errβ(u, v)
(3.1)
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where
Errβ(u, v) := v
−3 + v−2− · (v − u− 1)−1 + v−2 · (v − u− 1)−2+max{1−β,η},
with η > 0 arbitrarily small.
Proof. We use (1.1) to obtain:
∂u∂v(rψ)(u, v) =− 1
4
DD′ · ψ
=− 1
4
(
1− 2M
r
+O3(r
−1−β)
)
·
(
2M
r2
+O2(r
−2−β)
)
· ψ
=
(
−1
2
Mr−2 +O2(r−2−β)
)
· ψ
=
[
− 2M(v − u− 1)−2 +O2((v − u− 1)−2−β)
+ log(v − u− 1)O2((v − u− 1)−3)
]
· ψ
=
[
− 2M(v − u− 1)−2 +O2((v − u− 1)−3+max{1−β,η})
]
· ψ,
with η > 0 arbitrarily small.
By (2.7) we can therefore estimate∣∣∣∣∂u∂v(rψ)(u, v) + 8MI0v(u+ 1)(v − u− 1)−2
∣∣∣∣ ≤ CRI0(v − u− 1)−3+max{1−β,η}v−1(u+ 1)−1
+ CR(I0 +
√
E + P )(v − u− 1)−2v−1(u+ 1)−1−
By applying the fundamental theorem of calculus in u, we therefore have that∣∣∣∂v(rψ)(u, v)− ∂v(rψ)(0, v) + 8MI0v−1 ∫ u
0
(u′ + 1)−1(v − u′ − 1)−2 du′
∣∣∣
≤ CR(I0 +
√
E + P )(J1(u, v) + J2(u, v)),
where
J1(u, v) := v
−1
∫ u
0
(v − (u′ + 1))−3+max{1−β,η}(u′ + 1)−1 du′,
J2(u, v) := v
−1
∫ u
0
(v − (u′ + 1))−2(u′ + 1)−1− du′.
In estimating the integral J1, J2 we consider the curve γ = {v′ = 2R∗+2u′} depicted below
12
Σ0
u
′ =
0
v′ − u′ = 2R∗
γ = {v′ = 2R∗ + 2u′}
I+
i+
Figure 3: The region {r ≥ R} ∩ {u ≥ 0} and the curve γ.
Step 1: Estimating J1(u) and J2(u)
We estimate J1(u) and J2(u) by partitioning the integration range as [0, u] = [0, uγ(v)] ∪
(uγ(v), u], where uγ(v) =
v
2 −R∗, and applying the estimates in Lemma 2.1 corresponding
to the intervals of the partition.
We obtain:
J1(u, v) = v
−1
∫ u
0
(v − (u′ + 1))−3+max{1−β,η}(u′ + 1)−1 du′
= v−1
∫ v
2
−R∗
0
(v − (u′ + 1))−3+max{1−β,η}(u′ + 1)−1 du′
+ v−1
∫ u
v
2
−R∗
(v − (u′ + 1))−3+max{1−β,η}(u′ + 1)−1 du′
≤ CRv−4+max{1−β,η} log v + CRv−2 · (v − u− 1)−2+max{1−β,η},
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and similarly,
J2(u, v) = v
−1
∫ u
0
(v − (u′ + 1))−2(u′ + 1)−1− du′
= v−1
∫ v
2
−R∗
0
(v − (u′ + 1))−2(u′ + 1)−1− du′
+ v−1
∫ u
v
2
−R∗
(v − (u′ + 1))−2(u′ + 1)−1− du′
≤ CRv−3 + CRv−2− · (v − u− 1)−1.
Step 2: Evaluating
∫ u
0 (u
′ + 1)−1(v − u′ − 1)−2 du′
We can write:
8MI0v
−1
∫ u
0
(u′ + 1)−1(v − (u′ + 1))−2 du′ = 8MI0v−1
∫ u+1
1
x−1(v − x)−2 dx,
where x = u′ + 1.
Let
F (x; v) = v−1 · (v − x)−1 − v−2 · log
(
v − x
x
)
,
then
F ′(x; v) = v−1 · (v − x)−2 − v−2 · x
v − x
(−vx−2)
= x−1(v − x)−2.
And hence,
8MI0v
−1
∫ u
0
(u′ + 1)−1(v − (u′ + 1))−2 du′
= 8MI0v
−1F (x; v)
∣∣x=u+1
x=1
= 8MI0v
−2
[
((v − (u+ 1))−1 − v−1 · log
(
v − (u+ 1)
u+ 1
)
− (v − 1)−1 + v−1 · log (v − 1)
]
= 8MI0v
−2
[
u+ 1
v(v − (u+ 1)) − v
−1 · log
(
v − (u+ 1)
v(u+ 1)
)]
+O(v−4),
where we used that
(v − (u+ 1))−1 − v−1 = u+ 1
v(v − (u+ 1))
and
v−2
(
v−1 − (v − 1)−1 + v−1 log
(
v − 1
v
))
= O(v−4).
By combining the above expression with the estimates for J1 and J2, we arrive at:∣∣∣∣∣∂v(rψ)(u, v)− ∂v(rψ)(0, v) + 8MI0(u+ 1)v−3(v − u− 1)−1 + 8MI0v−3 log
(
v(u+ 1)
v − (u+ 1)
) ∣∣∣∣∣
≤ CR(I0 +
√
E + P )[v−3 + v−2− · (v − u− 1)−1 + v−2 · (v − u− 1)−2+max{1−β,η}]
Finally, we obtain (3.1) by using that (2.3) together with Lemma 2.1 imply that there
exists a constant C > 0 such that
|∂v(rψ)(0, v)− 2I0v−2 − 16MI0v−3 log v| ≤ Pv−3.
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3.2 Estimate for rψ in the case I0[ψ] 6= 0
We now integrate the equation (3.1) starting from the curve {r = R} to the hypersurface
{v′ = v}.
Proposition 3.2. For all spherically symmetric solutions ψ to the wave equation (1.1)
on the (M, g) backgrounds of Section 2 with non-vanishing Newman–Penrose constant I0
there exists a constant CR > 0 such that we can estimate in {r ≥ R} ∩ {u ≥ 0}:∣∣∣∣∣rψ(u, v)− 2I0[(u+ 1)−1 − v−1] + 4MI0(u+ 1)−2 log(u+ 1)− 4MI0v−2 log(u+ 1)
+ 8MI0v
−2 log v + 4MI0[(u+ 1)−2 + v−2] log
(
v − u− 1
v
) ∣∣∣∣∣
≤ CR(I0 +
√
E + P )(u+ 1)−2.
(3.2)
Proof. We apply the fundamental theorem of calculus in the v-direction to obtain:
rψ(u, v) = rψ(u, u+ 2R∗) +
∫ v
u+2R∗
∂v(rψ)(u, v
′) dv′.
Furthermore, by (3.1) we can estimate∣∣∣∣∫ v
u+2R∗
∂v(rψ)(u, v
′) dv′ −
∫ v
u+2R∗
2I0v
′−2 + 16MI0v′−3 log v′ dv′ + J3(u, v) + J4(u, v)
∣∣∣∣
.
∫ v
u+2R∗
Errβ(u, v
′) dv′,
where
J3(u, v) = 8MI0(u+ 1)
∫ v
u+2R∗
v′−3(v′ − u− 1)−1 dv′,
J4(u, v) = 8MI0
∫ v
u+2R∗
v′−3 log
(
v′(u+ 1)
v′ − (u+ 1)
)
dv′.
First of all, we can have that∣∣∣∣−∫ v
u+2R∗
2I0v
′−2 dv′ + 2I0[(u+ 1)−1 − v−1]
∣∣∣∣ ≤ CI0(u+ 1)−2.
Let
F1(v) := −1
2
v−2 log v − 1
4
v−2.
Then
F ′1(v) := v
−3 log v
and hence
−
∫ v
u+2R∗
16MI0v
′−3 log v′ dv′ =− 16MI0F1(v) + 16MI0F1(u+ 2R∗)
= − 8MI0[(u+ 2R∗)−2 log(u+ 2R∗)− v−2 log v].
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and we can conclude that∣∣∣∣−∫ v
u+2R∗
16MI0v
′−3 log v′ dv′ + 8MI0[(u+ 1)−2 log(u+ 1)− v−2 log v]
∣∣∣∣ ≤ CI0(u+ 1)−2
Step 1: Estimating the integral of Errβ(u, v)
We immediately obtain: ∫ v
u+2R∗
v′−3 dv′ ≤ CR((u+ 1)−2 − v−2)
We estimate the remaining terms in the integral of Errβ(u, v) by partitioning the v-
integration range as [u+ 2R∗,∞) = [u+ 2R∗, 2u+ 2R∗]∪ (2u+ 2R∗,∞), where we assume
without loss of generality that v ≥ 2u+ 2rR∗, and making use of the estimates in Lemma
2.1.
We first estimate:∫ v
u+2R∗
v′−2− · (v′ − u− 1)−1 dv′ =
∫ 2u+2R∗
u+2R∗
v′−2− · (v′ − u− 1)−1 dv′
+
∫ v
2u+2R∗
v′−2− · (v′ − u− 1)−1 dv′
. (u+ 1)−2− · log(u+ 1) + (u+ 1)−2−
. (u+ 1)−2− · log(u+ 1).
Furthermore,∫ v
u+2R∗
v′−2 · (v′ − u− 1)−2+max{1−β,η} dv′ =
∫ 2u+2R∗
u+2R∗
v′−2 · (v′ − u− 1)−2+max{1−β,η} dv′
+
∫ v
2u+2R∗
v′−2 · (v′ − u− 1)−2+max{1−β,η} dv′
. (u+ 1)−2 + (u+ 1)−3+max{1−β,η}
. (u+ 1)−2,
for η > 0 suitably small.
Step 2: Evaluating J3
Let
F2(v; c) = c
−3 log(1− cv−1) + c−2v−1 + 1
2
v−2c−1.
Then
dF2
dv
(v; c) = c−3
v
v − c · cv
−2 − c−2v−2 − v−3c−1
=
v2 − v(v − c)− c(v − c)
c2(v − c)v3
= v−3(v − c)−1.
16
Hence,
J3(u, v) = 8MI0(u+ 1)
∫ v
u+2R∗
v′−3(v′ − u− 1)−1 dv′ = 8MI0(u+ 1)F2(v′;u+ 1)
∣∣v′=v
v′=u+2R∗
= 8MI0
[
(u+ 1)−2 log
(
u+ 2R∗
2R∗ − 1
)
− (u+ 1)−1(u+ 2R∗)−1 − 1
2
(u+ 2R∗)−2(u+ 1)−1
]
+ 8MI0
[
(u+ 1)−2 log
(
v − u− 1
v
)
+ (u+ 1)−1v−1 +
1
2
v−2
]
= 8MI0(u+ 1)
−2
[
log(u+ 1) + log
(
v − u− 1
v
)]
+O((u+ 1)−2).
Step 3: Evaluating J4
Now, let
F3(v; c) = −1
2
v−2 log
(
cv
v − c
)
+
1
2
c−2 log
(
v
v − c
)
− 1
4
v−2 − 1
2
c−1v−1.
Then,
dF3
dv
(v; c) = v−3 log
(
cv
v − c
)
− 1
2
v−2 ·
(
v − c
cv
)
·
(
− c
2
(v − c)2
)
+
1
2
c−2
v − c
v
·
(
− c
(v − c)2
)
+
1
2
v−3 +
1
2
c−1v−2
= v−3 log
(
cv
v − c
)
+
1
2
(v − c)−1v−3c−1(c2 − v2 + c(v − c) + v(v − c))
= v−3 log
(
cv
v − c
)
and we can write
J4(u, v) = 8MI0
∫ v
u+2R∗
v′−3 log
(
v′(u+ 1)
v′ − (u+ 1)
)
dv′ = 8MI0F3(v′;u+ 1)|v′=vv′=u+2R∗
= 8MI0
[
1
2
(u+ 2R∗)−2 log
(
(u+ 1)(u+ 2R∗)
2R∗ − 1
)
− 1
2
(u+ 1)−2 log
(
u+ 2R∗
2R∗ − 1
)]
8MI0
[
−1
2
v−2 log
(
(u+ 1)v
v − u− 1
)
+
1
2
(u+ 1)−2 log
(
v
v − u− 1
)]
+O((u+ 1)−2)
= 4MI0[(u+ 1)
−2 − v−2] log(u+ 1)− 4MI0[(u+ 1)−2 − v−2] log
(
v − u− 1
v
)
+O((u+ 1)−2).
Hence,
J3(u, v) + J4(u, v) = 12MI0(u+ 1)
−2 log(u+ 1)− 4MI0v−2 log(u+ 1)
+ 4MI0[(u+ 1)
−2 + v−2] log
(
v − u− 1
v
)
.
By combining the above estimates, we arrive at (1.11).
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3.3 Estimates for T (rψ) in the case I0[ψ] 6= 0
Proposition 3.3. For all spherically symmetric solutions ψ to the wave equation (1.1)
on the (M, g) backgrounds of Section 2 with non-vanishing Newman–Penrose constant I0
there exists a constant CR > 0 such that we can estimate in {r ≥ R} ∩ {u ≥ 0}:∣∣∣∣∣T (rψ)(u, v) + 2I0[(u+ 1)−2 − v−2]− 8MI0(u+ 1)−3 log(u+ 1)− 16MI0v−3 log v
+ 8MI0(u+ 1)(v
−3 − (u+ 1)−3)(v − u− 1)−1 + 8MI0(u+ 1)−3 log
(
v
v − (u+ 1)
)
+ 8MI0v
−3 log
(
v(u+ 1)
v − (u+ 1)
) ∣∣∣∣∣
≤ CR
(
I0 + PT +
√
ET
)
(u+ 1)−3.
(3.3)
Proof. Let (u, v) ∈ {r ≥ R} ∩ {u ≥ 0} and denote vR(u) = u+ 2R∗ and φ := rψ. Then we
can apply the fundamental theorem of calculus in v together with the identity T = ∂u +∂v
to obtain:
Tφ(u, v) = Tφ(u, vR(u)) +
∫ v
vR(u)
∂vTφ(u, v
′) dv′
= Tφ(u, vR(u)) +
∫ v
vR(u)
∂2vφ(u, v
′) dv′ +
∫ v
vR(u)
∂u∂vφ(u, v
′) dv′
= Tφ(u, vR(u)) + ∂vφ(u, v)− ∂vφ(u, vR(u)) +
∫ v
vR(u)
∂u∂vφ(u, v
′) dv′.
By applying moreover the fundamental theorem of calculus in u, we can rewrite the above
equation to obtain:
Tφ(u, v) = Tφ(u, vR(u)) + ∂vφ(u, v)− ∂vφ(uγ(vR(u)), vR(u))−
∫ u
uγ(vR(u))
∂u∂vφ(u
′, vR(u)) du′
+
∫ v
vR(u)
∂u∂vφ(u, v
′) dv′,
where uγ(vR(u)) =
1
2vR(u)−R∗ = u2 .
Note that r∗(u2 , 2R∗ + u) =
u
4 +R∗. We now split the v integral as follows:∫ v
vR(u)
∂u∂vφ(u, v
′) dv′ =
∫ u+2(u
4
+R∗)
vR(u)
∂u∂vφ(u, v
′) dv′ +
∫ v
u+2(u
4
+R∗)
∂u∂vφ(u, v
′) dv′
=
∫ 2R∗+ 32u
2R∗+u
∂u∂vφ(u, v
′) dv′ +
∫ v
2R∗+ 32u
∂u∂vφ(u, v
′) dv′.
We can then write:
Tφ(u, v) = Tφ(u, vR(u)) + ∂vφ(u, v)− ∂vφ
(u
2
, u+ 2R∗
)
+
∫ v
3
2
u+2R∗
∂u∂vφ(u, v
′) dv′
+
∫ 3
2
u+2R∗
2R∗+u
∂u∂vφ(u, v
′) dv′ −
∫ u
u
2
∂u∂vφ(u
′, vR(u)) du′.
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We further decompose:∫ v
3
2
u+2R∗
∂u∂vφ(u, v
′) dv′ =
∫ v
3
2
u+2R∗
−8MI0(v′ − u− 1)−2v′−1(u+ 1)−1(u, v′) dv′
+
∫ v
3
2
u+2R∗
[
−1
4
DD′ψ(u, v′) + 8MI0(v′ − u− 1)−2v′−1(u+ 1)−1
]
dv′.
and∫ 3
2
u+2R∗
2R∗+u
∂u∂vφ(u, v
′) dv′ −
∫ u
u
2
∂u∂vφ(u
′, vR(u)) du′
=
∫ 3
2
u+2R∗
2R∗+u
−8MI0(v′ − u− 1)−2v′−1(u+ 1)−1 dv′
−
∫ u
u
2
−8MI0(vR(u)− u′ − 1)−2vR(u)−1(u′ + 1)−1 du′
+
∫ 2R∗+ 32u
2R∗+u
[
−1
4
DD′ψ(u, v′) + 8MI0(v′ − u− 1)−2v′−1(u+ 1)−1
]
dv′
−
∫ u
u
2
[
−1
4
DD′ψ(u′, vR(u)) + 8MI0(vR(u)− u′ − 1)−2vR(u)−1(u′ + 1)−1
]
du′.
By (2.7) we have that∣∣∣∣∣− 14DD′ψ + 8MI0(v − u− 1)−2v−1(u+ 1)−1
∣∣∣∣∣
≤ C(I0 + P +
√
E)
[
v−1(u+ 1)−1−(v − u− 1)−2 + v−1(u+ 1)−1(v − u− 1)−3+max{η,1−β}
]
.
and therefore we can estimate∣∣∣∣∣
∫ v
3
2
u+2R∗
[
−1
4
DD′ψ(u, v′) + 8MI0(v′ − u− 1)−2v′−1(u+ 1)−1
]
dv′
∣∣∣∣∣
≤ C(I0 + P +
√
E)
[
(u+ 1)−2−(v − u− 1)−1 + (u+ 1)−2(v − u− 1)−2+max{η,1−β} + (1 + u)−3
]
Similarly, by (2.8) we have that∣∣∣∣∣T
(
−1
4
DD′ψ + 8MI0(v − u− 1)−2v−1(u+ 1)−1
) ∣∣∣∣∣
≤ C(I0 + PT +
√
ET )[v
−1(u+ 1)−2−(v − u− 1)−2
+ (v−1(u+ 1)−2 + v−2(u+ 1)−1)(v − u− 1)−3+max{η,1−β}].
(3.4)
Observe that∫ 2R∗+ 32u
2R∗+u
f(u, v′) dv′ −
∫ u
1
2
u
f(u′, vR(u)) du′
= 2
∫ u
4
+R∗
R∗
f(t′, r′∗)|t=u+r′∗ dr′∗ −
∫ u
4
+R∗
R∗
f(t′, r′∗)|t=u+2R∗−r′∗ dr′∗
= 2
∫ u
4
+R∗
R∗
∫ u+r∗
u+2R∗−r∗
T (f)(t′, r′∗) dt
′dr′∗
(3.5)
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Σ0
u
′ =
0
v ′
=
2R
∗ +
u
v′ − u′ = 2R∗ γ = {v′ = 2R∗ + 2u′}
I+
i+
u
′ =
u
v′ − u′ = 2R∗ + u2
Figure 4: The shaded region depicts the integration region appearing on the very left-hand
side of (3.5).
We can perform a change of variables:
2
∫ u
4
+R∗
R∗
∫ u+r∗
u+2R∗−r∗
T (f)(t′ − r′∗, t′ + r′∗) dt′dr′∗ =
∫ 2R∗+ 32u
2R∗+u
∫ u
v′−2R∗−u2
T (f)(u′, v′) du′dv′.
We now choose
f(u′, v′) = −1
4
DD′ψ(u′, v′) + 8MI0(v′ − u′ − 1)−2v′−1(u′ + 1)−1.
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and apply the above integral equalities to obtain∣∣∣∣∣
∫ 2R∗+ 32u
2R∗+u
[
−1
4
DD′ψ(u, v′) + 8MI0(v′ − u− 1)−2v′−1(u+ 1)−1
]
dv′
−
∫ u
u
2
[
−1
4
DD′ψ(u′, vR(u)) + 8MI0(vR(u)− u′ − 1)−2vR(u)−1(u′ + 1)−1
]
du′
∣∣∣∣∣
=
∣∣∣∣∣
∫ 2R∗+ 32u
2R∗+u
∫ u
v′−2R∗−u2
T
(
−1
4
DD′ψ + 8MI0(v − u− 1)−2v−1(u+ 1)−1
)
(u′, v′) du′dv′
∣∣∣∣∣
≤ C(I0 + PT +
√
ET )
∫ 2R∗+ 32u
2R∗+u
∫ u
v′−2R∗−u2
v′−1(u′ + 1)−2−(v′ − u′ − 1)−2 du′dv′
+ C(I0 + PT +
√
ET )
∫ 2R∗+ 32u
2R∗+u
∫ u
v′−2R∗−u2
(v′−1(u′ + 1)−2
+ v′−2(u′ + 1)−1)(v′ − u′ − 1)−3+max{η,1−β} du′dv′
≤ C(I0 + PT +
√
ET )
∫ 2R∗+ 32u
2R∗+u
(v′ + 1)−3−
∫ u
v′−2R∗−u2
(v′ − u′ − 1)−2 du′dv′
+ C(I0 + PT +
√
ET )
·
∫ 2R∗+ 32u
2R∗+u
(v′ + 1)−3
∫ u
v′−2R∗−u2
(v′ − u′ − 1)−3+max{η,1−β} du′dv′,
where we applied (3.4) in the first inequality and used that v′−1 ≥ (2R∗+ 32u)−1 to obtain
the second inequality.
Hence, it follows easily that∣∣∣∣∣
∫ 2R∗+ 32u
2R∗+u
[
−1
4
DD′ψ(u, v′) + 8MI0(v′ − u− 1)−2v′−1(u+ 1)−1
]
dv′
−
∫ u
u
2
[
−1
4
DD′ψ(u′, vR(u)) + 8MI0(vR(u)− u′ − 1)−2vR(u)−1(u′ + 1)−1
]
du′
∣∣∣∣∣
≤ C(I0 + PT +
√
ET )(u+ 1)
−3.
We are left with computing the integrals
J5(u, v) =:
∫ v
2R∗+u
−8MI0(v′ − u− 1)−2v′−1(u+ 1)−1 dv′
and
J6(u) =:
∫ u
u
2
8MI0(vR(u)− u′ − 1)−2vR(u)−1(u′ + 1)−1 du′.
Let us introduce the functions:
G1(v;x) = x
−2 log
(
v
v − x
)
− x−1(v − x)−1,
G2(x; c) = c
−2 log
(
x
c− x
)
+ c−1(c− x)−1.
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Note that
dG1
dv
(v;x) = v−1(v − x)−2,
dG2
dx
(x; c) = x−1(c− x)−2.
Hence,
J5(u, v) =− 8MI0(u+ 1)−1G1(v′;u+ 1)
∣∣∣v′=v
v′=2R∗+u
=− 8MI0(u+ 1)−2
[
(2R∗ − 1)− (u+ 1)−1 log(u+ 1)
]
+O((u+ 1)−3)
− 8MI0(u+ 1)−3 log
(
v
v − u− 1
)
+ 8MI0(u+ 1)
−2(v − u− 1)−1,
J6(u) = 8MI0(u+ 2R∗)−1G2(x;u+ 2R∗)
∣∣∣x=u+1
x=u
2
+1
= 8MI0(u+ 2R∗)−1
[
(u+ 2R∗)−1(2R∗ − 1) + (u+ 1)−2 log(u+ 1)
]
+O((u+ 1)−3)
and we can conclude that
J5(u) + J6(u) = 16MI0(u+ 1)
−3 log(u+ 1)− 8MI0(u+ 1)−3 log
(
v
v − u− 1
)
+ 8MI0(u+ 1)
−2(v − u− 1)−1 +O((u+ 1)−3).
By combining the above estimates and using that Tφ(u, vR(u)) ≤ CR(I0 +PT +
√
ET )(u+
1)−3, we therefore obtain:∣∣∣Tφ(u, v)− ∂vφ(u, v) + ∂vφ(u
2
, u+ 2R∗
)
− 16MI0(u+ 1)−3 log(u+ 1)
+ 8MI0(u+ 1)
−3 log
(
v
v − u− 1
)
− 8MI0(u+ 1)−2(v − u− 1)−1
∣∣∣
≤ CR(I0 + PT +
√
ET )(u+ 1)
−3.
(3.6)
By (3.1) with v replaced by u+ 2R∗ and u replaced by u2 , we have that∣∣∣∂vφ(u
2
, u+ 2R∗
)
− 2I0(u+ 1)−2 − 8MI0(u+ 1)−3 log(u+ 1)
∣∣∣ ≤ CR(I0+P+√E)(u+1)−3,
so we can conclude after using once more (3.1), together with (3.6):∣∣∣∣∣Tφ(u, v) + 2I0[(u+ 1)−2 − v−2]− 8MI0(u+ 1)−3 log(u+ 1)− 16MI0v−3 log v
+ 8MI0(u+ 1)(v
−3 − (u+ 1)−3)(v − u− 1)−1 + 8MI0(u+ 1)−3 log
(
v
v − (u+ 1)
)
+ 8MI0v
−3 log
(
v(u+ 1)
v − (u+ 1)
) ∣∣∣∣∣
≤ CR
(
I0 + PT +
√
ET
)
(u+ 1)−3.
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3.4 Estimates for rψ in the case I0[ψ] = 0
Proposition 3.4. For all spherically symmetric solutions ψ to the wave equation (1.1)
on the (M, g) backgrounds of Section 2 with vanishing Newman–Penrose constant I0 there
exists a constant CR > 0 such that we can estimate in {r ≥ R} ∩ {u ≥ 0}:∣∣∣∣∣φ(u, v) + 2I(1)0 [(u+ 1)−2 − v−2]− 8MI(1)0 (u+ 1)−3 log(u+ 1)− 16MI(1)0 v−3 log v
+ 8MI
(1)
0 (u+ 1)(v
−3 − (u+ 1)−3)(v − u− 1)−1 + 8MI(1)0 (u+ 1)−3 log
(
v
v − (u+ 1)
)
+ 8MI
(1)
0 v
−3 log
(
v(u+ 1)
v − (u+ 1)
) ∣∣∣∣∣
≤ CR
(
I
(1)
0 + PT [ψ
(1)] +
√
ET [ψ
(1)]
)
(u+ 1)−3.
(3.7)
Proof. In view of Section 2.4 there is a unique time-integral ψ(1) associated to ψ. Given
the assumption (2.1) we have from the results of [3] that
∂r(rψ
(1))|{u=0} = I(1)0 r−2 +O(r−3)
which implies that (2.3) holds for ψ(1). Hence, the estimate of Proposition 3.3 applies with
ψ(1) replacing ψ and I
(1)
0 replacing I0. The results follows from the fact that T (rψ
(1)) =
φ.
4 Proof of the main theorems
We decompose ψ as follows
ψ = ψ0 + ψ≥1,
where
ψ0 =
∫
S2
ψ
and
ψ≥1 = ψ − ψ0.
4.1 Proof of Theorem 1.2
Proof. In view of Proposition 4.3 of [3] we have the following estimate for the radiation
field of ψ≥1
|rψ≥1|I+(u, ·) ≤ C ·
√
E
(u+ 1)
5
2
−
for some  < 0.25. The result for the spherical mean ψ0 is a corollary of Proposition 3.2
after fixing u and taking the limit as v →∞ and observing that the limit of the expression
2I0v
−1 − 4MI0v−2 log(u+ 1) + 8MI0v−2 log v + 4MI0[(u+ 1)−2 + v−2] log
(
v − u− 1
v
)
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on the right hand side of (3.2) vanishes.
The result follows by adding the estimates for ψ0 and ψ≥1.
4.2 Proof of Theorem 1.3
Proof. In view of Proposition 4.3 of [3] we have the following estimate for the radiation
field of Tψ≥1
|T (rψ)≥1|I+(u, ·) ≤ C ·
√
E
(u+ 1)
7
2
−
for some  < 0.25.
The result for Tψ0 a corollary of Proposition 3.3 after fixing u and taking the limit as
v →∞ and observing that the limit of the expression
− 2I0v−2 − 16MI0v−3 log v + 8MI0(u+ 1)(v−3 − (u+ 1)−3)(v − u− 1)−1
+ 8MI0(u+ 1)
−3 log
(
v
v − (u+ 1)
)
+ 8MI0v
−3 log
(
v(u+ 1)
v − (u+ 1)
)
on the right hand side of (3.3) vanishes.
The result follows by adding the estimates for ψ0 and ψ≥1.
4.3 Proof of Theorem 1.1
Proof. The compact support of the initial data guarantees the vanishing of the Newman–
Penrose constant and consequently the existence of the associated time-integral ψ(1). Hence
Proposition 3.4 applies. The result follows after fixing u and taking the limit as v →∞ of
and observing that the limit of the expression
−2I(1)0 v−2 − 16MI(1)0 v−3 log v + 8MI(1)0 (u+ 1)(v−3 − (u+ 1)−3)(v − u− 1)−1
+ 8MI
(1)
0 (u+ 1)
−3 log
(
v
v − (u+ 1)
)
+ 8MI
(1)
0 v
−3 log
(
v(u+ 1)
v − (u+ 1)
)
on the right hand side of (4.3) vanishes.
5 Acknowledgements
The second author (S.A.) acknowledges support through NSF grant DMS-1265538, NSERC
grant 502581, an Alfred P. Sloan Fellowship in Mathematics and the Connaught Fellowship
503071.
A Energy norms
In this appendix we define the norms used in the Theorem 2.2 and in the main theorems
1.1, 1.2, 1.3.
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We first define the following weighted L∞ norms:
P [ψ] :=
∥∥∥∥v2+β · (∂vφ− 2I0[ψ]v2
)∥∥∥∥
L∞(Σ0)
, (A.1)
and
PT [ψ] :=
∥∥∥∥v3+β · ∣∣∣∣∂v (∂vφ− 2I0[ψ]v2
)∣∣∣∣∥∥∥∥
L∞(Σ0)
. (A.2)
Any suitably regular function f admits the following decomposition in angular frequen-
cies in M
f(u, v, θ, ϕ) =
∞∑
`′=0
ψ`=`′(u, v, θ, ϕ).
Also let Ω denote any of the three Killing vector fields Ωi, i = 1, 2, 3 associated to the
spherical symmetry of our spacetime given by
Ω1 = sinϕ∂θ + cot θ cosϕ∂ϕ,
Ω2 = − cosϕ∂θ + cot θ sinϕ∂ϕ,
Ω3 = ∂ϕ.
Let also Ωα denote any of the product of these vector fields:
Ωk = Ωk11 Ω
k2
2 Ω
k3
3 ,
where |α| = k1 + k2 + k3 for k1, k2, k3 ∈ N.
The energy-momentum tensor is defined as follows
Tαβ[f ] = ∂αf∂βf − 1
2
gαβ(g
−1)κλ∂κf∂λf,
and has the property that divT[ψ] = gψ · dψ. The energy current JV [f ] is defined with
respect to a function f and two vector field V1 and V2 as
JV1 [f ] · V2 := T(V1, V2).
We also recall the following definitions of [2, 3]:
Φ = r2∂r(rψ),
Φ˜ = r(r −M)∂r(rψ),
Φ(2) = r
2∂r
(
r2∂r(rψ)
)
.
In our case we decompose a linear wave as follows:
ψ = ψ0 + ψ`=1 + ψ`≥2.
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Next we recall as well from [3] the definition of the following energy norms
E0,I0 6=0;k[ψ] =
∑
l≤3+3k
∫
Σ0
JN [T lψ] · n0 dµΣ0
+
∑
l≤2k
∫
N0
r3−(∂rT lφ)2 dr + r2(∂rT l+1φ)2 + r(∂rT 2+lφ)2 dr
+
∑
m≤k
l≤2k−2m+min{k,1}
∫
N0
r2+2m−(∂1+mr T
lφ)2 dr
+
∫
N0
r3+2k−(∂1+kr φ)
2 dr,
and
E˜0,I0 6=0;k+1[ψ] = E

0,I0 6=0;k+1[ψ] +
k∑
j=0
∫
Σ0
JN [NT jψ] · n0 dµ0,
for spherically symmetric linear waves ψ, the norms
E1;k[ψ]
.
=
∑
l≤6+3k
∫
Σ0
JN [T lψ] · n0 dµΣ0
+
∑
l≤4+2k
∫
N0
r2(∂rT
lφ)2 + r1(∂rT
1+lφ)2 dωdr
+
∑
l≤3,m≤2k
∫
N0
r4−l−(∂rT l+mΦ˜)2 dωdr
+
∑
m≤max{k−1,0}
l≤k−2m+min{k,1}
∫
N0
r4+2m−(∂1+mr T
lΦ˜)2 dωdr
+
∑
m≤k
l≤2k−2m+1
∫
N0
r3+2m−(∂1+mr T
lΦ˜)2 dωdr
+
∫
N0
r4+2k−(∂1+kr Φ˜)
2 dωdr,
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for linear waves localized at angular frequency ` = 1, and the norms
E2;k[ψ]
.
=
∑
|α|≤k
l+|α|≤6+3k
∫
Σ0
JN [T lΩαψ] · n0 dµΣ0
+
∑
l≤4+2k
∫
N0
r2(∂rT
lφ)2 + r1(∂rT
1+lφ)2 dωdr
+
∑
l≤2k+2
∫
N0
r2−(∂rT lΦ)2 + r1−(∂rT l+1Φ)2 dωdr
+
∑
|α|≤k
l+|α|≤2k
∫
N0
r2−(∂rT lΩαΦ(2))2 + r1−(∂rT l+1ΩαΦ(2))2 dωdr
+
∑
|α|≤max{0,k−1}
m≤max{k−1,0}
l+|α|≤k−2m+min{k,1}
∫
N0
r2+2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∑
|α|≤max{0,k−1},m≤k
l+|α|≤2k−2m+1
∫
N0
r1+2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∫
N0
r2+2k−(∂1+kr Φ(2))
2 dωdr.
for linear waves localized at angular frequencies ` ≥ 1.
Finally we define the norms used in Theorem 2.2:
E[ψ] := E˜0,I0 6=0;1[ψ0] + E

1;1[ψ`=1] + E

2;1[ψ`≤2], (A.3)
ET [ψ] := E˜

0,I0 6=0;2[ψ0] + E

1;2[ψ`=1] + E

2;2[ψ`≤2]. (A.4)
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