Abstract-A model predictive control (MPC) based control scheme for frequency control (MPFC) in electric power systems using generic energy storage systems is presented. Closed-loop stability is obtained via the incorporation of stability constraints based on Lyapunov theory and the concept of passivity.
I. INTRODUCTION
Traditionally, power system operation has essentially been based on the assumption, that electricity is reliably and steadily produced by large power plants, which are fully dispatchable, i.e. controllable and provide large rotational inertia. However, a strong trend towards generation of electrical energy by renewable energy sources (RES), i.e. PV units and wind turbines with no or decoupled rotating masses, exists. How power systems could be adapted in order to accommodate for increasing shares of uncontrolled fluctuating RES feed-in as well as power market activities is a highly relevant and still open research question.
Model Predictive Control (MPC) as an optimal control scheme for regulating grid frequency receives rising attention due to growing shares of RES and upcoming challenges for power system operation [1] , [2] . The choice of MPC as a control scheme is especially motivated by its ability to explicitly incorporate operational constraints of power system units, which cannot be handled by P/PI-controllers. It enables the provision of frequency control using a generic energy storage system, e.g. a battery, with its given operational constraints, i.e. power ramp rate, power rating and storage capacity [3] .
The objective of this paper is to derive an MPC based frequency control scheme for energy storage units, which is employing stability constraints. The focus lies on derivation of passivity constraints as well as Control Lyapunov Functions (CLF) as concepts for guaranteeing stability.
The remainder of the paper is organized as follows: Section II elaborates on the dynamics of grid frequency. Subsequently in Section III, first, a theoretical introduction to stability is stated, followed by derivation, simulation and A. Ulbig and G. Andersson are with the Power Systems Laboratory, Department of Electrical Engineering, ETH Zurich, 8092 Zurich, Switzerland. Email: ulbig | andersson @eeh.ee.ethz.ch C. Trabert was with the ETH Zurich Power Systems Laboratory during his master studies. Email: chr.trabert@gmail.com validation of conventional control. Subsequently in Section IV, the derivation of the Model Predictive Frequency Control (MPFC) problem is given. In Section V different approaches to ensure stability of the controller are derived. This is followed in Section VI by a study case. Finally, the outcome of the paper is presented in Section VII.
II. POWER SYSTEM MODELING AND ANALYSIS
Dominant for the effect of frequency stability, and hence stable operation, is active power balance, meaning that the total power in-feed minus the total load consumption is zero.
The continental European system with nominal frequency f 0 = 50 Hz is considered. Generally deviations from the nominal frequency arise from imbalances between instantaneous electric power consumption and production. If there is a higher consumption than production in one time instant, this results in a decelerating effect on the synchronous machines. On the contrary, higher production than consumption of electric power, leads to an accelerating effect [4] . Small local disturbances can evolve into consequences influencing the whole power system, which could lead to cascading faults and black-outs in the worst case.
Maintaining the grid frequency within an acceptable range is therefore required for stable operation of the power system. Large frequency variations, which might be caused by errors in demand or RES forecasts, the spontaneous loss of load or generation units, however, could lead to situations, where synchronization between the generation units is lost. This happens when the frequency angle differences become too large, which would result in disconnection of machines [3] .
A. Aggregated Swing Equation
The frequency dynamics of a power system can be described by an Aggregated Swing Equation (ASE)
with ∆P load being the deviation of load, ∆P m being the mechanical (or inert) power deviation, and H being the total inertia constant. Despite its simplicity, a number of important conclusions concerning the angular stability in large systems can be drawn from this analysis [5] . In real power systems, a frequency dependency of the aggregated system load is clearly observable. This has a stabilizing (self-regulating) effect on the system frequency f and leads to
where D l refers to a load damping constant and S B to the total power rating of the system.
B. Mathematical Modeling
For the system dynamics a basic model is assumeḋ
where x = ∆f x SoC T , with ∆f ∈ R referring to the deviation of the grid frequency from f 0 and x SoC ∈ [−1, 1] referring to the State of Charge (SoC) of a Battery Energy Storage System (BESS). Adding the state x SoC to account for energy constraints, and including self-discharging losses v of the battery with capacity C bat and x SoC ∈ [−C bat /2, C bat /2] leads to the state space form
with Afreq = −f0 2HSBD l and Bfreq = f0 2HSB .
Here, ∆P refers to the deviation of the expected power, including the fault power, therefore, it directly influences the frequency deviation in the grid: ∆P = (∆P m − ∆P load ) + P add . Here, u = P add is the control input from the battery. It refers to the electrical power, which is injected into the grid by the controller, hence directly influencing the State of Charge x SoC of the battery [6] , [7] .
C. Two-Area Model
If a power system is highly meshed, it can be approximated that all units are connected to one single bus, i.e. acting as one (Aggregated) Swing Equation (ASE). However, in practice, a large interconnected system is divided into several "control zones". The ASE can be divided into a system of equations, comprising the interaction between the two areas (as in Figure 1 )
with ϕ i being the absolute angle of system i andP T the maximum power transmission
Here, ∆P T 12 refers to the tie-line power, U i to the voltage in system i, and X to the corresponding connecting line reactance. After linearizing the model at the set-point ∆f = 0, the following linear state space matrices are obtained
. Fig. 1 . Two-area grid model with tie-line power flows (adapted from [4] ).
The corresponding system states are
with system inputs ∆P 1 P add,1 ∆P 2 P add,2 T . The
is not directly measurable, but its influence on the frequency ∆f i is measurable. Analogously to the one-area system, ∆P i is not directly controllable, but is modeled as the power deviation, which directly corresponds to the frequency deviation in area i of the grid:
Also, u i = P add,i refers to the electrical power, which is injected in area i into the grid, seeking to minimize the frequency deviation by a given optimization algorithm.
D. Simulation of Power System Dynamics
Realistic power system parameters for the ENTSO-E Continental European power system were assumed (Table I ). The minimum value for load damping as estimated in [8] was employed for rather conservative frequency stability analysis. 
bias factor (conv. control)
III. CONVENTIONAL FREQUENCY CONTROL Stability in electric power systems is associated with decaying frequency oscillations and that the operation of the power system can continue without major impact for any power consumer [5] . In order to secure a stable operation, a frequency regulation mechanism is implemented. In traditional frequency control, a cascade of three control schemes is implemented (ENTSO-E Continental European grid, cf. [3] ): Primary frequency control, secondary frequency control, and tertiary frequency control. One of the factors used in the conventional control scheme is the frequency bias factor B. Secondary or load frequency control is based on the non-interaction principle, hence, the pre-disturbance power balance between all neighboring areas is restored [9] . For the power system self-regulating effect in the Continental European grid power system, a frequency dependency of at least
∆f /f0 = 1.5 % % was estimated by [10] . The simulation of the frequency response in Figure 2 was conducted to validate the developed model. Together with the conventional primary control (parameterized by frequency droop S) and secondary control (with proportional parameter C P and integration parameter T N ), it shows very similar behavior as in other publications and actual power system measurements (cf. [8] and Figure 2 ). 
IV. MODEL PREDICTIVE FREQUENCY CONTROL
The design of a stabilizing feedback with a performance criterion being minimized, while satisfying constraints on the control input and the system states at the same time, is desired for many control problems. A solution approach is to repeatedly solve an open-loop optimal control problem. The first sample of the resulting open-loop optimal trajectory, is then applied to the real power system. Afterwards the whole process is repeated for the next time step. Such control methods are called model predictive control (MPC) [11] .
The model predictive frequency controller uses the directly available system output ∆f as control signal. The control input u as determined by the controller is the regulation power that is supplied to the power system (e.g. by a battery).
The internal plant model of the MPC scheme is based on the model in Equation 4 . This is the discretization oḟ
with x = ∆f xSoC and u = Padd.
The first line in Equation 9 refers to the Swing Equation, while the second line captures the State of Charge by means of integration and accounts for losses. The MPC cost function weights are defined as Q, R > 0, with N steps and sampling time T s . This leads to the standard MPC setup
V. EMPLOYING STABILITY CONSTRAINTS

A. Control Lyapunov Function
Derived from Lyapunov theory, an approach for guaranteeing stability can be found, based on a finite horizon optimal control problem with terminal cost. By inserting a so-called Control Lyapunov Function (CLF) as a terminal cost term V (x(t + T p )) into an MPC setup, stability is achieved.
For a (potentially nonlinear) systemẋ = f (x, u), where
If it is possible to ensure a negative derivative at every point by a proper choice of u, the system can be stabilized with V (x). It can be shown, that such a CLF V (x) exists, if a globally asymptotically stabilizing control law u = k(x) exists, which is smooth everywhere except at x = 0, cf. [12] .
To implement a CLF as a stability constraint into an MPC setup, the corresponding terminal cost has to be derived. To do so, a quadratic penalization of the form x T Q term x is used, with Q term being the solution X of the Lyapunov Equation
The solution X is symmetric and positive definite, as Q is symmetric, positive definite and A has all its eigenvalues inside the unit disk (in the discrete time case). This approach assumes no control action after the end of the horizon, i.e.
This only makes sense if the system is asymptotically stable, or no solution will exist 1 . In this case, the terminal Fig. 3 . Overview of the implemented control scheme as an example for controlling a decentralized two-area power system. Area 1 is faulty, which means, that a disturbing power P fault is applied to the expected balance of Pe = Pm = 1 p.u. for area 1. Area 2, however, is unfaulty.
costs are adjusted, i.e. compared to the standard setup in System 10, the cost function changes to
B. Passivity
Closed-loop stability can also be guaranteed by imposing passivity for a model predictive control problem. Following [13] an affine nonlinear system satisfies
with positive semi-definite storage function S, if the underlying system (with input u and output y) is passive. If S is differentiable as a function of time, this reduces tȯ
Considering a semi-definite storage function S(x), and assuming zero-state detectability the system can be stabilized with the feedback u = −y. Then, the following holdṡ
Relation 16 can be rewritten to an inequality, which can easily be added to an MPC setup as a state constraint:
Unfortunately, for a time-discrete setup this constraint is generally not convex. To obtain a convex QP optimization problem, which can be solved by standard solvers, the passivity constraint is implemented in a way, such that it only holds for the first (applied) control input sample u(1) of the receding horizon. By setting x(1) as fixed, a linear and hence convex constraint is obtained, i.e.
Unlike to many other (potentially nonlinear) model predictive control schemes, which achieve stability by enforcing a decrease of V (x), along the trajectory of the solution, stability is achieved directly with the aforementioned state constraint. As stability with respect to the frequency deviations x 1 = ∆f 1 and x 2 = ∆f 2 should be secured, a storage function of the following form is employed, i.e.
S(x) = 1 2
The goal is, to fulfill the passivity property (cf. 20) as the corresponding passivity constraint for a two-area system. Analogously for the one-area system
VI. STUDY CASE AND RESULTS
The application analyzed for the derived stability concepts is to guarantee frequency stability in a power system. Evaluated are two different setups. In the first one, called "One Area", it is assumed, that all machines, generators, and loads are connected in a very highly meshed grid. Equivalently that means, they are connected to one single bus. With this assumption, the power system basically can be modeled with an Aggregated Swing Equation.
All examples are modeled as a quadratic program (QP) and in per-unit system (p.u.) for scalability. The primary optimization objective is to maintain a frequency deviation ∆f = 0 Hz, meaning, that the frequency should be close to f 0 = 50 Hz in every area. Internally, the frequency-related states of the used power system model are normed to x i = ∆fi f0 . For illustrative purposes, in all shown diagrams, frequency-related states are transformed to frequencies, and are given in Hz. For specific and comprehensive implementation details, please also refer to the corresponding technical report [14] .
A. Developed Simulink Model
The developed Simulink model is outlined in Figure 3 . In all simulations an artificial, very aggressive disturbance signal in bang-bang fashion with varying frequency of power deviation is introduced in the power system (cf. Figure 4) . This signal provokes instabilities for stability tests due to enormous sudden disturbances, e.g. cascading disconnection of load demand or generation units. Simulation sampling time has for all cases been set to 20 milliseconds. 5681 1) One-Area System: For carrying out experiments in a one-area setup, the control input for the second plant was disconnected and a zero transmission power (P T,max = 0) was assumed. The model equations used are time discretized versions of the derived model in Section II-B. The state vector x = ∆f f0
x SoC T and input u = P add was used.
The MPC cost function weights 2 are defined as Q = 10 0 0 0.001 , and R = 1.
Generally, MPC was applied with a prediction horizon length of N = 2 . . . 50 steps and a sampling time of T s = 0.1 s. The standard MPC setup is given by Equation 10 .
For ensuring wide feasibility of the optimization algorithm, the limit of the frequency deviation was set to a rather wide range ∆f ∈ [−1. 
Results are shown in Figures 5, 6 and 7, where the frequency deviation, control input and the evolution of the State of Charge of the corresponding energy storage providing the control input are illustrated. Please note that the conventional and the CLF based MPC schemes induce significantly more aggressive battery activation patterns than the passivity based MPC scheme. The prediction horizon is set to N = 4. a) Setting up Passivity Constraint: To ensure passivity, the term
was incorporated as a constraint to the (applied) optimal control input u * MPC (1) in order to keep the problem convex. b) Setting up CLF Constraint: To setup the CLF based MPC, the terminal costs for the one-area system are defined as the solution of the (discrete) Lyapunov Equation (cf. Chapter V-A), which results here in q term = 40005. It only refers to stability of the first state, the frequency deviation. Stability of the second state, the state of charge, is implied by constraining the integrated control action. Therefore, the corresponding terminal costs for the second state are set to zero:
2) Two-Area System (Uncoordinated Case): The uncoordinated two-area system consists basically of two equal onearea systems (each one comprising the same MPC setup as in the one-area case), where power transmission between the two systems is activated. Both systems are controlled individually via an energy storage system. The power transmission is implemented as derived in Section II-C with a maximum power transmission ofP T = 0.2 p.u. 2 Please note, that the penalized frequency state is normed to Fig. 7 . The evolution of the state of charge, where x SoC = 0 p.u. refers to a 50% charged energy storage system (one-area system).a) Setting up Passivity Constraint: Passivity is set as a constraint for each system individually as follows
Note here, that the constraint equation set 26 is of linear complexity O(n) in the uncoordinated case. b) Setting up CLF Constraint: The CLF setup is done in the same way as for the one-area case (cf. Section VI-A.1.b), individually for each controller. The simulation results for the decentralized system using the uncoordinated control are shown in Figures 8, 9 , 10 and 11. The horizon length is set to N = 3. Note the instability of the frequency deviation for standard MPC in Figure 8 , respectively in Figure 9 . The frequency deviation of System 2 in Figure 11 is small, due to the dominance of high terminal costs for frequency deviation. Due to the aggressive error signal, conventional frequency control is unstable (cf. Figure 8) .
3) Two-Area System (Coordinated Case): In the coordinated controlled version of the two-area system, the power angle between the two systems is introduced as a new system state. The corresponding model equations as well as the new state space matrices reflecting the coupling between the systems were derived in Section II-C. Still, it is assumed, that every area uses its own energy storage unit, hence the two-area system consists of the state vector x = (27) Besides that, all parameters and constraints are the same as in case of the uncoordinated two-area system. a) Setting up Passivity Constraint: The passivity condition is adapted to account for both frequency related states x 1 and x 2 (with possible extensions up to state x i ) at the same time, as follows
In the coordinated case, Equation 28 is of complexity O(n n−1 ). This relation is always true, if Equation Set 26 is fulfilled. This interconnection of two individually passive subsystems is also passive (cf. [15] , [16] ). b) Setting up CLF Constraint: For the coordinated version, CLF stability for both frequency deviations ∆f 1 , ∆f 2 is desirable at the same time, hence the solution of the (discrete) Lyapunov changes and accounts for both frequency stability 
The corresponding terminal costs for the other states as the angle and the states of charge are set to zero: 
B. Results
The highlight of this paper lies on the analysis of interconnected systems (however, one-area systems showed comparable behavior). Two different setups of the two-area system were analyzed. First, the uncoordinated case, where a decentralized control scheme was applied. Second, the coordinated case, where a centralized controller has knowledge about all system states. To begin with, the angle differences between the two systems as well as corresponding frequency deviations (cf. Figures 12, 13, 14, and 15) are presented for a fixed prediction horizon N = 3 as an example.
The time needed until system stability is reached, after the initial fault ceases, i.e. at t = 60 sec., is presented in Table II .
Furthermore, the simulation results were generalized for various prediction horizons, i.e. N = 2 . . . 50 using again the same fault signal (Fig. 4) .
1) Two-Area System (Uncoordinated Case): The uncoordinated version was analyzed with respect to standard MPC control, passivity based MPC control and CLF based MPC control. "Uncoordinated" means, that each area is controlled in an individual way and each controller has only local information, hence, a decentralized control topology. This implies a significant model-plant-mismatch but also a significant complexity reduction, as the possibility of power transmission is not incorporated within the MPC model.
The effect of stability can be seen especially illustrative in Figure 8 , which shows the angle difference for the two controlled zones with respect to the different control approaches. Large (transient) angle differences, i.e. ∆ϕ ≥ 90
• , as conventional P/PI based frequency control exhibits, as well as increasing oscillations, as for standard MPC, indicate frequency instability.
2) Two-Area System (Coordinated Case): The simulated plant itself is not altered. However, the area coupling is now incorporated into the internal MPC model setup. By this, the model-plant mismatch is significantly reduced compared to the uncoordinated case. Compared with the uncoordinated case, stability behavior of a standard MPC approach improves, yet still exhibits undesired frequency oscillations.
3) Generalizing Two-Area System Control: A generalization of controlling two grid areas was carried out for various prediction horizons, ranging from N = 2 . . . 50. For easier comparisons, the performance measures of the presented MPC approaches with employed stability constraints for two uncoordinated grid areas are shown together with the In all optimization setup the computation time stays below 20 milliseconds, which constitutes the minimum possible sampling time for grid frequency control. Realistic sampling times would in fact be considerably larger, i.e. by a factor of 10 X (battery systems) to 100 X (thermal power plants). Regarding the computational effort, the CLF based and standard MPC scheme need comparably less online computation time than the passivity based MPC scheme (excluding the optimizer setup time).
VII. CONCLUSION
In this paper a Model Predictive Control (MPC) based frequency control scheme for energy storage units was derived. It has been shown that the concept of passivity as well as the concept of Control Lyapunov Functions (CLF) can be merged with the idea of MPC in the form of stability constraints. The stability properties of the different MPC setups were derived, implemented and simulated. Furthermore the corresponding control performance was analyzed.
It was in fact shown that a standard MPC controller might evolve into unstable behavior. One of the reasons influencing this might be that energy storage charging level x SoC and the control input u are penalized in the chosen setup. Augmenting this MPC setup with stability constraints, such as in passivity based or CLF based MPC, stabilizes its behavior under otherwise equal conditions for all analyzed cases. To illustrate this in a study case, simulations were conducted for controlling a two-area power system in a centralized and a decentralized setup.
Although the computational demands for a passivity based MPC scheme can be higher than for a standard MPC scheme for equal prediction horizon lengths N , a considerably longer prediction horizon is needed for practically achieving (albeit not guaranteeing) stability for the latter. Regarding CLF based MPC, especially for the uncoordinated case, the time needed per optimization step is similar to the time needed for the standard MPC approach and results in guaranteed stability as for the passivity based MPC scheme.
For the passivity based MPC, enforcing of passivity for all subsystems (uncoordinated case) guarantees also passivity of the interconnected system as in the coordinated case. Therefore, it is sufficient to enforce passivity for each subsystem via purely local control loops, while obtaining the same passivity and with it also closed-loop stability guarantee for the interconnected system. This builds largely on the findings by Hill and Moylan in their seminal papers [15] , [16] .
In the uncoordinated case, the optimization complexity increases linear with the number of subsystems (cf. Equation 26). In contrast, complexity increases exponentially in a coordinated case, leading to potential computing problems with high granularity networks (cf. Equation 28).
Due to the fact, that asymptotic closed loop stability of the CLF based and passivity based MPC is guaranteed independently of the choice of Q and R, a separation between performance and stability considerations is achieved.
