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Abstract:  
A computational grid essentially represents a dynamic and distributed environment. Unlike, a tightly-
coupled parallel computing environment, high performance computing on a grid is a complex 
environment because of the heterogeneous computational performance of the nodes, possible 
unavailability of nodes, unpredictable node behavior, and unreliable network connectivity. Therefore, in a 
computational grid, scheduling of jobs is an exigent proposition considering its dynamic nature. In 
comparison to static scheduling, an adaptive scheduling mechanism is more attractive in a grid-computing 
environment, owing to its capability to adjust the scheduling policy according to the dynamically 
changing computational environment. This paper presents an adaptive scheduling method, which can be 
used for parallel applications whose total workload is unknown a priori. This method can deal with the 
unpredictable execution conditions commonly encountered on grids. To address this scheduling problem, 
parameters which quantify the dynamic nature of the execution conditions had to be defined. The 
proposed scheduling method is based on an online algorithm which is to be adaptable to the varying 
execution conditions. 
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1. Introduction 
Grid Computing is characterized by large-scale sharing and cooperation of dynamically distributed 
resources, such as CPU cycles, communication bandwidth, and data, to constitute a computational 
environment [1]. A large-scale computational grid [2] can, in principle, recommend a tremendous amount 
of low-cost computational power. This attracts many computationally intensive scientific applications. On 
the other hand, significant challenges also arise. The computational grid exhibits dynamic and 
unpredictable behavior, namely; the computational performances of each node vary significantly from 
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time to time; the network connections may become unreliable; nodes may join or leave the grid system at 
any time; nodes may become unavailable without any notifications. As a result, a computational job 
running on different nodes on the grid will lead to a wide range of completion times. In some extreme 
cases, a job may never be able to complete. Therefore, how to effectively schedule the grid resources to 
minimize the job execution time is an issue of prime importance. The ever growing demand for 
computational requirements of these applications purports the need of distributed computing which can 
provide huge computational infrastructure as well as highly available resources. Grid has enormous 
computational capability and abundant resource availability to support these types of applications. Grid 
computing is considered to be a wide area distributed computing [3] which provides sharing, selection and 
aggregation of distributed resources that spans not only locations but also various organizations, machine 
architectures and software boundaries to provide unlimited power, collaboration and information access to 
everyone connected to a grid and makes them use for their computational purpose. One of the important 
aspects of a grid is task scheduling. Since there exists high heterogeneity of resources such as PCs, 
workstations, clusters in grid which are not only distributed geographically but also have different time 
zone, scheduling policies, application requirements and design patterns. A major issue is how to distribute 
tasks among nodes. In traditional scheduling, tasks are assigned to any of the available nodes. Scheduling 
in multiprocessors has been studied in [4]. Grid applications that require faster task execution do not 
perform well since tasks are assigned according to node availability and not according to the computing 
capability of any node. Resource clustering along with task clustering is considered to be of great 
significance with regard to performance issue. Resource clustering is defined as coalition of similar type 
of resources while task clustering is defined as the coalition of several fine grained tasks. 
2. Grid Computing 
Desktop Grid has recently been an attractive computing paradigm for high throughput applications 
(Anderson, 2004). However, Desktop Grid computing is complicated by heterogeneous capabilities, 
failures, volatility, and lack of trust as it is based on desktop computers from the view of internet. A 
Desktop Grid computing environment mainly consists of client, volunteer, and server. A client is a 
parallel job submitter. A volunteer is a resource provider that donates its computing resources when idle. 
A server is a central manager that controls submitted jobs and volunteers. A client submits a parallel job 
to a server. A job is divided into sub-jobs that have their own specific input data. The sub-job is called a 
task. The server allocates tasks to volunteers using scheduling mechanisms. Each volunteer executes its 
task when idle, while continuously requesting data from its server. When each volunteer subsequently 
finishes its task, it returns the result of the task to the server. Finally, when the server collects all results of 
tasks from volunteers, it returns the final result of the job back to the client [5].  
3. Adaptive Scheduling 
Scheduling is fundamentally important to develop a Grid system. Scheduling is the process of 
assigning tasks to the most suitable resource providers (that is, where to execute tasks) and ordering tasks 
(that is, when to execute a task) [6]. In order to decide where to execute a task in Grid, information 
gathering about the resources, resource discovery that looks for available and potential resources, 
resource selection, and monitoring of task execution are involved because of the heterogeneous and 
dynamic nature of Grid resources. Ordering tasks means placing priority on tasks to be executed at a 
specific node or site. In a Grid scheduling is normally done in a hierarchical manner [7]. In other words, 
Grid scheduler consists of meta-scheduler (or super scheduler) and local scheduler. Generally, a meta-
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scheduler is responsible for determining the site(s) where tasks can be executed, whereas a local 
scheduler is responsible for assigning and ordering tasks within a site [8]. 
Scheduling of Desktop Grid is different from that of Grid because Desktop Grid is different from Grid 
in terms of the type of resource, dedication, trust, failure, application, and so on [9]. First, Desktop Grid 
scheduling is mainly the process of assigning tasks to the most suitable resources (that is, to decide where 
to execute tasks) [10]. It is performed in a centralized way or in a fully distributed way. Second, most 
Desktop Grid systems do not need a local scheduler as in case of  Grid in the sense that a scheduling 
target is a single desktop computer, not a site like Grid (that is, multiple processors of a supercomputer or 
cluster). Third, Desktop Grid scheduling is complicated by heterogeneous, volatile, faulty, and malicious 
resources. Desktop Grid scheduler focuses more on volatility (non-dedication), lack of trust, and 
heterogeneous properties than Grid scheduler [11]. Finally, Desktop Grid scheduling is opportunistic. 
Desktop Grid respects the autonomy of volunteers (that is, volunteers can freely participate in public 
execution). Thus, Desktop Grid scheduling should use resources as quickly as possible when they are 
available or idle [12]. Therefore, it is necessary to develop a new Desktop Grid scheduler. 
4. Experimental Setup 
4.1. Grid Test bed Setup 
In an effort to study the performance of desktop grid, in this work we have presented an implementation 
of an adaptive scheduling algorithm on a grid. The grid scheduling algorithm has been deployed on a set 
of personal computers which is an integral part of a PC based test bed deployed using GridGain 2.0 [13]. 
The desktop grid system has about 50 PCs in it with the following configuration: Processor- Intel (R) 
Core(TM) 2 Duo CPU E7400@2.80GHz, 2048MB main memory, CPU Core Count- 2, Memory Bus 
Speed- 800MHz, Hard Drive- 320GB each, D-Link Wireless GDWA- 510 Desktop Adapters.  Each node 
has GridGain 2.0.0 installed and running on it with JDK- 6u-10 and Java Runtime Environment and 
Eclipse 3.2 on them. Different constituent machines has different operating systems like Microsoft’s 
Window XP, Professional service Pack 2, Ubuntu Linux 10.0.
4.2. Grid Job Lifecycle 
Figure 1 depicts different stages through which a job is scheduled in the grid. The users submit their 
jobs to the grid system through a portal, which eventually forwards all such submitted jobs to distributor 
node. This distributor node is continuously updated by latest status information for all constituent grid 
nodes. Based on the availability status information and previous execution history jobs are scheduled to 
grid nodes. The execution history is maintained in a log file for scheduling of future jobs. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Job life cycle in hierarchical computational grid 
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4.3. The Chosen Grid Task 
In this paper, a higher order matrix multiplication problem has been taken to show the efficiency of 
feedback mechanism and subsequently analyze the results. A java program to multiply two square 
matrices has been considered for the experimentation. Further, the job size has been varied by submitting 
the job multiple times by means of user input from the command line. The complexity of the program is 
obviously a factor of the order of the matrix; as with increasing order, the amount of computation 
required also increased. Two square matrices A and B each of order [m × m] and all elements as 10 is 
taken, i.e., A [i, j] = B[i, j] = 10 and 1ืi ื m and 1ื j ื m. Two experiments have been conducted with 
the matrices A and B varying their orders. A parameter ‘n’ indicating the job size can be passed by the 
user such that n is always a multiple of 100; i.e., n100 and can assume values like 100, 200, 300 ... and 
so on. 
4.4. Load balancing Algorithm 
In this paper an adaptive, distributed and feedback-based load balancing algorithm has been presented 
that, in addition to dynamic information, keeps track of previous jobs’ execution history to schedule 
future jobs in the aforementioned grid environment. The algorithm takes into account the processing 
capacity of the 
 nodes and the communication cost during the load balancing operation. The category of the problem 
we address here is: it is computation-intensive and the tasks are totally independent with no 
communication between them [5].  
4.5. Parameters for Evaluation 
The proposed load balancing algorithm considers processing capacity, load and bandwidth of the 
communication channel in the grid. For each resource, participating in the grid, a set of parameters are 
defined which is subsequently used for task allocation. A pool of resources as a group of computing units 
is registered in the grid system which is dynamically configured, i.e. resources may join or leave the pool 
at any time. The parameters like CPU load, heap memory, CPU Idle time and a combination of all 
parameters with assigned weightage are considered for evaluation of the proposed algorithm. Figure 2 
shows the feedback-based, adaptive load balancing mechanism proposed in this paper. 
 
 
 GridStatus .class 
Fig. 2. Design framework for Proposed Adaptive Scheduling Mechanism 
Getgrid .class 
for (int k=0;k<gridsize;k++)  
{   jobs.put(new GridJobAdapter<String>(words[0]) 
 {public Serializable execute() throws GridException  
        {return Annotation.GetGrid(getArgument());} 
    },gridList.get(k)); 
} j b
Annotation .class
  @Gridify(taskClass = Distribution.class) 
  public static String  executingInGrid(String arg) 
  {    
    Task to Perform at node level  
  } return result; 
Distribution .class 
 public Map<? extends GridJob, GridNode> map(List<GridNode> subgrid,
GridifyArgument arg ) throws GridException  
{ 
gridList = myGridInfo.doOrderingOfGrid(gridList,jobLen); 
  for ( job : each job of jobList 
     Job.executingInGrid(SubNodeList[i] ); 
} 
public String reduce(List<GridJobResult> results)throws GridException 
{   return buf.toString();  } 
main .java 
{ 
 GridInfo = GridStatus . Getgrid();  
 Result = Annotation . execute( ); 
 } 
Getgrid .class 
public myGridInfo(String nodeIdPassed,GridNode nodePassed,int logic) 
{nodeId=nodeIdPassed; 
 node=nodePassed;  
parameter=C1*(long)node.getMetrics().getAverageCpuLoad()+C2*percentage
HeapAvail+(percentageHeapAvail)*C3+C4*node.getMetrics().getMaximumW
aitingJobs();  
@Gridify(taskClass=getgrid.class) 
Prepare NodeList (NodeList1, NodeList2); 
Prepare jobList (JobList1, JobList2); 
getgrid( ); 
}
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4.6. Experiment 
Experiments are carried out to study the effect of varying grid size (number of nodes in grid) on the 
execution time while varying the number of jobs. For every pair of grid size and job size, the execution 
time with the adaptive load balancing strategy is studied for four distinct parameters, namely, CPU Load, 
available Heap Memory, CPU Idle time and a multi-parameter (use of all the three above parameters with 
equal weightage) respectively. 
5. Results  
This section presents the results obtained from the above experiments. Figure 3, 4, 5 delves the 
effectiveness of multi-parameter compared to other parameters.  
Figure 3 shows the overall performance of the grid, considering various parameters with a grid size of 10. 
It can be seen that multi-parameter is very effective as compared to other parameters.  
 
 
  
 
 
 
 
 
Fig. 3. Grid Performance for various Parameters (GridSize: 10) 
Taking into account various parameters and using grid size 20, figure 4 depicts the efficacy of multi 
parameter whereas other parameters are not so efficient for the aforementioned matrix multiplication 
problem. 
 
 
 
 
 
 
 
 
Fig. 4. Grid Performance for various Parameters (GridSize: 20) 
 
Figure 5 shows that the performance of the grid is also more effective in case of increased grid size 
considering various parameters and including the multi parameter case. The efficacy of multi-parameter is 
of prime interest for the adaptive scheduling mechanism. 
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Fig. 5. Grid Performance for various Parameters (GridSize: 30) 
6. Conclusion 
Load balancing in a dynamic grid environment is a challenging proposition. No universal algorithm exists 
that can do load balancing for all kinds of grid configurations and load scenarios. In this paper, an 
adaptive load balancing technique has been presented which makes use of feedback based execution logs. 
The algorithm has been run multiple times for various job sizes and grid configurations and each time 
different parameters have been considered for scheduling. Three parameters, namely CPU load, heap 
memory and CPU Idle time and their combination have been employed for load balancing. A set of 
computation intensive jobs has been executed on a grid test bed deployed using GridGain. The outcomes 
of these parameters have been presented. Thereafter a new criterion for load balancing that includes the 
effect of all the above mentioned three parameters has been employed and the same experiments are 
repeated. Experiments show encouraging results for our proposed algorithm. 
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