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UNIQUENESS OF POSITIVE RADIAL SOLUTIONS TO SINGULAR
CRITICAL GROWTH QUASILINEAR ELLIPTIC EQUATIONS
CHENG-JUN HE AND CHANG-LIN XIANG
Abstract. In this paper, we prove that there exists at most one positive radial weak
solution to the following quasilinear elliptic equation with singular critical growth

−∆pu−
µ
|x|p
|u|p−2u=
|u|
(N−s)p
N−p
−2u
|x|s
+ λ|u|p−2u in B,
u = 0 on ∂B,
where B is an open finite ball in RN centered at the origin, 1 < p < N , −∞ < µ <
((N − p)/p)p, 0 ≤ s < p and λ ∈ R. A related limiting problem is also considered.
Keywords: Quasilinear elliptic equations; Singular critical growth; Positive radial solutions; Po-
hozaev identity; Uniqueness; Asymptotic behaviors
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1. Introduction and main results
In this paper, we consider the following quasilinear elliptic equation
(1.1)


−∆pu−
µ
|x|p
|u|p−2u =
|u|p
∗(s)−2u
|x|s
+ λ|u|p−2u in B,
u = 0 on ∂B,
where B is an open finite ball in RN centered at the origin, 1 < p < N , −∞ < µ < µ¯ = ((N−p)/p)p,
0 ≤ s < p, p∗(s) = (N − s)p/(N − p), λ ∈ R and
∆pu =
N∑
i=1
∂xi(|∇u|
p−2∂xiu), ∇u = (∂x1u, · · · , ∂xNu),
This is part of the PhD work of the second named author at the University of Jyväskylä.
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is the p-Laplacian operator.
It is well known that equation (1.1) is the Euler-Lagrange equation of the energy functional
J : W 1,p0 (B)→ R defined as
J(u) =
1
p
ˆ
B
(
|∇u|p −
µ
|x|p
|u|p − λ|u|p
)
dx−
1
p∗(s)
ˆ
B
|u|p
∗(s)
|x|s
dx, u ∈W 1,p0 (B),
where the Sobolev space W 1,p0 (B) is the completion of C
∞
0 (B), the space of smooth functions with
compact support in B, in the seminorm ‖u‖W 1,p0 (B)
= ‖∇u‖Lp(B). All the integrals in functional
J are well defined, due to the Hardy inequality [13, 19](
N − p
p
)p ˆ
B
|ϕ|p
|x|p
dx ≤
ˆ
B
|∇ϕ|pdx, ∀ ϕ ∈ W 1,p0 (B),
and due to the Caffarelli-Kohn-Nirenberg inequality [6]
C
(ˆ
B
|ϕ|p
∗(s)
|x|s
dx
) p
p∗(s)
≤
ˆ
B
|∇ϕ|pdx, ∀ ϕ ∈ W 1,p0 (B),
where C = C(N, p, s) > 0.
We say that a function u ∈ W 1,p0 (B) is a weak solution to equation (1.1), if for all functions
ϕ ∈ C∞0 (B), we have
(1.2)
ˆ
B
(
|∇u|p−2∇u · ∇ϕ−
µ
|x|p
|u|p−2uϕ− λ|u|p−2uϕ
)
dx =
ˆ
B
|u|p
∗(s)−2u
|x|s
ϕdx.
In the following, we will systematically omit the word “weak” and simply say that u is a solution
to equation (1.1), meaning (1.2); a similar convention for weak solutions to equations in the below.
By Theorem 1.1 of Han [18], we have the following existence result: Consider equation (1.1)
with s = 0, that is,
(1.3)


−∆pu−
µ
|x|p
|u|p−2u = |u|p
∗−2u+ λ|u|p−2u in B,
u = 0 on ∂B,
where we write p∗ = p∗(0) for simplicity throughout the paper. Assume that 1 < p2 < N and
0 < µ ≤ Np−1(N − p2)/pp. Then for every λ, 0 < λ < λ1(µ), there exists at least one positive
solution to equation (1.3), where λ1(µ) is defined by
(1.4) λ1(µ) = inf
u∈W 1,p0 (B)\{0}
´
B
(|∇u|p − µ|x|−p|u|p) dx´
B
|u|pdx
.
In the case p = 2, above existence result was also obtained by Jannelli [21] on more general
domains. For more results on existence of solutions to equation (1.1) and its variants, we refer to
e.g. [4, 7, 8, 9, 16, 17, 18, 21].
A very important ingredient in the argument of Han [18] is the following result, which was
obtained by Boumediene, Veronica and Peral [3]: Denote by D1,p(RN ) the completion of C∞0 (R
N ),
the space of smooth functions in RN with compact support, in the seminorm ‖v‖D1,p(RN ) =
‖∇v‖Lp(RN ). Consider the limiting problem
−∆pu−
µ
|x|p
|u|p−2u = |u|p
∗−2u in RN ,(1.5)
where 0 < µ < µ¯. There is a unique ground state U ∈ D1,p(RN ) to equation (1.5), up to a dilation
U τ = τ−(N−p)/pU(·/τ), τ > 0. Moreover, U is a positive radial function which satisfies
lim
|x|→0
U(x)|x|γ1 = C1 and lim
|x|→∞
U(x)|x|γ2 = C2,(1.6)
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and
lim
|x|→0
|∇U(x)||x|γ1+1 = |γ1|C1 and lim
|x|→∞
|∇U(x)||x|γ2+1 = γ2C2,(1.7)
where C1, C2 > 0 are constants depending only N, p and µ.
In the estimates (1.6) and (1.7), the exponents γ1, γ2 are defined as follows: Define Γµ : R→ R
by
Γµ(γ) = (p− 1)|γ|
p − (N − p)|γ|p−2γ + µ, γ ∈ R.(1.8)
Consider the equation
Γµ(γ) = 0, γ ∈ R.(1.9)
Due to our assumptions on N, p and µ, that is, 1 < p < N and −∞ < µ < µ¯ = ((N − p)/p)p ,
equation (1.9) admits two and only two solutions, denoted by γ1 and γ2, with γ1 < γ2.
For later use, we note that in the case 0 < µ < µ¯, we have
0 < γ1 <
N − p
p
< γ2 <
N − p
p− 1
,
and in the case µ < 0, we have
γ1 < 0 <
N − p
p− 1
< γ2.
In the case µ = 0, we have
γ1 = 0 and γ2 =
N − p
p− 1
,
and in the case p = 2, we have
γ1 =
√
µ−
√
µ− µ and γ2 =
√
µ+
√
µ− µ.
A natural question is whether the positive solution obtained by Han [18] to equation (1.3) is
unique. In the case when p = 2, the answer is affirmative, see Ramaswamy and Santra [30], where
a more general uniqueness result was obtained. In the general case when 1 < p < N , this question
has not yet been fully understood. In this paper, we give a partial answer to this question. We
have the following uniqueness result.
Theorem 1.1. Assume that 1 < p2 < N , 0 < µ ≤ Np−1(N − p2)/pp and 0 < λ < λ1(µ). Then
equation (1.3) admits at most one positive radial solution in B.
We remark that in the case p = 2, positive solutions to equation (1.3) with 0 < µ < µ¯ and
0 < λ are radial by Lemma 3.1 of Ramaswamy and Santra [30], while in the general case 1 < p < N ,
p 6=2, the symmetry of positive solutions to equation (1.3) with 0 < µ < µ¯ and 0 < λ seems to be
unknown.
Note that the result of Theorem 1.1 dose not cover the full range of the parameters p, µ and
λ. In this paper, we will prove the uniqueness of positive radial weak solutions to equation (1.1)
in the full range of parameters of p, µ, s and λ, that is, 1 < p < N , −∞ < µ < µ¯ = ((N − p)/p)p,
0 ≤ s < p and λ ∈ R. The motivation for us to consider the full range of these parameters is
due to the fact that, different ranges of these parameters have been considered extensively in the
literature. Examples will be given in the below.
We also consider the following limiting problem
−∆pu−
µ
|x|p
|u|p−2u =
|u|p
∗(s)−2u
|x|s
in RN .(1.10)
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It is easy to see that equation (1.5) is a special case of equation (1.10). A function u ∈ D1,p(RN )
is a (weak) solution to equation (1.10), if for every ϕ ∈ C∞0 (R
N ), we have
ˆ
RN
(
|∇u|p−2∇u · ∇ϕ−
µ
|x|p
|u|p−2uϕ
)
dx =
ˆ
RN
|u|p
∗(s)−2u
|x|s
ϕdx.
We will only consider positive radial weak solutions to equation (1.10). In the following we discuss
positive radial weak solutions to equation (1.1) and equation (1.10) respectively.
1.1. Uniqueness of positive radial weak solutions to equation (1.1). In this subsection,
we consider equation (1.1). We are concerned with the uniqueness of positive radial solutions to
equation (1.1). Uniqueness problems have been considered extensively in the literature. We refer
the reader to e.g. [1, 12, 23, 30, 31, 34], where more general nonlinear elliptic equations were
studied.
When p = 2, equation (1.1) is reduced to
(1.11)


−∆u−
µ
|x|2
u =
|u|2
∗−2u
|x|s
+ λu in B,
u = 0 on ∂B.
When λ ≤ 0, it is standard to prove that equation (1.11) admits no positive solution by Pohozaev
identity [28]. When 0 ≤ µ < µ¯ = (N − 2)2/4, s = 0 and λ > 0, it is well known [14, 30] that
positive solutions to equation (1.11) are radial. When µ = s = 0 and λ > 0, the uniqueness
of positive solutions to equation (1.11) was proved by Zhang [34] and Srikanth [31], while for
0 < µ < µ¯ = (N − 2)2/4, s = 0 and λ > 0, the uniqueness for positive solutions to equation (1.11)
was proved by Ramaswamy and Santra [30]. The ideas of [30, 31, 34] are to prove that positive
radial solutions are non-degenerate. We refer the reader to [30, 31, 34] for the precise meaning of
non-degenerate solutions.
In the general case 1 < p < N , among other results, Adimurthi and Yadava [1] proved the
uniqueness of positive radial solutions to the following prototype of equation (1.1)
(1.12)
{
−∆pu = |u|p
∗−2u+ λ|u|p−2u in B,
u = 0 on ∂B,
where λ ∈ R. The approach of Adimurthi and Yadava [1], roughly speaking, is as follows: Suppose
that u and v are two positive radial solutions to equation (1.12). If u ≥ v or v ≥ u in B, then it
can be proved easily that u ≡ v in B. If u 6≡ v in B, then u/v is a positive continuous function on
B¯, the closure of B. Then 0 < minB¯(u/v) < 1 and 0 < minB¯(v/u) < 1. They excluded both cases
by virtue of a generalized Pohozaev-type identity from Ni and Serrin [26, 27] or Pucci and Serrin
[29].
In the present paper, we follow the idea of Adimurthi and Yadava [1]. We obtain the following
uniqueness result.
Theorem 1.2. Assume that 1 < p < N , −∞ < µ < µ¯ = ((N − p)/p)p and 0 ≤ s < p. If λ ≤ 0,
then equation (1.1) admits no positive radial solution in B. If λ > 0, then equation (1.1) admits
at most one positive radial solution in B.
To follow the idea of Adimurthi and Yadava [1], first we establish a generalized Pohozaev-type
identity for solutions to equation (1.1). This is done by combining the generalized Pohozaev-type
identity [26, 27, 29] together with some apriori estimates on positive radial solutions to equation
(1.1). Then we show that u/v is a positive continuous function on B¯, if u and v are two positive
radial solutions to equation (1.1). This is done by a precise estimate on the asymptotic behavior
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of u(x) and v(x) as x → 0. Finally, we prove that u ≡ v in the same way as that of Adimurthi
and Yadava [1]. Therefore the following estimates on the asymptotic behavior of positive radial
solutions to equation (1.1) play a key role in our argument.
Theorem 1.3. Assume that 1 < p < N , −∞ < µ < µ¯ = ((N − p)/p)p, 0 ≤ s < p and λ ∈ R. Let
u ∈ W 1,p0 (B) be a positive radial solution to equation (1.1). There exists a constant C > 0 such
that
lim
|x|→0
u(x)|x|γ1 = C and lim
|x|→0
|∇u(x)||x|γ1+1 = |γ1|C.
Here γ1 is defined as in (1.9).
1.2. Classification of positive radial weak solutions to equation (1.10). Now we move to
equation (1.10). Note that equation (1.10) is invariant under the dilation
(1.13) uτ (x) = τ
N−p
p (τx)
for τ > 0. That is, if u is a solution to equation (1.10), then so is uτ . In the case µ = s = 0,
equation (1.10) is also invariant under translations. Taking into account the invariance of equation
(1.10) with respect to (1.13), we are concerned with the classification of positive radial solutions
(with respect to the origin) to equation (1.10) in the Sobolev space D1,p(RN ).
In many cases, exact forms of positive radial solutions to equation (1.10) in D1,p(RN ) are
known. When p = 2, equation (1.10) is reduced to
−∆u−
µ
|x|2
u =
|u|2
∗(s)−2u
|x|s
in RN .(1.14)
Assume that −∞ < µ < µ¯ and 0 ≤ s < 2. By Proposition 2.6 and Proposition 8.1 of Catrina and
Wang [10], every positive radial solution u ∈ D1,2(RN ) to equation (1.14) are of the form
u(x) = U τ2,µ,s(x) = τ
(N−2)/2U2,µ,s(τx),
for τ > 0, where
U2,µ,s(x) = c2,µ,s
(
|x|
2−s
2 (1−νµ) + |x|
2−s
2 (1+νµ)
)−N−22−s
with
νµ =
√
1−
µ
µ¯
and c2,µ,s =
(
4(N − s)(µ¯− µ)
N − 2
) N−2
2(2−s)
.
For some special cases of equation (1.14), the explicit formula of U2,µ,s was also obtained by many
other authors. We refer the reader to Aubin [2] and Talenti [32] for the case µ = s = 0, Lieb [24]
for the case µ = 0 and 0 ≤ s < 2, Terracini [33] for the case 0 ≤ µ < µ¯ and s = 0, and Chou-Chu
[11] for the case 0 ≤ µ < µ¯ and 0 ≤ s < 2.
when 1 < p < N and µ = 0, equation (1.10) is reduced to
−∆pu =
|u|p
∗(s)−2u
|x|s
in RN .(1.15)
Ghoussoub and Yuan [17] proved that all positive radial solutions u ∈ D1,p(RN ) to equation (1.15)
are of the form
u(x) = U τp,0,s(x) = τ
(N−p)/pUp,0,s(τx),
for τ > 0 (when s = 0, it is also invariant with respect to translations), where
Up,0,s(x) = cp,0,s
(
1 + |x|
p−s
p−1
)−N−p
p−s
,
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with
cp,0,s =
(
(N − s)
(
N − p
p− 1
)p−1) N−pp(p−s)
.
In the case when s = 0, above exact form was also obtained by Guedda and Véron [15].
In the general case when 1 < p < N , −∞ < µ < µ¯ (µ 6= 0) and 0 ≤ s < p, the exact form for
positive radial solutions to equation (1.10) in D1,p(RN ) seems to be unknown. In the particular
case 1 < p < N , 0 < µ < µ¯ and s = 0, that is, consider equation (1.5). Boumediene, Veronica
and Peral [3] proved the uniqueness of positive radial solutions to equation (1.5) in D1,p(RN ), up
to a dilation (1.13). Moreover, they showed that if u ∈ D1,p(RN ) is a positive radial solution to
equation (1.5), then u satisfies the estimates (1.6) and (1.7).
In this paper, we follow the argument of Boumediene, Veronica and Peral [3] and extend their
uniqueness result to the general case. We obtain the following result.
Theorem 1.4. Assume that 1 < p < N , −∞ < µ < µ¯ = ((N − p)/p)p and 0 ≤ s < p. Then up to
a dilation (1.13), there exists at most one positive radial solution u ∈ D1,p(RN ) to equation (1.10).
Moreover, u satisfies the estimates (1.6) and (1.7).
The paper is organized as follows. We prove Theorem 1.2 in Section 2 and Theorem 1.4 in
Section 3. The proof of Theorem 1.3 is routine and given in Section 4. Some preliminary results
are given in the Appendixes.
With no loss of generality, we assume throughout this paper that B is the unit ball centered
at the origin. By abuse of notation, we write u(x) = u(r) with r = |x|, whenever u is a radial
function.
2. Proof of Theorem 1.2
In this section we prove Theorem 1.2. The following Pohozaev-type identity will be used in
the proof of Theorem 1.2.
Lemma 2.1. Let u ∈ W 1,p0 (B) be a positive radial solution to equation (1.1). Then for any
0 < r ≤ 1 we have
(2.1)
λ
ˆ r
0
u(t)ptN−1dt =
p− 1
p
|u′(r)|prN +
N − p
p
u(r)|u′(r)|p−2u′(r)rN−1
+
1
p
(
µrN−p + λrN
)
u(r)p +
1
p∗(s)
u(r)p
∗(s)rN−s.
Proof. For any 0 < a < r ≤ 1, we have from the Pohozaev-type variational identity of Ni and
Serrin [26, 27] or Pucci and Serrin [29] that
λ
ˆ b
a
u(t)ptN−1dt =
p− 1
p
(
|u′(r)|prN − |u′(a)|paN
)
+
µ
p
(
u(r)prN−p − u(a)paN−p
)
+
N − p
p
(
u(r)|u′(r)|p−2u′(r)rN−1 − u(a)|u′(a)|p−2u′(a)aN−1
)
+
(
1
p∗(s)
u(r)p
∗(s)
rs
+
λ
p
u(r)p
)
rN −
(
1
p∗(s)
u(a)p
∗(s)
as
+
λ
p
u(a)p
)
aN .
By Theorem 1.3 and the fact that γ1 < (N − p)/p, we obtain (2.1) by sending a → 0 in above
equality. 
We start the proof of Theorem 1.2 with the following result.
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Proposition 2.2. Assume that λ > 0. If u, v ∈ W 1,p0 (B) are two positive radial solutions to
equation (1.1) and u ≥ v in B, then u ≡ v in B.
Proof. Suppose that u, v ∈ W 1,p0 (B) are two positive radial solutions to equation (1.1) and u ≥ v
in B. Set ρ1 = u
p∗(s)−pr−s + λ and ρ2 = v
p∗(s)−pr−s + λ. Then ρ1 ≥ ρ2 > 0 in B by assumptions.
Applying Lemma A.1, we deduce that u = v = 0 on the set {x ∈ B : ρ1(x) > ρ2(x)}. Since u, v
are positive functions, we have that
{x ∈ B : ρ1(x) > ρ2(x)} = ∅.
That is, ρ1 ≡ ρ2 in B. The proof of Proposition 2.2 is complete. 
We also need the following lemma.
Lemma 2.3. Assume that 1 < p < N . Let v be a positive solution to equation
(2.2)
{
−(rN−1|v′(r)|p−2v′(r))′ = g(r, v(r))rN−1 for 12 < r < 1,
v(1) = 0,
where g : [1/2, 1]× [0,∞)→ R is a function satisfying that
|g(r, t)| ≤ C0t
p−1 for (r, t) ∈
(
1
2
, 1
)
× (0,∞).(2.3)
Then
v′(1) < 0.
Proof. This lemma should be well known. But as we did not find a proper reference, we give a
proof here for completeness. Since v is a positive solution and v(1) = 0, then v′(1) ≤ 0. Suppose
that Lemma 2.3 is not true. That is, we suppose that
(2.4) v′(1) = 0.
Integrate each side of equation (2.2) from r to 1. We obtain, by (2.4), that
rN−1|v′(r)|p−2v′(r) =
ˆ 1
r
g(s, u(s))sN−1ds,
for all 1/2 ≤ r < 1. It follows from above equality and (2.3) that
|v′(r)|p ≤ C(1 − r)
1
p−1
ˆ 1
r
vp−1dτ,
for all 1/2 ≤ r < 1. Combine Hölder’s inequality and the assumption that v(1) = 0. We obtain
that
v(r)p = p
ˆ 1
r
v(τ)p−1v′(τ)dτ
≤ C
(ˆ 1
r
v(τ)pdτ
) p−1
p
(ˆ 1
r
|v′(τ)|pdτ
) 1
p
≤ C(1 − r)
1
p−1
ˆ 1
r
v(τ)pdτ,
for all 1/2 ≤ r < 1. Define w(s) = v(1 − s) for 0 ≤ s ≤ 1/2. Above equality is equivalent to
w(s)p ≤ Cs
1
p−1
ˆ s
0
w(τ)pdτ
for all 0 ≤ s ≤ 1/2. Note that w(0) = 0. It follows from the Gronwall’s inequality that
w(s) = 0 for all 0 ≤ s ≤
1
2
,
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which is equivalent to
v(r) = 0 for all
1
2
≤ r ≤ 1.
We reach a contradiction, as we assume that v is positive. The proof of Lemma 2.3 is complete. 
Now we prove Theorem 1.2.
Proof of Theorem 1.2. We have two cases:
Case 1: λ ≤ 0;
Case 2: λ > 0.
Consider Case 1. Suppose that u ∈ W 1,p0 (B) is a positive radial solution to equation (1.1).
Then u satisfies the identity (2.1). Take r = 1 in (2.1). We obtain that
(2.5) 0 ≥ λ
ˆ b
a
u(t)ptN−1dt =
p− 1
p
|u′(1)|p ≥ 0.
If λ < 0, then u ≡ 0 in B by (2.5). We obtain a contradiction. If λ = 0, then u′(1) = 0 by
(2.5). Note that u(1) = 0. Apply Lemma 2.3 to u with g(r, u) =
(
µr−p + up
∗(s)−pr−s + λ
)
up−1.
We obtain that u(r) ≡ 0 for 1/2 ≤ r ≤ 1. We reach a contradiction. Hence in Case 1, that is,
λ ≤ 0, there has no positive radial solution to equation (1.1) in B. We remark that when µ = 0,
Adimurthi and Yanava [1] pointed out that an observation of Knaap and Peletier [22] implies that
u(r) ≡ 0 for 0 < r ≤ 1. They also pointed out that a more general theorem given by Franchi,
Lanconelli and Serrin [12] also claims that u(r) ≡ 0 for 0 < r ≤ 1.
Consider Case 2. Suppose that u, v ∈ W 1,p0 (B) are two positive radial solutions to equation
(1.1). We prove that u ≡ v in B. Suppose, on the contrary, that u 6≡ v in B. That is,
u(r) 6≡ v(r) for 0 < r < 1.(2.6)
Let
w(r) =
u(r)
v(r)
for 0 < r < 1.
Then w is a positive continuous function in (0, 1).
First, we claim that w can be extended to r = 0 and r = 1 such that w is a positive continuous
function on [0, 1]. Indeed, by Theorem 1.3, there exist constants Cu, Cv > 0 such that
lim
r→0
u(r)rγ1 = Cu and lim
r→0
v(r)rγ1 = Cv.
Then we have that
lim
r→0
w(r) =
Cu
Cv
> 0.
Thus we can extend w continuously to r = 0 by setting w(0) = Cu/Cv. On the other hand, by
L’Hospital’s rule, we have that
lim
r→1
w(r) =
u′(1)
v′(1)
> 0,
since both u′(1) and v′(1) are negative by Lemma 2.3. Hence we can extend w continuously to
r = 1 by setting w(1) = u′(1)/v′(1). Then w is a positive continuous function on [0, 1].
Next, set
α = inf
r∈[0,1]
w(r).
Then α > 0. We claim that α < 1. Otherwise, if α ≥ 1, then u ≥ v in (0, 1). Proposition 2.2
implies that u ≡ v in (0, 1). This contradicts to (2.6). Hence 0 < α < 1. Since w is continuous on
[0, 1], α can be achieved by w on [0, 1]. Let rα be such that
rα = inf{t ∈ [0, 1] : w(t) = α}.
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We claim that
(2.7) rα = 0.
Otherwise, we have 0 < rα ≤ 1. If rα = 1, that is, w(1) = α and w(r) > α for 0 ≤ r < 1. Then we
deduce that u′(1) = αv′(1), and u(r) > αv(r) for 0 ≤ r < 1. Take r = rα = 1 in (2.1). Since both
u, v satisfy (2.1), we obtain that
0 < λ
ˆ 1
0
(u(t)p − αpv(t)p) tN−1dt =
p− 1
p
(|u′(1)|p − αp|v′(1)|p) = 0.
We reach a contradiction. If 0 < rα < 1, then w(rα) = α and w(r) > α for 0 ≤ r < rα. Note that
w′(rα) = 0. We deduce that u > αv in (0, rα), u(rα) = αv(rα) and u
′(rα) = αv
′(rα). Take r = rα
in (2.1). We obtain that
0 < λ
ˆ rα
0
(u(t)p − αpv(t)p) tN−1dt =
rN−sα
p∗(s)
(
u(rα)
p∗(s) − αpv(rα)
p∗(s)
)
=
rN−sα
p∗(s)
(
αp
∗(s) − αp
)
v(rα)
p∗(s)
< 0,
since 0 < α < 1 and p∗(s) > p. We reach a contradiction. This proves (2.7).
Therefore we obtain that w(0) = α < 1. Recall that w(0) = Cu/Cv. Hence
Cu < Cv.
Similarly, consider w˜(r) = v(r)/u(r). Repeat above procedure with respect to w˜(r). We obtain
that Cv/Cu = w˜(0) < 1. Hence
Cv < Cu.
We reach a contradiction. Therefore u ≡ v in (0, 1). The proof of Theorem 1.2 is complete. 
3. Proof of Theorem 1.4
In this section we prove Theorem 1.4. Before giving the proof of Theorem 1.4, let us revisit
the following prototype of equation (1.10)
−∆u = |u|2
∗−2u in RN ,(3.1)
where 2∗ = 2N/(N − 2) and N ≥ 3. Let u ∈ D1,2(RN ) be a positive radial solution to equation
(3.1). Applying the transform
t = log r and ψ(t) = r
N−2
2 u(r),(3.2)
for r ∈ (0,∞), we deduce that
ψ′′(t)−
(
N − 2
2
)2
ψ(t) + ψ2
∗−1 = 0 in R.(3.3)
Solving equation (3.3) (see details in e.g. [5, Section 1]) and taking into account that u ∈ D1,2(RN ),
we obtain that
u(x) =
(
λ
√
N(N − 2)
λ2 + |x− x0|2
)N−2
2
, λ > 0, x0 ∈ R
N .
So this gives the exact form of u.
In above approach the transform (3.2) turns equation (3.1) into ordinary differential equation
(3.3) which can be solved explicitly. In the general case 1 < p < N , −∞ < µ < µ¯ and 0 ≤ s < p, a
similar type of transform to (3.2) will be used to turn equation (1.10) into an ordinary differential
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equation system. Then we follow the argument of Boumediene, Veronica and Peral [3] to establish
the uniqueness (up to a dilation) of positive radial weak solutions to equation (1.10).
Let u ∈ D1,p(RN ) be a positive radial solution to equation (1.10). Then we have
(3.4)
ˆ ∞
0
(
|u(r)|p
∗(s)
rs
+ |u′(r)|p
)
rN−1dr =
1
ωN−1
ˆ
RN
(
|u|p
∗(s)
|x|s
+ |∇u|p
)
dx <∞,
where ωN−1 is the surface measure of the unit sphere in R
N . And u is a solution to equation
(3.5)


−
(
rN−1|u′(r)|p−2u′(r)
)′
=
(
µ
rp
+
u(r)p
∗(s)−p
rs
)
u(r)p−1rN−1, r ∈ (0,∞),
u(r) > 0, r ∈ (0,∞).
Apply the transform:
t = log r, y(t) = rδu(r), z(t) = r(p−1)(δ+1)|u′(r)|p−2u′(r),(3.6)
where we denote δ = (N − p)/p in this section. We obtain by equation (3.5) that y satisfies
y′ = δy + |z|
1
p−1−1z, y > 0 in R,(3.7)
and z satisfies
z′ = −δz − yp
∗(s)−1 − µyp−1 in R.(3.8)
Define V : R2 → R by
(3.9) V (a, b) =
1
p∗(s)
|a|p
∗(s) +
µ
p
|a|p + δab+
1
p′
|b|p
′
.
Here p′ = p/(p− 1). It follows from equations (3.7) and (3.8) that
d
dt
(V (y(t), z(t))) = 0, ∀t ∈ R.
Hence there is a constant K such that
V (y(t), z(t)) ≡ K, ∀t ∈ R.(3.10)
Since u ∈ D1,p(RN ) is a radial function, we have (see [25, Corollary II.1] and its proof)
lim
r→0
rδu(r) = lim
r→∞
rδu(r) = 0.
Thus
lim
|t|→∞
y(t) = 0.
Note also that by (3.4) we have
lim inf
r→0
rδ+1|u′(r)| = lim inf
r→∞
rδ+1|u′(r)| = 0.
Hence
lim inf
|t|→∞
|z(t)| = 0.
Sending |t| → ∞ in (3.10), we deduce that K = 0, that is,
1
p∗(s)
y(t)p
∗(s) +
µ
p
y(t)p + δy(t)z(t) +
1
p′
|z(t)|p
′
= 0, ∀t ∈ R.(3.11)
We claim that y is bounded on R. Precisely, set
(3.12) M =
(
p∗(s)(µ¯− µ)
p
) 1
p∗(s)−p
.
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Lemma 3.1. We have
y(t) ≤M, ∀t ∈ R.(3.13)
Moreover, y(t0) = M at a point t0 ∈ R if and only if δy(t0) = −|z(t0)|
1
p−1−1z(t0).
Proof. Recall that Young’s inequality gives that
ab ≤
1
p
|a|p +
1
p′
|b|p
′
, ∀ a, b ∈ R,
and the equality holds if and only if |a| = |b|
1
p−1 and ab ≥ 0. Hence
− δy(t)z(t) ≤
δp
p
y(t)p +
1
p′
|z(t)|p
′
, ∀t ∈ R,(3.14)
and the equality holds at some t = t0 if and only if δy(t0) = |z(t0)|
1
p−1 and z(t0) < 0. Note that
δp = µ¯ = ((N − p)/p)p. Combining (3.14) and (3.11) gives us that
1
p∗(s)
y(t)p
∗(s) ≤
µ¯− µ
p
y(t)p,
which implies (3.13), and the equality holds at t = t0 ∈ R if and only if δy(t0) = −|z(t0)|
1
p−1−1z(t0).
This proves the lemma. 
Since y is continuous in R and y(t)→ 0 as |t| → ∞, y achieves its maximum in R. Let t0 ∈ R
be such that y(t0) = maxR y. Then t0 is a critical point of y, that is, y
′(t0) = 0. By equation
(3.7), we obtain that δy(t0) = −|z(t0)|
1
p−1−1z(t0). Then Lemma 3.1 implies that y(t0) = M . We
claim that t0 is the unique critical point of y in R. Indeed, suppose that t1 ∈ R is another critical
point of y. Then combining equation (3.7) and Lemma 3.1 yields that y(t1) = M . With no loss
of generality, we assume that t1 < t0. We prove that y ≡ M in [t1, t0]. Otherwise, there exists
t2 ∈ (t1, t0) such that y(t2) = min[t1,t0] y < M . Then y
′(t2) = 0. Combining equation (3.7) and
Lemma 3.1 again yields that y(t2) = M . We reach a contradiction. Hence y ≡ M on [t1, t0]. But
then we have y′ ≡ 0 on [t1, t0]. Consider equation (3.7) on the interval [t1, t0]. We obtain that
z ≡ − (δM)p−1 on [t1, t0]. Then we derive from equation (3.8) that
δ (δM)p−1 −Mp
∗(s)−1 − µMp−1 = 0,
which implies that M = (µ¯− µ)
1
p∗(s)−p . We reach a contradiction to (3.12). Hence t0 is the unique
critical point of y in R. Thus y′(t) > 0 for t < t0 and y
′(t) < 0 for t > t0. Note that both equations
(3.7) and (3.8) are invariant under translations. Therefore, up to a translation, we assume in the
rest of this section that y satisfies
(3.15)
{
y(0) = maxt∈R y = M, and
y′ > 0 in (−∞, 0) and y′ < 0 in (0,∞).
It follows immediately from equation (3.7) and (3.15) that
(3.16) z(0) = − (δM)p−1 .
Lemma 3.2. For the function z, we have,
(1) z is a bounded continuous function on R;
(2) in the case 0 ≤ µ < µ¯, z(t) < 0 for all t ∈ R;
(3) in the case µ < 0, there exists a unique point t− ∈ R, t− < 0, such that z > 0 in (−∞, t−)
and z < 0 in (t−,∞).
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Proof. (1) The boundedness of z follows from (3.11) and boundedness of y.
(2) In the case 0 ≤ µ < µ¯, it follows from (3.11) easily that z(t) < 0 for all t ∈ R.
(3) Consider the case µ < 0. We claim that there exists a constant L > 0 sufficiently large
such that z(t) > 0 for t < −L. Indeed, since z is bounded by (1), we have eδtz(t)→ 0 as t→ −∞.
Solve equation (3.8). We deduce that
eδtz(t) =
ˆ t
−∞
eδsy(s)p−1
(
−µ− y(s)p
∗(s)−p
)
ds for t ∈ R.
Since µ < 0 and y(t) → 0 as t → −∞, there exists L > 0 sufficiently large such that −µ −
y(s)p
∗(s)−p > 0 for s < −L. Thus eδtz(t) > 0 for t < −L. This proves the claim.
Note that by (3.16) we have z(0) < 0. Hence, by above claim, the set
Z = {t ∈ R : z(t) = 0}
is not empty. To prove (3), it is enough to prove that Z consists of only one point. Let t0 ∈ R be
an arbitrary point in Z. Then z(t0) = 0. We show that t0 can be uniquely determined. Substitute
t = t0 into equation (3.7). We obtain that y
′(t0) = δy(t0) > 0. Hence t0 ∈ (−∞, 0) by (3.15).
Substitute t = t0 into equation (3.11). We obtain that
(3.17) y(t0) = (−p
∗(s)µ/p)1/(p
∗(s)−p) .
Since y is strictly monotone in (−∞, 0) by (3.15), we find that t0 is the unique point in (−∞, 0)
which satisfies (3.17). This proves that Z consists of only one point. Denote by t− the point in Z.
The proof of (3) is complete. 
Now we study the asymptotic behaviors of y and z. Let γ ∈ R be an arbitrary number and
define
yγ(t) = e
(γ−δ)ty(t), t ∈ R.
By (3.7) and (3.15), we have
(3.18)
{
y′γ(t) = (γ −H(t)) yγ(t), t ∈ R,
yγ(0) = M,
where M is defined as in (3.12) and H : R→ R is defined by
H(t) = −
|z(t)|
1
p−1−1z(t)
y(t)
, t ∈ R.(3.19)
Note that H is a continuous function on R. Let t− be the number defined as in Lemma 3.2 in the
case µ < 0. H is continuously differentiable on R except at the point t = t− in the case µ < 0.
The function H plays a key role in the proof of Theorem 1.4. We derive the equation satisfied
by H . For t 6= t−, We have that
H ′ = y−2
(
|z|
1
p−1−1zy′ −
1
p− 1
|z|
1
p−1−1z′y
)
= y−2|z|
2−p
p−1
(
(δy + |z|
1
p−1−1z)z −
1
p− 1
y(−δz − yp
∗(s)−1 − µyp−1)
)
= y−2|z|
2−p
p−1
(
p′δyz + |z|p
′
+
1
p− 1
yp
∗(s) +
µ
p− 1
yp
)
= p′y−2|z|
2−p
p−1
(
δyz +
1
p′
|z|p
′
+
1
p
yp
∗(s) +
µ
p
yp
)
=
p∗(s)− p
p∗(s)(p− 1)
yp
∗(s)−2|z|
2−p
p−1 ,
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where the second equality follows from equations (3.7) and (3.8), and the last equality follows from
(3.11). Thus by the definition (3.19) of H , we obtain that
H ′(t) =
p∗(s)− p
p∗(s)(p− 1)
y(t)p
∗(s)−p|H(t)|2−p for t 6= t−.(3.20)
We remark that equation (3.20) holds at t = t− if 0 ≤ µ. On the other hand, by (3.11) we have
that
1
p∗(s)
yp
∗(s)−p +
1
p′
|z|p
′
yp
+ δ
z
yp−1
+
µ
p
≡ 0 in R.
Recall that Γµ is defined as in (1.8). We obtain that
p
p∗(s)
y(t)p
∗(s)−p = −Γµ(H(t)) in R.(3.21)
Combining equation (3.20) and equation (3.21) yields that
H ′(t) = −
p∗(s)− p
p(p− 1)
|H(t)|2−pΓµ(H(t)) for t 6= t−.(3.22)
That is, H satisfies equation (3.22). We remark that when 0 ≤ µ < µ¯, (3.22) holds for all t ∈ R.
We claim that
lim
t→−∞
H(t) = γ1 and lim
t→∞
H(t) = γ2.(3.23)
Indeed, Let t→ −∞ and t→∞ in equation (3.21) respectively. we obtain that
(3.24) lim
t→−∞
Γµ(H(t)) = lim
t→∞
Γµ(H(t)) = 0.
By equation (3.20), H is strictly increasing in R. Hence there exist a, b, −∞ ≤ a < b ≤ ∞, such
that limt→−∞H(t) = a and limt→∞H(t) = b. Note that Γµ(γ) → ∞ as |γ| → ∞. Hence (3.24)
implies that a, b are finite. Then Γµ(a) = Γµ(b) = 0. Since γ1 and γ2 are the only two roots of Γµ
in R and γ1 < γ2, we obtain that a = γ1 and b = γ2, and then the claim is proved. Therefore, the
monotonicity of H implies that
γ1 < H(t) < γ2, ∀ t ∈ R.(3.25)
We claim that
(3.26)
ˆ 0
−∞
(H(s)− γ1)ds+
ˆ ∞
0
(γ2 −H(s))ds <∞.
To prove (3.26), rewrite Γµ by Γµ(s) = (s − γ1)(s − γ2)Γ˜µ(s), where Γ˜µ is a continuous function
on R satisfying infR Γ˜µ > 0. Then by change of variable, we have thatˆ 2t−
−∞
(H(s)− γ1)ds =
ˆ H(2t−)
γ1
(τ − γ1)dτ
τ ′(s)
=
ˆ H(2t−)
γ1
(τ − γ1)dτ
− p
∗(s)−p
p(p−1) |τ |
2−pΓµ(τ)
=
ˆ H(2t−)
γ1
p(p− 1)dτ
(p∗(s)− p)|τ |2−p(γ2 − τ)Γ˜µ(τ)
≤ C
ˆ H(2t−)
γ1
|τ |p−2dτ
< ∞,
where C = p(p− 1)/
(
(p∗(s)− p)(γ2 −H(2t−)) infR Γ˜µ
)
. Similarly, we have that
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ˆ ∞
0
(γ2 −H(s))ds =
ˆ γ2
δ
(γ2 − τ)
τ ′(s)
dτ
=
ˆ γ2
δ
(γ2 − τ)dτ
− p
∗(s)−p
p(p−1) |τ |
2−pΓµ(τ)
=
ˆ γ2
δ
p(p− 1)dτ
(p∗(s)− p)|τ |2−p(τ − γ1)Γ˜µ(τ)
≤ C′
ˆ γ2
δ
τp−2dτ
< ∞,
where C′ = p(p− 1)/
(
(p∗(s)− p)(δ − γ1) infR Γ˜µ
)
. This proves (3.26).
Now we are in a position to prove Theorem 1.4.
Proof of Theorem 1.4. Let u ∈ D1,p(RN ) be a positive radial solution to equation (1.10) and (y, z)
defined by the transform (3.6) with respect to u. Let H be defined as in (3.19). First we show
that u satisfies (1.6) and (1.7).
Integrate (3.18). We obtain that
e(γ−δ)ty(t) = M exp
(ˆ t
0
(γ −H(τ))dτ
)
for t ∈ R.(3.27)
Hence we derive that
(3.28)


lim
t→−∞
e(γ1−δ)ty(t) = M exp
(´ 0
−∞(H − γ1)dτ
)
=: C1, and
lim
t→∞
e(γ2−δ)ty(t) = M exp
(´∞
0 (γ2 −H)dτ
)
=: C2,
which is equivalent to (1.6). Since
(3.29) |z(t)|
1
p−1−1z(t) = H(t)y(t),
we derive from (3.23) and (3.28) that
(3.30)


lim
t→−∞
e(γ1−δ)t|z(t)|
1
p−1 = C1|γ1|, and
lim
t→∞
e(γ2−δ)t|z(t)|
1
p−1 = C2γ2,
which is equivalent to (1.7). This proves that u satisfies (1.6) and (1.7).
Next we prove the uniqueness of u up to a dilation. Suppose that u1, u2 ∈ D1,p(RN ) are two
positive radial solutions to equation (1.10). Define (yi, zi) by the transform (3.6) with respect to
ui for i = 1, 2. Define Hi as in (3.19) with respect to (yi, zi) for i = 1, 2. Then both (y1, z1) and
(y2, z2) satisfy equations (3.7) and (3.8), and H1 and H2 satisfy equation (3.22).
To prove that u1 = λ
(p−N)/pu2(·/λ) for some λ > 0, it is equivalent to prove that y1 = y2(·−t0)
for some t0 ∈ R. Up to a translation, we assume that both y1 and y2 satisfy (3.15). We prove
that y1 ≡ y2 on R. Note that under this assumption, we have that (y1(0), z1(0)) = (y2(0), z2(0)) =
(M,−(δM)p−1) by (3.15) and (3.16).
Define f : (γ1, γ2)→ R by
f(γ) = −
p∗(s)− p
p(p− 1)
|γ|2−pΓµ(γ).
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Then by (3.22) and (3.25), both H1 and H2 are solutions to the following initial value problem
(3.31)
{
H ′(t) = f(H(t)) for (t,H) ∈ I × (γ1, γ2),
H(0) = δ.
In equation (3.31), I = R in the case 0 ≤ µ < µ¯, and I = R\{t−, t′−} in the case −∞ < µ < 0,
where t− < 0 is the number defined as in Lemma 3.2 with respect to z1 and t
′
− < 0 the number
with respect to z2. So we have two cases:
Case 1: 0 ≤ µ < µ¯;
Case 2: −∞ < µ < 0.
In Case 1, we have I = R in equation (3.31). Note that in this case, 0 ≤ γ1 < δ < γ2. Then
f ∈ C1(γ1, γ2). Hence f is locally Lipshitz in (γ1, γ2). Then by Lemma B.1 (1), equation (3.31)
admits at most one solution. Hence H1 ≡ H2 on R. It follows from equation (3.27) that y1 ≡ y2
on R. So the uniqueness in Case 1 is proved.
In case 2, we have that I = R\{t−, t
′
−} in equation (3.31). Note that in this case 0 ∈ (γ1, γ2).
We divide the proof into three cases:
Case 2.1: p = 2;
Case 2.2: 1 < p < 2;
Case 2.3: 2 < p < N .
In Case 2.1, f(γ) = −(2∗(s) − 2)(γ2 − (N − 2)γ + µ)/2. It is obvious that f ∈ C1(γ1, γ2).
Hence f is locally Lipshitz in (γ1, γ2). So we can prove that y1 ≡ y2 on R in the same way as that
of Case 1. The uniqueness in Case 2.1 is proved.
In Case 2.2, f is not Lipshitz in any neighborhood of γ = 0. We can not use above argument.
Let y = y1 − y2 and z = z1 − z2. Then y satisfies equation
(e
−δty)′ = e−δt
(
|z1|
1
p−1−1z1 − |z2|
1
p−1−1z2
)
in R,
y(0) = 0,
(3.32)
and z satisfies equation{
(eδtz)′ = eδt(y
p∗(s)−1
2 − y
p∗(s)−1
1 + µy
p−1
2 − µy
p−1
1 ) in R,
z(0) = 0.
(3.33)
Fix a number T , T > 0. Since 1 < p < 2, the function |t|
1
p−1−1t is continuously differentiable on
R. We have that∣∣∣|z1| 1p−1−1z1 − |z2| 1p−1−1z2∣∣∣ ≤
(
1
p− 1
sup
τ∈R
|τ |
2−p
p−1
)
|z1 − z2| =: C3|z| on [−T, T ].
Recall that 0 < yi(t) for all i = 1, 2. Hence inf [−T,T ] y1 > 0 and inf [−T,T ] y2 > 0. We have that∣∣∣yp∗(s)−12 − yp∗(s)−11 ∣∣∣+ ∣∣∣µyp−12 − µyp−11 ∣∣∣ ≤ C4|y1 − y2| = C4|y| on [−T, T ],
where C4 > 0 is a constant depending on N, p, µ, s, inf [−T,T ] y1 and inf [−T,T ] y2. Let CT =
max(C3, C4). Then by equation (3.33) we obtain that
eδt|z(t)| =
∣∣∣∣
ˆ t
0
(eδτz(τ))′dτ
∣∣∣∣ ≤ CT
ˆ t
0
eδτ |y(τ)|dτ for 0 < t < T.(3.34)
Write Y (t) = e−δty(t) for t ∈ R. By equation (3.32) and above estimate, we obtain that
|Y (t)| ≤ C2T t
ˆ t
0
|Y (τ)|dτ for 0 < t < T.
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Since Y (0) = 0, it follows from the well known Gronwall’s inequality that Y ≡ 0 in [0, T ]. Hence
y ≡ 0 on [0, T ]. We can prove similarly that y ≡ 0 on [−T, 0]. Since T > 0 is arbitrary, we obtain
that y ≡ 0 on R. So the uniqueness is proved in Case 2.2.
It remains to consider Case 2.3. First we prove that t− = t
′
−. With no loss of generality,
we assume that t′− ≤ t− < 0. Then both z1 and z2 do not change sign in the interval (t−,∞).
Precisely, both z1 and z2 are negative in (t−,∞). Then the function |zi(t)|
1
p−1−1zi(t) is continuously
differentiable in (t−,∞). We can apply the same argument as that of Case 2.2 to show that y ≡ 0
in (t−,∞). Then it follows from (3.29) that z ≡ 0 in (t−,∞). In particular, we have that
z2(t−) = z1(t−) = 0. Hence we apply Lemma 3.2 (3) to z2 and obtain that t
′
− = t−. Thus in case
2.3 we have that I = R\{t−}.
We still need to show that y1 ≡ y2 in (−∞, t−). Consider the following initial value problem
(3.35)
{
H ′(t) = f(H(t)) for (t,H) ∈ (−∞, t−)× (γ1, γ2),
H(t−) = 0.
Then both H1 and H2 are nondecreasing solutions to equation (3.35) in (−∞, t−). Note that Γµ is
strictly decreasing in (γ1, 0). Hence in Case 2.3, f is strictly increasing in (γ1, 0). Then by Lemma
B.1, equation (3.35) admits at most one nondecreasing solution in (−∞, t−). Hence H1 ≡ H2 in
(−∞, t−). It follows from (3.27) that y1 ≡ y2 in (−∞, t1). This completes the proof for Case 2.3
and so the proof of Theorem 1.4 is complete. 
4. Proof of Theorem 1.3
Let u ∈ W 1,p0 (B) be a positive radial solution to equation (1.1). Recall that we assume that
B is the unit ball in RN centered at the origin. Then u is a solution to the following ordinary
differential equation
(4.1)


−
(
rN−1|u′(r)|p−2u′(r)
)′
=
(
µ
rp
+
u(r)p
∗(s)−p
rs
+ λ
)
u(r)p−1rN−1, r ∈ (0, 1),
u(r) > 0, r ∈ (0, 1),
u(1) = 0.
Since u ∈ W 1,p0 (B), we have
(4.2)
ˆ 1
0
(|u(r)|p + |u′(r)|p) rN−1dr =
1
ωN−1
ˆ
B
(|u|p + |∇u|p) dx <∞,
where ωN−1 is the surface measure of the unit sphere in R
N .
Before proving Theorem 1.3, we remark that in fact both u and rN−1|u′|p−2u′ are continuously
differentiable in (0, 1), and equation (4.1) can be understood in the classical sense. Indeed, it is well
known that every radially symmetric function inW 1,p0 (B), after modifying on a set of measure zero,
is a continuous function in (0, 1). Then by equation (4.1) we deduce that rN−1|u′|p−2u′ ∈ C1(0, 1).
Thus equation (4.1) can be understood in the classical sense.
We prove Theorem 1.3 now. We only prove Theorem 1.3 in the case 0 < µ < µ¯. We can prove
Theorem 1.3 in the case µ ≤ 0 similarly. In the case when 0 < µ < µ¯, the same result was obtain
by the authors [20] for positive radial weak solutions to the following equation
−∆pu−
µ
|x|p
|u|p−2u = f(u)−m|u|p−2u, in RN ,
where f satisfies the growth condition |f(t)| ≤ C(|t|p−1 + |t|p
∗−1) for all t ∈ R by the assumptions
there. Theorem 1.3 can be proved by the same argument as that of [20, Theorem 1.1]. For the
sake of completeness, we mimic a proof here.
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Proof of Theorem 1.3. Let u ∈ W 1,p0 (B) be a positive radial solution to equation (1.1) with 0 <
µ < µ¯ in the following. To start with we claim that
u′(r) < 0 for r sufficiently small.(4.3)
Indeed, note that since u ∈W 1,p0 (B) is a radial function, we have by [25, Corollary II.1] that
u(r)r
N−p
p = o(1) as r → 0.
It follows that
u(r)p
∗(s)−prp−s = o(1) as r → 0.(4.4)
Hence(
µ
rp
+
u(r)p
∗(s)−p
rs
+ λ
)
u(r)p−1rN−1 >
µ
2
u(r)p−1rN−p−1 > 0 for r small enough.
Therefore
(
rN−1|u′|p−2u′
)′
< 0 for r small enough by equation (4.1). Hence rN−1|u′|p−2u′ is
strictly decreasing for r small enough. So we can assume that limr→0 r
N−1|u′|p−2u′ = a for some
a ∈ (−∞,∞]. We will prove that a = 0. Suppose, on the contrary, that a 6= 0. Then there exist
constants C, r0 > 0 such that |u′(r)| ≥ Cr
−N−1
p−1 for 0 < r < r0. Then we haveˆ r0
0
|u′(r)|prN−1dr ≥ C
ˆ r0
0
r−
N−1
p−1 dr =∞.
We reach a contradiction to (4.2). Hence a = 0. Therefore rN−1|u′|p−2u′ < 0 for r small enough.
This proves (4.3).
Consider the function
w(r) = −
rp−1|u′(r)|p−2u′(r)
up−1(r)
for r > 0.(4.5)
Then w ∈ C1(0, 1), w(r) > 0 for r > 0 small enough by (4.3), and w satisfies
(4.6) w′(r) =
1
r
(
Γµ
(
w(r)
1
p−1
)
+ u(r)p
∗(s)−prp−s + λrp
)
.
Recall that Γµ is defined as in (1.8). To prove Theorem 1.3, it is enough to prove that
w(r) = γp−11 + o(r
δ) as r → 0,(4.7)
for some δ ∈ (0, 1). Here γ1 is defined as in (1.9). In the case when 0 < µ < µ¯, we note that
0 < γ1 < (N − p)/p.
First, we prove that limr→0 w(r) exists and
(4.8) lim
r→0
w(r) = γp−11 .
To prove that limr→0 w(r) exists, we suppose, on the contrary, that
β ≡ lim sup
r→0
w(r) > lim inf
r→0
w(r) ≡ α.
Then there exist two sequences of positive numbers {ξi} and {ηi} such that ξi → 0 and ηi → 0
and that ηi > ξi > ηi+1 for all i = 1, 2, · · · . Moreover, the function w has a local maximum at ξi
and a local minimum at ηi for all i = 1, 2, · · · , and
lim
i→∞
w(ξi) = β, lim
i→∞
w(ηi) = α.
Note that w′(ξi) = w
′(ηi) = 0. By equation (4.6), we have that
Γµ
(
w
1
p−1 (ξi)
)
+ λξpi + u(ξi)
p∗(s)−pξp−si = 0,
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and that
Γµ
(
w
1
p−1 (ηi)
)
+ ληpi + u(ηi)
p∗(s)−pηp−si = 0.
By (4.4) and the above two equalities, we have that
lim
i→∞
Γµ
(
w
1
p−1 (ξi)
)
= lim
i→∞
Γµ
(
w
1
p−1 (ηi)
)
= 0.
Since Γµ(s)→∞ as |s| → ∞, {w(ξi)} and {w(ηi)} are bounded. So α, β are finite and
Γµ
(
β
1
p−1
)
= Γµ
(
α
1
p−1
)
= 0.
Recall that Γµ(γ) = 0 if and only if γ = γ1 or γ = γ2. Recall also that in the case when 0 < µ < µ¯,
we have 0 < γ1 < (N − p)/p < γ2 < (N − p)/(p− 1). Hence
β = γp−12 and α = γ
p−1
1 .
That is,
lim
i→∞
w(ξi) = γ
p−1
2 and lim
i→∞
w(ηi) = γ
p−1
1 .
Note that γ1 < (N − p)/p < γ2. So there exists ζi ∈ (ηi+1, ξi) such that
w(ηi+1) < w(ζi) =
(
N − p
p
)p−1
< w(ξi)
for i large enough. Then by (4.4) and equation (4.6), we obtain that
ζiw
′(ζi) = Γµ
(
N − p
p
)
+ λζpi + u(ζi)
p∗(s)−pζp−si = −(µ¯− µ) + o(1) < 0
for i large enough. Here we used the fact that
Γµ
(
N − p
p
)
= −(µ¯− µ).
Hence w′(ζi) < 0 for i large enough. Therefore w is strictly decreasing in a neighborhood of ζi.
Since ζi < ξi and w(ζi) < w(ξi), there exists ζi < ζ
′
i < ξi such that w(r) ≤ w(ζi) for ζi < r < ζ
′
i
and w(ζ′i) = w(ζi). Thus w
′(ζ′i) ≥ 0. However, by equation (4.6), we have that w
′(ζ′i) < 0. We
reach a contradiction. Therefore limr→0 w(r) exists.
Set kp−1 = limr→0 w(r). We will prove that k = γ1.
We claim that k ≤ (N − p)/p. Otherwise, choose ǫ > 0 such that k− ǫ > (N − p)/p. Then for
r small enough we have w(r) > (k − ǫ)p−1, that is, −ru′(r)/u(r) > k − ǫ for r small enough. This
implies that u(r) ≥ Crǫ−k for r small enough, which implies u 6∈ Lp
∗
(B). We reach a contradiction.
Thus k ≤ (N − p)/p.
By (4.4) and equation (4.6), we have that
lim
r→0
rw′(r) = Γµ(k).
We claim that Γµ(k) = 0. Otherwise, suppose that Γµ(k) 6= 0. Note that for any 0 < s < s0, we
have
w(s0) = w(s) +
ˆ s0
s
w′(t)dt.
Then Γµ(k) 6= 0 implies that lims→0
∣∣´ s0
s
w′(t)dt
∣∣ = ∞ if s0 is small enough. This contradicts to
(4.8). Hence Γµ(k) = 0. Recall that Γµ(γ) = 0 if and only if γ = γ1 or γ = γ2. Thus we have
either k = γ1 or k = γ2. Then we deduce that k = γ1 since k ≤ (N − p)/p < γ2. This proves (4.8).
As a result, (4.8) implies that for any ǫ > 0 sufficiently small there exist C, c > 0 such that
cr−γ1+ǫ ≤ u(r) ≤ Cr−γ1−ǫ
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for r > 0 small enough. Choose ǫ = ǫ0 > 0 such that p − s − (p∗(s) − p)(γ1 + ǫ0) > 0. This is
possible since γ1 < (N − p)/p. Applying (4.4), we obtain that
(4.9) u(r)p
∗(s)−prp−s ≤ Crp−s−(p
∗(s)−p)(γ1+ǫ0) ≡ Crδ0
for r > 0 small enough. Here δ0 = p− s− (p∗(s)− p)(γ1 + ǫ0) > 0.
Now we prove (4.7). Let w1(r) = w(r) − γ
p−1
1 . Then w1(r) → 0 as r → 0. We prove that
w1(r) = o(r
δ) as r → 0 for some δ > 0.
By equation (4.6) and the definition of Γµ (see (1.8)), we have
(4.10)
w′1(r) = w
′(r) =
1
r
Γµ
(
w
1
p−1 (r)
)
+
1
r
(
u(r)p
∗(s)−prp−s + λrp
)
=
1
r
(
(p− 1)w
p
p−1 (r) − (N − p)w(r) + µ
)
+
1
r
(
u(r)p
∗(s)−prp−s + λrp
)
=
A(r)
r
w1(r) +B(r),
for r small enough, where A(r)→ pγ1 − (N − p) < 0 as r → 0 and
(4.11) B(r) =
1
r
(
u(r)p
∗(s)−prp−s + λrp
)
= O
(
rδ0−1
)
as r→ 0,
by (4.9). Here δ0 > 0 is defined as in (4.9).
Fix r0 > 0 small and define h(r) =
´ r0
r
A(τ)τ−1dτ for 0 < r < r0. Since w1 is a solution to
equation (4.10), it has the following form
w1(r) =
ˆ r
0
eh(s)−h(r)B(s)ds.
Since h(s)− h(r) =
´ r
s
A(τ)τ−1dτ < 0 for 0 < s < r, we obtain that eh(s)−h(r) ≤ 1 for 0 < s < r.
Hence by (4.11), we have for r small enough that
|w1(r)| ≤
ˆ r
0
|B(s)|ds ≤ Crδ0 .
Here δ0 > 0 is as in (4.9). This proves (4.7).
Recall that w is defined as (4.5). The conclusion of Theorem 1.3 follows easily from estimate
(4.7). The proof of Theorem 1.3 in the case 0 < µ < µ¯ is complete. 
Appendix A. A comparison result
Let Ω be a bounded domain in RN containing the origin. Define the operator −Lp by
−Lpu = −∆pu−
µ
|x|p
|u|p−2u, u ∈W 1,p0 (Ω).
We have the following result.
Lemma A.1. Let ρ1, ρ2 be two nonnegative functions in L
N
p (Ω). Denote by λ1(ρi) the first
eigenvalue of the operator −Lp with respect to weight ρi, i = 1, 2, that is,
λ1(ρi) = inf
{
Q(ϕ)´
Ω
ρi|ϕ|pdx
: ϕ ∈ W 1,p0 (Ω), ϕ 6= 0
}
,
for i = 1, 2, where
Q(ϕ) =
ˆ
Ω
(
|∇ϕ|p −
µ
|x|p
|ϕ|p
)
dx.
If ρ1 ≥ ρ2, then either λ1(ρ1) < λ1(ρ2) or λ1(ρ1) = λ1(ρ2) and ei = 0 (i = 1, 2) on {x ∈ Ω :
ρ1(x) 6= ρ2(x)}, where e1, e2 are the first eigenfunctions corresponding to the first eigenvalues
λ1(ρ1) and λ1(ρ2) respectively.
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Proof. In the case when µ = 0, Lemma A.1 was proved by Adimurthi and Yadava [1, Lemma 4.1].
Their argument can be easily applied to prove Lemma A.1. For completeness, we give a proof here.
It is direct to verify that λ1(ρ1) ≤ λ1(ρ2) by definition. Suppose that λ1(ρ1) = λ1(ρ2)
and e1, e2 are the first eigenfunctions corresponding to the first eigenvalues λ1(ρ1) and λ1(ρ2)
respectively. Then ei, i = 1, 2, are nonpositive or nonnegative functions in Ω. We assume that
ei ≥ 0 for both i = 1, 2. Then
λ1(ρi) =
Q(ei)´
Ω
ρi|ei|pdx
, i = 1, 2.
Therefore,
Q(e2)´
Ω
ρ1|e2|pdx
≥
Q(e1)´
Ω
ρ1|e1|pdx
= λ1(ρ1) = λ1(ρ2) =
Q(e2)´
Ω
ρ2|e2|pdx
.
Since ρ1 ≥ ρ2, we obtain that
´
Ω ρ1|e1|
pdx =
´
Ω ρ2|e1|
pdx. That is,ˆ
Ω
(ρ1 − ρ2)|e1|
pdx = 0.
Since e1 is nonnegative in Ω, we have that e1 = 0 on {x ∈ Ω : ρ1(x) 6= ρ2(x)}.
Hence
λ1(ρ2) = λ1(ρ1) =
Q(e1)´
Ω ρ1|e1|
pdx
=
Q(e1)´
Ω ρ2|e1|
pdx
,
which implies that e1 is also an eigenfunction of λ1(ρ2). Thus e1 = ke2 for some k 6= 0 (see [35]).
Thus e2 = 0 on {x ∈ Ω : ρ1(x) 6= ρ2(x)}. This finishes the proof of Lemma A.1. 
Appendix B. A uniqueness result on ordinary differential equations
The following result can be found in standard textbooks on ordinary differential equations.
Lemma B.1. Let (a, b) ⊂ R and (c, d) ⊂ R be two intervals. Assume that f : R → R be a
continuous function. Consider the initial value problem
(B.1)
{
y′(t) = f(y(t)), (t, y) ∈ (a, b)× (c, d),
y(t0) = y0,
for some (t0, y0) ∈ (a, b)× (c, d). Then we have
(1) if f is locally Lipshcitz continuous in (c, d), equation (B.1) admits at most one solution
on (a, b);
(2) if f is nonincreasing in (y0, d), then equation (B.1) admits at most one nondecreasing
solution on (t0, b);
(3) if f is nondecreasing in (c, y0), then equation (B.1) admits at most one nondecreasing
solution on (a, t0).
Proof. (1) can be proved in a standard way. We omit the details. We only prove conclusion (2).
We can prove (3) similarly.
Suppose that f is nonincreasing in (y0, d) and y1, y2 are two distinct nondecreasing solutions
of equation (B.1) on (t0, b). With no loss of generality, we assume that y1(t1) > y2(t1) for some
t1 ∈ (t0, b). Let
t2 = inf{t ∈ [t0, t1) : y1(s) > y2(s) for s ∈ (t, t1)}.
Then t1 > t2 ≥ t0, y1(t2) = y2(t2), and y1(t) > y2(t) for t ∈ (t2, t1]. Hence
y′1(t)− y
′
2(t) = f(y1(t))− f(y2(t)) ≤ 0 for t ∈ (t2, t1),
since f is nonincreasing in (y0, d). Thus y1 − y2 is nonincreasing on [t2, t1]. In particular, we have
that y1(t1)− y2(t1) ≤ y1(t2)− y2(t2) = 0. We reach a contradiction. This proves (2). 
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