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Abstract
Previous studies on the family of inter-metallic rare-earth compounds R2PdSi3 re-
vealed multifaceted magnetic properties, for instance, spin-glass like behavior. Exper-
imental observations include: Signs of a crystallographic superstructure, complicated
magnetic structures both in zero field and in applied magnetic fields as well as a generic
phase in applied fields for compounds in the series with the heavy rare-earths R = Gd,
Tb, Dy, Ho, Er and Tm.
This thesis expands the studies on the magnetic properties of R2PdSi3 employing
mainly neutron scattering on single crystals with the focus on the compounds with R =
Ho, Er and Tm. A detailed analysis of the crystallographic superstructure using modu-
lation wave approach and group theory is presented. The resulting structure implies the
existence of two different rare-earth sites with reduced symmetry and an arrangement
of the different sites according to sequences as determined by the superstructure. It will
be shown that the reduced symmetry of the rare-earth sites is explicitly observed in the
energy spectra of inelastic neutron scattering. The results on the magnetic structures
and excitations are shown and discussed in the framework of the superstructure model.
Specifically the generic phase in applied fields is interpreted as a direct consequence
of the crystallographic superstructure. It is rather unusual that a crystallographic su-
perstructure is playing such a decisive, and through the field dependence also tunable
role in determining the magnetic properties as observed in R2PdSi3. The mediating
interactions between the crystallographic part and the magnetic part of the system will
be discussed.
Zusammenfassung
Frühere Untersuchungen der Familie der intermetallischen Selten-Erd Verbindun-
gen R2PdSi3 zeigten vielfältige magnetische Eigenschaften, zum Beispiel ein Spin-
glas ähnliches Verhalten. Die experimentellen Beobachtungen beinhalten: Zeichen für
eine kristallographische Überstruktur, komplizierte magnetische Strukturen, sowohl im
Nullfeld als auch in angelegten Magnetfeldern und darüberhinaus eine generische Phase
in Magnetfeldern in den untersuchten Verbindungen mit den schweren Selten-Erden
R = Gd, Tb, Dy, Ho, Er und Tm.
Diese Dissertation erweitert die Untersuchungen der magnetischen Eigen-
schaften von R2PdSi3, hauptsächlich durch Verwendung von Neutronenstreuung an
Einkristallen, mit dem Schwerpunkt auf den Verbindungen mit R = Ho, Er und
Tm. Eine genaue Analyse der kristallographischen Überstruktur mittels Modulation-
swellenansatz und Gruppentheorie wird präsentiert. Das resultierende Strukturmod-
ell impliziert die Existenz zweier unterschiedlicher Selten-Erd Lagen mit reduzierter
Symmetrie in einer Anordnung entsprechend der durch die Überstruktur festgelegten
Sequenzen. Es wird gezeigt, dass die reduzierte Symmetrie der Selten-Erd Lagen durch
Beobachtungen der inelastischen Neutronenstreuung explizit bestätigt wird. Die Ergeb-
nisse der magnetischen Strukturen und Anregungen werden im Rahmen des Überstruk-
turmodels diskutiert. Speziell die generische Phase folgt als direkte Konsequenz aus
der Überstruktur. Es ist eher ungewöhnlich, dass eine kristallographische Überstruk-
tur eine solch bestimmende und bei Magnetfeldvariation auch “tunebare” Rolle spielt,
wie dies in den R2PdSi3 Verbindungen beobachtet wird. Die vermittelnden Wechsel-
wirkungen zwischen Struktur und Magnetismus werden diskutiert.
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Chapter 1. Introduction
1.1 A brief history
The study of rare-earth (R) magnetism constitutes a large part of the modern studies
on magnetism. This is both resulting from and mutually motivating the drastically
increased usage of the rare-earth elements in modern technologies, such as magnetic
recording devices (18,75), hybrid car motors(110) etc. The rare-earth elements are appeal-
ing in applications due to their large magnetic moments and high magnetic anisotropy
compared to other magnetic materials. The magnetic structures and excitations of
the rare-earth elements have been investigated thoroughly in the 1960s and 1970s,
during which the so called “standard model” has been developed to describe the ob-
served magnetic properties (see references 24, 58, and references therein). Later on,
binary, ternary and quaternary rare-earth intermetallic compounds and alloys have
been synthesized in the search for new materials (see e. g. references 39, 92, 102,
and references therein). A few examples are: the strongest known permanent magnet
Nd2Fe14B
(12,90) now widely used in applications; heavy-fermion systems with new elec-
tronic states(36,48,60,98,109) such as CeCu2Si2
(97); and the recently discovered iron-based
high Tc superconductors RFeAsO1−xFx where the rare-earth ions seem to play an im-
portant role(17,22,68). Furthermore, developments have also been made in the direction
of thin films for the possible applications in spintronics (see references 37, 69, and
references therein).
Ternary rare-earth (R) silicides with transition metalsRMX (M = transition metals,
X = Si or Ge) emerged as one particular interesting class of compounds presenting a
variety of novel magnetic properties(4,15,27,49,82,108). The possibility to vary the crystal
structures through different compositions and to change the transition metals provides
a perfect opportunity to study the magnetic interactions between rare-earth ions and
their surroundings. The studies on R2PdSi3 were inspired by earlier studies on the
structurally similar R2RhSi3 series
(6,16,62,101).
Initial characterizations on polycrystalline R2PdSi3 (R = Ce, Pr, Nd, Gd, Tb, Dy,
Ho, Er, Tm and Y) samples by magnetization and dc-susceptibility by Kotsanidis et
al. (61) and Szytula et al.(99) revealed very interesting and unusual magnetic behaviors.
All investigated compounds (with the exception of Nd2PdSi3) order antiferromagneti-
cally with Néel temperatures between 2 and 30 K. Nd2PdSi3 orders ferromagnetically at
TC = 16 K. The ordering temperatures for Pr2PdSi3 (TN = 2.17 K
(111)) and Tm2PdSi3
(TN= 1.8 K
(30)) were reported later. The ordering temperatures do not seem to follow
the De-Gennes rule (38) as the heavy rare-earth metals. Moreover, the magnetic suscep-
tibility as a function of temperature shows nontrivial behavior and implies complicated
magnetic structures with the coexistence of anti- and ferromagnetic interactions.
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Later studies on the electrical resistivity on Tb2PdSi3, Gd2PdSi3 etc. discovered
unusual minima of the resistivity at temperatures much higher than the ordering tem-
perature for long-range magnetic order(71,72). This was attributed to the possible local-
ization of the conduction electrons mediated by the exchange interaction. Also the Tb
and Gd compounds have been found to exhibit a giant magnetoresistance effect (70–72)
which is rare among bulk intermetallics.
First neutron-diffraction experiments on powder samples by Szytula et al.(99)
showed indeed very complex magnetic structures in the series and were interpreted
as being due to the coexistence of a ferromagnetic spiral and a spin glass in Tb2PdSi3
or as sinusoidal modulated structures in Ho2PdSi3 and Er2PdSi3. As will be shown
later, these interpretations need to be revised. The electronic structure of R2PdSi3 was
studied by Chaika et al.(13) and Szytula et al.(100) with photo-emission spectroscopy
where the valence-band spectra were found to be dominated by the 4f state of the
rare-earth and the nd state of the transition metal. It was suggested that the RKKY
exchange interaction (see section 1.4.1) is playing a minor role among other magnetic
interactions and the magnetic order is due to a mixture of RKKY and other interactions
e.g. CEF (see section 1.3) which are of the same energy scale.
The magnetic properties in the series of compounds have been made more trans-
parent with the availability of single crystals(8,44,74). For example, neutron diffraction
on single crystalline Tb2PdSi3 revealed that the spin-glass-like behavior in the system
is actually due to the appearance of a short-range correlation in a long-range ordered
magnetic state(32). Angle-resolved-photo-electron spectroscopy by Inosov et al.(55) sug-
gested that the propagation vector of the short-range correlations is closely related to
a nesting vector, and the RKKY interaction is enhanced by the nesting.
Macroscopic measurements have been performed by Frontzek et al. on sin-
gle crystalline samples and field-temperature phase diagrams have been derived for
Gd2PdSi3
(30), Tb2PdSi3
(30–33), Ho2PdSi3
(30,31), Er2PdSi3
(30,31) and Tm2PdSi3
(30,31). A
generic phase in applied fields was identified for all compounds in the series with R
= Gd, Tb, Ho, Er and Tm although the mechanism of its origin is not yet clear (35).
Neutron diffraction measurements on single crystals were carried out to examine the
magnetic structures(30) both at zero field and in applied fields. Especially for Tb2PdSi3
the phase diagram with 8 magnetic phases in total were clarified with the neutron
diffraction data.
Following the previous studies, this work tries to address some of the remaining
issues in the compounds R2PdSi3, especially the mechanism behind the generic phase.
The here presented studies employ mainly neutron scattering methods on single crys-
talline samples and focus on the compounds with R = Ho, Er and Tm. The relation
of the generic phase to a crystallographic superstructure will be examined. The mag-
netic structures in magnetic fields corresponding to the different phases in the phase
diagram will be characterized. Furthermore, the magnetic excitations will be studied
by inelastic neutron scattering to understand the dynamics in the system.
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1.2 The rare-earth ions
Rare-earth magnetism originates from the partly filled 4f shell of the rare-earth ions.
The spins and orbital angular momenta of the electrons in the partly filled shell are
summed together according to Hund’s first and second rules to produce the spin (S)
and orbital (L) angular momenta of the atom(9,93), see table 1.1 for the corresponding
numbers for Ho, Er, Tm (58).
R3+ 4fn L S J gL α× 102
Ho 10 6 2 8 5
4
-0.2222
Er 11 6 3
2
15
2
6
5
0.2540
Tm 12 5 1 6 7
6
1.0101
Table 1.1: Spin, orbital, total angular momenta, Landé g factors and the Stevens factor
α of the trivalent rare-earth ions studied in this work.
For rare-earth ions the spin-orbit coupling is strong compared with other pertur-
bation terms (i.e. crystal electric field terms). As a result the degenerate states with
the same L and S split into states with different total angular momentum J (which is
2J + 1-degenerate). The ground states can be determined by Hund’s third rule as well
as the corresponding Landé gL factors, which are also listed in table 1.1.
The energy splitting between the ground state multiplet and the first excited state
multiplet with a different J is of the order of 0.5 eV for the listed rare-earth ions(58).
In this work only the ground state multiplet is relevant since the energy of the first
excited state multiplet is well above the energies of the measured excitations (∼ several
meV) and also the ordering temperatures (< 25 K ∼ 2 meV).
1.3 Crystal electric field effect
When placing the rare-earth ions into a crystal, the degenerate ground state multiplet
will further split due to the crystalline electric field imposed onto the ion by the neigh-
boring ions in the crystal. The crystal electric field (CEF) effect originates from the
different angular dependencies of the electron density of the different orbitals. There-
fore, in different local environments, different orbitals are favored in energy(9,93), giving
rise to most of the anisotropy observed in the rare-earth compounds. Only the S state
ions (Gd3+, Eu2+) are not affected by this effect since the wavefunctions are spherically
symmetric.
The Hamiltonian of the crystalline electric field may be written in the following
form in terms of Stevens operators Oml (J)
(52,58):
Hcf =
∑
i
∑
lm
Bml O
m
l (J i) (1.1)
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where i sums over different sites, l = 2, 4, 6, m = −l, −1 + 1, · · · , l and Bml are
the corresponding crystal electric field parameters. The Bml consist of two factors, one
depends on the properties of the local crystal field, the other is the Stevens factor (58) for
the respective ion. The Stevens factors α (listed in table 1.1), β and γ are determined
by the form of the electronic charge cloud of the ions, and describe how susceptible the
ions are to the CEF effect. For example, when Ho3+ and Tm3+ ions are placed into
the same crystal environment, the Tm3+ ions (with α = 1.0101×10−2) are likely more
influenced by the CEF than the Ho3+ ions (α = -0.2222×10−2) so that the anisotropy in
Tm compounds should be stronger than the anisotropy in Ho compounds. In addition
the anisotropy is expected to be reversed according to the different signs of the α factor,
i.e., easy axis for α < 0 case and easy plane for α > 0 case. These can be seen for
instance in the inverse susceptibility curves χ−1(T ) of Ho2PdSi3 and Tm2PdSi3 at high
temperatures (30).
1.4 Exchange interaction
The exchange interaction couples the magnetic ions. It is the origin of long-range
magnetic order. The Heisenberg model is the most successful model to describe the
isotropic exchange interaction as defined by the Hamiltonian(9,93):
Hex = −
1
2
∑
ij
JijJ i · J j (1.2)
where i, j sum over all the magnetic moments in the system, Jij is the exchange
constant between the i-th moment J i and the j-th moment J j. As can be easily seen,
when Jij > 0, the configuration with all moments pointing to the same direction will
give the lowest energy, which means that the ferromagnetically ordered state is the
ground state. On the other hand Jij < 0 with only the nearest neighbors (excluding
the case with triangle lattices) considered yields an antiferromagnetically ordered state
as the ground state.
For complicated exchange interactions where Jij is not restricted to nearest neigh-
bors or is not always positive, other kinds of magnetic order might occur. The
equation 1.2 can be rewritten using the Fourier transform for the magnetic moments
J(q) = 1
N
∑
i J ie
−iq·Ri and for the exchange interaction J(q) = 1
N
∑
i Jije
−iq·(Ri−Rj):
Hex = −
1
2
∑
q
JqJ(q) · J(−q) (1.3)
The minimal energy is obtained when J(q) = 0 except q = τ where Jτ = max(J). As a
result, the state where the magnetic moments order with the corresponding propagation
vector τ , is the ground state.
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There are many kinds of exchange interactions present in different magnetic ma-
terials (9,114): Direct exchange interaction due to the direct overlapping of the orbitals
between neighboring magnetic ions(3,42); superexchange interaction mediated by the
non-magnetic ions between the magnetic ions(2); dipole-dipole exchange interaction
due to the dipole interactions between two magnetic ions(84); RKKY exchange inter-
action mediated by conduction electrons in metals; Dzyaloshinsky-Moriya exchange
interaction (76) between the excited state of one ion and the ground state of another ion
produced by the spin-orbit interaction.
For rare-earth ions the 4f electrons are strongly localized, making the direct ex-
change unlikely to be effective. Therefore, it is commonly accepted that the RKKY
exchange interaction is the main mechanism for the magnetic order in rare-earth inter-
metallics.
1.4.1 RKKY exchange interaction
The Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange interaction describes the
coupling between two localized magnetic moments in metals via the conduction elec-
trons (59,88,106,113). It has the form (9,93):
J(R) = J0
2kFR cos(2kFR) − sin(2kFR)
(2kFR)4
(1.4)
where kF is the Fermi wave vector of the electrons in the metal, R = |Ri − Rj| is
the distance between the two interacting magnetic ions and J0 is the strength of the
interaction. In rare-earth metals, the RKKY exchange interaction extends to several
Å and the energy is in the meV range. Because of the oscillatory and long-range
nature, the magnetic structures due to the RKKY exchange interaction are usually
rather complicated and often incommensurate with the underlying crystallographic
lattice (40).
1.4.2 Dipole-dipole interaction
Besides the RKKY exchange interaction, the classic dipole-dipole interaction plays also
a role in determining the magnetic structure or excitations despite its even lower energy
scale. Unlike the RKKY exchange interaction which is isotropic for the directions of
the magnetic moments, the dipole-dipole interaction is anisotropic. It is described by
the formula(58):
Jαβ(i, j) = (gµB)
2 3(Riα −Rjα)(Riβ −Rjβ) − δαβ|Ri − Rj|2
|Ri − Rj|5
(1.5)
where α, β denote x, y and z directions.
The energy scale of the dipole-dipole interaction in rare-earth intermetallics is of the
order of µeV, much smaller than that of the RKKY interaction. The magnetic order-
ing is usually determined by the RKKY exchange interaction, while the dipole-dipole
interaction may be responsible for the direction of the magnetic moments when no
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other (stronger) anisotropic interactions are in place. An example are Gd compounds
where due to the absence of the CEF effects, the directions of the magnetic moments
are usually determined by the dipole-dipole interaction(87).
1.5 The scope of this work
This work is structured in three parts. The first part includes the Introduction (this
chapter) and a brief account of the employed experimental methods (chapter 2).
The second part focuses on the magnetic structures of Ho2PdSi3 (chapter 4),
Er2PdSi3 (chapter 5) and Tm2PdSi3 (chapter 6). Before that special attention is given
in chapter 3 to the crystallographic superstructure observed in all studied compounds.
The third part reports the inelastic neutron scattering studies of the magnetic
excitations in Ho2PdSi3 (chapter 8), Er2PdSi3 (chapter 9) and Tm2PdSi3 (chapter 10).
Finally the results are compared, discussed and concluded in chapter 11.
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Chapter 2. Experimental methods
In the course of the study of R2PdSi3, measurements have been performed with various
experimental methods both macroscopic and microscopic. In this chapter experimen-
tal methods employed in the study will be briefly introduced. The information is
far from complete, interested readers should refer to respective references for further
details (56,60,66). An overview of experiments performed in this work with the used con-
ventions of notations will be given at the end of this chapter. In the following chapters
the experiments will be referred to accordingly.
2.1 Macroscopic methods
In a magnetic system, the interesting quantities that are experimentally accessible are
usually the magnetization M and the magnetic susceptibility χ. The magnetization
M is defined as the magnetic moment per unit volume, and the magnetic susceptibility
χ as the first derivative of M with respect to the applied magnetic field H : χ = ∂M
∂H
.
For a material where the magnetization M is linearly proportional to the magnetic
field H , the susceptibility is then simply χ = M
H
(9,93).
Thermodynamically the magnetization is determined by the free energy through
the following formula:
M = −
(
∂F
∂H
)
T,V
(2.1)
where F is the free energy related to the partition function Z by:
F = −NkBT lnZ (2.2)
and the partition function Z is defined as Z =
∑
i e
−Ei/kBT . Accordingly the suscepti-
bility χ is the second derivative of the free energy:
χ =
∂M
∂H
= −
(
∂2F
∂H2
)
T,V
(2.3)
For systems with spontaneous magnetic order, the magnetization M is the order
parameter. For ferromagnetic ordering, a net magnetization appears below the order-
ing temperature, therefore the temperature dependence of magnetization M (T ) can
be used to determine the transition temperature. The critical behavior of the mag-
netization near the critical temperature can also be used to study the nature of the
transition(41,103). For antiferromagnetic ordering, no net magnetization appears though
the local magnetization (the order parameter) of individual magnetic ions is non-zero.
In these cases, the temperature dependence of the susceptibility (χ(T )) can be used to
determine the transition temperature since an anomaly of χ is usually associated with
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the transition. Furthermore susceptibility measurements on single crystals in different
directions can be used to measure the anisotropy in the system.
A field-temperature phase diagram can be constructed from measurements of the
magnetization or susceptibility under different field and temperature conditions.
The magnetic field inside a sample (defined as H i) might be very different from the
applied magnetic field Ha due to the magnetic field produced by the magnetization
of the sample: H i = Ha − Hd. The correction term Hd is the demagnetizing field
which is dependent on the shape of the sample and can be written as: Hd = NM
where N is the demagnetization factor and generally is a tensor of 3×3 matrix. For
an ellipsoidal shaped sample, only the diagonal elements of N are non-zero; and for a
sphere N reduces to a scalar which is 1
3
(9,93).
Due to the demagnetizing field, the measured susceptibility χm =
M
Ha
has to be
corrected since the intrinsic susceptibility χi should be
M
Hi
. Substituting Ha = H i+Hd
into χm leads to:
χm =
M
H i +NM
=
M/H i
1 +NM/H i
=
χi
1 +Nχi
(2.4)
In this work only the transition temperatures or fields are discussed and the suscepti-
bilities are presented in arbitrary units. Thus, this correction was not performed.
2.1.1 Magnetization with vibrating sample magnetometer (VSM)
The magnetization has been measured with a Vibrating Sample Magnetometer
(VSM) (28,29). The VSM consists of two identical pickup coils connected in series oppo-
sition and a motor to move the sample periodically between the coils. The movement
of a magnetized sample induces a voltage in the pickup coils which is proportional
to the magnetic moment in the sample. The usage of the two pickup coils minimizes
instabilities from the magnetic field, motor etc. A lock-in amplifier SR-830(96) is used
to detect the signal.
The setup is then mounted in a Variable Temperature Insert (VTI) of a cryomag-
net. The employed VTI is a 4He-discharge flow-through cryostat which allows for a
temperature range of 1.8 to 300 K(25,83). The field range of the magnet is from 0 to 15
T.
The magnetization measurements in this work were performed with an oscillation
amplitude 0.1 mm with frequency 55 Hz. The magnetometer is calibrated with a
spheric polycrystalline Ni sample. Details of the calibration can be found in references
30, 56.
2.1.2 The ac magnetic susceptibility
Experimentally two kinds of susceptibility can be measured: dc- and ac-
susceptibility (47,77). For a dc-susceptibility measurement, the sample is magnetized
by a constant magnetic field and the magnetic moment of the sample is measured by e.
g. a VSM. The dc-susceptibility is determined as χdc =
∆M
∆Hdc
. In an ac-susceptibility
8
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measurement, a small ac-drive magnetic field is superimposed on the dc-field, result-
ing in a time dependent magnetization. The measured ac-susceptibility consists of two
parts: χac = χ
′+ iχ′′. The real component χ′ measures the response of the system with
regard to the external magnetic field and is proportional to ∂M
∂H
|Hdc . The imaginary
component χ′′ measures the dissipative processes in the sample (73).
For this work mainly the ac-susceptibility was measured. The experimental setup
consists of two identical anti-parallel connected pickup coils. The ac-excitation coil
is wired around these coils. The time dependent magnetization generated due to the
ac-field from the excitation coil induces a current in the pickup coil. The generated
voltage is then measured with a lock-in amplifier SR-830(96), with which the in-phase
signal and the out-of-phase signal are measured. The in-phase signal corresponds to
the real part of the susceptibility χ′ while the out-of-phase signal corresponds to the
imaginary part of the susceptibility χ′′.
Measurements have been performed on two ac-susceptometers using the setup as
described above. The first ac-susceptometer is mounted in a VTI of a cryomagnet
similar as discussed above for the VSM with the temperature range between 1.8 and
300 K. The field range of the magnet is from 0 to 7 T. The setup was calibrated with
a superconducting sphere of pure niobium, the susceptibility of which is known to be
χ′ = −1 and χ′′ = 0 below 9.25 K.
The second ac-susceptometer is mounted in a 3He-4He dilution fridge(83) where the
temperature range is between 40 mK and 2 K and the magnetic field range from 0 to
13 T. A superconducting block of YBCO was used for calibration.
2.2 Neutron scattering
Neutron scattering is one of the most powerful and utilized experimental techniques
to study magnetism(5,66). Neutrons interact with matter via two main interactions:
nuclear interaction between neutrons and nuclei in the material, and magnetic interac-
tion between the magnetic moment of the neutron and the magnetic moments of the
material. Although the nuclear interaction is not yet fully understood, the scattering
process between neutrons and other nuclei can be described by an empirical neutron
scattering length b (20) for each element. This allows neutrons to probe the positions
of the nuclei in the material and hence the crystallographic structure. The neutron
scattering length does not show a specific dependence on the atomic number, which
is of special advantage for materials with hydrogen since the hydrogen atom is almost
invisible to X-ray scattering.
The magnetic interaction between the magnetic moments of neutrons and the mag-
netic moments of the unpaired electrons is described by the Maxwell equation for
magnetic dipole-dipole interaction. The strength of the interaction is comparable with
the nuclear interaction mentioned before. This makes the neutron a unique probe
for magnetism compared with other techniques, e.g. for X-ray scattering, the inten-
sity of the non-resonant magnetic scattering is about 10−4 times that of the charge
scattering(67).
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The theory of neutron scattering has been treated in multiple textbooks(5,14,66).
Here only the basics are recalled. Considering the scattering process of neutrons by a
sample, where neutrons change from an initial wave vector and spin state (k0, σ0) to a
final state (k1, σ1) and the sample undergoes a change from state λ0 to λ1, the master
formula of the cross section for the process is(14):
(
d2 σ
d ΩdE
)
k0→k1
=
1
N
k1
k0
( m
2π~2
)2 ∑
λ0σ0
pλ0pσ0
∑
λ1σ1
|〈k1σ1λ1|V |k0σ0λ0〉|2δ(E + Eλ0 − Eλ1) (2.5)
where V is the interaction potential between neutrons and matter which can be the
nuclear interaction or the magnetic interaction, pλ0 is the probability of the sample
to be at state λ0, pσ0 is the probability of neutrons to be at state σ0, Eλ0,1 are the
energy of the sample in the initial and the final state, respectively, and E is the energy
transferred to the neutron.
The formula can be further simplified knowing that the cross section depends only
on the momentum transfer Q = k1 − k0 and the energy transfer ~ω = E (5,95):
d2 σ
d ΩdE
=
σs
4π~
k1
k0
S(Q, ω) (2.6)
where σs incorporates the interaction V between the neutrons and matter (not to be
confused with the neutron states σ0 and σ1). The scattering function S(Q, ω) depends
only on the properties of the sample and is defined as the Fourier transform of the
time-dependent pair-correlation function G(r, t) of the sample:
S(Q, ω) =
1
2π
∫
G(r, t)ei(Q·r−ωt) d r d t (2.7)
and
G(r, t) ≡
∞x
−∞
g∗(r′, t′)g(r + r′, t+ t′) d3 r′ d t′ (2.8)
where g(r, t) is the scattering strength of the sample from position r at time t which
is the neutron scattering length or the local magnetization depending on the type of
scattering in discussion.
In short, the scattering function S(Q, ω) (and its variants) is the quantity all kinds
of neutron experiments are trying to measure. In the following the special cases of neu-
tron diffraction and inelastic neutron scattering in a crystalline sample are discussed.
2.2.1 Neutron diffraction
Neutron diffraction experiments do not analyze the energy of the scattered neutrons,
thus measure the energy integrated scattering function S(Q) ≡
∫
S(Q, ω) dω =
10
2.2 Neutron scattering
∫
G(r, 0)eiQ·r d r.
For crystalline samples, the function g(r, t) is a sum of delta functions:
g(r, t) =
∑
R
∑
i
gi(t)δ(r − R − ri) (2.9)
where R is a lattice vector in real space, ri is the position of the i-th atom in the unit
cell. Substituting this into S(Q) one gets:
S(Q) =
∫
G(r, 0)eiQ·r d r
=
∑
R,i
∑
R′,j
y
g∗i (t
′)gj(t
′)δ(r − R − ri)δ(r + r′ − R′ − rj)eiQ·r d3 r′ d3 r d t′
=
∑
R,R′
eiQ·(R
′−R)
∫
∑
i,j
g∗i (t
′)eiQ·rigj(t
′)e−iQ·rj d t′
=
∑
G
δ(Q − G)|F (G)|2 (2.10)
where G is the lattice vector in reciprocal space. F (G) ≡
∑
i gie
−iG·ri is called the
structure factor and takes the following form for nuclear scattering:
FN(G) =
∑
i
bie
−iG·rie−Wi (2.11)
where Wi is the Debey-Waller factor corresponding to the time average in equation
2.10 coming from the thermal motion of the atoms. The magnetic structure factor is
a vector and takes the following form:
FM(GM) =
∑
i
fi(GM)〈mi〉e−iGM ·rie−Wi (2.12)
where GM is the reciprocal lattice vector of the magnetic structure GM = G + τ and
τ is called the propagation vector of the structure. fi(Q) is the atomic form factor
and mi is the Fourier transform of the magnetization on the i-th atom in the unit
cell. The scattering function S(Q) is actually depending only on the component of the
magnetic structure factor perpendicular to the momentum transfer Q of the neutron,
i.e. S(Q) =
∑
G δ(Q − GM)|FM⊥(GM)|2 where FM⊥(GM) = Q̂ × FM × Q̂.
A typical diffractometer on a steady neutron source is illustrated in figure 2.1(30).
The white beam coming from a neutron source is firstly monochromatized by choosing
the right scattering angle of the monochromator (i.e. 2θM). The monochromatic beam
is then scattered by the sample and detected. The momentum transfer of the process
is determined by 2θS via the Bragg condition. This is the typical setup for a powder
diffractometer where only the magnitude of the momentum transfer |Q| is measured.
For single crystal diffraction, the single crystalline sample can be rotated by an angle
ϕ, allowing the measurement of the vector Q. The incoming and outgoing neutron
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Figure 2.1: Schematic sketch of a neutron diffractometer consisting of a monochro-
mator, sample table and detector. The white beam is monochromatized by setting the
scattering angle of the monochromator 2θM . The monochromatic beam is then scattered
by the sample and detected as a function 2θS and ϕ.
beam define the scattering plane. In the simple setup shown in figure 2.1 only the
reciprocal vectors within the scattering plane are accessible. The scattering plane is
usually denoted by two directions in the reciprocal space. For example in the R2PdSi3
case, the usual scattering planes are e.g. the HK0 plane where the (H, 0, 0) and
(0, K, 0) directions span the plane, or the HHL plane where the (H,H, 0) and (0, 0, L)
directions span the plane etc. The convention of notations used in this work about
directions can be found in the appendix at the end of this chapter.
The structure factor is related to the integrated intensity of the scattered beam as
the sample is rotated around the sample axis (i.e. integrated intensity of a rocking
scan) with the following formula(5):
I(G) = λ3
V
V 2c
1
ω
· L · A · T · E · |F (G)|2 (2.13)
where λ is the neutron wavelength, V the crystal volume, Vc the unit-cell volume,
ω the angular scanning velocity, L the Lorentz factor, A the absorption factor, T
the correction for inelastic phonon or thermal diffuse scattering and E the correction
for extinction and multiple diffraction. For the analysis in this work, the integrated
intensities are usually compared within the same experimental setup where λ, V , Vc
and ω are the same and can be combined into one scaling factor.
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2.2.1.1 The 6T2 diffractometer
6T2 is a thermal neutron four-circle diffractometer with lifting counter located at the
Laboratoire Leon Brillouin in Saclay, France. Experiments performed on 6T2 for this
work used a normal beam geometry with the lifting counter option, which allows access
to reflections out of the scattering plane. A pyrolytic graphite (PG) monochromator
with additional pyrolytic graphite filters to suppress λ/2 contamination in the incident
beam was used.
Two experiments were performed on 6T2 of Ho2PdSi3 with a neutron wavelength λ
= 2.345 Å. The first experiment employed a 3He-4He-dilution fridge (base temperature
below 200 mK) within a vertical magnet. The sample was oriented with its c-axis
vertical, i.e. along the magnetic field direction and the HK0 plane as the scattering
plane. The highest applied field in this experiment was 5 T. The single crystalline
sample was mounted inside a specially constructed sample holder filled with an 1:3
mixture of deuterated methanol/ethanol to avoid motion of the sample due to the
application of the magnetic field. The mixture freezes in an amorphous phase. No
background signal from the methanol/ethanol in the investigated Q area was observed.
A full 2θ scan to characterize this special sample holder technique was performed in a
later experiment on E2 with Tm2PdSi3 mounted in a similar sample holder (see chapter
6).
A subsequent, second experiment on the 6T2 diffractometer used the HHL scatter-
ing plane with the magnetic field applied parallel to (H, -H, 0). A standard cryostat
with base temperature 1.5 K was used. In this experiment a standard sample holder
and the absence of the dilution fridge resulted in a gain by a factor of three of the
scattered intensity.
2.2.1.2 The flat-cone diffractometer E2
E2 is a flat-cone diffractometer located at the Helmholtz-Zentrum for Materialien und
Energie GmbH (formerly Hahn-Meitner Institut) in Berlin, Germany. E2 is equipped
with a position sensitive detector covering a 2θ range of 80◦ which can be tilted out of
the scattering plane with the flat-cone geometry. Reciprocal planes are scanned layer
by layer by rotating the sample and lifting the detector which is especially optimized
to search for unknown structures. Moreover, the 2-d area detector covers about 10◦
vertically; thus when the scattering plane is HK0 (tilt angle 0) for example, the planes
such as HK 1
16
and HK 1
8
with nominal tilt angles 2.17 and 4.3 degrees (for neutron
wavelength 2.39 Å) are also observed in the detector. Therefore, by integrating different
parts of the area detector, multiple reciprocal planes can be obtained from a single
measurement. The on site data analysis application TVNexus is utilized to transform
the raw data from θ-2θ to hkl.
Many experiments have been performed on E2 with R2PdSi3 samples (see table 2.2
for a comprehensive list). In all experiments a pyrolytic graphite monochromator with
additional PG filters was used at a neutron wavelength λ = 2.39Å. Different sample
environments were used for different measurements including a standard orange-type
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Figure 2.2: A sketch of a triple-axis spectrometer, which consists of a monochromator,
sample table, analyzer and detector. The monochromator, sample and analyzer can
rotate around their respective axes, giving rise to the name ”triple-axis”.
cryostat capable of reaching 1.5 K base temperature, a 3He insert to reach 0.4 K as
well as a 5 T vertical magnet etc.
2.2.2 Inelastic neutron scattering
By analyzing the energy of the scattered neutrons, inelastic neutron scattering ex-
periments are able to measure the scattering function S(Q, ω) as a function of both
momentum transfer Q and energy transfer ~ω. For magnetic excitations the scatter-
ing function S(Q, ω) is related to the imaginary part of the generalized susceptibility
χ′′(Q, ω) by S(Q, ω) = χ
′′(Q,ω)
1−e−~ω/kBT , where
(14,91):
χ′′(Q, ω) =
∑
α,β
(δα,β − Q̂αQ̂α)
∑
i,j
e−Wi(Q)−Wj(Q)f ∗i (Q)fj(Q)(1 − e−~ω/kBT )
×
∑
R
eiQ·ReiQ·(rj−ri)
1
2π~
∫ ∞
−∞
〈m0iα(0)mRjβ(t)〉e−iωt d t (2.14)
where α, β sum over the x, y and z directions, i and j sum over atoms in the unit
cell, R sums over all unit cells. Calculations of generalized susceptibilities for various
magnetic excitations i.e. spin waves can be found in many textbooks (5,14,91).
One of the widely used inelastic neutron scattering spectrometers is the triple-axis
spectrometer. Shown in figure 2.2 is a sketch of a triple-axis spectrometer, which is only
different from a typical diffractometer (figure 2.1) due to the insert of an extra analyzer
crystal between the sample and detector. An analyzer is similar to a monochromator.
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It selects the neutrons with specific wavelength out of the scattered neutrons by setting
the scattering angle of the analyzer 2θA, thus only neutrons with certain energy are
detected, making the determination of the energy transfer possible.
There are usually two operation modes for a triple-axis spectrometer: the constant-
ki or -kf modes. In the constant-ki mode the wave vector of the incoming neutrons
(ki) is fixed, measurements with different energy transfer are realized by measuring the
outgoing neutrons with different wave vector (kf ). Vice-versa in the constant-kf mode
the kf is fixed while ki is varied. The ki-fixed mode is advantageous for experiments
requiring low background; while the kf -fixed mode is more convenient for measurements
in energy-loss mode (kf < ki)
(91).
2.2.2.1 The PANDA triple-axis spectrometer
PANDA is a cold triple-axis spectrometer located at FRM II in Garching, Germany.
The setup of PANDA is basically the same as sketched in figure 2.2 where PG002
is used for both monochromator and analyzer. Both flexible horizontal and vertical
focusing are available for the monochromator while for the analyzer only the horizontal
focusing is flexible and the vertical focusing is fixed. Scattering angles at the sample
range from few degrees to 135◦.
All inelastic scattering measurements for this work were performed on PANDA
with different configurations. A comprehensive list of the measurements with detailed
experimental conditions can be found in table 2.2. All experiments were performed
with constant kf mode at kf = 1.55 Å
−1 or 1.3 Å−1 with all focusing options used. A
liquid nitrogen cooled Be filter was mounted before the analyzer to suppress the λ/2
contamination. The sample environments used include a standard orange type cryostat
with base temperature 1.5 K, a 3He-4He dilution fridge with base temperature 50 mK
and a 15 T vertical split-coil magnet.
Polarization analysis on PANDA
One experiment with polarized neutrons was performed on Er2PdSi3. All experi-
ments discussed so far did not use polarized neutrons nor did analyze the polarization
state of the neutrons after the scattering. Thus an average of neutrons in different
polarization states was measured. The cross sections for polarized neutrons with po-
larization analysis allow unambiguously to separate nuclear and magnetic scattering in
different polarization channels. Therefore, by analyzing the polarization of the incom-
ing/outgoing neutrons, useful insights can be gained about the sample. Details about
polarized neutron scattering on a triple-axis spectrometer can be found in reference 91.
The measurement on Er2PdSi3 used the simplest configuration of polarization anal-
ysis: uni-axial analysis. A sketch of the experimental setup is shown in figure 2.3.
The normal PG002 monochromator/analyzer is replaced with a Heusler crystal which
acts as both the polarizer and monochromator/analyzer. Neutrons coming out of the
monochromator polarized and monochromatized, are then scattered by the sample.
A spin flipper between the sample and analyzer might be activated to flip the spin
15
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Figure 2.3: A sketch of the uni-axial polarization analysis on a triple-axis spectrometer.
Heusler crystals are used as monochromator/analyzer and polarizer. An optional spin
flipper is placed between the sample and analyzer.
orientation around. Finally the analyzer accepts only neutrons with specified spin ori-
entation and wavelength. Details about the polarization analysis option on PANDA
can be found in reference 26.
Elastic scattering on PANDA
One elastic scattering measurement was performed on Ho2PdSi3 at PANDA. One
thing worth noticing of an elastic measurement on a triple-axis spectrometer is that
the measured quantity is now not the integration of S(Q) =
∫
S(Q, ω) dω anymore.
With the analyzer, the measured intensity is the real elastic scattering intensity corre-
sponding to S(Q, ω = 0) with an energy window given by the energy resolution of the
spectrometer for elastic scattering. However, considering that the intensities at ~ω 6= 0
are considerably smaller than at ~ω = 0 for a Bragg reflection, the measured intensity
(∼ S(Q, ω = 0)) is approximated as S(Q).
2.A Tables of measurements performed
In the following all the measurements performed for this work are summarized. In
table 2.1 is a list of macroscopic measurements.
In table 2.2 is a list of neutron scattering experiments grouped into ”Diffraction”
and ”Inelastic Scattering” parts. Sample holders used in scattering measurements are
classified as ”Normal” and ”Special”. Normal sample holders are made of aluminum
or copper (for low temperatures below 1.2 K) coated or shielded by neutron absorbing
material, details about the used sample holder can be found in reference 30. Special
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Label Sample Mass / [mg] Apparatus
Sample Environment
Cryostat Magnet
VSM01 Er2PdSi3 132 VSM VTI, T >1.5 K 0 - 13 T
ACS01 Tm2PdSi3 170 ACS Dilution fridge, T >0.05 K 0 - 13 T
ACS02 Tm2PdSi3 170 ACS VTI, T >1.5 K 0 - 7 T
Table 2.1: List of macroscopic measurements performed for this work.
sample holders are small Aluminum capsules filled with an 1:3 mixture of deuterated
methanol/ethanol to keep the sample fixed in finite fields. A characterization of the
neutron scattering signal of the mixture is given in chapter 6. Mainly three types of
cryostats were used to access low temperatures: A standard orange-type cryostat using
4He capable of reaching 1.5 K, a 3He insert with base temperature 0.3 K and a 3He-4He
dilution fridge to reach 40 mK.
The single crystalline samples used in the measurements were grown by floating
zone melting with optical heating at melting temperatures >1500 ◦C from polycrys-
talline rods of 6 mm diameter and 55 mm length(8,74). The resulting crystals were
characterized by scanning electron microscopy and oriented using the X-ray Laue
method. For macroscopic measurements, oriented cuboid shaped samples with the
sizes of 2.6x3.0x3.5 mm3 (Tm2PdSi3) or 2.5x2.5x11 mm
3 (Er2PdSi3) were cut from the
single crystals. The samples for neutron diffraction were of masses larger and shaped
more irregularly.
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Experiment Sample
Mass /
[mg]
Sample Holder
Scattering
plane
Instrument
Neutron
wavelength / [Å]
Sample Environment
Cryostat Magnet
Diffrac-Ho1 Ho2PdSi3 2900 Normal HK0 E2 2.35
Standard
T>1.5 K
None
Diffrac-Ho2 Ho2PdSi3 2900 Special HK0 6T2 2.35
Dilution fridge
T>0.2 K
Vertical
0 - 7 T
D
iff
ra
ct
io
n Diffrac-Ho3 Ho2PdSi3 2900 Normal HHL 6T2 2.35
Standard
T>1.5 K
Vertical
0 - 7 T
Diffrac-Ho4 Ho2PdSi3 2900 Normal H0L PANDA 2.36
Standard
T>1.5 K
None
Diffrac-Tm1 Tm2PdSi3 670 Special HK0 E2 2.39
3He insert
T>0.4 K
Vertical
0 - 5 T
Diffrac-Er1 Er2PdSi3 1300 Normal HK0 E2 2.39
Standard
T>1.5 K
Vertical
0 - 5 T
Diffrac-Er2 Er2PdSi3 1300 Normal HK0 PANDA 2.36
Standard
T>1.5 K
None
Inelas-Ho5 Ho2PdSi3 2900 Normal HK0 PANDA
4.05 (kf = 1.55
Å−1)
Dilution fridge
T>0.04 K
None
In
e
la
st
ic
S
ca
tt
e
ri
n
g Inelas-Ho6 Ho2PdSi3 2900 Normal HK0 PANDA
4.05 (kf = 1.55
Å−1)
Standard
T>1.5 K
Vertical
0 - 13 T
Inelas-Ho7 Ho2PdSi3 2900 Normal HK0 PANDA
4.05 (kf = 1.55
Å−1) 5.24 (kf =
1.2 Å−1)
Standard
T>1.5 K
None
Inelas-Ho8 Ho2PdSi3 2900 Normal H0L PANDA
4.05 (kf = 1.55
Å−1)
Standard
T>1.5 K
None
Inelas-Er2 Er2PdSi3 1300 Normal HK0 PANDA
4.05 (kf = 1.55
Å−1) 4.83 (kf =
1.3 Å−1)
Standard
T>1.5 K
Vertical
0 - 13 T
Inelas-Er3 Er2PdSi3 1300 Normal HK0 PANDA
4.05 (kf = 1.55
Å−1) polarized
Standard
T>1.5 K
None
Inelas-Er4 Er2PdSi3 1300 Normal HHL PANDA
4.05 (kf = 1.55
Å−1)
Standard
T>1.5 K
None
Inelas-Tm2 Tm2PdSi3 670 Normal HHL PANDA
4.05 (kf = 1.55
Å−1)
Dilution fridge
T>0.04 K
None
Inelas-Tm3 Tm2PdSi3 670 Normal HK0 PANDA
4.05 (kf = 1.55
Å−1)
Standard
T>1.5 K
Vertical
0 - 13 T
Table 2.2: List of neutron scattering measurements performed for this work.
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2.B Convention of notations
The conventions of notations for crystallographic items in International Tables(45) are
followed as much as possible in this work. a, b and c denote the basis vectors of the
direct lattice in real space while a∗, b∗ and c∗ denote their counterparts in reciprocal
space. A reciprocal lattice point Q is expressed by its three coordinates in units of
a∗, b∗ and c∗ enclosed in parenthesis as (Qa, Qb, Qc). Note that in International
Tables there are no parentheses around the coordinates which is introduced here to
avoid confusions in the text. G represents a reciprocal lattice vector with integral
coordinates.
[uvw] with the square brackets denotes the indices of a lattice direction in real
space. (hkl) with the round brackets denotes the indices of a crystal face as in Inter-
national Tables; it is also used in this work to denote the indices of a lattice direction
in reciprocal space, which is perpendicular to the corresponding crystal face. Similarly
{hkl} represents a set of all symmetrically equivalent crystal faces or the correspond-
ing reciprocal lattice directions. It is worth noting that for a hexagonal crystal, the
directions of the basis vectors in real space and reciprocal space are not necessarily
the same. For example the (100) direction in reciprocal space is 30◦ away from the
[100] direction in real space. On the other hand the (001) direction is the same as
[001]. Moreover [u, v, w] and (h, k, l) are also used to denote the directions in real
and reciprocal space, respectively, if necessary to avoid confusions.
Reciprocal planes are denoted by HKL with only two of the three components
varying independently. For example HK0 denotes the plane in the reciprocal space
with L = 0, H and K free; or H̄2HL describes the plane where K = −2H, H and L
are free parameters, i.e. the plane is spanned by the two directions (−H, 2H, 0) and
(0, 0, L).
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Magnetic structures in R2PdSi3
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Chapter 3. Crystallographic structure of R2PdSi3
The existence of a crystallographic superstructure in R2PdSi3 featuring a doubled unit
cell in the basal plane and an 8 times larger unit cell along the c direction has been re-
ported earlier(23,30,63) and several models were proposed to describe the superstructure.
They are, however, not very satisfactory to describe the close correlation between the
crystallographic superstructure and the magnetic structures observed in recent experi-
ments on those compounds. This chapter tries to tackle the problem with a modulation
wave approach; a model will be presented for the superstructure which will be conve-
niently used in the following chapters for the description of the magnetic structures.
3.1 The basic structure
R2PdSi3 crystallize in an AlB2 derived hexagonal structure with the space group no.
P191, P 6/m m m (99). Rare-earth ions occupy the 1a Wyckoff position (0, 0, 0), the
Pd and Si ions occupy the 2d Wyckoff positions (1
3
, 2
3
, 1
2
) and (2
3
, 1
3
, 1
2
) in the primitive
unit cell (a, a, c) (46). Figure 3.1 shows a sketch of the basic structure. The lattice
Figure 3.1: The basic AlB2
structure of R2PdSi3. Rare-
earth ions (green) occupy Al
sites (0, 0, 0), Pd and Si
atoms (gold) occupy B sites
(13 ,
2
3 ,
1
2) and (
2
3 ,
1
3 ,
1
2). The
lattice constants a and c are
around 4 Å.
constants for compounds in the series have been tabulated in Table 9 in Frontzek’s
thesis (30) and are around 4 Å for both a and c throughout the series.
The space group P 6/m m m consists of 24 symmetry operations, including a six
fold rotation axis 00z, a mirror plane xy0, and 2 fold rotation axis xx0 etc. (please
refer to the International Tables(46) for a complete list.).
3.2 The observation of superstructure
There were already hints for the existence of a crystallographic superstructure in the
series R2PdSi3 from the very early studies. Rare-earth disilicides (RSi2) crystallize
in one of the three structure types(53): tetragonal ThSi2
(11), orthorhombic GdSi2 and
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hexagonal AlB2
(50) depending on the nature of the rare-earth ions and the silicon
content. However, in most cases, a stoichiometric 1:2 ratio has not been realized,
yielding Si deficient RSi2−x. The heavy rare-earth disilicides crystallize only in the
AlB2 type structure
(51). In these cases, silicon vacancies in the AlB2 structure forming
a superstructure have been reported for YbSi2−x
(54). In the isomorphic AlB2 type
RGe2−x compounds vacancy ordering was also observed
(105).
In the R2PdSi3 case, early X-ray investigations by Kotsanidis et al.
(61) suggested the
lattice constant a to be around 8 Å, twice as the currently recognized values implying
a doubled unit cell in the basal plane. A superstructure with a (2a, 2a, 4c) unit cell
for Ce2PdSi3 has been reported earlier
(43). Later neutron diffraction experiments on
powder samples (99) showed the occurrence of non-indexable reflections.
Recently neutron scattering experiments have been performed on R2PdSi3 (R =
Tb, Dy, Ho, Er, Tm) single crystals at E2(30,34). Figure 3.2 shows the full reciprocal
HHL-plane of a Tm2PdSi3 single crystal as an example. Note that indexing in the
following is based on the primitive unit cell (a, a, c) notation.
-4/8 -3/8 -2/8 -1/8 0.0 1/8 2/8 3/8 4/8
L on (0.5, 0.5, L) / [r. l. u.]
0.0
10.0
20.0
30.0
40.0
50.0
In
te
ns
ity
 / 
[a
. u
.]
Figure 3.2: Left: The full reciprocal HHL plane of Tm2PdSi3 measured on E2 at
T = 300 K and zero field, reproduced from the original 180◦ scan. Right: the section
(as labeled by the rectangular area in the color plot) cut from the plane. Extra reflections
at (±0.5, ±0.5, l8) with l = 1, 2, 3 can be identified.
The strong reflections (1, 1, 0) and (0, 0, 2) as labeled in the figure have been
observed as expected from the basic structure. Other weaker reflections (1, 1, 1) and
(0, 0, 1) can also be seen. The relative intensities of these reflections are in general
in agreement with predictions from P 6/m m m symmetry. The calculated squared
structure factors |F (Q)|2 are 2.47 : 2.48 : 0.04 : 0.04 for Q = (0, 0, 2), (1, 1, 0), (0, 0,
1) and (1, 1, 1), respectively. In the following the reflections which can be indexed by
integers will be referred to as main reflections.
Moreover, as shown in the right panel of figure 3.2 extra reflections at (±0.5,
±0.5, l
8
) have been observed. In addition, scans of reciprocal planes such as H0L,
HK 1
8
planes etc. have shown that intensities are also found on (2n+1
2
, 0, l
8
) and (0,
2n+1
2
, l
8
) positions where l, n are integers; no intensities were found on half integer L
positions. These observations have been made by neutron diffraction also in the other
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heavy rare-earth R2PdSi3 compounds. Intensities of these reflections are independent
of temperature (from 300 K down to low temperatures) and decoupled from the ap-
pearance of magnetic reflections (due to magnetic ordering within the range of 2 to
30 K). They are thus of crystallographic origin. Further detailed X-ray diffraction has
been performed on a Ho2PdSi3 single crystal, which confirmed the existence of the ex-
tra reflections(23) although the relative intensities of the reflections were not the same
as those from neutron scattering.
In short, the experimental findings can be summarized as the following:
• Extra structural reflections at Q = G + (1
2
, 0, l
8
), (0, 1
2
, l
8
) and (1
2
, 1
2
, l
8
) where
G represents main reflections and l = ±1, ±2 or ±3.
• No intensities at Q = G + (0, 0, l
8
).
• No intensities at Q = G + (1
2
, 0, 4i
8
), (0, 1
2
, 4i
8
) and (1
2
, 1
2
, 4i
8
) with i integer.
• Intensities of the extra reflections obey the hexagonal symmetry roughly.
• The neutron scattering intensity at Q = G + (h, k, ±3
8
) is the strongest, followed
by the G + (h, k, ±2
8
) and the weakest at G + (h, k, ±1
8
) where (h, k) denotes
the half positions in the basal plane of the reciprocal space. The intensity ratio
is roughly 4 : 1.7 : 1 for all compounds.
• The ratio between the neutron scattering intensity of a main reflection (1, 1, 0)
and a superstructure reflection (1
2
, 1
2
, 3
8
) is roughly 170:1 for Tm2PdSi3.
It is worth noting that the hexagonal symmetry seems to be preserved by the extra
reflections, suggesting that the basic structure with symmetry P 6/m m m would be
a good starting point for the superstructure model. The ratio between the intensities
of 3
8
, 2
8
and 1
8
reflections does not depend on the rare-earth ions, implying that the
superstructure is mainly due to Pd and Si modulations; effects from the rare-earth
ions seem to be small.
3.3 The crystallographic structure model
3.3.1 Description of superstructure using modulation wave approach
To describe the weak extra reflections between the main Bragg peaks, there are two
major mathematical approaches(79,81,107): a reciprocal modulation wave approach and a
real space correlation approach. The real space approach describes the structure by its
arrangement in real space, i.e. via chemical and displacement atomic pair-correlation
parameters. The modulation wave approach describes the structure as the sum of an
average structure and a set of modulated structures of compositions and/or atomic
displacements. For the latter approach some new types of symmetry groups have
been developed, for example the superspace groups constructed in a multi-dimensional
space (57,112).
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The following description is based on the reciprocal modulation wave approach
and only that part of the theory relevant to the current problem is presented. For a
comprehensive explanation of the theory one should refer for example to the textbook of
Nield et al. (79). The analysis will be developed in the frame of normal three dimensional
symmetry group without reference to the supersymmetry picture. The calculations are
based on neutron scattering, formulae for X-ray scattering can be easily obtained by
replacing the neutron scattering lengths b with the corresponding atomic form factors.
The function of the scattering strength g(r, t) (see equation 2.8) of a crystal, the
unit cell of which contains atom i, with scattering length bi at positions ri, can be
described as (5):
g(r) =
∑
R
∑
ri
bR,iδ(r − R − ri(R)) (3.1)
where the time dependence of g is not considered, R denotes the R-th unit cell, and
ri(R) is the position of the i-th atom in the R-th unit cell. The scattering function
S(Q) is proportional to the square of the structure factor F (Q) which is the Fourier
transform of g(r):
S(Q) ∝ |F (Q)|2 (3.2)
where F (Q) =
∫
g(r)eiQ·rdr
=
∑
R
∑
ri
∫
bR,iδ(r − R − ri)eiQ·rdr
=
∑
R
∑
ri
bR,ie
iQ·(R+ri(R)) (3.3)
For simple structures without any modulation bR,i = bi and ri(R) = ri, the above
equation can be further simplified as:
F (Q) =
∑
R
eiQ·R
∑
ri
bie
iQ·ri
=
∑
G
δ(Q − G)
∑
ri
bie
iQ·ri (3.4)
where G is the lattice vector in the reciprocal space.
For superstructures due to positional modulation of atoms in the unit cell, bR,i = bi
while ri(R) can be expanded as its Fourier transform: ri(R) = r
0
i +
∑
τ δri,τe
−iτ ·R
where r0i is the average position of the i-th atom, δri,τ and τ are the amplitude and
propagation vector for the modulation. For this case, F (Q) can not be written in any
simpler form. Following detailed analysis in references 80, 112 it can be shown that
extra reflections will be observed at Q = G + τ with intensity proportional to |δri|2.
For superstructures due to occupational modulation of atoms in the unit cell, the
relative position of atoms in each unit cell is constant: ri(R) = ri; and the scattering
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length bR,i can be expanded as: bR,i = b̄i + δbi where δbi =
∑
τ bτ ,ie
−iτ ·R, b̄i is the
average scattering length on the i-th site, bτ ,i and τ are the amplitude and propagation
vector of the modulation. In the R2PdSi3 case the average scattering length on B
positions is b̄i =
bPd+3bSi
4
. Similarly F (Q) can be simplified as:
F (Q) =
∑
R
∑
ri
(b̄i +
∑
τ
bτ ,ie
−iτ ·ReiQ·(R+ri))
=
∑
R
eiQ·R
∑
ri
b̄ie
iQ·ri +
∑
τ
∑
R
ei(Q−τ)·R
∑
ri
bτ ,ie
iQ·ri
=
∑
G
δ(Q − G)
∑
ri
b̄ie
iQ·ri +
∑
τ
δ(Q − τ − G)
∑
ri
bτ ,ie
iQ·ri (3.5)
As can be seen, this kind of modulation will also give rise to extra reflections at
Q = G+τ in addition to the main reflections G. The intensities of the main reflections
are now determined by the average scattering length b̄i while the intensities of the extra
reflections are determined by the magnitude of the modulation of the scattering length.
3.3.2 Structure model for R2PdSi3
Simply from the diffraction pattern it is hard to distinguish between positional and
occupational modulation, or the combination of both. In the case of R2PdSi3, Pd and
Si atoms were supposed to be statistically distributed on B sites. Yet because of the
large difference in their atomic volumes (Pd radii 1.4 Å and Si radii 1.1 Å (94)) a perfect
statistical distribution is rather unlikely. Thus the simplest possibility would be the
occupational modulation on B sites by the alternation of Pd and Si atoms. Moreover
the following assumptions are made for the current analysis of the structure model:
• The superstructure in R2PdSi3 is mainly caused by occupational modulation.
Possible positional modulation (which should be weak if not zero) is ignored.
• The occupational modulation is realized by alternating Pd and Si atoms on B
sites.
• The B sites are no longer statistically occupied. This assumption can be justified
by the EXAFS studies on the series of compounds by Leisegang(63) where it has
been shown that the statistical distribution of Pd and Si atoms on B sites is
highly unlikely.
The rare-earth sites are labeled as the 0-th site in the unit cell and the Pd/Si sites
as the 1-st and 2-nd sites: r0 = (0, 0, 0), r1 = (
1
3
, 2
3
, 1
2
), and r2 = (
2
3
, 1
3
, 1
2
). Then
bR,0 = b̄0 = bR and b̄1,2 =
3bSi+bPd
4
where bR, bSi and bPd are the neutron scattering
lengths for R, Si and Pd atoms, respectively. To describe the superstructure, multiple
propagation vectors are needed. For convenience of description, they are categorized
into three groups: { ±τ i1} = {±(12 , 0, i8)}, { ±τ i2} = {±(0, 12 , i8)} and {±τ i3} = {±(12 ,
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1
2
, i
8
)}. The next step is to determine the Fourier component for each propagation
vector bτ ,i.
The actual scattering length in R-th unit cell on i-th site bR,i=1,2 can be written as:
bi=1,2(R) =
3bSi + bPd
4
+ δbi(R)
where δbi(R) =
∑
k=1,2,3
bτk
1
,ie
i2πτk1 ·R +
∑
k=1,2,3
bτk
2
,ie
i2πτk2 ·R +
∑
k=1,2,3
bτk
3
,ie
i2πτk3 ·R + c.c.
(3.6)
where c.c. denotes the complex conjugate of the previous terms. Now apply the third
assumption that on each site it should be either a Pd or Si ion, i.e. bi=1,2 = bSi or bPd,
thus δbi(R) should be either
bSi−bPd
4
(for Si sites) or −3 bSi−bPd
4
(for Pd sites).
3.3.2.1 The Fourier components of the superstructure
Following equation 3.6, explicitly writing out the neutron scattering length bi(R) on the
i-th position in unit cell R = (0, 0, z), (1, 0, z), (1, 1, z) and (0, 1, z) (since the analysis
does not depend on the position in the unit cell, the subscript i will be omitted in the
notation.) yields:
δb(R = (0, 0, z)) =
∑
k
(bτk
1
+ bτk
2
+ bτk
3
)ei2π·z·
k
8 + c.c.
δb(R = (1, 0, z)) =
∑
k
(−bτk
1
+ bτk
2
− bτk
3
)ei2π·z·
k
8 + c.c.
δb(R = (1, 1, z)) =
∑
k
(−bτk
1
− bτk
2
+ bτk
3
)ei2π·z·
k
8 + c.c.
δb(R = (0, 1, z)) =
∑
k
(bτk
1
− bτk
2
− bτk
3
)ei2π·z·
k
8 + c.c. (3.7)
As can be seen
∑
z δb(z) = 0 for each R listed in the above equations. Since δbi
can only take the value bSi−bPd
4
or −3 bSi−bPd
4
, the sequence on each R position along
z direction can only consist of 6 Si and 2 Pd ions. There are only two inequivalent
arrangements of 6 Si and 2 Pd ions which will give zero for 4
8
and 0
8
Fourier components:
Sequence 1 Pd-Pd-Si-Si-Si-Si-Si-Si and sequence 2 Pd-Si-Si-Pd-Si-Si-Si-Si. The two
sequences can be expressed in Fourier expansion as in equation 3.8, the respective
Fourier components are listed in table 3.1.
b(z) =
3bSi + bPd
4
+
bSi − bPd
4
∑
k=1,2,3
cke
iφkei2π·z·
k
8 (3.8)
Other sequences like Si-Pd-Pd-Si-Si-Si-Si-Si have the same Fourier components as
sequence 1, but with a phase shift 2π
8
in addition to the phase angle of sequence 1.
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Sequence 1
c11 1.847759 φ
1
1 -2.74889
c12 1.414214 φ
1
2 -2.35619
c13 0.765367 φ
1
3 -1.96349
Sequence 2
c21 0.765367 φ
2
1 -1.96349
c22 1.414214 φ
2
2 2.35619
c23 1.847759 φ
2
3 -2.74889
Table 3.1: Fourier components and phase angle for the two possible arrangements of 6
Si and 2 Pd atoms, for which the 0-th and 4-th order component are zero.
Those sequences which are different from sequence 1 and 2 only by a phase shift n · 2π
8
are considered equivalent.
Since the sequences on position Ri should be equivalent sequences to the sequence
1 or 2, comparing equations 3.7 and 3.8, the following equations can be written down:
bτk
1
+ bτk
2
+ bτk
3
= b1ke
iθ1keikψ1
−bτk
1
+ bτk
2
− bτk
3
= b2ke
iθ2keikψ2
−bτk
1
− bτk
2
+ bτk
3
= b3ke
iθ3keikψ3
bτk
1
− bτk
2
− bτk
3
= b4ke
iθ4keikψ4 (3.9)
where k = 1, 2, 3, bik and θ
i
k should take the values for one of the two sequences listed in
table 3.1, ψi is the phase shift of the actual sequence on position Ri from the sequence
1 or 2 which can only take the value n · 2π
8
with n being integer.
The above equations 3.9 can be simplified to:
4
∑
i=1
bike
iθikeikψi = 0 (3.10)
where i sums over the four positions in the doubled unit cell in the basal plane.
Four kinds of solutions exist for the above equation as detailed below.
Type I Solution All bik and θ
i
k take the values for sequence 1, e.g. b
i
k = c
1
k and
θik=φ
1
k. Then the equation 3.10 can be further simplified as:
4
∑
i=1
eikψi = 0 (3.11)
There are infinite choices of ψi which satisfy the above equation since if {ψi} is one set
of a solution of the equation then {ψi+random angle} would also be a solution. But
they are physically equivalent. Therefore only the inequivalent solutions are presented
here (same below). One solution of {ψi} is: ψ1 = 0, ψ2 = π2 , ψ3 = π, ψ4 = 3π2 . The
values for bτki are determined accordingly as listed in table 3.2.
Similarly, 5 other solutions can be found by permutation of {0, π
2
, π, 3π
2
} for ψi (see
table 3.3). It can be shown that the 6 solutions can be transformed from each other
with symmetry operations in space group P 6/m m m. This implies the existence of
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k 1 2 3
bτk
1
√
2
2
c11e
iφ11e−i
π
4 0
√
2
2
c13e
iφ13ei
π
4
bτk
2
√
2
2
c11e
iφ11ei
π
4 0
√
2
2
c13e
iφ13e−i
π
4
bτk
3
0 c12e
iφ12 0
Table 3.2: Type I solution S1-1
of Fourier components for prop-
agation vectors bτ when ψ1 = 0,
ψ2 =
π
2 , ψ3 = π and ψ4 =
3π
2 .
twinned domains of symmetric superstructure. In the following only analysis for S1-1
will be shown, the same approach (that only one of the symmetric equivalent solutions
is discussed) applies for the other type of solutions as well.
S1-2: ψ1 = 0, ψ2 =
π
2
, ψ3 =
3π
2
, ψ4 = π
k 1 2 3
bτk
1
0 c12e
iφ12 0
bτk
2
√
2
2
c11e
iφ11ei
π
4 0
√
2
2
c13e
iφ13e−i
π
4
bτk
3
√
2
2
c11e
iφ11e−i
π
4 0
√
2
2
c13e
iφ13ei
π
4
S1-3: ψ1 = 0, ψ2 = π, ψ3 =
π
2
, ψ4 =
3π
2
k 1 2 3
bτk
1
√
2
2
c11e
iφ11e−i
π
4 0
√
2
2
c13e
iφ13ei
π
4
bτk
2
0 c12e
iφ12 0
bτk
3
√
2
2
c11e
iφ11ei
π
4 0
√
2
2
c13e
iφ13e−i
π
4
S1-4: ψ1 = 0, ψ2 = π, ψ3 =
3π
2
, ψ4 =
π
2
k 1 2 3
bτk
1
√
2
2
c11e
iφ11e−i
π
4 0
√
2
2
c13e
iφ13ei
π
4
bτk
2
0 c12e
iφ12 0
bτk
3
√
2
2
c11e
iφ11ei
π
4 0
√
2
2
c13e
iφ13e−i
π
4
S1-5: ψ1 = 0, ψ2 =
3π
2
, ψ3 = π, ψ4 =
π
2
k 1 2 3
bτk
1
√
2
2
c11e
iφ11ei
π
4 0
√
2
2
c13e
iφ13e−i
π
4
bτk
2
√
2
2
c11e
iφ11e−i
π
4 0
√
2
2
c13e
iφ13ei
π
4
bτk
3
0 c12e
iφ12 0
S1-6: ψ1 = 0, ψ2 =
3π
2
, ψ3 =
π
2
, ψ4 = π
k 1 2 3
bτk
1
0 c12e
iφ12 0
bτk
2
√
2
2
c11e
iφ11e−i
π
4 0
√
2
2
c13e
iφ13ei
π
4
bτk
3
√
2
2
c11e
iφ11ei
π
4 0
√
2
2
c13e
iφ13e−i
π
4
Table 3.3: Fourier components for
propagation vectors bτ for different
values of ψi.
Type II Solution All bik and θ
i
k take the values for sequence 2, e.g. b
i
k = c
2
k and
θik=φ
2
k. Following similar analysis detailed above for Solution 1, there are six symmetric
equivalent solutions for bτki one of which is listed in table 3.4.
k 1 2 3
bτk
1
√
2
2
c21e
iφ21e−i
π
4 0
√
2
2
c23e
iφ23ei
π
4
bτk
2
√
2
2
c21e
iφ21ei
π
4 0
√
2
2
c23e
iφ23e−i
π
4
bτk
3
0 c22e
iφ12 0
Table 3.4: Type II Solution of Fourier components for propagation vectors bτ .
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Type III Solution Each of the four bike
iθikeikψ
i
takes values in {c2keikφ
2
k , c2ke
ikφ2keik
π
2 ,
c2ke
ikφ2keik
π
4 , c1ke
ikφ1keik
3π
2 }. The permutation of bikeiθ
i
keikψ
i
in the four possible values
gives rise to 24 possible solutions. They can again be transformed from each other
with the symmetric operations in the P 6/m m m group and are therefore considered
symmetric equivalent. One example for bτki is listed in table 3.5.
k 1 2 3
bτk
1
c21e
iφ21 (1+ei
π
4 )
2
c22e
iφ22 (1+ei
π
2 )
2
c23e
iφ23 (1+ei
3π
4 )
2
bτk
2
c21e
iφ21 (1+ei
π
2 )
2
0
c23e
iφ23 (1+ei
3π
2 )
2
bτk
3
c21e
iφ21+c11e
iφ11ei
3π
2
2
c22e
iφ22−c12eiφ
1
2
2
c23e
iφ23+c13e
iφ13ei
π
2
2
Table 3.5: Type III Solution of Fourier components for propagation vectors bτ .
Type IV Solution Each of the four bike
iθikeikψ
i
takes values in {c1keikφ
1
k , c1ke
ikφ1keik
π
2 ,
c1ke
ikφ1keik
5π
4 , c2ke
ikφ2keikπ}. Similar as Type III solution, there are 24 symmetric equiva-
lent solutions of bτki as well. One of them are listed in table 3.6.
k 1 2 3
bτk
1
c11e
iφ11 (1+ei
5π
4 )
2
c12e
iφ12 (1+ei
π
2 )
2
c13e
iφ13 (1+ei
−π
4 )
2
bτk
2
c11e
iφ11 (1+ei
π
2 )
2
0
c13e
iφ13 (1+ei
3π
2 )
2
bτk
3
c11e
iφ11−c21eiφ
2
1
2
c12e
iφ12+c12e
iφ12
2
c13e
iφ13−c23eiφ
2
3
2
Table 3.6: Type IV solution of Fourier components for propagation vectors bτ .
As a summary the two Pd/Si sites in the unit cell can take any of the equivalent
solutions of Fourier components in the 4 types, 60 solutions listed above. Accordingly
on each of the positions, the sequence along c direction would be either sequence 1 or
2.
3.3.2.2 The two Pd/Si sites in the unit cell
The infinite number of equivalent solutions which differ from each other only with a
phase shift poses the problem that bτ ,1 and bτ ,2 on the two sites can assume values
with random phase shift and the combination of them is then not physically equiva-
lent. Fortunately group theory can be employed to apply some limits on the possible
phase differences between the Fourier components of the two sites. Apply P 6/m m m
symmetry on the modulation vectors, the small group that leave the propagation vec-
tor unchanged can be obtained. Take bτ1
1
for example, the small group consists of
four symmetry elements Gτ
1
1 = {1, 20,0,z, m2x,x,z, m0,y,z}. There are four irreducible
representations for the group, the character table for which are detailed in table 3.7.
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The basis functions can be constructed using bτ ,1 and bτ ,2 for each representation as
listed in table 3.7.
1 20,0,z m2x,x,z m0,y,z Basis
Γ1 1 1 1 1 bτ ,1 + bτ ,2
Γ2 1 1 -1 -1
Γ3 1 -1 1 -1 bτ ,1 − bτ ,2
Γ4 1 -1 -1 1
Table 3.7: The character table for the irreducible representations of the small group Gτ
of propagation vector τ 11 = (0.5, 0,
1
8) in space group P 6/m m m. The basis functions
are constructed with the Fourier components of the propagation vector on each site bτ ,1
and bτ ,2 when possible.
Thus there are only two possibilities for bτ1
1
,1 and bτ1
1
,2: bτ1
1
,1 = bτ1
1
,2 with phase
shift φ = 0 as in representation Γ1, or bτ1
1
,1 = −bτ1
1
,2 with φ = π as in representation
Γ3. To preserve the sequences on the two sites as sequence 1 or 2, the phase shift for
bτk
1
should be kφ. So if φ = 0 for bτ1
1
,1, the phase shift should be 0 for bτ2
1
,3 accordingly;
while if φ = π, the phase shift should be 2π and 3π for bτ2
1
and bτ3
1
accordingly. The
symmetry analysis for other groups of propagation vectors follows similarly although
the symmetry elements in the small group are not the same for each group. In the
following the two situations are discussed for phase shift φ = 0 and φ = π separately.
Case 1: bτ1i follows Γ
1 symmetry When bτ1i follows the symmetry defined by
the irreducible representation Γ1, i.e. φ = 0, the phase shifts for both b
τ
2,3
i
are also
zero, meaning bτki ,1 = bτki ,2. bτ2i and bτ3i are also with Γ
1. Following equation 3.5 the
structure factor for the superstructure reflections are determined as following:
F (Q = G + τ ) =
∑
ri
bτ ,ie
i(G+τ)·ri
= bτ · eiπ(l+τz) · ei2π
h+k
3 · ei2π
τx+τy
3 (ei2π
k+τy
3 + ei2π
h+τx
3 ) (3.12)
where G = (h, k, l), τ = (τx, τy, τz), r1 = (
1
3
, 2
3
, 1
2
), and r2 = (
2
3
, 1
3
, 1
2
) have been
incorporated in the equation. When 2π k+τy
3
= 2π h+τx
3
+ (2m + 1)π, F (Q) = 0 which
means that the reflections are extinct due to symmetry and the extinction condition
is: k = h+ τx − τy + 3m+ 32 . For propagation vectors τ k3, τx = τy = 0.5, the condition
will never be satisfied; however for propagation vectors τ k1,2 the extinction condition
can be fulfilled at certain reflections.
Note that the extinction conditions differ in different twinned domains and can be
generated with the same symmetry operation. This extinction condition will extinct
reflections with non-zero Fourier component, as a result at reciprocal lattice points
where the extinction condition is fulfilled, two of the six superstructure reflections
will not be present (for example at G = (0, 1, 0), τ i2 will be missing). This applies
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to all four types of solutions. However, the experimental results showed that, all
six superstructure reflections are found around all measured reciprocal lattice points
including G = (0, 1, 0). Therefore, this case can be excluded.
Case 2: bτ1i follows Γ
3 symmetry When bτ1i follows the symmetry defined by the
irreducible representation Γ3, i.e. φ = π, the phase shifts for bτ2i and bτ3i should be 2π
and 3π respectively, meaning b
τ
1,3
i ,1
= −b
τ
1,3
i ,2
and bτ2i ,1 = bτ2i ,2. So bτ2i follows Γ
1 while
b
τ
1,3
i
follows Γ3 symmetry.
The extinction condition for Γ1 symmetry has been derived previously in case 1:
k = h+ τx− τy + 3m+ 32 . For propagation vectors bτ21,2 this condition can be satisfied.
Similarly the intensity for the superstructure reflections can be deduced for Γ3
symmetry in the following:
F (Q = G + τ ) =
∑
ri
bτ ,ie
i(G+τ)·ri
= bτ · eiπ(l+τz) · ei2π
h+k
3 · ei2π
τx+τy
3 (ei2π
k+τy
3 − ei2π h+τx3 ) (3.13)
The extinction condition now is k+τy
3
= h+τx
3
+ m ⇒ k = h + 3m + τx − τy. For
propagation vectors τ k1,2, one of τx and τy is zero, so the condition will never be met.
While for τ k3, τx = τy = 0.5 the condition is then met when k = h+ 3m. This applies
to the 1
8
and 3
8
propagation vectors.
Type I and II Solutions fit with the extinction conditions perfectly, where reflections
are extinct from the symmetry while their Fourier components are already zero. As a
result from the averaging over the domains, no superstructure reflection will be missing.
For type III and IV Solutions the situation is more complicated and the intensities will
depend on whether or not the extinction conditions are fulfilled.
Consideration of symmetric equivalent solutions As mentioned before, for each
type of solution there are multiple symmetric equivalent solutions, the exact extinction
conditions differ for each solution which can be derived by symmetry operations. For
example solution S1-2 listed in table 3.3 is the result of 2-fold rotation 2x,0,0 on solution
S1-1. The basis function of S1-1 for τ 1,31 is bτ ,1 − bτ ,2 for representation Γ3, the rotated
basis function is then 2x,0,0 · (bτ ,1 − bτ ,2) = bτ ,2(01̄0) − bτ ,1(1̄1̄0) = bτ ,2ei2πτ ·(0,1̄,0) −
bτ ,1e
i2πτ ·(1̄,1̄,0) = bτ ,2 + bτ ,1 where bτ ,2(01̄0) denotes the second site in the unit cell (0, 1̄,
0), bτ ,1(1̄1̄0) for the first site in unit cell (1̄, 1̄, 0) and τ
1,3
1 = (
1
2
, 0, 1,3
8
) has been used.
Note that the basis function is now bτ ,2 + bτ ,1 as for representation Γ
1 instead of Γ3
as in S1-1. The propagation vector is now 2x,0,0 · (12 , 0,
1,3
8
) → (1
2
,−1
2
, 1,3
8
). According
to the analysis in case 1 for Γ1 symmetry, the extinction rules will not be met for this
propagation vector. So there will be intensity on reflection (1
2
,−1
2
, 1,3
8
) from solution
S1-2, although it’s zero from solution S1-1. Similar analysis can be performed for other
propagation vectors and symmetric equivalent solutions.
The conclusion is that for each type of solution, one symmetric equivalent so-
lution contributes partly to the superstructure reflections due to extinction rules or
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by the solution itself and the observed intensity is the average from all the symmet-
ric equivalents. As a result we should observe the same intensity on the six sym-
metric reflections around each reciprocal lattice point which is proportional to the
average |F (Q)|2 = 1
Ns
∑
i |F (Q)|2 where the summation is over all the symmetric
equivalent solutions and Ns is the total number. In table 3.8 the averaged values for
|F (Q = G + τ )|2 are listed for the 4 solutions.
Q = (h, k, l) + τ τz =
i
8
Solution 1 Solution 2 Solution 3 Solution 4
k = h+ 3m
1 1
3
c11
2 1
3
c21
2 1
12
(4 +
√
2)c21
2 1
12
(4 −
√
2)c11
2
2 1
3
c12
2 1
3
c22
2 1
3
c22
2 1
3
c12
2
3 1
3
c13
2 1
3
c23
2 1
12
(4 −
√
2)c23
2 1
12
(4 +
√
2)c13
2
k = h+ 3m+ 1
1 1
3
c11
2 1
3
c21
2 1
6
(3 +
√
2)c21
2 1
6
(3 −
√
2)c11
2
2 1
3
c12
2 1
3
c22
2 1
3
c22
2 1
3
c12
2
3 1
3
c13
2 1
3
c23
2 1
6
(3 −
√
2)c23
2 1
6
(3 +
√
2)c13
2
k = h+ 3m+ 2
1 1
3
c11
2 1
3
c21
2 1
6
(3 +
√
2)c21
2 1
6
(3 −
√
2)c11
2
2 1
3
c12
2 1
3
c22
2 1
6
c22
2 1
6
c12
2
3 1
3
c13
2 1
3
c23
2 1
6
(3 −
√
2)c23
2 1
6
(3 +
√
2)c13
2
Table 3.8: The averaged |F (Q = G+τ )|2 for each type of solutions. |F (Q)|2 of Solution
1 and 2 do not depend on whether k = h+ 3m, k = h+ 3m+ 1 or k = h+ 3m+ 2, while
for solutions 3 and 4 they matters because of the extinction conditions. The average has
been performed over all the symmetric equivalent solutions in each type.
As can be seen from table 3.8, type I and IV solutions can be excluded because
the intensities at 3
8
reflections are smaller than the intensities at 1
8
reflections which
is against the experimental observation. Both type II and III solutions give smaller
intensities at 1
8
satellites, however the ratio between 1
8
, 2
8
and 3
8
of type II solution
is around 1 : 3.4 : 5.8 which is more close to the experimental observation (1 : 1.7
: 4) than solution 3 (1 : 2.5 : 2.8 for k = h + 3m). Moreover in solution 3 the
superstructure intensities are different around G = (0, 1, 0) where k = h + 1 and
G = (0,−1, 0) where k = h+ 3 · (−1) + 2. Although the neutron scattering intensities
are too weak to be used to examine quantitatively the relative intensities, the simpler
type II solution seems more feasible. Also as will be shown later, in type III solution
there exist two identical Pd-Si layers adjacent to each other, as shown by EXAFS and
DFT analysis in Leisegang’s thesis(63), this is energetically unstable. Further analysis
of the observations in connection with the magnetic structures in the following will also
show that type II solution is closer to reality.
3.3.2.3 The solution
As a conclusion, the type II solution with Γ3 symmetry for b
τ
1,3
i
and Γ1 for bτ2i as
described in case 2 is the best model to describe the superstructure observed in the
R2PdSi3 series. The Fourier components for each propagation vector bτ for solution 2
are listed in table 3.9, reproduced from table 3.4. Since the extinction conditions due
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to symmetry are automatically fulfilled by the zero Fourier components, the extinction
conditions will not be considered anymore. Note that the zero components in the
solution indicate that there should be no intensity on (0, 1
2
, 2
8
) reflections etc.
k 1 2 3
bτk
1
√
2
2
b1e−i
π
4 0
√
2
2
b3ei
π
4
bτk
2
√
2
2
b1ei
π
4 0
√
2
2
b3e−i
π
4
bτk
3
0 b2 0
Table 3.9: Fourier components for propagation vectors bτ of the crystallographic su-
perstructure, where bi = ci
bSi−bPd
4 e
iφi ; the exact values for ci and φi are listed in table
3.1.
As a result of the P 6/m m m symmetry on the modulation vectors, there are
six twinned domains which can be transformed between each other with symmetry
operations in the coset of the small group Gτ1
1
as shown in table 3.10.
P
P
P
P
P
P
P
PP
Domains
τ ki (0.5, 0.0, k
8
) (0.0, 0.5, k
8
) (0.5, 0.5, k
8
)
D1 = 1 · D1 (0.5, 0.0, k8 ) (0.0, 0.5, k8 ) (0.5, 0.5, k8 )
D
′
1 = 2x,x,0D1 (0.0, 0.5, −k8 ) (0.5, 0.0, −k8 ) (0.5, 0.5, −k8 )
D2 = 3
−
0,0,zD1 (-0.5, 0.5,
k
8
) (-0.5, 0.0, k
8
) (-1.0, 0.5, k
8
)
D
′
2 = 20,y,0D1 (-0.5, 0.0, −k8 ) (-0.5, 0.5, −k8 ) (-1.0, 0.5, −k8 )
D3 = 3
+
0,0,zD1 (0.0, -0.5,
k
8
) (0.5, -0.5, k
8
) (0.5, -1.0, k
8
)
D
′
3 = 2x,0,0D1 (0.5, -0.5, −k8 ) (0.0, -0.5, −k8 ) (0.5, -1.0, −k8 )
Table 3.10: Six domains of the superstructure result due to the P 6/m m m space
group. Each domain contributes to the intensity of propagation vectors associated to
itself. Eventually reflections are observed for every propagation vector despite of the zero
component for certain propagation vectors of each domain. For example, the intensities
at (0.5, 0, 18) and (0.5, 0,
3
8) are from domain D1 and D2 while the intensity at (0.5, 0,
2
8) is from D3.
While each domain has the reduced 2-fold symmetry, in experiment the observed
hexagonal symmetry results from the 6 equally populated twinned domains. Although
bτ1
3
= 0 for domain D1, there are still observed intensities on this position due to
contributions from domain D3, D
′
3, D2 and D
′
2. The intensities are then proportional
to the square of the difference between the neutron scattering lengths of Pd and Si
|bPd − bSi|2, with the strongest reflections at 38 positions and weakest at 18 positions.
3.3.3 Comparison with previous models
Taking the notations in Frontzek’s thesis(30), there are four possible Pd-Si layers of the
doubled unit cell in the basal plane which are of 2-fold symmetry. Shown in figure 3.3
are the sketches of the four layers labeled as A, B, C and D layers.
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(a) layer A
(b) layer B
(c) layer C
(d) layer D
Figure 3.3: Sketches
of the four possible lay-
ers labeled A (a), B
(b), C (c), and D
(d). The rare-earth ions
are depicted in green.
The position of the sil-
icon (red) and palla-
dium (gold) atoms is
c/2 above the basal
plane.
In this approach of description, domain D1 is of the sequence DCABCDBA and is
plotted in figure 3.4. Other symmetric equivalent domains obtained above are of the
Figure 3.4: Sketch of superstructure D1 of with layer
sequence DCABCDBA. Positions of Pd and Si atoms are
listed in the following table.
z (
13 ,
23 ,
z
)
(
23 ,
13 ,
z
)
(
43 ,
23 ,
z
)
(
53 ,
13 ,
z
)
(
43 ,
53 ,
z
)
(
53 ,
43 ,
z
)
(
13 ,
53 ,
z
)
(
23 ,
43 ,
z
)
0 Si Pd Si Si Pd Si Si Si
1 Pd Si Si Si Si Pd Si Si
2 Si Si Pd Si Si Si Si Pd
3 Si Si Si Pd Si Si Pd Si
4 Pd Si Si Si Si Pd Si Si
5 Si Pd Si Si Pd Si Si Si
6 Si Si Si Pd Si Si Pd Si
7 Si Si Pd Si Si Si Si Pd
following arrangements in z direction:
• D1: DCABCDBA; D2: DBCABDAC; D3: DABCADCB
• D′1: DCBACDAB; D
′
2: DBACBDCA; D
′
3: DACBADBC
Similarly, one of the type III solution yields the sequence BDDCABCA. As can be
seen, the two D layers are adjacent to each other. According to the EXAFS data and
DFT analysis in Leisegang’s thesis(63), this configuration is energetically unstable.
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3.4 Implications for magnetic structures
As a consequence of the crystallographic superstructure, the rare-earth sites in the
crystal are no longer equivalent to each other. Due to the different local environments,
several species of rare-earth ions (R1 and R2) arise. The differences originate either
from CEF effects or RKKY exchange interactions; the magnitude of the differences is
then dependent on the relative strength of the interactions.
Considering only the nearest neighbors, two kinds of local environments, conse-
quently two species of rare-earth ions exist in the six superstructure domains, as de-
picted in the following figure 3.5.
Figure 3.5: The sketch of the local environment of the two rare-earth sites. R1 (left)
type with only two Pd atoms as nearest neighbors, either above or underneath; R2 (right)
type with four nearest neighbor Pd atoms, two above and two underneath.
For certain sequences of layers, the arrangement of rare-earth ions is also fixed.
Take D1 for example, the sequences of rare-earth ions at the following positions are as
listed below:
• R = (0, 0, 0): R1-R2-R1-R1-R2-R2-R2-R1
• R = (1, 0, 0): R2-R1-R1-R2-R1-R1-R2-R2
• R = (1, 1, 0): R2-R2-R2-R1-R1-R2-R1-R1
• R = (0, 1, 0): R1-R1-R2-R2-R2-R1-R1-R2
If the magnetic moments for the rare-earths R1 and R2 are µ1 and µ2, respectively,
then the magnetic moments of the rare-earth ions in the R-th unit cell can be described
using the Fourier transforms as following:
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µ(R) =
µ1 + µ2
2
+ δµ(R)
where δµ(R) =
∑
k=1,2,3
µτk
1
,ie
i2πτk1 ·R +
∑
k=1,2,3
µτk
2
,ie
i2πτk2 ·R +
∑
k=1,2,3
µτk
3
,ie
i2πτk3 ·R +H.c.
(3.14)
The Fourier components for each propagation vector τ ki are listed below in table
3.11. As can be seen, the crystallographic superstructure naturally induces possible
magnetic structures with the same propagation vectors τ ki when the magnetic moments
µ1 and µ2 are not equal and non zero. Magnetic intensities at
2
8
reflections are expected
to be the strongest among all, which is exactly what has been observed in the series
(see chapter 4, 5 and 6).
k 1 2 3
µτk
1
√
2
2
µ1e−i
π
4 0
√
2
2
µ3ei
π
4
µτk
2
√
2
2
µ1ei
π
4 0
√
2
2
µ3e−i
π
4
µτk
3
0 µ2 0
Table 3.11: Table of Fourier components for propagation vectors µτ of the mag-
netic structure as the result of the crystallographic superstructure, where µi = ci
µ3−µ4
2 ,
c1=−c3=2.828427 and c2=-4.
We now compare the sequences of rare-earth ions for the type III solution (for one
of the symmetric equivalents BDDCABCA as an example):
• R = (0, 0, 0): R2-R4-R2-R1-R1-R2-R1-R1
• R = (1, 0, 0): R2-R4-R1-R1-R2-R1-R1-R2
• R = (1, 1, 0): R1-R3-R1-R2-R2-R2-R2-R2
• R = (0, 1, 0): R1-R4-R2-R2-R1-R1-R2-R1
R3 and R4 are the other two species of rare-earth ions present in solution 3 of
superstructure with the local environments shown in figure 3.6.
Similarly the Fourier components for each propagation vector τ ki can be calculated
(listed below in the table 3.12) with µ3 and µ4 being the magnetic moments for R3 and
R4, respectively. After averaging, it can be shown that the intensities at
1
8
reflections
are larger than those at 2
8
and 3
8
reflections. This is, however, in contrast to the
observations for the magnetic structures detailed in chapter 4, 5 and 6.
Therefore it can be concluded that the type II solution is indeed the most likely
description for the superstructure observed in the R2PdSi3 compounds.
This predefined sequence of different magnetic moments by the crystallographic
superstructure is closely related to a generic magnetic structure observed in all the
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Figure 3.6: The sketch of the local environment for the rare-earth sites R3 (left) and
R4 (right). For R3 type there are no nearest neighbor Pd atoms while for R4 type there
are four nearest neighbor Pd atoms, two above and two underneath.
k 1 2 3
µτk
1
1
2
µ1ei
π
4 (1 + ei
π
4 )
√
2
2
µ2ei
3π
4
1
2
µ3ei
3π
4 (1 + ei
3π
4 )
µτk
2
1
2
µ1(1 + ei
π
4 )
√
2
2
µ2ei
π
4
1
2
µ3ei
3π
4 (1 + ei
5π
4 )
µτk
3
√
2
2
µ1ei
5π
4 0
√
2
2
µ3ei
3π
4
Table 3.12: Table of Fourier components for propagation vectors µτ of the magnetic
structure as the result of the crystallographic superstructure from type III solution, where
µi = ci
µ3−µ4
2 , c1=−c3=2.828427 and c2=4. µ1 = 2µ3 −µ4 and µ2 = µ4 have been used
in the calculation to ensure that there is no intensity at (12 , 0, 0) etc.
investigated compounds in the R2PdSi3 series in magnetic field as will be discussed in
later chapters. The existence of the superstructure lowers the local hexagonal symmetry
of the rare-earth ion to two-fold symmetry. However, the significance of the influence of
the crystallographic superstructure on the magnetic properties varies for different rare-
earth ions. For example for Ho2PdSi3 the influence is rather weak while for Tm2PdSi3
the influence is very strong. In the latter case even the zero field magnetic structure
is influenced by the superstructure. These findings will be pointed out individually in
the following chapters.
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Chapter 4. Magnetic structures of Ho2PdSi3
Ho2PdSi3 has a Néel temperature of 7.7 K
(31). At T2 = 2.3 K a second phase transition
is observed. Neutron diffraction measurements on powder samples were performed
earlier by Szytula et al.(99) to resolve the magnetic structure in zero field. The magnetic
structure of Ho2PdSi3 was described as a sinusoidal modulation of magnetic moments
aligned along the c axis with a propagation vector of (0.137, 0.0066, 0) at T = 1.5 K(99).
However, a sinusoidal modulated structure is in general not the ground state(39) and
a progressive squaring-up comparable to Er2PdSi3
(33) is expected to occur at lower
temperatures. This chapter presents results of neutron diffraction experiments on a
Ho2PdSi3 single crystal performed in the magnetically ordered state at T ≤ 1.6 K.
Magnetic fields were applied in the easy (001) direction or in the hard (100) direction
to clarify the zero field magnetic structure and search for possible high field magnetic
structures.
4.1 Introduction
In the paramagnetic region (above 50 K) of Ho2PdSi3 the magnetic easy direction is the
(100) direction in the basal plane(31). In the ordered state the magnetic easy direction
changes to the (001) direction. The change of anisotropy can be described with higher-
order parameters of the (hexagonal) crystal electric field (CEF) Hamiltonian. In the
ordered state below T2 (T2 = 2.3 K), a large jump in the magnetization takes place
around µ0H = 0.1 T for fields applied along the (001) easy magnetic axis. This jump
was marked as a possible spin reorientation(89). The magnetization does not seem to
reach saturation even at magnetic fields of 13 T(31) implying the possible existence of
a high field magnetic structure.
Figure 4.1(30) depicts the magnetic phase diagram derived from ac-susceptibility
measurements. The measurements were made in constant field or constant temperature
mode as indicated by the different triangles. The measurements show no difference
between up or down field sweeps, i. e. no hysteresis is observed. The transition field
related to the large jump in the magnetization is nearly independent of the temperature.
Also, below T2 no apparent change in this behavior is observed and the critical field
value can be extrapolated to 0.13 T.
Below T2 a second phase can be found at slightly higher fields between 0.1 T and
0.5 T. The connection between the two transition lines near T2 is not resolved clearly.
In the region below 0.5 T (and below TN) are therefore in total three different magnetic
phases as indicated by the different shaded areas in figure 4.1. Above magnetic fields
of 0.5 T a large area in the phase diagram is found which contains two more magnetic
phases (marked as FiM and FiM’). The difference between FiM and FiM’ is unclear at
present. The large area is separated from the paramagnetic region by a line which is
shown fully in the inset of figure 4.1. For a magnetic field of 5 T the critical temperature
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Figure 4.1: Phase diagram of Ho2PdSi3 derived by means of ac-susceptibility measure-
ments. The ac-field (and the external field) is applied along the (0, 0, L)-direction. The
gray lines are guide to the eyes. The two zero field transitions are additionally marked.
The shaded areas are connected to the low-field structure, the phases marked FiM and
FiM’ are attributed to the high field phase (see text).
is around 40 K which is more than five times the ordering temperature. As stated
above a transition to the ferromagnetic saturated phase was not observed up to 13 T.
The transition from FiM to FiM’ is only seen as a faint change in the temperature
dependence of the susceptibility.
4.2 The zero field magnetic structure
4.2.1 Propagation vector τ = (1
7
-δ, 2δ, 0)
Figure 4.2 shows the reciprocal HK0-plane at T = 1.5 K. In the figure the reciprocal
vectors (1, 0, 0) and (0, 1, 0) are marked for better orientation. The cohort of sym-
metrically equivalent nuclear reflections {1, 0, 0}, {1, 1, 0} and {2, 0, 0} (the latter on
the outer rim of the circle) are observed in this plane. Scattering from the polycrys-
talline aluminum of the sample holder and the cryostat yields a faint Debye-Scherrer
ring. Additional reflections are found around the {1, 0, 0} reflections with compa-
rable intensities to the {1, 0, 0} nuclear reflections, the positions of which are found
to be around G ± (1
7
, 0, 0), where G is a reciprocal lattice vector. Reflections from
higher harmonics (odd integers) also appear. As can be seen already in figure 4.2, the
magnetic reflections are split in the perpendicular direction to the “main” propagation
39
4. Magnetic structures of Ho2PdSi3
(HK0)
T = 1.5 K
Ho2PdSi3
010
100
-1.0
-0.5
0
0.5
1.0
H
  
in
 (
-H
, 
2
H
, 
0
)
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
H in (H, 0, 0)
10
40
60
80
C
o
u
n
ts
20
1τ
2τ
3τ
Figure 4.2: Full reciprocal HK0-plane of Ho2PdSi3 at T = 1.5 K (experiment Diffrac-
Ho1 in table 2.2). The reciprocal lattice directions (1, 0, 0) and (0, 1, 0) are marked with
arrows. Around the main nuclear reflections magnetic satellites are found describable
with τ 1 = (
1
7 -δ, 2δ, 0) and its higher harmonics. The ring originates from the scattering
of the polycrystalline aluminum from the sample holder and the cryostat.
direction (H, 0, 0). The exact propagation vector is therefore τ = (1
7
-δ, 2δ, 0) with a
small component δ of order 10−3 r.l.u.
The aim of the experiment on the 6T2 diffractometer in the LLB was to resolve the
component δ, to understand the mechanism of the spin reorientation and to search for
the possible magnetic structure in high (> 1 T) fields. The required HK0-plane scat-
tering geometry forced the vertical magnetic field to be parallel to the (001) direction.
The low temperature, zero field phase characterized by the propagation vector (1
7
-δ,
2δ, 0) was confirmed at T = 0.187 K and µ0H = 0 T. The curves in figure 4.3 show
the Q dependent intensity along the direction (-K, 2K, 0) centered at (2
7
, 0, 0) and (3
7
,
0, 0).
In figure 4.3 both curves are fitted with four Gaussian functions centered at
(∓δ, ±2δ, 0) and (∓3δ, ±6δ, 0) with δ determined to be (0.0055 ± 0.0004) r. l. u.
During the fit the half widths of the Gaussians were fixed to be the same and extra
constraints on the distance between the two inner peaks (not smaller than 0.01 r.l.u.)
were applied to the fit of the curve at Q0 = (
2
7
, 0, 0).
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Figure 4.3: Sections along
the (-K, 2K, 0) direc-
tion centered at (27 , 0, 0)
(blue) and (37 , 0, 0) (black)
at base temperature (200
mK) in zero field (exper-
iment Diffrac-Ho2 in table
2.2). The blue curves are
shifted in y direction by 10
cts/s. Four Gaussian func-
tions with the same half
width are used to fit the
curves, the bold solid curves
are the total fits while the
light lines represent indi-
vidual contributions. The
four Gaussian functions cen-
ter at ∓δ and ∓3δ with δ =
(0.0055 ± 0.0004) r.l.u. de-
termined from the fitting.
Define τ 0 = (
1
7
, 0, 0) and τ δ = (-δ, 2δ, 0), then τ = τ 0 + τ δ. The facts that
intensities are found at 2τ 0 ± τ δ, 2τ 0 ± 3τ δ and 3τ 0 ± τ δ raise the question whether
the magnetic structure can be simply described as a single τ structure by τ = τ 0 + τ δ
and its higher harmonics, i.e.:
µ(R) =
∑
n
µ(nτ )einτ ·R + c.c. (4.1)
If this is the case, reflections should be found at 2τ = 2τ 0 + 2τ δ instead of 2τ 0 ± τ δ
and 2τ 0 ± 3τ δ. There should also be no intensity at 3τ 0 ± τ δ. As can be seen in figure
4.3 this is not the case. Then: How should the magnetic structure be described? The
positions of the magnetic reflections suggest that the modulation along (H, 0, 0) and
(H̄, 2H, 0) can be separated and the magnetic structure might be described as:
µ(R) = [
3
∑
l=0
µ(lτ 0)e
ilτ0·R + c.c.] × [
∑
m=odd
µ(mτ δ)e
imτδ·R + c.c.] (4.2)
According to equation 4.2 magnetic reflections can then be found at lτ 0 + mτ δ with
intensities determined by µ(lτ 0)×µ(mτ δ), where l is an integer smaller than 3 and m
is an odd integer. The positions of observed reflections fit exactly with this description.
The τ δ part of the structure seems to be squared-up since there are only odd harmonics
of τ δ. On the other hand, the τ 0 part of the modulation cannot be a fully squared-up
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structure since the total number of magnetic moments is 7 in the magnetic unit cell so
that the even harmonics appear also, i.e. reflections with 2τ 0.
However, this description is not very satisfactory with predicting the relative inten-
sities of the magnetic reflections. The ratio of intensities between lτ 0 + τ δ and lτ 0
+ 3τ δ should be proportional to (
µ(τδ)
µ(3τδ)
)2 which is the same for different l. As can be
seen in figure 4.3 the intensities at 2τ 0 ± τ δ are larger than those at 2τ 0 ± 3τ δ (blue
curve) while it is the other way around for the l = 3 case.
A possible explanation for this is that a small portion of the system is ordered with
the magnetic structure described by equation 4.1. This structure marks only a small
deviation from the basic structure. In this variant of the structure the modulation
in the perpendicular directions τ 0 and τ δ can not be separated. Since this variant
contributes only to reflections τ 0 ± τ δ or 3τ 0 ± 3τ δ etc. and not to reflections like
3τ 0 ± τ δ, the ratio between the intensity on 3τ 0 ± 3τ δ and 3τ 0 ± τ δ will appear larger
than that expected from the basic structure.
4.2.2 The direction of the magnetic moment
A complimentary experiment (Diffrac-Ho4 in table 2.2) on the PANDA spectrometer
was performed to determine the magnetic moment direction. There a set of reflections
{H, 0, L}±τ had been measured. Due to the constraints of the scattering plane
geometry, actually the reflections {H, 0, L}+τ 0 were measured since τ δ lies outside
the plane. However, due to the limited vertical resolution, intensities from both {H, 0,
L}+τ 0 ± τ δ were captured in the reflection {H, 0, L}+τ 0. Since the magnitude of τ δ
(0.0055 r.l.u.) is much smaller than τ 0 (0.1429 r.l.u.) τ δ is neglected in the following
calculation.
The magnetic moment direction can be estimated from the fact that neutrons are
only sensitive to the magnetization density perpendicular to the scattering vector Q.
The magnetic scattering intensity I(Q) ∝ |F⊥(Q)|2 where F⊥(Q) ∝ f(Q)µ⊥(Q) is the
part of magnetic structure factor perpendicular to the scattering vector Q, f(Q) is the
magnetic form factor and µ⊥(Q) is the perpendicular component of the magnetization
vector. In the following µ⊥(Q) is derived specifically for the H0L scattering plane.
The (H, 0, 0), (H̄, 2H, 0) and (0, 0, L) directions are chosen as the x̂, ŷ and ẑ directions
for the component of the magnetic moments. Then µ⊥(Q) can be explicitly expressed
as:
µ⊥(Q) =
√
(µ2z + µ
2
y)(Ha
∗ − Lc∗ µzµx
µ2z+µ
2
y
)2 + µ
2
µ2z+µ
2
y
L2c∗2µ2y
Q
(4.3)
where a∗ and c∗ are the reciprocal lattice vectors, Q = |Q| is the magnitude of the
scattering vector. Consequently the following relation can be obtained:
I(Q) ·Q2
f(Q)2
∝ Y (Q) ≡ (µ2z + µ2y)a∗(H − L
c∗
a∗
µzµx
µ2z + µ
2
y
)2 +
µ2
µ2z + µ
2
y
L2c∗2µ2y (4.4)
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With this relation the ratio between µz and the in plane components µx and µy can be
obtained by determining the minimum of the function Y (Q = (H, 0, L)) at fixed h or
l.
Figure 4.4 shows the plot of Y (Q) vs. the reciprocal (H, 0, 0) direction for different
values of L. Each point in the curves is calculated from integrated intensities of the
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Figure 4.4: Y (Q) as
introduced in equation
4.4 as a function ofH at
different L at 1.4 K and
zero field. Each point in
the curves is calculated
from integrated intensi-
ties of the first harmon-
ics of the propagation
vector τ 0 around differ-
ent nuclear reflections.
first harmonics of the propagation vector τ 0 around different nuclear reflections. The
magnetic form factor of Ho3+ ion is taken from the International Tables(1). The three
curves for different L in the figure roughly sit on top of each other and the minima of
the curves are almost identical and around 0. As shown in equation 4.4 the minimum
of Y (Q) is at H0 ≡ L c
∗
a∗
µzµx
µ2z+µ
2
y
. This means µzµx
µ2z+µ
2
y
∼ 0. Since the magnetization
measurement established that the (0, 0, L) direction is the magnetic easy axis in the
ordered state, µz should not be zero; then µx must be zero. Therefore, the main
component of the magnetic moment in the zero-field magnetic structure is parallel to
the c-axis. The upper limit of the in-plane component of the magnetic moment is less
than 0.9 µB if a full magnetic moment structure (10 µB for a free Ho
3+ ion) is assumed.
Further group theory analysis eliminates the possibility to have a small in-plane
component of the magnetization vector given the propagation vector τ 0 = (
1
7
, 0, 0). Al-
though the crystallographic superstructure due to the Pd-Si oder lowers the hexagonal
symmetry to 2-fold symmetry in the system, the influence on Ho2PdSi3 is presumably
weak considering the relative small Stevens factor α (table 1.1) of the Ho3+ ion. The
reflections of the zero field magnetic structure are found only around the primitive nu-
clear reflections (not around the superstructure reflections like in the Tm2PdSi3 case),
further suggesting that the symmetry of Ho3+ is not drastically changed. Therefore the
original symmetry group will be used in the following analysis as an approximation.
Under the P 6/m m m symmetry group of the crystal structure, the little group
of the propagation vector τ 0 is G
τ1 = {1,mxy0}. The irreducible representations
(Ireps) of the little group are listed in table 4.1. The combination of the magnetic and
permutation representation contains one Ireps Γ1 and two Γ2.
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Ireps 1 mxy0 Basis
Γ1 1 1 (0, 0, µz)
Γ2 1 -1 (µx, µy, 0)
Table 4.1: The character table of the little group Gτ . In the table are the characters
of the respective irreducible representation listed in the first column of the symmetry
operator in the first row. The third column lists the basis functions of the irreducible
representations.
Therefore the spontaneous magnetic order with the propagation vector τ 0 as allowed
by symmetry is either parallel to the c direction (Γ1) or in the ab plane (Γ2). As
shown earlier the main component of the magnetic component is parallel to the c
direction, then the magnetic structure should be described by Γ1 Ireps with no in-plane
component of the magnetic moment (the group analysis to the propagation vector τ
yields the same result.).
With the assumption that the magnetic moment has only a z component, Full-
Prof (85) was utilized to refine the magnetic structure using the data collected from
PANDA. The set of reflections includes (h, 0, l) ±τ 0, (h, 0, l) ±2τ 0 and (h, 0, l) ±3τ 0
with |h| < 2 and −2 < l < 0. The calculated Fourier component of τ 0 is (6.04±0.14)
µB and the third harmonic component is (1.32±0.12) µB; the component for the sec-
ond harmonic is about 0.95 µB but with large error. This corresponds roughly to a
squared-up structure in (100) direction with the sequence of the magnetic moments [µ,
µ, µ, µ, -µ, -µ, -µ] with µ = 5.75 µB.
Note that this sequence gives a small nonzero FM component for the modulation
with τ 0. This is likely to be compensated by the modulation in the perpendicular
direction with τ δ. Based on this idea, a sketch of the magnetic structure in real space
is given in figure 4.5.
Figure 4.5: The
sketch of the magnetic
structure of Ho2PdSi3
at zero field. [100]
and [010] are the di-
rections in real space
while (100) and (1̄20)
are directions in the
reciprocal space. The
dashed line in the
upper part denotes the
many rows of magnetic
moments omitted in
the drawing.
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4.3 Field dependence of the zero field structure
4.3.1 Magnetic field applied along the (001) direction
When a small magnetic field is applied along the magnetic easy axis (the (001) di-
rection), the reflections at 2τ 0 ± 2τ δ are strongly enhanced (shown in figure 4.6).
Apparently the transverse component τ δ is an essential part of the magnetic structure
as it is present up to the critical field where the low field anti-ferromagnetic structure
is destroyed (around 0.8 T, see the purple curve in figure 4.6). The δ value determined
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Figure 4.6: Sections along the (-K, 2K, 0) direction centered at (27 , 0, 0). The mea-
surements (Diffrac-Ho2 in table 2.2) are at base temperature (200 mK) with different
magnetic fields applied parallel to (001). Solid lines are total fits to the experimental
data with Gaussian functions except for 0.8 T where no fit was performed.
from the 0.3 T data (orange curve in figure 4.6) is (0.0057±0.0003) r.l.u., in agreement
with the zero field value. In the field range below 0.7 T δ stays nearly constant.
The enhancement of the even harmonics signals the appearance of additional fer-
romagnetic ordering induced by the external magnetic field. The integrated intensities
(normalized to their respective maximum of the reflections) of the magnetic reflections
τ 0 ± τ δ and 2τ 0 ± 2τ δ are plotted in figure 4.7 as a function of the external field. The
intensities of τ reflections decrease monotonically while the intensity of 2τ reflections
increases first and decreases after a maximum is reached at 0.3 T. The monotonic de-
crease of τ and the decrease of 2τ above 0.3 T corresponds to the destruction of the
AFM order in the basal plane by the external field. On the other hand the increase of
the 2τ intensity in the beginning (below 0.3 T) reflects the increasing FM component
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Figure 4.7: The normalized integrated intensities of the magnetic reflections τ 0 ± τ δ
and 2τ 0 ± 2τ δ as a function of external field applied along the 001 direction. The curves
are normalized to their respective maximal value, i.e. ∼ 4000 for τ reflections and ∼ 50
for 2τ reflections.
of the structure. Above 0.7 T no anti-ferromagnetic modulated magnetic intensity is
found in the HK0 plane. The two characteristic fields (0.8 T and 0.3 T) correspond
roughly to the two phase lines (0.5 T and 0.1 T) in the phase diagram (figure 4.1).
The difference in the critical field values may result from different demagnetization
factors because the samples used for the macroscopic measurements were smaller and
differently shaped (small oriented rods).
4.3.2 Magnetic field applied along the (11̄0) direction
Further insight in the zero field magnetic structure was gained with measurements in
the HHL scattering geometry for magnetic fields applied parallel to (11̄0) in the basal
plane (Diffrac-Ho3 in table 2.2). The magnetic phase diagram for this case shows no
transition up to 5 T at low temperatures. Shown in the upper left part of figure 4.8
is the centered Q scan at Q0 = (
1
7
, -1
7
, 1) where the splitting of ±τ δ is described
with δ ∼ 0.0055 r.l.u. in (±δ, ±δ, 0). At the symmetry-equivalent position (0, -1
7
, 1)
(upper right in figure 4.8) it is however more difficult to resolve the splitting because
the scan direction is along the 2̄10 direction which is out of the scattering plane. The
not-so-good resolution for scans out of the scattering plane is due to the absence of
good perpendicular collimation in the measurements.
Due to the difficulty to resolve the splitting of ±τ δ at positions other than (17 , -17 ,
1), only the summed intensity of τ 0 + τ δ and τ 0 − τ δ can be compared. They are
labeled as τ i0 where i represents the symmetry-equivalent vectors of τ 0 as shown in
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Figure 4.8: Centered Q scans at T = 1.6 K at (17 , -
1
7 , 1) (left) and (0, -
1
7 , 1) (right) in
zero field (upper) and at 5 T (lower). The solid lines are the fitted values. For details
see text.
figure 4.9. The field dependence of the τ i0 intensities has been carefully followed at T
= 1.6 K from 0 T to 5 T as shown in figure 4.10. Each point in the figure is obtained
by fitting transverse scans along five (of the six) symmetry-equivalent vectors of τ 0.
The clear trend of the increase of the intensity of τ 00 with the decrease of the other
τ 0s suggests that the magnetic structure is a multi-domain structure. At an applied
magnetic field of 5 T the magnetic intensity on (1
7
, -1
7
, 1)±τ δ has increased by a factor
of three while the intensity of other symmetry-equivalent positions has decreased to
zero. The magnetic field depopulates the magnetic domains with the propagation
vector non-parallel to the magnetic field.
It is not yet clear why the magnetic field favors the magnetic domain with the prop-
agation vector parallel to it. The magnetic moment of the AFM order is perpendicular
to the field direction for all domains which should not make any difference in Zeeman
energy. A possible explanation is the following: the in-plane anisotropy favors the
(11̄0) direction as the easy axis (by the hexagonal CEF); in such an easy axis system
a spin flop transition might happen when an external field is applied along the easy
axis (10,78); then the magnetic moment is reoriented perpendicular to (11̄0) and also
to τ 00; so far the energy of different magnetic domains should still be the same, but
the difference might come from the anisotropic dipole-dipole interaction. Usually the
dipole-dipole interaction favors a magnetic moment perpendicular to the propagation
vector; therefore the domain with τ 00 (⊥ magnetic moment) has a slightly lower energy
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Figure 4.10: Field dependence of the
summed intensities of propagation vec-
tors ±τ δ at different τ i0s of Ho2PdSi3
fitted from the HH scans shown in fig-
ure 4.8 at 1.6 K.
than other domains with τ i0 (not ⊥ magnetic moment). Although the dipole-dipole
energy is weak compared with other interactions, it might cause a re-population of the
domains when all other interactions are compensated by each other. See figure 4.11
for a sketch of the different magnetic structures in the H001-H1̄10 phase diagram.
Figure 4.11: A sketch of magnetic structures of Ho2PdSi3 in the H001-H1̄10 phase
diagram: H001 and H1̄10 are the magnetic fields applied in 001 and 1̄10 directions.
The magnetic structure is rather robust for fields along the (11̄0) direction (persis-
tent up to 5 T at least), while it is already destroyed at 0.8 T when the field is parallel
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to the (001) direction. This is due to the competition between the exchange interaction,
the CEF anisotropy and the external field. When the field is applied along the (001)
direction, the exchange interaction is competing against both, CEF anisotropy and
external field, corresponding to the small critical field 0.8 T; on the other hand when
the field is applied along the (11̄0) direction, the external field is competing against the
CEF anisotropy; as long as there is still a magnetic moment component perpendicular
to the field, the magnetic order will survive since it does not cost more anisotropy
energy. Therefore the critical field || (11̄0) should be very close to the critical field
where the CEF anisotropy is overcome by the external field.
4.4 The generic FiM phase at higher field
In the phase diagram of Ho2PdSi3 with field parallel to (001) (figure 4.1), the FiM phase
occupies a large area in the phase space. With the neutron scattering experiments in
applied magnetic fields, in both investigated cases (field parallel to (11̄0) and (001)) this
new phase was observed. In this new phase additional magnetic intensity was found
on the same positions as the crystallographic superstructure reflections at τ s = (
l
2
, 0,
n
8
), ( l
2
, m
2
, n
8
) and (0, m
2
, n
8
). As shown in figure 4.12 the intensity at these positions in
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Figure 4.12: Section along the (0.5, 0.5, L) direction measured at zero field at differ-
ent temperatures (experiment Diffrac-Ho3 in table 2.2). Solid lines are fits with three
Gaussian functions. Note the x axis is not continuous.
zero field is independent of temperature indicating that the crystallographic structure
is the only origin of intensity on these positions in zero field.
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4.4.1 Magnetic field applied along (001) direction
Figure 4.13 shows the field dependence of the reflections at the (1, -0.5, n
8
) positions
with the field applied along the (001) direction. In small magnetic fields at base
temperature a large increase of intensity on these positions is observed.
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Figure 4.13: Section along the (1, -0.5, L) direction measured at base temperature (200
mK) with increasing magnetic field (parallel (001)). The measurement in zero field has
been made with a larger incident beam size and has been linearly corrected to equal the
background at L = 0 of the field measurements. The L value in the measurement at 5 T
has been corrected with a factor to a smaller lattice constant c. Solid lines are fits with
three Gaussian functions.
Figure 4.14 shows the integrated intensity of the three reflections as fitted from
figure 4.13. The magnetic intensity vs. field shows a maximum for the three reflections
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Figure 4.14: Integrated inten-
sities of the reflections shown in
fig. 4.13. vs. magnetic field.
The field is along the (001) di-
rection and the temperature is
200 mK. The nuclear contribu-
tion measured at zero field is sub-
tracted.
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around 0.8 T, coinciding with the critical field for the zero field structure. Above
1 T the plot shows an unexpected behavior with a further increase of the magnetic
intensity with increasing field up to the highest measured field of 5 T. The increase
of the ferromagnetic intensity on e. g. the (1, 0, 0) reflection (not shown here) is in
general agreement with the observed macroscopic magnetization from reference 31.
4.4.2 Magnetic field applied along (11̄0) direction
With a magnetic field applied along the (11̄0) direction, similar phenomena were ob-
served although (11̄0) is the magnetic hard axis. Figure 4.15 shows the field dependence
of the reflections at (0.5, 0.5, n
8
) positions (which are equivalent to (1, -0.5, n
8
) positions
in hexagonal symmetry) with the field applied along the (11̄0) direction.
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Figure 4.15: Section along the (0.5, 0.5, L) direction measured at 1.6 K with increasing
magnetic field (parallel (11̄0)). The difference of the intensities if compared with figure
4.13 is due to the absence of the special sample holder and the mixed alcohol inside.
Solid lines are fits with Gaussian functions
The integrated intensities of the three reflections as shown in 4.15 are plotted as
function of the applied magnetic field in figure 4.16. All three curves show first an
increase; reach a maximum around 2 to 3 T; and gradually decrease at higher fields.
However, up to the maximal field (5 T) the intensities of the three reflections are still
above their respective zero field value originating from the (nuclear) superstructure
reflections.
It is worth noting that the low field part of the (0.5, 0.5, n
8
) curve resembles the
curve of the ferromagnetic intensity on the (0, 0, 1) reflection (green curve in figure
4.15) before it gradually decreases around 3 T. This hints to the ferromagnetic nature
of the (0.5, 0.5, n
8
) reflections as will be explored in the following section.
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Figure 4.16: Integrated inten-
sities of the reflections shown in
fig. 4.15. vs. magnetic field
with zero field intensities sub-
tracted (left axis). The green line
is the integrated intensity of (0,
0, 1) for comparison (right axis).
The field is along the (11̄0) direc-
tion and the temperature is 1.6
K. The nuclear contribution mea-
sured at zero field is subtracted.
Note the different scale of the left
and right y axis.
4.4.3 Modeling of the FiM phase at higher field
The characteristic feature of the FiM phase are the additional magnetic intensities on
top of the crystallographic superstructure reflections τ s = (
l
2
, 0, n
8
), ( l
2
, m
2
, n
8
) and
(0, m
2
, n
8
) when a magnetic field is applied, either along (001) or (11̄0). The crystal-
lographic superstructure was already discussed in chapter 3 and can be understood
by the model presented there. One of the implications of the model is the existence
of two inequivalent R3+ sites. When there is a difference between the magnetic mo-
ments of the two sites, magnetic intensities are expected at the same positions as the
crystallographic superstructure reflections.
However for the Ho3+ ion, the CEF effect is smaller than for the other rare-earth
ions in the series, i.e. Tb3+ or Tm3+; therefore the difference between the two Ho3+
sites is presumably small. This is in agreement with the magnetic structure of Ho2PdSi3
in zero field which is not influenced by the crystallographic superstructure, unlike the
case of Tm2PdSi3 as discussed in chapter 6. Also a search in a small range of reciprocal
space (limited by the use of a single detector) did not show additional magnetic struc-
tures for fields applied in both directions, again unlike to Er2PdSi3 and Tm2PdSi3.
These findings suggest that the influence of the crystallographic superstructure via
CEF effects on the Ho3+ ion is rather weak. The question is then: is it still strong
enough to be responsible for the FiM reflections?
Another approach to the problem is to consider a strong exchange interaction which
is mediated by the crystallographic superstructure. In this case, the magnetic moments
of the two Ho3+ ions are of the same magnitude. The FiM reflections are then due
to the AFM coupling of the canted moments perpendicular to the respective applied
field direction. Since the FiM reflections persisted in magnetic fields applied along
(001) up to at least 5 T while the zero field structure was already destroyed at 0.8 T,
the AFM coupling must be very strong. Both cases (equal moments with canting or
collinear unequal moments) can be described by the following sequences of the magnetic
moments as introduced in chapter 3:
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• R = (0, 0, 0): R2-R1-R1-R2-R2-R2-R1-R1;
• R = (1, 0, 0): R1-R1-R2-R1-R1-R2-R2-R2;
• R = (1, 1, 0): R1-R2-R2-R2-R1-R1-R2-R1;
• R = (0, 1, 0): R2-R2-R1-R1-R2-R1-R1-R2.
The intensities of FiM reflections are then determined by the difference between the
magnetic moments on R1 and R2, i.e. |µ1 −µ2|; the FM intensities are determined by
|µ1 + µ2|. The difference of the two approaches lies only in the different orientations
of µ1 and µ2 as sketched in table 4.2.
µ1, µ2 µ1 − µ2 µ1 + µ2
Model ¬ տ, ր → ↑
Model ­ ↑, ↑ ↑ ↑
Table 4.2: The two approaches to describe the FiM structure, details see text.
In model ¬, both µ1 and µ2 are of the same magnitude but canted away from the
field direction; µ1 − µ2 is then perpendicular to the µ1 + µ2 which points along the
magnetic field. In model ­, µ1 and µ2 are different in their magnitude but both are
aligned in the same direction (the field direction), their difference µ1 − µ2 and sum
µ1 +µ2 are both in field direction. Model ¬ needs a strong AFM exchange interaction
while Model ­ needs a different CEF environment.
The experimental data are fitted with the two approaches: the magnitude and the
angle of the magnetic moment with respect to the field direction are extracted for
model ¬; the magnitudes of the two magnetic moments |µ1| and |µ2| parallel to the
respective field direction are extracted for model ­.
The results of the two models are compared to the experimental data and are shown
in figure 4.17 for two representative fields applied along (001). As can be seen, both
models fit the data equally well.
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The extracted fitting parameters are shown in figure 4.18 for fields applied along
(001) and in figure 4.19 for fields applied along (11̄0). For the field parallel to (001),
model ¬ shows a steady increase of the magnitude of the magnetic moment with
increasing fields, agreeing with the magnetization curve; in addition, a monotonous
decrease of the angle with respect to the c axis is observed until it stabilizes at around
10 degrees. In the second model, both magnetic moments tend to align to the field;
however, the magnitude of the moments changes at a different rate.
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Figure 4.18: Magnetic field (parallel to (001)) dependence of fitted parameters for the
two scenarios. (a) (left): magnetic moment and angle (inset) for scenario ¬. The black
line shows the field dependence of the macroscopic magnetization measured on a different
single crystal with smaller demagnetization field. (b) (right): the two different magnetic
moments of scenario ­.
For the field parallel to (11̄0), the magnitude of the magnetic moments in model
¬ increases gradually with increasing field as expected from the magnetization curve.
However, the angle of the magnetic moment with respect to the field direction first
decreases, shows then a small increase till 1 T and decreases finally slowly to 10 degrees
at 5 T.
This suggests that the magnetic moments are first tilted toward the field direction,
then twisted back to the 001 direction until they are finally tilted again into the field
direction. This behavior sounds somewhat unrealistic. Note also, as discussed in
previous sections, that the zero field structure with magnetic moments parallel to
(001) is still present for fields up to 5 T when applied in (11̄0) direction. Model ¬
also suggests that the FiM phase is an AFM modulation of the magnetic moments
perpendicular to the field direction, i.e. in (001) direction for fields parallel to (11̄0).
This requires that two AFM propagation vectors (from the exchange interaction) are
coexistent which is very unlikely considering their very different Q values.
In model ­, both magnetic moments show a gradual increase in their magnitude
with increasing field, and their average agrees very well with the magnetization curve.
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Figure 4.19: Magnetic field (parallel to (11̄0) direction) dependence of the fitted param-
eters for the two scenarios. (a) (left): magnetic moment and angle (inset) for scenario ¬.
The black line shows the field dependence of the macroscopic magnetization measured on
a different single crystal with smaller demagnetization field. (b) (right): the two different
magnetic moments of scenario ­, and the magnetization curve (black, partly covered the
green curve) which has to be compared with the curve for the average magnetic moments
(green).
4.5 Discussion
As a summary, the magnetic structure of single crystalline Ho2PdSi3 has been inves-
tigated in a detailed neutron diffraction study for temperatures down to 200 mK and
in applied magnetic fields up to 5 T. The observed magnetic structures imply a del-
icate balance between the RKKY exchange interaction, the crystal electric field and
the frustration of the nearest neighbor interaction on the triangular lattice.
The zero field magnetic structure was investigated and the propagation vector could
be determined to τ = (1
7
− δ, 2δ, 0) with δ = 0.0055 r.l.u. The magnetic structure
is a multi-domain structure with the magnetic moment pointing mainly along the c-
direction. The modulation along the perpendicular directions (τ 0 and τ δ) of τ can be
described independently and is squared-up in both directions. The ordered moment
on each site is about 5.75 µB aligned along the (001) direction.
The existence of a generic FiM phase in applied fields (above 0.8 T) has been ob-
served in both field directions. Two possible models based on the crystallographic
superstructure and exchange interactions have been evaluated. Both models demon-
strate good agreement with the experimental data for fields applied along the (001)
direction. For fields along (11̄0) model ­ (based on the influence of the crystallographic
superstructure) yields a more realistic description of the data.
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Chapter 5. Magnetic structures of Er2PdSi3 in
finite magnetic fields
Among the compounds in the series R2PdSi3 (R = Ho, Er, Tm) the magnetic properties
of Er2PdSi3 have been best clarified. A clear easy magnetic axis along the (001) direc-
tion was observed in ac-susceptibility and magnetization measurements (31). Saturation
of the magnetic moments of the Er3+ ions is reached at a relatively small field (∼ 1.2 T
at 2 K). Neutron diffraction revealed a magnetic structure at zero field with propa-
gation vector (1
9
, 1
9
, 0) and a squaring up of the structure(30,32). No influence of the
crystallographic superstructure has been observed in the zero field magnetic properties
in Er2PdSi3. In this chapter neutron diffraction results in zero and applied magnetic
field will be presented and discussed in connection with the findings in Tm2PdSi3.
5.1 Introduction
Er2PdSi3 orders anti-ferromagnetically with the Néel temperature TN = 7.0 K. The
magnetic structure at zero field can be described by the propagation vector τ 1 =
(1
9
, 1
9
, 0) and magnetic moments being parallel to the (001) direction. Higher order
harmonics of the propagation vectors were observed indicating a squared-up magnetic
structure. A second phase transition was observed at T2 = 2 K indicated by a fre-
quency dependent behavior of the ac-susceptibility(31,32). Previous studies (32) related
the transition and the frequency dependence to the squaring up of the zero field mag-
netic structure. However, the availability of new neutron diffraction data in zero field,
where an additional propagation vector was observed in the vicinity of T2
(30), suggests
that the situation is more complicated. In this work the nature of the second phase
transition will be reexamined.
On the other hand, higher harmonics usually introduce an increase of the exchange
energy, which can, however, be compensated by a gain in CEF anisotropy energy so
that the squared-up structure becomes the ground state. The squared-up structure in
Er2PdSi3 thus suggests a relatively strong CEF effect. With the presence of the crystal-
lographic superstructure and a strong CEF effect, one would expect an influence of the
crystallographic superstructure on the magnetic structure like in Tm2PdSi3. However,
this is not observed in zero field in Er2PdSi3. Moreover, the relatively small critical
field to the FM region for Er2PdSi3 seems to leave no space for the generic FiM phase
as in other compounds like Tm2PdSi3 and Tb2PdSi3. How does the crystallographic
superstructure influence then the magnetic properties in Er2PdSi3? Is its influence
negligible in Er2PdSi3? To answer these questions, neutron diffraction measurements
have been performed on this compound also in finite magnetic fields.
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5.2 Competing magnetic structures at zero field
With the experiment Diffrac-Er1 in table 2.2, the zero field magnetic structure τ 1 =
(1
9
, 1
9
, 0) and its higher harmonics have been confirmed. Figure 5.1 shows the reciprocal
HK0 plane obtained at 1.5 K, 0 T. No magnetic reflections have been observed for
non-integer L values. However, extra magnetic reflections have been observed at 1.5 K
apart from magnetic reflections of the τ 1 structure. These extra reflections cannot be
indexed by τ 1 or higher harmonics of τ 1.
Figure 5.1: The reciprocal HK0 plane of Er2PdSi3 measured at 1.5 K, 0 T. The whole
detector range is integrated to get better statistics with the knowledge that there are no
reflections in other planes. The whole plane is a multiplication from a 180 degree scan.
The reflections in the rectangular area are shown in figure 5.2.
To explicitly determine the position of the extra reflections a linear cut for the
region labeled by the rectangular area in the HK0 plane has been made and is shown
in figure 5.2. The peak at (0.5, 0.5, 0) is from the crystallographic superstructure
reflection at (0.5, 0.5, 1
8
) due to the integration of the detector. The positions of the
other reflections can be clearly determined as (±0.133, ∓0.133, 0) and (±1
3
, ∓1
3
, 0)
in the HK0 plane. Linear cuts along the (001) direction at the positions of these
reflections (figures not shown here) showed that the centers of the peaks are at L =
0. The (±1
3
, ∓1
3
, 0) reflections are likely to be coming from the magnetic structure
τ 1 = (
1
9
, 1
9
, 0) since (-1
3
, 1
3
, 0) = (-1
9
, 2
9
, 0) + (-2
9
, 1
9
, 0). This is also demonstrated in
their similar behavior in magnetic field detailed later.
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Meanwhile, the (±0.133, ∓0.133, 0) reflections are likely to originate from another
structure since it is difficult to relate them to the τ 1 structure. All six hexagonal
symmetric reflections of (±0.133, ∓0.133, 0) are present around the main nuclear re-
flections within the measurement range, although some are weaker than the others.
The propagation vector is therefore defined as τ 2 = (0.133, 0, 0).
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Figure 5.2: Intensity of the section from (1, 0, 0) to (0, 1, 0) as cut from the reciprocal
HK0 plane marked by the rectangular area in figure 5.1. Every point is integrated
from an interval ±0.01 Å−1 perpendicular to the line. Reflections from the τ 1 and τ 2
structures are labeled accordingly. Details see text.
The presence of the extra magnetic reflections suggests a possible competition be-
tween different magnetic structures that are energetically close to each other. At finite
temperatures the system oscillates then between the various states. As a result mag-
netic domains might be formed featuring different propagation vectors, namely τ 1 and
τ 2. Although eventually the ground state (presumably τ 1 since its reflections are much
stronger) with slightly lower energy will dominate, the whole process might take a long
time. This behavior might show up also in the macroscopic properties of the system.
Indeed a time dependent behavior of magnetic properties has been observed in
Er2PdSi3. Figure 5.3 shows the magnetization as a function of time at T = 2.7 K and
a small magnetic field µ0H = 0.05 T applied along the (001) direction. To get this
time dependent curve, the sample was cooled down to 2.7 K at zero field. After the
temperature was stable for about 30 minutes, a magnetic field sweep was performed
up to 1 T and then back to 0.05 T. Then the magnetization as a function of time was
measured. The small field 0.05 T was applied to get a measurable magnetization.
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Figure 5.3: Magnetization of Er2PdSi3 at 2.7 K, 0.05 T as a function of time (experiment
VSM01 in table 2.1). The measured curve is fitted with two exponential functions as
indicated by the blue and red lines. The fitted relaxation times are 119 s and 1088 s
respectively.
Despite the oscillations at a later time (which were due to temperature instabilities),
a clear exponential decay of the magnetization can be observed in the curve. Two
exponential functions had to be used to fit the decay curve, indicating the existence of
two relaxation processes. The fitted relaxation time is about 2 minutes for the faster
process (the blue line) and 20 minutes for the slower one (the red line). A similar
relaxation process has been observed in other R2PdSi3 compounds, i.e. in Tb2PdSi3,
Nd2PdSi3 and Dy2PdSi3 as reported in reference 64. There the relaxation process was
fitted with M(t) = M(0) − S ln(1 + t/t0) and interpreted as spin glass like behavior.
However, a fit of the curve in figure 5.3 with this formula does not work as good as
the two exponential functions as shown in the figure. Therefore it is not likely that the
time dependent behavior in Er2PdSi3 is due to spin glass behavior.
Inspired by the observations in the time dependent magnetization measurements,
time dependent neutron diffraction measurements were performed (Diffrac-Er2 in table
2.2) to further explore this phenomenon. The results are shown in figure 5.4. The
curves at different Q positions from τ 1 (green) and τ 2 (black) were not obtained
simultaneously. But the temperature curve (the blue curve in figure 5.4) of the two
cooling procedures were almost identical allowing the direct comparison of the time
dependence of the two structures.
Between the Néel transition and the second transition, both structures τ 1 and τ 2
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Figure 5.4: Time dependence of τ 1 and τ 2 (green and black, left scale) and temperature
(blue, right scale) measured on PANDA, FRM II. The intensities are fitted with I(t) =
I0 + Ae
−t/t0 . The relaxation time t0 is 205 s and 406 s for black (τ 2) and green (τ 1)
curves, respectively.
develop in intensity. As soon as the temperature was stabilized around T2 the intensity
of τ 2 were decreasing while the intensity of τ 1 was increasing exponentially with time.
After a long time, intensities of both structures reach a stable value. The relaxation
times fitted with the exponential function I(t) = I0 +Ae
−t/t0 as shown in the figure are
205 s and 406 s for τ 2 and τ 1 structures, respectively. This is a direct demonstration
of the competition between the two structures in the temperature range between TN
and T2, and indicates that the τ 1 structure is the ground state in zero field. The
second transition at T2 can thus be understood as the transition from the phase where
both structures coexist to the phase where structure τ 1 dominates. The frequency
dependence of the ac-susceptibility around T2 can then be accounted for by the two
relaxation processes of the two structures(19).
With this knowledge, a simple interpretation can be given for the time dependent
behavior of the magnetization at 2.7 K (figure 5.3): when the external magnetic field
reaches 1.2 T the system is in the FM state according to earlier magnetization mea-
surements (32); ramping down the field, the system recovers from the induced FM state
to the AFM ground state at zero field. Therefore, the faster process corresponds to
the restoration of the AFM order either with the propagation vector τ 1 or τ 2 since
they coexist at this temperature; as a result magnetic domains with different propa-
gation vectors form. After the AFM order is restored, the system then slowly settles
to the real ground state corresponding to the slower relaxation process; in this process
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the magnetic structure τ 2 is gradually replaced by the magnetic structure τ 1. It is
worth noting that these two relaxation processes should not be confused with the two
relaxations processes discussed above for the diffraction data. The relaxation processes
here are related to the behaviors of the two magnetic structures in external fields (thus
also to the magnetic hysteresis); while the previous ones are related to the zero field
behavior. The relaxation times should also not be compared with each other directly.
5.3 Magnetic structures in magnetic fields
With competing magnetic structures at zero field, it is interesting to investigate the
competition in magnetic fields, whether one structure is favored over another or new
structures will appear. Moreover, is the FiM phase present in the Er2PdSi3 compound?
This section tries to answer these questions with the experimental results of neutron
scattering in applied magnetic fields parallel to the (001) direction.
5.3.1 Zero field structures in magnetic field
The disappearance of τ 1
With the application of a magnetic field along the (001) direction, the zero field struc-
ture τ 1 weakens gradually and is nearly destroyed at around 1.0 T. Figure 5.5 shows
the reflections of τ 1 around Q = (1, 0, 0) at different fields. A general decrease of
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Figure 5.5: Intensity as a function of H on (1+H, H, 0) at selected magnetic fields
and 1.5 K. The line is cut from the reciprocal HK0 plane at respective fields with every
point integrated from an interval of ±0.01 Å−1 perpendicular to the line.
the intensities of τ 1 reflections can be observed with the increase of magnetic field.
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The FM intensity at (1, 0, 0) increases with field (∼ 6000 cts at 1.0 T) while the τ 1
reflections are nearly gone at 1.0 T (< 100 cts).
The favored structure τ 2 in field
Contrary to the behavior of τ 1 in magnetic field, reflections of τ 2 experience an increase
in intensity first when the field is applied which is followed by a decrease in intensity
with increasing field. Figure 5.6 shows the left part (K from 0 to 0.48 r.l.u.) of the
linear cut as shown in figure 5.2 at different magnetic fields. The intensity of the
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Figure 5.6: Intensity as a function of K around (1, 0, 0) at selected magnetic fields and
1.5 K. The line are cut from the reciprocal HK0 plane (the lower half of the rectangular
shown in figure 5.1). Every point is integrated from an interval ±0.01 Å−1 perpendicular
to the line.
reflection at (1, 0, 0) + (-1
3
, 1
3
, 0) decreases monotonically with increasing magnetic
field, consistent with what happens to the reflections at (1, 0, 0) ± (1
9
, 1
9
, 0). This
further suggests that the (-1
3
, 1
3
, 0) reflections are from the structure τ 1.
The intensity of the reflection at (1, 0, 0) + (-0.133, 0.133, 0) sees however an
increase at 0.5 T. This suggests a re-population of the τ 1 and τ 2 domains in magnetic
field. Apparently the τ 2 structure is more favored in magnetic field than the τ 1 struc-
ture, consequently the τ 2 domain is more populated in field leading to the large increase
of intensities of the corresponding reflections. Meanwhile the τ 1 domain is gradually
depopulated. With further increase of the magnetic field, both magnetic structures are
destroyed. At 1.0 T no reflections from the two structures can be observed anymore.
5.3.2 Structure τ 3 = (0.133, 0.133, 0) in applied field
As shown in figure 5.7, there are still weak intensities remaining at
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Figure 5.7: Intensity as a function
of H on (1+H, H, 0) at 1 T, 1.5 K
(same as the orange curve in figure
5.5 but with logarithmic y-scale of
the y axis).
Q = (1, 0, 0) ± (0.133, 0.133, 0) at 1 T when the zero field structures
τ 1 and τ 2 are already destroyed. These magnetic reflections define a propagation
vector τ 3 = (0.133, 0.133, 0) which should not be confused with τ 2 with the value
(0.133, 0, 0).
Interestingly, the reflections of τ 3 = (0.133, 0.133, 0) are now observed around the
nuclear superstructure reflections as well. Figure 5.8 shows the reciprocal HK 2
8
plane
Figure 5.8: The reciprocal HK 28 plane of Er2PdSi3 measured at 1.5 K, 0.5 T. To
obtain only reflections from this plane the (vertical) integration range of the detector
was limited to ±1.5◦ (out of the available ±5◦). The whole plane is a multiplication from
a 180 degree scan. The section marked by the rectangular area is plotted as the black
curve in figure 5.9. The circles denote the positions of the superstructure reflections,
the triangle denotes the extra reflections, and the squares are the positions where the
reflections are missing, details see text.
at 1.5 K, 0.5 T. Apart from the nuclear superstructure reflections (marked by the
circles in the figure), namely (1
2
, 1
2
, 2
8
), (1
2
, 0, 1
8
) and (0, 1
2
, 1
8
) etc., extra reflections
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forming a triangle (marked by the triangle in the figure) between the formerly named
superstructure reflections are observed.
The exact positions of these reflections around the superstructure reflections are
determined from the linear cut from the reciprocal HK 2
8
plane as marked by the
rectangular area in figure 5.8 (shown as the black line in figure 5.9). The positions (1
2
,
1
2
, 2
8
) ± (0.133, 0.133, 0) can indeed be indexed by the propagation vector τ 3.
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Figure 5.9: Intensity as a function of H along the directions HH 28 , H̄2H
1
8 and H2H̄
1
8
at 1.5 K and 0.5 T. The line is cut from the reciprocal HK 28 and HK
1
8 planes with every
point integrated from an interval of ±0.01 Å−1 perpendicular to the line. Shown in the
inset is a sketch of the hexagonal direction in the HK0 plane and the directions of the
linear cuts.
Similar to what has been observed in the magnetic structures of Tm2PdSi3, not all
six hexagonal symmetric equivalent reflections of τ 3 = (0.133, 0.133, 0) are observed
around each nuclear superstructure reflection (although they are around main nuclear
reflections.). Following the approach for the Tm2PdSi3 magnetic structure (chapter 6),
one can assign the propagation vector (0.133, 0.133, 0) to D1, (-0.266, 0.133, 0) to D2
and (0.133, -0.266, 0) to D3. With this approach all the reflections in the HK
2
8
plane
are accounted for. Also the missing reflections at (1
2
, 1
2
, 1
8
) ± (0.133, 0.133, 0) (marked
by the squares in figure 5.8) are explained since there is no contribution from D1 at (
1
2
,
1
2
, 1
8
).
Accordingly, one would expect to observe reflections in the HK 1
8
plane as well. Also
shown in figure 5.9 are the cuts along the three symmetric directions HH0, H̄2H0 and
H2H̄0 in the reciprocal HK 1
8
plane together with the line along HH0 in the HK 2
8
plane. The extra intensities on the HH 1
8
(red) and HH 2
8
(black) lines left to H = 0.367
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and right to H = 0.633 are due to the remaining of the (1
3
, 1
3
, 0) and (6
9
, 6
9
, 0) reflections
from the τ 1 structure. The reflections along the H̄2H0 and H2H̄0 directions which
are not observed in the HK 2
8
plane are observed in the HK 1
8
plane. No reflections
are observed along HH0 in the HK 1
8
plane. These results confirm the connection of
the magnetic propagation vector to the superstructure domains. This further suggests
the existence of two Er3+ magnetic moments which are necessary for the magnetic
reflections of τ 3 to be present around the nuclear superstructure reflections. The zero
field magnetic structure of Er2PdSi3 does not seem to be affected by the crystallographic
superstructure. But in applied fields the existence of the two moments discloses the
influence of the crystallographic superstructure.
The field dependence of the magnetic structure associated with τ 3 has been followed
up to its critical field value of 1.2 T. Figure 5.10 shows the integrated intensities at Q
= (0.5, 0.5, 2
8
) + (0.133, 0.133, 0) and (0.5, 0.5, 1
8
) + (-0.266, 0.133, 0) as a function of
the magnetic field. Both reflections show a similar behavior, exhibiting a fast increase
0.0 0.5 1.0 1.5
µ0H || 001 / [T]
0.00
0.05
0.10
0.15
In
te
gr
at
ed
 in
te
ns
ity
 / 
[a
. u
.] (0.5, 0.5, 
2
8) + (0.133, 0.133, 0)
(0.5, 0.5, 18) + (-0.266, 0.133, 0)
T = 1.5 K
Figure 5.10: Integrated inten-
sity as a function of H of re-
flections (0.5, 0.5, 28) + (0.133,
0.133, 0) and (0.5, 0.5, 18) + (-
0.266, 0.133, 0) from the struc-
ture τ 3 at 1.5 K.
in intensities when the field is applied with maximal intensities reached at 0.7 T. To
higher fields, the intensities decrease again and drop to zero at 1.2 T. As can be seen,
the structure started to develop already at a lower field. Around the main reflections,
the reflections of τ 3 were shadowed by the strong intensities of the τ 1 structure, and
were therefore only observed at 1 T when the τ 1 reflections vanished.
5.4 The generic FiM phase at higher field
As discussed in the previous section the nuclear superstructure reflections and the mag-
netic structure τ 3 reflections originating from both the main and the superstructure
reflections are observed. This suggests the influence of the crystallographic superstruc-
ture on magnetic structures also in Er2PdSi3 and therefore the existence of two different
Er3+ environments and moments. It is then natural to also expect the appearance of
the FiM phase in this compound. According to the analysis of the crystallographic
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superstructure (chapter 3) and the magnetic structures in Tm2PdSi3 (chapter 6), the
intensities of the characteristic reflections of the FiM phase, namely (1
2
, 0, 1
8
), (0, 1
2
, 1
8
),
(1
2
, 1
2
, 1
8
) etc., are proportional to the difference of the magnetic moments on the two
rare-earth sites. For a fully saturated FM state, the difference of magnetic moments
on the two sites reaches zero, which should lead to the disappearance of the magnetic
intensities of the FiM reflections. For Er2PdSi3, full saturation of the Er
3+ moments is
already reached at 1.2 T which means the difference between the two types of magnetic
moments should be zero and the FiM reflections should disappear. This provides a per-
fect system to test the validity of the superstructure and magnetic structure model as
proposed before.
Extra magnetic intensities are indeed observed on top of nuclear superstructure
reflections at (1
2
, 0, 1
8
), (0, 1
2
, 1
8
), (1
2
, 1
2
, 1
8
) etc. when a magnetic field is applied,
confirming the presence of the FiM phase in Er2PdSi3. Figure 5.11 shows the intensities
as a function of L along Q = (1
2
, 1
2
, L) for different fields at 1.5 K.
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Figure 5.11: Intensity as a function of L along (12 ,
1
2 , L) at 1.5 K and selected magnetic
fields. The line is cut from the 3-d reciprocal space at respective fields. Intensity at each
point is integrated from a circle of radius 0.005 Å−1 using the procedure described in
chapter 6.
There is some discrepancy between the observations and the expectations of the
superstructure model though: the intensity of 1
8
reflections should in general be smaller
than the intensity of the 2
8
reflections. However, at 0.5 T the intensity at (1
2
, 1
2
, 1
8
) is
larger than that at (1
2
, 1
2
, 2
8
). The reason for this discrepancy is not clear yet and needs
further study.
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In figure 5.11 the 1.2 T curve (orange) and the zero field curve (black) are almost
identical, suggesting that at 1.2 T no magnetic contributions to the superstructure
reflections remain. To gain better understanding of the field dependence of the FiM
phase, integrated intensities of selected reflections were determined for smaller field
steps. Figure 5.12 shows the integrated intensity of FiM reflections as a function of
field.
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Figure 5.12: Integrated intensities of selected Q positions as a function of magnetic
field with the nuclear contributions subtracted. Intensities at Q = (12 , 0,
2
8) (black), Q =
(1, 12 ,
2
8) (red) and Q = (
1
2 ,
1
2 ,
2
8) (green) are the FiM reflections coming from different
domains, namely D3, D2 and D1.
Q = (1
2
, 0, 2
8
) (black), Q = (1, 1
2
, 2
8
) (red) and Q = (1
2
, 1
2
, 2
8
) (green) lines coming
from different domains follow an almost identical behavior in field. Their intensities
first increase with field, reach a maximum at around 0.7 T, then decrease with further
increase of field, and finally go back at 1.2 T to their original values at zero field.
This agrees well with the magnetization measurement which shows that at 1.2 T the
system is fully saturated. The disappearance of FiM intensities is in agreement with
the previous analysis and provides further support to the superstructure and magnetic
structure model.
5.5 Discussion
As a summary three antiferromagnetic structures have been observed in Er2PdSi3,
namely τ 1, τ 2 and τ 3 at low temperature (1.5 K) and different magnetic fields. The
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FiM phase with τ s was also observed in this compound. Figure 5.13 shows a sketch of
the active field ranges for each propagation vector.
Figure 5.13: The magnetization curve at 1.8
K together with the distributions of the mag-
netic structures in Er2PdSi3. The magnetiza-
tion curves (in hard a and easy c directions)
are taken from ref. 31. The strong colors in
each rectangular area represent the field range
where the strong intensities of respective re-
flections are observed. The propagation vec-
tors are listed in the table to the right. τ s
denotes the superstructure reflections, the ex-
tra magnetic contribution at these reflections
correspond to the FiM phase.
(τx, τy, τz) SUP
∗
τ 1 (
1
9
, 1
9
, 0) N
τ 2 (0.133, 0, 0) N
τ 3 (0.133, 0.133, 0) Y
* SUP: whether the magnetic satellites
are observed around crystallographic su-
perstructure reflections.
The magnetic structure τ 1 gradually dies out when the magnetic field is applied.
The τ 2, τ 3 and FiM structures experience first an increase in intensity of their at-
tributed reflections and then disappear. Note that the magnetization curve shows
hysteresis behavior in the field range from 0.2 to 0.9 T, which corresponds roughly
to the field range where all four types of magnetic structures coexist. This strongly
suggests that the hysteresis is due to the competition between the different magnetic
structures, especially between the τ 1 and τ 2 structures which are both present at zero
field. This behavior also agrees well with the observed time dependent magnetization.
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It is also worth noticing how the propagation vector evolves with magnetic field.
Figure 5.14 shows a sketch of the orientations of the three propagation vectors in
reciprocal space. In zero field, τ 1 is favored, featuring a large magnetic unit cell of size
τ
1
 = (1
9
, 1
9
, 0)
τ
3
 = (0.133, 0.133, 0)
(110)
τ
2  = (0.133, 0, 0)
(100)
Figure 5.14: The sketch of
all the three anti-ferromagnetic
propagation vectors τ 1, τ 2 and
τ 3 in reciprocal space.
9x9 of the chemical unit cell in the basal plane where the largest distance within the
magnetic unit cell Lin is 9a. When a field is applied τ 2 is favored; since τ 2 = (0.133, 0,
0) ∼ ( 2
15
, 0, 0) the magnetic unit cell is probably of size 15x1 of the chemical unit cell
with a larger Lin = 15a. When the field continues to increase τ 3 is favored featuring a
magnetic unit cell of size 15x15 of original unit cell with Lin = 15a. FiM order shows
a similar field dependent behavior as the τ 3 structure since both are dependent on the
difference between the two Er3+ moments.
The most important findings about the magnetic structures in Er2PdSi3 are the
confirmation of the FiM phase, and especially the disappearance of the FiM phase at
finite (1.2 T) field. This proves first of all that the extra intensities on the superstructure
reflections are actually of magnetic nature instead of nuclear nature. If they were due
to structural distortions which are somehow intensified by the magnetic field, they
should not disappear at higher magnetic field. Second of all this showed that the FiM
phase is due to the ordered magnetic moment of the Er3+ ions and therefore also due
to the R3+ ions in the other compounds. The possibility that the FiM phase is due to
an induced moment of the Pd ions is thus excluded. Finally these findings confirm the
superstructure model and support the approach to describe the magnetic structure τ 3
in the same way as it is done for Tm2PdSi3 (see chapter 6). Furthermore, this suggests
the existence of two different Er3+ moments due to different local surroundings, and
hence possible different CEF level schemes. This will be discussed in chapter 9 in
connection with inelastic neutron scattering experiments on Er2PdSi3.
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Chapter 6. Magnetic structures of Tm2PdSi3
For the heavy rare-earths (R = Tb, Dy, Ho, Er, Tm; Yb is not considered) the mag-
nitude of the Steven factors α of Tb3+ and Tm3+ ions are the largest, though with
opposite signs (α is -1.01×10−2 for Tb3+ and +1.01×10−2 for Tm3+) (58). Therefore
the CEF effects are expected to be more pronounced in these two compounds compared
to the others. The detailed analysis of Tb2PdSi3
(30) revealed a magnetic structure at
zero field with propagation vector (0, 0, 1
16
) and magnetic moments perpendicular to the
c axis, in accordance with the expectation from CEF analysis. This chapter explores
the magnetic properties of Tm2PdSi3 with positive α on the other end of the series. A
Field-Temperature (H-T ) phase diagram will be derived from the ac-susceptibility and
magnetization measurements; neutron diffraction results will be discussed for selected
phases in the diagram.
6.1 Phase diagram derived from ac-susceptibility measure-
ments
The ac-susceptibility measurements have been performed on Tm2PdSi3 down to 50 mK;
details of the experimental setup are described in Chapter 2. This compound orders
at TN = 2.1 K without any indication of a second phase transition down to 40 mK.
The measurements have been performed with ac-excitation frequencies 216, 563, 963
and 2127 Hz; no frequency dependence has been observed. Shown in Figure 6.1 is the
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Figure 6.1: The temperature de-
pendence of the ac-susceptibility of
Tm2PdSi3 at zero field: χ001 (black
curve) is measured with excitation
frequency 963 Hz and current 0.5 mA
and χ100 (red curve) is measured with
excitation frequency 2127 Hz and cur-
rent 0.1 mA. The Néel temperature is
2.1 K.
temperature dependence of the ac-susceptibility measured at zero field along the two
directions (001) (χ001) and (100) (χ100). The Néel temperature is determined by the
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maximum in the real part of the ac-susceptibility χ001. The χ100 curve was measured
only up to 2.1 K due to some experimental difficulties. However, it can be clearly seen
that there is an anisotropy between the (001) and (100) directions with (001) as the
magnetic easy axis.
Field dependent measurements (ACS01 in table 2.1) of the ac-susceptibility at se-
lected temperatures have been performed up to 12 T to determine the critical fields
in the (001) direction. Figure 6.2 shows as example such a field sweeping curve ob-
tained at 40 mK with the field applied along the (001) direction. The critical fields are
determined from the peaks at 0.34 T, 0.61 T and 1.47 T.
Although all three peaks are visible in both curves (up and down), they feature
significantly different profiles. The down curve shows a very sharp peak at 0.34 T
while there is only a kink in the up curve. On the contrary, the peak at 0.61 T is more
pronounced in the up curve than in the down curve. At 1.47 T both curves feature a
broad maximum which is hard to see at the chosen scale. The differences between the
up and down curves correspond well to the hysteresis observed in the magnetization
curve (30) and indicate the presence of several competing magnetic states.
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Figure 6.2: The field dependence of
the ac-susceptibility of Tm2PdSi3 at
40 mK with the field applied along
the (001) direction: the excitation fre-
quency is 963 Hz and the current 0.5
mA; 3 critical fields at 0.34 T, 0.61 T
and 1.47 T can be determined by the
peaks in the curve. The small features
around 0.1 T are artifacts caused by
the tin soldering of the coils.
At temperatures much higher than the Néel temperature, only one transition was
observed in magnetic field. Temperature dependent measurements (ACS02 in table
2.1) of the ac-susceptibility at selected magnetic fields were performed to obtain the
corresponding critical temperatures. Figure 6.3 shows a selection of such curves. The
critical temperatures can be well identified by a maximum which shifts to higher tem-
peratures for higher fields. This suggests a transition from the paramagnetic (PM)
state to an induced ferromagnetic (FM) state. However, similar to what has been
observed in all other R2PdSi3 compounds (except Er2PdSi3), a fully saturated ferro-
magnetic state is not yet achieved in Tm2PdSi3 at 12 T
(30); therefore, the transition
here is not from the PM to the FM state, but to another state which we label as FiM
state after the convention in the thesis of Frontzek(30).
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Figure 6.3: The temperature de-
pendence of the ac-susceptibility of
Tm2PdSi3 at constant magnetic fields
applied along the (001) direction.
The ac-field frequency is 963 Hz.
Combining all the critical fields determined at different temperatures and critical
temperatures at different fields, the H-T phase diagram with field parallel to (001) is
drawn in figure 6.4. The generic FiM phase can be identified as in all other R2PdSi3
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Figure 6.4: H-T phase di-
agram of Tm2PdSi3 with the
field parallel to (001) derived
from ac-susceptibility measure-
ments: points on black curves are
determined from constant tem-
perature scans; points on the
gray curve are determined from
constant field scans.
compounds in this direction. The end point of the critical field curve for the FiM phase
is expected at fields much higher than 12 T. Three non-ferromagnetic phases (AFM1,
AFM2, and AFM3) can be identified in magnetic fields at low temperatures. Their
respective critical fields Hc1, Hc2 and Hc3 are also labeled. The following sections try to
explain the phase diagrams from a microscopic point of view by associating magnetic
structures observed by neutron scattering within different phases.
72
6.2 Magnetic structures in zero field
6.2 Magnetic structures in zero field
A previous neutron study on Tm2PdSi3 revealed a very complicated magnetic structure
in zero field at 0.4 K(30). Attempts to describe the magnetic structure required at least
two propagation vectors and their higher harmonics. The proposed two propagation
vectors were (1
8
, 1
8
, 1
16
) and (1
8
+ 1
16
, 1
8
− 1
16
,− 1
16
). Furthermore, it was suggested that the
direction of the magnetic moment is canted by about 30◦ off the (001) direction. Shown
in figure 6.5 is the (H+ 1
16
H- 1
16
L) plane taken from Frontzek’s thesis(30). Magnetic
reflections are observed at Q positions: (2
8
, 1
8
, 1,3,...
16
) and (3
8
, 2
8
, 3,5,...
16
).
Figure 6.5: The (H+ 116 H-
1
16 L) plane of Tm2PdSi3 at 0.4 K and 0 T taken from the
thesis of Frontzek (30), figure 7.5. Magnetic reflections are observed at (28 ,
1
8 ,
1,3,...
16 ) and
(38 ,
2
8 ,
3,5,...
16 . Tails of strong nuclear reflections {0, 0, 2} and {1, 1, 0} are also observed
in the plane due to limited resolution.
6.2.1 Experimental observations
Based on these previous results, the reciprocal HK 1
16
and HK 3
16
planes have been
reexamined carefully (experiment Diffrac-Tm1 in table 2.2). Shown in figure 6.6 is
the HK 1
16
plane measured at 0.4 K and 0 T. Each point in the plane is integrated
vertically for a small angle interval (1.5◦ ∼ Q = ±0.006Å−1) on the 2-d detector
around the nominal tilt angle of the HK 1
16
plane. Thus the nuclear reflections {1, 0,
0} are not visible in the plane and all the reflections seen here are belonging to the
1
16
-th layer and are of magnetic nature.
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Figure 6.6: The HK 116 plane of Tm2PdSi3 at 0.4 K, 0 T: Around each main reflection
there is a set of magnetic reflections forming a small triangle (the circled part). The full
plane shown here is the multiplication from a 60 degree scan. The two rings in the outer
rim are the signals from Cu and Al in the sample holder. The box marks the range of the
linear cut shown in figure 6.7 for background analysis. The small drawing to the right
denotes the position of the HK plane in the L direction.
The inner broad ring with moment transfer close to Q = (1, 0, 0) in the plane is the
contribution from the mixed alcohol in the sample holder (details see chapter 2) within
the 2θ angles 36 to 48 degrees corresponding to momentum transfers Q between 0.26
and 0.34 Å−1. Shown in figure 6.7 is the signal from the alcohol cut from the reciprocal
space as shown by the rectangle in figure 6.6. The signal from the alcohol features a
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Figure 6.7: The sig-
nal from the deuterated
methanol/ethanol cut from
the reciprocal space as in-
dicated by the rectangle in
figure 6.6. Each point is
integrated for a Q interval
±0.006 Å−1 perpendicular
to the cutting direction.
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weak broad peak in Q space. Also present in the figure are two magnetic reflections
from Tm2PdSi3 and Debye-Scherrer rings from Cu and Al of the sample holder.
As can be seen in figure 6.6 each main reflection is surrounded by 18 magnetic
reflections in the HK 1
16
plane (as in chapter 3 the reflections which can be indexed
by integers using the primitive unit cell (a, a, c) notation are referred to as main
reflections). The number doubles if the HK− 1
16
plane is considered. The 18 reflections
can be grouped into 6 symmetric equivalent sets of small equal-lateral triangles marked
by a circle in the figure. The one closest to the main reflection among the set can be
indexed as (1
8
, 1
8
, 1
16
). The other two are (1
8
, 1
4
, 1
16
) and (1
4
, 1
8
, 1
16
).
Figure 6.8 shows the reciprocal HK 3
16
plane integrated vertically for a larger angle
interval (2.7◦). This was done to obtain better statistics without losing accuracy since
this plane is far away from the main reflections. Only 12 magnetic reflections around
each main reflection at {1
8
, 1
4
, 3
16
} and {1
4
, 1
8
, 3
16
} are observed, with the inner 6 reflec-
tions missing (see the upper circle). Furthermore, there are extra reflections at {3
8
, 3
8
,
3
16
}, {3
8
, 2
8
, 3
16
} and {2
8
, 3
8
, 3
16
} which were not observed in the HK 1
16
plane (see the
lower circle).
Figure 6.8: The HK 316 plane of Tm2PdSi3 at 0.4 K, 0 T: The full plane shown here is
a multiplication from a 60 degree scan. Magnetic reflections are observed at: {18 , 14 , 316}
and {14 , 18 , 316} (in the upper circle), {38 , 38 , 316}, {38 , 28 , 316} and {28 , 38 , 316} (in the lower
circle). The small drawing to the right denotes the position of the HK plane in the L
direction.
As a summary the following magnetic reflections have been observed: {2
8
, 1
8
, 1,3,...
16
},
{3
8
, 2
8
, 3,5,...
16
} from the H+ 1
16
H- 1
16
L plane; {1
8
, 1
8
, 1
16
}, {1
8
, 1
4
, 1
16
} and {1
4
, 1
8
, 1
16
}
from the HK 1
16
plane; {3
8
, 3
8
, 3
16
}, {3
8
, 2
8
, 3
16
} and {2
8
, 3
8
, 3
16
} from the HK 3
16
plane.
Complicated and on first sight unrelated, a simple explanation can actually be found
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for these reflections. They can be decomposed into two parts as shown in table 6.1. To
part I belong all nuclear reflections, including both main and superstructure reflections
(as discussed in chapter 3); to part II belong the hexagonal symmetric equivalent
reflections of (1
8
, 1
8
, 1
16
).
This requires only one main propagation vector τ 1 = (
1
8
, 1
8
, 1
16
) to describe the
magnetic structure and hints to a strong correlation between the crystallographic su-
perstructure and the magnetic structure. The indexing using the propagation vector
τ 1 around the primitive nuclear reflections only cannot describe all the magnetic re-
flections. However, all the reflections can be indexed if the magnetic reflections also
originate from the crystallographic superstructure reflections, namely (2n+1
2
, 0, l
8
), (0,
2n+1
2
, l
8
) and (2n+1
2
, 2m+1
2
, l
8
) where m, n and l are integers as shown by table 6.1.
Q part I part II
(2
8
, 1
8
, 1,3,...
16
)
=
(1
2
, 0, 1,2,...
8
)
−
(2
8
, −1
8
, 1
16
)
(3
8
, 2
8
, 3,5,...
16
) (1
2
, 0, 2,3...
8
) (1
8
, −2
8
, 1
16
)
(1
8
, 1
4
, 1
16
) (0, 1
2
, 1
8
) (−1
8
, 2
8
, 1
16
)
(1
4
, 1
8
, 1
16
) (1
2
, 0, 1
8
) (2
8
, −1
8
, 1
16
)
(3
8
, 3
8
, 3
16
) (1
2
, 1
2
, 2
8
) (1
8
, 1
8
, 1
16
)
(3
8
, 2
8
, 3
16
) (1
2
, 0, 2
8
) (1
8
, −2
8
, 1
16
)
(2
8
, 3
8
, 3
16
) (0, 1
2
, 2
8
) (−2
8
, 1
8
, 1
16
)
(1
8
, 1
8
, 1
16
) (0, 0, 0) + (1
8
, 1
8
, 1
16
)
Table 6.1: Decomposition of the Q values of the magnetic reflections into two parts.
In the following discussion, the symmetry equivalents of τ 1 will be labeled as τ
1
1 =
(1
8
, 1
8
, 1
16
), τ 21 = (-
2
8
, 1
8
, 1
16
) and τ 31 = (
1
8
, -2
8
, 1
16
); τ 1 will be used to refer to the whole
set of the symmetrically equivalent propagation vectors.
An issue arises with this description, however, that not all six of the expected mag-
netic reflections are observed around each superstructure reflection. For example, in
figure 6.6 the magnetic reflections ±τ 11 (18 , 18 , 116) are missing around the superstructure
position (1
2
, 1
2
, 1
8
). Also in figure 6.5 the magnetic reflection at ( 5
16
+ 1
16
, 5
16
− 1
16
, 1
16
)
is missing which is the position of the reflection τ 31 around (
1
2
, 0, 1
8
). A detailed look
into the description of the crystallographic superstructure and the magnetic structure
will show that these missing intensities are actually predicted by the superstructure
model. The magnetic structure of Tm2PdSi3 is therefore vice versa a further proof of
the superstructure model.
6.2.2 Magnetic structure model
As discussed in chapter 3, the crystallographic superstructure in the R2PdSi3 series is
caused by the Pd-Si ordering which forms 6 randomly and statistically equally popu-
lated domains: D1, D2, D3, D
′
1, D
′
2 and D
′
3 where D1, D2 and D3 can be generated from
each other by applying a 3-fold rotation around the (001) rotation axis, and the D
′
1, D
′
2
and D
′
3 are the mirrored versions of D1, D2 and D3. Each domain contributes partly
to the nuclear scattering intensities at the superstructure reflections. The different
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magnetic moments of the rare-earth ions as a result of the Pd-Si orderings follow a
specified sequence in each domain. For example the sequence of magnetic moments at
position (0, 0, z) in D1 is R2-R1-R1-R2-R2-R2-R1-R1 for z from 0 to 7c.
Therefore, the different magnetic moments in the enlarged unit cell (2a × 2a × 8c
with 64 moments inside) has to be taken into account and the magnetic structure has
to be described with the propagation vectors jointly determined by the crystallographic
superstructure and the exchange interaction. Because the magnetic moments in the
enlarged unit cell have already the superstructure sequence, the magnetic moments in
each primitive unit cell R can be described as follows:
µ(R) = ei2π·τ1·R(µ0 +
∑
τs
µτse
i2πτs·R + c.c.)
= µ0e
i2πτ1·R +
∑
τs
µτse
i2π(τs+τ1)·R + c.c. (6.1)
where τ s is the propagation vector for the superstructure, e.g. (
1
2
, 0, 1
8
) (details see
chapter 3), µτs and µ0 are the corresponding Fourier components of the magnetic
moment sequence for τ s and 0. µτs is proportional to
|µ1−µ2|
2
and the coefficients are
tabulated in table 3.11. µ0 is the average of µ1 and µ2:
µ1+µ2
2
. Thus the actual
propagation vectors are {τ 1} and {τ s + τ 1} where τ s is the contribution from the
superstructure while τ 1 is determined by the exchange interaction.
As can be seen in the above equation, magnetic reflections should be observed at
Q = G + τs + τ1 and Q = G + τ 1. The intensities are determined by µτs and µ0
respectively. As shown in table 3.11, for each domain there are several zero valued µτs ,
for instance µ(τ s = (
1
2
, 0, 2
8
))= 0 for D1. Combined with the fact that there are several
cases where the magnetic reflections are missing around the superstructure reflections
as described above, we can deduce that each superstructure domain is only associated
with one propagation vector among the six symmetric equivalent propagation vectors.
As discussed in chapter 3 the six superstructure domains can be generated from
each other with one of the symmetry operations in the P 6/m m m space group.
Assuming these transformations hold for the magnetic propagation vectors as well we
can associate τ 11 = (
1
8
, 1
8
, 1
16
) to D1 and the propagation vectors associated with all
other domains can be generated accordingly. The results are listed in table 6.2.
With this assignment, it can be seen that the missing reflections at (1
2
, 1
2
, 1
8
) ± (1
8
,
1
8
, 1
16
) in figure 6.6 are due to the fact that τ 11 is associated with D1 and µ(τ s = (
1
2
,
1
2
, 1
8
)) = 0 for D1. The same applies for the missing reflection at (
5
16
+ 1
16
, 5
16
− 1
16
,
1
16
) in figure 6.5. Shown in table 6.3 is a summary of the expected non-zero magnetic
reflections from each domain.
To compare with the reciprocal planes observed experimentally, sketches of recip-
rocal planes with non-zero reflections based on the table have been drawn in figure 6.9.
The patterns predicted by the model agree perfectly with the measured patterns.
Summarizing, the magnetic structure in Tm2PdSi3 can be described by a single
τ and a single-domain magnetic structure in the superstructure domains. For each
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Domains τ 1 = (
1
8
, 1
8
, 1
16
) -τ 1 = (-
1
8
, -1
8
, - 1
16
)
D1 = 1 · D1 τ 11 = (18 , 18 , 116) (-18 , -18 , - 116)
D
′
1 = 2x,x,0D1 τ
1′
1 = (
1
8
, 1
8
, - 1
16
) (-1
8
, -1
8
, 1
16
)
D2 = 3
−
0,0,zD1 τ
2
1 = (-
2
8
, 1
8
, 1
16
) (2
8
, -1
8
, - 1
16
)
D
′
2 = 20,y,0D1 τ
2′
1 = (-
2
8
, 1
8
, - 1
16
) (2
8
, -1
8
, - 1
16
)
D3 = 3
+
0,0,zD1 τ
3
1 = (
1
8
, -2
8
, 1
16
) (-1
8
, 2
8
, - 1
16
)
D
′
3 = 2x,0,0D1 τ
3′
1 = (
1
8
, -2
8
, - 1
16
) (-1
8
, 2
8
, 1
16
)
Table 6.2: The magnetic propagation vectors associated with each superstructure do-
main generated from each other with a symmetry operation in the P 6/m m m space
group as described in the text.
H
H
H
H
HH
l
(h,k)
(n, m) (2n+12 , 0) (0,
2n+1
2 ) (
2n+1
2 ,
2m+1
2 )
0 0 0 0 0
1
16
±τ 11, ±τ 21, ±τ 31 ±τ 11, ±τ 21 ±τ 11, ±τ 31 ±τ 21, ±τ 31
±τ 1′1 , ±τ 2
′
1 , ±τ 3
′
1 ±τ 1
′
1 , ±τ 2
′
1 ±τ 1
′
1 , ±τ 3
′
1 ±τ 2
′
1 , ±τ 3
′
1
1
8 0 D1, D
′
1, D2, D
′
2 D1, D
′
1, D3, D
′
3 D2, D
′
2, D3, D
′
3
3
16 0
±τ 11, ±τ 21, ±τ 31 ±τ 11, ±τ 21, ±τ 31 ±τ 11, ±τ 21, ±τ 31
±τ 1′1 , ±τ 2
′
1 , ±τ 3
′
1 ±τ 1
′
1 , ±τ 2
′
1 , ±τ 3
′
1 ±τ 1
′
1 , ±τ 2
′
1 , ±τ 3
′
1
2
8 0 D3, D
′
3 D2, D
′
2 D1, D
′
1
5
16 0
±τ 11, ±τ 21, ±τ 31 ±τ 11, ±τ 21, ±τ 31 ±τ 11, ±τ 21, ±τ 31
±τ 1′1 , ±τ 2
′
1 , ±τ 3
′
1 ±τ 1
′
1 , ±τ 2
′
1 , ±τ 3
′
1 ±τ 1
′
1 , ±τ 2
′
1 , ±τ 3
′
1
3
8 0 D1, D
′
1, D2, D
′
2 D1, D
′
1, D3, D
′
3 D2, D
′
2, D3, D
′
3
Table 6.3: List of contributions from each domain to the crystallographic superstructure
reflections and relative magnetic reflections: τ 1,2,31 and τ
1,2,3′
1 are the six symmetric
equivalent vectors of the propagation vector (18 ,
1
8 ,
1
16) as introduced in table 6.2. Each
domain is associated with only one propagation vector, namely τ 11 with D1 and τ
1′
1 with
D
′
1 etc. Note that (h, k, l) are in the notation of the primitive cell.
superstructure domain, there is only one magnetic domain. Similar to the transforma-
tions between the superstructure domains, the magnetic domains can also be generated
from each other with the same symmetry transformations for their corresponding su-
perstructure domains. In the following the magnitude and the direction of the magnetic
moments will be discussed in this framework.
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100
010
(a) The HK 1
16
plane
100
010
(b) The HK 3
16
plane
Figure 6.9: The sketches of the distribution of magnetic reflections in selected reciprocal
planes according to the described model.  shows the main reflection positions; # shows
the positions of the crystallographic superstructure reflections; In (a) and (b)  and #
are only guides for the eye as there are in fact no intensities at those positions in the
HK 116 and HK
3
16 layer.  shows the magnetic reflections from the main reflections and
2 shows the magnetic reflections from the superstructure positions.
6.2.3 Determination of the magnetic moment
For the determination of the magnetic moment, the integrated intensities of the mag-
netic reflections were obtained from the E2 data as in the procedure described below.
Firstly, a three-dimensional hkl transformation is performed on the raw data and a 3-d
matrix containing the intensity at each (Qx, Qy, Qz) point is obtained; then a linear
cut is performed along the (001) direction for selected points in the HK plane, i.e. at
(H0, K0) and an 1-d array containing the intensity as function of L is returned (see
figure 6.10). Each point in the array is integrated from a circle around (H0, K0, L)
with the radius 0.02 Å−1 ∼ 0.06 a∗; finally a least-square fit is carried out on the 1-d
array with Lorentzian functions, and the integrated intensities are obtained for each
reflection.
The advantage with this approach is that the background is determined automat-
ically by the 1-d array fitting. Due to the special sample holder construction, the
background is not uniform in the HK plane, e.g. the background at (3
4
, 3
8
) is about
three times as that at (2
8
, 1
8
). However, the background is roughly constant in L direc-
tion at fixed (H0, K0) points as can be seen in figure 6.10. By fitting the intensity as
function of L, the background is already excluded from the resulting integrated intensi-
ties. This is however not the usual way how integrated intensities are obtained, as e.g.
from rocking scans. Therefore the intensity values extracted are considered to be with
larger uncertainties. Due to this no further corrections (extinction, absorption etc.)
were applied except for the correction for the Lorentz factor. Though being a power-
ful diffractometer, E2 is not specifically designed for exact determinations of magnetic
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Figure 6.10: Intensity as a function of L at H = 28 , K =
1
8 (left) and H =
3
4 , K =
3
8
(right), cut from the 3-d reciprocal space as described in the text. (28 ,
1
8) is not near any
powder line and the fitted background is 4.12; (34 ,
3
8) is in the middle of the powder line
from the mixed alcohol and the fitted background is 11.08.
structures, rather for search of unknown magnetic structures. To get more accurate
results, detailed measurements should be performed on dedicated diffractometers.
Integrated intensities for about 70 reflections in total have been extracted from
the 60 degrees scans and are grouped according to the superstructure domains. With
the list of integrated intensities the fullprof(85) software was used to fit the magnetic
moment. The configuration with all the moments aligned in z direction gives the best
fit results. The reflections around the nuclear superstructure reflections are best fitted
when |µτ1
1
| = |µτ1
2
| is 1.93 µB and |µτ2
3
| is 3.84 µB. Using table 3.11, these lead to
µ1−µ2
2
= 1.93 and 1.92 µB which are in good agreement with each other. The reflections
around the main reflections are best fitted with µ0 =
µ1+µ2
2
= 5.12 µB. As a result
the magnetic moments on site 1 and site 2 are 6.08 µB and 4.16 µB, respectively. Note
that these are only very rough estimates and do not rule out the possibility that there
might be also a (transverse) magnetic component in the basal plane.
6.3 Magnetic structures at intermediate fields
In the H-T phase diagram with µ0H parallel to (001), one can assign the zero field
magnetic structure of Tm2PdSi3 to the AFM1 phase. To further explore other regions
in the phase diagram, field dependent measurements of the magnetic structures were
performed with the field applied parallel to the (001) direction up to 5 T covering the
AFM2, AFM3 and FiM regions.
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6.3.1 The zero field structure in field
Upon the application of the magnetic field, the intensities of the magnetic reflections
around both the main reflections and the superstructure reflections decrease. Figure
6.11 shows the dependence of the intensity of magnetic reflections at Q =(2
8
, 1
8
, ± 1
16
)
around the superstructure positions (1
2
, 0, ±1
8
). The other magnetic reflections of the
zero field structure follow a similar behavior.
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Figure 6.11: L
section at (28 ,
1
8 , L)
cut from the recip-
rocal space as dis-
cussed in the previ-
ous section at differ-
ent magnetic fields.
The position of the reflections does not change, only the intensity decreases; at 0.7 T
no magnetic reflections of the zero field structure are observed anymore. Comparing
with the phase diagram, 0.7 T agrees roughly with the critical field Hc2 which should
be the critical field of the zero field structure AFM1. The region in the phase diagram
marked as AFM2 should then be the coexistent region of both AFM1 and AFM2.
6.3.2 The appearance of new propagation vectors
While the zero field structure becomes weaker for increasing magnetic fields, new re-
flections are observed at intermediate fields.
τ 2 = (−14 , 14 , 0) at 0.4 T
Shown in figure 6.12 is the HK 1
8
reciprocal plane at 0.4 T. Additional to the super-
structure reflections many extra reflections are observed. The crystallographic super-
structure reflections at (1
2
, 1
2
, 1
8
), (1
2
, 0, 1
8
), and (0, 1
2
, 1
8
) are observed in this plane
as expected (circles in figure 6.12). Due to the integration over the detector, tails of
some reflections from the HK 1
16
plane are also observed, for example the reflections
around (-1, 1, 0). Apart from these, additional reflections appear at (1
4
, 1
4
, 1
8
), (1
2
, 1
4
, 1
8
)
etc. as marked by the triangles in figure 6.12. These reflections can be indexed by a
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Figure 6.12: The HK 18 plane of Tm2PdSi3 at 0.4 K and 0.4 T: The superstructure
positions (12 ,
1
2 ,
1
8), (
1
2 , 0,
1
8), and (0,
1
2 ,
1
8) are circled. The extra reflections labeled by
the triangles can be indexed by the propagation vector τ 2 = (−14 , 14 , 0); more details
are given in the text. The full plane shown here is a multiplication from a 180 degree
scan. Note the different intensity scale to the previous patterns. The small drawing to
the right denotes the position of the HK plane in the L direction.
propagation vector τ 2 = (−14 , 14 , 0) and its 6-fold symmetric equivalents when indexed
from the nuclear superstructure positions.
A closer look at other positions shows that the reflections of τ 2 are also to be found
around the main reflections. Figure 6.13 shows the intensity as a function of L at H
= 3
4
, K = 0 and H = 1
2
, K = 1
4
at 0.4 T. As can be seen, the curve at H = 1
2
, K = 1
4
features a peak at L = 1
8
; while the curve at H = 3
4
, K = 0 features two peaks at L
= 0 and 1
16
(The reflection at L = 1
16
will be discussed in the following section.). Since
(1
2
, 1
4
, 1
8
) = (1
2
, 0, 1
8
) + (0, 1
4
, 0) and (3
4
, 0, 0) = (1, 0, 0) - (1
4
, 0, 0), the propagation
vector is actually τ 2 = (−14 , 14 , 0) (which is symmetric equivalent to (0, 14 , 0) and (14 ,
0, 0)).
The magnetic structure τ 2 shares a property with the zero field magnetic structure
τ 1 in the sense that its reflections are also observed around nuclear superstructure
positions. The pattern of the missing reflections is also predetermined by the nuclear
superstructure domains. For example, the reflection at Q = (3
4
, 0, 1
8
) = (1
2
, 0, 1
8
)
+ (1
4
, 0, 0) is missing; this can be explained by associating the propagation vector
τ 32 = 3
+
0,0,z · τ 2 = (14 , 0, 0) to the nuclear superstructure domain D3, for which the
intensity of the reflection (1
2
, 0, 1
8
) is zero. Similarly, the propagation vector associated
to the domain D1 should be (−14 , 14 , 0). It’s worth noting that the propagation vector
changes its direction from one crystallographic axis τ 1 = (
1
8
, 1
8
, 1
16
) ⊥ a to another τ 2
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Figure 6.13: L section at
H = 34 ,K = 0 (black) andH
= 12 , K =
1
4 (blue), cut from
the 3-d reciprocal space us-
ing the procedure as de-
scribed in the text. Due to
the very weak intensity, the
integration radius is around
0.004 Å−1, smaller than be-
fore to obtain a better signal
to background ratio.
= (−1
4
, 1
4
, 0) || a when a field is applied.
Figure 6.14 shows the field dependence of the intensity at Q = (1
4
, 1
4
, 1
8
) = (1
2
, 0, 1
8
)
+ (−1
4
, 1
4
, 0). At 0.7 T this reflection already disappears. The magnetic structure τ 2
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Figure 6.14: L section at
H = 14 , K =
1
4 at 0.4 K and
different fields.
is only present at 0.4 K between 0.4 T and 0.7 T, corresponding to the region labeled
as AFM2 between the critical fields Hc1 and Hc2 in the H-T phase diagram.
τ 3 = (
1
4
, 0, 1
16
) at 0.7 T
As is seen in figure 6.13, extra reflections emerge at Q = (3
4
, 0, 1
16
) already at 0.4 T.
These reflections are growing strongly in intensity at 0.7 T. Shown in figure 6.15 is the
HK − 1
16
reciprocal plane at 0.7 T. Each point in the plane is integrated vertically for
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a small angle interval (1.5◦) on the 2-d detector around the nominal tilt angle of the
HK − 1
16
plane.
Figure 6.15: The HK− 116 plane of Tm2PdSi3 at 0.4 K and 0.7 T: The extra reflections
can be indexed by the propagation vector τ 3 = (
1
4 , 0,
1
16) around the main reflections;
more details in text. The full plane shown here is a multiplication from a 60 degree scan.
The color scale is the same as in figure 6.12. The small drawing to the right denotes the
position of the HK plane in the L direction.
Tails from the main nuclear reflections are also seen in this layer. Magnetic reflec-
tions from the zero field structure have already vanished at this field. The remaining
reflections in this plane can be indexed by a propagation vector τ 3 = (
1
4
, 0, 1
16
) orig-
inating only from main nuclear reflections. In figure 6.13 one sees that at 0.4 T the
reflections for this propagation vector are not around the nuclear superstructure posi-
tions (1
2
, 0, 1
8
) (which should be at positions (1
2
, 1
4
, ± 1
16
)). At 0.7 T, there is also no
trace of τ 3 reflections around the nuclear superstructure positions. Summarizing, the
magnetic structure τ 3 has the propagation vector τ 3 = (
1
4
, 0, 1
16
) and is only observed
around the main nuclear reflections.
Figure 6.16 shows the field dependence of the intensity on the line (3
4
, 0, L). At
0.4 T, the intensities at both (3
4
, 0, ± 1
16
) = (1, 0, 0) + τ 3 and (
3
4
, 0, 0) = (1, 0, 0)
+τ 2 increase from zero to comparable magnitude. At 0.7 T, the intensity at (
3
4
, 0,
0) decreases to zero, consistent with the disappearance of the magnetic structure τ 2.
On the other hand, the intensities at (3
4
, 0, ± 1
16
) continue to increase, indicating the
growth of the magnetic structure of τ 3. However, at 1.1 T the intensity from τ 3 is also
diminished.
This suggests that the magnetic structure τ 3 is present at 0.4 K between 0.4 T and
1.1 T, corresponding to the regions labeled as AFM2 and AFM3 in the H-T phase
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Figure 6.16:
Intensity as a function
of L at H = 34 , K = 0
at 0.4 K and different
fields.
diagram between the critical fields Hc1 and Hc3. The critical field Hc3 determined
from ac-susceptibility and shown in the phase diagram is about 1.5 T, somewhat larger
than 1.1 T as determined from the neutron diffraction. This is probably due to the
demagnetization factor because the samples used in the two measurements had different
shapes. It also might be due to the uncertainty in the ac-susceptibility data because
Hc3 was determined with a very broad peak in the χ(H) curve.
Summarizing, three magnetic structures with propagation vectors τ 1,2,3 can be iden-
tified in the field range between 0 and 1.1 T at 0.4 K. The zero field structure with
τ 1 is present from 0 to 0.7 T, existing in the regions labeled AFM1 and AFM2; the
magnetic structure τ 2 is present from 0.4 to 0.7 T, corresponding to the AFM2 phase;
the magnetic structure τ 3 is observed between 0.4 and 1.1 T, existing in the phase
regions AFM2 and AFM3.
6.4 The generic FiM phase at higher field
The existence of a generic FiM phase in R2PdSi3 was discussed in references 30, 35.
This phase exists in a large area of theH-T phase diagram. The microscopic fingerprint
of this phase is the additional magnetic intensity on top of the crystallographic super-
structure reflections for finite magnetic fields. In Tb2PdSi3 this has been confirmed
explicitly.
In the phase diagram of Tm2PdSi3, one can also identify a similar area as the
FiM phase in Tb2PdSi3. Neutron scattering confirms the additional intensities at the
crystallographic superstructure reflections in this area of the phase diagram. Figure
6.17 shows the intensity as a function of L at (1
2
, 1
2
, L) at different fields.
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At zero field, there are only the weak contributions at (1
2
, 1
2
, 1,2,3
8
) from the nu-
clear scattering of the crystallographic superstructure. The intensity at 3
8
is the largest
among the three in accordance with the superstructure model. With the application of
a magnetic field, the intensities at all three reflections increase significantly, with the
largest increase at the 2
8
reflection. As discussed in chapter 3, two types of surroundings
around the rare-earth ions result due to the Pd-Si ordering. The sequence of the sur-
roundings along the (001) direction is predefined by the superstructure domains. This
predefined sequence predicts the strongest magnetic structure factor for 2
8
reflections
and equal magnetic structure factors for 1
8
and 3
8
reflections. This is in good agreement
with the experimental results shown in figure 6.17.
Integrated intensities of these reflections have been obtained by fitting the data
with Gaussian functions. Figure 6.18 shows the field dependence of the integrated
intensities of reflections belonging to the superstructure domain D1: (
1
2
, 0, 1
8
), (1
2
, 1
2
,
2
8
) and (1
2
, 0, 3
8
).
Three characteristic fields can be identified: 0.4 T, 0.7 T and 1.1 T which can
be related to phase boundaries in the phase diagram. Above 0.4 T, the integrated
intensities of all three reflections undergo a rapid increase; a kink for the 2
8
curve is
observed at 0.7 T; a maximum is observed for all three curves at around 1.1 T above
which the intensities decrease slowly with field. Up to 4.0 T, the magnetic intensities
have not decreased to zero, indicating a higher transition field from the FiM phase to
the FM phase. Reflections from other domains follow a similar trend but are not shown
here.
As obvious from the phase diagram, the FiM phase can also be induced from the
PM phase by applying a magnetic field. Neutron scattering verifies this as well. Figure
6.19 shows the intensity as a function of L at (1
2
, 1
2
, L) at different fields at 5.0 K.
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As can be seen the intensities of (1
2
, 1
2
, 2
8
) and (1
2
, 1
2
, 3
8
) increase significantly with the
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Figure 6.19: Intensity as
a function of L at H = 12 ,
K = 12 at 5.0 K and differ-
ent fields cut from the 3-d
reciprocal space using the
procedure as described in
the text with an integration
radius of 0.005 Å−1. The
solid lines are fits with two
Gaussian functions.
application of magnetic field confirming the appearance of the FiM phase.
Summarizing, the generic FiM phase is confirmed also in Tm2PdSi3. This phase
is first induced and then intensified by the application a magnetic field both in the
ordered state as well as in the paramagnetic state. The relative intensities between 1
8
,
2
8
and 3
8
agree well with the predictions from the crystallographic superstructure model.
6.5 Discussion
The H-T phase diagram of Tm2PdSi3 with H parallel to the (001) direction at low
temperatures is revised based on the neutron scattering results as shown in figure 6.20.
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The dashed line is an assumed phase boundary. Note also that the phase boundary
between AFM3 and FiM is not updated with the critical field determined from the
neutron data at 0.4 K, i.e. µ0Hc3 = 1.1 T since there is only one point. The boundary
might be actually connected with the solid gray line in the figure if Hc3 were updated.
The AFM1 phase corresponds to the magnetic structure with propagation vector τ 1 =
(1
8
, 1
8
, 1
16
) based on the crystallographic superstructure. The AFM2 phase is a phase
with the coexistence of magnetic structures τ 1, τ 2 and τ 3, where τ 2 = (
1
4
, 0, 0) and
τ 3 = (
1
4
, 0, 1
16
). The τ 2 structure is also based on the crystallographic superstructure
while τ 3 seems to be only based on the primitive crystal structure.
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Figure 6.20: The revised H-T phase diagram of Tm2PdSi3 with H parallel to (001)
for the low temperature range. Propagation vectors τ 1, τ 2 and τ 3 are assigned to the
different regions.
Two scenarios will be discussed to understand the appearance or disappearance of
the different phases. In the first scenarios it is assumed that the different phases τ 1, τ 2,
τ 3 and the FiM phase are separate, non-related phases. The decrease and increase of
the intensities of the corresponding magnetic reflections are then due to the depopula-
tion and population of the respective phases. This means, that with increasing field the
phase with propagation vector τ 1 gets depopulated and has completely disappeared
0.7 T; the τ 2 phase is first populated, then depopulated; similar is the τ 3 phase; the
population of the FiM phase increases constantly with field and at 1.1 T there is only
FiM phase left. The characteristic magnetic fields in connection with the increase of
the FiM population, 0.4, 0.7 and 1.1 T correspond to the depopulation of τ 1, τ 2 and
τ 3, respectively. As discussed in chapter 3, the magnetic intensities at superstructure
reflections (the characteristic FiM reflections) are due to the difference between the
magnetic moments of the two rare-earth sites µ3-µ4. The decrease and the flattening
of the magnetic intensities at those positions beyond 1.1 T (figure 6.18) is first due
to the decrease of the difference of the two magnetic moments followed by a more or
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less constant difference up to 4 T. Finally for a fully saturated system (> 12 T) the
intensities of the FiM reflections will go back to zero.
The second scenario assumes that the different propagation vectors stem from one
single phase; the decrease and increase of the intensities of the corresponding magnetic
reflections are then due to the decrease and increase of the respective Fourier compo-
nents of the magnetic moment. In this case, the magnetic moments in each unit cell
R can be described as following:
µ(R, H) =
∑
i=0,1,2
(ei2π·τi·R +H.c.) × (µi0 +
∑
τs
µiτse
i2πτs·R +H.c.)
+ (µ30e
i2π·τ3·R +H.c.) (6.2)
where H is the magnetic field, µi0 is the Fourier component for the corresponding
propagation vectors. The propagation vector τ 3 is different from the others since it is
only observed around the main nuclear reflections. With this description, the magnetic
moments contributing to the magnetic reflections around the main nuclear reflections
are:
µm =
µ1 + µ2
2
= µ00 + µ
1
0 + µ
2
0 + µ
3
0
The magnetic moments contributing to the magnetic reflections around the nuclear
superstructure reflections are:
µs =
µ1 − µ2
2
= µ0τs + µ
1
τs
+ µ2τs
Assuming µ1 and µ2 are constant for low temperatures and low field, the decrease
and increase of the intensities from different magnetic propagation vectors is due to
the redistribution of the magnetic moments between the different propagation vectors.
At zero field, only µ10 and µ
1
τs
are non zero corresponding to the zero field magnetic
structure; with the application of a magnetic field, µ10 and µ
1
τs
decrease and finally
go to zero. Meanwhile, both µ00 and µ
0
τs
increase, corresponding to the increase of
the magnetic intensities of the FiM phase. In the further course of applying a mag-
netic field, other components also increase and finally decrease, corresponding to the
appearance and disappearance of τ 2 and τ 3. At 1.1 T only µ
0
0 and µ
0
τs
(the FiM
phase) are left. With further increasing field µ1 and µ2 can no longer be considered
constant; both should increase with field, leading to the increase of µm corresponding
to the increase of the FM intensities on the main nuclear reflections. The difference
µs seems to decrease with field after 1.1 T but is not totally zero and stays constant
up to 4 T. Since the difference of the magnetic moments comes from the difference of
the CEF level schemes of the two Tm3+ sites, this suggests that they are quite robust
against field which will be discussed in a later chapter about the CEF excitations in
Tm2PdSi3.
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Chapter 7. Interactions in R2PdSi3
It is generally accepted that the crystalline electric field (CEF) effect and the RKKY ex-
change interaction are the main interactions in rare-earth intermetallic compounds(58).
The hexagonal crystal structure of R2PdSi3 introduces another effect in the interplay
of the interactions: the geometric frustration. As single ion effect, the CEF defines the
magnetic easy/hard axis while the RKKY exchange interaction due to its long-range,
many-body nature defines the propagation vector of the magnetic structures. The ef-
fect of the geometric frustration is inseparable from the RKKY exchange interactions.
The magnetic structures are the results of these effects and interactions. The crystallo-
graphic superstructure observed in R2PdSi3 makes the situation even more complicated
by introducing inequivalent rare-earth sites. On the other hand, the geometric frustra-
tion might be lifted by the superstructure with its lower symmetry.
The interplay between all these interactions in R2PdSi3 can already be seen in
previous chapters where various magnetic structures were presented. In this chapter
theoretical descriptions of the CEF effect and the RKKY exchange interaction will be
presented in preparation for the experimental observations in the following chapters.
7.1 Crystal electrical field effect in R2PdSi3
Ions in a crystal are subject to a local electric field due to the charge distribution
around the ions. This electric field has the local point symmetry depending on the
crystal structure. For 4f electrons the crystal field energy (∼ meV) is much smaller
than the spin-orbit coupling energy (∼ eV). The CEF effect usually can be treated
as a perturbation to a multiplet with constant J lifting the 2J + 1 degeneracy of the
multiplet. In terms of Stevens operators Oml as defined e.g. in the textbook of Jensen
et al. (58), the CEF Hamiltonian can be written as:
Hcf =
∑
i
∑
lm
Bml O
m
l (Ji) (7.1)
whereBml are CEF parameters which can in principle be calculated. In practice they are
usually determined from experiments due to the difficulties to determine the effective
charge distribution.
For ions in a hexagonal crystal as in R2PdSi3, only four CEF parameters are non-
zero: B02 , B
0
4 , B
0
6 and B
6
6
(65). Therefore, the CEF Hamiltonian simplifies to:
Hcf =
∑
i
[
∑
l=2,4,6
B0l O
0
l (Ji) +B
6
6O
6
6(Ji)] (7.2)
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where:
O02 = 3J
2
z −X
O04 = 35J
4
z − (30X − 25)J2z + 3X2 − 6X
O06 = 231J
6
z − (315X − 735)J4z + (105X2 − 525X + 294)J2z − 5X3 + 40X2 − 60X
O66 =
1
2
(J6+ + J
6
−)
X ≡ J(J + 1), J± ≡ Jx ± iJy
Eigenfunctions of this Hamiltonian are of the form |λ〉 = a|MJ + 6〉 + b|MJ〉 +
c|MJ − 6〉 where |MJ〉 is the eigenfunction of Jz, the z component of the total angular
momentum operator and a, b, c are the complex coefficients of the respective compo-
nents depending on the CEF parameters Bml . The mixing of the states results from
the B66 parameter which introduces non-zero off-diagonal elements in the Hamiltonian
matrix for systems with total angular momentum larger than or equal to 3. For sys-
tems with total angular momentum less than 3, the Ce3+ ion with J = 5
2
for example,
the Hamiltonian matrix is unaffected by B66 and stays diagonalized. Correspondingly,
the eigenstates are not mixed and of the form |λ〉 = |MJ〉. The energy degeneracy
of the original 2J + 1 multiplet is lifted except that the state |λ〉 is degenerate with
| −λ〉 = a| −MJ − 6〉+ b| −MJ〉+ c| −MJ + 6〉 when MJ 6= 0,±6,±3. The CEF levels
are populated at finite temperature according to the Boltzmann distribution. However,
the energies of the splittings between the levels are difficult to be derived analytically.
Inelastic neutron scattering is a very powerful tool to study CEF excitations quali-
tatively(14,58). By losing energy a neutron can excite a rare-earth ion from a CEF state
with lower energy to a state with higher energy, or a neutron can gain the correspond-
ing energy when a rare-earth ion is de-excited from a state with higher energy to a
state with lower energy. The neutron scattering cross section for such processes is (14):
d2σ
dΩdE
=
1
Nm
k1
k0
(gLγr0)
2
∑
αβ
(δαβ − Q̂αQ̂β)|f(Q)|2e−2W (7.3)
× 1
Z
∑
λ0λ1
e−Eλ0/(kBT ) < λ0|J+α |λ1 >< λ1|Jβ|λ0 > δ(E + Eλ0 − Eλ1)
where Nm is the number of magnetic ions, k1 and k0 are the magnitude of the outgoing
and incoming neutron wavevectors, gL is the Landé factor of the rare-earth ion, γ =
1.9132 is the gyro-magnetic ratio of the neutron, r0 = e
2/(mec
2) is the classic radius
of the electron, f(Q) is the atomic form factor and e−2W is the Debye-Waller factor.
With the tensor (δαβ − Q̂αQ̂β) only the transitional matrix elements from the angular
momentum operator which are perpendicular to the momentum transfer Q contribute
to the cross section. Z =
∑
λ e
−Eλ/(kBT ) is the partition function, |λ0,1 > are the initial
and final CEF state of the rare-earth ion, Jα,β is the total angular momentum operator
with α, β = x, y, z. The matrix elements are only non-zero when the difference of the
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angular momentum between initial and final state is ∆m = ±1, 0, since the maximal
angular momentum transfer a neutron can realize is only ~ due to its spin ~
2
. ∆m = ±1
corresponds to a Jx or Jy type transition, while ∆m = 0 corresponds to a Jz type
transition.
In a typical inelastic neutron scattering experiment, the spectrometer is set to a
constant Q position in the reciprocal space, the energy transfer is varied and the
scattered neutron intensity as a function of the energy transfer is measured. The
measured energy spectrum features resonance peaks which can be associated with the
transitions between CEF levels, with the intensity of the peaks depending on the matrix
element of the transition and temperature through the partition function.
With the polarized neutron option available on most neutron spectrometers, one
can even measure the matrix elements of Jx,y,z separately. The simplest setup for
polarized neutron is uni-axial polarization analysis. The spin of the incoming and
outgoing neutrons are aligned parallel or anti-parallel to the polarization direction
which is defined by a polarizer and maintained by a small guide field along the neutron
path. By varying the spin polarization of neutrons, two cross sections can be measured,
i.e. the spin-flip one when the spin direction of the neutrons is flipped by the scattering
process and the non-spin-flip one when the spin direction of the neutrons stays the same
after scattering(91). The spin-flip (SP) and non-spin-flip (NSP) cross sections for CEF
transitions can be written explicitly as following:
(
d2σ
dΩdE
)NSP ∼ |f(Q)|2|〈λ0|Jz|λ1〉|2 (7.4)
(
d2σ
dΩdE
)SP ∼ |f(Q)|2
∑
α,β
〈λ0|J+α |λ1〉〈λ1|Jβ|λ0〉(δαβ − Q̂αQ̂β) (7.5)
where the direction of polarization is defined as the z direction, and α, β = x, y. With
this setup, the Jz matrix element is already separated from Jx,y matrix elements; choos-
ing the scattering vector Q carefully so that (δαβ− Q̂αQ̂β) diminishes the contribution
from one of the Jx,y transitions, it is also possible to separate the matrix elements
between Jx and Jy.
7.1.1 Temperature dependence of CEF transitions
The temperature dependence of the intensity of a transition from one CEF state to
another is mainly given by the partition function:
I(Q, E, T ) ∝ d
2σ
dΩdE
∝ 1
Z
e−Eλ0/(kBT ) (7.6)
For a simple case where only the transitions from the ground and the first ex-
cited states are considered, the partition function can be approximated to be: Z =
1 + e−E1/(kBT ) where E1 is the difference between the ground and first excited state as-
suming both states to be of the same degeneracy. Other states with higher energies can
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be omitted since their contributions to the partition function decrease exponentially
with energy. The intensity of transitions starting from the ground state is:
I(Q, E, T ) ∝ 1
1 + e−E1/kBT
(7.7)
while for transitions starting from the first excited state it is:
I(Q, E, T ) ∝ e
−E1/kBT
1 + e−E1/kBT
=
1
1 + eE1/kBT
(7.8)
For transitions from the ground state the intensity will decrease with increasing
temperatures reaching a ”saturation value” at high temperatures when both levels are
equally populated. For transitions from excited states the intensity will first increase
with temperature, reaching a maximum and leveling off to its ”saturation value”. The
saturation depends on all other components in the cross section expression 7.3, i.e. the
matrix elements, form factor etc.
For complicated cases where more levels have to be considered, equation 7.7 turns
into
I(Q, E, T ) ∝ d0
1 · d0 +
∑
i die
−Ei/kBT
(7.9)
where di is the degeneracy of the states and
∑
i sums over all other states except the
ground state. For transitions starting from an excited state Eλ, equation 7.8 turns
into:
I(Q, E, T ) ∝ dλe
−Eλ/kBT
1 · d0 +
∑
i die
−Ei/kBT
(7.10)
Although the formulae are more complicated, the exponential decrease of the in-
tensities of transitions from the ground state and the increase of the intensities of
transitions from the excited states with increasing temperature are similar to the sim-
ple case. By fitting the experimental data with the above relations one can determine
whether a transition is from the ground state or from an excited state and a first rough
estimate of the energy of the excited state Eλ can be obtained. This is especially useful
when the transition between the ground state and the excited state is forbidden, i.e.
when the conditions ∆m = ±1, 0 are not satisfied so that the transition to and from
an excited state is not visible.
7.1.2 Field dependence of CEF transitions
When an external magnetic field is applied to the system, the Zeeman term has to be
added to the CEF Hamiltonian:
H =
∑
i
[
∑
l=2,4,6
B0l O
0
l (Ji) +B
6
6O
6
6(Ji) + µBgLĴi · µ0H] (7.11)
Consider the simple case where the magnetic field is parallel to the z axis, i.e.
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H = Hẑ, then the Hamiltonian can be simplified to:
H =
∑
i
[
∑
l=2,4,6
B0l O
0
l (Ji) +B
6
6O
6
6(Ji) + µBgLĴizµ0H] (7.12)
The eigenfunctions will be still of the form |λ >= a|MJ+6 > +b|MJ > +c|MJ−6 >,
however the degeneracy between |+λ > and |−λ > will be lifted. Denoting the energy
of the doublet | ± λ > at zero field as Eλ,0, the energy of the states in field is then:
E±λ = Eλ,0 ± [MJ + 6(a2 − c2)] · µBgL · µ0H (7.13)
where the normalization condition a2 + b2 + c2 = 1 is used. For a transition from |λ >
to |λ+ 1 >= a1|MJ + 1 + 6 > +b1|MJ + 1 > +c1|MJ + 1− 6 >, the energy transfer is:
Eλ+1 −Eλ = Eλ+1,0 −Eλ,0 + µBgL · µ0H + 6[(a21 − c21)− (a2 − c2)] · µBgL · µ0H (7.14)
The transition is of Jxy type and the spins of the scattered neutrons will be flipped.
The term µBgL·µ0H in the above equation suggests that the energy of the transition will
increase linearly with magnetic field with the slope µBgL. The term 6[(a
2
1 − c21)− (a2 −
c2)] ·µBgL ·µ0H is more complicated since the coefficients are actually field dependent.
However, they are usually quite small even at zero field, and they should get smaller
and smaller with increasing field since at infinitely large external field, the mixing of
the states should disappear. Therefore, the statement that the energy of the transition
increases linearly with magnetic field with the slope µBgL is in general valid even with
the mixing of the states.
Furthermore, more transitions are allowed due to the mixing of the states other
than the one mentioned above, such as the transition from |λ > to |λ + 6 >. In this
case the transition is of Jz type and the spins of the scattered neutrons are not flipped.
The energy for such transition is then:
Eλ+6 −Eλ = Eλ+6,0 −Eλ,0 +6 ·µBgL ·µ0H +6[(a26 − c26)− (a2 − c2)] ·µBgL ·µ0H (7.15)
The energy of the transition will also increase linearly with magnetic field, but with
the slope 6µBgL if we neglect the other terms.
If the rare-earth sites are of a lower symmetry, monoclinic for example, there will
be more non-zero CEF parameters such as B22 or B
4
4 . These parameters will introduce
more mixing of the states, so that the slope of the energy of allowed transitions as
a function of magnetic field might take values of 4µBgL or 2µBgL. These Jz type
transitions are usually rather weak since the transitional matrix elements depend on
the off-diagonal CEF parameters B66 , B
2
2 and B
4
4 etc. which are usually much smaller
than the diagonal CEF parameters. They also become weaker with increasing field.
Whether the linear relation holds depends also on the off-diagonal CEF parameters.
When they are very strong, the straight line might be bent. However, a slope larger
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than µBgL always indicates a transition of at least partly Jz contribution, and can be
used as a hint for the existence of the non-zero off-diagonal CEF parameters.
7.2 Dispersion of CEF transitions
With the presence of exchange interactions, CEF transitions are also influenced and
may become dispersive (although the CEF effect itself is a single-ion effect and its
transitions should be non-dispersive). The observed transitions are thus not pure
CEF transitions but a combination of CEF transition and spin wave, some name it
excitons (58). An exciton possesses all the characteristics of the corresponding CEF
transition as well as the spin wave features.
The dispersion relation of the exciton highly depends on the CEF level scheme
and can be very complicated. Here only the results of a simple model is presented
following Jensen et al.(58). For a singlet-singlet configuration with energy splitting ∆,
the dispersion relation is:
Eq =
√
∆(∆ − 2n01M2αJαα(q)) (7.16)
where n01 is the difference in population between the two singlets, α denotes the x, y
and z directions, Mα is the matrix element of Jα between the two singlets, and Jαα(q)
is the Fourier transformation of the exchange interaction Jαα(i, j).
This relation applies only to the above defined two-level system. For the compounds
R2PdSi3 with (R = Ho, Er, Tm) studied in this thesis, the CEF level schemes consist
of more than two levels (2J+1, to be exact). Furthermore, the observed dispersion
of the CEF transitions is in the most cases rather weak or not measurable making
a quantitative analysis to extract the exchange parameters very difficult. Thus the
simple model is only used to estimate the strength of the exchange interactions.
7.3 Convention of labeling
In the following chapters on the inelastic neutron scattering experiments on Ho2PdSi3,
Er2PdSi3 and Tm2PdSi3, many CEF transitions have been observed. They are labeled
with the following convention.
• The energy of the ground state is designated as 0.
• The CEF energy levels that are directly observed are labeled as Ei, where i is
the ordinal number starting from 1, for the level with lowest energy.
• The corresponding transition from the ground state to level Ei is labeled as ∆Ei.
• The CEF energy levels that are not directly observed by neutron scattering are
labeled as Ea, Eb, Ec etc.
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• The transition between two excited levels is labeled as ∆Eij where i, j can be a
number or a letter denoting the original and final states of the transition respec-
tively. For example ∆Ea1 denotes the transition from the invisible energy level
Ea to the visible energy level E1.
• The primed version of the labels indicates CEF levels or transitions from a second
R3+ site if applicable.
• If a peak consists of two transitions from both sites, it will be labeled without
the prime and pointed out individually.
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Ho2PdSi3 distinguishes itself from all other R2PdSi3 compounds by the fact that its
ac-susceptibilities up to room temperature do not follow a Curie-Weiss law (30). A
small anisotropy was reported between the c and a directions, consistent with a small
Steven’s factor α (∼ -0.002222) of the Ho3+ ion. The c axis is the magnetic easy axis
at low temperatures (below 40 K) while the a axis is the magnetic easy axis at higher
temperatures. These facts imply a weak CEF effect in Ho2PdSi3 compared with the
other compounds (especially a weak influence of the B02 parameter is expected due to
the small α). Therefore, Ho2PdSi3 provides a good opportunity to study the effect of
the higher order CEF parameters. In this chapter inelastic neutron scattering data will
be presented for Ho2PdSi3 under various temperature and magnetic field conditions.
Attempts will be made to interpret the results in the framework of CEF effects and
RKKY exchange interactions.
8.1 Introduction
The Ho3+ ion possesses a total angular momentum of J = 8 with the Landé factor
gL =
5
4
(58). Since Ho3+ ion is not very sensitive to CEF effects, the influence of the
crystallographic superstructure that breaks the hexagonal symmetry in R2PdSi3 is
presumably also small. In the following analysis the primitive P 6/m m m symmetry
is taken as an approximation for the local environment. The superstructure is only used
when the results are not understandable in the picture of the primitive symmetry. In
a hexagonal crystal environment (e.g. the primitive cell of R2PdSi3) the point group
symmetry of the local R3+ site is D6h. With the irreducible representation analysis
of group theory(21), the 17-fold multiplet of the Ho3+ ion splits into 5 singlets and 6
doublets:
Γ17 → 2A1g + A2g +B1g +B2g + 3E1g + 3E2g (8.1)
where Γ17 denotes the 17-d representation of the D6h group, A1g, A2g etc. are the
irreducible representations of D6h, the notations of which are taken from reference 104.
A1g, A2g, B1g, B2g are 1-d representations, corresponding to the 5 singlets; E1g and
E2g are 2-d representations and correspond to the 6 doublets. The allowed transitions
between the levels are listed in table 8.1:
The magnetization curve of Ho2PdSi3 measured at 2 K yields a magnetic moment
of about 8 µB per Ho
3+ ion at 13.5 T, 2 µB less than the free-ion saturation moment of
10 µB
(30). This suggests that either the ground-state wave function does not contain
a |8〉 component, or it is strongly hybridized with other components, namely |2〉 and
|-4〉 due to large off-diagonal CEF parameters, i.e. B66 . For the latter case B66 has to
be comparable (or larger) to the potential energy of the Ho3+ ion in an applied field
of 13.5 T ( ∼ 0.8 meV), which is too large to be reasonable (the magnitude of B66 is
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H
H
H
H
H
H
|i〉
|f〉
2Ai1g A2g B1g B2g 3E
i
1g 3E
i
2g total basis
2Ai1g - Jz - - Jx,y - 4 | ± 6〉, |0〉
A2g Jz - - - Jx,y - 5 | ± 6〉, |0〉
B1g - - - Jz - Jx,y 4 | ± 3〉
B2g - - Jz - - Jx,y 4 | ± 3〉
3Ei1g Jx,y Jx,y - - Jz Jx,y 9 | ± 7〉, | ± 1〉, | ± 5〉
3Ei2g - - Jx,y Jx,y Jx,y Jz 9 | ± 8〉, | ± 2〉, | ± 4〉
Table 8.1: The allowed transitions between CEF levels under D6h point group symmetry.
The levels are labeled according to the irreducible representations. In the case of multiple
occurrence of the irreducible representation, the superscript i=1,2... is used to specify the
levels and the number in front indicates the number of levels with the same symmetry
property. The total numbers of possible transitions are listed in the second to last column
and the basis functions for each representation are listed in the last column with |m〉 being
the eigenfunctions of the Jz operator.
usually of the order of 10−6 meV). On the other hand it is possible to get a ground
state wave function with Jz smaller than 8 due to the action of the higher order CEF
terms B04 and B
0
6 with reasonable magnitudes. A magnetic moment of 8 µB corresponds
to 〈Jz〉 = 6.4 where 〈. . . 〉 denotes the expectation value. Therefore, the ground state
likely consists of | ± 6〉 components and must be one of the singlets A1g or A2g.
Using the Stevens’ operators 7.3 to expand the hexagonal CEF Hamiltonian with
the bases {|m〉}, one gets a matrix {Hij} where Hij = 〈i|Ĥ|j〉 = 0 unless i = j or
i = j ± 6. This matrix can be transformed into blocks of 3 by 3 matrices and one
block of a 2 by 2 matrix; the eigenvalues and eigenfunctions can be solved separately
for these individual blocks.
H =












. . .
Hi−6,i−6 Hi−6,i 0
Hi,i−6 Hi,i Hi,i+6
0 Hi+6,i Hi+6,i+6
. . .
H−3,−3 H−3,3
H3,−3 H3,3
. . .












The block with i = 0 can be solved analytically with eigenvalues E and eigenfunc-
tions φ listed below:
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EA2g = H6, φA2g =
√
2
2
(|6〉 − | − 6〉)
E1A1g =
H6 + H0 +
√
(H6 − H0)2 + 8H20,6
2
, φ1A1g = C1(|6〉 +
E1A1g − H6
H06
|0〉 + | − 6〉)
E2A1g =
H6 + H0 −
√
(H6 − H0)2 + 8H20,6
2
, φ2A1g = C2(|6〉 +
E2A1g − H6
H06
|0〉 + | − 6〉)
(8.2)
where Ci =
H06√
(EiA1g−H6)2+2H206
. The levels are labeled according to the corresponding
irreducible representations (H6,6 and H−6,−6 are equal and abbreviated as H6, similarly
H0 ≡ H00). The relation H0,6 = H6,0 = H−6,0 = H0,−6 has been utilized to get the
results. As can be clearly seen, φ2A1g is the ground state since E
2
A1g < EA2g < E
1
A1g.
Depending on whether H6 > H0 or H0 > H6, E
2
A1g can be approximated to be ∼ H0 or
∼ H6, i.e. the smaller one of H6 and H0. Since we have the c axis as the magnetic easy
axis at low temperatures, the state with the magnetic moment in the basal plane is
therefore of higher energy, thus H6 should be smaller than H0. As a result E
2
A1g is close
to but smaller than H6. While EA2g = H6, the energy difference between EA2g and the
ground state is then
−(−H6+H0)+
√
(H6−H0)2+8H20,6
2
which is monotonically dependent on
B66 . If B
6
6 is small, a very low lying excited state must exist. It is also worth noting
that there are no transitions allowed between A1g irreducible representations, therefore
there should be no transition between φ1A1g and φ
2
A1g.
According to the magnetization and the analysis of the primitive symmetry, the
ground state of the CEF Hamiltonian is φ2A1g, with a possible low lying excited state
φA2g; four transitions in total from the ground state are allowed, with one Jz type
transition to φA2g and three Jx,y type transitions.
8.2 Magnetic excitations in zero field
Time-of-flight spectra of a powder sample of Ho2PdSi3 showed three transitions at 1.3,
5.3 and 7.2 meV at 4 K and zero field(30). Too improve the resolution limited powder
data, neutron scattering experiments on single crystalline Ho2PdSi3 were carried out
on PANDA at FRM II. Shown in figure 8.1 is an overview of the spectrum from 0
to 10 meV at 2.5 K and zero field (measurement Inelas-Ho8 in table 2.2). The three
transitions at 1.3, 5.3 (∆E2) and 7.2 meV (∆E3) are confirmed. Due to the better
resolution the 1.3 meV transition can be further resolved into two transitions at 0.9
(∆Ea1) and 1.1 meV (∆E1). As can be seen, the intensities of all the transitions at Q
= (1, 0, -1) are larger than those at Q = (1, 0, 0). This suggests that all transitions are
of Jx,y type since if they were of Jz type, the observable intensity at (1, 0, -1) should
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Figure 8.1: Energy
spectrum of Ho2PdSi3
at 2.5 K and zero field.
The solid lines are the
total fit to the ex-
perimental data with
four Lorentzian func-
tions while the dashed
lines indicate the in-
dividual contributions.
Note the logarithmic
scale of the y axis.
be smaller than that at (1, 0, 0) due to the term (δαβ − Q̂αQ̂β) in equation 7.3. This
agrees in general with φA2g being the ground state.
8.3 Temperature dependence of the magnetic excitations in
zero field
The temperature dependence of the magnetic excitations was measured with experi-
ment Inelas-Ho7 (table 2.2). Measurements have been performed at 6, 10, 20 and 50
K at Q = (-1, 0, 0) and (-1, 0.5, 0). Figure 8.2 shows as examples the energy spectra
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Figure 8.2: Energy spectra of
Ho2PdSi3 measured at Q = (-
1, 0.5, 0) in the energy range
between 0 and 2 meV at 6 K
and 50 K. The spectrum at 50
K is shifted in y-axis (+150) for
better differentiation. The solid
lines are the total fit to the ex-
perimental data while the dashed
lines indicate the individual con-
tributions from ∆E1 (blue) and
∆Ea1 (salmon). Both transitions
are fitted with Gaussian func-
tions.
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in the range from 0 to 2 meV measured at Q = (-1, 0.5, 0) at 6 K and 50 K covering
the quasi-elastic region and the two transitions ∆E1 (salmon) and ∆Ea1 (blue).
Both transitions decrease in intensity with increasing temperature but increase in
linewidth. ∆E1 and ∆Ea1 are more separated at low temperatures due to the dispersion
caused by the exchange interaction. The energy transfer of ∆E1 decreases faster with
temperature and is at 50 K almost identical to that of ∆Ea1 (∼ 1.0 meV) where thermal
fluctuations have destroyed the exchange interaction.
In figure 8.3 the fitting parameters as function of temperature are plotted. The
integrated intensity of the quasi-elastic line increases significantly with temperature
as expected. The integrated intensities of ∆E1 and ∆Ea1 decrease exponentially with
temperature with ∆E1 being somewhat faster. Thus ∆E1 should originate from the
ground state while ∆Ea1 may originate from a very low lying excited state (or even
from the ground state, too.).
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Figure 8.3: The integrated intensi-
ties (above) and energy transfers (below)
of the transitions ∆E1 (blue) and ∆Ea1
(salmon) as function of temperature. The
data points are extracted from the fitting
results which are shown above in figure 8.2.
The solid lines are guides to the eyes. Note
the logarithmic scale of the y axis in the
upper figure.
Figure 8.4 shows the energy spectra between 2 and 10 meV measured at Q = (-
1, 0, 0) at 10 and 50 K. Four transitions have been used to fit the spectra. Apart
from the transitions ∆E2 ∼ 5.3 meV and ∆E3 ∼ 7.2 meV observed at 2.5 K, two extra
transitions emerge at higher temperatures. They are found at around 4.3 meV (labeled
as ∆E12) and 6.3 meV (∆E13). The intensities of ∆E2 and ∆E3 decrease at 50 K while
∆E12 and ∆E12 increase in intensity. There is some increase in intensity at ∆E ∼ 3
meV as well. This might be a phonon or a general increase in background. Since there
is no well defined peak profile, and the increase is weak, it is not considered as a CEF
transition in the following.
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T = 10.0 K
T = 50.0 K Figure 8.4: Energy spectra of
Ho2PdSi3 measured at Q = (-
1, 0, 0) in the energy range be-
tween 2 and 10 meV. The spec-
trum at 50 K is shifted in y-axis
(+32). The solid lines are the to-
tal fit to the experimental data
while the dashed lines indicate
the individual contributions from
∆E2 (dark green), ∆E3 (pink),
∆E12 (light green) and ∆E13
(dark red). All transitions are fit-
ted with Lorentzian functions.
Figure 8.5 shows the integrated intensities of all four transitions as extracted from
the fitting results as function of temperature. The intensities of ∆E2 and ∆E3 show
clearly a decreasing trend for increasing temperatures while those of ∆E12 and ∆E13
show the opposite trend. The energy difference between ∆E2 and ∆E12 is around 1
meV, similar to that between ∆E3 and ∆E13, and is also close to the energy transfer
of ∆E1 and ∆Ea1 at 50 K. This suggests that the transitions ∆E12 and ∆E13 are
excitations starting from the energy level at around 1 meV (probably E1) to the energy
levels at 5.3 meV (E2) and 7.2 meV (E3) and are labeled accordingly.
Summarizing, temperature dependent measurements of the magnetic excitations
showed that ∆E1, ∆E2 and ∆E3 are transitions from ground state to energy levels
E1 at 1.1 meV, E2 at 5.3 meV and E3 at 7.2 meV, respectively. ∆Ea1 is either from
a very low lying excited state (Ea < 0.1 meV) to energy level E1, or it is from the
ground state to another excited state at an energy around 1 meV (Eb) in which case
this transition should be labeled ∆Eb. The first possibility is assumed in the following
and the transition is named ∆Ea1 accordingly. The transitions ∆E12 and ∆E13 are
not visible at low temperatures and emerge above TN. They are likely CEF transitions
since no dispersion is observed at higher temperatures and are probably transitions
from the energy level at 1.0 meV (most likely E1) to E2 and E3.
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Figure 8.5: The integrated intensities
of the transitions ∆E2 (dark green), ∆E3
(pink), ∆E12 (light green) and ∆E13 (dark
red) as function of temperature. The solid
lines are guides to the eyes.
8.4 Q dependence of the magnetic excitations
Q dependent measurements have been carried out on Ho2PdSi3 both in the HK0 plane
and along the (00L) direction (Inelas-Ho6 and Inelas-Ho8 in table 2.2) with the focus
on the low energy transitions ∆E1 and ∆Ea1. The transitions with higher energy
transfer (∆E2 and ∆E3) do not show a measurable dispersion in any direction and are
therefore not discussed in this section.
8.4.1 Q dependence of the magnetic excitations in the HK0 plane
Figure 8.6 shows selected energy spectra measured in the HK0 plane at 1.5 K. The
two transitions ∆E1 and ∆Ea1 are well separated at the zone boundary Q = (-1, 0.5,
0) with ∆E1 = 1.46 meV and ∆Ea1 = 1.02 meV. Closer to the zone center Q = (-1,
0, 0) both transitions decrease in energy transfer, with ∆E1 moving faster. At the
zone center both transitions are almost at the same energy. In such cases it is hard to
distinguish between ∆E1 and ∆Ea1 and the transition with the higher energy transfer
is then assumed to be ∆E1. The energy difference between the zone center and the
zone boundary of the transition ∆E1 (0.56 meV) is much lager than that of ∆Ea1 (0.19
meV).
In figure 8.7 the energy transfers of the transitions extracted from fitting results as
shown above in figure 8.6 are plotted as a function of momentum transfer Q. Along the
perpendicular (21̄0) direction (left of figure 8.7), the energy transfer of ∆E1 increases
rapidly from about 0.85 meV at the zone center to 1.4 meV at the zone boundary and
approaches a flat maximum at the zone boundary. ∆Ea1 follows with a similar trend.
Along the (010) direction (right of figure 8.7), a kink at Q = (-1, 0.15, 0) can be seen
for the ∆E1 curve (or a local minimum for the ∆Ea1 curve). This corresponds to the
propagation vector (τ = (1
7
, 0, 0)) of the magnetic structure observed in Ho2PdSi3 at
zero field. The magnitude of the exchange interaction is about 0.56 meV (the energy
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Figure 8.6: Energy spec-
tra of Ho2PdSi3 measured at
1.5 K at different Q positions
in the (010) direction. The
spectra are shifted in y-axis
to show the progress better.
The solid lines are the total
fit to the experimental data
while the dashed lines indi-
cate the individual contribu-
tions from ∆E1 (blue) and
∆Ea1 (salmon). Both transi-
tions are fitted with Lorentzian
functions.
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Figure 8.7: Energy transfers of transition ∆E1 (blue) and ∆Ea1 (salmon) as a function
of momentum transfer Q along perpendicular directions in the HK0 plane: along the
(21̄0) direction (left) and the (010) direction (right). The energy transfers are extracted
from the fitting results, examples of which are shown above in figure 8.6. The solid lines
are guides to the eyes.
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difference of ∆E1 between zone center and zone boundary), which agrees well with the
ordering temperature TN = 7.7 K ∼ 0.66 meV.
8.4.2 Q dependence of the magnetic excitations along the (00L) direction
The sample was oriented with the H0L plane as scattering plane and with the (1̄20)
direction perpendicular to it. Measurements (Inelas-Ho8 in table 2.2) were performed
at 2.5 K with constant final neutron wave vector kf = 1.55 Å
−1. This configuration
was used to gain higher neutron intensity at the expense of instrumental resolution.
Energy scans have been carried out at constant Q positions along (1̄, 0, L) and
(0, 0, L) directions. Shown in figure 8.8 is a selection of such spectra along the (0, 0,
L) direction. The spectra can be fitted with the two transitions ∆E1 and ∆Ea1. At
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Figure 8.8: Energy spectra of
Ho2PdSi3 measured at 2.5 K at
different Q positions along the
(0, 0, L) direction. The spectra
are shifted in y-axis to show the
progress. The solid lines are the
total fit to the experimental data
while the dashed lines indicate
the individual contributions from
∆E1 (blue) and ∆Ea1 (salmon).
Both transitions are fitted with
Gauss functions.
the zone boundary Q = (0, 0, 0.5) they are well separated with ∆E1 = 1.33 meV and
∆Ea1 = 0.86 meV. The line widths of both transitions are of comparable magnitude.
At the zone center Q = (0, 0, 1) however they are very close to each other with ∆E1
= 1.02 meV and ∆Ea1 = 0.81 meV. A much larger linewidth has to be used for ∆E1
to get reasonable fitting results.
Figure 8.9 shows the energy transfers and linewidths (FWHM) of the transitions
(extracted from the fitting results, examples of which are shown in figure 8.8) as func-
tion of the momentum transfer. Results from scans along the (1̄, 0, L) direction are also
shown although the individual spectra are not shown here. The curve of energy trans-
fers of ∆E1 features a flat local minimum around the zone center and can be roughly
fitted with a simple sinusoidal function. This corresponds to a weak ferromagnetic
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Figure 8.9: Energy transfers (upper) and
FWHM (below) of the transitions ∆E1
(blue) and ∆Ea1 (salmon) as function of
momentum transfer Q. The solid symbols
are extracted from the spectra along (1̄, 0,
L) while the empty symbols are from the
spectra along (0, 0, L) where L is shifted
by -1 to make the comparison. The en-
ergy transfers of ∆E1 have been fitted with
a sinusoidal function ∆E1 = A sin(Q +
φ0) + ∆E10 (the solid blue line in the
upper graph): A = (0.161±0.005) meV,
φ0 ∼ 3π2 , ∆E10 = (1.19±0.04) meV. The
FWHM of ∆E1 was fitted similarly with
HWFM(∆E1) = A sin(Q +φ0) + HWFM0
(the solid blue line in the lower graph): A
= (0.29±0.02) meV, φ0 ∼ π2 , HWFM0 =
(0.72±0.05) meV
interaction between nearest neighbors and is in agreement with the magnetic structure
which can be described as anti-ferromagnetic planes stacked ferromagnetically along
the c direction. The magnitude of the exchange interaction is about 0.32 meV (the
energy difference of ∆E1 between zone center and zone boundary), somewhat smaller
than that in the HK0 plane. The FWHM of ∆E1 exhibits also a sinusoidal oscillation
and the maximum of the FWHM is about 180◦ out of phase with that of the energy
transfer of ∆E1.
On the other hand, the energy transfers and the FWHM of ∆Ea1 are almost constant
in the same Q range. This may be an indication that the ∆Ea1 transition connects
an excited level (Ea) at low energy with E1 with both levels (∆Ea1 and E1) exhibiting
the same dispersion.
8.5 Field dependence of the magnetic excitations
For the field dependent measurements, the sample was mounted in a 15 T vertical
magnet with the HK0 plane as the scattering plane and the direction (00L) parallel
to the field (Inelas-Ho6 in table 2.2). All measurements were performed at 1.5 K.
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In the following the low and high en-
ergy transitions are presented separately
due to their large differences in intensity.
8.5.1 Low energy part
In figure 8.10 the development of the
lower energy excitations at Q =
(0.5, 0.5, 0) in increasing magnetic fields
is shown.
The blue dashed line corresponds to
the transition ∆E1 which is observed at
zero field (1.4 meV at 0 T at Q =
(0.5, 0.5, 0)). The energy of the transition
increases gradually with increasing mag-
netic field while the intensity of it does
not show significant changes with field.
Note that this transition was fitted with
a Gaussian function for spectra below 7
T; for spectra at and above 7 T, the tran-
sition was fitted with a Lorentzian func-
tion.
The change of the peak shape might
be due to the change of the measuring
conditions since the data above 7 T were
measured at a later time with the sam-
ple remounted. The dark salmon line rep-
resents the transition ∆Ea1 which is ob-
served at zero field (1.0 meV at 0 T at
Q = (0.5, 0.5, 0)). At 1 T, this transi-
tion is only with very weak intensity at
a slightly smaller energy position. At 2
T, a new transition (the red line, labeled
as ∆Ec) is observed at low energy. The
energy transfer of ∆Ec increases steadily
with increasing field though much faster
than ∆E1. This transition was fitted with
a Gaussian function.
From 6 T on, one can see the emer-
gence of a new low lying excitation: the
green line labeled as ∆Ea with an energy
transfer starting from 0.1 meV at 6 T.
This transition was fitted with a Gaus-
sian function.
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Figure 8.10: Energy spectra of
Ho2PdSi3 measured in magnetic fields at
1.5 K with fixed kf = 1.55 Å
−1. The spec-
tra at different fields are shifted in y-axis
to show the progress better. The solid
lines are the total fit to the experimental
data with several Lorentzian or Gaussian
functions while the dashed lines indicate
the individual contributions. Details see
text.
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The energy transfer of the transition also shows a very fast increase with field. This
energy level seems to be that low lying state from which the transition ∆Ea1 at zero
field was originating and is labeled accordingly. In magnetic field this level increases
its energy with field and is gradually separated from the ground state and is finally
observed at 6 T.
The energy transfers of the transitions as shown in figure 8.10 are plotted in figure
8.11 as function of magnetic field. The energy transfer of the ∆E1 transition (blue)
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Figure 8.11: Field dependence of the energy
transfers of the transitions as shown in figure
8.10; the solid lines are linear fits with fitting
parameters listed in the table below.
Fit with ∆E = A · µ0H + ∆E0
A / [meV/T] ∆E0 / [meV]
Q = (0.5, 0.5, 0.0)
∆E1 (Blue) 0.0693±0.002 1.42±0.05
∆Ec (Red) 0.2849±0.047 -0.02±0.003
∆Ea (Green) 0.2461±0.073 -1.44±0.43
increases almost linearly with field with slope 0.0693 meV / T corresponding to 0.95
µBgL for Ho
3+ with gL =
5
4
. This suggests that the difference of the angular momentum
Jz between the excited state E1 and the ground state is about one. Furthermore the
transition should be of Jx,y type (see section 7.1.2).
The transition ∆Ec (red) increases its energy transfer rapidly with field. The high
field part of the curve can be fitted linearly with a slope of 0.2849 meV / T ∼ 3.92µBgL.
The deviation from the linear behavior at lower field could be due to the influence of
the molecular field from the RKKY exchange interactions. The transition ∆Ea (green)
can be fitted linearly as well where the slope is around 0.2461 meV / T ∼ 3.39 µBgL.
This suggests that the two excited levels Ea and Ec differ from the ground state in
magnetic field in their respective angular momenta by about 4 and 3.5. Therefore
these two transitions should not be simple Jx,y transitions and they probably contain
a Jz type contribution.
8.5.2 High energy part
Shown in figure 8.12 is the progress of the transitions at higher energies, namely ∆E2
and ∆E3 in magnetic field. The most significant feature in the process is the emergence
of a very sharp peak at 4.7 meV at 4 and 6 Tesla (labeled as ∆Ed, the golden line in
the figure). The intensity of the transition increases at around 2 T. The peak is best
defined at 4 T with energy transfer 4.7 meV and FWHM 0.45 meV. Afterwards it
decreases in intensity and is almost mixed with ∆E2 at 8 T. Through the process its
energy transfer stays nearly constant.
The fitted energy transfers of the three transitions are shown in figure 8.13 as a
function of magnetic field. No clear trend can be drawn for ∆E2 and ∆E3, probably
due to the mixing of the states by the B66 term.
109
8. Magnetic excitations in Ho2PdSi3
4.0 5.0 6.0 7.0 8.0 9.0
∆E / [meV]
0.0
10.0
20.0
30.0
40.0
50.0
In
te
ns
ity
 / 
[c
ts
 p
er
 1
e5
 m
on
ito
r 
ct
s]
µ0H = 0.0 T
T = 2.5 K
µ0H = 4.0 T
T = 1.6 K
µ0H = 8.0 T
T = 1.6 K
Q = (0.5, 0.5, 0.0)
Figure 8.12: Energy spectra of Ho2PdSi3
in the energy range from 4 to 9 meV mea-
sured in different magnetic fields. The
solid lines are the total fit to the exper-
imental data with 3 Lorentzian or Gaus-
sian functions while the dashed lines in-
dicate the individual contributions: ∆E2
(dark green), ∆E3 (pink) and ∆Ed (gold).
Note that the spectrum at zero field was
measured at 2.5 K in another cryostat, the
intensity was scaled to be comparable with
those measured in the magnet.
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Figure 8.13: Field dependence of the energy
transfers of the transitions as shown in figure
8.12; the solid lines are guides to the eyes.
8.6 Summary of experimental results
Taking into account the temperature-, field- and Q-dependent analysis of the magnetic
excitations, nine transitions in total were observed. They can be categorized into:
• Transitions from the ground state, observed at the lowest temperature (0.05 K):
∆E1 at 1 meV, ∆E2 at 5.3 meV and ∆E3 at 7.2 meV; they are all of Jxy type
transition.
• Transitions from excited states, observed at higher temperatures: ∆E12 at 4.3
meV, ∆E13 at 6.2 meV.
• ∆Ea1 is observed at low temperatures at 0.9 meV. It is likely that it connects
a low lying excited level Ea with the energy level E1. The energy of Ea should
be around (or smaller than) 0.1 meV so that ∆Ea1 = E1 − Ea ∼ 0.9 meV. Also
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with Ea ∼ 0.1 meV, this level should already be populated at 1 K so that ∆Ea1
is also observed at low temperatures.
• Transitions observed in magnetic fields: ∆Ec visible from 2 T at 1.0 meV, ∆Ea
visible from 6 T at 0.1 meV and ∆Ed visible from 2 T at 4.7 meV.
According to the magnetization and symmetry analysis, the ground state should
be A21g with an energy close to H6. A low lying excited level (A2g) is expected if B
6
6 is
small. Three Jxy type transitions are expected from the ground state A
2
1g to the three
E2g states which correspond to the three transitions ∆E1, ∆E2 and ∆E3. ∆Ea1 could
be the transition from A2g to E
1
2g at 1 meV, assuming A2g has an energy smaller than
0.1 meV. ∆E12 and ∆E13 will then be transitions between E
1
2g and E
2
2g and between
E12g and E
3
2g, respectively.
The disappearance of ∆Ea1 in a magnetic field around 1 T at 1.5 K can be explained
as following: with the application of a magnetic field, the energy difference between
A2g and A
2
1g increases due to the Zeeman splitting; A2g becomes gradually depopulated
at low temperature which leads to the decrease of intensity of ∆Ea1. The transition
∆Ea is between A2g and the ground state A
2
1g which is eventually visible from 6 T with
an energy transfer around 0.1 meV.
The transition ∆Ec can be accounted for by the transition between A
2
1g and A
1
1g.
Although there is no transition allowed by symmetry between these two states at zero
field, the transitional matrix between these two states will become non-zero immedi-
ately as soon as an external field is applied to break the symmetry. See figure 8.14
for an illustration of how the energy transfer and transitional matrix elements between
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Figure 8.14: Numerical calculation of
the energy transfers (upper) and transi-
tional matrix elements (below) between
the ground state A21g and excited states:
A2g (blue, as ∆E1), and A
1
1g (red, as ∆Ec).
The parameters used are: H0 − H6 = 1.2
meV, H0,6 = 0.35 meV as defined in equa-
tion 8.2.
A11g and A
2
1g and A2g evolve with magnetic field at fixed CEF parameters.
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As a summary, an energy level scheme has been drawn as shown in figure 8.15. ∆Ed
cannot be included in the scheme since there are no more CEF transitions possible from
the ground state. The nature of it requires still further investigation.
Ho2PdSi3
0
< 0.1
0.9 ~ 1.4
5.3
7.2
Energy / [meV]
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Figure 8.15: Proposed CEF level scheme according to the analysis detailed in the
text. The positions of the energy levels are only for demonstration and are not scaled
accurately.
A search for a set of CEF parameters has not been very successful. The difficulties
arise from the following: (i) It is very hard to isolate the CEF effect from the RKKY
exchange interaction. The energy scale of the exchange interaction is about 0.66 meV
while the first strong CEF transition is about 1 meV. Therefore the CEF transitions
are strongly influenced by the exchange interactions with 0.66 meV ∼ 9 T (for gL =
1.25). Thus even at higher fields the influence is non negligible. (ii) It was assumed
that the Ho3+ ion is not very sensitive to the CEF effect, and that differences between
the two Ho3+ sites due to the crystallographic superstructure are expected to be small.
Then the original P 6 / m m m symmetry is assumed to be a good approximation.
The fact that there is only one strong transition (∆E1) moving in field with the slope
∼ gLµB agrees with this approximation. If there were two very different sites, one
should observe two transitions behaving in a similar way as in the case of Er2PdSi3.
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8.6 Summary of experimental results
However, it is hard to determine whether the energy levels E2 and E3 are coming from
one site or two sites separately, since a tiny difference in the CEF parameters of the
two sites is able to produce a difference in E2 and E3 while maintaining the same E1.
113
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Er3+ ion has a total angular momentum of J = 15
2
with the Landé factor gL = 1.2. At
a relative low critical field (1.2 T along the (001) direction at 2 K) the compound is
already in the induced ferromagnetic state with the fully saturated magnetic moment
of 9 µB
(32). In this state the RKKY exchange interaction is negligible compared to
the external field and the CEF, providing a perfect opportunity to examine solely
the CEF excitations. In this chapter inelastic neutron scattering measurements on
Er2PdSi3 studying quantitatively the CEF excitations and dispersion relations caused
by RKKY exchange interaction are presented. Recommendations for CEF parameters
and exchange constants will be given to explain the neutron spectra and macroscopic
properties as magnetization etc.
9.1 Introduction
Time-of-flight data obtained for a powder sample of Er2PdSi3 showed two main transi-
tions at around 3.2 meV and 8.2 meV at 2.5 K(30), see figure 9.1 (a). The temperature
dependence of the spectra showed a new transition at around 5 meV at higher temper-
atures, probably starting from an excited state.
0.0 2.0 4.0 6.0 8.0 10.0
∆E / [meV]
0.0
2.0
4.0
6.0
8.0
10.0
S
 (
Q
, ω
) 
/ [
ba
rn
 / 
E
r3
+  
* 
m
eV
]
3.2 meV
5.0 meV
8.2 meV
(a) Powder
∆E1 = 3.41 meV
∆E1
’ = 3.74 meV
∆E2 = 9.11 meV
2 K
10 K
50 K
100 K
0.0 2.0 4.0 6.0 8.0 10.0
∆E / [meV]
0.0
10.0
20.0
30.0
40.0
In
te
ns
ity
 / 
[a
.u
.]
(b) Single crystal
Q = (0, -1, 0)1.5 K
Figure 9.1: (a) Time-of-flight
spectra of powder Er2PdSi3 ob-
tained at different tempera-
tures (30). Solid lines are fits
to the experimental data with
multiple Gaussian functions.
Two main transitions from the
ground state can be identified at
3.2 meV and 8.2 meV; another
transition with an energy trans-
fer around 5 meV from an ex-
cited state can be observed at 50
and 100 K. (b) Energy spectrum
of single crystalline Er2PdSi3
obtained at Q = (0, -1, 0) at
T = 1.5 K and zero field with
fixed kf = 1.55 Å
−1. Multiple
Gaussian functions are used to
fit the data. Solid lines are total
fits for both transitions, dashed
lines indicate the individual con-
tributions.
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9.2 Field dependence of CEF excitations
Inelastic neutron scattering on single crystalline Er2PdSi3 was carried out on the
cold triple axis spectrometer PANDA at FRM II in Garching (Inelas-Er2 in table 2.2).
Figure 9.1 (b) shows the energy spectrum of Er2PdSi3 in the energy range from 3 to 11
meV. With the better resolution, two peaks for the CEF transition around the energy
transfer at 3.5 meV can be resolved at ∆E1 = 3.41 meV, ∆E
′
1 = 3.74 meV. No further
low lying excitations were observed in the 0 to 3 meV energy range. The transition
at higher energy transfer yields ∆E2 = 9.11 meV. The formerly observed transition at
5 meV is probably connecting the energy level E1 (E
′
1) to E2 (E
′
2) and is labeled as
∆E12.
In the following the field, temperature and Q dependencies of these transitions are
examined.
9.2 Field dependence of CEF excitations
The inelastic neutron scattering experiments in magnetic field were performed to deter-
mine the field dependence of the CEF transitions observed in the compound (Inelas-Er2
in table 2.2). The sample was mounted in a 15 T vertical magnet with HK0 plane as
the scattering plane and (001) parallel to the field direction.
9.2.1 Low energy part
Figure 9.2 shows the low energy part of the energy spectra obtained at Q = (0, -1, 0)
and (-0.5, -0.5, 0) at T = 1.5 K with µ0H = 2 T and 12 T. The peak shape of the
two transitions ∆E1 and ∆E
′
1 is not modified by the application of an external field
compared with that at zero field and the energy difference between both transitions
stays constant (around 0.4 meV) at both Q positions.
Figure 9.3 shows the field dependence of the peak center of the two transitions for
fields between 0 T to 12 T. In the field range above 2 T the energy transfer of the two
transitions increases linearly with field. The deviation from the linear behavior at 0 T
can be attributed to the molecular field since there are still long range antiferromagnetic
structures in the compound below 1.2 T. In the induced ferromagnetic region, the
molecular field is small compared to the external field and constant; thus it only adds
a constant to the energy transfer. The extrapolation of the linear fitting back to zero
field suggests that the real CEF transitions are around 3.2 and 3.6 meV. From the linear
fitting the slope for both transitions at both Q positions is (0.07 ± 0.005) meV/T which
is in perfect agreement with the theoretical value µB · gL = 0.0695 meV/T.
The magnetization curve of Er2PdSi3 suggests that the Er
3+ ion reaches its satu-
ration moment (9 µB/ion) at 1.2 T when an external magnetic field is applied along
the (001) direction(31). This implies that the CEF ground state wave function |ψ0〉
must contain a |± 15
2
〉 component. In magnetic fields µ0H > 1.2 T, the ground state is
almost a pure state and should be dominated by the component |15
2
〉, therefore there
should be only one strong CEF transition for neutron scattering from the ground state
|ψ0〉 to an excited state |ψ1〉 which is dominated by component |132 〉. The transition is
then of Jx,y type.
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Figure 9.2: Energy spec-
tra for Er2PdSi3 obtained at
Q = (-0.5, -0.5, 0) (above) and
Q = (0, -1, 0) (below) at T =
1.5 K: blue  and orange  sym-
bols are the experimental data
points for 2 T and 12 T, respec-
tively. Solid lines are total fits
for both transitions, dashed lines
indicate the individual contribu-
tions. Two Gaussian functions
are used in the fitting, the black
one for the higher energy trans-
fer transition ∆E′1 and the red
one for the lower energy transfer
∆E1.
The energy transfer of this transition is the sum of the CEF energy gap between the
two states at zero field and an additional energy transfer proportional to the Zeeman
energy of µB · gL · µ0H, see equation 7.14. Thus both transitions ∆E1 and ∆E ′1 seem
to connect the ground state |ψ0〉 with an excited state |ψ1〉. However, from the above
analysis only one strong transition is expected. The existence of two strong transitions
in the induced FM region and their similar properties pose questions about the nature
of the two transitions and their origins.
To answer the questions, polarized neutron scattering measurements (Inelas-er3 in
table 2.2) have been performed. The simple uni-axial polarization analysis setup was
used with the polarization direction parallel to the (001) direction and perpendicular
to the scattering HK0 plane (26). Scans in the low energy range have been performed at
T = 10 K above TN = 7 K to avoid complications from the molecular field in the ordered
state (see figure 9.4). Intensities of both ∆E1 and ∆E
′
1 are found to be confined to the
spin flip channel where Jx,y matrix elements are measured. This suggests that both
transitions are of Jx or Jy type. As can be seen the intensity of ∆E1 at Q = (0, -1, 0)
is about twice as that at Q = (1, -0.5, 0); while the intensity for ∆E ′1 is almost the
same. Define (010) as the x direction, then at Q = (0, -1, 0) the Jy matrix element is
measured and at Q = (1, -0.5, 0) which is perpendicular to x direction, the Jx matrix
element is measured. Therefore, the transition ∆E1 is mainly of Jy type while ∆E
′
1 is
of both, Jx and Jy type.
The results can be explained assuming the existence of two inequivalent Er3+ sites
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Figure 9.3: Field dependence of the en-
ergy transfers of the two CEF transitions in
Er2PdSi3 as shown in figure 9.2 for 2 T and 12
T ; the solid lines are linear fits to the experi-
mental data. The fitting parameters are listed
in the following table.
Fit with ∆E = A · µ0H + ∆E0
A / [meV/T] ∆E0 / [meV]
Q = (-0.5, -0.5, 0)
∆E1 (red) 0.0652±0.001 3.26±0.07
∆E ′1 (black) 0.0716±0.0004 3.61±0.02
Q = (0, -1, 0)
∆E1 (red) 0.0644±0.001 3.22±0.07
∆E ′1 (black) 0.0714±0.0008 3.62±0.04
with the two transitions arising from the two, slightly different sites. The different
mixture of Jx and Jy type transitions in the two transitions hints to different local
symmetries: ∆E ′1 with 3.6 meV must originate from Er
3+ sites where x and y directions
are roughly equivalent while ∆E1 with 3.3 meV must originate from Er
3+ sites where
x is nonequivalent to y. The inequivalent x and y directions suggest a monoclinic
symmetry. This is consistent with the crystallographic superstructure observed in all
R2PdSi3 single crystals where multiple R
3+ sites of 2-fold symmetry are expected due
to different local environments (see chapter 3). As a result of the non-zero B22 , B
2
4 etc.
CEF parameters for monoclinic symmetry, the wavefunctions of the CEF states are
now of the form |ψ〉 = a|15
2
〉 + b|11
2
〉 + c|9
2
〉 + · · · . For the site where the x and y
directions are roughly equivalent the B22 or B
2
4 parameters must be rather small so
that difference between the x and y directions can be neglected; while for the other
site the B22 or B
2
4 paramters should be non-negligible.
9.2.2 High energy part
The energy transfer and the intensity of the transition ∆E2 in the higher energy range
did not depend on Q. Therefore, only spectra at the zone center Q = (0, -1, 0) are
shown (figure 9.5). The energy transfer of the transition increases with increasing field.
Also worth noting is the broadening of the peak at higher field. This implies that the
peak actually consists of two transitions, presumably from the two sites ∆E2 and ∆E
′
2.
At lower fields they are very close to each other and cannot be distinguished from each
other, while at higher fields they tend to separate but are still very close thus only a
broadening of the peak is observed. In the following the transition will still be labeled
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Figure 9.4: Inelastic scans mea-
sured at zero field and 10 K with
polarized neutrons at PANDA.
Green line: non-spin flip, blue
line: spin flip.
as ∆E2 for simplicity but it should be kept in mind that it actually consists of both
transitions.
Shown in figure 9.6 is the field dependence of the fitting parameters. The energy
transfer moves linearly with field with slope around 0.119 meV / T ∼ 2µBgL. This
slope is about twice the slope of the low energy transition (µBgL = 0.0695 meV / T),
indicating that the difference of 〈Jz〉 between the two states of the transition is about 2
and the wavefunction of the CEF state |E2〉 is dominated by |112 〉. This again indicates a
non-zero B22 or B
2
4 parameter which would be introduced by the monoclinic symmetry.
This transition should be partly of Jz type. The sudden jump in the FWHM at 10 T
from ∼ 0.6 meV to ∼ 1.0 meV is caused by the two transitions drifting further apart
from each other above 10 T.
9.3 Temperature dependence of CEF excitations
The temperature dependence of the inelastic neutron scattering was measured in the
HHL scattering plane (Inelas-Er4 in table 2.2). Figure 9.7 shows the energy spectra
at Q = (0, 0, -0.5) and zero field for T = 1.5 K and 15 K. Three Gaussian functions
are used for the fitting of the experimental data considering the two transitions ∆E1
and ∆E ′1 from the ground state and a new transition ∆Ea1 = 3.05 meV at higher
temperatures. ∆Ea1 is observed here for the first time employing the single crystal and
the high resolution of the spectrometer and should not be mistaken with the 5 meV
transition observed before. One important feature in the comparison of the spectra at
the two temperatures is the increase of the intensity of ∆Ea1 (green curve) while the
intensities for both ∆E1 (red curve) and ∆E
′
1 (black curve) are decreasing. The latter
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fitted value Figure 9.5: Energy spec-
tra for Er2PdSi3 obtained at
Q = (0, -1, 0) for selected fields
at 1.5 K. Solid lines are the fits
to the experimental data with a
Gaussian function. Fitting pa-
rameters are plotted in the fol-
lowing figure 9.6
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Figure 9.6: Field dependence of the fit-
ting parameters (upper: energy transfer;
lower: FWHM) of the transition ∆E2
in the high energy range of Er2PdSi3.
The solid line in the upper figure is the
linear fit to the calculated energy trans-
fer vs. field: ∆E2 = A · µ0H + ∆E02
with A = 0.119 meV / T and
∆E02 = 9.0794 meV. The solid line
is guide to eyes.
can be accounted for by the depopulation of the CEF ground state with increasing
temperature.
The emergence of ∆Ea1 could be due to a paramagnetic magnon or a CEF transition
from an excited state which is only populated at higher temperatures. As shown
in figure 9.8 at 15 K the intensity of ∆Ea1 is Q dependent while the position is Q
independent. This rules out a paramagnetic magnon but is consistent with a CEF
transition between two excited states.
The temperature dependence of the fitting parameters are plotted in figure 9.9.
Similar fittings as described above for the 1.5 K and 15 K data are applied to the
spectra obtained at various temperatures at Q = (0, 0, -0.5). For all spectra the
linewidths of the individual Gaussian peaks are held constant (FWHM = 0.395 meV)
and the background is fixed to 5 cts.
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Figure 9.7: The temperature
dependence of the energy spectra
in Er2PdSi3 measured at Q = (0,
0, -0.5) at T = 1.5 K and 15 K.
The solid lines are the total fits to
the experimental data with three
Gaussian peaks while the dashed
lines are the individual contribu-
tions. The linewidths are fixed to
0.395 meV and the background
to 5.
As can be seen, the energy transfer of the transitions changes only slightly with
increasing temperature (about 0.1 meV difference between 1.5 and 15 K) while the
integrated intensities change significantly for all three transitions. To describe the
temperature dependence of the integrated intensities, the approximated 2-level system
described in section 7.1.1 is used. The approximation is reasonable since, (i). E1
and E ′1 are well above the ground state and can thus be omitted in the partition
function; (ii). The intensities of the transitions are decreasing (for ∆E1 and ∆E
′
1) or
increasing (∆Ea1) in the observed temperature range suggesting that there must be at
least another excited state between the ground state and E1 (or E
′
1). Thus the formulae
I(Q, E, T ) ∝ 1
1+e−Ea/kBT
and I(Q, E, T ) ∝ 1
1+eEa/kBT
are used to fit (∆E1, ∆E
′
1) and
∆Ea1, respectively. Note that as a result of the non-integer J values of the Er
3+ ion,
all the CEF levels should be at least 2-fold degenerate. The above formulae are still
valid since the degeneracies can be grouped together into the coefficient.
The resultant fitting parameter for the green line (figure 9.9) Ea(∆Ea1) =
(0.49±0.13) meV is (within the error bars) very close to Ea(∆E ′1) = (0.37±0.08) meV
(black line) and to Ea(∆E1) = (0.53±0.06) meV (red line), suggesting for both sites
there must be an indirectly observed low lying level at ∼ 0.5 meV (Ea). Thus the
observed transition ∆Ea1 should actually consist of two contributions, one from Ea to
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Figure 9.8: The comparison of
the energy spectra of Er2PdSi3
between Q = (0, 0, -0.5) and Q =
(0, 0, -1) measured at T = 15 K.
The solid lines are the total fits to
the experimental data with three
Gaussian functions as described
before. The dashed green lines
represent the contribution from
transition ∆Ea1.
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Figure 9.9: Temperature dependence of
the fitting parameters (above: energy trans-
fer; below: integrated intensity) for the en-
ergy spectra in Er2PdSi3 measured at vari-
ous temperatures between 1.5 K and 15 K.
The solid lines in the above figure are guides
to eyes; the solid lines in the figure below are
the fit to the integrated intensity with the
function 1
1+e−Ea/kBT
for the red and black
curves (equation 7.7) and 1
1+eEa/kBT
(equa-
tion 7.8) for the green line. The fitting pa-
rameters are Ea (red) = (0.53±0.06) meV,
Ea (black) = (0.37 ± 0.08) meV and
Ea (green) = (0.49±0.13) meV.
E1 and the other from E
′
a to E
′
1.
The high energy part of the spectra was too low in intensity and thus not worth to
be investigated as function of temperature.
9.4 Dispersion of CEF excitations
As described before, CEF excitations are a single ion effect and should not be dispersive.
However, with the presence of RKKY exchange interactions, and the interplay between
both, CEF excitations become dispersive. The dispersion is in general quite small, with
a magnitude of around 0.3 meV at 1.5 K for Er2PdSi3. It becomes even weaker when
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the temperature is higher and is almost non dispersive above the ordering temperature
TN = 7.0 K. Therefore, in the following only results at 1.5 K are shown.
9.4.1 Dispersion of CEF excitations along 00L direction
Energy scans were performed at constant Q positions on the (0, 0,L) line from L =
-0.5 to -1.5. Examples of such scans are shown in figure 9.10 at Q = (0, 0, -0.65) and
(0, 0, -1).
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Figure 9.10: Energy spectra of
Er2PdSi3 taken at T = 1.5 K and
zero field, Q = (0, 0, -0.65) (up-
per) and Q = (0, 0, -1) (below).
The solid lines are total fits to the
experimental data with Gaussian
functions. The dashed lines are
contributions from the individual
lines.
Multiple Gaussian functions are used to fit the spectrum at each Q point. Through-
out the fitting, the linewidths of the peaks are kept constant (FWHM = 0.395 meV)
and the background is fixed to 5 cts. The fitting results are shown in figure 9.11 where
the energy transfers of CEF transitions at each Q position are plotted. The dispersion
of both transitions features a sinusoidal shape and has a minimum at Q = (0, 0, -1),
suggesting a ferromagnetic coupling in this direction.
This is in agreement with observations from elastic neutron scattering where the
magnetic structure of Er2PdSi3 is proposed to consist of ferromagnetically coupled
layers in c direction with anti-ferromagnetic coupling in the basal plane.
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Figure 9.11: The fitted energy transfer
of the CEF transitions in Er2PdSi3 as a
function of Q = (0, 0, L) at T = 1.5 K
and zero field. Each point in the curve is
extracted by fitting of the energy spectra
at the specified Q points, as exemplified
above in figure 9.10. Solid lines are fits to
the results using a simple sinodual func-
tion ∆E = δE sin(2πL + φ) + ∆E0 with
δE (red) = 0.115 meV, ∆E0 (red) = 3.372
meV and δE (black) = 0.077 meV, ∆E0
(black) = 3.658 meV.
9.4.2 Dispersion of CEF excitations in HK0-plane
The Q dependence of the CEF excitations in the HK0 plane was measured with fixed
kf = 1.3 Å
−1 to improve the resolution (Inelas-Er2 in table 2.2). Constant Q scans
were performed on HH 1̄ and HH0 lines. Shown in figure 9.12 are two examples of
such spectra at Q = (-0.056, -0.056, -1) and (-0.289, -0.289, -1).
3.0 3.2 3.4 3.6 3.8 4.0
∆E / [meV]
0.0
50.0
100.0
3.0 3.2 3.4 3.6 3.8 4.0
∆E / [meV]
0.0
50.0
100.0
In
te
ns
ity
 / 
[c
ts
 / 
1e
5 
m
on
ito
r 
ct
s]
Q = (-0.056, -0.056, -1)
Q = (-0.289, -0.289, -1)
T = 1.5 K
kf = 1.3 Å
-1
Figure 9.12: Energy spectra of Er2PdSi3
taken at T = 1.5 K and zero field, Q =
(-0.056, -0.056, -1) (upper) and Q = (-
0.289, -0.289, -1) (below). The solid lines
are total fits to the experimental data with
Gaussian functions. The dashed lines are
contributions from the individual lines.
Gaussian functions were used to fit the spectra. However, no parameters were fixed.
The fitted FWHM were around 0.283 meV, much smaller than the FWHM used for
the kf = 1.55 Å
−1 data due to the improved resolution. The final results are plotted
in figure 9.13. In the middle and right part of the figure are the dispersions in the HH
direction of the HK0 plane. As can be seen, the magnitude of the dispersion in the
basal plane (∼ 0.1 meV) is smaller than along the (00L) direction (∼ 0.3 meV). Taking
into consideration the fitting uncertainty, a minimum is reached at Q = (−1
9
,−1
9
,−1)
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as suggested by the propagation vector (1
9
, 1
9
, 0) of the zero field structure in Er2PdSi3.
Furthermore, the valley of the energy minimum is rather shallow and broad so that even
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Figure 9.13: The dispersion of the two CEF transitions in Er2PdSi3 at T = 1.5 K and
zero field. Each point in the curve is extracted by fitting of the energy spectra at the
specified Q points, as exemplified above in figures 9.10 and 9.12. The (00L) section was
taken from figure 9.11 measured with kf = 1.55 Å
−1; the HH 1̄ and HH0 sections were
measured with kf = 1.3 Å
−1. The high symmetric points are labeled.
if the actually minimum of the RKKY exchange interaction is not (1
9
, 1
9
, 0), the energy
difference between the minimum and that of (1
9
, 1
9
, 0) is very small. It is also known
that the CEF tends to induce a transition in some rare-earth compounds (58) from an
incommensurate magnetic structure to a commensurate one at low temperature. It
is possible that when the RKKY exchange interaction in Er2PdSi3 would favor an
incommensurate structure with propagation vector other than (1
9
, 1
9
, 0), the CEF forces
the system to lock-in into the nearest commensurate value (1
9
, 1
9
, 0).
The CEF transition with higher energy (9.2 meV) does not exhibit a measurable
dispersion.
9.4.3 The linewidth of CEF transitions and instrumental resolution
At a neutron wavevector 1.55 Å−1, the instrumental resolution is about 0.0684 meV
for zero energy transfer as determined by elastic scattering measured at Q = (0, 0, 0.5)
at 1.5 K and 15 K, see figure 9.14.
The resolution might be somewhat lower at larger Q values and higher energy
transfers but not significantly. The FWHM of the measured CEF transitions are kept
constant (0.395 meV) in the fitting procedures (see e.g. figure 9.7). This value is much
larger than the instrumental resolution, thus should be mainly due to the intrinsic
linewidth of the CEF transitions. The intrinsic linewidths of CEF transitions in inter-
metallic rare-earth systems have been analyzed in detail by Becker et al. (7). Though
the exact level scheme of the Er2PdSi3 system is not yet known to calculate the actual
temperature or field dependence of the linewidths of CEF transitions, the result in
reference 7 can be used to get a rough idea of how the linewidth should change with
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Figure 9.14: The elastic lines measured
at Q = (0, 0, 0.5) at T = 1.5 K and 15
K. One Gaussian function is used in the
fitting. FWHM = 0.068 meV for 1.5 K
and 15 K. Background is 13.96 and 8.05
at 1.5 and 15 K, respectively.
temperature. According to eqn. 28 in reference 7, the linewidth of the transition is
given by:
δ ∼ δ0
1 + 2e−∆E/kBT
1 − e−∆E/kBT . (9.1)
where δ0 is the linewidth at T → 0. With ∆E ∼ 3.5 meV (∼ 40 K ≫ 1.5 K), the
change of linewidth of the transitions in the temperature range between 1.5 and 15 K
is negligible. Therefore the constant FWHM of 0.395 meV for the spectra at different
temperatures is well justified and should be mostly coming from the intrinsic linewidth.
9.5 Discussion
The experimental observations for Er2PdSi3 are illustrated in figure 9.15 and summa-
rized below:
• Three CEF transitions from the ground state can be identified as ∆E1 = 3.41
meV, ∆E ′1 = 3.74 meV and ∆E2 = 9.11 meV at Q = (0, -1, 0). Extrapolating
the field dependence of the energy transfer back to zero field, the pure CEF
transitions are at ∆E1 = 3.3 meV, ∆E
′
1 = 3.6 meV.
• ∆E1 is mostly of Jy type and ∆E ′1 is of both Jx and Jy type.
• According to their similar behavior in field, and the fact that there should be
only one Jx,y type transition in the induced FM region, the presence of ∆E1 and
∆E ′1 can only be explained by the existence of two inequivalent Er
3+ sites. The
different mixture of Jx and Jy type in the two transitions suggests that the two
sites are of different local symmetry.
• At higher temperatures another CEF transition ∆Ea1 (∆E ′a1) with 3.1 meV is
observed originating from an excited state at around 0.5 meV Ea (E
′
a) to E1 (E
′
1).
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Figure 9.15: The sketch of the CEF level schemes in Er2PdSi3 as deduced from the
experimental observations.
• ∆E1 and ∆E ′1 are weakly dispersive. The dispersion is FM like in (001) direction;
in the basal plane the minimum of the dispersion occurs around (1
9
, 1
9
, 0).
Numerical simulations using Mcphas (a mean field Monte Carlo phase diagram
program)(86) have been performed to search for the suitable CEF parameters based
on the assumption that there are two inequivalent Er3+ sites in the system. The best
fitting results are as following: The main difference between the two sites is the non-
Bml / [meV] Site 1 Site 2
B02 -0.228 -0.215
B04 2.682×10−4 2.486×10−4
B22 -2.4×10−1 0
Table 9.1: The fitted CEF pa-
rameters for the two Er3+ sites in
Er2PdSi3.
zero B22 parameter for one site. We now assign the non zero B
2
2 to site 1 and B
2
2 = 0 to
site 2. This then agrees with the observation that the transition ∆E1 shows different
intensities at different Q values in the basal plane HK0 while the intensities of the
transition ∆E ′1 are Q independent in the basal plane.
Using these parameters the macroscopic magnetization in magnetic easy and hard
directions are calculated. Figure 9.16 shows the comparison of the calculated magneti-
zation curves with the measured ones. The calculated curve for the the (001) direction
deviates slightly from the measured curve. The measured magnetization per Er3+ ion
is about 9.5 µB, 0.5 µB larger than the theoretical value gJJ = 9 µB. The extra 0.5 µB
might be coming from another source, i.e. from conduction electrons. Also the critical
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Figure 9.16: The calculated
magnetization curves in easy
(001, black) and hard (100, red)
directions using the parameters
listed in table 9.1 compared with
the experimental data taken from
ref. (30).
field is somewhat smaller than the observed one (1.2 T). This might be due to the fact
that the calculation did not consider the exchange interaction. The calculation for the
hard axis magnetization agrees well for the low field part. The discrepancy in the high
field part is not understood.
Using these parameters the spectra in magnetic fields were calculated. They are
shown together with the experimental data in figure 9.17. The field, energy and Q
dependencies of the spectra are well reproduced.
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Figure 9.17: The calculated CEF
spectra using the parameters listed in
table 9.1 compared with the experi-
mental data.
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Chapter 10. Magnetic excitations in Tm2PdSi3
The Tm3+ ion has a total angular momentum of J = 6 with the Landé factor gL =
7
6
. A
significant anisotropy was observed in the ac-susceptibility between c and a axis with
the c axis being the magnetic easy axis(30). The relatively large Stevens factor α ∼ 10−2
suggests a strong CEF effect. This chapter presents first results of inelastic neutron
scattering measurements on Tm2PdSi3 studying quantitatively the CEF excitations at
different temperatures and magnetic fields.
10.1 Introduction
As discussed in chapter 6, the magnetic structure of Tm2PdSi3 is already influenced
by the crystallographic superstructure in zero field, unlike the other investigated com-
pounds where the influence of the crystallographic superstructure manifests itself only
in applied magnetic fields. This indicates the non-negligible difference between the
two Tm3+ sites as a result of the Pd-Si order due to the high sensitivity of Tm3+ ions
towards the CEF effect. Consequently, the local environment of the Tm3+ ions cannot
be approximated as hexagonal and the two Tm3+ sites have to be treated separately.
In the following the CEF level scheme will be analyzed based on the assumption of two
Tm3+ sites with monoclinic symmetry.
Inelastic neutron scattering experiments on single crystalline Tm2PdSi3 were carried
out at the cold triple axis spectrometer PANDA at FRM II in Garching (Inelas-Tm2
and Inelas-Tm3 in table 2.2). Figure 10.1 shows the energy spectrum of Tm2PdSi3 in
the energy range from 0 to 8 meV. There are no transitions observed in the energy
range between 2.5 and 5 meV which is thus omitted from the figure. Five transitions
are observed at T = 1.5 K and labeled as ∆E1 = 0.95 meV, ∆E
′
1 = 1.48 meV, ∆E2 =
6.19 meV, ∆E ′2 = 7.38 meV and ∆E12 = 5.17 meV.
The transitions are labeled according to the description in section 7.3. The energy
transfer of ∆E12 (5.24 meV) is roughly the difference (5.17 meV) between ∆1 and ∆E2,
suggesting that ∆E12 is the transition between energy levels E1 and E2. The labeling
for the transitions in figure 10.1 will be justified in the following when the temperature,
field and Q dependencies of these transitions are discussed.
10.2 Temperature dependence of the CEF excitations
Figure 10.2 shows the low energy part of the spectra of Tm2PdSi3 at Q = (0.5, 0.5,
0) at different temperatures in zero field. The energies of the transitions ∆E1 and
∆E ′1 do not change much with temperature. The peaks are gradually flattened with
slightly increasing widths and decreasing intensities. This is the typical behavior for
CEF transitions from the ground state.
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Figure 10.1: Energy spectrum of single crystalline Tm2PdSi3 obtained at Q = (0.5,
0.5, 0) in reciprocal space at T = 1.5 K and zero field (Inelas-Tm3 in table 2.2). Five
transitions are identified, namely ∆E1 (blue), ∆E
′
1 (green), ∆E2 (red), ∆E
′
2 (sky blue)
and ∆E12 (purple). For each a Gaussian function is used to fit the data and the black
line is the total fit. Note the different scaling of the x axis between the left and right
panel.
The integrated intensities of the two transitions as calculated from the fitting results
are plotted in figure 10.3 as function of temperature. Both transitions show a small
increase in intensity from T = 1.5 K to T = 2.5 K in the beginning of the curves.
This might be due to the phase transition from the magnetically ordered state to the
paramagnetic state at TN = 2.1 K. Above 2.5 K both intensities decay exponentially
with decreasing temperature, suggesting that both transitions start from the ground
state which is depopulated with increasing temperature.
It is difficult to fit the curve with equation 7.7 or 7.9 as discussed in chapter 7 since
there is no knowledge about the possible presence of other low lying energy levels or
the degeneracy of the ground state etc. It can be deduced that the degeneracy of the
13-fold multiplet of Tm3+ ion in 2-fold symmetry is totally lifted and each level is a
singlet. However, the difficulty of numerical data analysis is not eliminated since some
of those singlets can be very close to each other in energy so that they behave like
quasi-degenerate levels in the partition function. The lines in figure 10.3 are thus only
a rough estimate using formula 7.9. The existence of extra energy levels between 0 and
3 meV was assumed in the estimates to account for the rapid decrease of the intensities
of the two transitions with increasing temperature.
The temperature dependence of the high energy part of the spectra is shown in
129
10. Magnetic excitations in Tm2PdSi3
0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
∆E / [meV]
0
5
10
15
20
25
30
35
In
te
ns
ity
 / 
[c
ts
 / 
1e
5 
M
on
ito
r 
ct
s]
1.5 K
2.5 K
5.0 K
10.0 K
40.0 K
20.0 K
∆E1
∆E1
|
Q = (0.5, 0.5, 0)
Figure 10.2: The low energy
part of the energy spectra of
Tm2PdSi3 at Q = (0.5, 0.5, 0)
at different temperatures in zero
field with kf = 1.55 Å
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figure 10.4. However, the intensities of the observed transitions are too small for any
quantitative analysis to be made. By comparing the spectra at 1.5 and 40 K, one sees
that the intensities of the transitions ∆E2 and ∆E
′
2 decrease suggesting that they are
indeed transitions from the ground state. There is a small increase at ∆E12 ∼ 5.0
meV which agrees with the assumption that ∆E12 is the transition between the two
excited states E1 and E2. The energy transfers of ∆E1 and ∆E2 shift slightly toward
lower energy. This might be due to the absence of the molecular field at the higher
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Figure 10.4: The high energy part of the energy spectra of Tm2PdSi3 at Q = (0.5, 0.5,
0) at 1.5 K (black circle) and 40 K (gray square) in zero field. The spectra are fitted
with three Gaussian functions corresponding to ∆E12 (purple), ∆E2 (red) and ∆E
′
2 (sky
blue), respectively.
temperature.
10.3 Field dependence of CEF excitations
For the field dependence of the magnetic excitations in Tm2PdSi3, the magnetic field
was applied along the (00L) direction perpendicular to the HK0 scattering plane.
10.3.1 Low energy part
Figure 10.5 shows the energy spectra measured at Q = (0.5, 0.5, 0) at 1.5 K in different
magnetic fields. Both ∆E1 and ∆E
′
1 transitions are shifted toward higher energy with
increasing field. At higher fields, the two transitions are closely mixed, making it
difficult to distinguish between them. As a working approach, the transition with
higher intensity was assigned to the ∆E1 transition to be consistent with the low field
assignment. The intensities of both transitions drop sharply with increasing field. At
fields above 6 T, a new low lying transition (orange line in figure 10.5) labeled as
∆E3 starting from ∼ 0.3 meV is observed. The position of ∆E3 increases with field
as well. Above 9 T, another transition (∆E ′3, red line in figure 10.5) with an energy
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Figure 10.5: The
low energy part of the
spectra of Tm2PdSi3
at Q = (0.5, 0.5, 0)
at 1.5 K at different
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spectively.
slightly below ∆E3 emerges, which might be the counterpart of ∆E3 on the second
site. There are weak intensities emerging in the energy range between 1 and 1.5 meV.
However, there is no well defined peak profile, so they might be some unknown not-well
defined-excitations or they simply come from an increase in background with increasing
magnetic field.
Figure 10.6 summarizes the energy transfers and integrated intensities of the ob-
served transitions as a function of external magnetic field applied in (00L) direction.
Energy transfers of ∆E1 and ∆E
′
1 transitions increase rapidly for fields below 4 T.
The average slope between 0 and 4 T is around 0.21 meV / T ∼ 3.7 gLµB. As shown
by equation 7.14, the slope of energy transfer versus magnetic field should be gLµB if
the transition is from a state |λ〉 with major component |MJ〉 to |λ + 1〉 with major
component|MJ + 1〉. The slope 3.7 gLµB suggests that the transition is from a state
|λ〉 to a state |λ+ 4〉 with major component |MJ + 4〉. This kind of transition is only
possible when the state |λ+ 4〉 is highly mixed with a|MJ〉+ b|MJ + 2〉+ c|MJ + 4〉 so
that there are non zero transitional matrix elements for the Jz operator. A hexagonal
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Figure 10.6: The energy transfers (left) and integrated intensities (right) of the tran-
sitions ∆E1 (blue), ∆E
′
1 (green) and ∆E3 (orange) as a function of magnetic field. The
data points are extracted from the fitting as shown in figure 10.5. Solid lines are guides
to the eyes.
symmetry with only non-zero CEF parameters B02 , B
0
4 , B
0
6 and B
6
6 cannot produce such
a mixed state. Only a non zero B22 or B
2
4 parameter will introduce the mixing with
|MJ〉 and |MJ ± 2〉 components. This thus justifies the assumption of the monoclinic
symmetry for each Tm3+ site which introduces non-zero B22 and B
2
4 parameters.
At 4 T there is a kink in both curves for the two transitions. Above 4 T, the energy
of ∆E1 increases slowly while the curve of ∆E
′
1 levels out gradually. The turn at 4 T
might be related to a crossing of the CEF levels at 4 T which leads to a new ground
state for fields above 4 T. The small slope of the two curves suggests that the difference
of the angular momenta between the two excited levels and the new ground states is
around zero. This indicates a strong mixing of the states even in high magnetic fields
and thus the existence of large B22 or B
2
4 parameter.
For the ∆E3 transition, the energy vs field curve is close to a straight line with
a slope of 0.057 meV ∼ 0.99 gLµB. This suggests that the difference of the angular
momenta between this excited level E3 and its respective ground state is about 1 and
the transitions should be of Jx or Jy type. For the ∆E
′
3 transition, there are too few
data points to draw any conclusions.
The intensities of ∆E1 and ∆E
′
1 drop drastically with increasing field. The inte-
grated intensities at 12 T are only about 10% of those at 0 T. As mentioned before, the
transitions are of Jz type. Therefore the excited levels E1 and E
′
1 must be mixed states
due to the non zero CEF parameters B22 etc. in monoclinic symmetry. One effect of
the external magnetic field along the (00L) direction on the wavefunctions of the CEF
levels is to reduce the mixing of states. As the wavefunctions of the E1 (E
′
1) levels
become gradually “purified”, the Jz transitional matrix elements between E1 (E
′
1) and
the ground state consequently become smaller.
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10.3.2 High energy part
Figure 10.7 shows the high energy part of the excitation spectra at Q = (0.5, 0.5, 0) at
1.5 K at different magnetic fields. Energy transfers of all three transitions in the energy
range ∆E12, ∆E2 and ∆E
′
2 increase with increasing field. The intensity of ∆E
′
2 gets
weaker with increasing field while its position increases. Above 6 T the energy transfer
is above 10 meV and but can not be followed anymore due to the small intensity. The
intensities of ∆E2 and ∆E12 show a clear increase with increasing field.
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Figure 10.7: The
high energy part of
excitation spectra of
Tm2PdSi3 at Q = (0.5,
0.5, 0) at 1.5 K at dif-
ferent magnetic fields.
Black lines are total
fits to the experimen-
tal data with multiple
Gaussian functions as
indicated by the purple
(∆E12), red (∆E2) and
sky blue (∆E′2) lines,
respectively.
The energy transfers and integrated intensities of the transitions as extracted from
the fitting (shown in figure 10.7) are plotted in figure 10.8 as a function of applied
magnetic field. ∆E2 increases nearly linearly with increasing magnetic field with slope
is 0.16 meV / T ∼ 2 gLµB. The energy transfer of ∆E12 stays almost constant up to
4 T. Recalling that ∆E12 is the transition between excited levels E1 and E2, this is
expected since up to 4 T the difference between ∆E1 and ∆E2 stays constant. However
above 4 T, there might be a change of the ground state as suggested by the discussion
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in the previous section. Therefore, the transitions above 4 T might not be the same as
the transitions below 4 T. The energy transfer of ∆E ′2 increases monotonically.
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Figure 10.8: The energy transfers (left) and integrated intensities (right) of the transi-
tions ∆E12 (purple), ∆E2 (red) and ∆E
′
2 (sky blue) as a function of magnetic field. The
data points are extracted from the fitting as shown in figure 10.7. Solid lines are guides
to the eyes.
The intensities of both ∆E2 and ∆E12 show first an increase and then a decrease
with increasing field with a maximum at around 4 T. The intensity of ∆E ′2 decreases
monotonically.
10.4 Q dependence of CEF excitations
The magnetic excitations in Tm2PdSi3 do not exhibit a strong Q dependence. Shown
in figure 10.9 are the exemplary spectra taken at three Q positions. The positions of
the transitions ∆E1 and ∆E
′
1 do not change much from the M point Q = (1, 0, 0), to
the K point Q = (0.5, 0.5, 0)) or to the A point (Q = (0, 0, 1)).
The significant difference between the spectra is its intensity difference between the
basal plane and the c direction. The intensities of both ∆E1 and ∆E
′
1 transitions at (0,
0, 1) are only 10% of the intensity at Q = (1, 0, 0) or (0.5, 0.5, 0). As shown in equation
7.3, the tensor (δαβ−Q̂αQ̂β) determines that only the transitional matrix elements from
the angular momentum operators which are perpendicular to the momentum transfer
Q are detected by neutrons. At Q = (0, 0, 1), the Jz type transitions are not detected
since Jz is in this case parallel to Q. Therefore, the transitions ∆E1 and ∆E
′
1 are
dominantly of Jz type since they are strongly observed at (1, 0, 0) and (0.5, 0.5, 0).
The small intensity at (0, 0, 1) is of Jx +Jy type which adds also some intensity to the
spectra at (1, 0, 0) (Jy) and (0.5, 0.5, 0) (Jx).
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Figure 10.9: The low energy part of the energy spectra of Tm2PdSi3 measured at Q
= (1, 0, 0) at 1.5 K (black), Q = (0.5, 0.5, 0) at 1.5 K (orange) and Q = (0, 0, 1) at 40
mK (blue). Note that the spectrum at Q = (0, 0, 1) was measured in a different cryostat
compared to the other two spectra. The intensity was scaled by comparing the spectrum
at the same Q = (0.5, 0.5, 0) position in the two experimental setups. The solid lines
are total fits to the data considering contributions from ∆E1 and ∆E
′
1 transitions.
The high energy part of the spectra does not show strong Q dependence in both
intensity and energy transfer.
10.5 Discussion
As shown in the previous sections, the CEF excitations in Tm2PdSi3 show a rather
complicated behavior. This is mainly due to two reasons: the existence of two Tm3+
sites and the monoclinic local symmetry. With two Tm3+ sites, the number of CEF
levels doubles. The monoclinic local symmetry introduces more non zero CEF pa-
rameters than the hexagonal symmetry (such as B22 , B
2
4 etc). With a strong B
2
2 , the
resultant wavefunctions of the CEF levels become heavily mixed states, which makes
the field/temperature dependent behavior of the transitions nontrivial.
Shown in figure 10.10 is a sketch of the possible CEF level scheme as deduced from
the previous discussions. Two Tm3+ sites (thus two sets of CEF levels) are assumed.
For site I, there are energy levels at 0.95 and 6.19 meV at zero field. Transitions between
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Site I Site II
GS GS
|
E1
E1
|
E2
E2
|
0
0.95 meV
6.19 meV
7.38 meV
1.48 meV
0
∆E1
∆E2 ∆E12
∆E1
|
∆E2
|
∆E12
|
Figure 10.10: A sketch of the CEF levels Tm2PdSi3 assuming the existence of two
Tm3+ sites.
the ground state (GS) and E1 (∆E1), between GS and E2 (∆E2), and between E1 and
E2 (∆E12) are observed. The ground state might be a quasi-degenerate multiplet,
with many energy levels close to each other, as suggested by the temperature and field
dependence of the transitions. The field dependence shows that the major component
of the wavefunction for level |E1〉 is |MJ + 4〉 while |MJ〉 is the major component of
GS. Accordingly the ∆E1 transition is mainly of Jz type.
The situation is similar for site II: there are energy levels E ′1 and E
′
2 at 1.48 and
7.38 meV, respectively. Correspondingly transitions ∆E ′1, ∆E
′
2 and ∆E
′
12 are observed.
∆E ′1 is also mainly of Jz type.
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Complicated magnetic properties have been observed in the R2PdSi3 (R = Ho, Er and
Tm) compounds as shown in previous chapters. The magnetic properties vary with
the rare-earth ion but also similarities, especially in applied fields can be found in the
series. Each compound features a very different zero field magnetic structure while
a generic FiM structure exists in magnetic fields in each compound. The magnetic
excitations exhibit different characteristics: in Er2PdSi3 and Tm2PdSi3 the excitations
are dominated by the CEF while in Ho2PdSi3 they are hybrids of CEF and exchange
interactions. Nevertheless, in all compounds signs of the existence of two inequivalent
R3+ sites with lowered symmetry can be found. The key to understand the complexity,
the variety and similarity of the magnetic properties in the R2PdSi3 series lies in
the common crystallographic superstructure that was found in all the investigated
compounds.
11.1 The effects of the crystallographic superstructure
The described crystallographic superstructure with the enlarged unit cell (2×2×8 times
the primitive cell) was found in all R2PdSi3 compounds with R = Gd, Tb, Dy, Ho,
Er and Tm. No structural transition occurs from mK to room temperature. The
superstructure results from the Pd-Si ordering on the B sites in the primitive AlB2
structure. The order seems to be related to the slow crystallization process of the
floating zone melting method. As pointed out by Leisegang et al. no such order
was observed in the samples which were quenched (63). Although the crystallographic
superstructure seems to be a stable structure it turns out to be a weak effect compared
to the primitive hexagonal structure, i. e. the intensities of the main nuclear reflections
can still be explained with the AlB2 structure. The superstructure does not seem to
cause any notable lattice distortion and a hexagonal pattern was observed for the
superstructure reflections.
Therefore, the crystallographic structure of R2PdSi3 can still be approximated by
the primitive AlB2 structure, and the superstructure can be treated as a perturbation.
The presented superstructure model was derived based on this assumption. There are
two main results from the derived superstructure model:
1. The existence of twinned superstructure domains which can be transformed be-
tween each other by symmetry operations in the P 6/m m m space group. The
Pd-Si sequences on any Pd/Si positions along the c direction can be described
by one sequence: Pd-Si-Si-Pd-Si-Si-Si-Si.
2. The existence of two inequivalent R3+ sites with different local surroundings. The
sequences of the different R3+ sites on any R3+ positions along the c direction
can be described by one sequence: R1-R2-R1-R1-R2-R2-R2-R1
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The rare-earth ions in a crystalline environment are subject to the crystal electric
field effect and the RKKY exchange interactions. The RKKY exchange interaction is
mediated by the conduction electrons. Whether or how the different local surroundings
affect the RKKY exchange interaction (i. e. whether J(τ s) features a maximum) is
not trivial and not yet clear. As shown in equation 1.4 the oscillation of the RKKY
exchange interaction is related to the Fermi vector kF of the conduction electrons. The
geometry of the Fermi surface in a real crystal can be very intricate. And the formation
of the crystallographic superstructure might alter the shape of the Fermi surface as
well. As shown by Inosov et al.(55) the Fermi surfaces in Tb2PdSi3 and Gd2PdSi3
exhibit a flower like shape in the basal plane and a nesting-driven enhancement of
the RKKY exchange interaction was observed at (1
6
, 1
6
, L). However, how the Fermi
surface is shaped in the L direction is not yet clear, making it difficult to speculate
about influences of the superstructure on the RKKY exchange interactions.
The CEF effect originates from the electric field of the surrounding ions in the
crystal, thus the different local surroundings of the two R3+ sites directly result in
different CEF on the rare-earth ions. If one considers only the CEF effect, the influence
of the different local surroundings on the magnetic properties of the rare-earth ions
depends then on how susceptible the ions are to the CEF effects i. e. on the Stevens’
factors. Therefore, the influence of the superstructure on Tm2PdSi3 should be stronger
than on Er2PdSi3 and Ho2PdSi3 (Gd2PdSi3 with Gd
3+ in a S-state should not be
influenced at all by the superstructure). The influence of the superstructure on the
CEF has been directly observed in Tm2PdSi3 and Er2PdSi3 where the energy spectra
from inelastic neutron scattering can only be explained by the existence of two different
rare-earth sites. Therefore, when the influences of the superstructure on the magnetic
properties are discussed in the following, only the scenarios based on the CEF effect
will be taken into account. The possibility that the RKKY exchange interaction might
as well contribute will be left open.
11.2 Zero field structures by RKKY exchange interaction
The RKKY exchange interaction is rather weak in all three compounds studied in this
work. As shown by inelastic neutron scattering, the magnitude of the dispersion in the
basal plane is about 0.65 meV in Ho2PdSi3, 0.1 meV in Er2PdSi3 and < 0.1 meV in
Tm2PdSi3, indicating a decreasing strength of the exchange interaction. Nevertheless,
magnetic order does occur in all these compounds though with decreasing ordering
temperatures. The Néel temperatures and the properties of the zero field structures
are listed in table 11.1. Although the propagation vectors point into different crystal-
lographic directions, their magnitudes are comparable (slightly increasing from Ho to
Tm), suggesting a similar modulation of the RKKY exchange interaction. As listed
also in table 11.1 Gd2PdSi3 orders with a propagation vector (
1
7
, 0, 0) obviously due to
a dominant RKKY interaction and negligible CEF effects. For Ho2PdSi3 the CEF is
the weakest among the three compounds, therefore, its propagation vector exhibits the
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TN / [K] τ / [r.l.u.] |τ | / [Å−1] Moment direction
Ho2PdSi3 7.7 (
1
7
-0.0055, 0.011, 0) 0.041 (001)
Er2PdSi3 7 (
1
9
, 1
9
, 0) 0.055 (001)
Tm2PdSi3 2.1 (
1
8
, 1
8
, 1
16
) 0.064 (001)
Gd2PdSi3 22.3 (
1
7
, 0, 0) 0.041 -
Table 11.1: The zero field magnetic structures in Ho2PdSi3, Er2PdSi3 and Tm2PdSi3.
Data for Gd2PdSi3 are provided for comparison
(30).
smallest deviation from (1
7
, 0, 0). The deviation from this value in the other compounds
might then be due to the stronger CEF effect and the weaker RKKY exchange interac-
tions. With increasing CEF, it is harder for a sinusoidal modulated structure to form
and a full moment structure is favored. However, a full moment collinear structure for
propagation vector (1
7
, 0, 0) yields a net magnetization which adds extra energy. It is
possible that in the various attempts to compensate the extra energy the propagation
vectors are changed, i. e. in Ho2PdSi3 it is compensated by the additional modulation
in the perpendicular direction. In Er2PdSi3 the net magnetization is lowered by ex-
panding the magnetic unit cell from 7×1 to 9×9 in the basal plane. In Tm2PdSi3 it is
canceled by making a magnetic unit cell with an even number of magnetic moments.
Moreover, the anisotropy due to the CEF effect also defines the direction of the
ordered magnetic moment. The major components of the magnetic moments in all
three compounds are in the (001) direction since this is also the magnetic easy axis due
to the CEF. In the case of Tm2PdSi3, the CEF effect is so strong that the reduced 2-fold
symmetry due to the crystallographic superstructure might introduce a non-zero in-
plane component of the Tm3+ moments. The 1
16
component of the propagation vector
of Tm2PdSi3 is probably related to this, since a propagation vector perpendicular to
the moment direction usually gives lower dipole-dipole energy.
Furthermore the CEF effect in Tm2PdSi3 is strong enough to produce two signif-
icantly different Tm3+ moments. The compound then orders anti-ferromagnetically
with two kinds of magnetic moments with the same propagation vector, which is still
determined by the RKKY exchange interaction. The resulting magnetic structure is
rather complicated and can only be explained by taking into account the concept of
the superstructure domains.
As a summary, the magnetic ordering of Ho2PdSi3, Er2PdSi3 and Tm2PdSi3 in zero
field is mainly determined by the RKKY exchange interaction. The CEF effect defines
the moment direction, modifies the propagation vector, and may introduce two kinds
of magnetic moments of significant differences.
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11.3 Magnetic structures in applied fields
An even larger variety of magnetic structures is observed in Ho2PdSi3, Er2PdSi3 and
Tm2PdSi3 when a magnetic field is applied. However, a common structure exists in
all compounds: the FiM structure. This structure can be described using the two
different rare-earth sites generated by and ordered according to the crystallographic
superstructure. The differences of the magnetic moments of the rare-earth ions on their
different sites give rise to the FiM structure.
The reason why the FiM phase is only present in finite fields could be the following:
(i) In zero field, the difference between the magnetic moments on the two sites is very
close to zero as in the Er and Ho case where the CEF effect is not so strong. If the
difference is not negligible as in the Tm case, it participates in the anti-ferromagnetic
order and manifests itself in the extra reflections around the superstructure reflections.
(ii) When a field is applied, the moments of both sites start to align and their difference
increases as they respond to the external field differently. This can be demonstrated for
the Er2PdSi3 case. Figure 11.1 shows the calculated single ion magnetization curves
for the two Er3+ sites using the CEF parameters obtained in chapter 9. As can be
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Figure 11.1: The calculated single ion magnetization for the two kinds of Er3+ ions
(black and gray) and their difference (green) using the CEF parameters in chapter 9.
Note the different scales of the left and right y axis. The inset shows the integrated
intensity of the FiM reflection (0.5, 0.5, 0.25) in Er2PdSi3 as a function field taken from
figure 5.12 in chapter 5. The nuclear contribution and the background to the contribution
are subtracted.
seen, the difference between the two Er3+ sites is very small and the two magnetization
curves fall on top of each other. However, their difference (though still rather small, see
right scale of figure 11.1) increases rapidly with increasing field and reaches a maximum
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just before saturation for each site is reached. Further on, the difference decreases and
settles at a constant value. This describes the experimental observations qualitatively
very well: a rapid increase of the FiM intensities at low fields, a maximum and a
subsequent decrease of the intensities as function of increasing field.
Quantitatively, the actual case in Er2PdSi3 is somewhat different (see the inset of
figure 11.1 for the intensity at (0.5, 0.5, 0.25) as a function of field in Er2PdSi3). If we
assume that the intensities from the FiM phase are negligible compared with the back-
ground when the magnetization is saturated, then the calculated difference between
the two moments would be too small for the field range between 0 and saturation field.
This could then be due to contributions from other effects to the FiM phase, i.e. the
RKKY exchange interaction.
Most other magnetic structures observed in finite fields are also related to the two
different rare-earth sites, except in the Ho2PdSi3 case where no extra magnetic struc-
tures were observed between Hc1 and Hc2. The extra magnetic structures in other
compounds still feature an anti-ferromagnetic propagation vector and are observed in
fields up to 1.5 T. However, since the difference of the two sites is no longer negligible
in magnetic fields, these anti-ferromagnetic structures are complicated due to the exis-
tence of the two kinds of magnetic moments. They can only be interpreted within the
superstructure domain-model as in the case of the zero field structure of Tm2PdSi3.
In short, the FiM structure is an analog of field induced ferromagnetism with two
kinds of magnetic moments, while the anti-ferromagnetic structures in low fields are
an analog of anti-ferromagnetism with two moments. The CEF effect is one decisive
factor for the occurrence of these structures since the CEF translates the differences of
the two local surroundings into differences of the magnetic moments of the rare-earth
ions.
11.4 The role of the geometric frustration
The role of the geometric frustration is less clear as the formerly mentioned effects.
The geometric frustration is partially lifted by the long range oscillating RKKY ex-
change interaction. The favored propagation vector of the RKKY interaction is (1
7
,
0, 0) indicating nearly ferromagnetic interactions between nearest neighbors. How-
ever, for moments on a equilateral triangle with ferromagnetic interactions, there is no
frustration effect.
But there is another kind of frustration present in the system. Due to the oscillatory
and long range nature of the RKKY exchange interaction, there might be a few energy
minima (corresponding to different magnetic states) in the landscape of exchange en-
ergy. To name a few, there is a nesting-driven enhancement of the RKKY interaction
at (1
6
, 1
6
, L) found in photo emission spectroscopy(55); there is apparently a minimum
at (1
7
, 0, 0) as indicated by the magnetic structure in Gd2PdSi3 and Ho2PdSi3; and
in the case of Er2PdSi3 a structure with the propagation vector (0.133, 0.133, 0) is of
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comparable energy to the main structure ordered with (1
9
, 1
9
, 0). At finite tempera-
tures states at those minima are all populated and competitions between them arise.
The time dependent behavior which has been observed for example in Er2PdSi3 can
be interpreted as further indication for these competitions.
11.5 Summary
As a summary, magnetic structures and magnetic excitations in R2PdSi3 (R = Ho, Er
and Tm) compounds have been studied in this work with single crystalline samples.
A common crystallographic superstructure was observed in all compounds and was
modeled as a perturbation of the basic hexagonal structure. RKKY exchange inter-
action was found to be responsible for the magnetic ordering in these compounds in
zero field. The CEF effect, together with the different rare-earth sites produced by the
superstructure was identified as one origin of the generic FiM phase observed in all
compounds. Influences of other interactions like the RKKY exchange interaction on
the FiM phase are not yet clear and need further investigation. Other AFM structures
observed in finite fields around both primitive nuclear reflections and superstructure
reflections were shown to result from the interplay of RKKY interaction, CEF effect
and crystallographic superstructure.
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