Abstract-We use random geometric graphs to describe clusters of higher dimensional data points which are bijectively mapped to a (possibly) lower dimensional space where an equivalent random cluster model is used to calculate the expected number of modes to be found when separating the data of a multimodal data set into distinct clusters. Furthermore, as a function of the expected number of modes and the number of data points in the sample, an upper bound on a given distance measure is found such that data points have the greatest correlation if their mutual distances from a common center is less than or equal to the calculated bound. Anomalies are exposed, which lie outside of the union of all regularized clusters of data points. Similar to finding a hyperplane which can be shifted along its normal to expose the maximal distance between binary classes, it is shown that the union of regularized clusters can be used to define a hyperplane which can be shifted by a certain amount to separate the data into binary classes and that the shifted hyperplane defines the activation function for a two-class discriminating neural network. Lastly, this neural network is used to detect the set of support vectors which determines the maximally-separating region between the binary classes.
I. INTRODUCTION AND RELATED WORKS
Inherent in traditional support vector detection is the assumption that the data are separable into two distinct classes, with the data points in each class being labeled distinctly, while minimizing mislabeling instances. In the case of linear support vector detection, a single hyperplane is sought, whereby the single hyperplane can be optimally shifted along its normal vector and its reflection. The shifted hyperplane and its reflection across the original, single hyperplane defines an optimal intermediate region, along with two distinctly labeled classes.
Assume the existence of a training set with known labels derived from a set of two distinct values. Since the weight vector for the single hyperplane defines its normal vector, then the problem reduces to finding a single weight vector such that its squared norm is minimized, subject to the constraint that the individually labeled training examples lie to one side of the original hyperplane, along with others sharing the same label. After which, by combining both the squared norm term and the equation for the original hyperplane, the constrained optimization problem is converted to an unconstrained optimization problem and solved using the method of Lagrange multipliers. The reader is referred to [1, pp. 311 − 314] for mathematical formalities on linear support vector machines.
In case the data are not linearly separable, the aforementioned algorithm will not work, as stated. Slack variables have to be introduced, which has the effect of reducing the area of the intermediate region, resulting in the constraint being modified. Furthermore, in the unconstrained problem, the slack variables are taken into account by adding a penalty term as something on the order of the number of misclassifications encountered, where misclassifications take one of two forms. Either some data points are counted as unclassified, because they cannot be separated from the intermediate region, or they are misclassified, because they are incorrectly seen as training examples which belong to the class containing data points with a different label. The reader is referred to [1, pp. 315 − 318] for mathematical formalities on non-linear support vector machines.
For data sets which are extremely large, relative to its number of attributes, Mangasarian, et.al. showed in [55] that a linear support vector machine suffices when separating the data into two distinct sets with small error. Yet, in other kinds of problems, where the data are not linearly separable, or where a linear support vector machine gives rise to a significant number of misclassifications or an intermediate region with a high number of unclassified data points, the requirement for a nonlinear support vector machine can be too expensive, both in time complexity and memory usage [17] .
The prevailing methods for dealing with the expense associated with solving the non-linear optimization problem are variations of the decomposition algorithm, [40] , [42] , [45] , [63] , whereby the data are projected to a lower dimensional subspace, whose basis vectors are chosen such that the projected data are linearly separable. By linear separability of the data, the unconstrained, non-linear problem can be solved in the subspace via a linear support vector machine, resulting in a sequence of solvable sub-problems in each projected subspace. Influenced by Keerthi, et .al [44] , Chung, et.al. [17] propose the use of specific seed values for the set of Lagrange multipliers of the linear support vector machines in each subspace such that faster convergence to the solution of the non-linear optimization problem is achieved. Likewise, the chunking method of Vapnik [75] makes use of the fact that the rows and columns of the matrix in the quadratic constraint, which correspond to Lagrange multipliers with a zero value, can be removed, while retaining the same solution through each iteration of a sub-problem.
Motivated to produce a method of solution which does not require iterative solutions of quadratic programs and does not require checking of certain conditions to ensure convergence to a solution, a method is provided such that the data are projected into a two dimensional space, whereby the projected data are either linearly separable or the data forms one contiguous class. When the data are separable, linear separation is achieved by forming a linear regression hyperplane through one of the classes and shifting it an appropriate amount in order to achieve separation of the classes. The associated shift corresponds to the identification of the set of support vectors by measuring distances to the regression hyperplane from data points in the set which is in the complement of the set of data points used to form the regression hyperplane.
Suppose infinitely many copies of a bounded structure are used to partition R 2 and let B ⊂ R 2 be a bounded subset containing finitely many copies of the bounded structure. Further suppose that structures in the partition are neighbors, if their respective boundaries have non-empty intersection and infinitely many of the bounded structures in the partition are individually occupied by exactly one point at the center of the structure, independently of all other structures. In [32] and [33] , it is shown that, if the probability of neighboring structures each containing related points is greater than some critical value, then with probability 1, a path can be traced from any starting occupied bounded structure to any ending occupied bounded structure, with the path in between the start and the end consisting entirely of neighboring occupied structures. From this statement, the contrapositive statement is obtained such that, if the probability of neighboring structures each containing related points is less than or equal to the same critical value, then with probability 1, no such path exists for any two bounded structures. Hence, all points are either related to no other points or only related to finitely many points in neighboring bounded structures. It is this contrapositive condition that is of interest and great use during K-means classification, as classes are formed by groupings of interrelated data points.
Rarely does inter-related, real-world data conform to a predefined, rigid partition, as described above. As such, after removing the rigid partition of R 2 , suppose that the data are modeled by a node process which randomly generates points within B according to some predetermined probability distribution. Points in B are inter-related, if they are within a certain distance of one another or some common point, such as the average of a set of previously-grouped, inter-related points. In [57] , it is shown that, with probability 1, there is a path of inter-related points between any two points in B, if the number of points relative to the area of B is beyond a certain critical number or, if the maximum distance between inter-related points is larger than a certain critical number.
In [60] , it is proven in cor. (7.4.39 ) that an ordered set of data, which is assumed to be spatially uniformly distributed, will form clusters, i.e. classes, if the measured distances between data points (or some common data point in each class) are below a certain threshold, which is computed as a function of the number of data points sampled from the total population of data. Now, most datasets would be too computationally expensive to order. So, we can get around this limitation by making certain assumptions.
We can make the assumption that the node process generates points according to the normal distribution by making use of a theorem from [38] in probability called the Central Limit Theorem. In essence, this theorem states that any set of randomly distributed data with finite mean and variance will tend to be normally distributed as the sample size grows large. This accounts for the ubiquity of the normal distribution in nature and why it's safe to make an assumption of normality in most cases. As such, the node process is allowed to run until J = M 2 points are generated, as represented by a sequence i=1 is a (less computationally expensive) ordering of a set of points generated by the node process. The edge space of the higher dimensional data is then embedded within the 2-dimensional plane in order to aid in the calculation of a threshold on the distance measure.
To make the assumption of uniformity of the ordered set of points and to perform clustering therein, it is first noted that the Beta distribution is the probability distribution of an order statistic of normally distributed random variables [54] . The Beta distribution shape parameters are then defined to be, α = 1 = β, since the data points are injectively generated into exactly 1 structure of the uniformly partitioned, 2-dimensional, bounded region. Hence, the ordering of the sample can be assumed to be approximately uniform.
Finally, with the defined partition, it is shown that under certain conditions, no approximation of probabilities in the continuum is required to prove the existence of a path of any order, as in [57] . Instead, the probability of a long range path in the continuum is equivalent to the probability of a long range path, over the same set of points, in the presence of the defined posterior partition when the maximum radial distance between connected points falls within a certain bounded interval. On this bounded interval, the probability of the existence of a long range path rises sharply when points connect at distances within the bounded interval. Lastly, the probability measure in question is found to be a unique random cluster measure which realizes a set of conditional probability measures. As such, the node process samples from the collection of conditional probability measures to form classes, when points connect at a distance less than or equal to the critical length.
In [13] , Cai, et.al. investigate the problem of partial connectivity of randomly distributed points in a bounded region by making the assumption that, relative to the size of the bounded region, the number of points to be generated is relatively small. As such, a Poisson-distributed node process generates an independent set of points in the designated region. Copies of a hexagon of some fixed, immutable size, which is not dependent upon distances between generated points, are used to partition the bounded region. Points in the region are deemed to connect to form an open edge, if after the region is partitioned, the points lie within the same hexagon or neighboring hexagons, where hexagons are neighbors, if their respective boundaries have non-empty intersection. Otherwise, the edge between two points is closed. Likewise, they define the logical points at the centers of two neighboring hexagons to connect to form an open edge, if each neighboring hexagon independently contains at least one of the generated points. In [13] , Cai, et.al. compute probabilities as a function of the density of hexagons which are occupied by at least one point. They showed that if the number of hexagons in the fixed partition is unbounded and the number of points generated within the continuum of the bounded region is below (or at) a critical threshold, then the probability of a majority of the occupied hexagons (and points contained therein) in the bounded region being connected in a contiguous path will tend to zero. On the other hand, if the density of occupied hexagons is within a short interval around the critical threshold, then a connecting path of hexagons or points, from any start to any end, occurs with probability that rises sharply from some small positive value to a value close to 1 for densities that fall within the range of the short interval.
[31, T hm. (1.1)] gives an estimate of the length of the short interval. If the area of the bounded region is assumed to be one, without loss of generality, then the estimate of the length of the short interval can never be any better than
, where n is the number of points generated within the bounded region by the node process.
This work uses the distance notion of connectivity without the presence of a partition, the same as in [13] . However, it markedly differs in that the prototypical hexagon used in the defined posterior partition of the bounded region is allowed to change in size, if the node process is stopped and started again after a partition has already been defined. Since the prototypical hexagon is allowed to change in size so that the logical centers are closer to (or further away from) each other and point density is inversely proportional to the maximum connection length, therein lies an added advantage when calculating the probability of a connected path of hexagons or points. Moreover, if the prototypical hexagon always shrinks as the node process generates more points, then it should be expected that the critical threshold and the length of the short interval around the critical threshold are intertwined. It is shown that this is, in fact, the case.
The rest of this work is organized as follows. In section (II), we formulate the notion of connectivity of randomlygenerated data points in the continuum using random geometric graphs and prove certain continuity results of the probability measure of a class of graph properties. We use the continuity results to show the existence of a critical connectivity radius (equivalent density of data points) and prove that the length of the sharp threshold interval containing the critical radius is of a certain size, depending upon the number of data points and the length of the critical radius.
In section (III), we uniformly partition the bounded region into shapes of the same size and formulate the notion of connectivity of randomly-generated data points using the random cluster model. The continuity results of section (II) still hold true and are used to show the existence of a critical connectivity radius, with the associated sharp threshold interval length being of a certain size, depending upon the number of data points and the length of the critical radius. In addition, relationships between the graph properties and probabilities of the graph properties are proven, along with a result about the relationship between the critical radii. These results, as well as other results from the random cluster model, are used to give a practical estimate of the length of the sharp threshold interval and a lower bound estimate of the change in the probability of the class of graph properties. Finally, it is shown that under certain conditions which are best for K-means classification, the probabilities of the graph properties are equivalent and the critical radii are of the same length under both formulations.
In section (IV ), given a fixed, ordered sample from an unknown group of multi-modal normal distributions, we estimate the mean number of clusters to form in a typical K-means classification. Likewise, we also estimate the length of the sharp threshold interval as a function of the expected number of classes and an estimate of the size of the critical connectivity radius is given as a function of the number of data points in the sample and the expected number of classes to form.
In section (V ), using the setup and results from section (IV ), we define the regularized cluster and the set of anomalies, then prove that the regularized cluster and the set of anomalies are linearly separable and show that the linear regression hyperplane defined by the regularized cluster can be shifted by a certain distance along its normal vector to separate the regularized cluster from the set of anomalies.
Finally, in section (V I), we show that the set of anomalies is a superset for the set of support vectors defining the shifted hyperplane which delineates the maximally separating region between the binary classes and that the resulting neural network detects all of the support vectors.
II. RANDOM GEOMETRIC GRAPHS

A. Definitions Definition 1:
A node process is a mapping X :
such that for any subset B ⊂ R 2 , there is an n ∈ N and a subset X n = {x k } 1≤k≤n ⊂ B with X(B) = X n .
Definition 2: Suppose B ⊂ R
2 and X is a node process that randomly generates independent points X n = {x k } 1≤k≤n ⊂ B according to some probability distribution. Let d : R 2 → R be a distance measure. Points x, y ∈ X n are said to be r-connected and form an r-open edge, if d(x, y) ≤ r, for some fixed r > 0. Points x, y ∈ X n are r-disconnected and form an r-closed edge otherwise.
Definition 3:
Let E be the set of edges between points in X n . G(X n ; r) is defined to be the r-graph of the set of all r-open and r-closed edges from E between points in X n .
Definition 4:
Given points x, y ∈ X n and some fixed r > 0, denote the r-edge between x and y as < x, y > r . A subset of points C ⊆ X n forms an r-connected cluster if and only if given any x, y ∈ C, there exists r-open edges < x, a 1 > r , < a 1 , a 2 > r , ..., < a k−1 , y > r ∈ E connecting x to y, for points {a 1 , a 2 , ..., a k−1 } ⊆ C.
Definition 5: Let A be a set of graphs of E and G(X n ; r) ∈ A. A is said to be an increasing property if and only if for r ′ = r such that G(X n ; r) ⊆ G(X n ; r ′ ), it is true that G(X n ; r ′ ) ∈ A.
Definition 6:
Let Ω be the set of values taken by the random variables X n , with F being any σ-algebra of subsets of Ω and P a probability measure on (Ω, F ). If A is a monotone (increasing) property and ǫ ∈ (0, 1 2 ), define r(n, ǫ) = inf{r > 0 : P (G(X n ; r) ∈ A) ≥ ǫ} and ∆(n, ǫ) = r(n, 1 − ǫ) − r(n, ǫ).
B. An Important Result 
where r c = O log n n .
These writings will be concerned, at least in part, with estimating the length of this critical interval for a particular property A, using this framework.
C. Procedure
Let B ⊂ R 2 be a bounded region containing the origin 0 = (0, 0) and let X be a node process such that X(B) = X n is a set of n points which are uniformly distributed spatially throughout B, where n is a Poisson random variable which takes a particular value (denoted as n) with density parameter λ = λ(n) indicating the expected number of points generated per unit area of B. For some fixed r > 0, points in X n will connect if their mutual distance is within r. For fixed ρ ∈ (
[n,ρ] to be the set of all r-connected graphs of subsets of X n containing at least 100ρ% of all generated points which contain0.
Let ǫ > 0 be given and let r(n, ρ, ǫ) be the least connectivity radius r > 0 such that
is an increasing function of the connection radius r. The aim is to estimate the length of the interval of connectivity radii such that the occurrence of A r [n,ρ] increases in probability from a value of ǫ to a value of 1−ǫ on the interval of radii. On this interval will be associated a particular radius such that the probability of the occurrence of A r [n,ρ] is 1/2. On the left half of the interval, it is more likely that classes will form, with each containing less than half of all points so that no one class contains the majority of data points. No one class containing the majority of data points is important since, in this event, no one class will contain all data points with probability 1, which is guaranteed by [57] in the continuum and [33] in the partitioned continuum.
As an integral step in estimating the length of the interval of radii, continuity in r and ρ of P (A r [n,ρ] ) will be shown. As such, by continuity in ρ, for small δ > 0, the probability of A [n,ρ] ) = 1/2. This particular radius of connectivity demarcates the point, beyond which, the generated set of points will transition from a set of disjoint classes to one giant, interrelated class of points, almost surely. Furthermore, for ǫ > 0, this radius of connectivity is the center of the estimated interval of radii, upon which, P (A r [n,ρ] ) increases from ǫ to 1 − ǫ.
D. Definitions
Definition 8: Given a fixed point, y ∈ X n , an r-connected component containing y is the subset of points < C y > r ⊆ X n containing y and every x ∈ X n \{y} having a set of r-open edges connecting x to y.
Definition 9:
Given an r-open edge, e = < x, y > r ∈ G(X n ; r), an r-connected component containing e is the subset of points < C e > r ⊆ X n containing x and y together with every z ∈ X n \{x, y} having a set of r-open edges connecting z to both x and y.
Definition 10: Let E be any σ-algebra of subsets of E such that ∅, E ∈ E, any A ∈ E implies A c ∈ E and all countable unions of subsets of E is again in E. Suppose {η k } k≥1 is a sequence of random variables on E taking values in R. It will be said that η k converges weakly to a random variable
for all x ∈ R.
E. The Event 1) Bounded Number of Nodes
, define the graph property of all connected components containing at least 100ρ% of all available points by
As in [31] , for ǫ ∈ (0,
to be the critical radius at which A r [n,ρ] occurs with probability at least ǫ and define
to be the length of the continuum of radii upon which A
increases in probability of occurrence from ǫ > 0 to 1 − ǫ > 0.
2) Unbounded Number of Nodes:
In the case of n being unbounded, define the corresponding graph property to be
Define
to be the critical radius at which A r occurs with probability at least ǫ and define
to be the length of the continuum of radii upon which A r increases in probability of occurrence from ǫ > 0 to 1 − ǫ > 0.
F. Continuity Results
In order to prove the existence of r 0 > 0 such that P (A 
. This is a contradiction since ǫ ∈ (0, 1 2 ). Thus, r 0 is in the interior of I ǫ . Q.E.D. Now, if it can be shown that r 0 is independent of ǫ, then r 0 ∈ I ǫ for all ǫ ∈ (0, 1 2 ). Note that r 0 ∈ I = k I ǫ k for any sequence ǫ k → 1/2. Clearly I is compact so that r 0 is in the interior of I. Therefore, either I is an interval or I = {r 0 }. Suppose I is an interval of radii. Since r 0 is in the interior of I, then there exists r
This is a contradiction. Therefore, I = {r 0 } so that r 0 is unique. Q.E.D.
Continuity of P (A r ) in r is proven in [57] and can be used for proving continuity of P (A r [n,ρ] ) in r as follows. Let ∂B denote the boundary of B and define A r B = {0 ↔ ∂B} to be the property that there is an r-connected cluster containinĝ 0 and a point in ∂B. By arguments in [57] , continuity of P (A r ) in r is equivalent to continuity of P (A r B ) in r for all bounded regions B containing0. Clearly, P (A
is a sequence of radii such that 0 < r k ≤ R for some R > 0 and {η k } k≥1 is a sequence of random variables which take values r k with probability 1. If 0 < r ≤ R and η is a random variable taking the value r with probability 1 such that
Proof: This is just a restatement of [57, T hm. (3.8)] for the special case of random variables η k and η such that P (η k = r k ) = 1 = P (η = r) for all k ≥ 1.
Corollary 12: (to Theorem
Proof: Continuity of P (A r ) in r follows from thm. (11) . Therefore, the result follows by the discussion preceding the statement of thm. (11). Proof: Suppose r(n, ρ, ǫ) is a continuous function of ǫ and let {ǫ k ∈ (0, 1 2 )} k≥1 be a sequence of positive real numbers such that ǫ k → ǫ 0 as k → ∞. Let {X(e)} e∈G(Xn;r) be a finite sequence of uniformly distributed random variables with values in [0, 1] and define a sequence of random variables {η k } k≥1 by η k (e) = r(n, ρ, ǫ k ) ≡ r k when X(e) < 1 and 0 otherwise. Clearly, η k = r k with probability 1 for all k ≥ 1. Likewise, define a random variable η 0 by η 0 (e) = r(n, ρ, ǫ 0 ) ≡ r 0 when X(e) < 1 and 0 otherwise so that η 0 = r 0 with probability 1. Since r(n, ρ, ǫ) is continuous in ǫ,
is a continuous function of r and let {ǫ k ∈ (0,
[n,ρ] )| ≥ ξ} is a set of measure zero by the continuity assumption. Therefore,
G. Continuum Giant Component
Theorem 14: There exists r 0 = r 0 (n, ρ, ǫ) < ∞, independent of ǫ, such that
is an increasing property in r by prop. (73), thm. (7) applies. Thus, there exists an interval I ǫ of length ∆(n, ρ, ǫ) such
is a continuous function of r by cor. (12) and non-decreasing in r by prop. (76) and
It remains to be shown that r 0 = r 0 (n, ρ, ǫ), independent of ǫ.
Recall that ρ ∈ ( 1 2 , 1) and note that the maximum distance between any two connected points in B is inversely proportional to n. Then, the particular r 0 , which meets the requirements of thm. (14) , is the exact radius, such that, it is equally probable that more than half of all points are connected contiguously, in which case, only one such cluster exists, with all other clusters being disjoint and sparsely connected throughout B, or all connected clusters disjointly contain half (or less than half) of all available points, in which case, more than one such cluster can exist. As such, r 0 demarcates the radial connection length at which the property A r [n,ρ] undergoes a phase transition such that the graph G(X n ; r) is likely to be sparsely connected and form disjoint connected classes of points [57, T hms. (3.3, 3.6)], almost surely, when r ∈ [0, r 0 ], while G(X n ; r) is more likely to be fully connected and form one connected class of points [57, T hms. (3.3, 3.6)], almost surely, when r ∈ (r 0 , 1].
Lemma 15: r 0 = r 0 (n, ρ, ǫ) is independent of ǫ.
Proof: Let ǫ 1 , ǫ 2 ∈ (0, 1 2 ) and suppose r 0,1 = r 0 (n, ρ, ǫ 1 ), r 0,2 = r 0 (n, ρ, ǫ 2 ) such that
It has to be shown that r 0,1 = r 0,2 . Let {ǫ k } k≥1 be a sequence such that ǫ k = ǫ 1 for all k ≥ 1 and define r 0,k = r 0 (n, ρ, ǫ k ). Then, for arbitrary ξ > 0, it is true that
Remark 16: As a result of thm.
r has a sharp threshold, by definition (6).
Corollary 17:
The critical radius, associated with the property A r , is unique.
Corollary 18: Given r > 0, there exists a density of points
Proof: By lemma (15), let n 0 = n 0 (r, ρ) be the minimum of all positive (real) solutions to r = r 0 (n, ρ) for some fixed r > 0. The result follows.
Since n is inversely proportional to connection distance r (requiring that n ∈ [1, ∞)), then the particular n 0 , which meets the requirements of cor. (18) , is the exact number of points, such that, it is equally probable that more than half of all points are connected contiguously. In this case, only one such cluster exists, with all other clusters being disjoint and sparsely connected throughout B. Otherwise, all connected clusters disjointly contain half (or less than half) of all available points, in which case, more than one such cluster can exist. As such, n 0 demarcates the number of points at which the property A r [n,ρ] undergoes a phase transition such that the graph G(X n ; r) is likely to be sparsely connected and form disjoint connected classes of points [57, T hms. (3.3, 3.6)], almost surely, when n ∈ [1, n 0 ]. Alternatively, G(X n ; r) is more likely to be fully connected and form one connected class of points [57, T hms. (3.3, 3.6)], almost surely, when n ∈ (n 0 , ∞).
H. Continuum Sharp Threshold Interval Length
Given the particular radius guaranteed by thm. (14), then thm. (7) can be used to find an estimate of the length of the sharp threshold interval such that P (A r [n,ρ] ) increases sharply from some ǫ ∈ (0, 1 2 ) to 1 − ǫ. By lemma (15) , it is true that r 0 is independent of any particular ǫ. Thus, the interval and its length must be fixed, given n and ρ ∈ (
and thms. (14) and (15),
Theorem (19) gives an expected result, given thm. (7) above. However, in [13] , a much more practical estimate of this length is obtained after the bounded region is partitioned by hexagons of a known size. If M 2 is the number of these hexagons in the bounded region, then it is shown that a good estimate of the sharp threshold interval length is a polynomial in 1/M .
Theorem 20:
There is a constant c > 0, independent of M , such that for all ǫ 1 > 0 and every fixed small δ > 0
for all r ≤ r 0 and
for all r ≥ r 0 . 
Theorem (20) asserts that if r 1 < r 0 < r 2 and for some ǫ ∈ (0, 
III. HEXAGONAL PARTITION MODEL
It was seen in section (II-G) that r 0 > 0 exists such that the probability is 1/2 for the occurrence of the property that at least half of all points connect in the bounded region, B. By thm. (7),
where r c defines the critical radius at which the continuum property occurs with arbitrarily small, positive probability.
For fixed r ∈ (r c , r 0 ), let h r be the largest hexagon that can be inscribed into a circle of radius r/4. Let H r be a countably infinite collection of copies of h r such that
and for h
Connectivity between x, y ∈ X n is then defined as x and y both lying in the same hexagon or neighboring hexagons.
With the bounded region B partitioned into hexagons contained within B ∩ H r , the analysis proceeds whereby the original problem of estimating the sharp threshold interval length in the continuum is now replaced by the problem of estimating the length in the hexagonal partition framework. As such, definitions of connectivity and the increasing property are defined in the new framework. Then, the continuity and existence results are shown to still hold in the new framework. Later, an analogue to thm. (20) is stated and proven.
A. Definitions
Definition 23: A hexagonal partition of B is a finite collection of hexagons from H r such that B is a union of all hexagons in the finite collection.
Definition 24:
The Hamming distance between elements, h Definition 26: Given a y ∈ X n , an H r -connected component containing y is the subset of points < C y > Hr ⊆ X n containing y and every x ∈ X n \{y} having an H r -open set of edges connecting x to y.
Definition 27:
Given an H r -connected edge, e =< x, y > Hr , an H r -connected component containing e is the subset of points < C e > Hr ⊆ X n containing x and y and every z ∈ X n \{x, y} having an H r -open set of edges connecting z to both x and y.
B. The Increasing Property
1) Bounded Number of Nodes: Let < C > Hr ⊆ X n be an H r -connected component such that | < C > Hr | = N and let ρ n (C) = N n be defined as in section (II-E1). For ρ ∈ ( 1 2 , 1), define the graph property of all connected components containing at least 100ρ% of all available points by
to be the critical radius at which A Hr [n,ρ] occurs with probability at least ǫ and define
2) Unbounded Number of Nodes:
In the event that n is unbounded, define the corresponding graph property to be
Define r * (ǫ) = inf{r > 0 : P (A Hr ) ≥ ǫ} (17) to be the critical radius at which A Hr occurs with probability at least ǫ and define
to be the length of the continuum of radii upon which A Hr increases in probability of occurrence from ǫ > 0 to 1 − ǫ > 0.
C. Continuity Results and Some Continuum Relationships
The continuity results of section (II-F) hold for the properties defined after the bounded region B is partitioned by copies of the hexagon h r , since connectivity is now characterized by points lying within distance r/2 (within neighboring hexagons). As such, the hexagonal partition connectivity model is only another way of viewing the continuum connectivity model. Then, by thm. (14) , there exists r * 0 = r * 0 (n, ρ) which satisfies the criteria of the theorem for the property A
Definition 28: G(X n ; H r ) is defined to be the H r -graph of all H r -open and H r -closed edges between points in X n ⊂ B.
In addition to the continuity results under r-connectivity also holding under H r -connectivity, the next lemma shows that the graph of the set of clusters formed under H r -connectivity is a sub-graph of the set of clusters formed under r-connectivity.
Lemma 29: G(X n ; H r ) ⊆ G(X n ; r).
Proof:
Suppose < x, y > Hr ∈ G(X n ; H r ) is any H rconnected edge. Without loss of generality, choose a coordinate system on R 2 so that < x, y > Hr lies on a coordinate axis with0 = r so that x, y ∈ X n are r-connected. Thus, < x, y > Hr ∈ G(X n ; r), which shows that G(X n ; H r ) ⊆ G(X n ; r).
Using lemma (29) , the next results show that given a sample of size n > 1 and a connectivity radius r > 0, the probably of the event of one subset of connected data points containing 100ρ% of the n data points, for ρ ∈ ( 1 2 , 1) is (possibly) smaller under H r -connectivity than under r-connectivity. In addition, a (possibly) larger radius of connectivity is required to achieve the same proportion of data points being connected into one cluster.
where equality (19) follows by thm. (14), ineq. (20) follows by properties of probability measures and by hypothesis, ineq. 
. It follows that P (A
This is a contradiction. Thus, r 0 ≤ r * 0 .
Later, it will be shown that equality holds for both lemmas (30, 31) under special conditions which are perfect for Kmeans clustering.
D. Hexagonal Sharp Threshold Interval Length
Given the particular radius guaranteed by thm. (14), then thm. (7) can be used to find an estimate of the length of the sharp threshold interval such that P (A Hr [n,ρ] ) increases sharply from some ǫ ∈ (0, 1 2 ) to 1 − ǫ. By lemma (15) , it is true that r * 0 is independent of any particular ǫ. Thus, the interval and its length must be fixed given n and ρ ∈ ( 
As in thm. (19) above, thm. (32) gives an expected result, given thm. for all r ≤ r * 0 and
for all r ≥ r * 0 . Let M 2 be the number of hexagons partitioning the region B and let H B (r) = H r ∩ B. Given < C > Hr ⊆ X n , define H C = {h r B ∈ H B (r) : h r B ∩ < C > Hr = ∅} to be the connected cluster of hexagons such that each hexagon contains at least one point from the connected cluster of points, < C > Hr .
Proof: Let < C > Hr ⊆ X n be an H r -connected cluster and let K HC be a random variable taking as values the number of points in the region R HC defined by the hexagons in H C . Since the n points are uniformly distributed spatially and B is partitioned into M 2 copies of the prototypical hexagon h r , then
[n,ρ] defined as such, the original problem of estimating the length of the sharp threshold for the property A r [n,ρ] in the continuum is now recast as a site percolation problem on a hexagonal lattice. As will be defined later, a site in the lattice will be deemed open if the corresponding hexagon is occupied by at least one of the points from X n and it will be deemed closed otherwise. Likewise, two sites are connected and belong to the same connected cluster if both sites are open and their hamming distance is less than or equal to one. Later, a torus on the lattice will be formed by defining a countable collection of permutations of the hexagons in the partition so that the length of the sharp threshold for the property D for all r ≤ r * 0 . Similarly, for some fixed small δ > 0 and for all
for all r ≥ r *
0 .
An important part of the proof of thm. (35) relies upon the sharp threshold inequality results of [12] and [26] . In order to apply these results, connectivity in the hexagon lattice structure should be extended to the case of a torus, whereby any boundary connectivity issues are mitigated. As such, make H B (r) into a torus by identifying h i,j ∈ H B (r) with an element
Proof: SinceD 
and it is a measure of the change in the probability ofD
due to a state change from s i = 0 to s i = 1 at site, i. Lemma 39: [13, Lemma (4.1.1)] There is a constant z > 0, independent of M and λ, such that
where A h r is the area of the prototypical hexagon h r and z * (λ) = −zA h r e −A h r λ .
Lemma 40:
There is a constant c > 0, independent of M and λ, such that
where A h r is the area of the prototypical hexagon h r and c * (λ) = c(λ)A h r e −A h r λ , with c(λ) = −cg(λ) for some function g(λ).
Proof: As in cor. (18) , let n * be the inverse of r * and seeking a contradiction, suppose dr/dλ = 0. Let ǫ ∈ (0, 1 2 ). By lemma (39), dP/dλ exists. Now, the existence of dP/dr will be shown by proving a Lipschitz condition on the probability distribution P (D r
is Lipschitz continuous with respect to r. Hence, dP/dr exists. Now, since dP/dλ, dP/dr and dr/dλ all exist, then the Chain Rule for derivatives yields,
Note that the existence of dP/dr requires that |dP/dr| < ∞. Therefore, since dr/dλ = 0, then
is a probability distribution. Hence, dr/dλ = 0. Now, by [33, T hm. (2.28)], there is a constant c > 0, independent of M and λ, such that
Under the action of τ , each hexagon in the bounded region B is translated to another hexagon in a copy of B. Therefore, D 
For γ > 0, r > 0 and k > 0, any H r -connected component in X n containing at least γ(n + k)/2 points will inherently contain an H r -connected component of size at least γn/2. Hence, A
Since point density λ is proportional to point count n for any bounded region B, then using ineq. (25) yields
for some γ > 0. Since dr/dλ = 0, it follows that dr dλ < 0.
Since dr/dλ exists, then |dr/dλ| < ∞. Thus, by substituting
into (24), it follows that
Therefore,
so that
Defining g(λ) = (dr/dλ) −1 , the result follows.
Remark 41: Let ǫ > 0 be given. At the risk of ambiguity, denote n = E[n] and define λ * (n, ρ, ǫ) =
is increasing as a function of decreasing node density λ = λ * (n, ρ, ǫ) such that the event P (D r [n,ρ] ) ≥ ǫ first occurs. Likewise, since the maximum distance between connected points is inversely proportional to node density, then ineq. 
for r ≥ r * 0 . The last two inequalities can be written
are integrated in the direction of increasing point density since P (D r [n,ρ] ) decreases as a function of point density λ by the proof to lemma (40) . It was also shown that dr/dλ < 0, i.e. r is decreasing as a function of point density. Therefore, the integration limits for the interval [r, r * 0 ] are from r * 0 to r. Noting that the inequality is reversed for backward integration, the following is obtained for c > 0 and some
which can be rewritten as
This implies
for some K 2 (λ) ≥ 0. Therefore, using the initial condition
Now, consider r ≥ r * 0 . Similary, both sides of
are integrated in the direction of increasing connection radii on
increases as a function of connection radii r by the proof to lemma (40) . Therefore, the integration limits are from r * 0 to r. The following is obtained for c > 0 and some K 3 (λ) ≥ 0,
for some K 4 (λ) ≥ 0. Therefore, using the initial condition P (D 
Let E i be the event that there is a connected path of occupied hexagons crossing the rectangle H i using the longest straightline path.
Lemma 43: For i = 1, 2, 3, 4, there are constants c i > 0 such that for large M and r ≥ r * 0
Proof: As in [13] , by the duality property, the occurrence of E i , i = 1, 2, 3, 4 is equivalent to the non-occurrence of the event that there is a connected path of unoccupied hexagons crossing H i , i = 1, 2, 3, 4 using the shortest straight-line path. The rest of the proof follows [13] with the edge probability as a function of point density p(λ 0 ) replaced by r * (n, ρ, ǫ) and the critical probability for the occurrence of an infinite cluster of occupied hexagons p c replaced by r * 
Noting that P (E 1 ) = P (E 2 ) and P (E 3 ) = P (E 4 ), then the FKG inequality of [32] yields
By lemma (43), there exists b > 0 such that for all sufficiently large M ,
Using φ(M ) = o(c(r − r * 0 ) log M ), this implies that for any given ǫ 1 > 0 and all sufficiently large M depending upon ǫ 1 ,
It is now claimed that
[n,ρ−δ] ) = 0 for all large M . Following [13] , the occurrence of F implies that there is a connected path of hexagons which encloses the sub-lattice given by H B (r) − 
Proof: (Theorem 33) Consider r ≤ r * 0 . Since
It will be shown that P (A
. Let x be a configuration of states across hexagons in H B (r) and let C(x) = {C 1 , ..., C K } be the set of clusters in x. For i = 1, ..., K, let N Ci be the number of points in the cluster, C i . Then, {N Ci | C(x), n} ∼ B(n,
By arguments in [23] and [13] , there is an α = α(ρ, δ) > 0 such that 
In particular, ineq.
. This is a contradiction since P (A r0 [n,ρ] ) = 1/2 by thm. (14) . It follows that r ′ = r 0 and
for r ≤ r 0 . A similar argument is used to prove
for r ≥ r 0 .
The implication of the proof to thm. (20) is that By [33, T hm. (1.16)] , the random cluster measure gives rise to a collection of conditional probability measures of connection events in the identified classes during K-means classification. Therefore, the node process X samples from each element of the collection. 
By properties of probability measures, P (A 
In particular, P (A 
Therefore, P (A Hr ) ≤ P (A r [n,ρ] ) and eq. (37) implies P (A Hr ) ≤ P (A r ). Similarly, P (A r ) ≤ P (A Hr ) so that the corollary follows. (48), the problem of estimating the probabilities and length of the sharp threshold interval in the continuum can be re-cast as problems of estimation in the presence of a hexagonal partition of the bounded region. As such, tools from percolation [32] and the random cluster model [33] can readily be employed. This fact will be of paramount importance in applications to K-means classification where a data set consisting of multi-dimensional points is partitioned into disjoint, connected subsets. As it is advantageous to not have one connected cluster containing at least 100ρ% of all points, since otherwise there may exist a single cluster containing almost all points by lemma (72), the connection radius for points in the continuum must be in the sub-critical range r ∈ [0, r 0 ] when classifying data into more than 2 classes. Since
clusters of points in the continuum are equivalent to disjoint clusters of occupied hexagons in the hexagonal partition of the bounded region containing all points. As such, multidimensional points in the continuum can be thought to belong to the same class if they are within a certain Euclidean distance of one another. As a result, the multi-dimensional points will have representatives belonging to occupied, connected hexagons in the 2-dimensional, bounded, partitioned region. All representatives in connected clusters of hexagons form the members of a class.
IV. K -MEANS SHARP THRESHOLD AND CRITICAL RADIUS
For ease of computation, and at the risk of ambiguity, suppose n = M 2 . The idea is to partition B into M 2 hexagons and find K = N 2 contiguous clusters of hexagons such that each of the clusters are mutually disjoint. Into one and only one hexagon of a given cluster will each data point be mapped to form a point in the connected cluster. As such, the connected clusters of hexagons will be the K = N 2 classes containing a representative point associated to one and only one data point. classifications for the points. The minimum number of hexagons required to partition the unit square into N 2 disjoint regions such that M 2 is the sum total of all hexagons in the disjoint regions is given by
Proof: Since M 2 >> N 2 by hypothesis, then the total number of hexagons required to partition B into disjoint regions of contiguous hexagons is O(M 2 ). Label the disjoint regions A 1 , A 2 , ..., A N 2 and let k be any integer such that 1 ≤ k ≤ N 2 . Since the total number of hexagons partitioning B is O(M 2 ), then the number of hexagons in A k is proportional to M 2 . Likewise, the total number of hexagons in boundary(A k ) is proportional to area(A k ). Since area(A k ) is proportional to M 2 , then the number of hexagons in boundary(A k ) is proportional to M 2 . Note that each A k shares a portion of its separating boundary with each of its neighboring clusters of hexagons. Let A j be a neighboring cluster of A k such that j = k and 1 ≤ j ≤ N 2 . Since this portion of the separating boundary is proportional to both area(A k ) and area(A j ), then it is proportional to a common area of size area(A kj ). Repeating this same logic for all integers k and j such that 1 ≤ k ≤ N 2 and 1 ≤ j ≤ N 2 , the total number of hexagons in the entire separating boundaries is proportional to a common area of size area(A). Since minimizing the total number of hexagons in B is tantamount to minimizing the area(A), then making an application of the law of large numbers, each of the N 2 disjoint clusters of connected hexagons is the same size and must be a square sub-region of B containing M 2 /N 2 hexagons. The minimum number of hexagons that are required to enclose
2 . Therefore, the minimum number of hexagons required to partition B into N 2 disjoint regions such that M 2 is the sum total of all hexagons in the disjoint regions is given by
The idea is to use the result of the theorem to calculate, as a function of M and N = N (M ), the exact size of a prototypical hexagon which will be used to partition B into hexagons of equal size. As K = N 2 is fixed as the number of classes of data points, M 2 is fixed for the initial calculation of S(M, N ) and the subsequent classification of the first M 2 data points. In [32] , it is stated and proven that there is a critical probability of connection between hexagons containing a point of a network such that it is no longer possible to have disjoint clusters of points when this critical probability of connection is exceeded. Hence, all points will be connected into one cluster, which is not what we intend to model, in this case. Since the size of B is fixed, then to decrease the probability of connection while maintaining K = N 2 disjoint contiguous clusters of points, the size of each hexagon must decrease while increasing the number of hexagons in the boundaries of the disjoint regions. In this way, the ratio of the total number of occupied hexagons to the total number of hexagons will be less than this critical probability of connection. Note that we used uniformity of the points throughout B so that the approximate number of points in a cluster of hexagons is proportional to the ratio of the number of hexagons in the cluster divided by the number of hexagons in the entire region, B. Also, note that the minimum number of hexagons required for separation is given by thm. (49) , so that the common radius of the circle that can circumscribe any one of these hexagons is of size
thereby necessarily indicating that
is the diameter of the circumscribing circle. R(M, N ) is decreasing for increasing M and N as a direct result of eqs. Theorem 51: Suppose that the node process X generates infinitely many points in R
2 . An infinite connected cluster exists across hexagons in R 2 with probability 1 if and only if the probability that any two points connect exceeds p c , where p c is the critical probability of connection. Otherwise, all connected clusters are disjoint with probability 1.
Theorem (51) is a restatement of [33, T hm. (1.11)] . A direct result of thm. (51) is that, given any bounded region B, all points generated within B are almost surely connected into one cluster. Therefore, in order to not exceed the critical probability of connection, which means maintaining the N 2 classes of M 2 data points, the radial length of each hexagon's circumscribing circle must be less than or equal to R (M, N ) . By [32, T hm. (1.11)], the clusters will be disjoint with probability 1. Hence, the following corollary to thm. (49) follows from these statements and lemma (53).
Corollary 52: Let h
r be a hexagon of size such that it can be inscribed into a circle of radius r = r(M, N ) > 0 where
If B is partitioned into copies of h r , then with probability 1, N 2 is the mean number of disjoint clusters of contiguous hexagons in the region B that are occupied by the M 2 points.
With r 0 given by cor. (52), the size of the prototypical hexagon can be calculated for repartitioning B. Furthermore, cor. (52) guarantees that the classes will remain distinct, with probability 1, through each new classification. By cor. (52), the expected value of the number of classes to form can be calculated.
Lemma 53: For M 2 uniformly distributed data points in B and for any ρ ∈ (0, p c ], with p c = 1 − 2 sin (π/18),
determines the expected number K = N 2 of disjoint classes to form such that M 2 is the total of all occupied hexagons across all classes.
Proof: At the risk of ambiguity, let N 2 denote both the random variable and the expectation of the random variable which takes the number of formed classes as its value. Because B is partitioned by hexagons, it is shown in [33, Chapter 3] that p c = 1 − 2 sin (π/18). By uniformity, the mean number of data points in each class is M 2 /N 2 . By thm. (51), each class will be disjoint and each hexagon in B will be as large as possible if B is partitioned into S(M, N ) hexagons of equal size. Also, by thm. (51), the probability of any of the M 2 hexagons being populated with a data point has to be less than or equal to p c in order that the expected classes form with probability 1, resulting in eq. (40) . For any ρ ∈ (0, p c ], K = N 2 is found by solving eq. (40) to obtain K = N 2 as the least integer which is not less than the integer part of a non-negative solution to eq. (40), for fixed, positive M 2 .
Lemma
upto sets of P -measure zero.
Proof:
By choosing δ as in lemma (54), continuity in r > 0 and the non-decreasing property of P A occurs with probability 1. As a result,
with probability 1. Therefore, with probability 1 for M , it follows that N is a solution to
Proof: Without loss of generality, suppose area(B) = 1 and further suppose that B is divided into squares with sides of length 2r = 1/N . By hypothesis, B contains M 2 data points and it is to be divided into N 2 regions. Clearly then, there are no boundary hexagons separating each of the N 2 regions since the sides of B have length 2rN = 1 which gives B an area of 1. Let each square be inscribed by a circle of radius r, which itself is inscribed by a hexagon. By hypothesis, each of the N 2 regions in B contains at least one of the M 2 data points. Hence, each of the N 2 (occupied) regions is connected in a cluster to every other region in B so that P A As a result of lemma (55) and by using ineq. (41), a conservative estimate for r * 0 is given by a solution to
that maximizes 1/(2N ) as a function of M . The value of N satisfies ineq. (42) and a maximal solution is found when equality holds. As such, for ǫ ∈ (0,
is an estimate of the length of the sharp threshold interval r * 2 − r * 1 about r * 0 . Using the value of r * 0 given by eq. occurs with probability at least 1 − ǫ and falls sharply to a probability of occurrence of (no greater than) ǫ as r → r * 2 . As such, the sharp threshold interval for classifying M 2 data points into N 2 classes, in the mean continuum case, is of length (no greater than) r * 2 − r * 
V. THE NEURAL NETWORK
Let T 2 be the total number of rows in the data set from which the M 2 samples are taken. From lemma (50) , recall that R(M, N ) is decreasing for increasing M . As such, once the actual number of classes to form, N 2 0 , is known, then given M 2 << T 2 , for classifications of the ordered data set, it follows that R(M, N 0 ) constitutes the actual upper bound on the distance that any class member is allowed to differ from the center of its respective class. As such, any anomalies, which by definition lie outside of any regularized class, will be at a distance greater than R(M, N 0 ) from the regression hyperplane formed from the union of the regularized classes. This distance is measured as the length of the projection of an anomaly onto the normal vector of the regression hyperplane. By normality, the center of the union of regularized classes is the maximum likelihood estimate (MLE) of the union, which defines the best linear estimate, given the data. Thus, the regression hyperplane necessarily passes through the center of the union formed after the K-means clustering process.
Since the initial classification of the ordered set was done with R(M, N ) as the upper bound, then class members are candidate anomalies when they fall outside the new upper bound R(M, N 0 ) in distance from the regression hyperplane. Furthermore, the same restriction is applied to the class centers, whereby, given that the regression hyperplane is the linear average of the data points used in its definition, then anomalous classes, those sparsely populated clusters of points which lie outside of the union of the regularized classes, are those with centers that deviate from the regression hyperplane by more than a distance of R(M, N 0 ). N 0 ) and NON-anomalous otherwise.
A. Definitions
(x (h) , H θ [M,N0] ) ≥ R(M, N 0 ). Otherwise, C h is NON-anomalous. Definition 58: (Micro Anomaly Detection) Given h ∈ {1, ..., N 2 0 }, a data point x ∈ C h is anomalous, if d(x, H θ [M,N0] ) ≥ R(M,
B. Anomaly Segregation and The Decision Boundary
The combined definitions of macro and micro anomaly detection given in defs. (57) and (58) simply states that the nonanomalous data should all be tightly wrapped in the interior of hyperspheres of diameter no more than 2 * R(M, N 0 ), with each of the weighted centers being of distance no more than R(M, N 0 ) from the regression hyperplane, once classification has ceased.
1) Regularity Characterized:
Lemma 59: Given h ∈ {1, ..., N N0] ) for at least one x ∈ C h , which is the originally-sought contradiction.
Theorem (60) provides a means for segregating all anomalous data points from designated anomalous classes, leaving only classes consisting of non-anomalous data points. For each 
Now, h ∈ {1, ..., N 
where
with the right side of eq. 
y > θ, with the opposite of inequalities (50) and (51) otherwise, for
Theorem (62) provides the means for identifying the decision boundary to be used when determining if certain data points are anomalous, with ineq. (50) or (51) defining the shifted regression hyperplane.
3) The Neural Network Anomaly Detector: By thm. (62) , with the anomalous data points segregated and collected into the set X [M,N0] , it's now possible to store the anomaly detector offline as the set of synaptic weights of a two-class discriminating neural network, which can be designed as a perceptron with a single input layer used to compute the synaptic weights w 
for some chosen γ ∈ (0, 1). For all newly sampled data points
Then, the activation function φ 
where ineq. 
VII. CONCLUSIONS
It was shown that by mapping (possibly) higher dimensional data into a partitioned 2-dimensional space, a critical radius of connectivity could be found such that when radii are less than the critical value, then clusters of data points form. Furthermore, with the critical value defined as a function of the number of data points and the expected number of classes to form, the union of sets of regularized data points could be linearly segregated away from all other data points and that the normal vector to the shifted linear hyperplane defines weights of a 2-class discriminating neural network, which determines the support vectors of the formed binary classes. As such, the process of separating regularized data from all other (anomalous) data amounts to finding a critical radius, which is estimated in section (IV ). After formation of the regularized classes by using the critical radius as the upper bound on the distance measure, we are able to formulate three estimates of the distribution of the regularized data.
The regression hyperplane of the union amounts to a global, stationary estimate of the non-stationary mixture. Furthermore, by formulating a regression hyperplane for each individual class of the mixture distribution, we can estimate the nonstationary distribution of the union as a sequence of piecewise linear (stationary) estimates, one for each class. Lastly, a piecewise, non-linear (non-stationary) estimate of the mixture is determined by the mode of each class.
Finally, by finding the x ∈ X [M,N0] which provides the necessary shift for some γ ∈ (0, 1), the task of segregating the union of regularized classes from the set of anomalies is completed, without the need of numerical techniques for estimation of a synaptic weight vector, since the original regression hyperplane H θ [M,N0] is an analytic least squares solution, as determined by the union of the regularized classes. As the neural network detects the complete set of support vectors providing for a maximal-distance region between the union of regularized classes and the set of anomalies, no techniques such as Lagrange multipliers are required in order to determine the set of support vectors.
APPENDIX
A. Graph
Proposition 71: If r < r ′ , then G(X n ; r) ⊆ G(X n ; r ′ ).
Proof: Suppose r < r ′ . If < x, y > r ∈ G(X n ; r), then d(x, y) ≤ r < r ′ so that < x, y > r ∈ G(X n ; r ′ ). Hence, G(X n ; r) ⊆ G(X n ; r ′ ).
B. Increasing Property
Lemma 72: |A 
C. Probability Measure Proposition 75:
The property A r [n,ρ] is P -measurable. Proof: For x, y ∈ X n and S ⊆ X n , define the state on < x, y > r to be 1 if and only if < x, y > r ∈ G(S; r) and −1 otherwise. Then, S mutually determines an element ω S ∈ Ω = {−1, 1}
Xn so that S is P -measureable. Since A r [n,ρ] is the property that there exists ω S ∈ Ω mutually determined by S ⊆ X n such that (max y∈S | < C y > r |)/n ≥ ρ, then A r [n,ρ]
is P -measureable. 
D. Connection Radius
Proposition 78: r(n, ρ, ǫ) is a non-decreasing function of ǫ.
Proof: Suppose ǫ 1 , ǫ 2 ∈ (0, 1 2 ) such that ǫ 1 ≤ ǫ 2 . Define r 1 = r(n, ρ, ǫ 1 ) and r 2 = r(n, ρ, ǫ 2 ) and suppose r 1 > r 2 . Since P (A Lemma 79: If R = 2 * max{d(x, y) : x, y ∈ X n }, then X n = {x ∈ X n : d(x, y) ≤ R} for all fixed y ∈ X n .
Proof: Clearly, {x ∈ X n : d(x, y) ≤ R} ⊆ X n . Conversely, fix any y ∈ X n . For every x ∈ X n , it is true that d(x, y) ≤ 2 * max{d(x, y) : x, y ∈ X n } = R. Hence, X n ⊆ {x ∈ X n : d(x, y) ≤ R} for all fixed y ∈ X n . Thus, X n = {x ∈ X n : d(x, y) ≤ R} for all fixed y ∈ X n .
Corollary 80:
If R = 2 * max{d(x, y) : x, y ∈ X n }, then < C y > R ∈ A R [n,ρ] for all y ∈ X n and n ≥ 1. Proof: Fix an arbitrary y ∈ X n . By lemma (79), if < C y > R = {x ∈ X n : d(x, y) ≤ R}, then < C y > R = X n so that | < C y > R | = |X n | = n. Therefore, since y ∈ X n is arbitrary, then < C y > R ∈ A R [n,ρ] for all y ∈ X n and n ≥ 1. Lemma 82: If R = 2 * max{d(x, y) : x, y ∈ X n }, then 0 < r(n, ρ, ǫ) ≤ R for all ǫ ∈ (0, 1 2 ). Proof: By lemma (79), it is true that X n = {x ∈ X n : d(x, y) ≤ R} for all fixed y ∈ X n . Therefore, P (A 
