In this paper we propose a framework of constructing and using a shape prior in estimation problems. The key novelty of our technique is a new way to use high level, global shape knowledge to derive a local driving force in a curve evolution context. We capture information about shape in the form of a family of shape distributions (cumulative distribution functions) of features related to the shape. We design a prior objective function that penalizes the differences between model shape distributions and those of an estimate. We incorporate this prior in a curve evolution formulation for function minimization. Shape distribution-based representations are shown to satisfy several desired properties, such as robustness and invariance. They also have good discriminative and generalizing properties. To our knowledge, shape distribution-based representations have only been used for shape classification. Our work represents the development of a tractable framework for their incorporation in estimation problems. We apply our framework to three applications: shape morphing, average shape calculation, and image segmentation.
INTRODUCTION
The use of information about shape is indispensable in numerous applications of image processing, computer vision and other areas. Shape information can appear in a variety of contexts. One example is the use of information about shape as a prior in an inverse problem. Such a prior can allow robust solutions under difficult imaging conditions. Another broad group of applications involves shape analysis, eg: shape classification, clustering. In these problems, shape information appears in the form of explicit shape descriptions, probability distribution models, etc.
Numerous approaches have been proposed for low level object (shape) description. In this work we concentrate on one of the leading approaches to describe a shape that is based on the parametric or geometric boundary description as a non-self-intersecting closed contour. Curve evolution approaches 1 to evolve such parameterized shapes are the basic tool used in this work. Curve evolution methods allow convenient handling of object topology and efficient implementation. In a typical curve evolution implementation, the curve is evolved under the combined action of two classes of forces: those dependent on the observed data (data-dependent forces) and those reflecting prior knowledge about the segmented shape or boundary (regularizing forces). We specify a novel such prior force for curve evolution.
Even though a variety of techniques have been developed to capture and use shape information, one of the open questions in the domain of shape modeling is that of capturing perceptual or visual shape similarity and effectively using obtained models as priors. Visually similar shapes share certain features or properties. For example, polygons have straight portions of the boundary and corners. In this work, we attempt to construct a shape modeling framework that would encode visual shape similarity. Such a model must be easily generalizable to unseen but visually similar shapes. We want to be able to use our model in continuous valued inference problems as a prior, in particular, in a curve evolution context. In the inverse problem setting, the model having such properties would favor the shapes visually similar to those in the training data. In addition, the desired property for our model is the invariance to geometric transformations. None of the current shape modeling approaches combines these properties in a tractable framework, inspiring our new technique that employs shape distribution representation of shapes and uses it as prior for curve evolution.
The key element of our model, a shape distribution, is a collection of cumulative distribution functions (cdfs) of feature values (one 1D distribution per type of feature) measured along the shape boundary or across the shape area. 2 The prior is constructed by designing a shape similarity measure penalizing the difference between shape distributions extracted from curves under comparison. Shape distributions have long been used in the computer graphics community to characterize shapes and more recently have been applied to shape classification problems. They were shown to possess desired properties of robustness, invariance, flexibility. However, to the best of our knowledge, shape distributions have not been used as a prior in estimation problems, and, in particular, have not been used in curve evolution framework.
Our new prior energy term depends on the curve in a non-local way, making the calculation of the minimizing curve flow challenging. We propose an efficient solution of this problem by constructing a distribution matching PDE as our second contribution. The overall result is a new flexible and tractable approach to the inclusion of prior shape information into curve-evolution-based framework. We present preliminary results of applying our method to three problems, namely, shape morphing, interpolation, and image segmentation.
In the second section we give a detailed overview of existing shape modeling approaches and motivations behind our techniques. In the third section we give a detailed description of our method. In the forth section we present our results and the fifth section concludes this paper.
PRIOR WORK
In the introduction we state our goal of creating such shape modeling approach that would encode or favor visual similarity of shapes. In addition, we seek a model that would be implementable as prior in curve evolution context and would easily generalize to unseen shapes. Up to date, no existing shape modeling technique combines these properties in single tractable framework. Here we briefly review existing approaches by dividing them into five categories. Approaches in each category only possess some of the properties desired for our model.
Generic prior methods
This group of methods amounts to generic regularization or geometric "low pass" filtering to limit the effects of noise in the image. Such methods do not construct a shape model in an explicit way and can not be used to carry out statistical inference. 1, [3] [4] [5] [6] In generic regularization methods, certain properties such as the perimeter or the area of a shape are controlled in order to regularize the estimated boundary curve. The resulting solution can diminish the effect of the noise but also distorts the result, for example, smoothes out salient shape features. Many practical problems require prior data driven shape information imposing more constraints on allowable solutions in presence of noise, occlusion, etc. However, the important advantage of generic prior methods is that they usually are easily implementable in curve evolution context. It is possible to improve the generic prior so that it includes more information about a class of shapes but is still expressed as a local penalty, stationary with respect to the shape boundary. One such an alternative data-driven prior shape model was proposed in 7 as a part of a level set based segmentation algorithm. A model of the distribution of curvature and intensity with respect to a segmenting curve was found from training data. This spatially stationary model was then used in a maximum a posteriori (MAP) formulation to segment an image. Although giving better results than generic curve length penalty priors, this approach still tends to suppress salient structures. The reason is that the stationary prior coupled with the MAP criterion attempts to drive the curvature at every point on the curve to the same, constant value corresponding to the mode of the distribution. Our method can also include building curvature distributions in a particular case of feature choice, but the usage of these distributions is conceptually different in our method (across-range comparison in our method vs. MAP formulation in 7 ).
Deformable templates
Numerous approaches have been proposed to construct prior models based on describing allowable deformations of a template shape. For instance, a number of approaches use principal component analysis based on parameterized boundary coordinates or level set functions to obtain a set of shape expansion functions 8, 9 that describe the space of allowable shapes. The restricted shape space is then used to constrain the solution, or to compute the likelihood of a particular boundary configuration.
Unfortunately, these methods are extrinsic and can be overly sensitive to the global appearance of particular shapes in the training data. Models relying on explicit shape parameterization do not generalize well to shapes unseen in the training set. These methods are effective when the space of possible curves is well covered by modeled template deformations.
Distance measure construction
Methods in this group define a metric on the space of shapes. 10 This metric can be used to construct a probability distribution, to compare shapes, or in another framework involving explicit distance definition, such as Karcher mean. Typically, the distance is constructed on parametric shape representations, such as the angle function representation. 10 That means that no attention is paid to capturing significant shape features. As a result, such methods suffer from the same drawbacks as the deformable templates based methods, namely, inability to capture visual shape similarity.
Articulated models
Another approach to the inclusion of prior shape information is based on explicit modeling and extraction of component parts. 11, 12 Such models are also known as articulated models. These models can represent well visual similarity within certain classes of shapes, such as human silhouette shapes or human palm shapes. Unfortunately, articulated models only give an ad hoc solution to a narrow class of problems.
PDF construction
Some methods attempt to construct "true" probability distribution on the space of shapes. In one such technique, motivated by the theories of human perception, Zhu 13 developed maximum entropy models of shape. These models are probabilistic and flexible and thus seemingly good candidates for the shape prior. Zhu's model was used for segmentation in 14 with moderate success despite fundamental problems in using it in curve evolution framework. In addition, construction of the model is too computationally demanding for practical use.
Indeed, no current technique is able to combine the properties that we seek for the prior shape model. Our goal is to combine advantages of existing methods in a novel formulation. In particular, we want to have a model that is implementable in curve evolution framework. Our model must be able include high level, data driven information about prior data as deformable template models and must be able to encode visual shape similarity as articulate models or zhu's model. 13 We aim for a compromise between the focusing ability of the prior model, its generalizability, and its cost to find and implement. Now we consider the motivations to choose shape distributions as shape representation in our framework. Intuitively, feature distributions capture the existence of certain visual features of the shape regardless the location of these features. This invariance to the location of particular visual cues intuitively leads to capturing visual shape similarity. As an example, 13 shows that a shape with narrow protrusions, similar to those encountered in the contours of animals, will look like the shape of an animal. An important motivation for choosing shape distributions besides the intuitive consideration is the successful application of these representations and related shape difference measures in shape classification tasks.
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A related notion of shape context was developed and applied to shape classification tasks in.
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These results indicate that feature distributions are robust, invariant, flexible shape representations with good discriminative properties.
Unlike using a conventional curve length penalty, our prior energy term depends on the segmenting curve in a non-local way, making computation of a gradient curve evolution descent flow with respect to prior term challenging. We propose an efficient method to compute such a flow. The first step of this computation is based on solving a histogram modification differential equation, which is motivated by, and similar to that proposed in. 18 Our framework gives the energy interpretation of the histogram modification PDE proposed in 18 (which has not been done previously). At the second step we perform projection of the flow in the space of features onto the manifold corresponding to allowable shape deformations. 
GENERAL FORMULATION

Feature distributions
As shown by recent shape classification experiments, distributions of features measured over shapes in stationary, uniform way, called shape distributions, 2 can capture the intuitive similarity of shapes while being robust to a small sample size, invariant and flexible.
In continuous formulation, shape distributions for a shape are defined as a set of cumulative distribution functions of feature values (one distribution per collection of feature values of the same kind) measured along the shape boundary or across the shape area. An illustrative example of shape distribution is shown in figure 1 We define the shape distribution for a group of shapes as an average of the cumulative distribution functions corresponding to individual shapes in the group. Averaging cumulative distribution functions is equivalent to combining feature value representations (continuous functions or discrete sets of values) measured on individual shapes into a single set.
Prior based on feature distributions
We now introduce our formulation of the shape prior in the continuous domain. In the case of continuously defined feature Φ (example: curvature) on the space Ω (example: arc length along the curve), let λ be a variable spanning the range of values (Λ) of the feature. Let H(λ) be a CDF of Φ:
. We now need to define the measure of dissimilarity between shape descriptions. The main requirements for this measure is to be a metric, and to be differentiable. We chose L 2 norm of the difference between distribution functions. For two curves C 1 and C 2 , our measure of dissimilarity is
where M is the number of feature classes taken into account, H i (λ) is the distribution function of the i th feature class and the set of weights w i weighs the importance of individual feature classes (set to be equal in the experiments carried out in this work but can be used to give more weight to particular feature classes if needed). Such measure quantifies the difference between feature functions Φ for curves under comparison in intuitive and tractable way by directly comparing feature space populations over the range of feature values. In particular, a small change of Φ leads to a small and easily computable change of d(C 1 , C 2 ). Most importantly, our measure in (1) leads to the straightforward derivation of the minimizing flow as shown below. Our measure is similar to the one used in 2 in the shape classification framework. Practically, the measure in eq. (1) and corresponding curve flows are computed directly on feature values.
We now introduce our notation for feature distributions in discrete formulation. For feature class #n, we designate a vector of unlabeled feature values extracted from the shape k as F n k . A representation for a given class of N shapes is given by pooling feature vectors F n k for individual shapes into a single vector.
This representation is equivalent to the average over feature distributions computed on individual shapes:
Feature choice
There exist different possibilities to define a rule of extracting measures (feature values) from a shape (we call such definition of a rule -a feature class). We choose such rules that represent measures uniformly sampled along the shape boundary or volume. The factors governing the choice of feature classes for a particular problem include the ability of a chosen feature class to capture the important visual characteristics of the shapes in a particular problem. Another factor in choosing the feature class is computational complexity. Separate feature classes capturing different visual characteristics of shapes can be combined in a single framework, creating more versatile prior. Examples illustrating these issues are presented later in this work.
Here we define two feature classes (#1 and#2) that we use in our experiments:
• Feature # 1. Inter-node distances. The feature vector is composed of distances between all combinations of nodes of the discrete curve. The distances are further normalized by the mean distance, making final vector scale invariant.
This feature captures global shape configuration by capturing the relative position of all shape boundary points.
• Feature # 2. Multiscale curvature. The feature vector is composed of support angles measured at different distances along the curve for each node on the curve. The full feature values vector for a given discrete curve consists of the set of angles
where angle α i,j,k = (ijk). This feature class can be interpreted as multiscale curvature descriptor.
Energy minimization based on curve evolution
In order to use the measure in eq. (1) as prior in curve evolution context we must be able to compute the curve flow that minimizes this measure. For simplicity, we consider a measure defined on a single feature class. Since eq. (1) is additive in the different features classes, minimizing flows for individual feature classes can be added with corresponding weights to obtain the overall minimizing flow.
Considering continuously defined feature Φ t (C) at time t, we first rewrite eq. (1) as the energy defined for the curve C so that it penalizes the difference between shape distribution function H t (λ) derived from Φ t (C) and target distribution function H ∞ (λ) (can correspond to a single shape or can be an average over the distribution functions of shapes in a set or can be obtained using a priori knowledge).
We emphasize that our energy formulation in eq. 6 uniformly weighs distribution differences across the range of the parameter λ. Other formulations are also possible, for instance, taking into account variance of the target distribution σ(H ∞ , λ) across the training set.
Because the measure in eq. (6) is non-local, calculating the gradient curve flow using variational approach is challenging. Instead, we propose the following two step approach: augmentations of features are not necessarily realizable by any small curve deformation. Deformation that we seek must preserve the curve continuity, i.e. the deformation dC(s) as the function of arc length must be differentiable. As in similar approaches, the solution to this problem is to find a projection of the flow obtained at the first step onto the subset spanned by feature value augmentations corresponding to underlying curve deformations. By finding such projection, we automatically obtain the curve flow that constitutes the gradient related direction reducing the cost in eq.(6).
The first step of our approach yields an elegant and efficient solution for the flow dΦ dt that can be computed directly on feature values Φ t without explicitly computing feature distribution functions H t (Φ). The complexity of the second step depends on the feature class used. Now we present our 2 step process of computing the gradient curve flow corresponding to eq. (6) in detail.
At the first step, we compute the gradient descent flow
minimizing eq. (6). In continuous formulation
where H λ (Φ t (ω)) is the derivative of the distribution with respect to λ evaluated at Φ t (ω). The stationary point of this flow corresponds to the case when H ∞ (Φ t (ω)) = H t (Φ t (ω)), i.e. the distribution function for given curve matches the target distribution function. Our flow in eq. (7) is similar to the histogram equalization flow introduced in 18 without variational interpretation. The discrete approximation of eq. (7) can be written as
where F ∞ is feature values vector corresponding to the prior; F C is the feature values vector extracted from the curve C; P ∞ and P C are lengths of vectors F ∞ and F C respectively; G[p] is the discrete approximation of H λ (F ); and u(x) is a unit step function. Prior feature vector F ∞ can correspond to a class of shapes as in eq. (2), to individual shape, or can come from some other source of information.
In the previous discussion, it is assumed that the elements of the feature space can vary independently (such as image pixel intensities). However, the evolution of the feature values F [k] is only possible on the manifold defined by allowable displacements of the contour points. Thus, one can minimize eq. (6) by finding allowable feature augmentations dF ⊥ [k], yet close to target feature flow given by PDE in eq. (8) . The process of finding such dF ⊥ [k] and corresponding curve deformation constitutes the second step of our flow calculation scheme.
One method to achieve this is the following. In order to maintain uniform contour discretization, we parameterize the deformations of the discrete contour by defining a displacement in the normal direction for node k as dx [k] . One needs to find such projection dF ⊥ (a point on the manifold) that corresponds to allowable shape deformation dx ⊥ [k], yet is as close to the target dF as possible. This is done by minimizing the following functional (Euclidean distance between target flow and its projection)
were P C is the length of the feature value vector. The optimal curve deformation is found as
We propose 2 methods to find the deformation dx * ⊥ : analytical solution and numerical gradient descent.
• Method I. Analytical solution.
For certain features it is easy to find dx * ⊥ corresponding to the target dF analytically. Here we consider such an analytical solution in case when the prior is based on feature class #1 (set of all inter-node distances).
Let us designate the change of the distance between nodes n and k as dF nk and the angle between the outward normal at node n and the link between nodes k and n as α n−kn . The normal direction at node k is defined as the bisector of the angle between two linelets connecting node k to its neighbors, i.e. k to k − 1 and k to k + 1. Recalling that dx [k] is the displacement of the node k in the normal direction to the curve, eq. (10) can be rewritten as
Since eq. (11) is quadratic with respect to dx [k] , it possesses the unique minimum that can be found by differentiating the energy E(dx ⊥ ) with respect to dx [k] for all k, setting derivatives to zeros and solving the resulting system of equations. Resulting system of equations can be rewritten as
• Method II. Numerical gradient descent.
For feature #2 we compute dx * ⊥ by gradient decent. At each iteration, the gradient
is evaluated. The proposed change of configuration is updated according to
where s is a dynamically updated step size. The change of configuration is accepted only if the projection improves with respect to the previous step (g(dx
, This condition, together with dynamic step size management guarantees convergence toward dx * ⊥ (local minimum of g(dx ⊥ )). Although able to find the minimizing curve flow for any feature class, this method is computationally demanding and requires finding a trade-off between precision and computational time by carefully choosing the stopping criteria.
EXPERIMENTS
Application of the computed shape distribution equalizing curve flow to perform shape morphing
In order to illustrate the ability of the prior minimizing flow to reduce the cost and drive the contour toward the curve resembling the prior example we perform the following experiment. Prior shape distribution based on features #1 and #2 (set of all interpoint distances and multiscale curvatures respectively) is constructed from a prior shape. In 3 separate experiments the curve is evolved under the force induced by minimizing eq. (1) constructed solely on feature #1, solely on feature #2 and on both features #1 and #2 combined. The evolution starts from the curve shown by the blue dash-dotted line in Figure 2 . The target shape (on which the target distributions are computed) is shown by the green dashed line. For each of the 3 experiments, the resulting curve is shown by the red solid line. All 3 experiments yield the shape very similar to the target shape, but small differences are worth noting. The flow based on feature #1 (panel A in Figure 2 ) yields the elongated shape which is slightly bent. In fact, boundary curvature is not captured directly by the feature #1; therefore, it is expected that differences in global bending deformation are not effectively corrected by the flow based on this feature. However, relative position of the boundaries captured by feature #1 is well preserved in the resulting shape. The flow based on feature #2 (panel B in Figure 2 ) yields the shape highly similar to the target shape but slightly non-symmetric, cone-shaped and of inflated size. This is explained by the fact that feature #2 is designed to capture boundary curvature rather than relative boundary position. In fact, we observe correct curvatures (straight lines and circular regions) in the result for this flow but boundary relative positions do not match those of the prior. Finally, both flows combined (panel C in Figure 2 ) yield nearly perfect shape. Flows for both features combined work to correct for deficiencies of one another.
The experiment presented in this section illustrates the curve morphing capabilities of our prior. Curve morphing is an interesting application in computer vision and we believe more interesting results can be obtained in this domain using our methods.
Prior constructed on multiple shapes and application to computing average shape
Our proposed framework provides a natural and interesting approach to the determination of the average shape C of a collection of N shapes C i . Our goal is to find such an average shape that would share important features with prior shapes (be visually similar) and would be equally close to all prior shapes in some sense.
One way to define a mean shape of the collection of shapes C i is to find a shape C that has minimum sum of squared distances to all shapes C i . Such shape can be found using Karcher mean formula.
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To this end, let us modify our distance between curves in terms of their feature distribution functions as follows:
By substituting eq. (15) into eq. (14) it can be shown that the resulting mean curve C is the curve which minimizes the distance to the average of feature distributions corresponding to prior curves C i . Therefore, one effectively needs to minimize eq. (6) (using average distributions as the target H ∞ (λ)) and our framework can be used to find the solution of eq. (14) using curve evolution. Although eq. (14) yields a mean shape for any chosen curve distance measure, one can predict that using traditional curve distance measures, in the absence of high level knowledge about shapes, such as correspondence, satisfactory mean shape is difficult to find. In order to illustrate this, we present an example problem. On figure 3 , we show two shape instances (blue solid lines), whose mean shape we would like to find. From the visual similarity point of view, the mean of these two triangles should be a triangle with the right corner located somewhere between the corresponding corners of the two prior shapes.
An example of generic curve distance measure is Chamfer distance 21 that can be defined as
where the integration is carried out along C 1 accumulating the Euclidean distance between current point on C 1 and curve C 2 . In figure 3 (A) we show the resulting mean shape corresponding to the two given shapes. Clearly, such mean shape can not be considered to be the average shape from visual similarity point of view.
Another often used shape difference measure based on the total area between shapes is the Hamming distance
where DT (C 1 ) and DT (C 2 ) are signed distance transforms for shapes C 1 and C 2 respectively. When used in eq. (14), this shape difference measure yields an infinite number of solutions for the mean shape. These solutions are located in areas shaded in red in figure 3 (B) . None of those shapes is a triangle with the right proportions (a perceptual mean shape). Similar result is obtained using Hausdorff distance. 20 For this measure, the solution to eq. (14) is not unique, although the set of solutions includes perceptually correct mean shape.
Finally we use our measure of shape difference in eq. (15) based on the difference between shape feature distributions. We construct the difference measure using 2 feature classes: set of all inter-point distances and multiscale curvatures. In figure 3 (C) we show the result of applying our method to find the mean shape. The contour produced by our iterative process is shown by the solid red line. The size of this shape is smaller than that of the original shapes due to initialization which is consistent with the scale, translational and rotational invariance of our measure. We manually scale and shift the resulting contour to match the position of original shapes for visualization purposes. One can see that the scaled result produces the expected "mean shape" from visual similarity point of view.
It is important to note that using shape models (measures) that explicitly capture correspondence of shape features, such as point distribution model (PDM) in, 23 would automatically find an average shape from visual similarity point of view. Our achievement is to obtain similar good result without capturing correspondence but only using the aggregate shape dissimilarity measure based on uniformly sampled information about prior shapes. No explicit topology information is assumed in our framework.
Application to image segmentation 4.3.1. Formulation
We pose the segmentation problem as a contour-based energy minimization problem using the framework of.
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More detailed description of this framework can be found in 7 and references therein. The curve C segmenting the object from the background is represented as the zero level set of the signed distance function U and is found by minimizing the functional:
where E d is a data fidelity term, E U approximately enforces |∇U | = 1, so that U remains a distance function as the evolution progresses, and E C is a prior term on the curve boundary. Using otherwise similar algorithm and regularization parameters we compare the results for different forms of E C , namely, generic curve length prior E C = C ds, Leventon's prior in, 7 and our prior in eq. (6) . The evolution of the curve is carried out using level set technique.
We use simplified version of the data fidelity term E d matched to synthetic bimodal images used to test our algorithm. Given the average image intensities u and v, inside and outside the shape boundary respectively, in case of Gaussian noise, the data fidelity term E d can be formulated as minus log likelihood of the image and is given by
where integration is carried out over inside and outside areas R u and R v respectively. The curve flow corresponding to the gradient descent with respect to eq. (19) is given by
Experiment
In figure 4 we compare the segmentation results given by our prior, the prior proposed in, 7 and the standard curve length penalty prior. Independent Gaussian noise (SNR=−17.5 db) was added to a bimodal image of the triangle to create the data image. The boundary of the triangle (ground truth contour) is shown by black solid line. We show the segmentation obtained using our proposed prior model in frame (A); the result using the curvature density prior of 7 in frame (B); the result using the standard curve length penalty in frame (C). The regularization parameters were chosen to obtain the best result for each prior.
Our prior is constructed using 2 features classes: set of all inter-point distances and multiscale curvatures. The target distributions for each feature class are computed as averages of distributions of the 4 prior triangular shapes using eq. (3).
While the difference between later two methods (B, C) is small (and can be due to the regularization parameter choice), our method (A) gives a significantly different result, which is, most importantly, visually similar to the ground truth shape. On the top of each panel, we show a measure of segmentation error, calculated symmetric distance (in pixels) between true boundary and final result. It is important that while giving some improvement of this error measure, our result is visually significantly superior. The resulting error (symmetric area distance in this case) for our prior is mostly attributed to the bias in location and angular position of the resulting shape, while the error for other two methods is due to shape "distortion".
CONCLUSIONS
In this work, we introduce the novel method of constructing and using prior shape. Our method relies on modeling distributions of certain significant features of shapes and creating a measure of similarity between these distributions. A key to the useful implementation of obtained measure lies in our ability to incorporate it into curve evolution framework as a prior energy term. We create a framework allowing such incorporation and present initial results for 3 different applications.
To our best knowledge, shape prior based on shape distributions is for the first time formulated and applied to practical problems. Our shape morphing experiment shows the ability of the prior curve flow to transform one curve into another curve resembling the prior example. Our experiments illustrate the dependence of captured properties of shape on chosen feature class. In another experiment we show the ability of our prior to find visual mean of given shapes, unattainable by equivalent existing approaches. Preliminary segmentation experiments show the ability of our prior to effectively drive the result to the shape similar to the training data shapes. Comparison of our result with existing regularization approaches shows that while achieving similar segmentation error based on symmetric distance between the result and the true shape, our method yields the shape visually significantly better.
In order to illustrate the generalizing abilities of our prior, we plan to design experiments comparing our model and other techniques such as PCA based methods. 9 We note several difficulties in using the proposed technique. First, results tend to be sensitive to the choice of feature classes for a particular problem. In fact, better understanding of the ability of a particular feature class to capture the shape knowledge is desirable to facilitate the feature choice. The issue of feature choice for more complex shapes should be addressed. Computational complexity of the numerical flow projection computation (for feature class #2) is another problem to be addressed.
