We present a new technique for the embedding of large cube-connected cycles networks (CCC) into smaller ones, a problem that arises when algorithms designed for an architecture of an ideal size are to be executed on an existing architecture of a xed size. Using the new embedding strategy, we show that the CCC of dimension l can be embedded into the CCC of dimension k with dilation 1 and optimum load for any k; l 2 IN, k 8, such that 5 3 + c k < l k 2, c k = 4k + 3 3 2 2=3k , thus improving known results. Our embedding technique also leads to improved dilation 1 embeddings in the case 3 2 < l k 5 3 + c k .
Introduction
Over the past few years, a lot of research has been done in the eld of interconnection networks for parallel computer architectures (for an overview, cf. 19]). Much of the work has been focused on the capability of certain networks to simulate other network or algorithm structures, in order to execute parallel algorithms of a special structure e ciently on di erent processor networks (see e.g. 5, 17, 25] ). One problem that is of speci c interest in this context is that many existing algorithms are designed for arbitrarily large networks (see e.g. 19]), whereas, in practice, the processor network will be xed and of smaller size. Thus, the larger network must be simulated in an e cient way on the smaller target network. There is an enormous literature on this problem (see e.g. 3, 8, 14, 15, 21, 23, 24, 26, 30] ). Customarily, the simulation problem is formalized as the emdedding problem of one graph in another (for a formal de nition of the embedding problem, see Section 2). The \quality" of an embedding is measured by the parameters load, dilation, and congestion. The importance of the di erent parameters becomes apparent through the following result.
Proposition 1 20]:
If there is an embedding of G into H with load`, dilation d, and congestion c, then there is a simulation of G by H with slowdown O(`+ d + c). As a consequence, the load`, dilation d, and congestion c have been investigated for embeddings between many common network structures like hypercubes, binary trees, meshes, shu e-exchange networks, deBruijn networks, cube-connected cycles, butter y networks, etc. Most of the work was done on one-to-one embeddings (for an overview, see e.g. 25, 29] ), but results on many-to-one embeddings can also be found (see e.g. 2, 6, 7, 9, 12, 13, 16, 18, 22, 26, 27] ). In this paper, we focus on many-to-one embeddings of the cube-connected cycles network (CCC). The CCC was introduced as a network for parallel processing in 28] . It has xed degree, small diameter, and good routing capabilities 19] . It can execute the important class of normal hypercube algorithms very e ciently (see e.g. 19] ). In addition, there is also a strong structural relationship to the deBruijn, shu e-exchange, and butter y networks 1, 10] . Hence, the e cient implementation of algorithms on CCC networks (of xed size) is of importance. According to Proposition 1, one way of executing algorithms designed for a CCC network of arbitrary size e ciently on a CCC network of realistic ( xed) size, is to nd embeddings of large CCC's into small CCC's minimizing the parameters load, dilation, and congestion. In this paper, we focus on load and dilation. Using our embedding strategy, many important algorithms for large CCC's can be implemented very e ciently on a CCC network of realistic size. Many-to-one embeddings of the CCC network have been investigated in 2, 6, 12, 16, 27] . In 6, 12, 27] , embeddings with optimum dilation and load are presented in the case of embedding CCC's of dimension l into k where kjl. The authors also restrict themselves to special kinds of embeddings of a very regular structure, like coverings 6], homogeneous emulations 12], and homomorphisms 27]. Because of the very restricted nature, Bodlaender 6] and Peine 27] are also able to classify their embeddings completely. In 2], a general procedure is described for mapping parallel algorithms into parallel architectures. This procedure is applied to the CCC network achieving dilation 1, but very high load. Also, only special kinds of embeddings, so-called contractions, are considered. In 16], the embedding problem for CCC's is investigated taking into account general embedding functions and any possible network dimension. More precisely, it is proved that the cubeconnected cycles network of dimension l, CCC(l), can be embedded into CCC(k), l > k, with (a) dilation 2 This is optimal, and improves the results from 16]. Our embedding technique also leads to improved dilation 1 embeddings in the case 3 2 < l k 5 3 + c k . The general strategy of the embeddings is the same as in 16], namely to map 2 l?k cycles in CCC(l) of length l onto one cycle in CCC(k) of length k and to allocate the nodes of the guest cycles as balancedly as possible on the host cycle. But in order to improve the results from 16], a completely di erent way of allocating the guest nodes on the host cycle is introduced. The paper is organized as follows. Section 2 contains the de nitions of the terms used in the paper. Section 3 presents the new embedding strategy. Section 4 presents the derived results. The Conclusion gives an outlook on further consequences of the new embedding technique. Graph Embeddings. Let Consider numbers (0); (1) This guarantees that all the cross-edges (i; ) $ (i; (i)); i 2 f (0); (1); : : :; (k ? 1)g; of CCC(l) are mapped onto a corresponding cross-edge in CCC(k). All the other edges of CCC(l) are mapped onto a path on a single cycle C in CCC(k). So, in this case the dilation is directly dependent on the allocation d of the guest nodes on the host cycle and stands partly in contrast to the desired balancedness of the allocation as explained above.
For low dilation, the values of (0); (1) f0; 1gg can be allocated balancedly on the complete host cycle C a (0) a (1) :::a (k?1) , a (0) ; a (1) ; : : : ; a (k?1) 2 f0; 1g, while maintaining dilation 1 at the same time.
The main new technical contribution will be to show that the guest nodes f( (i) + 1; a 0 a 1 : : : a l?1 ); ( (i) + 2; a 0 a 1 : : : a l?1 ) j a (0) ; a (1) ; : : : ; a (l?k?1) 2 f0; 1gg can be allocated in an appropriate way among the host nodes f(j; a (0) a (1) : : : a (k?1) ) j j 2 fi ? 1; i; i + 1; i + 2gg for 0 i < k ? 1 such that (i + 1) ? (i) = 3, while maintaining dilation 1 at the same time.
4 Improved Dilation 1 Embedding of the CCC Note that (*) guarantees that all the cross-edges (i; ) $ (i; (i)); i 2 f (0); (1) for all j = 0; 1; : : : ; k ? 1.
At this point, we are not concerned with the obtained dilation. We will see later on Proof This also improves results from 16]. Unfortunately, the new embedding technique does not lead to any improvement in the case 1 < l k 3 2 . Hence, it is still of interest to improve the load of the non-optimal dilation 1 embeddings when 1 < l k 5 3 + c k (or to prove their optimality). Finally, a further study should also consider the congestion of the embeddings.
