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The aim of the present study was to demonstrate for the ﬁrst time that brain waves can be used by a tetraplegic to control move-
ments of his wheelchair in virtual reality (VR). In this case study, the spinal cord injured (SCI) subject was able to generate bursts
of beta oscillations in the electroencephalogram (EEG) by imagination of movements of his paralyzed feet. These beta oscillations
were used for a self-paced (asynchronous) brain-computer interface (BCI) control based on a single bipolar EEG recording. The
subject was placed inside a virtual street populated with avatars. The task was to “go” from avatar to avatar towards the end of the
street, but to stop at each avatar and talk to them. In average, the participant was able to successfully perform this asynchronous
experiment with a performance of 90%, single runs up to 100%.
Copyright © 2007 Robert Leeb et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
Virtual reality (VR) provides an excellent training and test-
ing environment for rehearsal of scenarios or events that are
otherwisetoodangerousorcostly—orevencurrentlyimpos-
sible in physical reality. The technological progress in the last
decade has made VR systems attractive for various research
ﬁelds and applications ranging from aviation and military
applications, simulation and training programs (where real-
life training is too expensive or diﬃcult to monitor and con-
trol), psychotherapy, and medical surgery. In particular, the
area of medical rehabilitation exploits the possibilities and
advances made available by VR systems, speciﬁcally the re-
habilitation of motor functions [1, 2] including stroke reha-
bilitation (upper and lower extremity training) [3], spatial
and perceptual motor training, Parkinson’s disease, orthope-
dic rehabilitation [4], balance training, and wheelchair mo-
bility [5]. A major ﬁnding in this ﬁeld is that people with dis-
abilities can perform motor learning in VR, which can then
be transferred to reality [6, 7]. In some cases it is even possi-
bletogeneralizetootheruntrainedtasksincludingimproved
eﬃciency of virtual training and learning [1, 2, 8]. It is im-
portanttonotethatVRisnotatreatmentbyitself,andthere-
fore it is impossible to study whether it is eﬀective or not for
rehabilitation. Although VR rehabilitation was undertaken
in patients with acquired brain injury or damage with some
success [9, 10], it is rather a new technological tool, which
may be exploited to enhance motor retraining.
Virtual environments (VE) have already been used as a
feedback media for brain-computer interface (BCI) experi-
ments. BCI technology deals with the development of a di-
rect communication channel between the human brain and
machines which does not require any motor activity [11, 12].
This is possible through the real-time analysis of electro-
physiological brain signals recorded by electroencephalo-
gram (EEG) or electrocorticogram (ECoG). Other than the
EEG and ECoG, brain signals can also be recorded invasively
byimplantedelectrodesinthebrain.Voluntarymentalactiv-
ity (e.g., a sequence of thoughts) modiﬁes bioelectrical brain
activity and consequently the EEG and ECoG. A BCI is able
to detect such changes and generate operative control sig-
nals. Particularly for people suﬀering from severe physical2 Computational Intelligence and Neuroscience
disabilities or are in a “locked-in” state, a BCI oﬀers a possi-
ble communication channel. Recently, the BCI has been used
to control events within a VE, but most of the previously
conducted VR-BCI research is based on two types of visu-
ally evoked responses; either the steady-state visual evoked
potential (SSVEP) [13] or the event-related P300 potential
[14]. These methods typically force the subjects to perform
av i s u a lt a s kw h i c hm i g h tb eu n n a t u r a l( e . g . ,t og a z ea ta
blinking object). In contrast, no visual stimuli are necessary
if oscillatory EEG components, modulated by speciﬁc men-
tal strategies (e.g., motor imagery), are used for the BCI [11].
With such a system participants are able to navigate through
VEs by imagination of hand or foot movements [15, 16].
Thereby, the EEG is analyzed in predeﬁned time intervals
(cue-basedorsynchronousBCI)andtheparticipantscande-
cide between two states (either go right/left or forward/stop),
but only whenever they are triggered by the system. The dis-
advantage of such a synchronous BCI and of a BCI based on
evoked potentials is that an external stimulus from the sys-
tem is always necessary and that the system always makes a
decision (out of a predeﬁned set of choices, e.g., movement
imaginations). Up to now, most of the existing BCI systems
are operated in this synchronized (or cue-based) paradigm,
but this is not the natural way of human-machine interac-
tion.
Transferring the BCI from laboratory conditions towards
real-world applications needs the identiﬁcation of brain pat-
terns asynchronously without any timing constraints: the
computer is no longer in control of timing and speed but
the user. An asynchronous (self-paced) BCI is continuously
analyzing the ongoing brain activity, however, not only the
intentional-control (IC) states have to be detected (e.g., mo-
tor imagery) but also the in-between periods, whereas the
user is in a non-control state (NC, formerly called idling
state). In the later, the user may be idle, daydreaming, think-
ing about something else, or performing some other action,
but is not trying to control the BCI. Asynchronous BCIs are
much more complicate than synchronous ones, nevertheless,
the community is more and more addressing these problems
[17–21]. A big challenge in case of asynchronous BCIs is the
validation. The performance is mostly measured in percent-
age of successful switching (true positive rate, TP) between
IC and NC (or between the diﬀerent IC states) and percent-
ageoffalseornotintendedswitching(falsepositiverate,FP).
For computing the correct TP/FP rates, it is necessary to ac-
cess the subjects “real” intend and to compare it with the
BCI output. Unfortunately, this information is not directly
accessible. So either the system is telling the user to perform
a switch or the user is reporting immediately if a switch oc-
curred correctly or not. In the ﬁrst scenario, analogical to a
cue-based (synchronous) application, the system and not the
user is in control of the timing [22]. In the second scenario,
verbal comments or keystrokes could be used to verify the
correctness of the BCI output, nevertheless the execution of
such response tasks is modifying the EEG and thereby in-
ﬂuencing the BCI output as well. A diﬀerent approach is to
give the user a task, which is only accomplishable by having
control over NC and IC states and measuring only the task
performance. Thereby, no concrete values for the TP and FP
rates are computable, but the deﬁnition of the task involves
that a high number of TP and a low number of FP is neces-
sary. This procedure has been applied in this paper.
In this case study we want to demonstrate that it is pos-
sible for a tetraplegic subject to intentionally control his
wheelchairwithinvirtualrealitybyself-pacedmotorimagery
using an EEG-based BCI. The participant is placed inside a
virtualstreetpopulatedwithavatarsandthetaskisto“move”
from avatar to avatar towards the end of a street by imagina-
tion of movements of his paralyzed feet. The reason for the
VR-setup is that the visual-rich virtual street with the avatars
ensured that the experiment is diversiﬁed and engaging but
contains enough distraction as it would be in a real street.
The deﬁned experiment has a simple goal with clear tasks,
nevertheless, no instructions or cues from the BCI are neces-
sary.AminimizedsetupofonebipolarEEGrecordingshould
be enough for this asynchronous control under real-world-
like VR conditions.
2. METHODS
2.1. Thetetraplegicsubject
Here,wereportona33-year-oldmaletetraplegicsubject.Af-
ter a traumatic injury of the spinal cord in 1998, he has a
complete motor and sensory lesion below C5 and an incom-
plete lesion below C4. During an intensive training period of
approximately 4 months, he has learned to control the cue-
based Graz-BCI. The training was carried out with diﬀerent
types of motor imagery (MI; left- and right-hand motor im-
ageries, idling, and foot movement imaginations) because of
the insuﬃcient accuracy in the beginning. The MI had to
be performed within 4 seconds following the cue-stimulus.
Finally, his cue-based performance during right-hand ver-
sus foot motor imagery was between 90% and 100% (details
about this training are reported elsewhere [23]). Speciﬁcally,
the midcentral-focused beta oscillations with a dominant
frequencyofapproximately17Hzallowedabrain-switchlike
application of a neuro-prosthesis [24, 25]. Thereby, he had
to focus on a foot movement imagination over a period of 1
second (dwell time) to activate a trigger and initiate a grasp
sequence. After each trigger, a refractory period of 5 seconds
guaranteed that no further grasp sequencecould be initiated.
The same brain rhythms have been used in this work for the
self-paced control of the VE.
2.2. Dataacquisitionandsignalprocessing
One single EEG channel was recorded bipolarly 2.5cm an-
terior and posterior to the electrode position Cz (foot rep-
resentation area) of the international 10/20 system [26]. The
ground electrode was positioned on the forehead (position
Fz). The EEG was ampliﬁed (sensitivity was set to 50µV
and the power-line notch ﬁlter was activated), bandpass ﬁl-
tered between 0.5 and 30Hz with a bipolar EEG ampliﬁer
(g.tec, Guger Technologies, Graz, Austria) recorded and on-
line processed with a sampling frequency of 250Hz [27].
The recording and processing was handled by rtsBCI [28],
based on MATLAB 7.0.4 (MathWorks, Inc., Natick, USA) inRobert Leeb et al. 3
Figure 1: Picture of the virtual street populated with 15 avatars and
the tetraplegic subject in his wheelchair in the middle of the multi-
projection wall VR system. The subject was wearing the electrode
cap with one bipolar channel connected to the BCI system (ampli-
ﬁer and laptop on the right side).
combination with Simulink 6.2, Real-Time Workshop 6.2,
and the open source package BIOSIG [29].
A single logarithmic band power (BP) feature was esti-
mated from the ongoing EEG by digital band-pass ﬁltering
the recording (Butterworth IIR ﬁlter of order 5, between 15
and 19Hz), squaring, averaging (moving average) the sam-
ples overthe pastsecond, andcomputing the logarithmfrom
this time series. A simple threshold (TH) was used to distin-
guish between foot movement imagination (intentional con-
trol, (IC)) and rest (non-control state (NC)). Whenever the
band power exceeded the threshold, a foot MI was detected
(see Figures 3(a)–3(e)).
An “idling” recording (approximately 120seconds) with-
out any foot movement imagination was recorded before the
experiment for the calculation of the TH. The BP was cal-
culated and the mean x and the standard deviation SD were
extracted. The TH was set to
TH = x +3·SD. (1)
Unlike previous asynchronous studies no, dwell time
(minimumtimeoverthresholdbeforetheactionistriggered)
or refractory period (minimum time between two successful
actions) was used [22, 24].
2.3. Thevirtualenvironment
The participant was placed with his wheelchair in the middle
of a multiprojection-based stereo and head-tracked VR sys-
tem that commonly known as a “Cave” [30]. The particular
VR system used was a ReaCTor (SEOS Ltd. West Sussex, UK)
which surrounds the user with three back-projected active
stereo screens (3 walls) and a front-projected screen on the
ﬂoor(seeFigure 1).Left-andright-eyeimagesarealternately
displayed at 45Hz each, and synchronized with CrystalEye
stereo glasses. A special feature of any multiwall VR system
is that the images on the adjacent walls are seamlessly joined
Avatar 1
Avatar 2 Avatar3
Figure 2:Thetaskoftheparticipantwastogofromavatar toavatar
towards the end of the street (outlined with a dashed line). The
avatars were lined up and each avatar had its invisible communi-
cation sphere (drawn as dotted lines here). The subject had to stop
within this sphere, not too close and not too far away from the
avatar.
together, so that participants do not see the physical corners
but the continuous virtual world that is projected with ac-
tive stereo [31]. The application was implemented in DIVE
[32] and the communication between the BCI and the VR
occurredevery40millisecondsviatheVirtualRealityPeriph-
eral Network (VRPN, [33]) communication protocol. The
used VE was a virtual street with shops on both sides and
populated with 15 virtual characters (avatars), which were
lined up along the street (see Figure 2,[ 15]).
2.4. Experimentalsetup
The task of the participant was to “move” from avatar to
avatar towards the end of the virtual street (65 length units)
by movement imagination of his paralyzed feet. Only during
the time when the TH was exceeded (IC, foot MI detected),
the subject moved forward (moving speed 1.25units/second,
see Figures 3(e)-3(f)). Every time he was short before pass-
ing an avatar, he had to stop very close to it. Each avatar
was surrounded by an invisible communication sphere (0.5–
2.5units) and the subject had to stop within this sphere
(see Figures 2 and 3(g)). The size of the sphere was ade-
quate to the distance for a conversation in the real world
and corresponded to a stopping time slot of approximately
1.6 seconds. The avatar started talking to the subject, if he
was standing still for one second within this sphere (see
Figure 3(i)). After ﬁnishing a randomly chosen short state-
m e n t( l i k e“ H i , ”“ M yn a m ei sM a g g i e , ”“ I tw a sg o o dt om e e t
you,”etc.),theavatarwalkedaway.Communicationwasonly
possible within the sphere; if the subject stopped too early
or stopped too close to the avatar nothing happened. After
a while, on his own free will, the subject could imagine an-
other foot movement and started moving again towards the
next avatar, till the end of the street was reached. The dis-
tance traversed depended only on the duration of the foot
motor imagery, longer foot MI resulted in a larger distance
than short bursts of MI. The 15 avatars were placed on the4 Computational Intelligence and Neuroscience
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Figure 3: (a) Raw EEG during periods of foot MI and rest. (b) Bandpass-ﬁltered (15–19Hz) EEG. (c), (d) Power spectra of 2-second
periods during rest (c) and foot MI (d). The frequency band and the threshold are indicated. (e) Logarithmic band power time course with
threshold (TH). (f) Periods of moving and covered distance. The contact with avatar 1 occurred at second 11.4 after a 1 second pause within
the communication sphere (because at second 8.9 the subject stopped shorter than 1-second). (g) Spatial placement of the avatars with
corresponding communication sphere and direction of walking. The communication sphere of avatar 1—stopping range for the subject—is
also marked with a gray rectangle (f). (h) Spatial-temporal tracking data of the ﬁrst four avatars of three runs. The communication spheres
of avatars are again indicated with a gray rectangle. The time and position of the contact with the avatar are marked with an “∗”. In run 7,
the third avatar was missed. (i) Picture sequence before, during, and after the contact with avatar 1.
same positions in all ten experiments and the participant al-
ways started from the same point. The subject was encour-
aged to look around in the street during the experiment and
to answer the statements of the avatars, like it would be in
reality.
3. RESULTS
In two days, the tetraplegic subject performed ten runs and
he was able to stop at 90% of the 150 avatars and talked
to them. In four runs, he achieved a performance of 100%
(see Table 1). In general, the distance between the avatar and
the subject during talking was 1.81±0.49units, whereby, the
communication range (allowed gap between avatar and sub-
ject) was 0.5 to 2.5units. In the example given in Figure 3(f),
the subject entered the communication sphere of avatar 1
(5.5–7.5units) at second 8.3 and stopped at second 8.9
(6.1units). Unfortunately, he started moving again at second
9.3, so the pause was below 1 second and, therefore, the stop
did not activate the avatar. Nevertheless, he managed to stop
again at second 10.4 (7.1units), which was still in the com-
munication sphere and at this time, he was standing still for
longer than 1second, so he correctly stopped at the avatar,
which replied: “My name is Maggie” at second 11.4. At sec-
ond 15.4, he started moving towards avatar 2. In general, it
took him 6.66 seconds±4.85 seconds to restart moving after
the contact with the avatar.
In Figure 3(h), spatial-temporal tracking data of the ﬁrst
four avatars of three runs are presented. In some runs, the
subjectstartedearlierwithfootMIandwalkedstraighttothe
avatar, whereby in other runs stops between the avatars oc-
curred. Detailed information of all runs is given in Table 1.
T h ed u r a t i o no fo n er u n( e a c hr u nl a s t e da p p r o x i m a t e l y
355 ± 60 seconds) depended only on the performance of the
subject. In the Graz-BCI, the EEG is classiﬁed sample-by-
sample and the EEG data revealed that foot motor imagery
c o u l db ed e t e c t e di n1 8 .2%±6.4% of the run time. The aver-
ageddurationofMIperiodswas1.58seconds±1.07seconds,Robert Leeb et al. 5
Table 1: Positions and times of the contacts between the subject and the avatars of all runs. The position is given in units and the time (in
seconds) of the speaking avatar is given in brackets behind the position. In the ﬁrst two columns, the number of the avatar (No.) and the
spatial placement of the avatar (AvPos) are shown. In case of missed avatars, the number of occurred stops within the communication sphere
is given in square brackets. In the last row, the performance (perf., in %) of each run is speciﬁed.
No. AvPos Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7 Run 8 Run 9 Run 10
1 8 6.7 (48.2) 6.3 (56.7) 6.8 (33.0) 5.9 (12.0) 5.9 (14.8) 5.6 (19.5) 6.6 (20.0) 5.6 (19.8) 6.6 (53.4) 5.9 (18.8)
2 11 9.3 (65.3) 9.2 (76.0) 9.1 (43.7) 9.0 (20.8) 9.0 (22.1) 9.7 (36.6) 9.0 (25.4) 8.7 (31.7) 10.0 (60.7) 9.8 (52.0)
3 15 13.7 (84.6) 12.7 (98.5) 13.2 (55.9) 12.4 (31.6) — [1] 12.7 (54.0) — [1] 14.1 (42.4) — [1] 13.1 (56.4)
4 18 15.7 (92.1) 16.6 (111.7) 17.2 (67.8) 16.6 (43.3) 15.4 (37.0) 16.4 (66.7) 16.4 (40.1) 17.2 (51.0) 15.6 (75.9) 16.1 (61.4)
5 22 20.5 (117.4) 20.3 (127.2) 20.0 (82.0) 20.6 (55.5) 19.5 (48.2) — [1] 20.2 (45.4) 20.9 (61.2) 20.9 (99.0) — [0]
6 32 30.2 (131.3) 30.6 (149.8) 29.7 (100.4) 29.9 (74.6) — [1] 30.4 (96.6) 30.3 (59.3) 29.4 (83.0) 30.1 (113.3) 30.9 (78.6)
7 35 33.2 (150.3) — [1] 33.6 (109.6) 33.5 (92.2) — [1] 34.1 (113.0) 33.5 (72.2) 33.1 (101.9) 33.6 (122.5) 33.3 (84.4)
8 39 37.8 (175.0) 36.5 (180.6) 37.7 (120.8) 36.4 (97.7) 36.4 (85.9) 36.6 (119.5) 36.4 (80.3) 37.8 (117.2) 37.3 (135.0) 36.4 (90.6)
9 44 41.5 (182.0) 42.0 (199.6) 42.3 (136.6) 42.8 (113.3) 41.5 (96.3) 42.6 (150.5) 41.9 (92.8) 42.1 (126.8) 42.8 (142.6) 41.9 (98.2)
10 47 44.5 (198.9) 44.8 (215.7) 45.3 (146.6) 44.7 (122.8) 45.6 (112.3) 46.2 (175.8) 45.1 (101.4) 45.3 (139.3) 45.3 (150.6) 45.0 (108.3)
11 51 48.7 (223.5) 50.0 (244.5) 48.6 (159.6) 49.7 (134.8) — [1] — [0] 49.1 (110.3) 49.3 (153.1) 49.0 (162.7) 49.8 (131.5)
12 56 54.1 (251.7) 55.0 (272.4) 53.9 (172.7) 53.7 (143.7) 53.6 (147.9) 54.0 (206.7) 54.5 (127.4) 54.1 (167.8) 55.1 (182.4) — [1]
13 60 57.9 (277.6) 58.0 (283.5) 58.4 (187.1) 58.0 (156.7) 57.5 (165.3) — [2] 58.4 (135.7) 58.1 (181.1) — [0] 58.2 (157.4)
14 63 62.2 (305.5) 61.8 (300.0) 61.1 (198.0) 60.5 (164.3) 61.3 (177.7) 61.6 (239.8) 60.5 (150.2) 61.0 (191.5) — [0] 60.9 (163.8)
15 67 65.3 (355.8) 66.4 (322.2) 65.2 (213.7) 65.2 (175.8) 65.8 (198.7) — [1] 64.9 (160.7) 65.1 (204.9) 64.9 (212.7) 64.6 (172.2)
Perf. 100% 93.3% 100% 100% 73.3% 73.3% 93.3% 100% 80% 86.6%
with a maximum of 5.24 seconds and a median of 1.44 sec-
onds.
In 11 of the 15 missed avatars (of all runs), the subject
stopped within the communication range, but the stopping
time was too short (between 0.08 and 0.88 seconds, mean
±SD = 0.47 second ± 0.27 second). In Table 1, the num-
ber of these occurred stops is given in square brackets for
each missed avatar. The stops occurred at 1.43 ± 0.47units
before the avatar. At one avatar he stopped twice but both
stops where too short (0.76 and 0.56 seconds).
3.1. Simulationwithsurrogatedata:random
walksimulation
For evaluation purposes, a “random walk” simulation was
performed. The aim of this simulation was to demonstrate
thatonlytheintentionalthought-basedcontrolofthesubject
allowed a successful completion of the task. No coincinden-
tally created sequence should result in any correct accessed
avatar. As surrogate data a random sequence has been used
insteadoftheEEGforsimulatingIC(go)andNC(stop).The
r a t i oo fI Ct oN Cw a sv a r i e da n da l w a y s1 00 0 0r e p e t i t i o n s
were simulated. In the case with the same ratio as in the per-
formed experiments (IC : NC = 0.182 : 0.818), no avatars
were correctly accessed. It is clear that, if the surrogate data
would contain only one go (IC) sample followed by, for ex-
ample, thousands of stop (NC) samples and then the next go
sample and so on, a completely perfect performance (con-
tact with every avatar) would be produced, but the duration
of the run would increase towards inﬁnity. Therefore, sev-
eral ratios were examined (0.5,0.1,0.05,... :1 )a n da l m o s t
all of them returned zero hits (correctly accessed avatars).
The ﬁrst avatar contact occurred at a ratio of 0.001 : 1 (IC
to NC samples). For this test, the duration of the run had to
be extended by 200 times (about 20 hours) and the number
of correctly stopped avatars was 0.002 ± 0.015, compared to
13.5 ± 1.6 avatars within 355 seconds (about 6 minutes) in
the performed experiment with the tetraplegic subject.
4. DISCUSSION
The implementation of a self-paced (asynchronous) EEG-
based BCI for the control of applications in virtual envi-
ronment was successfully demonstrated with a tetraplegic6 Computational Intelligence and Neuroscience
subject. The patient was able to move forward in the vir-
tual street and to stop at each avatar with a single bipolar
EEG recording. The prominent induced centrally localized
beta oscillations, allowed a very simple signal processing ap-
proach (compare Figure 3(c) with Figure 3(d)). In an inter-
view, the subject conﬁrmed that moving occurred only dur-
ing periods of foot motor imagery, but he reported that it
was hard to stop precisely. Speciﬁcally, when the avatars were
placed more to the left or right, it was diﬃcult to ﬁnd the
“correct distance” to the avatar. The instructions given to the
participant before the experiment did not imply the restric-
tion to perform the experiment as fast as possible, but to
take his time to look around, talk to the avatars or enjoy the
VR world. Therefore, no statement about the duration of the
runs can be given.
In four runs, the subject was able to reach a perfor-
mance of 100%, in all other runs, in minimum one avatar
was missed. In most of the missed avatars (except two), the
subject stopped either too shortly within the communica-
tion sphere or stopped close before (too early) or shortly af-
ter the sphere (too late). The reason for these missed avatars
was the invisible communication sphere around the avatars,
which was reported by the subject as the biggest disadvan-
tage of this VE. So it was not clear for the subject where
the sphere started or ended, especially when the avatars were
placed further away from the middle of the street and the
sphere was, therefore, very small. Sometimes he thought to
be close enough, but maybe missed it by a hairbreadth, so an
additional very small “step” (very short foot MI) was neces-
sary to come inside the sphere. Unfortunately, it could hap-
pen that this step was too large (too long) and the sphere
already passed by. Oscillatory EEG components need some
time to appear and stop, so very short bursts (necessary for
such small steps) are very unlikely to be produced. Maybe
it would have been better to visualize the communication
sphere or to change the appearance of the avatar (e.g., the
color, the expression on the face, etc.) whenever the subject
has entered the sphere. Nevertheless, the design of the ex-
periment with necessary periods of IC (moving) and deﬁned
positions of NC (stopping close to the avatars) guaranteed
that the performance during the asynchronous control could
be veriﬁed. A drawback of the experimental design is that it
forced the subject to be able in minimum to stop for 1 sec-
ond (NC), but did not force the participant for shorter or
longer periods of IC (no impact on the performance, just in-
ﬂuencing the duration of a run). So good NC control was
more crucial than IC control. Unfortunately, no values for
TP and FP can be given for the experiment. Successful stops
(90%) could be reported as TP and missed avatars (10%) as
FN (false negative), but FP and TN (true negative) cannot
be evaluated. The experiment itself required only periods of
NC for stopping at the avatars and talking to them. There-
fore, after reaching the last avatar, the BCI was not stopped
and the subject was instructed to stand still and wait till the
VE was shut down. In this period of NC no movement hap-
pened (duration between 8 and 93 seconds, mean = 44 sec-
onds). The outcome of the simulation with surrogate data
showed that only the intentional control of the subject al-
lowed a successful accomplishment of the given task, almost
allsimulateddataresultedinzerohits(nocorrectavatarcon-
tact).
The usage of a visually-rich VE with avatars, which were
talking to the subject, ensured that the experiment was di-
verse and even distracting for the subject, somewhat like in
the real world. Nevertheless, the subject was able to suc-
ceed with 90%. It is known that the development of skills
or knowledge that are obtained while someone is in a VE
can be transferred to real-world behavior and performance
[6, 7]. Indeed, VEs have also been shown to reinforce the
buildingofnewneuralpathwaysthroughimaginationsorin-
tention to move a paralyzed limb [1, 2]. For a person who is
wheelchair-bound, VEs are especially attractive. First, sim-
ply using a VE that includes, for example, immersion in an
almost all-surrounding stereo world [31] with the freedom
to move at will can give such persons access to experiences
that may be long forgotten (or which they have never had).
Another advantage here is that the simulation power of VEs
can be used to create virtual prototypes of new navigation or
control methods, and give potential users experience of them
in a safe environment, before they are ever built physically.
The next step would be to extend the BCI to more than
one IC state, and thereby increase the degree of freedom and
allow the subject to choose the direction of moving, for ex-
ample, by imagining a left- or right-hand movement [34]. In
the future, the ﬁnal goal will be to control a real wheelchair
in a real street. This could be supported by applying a sim-
ilar procedure as Mill´ an [35] reported during the control of
a miniaturized robot through an 80 × 60cm representation
of an empty ﬂat. Thereby, the BCI was sending only high-
level commands (forward, right, follow left wall, etc.) every
0.5 second to a ﬁnite state automation. The robot was exe-
cuting the high-level command (e.g., turn right at next oc-
casion) autonomously using its on-board sensors (infrared
proximity sensors for obstacles detection) and was continu-
ing the command till the next high-level command was sent.
Although the diﬃculties and challenges are more on the side
oftherobot/wheelchairasonthesideoftheBCI,thefeasibil-
ity of a successful completion of such real-world navigation
task is increased.
5. CONCLUSION
For the ﬁrst time, it was demonstrated that a tetraplegic sub-
ject, sitting in a wheelchair, could control his movements
in a VE by the usage of a self-paced (asynchronous) BCI
based on one single EEG recording. The usage of a visual-
rich VE with talking avatars ensured that the experiment is
diversiﬁed and engaging but contains enough distraction as
it would be in a real street. Controlling a VE (e.g., the vir-
tual wheelchair) is the closest possible scenario for control-
ling the real wheelchair in a real street, so virtual reality al-
lows patients to perform movements in a safe environment.
SoafurtherstepoftransferringtheBCIfromlaboratorycon-
ditions towards real-world applications could be performed.
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