A realistic fully time-dependent computer model, denominated LION (Low-latitude Ionospheric) model, that simulates the dynamic behavior of the low-latitude ionosphere is presented. The time evolution and spatial distribution of the ionospheric particle densities and velocities are computed by numerically solving the time-dependent, coupled, nonlinear system of continuity and momentum equations for the ions O + , O + 2 , NO + , N + 2 and N + , taking into account photoionization of the atmospheric species by the solar extreme ultraviolet radiation, chemical and ionic production and loss reactions, and plasma transport processes, including the ionospheric effects of thermospheric neutral winds, plasma diffusion and electromagnetic E×B plasma drifts. The Earth's magnetic field is represented by a tilted centered magnetic dipole. This set of coupled nonlinear equations is solved along a given magnetic field line in a Lagrangian frame of reference moving vertically, in the magnetic meridian plane, with the electromagnetic E×B plasma drift velocity. The spatial and time distribution of the thermospheric neutral wind velocities and the pattern of the electromagnetic drifts are taken as known quantities, given through specified analytical or empirical models. The model simulation results are presented in the form of computer-generated color maps and reproduce the typical ionization distribution and time evolution normally observed in the low-latitude ionosphere, including details of the equatorial Appleton anomaly dynamics. The specific effects on the ionosphere due to changes in the thermospheric neutral winds and the electromagnetic plasma drifts can be investigated using different wind and drift models, including the important longitudinal effects associated with magnetic declination dependence and latitudinal separation between geographic and geomagnetic equators. The model runs in a normal personal computer (PC) and generates color maps illustrating the typical behavior of the Correspondence to: J. A. Bittencourt (jabittencourt@hotmail.com) low-latitude ionosphere for a given longitudinal region, for different seasons, geophysical conditions and solar activity, at each instant of time, showing the time evolution of the lowlatitude ionosphere, between about 20 • north and south of the magnetic equator. This paper presents a detailed description of the mathematical model and illustrative computer results.
Introduction
The distribution of ionization in the low-latitude ionosphere is characterized by the presence of the so-called Appleton anomaly or equatorial ionospheric anomaly. Since the ionospheric ionization is produced as the result of photoionization of the atmospheric species by the solar extreme ultraviolet (XUV) radiation, a maximum of ionization would be expected around the sub-solar point in the low latitudinal regions, where the ionization production is a maximum. However, when measured values of the electron number density at the F2-peak are plotted as a function of magnetic latitude, for a given longitude and local time, a curve is obtained which shows a minimum (trough) over the magnetic dip equator, with two maxima (crests) at dip latitudes which may vary between 10 • to 20 • north and south of the dip equator, depending on local time and season. This anomalous ionization distribution extends into the topside ionosphere where it gradually diminishes. At the magnetic equator the F2-peak height is a maximum and the peak electron density is typically about 20 to 50 percent less than at the crests.
This equatorial ionospheric anomaly was first recognized by Appleton (1946) and has since been investigated by many workers. It shows rather different features depending on longitude, local time, season and period of the sunspot cycle. The diurnal development of the equatorial ionospheric Published by Copernicus Publications on behalf of the European Geosciences Union. J. A. Bittencourt et al.: LION: A dynamic computer model for the low-latitude ionosphere anomaly has been studied in some detail for both sunspot maximum and sunspot minimum conditions (Rao, 1962; Lyon and Thomas, 1963; Thomas, 1968; Rastogi, 1966; Rush et al., 1969) . Lyon and Thomas (1963) analyzed solar maximum ionosonde data, and showed that the anomaly is enhanced just after sunset, for several hours, and it exists throughout the night and sometimes until sunrise. There is also considerable longitudinal variation in the development and decay of the anomaly. It shows marked differences in the various longitudinal sectors, depending on the corresponding magnetic declination of each sector. A latitudinal asymmetry in the electron density, as well as in the F2-peak height, at the north-south crests has also been observed, and it shows different behavior in the various longitudinal sectors, at the same local time.
This anomalous ionization distribution at low latitudes has been explained in terms of plasma transport processes that move the ionization to regions other than that of its production. It has been investigated theoretically over the past several years by many researchers (e.g. Martyn, 1953; Bramley and Peart, 1965; Hanson and Moffett, 1966; Bramley and Young, 1968; Baxter and Kendall, 1968; Abbur-Robb and Windle, 1969; Sterling et al., 1969; Anderson, 1973a, b; , Bittencourt, 1996 . The transport processes affecting the ionization distribution in the low-latitude ionosphere are plasma diffusion, electromagnetic plasma drifts, and thermospheric neutral wind drag caused by the meridional and zonal global pressure gradients. A review on the electrodynamics of the equatorial ionosphere-thermosphere system was recently presented by Abdu (2005) .
Physical processes
The physical processes involving production, loss, and transport of ionization in the low-latitude ionosphere have different degrees of importance, depending on the altitude region and the local time under consideration. The ionospheric sources of ionization include both electromagnetic and corpuscular radiations. Because of magnetic shielding effects, corpuscular radiation is important only at high latitudes as an ionizing source. Since in the ionosphere the principal neutral constituent is atomic oxygen, at least 13.6 eV is required for each ion-electron pair created and this energy can be supplied by the solar extreme ultraviolet (XUV) radiation with wavelengths shorter than 91.1 nm. The ionization produced in a given volume of the ionosphere may leave it either by recombining or by moving outside it. The ion and neutral species, and the electrons may interact as a result of chemical and ionic reactions such as electron-ion recombination, involving electrons and either atomic or molecular positive ions, or as ion-ion recombination, involving positive and negative ions. This second loss mechanism is small compared to the first one, since few negative ions exist at F-region altitudes due to a low production rate and loss by photodetachment.
In the F1-region and below, a photochemical equilibrium condition exists during the daytime, since the recombination time constant is sufficiently small and transport processes are relatively unimportant. The recombination time constant increases with altitude, whereas the time constant for loss by diffusion (τ D ) decreases with increasing altitude. In the F2-region, due to the longer recombination lifetime and smaller diffusion lifetime, transport of ionization plays a dominant role. Laboratory and ionospheric measurements of the recombination rates appropriate to the F2-region indicate that the lifetime of an ion-electron pair is about one to two hours (Ferguson, 1969) . At an altitude where these recombination time constants are approximately equal, both processes are comparable and, consequently, the electron density as a function of altitude reaches its maximum at approximately this altitude.
The three relevant transport processes that move the ionization to regions other than that of its formation are plasma diffusion along the magnetic field lines, electromagnetic E×B plasma drifts, which transport the ionization perpendicularly to the magnetic field lines, and thermospheric neutral winds, which drag the ionization in the direction of the wind component along the field line. The plasma drift due to an east-west electric field moves the low-latitude ionospheric ionization perpendicularly to the magnetic field lines, in the well-known fountain effect. This transport process, combined with plasma diffusion along the magnetic field lines, caused by gravity and pressure gradients, produces a symmetrical ionization distribution about the magnetic dip equator. Two crests of plasma concentration are generated around ±15 • (north-south) on either side of the magnetic dip equator. The latitudinal position of these ionization crests vary with local time and season, depending on the time variation of the E×B plasma drift, as well as with longitude. Hanson and Moffett (1966) illustrated the plasma flow associated with the equatorial fountain effect as a result of the combined effects of E×B electrodynamic plasma lifting across the magnetic field lines and plasma diffusion along the field lines. The third process is transport due to thermospheric neutral winds. The neutral-ion collisional drag transports the ionization along the magnetic field lines, in the direction of the wind component along the field, producing an interhemisphere transport of ionization at the same time that it moves the ionization upward in the upwind side and downward in the downwind side of the magnetic field line, into regions of different recombination rates. This process results in an asymmetrical ionization distribution about the magnetic dip equator, with unequal values of the electron densities and heights of the F2-peak at the ionization crests around ±15 • either side of the magnetic equator. The ionospheric plasma vertical drift produced by a horizontal thermospheric neutral wind at low latitudes was illustrated schematically in Bittencourt and Sahai (1978) .
At low latitudes these transport processes are greatly dependent on the geometry of the magnetic field lines at a particular region. The longitudinal variations of the magnetic declination and of the latitudinal separation between the geographic and the geomagnetic equators play important roles in the drift and wind effects on the ionospheric plasma. For this purpose it very convenient to separate the tropical ionosphere into three longitudinal sectors (Bittencourt et al., , 1992 , based on the value of the magnetic declination at a given longitude, namely:
(a) Atlantic Sector, from −65 • W to 0 • , where the magnetic declination is west and takes its maximum value (about 20 • W) at the magnetic equator.
(b) Indian Sector, from 0 • to 150 • E, where the magnetic declination is everywhere near zero at the magnetic equator.
(c) Pacific Sector, from 150 • E to −65 • W, where the magnetic declination is close to 10 • E at the magnetic equator.
The great advantage of using this classification of longitudinal sectors, in terms of magnetic declination, is that it allows us to separate the specific ionospheric effects of the zonal and meridional thermospheric wind components, as well as the effects associated with the seasonal dependences of the vertical electromagnetic plasma drift velocities.
Basic transport equations
The appropriate equations governing the spatial and time distribution of the electron and ion densities in the ionosphere are the time-dependent continuity equation, the momentum conservation equation and the energy conservation equation for each charged particle species. The continuum approximation to the Boltzmann equation holds under the assumption that collisions between the particles are so frequent that the ions and electrons can both be treated as fluids. Normally, this assumption is very well justified for thermal particles in the ionosphere. Above about 600 km, in the exosphere, the neutral particles move in balistic orbits and suffer few collisions. However, the plasma fluid approximation is still applicable to even higher altitudes because of the large Coulomb cross sections.
The plasma continuity equation
The continuity equation relates the rate of change in the particle number density to the rate of production and loss per unit volume, and to the divergence of the particle flux. If n i and v i denote the number density and the macroscopic (local average) velocity of the ith ion species, respectively, then the quantity n i v i represents the flux of this charged particle species and its divergence gives the resulting loss rate per unit volume, due to transport. For the ith ion species, the continuity equation can be expressed as (Bittencourt, 2004) 
where P i and L i are the production and loss rates per unit volume, respectively. The macroscopic charge neutrality plasma condition requires that the electron number density be given by
where only singly charged positive ions are considered, since negative ions are scarce in the ionosphere. The charged particles in the low-latitude ionosphere may have a common drift velocity due to an external electrostatic field E, not parallel to the geomagnetic induction field B, such as that associated with the wind-driven dynamo current system of the E-region, which is very effective in transporting ionization across the magnetic field lines, as well as a diffusion velocity along the magnetic field lines arising from non-electromagnetic forces, namely those due to gravitation, pressure gradients and collisions. Although nonelectromagnetic forces, like gravity and pressure gradients, are able to transport ionization across the magnetic field lines, the associated drifts are usually much weaker than the electromagnetic drift.
For calculation purposes it is convenient to separate the particle macroscopic velocity v i into components parallel and perpendicular to the local magnetic field line,
where v ⊥ corresponds to the electromagnetic E×B/B 2 plasma drift velocity. In addition, the natural frame of reference for expressing the charged particle motion is a coordinate system moving with the plasma drift velocity v ⊥ with respect to a fixed Earth-centered system. The divergence of the plasma flux perpendicular to the magnetic field can be separated into two parts
Adding the advective part to ∂n i /∂tgives
which is the total rate of change in the particle number density in a frame of reference moving with the plasma drift velocity v ⊥ . The great advantage of using this Lagrangian reference frame is that in this system all plasma motions appear to be field aligned. This approach was first used by Moffett and Hanson (1965) in solving the time-dependent electron continuity equation including the effects of diffusion, plasma drift, production, and loss. Therefore, in the drifting coordinate system, the continuity equation for each ion species becomes
An expression for the flux parallel to B, for each ion constituent, n i v i|| , is derived in the next section starting from the equations of motion for the electrons and ions. The divergence term involving the plasma drift velocity, as well as the production and loss terms, will be considered subsequently.
The Equation of motion
The forces acting on the ionospheric plasma include gravitational, collisional and pressure gradient forces, as well as electric and magnetic forces. The equation of motion for each ion species can be expressed as (Bittencourt, 2004) 
and for the electrons,
where it is assumed that, in the equation for the electrons, both the gravitational and the collisional terms are very small compared to the remaining terms and can be neglected (Rishbeth and Garriot, 1969) . Also, a scalar pressure (p α =n α kT α , where α=e, i) replaces the stress tensor, since the velocity distribution function is isotropic. Subscripts e, i, and n refer to electrons, ions, and neutrals, respectively. Mass and temperature are represented by m and T , the acceleration due to gravity is g, e denotes the electronic charge, k is Boltzmann's constant, u is the thermospheric neutral wind velocity, and v in and v ij are the effective collision frequencies between ions and neutrals, and ions and ions, respectively. The acceleration term on the left-hand side of the equation of motion for both electrons and ions (in the moving reference frame) can be set equal to zero, being generally negligible for the large scale motions that constitute the main interest here. However, they might not be negligible for smallscale wavelike motions. Taking the component of Eq. (8) parallel to the magnetic field lines, the polarization electric field generated between electrons and ions is obtained as
Adopting the convention previously used by Kendall (1962) , we can write
where t represents a unit vector along the magnetic field line, defined such that for points in the Northern Hemisphere it is above the horizontal and towards the geomagnetic equator, and s is the arc length along the field line measured in the same sense as t . Since the cyclotron frequency greatly exceeds the collision frequency with neutrals throughout the F-region, the non-electromagnetic forces will transport the ionization essentially along the field lines. Thus, taking the component of Eq. (7) parallel to the magnetic field, using the expression in Eq. (9) and rearranging, we obtain where -g sin I = t . g and I denotes the magnetic dip angle.
The energy conservation equation
For each ion species the energy conservation equation, considering an isotropic distribution function such that we can replace the stress tensor by a scalar pressure (p i =n i kT i ), can be expressed in terms of the temperature T i as (Bittencourt, 2004) 
where q i denotes the heat flux vector, M i represents the rate of energy density change due to collisions, A i stands for the collision terms appearing in the equation of motion (7), P i and L i are, respectively, the production and loss terms of the continuity Eq. (1), and S i represents any external energy input (such as solar radiation, for example). In order to use (12), we also need expressions for q i and M i in terms of known quantities.
Equations (1), (7) and (12) constitute a coupled set of nonlinear equations to be solved simultaneously in order to determine the spatial and temporal distribution of the particle number density n i (r, t), macroscopic velocity v i (r, t), and temperature T i (r,t), for each species. In order to simplify matters, instead of solving the energy Eq. (4.3.1), a usual approach consists in considering the temperature distribution for each species, as a function of space and time, as a known quantity. With this approach (considered in the present model), the problem reduces to the solution of the coupled nonlinear set of continuity and momentum conservation equations for each charged particle species.
The divergence terms
We shall assume that the Earth's magnetic field can be approximated by a centered magnetic dipole, thus having only radial and meridional components. In a region free from electric currents the magnetic induction field can be described in terms of the gradient of a magnetic scalar potentialγ , according to
For the geomagnetic dipole approximation we have
so that,
wherer andθ are unit vectors along the r and θ directions of a spherical polar coordinate system (r, θ,φ) in which θ denotes the colatitude and the axis θ=0 • passes through the north pole. Here r 0 denotes the Earth's radius and g 0 is the dipole coefficient, approximately equal to −0.31 gauss.
In addition, the equation of a magnetic field line is
where r e represents the radial distance to the point of intersection of the field line with the geomagnetic equatorial plane. The sense and magnitude of the magnetic dip angle I is taken such that
where σ = 1+3 cos 2 θ . These expressions can be obtained from Eq. (15), noting that tan I =B r /Bθ. Therefore, we havê
Kendall (1962) has shown that the basic transport equations for the low-latitude ionosphere are greatly simplified by transforming from the spherical coordinate system (r, θ, φ) to one whose coordinates define directions parallel and perpendicular to the magnetic field lines. Accordingly, we define a system of orthogonal curvilinear coordinates (p, q, φ) by
Thus, p = constant defines the family of curves which represent the magnetic field lines, while the family of constant magnetic potential surfaces is represented by q = constant. Along a given field line (p = constant) we have
and using Eqs. (21) and (22), together with (17) and (18), the operator ∇ || , given in Eq. (20), becomes
As Kendall (1962) has shown,
and using the vector identity
the expression for the divergence of the charged particle flux parallel to the magnetic field lines can be written as
The expression for v i|| , given in Eq. (11), can easily be transformed using (26) and the result incorporated in (28).
Coupling to the neutral winds and electric fields
Since the collisional terms in the charged particle momentum conservation equations involve the thermospheric neutral wind velocity u, we must consider the corresponding transport equations for the atmospheric neutral species, which are coupled to the charged particle equations through the collisional terms. The ion drag produced by the neutral wind modifies the ionization distribution, which in turn modifies the neutral wind pattern. Thus, for a self-consistent treatment this coupled system of nonlinear equations must be considered simultaneously. Also, the electric field responsible for the plasma drift in the F-region arises as a result of dynamo action in the E-region, as well as in the F-region. The E-region dynamo is controlled by the atmospheric tides, and it moves the ionization across the magnetic field lines, since at E-region altitudes the ion collision frequency is much higher than the particle cyclotron frequency. The electric field thus generated maps to the F-region through the high electric conductivity along the field lines.
The thermospheric neutral winds are responsible for the F-region dynamo. However, during the daytime, due to the high conductivity of the E-region, the F-region dynamo is short-circuited through coupling with the E-region via the highly conducting magnetic field lines. But, at night, when the E-region conductivity drops drastically, the circuit is open allowing the development of polarization electric fields in the F-region. Again, the electric fields produced modify the ionization distribution in the low-latitude F-region, which in turn modify the pattern of thermospheric neutral winds through ion-neutral drag and, consequently, the electric field. Therefore, a complete self-consistent formulation requires the inclusion of this electrodynamical coupling between the E and F-regions, responsible for the generation of the Fregion electric fields.
To build a complete self-consistent ionospheric model is an extremely complicated task, requiring the simultaneous numerical solution of a large number of coupled nonlinear differential equations. Furthermore, in the usual approach considered so far, the plasma equations are referred to a Lagrangian geomagnetic coordinate system (in order to simplify the computational procedure), whereas the neutral gas equations are referred to the normal Eulerian geographic coordinate system. Usually, the ionospheric computer models consider the spatial and time variation of both the thermospheric neutral wind velocities and the ionospheric electric fields as known quantities, specified either through analytical formulas or empirical models (e.g. Sterling et al., 1969; Anderson, 1973a; Anderson et al., 1987 Anderson et al., , 1989 Bailey and Sellek, 1990; Batista et al., 1991; Bailey et al., 1993) . Also, the early thermospheric neutral wind models considered the spatial and time variation of the ionospheric parameters as known quantities, specified either through analytical formulas or empirical models (e.g. FullerRowell and Rees, 1980) . Fuller-Rowell et al. (1987) constructed a coupled thermosphere-ionosphere computer model for high latitudes but, for low latitudes, they still used analytical formulas for the ionospheric variables, given by the empirical ionospheric model of Chiu (1975) . Nevertheless, models that treat the fully coupled dynamics and electrodynamics of the ionosphere and thermosphere have been presented by Richmond et al. (1992) , Roble and Ridley (1994) , Peymirat et al. (1998) and Millward et al. (2001) . Also, more general ionosphere models that include mid and high latitudes have been developed. The SAMI2 model calculates the evolution of the low-to mid-latitude ionosphere and was presented by Huba et al. (2000) . The Utah State University Time Dependent Ionosphere Model (TDIM) was initially developed as a mid-latitude, multi-ion model by Schunk and Walker (1973) , and later as a mathematical model of the middle and high-latitude ionosphere (Schunk, 1988) . The theoretical development of the TDIM was described by Schunk (1988) , while comparisons with observations were discussed by Sojka (1989) .
Regarding the computation of the ionospheric electric fields, some low-latitude computer models have been built. Usually, they solve the equation of motion for the neutral gas together with the equations for the electric fields considering electrodynamical coupling of the equatorial E and F-regions (e.g. Heelis et al., 1974; Batista et al., 1986) . In this case, simplified equations or empirical formulas are used for the ionospheric parameters and conductivities, in order to simplify the computational treatment.
In the low-latitude ionospheric (LION) computer model described here we consider the spatial and time distribution of both the thermospheric neutral wind velocities and neutral densities, and the ionospheric electric fields or E×B plasma drifts, as known quantities, specified through analytical formulas or empirical models.
Thermospheric neutral winds
A theoretical description of the global thermospheric neutral wind system requires the numerical solution of a large number of coupled ionospheric and atmospheric equations, involving the time-dependent continuity equations, the momentum conservation equations and the energy conservation equations for each of the ion species as well as for the neutral gas. In addition, to understand also the longitudinal behavior, a three-dimensional solution of this problem is required, taking into account the dependence of the Earth's magnetic field on the geographic coordinates. The forces acting on the neutral air are the pressure gradient force, gravity, frictional forces due to viscosity of the air and due to collisions between the neutral gas particles and the ions (ion-drag), and the Coriolis and centripetal forces due to the Earth's rotation. Since the ion-drag force is proportional to the collision frequency and to the difference between the wind velocity and the ion drift velocity, the various forces that cause ion motion must also be considered simultaneously in a self-consistent way.
Basic equations
The atoms and molecules in the atmosphere collide so frequently that the air can be regarded as a fluid in local thermodynamic equilibrium, described by the usual hydrodynamic conservation equations. Furthermore, the neutral air can be treated as a single fluid, since the macroscopic differential motion of its various constituents is very much less than the overall macroscopic wind velocity. The set of equations governing the dynamics of the neutral upper atmosphere are (Rishbeth, 1972) :
(a) The continuity equation for the whole neutral gas, which express the law of mass conservation,
(b) The Navier-Stokes equation of motion, which express the law of momentum conservation (assuming the air to be incompressible and with constant viscosity),
(c) The energy conservation equation, neglecting the energy dissipated by viscosity and ion-drag,
The ideal gas equation of state, which relates pressure, density, and temperature for the neutral air,
In this coupled set of equations, u denotes the neutral wind velocity, ρ is the neutral air mass density such that ρ=nm, n is the neutral air number density, m is the average neutral particle mass, v i is the ith ion drift velocity, is the Earth's angular rotation velocity, r is the radius vector from the center of the Earth to the point where the equations are applied, p stands for the scalar pressure, ν ni is the effective neutralion collision frequency, µ/ρ is the kinematic viscosity coefficient, g represents the acceleration due to gravity, c v is the specific heat at constant volume, K T is the thermal conductivity coefficient, k is Boltzmann's constant and P E and L E represent sources and sinks of energy density. The viscous term in Eq. (30) must be modified if the viscosity coefficient has spatial gradients.
Since the ion-drag term depends on the ion densities (through the collision frequency) and on the ion velocities, the continuity, momentum, and energy equations for each ion species must be considered simultaneously with the neutral gas conservation equations. There has been several numerical model analysis of thermospheric motions. In some of them the temperature field is regarded as a fixed input quantity, usually taken from some phenomenological atmospheric model, such as that of Jacchia (1965 Jacchia ( , 1971 Jacchia ( , 1977 . In these cases a treatment of the energy conservation equation is not required. Also, in some cases simplifying approximations are made regarding the ion densities and the ion velocities, which are considered as known fixed quantities, specified as a function of space and local time through a parametric model. Hence, only the set of simplified conservation equations for the neutral air is solved, so that these models are not self-consistent in the sense that the wind pattern modifies the ionization distribution through ion-drag, which in turn modifies the wind pattern. To build a complete and detailed self-consistent model is a formidable task, which requires the simultaneous solution of the three-dimensional system of equations just indicated.
Global pressure gradients
In general the thermospheric neutral winds blow away from the hottest part of the thermosphere, in the afternoon sector, towards the coldest part, in the early morning sector, across the polar regions and zonally around the Earth at low latitudes. This behavior is quite different from that of winds in the lower atmosphere (troposphere), which are controlled by the Coriolis force and the difference is attributed mainly to the importance of ion-drag and viscosity in the upper atmosphere (thermosphere).
To calculate the thermospheric wind velocities from Eq. (30) it is necessary to know the horizontal pressure gradients that provide the driving force for the winds. Clearly, the pressure gradient involves the addictive effects of a density gradient and a temperature gradient, as can be seen from Eq. (32), so that a specified numerical model giving the spatial and time variations of these quantities is required. The global models of the thermosphere usually assume fixed boundary conditions (temperature and neutral species densities) at a lower boundary, often taken as 120km. The neutral temperature vertical profile is assumed to have a certain shape, tending at great heights to a limiting value, the exospheric temperature (T ∞ ), which is a function of local time, latitude, longitude, season, solar activity and magnetic disturbances. The number density vertical profile of each neutral constituent is computed using the diffusive equilibrium equation.
One of the most well known global neutral atmosphere models is that of Jacchia (1965 Jacchia ( , 1971 Jacchia ( , 1977 , whose general approach is to determine empirical temperature profiles which yield density distributions in agreement with satellite drag measurements. Jacchia's model provides the global distribution and vertical profiles of the temperature and neutral species densities, with their corresponding time dependences, solar cycle variations, as well as geomagnetic storm atmospheric effects. Other neutral atmosphere models, based on satellite and ground-based observations, are available today, such as the MSIS-86 thermospheric model (Hedin, 1987) , as well as models which give the thermospheric neutral wind velocity distribution (e.g. Hedin et al., 1988 Hedin et al., , 1991 and theoretical global thermospheric models such as that of Fuller-Rowell and Rees (1980) .
Boundary conditions
Many atmospheric models used for wind computations assume that the pressure, density and temperature are fixed at some lower boundary level, often taken at 120 km, so that the horizontal pressure gradient vanishes at this boundary. It is therefore generally assumed that the horizontal wind components are equal to zero at this level, viscosity being too weak to vertically transmit any significant horizontal velocity from greater heights. This assumption of unvarying conditions at the lower boundary cannot be expected to be realistic (Chandra and Stubbe, 1970) . If the atmospheric parameters p, ρ and T were assumed to vary at the lower boundary, as they probably do in reality, some effect would be observed in the computed winds at greater heights.
Since the kinematic viscosity (µ/ρ) becomes very large at great heights, the derivative (∂ 2 u/∂z 2 ) must become small at these heights, in order that the viscosity term in the equation of motion (30) should not become overwhelmingly large. This implies that we must have (∂u/∂z) → constant. Further, to maintain a finite velocity gradient there would have to exist a shearing force which neither the pressure gradients nor the Coriolis force nor ion-drag can provide, so that in fact, ∂u/∂z=0 at great heights, i.e. u becomes heightindependent, which is the upper boundary condition for the neutral air equation of motion.
Thermospheric neutral wind models
As mentioned before, in the low-latitude ionospheric computer model described here, the horizontal thermospheric neutral wind velocity field is considered to be specified through some analytical or empirical expression, or even given through a numerical model, such as the MSIS-86 thermospheric model (Hedin, 1987) . As the atmosphere undergoes thermal contraction and expansion, the vertical velocity of a surface of constant pressure is given by (Jacchia, 1977) 
Taking the temperature T as being the exospheric temperature T ∞ , independent of altitude, we have
The neutral air wind velocity along B can be expressed as
Here u r is the radial velocity of the neutral air due to the diurnal expansion and contraction of the atmosphere, given by expression (33), and u θ is the magnetic north-south component of the horizontal thermospheric neutral wind velocity, relative to the Earth. The horizontal wind velocity component along the magnetic meridian (u θ ) can be expressed in terms of the geographic components of the horizontal thermospheric wind velocity as
where u θ represents the geographic meridional wind component, u represents the geographical zonal wind component and δ m stands for magnetic declination, which is greatly longitudinal dependent.
Notice that the ionospheric plasma equations are solved along a given magnetic field line, so that the proper wind component to be used in the plasma equations is the magnetic meridian component u θ , with its longitudinal dependence on magnetic declination already included according to (35) .
A number of thermospheric neutral wind models, giving the space and time dependence of u θ and u , can be considered for the present ionospheric model calculations. A recent one is the global thermospheric wind model of Hedin et al. (1991 Hedin et al. ( , 1988 , based on satellite and ground-based observations. A very simple analytical expression for the thermospheric wind velocity field, represented by an asymmetrical cosine function in the local time dependence, with an amplitude which increases with latitude (Bittencourt, 1996) , may also be considered,
In this expression, u 0 is a constant velocity, θ is the magnetic colatitude, θ 0 is a normalization constant, the parameter 0 determines the local time at which the wind achieves its maximum velocity, ε permits a choice of smaller velocities during the daytime as compared to the nighttime, allowing for the effect of great ion drag during the day, and represents the latitudinal difference between the position of the magnetic equator at a particular longitude and the latitude to which the winds converge or diverge in their global pattern. Thus, for equinox conditions, represents the geographic latitude of the location of the magnetic equator at a fixed longitude. Further, up to 14 • can be considered for the separation between the magnetic and geographic equators, depending on the longitude chosen, and another 23 • for the movement of the sub-solar point, depending on the season. An expression similar to Eq. (36) was previously used by Sterling et al. (1969) , and by Brasher and Hanson (1970) on previous tropical F-region models, but only for the simple case of equinox and coincidence of geomagnetic and geographic equators. Different wind representations (considered as input parameters specified as a function of space and time) can be used in the LION model in order to analyze the wind effects on the low-latitude ionospheric ionization distribution at the various longitudes, and for different seasons and solar activity.
Electromagnetic plasma drifts
In the ionospheric E-region the motions of the neutral air, caused by atmospheric tides, are able to transport (through collisions) the ionization across the magnetic field lines causing currents to flow. Polarization fields (electrostatic) are generated which affect the motion of the charged particles in the ionospheric F-region and in the magnetosphere. Since the electrical conductivity along the magnetic field lines is very high, they can be thought of as equipotential wires which transmit electric fields from one region to another (Farley, 1959) . Rishbeth (1971) suggested that thermospheric neutral winds may generate F-region currents (see also Rishbeth 1977 Rishbeth , 1981 . The resultant polarization fields may or may not be shorted out in the E-region. During the day the Eregion ionization is sufficient to short circuit these polarization fields, but at night the very low E-region electron densities allow the field to develop. Consequently, a vertical electric field is established in the equatorial F-region, by the zonal thermospheric winds, causing the ionization to drift in the east-west direction. This plasma drift is in the same direction as the neutral wind that produces the polarization field.
The electrostatic component E of the total electric field (E+u×B) gives rise to the drifts of the F-region plasma. At the magnetic equator, the east-west component of E generates the vertical E×B ionization drift, which is upwards during the daytime and downwards at night. The north-south component of the E-region electric field when transmitted to the F-region, over the magnetic equator, points in the vertical direction, giving rise to an east-west E×B plasma drift. Review articles on the equatorial ionospheric electric fields and low-latitude electrodynamic plasma drifts were published by Fejer (1981 Fejer ( , 1991 Fejer ( , 1997 .
Divergence of the plasma drift velocity
In the F-region, the electric field E that exists normal to the magnetic field, as a result of dynamo action in the E-region, produces a drift velocity of the plasma across the magnetic field lines given by
The electric field responsible for this drift can be separated into two parts
where E cor is such that the velocity (E cor ×B)/B 2 gives corotation with the Earth, i.e.,
where denotes the Earth's angular velocity,φ represents a unit vector in the φ-direction and E d is the electric field normally associated with the ionospheric dynamo system. The plasma drift velocity can be resolved into the form
wheren= cos Ir− sin Iθ, which represents a unit vector in the vertical plane, normal to the magnetic field line, and v n and vφ are the components of v ⊥ in the vertical plane and in the east-west direction, respectively, relative to the Earth. Therefore,
and the divergence of the φ-component is
Sterling et al. (1969) showed that the effect of ν φ in the solutions is negligible so that in the numerical computer calculations it can be assumed that ν φ =0. Therefore, only drifts in the magnetic meridional plane, due to an east-west electric field, are considered in the LION model, even though eastwest plasma drifts are known to exist. The divergence of the component of v ⊥ in the vertical plane can be expressed as (Baxter, 1964; Moffett and Hanson, 1965) ∇ · ν nn = ∂ν 0 n ∂r e + 4ν 0 n rσ 2 6 cos 6 θ−3 cos 4 θ−4 cos 2 θ+1 (45) where v 0 n is the equatorial value of v n , r e is the radial distance from the center of the Earth to the field line's equatorial crossing point and σ = (1+3 cos 2 θ ) .
The radial dependence of the vertical drift at the dipole equator is given by (Sterling et al., 1972) 
where r 0 denotes the Earth's radius and v 0 is the plasma drift velocity at h 0 =300 km above the surface at the dip equator, i.e., the drift velocity normally measured at Jicamarca with the incoherent scatter radar, for example. This radial squared dependence in v 0 n is chosen so that the magnetic flux in the field tube is conserved as the plasma moves vertically.
Plasma drift velocity measurements
Measurements of vertical plasma drifts at the magnetic equator have been reported by Woodman (1970) and Fejer et al. (1989 Fejer et al. ( , 1991 , obtained using the incoherent scatter radar at Jicamarca, Peru. Typically, upward velocities of 20 m/s to 25 m/s are observed during the day and downward velocities of about the same magnitude at night. A rapid increase in the upward velocity, commencing around sunset and lasting between one to two hours, is also observed which is a consistent feature appearing every day with regularity, after which the velocities reverse to downward. Typical velocities at this pre-reversal peak may be as high as 40 m/s. The amplitude and duration of this pre-reversal peak in the upward velocities vary from one longitudinal region to another and with season, showing a marked dependence on magnetic declination. Woodman (1970) found that the spread in the velocities at any one time, for different days, is as large as the velocities themselves, even during magnetically quiet days, and that the daily behavior of the drift velocities is far from sinusoidal. Also, Fejer et al. (1979) investigated the effects of geomagnetic disturbances on the vertical electromagnetic plasma drifts, finding that in general, in most cases during geomagnetic storm conditions, the drifts are somewhat inhibited. Woodman (1972) has measured the east-west electromagnetic plasma drift component, finding that the plasma drifts westward during the day with a typical velocity of about 50 m/s and eastward at night with velocities from 100 m/s to 150 m/s. Bittencourt and Abdu (1981) found that when the Flayer is sufficiently high, such that transport processes dominate over recombination (above about 300 km), the vertical plasma drifts can be determined to good accuracy from the vertical motions of the F2-peak height, as determined from ionosonde measurements. This technique allows the determination of the vertical plasma drifts in different longitudinal regions to investigate their magnetic declination and seasonal dependence, at least in the hours near sunset and early evening when the F-layer is sufficiently high. This method, however, underestimates the vertical plasma drifts when the F-layer is not high enough, due to the effects of plasma recombination (Bittencourt and Abdu, 1981; Fejer et al., 1989; Batista et al., 1990) .
Theoretical models
Some theoretical models involving the calculation of electric fields, and the corresponding electric potentials, in the low-latitude ionosphere have been developed (e.g. Heellis et al., 1974; Batista et al., 1986 ). These models consider that the equatorial F-region electric field is generated by the atmospheric tides, through the E-region dynamo, and by the thermospheric winds, through the F-region dynamo and the electrodynamical coupling between the E and F-regions. The basic equations include the conservation equations for the neutral air and for the ionospheric ionization, Maxwell equations and the equation for the electric current flow that provides the electrodynamical coupling between the E and F-regions. The models developed by Heellis et al. (1974) and by Batista et al. (1986) assume various simplifying approximations for this set of equations in order to reduce the complexity of its numerical solution. A global vertical drift model for the equatorial F-region was recently published by Scherliess and Fejer (1999) . Fejer et al. (2005) presented an empirical model of equatorial zonal plasma drifts near the F-region, over Jicamarca.
In the LION model we consider the F-region electromagnetic plasma drifts as known quantities and specified as a function of space and time through analytical or empirical formulas, based on incoherent scatter and ionosonde observations, as well as on numerical modeling. Different drift models can be considered in order to provide an adequate representation for the drift dependence on longitude (magnetic declination) and season, as well as on solar activity.
Photoionization and ion chemistry

Photoionization rates
The photoionization rate per unit volume for each of the absorbing atmospheric species, produced by the solar ionizing radiation, can be expressed as (47) where ∞ (λ k ) represents the incident solar extreme ultraviolet (XUV) radiation flux, in the wavelength band specified by λ k , at the top of the atmosphere where the optical depth τ (λk,r,χ ) is zero, σ (i) j denotes the photoionization cross section in the wavelength band λ k for the j th absorbing atmospheric species, r is the radial distance, n j (r) is the number density of the j th species, χ is the solar zenith angle and the summation applies over all wavelength bands of incident solar XUV radiation. The total photoionization rate per unit volume is obtained by summing Eq. (7.1.1) over all absorbing species,
The exponential part in (46) represents the attenuation of the solar radiation produced by the atmosphere above the altitude considered. The optical depth can be expressed as
where H j is the scale height of the j th constituent, Ch(r /H j ,χ ) denotes the geometrical Chapman function which takes into account the Earth's sphericity and σ (a) j (λ k )stands for the absorption cross section in the wavelength band λ k for the j th absorbing species. Equation (48) can be replaced by the following approximated simplified expression
For each of the absorbing species, taken to be O, O 2 and N 2 , the photoionization rate per unit volume is computed from expression (46), considering 62 discrete wavelength intervals in the range from 3.0 nm to 102.6 nm. The incident solar XUV radiation flux ∞ (λ k ) and the absorption and ionization cross sections, σ (a) j (λ k ) and σ (i) j (λ k ), used in previous models were taken from the results published by Hinteregger et al. (1965) , which are based on satellite and rocket observations. Hinteregger (1970) has suggested that these solar XUV radiation fluxes, measured under solar minimum conditions (in 1963) , are probably more representative of solar maximum conditions. Solar EUV flux models have also been published by Tobiska and Barth (1990) and by Tobiska (1991) . The solar fluxes and ionization cross sections published by Tobiska (1991) have been used to generate the results presented here.
The optical depth for each wavelength band is calculated from expression (49), considering the summation (index j ) over the atmospheric species O, O 2 and N 2 . Due to the predominance of atomic oxygen above about 250 km, it constitutes the dominant term in the calculation of the optical depth.
Ion chemistry
Loss of ionization in the ionospheric F-region is controlled by recombination processes such as electron-ion and ion-ion recombinations. The pertinent reactions in these loss mechanisms include radiative and dissociative recombinations. Ionatom interchange and charge exchange reactions are also efficient and must be considered in both production and loss rates for the ion species. Ion-atom interchange reactions are generally more rapid than charge exchange reactions (Bates, 1955) .
The ionization production and loss rates per unit volume, resulting from ion chemistry, are governed by the rate coefficients of the relevant ion-ion, ion-neutral and ion-electron processes. The ionic reactions considered in the LION model and the magnitude of their reaction rate coefficients are presented in Bittencourt (1996) .
Neutral atmosphere model
Several model atmospheres, based on experimental data from satellites and from the basic equations governing atmospheric structure, have been developed, which provide the spatial and time dependence of the neutral gas temperature and neutral species concentrations in the upper atmosphere, including seasonal, solar cycle and geomagnetic activity dependences (e.g. Jacchia, 1965 Jacchia, , 1971 Jacchia, , 1977 Hedin, 1987) .
A simple analytical model for the neutral atmosphere is that based on the Jacchia (1977) atmospheric model, combined with Walker's (1965) analytic expressions for the temperature and density profiles. The modification incorporated by Walker (1965) avoids the numerical integration of the diffusive equilibrium equations for each neutral species. Another possible approach is to use the MSIS-86 thermospheric model of Hedin (1987) , which is based on satellite data.
Temperature profiles
Jacchia's expression for the global distribution of exospheric temperature, T ∞ , is
where T 0 is the minimum nighttime exospheric temperature, (1+R)T 0 is the maximum daytime value of the exospheric temperature, m and n are constants, η and ψ are functions of geographic latitude ( ) and solar declination (δ 0 ), defined by
and the parameter τ is a function of local time defined according to
where H represents the solar hour angle measured from noon, in radians, and β, p and λ are constants which specify the phase of maximum exospheric temperature and the shape of the isotherms of exospheric temperature over the globe. The quantity T 0 is dependent on solar activity. The temperature profile can be calculated, according to Walker (1965) , from
where T 120 is the temperature at 120 km and σ is an analytical function of T ∞ given (in km −1 ) by
where r 0 is the Earth's radius (in km) and
The geopotential altitude, ξ , is given (in km) by
in which z represents the altitude, above the Earth's surface, of the point considered.
Neutral density profiles
The diffusive equilibrium equation can be integrated analytically using the temperature profile given in (54). Walker (1965) obtained the following expression for the number density of the α neutral species
k is Boltzmann's constant, g 120 stands for the gravitational acceleration at the 120 km base level and m α is the mass of the neutral constituent α.
Values for the neutral atmospheric parameters used in the LION model can be found in Bittencourt (1996) .
Diffusion rates and collision frequencies
The general theory for diffusion of ions through a gas was originally developed by Chapman (1939) . In the low-latitude ionosphere the relevant ions O + , O + 2 , NO + , N + 2 and N + diffuse through the gases of the neutral atmosphere and through each other. The force per unit volume acting on the i th species, due to collisions, is given by
where the first summation is over all ion species, except the ith, and the second one is over all neutral atmospheric species.
The collision frequencies used in the present computer model are derived from the relationship
where the b ij 's are the binary collision parameters. The values for the binary collision parameters used in the LION model are the ones given in Bittencourt (1996) and have been derived from the individual ion mobilities in a neutral gas as given by Dalgarno (1961 Dalgarno ( , 1964 . The temperature dependence of the ion-ion collision parameters was considered to be (T i /1500) 5/2 and the dependence of the ion-neutral collision parameters was (T n /300) 1/2 , with the temperatures expressed in degrees Kelvin. Furthermore, in all calculations we take T i =T e =T n . The ion diffusion coefficient D i and the collision frequency ν ij are related through the expression
The summation in Eq. (63) applies to both ions and neutrals.
9 Computational procedure
Variable transformations
In order to simplify the equations and to put them in a form suitable for numerical solution, three variable transformations are made. These variable transformations are dictated mainly by numerical stability considerations, speed of computation and convenience in interpreting the results. The first transformation involves the change of the independent variable time t, to longitudeφ, which allows a straightforward interpretation of the results at specified local times, according to
The second transformation maps the parameter q into a parameter Y , defined by
where is a suitably chosen number and q max is the value of q at the northern end of the field line, where r=r b , and r b is some base value of r. This base level in the present model is taken at 120 km and =10. Equal increments in q give too many points at high altitudes and not enough near the F2-peak. This transformation maps the magnetic field lines into straight lines with Y =1 at the northern end (where q=q max ), Y =0 at the dipole equator and Y =−1 at the southern end (where q=−q max ).
The third transformation replaces the dependent variable n i (r, t) by the variable G i (r, t), defined by
where α=(T e +T i )/T i and H i is the ion scale height. This transformation improves the stability of the numerical solutions since, at great altitudes where n i (r, t) varies in an exponential manner, G i (r, t) is essentially constant along a magnetic field line. It can be applied to any of the ions considered here, but its use was restricted to the O + ions only, which is the dominant ion above the F2-peak in the low-latitude ionospheric F-region. These transformations are incorporated in the equations according to the details given in Bittencourt (1996) . The resultant system of coupled partial differential equations is solved using an iterative, implicit finite-difference method, similar to method three of Crank and Nicolson (1947) (see also Potter, 1980) .
Boundary conditions, spatial grid, and time step
At all times the boundary conditions at y=±1 (base level) are n i (φ, y)=0, while at t=0 some initial ionization distribution is assumed everywhere along the field line. After a few integration steps in time, the solution becomes independent of the initial values adopted, because of the effects of photoionization, ion chemistry and plasma transport.
After the transformation of the coupled set of non-linear differential equations into a discrete numerical set of finitedifference equations, we must specify the time step and spatial grid to be used in the numerical computations. A usual step in φ (local time) is 1 • (corresponding to 4 min), but in some cases a smaller step may be considered, depending on the ionospheric phenomena under analysis. Along the magnetic field line 99 steps are used in y (50 in each hemisphere, with one common point at the magnetic equator). It is appropriate to start the time integration around 08:00 local time, cover a full 24-h period, ending about two or three hours past 08:00 local time of the next day, when the calculation results start to repeat themselves for the same local time. The calculation results for the first two or three hours are then neglected in order to eliminate any possible influence of the initial values adopted. In this sense, the results (densities and velocities for ions and electrons) obtained for a complete day (24 h), along a given field line (moving vertically at the electromagnetic plasma drift velocity in the Lagrangian frame of reference), must repeat themselves for the next 24 h, when the computer program is asked to run in sequence, so that there is a 24-h periodicity in the results.
In order to be able to construct vertical profiles of the particle number densities and velocities, over a latitudinal range between about ±20 • , the integration in φ is repeated over the 24-h period for a given number of magnetic field lines (about one hundred or more field lines) with their equatorial crossing altitude chosen in such a way as to cover the altitude range of interest, for all times, in the latitudinal range considered, as illustrated in Fig. 1 . The distribution in height of the starting magnetic field lines (equatorial crossing altitude of each field line) is selected such that the vertical ionization distribution in the region of the equatorial Appleton anomaly (between at least ±15 • north-south) can be accurately constructed for all φ-steps.
For each step in φ (local time) a two-dimensional interpolation scheme is employed to transform the particle number densities and velocities along the magnetic field lines into a uniform grid in height and magnetic latitude. A twodimensional grid is then constructed at 5 km (or less) increments in height and 0.5 • increments in magnetic latitude using a three-point Lagrange interpolation scheme. This interpolation is carried out first in height along each field line and then in latitude for each height level using the various field lines. These results are then graphically processed with appropriate softwares in order to generate different types of color graphic representations for adequate visualization of the dynamics of the various ionospheric phenomena of interest.
Model results
In this section we shall give some idea of the typical results generated by the LION model, in order to illustrate its potential applicability in the study of a variety of important ionospheric phenomena at low latitudes. The model runs in a normal personal computer (PC) and outputs the results in numerical format as well as in graphic form for each instant of time, thus allowing a continuous visualization of the time evolution of the ionospheric ionization distribution in space.
For illustration purposes, Fig. 2 shows the spatial variation of the F2-region electron density in a height and magnetic latitude grid, for various local times, generated by the LION model for average solar conditions in the eastern Brazilian longitudinal region, during summer in the Southern Hemisphere. In the results shown here we have used the electromagnetic vertical plasma drift velocities published by Batista et al. (1996) , which are based on Jicamarca incoherent scatter measurements (Woodman, 1972 (Woodman, , 1970 , and ionosonde observations over the Brazilian sector for the pre-reversal peak velocities. For the neutral wind model we used the analytical expression given in Eq. (36), taking into account the separation between the geomagnetic and geographic equators and the magnetic declination for the longitudinal region considered (eastern Brazilian sector). For more details on the wind and drift models, refer to Bittencourt (1996) . It must be stressed, however, that the LION model allows the inclusion of external empirical wind models based on satellite and ground-based observations, that give the thermospheric neutral wind velocity distribution (e.g. Hedin et al., 1988 Hedin et al., , 1991 and theoretical global thermospheric models such as that of Fuller-Rowell and Rees (1980) . Figure 3 shows similar results, but for equinox conditions. Similar maps can also be generated for all the ions considered in the model, as well as maps showing the density and velocity variations in different space and local time grids. The F2-peak ionospheric electron density (n m ) as a function of magnetic latitude and local time, generated by the LION model for average solar conditions in the Brazilian longitudinal region, is shown in Fig. 4 (for summer conditions in the Southern Hemisphere), and in Fig. 5 (for equinox conditions) .
The electromagnetic vertical plasma drift at low latitudes is the main process responsible for the formation of the Appleton ionospheric equatorial anomaly, as discussed earlier.
In general terms, as the vertical upward drift increases, the latitudinal separation of the anomaly north-south crests increases, at the same time that the crest-to-trough ratio in the electron density also increases. The enhancement in the vertical plasma drift that occurs just after sunset (known as the pre-reversal enhancement) produces a more pronounced ionospheric anomaly in the early part of the night, and, in some cases (depending on other simultaneous conditions), is responsible for the generation of plasma irregularities and large scale plasma bubbles (depleted plasma regions) in the low latitude ionosphere, through plasma instability processes. When there are no vertical plasma drifts, the peak electron density maximizes near the magnetic equator in the late afternoon hours and the ionospheric equatorial anomaly is not generated. Also, because of the large electrical conductivity along the magnetic field lines, the vertical plasma drift, through the so-called fountain effect, produces a distribution of ionization that is symmetric about the magnetic equator, when a thermospheric neutral wind is not included.
One of the important effects of the thermospheric wind velocity along the magnetic field line is to produce a northsouth asymmetry in the ionization distribution about the magnetic equator. The neutral wind moves, through iondrag, the ionization upward in the upwind side of the magnetic field line, into regions where the recombination rate is lower, and downward in the downwind side of the magnetic field line, into regions where the recombination rate is higher, at the same time that it promotes an interhemisphere transport of ionization. Also, the peak height of the ionospheric F-layer is very sensitive to changes in the wind velocity direction so that when the there is a reversal in the wind velocity the north-south asymmetry in the F-layer peak height distribution is also reversed, showing a very fast response of the ionospheric peak height to changes in the wind direction. The same is not true for the electron density distribution due to the combined effects of recombination. In this sense, the height difference in the F2-region peak heights at conjugate magnetic latitudes, near the anomaly crests, can be used to infer the neutral wind velocities along the magnetic meridian (see, e.g. Bittencourt and Sahai, 1978) .
The north-south asymmetries in the ionization distribution, present in the color maps shown in Figs. 2, 3, 4 and 5, are mainly due to thermospheric wind effects and, to a smaller extent, also due to neutral atmosphere asymmetries associated with the seasons. The asymmetries produced by the thermospheric winds are also strongly dependent on the magnetic declination and, therefore, on the longitudinal region considered. Depending on the season considered, and on the separation between geographic and magnetic equators, very strong thermospheric wind velocities can be responsible for large asymmetries in the ionization distribution and for fast decay (or not) of the ionization after sunset. Different wind models, as well as drift models, can generate different shapes of north-south asymmetries and ionization distributions as a function of latitude and local time.
Similar maps can also be produced for different solar conditions, different longitudes, and for various different geophysical parameters (such as plasma drift velocities, thermospheric wind velocities, ionization rates, collision frequencies, and so on), in order to analyze the ionospheric behavior under various circumstances.
Summary and conclusions
The low-latitude ionospheric (LION) computer model presented here generates the spatial distribution and time evolution of the number density and macroscopic velocity of the electrons and the ions O + , O + 2 , NO + , N + 2 and N + in the low-latitude ionosphere, considering various different geophysical and solar conditions. It permits the study of the ionospheric changes related to solar activity, including the solar cycle variation and changes due to geomagnetic storms, to seasonal and neutral atmosphere variations, to plasma dynamical processes such as electromagnetic plasma drift and thermospheric neutral wind coupling. Also, from the ion density distributions generated by the model, the intensity of various airglow emission lines due to recombination processes can be calculated as a function of space and time. These emissions constitute a powerful diagnostic technique to study, from the ground, various dynamical processes which occur in the low-latitude ionosphere. The total electron content along a given line of sight can be easily calculated from the ionization distribution generated by the model. The LION model results may also be used for studies related to electromagnetic wave propagation through the ionosphere, of great importance in GPS and telecommunications systems.
Different drift models can be used to represent different situations and conditions. As discussed earlier, the amplitude and duration of the pre-reversal peak in the upward plasma drift velocities is greatly dependent on the season and on the magnetic declination at a particular longitude. This dependence is due mainly to the variation in the low-latitude ionospheric conductivity at magnetically conjugate points near sunset as the terminator crosses the magnetic meridian, since the angle formed between these two lines depends on season and magnetic declination. The amplitude and duration of the pre-reversal peak will control the evolution of the equatorial anomaly in the hours just after sunset These effects can be included in the model through proper selection of the electromagnetic plasma drift velocities appropriate for each longitudinal sector and season.
Since the horizontal wind velocity that goes into the model is the wind component along the magnetic meridian, the effects of the geographic zonal and meridional wind components will depend on the value of magnetic declination at a specified longitude. According to Eq. (36), the effects of the geographic zonal wind component will be just opposite in the longitudinal regions where the magnetic declination is east or west (because of the sign of sin δ m ). Thus, the effect of the neutral wind on the low-latitude ionosphere is strongly longitudinal dependent, due to the longitudinal variation of magnetic declination. These effects can be included in the calculations through proper selection, for each longitudinal sector, of the wind velocity model (u θ ) along the magnetic meridian. The use of different wind models, as well as drift models, can generate different ionization distributions as a function of latitude and local time, and various shapes of north-south asymmetries.
Comparison of computer model results with ionospheric measurements and with existent empirical ionospheric models can provide important information for physical interpretation of ionospheric data and for improvement of empirical ionospheric models at low latitudes. We hope that in a subsequent paper we shall present a comparison between LION model results and ionospheric data obtained through ionosonde measurements in the Brazilian longitudinal region, as well as a comparison with empirical models such as the IRI model. Topical Editor M. Pinnock thanks two anonymous referees for their help in evaluating this paper.
