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Abstract
We give sufficient conditions for global existence of positive mild solu-
tions for the weak coupled system:
∂u1
∂t
= ρ1t
ρ1−1∆α1u1 + t
σ1u
β1
2
, u1 (0) = ϕ1,
∂u2
∂t
= ρ2t
ρ2−1∆α2u2 + t
σ2u
β2
1
, u2 (0) = ϕ2,
where ∆αi is a fractional Laplacian, 0 < αi ≤ 2, βi > 1, ρi > 0, σi >
−1 are constants and the initial data ϕi are positive, bounded and inte-
grable functions.
Mathematics Subject Classification (2010). Primary 35K55,
35K45; Secondary 35B40, 35K20.
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1 Introduction: statement of the results and ov-
erview
Let i ∈ {1, 2} and j = 3 − i. In this paper we study the existence of positive
mild solutions of
∂ui (t, x)
∂t
= ρit
ρi−1∆αiui (t, x) + t
σiuβij (t, x) , t > 0, x ∈ R
d, (1)
ui (0, x) = ϕi (x) , x ∈ R
d.
where ∆αi := − (−∆)
αi/2, 0 < αi ≤ 2, is the αi-Laplacian, βi > 1, ρi > 0,
σi > −1 are constants and ϕi are non negative, not identically zero, bounded
integrable functions.
The associated integral system of (1) is
ui(t, x) =
∫
Rd
pi(t
ρi , y − x)ϕi(y)dy +
∫ t
0
∫
Rd
pi(t
ρi − sρi , y − x)sσiuβij (s, y)dyds.
(2)
Here pi (t, x) denote the fundamental solution of
∂
∂t−∆αi (in probability theory
it is called the symmetric αi-stable density). We say that (u1, u2) is a mild
solution of (1) if (u1, u2) is a solution of (2).
If there exist a solution (u1, u2) of (1) defined in [0,∞) × R
d, we say that
(u1, u2) is a (classical) global solution, on the other hand if there exists a number
te <∞ such that (u1, u2) is unbounded in [0, t]×R
d, for each t > te, then we say
that (u1, u2) blows up in finite time. It is well known that a classical solution is
a mild solution, but not vice versa. Therefore, if we give a sufficient condition
for global existence of positive solutions to (2) then we do not necessary have a
condition for global existence of classical solutions to (1). Here we are going to
deal with (mild) global solutions.
Set a ∈ {1, 2} for which
αa = min{α1, α2} and b = 3− a. (3)
We also note that i and j are dummy variables, then if we define an ex-
pression for i we obtain other similar expression for j, changing only the roles
of the indices. For example, in the below inequality (4) is required x˜j and it
is obtained from the definition of x˜i given in (5). We are going to follow this
convention.
The main result is:
Theorem 1 Addition to the above conditions on αi, βi, ρi, σi suppose that
max {x˜i, x˜j} < min
{
1, ρ˜i, ρ˜j,max{k˜i, k˜j}
}
, (4)
where
x˜i =
1 + βi + σi(1− βiβj)
βi(1 + βj)
, ρ˜i = ρi − σi, (5)
2
and
k˜i =
dρiρj(βiβj − 1)− (αjρiσj + αiβjρjσi)βi
βi(αjρi + αiβjρj)
. (6)
If
max {x˜i, x˜j} < ∆ < min
{
1, ρ˜i, ρ˜j ,max{k˜i, k˜j}
}
and ϕi ∈ L
∞
+ (R
d) ∩ Lri+ (R
d), where
ri =
dρiρj(βiβj − 1)
αiρj(1 + βi) + αiρjσi + βiαjρiσj + βi(αjρi − αiρj)∆
, (7)
then (2) has a unique global solution (u1, u2). Moreover, there exists an ε > 0
such that if ‖ϕi‖ri + ‖ϕj‖
βi
rj
< ε, then
tξi ‖ui(t)‖si ≤ cε, ∀t > 0, (8)
where c is a positive constant
si =
dρiρj(βiβj − 1)
αiρjσi + βiαjρiσj + (αiρj + βiαjρi)∆
, (9)
and
ξi =
αiρj −∆αiρj + αiβiρj −∆αiβiρj
αiρj(βiβj − 1)
.
Since we are dealing with an integral equation we just need to have the
solutions of (2) defined almost surely, this is what (8) tell us. But imposing
more restrictions we have that the solutions of (2) are essentially bounded:
Corollary 2 Assume the hypothesis of Theorem 1 and that
max {x˜i, x˜j} < min
{
1, ρ˜j, ρ˜i,max{min{k˜i, kˆi},min{k˜j, kˆj}}
}
, (10)
where
kˆi =
αiρiρj(βiβj − 1)− (αjρiσj + αiβjρjσi)βi
βi(αjρi + αiβjρj)
,
then
||ui(t)||∞ ≤ c||ϕi||∞ + ct
σi−βiξj−ρidβi/(αisj)+1, ∀t > 0.
Remark 3 From the expression (36) of kˆi we observe that αi ≥ d implies
k˜i ≤ kˆi. Then, the bound (8) for the solutions of (2) imply they are essentially
bounded. In others words, for small dimensions the solutions are essentially
bounded and integrable.
Now, if the time-dependent generators are the same and we take a specific
initial data, then we get bounds for the solutions of (2). In particular, this
means that for these choice of parameters there are global non trivial solutions
for (2) with suitable initial conditions.
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Theorem 4 If
αi = αj = α, ρi = ρj = ρ ≤ 1,
and
1 + max{σi + βi(1 + σj), σj + βj(1 + σi)}
βiβj − 1
<
dρ
α
,
then there exists an ε > 0 such that if
ϕi(x) = εp(1, x), x ∈ R
d,
then
ui (t, x) ≤ cε(1 + t)
−k(1 + tρ)d/αp(1 + tρ, x), ∀(t, x) ∈ [0,∞)× Rd,
where c and k are positive constants.
In [4] Fujita shown (for the case α1 = α2 = 2, ρ1 = ρ2 = 1, σ1 = σ2 = 0
and ϕ1 = ϕ2 in (1)) that d = α1/β1 is the critical dimension for blow up of
(classical) solutions of (1): if d > α1/β1, then (1) admits a global solution for
all sufficiently small initial conditions, whereas if d < α1/β1, then for any non
vanishing initial condition the solution blow up.
Since Fujita’s pioneering work there are in the actuality a lot extensions. For
example, some works consider bounded domains, systems of equations, others
consider more general generators like elliptic operators, fractional operators, etc
(see [1], [3], [5], [8], [10], [12] and the references there in).
In this more general context some new phenomenon occurs. We mention
some of them:
• In general, the election of ri in ‖ϕi‖ri depend of the choice of ∆. But
if, αjρi = αiρj then ri is independent of ∆. As a particular case, if
α1 = α2 = 2 and ρ1 = ρ2 = 1 in (1) then our result coincides with the
Uda result (see Theorem 4.2 in [13]).
• We observed that the estimations for global solutions depend on the gen-
erator of ∆αa . On the other hand, the blow up estimations depends on
∆αb (see the results in [14]). From the interpretations of (1) given in the
introduction of [9] we could say that the blow up depends of the slow
(diffusion) motion of the particles and contrary the global existence of the
fast motion of the particles.
• In the literature, the usual way of deal with the estimations required for
the solutions of (2) is throw the properties of the heat equation, now we
do not have such properties. To derive Lp bounds for the solutions we use
a comparison result and the Banach fix point theorem (see Lemmas 8 and
10). A similar method was used in the proof of Theorem 4.
In applied mathematics it is well known the importance of the study of
equations like (1). In fact, for example, they arise in fields like molecular biology,
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hydrodynamics and statistical physics [11]. Also, notice that generators of the
form gi (t)∆αi arise in models of anomalous growth of certain fractal interfaces
[7].
The paper is organized as follows. In Section 2 we give some properties of the
symmetric α-stable densities and provide some preliminary results. In Section
3 we prove the main result, its corollary and Theorem 4.
2 Preliminary results
Let us start dealing with some properties of pi.
Lemma 5 Let s, t > 0 and x, y ∈ Rd, then
1. pi(ts, x) = t
−d/αipi(s, t
−1/αix).
2. pi(t, x) ≥
(
s
t
)d/αi
pi(s, x), for t ≥ s.
Proof. See Section 2 in [12].
Lemma 6 There exists a constant c ≥ 1 such that
pi(t, x) ≤ cpa(t
αa/αi , x), ∀(t, x) ∈ (0,∞)× Rd, (11)
where αa is defined in (3).
Proof. The inequality (11) follows from Lemma 2.4 in [6].
In what follows we will use c to denote a positive and finite constant whose
value may vary from place to place.
For each bounded and measurable function f : Rd → R we have the semi-
group property (in probability it is called the Chapman-Kolmogorov equation):
∫
Rd
(∫
Rd
f(z)pi(t, y − z)dz
)
pi(s, x− y)dy =
∫
Rd
f(y)pi(t+ s, x− y)dy. (12)
Lemma 7 Let µ ≥ 1, then
‖pa(t, ·)‖µ = ct
− d
αa
(1− 1µ ).
Proof. By (1) in Lemma 5 we get
‖pa(t, ·)‖
µ
µ = t
−dµ/αa
∫
Rd
pa(1, t
−1/αax)µdx.
The change of variable z = t−1/αax implies
‖pa(t, ·)‖
µ
µ = t
d
αa
(1−µ)
∫
Rd
pa (1, z)
µ
dz.
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From Theorem 2.1 in [2] we have
lim
|x|→∞
pa(1, x) = 0.
Hence there exists r > 0 such that
pa(1, x) ≤ 1, ∀ |x| > r.
Using this information we have
∫
Rd
pa(1, x)
µdx ≤
∫
|x|≤r
pa(1, x)
µdx+
∫
|x|>r
pa(1, x)dx
≤
∫
|x|≤r
pa(1, x)
µdx+
∫
Rd
pa(1, x)dx
≤
∥∥pa(1, ·)µ1B¯(0,r)(·)∥∥∞ + 1 <∞.
We used that (pa(1, ·))
µ
is a continuous function on the compact set B¯(0, r) (the
closed ball with center at the origin and radius r > 0) and pa(1, x) is a density.
We shall later require several times the following auxiliary tool.
Lemma 8 Let ϕi : R
d → [0,∞), f : [0,∞) × Rd × Rd → [0,∞) and g :
[0,∞) × [0,∞) × Rd × Rd → [0,∞) be continuous functions. Suppose that for
each t ≥ 0 and x ∈ Rd the real-valued, non-negative continuous functions ui, vi
satisfies
ui(t, x) >
∫
Rd
f(t, x, y)ϕi(y)dy +
∫ t
0
∫
Rd
g(t, s, x, y)uβij (s, y)dyds,
and
vi(t, x) ≤
∫
Rd
f(t, x, y)ϕi(y)dy +
∫ t
0
∫
Rd
g(t, s, x, y)vβij (s, y)dyds.
Then ui(t, x) ≥ vi(t, x), for each (t, x) ∈ [0,∞)× R
d.
Proof. Define
Ni =
{
t ≥ 0 : ui(t, x) > vi(t, x), ∀x ∈ R
d
}
.
It is clear that Ni 6= ⊘ (0 ∈ Ni). Let ti = supNi ∈ [0,∞]. We have the following
cases.
ti <∞ and tj <∞: First observe that
ui(tj , x)− vi(tj , x) >
∫ tj
0
∫
Rd
g(t, s, x, y){uβij (s, y)− v
βi
j (s, y)}dyds ≥ 0,
6
we used that the function r 7→ rβi is increasing. This implies ti ≥ tj . Analo-
gously we deduce tj ≥ ti. Therefore ti = tj . The continuity of (ui − vi)(·, x)
yields
0 = ui(ti, x)− vi(ti, x) >
∫ ti
0
∫
Rd
g(t, s, x, y){uβij (s, y)− v
βi
j (s, y)}dyds ≥ 0.
Which is a contradiction.
ti =∞ and tj <∞ (or ti <∞ and tj =∞): Here we have
0 = uj(tj , x)− vj(tj , x) >
∫ tj
0
∫
Rd
g(t, s, x, y){u
βj
i (s, y)− v
βj
i (s, y)}dyds ≥ 0.
This also leads to a contradiction.
In this way, the only possibility is ti =∞ and tj =∞.
Remark 9 Analogously, if for each (t, x) ∈ [0,∞)×Rd the continuous functions
ui, vi satisfies
ui(t, x) ≥
∫
Rd
f(t, x, y)ϕi(y)dy +
∫ t
0
∫
Rd
g(t, s, x, y)uβij (s, y)dyds,
and
vi(t, x) <
∫
Rd
f(t, x, y)ϕi(y)dy +
∫ t
0
∫
Rd
g(t, s, x, y)vβij (s, y)dyds,
then ui(t, x) ≥ vi(t, x), for each (t, x) ∈ [0,∞)× R
d.
Let sj ≥ 1 and define
Eτ =
{
u : [0, τ ]→ L∞(Rd) ∩ Lsj (Rd), |||u||| <∞
}
,
where
|||u||| = sup
0≤t≤τ
{
||u(t)||∞ + ||u(t)||sj
}
.
Let R > 0 and set
Pτ = {u ∈ Eτ : u ≥ 0} , BR = {u ∈ Eτ : |||u||| ≤ R} .
Since Eτ is a Banach space and Pτ , BR are closed subspaces of Eτ , then they
are also Banch spaces. Let us also define the functions fj : {(t, s) ∈ R
2 : t ≥
s ≥ 0} → R as
fj(t, s) = (t
ρj − sρj )αa/αj ,
and fj(t) := fj(t, 0), for j ∈ {1, 2}.
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Lemma 10 If ϕj ∈ L
∞
+ (R
d) ∩ L
rj
+ (R
d), rj ≥ 1, for j ∈ {1, 2} and c > 0, then
the integral equation
vj(t, x) = c
∫
Rd
pa(fj(t), y − x)ϕj(y)dy
+c
∫ t
0
∫
Rd
sσjpa(fj(t, s) + fi(s), z − x)ϕ
βj
i (z)dzds
+c
∫ t
0
∫
Rd
sσj+βj−1
∫ s
0
pa(fj(t, s) + fi(s, r), z − x)
×rβjσiv
βjβi
j (r, z)drdzds
has a unique solution vj ∈ L
∞([0, τ ], L∞+ (R
d)∩L
sj
+ (R
d)), for some τ > 0, when
sj ≥ rj and sjβj ≥ ri. (13)
Proof. Define the mapping F : BR ∩ Pτ → L
∞
(
[0, τ ], L∞+ (R
d) ∩ Lsi+ (R
d)
)
, as
F (ϕ)(t, x) = c
∫
Rd
pa(fj(t), y − x)ϕj(y)dy
+c
∫ t
0
∫
Rd
sσjpa(fj(t, s) + fi(s), z − x)ϕ
βj
i (z)dzds
+c
∫ t
0
∫
Rd
sσj+βj−1
∫ s
0
pa(fj(t, s) + fi(s, r), z − x)
×rβjσiϕβjβi(r, z)drdzds. (14)
First we are going to see that F is onto BR ∩ Pτ . We take (t, x) ∈ [0, τ ] × R
d
and see
|F (ϕ)(t, x)| ≤ c ‖ϕj‖∞
+c ‖ϕi‖
βj
∞
∫ t
0
sσjds+ cRβjβi
∫ t
0
∫ s
0
sσj+βj−1rβjσidrds
≤ c ‖ϕj‖∞ + c ‖ϕi‖
βj
∞ τ
σj+1 + cRβjβiτσj+1+βj+βjσi .
Now let us deal with the Lsj (Rd) norm. By Jensen inequality (see Theorem
14.16 in [15]) and using rj ≤ sj
∥∥∥∥
∫
Rd
pa(fj(t), y − ·)ϕj(y)dy
∥∥∥∥
sj
≤
(∫
Rd
∫
Rd
pa(fj(t), y − x)ϕ
sj
j (y)dydx
)1/sj
=
(∫
Rd
ϕ
sj
j (y)dy
)1/sj
≤
(∫
Rd
ϕj(y)
rj ‖ϕj‖
sj−rj
∞ dy
)1/sj
= ‖ϕj‖
1−rj/sj
∞ ‖ϕj‖
rj/sj
rj
.
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Analogously, since sjβj ≥ ri we have by Minkowski integral inequality (see
Theorem 23.69 in [15]) and Jensen inequality
∥∥∥∥
∫ t
0
∫
Rd
sσjpa(fj(t, s) + fi(s), z − ·)ϕ
βj
i (z)dzds
∥∥∥∥
sj
≤
∫ t
0
sσj
∥∥∥∥
∫
Rd
pa(fj(t, s) + fi(s), z − x)ϕ
βj
i (z)dz
∥∥∥∥
sj
ds
≤
∫ t
0
sσj
(∫
Rd
∫
Rd
pa(fj(t, s) + fi(s), z − x)ϕ
βjsj
i (z)dzdx
)1/sj
ds
= ctσj+1
(∫
Rd
ϕ
βjsj
i (z)dz
)1/sj
≤ cτσj+1 ‖ϕi‖
ri/sj
ri
‖ϕi‖
βj−ri/sj
∞ .
Using that βiβj ≥ 1 we get in the third summand in (14)∥∥∥∥
∫ t
0
∫
Rd
sσj+βj−1
∫ s
0
pa(fj(t, s) + fi(s, r), z − ·)r
βjσiϕβjβi(r, z)drdzds
∥∥∥∥
sj
≤
∫ t
0
∫ s
0
sσj+βj−1
∥∥∥∥
∫
Rd
pa(fj(t, s) + fi(s, r), z − ·)ϕ
βjβi(r, z)dz
∥∥∥∥
sj
rβjσidrds
≤
∫ t
0
∫ s
0
sσj+βj−1rβjσi
(∫
Rd
ϕβjβisj (r, z)dz
)1/sj
drds
≤
∫ t
0
∫ s
0
sσj+βj−1rβjσi ‖ϕ(r, ·)‖
βjβi−1
∞ ‖ϕ(r, ·)‖sj drds
≤ c
(
sup
r≤t
‖ϕ(r, ·)‖∞
)βjβi−1(
sup
r≤t
‖ϕ(r, ·)‖sj
)
tσj+βj+βjσi+1
≤ cRβjβiτσj+βj+βjσi+1.
If we take R large enough such that
R
2
≥ ‖ϕj‖
1−rj/sj
∞ ‖ϕj‖
rj/sj
rj
+ c ‖ϕj‖∞ ,
and τ small enough such that
c ‖ϕj‖
βj
∞ τ
σj+1 + cRβjβiτσj+βj+βjσi+1
+cτσj+1 ‖ϕi‖
ri/sj
ri
‖ϕj‖
βj−ri/sj
∞ + cR
βjβiτσj+βj+βjσi+1 ≤
R
2
,
then for each ϕ ∈ BR ∩ Pτ ,
|||F (ϕ)||| = sup
t≤τ
‖F (ϕ)(t, ·)‖∞ + sup
t≤τ
‖F (ϕ)(t, ·)‖sj ≤ R.
Now let us see that F is a contraction. Let ϕ, ψ ∈ BR ∩ Pτ ,
|F (ϕ)(t, x) − F (ψ)(t, x)| ≤ c
∫ t
0
∫
Rd
sσj+βj−1
∫ s
0
pa(fj(t, s) + fi(s, r), z − x)
9
×rβjσi
∣∣ϕ(r, z)βjβi − ψ(r, z)βjβi∣∣ drdzds.
Using the elementary inequality
|sp − rp| ≤ p(max{s, r})p−1|s− r|, s, r > 0, p ≥ 1,
we have
|F (ϕ)(t, x) − F (ψ)(t, x)| ≤ c
∫ t
0
sσj+βj−1
∫ s
0
rβjσiβjβiR
βjβi−1drds
×|||ϕ− ψ|||
≤ cτσj+βj+βjσi+1|||ϕ− ψ|||.
Also we choose τ > 0 small enough such that
cτσj+βj+βjσi+1 < 1.
From this we have that F is a contraction, then the result follows from Banach
fix point theorem.
Lemma 11 Suppose that ϕi ∈ L
∞
+ (R
d) ∩ Lri+ (R
d), ri ≥ 1, for i ∈ {1, 2}. Then
there exits a local solution (u1, u2) of (2). Moreover, there exits T˜ > 0 such that
ui ∈ L
∞([0, T˜ ], L∞+ (R
d) ∩ Lsi+ (R
d)), for any si satisfying (13) and
si ≥ ri, sj ≥ βi, siβi ≥ sj , (15)
βi
sj
−
1
si
<
αi
d
. (16)
Proof. Proceeding as in Lemma 10 we can find a real number T > 0 such that
(u1, u2) is a solution of (2) in [0, T ]×R
d (see, for example, Theorem 3 in [14]).
From (2) and (11)
uj(t, x) ≤ c
∫
Rd
pa(fj(t), y − x)ϕj(y)dy
+c
∫ t
0
∫
Rd
pa(fj(t, s), y − x)s
σju
βj
i (s, y)dyds. (17)
Using the elementary inequality
(s+ r)q ≤ 2q−1(sq + rq), q ≥ 1, s, r ≥ 0,
in the previous estimation we have
uj(t, x) ≤ c
∫
Rd
pa(fj(t), y − x)ϕj(y)dy
+c
∫ t
0
∫
Rd
pa(fj(t, s), y − x)s
σj
10
×(∫
Rd
cpa(fi(s), z − y)ϕi(z)dz
)βj
dyds
+c
∫ t
0
∫
Rd
pa(fj(t, s), y − x)s
σj
×
(∫ s
0
∫
Rd
cpa(fi(s, r), z − y)r
σiuβij (r, z)dzdr
)βj
dyds. (18)
By Jensen inequality we obtain
(∫
Rd
cpa(fi(s), z − y)ϕi(z)dz
)βj
≤ cβj
∫
Rd
ϕ
βj
i (z)pa(fi(s), z − y)dz,
and using again Jensen inequality
(∫ s
0
∫
Rd
cpa(fi(s, r), z − y)r
σiuβij (r, z)dzdr
)βj
≤ cβj
(∫ s
0
∫
Rd
pa(fi(s, r), z − y)dzdr
)βj−1
×
∫ s
0
∫
Rd
pa(fi(s, r), z − y)r
βjσiu
βjβi
j (r, z)dzdr.
Taken into account this inequalities we deduce from (18)
uj(t, x) < c
∫
Rd
pa(fj(t), y − x)ϕj(y)dy
+c
∫ t
0
∫
Rd
pa (fj(t, s), y − x) s
σj
∫
Rd
ϕ
βj
i (z)pa(fi(s), z − y)dzdyds
+c
∫ t
0
∫
Rd
pa(fj(t, s), y − x)s
σj+βj−1
×
∫ s
0
∫
Rd
pa (fi(s, r), z − y) r
βjσiu
βjβi
j (r, z)dzdrdyds.
It is easy to see that the semigroup property (12) yields
uj(t, x) < c
∫
Rd
pa(fj(t), y − x)ϕj(y)dy
+c
∫ t
0
∫
Rd
sσjpa(fj(t, s) + fi(s), z − x)ϕ
βj
i (z)dzds
+c
∫ t
0
∫
Rd
sσj+βj−1
∫ s
0
pa(fj(t, s) + fi(s, r), z − x)
×rβjσiu
βjβi
j (r, z)drdzds.
By comparison Lemma 8 (see Remark 9) we have
uj(t, x) ≤ vj(t, x), ∀(t, x) ∈ (0,∞)× R
d,
11
and Lemma 10 implies uj ∈ L
∞([0, τ ], L∞+ (R
d) ∩ L
sj
+ (R
d)). From (2) and Min-
kowski inequality (see Theorem 16.17 in [15]) one has
‖ui(t)‖si ≤ c
∥∥∥∥
∫
Rd
pa (fi(t), y − ·)ϕi(y)dy
∥∥∥∥
si
+c
∥∥∥∥
∫ t
0
∫
Rd
pa(fi(t, s), y − ·)s
σiuβij (s, y) dyds
∥∥∥∥
si
:= cJ1 + cJ2. (19)
Let us estimate J1 first. Since si ≥ ri, the Young inequality and Lemma 7
implies
J1 ≤ ‖ϕi‖ri ‖pa (fi(t), ·)‖
(
1+ 1
si
− 1
ri
)
−1 = c ‖ϕi‖ri t
−
dρi
αi
(
1
ri
− 1
si
)
.
Now using that sj ≥ βi, siβi ≥ sj , the Minkowski integral inequality, Young
inequality and Lemma 7 we get
J2 ≤
∫ t
0
∥∥∥∥
∫
Rd
pa(fi(t, s), y − ·)u
βi
j (s, y)dy
∥∥∥∥
si
sσids
≤ c
∫ t
0
(tρi − sρi)
− d
αi
(
βi
sj
− 1
si
)
‖uj(s)‖
βi
sj
sσids.
A change of variable in the above integral allow us to write
J2 ≤
c
ρi
t
−
dρi
αi
(
βi
sj
− 1
si
)
+σi+1
(
sup
s≤t
‖uj(s)‖sj
)βi
×
∫ 1
0
(1− s)
− d
αi
(
βi
sj
− 1
si
)
s
σi
ρi
+ 1
ρi
−1
ds.
Putting this together we have that condition (16) implies that ‖ui(t)‖si is
bounded for t < min{τ, T }.
3 Proof of results
Proof of Theorem 1. The first steep will be to see that it is possible to choice
ri, si, rj and sj such that the conditions in Lemma 11 are satisfied. From (19)
we obtain
‖ui(t)‖si ≤ c ‖ϕi‖ri t
−ξi + c
∫ t
0
sσi(tρi − sρi)−δi ‖uj(s)‖
βi
sj
ds, (20)
where
ξi =
dρi
αi
(
1
ri
−
1
si
)
and δi =
d
αi
(
βi
sj
−
1
si
)
. (21)
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Iterating the inequality (20)
‖ui(t)‖si ≤ c ‖ϕi‖ri t
−ξi + c ‖ϕj‖
βi
rj
∫ t
0
sσi−βiξj (tρi − sρi)−δids
+c
∫ t
0
sσi(tρi − sρi)−δi
(∫ s
0
rσj (sρj − rρj )−δj ‖ui(r)‖
βj
si
dr
)βi
ds.
Let wi(t) = t
ξi ‖ui(t)‖si , then
wi(t) ≤ c ‖ϕi‖ri + c ‖ϕj‖
βi
rj
tξi
∫ t
0
sσi−βiξj (tρi − sρi)−δids
+ctξi
∫ t
0
sσi(tρi − sρi)−δi
(∫ s
0
rσj−βjξi(sρj − rρj )−δjdr
)βi
ds
×
(
sup
r≤t
wi(r)
)βjβi
. (22)
Making some change of variables we obtain
∫ t
0
sσi−βiξj (tρi − sρi)−δids =
1
ρi
tσi−βiξj−δiρi+1
×
∫ 1
0
s
σi−βiξj
ρi
+ 1
ρi
−1
(1− s)−δids. (23)
This integral is convergent if
δi < 1, σi − βiξj + 1 > 0. (24)
In the same way, the second integral in third term in the right hand side of (22)
is finite if
δj < 1, σj − βjξi + 1 > 0. (25)
Whence
wi(t) ≤ c ‖ϕi‖ri + c ‖ϕj‖
βi
rj
tξi+σi−βiξj−δiρi+1
+ctξi
∫ t
0
sσi+(σj−βjξi−δjρj+1)βi(tρi − sρi)−δids
(
sup
r≤t
wi(r)
)βjβi
,
is well defined if
σi + (σj − βjξi − δjρj + 1)βi + 1 > 0. (26)
This can be written as
wi(t) ≤ c ‖ϕi‖ri + c ‖ϕj‖
βi
rj
tηi + ctθi
(
sup
r≤t
wi(r)
)βjβi
,
where
ηi = ξi + σi − βiξj − δiρi + 1, (27)
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θi = σi + [σj − βjξi − δjρj + 1]βi − δiρi + ξi + 1. (28)
Let us take
ξi = (1−∆)xi and ξj = (1−∆)xj ,
for a convenient choice of ∆ > 0.
Assume that
ρiδi − σi = ∆ = ρjδj − σj . (29)
If
θi = 0, (30)
then (28) implies
1 + βi(1 − βj)xi + xi = 0,
whence
xi =
1 + βi
βiβj − 1
.
Also we want
ηi = 0, (31)
then (27) implies
xj =
1 + βj
βiβj − 1
.
The assumption (29) and definitions in (21) yields
βi
sj
−
1
si
=
αi
dρi
(∆ + σi),
βj
si
−
1
sj
=
αj
dρj
(∆ + σj).
Solving such linear system of equations we find si and sj given in (9). On the
other hand, using (21) we get ri and rj given in (7). The conditions (24), (25)
and (26) are satisfies if
max {x˜i, x˜j} < ∆ < min
{
1, ρ˜i, ρ˜j , k˜i
}
,
where x˜i, ρ˜i and k˜i are defined in (5) and (6). For this election of ri, si, rj and
sj the conditions (13), (15) and (16) are also satisfied, then by Lemma 11 we
have a local solution (u1, u2) on [0, T˜ ]×R
d. If we change the roˆles of i and j in
the above procedure we have
max {x˜i, x˜j} < ∆ < min
{
1, ρ˜j , ρ˜i, k˜j
}
.
This implies that the correct condition on ∆ is
max {x˜i, x˜j} < ∆ < min
{
1, ρ˜i, ρ˜j,max{k˜i, k˜j}
}
.
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As a second steep we are going to deal with the Lsi(Rd) boundedness of ui.
Conditions (30) and (31) implies
zi(t) ≤ c
(
‖ϕi‖ri + ‖ϕj‖
βi
rj
)
+ cz
βiβj
i (t), (32)
where
zi(t) = sup
r≤t
wi(r).
If we take ϕi, ϕj small enough such that
‖ϕi‖ri + ‖ϕj‖
βi
rj
< (2c)
βiβj
1−βiβj , (33)
then
zi(t) ≤ 2c(‖ϕi‖ri + ‖ϕj‖
βi
rj
), ∀t ≥ 0. (34)
In fact, if (34) were false, since zi is continuous, the intermediate value theorem
would imply that there exists t0 > 0 such that
zi(t0) = 2c(‖ϕi‖ri + ‖ϕj‖
βi
rj
),
then of (32) we could conclude
‖ϕi‖ri + ‖ϕj‖
βi
rj
≥ (2c)
βiβj
1−βiβj ,
this is a contradiction with (33). The second part of the statement follows from
the definitions of zi and wi together with (34).
Proof of Corollary 2. Let us consider (17), then
||ui(t)||∞ ≤ c
∥∥∥∥
∫
Rd
pa(fi(t), y − ·)ϕi(y)dy
∥∥∥∥
∞
+c
∥∥∥∥
∫ t
0
∫
Rd
pa(fi(t, s), y − ·)s
σiuβij (s, y)dyds
∥∥∥∥
∞
. (35)
Since pa(fi(t), ·) is a density
∥∥∥∥
∫
Rd
pa(fi(t), y − ·)ϕi(y)dy
∥∥∥∥
∞
≤ ||ϕi||∞
∥∥∥∥
∫
Rd
pa(fi(t), y − ·)dy
∥∥∥∥
∞
= ||ϕi||∞.
To estimate the second term in (35) we use Ho¨lder inequality (see Theorem
16.14 in [15]) and Lemma 7
∫
Rd
pa(fi(t, s), y − ·)s
σiuβij (s, y)dyds = ||pa(fi(t, s), · − x)u
βi
j (s, ·)||1
≤ ||pa(fi(t, s), · − x)||(
1−
βi
sj
)
−1
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×||uβij (s, ·)|| sj
βi
= c(tρi − sρi)
−
dβi
αisj ||uj(s, ·)||
βi
sj .
From (35) one has
||ui(t)||∞ ≤ c||ϕi||∞ + c
∫ t
0
(tρi − sρi)
−
dβi
αisj ||uj(s, ·)||
βi
sj s
σids,
and (8) implies
||ui(t)||∞ ≤ c||ϕi||∞ + c
∫ t
0
(tρi − sρi)
−
dβi
αisj sσi−βiξjds
= c||ϕi||∞ + ct
σi−βiξj−
ρidβi
αisj
+1
∫ 1
0
(1− s)
−
dβi
αisj s
1
ρi
(σi−βiξj)+
1
ρi
−1
ds.
Proceeding as in (23) we deduce that the above integral is fine if (24) holds and
dβi
αi
< sj .
The definition (9) of sj impose the condition
∆ <
(αid )[dρiρj(βiβj − 1)]− (αjρiσj + αiβjρjσi)βi
βi(αjρi + αiβjρj)
:= kˆi. (36)
Whence
∆ < min
{
1, ρ˜j, ρ˜i, k˜i, kˆi
}
.
Changing the roˆles of i and j we have the condition (10).
Proof of Theorem 4. Here we consider the equation (17) with
αi = αj = α and ρi = ρj = ρ,
and we write p (t, x) instead of pa (t, x). Under this considerations we study the
solution of
ui(t, x) ≤
∫
Rd
cp (tρ, y − x)ϕi(y)dy +
∫ t
0
∫
Rd
cp (tρ − sρ, y − x) sσiuβij (s, y)dyds,
(37)
with the initial condition
ϕi(x) = εp(1, x), x ∈ R
d.
Define the functions g, h : (0,∞)→ (0,∞) as
g(t) =
(
et − 1
)ρ
, h(t) = [g(t) + 1]
1/α
.
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Through a change of variable the inequality (37) can be transformed into
ui(g
1/ρ(t), h(t)x) ≤ cε
∫
Rd
p (g(t), y − h(t)x) p(1, y)dy
+ c
∫ et−1
0
∫
Rd
p (g(t)− sρ, y − h(t)x) sσiuβij (s, y)dyds
= cεp (g(t) + 1, h(t)x)
+ c
∫ t
0
∫
Rd
p (g(t)− g(s), y − h(t)x) gσi/ρ(s)
× uβij (g
1/ρ(s), y)dyesds
= cε(h(t))−dp(1, x)
+ c
∫ t
0
∫
Rd
p (g(t)− g(s), h(s)y − h(t)x) gσi/ρ(s)
× uβij (g
1/ρ(s), h(s)y)hd(s)dyesds.
Setting
u¯i(t, x) = ui(g
1/ρ(t), h(t)x), t ≥ 0, x ∈ Rd,
we have
u¯i(t, x) ≤ cε(h(t))
−dp(1, x)
+c
∫ t
0
gσi/ρ(s)eshd(s)
×
∫
Rd
p (g(t)− g(s), h(s)y − h(t)x) u¯βij (s, y)dyds.
Also define
wi(t, x) = cεe
−(θi+ηi)tp(1, x), t ≥ 0, x ∈ Rd,
where
θi =
1 + σi + βi(1 + σj)
βiβj − 1
,
and ηi is a positive number to be fixed. Observe that
Ai(t, x) =
∫ t
0
gσi/ρ(s)esh(t)d
×
∫
Rd
p (g(t)− g(s), h(s)y − h(t)x)wβij (s, y)dyds
≤ (cε)βi
∫ t
0
gσi/ρ(s)eshd(t)
×
∫
Rd
p (g(t)− g(s), h(s)y − h(t)x)
×e−(θj+ηj)sβip(1, y)dyds
(
sup
z∈Rd
p(1, z)
)βi−1
.
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Using property (1) in Lemma 5 and the unimodality of p(1, ·) (p(1, x) ≤ p(1, 0),
for each x ∈ Rd) we get
Ai(t, x) < (cε)
βi
∫ t
0
esσi+s−(θj+ηj)βis
×p
(
h(t)−α (g(t)− g(s)) + 1,
h(t)
h(s)
x
)
dsp(1, x)βi−1
= (cε)βi (p(1, 0))
βi−1
∫ t
0
esσi+s−(θj+ηj)βisdsp(1, x).
Since ρ ≤ 1, then
(es − 1)
ρ
+ 1 ≥ eρs, s ≥ 0.
To see this consider the function f˜ : [1,∞)→ R,
f˜(s) = (s− 1)ρ + 1− sρ,
and observe that f˜ ′(s) ≥ 0. Taking into account this,
cεh(t)−dp(1, x) + cAi(t, x)
≤ cεe−dρt/αp(1, x) + (cε)βip(1, 0)βi−1p(1, x)
e(σi+1−(θj+ηj)βi)t − 1
σi + 1− (θj + ηj)βi
:= J3 + J4. (38)
Now let us estimate J3 and J4. For J3 we have
J3 = e
(θi+ηi−dρ/α)twi(t, x) <
1
2
wi(t, x), (39)
because
θi <
dρ
α
,
and taking ηi small enough. And for J4,
J4 = (cε)
βi−1p(1, 0)βi−1
e(θi+ηi+σi+1−(θj+ηj)βi)t − e(θi+ηi)t
σi + 1− (θj + ηj)βi
wi(t, x)
≤ (cε)βi−1p(1, 0)βi−1
e(θi+ηi+σi+1−(θj+ηj)βi)t
σi + 1− (θj + ηj)βi
wi(t, x).
If we take
ηj >
ηi
βi
,
then
θi + ηi + σi + 1− (θj + ηj)βi < 0,
here we used that θi + σi + 1 = θjβi. This yields
J4 ≤ (cε)
βi−1p(1, 0)βi−1wi(t, x).
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Therefore, if ε > 0 is small enough then
J4 ≤
1
2
wi(t, x). (40)
From (38), (39) and (40) we get
cεh(t)−dp(1, x) + cAi(t, x) < wi(t, x).
This means that
wi(t, x) > cεh(t)
−dp(1, x) + c
∫ t
0
gσi/ρ(s)eshd(s)
×
∫
Rd
p (g(t)− g(s), h(s)y − h(t)x)wβij (s, y)dyds.
By the comparison Lemma 8 we have
ui
(
g1/ρ(t), h(t)x
)
≤ cεe−(θi+ηi)tp(1, x), ∀(t, x) ∈ [0,∞)× Rd.
The results follows form (1) in Lemma 5.
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