Gegenbauer, also known as ultra-spherical polynomials appear often in numerical analysis or interpolation. In the present text we find a recursive formula and compute the asymptotic behavior for their L 2 -norm.
Notation and Results

Gegenbauer polynomials C (λ)
n , where λ ∈ I G := (− 1 2 , 0) ∪ (0, ∞) is called the index and n ∈ N 0 is the degree, are the coefficients of following power series expansion in α:
n (x)α n .
The case λ = 0 is not considered here. {C 
1 (x) = 2λx.
For continuous f : [0, 1] → R, the following notation will be used:
We show, as a corollary to our Theorem 1.3, an asymptotic formula for C (λ) n 2 2
for λ > 1. Indeed, one of the key ingredients in [1] was the asymptotic nature of C (2) n 2 2 in n, and the following lemma was proved in the Appendix of [1] . Lemma 1.1. Let ψ denote the digamma function and γ the Euler-Mascheroni constant. Then the Gegenbauer polynomials satisfy for n ≥ 2:
The following result of Corollary 5.2 from [2] will prove to be indispensable. 
Theorem 1.2 (Dette [2]). The Gegenbauer polynomials satisfy for
The first term on the right-hand side above is asymptotically most important: Corollary 1.4. For λ ∈ R >0 , λ = 1, we have following asymptotics in n:
Bounds for the cases − 3 2 < λ < 0 are implicit in the proof. The cases λ ∈ {0, 1} follow by Equation (19) in [1] and Lemma 1.1, respectively.
Ingredients for the Proof of the Theorem
In this section we collect known results concerning Gegenbauer polynomials for later reference and the reader's convenience, and we derive some technical lemmas in Subsection 2.1 to prove Theorem 1.3. To avoid repetition, we will assume λ ∈ I G for the rest of the text if not stated otherwise. Note first that
and C 
Identities for Gegenbauer polynomials
Lemma 2.1. The Gegenbauer polynomials satisfy following identities:
Proof. First we use (5); then apply (4) to the right-hand side below proving (⋆):
where ℓ := λ + 1. Next we obtain by the binomial theorem with (5), (⋆) and (3)
Integration by parts then finishes the argument.
Lemma 2.2. The Gegenbauer polynomials satisfy the following identity:
Proof. Let n = 2m. By Lemma 2.1 and a telescoping sum argument:
Using (1) and summing up, and an application of Dette's result (2) yields:
.
The case n + 1 = 2m is analogous.
Lemma 2.3. The Gegenbauer polynomials satisfy the following identity:
Proof. Note first that by (4) and by quadratic completion
Hence by the binomial theorem and again by (4)
which proves the result when we substitute (6) and use (4) one last time.
Proof of the Main Results
Proof of Theorem 1.3. Subtract the left hand sides of Lemma 2.2 and Lemma 2.3:
an application of Dette's formula (2) then gives the desired expression.
Corollary 3.1. The Gegenbauer polynomials satisfy the following identity:
Proof. We use Lemma 2.3, add zero and obtain with Theorem 1.3
We re-order to obtain the result.
Remark. For our asymptotic analysis we will need the following identity, which follows from the proof of Theorem 1.3 and Corollary 3.1:
This we use with following asymptotic form, see [5] : For |z| → ∞ and α, β ≥ 0: When this holds, we write C (λ) n 2 2 = Θ(n Φ(λ) ). We will first use (7) to show by induction that C (λ) n (1) 2 = Θ(n Φ(λ)+2 ) for λ > 1, λ = 2; as outlined below.
The case λ = m ∈ N >2 : It can be easily seen with Lemma 1.1 and (7), that C
n (1) 2 = Θ(n Φ(3)+2 ). If it holds for m, then by abusing notation and (7):
This proves the assertion as it shows that C (m+1) n 2 2 = Θ(n Φ(m)+4 ), but by (3):
which, when squared, is of order Φ(m)+6. We will use this reasoning throughout.
The case λ ∈ (m, m + 1) for m ∈ N: For λ ∈ (0, 1) and θ ∈ [0, π]:
We square this inequality, multiply by sin(ϕ) 1−2λ ≈ ϕ 1−2λ and integrate:
Note that C (λ)
n (1) = Θ n 2λ−1 by (3) and (8) for z = n, thus nC
as can be seen by (7). Thus Φ(λ + 1) = 4λ, and C (λ+1) n (1) = Θ n 2λ+1 by (8), which finishes the base case and we use induction.
Thus in order to find the two leading terms in the asymptotic form, we have to expand C 
