Abstract. The simulation of multiphase flow in porous media is a ubiquitous problem in a wide variety of fields, such as fuel cell modeling, oil reservoir simulation, magma dynamics, and tumor modeling. However, it is computationally expensive. This paper presents an interconnected set of algorithms which we show can accelerate computations by more than two orders of magnitude compared to traditional techniques, yet retains the high accuracy necessary for practical applications. Specifically, we base our approach on a new adaptive operator splitting technique driven by an a posteriori criterion to separate the flow from the transport equations, adaptive meshing to reduce the size of the discretized problem, efficient block preconditioned solver techniques for fast solution of the discrete equations, and a recently developed artificial diffusion strategy to stabilize the numerical solution of the transport equation. We demonstrate the accuracy and efficiency of our approach using numerical experiments in one, two, and three dimensions using a program that is made available as part of a large open source library.
A number of recent publications have dealt with some of the modeling issues associated with multiphase flow in porous media. These include the development of improved numerical schemes for simulations of multidimensional wave-oriented upwind schemes [33] , an exponential integrator for advection-dominated reactive flow [73] , and an unconditionally convergent nonlinear solver for hyperbolic conservation laws [45] . An open-source MATLAB implementation offering a flexible discretization which can be used in more complex structures has also been developed [56] . A good review of recent efforts to develop either semianalytical solutions for one-dimensional (1D) verification or novel numerical schemes for solving the governing equations efficiently is provided by Geiger, Schmid, and Zaretskiy [38] .
For PEM fuel cells as well as other applications involving more than one phase in porous media, the bottleneck for simulations is the speed with which complex 3D problems can be solved. In this regard, classical finite element and finite volume methods-while having the potential to accurately represent all the salient physicsdo not always compare favorably against other methods such as pore network modeling [9, 12, 57, 62, 63] or the lattice Boltzmann method (LBM) [72, 84] . On the other hand, finite element methods are well understood and integrate easily into many other parts of the engineering workflow, unlike some of the other methods listed above. Increasing the computational efficiency of the finite element/volume numerical methods while retaining their accuracy therefore remains a central challenge.
There are at least five areas which a high performance simulator needs to address to improve computational speed for a given level of accuracy:
• Higher order spatial discretizations that can yield the same accuracy at smaller computational cost, but need to incorporate nontrivial stabilization mechanisms for hyperbolic problems (such as those representing multiphase flow) to benefit from the higher accuracy.
• Adaptive mesh refinement that can vastly reduce the number of cells required to resolve the flow field.
• Adaptive time stepping methods that allow the use of large time steps limited solely by the physical time scale rather than numerical stability.
• Operator splitting methods for coupled problems to transform a complex, coupled problem into a sequence of simpler problems for which more efficient solver techniques are available.
• Efficient solver and preconditioning methods that can accelerate the solution of the linear problems. In this paper, we discuss a framework that addresses all of these issues and demonstrate that, with judicious choice of algorithms, we can accelerate the numerical simulation of multiphase flow problems by more than two orders of magnitude compared to widely used, traditional methods, making possible the simulation of previously inaccessible scenarios. At the core of these algorithms is the development of a new criterion for operator splitting and the adaptation of methods from other fields to accelerate the solution of linear systems and to stabilize the transport equations. The implementation of these methods is described in detail, and the associated code is made available as part of the widely used open source finite element library deal.II [6, 7] through the extensively documented tutorial program Step-43 [20] . We note that for more complex models than the ones considered here, an additional point that needs to be thoroughly addressed is the design of nonlinear solvers (see, for example, [45] ), but we will not consider this here.
To place the proposed techniques into their proper context, in the remainder of this introduction, we summarize the main contributions of this paper and provide an overview of the related literature. The mathematical formulation and algorithm description are discussed in the subsequent sections.
Higher order discretizations and stabilization issues. Stability issues arising from the discretization of advection-dominated problems have long led to the belief that finite volume or upwinding schemes [79] (or their modern incarnation in the form of discontinuous Galerkin (DG) finite element methods [17] ) combined with the usual set of flux/slope limiters are the only choice; in other words, upwinding schemes should be preferred over the introduction of artificial diffusion [49] . The primary reason for this belief is that diffusive stabilization often excessively smoothes out sharp fronts [42, 82] .
On the other hand, it is not completely straightforward to derive upwind schemes of higher order (see, however, [13, 33] ). Higher order methods are attractive becauseup to a certain point-they typically provide the same accuracy with fewer degrees of freedom and less numerical work. Consequently, the development of stabilization methods for higher order methods applied to transport dominated problems is an important step to achieving higher computational efficiency. We have previously demonstrated an artificial diffusion method that, when used with a general continuous finite element discretization for the saturation transport (advection) equation in twophase flow in porous media, ensures stability and accuracy of the solution [21] . The method uses an entropy-based diffusion term, proposed by Guermond and Pasquetti [41] , and is able to efficiently damp unphysical oscillations while providing the same or better resolution for the saturation field as typical low-order DG methods without upwinding [55] . The trick is to ensure that the artificial viscosity term acts only in the vicinity of strong gradients in the saturation and other discontinuities, while disabling it in regions where the solution is smooth. The scheme offers higher order accuracy at least in smooth regions while providing stability where necessary [41] .
Adaptive mesh refinement. In many engineering problems involving fluid dynamics, structural mechanics, etc., automated adaptive mesh refinement (AMR) has been used to obtain numerical solutions with higher accuracy and resolution, while requiring less memory and shorter computational times. Adaptivity, which can be traced back to the late 1970s [5] , is based on the idea that in order to improve numerical accuracy, a fine mesh is not necessarily required everywhere but only in areas where the solution varies significantly. A variety of AMR methods have been proposed depending on the type of physical problem and associated partial differential equations, and a large body of literature exists for these methods (see, for example, [2, 8, 16, 80] for a general overview, and [34, 43] for overviews in multiphase flow). Adaptive methods can be grouped into a number of categories: h-adaptive methods change the local element size h in response to smoothness properties of the solution; p-adaptive methods vary the local polynomial order p of the finite element space; hp-adaptive methods combine the previous two methods; r-adaptive methods move mesh points [24, 25, 26, 54, 74, 75, 76, 87] ; and subgrid methods superimpose finer meshes over the original grid where necessary [10] . Despite this variety, h-adaptive methods are most commonly used in engineering applications today. We note that the literature on the use of adaptive meshes remains relatively limited for transient multiphase flow in porous media.
Adaptivity is driven by refinement indicators that specify which cells of the mesh should be refined, which should be coarsened, and which should remain as they are. These indicators may be based on error estimates for the underlying partial differential equation [2, 8, 80] ; however, for many applications, simpler error indicators based on the smoothness of the solution, such as those proposed in [37, 49] , are often sufficient. In particular, for hyperbolic problems, most refinement criteria will yield very similar meshes that refine sharp fronts as they evolve in space and time, while reducing computational cost by keeping the mesh coarse in areas where fine meshes are not required. For the purpose of this work, we use a relatively simple but effective refinement criterion that is based on the gradient of the saturation.
Operator splitting techniques. Multiphase porous media flow is a coupled problem in which the flow and pressure fields affect the transport of individual phases, but the phase composition also nonlinearly affects the flow and pressure fields. Such couplings significantly complicate the numerical solution. Operator splitting methods, first introduced by Douglas, Peaceman, and Rachford [28, 29, 30, 31, 61] and in the form of fractional step methods by D'yakonov [32] and Yanenko [85] , alleviate the problem by breaking up the coupled problem into a sequence of simpler problems whose solution can, if necessary, be iterated until sufficient accuracy is reached.
In the context of nonreactive systems of multiphase flow in porous media, two kinds of operator splitting are typically used: splitting the pressure-velocity calculation from the saturation calculation (see, for example, [39, 69, 71] ), and splitting the saturation calculation into convection and diffusion components [23, 35, 36, 46] . We will here focus on the first variant, leading to time stepping schemes that are most commonly referred to as IMPES (implicit pressure, explicit saturation). In these schemes, one first solves the implicit, time independent pressure/velocity system with the current saturation values, and then uses an explicit time stepping scheme to advance the saturation by one time step.
1 While this effectively decouples the two equations, one is left with the important problem that solving the equations for flow velocity and pressure is much more expensive than solving that for the saturation, and vastly dominates the overall computational effort. On the other hand, the effect of the saturation on the flow field is typically weak; i.e., the flow field evolves only slowly, while the saturation changes significantly at each time step.
2 Consequently, we will here explore the possibility of not solving the computationally expensive flow equations at every time step but only when necessary, thereby significantly reducing computing time.
Such methods have previously been developed (see, for example, [1, 18, 19] ) but with a fixed number of saturation time steps between each solution of the flow field. We will here make the timing of solving the flow equations adaptive using a new a posteriori criterion (see Theorem 3.1 below) relating the change in the velocity to the change in the saturation since the flow equations were solved last.
Solver and preconditioner techniques. The result of operator splitting methods is a sequence of linear systems-frequently ill-conditioned, nonsymmetric, and/or indefinite-that need to be solved efficiently. Their size typically leaves Krylov subspace methods as the only viable choice, hence requiring good preconditioners for efficient solution. In the context of the mixed formulation of porous media flow, the B153 saddle point structure of the flow problem presents a particular complication. An overview of solvers can be found in [3, 64, 65, 67] . We will here adapt a method originally proposed for the Stokes system by Silvester and Wathen [70] that leads to very efficient preconditioners that can also be shown to easily scale to very large parallel computations [48] .
Overview of the paper. The remainder of the paper presents the mathematical formulation of the methods outlined above and shows how they can be combined to form a method that achieves a speed-up of more than two orders of magnitude compared to a traditional two-phase porous medium solver. Section 2 presents the mathematical flow model, followed in section 3 by a discussion of the time stepping, discretization, operator splitting, and stabilization methods. We show numerical results in section 4. We conclude in section 5.
As mentioned above, the code in which our methods are implemented is available as part of the open source library deal.II [7] in the form of the extensively documented Step-43 tutorial program [20] . It is meant as the basis for further experiments by others. We note that while we only show examples below that use rectangular grids, nothing in the design of Step-43 prevents the use of deal.II's facilities for unstructured meshes approximating complex geometries.
Mathematical model of two-phase porous media flow.
We consider the flow of a two-phase immiscible, incompressible fluid. Capillary and gravity effects are neglected, and viscous effects are assumed dominant. The governing equations for such a flow are then [39] 
where S is the saturation (volume fraction) of the second (wetting) phase, p is the pressure, K is the permeability tensor, λ t (S) is the total mobility, is the porosity, F (S) is the fractional flow of the wetting phase, q is the source term, and u t is the total velocity. The exact dependency of F, λ t on S rests on the chosen media parameterization; we will give concrete examples in section 4 when presenting numerical results. If the porosity in (2.3) is constant, it can be considered a scaling factor for the time variable, and could be omitted. However, we will continue to carry this coefficient for generality.
Equations (2.1)-(2.3) are augmented by initial conditions for the saturation and boundary conditions for the pressure. Since the flow equations do not contain time derivatives, initial conditions for the velocity and pressure variables are not required. The flow field separates the boundary into inflow or outflow parts. Specifically,
and we arrive at a complete model by also imposing boundary values for the saturation variable on the inflow boundary Γ in .
Numerical methods.
As noted in the introduction, the numerical solution of (2.1)-(2.3) is computationally costly. In the following subsections, we will discuss the numerical methods we use to solve them efficiently and accurately.
Adaptive operator splitting and time stepping.
The time stepping schemes most commonly used to solve equations of the kind (2.1)-(2.3) are of IMPES type in which one first solves the implicit pressure/velocity system (2.1)-(2.2) with the current saturation values, and then uses an explicit time stepping scheme to advance the saturation by one time step using (2.3). In IMPES schemes, the vast majority of computing time is spent in the implicit solver for the pressure and velocity variables. Computing efforts may be significantly reduced by noting that the pressure and velocity fields depend only weakly on the saturation, and therefore do not change significantly between time steps, whereas saturation fronts typically move by one cell in each step. We here propose a scheme that solves for the saturation at every time step, and only updates the velocity and pressure whenever necessary (we will call the intervals between such updates "macro time steps"). During saturation time steps in which we do not solve for the velocity, we find a velocity field by extrapolation from the previous two available velocity solutions. A similar method is described by Abreu et al. in [1] where the pressure system is only solved once per fixed number of saturation time steps. A better approach would let the length of the macro time steps depend adaptively on the changes incurred in the saturation since the last update.
To derive such a scheme, let superscripts in parentheses denote the number of the time step at which a quantity is defined. Furthermore, let n (k) be the number of the time step in which we computed the velocity and pressure variables for the kth time, and consider a time step n so that n (k) < n < n (k+1) . For the coupling in the saturation equation, we only need the velocity u (n) t ; however, we do not want to compute u (n) t but rather use a quantity already computed. Consequently, we need a criterion that tells us when this approximation becomes inadequate; i.e., we need to estimate u
We will not attempt to derive such an estimate at the level of the original partial differential equation. Rather, let us assume (as discussed further down below) that we have discretized the velocity-pressure equations with one of the usual finite element methods. Then, if we were to solve for the discretized pressure and velocity in time step n, they would have to satisfy the system of equations
, where B, B T correspond to the operators −div and ∇, respectively, and M u (S) cor-
have to satisfy a corresponding set of equations. Then we have the following theorem.
) and U (n) , P (n) be solutions to (3.1) at time steps n (k) and n, respectively, and assume that the source terms and pressure boundary
the mesh T consisting of cells κ is shape regular, (ii) that the finite element space results in a stable discretization, (iii) that [Kλ t (S)]
−1 is bounded for the range of saturations S that appear in the solution, and (iv) that the source term q(x) is bounded and consequently F < ∞.
Then there exist constants C 1 , C ∞ such that
2)
In other words, the theorem provides a way to estimate, up to a constant, how far the unknown velocity u (n) t has deviated from the previously computed u (n (k) ) t , using only the saturations computed at the two time steps involved. We will construct a concrete indicator from this below.
Proof. Let
Under the assumptions of the theorem, A(S) is an invertible matrix and the norm of G is bounded. Consequently,
) −1 G and we have for any vector norm and associated matrix norm
Next observe that among the components of A only M u depends on the saturation, i.e., A(S (n
) . Thus, we get
by setting C = sup S A(S) −1 2 F 2 and using the assumed boundedness of A(S) as a function of saturation S.
Since this holds for any vector and associated matrix norm, we may choose one that allows for the convenient evaluation of (3.4). To this end, recall that
Furthermore, for all common finite element shape functions, we have j v j = e with e = (1, 1) T in two dimensions and similar in three dimensions. Then
By our choice of finite element space, each of the shape functions v i is nonzero in only one vector component. Furthermore, it is nonzero only on a patch ω i ⊂ Ω that is the union of a number of cells. Let n v be the maximal number of cells meeting at any one vertex of the triangulation T; then
.
The first statement of the theorem follows from this by using (3.4), combining the norm-dependent constant C and n v into C 1 . The second claim of the theorem is proven in exactly the same way. Remark 3.2. Intuitively, one would expect
but be more or less independent of the spatial discretization. On the other hand, the previous theorem seems to indicate that the difference in velocities decreases with the size of mesh cells κ ∈ T since h d = |κ| appears on the right-hand side (with d = dim Ω). However, this latter conclusion is a fallacy; the constant C in the previous lemma grows like h −d , canceling this factor. Consequently, it is indeed the change in inverse mobilities λ −1 t (S) along with the permeability that determines the change in velocities.
Following this reasoning, let us define the following indicator function derived from the first estimate of the theorem above:
This quantity is easily and cheaply evaluated in each time step n. We then update the velocities and pressures by solving (3.1) whenever we find that θ(n, n (k) ) ≥ θ * , with θ * a user-provided threshold. Remark 3.3. In the common case of a diagonal permeability tensor K(x) = k(x)1 the evaluation of (3.6) can be simplified using K
. Remark 3.4. The criterion above recomputes velocity and pressure whenever the current velocity would deviate more than a certain amount from the last computed one. On the other hand, at time steps where we do not recompute it, we use a velocity field extrapolated from the previous two times it was computed. A more appropriate criterion would therefore compare the (unknown) U (n) against the extrapolated velocity (i.e., a second order change) rather than against U (n (k) ) (a first order change).
A proof of such a statement is immediately apparent. That said, we suspect that the resulting criterion replacing (3.6) would likely not make a significant difference other than that we would have to choose a different threshold θ * . The reason is that we essentially only consider significant changes in the saturation, not infinitesimal ones. Furthermore, because the saturation is contained in a rather small interval, any large first order change must necessarily be accompanied by a significant second order change as well (linear change simply can't go on for very long if the function has to be bounded in [0, 1]). Thus, we conjecture that a second order version of the theorem would result in an indicator that, as far as practical consequences are concerned, would yield similar results to the first order version described above.
In summary, the algorithm outlined above allows us to perform a number of saturation time steps of length Δt (n) c until criterion (3.6) tells us to recompute velocity and pressure variables, leading to a macro time step of length
We choose the length of (micro) steps subject to the Courant-Friedrichs-Lewy condition according to the criterion
, which we have confirmed through numerical experimentation to be stable for the choice of finite element and time stepping scheme for the saturation equation discussed below. Here, h κ denotes the diameter of cell κ and p S the polynomial degree of the shape functions used to discretize the saturation variable (where we choose p S = 1 in all examples below). The result is a scheme where neither micro nor macro time steps are of uniform length, and both are chosen adaptively.
As an implementation detail, we note that we always solve the pressure-velocity part in the first three micro time steps to ensure accuracy at the beginning of computation, and to provide starting data to linearly extrapolate previously computed velocities to the current time step. A detailed description of the overall algorithm is shown in Algorithm 1.
Algorithm 1.
Adaptive operator splitting for time steps n ≥ 3.
Compute the indicator θ(n, n (k) ) for recomputing u t , p from (3.6); if θ > θ * then
Solve the pressure-velocity system for u −1) ) ; end Solve the saturation transport equation for S (n) using u * t ; end 3.2. Spatial discretization and AMR strategy. The IMPES scheme described above requires the separate solution of velocity/pressure and saturation equations. We discretize these on the same mesh composed of quadrilaterals or hexahedra, using continuous Q 2 elements for the velocity and Q 1 elements for the pressure; this choice satisfies the usual Ladyzhenskaya-Babuska-Brezzi (LBB) conditions [14, 17] . We use continuous Q 1 finite elements to discretize the saturation equation.
As mentioned in the introduction, choosing meshes adaptively to resolve sharp saturation fronts is an essential ingredient to achieving efficiency in our algorithm. Here, we use the same shock-type refinement approach used in [21] to select those cells that should be refined or coarsened. The refinement indicator for each cell κ of the triangulation is computed by
where S h (x κ ) is the discrete saturation variable evaluated at the center of cell κ. This approach is analogous to ones frequently used in compressible flow problems, where density gradients are used to indicate refinement. Cells are coarsened if η κ < θ c and refined if η κ > θ r for given thresholds θ c , θ r ; see also [21] . Meshes resulting from this choice can be seen, for example, in Figures 4.4 and 4 .10 below.
Artificial diffusion stabilization of the saturation equation.
The chosen Q 1 elements for the saturation equation do not lead to a stable discretization without upwinding or other kinds of stabilization, and spurious oscillations will appear in the numerical solution. Adding an artificial diffusion term is one approach to eliminating these oscillations [17] . On the other hand, adding too much diffusion smears sharp fronts in the solution and suffers from grid-orientation difficulties [17] . To avoid these effects, we adapt an artificial diffusion term originally proposed by Guermond and Pasquetti [41] .
This method modifies the (discrete) weak form of the saturation equation (2.3) to read
where ν is the artificial diffusion parameter andF is an appropriately chosen numerical flux on the boundary of the domain (we use the obvious full upwind flux for this). Following Guermond and Pasquetti [41] , we choose ν(S h ) as a piecewise constant function, set on each cell κ with diameter h κ as
where α is a stabilization exponent and β is a dimensionless user-defined stabilization constant. We choose u t max{F (S), 1} instead of the true fluid velocity u t F (S) to avoid difficulties at so-called sonic points where F (S) = 0. 3 The velocity and saturation global normalization constant, c(u t , S), and the residual Res(S) are, respectively, given by
Taking the maximum with the constant 1 rather than any other number is motivated by the observation that for physical reasons we need to have F (0) = 0, F (1) = 1, and so on average over the interval [0, 1] we have F = 1. In models such as those used in section 4.1, the saturation remains within a narrower interval [Swr, 1−Snwr ] and one typically has F (Swr ) = 0, F (1−Snwr) = 1. In that case, one may want to define the artificial viscosity by using the maximum with 1/(1 − Swr − Snwr ) since this is the average value of F (S) over the physically relevant interval. We believe that either choice is appropriate-the purpose of the modification is simply to have an artificial viscosity that is nonzero to ensure convergence to the viscosity limit even in places where F (S)(x) = 0.
and (3.12)
Res(S) = ∂S ∂t
where c R is a second dimensionless user-defined constant, diam(Ω) is the diameter of the domain, and var(S) = max Ω S − min Ω S is the range of the present saturation values in the entire computational domain Ω. This stabilization scheme has a number of advantages over simpler schemes such as finite volume (or DG) methods or streamline upwind Petrov Galerkin (SUPG) discretizations. In particular, the artificial diffusion term acts primarily in the vicinity of discontinuities since the residual is small in areas where the saturation is smooth. It therefore provides for a higher degree of accuracy. On the other hand, it is nonlinear since ν depends on the saturation S. We avoid this difficulty by using an explicit Euler time stepping method, which leads to the following fully discrete problem at time step n:
where u * t is the velocity linearly extrapolated from u
to the current time t (n) (see Algorithm 1). Consequently, the equation is linear in S (n) h
and all that is required is to solve with a mass matrix on the saturation space.
Linear solvers and preconditioning.
Following the discretization of the governing (2.1)-(2.3) discussed above, we are left with solving linear systems first for the velocity and pressure (if necessary, as determined by the criterion (3.6)) and then for the saturation. The first of these two has the form (3.14)
where the individual matrices and vectors are defined as follows using shape functions v i for velocity and φ i for pressure:
We solve this linear system using the generalized minimal residual (GMRES) method [68] . Ideally, one would want to use the following preconditioner:
T is the Schur complement [86] of the system. With this preconditioner, we have
It has been shown that GMRES converges in two iterations for this matrix [70] . On the other hand, we can of course not expect to use exact inverses of the velocity mass matrix and the Schur complement. We follow an idea by Silvester and Wathen [70] originally proposed for the Stokes system. Adapting it to the current set of equations yields the preconditionerP
where a tilde indicates an approximation of the exact inverse matrix. Since [40] . On the other hand, the exact Schur complement S corresponds to the porous media flow operator in nonmixed form, i.e., the operator −∇ · [Kλ t (S)]∇ applied to the pressure space; consequently, the matrixS = ((Kλ t ) ∇φ i , ∇φ j ) Ω should be a good approximation of the actual Schur complement matrix S when applied to the pressure.S is again symmetric and positive definite, and we use an incomplete Cholesky decomposition ofS for S −1 . It is important to note thatS needs to be built with Dirichlet boundary conditions to ensure its invertibility. An alternative to the left preconditioner (3.19) would be to use a right-preconditioner; for ill-conditioned problems, this can make determining a stopping criterion for GMRES simpler (see [48] ), though we have not found this to be necessary here.
Once the velocity u * t is available (either by direct computation or by extrapolation from time steps n (k−1) , n (k) ; see Algorithm 1), we can assemble and solve the saturation equation using
where M S ij = ( φ i , φ j ) Ω and F 3 as given in (3.13). The mass matrix M S is solved by the conjugate gradient method, using once more an incomplete Cholesky decomposition as preconditioner.
Results and discussion.
In this section, we show numerical results that illustrate the efficiency and accuracy of our combined methods in solving (2.1)-(2.3). We first verify the accuracy of the methods by solving a 1D test case and evaluating the numerical solution against an analytical one. We then compare two-dimensional (2D) simulations with those previously obtained with a simpler finite element method and then consider a simulation with an unfavorably high mobility ratio that has in the past been used to demonstrate grid alignment effects. We finally utilize the approach for 3D computations and in particular show the speed-up obtained to test its efficiency. In the problems considered here, there will be no internal source term (i.e., q = 0) and flow will only be driven through pressure and saturation boundary conditions.
1D verification.
In order to verify the reliability of the proposed methods, we choose the standard Buckley-Leverett problem [15] as a benchmark test. This set of equations describes the transient displacement of oil by injected water in a homogeneous, 1D horizontal system in the absence of capillary effects. We parameterize the flow using constant total mobility λ t and permeability K, and choose the relative permeability models for both phases as where subscripts w, nw represent the wetting and nonwetting phases, respectively, and where S e = (S w − S wr )/(1 − S wr − S nwr ) is the effective saturation and S * r is the residual saturation for each phase. It is important to note that physical saturation levels cannot fall below the residual (or immobile) saturation levels; we therefore set S e = 0 if S < S wr and S e = 1 if S > (1 − S nwr ), thus ensuring the fractional flow of water remains bounded between 0 and 1. With the two relative permeability models, the fractional flow of water with μ w = μ nw (see [83] ) is then
The values of the physical parameters are summarized in Table 4. 1. In addition, we choose initial and boundary conditions as follows:
This model, describing the invasion of a water front from left to right, allows for a semianalytic solution against which we can compare our numerical solution at t = 1500 days (see [4, 83] ). In particular, it is possible to compute the location of the discontinuity at this time accurately to 198.8. We note that in this test case, the incompressibility of the fluid leads to a constant velocity and the constant mobility results in a linear pressure profile. Neither of these two variables changes as a result of changes in the saturation and can therefore be solved only once at the beginning of the simulation (this is reflected by the fact that the adaptive operator splitting indicator (3.6) will always be zero for subsequent time steps). Figure 4 .1 shows convergence of the solution and that the artificial viscosity formulation allows us to resolve shocks with a width of some 5-6 cells and no oscillations. Figure 4 .2 investigates whether using the entropy-based artificial viscosity (3.10) is indeed better than using a simple, first order artificial viscosity of the form as is frequently done. The figure shows that the shock is moderately better resolved; the primary difference, however, is in the resolution of the rarefaction wave at the left end of the domain, which is accurately represented using the entropy-based formulation, but not so with the first order viscosity that is too diffusive in this area (as shown in the bottom left panel of the figure, the first order viscosity is orders of magnitude larger than the entropy-based one). The figure also shows convergence in the L 1 norm that is appropriate for hyperbolic problems, at a rate of approximately 0.9 (the theoretical convergence rate approaches 1 as the polynomial degree of the finite element space increases) and that the entropy-based artificial viscosity leads to errors smaller by about a factor of 2 compared to the first order viscosity. We con- clude that even for the relatively simple 1D Buckley-Leverett problem, the benefits of the entropy-based artificial viscosity are substantial.
2D comparison against existing methods.
The results of the previous section show that the method converges to the exact solution as expected. In this section, we will investigate the level of accuracy we can expect from our method by comparing it with a widely used method for these equations, namely, using uniform grids together with discretization by Raviart-Thomas finite elements [66] for velocity and piecewise constant, discontinuous DG elements for pressure and saturation. This discretization is equivalent to a standard finite volume method for the saturation in conjunction with a staggered mesh discretization for the flow variables and satisfies the usual stability condition [14] ; it is the basis for the program used in [55] against which we will compare results obtained with our algorithms.
To do so, let us consider a 2D test case where we parameterize total mobility λ t and fraction flow F as follows:
Coefficients are chosen as in Table 4 .2. Following a commonly used prescription for the dependence of the relative permeabilities k rw and k rnw on saturation, we use
Initial conditions are required only for the saturation variable, and we choose S(x, 0) = 0; i.e., the porous medium is initially filled by the nonwetting phase. We prescribe a linear pressure on the boundaries:
As discussed in section 2, pressure and saturation uniquely determine a velocity, and the velocity determines whether a boundary segment is an inflow or outflow boundary.
On the inflow part of the boundary, Γ in (t), we impose
In other words, the domain is flooded by the wetting phase from the left. No boundary conditions for the saturation are required for the outflow parts of the boundary. We consider a heterogeneous but isotropic porous media; i.e., we choose the permeability tensor as K (x) = k(x) · 1, and choose k(x) as in [55] in the shape of a high permeability region that meanders from the left to the right (see the shape of the solution in Figure 4 .4):
This permeability field and streamlines for the resulting flow are shown in Figure 4 .3. In order to compare solutions, consider the case when the pressure-velocity system is solved once every 10 saturation time steps (fixed operator splitting). Figure 4 .4 compares saturation contours between our discretization and the reference discretization outlined above at t = 0.589. The results are essentially identical, but it is clear that the adaptive mesh has far fewer degrees of freedom. Figure 4 .5 shows the same saturation profiles but where the pressure-velocity system is solved only once every 30, 60, and 90 saturation time steps; it is obvious that the errors are getting more noticeable as the frequency of solving the pressure-velocity part decreases.
In contrast to this, when we drive the operator splitting by criterion (3.6) with θ * = 5, the difference between the two methods vanishes (see Figure 4 .6), justifying our proposed indicator for the operator splitting algorithm. In particular, the solution so obtained is less diffusive than the one obtained by the reference approach using DG elements despite the use of a computationally far cheaper approach.
2D quarter five-spot problem.
The accurate simulation of miscible displacement plays an important role in the prediction of physical representation. Many such simulations involve adverse mobility ratio displacement; that is, the displacing fluid flows more easily through the porous medium than does the displaced fluid. For such cases, it has been demonstrated that numerical methods can suffer from fronts that are excessively smeared or that suffer from grid-orientation effects depending on whether flow is parallel or diagonal to mesh lines (see, for example, [47] ). The grid-orientation phenomenon was first observed for immiscible displacement by Todd, O'Dell, and Hirasaki [78] in 1972. A more dramatic demonstration of the issue was given by Coats et al. [22] in 1974. For a more complete discussion see Vinsome and Au [81] .
Kozdon, Gerritsen, and Christie [47] noted that for some numerical schemes, with favorable mobility ratios, numerical solutions converge with grid refinement on both aligned and diagonal grids, while for unfavorable mobility ratios, convergence to the same solutions is not achieved with grid refinement. In order to verify that our numerical combination with adaptive grids is able to be used to obtain grid-independent solutions, let us consider results in which the mobility ratio is 30, i.e., the viscosity ratio μ w /μ nw = 1/30. As the geometry for this test case, we use a quarter five-spot. Here an initially nonwetting phase is drained through water injection happening at the lower left corner. The nonwetting fluid flows out of the domain at the upper right corner as shown in Figure 4 .7. The relative permeability models and fractional flow of wetting phase used here are the same as described in the previous section. The initial and boundary conditions are defined as
Material parameters for this setup are summarized in Table 4 .3. The corresponding saturation field is shown in Figure 4 .8 at t = 7.773, corresponding to roughly 0.19 pore volumes injected (PVI). This flow field is in good agreement with the results previously obtained by Kozdon, Gerritsen, and Christie [47] and Edwards [33] . 
3D simulations.
To evaluate the solution approach in three dimensions, we choose initial and boundary conditions in the same way as in the 2D simulations in section 4.2. Furthermore, we consider a heterogeneous but isotropic porous medium with a pseudo-random permeability described by
(4.8) The N centers x l of high permeability regions are randomly chosen in Ω. The permeability field is truncated from above and below to ensure a reasonable limit on the heterogeneous contrast. We will present results for N = 200, for which k(x) is depicted in Figure 4 .9. In order to evaluate the adaptive operator splitting method, let us consider the number of saturation time steps between successive solves for the velocity and pressure variables, as determined by criterion (3.6) . This is shown in Figure 4 .12 for two different values of the threshold θ * . Not surprisingly, choosing a larger value for the threshold relaxes the constraints and leads to more saturation time steps between macro solves. In both cases these numbers increase as the simulation progresses. This can be explained by observing that flow initially happens along only a few fingers but then spreads out across higher permeability areas; the average velocity of the front therefore declines, leading to smaller saturation changes per time step. From this figure, it is obvious that even with the tighter of the two criteria, the savings in the number of flow solves are at least a factor of 10 when averaged over the entire simulation; given that the flow solve is far more expensive than that for the saturation equation, the savings in computing time are corresponding. In addition, the variability of the time between macro solves shown in the figure illustrates the need for an adaptive criterion, rather than simply solving the flow equations every fixed number of time steps.
Performance evaluation.
In our final set of numerical experiments, we will compare the performance of our approach with algorithms that use simpler meshes, solvers, or operator splitting methods. We will do so both in two as well as in three dimensions, where computations are typically very expensive due to the number of degrees of freedom required to solve sharp fronts. In particular, we compare the run time of different combinations of the methods discussed herein (adaptive mesh, adaptive mesh plus adaptive operating splitting, and adaptive mesh plus adaptive operating splitting plus block matrix preconditioning). The number of degrees of freedom ranges from 2,176 to 41,732 in two dimensions, and from 63,490 to 449,999 in three dimensions. All other conditions, including the use of the same CPU (AMD Opteron 2.2 GHz), are identical between simulations, and we use the same parameters as well as the same minimum element size h. The base line code uses a uniform mesh, solves the velocity/pressure system in each saturation time step, and uses the Schur complement solver previously used in [55] . Table 4 .4 shows run times for the various combinations. Mesh adaptivity alone improves performance in the 2D/3D cases by about 43%. The adaptive operator splitting plus adaptive grids (third column) already provides up to 92% reduction in computing time compared with using uniform grids and solving the velocity-pressure system in each time step. Finally, the combination of all methods considered in this paper reduces compute time by a factor of 160-180, making computations possible that would otherwise be unachievable. The compute times could be further accelerated by parallelizing operations across multiple cores of a single computer, or across the nodes of a cluster. For example, we report in [48] that all of the techniques outlined here can be scaled to hundreds or even thousands of processors in the context of solving a problem described by the Boussinesq approximation that is structurally similar to the equations used here.
Conclusions and future work.
Motivated by the computational expense of the methods that are traditionally used for this task, we have presented efficient integrated numerical methods allowing high-resolution simulation of two-phase flow in porous media. The methods are based on a finite element discretization using continuous elements and consist of (i) an adaptive operator splitting method that only recomputes the velocity and pressure variables whenever necessary, as determined by a new objective indicator; (ii) block matrix preconditioning methods that greatly reduce the compute time needs; (iii) an entropy-based stabilization term that preserves accuracy and ensures stability; and (iv) locally adaptive mesh refinement allowing highly resolved time-dependent simulations. The robustness and effectiveness of the numerical methods were demonstrated through a number of simulations and compared with regard to both their accuracy as well as the required CPU time. In addition, the methods described here provide no significant bottleneck to parallelization and can be made to run on clusters of computers using the techniques discussed in [48] for even greater computational efficiency. As also shown there, the cost of refining the mesh occasionally is negligible, and thus even small reductions in the number of cells due to adaptivity pay off in terms of overall run time.
More complex multiphase flows involve additional physical processes, such as multiple interacting phases or capillary effects with a capillary pressure relationship that is fundamentally dependent on material properties and operating conditions, saturation, wettability, and other material properties [50, 51, 52] . The addition of such terms obviously complicates the computation of solutions, but we believe that the techniques described herein can readily be extended to such problems. In particular, following a similar mathematical procedure to that described in section 3.1, it should be possible to extend our operator splitting indicator to these more complex situations. A natural starting point for experiments in this direction would be the freely available and extensively documented source code for the experiments discussed herein [20] .
