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ABSTRACT

A great deal of research has been done to improve the performance of Facial Expression Recognition (FER) algorithms, but extracting optimal features to represent expressions remains a challenging task. The biggest drawback is that most work on FER ignores the inter-subject variations in
facial attributes of individuals present in data. Hence, the representation extracted for the recognition of expressions is polluted by identity-related features that negatively affect the generalization
capability of a FER technique on unseen identities. To overcome the effect of subject-identity bias,
previous research shows the effectiveness of extracting identity-invariant expression features for
FER. However, most of those identity-invariant expression representation learning methods rely
on hand-engineered feature extraction techniques. Apart from the inter-subject variations, other
challenges in learning optimal FER representation are illumination and head-pose variation present
in data. We believe the key to dealing with these problems present in facial expression datasets
lies in FER techniques that disentangle the expression representation from the identity features.
Therefore, in this dissertation, we first discuss our Reenactment-based Expression-Representation
Learning Generative Adversarial Network (REL-GAN) that disentangles expression features from
the identity information by transferring the expression of one image to the identity of another image
(known as face reenactment). Second, we present our Human-to-Animation conditional Generative Adversarial Network (HA-GAN) that overcomes the challenges posed by the illumination and
identity variations present in these datasets by estimating a many-to-one identity mapping function employing adversarial learning. Third, we present a Transfer-based Expression Recognition
Generative Adversarial Network (TER-GAN) that learns an identity-invariant expression representation without requiring any hand-engineered identity-invariant feature extraction technique.
Fourth, we discuss the effectiveness of using 3D expression parameters in optimal expression feature learning algorithms. We then present our Action Unit-based Attention Net (AUA-Net) which
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is trained in a weakly supervised manner to generate expression attention maps for FER.
Keywords: Facial Expression Recognition, Feature Disentanglement, Adversarial Learning, Generative Models, Optimal Feature Learning
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CHAPTER 1: INTRODUCTION

Motivation

Facial Expression Recognition (FER) plays a significant role in many real-world applications such
as in human-computer interaction, Socially Assistive Robots (SAR), Intelligent Tutoring Systems
(ITS), detecting depression [24], interactive games, and intelligent transportation. Therefore, FER
has been a subject of interest to the machine learning and computer vision community for many
decades. The recent popularity of deep Convolutional Neural Networks (CNNs) due to their effectiveness in areas like image/video-based object recognition has made a significant improvement in
extracting expression features for FER employing CNNs. There exist, however, many challenges
that need to be addressed to improve the generalization capabilities of FER algorithms. Some of
the most common obstacles in extracting discriminative expression features are 1) the relatively
small state-of-the-art FER datasets, 2). the entanglement of expression representation with identity features, 3) modeling an automatic extraction of identity-invariant expression features, and 4)
representation limitations of discrete facial expression labels

Contributions

In this dissertation, we will discuss our novel techniques to overcome some of the aforementioned
challenges in extracting discriminative expression features. This dissertation also discusses some
unique and exciting research challenges in the domain of optimal expression feature learning for
further exploration and attention from the research community. The major contributions of this
dissertation are as follows:

1

• Face Reenactment Based Facial Expression Recognition:
In this project, we developed a novel Reenactment-based Expression-Representation Learning Generative Adversarial Network (REL-GAN) to disentangle the expression representation from identity features by employing the concept of face reenactment. An optimal
expression representation is learned using our REL-GAN method, by reconstructing an expression image employing an encoder-decoder-based generator. REL-GAN accomplishes
the task of disentanglement of expression features from the identity information by transferring expression features from the input source image to the identity of the target image. We
performed extensive experiments on widely used datasets (BU-3DFE, CK+, OuluCASIA,
SEFW), and show that the expression features learned by our REL-GAN method produce
comparable or better results than other state-of-the-art FER techniques.
• Facial Expression Recognition Using Human to Animated-Character Expression Translation:
Apart from the entanglement of expression features with the identity information, another
major challenge in automatic facial expression recognition is the illumination variations
present in the datasets. A great deal of research has been done in the past by the computer
vision and machine learning community to overcome the negative effects of illumination
variations. In this project, we developed a novel Human-to-Animation conditional Generative Adversarial Network (HA-GAN) that tackles the problem of illumination and identity variation by estimating a many-to-one identity mapping function employing adversarial
learning. More specifically, this identity mapping function is learned by reenacting an animated character with a fixed background, head-pose, and illumination, and the reenactment
information is acquired by the encoder of our HA-GAN from the input human expression
image. Besides transforming the varying illumination of the input image, our simple, but
effective, HA-GAN also reduces the challenging issue of inter-subject variation present in
2

the FER datasets by converting many human faces to a fixed animated character. It has been
observed in previous research that FER algorithms perform better on animated images as
compared to human images, and we hypothesize that it might be due to the reason that the
expressions articulated by humans vary from person to person, and sometimes those expressions are not just a single expression, but they may be a compound expression depending
on the circumstances. Most FER algorithms, however, are trained to recognize the six basic
expressions. Therefore, during this project, we also observed that it is easier for the FER
algorithms to recognize expressions of animated characters than human expressions and it
might be due to the reason that the expressions of animated characters are pure expressions
designed meticulously, following the Facial Action Coding System (FACS) by expert human
artists and animators. For the generation of animated characters, we train our HA-GAN on
Stylized animated characters from the Facial Expression Research Group-Database (FERGDB). Our experiments performed on state-of-the-art datasets show that the performance
of our HA-GAN in estimating the many-to-one identity mapping function and the accuracy
of the FER algorithm on the generated animated character images are better than the CNN
baseline and comparable to other state-of-the-art FER techniques.
• Facial Expression Recognition By Using a Disentangled Identity-Invariant Expression
Representation:
Although an optimal expression representation is learned by employing our REL-GANbased feature disentanglement method, in this project, our main objective was to employ
generative adversarial networks to learn identity-invariant expression features. Therefore,
our Transfer based Expression Recognition Generative Adversarial Network (TER-GAN) is
designed to combine the effectiveness of a novel feature disentanglement technique with the
concept of identity-invariant expression representation learning for FER. Since this is the
extension of our previous work on expression feature disentanglement, therefore, in TER-
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GAN, a disentangled expression embedding is learned by extracting expression features from
the input source image and transferring this expression information to the identity of the target image. We argue that a more discriminative expression representation can be learned
by incorporating an identity-invariant feature learning process along with a disentanglement
task, by employing our expression consistency loss and an identity consistency loss that
leverages the expression and identity information from both real and synthetic images.
• Facial Expression Recognition Using 3D Expression parameters:
Many facial expression recognition and Action Unit (AU) detection techniques developed
in the past extract expression features by detecting facial landmarks. The main problem
with their dependency on facial landmark detection is landmarks are sensitive to head-pose
variations that can negatively affect the generalization capability of these methods in realworld applications. To overcome this issue, we employ a facial expression representation
learning technique that uses the prior knowledge of 3D expression parameters extracted from
a landmark-free deep neural network. In this project, We also compared the performance of
the FER model that leverages the expression information encoded in facial action units with
the performance of a network trained using 3D expression parameters.

• Facial Expression Recognition by Using Action-unit based Attention Network (AUANet)
In this part of the research, we present an Action Unit (AU) based weakly supervised attention mechanism by employing our novel Action-unit based Attention Network (AUA-Net).
Here, we investigate the effectiveness of leveraging the action unit information in extracting
attention maps using our novel weakly supervised adversarial learning method.
Many attention-based facial expression recognition techniques have been developed in the
past, but most of these methods rely on self-supervised training using discrete expression
4

labels. However, we argue that action units encode more information about the dynamics of
an expression rather than simply representing an expression with a discrete expression label.
A continuous AU representation not only contains the activation information of various facial muscles but can also contain the intensity of the activation of facial muscles. Another
advantage of AU based attention mechanism is that the relatively small size of FER datasets
is not sufficient to obtain promising attention maps using self-supervised learning. On the
other hand, there exist huge datasets that contain millions of facial expression images that
are annotated with action units. We extend our FER networks to analyze their effectiveness
in the multi-modal FER domain.

Organization

The rest of this dissertation is organized as follows. Chapter 2 explains related works in the
following areas: (1) Face Reenactment. (2) Identity and Illumination Invariant FER. (3) 3D
Expression Recognition. (4) Facial Expression Recognition by Using Action-unit based Attention Network (AUA-Net). Chapter 3 presents our novel Reenactment-based Expression
Representation Learning Generative Adversarial Network (REL-GAN) that learns effective
expression features by employing the concept of face reenactment. Chapter 4 explains our
novel Human-to-Animated conditional Generative Adversarial Network (HA-GAN) that is
used to reduce inter-subject variations by transferring facial expression from input human
image to an animated image having a pure facial expression. Chapter 5 describes our
Transfer-based Expression Recognition Generative Adversarial Network (TER-GAN) that
combines the effectiveness of a novel feature disentanglement technique with the concept
of learning identity-invariant expression features. Chapter 6 presents our 3DExp-Net architecture that learns an expression embedding by regressing the 29-dimensional expression
parameters. Chapter 7 describes our novel AU-based Attention Network (AUA-Net) that is
5

trained in a weakly supervised manner to generate expression masks by leveraging the AU
information. The AU attention mask is then used to modulate the expression feature maps
for the task of facial expression recognition. In chapter 8, we summarize the contributions
of this dissertation and present future directions.

6

CHAPTER 2: LITERATURE REVIEW

Automatic facial expression recognition has been a widely studied topic in the computer vision
research community over the past decades [89, 69, 55]. The main objective of FER is to extract
optimal and discriminative expression features that are invariant to factors such as pose, illumination, and identity-related information (age, race, gender, etc).
The state-of-the-art expression feature learning techniques can be divided into two main categories:
human-crafted feature learning methods and automatic feature learning algorithms. Human-crafted
feature extraction techniques such as Histograms of Oriented Gradients (HOG) [7, 50], Scale Invariant Feature Transform (SIFT) features [23, 114], histograms of Local Binary Patterns (LBP)
[121, 19, 99], and histograms of Local Phase Quantization (LPQ) [44, 39] were proposed and
employed before the popularity of deep learning methods. The performance of human-crafted feature extraction techniques is promising in a lab-controlled environment where the expression data
is compiled with limited variations in identity-attributes, head-pose, and illumination. However,
the performance of expression features extracted by employing human-crafted feature extraction
techniques degrades significantly during real-world applications. On the other hand, deep neural
networks have shown promising results in extracting expression features without the involvement
of humans in the feature engineering process. Recently proposed state-of-the-art FER techniques
such as [47, 113, 74, 61, 45, 29, 123] extract expression features automatically by employing deep
architectures. However, the automatically extracted representation fails to encode the optimal expression features due to the identity, head-pose, and illumination variation present in the data. In
this chapter, we discuss the state-of-the-art FER techniques developed by researchers to extract
expression features and highlight the differences and novelty of our techniques.
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Face Reenactment

The study of synthesizing facial expressions by transferring the expression information from one
image to the identity of a target image known as face reenactment has recently received a great
deal of attention from the research community. Most of the recently proposed face reenactment
methods such as [28, 92, 75, 58, 22, 81, 94, 84, 83, 36] are based on deep Generative Adversarial
Networks (GANs). For instance, in [28], a GAN-based architecture is used to edit the expression
of the input image by employing an expression controller module. The expression information is
input to the model as a real-valued vector representing the six basic expressions. Similarly, in [22],
facial expressions are synthesized by transferring expression information from one image domain
to another by employing a unified GAN framework. In [81] and [92], the expression information is
extracted from Facial Action Units (AUs) to guide the generation process of facial expressions. In
an another line of work, such as in [94, 84, 83, 36], facial expressions are synthesized by exploiting
facial landmark information.
The state-of-the-art facial expression manipulation techniques can synthesize an expression image; however, there exist two problems with these algorithms: 1) the expression synthesis process
requires manual expression information in the form of an expression code, facial landmarks, and
action unit information, 2) these methods perform well when the input target face image has a
neutral expression, and the quality of the synthesized expression image degrades in case of an
expression target image. These problems restrict the application of these methods in real-world
scenarios. In this research, we present our GAN-based facial expression synthesis and recognition methods that learn discriminative expression representation by disentangling the expression
features from the identity information.
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Identity and Illumination Invariant FER

Many techniques have been developed by the research community to overcome the negative effect
of Identity and Illumination variation in the domain of FER. In this section, we will first discuss
the state-of-the-art FER methods that deal with identity variation. We will then discuss the FER
methods developed to handle the illumination variation.

Identity Invariant FER

To overcome the subject identity bias, in [48, 70, 119, 23], an identity invariant facial expression
representation is extracted automatically by employing deep feature learning techniques. These
algorithms learn a discriminative expression representation by increasing the inter-class differences and alleviating the individual differences. For instance, in [70], identity-invariant expression
features are learned by using an expression-sensitive contrastive loss and an identity-sensitive contrastive loss. A similar concept of contrastive loss is proposed by Kim et al. [48] to learn an identity
invariant expression representation by calculating the difference between the features of an expression image and its corresponding neutral image. In [23], discriminative expression features are
extracted by minimizing the individual differences.
Similarly, with the recent popularity of deep generative adversarial networks, some GAN-based
FER models [106, 63, 6] are proposed to extract an identity invariant expression representation
by disentangling it from the identity information. The disentanglement process is performed by
exploiting the expression information in the query image with the identity features in its neutral
reference image. However, the applicability of these FER methods is restricted by the requirement
of expressive-neutral face image pairs in real-world scenarios. In this dissertation, we present our
novel TER-GAN method that employs our expression consistency loss to learn an identity-invariant
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expression representation. Our TER-GAN improves the discriminative property of the extracted
expression representation by combining the effectiveness of our disentangled feature extraction
technique with the concept of learning identity-invariant expression features.

Illumination Invariant FER

Intra-class variances can be increased by illumination variation, especially in real-world applications. To overcome the negative effects of illumination variation, various illumination normalization techniques have been proposed in the literature. In [93], some popular illumination normalization techniques such as isotropic diffusion (IS)-based normalization, discrete cosine transform
(DCT)-based normalization [20] and difference of Gaussian (DoG), are discussed and compared.
Similarly, in [54], homomorphic filtering-based normalization is used to deal with the illumination variation in the domain of FER. Besides illumination normalization techniques, many FER
algorithms [80, 30, 10] have employed the histogram equalization method as a pre-processing step
to enhance the contrast of images. The performance of the histogram equalization technique degrades quite significantly when the brightness of the background and foreground are different [55].
Our research presents a novel HA-GAN-based FER model that transforms the input images with
varying illumination to an output animated image with a constant lighting condition.

3D Expression Recognition

3D face shape modeling from a single image has been widely studied by the research community,
and many state-of-the-art 3D reconstruction methods such as [13, 14, 79, 87] have been developed.
Apart from the 3D facial shape reconstruction, these algorithms also present the 3D parameterization of facial expressions. In this dissertation, we investigated a novel expression feature learning
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method by employing the prior knowledge of 3D expression parameters. Many FER algorithms
rely on accurate detection of facial landmarks to learn optimal expression features. The problem
with these FER methods is that the accuracy of localizing facial landmarks decreases with out-ofplan variation of head-pose and with the presence of occlusion. With the popularity of deep CNNs,
some recent works [17, 98, 18] have estimated the 3D shape, texture, pose, and expression from
image intensities without detecting facial landmarks.

Facial Expression Recognition by Using Action-unit based Attention Network (AUA-Net)

AU-based facial expression recognition and analysis has been employed by the vision community
with great success for several decades. The state-of-the-art facial expression analysis methods employ AU detection in the form of multi-class classification [33], [56], [57], [66]. Previous research
on facial expression analysis shows that AUs and expressions are closely related, and their interaction can boost the performance of each of these tasks. Therefore, many AU detection methods
employ the supplementary supervision signal of global expression information to improve their
generalization capability to unseen data [25, 51]. For instance, in [25], a joint AU detection and
FER framework were developed in which the Bayesian Network is used to model the relationship
between AUs and expressions. Similarly, in [51], Kollias et al. proposed a multitask method to
jointly perform the tasks of AU detection and expression recognition. On the other hand, the AU
information has also been used to improve the FER accuracy [59, 104, 60, 11, 100]. For example
in [59], an AU-aware deep architecture was developed that initially generates a rough estimate
of the expression-specific texture variations over all pre-defined patch locations on an expression
image. The roughly estimated representation is then refined by using a greedy searching scheme.
Similarly, in [104, 60], AU information is leveraged to boost the accuracy of micro-expression
recognition. Specifically, micro-expressions are classified by learning AUs based on the relational
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information and combining the AU detection task with the categorization of micro-expressions.
In [100], a region-based convolutional neural network R-FENet is developed to recognize facial
expressions by employing a region of interest (RoI) feature extraction subnet that is trained using
predefined expert knowledge according to the FACS.
The state-of-the-art attention-based FER methods developed by the research community mostly
learn the attention mechanism by employing self-supervised learning techniques [71, 105, 102,
103, 34, 40]. For instance, in [71], a deep-learning model is proposed for FER where an attention
mechanism is learned in a self-supervised manner to focus on the important parts of an expressive
face to extract promising features. Minaee et al. [71] show that promising FER accuracy can be
achieved by employing an attention mechanism even with shallow CNN networks. Similarly, in
[105], a Deep Attentive Multi-path Convolutional Neural Network (DAM-CNN) is proposed that
consists of two modules: an attention-based Salient Expressional Region Descriptor (SERD) and
the Multi-Path Variation-Suppressing Network (MPVS-Net). SERD is used to generate attention
masks using a self-supervised attention mechanism, while MPVS-Net is tasked to disentangle expression features from other noisy features. In [102], Want et al. devised a Self-Cure Network
(SCN) that deals with uncertainties by learning a self-attention mechanism that weights each training sample from a mini-batch using a ranking regularization. In [40], a deep ResNet-based attention network is presented to learn effective FER features. Similarly, in [103], Wang et al. show that
a robust FER algorithm can be developed by employing an attention-based network. Specifically,
they proposed a novel Region Attention Network (RAN) to adaptively assign different weights to
various regions of an expressive face to develop occlusion and pose invariant FER.
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CHAPTER 3: FACE REENACTMENT BASED FACIAL EXPRESSION
RECOGNITION

Introduction

Despite the extensive research carried out in the FER domain, FER is still a difficult and challenging task. Most FER techniques developed so far do not consider inter-subject variations and
differences in facial attributes of individuals present in data. Hence, the representation used for
the classification of expressions contains identity-related information along with facial expression
information, as observed in [107] and [16]. The main drawback of this entangled representation
is that it negatively affects the generalization capability of FER techniques, which, as a result, degrades the performance of FER algorithms on unseen identities. We believe the key to overcoming
the challenge of over-fitting of FER models to subjects involved in the training set lies in FER
techniques to disentangle the expression features from the identity information.
Face reenactment is an emerging face synthesis task that has attracted the attention of the research
community due to its applications in the virtual reality and entertainment domain, in addition to
the challenging research problems that it offers. The main goal of face reenactment is to transfer
the expression information from the source image to the identity of the target face. Therefore,
an ideal face reenactment technique should be able to disentangle expression features from the
identity information of the source image and transfer the disentangled expression features to the
identity of the target image. In this chapter, we employ a novel Reenactment-based ExpressionRepresentation Learning Generative Adversarial Network (REL-GAN)1 that learns to disentangle
expression features from the source image and synthesize an expression image by transferring the
1
This chapter’s material has been accepted in 2020 in International Symposium on Visual Computing (ISVC 2020),
”Face Reenactment Based Facial Expression Recognition”, authored by Kamran Ali and Charles E Hughes.
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disentangled expression features to the identity of the target image. The overall framework of our
FER technique is shown in Figure 3.1.
The architecture of REL-GAN is based on an encoder-decoder based generator G, that contains
two encoders, an expression encoder Ges and an identity encoder Get . These two encoders are
then connected to a decoder Gde . The discriminator D of REL-GAN is designed to be a multi-task
CNN. During training, the input to REL-GAN is a source image xs , and a target image xt , and the
output of REL-GAN is a synthesized expression image x̄. The goal of Ges is to map the source
image xs to an expression representation f (e), while Get is used to project the target image xt
to an identity embedding f (i). The concatenation of the two embeddings,: f (x) = f (e) + f (i),
bridges the two encoders with a decoder Gde . The objective of decoder Gde is to synthesize an
expression image x̄ having the expression e of the source image and the identity i of the target
image: x̄ = Gde (f (x)). The disentangled facial expression representation learned by the encoder
Ges is mutually exclusive of identity information, which can be best used for FER. Thus, generator,
G, is used for two purposes: 1. to disentangle facial expression features employing encoder Ges ,
and 2. to reconstruct a facial expression image by transferring the expression information from the
source image to the identity of the target image. The discriminator, D, of REL-GAN is used to
classify not only between real and fake images but to also perform the classification of identities
and facial expressions. The estimation of facial expressions and identities in the discriminator
helps in improving the quality of generated images during training.

Proposed Method

The proposed FER technique consists of two stages: during the first stage of learning, a disentangled expression representation f (e) is learned by employing face reenactment, and during the
second stage of learning, the disentangled expression representation f (e) is used for facial expres14

Facial Expression
Recognition

Facial Expression
Representation

Source Image

REL-GAN

Output Image

Target Image

Figure 3.1: REL-GAN takes a source image and target image as inputs and generates a synthetic
image by transferring the expression of the source image to the identity of the target image. After
training, REL-GAN is used to extract disentangled facial expression representation for FER.

sion recognition. The overall architecture of REL-GAN is shown in Figure 3.2. The generator G
of REL-GAN is based on an encoder-decoder structure, while the discriminator D is a multi-task
CNN [97]. Given a source image xs ∈ X and a target image xt ∈ X, the goal of REL-GAN is
to transfer the expression of xs to the identity of xt and generate an expression image x̄ similar
to the ground-truth image xtg . Specifically, an encoder Ges : X → E is used to encode the expression representation f (e) ∈ E from xs , and an encoder Get : X → I is employed to encode
the identity representation f (i) ∈ I from xt . A decoder Gde : E × I → X is then used to map
the expression and the identity latent embedding space back to the face space. The synthesized
expression image x̄ is generated by computing x̄ = Gde (Ges (xs ), Get (xt )). In order to efficiently
transfer the expression of xs to x̄ while preserving the identity of xt , the expression features of
xs should be captured in f (e) in such a way that it does not contain the identity information of
xs . Thus, by explicitly inputting the extracted identity features f (i) of xt to Gde , we are able to
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Figure 3.2: Architecture of our REL-GAN

disentangle the expression information of xs from its identity features in f (e). Figure 3.3 shows
the result of transferring the extracted facial expression features from source images to the identity
of the target images by employing our face reenactment technique. During the second stage of
learning, encoder Ges is detached from REL-GAN after training, and all the filters of Ges are fixed.
The disentangled expression representation f (e) is extracted from the encoder Ges and becomes
input into a Multilayer Perceptron (MLP) for facial expression recognition.

Expression Representation Learning

The architectures of the generator G and the discriminator D of REL-GAN is designed to fulfill
two main objectives simultaneously: 1) disentangle and transfer a source facial expression to a
target face; while 2) preserving the identity information of the target image.
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Figure 3.3: REL-GAN extracts expression information from source images and transfers the disentangled expression information to the identity of target images.

Discriminator:

The main objective of D is three-fold: 1. to classify between real and fake images, 2. to categorize
facial expressions, and 3. to recognize the identities of expression images. Therefore, discriminator
D is divided into two parts: D = [De , Di ], where De ∈ RN

e+1

corresponds to the part of D that

is used for the classification of expressions, i.e, N e denotes the number of expressions, and an
additional dimension is used to differentiate between real and fake images. Similarly, Di ∈ RN

i

is the part of D that is used to classify the identities of images, where N i denotes the number of
17

identities. The overall objective function of our discriminator D is given by the following equation:

maxLD (D, G) = Exs ,ys ∼ps (xs ,ys ), [log(Dyese (xs )) + log(Dyi i (xt ))]+
D

xt ,yt ∼pt (xt ,yt )

t

e
Exs ,ys ∼ps (xs ,ys ), [log(DN
e +1 (G(xs , xt )))]
xt ,yt ∼pt (xt ,yt )

(3.1)

Given a real expression image x, the first part of the above equation corresponds to the objective function of D to classify the identity and expression of images. While the second part of the
equation represents the objective of D to maximize the probability of a synthetic image x̄ being
classified as a fake. The expression and identity classification in the discriminator D helps in transferring expression information from a source image to a target face while preserving the identity
of xt . y e denotes the expression label and y i represents the identity labels in eq 3.1.

Generator:

The generator G of REL-GAN aims to extract expression and identity features from source image
xs and target image xt , respectively, and to synthesize an image x̄ to fool D into classifying it to
the expression of xs and the identity of xt . Therefore, the generator G contains two encoders and
a decoder: G = (Ges , Get , Gde ). The objective function of G is given by the following equation:
maxLG (D, G) = Exs ,ys ∼ps (xs ,ys ), [log(Dyese (G(xs , xt )) + log(Dyi i (G(xs , xt ))]
G

t

xt ,yt ∼pt (xt ,yt )
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(3.2)

Pixel Loss:

The goal of the generator G is to not only extract the disentangled expression features but also
generate realistic-looking expression images. Therefore, to overcome the blurriness of generated
images we employ a pixel-wise loss [94] in the raw-pixel space.

Lpixel = L1 (Gde (Ges (xs ), Get (xt )), xtg ).

(3.3)

The total REL-GAN loss is given by:

Ltotal = λ1 Ladv + λ2 Lpixel + λ3 LDe + λ4 LDi .

(3.4)

where LDe and LDi represents the expression and identity classification loss calculated by the
discriminator D.

Facial Expression Recognition

After the first stage of training, the encoder Ges is detached from REL-GAN, and all the filters of
Ges are kept fixed. To learn facial expressions, the disentangled expression representation f (e) is
used to train a simple MLP to classify facial expressions.

Experiments

The REL-GAN FER technique is evaluated on four publicly available facial expression databases:
CK+ [65], Oulu-CASIA [120], BU-3DFE [112] and Static Facial Expression in the Wild (SFEW)
[27].
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Implementation Details

Face detection is performed by employing the technique proposed in [117]. The detected faces are
then aligned using the face alignment method proposed by Hassner et. al [41]. Data augmentation
is applied to avoid the over-fitting problem by increasing the number of training images. Therefore,
five patches of size 96 × 96 are cropped-out from five different locations: the center and four
corners of each image, and each cropped image are then rotated at four angles i.e −6◦ , −3◦ , 3◦ , 6◦ .
Horizontal flipping is also applied on each rotated image.
REL-GAN is initially pre-trained using the BU-4DFE [118] dataset, which consists of 60,600
images from 101 identities. The architecture of both encoders is designed based on five downsampling blocks consisting of a 3 × 3 stride 1 convolution. The number of channels are 64, 128,
256, 512, 512 and a one 30-dimensional FC layer for expression feature vector f (e), and a 50dimensional identity representation f (i), constitute Ges and Get , respectively. The decoder Gde is
built on five upsampling blocks containing a 3×3 stride 1 convolution. The number of channels are
512, 256, 128, 64, 32. Network D is designed in such a way that the initial four CNN blocks with
16, 32, 64, 128 channels and a 1024-dimensional FC layer are shared between De and Di . It is
then divided into two branches, where, each branch has two additional FC layers with 512 and 256
channels. De then has an expression classification layer and Di has an identity classification layer.
The encoder Ges is the CNN baseline with one additional FC layer for expression classification.
For the optimization of the hyper-parameters, we adopted the optimization strategies presented in
[85] as part of our technique. Adam optimizer is used with a batch size of 64, learning rate of
0.0001 and momentum of 0.5. We empirically set λ1 = 0.7, λ2 = 20, λ3 = 50 and λ4 = 30. RELGAN is trained for 300 epochs, and the MLP is trained for 50 epochs. Contrary to conventional
GAN training strategies mentioned in [37], in later iterations of REL-GAN, when D reaches a
near-optimal solution, G is updated more frequently than D, due to the supervised classification
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Table 3.1: CK+: 10-fold Average Accuracy for seven expressions classification.
Method
Setting
HOG 3D [50]
Dynamic
3DCNN [61]
Dynamic
STM-Explet [62]
Dynamic
IACNN [70]
Static
DTAGN [45]
Static
DeRL [106]
Static
CNN(baseline)
Static
REL-GAN(Ours)
Static

Accuracy
91.44
85.90
94.19
95.37
97.25
97.30
90.34
97.41

provided by the class labels.

Experimental Results

The Extended Cohn-Kanade database CK+ [65] is a popular facial expression recognition
database that contains 327 videos sequences from 118 subjects. Each of these sequences corresponds to one of seven expressions, i.e., anger, contempt, disgust, fear, happiness, sadness, and
surprise, where each sequence starts from a neutral expression to a peak expression. To compile
the training dataset, the last three frames of each sequence are extracted, which results in 981 images in total. To perform 10-fold cross validation, the dataset is divided into ten different sets with
no overlapping identities.
The average accuracy of 10-fold cross-validation on the CK+ database is reported in Table 3.1.
It can be seen that the presented method produces a recognition accuracy of 97.41%, which is
higher than the accuracy of previous FER methods. Our image-based technique outperforms the
sequence-based methods, where the features for FER are extracted from videos or sequences of
images.
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Table 3.2: Oulu-CASIA: 10-fold Average Accuracy for six expressions classification.
Method
Setting
HOG 3D [50]
Dynamic
STM-Explet [62]
Dynamic
PPDN [123]
Static
DTAGN [45]
Static
DeRL [106]
Static
CNN(baseline)
Static
REL-GAN(Ours)
Static

Accuracy
70.63
74.59
84.59
81.46
88.0
73.14
88.93

Table 3.3: BU-3DFE database: Accuracy for six expressions classification.
Method
Setting Accuracy
Wang et al.[101]
3D
61.79
Berretti et al.[12]
3D
77.54
Lopes[64]
Static
72.89
DeRL[106]
Static
84.17
CNN(baseline)
Static
72.74
REL-GAN(Ours) Static
83.46

The Oulu-CASIA (OC) dataset [120] used in this experiment corresponds to the section of the
OC dataset that is compiled under strong illumination condition using the VIS camera. It contains
480 sequences from 80 subjects, and each sequence is labeled as one of the six basic expressions.
The last three frames of each sequence are selected to create a training and testing dataset.
The average of the 10-fold person-independent cross-validation accuracy of our method on OuluCASIA dataset, as shown in Table 3.2, demonstrates that our method outperforms all state-of-theart techniques with average accuracy of 88.93%. The accuracy obtained using ourd method is
much higher than the accuracy of video-based techniques.
The BU-3DFE database [112] is a widely used FER database that contains static 3D face models and texture images from 100 subjects from various ethnic backgrounds with a variety of ages.
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Table 3.4: SFEW: The Average Accuracy on the Validation Set.
Method
Accuracy
AUDN [59]
26.14
STM-Explet [62]
31.73
Dhall et al. [27] (baseline of SFEW)
35.93
Mapped LBP [52]
41.92
FN2EN [29]
48.19
CNN(baseline)
29.75
REL-GAN(Ours)
45.82
For each subject, there are expression images corresponding to seven expressions (six basic expressions and a neutral expression) and these images are labeled with four different expression
intensity levels. During this experiment, we only use texture images corresponding to the last two
highest intensity expressions. We perform a 10-fold cross-validation by dividing the dataset into
ten different sets in a person-independent manner.
The average of the 10-fold cross-validation on BU-3DFE dataset is shown in Table 3. The recognition accuracy obtained using the REL-GAN-based method is significantly higher than most of
the state-of-the-art techniques. The highest accuracy is produced by the DeRL [106] method that
involves the computationally costly residue learning process.
The SFEW dataset [27] is the most widely used benchmark for facial expression recognition in
an unconstrained setting. The SFEW database contains 1,766 images, with 958 used for training,
436 for validation, and 372 for testing. All images are extracted from film clips, and each image
has been labeled as one of the seven expression categories, i.e., anger, disgust, fear, neutral, happy,
sad, and surprise. We validate our technique on the validation set of SFEW because the labels for
the test set are held back by the challenge organizer.
In Table 3.4, we compare our result with techniques that use the training set of the SFEW dataset
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to train their models and do not use extra training data. The average accuracy obtained using our
method on the validation set of the SFEW dataset is higher than the accuracy of most of the stateof-the-art techniques. The highest accuracy, however, is obtained by the FN2EN [29] method. We
hypothesize that it may be due to the reason that, during the first stage of training, the parameters of
the convolutional layers of the FN2EN network are made close to the parameters of convolutional
layers of the face-net (VGG-16) [77], which is trained on 2.6M face images. Our REL-GAN, on
the other hand, is pre-trained on 60,600 images of the BU-4DFE [118] dataset. Table 3.4 shows
that our method produces promising recognition results not only in a lab-controlled setting but it
can also be used to classify facial expressions in real-world scenarios.

Conclusions

In this chapter, we present a novel FER architecture called REL-GAN that employs the concept of
face reenactment to disentangle expression representation from identity features. More specifically,
an encoder-decoder based generator is used in REL-GAN, in which the disentangled expression
representation is learned by transferring the expression features from a source image to the identity
of the target image. After training the REL-GAN architecture for face reenactment, the expression
encoder is detached from the rest of the network and is used to extract a disentangled expression
representation. A simple MLP is then trained using the disentangled expression features to perform
facial expression recognition. The resulting method is evaluated on publicly available state-of-theart databases, and the experimental results show that the accuracy of FER obtained by employing
our method is comparable or even better than the accuracy of state-of-the-art facial expression
recognition techniques. In the next chapter, we look at the effects of transferring expressions
to virtual characters as a means of addressing the desire that expressions be pure, unlike those
articulated by human subjects.
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CHAPTER 4: FACIAL EXPRESSION RECOGNITION USING HUMAN
TO ANIMATED-CHARACTER EXPRESSION TRANSLATION

Introduction

Apart from the problem of inter-subject variation, another challenge in real-time automatic facial
expression recognition is that most datasets are compiled in a lab controlled environment where
six posed facial expressions exhibited by the subjects are captured. These six basic expressions
are anger, disgust, sadness, happiness, fear and surprise. It is therefore assumed that the captured
posed expression images correspond to pure forms of these six basic expressions. However, it has
been reported in the literature that humans are able to display a wide range of facial expressions
[68]. For example in [91] it has been studied that up to 7000 combinations of Action Units (AUs)
are exhibited by humans in everyday life. Therefore, many of those images in FER datasets do not
contain pure facial expressions, which makes it difficult even for humans to classify them correctly.
In order to overcome the above mentioned problems, we present a novel Human-to-Animated conditional Generative Adversarial Network (HA-GAN) to reduce inter-subject variations by transferring facial expression from input human image to an animated image having a pure facial
expression. The overall framework of our HA-GAN is shown in Figure 4.1. Specifically, we
train our HA-GAN to generate animated expression images using the Facial Expression Research
Group-Database (FERGDB) in which the expression images are diligently and meticulously designed by expert animators and artists to have pure facial expressions. Our HA-GAN learns the
human-expression-to-animated-expression mapping function and, after training, generates realistically looking animated expression images. We argue that the facial expressions in these generated
animated images are pure and uniform. Inspired by the experimental results reported in [5], where
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Figure 4.1: Overall framework of our HA-GAN

it has been observed that the accuracy of FER is about 4% higher in case of animated images than
with human images, we perform FER on the generated animated expression images having pure
facial expressions with a fixed identity.
There are many exciting applications of our HA-GAN, such as it can be used to predict the 3D
rig parameters of an animated character by first mapping 2D human expression images to 2D
character expression images. Then, since each 2D character image is rendered from its 3D facial
rig, we can learn a mapping to predict the 3D rig parameters without leveraging any dataset having
the mapping from 2D human expression images to 3D character rig parameters. In [4], a joint
embedding is learned using a multi-training technique in which human and character expressions
are mapped based on the distance between human and animated expression features, and thus the
corresponding animated character is retrieved. The 3D rig parameters of the retrieved animated
character are then calculated. Our technique can be used to retrieve the corresponding character by
generating its image employing our trained generator.
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Proposed Method

GANs are deep generative networks that learn a mapping function to generate realistic images
y from random noise vector z, G : z → y [43]. To achieve this task, two neural networks: a
generator, G and a discriminator D are trained in an adversarial manner. The main objective of
the generator is to model the probability distribution of the data, while the job of the discriminator
is to find the probability of a sample being taken from the real data distribution or from the fake
data distribution of samples generated by the generator. Thus, a generator G is trained to generate
realistic samples from noise vector z to fool discriminator D to classify it as a real sample. The
objective function of GANs are formulated as follows:

minmaxL(D, G) = E[log(D(y))+E[log(1 − D(G(z)))]
G

D

(4.1)

where y corresponds to a sample drawn from the real data distribution and z denotes a random
noise vector taken from noise distribution pz .
In contrast, Conditional GANs (cGANs) learn a mapping from a random noise vector z to output
y, while being conditioned on sample x, G : {x, z} → y [72]. The objective function of a cGAN
can be formulated as follows:

minmaxL(D, G) = E[log(D(x, y)) + E[log(1 − D(x, G(x, z)))]
G

D

(4.2)

Here, the main goal of G is to minimize this objective function, while discriminator D tries to
maximize it in an adversarial manner.
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The Novel HA-GAN Approach

The main goal of our novel HA-GAN is to encode the expression information from an input image
and learn to transfer that encoded expression information to an animated generated image. Facial
expression recognition is then performed on the generated animated expression images.

Generator:

The input to the generator of our HA-GAN is a human expression image IHE with an expression
E, and a conditional animated character information in the form of one-hot vector and a random
noise vector z. The conditional animated character information corresponds to the identity of the
character having a neutral expression N and it is denoted by IdAN . Random noise z is used to
model other variations such as head-pose, etc. Given these inputs, the main goal of our generator
G is to encode the expression information E from the input human image IHE , and generate an
animated character image I¯AE , exhibiting the encoded expression E present in the input human
expression image. In order to achieve this task, we have used an encoder GE and a decoder GD
based generator. The main objective of our encoder GE is to encode the expression information
E from the input image IHE . This encoded expression information E is then combined with the
identity information IdAN and noise vector z, and fed to the decoder GD part of our generator to
generate an animated character image I¯AE with the same expression as the input image. The main
objective of G is to generate realistic looking character expression image: G(IHE , IdAN , z) = I¯AE
to fool D to classify the expression of I¯AE to the expression in the input image IHE using the
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following objective function:

maxL(D, G) = EIHE ,E∼pd (IHE ,E) [log(DEe (G(IHE , IdAN , z)) + log(DR (IHE , G(IHE , IdAN , z))]
G

z∼pz (z),Id∼pId (Id)

(4.3)

Inspired by the previous GAN optimization techniques such as in [78], we add L1 distance metrics
in the above mentioned GAN loss. But in our case instead of calculating the L1 distance between
the generated image and input image as in [78], we use L1 distance metrics between the generated
character image I¯AE and the neutral character image IAN of the identity specified by IdAN . We use
these distance metrics due to the fact that our input image comes from a different domain (human
face images) and our generated output image belongs to animated character images. Therefore,
we have experimentally observed that the quality of the generated character images are improved
significantly by training the generator to generate fake images close to the identity of ground truth
character images by minimizing the L1 distance between the two images:

LL1 (G) = E[kIAN − G(IAN , IHE )k1 ]
(4.4)

We also experimented using L2 distance, but we observed that the quality of images generated
using L1 distance is less blurred as compared to using L2 distance.

Discriminator:

In contrast to a traditional GAN, where the task of the discriminator is to identify real and fake
images, the discriminator D in HA-GAN is a multi-task convolutional neural network having two
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objectives: 1. to classify between real and fake images, and 2. to recognize facial expressions.
e

Thus our discriminator D has two parts, i.e D = [De , DR ], where De ∈ RN is for the classification
of expressions i.e N e corresponds to six basic expressions and DR is for the classification of real
and fake images. The objective function of our discriminator D is given by:
maxL(D, G) = EIHE ,E∼pd (IHE ,E) [log(DEe (IHE , IAE )] + EIHE ,E∼pd (IHE ,E) [log(DR (IHE , I¯AE )]
D

z∼pz (z),Id∼pId (Id)

(4.5)

The first part of the above equation corresponds to the objective of the discriminator De to maximize the probability of classifying the expressions of the paired images: (IHE , IAE ) to its ground
truth expression label, E, while the second part of the equation is for DR to maximize the classification probability of I¯AE according to its true label, i.e fake.
To reduce the computation cost, the discriminator D is designed in such a way that the two parts
share initial down sampling convolutional layers, i.e four CNN blocks with 16, 32, 64, 128 channels and a FC layer to generate a 1024-dimensional vector. Then it is divided into two branches,
one for DR and the other for De . The DR branch has another FC layer which is then connected
to the output neuron, while the De leg has two FC layers and then an output layer for expression
classification.

Facial Expression Recognition

After the end-to-end training of our HA-GAN, during testing, the DR leg of discriminator D
is discarded, and we employ only the trained De branch of D for facial expression recognition
based on the realistic looking generated animated character images having pure transferred facial
expressions, as shown in Figure 4.2.
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Figure 4.2: The complete architecture of HA-GAN: an encoder-decoder based generator G, a
discriminator D, with two parts, one for real and fake classification, while the second part of D is
for classification of expressions.

Experiments

To validate our hypothesis and to illustrate the effectiveness of our novel HA-GAN based FER
technique, we performed experiments on benchmark datasets: CK+ [65], Oulu-CASIA [120] and
MMI [76], while training our generator using Facial Expression Research Group-Database (FERGDB) [5] to generate synthetic character expression images.

Implementation Details

Face detection and face alignment is performed based on the facial landmarks obtained by employing Convolutional Experts Constrained Local Model (CE-CLM) [115]. Afterwards, 75 × 75
patches are randomly cropped from the aligned face images. Due to the small dataset sizes, data
augmentation is applied to increase the size of datasets in order to avoid over-fitting. Five samples
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of size 75 × 75 are cropped-out from five locations: four corners and the center position of each
image, and each of those 75 × 75 cropped samples are then rotated at ten angles i.e −15◦ , −12◦ ,
−9◦ , −6◦ , −3◦ , 3◦ , 6◦ , 9◦ , 12◦ , 15◦ . The rotated images are then horizontally flipped to further
increase the number of training data. As a result of this data augmentation process, the size of the
training data is increased by 110 times. The data augmentation process is only applied to human
expression images.
We followed the optimization strategies applied in [37] to optimize our networks. The network
parameters of both G and D are updated during back propagation one by one. Following [37], G is
trained to maximize log DEe (G(IAN , IHE ) rather than training G to minimize log(1−DEe (G(IAN , IHE )).
To reduce the learning rate of D relative to G, the objective function is divided by two during the
optimization of D. Adam optimizer [49] produced better results with a batch size of 130, learning
rate of 0.0002 and momentum of 0.5.

Experimental Results

The Facial Expression Research Group-Database (FERGDB) [5] is used in our project to learn
the mapping of human expressions from human images to animated character images. The FERG
database consists of six stylized characters (identities), each of which is designed and created by
animators to have images of six basic expression along with neutral images. One of these six
animated characters is used in our method to transfer an expression from an input human image to
the animated character image.
The Extended Cohn-Kanade database CK+ [65] is a popular facial expression recognition
benchmark that contains 327 videos sequences from 118 subjects. Each of these video sequences
are labelled as one of the seven expressions, i.e. anger, contempt, disgust, fear, happiness, sadness,
and surprise. The video sequences start with a neutral expression image and end at a peak expres32

Table 4.1: CK+: Accuracy for six expressions classification.
Method
Setting/Classes Acc
LBP-TOP[121]
Dynamic
88.99
HOG 3D[50]
Dynamic
91.44
3DCNN [61]
Dynamic
85.9
STM-Explet[62]
Dynamic
94.19
IACNN[70]
Static
95.37
DTAGN[45]
Static
97.25
DeRL[106]
Static
97.30
CNN(baseline)
Static
90.34
HA-GAN(Ours)
Static
96.14

sion. To create the training and testing data, the last three frames of each sequence are selected
as an expression image. For validation purposes, the dataset is divided into training and testing
subsets in an identity-independent manner.
The average accuracy on this dataset is shown in Table 4. As it can be seen in Table 4, our accuracy
is higher than most of state-of-the-art techniques. It is also worth noting that our technique is based
on images and we are not using the entire video sequences unlike many of the techniques in Table
4.
The MMI dataset [76] is one of the most challenging facial expression database due to two major
reasons: 1. it is a small dataset containing only 236 video image sequences corresponding to six
facial expressions of 31 subjects, and 2. the inter-personal variations in this dataset is large because
the same facial expression is performed differently by different identities. Similarly, many of the
subjects involved in this dataset wear accessories (e.g., glasses, cap, scarf, mustache). The training
and testing dataset is compiled using only the frontal view images of 208 sequences captured from
31 subjects. The three middle frames in each sequence correspond to the peak expression and thus
they are selected in our training and testing data. An identity-independent partitioning of the data
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Table 4.2: MMI: Accuracy for six expressions classification.
Method
Setting
LBP-TOP[121]
Dynamic
HOG 3D[50]
Dynamic
STM-Explet[62] Dynamic
IACNN[70]
Static
DTAGN[45]
Static
DeRL[106]
Static
CNN(baseline)
Static
HA-GAN(Ours)
Static

Accuracy
59.51
60.89
75.12
71.55
70.24
73.23
58.46
71.87

is made to carry out cross validation.
The average accuracy on this dataset is shown in Table 4. It can be seen that the accuracy of
our technique is much higher than the accuracy of our CNN baseline network. Comparing our
results with static techniques, we are quite close to the DeRL [106] method’s accuracy. Although
STM-Explet [62] shows the highest recognition accuracy their technique is a dynamic technique
where the information is extracted from video sequences, which is not always available in realtime
applications such as image based FER.
The Oulu-CASIA dataset [120] is divided into three parts based on the images obtained in three
different lighting environments with two different cameras. During this project, the images captured using the VIS camera under strong illumination conditions are used for training and testing.
The Oulu-CASIA VIS data contains 480 sequences from 80 subjects, where each sequence is labeled as one of the six basic expressions. Each video sequence starts with a neutral expression
image and ends at a peak expression. The last three images in each sequence are taken to compile
our training and testing subsets. This dataset is then divided into disjoint subsets based on identity
to perform cross-validation.
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Table 4.3: Oulu-CASIA: Accuracy for six expressions classification.
Method
LBP-TOP[121]
HOG 3D[50]
STM-Explet[62]
Atlases[39]
FN2EN[29]
PPDN[123]
DTAGN[45]
DeRL[106]
CNN(baseline)
HA-GAN(Ours)

Setting
Dynamic
Dynamic
Dynamic
Dynamic
Static
Static
Static
Static
Static
Static

Accuracy
68.13
70.63
74.59
75.52
87.71
84.59
81.46
88.0
73.14
88.26

The average accuracy on this dataset is shown in Table 4. Note that LBP-TOP [121], HOG 3D
[50], STM-Explet [62] and Atlases [39] use the temporal information of video sequences, and our
HA-GAN result is much higher than their results without exploiting any temporal information.

Conclusions

In this chapter, we have presented a novel HA-GAN framework that is trained in an end-to-end
manner to overcome two major problems in automatic facial expression recognition. The first
problem that we address in this work is to eliminate the inter-subject variations present in facial
expression datasets. Using our HA-GAN architecture we transfer the expression information from
an input human image to an animated character image having a fixed identity. Our experimental
results illustrate that learning this many-to-one mapping can help to overcome the problem of
inter-subject variations. The second challenging issue in FER that we tackle is the impurity of
posed human expressions. Due to impure and non-uniform exhibition of human facial expressions,
the performance of facial expression algorithms are largely degraded, especially in real world
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settings. In this project we train our HA-GAN model to transfer human expressions to an animated
character having pure expressions that were carefully designed by expert animators. Inspired by the
previous research in which it is found that the accuracy of FER is higher in case of animated images
as compared to FER accuracy on human images, we then use the generated animated character
expression images for the purpose of facial expression recognition. Our experimental results show
that our method produces comparable or even better results than state-of-the-art techniques. The
next chapter extends the results of this and the prior chapter by investigating the effectiveness of
extending the expression-identity disentanglement with a technique for learning identity-invariant
expression features.
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CHAPTER 5: FACIAL EXPRESSION RECOGNITION BY USING A
DISENTANGLED IDENTITY-INVARIANT EXPRESSION
REPRESENTATION

Introduction

Previous research on facial expression recognition shows that the performance of a FER algorithm
can be improved by learning informative knowledge from person-specific data [19, 23]. However,
most of these works rely on hand engineered features and a good FER model should automatically
extract identity-invariant expression features by exploiting the identity information. Therefore, to
alleviate the subject identity bias, various works [119, 23] have proposed to automatically learn
identity-invariant facial expression features by minimizing the individual differences. Similarly,
previous research [1, 106, 63, 6] shows that the performance of a FER model can be improved by
disentangling the expression information from the identity information, and using the disentangled
expression features for FER. Most of current expression disentanglement techniques exploit the
difference between the query image with its neutral reference image. However, the requirement of
expressive-neutral face image pairs of every subject limits the applicability of these techniques in
real-world applications.
In this chapter, we present a Transfer-based Expression Recognition Generative Adversarial Network (TER-GAN)1 that combines the effectiveness of a novel feature disentanglement technique
with the concept of learning identity-invariant expression features. More specifically, the disentangled identity-invariant expression representation is learned in two steps. In the first step, a
1

This chapter’s material has been accepted in 2020 in International Conference on Pattern Recognition (ICPR
2020), ”Facial Expression Recognition By Using a Disentangled Identity-Invariant Expression Representation”, authored by Kamran Ali and Charles E Hughes.
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First step of learning

Source Image

TER-GAN

Disentangled Expression
Representation Learning
Output Image

Target Image

Second step of learning

Source Image

TER-GAN

Identity-Invariant Expression
Representation Learning

Output Image

Testing
TER-GAN

Expression
Representation

Facial Expression
Recognition

Input Image

Figure 5.1: TER-GAN learns a disentangled identity-invariant expression representation in two
steps. In the first step, TER-GAN learns a disentangled expression representation by transferring
expression information from a source image to the identity of a target image. In the second step,
the synthesized image is used along with the real image to learn an identity-invariant expression
representation by employing our novel adversarial expression consistency loss. During testing,
TER-GAN is used only for the extraction of disentangled identity-invariant expression features
from the input image in support of FER.

disentangled expression representation is learned by extracting expression features from the input
source image and transferring this expression information to the identity of the target image. In
the second step, the synthesized expression image is used along with the real input source image
to learn an identity-invariant expression representation by employing our adversarial expression
consistency loss. The overall framework of our technique is shown in Figure 5.1.
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The architecture of our TER-GAN is based on Generative Adversarial Network (GAN) with a
generator G consisting of two encoders Ges and Get , and a decoder Gde . TER-GAN takes two
images as input, source image xs , and target image xt . In order to disentangle the expression
features from identity information, encoder Ges is trained to encode only the expression representation f (e) from source image xs and encoder Get extracts only identity features f (i) from target
image xt . The expression representation f (e) is then concatenated with the identity feature f (i):
f (x) = f (e) + f (i), and the concatenated feature vector f (x) is then fed to the decoder Gde to
synthesize an expression image x̄ that contains the expression of source image xs and the identity of target image xt . We have designed the architecture of TER-GAN to effectively learn an
identity-invariant expression representation and expression-invariant identity features by leveraging synthetic expression images with real images. Therefore, we introduce two adversarial losses
at the output of each encoder: an adversarial expression consistency loss and an adversarial identity consistency loss. Employing synthetic images during the second stage of the feature learning
process also helps in augmenting FER datasets that are reported to be small for training deep models and thus lead to the over-fitting phenomenon [55]. More specifically, by leveraging synthetic
images during the identity-invariant expression representation learning process, we augment the
training data by adding N × N number of images to the original data, where N is the number of
images in the training set. The discriminator D of our TER-GAN is a multi-class classifier that
plays a significant role in generating realistic-looking synthesized expression images.

Overview of TER-GAN

The main objectives of TER-GAN are twofold: to disentangle expression and identity information
from input images and to improve the discriminative property of the learned representation by
extracting identity-invariant expression features.
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Network Architecture

The input to the encoders Ges and Get are a source image xs and a target image xt . The encoder Ges
extracts an expression representation f (e) from xs , and the encoder Get encodes the identity features f (i) from xt . The two feature vectors are then concatenated to form f (x): f (x) = f (e)+f (i),
which is fed to the decoder Gde . The decoder Gde then generates a synthesized image x̄ that contains the expression e of xs and the identity i of xt : x̄ = Gde (f (x)). To further improve the quality
of synthesized images, an adversarial loss is imposed on generator G by using a multi-class CNN
as our discriminator D. To generate a realistic-looking synthetic image x̄, close to the ground-truth
image xtg , having the desired expression and identity information, our discriminator D performs
identity and expression classification, apart from differentiating real and fake images. The overall
architecture of TER-GAN is shown in Figure 5.2. Two additional discriminators Des and Det are
used with Ges and Get , respectively, to learn an identity-invariant expression embedding f (e) at
the FC layer of encoder Ges and an expression-invariant identity embedding f (i) at the FC layer
of encoder Get . The adversarial learning scheme (in other words, the second step of learning) of
identity-invariant expression embedding f (e) and expression-invariant identity embedding f (i) is
shown with an orange-colored dashed line in Figure 5.2.

Discriminator

The discriminator D of TER-GAN is a multi-task CNN [97] that aims for three objectives: 1. to
differentiate between real and fake images, 2. to classify facial expressions, and 3. to categorize
the identities of expression images. To achieve these objectives, discriminator D is divided into
two branches: D = [De , Di ], where De ∈ RN

e +1

represents the branch of D that is trained to

classify facial expressions, i.e., N e denotes the number of expressions; in our case it represents six
basic expressions (seven in the case of the CK+ dataset), and the additional dimension corresponds
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Figure 5.2: The overall architecture of our TER-GAN (best viewed in color)
i

to the classification of real and fake images. Similarly, Di ∈ RN represents the branch of D that is
trained to classify the identities of expression images, where N i denotes the number of identities.

maxLD (D, G) = Exs ,ys ∼pd (xs ,ys ), [log Dyese (xs ) + log Dyi i (xt )]+
D

xt ,yt ∼pd (xt ,yt )

t

e
Exs ,ys ∼pd (xs ,ys ), [log(DN
e +1 (G(xs , xt )))]
xt ,yt ∼pd (xt ,yt )

(5.1)

The first part of eq 5.1 represents the objective of D to maximize the probability of source image
xs and target image xt to be classified to its true expression label ys and true identity label yt ,
respectively. In contrast, the second part of the function corresponds to the objective of D to
maximize the probability of classifying x̄ as a fake image. pd in the above equation represents the
data distribution.
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Generator

The main objective of G is to efficiently encode expression and identity features from input images
xs and xt , respectively, and to generate an output image x̄ that fools D to categorize it to the
expression of source image xs and the identity of target image xt . Therefore, we employ two
encoders and a decoder: G = (Ges , Get , Gde ) in the generator part of our TER-GAN. Eq 5.2 shows
the objective function of G.

maxLG (D, G) = Exs ,ys ∼pd (xs ,ys ), [log(Dyese (G(xs , xt ))) + log(Dyi i (G(xs , xt )))]
G

t

xt ,yt ∼pd (xt ,yt )

(5.2)

The adversarial loss is given as below:

maxLadv (D, G) = LG + LD
G,D

(5.3)

Encoder Ges : The main objective of encoder Ges is to extract expression features f (e) from input
source image xs . To achieve this goal, apart from employing the learning by reconstruction phenomenon, we propose another adversarial expression consistency loss at encoder Ges , which does
not require any paired data and helps in learning an identity-invariant expression representation in
a self-supervised manner. Specifically, since the input source image xs and the generated image x̄
share the same expression information but have different identities, we leverage these two images
to learn an identity-invariant expression embedding. To do this, a discriminator Des is trained on
top of expression embedding f (e) to classify the encoded features to be extracted from xs or x̄.
The discriminator Des strives to maximize its classification accuracy, while encoder Ges is trained
to fool discriminator Des by minimizing its accuracy. The optimization function is given by the
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equation below:

min maxLDes = Exs ∼pd (xs ) L(1, Des (Ges (xs ))) + Ex̄∼px̄ (x̄) L(2, Des (Ges (x̄)))
Ges

Des

(5.4)

where L denotes a cross-entropy loss, and 1 and 2 represent the two classes.
Encoder Get : The target image xt is fed to the encoder Get , which extracts identity features f (i) for
image synthesis. The target image xt can have any expression or it can be a neutral image, since
it is only used for retrieving identity information. Therefore, to extract an expression-invariant
identity representation, we employ an adversarial identity consistency loss on top of identity representation layer f (i) at encoder Get . The synthesized image x̄, which has the same identity as xt ,
is fed to encoder Get along with the input target image xt to learn the expression-invariant identity
embedding. This goal is achieved by using a discriminator Det on top of identity embedding f (i),
which is trained to recognize the encoded identity representation f (i) as coming from xt or x̄. The
discriminator Det strives to maximize its classification accuracy while the encoder Get is aimed
to fool discriminator Det by minimizing its accuracy. The optimization function is given by the
equation below:

min maxLDet = Ext ∼pd (xt ) L(1, Det (Get (xt ))) + Ex̄∼px̄ (x̄) L(2, Det (Get (x̄)))
Get

Det

(5.5)

Decoder Gde : The input to decoder Gde is a concatenation of f (e) and f (i): f (x) = f (e) + f (i),
through which Gde will generate a synthesized image having the expression encoded in f (e) and
the identity information represented by f (i). We employ pixelwise L1 loss [94] to encourage G to
produce less blurry images.

min

Ges ,Get ,Gde

Lpixel = L1 (Gde (Ges (xs ), Get (xt )), xtg )
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(5.6)

Total Loss

The overall objective function of TER-GAN is the weighted sum of all the losses discussed in the
previous sections:

min

Ges ,Get

maxLT ER−GAN = λ1 Ladv + λ2 LDet + λ3 LDes + λ4 Lpixel
Det

(5.7)

Training the Network

Since the efficiency of learning an identity-invariant expression embedding and an expressioninvariant identity embedding depends on the quality of the generated images as well, TER-GAN is
trained by employing a curriculum learning strategy [28] with two training stages. In the first stage
of training, the encoder Ges is pre-trained in a supervised manner to classify facial expressions.
Similarly, the encoder Get is pre-trained in a fully supervised way to recognize identities. The
classification layers of these two networks are discarded, and we attach both the encoders with the
decoder of our generator to reconstruct expression images using Lpixel . In the final stage of our
training, we connect the discriminator with the generator and the entire TER-GAN architecture is
trained in two steps of updating the network parameters. In the first step, the expression f (e) and
identity f (i) features are extracted from the source image xs and the target image xt , respectively,
by the two encoders Ges and Get , and these two features are concatenated into f (x) and fed to
decoder Gde to synthesize an expression image x̄. In the second step, the generated output image x̄
is fed to two encoders along with their corresponding input images to further improve the quality of
f (e) and f (i), and to learn in an adversarial manner an identity-invariant expression representation
f (e) and expression-invariant identity embedding f (i).
The objective of training TER-GAN is to minimize eq 5.7. Specifically, the adversarial losses
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LDes , LDet and Ladv lead to a min-max optimization problem, resulting in our employing a gradient
reversal layer [35, 88] into the TER-GAN architecture. The gradient reversal layer is implemented
between Des and expression embedding f (e) in order to perform adversarial training scheme for
LDes . The gradient reversal layer does not affect the forward pass during training, but it is used
to invert the gradient sign during back-propagation to practically implement the min-max training
scheme. The gradient reversal layer is also used between Det and identity embedding f (i) in order
to perform adversarial training scheme for LDet .

Experiments

We evaluated the effectiveness of our TER-GAN based FER technique on four widely used facial
expression databases: CK+ [65], Oulu-CASIA [120], MMI [76] and BU-3DFE [112], while the
BU-4DFE [111] dataset is used for pre-training.

Implementation Details

Initially Convolutional Experts Constrained Local Model (CE-CLM) is used to detect facial landmarks to perform face detection and face alignment. For data augmentation, we extract five 75×75
samples from the center and four corner locations of each image. Image rotation is then applied
on each of those 75 × 75 cropped samples using eleven angles i.e −15◦ , −12◦ , −9◦ , −6◦ , −3◦ , 0◦ ,
3◦ , 6◦ , 9◦ , 12◦ , 15◦ . Each rotated image is then horizontal flipped, and thus, the size of the dataset
is increased 110 times the original dataset size after data augmentation. We used the BU-4DFE
dataset for the pre-training of our TER-GAN. The pre-trained TER-GAN is then fine-tuned on the
CK+, Oulu-CASIA, MMI, and BU-3DFE databases.
The encoders Ges and Get , are based on five downsampling CNN blocks consisting of a 3×3 stride
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1 convolution, where the number of channels of each block is 64, 128, 256, 512, 1024, respectively.
The expression feature vector f (e) is represented by a 30-dimensional FC layer, and the identity
representation f (i) is a 50-dimensional FC layer. The architecture of the decoder Gde is designed
based on five upsampling CNN blocks containing a 3 × 3 stride 1 convolution, where the number
of channels of each block is 512, 256, 128, 64, 32, respectively. De and Di shares the initial four
downsampling CNN blocks with 16, 32, 64, 128 channels, and a 1024-dimensional FC layer in the
discriminator network. The shared network is then divided into two branches, where each of De
and Di branch is consists of two FC layers with 512 and 256 channels and a classification layer.
The architectures of Des and Det are the same, each consisting of three FC layers with channels
32, 16 and 1. The CNN baseline is the encoder Ges network with a 100 dimensional FC layer and
an expression classification layer.
TER-GAN is trained using the Adam optimizer [49], with a batch size of 64 and a learning rate
of 0.0002. The weights of the total loss are set empirically as λ1 = 0.5, λ2 = 0.3, λ3 = 0.3,
and λ4 = 1. Figure 5.3 shows some of the images generated by TER-GAN during the expression
transfer and image synthesis process.

Expression Recognition Results

Facial expression recognition is carried out on disentangled identity-invariant expression features
extracted from the encoder Ges of TER-GAN, which is detached from the rest of the architecture
after training. This disentangled identity-invariant expression feature vector is then fed to an MLP
for facial expression recognition.
The Extended Cohn-Kanade database CK+ [65] contains 327 video sequences capturing the facial expressions of 118 subjects, and each video represents one of the seven expressions, i.e., anger,
contempt, disgust, fear, happiness, sadness, and surprise. A training and testing dataset, consisting
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Figure 5.3: TER-GAN encodes the expression information from the source image, and the identity
information from the target image, and generates an output expression image having the expression
of the source image while preserving the identity of the target image.

of 981 images in total, is then constructed by extracting the last three frames, corresponding to
peak expression, from each video sequence. The dataset is divided into ten different sets with no
overlapping identities for 10-fold cross validation purpose.
Table 5.1 shows the comparison of the average 10-fold cross-validation accuracy of our method
with the state-of-the-art techniques on the CK+ database. Comparing these, we can see that the
accuracy of FER using the extracted disentangled and identity-invariant features from TER-GAN
outperforms most of the state-of-the-art techniques and the baseline network. Our image-based
technique produces much higher recognition accuracy as compared to the sequence-based method
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Figure 5.4: Per class accuracy for (a) CK+, (b) OC, (c) BU-3DFE and (d) MMI

Table 5.1: CK+: Accuracy for seven expressions classification.
Method
STM-Explet[62]
STCAM[21]
IACNN[70]
DeRL[106]
CNN(baseline)
TER-GAN without LDes
TER-GAN(Ours)

Setting
Dynamic
Dynamic
Static
Static
Static
Static
Static

Accuracy
94.19
99.08
95.37
97.30
91.64
94.93
98.47

of STM-Explet, where the features for FER are extracted from videos. The highest accuracy, however, is obtained by the STCAM [21] method that employs a spatial-temporal and channel attention
module on the video data. We also perform an ablation study where we train the TER-GAN network without LDes loss. Our experiments show that more discriminative expression features are
learned when we combine the disentangled feature extraction process with the effectiveness of the
proposed adversarial expression consistency loss. The adversarial expression consistency loss employs synthetic images along with real images, and thus increases the number of training samples
quite significantly during the second step of learning. Figure 5.4 (a) shows the per class accuracy
obtained in case of the CK+ dataset.
The Oulu-CASIA (OC) dataset [120] used in this experiment, contains 480 video sequences
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Table 5.2: Oulu-CASIA: Accuracy for six expressions classification.
Method
STM-Explet[62]
STCAM[21]
PPDN[123]
DeRL[106]
CNN(baseline)
TER-GAN without LDes
TER-GAN(Ours)

Setting Accuracy
Dynamic
74.59
Dynamic
91.25
Static
84.59
Static
88.0
Static
73.14
Static
82.74
Static
89.14

captured under strong illumination condition with VIS camera. Each of these video sequences
corresponds to six basic expressions from 80 identities. Each video sequence starts with a neutral
image and ends at the peak expression image. In this experiment the last three frames of each
sequence are extracted to construct the dataset. An identity-independent training-testing split is
formed to evaluate the proposed method.
Table 5 shows the average 10-fold validation accuracy obtained using our technique. The reported results show that TER-GAN outperforms the image-based techniques, and the video-based
method of STM-Explet[62]. The attention-based dynamic facial expression recognition technique
of STCAM[21] produces the highest accuracy on this dataset due to extracting features from the
entire video as opposed to our image-based method. Compared to static techniques, we observed
a significant improvement in FER accuracy using our method because this dataset has a relatively
large number of subjects, and each subject has all six expression video sequences. Our ablation
experiments show the effectiveness of using the disentangled identity-invariant expression features
for FER. Figure 5.4 (b) shows that the lowest accuracy is obtained in the case of the Disgust expression in the OC dataset.
The BU-3DFE database [112] used in our experiments consists of texture images of 100 subjects

49

Table 5.3: BU-3DFE database: Accuracy for six expressions classification.
Method
Berretti et al.[12]
Yang et al.[108]
Lo et al.[53]
DeRL[106]
CNN(baseline)
TER-GAN without LDes
TER-GAN(Ours)

Setting
Accuracy
3D
77.54
3D
84.80
2D image + 3D
86.32
Static
84.17
Static
75.63
Static
81.25
Static
84.83

from diverse ethnic backgrounds with a variety of ages. Expression images representing seven
expressions (six basic expressions and a neutral expression) with four different levels of intensities
are present for each subject in the BU-3DFE database. For this experiment, the dataset is compiled
by using the texture images and the last two highest intensity expressions. The dataset is split into
ten sets to perform 10-fold cross validation in a person-independent manner.
The comparison of the average of 10-fold cross validation accuracy of our technique with the stateof-the-art methods is shown in Table 5. It can be seen that the recognition accuracy obtained using
the TER-GAN based method is comparable to 3D and image-based techniques. The highest accuracy is achieved by Lo et al.[53], but their method leverages the 3D information from 3D images
along with 2D texture images. Similarly, our FER accuracy is comparable with the accuracy of 3D
based method proposed in [108]. Figure 5.4 (d) shows the average per class accuracy obtained in
case of the BU-4DFE dataset.
The MMI dataset [76] used in this experiment contains expression images from 31 subjects in
the form of 208 video image sequences, captured in a frontal view. Each of these sequences
corresponds to six basic expressions. The peak expressions are captured by the middle frame in
each of these sequences. A dataset containing 624 images is then compiled by extracting the three
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Table 5.4: MMI: Accuracy for six expressions classification.
Method
STM-Explet[62]
STCAM[21]
IACNN[70]
DeRL[106]
CNN(baseline)
TER-GAN without LDes
TER-GAN(Ours)

Setting
Dynamic
Dynamic
Static
Static
Static
Static
Static

Accuracy
75.12
82.21
71.55
73.23
60.37
67.81
74.69

middle frames from each video sequence. The dataset is then divided into ten sets in a person
independent manner for the 10-fold cross-validation purpose.
The average 10-fold cross-validation accuracy obtained using the TER-GAN method is shown in
Table 5.4. The accuracy obtained using our method outperforms most of state-of-the-art methods.
The highest accuracy, however, is obtained by STCAM [21], which, as opposed to our image
based method, extracts expression features from videos. We hypothesize that our TER-GAN based
technique could perform even better if the MMI dataset had more subjects and each subject had
video sequences corresponding to all six basic expressions. This is due to the fact that, in TERGAN, we learn the disentangled expression representation by exploiting both the expression and
identity information. The average per class accuracy, shown in Figure 5.4 (c), shows that fear is
the hardest expression to recognize among the six basic expressions in this dataset.
Cross-database validation is also performed to further validate the effectiveness of our method.
For cross-database validation, we train our TER-GAN model using the BU-4DFE dataset and test it
on the BU-3DFE database. Table 5 presents cross-database validation results, where it can be seen
that the performance of our method is comparable with the CNN baseline, which is both trained
and tested on the BU-3DFE database.
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Table 5.5: Cross-database validation for six expressions classification.
Method
Setting Accuracy
CNN(baseline)
Static
75.63
TER-GAN(Ours)
train on BU-4DFE, test on BU-3DFE Static
73.97

Expression Feature Visualization

In this part, we demonstrate that the expression representation f (e) learned by our TER-GAN is
disentangled from identity information. To do this, we first extract the expression feature vector
f (e) from encoder Ges and then employ t-SNE [67] to project the 30-dim feature vector f (e) on a
two dimensional space for visualization purposes. The 2d expression feature space is shown in Figure 5.5. For the sake of comparison with our CNN baseline, we conduct two experiments to show
that the expression representation learned by encoder Ges , when trained in a TER-GAN set-up, is
disentangled from identity information. In the first experiment, we extract 30-dim expression features from input images of different subjects by employing the CNN baseline network (pre-trained
encoder Ges ) and visualize this in a 2d feature space using t-SNE. The result of our first experiment
is shown in Figure 5.5(a). It can be seen that the expression features are all entangled with each
other in the expression feature space, which clearly indicates that the CNN baseline model fails to
disentangle expression information from identity features. In the second experiment, we employ
encoder Ges trained in an end-to-end manner in a TER-GAN set-up, to extract expression representation f (e), and project it to 2d feature space using t-SNE. The result of the second experiment
is shown in Figure 5.5(b). We can see that the expression features are organized in the form of six
clusters, corresponding to six basic expressions, which indicates that the expression information is
effectively disentangled from identity information.
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Figure 5.5: Expression feature space. Each color represents a different expression. Fig. 5a shows
the expression distribution of features obtained from pre-trained encoder Ges (CNN baseline). Fig
5b. depicts the expression distribution of features obtained from encoder Ges after training in a
TER-GAN set-up. (Best viewed in color)

Conclusion

In this chapter, we have presented a novel architecture, TER-GAN, which has two objectives: 1).
to disentangled expression and identity features from input images, and 2). to improve the discriminative property of the disentangled expression representation by learning identity-invariant
expression features using adversarial learning. The disentanglement of expression and identity
features is achieved by explicitly encoding the expression information from a source image and
extracting identity information from a target image by using two different dedicated encoders, and
these two feature vectors are then combined to generate an expression image by employing the
decoder part of TER-GAN. To learn an identity-invariant expression representation, novel expression and identity consistency losses based on adversarial learning are used. Experimental results
show that the disentangled identity-invariant expression representation learned by our technique
produces higher of comparable recognition accuracy than other state-of-the-art FER methods. In
the next chapter, we discuss a regression-based expression feature learning technique that leverages
the 3D expression information.
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CHAPTER 6: FACIAL EXPRESSION RECOGNITION USING 3D
EXPRESSION PARAMETERS

Introduction

In previous research, single view 3D face shape estimation has been employed to recognize faces
[13, 14, 79]. It is because the 3D face shape is discriminative, and it has the advantage of being
invariant to illumination and texture variations. With the availability of high-resolution 3D scans,
previous research has shown that 3D face shape can be used for a promising face representation
[15, 98]. Inspired by the success of 3D face representation in the domain of face recognition, in this
chapter, we present a novel regression-based expression feature learning technique that employs
the prior knowledge of 3D expression parameters. We argue that by leveraging 3D expression information, an optimal identity and illumination invariant expression representation can be learned.
Many state-of-the-art FER and action unit detection methods rely on the accurate estimation of
facial landmarks. However, it has been reported that the accuracy of the detection of facial landmarks degrades with head-pose variation and facial occlusion. Therefore, regressing 3D expression
parameters directly from image intensities eliminates the dependency on facial landmark detection.

3D Expression Estimation

In the computer vision research community, active appearance models [65] and blend-shape model
coefficients [86, 125, 126] are widely used to represent the face deformation parameters. In this
project, we extract the 3D expression parameters expressed in the form of blend-shape model coefficients, as employed in [125, 17], to leverage the prior knowledge of 3D expression information.
We chose the blend-shape-based 3D expression parameter learning technique because of its in54

dependence from landmark detection. There are three main advantages of decoupling the facial
landmark detection process from 3D expression parameter estimation: 1). facial landmark detection fails with significant head-pose variation from the frontal view, 2). the accuracy of facial
landmark estimation degrades with low scale images, and 3). it is very difficult to interpolate the
occluded landmarks in case of extreme occlusions. In some research work, identity information
has been represented in the form of facial landmarks, and this facial landmark-based identity representation has been used for face recognition [31]. Therefore, we argue that by decoupling the
3D expression parameter extraction process from landmark estimation, we can learn expression
features that are disentangled from the identity information.

3D Face and Expression Representation

We employ the standard linear 3DMM representation to model a face image:

M = s̄ + Sα + Eη

(6.1)

where s̄ denotes the average 3D face shape, and α represents shape coefficients α ∈ Rs with
S ∈ R3n×s principle components. The third term in the above equation represents the linear combination of expression coefficients η ∈ Re and expression principle components E ∈ R3n×e . Here,
s represents the number of components for shape, e denotes the number of principal components
for expression, and 3n is the number of 3D coordinates of n pixels in the input image I. Since the
shape components are obtained from the BFM 3DMM representation, therefore, here s = 99, and
as the expression components are the same as used in 3DDFA [125], therefore, we set e = 29. The
magnitude of deformations encoded in the principle components are controlled by vectors α and
η. Therefore, to reconstruct the 3D shape of the input face image I, α and η need to be estimated
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in eq 6.1.

ExpNet

ExpNet [17] is trained to estimate the shape and expression coefficients by using 0.5 million face
images of the CASIA WebFace collection [110]. The expression coefficients obtained from the
CASIA WebFace collection are then used as ground truth annotations during the training of ExpNet. The architecture of ExpNet is based on the ResNet-101 deep network [42]. ExpNet is trained
to regress the expression coefficients η by estimating the regression function f ({W, b}, I) → η,
where {W, b}, denotes the weights of the parameters of ResNet-101. ExpNet is trained by employing a l2 reconstruction loss between the prediction of the model and the ground truth expression
labels.

Extracting Expression Coefficients Using ExpNet

We employ the pre-trained ExpNet model to extract the 29-dimensional expression parameters.
After obtaining the ground truth expression parameters for our training data, we train our 3D Expression Network (3DExp-Net) to learn expression features by regressing the 29-dimensional 3D
expression vector. Our 3DExp-Net is a seven-layer deep convolutional neural network containing
seven downsampling blocks. Each downsampling block consists of 3 × 3 stride one convolution,
and the number of channels is 64, 128, 256, 256, 512, 30, and a 29-dimensional output layer for
predicting the regressed 3D expression parameters. The 30 dimensional second last FC layer corresponds to the learned expression representation. After training the 3DExp-Net, we extract the
30-dimensional expression features and feed them to a multi-layer perceptron to classify facial expressions. Aside from ExpNet, we are unaware of any previous FER technique that employs 3D
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Table 6.1: Expression classification accuracy of CK+ dataset.
Method
Accuracy
CE-CLM [115]
48.47
3DDFA [125]
39.88
ExpNet [17]
62.03
AUExp-Net
64.85
3DExp-Net(Ours)
70.91

Table 6.2: Expression classification accuracy of SFEW dataset.
Method
Accuracy
CLNF [8]
15.27
3DDFA [125]
16.84
ExpNet [17]
17.62
AUExp-Net
18.36
3DExp-Net(Ours)
20.95

expression parameters to recognize facial expressions. To show the effectiveness of our expression feature learning technique, we compare the performance of our 3DExp-Net-based expression
features with the state-of-the-art expression recognition methods that employ facial landmarks.

Experimental Results

We performed experiments on two widely used state-of-the-art FER datasets, i.e., CK+ [65] and
Static Facial Expression in the Wild (SFEW) [27]. In this effort, our goal is to show that the expression features learned by regressing the 3D expression parameters are more effective than the
expression classification techniques employing facial landmarks. Therefore, we compare our expression recognition result with the state-of-the-art landmark detectors of CE-CLM [115], 3DDFA
[125], CLNF [8], and the k-means clustering-based method of ExpNet. For further investigation,
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we also conduct a parallel experiment where we learn an expression representation by employing
the prior knowledge of action units. More specifically, we extract 17 action units of the training
images by using the-state-of-the-art OpenFace [9] algorithm and train our AUExp-Net to learn
expression features by regressing the action units. Note that the AUExp-Net is the same as the
3DExp-Net, with the output layer modified to 17 nodes.
Table 6 shows the expression classification accuracy of our method on the CK+ dataset. Comparing our result with the state-of-the-art landmark-based FER methods, we found that the expression features learned by our 3DExp-Net are much effective than the CE-CLM and 3DDFA methods. Similarly, table 6 shows that the expression recognition accuracy of our 3DExp-Net is much
higher than the accuracy of the clustering-based technique used in [17]. A significant improvement
in expression classification can be observed by comparing the result of our 3DExp-Net with the
AUExp-Net. This improvement in accuracy shows that the expression representation learned by
incorporating the prior knowledge of 3D expression is more effective than the features learned by
regressing action units. Similarly, Table 6 shows that the expression features learned by employing
our method outperform the state-of-the-art landmark-based techniques, k-means clustering method
of [17], and the action unit based expression feature learning method.

Conclusion

In this chapter, we present a novel expression representation learning technique that leverages the
prior knowledge of 3D expression parameters. More specifically, we developed the 3DExp-Net
architecture that learns an expression embedding by regressing the 29-dimensional expression parameters. Our experimental results show that the performance of the learned expression representation using our 3DExp-Net method is better than the performance of facial landmark-based FER
methods, the k-means clustering technique proposed in [17], and the expression features learned
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by leveraging the action units. In the next chapter, we discuss a novel attention mechanism for
FER by leveraging the AU information.
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CHAPTER 7: FACIAL EXPRESSION RECOGNITION BY USING
ACTION-UNIT BASED ATTENTION NETWORK (AUA-NET)

Introduction

Facial expression analysis has been performed by employing two levels of expression information:
the global expression information and the local facial action units. Thus, facial expression analysis
is divided into two research topics: Facial Expression Recognition (FER) and Facial Action Units
Detection. Facial Action Coding System (FACS) [32] has defined 44 action units corresponding
to the movement of facial muscles that are activated during facial expressions. Although 44 action
units have been defined in FACS, more than 7000 combinations of AUs have been reported in the
literature [90]. Therefore many AU detection and regression techniques have been developed by
the research community to analyze facial expressions. For instance, in [95, 96, 32], facial expressions are classified based on the action units that are detected by the AU detection algorithms.
Since the local AU and the global expression information are closely related and complementary
to each other, the generalization capability of a facial expression analysis model can be improved
by combining these two levels of information.
Motivated by this perspective, more generalized AU detection techniques have been developed in
[25, 51] by leveraging the global expression information as a supplementary supervision for the
task of AU detection. On the other hand, some prior works have studied the relationship between
the learned deep expression features and AUs, and they have discovered that the deep features are
related to action units [46]. Mousavi et al. visually inspected the feature maps of CNN and LIPNet
and found a correlation to action units [73]. In [100], a region-based convolutional neural network
R-FENet is used to recognize facial expressions by employing a landmark-based predefined expert
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knowledge according to FACS. Inspired by these research findings, we incorporate the local AU
information to learn an attention mechanism for the task of facial expression recognition.
Many attention-based FER methods have been developed by the research community that learn
the attention mechanism by using discrete expression labels (global information). Therefore, we
argue that, since the coordination of facial muscles form facial expressions, it is hard to encode
the combination of all of these muscle activation into a discrete and low number of labels (usually
six categories representing six basic expressions). Most of the state-of-the-art attention-based FER
techniques learn the attention maps by employing self-supervised training methods [109, 122, 116].
The main issue with the self-supervised training of the attention mechanism is that a great deal of
training data is required to train such a network. Apart from the development of many attention
methods, the incorporation of action units into the attention mechanism has not been explored by
the research community.
In this chapter, we present our novel AU-based Attention Network (AUA-Net) that is trained in a
weakly supervised manner to generate expression masks by leveraging the AU information. The
attention mask is generated by normalizing the input expression image to a neutral expression and
then reenacting the normalized image (neutral expression image) by using the AU information
of the input expression image. Therefore our AUA-Net can also be used for face reenactment in
addition to its capability of producing effective attention maps. The generated expression attention
masks are then used to assign adaptive weights to the input of our FER network. Unlike the stateof-the-art FER methods that employ attention mechanisms using the discrete expression labels,
our AUA-Net learns to generate attention maps by leveraging the expression information encoded
in facial action units. The advantage of our novel action unit-based attention mechanism is that
action units encode the intensity information along with the expression information. Thus, a more
generalized attention mechanism is learned by employing our method. The overall architecture of
our technique is shown in Figure 7.1.
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Figure 7.1: The overall architecture of our AUA-GAN-based FER technique

Our AUA-Net consists of two modules, an AU Attention Mask Module (AAMM) and a FER
module. The main objective of AAMM is to generate effective attention maps by normalizing
the input expression image and then reenacting the normalized image using the AU information
of the input expression image. The FER module then modulates the feature maps of the input
expression image according to the information produced by the attention maps. The FER module
is trained using the discrete expression labels in a supervised manner. Another advantage of our
FER technique is that we have combined the AU information with discrete expression labels to
classify facial expressions. The AAMM is a GAN-based architecture having an encoder-decoderbased generator and a multi-task discriminator to generate promising attention maps. The AAMM
takes two inputs, i.e., a normalized version of the input expression image and a 17-dimensional AU
vector representing the activation and the magnitude of each action unit. In other words, we learn
the attention maps by employing our weakly supervised adversarial learning technique to reenact a
normalized version of the input image. To obtain the AU vector, we employ the off-the-shelf stateof-the-art AU detection method of OpenFace [9], and to normalize the expression of the input
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image, we employ an off-the-shelf Face Normalization Module (FNM) [82]. We train this network
in a weakly supervised manner where the attention maps are generated using an adversarial loss.
To circumvent the need for pairs of expression images with their ground truth attention maps, we
employ a regularized attention loss [81] that generates smooth attention maps. Our FER module is
a CNN architecture that assigns different weights to different regions of an input expressive face
according to the attention maps obtained from AAMM.
The main contributions of our method are as follows:

• We present a novel architecture AUA-Net that learns to generate expression attention maps
without the requirement of ground truth attention masks by employing a weakly supervised
adversarial learning method.
• To the best of our knowledge, our attention mechanism is the first of its kind that leverages
the AU information to generate spatial attention maps for facial expression recognition.
• Our AUA-Net can also be used for an efficient face reenactment process.
• Our experimental results show that by combing the AU information and the discrete expression labels, the performance of a FER algorithm is significantly improved.

The AUA-Net Technique

Our AUA-Net consists of two main modules, i.e., 1). an AU attention mask module, and 2). a
FER module. The main goal of the AU attention mask module is to employ a weakly supervised
adversarial learning method to generate AU-based attention masks. The attention masks from the
first module are then used to assign adaptive spatial weights to the input expression image.
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AU Attention Mask Module

AUA-Net learns to generate effective attention maps by modeling the evolution of a neutral face to
an expressive face. More specifically, AUA-Net generates expression attention maps by reenacting
a neutral version of the input image to an expressive face based on the input expression information.
Therefore, to obtain the neutral version of the input image and the expression information in the
form of AUs, we perform a pre-processing step before training our AU attention mask module to
produce attention maps.

Pre-processing

Given an input expression image I, we pass it through an off-the-shelf AU detection algorithm of
OpenFace [9] to obtain its AU vector. We concurrently feed the input image I to another off-theshelf face normalization module [82] to normalize the expression of the input image to a neutral
expression. To obtain the AU attention mask, we concatenate the extracted AU vector with the
normalized image In and input it into our AU mask module. Our AU mask module is a GAN-based
network with an encoder-decoder type of generator and a multitask discriminator. The framework
of our AU Attention Mask Module is shown in Figure 7.2.

Generator

The main goal of our generator G is to generate effective AU attention maps. Therefore, given a
normalized image In ∈ RH×W ×3 and the N-dimensional AU vector V encoding the expression of
the image I, we input the concatenation of In and V , i.e: (In , V ) ∈ RH×W ×(N +3) to the generator
of our AU attention mask module. Note that we represent V as an array of size H × W for the
concatenation purpose. To generate effective attention maps A that focus only on the expressive
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Figure 7.2: The framework of our AUA-Net

regions of the face and ignore those regions where the action units are not activated. Our generator
outputs an expression-estimation map E of the input expressive image along with the attention
map. The expression-estimation map of the input expressive image is necessary for training our
discriminator network. Therefore, we employ the input-output mapping function proposed in [81]
to generate realistic-looking output expression images:

Io = A · E + (1 − A) · In

(7.1)

We denote the branch of the generator G that produces the attention map A by GA , i.e: A =
GA (In /V ) ∈ {0, ..., 1}H×W , and the second branch of the generator responsible for producing the
expression-estimation map E is denoted by GE , i.e: E = GE (In /V ) ∈ RH×W ×3 .

Discriminator

There are two main objectives of our discriminator D, 1). to classify between real and fake images,
and 2). to regress the AU vector. Therefore, our discriminator D is a multitask network with two
65

branches, a real/fake classification branch Dc , and a regression branch used to estimate the action
units of the input images, denoted by De .

AU Attention Mask Generation

We train our AU attention mask module employing four different losses, namely the adversarial
loss LD , the AU attention loss LA , the expression loss LE , and the identity loss Li .

Adversarial Loss

To produce meaningful attention maps, our generator G must produce promising output images.
Therefore, the real/fake classification branch of our discriminator Dc has to distinguish between
real and fake images during training to improve the performance of the generator. We train our
GAN-based architecture by using the WGAN-GP formulation [38] [81]. The objective function of
Dc is given by the following equation:

Ladv (G, Dc , In , V ) =EIn ∼pn [Dc (G(In , V ))]
− EIn ∼pn [Dc (In )]
2
b
+ λgp EI∼p
b b[(||∇IbDc (I)||2 − 1) ]

(7.2)

I

where Pn represents the data distribution of the normalized image, PIb is the interpolation distribution, and λgp denotes the penalty coefficient.
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Attention Loss

To generate effective attention masks without the requirement of ground truth attention maps, we
employ the regularized attention loss proposed by Pumarola et al. [81]. The attention loss is regularized by adding a l2 weight penalty to alleviate the saturation of the attention masks to 1. The
total variation regularization of the attention loss also helps to achieve smooth spatial transformation of the pixel values between the input normalized image and the expression-estimation map.
The formulation of the AU attention loss is given by the following equation:
H,W

Latt (G, In , V ) =λT V EIn ∼pn [

X

[(Ai+1,j − Ai,j )2

i,j

+ (Ai,j+1 − Ai,j )2 ]]
+ EIn ∼pn [||A||2 ]

(7.3)

where λT V represents the penalty coefficient.

The Expression Loss

Since our attention map generation technique does not require any ground truth attention map,
therefore, we learn to generate effective attention masks by back-propagating the expression loss
of the generated images employing the expression branch of our discriminator De . De estimates
the expression of the input image by regressing the AU vector. The objective function of De is
given by the following equation:
Lexp (G, De , In , I, V ) =EIn ∼pn [||De (G(In /V )) − V ||22 ]+
EIn ∼pn [||De (I) − V ||22 ]
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(7.4)

The first part of eq 7.4 refers to the AU regression loss with fake images, and the second component
of the equation represents the AU regression loss with the real expression images.

The Identity Loss

To preserve the identity information of the input image while reenacting its corresponding normalized image, we employ a l1 pixel loss between the normalized image In and the expression
estimation map:

Lid (G, In , V ) = EIn ∼pn [||GE (In /V ) − In ||1 ]

(7.5)

Total Loss

Our AU attention mask module generates effective AU-based attention maps by combining all the
aforementioned losses:

argmin maxLtotal = λa Ladv + λA Latt + λe Lexp + λi Lid
G

D

(7.6)

where λa , λA , λe , and λi are the hyper-parameter weights of the components of the total loss.

FER module

After training the AU attention mask module to generate effective AU-based attention maps, we
detach the attention branch of the generator GA from the AU attention mask module and connect it
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Figure 7.3: Qualitative Evaluation of AU Maps, the depiction of their expression-estimated maps,
and the final reenacted images.

with our CNN-based expression classifier. The purpose of GA is to produce attention weights for
the input expression image. Therefore, we assign adaptive weights to the input expression image
before passing it to the expression classification network.

Experiments

To evaluate the effectiveness of our AUA-Net based FER method, we conducted experiments using
the state-of-the-art lab-controlled datasets of Oulu-CASIA [120], BU-3DFE [112], and the in-thewild dataset of SFEW [26], while BU-4DFE dataset [111] is used for pre-training.
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Implementation Details

The architecture of our generator and discriminator is similar to the networks employed in [81,
124]. It contains three convolutions and many residual blocks, two convolutions with stride 1/2,
and two branches, each with a convolution layer to generate an attention mask and the expressionestimation map. The training stability of the network is improved by employing an instance normalization layer instead of a batch normalization layer. Our discriminator network is a PatchGAN
[43] type of architecture that operates on overlapping patches to perform the real/fake classification
and the expression estimation. The architecture of our FER module is based on five downsampling
CNN blocks consisting of a 3 × 3 stride 1 convolution, and one 50 dimensional FC layer, and an
expression classification layer.
We employed the Convolutional Experts Constrained Local Model (CE-CLM) [115] to detect faces
and align them. We also performed data augmentation where we cropped five 75 × 75 images from
the four corners and the center location of each image. Each of the cropped samples is then rotated
at five different angles i.e −6◦ , −3◦ , 0◦ , 3◦ , 6◦ . To further increase the number of images in the
databases, we horizontal flipped each of the rotated images. We pre-trained our AU-based FER
model on the BU-4DFE dataset [111]. The BU-4DFE dataset contains 60,600 images from 101
identities from different age groups and ethnic backgrounds. We then evaluated our FER method by
fine-tuning the model on three state-of-the-art FER datasets Oulu-CASIA [120], BU-3DFE [112]
and SFEW [26]. We train our model using Adam [49] optimizer with a learning rate of 0.0001
and batch size of 15. We empirically set the values of weight coefficients as λa = 1, λA = 0.4,
λe = 2000, and λi = 7.
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Figure 7.4: Per class accuracy for (a) OC, (b) BU-3DFE and (c) SFEW.

Experimental Results

The input expression images is passed through OpenFace [9] to extract the 17-dimensional AU
vector that the OpenFace software generates. We use the 17 continuous AU values that represent
the activation and the intensities of the AUs. To normalize the input expression image, we employ
the face normalization module proposed in [82]. However, since the OC, BU-3DFE, and most of
the identities in SFEW have their neutral images present in the dataset, we reduce the training time
of our AUA-network by employing the face normalization module of [82] only for those images
where their neutral images are not available. The AU vector and the normalized image are then
concatenated and input to the AU attention mask module to generate the AU attention mask. The
attention maps are then used to assign adaptive weights to different regions of the input expression
face. In the remainder of this section, we first discuss the quality of the generated attention maps
employing our AU attention mask module, and then we show the effectiveness of using an AUbased attention mechanism for FER.

71

Qualitative Evaluation of AU Maps

We qualitatively evaluate the generated AU-based attention masks by visually comparing them
to their corresponding expression images. Figure 7.3 shows the attention masks, the expressionestimated maps, and the reenacted face images generated by the generator of our AUA-GAN. Here,
it can be seen that our AU attention mask module has learned to focus on the important regions
that are responsible for converting a neutral face to an expression image. Note that the important
regions are represented by the darker pixels in the attention map.

Effectiveness of AU Maps for FER

The Oulu-CASIA (OC) dataset [120] contains 480 videos recorded under strong illumination
conditions with a VIS camera. The OC dataset is complied by capturing the six basic expressions of
80 different identities. Each video is recorded in such a way that it starts with a neutral expression
and ends at the peak expression. To construct our training and testing expression images, we
extract the last three frames from each video. The dataset is then divided into ten folds in an
identity-independent manner to perform the 10-fold cross-validation of our method.
Table 7 shows the average 10-fold cross-validation accuracy of our AUA-Net-based FER method.
It can be seen that the FER accuracy of our AUA-Net is significantly higher than the FER accuracy of image-based (static) methods. Most importantly, our static FER technique outperforms the
video-based method of STM-Explet [62] as well. The highest accuracy, however, has been obtained by the video-based (dynamic) method of STCAM[98]. It is due to the reason that STCAM
extracts expression features from the entire video. Thus, it is more computationally costly than our
AUA-Net.
Comparing to image-based FER techniques, our AUA-Net produces a higher FER accuracy on the
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Table 7.1: Oulu-CASIA: Accuracy for six expressions classification.
Method
Setting Accuracy
STM-Explet[62] Dynamic
74.59
STCAM[21]
Dynamic
91.25
PPDN[123]
Static
84.59
DeRL[106]
Static
88.0
REL-GAN[2]
Static
88.93
TER-GAN[3]
Static
89.14
CNN(baseline)
Static
73.14
AUA-Net(Ours)
Static
89.57

OC dataset, which shows the effectiveness of employing an AU-based attention module into a FER
algorithm. We conduct an ablation experiment where we train and test our FER module without
incorporating the AU-attention masks. The FER accuracy obtained using this baseline network is
much lower than the accuracy obtained using our attention-based technique. Figure 7.4 (a) shows
the per-class accuracy obtained in the case of the OC dataset.
The BU-3DFE database [112] contains texture images of 100 identities of different age groups
coming from diverse ethnic backgrounds. Each subject has expression images labeled according to
six basic expressions with four different intensity levels in addition to a neutral image in the BU3DFE database. To validate the performance of our AUA-Net on this dataset, we use the texture
images having the last two highest expression intensities, and the neutral images. To perform
person-independent 10-fold cross-validation the dataset is divided into ten subsets.
Table 7 shows the comparison of the average of 10-fold cross-validation accuracy of our technique
and the state-of-the-art FER methods. Comparing this to image-based FER methods, the performance of our AUA-Net is significantly higher than their average 10-fold cross-validation accuracy.
It is also important to note that the AUA-Net outperforms the state-of-the-art 3D-based FER methods. Thus, from these experimental findings, it can be inferred that effective expression features
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Table 7.2: BU-3DFE database: Accuracy for six expressions classification.
Method
Setting
Accuracy
Berretti et al.[12]
3D
77.54
Yang et al.[108]
3D
84.80
Lo et al.[53]
2D image + 3D
86.32
DeRL[106]
Static
84.17
REL-GAN[2]
Static
83.46
TER-GAN[3]
Static
84.83
CNN(baseline)
Static
75.63
AUA-Net(Ours)
Static
85.24

can be extracted by incorporating an AU-based attention module into a simple FER network. The
performance of our AUA-Net is also comparable to the accuracy of the FER method proposed
by Lo et al.[53]. Lo et al. leverages the 3D information from 3D images by combining it with
the expression features extracted from 2D texture images. Therefore, their average 10-fold crossvalidation accuracy is higher than our FER accuracy. Figure 7.4 (b) shows that fear has the lowest
classification accuracy in the case of the BU-3DFE dataset.
The SFEW dataset [26] is widely used to validate FER algorithms in unconstrained settings.
There are 1,766 images in the SFEW database, and the dataset is divided into three sets, i.e. 958
for training, 436 for validation, and 372 for testing. The database is compiled by extracting frames
from movie clips, and each frame has been annotated according to six basic expressions, i.e., anger,
disgust, fear, happy, sad, and surprise, and the neutral expression. The annotation for the test set of
the SFEW database is not provided by the authors. Therefore, we validated our AUA-Net method
on the validation set of SFEW.
Table 7 shows the comparison of our AUA-Net with state-of-the-art FER methods on the SFEW
dataset. It can be seen that our accuracy is higher than most of the state-of-the-art methods. The
reason is that these techniques extract expression features by employing only the discrete global
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Table 7.3: SFEW: The Average Accuracy on the Validation Set.
Method
Setting Accuracy
AUDN [59]
Static
26.14
STM-Explet [62]
Static
31.73
Dhall et al. [27] (baseline of SFEW) Static
35.93
Mapped LBP [52]
Static
41.92
FN2EN [29]
Static
48.19
REL-GAN(Ours) [2]
Static
45.82
CNN(baseline)
Static
29.75
AUA-Net(Ours)
Static
46.27

expression label. We, on the other hand, combine the local AU information along with the global
expression annotations to learn effective features. Table 7, however, shows that the highest accuracy on the SWEF dataset is obtained by the FN2EN [29] method. It is due to the fact that FN2EN
has been trained in two stages of learning. In the first stage, the distribution learned by the parameters of the FN2EN network is supervised by the parameters of the face-net (VGG-16) [77].
During the second step, the FN2EN network is then trained to extract expression features using the
global expression information. Figure 7.4 (c) shows that disgust is the most difficult expression to
recognize in the case of the SFEW dataset.

Conclusion

In this chapter, we present our novel AU-based Attention Network (AUA-Net) that learns an AUbased attention mechanism to assign adaptive weights to various regions of a face based on their
importance in converting a neutral face to an expression image. Our FER method learns the attention masks by leveraging the expression information encoded in AUs. The main advantage of
using AU information to learn the attention module is that AUs contain not only the expression information but also encode the magnitude of expressions. Our experimental evaluations show that
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the AU-based attention masks generated by the AUA-Net are effective in improving the accuracy
of a FER network. In the next chapter, we discuss our future research direction and conclude the
contribution of this dissertation research.

76

CHAPTER 8: CONCLUSIONS AND FUTURE DIRECTIONS

Summary of Contributions

In this dissertation, we first discussed our Reenactment-based Expression-Representation Learning Generative Adversarial Network (REL-GAN) that disentangles expression features from the
identity information by transferring the expression of one image to the identity of another image (known as face reenactment). The effectiveness of the disentangled expression representation
learned by our REL-GAN is validated by conducting various experiments on state-of-the-art FER
datasets
We then presented our Human-to-Animation conditional Generative Adversarial Network (HAGAN) that overcomes the challenges posed by the illumination and identity variations present in
the state-of-the-art datasets by learning a many-to-one identity mapping function trained using an
adversarial learning technique. Our HA-GAN produces a comparable or better FER accuracy by
classifying the facial expression of the generated animated image that has the expression of the
input image but has a fixed identity, illumination, and head pose.
We then discussed our Transfer-based Expression Recognition Generative Adversarial Network
(TER-GAN) that learns an identity-invariant expression representation by employing our novel
adversarial loss functions and our unique architecture that facilitates the implementation of those
loss functions. In TER-GAN, we combine the effectiveness of identity-invariant expression representation learning with the concept of disentangled feature learning using generative models to
alleviate the effect of identity information on expression features. We employ our TER-GAN curriculum learning strategy to augment our dataset by adding N × N number of images to the original
data, where N is the number of images in the training set.
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We then explain our 3DExp-Net that leverages the expression information encoded in 3D expression parameters to learn optimal expression features. More specifically, we learn expression
embedding by regressing the 29-dimensional 3D expression parameters. We also compare the
performance of expression representation learned by regressing 3D expression parameters with
expression features learned by regressing the facial action units.
Finally, we presented our Action Unit based Attention Net (AUA-Net) which is trained in a weakly
supervised manner to generate expression attention maps for FER. The motivation behind AUANet is to leverage the large datasets of facial expression images/videos that are labeled with facial
action units. We show that attention maps generated by using the information of action units are
more effective than using discrete expression labels for the task of facial expression recognition.

Future Work

The facial expression recognition methods presented in this dissertation can be further improved
by extending this research work in the following directions.

3D parameter-based Identity representation

The significance of encoding an effective identity representation is as important as the proper extraction of the expression features from the input images when it comes to learning expression
features using face reenactment methods. Encoding and extracting promising face representation
from the target image is important in preserving the identity of the target face. In our future work,
we plan to extract identity information by employing the 3D face shape information. In such a
framework, expression features can be extracted by using our 3DExp-Net, while identity embedding can be learned by regressing the 3D shape parameters from the BFM 3DMM representation.
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The extraction of expression features by using our 3DExp-Net approach in a face reenactment
setup will also play an important role in preserving the identity of the target image, as the expression features would be landmark-free.

Dynamic Expression Features

This research work can be extended to extract expression features by leveraging the dynamics of a
facial expression encoded in a video. In order to extract disentangled dynamic expression features,
our generative model-based architectures are flexible to reenact faces from multiple video frames
by using 3DCNN based encoders and decoders. Learning spatiotemporal features using 3DCNN
will help in learning the context and evolution of a facial expression from a neutral expression.

Emotion Recognition of Neurodiverse population

Another exciting prospect of this dissertation research is in the emotion recognition of neurodiverse
population. There are very few facial expression recognition methods that target this important
segment of our society. We believe that the main reason behind this lack of interest in recognizing the emotions of the neurodiverse population is that their facial expressions are very subtle,
which makes it very challenging to recognize using state-of-the-art FER techniques. Therefore, it
would be very exciting to extend this research work in this direction and build more generalized
expression recognition networks on top of the architectures that we have developed. But, since
our algorithms are data-driven, the first step towards this goal would be the compilation of facial
expression datasets from the neurodiverse population.
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Multi-modal Emotion Recognition

By zooming out a little bit, we can see that the primary purpose of this dissertation research is to
recognize emotions, as facial expressions are just one mode of affective state. Speech is another
important mode of communicating a person’s affective state in the form of vocalized and verbalized emotion. As verbalization is used to discover keywords and words that express the strength
of conviction or concern. Vocalization, on the other hand, is used to extract prosodic features, describing emotional states such as energy, pitch, intensity, formats, etc. The supplementary source
of information encoded by a speech signal can be integrated with expression images in the form
of audiovisual inputs to enhance the performance of emotion recognition techniques. The supplementary audio signal that contains the emotion information can play a vital role in recognizing
affective states when facial expression information is occluded.
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