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Abstract. We propose to imagine that every Riemannian metric on a
surface is discrete at the small scale, made of curves called walls. The
length of a curve is its number of wall crossings, and the area of the
surface is the number of crossings of the walls themselves. We show
how to approximate a Riemannian (or self-reverse Finsler) metric by a
wallsystem.
This work is motivated by Gromov’s filling area conjecture (FAC)
that the hemisphere minimizes area among orientable Riemannian sur-
faces that fill a circle isometrically. We introduce a discrete FAC: every
square-celled surface that fills isometrically a 2n-cycle graph has at least
n(n−1)/2 squares. We prove that our discrete FAC is equivalent to the
FAC for surfaces with self-reverse metric.
If the surface is a disk, the discrete FAC follows from Steinitz’s algo-
rithm for transforming curves into pseudolines. This gives a new proof
of the FAC for disks with self-reverse metric. We also imitate Ivanov’s
proof of the same fact, using discrete differential forms. And we prove
that the FAC holds for Mo¨bius bands with self-reverse metric. For this
we use a combinatorial curve shortening flow developed by de Graaf–
Schrijver and Hass–Scott. With the same method we prove the sys-
tolic inequality for Klein bottles with self-reverse metric, conjectured by
Sabourau–Yassine.
Self-reverse metrics can be discretized using walls because every normed
plane satisfies Crofton’s formula: the length of every segment equals
the symplectic measure of the set of lines that it crosses. Directed 2-
dimensional metrics have no Crofton formula, but can be discretized as
well. Their discretization is a triangulation where the length of each
edge is 1 in one way and 0 in the other, and the area of the surface
is the number of triangles. This structure is a simplicial set, dual to a
plabic graph. The role of the walls is played by Postnikov’s strands.
Keywords: Finsler metric, systolic inequality, isometric filling, integral
geometry, lattice polygons, pseudoline arrangements, discrete differential
forms, discrete curvature flow, simplicial sets, plabic graphs.
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1. Overview
In this section we describe the content, main theorems and structure of
this thesis. The motivation and context of this work are presented later,
in Sections 3 and 4. All definitions and theorems presented here will be
repeated later, with more detail.
1.1. The filling area of the circle. Let C be a Riemannian circle, that
is, a closed curve of a certain length. A filling of C is a compact surface
M with boundary ∂M = C. A Riemannian filling of C is a filling with a
Riemannian metric. It is called an isometric filling if dM (x, y) = dC(x, y)
for every x, y ∈ C, where the distance dX(x, y) on any space X is the
infimum length of paths from x to y along that space X. For example, a
Euclidean flat disk fills its boundary non-isometrically, but the Euclidean
hemisphere is an isometric filling.
The Riemannian filling area of the circle is the infimum area of all
Riemannian isometric fillings. Gromov [Gro83] posed the problem of com-
puting the Riemannian filling area of the circle, proved the minimality of the
hemisphere among Riemannian isometric fillings homeomorphic to a disk,
and conjectured its minimality among all orientable Riemannian isometric
fillings; this is the (Riemannian) filling area conjecture, or FAC. For ori-
entable Riemannian isometric fillings of genus ≤ 1 the Riemannian FAC is
known to hold also; the hemisphere is minimal in this class as well [Ban+05].
Computing this single number, the Riemannian filling area of the circle,
may seem a very specialized task, but it is related to the problem of de-
termining a whole region of space based on how geodesic trajectories are
affected when they cross the region, a problem known as “inverse geodesic
scattering”. In the introductory Section 3 we discuss this connection and
what is known about the FAC.
1.2. Fillings with Finsler metric. Ivanov and Burago extended the filling
area problem by admitting as fillings surfaces with Finsler metrics, and
proved the minimality of the hemisphere among Finsler disks [Iva01; Iva11a;
BI02]. Roughly speaking, a Finsler surface is a smooth surface M with
a Finsler metric F , that continuously assigns to each tangent vector v a
length F (v) ≥ 0, also denoted ‖v‖. The full definition is given in Section 2.
A Finsler metric F enables one to define the length of any differentiable
curve γ in M by the usual integration LenF (γ) :=
∫ ‖γ′(t)‖ dt. Finsler
metrics are more general than Riemannian metrics because they need not
satisfy the Pythagorean equation at the infinitesimal scale. More precisely,
the Finsler metric restricted to the tangent plane at each point is a norm
that need not be related to an inner product. In this thesis, norms, Finsler
metrics and distance functions are in principle directed, not self-reverse ;
this means that we may have ‖ − v‖ 6= ‖v‖ and d(x, y) 6= d(y, x).1
For the filling area problem, smooth Finsler surfaces are equivalent to
piecewise-Finsler surfaces (triangulated surfaces with a Finsler met-
ric on each face) and are also equivalent to polyhedral-Finsler surfaces
(surfaces made of triangles cut from normed planes), in the sense that when
1Self-reverse Finsler metrics are called “reversible” or “symmetric” by other authors.
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we fill isometrically the circle, the infimum area that can be attained with
isometric fillings of any of the three kinds is the same; this is proved in
Theorem 6.3.
The definition of area of a Finsler surface that we use here is due to
Holmes–Thompson. It involves the standard symplectic form on the cotan-
gent bundle T ∗M , which is related to the Hamiltonian approach to the
study of geodesic trajectories. However, it is easy to define the Holmes–
Thompson area when the Finsler surface is polyhedral: the area of a
triangle cut from some normed plane is its usual (Cartesian) area in any
system of linear coordinates xi on the plane, multiplied by the area of the
dual unit ball in the dual coordinates pi. Note that we use a non-standard
normalization: the Holmes–Thompson area of a Euclidean triangle (or any
Riemannian surface) is pi times greater than the usual value.
Conjecture 1.1 (continuous FAC for surfaces with self-reverse Finsler met-
ric). A surface with self-reverse Finsler metric that fills isometrically a circle
of length 2L cannot have smaller Holmes–Thompson area than a Euclidean
hemisphere of perimeter 2L.
I do not actually conjecture that this proposition is true, however, I state
it as a conjecture rather than as a question (what is the infimum area of a
Finsler isometric filling of the circle?) to make it analogous to Gromov’s fill-
ing area conjecture, which is restricted to Riemannian surfaces and therefore
has greater chances of being true.
1.3. Discretization of self-reverse metrics on surfaces. The discretiza-
tion that we propose for self-reverse 2-dimensional metrics is based on some
facts of integral geometry that we review in Section 4, namely, the formulas
of Barbier and Crofton [Bar60; Cro68]. According to these formulas, when
random lines are drawn on the Euclidean plane, the expected number of
crossings of the lines with a given curve is proportional to the length of the
curve, and the expected number of crossings between the lines in any given
region is proportional to the area of the region. We will replace the random
lines by a definite set of curves called walls, as follows.
We define a wallsystem W on a compact surface M as a 1-dimensional
submanifold made of finitely many smooth compact curves called walls,
that are relatively closed (either closed or with their endpoints on ∂M)
and in general position (this means that the wallsystem has no tangencies
with itself nor with the boundary ∂M , and its self-crossings are simple and
in the interior of M). The pair (M,W ) is called a walled surface. A
wallsystem W defines a discrete metric, where the length of a smooth curve
γ in general position (that is, transverse to W , avoiding the self-crossings
of W and with no endpoints on W ) is its number of crossings with W . The
area Area(M,W ) of the walled surface is the number of self-crossings of W .
We also define the Holmes–Thomson area of the surface as the same number,
multiplied by 4.
Let (M,W ) be a walled surface whose boundary ∂M is a closed curve.
The set ∂W of endpoints of the walls can be used to define the length
of a curve contained on the boundary ∂M that is either closed or an arc
with its endpoins not on ∂W . The length of such curve is the number
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of times that it crosses ∂W . The distance d(∂M,∂W )(x, y) between points
x, y ∈ ∂M \ ∂W is the minimum length of a curve from x to y along ∂M .
The walled surface (M,W ) is called an isometric filling of its boundary
if d(M,W )(x, y) = d(∂M,∂W )(x, y) for every pair of points x, y ∈ ∂M \ W .
It is easy to construct a walled surface (M,W ) that fills isometrically its
boundary of length 2n by letting M be the Euclidean hemisphere and letting
the wallsystem W consist of n geodesics in general position. The area of
this wallsystem is n(n−1)2 .
Conjecture 1.2 (discrete FAC for walled surfaces). Every surface with
wallsystem (M,W ) that fills isometrically its boundary of length 2n has
Area(M,W ) ≥ n(n−1)2 .
In Section 9 we prove our main theorem:2
Main Theorem 1.1. The discrete FAC for walled surfaces is equivalent to
the continuous FAC for surfaces with self-reverse Finsler metric. Moreover,
the equivalence holds separately for each topological class of surfaces.
Therefore, a proof of the FAC for walled surfaces of certain topology
yields a proof of the FAC for continuous surfaces of the same topology with
self-reverse Finsler metric.
In Section 10 we use classical combinatorics of curves on a disk to prove
that the FAC for walled surfaces holds when the surface is topologically
a disk, thus re-proving Gromov’s theorem in a discrete way. The proof is
based on Steinitz’s algorithm, which employs certain elementary operations
(similar to the Reidemester moves) that reduce the area without affecting
boundary distances, until the wallsystem becomes a pseudoline arrange-
ment, which means that walls are simple arcs with their endpoints on the
boundary that cross each other at most once. We also discuss an alternative
method due to Lins [Lin81], who proved a discrete theorem that implies the
Pu-Ivanov inequality, that is, the optimal systolic inequality for self-reverse
Finsler metrics on the real projective plane [Iva11a], originally proved in the
case of Riemannian metrics by Pu [Pu52].
In Section 12 we prove that the FAC for walled surfaces holds also in
the simplest non-orientable case, when the surface is topologically a Mo¨bius
band. This implies that the continuous FAC holds for Riemannian or self-
reverse Finsler metrics on the Mo¨bius band, a fact which was not known
before. (Gromov’s conjecture was only stated for orientable Riemannian
surfaces.)
Main Theorem 1.2. The minimum Holmes–Thompson area of a Mo¨bius
band with self-reverse Finsler metric that fills isometrically its boundary of
length 2L equals the area of the hemisphere of perimeter 2L.
The proof is based on the work by Schrijver and de Graaf on the problem
of routing wires of certain homotopy classes as edge-disjoint paths on a
2Translations between discrete and continuous systolic inequalities have already been
given in [CHM15; Kow13; KLM15], however those translations are lossy: one may start
with an optimal discrete inequality and its translation will be a non-optimal continuous
inequality, and when one translates back to the discrete setting, the inequality obtained
is weaker than the original.
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given Eulerian graph on a surface [GS97b; GS97a]. We proceed in three
steps: first we close the Mo¨bius band to obtain a Klein bottle, then we
simplify the wallsystem using de Graaf-Schrijver’s method and some further
steps, and finally we solve a simple quadratic programming problem in four
variables related to the lengths of the four homotopy classes of simple curves
on the Klein bottle.
With the same method we also prove the optimal systolic inequality for
Klein bottles with self-reverse Finsler metric, which was conjectured by
Sabourau-Yassine in [SY16].
Main Theorem 1.3. The minimum Holmes–Thompson area of a Klein
bottle with self-reverse Finsler metric where every noncontractible curve has
length ≥ L equals the area of the hemisphere of perimeter 2L.
1.4. Discrete FAC for square-celled surfaces. On a surface M , every
wallsystem W can be regarded as a graph where every crossing is a vertex
of degree 4. It is convenient to restrict our study to wallsystems that are
cellular ; this means that every wall has crossings (with itself or other walls),
and that W divides the surface M into regions that are homeomorphic to
either the plane or the closed half-plane. If W is cellular, then the dual graph
decomposes the surface into square cells. Therefore a surface with a cellular
wallsystem is equivalent to a combinatorial square-celled surface, that
is, a surface made of squares that are glued side-to-side. The discrete FAC
for surfaces with wallsystems can then be restated in terms of square-celled
surfaces.
Let C = C2n be the cycle graph of length 2n. A square-celled surface
M fills C2n isometrically if ∂M = C and dM (x, y) = dC(x, y) for every
two vertices x, y ∈ C, where distances dM (x, y) between vertices x, y of
the square-celled surface M are measured along its skeleton graph. The
following conjecture is equivalent to the FAC for walled surfaces.
Conjecture 1.3 (discrete FAC for square-celled surfaces). Every square-
celled surface M that fills isometrically a cycle graph of length 2n has at
least n(n−1)2 square cells.
We give an independent proof of the FAC for square-celled disks using
discrete differential forms, imitating the proof by Ivanov [Iva11a] where dif-
ferential forms are employed in the continuous setting.
1.5. Directed metrics on surfaces and their discretization. Directed
metrics on surfaces in general do not satisfy the Crofton formula, so they
cannot be discretized using wallsystems, not even with co-oriented walls
(that contribute to the length of a curve only when crossed in one direction).
However, there is a way to discretize them using simplicial sets with their
natural “fine metric”. We introduce it in Section 13. This section is only a
sketch and the theorems are stated without full proofs.
A fine triangle or ordered triangle is a triangle with vertices a0, a1,
a2 whose side [ai, aj ] is directed in the direction ai → aj if i < j. A regular
fine surface is a combinatorial surface made by gluing fine triangles side
to side, matching the orientations of the sides upon gluing. Note that on
a regular fine surface there is a directed graph formed by the sides of the
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triangles as edges. Therefore, a regular fine surface can also be described
as a surface with a directed graph embedded in it, such that it divides the
surface into ordered triangles. Regular fine surfaces are a special class of
simplicial sets.
The fine metric on a fine surface assigns lengths f(v) = 1 and f(−v) = 0
to each directed edge v and its reverse −v, respectively. The area of the fine
surface is defined as the number of fine triangles, and the Holmes–Thompson
area is the same number divided by 4.
Our main result regarding directed metrics (whose proof is not given
here) is that every directed Finsler metric on a surface can be replaced by
a fine structure whose discrete distances, lengths and Holmes–Thompson
area, when scaled down by an appropriate factor, approximate as precisely
as desired the corresponding values determined by the original continuous
Finsler metric.
Fine structures on a disk are dual to trivalent perfectly oriented plabic
graphs, that are associated to cells of a certain decomposition of the to-
tally nonnegative Grassmanian. Postnikov [Pos06] introduced plabic graphs
and showed how to reduce them, just as square-celled disks are reduced by
Steinitz’s algorithm. With this tool we show that to fill isometrically a fine
cycle C = Ca,b (that has length a in one direction and b in the other) we
need exactly 2ab− a− b triangles, if we restrict to fillings homeomorphic to
a disk. The fine filling area is the minimum area over all fine isometric
fillings, not necessarily homeomorphic to a disk. The proposition that the
fine filling area of Ca,b is 2ab − a − b is the discrete FAC for directed
metrics, or fine FAC. The fine FAC is equivalent to the continuous FAC
for directed Finsler metrics.
With this discrete theory we can also prove the optimal systolic inequality
for projective planes: a Finsler projective plane of systole L cannot have
less area than a hemisphere of perimeter 2L, and the equality is attained
by the standard Riemannian metric of constant curvature. This inequality
was discovered and proven by Pu [Pu52] for Riemannian metrics, and was
extended by Ivanov to self-reverse Finsler metrics [Iva11a]. Our contribution
is to remove the restriction that the Finsler metric be self-reverse.
1.6. Work to do next. In Section 14 we discuss some possible next steps
of this investigation.
1.6.1. Computing filling areas by integer linear programming. Every even
square-celled isometric filling of C2n can be mapped into the injective hull
of C2n, which is a finite graph. In consequence, every filling becomes a linear
combination of 4-cycles of this graph, which allows us to express the filling
area problem as an integer linear programming problem. We show that the
problems of finding minimal oriented fillings and minimal unoriented fill-
ings are higher-dimensional versions of two classical optimization problems:
optimal transportation and optimal matching.
1.6.2. Discretization of 3-dimensional metrics. We propose to try using fine
tetrahedra to discretize 3-dimensional Finsler metrics. The simplest case are
integral (semi)norms on R3, and we conjecture that they can be replaced by
Z3-periodic fine structures. The dual unit ball of an integral seminorm is
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an integral polyhedron K. The problem of discretization is open already in
the case when K is the cube [0, 1]3: the best discretization found so far has
40 tetrahedra per period while the conjectured minimum number is 36.
1.6.3. Poset of minlength functions and tightening algorithms. On a surface
M that has a length metric (discrete or continuous), let γ be a compact
curve that is relatively closed (either closed or with its endpoints on the
boundary ∂M). The minlength of γ is the infimum length of all curves
that are homotopic to γ.
On a fixed topological surface, we can order the even wallsystems by their
minlength function, also called marked length spectrum. We list the cases
where the poset is known. For example, on the disk of perimeter 2n, the
poset contains as an interval the Bruhat poset of permutations of n ordered
items. On the torus, the poset elements are equivalent to symmetric integral
polygons, ordered by containment.
We also discuss the computational problems of tightening a wallsystem
and comparing two wallsystems. Finally, we mention the connection of these
posets with the cut-flow duality for the problem of routing wires (finding
edge-disjoint paths of certain homotopy classes) along an Eulerian graph on
a surface.
1.6.4. Random discrete surfaces. We propose to study random discrete disks
with given boundary distances, generalizing the work on random lozenge
tillings. We conjecture that a simple Riemannian disk does not change
significantly when it is discretized and randomized, and that two simple
Finsler disks that have the same boundary distances become similar after
they are discretized and randomized.
1.7. Possibly unconventional terminology.
• Zero is considered a natural number. To number n objects we will
generally use the indices 0, . . . , n− 1.
• Distances and norms in general are not self-reverse; they do not
satisfy d(x, y) = d(y, x) and ‖− v‖ = ‖v‖. A norm or metric may be
sometimes called a directed norm or directed metric (as in the
term “directed graph”) to emphasize that it need not be self-reverse.
• Areas denoted AreauHT are pi times greater than the usual value.
• A graph may have loop edges and multiple edges connecting the
same pair of vertices.
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2. Finsler manifolds and their Holmes–Thompson volume
Before defining Finsler metrics, we set some terminology and notation for
manifolds and norms.
In this thesis, every manifold M is topologically Hausdorff, with count-
able basis, and of class Ck for some k = 0, 1, . . . ,∞. Its boundary, possibly
empty, is denoted ∂M . If k = 0, then M is just a topological manifold.
A manifold or map will be called differentiable if it is of class Ck for some
k ≥ 1, and will be called smooth if it is of class C∞. If M is a differen-
tiable manifold, then the tangent space at a point x ∈ M is denoted TxM
and the tangent bundle TM =
⋃
x∈M TxM is a C
k−1 manifold. Examples
of manifolds are the closed unit ball Dn = {x ∈ Rn : ∑i x2i ≤ 1}, the
n-sphere Sn = ∂Dn+1 = {x ∈ Rn+1 : ∑i x2i = 1}, the real projective
space RPn = Sn/(x ∼ −x), and the n-torus Tn = Rn/Zn.
A surface is a 2-manifold, and a curve is a 1-manifold that has exactly
one connected component. A compact curve is either a path (or arc), home-
omorphic to the closed interval [0, 1], or a closed curve, homeomorphic to
the 1-torus or the circle S1. A Ck curve in a topological space M is a map
from an interval I ⊆ R or the 1-torus to M .
The homotopy class of a curve γ is denoted [γ], and we write γ′ ' γ if
and only if the curves γ and γ′ are homotopic. Unless we indicate otherwise,
homotopies of curves must leave the endpoints fixed.
A norm (or directed norm) on a real vector space V is a function
‖ − ‖ : V → [0,+∞) that is
• subadditive : ‖v + w‖ ≤ ‖v‖+ ‖w‖ for every v, w ∈ V
• scale covariant : ‖λv‖ = λ‖v‖ if λ ≥ 0, v ∈ V , and
• positive definite : ‖v‖ > 0 if v 6= 0.
A seminorm is a function V → [0,+∞) that is subadditive and scale co-
variant; therefore a norm is a seminorm that is positive definite. A seminorm
‖−‖ is self-reverse if ‖−v‖ = ‖v‖ for every v. A seminorm in general need
not be self-reverse, and may be called directed (as in “directed graph”) just
to emphasize this fact.
A Finsler metric on a differentiable manifold M is a continuous function
F : TM → [0,+∞) whose restriction to the tangent space TxM at each point
x ∈ M is a directed norm Fx : TxM → [0,+∞). The pair (M,F ) is called
a Finsler manifold. A Finsler metric F (or the Finsler manifold (M,F ))
is self-reverse if each norm Fx is self-reverse.
3
The length of a vector v ∈ TxM tangent to a Finsler manifold (M,F ) is
the number F (v) = Fx(v) ≥ 0, that may also be denoted ‖v‖ or ‖v‖x if it
is clear which metric F should be employed. The length of a piecewise-C1
curve γ in a Finsler manifold (M,F ) is
LenF (γ) :=
∫
‖γ′(t)‖ dt,
and the minlength of any curve γ is
minlenF (γ) := inf
γ′'γ
LenF (γ),
3Self-reverse Finsler metrics are called “reversible” or “symmetric” by other authors.
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where the infimum is taken over all piecewise-differentiable curves γ′ that
are homotopic to γ. The systole of (M,F ) is the infimum of the lengths of
noncontractible curves in M .
The distance d(M,F )(x, y) from a point x ∈ M to a point y ∈ M of a
Finsler manifold (M,F ) is the infimum of the lengths of piecewise-C1 curves
that go from x to y along M . A curve from a point x to a point y minimizes
length if its length equals the distance d(x, y). We sometimes omit F or
M and write dM , dF or simply d instead of d(M,F ), and Len(γ) instead of
LenF (γ). Note that d(x, y) 6= d(y, x) in general.
A Finsler metric F on a manifold M is smooth if F (v) depends smoothly
on v as long as v 6= 0, and is quadratically convex if for each fixed x ∈M
and for every two linearly independent vectors v, w,∈ TxM the function
t ∈ R 7→ Fx(v + tw) has strictly positive second derivative. If the metric is
smooth and quadratically convex (or smoothly convex, for brevity), then
every length-minimizing path γ with constant speed ‖γ′‖ along the interior
of M is a geodesic, that is, an extremal path γ of the action functional
γ 7→ ∫ ‖γ′(t)‖2 dt. Geodesics are necessarily smooth and satisfy the Euler-
Lagrange equation, a differential equation of second order. Geodesics can
also be described by Hamiltonian first-order differential equations on the
2n-dimensional manifold T ∗M , the cotangent bundle of M . The geodesic
flow satisfies the Liouville theorem: it preserves the volume of sets in the
cotangent bundle, as measured by the volume form
∣∣ 1
n!ω
n
∣∣, where ωn =
ω ∧ · · · ∧ω is the n-th exterior power of the standard symplectic form ω
on T ∗M , a closed differential 2-form that can be written in local coordinates
as ω =
∑
0≤i<n dxi ∧ dpi. The coordinates xi may be any system of smooth
coordinates xi on a region of M and the coordinates pi on T
∗M are dual to
the coordinates ∂∂xi on TM . We will mention Hamiltonian dynamics and the
symplectic form in certain discussions, but our main theorems and proofs
do not involve those structures.
The area of a Finsler surface, and more generally, the volume of a Finsler
n-manifold (M,F ), do not have an obvious definition; see [A´T04] for an
introduction to the subject. The problem is already clear when the Finsler
n-manifold (M,F ) is a piece of n-dimensional normed space (V, ‖− ‖), that
is, when M ⊆ V and Fx = ‖ − ‖ for every x ∈M . A definition of Finsler n-
volume should allow us to measure subsets of different n-dimensional normed
spaces using the same unit of volume.
A Finsler n-volume function is a function Voln that assigns a volume
Voln(A,F ) ≥ 0 to each Borel subset A ⊆M of every n-dimensional Finsler
manifold (M,F ), and has the following properties:
• Restricted to the Borel sets of each Finsler manifold (M,F ), the
function Voln(−, F ) is a locally finite, regular Borel measure.
• Voln is monotonic in the sense that if f : (M,F ) → (M ′, F ′) is a
length-decreasing differentiable function, then Voln(f(A)) ≤ Voln(A)
for every compact set A ⊆M .
It can be proved (using Lemma 6.7) that every Finsler n-volume function
Voln is determined by its behaivor on each n-dimensional normed space
(Rn, ‖ − ‖), where it is constant positive multiple of the Lebesgue measure.
Also, one can prove that every Finsler n-volume, satisfies the homogeneity
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property Voln(−, λF ) = λn Voln(M,F ) for λ ≥ 0. For more information on
Finsler volumes see [A´T04].4
To define a Finsler volume function, it is then sufficient to decide the
volume of one non-trivial subset (say, compact and with non-empty interior)
of each n-dimensional normed space. The approach initially favored by
Busemann [Bus50] was to declare that the unit ball B‖−‖ = {x ∈ V :
‖x‖ ≤ 1} of any n-dimensional normed spaces (V, ‖ − ‖) should have the
same volume. This leads to Busemann–Hausdorff area, called that way
because it equals the n-dimensional Hausdorff measure of the Finsler surface,
considered as a metric space. Busemann-Hausdorff area is not convenient
for the filling area problem (see [A´T04; A´B06]) and has been displaced by
Holmes–Thompson area [HT79] (see also [A´T04]), which is more useful for
the filling area problem and systolic inequalities [Iva01; BI02; A´BT16; SY16].
The definition of Holmes–Thompson area is based on the dual unit ball,
that we shall discuss first. Note that a norm in general cannot be expressed
by finitely many coefficients, unlike a Euclidean metric, which can be given
by the n2 coefficients gi,j . However, a norm N on a space V can be specified
by its dual unit ball B∗N , which is a compact convex subset of the dual
space V ∗ that defines the norm N by the formula
N(v) = max
ϕ∈B∗N
ϕ(v).
The dual unit ball B∗N is in turn determined by the norm N according to the
formula B∗N = {ϕ ∈ V ∗ : ϕ ≤ N}, where ϕ ≤ N means that ϕ(v) ≤ N(v)
for every v ∈ V . The last two formulas give a bijective correspondence
between norms N and compact convex sets B∗ ⊆ V ∗ that contain the origin
in their interior. This correspondence between norms and their dual unit
balls is monotonic: if N and M are two norms, then N ≤ M if and only
if B∗N ⊆ B∗M . Also, the sum N + M is a norm whose dual unit ball is
the Minkowski sum B∗N ⊕ B∗M of B∗N and B∗M . Finally, if a collection of
norms Ni is bounded above (by certain norm M), then their supremum
∨iNi : v 7→ supiNi(v) is a norm whose dual unit ball is the convex hull of
the union of the balls B∗Ni . On a Finsler manifold (M,F ) it will often be
convenient to specify each norm Fx by its dual unit ball B
∗
x in the cotantent
space T ∗xM , the dual of the respective tangent space TxM .
The (un-normalized) Holmes–Thompson volume (or uHT volume,
for short) VoluHT(M,F ) of a Finsler n-manifold (M,F ) is defined as the
symplectic volume (that is, the volume according to the symplectic volume
form
∣∣ 1
n!ω
n
∣∣) of the bundle of dual unit balls
B∗M =
⋃
x∈M
B∗x ⊆ T ∗M.
More concretely, if M is a region of Rn, then
AreauHT(M,F ) =
∫
M
|B∗x| d Vol(x),
4Our definition of Finsler volume function is equivalent to the one in [A´T04] except for
the fact that we do not require the normalization condition that V oln coincides with the
usual Lebesgue measure on the Euclidean plane. In consequence, our volume functions
are all the positive multiples of the volume functions of [A´T04].
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where |B∗x| is the usual Cartesian (or Lebesgue) volume of the dual unit
ball B∗x ⊆ (Rn)∗ = Rn, and the volume differential d Vol(x) is also defined
according to the Cartesian volume on Rn. This formula holds because the
symplectic volume form is
∣∣ 1
nω
n
∣∣ = |dx0 ∧ · · · ∧ dxn−1 ∧ dp0 ∧ · · · ∧ dpn−1|.
In particular, if M is a piece of normed plane, then the Holmes–Thompson
area of M is the Cartesian area of M (in any system of linear coordinates xi)
multiplied by the Cartesian area of the dual unit ball (in the dual coordinates
pi). Note that the Holmes–Thompson area of any piece of Euclidean plane,
or any Riemannian surface, is pi times greater than the usual value, because
the dual unit ball is a round disk whose Cartesian area is pi.
Example 2.1. Holmes–Thompson area of some surfaces:
• In the plane R2 with `1 metric, the uHT area of the unit square
Q = [0, 1]2 is AreauHT(Q) = |Q| × |B∗`1 | = 1 × 4 = 4, because
B∗`1 = B`∞ = [−1, 1]2.• The uHT area of the Euclidean disk of perimeter 2L (and radius
r = Lpi ) is pir
2 × pi = L2.
• The uHT of the Euclidean hemisphere with the same perimeter is
2L2, twice the area of the disk.5
The next example is a Mo¨bius band with self-reverse Finsler metric that
fills isometrically the circle. We will later show that it has minimum area
among surface that have these properties.
Example 2.2 (Self-reverse Finsler Mo¨bius band that has minimum area
among isometric fillings of the circle). From the xy plane with `∞ met-
ric, take a square [0, L] × [0, L] and glue each point (0, y) of the left side
to the point (L,L − y) of the right side. We obtain a Mo¨bius band that
fills isometrically its boundary, of length 2L. (Proof: Antipodal boundary
points are of the form p = (x, 0) and q = (x, L). Going from p to q costs at
least L, either if we go directly along the square, or if we use transportation
from one vertical side to the other, whose distances to the points p and q
have sum equal to L.) The uHT area of this surface is L2 × |B∗`∞ | = 2L2
because |B∗`∞ | = |B`1 | = 2.
Finally, we note that the volume of a 1-dimensional Finsler manifold has
a reasonable value.
Example 2.3. If C is an unoriented curve with a Finsler metric G, then
VoluHT(C,G) = LenG(C
+) + LenG(C
−) where C+ and C− are the two
oriented versions of the curve C.
5The area of the Euclidean hemisphere was computed by Archimedes, in the paper
“On the Sphere and the Cylinder” [Arc].
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3. From geodesic scattering to the filling area conjecture
Mathematics is the part of physics
were experiments are cheap.
Vladimir I. Arnold [Arn98]
Can a region of a Riemannian space be known completely without entering
it, just by recording the point and velocity of entry and exit of particles that
travel through the region along geodesic trajectories? This task is called
inverse geodesic scattering. In a similar vein, the problem of travel-
time tomography asks to describe the region based on knowledge of the
lengths of all geodesics that join each pair of boundary points. (See the
surveys [Cro91; Iva11b; UZ16].)
More precisely, let the region M be compact and smoothly bounded,
which makes it a Riemannian manifold in its own right. The scattering
relation of M connects each entry-point-and-velocity (x, v) to the exit-
point-and-velocity (y, w), provided that the geodesic that enters M at the
boundary point x ∈ ∂M with initial velocity v actually exits M at some
boundary point y ∈ ∂M , and does not wander forever inside M . The scat-
tering relation maps bijectively the set of inwards-pointing vectors to the
set of outwards-pointing vectors if M is a simple Riemannian manifold,
that is, if
• its boundary ∂M is curved strictly inwards,6
• every two points x, y ∈ M are connected by a unique geodesic tra-
jectory γx,y : [0, 1] → M , whose initial velocity vx,y at x and whose
final velocity wx,y at y both depend smoothly on x and y,
7 and
• M has one connected component, necessarily diffeomorphic to a ball.
It follows that the distance dM (x, y) between any two points x, y ∈ M , de-
fined as the infimum length of the curves that go from x to y along M , equals
the length of the geodesic γx,y, and therefore depends smoothly on x and y,
as long as x 6= y. On a simple Riemannian manifold, the distance between
all pairs of boundary points contains the same information as the scattering
map,and it is believed sufficient to determine the manifold completely:
Conjecture 3.1 (Michel [Mic81]). Each simple Riemannian manifold M0
is boundary distance rigid: any other Riemannian manifold M that has
the same boundary and the same distance between each pair of boundary
points must be equivalent to M0 by a length-preserving diffeomorphism that
fixes the boundary points.
Simple manifolds are general in a certain sense: any point of a Riemannian
manifold has a simple neighborhood. Thus Michel’s conjecture would imply
6We mean that the second fundamental form of the boundary is strictly positive. In
other words, whenever a particle moves along the boundary with non-zero speed, its
acceleration vector points strictly inside the manifold M . The second fundamental form
of the boundary gives the normal component of the acceleration as a quadratic function
of the velocity, which is any vector tangent to the boundary.
7The smooth dependence of vx,y with respect to y is equivalent to the non-existence
of conjugate points along geodesics, which is the hypothesis which appears instead in
Burago–Ivanov’s definition of simple manifolds [BI10].
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that one cannot modify the manifold in that region without affecting the
scattering of geodesics that go through it. If one restricts to a smaller
neighborhood that is almost flat, then Michel’s conjecture is true, as was
proved by Burago–Ivanov [BI10].Michel’s conjecture has also been proved
in the cases when the simple manifold M0 is two-dimensional [PU05], has
constant curvature or is locally symmetric; see [BI10] for references.
An advantage of measuring boundary distances rather than lengths or
velocities of all geodesics is that distances are not significantly affected by
small deformations of M , and can still be defined if M is another kind of
space (non-Riemannian, possibly non-smooth) with a length metric. The
downside of this stability is that small, practically imperceptible variations
on the boundary distances may be the only indication of large changes in the
manifold, that are often impossible to trace back. Indeed, one can construct
a very different manifold M whose boundary distances nearly coincide with
those of a simple manifold M0 as follows: start with a manifold M that is
very different from M0 and has larger boundary distances, and then bring
the distances down to nearly the same values of M0 by connecting distant
points using narrow tubes.8 Also, one can add a big chamber connected toM
through a tube, thus increasing the volume without significantly affecting
boundary distances. In view of these possibilities, what can we say for
certain about M , from the purely metric (and possibly imprecise) data of
boundary distances?
In the paper Filling Riemannian manifolds [Gro83], Gromov proposed
to require only lower bounds for the boundary distances, and to attempt
to deduce from these a lower bound for the volume. Applying this idea to
simple manifolds and combining with Michel’s question, Burago and Ivanov
conjectured:
Conjecture 3.2 ([BI13; Iva11b]). Each simple Riemannian manifold M0
is a minimal filling: every other Riemannian manifold M with the same
boundary as M0 and non-smaller boundary distances has Vol(M) ≥ Vol(M0).
Moreover, if Vol(M) = Vol(M0), then M is equivalent to M0 by a length-
preserving diffeomorphism that fixes the boundary (therefore M0 is called a
unique or strict minimal filling).
More generally, let C be a compact closed, possibly oriented manifold with
an arbitrary distance function dC : C × C → [0,+∞). A filling without
shortcuts or nonshortcutting filling of C is a Riemannian manifold M
that is oriented if C is oriented,9 and also compact (or at least complete10),
with boundary ∂M = C, and such that for each x, y ∈ C, the path-length
distance dM (x, y) along M is not smaller than dC(x, y). If the equality
8If dimM = 2, a tube is a cylinder [0, L]× S1 that is attached to M after cutting away
two disks from M . If dimM ≥ 3, then instead of tubes one can insert in M , without
changing the topology, “wires” that are curves along which the metric is low, isolated
from M by a region where the metric is high.
9Note that if C is orientable, we may still decide not to give it an orientation, and
therefore we allow non-orientable fillings.
10Not every closed manifold C is boundary of a compact manifold, so Gromov admitted
as filling a cone based on M . To get a smooth filling, the apex can be sent to infinity by
increasing the metric near it; then one gets a complete metric on M × [0,+∞).
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dM (x, y) = dC(x, y) holds, then the surface M is called an isometric filling
of C. The infimum volume that a nonshortcutting fillingM can have is called
the filling volume of C.11
If C is the boundary of a region in Euclidean space, with the Euclidean
distance, then the region itself is a minimal filling, and this was proved by
Gromov [Gro83] using Besicovitch’s inequality [Gro83; Bes52]. Minimality
can also be proved for regions in hyperbolic space, and Riemannian simple
manifolds that are nearly flat or hyperbolic (see [BI10; BI13] and the survey
[Iva11b]). But if C is itself a connected Riemannian manifold with its path-
length distance, then no nonshortcutting filling has been found and proven
minimal. If dimC = 1, then C can only be a closed curve, characterized
completely by its length. The Euclidean hemisphere is a nonshortcutting
filling of its boundary circle, but nobody knows whether it is minimal.
Conjecture 3.3 (Filling area conjecture (FAC), [Gro83]). An orientable
Riemannian surface M that fills without shortcuts a Riemannian circle of
length 2L cannot have less area than a Euclidean hemisphere of perimeter
2L.
Although the hemisphere is not simple, it is the limit for t→ 0 of circular
spherical caps S2t = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1 and z > t}, that are
simple for t ∈ (0, 1), so the filling area conjecture would follow from the
(conjectured) filling minimality of simple manifolds. Note also that small
spherical caps, with t sufficiently near 1, are nearly flat and therefore mini-
mal fillings according to [BI10]. This suggests that the filling area conjecture
may be true, otherwise there would exist a non-trivial number t0 ∈ (0, 1)
such that the spherical cap St is a minimal filling if and only if t ≥ t0.
Apart from proposing the conjecture,12 Gromov proved it under the re-
striction that M is homeomorphic to a disk. The proof begins by gluing
each boundary point of M to its antipodal, thus obtaining a closed surface
homeomorphic to the projective plane, whose systole (the infimum of the
lengths of noncontratible curves) is ≥ L. Reciprocally, any projective plane
of systole L can be cut open along a shortest noncontractible loop yielding
a disk that fills isometrically its boundary of length 2L. Then the FAC
for Riemannian disks is equivalent to Pu’s systolic inequality [Pu52], which
asserts precisely that a Riemannian real projective plane of systole ≥ L at-
tains its minimum area if and only if it is round (obtained from a Euclidean
11Compare with the definitions in [Gro83, §2] and [Gro83, §2.2]). In §2, Gromov
allowed C to be any n-dimensional pseudo-manifold (a chain of n-simplices whose (n−1)-
dimensional faces cancel out); then a filling M of C is an (n+ 1)-chain whose boundary
(the n-faces that that remain of the boundaries of the (n + 1)-cells, after internal can-
cellations) is C. The ring of coefficients of the chain may be Z to represent an oriented
manifold, or Z2 to represent a non-oriented manifold. In §2.2, Gromov considers the case
in which C is a closed manifold. Then the two definitions of filling (a chain or a complete
Riemannian manifold) are equivalent for the purpose of defining filling volume. However,
Gromov’s definition does not allow non-orientable fillings of orientable manifolds, and at
this point our definition differs.
12In fact, Gromov conjectured that for any number d ≥ 1 of dimensions, the (d + 1)-
dimensional hemisphere has minimum volume among the orientable Riemannian nonshort-
cutting fillings of the d-dimensional sphere, but so far no nonshortcutting filling of a closed
Riemannian manifold has been proven minimal.
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sphere by identifying antipodal points). This shows that the hemisphere is
the unique area minimizer among Riemannian disks that fill a circle of given
length wihout shortcuts.13 The proof of Pu’s inequality relies, in turn, on
the uniformization theorem for Riemann surfaces, which asserts that each
Riemannian metric on a closed surface is conformally equivalent to a metric
of constant curvature.
About two decades later, Gromov’s work on fillings of the circle was gen-
eralized in two ways.
In one direction, Bangert, Croke, Ivanov and Katz [Ban+05] proved the
FAC for Riemannian fillings of genus 1, homeomorphic to a torus with an
open disk removed.14 In this case, the gluing of antipodal boundary points
yields a nonorientable closed surface whose oriented double cover has genus
2. The proof uses, again, the uniformization theorem, and also the fact that
every Riemannian surface of genus 2 is hyperelliptic, that is, conformally
equivalent to a double cover of a sphere ramified at some points. Hyperel-
liptic surfaces can be described as complex algebraic curves defined by an
equation y2 = h(x), where h ∈ C[X] is a polynomial whose roots are the
ramification points of the cover. This approach will not be continued here,
but we mention these features to emphasize the complex (in the sense of
complex numbers) geometry involved in it.
3.1. Finsler filling area problem. In another direction, Ivanov [Iva01;
Iva11a] found a new proof of the FAC for disks. His argument did not
employ the uniformization theorem, and was instead based on the simple
topological fact that any two curves on a disk must necessarily cross if their
four endpoints are on the boundary and interlaced. Additionally, when
Ivanov’s proof is cast in the Hamiltonian setting (which means that geodesic
flow takes place in the cotangent bundle, rather than in the tangent bundle),
it becomes clear that the proof applies not only to Riemannian disks, but
also to disks with Finsler metrics. Moreover, Ivanov found that if the area
of a Finsler surface is defined in the appropriate way, using the symplectic
definition due to Holmes–Thompson, then there are many Finsler disks that
fill the circle without shortcuts and have the same area as the hemisphere
[Iva01], [BI10, Rmk. 1.5]; we will call them Finsler hemispheres.
Theorem 3.4 (Ivanov [Iva01; Iva11a]). Let M0 be a disk with smoothly
convex Finsler metric such that each geodesic segment in the interior of M0
minimizes length. Then M0 has minimum Holmes-Thompson area among
Finsler disks M that have the same boundary and the same or greater bound-
ary distances as M0.
13Although I find it convincing enough, this proof is not rigourous because when an-
tipodal points of the circle are glued together, the resulting closed surface may not be
smooth, so Pu’s inequality cannot be applied directly. To prove the minimality of the
hemisphere, it is sufficient to show that the metric can be smoothed in a way that changes
the area and systole as little as desired; this has been stated in [Ban+05] and will be done
here in Appendix 6. The uniqueness claim may need more work to establish rigorously.
14To the extent that I studied the paper [Ban+05], it seems to me that the minimum
area is not attained: the only way in which the area of a Riemannian nonshortcutting
filling of genus 1 can approach the area of the hemisphere is by topologically degenerating
to a disk.
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The hypothesis of the theorem is satisfied by the Euclidean hemisphere,
and by any simple Riemannian surface. The hypothesis is also satisfied by
any smoothly-bounded simply-connected region of a surface that satisfies
the hypothesis. Finally, the hypothesis is satisfied by any simple Finsler
surface. A simple Finsler manifold is a smoothly convex Finsler manifold
diffeomorphic to a closed ball such that:
• from any point x ∈M to any point y ∈M there is a unique, length
minimizing geodesic, and
• the last property still holds if the metric undergoes any sufficiently
C∞-small perturbation.
Remark 3.5. The hypothesis that every geodesic segment in the interior
of M0 minimizes length is necessary for the theorem to hold, because if
the Finsler surface M0 has a non-minimizing geodesic, then one can reduce
the area of the surface without reducing boundary distances by diminishing
the metric on a small open neighborhood of a vector tangent to that non-
minimizing geodesic. This argument does not apply to Riemannian disks
(for example, a neighborhood in the Euclidean sphere of half a great circle),
because the unit balls of a Riemannian metric are required to be ellipses,
and one cannot modify the value of a Riemannian metric only on a small
neighborhood of a vector without breaking this condition.
Remark 3.6. The hypothesis that every geodesic segment in the interior of
M0 minimizes length implies that from each point x ∈ (M0)◦ to each point
y ∈ (M0)◦, there cannot be more than one geodesic. Proof: Assume there
are two different geodesics γ, γ˜ from x to y. The two geodesics arrive at
y with different velocity vectors. Extend γ smoothly with a small geodesic
segment δ from y to a nearby point z. The resulting geodesic γ ∗ δ must be
a shortest path from x to z, by the hypothesis. However, the path γ˜ ∗ δ has
the same length, and it cannot minimize length because it is broken at y.
Remark 3.7. Note that according to this theorem, if two Finsler disks M0,
M ′0 satisfy the hypothesis and have the same boundary and boundary dis-
tances, then their Holmes-Thompson areas must also coincide. This does
not happen if we use Hausdorff area. In fact, any simple Riemanniann
disk M0 can be replaced by a non-Riemannian Finsler disk M
′
0 that has
the same boundary distances and satisfies the hypothesis, and this disk will
have greater Hausdorff area than the Riemannian disk. Proof: The uHT
areas of the two disks coincide by Ivanov’s theorem. If the Hausdorff and
uHT areas are normalized so that they coincide on Euclidean or Riemann-
ian surfaces, then in general the Hausdorff area is greater than the uHT
area, by the Blaschke-Santalo´ inequality, and in fact it is strictly greater for
non-Riemannian surfaces (see [A´T04, Thm. 3.3]).
3.2. Rational counterexamples to the Finsler FAC. Another discov-
ery about Finsler fillings (by Burago–Ivanov [BI02]) is that if the Holmes-
Thompson area is used, then the filling area conjecture admits “rational”
counterexamples: the flat Euclidean disk M0 (or the hemisphere) can be
replaced by a Finsler disk M with non-smaller boundary distances, that has
boundary ∂M0 = k ∂M for some number k ∈ N (meaning that the curve
∂M0 wraps k times around ∂M0), but has AreauHT(M) < kAreauHT(M0).
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The area saving of Burago–Ivanov’s counterexample is of about 5 parts in
10.000, obtained with values of k around 5 to 10. (This magnitude is not
shown in their paper, but I calculated it with a computer.) The coun-
terexample is constructed inside a normed R4 and builds on previous work
by Busemann-Ewald-Shephard [BES63], based on the non-convexity of the
Grassmanian cone generated by pure 2-vectors in R4. The counterexample
implies that if the FAC is true for Finsler surfaces, then it cannot be proved
using calibrations, which was the method employed for proving minimal-
ity of nearly-flat Riemannian simple manifolds among Riemannian fillings
by Burago–Ivanov [BI10; BI13].15 The example also shows that either the
hemisphere is not a minimal Finsler filling, or the problem of minimal non-
shortcutting Finsler fillings has an “integrality gap”.
15The concept of calibration is part of the classical theory of minimal surfaces in R3;
see [CM11; Mor88].
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4. Length and area according to integral geometry
Integral geometry was created in response to Buffon’s needle experiment
(see the original articles [Bar60; Cro68; Syl90] and the books [San76; Bla49]).
Two basic formulas of the theory, due to Barbier [Bar60] and Crofton
[Cro68], describe the length of a curve γ and the area of a set S in the
Euclidean plane:
(1) Len(γ) =
1
2
∫
w∈W
#(w ∩ γ) dµ(w),
piArea(S) =
∫
w∈W
Len(w ∩ S) dµ(w),(2)
where W is the topological space of lines in the Euclidean plane, and µ
is the unique Borel measure on W that is invariant by translations and
rotations, normalized so that the set of lines that cross a unit segment has
measure 1. More explicitly, if each line w ∈ W is given by the equation
x cos θ + y sin θ = s (for some θ ∈ [0, pi) and s ∈ R), then the measure µ is
given by dµ = dθ ds. To check that this normalization is correct, apply the
formulas when γ is a circle and S is a disk.
The Crofton formula for length (1) was extended by Blaschke [Bla35] to
simple Finsler surfaces (M,F ) where the metric is smoothly convex and,
most importantly, self-reverse. Instead of lines, the space W consists of
geodesics, measured using the symplectic form. In more detail, to define the
µ-measure of a set of geodesics, one must smoothly parametrize the set by
giving each geodesic w in the form w = w(x,p), where x is a point on w and p
is its momentum at that point (a unit covector p ∈ T ∗xM). Then the measure
of the set is the integral of the form |ω| (the standard symplectic form taken
in absolute value) over the 2-manifold of pairs (x, p). The fact that this
measure does not depend on the choice of x along each geodesic w follows
from the fact that ω is invariant along the geodesic flow. Since Blaschke’s
paper is written in German, we give a proof of the Crofton formula (1).
For simplicity we assume that γ is a geodesic segment [a, b]. The case in
which γ is piecewise-geodesic follows immediately, and the general case can
be obtained by approximation.
Theorem 4.1 ([Bla35]). If a, b are points on a simple Finsler disk with
self-reverse metric, then
d(a, b) = 12 µ(W[a,b]),
where W[a,b] is the set of geodesics that cross the geodesic segment [a, b].
Proof. To compute µ(W[a,b]) we parametrize the set of geodesics W[a,b] by the
point and momentum (x, p) of crossing of each geodesic w ∈W[a,b] with the
segment [a, b]. We employ exponential coordinates x = (x0, x1) such that the
segment [a, b] becomes part of the geodesic ray x1 = 0, x0 ≥ 0. Then at each
point x ∈ [a, b], the standard unit vector e0 and covector e0 have norm 1, and
this implies that for each p0 ∈ (−1, 1), there are exactly two unit covectors of
the form p = (p0, p1). We discard the one that has p1 < 0 to avoid counting
geodesics twice, once with each orientation. To obtain the measure µ(W[a,b])
we must integrate the area form |ω| = | dx0∧dp0 + dx1∧dp1| over the set of
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pairs (x, p) with x ∈ [a, b], ‖p‖ = 1 and p1 ≥ 1. The second term dx1 ∧ dp1
of ω vanishes because x1 is constantly 0. To compute the first term we note
that for each value of x0, the number p0 ranges in the interval [−1, 1]. We
conclude that µ(W[a,b]) =
∫
x∈[a,b]
∫
p0∈[−1,1] | dx0||dp0| = 2 d(a, b). 
The area formula (2) was extended as well, to simple Riemannian man-
ifolds of all dimensions, by Santalo´ [San76; San52; Cro11]. According to
Santalo´’s formula the total volume of an n-dimensional simple Riemannian
manifoldM equals (in suitable units) the integral of the function γ 7→ Len(γ)
defined on the (2n− 2)-dimensional space of complete geodesics γ : I →M ,
measured using the (n− 1)-th exterior power of the symplectic form. (This
formula should also apply to simple Finsler manifolds but I am not aware
of a published proof; see [Iva13].) Santalo´’s formula has been employed in
the problems of inverse scattering and minimal nonshortcutting fillings since
the beginning, for example, in [Mic78; Mic81; Gro83; Cro84; Cro08; Iva13]
and many other works.
The Crofton formula was also studied in connection to Hilbert’s fourth
problem [Her76; Pog79; Bus81; A´lv03; Sza86; Ale78; Ale88; Pap14]. As
interpreted by Busemann, the problem asks to determine and study all pro-
jective metrics, that are those metrics defined on a convex subset of affine
space Rn (or defined on the projective space RPn) that produce the usual
topology and such that every straight segment is a shortest curve between its
endpoints [Her76; Bus81; Ale88]. Busemann noted that projective metrics
can be obtained from very general measures µ on the setW of hyperplanes by
the Crofton formula (1). In the case of self-reverse metrics on 2-dimensional
spaces, the reciprocal was proven by Pogorelov, Ambartzumian and Alexan-
der ([Pog79; Ale78; Amb76]; see also [Ale88]): every projective metric can
be obtained from a measure µ on the set of straight lines.
In fact, in Alexander’s paper [Ale78] the shortest paths are not required
to be really straight, but only pseudostraight. A pseudoplane disk is a
pair (M,W ), where M is a topological disk and W is a family of curves
w ⊆ M called pseudolines with the following properties: each pseudoline
is a simple path with its endpoints (and only its endpoints) on the boundary
circle, and every two different points x, y are joined by a unique pseudoline.
Alexander proved that any “pseudoprojective” self-reverse distance function
on M (that produces the topology of M , and such that any pseudoline
segment [x, y] has length d(x, y)) must be given by the Crofton formula for
some measure µ on W .
Alexander’s theorem can be applied to simple Finsler disks with self-
reverse metric, whose geodesics are a system of pseudolines. In this case we
know by the theorem of Blaschke [Bla35] mentioned above that the measure
µ is in fact given by the symplectic form. However, Alexander (see also
[Amb76]) gives an alternative elementary method to determine the mea-
sure from the boundary distance function via the funicular formula that
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follows.16 Let [x, x′] and [y, y′] be two non-overlapping counterclockwise seg-
ments of the boundary circle C = ∂M . Then the µ-measure of the set of
pseudolines that go from [x, x′] to [y, y′] is17
(3) µ
(
W[x,x′] ∩W[y,y′]
)
= d(x, y) + d(x′, y′)− d(x, y′)− d(x′, y),
where WA denotes the set of geodesics w ∈ W that intersect some set A.
Once we fix the boundary distance function d, note that the d-product of
intervals
([x, x′], [y, y′]) 7→ [x, x′]×d [y, y′] := d(x, y) + d(x′, y′)− d(x, y′)− d(x′, y),
defined for non-overlapping counterclockwise segments [x, x′], [y, y′] of the
boundary circle, is always non-negative. (A distance function d defined on
a circle C will be called disk-like if it has this property.) Note also that
the product is additive with respect to each variable: if we break an interval
[y, y′] = [y, y′′] ∪ [y′′, y′], then
[x, x′]×d [y, y′] = [x, x′]×d [y, y′′] + [x, x′]×d [y′′, y′],
and the same happens with the first variable. This enables proving that
the funicular formula really defines a measure on the set W of pseudolines,
that produces the same boundary distances as d. (The trickier part of
Alexander’s proof is proving that, if the measure is constructed in this way,
then the Crofton formula holds also for pseudoline segments that do not
reach the boundary. But here we only care about boundary distances.)
The funicular formula was later used by Arcostanzo [Arc92; Arc94] to
construct a Finsler metric on a pseudoplane disk given the geodesics (a sys-
tem of smooth pseudolines whose crossings are transverse) and the boundary
distance (disk-like, with some differentiability and convexity). This implies
that if F and F ′ are two self-reverse simple Finsler metrics on the disk, then
one can create a hybrid Finsler metric that has the same geodesics as F
and the same boundary distances as F ′. A similar construction was given
for higher dimensional simple manifolds [Iva13] and also for closed surfaces
[Bon93]. The funicular formula was also applied by Otal [Ota90b; Ota90a] to
prove the rigidity of negatively curved Riemannian disks (or closed surfaces)
given their boundary distances (resp. marked length spectrum).
Additionally, in the same paper [Ale78], Alexander defined the area of
a set S ⊆ D by the formula (2), where D is a simple Finsler disk with
self-reverse metric. This area is the same as the Holmes–Thompson area,
published about the same time by Holmes and Thompson [HT79], but this
fact was only noted almost 20 years later by Schneider-Wieacker [SW97] (in
16The formula seems to appear explicitly for the first time in the paper by
Sylvester[Syl90] and we borrow from there the term “funicular”, although it is just one of
many interesting formulas in that paper that could deserve that name, and also, it is in
fact a specialization of an earlier formula by Crofton for the measure of sets of lines that
simultaneously intersect two convex figures on the plane. The term “product of intervals”
is also taken from Sylvester’s paper.
17Assuming that the metric is obtained from a measure µ by the Crofton formula, the
funicular formula is easy to prove by examining the contribution of each wall w ∈ W to
the right hand side [x, x′] ×d [y, y′], depending on whether it crosses zero, one or two of
the intervals [x, x′], [y, y′]. The contribution is nonzero only in the last case.
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the case of normed planes) and more generally by A´lvarez-Paiva–Fernandes
[A´F98] (for projective metrics on the plane).
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5. Discrete self-reverse metrics on surfaces and the discrete
filling area problem
In this section we discretize the notion of self-reverse metric on a sur-
face. The discretization is based on the Barbier–Crofton formulas that we
discussed in the previous section.
Imagine that you zoom into a surface M with Riemannian or self-reverse
Finsler metric F , and discover that the metric is determined by a system
W of curves called walls. The length of any curve in M is its number of
crossings with W , and the un-normalized Holmes–Thompson area of M is
four times the number of self-crossings of W . Therefore lengths and areas
are not continuous-valued magnitudes but integers.
The factor 4 can be derived from the following example.
Example 5.1 (Discretized Euclidean hemisphere). If M looks macroscopi-
cally like a Euclidean hemisphere, the walls could be a large number n of
geodesics, each obtained by intersecting with M a random plane through
the center of the sphere, as shown in Fig. 1. If the planes are chosen in-
dependently and with uniform distribution (which means that each plane
is given by a normal vector that is drawn randomly from the uniform dis-
tribution over the unit sphere), then the number of wall crossings of each
smooth curve should be approximately proportional to its length (according
to the Crofton formula), so indeed we may expect to get an approximately
Euclidean hemisphere in this way. The length of the boundary will be 2n,
and the number of crossings between walls will be n(n−1)2 =
1
2n
2 − 12n, since
each pair of planes through the center crosses once in the hemisphere M , al-
most surely. Remembering that the Holmes–Thompson area of a Euclidean
hemisphere with perimeter 2L is 2L2, and ignoring the smaller term 12n, we
see that the un-normalized Holmes–Thompson area of each crossing between
walls should be 4.
Figure 1. The Euclidean upper hemisphere M seen from
above, with some random geodesic red walls, each obtained
by intersecting M with a plane through the center.
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Figure 2. A surface M with a red wallsystem W
with Area(M,W ) = 19 and a green generic piecewise-
differentiable curve γ of length LenW (γ) = 7.
In this section we will define wallsystems and state the discrete FAC for
surfaces with wallsystem. We will also define square-celled surfaces, and
state a version of the discrete FAC for such surfaces. Finally, we will prove
that these two versions of the discrete FAC are equivalent, by establishing
a duality between wallsystems and square-celled decompositions of a sur-
face. We leave for a later section the proof of the equivalence between these
discrete FACs and the continous FAC for surfaces with self-reverse Finsler
metrics.
5.1. Wallsystems. A wallsystem W on a differentiable manifold M is a
differentiable submanifold of codimension 1 that is relatively closed (∂W ⊆
∂M), proper, immersed, and in general position. This means, if M is a
compact surface, that W consists of finitely many compact curves (called
walls) that intersect each other or self-intersect at finitely many points; each
intersection is a simple, transverse crossing in the interior of M ; and each
wall is either a closed curve that avoids the boundary of M , or a path that
avoids the boundary except at its endpoints, where it meets the boundary
transversely. Note that the set ∂W = W ∩ ∂M of endpoints of the walls is
a wallsystem on the boundary ∂M ; it consists of an even number of points.
A surface with a wallsystem is shown on Fig. 2
A piecewise-differentiable compact curve in M is generic or in general
position with respect to the wallsystem W if and only if it can be de-
composed as a concatenation of finitely many differentiable paths that are
transverse to W , avoid the self-crossings of W and have no endpoints on W .
The length of a generic piecewise-differentiable compact curve γ : I →M
is defined as
LenW (γ) := #{(t, s) ∈ I ×W : γ(t) = ι(s)},
where ι is the immersion map of W into M and #A = |A| denotes the
number of elements of a set A. The minlength of γ is
minlenW (γ) := min
γ′'γ
LenW (γ
′),
28 MARCOS COSSARINI
where the minimum is taken over all the generic piecewise-differentiable
curves γ′ that are homotopic to γ, with the endpoints fixed if γ has end-
points. We also define the distance
d(M,W )(x, y) := min
γ curve in M
from x to y
LenW (γ)
for each pair of points x, y ∈M \W . Note that we may have d(x, y) = 0 for
x 6= y. Finally, we define the area of (M,W ) as
Area(M,W ) := #
{{s, s′} ⊆W : ι(s) = ι(s′) and s 6= s′}.
(We use a set {s, s′} rather than an ordered pair (s, s′) to avoid counting
twice the same crossing.) We also define the un-normalized Holmes–
Thompson area AreauHT(M,W ) = 4 Area(M,W ), which will be useful
later for passing to continuous surfaces. The pair (M,W ) is called a walled
surface.
A walled surface (M,W ) fills isometrically its boundary if for every
two points x, y ∈ ∂M \W , we have
d(M,W )(x, y) = d(∂M,∂W )(x, y).
Note that the boundary ∂M of an isometric filling must be a single curve
(or empty!), and must have even length. Fixed the boundary length 2n
we ask: how small can be the area of an isometric filling? An isometric
filling whose area is n(n−1)2 was given in Example 5.1 above, where M is the
Euclidean hemisphere and each wall is a geodesic that joins opposite points
of the boundary. Is that filling minimal?
Conjecture 5.2 (Discrete FAC for walled surfaces). Every walled surface
(M,W ) that fills isometrically its boundary of length 2n has Area(M,W ) ≥
n(n−1)
2 .
5.2. Square-celled surfaces. Even though walled surfaces have integer
lengths and areas, they are not entirely discrete objects. However, they can
be transformed to combinatorial square-celled surfaces which are defined as
follows. (The transformation is described later.)
5.2.1. Definition. A compact square-celled surface18is a surface M ob-
tained from a finite set of squares by choosing some disjoint pairs of sides
{e, e′} (that may belong to the same square), and then gluing each such pair
by an affine bijection e→ e′. Note that every space constructed in this way
is locally homeomorphic to the closed half-plane, even at the vertices.
Let M0 be the set of 0-cells or vertices of M , that is, the vertices of
the squares used to form M . Two vertices are consider equal if they are
glued together in M . Let M1 be the set of 1-cells or edges of M , that is,
the edges of the squares used to form M . Two edges are considered equal if
they have the same image in M . Let M2 be the set of squares used to form
M , called 2-cells or square cells of M .
18A square-celled surface is a kind of cube complex, that is, a space obtained from a
set of cubes (of possibly different dimensions) by gluing faces using affine bijections. For
more information about cube complexes see [BH99; Sag12; Wis12].
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Remark 5.3. Each k-cell of M (for k = 0, 1, 2) is a k-dimensional cube
Q ' [0, 1]k endowed with an insertion map ιQ : Q→M that may not be
injective. Most of the time, however, we will regard the cell Q as a subset
of M and avoid mentioning the map ιQ.
The data (M0,M1,M2) is called a square-celled decomposition of M .
Its 1-skeleton is the graph M≤1 = (M0,M1). (Recall that a graph may
have loop edges and multiple edges joining the same pair of vertices.) The
boundary of M is a subgraph C ⊆M≤1, formed by the non-paired sides of
the square cells. If the boundary is connected, then it is a cycle graph C2n
of even length 2n.
Remark 5.4. The square-celled surface could be defined more formally as the
4-tuple (M,M0,M1,M2), but instead we will just refer to the topological
space M and regard the decomposition (M0,M1,M2) as implicit when we
say that M is a square-celled surface.
5.2.2. Discrete curves in a square-celled surface. Each edge of a square-
celled surface M can be oriented in two ways, denoted e and −e. The set
of oriented edges, also called directed edges, will be denoted
−→
M1. Each
directed edge e ∈ −→M1 has a startpoint ∂0(e) ∈M0 and an endpoint ∂1(e) ∈
M0.
A discrete curve in a square-celled surface M is a curve in the graph
M≤1 that is expressed as a concatenation γ = e0∗ . . .∗en−1 of oriented edges
ei ∈
−→
M1 such that ∂1ei = ∂0(ei+1) for every i < n − 1. If the startpoint
and endpoint of γ coincide, then γ may be considered as a closed discrete
curve, and in this case the cyclically shifted expression ei ∗ . . . ∗ en−1 ∗ e0 ∗
. . . ∗ ei−1 represents the same curve as γ.
Two discrete curves on a square-celled surface M are homotopic as con-
tinuous curves if and only if they are connected by a discrete homotopy,
that is, a sequence of elementary homotopies, that are operations of one
of the following kinds or their inverses:
• The 2→ 0 homotopy: If γ is of the form γ = γ0 ∗e∗ (−e)∗γ1, where
γ0 and γ1 are discrete paths, we replace γ by γ
′ = γ0 ∗ γ1.
• The 2→ 2 homotopy: If γ = γ0∗v∗w∗γ1 where γ0 and γ1 are discrete
paths and Q =
w

w′ 
v ??
v′
?? ∈M2, we replace γ by γ′ = γ0 ∗w′ ∗v′ ∗γ1.
Note that in the case of a closed curve γ, we may apply these operations
to the original expression γ = e0 ∗ . . . ∗ en−1 or to any of its cyclic shifts
ei ∗ . . . ∗ en−1 ∗ e0 ∗ . . . ∗ ei−1.
5.2.3. Length and area on square-celled surfaces and the filling area prob-
lem. If γ = e0 ∗ . . . ∗ en−1 is a discrete curve in M , we define its length
LenM≤1(γ) = n and its minlength
minlenM≤1(γ) := min
γ′'γ
LenM≤1(γ
′),
where the minimum is taken over discrete curves γ′ that are homotopic to
γ. The distance dM≤1(x, y) between two vertices x, y ∈ M0 is the mini-
mum length of a path from x to y along the graph M≤1. The area of M is
30 MARCOS COSSARINI
Area(M) := |M2|, that is, the number of square cells of M , and we also
define the un-normalized Holmes–Thompson area AreauHT(M) :=
4 |M2|.
An isometric filling of the cycle graph C = C2n of length 2n is a com-
pact square-celled surfaceM with boundary ∂M = C such that dM≤1(x, y) =
dC(x, y) for every two boundary vertices x, y ∈M0 ∩ ∂M .
Conjecture 5.5 (Discrete FAC for square-celled surfaces, or square-celled
FAC ). Every square-celled surface M that fills isometrically a cycle graph
of length 2n has at least n(n−1)2 square cells.
In the next two subsections we will prove the equivalence between the
two versions of the discrete FAC, for walled surfaces and for square-celled
surfaces.
5.3. Duality between cellular wallsystems and square-celled de-
compositions of a surface. Every square-celled surface M has a dual
wallsystem W defined as follows. For each square cell Q ' [0, 1]2 of M , let
W ∩Q =
{
(x, y) ∈ Q ' [0, 1]2 : x = 1
2
or y =
1
2
}
.
In principle M is only a topological surface, not a smooth surface. However,
we can make it smooth as follows. Let each square cell Q ∈M2 be a copy of
the unit square [0, 1]2 ⊆ R2 with the standard Euclidean metric. Then the
surface M becomes locally isometric to the Euclidean plane, except at the
vertices x ∈M0, where it has cone singularities. The cone singularities can
be smoothed away. Then M becomes a smooth Riemannian surface with a
geodesic wallsystem W whose crossings are orthogonal.
The wallsystem W ⊆M produced in this way is a cellular wallsystem,
that is, a wallsystem such that:
• every wall of W has at least one crossing (with itself or other walls),
and
• every connected component of M \W is homeomorphic to the plane
or to a closed half-plane.
Reciprocally, for any cellular wallsytem W on a smooth surface M we
can construct a dual square-celled decomposition as follows. Consider W
as an embedded graph (W 0,W 1), whose vertex set W 0 consists of the self-
crossings and endpoints of W , and whose edge set W 1 consists of the pieces
into which W is broken by W 0. We may construct the dual graph W ∗ =
(M0,M1), a graph smoothly embedded in M characterized as follows:
• Each cell U of M \W contains exactly one vertex x ∈M0, and if U
is a boundary cell, then x is on the boundary ∂M .
• Each edge e ∈ W 1 is intersected, transversely and exactly once, by
exactly one edge e∗ ∈ M1, and if e ends at the boundary ∂M , then
e∗ is a piece of the boundary.
The dual graph W ∗ is unique up to isotopies of M that leave W fixed. Each
self-crossing of W is enclosed by a 4-cycle of M1, which bounds a square
cell. These cells form a set M2 that completes a square-celled decomposition
(M0,M1,M2) of M , called a dual square-celled decomposition of the
cellular wallsystem W .
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Figure 3. A disk with a red cellular wallsystem and its dual
square-celled decomposition.
On each compact surface M , the duality described above is a bijection
between square-celled decompositions and cellular wallsystems, both con-
sidered up to isotopy. A square-celled decomposition and its dual cellular
wallsystem have the same lengths and areas:
Lemma 5.6. Let M be a square-celled surface and let W be the dual cellular
wallsystem. Then
• |M2| = Area(M,W ).
• For any two vertices x, y ∈M0, we have dM≤1(x, y) = dW (x, y),
• and if x, y ∈ M0 ∩ ∂M , then dC(x, y) = d(∂M,∂W )(x, y), where C ⊆
M≤1 is the boundary subgraph.
• Every compact curve in M that is closed or has its endpoints in M0 is
homotopic to a cycle or path γ in the graph M≤1, and minlenM≤1(γ) =
minlenW (γ).
Proof. The equality between |M2| and Area(M,W ) is clear from the con-
struction of the square-celled decomposition.
Regarding lengths, each path or cycle γ in the graph M≤1 can be con-
sidered as a piecewise-differentiable curve of the same length in the walled
surface (M,W ). Reciprocally, each genereic piecewise-differentiable com-
pact curve γ in M that is closed or has its endpoints in M0 is homotopic to
a cycle or path γ in the graph M≤1, that visits the same cells of M \W and
crosses the same edges of W 1 in the same order as γ, and therefore has the
same length: LenM≤1(γ) = LenW (γ). This proves the last assertion, from
which the second one follows.
The third assertion has a similar proof. Along the boundary ∂M , for
every two vertices x, y ∈ M0 ∩ ∂M we have dC(x, y) = d∂W (x, y) because
every path from x to y along the boundary graph C can be considered as
a path of the same length in the walled curve (∂M, ∂W ), and every generic
piecewise-differentiable curve γ from x to y along ∂M is homotopic to a
path γ on the graph C that crosses the same points of ∂W as γ, in the same
order and direction. 
From the lemma we conclude the following.
Theorem 5.7. The discrete FAC for walled surfaces, restricted to cellular
wallsystems, is equivalent to the discrete FAC for square-celled surfaces.
More precisely:
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• If a compact square-celled surface M fills isometrically a 2n-cycle,
and W is the dual wallsystem, then the cellular walled surface (M,W )
fills isometrically its boundary of length 2n and has the same area
as the square-celled surface M .
• Reciprocally, if a cellular walled surface (M,W ) fills isometrically
its boundary of length 2n, and we construct a square-celled decom-
position that is dual to W , then we obtain a square-celled surface M
that fills isometrically a 2n-cycle and has the same area as (M,W ).
A non-cellular walled surface (M,W ) that fills isometrically its boundary
can be transformed, without increasing its area, into a cellular walled surface
that fills isometrically a curve of the same length. However its topology may
change.
5.4. Topology of surfaces that fill a circle, and how to make a wall-
system cellular. In this subsection, the word “surface” means a compact
surface that has exactly one connected component.
Recall the topological classification of surfaces: every surface is home-
omorphic to some surface Mb,g,p = bD#gT#pP , the connected sum of b
copies of the disk D = D2, g copies of the torus T = T2 and p copies of the
real projective plane P = RP 2. The set of possible topologies of a surface
is the commutative semigroup generated by the disk D, T , P , modulo the
relation P#2P ' P#T . A surface M ′ is topologically simpler than M if
we can write M 'Mb,g,p and M ′ 'Mb′,g′,p′ with b′ ≤ b, g′ ≤ g and p′ ≤ p.
If we consider only surfaces that fill a circle, their possible topologies form
the following poset:
D#P

D#2Poo D#3Poo

D#4Poo D#5Poo

· · ·oo
D D#Too D#2Too · · ·oo
where an arrow M → M ′ denotes that M ′ is simpler than M . The ver-
tical arrows are of the form D#(2k + 1)P ' D#kT#P → D#kT . Note
that the Mo¨bius band D#P and the genus-1 orientable filling D#T are
incomparable.
Theorem 5.8. Let (M,W ) be a walled surface that fills isometrically its
boundary of length 2n ≥ 4. Then there is a cellular walled surface (M ′,W ′)
of simpler topology than M , that fills isometrically its boundary of length
2n, and has Area(M ′,W ′) ≤ Area(M,W ).
Proof. The surface M ′ is constructed from M as follows. Let U be a con-
nected component of M \ (W ∪ ∂M). Decompose U as connected sum of
open disks, tori and real projective planes. Discard the projective planes and
tori, and do not reconnect the disks. Perform this decomposition on each
component of M \ (W ∪ ∂M). By this process the wallsystem W and the
boundary ∂M remain intact, but the surface M may be divided into several
surfaces. We discard all of them except the one that has the boundary. In
the end we obtain a surface M ′ that is topologically simpler than M and
has the same boundary ∂M ′ = ∂M . Let W ′ = W ∩M ′.
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The walled surface (M ′,W ′) is an isometric filling because to obtain
(M ′,W ′) from (M,W ) we only made changes away from the walls and the
boundary, that consisted of undoing connected sums. These changes can
only increase distances between boundary points measured along the walled
surface, and do not modify the distances measured along the boundary.
To prove that (M ′,W ′) is a cellular wallsystem, we will show that:
• Each wall of W ′ has crossings.
• For each connected component U of M ′\W ′, the intersection ∂M ′∩U
is connected.
• Each connected component of M ′ \ (W ′ ∪ ∂M ′) is an open disk.
Note that the second and third properties together imply that each con-
nected component of M ′ \ W ′ is homeomorphic to the plane or a closed
half-plane. The third property follows immediately from the construction of
M ′. The second property is already present in (M,W ) because it is conse-
quence of being an isometric filling. To finish the proof we must show that
each wall of W ′ has crossings.
Suppose that a wall w of W ′ has no crossings. If w is a closed, orienta-
tion preserving curve, then it is the common boundary of two open disks,
therefore it is contained in a surface (homeomorphic to a sphere) that has
empty boundary and has been discarded. Similarly, if w is a closed, orienta-
tion reversing curve, then it is contained in a surface homeomorphic to the
projective plane, that has been discarded. If w is non-closed, then it has
its endpoints a, b on the boundary ∂M ′. Consider a closed neighborhood B
of W that is a narrow band bounded by two curves w0, w1 that run from
boundary to boundary parallel to w, one on each side of w. The band must
contain no piece of W except w. Denote ai, bi the endpoints of each curve wi,
so that B ∩∂M ′ = Ia ∪ Ib, where Ia = [a0, a1] is a counterclockwise segment
of the boundary ∂M ′ that contains the point a, and Ib = [b0, b1] ⊆ ∂M ′
contains the point b. The interval Ib = [b0, b1] may be a clockwise or coun-
terclockwise segment. In both cases we have d(M ′,W ′)(ai, bi) = 0. If [b0, b1]
is a counterclockwise segment (or, equivalently, if a0, a1, b0, b1 are in cyclic
order along the boundary ∂M ′), then we obtain a contradiction with the iso-
metric filling condition, namely, we see that d(∂M ′,∂W ′)(a0, b0) ≥ 1 because
along the boundary ∂M ′ the points a0, b0 are separated by the endpoints
a, b of w. If [b0, b1] is a clockwise segment (or, equivalently, if a0, a1, b1, b0
are in cyclic order along ∂M ′), then from the isometric filling condition
we have d(∂M ′,∂W ′)(ai, bi) = 0 and we also have d(∂M ′,∂W ′)(a0, a1) = 1 and
d(∂M ′,∂W ′)(b0, b1) = 1. We conclude that the length of the boundary is 2,
in contradiction with the hypothesis that 2n ≥ 4. This finishes the proof
that all walls have crossings, and therefore the walled surface (M ′,W ′) is
cellular. 
5.5. Even wallsystems and even square-celled surfaces. A wallsystem
W on a surface M is called even if the length LenW (γ) of every closed
generic piecewise-differentiable curve γ is an even number. To verify that a
wallsystem is even, it is enough to test one such curve γ of each homotopy
class, because if γ, γ′ are two such curves homotopic to each other, then
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their lengths have the same parity. In particular, on a disk, where all closed
curves are contractible, every wallsystem is even.
A square-celled surface M is called even if its dual wallsystem is even,
or, equivalently, if its 1-skeleton graph M≤1 is bipartite.
Theorem 5.9. The FAC for square-celled surfaces is equivalent to the FAC
for even square-celled surfaces. More precisely, every square-celled surface
M that fills isometrically its boundary of length 2n and has Area(M) = m
can be transformed into a homeomorphic even square-celled surface N that
fills isometrically its boundary of length 2n′ and has Area(N) ≤ m′, where
n′ = 2n and m′ = 4m+ n.
The same proposition holds for cellular walled surfaces or for walled sur-
faces instead of square-celled surfaces.
The proof uses a construction called “eyes”, that will be useful again later,
when proving the equivalence between discrete and continuous FACs.
Proof of Thm. 5.9 for square-celled surfaces. Note that the first claim of the
theorem (that is, the equivalence between FAC for even and non-even square-
celled surfaces) follows from the second claim, because if the original, not-
necessarily-even square-celled surface M is a counterexample to the discrete
FAC, that is, if m < n(n−1)2 , then the even square-celled surface N is also a
counterexample since
m′ = 4m+ n < 4
n(n− 1)
2
+ n = 2n2 − n = n(2n− 1) = n
′(n′ − 1)
2
.
Therefore we just need to prove the claim about the transformation of surface
M to surface N with the prescribed properties.
Let M be a square-celled surface that fills isometrically a cycle graph C2n
and has Area(M) = m. Color the 1-skeleton graph M≤1 in blue and draw
the dual wallsystem W in red. The wallsystem W breaks each square cell
of M into four smaller squares. In this way we obtain a new square-celled
surface N that is the same surface M but divided into 4m square cells, as
shown in Fig. 4a. The 1-skeleton graph is made of blue edges and red edges.
It is a bipartite graph, because we can assign one color to the vertices where
only blue or only red edges meet, and another color to the vertices where
blue and red edges meet. Therefore N is an even square-celled surface that
fills a cycle graph C4n. Does it fill it isometrically? Almost. . .
Let γ be a discrete path on N that starts and ends on the boundary ∂N .
If γ is made of blue edges, then it is contained in the original graph M≤1
and it cannot be a shortcut, since M is an isometric filling of its boundary.
The following proposition is almost true: Every discrete path γ in N is
not a shortcut, in fact, it can be transformed into a path made of blue edges
by a sequence of elementary homotopies that do not increase its length.
Attempt of proof. We apply to γ repeatedly the following process, until no
longer possible:
(1) IF it is possible to apply an elementary homotopy of type 2→ 0 to
γ, do it.
(2) ELSE IF γ turns at a self-crossing of W , let δ be the piece of γ that
consists of the two red edges immediately preceeding and succeeding
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(a) A 3-celled square-celled surface
M that fills isometrically C6 is sub-
divided by its walls, obtaining a 12-
celled square-celled surface N . A
green curve γ is drawn in the graph
N≤1.
(b) After we insert eyes (drawn in
grey) in the square-celled surface N ,
the green curve γ must deviate.
Figure 4. Transforming a square-celled isometric filling into
an even square-celled isometric filling.
the turning point, let Q ∈ M2 be the square that contains δ, let
δ′ be the shortest path along the boundary of Q that has the same
endpoints as δ; it is made of two blue edges. The paths δ and δ′
form the boundary of a square Q′ ∈ N2. Apply to γ the elemen-
tary homotopy of kind 2 → 2 that sweeps across the square Q′ and
replaces δ by δ′, as shown in Fig. 5a.
(3) ELSE IF γ contains a blue edge followed by a red edge, note that
γ continues straight with another red edge, since the possibility of
turning or returning is eliminated by how we handled the previous
two cases. These three edges (blue, red, red) form a piece δ of γ that
is contained in a square Q ∈ M2. Let δ′ be the shortest path along
the boundary of Q that joins the same endpoints as δ. It consists
of three blue edges. The paths δ and δ′ together enclose two square
cells of N . By applying to γ two consectuive elementary homotopies
of type 2→ 2, we replace in γ the piece δ by the piece δ′, as shown
in Fig. 5b.
(4) ELSE IF γ contains a blue edge preceeded by a red edge, proceed in
analogy to the previous case, where the blue edge was followed by a
red edge.
Note that this process reduces the length of γ or keeps the length un-
changed but reduces the number of red edges. This implies that the process
terminates. Once the process finishes, we know that every sequence of con-
secutive red edges of γ is a piece of wall, since the possibilities of returning
along a wall or turning at a wall crossing are eliminated by how we han-
dled the first two cases. Additionally, γ contains no blue-red or red-blue
transitions, since these have been eliminated by the handling of the last two
cases. Therefore, in the end γ is either all blue or a red wall. This finishes
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(a) If γ turns at a self-crossing of W ,
contained in a square Q ∈ M2, we
push γ to the boundary of the square
Q in step 2.
(b) If γ has a blue edge followed by
two red edges, contained in a square
Q ∈ M2, we push γ to the boundary
of the square Q in step 3.
Figure 5. Pushing a discrete curve γ in N to the graph M≤1.
the attempt of proving the proposition. The attempt has failed because we
may obtain a red wall rather than a path made of blue edges. 
To obtain a complete proof we need to eliminate the possibility that γ is
a red wall at the end of the process. Therefore, we will modify the square-
celled surface N in order to interrupt the walls of W , as follows. Consider
a red wall that is not closed. Choose an edge e ∈M1 that is intersected by
that wall. Note that e consists of two edges of N . Slit the surface N along
e, producing on N a quadrilateral hole. Fill this hole with a new square
cell, called an eye. After this interruption is done on each of the n red walls
that are not closed, the modified surface, still denoted N , is made of 4m+n
square cells, as shown in Fig. 4b. On this surface N the proposition stated
above is true, in fact, the attempt of proof serves as proof. The possibility
that in the end of the process the path γ is a red wall is eliminated because
every red wall is interrupted by an eye. 
We have now proved that Thm. 5.9 holds for square-celled surfaces: the
FAC for even square-celled surfaces is equivalent to the FAC for not-necessarily-
even square-celled surfaces. The versions of Thm. 5.9 for cellular walled sur-
faces and for walled surfaces follow easily from the version for square-celled
surfaces:
Proof of Thm. 5.9 for cellular walled surfaces. Let (M,W ) be a cellular walled
surface that fills isometrically its boundary of length 2n and has area m. The
dual square-celled decomposition makes M as square-celled surface that fills
isometrically a 2n-cycle and has area m, according to the second part of
Thm. 5.7. Then, as explained in the last proof (of Thm. 5.9 for square-celled
surfaces), we can transform this square-celled surface M into a homeomor-
phic even square-celled surface M ′ that fills isometrically a 4n-cycle and
has area 4m+ n. The dual wallsystem W ′ makes (M ′,W ′) an even cellular
walled surface that fills isometrically its boundary of length 4n and has area
4m + n; according to the first part of Thm. 5.7. Note that the topology of
the surfaces remains unchanged by each of the transformations employed in
this proof. 
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Proof of Thm. 5.9 for walled surfaces. Let (M,W ) be a not-necessarily-cellular
walled surface that fills isometrically its boundary of length 2n and has area
m. We may transform (M,W ) into a cellular walled surface (M ′,W ′) of
simpler topology that fills isometrically its boundary of length 2n and has
area ≤ m, according to theorem 5.8. Then we apply the Thm. 5.9 for cellu-
lar walled surfaces to obtain an even cellular walled surface (M ′′,W ′′) that
fills isometrically its boundary of length 4n and has area ≤ 4m + n. Then
we may apply to the surface M ′′ connected sum with copies of a torus or
projective plane, as necessary, to obtain a surface homeomorphic to the orig-
inal surface M . If we do not change the surface M ′′ in a neighborhood of
the wallsystem W ′′, then (M ′′,W ′′) remains an isometric filling after the
connected sums. 
38 MARCOS COSSARINI
6. Polyhedral approximation of Finsler surfaces
In this section we prove some technical lemmas that will be used in the
proof of the equivalence between discrete and continuous FACs. We consider
some variants of the notion of Finsler surface (piecewise-Finsler, polyhedral-
Finsler) and show that they are equivalent to Finsler surfaces for the filling
area problem, in the sense that the infimum area of an isometric filling of
the circle of any of these kinds is the same number. We also give two exam-
ples of polyhedral-Finsler hemispheres, that is, polyhedral-Finsler surfaces
that isometrically fill the circle and have the same area as the Euclidean
hemisphere.
6.0.1. Simplicial complexes. A simplex of dimension k (or k-simplex ) in
Rn is the convex hull T = Conv(σ) ⊆ Rn of a set σ ⊆ Rn of k + 1 points,
called the vertices of T , that are affinely independent (that is, not contained
in any (k − 1)-dimensional plane). A face of a simplex T = Conv(σ) is a
simplex T ′ = Conv(σ′) such that σ′ ⊆ σ. We write T ′ ≤ T if T ′ is a face of
T .
Low-dimensional simplices have special names. A 2-simplex is called a
triangle. A 1-simplex [x, y] = Conv{x, y} is called an edge or straight
segment. A 0-simplex is called a vertex because it may be safely con-
fused with the unique point that it contains, its vertex. The (−1)-simplex
Conv{∅} = ∅ is admitted.
A finite simplicial complex in Rn is a finite set Σ of simplices T ⊆ Rn
such that
• If T ∈ Σ and T ′ ≤ T , then T ′ ∈ Σ.
• If T, T ′ ∈ Σ, then T ∩ T ′ ≤ T.
The set ΣkM ⊆ ΣM contains the simplices T ∈ ΣM that have dimension k,
which are also called the k-faces of the complex Σ. The dimension of Σ
is the maximum dimension of its faces. A simplicial subcomplex of Σ is
any simplicial complex Σ′ ⊆ Σ. For example, the d-skeleton Σ≤d ⊆ Σ is
the simplicial subcomplex whose simplices are the simplices of Σ that have
dimension k or smaller.
The polyhedral space |Σ| of a finite simplicial complex Σ is the topo-
logical subspace of Rn obtained as union |Σ| = ⋃T∈Σ T of all the faces of
Σ. The simplicial complex Σ is called a simplicial decomposition of the
space |Σ|.
6.0.2. Polyhedral manifolds. A compact polyhedral n-manifold is a topo-
logical n-manifold M ⊆ Rn that is the polyhedral space of a finite simplicial
complex ΣM . Strictly speaking, we should define a polyhedral manifold as a
pair (M,ΣM ) where M = |ΣM |, however, we will refer only to the manifold
M and regard the simplicial decomposition ΣM as implicit when we say that
M is a polyhedral manifold.
In particular, a compact polyhedral surface is a topological surface
M ⊆ Rn that is the union of a finite set Σ2M of triangles, such that the
intersection of any two different triangles T, T ′ ∈ Σ2M is either empty or a
common vertex or a common side of the two triangles.
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A compact piecewise-Ck curve in a polyhedral n-manifold M is a curve
expressed as a concatenation of finitely many Ck paths, called its pieces,
each contained in an n-dimensional face of M . Such a curve is called a
polygonal curve if its pieces are straight segments.
6.0.3. Piecewise-Finsler and polyhedral-Finsler manifolds. A piecewise-Finsler
n-manifold is a pair (M,F ), where M is a polyhedral n-manifold and F is
a piecewise-Finsler metric on M , that is, a family (FT )T∈ΣnM of Finsler
metrics, one metric FT on each n-dimensional face T ∈ ΣnM . Each face
T ∈ ΣnM is considered as a differentiable manifold-with-corners, where the
notion of Finsler metric is defined in the same way as on a differentiable
manifold. The metrics on two simplices T, T ′ ∈ ΣnM need not agree on
vectors that are tangent to the face T ∩ T ′ shared by T and T ′.
Lengths and n-volume on a piecewise-Finsler n-manifold are defined as
follows. The length of a compact piecewise-differentiable curve on M is
defined as the sum of the lengths of its pieces, and the volume of the
manifold is defined as the sum of the volumes of the n-dimensional faces of
M . This applies to Holmes–Thompson volume or any other Finsler volume
function.
A polyhedral-Finsler surface is a piecewise-Finsler surface (M,F )
where the metric FT is constant on each triangular face T of M , in the
sense that the norms FT,x at all points x ∈ T are equal, therefore the man-
ifold (T, FT ) is a triangular piece of normed plane. In this situation, each
of the norms FT,x may be sometimes denoted FT , since it does not depend
on the point x ∈ T . Saying that a Finsler metric is constant on a manifold
makes sense whenever there is a way to identify the tangent spaces at differ-
ent points of the manifold. This happens, for instance, when the manifold is
an n-dimensional submanifold of Rn, or the torus Tn = Rn/Zn, or the band
[0, 1]× T 1.
6.0.4. Integral norms and metrics. An integral seminorm on Zd is a func-
tion ‖ − ‖ : Zd → N that is
• subadditive: ‖v + w‖ ≤ ‖v‖+ ‖w‖ for every v, w ∈ Zd, and
• scale covariant: ‖n v‖ = n ‖v‖ for every v ∈ Zd and n ∈ N.
An integral convex polytope is a set K ⊆ Rn obtained as the convex
hull of a finite set S ⊆ Zn of integral points. Note that if K ⊆ Rn is an
integral convex polytope that contains the origin, then the function
‖ − ‖K : v ∈ Zn 7→ ‖v‖K := sup
p∈K
〈p, v〉
is an integral seminorm. Reciprocally, Thurston [Thu86] showed19 that every
integral seminorm is of the form ‖ − ‖K for some integral convex polytope
K ⊆ Rn.
19Among geometers, this fact was discovered by Thurston [Thu86] (see proof in [Fri09,
Thm. 14.5] or [Sal16]), but it is similar to an earlier theorem by Edmonds and Giles
([EG77], described at the beginning of [Sch98, Ch. 22]), which implies Thurston’s theorem
under the additional assumption that the dual unit ball K is a rational polytope (so what
remains to prove is that its vertices are in fact integral). This is also discussed in [Sch93,
Thm. 5].
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Note that an integral seminorm, necessarily of the form ‖−‖K : Zd → N,
is not technically a seminorm because it is defined only on Zd, not on Rd.
However, we can extend ‖ − ‖K to a seminorm Rd → [0,+∞), denoted also
‖ − ‖K , using the same formula: if v ∈ Rd then ‖v‖K := supϕ∈K ϕ(v) ∈
[0,+∞). The extended function will also be called an integral seminorm.
Therefore a seminorm on Rd is integral if it has integer values on Zd.
More generally, let V be a d-dimensional real vector space, and choose
a lattice Λ ⊆ V , that is a subgroup of V isomorphic to Zd. Let δ > 0. A
seminorm ‖−‖ on V is called δ-integral if ‖v‖ is an integer multiple of δ for
every v ∈ Λ. Note that we can introduce coordinates on V so that V = Rd
and Λ = Zd, and then the seminorm ‖−‖ is δ-integral if and only if its dual
unit ball B∗ ⊆ V ∗ = (Rd)∗ = Rd is a polytope with vertices in (δZ)d.
Let T be a d-simplex, let VT be the real vector space spanned by the
directed edges of T , and let ΛT ⊆ VT be the lattice of integer vectors, that
is, vectors that are integer linear combinations of the directed edges of T .
A seminorm FT on VT is called δ-integral if FT (v) is an integer multiple
of δ whenever v is an integral vector. Note that we may introduce linear
coordinates so that T becomes the standard simplex
Conv{(0, . . . , 0, 0), (0, . . . , 0, 1), . . . , (1, . . . , 1, 1)} ⊆ Rd,
therefore VT = Rd and ΛT = Zd. Then the seminorm FT is δ-integral if
and only if its dual unit ball B∗FT ⊆ V ∗T = (Rd)∗ = Rd is a polyhedron with
vertices in (δZd).
On a polyhedral-Finsler d-manifold (M,F ), the polyhedral metric F is
called a δ-integral if for every simplex T ∈ ΣdM , the norm FT is δ-integral.
Lemma 6.1 (Integral approximation of polyhedral-Finsler metrics). If (M,F )
is a polyhedral-Finsler d-manifold and µ > 1, then for any sufficiently small
δ > 0 there exists δ-integral polyhedral-Finsler metrics F and F on M such
that F ≤ F ≤ µF and F ≥ F ≥ µ−1F .
Proof. On each face T ∈ ΣdM , introduce linear coordinates so that T becomes
the standard simplex Conv{(0, . . . , 0, 0), (0, . . . , 0, 1), . . . , (1, . . . , 1, 1)} ⊆ Rd.
Then every polyhedron B∗FT ⊆ (Rd)∗ = Rd with vertices in (δZd) is the dual
unit ball of a δ-integral norm F T on T . This norm satisfies the inequalities
FT ≤ F T ≤ µFT if and only if B∗FT ⊆ B∗FT ⊆ µB
∗
FT
. A polyhedron B∗
FT
with
this properties exists if δ is small enough. The number δ must be sufficiently
small so that for every faces T ∈ ΣdM , the desired polyhedron B∗FT exists.
This finishes the proof of the existence of F . The existence of F is proved
in a similar way. 
6.1. Filling a circle with piecewise-Finsler or polyhedral-Finsler
surfaces. Let C be a closed curve with a distance function dC . A compact
Finsler (or piecewise-Finsler, or polyhedral-Finsler) surface (M,F ) fills C
without shortcuts (or is a nonshortcutting filling of C) if ∂M = C and
(4) d(M,F )(x, y) ≥ dC(x, y)
for every two points x, y ∈ C. Note that a nonshortcutting filling is an
isometric filling if the inequality (4) turns out to be an equality.
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We give two examples of polyhedral-Finsler hemispheres, that is, polyhedral-
Finsler surfaces that, like the Euclidean hemisphere, fill isometrically a circle
of length 2L and have area AreauHT = 2L
2.
Example 6.2 (Some polyhedral Finsler hemispheres).
• From the xy plane with `1 metric, take the triangle T determined by
the inequalities x, y ≥ 0, x+y ≤ L, and collapse all the diagonal side
x+ y = L to a single point. We obtain a disk that fills isometrically
its boundary, of length 2L. Proof: Antipodal boundary points are
of the form p = (x, 0) and q = (0, y) with x + y = L. Going from p
to q costs L, either if we go straight along the triangle, or if we visit
the diagonal side, since L is the sum of the distances of p and q to
the diagonal side.
This surface is topologically a disk, but not a polyhedral-Finsler
surface because a whole side has been collapsed to a point. To fix
this, instead of collapsing the diagonal side, we can just fold it at its
midpoint, by gluing each point (x, y) such that x + y = L with the
point (y, x). Then we need to subdivide the surface into triangles,
for example, using the three lines that connect pairs of midpoints of
the sides of T . Finally, we should embed the surface in some space
Rn.
• From the xy plane with `∞ metric, take the strip B = [−L,L] ×[
0, L2
]
, glue each point (−L, y) of the left side to the point (L, y) of
the right side to obtain a closed band (equal to R/2LZ × [0, L2 ]),
and then collapse the top side y = L2 to a single point. The resulting
disk fills isometrically its boundary (the bottom side y = 0), of length
2L. Proof: Antipodal boundary points are of the form p = (x, 0)
and q = (x + L, 0). Going from p to q costs at least L, either if we
go along the band R/2LZ× [0, L2 ], or if we visit the top side, which
is at distance L2 to both points.
Again, the surface is not polyhedral, and to fix this, instead of
collapsing the top side to a single point, we can just glue together
each pair of points
(±x, L2 ). Then we can subdivide the surface into
triangles and embed it in Rn to obtain a polyhedral-Finsler surface.
The main theorem of this section is the following.
Theorem 6.3. Consider surfaces M of a certain fixed topological class
whose boundary is a closed curve C, and let C+ and C− be the same curve
C with the two possible orientations. For each a, b, A > 0, the following
propositions are equivalent:
(1) There exists a smoothly convex Finsler surface (M,F ) with AreauHT(M,F ) <
A that fills without shortcuts a smooth Finsler closed curve (C,G)
with LenG(C
+) > a and LenG(C
−) > b.
(2) There exists a piecewise-Finsler surface (M,F ) with AreauHT(M,F ) <
A that fills without shortcuts a piecewise-Finsler closed curve (C,G)
with LenG(C
+) > a and LenG(C
−) > b.
(3) There exists a polyhedral-Finsler surface (M,F ) with AreauHT(M,F ) <
A that fills without shortcuts a polyhedral-Finsler closed curve (C,G)
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with LenG(C
+) > a and LenG(C
−) > b. Additionally, the metrics
F and G are δ-integral for some number δ > 0.
Furthermore, a surface (M,F ) that fills without shortcuts a curve (C,G)
as stated in 1, 2 or 3 can be transformed into a surface (M̂, F̂ ) that fills
isometrically the curve (C,G) and satisfies and satisfies the same conditions
1, 2 or 3.
Remark 6.4. The theorem also holds restricted to self-reverse metrics (with
a = b = 2L), and one could use any Finsler area function instead of the
Holmes–Thompson area. The theorem also holds for Riemannian metrics, if
we exclude the sentence δ-integrality, that is never satisfied by a Riemannian
metric. The reader may check that this variants of the theorem can be
proved with the same arguments; no significant changes are needed.
The proof of Theorem 6.3 ocuppies sections 6.2–6.4.
6.2. Triangulating Finsler surfaces. The fact that (1) implies (2) is a
consequence of the fact that every Ck surface has a Ck triangulation. A proof
of this fact may be found in [Whi57]. A Ck triangulation of a Ck surface
M is a homeomorphism f : M ′ → M , where M ′ is a polyhedral surface,
such that for each triangular face T ⊆M , the restricted map f |T : T →M
is Ck and has (if k ≥ 1) injective differential at every point. When we
employ a triangulation f : M ′ →M of a Ck surface M , we may sometimes
identify each point x ∈ M ′ with the point f(x) ∈ M , therefore regarding
the polyhedral surface M ′ and the Ck surface M as the same object.
Note that if we triangulate a Finsler surface (M,F ), then we obtain a
piecewise-Finsler surface, where the metric FT on each face T of M is the
restriction of F to T .
Lemma 6.5. When we triangulate a Finsler surface (M,F ), turning it into
a piecewise-Finsler surface, the area of sets and the distances between points
and the minlengths of curves remained unchanged.
Proof. The fact that the areas do not change is clear. Regarding distances
and minlengths, an argument is required because the family of piecewise-
differentiable curves, whose length is defined, is reduced when we triangulate
the surface. Every piecewise-differentiable curve in the triangulated surface
is also piecewise-differentiable (and has the same length) in the original
differentiable surface. However, a piecewise-differentiable curve γ in the
original differentiable surface is not necessarily piecewise-differentiable after
the triangulation, because the differentiable pieces of γ may not be con-
tained each in a face of the triangulation. In fact, a differentiable piece of
γ may cross from one face to another infinitely many times. To solve this
issue, we may slightly perturb the curve γ, preserving its homotopy class
and modifying its length as little as desired, so that it avoids the vertices
and becomes transverse to the edges of the triangulation. Then the curve
crosses the edges at finitely many points, and can therefore be broken as
concatenation of finitely many differentiable pieces, each contained in a face
of the triangulation. 
We are now ready for the next step of the proof of Theorem 6.3.
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Proof that (1)⇒ (2) in Thm. 6.3. Let (M,F ) be a smoothly convex Finsler
surface with AreauHT(M,F ) < A that fills without shortcuts a smooth
Finsler curve (C,G) with LenG(C
+) > a and LenG(C
−) > b. Triangu-
late M . Then the metric F on M is broken into Finsler metrics FT on each
of the faces T of M . The boundary ∂M = C is also divided into segments,
and the metric G is broken into Finsler metrics on each of the segments.
Neither the uHT area of (M,F ) nor the lengths of C+ and C− change. The
no-shortcuts condition d(M,F )(x, y) ≥ d(C,G)(x, y) also remains true, by the
last lemma. 
6.3. Polyhedral approximation of piecewise-Finsler manifolds. The
proof that (2)⇒ (3) in Theorem 6.3 is based on the two lemmas that follow.
Recall that a Finsler metric F on an n-manifold (or manifold-with-corners)
M is a continuous function F : TM → [0,+∞) that yields a norm Fx :
TxM → [0,∞) when restricted to the tangent space TxM at each point
x ∈M . More genererally, we can consider a Finsler semimetric, that is,
a continuous function F : TM → [0,+∞) such that the functions Fx are
seminorms, rather than norms. A seminorm on a real vector space V is a
function V → [0,+∞) that is subadditive and scale covariant, but not nec-
essarily positive definite. If M ⊆ Rn, then we can identify all tangent spaces
TxM with Rn, and the continuity of F can be restated in the following way.
Lemma 6.6 (Continuity of Finsler metrics). Let x be a point of a Finsler
n-manifold (M,F ) such that M ⊆ Rn. Then for every µ > 1, there is a
neighborhood U of x in M such that every two points y, y′ ∈ U satisfy the
inequality Fy′ ≤ µFy.
More generally, if F is a Finsler semimetric, then for every norm G on
Rn there exists a neighborhood U of x in M such that every two points
y, y′ ∈ U satisfy the inequality Fy′ ≤ Fy +G.
The proof is a standard argument based on the fact that the unit sphere
of any norm is compact.
Proof. We first show that the second version of the lemma, for Finsler semi-
metrics, implies the first one, for Finsler metrics. Indeed, if F is a Finsler
metric, then we can choose a norm G such that the inequality Fy′ ≤ Fy +G
implies the inequality Fy′ ≤ µFy, as follows. Note that it is enough to
ensure that G ≤ (1− µ)Fy for every y ∈ U , because then we have
Fy′ = Fy +G ≤ Fy + (1− µ)Fy = µFy.
To define the norm G such that G ≤ (1 − µ)Fy we do as follows. We
may assume that M is compact; if it is not, we first restrict to a compact
neighborhood of x in M . Then choose any norm H on Rn and set G = εH,
where
ε = min
y∈M
v∈Rn
H(v)=1
(1− µ)Fy(v) > 0.
(The number ε is strictly positive because it is the minimum of the contin-
uous, strictly positive function (y, v) → Fy(v) on the compact set N × SH ,
where SH = {v ∈ Rn : H(v) = 1}.) It follows that G(v) = εH(v) ≤
(1 − µ)Fy(v) for every y ∈ M and every v ∈ Rn such that H(v) = 1, but
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the inequality is also valid when H(v) 6= 1 because both G(v) and Fy(v) are
scale-covariant with respect to v.
We turn to the proof of the second version of the lemma. Let F be a
Finsler semimetric and let G be a norm on Rn. We have to show that here
exists a neighborhood U of x such that Fy′(v) ≤ Fy(v) + G(v) for every
y, y′ ∈ U and every v ∈ Rn. To prove this inequality we may assume that
H(v) = 1, since the validity of the inequality is not affected by rescaling v,
and every vector is a multiple of some vector v such that H(v) = 1. The
inequality can then be rewriten as Fy′(v)−Fy(v) ≤ 1, and we will deduce it
from two inequalities |Fy′(v)− Fx(w)| ≤ 12 and |Fy(v)− Fx(w)| ≤ 12 , where
w ∈ Rn is an auxiliary vector.
The neighborhood U is defined as follows. For each vector w ∈ Rn such
that H(w) = 1 consider an open neighborhood Uw × Vw of (x,w) such that
|Fy(v) − Fx(w)| ≤ 12 whenever (y, v) is in the neighborhood. It follows
that |Fy′(v) − Fy(v)| ≤ 1 when y, y′ ∈ Uw and v ∈ Ww. The unit sphere
SG = {v : G(v) = 1} is compact, so it can be covered by finitely many sets
Wwi . We then define the open neighborhood U =
⋂
i Uwi of x, so that the
inequality |Fy′(v) − Fy(v)| ≤ 1 holds for y, y′ ∈ U and every v ∈ SH , as we
had to prove. 
A subdivision of a simplicial complex Σ is a simplicial complex Σ′ such
that |Σ′| = |Σ| and each face of Σ′ is contained in some face of Σ. If
dim(Σ) ≤ 2, for any integer m ≥ 1 we define the lattice subdivision of
order m of Σ as follows: each edge E of Σ is divided into m edges that are
translate copies of 1mE and each triangular face T of Σ is divided into m
2
triangles T ′, each of which is a translate copy of 1mT or − 1mT .20
Lemma 6.7 (Polyhedral-Finsler approximation of piecewise-Finsler mani-
folds). Let (M,F ) be a piecewise-Finsler surface, and let µ > 1. Then for
any sufficiently fine subdivision M ′ of M there exists a polyhedral-Finsler
metric F on M ′ that approximates F according to the inequalities F ≤ F ≤
µF . If F is self-reverse, then F is self-reverse as well, and if F is Rie-
mannian, then F is Riemannian.
The expression “sufficiently fine subdivision M ′ of M” should be under-
stood in the following sense. During the proof we will construct, for each
n-simplex T of M , a cover UT of T by open sets. A subdivision M ′ of M
is considered sufficiently fine if and only if each n-simplex T ′ of M ′ that is
contained in T , is also contained in an open set U ∈ UT . For example, if
20This subdivision can be generalized to a simplicial complex Σ of higher dimension,
but it requires that for each simplex T = Conv{σ} ∈ Σ, the set of vertices σ is totally
ordered, and that for each face T ′ = Conv{σ′} ≤ T , the order of σ′ is the same order of σ
restricted to σ′ ⊆ σ. The subdivision Σ′ is defined as follows. Consider a d-simplex T ∈ Σ
with ordered vertices (ai)0≤i<d+1. Place T it in Rd so that ai = (0, . . . , 0, 1, . . . , 1) ∈ Rd
(i zeros followed by d − i ones). Let Λ be the set of points in T whose coordinates are
integer multiples of 1
m
. The simplices of Σ′ that are contained in T are the simplices T ′
with ordered vertices (pj)0≤j<k′+1 ⊆ Λ such that if j ≤ j′, then each coordinate of the
vector pj′ − pj is either 0 or 1m . This definition is based on [Spa66, p. 109, example 9].
The subdivision is treated in [EG00], and called “edgewise subdivision”. For subdivisions
of simplicial sets see [BHM93].
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dimM ≤ 2, then the lattice subdivision of order m will be sufficiently fine
if the integer m ≥ 1 is large enough.
Proof. Let T be an n-simplex of M . According to Lemma 6.6, each point
x ∈ T has an open neighborhood Ux such that FT,y ≤ √µFT,y′ for every
y, y′ ∈ Ux. Define the cover UT of T as UT := {Ux : x ∈ T}. Proceed in this
way for each face T of M .
Let M ′ be a subdivision of M such that each n-simplex T ′ of M ′ is
contained in the set UxT ′ ∈ UT for some point xT ′ ∈ T , where T is the n-
simplex of M that contains T ′. Define on M ′ the polyhedral-Finsler metric
F so that F T ′,y =
√
µFT,x for every y ∈ T ′, where x = xT ′ . From the
inequalities FT,y ≤ √µFT,x and FT,x ≤ √µFT,y we conclude that FT,y ≤
F T ′,y ≤ µFT,y for every y ∈ T ′. Therefore F is a polyhedral-Finsler metric
on M ′ that satisfies F ≤ F ≤ µF . 
We can now do the second step of the proof of Thm. 6.3.
Proof that (2)⇒ (3) in Theorem 6.3. Let (M,F ) be a piecewise-Finsler sur-
face with AreauHT(M,F ) < A that fills without shortcuts a piecewise-Finsler
curve (C,G) such that LenG(C+) > a and LenG(C
−) > b. From this sur-
face we will obtain a polyhedral-Finsler surface (M,F ) that fills without
shortcuts a polyhedral-Finsler curve (C,G), satisfying the same bounds for
area and length: AreauHT(M,F ) < A, LenG(C
+
) > a and LenG(C
−
) > b.
The construction is as follows. The polyhedral surface M will be a sub-
division of M , therefore the polyhedral boundary curve C = ∂M will be a
subdivision of C = ∂M . The polyhedral metric F on M will be larger than
F and the boundary metric G will be smaller than G to ensure that (M,F )
fills (C,G) without shortcuts. Additionally, the metrics F and G must be
near F and G so that the polyhedral-Finsler surface and boundary curve sat-
isfy the same bounds for area and lengths as the original piecewise-Finsler
surface and boundary curve.
Let µ > 1 be sufficiently close to 1 so that
µ2 Area(M,F ) < A, µ−1 LenG(C+) > a, and µ−1 LenG(C−) > b.
By Lemma 6.7, if the subdivisions M of M and C of C are fine enough, then
there exist polyhedral-Finsler metrics F and G on M and C, respectively,
such that F ≤ F ≤ µF and G ≤ G ≤ µG. We define G = µ−1G to ensure
that G ≤ G. Regarding area and lengths, we have
AreauHT(M,F ) ≤ AreauHT(M,µF ) = µ2 AreauHT(M,F ) < A,
LenG(C
+) = µ−1 LenG(C
+) ≥ µ−1 LenG(C+) > a
and
LenG(C
−) = µ−1 LenG(C
−) ≥ µ−1 LenG(C−) > b
as we had to prove.
Finally, we must show how to replace our metrics F and G by metrics
that satisfy the same conditions and are δ-integral for some δ > 0. For
this purpose we do an integral approximation with bounds similar to those
employed above. By Lemma 6.1, for any ν > 1 there exists a small δ > 0
and δ-integral polyhedral-Finsler metrics F and G on M and G respectively,
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such that F ≤ F ≤ νF and G ≤ G ≤ νG. The number ν > 1 should we
chosen sufficiently close to 1 so that
ν2 Area(M,F ) < A, ν−1 LenG(C+) > a, and ν−1 LenG(C−) > b.
Then one can repeat the computations to prove that (M,F ) fills (C,G)
without shortcuts, and that AreauHT(M,F ) < A, LenG(C
+) > a and
LenG(C
−) > b. 
6.4. Smooth approximation of polyhedral-Finsler surfaces. To prove
that (3) implies (1) in Thm. 6.3, we need to transform a polyhedral-Finsler
surface into a smoothly convex Finsler surface. The first step does not
involve the Finsler metric.
A compatible smooth structure on a polyhedral n-manifold M is a
smooth structure such that for each face T ∈ ΣM , the inclusion map ιT :
T → M is smooth and has injective differential at every point x ∈ T . A
polyhedral n-manifold is smoothable if there exists a subdivision M ′ of M
that admits a compatible smooth structure.
Remark 6.8. The fact that the inclusion map T →M is smooth and has in-
jective differential implies that this map can be extended to a diffeomorphism
V → U , where U is a neighborhood of T in M and V is a neighborhood
of T in the plane or a closed half-plane that contains T . This follows from
Whitney’s extension theorem [Whi34] (any Ck function defined on a closed
set T can be extended to a Ck function defined on a neighborhood of T ) and
the fact that a function that is injective in a compact set T and injective in
a neighborhood of each point of T is also injective in a neighborhood of T .
Lemma 6.9 (Smoothing polyhedral surfaces). Every compact polyhedral
surface is smoothable. In fact, a compact polyhedral surface M has a com-
patible smooth structure if and only if
(5) each vertex x ∈ ∂M is shared by at least two triangles T, T ′ ∈ Σ2M ,
and every polyhedral surface can be subdivided so that this condition is met.
Proof. Let M be a polyhedral surface.
Note first that the condition (5) is necessary for M to admit a differen-
tiable structure. Indeed, suppose that M admits a smooth structure. Then
it admits a Riemannian metric which can be restricted to each triangular
face of M . At each boundary vertex x ∈ Σ0M ∩ ∂M , the sum of the corner
angles at x of the triangular faces T ∈ Σ2M that share the vertex x is pi, and
each corner angle is < pi, therefore the vertex x must be shared by at least
two triangles.
Note also that if the condition 5 is not met initially by the polyhedral
surface M , then one can subdivide some triangles of M so that the condition
is met, as follows. Let x be a boundary vertex of M that is contained in only
one triangle T = Conv{x, y, z}. Let c be an interior point of T . Subdivide T
into three triangles {c, x, y}, {c, y, z}, {c, z, x}. Then the vertex x is shared
by the two triangles {c, x, y} and {c, z, x}. This process is repeated for every
boundary vertex x where the hypothesis is not met.
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To complete the proof it remains to show that M has a compatible smooth
structure if it does have the property that each boundary vertex is shared
by at least two triangular faces. Note that each interior vertex is shared by
at least three triangles.
For simplicity, we consider first the case in which M is a closed surface.
We will build a C∞ atlas for M that has three kinds of charts: face charts,
vertex charts and edge charts.
• For each triangular face T , let UT = T ◦ be the interior of T , and let
the face chart ϕT : UT → R2 be any linear map defined on the plane
that contains the triangle T , restricted to the interior of T .
• For each vertex x, we let Ux ⊆ M be an open, star-shaped neigh-
borhood of x in M . The vertex neighborhoods Ux should be disjoint
from each other. For each vertex x, the vertex chart is any injective
map ϕx : Ux → R2 that is linear on each of the triangular faces of
M that meet at x. Note that each corner of a triangular face that
meets at x is mapped to an angle of less than pi radians, and this is
possible because there are at least three faces that share the vertex
x.
• For each edge E = [x, y], let E′ = (x′, y′) ⊆ E be an open subinterval
of E that has its endpoints x′ ∈ Ux and y′ ∈ Uy, but different from
x and y, respectively. We will define an edge chart ϕE by giving its
inverse map ϕ−1E : E
′ × (−ε, ε)→ UE , whose image UE is contained
in the union of the two triangular faces T , T ′ that share the edge
E, and such that UE ∩E = E′. We construct the inverse chart ϕ−1E
as follows. Along the segment E′, define two smooth vector fields
(vt)t∈E◦ and (v′t)t∈E′ . The vectors vt should point inside the face
T , and the vectors v′t should point inside the other face T ′. For
t ∈ Ux, the vectors vt and v′t should be constant and opposite when
mapped to the plane by the chart ϕx (more precisely, by the linear
maps ϕx|T and ϕx|′T , respectively), and the same should happen
for t ∈ Uy. (Note that one of the two vector fields can be chosen
constant on E′, but not both, in general.) We can now define the
inverse chart ϕ−1E as follows. For every (t, s) ∈ E′ × (−ε, ε), let
ϕ−1E (t, s) = t + s vt ∈ T if s ≥ 0 and let ϕ−1E (t, s) = t − s v′t ∈ T ′ if
s ≤ 0. The number ε > 0 should be chosen small enough so that
ϕ−1E maps E
′× [0, ε)→ T and E′× (−ε, 0]→ T ′ injectively and with
injective differential. Also, the number ε should be small enough so
that the edge chart domains UE that correspond to different edges
E are disjoint from each other.
These charts constitute a smooth atlas for M . The chart transition maps are
of three kinds: vertex-face, vertex-edge and edge-face. The maps of the two
first kinds are linear and the third one is smooth with injective differential.
Additionally, for each triangular face T , the inclusion T →M is smooth and
has injective differential, in fact, one can extend it explicitely to a smooth
diffeomorphism V → U , where U is a neighborhood of T in M and V is a
neighborhood of T in the plane that contains T . We omit the details of this
extension. This finishes the proof of the lemma in the case when M is a
closed surface.
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If the surface M is not closed, we construct a smooth atlas in a similar
way but with some modifcations. The charts will be of the form U → H,
where U is an open subset of M and H is the upper half-plane {x ∈ R2 :
x0 ≥ 0}. There will be face charts, vertex charts an edge charts, constructed
as follows.
• For every triangular face T , let UT be the set of points of T that
are not contained in any other triangular face T ′. The face chart
ϕT : UT → H should be a linear map restricted to UT , such that
ϕT (y) ∈ ∂H if and only if y ∈ ∂M .
• For each vertex x of M , let Ux be an open, star-shaped neighborhood
of x in M such that all the sets Ux are disjoint. Let ϕx : Ux → H be
an injective homeomorphism that is linear on each face that meets
at x, such that ϕx(y) ∈ ∂H if and only if y ∈ ∂M . If x is a boundary
vertex, the fact that ϕx maps the boundary segment ∂M ∩ Ux to a
straight line (a piece of ∂H) implies that at least two triangular faces
of M should share the vertex x.
• The edge charts are constructed as above, but only for the interior
edges of M . The boundary edges of M are already covered by the
face charts and the vertex charts.
As in the case of closed surfaces, these charts constitute a smooth atlas for
M such that the inclusion map T →M of each triangular face T is smooth
and has injective differential. One can extend the inclusion map T → M
explicitely to a smooth diffeomorphism V → U , where U is a neighborhood
of T in M and V is a neighborhood of T in the plane or a closed half-plane
that contains T . We omit the details of this extension. 
Lemma 6.10 (Smoothing polyhedral-Finsler metrics). Let (M,F ) be a
polyhedral-Finsler manifold with a compatible smooth structure. Then for
any ε > 0, there exist smoothly convex Finsler metrics F ≥ F and F ≤
F such that |VoluHT(M,F ) − VoluHT(M,F )| < ε and |VoluHT(M,F ) −
VoluHT(M,F )| < ε.
Proof. We explain first how to construct the metric F ≥ F , and at the end
we show how to modify the construction to obtain the metric F ≤ F .
The first step is to modify the metric F in order to ensure convexity and
smoothness of the constant metric FT on each n-face T ∈ ΣnM . Equivalently,
we have to ensure that the boundary of the dual unit ball B∗T is smooth and
curved strictly inwards. If this is not the case initially, then we replace the
dual unit ball B∗T by a slightly larger symmetric convex set that does have
these properties. This process increases the norm, therefore the volume of
the manifold also increases. The increase must be small enough, so that in
the end the volume of the Finsler surface is still < A. We do not rename
the metric F , even though it has increased.
The second step is to smooth out the joins between the different metrics
FT , to get a smoothly convex Finsler metric on M . For this purpose we
extend each metric FT , defined on each n-face T ∈ ΣnM , to a slightly larger
open set UT ⊆M . As mentioned in Remark 6.8, for each face T , the inclu-
sion map T →M can be extended to a diffeomorphism ιT : VT → UT , where
UT is an open neighborhood of T in M and VT is an open neighborhood
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of T in the n-plane (or closed half-plane) that contains the n-simplex T .
Therefore, to extend the metric FT to UT , it is enough to extend it to the
plane set VT . Since the metric is constant on T , it can be extended to VT
keeping its constant value. This finishes the proof that the metric FT can be
extended to UT . The metric FT extended to the set UT will be also called
FT .
To transform this collection of metrics FT , defined on the sets UT , into a
smooth metric F on M , we do as follows. For each T ∈ ΣnM and each small
number δ > 0, choose a smooth function ηδT : UT → [0, 1] that is constantly
1 on T and vanishes outside the δ-neighborhood T δ of T . To define the
neighborhood T δ we choose any fixed Riemannian metric G on the smooth
surface M and let T δ = {x ∈M : dG(x, T ) < δ}.
The Finsler metric F will be of the form F δ =
∑
T∈Σ2M η
δ
TFT , for some
small δ > 0. This metric is smooth because it is a sum of the smooth
semimetrics ηδTFT , and it is also quadratically convex because each seminorm
ηδT (x)FT,x is a quadratically convex norm unless η
δ
T (x) = 0. The metric
F δ =
∑
T η
δ
TFT is also greater than the original metric F =
∑
T 1TFT
because ηδ ≥ 1T , where 1T : M → {0, 1} is the indicator function of the set
T ⊆ M . Finally, we can ensure that |VoluHT(M,F δ) − VoluHT(M,F )| < ε
by choosing δ small enough, because VoluHT(M,F
δ)
δ→0−−−→ VoluHT(M,F ).
To prove this convergence we decompose
VoluHT(M,F
δ) = VoluHT(M \N δ, F δ) + VoluHT(N δ, F δ),
where N δ is the δ-neighborhood of the n− 1-skeleton of M according to the
metric G. Then we note that:
• The metric F δ coincides with F outside N δ, therefore
VoluHT(M \N δ, F δ) = VoluHT(M \N δ, F )
= VoluHT(M,F )−VoluHT(N δ, F δ)︸ ︷︷ ︸
→0 as δ→0
δ→0−−−→ VoluHT(M,F )
• The metric F δ is bounded by some multiple λG of G, therefore
VoluHT(N
δ, F δ) ≤ VoluHT(N δ, λG) δ→0−−−→ 0.
Putting these two facts together we have
VoluHT(M,F
δ) = VoluHT(M \N δ, F δ)︸ ︷︷ ︸
→VoluHT(M,F )
+ VoluHT(N
δ, F δ)︸ ︷︷ ︸
→0
δ→0−−−→ VoluHT(M,F ),
as we had to prove. This finishes the proof of the existence of the metric
F ≥ F with the desired properties.
The construction of the metric F ≤ F is similar, but not entirely analo-
gous. When we replace each norm FT by a smoothly convex norm, we must
reduce it rather than increase it, of course. It is not necessary to extend FT
beyond the face T . Then, for small numbers δ > 0, define F δ =
∑
T η
δ
TFT ,
where ηδT : M → [0, 1] is a smooth function with value 0 on M \T and value
1 outside the δ-neighborhood of M \ T . Note that ηδT ≤ 1T , therefore
F δ =
∑
T
ηδTFT ≤
∑
T
1TFT = F.
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The proof that there exists a small number δ > 0 such that |VoluHT(M,F δ)−
VoluHT(M,F )| < ε is exactly as above.
The problem is that F δ is a semimetric rather than a metric because it
vanishes in a neighborhood of the n − 1-skeleton of M . To transform a
semimetric on M into a metric, it suffices to add a small multiple αG of
the Euclidean metric G. However, before summing αG to the semimetric
F δ, we must first reduce the semimetric so that the final metric does not
exceed F . Therefore we define F = λF δ + αG, where λ < 1 so that λF δ is
strictly smaller than F , but λ is very close to 1 so that VoluHT(M,λF
δ) >
VoluHT(M,F ) − ε, and α > 0 is small enough so that αG can be added to
λF δ without exceeding F . We conclude that F is a strictly convex Finsler
metric such that F ≤ F and |VoluHT(M,F ) > VoluHT(M,F )− ε, as we had
to prove. 
We can now finish the proof of Thm. 6.3
Proof that (3)⇒ (1) in Thm. 6.3. Let (M,F ) be a polyhedral-Finsler sur-
face that has AreauHT(M,F ) < A and fills without shortcuts a Finsler
curve (C,G) with LenG(C
+) > a and LenG(C
−) > b. We will produce
a smoothly convex Finsler surface (M,F ) that fills without shortcuts a
smooth Finsler curve (C,G) satisfying the same inequalities for area and
length: AreauHT(M,F ) < A, LenG(C
+) > a and LenG(C
−) > b.
The first step is to subdivide some triangular faces of M so that each
boundary vertex is shared by at least two triangular faces of M . After
this we can introduce on M a compatible smooth structure, as explained in
Lemma 6.9. Then, according to Lemma 6.10, there is a smoothly convex
Finsler metric F˜ ≥ F on M such that Area(M, F˜ ) < A. Also according to
Lemma 6.10, on the boundary curve C = ∂M we may replace the polyhedral-
Finsler metric G by a smoothly convex Finsler metric G ≤ G such that the
reduction in volume VoluHT(C,G)−VoluHT(C,G) is less than an arbitrarily
small number ε > 0. The uHT volume of a closed curve C is the sum of
the lengths of C+ and C−, therefore we conclude that the reductions of
length LenG(C
+)−LenG(C+) and LenG(C−)−LenG(C−) are also less than
ε, therefore we have LenG(C
+) > a and LenG(C
−) > b if the number ε is
small enough.
The inequalities F ≥ F and G ≤ G ensure that (M,F ) fills (C,G) without
shortcuts, as we had to prove. 
6.5. Polygonal approximation of curves. In this subsection we prove
the following lemma, which will be used in Section 9.
Lemma 6.11 (Polygonal approximation of curves). Let (M,F ) be a compact
polyhedral-Finsler manifold. Then for every µ > 1 and ε > 0, there exist
κ, α ≥ 0 such that every piecewise-differentiable path or closed curve γ is
homotopic to a polygonal curve γ made of at most κLenF (γ) + α segments
and of length LenF (γ) ≤ µLenF (γ) + ε.
Remark 6.12. If M is a simplicial complex in Euclidean space with the
Euclidean metric, then for every curve γ in M we can obtain a polygonal
curve γ with length Len(γ) ≤ LenF (γ) and made of at most k(LenF (γ)λ + 1)
segments, where λ is half the systole of the complex and k is the number of
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maximal faces of M . This fact will not be used later. The proof is left as
exercise for the reader.
The proof of Lemma 6.11 is based on the following lemma.
Lemma 6.13. Let (M,F ) be a compact polyhedral-Finsler manifold. Then
for every ε > 0 there exists a number k ∈ N such that for every two points
x, y ∈ M there exists a polygonal path γ from x to y of length LenF (γ) ≤
dF (x, y) + ε and made of at most k straight segments.
Proof. For every x, y ∈M , let γx,y be a polygonal curve from x to y of length
LenF (γx,y) ≤ dF (x, y) + ε5 . Let kx,y be the number of straight segments of
the curve γx,y.
For every point x ∈ M , let Ux be an open neighborhood of x such that
for every point y ∈ Ux, the straight segment [x, y] is contained in a face T
of M such that LenFT [x, y] ≤ ε5 and LenFT [y, x] ≤ ε5 . Let S ⊆M be a finite
set of points such that M =
⋃
x∈S Ux. Let k = maxx,y∈S kx,y + 2.
Let x, y ∈ M . We will construct a polygonal curve γ from x to y of
length LenF (γ) ≤ dF (x, y) + ε and made of at most k straight segments.
Let x′, y′ ∈ S be such that x ∈ Ux′ and y ∈ Uy′ . We define the curve γ
as the concatenation γ = [x, x′] ∗ γx′,y′ ∗ [y′, y]. It is a polygonal curve of
kx′,y′ + 2 ≤ k segments and its length is
LenF (γ) ≤ ε
5
+ LenF (γx′,y′)︸ ︷︷ ︸
≤ dF (x′, y′)︸ ︷︷ ︸
≤ ε5+dF (x,y)+ ε5
+ ε
5
+
ε
5
≤ dF (x, y) + ε.

Proof of Lemma 6.11. For every vertex x ∈ M0, define its closed star
St(x) as the union of the faces T ∈ ΣM that contain the vertex x. Note
that the interiors of these sets St(x) cover the compact space M , therefore
there exists a number λ > 0 such that every piecewise-differentiable path of
length ≤ λ is contained in one of the sets St(x).
Note that each closed star (St(x), F ) is a polyhedral-Finsler manifold,
therefore by Lemma 6.13 there exists a number kx ∈ N such that every
two points y, z ∈ St(x) are joined by a polygonal curve γ ⊆ St(x) made of
at most kx straight segments and of length LenF (γ) ≤ d(St(x),F )(y, z) + ε′,
where ε′ is a fixed small number ε′ > 0 such that
(6) ε′ ≤ ε and 1 + ε
′
λ
≤ µ.
Let k = maxx∈M0 kx.
Let γ be a compact piecewise-differentiable curve in M , and let L :=
LenF (γ). To finish the proof, we will show that there exists a polyhedral
curve γ of length LenF (γ) ≤ µLenF (γ) + ε, homotopic to γ, and made of at
most κL+ α straight segments, where κ = kλ and α = k.
To construct the polygonal γ, decompose the curve γ as a concatenation
of paths γi, with 0 ≤ i < m, each of them of length LenF (γi) ≤ λ, and
with m ≤ Lλ + 1. Each curve γi is contained in some closed star St(x), with
x ∈ M0. Note that LenF (γi) ≥ d(St(x),F )(xi, xi+1), where xi and xi+1 are
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the startpoint and endpoint of γi, respectively. Let γi be a polygonal curve
in St(x) from xi to xi+1, of length
LenF (γi) ≤ d(St(x),F )(xi, xi+1) + ε′ ≤ LenF (γi) + ε′,
and made of at most k straight segments; this curve exists by how the
number k was chosen. Note that γi is homotopic to γi because both curves
are contained in the closed star St(x), which is contractible. Let γ be the
concatenation of the curves γi. It is a polygonal curve homotopic to γ, of
length
LenF (γ) =
∑
0≤i<m
LenF (γi)︸ ︷︷ ︸
≤LenF (γi)+ε′
≤
∑
0≤i<m
LenF (γi) +mε
′
= L+mε′ ≤ L+
(
L
λ
+ 1
)
ε′ =
(
1 +
ε′
λ
)
L+ ε′
by (6)
≤ µL+ ε,
and its number of straight segments is ≤ km ≤ k (Lλ + 1) = κL+ α, as we
had to show. 
6.6. Proof that the discrete FAC implies the continuous FAC. We
can now prove that the discrete FAC, for walled surfaces, implies the con-
tinuous FAC, for Finsler surfaces with self-reverse metric.
Theorem 6.14 (Walled FAC implies Finsler self-reverse FAC). Let (M,F )
be a self-reverse Finsler surface that has AreauHT(M,F ) < 2L
2 and fills
without shortcuts a self-reverse Finsler closed curve (C,G) of length 2L.
Then there is a walled surface (M,W ), homeomorphic to M , that fills iso-
metrically its boundary of length 2n and has Area(M,W ) < n(n−1)2 .
Proof. The discretization will be done in four steps, described roughly as
follows. First, we will approximate our Finsler surface by a polyhedral
surface, made of triangles cut from different normed planes. Second, we will
modify the norms so that they become integral. Third, we will declare that
some (finitely many) points of the polyhedral surface are integral, and we
will approximate each curve by a polygonal whose breakpoints are integral.
Fourth, on each triangular face of the surface we will replace the norm by a
wallsystem, without modifying the minlength of any curve that has integral
endpoints. We proceed to the details.
In the first two steps we will convert the Finsler surface (M,F ) in a
polyhedral-Finsler surface (M,F ) that has AreauHT(M,F ) < 2L
2 and fills
without shortcuts a polyhedral-Finsler curve (C,G) of length 2L. Addition-
ally we will ensure that the metrics F and G are δ-integral for some small
number δ > 0. The approximation is possible by Thm. 6.3, but we will
summarize the process here.
Polyhedral approximation. In this step we will obtain the metrics F and
G with the properties promised above, except for the δ-integrality. We do
it as follows. Subdivide the Finsler surface (M,F ) into triangles, so that it
becomes a piecewise-Finsler surface, that is a surface made of flat triangles
with a Finsler metric FT on each triangular face T . Then we subdivide
each triangle into smaller triangles, so that in each triangle T , the norms
Fx and Fx′ at different points x, x
′ ∈ T are very similar, more precisely, we
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(a) A polyhedral-Finsler
surface with a shortest
path from one boundary
point to another.
(b) After inserting por-
tals and eyes, the short-
est path joining the same
two points changes.
(c) The surface with eyes
after the Finsler metrics
are replaced by wallsys-
tems.
Figure 6. Discretization of a self-reverse Finsler surface.
have Fx′ ≤ λFx, where λ > 1 is a number that we may choose, arbitrarily
close to 1. This is possible because the Finsler metric F is continuous.
Then, in each triangle T , we choose any point y ∈ T and replace all the
slightly different norms Fx by a single norm F T := λFy, that is slightly
larger than all the norms Fx. In this way we obtain a polyhedral-Finsler
metric F that is slightly larger than the original Finsler metric F , more
precisely, we have F ≤ F ≤ λF . Therefore the polyhedral-Finsler surface
(M,F ) still fills without shortcuts the curve (C,G). Also, we can ensure
that AreauHT
(
M,F
)
< 2L2 by choosing a small λ, because
AreauHT
(
M,F
)
< AreauHT(M,λF ) = λ
2 AreauHT(M,F ).
On the boundary curve C = ∂M , we approximate the Finsler metric G by
a polyhedral-Finsler metric G that is smaller than G, not larger, so that
the polyhedral-Finsler curve (C,G) is still filled without shortcuts by the
polyhedral-Finsler surface (M,F ). The length of the curve (C,G) is a num-
ber LenG(C) = 2L that is smaller than the LenG(C) = 2L, but only slightly,
so that AreauHT
(
M,F
)
< 2L2, therefore we still have a counterexample to
the FAC, but of polyhedral-Finsler kind.
Integral approximation. In this step we modify the polyhedral-Finsler
metrics F and G so that they become δ-integral. The modified metrics
will keep the same names to avoid complicating the notation.
The modifications are done as follows. Choose a small number δ > 0. For
each triangular face T of M , to ensure that the norm FT is δ-integral, we
replace the dual unit ball B∗
FT
by a slightly larger polygon whose vertices
coordinates are integral multiples of δ. Similarly, for each edge E of the
boundary curve ∂M = C, we replace the dual unit ball B∗GE (which is an
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interval) by a sligthly smaller interval whose endpoints are integer multiples
of δ. If δ is small enough, these modifications can be done without breaking
any of the conditions, therefore we still have a counterexample to the FAC.
At this point we have a δ-integral polyhedral-Finsler surface (M,F ) with
AreauHT(M,F ) < 2L
2 that fills without shortcuts a δ-integral polyhedral-
Finsler curve (C,G) of length LenG(C) = 2L.
Portals and eyes. Choose a large integer m > 0. In each triangular face T
of M , introduce linear coordinates so that T becomes the standard triangle
T = Conv{(0, 0), (0,m), (m,m)} ⊆ R2. Note that each edge of M contains
m+1 integral points, called portals, that divide the edge into m fences that
are open segments, not including endpoints. The distance between boundary
points is an infimum of lengths of paths along M , and our intention now is to
prohibit those paths that cross the fences, so that the shortest path between
any pair of points is a polygonal curves with breakpoints at the portals. To
achieve this we slit the surface M along each fence. More precisely, we cut
the triangular faces apart from each other, and also cut the cycle C away
from the boundary ∂M , except at the portals. In this way we produce a
lot of small holes in the surface. The boundary of each hole is a bigon; it
has two sides, whose lengths may differ. (In the case of boundary eyes, the
side along C is never shorter than the side along ∂M .) We fill each hole
isometrically using a Euclidean hemisphere, called an eye.
Let (M,F ) be the surface with the hemispherical eyes inserted. It is
completely determined by the original polyhedral-Finsler surface (M,F ) and
by m. The topologies of both surfaces are the same. The surface (M,F ) is
not exactly a piecewise-Finsler surface because it is not made of flat triangles
in Rk, but it can be subdivided into triangles and embedded in Rk, therfore
we will treat it as a piecewise-Finsler surface. Note that all the pieces that
form M are glued isometrically along the shared edges, and the attachment
of ∂M to C is isometric: distances between boundary points of M coincide
with the corresponding distances along C. The area AreauHT(M,F ) will be
< 2L2 if m is large enough, since the gain in area by introducing the eyes is
proportional to 1m because:
• along each edge the number of eyes is m and
• the uHT area of each hemispheric eye is proportional to 1
m2
, consid-
ering that the area of a hemisphere is twice the squared perimeter,
and the perimeter of each eye is in turn proportional to 1m .
Finally, note that since each hemispheric eye fills its boundary isometrically,
it follows that every two points x, y ∈ ∂M are joined by a shortest path that
avoids the interiors of the eyes, and is a concatenation, with breakpoints at
portals, of boundary segments and straight segments along triangular faces.
The length of each straight segment that goes from portal to portal along a
triangular face of M is an integer multiple of δm . To transform this lengths
into integer multiples of 4, we multiply the metric F (without changing its
name) by the factor 4mδ . Then we have LenF (∂M) = 2n for some n ∈ N
and AreauHT(M,F ) < 2n
2.
Replacement of Finsler metric by wallsystems. Each triangular face T of
the surface (M,F ) is a piece Conv{(0, 0), (0,m), (m,m)} of normed plane,
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where the distances between integral points are multiples of 4. We may
now replace the continuous norm by a straight wallsystem WT , without
modifying the lengths of straight segments between portals nor the total
area of the face. This follows from Lemma 7.1 and Remark 7.2, since the
face T is decomposed into pieces that are integer translates of the triangles
Conv{(0, 0), (0, 1), (1, 1)} and Conv{(0, 0), (1, 0), (1, 1)}, whose uHT area ac-
cording to WT equals their Holmes–Thompson area according to the metric
F .
Also, we break the boundary ∂M into segments at the portal points, and
on each segment I we replace the metric of ∂M by a wallsystem WI (a
finite set of points) that has the same length. Finally, on each hemispheric
eye E between two faces T, T ′ (or between a face T and a boundary edge
I), we replace the Euclidean metric by a wallsystem WE that matches the
existing wallsystems WT and W
′
T (or WT and WI) along the boundary ∂E,
so that (E,WE) is a walled surface that fills isometrically its boundary of
length 2k and has Area(E,WE) =
k(k−1)
2 . Wallsystems of this kind have
been constructed in Example 5.1.
In this way we get a piecewise-differentiable wallsystem W on the whole
surface M . Note that when we replace the metric F by W , the area of each
eye E is reduced, according to the formula
AreauHT(E,WE) = 2k
2 − 2k = AreauHT(E,F )− LenW (∂E),
where 2k := LenW (∂E) = LenF (∂E).
The surface (M,W ) is an isometric filling of its boundary. Indeed, for
each curve γ along M that joins two points x, y ∈ ∂M \W , we will show
that
(7) LenW (γ) ≥ d(∂M,W )(x, y).
We may assume that γ avoids the interiors of the eyes and is a concatenation,
with breakpoints at portals, of boundary pieces and straight segments along
triangular faces. We may further assume that γ visits no boundary portals
except at its endpoints, because otherwise we can break γ at any such point
and prove inequality (7) separately for each of the pieces. If γ goes along
the boundary, then it clearly satisfies the inequality. Otherwise, γ is a
concatenation of straight segments along triangular faces, and its endpoints
x, y are portals on ∂M . In this case, inequality (7) follows from the analogous
inequality
LenF (γ) ≥ d(∂M,F )(x, y),
because the lengths LenW and LenF coincide on γ (since they coincide on
each straight segment of γ), and d(∂M,W )(x, y) = d(∂M,F )(x, y) since x, y are
portals.
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To show that the isometric filling (M,W ) is in fact a counterexample to
the discrete filling area conjecture, we bound its area
AreauHT(M,W ) = AreauHT(M,F )︸ ︷︷ ︸
<2n2
−
∑
E eye
LenW (∂E)︸ ︷︷ ︸
>LenW (∂M)
< 2n2 − LenW (∂M)
= 2n2 − 2n.
To finish the construction we must introduce a smooth structure on the
surface M and modify the wallsystem W so that it becomes smooth rather
than piecewise-differentiable. This can be done without affecting the area
and boundary distances. 
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7. Discretization of self-reverse Finsler metrics on surfaces
In this section we will prove that the discrete FAC for walled surfaces
implies the continuous FAC for surfaces with self-reverse Finsler metric, by
showing how to convert a counterexample of the continuous FAC into a coun-
terexample of the discrete FAC. This conversion is possible because every
self-reverse Finsler metric can be approximated by a wallsystem, according
to the theorem stated below.
To state the theorem, it is convenient to define scaled wallsystems. If W
is any wallsystem on a surface M and δ ≥ 0 is a number (called a unit
of length), then we define the scaled wallsystem δW , that is the same
wallsystem W scaled by the factor δ, so that LenδW (γ) := δ LenW (γ) for
any generic piecewise-differentiable curve γ in M , and also Area(M, δW ) :=
δ2 Area(M,W ) and AreauHT(M, δW ) := δ
2 AreauHT(M,W ).
Main Theorem 7.1 (Discretization of self-reverse Finsler metrics on sur-
faces). Let (M,F ) be a compact Finsler surface with self-reverse metric, and
let µ > 1 and εlength, εarea > 0. Then there exists a wallsystem W on M and
a unit of length δ > 0 such that
(8) AreauHT(M,F ) ≤ AreauHT(M, δW ) < AreauHT(M,F ) + εarea.
and such that
(9) minlenF (γ)− εlength ≤ minlenδW (γ) < µ minlenF (γ) + εlength
for each compact curve γ in M with no endpoints in W . If γ is a closed
curve, then we have the stronger inequality minlenδW (γ) ≥ minlenF (γ).
The right-hand side inequality of (9) requires a lot of work and is not
used for the applications to systolic inequalities and filling area of the circle.
Therefore we will prove directly that the discrete FAC implies the continuous
FAC, and later we will explain the additional steps that are necessary to
complete the proof of Thm. 7.1. For the moment, we will just discuss roughly
how this kind of approximation can be obtained.
Consider first the case in which (M,F ) is a C1 Riemannian surface. By
the Nash-Kuiper theorem, the surface can be C1-immersed in Euclidean
space R3 preserving lengths. Therefore we assume that M is an immersed
C1 surface in R3, and the length of each curve inM is the standard Euclidean
length. Then the wallsystem approximation can be obtained as follows. For
technical reasons, it is convenient to approximate our surface M ⊆ R3 by a
polyhedral surface (made of flat triangular faces). The walls are obtained
by intersecting the new polyhedral surface with a large number of random
planes (independent and uniformely-distributed21) that intersect a ball that
encloses the surface. The expected number of intersections of W with each
curve γ is proportional to the length of γ, by Crofton-Barbier’s formula (the
version for 3-dimensional Euclidean space), and the actual number is ap-
proximately proportional to the expected value, by the strong law of large
21Each plane through the ball B(0, r) is generated as follows: choose a random normal
direction v (with uniform distribution in the unit sphere) and a random t ∈ [−r, r] (also
with uniform distribution), and from these two data produce the plane {x ∈ R3 : 〈x, v〉 =
t}.
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numbers. The number of self-crossings of W is also approximately pro-
portional to the area of M , by another Crofton-Barbier formula for area.
The proportionality ratios can be computed as quotients of certain inte-
grals. With some technical work, one can complete the proof that every
Riemannian metric can be approximated by a wallsystem.
If the metric on the surface is Finsler, no theorem says that the surface can
be embedded preserving lengths into Euclidean or L1 spaces (where Crofton
formulas hold), therefore we approximate the surface by a Finsler polyhedral
surface whose flat faces are triangles cut from different normed planes, and
we work on each of these faces separately. As mentioned before, Crofton’s
formula has been generalized by Blaschke [Bla35] to normed planes where
the metric is self-reverse. This means that for each such normed plane there
is a (translation-invariant) measure on the set of lines, such that the length
of each straight segment in the plane is proportional to the measure of the
set of lines that cross it. The measure of the set of lines that cross any given
triangle is finite (equal to the perimeter of the triangle, as happens for any
convex figure), so restricting to this set we get a probability distribution
that can be used to generate the straight walls through the triangle, and
this wallsystem will approximate the Finsler distances correctly. Also, the
expected number of self-crossings of the wallsystem in the triangle will be
proportional to its Holmes–Thompson area, by the formula of Schneider
and Wieacker ([SW97], see also the more concise [Sch01, Eq. 5,6,7]). This
is enough to approximate areas correctly as well, and with some technical
work one can prove, based on these facts of integral geometry, that every
self-reverse Finsler metric can be approximated by a wallsystem as stated
in Thm. 7.1. However, we will proceed in another way.
7.1. Discretization of planes with self-reverse integral norms. The
following lemma subsumes in a discrete form the integral-geometric formulas
of Barbier-Crofton, Blaschke and Schneider-Wieacker discussed above. The
lemma is due to Schrijver [Sch93], except for the last sentence about area.
Lemma 7.1 (Discretization of self-reverse integral norms on the plane, or
walled torus lemma). Let K = −K ⊆ R2 be a symmetric integral con-
vex polygon. Define on R2 the self-reverse integral seminorm ‖v‖K :=
maxp∈K〈p, v〉, whose dual unit ball is K. Then there exists on R2 a straight
wallsystem W˜ (that is, a wallsystem made of straight walls) that is Z2-
periodic and satisfies
(10) d
W˜
(x, x+ v) = 2‖v‖K for every x ∈ R2 \ W˜ and v ∈ Z2.
More precisely, a straight Z2-periodic wallsystem W˜ satisfies the last equa-
tion if and only if the wallsystem W = W˜/Z2 on the torus T2 = R2/Z2 con-
sists of k walls (Wi)0≤i<k of respective homotopy classes wi = J(pi+1−pi) ∈
Z2 (for 0 ≤ i < k), where J = ( 0 −11 0 ) and (pi)0≤i<2k are the integral points
of ∂K, listed in cyclic order.
Moreover, the number of self-crossings of such a wallsystem W˜ in the unit
square [0, 1]2 (assuming none of them lies on the border of the square) equals
the area of K.
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Proof. Let W˜ be a straight, Z2-periodic wallsystem on R2, and consider its
projection W on the torus T2 = R2/Z2. It is a wallsystem made of walls
(Wi)0≤i<k. Let wi ∈ Z2 be the homotopy class of each wall Wi (with some
arbitrary orientation); it is a primitive integral vector.22 Reversing this
process, any sequence of primitive integral vectors wi can be turned into a
wallsystem W on the torus and a periodic wallsystem W˜ on the plane.
For each v ∈ Z2 and any x ∈ R2 \W˜ , the distance d
W˜
(x, x+v) is equal to
the length Len
W˜
[x, x+v] of the straight segment from x to x+v. We denote
this length ‖v‖W , anticipating that it does not depend on x. (The skeptic
reader may consider x fixed.) We will see that this length depends only on
the vector v and the homotopy classes wi of the walls. After understanding
the contribution of each wall Wi to this length, we will be able to select the
homotopy classes wi in order to obtain ‖ − ‖W = 2‖ − ‖K .
We first compute the length ‖v‖W when W consists of a single wall of
certain class w ∈ Z2; note that the opposite vector −w would represent the
same wall. We claim that
(11) ‖v‖W = |〈Jw, v〉| = max
p∈[−Jw,Jw]
〈p, v〉 = ‖v‖[−Jw,Jw].
This is easy to see if w = (1, 0), and can be proved in general by reducing to
the easy case. The reduction is done by applying to W˜ and to v an unimod-
ular transformation of the plane23, and noting that such a transformation
does not modify the value of
|〈Jw, v〉| = |w0v1 − w1v0| = |det(w, v)|,
which is the area of the parallelogram spanned by the vectors v and w.
With this analysis we see that the lemma holds in the case when K is just
a segment [p,−p] where p ∈ Z2 is primitive, since such p can be expressed
in the form p = Jw. If p is not primitive, then we can also prove the lemma
by breaking p as sum of n copies of a primitive vector p0 = Jw, and let W
be made of n straight walls of class w. So far, W has no self-crossings and
|K| = 0.
Next in complexity is a wallsystem W made of two straight walls whose
homotopy classes are primitive integral vectors w,w′ ∈ Z2. In this case,
‖v‖W = max
p∈[−Jw,Jw]
〈p, v〉+ max
p′∈[−Jw′,Jw′]
〈p′, v〉
= max
p∈[−Jw,Jw]⊕[−Jw′,Jw′]
〈p, v〉
where A ⊕ B := {a + b : a ∈ A and b ∈ B} is the Minkowski sum of
subsets of a vector space. With this wallsystem we can satisfy equation (10)
22An integral vector w ∈ Zd is called primitive unless it is an integer multiple w = kw′
(with k > 1 integer) of an integral vector w′ ∈ Zd. Note that in the plane, an integer
vector w ∈ Z2 is primitive if and only if its coordinates w0, w1 ∈ Z are coprime integers.
23An unimodular transformation is a bijective linear trasformation of Rn of the form
v 7→ Av, given by an invertible matrix A ∈Mn(Z) such that A−1 ∈Mn(Z) (which happens
if and only if | detA| = 1). Such a transformation preserves the n-dimensional measure
of sets, maps the lattice Zn bijectively into itself, and induces a linear automorphism
[x] 7→ [Ax] of the torus Rn/Zn. In the plane, any primitive integral vector (p, q) ∈ Z2 can
be mapped unimodularly to (1, 0) using A =
(
a b
−q p
)
, where a, b ∈ Z are chosen so that
ap+ bq = 1.
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γ
γ cont.
(a) Fundamental domain of a torus
with a wallsystem W made of straight
walls of class (1, 0), (1, 2) and 2 ×
(−1, 1). Also shown is a straight
curve γ of class (1, 1) and length
LenW (γ) = 6.
v = (1, 1)
p = (2, 1)
(b) Dual unit ball K of the length func-
tion of W , and vector v = [γ] = (1, 1)
with ‖v‖K = maxp∈K〈p, v〉 = 6.
Figure 7. Example of a straight wallsystem on a torus and
the dual unit ball of its length function.
when K is any parallelogram [−Jw, Jw] ⊕ [−Jw′, Jw′]. Note also that the
area of such parallelogram is 4| det(w,w′)|, which is four times the number of
crossings between the walls, so the lemma holds when K is a parallelogram
each of whose sides is the double of a primitive integral vector.
To prove the lemma in the general case we decompose the boundary
of K as a cyclic concatenation of vectors Jwi, where wi ∈ Z2 is a prim-
itive integral vector for each i ∈ Z2k (note that wi+k = −wi), so that
K =
⊕
0≤i<k[−Jwi, Jwi]. Then let the wallsystem W be made of k straight
walls Wi (for 0 ≤ i < k), each Wi of homotopy class wi. The same
argument used in the previous cases proves that ‖v‖W = ‖v‖K here as
well. Regarding areas, observe that the number of crossings of the wall-
system will be
∑
0≤i<j<k | det(wi, wj)|, where each term |det(wi, wj)| is
one-quarter of the area of the parallelogram [−Jwi, Jwi] ⊕ [−Jwj , Jwj ].
The polygon K can be tiled24 by translated copies of these parallelograms
[−Jwi, Jwi] ⊕ [−Jwj , Jwj ] (one copy of each); this is proved by induction
in k (exercise). Therefore, the number of crossings of W equals |K|, as
promised. 
Remark 7.2. We will later need to produce a wallsystem W˜ as in the lemma,
with the additional property that the wallsystem has the same number of
self-crossings on each side of the diagonal x+y = 1 of the unit square [0, 1]2,
and no self-crossings on the sides or diagonal of the square. This is possible
if W has an even number of walls of each homotopy class (or, equivalently, if
the vertices of K have even coordinates), because in this case we can make
W˜ symmetric with respect to the center
(
1
2 ,
1
2
)
of the unit square. Note
that we still have the freedom of lateral displacement for all walls, after
24To tile a plane figure is to decompose it as union of other figures whose intersection
has zero area.
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their homotopy class has been specified and the symmetry imposed. We
always choose generically so that no selfcrossings of W˜ occur on the sides
or the diagonal of the unit square.
7.2. Proof of the discretization theorem for self-reverse Finsler
metrics on surfaces. We will now prove Theorem 7.1. The construc-
tion of the wallsystem is very similar to the one of the previous proof, but
it has an additional step to tidy up the result and ensure that we get a
smooth wallsystem on the original surface M , and not a piecewise-smooth
wallsystem on a modified surface homeomorphic to M .
Additionally, in each approximation step we will have to enforce some
bounds that ensure that the minlengths of curves do not grow too much. The
critical step is when we introduce the fences (that are immediately replaced
by eyes). This increases the minlength of curves, because a curve that crosses
fences must deviate to avoid the fences. To show that the minlength does
not increase very much, we must show that in each homotopy class there
is a curve whose length is nearly minimal, and that crosses the fences a
reasonable number of times. For this purpose we will employ Lemma 6.11.
We proceed to the details.
Proof of Thm. 7.1. Choose µinteg, µpolyg, µportals > 1 and εpolyg, εportals > 0
so that
(12) µ = µinteg µpolyg µportals and εlength = εpolyg + εportals.
Integral polyhedral approximation of the surface. There exists a triangu-
lation M of M and a polyhedral-Finsler metric F on M such that F ≤ F ≤
µintegF and AreauHT(M,F ) < A+ εarea, where A := AreauHT(M,F ). This
follows from Lemma 6.7. Additionally, by Lemma 6.1, we may ensure that
the metric F is δ′-integral for some δ′ > 0.
Polygonal approximation of curves. By Lemma 6.11, there exist κ, α ≥ 0
such that every curve γ is homotopic to a polygonal γ of length
(13) LenF (γ) ≤ µpolyg LenF (γ) + εpolyg,
made of
(14) k ≤ κLenF (γ) + α
straight segements.
Portals and eyes. Choose a large integer m > 0. On each triangular face
T of M , introduce linear coordinates so that T = Conv{(0, 0), (0,m), (m,m).
Let S be the set of integral points of all the faces of M ; they are called the
integral points of the surface M . The points of S on the interior edges of
M are called “portals”, and they divide each interior edge into m segments
called “fences”. We slit the surface M along each fence and fill the hole
with a Euclidean hemisphere called an “eye”. Then we perform the lattice
subdivision of each triangular face T of M into m2 small triangles T̂ , each
of them a translate copy of 1mT or − 1mT . Let (M̂, F̂ ) be the surface that
results after subdividing (M,F ) in this way and inserting the hemispheric
eyes. Note that (M̂, F̂ ) is not a piecewise-Finsler surface, because it is not
made of flat triangles and embedded in Rk. However, it is made of Finsler
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pieces, therefore we can define piecewise-differentiable curves, their length
and the area of the surface.
We choose m large enough so that AreauHT(M̂, F̂ ) < A + εarea, and so
that the diameters of each of the small triangles according to the metric F
(which equals the length of the longest side) are ≤ ν, where ν > 0 is number
small enough so that
(15) 4ν < ε,
(16) µpolyg + 2κ ν ≤ µpolyg µportals, and
(17) 2(α+ 1)ν ≤ εportals.
Replace Finsler metric by wallsystem. Note that if T is a triangular face of
M , the length of any straight [x, y] segment in T whose endpoints are integral
is an integer multiple of 4δ, where δ := δ
′
4m . By Lemma 7.1, we may replace
the metric F T by a straight wallsystem WT , so that AreauHT(T, δWT ) =
AreauHT(T, F ) and LenδWT [x, y] = LenF [x, y] if [x, y] is a straight segment
in T with integral endpoints. We also replace the Euclidean metric in each
eye E by a wallsystem WE that matches, along the boundary ∂E, the wall-
systems WT , W
′
T of the triangular faces T, T
′ of M that are separated by
the eye E. Additionally, each wallsystem WE should fill isometrically its
boundary of legnth k and have Area(E,WE) =
k(k−1)
2 . Wallsystems of this
kind have been constructed in Example 5.1.
Let Ŵ =
⋃
T∈Σ
M
2
WT ∪
⋃
E eyeWE . Note that Ŵ is not a wallsys-
tem on Ŵ because we have not defined the notion of wallsystem on this
kind of piecewise-smooth surface, however, we can call Ŵ a “piecewise-
smooth wallsystem” and define the length Len
Ŵ
(γ) of any generic piecewise-
differentiable curve γ on M̂ as the sum of the lengths of the pieces, and define
the area Area(M̂, Ŵ ) as the sum of the areas of the pieces of the surface M̂ .
Tidy up. Note that we have a piecewise-smooth wallsystem Ŵ on the
modified surface M̂ , and we promised a smooth wallsystem on the original
surface M . In this step we will fix this by replacing each eye E and its
wallsystem WE by a more careful construction.
The first step is to remove all the eyes. We are left with the trian-
gular faces T of the polyhedral surface M and a union of wallsystems
W =
⋃
T∈Σ2
M
WT . Note that W is not a wallsystem on M because it has
endpoints on the interior edges of M . All these endpoints are located along
the portals.
Let I be a fence, and let T̂ , T̂ ′ be the two small triangular faces of M̂ that
share the edge I. LetDI ⊆ T̂∪T̂ ′ be a closed disk that is smoothly embedded
in the surface M and contains all the endpoints of W that are located along
the segment I and contains no self-crossings of W . We construct this disk
DI for each fence I, making sure that DI ∩DI′ whenever I 6= I ′.
Let M˜ be the surface obtained from M by removing the interios of all
the disks DI . Note that W ∩ M˜ is a wallsystem on M˜ . Let W be a wall-
system on M that coincides with W on M˜ , and such that on each walled
surface (DI ,W ∩ DI) fills isometrically its boundary of length 2n and has
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Area(DI ,W ∩ DI) = n(n−1)2 . Additionally, the curve I ∩ DI should be a
shortest curve in DI according to the wallsystem W ∩DI .
This finishes the construction of the wallsystem W on the surface M . We
will now verify that it has the correct area and minlength function.
Bounding the area. We have to prove that A ≤ Area(M,W ) < A+ εarea,
where A = AreauHT(M,F ). When we replace the Finsler metric F by the
larger polyhedral-Finsler metric F , we have A ≤ AreauHT(M,F ) < A+εarea,
as stated above. Then when we introduce the eyes, the area increases, but
we still have A ≤ AreauHT(M̂, F̂ ) < A+εarea, as stated above as well. Next,
when we replace the Finsler metric F̂ by a wallsystem, the area of the eyes
decreases slightly, therefore we still have A ≤ AreauHT(M̂, Ŵ ) < A + εarea.
Finally, when we tidy up the wallsystem Ŵ to obtain W , the area does not
change, therefore A ≤ Area(M,W ) < A+ εarea, as we had to prove.
Lower bound for minlength of curves. Let γ be a curve in M . We will first
show that minlenδW (γ) ≥ minlenF (γ) if γ is closed or has integral endpoints.
This follows because the minlength of a curve of this kind does not diminish
in any of the steps of the approximation process, which are
• replacement of Finsler metric F by polyhedral-Finsler metric F ,
• insertion of eyes to obtain new surface (M̂, F̂ ),
• replacement of metric F̂ by wallsystem δŴ , and
• tidying up to obtain wallsystem W on original surface M .
If γ is a curve with any endpoints x, y, we will show that minlenδW (γ) ≥
minlenF (γ) − εlength as follows. Let T, T ′ ∈ Σ2
M̂
be small triangles that
contain x and y, respectively, and let x′, y′ be respective vertices of T and
T ′. Note that the diameter of the triangles T and T ′ is ≤ ν with respect
to both F and δW , therefore the curve β = [x′, x] ∗ γ ∗ [y, y′] satisfies the
inequalities
minlenF (β) ≤ minlenF (γ) + 2ν,
minlenδW (γ) ≤ minlenδW (β) + 2ν.
It follows that
minlenF (γ) ≤ minlenF (β) + 2ν
≤ minlenδW (β) + 2ν because β has integral endpoints
≤ minlenδW (γ) + 4ν
≤ minlenδW (β) + εlength by (15),
as we had to prove.
Upper bound for minlength of curves. We will show that every piecewise-
differentiable compact curve γ in M is homotopic to a piecewise-differentable
curve γ˜ such that LenδW (γ˜) ≤ µLenF (γ) + εlength. This implies that
minlenW [γ] < µminlenF [γ] + εlength for every curve γ in M .
We consider only the case in which γ is a path that goes from a point x
to a point y, since the case of closed curves is easier. Note that
(18) LenF (γ) ≤ µinteg LenF (γ)
because F ≤ µinteg F .
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As stated above in (13) and (14), there exists a polygonal path γ =
([xi, xi+1])0≤i<k in M , homotopic to γ, made of
(19) k ≤ κ LenF (γ) + α
straight segments [xi, xi+1], and of length
(20) LenF (γ) ≤ µpolyg LenF (γ) + εpolyg.
We will now approximate this polygonal path γ by a homotopic polygonal
path γ̂ = [x0, y0]∗([yi, yi+1])0≤i<k∗[yk, xk] whose vertices yi are integral. The
vertices yi are chosen as follows. For each i, let Ti be the minimal simplicial
face of M̂ that contains the point xi, and let yi be any vertex of Ti. This
implies that for each y, the point yi is contained in all the faces of M that
contain xi, therefore the face of M that contains the segment [xi, xi+1] also
contains the two vertices yi, yi+1 and the segment [yi, yi+1]. This implies that
the curve γ̂ is homotopic to γ. Note also that since the diameter (according
to the metric F ) of the face Ti is ≤ ν, we have LenF [xi, yi] ≤ ν, therefore
LenF [yi, yi+1] ≤ LenF [xi, xi+1] + 2ν for each i, which implies that
(21) LenF (γ̂) ≤ LenF (γ̂) + (2k + 2) ν.
When we replace the polyhedral surface M by the surface with eyes M̂ ,
the curve γ̂ remains intact because it does not cross the fences. Further-
more, when we replace the metric F by the wallsystem δŴ , the length of
the segments [yi, yi+1] does not change because the points yi are integral.
Finally, the start and end bits [x0, y0] ⊆ T0 and [yk, xk] ⊆ Tk still have
LenδW ≤ ν because the diameter of the triangles T0 and Tk according to the
wallsystem δŴ equals the length of the longest side, which has not changed
when we replaced F by δŴ , therefore it is still ≤ ν. We conclude that after
we replace F by δŴ , the length of γ̂ satisfies the same bound (21) as before,
namely,
Len
δŴ
(γ̂) ≤ LenF (γ̂) + (2k + 2) ν.
Finally, in the step of tyding up, the minlength of every curve that has
integral endpoints (in particular, the polygonal ([yi, yi+1])0≤i<k) remains
unchanged, and the diameter of each small triangle T ∈ Σ2
M̂
remains un-
changed, therefore there exists a piecewise-smooth curve γ˜, homotopic to γ̂,
that satisfies the same length bound
LenδW (γ˜) ≤ LenF (γ̂) + (2k + 2) ν.
Putting this together with the previous inequalities, we get
LenδW (γ˜) ≤ LenF (γ̂) + 2(k + 1)ν
≤ µpolyg LenF (γ) + εpolyg + 2(κLenF (γ) + α+ 1)ν by (20) and (19)
= (µpolyg + 2κν)︸ ︷︷ ︸
≤µpolyg µportals
by (16)
LenF (γ)︸ ︷︷ ︸
≤µinteg LenF (γ)
by (18)
+εpolyg + 2(α+ 1)ν︸ ︷︷ ︸
≤εportals
by (17)
≤ µ LenF (γ) + εlength by (12)
as we had to prove. 
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8. Continuization of square-celled surfaces
In this section we prove that the continuous FAC for polyhedral-Finsler
surfaces with self-reverse metric implies the discrete FAC for square-celled
surfaces.
Theorem 8.1. Let M be a square-celled surface that fills isometrically its
boundary of length 2n and has Area(M) = m < n(n−1)2 . Then there is a
polyhedral-Finsler surface (M,F ), homeomorphic to M , that fills isometri-
cally its boundary of length 2L = 2n and has AreauHT(M,F ) = 4m+ 2n <
2L2.
The proof is similar to the proof of Thm. 5.9.
Proof. Let M be a square-celled surface that fills isometrically its boundary
of length 2n and has Area(M) = m. Draw the dual wallsystem W in red.
Consider each square cell Q ∈ M2 as a copy of the standard unit square
[0, 1]2 ⊆ R2. Endow the square Q with the `1 metric of R2.
Additionally, for each wall w that is not closed, do as follows. Choose
an edge e ∈ M1 that is intersected by that wall w. Slit the surface M
along e, and fill the resulting hole with a Euclidean hemisphere or one of
the polyhedral-Finsler hemispheres constructed in Example 6.2. As before,
this hemisphere E inserted in M is called an eye. After this interruption
is done on each of the n walls that are not closed, the modified surface is
denoted M . Note that the uHT area of each square is 4 and the uHT area
of each eye is 2, as calculated in Example 2.1, therefore the sum of the uHT
areas of the squares and eyes is 4m+ 2n.
The surface M is not exactly a polyhedral-Finsler surface, even if the eyes
are polyhedral-Finsler, because the surface is made of squares and polyhedral
pieces, rather than triangles, and it is not embedded in a vector space Rq.
We may subdivide the squares and eyes into triangles and embed the surface
M in Rq to obtain a polyhedral surface M with a polyhedral-Finsler metric
F that fills isometrically its boundary and has AreauHT(M,F ) = 4m+ 2n,
as promised in the statement of the theorem. However, to prove that M
fills isometrically its boundary, it is convenient to leave it as it is, made of
squares and eyes. For k = 0, 1, 2, let M
k
be the set of k-cells. The 0-cells
are the vertices, the 1-cells are edges and the 2-cells are either square cells
or hemispheric eyes. Each cell Q has an insertion map ιQ : Q→M .
A piecewise-differentiable curve γ on the surface M is a curve ex-
pressed as a concatenation of finitely many paths γi = ιQiγi, where each γi
is a piecewise-differentiable curve in a cell Qi of M . The paths γi are called
the pieces of γ. A decomposition of a curve γ of this kind into curves γi is
called a valid decomposition. The length of a piecewise-differentiable curve
γ in M is the sum of the lengths of the pieces γi of a valid decomposition
of γ, and the length of each piece γi ⊆ Qi is measured using metric of Qi,
that is either the `1 metric on [0, 1]
k or the piecewise-Finsler metric on the
hemispheric eye.
To finish the proof we must show that the surface M , with the definition
of length given above, is an isometric filling of its boundary. Let x, y ∈ ∂M ,
and let γ be a piecewise-differentiable curve on M that goes from x to y,
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decomposed validly into pieces γi as explained above. We ask whether γ is
a shortcut. Note that if γ is contained in the 1-skeleton graph M
≤1
, then it
is not a shortcut, because the original square-celled surface is an isometric
filling of its boundary.
Claim: The curve γ is not a shortcut, in fact, γ can be homotopically
pushed to the 1-skeleton graph M
≤1
without increasing its length.
Proof of Claim. Recall that each piece γi of the curve γ is contained in a
cell Qi that is a square cell or an eye or an edge of M . (If Qi is a vertex,
then the piece γi can be omitted.) Color in red the pieces γi such that Qi
is a 2-cell (either a square cell or an eye), and color in blue the pieces γi
such that Qi is a 1-cell (an edge) of M . Let p2 be the number of red pieces
and let p1 be the number of blue pieces. Our objective is to homotopically
modify γ without increasing its length, until it is entirely blue.
Let γi ⊆ Qi be a red piece of γ whose endpoints are contained in the
boundary ∂Qi of the 2-cell Qi. Note that γi can be pushed to the boundary
∂Qi without increasing its length or modifying its endpoints if Qi is an eye
or Qi is a square and the endpoints of Qi are contained in the same side or
in adjacent sides of Qi. The only other possibility is that Qi is a square and
the endpoints of γi are contained in opposite sides of this square and none
of them is a vertex; in this case γi will be called wall-like.
We apply repeatedly to γ the following reduction process, until no longer
possible:
(1) IF it is possible to merge two consecutive pieces γi, γi+1 into one,
keeping a valid decomposition of γ, we do so. Note that if it is not
possible to merge consecutive pieces, then each red piece γi ⊆ Qi
has its endpoints on the boundary ∂Qi, otherwise the following or
preceding piece γi±1 would be contained in the same 2-cell Qi and
it would be possible to combine the two pieces into one.
(2) ELSE IF there is a piece γi that is red (therefore, it has its endpoints
on ∂Qi) but not wall-like, then we push the piece γi ⊆ Qi to the
boundary ∂Qi without increasing its length, as explained above, and
decompose it as one or two blue pieces.
Note that we can only apply this reduction process finitely many times,
because each time we do so, one of the two numbers r, r + 2b is strictly
reduced and the other does not increase. When we cannot reduce any more,
we can say the following about the curve γ:
• Every red piece γi is wall-like. This implies that Qi is a square and
each endpoint of γi is contained in one side of this square, but is not
a vertex.
• Two consecutive wall-like pieces cannot go back and forth along a
square, otherwise it would be possible to combine them into one.
• No red piece γi is preceded or followed by a blue piece γi±1. Other-
wise, the edge Qi±1 would be the side of the square Qi that contains
the endpoint/startpoint of γi, and it would be possible to merge the
piece γi+1 into the piece γi.
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We conclude that γ is entirely blue or entirely made of wall-like red pieces.
In the second case, the curve γ must run parallel to a wall, that is, it must
cross the same squares in the same order and direction as one of the n non-
closed walls of W . However, each wall has been interrupted by a hemispheric
eye, therefore this possibility is excluded. We conclude that γ is entirely blue,
as we had to prove. 
This finishes the proof that (3) implies (1) in Thm. 8.1. 
We can now put together the proof of Thm. 8.1.
Proof of Thm. 8.1. We have already proved that equivalence between the
propositions (1), (2) and (3). Now we must show how to transforms a non-
shortcutting filling (M,F ) of a curve (C,G) of any of the classes (smoothly
convex Finsler, piecewise-Finsler or polyhedral-Finsler) into an isometric
filling (M̂, F̂ ) of (C,G) of the same class.
In all cases the surface (M̂, F̂ ) will be obtained from (M,F ) by attaching
a collar along the boundary ∂M , however, the details of the construction
depend on the class of (M,F ). The collar is always a band of the form
B = C × I where I = [0, h] for some small number h > 0. The surface M̂ is
formed by joining M with B and gluing each point x ∈ ∂M with the point
(x, h) ∈ B. The boundary of M̂ consists of the points (x, 0) ∈ B, that are
identified with x ∈ C so that ∂M̂ = C.
If M and C are polyhedral manifolds (that is, when (M,F ) is piecewise-
Finsler or polyhedral-Finsler), then the curve C is made of edges E, and the
band B = C × I is made of rectangles E × I. In order to ensure that M̂
is a polyhedral surface, each of these rectangles E × I can be divided into
two triangles by drawing a diagonal, but it is convenient to leave this step
for the end. If M and C are Ck manifolds, then the band B is a Ck surface
that must be glued to M in a Ck way. We skip the details of this gluing.
On the band B = M × I we construct a metric K such that
K(v) ≥ G(v0) for any v1 and(22)
K(v) = G(v0) if v1 = 0(23)
for any tangent vector v = (v0, v1) ∈ Tx0,x1B = Tx0C × Tx1I. (Note that
Tx1 = I.) The construction of K is as follows. In the piecewise-Finsler or
polyhedral-Finsler cases we may define K(v) := max{G(v0), |v1|}. If the
metrics are smoothly convex and self-reverse metrics, then we define K as
the Riemannian metric K(v) :=
√
G(v0)2 + v21. If we deal with directed
smoothly convex metrics, then we may define K as a Randers metric25
K(v) :=
√
G(v0)2 + v21 + G(v0) − G(v0), where G(v0) := G(v0)+G(−v0)2 . In
this way the conditions (22) and (23) are always met.
Finally, to construct the metric F̂ on the whole surface M̂ , we must glue
the metric F defined on M with the metric K defined on B. In the piecewise-
Finsler or polyhedral-Finsler cases the metric F̂ is simply defined so that it
25A Randers metric is a Finsler metric of the form F (v) :=
√
g(v, v) + β(v), where g
is a Riemannian metric and β is a differential 1-form such that β(v) <
√
g(v, v) for every
v.
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coincides with F on M and concides with K on B. In the smoothly convex
case, we can obtain a smoothly convex Finsler metric F̂ that is greater than
F on M and greater than K on B with a technique similar to the one used
to prove Lemma 6.10: we first extend each of the metrics F and B beyond
the region where they are defined, and then we multiply each metric by a
smooth functions M → [0, 1] that equals 1 in the original region of definition
of the metric and vanishes at distance ≥ δ from the region. We obtain two
smooth semimetrics F δ and Kδ on M̂ that must be added up to obtain the
smoothly convex metric F̂ .
It is easy to verify that the surface (M̂, F̂ ) is an isometric filling of (C,G),
and that its area is < A if the width h of the band B is small enough (and
in the smoothly convex case, the gluing of the metrics is done using a small
number δ). 
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9. Proof of the equivalence between discrete FAC and
continuous FAC
In this section we put together the results of the previous two sections.
Theorem 9.1. The discrete FAC for walled surfaces is equivalent to the
continuous FAC for Finsler surfaces with self-reverse metric, and the equiv-
alence holds separately for each topological class of fillings of the circle.
Proof. Suppose there exists a counterexample to the continuous FAC, that is
a Finsler surface (M,F ) with self-reverse metric and AreauHT(M,F ) < 2L
2
that fills without shortcuts a Finsler curve (G,C) of length LenG(C) =
2L. This implies, by Thm. 6.14, that there exists a counterexample to the
discrete FAC, that is, a walled surface (M,W ), homeomorphic to M , that
fills isometrically its boundary of length 2n and has Area(M,W ) < n(n−1)2 .
Reciprocally, suppose there exists a walled surface (M,W ) that fills iso-
metrically its boundary of length 2n and has Area(M,W ) < n(n−1)2 . Then by
Thm. 5.8 there exists a cellular walled surface (M
′
,W ′), homeomorphic toM
or with simpler topology, that fills isometricaly its boundary of length 2n and
has Area(M
′
,W ′) < n(n−1)2 . Endow the surface M
′
with a square-celled de-
composition dual to W ′. By Thm. 5.7, the square-celled surface M ′ fills iso-
metrically the cycle graph C2n and has Area(M
′
) = Area(M
′
,W ′) < n(n−1)2 .
By Thm. 8.1, there exists a polyhedral-Finsler surface (M ′, F ′), homeo-
morphic to M
′
, that has AreauHT(M
′, F ′) < 2L2 and fills without shortcuts
its polyhedral-Finsler boundary of length 2L. By Thm. 8.1, we can trans-
form this polyhedral-Finsler counterexample into a Finsler counterexample
(M,F ), homeomorphic to M ′. Note that topology of this surface is pos-
sibly simpler than the topology of of the origian surface M . However, we
can recover the original topology by performing a connected sum with small
copies of the projective plane or the torus. 
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10. Wallsystems on the disk
In this section we prove that the discrete FAC for walled disks using
Steinitz’s algorithm for transforming wallsystems into pseudoline arrange-
ments. We also discuss a theorem of Lins [Lin81] that implies the FAC for
walled disks. All the combinatorics presented here is classical. The geomet-
ric interpretation in terms of length and area is new.
If (M,W ) is a surface with a wallsystem, it is sometimes possible to
reduce its area without affecting the distance between boundary points by
performing certain operations Ri, with i = 3, 2, 1, 0. These operations will be
here called Steinitz reductions or Steinitz operations.26 Each Steinitz
reduction Ri modifies the wallsystem W to get a new wallsystem W
′, which
only differs from W on a small disk D. In each case, the small disk (D,W ∩
D) is an isometric filling of its boundary of length 2i, and (D,W ′ ∩D) is a
new isometric filling that has the same or less area. The reductions are:
R3 : → flip a clear trigon
R2 : → replace a clear bigon by a crossing
R1 : → eliminate a clear monogon
R0 : → delete a clear zerogon.
(A clear polygon in (M,W ) is an embedded closed disk D ⊆M such that
D ∩W = ∂D. It is called a k-gon if it contains k self-crossings of W on
its boundary.) Note that the R2 operation generally changes the homotopy
classes of the walls. If instead we perform the operation
Rsh2 : → replace clear bigon by non-crossing segments,
that replaces two wall segments that cross twice by two wall segments that
do not cross, then we get another set of operations Rshi (where R
sh
i := Ri
for i = 0, 1, 3) called curve-shortening reductions or curve-shortening
operations that are used to reduce the number of crossings of a set of
curves without changing their homotopy classes [HS94].
According to Steinitz’s Lemma 10.1 stated below (and illustrated in Fig. 8),
the Steinitz reductions are capable of transforming any wallsystem on a disk
into a pseudoline arrangement (PLA), that is, a wallsystem on the disk
whose walls are simple paths that cross each other at most once.27 (More
generally, a wallsystem on any contractible (possibly non-compact) surface
is a pseudoline arrangement if it does not contain closed walls, nor walls that
26The operations where first used implicitly by Steinitz for answering the question of
which graphs can be the 1-skeletons of convex polyhedra in R3 [Ste16; SR34; Gru¨03]. The
operations were also discovered by [Sch91], who was studying the problem of routing wires
of certain homotopy classes as edge-disjoint paths along a graph on a surface. The same
operations were also employed to simplify resistor networks on a disk [CIM98; VGV96],
so they are also called “electrical moves”.
27For information on pseudoline arrangements see [Lev26; FG17; Gru¨72], but note that
some authors define PLA only on the projective plane rather than on disks.
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(a) This disk with
a wallsystem fills
non-isometrically its
boundary of length
2n = 6.
(b) Here we added a wall
so that the filling be-
comes isometric. The
area of this filling can be
reduced without affect-
ing boundary distances
by performing on the
shaded region an R2 op-
eration, that replaces an
empty bigon (or dou-
ble crossing) by a single
crossing.
(c) Now we could per-
form again an R2 opera-
tion to eliminate another
bigon, but to show other
possibilities, we perform
instead on the shaded
disk an R3 (or Yang-
Baxter) operation, that
flips a triangle. The area
and boundary distances
are not changed.
(d) After performing the
R3 operation, there is
a small empty monogon
in the shaded region, in
which we can perform an
R1 operation to elimi-
nate it.
(e) An empty bigon is
left in the shaded region,
and we perform again
the R2 operation to elim-
inate it.
(f) Our final wallsystem
is a pseudo-line arrange-
ment. It has n(n−1)2 =
3 crossings, which is the
smallest possible num-
ber for wallsystems on
the disk that isometri-
cally fill their boundary
of length 2n = 6.
Figure 8. Some wallsystems on a disk: a non-isometric fill-
ing, an isometric but non-optimal filling, and a sequence of
Steinitz reductions that reduce its area without affecting the
isometric property.
have self-crossings, nor pairs of walls that cross each other more than once.)
A pseudoline arrangement on the disk is called complete if every two walls
cross, or, equivalently, if the endpoints of each wall are antipodal (they differ
in n units when we number the wall endpoints along the boundary cyclically,
modulo 2n).
We now state some important properties of wallsystems on disks.
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Lemma 10.1 (Steinitz28). Any wallsystem on a disk can be turned into a
pseudoline arrangement using the elementary operations Ri or the operations
Rshi .
Lemma 10.2 (Levi29). If W is a pseudoline arrangement on a disk M ,
then the distance dW (x, y) between any two points x, y ∈M \W is equal to
the number of walls that separate x from y. Moreover, any smooth generic
curve from x to y can be homotoped generically until it becomes a shortest
curve, without ever increasing its length.
Lemma 10.3 (Ringel30). If two pseudoline arrangements W , W ′ on a disk
connect the same pairs of boundary points, then they can be obtained from
each other by R3 moves.
Lemma 10.4 (Funicular formula31). If W is a pseudoline arrangement on
a disk M , and [x, x′], [y, y′] ⊆ ∂M are non-overlapping counterclockwise
boundary segments with endpoints not on W , then the number nW (x, x
′, y, y′)
of walls of W that go from [x, x′] to [y, y′] is determined by the funicular
formula
nW (x, x
′, y, y′) = 12(dW (x, y) + dW (x
′, y′)− dW (x, y′)− dW (x′, y)),
In consequence, the boundary pairing of W is determined by the distance
function dW .
For the convenience of the reader, we will collect the proofs of these
lemmas in the next subsection. Now we will use the lemmas to show that
the filling area conjecture is true for square-celled surfaces homeomorphic
to the disk.
Theorem 10.5 (FAC for square-celled disks). Any square-celled disk M
that fills isometrically a cycle graph of length 2n has at least n(n−1)2 square
cells.
Proof. Let M be a square-celled disk that fills isometrically C2n, and let
W be the dual wallsystem. According to Steinitz’s Lemma 10.1, we can
perform Steinitz operations Ri on W so that the resulting wallsystem W
′ is
a pseudoline arrangement. We just need to show that it is complete, since
this will imply that W ′ has n(n−1)2 crossings, and therefore W has at least
this many crossings as well. We know that (M,W ′) is still an isometric
filling of the boundary of length 2n, since the Steinitz operations preserve
the boundary distances.
Let x, y ∈ ∂M \ W ′. According to Levi’s Lemma 10.2, since W ′ is a
pseudoline arrangement, the distance dW ′(x, y) equals the number of walls
28The techniques to prove this are due to Steinitz [Ste16; SR34]; see [Gru¨03].
29This is similar to Levi’s enlargement theorem [Lev26] described in [Gru¨72]. The
differences are that here we have a pseudoline arrangement on a disk rather than on the
projective plane, and we state the existence of a curve from x to y that crosses no wall
more than once, rather than a full new pseudoline that crosses each wall once.
30This is Ringel’s theorem [Rin56].
31This formula appears in work by Sylvester [Syl90], also in work on Hilbert’s fourth
problem by Alexander [Ale78] and Ambartzumian [Amb76], and also in Arcostanzo’s work
on simple Finsler disks [Arc92; Arc94].
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that separate x from y. On the other hand, since (M,W ′) is an isometric
filling, the distance between the points x and y equals their distance along
the boundary. In particular, if the boundary points x, y are antipodal (that
is, if their distance along the boundary is n), then they must be separated
by all n walls. This implies that each wall conects antipodal endpoints, so
each wall crosses every other wall, as we had to prove. 
(Note that the last paragraph, involving Levi’s lemma, could be spared
by applying the Funicular Formula 10.4. This does not make the proof more
direct because, as we will see, the funicular formula is in turn a consequence
of Levi’s lemma.)
Pu’s inequlity for square-celled surfaces (that every square-celled projec-
tive plane with systole n has at least n(n−1)2 cells) is equivalent to the last
theorem32 and has been proved (in fact, in a stronger form) by Lins [Lin81].
His proof is similar to the one given here, but his tightening process uses in-
stead the operation of splitting crossings of the wallsystem. We will discuss
this later after Steinitz algorithm, in Remark 10.11
Another proof of the discrete FAC for square-celled disks can be obtained
using discrete differential forms to imitate Ivanov’s proof [Iva11a]. This will
be done in Section 11.
The fact that the discrete FAC holds for square-celled disks can be gen-
eralized as follows.
Theorem 10.6. Let M be a square-celled disk that is tight (its dual wall-
system is a PLA). Then M attains minimum area among all square-celled
disks M ′ that isometrically replace M (those that have the same boundary
and non-smaller boundary distances).
Proof. By Lemma 10.8 below, we can extend M to a square-celled hemi-
sphere M (that is, a square-celled disk whose dual wallsystem is a complete
PLA), formed by n(n−1)2 squares. Let M
′ be any square-celled disk with the
same boundary and non-smaller boundary distances than M . Replace M by
M ′ in M , obtaining a new square-celled disk M ′ that fills C2n isometrically.
By Theorem 10.5, this disk M ′ has at least n(n−1)2 cells. This implies that
M ′ cannot have less cells than M . 
Remark 10.7. In fact, the same argument shows that the minimality of any
tight square-celled disk M holds among all isometric replacements M ′ that
have a topology for which the FAC is true (for example, Mo¨bius bands, as
we will see).
Lemma 10.8 (Completability of pseudoline arrangements). Every pseudo-
line arrangement W on a disk M can be extended to a complete pseudoline
arrangement W on a larger disk M ⊇M .
The proof of this lemma is also done in the next subsection.
10.1. Steinitz’s algorithm for tightening wallsystems on the disk.
The lemmas stated in the previous subsection will be proved here.
32Proof: exercise. Similar to the continuous case.
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Proof of Steinitz’s Lemma 10.1. On a disk M , let W be a wallsystem that
is not a PLA.
Claim 0 (existence of a badgon): The walls form the boundary of an
embedded badgon in M .
(An embedded k-gon is a closed disk B topologically embedded in the
interior of M , whose boundary ∂B is divided into k sides at its vertices
(the points where ∂B is not smooth). The inner walls of an emedded
polygon B are the pieces of walls in the interior B◦, together with any
endpoints they may have on ∂B, to make them compact curves. If a vertex
v of the polygon B is an endpoint of an inner wall, then B is called concave
at v; otherwise B is convex at v. An embedded badgon is an embedded
k-gon with k < 3 that is convex at its vertices. An embedded polygon is
called clear if it has no inner walls.)
Claim 1 (classification of minimal badgons): Moreover, anyB that is min-
imal among embedded badgons is either a clear zerogon, or a clear monogon,
or a bigon whose inner walls go from one side to the other side forming a
pseudo-line arrangement.
Proof of Claim 0: To find an embedded badgon that is convex at its
vertices, we do as follows:
• Case 0: If W has a closed wall that is simple, then this wall is
the boundary of an embedded zerogon, by the Jordan-Schoenflies
theorem.
• Case 1: If W has a non-closed wall w : [a, b]→M that crosses itself,
then we travel along it starting at a, until the first time t1 ∈ (a, b) in
which we revisit a point that we have already visited at some time
t0 ∈ (a, t1). The piece w([t0, t1]) is the boundary of an embedded
monogon that is convex at its vertex.
• Case 2: If all the walls are simple paths, then let w : [a, b] → M
and w′ be two walls that cross each other more than once. The wall
w′ divides M into two parts, let P be the one that does not contain
w(a). We travel along w starting at a, and let t0 be the first time
in which we enter P , and let t1 be the first time in which we exit
P . The segment w([t0, t1]) together with a piece of w
′, form the
boundary of an embedded bigon that is convex at its vertices.
• Case 0’: The remaining possibility is that W has a non-simple closed
wall, w : [a, b]→M (parametrized so that w(a) = w(b) is not a wall
crossing). We travel along w starting from t = a, as in Case 1, until
the first time t1 ∈ (a, b) in which we revisit a point that we have
already visited at some time t0 ∈ (a, t1). The piece w([t0, t1]) is the
boundary of an embedded monogon B, which may not be convex at
its vertex. If it is convex, then we are done. If it is not, we travel
along the curve w during the interval [t0, t1] (forming the boundary
∂B), and continue past time t1 inside B until the first point t2 > t1
in which we revisit a point w(s) that we have already visited at
some time s ∈ (t0, t2). There are three possibilities s < t1, s = t1
and s > t1, but in each of these subcases, the curve w([s, t2]) is the
boundary of a convex monogon. (Check it by drawing.)
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This finishes the proof Claim 0 that if the wallsystem is not a PLA, then
we can find an embedded badgon B that is convex at its vertices.
Proof of Claim 1: Assume B is minimal. The inner walls of B must form
a PLA (otherwise there would be a smaller badgon embedded in the interior
of B). If B is a zerogon or monogon, then any inner wall would form,
together with part of the boundary of B, a convex bigon. If B is a bigon,
but one of the inner walls starts and ends at the same side of ∂B, then this
wall together with a piece of the side form the boundary of a smaller bigon.
This proves Claim 1 that any minimal badgon B is either a clear zerogon or
monogon, or is a bigon whose inner walls are pseudolines that go from one
side to the other.
We now show how to simplify any wallsystems that is not a PLA. If there
is a clear minimal badgon, then we can readily simplify the surface by an
operation Ri with i < 3. Otherwise there is a minimal bigon B with walls
inside, and we will use reversible operations R3 to clear its interior, so that
the bigon can then be eliminated by applying the R2 operation. Moreover,
the R3 operations will shrink the bigon B by moving any chosen boundary
side towards the other, without affecting the walls that are initially inside
B. To apply the first (and subsequente) R3 operations, we must find some
empty triangle along the chosen boundary side of B. This is possible due to
the following fact.
Claim 2 (spelling out bigons,33, [HS94, Lemma 1.2]): Let T be an em-
bedded triangle formed by walls, convex at its vertices p, q, q′. Assume the
walls (at least one) inside T go from side pq to side pq′ forming a pseudoline
arrangement (so the side qq′ has no crossings). Then each of the sides pq
and pq′ of T contains a side of a clear triangle formed by inner walls of T .
Note that this claim can also be applied to a minimal bigon, which can
be considered as a triangle T whose side qq′ is degenerated to a single point.
To complete our proof of Steinitz’s lemma, we reproduce the proof of
claim 2 given by Hass-Scott.
Proof of claim 2: It is by induction on the number n of pseudolines inside
T . The lemma clearly holds if n = 1, so assume n > 1. To find an empty
triangle adjacent to the side pq, we travel along the edge pq′ until the first
crossing point p′ with a pseudoline w. The pseudoline w cuts from T a
smaller triangle T ′ with vertices p, p′, r, to which the lemma can be recur-
sively applied, because it contains strictly less than n pseudolines (since it
doesn’t contain w). So we know that a segment of pr (that is contained in
pq) is side of a clear triangle formed by walls and contained in T ′ (and also
in T , as we had to show).
This finishes the proof that on a disk, the number of crossings of any
wallsystem that is not a PLA can be reduced using the operations Ri or the
operations Rshi . 
33I call it this way because it shows that one can read the n pseudolines (that go from
one side of the bigon to the other) as a sequence of adjacent transpositions (represented
by crossings) that permute n ordered objects. For more on this viewpoint see [Zha07;
BB05]
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Proof of Levi’s Lemma 10.2. Let γ be a curve from x to y. If γ does not
cross any wall twice, then we are done. Otherwise, we will show how to
homotopically shorten it. Let γ′ be a segment of γ of the shortest possible
length d + 2 that does cross a wall w twice. This means that γ′ crosses
w, then crosses a sequence (wi)0≤i<d of walls that are different from each
other and from w, and finally crosses w again. Let x′ and y′ be the first
and last crossing of γ′ with w. The curve γ′ and the segment of w from x′
to y′ are the two sides of a bigon B, and the pieces of walls wi inside B go
from side to side forming a PLA. If d = 0, the curve γ′ can be shortened
by moving it and performing a Rsh2 operation with w. Otherwise we employ
Claim 2 (spelling out bigons), according to which there is a clear triangle in
B that has a side on γ′ and two sides on W , that meet at a vertex v. Then
we can move γ′ across v, performing an R3 operation that reduces either
the number of wall self-crossings inside B or the number d. Eventually, B
becomes clear (d = 0) and we can reduce the length of γ′ as before. 
Proof of Ringel’s Lemma 10.3. On a disk M , let W,W ′ be two PLA that
connect the same pairs of boundary points. We will show that W can be
transformed into W ′ using the R3 operation. The proof is by induction on
the number n of pseudolines. When n = 0 the claim is obvious. Assume
the claim is true for certain n. Let W have n + 1 pseudolines (wi)0≤i≤n,
and let (w′i)0≤i≤n be the pseudolines W
′ (numbered so that w′i has the same
endpoints as wi. By induction hypothesis, if we delete the lines wn and w
′
n,
then we can transform W \ {wn} into W ′ \ {w′n} by a sequence of R3 moves.
But we can also do so in presence of the additional pseudoline wn, always
moving it out of any triangle of W \ {wn} that needs to be flipped. At the
end of these operations, we have the first n pseudolines in the position w′i,
and only the last pseudoline wn differs from w
′
n. We can simultaneously
draw wn and w
′
n, and observe that they form a sequence of bigons, crossed
from side to side by some of the remaining n pseudolines w′i. On each of
these bigons B, we can employ again Claim 2 (spelling out bigons) to move
wn towards w
′
n. 
Remark 10.9. If we mantain a numbering of the pseudolines during the
transformation of W into W ′, we may observe that some triangle (deter-
mined by 3 numbers) is flipped more than once during the process. This in
general cannot be avoided, as shown in [FW00, Fig. 3].
Proof of the Funicular Formula 10.4. Let W be a pseudoline arrangement
on a disk M , and let x, x′, y, y′ ∈ ∂M \W be boundary points in cyclical
order. We have to show that the number of walls nW (x, x
′, y, y′) that go
from [x, x′] to [y, y′] is given by the formula
2nW (x, x
′, y, y′) = dW (x, y) + dW (x′, y′)− dW (x, y′)− dW (x′, y).
Each of the four distances that appear on the right can be computed using
Levi’s lemma. The contribution of each wall w to the right hand side of the
equation is 2 if the wall goes from [x, x′] to [y, y′], and 0 if w has endpoints
in only one or none of the two intervals [x, x′] and [y, y′]. 
Proof that PLAs can be completed (Lemma 10.8). Consider a square-celled
disk M that is tight, so its dual wallsystem is a pseudoline arrangement. If
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there are two walls that start at two consecutive edges e, e′ of the boundary
but do not cross, then we can extend M to a new tight disk by attaching a
square along the boundary edges e, e′. To finish the proof we will prove the
following
Claim: If every pair of walls of a PLA that have consecutive endpoints
cross, then the PLA is complete.
Proof: Let (ai)0≤i<2n be the wall endpoints, and let τ be the involutive
permutation34 of the numbers 0 ≤ i < 2n such that every two points ai, aτ(i)
are connected by a wall wi = wτ(i). It sufficies to show that w0 crosses all
the other walls wi (that have i 6= 0, τ(0)), since the same argument would
show that any wall crosses all other walls. By symmetry, it is enough to
prove that w0 crosses wi whenever 0 < i < τ(0). The proof is by induction
on i. Since w1 crosses w0, it follows that τ(1) > τ(0). Since w2 crosses w1,
it follows that τ(2) > τ(1). Repeating this we show that τ(i) > τ(0) for all
0 < i < τ(0), so wi crosses w0, as claimed. 
Exercise 10.10. 35 Consider Z2n as the set of vertices of the cycle graph
C2n. Show that a function d : Z2n×Z2n → N is the boundary distance func-
tion of some square-celled disk if and only if it has the following properties:
• d(x, x) = 0 for each x ∈ Z2n.
• d is eikonal on each of its variables. (An eikonal 0-form on a bi-
partite graph G is a function f : V (G)→ Z on its set of vertices such
that f(v)− f(v′) = ±1 whenever the vertices v, v′ are neighbors.)
• d satisfies the disk inequality : d(x, y)+d(x′, y′) ≥ d(x, y′)+d(x′, y)
whenever x, x′, y, y′ ∈ Z2n are in cyclic order.
(Note that the disk inequality implies the positivity of d and the triangle
inequality.)
10.2. Tightening wallsystems on the disk by smoothing cusps. An-
other way to tighten a wallsystem W on a disk M (turn it into a PLA
without reducing boundary distances) was given by Lins [Lin81]. Instead
of Steinitz reductions, it uses the operation of splitting a crossing, also
called uncrossing
→ .
Note that each crossing admits two splittings, called conjugate splittings:
← → .
The method of Lins is as follows. Assume that the wallsystem W (more
precisely, its image in M) has no contractible components. (These compo-
nents can be eliminated at the beginning since they contribute nothing to
the boundary distances.) If the wallsystem is not a PLA, then, as in Steinitz
method, one can find a clear monogon (which is easy to eliminate by an ap-
propriate splitting), or a minimal bigon, whose inner walls are pseudolines
that go from side to side. The bigon can be eliminated by splitting one of its
34A permutation τ is involutive if τ(τ(i)) = i for every i.
35This is a theorem of [Kal75].
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vertices in the appropriate way (that is, not in the way that turns the bigon
into a monogon). This operation will be here called cusp smoothing.
Lemma 10.11 ([Lin81]). For any minimal bigon of a wallsystem on a disk,
cusp smoothing does not reduce boundary distances.
Lins’ lemma will not be used for our theorems.
Comment: The method of Lins was extended by Schrijver [Sch91] to
any wallsystem W on an orientable surface M . The minimal bigons are
found in the universal cover
(
M˜, W˜
)
, but the uncrossings are performed on
W . Schrijver showed that cusp smoothing does not reduce the minlength
function of W [Sch91, Main Lemma].
Remark 10.12. I call this operation “cusp smoothing” for the following rea-
son. Let M be a bigonal square-celled surface, that is, a square-celled disk
whose dual wallsystem contains a minimal bigon with n walls that go from
side to side, and without any extra square cells outside the bigon. Let a, b
be the vertices of M at the locations
a→ ← b
(Other walls are not shown in the figure.) Compute for i = 0, . . . the
vertex set Vi = {x ∈ M≤1 : d(a, x) = i}. Or, better, in the continuous
Finsler surface M (made of square-cells with `1 metric) compute the set
Si = {x ∈ M : d(a, x) = i}. The points of Vi are the vertices of the
polygonal curve Si called a front,
36 made of diagonals of the square cells,
that goes from one side of the bigonal surface M to the other. This curve is
simple for all but the last value i = n+1, when the front reaches the opposite
vertex b and folds on itself forming a cusp. This cusp is eliminated when
we perform the cusp smoothing. (I have not drawn a figure.) The situation
here is similar to what happens on a Riemannian surface M when we fix a
point a and consider balls B(a, r), starting with r = 0 and increasing r until
we reach a first point b that is conjugate to a. (Assume that the exponential
map is injective until that value of r.) For this radius r, the boundary of the
ball B(a, r) develops a singularity (that is actually milder than a cusp37). If
the metric is slightly reduced on a small neighborhood of a vector tangent
to the geodesic that goes from a to b, then the conjugate point is eliminated
or delayed (moved outside the ball B(x, r), beyond b), and the singularity
on ∂B(a, r) is smoothed away. Note that the Riemannian metric becomes
Finsler.38
36We could call it “BFS front” to emphasize its discrete nature, where “BFS” stands
for “breadth-first search”.
37Generically, the front looks like the graph of f(x) = x4/3 at x = 0 [Arn95, Fig. 8].
38Questions: Is it possible to define geodesics and BFS fronts on a discrete disk that
is not tight? Is it true that a square-celled disk is tight if and only if the shortest path
problem admits the semigreedy solution (for every two vertices x, y, every shortest path
from x to y can be obtained from any other path by elementary homotopies that do not
increase length)?
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11. Differential forms on square-celled surfaces
In this section we develop exterior calculus (integration, differentiation
and exterior product of differential forms) on square-celled surfaces in order
to construct a discrete version of Ivanov’s proof of the FAC for Finsler
disks (the version that appears in [Iva11a], which differs from the first one
[Iva01]). Unlike Ivanov’s argument, this discrete version is limited to self-
reverse metrics. A directed version is also possible but I have not yet written
it down.
The definitions of discrete differential forms, integration and exterior de-
rivative are straightforward. We will also give a notion of exterior product
that is not associative, but satisfies the identity d(fθ) = (df) ∧ θ when f
is a 0-form and θ is a 1-form, which is sufficient for our purposes. This
discrete calculus was discovered by Mercat working on the Ising model in
statistical physics [Mer01b, Def. 2] (see also [Mer01a; Smi10]), but we will
give a self-contained account since what we need is simple.
11.1. Chains, differential forms and integration. If M is a square-
celled surface, then for each k = 0, 1, 2:
• Let
−→
Mk be the set of oriented k-cells of M . In more detail, if
k = 1, the set
−→
M1 contains ordered pairs v = [x, y], and we denote
−v = [y, x]. Similarly, for k = 2, the set −→M2 contains squares
Q = [x, y, z, w], and we consider two squares equal (resp. opposite)
if they are related by a cyclic (resp. reversed cyclic) reordering of
the vertices, so [x, y, z, w] = [y, z, w, x] = −[w, z, y, x]. Finally, for
k = 0, the set of signed vertices
−→
M0 contains the symbols [x] and
−[x] for every vertex x ∈M0.
• Let Σk(M) = Σk(M,Q) be the vector space of (rational) k-chains,
which are rational linear combinations of oriented k-cells. We regard−→
Mk as a subset of Σk(M).
• Finally, let Ωk(M) be the space of k-forms, which are functions
θ :
−→
Mk → Q such that θ(−σ) = −θ(σ) for each oriented k-cell σ.
For each k-form θ ∈ Ωk(M) and for each k-chain S = ∑ aiσi we define
the integral ∫
S
θ :=
∑
i
aiθ(σi).
Note that
∫
(−) θ is a k-cochain, that is, a linear functional on the vector space
of k-chains, and in this way k-forms are in fact equivalent to k-cochains.39
However, we will retain the distinction to enable the notation of integrals,
which is familiar and suggestive to differential geometers.
39Compare this with the situation in differential geometry, where one finds great dif-
ficulties when attempting to define or characterize differential p-forms as cochains with
certain properties. See for example the introduction to Whitney’s book [Whi57] and
Federer’s review [Fed58] of the same book.
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11.2. Boundaries, exterior derivatives and Stokes’ formula. We de-
fine the boundary of directed edges and squares: if v = [x, y] ∈ −→M1
then ∂v = y − x ∈ Σ0(M), and if Q = [x, y, z, w] ∈ −→M2, then ∂Q =
[x, y] + [y, z] + [z, w] + [w, x]. The boundary maps extend to linear operators
Σ2(M)
∂→ Σ1(M) ∂→ Σ0(M),
which allow us to define also the adjoint exterior derivative or differ-
ential operators
Ω2(M)
d← Ω1(M) d← Ω0(M)
by Stokes’ formula
(24)
∫
σ
dθ :=
∫
∂σ
θ.
In more detail, if f ∈ Ω0(M) is a 0-form and v = [x, y] ∈ −→M1, we define
(df)(v) :=
∫
∂v f = f(y)−f(x), and the Stokes formula follows. For example,
any path γ = (x0, x1, . . . , xn) yields a 1-chain
∑
0≤i<n[xi, xi+1], that we will
also denote γ. Then∫
γ
df =
∑
i
f(xi+1)− f(xi) = f(xn)− f(x0) =
∫
∂γ
f,
as expected.
If the square-celled surface M is oriented, then any finite set of squares
A ⊆ M2 yields a 2-chain ∑Q∈AQ, also denoted A, where each square Q
has the orientation induced from M . In particular, M is a 2-chain and∫
M dθ =
∫
∂M θ for any 1-form θ ∈ Ω1(M).
11.3. Exterior products. If f is a 0-form and θ is a 1-form, then we define
a 1-form fθ by the formula
(fθ)(v) :=
f(x) + f(y)
2
θ(v) for each v = (x, y) ∈
−→
M1.
(Note that the equation (fg)θ = f(g θ) in general won’t hold if f, g are
functions and θ is a 1-form.) Similarly, if ν is a 2-form, define the 2-form
fν by the formula
(fν)(Q) :=
f(a) + f(b) + f(c) + f(d)
4
ν(Q)
for each square Q = (a, b, c, d). Finally, if φ, ψ are 1-forms, we let their
exterior product φ ∧ ψ be the 2-form determined by the formula
(φ ∧ ψ)(Q) = φ(v) + φ(v
′)
2
ψ(w) + ψ(w′)
2
− φ(w) + φ(w
′)
2
ψ(v) + ψ(v′)
2
,
for any oriented square Q = (a, b, c, d) ∈ −→M2 with sides v = [a, b], v′ = [d, c],
w = [a, d] and w′ = [b, c] (see Fig. 9). Note that this value is unchanged
(resp. changes sign) if we permute the letters a, b, c, d cyclically (resp. anti-
cyclically), so the 2-form is well-defined. Also observe that exterior product
of 1-forms is bilinear and antisymmetric.
Lemma 11.1. If f is a 0-form and θ is a 1-form, then
d(fθ) = df ∧ θ + f dθ.
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a b
Q
v
w′
v′
w
Figure 9. An oriented square called Q.
(In particular, if f, g are 0-forms, then d(f ∧ dg) = df ∧ dg because
d dg = 0.)
Proof. To show that the 2-forms d(fθ) and df ∧ θ + f dθ are equal, we
evaluate them on a square Q = (a, b, c, d). Define v, v′, w, w′ as above. Then
(d(fθ))(Q) =
∫
∂Q
fθ
=
f(a) + f(b)
2
θ(v) +
f(b) + f(c)
2
θ(w′)
− f(c) + f(d)
2
θ(v′)− f(d) + f(a)
2
θ(w),
is equal (check it!) to the sum of
(df ∧ θ)(Q) = df(v) + df(v
′)
2
θ(w) + θ(w′)
2
− df(w) + df(w
′)
2
θ(v) + θ(v′)
2
=
f(b)− f(a) + f(c)− f(d)
2
θ(w) + θ(w′)
2
− f(d)− f(a) + f(c)− f(b)
2
θ(v) + θ(v′)
2
and
(f dθ)(Q) =
f(a) + f(b) + f(c) + f(d)
4
(
θ(v) + θ(w′)− θ(v′)− θ(w)),
as we had to show. 
The distance function to a fixed vertex is always an eikonal 0-form,
that is, a 0-form f such that df(v) = ±1 for every v ∈ −→M1. An eikonal
0-form is called regular (resp. singular) on a square Q if it attains values
a, a+ 1, a+ 2, a+ 1 (resp. a, a+ 1, a, a+ 1) on the vertices of Q; these are
the only two possibilities. For our main theorem we need to compute the
exterior product of the differentials of two eikonal 0-forms.
Lemma 11.2. Let Q = (yj)j∈Z4 be an oriented square and let f, g be eikonal
0-forms on Q that attain their minimum values at yi, yj respectively. Then
1
2
(df ∧ dg)(Q) =

+1 if f, g are regular and j = i+ 1
−1 if f, g are regular and j = i− 1
0 in other cases.
Proof. Let Q = (a, b, c, d) and let v, v′, w, w′ as before (see Fig. 9). If one
of the 0-forms, say, f , is not regular on Q, then df(v) + df(v′) = 0 so
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(df ∧dq)(Q) = 0. Now assume that both f and g are regular. If they attain
their minimum value (restricted to Q0) on equal (or opposite) vertices of Q,
then they have the same differential (or opposite), and again (df ∧dq)(Q) =
0 because exterior product is antisymmetric. The only remaining possibility
is that f and g attain their minimum on consecutive vertices of the square,
say, a and b, respectively. Then
(df ∧ dg)(Q) = df(v) + df(v
′)
2︸ ︷︷ ︸
=1
dg(w) + dg(w′)
2︸ ︷︷ ︸
=1
− df(w) + df(w
′)
2︸ ︷︷ ︸
=1
dg(v) + dg(v′)
2︸ ︷︷ ︸
=−1
=2.
The remaining cases are obtained from this one by symmetries. 
11.4. Proof of the FAC for square-celled disks using cyclic content.
Now we can prove our main theorem of this subsection.
Theorem 11.3. Let M be an oriented square-celled disk, and let P =
(xi)i∈Zm be a sequence of boundary points in positive cyclic order. Define
the (discrete) Ivanov cyclic form
ωPcyclic :=
∑
i∈Zm
1
2
dfxi ∧ dfxi+1 ,
where fx is the 0-form given by fx(y) := d(x, y). Then∫
M
ωPcyclic ≤ 4
∣∣M2∣∣ ,
with equality if only if M is tight and P is a sufficiently full subset of the
boundary. (P is sufficiently full if it contains points of each of the four
quadrant regions in which the tight disk is divided by each pair of walls
that cross.)
Before the proof, observe that the integral depends only on the distances
between boundary points. Indeed, Ivanov’s cyclic form is the exterior deriv-
ative of the 1-form
∑
i∈Zm
1
2fxi ∧ dfxi+1 , so by Stokes’ formula∫
M
ωPcyclic =
∫
∂M
(∑
i∈Zm
1
2
fxi ∧ dfxi+1
)
,
and the right hand side depends only on the distances between boundary
points.
Proof. Let Q = (yj)j∈Z4 be a square cell of M , and for each j ∈ Z4, let
Rj ⊆M0 be the set containing each vertex x ∈M0 that is strictly closer to
yj than to any other vertex of Q, so that the function fx restricted to Q is
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regular, with minimum value at yj . Then by Lemma 11.2,
ωPcyclic(Q) =
∑
j∈Z4
(
#{i ∈ Zm : xi ∈ Rj and xi+1 ∈ Rj+1}
−#{i ∈ Zm : xi ∈ Rj and xi+1 ∈ Rj−1}
)
.
If M is tight, then the sets Rj 3 yj are the quadrant regions into which
M0 is divided by the two walls that cross at Q, and we see that ωPcyclic(Q) = 4
if P visits the four regions Rj . (If P visits 3 regions, then the result is 2,
and if it visits 2 regions or less, then the result is 0.) We conclude that∫
M ω
P
cyclic = 4
∣∣M2∣∣ if M is tight and P is sufficiently full.
If M is not necessarily tight, then we will prove that ωPcyclic(Q) ≤ 4 by
showing that, for each j, the set {i ∈ Zm : xi ∈ Rj and xi+1 ∈ Rj+1} ⊆ Zm
contains at most one index i, because there are no four points z0, z1, z2, z3 ∈
∂M , in cyclical order along the boundary, such that z0, z2 ∈ Rj and z1, z3 ∈
Rj+1. Indeed, assume these points zk do exist. Choose respective shortest
curves γk from each zk to Q. Observe that the curves γ0, γ2 are paths along
Rj ending at yj , so they can be joined to obtain a curve along Rj connecting
z0 to z2. In the same way, we have a curve along Rj+1 connecting z1 to z3.
These two curves must intersect because their endpoints are interlaced, but
this is not possible because Rj ∩ Rj+1 = ∅. This proves that
∫
M ω
P
cyclic ≤
4
∣∣M2∣∣.
Finally, it remains to be proved that the inequality is strict if M is not
tight. This follows from the fact that one can tighten the surface M , ob-
taining a tight disk M ′ with strictly smaller area but the same boundary
distances, and hence the same value of the integral∫
M
ωPcyclic =
∫
M ′
ωPcyclic ≤ 4
∣∣M ′2∣∣ < 4 ∣∣M2∣∣ .

Remark 11.4. Observe that we only used tightening to prove that the in-
equality is strict in the case of non-tight disks.
Corollary 11.5. If a tight disk M is replaced by a disk M˜ with the same
boundary ∂M˜ = ∂M and boundary distances, then
∣∣∣M˜2∣∣∣ ≥ ∣∣M2∣∣, and the
inequality is strict if M˜ is not tight.
Proof. By Theorem 11.3,
4
∣∣∣M˜2∣∣∣ ≥ ∫
M˜
ωPcyclic =
∫
M
ωPcyclic = 4
∣∣M2∣∣
and the inequality is strict if M˜ is not tight. 
Exercise 11.6. If two tight disks M,M ′ with the same boundary C2n have
dM (x, y) ≤ dM ′(x, y) for every two vertices x, y ∈ C2n,
can we conclude that Area(M) ≤ Area(M ′)? And if additionaly some
dM (x, y) < dM ′(x, y), can we conclude that Area(M) < Area(M
′)?40
40Answers: yes and yes.
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For orientable surfaces of genus 1 and with one boundary component, it
is not true that the area is greater than the cyclic content. An example is a
surface obtained as follows.
Example 11.7 (twisted pants). From the Euclidean plane cut two equilateral
triangles T = ABC, T ′ = A′B′C ′ of the same size and stack them one on
top of the other, with A′ on top of A, etc. Then cut away the corners of
both triangles in the most symmetric way, so that each vertex becomes a
small side (denoted by the same letter). Finally, glue the side A with A′,
not in the easy way, but with a twist of half a turn, as if trying to make a
Mo¨bius band, and do the same on the other corners, gluing B with B′ and
C with C ′. The resulting surface is orientable because all gluings have the
twist. And its area is less than its cyclic content. (This counterexample is
provided without proof, just for information.)
A square-celled version of the twisted pants can be constructed as well,
but this is left as an exercise for the reader.
Before knowing this examples, I tried to prove the Finsler FAC by showing
that the area is greater than the cyclic content. My conjecture was that
Area ≥ C0 + C1 + . . . , where C0 is the cyclic content and the Ck’s are
“higher cyclic contents”, defined below. This last formula may still be true,
but it does not imply that the area is greater than C0 because the higher
cyclic contents may be negative (which is what happens in a square-celled
version of the twisted pants described above).
11.5. Higher cyclic contents. Here I describe an idea for which I have
not found any application so far.
Let M be a compact orientable surface with a Finsler metric. For each
pair of points x, y ∈M , let
e0(x, y) ≤ e1(x, y) ≤ · · · ≤ ek(x, y) ≤ . . .
be the minlengths of all homotopy classes of curves from x to y, listed in
increasing order. The number ek(x, y) is called the k-th echo from x to
y. Note that the zeroth echo is the distance d(x, y). Define the k-th cyclic
content Ck in a similar way as the cyclic content, but computed using ek
instead of d. More precisely:
Ck = lim
P
∫
M
ωPcyclick ,
where P is a partition of the boundary at points xi that is taken to the limit
by refinement, and xi′ is the point after xi in counterclockwise order (we
write i′ instead of i+ 1 because there may be many boundary components),
and
ωPcyclick :=
∑
i
1
2
dfki ∧ dfki′ ,
where fki (x) := ek(xi, x).
Is it true that Area(M,F ) ≥∑k≥0Ck?
The same inequality may hold in a square-celled surface. In this case
there is no need for a limit in P as we can take as P the full set of boundary
vertices. The numbers Ck should vanish for sufficiently high k. Maybe even
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the equality Area(M,F ) =
∑
k≥0Ck holds when the surface is tight (the
walls on the universal cover form an infinite pseudoline arrangement) and
all walls go from boundary to boundary.
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12. Isometric fillings homeomorphic to the Mo¨bius band and
systolic inequality for the Klein bottle
In this section we will prove a new case of the FAC: when the filling is
homeomorphic to the Mo¨bius band and the metric is Riemannian or self-
reverse Finsler. Previously, the FAC had only been stated for orientable
fillings.
Theorem 12.1 (FAC for Mo¨bius bands with self-reverse Finsler metric).
If a Mo¨bius band M with self-reverse Finsler metric fills isometrically its
boundary of length 2L, then AreauHT(M) ≥ 2L2.
There is a flat Finsler Mo¨bius band that fills isometrically its boundary
and has the same area as the hemisphere. It is obtained by cutting a square
[0, L] × [0, L] of the `∞ plane and gluing the left and right sides by the
identification (0, y) ∼ (L,L− y).
If one closes this surface by gluing (x, 0) ∼ (x, L), then one obtains a
Klein bottle that was conjectured systolically optimal by [SY16]. This can
be proved with the same analysis employed for the proof of Thm. 12.1.
Theorem 12.2 (optimal systolic inequality for self-reverse Finsler metrics
on the Klein bottle). If M is a Klein bottle with a self-reverse Finsler metric,
and every non-contractible curve in M has length ≥ L, then AreauHT(M) ≥
2L2.
By Theorems 6.14 and 7.1 the two last theorems are corollaries of their
discrete versions:
Theorem 12.3 (discrete FAC holds for Mo¨bius bands). Let W be an even
wallsystem on the Mo¨bius band M ′, such that (M ′,W ) fills isometrically its
boundary of length 2n, where n ∈ N is even. Then W has at least n(n−1)2
self-crossings.
Theorem 12.4. Let W be an even wallsystem on the Klein bottle M , such
that every non-contractible closed curve γ in M has LenW (γ) ≥ n where
n ∈ N is even. Then W has at least n22 self-crossings.
To prove Theorem 12.3 we will close the surface to obtain a Klein bottle
with a wallsystem, reducing the problem to a sort of systolic inequality.
Lemma 12.5 (Closing isometric fillings of the circle). Let (M ′,W ′) be a
filling of the circle, with boundary of length 2n, such that W ′ forms a wall-
system W on the closed surface M obtained from M ′ by identifying each
boundary point with its antipodal. Then
• The walled surface (M ′,W ′) is an isometric filling of its boundary if
and only if every generic closed curve γ on M that crosses ∂M ′ an
odd number of times has LenW (γ) ≥ n.
• In fact, if the filling is not isometric, there is a simple closed curve
γ in M with LenW (γ) < n that crosses ∂M
′ exactly once.
(The curve γ in M is called “generic” if it is immersed, self-transverse,
transverse to W and to ∂M ′, and avoids the self-crossing points of W and
the crossings points of W with ∂M ′.)
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Proof. If the filling (M ′,W ′) is not isometric, then there is a generic curve
γ′ that joins antipodal points of the boundary and has LenW ′(γ′) < n.
Moreover, we can ensure that γ′ is simple: if γ′ visits the same point twice,
at two instants t0 < t1, then we can shorten and simplify γ
′ by skipping
the piece γ′|[t0,t1]. This creates a turning point, that can be immediately
smoothed away. Repeating this simplification as necessary, we eventually
obtain a simple curve γ′. This curve γ′ forms a simple closed curve γ on M
with length LenW (γ) = LenW ′(γ
′) < n that crosses ∂M ′ exactly once.
If the filling (M ′,W ′) is isometric, then we have to prove that every
generic closed curve γ on M that crosses ∂M ′ an odd number of times has
LenW (γ) ≥ n. Let γ be such a curve. If γ crosses ∂M ′ only once, then it
can be cut at that point and become a curve γ′ in M ′ that joins opposite
points of the boundary, so n ≤ LenW ′(γ′) = LenW (γ), as we had to prove.
If γ crosses ∂M ′ more than once, then we can eliminate a pair of consecutive
crossings without increasing the length of γ, as follows. Let x0 = γ(t0) and
x1 = γ(t1) be two consecutive crossings of γ with the boundary ∂M
′, and
let d be their distance along the boundary (∂M ′, ∂W ′). The piece γ|[t0,t1]
of γ must have LenW (γ|[t0,t1]) ≥ d because it is contained on M ′, which
is an isometric filling of its boundary. We can modify the curve γ in an
interval slighthly larger than [t0, t1], replacing this portion by a new curve
that remains near ∂M ′ but avoids crossing it, and has length d. In this
way we reduce the number of crossings of γ with ∂M ′ in two units, without
increasing the length of γ. Repeating this as necessary we fall in the case of
one crossing, that has been dealt with before. This finishes the proof that
LenW (γ) ≥ n. 
Applying this lemma, we see that the discrete FAC for Mo¨bius bands
(Theorem 12.3) follows from the following theorem about wallsystems on
the Klein bottle:
Theorem 12.6 (discrete FAC for Mo¨bius bands, closed version). Let M be
a Klein bottle obtained by gluing antipodal boundary points of a Mo¨bius band
M ′. Let W be an even wallsystem on M that crosses at least n (an even
number) times every simple generic closed curve γ that crosses ∂M ′ an odd
number of times. Then W has at least n(n−1)2 self-crossings.
The two theorems 12.4, 12.6 that remain to be proven in the rest of this
section are lower bounds for the number of self-crossings of a wallsystem
W on the Klein bottle, assuming that certain simple closed curves γ have
LenW [γ] ≥ n. As we will see, there are only four homotopy classes that
contain simple curves, two of which have an odd crossing number with ∂M ′.
Before studying the curves on the Klein bottle, we discuss a method to
simplify wallsystems for general compact surfaces.
12.1. Tightening wallystems on surfaces. In this subsection we consider
the problem of transforming a given wallsystem W on a compact surface M
so as to reduce its number of self-crossings without modifying its minlength
function. This problem was solved completely by Schrijver and de Graaf
[Sch91; GS97b; GS97a; GS95; Gra94], so we review their work.
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If α, β are smooth generic curves on a surface M , we define
cr(α) = #
{{
t, t′
}
such that α(t) = α
(
t′
)
but t 6= t′}
=
1
2
#
{(
t, t′
)
such that α(t) = α
(
t′
)
but t 6= t′} ,
cr(α, β) = #
{(
t, t′
)
such that α(t) = β
(
t′
)}
,
mincr(α) = min
α′∼α
cr
(
α′
)
, and
mincr(α, β) = min
α′∼α
β′∼β
cr
(
α′, β′
)
.
A wallsystem W on a surface is minimally crossing or in minimally
crossing position if
• no wall w ∈W is contractible and
• each wall w ∈W has cr(w) = mincr(w) and
• each pair of walls w,w′ ∈W has cr(w,w′) = mincr(w,w′).
It turns out that these conditions can be attained simultaneously by deleting
the contractible walls and putting the remaining walls in certain position
that is nearly geodesic with respect to an auxiliary Riemannian metric that
has constant curvature and geodesic boundary. In fact, a stronger statement
is true.
Lemma 12.7 ([GS97b, Thm. 1]). On a compact surface M , any wallsystem
W can be put in minimally crossing position by isotopies and Rshi operations.
The transformation of the wallsystem from its initial position to the min-
imally crossing position can be done (conjecturally) by letting the walls
evolve by curvature flow, preceded by a slight perturbation that puts the
walls in generic position so that the only “topological events” that take place
are the operations Rshi . This process eliminates the contractible curves and
makes the remaining curves nearly geodesic. The analysis of curvature flow
is technically demanding, but de Graaf–Schrijver [GS97b] (and also Hass–
Scott [HS94], in the case of orientable surfaces) developed a more elementary
curve-shortening process that also makes the wallsystem nearly geodesic,
called disk flow. Disk flow is done in steps, and each step consist of choos-
ing a small disk D ⊆ M and straightening the part of W that lays in D.
(This straightening can be done using the combinatorial methods of Steinitz
and Ringel that we described in Lemmas 10.1 and 10.3.)
We now apply the lemma, following [GS97b].
The reduction Rsh2 may reduce the minlength function of W , but the
R2 does not, so we can stop the curve-shortening process each time a R
sh
2
operation is about to take place, and perform instead the R2 operation.
Then we restart the process. Since the number of crossings is reduced each
time this happens, the process must end at some point, and then the walls
are in minimally crossing position. This shows that the wallsystem can be
put in minimally crossing position by means of Ri operations, which do not
reduce the minlength function. Furthermore, it is possible to replace the Ri
operations (with i 6= 0) by uncrossings. Indeed, the reductions R2 and R1
are easy to replace by an uncrossing. And if two wallsystems differ by a R3
operation, and one of them admits an uncrossing that does not change the
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minlength function, then the other one also does. (To see this one analyzes
three cases, according to whether the crossing to be uncrossed is one of
the three crossings involved in the R3 operation, and if so, in which of the
two ways it is uncrossed.) Therefore, any wallsystem that is not minimally
crossing can be uncrossed without reducing its minlength function.
Lemma 12.8. Any wallsystem W on a compact surface M can be turned
into a minimally crossing wallsystem W ′ that has the same minlength func-
tion as W using
• Ri operations or
• uncrossings and R0 operations.
Note that W ′ is not homotopic to W in general. Also note that the R0
operations can be avoided if all contractible connected components of W
(more precisely, of the image of W in M) are deleted at the beginning.
A wallsystem is called tight if any uncrossing reduces the minlength func-
tion. To prove Theorems 12.4 and 12.6 about wallsystems on the Klein bot-
tle we may assume that the wallsystems are tight. Lemma 12.8 says that
a tight wallsystem must be minimally crossing. For a minimally crossing
wallsystem, we can describe its minlength function explicitly, as follows.
Lemma 12.9. If a wallsystem W on a compact surface M is in minimally
crossing position, then every relatively closed curve γ has
(25) minlenW (γ) =
∑
i
mincr(γ,wi),
where wi are the walls of W .
Proof. A curve homotopic to γ cannot crossW strictly less than
∑
i mincr(γ,wi)
times. To show that this number of crossings can be attained by a curve
γ′′ ' γ, we first move the system of curves γ ∪ W to minimally crossing
position using Rshi operations, according to Lemma 12.7. We obtain a sys-
tem γ′ ∪ W ′ where γ′ ' γ and W ′ is made of walls w′i ' wi such that
cr(γ′, w′i) = mincr(γ,wi) for each i. During the reduction process, the only
modifications of W are Rsh3 operations, since the other operations R
sh
i with
i < 3 would imply that W was not in minimally crossing position at the
beginning. This implies that W ′ has the same minlength function as W , so
there is a curve γ′′ ' γ′ such that
LenW (γ
′′) = LenW ′(γ′) =
∑
i
cr(γ′, w′i) =
∑
i
mincr(γ,wi),
as we had to show. 
Remark 12.10. The problem of tightening a surface may belong to a “higher
geometric group(oid) theory”. Let M be a closed surface. A square-celled
decomposition of M is a presentation of the groupoid Γ of homotopy classes
[γ] of paths γ (that have endpoints on the vertices). The edges e are gener-
ators and the 2-cells are relators. The set of conjugacy classes [[γ]] of closed
curves is in natural bijection with the set Z of homotopy classes of closed
curves in M . This set does not depend on the decomposition.
A basic problem addressed by geometric group theory is the following:
given a conjugacy class in Γ, presented as a string of edges (ei)0≤i<l such
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that γ =
∏
i ei is a closed curve, rewrite it using the minimum number
l of generators without changing the conjugacy class [[
∏
i ei]] ∈ Z. The
minimum length l of such an expression is what we call the minlength of γ;
it depends only on [[γ]] ∈ Z. In the problem of tightening, we are presented
with the groupoid Γ itself (as a square-celled decomposition of M), and we
have to rewrite it (find a new decomposition) that has the minimum number
of relators (square cells), while keeping the minlength function on Z fixed.
Remark 12.11. Note that geometric group theory is usually concerned with
groups rather than groupoids. To obtain a group of paths from a square-
celled surface we can choose a vertex x0 and consider only the homotopy
classes [γ] of paths γ that start and end at x0. But this choice distorts the
geometry. For example, a closed curve, represented by a conjugacy class in Γ,
in general cannot visit the point x0 without increasing its length. This is not
a problem if we are content with coarse geometry (quasi-isometric invariants
of the group), which is sufficient for studying the topological features of the
manifold.
One way to recover the exactness lost by fixing the basepoint x0 is to
consider “stable length” limk→∞ 1k minlen[γ
k], which equals the minlength
of [[γ]] (the homotopy class of γ without fixed basepoint) if the surface is
orientable. Additionally, to get a discrete notion of “length” of a closed
curve one uses topology: the length of the curve is defined as the minimum
genus of a filling surface. After this kind of precautions are taken, one can
work with discrete methods and study exact (rather than coarse) questions,
like rationality of stable commutator length [Cal09].
Methods such as de Graaf-Schrijver tightening and the applications pre-
sented here (see also [CD16]) suggest that one can obtain exact relations
without passing to the stable limit, by discretizing the whole geometry
(rather than just the topology) of the manifold.
12.2. Closed curves on the Klein bottle. Consider the Klein bottle as
the quotient M = R2/Γ of its universal cover R2 by the group of transfor-
mations Γ generated by the unit vertical translation U : (x, y) 7→ (x, 1 + y)
and the unit glide-reflection R : (x, y) 7→ (x + 1,−y) along the line y = 0.
Let pi : M˜ →M be the covering map. We note that Γ also contains the unit
glide-reflection S = UR : (x, y) 7→ (x + 1, 1 − y) along the line y = 12 , and
the horizontal translation T = R2 = S2 : (x, y) 7→ (x+ 2, y). We give names
to the four transformations R,S, T, U , shown in Figure 10:
R : (x, y) 7→ (x+ 1, − y) boRder
S : (x, y) 7→ (x+ 1, 1− y) Soul
T : (x, y) 7→ (x+ 2, y) Trans
U : (x, y) 7→ (x , 1 + y) Up.
The homotopy classes of closed curves in M are in natural correspondence
with the conjugacy classes of transformations g ∈ Γ (as happens whenever
any space M is expressed as quotient of its universal cover by the action of a
transformation group Γ). Indeed, each conjugacy class [g] of a transforma-
tion g ∈ Γ can be mapped to the homotopy class [γ0], where γ0 is a closed
curve in M obtained by projecting via pi a curve γ˜0 : [0, 1] → M˜ that goes
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Figure 10. Simple closed curves on the Klein bottle.
from any point x˜0 ∈ M˜ to the point g x˜0 ∈ M˜ . The homotopy class [γ0] is
independent of the chosen point x˜0 and curve γ˜0,
41 and depends only on the
conjugacy class of g in Γ.42 The correspondence [g] 7→ [γ0] is bijective.43
We may then identify closed mobile curves with conjugacy classes in Γ.
We classify them in the following way:
Lemma 12.12 (Classification of closed curves on the Klein bottle). Every
transformation g ∈ Γ is conjugate to exactly one of the following transfor-
mations, or its inverse:
• A translation T tUu : (x, y) 7→ (x+ 2t, y + u), with (t, u) ∈ N2.
• A glide-reflection R2k+1 or S2k+1, where k ∈ N.
41Proof: if x˜1 and γ˜1) are other choices of point and curve, and β˜ is a curve I → M˜
that goes from x˜0 to x˜1, then the curve g β˜ goes from g x˜0 to g x˜1 and since M˜ is simply
connected, there exists a map H˜ : [0, 1]2 → M˜ that satisfies
(26) H˜(0,−) = γ˜0, H˜(1,−) = γ˜1, H˜(t, 0) = β˜(t), H˜(t, 1) = g β˜(t).
The map H = pi ◦ H˜ is a homotopy from γ0 = H(0,−) to γ1 = H(1,−), where each
intermediate curve γt = H(t,−) is closed at the point β(t) = pi β˜(t) = pi g β˜(t). This
proves that [γ0] = [γ1].
42Proof: If h ∈ Γ, note that the curve h γ˜0, that goes from h x˜0 =: x˜1 to h g x˜0 =
h g h−1 x˜1, has the same projection by pi than γ˜0 (because pi = pi h), which shows that g
and its conjugate h g h−1 are mapped to the same homotopy class [γ0].
43Indeed, one can construct the inverse function [γ0] 7→ [g] using the same construction:
γ˜0 is a lift of γ0 to M˜ that goes from some point x˜0 to some point g x˜0, and this defines
g. The conjugacy class [g] does not depend on the choice of the lift γ˜0 (because any other
lift is of the form h γ˜0 and goes from h x˜0 =: x˜1 to h g x˜0 = h g h
−1x˜1, which yields the
transformation h g h−1, that is conjugate to g) and is invariant by homotopies of the closed
curve γ0. Indeed, let H : [0, 1]
2 → M be a homotopy of closed curves from γ0 to some
γ1 that carries the starpoint/endpoint along a path H(t, 0) = H(t, 1) =: β(t). Lift H to
obtain a map H˜ : [0, 1]2 → M˜ such that H˜(0,−) = γ˜0. The curve β˜(t) = H˜(t, 0) is a lift
of β that starts at x˜0, and another lift of β is the curve t 7→ H(t, 1). Since it starts at
g x˜0, it must be the curve g β˜. This implies that the curve γ˜1 := H˜(1,−) (which is a lift of
γ1) goes from some point β(1) =: x˜1 to the point g β(1) = g x˜1, which shows that [γ1] is
mapped to the same conjugacy class [g] as [γ0], so the function [γ0] 7→ [g] is well defined.
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Proof. Each g ∈ Γ = 〈U,R〉 is an affine transformation of R2 that preserves
the horizontal direction and either preserves or inverts the vertical direction,
depending on whether it was generated using an even or odd number of
times the transformations R and R−1. In the first case, g is a translation
whose horizontal component is even, so it is of the form T tUu. In the
second case, g is a glide-reflection ρc,d : (x, y) 7→ (x + c, d − y) of odd
length c along a horizontal line y = d2 , and it is conjugate to either R
c or
Sc, depending on whether d is even or odd, because TnRcT−n = ρc,2n and
TnScT−n = ρc,2n+1. 
12.3. Crossing numbers of curves on the Klein bottle. In this subsec-
tion we compute the numbers mincr(γ), mincr(γ, γ′) for curves in the Klein
bottle and in some simpler surfaces: the orientable band, the Mo¨bius band,
and the torus.
Lemma 12.13 (Crossing numbers of curves on an orientable band). On
an orientable band A = R2/T , any two curves γ ' T k and γ′ ' T k′ (with
k, k′ ∈ N) have mincr (γ, γ′) = 0 and mincr(γ) = k − 1.
Proof. It is easy to find curves γ ' T k and γ′ ' T k′ that do not cross
each other, and such that cr(γ) = k − 1, so we only need to prove that γ
cannot have strictly less than k−1 self-crossings. This follows from the next
lemma. 
Lemma 12.14 (Splitting off orientation-preserving curves, [Sch91]). If γ is
an orientation-preserving noncontractible curve on a surface M , then every
curve homotopic to γk (with k ≥ 2) can be split, by an uncrossing, into a
curve homotopic to γ and a curve homotopic to γk−1.
(It follows that any curve homotopic to γk can be split, by k− 1 uncross-
ings, into k walls homotopic to γ.)
Proof. See [Sch91, Prop. 4]. 
Lemma 12.15 (Crossing numbers of curves on the Mo¨bius band, [GS97b]).
On the Mo¨bius band B = R2/R, any two closed curves γ ' R2k+1 and
γ′ ' R2k′+1 (with k, k′ ∈ N) have mincr(γ, γ′) = min{2k + 1, 2k′ + 1} and
mincr(γ) = k.
Proof. To show that these numbers of crossings can be attained, for k ∈ N
we define a standard curve of class R2k+1 as follows. It is a polygonal
γR2k+1 made of 2k + 1 straight segments, so it is enough to describe 2k + 1
consecutive segments of its lift γ˜R2k+1 . We do so by giving the coordinates
of the first 2k + 2 vertices, which are
x = 0, 1, 2, 3, . . . , 2k − 1, 2k, 2k + 1
y = 1, −1, 2, −2, . . . , k, −k, −1.
Note that the first 2k segments of γR2k+1 do not cross each other, and the
last segment crosses k of the previous segments, so the total number of self-
crossings of this curve is k. For ε > 0, we also define a curve γε
R2k+1
in the
same way as γR2k+1 , but with the y coordinates multiplied by ε. Note that
cr
(
γεR2k+1 , γ
ε′
R2k′+1
)
= 2k′ + 1 if ε′ <
1
k′
ε.
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(Comment: Another curve γ ' R2k+1 that attains k self-crossings is γ˜(t) =
((2k+1)t, ε cos(c+pi t)), which seems to be the limit shape of a generic curve
evolving by curvature flow.)
We now show that every curve γ ' R2k+1 has at least k self-crossings.
The preimage pi−1(Img γ) is made of 2k + 1 curves γ˜i with 0 ≤ i < 2k + 1.
Each of these curves satisfies γ˜i(t + 1) = R
2k+1 (γ˜i(t)). Among the points
of pi−1(Img γ), the y-coordinate attains its highest value y at some point
p = γ0
(
t
)
, and the lowest value −y at the point q = γ0
(
t+ 1
)
. Note that
each of the curves γi (with i 6= 0) runs along the band −y ≤ y ≤ y, so it
must cross the piece of γ˜0 that goes from p to q, parametrized by the interval[
t, t+ 1
]
. Therefore,
2 cr(γ) = #
{
t ∈ [0, 1] : γ(t) equals some γ(t′) with t′ 6= t}
= #
{
t ∈ [t, t+ 1] : γ˜0(t) equals some γ˜i(t′) with i 6= 0 or t 6= t′}
≥ #
{
i 6= 0 : γ˜i crosses γ˜0|[t,t+1]
}
≥ 2k,
which shows that cr(γ) ≥ k.
With a similar method we show that any two curves γ ' R2k+1 and
γ′ ' R2k′+1 cross at least min{2k+1, 2k′+1} times. Assume that among the
points of pi−1(Img γ) ∪ pi−1 (Img γ′), the y-coordinate attains its maximum
value y at some point p ∈ pi−1(Img γ). Then p = γ˜ (t) for some lift γ : R→
R2 of γ, that satisfies γ˜(t + 1) = R2k+1. This implies that the minimum
value of the y-coordinate is −y, attained at q = γ˜ (t+ 1). On the other
hand, the set pi−1 (Img γ′) is made of 2k′ + 1 curves γ˜′i that are properly
embedded in the band −y ≤ y ≤ y. Each of these curves is crossed by the
piece γ|[t,t+1], that goes from p to q. Therefore,
cr
(
γ, γ′
)
= cr
(
γ˜|[t,t+1], pi−1
(
Img γ′
)) ≥ 2k′ + 1.
If the y-coordinate attains its maximum at some point of pi−1 (Img γ′), rather
than a point of pi−1(Img γ), then the same argument shows that γ and γ′
cross at least 2k + 1 times. These two cases cover all the possibilities, so
cr (γ, γ′) ≥ min{2k + 1, 2k′ + 1}. 
Lemma 12.16 (Splitting off orientation-reversing curves). If γ is an orientation-
reversing curve on a surface M with χ(M) ≤ 0, then any curve homotopic
to γ2k+1 (with k ≥ 1) can be split, by an uncrossing, into a curve homotopic
to γ2 and a curve homotopic to γ2k−1.
(In consequence, any curve homotopic to γ2k+1 can be split, by k uncross-
ings, into k curves homotopic to γ2 and one curve homotopic to γ.)
Proof. Let M˜ be the universal cover, so that M = M˜/Γ for some group
Γ of transformations of M˜ . Let R be the transformation associated to γ.
This implies that γ lifts to a closed curve in the surface B = M˜/R, which
is a Mo¨bius band. We perform uncrossings on γ preserving the orientation
of γ until no crossings remain. In the end we get n + 1 noncontractible
curves γi (with 0 ≤ i < n) of class Rei , with
∑
i ei = 2k + 1, and possibly
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some contractible curves. More precisely, the noncontractible curves are
numbered from outermost to innermost; the first n curves γi with 0 ≤ i < n
have ei = ±2, and the a central curve γn has e0 = ±1. This is the only
possibility because any curve of class nontrivial multiple of R2 has self-
crossings, any curve of class nontrivial odd multiple of R1 has self-crossings,
and any two curves of class R1 have crossings, according to Lemma 12.15.
There must be some m outermost curves γi (with 0 ≤ i < m) such that∑
0≤i<m ei = 2. By undoing some of the uncrossings that we did, we can
rejoin these m outermost curves (and possibly some contractible curves) into
a single curve of class R2, and a remaining curve of class R2k−1. 
Lemma 12.17 (Crossing numbers of curves on the torus). On the torus
T2 = R2/Γ+ (where Γ+ = 〈T,U〉), two curves γ ' T tUu and γ′ ' T t′Uu′
(with (t, u), (t′, u′) ∈ Z2) have
mincr(γ, γ′) =
∣∣∣∣det(t t′u u′
)∣∣∣∣ = |tu′ − ut′|,
and mincr(γ) = k − 1 if (t, u) is a sum of k equal primitive vectors.
Proof. To compute mincr(γ, γ′) = |tu′ − ut′|, use disk flow [GS97b] to show
that the minimum number of crossings is attained when the curves are nearly
geodesic and cross |tu′ − ut′| times. Or note that the signed number of
crossings, which is a homological invariant of the (oriented) curves γ, γ′, is
tu′−ut′, also attained when the curves are nearly geodesic and all crossings
have the same sign.
Regarding self-crossings, it is easy to find a curve γ that is nearly geodesic
and has cr(γ) = k − 1. To show that cr(γ) ≥ k − 1, we recall that, by
Lemma 12.14, γ can be split into k curves by k − 1 uncrossings. 
Lemma 12.18. On the Klein bottle R2/Γ, any two closed curves γ, γ′ have
mincr(γ, γ′) =

2 max{tu′, ut′} if γ ' T tUu and γ′ ' T t′Uu′ ,
u(1 + 2k) if γ ' T tUu and γ′ ' (R or S)2k+1,
1 + 2 min{k, k′} if γ ' R2k+1 and γ′ ' R2k′+1,
or γ ' S2k+1 and γ′ ' S2k′+1,
0 if γ ' R2k+1 and γ′ ' S2k′+1,
and a single closed curve γ has
mincr(γ) =
{
tu if γ ' T tUu + (k − 1) and (u/k, v/k) ∈ N2 is primitive,
k if γ ' (R or S)2k+1.
Proof. We begin with the orientation-preserving curves. To compute the
minimum number of self-crossings of a curve γ ' T tUu where (t, u) ∈ N2
is primitive, we consider the torus cover T2 = R2/Γ+ pi→ M , where Γ+ =
〈T,U〉. The preimage pi−1(Img γ) consists of an “ascending” curve γ+ '
T tUu and a “descending” curve γ− = R ◦ γ+ ' T tU−u. (If u = 0, the two
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curves are assigned the names γ+, γ− arbitrarily.) Then
cr(γ) = 12 cr
(
pi−1(Img γ)
) ≥ 12 cr (γ+, γ−)
≥ 12 |tu+ tu| by Lemma 12.17
= tu.
and this number of crossings is attained if γ is straight.
In a similar way we compute mincr(γ, γ′) for two curves γ ' T tUu, γ′ '
T t
′
Uu
′
. The preimage pi−1(Img γ) consists of two curves γ+ ' T tUu, and
γ− ' T tU−u, and the preimage of γ′ is made of two curves γ′+ ' T t
′
Uu
′
and
γ′− ' T t
′
U−u′ . Therefore
cr(γ, γ′) = cr
(
γ+, pi
−1 (Img γ′))
= cr
(
γ+, γ
′
+
)
+ cr
(
γ+, γ
′
−
)
≥ mincr (γ+, γ′+)+ mincr (γ+, γ′−)
= |tu′ − ut′|+ |tu′ + ut′| by Lemma 12.17
= 2 max{tu′, t′u}.
This number of crossings is attained when γ and γ′ are nearly straight, which
proves that mincr(γ, γ′) = 2 max{tu′, t′u}.
To compute the number of self-crossings of a curve γ ' T tUu where (t, u)
is not primitive, we split γ, by k − 1 uncrossings, into k curves of class
T t/kUu/k, where (t/k, u/k) ∈ N2 is primitive. After this splitting, each of
the k(k−1)2 pairs of curves crosses at least 2(t/k)(u/k) times, and each of the
k curves has at least (t/k)(u/k) self-crossings, so there are in total at least
k2(t/k)(u/k) = tu crossings. This implies that before the splitting there
were at least tu+ k− 1 crossings. This number of crossings can be attained
by a certain nearly geodesic curve γ, so mincr(γ) = tu+ k − 1.
We now consider the orientation-reversing curves. A curve γ ' R2k+1 has
at least k self-crossings, because it lifts to a closed curve of the same class
in the Mo¨bius band R2/R, which self-crosses at least k times according to
Lemma 12.15. This number of crossings can be attained in the same way
as in the Mo¨bius band, using the standard curve γε
R2k+1
, which proves that
mincr(γ) = k. Using the same cover we can prove that when γ ' R2k+1
and γ′ ' R2k′+1, the formula mincr(γ, γ′) = min {2k + 1, 2k′ + 1} holds as
in the Mo¨bius band. When γ ' S2k+1 and γ′ ' S2k′+1, we can use the
Mo¨bius band R2/S to show that mincr(γ) have the same values mincr(γ, γ′)
as in the other case. If γ ' R2k+1 and γ′ ' S2k′+1, it is easy to see that
mincr(γ, γ′) = 0.
Finally, to compute mincr(γ, γ′) when γ ' T tUu and γ′ ' R2k′+1 we
use again the torus cover T2 pi→ M . Note that pi−1(Img γ) consist of two
curves γ+ ' T tUu and γ− ' T tU−u, and pi−1(Img γ) consists of single curve
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γ˜′ ' (R2k+1)2 = T 2k+1. Then
cr(γ, γ′) =
1
2
cr
(
pi−1(Img γ), pi−1
(
Img γ′
))
=
1
2
cr
(
γ+, γ˜
′)+ (γ−, γ˜′)
≥ u(2k + 1) by Lemma 12.17,
and this number of crossings can be attained by nearly geodesic curves. 
From these formulas it follows that only the curves of the four named
classes R,S, T, U can be simple, apart from the trivial contractible curve.
A wallsystem W on a surface M is called simple-tight unless it is pos-
sible to perform an uncrossing on W that does not reduce the minlength
minlenW (γ) of any simple curve γ.
Lemma 12.19. On the Klein bottle, every simple-tight wallsystem W is
minimally crossing and consists of r ≥ 0 walls of class R, s ≥ 0 walls of class
S, and m ≥ 0 walls of class T t′Uu′ (where (t′, u′) ∈ N2 a primitive vector).
Therefore, the wallystem depends on four parameters r, s, t = mt′, u = mu′ ∈
N. Its area is
Area(W ) =
r(r − 1)
2
+
s(s− 1)
2
+ tu+ su+ ru.
The minlengths of the simple curves are
(27)
minlenW (R) = r + u, minlenW (T ) = 2u
minlenW (S) = s+ u, minlenW (U) = 2t+ r + s.
The wallsystem is even if and only if the numbers r, s, u have the same parity.
Proof. Let W be a simple-tight wallsystem. By lemma 12.8 it must be
minimally crossing. It consists of walls
wi ' UuiT ti for 0 ≤ i < m,
wRj ' R2aj+1 for 0 ≤ j < r,
wSk ' S2bk+1 for 0 ≤ k < s,
with ui, ti, aj , bj ∈ N. The minlength of any closed curve γ is the sum of
its min-crossings with the walls, according to (25). In particular, according
to the formulas for mincr(γ,w) on the Klein bottle (see Lemma 12.18), the
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simple curves R,S, T, U have
minlenW (R) =
∑
i mincr(R,wi)︸ ︷︷ ︸
=ui
+
∑
j mincr
(
R,wRj
)︸ ︷︷ ︸
=1
+
∑
k mincr
(
R,wSk
)︸ ︷︷ ︸
=0
=
∑
iui + r
minlenW (S) =
∑
i mincr(S,wi)︸ ︷︷ ︸
=ui
+
∑
j mincr
(
S,wRj
)︸ ︷︷ ︸
=0
+
∑
k mincr
(
S,wSk
)︸ ︷︷ ︸
=1
=
∑
iui + s
minlenW (T ) =
∑
i mincr(T,wi)︸ ︷︷ ︸
=ui
+
∑
j mincr
(
T,wRj
)︸ ︷︷ ︸
=0
+
∑
k mincr
(
T,wSk
)︸ ︷︷ ︸
=0
= 2
∑
iui
minlenW (U) =
∑
i mincr(U,wi)︸ ︷︷ ︸
=2 ti
+
∑
j mincr
(
U,wRj
)︸ ︷︷ ︸
=2 aj+1
+
∑
k mincr
(
U,wSk
)︸ ︷︷ ︸
=2 bk+1
= 2
∑
iti +
∑
j(2 aj + 1) +
∑
k(2 bk + 1).
Note that the minlengths of the curves R,S, T are already as stated in
(27), if we define u :=
∑
i ui and t :=
∑
i ti.
We note the following facts:
• Each orientation-preserving wall w ' T tiUui must have (ti, ui) ∈ N2
primitive. If this is not true, then by lemma 12.14 the wall can be
split into k walls of class T ti/kUui/k (where k ∈ N and (ti/k, ui/k) ∈
N2 is primitive). This does not decrease the minlength function of
W , according to the formulas in Lemma 12.18. (In fact, on any
minimally crossing wallsystem on any surface we can perform the
splitting of Lemma 12.14 without affecting the minlength function.
This is done in [Gra94] and follows from the formulas in [GS97b,
Thm. 7], in the case of surfaces with strictly negative Euler charac-
teristic.)
• Each orientation-reversing wall must be of primitive class. (This
implies that all numbers aj and bk are zero, so the minlength of T is
as stated in (27).) Indeed, by Lemma 12.16, each wall w ' R2aj+1
can be split into aj walls of class R
2 = T and one wall of class
R. This only reduces the minlength of the non-trivial odd multiples
of R, which are not simple. (This is also true on general surfaces;
see [GS97b, Thm. 7].) In particular, note that minlength of U is
not changed because aj decreases to 0 but
∑
i ti increases the same
number of units.
• Finally, all orientation-preserving walls wi ' T tiUui must be homo-
topic to each other. If this is not true, we can perform uncrossings
as follows. Orient each wall wi so that wi ' T tiUui as oriented
curves (and remember that ti, ui ≥ 0). Consider the 2-to-1 torus
cover T2 pi→ M . The preimage pi−1(wi) of each wall wi consists of
two walls, a red ascending wall w+i ' T tiUui and a blue descending
wall w−i = R
(
w+i
) ' T tiU−ui . (If ui = 0, we choose the colors
arbitrarily.) If there are red walls with different homotopy classes,
then they cross at some point p ∈ T2, according to the min-crossing
formulas on the torus (Lemma 12.17). Then we split the crossing of
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W at pi(p) ∈M in the way that respects the orientation of the walls.
This implies that on the wallsystem pi−1(W ) on the torus T2, the
crossing between red walls at p and the crossing between blue walls
at R(p) are both split. After the uncrossing, the list of homotopy
classes T tiUui of the red walls w+i (and the list of homotopy classes
T tiU−ui of the blue walls w−i = R(w
+
i )) may be different from be-
fore, but the sum
∑
i(ti, ui) = (
∑
i ti,
∑
i ui) =: (t, u) ∈ N2 has not
changed, because after the red curves are made of the same oriented
pieces as before.
The fact that ti, ui ≥ 0 also remains true. Indeed, suppose some
ui is negative after the uncrossing, and consider the minlength of
T . Before the uncrossing we had minlenW (T ) = 2
∑
i ui and af-
ter the uncrossing we have minlenW (T ) ≥ 2
∑
i |ui|, because a wall
w+i ' T tiUui with (ti, ui) ∈ Z2 on the torus has mincr(T,wi) = |ui|,
and w−i ' T tiU−ui has mincr(T,Ui) = |ui|. Since the number
∑
i ui
has not changed, and the number minlenW (T ) cannot be increased
during the uncrossing, it follows that we still have ui ≥ 0 (and
minlenW (T ) is unchanged). In a similar way we see that ti ≥ 0,
because minlenW (U) =
∑
i ti + r + s before the uncrossing and
minlenW U ≥
∑
i |ti|+ r+ s after the uncrossing. The minlengths of
R,S, T, U do not change, because they only depend on r, s, t, u.
This finishes the proof that every simple-tight wallsystem W on the Klein
bottle is as stated, in terms of the four parameters r, s, t, u ∈ N, and the
minlengths of R,S, T, U are as given in (27). The number of self-crossings
of the wallsystem W is r(r−1)2 +
s(s−1)
2 + tu+ su+ ru because:
• Each pair of walls of class R crosses once, and this gives the term
r(r−1)
2 , and the term
s(s−1)
2 is obtained in a similar way.
• Each of the m walls of class T t′Uu′ self-crosses t′u′ times, and each
pair of walls of this class crosses 2 max{t′u′, t′u′} = 2t′u′ times, so
we get mt′u′ + m(m−1)2 2t
′u′ = m2t′u′ = tu crossings.
• Each of the k walls of class T t′Uu′ crosses each of the walls of class
R at u′ points, so we get rmu′ = ru crossings in this way, and in a
similar way we obtain the term su.
Regarding the parity of the wallsystem W , note that for the wallsystem to be
even, it is necessary that r, s, u have the same parity, because minlenW (R) =
r+ u is even if and only if r and u have the same parity and minlenW (S) =
s + u is even if and only if s and u have the same parity. Reciprocally, if
r, s, u have the same parity, then the other simple curves T,U have even
minlength minlenW (U) = 2t + r + s and minlenW (T ) = 2u. Any closed
curve can be broken into simple curves, so the wallsystem is even if and
only if the numbers r, s, u have the same parity. 
We are now ready to prove the main theorems of this section.
Proof of Thm. 12.6. Let W be a wallsystem on the Klein bottle such that
LenW (R) ≥ n and LenW (U) ≥ n. We must prove that Area(W ) ≥ n(n−1)2 .
We may split crossings that do not reduce the minlength of R,S, T, U until
the wallsystem W is simple-tight, so by Lemma 12.19, it depends on four
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numbers r, s, t, u ∈ N, and we have LenW (R) = r + u and LenW (T ) =
2t+r+s. We must minimize Area(W ) = r(r−1)2 +
s(s−1)
2 +u(t+s+r) under
the restrictions r + u ≥ n and 2t+ r + s ≥ n, while keeping r, s, u with the
same parity so that W is even. We may assume that r ≤ n, otherwise the
first term of Q is already greater or equal than n(n−1)2 . Then we perform
the following operations that reduce the area of W without violating the
constraints:
• Reduce r, s, t, u as much as possible, until r + u = 2t + r + s = n,
keeping r, s, u with the same parity.
• Reduce s in two units and increase t in one unit, and repeat this
operation until s is either 0 (if r, s, u are even) or 1 (if r, s, u are
odd).
If s = 0, then we can write in terms of r the other variables u = n− r and
t = n−r2 , so the area is
Area(W ) =
r(r − 1)
2
+ (n− r)
(
n− r
2
+ r
)
= 12
(
r(r − 1) + (n− r)(n+ r)) = 12 (n2 − r) ≥ 12 (n2 − n) ,
as we wanted to prove. In the case s = 1, we have u = n− r and t = n−r−12 ,
so
Area(W ) =
r(r − 1)
2
+ (n− r)
(
n− r
2
+ r − 1
2
)
=
1
2
(
n2 − r)− 1
2
(n− r) = 1
2
(
n2 − n) . 
This finishes the proof of Thm. 12.1 that every Mo¨bius band M with
self-reverse Finsler metric F that fills isometrically its boundary of length
2L has AreauHT(M,F ) ≥ 2L2.
Proof of Thm. 12.4. We must minimize the area of W keeping the lengths
of the four non-trivial simple curves ≥ n (because on every surface there is a
shortest non-contractible curve that is simple). So we have to minimize the
function Area(W ) = r(r−1)2 +
s(s−1)
2 +u(r+s+t) of the variables r, s, t, u ∈ N
under the constraint that u + r, u + s, 2u, 2t + r + s ≥ n, and r, s, u are of
the same parity. If u ≤ n, then we perform on W the following reductions:
• If u+ r > n, we reduce r in two units and increase t in one unit, and
repeat until u+ r = n. In the same way we reduce s and increase t
until u + s = n. Note that r = s ≤ n2 because u ≥ n2 , according to
one of the constraints.
• Then we reduce t as much as possible, until 2t + r + s = n. This
equality is attained because we ensured that r+s ≤ n in the previous
step.
At this point we can express in terms of r the other variables s = r, t = n2−r
and u = n− r, so
Area(W ) = r(r − 1) + (n− r)
(n
2
+ r
)
=
n2
2
+
(n
2
− 1
)
r ≥ n
2
2
.
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In case when u > n, we do as follows. Since u ≥ n, the constraints
r + u, s + u, 2u ≥ n are satisfied, so we only need to care about keeping
2t+ r+ s ≥ n and the parity condition. If u, r, s are odd, subtract one unit
from each and increase t in one unit so that 2t+r+s does not change. This
reduces the area and leads us to the case in which r, s, t are even and u ≥ n.
Then we repeateadly decrease r or s in two units and increase t in one unit
until r = s = 0. At this point the only non-zero variables are t, u ∈ N that
satisfy u ≥ n and 2t ≥ n, so
Area(W ) = tu ≥ n
2
2
. 
This finishes the proof of Theorem 12.2 that any self-reverse Finsler metric
on the Klein bottle with systole ≥ L has AreauHT ≥ 2L2.
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13. Discretization of directed metrics on surfaces
In this section we present some theorems whose detailed proofs will be
given in a later publication.
So far we have only discussed a discrete model when the Finsler met-
ric on the surface is self-reverse. So, for example, our discrete analogue
of Ivanov’s cyclic content is also restricted to this case. However, Ivanov’s
original continuous argument works equally well for directed Finsler met-
rics. There is also a systolic inequality proved by A´lvarez-Paiva–Balacheff–
Tzanev [A´BT16], according to which the smallest area that a Finsler 2-torus
of systole L can have is 32L
2 if the metric is directed, and this contrasts with
the smallest area that can be attained by a self-reverse metric, that is 2L2, as
proved by Sabourau [Sab10, Thm. 12.1]. Both bounds are attained by flat
metrics.44 Moreover, the systolic inequality for projective planes (Pu’s in-
equality) has not been proved to hold for directed metrics; so far it has only
been proved for self-reverse Finsler metrics [Iva11a]. Therefore it would be
convenient to have a discrete model for directed Finsler metrics on surfaces
(and for manifolds of higher dimension as well).
The idea of using a wallsystem made of random planes can only work
for self-reverse metrics in dimension 2, since it relies on integral-geometric
Crofton formulas that are only available when the normed plane embeds
isometrically in L1, or equivalently, when the dual unit ball can be approx-
imated arbitrarily well by a zonotope, that is, a polyhedron that is the
Minkowski sum of some straight segments. This happens to be the case for
all self-reverse norms in dimension 2, but not for directed metrics nor in
higher dimensions (see the preface to [Pog79]). So what shall we do?
The reduction of wallsystems on the disk using Steinitz moves was appar-
ently rediscovered at least twice: first by Schrijver [Sch91], who, motivated
by a problem of routing wires on integrated circuits, was studying a prob-
lem mathematically similar to ours (tightening wallsystems while preserv-
ing minlength function), and independently by Curtis–Ingerman–Morrow
[CIM98] and Colin de Verdiere–Gitler–Vertigan [VGV96] who used them
to simplify electrical networks on the disk. The electrical networks were
provided with coefficients (the electrical resistance), and by discarding the
coefficients we can get the square-celled surfaces and wallsystems that we
considered here. In 2006, Postnikov described a cell decomposition of the
totally positive Grassmanian that involved certain networks on the disk
that are a directed analogue of the electrical networks [Pos06]. Based on
the combinatorics of his networks (called perfectly oriented plabic graphs),
and discarding the coefficients that Postnikov used (the directed analogue of
electrical resistance), it is possible to construct discrete versions of directed
Finsler surfaces, that will be called fine surface ; they are the Poincare´ du-
als of perfectly oriented trivalent plabic graphs. To keep this presentation
self-contained, I will describe the discrete directed metrics independently of
the work by Postnikov that originally inspired this discretization.
44The theorem of Paiva-Balacheff-Tzanev has the following discrete version: for each
n ∈ N, if a lattice polygon touches each line ax + by = n defined by a non-zero point
(a, b) ∈ Z2, then the area of the polygon is at least 3
2
n2. Is there a discrete proof, that
only uses lattice polygons? (See also [BR15, Prob. 9.23].)
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I call these discrete structures “fine complexes” (and, in particular, “fine
surfaces”) for reasons that will become clear below. However, I recently
found that fine complexes are a simplicial sets, which where described al-
ready in 1950 by Eilenberg–Zilber [EZ50]. More precisely, a fine complex is
a simplicial set endowed with a metric that comes naturally from the simpli-
cial set structure. Simplicial sets are widely employed to model the topology
of spaces. However, their natural metric, that enables them to model the
geometry as well, has not been exhibited before.
13.1. Fine metrics on graphs and fine surfaces. Let G be a connected
undirected graph and let F be a directed integral metric on G, that is,
a function
−→
E (G) → N where −→E (G) is the set of directed edges of G. The
length LenF (γ) of a directed path or cycle γ in G is defined as the sum of
the lengths of the directed edges of γ, and the distance dF (x, y) between
two vertices x, y ∈ V (G) is the minimum length of a path from x to y. The
function dF : V (G) × V (G) → N is a directed distance function on the set
of vertices V (G).
A directed distance function on a set X is a function d : X × X →
[0,+∞) such that d(x, x) = 0 and d(x, z) ≤ d(x, y)+d(y, z) for every x, y, z ∈
X. Note that we may have d(x, y) = 0, which does not imply that d(y, x) =
0. The distance function is called non-degenerate if
d(x, y) = 0 and d(y, x) = 0 together imply that x = y
for every two points x, y ∈ X. The metric F is called non-degenerate if dF
is non-degenerate.
The size (or uHT volume) of an edge e ∈ E(G) according to the integral
metric F is VoluHT(e, F ) = F (v) + F (−v) ∈ N, where v,−v are the two
directed edges v,−v that become e when their orientation is discarded. An
edge e is called degenerate if its size is zero. Note that a non-degenerate edge
may be refined (subdivided) into Vol(e) edges of size 1 without affecting the
length of paths. An edge of size 1 is called a fine edge because it cannot
be refined further. The metric F is called a fine metric if all the edges are
fine.
A fine metric F on a graph G is equivalent to an orientation of the graph
edges, but the orientation is interpreted as follows. It is possible to travel
along an edge in both directions. In the reverse direction the trip is free
of charge, and in the forward direction it gives rise to a “fine” of one unit.
Note that the distance dF is non-degenerate if and only if the orientation of
the edges is acyclic.
Our discrete directed surfaces will have fine graphs as 1-skeletons. What
about 2-dimensional cells?
Recall that in the self-reverse theory, our way to impose a discrete metric
on a surface M is to embed a bipartite graph M≤1 into M . We also required
that each of the complementary regions be a four-sided topological disk.
However, if the cell is 2n-sided (and this would happen if we dualized a
wallsystem where n walls cross at a single point), then we can subdivide the
2n-gon into n(n−1)2 square-cells without modifying the distances between
the original points (which corresponds to perturbing the walls so that the
multiple crossing is decomposed into n(n−1)2 simple crossings).
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Something similar can be done in the directed theory. Suppose a fine
graph (G,F ) is embedded in a surface M , so that each complementary
region is a disk whose boundary is a fine cycle. We will subdivide this disk
into fine triangles.
A fine simplex is a combinatorial simplex with a non-degenerate fine
metric on its 1-skeleton, which is a complete graph. The non-degeneracy
condition implies that the edges are directed acyclically, therefore they in-
duce a total order on the vertices, the unique total order ≺ that satisfies
d(x, y) =
{
1 if x ≺ y,
0 otherwise.
This order is called the fine order of the vertices. A regular fine complex
is a combinatorial object made of fine simplices glued face to face, respecting
the orientation of the edges. In particular, a regular fine surface is a
combinatorial surface made of fine triangles glued side to side, respecting
the orientation of the edges. The area of the surface is the number of fine
triangles that it contains.
13.2. Directed version of the filling area conjecture. A fine cycle
graph C is denoted Ca,b if LenF (C
+) = a and b = LenF (C
−) = b, where C+
is C oriented in some way and C− is C oriented in the opposite way. Note
that there are many different fine cycles Ca,b.
An isometric filling of a fine cycle C is a fine surface M with ∂M = C
and such that dM (x, y) = dC(x, y) for every two boundary vertices x, y ∈
V (C).
A fine cycle C = Ca,b can be filled isometrically with a fine disk.
Exercise 13.1. Using fine triangles, maybe more than necessary, construct
a disk that fills isometrically the fine cycle Ca,b.
The fine filling area of the fine cycle C = Ca,b is the minimum area of
a fine surface that fills isometrically the cycle C. It can be proved that this
number depends only on the lengths a = Len(C+) and b = Len(C−).
The directed versions of the continuous and discrete FAC are the follow-
ing.
Conjecture 13.2 (Directed Finsler FAC). If a surface M with a directed
Finsler semimetric F fills without shortcuts a Finsler closed curve (C,G)
with LenG(C
+) = a and LenG(C
−) = b, then AreauHT(M,F ) ≥ ab2 .
Conjecture 13.3 (Directed discrete FAC, or fine FAC). Every fine surface
M that fills isometrically a fine cycle C = Ca,b has Area(M) ≥ 2ab− a− b.
My main theorems about these conjectures are the following.
Theorem 13.4. The directed discrete FAC holds when M is homeomorphic
to a disk.
Theorem 13.5 (Equivalence between discrete and continuous directed FACs).
Conjectures 13.2 and 13.3 are equivalent, and the equivalence holds sepa-
rately for each topological class of surfaces M .
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Figure 11. A fine disk M that fills isometrically a cycle Ca,b
and has Area(M) = 2ab− a− b for a = 2 and b = 3.
An outline of the proofs is given below and the detailed proofs will appear
in another publication.
The proof that the fine FAC implies the directed Finsler FAC is similar
in structure to the proof of the analogous statement for self-reverse metrics,
Theorem 6.14. The main change is that the Lemma 7.1 is replaced by the
following lemma.
Lemma 13.6 (Discretization of directed integral seminorms on the plane, or
fine torus lemma). Let K ⊆ R2 be a nondegenerate integral convex polygon
that contains the origin. Define the integral seminorm v ∈ Z2 7→ ‖v‖K :=
maxφ∈K φ(v). Then there is a Z2-periodic fine structure F˜ on R2 that con-
tains exactly 4|K| fine triangles, up to integer translations, and such that
d
F˜
(x, x+ v) = ‖v‖K
for every vertex x of F˜ and every integral vector v ∈ Z2.
Note that the fine structure F˜ yields a fine structure F on the torus
M = R2/Z2. An interesting property of F is that the homotopy classes of its
Postnikov strands (defined in the next subsection) are the counterclockwise
sides of the polygon K, broken into primitive integral vectors and rotated
a quarter turn. The construction of the fine structure F˜ has many steps in
common with the proof of [GK13, Thm. 2.5.i)], however, the proof that this
fine structure has the desired area and distances is not trivial.
The proof that the directed Finsler FAC implies the fine FAC is based on
a method for transforming every regular fine surface M into a polyhedral-
Finsler surface (|M |, F ). The polyhedral surface |M | is just the geometric
realization (as described by Milnor [Mil57]) of the fine surface M , considered
as a simplicial set. It is a surface made of copies of the standard triangle
T = {(x, y) ∈ R2 : 0 ≤ x ≤ y ≤ 1}, with ordered vertices (0, 0) < (0, 1) <
(1, 1). On each copy of this triangle T we put the standard seminorm
‖(v0, v1)‖ = max{v0, v1, 0} to obtain the polyhedral-Finsler semimetric F .
If the original fine surface M is an isometric filling of its boundary, then the
surface (|M |, F ) becomes an isometric filling of its boundary after we insert
some “eyes”. The eyes are copies of the standard triangle where one of the
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(a) The integral polygon K =
Conv{(1, 0), (0, 1), (−1, 0), (−1,−1)},
whose counterclockwise sides are
the vectors (−1, 1) (green), (−1,−1)
(blue), (0,−1) (magenta) and (2, 1)
(red).
(b) The periodic fine structure on R2
restricted to the unit square [0, 1]2. If
we glue the opposite sides of this square
we obtain a fine torus whose Postnikov
strands are closed curves of homotopy
classes (1, 1) (green), (−1, 1) (blue),
(−1, 0) (magenta) and (1,−2) (red).
Figure 12. Example of an integral norm ‖−‖K given by its
dual unit polygon K ⊆ R2 and a Z2-periodic fine structure
on R2 such that d(x, x + v) = ‖v‖X for every vertex x and
every integral vector v ∈ Z2.
sides is collapsed to a single point. Curiously, the surface with eyes is the
geometric realization (|Meyes|, F ) of a modified simplicial set Meyes.
13.3. Duality between fine surfaces and plabic graphs. Let M be an
oriented fine surface and let G be its 1-skeleton graph. We can construct a
trivalent perfectly oriented plabic graph G∗ that is dual to G, as follows.45
The graph G∗ will have exactly one vertex inside each fine triangle of M .
The vertex is black (and the triangle is also called black) if the boundary
of the triangle is mostly counterclockwise (that is, it has two edges with
counterclockwise orientation and only one edge with clockwise orientation),
and white if the boundary is mostly clockwise. To obtain the edges of G∗
we rotate each fine edge e of M in the counterclockwise direction, about
one quarter turn, obtaining a directed edge e∗ that connects the two colored
vertices separated by e, or connects one vertex to the exterior of the surface
if e is a boundary edge of M . Note that every vertex of G∗ has valency 3.
Each black vertex has two edges oriented outwards and one inwards, and
each white vertex has two edges oriented inwards and one outwards.
Before outlining the proof of Theorem 13.4, we translate to the language
of fine surfaces some features of Postnikov’s theory [Pos06] that are needed
here:
45Postnikov’s original plabic graphs [Pos06] are PLAnar and BIColored. Our plabic
graphs are more general because they are embedded in a surface rather than in the plane.
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• Any fine disk can be tightened or reduced using Postnikov’s reduc-
tions,46 that are operations that reduce the area without changing
boundary distances.
• On any fine surface, we define Postnikov’s trips or strands, that
are the maximal directed curves that follow the rules of the road :
– A strand may only intersect the 1-skeleton of M at the midpoint
of a fine edge e. If e is an interior edge, then the strand must
cross the edge, and if e is a boundary edge, then the intersection
must be the beginning or the end of the strand.
– Inside each fine triangle with vertices (vi)0≤i<3, a strand must go
straight from the midpoint of one edge [vi, vi+1] to the midpoint
of the edge [vi+1, vi+2], that is cyclically next according to the
fine order of the vertices. (The indices are considered integers
modulo 3.)
Note that each strand is either closed or a path from boundary to
boundary.
Note that when an edge e separates two triangles of different color,
the midpoint of e is topologically a crossing between strands, and
if the colors at either side of e are the same, then the midpoint of
e is topologically a tangency between strands that have opposite
directions. In this case, we may modify the point of crossing of the
strands with the edge so that they do not intersect. In this way we
obtain another version of the systems of strands, without tangencies.
• A fine disk M is tight (its area cannot be reduced by Postnikov
reductions and moves) if and only if its strands form a directed
pseudoline arrangement (or DIPLA); this means that for any
two points x, y ∈ M , there is at most one trip from x to y along
a strand, in the direction of the strand. Equivalently, the system
of strands is a DIPLA if and only if they are simple paths that
do not form any directed bigon, that is a bigon with vertices x, y
where the two sides are directed from x to y. (Note that a finite
set of maximal geodesics of a simple Finsler disk necessarily form a
directed pseudoline arrangement.)
• Two tight fine disks that have the same boundary are equivalent by
Postnikov moves if and only if their Postnikov strands induce the
same permutation of the boundary.
• (This is not in Postnikov’s paper.) On a fine surface (M,F ) one
can consider the short functions (or short 0-forms), that are
the functions h : M0 → Z that satisfy h(y) − h(x) ≤ dM (x, y)
for each x, y ∈ M0. More generally, one can define short maps
h : M0 → Z0, that satisfy
dZ(h(x), h(y)) ≤ dM (x, y) ∀x, y ∈M0.
The above definition is obtained when Z = Z and dZ(m,n) =
max{n−m, 0}, which is the standard fine distance in Z.
46Postnikov distinguished between reductions (that are irreversible operations) and
moves (whose inverse operation is also a move), however, I call all the operations
reductions.
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The differential θ = dh of a short function h : M0 → Z is an
exact calibration, that is a kind of 1-form. A 1-form is a function
θ :
−→
M1 → Z (where −→M1 is the set of directed edges of G) that
satisfies θ(−e) = −θ(e). A calibration is a 1-form that is closed
(its integral over the boundary cycle of each oriented triangle is zero)
and bounded above by the metric F (in the sense that θ(e) ≤ F (e)
for each directed edge e ∈ −→M1).
For any calibration θ we can define a new fine metric F ′ = F − θ.
The distances dF and dF ′ on the set of vertices M
0 are different, but
the shortest paths of both metrics are the same, and the triangular
defects d(x, y) + d(y, z) − d(x, z) also coincide. This implies that
on each triangle, the ordering of the vertices induced by the fine
structure only changes by a cyclic shift (check it!), so the Postnikov
strands of both metrics F and F ′ are the same.47
Reciprocally, if (M,F ) is a fine surface and F ′ is a new fine metric
on (M,F ) that induces the same cyclical order as F on each triangle,
then the difference θ = F − F ′ is a calibration 1-form with respect
to F (a closed 1-form bounded above by F ).
These facts also hold for a simplicial complex of any dimension,
with a fine metric on its 1-skeleton. (But note that Postnikov strands
are only defined on surfaces.)
• Fix a fine disk (M,F ), where F is considered as a orientation of
the edges. Let a (resp. b) be the number of counterclockwise (resp.
clockwise) boundary edges. The replacement of F by F ′ = F − θ
is called a perfect reorientation of F in Postnikov’s theory. It
preserves the cyclic order of each triangle. Let SF ′ be the set of
boundary edges that are oriented counterclockwise by F ′; it also has
a elements. The family of all sets SF ′ (for all perfect reorientations
F ′ of F ) is a matroid of rank a on the set of a + b boundary edges
E(∂M), called the positroid of (M,F ).
A minimum fine disk that fills isometrically Ca,b can be obtained as fol-
lows.
Example 13.7 (Minimal fine disk that fills isometrically Ca,b). Pick any fine
disk that fills isometrically Ca,b, as described above. Then apply Postnikov’s
reductions. To compute the number of cells we do as follows. According to
Postnikov [Pos06], each fine disk corresponds to a d-dimensional cell of the
totally non-negative Grassmanian Gtnnk,n , where k = a and n = a + b. If the
fine disk is reduced, it has d+ 1 vertices (because the dual plabic graph has
d+ 1 faces, according to [Pos06, Thm. 12.7]). Then the number of faces of
the fine disk (M,F ) is |M2| = 2d − a − b.48 Since the totally non-negative
Grassmanian has dimension k(n − k) = ab, it follows that the fine disk is
47If the fine surface is oriented, one can color each fine triangle black if the fine total
ordering of its vertices is anticlockwise, or white if it is clockwise, and this colors do not
change when we switch from F to F ′.
48This follows from Euler’s formula 1 = χ(M) = v − e+ f , where e = |M0|, e = |M1|
and f = |M2| are the numbers of vertices, edges and triangular faces of the fine disk.
To express f in terms of d we substitute v = d + 1 and e = 3f+a+b
2
. The last formula
is obtained by counting incidences of 2-dimensional faces on edges, taking into account
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made of 2ab− a− b triangles at most. But we will see that no fine disk that
fills isometrically Ca,b can have less than 2ab− a− b cells.
The filling described above corresponds to the top cell of the totally non-
negative Grassmanian.
Proof of Theorem 13.4. Let (M,F ) be a fine disk that fills the cycle C = Ca,b
isometrically. We must prove that |M2| ≥ 2ab− a− b. Every short function
hC : C → Z can be extended to a short function h on M , and in fact the
minimum extension is given by Whithney’s formula49 [Whi34]
h(x) = max
y∈C
hC(y)− dF (x, y).
This implies that all reorientations of the boundary (that preserve the num-
bers a = Len(+∂M) and b = Len(−∂M)) can be attained. In other words,
the positroid of (M,F ) is full (the uniform matroid), so the fine disk (M,F )
corresponds to the top cell of the totally nonnegative Grassmanian [Pos06].
This implies that (M,F ) has at least 2ab − a − b triangles, because it has
exactly 2ab− a− b triangles after reduction by Postnikov’s operations. 
Another proof of the FAC for fine disks can be obtained using a discrete
version of Ivanov’s cyclic content based on discrete differential forms on
triangulated surfaces. The wedge product that must be used is the one
defined by Castrillon Lopez, described in [Hir03].
Yet a third proof of the FAC for fine disks can be obtained by tightening
and then using the following lemma.
Lemma 13.8 (Boundary distance formula for tight fine disks). Let (M,F )
be a tight fine disk, let x, y ∈ ∂M , and let γ be one of the two simple curves
from x to y along ∂M . Then d(x, y) = Len(γ) − n, where n is the number
of Postnikov strands that form an oriented bigon with γ.
Proof (sketch). The proof is by induction. As proved by Postnikov [Pos06],
the tight disk M is equivalent by Postnikov moves to a disk M ′ that can be
obtained from a single triangle by attaching boundary triangles or lozenges
(pairs of triangles) along the boundary. Then to finish this proof one must
show that the formula holds for a single triangle and continues to hold after
each boundary triangle or lozenge is attached. 
In the detailed proof of the last lemma, the following fact is useful.
Lemma 13.9 (Alternative for fine graphs). Let (G,F ) be a non-degenerate
fine graph and let y, x, x′ ∈ V (G) be vertices such that x, x′ are connected by
an edge e ∈ E(G). Then exactly one of the two following equalities holds:
d(x, x′) + d(x′, y) = d(x, y) or d(x′, x) + d(x, y) = d(x′, y).
The proof of Lemma 13.9 is trivial but the fact is curious because an
analogous proposition in continuous (Finsler) geometry would be ridiculous.
A corollary of Lemma 13.8 is the following characterization of geodesics.
that each triangular face incides on three edges, the “exterior face” incides on the a + b
boundary edges, and each edge is incided on twice.
49This formula was similarly used in the proof of [CD16, Thm. B].
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Theorem 13.10. In a tight fine disk (M,F ), a path γ in |M1| from bound-
ary to boundary is a shortest path if and only if it does not form directed
bigons with the Postnikov strands.
Using fine surfaces it is also possible to prove Pu’s inequality for directed
Finsler metrics (an original result), which follows from the following discrete
version.
Theorem 13.11. Let (M,F ) be a fine surface homeomorphic to the pro-
jective plane, such that the length of every non-contractible closed curve is
≥ n. Then the number of triangles of M is at least 2n(n− 1).
The proof is based on the following lemma. A bi-shortest path is a
shortest path from x to y whose reverse is a shortest path from y to x.
Lemma 13.12. Let M be a tight fine disk, and let x, y ∈ ∂M be two bound-
ary vertices. Then there is a tight fine disk M ′, that has the same boundary
and boundary distances than M (therefore it is equivalent to M by Postnikov
moves), and such that the points x, y are joined by a bi-shortest path along
M ′.
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14. Work to do next
We finish this thesis with a list of questions, ideas and plans.
14.1. Minimum filling by integer linear programming. The problem
of minimally filling a 0-dimensional cycle with integer (resp. binary) coeffi-
cients is the optimal transportation problem (resp. the optimum matching
problem), which can be solved efficiently by linear programming. The poly-
tope of feasible solutions is integral by a theorem of Birkhoff-von Neumann
(resp. Edmonds). The Birkhoff-von Neumann theorem says that the mini-
mum transportation cost is not reduced if we allow splitting each load into
pieces.
The problem of isometrically filling the 1-dimensional cycle C2n can also
be approached by linear programming. The first step is to restrict the space
of possible isometric fillings. For each fixed n, all even isometric square-
celled fillings of C2n can be mapped into a large but finite graph C2n ⊇ C2n,
called the injective hull of C2n.
50 The hull is an n-cube graph (0− 1)n with
many additional diagonal edges.51 Then each oriented (resp. unoriented)
filling of C2n can be expressed as a linear combination of directed 4-cycles of
C2n with positive integer (resp. binary) coefficients, and the total area is a
linear function of these coefficients (resp. the Hamming weight). If we allow
rational linear combinations, that correspond to fillings by rational chains
instead of surfaces, then the fillings form a polyhedron, whose integral points
correspond to oriented square-celled fillings, so the filling area problem is a
problem of integer linear programming (resp. some error-correcting code).
If the cosmos favors us, these problems will have a special structure that
will allow us to solve them efficiently, as happened with the problems of
minimal filling of 0-dimensional cycles (optimal transportation and optimal
matching).
Let us stick to the case of oriented fillings. If all the vertices of the
polyhedron of fillings are integral,52 then our integer linear programming
problem will relax to linear programming with rational variables, that may
be easier to solve (note however that the size of this problem is already
exponential on n). For each n we would then have
fQ(n) := FillQ AreauHT(C2n) = FillZ AreauHT(C2n) =: fZ(n) ∈ Z.
Burago and Ivanov have already proved [BI02], based on the work by
Busemann-Ewald-Shephard [BES63], that there are Finsler chains with ra-
tional coefficients that can isometrically replace a Euclidean disk but have
50Metric injective hulls were discovered and constructed (for self-reverse continuous
metrics) by Isbell [Isb64]. Here we need the injective hull C2n of C2n in the category
of bipartite discrete self-reverse metric spaces, that are metric spaces where d(x, y) =
d(y, x) ∈ N, each vertex has one of two colors and d(x, y) is even if and only if x, y have
the same color). Isbell also proved that every non-positively curved square-celled disk is
injective (the proof is easier in the discrete category), and this implies that it is the unique
minimum filling of its boundary distance.
51If we disallow using the diagonal edges, then no filling can have less than n(n−1)
2
squares. This is proved in [Dot16, 5.2; k=2].
52I briefly tested this recently (only for n = 3, with a quick script), and I only found
vertices with 0− 1 coordinates.
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less area than the disk (I computed an approximate version of their ex-
ample and got a saving of about 5 parts in 10.000). Since a hemisphere
can approximately be made of Euclidean disks, this implies that the (self-
reverse) rational Finsler filling area of the circle is a nontrivial constant
strictly smaller than the area of the hemisphere (with the same saving as
the disk or perhaps more). By discretization, this implies that the mini-
mum number of squares f(n) ≤ 2n(n − 1) is a nontrivial rational number
for sufficiently large n. Task: Find the first (or some) of these nontrivial
values. Note that if the polyhedron of fillings has integral vertices, then the
function fZ : N → N will also be non-trivial (and the Finsler FAC will be
false).
I suspect that fine surfaces are better behaved, so I would rather com-
pute the fine filling area of the fine cycle C = Ca,b that has a = Len(C)
positive edges and b = Len(−C) negative edges (the order in which they are
distributed is irrelevant). So we should calculate
fZ(a, b) := FillZ Areafine(Ca,b) ∈ Z,
fQ(a, b) := FillQ Areafine(Ca,b) ∈ Q,
(the fine area is just the number of triangles of a surface), and again the
second function is guaranteed to be nontrivial (< 2ab− a− b for sufficiently
large a, b). To handle the problem as a linear programming problem one
can construct fine injective hull by copying the continuous directed version
[KKO12] in the category of discrete directed metric spaces. If the vertices
of the feasible polyhedron are integral, then the two functions fQ and fZ
will be equal, and we will have a nontrivial function N × N → N. Another
reasonable question is whether f(n, n) = 4 f(n) (both for fQ and for fZ).
14.2. Poset of minlength functions and algorithms. Consider only
even wallsystems W on a fixed topological surface M , where ∂W = W ∩
∂M =: T is also fixed. Consider the poset of tight wallsystems [W ], ordered
by their minlength function: [W ′] ≤ [W ] if and only if Len[W ] ≤ Len[W ′].
The following is known (see also [Sch03]):
• If M is a projective plane, then a tight even wallsystem is charac-
terized by the systole n ∈ 2N so the poset of minlength functions is
isomorphic to N.
• If M is a disk with ∂M = C2n (equivalently, |T | = 2n), then the
poset is graded by the number of crossings of each wallsystem, and
there is an explicit characterization53 of the order relation: [W ′] ≤
[W ] if and only if [W ′] can be obtained from [W ] by uncrossings. We
will say that (M,T ) has the descent property when this happens.
The descent property in this case follows from the Okamura-Seymour
theorem [OS81].
• A simpler variation of the last case is the following: if M is a disk
with ∂M = C2n, and we fix two antipodal boundary vertices a, b, and
restrict to the tight wallsystems [W ] such that dW (a, b) = n, then
these wallsystems form an upwards-closed subset of the poset of all
53The definition of [W ′] ≤ [W ] by minlength function is considered implicit because it
says how to verify that [W ′] ≤ [W ], but not how to generate those [W ′] that are smaller
than a given [W ].
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tight wallsystems. (Actually, it is an interval since it has bottom and
top element.) This poset is isomorphic to the set of permutations
Sn (because each wall goes from one component of ∂M \ {a, b} to
the other, hence the wallsystem defines a permutation of n objects)
with the strong Bruhat order. One can also consider M as a minimal
bigon, whose sides are the two pieces of boundary that go from a to
b. In this case the proof of the descent property is simpler and can
be found in [Zha07, Prop. 3.1]. The poset is graded by area.
• If M is a torus, then the minlength function of each W is an even-
valued integral seminorm characterized by its dual unit ball, which
is a symmetric integral polygon with even vertices [Sch93]. The tight
classes of wallsystems then correspond to integral polygons ordered
by inclusion. This poset is graded: the rank of a polygon is the
number of pairs of opposite non-zero even integral points it contains.
If [W ], [W ′] are tight wallsystems with Len[W ′] ≤ Len[W ], then again
we can obtain [W ′] from [W ] by uncrossings (this is proved in [FS92],
but there is a proof using discrete differential (to be written). Note
that the grading is not by area but by number of integer points, that
is roughly proportional to area (by Pick’s formula).
• If M is a Mo¨bius band and we consider even wallsystems made of
closed walls (so the length of the boundary is zero), then each min-
length function is characterized by certain Newton polygon. The
poset is graded, but the proof of this fact is not yet written. I do not
know if the descent property holds in this case. See related material
in [GS95; GS97b].
• If M is a cylinder with the two boundary components of the same
length n, we can consider tight wallsystems where each nonclosed
wall joins different components of the boundary (this is an upwards-
closed subset of the poset), and further restrict to tight wallsystems
where no walls are closed (this is a downwards-closed subset of the
latter). The wallsystems of this kind are equivalent to affine per-
mutations u : Z → Z (bijections that satisfy u(x + n) = u(x) + n;
see [BB05, Sect. 8.3]), classified into mutually incomparable classes
by their average advance
∑
0≤i<n u(i)− i. Restrict to one class. By
[BB05, Thm. 8.3.7], it is order-isomorphic to the affine permutation
group A˜n−1 with the strong Bruhat order. By the subword property
[BB05, Thm. 2.2.2], we have [W ′] ≤ [W ] if and only if W ′ can be
obtained from [W ] by uncrossings.
• If M is a closed orientable surface of genus 2, then Schrijver found
[Sch91, Fig. (109)] that the descent property fails: there are two
tight wallsystems W , W ′ such that [W ′] ≤ [W ] but [W ′] cannot
be obtained from [W ] by uncrossings.54 However, Schrijver and de
Graaf proved that for all surfaces a “rational” version of the descent
property holds: if [W ′] ≤ [W ], then the tight wallsystem [W ′] (seen
as a multiset of homotopy classes of curves) is a convex combination
54In Schrijver’s counterexample the wallsystems are not even but have the same parity.
One can add walls to make the wallsystems even and the counterexample still works.
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of tight wallsystems that can be obtained from [W ] by uncrossings
[Sch91; GS97a].
• It would be interesting to know if the situation is better for fine struc-
tures on surfaces. I checked that when Schrijver’s counterexample
(actually, an even version of it) is translated to a fine structure, then
it ceases being a counterexample: the fine version of W ′ can be ob-
tained from the fine version of W by edge contractions and reversible
moves that preserve the minlength function (including exact reori-
entation of the edges). I did not do any further experiments. The
possibility of grading the poset should also be studied in the fine
case.
• In the case of fine disks, Postnikov has proved a kind of descent
property [Pos06, Corollary 17.7]. His study of circular Bruhat order
and some additional work imply that if two tight fine disks D,D′
have the same boundary and D′ has smaller boundary distances
than D, then the smaller fine disk can be obtained from the larger
one by a perfect reorientation and a sequence of edge contractions.
The intermediate disks obtained in the process are all tight.
14.3. Discretization of d-dimensional metrics. To discretize a Finsler
d-manifold, it would be useful to know how to discretize each integrally
normed d-dimensional space.
Conjecture 14.1 (Discretization of d-dimensional integral seminorms, or
fine torus conjecture). If K ⊆ Rd is a nondegenerate integral convex polytope
that contains the origin, then there is a Zd-periodic fine structure F˜ on Rd
such that
d
F˜
(x, x+ v) = max
φ∈K
φ(v) =: ‖v‖K
for every v ∈ Zd and every vertex x of F˜ , and the fine structure contains
exactly d!2|K| cells of dimension d, up to integer translations.
The discretization conjecture can also be stated in terms of a fine structure
F = F˜ /Zd on the torus M = Rd/Zd.
A fine structure F that has less than d!2|K| fine simplices would probably
contradict Burago–Ivanov’s conjecture [BI02, Conj. A] that a flat (constant)
Finsler metric on the torus Td = Rd/Zd cannot be replaced with a Finsler
metric of smaller volume without decreasing the minlength function. This
is because there is a way to turn fine manifolds into Finsler manifolds with
proportional area and the same or very similar minlength function. For
example, in dimension 3, we replace each fine tetrahedron by a copy of the
tetrahedron Conv{(0, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1)} of the normed space R3
with dual unit ball B∗ = Conv{0, e0, e1, e2}.
If the discretization conjecture is true, we would get a discrete model
for normed spaces that do not admit Crofton formulas. Crofton formulas
are only avaiable for hypermetric normed spaces, that is, those that can
be embedded isometrically in L1. Most normed spaces of dimension 3 and
above are not hypermetric. For example, the d-dimensional `∞ space is not
hypermetric if d ≥ 3. Although I have not managed to discretize normed
spaces of dimension 3 and above, I comment that it does not seem useful to
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restrict to self-reverse norms, because this hypothesis does not imply that
the dual unit ball is a zonotope. To discretize 3-dimensional metrics, it
seems necessary to allow metrics that are directed at the small scale, even if
they will look self-reverse at the large scale.
The status of Conjecture 14.1 is the following:
In dimension 2 the conjecture is true, as stated in Theorem 13.6.
In dimension 3, the conjecture is very interesting because it is not at all
clear what could play the role of the Postnikov strands and the quarter-turn.
I have tried to produce the fine structure for two polytopes: the tetrahedron
and the cube.
When K is the tetrahedron Conv{0, e0, e1, e2} the conjecture is true. The
fine structure has 6 simplices and is easy to find. The fundamental domain
[0, 1]3 is partitioned into six tetrahedra Aσ = {x ∈ [0, 1]3 : xσ(0) ≤ xσ(1) ≤
xσ(2)}, where σ ∈ S3 is a permutation of {0, 1, 2}. All the edges are oriented
in the direction of increasing coordinates.55
When K is the cube [0, 1]3, the fine structure should have 36 tetrahedra.
The best I could get so far is 40, using a greedy computer program.
Additionally, there are three general ways to produce new proven cases
of Conjecture 14.1 from old ones:
• Let F be a fine structure on the d-torus that solves the conjecture
for certain integral polytope K ⊆ Rd. Then for any integral linear
transformation T : Rd → Rd, the fine structure F ′ = [T ](F ) is a
solution for the polytope K ′ = T ∗(K). The symbol [T ] denotes the
self-map of the d-torus defined by the formula [x] 7→ [Tx], where
x ∈ Rd and [x] is its class modulo Zd.
• 56 Let F be a fine structure on the d-torus M = (Rd/Zd) that solves
the conjecture for certain integral polytope K ⊆ Rd. Then we can
solve the conjecture for the cone K ′ = Conv({0Rd+1} ∪ ({1R} ×K))
by replacing each fine d-simplex T of F with a prism T × [0, 1], that
can be divided into d+1 fine simplices, where all additional edges are
oriented upwards (from z = 0 to z = 1, here z is the last coordinate).
Then we get a fine structure on the cylinder M × [0, 1] that can be
turned into a d+ 1-torus by gluing the top with the bottom.
• If the conjecture is true for some polytope K, then for any integral
point p ∈ K∩Zd, the conjecture is true for the polytope K ′ = K−p.
The fine structure F˜ ′ that corresponds to the polytope K ′ can be
obtained by subtracting an appropriate calibration 1-form from the
fine structure F˜ that corresponds to the polytope K.
Comment 14.2. Proving Conjecture 14.1 in the simple case K = [0, 1]d
would be interesting because it would imply that the d-dimensional com-
pact Riemannian manifolds can be discretized. Indeed, by the general con-
structions mentioned above, from the case K = [0, 1]d we would obtain the
case K ′ = [−1, 1]d. This means that we would be able to discretize the d-
dimensional `1 metric using fine d-simplices. But every compact Riemannian
d-manifold M can be discretized using d-cubes with `1 metric. The proof
55This construction can also be obtained as a product of simplicial sets.
56This construction may possibly be extended using product of simplicial sets.
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of this fact involves embedding the manifold M in Rk preserving lengths
(which is possible by the Nash-Kuiper theorem), performing a polyhedral
approximation and intersecting the manifold M with random planes.
14.4. Riemannian rigidity and random surfaces. Can we use our dis-
crete square-celled (or fine) surfaces to model Riemannian surfaces? Of
course we can since Riemannian metrics are a particular case of self-reverse
Finsler metrics. However, Riemannian metrics have the crucial property
that a simple Riemannian disk M is determined by its boundary distances
[PU05]. Can we computationally determine the surface using discrete meth-
ods? If we somehow approximate the boundary of M and boundary dis-
tances by a discrete cycle C = C2n with a discrete disk-like boundary dis-
tance d, then we can construct a tight square-celled disk that fills C and has
boundary distance d. But there are many possibilities; they look approxi-
mately Finslerian at the large scale. How can we choose a filling that is near
the unique Riemannian possibility? A very simple solution would be ob-
tained if most fillings were concentrated near the Riemannian one. Then we
would be able to find an approximately Riemannian filling by randomizing
any known tight filling.
This possibility can be tested with a computer experiment (that I have
not done yet). Take a simple Riemannian disk M where geodesics and their
crossings and lengths can be computed, and use random geodesics to form a
tight wallsystem W that approximates the Riemannian metric. Randomize
this wallsystem using R3 moves. After many moves, one should obtain a
random wallsystem W ′ with approximately uniform distribution among all
wallsystems that have the same boundary distances as W . To see if W ′
is still near W one can test, for each pair of walls w0, w1 ∈ W that cross,
whether the corresponding walls of w′0, w′1 ∈W ′ cross at approximately the
same point (that is, at the same distance from the startpoint of w0 and
w′0).
57
Note that lozenge tillings of a simply-connected finite plane region M can
also be considered minimum square-celled disk fillings of certain boundary
distances. In the scaling limit, random lozenge tillings do concentrate near a
certain surface in 3-dimensional `1 space ([CKP01; CLP98]; see also [Ken09,
Thm. 9]). It may happen that the method of maximum entropy used for
proving this fact can be extended to show that discretized simple Riemann-
ian disks do not change much when they are subjected to random R3 moves.
In more detail, it may be true that most discrete tight square-celled surfaces
with given boundary distances concentrate near a Finsler surface (M,F )
that maximizes the entropy integral
Ent(M,F ) =
∫
M
ent(Fx) d AreauHT(x),
57More precisely, a possible distance between the two homotopic wallsystems W,W ′
could be the maximum over i, j of the number of triangles of W ′ that have sides on w′i and
w′j and are flipped with respect to the corresponding triangles of W . For each fixed simple
Riemannian disk M , when the number of random walls n goes to infinity, the distances
between W and W ′ divided by n should converge to 0 in probability.
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where ent(‖− ‖) is an entropy density that is defined for any 2-dimensional
self-reverse norm ‖− ‖ and attains its maximum value if and only if ‖− ‖ is
an Euclidean norm.
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