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Abstract 
The scope of this dissertation is to study the network infrastructure sharing concept 
between competing mobile operators. In this particular research, in first approximation 
we mainly focus on the total operating cost (OPEX) reduction and energy savings that 
can be achieved through a potential multi-operator cooperation during a 24-hour period. 
In our study we consider that the operators agree to share their radio access network, 
which consists of heterogeneous networks systems such as macro cells and micro cells. 
In order to apply the network sharing concept we formulated the power consumption of 
base stations as function of served users and we analyzed the parameters that affect this 
relationship. Considering a typical daily traffic, the network sharing mechanism can be 
applied for periods of low traffic demands. Typically, these off-peak periods correspond 
to night hours. Based on energy costs minimization strategies we assign for each opera-
tor an optimal on/off policy and a roaming policy which defines the portion of traffic 
that migrates from the switched off operators to active network operators. Thus, consid-
ering a geographical area, under low traffic loads some of the operators set their entire 
access network in sleep mode only when the remaining active operators can support 
their current traffic and the roaming users without decreasing the quality of service. 
In second approximation we analyze how the potential cost reduction gains must be 
allocated among the operators which participated in network cooperation. Main concern 
of this approach is to distribute the profit gained in a fairly way among the self-
interested operators. These fairness issues are tackled through a game theoretic approx-
imation. Namely, in the context of coalition game theory, each operator is considered to 
be a rational strategic player who seeks to maximize his payoff (or in other words to 
minimize its operating cost). Hence, based on the cooperative game theory and more 
particularly on Shapley value axiomatic fairness theorem we define the portion of the 
profit (payoff) that each operator must receive depending on its contribution to the total 
cost reduction. However, this is not the finalized allocation of the profit since the 
switched off operators must pay the corresponding roaming cost to the active operators. 
 The aforementioned description was optimized for N=3 competing operators. Simi-
larly, the simulations that we run in Matlab environment were optimized for N=3 and 
N=2 operators considering a 24-hour traffic pattern. Setting the network configuration 
of each operator the algorithm that we developed defines the on/off and roaming policy 
of each operator and calculates the roaming costs.  
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1 Introduction 
To begin with, the telecommunication infrastructure sharing is an innovative con-
cept generated by the need of reducing the electrical energy demands of the wireless 
networks and encouraging energy efficient policy. The necessity for network infrastruc-
ture sharing is becoming an issue of vital interest for the telecom and ICT industry since 
the increased traffic demand result to exponential increase of deployed telecommunica-
tion equipment. Thus, in order for the telecom providers to minimize their investments 
and capital expenditures (CAPEX) they can decide from competitors to become part-
ners. Except for reducing the CAPEX and the OPEX there are additional benefits by 
employing cellular cooperation such as reduction of environmental impact. In subchap-
ter 4.2 we summarize the potential benefits and incentives of telecom infrastructure 
sharing. 
In general, the telecom infrastructure sharing can be classified into two general 
types. Namely, these are the active and the passive infrastructure sharing [1]. The ac-
tive infrastructure sharing refers of sharing active electronic network components or the 
intelligence in the network. On the contrary, the passive type of sharing is associated 
with the utilization of the non-electronic components of the communication networks by 
multiple operators. The passive components may be owned by one operator and leased 
to other network providers. In the table below, we can distinguish the active electronic 
components from passive non-electronic elements. 
 
Active Network Elements Passive Network Elements 
Base Stations Towers 
Microwave Radio Equipment Shelters 
Switches Electric Supply 
Antennas Easements 
Transmit / Receivers Ducts 
Table A: Active and passive network sharing elements [1] 
In our study we focus on the active infrastructure sharing which involves all the compo-
nents of the radio access network. 
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1.1 Structure of the thesis 
The objective of this dissertation in first approximation is to define the expected en-
ergy costs reduction by applying the network sharing mechanism between different mo-
bile network operators (MNOs) and in second approximation is to distribute fairly the 
potential gains to the involved operators. In detail, the structure of the thesis is orga-
nized in the following six chapters: 
 In Chapter 2 we analyze the contribution of wireless networks to the total energy 
consumption and CO2 emissions in ICT sector and present future estimates which de-
note great increases. Moreover, we investigate how the energy consumption is distribut-
ed among the several network domains (Home, Access, and Core). It is clear that the 
radio access equipment and more specifically the radio base stations are the greatest 
consumers of the network since they are responsible for about 80% of total energy con-
sumed. Namely, a typical base station (BS) consumes from 800W to 3KW. Driven by 
this fact we analyze the detailed power budget of a base station. The base station units 
which consume great amount of energy are the power amplifiers including feeder losses 
and the cooling systems. Based on this analysis, in first approach we model the power 
consumption of macro and micro base station in terms of their elements and in second 
approach we present the linear relationship of the BS power consumption with  the RF 
transmit power . Furthermore, we investigate the femtocell hardware architecture and 
formulate its power model. The contribution of the femtocells to the total network con-
sumption is very low. Regarding to the wired networks, considering several wired tech-
nologies (ADSL2, VDSL2, PtP fibre, GPON) we realize that in wired systems the us-
er’s segment (Home network domain) is responsible for 70% of the total energy con-
sumption. Finally, we analyze the hardware structure of servers and we model their 
power consumption in terms of CPU utilization, which wastes the greatest energy. 
 In Chapter 3 we study the energy efficiency aspects of telecom infrastructure. In 
the Figure 40 we summarize green cellular techniques which can improve the network 
energy efficiency. However, there is a typical tradeoff between network performance 
and the energy consumption reduction. Any performance under a specific threshold it is 
not acceptable since it affects negatively the QoS. Furthermore, in this chapter we pro-
vide the definitions and formulas of the main energy efficiency (EE) metrics used in 
wireless networks. In Table 11, there is an overview of the EE metrics which are cate-
gorized depending on which exactly network domain they account for.  
  -3- 
Moreover, we refer to the concept of self-organized networks (SONs) introduced by 
3GPP standardization. Self-organized systems present three different functionalities 
self-configuration, self-optimization, and self-healing. All the entities involved within 
this system interact among themselves to fulfill the sole purpose of the overall system. 
Main objective of these systems is to improve network energy efficiency, coverage and 
capacity utilization and to maintain QoS. The SONs can be classified into three man-
agement schemes: the centralized, the distributed and the hybrid architecture depending 
on the location of energy saving management. In a centralized SON architecture, the 
energy aware algorithms are executed at the network management level under the su-
pervision of OAM (Operation, Admin and Mgmt). In distributed management scheme, 
the energy saving algorithms run in the network elements (eNBs/base stations) without 
the direct involvement of OAM. The pseudo-distributed management scheme represents 
a hybrid SON solution that part of the energy saving algorithm is executed on the 
network management level and the other part is deployed in the network nodes. Finally, 
in this chapter we describe the base station sleep mode. Every operator individually can 
set a portion of its access network to sleep mode when the traffic condiotions are low. 
The active BSs extend their radio coverage in order to serve the users of the switched 
off BSs and  maintain the QoS. Based on this strategy the operators adapt dynamically 
their energy consumption to actual traffic load. An alternative method for energy saving 
is to switch off only some BS units and not the entire base station. 
 In Chapter 4 we highlight that through the multi-operator cooperation concept there 
is extra space for greater energy savings than an individual operator can achieve by ap-
plying EE techniques. Also, we present the different forms of network sharing and 
summarize the potential benefits in Table 13. Subsequently, in the next subsection we 
describe the scenario of our system model and we present a quantitative analysis in 
terms of total power consumption before network sharing (State A) and during network 
sharing (State B). The difference between these two discrete states defines the potential 
energy savings. The analysis of the system model scenario is presented in the subsection 
4.2.2. Here, we specify our main assumptions and we produce the mathematical formu-
lations of our problem. Furthermore, in this chapter we define the network infrastruc-
ture sharing and roaming policy for each MNO during a typical 24-hour period accord-
ing to energy cost minimization tactics and we present the implementation algorithm 
that applies these policies. Finally, in this chapter we provide the numerical results in-
cluding the total costs reduction and the diagrams generated through the simulations. 
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 In Chapter 5 we introduce the game theoretic approximation of our problem. First-
ly, there is a brief introduction to game theory and its main definitions. We analyze the 
non-cooperative and cooperative game theory; however we mainly focus on Shapley 
value theorem. Namely, we apply the coalitional game theory and through the Shapley 
theorem we define the payoff that corresponds to each MNO. Additionally, we calculate 
the roaming costs of each switched off MNO. Finally, in order to study the behavior of 
the Shapley value as function of network configuration parameters we implement and 
analyze some scenarios. 
 In Chapter 6 we discuss the results of our simulations and summarize the conclu-
sions of our research work. 
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2 Energy consumption in cel-
lular networks 
This chapter refers to the energy approach of cellular networks. More specifically, 
we will discuss about energy footprint of various components of telecom infrastructure 
such as base stations, femtocells, servers and wired networks. For each entity there will 
be a short description and we will provide the corresponding energy consumption mod-
el.  
In Figure 1 we can recognize different heterogeneous networks which consist of 
high power macro-cellular networks, micro/pico-cells and low power femtocells for in-
door use. From energy perspective, we will analyze three different types of base sta-
tions: macrocell, microcell and femtocell base stations. For the particular research, we 
mainly focus on macro and micro cells since they present interesting characteristics 
such as: 
 high traffic densities in urban and suburban areas, as a consequence there is high 
power consumption 
 power control in order to limit the radius of  their coverage area 
 
 
Figure 1: A heterogeneous network deployment [2] 
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2.1 Energy footprint of cellular networks 
 
Current estimates denote that Information and Communication Technology (ICT) 
industry is responsible for approximately 2 - 4% of total carbon emissions. We must 
highlight that mobile communication networks, as a branch of the ICT sector, contribute 
about 0.2% to green house emissions [2]. This percentage is possible to keep rising eve-
ry year since the number of mobile subscribers grows rapidly. In addition to the envi-
ronmental aspects, energy costs also represent a significant portion of network opera-
tors’ overall expenditures (OPEX). 
Based on the information  published by GSMA in its Mobile Green Manifesto 2012 
the total global electricity and diesel energy consumption by all mobile networks was 
approximately 120 terawatt hours (TWh) in 2010, resulting in energy costs of $13 bil-
lion and responsible for 70 Mt CO2e (Figure 1). Almost 80 TWh of the energy con-
sumption was from grid electricity, and just over 40 TWh was from the calorific value 
of the diesel used to power generators used in off‐grid and unreliable grid locations.  
 
 
 
Figure 2: Mobile network connections, electricity and diesel consumption, energy cost and CO2 
emissions by region [3] 
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The European Commission (EC) has set as its main objective to reduce the greenhouse 
gas emissions by 20% until 2020 and succeed energy efficiency by 20%. The infor-
mation and communications technology (ICT) industry is a consirable contributor to 
CO2 emissions and energy consumption. According to the SMART 2020 research it is 
responsible for 530 Megatons of CO2 in 2002 and 830 Megatons in 2007 [4]. As we re-
ported before, this represents approximately 2% of global carbon dioxide (CO2) emis-
sions. Taking into consideration this contribution, the European Union has invited ICT 
industry to take measures in order to improve energy efficiency of communication net-
works and of ICT in general. 
 
 
Figure 3: CO2 emissions of telecommunication industry in 2002 and a potential estimation for 
2020 [4] 
 
Regarding the contribution of the mobile communication networks, it was about 64 
Megatons of CO2 in 2002 (Figure 3: 43% of the total telecommunication contribution 
152 Mts). Although, this portion represents the 12% of ICT emissions it is estimated to 
increase up to 178 Megatons in 2020 (Figure 3: 52%). Because of the latest updates of 
wireless data rates and with the rollout of additional base stations for next generation 
(4G) mobile networks the energy consumption of the network infrastructure can be ex-
pected to rise even stronger and, at growing energy prices, makes up for a significant 
fraction of the operational costs of operators. Therefore, energy consumption and CO2 
emissions of the mobile network infrastructure have received more and more attention 
in the telecommunications sector lately. 
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A simplified representation of a wireless cellular system (Figure 4) can be considered 
that consists of three different sectors [5] : 
 the Mobile Switching Centers (MSCs), which are responsible for switching 
functions and have the role of  interface to the fixed (core) network 
 Radio Base Stations (RBS) , which represent the access network and offer wire-
less communication link between mobile terminals and the core of the network 
 Mobile terminals, which are the end user’s part, usually represented by handheld 
devices 
 
Figure 4: Wireless cellular network power consumption [6] 
 
Based on energy measurement models, it has been calculated that over 90% of the wire-
less network power consumption is part of the operator’s operating expenses (OPEX), 
which includes the Mobile Switching Centers (MSCs) and Radio Base Stations (RBSs). 
The key elements are the highly deployed radio base stations because the total num-
ber of base stations is extremely high. As it is illustrated in Figure 5, there are approxi-
mately 4 million installed Base Transceiver Station (BTS) cabinets in the world today 
with relative high energy consumption, about 60 TWh per year. Furthermore, the corre-
sponding CO2 emissions are around 30 Mt. In general terms, access radio equipment is 
responsible for about 80% of energy consumed by a cellular network. 
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Figure 5: Power consumed by main components of mobile networks [7] 
On the other hand, although the core network elements as individual devices present 
high consumption amounts up to 10 kW, the total energy consumption due to core net-
work is relative low (about 10 TWh) since the number of core network elements is low.  
Finally, the power consumption of mobile terminals (approximately 3 billion sub-
scriptions) is very low due to the battery nature of mobiles. Thus, in comparison to the 
energy consumption of the networks, the energy consumption of the terminals is negli-
gible. Specifically, they represent around 10% of the total energy consumption. As we 
can notice from the figure above, mobile users consume annually 2 TWh and emit about 
1 Mt CO2. 
 
 
Figure 6: Typical power consumption of cellular network elements [8] (source: Vodafone) 
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According to the Figure 6 in [8], it is obvious that base stations are the main energy 
consumers of a common cellular network. In comparison to the rest of cellular network 
elements they present the highest power consumption rates since a typical radio base 
station consumes from 800W to 3KW [9] and as we highlighted before they represent 
around 60% to 80% of the whole network energy consumption. This fact leads us to the 
conclusion that in order to achieve efficient energy management we should mainly con-
centrate to base stations’ design architectures and operation modes. 
 In order to realize how the power consumption varies within a cellular network it is 
important to know the traffic load fluctuations over the duration of 24 hours. Figure 7 
illustrates a typical pattern of average traffic load. It is clear that this pattern is charac-
terized by an eight hour period of high load values with a peak value at 9 p.m. On the 
contrary, it can be observed that low traffic demands occur at early morning hours. 
 
 
Figure 7: Daily traffic load variation within a mobile network [7] (Source: Telenor Denmark) 
 
Once we analyzed qualitatively how the energy is distributed within a cellular net-
work, we are able to define in general approach the total power consumption per user 
metric𝑃𝑡𝑜𝑡
𝑢  , as it is described in [10]:   
𝑃𝑡𝑜𝑡
𝑢 = 𝑃ℎ𝑜𝑚𝑒
𝑢 + 𝑃𝑎𝑐𝑐𝑒𝑠𝑠
𝑢 + 𝑃𝑐𝑜𝑟𝑒
𝑢  (1) 
 
For this formula, 𝑃ℎ𝑜𝑚𝑒
𝑢  represents the power consumption of the customer premises 
(subscriber’s side), for example a residential gateway or a WNIC (Wireless Network 
Interface Card), 𝑃𝑎𝑐𝑐𝑒𝑠𝑠
𝑢  the power consumption of the access network and  𝑃𝑐𝑜𝑟𝑒
𝑢   the 
power consumption of the core network.  
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Proceeding in deeper analysis, Table 1 summarizes power consumption measurements 
per user found in [11], for the following emerging wireless communication technolo-
gies: 
  
 HSPA (High Speed Packet Access): is the successor of the widely deployed UMTS. 
HSPA provides increased performance by using improved modulation schemes and by 
refining the protocols by which handsets and base stations communicate. The end-user 
experience is further improved by increasing the peak data rates up to 14 Mbps in the 
downlink. HSPA uses the 2.1 GHz band. 
 Mobile WiMAX (Worldwide Interoperability for Microwave Access): is based on 
the IEEE 802.16 standard. It operates in the 2-6 GHz band and is developed for mobile 
wireless applications and allows people to communicate while they are moving. The 
highest supported bit rate is approximately 70 Mbps. 
 LTE (Long Term Evolution): is an upcoming wireless broadband technology. LTE 
is marketed as the fourth generation (4G) of radio technologies. Targets for the bit rates 
are to have peak data rates from10 Mbps up to 300 Mbps in the downlink. However, in 
practical implementations 300 Mbps rates have not yet been achieved. LTE uses the 2.6 
GHz band. However, in the future LTE may be using the 800 MHz band. 
 
Furthermore, for the wired access networks we present power measurements for the 
next technologies: VDSL2 (Very high speed Digital Subscriber Line 2), ADSL2 
(Asymmetric Digital Subscriber Loop 2), GPON (Gigabit-capable Passive Optical Net-
work) and PtP fibre. 
 
 
Table 1: Power consumption per user of home, access and core network domains for various 
communication technologies [11]  
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With regards to the wireless technologies, from energy aspects, it is clear that mobile 
WiMAX is the best solution since it records the lowest power consumption amounts. As 
we can see from the Table 1 the wireless access networks consume significantly more 
energy than the wired access networks. This result is an obvious motivation to reduce 
the power consumption of the base stations in order to make wireless and wired access 
networks competitive in terms of energy efficiency. 
 
 
Figure 8: Contribution of the Core, Access and Home network to the total power consumption 
for different communication technologies as it is presented in [11] 
Figure 8 provides an overview of the contribution of each network domain to the to-
tal power consumption for different communication technologies. Discussing about 
wireless communication technologies, the access network proves to be the most signifi-
cant power consumer. Especially, for HSPA technology the contribution of access net-
work is the highest. On the other hand, for wired technologies, the home network takes 
over the role of the greatest energy consumer.  
 
 
Figure 9: Average power consumption per user for the considering wireless technologies 
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2.2 Base station architecture and energy consump-
tion 
 
As we concluded in the last subchapter radio base stations are simultaneously the 
main contributors to greenhouse gas emissions and energy consumers of a mobile net-
work (responsible for 80% of energy consumed by cellular network). In order to deter-
mine which factors cause these high energy consumption rates we should analyze the 
base station architecture and present the typical characteristics and behaviors of them. 
  Before proceeding to the base station structure presentation and to the corre-
sponding power consumption analysis we describe briefly the various operation modes 
that a base station may have (Figure 10).  
 
 
Figure 10: Time varying behaviour of a base station [12] 
 
According to Figure 10 a typical base station is possible to be in an operational or in a 
non-operational state (idle mode). Additionally, in an operational state it can experience 
different traffic load conditions such as peak traffic or low traffic states. As we can no-
tice the power consumption varies over time depending on the different base station 
modes.  
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Regarding the base station architecture, Figure 11 illustrates the several power consum-
ing elements which are included within a typical base station cabinet. Firstly, we will 
provide a short description of each component. Secondly, we will present the relative 
power amounts consumed by each base station element as were measured in recent re-
searches.  
 
 
Figure 11: Main components of a base station structure [10] 
 
Proceeding to the decomposition process of the base station architecture as it described 
in [13] Figure 11 shows the detailed elements listed below: 
 Air Conditioning: controls the base station temperature 
 Microwave link: plays the role of the connector with the core network 
 Digital Signal Processing: is responsible for the conversion of analog signal to 
sequence of  bits or symbols 
 Power Amplifier: main concern of power amplifier is to convert the DC input 
power into radio-frequent (RF) wave 
 Transceiver: has the ability to receive and transmit the signals 
 AC-DC Converter (Rectifier): converts alternating current (AC) to direct current 
(DC)  
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Below the power budget figures present an overview of the distribution of losses of 
power within a typical base station [14]. 
 
Figure 12: Overview of base station power budget [14] 
 
 
Figure 13: Detailed power budget of a base station [14] 
 
Examining closely the above power budgets, Figure 12 reveals that a great amount of 
input power gets lost as heat. This phenomenon occurs mainly at the transceivers’ part 
(TRXs) including power amplifiers (PAs) since they cause the largest heat emissions. 
With regards to base station efficiency, according to the Figure 13, PAs spend 70% of 
the total power. The overall base station efficiency (Pout/Pin) is very low about 3.1%.  
On the other hand the PA efficiency η [10] for the specific architecture, which is defined 
below as the ratio of the output power Pout/amp to the electrical input power Pel/amp of the 
power amplifier, is 28%. According to Figure 10, Pout/amp is equal to the input power of 
antenna PTx. 
𝜂 =
𝑃𝑜𝑢𝑡/𝑎𝑚𝑝
𝑃𝑒𝑙/𝑎𝑚𝑝
 (2) 
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Looking at the typical power consumption distribution, Figure 14 indicates that a great 
part of the energy in a macro-cellular radio base station is consumed by power amplifier 
component including feeder losses and an additional important energy amount is con-
sumed by cooling processes.  
The need of power amplification is crucial in order to overcome path loss phenome-
na and serve remote node terminals. However the poor efficiency of the power amplifier 
is the main reason why the power consumption in macro sites is partially dependent on 
the traffic load [15]. This effect will be analyzed in the next section where we describe 
the energy consumption behavior of the macro-cellular and micro-cellular base station. 
 
Figure 14: Distribution of power consumption in base stations [2] 
The following table presents power amounts consumed by base station elements. It also 
reveals the power consumption differences between macro and micro base stations. 
Since a microcell base station covers smaller areas, the corresponding PA and air condi-
tioning systems spend lower energy. 
  
Table 2: Power consumed by Macrocell and Microcell base station components [13]  
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Table 3 contains the power consumption of the different components of a base station 
for the following wireless technologies: Mobile WiMAX, HSPA and LTE. This infor-
mation is collected from official data sheets of various manufacturers of network 
equipment [11]. SISO (Single Input Single Output) system refers for one receiving an-
tenna (Rx) used by a mobile station and one transmitting antenna (Tx) used by a base 
station. On the contrary, MIMO (Multiple Input Multiple Output) system includes mul-
tiple antennas for both mobile and base station. It is clear from Table 3 that the con-
sumption of the SISO power amplifier varies depending on the technology used. 
 
 
 
Table 3: Power consumed by typical parts of BS for different wireless technologies [11] 
 
Below, Figure 15 compares the power Pel required from the electricity grid as a function 
of the range R (m) for three different technologies, considering a certain bit rate of 10 
Mbps. Mobile WiMAX is the most energy efficient technology since it records the low-
est power consumption and the highest range. 
 
Figure 15: Input power Pel comparison for different wireless technologies [11] 
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Generally, the power consumption of a base station is time varying and it consists of 
two parts [12]. The first part is related to the fixed (static) power consumption which 
represents the energy required so that the base station can operate regardless of the 
presence or not of traffic load. The second part depends on the traffic load conditions 
and presents dynamic energy consumption. The dynamic part then is added to the fixed 
part. 
For our convenience, we will study the power consumption model of two different 
types of base stations which is strongly related to area coverage that they provide:  
 Macrocell base stations offer large area coverage and they can be sectorized to 
smaller micro base stations. For these types of base stations the contribution of 
the abovementioned dynamic power part is negligible [12] since it is considered 
that the total power consumption is almost independent of the instantaneous traf-
fic load for macro sites and it is heavily affected by static part. 
 Microcell base stations in design size are more compact and cover small but 
densely populated areas (micro sites). The power consumption here has more 
dynamic nature than in macrocell base stations and it depends on the current us-
er activity level. 
The figure below denotes that under different traffic load conditions (average, low and 
high) the base station power consumption in general terms remains at the same levels. 
For example, as we can see a 75% reduction in traffic load (low traffic) it is not accom-
panied by relative reduction in power consumption. Therefore, it is obvious that there is 
no strong relationship between the energy consumption and the traffic load. 
 
 
Figure 16: Base station power consumption vs traffic load [7] 
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In order to prove that cooling systems of a typical base station contribute significantly 
to total power consumption, especially in high traffic demands, as it is shown in Figure 
16, we present in figure below the daily power consumption of a base station found in 
[5].  
Taking into account the Figure 7 of subchapter 2.1, which illustrates the daily traffic 
load distribution for a cellular network, we notice that for high traffic load periods and 
for hot temperature hours, the power consumption of the base station increases because 
of the additional air-conditioner operation. This fact reveals the relationship between the 
cooling processes and traffic load conditions. 
 
 
Figure 17:  Energy consumption increase of a base station due to cooling processes for high 
traffic load periods and hot temperatures hours [5] 
 
According to the Figure 17 there are two different trends: one trend represents a con-
stant energy value over 800 Wh, during night and early morning hours and a second 
trend presents an oscillating form, with average value around 1100 Wh, due to the extra 
power consumption of air-conditioner, during noontime and late evening. The “saw 
tooth” form of the oscillating trend is generated by the switch on/off modes of the air-
conditioning systems [5]. 
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 Analytic power consumption model of  Macro and Micro cellular base 
station - 1
st
 Approach 
In the following section we discuss the base station power consumption approach as it is 
presented in [13] published by M. Deruyck et al. 
As it was described before, in a typical base station we can identify several power 
consuming components. Figure 18 offers an overview of these components. A base sta-
tion is defined as the necessary network equipment which connects the mobile terminals 
with the backhaul network. The area covered by a base station is defined as cell which 
is typically separated into a number of sectors (nsector). 
A base station consists of equipment that occurs per sector. Thus, some of the base 
station elements are used multiple times and they should be multiplied by their number 
of occurrences. According to the Figure 16.A and B each sector includes: 
o one antenna 
o one rectifier (AC-DC converter) 
o one digital signal processing unit 
o one transceiver (including a signal generator)  
o and one power amplifier 
The power consumption of these components should be multiplied by nsector. 
 Furthermore, a base station contains equipment that occurs only once and it is 
common for all sectors such as the air conditioning and the microwave link. In Figure 
16A, the equipment of the base station and the different notations for the power con-
sumption Pel of the different parts are indicated. 
 
Figure 18: Block diagram of Macrocell and Microcell base station 
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In the previous description we studied the case of SISO system (one antenna per sector). 
However, it is possible to implement MIMO technology where multiple antennas are 
needed per sector. In this case we should define the factor nTx (Figure 18.B) which indi-
cates the number of transmitting antennas per sector. Since a typical transmitting anten-
na needs one power amplifier and one transceiver, this has as a consequence the power 
consumption of these components should also be multiplied by the number nTx of 
transmitting antennas. 
Moreover taking into account that the traffic load affects dynamically the power 
consumption of a base station, especially the energy consumption of the digital signal 
processing, the power amplifier and the transceiver, we should define a load factor F 
(0≤F≤1). This factor depends heavily on the number of active subscribers within a base 
station cell. High traffic demands correspond to high power consumption. For the par-
ticular research it is assumed that load factor is equal to its maximum value F=1.0 since 
the worst scenario is investigated. 
To conclude based on the analysis above, we are able to define the general power 
consumption model of a macrocell base station, as follows: 
 
𝑃𝑒𝑙/𝑚𝑎𝑐𝑟𝑜 = 𝑛𝑠𝑒𝑐 ∙ (𝐹 ∙ (𝑛𝑇𝑥 ∙ (𝑃𝑒𝑙/𝑎𝑚𝑝 + 𝑃𝑒𝑙/𝑡𝑟𝑎𝑛𝑠) + 𝑃𝑒𝑙/𝑝𝑟𝑜𝑐) + 𝑃𝑒𝑙/𝑟𝑒𝑐𝑡) + 𝑃𝑒𝑙/𝑙𝑖𝑛𝑘 + 𝑃𝑒𝑙/𝑎𝑖𝑟𝑐𝑜 (3) 
 
 
 
with nsec the number of sectors, F the load factor, nTx the number of transmitting anten-
nas and Pel/rect, Pel/amp, Pel/trans, Pel/proc, Pel/link, and Pel/airco the power consumption  of the 
rectifier, the power amplifier, the transceiver, the digital signal processing, the micro-
wave link, and the air conditioning, respectively. 
 
Assuming that F=1.0, formula (3) becomes equal to: 
 
𝑃𝑒𝑙/𝑚𝑎𝑐𝑟𝑜 = 𝑛𝑠𝑒𝑐(𝑛𝑇𝑥(𝑃𝑒𝑙/𝑎𝑚𝑝 + 𝑃𝑒𝑙/𝑡𝑟𝑎𝑛𝑠) + 𝑃𝑒𝑙/𝑝𝑟𝑜𝑐 + 𝑃𝑒𝑙/𝑟𝑒𝑐𝑡) + 𝑃𝑒𝑙/𝑙𝑖𝑛𝑘 + 𝑃𝑒𝑙/𝑎𝑖𝑟𝑐𝑜 (4) 
 
      
  
𝑃𝑒𝑙/𝑎𝑚𝑝 =
𝑃𝑇𝑥
𝜂⁄  
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With regards to the power consumption model of microcell base stations we should take 
into account some additional features. A typical micro cellular base station represents 
only one sector and uses one transmitting antenna. Due to a microcell base station cabi-
net includes less non critical hardware, the air conditioning processes are less wasteful 
and in some cases the use of cooling system is unnecessary. Also, in comparison to the 
macro base stations, because of the small area coverage and the lower transmit power 
requirements the power amplifiers consume less energy (Table 2). 
 Based on these details and the block diagram of microcell base station in Figure 
16.B the power consumption can be modelled as follows: 
𝑃𝑒𝑙/𝑚𝑖𝑐𝑟𝑜 = 𝑃𝑒𝑙/𝑎𝑖𝑟𝑐𝑜 + 𝑃𝑒𝑙/𝑟𝑒𝑐𝑡 + 𝐹 ∙ (𝑃𝑒𝑙/𝑎𝑚𝑝 + 𝑃𝑒𝑙/𝑡𝑟𝑎𝑛𝑠 + 𝑃𝑒𝑙/𝑝𝑟𝑜𝑐) (5) 
   Considering full traffic load F=1.0, the formula (5) corresponds to: 
𝑃𝑒𝑙/𝑚𝑖𝑐𝑟𝑜 = 𝑃𝑒𝑙/𝑎𝑖𝑟𝑐𝑜 + 𝑃𝑒𝑙/𝑟𝑒𝑐𝑡 + 𝑃𝑒𝑙/𝑎𝑚𝑝 + 𝑃𝑒𝑙/𝑡𝑟𝑎𝑛𝑠 + 𝑃𝑒𝑙/𝑝𝑟𝑜𝑐 (6) 
 
 
 
 Analytic power consumption model of  Macro and Micro cellular base 
station – 2nd  Approach 
In order to study the energy distribution pattern of a base station from a different view 
we discuss the power consumption model as it is described in [12] by O. Arnold et al. 
 The base station architecture is this one depicted in Figure 19. As we can notice 
again, there are components which are common for the entire base station and equip-
ment which is reused per sector or per antenna. The several parameters of the base sta-
tion block diagram are defined in Table 4, taking into account the various energy losses. 
 
 
Figure 19: Analytic base station hardware design according to 2
nd
 approach 
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Table 4: Macrocell base station parameters 
We have highlighted that the power model of a conventional macrocell base station de-
pends mainly on the static power since it is almost independent of the real time load. As 
a result the power model used is the following: 
𝑃𝐵𝑆,𝑀𝑎𝑐𝑟𝑜 = 𝑁𝑠𝑒𝑐𝑁𝑃𝐴𝑝𝑆𝑒𝑐 (
𝑃𝑇𝑥
𝜇𝑃𝐴
+ 𝑃𝑆𝑃) (1 + 𝐶𝐶)(1 + 𝐶𝑃𝑆𝐵𝐵) (7) 
 The microcell base station power model presents stronger dynamic characteristics than 
a typical macrocell because it can control its energy consumption depending on traffic 
load conditions. In order to quantify the energy, we combine both the static and the dy-
namic part so that to calculate the total power consumption (Equation 8). 
 
𝑃𝐵𝑆,𝑀𝑖𝑐𝑟𝑜 = 𝑃𝑠𝑡𝑎𝑡𝑖𝑐,𝑀𝑖𝑐𝑟𝑜 + 𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐,𝑀𝑖𝑐𝑟𝑜 (8) 
 
As we have mentioned, micro base station serves one sector and needs one PA and one 
transmitting antenna per sector. The use of battery backup and the air conditioner is not 
necessary. The relative parameters are summarized in Table 5. 
 
 
Table 5: Microcell base station parameters 
 
Based on the properties of a microcell base station, we can produce the appropriate for-
mulas for the static and the dynamic part: 
𝑃𝑠𝑡𝑎𝑡𝑖𝑐,𝑀𝑖𝑐𝑟𝑜 = (
𝑃𝑇𝑥
𝜇𝑃𝐴
𝐶𝑇𝑋,𝑠𝑡𝑎𝑡𝑖𝑐 + 𝑃𝑆𝑃,𝑠𝑡𝑎𝑡𝑖𝑐) (1 + 𝐶𝑃𝑆) (9) 
 
𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐,𝑀𝑖𝑐𝑟𝑜 = (
𝑃𝑇𝑋
𝜇𝑃𝐴
(1 − 𝐶𝑇𝑋,𝑁𝐿) + 𝑃𝑆𝑃,𝑁𝐿)𝑁𝐿(1 + 𝐶𝑃𝑆) (10) 
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 Simplified power consumption model of  Macro and Micro cellular 
base station  
In the previous sections we modelled and analyzed in detail the energy consumed by 
typical parts of a base station. In the following paragraphs, we expose the simple linear 
relation (Equations 11) between the input power consumption PIN and the radiated pow-
er PTX (transmit power) for both macro and micro base stations as it discussed in [16-
19]. 
   
General linear format: 𝑃 = 𝑎 ∙ 𝑃𝑇𝑋 + 𝑏 
(11) 
 
Macro base station: 𝑃𝑚𝑎 = 𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎 
Micro base station: 𝑃𝑚𝑖 = 𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖 
       
The coefficients ama and ami are related to equipment whose operation is dependent 
on the average transmit power and they correspond to power consumption that varies 
because of PA efficiency, feeder losses and cooling processes. On the other hand, the 
terms bma and bmi represent power offsets of components which are independent of 
transmit power and they are generated by signal processes, battery backup and cooling 
functionalities. 
 In general, the power consumption of macro base stations is almost independent of 
traffic load since bma>>1. Also, the parameters ama and bma can increase with the num-
ber of sectors Nsec and the number of antenna per sector Nant [19]. Therefore the power 
consumption model can be expressed by the following equation given in [16]: 
 
𝑃𝑚𝑎 = 𝑁𝑠𝑒𝑐𝑁𝑎𝑛𝑡(𝑎0𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏0𝑚𝑎) (12) 
 
 
𝑎𝑚𝑎 = 𝑁𝑠𝑒𝑐𝑁𝑎𝑛𝑡 ∙ 𝑎0𝑚𝑎  And  𝑏𝑚𝑎 = 𝑁𝑠𝑒𝑐𝑁𝑎𝑛𝑡 ∙ 𝑏0𝑚𝑎 (13) 
 
, where 𝑎0𝑚𝑎  and 𝑏0𝑚𝑎 are the parameters per one antenna. Typically, the macro base 
stations serve an area of three sectors; each one uses a certain number of antennas [16]. 
 
On the contrary, we remind you that micro base stations are responsible for a single 
sector and use a single antenna.  The traffic load L affects the operation of micro base 
stations and as results the parameters ami and bmi vary depending on L.  
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Here, the base stations are able to adapt their power consumption by controlling the PA 
efficiency. Two similar models are proposed for micro base stations in [16, 17] where 
ami and bmi are functions of traffic load L ∈ [0, 1]: 
 
𝑃𝑚𝑖(𝐿) = 𝑎𝑚𝑖(𝐿) ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖(𝐿) (13) 
 
𝑃𝑚𝑖 = (𝑎𝑑𝑦𝑛𝐿 + 𝑎𝑠𝑡𝑎𝑡) ∙ 𝑃𝑇𝑋,𝑚𝑖 + (𝑏𝑑𝑦𝑛𝐿 + 𝑏𝑠𝑡𝑎𝑡) (14) 
 
, with certain parameters describing the dynamic (load dependent) and static (load inde-
pendent) contributions of a and b to the power consumption. 
In Table 6, we can find representative values for the power model parameters for 
both macro and micro base stations, which are derived from [17]. Moreover, according 
to [19] and from comparing data of several existing base station types, the transmit 
power PTX, which is function of the inter site distance D, varies from 10 - 40 W for ho-
mogeneous macro sites and from 100 mW - 5 W for micro sites. Based on this data, we 
are able to run some simulations in order to reveal the linear relation between input 
power consumption and the transmit power. 
 
Macro Micro 
a0ma=3.77 ami,stat=4.44 ami,dyn=1.11 
b0ma=68.73 W bmi,stat=16.65 W bmi,dyn=15.26 W 
Nant=2 (antennas per sector) Nant=1 (antenna per sector) 
Nsec=3 (sectors) Nsec=1 (one sector) 
D=300 m - 1730 m D=50 m – 350 m 
PTX,ma=10 W - 40 W PTX,mi=100 mW – 5 W 
Table 6: Representative values for the power model parameters presented in [17] 
 
Below, Figure 20 illustrates the usual traffic load as it recorded in Europe. Using the 
data in Table 6 and the equations (12), (14) for macro and micro base station respective-
ly, we can design power consumption PIN curves as function of transmit power PTX, as-
suming different traffic load conditions (0≤L≤1) over day time. 
 
 
Figure 20: Classic traffic load in Europe [20] 
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Figure 21: Power consumption of a macro and of a micro base station as function of transmit 
power PTX for different traffic load conditions L 
 
As we can observe from Figure 21, based on the parameters that we used, the power 
consumption of a macro base station varies from approximately 600 Watts and presents 
a maximum consumption just over 1300 Watts. On the other hand, a micro base station 
at peak hour traffic certainly consumes lower energy, which ranges from 32 – 60 Watts. 
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2.3 Femtocell architecture and energy consumption 
 
In this subchapter we study the femtocell base station design and energy consump-
tion. The information and figures are originated from [13, 21-25]. 
A femtocell is a small, low-power cellular base station, typically designed for use in 
a home or in an office. It communicates to the service provider’s network through 
broadband (such as DSL or cable). The current designs typically support two to four 
active mobile phones in a residential setting, and eight to 16 active mobile phones in 
enterprise settings.  
 
 
Figure 22: A) Femtocell range B) Femtocell network topology C) Block diagram of a femtocell  
 
The size of a femtocell base station is much smaller than that of a macrocell and micro-
cell base station and is comparable to that of a WiFi access point (Figure 22.A). There-
fore, the power-consuming components are different from those of a macrocell and mi-
crocell base station as shown in Figure 22.C. The femtocell base station consists of a 
microprocessor, a FPGA (Field-Programmable Gate Array), a transceiver and a power 
amplifier.  
Use of small cells yields a significant reduction in the radio energy required to 
achieve a target data rate or, alternatively, allows higher data rates to be achieved. How-
ever, use of large numbers of femtocells (>250,000 femtocells are reported to already be 
deployed in the UK alone) generates questions about the corresponding electrical ener-
gy consumption footprint. 
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Figure 23: Common femtocell network [24] 
 
The femtocell can act as a standard 3G base station and uses a SIM card which is active 
on the cellular network and that has been registered for use with the femtocell. The 
femtocell base station is equipped with an Ethernet port that must be connected to a 
suitable broadband connection to provide backhaul access to the network operator. 
There are two main operational modes for small cell BSs: open access mode, in 
which the BS allows access to all users of the operator’s network and closed access 
mode, which allows only registered users to access the small cell. The hybrid access 
mode, in which a limited amount of small cell resources are available to non-registered 
users, can also be available.  
 
Figure 24: Detailed femtocell network architecture [23] 
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Figure 25: Analytic femtocell hardware architecture and relative power consumption amounts 
[25] 
 
Three main interacting blocks can be identified in a femtocell base station: 
 The first block consists of the microprocessor which is responsible for the imple-
mentation and the management of the standardized radio protocols and the associ-
ated base band processing. Furthermore, it is also responsible of managing the 
backhaul connection to the core network.  
 The second block is the FPGA (Field-Programmable Gate Array), along with some 
other integrated circuitry to support a variety of functions such as data-encryption, 
hardware authentication and the Network Time Protocol.  
 The third block contains the RF (Radio Frequency) transmitter which allows send-
ing and receiving signals and the power amplifier. 
    
Table 7 : Power consumed by femtocell parts [22]        Figure 26: Femtocell power distribution 
 
Based on this hardware architecture, an energy model is generated for the power con-
sumption of the femtocell base station [22]: 
𝑃𝑒𝑙/𝑓𝑒𝑚𝑡𝑜 = 𝑃𝑒𝑙/𝑚𝑝 + 𝑃𝑒𝑙/𝐹𝑃𝐺𝐴 + 𝑃𝑒𝑙/𝑡𝑟𝑎𝑛𝑠 + 𝑃𝑒𝑙/𝑎𝑚𝑝 (15) 
with Pel/mp, Pel/FPGA, Pel/trans and Pel/amp the power consumption of, respectively, the mi-
croprocessor, the FPGA, the transmitter and the power amplifier.  
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Looking at the Figure 25.A the energy consumption measurements of a typical 
femtocell (Alcatel-Lucent device) available in [21], we can realize that its contribution 
to the total power consumption of network access systems is very low, since it con-
sumes less than 7.8 W. 
 
 
Figure 27: A) Femtocell power consumption in idle state. B) Power consumption as function of 
bitrate at the receiving femtocell. C) Power consumption as function of datagram size [21] 
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According to the recorded power measurements and the graphs above, we can summa-
rize some details regarding the power consumption behavior of femtocells. 
The following properties are recognized: 
 The measurements indicate a constant power consumption plateau about 7.77 
W, when the femtocells are idle, accompanied by periodic spikes (Figure 27.A). 
 In Figure 25.B we can notice the power consumption rate increase with the 
available data traffic for different packet sizes, before reaching a constant value. 
The consumption is higher for small datagrams (128 bytes). 
 Figure 25.C indicates the power consumption reduction, at certain bitrates (0.2 
Mbps and 1Mbps), as the datagram size increases. However, after a specific 
threshold (1470B) the power consumption begins to increase gradually. 
 Based on the abovementioned properties of femtocells, the authors of [21] designed 
an empirical power consumption model of a femtocell as function of time, the offered 
load and the datagram size: 
 
𝑃 = 𝑎(𝑑)𝑠𝑎𝑡(𝑥, 𝑑) + 𝛽(𝑑)𝛿(𝑥) + 𝛾 (16) 
, where P is the base station power consumption in (W), x is the offered load in Mbps, d 
is the datagram size in bytes. 
 
(17) 
 
 sat(x,d) represents the observed plateau in power consumption once the offered 
load exceeds the network capacity 
  α(d) exposes that the rate of increase in power consumption with offered load is 
observed to depend on datagram size  
 β(d) indicates the dependence of power consumption on datagram size when the 
offered load is held fixed 
 γ  represents the baseline power consumption when the femtocell is idle  
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2.4 Wired networks energy consumption 
  
Having completed the discussion about wireless networks, we now focus our atten-
tion on wired communication networks in order to investigate how the energy is distrib-
uted over the several power consuming domains. The following analysis is based on in-
formation available in [11, 26-30]. 
According to the Figure 3 of section 2.1, in 2002 the fixed broadband networks was 
responsible for 3% of total CO2 emissions of telecommunication industry and it is ex-
pected to increase up to 14% in 2020. Compared to wireless networks, wired communi-
cation networks introduce a different power consumption pattern. With regards to the 
mobile networks, we have highlighted that the end users represent only the 10% of the 
overall power consumption and for the rest of 90% responsible is the operator’s contri-
bution. On the contrary, for the fixed networks, the dominant power consumer is user’s 
segment representing the 70% of the total consumption and only the 30% is due the op-
erator OPEX [26] (Figure 28).  
 
 
Figure 28: Power allocation in wired networks [6] 
 
The dominating energy consumption occurs in the user segment. The distribution sys-
tem delivers the available energy to an amount which is negligible for the single user. 
However, because of the extremely great number of terminal nodes, the total energy 
consumption amount is considerably high. 
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Wired communication networks can be divided into three segments: core, metro, and 
access [29]. Below, we provide a short description for each domain. 
 
Figure 29: Domains of wired communication networks  
 Core Network: By core network, we usually refer to the backbone infrastructure of a 
telecom network. The core network is typically based on a mesh interconnection pattern 
and carries huge amounts of traffic collected through the peripheral areas of the net-
work. So, it needs to be equipped with appropriate interfaces towards metro and access 
networks which are in charge to collect and distribute traffic, so that users separated by 
long distances can communicate with one another through the core (backbone) network. 
 Metro Network: The metro network is the part of a telecom network that typically 
covers metropolitan regions. It connects equipment for aggregation of residential sub-
scribers’ traffic and it provides direct connections to the core network for Internet con-
nectivity.  
 Wired Access Network: The access network is the “last mile” of a telecom network 
connecting the telecom CO (Central Office) with end users. Access network comprises 
the larger part of the telecom network. It is also a major consumer of energy due to the 
presence of a huge number of active elements. There are several network access tech-
nologies proposed such as xDSL (Digital Subscriber Line), CM (Cable Modem), FTTx 
(Fiber-To-The-x), etc. 
The scope of above described infrastructure is to support and serve the end user seg-
ment which is generally referred to as Home Network. This network includes any termi-
nal devices which are located at the customer’s site, such as home gateways. 
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Network Domain 
Power 
Consumption (W) 
Number of devices 
Overall consumption 
(GWh/year) 
Home 10 17,500,000 1533 
Access 1280 27,344 307 
Metro 6000 1750 92 
Core 10,000 175 15 
Overall network consumption 1947 
Table 8: 2015–2020 infrastructure deployment for Italian network: energy requirements and 
device density based on usual and realistic conditions 
 
In [30] researchers apply a reference scenario based on realistic network conditions in 
order to study the potential energy impacts for an expected deployment of Telecom Ita-
lia infrastructure by 2015–2020. The parameters of the scenario are listed in Table 8.  
Table 8 contains the number of devices per network segment and their usual energy 
consumption amounts. Figure 30.A denotes that 79% of the energy is consumed by 
home network devices. Access network devices are responsible for the 16% and both 
metro and core equipment represent 5% of the overall energy consumption. 
 
 
Figure 30: A) Energy distribution per network domain B) Energy consumption levels of future 
network devices (home gateways, DSLAMs, metro and core devices) for different operation 
modes [30] 
The above Figure 30.B depicts the energy levels for energy-aware future devices under 
different operation modes: 
 full load condition corresponds to busy devices and high energy consumption  
 idle mode represents active but no operating devices with considerable consumption 
 standby mode corresponds to low energy consumption for basic network operations  
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The wired access network of the current telecommunication systems is able to use main-
ly three different physical layer technologies:  
 the first is considered to be the very widely deployed copper-based access technol-
ogy, such as xDSL (Digital Subscriber Line)  
 the second well-known technology is the fiber-based optical access network for 
broadband data transmission, generally named Fiber-To-The-x (FTTx) 
 another famous technology is the coax cable technology on which the DOCSIS 
(Data over Cable Service Interface Specification) standard is used  
Regarding the xDSL technologies, several types are used, which vary in bit rate and 
maximum range. The ADSL-type (Asymmetric DSL) and VDSL-type (Very high bit 
rate DSL) flavors are the most common [27]. The most recent DSL technologies that are 
currently being deployed, namely ADSL2+ and VDSL2 are able to provide high data 
rates. In DSL technologies the last node before the subscriber is the DSLAM (DSL Ac-
cess Multiplexer), it is situated in a remote node (RN) that is connected via an optical 
fiber to the Central Office (CO) equipment (FTTH), while DSL is then applicable on 
copper wires reaching from the remote node’s DSLAM to the Customer Premises 
Equipment (CPE). The DSLAM acts like a network switch since its functionality is 
at Layer 2 of the OSI model. 
 
Figure 31: Different wired access network technologies implemented between the Central Of-
fice (CO) equipment and the Customer Premises Equipment (CPE) [28] 
On the other hand, there are different FTTx systems depending on how close to the 
subscriber the fiber reaches [28]. A typical example is the Fiber-To-The-Home (FTTH), 
which means that optical signal reaches the end user’s home equipment. Other examples 
are Fiber-To-The-Building (FTTB), Fiber-To-The-Curb (FTTC), and Fiber-To-The-
Node (FTTN).   
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Moreover, FTTH networks can be classified as either AON (Active Optical Network) or 
PON (Passive Optical Network), depending on the use of passive or active devices. The 
most frequently used standard is GPON (Gigabit PON). Based on different network to-
pologies, we can define FTTH networks as either point to point (P-t-P) or point to mul-
tipoint networks (P-t-MP). For Passive Optical Networks the connection of the custom-
ers’ terminals is served by an OLT device (Optical Line Termination). A typical OLT is 
able to serve about 32 or 64 customers. P-t-P systems are implemented using direct con-
nections between CPEs and COs usually through 1Gbit/s or 10 Gbit/s Ethernet links. 
Another widely deployed access technology is the Hybrid Fiber Coax (HFC) system 
that uses fiber running from the central office (CO) of a network provider to a Remote 
Node (RN) and coaxial cable from the node to subscribers. An adequate converter in the 
RN adapts the signal from one to the other transmission medium. These networks are 
typically built based on the preexisting television broadcasting networks [28]. 
 
  
Figure 32: A) Network domains [26] B) Power consumption per subscriber for different access 
bit rate communication technologies [27]    
 
In a more simplified representation Figure 32.A, a communication network can be 
consisted of three different sectors: the end user home network also referred to as the 
CPE (Customer Premises Equipment), the access network and the core network. For the 
fixed technologies a home gateway (e.g. DSL modem) is used at the customer premises. 
The CPE is connected with the core network through the access network. The main 
functionality of a core network is performed by routers. The access network is that part 
of a communication network which connects users to their immediate service provider.  
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In order to evaluate the power consumption of the different communication technolo-
gies we take into consideration the total power consumption per user metric 𝑃𝑡𝑜𝑡
𝑢  (Equa-
tion 1) which was defined in subchapter 2.1: 
𝑃𝑡𝑜𝑡
𝑢 = 𝑃ℎ𝑜𝑚𝑒
𝑢 + 𝑃𝑎𝑐𝑐𝑒𝑠𝑠
𝑢 + 𝑃𝑐𝑜𝑟𝑒
𝑢  
Based on equipment data sheets, authors in [27] compare the power consumption per 
user for several communication technologies of different access bit rates (Figure 32.B). 
Making a qualitative analysis for the figure above, among wired technologies, PtP fibre 
presents the highest consumption rates and GPON the lowest rates. 
Table 9 summarizes information about per user power consumption available in 
[11]. Here, we can observe the power consumption contribution of each network seg-
ment for several wired communication technologies. 
 
 
Table 9: Power consumption per user for different wired communication systems [11] 
 
Expressing the values of the table above into graphical representation (Figure 33) it is 
proved that, regardless the technology used, the dominant energy consumer of the net-
work is the customers’ domain. 
 
 
Figure 33: Comparison of power consumption for several wired technologies 
In Figure 33, the highest power consumption is recorded for PtP fibre technology in op-
posite to ADSL2 which represents the lowest power consumption per user.  
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2.5 Server energy consumption 
 
Electrical energy consumed by servers has increased significantly between 2000 and 
2012 due to the high number of servers installed and the need of powerful cooling sys-
tems. Power consumption varies by server type (basic types in the market: pedestal 
servers, 2U server rack servers, 1U rack servers and blade servers), the configuration 
within each server and the corresponding workload [31].  
A typical network server consists of motherboards, CPU processors, memory hard-
ware, hard drives, and network interface cards (NICs), cooling fans, graphic video cards 
(PCI slots) and power supply. Figure 34.A provides an overview of main server ele-
ments. Each of server elements produces important amounts of heat during its opera-
tion. As a consequence, a potential increase of the inner temperature within a server can 
cause operational problems. Hence, additional power is required to keep systems and 
their components within a safe operating temperature range.  
 
 
Figure 34: A) 1U rack server components B) Power consumption per server component [31] 
 
According to the Figure 34.B, server CPU processors and memory waste the most 
amount of power. The next major energy consumer is power supply, then PCI slots or 
hard disks, the motherboard, and lastly the fan and NIC cards. The use of multi-core 
processors helps address energy consumption by the CPU. However, current applica-
tions have increased their memory demands and they need processors with high perfor-
mance. This trend leads to memory as the largest energy consumer in servers for the 
coming years. Thus, memory cooling emerges as the primary thermal challenge [31]. 
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The following table contains indicative CPU utilization and power consumption 
records for a typical workload, derived from [32]. Both are measured for a time interval 
of 3 minutes. Based on these measurements we created the plots in Figure 35. 
Time CPU Utilization % Power Consumption (W) Time CPU Utilization % Power Consumption (W) 
13:54:28 20.657 151.4058 13:56:03 87.114 180.1942 
13:54:33 20.168 153.5383 13:56:08 89.879 184.1037 
13:54:38 24.103 159.2249 13:56:13 75.242 182.3267 
13:54:43 32.083 164.2006 13:56:18 69.893 178.4171 
13:54:48 49.364 170.5981 13:56:23 58.215 175.9292 
13:54:53 51.541 173.7968 13:56:28 59.808 176.2847 
13:54:58 49.08 167.7548 13:56:33 70.114 179.128 
13:55:03 54.414 170.5981 13:56:38 83.431 182.6821 
13:55:08 48.511 170.5981 13:56:43 85.182 184.8146 
13:55:13 48.127 171.3088 13:56:48 90.836 185.5254 
13:55:18 43.599 170.5981 13:56:53 95.023 186.0585 
13:55:23 47.265 170.5981 13:56:58 89.673 185.5254 
13:55:28 45.203 172.0197 13:57:03 72.871 181.2604 
13:55:33 44.73 170.5981 13:57:08 73.423 181.9713 
13:55:38 46.832 170.5981 13:57:13 67.672 179.128 
13:55:43 54.311 170.5981 13:57:18 66.229 179.128 
13:55:48 61.866 176.2847 13:57:23 44.491 172.7305 
13:55:53 74.566 176.9955 13:57:28 35.261 169.5318 
13:55:58 79.811 178.4171 13:57:33 16.92 152.472 
Table 10: Indicative measurements for CPU use and power consumption 
 
 
Figure 35: CPU utilization and power consumption variation over time  
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Observing carefully the above graph plots it obvious that the time varying patterns 
of both CPU utilization and CPU power consumption present similar features. This fact 
indicates that the relationship between CPU power consumption and CPU utilization is 
represented by linear format. 
 In order to prove the linear relationship between CPU power consumption and pro-
cessor utilization we create the following graph based on measurements of Table 10. 
Figure 36 illustrates the power consumption as function of CPU utilization. The gener-
ated linear equation between the two variables is shown within the graph. 
 
 
Figure 36 : Power consumption as function of CPU utilization 
The above analysis motivates us to model the CPU power consumption, which is the 
main consumer of the server, as single function of the CPU utilization. A power con-
sumption estimation model is proposed in [31] by the following formula: 
𝑃𝑛 = (𝑃𝑚𝑎𝑥 − 𝑃𝑖𝑑𝑙𝑒) ×
𝑛
100
+ 𝑃𝑖𝑑𝑙𝑒 (18) 
 
, where (n%) represents the processor utilization, Pmax the power consumption at high 
performance and Pidle the power consumption at idle mode. 
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The next greatest power consumer in a server is memory. Figure 37 depicts the power 
consumption variation for different memory types (RDIMMs: Registered Dual In-line 
Memory Modules) using DDR2 and DDR3 technology. 
 
 
Figure 37: Power consumption for different memory types [31] 
Based on energy measurements found in [32], we present in Figure 38.A the power con-
sumption of one server for one-hour sample and the corresponding power consumption 
for a subsystem of 8 servers in Figure 38.B. 
 
Figure 38: Power consumed by one server and by a subsystem of servers 
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3 Energy efficiency aspects 
Main concern of Chapter 3 is related to energy efficiency aspects of telecom infra-
structure.  The explosive growth of telecom industry has led to the rise of network op-
eration costs (OPEX) and has also caused high energy demands and CO2 emissions. 
Consequently, ICT sector contributes greatly to the energy crisis and global warming 
problems. Thus, governments and ICT industries shift their attention on energy efficient 
issues in order to reduce energy consumption and CO2 emissions. In this regard, Euro-
pean Commission has developed research projects relative to the energy efficiency of 
mobile communication networks, some well-known are the “Energy Aware Radio and 
NeTwork TecHnologies (EARTH)” and “Towards Real Energy-efficient Network De-
sign (TREND)”. Generally, this trend towards energy efficiency is supported by stand-
ard bodies like 3GPP (ATIS, ETSI), ITU and IEEE which among other specifications: 
 define  a set of energy efficiency metrics widely accepted by the academic and 
research community in order for researchers to work in common ground 
 provide appropriate technical regulations and green techniques in order to ad-
dress base station management issues that are studied in the following sections 
 
Figure 39: Tradeoff between performance and energy consumption of a mobile network [33] 
 
In this point, it is important to highlight that the energy efficiency improvement of tele-
com networks should be not achieved sacrificing the Quality of Service (QoS) provided 
by mobile operators. As it is illustrated, in the above performance versus energy con-
sumption curve the green techniques should offer the perfect energy efficiency defined 
by the satisfiable QoS level. Any performance level below this well-balanced threshold 
is not acceptable in commercial wireless networks [33]. 
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Talking about energy efficiency, the following diagram provides an overview of green 
techniques and energy efficient solutions towards “green” cellular networks, proposed 
by researches and standard bodies and introduced in literature.  
An approximation that supports the “green cellular network” concept is to apply en-
ergy efficient methods at the architecture and component level, focusing on energy sav-
ings in BSs and base station management techniques. This approach is strongly related 
to self-organizing networks (SON) which are associated with the long-term-evolution 
(LTE) network. Another approach towards “green” cellular networks is to develop en-
ergy aware network planning using different types of network deployments based on 
smaller cells which are able to increase the energy efficiency of a wireless system. From 
system design perspective, there are modern communication technologies such as cog-
nitive radio and cooperative relays which enable green communication in mobile net-
works. 
 
Figure 40: Green cellular network techniques 
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3.1 Energy efficiency metrics used in cellular net-
works 
 
Proceeding to the definition and analysis of energy efficiency (EE) metrics of com-
munication networks the information presented below are derived from [2, 33-36]. 
The notion of “green” technology in wireless systems can be made meaningful with 
a comprehensive evaluation of energy savings and performance in a practical system. 
Therefore, in order to measure and define the extent of “greenness” in cellular networks, 
the use of energy efficiency metrics is necessary. These metrics provide valuable infor-
mation and helps us to evaluate the performance of the several cellular network compo-
nents, for instance the efficiency of base stations, and generally they are used in order to 
assess and compare the energy efficiency between energy-aware networks. In this sec-
tion we present some common green metrics which vary depending on their field of ap-
plication. 
According to the purpose of a system, EE can be defined in different perspectives. 
One aspect is to define EE as the ratio of efficient output energy to total input energy. 
The other aspect is to define EE as the performance per unit energy consumption. EE is 
a concept related to comparison. In [34] EE metrics are classified into two different 
conceptual categories: 
 absolute metrics which indicate the actually energy consumed for performance  
 relative metrics which show how EE is improved 
The most common absolute metric is bits/Joule (19) used for measuring the efficiency 
of communication link. On the other hand, a particular relative metric is the ratio of 
output and input power in power amplifiers (20). 
 
𝐸𝑒 =
𝑅
𝑃𝐶
 (19) 𝜂𝑃𝐴 =
𝑃𝑜𝑢𝑡
𝑃𝑖𝑛
 (20) 
 
In equation (19), R expresses the data rate offered by a typical base station which con-
sumes PC Watts. 
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Taking into account which exactly network domain of telecommunication systems 
(Figure 40) the energy efficiency metrics account for, they can be categorized into three 
main types, as it is reported in [2, 33, 36]: 
 
Figure 41: Classification of EE metrics, based on their domain of application in cellular net-
works [33] 
 Facility-level metrics which are related to high-level systems where equipment 
is deployed (Data centers, Servers, ISP networks etc.). 
 Equipment-level metrics which represent low-level systems and are used in or-
der to evaluate performance of individual equipment (Base stations, Femtocells, 
End hosts, Mobile services etc.). 
 Network-level metrics which assess the performance of equipments considering 
features and properties related to capacity and coverage of the network. 
With regards to facility-level metrics, we present two EE metrics, found in [2], which 
can evaluate the performance of Data centers: PUE (Power Usage Performance) and its 
inverse DCE (Data Center Efficiency). 
 
𝑃𝑈𝐸 =
𝑇𝑜𝑡𝑎𝑙 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑃𝑜𝑤𝑒𝑟
𝐼𝑇 𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝑃𝑜𝑤𝑒𝑟
 (21) 𝐷𝐶𝐸 =
1
𝑃𝑈𝐸
× 100% (22) 
 
In order to measure the efficiency of individual equipments we need to define a ratio 
of energy consumption to a particular network feature (e.g. data rate, bandwidth, capaci-
ty). This requirement is met by the widely used in communication systems Energy Con-
suming Metric (ECR) which is the ratio of system’s normalized energy consumption to 
its capacity, measured in [Joule/bit]. An alternative expression of this metric is the ratio 
of equipment power consumption to the effective system throughput [Watt/Gbps]. 
 
𝐸𝐶𝑅 =
𝐸
𝑁
=
𝑃
𝑅
 (23) 
E:energy required to deliver N bits 
R: effective system throughput in bits per second 
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The first expression of ECR (23) typically is used for electronic hardware and the sec-
ond measures the performance of the Radio Access Network equipment, especially of a 
base station. A system with lower ECR is more energy efficient than a system with a 
higher ECR. 
 During a 24-hour interval the traffic load of a typical network can vary between dif-
ferent conditions: full-load, half-load and idle states. Thus, the total power consumption 
of equipment should be adapted to this dynamic nature of the network. A proposed for-
mula for this case in [2] is the following: 
𝑃𝑡𝑜𝑡𝑎𝑙 = 0.35𝑃𝑚𝑎𝑥 + 0.4𝑃50 + 0.25𝑃𝑖𝑑𝑙𝑒 (24) 
, where Pmax, P50 and Pidle refer to power consumption at 100%, 50% and 0% load utili-
zation, respectively. The coefficients for each term are defined statically. In this regard, 
taking into account the several load conditions the ERC metric is redefined as ERC-
weighted (ERCW): 
𝐸𝑅𝐶𝑊 =
0.35𝑃𝑚𝑎𝑥 + 0.4𝑃50 + 0.25𝑃𝑖𝑑𝑙𝑒
𝑅
 (25) 
Additional load-depending metrics are the Telecommunication Energy Efficiency Ratio 
(TEER) proposed by ATIS and the Telecommunication Equipment Energy Efficiency 
Ratio (TEEER) proposed by Verizons Networks in [2]. These two metrics are defined 
as follows: 
𝑇𝐸𝐸𝑅 =
𝑈𝑠𝑒𝑓𝑢𝑙 𝑊𝑜𝑟𝑘
𝑃𝑜𝑤𝑒𝑟
 (26) 
Useful Work: It can be data rate, throughput etc. 
Power: Power consumed by equipment 
 
𝑇𝐸𝐸𝐸𝑅 = log
0.35𝑃𝑚𝑎𝑥 + 0.4𝑃50 + 0.25𝑃𝑖𝑑𝑙𝑒
𝑅
 (27) 
The higher the TEER value, the more energy efficient the equipment is compared to 
other equipments. Also, according to the equation (27) the units of TEEER are 
[log(Watts/Gbps)]. The aforementioned EE metrics present an important drawback be-
cause they fail to capture all the attributes of a system. Hence, an alternative absolute 
EE metric is proposed in [2]: 
𝑑𝐵𝜀 = 10log
𝑃𝑜𝑤𝑒𝑟 𝐵𝑖𝑡 𝑅𝑎𝑡𝑒⁄
𝑘𝑇𝑙𝑛2
 (28) 
The above metric is measured in dB, and among other properties, it accounts for the 
physical characteristics of the system’s medium, including the absolute temperature of 
the medium T and the Boltzmann constant k. Generally, low values of dΒε indicate an 
energy efficient system.  
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Discussing the EE metrics at the network-level, a classic metric, that includes the con-
cepts of base station coverage area and bandwidth, is the area spectral efficiency (ASE) 
S, presented in [18, 19]. This metric is defined as the mean of the network bit rates per 
unit bandwidth per unit area, commonly measured in [bits/sec/Hz/km
2
]: 
𝑆 =
𝐸[𝑆]
𝐴𝐶
 (29) 
E[S]: Function of the overall spectral efficiency S 
AC: Coverage area of a cell 
 
In order to evaluate the power consumption of the network depending on its cell size, 
we present the notion of area power consumption (APC) [18, 19] as the ratio of power 
PC consumed within a cell to the corresponding cell size AC, measured in [Watts/km
2
]: 
𝑃 =
𝑃𝐶
𝐴𝐶
 (30) 
, where PC=Pma+N∙Pmi, Pma: power consumption of macro site, N: number of micro sites 
within a macro site with power consumption Pmi. A graphical representation of how 
both the (APC) and the (ASE) vary as function of the inter site distance D for different 
macro and micro deployments is illustrated in Figure 41. About term D, we must high-
light that it represents the distance which characterizes the density of base stations. It is 
observed that for small distances the (APC) presents high values and additionally for 
each deployment there is a minimum (APC) value. These properties are due to power 
consuming elements of base stations which present distance-independent behavior. 
 
 
 
Figure 42: A) Macro site grid B) Micro sites deployments within macro grid C) and D) Area 
power consumption and Area spectral efficiency as function of inter site distance D [18] 
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An another well-known metric which is useful to assess network provider services and 
compare the performance of wireless and wired communication systems for different 
technologies is the total power consumption per user PU, measured in [Watts/user]. 
𝑃𝑈 =
𝑃𝑠𝑖𝑡𝑒
𝑁
 (31) 
Psite: Power consumption of the site 
N: Number of subscribers 
 
Generally speaking, there is a great number of metrics used in the literature and pro-
posed by standard bodies. However, in Table 11 we mainly focus on metrics which are 
useful for cellular networks. The taxonomy below was based on data found in [2, 33]. 
 
EE Metrics Calculation Units Category Targets Remarks 
(PUE) 
Power Usage Perfor-
mance 
𝑃𝑈𝐸 =
𝑇𝑜𝑡𝑎𝑙 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑃𝑜𝑤𝑒𝑟
𝐼𝑇 𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝑃𝑜𝑤𝑒𝑟
 Ratio 
Facility-
Level 
Data Center  
(DCE) 
Data Center Efficiency 
𝐷𝐶𝐸 =
1
𝑃𝑈𝐸
× 100% Percentage 
Facility-
Level 
Data Center  
(ECR) 
Energy Consumption 
Ratio 
𝐸𝐶𝑅 =
𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛
𝑁 𝑏𝑖𝑡𝑠
 Joules/bit 
Equipment-
Level 
ISP, ICT 
enterprises 
 
𝐸𝐶𝑅 =
𝑃𝑜𝑤𝑒𝑟 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑆𝑦𝑠𝑡𝑒𝑚 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
 Watts/Gbps 
Equipment-
Level 
ISP, ICT 
enterprises 
 
Total Power Con-
sumption of Equip-
ment 
𝑃𝑡𝑜𝑡𝑎𝑙 = 0.35𝑃𝑚𝑎𝑥 + 0.4𝑃50 + 0.25𝑃𝑖𝑑𝑙𝑒 Watts 
Equipment-
Level 
ISP, ICT 
enterprises 
 
(ERCW) 
ERC-Weighted  
𝐸𝑅𝐶𝑊 =
𝑃𝑡𝑜𝑡𝑎𝑙
 𝑆𝑦𝑠𝑡𝑒𝑚 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡
 Watts/Gbps 
Equipment-
Level 
ISP, ICT 
enterprises 
 
(TEER) 
Telecommunication 
Energy Efficiency 
Ratio  
𝑇𝐸𝐸𝑅 =
𝑈𝑠𝑒𝑓𝑢𝑙 𝑊𝑜𝑟𝑘
𝑃𝑜𝑤𝑒𝑟 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛
 Gbps/Watt 
Equipment-
Level 
General, 
Server, 
Transport 
 
(TEEER) 
Telecommunication 
Equipment Energy 
Efficiency Ratio  
𝑇𝐸𝐸𝐸𝑅 = log
𝑃𝑡𝑜𝑡𝑎𝑙
𝑆𝑦𝑠𝑡𝑒𝑚 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡
 log(Watts/Gbps) 
Equipment-
Level 
Transport, 
Switch, 
Router, 
Access, 
Amplifier 
 
(dBε) 
Absolute EE Metric 𝑑𝐵𝜀 = 10log
𝑃𝑜𝑤𝑒𝑟 𝐵𝑖𝑡 𝑅𝑎𝑡𝑒⁄
𝑘𝑇𝑙𝑛2
 dB 
Equipment-
Level 
General  
(ASE) 
Area Spectral Effi-
ciency  
𝑆 =
𝐸[𝑆]
𝐴𝐶
 bits/sec/Hz/km
2 
Network-
Level 
Wireless 
Systems-
Networks 
 
(APC) 
Area power Consump-
tion  
𝑃 =
𝑃𝐶
𝐴𝐶
 Watts/km2 
Network-
Level 
Base Station 
EE 
 
(PU) 
Power Consumption 
Per Subscriber  
𝑃𝑈 =
𝑃𝑠𝑖𝑡𝑒
𝑁 𝑢𝑠𝑒𝑟𝑠
 Watts/user 
Network-
Level 
ISP, ICT 
enterprises 
 
Table 11: Overview of energy efficiency metrics 
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3.2 Self –organizing networks (SONs) and Base sta-
tion management schemes 
 
Current applied technologies in mobile networks have been designed by taking into 
account non-energy-related factors. Some of the main technical drawbacks of current 
mobile networks for moving towards “green” networking are listed below [33]: 
 Most of the current techniques tend to maximize the performance metrics such as 
the throughput, QoS and reliability. Devices and systems are designed in a perfor-
mance oriented manner, not orienting the energy awareness or energy efficiency. 
 Except for the peak time, network devices are not utilized at their full capacity, and 
hence normally their required level of energy is much less than the supplied power 
at maximum level. In such an over-provisioning condition, the electrical power 
cannot be dynamically adjusted depending on the network traffic conditions. 
 The energy saving gain of most of the green techniques is achieved usually at the 
cost of degradation of QoS. The tradeoff between the performance and the energy 
consumption should be carefully exploited. 
Hence, in order to address problems related to energy consumption and operational ex-
penditures, self-organizing networks (SONs) were introduced by the 3GPP with main 
objective to improve network energy efficiency, coverage and capacity utilization and 
to maintain QoS, all driven by profit optimization (Figure 43.A).  
   
Figure 43: A) Scope of SONs in cellular networks [37] B) Elements that compose a SON [38] 
 Self-organization is a system that consists of both structural and functional aspects. 
All the entities involved within this system are well arranged in particular manner and 
they interact among themselves to fulfill the sole purpose of the overall system [38]. A 
system which is self-organized may not have any external or central control entity, but 
the controlling mechanisms are distributed and localized among the entities within the 
system. As depicted in Figure 43, the SONs consist of three main functionalities self-
configuration, self-optimization, and self-healing. 
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Below we describe briefly the role of self-configuration, self-optimizing (responsible 
for energy savings) and self-healing within the SON architecture, presented in [37-39]. 
 
 
 Self-configuration function corresponds to process where the installation of newly 
deployed base stations/eNodeBs (eNBs) is automatically performed in order to achieve 
the appropriate configuration for system operation. This procedure is characterized as 
preoperational phase, where the eNB is powered up and maintains backbone connectivi-
ty until the RF transmitter is activated. Some of use cases for self-configuration include 
automatic configuration of physical cell identity and neighbor-list configuration. 
 Self-optimization process starts once the RF interface is switched. It represents the 
operational state where the user equipment (UE) and eNB measurements and parame-
ters are used in order to dynamically optimize the network performance and to reduce 
OPEX. The main use cases for self optimization are coverage and capacity optimiza-
tion, energy savings, mobility robustness optimization, mobility load balancing optimi-
zation, and interference reduction. 
 Self-healing function is responsible to detect and solve system failures that could be 
repaired automatically by activating proper recovery mechanisms in the operational 
state. Self-healing includes processes such as cell outage detection, cell-outage compen-
sation, cell outage recovery, and return-from-cell-outage compensation. 
Figure 44: SON functionalities [35], [37]  
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Recently, both industry and academy are focusing strongly on the research of green 
mobile networks in order to design new energy-efficient SON architectures, protocols 
and algorithms, targeting various types of mobile network. 
SONs are responsible for the management of BSs within a cellular network. As we 
have discussed in previous sections, in a typical cellular system, BSs are the main ener-
gy expenditure elements and contribute 60%-80% of the energy consumption of the 
whole network. Thus, improving the energy-efficiency of the BSs can significantly re-
duce both the operational cost and carbon footprint and enhance the notion of “green-
ness” in mobile networks. It is worth noting that the energy consumption of a BS is 
dominated by components that do not depend on the traffic load, such as the high-power 
tower lights, power amplifiers and cooling systems.  
In the next subsections, we focus on power management schemes of energy aware 
cooperative BSs. We describe the operation of SONs which are able to save energy by 
minimizing the number of active base stations setting some of them to sleep modes in 
low network load levels. The energy saving algorithms of SONs can be executed at 
network management level with the involvement of operation, administration and man-
agement system (OAM) or at network element level without the involvement of 
(OAM). Thus, depending on the location of energy saving management, SONs are di-
vided into three management schemes: 
 Centralized architecture 
 Distributed architecture 
 Hybrid (pseudo-distributed) architecture 
The aforementioned architectures (Figure 45) are discussed in the next subchapters. 
 
 
Figure 45: Different BS management schemes and architectures of SONs [39] 
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3.2.1 Base stations sleep modes 
 
Sleep modes are today considered one of the most promising approaches to increase 
the energy optimization in cellular networks. Typically, all the BSs of a cellular network 
are normally necessary to provide the desired QoS to end users during periods of high 
traffic, in periods of low traffic only a fraction of the BSs is sufficient to provide the 
same services, and some BSs, which are idle, can enter low-power sleep modes [40]. 
The concept behind of the sleep mode technique is to dynamically adjust the capacity of 
the network to the instantaneous traffic demands when there are underutilized BSs. 
Generally, it is considered that macro BSs cannot operate in sleep modes. Main concern 
of macro BSs is to provide the coverage umbrella during the time interval between 
on/off modes of micro BSs in order to avoid large delays and poor QoS levels [41]. The 
micro BSs are deployed within a macro site in order to increase the capacity of specific 
subareas, thus for low traffic demands we can turn off a portion of inactive micro BSs 
saving energy.  
 
Figure 46: A) Extension of BS coverage [42] B) Switching off process of a base station [43] 
 
Switching off some BSs implies that the radio coverage and service provisioning are 
undertaken by the BSs that remain active which increase their radiated power so that to 
serve satisfactorily the whole area and guarantee the required quality of service (QoS). 
Assuming a typical 3-sector cell deployment, Figure 46.A provides an overview of 
the BSs coverage extension. Such coverage variations are expected to be performed 
gradually providing a smooth handover of mobile users towards new cells avoiding ab-
rupt movements and outages. Additionally, since the radio emission is interrupted dur-
ing sleep modes, interference between cells is also reduced. The BS reconfiguration 
process requires a mechanism to update the neighboring BSs lists. This procedure is un-
dertaken by energy aware algorithms. 
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As it is reported in [43] the design of a BS sleep mode must satisfy three requirements: 
reduce the consumed energy, guarantee the availability of wireless access over the ser-
vice area, and eliminate the perceived degradation of the user experience. These targets 
drive the definition of the two primary sleep mode mechanisms: 
• Sleep mode entrance: specifies when, how, and which BSs enter sleep mode with 
minimal degradation of the service offered to end users. 
Operationally, this technique requires that we: 
o Identify the set of neighboring BSs that can absorb the load of the BS to be 
switched off 
o Check that the neighboring BSs can effectively be in charge of the additional 
load, possibly by applying specific compensation actions, like up-tilting their 
antennas or slightly increasing their emitted power Once the sleep mode trigger 
is confirmed, the transition from active to sleep state can start. 
• Sleep mode exit: specifies when, how, and which BSs wake up to respond to traffic 
demand increases, with minimal degradation of the service offered to end users. 
Sleep mode exit (BS wake-up) should be triggered when the data traffic conditions im-
ply a high risk of overload in neighboring active BSs, or an unacceptable quality of ser-
vice for end users. An obvious solution is to allow the active BSs to alert sleeping 
neighbors as soon as their load exceeds a given threshold. In this case, the sleeping BSs 
must receive a wake-up signal on their backhaul interface and turn on rapidly. 
Figure 46.B demonstrates the sleep mode entrance procedure and the BS wilting 
concept: three BSs are initially active, and provide services to the mobile terminals that 
are located in their cells. Once the central BS begins its switch off transient, it gradually 
minimizes its radiated power in order to shrink its coverage, while the area of adjacent 
cells expands. During this process, mobile terminals served by the central BS can mi-
grate to neighboring BSs. At the end of the transient, the central BS is in sleep mode, 
and coverage is provided by the neighboring cells. During BS switching off process, if 
any mobile user experiences strong degradation without any possibility to join another 
BS, it can signal to the BS in order to suspend the process. Inactive mobile terminals 
located under the BS also need to be aware of the ongoing process, and be invited to 
relocate away. If they fail to relocate, they must warn the BS to stop the wilting process. 
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According to [9] the reduction of the traffic in some portions of a cellular network is 
due to the combination of two parameters: i) the typical day-night behavior of users ii) 
the daily swarming of users carrying their mobile terminals from residential areas to of-
fice districts and back, resulting in the need for large capacity in both areas at peak us-
age times, but in reduced requirements during the period in which the area is lightly 
populated (day for residential areas and night for office districts). 
 
Figure 47: A) Weekly traffic variations for business and residential areas [40] B) Traffic fluctu-
ations for a particular region during a week [44] 
Figure 47.A, derived from [40], illustrates the traffic profiles within a cell in a business 
area or in a residential area of a network. The empty markers represent the profile of a 
weekday and solid markers correspond to weekend. Furthermore, the solid line records 
the traffic for business areas and the residential areas are represented by dashed line. For 
both business and residential areas, the peak traffic level is observed during week days, 
but at different timestamps: at 11:30 in business areas and at 23:00 in residential areas. 
As expected, during weekends, traffic demands are very low in business areas. During 
weekdays, traffic is high from 10:00 to 19:00, always within 60% of the peak. On other 
hand, for residential areas, traffic levels in weekend and weekdays present similar varia-
tions, with an increase from 8:00 to 23:00. 
The traffic variations of Figure 47.B for a specific region from Monday to Friday 
(work time) present similar traffic patterns. Also we can observe that traffic levels from 
Saturday to Sunday (weekend) differ slightly and are lower than work time.  
In conclusion, both figures agree that network during 23:00 to 7:00 (night time, off-
peak hours) is not so busy. Thus, for these particular time interval it is possible to 
switch off unused base stations.  
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As we mentioned before, in order to achieve potential energy savings, the sleep mode 
technology should be applied in off-peak hours where the traffic is low. In [45] re-
searchers study self-organizing technologies and propose dense base station deploy-
ments in order to allow coordination and information (load coverage, interference and 
energy saving state) exchange among base stations. The objective is to adjust the energy 
consumption with the capacity demand (Figure 48.A). 
 
 
Figure 48: A) BS sleeping during off-peak hours B) Partial shutdown of BS units 
 
Furthermore, in [45] it is proposed an alternative method to reduce the power consump-
tion by switching off only some of the BS power consuming components and not the 
entire base station. Thus, according to Figure 48.B depending on traffic demands some 
units can be transferred to sleep modes. This method requires careful network design in 
order to guarantee that no coverage hole is generated. 
 
 
Figure 49: Energy savings using sleep modes without any negative effect on users’ satisfaction 
 
The above bar chart available in [7] presents a summary of the results obtained for set-
ting cells or sites into sleep mode during hours of low network traffic. It is highlighted 
that user satisfaction is not affected. However, the energy savings observed comes at the 
cost of a reduction in the average data rate. It is also clear to note that putting individual 
cells into sleep mode gives an extra flexibility, thus increasing the potential for energy 
saving. 
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Figure 50: Saved energy by adapting dynamically the energy consumption to actual traffic [46] 
In [46] authors introduce a regional self-organizing energy-saving management mecha-
nism. The diagram 50 indicates that about a third of the time the load is very low and on 
average the load is about 50% of the maximum load. When power amplifiers and other 
hardware components operate at low power levels, or parts of the hardware are turn off 
temporarily according to the traffic load, obviously a high power saving potential can be 
addressed. Figure 50 reveals the potential energy savings when adapting the power con-
sumption to the actual traffic load. It is estimated that the average base station energy 
demand can be reduced by at least 50% using such methods. 
 
Figure 51: Power consumption for BSs in sleep mode (middle) and for remaining active BSs 
(bottom) [40] 
Figure 51, found in [40] depicts the time varying energy consumption fluctuations 
for two types of BS: those which are scheduled to turn off and those which are respon-
sible to serve the total traffic demands. Particularly, in the top plot, the red line indicates 
the threshold below which a portion of BSs is transferred to deep sleep mode. The mid-
dle and bottom charts show the power consumption variations of sleeping BSs and the 
remaining active BSs, respectively, in the case of partial switch-off. We can notice that 
in the periods of sleep the power consumed by BS is constant at 450 W.  
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 In article [47] a new flexible concept is introduced called “Cell Zooming”. Cell zoom-
ing is a technique through which BSs can adjust the cell size according to network or 
traffic condition, in order to balance the traffic load, while reducing the energy con-
sumption. When a cell serves a great number of users, it can zoom itself in, whereas the 
neighboring cells with less amount of traffic can zoom out to cover those users that can-
not be served by the congested cell. Cells that are unable to zoom in may even go to 
sleep to reduce energy consumption, while the neighboring cells can zoom out and help 
serve the mobile users cooperatively (Figure 52).  
 
 
Figure 52: A) Cell with original size B) Central cell zooms in high loads C) Zooming out for 
low traffic levels D) Central cell switches off and neighboring cells zoom out E) Central cell 
sleeps and adjacent cells serve cooperatively the area of sleeping BS [47] 
 
The framework for cell zooming can include a cell-zooming server (CS) (implemented 
in the gateway or distributed in the BSs) that senses the network state information such 
as traffic, channel quality etc and hence makes decisions for cell zooming. If there is a 
need for a cell to zoom in or out, it will coordinate with its neighboring cells by the as-
sistance of a CS. Cells can zoom in or out by a variety of techniques such as physical 
adjustment, BS cooperation and relaying. Physical adjustment can be either done by ad-
justing the transmit powers of BSs and also by adjusting antenna height and tilt for cells 
to zoom in or out. BS cooperation here means that multiple BSs cooperatively transmit 
or receive from mobile users. For an individual mobile user, a cluster of BSs cooperat-
ing form a new cell, the size of which is sum of cell sizes of these BSs. Relaying can 
also be used for cell size adjustment in a way that relay stations can help transfer the 
traffic from a cell with heavy load to a cell in low load conditions (traffic filtering pro-
cess). 
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3.2.2 Centralized management 
In a centralized SON architecture, the energy aware algorithms are executed at the 
network management level under the supervision of OAM. The network elements for-
ward useful information and reports to network management such as measurement data 
about traffic load and network utilization. Based on the feedback from network nodes 
OAM activates/deactivates energy saving operation in the network by sending com-
mands and parameter settings data from the network management level to the network 
elements. 
 
Figure 53: Centralized SON architecture [48] 
According to this approach all the network access components contribute equally to the 
implementation of SON algorithms by providing the relative information. This fact is no 
doubt great benefit because it is possible for the network to be globally optimized. Also, 
since the control of SON operation is performed centrally by the OAM, the coordination 
of SON functions can be easily achieved avoiding problems generated by simultaneous 
operation of SON functions having conflicting targets. 
On the other hand, the centralized SON architecture presents some drawbacks such 
as delay in response times, increased backbone traffic and it is likely to counter a single 
point of failure. The delay response time is related to the system‘s reaction during net-
work condition changes and can even cause network instabilities. The backbone traffic 
may increase since measurement data have to be sent from the network elements to the 
OAM system and commands must be sent in the opposite direction. This traffic will 
grow as more cells are added to the network. Also, these cells will demand additional 
processing power from the central system. 
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3.2.3 Distributed management 
Regarding distributed SON management scheme, the energy saving algorithms run 
in the network elements (eNBs) without the direct involvement of OAM. The OAM de-
cides only in high level on activating or deactivating energy saving management in the 
network since here the network nodes present autonomous operation and exchange SON 
related information directly with each other. As a result the SON functions of this archi-
tecture present more dynamic nature than in centralized architecture and the network 
can react to changes more effectively. Furthermore, this approach proves to be more 
effective than the centralized solution as the number of cells in the network increases.  
 
 
Figure 54: Distributed SON architecture [48] 
 
Although, the optimizations are performed at the network node level, this does not nec-
essarily lead in optimum solution for the overall network since it is difficult to predict 
the system’s response. Another important disadvantage is that the implementation of the 
SON algorithm in the network elements will be based on specific vendor demands, so 
third party solutions will be difficult. 
The fact that the algorithms are executed in the network elements does not exclude 
the OAM participation which receives periodical reports from network nodes and is 
able to control the behavior of the SON function by setting some optimization parame-
ters and policies.  
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3.2.4 Pseudo-distributed management 
The pseudo-distributed management scheme represents a hybrid SON solution that 
part of the energy saving algorithm is executed on the network management level and 
the other part is deployed in the network nodes. Here, the OAM initiates or ends the 
energy saving operation and the relative algorithms may be executed in coordination on 
both OAM and network nodes or  only on local network nodes. According to hybrid 
management, the BSs exchange information with each other and simultaneously provide 
periodic feedback to the OAM. The main goal of this architecture is to combine the 
advantages of centralized and distributed SON solutions: centralized coordination of 
SON functions and the ability to respond quickly to changes at the network element 
level.   
 
 
Figure 55: Hybrid SON architecture [48] 
 
However, the disadvantages of both centralized and distributed SON are also inherited. 
The performance of this architecture will be negatively affected when the number of 
network elements increases in the network and the corresponding backbone traffic 
grows. Moreover, the increase of network elements adds processing overhead in the 
system. Finally, since some parts of the SON algorithms are executed at the network 
elements, as we reported before for the distributed architecture, it will be difficult to 
implement third party solutions. 
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4 Cellular Cooperation 
In the previous chapter we analyzed energy efficient techniques of individual cellu-
lar access networks used during low activity periods in order to optimize energy sav-
ings. Thus, a network provider is obliged to disable some active cells by turning off the 
corresponding BSs so that to reduce the network power consumption. However, this 
implies that the remaining active BSs are forced to increase their action range in order 
serve sufficiently the whole area. This scenario depends heavily on the local traffic de-
mands which vary because of two main factors: the typical day-night behavior of users 
and the daily congestion of customers carrying their equipment from residential areas to 
workplaces and back. Therefore, this technique is possible to be used during off-peak 
usage periods (low need for capacity) and in network areas which are lightly populated. 
 Taking into account that urban areas are typically served by multiple mobile net-
work operators (MNOs) and usually their BSs are closely deployed, except for the tradi-
tional BS sleeping methods for an individual MNO, there is extra space for greater en-
ergy savings by applying an innovative energy efficient approach. This novel approach 
refers to the cooperation and network infrastructure sharing among MNOs. During 
high traffic activity the need for capacity is large and the usage of resources of each 
MNO is unavoidable. However, during low traffic periods some MNO resources are 
underutilized and become redundant, for these occasions the potential multi-operator 
cooperation becomes more feasible, since few or only one operator are sufficient to 
guarantee the desired QoS and radio coverage for a specific region. In this case, redun-
dant MNOs can switch off their access network equipment and save energy. On the oth-
er hand, the remaining active MNOs may increase their OPEX since they are obligated 
to serve the competitors’ users as roaming customers. 
 No doubt, behind the network sharing trend there are obvious benefits in terms of 
network energy efficiency and OPEX reduction. However, the potential cooperation 
among MNOs presents some complicated issues such as cross-operator user authentica-
tion, billing and roaming cost problems, fairness issues in sharing of infrastructure and 
in energy savings. These sets of problems are going to be investigated from a game the-
oretic approach which will be responsible to answer under what circumstances the self-
interested MNOs would agree to share their network infrastructure and what kind of 
profit agreements would stimulate them to participate in such cooperation scenario. 
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4.1 Network Sharing Types 
Details about telecom infrastructure sharing types and its benefits are included in 
[49]. The network sharing mechanism can be defined as active, which requires the shar-
ing of electronic infrastructure, or as passive, which refers to sharing of non-electronic 
infrastructure such as space or physical supporting infrastructure. According to [49] 
network sharing is classified into five categories, the category which concerns our study 
is the Radio Access Network (RAN) sharing:  
 
 
Site sharing (Passive) 
 
Operators co-locate their sites and share the same 
physical compound but install their own separate site 
masts, antennas, cabinets and backhaul. However, 
they may decide to share support equipment, including 
shelters, power supply and air conditioning. This form 
of sharing is often favored in urban and suburban are-
as where there is a shortage of available sites or com-
plex planning requirements. 
 
Mast sharing (Passive) 
 
Mast, or tower, sharing is a step up from operators 
simply co-locating their sites and involves sharing the 
same mast, antenna frame or rooftop. However, each 
operator will install their own antennas onto a shared 
physical mast or other structure. As for site sharing, 
operators may share support equipment. Operator 
coverage remains completely separate. 
 
RAN sharing (Active) 
 
RAN sharing involves the sharing of all access net-
work equipment, including the antenna, mast and 
backhaul equipment. Each of the RAN access net-
works is incorporated into a single network, which is 
then split into separate networks at the point of con-
nection to the core. MNOs continue to keep separate 
logical networks and spectrum and the degree of oper-
ational coordination is less than for other types of ac-
tive sharing. 
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Network roaming (Active) 
 
Network roaming can be considered a form of infra-
structure sharing although traffic from one operator’s 
subscriber is actually being carried and routed on an-
other operator’s network. However, there are no re-
quirements for any common network elements for this 
type of sharing to occur. As long as a roaming agree-
ment between the two operators exists then roaming 
can take place.  
 
Core network sharing (Active) 
 
In case an operator has spare capacity on its core ring 
network, it may be feasible to share this with another 
operator. The situation may be particularly attractive 
to new entrants who are lacking in time or resources to 
build their own ring. They may therefore purchase 
capacity, often in the form of leased lines, from estab-
lished operators. 
Table 12: Network sharing types 
 TYPE OF NET-
WORK SHARING 
COMMERCIAL INCENTIVES OF INFRASTRUCTURE SHARING 
Site (co-location) 
• Reduced site acquisition times for new entrants 
• Access to locations of strategic importance, particularly where  space for new sites 
is limited 
• Increased likelihood of obtaining planning permission for new sites 
• Reduced OPEX (site lease) 
• Expansion into previously unprofitable areas by reducing CAPEX and OPEX re-
quirements 
• Environmental and alleged health concerns 
Mast (tower) 
• Reduced site acquisition and build completion times  
• Reduced CAPEX (site build) 
• Reduced environmental and visual impact 
RAN 
• Reduced number of sites and masts for the same coverage 
• Reduced CAPEX and OPEX(shared physical backhaul) 
• Reduced environmental and visual impact 
Core Network 
• CAPEX and OPEX saving where spare capacity 
• Delayed investment in core network elements 
• Reduced maintenance and operational costs 
Roaming 
• Reduced or delayed infrastructure investment 
• Increased coverage 
• Facilitation of the introduction of new technologies 
• Seamless interoperability between operator’s own separate 3G and 2G networks 
• Delayed investment in new technology infrastructure 
Table 13: Commercial incentives of telecom infrastructure sharing [49] 
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4.2 System model 
Regarding our model scenario, we consider that a typical metropolitan area A (km
2
) 
is served by n competing MNOs. Each MNO may present different network access de-
ployments including macro BSs and micro BSs which are the main energy consumers 
within a cellular network. The network architecture of each one of the n MNOs is de-
signed in way so that to provide the appropriate radio coverage to the subscribers and 
meet the QoS requirements, especially during peak traffic periods, depending on service 
demands of each network provider’s customers. 
 
Figure 56: Radio Access Network (RAN) sharing among n MNOs  
Since the n network providers coexist in the same region the concept of the sharing 
network infrastructure is possible to be implemented during off-peak hours when there 
are BSs which are underutilized and the active capacity can be adapted dynamically to 
traffic demands. In such occasions a subnet of MNOs is sufficient to take care of the 
whole traffic, the rest of MNOs set their entire access network into sleep mode saving 
energy and money and their customers migrate to active operators. As a consequence, 
the active MNOs have to accommodate the subscribers of the switched off providers as 
roaming customers and this may lead to an increase in their power consumption. 
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4.2.1 Quantitative Analysis 
A. Scenario Description 
Let’s assume that 𝑁 = {1,2, … , 𝑛} is the set of access networks of n MNOs which 
serve a region of A km
2
. We consider that every access network individually presents 
self optimization properties (SONs) under a centralized management mechanism. Thus, 
all the network providers are able to execute energy saving algorithms on their access 
networks and set any idle BSs into sleep modes. Each MNO is characterized by an in-
dex 𝑖 ∈ 𝑁 and the corresponding access network consists of 𝑛𝑚𝑎
𝑖  macro BSs (mBSs) 
and 𝑛𝑚𝑖
𝑖  micro BSs (μBSs). The sets of mBSs and μBSs for each MNO are 𝐵𝑚𝑎
𝑖 =
{0,1,2, … 𝑛𝑚𝑎
𝑖 } and 𝐵𝑚𝑖
𝑖 = {0,1,2, … 𝑛𝑚𝑖
𝑖 } respectively. Furthermore, the number of ac-
tive mBSs within the access network area is denoted by an index 𝑘𝑚𝑎
𝑖 ∈ 𝐵𝑚𝑎
𝑖  and the 
number of active μBS is represented by an index 𝑘𝑚𝑖
𝑖 ∈ 𝐵𝑚𝑖
𝑖 . As a result the total num-
ber of active BSs for one MNO is 𝑀𝑖 = 𝑘𝑚𝑎
𝑖 +  𝑘𝑚𝑖
𝑖 . Finally, it is considered that the 
number of BSs in each MNO is different 𝑀𝑙 ≠ 𝑀𝑚, where 𝑙, 𝑚 ∈ 𝑁. 
  In this point it is important to clarify the several states of BS operation that we may 
meet. The details are summarized in Table 14. 
 
STATE OF BS POWER CONSUMPTION BEHAVIOR (W) MODE OF BS 
Active 𝑃 = 𝑎 ∙ 𝑃𝑇𝑋 + 𝑏 Powered on 
Idle 𝑃 ≈ 𝑏,  𝑃𝑇𝑋 → 0 𝑎𝑛𝑑 𝑏 ≫ 𝑎 ∙ 𝑃𝑇𝑋 
Switched off 𝑃 = 0 Powered off 
Table 14: Operational states of a BS 
 
 
Figure 57: Power consumption as function of traffic load 
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According to Figure 57 a powered on BS may present two different operational states: 
an idle state and an active state. In idle state, BSs are underutilized because they experi-
ence low traffic demands and the transmit power PTX is considered to be null, however 
they consume significant energy due to load independent factors such as DSP and phys-
ical infrastructure equipment. In this case, since we assumed that each network can ap-
ply self optimization processes, the MNO can turn off the idle BSs in order to minimize 
energy spending. During the sleeping state it is assumed that the BSs consume 0 Watts.  
So, what we should hold from this short clarification is that the overall power con-
sumption of a MNO is originated by active BSs since the idle BSs are automatically 
transferred to sleeping state. Hence, in our study we deal with two BS modes the: active 
(𝑃 = 𝑎 ∙ 𝑃𝑇𝑋 + 𝑏 Watts) and the powered off (P=0 Watts). 
 
B. Analysis of Main Parameters 
Our main concern is to calculate the power consumed by a MNO. Thus, we must 
take into account the power model equations (11) for both mBSs and μBSs. 
 
𝑃𝑚𝑎 = 𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎  And  𝑃𝑚𝑖 = 𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖 . 
We assume that the competing operators use BSs with similar technology and technical 
specifications. As a result, the values of parameters  𝑎𝑚𝑎, 𝑏𝑚𝑎 and 𝑎𝑚𝑖, 𝑏𝑚𝑖, which de-
pend on BSs’ hardware, are the same for each mBS and μBS respectively. In order to 
calculate the power consumption Pi of a MNO we use the following formula: 
𝑃𝑖 = ∑𝑃𝑚𝑎
𝑗
𝑘𝑚𝑎
𝑖
𝑗=1
+∑𝑃𝑚𝑖
𝑗
𝑘𝑚𝑖
𝑖
𝑗=1
 
 
⇒ 𝑃𝑖 = ∑(
𝑘𝑚𝑎
𝑖
𝑗=1
𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎
𝑗 + 𝑏𝑚𝑎) +∑(𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖
𝑗 + 𝑏𝑚𝑖)
𝑘𝑚𝑖
𝑖
𝑗=1
 
(32) 
, where 𝑖 ∈ 𝑁, 𝑘𝑚𝑎
𝑖 ∈ 𝐵𝑚𝑎
𝑖  and 𝑘𝑚𝑖
𝑖 ∈ 𝐵𝑚𝑖
𝑖 . The term 𝑃𝑇𝑋,𝑚𝑎
𝑗
 corresponds to the radiated 
power (RF out power) of an individual mBS characterized by an index  𝑗 ∈
{1,2, … 𝑘𝑚𝑎
𝑖 }. Similarly, the term 𝑃𝑇𝑋,𝑚𝑖
𝑗
 is the radiated power of an individual μBS 
characterized by an index 𝑗 ∈ {1,2, … 𝑘𝑚𝜄
𝑖 }. Generally, the radiated power is strongly 
related to the active number of users within the coverage area. In order to simplify our 
problem we can assume that every active mBS and μBS of each MNO serve on average 
the same number of users. In other words, we can consider that every mBS emits on av-
erage an amount of power 𝑃𝑇𝑋,𝑚𝑎 and every μBS emits on average an amount of power  
𝑃𝑇𝑋,𝑚𝑖 : 
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𝑃𝑖 = 𝑘𝑚𝑎
𝑖 ∙ 𝑃𝑚𝑎 + 𝑘𝑚𝑖
𝑖 ∙ 𝑃𝑚𝑖 = 𝑘𝑚𝑎
𝑖 (𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎) + 𝑘𝑚𝑖
𝑖 (𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖) (33) 
The total power, that it is consumed by all the MNOs in order to serve the considering 
area, is computed by the next formula: 
𝑃𝑡𝑜𝑡𝑎𝑙 =∑𝑃𝑖 =∑𝑘𝑚𝑎
𝑖 (𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎) +
𝑛
𝑖=1
𝑛
𝑖=1
∑𝑘𝑚𝑖
𝑖 (𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖)
𝑛
𝑖=1
 (34) 
Especially, during high activity periods all the resources are used. Thus, 𝑘𝑚𝑎
𝑖 = 𝑛𝑚𝑎
𝑖  
and  𝑘𝑚𝑖
𝑖 = 𝑛𝑚𝑖 
𝑖 ∀𝑖 ∈ 𝑁. 
 
Moreover, we are able to calculate the energy consumption of a MNO in kWhs for an 
operation period of T hours: 
𝐸𝑖 = 𝑃𝑖 ∙ 𝑇 (36) 
Considering that 1 consumed kWh corresponds to spending of X €, the total operational 
cost Ci for a MNO during the period of T hours is equal to: 
𝐶𝑖 = 𝐸𝑖 ∙ 𝑋 (37) 
Based on equation (34) we can calculate the total energy consumption and operational 
cost for the entire network. 
 
C. Description of  the Scenario Objective  
Although, we assumed that each MNO individually can apply self optimizing energy 
management there are additional possibilities for greater energy savings through net-
work sharing mechanism. As it was discussed in the introduction of this chapter the 
mobile network sharing is an innovative trend which motivates the telecom service 
competitors to become partners. Following this strategy, MNOs are able to achieve 
from financial perspective the optimization of their capital and operational expenditures 
and from environmental aspect they can minimize their energy consumption demands. 
Taking of advantage the network sharing may provide to the competing operators extra 
revenue source and lower costs.  
The aforementioned can be considered as direct benefits; however there are indirect 
benefits since the cost savings due to network sharing and market competition can affect 
positively the pricing policies towards end users (customers). Furthermore, infrastruc-
ture sharing can support network expansion into underserved areas that would otherwise 
be unprofitable for an operator. Finally, through network sharing the entry and the roll-
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out of new MNOs in the market is more feasible and as a result customers can benefit 
from the increased choice of provider. 
 In our study the form of network sharing, which we investigate, involves the sharing 
of the entire physical radio access network (RAN) equipment between network provid-
ers. However, since we are talking about radio access network we focus on base stations 
which indisputably are the main energy consumption contributors. 
Network infrastructure sharing implies that a subset of MNOs (𝑆 ⊂ 𝑁) is sufficient 
to serve the area. Thus, we consider that there are m (m<n) active MNOs which are ca-
pable to support the whole network traffic. The rest of MNOs switch off their access 
networks and as a result their traffic is transferred to the m powered on operators (roam-
ing customers). This increase in traffic demands affects the load dependent part of the 
BS power consumption model, namely the coefficients 𝑎𝑚𝑎 and 𝑎𝑚𝑖, which are strongly 
related to the transmit power PTX. 
Taking into account that anyone of the overall n MNOs may remain switched on, 
the subset S of the m active MNOs is defined as follows: 
 
𝑆 = {𝑠1,𝑠2, … , 𝑠𝑚} ⊂ 𝑁 
𝑆 = {𝑠𝑗, 𝑗 = 1,2, . . . , 𝑚} 𝑤𝑖𝑡ℎ 𝑠𝑗 ∈ 𝑁 = {1,2. . 𝑛} ∀ 𝑗 ∈ {1,2,… ,𝑚} (38) 
 
For example if n=4 and there are m=2 active MNOs s1=2 denotes that MNO i=2 is the 
1
st
  active MNO and s2=4 denotes that MNO i=4 is the 2
nd
  active MNO of the subset. 
Furthermore, since we assumed that each access network deployment has different 
number of mBSs and μBSs, the allocation of the whole traffic to the powered on MNOs 
depends on the available number of mBSs and μBSs (𝑛𝑚𝑎
𝑖  and 𝑛𝑚𝑖
𝑖 ) in each access net-
work.  In order to overtake this problem we define for each active MNO two weight fac-
tors: the 1
st
 ratio wma is related to the number of mBSs and the 2
nd
 ratio wmi is related to 
the number of μBSs: 
 wma for the active MNO sj, 𝑗 ∈ {1,2,… ,𝑚}: 𝑤𝑚𝑎
𝑠𝑗 =
𝑛𝑚𝑎
𝑠𝑗
∑ 𝑛𝑚𝑎
𝑠𝑗𝑚
𝑗=1
 (39) 
 wmi for the active MNO sj, 𝑗 ∈ {1,2,… ,𝑚}: 𝑤𝑚𝑖
𝑠𝑗 =
𝑛𝑚𝑖
𝑠𝑗
∑ 𝑛𝑚𝑖
𝑠𝑗𝑚
𝑗=1
 (40) 
 
Our general approach with respect to network infrastructure sharing is summarized in 
the following tables, where the State A refers to the period without network sharing. 
During this period, it is assumed that all the MNOs are switched on.  
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Furthermore, MNOs can use all the available resources (BSs) depending on traffic de-
mands, as a result  𝑘𝑚𝑎
𝑖 = 𝑛𝑚𝑎
𝑖  and  𝑘𝑚𝑖
𝑖 = 𝑛𝑚𝑖 
𝑖 ∀𝑖 ∈ 𝑁 = {1,2,… , 𝑛}. On the other hand, 
during State B the MNOs cooperate for a period of T hours in order to reduce energy 
consumption. It is worth to highlight that the remaining turned on access networks ex-
ploit all the available BSs. 
 
 
MNO i State A Power Consumption of MNO i during State A 
MNO 1: 
 
𝑃1 = 𝑘𝑚𝑎
1 (𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎) + 𝑘𝑚𝑖
1 (𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖) 
MNO 2: 
 
𝑃2 = 𝑘𝑚𝑎
2 (𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎) + 𝑘𝑚𝑖
2 (𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖) 
⋮ 
 
⋮ 
MNO n: 
 
𝑃𝑛 = 𝑘𝑚𝑎
𝑛 (𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎) + 𝑘𝑚𝑖
𝑛 (𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖) 
Total Power 
Consumption 
𝑃𝑡𝑜𝑡𝑎𝑙 =∑𝑘𝑚𝑎
𝑖 (𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎 + 𝑏𝑚𝑎)
𝑛
𝑖=1
+∑𝑘𝑚𝑖
𝑖 (𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖 + 𝑏𝑚𝑖)
𝑛
𝑖=1
 
 
 
The above calculated total power consumption can be expressed as follows: 
𝑃𝑡𝑜𝑡𝑎𝑙 =∑(𝑘𝑚𝑎
𝑖 ∙ 𝑎𝑚𝑎 ∙ 𝑃𝑇𝑋,𝑚𝑎) +∑(𝑘𝑚𝑖
𝑖 ∙ 𝑎𝑚𝑖 ∙ 𝑃𝑇𝑋,𝑚𝑖
𝑛
𝑖=1
) +∑(𝑘𝑚𝑎
𝑖 ∙ 𝑏𝑚𝑎
𝑛
𝑖=1
+ 𝑘𝑚𝑖
𝑖 ∙ 𝑏𝑚𝑖
𝑛
𝑖=1
) = 𝐴 + 𝐵 + 𝐶 (41) 
The terms A and B have dynamic nature and depend on traffic load since they include 
the load dependent consumption PTX. Actually, they represent the amount of power 
which should be distributed among active MNOs during network sharing period. On the 
other hand, term C has static contribution to the overall consumption which is possible 
to minimize through network infrastructure sharing. 
 
MNO i State B Power Consumption of MNO i during State B 
MNO 1: 
 
𝑃1 = 0 
⋮ 
 
⋮ 
MNO k=s1 :  
𝑃𝑘 =∑(𝑘𝑚𝑎
𝑖 𝑎𝑚𝑎𝑃𝑇𝑋,𝑚𝑎)𝑤𝑚𝑎
𝑠1 +
𝑛
𝑖=1
∑(𝑘𝑚𝑖
𝑖 𝑎𝑚𝑖𝑃𝑇𝑋,𝑚𝑖)𝑤𝑚𝑖
𝑠1 +
𝑛
𝑖=1
𝑛𝑚𝑎
𝑠1 𝑏𝑚𝑎 + 𝑛𝑚𝑖
𝑠1 𝑏𝑚𝑖  
⋮ /  ⋮ 
MNO l=sm :  
𝑃𝑙 =∑(𝑘𝑚𝑎
𝑖 𝑎𝑚𝑎𝑃𝑇𝑋,𝑚𝑎)𝑤𝑚𝑎
𝑠𝑚 +
𝑛
𝑖=1
∑(𝑘𝑚𝑖
𝑖 𝑎𝑚𝑖𝑃𝑇𝑋,𝑚𝑖)𝑤𝑚𝑖
𝑠𝑚 +
𝑛
𝑖=1
𝑛𝑚𝑎
𝑠𝑚 𝑏𝑚𝑎 + 𝑛𝑚𝑖
𝑠𝑚𝑏𝑚𝑖  
⋮ 
 
⋮ 
MNO n: 
 
𝑃𝑛 = 0 
Total Power Consumption 𝑃𝑡𝑜𝑡𝑎𝑙 =∑(𝑘𝑚𝑎
𝑖 𝑎𝑚𝑎𝑃𝑇𝑋,𝑚𝑎) +∑(𝑘𝑚𝑖
𝑖 𝑎𝑚𝑖𝑃𝑇𝑋,𝑚𝑖
𝑛
𝑖=1
) +∑(𝑛𝑚𝑎
𝑠𝑗 𝑏𝑚𝑎
𝑚
𝑗=1
+ 𝑛
𝑚𝑖
𝑠𝑗 𝑏𝑚𝑖
𝑛
𝑖=1
) 
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Comparing the total power consumption of the State A (equation 41) with the total pow-
er consumption of State B we notice that the difference between them is an amount 
equal to: 
𝐷 =∑(𝑘𝑚𝑎
𝑖 ∙ 𝑏𝑚𝑎
𝑛
𝑖=1
+ 𝑘𝑚𝑖
𝑖 ∙ 𝑏𝑚𝑖) −∑(𝑛𝑚𝑎
𝑠𝑗 𝑏𝑚𝑎
𝑚
𝑗=1
+ 𝑛𝑚𝑖
𝑠𝑗 𝑏𝑚𝑖) (42) 
, 𝑘𝑚𝑎
𝑖 ∈ 𝐵𝑚𝑎
𝑖 ,  𝑘𝑚𝑖
𝑖 ∈ 𝐵𝑚𝑖
𝑖 with 𝑖 ∈ 𝑁 and 𝑠𝑗 ∈ 𝑁 = {1,2. . 𝑛} ∀ 𝑗 ∈ {1,2, … ,𝑚} 
The amount D (Watts) represents the power saved due to network infrastructure sharing 
for a period of T hours. So, what we achieved is to reduce the high static power con-
sumption contribution. Based on equations (36) and (37) we can calculate the potential 
energy savings and the corresponding operational cost reduction: 
 
𝐸𝑇 = 𝐷 ∙ 𝑇 𝑎𝑛𝑑 𝐶𝑇 = 𝐸 ∙ 𝑋 (43) 
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4.2.2 Scenario Analysis – Definition of Main Parameters 
As we considered initially, a demarcated region A (km
2
) is served by a set of 
MNOs 𝑁 = {1,2,… , 𝑛}. Main concern of MNOs is to meet the high QoS demands during 
peak hours. Taking into account that each MNO 𝑖 ∈ 𝑁 may serve different number of 
customers within the area, they have to determine their own optimum network planning 
policy. The planning policy of each MNO defines the network arrangement of the BSs 
within the geographical area. Especially, through network planning, MNOs determine 
the required number of BSs, the location of BS deployment and the technical specifica-
tions of BSs. As a result, MNOs may have different number of BSs, placed at the same 
or different locations, which can be based on different technologies. The access network 
of each MNO 𝑖 ∈ 𝑁 consists of heterogeneous cellular architectures including a set of 
macro BSs 𝑀𝑖 = {0,1,2, …𝑚𝑖}  and a set of micro BSs 𝐿𝑖 = {0,1,2, … 𝑙𝑖}. The set of all 
available BSs is denoted by 𝐾𝑖 = 𝑀𝑖 ∪ 𝐿𝑖 . Generally, every operator applies different 
network deployment strategy, thus it can be 𝑚𝑖 ≠ 𝑚𝑗  and 𝑙𝑖 ≠ 𝑙𝑗 , ∀ 𝑖, 𝑗 ∈ 𝑁. 
 
 
Figure 58: Heterogeneous network system consisting of mBSs and μBSs 
 
Within the geographical area A every MNO is obligated to serve a certain number of 
subscribers. This requirement defines at a great extent the total number of BSs which is 
needed for each operator in order to provide the appropriate services during high traffic 
periods. In our study, we specify as network capacity of MNO 𝑖 the maximum number 
of subscribers  𝑆𝑖 , 𝑖 ∈ 𝑁 that can be supported by MNO 𝑖. Also in our theoretical ap-
proach, we consider that every macrocellular BS (mBS) is able to serve a three times 
greater number of users than a microcellular BS (μBS). This assumption is illustrated in 
Figure 58, where the macro site is represented by a 3-sector cell and the micro site by 1-
sector cell. Each user is associated to only one BS according to a best-server criterion. 
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Furthermore, we suppose that the maximum number of users that can be served by a 
μBS of MNO 𝑖 is equal to 𝑆𝑖
𝑚𝑖 , 𝑖 ∈ 𝑁. Taking into consideration that each MNO 𝑖 ∈ 𝑁 
uses 𝑚𝑖 mBSs and 𝑙𝑖 μBSs, the network capacity 𝑆𝑖 can be written as follows: 
𝑆𝑖 = (3 ∙ 𝑚𝑖 + 𝑙𝑖) ∙ 𝑆𝑖
𝑚𝑖 , 𝑖 ∈ 𝑁 (44) 
 
The typical 24 hour traffic profile of each MNO is represented by a common traffic pat-
tern 𝑓(𝑡) with 𝑡 ∈ [1, 𝑇], where T=24 hrs and 𝑓(𝑡) ∈ (0,1) is a normalized traffic func-
tion derived by realistic measurements which is depicted in Figure 59. As a result, the 
daily traffic variation of each operator 𝑖 is generated by the following function: 
𝑠𝑖(𝑡) = 𝑆𝑖 ∙ 𝑓(𝑡) , 𝑖 ∈ 𝑁 𝑎𝑛𝑑 𝑡 ∈ [1, 𝑇] (45) 
The function 𝑠𝑖(𝑡) defines a vector 𝒔𝒊 = (𝑠𝑖(𝑡) ∶  𝑡 = 1,2,… , 𝑇) , ∀ 𝑖 ∈ 𝑁 . 
 
 
Figure 59: Normalized traffic pattern 
At time instance t, the total number of users for operator 𝑖 ∈ 𝑁 is 𝑠𝑖(𝑡). Generally, we 
consider that the active traffic load is uniformly allocated in the coverage area and the 
users are equally spread among the available BSs. Based on this assumption, at time in-
stance t, every μBS 𝑗 ∈ 𝐿𝑖 of MNO 𝑖 ∈ 𝑁 serves the same number of users: 
𝑠𝑖,𝑗
𝑚𝑖(𝑡) = 𝑠𝑖
𝑚𝑖(𝑡) =
 𝑠𝑖(𝑡)
3 ∙ 𝑚𝑖 + 𝑙𝑖
, 𝑖 ∈ 𝑁 𝑎𝑛𝑑 𝑗 ∈ 𝐿𝑖 (46) 
Similarly, since one mBS supports a 3-times greater number of users, for every mBS 
𝑗 ∈ 𝑀𝑖 the number of served users at time instance t is equal to: 
𝑠𝑖,𝑗
𝑚𝑎(𝑡) = 𝑠𝑖
𝑚𝑎(𝑡) = 3 ∙ 𝑠𝑖
𝑚𝑖(𝑡), 𝑖 ∈ 𝑁 𝑎𝑛𝑑 𝑗 ∈ 𝑀𝑖 (47) 
Hence, as well the equation (44) the active traffic of MNO 𝑖 ∈ 𝑁 at time instance t is:  
𝑠𝑖(𝑡) = (3 ∙ 𝑚𝑖 + 𝑙𝑖) ∙ 𝑠𝑖
𝑚𝑖(𝑡) (48) 
Finally, the total active traffic within the area A is: 
𝑠(𝑡) = ∑ 𝑆𝑖
𝑛
𝑖=1 ∙ 𝑓(𝑡) = 𝑆𝑡𝑜𝑡𝑎𝑙 ∙ 𝑓(𝑡) = ∑ 𝑠𝑖(𝑡)
𝑛
𝑖=1  (49) 
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 Operating Cost: Power Consumption as function of active users 
In general, the operating cost of an operator is directly associated with the power 
consumption of the available BSs. Typically; the power consumption of the BSs is a 
function of the active traffic load. However, in literature it is usually expressed as linear 
function of the propagated RF power 𝑃𝑇𝑋 of the antenna. According to realistic simula-
tions the association between the RF out power of a BS and the active number of users 
is provided in Figure 60. As we can notice a fitting curve denotes the linear relationship 
between the two variables. Hence, the power cost of a BS can expressed as follows: 
 𝑃𝑖,𝑗 (𝑠𝑖.𝑗(𝑡)) = {
𝑎𝑖,𝑗 ∙ 𝑠𝑖.𝑗(𝑡) + 𝑏𝑖,𝑗
0
 
    𝐵𝑆 𝑖𝑠 𝑂𝑛
      𝐵𝑆 𝑖𝑠 𝑂𝑓𝑓
 , 𝑖 ∈ 𝑁 𝑎𝑛𝑑 𝑗 ∈ 𝐾𝑖 
 
(50) 
 
Figure 60: BS RF out - # of users 
Every BS in off state (sleep mode) consumes zero energy compared to active mode. The 
term  𝑃𝑖,𝑗(𝑡) in (48) denotes the power consumption for the BS 𝑗 ∈ 𝐾𝑖 of the operator 
𝑖 ∈ 𝑁 at time instance t. Similarly, the variable 𝑠𝑖.𝑗(𝑡) denotes the number of served us-
ers. As we have mentioned the parameters 𝑎𝑖,𝑗 and  𝑏𝑖,𝑗 are strongly related to the 
equipment of each BS and depend on the type of BS and technology used on them. 
Namely, the parameter 𝑎𝑖,𝑗, as the transmitted RF power, is associated with the load de-
pendent hardware and it is estimated to be of the order of 𝑎𝑖,𝑗
𝑚𝑎 = 3 for mBSs and 
𝑎𝑖,𝑗
𝑚𝑖 = 0.7 for μBS. On the other hand,  𝑏𝑖,𝑗 represents the static energy losses due to 
load independent equipment such as power units and cooling systems. For mBSs it is 
approximately 𝑏𝑖,𝑗
𝑚𝑎 = 450 𝑊𝑎𝑡𝑡𝑠 and for μBSs 𝑏𝑖,𝑗
𝑚𝑖 = 32 𝑊𝑎𝑡𝑡𝑠. 
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We must highlight that in our problem we assume that the BSs of each operator 𝑖 ∈ 𝑁 
use the same radio technology and every operator individually may apply different 
technology for its own set of BSs, as a result: 
∀𝑗 ∈ 𝑀𝑖: {
  𝑎𝑖,𝑗
𝑚𝑎 =   𝑎𝑖
𝑚𝑎
 
  𝑏𝑖,𝑗
𝑚𝑎 =   𝑏𝑖
𝑚𝑎
 (51) and ∀𝑗 ∈ 𝐿𝑖: {
  𝑎𝑖,𝑗
𝑚𝑖 =   𝑎𝑖
𝑚𝑖
 
  𝑏𝑖,𝑗
𝑚𝑖 =   𝑏𝑖
𝑚𝑖
 (52) 
Taking into account the assumptions (46), (47), (48) and (50) for each operator 𝑖 ∈ 𝑁: 
∀ 𝑗 ∈ 𝑀𝑖 ∶  𝑃𝑗
𝑚𝑎(𝑠𝑖
𝑚𝑎(𝑡)) = 𝑎𝑖
𝑚𝑎 ∙ 𝑠𝑖
𝑚𝑎(𝑡) + 𝑏𝑖
𝑚𝑎
 
 
∀ 𝑗 ∈ 𝐿𝑖 ∶  𝑃𝑗
𝑚𝑖 (𝑠𝑖
𝑚𝑖(𝑡)) = 𝑎𝑖
𝑚𝑖 ∙ 𝑠𝑖
𝑚𝑖(𝑡) + 𝑏𝑖
𝑚𝑖 
 
(53) 
(54) 
In general, the total operating cost of each operator 𝑖 ∈ 𝑁 at time instance t is: 
𝑃𝑖(𝑡) =∑(𝑎𝑗
𝑚𝑎 ∙ 𝑠𝑗
𝑚𝑎(𝑡) + 𝑏𝑗
𝑚𝑎) +
𝑚𝑖
𝑗=1
∑(𝑎𝑗
𝑚𝑖 ∙ 𝑠𝑗
𝑚𝑖(𝑡) + 𝑏𝑗
𝑚𝑖)
𝑙𝑖
𝑗=1
 (55) 
, where every BS is based on different technology and serves different number of users 
Applying our simplifications the power costs per time slot of each operator 𝑖 ∈ 𝑁 is: 
𝑃𝑖(𝑡) = 𝑚𝑖 ∙ (𝑎𝑖
𝑚𝑎 ∙ 𝑠𝑖
𝑚𝑎(𝑡) + 𝑏𝑖
𝑚𝑎) + 𝑙𝑖 ∙ (𝑎𝑖
𝑚𝑖 ∙ 𝑠𝑖
𝑚𝑖(𝑡) + 𝑏𝑖
𝑚𝑖)
 
⇒ 
𝑃𝑖(𝑡) = 𝑚𝑖 ∙ 𝑎𝑖
𝑚𝑎 ∙ 𝑠𝑖
𝑚𝑎(𝑡) + 𝑙𝑖 ∙ 𝑎𝑖
𝑚𝑖 ∙ 𝑠𝑖
𝑚𝑖(𝑡) + (𝑚𝑖 ∙ 𝑏𝑖
𝑚𝑎 + 𝑙𝑖 ∙ 𝑏𝑖
𝑚𝑖)   
𝑠𝑖
𝑚𝑎(𝑡)=3∙𝑠𝑖
𝑚𝑖(𝑡)
⇒             
𝑃𝑖(𝑡) = 3 ∙ 𝑚𝑖 ∙ 𝑎𝑖
𝑚𝑎 ∙ 𝑠𝑖
𝑚𝑖(𝑡) + 𝑙𝑖 ∙ 𝑎𝑖
𝑚𝑖 ∙ 𝑠𝑖
𝑚𝑖(𝑡) + (𝑚𝑖 ∙ 𝑏𝑖
𝑚𝑎 + 𝑙𝑖 ∙ 𝑏𝑖
𝑚𝑖)   
𝑠𝑖
𝑚𝑖(𝑡)=
𝑠𝑖(𝑡)
3∙𝑚𝑖+𝑙𝑖
⇒            
𝑃𝑖
𝑡(𝑠𝑖(𝑡)) = (
3 ∙ 𝑚𝑖 ∙ 𝑎𝑖
𝑚𝑎 + 𝑙𝑖 ∙ 𝑎𝑖
𝑚𝑖
3 ∙ 𝑚𝑖 + 𝑙𝑖
) ∙ 𝑠𝑖(𝑡) + (𝑚𝑖 ∙ 𝑏𝑖
𝑚𝑎 + 𝑙𝑖 ∙ 𝑏𝑖
𝑚𝑖)   (56) 
 
𝑃𝑖
𝑢(𝑢) = 𝐴𝑖 ∙ 𝑢 + 𝐵𝑖 (57) 
 
What we achieved from the above analysis is to express the power cost 𝑃𝑖(𝑠𝑖(𝑡)) of 
MNO 𝑖 ∈ 𝑁 at time instance t as function of the active traffic  𝑠𝑖(𝑡) (56), taking into ac-
count all the available BSs of different types. The function 𝑃𝑖
𝑢(𝑢) of (57) represents the 
characteristic linear power consumption curve of each operator 𝑖 , where  𝑢 denotes the 
number of users. These curves can be characterized as the energy footprints of each 
MNO. The parameter 𝐴𝑖 is a multiplication factor and the parameter 𝐵𝑖 represents the 
total power losses due to wasting factors. Similarly as the 𝑠𝑖(𝑡),  𝑃𝑖(𝑡) defines a 
tor 𝑷𝒊 = (𝑃𝑖(𝑡) ∶ 𝑡 = 1,2,… , 𝑇) , ∀ 𝑖 ∈ 𝑁. During the period of T=24 hours the aggregate 
energy (operating) cost for each MNO 𝑖 ∈ 𝑁 is calculated by the equation (58) and the 
total network energy cost is defined by the equation (59): 
𝑃𝑖
 ( 𝒔𝒊) =∑𝑃𝑖
𝑡(𝑠𝑖(𝑡))
𝑇
𝑡=1
 (58) 𝑃𝑛𝑒𝑡
 =∑𝑃𝑖
 
𝑛
𝑖=1
 (59) 
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4.2.3 Network Infrastructure Sharing 
Under low traffic conditions, multi-operator cooperation can be applied within the 
considering area in order to minimize the serving costs. The n competing MNOs decide 
to share their radio access network infrastructure, hence a subnet of operators 𝑆 ⊆ 𝑁 or 
only one operator are sufficient to take care of the whole traffic. The redundant MNOs 
set their access networks to sleep mode by migrating the corresponding traffic to the 
active operators. In order for the operators to apply network sharing mechanism they 
should determine:  
i) An infrastructure sharing strategy that defines a switch off hierarchy among opera-
tors. From energy savings perspective, this strategy indicates during which periods it is 
beneficial to turn off an individual operator or a subset of MNOs. 
ii) A roaming strategy that specifies which active operator/s should accommodate the 
users of the switched off MNO/s. Main concern of roaming policy is to detect the opera-
tor/s whose operation minimizes the aggregate energy consumption during the network 
sharing period taking into account the capacity constraints of each active operator. 
Here, we must highlight that the following analysis has been optimized for n=3 MNOs. 
 
I. Infrastructure Sharing Strategy  
In our investigation approach, the infrastructure sharing strategy refers to the mini-
mization of the static (load independent) energy losses which are associated with the 
parameter 𝐵𝑖 of each operator 𝑖 ∈ 𝑁. The objective of this strategy is to define through 
the aforementioned energy losses minimization concept the switch off priority among 
operators so as to reduce the aggregate energy wasting and operating cost.  
In order to specify the sharing strategy we calculate the period 𝑇𝑖
𝑜𝑛 during which 
each MNO 𝑖 ∈ 𝑁 individually can support the whole traffic and the switch off period 
𝑇𝑖
𝑜𝑓𝑓
 of MNO 𝑖 ∈ 𝑁 during which the other operators are able to serve the active users. 
The static energy losses of MNO 𝑖 ∈ 𝑁 during period 𝑇𝑖
𝑜𝑛 are equal to: 
𝐿𝑆𝑖
𝑜𝑛 = 𝑇𝑖
𝑜𝑛 ∙ 𝐵𝑖 (60) 
On the contrary, the energy losses during the switch off period 𝑇𝑖
𝑜𝑓𝑓
 of MNO 𝑖 ∈ 𝑁 are: 
𝐿𝑆𝑖
𝑜𝑓𝑓 = 𝑇𝑖
𝑜𝑓𝑓 ∙∑𝐵𝑗
 
𝑗∈𝑄
 , 𝑤ℎ𝑒𝑟𝑒 𝑗 ∈ 𝑄 = 𝑁\{𝑖} (61) 
The above equations (56) and (57) generate the following matrices: 
𝑳𝑺 
𝒐𝒏 = (𝑳𝑺𝒊
𝒐𝒏 ∶  𝑖 ∈ 𝑁 ) 𝑎𝑛𝑑  𝑳𝑺 
𝒐𝒇𝒇 = (𝑳𝑺𝒊
𝒐𝒇𝒇
: 𝑖 ∈ 𝑁 ) (62) 
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The minimum value of the matrix 𝑳𝑺 
𝒐𝒏 corresponds to the MNO 𝑖 ∈ 𝑁 which during the 
period 𝑇𝑖
𝑜𝑛 wastes the least energy. On the other hand, through the matrix 𝑳𝑺 
𝒐𝒇𝒇  we can 
define a switch off hierarchy. According to this hierarchy we can identify the switch off 
period 𝑇𝑖
𝑜𝑓𝑓
 during which the network has the minimum static energy losses. Based on 
this information the corresponding operator 𝑖 ∈ 𝑁 decides to set its network to sleep 
mode. Generally, this process defines a matrix 𝑺𝒍𝒆𝒆𝒑 = (𝑺𝒍𝒆𝒆𝒑𝒊 ∶  𝑖 ∈ 𝑁 ), whose ele-
ments are sorted by ascending order in terms of energy losses. This matrix denotes the 
switch off preference order among operators. 
 
II. Roaming Strategy 
After the implementation of the network sharing strategy the active MNOs should 
determine a roaming strategy in order to serve the users of the switched off operator/s. 
The allocation of the roaming users among the active MNOs is performed in such way 
so as to minimize the total network power cost per time slot 𝑃𝑛𝑒𝑡
𝑡 (𝑠 
 (𝑡)) and as a result to 
achieve the minimum aggregate network cost  𝑃𝑛𝑒𝑡
𝐶 during cooperation period: 
𝑃𝑛𝑒𝑡
𝑡 (𝑠 
 (𝑡)) =∑𝑃𝑖
𝐶(𝑠𝑖
′(𝑡))
𝑁
𝑖=1
  𝑠𝑖
′(𝑡): 𝑡𝑟𝑎𝑓𝑓𝑖𝑐 𝑑𝑢𝑟𝑖𝑛𝑔  
𝑐𝑜𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛
𝑡 = 1,2, … , 𝑇
 (63)  𝑃𝑛𝑒𝑡
𝐶 = 𝑚𝑖𝑛∑𝑃𝑛𝑒𝑡
𝑡 (𝑠 
 (𝑡))
𝑇
𝑡=1
, (64) 
, where 𝑃𝑖
𝐶(𝑠𝑖
′(𝑡)) denotes the power cost of MNO 𝑖 ∈ 𝑁 at time instance t during shar-
ing period. Clearly, the power cost 𝑃𝑖
𝐶(𝑠𝑖
′(𝑡)) of a switched off MNO 𝑖 ∈ 𝑁 is zero. 
The MNOs address the roaming sharing problem based on power cost minimization 
policy. So, applying a comparison (or allocation) mechanism that is based on the char-
acteristic power consumption curves of each operator 𝑖 , introduced in (57): 
𝑃𝑖
𝑢(𝑢) = 𝐴𝑖 ∙ 𝑢 + 𝐵𝑖 
, we can define the portion of traffic that must be routed to each active operator 𝑖 in or-
der to minimize the power costs taking into account the capacity limitations 𝑆𝑖 of each 
MNO. This portion may be zero or may refer to the total roaming users or part of them. 
During low traffic conditions an individual operator which is predefined from the 
infrastructure sharing strategy is able to serve the whole traffic. This operator absorbs 
all the active users including all the roaming users. However, when there is need for 
more than one operator we apply the abovementioned mechanism in order to specify the 
portion that each operator can absorb. Typically and depending on the capacity limita-
tions 𝑆𝑖, the operator 𝑖 ∈ 𝑁 which can absorb all the roaming users or the largest part of 
them is characterized by low values for the multiplication factor 𝐴𝑖 , which represents 
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the growth rate of the power consumption. We must point out that the terms 𝐴𝑖 and 𝐵𝑖 
are associated with the parameters (𝑎𝑖
𝑚𝑎, 𝑏𝑖
𝑚𝑎, 𝑎𝑖
𝑚𝑖 and 𝑏𝑖
𝑚𝑖) which in turn define the 
technology that is used on the BSs.  
According to the aforedescribed infrastructure sharing strategy and roaming strate-
gy, we can assign for each operator 𝑖 ∈ 𝑁: 
i. an on-off  policy 𝑥𝑖(𝑡) = {0,1} for the T=24 hrs period, expressed by the next vector: 
𝒙𝒊 = (𝑥𝑖(𝑡) ∶ 𝑡 = 1,2,… , 𝑇) (65) 
The variable 𝑥𝑖(𝑡) = {0,1}  denotes the decision of operator 𝑖 to turn off (𝑥𝑖(𝑡) = 0) or 
not (𝑥𝑖(𝑡) = 1) its network at time instance t. It also generates the matrix 𝒙 = (𝒙𝒊: 𝑖 ∈ 𝑁). 
ii. a traffic roaming policy 𝑦𝑖,𝑗(𝑡) ≥ 0 which defines the vector: 
𝒚𝒊 = (𝑦𝑖𝑗(𝑡) ∶  𝑗 ∈ 𝑁\{𝑖}, 𝑡 = 1,2, … , 𝑇) (66) 
The variable 𝑦𝑖,𝑗(𝑡) ≥ 0 indicates the portion of operator 𝑖 ‘s traffic that migrates to 
MNO 𝑗 when 𝑖 is switched off and 𝑗 is on. The corresponding matrix is 𝒚 = (𝒚𝒊: 𝑖 ∈ 𝑁). 
iii. a payment policy 𝑝𝑖,𝑗(𝑡) ≥ 0: 
𝒑𝒊 = (𝑝𝑖𝑗(𝑡) ∶  𝑗 ∈ 𝑁\{𝑖}, 𝑡 = 1,2, … , 𝑇) (67) 
With 𝑝𝑖,𝑗(𝑡) ≥ 0 we refer to the amount of money that MNO 𝑖 offers to MNO 𝑗 for its 
services. The corresponding matrix is 𝒑
 
= (𝒑
𝒊
: 𝑖 ∈ 𝑁). The objective of the payment pol-
icy is to provide a fair allocation of the cost reduction benefits among the competing 
operators. 
Taking into consideration the activity policy 𝑥𝑖(𝑡) and traffic roaming policy 
𝑦𝑖,𝑗(𝑡) we can calculate for each operator 𝑖 ∈ 𝑁 the power cost 𝑃𝑖
𝐶(𝑠𝑖
′(𝑡)) at time instance 
t during cooperation period which we introduced in (63): 
𝑃𝑖
𝐶 (𝑠𝑖
′(𝑡))  = 𝑥𝑖(𝑡) [𝑃𝑖
𝑡 (𝑠𝑖(𝑡) + ∑ 𝑦𝑗,𝑖(𝑡)
 
𝑗∈𝑁\{𝑖}
)] , 𝑡 = 1,2,… , 𝑇 (68) 
Moreover, we can define the aggregate energy cost for each operator 𝑖 ∈ 𝑁: 
𝑃𝑖
𝐶( 𝒔𝒊′)  =∑𝑥𝑖(𝑡) [𝑃𝑖
𝑡 (𝑠𝑖(𝑡) + ∑ 𝑦𝑗,𝑖(𝑡)
 
𝑗∈𝑁\{𝑖}
)] 
𝑇
𝑡=1
 (69) 
Finally, the total network (considering all the operators) energy cost is: 
𝑃𝑛𝑒𝑡
𝐶 =∑𝑃𝑖
𝐶
𝑛
𝑖=1
  (70) 
In general, when the operators decide to cooperate, the combination of the sharing and 
the roaming policy is to achieve the minimum total operating cost.   
  -79- 
 Implementation Algorithm 
 
The following pseudocode is the main part of the algorithm that we developed in 
order to perform simulations for N=3 competing MNOs based on our approach. 
Switch off Policy 𝐱𝐢(𝐭) Comments 
1 𝑓𝑜𝑟  𝑡 = 1: 24 
𝑜𝑛𝑖(𝑡) is a vector that obeys on switch 
off policy𝑥𝑖(𝑡) and it denotes the # of 
active MNOs at each time instance t; it 
can help us to simplify roaming policy 
2  𝑓𝑜𝑟  𝑖 = 1:𝑁 
3   𝑥𝑖(𝑡) = 0; 𝑜𝑛𝑖(𝑡) = 0 
4  𝑒𝑛𝑑 
5 𝑒𝑛𝑑 
6 Calculation of switch off periods 
7 𝑓𝑜𝑟  𝑡 = 1: 24  
8  𝑓𝑜𝑟  𝑖 = 1:𝑁  
9    𝑖𝑓 𝑠(𝑡) ≤ ∑𝑆𝑗
𝑗∈𝑄
 𝑗 ∈ 𝑄 = 𝑁\{𝑖} checks if the active MNOs can carry the 
instant total traffic when MNO {𝑖} is off 
10    𝑇𝑖
𝑜𝑓𝑓 = 𝑇𝑖
𝑜𝑓𝑓 + 1  
11   𝑒𝑛𝑑  
12  𝑒𝑛𝑑  
13 𝑒𝑛𝑑  
14 Calculation of Energy Losses in order to define sharing strategy 
15 𝑓𝑜𝑟  𝑖 = 1:𝑁  
16  𝐿𝑆𝑖
𝑜𝑓𝑓 = 𝑇𝑖
𝑜𝑓𝑓 ∙∑𝐵𝑗
 
𝑗∈𝑄
 , 𝑗 ∈ 𝑄 = 𝑁\{𝑖} Static energy losses of a subset of MNOs 
when the MNO {𝑖} is off 
17 𝑒𝑛𝑑  
18 Sort in ascending order in terms of energy losses 𝑘𝑖: special index of each MNO 
{
𝑘1: 1𝑠𝑡 𝑡𝑜 𝑡𝑢𝑟𝑛 𝑜𝑓𝑓
𝑘2: 2𝑛𝑑 𝑡𝑜 𝑡𝑢𝑟𝑛 𝑜𝑓𝑓
𝑘3: 𝑙𝑎𝑠𝑡 𝑎𝑐𝑡𝑖𝑣𝑒          
 19 [𝑠𝑙𝑒𝑒𝑝, 𝑘] = 𝑠𝑜𝑟𝑡(𝐿𝑆 
𝑜𝑓𝑓)  
20 On/Off Decision 
21 𝑓𝑜𝑟  𝑡 = 1: 24  
23  𝑖𝑓 𝑠(𝑡) ≤ ∑𝑆𝑗
𝑗∈𝑄
, 𝑗 ∈ 𝑄 = 𝑁\{𝑘1}  
24   𝑖𝑓 𝑠(𝑡) ≤ 𝑆𝑘3  only MNO 𝑘3 is sufficient to carry the  
total traffic 𝑠(𝑡) 25    𝑥𝑘3(𝑡)=1;  𝑜𝑛𝑘3(𝑡) = 1 
26   𝑒𝑙𝑠𝑒𝑖𝑓 𝑠(𝑡) ≥ 𝑆𝑘3   
27    𝑖𝑓 𝑠(𝑡) ≤ 𝑆𝑘2  only MNO 𝑘2 is sufficient to carry the  
total traffic 𝑠(𝑡) ( for the case of differ-
ent capacities) 
28     𝑥𝑘2(𝑡) = 1; 𝑜𝑛𝑘2(𝑡) = 1 
29    𝑒𝑙𝑠𝑒𝑖𝑓 𝑠(𝑡) ≥ 𝑆𝑘2  
30     𝑥𝑘2(𝑡) = 1;  𝑜𝑛𝑘2(𝑡) = 2 need for  two active MNOs to carry the 
traffic, MNOs 𝑘2 and 𝑘3 31     𝑥𝑘3(𝑡) = 1;  𝑜𝑛𝑘3(𝑡) = 2 
32    𝑒𝑛𝑑  
33   𝑒𝑛𝑑  
34  𝑒𝑙𝑠𝑒𝑖𝑓 𝑠(𝑡) ≥ ∑𝑆𝑗
𝑗∈𝑄
, 𝑗 ∈ 𝑄 = 𝑁\{𝑘1} 
 
35   𝑓𝑜𝑟  𝑖 = 1:𝑁  
36    𝑥𝑖(𝑡) = 1; 𝑜𝑛𝑖(𝑡) = 3 need for all MNOs 
37   𝑒𝑛𝑑  
38  𝑒𝑛𝑑  
39 𝑒𝑛𝑑  
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Roaming  Policy  𝒚𝒊(𝒕) Comments 
40 𝑓𝑜𝑟  𝑡 = 1: 24  
41  𝑓𝑜𝑟  𝑖 = 1:𝑁  
42   𝑦𝑖(𝑡) = 0  
43  𝑒𝑛𝑑  
44 𝑒𝑛𝑑  
45 𝑓𝑜𝑟  𝑡 = 1: 24  
46 Case in which one MNO can serve the total traffic 
47  𝑓𝑜𝑟  𝑖 = 1:𝑁  
48   𝑖𝑓 𝑜𝑛𝑖(𝑡) = 1 When the condition (48) holds the 
MNO {i} can absorb all the traffic. 
49    𝑦𝑖(𝑡) = 𝑠(𝑡) − 𝑠𝑖(𝑡) 
50   𝑒𝑛𝑑 
51  𝑒𝑛𝑑  
52 Case in which two MNOs must serve the total traffic 
53  𝑖𝑓 𝑜𝑛𝑘3(𝑡) = 2  
54 
Comparison mechanism in order to allocate the 
roaming users among active MNOs 𝑘2 and 𝑘3 
Applying the power cost minimiza-
tion mechanism based on character-
istic P.C. curves 𝑃𝑖
𝑢 . 55 𝑖𝑓  𝑃𝑘2
𝑢  (𝑠(𝑡)) = min (𝑃𝑘2
𝑢  (𝑠(𝑡)),  𝑃𝑘3
𝑢  (𝑠(𝑡))) 
56  𝑖𝑓 (𝑠𝑘2(𝑡) + 𝑠𝑘1(𝑡)) ≤ 𝑆𝑘2   
57   𝑦𝑘2(𝑡) = 𝑠𝑘1(𝑡)  
58   𝑦𝑘3(𝑡) = 0 
The allocation of roaming customers 
is performed taking into account the 
capacity constraints of MNOs 𝑆𝑖 .  
E.g. assuming that condition (56) 
holds, if the sum of the current users 
𝑠𝑘2(𝑡) plus the users 𝑠𝑘1(𝑡) of the 
switched off is lower than the capaci-
ty 𝑆𝑘2  of 𝑘2, MNO 𝑘2 absorbs all the 
roaming users. Otherwise, if the sum 
is greater than 𝑆𝑘2 , MNO 𝑘2 absorbs 
the more roaming users as it is pos-
sible and the rest of them migrate to 
the other active MNO 𝑘3. 
59  𝑒𝑙𝑠𝑒𝑖𝑓 (𝑠𝑘2(𝑡) + 𝑠𝑘1(𝑡)) ≥ 𝑆𝑘2  
60   𝑦𝑘2(𝑡) = 𝑆𝑘2 − 𝑠𝑘2(𝑡) 
61   𝑦𝑘3(𝑡) = (𝑠(𝑡) − 𝑆𝑘2) − 𝑠𝑘3(𝑡)  
62  𝑒𝑛𝑑 
63 𝑒𝑙𝑠𝑒 
64  𝑖𝑓 (𝑠𝑘3(𝑡) + 𝑠𝑘1(𝑡)) ≤ 𝑆𝑘3  
65   𝑦𝑘3(𝑡) = 𝑠𝑘1(𝑡) 
66   𝑦𝑘2(𝑡) = 0 
67  𝑒𝑙𝑠𝑒𝑖𝑓 (𝑠𝑘3(𝑡) + 𝑠𝑘1(𝑡)) ≥ 𝑆𝑘3  
68   𝑦𝑘3(𝑡) = 𝑆𝑘3 − 𝑠𝑘3(𝑡) 
69   𝑦𝑘2(𝑡) = (𝑠(𝑡) − 𝑆𝑘3) − 𝑠𝑘2(𝑡) 
70  𝑒𝑛𝑑  
71 𝑒𝑛𝑑  
72  𝑒𝑛𝑑 (for the condition in line 53)  
73  𝑓𝑜𝑟  𝑖 = 1:𝑁  
74   𝑖𝑓 𝑜𝑛𝑖(𝑡) = 3 When the condition (74) holds there 
are no roaming users. 75    𝑦𝑖(𝑡) = 0 
76   𝑒𝑛𝑑  
77  𝑒𝑛𝑑  
78 𝑒𝑛𝑑(for the line 45)  
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4.2.4 Simulations – Numerical Results 
In this section we present the simulation results and diagrams of our investigation. 
Namely, the simulations are performed based on the concept of the previous algorithm 
which we developed in Matlab environment with main objective to apply the theoretical 
analysis described in sections A and B. We must highlight that the proposed algorithm 
was designed in order to meet the requirements of the network sharing strategy and 
roaming strategy. Generally, we can suppose that the specific algorithm is divided into 
four parts. The first domain requires the importation of the main parameters for our sys-
tem model, the second applies the network sharing strategy and the third part refers to 
the roaming strategy. The last part generates the necessary graphs for our investigation. 
We run the simulations considering a problem of n=3 competing operators. The in-
put data and numerical results are provided in the next table. The input data refer to the 
network configuration of each operator such as the total number of mBS and μBSs, the 
power consumption parameters of BSs and the maximum number of users that a μBS 
can accommodate. In general, we consider that MNOs apply similar radio technology 
on their BSs, depending on the type (mBS or μBS). As result the parameters do not dif-
fer at great extent. For the 1
st
 simulation below, considering a small coverage area, each 
MNO consists of heterogeneous network systems with different number of mBSs and 
μBSs. We also assume that every μBS can support at maximum 𝑆𝑖
𝑚𝑖 = 50  users. The 
last assumptions generate different capacity limits for each MNO.  
 
 
1
st
 Simulation - Input Simulation Parameters  
MNO i i=1 i=2 i=3 
# of mBSs 𝑚𝑖 10 14 8 
# of μBSs 𝑙𝑖 20 22 16 
Parameter 𝑎𝑖
𝑚𝑎 for mBSs 3 3,2 3,4 
Parameter 𝑏𝑖
𝑚𝑎 for mBSs 450 (Watts) 400 (Watts) 500 (Watts) 
Parameter 𝑎𝑖
𝑚𝑖 for μBSs 0.7 0.75 1 
Parameter 𝑏𝑖
𝑚𝑖 for μBSs 32 28 26 
Max # of users 𝑆𝑖
𝑚𝑖 for a μBS 50 50 50 
Numerical Results 
Capacity  𝑆𝑖 2500 (users) 3200 (users) 2000 (users) 
Period 𝑇𝑖
𝑜𝑛 7 (hrs) 8 (hrs) 5 (hrs) 
Power losses 𝐵𝑖 5140 (Watts) 6216 (Watts) 4416 (Watts) 
Energy losses 𝐿𝑆𝑖
𝑜𝑛 35.980 (kWhs) 49.728 (kWhs) 22.080 (kWhs) 
Switch off period 𝑇𝑖
𝑜𝑓𝑓
 13 (hrs) 10 (hrs) 16 (hrs) 
Power losses ∑ 𝐵𝑗
 
𝑗∈𝑄  , Q=N\{i} 10632 (Watts) 9556 (Watts) 11356 (Watts) 
Energy losses 𝐿𝑆𝑖
𝑜𝑓𝑓
 138.216 (kWhs) 95.560 (kWhs) 181.696 (kWhs) 
Table 15: 1
st
 Simulation - Indicative network configuration and Numerical results 
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The traffic profiles are based on the normalized traffic pattern introduced in Figure 61. 
 
Figure 61: Daily traffic profile of each MNO 
I. Infrastructure Sharing Strategy 
 
Figure 62: Network power losses during periods A) 𝑇𝑖
𝑜𝑓𝑓
 and B) 𝑇𝑖
𝑜𝑛 of each MNO 
Based on the infrastructure sharing strategy, as we can notice from the Figure 62A, 
the switch off period 𝑇2
𝑜𝑓𝑓 of MNO2 minimizes the network energy losses, since the 
green area 𝐴2, which is the product of the period 𝑇2
𝑜𝑓𝑓 = 10 (ℎ𝑟𝑠) and the total power 
losses of the other operators ∑ 𝐵𝑗
 
𝑗∈𝑄 = 9556 (𝑊), is equal to the minimum value of the 
matrix 𝑳𝑺 
𝒐𝒇𝒇,𝐴2 = 𝑚𝑖𝑛 (𝐴1, 𝐴2, 𝐴3)  =  95.560  (𝑘𝑊ℎ𝑠). Thus, from 21:00 pm to 07:00 
am, the sharing strategy recommends that MNO2 should set its radio access network to 
sleep mode. During this time interval MNO1 and MNO3 are obligated to cooperate in 
order to serve the whole traffic. 
  -83- 
According to the numerical results of the Table 4 and the red area 𝐵3 of the Figure 62B, 
the MNO3 is wasting the least energy 𝐿𝑆3
𝑜𝑛 = 22.080 (𝑘𝑊ℎ𝑠) during a period 
of  𝑇3
𝑜𝑛 = 5 ℎ𝑟𝑠. Hence, from 00:00 am until 05:00 am, when the total traffic level is 
very low (Figure 61), the MNO1 can turn off its network since MNO3 is in position to 
absorb all the active users. Generally, applying the energy cost minimization policy of 
the sharing strategy we can present the deactivation priority in the Table 16. 
 
Deactivation Priority Switched off MNO i  Static Energy Losses (kWhs) 
1 MNO2 95.560 
2 MNO1 138.216 
3 MNO3 181.696 
Table 16: Switch off hierarchy 
In conclusion, the On/Off policy 𝑥𝑖(𝑡) for each operator 𝑖 ∈ 𝑁 during the period of 24 
hrs is depicted in the following diagrams. 
 
 
Figure 63: Activity (On/Off) policy xi(t) of each MNO 
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In Table 17, we summarize valuable information that we can derive from the Figure 63. 
MNO i Switch off periods Operation periods 
MNO1 00:00 am – 05:00 am 05:00 am – 24:00 pm 
MNO2 21:00 pm – 07:00 am 07:00 am – 21:00 pm 
MNO3 
23:00 pm – 00:00 am 00:00 am – 05:00 am 
05:00 am – 6:00 am 06:00 am - 23:00 pm 
Table 17: On/Off periods 
According to the data of the Table 17 and the Figure 63, during the switch off period 
(21:00 pm – 07:00 am) of MNO2, the MNO1 is sufficient to serve the whole traffic 
from 23:00 pm – 00:00 am and from 05:00 am – 6:00 am, since its capacity is greater 
than MNO3. On the other hand, MNO3 can support the total traffic load from 00:00 am 
– 05:00 am. As a result, the operators MNO1 and MNO3 need to cooperate and share 
the active traffic from 21:00 pm – 23:00 pm and from 06:00 am – 07:00 am in order to 
serve all the users.  
 
II. Roaming Strategy 
Through sharing strategy we identified the periods and the operators which without 
the involvement of other MNOs are sufficient to satisfy the network traffic demands. 
During these periods all the users migrate to these active MNOs. However, as the num-
ber of users increases the need for more than one operator is necessary. For the case of 
two active MNOs we must apply the roaming strategy, in order to allocate the roaming 
customers with help of the characteristic linear P.C. curves of each operator. 
 
Figure 64: Characteristic P.C. curves – Energy footprint of each MNO 
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Applying the power cost minimization mechanism that we presented in the section B 
and in the implementation algorithm, we determine that as the number of users rises the 
dynamic part of P.C. function affects in greater extent the total power consumption. 
This property indicates a sort of hierarchy. Thus, we prefer to route the roaming users 
towards MNO which is characterized by small multiplication factor 𝐴𝑖 in order to re-
duce energy costs. Namely, driven by this fact a switched off MNO tends to route its us-
ers to the operator with smaller factor 𝐴𝑖 in order to pay lower roaming fees. 
In our case study, it is obvious from the Figure 64 that MNO1 has smaller factor  𝐴𝑖 
than the MNO3. Hence, during the periods (21:00 pm – 23:00 pm) and (06:00 am – 
07:00 am), when the cooperation of the two MNOs is needed, MNO1, depending on its 
current traffic load, may absorb all the roaming users or the largest portion of them. The 
remaining roaming users are routed towards MNO3. 
 The figure below illustrates the new forms of traffic profiles after applying the infra-
structure sharing and roaming strategy. 
 
 
Figure 65: Traffic profiles without and with mobile network cooperation 
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The new forms of traffic profiles obey to the On/Off policy of each MNO. 
 
Figure 66: Traffic profiles based on On/Off policy 
The following diagrams present the time varying power consumption of each MNO. 
 
Figure 67: Power Costs without and with mobile network cooperation 
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Figure 68 reveals the power consumption variation with respect to the On/Off curve. 
 
Figure 68: Power Consumption based on On/Off policy 
Assuming that 1 kWh corresponds to 0.1 €, we summarize in Table 18 the numerical 
results with regard to aggregate energy cost in (kWhs) and in (€)  of each MNO when 
there is no cooperation among the different operators (State A) and for the period they 
decide to cooperate (State B). Furthermore, we calculate the total network energy cost 
for both State A and State B. It is clear that during the 10-hour cooperation period 
(21:00 pm – 07:00 am) there is a considerable energy cost reduction for all the operators 
since the total operating cost is reduced by 97.6 kWhs (9.76 €). Also, as we can notice 
there is a small cost overhead of 0,254 € for the MNO3. 
 
MNO i 
State A 
No cooperation 
State B 
Cooperation period 
Difference  
(kWhs) – (€) (kWhs) – (€) (kWhs) – (€) 
1 194.37 19.437 178.31 17.831 16.06 1.606 
2 252.21 25.221 168.13 16.813 84.08 8.408 
3 172.62 17.262 175.16 17.516 2.54 0.254 
Total 6192 6.192 522 52.16 97.6 9.76 
Table 18: Aggregate energy costs for each operator and total cost reduction – 1st simulation 
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Below, we are going to present the results of a more simplified simulation for a wide 
region A. We assume that the access network of each operator 𝑖 ∈ 𝑁 consists of 
𝑚𝑖 = 100 mBSs and 𝑙𝑖 = 200 μBSs. Any μBS can serve at maximum 40 users, as a con-
sequence, the capacity for all MNOs is the same and equal to 𝑆𝑖 = 20000 users. In gen-
eral, the considering operators differentiate only in terms of parameters 𝑏𝑖
𝑚𝑎 and 𝑏𝑖
𝑚𝑖. 
 
2
st
 Simulation - Input Simulation Parameters  
MNO i i=1 i=2 i=3 
# of mBSs 𝑚𝑖 100 100 100 
# of μBSs 𝑙𝑖 200 200 200 
Parameter 𝑎𝑖
𝑚𝑎 for mBSs 3 3 3 
Parameter 𝑏𝑖
𝑚𝑎 for mBSs 400 (Watts) 500 (Watts) 450 (Watts) 
Parameter 𝑎𝑖
𝑚𝑖 for μBSs 0.7 0.7 0.7 
Parameter 𝑏𝑖
𝑚𝑖 for μBSs 28 32 30 
Max # of users 𝑆𝑖
𝑚𝑖 for a μBS 40 40 40 
Numerical Results 
Capacity  𝑆𝑖 20000 (users) 20000 (users) 20000 (users) 
Period 𝑇𝑖
𝑜𝑛 7 (hrs) 7 (hrs) 7 (hrs) 
Power losses 𝐵𝑖 45600 (Watts) 56400 (Watts) 51000 (Watts) 
Energy losses 𝐿𝑆𝑖
𝑜𝑛 319.2 (kWhs) 394.8 (kWhs) 357 (kWhs) 
Switch off period 𝑇𝑖
𝑜𝑓𝑓
 13 (hrs) 13 (hrs) 13 (hrs) 
Power losses ∑ 𝐵𝑗
 
𝑗∈𝑄  , Q=N\{i} 107400 (Watts) 96600 (Watts) 102000 (Watts) 
Energy losses 𝐿𝑆𝑖
𝑜𝑓𝑓
 1396.2 (kWhs) 1255.8 (kWhs) 1326 (kWhs) 
Table 19: 2
nd
 Simulation - Indicative network configuration and Numerical results 
The general traffic profile is depicted in the following diagram. As we can see clearly, 
the maximum number of served users by each MNO is 2∙104. 
 
Figure 69: Traffic profile during 24 hours 
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I. Infrastructure Sharing Strategy 
A1
A2
A3
B1
B2
B3
A B
A1
A2
A3
B1
B2
B3
Figure 70: Network power losses during periods A) 𝑇𝑖
𝑜𝑓𝑓
 and B) 𝑇𝑖
𝑜𝑛 of each MNO 
 
During the switch off period 𝑇2
𝑜𝑓𝑓
 of MNO2 the network presents the least energy 
losses. On the other hand, from 23:00 to 6:00, MNO1 wastes less energy than the other 
operators. According to the Figure 70 and numerical results in Table 19 we define the 
following switch off hierarchy: 
 
Deactivation Priority Switched off MNO i  Static Energy Losses (kWhs) 
1 MNO2 1255.8 
2 MNO3 1326 
3 MNO1 1396.2 
Table 20: Switch off hierarchy 
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In Figure 71, we can identify the on /off activity of each MNO. It is obvious that MNO1 
is always active since all the operators have the same capacity. 
 
Figure 71: On/Off policy xi(t) 
II. Roaming Strategy 
 
Figure 72: Characteristic P.C. curves 
Figure 72 reveals that the P.C. curves are parallel to each other. This happens be-
cause we considered that all MNOs have the same slope coefficients (𝑎𝑖
𝑚𝑎
 and 𝑎𝑖
𝑚𝑖). Ac-
cording to Figure 71, from 23:00 – 6:00 all the users are served by MNO1. However, 
from 20:00 – 23:00 and from 6:00 – 9:00 there is need for two active MNOs. Thus, dur-
ing these periods MNO1 absorbs as many customers as it can serve and the reaming 
roaming users are routed towards MNO3. 
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In the following diagrams we can compare the traffic profiles and power consumption 
before network sharing and during the cooperation period. 
 
Figure 73: Traffic profiles without and with mobile network cooperation 
 
Figure 74: Power consumption without and with mobile network cooperation 
MNO i 
State A 
No cooperation 
State B 
Cooperation period 
Difference  
(kWhs) – (€) (kWhs) – (€) (kWhs) – (€) 
1 1662.45 166.245 1893.74 189.374 231.29 23.129 
2 1921.65 192.165 991.06 99.106 930.59 93.059 
3 1792.05 179.205 1401.14 140.114 390.91 39.091 
Total 5376.14 537.614 4285.94 428.594 1090.2 109.02 
Table 21:  Aggregate energy costs for each operator and total cost reduction- 2
nd
 simulation   
-92- 
5 Game Theoretic Analysis 
In this chapter our main concern is to determine how the cost reduction benefits due 
to network infrastructure sharing should be allocated among the different operators 
which decided to cooperate. In the previous section we managed to define under what 
conditions and strategies the self-interested operators are invited to cooperate with oth-
ers. We assigned for each MNO an optimal switching off and roaming policy so as to 
achieve the minimum possible operating cost. Thus, next step is to specify: 
1) what kind of profit sharing policy would satisfy all the participants in order to en-
sure a fair allocation of the cost reduction benefits which were jointly achieved by 
the MNOs 
2)  the roaming fees which compensate the roaming services of the operators so as to 
ensure that the MNOs agree to cooperate 
In order to define the aforementioned fair profit sharing policy we analyze our case 
study through game theoretic approach and specifically through cooperative (coalition) 
game theory. In this context, each operator is considered to be a strategic player who 
decides whether it will cooperate and with which other MNOs. In the following subsec-
tions we will present a brief introduction of the main aspects of game theory related to 
our investigation problem.  
5.1 Game theory 
Game theory is a study of strategic decision making. In formally it is the study of 
conflict and cooperation between intelligent rational decision-makers. Game theoretic 
concepts apply whenever the actions of several agents (players) are interdependent. 
These players may be individuals, organizations, groups, firms, or any combination of 
these. The game theory can be considered as a tool to formulate, analyze and understand 
strategic scenarios [50]. 
The main object of study in game theory is the game, which is a formal description 
of an interactive situation. A game has perfect information when at any point in time 
only one player performs an action, and he can have knowledge of his adversaries’ deci-
sions. Typically, a game includes several numbers of players; a game with only one 
agent is often characterized as a decision problem.  
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In any game, for each player corresponds an outcome which is called payoff. Pay-
offs are numbers which reflect the motivations of players and they usually may repre-
sent quantity, profit, "utility" that simply rank the desirability of outcomes. In all occa-
sions, the payoffs must represent the motivations of the particular player. Typically, the 
expected payoff reflects the player’s attitude towards risk.  
The players who participate in a game seek to maximize their payoff. Thus, players 
with this trend are characterized as rational players. When the players participate in a 
game of strategic form (normal form), they can determine their strategies simultaneous-
ly, a strategy is one of the given possible actions of a player. The players and the strate-
gies are summarized in a table, known as payoff matrix, and each cell represents the ex-
pected payoffs for each strategy combination (Table 22).  
 
Player A\ Player B Action b1 Action b2 
Action a1 4 , 3 -1 , -1 
Action a2 0 , 0 3 , 4 
Table 22: Normal form or payoff matrix of a 2-player, 2-strategy game (Leyton-Brown & Sho-
ham 2008, p. 35) 
According to the matrix, Player A is the row-Player and Player B is the column-Player. 
On the other hand, in an extensive game, a strategy is a sequence of choices (Figure 
75), one for each decision point of the player. An extensive game is described with the 
help of a tree, which illustrates how a game is played. It reveals the order in which play-
ers make actions, and the information each player has at each decision point (node).  
 
Figure 75: An extensive form game (Fudenberg & Tirole 1991, p. 67) 
The player is specified by a number listed by the node. The lines which connect the 
nodes represent a possible action for that player. The payoffs are presented at the bot-
tom of the tree. Every extensive-form game may have an equivalent normal-form game.  
 In general, the cases that are studied by game theory can be classified into two cate-
gories: the 1
st
 refers to non-cooperative games and the 2
nd
 is related to cooperative (coa-
litional) games. Both categories are going to be described briefly in the next sections.  
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5.2 Non-cooperative games 
In game theory, a non-cooperative game is one in which the decision makers (play-
ers) act independently. Thus, while players could cooperate, any cooperation must be 
self-enforcing. Generally, a non-cooperative game can be characterized as zero-sum 
game or as non-zero sum game. 
A game is considered as zero-sum if for any outcome, the sum of the payoffs to all 
players is zero. In a two-player zero-sum game, one player’s gain is the other player’s 
loss, so their interests are diametrically opposed (Table 23). In contrast, non–zero 
sum describes a situation in which the interacting parties' aggregate gains and losses are 
either less than or more than zero. 
 A B 
1 30 , -30 -10 , 10 
2 10 , -10 20 , -20 
Table 23: A zero-sum game 
In simple words, let’s assume that Red Player selects action 2 and Blue Player chooses 
action B. When the payoff is allocated, Red Player gains 20 points and Blue Player los-
es 20 points. 
 A non-zero sum game is depicted in the following normal form table where each 
outcome has a different payoff for each of the players. 
Player A\ Player B Action b1 Action b2 Action b3 
Action a1 1,2 3,4 5,5 
Action a2 0,10 2,8 3,6 
Action a3 6,3 5,2 4,4 
Table 24: Non-zero sum game 
The game is played by two players A and B. Player’s A strategies are represented by 
rows a1, a2, a3 and player’s B strategies are the columns b1, b2, b3.  For example, if Play-
er A selects the action a3 and the Player B the action b1, then the payoff for each player 
will be 6 and 3 respectively. In general, a player can act based on different criteria. A 
rational player might act conservatively to prevent the worst case based on ‘maxmin’ 
criterion. For instance, Player A definitely will choose the action a3 which minimizes 
his losses against Player B. His payoff will be 4, which is the maximum among the 
available minimum payoffs for all strategies. 
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The most well-known solution concept of a non-cooperative game involving two or 
more players is the Nash equilibrium.  The Nash equilibrium [51] represents any com-
bination of strategies in which each player’s strategy is his best choice, given the other’s 
players’ choices. So, each player is able to know the equilibrium strategies of the other 
players. Below we define the Nash equilibrium of the Table 24:  
1. Firstly we assume we are Player A and that the opponent (Player B) picks a par-
ticular action. So we underline and highlight with red background the best pay-
off given our opponent’s action. 
2. Secondly we assume we are Player B and that the opponent (Player A) picks a 
particular action. So we underline and highlight with yellow background the best 
payoff given our opponent’s action. 
 
Player A\ Player B Action b1 Action b2 Action b3 
Action a1 1,2 3,4 5,5 
Action a2 0,10 2,8 3,6 
Action a3 6,3 5,2 4,4 
Table 25: Nash equilibrium solution 
As we can notice this game presents a unique Nash equilibrium at (5,5).  
5.3 Cooperative games 
In the non-cooperative approach, a game is a detailed model of all the actions avail-
able to the players. On the contrary, the cooperative theory differentiates from this level 
of detail, and focuses only on the outcomes that result when the players collaborate in 
different combinations.  
In game theory, a cooperative (coalitional) game refers to a game where sets of 
players (coalitions) may enforce cooperative behavior. Hence, the actors in a coopera-
tive game are group of players which participate in a competition game among coali-
tions of players rather than among individual players. The role of the cooperative theory 
is to study the interactions among the groups of players and to tackle the following criti-
cal question: Taking into account the sets of feasible payoffs for each coalition, what 
payoff should be awarded to each member?  
The problem of the previous question can be addressed by the most popular solution 
concept in cooperative game theory, the Shapley value [52].  
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A coalitional game with transferable payoff consists of: 
 
 A finite set of players 𝑁 = {1,… , 𝑛}. Each non-empty subset S of N ( 𝑆 ⊆ 𝑁) is 
called a coalition and the set of all coalitions is denoted by 2N *. The empty set Ø 
is characterized as the empty coalition and the set N is referred to as the grand 
coalition. 
 A characteristic function 𝒖: 𝑺 → 𝑹+ that associates with every nonempty subset 
𝑆 ⊆ 𝑁 a real-valued number u(S), which represents the worth of the coalition S. 
 
The interpretation of u(S) corresponds to the amount of money or utility that the coali-
tion can allocate among its members. In general, a coalition game is a pair 𝑮𝑴 = {𝑵, 𝒖} 
, where N is a finite set and 𝒖: 𝑺 → 𝑹+is a function mapping subnets 𝑆 ⊆ 𝑁 to positive 
numbers. In other words, the function u(S) defines the aggregate payoff that a set of 
players can gain by forming a coalition (cooperation). Thus, the game is usually called 
a value game or a profit game. 
 
The characteristic function 𝒖: 𝑺 → 𝑹+of the game 𝑮𝑴 = {𝑵, 𝒖} should satisfy the fol-
lowing properties: 
i) The characteristic value of the empty coalition should be null: u (Ø)=0  
ii) Superadditivity:  if  S and T are disjoint coalitions (S ∩ T = ∅), then  
𝑢(𝑆) + 𝑢(𝑇) ≤ 𝑢(𝑆 ∪ 𝑇) (71) 
This implies that the value of a union of the standalone coalitions is no less than the 
sum of the coalitions' discrete values. 
iii) Monotonicity:  
𝑆 ⊆ 𝑁
 
⇒𝑢(𝑆) ≤ 𝑢(𝑁) (72) 
This means that larger coalitions are able to gain more profit. 
 
* For n players, the set of 2
N
 coalitions has 2
n
 elements. For example, if n=3, then tak-
ing into consideration the empty coalition, we can identify 2
3
=8 coalitions: 
 
({∅}, {1}, {2}, {3}, {1,2}, {1,3}, {2,3}, {1,2,3}) (73) 
, where {1,2,3} denotes the grand coalition. 
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  We consider that a coalition of players decides to cooperate and typically, this coop-
eration yields a certain gain (profit or payoff). During this collaboration some players 
may contribute more to the coalition than others. This fact generates the following rea-
sonable question: how important is each player to the overall cooperation, and what 
payoff can each member reasonably expect? As we highlighted before the Shapley val-
ue offers one possible answer to this question. 
The Shapley value is a meritocratic fairness criterion that assigns a particular payoﬀ 
for each player, which is the average of all marginal contributions of that player to each 
coalition that he or she participates in. Reasonably, the players, who contribute more to 
the coalition than the others, should receive greater portion from the overall gain. 
In other words, the Shapley value is a fair axiomatic method [53] which allocates 
the total gains to the players depending on their contribution, considering that they all 
agree to collaborate. According to the Shapley value and employing the function 𝒖: 𝑺 →
𝑹+, the amount that player i obtains, given a coalitional game 𝑮𝑴 = {𝑵, 𝒖}, is: 
𝜑𝑖(𝑆, 𝑢) = ∑
|𝑆|! (|𝑁| − |𝑆| − 1)!
|𝑁|!
𝑆⊆𝑁\{𝑖}
(𝑢(𝑆 ∪ 𝑖) − 𝑢(𝑆)) (74) 
, where |N| is the total number of players and the sum extends over all sub-
sets S of N not containing player i. The above formula can be interpreted as follows: im-
agine the coalition being formed one actor at a time, with each actor demanding their 
contribution 𝑢(𝑆 ∪ 𝑖) − 𝑢(𝑆) as a fair compensation, and then for each actor take the av-
erage of this contribution over the possible different permutations in which the coalition 
can be formed. 
The Shapley value 𝜑𝑖(𝑆, 𝑢) should satisfy the following main properties: 
i) Efficiency: The total gain is allocated:  
∑𝜑𝜄(𝑆, 𝑢)
𝑖∈𝑆
= 𝑢(𝑆) (75) 
ii) Symmetry: If i and j are two players who are equivalent in the sense that 
𝑢(𝑆′ ∪ {𝑖}) = 𝑢(𝑆′ ∪ {𝑗}) (76) 
, where 𝑆′ ⊆ 𝑆\{𝑖, 𝑗}, then 𝜑𝑖(𝑆, 𝑢) = 𝜑𝑗(𝑆, 𝑢) 
iii)  Balanced contribution:  
 𝜑𝑖(𝑆, 𝑢) −  𝜑𝑖(𝑆{𝑗}, 𝑢) = 𝜑𝑗(𝑆, 𝑢) −  𝜑𝑗(𝑆{𝑖}, 𝑢) 
(77) 
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5.4 Implementation of coalitional game theory on 
network sharing  
In the context of cooperative game theory, each operator can be considered as a ra-
tional strategic player who seeks to minimize its operating cost (in other words to max-
imize its profit) through network cooperation mechanism by forming coalitions with 
other operators. In order to stimulate operators to collaborate in network level, each 
MNO should receive a fair portion/payoff of the total cost reduction which was jointly 
achieved by all the operators. Specifically, we employ the Shapley value criterion in 
order to allocate the profit gained through the cooperation between MNOs. This initial 
distribution of the total gain is performed depending on the contribution of each opera-
tor to the total cost reduction. In second approximation we should determine the roam-
ing fees which should be paid by the switched off operators to other MNOs for having 
their traffic served by the latter. Technically, this policy makes the coalitional game one 
of transferrable utilities (TU game). 
In our case study, we specify the operators TU-cooperative game 𝑮𝑴 = {𝑵,𝒖}, 
where N is the set of the MNOs and 𝒖: 𝑺 → 𝑹+ is the characteristic function of the game 
whose interpretation was described in the previous section. The characteristic function 
in our study is represented by the total cost reduction when a subnet 𝑆 ⊆ 𝑁 of operators 
agrees to come together. This function is formed by the equations (58) and (69): 
𝑢(𝑆) =∑𝑃𝑖
 ( 𝒔𝒊)
𝑖∈𝑆
−∑𝑃𝑖
𝐶( 𝒔𝒊′)   
⇒
𝑖∈𝑆
 (78) 
𝑢(𝑆) =∑∑𝑃𝑖
𝑡(𝑠𝑖(𝑡))
𝑇
𝑡=1𝑖∈𝑆
−∑∑𝑥𝑖(𝑡) [𝑃𝑖
𝑡 (𝑠𝑖(𝑡) + ∑ 𝑦𝑗,𝑖(𝑡)
 
𝑗∈𝑁\{𝑖}
)] 
𝑇
𝑡=1𝑖∈𝑆
 (79) 
, where the 1
st
 part of the characteristic function denotes the total network energy cost 
before cooperation and the 2
nd
 part represents the total energy cost due to cooperation. 
As we can observe this function incorporates the on/off policy𝑥𝑖(𝑡) and the roaming 
policy 𝑦𝑗,𝑖(𝑡) of each MNO. 
 With the help of the characteristic function (78) we are able to calculate the Shapley 
value𝜑𝑖(𝑆, 𝑢) of each operator, which is the fair portion of payoff that each MNO ob-
tains when it participates in a coalition 𝑆 ⊆ 𝑁: 
𝜑𝑖(𝑆, 𝑢) = ∑
|𝑆|! (|𝑁| − |𝑆| − 1)!
|𝑁|!
𝑆⊆𝑁\{𝑖}
(𝑢(𝑆 ∪ 𝑖) − 𝑢(𝑆)) 
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Below, we are going to apply the Shapley axiom on the two simulations that we de-
scribed in the subsection 4.2.4. For the 1
st
 simulation we have calculated that the charac-
teristic value of the grand coalition N={1,2,3} was equal to u(123)= 9.76 €. This value 
represents the total profit gained, which must be distributed fairly among the operators 
depending on their contribution to total cost reduction. Considering the same network 
configuration for each MNO, we run the simulations for the remaining coalitions 𝑆 ⊆ 𝑁 
in order to obtain the corresponding characteristic values (Table 26). According to (73) 
and as it is depicted in Table 26, for n=3 players we can recognize eight different coali-
tions. Reasonably the gains of the empty and the standalone coalitions are equal to null. 
 
Coalition S 
Values of characteristic function u(S)  
Total gain (€) 
1 S={Ø} u(Ø) 0 
2 S={1} u(1) 0 
3 S={2} u(2) 0 
4 S={3} u(3) 0 
5 S={1,2} u(12) 6.106 
6 S={1,3} u(13) 4.891 
7 S={2,3} u(23) 6.561 
8 
Grand Coalition 
S={1,2,3} 
u(123) 9.76 
Table 26: Characteristic values for the 1
st
 simulation 
Based on the formula (74) we calculate the Shapley value of each MNO, which is the 
fair payoff that receives each operator when all the MNOs form the grand coalition. 
Calculation of Shapley Value for N=3 MNOS/Players - N={1,2,3} , |N|=3 
MNO i 
Coalitions in which MNO/Player i can participate in 
Shapley value φi (€) 
Marginal Contribution: u(SU{i})-u(S) 
1 
S={Ø} ,|S|=0 S={2} ,|S|=1 S={3} ,|S|=1 S={2,3} ,|S|=2 
2.90 u(1)-u(0) u(12)-u(2) u(13)-u(3) u(123)-u(23) 
0 6.106 4.891 3.199 
2 
S={Ø} ,|S|=0 S={1} ,|S|=1 S={3} ,|S|=1 S={1,3} ,|S|=2 
3.73 u(2)-u(0) u(12)-u(1) u(23)-u(3) u(123)-u(13) 
0 6.106 6.561 4.869 
3 
S={Ø} ,|S|=0 S={1} ,|S|=1 S={2} ,|S|=1 S={1,2} ,|S|=2 
3.13 u(3)-u(0) u(13)-u(1) u(23)-u(2) u(123)-u(12) 
0 4.891 6.561 3.654 
Total 9.76 
Table 27: Shapley value φi / Payoff for each MNO – 1
st
 simulation 
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Looking at the Table 27, we realize that MNO2 receives the greatest portion from 
the total profit. This happens because MNO2 is switched off for longer time than any 
other operator; hence it contributes more than the other MNOs to energy savings. On 
the other hand, MNO1 receives the lowest payoff. This partially can be explained from 
the fact that during the cooperation period, MNO1 absorbs the greatest portion of roam-
ing users (check Figure 66 of traffic profiles and Figure 68 of power consumption), as a 
result it presents a considerable increase in its power consumption. Furthermore, we can 
notice from Table 26 that the two-member cooperation of MNO1 with the MNO3 yields 
the lowest cost reduction. Similarly, the cooperation of MNO1 with the MNO2 results 
in lower cost reduction (6.106 €) than the collaboration between MNO2 and MNO3 (6.561 €). 
Driven by this fact, it is clear that MNO1 contributes less than the other operators to the 
total cost reduction. 
However, the payoffs in the Table 27 do not represent the finalized allocation of the 
profit among operators, since MNOs are obligated to pay roaming fees to each other in 
order to compensate the roaming services. 
The roaming variables 𝑦𝑗,𝑖(𝑡) ≥ 0 (66), introduced in section 4.2.3, can determine 
the portion of traffic that is routed from operator j to operator i during the cooperation 
period. Based on this fact, we can compute the energy cost overhead for the MNO i due 
to the total number of roaming users that migrate from operator j to operator i: 
 
Before cooperation 
between MNO i and  j 
𝑃𝑖
 ( 𝒔𝒊) =∑𝑃𝑖
𝑡(𝑠𝑖(𝑡))
𝑇
𝑡=1
= 𝐴𝑖 ∙∑𝑠𝑖(𝑡)
𝑇
𝑡=1
+ 𝐵𝑖  
During cooperation 
between MNO i and  j 
𝑃𝑖
 ( 𝒔𝒊 + 𝒚𝒋,𝒊)  =∑[𝑃𝑖
𝑡 (𝑠𝑖(𝑡) + 𝑦𝑗,𝑖(𝑡))] = 
𝑇
𝑡=1
𝐴𝑖 ∙∑(𝑠𝑖(𝑡) + 𝑦𝑗,𝑖(𝑡))
𝑇
𝑡=1
+ 𝐵𝑖 
Total energy cost  
overhead for MNO i 
𝐴𝑖 ∙∑𝑦𝑗,𝑖(𝑡)
𝑇
𝑡=1
   (80) 
Table 28: Energy cost overhead analysis 
In (80) the term  ∑ 𝑦𝑗,𝑖(𝑡)
𝑇
𝑡=1  represents the total number of users that are routed from 
MNO j to MNO i. According to the above analysis MNO j is obligated to pay this cost 
overhead to MNO i. 
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Figure 76: Payment though roaming fees 
Based on the formula (80) and through the simulations we calculated the roaming fees 
that MNO j must pay to MNO i (Table 29). 
Roaming fees (€) 
MNO j/i i=1 i=2 i=3 
j=1 0 0 0.571 
j=2 1.201 0 0.86 
j=3 0.249 0 0 
Table 29: MNO j pays to MNO i 
Thus, taking into account the payoffs of the Table 27 and the roaming fees of the Table 
29 the finalized monetary income for each MNO are summarized in the following table. 
 
MNO i (€) 
i=1 3.779 
i=2 1.669 
i=3 4.312 
Total 9.76 
Table 30: Monetary income for each MNO 
In general, the present payoffs and roaming fees may seem low. This is due to the net-
work characteristics that we used for the 1
st
 simulation. The numbers of macro and mi-
cro base stations for each MNO are different (this generates different capacities 𝑆𝑖) and 
correspond for small coverage area. However, we must take into consideration that 
these results are generated from only a 10-hour network sharing period. For this pur-
pose, in the 2
nd
 simulation we considered that the operators serve a wide area and each 
network access 𝑖 ∈ 𝑁 includes  𝑚𝑖 = 100 mBSs and 𝑙𝑖 = 200 μBSs. 
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Similarly to 1
st
 simulation we analyze the case of the 2
nd
 simulation in order to deter-
mine the payoffs and the final incomes of each operator. 
 
Coalition S 
Values of characteristic function u(S)  
Total gain (€) 
1 S={Ø} u(Ø) 0 
2 S={1} u(1) 0 
3 S={2} u(2) 0 
4 S={3} u(3) 0 
5 S={1,2} u(12) 50.76 
6 S={1,3} u(13) 45.9 
7 S={2,3} u(23) 50.76 
8 
Grand Coalition 
S={1,2,3} u(123) 109.02 
Table 31: Characteristic values for the 2
st
 simulation 
 
Calculation of Shapley Value for N=3 MNOS/Players - N={1,2,3} , |N|=3 
MNO i 
Coalitions in which MNO/Player i can participates in 
Shapley value φi (€) 
Marginal Contribution: u(SU{i})-u(S) 
1 
S={Ø} ,|S|=0 S={2} ,|S|=1 S={3} ,|S|=1 S={2,3} ,|S|=2 
35.53 u(1)-u(0) u(12)-u(2) u(13)-u(3) u(123)-u(23) 
0 50.76 45.9 58.26 
2 
S={Ø} ,|S|=0 S={1} ,|S|=1 S={3} ,|S|=1 S={1,3} ,|S|=2 
37.96 u(2)-u(0) u(12)-u(1) u(23)-u(3) u(123)-u(13) 
0 50.76 50.76 63.12 
3 
S={Ø} ,|S|=0 S={1} ,|S|=1 S={2} ,|S|=1 S={1,2} ,|S|=2 
35.53 u(3)-u(0) u(13)-u(1) u(23)-u(2) u(123)-u(12) 
0 45.9 50.76 58.26 
Table 32: Shapley value φi / Payoff for each MNO – 2
nd
 simulation 
Observing carefully the above tables we notice that the coalition S={1,2} between 
MNO1 and MNO2 yields the same gain (total cost reduction) with the coalition  
S={2,3} between MNO2 and MNO3. Furthermore both MNO1 and MNO3 receive, 
through Shapley value, the same payoff while they have different (technologies) static 
losses (𝑏1
𝑚𝑎 ≠ 𝑏3
𝑚𝑎 𝑎𝑛𝑑 𝑏1
𝑚𝑖 ≠ 𝑏3
𝑚𝑖). The common factor here is that both MNO1 and 
MNO3 present these results when they cooperate with MNO2 which is the operator 
with the greatest static energy losses.  
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This typically gives to MNO2 the property to be switched off for longer periods than the 
other operator independently with which operator it may cooperate. In order to explain 
this phenomenon we present below the tables which include the aggregate energy costs 
and total cost reduction for any two-member coalition 𝑆 ⊂ 𝑁. 
 
Coalition  S={1,2}   (𝑀𝑁𝑂1 ∪𝑀𝑁𝑂2) 
MNO i 
State A 
No cooperation 
State B 
Cooperation period 
Difference  
 (€)  (€)  (€) 
1 166.245 176.166 9.921 
2 192.165 131.483 60.682 
Total 358.41 307.65 50.76 
Table 33: Total cost reduction for the coalition S={1,2}    
Coalition  S={1,3}   (𝑀𝑁𝑂1 ∪𝑀𝑁𝑂3) 
MNO i 
State A 
No cooperation 
State B 
Cooperation period 
Difference  
 (€)  (€)  (€) 
1 166.245 176.166 9.921 
3 179.205 123.383 55.822 
Total 345.45 299.55 45.9 
Table 34: Total cost reduction for the coalition S={1,3}    
Coalition  S={2,3}   (𝑀𝑁𝑂2 ∪𝑀𝑁𝑂3) 
MNO i 
State A 
No cooperation 
State B 
Cooperation period 
Difference  
 (€)  (€)  (€) 
2 192.165 131.483 60.682 
3 179.205 189.126 9.921 
Total 371.37 320.61 50.76 
Table 35: Total cost reduction for the coalition S={2,3}    
 
Comparing the data in the Tables 33 and 35 we realize that especially for the case of 
MNOs with the same capacity the total gains of any two-member coalition 𝑆 ⊂ 𝑁, 
which involves the operator with the highest static losses (large 𝑏𝑖
𝑚𝑎𝑎𝑛𝑑 𝑏𝑖
𝑚𝑖), are equal. 
This happens because here we deal with the total cost reduction which is the result (dif-
ference) between two states (A and B). It is now general rule that the operator with the 
largest static energy losses, which typically are associated with BSs of old technology, 
receives the greatest portion from overall profit. However, this operator must pay the 
corresponding roaming costs. 
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The next table illustrates the roaming costs that MNO j must pay to MNO i in order to 
balance the profits. 
 
Roaming fees (€) 
MNO j/i i=1 i=2 i=3 
j=1 0 0 0 
j=2 16.745 0 2.995 
j=3 6.386 0 0 
Table 36: MNO j pays to MNO i 
Taking into consideration the payoffs of the Table 32 and the roaming costs of the Table 
36 the finalized monetary income for each MNO are summarized in the Table 37. 
 
MNO i (€) 
i=1 58.661 
i=2 18.22 
i=3 32.135 
Total 109.02 
Table 37: Monetary income for each MNO 
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5.5 Calculation of Shapley value for different scenar-
ios 
In this subchapter, considering some simple scenarios, our concern is to study the 
variation of the Shapley values of each MNO as function of the parameters 
(𝑎𝑖
𝑚𝑎  , 𝑎𝑖
𝑚𝑖, 𝑏𝑖
𝑚𝑎 , 𝑏𝑖
𝑚𝑖). We must remind you that this set of parameters define the radio 
technology that is applied on the base stations of each operator. 
MNO i i=1 i=2 i=3 
# of mBSs 100 100 100 
# of μBSs 200 200 200 
Si
mi 40 40 40 
Capacity Si 20000 20000 20000 
Table 38: Default network configuration for the simulations 
 Scenario 1 
In the 1
st
 scenario all the MNOs presents the same network characteristics and for every 
operator the parameters ( 𝑏𝑖
𝑚𝑎  , 𝑏𝑖
𝑚𝑖) vary from 200-600 and from 15-55 respectively. 
MNO i i=1 i=2 i=3 
αi 
ma 3 3 3 
bi 
ma 200 - 600 200 - 600 200 - 600 
αi 
mi 0.7 0.7 0.7 
bi 
mi 15 - 55 15 - 55 15 - 55 
Table 39: Parameters for the Scenario 1 
 
Simulation (b
ma
 , b
mi
) u(123) u(12) u(13) u(23) φ1 φ2 φ3 
1 200 , 15 38.636 20.7 20.7 20.7 12.88 12.88 12.88 
2 250 , 20 50.636 26.1 26.1 26.1 16.88 16.88 16.88 
3 300 , 25 62.636 31.5 31.5 31.5 20.88 20.88 20.88 
4 350 , 30 74.636 36.9 36.9 36.9 24.88 24.88 24.88 
5 400 , 35 86.636 42.3 42.3 42.3 28.88 28.88 28.88 
6 450 , 40 98.636 47.7 47.7 47.7 32.88 32.88 32.88 
7 500 , 45 110.636 53.1 53.1 53.1 36.88 36.88 36.88 
8 550 , 50 122.636 58.5 58.5 58.5 40.88 40.88 40.88 
9 600 , 55 134.636 63.9 63.9 63.9 44.88 44.88 44.88 
Table 40: Shapley value results for the Scenario 1 
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Figure 77: Shapley value variation – Scenario 1 
As we expected, since all the operators have the same network characteristics for every 
simulation, they contribute equally to total cost reduction. As a result, all the MNOs re-
ceive the same portion (Shapley value) from the total gain. In this diagram the curves of 
the MNOs overlap each other. Also, it is obvious that as the parameters (  𝑏𝑖
𝑚𝑎 , 𝑏𝑖
𝑚𝑖)   
rise there is a respective increase for the Shapley values. A potential answer to this ef-
fect is that the total cost reduction is enhanced when we switch off operators with large 
energy losses( 𝑏𝑖
𝑚𝑎 , 𝑏𝑖
𝑚𝑖). 
 
 Scenario 2 
In the 2
nd
 scenario only the parameters (𝑎𝑖
𝑚𝑎  , 𝑎𝑖
𝑚𝑖) vary for each MNO. 
 
MNO i i=1 i=2 i=3 
αi 
ma
 1 - 5 1 - 5 1 - 5 
bi 
ma
 400 400 400 
αi 
mi
 0.2 - 1.8 0.2 - 1.8 0.2 - 1.8 
bi 
mi
 30 30 30 
Table 41: Parameters for the Scenario 2 
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Simulation (ama , ami) u(123) u(12) u(13) u(23) φ1 φ2 φ3 
1 1 , 0.2 89.592 44.1 44.1 44.1 29.86 29.86 29.86 
2 1.5 , 0.4 88.248 44.1 44.1 44.1 29.42 29.42 29.42 
3 2 , 0.6 86.902 44.1 44.1 44.1 28.97 28.97 28.97 
4 2.5 , 0.8 85.558 44.1 44.1 44.1 28.52 28.52 28.52 
5 3 , 1 84.212 44.1 44.1 44.1 28.07 28.07 28.07 
6 3.5 , 1.2 82.865 44.1 44.1 44.1 27.62 27.62 27.62 
7 4 , 1.4 81.522 44.1 44.1 44.1 27.17 27.17 27.17 
8 4.5 , 1.6 80.176 44.1 44.1 44.1 26.73 26.73 26.73 
9 5 , 1.8 78.832 44.1 44.1 44.1 26.28 26.28 26.28 
Table 42: Shapley value results for the Scenario 2 
 
 
Figure 78: Shapley value variation – Scenario 2 
Similarly to 1
st 
scenario, the contribution of each MNO to the total gain is the same. 
Thus, the total profit is uniformly distributed among the operators. Moreover, as the pa-
rameters (𝑎𝑖
𝑚𝑎 , 𝑎𝑖
𝑚𝑖) increase the corresponding Shapley values present a small de-
crease. This can be explained from the fact that the parameters (𝑎𝑖
𝑚𝑎 , 𝑎𝑖
𝑚𝑖) represent the 
growth rate of the energy consumption. Hence, by increasing the parameters (𝑎𝑖
𝑚𝑎 , 𝑎𝑖
𝑚𝑖) 
we minimize the energy savings. 
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 Scenario 3 
In the 3
rd
 scenario only the parameters ( 𝑏2
𝑚𝑎 , 𝑏2
𝑚𝑖) of MNO2 vary from 200-600 and 
from 15-55 respectively. 
 
MNO i i=1 i=2 i=3 
αi 
ma
 3 3 3 
bi 
ma
 400 200 - 600 400 
αi 
mi
 0.7 0.7 0.7 
bi 
mi
 30 15 - 55 30 
Table 43: Parameters for the Scenario 3 
Simulation (b2
ma , b2
mi) u(123) u(12) u(13) u(23) φ1 φ2 φ3 
1 200 , 15 92 41.4 44.1 41.4 31.12 29.77 31.12 
2 250 , 20 92 41.4 44.1 41.4 31.12 29.77 31.12 
3 300 , 25 92 41.4 44.1 41.4 31.12 29.77 31.12 
4 350 , 30 92 41.4 44.1 41.4 31.12 29.77 31.12 
5 400 , 35 85.936 42.3 44.1 42.3 28.95 28.05 28.95 
6 450 , 40 93.736 47.7 44.1 47.7 30.65 32.45 30.65 
7 500 , 45 101.536 53.1 44.1 53.1 32.35 36.85 32.35 
8 550 , 50 109.336 58.5 44.1 58.5 34.05 41.25 34.05 
9 600 , 55 117.136 63.9 44.1 63.9 35.75 45.65 35.75 
Table 44: Shapley value results for the Scenario 3 
  
Figure 79: Shapley value variation – Scenario 3 
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MNO1 and MNO3 have the same network configuration; as a result their curves are 
overlapping. Both these operators receive the same payoffs because they contribute 
equally to total cost reduction, as a. According to Figure 79 from the 1
st
 simulation until 
5
th
 simulation, it holds that ( 𝑏2
𝑚𝑎 , 𝑏2
𝑚𝑖) < ( 𝑏1
𝑚𝑎 , 𝑏1
𝑚𝑖), ( 𝑏3
𝑚𝑎 , 𝑏3
𝑚𝑖) this means that 
MNO2 contributes less than MNO1 and MNO3 to total reduction and gets small payoff. 
However, after the 5
th
 where ( 𝑏2
𝑚𝑎  , 𝑏2
𝑚𝑖) > ( 𝑏1
𝑚𝑎 , 𝑏1
𝑚𝑖), ( 𝑏3
𝑚𝑎 , 𝑏3
𝑚𝑖)  MNO2 receives 
the greatest payoffs. 
 
 Scenario 4 
In the 4
th
 scenario the parameters ( 𝑏2
𝑚𝑎 , 𝑏2
𝑚𝑖) and ( 𝑏3
𝑚𝑎 , 𝑏3
𝑚𝑖)  vary to opposite direc-
tions. 
MNO i i=1 i=2 i=3 
αi 
ma
 3 3 3 
bi 
ma
 400 200 - 600 600 - 200 
αi 
mi
 0.7 0.7 0.7 
bi 
mi
 30 15 - 55 55 - 15 
Table 45: Parameters for the Scenario 4 
 
Simulation (b2
ma , b2
mi) (b3
ma , b3
mi) u(123) u(12) u(13) u(23) φ1 φ2 φ3 
1 200 , 15 600 , 55 124.5 41.4 63.9 63.9 37.75 37.75 49.00 
2 250 , 20 550 , 50 116.7 41.4 58.5 58.5 36.05 36.05 44.60 
3 300 , 25 500 , 45 108.9 41.4 53.1 53.1 34.35 34.35 40.20 
4 350 , 30 450 , 40 101.1 41.4 47.7 47.7 32.65 32.65 35.80 
5 400 , 35 400 , 35 94 42.3 42.3 42.3 31.33 31.33 31.33 
6 450 , 40 350 , 30 101.1 47.7 41.4 47.7 32.65 35.80 32.65 
7 500 , 45 300 , 25 108.9 53.1 41.4 53.1 34.35 40.20 34.35 
8 550 , 50 250 , 20 116.7 58.5 41.4 58.5 36.05 44.60 36.05 
9 600 , 55 200 , 15 124.5 63.9 41.4 63.9 37.75 49.00 37.75 
Table 46: Shapley value results for the Scenario 4 
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Figure 80: Shapley value variation – Scenario 4 
The Figure 80 illustrates a symmetry which was expected. From simulation 1-5 MNO3 
has the greatest parameters ( 𝑏3
𝑚𝑎 , 𝑏3
𝑚𝑖) than the others, as a result it is switched off for 
longer period which means that it receives large payoffs. After the 5
th
 simulation this 
role is taken by MNO2. Regarding to MNO1, it initially presents the same contribution 
to the total cost reduction with MNO2. However, after the 5
th
 simulation it follows the 
curve of MNO3. Namely, they both have the same contribution to this grand coalition 
and receive equal payoffs.  
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6 Conclusions 
In the present dissertation we studied the telecom infrastructure sharing trend be-
tween self-interested operators. In order to motivate the operators to collaborate they 
must overcome the potential unfairness issues in the allocation of the profit gained by 
the network sharing cooperation. The cooperative game theoretic approximation that we 
developed succeeds to tackle this serious problem and achieves to assign to each opera-
tor a fair portion of the total reduction cost. 
For the purpose of this dissertation we developed the necessary algorithm that ap-
plies the infrastructure sharing strategy based on static energy losses minimization poli-
cy and the roaming strategy based on energy cost minimization policy through the pow-
er consumption curves (also we can characterize them as energy footprint curves) taking 
into account the capacities limits of each MNO. This part is described in detail in the 
Chapter 4. Moreover, for the purpose of the game theoretic approximation we devel-
oped within an Excel file a simple and interesting Shapley value calculator. 
The algorithms that we designed are optimized for N=2 and N=3 MNOs considering 
a realistic traffic pattern of 24-hour period. We cannot guarantee that this approach rep-
resents the global optimal energy cost minimization since the sampling of the traffic da-
ta is performed per one hour and additionally maybe there are different sharing and 
roaming strategies that achieve slightly more effective results. However, for the case of 
different capacities for each MNO, in our switch off hierarchy, we check if the second 
MNO in terms energy losses can individually support the total traffic without the pres-
ence of the MNO with the least energy losses. If this condition holds then we can 
achieve better energy cost minimization. 
In general, our study can be characterized as multi-parameter problem since based 
on different input parameters and network configurations we can identify different re-
sults and behaviors, although, we already had defined some assumptions. Namely, in 
order to simplify our problem we assumed that the BSs of each operator 𝑖 ∈ 𝑁 use the 
same radio technology (𝑎𝑖
𝑚𝑎 , 𝑎𝑖
𝑚𝑖, 𝑏𝑖
𝑚𝑎 , 𝑏𝑖
𝑚𝑖) and every operator individually may apply 
different technology for its own set of BSs. Furthermore, we assumed that the traffic 
profile of each MNO is based on the same normalized traffic pattern and that a typical 
mBS servers a three times greater number of users than a μBS. In our algorithm we ask 
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as input parameters the following variables: the number N of MNOs, the number of 
mBSs 𝑚𝑖, the number of μBSs 𝑙𝑖, and the values for parameters (𝑎𝑖
𝑚𝑎  , 𝑎𝑖
𝑚𝑖, 𝑏𝑖
𝑚𝑎 , 𝑏𝑖
𝑚𝑖) and 
the maximum number of users supported by a μBS 𝑆𝑖
𝑚𝑖. Through the total number of 
BSs and the parameter 𝑆𝑖
𝑚𝑖 we define the capacity  𝑆𝑖
  of each MNO. 
Discussing the results of our simulations, we define as a general rule that the MNO 
which presents the greatest static energy losses is switched off for longer periods than 
the others as it was expected. For the first simulation we considered small area coverage 
and the infrastructure sharing mechanisms are applied for a 10-hour period. The total 
gains are 97.6 kWhs which correspond to 9.76 (€). The profit can be considered small 
since we assumed that the area is covered by small number of BSs. In this first simula-
tion we must pay attention to the periods of two active MNOs (21:00 - 23:00 and 06:00 
- 07:00), according to the Figure 64 the slope coefficient 𝐴1 of MNO1 is smaller than 
the slope coefficient 𝐴3 of MNO3 as a result the switched off MNO2 prefers to route its 
customers to MNO1 (check Figure 65) in order to pay lower roaming costs. This hap-
pens because we assumed that for the input parameters holds 𝑎3
𝑚𝑎 = 3.4 > 𝑎1
𝑚𝑎 = 3  and 
𝑎3
𝑚𝑖 = 1 > 𝑎1
𝑚𝑖 = 0.7.  
Regarding the second simulation we considered that the MNOs cover a wide area 
and the access network of each operator 𝑖 ∈ 𝑁 consists of 𝑚𝑖 = 100 mBSs and 𝑙𝑖 = 200 
μBSs. The considering operators differentiate only in terms of parameters 𝑏𝑖
𝑚𝑎 and 𝑏𝑖
𝑚𝑖. 
For this simulation the network sharing period lasts 13 hours from 20:00 to 09:00 (Fig-
ure 71). During this period the total gains are 109.02 (€). As we can see the profit is con-
siderably large. Thus, if we assume that the MNOs decide to cooperate in typical wide 
areas, which consists of great number of BSs, the expected gains are going to be very 
high and this is result of only a typical 24-hrs period. The continuous network coopera-
tion among operators can yield extremely high profits. 
Looking at the On/Off policy curve (Figure 71) of the second simulation we deter-
mine that MNO2 is switched off for longer period than any other operator while MNO1 
is continuously active. Thus, the MNO2 receives the largest payoff.  In order to have an 
overview of the second simulation we present below the fair payoffs that each MNO 
receives according to the Shapley Theorem and depending on its contribution to the to-
tal reduction, the roaming costs and the final income cash. 
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MNO i (€) 
i=1 35.53 
i=2 37.96 
i=3 35.53 
Total 109.02 
Table 47: Fair payoff for each MNO – Shapley value 
Roaming costs (€) 
MNO j/i i=1 i=2 i=3 
j=1 0 0 0 
j=2 16.745 0 2.995 
j=3 6.386 0 0 
Table 48: MNO j pays to MNO i 
MNO i (€) 
i=1 58.661 
i=2 18.22 
i=3 32.135 
Total 109.02 
Table 49: Monetary income for each MNO 
 
Discussing the scenario results of the Chapter 5, we define the following general 
rule: The MNO k1 which has the largest parameters ( 𝑏𝑘1
𝑚𝑎 , 𝑏𝑘1
𝑚𝑖) (as it is expected is 
switched off for longer period than the others) contributes more than anyone to the total 
cost reduction. According to the coalitional game theory this operator receives the larg-
est payoff. Furthermore, any other MNO i which cooperates with MNO k1, inde-
pendently of the parameters ( 𝑏𝑖
𝑚𝑎 , 𝑏𝑖
𝑚𝑖) they contribute equally to the total cost reduc-
tion, as consequence they receive the same payoff. This happens because we deal with 
differences, the total energy cost before cooperation minus the total energy cost due to 
cooperation. 
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