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Stability and approximation of statistical
limit laws for multidimensional piecewise
expanding maps
Harry Crimmins and Gary Froyland
Abstract. The unpredictability of chaotic nonlinear dynamics
leads naturally to statistical descriptions, including probabilis-
tic limit laws such as the central limit theorem and large de-
viation principle. A key tool in the Nagaev-Guivarc’h spectral
method for establishing statistical limit theorems is a “twisted”
transfer operator. In the abstract setting of Keller-Liverani [30]
we prove that derivatives of all orders of the leading eigenval-
ues and eigenprojections of the twisted transfer operators with
respect to the twist parameter are stable when subjected to a
broad class of perturbations. As a result, we demonstrate sta-
bility of the variance in the central limit theorem and the rate
function from a large deviation principle with respect to de-
terministic and stochastic perturbations of the dynamics and
perturbations induced by numerical schemes. We apply these
results to piecewise expanding maps in one and multiple dimen-
sions, including new convergence results for Ulam projections
on quasi-Hölder spaces.
The authors’ emails are h.crimmins@unsw.edu.au and g.froyland@unsw.edu.au,
respectively.
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1. Introduction
Transfer operators have proved to be powerful tools for the anal-
ysis of dynamical systems possessing some expanding properties. If
(X,m) is a probability space and T : X → X is a non-singular trans-
formation, one aims to select a Banach space (B, ‖·‖), B ⊂ L1(m)
that is compatible with the dynamics of T in the sense that the
transfer operator L : B → B is quasi-compact. Quasi-compactness
implies a variety of desirable phenomena, including a finite number of
absolutely continuous invariant probability measures (ACIMs) with
densities lying in B, and under a mixing condition, a unique ACIM
with exponential decay of correlations [23, 32].
A natural question is how the spectral data corresponding to the
isolated eigenvalues of L behave when either the map T or the oper-
ator L is perturbed. It is well known that many interesting perturba-
tions are not close to L in the operator norm induced by the norm of
B, and therefore standard operator perturbation theory, e.g. [26] can-
not be employed. For piecewise monotonic maps of the interval, with
L acting on the space of functions of bounded variation BV, Keller
[27] introduced a “triple norm” |||A||| = supvar(f)+|f |L1≤1 |Af |L1 for
A : BV → BV. For a variety of deterministic, stochastic, and nu-
merical perturbations, the resulting perturbed transfer operator L
is close to L in |||·|||. These results were abstracted in a seminal paper
by Keller and Liverani [30], where |·|L1 becomes a “weak” norm |·|
and var(·)+ |·|L1 becomes a “strong” norm ‖ ·‖ on a Banach space B,
with the closed unit ‖·‖-ball compact in |·|. Using this abstract setup,
with additional conditions on the growth of the norms of iterates of
L in the weak and strong norms, [30] proved stability of the isolated
spectral data.
The use of spectral theory has also been a remarkably successful
strategy for establishing statistical laws for dynamical systems such
as central limit theorems [38, 10, 22, 2] and large deviation principles
[22, 36], as well as local central limit theorems [38, 22, 15], Berry-
Esseen theorems [20, 15], and vector-valued almost-sure invariance
principles [33, 16]. We refer the reader to the excellent survey [17] and
the references therein. Assuming that T possesses a unique ACIM µ
with dµdm ∈ B, and given a real-valued observable g ∈ B∩L∞(m), we
can define a stochastic process Zk := {g ◦ T k}k≥0, stationary with
respect to µ. The process Zk has mean g¯ =
∫
X
g dµ, satisfies a central
limit theorem with time-asymptotic variance σ2g about the mean g¯,
and has exponentially decaying probabilities for large deviations from
g¯, quantified by a rate function rg(s) = − limn→∞ 1n logµ( 1n
∑n−1
i=0 g◦
Tn > g¯+s). The quantities σg and rg are accessible via derivatives of
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the leading eigenvalue of an analytically “twisted” transfer operator
L(z)f := L(ezgf), taken with respect to the twist parameter z.
In this work we bring together these two threads to prove stabil-
ity of statistical laws under a broad class of perturbations satisfying
abstract conditions we denote by (KL); see Definition 2.2 for a formal
definition. We extend the general spectral stability approach of [30]
to twisted transfer operators, providing access to stability results for
statistical laws obtained via spectral theory across a range of per-
turbations in a general abstract setting. For the specific problem of
numerical approximation of statistical quantities, our flexible setup
allows a variety of projection methods, enabling the projection to
be tailored to the particular class of dynamics to achieve the most
efficient numerical scheme.
We outline below our first main abstract result (see Theorem
2.6 for a more precise formal statement of the result) concerning
stability of the derivatives of spectral data of twisted quasi-compact
operators, taken with respect to the twist parameter.
Theorem A
Let A0 be a quasi-compact operator with simple leading eigenvalue
λ0 and quasi-compact decomposition λ0Π0 + N0, and let {A}≥0
be a family of perturbations of type (KL). Let A(z) = AM(z) for
a compactly |·|-bounded twist M(z) (see Definition 2.5). For z in a
sufficiently small neighbourhood of the origin and  sufficiently small
one has:
1. a quasi-compact decomposition A(z) = λ(z)Π(z) + N(z),
where λ(z),Π(z) and N(z) depend analytically on z,
2. for each n ∈ N the following convergence for nth-order deriva-
tives with respect to z as → 0:
(a) λ(n) (·) converges compactly to λ(n)0 (·),
(b) Π(n) (·) converges compactly to Π(n)0 (·) in |||·|||,
(c) N (n) (·) converges compactly to N (n)0 (·) in |||·|||.
In fact, in Theorem 2.6 we prove a stronger Hölder estimate for
the convergence in (a), (b) and (c).
When A0 is the transfer operator L corresponding to a uni-
formly expanding, piecewise C2 map T : X → X, where X may be
an interval, or a more complicated higher dimensional domain as in
[39], three specific examples of the types of perturbations (KL) we
consider include:
NP: Numerical approximations of L by some finite-rank operator,
such as in Ulam’s method [31]. Given a partition of X into n
connected elements of diameter less than , define En to be the
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conditional expectation operator with respect to this partition
and let L = En ◦ L.
For untwisted operators, stability of the ACIM with respect to (NP)
has been proven in one dimension [31] with B the space of bounded
variation BV and in multiple dimensions [13, 34] with B the space
of generalised bounded variation. For the one dimensional case we
mention also the works [14, 27], which generalise the results of [31].
In Section 4.1 we briefly recount the fact that the family of opera-
tors L satisfies (KL) for interval maps. In Section 5 we prove the
stability of the ACIM when B is the Banach algebra of quasi-Hölder
functions and show that the family of operators L satisfies (KL) for
multidimensional piecewise expanding maps.
SP: Stochastic perturbations that arise from the convolution of the
Perron-Frobenius operator with an appropriate bistochastic,
nonnegative kernel K(x, y): Lf(x) =
∫
(Lf)(y)K(y, x) dm(y).
With X = [0, 1] and B the space of functions of bounded variation, if
for U ⊂ X the measure m(U) :=
∫
U×UK dm×m converges weakly
to m lifted to the diagonal of X ×X and under mild monotonicity
conditions, Corollary 17 [27], proves stability of the ACIM with re-
spect to (SP) for piecewise expanding T with |T ′| > 2. Under these
conditions, the family of operators L also satisfies (KL). In Section 5
we provide a new proof of stability of the ACIM when B is the space
of quasi-Hölder functions and show that the family of operators L
satisfies (KL).
DP: Deterministic perturbations of T in an appropriate metric space.
For example, in a “Skorohod”-type metric in the case of piece-
wise expanding maps on the interval [27, Section 3]:
d(T, T) := inf{δ > 0 : ∃U ⊂ [0, 1], m(U) > 1− δ;
∃ a diffeomorphism h : [0, 1]→ [0, 1],
T |U = T ◦ h|U , and ∀x ∈ U,
|h(x)− x| < δ, |(1/h′(x))− 1| < δ}.
(1)
If lim→0 d(T, T) = 0 then the family of operators {L}≥0 satisfies
(KL) [27, §3].
Given perturbations {L}≥0 satisfying (KL), we use the spec-
tral formulae for the variance σ2g and rate function rg to define
perturbed versions of these quantities. Let σ2g, = λ
(2)
 (0) be the
perturbed variance and let the convex conjugate of the map z 7→
log λ(z) be the perturbed rate function. Below we outline our second
main result (see Theorems 3.4, 3.8 and Proposition 3.10 for formal
statements), which guarantees stability of the variance σ2g and the
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rate function rg under the perturbations of type (KL). We emphasise
that we only need to check the perturbation conditions (KL) for the
untwisted (z = 0) operators, and, as with Theorem A, that we actu-
ally prove stronger Hölder estimates than the modes of convergence
given below.
Theorem B
Under the hypotheses of Theorem A and the Nagaev-Guivarc’h spec-
tral method, with A = L, M(z)f = ezgf , and B a Banach algebra,
one has
1. Stability of the variance: lim→0 λ
(2)
 (0) = σ2g .
2. Stability of the rate function: If each L is positive then for
every compact subset W of the domain of rg there exists a
closed interval V such that lim→0 supz∈V (sz − ln(λ(z))) =
rg(s) uniformly for s ∈W .
Theorem B guarantees convergence of numerical estimates of
statistical laws produced by a variety of numerical schemes. In this
work we explore Ulam’s method in detail, including new results on
the quasi-Hölder spaces introduced by Saussol [39], which provide a
flexible setting for piecewise expanding maps on complicated (pos-
sibly fractal) domains X ⊂ Rd. We prove that perturbations of the
type (NP) and (SP) above are of type (KL) in the quasi-Hölder spaces
and thus Theorems A and B apply to such perturbations. While we
have focussed on Ulam’s method, our stability results can also be
applied to other numerical methods of projection type (e.g. Galerkin
methods projecting onto other locally or globally supported bases).
The stability of the variance under differentiable perturbations
in the underlying dynamics has been considered for Anosov diffeo-
morphisms [18] and Lorenz flows [5]. For perturbations of type (DP)
the same has been proven for Lasota-Yorke maps [29]. There has also
been recent interest in the numerical approximation of the variance
σ2g . Convergence of Ulam-based estimates for Lasota-Yorke maps has
been rigorously implemented in one dimension [4], with a rigorous
computation for the full-branched Lanford map, and extensions of
the method for the intermittent Liverani-Saussol-Vaienti (LSV) map.
A periodic point algorithm for real analytic expanding interval maps
and real analytic observables [24] exploits the analyticity to achieve
rigorous estimates of the variance with rapid convergence. For full-
branched maps of the interval, Ulam’s method has been replaced
with a Galerkin method that utilises a Fourier or Chebyshev basis
[43] to capitalise on the smoothness of the dynamics and increase the
speed of convergence. We note that it is possible to obtain the sta-
bility of the variance without using Theorem A, but our proof of the
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stability of the rate function critically uses the compact convergence
in Theorem A, and to the best of our knowledge Theorem B is the
first rigorous stability and approximation result for the rate function
for deterministic dynamical systems. This point is discussed further
in Remark 3.6.
An outline of the paper is as follows. Section 2.1 reviews the sta-
bility theory of [30] for (untwisted) quasi-compact operators. Section
2.2 introduces abstract compactly-bounded twists and proves the ab-
stract stability of derivatives of the twisted spectral data (Theorem
2.6). Section 3 reviews the Nagaev-Guivarc’h spectral method and
verifies the applicability of the results of Section 2.2 in the setting of
the method. Using the stability of the derivatives of twisted spectral
data, we prove the stability of the variance in Section 3.1 (Theorem
3.4), and stability of the rate function in Section 3.2 (Theorem 3.8
and Proposition 3.10). In Section 3.1 we also obtain a derivative-free
expression for the approximate variance λ(2) (0) for use in computa-
tions (Proposition 3.5). In Section 4 we provide detailed numerical
experiments for a piecewise expanding interval map and four differ-
ent observables, illustrating the approximation of the variance and
rate function, and interpreting the results in terms of the interplay of
dynamics and observable. In Section 5 we treat the multidimensional
piecewise expanding maps of Saussol [39] and prove that perturba-
tions of the type (NP) and (SP) are compatible with the Banach
algebra of quasi-Hölder functions, yielding stability and approxima-
tion results of statistical properties in a multidimensional setting.
2. Spectral stability
In Section 2.1 we discuss known results concerning the stability of
the spectrum of quasi-compact operators and in Section 2.2 we state
our main results on spectral stability of “twisted” quasi-compact op-
erators. Let (B, ‖·‖) be a Banach space over C and denote by L(B)
the Banach space of bounded linear operators from B to itself.
Definition 2.1 (Quasi-compactness). We say that A ∈ L(B) is quasi-
compact if there exists A1, A2 ∈ L(B) such that A = A1 + A2,
rank(A1) < ∞, A1A2 = A2A1 = 0 and ρ(A2) < ρ(A1) = ρ(A).
We say that A is quasi-compact of diagonal type if A1 is diagonalis-
able, and that A is a simple quasi-compact operator if it is of diagonal
type and rank(A1) = 1.
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If A is quasi-compact of diagonal type then there exists a de-
composition of A of the form
A =
s∑
i=1
λiΠi +N,
where each λi is distinct and satisfies |λi| = ρ(A), each Πi is a finite-
rank projection such that ΠiΠj = 0 whenever i 6= j, and N is a
bounded operator such that ρ(N) < ρ(A) and NΠi = ΠiN = 0
for each i. We refer to such a decomposition as the quasi-compact
decomposition of A.
2.1. Spectral stability of quasi-compact operators
We review the spectral stability theory for quasi-compact operators
from [30]. Let |·| be another norm on B such that |·| ≤ ‖·‖ and the
closed, unit ball in (B, ‖·‖) is compact in the topology induced by
|·|. We denote the norm on L((B, ‖·‖), (B, |·|)) by |||·|||; that is
|||A||| = sup
‖f‖=1
|Af | .
The relevant families of operators are those satisfying the following
condition.
Definition 2.2. We say that a family of operators {A}≥0 ⊆ L(B)
satisfies the Keller-Liverani (KL) condition if it verifies each of the
following conditions.
(KL1) There exists a monotone upper-semicontinuous function τ :
[0,∞) → [0,∞) such that |||A −A0||| ≤ τ() and τ() > 0
whenever  > 0, and τ()→ 0 as → 0.
(KL2) There exists C1,K1 > 0 such that |An | ≤ C1Kn1 for every  ≥ 0
and n ∈ N.
(KL3) There exists C2, C3,K2 > 0 and α ∈ (0, 1) such that
‖An f‖ ≤ C2αn ‖f‖+ C3Kn2 |f |
for every  ≥ 0, f ∈ B and n ∈ N.
Remark 2.3. Denote the essential spectrum of A by
σess(A) =
{
λ ∈ σ(A) : λ is not an eigenvalue of A withfinite algebraic multiplicity
}
.
If an individual operator A satisfies (KL2) and (KL3) then its essen-
tial spectral radius ρess(A) is bounded by α [21, 41]. If, in addition,
the spectral radius of A is strictly greater than α then A is quasi-
compact.
We will now summarise the conclusions of [30].
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Proposition 2.4 ([30]). Let {A}≥0 ⊆ L(B) satisfy (KL), where A0 is
a simple quasi-compact operator with decomposition A0 = λ0Π0 +N0
and α < |λ0|. For sufficiently small δ > 0 and each r such that
max{α, ρ(N0)} < r < |λ0| there exists δ,r > 0 such that A is a
simple quasi-compact operator with decomposition A = λΠ + N
whenever  ∈ [0, δ,r]. Furthermore, for each  ∈ [0, δ,r] the spectral
data of A satisfies
λ ∈ Bδ(λ0), and ρ(N) < r,
in addition to the following Hölder estimate: there exists C such that
for all  sufficiently small one has
max {|λ − λ0| , |||Π −Π0|||, |||N −N0|||} ≤ Cτ()η,
where η := log(r/α)log(max{K1,K2}/α) .
2.2. Spectral stability of twisted quasi-compact operators
We begin by defining an abstract twist.
Definition 2.5 (Twist). If M : D → L(B) is analytic on an open
neighbourhood D ⊆ C of 0 and M(0) is the identity, then we call M
a twist. If A ∈ L(B) then the operators A(z) := AM(z) are said to
be twisted by M . We say that M is compactly |·|-bounded if for every
compact V ⊆ D there exists CM,V > 0 such that
sup
z∈V
|M(z)| ≤ CM,V .
For each r > 0 let Dr = {z ∈ C : |z| < r}. Our first main result
roughly speaking, says that one can ‘uniformly extend’ the spectral
stability of a family of operators satisfying (KL) to the corresponding
twisted family of operators in some neighbourhood of 0, provided the
twist is compatible with |·|.
Theorem 2.6. Let {A}≥0 satisfy (KL), where A0 is a simple quasi-
compact operator with leading eigenvalue λ0 satisfying α < |λ0|, and
let M : D → C be a compactly |·|-bounded twist. Then there exists
θ > 0 such that for every compact V ⊆ Dθ there exists V > 0 and,
for each  ∈ [0, V ], analytic functions1 λ(·) : V → C, Π(·) : V →
L(B), and N(·) : V → L(B) such that A(z) is a simple quasi-
compact operator with decomposition A(z) = λ(z)Π(z) + N(z)
whenever z ∈ V . Additionally, the derivatives of all orders of the
twisted spectral data satisfy the following uniform Hölder estimate:
there exists η(V ), and, for each n ∈ N, a constant On such that for
1When we say a map is analytic on an arbitrary compact subset V of C, we mean
that it may be extended to an analytic map on some larger open subset of C.
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all z ∈ V and sufficiently small  one has
max

∣∣∣λ(n) (z)− λ(n) (0)∣∣∣ , ∣∣∣∣∣∣∣∣∣Π(n) (z)−Π(n) (0)∣∣∣∣∣∣∣∣∣,∣∣∣∣∣∣∣∣∣N (n) (z)−N (n) (0)∣∣∣∣∣∣∣∣∣
 ≤ Onτ()η(V ).
Remark 2.7. We have only considered the case of stability of a lead-
ing simple ‘twisted’ eigenvalue, as it is a substantial simplification
and all that we require in applications. We anticipate that analogous
results would hold, mutatis mutandis, for any eigenvalue outside the
essential spectrum of finite algebraic multiplicity.
Let us describe the strategy for proving Theorem 2.6. Firstly,
using the fact that {A}≥0 satisfies (KL), we show that there exists
ψ > 0 such that {A(z)}≥0 satisfies (KL) uniformly in z on compact
subsets of Dψ. In our setting standard arguments [38, 35, 26, 22]
imply that A0(z) is a simple quasi-compact operator on some Dθ,
where we may also assume that θ ∈ (0, ψ]. Using a technical lemma
concerning the boundedness of the resolvents of A0(z) on compact
subsets of Dθ, we then apply theory of [30] to obtain a uniform
version of Proposition 2.4 for the family of operators {A(z)}≥0
when z ∈ V . Theorem 2.6 immediately follows.
2.2.1. Proof of Theorem 2.6.
Step 1: Verification of (KL1).
Lemma 2.8. Suppose {A}≥0 satisfies (KL), M : D → L(B) is a
twist and V ⊆ D is compact. Let τV : [0,∞)→ [0,∞) be defined by
τV () =
(
sup
z∈V
‖M(z)‖
)
τ().
Then τV is an upper-semicontinuous function, and (KL1) holds for
{A(z)}≥0 for every z ∈ V with τV in place of τ .
Proof. Note that τV is finite as V is compact and M is continuous
on V . For each  > 0 and z ∈ V the definition of |||·||| implies that
|||A(z)−A0(z)||| ≤ |||A −A0||| ‖M(z)‖, and so using (KL1) we find
that
sup
z∈V
|||A(z)−A0(z)||| ≤ |||A −A0|||
(
sup
z∈V
‖M(z)‖
)
≤ τV (),
as required. 
Step 2: Verification of (KL2).
Lemma 2.9. If {A}≥0 satisfies (KL),M : D → L(B) is a compactly
|·|-bounded twist, and V ⊆ D is compact, then there exists K1,V > 0
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such that for every  ≥ 0 and n ∈ N we have
sup
z∈V
|A(z)n| ≤ Kn1,V .
In particular, (KL2) holds for {A(z)}≥0 for every z ∈ V .
Proof. As M is compactly |·|-bounded there exists CM,V > 0 such
that
sup
z∈V
|M(z)| ≤ CM,V .
Set K1,V = C1K1CM,V . Then for each z ∈ V , n ∈ N and  ≥ 0 we
have
|A(z)n| ≤ |A|n |M(z)|n ≤ (C1K1)nCnM,V = Kn1,V .

Step 3: Verification of (KL3).
Lemma 2.10. Under the hypotheses of Theorem 2.6 there exists ψ >
0, αψ ∈ (0, 1) and C2,ψ, C3,ψ,K2,ψ > 0 such that
‖A(z)nf‖ ≤ C2,ψαnψ ‖f‖+ C3,ψKn2,ψ |f |
for every z ∈ Dψ, f ∈ B, and n ∈ N.
Proof. Fix m sufficiently large so that C2αm < 1/2. Using (KL3) for
{A}≥0 yields
‖A(z)mf‖ ≤ ‖Am f‖+ ‖A(z)m −Am ‖ ‖f‖
≤ (1/2 + ‖A(z)m −Am ‖) ‖f‖+ C3Km |f | .
(2)
As
A(z)
m −Am =
m−1∑
k=0
A(z)
k(A(z)−A)A(z)m−1−k,
we may apply (KL3) again to obtain
|A(z)m −Am | ≤
m−1∑
k=0
‖A‖k+1 ‖M(z)−M(0)‖ ‖A(z)‖m−1−k
≤ ‖M(z)−M(0)‖
m−1∑
k=0
(C2α+ C3K)
m ‖M(z)‖m−1−k .
(3)
Since the right-hand side of (3) is continuous in z and vanishes at
z = 0, there exists ψ > 0 such that
sup
z∈Dψ
sup
≥0
‖A(z)m −Am ‖ ≤ 1/4.
Applying this to (2), for each  ≥ 0 and z ∈ Dψ we have
‖A(z)mf‖ ≤ (3/4) ‖f‖+ C3Km |f | .
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We can use Lemma 2.9 to iterate this inequality, obtaining (KL3) for
{A(z)m}≥0 with uniform coefficients. Standard arguments imply
that (KL3) also holds for {A(z)}≥0 with suitable modified coeffi-
cients. 
We have now verified that under the hypotheses of Theorem
2.6 the families of operators {A(z)}≥0 satisfy (KL) uniformly in z
on every compact V ⊆ Dψ.
Step 4: Quasi-compactness of A0(z). The following result is standard
in the theory of analytic perturbations of linear operators [38, 35, 26,
22]. We provide an outline of the proof in our setting.
Lemma 2.11. Assume the hypotheses of Theorem 2.6, and recall ψ
and αψ from Lemma 2.10. There exists θ ∈ (0, ψ] and λ0(·) : Dθ →
C, Π0(·) : Dθ → L(B) and N0(·) : Dθ → L(B) such that for each
z ∈ Dθ the operator A0(z) has quasi-compact decomposition A0(z) =
λ0(z)Π0(z) +N0(z) and
max
{
αψ, sup
z∈Dθ
ρ(N0(z))
}
< inf
z∈Dθ
|λ0(z)| .
Proof. As z 7→ A0(z) is analytic and A0 is quasi-compact with de-
composition A0 = λ0Π0 +N0, it is standard that there exists θ > 0,
and analytic maps λ0(z) : Dθ → C, Π0(z) : Dθ → L(B) and
N0(z) : Dθ → L(B) such that A0(z) is a simple quasi-compact opera-
tor with decomposition A0(z) = λ0(z)Π0(z)+N0(z) for each z ∈ Dθ.
By possibly shrinking θ we may assume that θ ≤ ψ. Since λ0(·) is
analytic, we may shrink θ to guarantee that αψ < infz∈Dθ |λ0(z)|.
Furthermore, as the spectral radius is upper-semicontinuous as a
function of the operator [26, IV.3.1], we may shrink θ more so that
supz∈Dθ ρ(N0(z)) < infz∈Dθ |λ0(z)|. 
Step 5: Uniform bounds on the norm of the resolvent of A0(z). In
order to apply the theory in [30] ‘uniformly’ to obtain Theorem 2.6,
we need a uniform bound for the norms of the resolvents of the
twisted operators A0(z). For A ∈ L(B), δ > 0 and r > ρess(A)
define
Vδ,r(A) = {ω ∈ C : |ω| ≤ r or dist(ω, σ(A)) ≤ δ}.
Noting that σ(A) ⊆ Vδ,r(A), let
Jδ,r(A) = sup
{∥∥(ω −A)−1∥∥ : ω ∈ C \ Vδ,r(A)} .
Lemma 2.12. Assume the hypotheses of Theorem 2.6, and recall θ
from Lemma 2.11. For every compact V ⊆ Dθ, δ > 0 and r >
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supz∈Dθ ρ(N0(z)) we have
sup
z∈V
Jδ,r(A0(z)) <∞.
Proof. For every z ∈ Dθ and ω ∈ C \ σ(A0(z)) let R(ω, z) = (ω −
A0(z))
−1 denote the resolvent of A0(z) at ω. Fix z ∈ V . Recall from
Lemma 2.11 that A0(z) is a simple quasi-compact operator with
decomposition A0(z) = λ0(z)Π0(z) + N0(z). As λ0(z) is an isolated
simple eigenvalue of A0(z), the partial-fraction decomposition of the
resolvent [26, III-(6.32)] yields
R(ω, z) = (ω − λ0(z))−1Π0(z) + S(ω, z), (4)
where for each ω ∈ {λ0(z)} ∪ C \ σ(A0(z)) the operator S(ω, z) =
limω′→ω R(ω′, z)(Id−Π0(z)) is the reduced resolvent of A0(z) with
respect to λ0(z) at ω [26, III-(6.30), III-(6.31)]. We have
sup
ω∈C\Vδ,r(A0(z))
‖R(ω, z)‖ ≤δ−1 sup
z∈V
‖Π0(z)‖
+ sup
ω∈C\Vδ,r(A0(z))
‖S(ω, z)‖ . (5)
Since Π0(·) is analytic on V , which is compact, supz∈V ‖Π0(z)‖ <
∞. Hence, to complete the Lemma it suffices to bound equation
supω∈C\Vδ,r(A0(z)) ‖S(ω, z)‖ uniformly in z ∈ V . As noted immedi-
ately after [26, III-(6.25)], when restricted to (Id−Π0(z))B the op-
erator S(ω, z) coincides with the resolvent of A0(z)(Id−Π0(z)) =
N0(z) at ω. Since S(ω, z) vanishes on Π0(z)B, this implies that
S(ω, z) = (ω − N0(z))−1(Id−Π0(z)). As r > supz∈Dθ ρ(N0(z)), for
ω ∈ C \ Br(0) the standard Neumann series2 for the resolvent [26,
I-(5.10)] yields
S(ω, z) =
( ∞∑
k=0
ω−k−1N0(z)k
)
(Id−Π0(z)). (6)
By the spectral radius formula, there exists some H > 0 such
that for every n ∈ N we have ‖N0(z)n‖ ≤ H
(
supz∈Dθ ρ(N0(z))
)n.
2While the formula in [26, I-(5.10)] is only given for the finite-dimensional case,
it also holds in the current setting by the same arguments.
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Using (6) we therefore have
sup
ω∈C\Vδ,r(A0(z))
‖S(ω, z)‖ ≤ sup
ω∈C\Br(0)
‖S(ω, z)‖
≤ sup
ω∈C\Br(0)
( ∞∑
k=0
∣∣ω−k−1∣∣ ∥∥N0(z)k∥∥) ‖Id−Π0(z)‖
≤
( ∞∑
k=0
H
r
(
r−1 sup
z∈Dθ
ρ(N0(z))
)k)(
sup
z∈V
‖Id−Π0(z)‖
)
,
which is finite as supz∈Dθ ρ(N0(z)) < r and Id−Π0(z) is analytic on
V . Recalling (5) and the definition of Jδ,r(A0(z)), we complete the
proof. 
Step 6: Combining the previous steps. Recall θ from Lemma 2.11 and
let V ⊆ Dθ be compact. Out of necessity, we construct λ(z),Π(z)
and N(z) for z in a larger compact set whose interior contains V . As
V is compact there exists some γ ∈ (0, θ) such that V is contained
in Dγ . By Lemmas 2.8, 2.9 and 2.10, for each z ∈ Dγ the family of
operators {A(z)}≥0 satisfies (KL) with data
τγ , C1,γ , C2,γ , C3,γ ,K1,γ ,K2,γ and αγ ∈ [0, 1), (7)
only depending on Dγ .
By Lemma 2.11 there exists r > max{αψ, supz∈Dθ ρ(N0(z))}
and δ > 0 such that r + δ < infz∈Dγ |λ0(z)|, which implies that
Bδ(λ0(z)) ∩ (Br(0) ∪ σ(A0(z))) = {λ0(z)} for every z ∈ Dγ . Hence,
by [30, Theorem 1 and the inequality (10)] for each z ∈ Dγ there
exists δ,r,z > 0 such that for  ∈ [0, δ,r,z] and ω ∈ ∂Bδ(λ0(z)) the
operator (ω −A(z))−1 is bounded and so the spectral projection
Π(z) =
1
2pii
∫
∂Bδ(λ0(z))
(ω −A(z))−1 dω (8)
is a well-defined element of L(B). From the definitions of 0 and 1 in
the proof of [30, Corollary 1], and the definition [30, (13)] we see that
δ,r,z may be chosen independently of z ∈ Dγ as (KL) is satisfied for
each {A(z)}≥0 with data (7) independent of z ∈ Dγ and as
sup
z∈Dγ
Jδ,r(A0(z)) <∞ (9)
by Lemma 2.12. The same argument applied to [30, part (3) of
Corollary 1] implies that there exists V ∈ (0, δ,r,z] and δγ > 0
such that if δ ∈ (0, δγ) then rank(Π(z)) = rank(Π0(z)) = 1 for
every  ∈ [0, V ] and z ∈ Dγ . Since rank(Π(z)) = 1, each A(z)
has a simple eigenvalue λ(z) ∈ Bδ(λ0(z)). By [30, (10)] we have
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σ(A(z)) ⊆ Bδ(λ0(z))∪Br(0). Since σ(A(z))∩Bδ(λ0(z)) = {λ(z)},
it follows that σ(A(z)) \ {λ(z)} ⊆ Br(0). Hence,
Id−Π(z) = 1
2pii
∫
∂Br(0)
(ω −A(z))−1 dω. (10)
Defining N(z) = A(z)(Id−Π(z)), for every z ∈ Dγ and  ∈ [0, V ]
we therefore have that A(z) is a simple quasi-compact operator with
decomposition A(z) = λ(z)Π(z) +N(z).
We will now show that for each  ∈ [0, V ] the maps z 7→ λ(z),
z 7→ Π(z), and z 7→ N(z) are analytic on Dγ . As the contour in
the integral in (10) is fixed, it is well-known that z 7→ Id−Π(z) is
analytic on Dγ [26, VIII.1.3 Theorem 1.7]. Hence z 7→ Π(z) is ana-
lytic on Dγ . As z 7→ A(z) is analytic and by the definition of N(z),
the map z 7→ N(z) is analytic on Dγ . Since λ(z) has algebraic mul-
tiplicity 1, by the discussion in [26, II.1.8], the map z 7→ λ(z) is
analytic on Dγ . Hence the maps λ(·),Π(·) and N(·) are analytic
on V as they may be extended to analytic maps on an open subset
of C that contains V , namely Dγ .
We now confirm that the required Hölder estimate holds for the
various spectral data using (KL) for {A(z)}≥0 and with uniform
data as in (8). By [30, Corollary 1], there exists Hδ,r,z > 0 such that
|||Π(z)−Π0(z)||| ≤ Hδ,r,zτV ()η(V ) for every  ∈ [0, V ] and z ∈ Dγ ,
where
η(V ) =
log(r/αγ)
log(max{K1,γ ,K2,γ}/αγ) .
Recalling the bound (9) and that (7) is independent of Dγ , we con-
clude from the proof of [30, Corollary 1] that Hδ,r,z can be chosen
independently of z ∈ Dγ . Moreover, by Lemma 2.8 we have τV () =
supz∈Dγ |M(z)| τ(). Hence, if we set O′0 = Hδ,r,z supz∈Dγ |M(z)|
η(V )
then for all  ∈ [0, V ] we have
sup
z∈Dγ
|||Π(z)−Π0(z)||| ≤ O′0τ()η(V ). (11)
By definition we have
(λ0(z)−λ(z))Π0(z) = (λ(z)−A(z))(Π(z)−Π0(z))+(A0(z)−A(z))Π0(z),
and so
|λ0(z)− λ(z)| |||Π0(z)||| ≤(|λ(z)|+ |A(z)|)|||Π(z)−Π0(z)|||
+ |||A0(z)−A(z)||| ‖Π0(z)‖ . (12)
For every  ∈ [0, V ] and z ∈ Dγ we have |A(z)| ≤ K1,γ and
|λ(z)| ≤ |λ0(0)| + δ. Provided that γ is sufficiently small, which
we may guarantee by shrinking θ, by the analyticity of z 7→ Π0(z)
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we have that supz∈Dγ ‖Π0(z)‖ <∞ and
inf
z∈Dγ
|||Π0(z)||| ≥ |||Π0(0)||| − inf
z∈Dγ
‖Π0(z)−Π0(0)‖ > 0.
By the estimates in the previous two sentences, Lemma 2.8 and (11)
it follows that for every z ∈ Dγ and  ∈ [0, V ] we have( |λ(z)|+ |A(z)|
|||Π0(z)|||
)
|||Π(z)−Π0(z)|||+ ‖Π0(z)‖|||Π0(z)||| |||A0(z)−A(z)|||
≤
(
(K1,γ + δ + |λ0(0)|)O′0 + supz∈Dγ ‖Π0(z)‖
infz∈Dγ |||Π0(z)|||
)
τ()η(V )
:= O′′0 τ()
η(V ) <∞,
which, when applied to (12), yields
sup
z∈Dγ
|λ0(z)− λ(z)| ≤ O′′0 τ()η(V ).
Examining the proof of [30, Corollary 2] and using the same argu-
ments as before, we similarly find a constant O′′′0 such that
sup
z∈Dγ
|||N(z)−N0(z)||| ≤ O′′′0 τ()η(V ).
Since V ⊆ Dγ , the required uniform Hölder estimate for the undiffer-
entiated spectral data holds on V with O0 = max{O′0, O′′0 , O′′′0 } (i.e.
we obtain the conclusion of Theorem 2.6 in the case where n = 0).
For every compact subset of Dγ one derives a uniform Hölder esti-
mate for the nth derivative of λ(·), Π(·) and N(·) by a standard
application of Cauchy’s integral formula along the contour ∂Dγ . In
particular, we obtain the required uniform Hölder estimate on V ,
which concludes the proof of Theorem 2.6.
Remark 2.13. Note that 0 < infz∈V,∈[0,V ] |λ(z)|. This bound will be
important when defining approximate rate functions in Section 3.2.
3. Stability of statistical limit laws
Let (X,m) be a probability space, T : X → X a non-singular
transformation, and L the Perron-Frobenius operator associated with
T . For a comprehensive overview of the Nagaev-Guivarc’h spectral
method for obtaining statistical laws for dynamical systems we refer
the reader to [17], while for a broader description of both the method
and its history we refer to [22, 1, 38, 20, 35]. In Section 3.1 we show
that if T satisfies a central limit theorem (CLT) due to the Nagaev-
Guivarc’h method then the variance of the CLT is stable with respect
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to perturbations of L satisfying (KL), and in Section 3.2 we obtain
the analogous result for the stability of the rate function when T
satisfies a large deviation principle (LDP). We now detail a version
of the method [22, 1], incorporating some conditions from [30], which
we require for our stability results.
Definition 3.1. A Banach space (B, ‖·‖) contained in L1(m) satisfies
condition (S) if each of the following conditions holds.
(S1) |·|L1 ≤ ‖·‖, where |·|L1 is the L1(m) norm.
(S2) The closed unit ball of (B, ‖·‖) is compact in (L1(m), |·|L1).
(S3) The constant functions are in B.
(S4) B is a Banach algebra i.e. there exists CB > 0 such that ‖fg‖ ≤
CB ‖f‖ ‖g‖ for all f, g ∈ B.
(S5) B is a vector sublattice of L1(m) i.e. f, |f | ∈ B for every f ∈ B.
Under (S) and some conditions on the Perron-Frobenius opera-
tor, such as quasi-compactness, the Nagaev-Guivarc’h method yields
a CLT and LDP for T .
Theorem 3.2 ([1, Theorems 1 and 2]). For each n ∈ Z+ and g ∈
B we denote the partial Birkhoff sums
∑n−1
k=0 g ◦ T k by Sn(g). If
(B, ‖·‖) satisfies (S) and the Perron-Frobenius operator L : B → B
is simple and quasi-compact with ρ(L) = 1, then there exists a unique
T -invariant measure µ such that dµdm ∈ B and for any real-valued
g ∈ B ∩ L∞(m) satisfying ∫ g dµ = 0 we have
1. The variance limn→∞
∫ Sn(g)2
n dµ =: σ
2
g exists.
2. The sequence of random variables Sn(g)√
n
converges in distribu-
tion as n→∞ to a N(0, σ2g) random variable in the probability
space (X, ν) for every probability measure ν such that dνdm ∈ B.
3. If σ2g > 0, there exists an open interval I ⊆ R containing 0 and
a rate function rg : I → R, which is non-negative, continuous,
strictly convex, and with unique minimum rg(0) = 0, such that
lim
n→∞
1
n
ln ν(Sn(g) > ns) = −rg(s)
for every s ∈ I ∩ (0,∞) and probability measure ν such that
dν
dm ∈ B.
Before stating our stability results we describe how the variance
and rate function are determined. Assume the setting of Theorem
3.2. Let Mg : C → L(B) be defined by Mg(z)(f) = ezgf , where ezg
is defined by the usual power series. From this power-series repre-
sentation it follows that Mg is a |·|L1-bounded twist. The twisted
Perron-Frobenius operator is then defined by L(z) := LMg(z). As L
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is a simple quasi-compact operator, Lemma 2.11 implies that L(z)
has quasi-compact decomposition
L(z) = λ(z)Π(z) +N(z),
where λ(·),Π(·) and N(·) are analytic functions on some neighbour-
hood of 0, say Dθ. The variance of the CLT [22, Lemma IV.3] is
given by
σ2g = λ
(2)(0), (13)
and the rate function of the LDP [22, Proposition VIII.3] is
rg(s) = sup
z∈(−θ,θ)
(sz − ln(λ(z))), (14)
or, equivalently, the convex conjugate (Definition 3.7) of the function
Λ : (−θ, θ) → R defined by Λ(z) = log(λ(z)). As both the variance
and the rate function depend on the derivatives of the spectral data
of the twisted Perron-Frobenius operator, we can use Theorem 2.6
to prove their stability.
Corollary 3.3. Let (B, ‖·‖), L, and g satisfy the hypotheses of Theo-
rem 3.2, and define the |·|L1-compactly bounded twistMg : C→ L(B)
by Mg(z)(f) = ezgf . Let {L}≥0 ⊆ L(B) be a family of operators
satisfying (KL), with L0 = L. There exists θ > 0, for each com-
pact V ⊆ Dθ, an V > 0 and, for each  ∈ [0, V ], analytic maps
λ : V → C, Π : V → L(B), and N : V → L(B), such that for
each z ∈ V the operator L(z) is quasi-compact with decomposition
L(z) = λ(z)Π(z) + N(z). Moreover, as  → 0 the spectral data
λ(·),Π(·) and N(·) converge in the manner described in Theorem
2.6.
Proof. Note that condition (S) implies that (B, ‖·‖) satisfies the re-
quirements on the Banach space in Section 2, with |·| taken to be
|·|L1 . As noted, Mg is a compactly |·|L1 -bounded twist. Since L is a
simple quasi-compact operator with ρ(L) = 1 it has leading eigen-
value 1, which is strictly greater than the constant α in (KL3). Thus
we may apply Theorem 2.6, which yields the required conclusion. 
3.1. Stability and estimation of the variance
In view of (13), Corollary 3.3 immediately yields the stability of the
variance.
Theorem 3.4. Under the hypotheses of Corollary 3.3, λ(2) (0) is well
defined for sufficiently small  and the map  7→ λ(2) (0) is Hölder at
 = 0. In particular we have lim→0 λ
(2)
 (0) = σ2g .
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Proof. Let V be a compact neighbourhood of 0 with non-empty in-
terior that is contained in Dθ, where θ is from Theorem 2.6. By
Theorem 2.6 there exists V > 0 and, for each  ∈ [0, V ], analytic
maps λ(·) : V → C such that λ(z) is a simple leading eigenvalue
of L(z) and the maps  7→ λ(2) (z) are uniformly Hölder at  = 0 for
z ∈ V . In particular, the map  7→ λ(2) (0) is Hölder at  = 0 and so
lim→0 λ
(2)
 (0) = λ
(2)
0 (0) = σ
2
g . 
In Sections 4 and 5 we will consider the case where L is a
numerical approximation of L. In this context Theorem 3.4 provides
a method for rigorously approximating σ2g by computing λ
(2)
 (0). Our
proposed numerical methods will exploit the analyticity ofMg(z) and
the fact that each L(z) is a simple quasi-compact operator by using
an explicit expression for λ(2)(z) in terms of the 0th order spectral
data of L(z), evaluated at z = 0.
Proposition 3.5. Under the hypotheses of Theorem 3.3, if for any
z ∈ Dθ and sufficiently small  ≥ 0 we choose v,z ∈ B and ϕ,z ∈ B∗
so that Π(z)f = ϕ,z(f)v,z, then
λ(2) (z) = λ(z)ϕ,z(g
2v,z)
+ 2λ(z)ϕ,z(g(λ(z)− L(z))−1L(z)(Id−Π(z))(gv,z)).
(15)
Proof. For any z ∈ Dθ there exists a compact set V such that z is
in the interior of V . Assume  ∈ [0, V ]. Differentiating the identity
(λ(z)− L(z))Π(z) = 0 once with respect to z yields
λ(1) (z)Π(z) = L(1) (z)Π(z)− (λ(z)− L(z))Π(1) (z), (16)
while differentiating a second time yields
λ(2) (z)Π(z) =L(2) (z)Π(z)− 2(λ(1) (z)− L(1) (z))Π(1) (z)
− (λ(z)− L(z))Π(2) (z).
(17)
As Π(z)(λ(z) − L(z)) = 0, by applying Π(z) on the left of (16)
we obtain
λ(1) (z)Π(z) = Π(z)L(1) (z)Π(z). (18)
Similarly,
λ(2) (z)Π(z) = Π(z)L(2) (z)Π(z)−2Π(z)(λ(1) (z)−L(1) (z))Π(1) (z).
(19)
3We note that the sign discrepancy between [26, II-(2.14)] and (20) is due to an
additional factor of −1 in the definition of the resolvent in [26].
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As λ(z) is an isolated simple eigenvalue, by [26, II-(2.14)] we have3
Π(1) (z) = Π(z)L(1) (z)S(z) + S(z)L(1) (z)Π(z), (20)
where S(z) = (λ(z)−L(z))−1(Id−Π(z)). Note that Π(z)S(z) =
S(z)Π(z) = 0. Applying (20) to (19), we find that
λ(2) (z)Π(z)
=Π(z)L(2) (z)Π(z)− 2λ(1) (z)Π(z)Π(1) (z)
+ 2Π(z)L(1) (z)Π(1) (z)
=Π(z)L(2) (z)Π(z)− 2λ(1) (z)Π(z)L(1) (z)S(z)
+ 2Π(z)L(1) (z)(Π(z)L(1) (z)S(z) + S(z)L(1) (z)Π(z)).
Applying Π(z) on the right then yields
λ(2) (z)Π(z) =Π(z)L(2) (z)Π(z)
+ 2Π(z)L(1) (z)S(z)L(1) (z)Π(z).
(21)
Recall that the L(z) = LMg(z), where Mg(z)(f) = ezgf . For each
n ∈ N and f ∈ B we therefore have
L(n) (z)(f) = LM (n)g (z)(f) = L(gnezgf) = L(z)(gnf). (22)
As Π(z)(f) = ϕ,z(f)v,z, the left and right eigenvectors of L(z)
for the eigenvalue λ(z) are v,z and ϕ,z, respectively. Moreover, as
Π(z) is a projection, we have ϕ,zΠ(z) = ϕ,z and Π(z)v,z = v,z.
Using (22), and then applying ϕ,z on the left and v,z on the right
to (21), we obtain
λ(2) (z) = λ(z)ϕ,z(g
2v,z)
+ 2λ(z)ϕ,z(g(λ(z)− L(z))−1(Id−Π(z))L(z)(gv,z)).
We obtain the required statement upon noting that Id−Π(z) and
L(z) commute. 
We now simplify the formula for λ(2)(z) in Proposition 3.5 in the
case z = 0 and assuming that L is a Markov operator. Evaluating
(15) at z = 0 yields
λ(2) (0) =λ(0)ϕ,0(g
2v,0)
+ 2λ(0)ϕ,0(g(λ(0)− L)−1L(Id−Π)(gv,0)).
(23)
As L is a Markov operator, we have λ(0) = 1. Additionally, we may
take ϕ,0 to be the map f 7→
∫
f dm, which implies that
∫
v,0 dm =
ϕ,0(v,0) = 1. When applied to (23) this yields
λ(2) (0) =
∫
g2v,0 + 2g(Id−L)−1L(Id−Π)(gv,0) dm.
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We may replace (Id−Π)(gv,0) with gv,0, which is equivalent to
setting
∫
gv,0 dm = 0, to obtain
λ(2) (0) =
∫
g2v,0 + 2g(Id−L)−1L(gv,0) dm, (24)
which is the approximation used in the computation of the vari-
ance. When  = 0 the expression for (24) is equal to the expression
for λ(2)(0) from [22, Corollary III.11], which contains an alternative
derivation. Proposition 3.5 provides a more general derivative-free
expression for λ(2) (z) for any z ∈ Dθ and small , in the case where
L(z) need not be a Markov operator.
Remark 3.6. The expression (24) provides an alternative approach
for proving the stability of the variance, which has been exploited
previously (e.g. in [18]): each of the terms on the right hand side of
(24) may be approximated using the results from [30]. In contrast,
our proof for the stability of the rate function in the next section
requires uniform control of λ(z) for z in a real neighbourhood of 0,
for which the theory developed in [30] is insufficient and, to the best
knowledge of the authors, a result such as Theorem 2.6 is required.
3.2. Stability and estimation of the rate function
We begin with the definition of the convex conjugation, which is also
known as the Legendre-Fenchel transform.
Definition 3.7. The convex conjugate of a function f : I → R, where
I ⊆ R is an interval, is the function f∗ : R→ R defined by
f∗(y) = sup
x∈I
(xy − f(x)).
Recall θ from Corollary 3.3 and let V be a closed interval con-
tained in (−θ, θ). For the purpose of proving stability of the rate
function we assume that each L is a positive operator. Fix  ∈ [0, V ]
and z ∈ V . As g is real valued, L(z) is therefore also a positive op-
erator. It follows that ρ(L(z)) = λ(z) is non-negative [40, Proposi-
tion V.4.1]. In view of the remark at the end of Section 2, we have
|λ(z)| > 0 and so λ(z) is positive.
For each  ∈ [0, V ] let Λ,V : V → R be defined by Λ,V (z) =
ln(λ(z)), and note that
Λ∗,V (s) = sup
z∈V
(sz − ln(λ(z))).
Compare this with the rate function rg for the LDP (Theorem 3.2),
which is defined in (14) to be the convex conjugate of the function
ln(λ0(·)) : (−θ, θ) → R. Our main result for this section is the fol-
lowing.
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Theorem 3.8. Suppose that we are in the setting of Corollary 3.3,
with the additional requirement that each L is a positive operator.
For every closed interval V ⊆ (−θ, θ) we have the following conver-
gence of Λ∗,V to Λ
∗
0,V as  → 0: with η(V ) as supplied by Theorem
2.6 there exists CV such that for  ∈ [0, V ] one has
sup
y∈R
∣∣Λ∗,V (y)− Λ∗0,V (y)∣∣ ≤ CV τ()η(V ).
Proof. By Corollary 3.3 for every  ∈ [0, V ] we have
sup
z∈V
|λ(z)− λ0(z)| ≤ O0τ()η(V ).
Moreover, infz∈V,∈[0,V ] λ(z) > 0 by the remark at the end of Sec-
tion 2. Hence z 7→ Λ,V (z) is well-defined for every  ∈ [0, V ] and
|Λ0,V (z)− Λ,V (z)| ≤
(
inf
z∈V,∈[0,V ]
λ(z)
)−1
O0τ()
η(V ) := CV τ()
η(V ).
Let y ∈ R. Since V is compact and z 7→ zy−Λ0,V (z) is contin-
uous on V there exists zy ∈ V such that
Λ∗0,V (y) = zyy − Λ0,V (zy).
Hence,∣∣Λ,V (zy)− (zyy − Λ∗0,V (y))∣∣ = |Λ,V (z)− Λ0,V (z)| ≤ CV τ()η(V ),
and so
Λ∗0,V (y) ≤ CV τ()η(V ) + zyy − Λ,V (zy)
≤ CV τ()η(V ) + sup
z∈V
(zy − Λ,V (z))
= CV τ()
η(V ) + Λ∗,V (y).
Applying the same argument but reversing the roles of  and 0 yields∣∣Λ∗0,V (y)− Λ∗,V (y)∣∣ ≤ CV τ()η(V ),
which concludes the proof. 
While Theorem 3.8 confirms that Λ∗,V and Λ
∗
0,V are close, we
don’t know whether Λ∗0,V and rg are necessarily close. We finish this
section with a Proposition that clarifies this relationship, but first
we must prove that z 7→ ln(λ0(z)) is convex on (−θ, θ). While it is
known that z 7→ ln(λ0(z)) is convex in a small real neighbourhood of
0 [22, Proposition VIII.3], we are not aware of a proof for convexity
on its entire domain, which in this case is (−θ, θ).
Lemma 3.9. The function z 7→ ln(λ0(z)) is convex on (−θ, θ).
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Proof. Adapting arguments from [1, Proposition 5, Proposition 6],
for z ∈ (−θ, θ) we have
ln(λ0(z)) = lim
n→∞
1
n
ln
∫
ezSn(g) dm. (25)
Let a, b ∈ (−θ, θ) and t ∈ [0, 1]. Then (25) yields
ln(λ0(at+ (1− t)b)) = lim
n→∞
1
n
ln
∫
eSn(g)(at+(1−t)b) dm.
Recalling that eSn(g)z is positive for z ∈ R and applying Hölder’s
inequality with conjugate exponents 1/t and 1/(1− t) yields
1
n
ln
∫
eSn(g)(at+(1−t)b)dm =
1
n
ln
∫ (
eSn(g)a
)t (
eSn(g)b
)1−t
dm
≤ 1
n
ln
(∫
eSn(g)a dm
)t(∫
eSn(g)b dm
)1−t
=
t
n
ln
(∫
eSn(g)a dm
)
+
1− t
n
ln
(∫
eSn(g)b dm
)
.
Letting n→∞ yields the required inequality. 
Proposition 3.10. Suppose that we are in the setting of Corollary
3.3. If V ⊆ (−θ, θ) is a closed interval then rg and Λ∗0,V are equal
on Λ′0(V ). Consequently, for every compact set W ⊆ Λ′0(−θ, θ) there
exists a closed interval VW ⊆ (−θ, θ) such that rg and Λ∗0,VW are
equal on W .
Proof. For brevity let Λ0(z) = ln(λ0(z)). By the definition of the
convex conjugate we have
Λ∗0,V (y) = sup
z∈V
(yz − Λ0(z)). (26)
Note that for each y ∈ R the function z 7→ yz − Λ0,V (z) that is
defined on (−θ, θ) is concave by Lemma 3.9. By differentiating, we
therefore see that if y ∈ Λ′0(V ) then the supremum in (26) is attained
by some z satisfying Λ′0(z) = y. Hence, for y ∈ Λ′0(V ) we have
Λ∗0,V (y) = y(Λ
′
0)
−1(y)− Λ0(Λ′0)−1(y)).
The same argument shows that the same formula holds for rg on
Λ′0(V ), and so the two functions are equal on Λ′0(V ), which is a
closed interval as Λ′0 is monotonic. For the second conclusion simply
take VW to be the inverse image under Λ′0 of the convex hull of W ,
which is clearly a closed interval. 
22
4. Stability and approximation of statistical laws for
piecewise expanding interval maps
In this section we will demonstrate the utility of our theory by ap-
plying the results of Sections 2 and 3 to piecewise expanding interval
maps. This setting is classical, so we refer the reader to [9, 6] for
further details. We obtain stability of the variance and rate function
under standard classes of perturbations, including perturbations aris-
ing from the Ulam numerical scheme [31].
Denote by (BV, ‖·‖) the Banach space of functions of bounded
variation on [0, 1], equipped with the norm ‖·‖ = Var(·) + |·|L1 . We
call T : [0, 1] → [0, 1] a Lasota-Yorke map if there are 0 = a0 <
a1 < · · · < ar = 1 and γ > 1 such that for each i = 1, . . . , r, T is
C1 on (ai−1, ai) with a C1 extension to [ai−1, ai],
∣∣∣T ′|(ai−1,ai)∣∣∣ ≥ γ
and 1/
∣∣∣T ′|(ai−1,ai)∣∣∣ ∈ BV. It is classical that BV satisfies condition
(S) (Definition 3.1) and that for a topologically mixing Lasota-Yorke
map T the associated Perron-Frobenius operator is simple, quasi-
compact and has spectral radius 1. Thus T satisfies a CLT and LDP
by Theorem 3.2 for appropriate observables. In the following corol-
lary we confirm the stability of statistical parameters in this setting,
as a consequence of Theorems 3.3, 3.4, and 3.8 and Proposition 3.10.
Corollary 4.1. Let T be a topologically mixing Lasota-Yorke map, µ
its invariant measure, {L}≥0 a family of operators satisfying (KL)
where L0 = L is the Perron-Frobenius operator associated with T ,
and g ∈ BV be a real-valued observable such that ∫ g dµ = 0. Then
each of the following holds as → 0:
1. Theorem 3.4: the approximate variance λ(2) (0) converges to the
true variance σ2g .
2. Theorem 3.8: if each L is positive then for every compact subset
W of the domain of rg there exists a closed interval V such that
lim→0 supz∈V (sz − ln(λ(z))) = rg(s) uniformly for s ∈W .
In particular, the numerical, stochastic, and deterministic perturba-
tions (NP), (SP), and (DP) detailed in the introduction satisfy (KL)
and we obtain the corresponding approximation and stability of the
variance and rate function under these perturbations.
Remark 4.2. Item 2 of Corollary 4.1 has been proven before for per-
turbations of type (DP) and (NP) in [29] and [4], respectively.
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The map we consider for the numerics in the remainder of this
section is the non-Markov piecewise affine map with a = 2.1.
Ta(x) =

ax, 0 ≤ x < 1/4;
−a(x− 1/2), 1/4 ≤ x < 1/2;
−a(x− 1/2) + 1, 1/2 ≤ x < 3/4;
a(x− 1) + 1, 3/4 ≤ x ≤ 1.
(27)
By standard arguments, we obtain α = 1/1.05 < 1 in the Lasota-
Yorke inequality for L and thus L is quasi-compact. Moreover, it
is clear from the graph of T (Figure 1, upper left) that forward
images of any interval I ⊂ [0, 1] eventually cover all of [0, 1]; thus,
the eigenvalue 1 of L is simple.
Figure 1. Graph of Ta (upper left), an approximation of the in-
variant density with n = 25000 (upper right), a zoom of an apparent
“flat” section of the invariant density showing fine structure (lower
left), and an approximation of the second eigenfunction with eigen-
value λ2 ≈ 0.8079 (lower right).
Note that the dynamics of Ta for a ' 2 has infrequent transitions
between the left and right halves of the unit interval; in such a situ-
ation, these sets are sometimes called almost-invariant sets [12, 11].
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We select observables g (taking values approximately in the range
[−1, 1]) that emphasise this structure to varying extents, and illus-
trate the combined effects of the dynamics and the observable on
variances and rate functions; see Figure 2 for graphs of the various
g. For example, the Birkhoff sums of g(x) = 1[0,1/2] − 1(1/2,1] will
typically take longer to converge because of frequent long sequences
of similar g values (in this case either 1 or −1). On the other hand,
the observable g(x) = cos(2pix) − 0.0614 is not strongly correlated
with the almost-invariant dynamics and one expects a more rapid
convergence of Birkhoff sums. These arguments are reflected in the
table of variances, Table 1, and the graph of rate functions, Figure
2 (right).
4.1. Numerical schemes
Our choice of numerical scheme is dictated by the class of map. Be-
cause we are considering general (non-Markov) Lasota-Yorke maps,
the natural choice of Banach space is BV, with the weak and strong
norms being the L1 and BV norms, respectively. Since the eigen-
functions of L can be discontinuous (see Figure 1 upper right and
lower right), we use locally supported functions for our approxima-
tion space, and in particular, locally constant functions, leading to
the well-known Ulam scheme [42]. If, on the other hand, we restricted
ourselves to globally differentiable, full-branched maps (a smaller
and better-behaved class), then it would be natural to work with Cr
functions and use a globally supported basis consisting of Chebyshev
polynomials (if the phase space is an interval) or trigonometric poly-
nomials / Fourier modes (if the phase space is a circle); these bases
will exploit the smoothness of the map to produce commensurately
more accurate estimates.
For a partition of [0, 1] into subintervals I1, . . . , In, setting Bn =
span{1Ii : 1 ≤ i ≤ n}, we define the conditional expectation operator
En : L1([0, 1])→ Bn by
Enf =
n∑
i=1
∫
Ii
f dm
m(Ii)
1Ii . (28)
It is well known (e.g. [31]) that the matrix representation of EnL on
Bn is
Pij =
m(Ii ∩ T−1Ij)
m(Ij)
, (29)
under multiplication on the left. In our experiments, we use equipar-
titions of [0, 1] of increasing cardinality n. Putting  = 1/n, we set
L = L1/n = EnL. The property (KL1) is satisfied; see e.g. the
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discussion in §16–18 [27]. The operators L1/n are Markov for ev-
ery n and therefore satisfy (KL2) and are positive. The expecta-
tion operator En reduces variation, and thus (KL3) is also satis-
fied. Our estimate of the twisted operator L(z) will be the operator
L1/n(z) := L1/nMgn(z), where gn =
∑n
i=1 g((i − 1/2)/n)1Ii takes
the value of g at the midpoint4 of each Ii, i = 1, . . . , n.
4.2. Estimating the variance
We numerically evaluate the expression (24) for λ(2)(0). The term
(Id−L)−1L(gv,0) is numerically determined by solving the single
linear system of equations (Id−L)v′(0) = L(gv,0) for the unknown
v′(0) (i.e. ddz v
∣∣
z=0
), restricting v′(0) to the co-dimension 1 subspace
of zero-Lebesgue-mean functions. The MATLAB function for com-
puting the variance is given in Appendix B.
Ulam Variance estimates for observable g(x)
subintervals cos(2pix)− 0.0614 2x− 1 sin(2pix) 1[0,1/2] − 1(1/2,1]
200 0.51057 4.3355 6.5368 17.006
1000 0.50496 4.2886 6.4959 16.859
5000 0.50430 4.2871 6.4950 16.855
25000 0.50396 4.2860 6.4936 16.851
Table 1. Computed variances for four different observables and at
four different Ulam resolutions.
For a transformation T : [0, 1] → [0, 1] let P denote a row-
stochastic Ulam matrix constructed on an equi-partition of [0, 1] in
MATLAB’s sparse format. To compute an estimate of the variance
v for the observable g(x) = sin(2pix), use:
obs=@(x)sin(2*pi*x);
[v,~,~,~,~] = variance(P,obs);
There have been a number of prior rigorous numerical estimates
of variance for interval maps. Bahsoun et al. [4], Pollicott et al [24],
and Wormell [43] develop algorithms that output an interval in which
4Strictly speaking, Ulam’s method for twisted transfer operators will involve in-
tegrals of g, which can be numerically evaluated. We have chosen the above mid-
point approximation of g for computational convenience; note that the midpoint
rule is the same order of accuracy as the trapezoidal method of numerical quad-
rature and often slightly more accurate (errors are about a factor 1/2 smaller).
We additionally computed the values in Table 1 with an “exact” implementation
of Ulam and the errors due to the midpoint estimate of g were several orders of
magnitude smaller than the errors due to the overall Ulam discretisation.
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the variance is guaranteed to lie. Bahsoun et al. applies to general
Lasota-Yorke maps, uses Ulam’s method, and employs a “brute force”
approach of taking high powers of L1/n to achieve convergence. The
method of [24] applies to real analytic expanding (full-branch) maps
with real analytic observables, and is based on evaluations on all
periodic orbits up to a certain order. Wormell [43] applies to full-
branched, C3 expanding maps and uses an approach most similar
to ours, with computations in Chebyshev/Fourier bases. In each of
these papers, an interval containing the variance of the Lanford map
T (x) = 2x + x(1 − x)/2 (mod 1) for the observable g(x) = x2 is
obtained. The latter two papers, exploiting the analyticity of the
map T and observable g can achieve more accurate estimates for the
same computational effort.
In comparison to [4] we can avoid raising the very sparse ma-
trix L1/n to high powers (in the full-branch Lanford map studied in
[4] L1121/n is computed). We exploit the differentiability properties of
the spectral data with respect to the twist parameter (which exist
even for general Lasota-Yorke maps) and preserve the high degree
of sparseness of L1/n, which is quickly destroyed by taking powers.
We only need to solve a single sparse linear equation to obtain an
estimate for λ(2)(0), which is related to the equation solved in [43]. In
comparison to [24] and [43] we can treat general Lasota-Yorke maps,
via the flexible choice of a locally supported basis, however, as ex-
plained above, for smoother classes of maps as in [24, 43], one should
adapt the basis accordingly as the Ulam basis will not be competi-
tive with specialised approaches. Our variance estimates rigorously
converge to the true value as n → ∞; and while it is likely possible
to provide an “interval of guarantee”, as in the above methods, we
have not pursued this here.
4.3. Estimating the rate function
For a fixed value of s, we estimate rg(s) = −minz(log λ(z) − zs)
by applying MATLAB’s built-in unconstrained function minimising
routine fminunc to the function f(z) = log λ(z) − sz. We use the
default quasi-newton algorithm option for fminunc (we found the
trust-region algorithm used slightly more iterates) and supply an
expression for the first derivative of f(z) with respect to z, namely
φ(z)(gλ(z)v(z))−s (here φ(z) and v(z) are the leading left and right,
respectively, eigenvectors of L(z)); all other settings are the defaults.
Each evaluation of f(z) requires the computation of λ(z) (we ob-
tain v(z) at the same time) and each evaluation of f ′(z) requires an
additional computation of φ(z). These two eigencomputations are
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made by simply repeatedly iterating v(0) and φ(0) with L(z) and
L(z)∗ (and normalising), respectively until the change in the esti-
mated eigenvalue is below a tolerance (we used 5 × 10−12). This is
relatively efficient because the Ulam matrix approximation of L(z) is
very sparse, and we found this is also faster than using MATLAB’s
built-in eigs routine to find the single leading eigenvalue. We esti-
mate rg(s) on a grid of s values (in our experiments s ranges from 0
to 0.8 in steps of 0.01), stepping from one grid point to the next. We
use the previous optimal z as the initial seed for the quasi-newton
algorithm to find the optimal z for the next s grid point, and found
this choice results in slightly fewer quasi-newton steps than choosing
a fixed initialisation.
For a transformation T : [0, 1] → [0, 1] let P denote a row-
stochastic Ulam matrix constructed on an equipartition of [0, 1] in
MATLAB’s sparse format. To compute estimates of the rate func-
tion rg(s), for the observable g(x) = sin(2pix), at s ∈ [0, 0.8] spaced
0.01 apart, and store these estimates in a vector r, use:
s=0:.01:.8;
obs=@(x)sin(2*pi*x);
[r,~] = rate_function(s,P,obs);
The necessary MATLAB functions are given in Appendix B; to run
the above code to compute these 81 values of the rate function takes5
approximately 1, 4, and 12 seconds for Ulam matrices of sizes 1000,
5000, and 25000, respectively. We use the same set of four observables
g as in the variance computations (Figure 2 left). The corresponding
rate functions are shown in Figure 2 right).
Figure 2. Graphs of four different observables (left) and corre-
sponding rate functions (right), computed with n = 1000.
5On a 7th-generation intel core i5 processor.
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Note that the four observables g yield rate functions of increas-
ingly lower value (higher likelihood of large deviations occurring).
This corresponds to the correlation between the value of the observ-
able and the almost-invariant sets [0, 1/2], [1/2, 1]. The observable
g(x) = cos(2pix) − 0.0614 is not particularly correlated with the
almost-invariant sets and thus large deviations have low probabil-
ity. On the other hand, the observables 2x − 1 and sin(2pix) have
moderate correlation with the almost-invariant sets and large devia-
tions have an increased probability of occurring (interestingly, there
is a crossover of these two rate functions around s = 0.8). The ob-
servable g(x) = 1[0,1/2]− 1(1/2,1] is very strongly correlated with the
almost-invariant sets and we see a correspondingly small rate func-
tion. Figure 3 shows the decrease in errors relative to n = 25000
for the calculations using n = 200, 1000, and 5000, typically with
somewhat larger errors for larger thresholds s, as expected.
Figure 3. Differences between rate function estimates for n =
200, 1000, 5000 and the rate function estimate using n = 25000.
We are not aware of prior rigorous numerical methods for estimating
rate functions for deterministic dynamics. Prior work on estimating
rate functions includes [25, 37], which use the Legendre transform
but not the spectral approach we use here.
Finally, we note that the rate of escape from the interval [0, 1/2]
can be estimated via the observable g(x) = 1[0,1/2] − 1(1/2,1] by
computing the rate function for a threshold very close to 1. With
n = 1000, and an s threshold of 1−10−15, one obtains a rate function
value of 0.04879016416945 (in this experiment, the optimality toler-
ance in rate_function.m was decreased to 10−13). Alternatively,
computing the negative logarithm of the leading eigenvalue of the
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transfer operator restricted to the interval [0, 1/2] (this is particu-
larly straightforward with an Ulam basis, see e.g. [3, 8]), one obtains
0.04879016416943. Thus, the rate function calculation and the es-
cape rate calculation are consistent up to 13 decimal places for an
Ulam matrix of size n = 1000 (note we are not claiming accuracy of
the true values up to this precision).
5. Stability of statistical laws for piecewise expanding
maps in multiple dimensions
In this section we consider the class of multi-dimensional piecewise
expanding maps studied in [39] by Saussol. Using the fact that the
space of quasi-Hölder functions satisfies condition (S) – in partic-
ular, it is a Banach algebra – it is shown in [1] that such maps
obey a CLT and LDP for quasi-Hölder observables via the Nagaev-
Guivarc’h method. Using the theory developed in Section 3, we prove
that the invariant density, variance and rate function of these maps
are stable with respect to perturbations satisfying (KL). We then give
two examples of classes of perturbations satisfying (KL) in this set-
ting: stochastic perturbations and perturbations arising via Ulam’s
method.
Let d ≥ 2 and denote by m the Lebesgue measure on Rd. Let
Ω ⊆ Rd be compact and satisfy int(Ω) = Ω. Without loss of gener-
ality we may assume that m(Ω) = 1. Let T : Ω → Ω be a piecewise
expanding map in the sense of [39]. To prevent clashes with our no-
tation, we denote the constants α and 0 associated with T in [39]
by β and η0, respectively. We note that β ∈ (0, 1] and η0 > 0.
We now define the space of quasi-Hölder functions, reproducing
some of [1, Section 4] for the reader’s convenience. Let A ⊆ Rd be
an arbitrary Borel set. For each f ∈ L1(Rd) the oscillation of f over
A is defined to be
osc (f,A) = ess sup
(y1,y2)∈A×A
|f(y1)− f(y2)| ,
where the essential supremum is taken with respect to the product
measure m × m on A × A. For every f ∈ L1(Rd) and η > 0 the
function x 7→ osc (f,Bη(x)) is well defined and lower-semicontinuous,
and therefore also measurable. Let
|f |β = sup
0<η≤η0
η−β
∫
Rd
osc (f,Bη(x)) dx and,
Vβ(Rd) = {f ∈ L1(Rd) : |f |β <∞}.
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The space of quasi-Hölder functions on Ω is defined to be
Vβ(Ω) = {f ∈ Vβ(Rd) : supp(f) ⊆ Ω},
and is a Banach space when endowed with the norm ‖·‖β = |·|L1+|·|β
[39, 28].
Proposition 5.1 ([1, Section 4], [39, Theorem 5.1]). The space Vβ(Ω)
satisfies condition (S) and the Perron-Frobenius operator L associ-
ated with the map T is a quasi-compact operator on L(Vβ(Ω)) with
ρ(L) = 1.
Hence, if L a simple quasi-compact operator then T obeys both
a CLT and LDP by Theorem 3.2. Consequently, due to the theory
developed in Section 3 we obtain the stability of the statistical pa-
rameters associated with these laws under perturbations satisfying
(KL).
Theorem 5.2. If the Perron-Frobenius operator L is simple and quasi-
compact, and {L}≥0 satisfies (KL), with L0 = L, then each of the
following holds as → 0:
1. Proposition 2.4: the leading eigenvector v of L converges to
the unique T -invariant density dµdm in |·|L1 .
2. Theorem 3.4: for each real-valued g ∈ Vβ(Ω) such that
∫
g dµ =
0 the approximate variance λ(2) (0) converges to the true vari-
ance σ2g .
3. Theorem 3.8: if each L is positive then for every real-valued
g ∈ Vβ(Ω) such that
∫
g dµ = 0 and compact subset W of
the domain of rg there exists a closed interval V such that
lim→0 supz∈V (sz − ln(λ(z))) = rg(s) uniformly for s ∈W .
Proof. As noted, the space Vβ(Ω) and Perron-Frobenius L satisfy the
conditions of Theorem 3.2. We note that Vβ(Ω) ⊆ L∞(m) by [39,
Proposition 3.4] and so every g ∈ Vβ(Ω) is also in Vβ(Ω) ∩ L∞(m).
Hence, Corollary 3.3 holds, which immediately yields the stability of
the variance by Theorem 3.4. In the case where each L is a positive
operator the stability of the rate function follows by Theorem 3.8
and Proposition 3.10. Proposition 2.4 is an immediate consequence
of (KL) holding for {L}≥0. 
We will now gather some important properties of Vβ(Ω) for
later use. The first result concerns the continuity of inclusion of
Vβ(Ω) into L∞(m).
Proposition 5.3 ([39, Proposition 3.4]). Let νd denote the measure of
the d-dimensional unit ball i.e. νd = m(B1(0)). For every f ∈ Vβ(Ω)
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we have
‖f‖L∞ ≤
1
νdηd0
(ηβ0 |f |β + |f |L1) ≤
max{1, ηβ0 }
νdηd0
‖f‖β .
In later sections we will prove that (KL3) holds for certain
perturbations of the Perron-Frobenius operator by making use of
the analogous inequality for the unperturbed operator.
Proposition 5.4 ([39, Lemma 4.1]). Provided that η0 is small enough,
there exists γ < 1 and D <∞ such that for each f ∈ Vβ(Ω) we have
|Lf |β ≤ γ |f |β +D |f |L1 .
Remark 5.5. We assume that η0 is sufficiently small so that the con-
clusion of Proposition 5.4 holds.
Remark 5.6. In [39] the space Vβ(Ω) consists of real-valued functions
only and so the proof of [39, Lemma 4.1] only applies to real-valued
f ∈ Vβ(Ω). Examining the proof of [39, Lemma 4.1], we note that
the same conclusion holds for complex-valued f after minor modi-
fications to the arguments. In particular, the essential infimum in
[39, Proposition 3.2 (iii)] must be replaced by an essential supremum
and consequently the resulting essential supremum term that appears
when bounding R(1)i (x) must be bounded by |f(yi)|+ osc (f,Bs(yi)).
The rest of the argument holds mutatis mutandis.
5.1. Ulam perturbations
We will now prove that Ulam approximations of the Perron-Frobenius
operator satisfy (KL) on Vβ(Ω). As a consequence, the theory devel-
oped in Section 3 yields the stability of the rate function and variance
with respect to numerical approximation by Ulam’s method. While
(KL2) is standard, (KL1) and (KL3) require significantly more work.
In particular, the proof of (KL3) is quite long and depends critically
on the geometry of the partitions inducing the Ulam approxima-
tions, so we defer its proof to Appendix A. The class of partitions
we consider is the following.
Definition 5.7. For κ ≥ 1 let P(κ) be the collection of finite measur-
able partitions Q of Ω satisfying the following conditions:
1. The elements of Q are compact and convex polytopes with non-
empty interiors.
2. For every I ∈ Q we have diam(Q) ≤ κdiam(BI), where BI
is a ball of maximal volume inscribed in I and diam(Q) =
maxJ∈Q diam(J).
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Each Q ∈ P(κ) induces a conditional expectation operator EQ
that is given by
EQf =
∑
I∈Q
fˆI1I ,
where fˆK denotes the expected value of f on some measurable set
K i.e.
fˆK =
1
m(K)
∫
K
f dm.
We adopt the convention that fˆK = 0 if m(K) = ∞. As in Sec-
tion 4.1, LQ = EQL is the Ulam approximation of L induced by Q.
If {Q}>0 ⊆ P(κ) is a sequence of partitions then we define the
corresponding sequence of perturbed Perron-Frobenius operators by
L = EQL, with L0 = L as usual.
Theorem 5.8 (Stability of statistical parameters under Ulam approx-
imations). Suppose that L is a simple quasi-compact operator. Let
{Q}>0 ⊆ P(κ) be such that lim→0 diam(Q) = 0, and let {L}≥0
be the corresponding Ulam approximations of the Perron-Frobenius
operator. If
2d
1 + κ
d
√
3
2 − 1
β < 1
γ
,
where the constant γ is from Proposition 5.4, then there exists 0 > 0
such that {L}0≤≤0 satisfies (KL). Consequently, the conclusion of
Theorem 5.2 holds.
Example 5.9. Let Ω = [0, 1]d. For each n ∈ Z+ the set
Qn =
{
Ω
n
+ b : b ∈ Z
d
n
}
is a measurable partition of Ω consisting of cubes congruent to [0, 1/n]d.
It is straightforward to show that Qn ∈ P
(√
d
)
for every n ∈ Z+.
Thus, Theorem 5.8 applies to any piecewise expanding map (in the
sense of [39]) T : Ω→ Ω such that
2d
1 + √d
d
√
3
2 − 1
β < 1
γ
,
where γ is from Proposition 5.4 and β is equal to the constant α
appearing in [39, Section 2, (PE2)].
Proposition 5.10 ((KL1) for Ulam approximations). If {Q}>0 ⊆
P(κ) is a sequence of partitions with lim→0 diam(Q) = 0, then
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there exists 1 > 0 such that for every  ∈ [0, 1] we have
|||L − L0||| ≤ 2 diam(Q)β ‖L‖β .
In particular {L}0≤≤1 satisfies (KL1).
Proof. The statement is clearly true for  = 0, so we may assume
that  > 0. One has
|||EQ − Id||| = sup
‖f‖α=1
∑
I∈Q
∫
I
∣∣∣fˆI − f ∣∣∣ dm. (30)
Fix I ∈ Q. Let fr and fi be the real and imaginary parts of
f ∈ Vβ(Ω), respectively. By linearity of integration and the trian-
gle inequality we have∫
I
∣∣∣fˆI − f ∣∣∣ dm ≤ ∫
I
∣∣∣ ˆ(fr)I − fr∣∣∣ dm+ ∫
I
∣∣∣ ˆ(fi)I − fi∣∣∣ dm.
Applying this to (30) yields
|||EQ − Id||| ≤ 2 sup
∑
I∈Q
∫
I
∣∣∣fˆI − f ∣∣∣ dm : f is real valuedand ‖f‖α=1
 . (31)
Let f ∈ Vβ(Ω) be real valued and fix x ∈ I. Then for almost every
y1, y2 ∈ I we have
|f(y1)− f(y2)| ≤ osc
(
f,Bdiam(Q)(x)
)
.
Taking the expectation with respect to y1 over I we find that∣∣∣fˆI − f(y2)∣∣∣ ≤ 1
m(I)
∫
I
|f(y1)− f(y2)| dy1 ≤ osc
(
f,Bdiam(Q)(x)
)
,
for almost every y2 ∈ I. Taking the expectation with respect to both
y2 and x over I we then obtain∫
I
∣∣∣fˆI − f ∣∣∣ dm ≤ ∫
I
osc
(
f,Bdiam(Q)(x)
)
dx.
As lim→0 diam(Q) = 0 there exists 1 > 0 such that diam(Q) ≤ η0
for all  ∈ (0, 1]. Recalling the definition of ‖·‖β , for each  ∈ (0, 1]
we have∑
I∈Q
∫
I
∣∣∣fˆI − f ∣∣∣ dm ≤ ∫
Rd
osc
(
f,Bdiam(Q)(x)
)
dx ≤ diam(Q)β ‖f‖β ,
which, when applied to (31), then yields
|||EQ − Id||| ≤ 2 diam(Q)β .
We conclude the proof by noting that |||L − L||| ≤ |||EQ − Id||| ‖L‖β .

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Proposition 5.11 ((KL2) for Ulam approximations). If {Q}>0 ⊆
P(κ) is a sequence of partitions, then for each  ≥ 0 and n ∈ Z+ we
have
|Ln |L1 ≤ 1.
In particular, {L}≥0 satisfies (KL2).
Proof. Note that |L|L1 = 1 and that, for each  > 0, we have
|EQ |L1 = 1. The conclusion follows immediately. 
We will now verify (KL3) for the Ulam approximations. The
main technical requirements are the following two lemmas, which we
prove in Appendix A.
Lemma 5.12. If {Q}>0 ⊆ P(κ) is a sequence of partitions with
lim→0 diam(Q) = 0 then there exists 2 > 0 such that
sup
0<≤2
|EQ |β ≤ 2d
1 + κ
d
√
3
2 − 1
β .
Lemma 5.13. If Q ∈ P(κ) then EQ ∈ L(Vβ(Ω)).
Proposition 5.14 ((KL3) for Ulam approximations). Under the hy-
potheses of Theorem 5.8 there exists α ∈ (0, 1) and C3 > 0 such that
for all f ∈ Vβ(Ω), n ∈ Z+ and  ∈ [0, 2] we have
‖Ln f‖β ≤ αn ‖f‖β + C3 |f |L1 .
Proof. By Proposition 5.4 we have
|Lf |β ≤ γ |f |β +D |f |L1 ,
where γ < 1 and D < ∞. Let 2 be as in Lemma 5.12. If  ∈ [0, 2]
then
|Lf |β ≤
(
sup
0<≤2
|EQ |β
)
|Lf |β ≤ α |f |β + C |f |L1 , (32)
where
α = γ2d
1 + κ
d
√
3
2 − 1
β and C = 2dD
1 + κ
d
√
3
2 − 1
β .
Note that α < 1 by the hypotheses of Theorem 5.8. By iterating (32)
and applying Proposition 5.11, for each n ∈ Z+ we have
|Ln f |β ≤ αn |f |β +
C
1− α |f |L1 .
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Finally, recalling the definition of ‖·‖β and applying Proposition 5.11
again yields
‖Ln f‖β ≤ αn ‖f‖β +
(
1 +
C
1− α
)
|f |L1 .

Proof of Theorem 5.8. With 1 as in Proposition 5.10 and 2 as in
Proposition 5.14, set 0 = min{1, 2}. By Lemma 5.13 and Proposi-
tions 5.10, 5.11 and 5.14 the family of operators {L}0≤≤0 satisfies
(KL). Upon noting that each L is positive the required result follows
from Theorem 5.2. 
5.2. Stochastic perturbations
We now consider the case where the Perron-Frobenius operator is
perturbed by convolution with a stochastic kernel.
Definition 5.15. We say that {q}>0 ⊆ L1(Rd) approximates the
identity if
1. Each q is non-negative and satisfies |q|L1 = 1.
2. For every δ > 0 we have
lim
→0
∫
|x|≥δ
q(x) dx = 0.
Let {q}>0 approximate the identity. We define the correspond-
ing stochastically perturbed Perron-Frobenius operators by L =
(q ∗ L)1Ω. As usual we set L0 = L. Our main result for this section
is the following.
Theorem 5.16 (Stability of statistical parameters under stochastic
perturbations). Suppose that L is a simple quasi-compact operator.
Let {q}>0 approximate the identity, and let {L}≥0 be the corre-
sponding stochastically perturbed Perron-Frobenius operators. If(
1 +
1
νdη
d−β
0
sup
0<η≤η0
η−βm(Bη(∂Ω))
)
<
1
γ
,
where the constant γ is from Proposition 5.4, then {L}≥0 satisfies
(KL). Consequently, the conclusion of Theorem 5.2 holds.
Remark 5.17. It is not obvious when sup0<η≤η0 η
−βm(Bη(∂Ω)) <∞.
This is the case if, for example, Ω is convex [19, Theorem 6.6].
As in the previous section, we prove Theorem 5.16 by showing
that {L}≥0 satisfies (KL).
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Proposition 5.18 ((KL1) for stochastic perturbations). If {q}>0
approximates the identity and {L}≥0 denotes the corresponding
stochastically perturbed Perron-Frobenius operators, then
lim
→0
|||L − L0||| = 0.
Proof. We have
|||L − L0||| ≤ sup
‖f‖β=1
∫
Ω
∫
Rd
|(Lf)(x− y)− (Lf)(x)| q(y) dy dx.
(33)
Let δ ∈ (0, η0). We break the inner integral in (33) into two parts: the
component where y ∈ Bδ(0) and the component where y ∈ Rd\Bδ(0).
Dealing with the first component we have∫
Ω
∫
Bδ(0)
|(Lf)(x− y)− (Lf)(x)| q(y) dy dx
≤
∫
Ω
osc (Lf,Bδ(x)) dx ≤ δβ ‖Lf‖β .
(34)
Whereas for the second component we find∫
Ω
∫
Rd\Bδ(0)
|(Lf)(x− y)− (Lf)(x)| q(y) dy dx
≤ 2 ‖Lf‖L∞
∫
Ω
∫
Rd\Bδ(0)
q(y) dy dx
≤ 2max{1, η
β
0 }
νdηd0
‖Lf‖β
∫
Rd\Bδ(0)
q(y) dy,
(35)
where the final inequality is obtained from Proposition 5.3. Combin-
ing (33), (34) and (35) we obtain
|||L − L0||| ≤ δβ ‖L‖β + 2
max{1, ηβ0 }
νdηd0
‖L‖β
∫
Rd\Bδ(0)
q(y) dy.
As {q}>0 is an approximation to the identity, taking → 0 yields
lim sup
→0
|||L − L0||| ≤ δβ ‖L‖β .
We conclude the proof upon recalling that δ may be chosen to be
arbitrarily small. 
Proposition 5.19 ((KL2) for stochastic perturbations). If {q}>0
approximates the identity and {L}≥0 denotes the corresponding
stochastically perturbed Perron-Frobenius operators, then for each
 ≥ 0 and n ∈ Z+ we have
|Ln |L1 ≤ 1.
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Lemma 5.20. If {q}>0 approximates the identity and {L}≥0 de-
notes the corresponding stochastically perturbed Perron-Frobenius op-
erators, then for every  > 0 and f ∈ Vβ(Ω) we have
|Lf |β ≤
(
1 +
1
νdη
d−β
0
sup
0<η≤η0
η−βm(Bη(∂Ω))
)
|Lf |β
+
1
νdη
d−β
0
(
sup
0<η≤η0
η−βm(Bη(∂Ω))
)
|f |L1 .
Proof. Fix  > 0 and η ∈ (0, η0]. Since
osc (Lf,Bη(x)) = ess sup
y1,y2∈Bη(x)
|(q ∗ L)(y1)1Ω(y1)− (q ∗ L)(y2)1Ω(y2)| ,
we may consider three (not necessarily distinct) cases when bound-
ing osc (Lf,Bη(x)). Depending on how many of the characteristic
function terms contribute to the essential supremum, we either have
osc (Lf,Bη(x)) = 0,
osc (L, Bη(x)) = ess sup
y1∈Bη(x)
|(q ∗ Lf)(y1)| , (36)
or
osc (Lf,Bη(x)) = osc (q ∗ Lf,Bη(x)) . (37)
As the support of f is a subset of Ω, if x ∈ Rd \ Bη(Ω) then
osc (Lf,Bη(x)) = 0. By a similar argument, if (36) holds, (37) does
not hold, and osc (Lf,Bη(x)) 6= 0, then x ∈ Bη(Ω). Hence,∫
Rd
osc (Lf,Bη(x)) dx ≤
∫
Rd
osc (q ∗ Lf,Bη(x)) dx
+
∫
Bη(Ω)
ess sup
y1∈Bη(x)
|(q ∗ Lf)(y1)| dx.
(38)
We now bound the quantity (36). As |L|L1 ≤ 1 and by Proposition
5.3 we have
|(q ∗ Lf)(y1)| =
∣∣∣∣∫
Rd
q(y)(Lf)(y1 − y) dy
∣∣∣∣
≤ ‖Lf‖∞ ≤
1
νdηd0
(ηβ0 |Lf |β + |f |L1).
Hence,∫
Bη(Ω)
ess sup
y1∈Bη(x)
|(q ∗ Lf)(y1)| dx ≤ m(Bη(∂Ω))
νdηd0
(ηβ0 |Lf |β + |f |L1).
(39)
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Alternatively, to bound (37) we note that
osc(q ∗ Lf,Bη(x))
= ess sup
y1,y2∈Bη(x)
∣∣∣∣∫
Rd
q(y)((Lf)(y1 − y)− (Lf)(y2 − y)) dy
∣∣∣∣
≤
∫
Rd
q(y)osc (Lf,Bη(x− y)) dy.
By changing variables and applying Fubini-Tonelli we obtain∫
Rd
osc (q ∗ L, Bη(x)) dx
≤
∫
Rd
∫
Rd
q(y)osc (Lf,Bη(x− y)) dy dx
≤
∫
Rd
(∫
Rd
q(x− y) dx
)
osc (Lf,Bη(y)) dy
≤
∫
Rd
osc (Lf,Bη(y)) dy.
(40)
Applying (39) and (40) to (38) yields∫
Rd
osc (Lf,Bη(x)) dx ≤
∫
Rd
osc (Lf,Bη(x)) dx
+
m(Bη(∂Ω))
νdηd0
(ηβ0 |Lf |β + |f |L1).
Thus,
|Lf |β ≤ |Lf |β +
1
νdηd0
(
sup
0<η≤η0
η−βm(Bη(∂Ω))
)
(ηβ0 |Lf |β + |f |L1),
which yields the required bound. 
Proposition 5.21 ((KL3) for stochastic perturbations). Under the
hypotheses of Theorem 5.16 there exists α ∈ (0, 1) and C3 > 0 such
that for every  ≥ 0 and f ∈ Vβ(Ω) we have
‖Ln f‖β ≤ αn ‖f‖β + C3 |f |L1 .
Proof. By Lemma 5.20, and Propositions 5.4 and 5.19, for each  > 0
and f ∈ Vβ(Ω) we have
|Lf |β ≤ α |f |β + C |f |L1
where
α = γ
(
1 +
ηβ0
νdηd0
sup
0<η≤η0
η−βm(Bη(∂Ω))
)
39
and
C = D +
(D + 1)ηβ0
νdηd0
(
sup
0<η≤η0
η−βm(Bη(∂Ω))
)
.
Note that α < 1 by the hypotheses of Theorem 5.16. The remainder
of the argument is identical to that of Proposition 5.14. 
Proof of Theorem 5.16. By Lemma 5.20 each L is in L(Vβ(Ω)). By
Propositions 5.18, 5.19 and 5.21 the family of operators {L}≥0 sat-
isfies (KL). We also note that each L is a positive operator, as each
q is non-negative. The required result then follows from Theorem
5.2. 
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Appendix A. The proofs of Lemmas 5.12 and 5.13
Before discussing our strategy for proving Lemmas 5.12 and 5.13
we must discuss the relationship between the space Vβ(Ω) and the
seminorm |·|β . It is noted in [28] that while Vβ(Ω) is independent
of η0, the seminorm |·|β is not. However, changing η0 preserves the
topology induced by the relevant seminorm, which will be critical
to proofs in this appendix. The following lemma gives the relevant
bounds.
Lemma A.1. For ζ > 0 and f ∈ L1(Rd) let
|f |β,ζ = sup
0<η≤ζ
η−β
∫
Rd
osc (f,Bη(x)) dx.
If 0 < t ≤ s then
|·|β,t ≤ |·|β,s ≤ S(t, s) |·|β,t ,
where S(t, s) denotes the minimal number of balls of radius t required
to cover (up to a set of measure 0) a ball of radius s.
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Proof. The inequality |·|β,t ≤ |·|β,s is trivial. Let f ∈ L1(Rd). If
sup
0<η≤t
η−β
∫
Rd
osc (f,Bη(x)) dx = sup
0<η≤s
η−β
∫
Rd
osc (f,Bη(x)) dx,
(41)
then, as S(t, s) ≥ 1, we clearly have |f |β,s ≤ S(t, s) |f |β,t. Alterna-
tively, if (41) does not hold then
sup
0<η≤t
η−β
∫
Rd
osc (f,Bη(x)) dx < sup
t<η≤s
η−β
∫
Rd
osc (f,Bη(x)) dx.
By the definition of S(t, s) there exists {ci}S(t,s)i=1 ⊆ Rd and a set N
of measure 0 such that
Bs(x) \ (N + x) ⊆
S(t,s)⋃
i=1
Bt(x+ ci)
for every x ∈ Rd. Hence, for any η ∈ (t, s] and x ∈ Rd we have
osc (f,Bη(x)) ≤ osc (f,Bs(x)) ≤
S(t,s)∑
i=1
osc (f,Bt(x+ ci)) .
After integrating, taking the supremum and applying the definition
of |·|tβ we obtain
sup
t<η≤s
η−β
∫
Rd
osc (f,Bη(x)) dx ≤ S(t, s)t−β
∫
Rd
osc (f,Bt(x)) dx
≤ S(t, s) |f |β,t ,
completing the proof. 
We obtain Lemmas 5.12 and 5.13 as corollaries to the following
result.
Proposition A.2. If Q ∈ P(κ) satisfies diam(Q) < η0, then
|EQ|β ≤ S(η0 − diam(Q), η0)
1 + κ
d
√
3
2 − 1
β . (42)
We prove Proposition A.2 by using Lemma A.1 to extend a
bound for sup|f |β=1 |EQf |β,η0−diam(Q) to a bound for |EQ|β . We do
this by combining two bounds for
η−β
∫
osc (EQf,Bη(x)) dm
for η ∈ (0, η0 − diam(Q)]:
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1. We obtain the ‘big’ η bound by scaling the η balls in osc up to
η + diam(Q) balls. This bound is useful for large η, but grows
unboundedly as η vanishes. We obtain this bound in Lemma
A.4.
2. We obtain the ‘small’ η bound by using the geometry of the
elements of Q to quantify the decay of the measure of the sup-
port of osc (EQf,Bη(·)) as η vanishes. This bound is used for η
arbitrarily close to 0. Obtaining this bound is more complicated
and is developed in Lemmas A.5 - A.7.
Before proving either of these bounds we derive an explicit expression
for
∫
osc (EQf,Bη(x)) dm.
Lemma A.3. Let Q ∈ P(κ), define Q′ = Q∪{Ωc}, and for each η > 0
and x ∈ Rd let
N(x, η) = {J ∈ Q′ : Bη(x) ∩ J 6= ∅}.
For each η > 0, f ∈ Vβ(Ω) and S ⊆ Q′ let
MS(f) = max
J,K∈S
∣∣∣fˆJ − fˆK∣∣∣ and AS,η = {x ∈ Rd : N(x, η) = S}.
Then each AS,η is measurable, and for every x ∈ Rd
osc (EQf,Bη(x)) = MN(x,η)(f). (43)
Hence, ∫
Rd
osc (EQf,Bη(x)) dx =
∑
S⊆Q′
m(AS,η)MS(f). (44)
Proof. For every J ∈ Q the equality
{x ∈ Rd : Bη(x) ∩ J 6= ∅} =
⋃
y∈J
Bη(y),
implies that both sets are open, and therefore measurable. Recalling
from Definition 5.7 that Q is finite and noting the equality
AS,η =
(⋂
J∈S
{x ∈ Rd : Bη(x) ∩ J 6= ∅}
)
⋂ ⋂
K∈Q′\S
{x ∈ Rd : Bη(x) ∩K = ∅}
 ,
we conclude that each AS,η is measurable. Considering the definition
of N(x, η), we note that the family of sets {AS,η : S ⊆ Q′} partitions
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Rd. Hence,∫
Rd
osc (EQf,Bη(x)) dx =
∑
S⊆Q′
∫
AS,η
osc (EQf,Bη(x)) dx,
where we note that the sum on the right-hand side is well defined as
only finitely many terms are ever non-zero. Thus, in order to prove
(44) it suffices to prove (43). If N(x, η) = S then
(EQf)(Bη(x)) =
{
fˆJ : J ∩Bη(x) 6= ∅
}
=
{
fˆJ : J ∈ S
}
,
which is finite as Q′ is finite. By applying the definition of osc, we
find that
osc (EQf,Bη(x)) = max
J,K∈S
∣∣∣fˆJ − fˆK∣∣∣ = MS(f),
which is exactly (44). 
We may now obtain the ‘big’ η bound.
Lemma A.4. If Q ∈ P(κ) then for each f ∈ Vβ(Ω) and η > 0 we
have∫
Rd
osc (EQf,Bη(x)) dx ≤
∫
Rd
osc
(
f,Bη+diam(Q)(x)
)
dx. (45)
Furthermore, if diam(Q) < η0 and η ∈ (0, η0 − diam(Q)] then
η−β
∫
Rd
osc (EQf,Bη(x)) dx ≤
(
1 +
diam(Q)
η
)β
|f |β . (46)
Proof. Fix x ∈ Rd. By Lemma A.3, we have
osc (EQf,Bη(x)) = max
J,K∈N(x,η)
∣∣∣fˆJ − fˆK∣∣∣ .
Suppose that y ∈ I for some I ∈ N(x, η) \ {Ωc}. By the definition
of N(x, η) there exists z ∈ I such that |z − x| < η. Since |z − y| ≤
diam(Q) we have |y − x| < η + diam(Q). Hence⋃
I∈N(x,η)\{Ωc}
I ⊆ Bη+diam(Q)(x). (47)
Now suppose that J,K ∈ N(x, η). In the case where J,K ∈ N(x, η)\
{Ωc} the inclusion (47) implies that for almost every (y1, y2) ∈ J×K
we have
|f(y1)− f(y2)| ≤ osc
(
f,Bη+diam(Q)(x)
)
.
By taking expectations with respect to y1 over J and y2 over K we
obtain ∣∣∣fˆJ − fˆK∣∣∣ ≤ osc (f,Bη+diam(Q)(x)) . (48)
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Alternatively, if either J or K is equal to Ωc then∣∣∣fˆJ − fˆK∣∣∣ = max{∣∣∣fˆJ ∣∣∣ , ∣∣∣fˆK∣∣∣} ≤ max
I∈N(x,η)\Ωc
∣∣∣fˆI ∣∣∣
≤ ess sup
y∈Bη+diam(Q)
|f(y)| , (49)
where we obtain the last inequality by using (47). Noting that the
set Bη+diam(Q)(x) ∩ Ωc has non-zero measure, we have
ess sup
y∈Bη+diam(Q)(x)
|f(y)| ≤ osc (f,Bη+diam(Q)(x)) . (50)
By combining (49) and (50) we obtain (48) for the case where either
J or K is equal to Ωc. As J and K were arbitrary elements of N(x, η)
this implies that
osc (EQf,Bη(x)) = max
I,J∈N(x,η)
∣∣∣fˆI − fˆJ ∣∣∣ ≤ osc (f,Bη+diam(Q)(x)) .
By integrating with respect to x over Rd we obtain (45). To prove
(46), suppose that diam(Q) < η0. If η ∈ (0, η0 − diam(Q)] then
η + diam(Q) ∈ (0, η0] and so the definition of |·|β implies that∫
Rd
osc
(
f,Bη+diam(Q)(x)
)
dx ≤ (η + diam(Q))β |f |β .
Thus
η−β
∫
Rd
osc (EQf,Bη(x)) dx ≤ η−β
∫
Rd
osc
(
f,Bη+diam(Q)(x)
)
dx
≤
(
1 +
diam(Q)
η
)β
|f |β .

We will now pursue the ‘small’ η bound.
Lemma A.5. Let Q ∈ P(κ) and let S ⊆ Q′ satisfy |S| > 1. If I ∈
S \ {Ωc} and η > 0 then AS,η ⊆ Bη(∂I).
Proof. The claim is trivially true if AS,η is empty, henceforth we
assume that it is not. Let x ∈ AS,η. We distinguish between two cases:
either x ∈ I or x /∈ I. Suppose that x ∈ I. As |S| > 1 andN(x, η) = S
there exists some J ∈ Q′ \ {I} such that Bη(x) ∩ J 6= ∅. Actually,
as the closure of the interior of J is J , we have Bη(x) ∩ int(J) 6= ∅.
In this case let y ∈ Bη(x) ∩ int(J); as J and I are convex elements
of a measurable partition we have J ∩ I ⊆ ∂J ∩ ∂I and so y /∈ I.
Alternatively, if x /∈ I, then let y ∈ Bη(x) ∩ I, which is non-empty
by a similar argument. In both cases we have a pair of points in
AS,η: one in I and the other not. Recalling that elements of Q′ have
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non-empty interior and then considering the line segment that joins
x and y, it is straightforward to verify that there exists some z ∈ ∂I
on this line segment. Clearly |x− z| < η and so x ∈ Bη(∂I), which
completes the proof. 
Lemma A.6. Let Q ∈ P(κ). If η > 0 and S ⊆ Q′ is such that |S| > 1
and m(AS,η) > 0, then for each f ∈ Vβ(Ω) we have
MS(f) ≤ max
J,K∈S
J 6=K
(∫
J
osc
(
f,Bη+diam(Q)(x)
)
m(J)
dx
+
∫
K
osc
(
f,Bη+diam(Q)(x)
)
m(K)
dx
)
.
Proof. Let J,K ∈ S be partition elements satisfying
MS(f) =
∣∣∣fˆJ − fˆK∣∣∣ .
We may assume that J 6= K, as this case does not contribute to
the maximum. Let us first consider the case where Ωc ∈ {J,K};
without loss of generality let K = Ωc. For every j ∈ J we have
J ⊆ Bη+diam(Q)(j). Hence, as Bη+diam(Q)(j) ∩ Ωc has non-empty
interior, and therefore non-zero measure, for almost every j, j′ ∈ J
and k′ ∈ Bη+diam(Q)(j) ∩ Ωc we have
|f(j′)| = |f(j′)− f(k′)| ≤ osc (f,Bη+diam(Q)(j)) .
Taking expectations with respect to j′ and j over J yields
MS(f) =
∣∣∣fˆJ ∣∣∣ ≤ ∫
J
osc
(
f,Bη+diam(Q)(x)
)
m(J)
dx,
which implies the required conclusion. Alternatively suppose that
neither J nor K is equal to Ωc. Fix j ∈ J and k ∈ K. For any j′ ∈ J
we have |j − j′| ≤ diam(Q) and so j′ ∈ Bη+diam(Q)(j). Similarly, for
every k′ ∈ K we have k′ ∈ Bη+diam(Q)(k). As m(AS,η) > 0, we know
that AS,η 6= ∅. For z ∈ AS,η the intersection Bη(z) ∩ J is non-empty
and so z ∈ Bη+diam(Q)(j). Similarly, z ∈ Bη+diam(Q)(k). Hence, for
almost every j′ ∈ J and k′ ∈ K,
|f(j′)− f(k′)| ≤ |f(j′)− f(z)|+ |f(k′)− f(z)|
≤ osc (f,Bη+diam(Q)(j))+ osc (f,Bη+diam(Q)(k)) .
By taking the expectation with respect to j′ over J and k′ over K,
we find∣∣∣fˆJ − fˆK∣∣∣ ≤ osc (f,Bη+diam(Q)(j))+ osc (f,Bη+diam(Q)(k)) . (51)
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Since (51) holds for every j ∈ J and k ∈ K, we may take expectations
again to obtain∣∣∣fˆJ − fˆK∣∣∣ ≤ ∫
J
osc
(
f,Bη+diam(Q)(x)
)
m(J)
dx+
∫
K
osc
(
f,Bη+diam(Q)(x)
)
m(K)
dx.
We obtain the required inequality by taking the maximum over all
distinct pairs of J,K ∈ S. 
Combining the previous two results yields the ‘small’ η bound
of Lemma A.7.
Lemma A.7. Let Q ∈ P(κ). If diam(Q) < η0, η ∈ (0, η0 − diam(Q)]
and f ∈ Vβ(Ω) then
η−β
∫
Rd
osc (EQf,Bη(x)) dx ≤
(
max
I∈Q
m(Bη(∂I))
m(I)
)(
1 +
diam(Q)
η
)β
|f |β .
Proof. By Lemma A.3 we have∫
Rd
osc (EQf,Bη(x)) dx =
∑
S⊆Q′
m(AS,η)MS(f). (52)
Let G = {S ⊆ Q′ : |S| > 1,m(AS,η) > 0}. Since m(AS,η)MS(f) = 0
if S /∈ G we may restrict the sum in (52):∫
Rd
osc (EQf,Bη(x)) dx =
∑
S∈G
m(AS,η)MS(f). (53)
Applying Lemma A.6 to each of the terms in (53) yields∫
Rd
osc (EQf,Bη(x)) dx
≤
∑
S∈G
m(AS,η) max
J,K∈S,J 6=K
(∫
J
osc
(
f,Bη+diam(Q)(x)
)
m(J)
dx
+
∫
K
osc
(
f,Bη+diam(Q)(x)
)
m(K)
dx
)
.
(54)
By rearranging the terms in (54) to sum over elements of Q we obtain∫
Rd
osc (EQf,Bη(x)) dx
≤
∑
I∈Q
∑
S∈G,I∈Sm(AS,η)
m(I)
∫
I
osc
(
f,Bη+diam(Q)(x)
)
dx
≤
(
max
I∈Q
∑
S∈G,I∈Sm(AS,η)
m(I)
)∫
Rd
osc
(
f,Bη+diam(Q)(x)
)
dx,
(55)
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where we omit the case of I = Ωc, as it does not contribute to the
sum. Since the sets {AS,η}S⊆Q′ are disjoint, Lemma A.5 implies that∑
S∈G,I∈S
m(AS,η) ≤ m(Bη(∂I)).
Thus,∫
Rd
osc (EQf,Bη(x)) dx
≤
(
max
I∈Q
m(Bη(∂I))
m(I)
)∫
Rd
osc
(
f,Bη+diam(Q)(x)
)
dx.
The required inequality follows by applying the definition of |·|β . 
Before proving Proposition A.2 we require a technical lemma for
an inequality from convex geometry. For U, V ⊆ Rd the Minkowski
sum of U and V is denoted by U +V and equal to {u+v : u ∈ U, v ∈
V }; for basic properties we refer to [19, Section 6.1].
Lemma A.8. If I is a compact convex polytope then for every η > 0
we have
m(Bη(∂I) ∩ I) ≤ m(Bη(∂I) ∩ Ic).
Proof. Let md−1 denote d − 1 dimensional Lebesgue measure. By
Steiner’s formula [19, Theorem 6.6] there exists a polynomial pI with
positive coefficients and of degree d such that m(Bη(I)) = pI(η).
The constant coefficient of pI is clearly m(I), while the coefficient
of the linear term is md−1(∂I) i.e. the surface area of I. Note that
m(Bη(∂I) ∩ Ic) = pI(η) − m(I). We will prove that m(Bη(∂I) ∩
I) ≤ ηmd−1(∂I). Since pI has degree greater than or equal to 2 and
positive coefficients, it follows that
m(Bη(∂I) ∩ I) ≤ ηmd−1(∂I) ≤ pI(η)−m(I) ≤ m(Bη(∂I) ∩ Ic),
and would therefore complete the proof.
Let F(I) denote the set of set of facets of I. Clearlymd−1(∂I) =∑
F∈F(I)md−1(F ). Let y ∈ Bη(∂I)∩I and denote by F the (possibly
not unique) facet in F(I) that minimises the distance from y to ∂I.
Let x be the point on F attaining said minimum. If x − y is not
normal to F then the ball B|x−y|(y) is not tangent to F and so there
exists z ∈ B|x−y|(y)∩Ic. The line segment from y to z must intersect
∂I at some point that is strictly closer to y than x, which contradicts
x minimising the distance from y to ∂I. Hence, x−y must be normal
to F and so y ∈ F + [0, η]× nF , where nF is the inward facing unit
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normal vector to F . This implies that
Bη(∂I) ∩ I ⊆
⋂
F∈F(I)
F + [0, η]× nF
and so m(Bη(∂I) ∩ I) ≤ η
∑
F∈F(I)md−1(F ) = ηmd−1(∂I) as re-
quired. 
The proof of Proposition A.2. We begin by bounding
sup
|f |β=1
|EQf |β,η0−diam(Q) .
Let b : R→ R be defined by
b(η) =
(
1 +
diam(Q)
η
)β
.
By taking the minimum of the bounds in Lemmas A.4 and A.7 we
have
|EQf |β,η0−diam(Q) ≤ sup
0<η≤η0
min
{
max
I∈Q
m(Bη(∂I))
m(I)
, 1
}
b(η) |f |β .
(56)
We will now bound maxI∈Q
m(Bη(∂I))
m(I) . Lemma A.8 implies that for
any I ∈ Q we have
m(Bη(∂I))
m(I)
≤ 2m(Bη(∂I) ∩ I
c)
m(I)
.
Noting that Bη(∂I) ∩ Ic = Bη(I) \ I and Bη(I) = I + (η/2)B1(0),
we obtain
m(Bη(∂I))
m(I)
≤ 2m(I + (η/2)B1(0))−m(I)
m(I)
. (57)
Let BI be a ball inscribed in I of maximal volume. Then, by scal-
ing and possibly translating by some vector vI ∈ Rd, we find that
B1(0) ⊆ 2diam(BI)I + vI . Consequently
m
(
I +
η
2
B1(0)
)
≤ m
(
I +
η
diam(BI)
I
)
=
(
1 +
η
diam(BI)
)d
m(I).
(58)
Applying (58) to (57), and recalling that 1/ diam(BI) ≤ κ/diam(Q)
as Q ∈ P(κ), we find that
m(Bη(∂I))
m(I)
≤ 2
(
1 +
η
diam(BI)
)d
− 2 ≤ 2
(
1 +
κη
diam(Q)
)d
− 2.
(59)
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By applying (59) to (56) we obtain
|EQf |β,η0−diam(Q)
≤ sup
0<η≤η0
min
{(
2
(
1 +
κη
diam(Q)
)d
− 2
)
b(η), b(η)
}
|f |β .
(60)
It is clear that b is monotonically decreasing. Note that
2
((
1 +
κη
diam(Q)
)d
− 1
)
b(η)
= 2η−β
((
1 +
κη
diam(Q)
)d
− 1
)
(η + diam(Q))β .
(61)
The map η 7→ (η+ diam(Q))β is clearly monotonically increasing on
(0, η0]. As d ≥ 2 and β ∈ (0, 1], the map
η 7→ η−β
((
1 +
κη
diam(Q)
)d
− 1
)
is monotonically increasing on (0, η0] too. Thus the left-hand side of
(61) is monotonically increasing. Since both b and the left-hand side
of (61) are continuous on (0, η0], b is monotonically decreasing and
the left-hand side of (61) is monotonically increasing, it follows that
if η′ ∈ (0,∞) solves
2
(
1 +
κη′
diam(Q)
)d
− 2 = 1, (62)
then
sup
0<η≤η0
min
{(
2
(
1 +
κη
diam(Q)
)d
− 2
)
b(η), b(η)
}
≤ b(η′).
Solving (62) yields
diam(Q)
η′
=
κ
d
√
3
2 − 1
.
By substituting this into (60) we obtain the bound
|EQf |β,η0−diam(Q) ≤
1 + κ
d
√
3
2 − 1
β |f |β .
Applying Lemma A.1 yields the required bound. 
With Proposition A.2 in hand we may now prove Lemmas 5.12
and 5.13.
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Proof of Lemma 5.12. As lim→0 diam(Q) = 0 there exists 2 > 0
such that for every  ∈ (0, 2] we have diam(Q) < η0 and
1 + diam(Q)/(η0 − diam(Q)) <
√
d/(d− 1).
By [7, Section 8.5, page 236], this implies
S(1, 1 + diam(Q)/(η0 − diam(Q))) = S(η0 − diam(Q), η0) ≤ 2d.
The desired conclusion follows by Proposition A.2. 
Proof of Lemma 5.13. If diam(Q) < η0 then |EQ|β < ∞ by Propo-
sition A.2. Alternatively, if diam(Q) ≥ η0, then repeatedly applying
Lemma A.1 yields
|EQ|β = sup|f |β≤1
|EQf |β
≤ sup{|EQf |β,2 diam(Q) : |f |β,2 diam(Q) ≤ S(η0, 2 diam(Q))}
≤ S(η0, 2 diam(Q)) |EQ|β,2 diam(Q) ,
which is finite by Proposition A.2 applied to the seminorm |·|β,2 diam(Q)
(i.e. when η0 = 2 diam(Q)). In either case we have |EQ|β <∞ and so,
as |EQ|L1 = 1, we have ‖EQ‖β <∞ too. As Q partitions Ω, for every
f ∈ Vβ(Ω) the support of EQf is a subset of Ω. Hence EQf ∈ Vβ(Ω)
for every f ∈ Vβ(Ω) and so EQ ∈ L(Vβ(Ω)). 
Appendix B. Code
B.1. Variance
Listing 1. This function centres the observable obs (defined by an
anonymous MATLAB function e.g. the code snippet in Section 4.2)
and computes the required first and second derivatives at zero to
estimate the variance.
1 function [ddLam,v,dv,dlam,ddlam]=variance(P,obs),
2
3 %P is a row−stochastic matrix
4 %obs is a pre−defined anonymous function representing the
observable
5 %lam is the leading eigenvalue
6 %v is the leading eigenfunction
7 %dv is dv/dtheta, where theta is the twist parameter
8 %dlam is dlam/dtheta
9 %ddlam is d^2lam/dtheta^2
10 %ddLam is d^2Lam/dtheta^2
11
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12 %% find v and normalise appropriately
13 n=size(P,1);
14 phi=ones(n,1)/n;
15 [v,~]=eigs(P',1);
16 v=v/sum(v)*n;
17
18 %% centre observable g
19 x=[1/(2*n):1/(n):1−1/(2*n)]';
20 g=obs(x);
21 g=g−g'*v/n; %ensure g has mean zero by subtracting the
mean
22
23 %% estimate dlam and dv using 1.*v=1 and 1.*dv=0
24
25 A=[P'−speye(n) −v; ones(1,n) 0];
26 b=[−P'*(g.*v); 0];
27 y=A\b;
28 dv=y(1:n);
29 dlam=y(n+1);
30
31 %% compute d^2lam/dtheta^2 and d^2Lam/dtheta^2
32
33 ddlam=((g.^2)'*v+2*g'*dv)/n;
34 ddLam=(ddlam−dlam^2);
B.2. Rate function
Listing 2. This function centres the observable obs (defined by an
anonymous MATLAB function e.g. the code snippet in Section 4.3),
and performs the required minimisation to evaluate the rate function
at points specified in the vector s.
1 function [r,optz] = rate_function(s,P,obs)
2
3 %P is a row−stochastic matrix
4 %obs is a pre−defined anonymous function representing the
observable
5 %s is a vector of arguments of the rate function
6
7 %% calc acim for centering observable.
8 [v0,~]=eigs(P',1);
9 v0=v0/sum(v0);
10
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11 %% set up objects to pass to legendre_function.m
12 n=length(P);
13 [I,J,V]=find(P);
14 xpts=(I−.5)/n;
15 xptsorig=1/(2*n):1/n:1−1/(2*n);
16 gmean=obs(xptsorig)*v0;
17
18 %% set up arrays for r and optz and set optimisation
options
19 r=zeros(length(s),1);
20 optz=r;
21 options = optimoptions('fminunc','Algorithm','quasi−newton
','SpecifyObjectiveGradient',true,'OptimalityTolerance
',1e−6);
22
23 %% initial seed point for minimisation
24 z0=0;
25
26 %% evaluate rate function at points specified in s
27 for i=1:length(s),
28 minfun=@(z)legendre_function(z,P,v0,s(i),obs,n,I,J,V,
xpts,gmean);
29 [optz(i),r(i),~,~]=fminunc(minfun,z0,options);
30 z0=optz(i); %use previous optimum for next
initialisation.
31 end
32
33 r=−r;
Listing 3. This function evaluates the “Legendre function” (the
function to be minimised) and its derivative. This requires twist-
ing the matrix P by z and then computing the leading eigenvalue
and eigenvector of the twisted matrix.
1 function [f,df] = legendre_function(z,P,v0,s,fun,n,I,J,V,
xpts,gmean)
2
3 %evaluate 'legendre' function with fixed parameter s,
maximising over z.
4
5 %% twist P by z
6 gvec=z*(fun(xpts)−gmean);
7 Vtwist=V.*exp(gvec);
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8 Ptwist=sparse(I,J,Vtwist);
9
10 %% Calculate objective f
11 [v,lam]=powermethod(Ptwist,v0,1);
12 f=log(lam)−z*s;
13
14 %% Calculate gradient df
15 if nargout > 1 % gradient required
16 v=v/sum(v);
17 [phi,lam]=powermethod(Ptwist',ones(n,1),1);
18 phi=phi/(phi'*v);
19 gvecbasic=fun(1/(2*n):1/n:1−1/(2*n))−gmean;
20 dlam=lam*phi'*(gvecbasic'.*v);
21 df=dlam/lam−s;
22 end
Listing 4. Estimation of the leading eigenvalue and eigenvector by
repeated iteration.
1 function [v1,lam1]=powermethod(P,v0,lam0),
2
3 %P is a row stochastic matrix
4 %v0 is an initial (guessed) eigenvector
5 %lam0 is an initial (guessed) eigenvalue)
6
7 v0=v0/sum(v0);
8 v1=P'*v0;
9 lam1=sum(v1);
10 while abs(lam1−lam0)>1e−15,
11 lam0=lam1;
12 v0=v1/lam1;
13 v1=P'*v0;
14 lam1=sum(v1);
15 end
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