The extensions of a smooth connected commutative group scheme whose generic fiber is Gm by the additive group scheme are studied. The results are most explicit in the case when the basic scheme is the spectrum of an integral domain containing a field.
This example shows that there exist nontrivial extensions in the case b & A*, b ¥= 0. It is known, however (and follows from 4.6 below), that all extensions are trivial in the case b G A * (then GA (b) at Gm A). In the case b -0 we have GA(b) s Ga A and the extensions in this case are described in [3, XV 3(iii) ], [4, 4.7.4.7.3] . If A D Q, the rational numbers we have Ext(GA(b), Ga A) = 0 both for b = 0 and for b G A*. It is strange that this group E\t(GA(b), Ga A) is not trivial in the intermediate cases b G A*, b ¥= 0. Among other things it should be also noted that although the results below could be formulated without restrictions on the ring, which probably implies that there exist general proofs, our approach is by direct computation and it is based on the explicit description of some submodule of Ext(GA(b), Ga A). But even after this explicit description is obtained, the proofs involve a lot of computation.
This paper and its author owe very much to several people. I. Dolgachov taught me the main concepts of the theory of group schemes and this paper is a by-product of our joint study of unipotent group schemes (cf. [4] ). The results of this paper were discussed with D. Kazhdan whose sincere interest was stimulating and whose remarks were illuminating. Professor W. Messing made many corrections and essentially simplified proofs of Proposition 2, and Lemmas 3.4, 3.1 and 7.1 (Remarr. These polynomials are truncated series for log(l + by) multiplied by b~m~\) When K is of characteristic p > 0, define F:
F(P(y)) = (P(y)Y, so that FX = XPF for X G K. Denote by U(A) the set of primes which are not invertible in A.
Note that Ext(GA(b), Ga A) is a module over the endomorphism ring of Ga A. In particular, it is an A -module and if K is of characteristic p > 0 then it is an A [F]-module.
The main results of the present note are the following: 1.1. R is a commutative ring and it is generated by Dp¡, i > 0,p G U(A) (cf.
4.1).
1.2. Ext(GA(b), Ga A) contains an A -submodule isomorphic to TR (cf. Proposition 2 and Lemma 3.3). 1.3. Ext(GA(b) , Ga A) is the union of its /1-submodules annihilated by powers of b. In particular, it is zero if b G A* (cf. 3.5, 3.6).
If A 2 Q, then
(iv) The polynomials Pm(y) generate the ^4-module TR (cf. 6.1). 
Therefore we can identify Z2ym(GA(b), GaA) with (ii) IfP(y)xm = P(y)x", m> n, then P(y) = P(y)(by + l)m~".
Proof. The first two assertions are evident. The third and the fourth ones follow from
Proof of Lemma 3.1.1. If j < 0, then there is nothing to prove. Suppose that s > 0. Then it is sufficient to consider the case s = 1 (otherwise we replace g by fs~xg and apply induction on s). So let 5 = 1. Let xq (where q = (qx, . . . , qn)) he the product of x,'s to the o,th powers. Suppose that xr is the term of smallest total degree in g whose coefficient a, does not belong to A. But the coefficient of xr in/-g does belong to A. This latter coefficient is congruent mod A to/(0, . . ., 0)ar, i.e. ar G A, a contradiction. In case (iv) we consider 2PXi(y) ® P2i(y) as a polynomial P(yx, y-j) in two variables. Then we have
and we argue as above using Lemma 3.1.1 with/(x,, x2) = (bxx + \)(bx2 + 1).
3.2. Lemma. ¡x(P(y)) = 2¡>0(by + iyP^(y) ® v'.
Proof. The expression is linear in P(y). Hence it is sufficient to check it for a basis of K For every pair /,/G N such that i+j = n we have D¡Dj = (")Dn mod 2;<" AD¡. It follows from our choice of n that GCD,e[1 _"_,]{(")} is invertible in A. Hence there exist ax, . . . , a"_x G Z such that 2o<,<" aiDiDn-i -eDn m°d 2,<" AD¡ where e G A*. Hence £>" G A[Dx, . . . , Dn_x] as asserted.
Corollary.
R ® A /(b) is a quotient of the free divided power algebra on one generator.
Evident.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 4.3. Corollary. nDn = Dx(Jí"¡zl(-b)iDn_,_,).
Proof (by induction). Suppose that our assertion is proved for n and let us prove it for n + 1. We have by 4.1(i) DXD" = (n + \)Dn+x + nbDn.
By the induction hypothesis we have DxDn = (n+ \)Dn + x + bDx I "2 (-Ä)'A.-/-, j whence our assertion.
Corollary.
(n\)Dn = Z>,n mod bR.
The proof follows immediately from 4.3. 7.1. Lemma. Ker t is generated by elements P + iP, P G TR.
Action of R on
Proof. This is evident, as t acts as -1 on Ext(GA(b), Ga A); see 3.4. 7.2. Proposition. Therefore it can (and will) be assumed that d > m. Write P(y) = 2?=0 ay'. Consider in (3.3.1) the coefficient of yd ® y. It is contained only in the summands Dx(P)(y) ® y and P(y)®((by + \)m -1). Corresponding coefficient is dbad -mbad = b(d -m)ad. It follows now from 3.1(iv) that ba G A. We can now apply induction on i (the case / = 0 being checked). We have
as asserted. 8.2. The case Fp C A.
Proposition, t is surjective.
We use below notation M = p",Q = pq (cf. 6.2.1).
8.2.1. Proof. Let P(y)xs G N. Replacing, if necessary, s hyp" (> s) and P(y) by P(y)(by + \y"~s we can assume that s = p". Then (3.3.1) takes the form 2 (DiP)(y)®yi -bMyM ® P(y) -P(y) ® £>wyM
Let us use the notations of 6.2.1 for P(y) and (DQp)(y).
8.2.2. Lemma, (i) biq G A for i ¥= M, q ¥= n.
(ii) bin -bMa¡ G A for i ¥= M. (iiï)V,-bMaQ G A for q ¥= n.
(iv)b"n-2bMaMGA.
Proof of Lemma. We use ( * ) from 8.2.1. If i ¥= M, q ¥= n, then ( . . . )y' ® yQ is contained only in (DQP)(y) ® yQ, whence (i). If i ¥= M then (...)y'®yM is contained only in (DMP)(y) ® yM -P(y) ® bMyM whence (ii) . If q ¥= n, then yM ® yQ( . . . ) is contained only in (DQP)(y) ® yQ -bMyM ® P(y), whence (iii). An expression of the form XyM ®yM is contained in (DMP)(y) ® yM -bMyM ® P(y) -P(y) ® bMyM, whence (iv). Proof of Lemma. By 8.2.3 it is sufficient to prove the assertion for q < n. So we shall assume that q < n. If / < M the same proof as in 8. Proof. In ( * ) from 6.2.1 set q := n, r := rpq~"~x and substitute the resulting expression in 8.2.2(ii) (where we put / := (rpq~" + d)p"). The result is our assertion.
8.2.6. Lemma. If q > n and r > 0 then arQ+dM ^A ford ^0,1 (modpq-").
Proof. We will prove by induction that if i < q -n then arQ+dM G A for d ^ 0, 1 modp' + l. To prove our statement for i = 0 (the beginning of induction) we set in 8. Since/ + 1 < q -n we set in 8.2.3(i): q :-n + j + 1, r := rpq~"~J~l + d (with (d,p) = 1). Then we get that as G A with j = rpq + d>n+y+1, a" > 0, (d,p) = 1. In particular (when d = 1) we get our inductive statement with d = 0 (mod^"*"1), ¿20 (modpy+2). Substituting this result in 8.2.5 we get that arQ+dM G A also for d = 1 (modp^1), d ^ 1 (modp7+2). This concludes the inductive step.
