Noise-induced amplification: Parametric amplifiers cannot simulate all
  phase-preserving linear amplifiers by Chia, A. et al.
Noise-induced amplification: Parametric amplifiers cannot simulate all
phase-preserving linear amplifiers
A. Chia,1 M. Hajdusˇek,1 R. Nair,2, 3 R. Fazio,4, 5, 1 L. C. Kwek,1, 6 and V. Vedral1, 7
1Centre for Quantum Technologies, National University of Singapore
2School of Physical and Mathematical Sciences, Nanyang Technological University, Singapore
3Complexity Institute, Nanyang Technological University, Singapore
4ICTP, Strada Costiera, Trieste, Italy.
5NEST, Scuola Normale Superiore and Instituto Nanoscienze-CNR, Pisa, Italy
6National Institute of Education, Nanyang Technological University, Singapore
7Department of Physics, University of Oxford, UK
(Dated: April 26, 2019)
A deterministic linear amplifier must add noise to its input. Conventional wisdom on linear
amplifiers dictates that: (i) Noise added internally by the amplifier is purely deleterious, the sole
purpose of which is to impose quantum theory. (ii) A phase-preserving linear amplifier, no mat-
ter how it is physically realised, can be simulated by a parametric amplifier [C. M. Caves et al.,
Phys. Rev. A 86, 063802 (2012)]. Here we show an effect that we call noise-induced amplification
whereby the added noise of a linear amplifier—the very same noise that corrupts an input signal—
can amplify an arbitrary input field. This runs counter to the conventional view that amplifier-added
noise plays only a negative role. It is also a counterexample to the claimed universality of the para-
metric amplifier in (ii). The underlying mechanism of noise-induced amplification can be understood
as two-photon emissions from a gain medium with one of the emissions being stimulated while the
other spontaneous. Furthermore, we provide another counterexample to (ii) by constructing another
phase-preserving linear amplifier involving third-order nonlinearities.
Introduction.— Linear amplification has long been an
integral part of quantum measurements whereby a weak
signal is amplified to a detectable level [1, 2]. In more re-
cent times, due to advances in quantum optics and quan-
tum information, linear amplifiers are also seen as a fa-
cilitating component of many useful tasks such as state
discrimination [3], quantum feedback [4], metrology [5],
and entanglement distillation [6, 7].
Quantum mechanics commands any linear amplifier to
add noise to its input [8]. Such noisy amplification of a
single bosonic input can be modelled by a linear differ-
ential equation for its amplitude (annihilation operator)
of the form
d
dt
aˆ(t) = κ aˆ(t) + fˆ(t) , (1)
where κ is the amplification rate (a positive real num-
ber), and fˆ(t) represents noise added by the amplifier.
Generally fˆ(t) is assumed to be a zero-mean Markov pro-
cess. It is due to amplifier degrees of freedom. The time-
dependent solution aˆ(t) to (1) — often at a designated
time instant — is defined as the output of the amplifier
corresponding to the input aˆ(0). The ultimate perfor-
mance of a linear amplifier is thus determined by the
least amount of noise that it must add consistent with
quantum theory. Such quantum-limited performance of
linear amplifiers had been studied as early as the 1960s
for phase-preserving amplifiers [9, 10]. These results were
later unified, and further generalised to phase-sensitive
amplifiers by Caves [11].
It is a long held belief that amplifier-added noise is
nothing but mere nuisance. This view has motivated
noise-reduction methods in linear amplifiers [12–14], or
methods which evade it altogether by trading the ampli-
fier’s deterministic operation for noiseless gain [15–17]. It
should not come as a surprise that amplifier-added noise
is viewed as something purely negative since it has not
been shown to behave otherwise in all known examples
of linear amplifiers to date. In fact, the ubiquity of such
added noise in linear amplifiers has led Caves et al. to ar-
gue that any phase-preserving linear amplifier, no matter
how it is realised, is equivalent to a parametric amplifier
(paramp) [18]. An implicit caveat for this to be true, as
we will show, is that the added noise be independent of
the signal (though it may not be obvious how other kinds
of noise would arise). In other words, conventional wis-
dom regards the amplifier noise to be only additive [19],
neglecting the possibility that it may also be multiplica-
tive or otherwise [39]
In this Letter, we show how multiplicative noise may
arise in phase-preserving linear amplifiers and that this
has two very important implications for the theory of lin-
ear amplifiers: (i) Such noise serves to impose quantum
mechanics on the amplifier and simultaneously amplify
an input signal. This is in stark contrast to the con-
ventional view that the sole function of added noise is to
enforce quantum theory. (ii) It violates the equivalence of
phase-preserving linear amplifiers to the paramp model
claimed in Ref. [18].
The paper is organised as follows. We first define the
model for noise-induced amplification and then describe
its realisation, leaving the details to Ref. [21]. Its phase
properties are then analysed and shown to satisfy the cri-
terion for it to be captured by a paramp [18]. Despite
this, we prove that it is inequivalent to the paramp. To
the best of our knowledge this is the first demonstra-
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2tion of a linear amplifier that falls outside the paramp
paradigm. Having explored the consequences of noise-
induced amplification in general terms we then describe
it in terms of atom-photon interactions, and finally end
with a discussion of its broader relevance.
Noise-induced amplification.— If we demand that am-
plification be linear and the result of noise alone, then
the average of the added noise can no longer be zero be-
cause linear amplification requires the average amplitude
〈aˆ〉 to satisfy d〈aˆ〉/dt = γ 〈aˆ〉 with γ being positive (and
real if it is to be phase preserving [11, 18]). We show that
this is possible when
d
dt
aˆ(t) = aˆ†(t) wˆ(t) . (2)
That is, it is possible to choose a noise process wˆ(t) that
ensures [aˆ(t), aˆ†(t)] = 1ˆ for all t, and simultaneously sat-
isfies the requirement for amplification〈
aˆ†(t) wˆ(t)
〉
= γ
〈
aˆ(t)
〉
, (3)
where γ ≥ 0. Unlike the ‘signal-plus-noise’ model of (1),
the noise in (2) is multiplicative but otherwise wˆ(t) itself
may be treated as zero-mean and Markovian, just like
fˆ(t) in (1). We refer to (2) and (3) as noise-induced
amplification (“noisi amplification”), and to the amplifier
as a “noisiamp”. The amplitude gain of the noisiamp is
g(t) = 〈aˆ(t)〉/〈aˆ(0)〉 = exp(γ t).
The model of (2) and (3) can be realised by using a
gain medium that mediates two-photon interactions. An
effective model for this is an interaction Hamiltonian that
couples a single bosonic mode (representing the signal) to
a collection of two-level atoms via two-photon exchanges
in the rotating-wave approximation. One can show, that
such an interaction Hamiltonian within the Born–Markov
approximation leads to (2) on setting the excited-state
and ground-state atomic populations equal. The oper-
ator wˆ(t) is then realised by a weighted sum over the
Pauli lowering operators for each atom (the weights be-
ing coupling constants). The detailed derivation is left
to Ref. [21].
Noisi amplification can be understood as classical cor-
relation between the internal noise source of the ampli-
fier and the signal that is being amplified. This is the
essential content of (3). Though such equations are not
typically encountered in the amplifier literature, it is cer-
tainly allowed within the Born–Markov framework. The
important point to note here is that the Markov approx-
imation does not treat wˆ(t) as truly white. All that is
required is for wˆ(t) to have a small but nonzero correla-
tion time, otherwise (3) would be zero and there would be
no amplification. In other words, if there is no correlation
between the noise and signal, there is no amplification.
Phase properties.—The noisiamp is a phase-covariant
amplifier. We define an arbitrary linear amplifier to
be phase covariant if and only if the corresponding
completely-positive trace-preserving map (hereafter sim-
ply map) A(t) is such that [40]
A(t)Pϕ = PϕA(t) , (4)
where Pϕ is the phase-shift map defined by Pϕρ =
exp(−iϕnˆ) ρ exp(iϕnˆ). To prove phase covariance of the
noisiamp it is useful to think of A(t) as many composi-
tions of A(δt) in the limit that δt −→ 0. That is, if we
define δt = t/n then A(t) = [A(δt)]n as n −→∞. Hence
to show the noisiamp is phase covariant, all we have to
do is show that its map satisfies (4) for an infinitesimal
time interval dt. The map for the noisiamp can be shown
to have the form N (t) = exp(L t) with [21]
L = γ
2
(D[aˆ2] +D[aˆ†2] ) , (5)
where D[Aˆ]ρ = AˆρAˆ† − (Aˆ†Aˆρ + ρAˆ†Aˆ)/2 for any Aˆ.
For an infinitemsimal interval dt we may write N (dt) =
1+L dt in which case the conditionN (dt)Pϕ = PϕN (dt)
becomes
LPϕ = Pϕ L . (6)
It is then possible to show that (6) is true [21].
One can also show, by an explicit calculation, that the
noisiamp is phase insensitive in the conventional sense
[11, 22]. That is, xˆϕ = [aˆ exp(−iϕ) + aˆ† exp(iϕ)]/
√
2
is such that it satisfies 〈xˆϕ(t)〉 = g 〈xˆϕ(0)〉 and
〈[∆xˆϕ(t)]2〉 = g2 〈[xˆϕ(0)]2〉+N where g and N are inde-
pendent of ϕ, and we have defined ∆xˆϕ = xˆϕ − 〈xˆϕ〉.
For the noisiamp g is as defined already, and N =
g2(g2 − 1)[〈nˆ(0)〉 + 1/2] (nˆ = aˆ†aˆ). Both are indeed in-
dependent of ϕ.
Inequivalence to the paramp.—A paramp has two in-
puts, aˆ and bˆ. The input mode aˆ represents the signal
amplitude to be amplified and acts on Hilbert space HA.
Mode bˆ is an ancillary system acting on HB and whose
initial state is σ. If we assume the signal mode to be
prepared in an initial state ρ(0), then the paramp output
in the Schro¨dinger picture is defined by
ρ(t) = E(t) ρ(0) = TrB
[
Sˆ(t) ρ(0)⊗ σ Sˆ†(t)] . (7)
Here TrB denotes a partial trace over HB and Sˆ(t) =
exp[κ (aˆ bˆ − aˆ†bˆ†) t] where κ ≥ 0 (see also Fig. 1). In
Ref. [18], it was asserted that any phase-preserving lin-
ear amplifier, no matter how it is physically realised, is
always equivalent to the paramp for some (κ, t) (which
determines its amplitude gain), and a physical choice of
σ, thus leading to a complete classification of such am-
plifiers. The foregoing analysis of the noisiamp phase
properties show that it satisfies all the assumptions re-
quired in Ref. [18] to fall under the ambit of the paramp
model. We now show that, despite this, the noisiamp is
irreproducible by a paramp as illustrated in Fig. 1.
For the paramp map E(t) to be equivalent to N (t), it
is necessary that moments of the output aˆ(t) from the
paramp be identical to the moments of aˆ(t) from the
noisiamp for an arbitrary input state ρ(0) sent into both
types of amplifiers. Now we show that this cannot be
satisfied by considering the output amplitude and pho-
ton number corresponding to N (t) and E(t). For the
3  A 
𝑆  ( ⊗ ) 𝑆 †   ℰ ≠ A 
FIG. 1: Top: An arbitrary phase-preserving linear amplifier
described by the map A. The input is shown in black while
the output (the amplified signal) is shown in red. The added
noise due to the internal physics of the amplifier is shown
as the blurry blue outline on the output. Bottom: Paramp
model—Ref. [18] argues that regardless of the amplifier’s in-
ternal physics, they may all be thought of as a two-mode
squeezing operation with an appropriately chosen Sˆ and σ.
The noisiamp of this paper is a counterexample to this.
noisiamp they are 〈aˆ(t)〉 = g 〈aˆ(0)〉 and [21]
〈
nˆ(t)
〉
= g4
〈
nˆ(0)
〉
+
g4 − 1
2
. (8)
The same quantities for the paramp are 〈aˆ(t)〉 =
G 〈aˆ(0)〉+√G2 − 1 〈bˆ(0)〉 where G = cosh(κ t), and〈
nˆ(t)
〉
= G2
〈
nˆ(0)
〉
+
(
G2 − 1) 〈bˆ(0) bˆ†(0)〉 . (9)
Note that all initial moments for the ancillary mode are
taken with respect to σ while those for the signal mode
are taken with respect to ρ(0). By linearity one must
choose, 〈bˆ(0)〉 = 0 for the paramp. To ensure the two
amplifiers give identical 〈aˆ(t)〉 we must also set G = g.
Now consider an input signal prepared in some state, say
ρ1 with average photon number 〈nˆ(0)〉1. It is necessary
that the noisiamp output the same photon number as the
paramp corresponding to this input, i.e.
g4
〈
nˆ(0)
〉
1
+
g4 − 1
2
= g2
〈
nˆ(0)
〉
1
+
〈
bˆ(0) bˆ†(0)
〉
. (10)
Similarly we may consider another input state ρ2 with
a different average photon number 〈nˆ(0)〉2. The same
requirement leads to
g4
〈
nˆ(0)
〉
2
+
g4 − 1
2
= g2
〈
nˆ(0)
〉
2
+
〈
bˆ(0) bˆ†(0)
〉
. (11)
Subtracting (11) from (10) we get
g4
[〈
nˆ(0)
〉
1
− 〈nˆ(0)〉
2
]
= g2
[〈
nˆ(0)
〉
1
− 〈nˆ(0)〉
2
]
. (12)
Equation (12) clearly cannot be satisfied unless g = 1 =
G (which means no amplification). Thus, the paramp
cannot be a universal model for all phase-preserving lin-
ear amplifiers. Note that it is the difference in how 〈nˆ(t)〉
scales with g in the two types of amplifiers that makes
E(t) 6= N (t). To the best of our knowledge, this is the
first time that a phase-preserving linear amplifier has
been shown to fall outside the reach of the paramp.
It is natural to wonder whether the noisiamp is some-
thing of a special case. One can show that M(t) =
exp(Lt) where now
L = γ
9
(D[aˆ3] +D[aˆ†3] )+ γ D[aˆ2] , (13)
defines a phase-covariant linear amplifier with the same
gain as (2) but may have a different Heisenberg equation.
In this case a simple analytic expression like (8) cannot
be found for the average output photon number. It is
nevertheless possible to show thatM(t) leads to average
photon numbers which are irreproducible by the paramp.
See the detailed proof in Ref. [21].
Atom-photon interactions.—We stated underneath (2)
how the noisiamp may be realised using a gain medium
with two-photon transitions. We also discussed how it
can be understood in terms of correlations from the per-
spective of stochastic processes. Here we delve into these
issues a little bit more. Namely, we show how the noisi-
amp operates at the level of elementary atom-photon in-
teractions by taking the white-noise limit of (2). It will
be instructive to first see how the standard linear am-
plifier of (1) can be understood in terms of elementary
atom-photon interactions when it is realised using a gain
medium with one-photon transitions. Such a realisation
of (1) would result in κ = κ↑ − κ↓ where κ↑ and κ↓ are
effective populations of the excited and ground states of
the gain-medium atoms [24]. In this case, the average
photon number of the signal evolves according to
d
dt
〈
nˆ(t)
〉
=
1
2
(
κ↑ − κ↓
) 〈
nˆ(t)
〉
+ κ↑ . (14)
Each term on the right-hand side can be linked to an ele-
mentary atom-photon interaction, namely κ↑〈nˆ(t)〉 origi-
nates from stimulated emission while −κ↓〈nˆ(t)〉 is due to
absorption since these are the only two atom-photon in-
teractions that can depend on the signal strength 〈nˆ(t)〉.
The one process which depends solely on the excited-
state population is spontaneous emission which is associ-
ated with κ↑. These processes are illustrated in Fig. 2(a)
for later comparison with the noisiamp. Equation (14)
suggests that if one wants to understand the noisiamp in
terms of elementary atom-photon interactions then one
should derive its corresponding equation of motion for the
average photon number. Furthermore, if we want to see
clearly the effect of the multiplicative noise on the evo-
lution of 〈nˆ(t)〉 then this calculation is best done in the
Heisenberg picture. However, the correlation between
wˆ(t) and aˆ†(t) makes such an analysis rather cumber-
some so to simplify the calculation we take the white-
noise limit of (2). By the Wong–Zakai theorem, (2) must
then be interpreted as a Stratonovich quantum stochas-
tic differential equation [25–27]. The Itoˆ equivalent of (2)
would then have decorrelated noise, and becomes easier
to analyse [28–30]. Employing Itoˆ calculus then simplifies
the operator algebra that one has to do for higher-order
moments of aˆ(t). It is this simplicity of the Itoˆ formal-
ism that we will now exploit to understand the noisiamp
defined by (2) and (3) in more detail.
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FIG. 2: (a) Fundamental atom-photon interactions in the
linear amplifier of (14) (colour coding consistent with Fig. 1).
Photons emitted spontaneously (i.e. noise photons) are shown
in blue while stimulated ones (i.e. signal photons) are in red
(with the original signal photon shown in black). (b) Elemen-
tary atom-photon interactions responsible for the noisiamp.
The key process is the two-photon emission with one of the
emitted photons being stimulated and one spontaneous via
an intermediate virtual level.
Within Itoˆ quantum stochastic calculus, the noisiamp
may be defined by a two-photon Hudson–Parthasarathy
equation for the Stinespring dilation Uˆ(t, 0) of the atom-
field system [31]:
dUˆ(t, 0) =
{
− γ
4
[
aˆ2(t) aˆ†2(t) + aˆ†2(t) aˆ2(t)
]
dt (15)
− 1
2
[
aˆ2(t) dWˆ †(t)− aˆ†2(t) dWˆ (t)]} Uˆ(t, 0) ,
where dAˆ(t) = Aˆ(t + dt) − Aˆ(t) for any operator Aˆ(t)
and Wˆ (t) is a quantum Wiener process [the integral of
wˆ(t)]. Its increment has zero mean and the second-
order moments (also referred to as quantum Itoˆ rules)
dWˆ †(t) dWˆ (t) = dWˆ (t) dWˆ †(t) = 2 γ dt [31, 32]. The 2γ
here may be taken as an effective excited-state popula-
tion of the gain medium which is set equal to the ground-
state population. The quantum Itoˆ rules essentially as-
sume the range of transition frequencies in the atoms of
the gain medium to be infinite. It is now simple to show
from (15) that the Itoˆ equivalent of (2) is
daˆ(t) = γ aˆ(t) dt+ aˆ†(t) dWˆ (t) . (16)
Using (16) the average photon number evolves as
d
〈
nˆ(t)
〉
= 2 γ
〈
nˆ(t)
〉
dt+
〈
aˆ(t) aˆ†(t) dWˆ †(t) dWˆ (t)
〉
= 2 γ
〈
nˆ(t)
〉
dt+
[〈
nˆ(t)
〉
+ 1
]
2 γ dt . (17)
The first term in (17) is inherited from the γ aˆ(t)dt term
in (16) and contributes 2γ 〈nˆ(t)〉dt number of photons to
the signal on average over an infinitesimal interval dt.
By analogy to (14) it corresponds to one-photon stim-
ulated emission even though only two-photon processes
are covered in our model ! The effect of the multiplica-
tive noise enters through the second term. As can be seen
from (17), it contributes [〈nˆ(t)〉 + 1] 2γ dt noise photons
(on average) to the output in a time of dt. In contrast
to (14), there are now two types of noise photons. The
first is linear in 〈nˆ(t)〉, so it again corresponds to a one-
photon emission but note that it also depends on the sig-
nal strength reaching the atom. The fact that it is a noise
photon means that it must have come from spontaneous
emission. The seemingly strange possibility of getting
one-photon processes in a two-photon model can now be
resolved when we combine this noise photon with the
previous stimulated photon to arrive at the two-photon
process shown on the left of Fig. 2(b). This is the under-
lying mechanism responsible for linear (i.e. one-photon)
amplification in a two-photon process. It also gives us
a physical picture of why it must be correlated with the
amplifier’s internal noise. The second type of noise pho-
ton is the constant 2γ dt in (17) which corresponds to
two-photon spontaneous emission. This is shown on the
right in Fig. 2(b).
Discussion.—Interestingly the claimed universality of
the paramp model can be understood in terms of the con-
cept of programmability defined for a set of maps [33].
A family of completely-positive maps {Φk}k acting on
ρ ∈ HS is defined to be programmable if and only if
there exist a set of states {σk}k (σk ∈ HB) and a fixed
unitary Uˆ (independent of k) acting on HS ⊗ HB such
that Φkρ = TrB[Uˆ(ρ ⊗ σk)Uˆ†]. If we let {Φk}k describe
the set of phase-preserving linear amplifiers with a com-
mon gain, then Ref. [18] may be understood as claim-
ing {Φk}k to be programmable by a paramp i.e. with
Uˆ = Sˆ [two-mode squeezing with a fixed κ t, defined un-
derneath (7)]. We have thus shown that there are in
fact some phase-preserving linear amplifiers (namely ones
with multiplicative noise) that a paramp cannot be pro-
grammed to simulate.
The use of the Heisenberg picture should also be high-
lighted. A Schro¨dinger-picture treatment where the in-
put state evolves under a master equation (an equation of
motion for the signal state) has the noise averaged over.
The Heisenberg picture has the advantage that it does
not do this averaging and this is what allowed us to see
explicitly its effect on the input signal [as demonstrated
in (2), (3), and (17)]. The possibility of linear amplifica-
tion and the atom-photon interaction necessary for this
to occur in a two-photon device had been noted earlier
[34]. But no explicit connection to noise was made (such
as addressing the type of noise the amplifier was adding).
The Heisenberg-picture analysis used here is thus criti-
cal for the insight on amplifier-added noise. It is what
allowed us to cleanly pick out the noise contribution to
the output to arrive at Fig. 2(b). It is also worth men-
tioning that two-photon processes very similar to those
discussed here have been observed in various systems,
e.g. Refs. [35–37] (see Ref. [38] and the references therein
for more details).
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6Supplementary Material for “Noise-induced amplfication: Parametric amplifiers
cannot simulate all phase-preserving linear amplifiers”
I. REALISATION OF THE NOISE-INDUCED AMPLIFIER
A. Amplitude equation of motion
The noisiamp may be realised as an open system modelled by a single bosonic oscillator (with Hilbert space HS)
coupled to a bath of two-level atoms (with Hilbert space HB) that mediate two-photon transitions. The atoms model
the gain medium that is used for amplification. The full Hamiltonian Hˆ on HS ⊗HB is
Hˆ = ~ω0 aˆ†aˆ+
∑
n
~ωn
2
pˆizn + aˆ
2 Πˆ† + aˆ†2 Πˆ , (18)
where ω0 is the oscillator’s natural frequency and pˆi
z
n, pˆi
+
n , and pˆi
−
n are atomic operators for the nth atom is defined by
pˆizn = pˆi
+
n pˆi
−
n − pˆi−n pˆi+n , pˆi+n = |⇑n〉〈⇓n| , pˆi−n = |⇓n〉〈⇑n| . (19)
We have also defined the bath operators
Πˆ = ~
∑
n
ξn pˆi
−
n , Πˆ
† = ~
∑
n
ξ∗n pˆi
+
n . (20)
The bath will be assumed to be at temperature T so that its state ρB is given by
ρB =
⊗
n
ρn , ρn =
exp
(−β~ωnpˆizn/2)
Zn
, (21)
where we have defined β = 1/kB T , and kB is the Boltzmann constant. The normalisation of ρn (also the partition
function) is
Zn = Tr
[
exp
(−β~ωnpˆizn/2)] = 2 cosh(β~ωn2
)
. (22)
It will also be useful to introduce the shortands for the atomic populations in the nth atom:
〈⇑n|ρn|⇑n〉 ≡ N⇑(ωn, T ) , 〈⇓n|ρn|⇓n〉 ≡ N⇓(ωn, T ) . (23)
The Heisenberg equation of motion for the oscillator’s amplitude aˆ is defined by
d
dt
aˆ(t) = − i
~
eiHˆt/~
[
aˆ(0), Hˆ(0)
]
e−iHˆt/~ , (24)
where Hˆ(0) = Hˆ. Noting that at the initial time the system and bath operators commute, we find
d
dt
aˆ(t) = −i ω0 aˆ(t)− i~ 2 aˆ
†(t) Πˆ(t) . (25)
where Πˆ(t) = exp(iHˆt/~) Πˆ exp(−iHˆt/~). It helps to move into a rotating frame at the oscillator frequency by
defining
a¯(t) = aˆ(t) ei ω0t . (26)
Differentiating a¯(t) and using (25) we get
d
dt
a¯(t) = − i
~
2 a¯†(t) Πˆ(t) ei 2ω0 t . (27)
We see that a¯(t) is coupled to Πˆ(t). To deal with this one may substitute the formal solution for Πˆ(t) back into (27)
iteratively. However, if the system and bath are only weakly coupled then we can approximate the system evolution
7up to second order in the interaction strength. This step constitutes the so-called Born approximation, after which
we arrive at
d
dt
a¯(t) = − i
~
2 a¯†(t) Π˜(t) ei 2ω0t − 2
~2
a¯†(t)
∫ t
0
dt′ a¯2(t′)
[
Π˜(t), Π˜†(t′)
]
ei 2ω0(t−t
′) , (28)
where we have defined
Π˜(t) = ~
∑
n
ξn pˆi
−
n (0) e
−i ωnt . (29)
The system’s evolution is now affected by the history of Π˜(t) in the commutator inside the integrand. We can simplify
this by first replacing the bath commutator by its average, which is justified if we are going to use the Heisenberg
equation of motion for calculating expectation values. The dependence on the history of Π˜(t) can then simplified by
making the Markov approximation: This relies on the characteristic timescale over which a¯(t) evolves to be much
longer than the timescale over which bath correlations decay. In this regime we can then replace the system operators
at time t′ < t, by the present time t and extend the top limit of the time integrals to infinity. Doing so allows us to
compute the time integral in (28) by assuming the distribution of transition frequencies of the atoms to be sufficiently
dense. We may then convert the sum over atomic degrees of freedom in Π˜(t) into an integral by introducing a function
D(ω) which counts how many atoms there are per transition frequency in the bath. That is, D(ω) dω is the number
of atoms in the bath with a transition frequency in the range from ω to ω + dω. We then have
d
dt
a¯(t) =
(
κ⇑ − κ⇓
)
a¯†(t) a¯2(t)− i
~
2 a¯†(t) Π˜(t) ei 2ω0t , (30)
where we have further defined
κ⇑ = γ N⇑(2ω0, T ) , κ⇓ = γ N⇓(2ω0, T ) , γ ≡ 2piD(2ω0) |ξ(2ω0)|2 . (31)
In (30) we have neglected shifts in the oscillator’s frequency due to the bath correlation functions on the grounds that
they are typically very small [1, 2]. Physically this can be expected since atoms that are detuned from 2ω0 would not
be expected to have a strong two-photon coupling. The dominant coupling occurs for the on-resonance case and they
give rise to κ⇑ and κ⇓.
B. Effects of noise—linear amplification
The model of (30) now becomes a linear system on setting N⇑ = N⇓ = 1/2 so that
κ⇑ = κ⇓ =
γ
2
. (32)
Thus to obtain at least a linear system we now restrict our attention on the limit of (32). A linear amplifier should
then have a linear equation of motion in the amplitude when averaged. The dynamics of 〈aˆ(t)〉 can be found directly
by taking the average of the nonlinear Heisenberg equation (30):
d
dt
〈a¯(t)〉 = − i
~
2
〈
a¯†(t) Π˜(t)
〉
ei 2ω0t . (33)
The difficulty in calculating 〈a¯†(t) Π˜(t)〉 is because Π˜(t) is correlated with a¯(t). To deal with this we integrate (30) to
get
〈
a¯†(t)Π˜(t)
〉
=
〈
a¯†(0)Π˜(t)
〉
+
(
κ⇑ − κ⇓
) ∫ t
0
dt′
〈
a¯†2(t′) a¯(t′)Π˜(t)
〉
+ 2
i
~
∫ t
0
dt′
〈
Π˜†(t′) a¯(t′)Π˜(t)
〉
e−i 2ω0t
′
. (34)
Because we are assuming Π˜(t) to have very short correlation times (the Markov approximation) we can approximately
factorise multitime averages between noise operators at time t and system operators at time t′ provided that t > t′.
For example, for any system operator sˆ,〈
sˆ(t′) Π˜(t)
〉
=
〈
sˆ(t′)
〉〈
Π˜(t)
〉
= 0 , t > t′ , (35)
8where we have noted that Π˜(t) has zero mean. When t > t′ Π˜(t) and sˆ(t′) are in fact independent so we have[
sˆ(t′), Π˜(t)
]
= 0 , t > t′ . (36)
Hence by Markovianity we have,〈
a¯†(t)Π˜(t)
〉
= 2
i
~
〈a¯(t)〉 e−i 2ω0 t
∫ ∞
0
dτ
〈
Π˜†(t− τ)Π˜(t)〉 ei 2ω0τ = i~κ⇑ 〈a¯(t)〉 e−i 2ω0 t . (37)
Substituting this back into (33) thus gives
d
dt
〈a¯(t)〉 = − i
~
2
〈
a¯†(t) Π˜(t)
〉
ei 2ω0t = 2κ⇑ 〈a¯(t)〉 . (38)
Equations (30) and (38) (for κ⇑ = κ⇓) can now be seen to reproduce the noisiamp model of (2) and (3) in the main
text by defining
wˆ(t) = − i
~
2 Π˜(t) ei 2ω0t , (39)
and relabelling a¯(t) as aˆ(t) (keeping in mind that it is an equation of motion in the rotating frame).
C. Consistency with quantum mechanics and photon-number evolution
We can show that (30) preserves the canonical commutation relation for aˆ and aˆ†. It is sufficient to show that if at
time t the commutator is true, then
d
[
aˆ(t), aˆ†(t)
]
= 0 , (40)
where dsˆ(t) ≡ sˆ(t+dt)− sˆ(t) for any operator sˆ. From now on we shall simply write aˆ(t) and aˆ†(t) for the annihilation
and creation operators in the rotating frame. A calculation akin to Sec. I B is rather cumbersome so we use the Itoˆ
equivalent of (30) [see the discussion around (16) in the main text]:
daˆ(t) = 2κ⇑ aˆ(t) dt+
(
κ⇑ − κ⇓
)
aˆ†(t) aˆ2(t) + aˆ†(t) dWˆ (t) (41)
where dWˆ (t) = wˆ(t) dt satisfies the Itoˆ rules
dWˆ †(t) dWˆ (t) = 4κ⇑ dt , dWˆ (t) dWˆ †(t) = 4κ⇓ dt . (42)
Omitting the time argument for ease of writing we have
d
[
aˆ, aˆ†
]
= (daˆ) aˆ† + aˆ (daˆ†) + (daˆ)(daˆ†)− (daˆ†)aˆ− aˆ†(daˆ)− (daˆ†)(daˆ) (43)
= (κ⇑ − κ⇓)(aˆ†aˆ2aˆ† + aˆ aˆ†2aˆ− 2 aˆ†2aˆ2) dt− 4 (κ⇑ − κ⇓) aˆ†aˆ dt . (44)
On normal ordering the first two terms in the parentheses on the right-hand side we arrive at (40). As part of the
proof of (40) we have also worked out the photon-number evolution in the general case when κ⇑ 6= κ⇓. Its average
gives
d
dt
〈aˆ†aˆ〉 = 2 (κ⇑ − κ⇓)
〈
aˆ†2aˆ2
〉
+ 8κ⇑
〈
aˆ†aˆ
〉
+ 4κ⇑ . (45)
In the main text we worked out the corresponding atom-photon interactions taking place when κ⇑ = κ⇓ so that the
nonlinear term in (45) does not contribute to the noisiamp [see Fig. 2(b) of the main text]. The nonlinear term here
represents a two-photon generalisation of the linear (i.e. one-photon) amplifier. We depict the necessary atom-photon
interactions associated with the general two-photon amplifier in Fig. 3.
By the same arguments as in Sec. I A, one can derive the equation of motion for the oscillator’s state in the rotating
frame. This is a master equation of the form
d
dt
ρ(t) = κ⇓D[aˆ2] ρ(t) + κ⇑D[aˆ†2] ρ(t) ≡ L ρ(t) . (46)
This provides an alternative check for the consistency of the moment equations obtained using the Heisenberg equations
of motion. The master-equation calculation however would not reveal which terms originate from noise.
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FIG. 3: Various two-photon atom-field interactions occurring in (45) via an intermediate virtual level (dashed line). From left
to right: Two-photon absorption, two-photon stimulated emission, two-photon emission with one stimulated emission and one
spontaneous, two-photon spontaneous emission.
II. PHASE COVARIANCE
We have already argued in the main text that phase covariance follows from (6) (recalled here for convenience):
LPϕ = Pϕ L , (47)
with L given by (46) [and (32) for the noisiamp] and
Pϕ ρ = e−iϕnˆ ρ eiϕnˆ ≡ ρϕ , (48)
where nˆ = aˆ†aˆ. Here we will in fact prove that any m-photon dissipator leads to a phase-covariant channel, namely,
D[aˆm]Pϕ = PϕD[aˆm] , D[aˆ†m]Pϕ = PϕD[aˆ†m] . (49)
This is useful for showing that all other linear amplifier constructed using (49) are all phase covariant as in our second
counterexample in the next section. For D[aˆm] we have,
D[aˆm]Pϕ ρ = aˆm ρϕ aˆ†m − 1
2
aˆ†m aˆm ρϕ − 1
2
ρϕ aˆ
†m aˆm (50)
=
(
e−iϕnˆ eiϕnˆ
)
aˆm ρϕ aˆ
†m (e−iϕnˆ eiϕnˆ)− 1
2
(
e−iϕnˆ eiϕnˆ
)
aˆ†m
(
e−iϕnˆ eiϕnˆ
)
aˆm ρϕ
− 1
2
ρϕ aˆ
†m (e−iϕnˆ eiϕnˆ) aˆm (e−iϕnˆ eiϕnˆ) (51)
= e−iϕnˆ
(
eiϕnˆ aˆme−iϕnˆ
)
ρ
(
eiϕnˆ aˆ†me−iϕnˆ
)
eiϕnˆ − 1
2
e−iϕnˆ
(
eiϕnˆ aˆ†m e−iϕnˆ
)(
eiϕnˆ aˆm e−iϕnˆ
)
ρ eiϕnˆ
− 1
2
eiϕnˆ ρ
(
eiϕnˆ aˆ†m e−iϕnˆ
)(
eiϕnˆ aˆm e−iϕnˆ
)
eiϕnˆ . (52)
This can simplified by noting that exp(iϕnˆ) aˆ exp(−iϕnˆ) = aˆ exp(−iϕ) from which we can also see that
exp(iϕnˆ) aˆm exp(−iϕnˆ) = aˆm e−imϕ . (53)
Equation (52) is thus
D[aˆm]Pϕ ρ = e−iϕnˆ aˆmρ aˆ†m eiϕnˆ − 1
2
e−iϕnˆ aˆ†m aˆm ρ eiϕnˆ − 1
2
eiϕnˆ ρ aˆ†m aˆm eiϕnˆ (54)
= e−iϕnˆ
(
aˆmρ aˆ†m − 1
2
aˆ†m aˆm ρ − 1
2
ρ aˆ†m aˆm
)
eiϕnˆ
= PϕD[aˆm] ρ . (55)
The proof for D[aˆ†m] follows similarly on replacing aˆ with aˆ† and using
exp(iϕnˆ) aˆ†m exp(−iϕnˆ) = aˆ†m eimϕ . (56)
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FIG. 4: No matter how the paramp operating state σ is chosen to change 〈bˆ(0) bˆ†(0)〉, it cannot produce photon-number
outputs that are entirely within the allowed region above the red-dashed line.
III. A THREE-PHOTON COUNTEREXAMPLE
To demonstrate the non-uniqueness of the noisiamp as an example which cannot be described by the paramp, we
proposed in the main text the example defined by
d
dt
ρ(t) =
γ
9
D[aˆ3] ρ(t) + γ
9
D[aˆ†3] ρ(t) + γ D[aˆ2] ρ(t) . (57)
This is clearly a phase-covariant linear amplifier by the results of Sec. II. It is simple to show from this that
d
dt
〈aˆ〉 = γ 〈aˆ〉 , (58)
d
dt
〈nˆ〉 = 2 γ 〈nˆ2〉+ 6 γ 〈nˆ〉+ 2 γ . (59)
It is obvious that 〈aˆ(t)〉 = g〈aˆ(0)〉 where g = exp(γ t). However, the output average photon number is now coupled
to its second moment. We can still show that it leads to unattainable values for the paramp by considering a lower
bound of 〈nˆ(t)〉 by ignoring the first term of (59). Solving the resulting differential equation gives
〈
nˆ(t)
〉
LB
= g6
〈
nˆ(0)
〉
+
g6 − 1
3
. (60)
The paramp with identical amplitude gain has〈
nˆ(t)
〉
= g2
〈
nˆ(0)
〉
+
(
g2 − 1) 〈bˆ(0) bˆ†(0)〉 . (61)
When considered a function of 〈nˆ(0)〉, (61) is a straight line with gradient g2 and vertical intercept (g2−1) 〈bˆ(0) bˆ†(0)〉.
This is shown as the black line in Fig. 4. On the same axes (60) is shown as the red dashed line (not to scale). It is also
a straight line but with a larger gradient and vertical intercept (g6− 1)/3. The actual solution to (59) must therefore
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lie above the red-dashed line while the area below it (shaded region) is forbidden. Figure 4 clearly illustrates that no
matter how 〈bˆ(0) bˆ†(0)〉 is chosen (by choosing σ in the ancillary mode), the paramp 〈nˆ(t)〉 always has a segment in
the forbidden region of the three-photon example.
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