Abstract. We study symmetry properties of least energy positive or nodal solutions of semilinear elliptic problems with Dirichlet or Neumann boundary conditions. The proof is based on symmetrizations in the spirit of Bartsch, Weth and Willem (J. Anal. Math., 2005) together with a strong maximum principle for quasi-continuous functions of Ancona and an intermediate value property for such functions.
Introduction
This work is devoted to the symmetry properties of least energy positive or nodal solutions of the problem − u + a(x)u = g(x, u) in , u = 0 on ∂ .
(1.1)
The main tools are a general maximum principle and symmetrizations. In Section 2 we prove that if − |u| + a|u| ≥ 0 in the sense of measures, then either u = 0, u > 0 or u < 0 almost everywhere. This results from a maximum principle of Ancona [1] (see also Brezis-Ponce [5] ), and an intermediate value property for quasi-continuous functions. In Section 3, we consider the semilinear equation
on . The main result is Theorem 3.12 which asserts that, under some regularity and growth assumptions on f , if u and the polarized functions u H are weak solutions of (1.2) then u has some symmetry properties. The main tools are the maximum principle of Section 2 and approximation of symmetrizations by polarizations. Section 4 is devoted to the symmetry properties of the least energy positive and nodal solutions of (1.1). In particular we generalize some results of [3, 2, 4, 8, 10, 13] . Our approach is related to [4] , but in contrast to [4] we do not assume that the nonlinearity is smooth so that the solutions of (1.1) are merely weak solutions.
Maximum principle
Consider a function u ∈ C( ), where ⊂ R N is open and connected. If − |u| ≥ 0, then by the strong maximum principle, either |u| = 0 or |u| > 0. By continuity of u, either u = 0, u > 0, or u < 0. We extend this conclusion to operators of the form − + a, and to the case where u is weakly differentiable and not necessarily continuous. loc ( ) in the proposition can be weakened to u ∈ L 1 loc ( ) and u being W 1,1 -quasi-continuous (see Section 2.1 below). Also note that if u is a Radon measure, then u is W 1,1 -quasi-continuous and |u| is a measure [6] , so that the conclusion of Proposition 2.1 holds.
loc ( ), then the hypothesis can be stated as − |u| + a|u| ≥ 0 almost everywhere.
The proof of Proposition 2.1 relies on the combination of a strong maximum principle, by which either |u| > 0 outside of a null-capacity set or |u| = 0, and an intermediate value theorem by which if |u| > 0 outside of a null-capacity set, then u does not change sign.
Quasi-continuous functions
The intermediate statements need some basics from capacity theory [11] . Definition 2.4. Let 1 ≤ p < ∞, ⊂ R N be bounded and open, and ⊂ be compact. The W 1,p -capacity of is
A set A ⊂ has null W 1,p -capacity if cap p, (A) = 0. A property is said to be true W 1,p -quasi-everywhere if the set on which it fails to hold has null W 1,p -capacity.
When q ≤ p, by Hölder's inequality,
Moreover, the capacity is countably subadditive:
While in general the capacity depends on , the notion of vanishing capacity is local and does not depend on . Proof. Since ⊂ R N , it has a countable neighbourhood basis; therefore there are open sets (U n ) n≥1 such that = n≥1 U n and cap p, (A ∩ U n ) ≤ cap p,U n (A ∩ U n ) = 0. By countable subadditivity, one concludes that cap p, (A) = 0.
Conversely, by the first part of the proof, we can assume U = B(x, r) ⊂ . Let r n = (1 − n −1 )r. By Lemma 2.6,
Therefore, by countable subadditivity,
Lemma 2.6. Let 0 < ρ < r. If A ⊂ B(x, ρ) and B(x, r) ⊂ , then
Proof. It is sufficient to prove the inequality when A is compact. For ε > 0, let ϕ ∈ D( ) be such that ϕ ≤ 1 in , ϕ ≡ 1 on a neighbourhood of A and , r) ) and ηϕ ≡ 1 on a neighbourhood of A, so that
By the Poincaré inequality, this implies
Since ε > 0 is arbitrary, this concludes the proof. Just as null-capacity, quasi-continuity is a local notion:
Proposition 2.9. Let ⊂ R N be bounded and open and let u : → R. If for every x ∈ , there is an open set U ⊂ such that x ∈ U and u| U is quasi-continuous, then u is quasi-continuous. Conversely, if u is quasi-continuous and U ⊂ is open, then u| U is quasi-continuous.
Proof. Since ⊂ R N , it has a countable neighbourhood basis, so there are open sets (U n ) n≥1 such that = n≥1 U n and u| U n is quasi-continuous. Let ε > 0. By definition of quasi-continuity, for every n ≥ 1, there is an open set ω n ⊂ U n such that cap p,U n (ω n ) ≤ 2 −n ε and u| U n \ω n is continuous. Let ω = n≥1 ω n . The set ω is open. The function u| \ω is continuous. By countable subadditivity of the capacity, cap p, (ω) ≤ ε. Since ε > 0 is arbitrary, u is quasi-continuous.
Conversely, by the first part of the proof, we can assume U = B(x, r) ⊂ . Let ε > 0. By definition of quasi-continuity, there is ω n such that u| \ω n is continuous and cap p, (ω n ) ≤ ε3 −n . Letting r n = (1 − 2 −n/p )r, one has cap p,B(x,r) (ω n ∩ B(x, r n ))
Let now ω = n≥1 (ω n ∩ B(x, r n )). The function u| B(x,r)\ω is continuous, and cap p,B(x,r) (ω) ≤ C p 2ε diam( ) p /r p . Since ε > 0 was arbitrary, u| B(x,r) is quasicontinuous.
Maximum principle
The first ingredient of the proof of Proposition 2.1 is the following strong maximum principle.
Theorem 2.10 (Ancona [1] , Brezis and Ponce [5] ). Let be bounded and connected. Let u ∈ L 1 ( ) with u ≥ 0 almost everywhere in be such that u is a Radon measure on . Then there existsũ W 1,2 -quasi-continuous such that u =ũ almost everywhere in .
Let a ∈ L 1 ( ) with a ≥ 0 almost everywhere in . If
and ifũ = 0 on a set of positive W 1,2 -capacity in , then u = 0 almost everywhere in .
Intermediate value property
The second ingredient is an intermediate value property for W 1,1 -quasi-continuous functions.
Proposition 2.11. Let be open, connected and bounded. If u : → R is W 1,1 -quasicontinuous and u = 0 W 1,1 -quasi-everywhere, then either u > 0 or u < 0 almost everywhere.
Remark 2.12. Recall that null sets for the W 1,1 -capacity and for the N − 1-dimensional Hausdorff measure coincide [11] . Therefore, Proposition 2.11 can be restated as: If u = 0 almost everywhere for the N − 1-dimensional Hausdorff measure, then u does not change sign. When u is continuous, this can be proved straightforwardly.
Remark 2.13. In the same spirit, if is connected, u ∈ W 1,1 loc ( ) and |u| ≥ ε > 0 almost everywhere, then either u ≥ ε or u ≤ −ε almost everywhere [9] .
The proof of the intermediate value property of Proposition 2.11 relies on the following lemma, which is a geometric version of the Poincaré inequality. 
Without loss of generality, assume that
Since ⊂ B(0, 1) is compact, there exists ϕ ∈ D(B(0, 1)) such that ϕ ≤ 1, ϕ = 1 on a neighbourhood of and
By the Poincaré-Sobolev inequality
where d N depends only on N. Moreover,
where c N comes from the Poincaré inequality in W 1,1 0 (B(0, 1)).
and
We can now prove Proposition 2.11.
Proof of Proposition 2.11. Assume first that = B(0, 1). Since u is quasi-continuous and is nonzero quasi-everywhere, by definition, for every ε > 0, there exists an open set ω ⊂ B(0, 1) such that u| B(0,1)\ω is continuous and does not vanish, and cap 1,B(0,1) (ω)
and let F + = B + \ω and F − = B − \ω. Since the sets F + and F − are closed and disjoint in B(0, 1), by Lemma 2.6, they satisfy
On the other hand, by the Poincaré-Sobolev inequality,
This extends to = B(x, r) by translation and dilation.
In general let + = {x ∈ : ∃r > 0 such that u(y) > 0 for a.e. y ∈ B(x, r)}, − = {x ∈ : ∃r > 0 such that u(y) < 0 for a.e. y ∈ B(x, r)}.
The sets − and + are open and disjoint by definition. By the first part of the proof, = + ∪ − . Since is connected, either = + or = − .
Proof of Proposition 2.1
First assume that is bounded and u ∈ L 1 ( ). By Theorem 2.10, either |u| = 0 almost everywhere or |u| > 0, W 1,2 -quasi-everywhere. If |u| > 0, W 1,2 -quasi-everywhere, then by (2.2), u = 0 W 1,1 -quasi-everywhere, and then by Proposition 2.11, either u > 0 or u < 0 almost everywhere. In general, define + = {x ∈ : ∃B(x, r) ⊂ such that u(y) > 0 for a.e. y ∈ B(x, r)}, 0 = {x ∈ : ∃B(x, r) ⊂ such that u(y) = 0 for a.e. y ∈ B(x, r)}, − = {x ∈ : ∃B(x, r) ⊂ such that u(y) < 0 for a.e. y ∈ B(x, r)}.
By definition + , 0 and − are open and disjoint. Moreover, since the first part of the proof is applicable to B(x, r) when B(x, r) ⊂ , one has
By the connectedness of , one of these sets must be .
Invariance under symmetrizations

Symmetrizations and polarizations
Our symmetry results are expressed in terms of symmetrizations and proved in terms of polarizations.
3.1.1. Symmetrization. Let us first recall the notion of Steiner and cap symmetrizations of sets and of functions.
The Steiner symmetrization of a set A ⊂ R N with respect to S is the unique set A * such that for any
Definition 3.2. Let S be a k-dimensional closed affine half subspace of R N , 1 ≤ k ≤ N − 1 and let ∂S be the boundary of S inside the affine plane generated by S. The cap symmetrization of a set A ⊂ R N with respect to S is the unique set A * such that A * ∩∂S = A ∩ ∂S and for each x ∈ ∂S, if L is the (N − k + 1)-dimensional hyperplane orthogonal to ∂S that contains x and y is the unique point of the intersection ∂B(x, ) ∩ S ∩ L, then, for every > 0,
From now on, S is a fixed affine closed subspace or half subspace so that * denotes a fixed Steiner or cap symmetrization. The function u : → R is admissible with respect to * if
(iii) one of the following conditions is satisfied: (a) u ≥ 0, (b) S is a half subspace and (R N \ ) * = R N \ .
Definition 3.3. Let ⊂ R N and u : → R be admissible with respect to * . The symmetrization of u is the unique function u * such that for each c ∈ R, {x ∈ : u * (x) > c} = {x ∈ : u(x) > c} * .
The symmetrization has many interesting properties that we shall not use in this article [7, 12, 18, 19] .
3.1.2. Polarization. For every closed affine halfspace H , let σ H denote the reflection with respect to the boundary ∂H .
Definition 3.4. Let H ⊂ R N be a closed affine halfspace, ⊂ R N such that σ H ( ) = and u : → R. The polarization of u with respect to H is the function u H :
The polarization A H of a set A ⊂ R N is defined by
where χ A is the characteristic function of A, whose value is 1 in A and 0 elsewhere.
If j is an isometry such that j ( ) = σ H ( ) = and u : → R, then
• j.
Remark 3.5. The polarization can also be defined as the cap symmetrization with respect to H [16] .
If * is the symmetrization with respect to S, the set of polarizations that generates the symmetrization * is
H is a closed affine halfspace, ∂S ⊂ ∂H and S ⊂ H }. In fact the polarizations of H * can be used to approximate * : Theorem 3.6. There exists (H n ) n≥1 such that for every 1 ≤ p < ∞ and for every u ∈ L p ( ), if u is admissible for * , then
Similarly, if u ∈ C( ) is admissible for * and lim |x|→∞ u(x) = 0,
Remark 3.7. Theorem 3.6 is proved in [17] . Slightly weaker results were obtained before [7, 15, 19] . In fact random sequences of polarizations converge almost surely [16] .
We can extend the notion of u * = u to nonadmissible functions by relying on the equivalence (3.1):
If −u is also invariant, then u is totally invariant with respect to * .
3.1.3. Isometries. Finally, we consider the group of isometries which are compatible with a symmetrization. Definition 3.10. Let * be the symmetrization with respect to S. The group G * of isometries compatible with * is
When * is the Steiner symmetrization with respect to H , G * is generated by the isometries that leave invariant all the points S and by translations perpendicular to S, while if * is the cap symmetrization with respect to S, then G * is the group of isometries for which all the points of ∂S are invariant. In both cases G * is generated by {σ H : H ∈ H * }. Therefore:
Proposition 3.11. The set ⊂ R N is totally invariant if and only if i( ) = for every i ∈ G * .
Invariance under symmetrization
We can now state the main symmetry result.
Theorem 3.12. Let * be the symmetrization with respect to S, ⊂ R N be open, connected and totally invariant with respect to * , and f : × R → R be a Carathéodory function. Assume that
loc ( ) with g ≤ 0 and a measurable locally bounded function c : → R − such that for almost every x ∈ , for s ≥ t,
(ii) for every t ∈ R, f (·, t) is invariant under the symmetrization * .
Let u ∈ L p loc ( ) be admissible for * , such that f (x, u) ∈ L 1 loc ( ), and, in the sense of distributions,
loc ( ) and
Remark 3.13. If for all i ∈ G * , all t ∈ R and almost every x ∈ ,
then the hypothesis (ii) holds.
Proof of Theorem 3.12. By Proposition 3.14 below, for every H ∈ H * , there is an isometry j ∈ G * such that u H = u • j . Hence, by Proposition 3.15, there exists i ∈ G * such that u * = u • i.
Invariance under polarizations
The first step in the proof of Theorem 3.12 is to establish a variant of Theorem 3.12 for polarizations.
Proposition 3.14. Let H ⊂ R N be a halfspace, and ⊂ R N be open, connected and such that σ H ( ) = . Let f : × R → R be a Carathéodory function. Assume
loc ( ), g ≤ 0 and a measurable locally bounded function c : → R − such that for almost every x ∈ , for s ≥ t,
(ii) for almost every x ∈ ∩ H , for every t,
Let u ∈ L p loc ( ) be such that f (x, u) ∈ L 1 loc ( ) and since u and u H are locally integrable and since ∩ H is connected, Proposition 2.1 is applicable, and so either
The conclusion follows.
From polarizations to symmetrizations
We now show how the conclusion of Theorem 3.12 can be deduced from that of Proposition 3.14.
Proposition 3.15. Let ⊂ R N be such that * = and let u : → R be admissible for * . If for every H ∈ H * , there exists j ∈ G * such that u H = u • j then there exists i ∈ G * such that u * = u • i.
Proof. The assertion is trivial when u = 0, so assume u = 0. Let (H n ) n≥1 be the sequence of polarizations given by Theorem 3.6. We first claim that for every n ≥ 0, there is i n ∈ G * such that
This is clearly true with i 0 = id when n = 0. If it is true for n ≥ 0, then
with j n+1 given by the hypothesis, so that the assertion is proved with i n+1 = j n+1 • i n ∈ G * . For λ > 1 and t ∈ R, define
For x ∈ , define u λ = h λ • u, and note that u λ ∈ L 1 ( ), (u λ ) * = h λ • u * and
We now claim that for every bounded set B ⊂ , the sequence (i n | B ) n≥1 is bounded. If u + = 0, then there is λ such that v = u By elementary properties of symmetrizations (the Hardy-Littlewood inequality and the Cavalieri principle [7, 12, 18, 19] ),
In view of the convergence v • i n → v * in L 1 ( ), this proves that there exists n 0 such that i −1 n (B) ∩ B = ∅ for n > n 0 . The claim is thus proven when u + = 0. In the case where u + = 0, a similar reasoning for w = u − λ yields the same conclusion. Since i n is a bounded sequence of isometries, it is relatively compact. Choose i ∈ G * and (i n k ) k≥1 such that i n k → i. Therefore, for every λ > 1,
Symmetry of solutions
Symmetry of minimizers
Let * be the symmetrization associated to S and let ⊂ R N be an open subset such that * = and (R N \ ) * = R N \ . We consider the problem
We assume that
and C ≥ 0 such that, for any t ∈ R and x ∈ ,
(A 4 ) for almost every x ∈ , the function t → g(x, t)/|t| is nondecreasing for t = 0 and (strictly) increasing for |t| > 0 small, (A 5 ) for every t ∈ R, g(·, t) is invariant under the symmetrization * , (A 6 ) there exists c > 0 such that for every u ∈ D( ),
and X be the completion of D( ) with respect to the norm · . Let us define on X,
The Nehari manifold is defined by
We also define
Theorem 4.1. Under the assumptions (A 1 )-(A 6 ), let u be a minimizer of on N + . Then u is a positive (resp. negative) solution of (4.1), and there exists i ∈ G * such that
Proof. Let u ∈ N + be such that (u) = β + . Then u is a solution of (4.1) (see [4] or [14] Proof. We omit the proof since it is simpler than the proof of Theorem 4.5 below.
Symmetry of least energy nodal solutions
We define Proof. Let u ∈ M be such that (u) = β. Then u is a solution of (4.1) with exactly two nodal domains (see [4] or [14] ). Since for every H ∈ H * , u H ∈ M and (u H ) = β, the function u H is also a solution of (4.1). It then suffices to use Theorem 3.12. Hence, for every s, t > 0,
We obtain, for every s, t > 0,
Necessarily, v + = 0 = v − . We then have, for every s, t > 0, by lower semicontinuity,
By assumption, there exist s 0 , t 0 > 0 such that
Thus β = (s 0 v + ) + (t 0 v − ).
Examples
The results of this section can be applied to the problem
where f ∈ C(R; R + ) is such that lim s→0 f (s)/s = 0, s → f (s)/s is increasing and lim sup s→∞ f (s)/s p−1 < ∞ for some p < 2 * . Assume that is a product of a ball or an annulus of R k with another bounded domain in R N−k . The domain is then totally invariant with respect to some cap symmetrization of order k. Assume a ∈ L 1 loc ( ) and b ∈ L ∞ ( ) with b ≥ 0 are also totally invariant, and that − + a satisfies (A 6 ). Then the ground state and the minimal nodal solutions of Any positive solution u of (4.2) such that (u) = β is the translate of a radial function.
Symmetry of eigenvalues
Theorem 3.12 applies to the symmetry of minimizers under many constraints. In this section we show how to recover well-known symmetry properties of eigenvalues. This method might be transported to nonlinear settings in which the linear approaches would fail.
