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measure devised in 1970s and is less known to physics. It is intimately related to the free energy as was
previously shown for the Rényi entropy, which is extensive (additive), where the entropic index has an
interpretation of the ratio of different temperatures. We conclude that this picture holds true for other
generalized entropies irrespective of their nonextensivity.
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The intensive research over the past twenty years has revealed
that the generalized thermostatistics approach [1] to complex
physical and information systems has provided deeper insights
into statistical physics and has matured signiﬁcantly. Especially a
generalization known as q-thermostatistics initiated by Tsallis [2]
based on a non-extensive entropy has engendered seeks for several
based on the other deformed entropies such as Rényi entropy [3],
j-entropy [4] and so forth. We may refer to these as norm induced
generalized entropies parametrized by an index q, i.e., Sqðq– 1Þ,
because the q-norm kpðxÞkq :¼
R
pðxÞqdx 1=q can be expressed as
½1þ ð1 qÞSq1=q; expð1qq SqÞ, qð2qÞ2 fð2 qÞSq1 þ qS1qg
h i1=q
, etc.,
depending on the choice of Sq we make of. Some bounds for the
associated divergence measures also were found [5]. Furthermore,
we can make various non-additive families of entropy [6]. In this
Microarticle, we shall point out that a fundamental interpretation
of the parameter which was presented in the case of Rényi (addi-
tivity holds) by Baez [7] is also true for another generalized
entropy, that is, the c-entropy (non-additive) and more.
The c-entropy is totally unknown to the physics community so
far, however it has proposed in [8]. The deﬁnition in classical
discrete case is
ScðxÞ :¼
1
X
x
ðpðxÞÞ1=c
" #c
1 2c1 ; ð1Þwhere c is a parameter and 2 appearing in the denominator
makes information the unit of bit. It is easily checked that
limc!1ScðxÞ ¼ 
P
xpðxÞ logpðxÞ= log 2. That is, the limiting form is
the Shannon entropy except for the factor ðlog2Þ1. In principle,
the entropic index may differ from the power index c (appearing
in the r.h.s of the above) of the biased average (i.e., the so-called
escorted probability). In that case, the origin of the power (escort)
index should be fundamentally explained in terms of the phase
space structure. In addition, to obtain equilibrium (power law)
distributions, we must solve the associated algebraic equation
generated by the optimization process via the Jaynes MaxEnt
prescription [9]. Analytically tractable (obtainable) distribution
functions are only the cases where both indexes coincide. The
pseudo additive property for the joint probability distribution of
independent events in systems A and B can be immediately
concluded:
SABc ðfpAi ; pBj gÞ ¼ SAcðfpAi gÞ þ SBcðfpBj gÞ  ccSAcðfpAi gÞSBcðfpBj gÞ ð2Þ
in which cc ¼ 1 2c1 (c– 1). When c ¼ 1, the additivity recovers.
The c-entropy is also a norm induced entropy, i.e., kpðxÞkp :¼
1 c1=cS1=c.
A physical meaning
At a speciﬁc temperature T0, the quantum version of the
c-entropy associated with the density matrix of the canonical state
qT0 ¼ eH=T0=ZðT0Þ with the Boltzmann constant being k = 1 can be
deﬁned as follows
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1 2c1 1 ðtrq
1=c
T0
Þc
n o
¼ 1
1 2c1 1 tr
e
H
T0
ZðT0Þ
" #1=c0@
1
A
c8<
:
9=
;
¼ 1
1 2c1 1
1
ZðT0Þ tre
 HcT0
 c 
: ð3Þ
The partition function at temperature T is deﬁned as
ZðTÞ ¼ treHT . The von Neumann entropy trðqT lnqTÞ appears in
the limiting case c! 1. When we regard the index c as the ratio
of temperatures T0 and T, i.e., c ¼ T=T0, we obtain
S T
T0
ðT0Þ ¼ 1
1 2
TT0
T0
1 ðZðTÞÞ
T
T0
e
FðT0 Þ
T0
( )
; ð4Þ
where the free energy of the system in temperature T is deﬁned as
FðTÞ ¼ T ln ZðTÞ. Then, we can further recast the above as
S T
T0
ðT0Þ ¼ 1
1 2
TT0
T0
1 e
FðTÞFðT0 Þ
T0
 
: ð5Þ
This expression asserts that the free energy difference correspond-
ing to T and T0 is attributed to the c-entropy of the system with the
parameter index value being the temperature ratio. By the rule of
L’Hopital, we ﬁnd
lim
T!T0
S T
T0
ðT0Þ ¼  1log2
dFðTÞ
dT
jT¼T0 : ð6Þ
If we set the base of the logarithm as 2, we reach the same conclu-
sion as shown in the case of the Rényi entropy [7]. Therefore, the
c-entropy is also closely related to the Helmholtz free energy, with
the parameter c appearing as a ratio of temperatures. When the
Tsallis entropy is used, we have the expression ST0=TðT0Þ ¼
ðT  Te
FðTÞFðT0 Þ
T Þ=ðT0  TÞ, where the index q is not T=T0 but T0=T.
This form also leads to the same result as c and Rényi entropies
in the limit T ! T0. In fact, the above thermodynamic interpretation
is applicable for wider forms. To convince ourself, let us put the dif-
ferences in temperature and in the free energy respectively as
DT ¼ T  T0 and DF ¼ FðTÞ  FðT0Þ. Furthermore, considering the
difference quotient ST=T0 ðT0Þ :¼ /ðDFÞ=DT with a function /ðxÞ
which satisﬁes a property d/ðxÞ=dxjx¼x0 ¼ 1, we can obtainlim
T!T0
S T
T0
ðT0Þ ¼ lim
T!T0
ð/0Þ dF
dT
¼  dF
dT
jT¼T0: ð7Þ
Recalling the fact that the thermodynamic relation S ¼  @F
@T
 
holds independently of the form of the statistical entropy that
we employ in the ﬁrst place, the above result makes sense.
Conclusion
A physical interpretation of the c-entropy was given as yet
another example of nonextensive entropy. On equal footing with
the q-thermostatistics, the associated thermostatistics can be
developed based on the c-entropy. The indexes of generalized
entropies in general can have the thermodynamic meaning of the
temperature ratio. This is not applied only to the Rényi. This
ﬁnding is highly non-trivial and has immense new insight into
generalized entropies.
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