Face recognition performance has always been affected by the different facial expressions a subject may display. In this paper, we present an extension to the UR3D face recognition algorithm, which enables us to decrease the discrepancy in its performance for datasets from subjects with and without a neutral facial expression, from 15% to 3%.
INTRODUCTION
Information from the human face is one of the most natural, least intrusive biometrics. Achieving high verification rates in biometrics-based authentication/identification systems is essential for providing quicker airport checkins, more secure paperless banking, and many other applications which require a person to confirm their identity. Facial expressions, such as smiling, have always undermined the performance of face recognition systems to such a degree that certain countries now require the subjects applying for passports to pose with a neutral expression.
We have proposed a method that achieves high verification rates even in the presence of facial expressions. Specifically, we use images from multiple cameras to reconstruct the 3D face geometry of the subject, on which we map the data from a co-registered infrared camera. Then, we fit an annotated face model which imposes an explicit two-dimensional parameterization to this data. Using the fitted model, we construct a three-channel UV deformation image encoding the facial geometry, and a single channel UV vasculature map obtained from the infrared (IR) image. We use these maps, and additionally the visible texture, for computing the similarity between the subject and entries in a database. The novelty of our work lies in the use of deformation images and optionally physiological information as means for comparison.
In this paper, we propose a new similarity metric which increases the performance and robustness of our system with respect to facial expressions. Specifically, we performed extensive tests on the Face Recognition Grand Challenge 1 (FRGC) dataset v2. Our algorithm achieves the best results on both datasets in the presence of facial expressions as compared with other published algorithms (to the best of our knowledge) when only the 3D (shape) data are used.
The rest of the paper is organized as follows. Section 2 reviews related work, while Section 3 details our new similarity metric. Section 4 presents our results and their implications.
PREVIOUS WORK
Excellent recent surveys on this field are given by Bowyer et al. 2 and Chang et al.. 3 Due to the lack of available 3D databases, the majority of these approaches has not been extensively tested. To address this issue, NIST introduced the Face Recognition Grand Challenge and Face Recognition Vendor Test 2006, 4 and made two multimodal databases publicly available. The first, FRGC v1, includes over 900 scans, while the second, FRGC v2, includes over 4000 scans with facial expressions. On the facial expression-free FRGC v1 database, Pan et al. 5 reported 95% rank-one recognition rate using a PCA approach, while Russ et al. 6 reported a 98% verification rate. Our previous approach achieved a 99% rank-one recognition rate for the same database. 7 On the extensive FRGC v2 database, Chang et al. 8, 9 examined the effects of facial expressions using two different 3D recognition algorithms. They reported a 92% rank-one recognition rate. Husken et al. 10 presented a multimodal approach that uses hierarchical graph matching (HGM). They extended their HGM approach from 2D to 3D but the reported 3D performance is lower than the 2D equivalent. Their fusion, however, offers competitive results, 96.8% verification rate at 0.001 False Acceptance Rate (FAR), compared to 86.9% for the 3D only. Maurer et al. 11 also presented a multimodal approach tested on the FRGC v2 database, and reported a 87% verification rate at 0.01 FAR.
METHODS
In this paper, we present an extension to our previous face recognition algorithm, 7 consisting of an improved similarity metric. Here is a summary of our approach:
1. Acquisition: Acquire raw data in the form of frames from a calibrated visible spectrum cameras and calibrated IR spectrum camera. 2. Preprocessing: Reconstruct a 3D mesh and a thermal texture map of the face from the raw data. 3. Model Fitting: Fit the Annotated Face Model to the mesh, using the original procedure. 
Parametric Deformation Image:
Use the UV parameterization of the fitted AFM to generate a threechannel deformation image of the face by encoding its geometry. 5. Parametric Thermal Image: Use the UV parameterization of the fitted AFM to generate a one-channel thermal image of the face by encoding its temperature. 6. Skin Mask: Segment the thermal image to construct a mask identifying the regions of UV space corresponding to skin and use this as a mask to weigh the deformation image.
Metadata Extraction-Deformation Image:
Compress the deformation image and its normal map using a wavelet transform using the procedure described in Section 3.1 in addition to the original Haar 7 decomposition. 
Metadata Representation
Currently, we employ two similarity metrics: the L 1 metric applied on Haar wavelets, 7 and an extension based on complex wavelet structural similarity (CW-SSIM), 12 which we will present below. The scores generated by these two metrics are then fused to obtain better results.
Specifically, the deformation image is decomposed using the complex version 13 of the steerable pyramid transform, 14 a linear multi-scaled, multi-orientation image decomposition algorithm. The resultant wavelet representation is translation-invariant and rotational-invariant. This feature is desirable to address possible positional and rotational displacements caused by facial expressions. Our algorithm applies a 3-scale, 10-orientation complex steerable pyramid transform to decompose each channel of the deformation image. Only the low-pass orientation subbands at the furthest scale are stored. This enables us to compare two deformation images directly and robustly using multiple orientations.
In order to quantify the distance between the two compressed deformation images of the probe and gallery, we need to assign a numerical score to each part F k of the face. Note that F k may be distorted in different ways by facial expressions. To address this, we employ the CW-SSIM index algorithm. CW-SSIM is a translational insensitive image similarity measure inspired by the structural similarity (SSIM) index algorithm. 15 A window of size 3 is placed in the X direction (first channel). The window then traverses across the image one step at a time. In each step, we extract all wavelet coefficients associated with F k . This results in two sets of coefficients p w,i = {p w,i |i = 1, ..., N } and g w,i = {g w,i |i = 1, ..., N }, drawn from the probe image and the gallery image respectively. The distance measure between the two sets is a variation of the CW-SSIM index originally proposed by Wang 12 :
The first component measures the equivalence of the two coefficient sets. If P (w, i) = G(w, i) for all i's, then distance 0 is achieved. The second component reflects the consistency of phase changes, which should be consistent despite distortion by facial expression. The exponent r is a fixed number whose value we determined experimentally.
As the sliding window moves, the localS(p w , g w ) at each step w is computed and stored. The weighted sum of the local scores from all windows gives the distance score of F k in the X direction:
where b w is a predefined weight depending on which subband the local window lies on. The weight assigned to a particular subband is determined by the descriptive power, which varies dramatically due to the distinct combination of the channel (X,Y and Z) and the subband's own orientation.
Similarly, we compute the scores for the Y and Z directions. By summing the scores in the X, Y and Z directions, the total distance score of F k is computed. The discrete weighted sum of the scores for all F k 's is the overall distance between the probe image P and the gallery image G:
where w k is a predetermined weight for area F k .
Fusion: Since we use both CW-SSIM and the L 1 metric from our previous work, 7 we compute the distance between a probe and gallery by the following fusion method:
1. Score computation: Compute the distances between the probe and the gallery using L 1 Haar, and store this into a vector H. Next, compute the distances between the probe and the gallery using the CW-SSIM method, and store this into a vector CW . 2. Normalization: Compute the mean (µ), and standard deviation (σ) of the lowest 2. 
RESULTS & DISCUSSION
To assess the performance of the UR8D algorithm in the presence of facial expressions, we use the FRGC dataset. We chose to use the data for Experiment 3, which contains 4007 3D scans and their corresponding 2D texture images. The baseline algorithms for matching for 3D data are based on the work of Chang et al. , 16 and for 2D data on the work of Moon and Phillips 17 and the algorithms from the CSU Face Identification Evaluation System. 18 We will report scores using three Receiver Operator Characteristic curves (denoted as ROC I, ROC II, ROC III), as defined in FRGC. Moreover, we will report scores for the full set, and for subsets which correspond to each of the annotated facial expressions.
The ROC graphs for both the FRGC baseline and the UR8D algorithm can be found in Figure 1 . We summarize the verification rates at 0.1% FAR in Table 1 for UR8D, and in Table 2 for the FRGC baseline. For each type of expression, the ROC graphs for both UR8D and the FRGC baseline are depicted in Figure 2 . The results show that the FRGC baseline is extremely sensitive to facial expressions, even though, unlike UR8D, it makes use of both texture and shape information. For the 0.1% FAR point, the verification rate drops by 79.22% in the case of ROC III.
In the presence of facial expressions, the maximum performance drop for UR8D occurs for ROC I, and it is only 3.45%. Table 1 shows the performance for the various annotated facial expressions found in the The majority of our failures were caused by exaggerated facial expressions in which the nose was shrunk or expanded. Other failures were caused by a combination of large movement in the eyebrow region, and lifted or puffy cheeks. In the failures, the facial expressions have caused a misalignment between the AFM and the data. If the alignment is not proper, then the fitting will generate a deformed model whose annotation is no longer consistent with the physical landmarks of the face. Therefore, when comparing the geometry image generated by such a fitting with a proper geometry image, the difference will always be large.
CONCLUSION
We have demonstrated the ability of our latest algorithm to handle various facial expressions without a significant performance loss, when compared to previous approaches.
The most important improvement is the choice of distance metrics and the use of normal maps. Previously, we have used the L 1 norm applied to Haar-transformed geometry images. This metric performs very well when there are no facial expressions present. However, a more robust metric, the CW-SSIM, applied to steerable pyramid transforms of the geometry images is more robust with respect to local deformations which may be caused by the muscle movement in the subject's face when having a pronounced facial expression. The fusion of the scores yielded by the two metrics yielded our best result presented in this paper.
