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It is shown that, using the generalized perturbation method (GPM) with screened Coulomb interactions that
ensures its consistency with the force theorem, one is able to obtain effective interactions that yield an accurate
and physically transparent description of configurational energetics in the framework of the Korringa-Kohn-
Rostoker method within the atomic sphere and coherent potential approximations. This is demonstrated with
calculations of ordering energies, short-range order parameters, and transition temperatures in the CuZn, CuAu,
CuPd, and PtCo systems. Furthermore, we show that the GPM can be used to obtain Heisenberg exchange
interaction parameters, which, for instance, capture very well the magnetic configurational energy in bcc Fe.
DOI: 10.1103/PhysRevB.70.125115 PACS number(s): 71.15.2m, 71.23.2k, 61.66.Dk
I. INTRODUCTION
Many metallic alloys exhibit fascinating ordering behav-
ior as a function of temperature and concentration,1–3 and
one of the important goals of alloy theory is therefore to be
able to simulate these kinds of phenomena on the basis of
first principles theory. Unfortunately, it is impossible, even
with present day total-energy software, to calculate entirely
from first principles the changes in the internal energy
caused by changes of the atomic configurations in systems
with several thousand atoms at the rate required by the sta-
tistical thermodynamics simulations. The time-honored solu-
tion to this problem, which we shall also use in the present
paper, is to obtain the configurational energy needed in the
simulations from an Ising-type Hamiltonian with so-called
effective (cluster) interactions associated with specific
changes in the local atomic configuration and obtained by
first-principles total-energy calculations.
The most reliable way of obtaining effective interactions
from first principles is thought to be the so-called Connolly-
Williams or structure inverse method (SIM)4,5 based on a
mapping of the total energies (enthalpies of formation) of a
number of predefined ordered structures onto an Ising-type
configurational Hamiltonian. In principle, the accuracy of
this approach is limited only by the accuracy of the total-
energy calculations. However, it suffers from one problem:
The range and the type, i.e., two-center, three-center, etc., of
the effective interactions which should be included in the
expansion of the configurational energy is not known a pri-
ori, and there is no systematic way of making the expansion
converge. Furthermore, if the Hamiltonian or the expanded
quantity are not well justified by the underlying physics, the
structure inverse method may, in many practical applications,
be rather cumbersome, even for ordinary homogeneous bulk
systems such as Cu-Au and NiPt (see, for instance, Ref. 6).
For inhomogeneous systems such as alloy surfaces or multi-
component alloys and alloys with magnetic degrees of free-
dom, it becomes highly impractical.7 It has, however, been
used in many studies of bulk binary alloys with great suc-
cess.
The generalized perturbation method (GPM) suggested by
Ducastelle and Gautier1,8 offers an elegant and efficient al-
ternative to the structure inverse method. The method is
based on the coherent potential approximation (CPA) (Refs.
9–11) and originally formulated within tight-binding (TB)
theory but later generalized in a straightforward manner12–15
for the use in ab initio calculations based either on the
Korringa-Kohn-Rostoker (KKR) method or the linear
muffin-tin orbitals (LMTO) method in the atomic sphere ap-
proximation (ASA). Within the GPM the effective interac-
tions can be derived with equal ease for both bulk and sur-
face situations. Furthermore, the range and type of the
interactions needed in the expansion of the configurational
energy may easily be explored, allowing for a systematic
convergence of the Ising-type Hamiltonian used in the ther-
modynamic simulations.
One important aspect of the application of the GPM is the
way in which one accounts for the screened Coulomb
interactions1 that describe charge transfer effects. In the past
these interactions have in many cases been neglected, lead-
ing to inaccurate effective interactions and a subsequent poor
description of systems with a finite charge transfer. Hence,
the effective interactions calculated by the GPM have in gen-
eral been less accurate than those calculated for the same
systems by the SIM. Recently, Ruban et al.16,17 have devel-
oped a formalism that accounts for the screened Coulomb
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interactions within the framework of the single-site approxi-
mation to density functional theory (DFT) and the force
theorem,18 and it was shown that the resulting screened
(S)GPM interactions reproduce the configurational energet-
ics for at least one system, namely a Ni0.5Pt0.5 alloy17 with a
high degree of accuracy.
The aim of this paper is twofold. First, we show that the
success of the screened GPM interactions in describing the
Ni0.5Pt0.5 alloy17 is not fortuitous and that the screened GPM
interactions lead to quantitative descriptions of the configu-
rational energetics of a wide range of alloy systems. To do
so, we consider the ordering energies, short-range order, and
order-disorder transitions in fcc and bcc CuZn, CuAu, CuPd,
and PtCo. We further demonstrate that magnetic exchange
interactions calculated via the GPM can accurately reproduce
the magnetic behavior of bcc Fe. Second, we wish to empha-
size that through the GPM one may obtain a very clear pic-
ture of the physics behind ordering in these systems. It will
be shown that Fermi surface effects, volume dependence of
the electron density, and band-filling mechanisms may be
distinguished clearly in the GPM.
The layout of the paper is as follows. In Sec. II we define
the effective interactions that are used and describe the GPM
that we advocate for finding them. Details of the calcula-
tional methods will be presented in Sec. III. The remainder
of the paper will then describe our calculations of fcc CuZn,
bcc CuZn, CuAu, CuPd, PtCo, and fcc and bcc Fe, presented
in Secs. IV–IX, respectively. In Sec. X we conclude.
II. METHODOLOGY
A. Effective cluster interactions
In configurational thermodynamics the underlying crystal
lattice is usually taken to be topologically fixed, so that the
possibility of defect formation is excluded. In this case the
distribution of atoms on the lattice is given by occupation
numbers, ci, or equivalently spin-like variables, si=2ci−1,
which take on values 1 and 0, or 1 and −1, respectively,
depending on whether there is an atom A or B at site i in the
case of a binary AcB1−c alloy. In multicomponent systems
there should be an additional index running through all alloy
components but one. The alloy configuration can then be
uniquely determined by a set of correlation functions for
clusters of order n (which consist of n sites) and type s
(labeling its geometric class)
j˜s
snd
=
1
n
o
pPs
p
i=1,n
sip, s1d
where the summation runs over all the clusters in the system.
As has been shown,19 they form in general a complete
basis for expanding any thermodynamic property as a func-
tion of alloy configuration if the range of interactions is fi-
nite. In particular, the configurational energy is
Econf = o
n,s
V˜ s
sndj˜s
snd
, s2d
where V˜
s
snd is the effective cluster interaction (ECI) that cor-
responds to the cluster of order n and type s. The same form
of the configurational energy can, of course, be obtained phe-
nomenologically. In this way one starts from the interatomic
potentials, vAB. . .B
snd ;vsndssi ,s j , . . . ,skd, which are the interac-
tion energies of the group of A ,B , . . . ,B atoms in the corre-
sponding positions of the cluster
V˜ s
snd
=
1
2n os1,s2,. . .sn=1,−1
vsndshs1,s2 . . . ,snjd p
i=1,n
si =
1
2n
Vs
snd
.
s3d
Here, we have defined concentration-variable effective inter-
actions V
s
snd
which are usually used in GPM applications and
which appear in the configurational Hamiltonian (2) if in-
stead of spin-variables, si, the occupation numbers ci are
used. In the following all the results and formulas are given
using this latter notation.
An important point is that the ECI in Eq. (2) will in gen-
eral depend on parameters such as concentration and volume.
However, the very complex energy space EshRij , hcij ,Vd
may be mapped onto a Hamiltonian that is independent of
these parameters. In fact, this is usually the case in the SIM
simply out of necessity, there being for a reasonable size of
the supercell too few structures that may be generated at a
fixed concentration. For ECIs that are either strongly
volume-or concentration dependent, their mapping onto a
Hamiltonian independent of them will naturally lead to inter-
actions of a highly multisite and long-range character. This
may be further exacerbated if relaxed geometries are used for
the input structures. However, such interactions have no
physical basis.
This can be illustrated with two examples. First, it is
known that a large part of the volume dependence of the total
energy in metals, especially nontransition metals, can be re-
lated to the average electron density in the interstitial region
(see, for instance, Refs. 20 and 21). This of course has no
connection to interatomic interactions at all. However, one
could map this dependence onto some volume-independent
fitting ECIs, which must then become highly multisite in
character to mimic the formation of the corresponding aver-
age density of some region with different amounts of A and
B atoms. On the other hand, the ECI may display some
marked concentration dependence. This can arise from fea-
tures of the underlying electronic structure of the alloy, for
example band filling with concentration. Again, it is of
course feasible to map these ECIs onto concentration-
independent fitting ECIs. These, though, will contain higher
order terms not present in the concentration-dependent
interactions.22,23 In general, the order of the resulting ECI
will be n+k, where n is the order of the concentration-
dependent ECI and k is the order of the polynomial which
describes its variation with concentration.
In both cases it is obvious that although ECIs may be
determined that are independent of important parameters, a
great deal of the underlying physics may be obscured. In
what follows we will give examples of both cases: the fcc
CuZn system, which shows a dramatic dependence on con-
centration, and the CuAu system, which shows almost no
concentration dependence but a strong volume dependence
coming from the large size mismatch in this system.
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B. Generalized perturbation method
Here, we briefly show how the GPM effective interactions
may be derived. The presentation is along the lines usually
found in the literature, and for a thorough derivation of the
GPM in the KKR-CPA formalism we recommend Refs. 12
and 24. As a starting point, one may note that a single spe-
cific ECI may, in fact, be obtained directly from first-
principles calculations. One has to prepare two systems hav-
ing exactly the same correlation functions of all the types
corresponding to the non-negligible effective interactions ex-
cept the one of interest, and then obtain their total energies
(see, for instance, Ref. 17). The ECI is then simply the dif-
ference in the total energies properly normalized. The main
problem with the practical implementation of this scheme is
that it requires the use of very large supercells, even when
only pairwise interactions for the nearest-neighbor shells are
required. It is also obvious that it is difficult to use this
scheme in a perturbative way, since going from one system
to the other in general requires a rearrangement of most of
the atoms on the underlying lattice.
A simple way to avoid these problems is the introduction
of an effective medium which represents a random alloy con-
figuration on average, and then to consider the energetics of
the corresponding clusters embedded in this effective me-
dium. In the simplest case, and that used in the GPM, the
effective medium represents a homogeneous random alloy
without any short-range order on the underlying lattice
whose correlation functions satisfy the following condition:
j
s
snd
= sjs1ddn= ksln. This of course cannot be done exactly, and
the latter is achieved, for instance, by the use of the CPA.
Once the effective medium is determined, ECIs can be
found using definition (3). The spin product in (3) takes on
values 1 and −1 depending on whether the number of A
atoms is even or odd in the cluster hs1 ,s2 , . . . ,skj. In other
words the effective interaction is the difference of the total
energies of two systems: one which consists of all the clus-
ters with an even number of A atoms embedded in the effec-
tive medium of the random alloy and another with exactly
the same set of clusters but with an odd number of A atoms
(interactions between clusters being excluded)
Vs
snd
= EA−even − EA−odd. s4d
Important here is the fact that the set of A-odd clusters can be
obtained from the set of A-even clusters simply by choosing
a fixed site in each cluster and then making an exchange of A
and B atoms between all the different pairs of A-even clus-
ters. Besides, it also can be shown (as a consequence of the
orthogonality of the cluster correlation functions) that in this
case all contributions from the interactions of lesser order
will be canceled, and thus V
s
snd
represents a genuine n-site
interaction.
The difference in total energies of the two sets of clusters
in (4) can be obtained with the use of the force theorem,18
according to which the change in energy from embedding the
clusters is given by the change in the one-electron energy
and the change in the electrostatic interaction due to the per-
turbation. The one-electron energy term can be derived in an
explicit form through Lloyd’s formula in the Green’s func-
tion formalism which determines the change in the integrated
density of states of a reference system due to the embedding
in this system of some particular cluster. As has been shown
by Gonis,12,25 this is then given by the following expression:
Vs
snd-one-el
= −
1
p
ImE
EF
Tr lnF p
pPA-even
QpS p
pPA-odd
QpD−1G .
s5d
Here, Qp are the cluster matrices defined as
Qij = dij − tig˜ijs1 − dijd , s6d
in terms of the single-site scattering matrix, ti, for site i and
the path operator g˜ij of the reference system yielding the
scattering between the ith and jth sites in the cluster. dij is
the Kronecker delta symbol. The integration over energy in
(5) is up to the Fermi energy of the reference system. As has
been mentioned, the reference system is a random alloy,
which is homogeneous for ordinary Bravais lattices in the
sense that the single-site scattering matrix of the alloy com-
ponents is the same independently of their local environment
in the cluster. That is
ti = f1 + sP˜ − Pidg˜0g−1sP˜ − Pid , s7d
where the LMTO (KKR-ASA) potential function, Pi, takes
on values PA or PB if site i is occupied by either an A or B
alloy component, and g˜0 is the on-site CPA scattering path
operator, and therefore ti also takes on values tA and tB de-
pending on the type of atom. The coherent potential function,
P˜ , represents the CPA effective medium which yields the
electronic structure of the random AcB1−c alloy and satisfies
the CPA self-consistency equation
ctA + s1 − cdtB = 0. s8d
The GPM effective interactions now can be obtained by
expanding the logarithm and leaving in the expansion only
those terms which correspond to the lowest order of scatter-
ing on the whole cluster. That is
Vs
snd−GPM
= −
1
p
Im E
EF
o
pPs
TrsDtig˜ijDtj fl Dtkg˜kids, s9d
where Dti= tA− tB and the summation is performed over all
irreducible paths starting and ending on the same site and
going only once through each site. In the case of pair and
three-site interactions there is only one irreducible path, but
in general sn−1d ! /2 such paths must be taken into consid-
eration.
The higher order scattering contributions can be partly
accounted for by the expression24
Vs
snd−GPM
= −
1
p
Im E
EF
o
pPs
Tr lnf1 − sDtig˜ijDtj fl Dtkg˜kidsg .
s10d
In the limit c→0s1d this expression yields “renormalized”
effective interactions (see Ref. 12) given by (5). However,
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one should be careful using (10) in the whole concentration
range, since close to c=0.5 it usually overestimates the mul-
tisite contribution. At this concentration, for instance, the
contribution from the doubly repeated scattering process on
couples of atoms, which gives a four-site contribution to the
renormalized effective pair interactions is proportional to
s1−2cd,12 and thus is equal to zero. However, according to
(10) such a term does not vanish and is, in fact, clearly the
leading term in the multiatom scattering. Nevertheless, the
difference between (9) and (10) is an important quantity
since it gives an indication of the importance of multisite
interactions for a given cluster.
C. Screened electrostatic interactions
It now remains to derive the screened Coulomb contribu-
tion to the GPM interactions. Such a derivation has already
been given by Ducastelle1 in the framework of the Hartree-
Fock and tight-binding approximations, but here it should be
established in a manner consistent with (1) the force
theorem18 and (2) the electrostatics in the single-site DFT-
CPA formalism16 used to obtain the one-electron contribution
(9).
As shown in Refs. 16 and 17, the electrostatic energy of a
random alloy may be given by screened Coulomb interac-
tions. In general these appear due to nonzero net charges on
the atomic spheres that artificially divide the crystal space.
On the other hand, the CPA effective medium is electroneu-
tral and this means that every charged atomic sphere must
have associated with it a screening charge. This screening
charge provides the necessary neutrality condition for solv-
ing Poisson’s equation for every atomic sphere in the single-
site DFT-CPA, and leads to the on-site screened Coulomb
interaction,16,17 which for every site is given by
ei = −
e2
2
ascr
S
qi
2
=
e2
2
qiE
S
‘
d3r
rscr
i srd
r
, s11d
where qi is the net charge inside atomic sphere i=A or i=B,
rscrsrd the density screening the net charge, and S the atomic
sphere radius which for simplicity is taken to be the same for
the two alloy components and equal to the average Wigner-
Seitz radius.
The electroneutrality of the effective medium also means
that in the exchange of A and B atoms which takes place
when calculating the pairwise GPM interactions one should
exchange the atomic spheres together with their correspond-
ing screening densities. This is shown schematically in Fig.
1. Only in this way may the electroneutrality condition in the
force theorem be satisfied.
The change in the electrostatic energy of the two systems
is an intersite screened Coulomb interaction. It can be ob-
tained as the difference upon exchange of the electrostatic
energy projected onto sites 0. One should include only the
interaction of the net charge at site 0 with the net charge at
site R and its screening charge. The resulting contribution to
the pair effective interaction from the screened Coulomb in-
teractions is
Vscr
s2dsRd =
e2
2 5qA1qA − qBR − E
S
‘
d3r
rscr
A srd − rscr
B srd
ur − Ru 2
+ qB1qB − qAR − E
S
‘
d3r
rscr
B srd − rscr
A srd
ur − Ru 26
=
e2
2
sqA − qBd2
ascrsRd
S
. s12d
Here, ascrsRd is the intersite screening constant.
In general the intersite screening constant is found to vary
from system to system and to exhibit concentration and vol-
ume dependence, although the latter is often very weak. It
may be obtained in supercell calculations as described in
Refs. 16 and 17. Such calculations are, in fact, quite time
consuming even using an order-N method such as the locally
self-consistent Green’s function technique,26,27 since the su-
percell must be large enough to exclude any overlap of the
screening densities leading to supercells containing several
hundred atoms for simple Bravais lattices. At the moment
such calculations also include errors due to the use of the
atomic sphere approximation, albeit with multipole moment
corrections for the charge density.
To summarize, the screened GPM (SGPM) interactions
include both a one-electron term, VGPMsRd given by (9), and
a pairwise screened Coulomb interaction V
scr
s2dsRd given by
(12)
Vs2dsRd = Vs2d−GPMsRd + Vscr
s2dsRd . s13d
The SGPM interactions defined above clearly involve a
number of approximations, and one may worry about the
accuracy with which they will represent the true configura-
tional energy in actual thermodynamic simulations. The first
approximation is of course the use of the single-site CPA, the
error of which cannot in general be specified. Furthermore,
since the SGPM interactions are calculated by perturbation
theory from the CPA random alloy reference system they
will not only depend on concentration and volume but will
also, in general, be configuration dependent, for example in
inhomogeneous systems. One may therefore fear that such
interactions will not reproduce the energies of ordered alloys
with the necessary accuracy. However, below we shall show
that the SGPM interactions lead to ordering energies of a
FIG. 1. (Color online). A schematic definition: Two systems,
whose energy difference yields effective pair interactions at dis-
tance R.
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wide spectrum of structures which agree with the values
from direct DFT calculations. For low-symmetry structures
which possess considerable and specific polarization effects
the SGPM will in general introduce errors. However, these
structures usually have high energies and their weight in sta-
tistical thermodynamics simulations is very low.
D. Local relaxation interactions
It is a fundamental problem in the present approach as
well as in the SIM that the effective interactions are calcu-
lated for a fixed underlying lattice and, as a result, lattice
strain effects are neglected. These effects will be especially
important in systems with a large size mismatch and must be
included for quantitative predictions. The strain effects may
manifest themselves either as long-range interactions causing
a symmetry lowering global distortion of the lattice, or as
symmetry preserving local relaxations. We remedy this latter
case by introducing a specific term Hrel in the Hamiltonian to
treat local relaxations in the effective tetrahedron model
(ETM)28
Hrel =
1
4 o
i,j,k,l
Vrelssi,si,si,sid , s14d
where si are the spin variables for the corresponding tetra-
hedron vertices i, j, k, l and the summation is performed over
all the tetrahedra of the nearest neighbors in the alloy. It was
shown in Ref. 28 that the relaxation energies produced by
this approximation are in rather good agreement with direct
calculation, at least for the late transition and noble metals.
As was further shown in Ref. 28 this Hamiltonian may be
transformed into terms of pair, triangle, and four-site Ising-
type interactions.
III. CALCULATIONAL DETAILS
The electronic structure, total energies and other proper-
ties of random and ordered alloys have been obtained in
Korringa-Kohn-Rostoker (KKR) self-consistent density
functional calculations in the atomic sphere approximation
(ASA).29 The results include the muffin-tin correction to the
Madelung energy,30 needed to obtain an accurate description
of ground-state properties in the ASA, and the multipole mo-
ment correction to the Madelung potential and energy29
s+Md which significantly improves the accuracy of, in par-
ticular, the ordering energies by taking into account the non-
spherical parts of the charge polarizations.
Although the self-consistent calculations have been per-
formed within the local density approximation (LDA) with
the Perdew and Wang parametrization of the exchange-
correlation potential,31 the total energies have been obtained
in three different approximations for the exchange-
correlation energy: the LDA,31 local Airy gas (LAG),32 and
generalized gradient approximation (GGA).33 The partial
waves in the KKR-ASA calculations have been expanded up
to lmax=3 inside atomic spheres, while the multipole mo-
ments of the electron density have been determined up to
lmax
M
=6 for the multipole moment correction to the Madelung
energy. The core states have been recalculated after each
iteration. The number of k points in the integration over the
Brillouin zone, performed by means of the Monkhorst-Pack
scheme,34 varied depending on the system and type of calcu-
lations. For instance, due to the long-range character of the
effective interactions in Cu0.75Pd0.25 we used 8240 k points in
the irreducible wedge of the Brillouin zone of the fcc lattice.
A large number of k points was also used in the calculations
of the long-period superstructures (LPS) in Cu3Au and
Cu3Pd, varying from 1300 to 2128 points in the irreducible
wedge of the body-centered tetragonal Brillouin zone for the
LPS5 and DO22 structures, respectively.
The electronic structure and ground-state properties of the
random alloys have been obtained in the DFT single-site
KKR-ASA-CPA calculations with the Coulomb screening
potential, Vscr
i
, and energy Escr17 defined as
Vscr
i
=
dei
dri
= e2ascr
qi
S
, s15d
Escr = − bscro
i
ciei,
where ci is the concentration of the ith alloy component and
ei is given by (11). Here, we have also introduced an addi-
tional screening constant, bscr, describing the multipole-
multipole Coulomb interactions.17 The two screening con-
stants have been obtained in “impurity”-like calculations
described in Refs. 16 and 17 using the locally self-consistent
Green’s function (LSGF) method.26,27
The full potential Vienna ab initio simulation package
(VASP)35,36 was used in the direct first-principles calculations
of the local lattice relaxations in bcc random Cu0.5Zn0.5 al-
loys modeled by special quasirandom structures as well as in
the ordering energy calculations in the fcc Cu0.75Zn0.25 and
bcc Cu0.5Zn0.5 alloys. These calculations made use of the
projector augmented wave (PAW) method37 as implemented
in the VASP and described in detail in Ref. 38 that has been
shown in many studies to have the same accuracy as all-
electron full potential methods. In the calculations the energy
cutoff was set to 276.7 eV. Exchange and correlation effects
in both systems were treated in the framework of the gener-
alized gradient approximation of Perdew and co-workers,33
usually referred to as PW91. The integration over the Bril-
louin zone was done on special k points determined accord-
ing to the Monkhorst-Pack scheme.34 All necessary conver-
gence tests in the VASP calculations were performed, and
generally the required total energy convergence (within
0.2 mRy/atom) was reached for 18 to 455 k points in the
irreducible wedge of the Brillouin zone depending on the
structure and total number of atoms.
IV. FCC CUZN ALLOYS (a-BRASS)
CuZn is a classic Hume-Rothery system where one can
find the whole range of usual metallic structures from fcc Cu
to hcp Zn through the bcc high-temperature random alloys.
CuZn alloys form the simplest B2 ordered structure and at
the same time a quite complicated Cu5Zn7 ordered phase
(g-brass). The stability of the different phases of CuZn can
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 PHYSICAL REVIEW B 70, 125115 (2004)
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be accounted for by the presence of the specific features in
the electron density of states which appear due to the scat-
tering of free-electron-like s states on the corresponding
Bragg planes39–41 (the d states, being almost full, do not
participate in the bonding).
Since the bonding is dominated by s states, local environ-
ment effects in the one-electron spectrum should be very
small. Further, the small size mismatch between Cu and Zn
means that phase stability is not determined to any large
extent by lattice relaxation effects. These features make
CuZn a very attractive system for deploying CPA and GPM
calculations,26,42–46 and in fact it was one of the first systems
where such an approach was used to calculate the phase dia-
gram (on the fcc and bcc lattices) from first principles.47
These calculations were performed without the contribution
from the screened Coulomb interactions. However, the effec-
tive charge transfer, defined as the difference in the net
charges of the alloy components in a CPA calculation, is
about 0.2 e in a-brass. This is not small and indicates that
electrostatic effects cannot be neglected. It follows that cal-
culations of the ordering energies and short-range order pa-
rameters in this system may serve as a useful test of the
SGPM formalism.
A. Effective interactions
We start with some general observations concerning the
effective interactions in the CuZn system. Figure 2 shows the
concentration dependence of the one-electron and Coulomb
parts of the SGPM interactions for the first coordinate shell.
One notes that these two terms are of similar magnitude, and
so one cannot neglect the screened Coulomb interactions in
this system. In these calculations the lattice spacing has been
kept fixed and therefore what is seen here results exclusively
from the band filling as the concentration of Zn, which has
one more electron than Cu, is increased. The dramatic
change in the strength of the GPM interactions occurs at
about 75% concentration of Zn in both the fcc and bcc
Cu–Zn alloys. As one can see in Fig. 3, the Fermi energy at
this concentration appears to be in the pseudogap separating
bonding and antibonding states. This is due to Bragg-type
reflections of the s electrons from the fcc (111) and bcc (110)
planes.40 With increasing Zn concentration the antibonding
states become occupied, which leads to the dramatic drop in
the GPM interactions. In general such changes in the occu-
pation of bands may have a strong influence on the thermo-
dynamic properties of alloys, for instance the Debye tem-
perature and shear moduli in AgZn (isoelectronic to CuZn)
show such a behavior.48
The complex behavior of the interactions seen in this
fixed volume study will obviously carry over to the case
where the volume is allowed to change with concentration.
Thus, the construction of an Ising-type Hamiltonian with
concentration-independent n-site interactions such as is used
in the SIM for the whole concentration range will necessarily
involve n values so high that the convergence of the expan-
sion is difficult to control. This may be the reason why
Muller et al.49 restrict their SIM study of this system to the
Cu-rich alloys, which excludes the sudden drop in the effec-
tive interactions at high Zn concentrations. In the SGPM,
with its concentration-dependent interactions however, the
contribution from multisite interactions is very small and can
be neglected.50
B. Long-range order: Ordering energies
It is useful to test the quality of the SGPM interactions by
comparing ordering energies calculated directly from first
principles with those obtained by the SGPM according to the
expression
Eord
g
=
1
2cs1 − cdo
i
ziai
gVi
s2d
, s16d
where ai
g are the Warren-Cowley short-range order param-
eters of the corresponding g structure and zi the coordination
number for the ith coordination shell of the fcc lattice.
In Fig. 4 we make this comparison for the L12, DO22, and
DO23–Cu3Zn structures calculated at a fixed lattice spacing.
FIG. 2. (Color online) The one electron and screened Coulomb
contributions to the nearest-neighbor interaction in fcc and bcc
Cu1−xZnx as a function of Zn concentration, x, at a fixed Wigner-
Seitz radius, S=2.735 a.u.
FIG. 3. (Color online) Partial and local density of state of the
bcc Cu25Zn75.
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The agreement between the first-principles VASP-PAW ener-
gies and those from the SGPM is clearly excellent as is the
agreement with the ordering energies obtained in our direct
KKR-ASAs+Md calculations (not shown). However, there is
an unexpected disagreement between our VASP-PAW results
and those obtained in the pseudopotential calculations by
Muller et al.49 Although the ordering energies in the latter
case have been obtained at theoretical equilibrium volumes
and geometries different from ours, we believe that the dis-
agreement is too large to be accounted for by volume and
geometry effects, as the ordered structures are very similar
and the size mismatch of Cu and Zn is small.
Also shown in Fig. 4 is the behavior of the ordering en-
ergies in Cu3Zn as functions of the cutoff in the summation
over coordinate shells in (16). It is seen that the stability of
the DO23 phase is determined by the long-range tail of the
pair interactions. In fact, the DO23 phase does not become
stable until after the 25th coordination shell, which is to be
expected in a system dominated by free-electron-like s states.
In view of the slow convergence exhibited by the ordering
energies in Cu3Zn, one must conclude that the cutoff at 15
shells used in the SIM calculations of Ref. 49 does not lead
to interactions that are useful fitting parameters as they can-
not reflect the physics behind the stability of the DO23 phase.
This clearly highlights one of the problems of the SIM: In
practice it is almost impossible to perform systematic con-
vergence tests of the interaction range, because to establish
the long-range behavior by the SIM requires very large basis
structures that do not lend themselves easily to first-
principles calculations.
C. Short-range order: Comparison with experiment
The ordering in a-brass has been thoroughly investigated
experimentally by the diffuse neutron scattering
technique.51,52 In particular, the short-range order parameters
have been determined for a Cu0.69Zn0.31 alloy at 473 K, pro-
viding the opportunity to test the quality of the SGPM inter-
actions through a comparison of the calculated and measured
short-range order parameters.
To make a meaningful comparison between theory and
experiment, one must first determine the lattice parameter
which is to be used in the calculations of the SGPM interac-
tions. This is an important issue because neither the effective
interactions nor the ordering energies are variational with
respect to changes in the lattice parameter. In fact, although
the effective interactions are much less sensitive to the dif-
ferent approximations for exchange and correlation than
ground-state properties, they do in general show a strong
dependence on the interatomic distances. It follows that the
SGPM interactions to be used in the Monte Carlo simula-
tions of the short-range order parameters in a-brass should
be determined at a lattice spacing corresponding to the tem-
perature used in the experimental situation rather than 0 K.
To this end we first find the theoretical equilibrium lattice
constant of Cu0.69Zn0.31 by KKR-ASAs+Md-CPA calcula-
tions using the electrostatic screening constants ascr=0.56
and bscr=0.92 (see Sec. II C) and the GGA for the exchange-
correlation energy. This yields zero- and room-temperature
lattice constants equal to 3.674 Å 3.694 Å, respectively. The
latter has been calculated in the Debye-Grünesen model,53,54
and is in reasonable agreement with the experimental room
temperature value of about 3.688 Å.55 The Debye-Grüneisen
model further allows us to estimate the lattice spacing of the
Cu0.69Zn0.31 alloy at 473 K, which we find to be equal to
3.705 Å. We consider this to be best estimate of the relevant
experimental lattice spacing which we therefore use in the
subsequent KRR-ASA-CPA calculations of the SGPM effec-
tive interactions.
The SGPM interactions calculated for a random
a-Cu0.69Zn0.31 alloy are presented in Fig. 5. It is seen that the
nearest-neighbor interaction is dominating in this system,
followed by those of the 2nd, 3rd, and 4th coordination
shells which are one order of magnitude smaller. All other
interactions are two or more orders of magnitudes below the
FIG. 4. (Color online) The ordering energies of L12, DO22, and
DO23 Cu3Zn phases obtained from the SGPM interactions and in
the direct FP-PAW calculations at a=3.7 Å. We also show the
pseudopotential results by Muller et al. (Ref. 49. FIG. 5. (Color online) Pair SGPM interactions in fcc random
Cu0.69Zn0.31 alloy at a=3.688 Å.
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dominant nearest-neighbor interaction but, as we have seen
in Fig. 4, it is in fact the contribution from these minute
terms which in the end favors the DO23 type of ordering over
the L12.
To provide a quantitative analysis of short-range order in
random alloys one must account for the local relaxations
effects. This we do in the ETM, Sect. II C, and therefore the
complete Hamiltonian to be used in the Monte Carlo simu-
lations for random Cu0.69Zn0.31 at 473 K include the interac-
tions shown in Fig. 5 plus the relaxation term in Eq. (14). In
this case the ETM yields a relaxation energy of −0.3 mRy.
In the top panel of Fig. 6 we compare the Warren-Cowley
SRO parameters obtained by the complete Hamiltonian de-
scribed above with the experimental data.51,52 The agreement
between the present simulations and the experiments is seen
to be excellent for all coordination shells. Also displayed are
the results of Muller and Zunger49 obtained by Monte Carlo
simulations based on the mixed-space cluster expansion
(MSCE) Hamiltonian with effective interactions obtained us-
ing the structure inverse method. In this case the simulations
agree less well with experiment for shells number 2, 4, 6,
and 11. It is difficult to speculate as to the origin of these
deviations, but we suspect that it may partly be caused by
problems with the total energy calculations, cf. the ordering
energies in Fig. 4. It is clear, however, that the SIM effective
interactions should be quite different from the fully con-
verged interactions, since the longe-range tail of the pair in-
teractions, which leads to the stabilization of the DO23 struc-
ture, is renormalized among the others.
The remarkable agreement between the calculations by
the SGPM and the experimental results for the SRO, on one
hand, and the fact that the interaction at the first coordination
shell strongly dominates all the others, on the other, poses a
question concerning the role of the more distant interactions
in the formation of the SRO at high temperature. To make
this point more clear, we estimate the strength of the inter-
action Vi by the measure ni=1/2Vizi, where zi is the coordi-
nation number. We find for the first four interactions:
n110,100,211,220=1014, −24, −43, −56 K, and for the next 5:
n310,222,321,400,330=−21, 0.1, −2.4, −0.5, −4.5 K. That is, the
interactions beyond the first coordination shell are at least
two orders of magnitude smaller than that at the first coordi-
nation shell, n110, and one order of magnitude smaller than
the 450 K at which the experiments and the simulations are
carried out. In spite of this, one can clearly see relatively
strong oscillations in the SRO parameters at the ninth coor-
dination shells mentioned above.
To find the main source of the oscillatory behavior in the
SRO parameters we have performed MC simulations for the
same 21 coordination shells used in the complete calculation,
but included only either the first or the first four pair inter-
actions included in the simulations. The results are presented
in the lower panel of Fig. 6. It is truly curious to observe that
the single interaction at the first coordination shell repro-
duces the oscillatory behavior of the SRO parameters up to
the ninth coordination shell. This means that the observed
values of the SRO parameters for these coordination shells
are mainly determined by the nearest-neighbor interaction. In
other words, the SRO parameters at the first nine coordina-
tion shells in a-brass are to a large degree induced by
nearest-neighbor interactions through higher order correla-
tion effects, and their value and sign are determined by the
geometry of the fcc lattice.
V. ORDER-DISORDER TRANSITION IN b-BRASS
The order-disorder transition in bcc CuZn alloys is an
extensively studied second-order phase transitions used as a
model system in the first fundamental experimental work on
critical scattering by Als-Nielsen and Dietrich.56,57 The tran-
sition occurs at about 740 K on the Cu-rich side of the equi-
atomic composition. The ordered low-temperature phase has
the quite simple B2(CsCl) structure which, however, is not
the ground-state structure of stoichiometric Cu0.5Zn0.5. The
latter forms g-brass, which according to Paxton40 may be
related to the appearance of additional Bragg planes that
lower the one-electron energy.
The transition in b-brass has already been calculated by
Turchi et al.47 using the cluster variation method with GPM
interactions, and these authors found a critical temperature of
730 K which is in very good agreement with experimental
data. The agreement, however, must be accidental since their
interactions do not include the (screened) Coulomb interac-
tions which are quite large in this system, at least for the first
coordination shell, as can be seen in Fig. 2.
Here, we use the SGPM interactions to simulate the order-
disorder phase transition in CuZn on a bcc lattice. As in the
previous section we include the relaxation term (14) and cal-
culate the interactions at the lattice parameter relevant to the
high-temperature experimental situation. In this case we use
a value of 2.987 Å as estimated by the Debye-Grüneisen
model at 800 K.
To judge the validity of the SGPM interactions, we com-
pare in Fig. 7 the ordering energies calculated by (16) with
those obtained in the direct VASP total-energy calculations. It
is clearly seen that the SGPM interactions yield a quantita-
tively accurate description of the ordering in b-brass. The
largest discrepancies between the direct calculations and the
FIG. 6. (Color online) (a) The calculated and measured Warren-
Cowley SRO parameters in fcc Cu69Zn31. (b) MC simulations sT
=470 Kd with restricted set of pair interactions.
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SGPM results are found in the “phase-separated”-like struc-
tures which have positive ordering energies. However, as
these structures represent configurational states, the statisti-
cal weights of which will be almost zero, the corresponding
errors will be of little consequence in the thermodynamic
simulations.
To include the local lattice relaxation energy in the Hamil-
tonian for the Monte Carlo simulations the effective tetrahe-
dron model28 is modified to accommodate the bcc lattice.58
Thus, the relaxation energy has the same form as for the fcc
lattice (14), the only difference being that the relaxation in-
teractions are determined for the smallest tetrahedron on the
bcc lattice, which is the tetrahedron formed by 4 sides con-
necting the nearest-neighbor sites and 2 sides connecting the
nearest-neighbor sides. The relaxation interactions have been
calculated in the GGA and yield a relaxation energy of a
random Cu0.5Zn0.5 alloy of −0.55 mRy, which compares well
with the values of −1.04 and −0.59 mRy found in direct VASP
calculations for 16- and 64-atom supercells, respectively,
representing the random Cu0.5Zn0.5 alloy. The fact that the
local relaxation energy in Cu0.5Zn0.5 is quite sensitive to both
the size of the supercell and the number of k points in the
Brillouin zone integration appears to be connected with the
Fermi surface effects, which make the stoichiometric B2-
CuZn unstable. In this respect the ETM model is certainly
quite approximate. However, we believe that it still captures
the energetics of the local relaxations with sufficient accu-
racy to make the high-temperature simulations meaningful.
The inclusion of lattice relaxation effects in the end lowers
the order-disorder transition temperature by about 100 K.
According to the existing phase diagram59 the single-
phase region of b-brass is shifted from the equiatomic com-
position by about 2 at. % towards Cu, and the order-disorder
phase transition occurs at an off-stoichiometric composition.
For this reason we have chosen the Cu0.52Zn0.48 alloy com-
position for the Monte Carlo simulations and recalculated the
SGPM interactions. The new interactions are, in fact, very
close to those at the equiatomic composition. In the Monte
Carlo simulations we have included the 17 strongest interac-
tions up to the 30th coordination shell, and used a 24324
324 simulation box based on the bcc lattice. In Fig. 8 we
present the results for the configurational specific heat and
the Warren-Cowley short-range order parameter at the first
coordination shell. The calculated transition temperature of
780 K is only 40 K higher than the experimental data. This
is a very good result taking into account the fact that the
local relaxation energy is slightly underestimated in the ETM
and that the vibrational free energy is completely neglected.
VI. ORDERING IN CUAU
Face-centered cubic CuAu alloys present a very interest-
ing and instructive case regarding the comparison between
different alloy theories. The Cu–Au phase diagram is rela-
tively simple. It consists of the high-temperature random
phase in the whole concentration range and three ordered
phases: Cu3Au, CuAu, and Au3Cu. The structures of the
Cu3Au and the CuAu phases which are L12 and L10, respec-
tively, are well established experimentally as well as theo-
retically. However, first-principles calculations disagree with
the existing interpretations of the experimental data for the
ground-state structure of Au3Cu.6,60 There is also a medium-
temperature CuAu-II phase around the equiatomic composi-
tion, which is a long-period superstructure based on the L10
ordered phase.61–63 The stabilization of this phase has most
probably a statistical origin coupled with local lattice relax-
ations near antiphase boundaries, which leads to specific lo-
cal disordering.64 Energetically this is a very small effect
which cannot be described on the basis of the usual effective
interactions alone, and it is therefore not considered here.
The phase diagram and the ordering of Cu–Au alloys
have been investigated intensively by first-principles theoret-
ical methods (see Ref. 60 and references therein), which in
almost all cases have been based on the use of the structure
inverse method with different types of cluster expansions. In
particular, the so-called mixed-space cluster expansion
(MSCS) has been used by Zunger and co-workers6,60,65 in
recent calculations of the order-disorder phase transitions,
SRO parameters, and ground-state structures in this system.
In all these studies the Hamiltonian has been generated by a
mapping of the enthalpies of formation of structures taken
FIG. 7. (Color online) The ordering energies of 11 different
ordered equiatomic CuZn alloys (including 7 generated specifically
for configurational energy test: S1–S7) obtained from the SGPM
interactions and in the direct FP-PAW calculations.
FIG. 8. (Color online) The calculated specific heat and Warren-
Cowley SRO parameter at the first coordination shell in Cu0.52Zn0.48
obtained in the Monte Carlo simulations.
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from the whole concentration range, which have been re-
laxed both in terms of volume and atomic positions. The
effective interactions that result6,60 from this procedure show
substantial 3- and 4-site cluster interactions which leave the
convergence of the corresponding expansion somewhat in
doubt. Since both Cu and Au have only one s electron par-
ticipating in the bonding (3d- and 5d shells being almost
filled), it is difficult to imagine where the strong noncentral
forces signaled by the 3- and 4-site interactions may have
their physical origin.
The SGPM yields quite a different picture of the interac-
tions in Cu–Au. In Fig. 9 we show the effective pair SGPM
interactions calculated for a Cu0.75Au0.25 alloy, and it is
clearly seen that the nearest-neighbor term dominates all
other terms. Furthermore, the multisite interactions are very
small, the largest being −0.31 mRy for the triangle of the
nearest neighbors and 0.14 mRy for the triangle formed by
two nearest-neighbor sites and a site at the third coordination
shell. All other 3- and 4-site interactions are smaller by one
order of magnitude or more.
To explain how the structure inverse method can lead to
substantial 3- and 4-site interactions, we show in Fig. 10 the
concentration and volume dependence of the nearest-
neighbor pair interaction. For a fixed volume one notes that
the concentration dependence of V1 is very weak and linear.
However, the dependence on volume is extremely strong,
and one can clearly see that it originates from the screened
Coulomb interactions due to a drastic change in the effective
charge transfer with the volume. In the figure we have fur-
ther indicated the range of the equilibrium Wigner-Seitz radii
in the whole concentration range for CuAu. It is now clear
that if the structure inverse method is used for the whole
concentration range with the relaxed structures, the strong
volume dependence of the effective pair interactions will
have to be represented by higher-order concentration- and
volume-independent interactions.
The present SGPM pair interactions reproduce quite well
the ordering energy of L12-Cu3Au sSWS=2.8 a.u.d :
−7.05 mRy, which should be compared with the value from
direct total energy calculations of −6.52 mRy, the total en-
ergy of a random Cu0.75Au0.25 alloy having been obtained by
the LSGF method.26,27 Although the SGPM interactions
slightly overestimate the ordering energy of the L12 phase,66
they reproduce very accurately the relative energies ELPSm
f;ELPSs1x0dg−EL12f;ELPSs100dg of the L12-based long-
period superstructures sLPSmd as shown in Fig. 11, which
are of the order of meV. The LPS possess a superstructure
vector given by 2p /as1x0d, where x is determined by the
modulation length m as x=1/2m. (A thorough description of
such structures may be found in Ref. 1.) It is also interesting
to notice that FP-LAPW results taken from Ref. 60 and the
KKR-ASAs+Md results are in perfect agreement. The latter
result is also very important, since the accuracy of the GPM
FIG. 9. SGPM pair interactions in Cu0.75Au0.25.
FIG. 10. (Color online) Concentration (a) and volume (b) de-
pendence of nearest-neighbor SGPM interaction in CuAu. Concen-
tration dependence calculated at fixed Wigner-Seitz radius of
2.8 a.u., while the volume dependence is determined for equiatomic
alloy composition. The range of equilibrium Wigner-Seitz radii in
CuAu alloys is indicated by vertical broken lines.
FIG. 11. (Color online) The energies of LPSsmd in Cu3Au, as a
function of the superstructure vector k=2p /as1x0d (x=1/2m,
where m is the modulation length), relative to the energy of the L12
structure sk=0d. The results of direct calculations: KKR-ASAs
+Md are from this work, FP-LAPW from Ref. 60. DO22 and DO23
correspond to the LPS1 and LPS2, respectively.
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interactions is provided by the accuracy of the underlying
first-principles method, and in this case apparently none of
the approximations used in the KKR-ASAs+Md calculations
has a significant impact on the final accuracy.
Using the SGPM interactions in a Monte Carlo simulation
of a Cu0.75Au0.25 alloy, we find the order-disorder transition
temperature T0 to be 740 K. Once again we have added the
local relaxation term given by the effective tetrahedron
model (ETM).28 As expected for an alloy with a large size
mismatch, the effect of local relaxations on the transition
temperature is significant. If we exclude the relaxation term
we find T0 to be at 1275 K. Although our transition tempera-
ture is slightly higher than the experimental value, we have
included no term in the Hamiltonian to describe lattice vibra-
tions. According to Ref. 60 such a term may lower T0 by
approximately 100 K.
There is one further point connected with the strong local
relaxations and the approximation used for the exchange-
correlation energy. As is well-known, there is no single ap-
proximation that works well for both of the two components
of CuAu.28,32,67 The GGA works well for the ground-state
lattice parameter of the 3d metals but less well for the 5d
metals, while the LDA does the opposite. As a result, the
calculated relaxation energy of the CuAu alloy depends on
the functional, the values being −51, −42, and −38 meV for
LDA, LAG, and GGA, respectively. This effect is to some
extent compensated by the volume dependence of the
strength of the effective interactions, which shows the re-
verse trend being strongest for the GGA. However, such an
uncontrolled compensation is hardly desirable.
In Fig. 12 we compare the SRO parameters in
Cu0.75Au0.25 as calculated by Monte Carlo simulations based
on our SGPM interactions with the experimental values ob-
tained by Butler et al.68 at about 40 K above the order-
disorder transition temperature. Also shown are the results of
Wolverton et al.65 calculated by the Monte Carlo technique
but with a MSCE Hamiltonian obtained using the SIM. The
agreement with experiment is rather good (although we find
reasonable but worse agreement at the other
stoichiometries69).
This encouraged us to search for the experimentally ob-
served temperature-dependent X-point splitting in the diffuse
scattering intensity, which can be related to the Fourier trans-
form of the SRO parameters. We observe no such splitting
which was, in fact, seen in the MC simulations of Wolverton
et al.65,70 The latter authors ascribed the effect to entropy,
which may induce a certain type of long-range SRO excita-
tions due to specifically shallow energy landscape near the
minimum in the reciprocal space. In other words, the neces-
sary condition for a temperature-dependent shift is the exis-
tence of a quite shallow minimum in the ordering energy of
the LPS, ELPSm, close to the X point at x=0 sm=‘d which
corresponds to the L12 structure.
Such a shallow minimum is indeed found in the mixed-
space cluster-expansion representation of the DEsxd
=ELPSs1x0d−EL12 as seen, for instance, in Fig. 6 in Ref. 65.
This is in contrast to the present results shown in Fig. 11,
where the energy DEsxd increases steeply near the X point. It
is not clear why the difference between the SGPM and
MSCE-SIM results close to the X point arises. However,
since the SGPM accurately reproduces the ordering energies
of the LPS obtained by direct calculation in the KKR
-ASAs+Md, and as these in turn agree well with the direct
FP-LAPW calculations of Ref. 65, we believe that the physi-
cal origin of this interesting effect is at present still an unre-
solved issue.
VII. LONG-PERIOD SUPERSTRUCTURES IN Cu0.75Pd0.25
In the Cu–Au system the number of terms in a Hamil-
tonian at a fixed volume and concentration is rather small
and all the terms are short-ranged. In this section we shall
consider the system of Cu-rich CuPd alloys that show ex-
actly the opposite behavior. This system is well-known for
the formation of long-period superstructures71 based on the
L12 ordered phase and for the related strong concentration
dependence of the splitting at the X point in the diffuse scat-
tering measurements on the disordered alloy.72 Many of the
interesting features in the thermodynamics of this system,
including the two mentioned above, have been explained
successfully on the basis of Fermi surface nesting
arguments.74,75 A strong and composition-dependent nesting
of the Fermi surface has long been predicted and has recently
been confirmed in positron annihilation studies.73
The Fermi surface nesting leads to an increase in the elec-
tronic susceptibility at the nesting vector, which in the Ss2d
formalism manifests itself as a peak in the Fourier transform
of the pairwise interactions in the XW line of the Brillouin
zone.76 In a real-space theory such as the GPM, this is ex-
pected to lead to a long-range oscillatory form for the pair-
wise interactions in the direction of the nesting vector. That
this is indeed the case is shown in Fig. 13, where we have
plotted the SGPM interactions in the direction of the nesting
vector [110] as well as along [100]. The former clearly ex-
hibit oscillatory behavior and are longer ranged than the lat-
ter. Note that, although the interactions in the tail are very
small in magnitude, they must be included in the Hamil-
tonian in order to reproduce the concentration dependence of
the X-point splitting by Monte Carlo simulations.
The complex behavior of the concentration-dependent in-
teractions is expected to cause problems in the construction
FIG. 12. (Color online) The Warren-Cowley SRO parameters in
Cu0.75Au0.25 above order-disorder phase transition.
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of the concentration-independent interactions used in the
SIM. Indeed, to the best of our knowledge, no SIM-based
calculation has reproduced the concentration dependence of
the X-point splitting or the concentration dependence of the
LPS stability. However, the simulations by Lu et al.77 exhibit
a rather good agreement with the experimentally observed
real-space SRO parameters in the first several coordination
shells for a wide range of compositions. On the other hand,
as we have seen in the case of the fcc CuZn system, these
SRO parameters are likely to be dominated by the effective
interactions in the first few shells, which presumably are
easier to include in a SIM calculation than the long-ranged
and complex concentration-dependent interactions that deter-
mine the concentration dependence of the X-point splitting.
So far we have only discussed effective pair interactions
which, however, do not provide the complete physical pic-
ture in this system. Consider, for instance, Eq. (9), which
shows that when g˜ij is large in the direction of the nesting
vector, multisite interactions that involve vectors in the nest-
ing direction one or more times may be important even for
quite large distances between the sites. The dramatic effect
of this mechanism is clearly seen in Fig. 14, where we show
the energies of the LPSs at the stoichiometric 75% Cu com-
position. For this illustration, the SGPM Hamiltonian in-
cluded 140 pair interactions, 44 3-site interactions, and a
number of 4-site interactions. It is clear that without the mul-
tisite interactions one does not obtain a quantitative descrip-
tion of the LPS energetics in the CuPd system. Further, the
fact that the minimum energy appears slightly shifted and
becomes shallower with the inclusion of multisite interac-
tions may be important in the determination of a quantita-
tively correct description of the diffuse scattering, where
theory and experiment still show a discrepancy.78
The problem in the calculation of the LPS energetics is
not simply the effect of some large three-site interactions, but
is due to the large number of small yet finite 3-site interac-
tions that must be included in the Hamiltonian. This is illus-
trated in Fig. 15, where we show the contribution from the
first 32 3-site interactions to the energies of LPS3sm=3d and
LPS4msm=4d. At the starting point in the figure we plot the
results of the summation of pair interactions alone. The fol-
lowing point, 111, is the result of adding the contribution to
the ordering energy from interactions of the triangle of near-
est neighbors. As one may see, these interactions do not con-
tribute at all to the LPS energy in spite of the fact that they
are the largest of the 3-site interactions.
It is clear that, although there are many 3-site interactions
which are unimportant and may be omitted in the Hamil-
tonian, those that should be included are quite long-ranged
and large in number. This causes problems both for the SIM
and for the Monte Carlo simulations. In fact, the latter are
slowed down considerably not only by the large number of
3-site interactions in the Hamiltonian but also by the large
degeneracy of each of these interactions. For instance, the
3-site interactions labeled by 134, 137, and 337 have a de-
generacy of 144. In Table I we show some of the most im-
portant 3-site interactions among those calculated. Although
it is in general quite difficult to predict which multisite inter-
action will be important, we have found that the following
simple rule usually works: The strongest multisite interac-
FIG. 13. (Color online) Pair interactions for Cu0.75Pd (top panel)
and Cu0.50Pd (lower panel) shown in the [100] and [110] directions,
the latter being the direction of the nesting vector.
FIG. 14. (Color online) The energies of LPSm in Cu3Pd as a
function of the superstructure vector k=2p /as11/2m0d, relative to
the energy of the L12 structure. Total energy calculations are done
by the KKR-ASAs+Md method.
FIG. 15. (Color online) The relative energies of the LPS3 and
LPS4 in Cu3Pd as a function of the included 3-site interactions. The
final point marks the final energy found by including all calculated
(44) 3-site interactions.
RUBAN et al. PHYSICAL REVIEW B 70, 125115 (2004)
125115-12
tions are for those clusters which include the sides for which
pair interactions have relatively high values compared to the
others.
VIII. EFFECTIVE INTERACTIONS AND ORDERING
TRANSITIONS IN PTCO
It is a major advantage of the GPM that it may be used in
cases where the magnetic degrees of freedom are nontrivial.
An instructive example of this is the Pt–Co system in which
the Curie temperature drops monotonically from 1400 K in
pure Co to zero in pure Pt.79,80 As a result, the Curie tem-
peratures of 700 and 350 K for random PtCo and Pt3Co al-
loys, respectively, appear to be below the order-disorder tran-
sition temperatures which are 1100 and 1000 K for L10
-PtCo and L12-Pt3Co, respectively. The disappearance of the
global moment at the Curie temperature is due to a disorder-
ing of the direction of the local Co moments which, in fact,
remain finite also above the Curie temperature. We therefore
have a system in which the description by configurational
thermodynamics of the paramagnetic state between the Curie
temperature and the order-disorder transtion temperature
must include nontrivial magnetic degrees of freedom.
In the most general case, this poses an extremely difficult
problem as one must consider not only the separate chemical
and magnetic degrees of freedoms (see Refs. 81–83 and ref-
erences therein), but also the interplay between them. For
instance, the local magnetic moment may depend in a com-
plicated manner on the chemical environment, and in such a
case a Hamiltonian consisting of independent Ising and
Heisenberg terms describing the chemical and magnetic de-
gree of freedom, respectively, will not be sufficient. Of
course, it is possible in many cases to find simplified semi-
empirical models similar to that proposed in Ref. 84 for the
calculation of the PtCo phase diagram, but the chemical and
magnetic interactions in this type of Hamiltonian are difficult
to identify and relate to first principles calculations. How-
ever, as we will show below, a full first-principles treatment
can in fact be provided for this system.
The point is that if one is interested only in the “chemi-
cal” ordering between Pt and Co atoms above the Curie tem-
perature, a much simpler approach can be used. This ap-
proach is based on the assumptions that the magnetic
moments on Co atoms do not depend on their local chemical
environment, i.e., on the number of the nearest-neighbor Pt
atoms, and that they are in the disordered state. Such a state
is quite well described by the disordered local moment
(DLM) model, which assumes the existence on average of
two types of Co atoms, one with spin up, Co↑, and the other
with spin down, Co↓, which have the same concentration in
the alloy and are distributed randomly relative to each other
on the underlying lattice, whereby the average magnetic mo-
ment in the crystal will be zero. It follows that a binary
CoxPt1−x alloy above the Curie temperature can be consid-
ered a three-component system: Cox/2
↑ Cox/2
↓ Pt1−x with a con-
figurationally uncorrelated distribution of Co↑ and Co↓.
The pair interactions in such a ternary system will involve
the exchange of a Cox atom with a Pt atom in the presence of
another Coy atom, and can be defined as85
VsRdxy ; VsRdCoxCoy
= vCoxCoysRd + vPtPtsRd − vCoxPtsRd − vPtCoysRd ,
s17d
where vABsRd is the interatomic potential between A and B
atoms. However, since the spatial correlations of the purely
magnetic configurations above the Curie temperature are
small, we can reduce the problem to the case of a binary
alloy by taking the average over effective interactions VsRdxy
with different orientation of Co spins. Including now the
symmetry of the spin up and spin down states, the effective
pair interactions are
VsRd = 12 fV↑↑sRd + V↑↓sRdg , s18d
where VsRd↑↑ and VsRd↑↓ are the Pt–Co effective interactions
which involve pairs of Co atoms with ferromagnetic and
antiferromagnetic spin alignment, respectively. Multisite in-
teractions may be obtained in a similar way but will not be
given here.
It would clearly be a problem to derive effective interac-
tions for the PtCo system by the SIM as the basis of input
structures must be generalized to include also magnetic
structures. However, increasing the degrees of freedom pre-
sents no problem for a perturbative method such as the GPM,
and the coherent potential approximation is a natural tool for
calculating the electronic structure of the DLM state. In the
notations introduced in Sec. II we have for the one-electron
part of the SGPM interaction
Vxy
GPMsRd = −
1
p
Im E
EF
Trstxg˜Rtyg˜−R + tPtg˜RtPtg˜−R − txg˜RtPtg˜−R
− tPtg˜Rtyg˜−Rd , s19d
where tx; tCo
x
.
TABLE I. Three-site interactions in Cu0.75Pd0.25 in concentration variables and (mRy). The number of
equivalent clusters is given in square brackets.
111 [24] 112 [36] 113 [72] 133 [72] 333 [24] 134 [144] 224 [36]
0.727 −0.288 −0.091 0.065 0.051 −0.051 −0.065
125 [72] 136 [72] 137 [144] 1.4.10 [36] 1.10.17 [36] 4.4.17 [36] 1.17.30 [24]
−0.078 −0.088 0.036 −0.041 −0.053 −0.035 −0.032
ATOMIC AND MAGNETIC CONFIGURATIONAL PHYSICAL REVIEW B 70, 125115 (2004)
125115-13
The screened Coulomb interactions, VscrsRd, do not de-
pend on the direction of the spin and thus are the same for
VsRd↑↑ and VsRd↑↓. Moreover, it is natural to assume that the
screening is independent of the magnetic state, an assump-
tion which we have confirmed by supercell calculations.
Hence, the actual screened Coulomb interactions used were
those obtained in a ferromagnetic Pt0.75Co0.25 alloy.
To test our assumptions regarding the screening in PtCo
and the influence of the local environment on the magnetic
state of the Co atoms, we have performed LSGF calculations
for a 384-atom supercell of a DLM Co0.25
↑ Co0.25
↓ Pt0.5 alloy
having an exact relative random distribution of Pt, Co↑, and
Co↓ atoms in the first three coordination shells (in coordina-
tion shells four to eight the SRO parameters were of the
order of 0.01), and an exact relative random distribution of
Co↑ and Co↓ atoms in the first two coordination shells. As a
first result we find that the value of the on-site screening
constant in the supercell DLM calculations is very close to
that of a ferromagnetic alloy indicating that the screening in
this alloy system is quite insensitive to the magnetic state.
Second, we find that the value of the magnetic moment of
the Co atoms ranges from 1.10 to 1.85mB depending on the
average magnetic moment in the first coordination shell. In
fact, the value increases if the average moment in the first
coordination is ferromagnetically aligned and decreases oth-
erwise. Finally, we find, as assumed above, that the magnetic
moment of the Co atoms depends very little on the number
of the nearest neighbor Pt atoms as may be seen in Fig. 16.
This means that the decoupling of the chemical and magnetic
interactions above the Curie temperature is indeed a reason-
able approximation.
In Fig. 17 we show the calculated SGPM interactions for
the Pt0.75Co0.25 alloy in three different magnetic states: Fer-
romagnetic, nonmagnetic, and DLM. It is seen that the aver-
age DLM interactions at the first coordination shell are very
close to those of the nonmagnetic state. At more distant co-
ordinations shells they deviate somewhat, however, and this
turns out to be important in the description of the order-
disorder transition. It is further seen that the nearest-neighbor
interactions in the ferromagnetic alloy and VsR1d↑↑ are
weaker than the average DLM and paramagnetic interac-
tions, which means that ferromagnetism suppresses ordering.
At the same time, VsR1d↑↓ involving Co atoms with antifer-
romagnetic alignment of the spins is substantially stronger
than all other interactions. This is a natural effect in an alloy
with pronounced ferromagnetic behavior, since the separa-
tion of two Co atoms with ferromagnetic spin alignment is
energetically favorable relative to the separation of two Co
atoms with antiferromagnetic spin alignment.
The results of MC simulations for Pt0.75Co0.25 with the
three sets of interactions including the local lattice relaxation
interactions determined in the ETM are shown in Table II. It
is seen that the DLM interactions reproduce the experimental
order disorder transition temperature to within 10 K while
the nonmagnetic and the ferromagnetic interactions produce
transition temperatures which are 200 and 400 K lower, re-
spectively. Note that the latter is only 200 K above the Curie
temperature at this composition. The success of our averaged
DLM interactions indicates that the neglect of magnetic cor-
relations assumed in this model is indeed reasonable. This
should not be surprising since the order-disorder transition
takes place 600 K above the Curie temperature. We conclude
that, although a correct treatment of the magnetic state ap-
pears essential to construct a quantitatively accurate Hamil-
tonian for use in the alloy thermodynamics, magnetic corre-
lations themselves are unimportant.
IX. MAGNETIC EXCHANGE INTERACTION
PARAMETERS FROM THE GPM
The most widely used perturbation technique for obtain-
ing exchange interaction parameters for a Heisenberg Hamil-
tonian is the Liechtenstien-Katsnelson-Gubanov method
(LKGM),86,87 which is based on the so-called magnetic force
theorem. This theorem is applied to the system in ferromag-
FIG. 16. Magnetic moment of Co atoms in a 384-atom supercell
representing random Pt0.5Co0.25
↑ Co0.25
↓ alloy which have equal num-
ber of Co↑ and Co↓ atoms as a function of number of Pt atoms in the
first coordination shell.
FIG. 17. (Color online) Pair SGPM interactions in Co0.75Pt0.25
obtained in the DLM, ferromagnetic (FM), and nonmagnetic calcu-
lations (PM).
TABLE II. Order-disorder transition temperatures in Co0.25Pt0.75
with interactions calculated from different reference states.
Nonmagnetic DLM (average) Ferromagnetic Experiment
800 K 1030 K 600 K 1040 K
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netic state, and exchange interactions are determined from a
small-angle reorientation of two spins on different sites. As
we will see below, this particular limit may induce some
specific restrictions on the exchange interactions if they ex-
hibit a pronounced angle dependence, so their application,
for instance, to calculations of the Curie temperature may
lead to inaccurate results.
It turns out that the opposite limit, which is a large-angle
spin excitation, needed for a correct representation of the
paramagnetic state, can be given by the GPM interactions
obtained for the DLM state. This is true, at least, for a
“Heisenberg system” where the dependence of the value of
the magnetic moment on the configuration is small and the
exchange interactions themselves do not depend on the un-
derlying magnetic configuration, so collinear magnetic con-
figurations should be described by the same exchange pa-
rameters as noncollinear configurations. Therefore, the
problem of finding the magnetic interactions in a pure metal
is reduced to the problem of calculating the ordinary effec-
tive interactions in the corresponding DLM alloy of “spin-
up” and “spin-down” atoms. In this case, the GPM yields
effective interactions which are simply (up to some coeffi-
cient depending on the form of the Hamiltonian) the Heisen-
berg exchange interaction parameters.
One can expect the GPM to be quite accurate in obtaining
exchange interactions. In fact, the main approximation in the
GPM is the CPA which, however, usually works very well
for the DLM state. Furthermore, there is no problem with the
screening since the spin-up and spin-down atoms are chemi-
cally equivalent, which means that there is no charge transfer
effect upon a change of the direction of the spin. It should
also be noted that the application of the GPM to the DLM
alloy is equivalent to the method by Oguchi, Terakura, and
Hamada (OTH),88 in which the exchange parameters are ob-
tained as the interaction energy between two magnetic mo-
ments in the DLM paramagnetic medium, the only difference
being the use of the fully renormalized form for the ex-
change parameters by OTH.
The interaction parameters may, of course, be determined
by the structure inverse method generalized to magnetically
ordered systems (see, for instance, Refs. 89–92). However,
the problems arising here are similar to those found in the
application of the SIM in alloy calculations. Therefore, the
purpose of this section is to demonstrate that the GPM is an
accurate and powerful alternative to such methods in this
case, too.
A. Curie temperature in bcc Fe
In the following we apply the LKGM and GPM in calcu-
lations of the Curie temperature for bcc Fe. This is a well-
studied system and it has been subjected to numerous first-
principles calculations, (see, for instance, Refs. 89 and 93),
from the work by You et al.94 to the most recent calculations
by Bruno.95 Here, we mention the calculations based on the
DLM state by Staunton et al.,96,97 which demonstrated that
bcc Fe can be considered a Heisenberg system, and the cal-
culations by Oguchi et al.88 also based on the DLM, which
gave a Curie temperature of 2700 K that is far above the
experimental value of 1040 K. Since the GPM is formally
equivalent to the method used by Oguchi et al., it will be
interesting to see how the GPM works in this case.
In Table III we present six sets of pair exchange interac-
tion parameters Jij for bcc Fe obtained by the GPM and the
LKGM as defined by the Heisenberg Hamiltonian
H = − o
ij
Jijeie j , s20d
where ei is a unit vector in the direction of the local magnetic
moment at site i. All calculations used a lattice spacing of
2.88 Å close to the experimental value at 1000 K except
those of Ref. 98, which used the room temperature value. We
note that the effect of the exchange-correlation approxima-
tion is rather small and, in fact, much smaller than the dif-
ference between the GPM and LKGM exchange parameters,
which is clearly a qualitative difference.
TABLE III. First several exchange parameters by the GPM and LKGM for bcc Fe at the lattice spacing
2.88 Å in meV. Electronic temperature in parenthesis.
Shell
GPM LKGM
GGa s0 Kd LDA s0 Kd LDA s1000 Kd GGA s0 Kd LDA s0 Kd LDA s0 Kda
111 27.27 25.49 23.83 10.62 12.67 19.48
200 1.77 1.13 1.09 12.74 8.72 11.09
220 1.11 1.05 0.92 −0.31 −0.02 −0.21
311 0.40 0.27 0.20 −2.22 −1.60 −1.71
222 −2.56 −2.31 −2.11 −0.49 −0.74 −1.94
400 −0.33 −0.36 −0.38 0.22 0.27 0.84
331 −0.28 −0.32 −0.28 −0.39 −0.12 0.01
420 −0.01 −0.04 −0.03 0.14 0.11 0.20
422 −0.44 −0.42 −0.36 −0.02 −0.25 −0.44
333 1.18 1.24 1.12 2.66 1.93 2.54
511 −0.02 −0.01 −0.01 0.39 0.21
aReference 98, lattice spacing: 2.87 Å.
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The results in the third column of Table III includes an
electronic temperature of 1000 K in the Fermi-Dirac distri-
bution in the self-consistent electronic-structure and
exchange-parameter calculations. It is seen from the LDA
data in the table that an increase in the electronic temperature
lowers the exchange interactions, which subsequently will
lead to a lower Curie temperature. In our LKGM calcula-
tions, not shown in the table, the effect is opposite, i.e., an
increase in the electronic temperature increases the exchange
parameters in the first coordination shell, leading to a higher
Curie temperature.
In Table IV we show the Curie temperatures obtained by
Monte Carlo simulations using a Heisenberg Hamiltonian99
with different sets of pair exchange interaction parameters
and two electronic temperatures of 0 and 1000 K. It is seen
that the GPM-LDA exchange parameters yield Curie tem-
perature closest to the experimental value, overestimating it
by only 50 K, while the GPM-GGA calculations overesti-
mate it by 220 K. It is interesting to note that the effect of the
exchange-correlation approximation on the Curie tempera-
ture is opposite in sign and much smaller in the LKGM
calculations than in the GPM calculations. We also find that
if the electronic temperature in the GPM calculations is low-
ered to 0 K the Curie temperature increases by approxi-
mately 100 K in the subsequent Monte Carlo simulations,
while the same lowering of the electronic temperature has
the opposite effect on the LKGM exchange parameters and
Curie temperature.
The results in Table IV show that the GPM works quite
well for the exchange parameters and the Curie temperature,
while our LKGM pair exchange parameters yield Curie tem-
peratures that are too low. This apparent failure of the
LKGM is quite unexpected, since most of the previous
LKGM calculations of the Curie temperature in bcc Fe are in
good agreement with the experimental data. To the best of
our knowledge there is only one exception: The calculations
by Antropov et al.,100 who, using LKGM exchange param-
eters in spin-dynamics simulations, found the ferromagnetic
transition in bcc Fe to be about 600 K. Furthermore, in a
recent study based on the LKGM exchange parameters ob-
tained by Pajda et al.98 and the random phase approximation,
Bruno95 found the Curie temperature to be 950 K, which
upon a renormalization due to a transverse magnetic field
increased to 1057 K, in perfect agreement with experiment.
Obviously, a discrepancy of the order of 300 K in the
Curie temperature obtained by what should be the exact
same LKGM approach needs an explanation. From a com-
parison of the two last columns in Table III it is immediately
clear that the discrepancy is caused by the quite substantial
difference between the present LKGM exchange parameters
and those obtained by Pajda et al.98 We shall now clarify the
origin of this difference by showing what is required to re-
produce the exchange parameters by Pajda et al.98
First we note that the calculations by Pajda et al. have
been performed at the room temperature lattice spacing,
which we assume to be 2.87 Å. However, this is not the
cause of the difference since our LKGM exchange parameter
at the first coordination shell calculated at this lattice spacing
is only 0.64 meV higher than the value in Table III. We then
decreased the accuracy of the electronic structure calcula-
tions used to obtain the LKGM exchange parameters by in-
troducing the approximations used by Pajda et al. That is, we
used the LMTO parametrization of the potential function, not
the exact KKR one, and instead of an spdf basis we used an
spd basis. Finally, we turned off the relativistic effects. We
find the LKGM exchange parameters obtained in this way in
the first four shells to be 18.61, 10.10, −0.06, and
−1.73 fmeVg, respectively, which within a few percent re-
produces the values shown in the last column of Table III.
Thus, the LKGM exchange parameters obtained by Pajda
et al.98 are based on one in appropriate approximation, ne-
glect of relativistic effects, and more approximate electronic
structure calculations. The successful calculation of the Curie
temperature in bcc Fe by Pajda et al.98 and subsequently by
Bruno95 is fortuitous. With the present LKGM exchange pa-
rameters the latter author would have found a Curie tempera-
ture of about 850 K including the renormalization due to a
transverse magnetic field.95,101–103
One of the advantages of the GPM method is that it al-
lows one to determine high-order terms of the Heisenberg
Hamiltonian straightforwardly. It turns out that such terms
give quite substantial contribution to the Curie temperature
of the bcc Fe, the strongest interactions of which we have
found to be (i) the biquadratic exchange parameters, Jij
s2−2d
which enter the Hamiltonian as −oijJij
s2−2dseie jd2 for the first
two coordination shells and which are −0.56 and 0.19 meV,
respectively, and (ii) the 4-site exchange parameter, Jijlk
s4d
which enters the Hamiltonian as −1/3oijklJijlk
s4d fseie jdsekeld
+ seiekdse jeld+ seieldse jekdg (Ref. 104) for the tetrahedron con-
sisting of four nearest-neighbor sides and two next-nearest-
neighbor sides and which is −0.73 meV (LDA, T=1000 K).
From the sign convention it is clear that these exchange pa-
rameters should reduce the stability of the ferromagnetic
state, and indeed the Curie temperature drops by approxi-
mately 50 K when they are included in the Heisenberg MC
simulations. This brings the theoretical GPM-LDA result into
perfect agreement with the experimental data while the
GPM-GGA result is still off by 150 K, i.e., 15% off the
experimental value.
Since higher order terms have been found to be important
in the calculation of the Curie temperature of fcc Fe within
the GPM, there is a strong possibility that such terms are also
important in the LKGM. This, together with renormalization
of the LKGM interactions,95,101 could increase the Curie
temperature in the case of the LKGM; however, the investi-
gation of this point is beyond the scope of the present paper.
B. Spin spirals in bcc Fe
As has been mentioned at the beginning of this section,
the LKGM exchange interactions, being determined from a
TABLE IV. Curie temperature in bcc Fe obtained with different
sets of the pair exchange interaction parameters.
El. temperature
LKGM
(GGA)
LKGM
((LDA)
GPM
((GGA)
GPM
((LDA) Experiment
0 K 560 K 640 K 1330 K 1180 K
1000 K 700 K 740 K 1260 K 1090 K 1040 K
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low-angle spin perturbation, may easily fail in the calcula-
tions of the Curie temperature, which is most probably the
case of bcc Fe. On the other hand, it has been noticed (see,
for instance, Ref. 92) that the LKGM interactions in fact
reproduce quite well the magnon spectrum, obtained in the
direct total energy calculations of low-angle spin spirals. Be-
sides, by definition it should also produce quite well the
long-wave limit.101 In this view one can argue that the suc-
cess of the GPM exchange interaction parameters is acciden-
tal, since it cannot be such that both methods are accurate;
the interactions and the results for the Curie temperature are
quite different.
To show that this is not the case we present in Fig. 18 the
calculated energies of spin spirals in bcc Fe done for three
different azimuthal angles: u=0.05p, 0.1p, and 0.5p to-
gether with the Fourier transform of the pair GPM and
LKGM exchange interaction parameters (first 50 and 160
coordination shells have been used, respectively), Jsqd, in the
G-H direction of the bcc Brillouin zone. In the pair-
interaction Heisenberg model the energy of a spin spiral is
given by Jsqdsin2 u, and therefore to be able to compare all
the results we have normalized all the energies obtained in
the direct calculations by 1/sin2 u.
It is seen that there is a substantial difference between the
energies of spin spirals for different u, which can be due to
(1) higher order interactions and/or (2) deviation of the mag-
netic behavior of Fe from the Heisenberg model (which, of
course, also includes higher order terms). The energy of spin
spiral obtained for u=0.5p exhibits very smooth monotonic
behavior, which is similar and close to the Jsqd obtained
from the GPM exchange interaction parameters.
It is also clear that Jsqd obtained from the LKGM ex-
change interaction parameters very well reproduce the en-
ergy of spin spirals in the long-wave limit (small q), and for
u→0. One can clearly see the appearance of the nonmono-
tonic behavior of spin spirals in the case of the LKGM,
which some associate with Kohn-type anomalies. That is, we
indeed have the case where both the GPM and LKGM inter-
actions work quite well, but each one in its own well-defined
limit. Taking into consideration the fact that the paramag-
netic state corresponds to the large-angle limit, it is quite
natural to expect good GPM results for the Curie temperature
in bcc Fe.
X. SUMMARY
We have demonstrated that the generalized perturbation
method (GPM), introduced into alloy theory more than a
quarter of a century ago, can provide both a quantitatively
accurate as well as physically transparent framework for the
investigation of problems in alloy systems. Further, we have
shown that the theory allows an easy extension to cases
where magnetic degrees of freedom are important. Indeed, as
a limiting case of this we have calculated the exchange pa-
rameters for Fe and found that they give a good description
of this itinerant ferromagnet.
As regards the comparison with other alloy theories such
as the structure inverse method (SIM), we wish to bring into
focus the fact that the theories are to a large degree comple-
mentary. For example, in the GPM one can systematically
search for the types and ranges of interactions that are im-
portant, whereas in the SIM this fact must be guessed at or
allowed to “emerge” (rather unreliably, as we have seen)
from the fitting process. On the other hand, the accuracy of
the SIM is in principle limited only by the accuracy of the
particular DFT used, whereas the GPM relies on the essen-
tially uncontrolled approximations of the CPA and ASA ge-
ometry. However, the GPM is expected to be accurate for
long-range interactions, and so the SIM could be used to
confidently correct for errors in the earlier coordination
shells. One can make the further point that the GPM will, by
its perturbative nature, always be more efficient in highly
inhomogeneous situations, or where the number of types of
degrees of freedom is large, whereas it is only through the
SIM that the contribution of, e.g., long-range elastic forces to
the effective interactions may be determined.
To conclude, we have shown that the GPM can, in many
cases, provide both a quantitatively accurate as well as physi-
cally transparent effective interaction. However, our hope is
not to establish the GPM as a stand-alone alternative to the
SIM, but rather to point out the complementary aspects of
both theories, and perhaps encourage studies in which both
approaches may be fruitfully combined.
FIG. 18. (Color online) The energy of spin spirals in bcc Fe in
the G-H direction of the Brillouin zone obtained in the direct KKR-
ASA spin-spiral calculations for three different azimuthal tilt u and
from pair GPM and LKGM exchange parameters.
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