Abstract-The fluctuation and uncertainty of wind power generation bring severe challenges to secure and economic operation of power systems. Because wind power forecasting error is unavoidable, probabilistic forecasting becomes critical to accurately quantifying the uncertainty involved in traditional point forecasts of wind power and to providing meaningful information to conduct risk management in power system operation. This paper proposes a novel direct quantile regression approach to efficiently generate nonparametric probabilistic forecasting of wind power generation combining extreme learning machine and quantile regression. Quantiles with different proportions can be directly produced via an innovatively formulated linear programming optimization model, without dependency on point forecasts. Multistep probabilistic forecasting of 10-min wind power is newly carried out based on real wind farm data from Bornholm Island in Denmark. The superiority of the proposed approach is verified through comparisons with other well-established benchmarks. The proposed approach forms a new artificial neural network-based nonparametric forecasting framework for wind power with high efficiency, reliability, and flexibility, which can be beneficial to various decision-making activities in power systems.
B
ECAUSE of the increasingly serious energy crisis and climate change, renewable energy has been widely explored for electricity power generation in recent years. Wind power is regarded as one of the most important renewable resources for power generation, of which the installed capacity worldwide increased about 30 times in the past decade and reached about 320 GW by the end of 2013 [1] . The higher variability and lower controllability of wind power production than conventional generations introduce considerable uncertainties to power systems and, consequently, raise severe challenges to power system balance and stability [2] . Therefore, accurate and reliable wind power forecasting becomes highly meaningful to reduce operation cost and improve reliability for power systems that have high wind penetration.
Wind power production is closely dependent on natural factors and suffers from the chaotic nature of weather systems. Therefore, traditional point forecasting cannot avoid forecasting errors [3] . Forecasting errors have been approximated via various parametric probability distribution models, including normal, log-normal, beta, mixed distribution models [4] - [6] , Recently, much attention is given to developing probabilistic forecasting methodologies to quantify the uncertainty involved in wind power forecasting, which can be modeled in the form of quantiles, prediction intervals, or probability density forecasts. In [5] , very short-term probabilistic forecasting of wind power was studied based on auto-regressive models and generalized logit-normal distributions. A novel BELM approach was developed for probabilistic forecasting of wind power [7] , with advantages of extremely high computational efficiency and online application potential. An adaptive conditional PI construction approach was proposed based on fuzzy inference and adaptive sampling technique [8] . RBFNN was utilized for probabilistic forecasting of wind power via integrating point prediction and weather information [9] , without a parametric probability distribution model of point forecasting error. A direct interval forecasting approach was preliminarily proposed to directly generate nonparametric PIs of a specific high confidence [10] . Then a generalized hybrid intelligent approach was developed to produce optimal PIs based on the formulated performance-oriented cost function [11] , without the needs of the information of wind power prediction errors. Based on the works in [10] and [11] , a nonparametric density forecasting approach was proposed for solar energy prediction [12] . It suffers from high computational burden and severe local optimality, and incorrectly formulates the benchmark hybrid intelligent approach proposed in [11] . Quantile regression was employed to approximate quantiles of the volatility and uncertainty of wind power generation [13] , [14] . A hybrid neural network approach was proposed to conduct multi-step probabilistic forecasting of wind power [15] . An ensemble-based probabilistic forecasting approach was developed for short-term wind power generation based on ensemble forecasts of meteorological variables [16] . A time-adaptive kernel density approach based on the Nadaraya-Watson estimator was proposed to estimate the uncertainty of wind power forecasting [17] . Besides, probabilistic forecasting was also applied for electricity price prediction in electricity markets [18] , [19] .
In general, probabilistic forecasting of wind power can provide meaningful information to participants in power systems if it is appropriately incorporated into decision-making models. Accordingly, decision makers can make proper operation and control schemes in advance to cope with risks introduced by the uncertainty of wind power production. This would effectively assist in transforming various decision-making activities in power systems from traditionally deterministic to probabilistic, and consequently increase the value of wind generation, such as wind power trading in electricity markets [20] - [22] , wind turbine control [23] , unit commitment [24] - [26] , economic dispatch [27] , optimal power flow [28] , reserve allocation and setting [29] , [30] , demand response [31] , security region assessment [32] , frequency control [33] , and so on.
Though NNs have excellent nonlinear mapping capability [34] , they cannot precisely predict wind power generation. It is noted that classical NNs based PI construction methods are formulated on the basis of the serious assumption of normally distributed prediction errors [35] - [37] , meanwhile succumbing to complicated mathematical formulation and high computational burden. Because of the high complexity of the statistical characteristics of wind power forecasting errors, it would be extremely difficult to derive parametric models to precisely describe the uncertainty of wind power prediction. This paper proposes a novel direct quantile regression (DQR) approach for nonparametric probabilistic forecasting of wind power generation which takes advantage of ELM and quantile regression. The ELM is a novel learning algorithm for training single-hidden layer feed-forward NNs [38] , [39] , demonstrating an extremely fast learning speed and overcoming the limitations of traditional NNs such as local minima, overtraining, and high computational burden. The quantile regression aims at estimating quantiles with different proportions and does not depend on any model assumption of probability distribution [40] , [41] , which has been applied, for example, in econometrics and social sciences. The proposed DQR method successfully generates nonparametric quantiles without the need of prior knowledge, statistical inference, or distribution assumption of point forecasts errors. Utilizing the unique merits of the ELM model, the complicated artificial NN-based nonparametric probabilistic forecasting is formulated as a linear programming problem in this paper. A variety of quantiles with incremental proportions could be accurately approximated, while the crossing of quantiles can be successfully avoided via the constraints of the formulated problem.
Realistic wind generation data from Bornholm Island in Denmark are used to verify the proposed approach. In practice, a few hours before real-time, wind power fluctuations of 10-min measurements are critical for power system operation and control [42] , [43] . Different from classical multi-step wind power forecasting based on 1-hour wind power, multi-step 10-min resolution wind power forecasting is newly investigated in this paper. The effectiveness and advantages of the proposed DQR approach are validated by the comparisons with state-of-the-art parametric and nonparametric approaches. With accurate quantification of the uncertainties of wind power prediction and high computational efficiency, the proposed novel nonparametric probabilistic forecasting model has a high potential to support various decision-making problems in power systems.
The remainder of this paper is organized as follows. The definition and evaluation indices of nonparametric probabilistic forecasting are introduced in Section II. Section III presents the mathematical formulation of the proposed direct quantile regression approach. Comprehensive case studies are conducted to verify the proposed approach in Section IV. Finally, Section V gives the summary of the paper.
II. DEFINITION AND EVALUATION OF NONPARAMETRIC PROBABILISTIC FORECASTING

A. Nonparametric Probabilistic Forecasting
Denote the prediction target of wind power production at time t by y t , and let x t be the input vector of the prediction model, the data set can be expressed as
(1) where x t can consist of historical wind power, wind speed and wind direction, NWP, etc., and T represents the size of the data set. Note that wind generation used in the study is normalized by nominal capacity P n , which is accordingly bounded in the range [0, 1].
Let f t and F t denote the PDF and the corresponding CDF of y t , respectively. Assuming that F t is a strictly increasing function, the quantile q α t with nominal proportion α ∈ [0, 1] of the random variable y t can be obtained as the minimum value satisfying that,
which can be equivalently expressed as
The quantile forecastq α t+k |t with nominal proportion α is regarded as an approximation of quantile q α t+k |t generated at time t for lead time t + k. It can easily be understood that a single quantile cannot meet the requirements of decision-making activities associated with wind power integration in power systems. Furthermore, because of the high complexity of wind power prediction uncertainty, it would be difficult to present the whole information of probability density distribution. Based on the definition of the quantile in (2) and (3), the PDF f t+k |t and CDF F t+k |t of the wind power production can be approximated by means of a set of quantiles produced by the nonparametric probabilistic forecasting, expressed aŝ
It can be found that nonparametric probabilistic forecasting has the advantage that it does not rely on parametric probability distribution of prediction errors.
B. Classic Parametric Probabilistic Forecasting
Traditional parametric probabilistic forecasting is based on parametric statistical analysis of point forecasting errors [7] . Firstly, the point forecasting model needs to be constructed based on training dataset given in (1). It can be obtained that
where y t+k is prediction target at time t + k,ŷ t+k |t denotes the prediction value at time t, ε t,k denotes the prediction error. Then prediction error set can be collected under the training dataset. And the estimated PDFf ε t,k and CDFF ε t,k of prediction errors can be determined under certain probability distribution assumption,f
Therefore the predictive distribution of wind generation can be estimated througĥ
Due to the high complexity of wind power forecasting error, the parametric models can be hard to precisely describe the predictive distribution of wind generation.
C. Evaluation Criteria
The quantiles obtained by nonparametric probabilistic forecasts need to be comprehensively assessed from the perspective of both reliability and sharpness. Improper evaluation index applied would result in inaccurate PIs and systematic biases to decision makers [44] .
1) Reliability:
Reliability is regarded as a major property for validating the correctness of nonparametric probabilistic forecasting methodologies [8] . Low reliability could introduce systematic prejudice to the subsequent decision-making problems. Based on the definition of quantile, the empirical proportion of quantileq α t is defined as,P
where T is the total number of observations, and η t denotes the indicator of quantileP α Q defined by,
The reliability diagram will provide the deviation between empirical proportionP α Q and nominal proportion α of predicted quantiles. The APD, denoted as P D α Q , of a quantile is defined as,
Generally, the closer the APD is to zero, the higher the reliability of the estimated quantileq α t .
2) Sharpness:
In addition to reliability, the sharpness of the nonparametric probabilistic forecasts needs to be considered. It would be critical to utilize proper scoring rules to evaluate the overall skill of nonparametric probabilistic forecasts to include all aspects of the forecasts quality.
When the nonparametric probabilistic forecasts take the form of predictive quantiles, the scoring rule integrating a set of quantiles on a single time point is defined by [8] ,
Given a test set with T prediction samples, the average score based on the above scoring rule can be calculated to evaluate the skill of predictive quantiles, expressed as,
The scoring rule is positively oriented, which implies that the larger score value S Q indicates the better predictive quantiles.
III. FORMULATION OF DIRECT QUANTILE REGRESSION
A. Extreme Learning Machine
ELM is an efficient learning technique for training a single hidden-layer feed-forward NN [38] . It has unique advantages of simple formulation and extremely fast training speed. The typical structure of ELM is shown in Fig. 1 . For a set of training dataset {(x i , y i )}, i = 1, 2, · · · , N with the input x i ∈ R n and the output y i ∈ R m , suppose that there exists ELM with L hidden neurons and infinitely differentiable activation function ϕ() can approximate these N samples with zero error. Then the ELM can be represented as,
where a i ∈ R n is the input weight vector connecting the ith hidden neuron and the input neurons, ω i ∈ R m represents the output weight vector connecting the ith hidden neuron and the output neurons, b i is the bias of the ith hidden neuron, and ϕ(a i · x j + b i )denotes the output of the ith hidden neuron. The above equations can be rewritten in matrix form, Hω = Y (14) where H denotes the hidden layer output matrix, defined as,
ω and Y denote the matrices of output weights and targets, respectively,
The hidden neuron parameters a i and b i are randomly generated and remain unchanged, and then the hidden layer output matrix H becomes a constant. Accordingly, training a single hidden-layer feed-forward NN is just equivalent to reaching a norm least-squares solutionω of the linear system (14) such that
which is equivalent to the minimization of the cost function of the classical gradient-based learning algorithms defined as,
The optimal solutionω in (17) can be derived through simple matrix operation and expressed as,
where H † is the Moore-Penrose generalized inverse of the matrix H, and can be calculated by different methods, including the singular value decomposition method, orthogonal projection method, and orthogonalization method.
The traditional gradient-based leaning techniques for NNs require a number of iterations to tune the parameters. However, based on a formulated linear system, ELM can obtain the parameters through just a single matrix computation, with extremely fast speed. It can overcome several limitations involved in traditional gradient-based learning techniques, including local minima, overtraining, and high computational costs.
B. Quantile Regression
Quantile regression introduced by [40] aims to approximate the conditional distribution of the random variable by means of quantiles. The conditional quantile functions are modeled as functions of explanatory variables. More specifically, the quantile of proportion α defined in (2) can be approximated through minimizing a sum of asymmetrically weighted absolute residuals cost function [41] , expressed as, where T is the size of datasets for model construction, ρ α (·) is the nominal absolute function defined by,
The cost function of quantile regression is illustrated in Fig. 2 , to more explicitly explain the definition. It should be noted that unconditional quantiles are yielded based on the optimization problem in (20 
C. Direct Quantile Regression
The proposed DQR approach is to fulfill nonparametric probabilistic forecasting of wind power production via producing nonparametric conditional quantiles. In addition to the excellent nonlinear regression ability, the ELM becomes a linear system after randomly determining the input weights, which further motivates the application of ELM in the study.
1) ELM-based Single Conditional Quantile:
According to the quantile regression expressed in (22) , ELM is applied as the function of the conditional quantile of wind power, which can be expressed as the following cost function,
subject to
where g(x t , w α ) denotes the linear function of ELM, w α is the decision variable vector of the optimization problem, that is, the output weight of ELM, the constraint (24) (25) subject to
It can be found that the optimization problem in (25)- (28) is a LP problem, which can be efficiently solved. In practice, the single quantile cannot provide sufficiently useful information on wind power uncertainty to decision makers in power systems.
2) ELM-based Multiple Conditional Quantiles: To accurately describe the predictive density of wind power, it would be necessary to estimate the whole probability as far as possible with a series of conditional quantiles of different proportions
Based on the formulation of a single conditional quantile, the cost function of ELM-based multiple conditional quantiles can be obtained by summing the cost functions of quantiles of different nominal proportions. The non-crossing constraints can be introduced to obtain multiple quantiles. Then the optimization problem can be formulated as,
where the non-crossing between quantiles of different proportions can be guaranteed via the constraint in (32) , and the constraint in (33) ensures that the output quantiles lie in the nominal range of wind farm output. Furthermore, it is formulated as a linear optimization problem and can be efficiently solved by LP algorithms. The global optimum can be guaranteed [45] . In general, the proposed DQR method incorporating ELM and quantile regression successfully formulates the nonparametric probabilistic forecasting as a LP model. The correctness of the formulated model can be ensured as the cost function is based on the mature quantile regression technology. Though a feedforward NN-based forecaster has very complicated parameters, it can be easily solved by LP algorithms, due to the application of ELM. Therefore, the proposed DQR model can demonstrate excellent accuracy and computational efficiency.
The framework of the proposed DQR model is visually demonstrated in Fig. 3 . The proposed DQR approach establishes an ELM-based forecaster to directly produce the conditional quantiles of wind power production with different proportions, without the assumption of probability distribution of point forecasting errors needed in traditional approaches. A set of produced quantiles can give a full estimation of the probability density of wind power prediction uncertainty. The simple model for nonparametric forecasting based on ELM would dramatically improve computational efficiency and have a large space for practical applications. Moreover, the proposed DQR approach has significantly high flexibility because of the excellent regression capability of ELM.
IV. CASE STUDIES
A. Description of Experiment Data
The realistic wind power data from Denmark are used for the verification of the proposed DQR approach. The wind farm is located in Bornholm Island that is utilized as an experiment base for smart grid technologies in Denmark. The total installed capacity of wind power P n is about 30 MW. The backbone of electricity network in Bornholm Island is illustrated in Fig. 4 .
Traditionally, wind power data of hourly resolution are employed for wind power production forecasting to satisfy the requirements of practical power system operation [8] . With increasing high penetration of wind power, it becomes crucial to forecast high-resolution wind generation to provide meaningful information for operation and control of smart grids. It has been revealed that intra-hour resolution (e.g., 10-min) wind power demonstrates much higher volatility than hourly wind power [46] . In particular, the fluctuations of wind power at this time scale have severe impacts on the balance of power systems via electricity market mechanism, defined by the transmission system operator in Denmark [42] . Further, high resolution wind power prediction becomes more and more important due to the rapid development of smart grid. Therefore, 10-min resolution wind power data from the Bornholm Island wind farm are utilized in the study covering the periods from June to July 2012, and from November to December 2012, to involve the seasonality of wind power generation to a certain extent.
B. Description of Case Studies
To verify the forecast performance of the proposed DQR approach, four other probabilistic forecasting methods, including the parametric approaches persistence, BELM-Normal and BELM-Beta [7] , and the nonparametric approach RBFNN [9] , are employed to estimate PIs using the same training and testing data for benchmarking.
As a naïve model, the persistence approach is commonly used as a basic benchmark for point forecasts of wind power. The persistence-based probabilistic forecast model is used as reference model in the study, of which the predictive density follows the normal distribution. The mean value is given by the average of the latest available measurements of wind power, and the variance is correspondingly determined by the latest observations. In addition, the BELM-Normal approach that obtains bootstrapped ELMs is utilized as an advanced parametric model relying on normal predictive density, which focuses on estimating prediction intervals of high confidence and has extremely high computation efficiency [7] . The BELM-Beta approach based on BELM and beta distribution assumption of prediction uncertainty is applied in the case study to investigate the influences of different distribution models. To further demonstrate the effectiveness of the proposed approach, the RBFNN-based nonparametric probabilistic forecasting approach is used as a mature benchmark that does not need the assumption of probability distribution for forecasting errors. In this approach, the RBFNNs are optimized through the cost function formulated by integrating Bayesian interpolation, the Stein unbiased risk estimator, and the bias of predictive density.
In practice, different wind power prediction horizons, ranging from minutes to days, respond to associated requirements of actual decision-making activities in power systems. Previous studies focus on forecasting wind power with an hourly resolution. In Denmark, the 10-min lead time is considered the most important by the transmission system operator Energinet.dk due to the wind power fluctuations at this scale having the most serious effects on power system balance [42] . For a look-ahead time shorter than 3 to 6 hours, a statistical approach using wind power historical measurements would perform better than NWP-based approaches [3] . Therefore, we investigate multi-step forecasting of wind power from 10 min to 3 hours, which is very important for grid operations (e.g., reserve dispatch and system control in practice), but rarely examined in the state-of-the-art research. For such short look-ahead times in the study, it takes only historical wind power data as inputs of the proposed model. More exogenous variables, such as NWP information, can be easily considered in the proposed model due to the application of ELM with high regression capability.
To comprehensively estimate the predictive density of wind power, quantiles of proportions ranging from 5% to 95% with 5% increments are produced, except for the proportion 50% according to (29)- (33) . The symmetric quantiles form prediction intervals with nominal coverage rates 10%, 20%, . . . , 90%. The proposed method and the four benchmarks applied are tested on the Bornholm Island wind farm for systematical analysis and comparisons. In the study, 60% of wind power production data are used for constructing the forecasting models, and the remaining data are used for model test. Due to different season patterns, the prediction models are separately constructed on the two datasets.
C. Analysis of Experiment Results
The average proportion deviations between nominal and empirical proportions in July and December are depicted in Fig. 5(a) and (b) , respectively, for the evaluation of reliability. The reliability diagrams are obtained via the average of probabilistic forecasts for the various look-ahead times, ranging from 10 min to 3 hours. Fig. 5 shows that the proposed DQR method can provide excellent reliability performance and significantly outperforms the applied four benchmarks in both test periods July and December. For all confidence levels from 5% to 95%, the empirical proportions of quantiles obtained by the proposed method are close to the corresponding nominal proportions. The absolute deviations obtained from the proposed method at different nominal confidence levels are smaller than 2% and 1.5% in July and December respectively, indicating high reliability. In general, the quantiles are slightly overestimated and underestimated by the DQR approach in July and December respectively, which implies that reliability can be improved by adjusting the obtained quantiles. It indicates the different performances in different season patterns. From Fig. 5(a) , the parametric approaches including persistence, BELM-Beta and BELM-Normal can generate about 6% proportion deviation in July 2012. It can be found from Fig. 5(b) that the persistence and BELM-Beta can produce proportion deviation of about 7.5% at the nominal proportions 60% and 20%, respectively, in December 2012. The BELM-Normal approach can generate proportion deviation of 6.5% at the nominal proportion 60%. It can be seen that the BELM-Normal approach can generate satisfactory PIs of high confidence. Generally, these parametric approaches are inclined to be underestimated for proportions below 50%, and tend to reach overestimation for the higher proportions. In comparison with parametric approaches, RBFNN can generate relatively reliable probabilistic forecasts in the two studied cases, as the probability density bias is used as an objective of the cost function. However, it suffers from high computation burden during the optimization process.
The resultant skill score values of probabilistic forecasts of the proposed method and the four benchmarking methods in July and December 2012 are displayed in Fig. 6(a) and (b) respectively for the evaluation of sharpness. The x-axis gives the look-ahead times of probabilistic forecasts, and the various curves show the sharpness indices. The quantiles obtained by the proposed DQR method have the largest skill score values, indicating the best overall skill and sharpness in the two cases, compared with the employed benchmarks. In particular, the DQR method performs about 25% better than the persistence approach and about 20% better than the RBFNN approach from the perspective of sharpness. Persistence has the lowest sharpness, as it cannot well capture the nonlinearity of wind power series. BELM-Normal and BELM-Beta have similar overall skill in the two cases. RBFNN cannot effectively ensure the sharpness of probabilistic forecasts, since the cost function only includes the reliability index. Furthermore, we can see that the skill score decreases with the look-ahead time. This is because it is more difficult to predict wind power for a longer lead time, which then introduces larger uncertainty.
Predictive distribution of wind generation is relevant to approximation of the error distributions of the point forecasts, and extremely difficult to be precisely estimated by parametric models. The proposed nonparametric probabilistic forecast approach has significant merits compared with parametric approaches with the probability distribution assumption. Considering the comprehensive performance, including reliability and overall skill, the proposed DQR approach produces the best predictive quantiles compared with the applied four benchmarks.
Multi-step prediction intervals at a specific time point on December 11, 2012, at 18:10 are displayed in Fig. 7 . In the 3 hours, the wind power generation decreased from 56.4% to 33.5%. Though with a similar ramp rate, the width of prediction intervals apparently increases with the length of look-ahead time. Particularly, the prediction intervals are very tight in the first few steps. This is consistent with the sharpness results in Fig. 6 that the longer prediction horizon will bring the larger uncertainty. Moreover, PIs of lower confidence can be well encapsulated by those of higher confidence. In practice, the multi-step probabilistic forecasting of high-resolution wind power can provide meaningful information for decision-making activities in power systems, including economic dispatch, optimal power flow, demand side, wind farm control, and electricity market clearing. Based on the multi-step forecasting, decision makers can continuously adjust the decision to optimally respond to the fluctuations of wind generation.
Forecasted quantiles of wind power generation in July and December 2012 with 1-hour look-ahead time are displayed in Figs. 8 and 9 , respectively, along with the actual measured wind generation. The displayed wind power covers the period of about 2 days. It can be seen that the actual wind power can be well enclosed by the estimated quantiles, demonstrating the high performance of the proposed approach. This can solidly prove the excellent performance of the proposed DQR approach in different season patterns. As the application of ELM with high learning ability, the proposed approach has high adaptability to meet the requirements of wind power prediction in different situations. It is apparent that the PIs of lower confidence are embedded very well by those of higher confidence, which solidly proves that the constraints in (32) formulated for the proposed DQR approach can effectively avoid the crossing of quantiles of different proportions.
From the examples of Figs. 8 and 9, we can clearly find that the PIs are not symmetric on the center point that relates to point forecasts. The asymmetry of predictive distribution is more significant for low and high values of wind power. This also further explains why normal and beta distributions cannot precisely approximate the predictive distribution of wind power. Moreover, the sharpness of PIs varies very much in different conditions, according to the examples given in Fig. 9 . The PIs for low wind power value are relatively tight, which can be explained by the wind power fluctuation being fairly smaller at this wind generation level. PIs become much wider, especially when wind power is at the intermediate level. It should not be unreasonable that wind power at the intermediate level has the high potential to be up or down, leading to relatively larger uncertainty, which can be easily found in Fig. 8 . Though with excellent performance, there exist some conditions in Fig. 9 in which the actual wind power is beyond the estimated PIs for the pretty large down/up ramp. As the nominal confidence is 90%, theoretically, there should be nearly 10% of wind generation not covered by the PIs. Nevertheless, the estimated PIs can shorten the estimation error and reduce the risk involved in decision making as far as possible.
The computational efficiency of the proposed DQR approach is investigated via comparisons with BELM and RBFNN, as listed in Table I . The three methods are executed on a PC with Intel Core Duo i7-4790 CPU @ 3.6GHz CPU and 16GB RAM. The average training time of these models are obtained based on wind power data from November to December 2012 and 1-hour look-ahead time.
From Table I , the BELM has extremely fast speed for model construction with only about 4s training time. As a parametric approach, it can have satisfactory performance for estimation of PIs with high confidences, and provide a very useful tool for online application. It can be seen that the proposed DQR approach implements about 780 times faster than the RBFNN method, indicating a significantly high computational efficiency. The training time of RBFNN can be too long for the prediction horizon shorter than 3 hours. In general, traditional NN based nonparametric probabilistic forecasting techniques rely on complicated cost functions, and have to be solved by heuristic algorithms. As the 18 quantiles are optimized simultaneously, the dimension of decision variables can be very high. Consequently, it always suffers from the disadvantage of high computational burden. The proposed approach needs only 64s training time, which can satisfy the online model update to some extent. With the fast training speed and excellent performance, the proposed DQR method has high potential for practical applications in power systems.
D. Discussion
The experimental results illustrate that the proposed method has superior performance for short-term probabilistic wind power forecasting compared with the four well-established parametric and nonparametric benchmarks. The existing probabilistic forecasting approaches are usually based on the results of point forecasts. Generally, the parametric approaches rely on the distribution assumption of the forecast error, for example, the persistence, BELM-Normal and BELM-Beta approaches in the case study. Traditional artificial NN-based nonparametric models are built on the complicated cost function, which has high computational complexity. Integrating the advantages of ELM and quantile regression, the proposed DQR establishes a simple LP model to efficiently execute artificial NN-based nonparametric probabilistic forecasting of wind power generation. This enables the online construction of the proposed prediction model. Meanwhile, it does not need any information on point forecasts and the associated errors.
The DQR approach presents a generalized nonparametric probabilistic forecasting framework owing to the significant merits adaptive to various inputs, outputs, and look-ahead time, under the assistance of the high mapping capability of ELM. Multi-step probabilistic forecasting of high-resolution wind power is focused in the case studies, and the prediction horizon is shorter than 3 hours. Wind generation is closely related to meteorological variables, such as wind speed and wind direction. For a look-ahead time longer than a few hours, numerical weather prediction information needs to be utilized as the inputs of the proposed prediction model to ensure performance.
In practice, wind power forecasting information is a crucial base to various decision-making activities in power systems. Meanwhile, different applications may need forecasting values of different look-ahead times. For instance, it has been studied that high-resolution (e.g., 10 min) wind power has serious influences on power system balance. Wind power forecasting at this resolution would be meaningful for real-time power system operation, wind farm control, and electricity market running. Because of its high reliability and flexibility, the proposed DQR approach can have high potential in other practical applications, including unit commitment, reserve determination, and wind power trading.
V. CONCLUSION
Because of the high penetration and intermittency of wind power, accurate wind power prediction is crucial to the economy and security of modern power systems. With the unavoidability of wind power forecasting errors, probabilistic forecasting of wind power becomes increasingly popular and demonstrates its superiority over traditional point forecasts. A novel direct quantile regression approach has been proposed to produce nonparametric probabilistic forecasting of wind power combining ELM and quantile regression. The complicated artificial NN nonparametric probabilistic forecasting is innovatively formulated as a simple LP problem with significantly high reliability and computation efficiency. Moreover, the proposed approach does not rely on the information and distribution assumption of point forecasts error. The optimal predictive quantiles of wind power with multiple proportions can be generated simultaneously via one single linear optimization process, meanwhile ensuring the nesting of PIs among different confidences.
The effectiveness of the proposed DQR method is validated based on realistic wind power data from Bornholm Island in Denmark and comprehensive comparisons with several stateof-the-art benchmarks. The multi-step probabilistic forecasting of 10-min resolution wind power has been newly presented in this paper. In general, the proposed DQR approach provides an efficient and flexible framework for nonparametric probabilistic forecasting of wind power generation with highly reliable performance. Under the background of large-scale penetration of wind power, the probabilistic forecasts of wind power can be widely integrated into various decision-making activities in power systems, for example, reserve determination, economic dispatch, and wind power trading, etc.
