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Random variables are collected one at a time until the last k variables satisfy a given condition. 
The mean waiting time until this happens is studied and a general lemma is given. If > he condition 
is satisfied by many possible stopping sequences the probability distribution of the k last variables 
is discussed. A fairly general treatment is given for the case when k = 2. Two other special case; 
are mentioned, viz. the case when the condition is defined by order relations between the last 
variables, and the case when the variables are discrete. 
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1. Introduction and a basic lemma 
Take independent and identically distributed random variables, X1, X2, . . . , o2e 
at a time, until the k last satisfy the condition (X,, &.+ l, . . . , X,) E S. Let W be tilt: 
waiting time. The density of the last k variables, the stopping sequence, is denoted 
by rr(xl,. . . ,_Y& 
Construct a renewal process where the time between renewals is distributed as 
W. Put a mark at the first stopping time and cali it WI. Take new variables 
XW,, x&f,, l . l until the last of the flew variables satisfy S. Mark the new stopping 
time and call it W2. Repeat this p~cedure wi*th new variables getting new marks 
and new stopping times W3, W4,. . . . 
If P((X1, , . . ) Xk) E S) > 0, there is a stationary version of the process formed by 
the X-variables and the corresponding time points. Let P be the probability that 
a sequence ending at a fixed time point is marked in this version. The value of P 
is usually strictly less than the probabiliryP((XI, . . . , Xk) E S), since if two sequences 
that satisfy S overlap only one will be marked. The mean waiting time between 
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two marked time points is l/P, by the renewal theorem. This proves the following 
lemma for the original problem. 
Lemma 1.1. The mean waiting time E(W) is 1 /P, where P is the probability that, 
in the stationary process, a sequence ending at a fixed time point is marked. 0 
Li [5], Gerber and Li [4] and Blom and Thorburn [1] have recently treated the 
situation with discrete variables and a finite number of configurations in S. Similar 
problems have also been encountered in quality control (Page [6]) and in the theory 
of runs (David and Barton [2]). The central idea of this paper based on the renewal 
theorem was first used by Blom and Thorburn [l]. 
I want to thank Gunnar Blom for many valuable comments and his encouragement. 
2. Sequences with two elements 
Consider stopping sequences of length 2, so that S c R’ For simplicity let Xi be 
uniformly distributed on (0, 1). Consider the stationary process of the previous 
section and let g(x, y ) denote the probability that there is a mark at time t if X, 1 = s 
and X, = )‘. 
The pair (x, y ) E S is not marked, if and only if the previous pair is marked. Hence 
Since only the last term contains ~1, the 
the set (A-, .v ) E S. We can thu5 replace 
if (s, .v ) E S. (2.1) 
probability g(s, 4’) is independent of y in 
it by g(x ), which also is the conditional 
probability of no stop at X, given that X, = A-. Formula (2.1) is now reduced to 
l== 
I 
g(z ) dt +gt.v) if g(s) is detined. ( ) 33 -.LI 
,‘.1:,\ 1c.s 
The general solution to this equation of the Fredholm type is g(s ) = (I+ K ) ’ 1 I 1, 
where K is the operator ~,_,x,_s \ - ) dz (Ricsz and SZ-Nagy [7]). When g(s) has 
been determined, the mean waiting time and the distribution of the stopl’ing 
sequence can be found. The probability of a mark at a fixed position is 
The mean waiting time is 1 /P hy Lemma 1. I. Bayes’ theorem gives that the density 
of the stopping pair is n(s, ~1) = g(x l/P for all (A-, )’ ) E S. We have thus proved: 
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Theorem 2.1. If S E R *, then 
dx,y)=gW /II g(u)du do if (x,y)ES, S 
where g(r) is given by (2.2). q 
If the distribution of X is not uniform the theorem can be changed in either of 
two ways. First, the condition S can be replaced by S’ = {(x, y ); (F -l(x), F-‘(y)) E S}. 
The second way is to insert the density into the formulae giving -_ 1 
E(W)= (II gix )f!x )f(y ) dx dy S > 
where g(x ) solves (2.3 
1 = J ;:,~r,.Ffi(Z)f’(Z)dz+g(x) i (x,y)~Sforsomey. . . 
Example 2.1. The sung. Let S = {(x, y), x + J 7 s a} and assume a uniform distribution. 
First suppose that CI = 1. Formula (2.2) becomes 
1 \ 
l= J g(z) dz +g(x ). (2.4) 0 
The first and second derivatives of both sides are 
o=-g(l-x)+$(x) 
(2.5) 
O=g’(l -x)+g”<x). 
This gives a simple differential equation, g”(x) = -g(s), with boundary conditions 
g( 1) = 1 and g’(O) = 1 (from (2.4) and (2.5)). Its solution is 
g(s ) = sin(x ) + 
1 -sin(l) 
cost 1) 
cos(_li ). 
By Theorem 2.1 the mean waiting tCnc is 
(I 
1 , I 
E(W)= ( 1 --x)g(s) dx 
0 ) 
cog 1) 
I------z3.41. 
1 -sn(l) 
With similar methods it can be shown that 
g(s! = 
i 
sin(x I+ 
1 - sin@ ) 
cos(a) 
coqx ) if a G 1,x sa, 
i 
sin(x - 1) + cos(x -+ 1 - a ) --- 
(a - l)(l --sin(2-a))+cos(2-a) 
;LT 3 1,x aa -1; 
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E(W)= 
ifa , 
if a 5 1. 
The distribution of the last pair is given by ~T(x, y) = g(x)E ( W). 
If X has any symmetric and continuous distribution F, the event {X + Y s 0) is 
equivalent to {F(X) + F( Y) s 1). But F(X) is uniformly distributed and the results 
above carry over. 
Example 2.2. The difference. Let S = {(x, y ), y -x 3 a) and assume a uniform 
distribution. With a positive a Formula (2.2) becomes 
I 
rllax(O,r -u 1 
1= g(r ) dz +g(x ). 
0 
(2.6) 
The integral vanishes if .Y s a giving g(x I= 1. Inserting this into (2.6), the expression 
for ~(x ) in the region a -C x s 2a is obtained. An iteration of this procedure finally 
gives 
I Y/l1 I 
g:(x) = 23 (ia -x)‘/i!. 
i -0 
For nonpositive values of a it can be shown that 
4 
exp( --s ) if a = 0, 
g(x)-= It4 lj!,I] 
\’ 
3, 
(1 +ia --x)‘/(i!E(WI) If Q CO. 
The mean waiting time is, by Theorem 2.1, 
I( 
Illul 
) 
1 
C (ia - l)“‘/(i+ l)! if a > 0 
1 -1 
E(W)= ‘e 
i 
if a = 0 (2.7) 
I 1 ,’ (1 I
2+ ),: (1 +ia)‘+‘/(i+ l)! ifa <O 
f-i 
The mean waiting time for a pair with a ditference less than,u is smaller than 
the mean waiting time for a pair with a <urn less than 1 +a (cf. Section 4). This 
may be rather surprising since a given pair satisfies the two conditions with the 
same probability. 
3. Sequences with more than two elements 
The for two sequences can generalized to length. It 
however, seldom to obtain solutions. Let (s Ir . . , xk be the 
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probability that the stationary version has a mark at a fixed time given that the k 
last variables are x 1, x2, . , . , xk. The formula corresponding to (2.1) is 
gh...,xd 
k-l 
=l- c g(z,, . . . , z&-r, x1,. . . ,x,) dtl l l w c&-r; 
r-l 
(zl... ,zk ,,Xl.....X,KS 
x1,. . . ,x/( ES. 
This equation can be solved iteratively starting with gl = 1. 
In Formula (2.7) the mean waiting time for two increasing numbers is given. The 
time until a sequence of k increasing numbers occur can be obtained with more 
direct arguments, similar to those used by David i:nd Barton in Chapter 10 [2]. 
There is a mark in the stationary process at a fixed time if there is a sequence of 
exactly k, 2k, 3k, . . . increasing numbers ending at this time. The probability that 
the kj last values form an increasing sequence preceded by a value larger than the 
first is kj/(kj + i)!. By Lemma 1.1 the expected value is (x7 kj/(kj + l)!)? The 
distribution of the stopping sequence is thus a weighted average of the distribution 
of the last k variables of a (kj + 1)-tuple, where the second variable is the smallest 
and the kj last are in increasing order. 
Other stopping conditions based on the order between the k last variables can 
also be treated in a similar way. The combinatorics can, however, be rather 
complicated. 
4. Applications to control charts 
These methods can be used to analyze control charts. A reasonable procedure 
is, for instance, to stop sampling when the sum of the last k variables exceed a 
given level. Here we give two examples, where Xi can be considered to take values 
on the positive integers with probabilities f( Q. Before this we shall give a theorem 
previously given by Li [5] and Blom and Thorburn [1] in a slightly weaker version. 
Let S consist of the sequences S1 = (s 11, . . . , s I& S2 = (~21, . . . , s&, . . . . Tt.,: 
number of sequences may be finite, n or infinite. Assume that no Si is a proper 
subsequence of an S,. Otherwise the process never stops at Si, since Si always comes 
first. 
The probability that S, occurs at ;I tixed position is 
Further let eij be the expected number of times the sequence Si occurs in 
(Sil, * - * 9 Sik,, Xk,t 1% * - * 7 XkI+k,). This is possible only if the last r numbers in Si equal 
the first r in Si for some r 2 0. Note that eii 3 1 since Si occurs Eilways zero steps 
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after itself. A summation over all possible r gives 
Theorem 4.1. The expected waiting time is E(W) = c xi, where xi satisfy 
pi =CeijXi, j = 1,. . . , n. 
i 
(4.1) 
Proof. Consider the stationary process of Section 2 and let xi be the probability 
that a marked sequence Si occurs at a fixed time. 
If an unmarked sequence Si occurs it must be preceded by a marked sequence. 
The probability is 
n k, 1 
2: C XlP(Si at t 1 Si at 2 -r) = i Xieii --Xi. 
i 1 r=l 1 
The term xi appears since the sum does not include r = 0. 
The sequence Si occurs with probability pi at a fixed position and is either marked 
or unmarked. Hence 
pi = i Xit?ii -Xi + Xi. 
Lemma 1.1 gives the first part of the theorem and the second part follows from 
the definition of conditional probability. 0 
Now suppose that a sample is taken with regular intervals from an industrial 
process and that its weight lP(i is plotted on a control chart. Define Yi as 0, 1 or 2 
depending on whether Xi > a, a >Xi > b or X1 G b. Let the corresponding prob- 
abilities be p, q and 1 - p - q. Two different plans will be analyzed. 
Example 5.1. The process is stopped if one weight exceeds a or k consecutive 
weights exceed b. This problem has previously been studied by Page [6] using 
Markov chains. The stopping sequences are S, = (0) and Sz = (1, . . . , 1). It is seen 
that ell ZZ 1, ~7~~ = 0, yzl L- 0 and ezl = Elk) ’ 4’. Theorem 4.1 now shows that the 
average run length is 
E(W)= l/(p+q”(l -l/,/(1 -q”)). 
Example 5.2. The process is stopped if two of the last k weights exceed a and 
there is no intermediate value below b. The k - 1 possible stopping sequences are 
IO, O), (0, 1, O), . # . , (0, 1, . . . ) 1,O). Formula (4.1) now becomes 
$4’ ‘=:.Y,+p$ ‘(_~~f*“+& 1). i=l,...,k-1. 
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A summation over i and Theorem 4.1 yields 
E(W! = (1-q +p -qk-‘)/(p2(l -g-p). 
This result is true also when k = 00. 
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