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We compare the phase-diagrams of an effective theory of a three-dimensional multi-band super-
conductor obtained within standard and cluster mean-field theories, and in large-scale Monte Carlo
simulations. In three dimensions, mean field theory fails in locating correctly the positions of the
phase transitions, as well as the character of the transitions between the different states. A clus-
ter mean-field calculations taking into account order-parameter fluctuations in a local environment
improves the results considerably for the case of extreme type-II superconductors where gauge-field
fluctuations are negligible. The large fluctuations in the multi-component superconducting order
parameter originate with strong frustration due to interband Josephson-couplings. A novel chiral
metallic phase found in previous works using large scale Monte-Carlo computations, is not obtained
either within the single-site mean-field theory or the improved cluster mean-field theory of order pa-
rameter fluctuations. In three-dimensional superconductors, this unusual metallic phase originates
with gauge-field fluctuations.
I. INTRODUCTION
Strong fluctuation effects in condensed matter systems
typically manifest themselves in low dimensions at any
nonzero temperature, where fundamental theorems1–3
prevent the breaking of continuous symmetries, such as
the loss of translational, rotational, as well as local and
global U(1) symmetries. The first is relevant for freezing
of liquids into crystals with long-range order, the sec-
ond is relevant for ordering in magnets, while the last
two give rise to superconductivity and superfluidity. In
three dimensions, mean-field theories, where fluctuation
effects are often ignored, have met with much success,
notably in low-temperature superconductors arising out
of good metals.4 This is true even when one attempts to
describe the phase transition from the superconducting
to the normal metallic state.
The dominant fluctuations in a strong type-II super-
conductor/superfluid are phase fluctuations of the or-
der parameter.5–8 The phase-stiffness is governed by the
inverse square of the magnetic penetration length λ,
which is small for superconductors with a large Ginzburg-
Landau parameter κ = λ/ξ, such as the high-Tc cuprates
or the superconducting pnictides. Here ξ denotes the co-
herence length. However, in such systems, these fluctu-
ations typically come into play when studying the phase
transitions between the various stable states of the sys-
tems, while a mean-field calculation works well in the
sense of correctly identifying which possible stable phases
the systems can feature. In extreme type-II superconduc-
tors, with a large Ginzburg-Landau parameter, fluctua-
tions of the electromagnetic vector potential (gauge-field)
may also largely be ignored.
In this paper, we show that in multiband superconduc-
tors with three or more superconducting bands crossing
the Fermi surface, fluctuation effects may be so strong
that a simple mean-field calculation fails not only in de-
scribing the phase-transitions between the various stable
states of the system, but also fails in correctly identify-
ing which possible stable states the system can have. We
do this by carrying out single-site and cluster mean-field
calculations,9,10 and compare them to results of large-
scale Monte-Carlo simulations, going well beyond what
has previously been obtained in the literature.11,12 In
so doing, we identify a source of strong fluctuation ef-
fects other than low dimensionality, namely frustration
in the phases of the superconducting order parameters
due to interband Josephson couplings.12–14 Examples of
such systems are heavy fermion and iron pnictide super-
conductors.15,16
II. REDUCED THREE-BAND MODEL AND ITS
INTERPRETATION
A standard Ginzburg-Landau theory of an n-band su-
perconductor with intra- and intercomponent density-
density interactions, and inter-component Josephson in-
teractions, is defined by the energy density function (in
natural units where we set ~ = c = 1)
H =
∑
α
1
2mα
∣∣∣∣(∇µi − eA
)
ψα
∣∣∣∣2 + 12(∇×A)2
+
∑
α′,α
(
uαα′ |ψα|2|ψα′ |2 + rαα′ψαψ∗α′
)
. (1)
Here, α, α′ ∈ (1, ..n) are band-indices, mα is the mass
of the Cooper-pairs originating in band α, rα,α′ repre-
sents a term governing the density of Cooper-pairs when
α = α′, rα,α′ represents an intercomponent Josephson-
coupling when α 6= α′, and uαα′ is the strength of the
density-density interactions. Furthermore, A is a fluc-
tuating gauge-field, and e is the charge, here taken to
be the same for all components. ψα = |ψα| exp(iθα) is
the complex order-parameter of component α, and θα is
its associated phase. In the moderate to strong type-II
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2regime, where amplitude fluctuations of the order param-
eter may be neglected, the model simplifies to
H =
∑
α
|ψα|2
2mα
(∇µθα − eA)2 + 1
2
(∇×A)2
+
∑
α′ 6=α
rαα′ |ψα||ψα′ | cos(θα − θα′). (2)
The lattice version of an n-band superconductor in
the London limit is given by (when the energy density
is summed over the entire lattice)11,12
H = −
∑
i,µ,α
aα cos (∆µθα,i −Aµ,i)
+
∑
i,α′>α
gαα′ cos (θα,i − θα′,i)
+ q
∑
i,λ
(∑
µ,ν
λµν∆µAν,i
)2
. (3)
Here, i ∈ { 1, 2, . . . , N = L3 } denotes sites of position
ri on a lattice of size L × L × L. ∆µ is a difference
operator (discrete “differentiation”; we set the lattice
constant to unity) in spatial direction µ ∈ { 1, 2, 3 }:
∆µθi ≡ θri+eµ − θri (assuming periodic boundary condi-
tions). We may, without loss of generality, choose a1 = 1,
and aα ∈ (0, 1] for α > 1. Moreover gαα′ ≡ rαα′ |ψα||ψα′ |
are renormalized interband Josephson couplings. We
have rescaled the gauge field (A1, A2, A3) = A← eA and
introduced q ≡ 1/(2e2). In these units, q parametrizes
the London penetration depth of the superconductor.
 is the totally antisymmetric Levi-Civita tensor, with
λ, µ, ν ∈ { 1, 2, 3 } as indices.
When the Josephson couplings gαα′ are all positive,
each Josephson term by itself prefers to lock phase differ-
ences to pi. For three phases or more, the system is gener-
ically frustrated.12,13,17,18 In the ground state it may se-
lect one of two possible, inequivalent phase lockings, as
illustrated in Fig. 1 for the three band case. By choos-
ing one of these phase locking patterns the system breaks
time reversal (Z2) symmetry.12,13,17,19,20
For the parameters where the model breaks U(1)×Z2
symmetry, it allows topological excitations in the form of
domain walls in the Z2 sector, as well as composite vor-
tices in the U(1) sector.12,18 In the composite vortices,
all the phases wind by 2pi and thus they do not carry a
topological charge in the Z2 sector. Thus, proliferation of
such vortices cannot disorder phase difference and there-
fore the system can in principle have a state with broken
Z2 symmetry, but with restored U(1) symmetry. Since
in this model there is also a nontrivial interaction be-
tween the topological defects in the U(1)-sector, i.e. the
vortices, and the topological defects in the Z2-sector, i.e.
the domain walls, it requires careful numerical examina-
tion under what conditions such a phase may occur (for
detailed discussion of vortex and domain wall solutions
and their interaction see Ref. 18).
θ1
θ2
θ3
(a) Phases of the field.
(b) +1 (c) −1
FIG. 1. (Colors online) Illustration of a n = 3 band supercon-
ductor. The arrows in panel (a) (−→,−→,−→) correspond
to (θ1, θ2, θ3). Panels (b) and (c) show examples of phase
configurations for the two Z2 symmetry classes of the ground
states, shown on a 2 × 2 lattice of a planar slice of the sys-
tem. Here g12 > g23 > g13 > 0. The spatial contribution to
the energy is minimized by making the spatial gradient zero
(hence breaking the global U(1) symmetry). Then there are
two classes of phase configurations, one with chirality +1 and
one with chirality -1, minimizing the energy associated with
the interband interaction. The chirality is defined as +1 if
the phases (modulo 2pi) are cyclically ordered θ1 < θ2 < θ3,
and −1 if not.
In the limit e→ 0⇔ q →∞, where fluctuations in the
gauge field may be neglected, the model is reduced to
H = −
∑
i,µ,α
aα cos (∆µθα,i)
+
∑
i,α′>α
gαα′ cos (θα,i − θα′,i) . (4)
We next proceed to simplifying Eq. (3) further, in a
way that is appropriate for these types of systems. By
letting gαα′ →∞ in the lattice London model such that
the ratio gαα′/gββ′ is finite (α, α
′, β, β′ being band in-
dices), we may derive a “reduced” version of the model
given by Eqs. (3) and (4), for which the intercomponent
phase fluctuations are essentially suppressed. Namely,
the “phase star” of a lattice site locks into one of the
two possible Z2 configurations minimizing the contribu-
tion from the Josephson term in the Hamiltonian. That
is, in this approximation the phase differences can have
only two values. The Z2 domain wall then represents a
change of the phase difference over one lattice spacing.
For the case without a fluctuating gauge-field, the re-
duced lattice London model is given by a rather unusual
3coupled Ising-XY type of model
H = −
∑
i,µ
[
(1 +K1σiσi+µ) cos(∆µθi)
+K2(∆µσi) sin(∆µθi)
]
. (5)
For details of the derivation of the somewhat unfamiliar
model Eq. (5) from the more familiar model Eq. (4), see
Appendix A of Ref. 12. In Eq. (5) σi ∈ {−1,+1 } denotes
the Z2 chirality of the “phase star”, θi ≡ θ1,i its overall
orientation, and
K1 ≡
∑
α>1 aα
[
1− cos(2φα)
]
2 +
∑
α>1 aα
[
1 + cos(2φα)
] (6)
K2 ≡
∑
α>1 aα sin(2φα)
2 +
∑
α>1 aα
[
1 + cos(2φα)
] . (7)
φα is the – now fixed – phase difference between com-
ponent 1 and component α: φα ≡ θα,i − θ1,i. The φα’s
are determined by the ratios gαα′/gββ′ of the Josephson-
couplings. For site-independent Josephson-couplings,
the φα’s are also site-independent. Inspecting Eqs. (6)
and (7), we see that K1 and K2 are measures of how the
phase differences are distributed in the phase stars: In
the three component case, with aα = 1, K1 = 0 denotes
the case φ2 = φ3 = pi, i.e. where the repulsion between
component 1 and 2 and 3 dominate over the repulsion
between components 2 and 3. K1 = 1 if the phases are
maximally symmetrically distributed, φ2 = −φ3 = 2pi/3.
K1 = 2 when the repulsion between 2 and 3 dominates,
i.e. φ2 = −φ3 = pi/2. Similarly, K2 is a measure of
the “skewness” of the phase star, with K2 = 0 when
φ2 = −φ3 in the cases above, and K2 6= 0 if φ2 6= −φ3.
The term (1 + K1σiσi+µ) cos(∆µθi) promotes a fully
uniform superconducting phase where all phases of the
three components of the superconducting order parame-
ter are phase-locked and U(1)-ordered. The parameter
K1 plays the role of suppressing the formation of su-
perconducting domains of opposite chirality. The term
K2(∆µσi) sin(∆µθi), on the other hand, tends to pro-
mote a phase which is non-uniform both in the Z2-
and U(1)-sectors. That is, the parameter K1 tends to
suppress phase fluctuations of the overall phase-locked
star, while the parameter K2 tends to enhance phase-
fluctuations of the phase-locked star as well as intro-
ducing domains of superconducting order with opposite
chirality. Effectively therefore, the first term in Eq. (5)
suppresses phase-fluctuations, while the second term en-
hances phase-fluctuations and reduces the energy of Z2-
domain walls in the system.
If K1 and K2 are treated as free parameters, the model
Eq. (5) in principle allows a uniform as well as staggered
ordering of the Z2 σi-variables on the lattice, in addition
to the disordered state. A uniform ordering means that
the phases illustrated in Fig. 1a have the same chirality
throughout the lattice, while a staggered ordering means
that the chirality alternates on some length scale of the
lattice. We will refer to the former as “ferromagnetic” or-
dering in the Z2 sector, while the latter will be referred to
as “antiferromagnetic”. We should bear in mind, how-
ever, that for an n-band London superconductor with
inter-band Josephson-coupling, there is a constraint on
the parameters (K1,K2) which prevents the “antiferro-
magnetic” from taking place. See Ref. 12 for details on
the derivation of Eq. (5) and the physical domain of the
K1,K2 plane.
One may ask if the results obtained using Eq. (5), to be
presented in Fig. 2 c) and d) below, are an artifact of the
rigid phase-star approximation encoded in Eq. (5), and
whether essentially the same results would be obtained
were the model Eq. (3) to be used. In a previous work,12
we have compared results obtained using Eqs. (3) and (5)
for K2 = 0. (In the present work, we study the model
also for finite K2). The results based on using Eq. (5)
are qualitatively and quantitatively very similar to those
based on Eq. (3). We thus believe that that the results
based on Eq. (5) are faithful representations of those that
would be obtained using Eq. (3). This is also what one
would conclude on general grounds based on an analysis
of the scaling dimension of the Josephson-coupling.
Up to an overall scaling factor, Eq. (5) may also be
written on a somewhat more familiar form of a coupled
Ising-XY model,21
H = −
∑
i,µ
(1 + Jσiσi+µ) cos
(
∆µθi − γ(σi, σi+µ)
)
(8)
where J = W
1+
√
1−W 2 , W ≡
2(K1−K22)
1+K12+2K22
, and
γ(σi, σj) ≡
{
0 σi = σj
± arctan
[
2K2
1−K1
]
σi = −σj = ±1 (9)
We emphasize that, although the model given in
Eqs. (5) and (8) may look unfamiliar in the context of
multi-band superconductivity, they are straightforwardly
derived from a familiar Ginzburg-Landau theory for a
three-band superconductor with interband Josephson-
couplings in the London-approximation, Eq. (3), in the
limit of strong Josephson-couplings. The emergence of
the Ising-variables σi associated with two distinct chi-
ralities of the three-phase-star in Fig. 1, is the positive
sign of the interband Josephson-couplings in Eq. 1. The
effective stiffness of the domain-walls in Eq. 8 is deter-
mined by the parameter J = J(K1,K2). The fluctuating
Z2 “gauge-field” γ(σi, σi+µ) appearing in Eq. (8) and de-
fined in Eq. (9) is another manifestation of interaction
between the superconducting domains and the fluctuat-
ing domain walls separating domains of opposite chiral-
ity. Namely, any change in chirality by necessity leads to
a local fluctuation in phase-gradients. This has a similar
effect as a gauge-field on the supercurrents ∆µθi. The
coefficient 1 + Jσiσi+µ in Eq. 8 acts as an effective bare
superfluid density, while the “gauge-field”-fluctuations
lead to a reduction of this stiffness. Eq. 8 thus effec-
tively describes a one-component extreme type-II super-
conductor associated with the overall fluctuations of the
4three-phase-star, in the presence of an emergent fluctuat-
ing Z2 “gauge-field” associated with fluctuating domain
wall separating domains of opposite chirality. A reduced
model including a U(1) gauge-field is obtained by replac-
ing ∆µθi by ∆µθi−Aµ,i in Eq. (5) or Eq. (8) and adding
a Maxwell term q
∑
i,λ
(∑
µ,ν λµν∆µAν,i
)2
to the Hamil-
tonian. This would be appropriate for moderate type-II
three-band superconductors.
III. RESULTS
The free energy density of the reduced model in the
mean-field approximation is given by (see Appendix A)
f = M
[
r
I1(βMr)
I0(βMr)
− 1
2
(
I1(βMr)
I0(βMr)
)2 ]
+ β−1
[
sZ2(m)− ln
(
I0(βMr)
)]
, (10)
with M = 1 + K1m
2, m ≡ 12 (mA + mB) when the
Z2 sector will order “ferromagnetically”, and M =√
(1−K1m2)2 + 4K22m2, m ≡ 12 (mA − mB), when
the ordering is “antiferromagnetic”. Antiferromagnetic
Z2 ordering can take place when K1 < K22, i.e. for large
enough K2. This situation is unphysical when viewing
the reduced model as a limiting case of the multiband
London model,12 i.e. when K1 and K2 are determined
by Eqs. (6) and (7), but is included here for the sake of
completeness. mA and mB are the Ising-type magnetiza-
tions on sublattices A and B of the bipartite lattice, while
r is the condensate density (U(1) order parameter). Fur-
thermore, the Il’s are modified Bessel functions of order l
and sZ2(m) ≡
(
1+m
2
)
ln
(
1+m
2
)
+
(
1−m
2
)
ln
(
1−m
2
)
. An im-
mediate consequence of this mean-field form is that when
r = 0, we have f = β−1sZ2(m), which has a global mini-
mum at m = 0. Thus, at the mean-field level, there can
be no broken Z2 symmetry in a U(1)-symmetric (metal-
lic) state. As we shall see, strong fluctuation effects alter
this picture quite drastically, even in three dimensions.
With m = 0, M = 1 and the free energy Eq. (10)
reduces (up to a constant term) to that of the XY model,
fXY = r
I1(βr)
I0(βr)
− 1
2
(
I1(βr)
I0(βr)
)2
− β−1 ln(I0(βr)), (11)
which displays a second order phase transition at βc = 2.
In Fig. 2a, we show the phase diagram of the model
Eq. (5), based on the mean-field free energy Eq. (10).
The dashed line is the separatrix between “ferromag-
netic” and “antiferromagentic” Z2-ordering in the Ising-
pseudospin-sector. Precisely on the dotted line, the sys-
tem never orders in the Z2 sector, since the energy of the
Z2 domain walls vanishes there. The solid black line is
the separatrix in (K1,K2)-space between a second-order
and first-order phase-transition in the Z2-sector, i.e. a
tricritical boundary line.
In Fig. 2b, we show an improved cluster-mean field
phase diagram (see Appendix B) based on a 2 × 2 × 2
cluster where fluctuations are allowed. This represents a
first step towards including fluctuation corrections to the
mean-field phase-diagram of Fig. 2a, which is essentially
based on a 1 × 1 × 1 cluster. We see that the tricritial
boundary line separating (II, II′) from (III, III′) is pushed
considerably further away from the origin of the K1,K2
plane, due to fluctuation effects even at this level. This
result in itself indicates that fluctuation effects are strong
in these systems.
Figure 2c shows the phase diagram for the case with no
fluctuating gauge field, obtained by Monte Carlo simula-
tions (see Appendix C). The tricritical boundary line is
altered considerably compared to what is found in Fig. 2a
and Fig. 2b. Furthermore, for K2 = 0 and sufficiently
large K1 values, the transitions in the Z2 and U(1) sec-
tor merge into a single joint first order transition not seen
in the mean field case. Note that the results shown in
Fig. 2b qualitatively compare well with the results shown
Fig. 2c. Although the differences between these results
and those shown in Fig. 2a are large, it is encouraging
that the refined 2 × 2 × 2 cluster mean-field analysis al-
ready seems converged reasonably well to the numerical
results.
Adding a fluctuating gauge field, the discrepancy be-
tween the true (Monte Carlo) and the mean-field picture
is even more striking. Figure 2d gives the phase diagram
when q = 0.1. The Z2 transition now remains second or-
der in the entire phase diagram. A new, U(1)-symmetric
(metallic), but Z2 broken (chiral) state emerges. Typ-
ically, one expects mean-field calculations in a three-
dimensional system to at least yield a correct phase di-
agram. Here, we see that strong intrinsic fluctuation ef-
fects in multi-band superconductors with more than two
bands alter this basic picture, and that some level of fluc-
tuations must be taken into account to obtain a reason-
ably correct phasediagram.
IV. SUMMARY AND CONCLUSIONS
Previous works have found a chiral metallic state of
Josephson-coupled three-band superconductors, such as
the iron-pnictides, in large-scale Monte Carlo simula-
tions.11,12 In this paper, we have investigated whether or
not mean-field theories are capable of yielding such novel
phases in three-dimensional superconductors, where fluc-
tuation effects normally are considered to be moderate.
To this end, we have computed the single-site and clus-
ter mean-field phase-diagrams of the model Eq. (3), in
the representation Eq. (5), and compared with available
large-scale Monte Carlo results taking fully into account
fluctuations in the problem. The single-site and clus-
ter mean-field calculations we have performed have taken
into account order-parameter fluctuations, but not gauge-
field fluctuations. The main finding is that a simple
single-site mean-field calculation, Fig. 2, does not cap-
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(c) The phase diagram without a fluctuating gauge field.
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(d) The phase diagram with a fluctuating gauge field.
FIG. 2. (a) The mean field phase diagram of the K1K2 model, based on minimizing the free energy, Eq. (10). (b) The cluster
mean field phase diagram of the K1K2 model based on a 2× 2× 2 cluster. (c) The phase diagram of the K1K2 model without
a fluctuating gauge field, Eq. (5). The plot is based on Monte Carlo simulations with L = 40, except for K2 = 0, where L = 50
was used. The markers ( , ) indicate points determined through the simulations, while the lines are guides to the eye. (d) The
phase diagram of the K1K2 model with a fluctuating gauge field, q = 0.1. The plot is based on Monte Carlo simulations with
L = 40. The markers ( ) indicate points determined through the simulations, while the lines are guides to the eye. Unprimed
labels denote a state where the ordering in the Z2-sector is “ferromagnetic”, while primed labels indicate that this ordering is
“antiferromagnetic”. The latter is unphysical when viewing the K1K2 model as a limiting case of the London model. I: The
borderline between the ferromagnetic and antiferromagnetic regions. On this borderline, there is only U(1) ordering, no Z2
ordering. II, II′: The Z2 transition is second order and happens when the U(1) sector has already ordered. III, III′: The Z2
transition is first order and happens when the U(1) sector has already ordered. The solid line separating the regions (II, II′)
from the regions (III, III′) indicates the boundary where the phase transition in the Z2 sector changes from second order to first
order. For I-III the U(1) transition is second order. IV: The Z2 and U(1) sectors order at the same time through a first order
transition. V: The Z2 sector orders before the U(1) sector, i.e. the system displays a region of an anomalous, Z2 broken metallic
state. Both sectors order through second order transitions. Note that in the context of a general coupled XY -Ising model, the
region above the dotted line shows antiferromagnetic ordering, while in the context of a three-band London superconductor
with interband Josephson coupling, this region of the phase diagram is unphysical. See text for details.
6ture the correct phase diagram of the phase-fluctuating
system, even in the extreme type-II limit where there are
no gauge-field fluctuations. However, upon introducing a
refined analysis involving cluster mean-field calculations,
already a 2×2×2-cluster mean-field calculation improves
the results considerably, yielding a phase diagram which
is qualitatively correct in the extreme type-II limit, when
compared with large-scale Monte-Carlo calculations. It
thus appears that including order-parameter fluctuations
at this level produces reliable results in the extreme type-
II limit. Thus, we have demonstrated that i) fluctua-
tion effects are strong in these compounds, and ii) rela-
tively modest refinements beyond the simple mean-field
approaches yield results in surprisingly good agreement
with results obtained in large-scale computations. How-
ever, gauge-field fluctuations are required in order to pro-
duce a chiral metallic phase.11,12
While strong order-parameter fluctuation effects are
well known in superconductors and superfluids in two
dimensions,1–3 it is much more uncommon to see such
strong fluctuation effects in higher-dimensional systems.
They originate with strong frustration due to interband
Josephson-couplings.
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Appendix A: Mean field calculations
Obtaining an expression for the (mean field) free en-
ergy of the model as a function of the order parameters
of the symmetry sectors, yields the (mean field) phase
diagram, Fig. 2a.
1. The free energy
Our goal is to derive a mean field free energy density
for the lattice model given by the Hamiltonian
H =
∑
〈i,j〉
hij (A1)
where22
hij = −
[
(1 +K1σiσj) cos(θi − θj)
+K2(σi − σj) sin(θi − θj)
]
(A2)
= − 12
[
1 +K1σiσj − iK2(σi − σj)
]
eiθi e−iθj + c.c.
(A3)
Here, we have introduced the notation 〈i, j〉 for the near-
est neighbor sites i and j (as a less cluttered alternative
to the pair (i, i+ µ)). The lattice is bipartite with coor-
dination number z and volume N . We will assume that
K1 > 0.
In general, the free energy of a system may be written
as23
F = E − TS = Tr[ρH] + T Tr[ρ ln ρ], (A4)
where the density matrix ρ is subject to the normalization
constraint
Tr ρ = 1. (A5)
The true equilibrium free energy is the minimum of
Eq. (A4) over all possible ρ’s. Here, we restrict our-
selves to the (tractable) subset of density matrices being
a direct product of independent, single site contributions:
ρ =
⊗
i
ρi, (A6)
In other words: we ignore fluctuation effects.
Due to symmetry, the mean field density matrices of
all sites of a sublattice must be identical. The density
matrix of the other sublattice may however be different,
as we can expect both canted ordering in the U(1) sector
as well as antiferromagnetic ordering in the Z2 sector.
Hence, we write
ρ =
⊗
2i
ρA ⊗ ρB, (A7)
where the two sublattices are labeled A and B.
Using Eqs. (A1) and (A7) we get
Tr[ρH] =
N
2
z
2
(
Tr[ρA ⊗ ρBhAB] + Tr[ρA ⊗ ρBhBA]
)
=
Nz
2
Tr[ρA ⊗ ρBhAB] (A8)
and
Tr[ρ ln ρ] =
N
2
(
Tr[ρA ln ρA] + Tr[ρB ln ρB]
)
, (A9)
leading to a free energy density of
f ≡ F
N
= 12zTr[ρA ⊗ ρBhAB]+
1
2T
(
Tr[ρA ln ρA] + Tr[ρB ln ρB]
)
. (A10)
ρA(B) may be decomposed into density matrices of the
U(1) and the Z2 sector:
ρA(B) = ρU(1),A(B) ⊗ ρZ2,A(B), (A11)
where ρU(1) = ρU(1)(θ) and ρZ2 = ρZ2(σ). From Eq. (A5)
we immediately see that we can write
ρZ2 =
1 +m
2
δσ,1 +
1−m
2
δσ,−1 (A12)
7where m is a parameter (the Z2 “magnetization” of the
site) to be determined. ρU(1) is a bit more subtle and will
be established in the following free energy minimization.
First, we want to integrate out the Z2 degrees of free-
dom. Inserting Eqs. (A3) and (A12) into the first term
of Eq. (A10), using that
Tr[σρ] = Tr[σρZ2 ] =
1 +m
2
− 1−m
2
= m, (A13)
yields
1
2zTr[ρA ⊗ ρBhAB] = − 14z
[
1 +K1mAmB − iK2(mA −mB)
]
Tr
[
ρU(1),A e
iθA
]
Tr
[
ρU(1),B e
−iθB]+ c.c. (A14)
In the same way,
Tr[ρA ln ρA] + Tr[ρB ln ρB] = sZ2(mA) + sZ2(mB) + Tr[ρU(1),A ln ρU(1),A] + Tr[ρU(1),B ln ρU(1),B], (A15)
where
sZ2(m) ≡ 12 (1 +m) ln
[
1
2 (1 +m)
]
+ 12 (1−m) ln
[
1
2 (1−m)
]
. (A16)
To keep notation simple (while still being unambiguous),
we omit the subscript U(1) and just write ρ for ρU(1) from
now on.
We may now proceed to determine ρ. Minimizing the
the free energy, Eq. (A4), subject to the normalization
constraint Eq. (A5), is equivalent to minimizing the “ex-
tended” free energy density
f˜ = f − 12T [λA(Tr ρA − 1) + λB(Tr ρB − 1)] (A17)
without constraints. Here λA and λB are (conveniently
scaled) Lagrange multipliers.
The minimum is found when
∂f˜
∂λA(B)
= 0 (A18)
δf˜
δρA(B)
= 0 (A19)
Note that for an arbitrary function g we have that
δ
δρ
Tr[ρg] =
δ
δρ
∫ pi
−pi
dθ
2pi
ρ(θ)g(θ) =
g
2pi
, (A20)
so Eq. (A19) gives
0 = − 12z
[
1 +K1mAmB − iK2(mA −mB)
]
eiθA Tr
[
ρB e
−iθB]+ c.c. + T (ln ρA + 1− λA) (A21)
and equivalently for A↔ B.
Furthermore, there exist two quantities r ∈ [0, 1] and
a θ0 ∈ [−pi,pi) such that
Tr[ρ eiθ] =
∫ pi
−pi
dθ
2pi
ρ(θ) eiθ = r eiθ0 (A22)
Since the system is U(1) symmetric, we may choose a
coordinate system such that θ0,A = −θ0,B = α. Using
this and inserting Eq. (A22) into Eq. (A21), solving for
ρ, leaves us with
ρA = e
λA−1 exp
{
βrB[(1 +K1mAmB) cos(θA + α)
+K2(mA −mB) sin(θA + α)]
}
(A23)
ρB = e
λB−1 exp
{
βrA[(1 +K1mAmB) cos(θB − α)
+K2(mA −mB) sin(θB − α)]
}
(A24)
where
β ≡ z
T
. (A25)
The λ’s are determined by Eq. (A18), which is just the
normalization constraint, Tr ρ = 1. By integration:
eλA(B)−1I0(βMrB(A)) = 1 (A26)
8where
M ≡
√
(1 +K1mAmB)2 +K2
2(mA −mB)2, (A27)
and Il is the l’th order modified Bessel function. The
final expressions for the ρ’s are therefore
ρA = I0(βMrB)
−1 exp
{
βrB[(1 +K1mAmB) cos(θA + α)
+K2(mA −mB) sin(θA + α)]
}
(A28)
ρB = I0(βMrA)
−1 exp
{
βrA[(1 +K1mAmB) cos(θB − α)
+K2(mA −mB) sin(θB − α)]
}
(A29)
Using Eqs. (A28) and (A29) in Eqs. (A14) and (A15),
performing the integrals, and rescaling the free energy
density, Eq. (A10), by f ← z−1f , leads to
2f = −[(1 +K1mAmB) cos(2α) +K2(mA −mB) sin(2α)]R1(M, rA)R1(M, rB)
+MrAR1(M, rA) +MrBR1(M, rB) + β
−1
[
sZ2(mA) + sZ2(mB)− ln
(
I0(βMrA)
)− ln (I0(βMrB))]. (A30)
Here, we have introduced the shorthand notation
Rl(M, r) ≡ Il(βMr)
I0(βMr)
. (A31)
Equation (A30) is to be minimized over mA, mB, rA, rB,
and α.
Due to symmetry, rA = rB ≡ r and sZ2(mA) =
sZ2(mB). By differentiating Eq. (A30) with respect to
α we find the minimizing condition
tan(2α) =
K2(mA −mB)
1 +K1mAmB
, (A32)
or
cos(2α) =
1 +K1mAmB
M
(A33)
sin(2α) =
K2(mA −mB)
M
. (A34)
Using these facts, Eq. (A30) can be simplified to
f = M
[
rR1 − 12R12
]
+ β−1
[
sZ2(m)− ln
(
I0(βMr)
)]
. (A35)
In the continuation, we have to distinguish between the
“ferromagnetic sector”, where mA = mB, and the “an-
tiferromagnetic sector”, where mA = −mB. In the two
sectors we have
Mfm = 1 +K1m
2
fm, (A36)
Mafm =
√
(1−K1m2afm)2 + 4K22m2afm, (A37)
with
mfm ≡ 12 (mA +mB), (A38)
mafm ≡ 12 (mA −mB). (A39)
as order parameters. Since
sZ2(mfm) = sZ2(mafm) (A40)
we may drop the subscript “(a)fm” and just write M
and m from now on, as long as we are cautious of which
version, Eqs. (A36) and (A38) or Eqs. (A37) and (A39),
to apply.
2. Determining the mean field phase diagram
The remaining task in obtaining the phase diagram is
basically to minimize Eq. (A35). First we note that if the
system is U(1) symmetric, hence r = 0, Eq. (A35) reads
f = β−1sZ2(m), (A41)
which has a global minimum at m = 0 for β−1 > 0.
In other words: There are no Z2 broken (m > 0) U(1)
symmetric (r = 0) mean field solutions of the model.
On the other hand, if m = 0 (corresponding to M = 1)
the free energy is that of an ordinary XY -model,
fXY = rR1(1, r)− 12R1(1, r)2−β−1 ln
(
I0(βMr)
)
. (A42)
which displays a second order phase transition at βU(1) =
2.
We will now assume that r = rXY, where rXY is the
r minimizing fXY, and Taylor expand the free energy
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FIG. 3. rXY(β), the r(β)-value minimizing fXY(β), Eq. (A42).
density about m = 0 to determine the nature of the Z2
transition. rXY is plotted in Fig. 3. It is legitimate to
put r = rXY when approaching the Z2 transition, as the
free energy density, Eq. (A35), is analytic. We write
f(m) ≈ f(0) + a2
2
m2 +
a4
4
m4 +
a6
6
m6 + · · · (A43)
If a2 > 0, a4 > 0 there is a single minimum at m =
0, i.e. no symmetry breaking. If a2 = 0, a4 > 0 we
have second order phase transition to a symmetry broken
state, whereas we have a first order transition if a2 >
0, a4 = −4√a2a6/
√
3 < 0. Tricriticality is achieved when
a2 = a4 = 0. Expanding Eq. (A35) gives
a2,fm = −
[
(2R2
2 −R2 − 1)(r2 −R1r)β +R12
]
K1 + β
−1, (A44)
a2,afm = −
[
(2R2
2 −R2 − 1)(r2 −R1r)β +R12
][
2K2
2 −K1
]
+ β−1, (A45)
a4,fm =
1
2
[
(8R1
3 − 6R1R2 − 3R1 +R3)β2r3 − (12R14 − 10R12R2 − 7R12 +R22 +R1R3 + 2R2 + 1)β2r2
+ 2(2R1
2 −R2 − 1)(2R1 − r)βr
]
K1
2 + 13β
−1,
(A46)
a4,afm =
1
2
[
(8R1
3 − 6R1R2 − 3R1 +R3)β2r3 − (12R14 − 10R12R2 − 7R12 +R22 +R1R3 + 2R2 + 1)β2r2
+ 2R1(2R1
2 −R2 − 1)βr + 2R12
][
2K2
2 −K1
]2
+
[
(2R1
2 −R2 − 1)(R1 − r)βr −R12
]
K1
2 + 13β
−1.
(A47)
Now Rn is shorthand notation for Rn(1, r).
First we observe, from Eqs. (A44) and (A45) and the
expansion (A43), that as long as K1 > 2K2
2 − K1, or
K1 > K2
2, and r is finite, ffm < fafm and the Z2 or-
dering will be ferromagnetic. K1 = K2
2 determines
the border between the two sectors, where there there
can be no Z2 ordering. Mathematically this reasoning
holds only as long as we are expanding around m = 0.
Could there be a ferromagnetic-antiferromagnetic tran-
sition somewhere within the Z2 ordered phase, i.e. for
larger m values where the Taylor expansion breaks down?
The answer is no, because the Taylor expansion never
breaks down near a Z2 transition, be it a disorder-order
or ferromagnetic-antiferromagnetic transition. This fol-
lows from the fact that in the ferromagnetic phase mfm >
0, but mafm = 0, and vice versa (see the definitions,
Eqs. (A38) and (A39)).
By numerical minimization of Eq. (A35) we find that
the Z2 transition is second order for sufficiently small
(K1,K2) values and first order for sufficiently large
(K1,K2) values. It is always separated by a finite tem-
perature interval from the U(1) transition. The tricritical
line (in the Z2 sector) in the (K1,K2) plane is then found
by solving a2 = 0, a4 = 0, both in the ferromagnetic and
the antiferromagnetic sector.
The final standard mean-field result is shown in Fig. 2a.
Appendix B: Cluster mean field calculations
The mean field theory may be refined by extending the
number of lattice sites decoupled from neighboring sites
by means of a mean field, from one to a cluster of sev-
eral.9,10 In this way we may capture some of the fluctua-
tion effects that are supressed in the standard single-site
mean field calculations, while keeping the results (numer-
ically) exact. These cluster mean field (CMF) results, as
leading order corrections to the mean field theory, pro-
vide an indication of how strong the fluctuation effects
are.
In this work we have focused on a cluster of 2× 2× 2
sites, at the border coupled to the mean fields m and r
in the Z2 and U(1) sector, respectively. We label them
A and B depending on which sublattice they belong to.
The internal links in the cluster are treated exactly, and
hence they do not have to be labeled (apart from their
coordinates).
The CMF Hamiltonian reads
10
HCMF = −
∑
〈i,j〉
(1 +K1σiσj) cos(θi − θj) +K2(σi − σj) sin(θi − θj) (B1)
− z
2
∑
i∈A
(1 +K1σimB)r cos(θi + α) +K2(σi −mB)r sin(θi + α) (B2)
− z
2
∑
i∈B
(1 +K1σimA)r cos(θi − α) +K2(σi −mA)r sin(θi − α). (B3)
The z2 prefactor comes from the fact that half of the
neighboring sites of a given site in the cluster is “mean
field approximated” sites outside the cluster. This factor
will in general, for other cluster shapes and sizes than
2×2×2, be site dependent. α is half of the canting angle
between rA and rB, as in the MF calculations above. As
a first approximation we assume it to be given by the MF
expression, Eq. (A32), with mA(B) as determined in the
self-consistent CMF calculation.
In order to obtain the partition function ZCMF =∫
exp(−βHCMF) we have to integrate out the degrees of
freedom associated with the cluster. Performing the sum
over all σ configurations (just 28 = 256 terms) is eas-
ily done on a computer. A closed form integral of the
θ configurations is however not known to the authors,
but by mapping the partition function to a “link cur-
rent” model11,24 we may obtain a convergent series of
the weights associated with the “current” configurations,
which, given an appropriate cutoff, can also be handled
with a computer. The basic idea is to write the cosines
and sines on their complex forms, cosx = ( eix + e−ix)/2
and sinx = ( eix− e−ix)/(2i), Taylor expand all the terms
of the Boltzmann factor exp(−βHCMF) (a so-called “high
temperature expansion”), separate out the eiθifi terms
for each i (which is now possible), and then perform the
θi-integrals, each leading to a Kronecker δ-function forc-
ing the constraint fi = 0. Here, fi is a function of the
Taylor expansion coefficients associated with site i, which
can be interpreted as the sum of integer currents flowing
into site i along the connecting lattice links. After some
algebra, relabelling and identification of the series expan-
sions of modified Bessel functions, we end up with
ZCMF =
∑
σ
∑
∇(k+l)=0
∏
〈i,j〉
I|kij |(βXij) e
ikijxij
∏
i∈A
I|li|(
z
2βrYiA) e
iliyiA
∏
i∈B
I|li|(
z
2βrYiB) e
iliyiB , (B4)
Xij =
√
1 +K1
2 + 2K2
2 + 2(K1 −K22)σiσj , (B5)
xij = arctan
(
K2(σi − σj)
1 +K1σiσj
)
, (B6)
YiA(B) =
√
1 +K1
2mB(A)2 +K2
2(1 +mB(A)2) + 2(K1 −K22)σimB(A), (B7)
yiA(B) = arctan
(
K2(σi −mB(A))
1 +K1σimB(A)
)
+ (−)α. (B8)
kij ∈ Z denote a current along the link from sites i to
j within the cluster, while li ∈ Z is a current leaving
the cluster from site i. The ∇(k+ l) = 0 subscript of the
summation means that only configurations where current
conservation is enforced for all sites (because of the fi = 0
constraints) are included.
In the ferromagnetic sector we write m = mA = mB
and in the antiferromagnetic m = mA = −mB. m is (up
to an arbitrary sign) given by
m = Z−1CMF[Z ′CMF(σ1 = 1)−Z ′CMF(σ1 = −1)] (B9)
where Z ′CMF is the “reduced” partition function where we
have kept one σ spin fixed (here: σ1) when integrating
out the degrees of freedom. r is found by differentiation
of the partition function:
r = Z−1CMF
∂ZCMF
∂( z2βY1)
(B10)
We find m = m(β,K1,K2) and r = r(β,K1,K2) –
and by this the CMF phase diagram of the model – by
self-consistently solving the coupled nonlinear Eqs. (B9)
and (B10). This is done numerically. To make this a
tractable task we have to impose an upper cutoff, kmax,
on the allowed magnitude of |kij | (by current conserva-
tion { li } is given once { kij } is known). Fortunately, the
terms in the partition function, Eq. (B4), are highly con-
11
vergent in kmax. In our calculations we used kmax = 3,
which was found to be sufficient to yield correct CMF
transition temperatures to about 11 significant digits
(found by comparing with single kmax = 4 and kmax = 5
calculations.)
The final cluster mean-field result is shown in Fig. 2b.
Appendix C: Monte Carlo simulations
In this work, the Monte-Carlo method of choice has
been Wang–Landau (WL) sampling.25,26 The main moti-
vation for this is that broad histogram methods, like the
WL algorithm, compares favorably to ordinary canoni-
cal sampling in dealing with models having rough energy
landscapes (caused by frustration in this case) and (possi-
ble) first order phase transitions. Furthermore, the broad
range of energies traversed in one WL simulation means
that the properties of the model may be determined in a
single run, as opposed to a canonical simulation where, if
the temperatures of interest are not known a priori, sep-
arate computations for a range of temperatures must be
performed. This is of practical, labor saving significance
when exploring the large parameter space of (β,K1,K2).
For a more complete discussion and details on the pro-
cedure we refer to the Appendices E and F of Ref. 12.
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