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In this thesis, we consider two models from physics, which are characterized by the
interplay of thermodynamical and fluid mechanical phenomena: demixing (spinodal
decomposition) and Rayleigh–Bénard convection. In both models, we investigate the
dependencies of certain intrinsic quantities on the system parameters. We quantify
these dependencies in the form of scaling laws.
Our first model describes the demixing process that sets in when a binary viscous
mixture is quenched from a high to a sufficiently low temperature, where the mixture
is thermodynamically unstable. Far from equilibrium, the systems undergoes a
self-reorganization towards a state in which both species of the mixture are well
separated into two domains of the two different equilibrium volume fractions with a
characteristic interfacial layer. This leads to the formation of microstructure. During
the demixing process, one observes a clear tendency: Larger domains grow at the
expense of smaller ones. Therefore, during the demixing process, the average length
scale ℓ of the domains increases with time t — a phenomenon called coarsening.
In binary viscous fluids, material transport mechanisms are cross-diffusion of the two
species (“evaporation-recondensation process”) and convection by the hydrodynamic
bulk flow. It turns out that initially, coarsening is mainly mediated by diffusion. In
this case, the average domain size grows according to the power law ℓ ∼ t1/3. At a
later stage, when the characteristic length scale exceeds a certain value, the viscous
fluid flow becomes the relevant transport mechanism. This leads to a crossover in
the coarsening rates to ℓ ∼ t. Both coarsening rates are suggested by experiments,
numerics, and heuristics.
The second model, Rayleigh–Bénard convection, describes the behavior of a fluid
between two rigid horizontal plates that is heated from below and cooled from above.
There are two competing heat transfer mechanisms in the system: On the one
hand, thermodynamics favors a state in which temperature variations are locally
minimized. Thus, in our model, the thermodynamical equilibrium state is realized by
a temperature with a linearly decreasing profile, corresponding to pure conduction.
On the other hand, due to differences in the densities of hot and cold fluid parcels,
buoyancy forces act on the fluid. This results in an upward motion of warm parcels
and a downward motion of cold parcels. Depending on the height of the Rayleigh–
Bénard container, one observes the following scenarios: If the system size is small,
conduction is the relevant heat transfer mechanism. In this case, the temperature
equilibrates in a linear profile. In larger systems, however, the fluid is less restricted
by the rigidity of the container walls and a buoyancy-driven fluid flow sets in. Under
this flow, the linear temperature profile is unstable. Instead, the system develops a
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flow pattern with a clear spatial separation into thin boundary layers and a large
bulk. In the boundary layers, heat is mainly conducted. Consequently, the average
temperature exhibits a linear profile and possible fluctuations around this profile are
of long wave lengths with small amplitudes. In the bulk, temperature variations are
small and heat transfer is essentially due to buoyancy-forced convection. Hot/cold
fluid parcels detach at the bottom/top boundary layer and flow through the bulk to
the opposite boundary. These heat flows, which typically exhibit a mushroom-like
shape, are called “plumes”. The bulk dynamics show an aperiodic, chaotic behavior;
the system is in a dynamic equilibrium.
An interesting quantity in Rayleigh–Bénard convection is the Nusselt number Nu,
a measure for the average upward heat transport. In the regime for small container
heights, pure conduction leads to an average heat transport that is proportional to
the imposed temperature gradient, Nu ∼ 1/H , when H is the height of the container
and the difference between bottom and top temperature is of order one. In the regime
for large container heights, despite the complex details with the laminar/chaotic
flow pattern, the average upward heat transport still satisfies a scaling law: Nu ∼ 1.
Again, these predictions are based on experiments, numerics, and heuristics.
The main results of this thesis include the following:
• In Chapter 2, we consider a model for demixing in binary viscous fluids.
We address the crossover in the coarsening rates from diffusion-mediated to
convection-mediated coarsening. We rigorously establish upper bounds on
these coarsening rates. Our result comes as a (time-averaged) lower bound on
the interfacial energy density, which heuristically scales like an inverse length.
This chapter is based on joint work with Yann Brenier, Felix Otto, and Dejan
Slepčev, cf. [5, 53].
• In Chapter 3, we study Rayleigh–Bénard convection. Our main interest is in
the scaling of the Nusselt number in terms of the container height. While it is
easily obtained in the regime for small container heights, the scaling for large
container heights is challenging. Our main results are two upper bounds on
the Nusselt number, which are optimal up to (double-)logarithmic prefactors.
The first bound relies on the so-called background-field method. The second
one is based on a maximum principle for the temperature. This is joint work
with Felix Otto, cf. [52].
• In Chapter 4, we turn again to Rayleigh–Bénard convection. Our main interest
here is in identifying intrinsic quantities that can be related to the observed
flow pattern in the chaotic regime for large containers. While statements
about structures in the bulk part are subtle, we investigate the conducting
boundary layers. Our main results are estimates on temperature derivatives
of second and third order in terms of the system size, that can be used to
obtain information on the linear profile of the temperature field. This is joint
work with Felix Otto, cf. [51].
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Although the investigated models describe different physical phenomena, they have
certain analogies. The concepts of mass and heat transfer in both models are similar.
On the one hand, there is a local thermodynamical relaxation via diffusion (resp.
conduction) due to concentration or temperature variations. One the other hand,
there is a parallel transport of mass or heat over large distances which is of fluid
mechanical origin: the convection by the hydrodynamic bulk flow.
In its mathematical appearance, both systems can be described by the same set of
PDEs: a convection-diffusion equation for a quantity ρ (concentration or tempera-
ture) that is coupled to the momentum equations for the fluid velocity u and the
hydrodynamic pressure p,
∂tρ+ u · ∇ρ− λ∆µ = 0,
∇ · u = 0,
−∆u+∇p = f.
Here, −∇µ is the mass or heat flux due to diffusion, f is the force which acts
on the fluid, and λ is a system parameter that measures the strength of diffusive
transport with respect to convective transport. (Of course, λ can be equivalently
rescaled into the forcing term or the system size.) Notice that in this model, we have
neglected any inertia effects by modelling the fluid velocity via the Stokes equations
instead of the Navier–Stokes equations. This is mathematically convenient and helps
to concentrate on the — for our interest — physically relevant phenomena. The
equations are supplemented by appropriate boundary conditions and are considered
in systems that are large compared to some intrinsic length scales.
Despite the fact that both systems, demixing and Rayleigh–Bénard convection, are
described by a same type of equations, they differ in their dissipative behavior. In
the case of demixing, the system has a gradient flow structure, that is, the evolution
follows the steepest descent in an energy landscape. Therefore, the system tends to
relax towards a (local) equilibrium. On the contrary, in the case of Rayleigh–Bénard
convection, energy is pumped into the system due to heating. After an initial stage,
the system is in a dynamical equilibrium, that is, energy dissipation and energy
supply are balanced. Hence, we may speak of a driven gradient flow.
The models for demixing and Rayleigh–Bénard convection have some common fea-
tures: On the one hand, the models are easily accessible as they allow only for a
few elementary mechanisms, diffusivity (resp. conductivity) and convectivity, and
thus their mathematical description is simple. On the other hand, the interplay of
these mechanisms lead to the occurrence of complex patterns. Generic solutions
display a complicated/chaotic behavior in space and time. For this reason, quali-
tative properties of solutions are proven in space and time averages. Moreover, the
existence of ungeneric solutions, which show a substantially different behavior and
eventually break the expected scaling law, has an immediate consequence: PDE
analysis only allows to rigorously establish one-sided versions of the scaling laws
without assumptions on statistics or initial data.
3
1 Introduction
Before going into details and discussing the particular settings, methods, and results,
we would like to point out two substantial open problems that arise already at this
point and that are characteristic for many thermodynamical and fluid mechanical
models:
• The scaling laws are believed to be generically true or, say, with probability
one. Can we also derive the opposite bound on the scaling laws for “generic
initial data”? What would be a suitable way for selecting these data? What
could be an appropriate notion of probability in this context?
• We derive bounds on the scaling laws averaged in space and time. Are these
bounds also valid locally or pointwise in space or time? Depending on the
system this would require restrictions on the statistics of the initial data. Then
we would have to ask whether local bounds can be generically be true.
These are major problems we plan to address in future research.
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binary viscous fluids
2.1 Background from physics
A view in the physicists’ literature reveals a remarkable experimental and theoretical
activity in the field of demixing processes of binary fluid mixtures. When a single
phase system is suddenly placed into thermodynamically unstable two-phase state
far from equilibrium, e. g. by quenching from a high to a sufficiently low temperature,
the phases separate by forming domains of the two different equilibrium volume
fractions. The domain morphology coarsens with time: Larger domains grow at the
expense of smaller ones. The dynamics are driven by the free energy of the system.
We refer to the review article [4] or the monograph [60].
The demixing proceeds in several stages. The initial stage, i.e., the formation of
the domains with characteristic interfacial layers, is from the practical point of view
negligible. With the exception of some very slowly diffusing systems, like polymer
blends, the initial stage appears to be a short-time phenomenon — sometimes even
to short to be easily observed.
The main focus of research is on the interfacial dynamics. When the domains are
formed, the free energy of the system is concentrated on the interfaces. Since the
system tends to minimize the energy, the amount of interfacial area decreases with
time. This is realized by coarsening of the domain distribution. The physical growth
mechanism is material transport from domains with high curvature to domains with
low curvature.
We are interested in the rate at which the coarsening of the domain morphology
proceeds. Generically, the system develops a typical length scale ℓ, which charac-
terizes the typical size of the domains of the pure phases. Therefore, the coarsening
rate is measured by the growth rate of ℓ. In 1979, in a seminal paper [62], Siggia ar-
gued that during the first, diffusion-dominated regime, the coarsening rate behaves
like ℓ ∼ t1/3, when t denotes the time — the well-known coarsening law from the
evaporation-recondensation process (Ostwald ripening) studied by Lifshitz, Slyozov,
and Wagner [39, 71]. Siggia predicts that at a later stage, the dominance of convec-
tion leads to a crossover of the coarsening rate to ℓ ∼ t. Siggia’s coarsening rates
have been confirmed in numerical simulations [2, 35, 59, 67] and real experiments
[9, 73, 74].
Furthermore, there are two phenomena which may play a role in the very late stages
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of coarsening: gravity and inertia. Siggia remarked that for very large domains the
growth rate undergoes a second crossover due to gravity and the density difference of
the two coexisting phases [62, see e.g. p. 603]. The growth rate in this situation does
not follow a power law and diverges in a finite time. On the other hand, Furukawa
pointed out that the convective coarsening regime is limited by inertial effects. He
predicted a inertial regime in which the typical domain size increases as ℓ(t) ∼ t2/3,
cf. [4, p. 375]. However, both effects does not seem to be of experimental relevance.
We neglect these effects in our theoretical work.
We rigorously establish Siggia’s coarsening rates in form of weak upper bounds: We
show that coarsening cannot proceed faster than ℓ . t1/3 for diffusion-mediated and
subsequently ℓ . t for convection-mediated transport. The coarsening rates come
in form of time-averaged lower bounds on the energy density.
2.2 Background from mathematics
Mathematically, we follow closely a method proposed by Kohn and Otto in [36],
which relies on the gradient flow structure of the dynamics. Within the gradient
flow structure, the functional encodes the driving energetics and the metric tensor
the limiting dissipation mechanisms.
This point of view allows to translate
• bounds on the energy landscape, i.e., information on how fast the energy
decreases as a function of (induced) distance to some reference configuration
into
• bounds on the dynamics, i.e., bounds on how fast the energy decreases as a
function of time.
Since a suitably renormalized Ginzburg-Landau-type free energy density has di-
mensions 1/length (it is proportional to the interfacial area per system volume)
heuristically at least, lower bounds on the energy of some configuration translate
into upper bounds on some average length scale of this configuration. If as expected,
there is only one characteristic length scale present in the domain distribution, this
is the relevant average length.
Note that upper bounds on coarsening rates are quite different from lower bounds.
Upper bounds are universal, while lower bounds depend strongly on the geometry of
the initial data. In fact, there exist ungeneric configurations that do not coarsen at
all or at least exponentially flow, e. g. parallel planar layers. (There are many works
on slowly evolving gradient flows, starting with [7]; see also [49].) We will encounter
this special feature also in Chapter 3 and 4 of this thesis, when we investigate
estimates on the temperature field in Rayleigh–Bénard systems.
The method in [36] is based on three ingredients:
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• a statement on the energy density, more precisely, a lower bound of the energy
in terms to the intrinsic distance (i.e., the distance induced by the metric tensor
coming from the dissipation mechanism) to some suitable reference configura-
tion. Mathematically this typically amounts to an interpolation inequality.
• In certain cases, the intrinsic distance is not explicitly known (as in our case).
In these situations, one has to identify a suitable explicit proxy to the intrinsic
distance — and prove that it is bounded by the intrinsic distance. This bound
comes in form of a dissipation inequality.
• an ODE-argument.
It is crucial that all involved estimates are independent of the system size (for large
system sizes).
The Kohn–Otto-method is quite robust. In the following, we try to give a short
report on its applications.
• In the original paper [36], this approach was applied to the Cahn–Hilliard
equation with constant and with degenerate mobility. Both equations model
demixing of a binary mixture mediated by diffusion. In the constant mobil-
ity case, diffusion takes place in the bulk (i.e., the interior of the domains);
whereas in the degenerate mobility case, diffusion only takes place along the
interfacial layer. Physically, the constant mobility case corresponds to a shal-
low quench (i.e., temperature slightly below the critical temperature) whereas
the degenerate mobility case corresponds to a deep quench (i.e., temperature
much below the critical temperature). The Cahn–Hilliard equation with con-
stant mobility is the gradient flow of a Ginzburg–Landau-type energy w. r.
t. to the Ḣ−12 inner product (i.e., a Euclidean situation), so that the induced
distance is given by the Ḣ−12 norm. The Cahn–Hilliard equation with de-
generate mobility is the gradient flow of a Ginzburg–Landau-type energy w.
r. t. a weighted Ḣ−12 inner product, which penalizes everything outside the
interfacial layer (and thus is genuinely Riemannian). In order to treat both
equations simultaneously, the Monge–Kantorowicz distance (i.e., the Monge–
Kantorowicz-Rubinstein (MKR) distance with cost functional given by the
Euclidean distance) was used as a proxy. In case of constant mobility, the
authors of [36] obtain E & t−1/3; in case of degenerate mobility, they obtain
E & t−1/4 — both exponents agree with the heuristics.
• The case of more than two components, both in the constant and degenerate
mobility case, was treated in [38], with the same results.
• In [63], a generalized Cahn–Hilliard equation is investigated. The modifica-
tions are twofold: 1) The square gradient term in the Ginzburg–Landau energy
functional is replaced by a non-local approximation (in fact, in the derivation
of the Cahn–Hilliard equation as a mean-field model for Kawasaki dynamics
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in an Ising model with long-range interactions, this non-local attractive term
arises in an intermediate step). 2) The constant mobility is replaced by a pos-
sibly degenerate mobility. Under these modifications, the author establishes
the same lower bound E & t−1/3 as for constant-mobility Cahn–Hilliard. De-
pending on the mobility, he uses two different proxies for the induced metric:
the Ḣ−12 norm and the Wasserstein distance (i.e., the MKR-distance with cost
functional given by the square of the Euclidean distance).
• In [11], the case of an off-critical mixture in the constant mobility Cahn–
Hilliard equation was treated. This means that the volume fraction Φ of
one of the two phases is very small, and the corresponding domains come in
form of small, distant, nearly immobile and nearly spherical particles. The
configuration coarsens by “Ostwald ripening”, which denotes the growth of
the large particles at the expense of the small ones, which eventually vanish.
Based on Φ ≪ 1, one can derive a reduced model that predicts the evolution
of the distribution function f(R) dR of particle radii, the celebrated Lifshitz–
Slyozov–Wagner (LSW) theory. LSW theory heuristically predicts not just the
scaling of the energy E in t, but also in the volume fraction Φ ≪ 1. It is given
by E ∼ Φt−1/3 in the case of dimensions d > 2 and by E ∼ Φ(ln−1/3 1
Φ
)t−1/3 in
the case d = 2. In this paper, these scalings are recovered as a lower bound.
Here, the Ḣ−12 inner product is used. Starting point is not Cahn–Hilliard,
but its sharp interface version, known as Mullins–Sekerka in the mathematical
literature.
• In [14], the starting point is now the LSW theory (see above), which mathemat-
ically speaking, is an evolution equation for the distribution function f(R) dR
of particle radii. Not surprisingly, it inherits the gradient flow structure of
the original Cahn–Hilliard-type or phase-field model respectively their sharp-
interface counterparts (i.e., variants of the Mullins–Sekerka or Stefan prob-
lems). The authors investigate the LSW theory of a Mullins–Sekerka model
with kinetic undercooling (i.e., a convex combination of Mullins–Sekerka and
mean-curvature flow). In case of dominant kinetic undercooling, they obtain
the bound to be expected for mean curvature flow, i.e., E & t−1/2; in all other
cases, they obtain E & t−1/3. In [13], the crossover from E & t−1/2 in the
mean curvature regime to E & t−1/3 in the Mullins–Sekerka regime is under
consideration.
• In [15], the authors start not from the Cahn–Hilliard model with constant
mobility but from a phase-field model. Heuristically, both models should have
the same late stage behavior, as both give rise to the Mullins–Sekerka sharp
interface motion. Indeed, the authors rigorously establish E & t−1/3. However,
their analysis requires the domain size to be not too small compared to the
system size.
• In [37], the authors treat a model from epitaxial growth; it models the evo-
8
2.2 Background from mathematics
lution of the height h(t, x) of a crystalline film on top of a substrate. The
evolution is driven by an energy which favors slopes ∇h with |∇h|2 = 1 but
penalizes curvature |D2h|2; it is limited by attachment kinetics. Mathemat-
ically speaking, this amounts to the L2 gradient flow of a Ginzburg–Landau
energy in the vector-valued order parameter ∇h. Therefore, loosely speaking,
it leads to a Cahn–Hilliard-type equation on the level of ∇h and thus one
expects E ∼ t−1/3. This is proved as a lower bound. In view of the above




to the flat surface. As opposed to the regular Cahn–Hilliard model, the set
of favored order parameter values is not discrete. Therefore, the interpolation
inequality is more subtle; the authors establish it via an indirect argument.
• In [50], the authors consider a model for viscous thin films. The evolution of the
film height h(t, x) is driven by the surface energy between liquid and vapor and
a short-range attractive force between liquid and substrate; the latter leads to a
precursor film of height normalized to unity. A typical configuration consists of
equilibrium droplets with a contact angle normalized to π
4
sitting on top of the
precursor film. Such a configuration coarsens by Ostwald ripening (see above).
Asymptotic analysis [28] predicts the coarsening rate on a one-dimensional
substrate (d = 1). In [50], the lower bound for the energy E ≥ t− d3d+2 is proved.
This lower bound coincides with the asymptotic analysis for d = 1 and is also
conjectured to be optimal (up to a logarithm) for d = 2. However, this bound
obtained by the Kohn–Otto-method gives a suboptimal exponent for d > 2.
This suboptimality is due to the same reason for which E & t1/3 is suboptimal
for Cahn–Hilliard in d = 1: The Kohn–Otto-method relies on a very coarse
property of the energy landscape, which is too coarse for the plateau and step
structure of the energy landscape of the Cahn–Hilliard equation in d = 1.
Mathematically speaking, the model in [50] is similar to the Cahn–Hilliard
equation with two modifications: 1) In the Ginzburg–Landau model, the usual
symmetric double well potentialW (h) is replaced by a nonlinearityW (h) with
one well at h = 1 and the other well at h = +∞. 2) The constant mobility in
the Cahn–Hilliard equation is replaced by a linear mobility h. In this situation,
the induced distance is no longer the Ḣ−12 norm but the Wasserstein distance.
The reason for the dimension-dependent coarsening exponent lies in the fact
that energetically, the model is d + 1-dimensional (droplets in form of d + 1-
dimensional parabola caps), whereas from the point of view of dissipation, the
model is d-dimensional (diffusion through the d-dimensional precursor layer).
• In [22], the authors consider a discrete version of the Cahn–Hilliard equation,
where the discrete nature replaces the regularizing effect of the fourth-order
term. In one space dimension, this model relates to the Perona–Malik model
in image denoising. This model is the gradient flow of a non-convex functional
(convex at m = 0 but non-convex for m ↑ ∞, favoring m = 0 and spikes
m = ∞) with respect to a discrete version of the Ḣ−12 inner product. The
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authors obtain the same lower bound on the energy as in the continuum case.
In [23], the authors consider a more general class of non-convex functionals
classified by an exponent α for largem-values. They find optimal lower bounds
on the energy with an exponent which depends on α.
In our analysis, we adopt the method from [36] to a model that allows for diffusive
and convective transport.
2.3 The model
We are interested in the late-stage coarsening phenomenon which occurs when a
thermodynamically unstable two-phase system, in our case a binary viscous fluid
quenched slightly below a critical temperature, demixes, i.e., the two phases sepa-
rate into two domains of the two different equilibrium volume fractions. As order
parameter, which locally describes the composition of the mixture at any one time,
we consider a scalar field
m(t, x) ∈ R.








which favors locally the separation of the system into its two phases, encoded by the
values −1 and 1, and penalizes transitions between domains occupied by different
phases. Hence length, energy, and order parameter have been nondimensionalized
such that the equilibrium values, the width of the interfacial layers, and the en-
ergy per area of the interfacial layers are all of order one. Furthermore, we have
normalized the free energy by the volume of the system, denoting the average by
∫
− dx.
The evolution must conserve the volume fraction of each phase separately. We are




−mdx = 0. (2.2)
This restriction is rather a notational convenience than a mathematical necessity.
In fact, our results can be easily generalized to any volume fraction. Notice that
in the case of off-critical mixtures, i.e., 0 < m ≪ 1, the growth rate for diffusion
mediated coarsening shows an explicit dependence on m, cf. [11].
The evolution equation for m takes the form of a conservation law:
∂tm+∇ · J = 0,
for some flux J . The flux takes account of the two parallel transport mechanisms:
diffusion and convection. Diffusion is the relative motion of the unlike particles.
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In fluids, it originates from chemical potential differences. The diffusive flux Jdiff is
therefore given by Jdiff = −λ∇µ, where λ is the diffusion coefficient and µ is the





Convection is the flow of the bulk with a velocity field u. The convective flux Jconv
is therefore given by Jconv = mu.
We may recapitulate the evolution equation:
∂tm− λ∆µ+∇ · (mu) = 0. (2.3)
We want to relate the velocity u of the bulk flow to the thermodynamic driving
forces: The velocity obeys a stationary Stokes equation
− η∆u+∇p = −m∇µ, (2.4)
∇ · u = 0, (2.5)
where η is the viscosity coefficient and p is the pressure. The fluid is incompressible,
equation (2.5). The r. h. s. of (2.4) arises from the energy change that accompanies
the fluid transport (“principle of virtual work”): the gradient of the chemical poten-
tial acts as the driving force on the fluid. Note thatm∇µ equals∇·(∇m⊗∇m) up to
terms that can be absorbed in the pressure gradient. We address well-posedness and
regularity for this model (in the physically relevant case of three space dimensions)
in the appendix.
We use the Stokes approximation of the Navier–Stokes equation by neglecting the
inertial terms. This amounts to the assumption that the flow velocity responds
nearly instantaneously to changes of the order parameter. The velocity is then
“slaved to the order parameter”. In fact, this approximation fails for very large
domains. We will neglect these inertia influences in our setting. See also [4, p.
374-376] for a precise determination of the different scaling regimes.
For the PDEs, we impose periodic boundary conditions and denote by Q = [0,Λ]d
the cell of periodicity. Notice that the dimensionless quantity Λ plays the role of the
ratio of the size of the system and the size of the interfacial layer. We are interested
in the regime
Λ ≫ 1.
Finally, we notice that we may absorb one of the dimension free parameters in the
time scale: for convenience we set η = 1.





−λ|∇µ|2 + |Du|2 dx. (2.6)
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As we will point out in Section 2.5, the model for late-stage coarsening can be
described by (geometric) sharp-interface evolution. Our restriction to the diffuse-
interface setting is a mathematical convenience. Our results stated in Section 2.7
below also hold true in the corresponding sharp-interface version, cf. [53], under the
assumption that solutions are classical expect for finitely many times and continuous
across the singular times.
2.4 The gradient flow structure
We like to embed our model into an abstract framework, at least heuristically. We
interpret the system (2.3)–(2.5) as a gradient flow, i.e., the evolution follows the
steepest descent in an energy landscape. Mathematically, this requires a differen-
tiable manifold M, together with a metric tensor g, and an energy functional E on
M. The evolution in M given by the differential equation
∂tm+ gradE|m = 0 (2.7)
is called the gradient flow of E on (M, g). The energy gradient gradE is related to
the differential diffE of E by the Riesz representation theorem:
gm(gradE, δm) = diffE. δm for all tangent vectors δm at m.
This allows for the gradient free reformulation of (2.7):
gm(∂tm, δm) + diffE|m. δm = 0 for all tangent vectors δm at m, (2.8)






gm(δm, δm) + diffE|m. δm
∣
∣ δm tangent vector at m
}
. (2.9)
For the gradient flow interpretation of the system (2.3)–(2.5), we still have to identify
the ingredients M and g. The energy functional reflects the driving energetics. It
is given by the initially introduced Ginzburg–Landau functional (2.1).
The evolution must conserve the order parameter. For simplicity we consider the








The metric tensor g encodes the limiting dissipation mechanisms. Choosing the
admissible tangent vector ∂tm in the gradient flow notion (2.8), we find:
d
dt
E(m) = diffE|m. ∂tm = −gm(∂tm, ∂tm).
The material transport in demixing binary viscous fluids is due to diffusion and
convection. Therefore, both dissipation by friction as a result of collisions of particles
12
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(“outer friction”) and dissipation by friction because of viscosity (Stokes friction or







−λ|j|2 + |∇u|2 dx
∣
∣
∣ δm+ λ∇ · j +∇ · (mu) = 0, ∇ · u = 0
}
.(2.11)















which easily leads to the optimality conditions. We immediately recover:
φ = −∂E
∂m
, j = ∇φ, −∆u+∇p = m∇φ.
2.5 Heuristics
Physical experiments and numerical simulations display two remarkable features in
demixing of fluid mixtures. On the one hand, there is the coarsening phenomenon
as discussed in Section 2.1 with a simple power law coarsening rate:
ℓ(t) ∼ tγ,
for t ≫ 1. On the other hand, the evolution appears to be statistically self-similar.
We are interested in understanding the mechanisms which determine the dynamic
exponent γ. In this section, we derive γ by heuristic considerations, which are based
on the (unproven) statistical self-similarity.
In binary fluids, demixing is mediated by diffusion and convection. To determine
the contribution of each transport mechanism to the growth of the characteristic
length scale, we consider both mechanisms separately.
We study the mesoscopic version of the model. Inside of the domains, the order
parameter is nearly uniform, m ≈ ±1. It varies with a characteristic interfacial layer
along the interface between the domains. For this reason, the energy contribution
in the bulk is negligible. The energy is concentrated on the interface between the
domains. Therefore, we approximate
energy ≈ energy of 1-d interfacial layer
× area of sharp interface per system volume.
A simple calculation shows that the energy of the one-dimensional layer (withm(x =
±1) = ±∞) is 4/3. The above approximation motivates the mesoscopic version of
13
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Here, we have used the convenient geometric measure theory notation. In fact, this
approximation has been made rigorous in [43].
In the following, we denote by Γ the interface between the two pure phases:
Γ = ∂{x ∈ Q |m(x) = 1}.
We assume the validity of the gradient flow structure for the sharp-interface model.
In order to derive the classical equations for the evolution, we consider the variational
formulation of the gradient flow (2.9). Variations of the order parameter correspond
to variations of the interface. We measure such variations infinitesimally by a normal
velocity 2V along Γ. (Notice that ∂tm = 2V |∇m|.) An infinitesimal variation of
the energy is given by 4
3
∫
−HV dHd−1xΓ, where H denotes the mean curvature of Γ.
In the purely diffusive regime, the only dissipative mechanism is outer friction.





































∇ · j = 0 in Q\Γ
}
.
A computation of the Euler–Lagrange equation gives the well-known Mullins–Seker-
ka evolution equations:
−∆µ = 0,




2V = −λ[ν · ∇µ],
on the interface Γ. This amounts to a third order free boundary value problem.
Hence the solution space is invariant under rescaling
x −→ σ x, t −→ σ3 t.
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Consequently, if we assume the solution behaves statistically self-similar, the scaling
exponent must be 1/3. Indeed, m being statistically self-similar means
|Fm(t, · )(k)|2 ≈ f(tγk),
for some structure function f and every wave number k. As usual, Fm denotes the




By scaling invariance of the solution space, this turns into
f(tγk) ≈ |Fm(σ3t, σ· )(k)|2 = |Fm(σ3t, · )(σ−1k)|2.
Hence
f(tγk) ≈ f((σ3t)γ(σ−1k)),
which yields γ = 1/3, since σ is arbitrary. Thus
ℓ(t) ∼ (λt)1/3.
Notice that in this reduced model, λ can be absorbed in the time scale. Therefore
λ must have the same exponent as t in the coarsening rate.
In the purely convective regime, the dissipative mechanism is Stokes friction. There-




































∇ · u = 0
}
,
A computation of the Euler–Lagrange equations yields
∇ · u = 0,
−∇ · S = 0,
in the bulk Q\Γ, and
V = ν ·u,
τ ·[S]ν = 0,
ν ·[S]ν = −4
3
H,
on the interface Γ. Here S = ∇u + (∇u)t − p id denotes the stress tensor. The
boundary value problem is of order one. Hence if the growth of the characteristic
15
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length scale behaves statistically self-similar, a similar calculation as above shows
that the dynamic exponent must be one:
ℓ(t) ∼ t.
In view of the metric tensor (2.11), it is readily checked that
g ≤ min{gdiff, gconv},
where gdiff and gconv denote the metric tensor in the purely diffusive regime (u = 0)
and the purely convective regime (j = 0), respectively. In particular, the amount of
energy dissipation is smaller in the full model than in the model which only allows
for one transport mechanism. This observation emphasizes the fact, that there are
rather two transport mechanisms than two dissipation mechanisms in the system.
In particular, coarsening proceeds faster than in the systems with a single transport
mechanism. Consequently, since
t ≤ (λt)1/3 if and only if t ≤ λ1/2,
we expect initially a regime, in which diffusion dominates, followed by a regime in
which convection dominates. Crossover time and crossover length are thus
tcrossover ∼ λ1/2 and ℓcrossover ∼ λ1/2. (2.12)
The heuristic argumentation presented in this section and the rigorous results in
the remainder of this chapter apply in any space dimension d ≥ 2, in particular in
the physically important case of three dimensions. However, in dimension two, the
validity of the convection-dominated growth law is under controversy in the phys-
ical literature. In [61], it is argued that surface tension is irrelevant in two space
dimensions, and therefore, the linear growth law ℓ ∼ t does not hold. The argu-
mentation is based on the investigation of Rayleigh instabilities in two dimensional
hydrodynamic fluids: Linear stability analysis indicates that long cylindrical tubes
of fluid surrounded by fluid of different density are stable under long wavelength
perturbations — opposed to the situation in three dimensions. It is suggested, that
in two dimensions, the linear coarsening rate is replaced by ℓ ∼ t1/2. This scaling
law has also been experimentally and numerically observed. On the other hand,
the author of [25] explains the discrepancy of the coarsening rates in two and three
dimensions by the occurrence of many isolated spherical domains in two dimensions,
for which the hydrodynamic bulk flow is not effective, and which coarsen therefore
according to the evaporation-recondensation growth law ℓ ∼ t1/3. This hypothesis
is supported by the numerical computation of different measures of length scales
(more precisely, besides the energy decay, the author computes the growth laws of
a range of suitably renormalized Ḣs2 norms). As a particular consequence, in two
dimensions, the presence of a sole characteristic length scale is questionable. In
three dimensions, one observes a rich connectivity among the domains, so the accu-
mulation of isolated droplets is less apparent. Despite this unsatisfactory ambiguity
16
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in the state of the art in 2-d coarsening of binary viscous fluids, the present work
contributes into the discussion, proving that, even in two space dimensions, coars-
ening cannot proceed faster than ℓ ∼ t in the convective regime (more precisely, we
show that the interfacial area cannot decrease to fast).
2.6 Numerical simulations
We present our numerical simulations for the demixing process in binary fluids in
two space dimensions, starting with a fully mixed configurationm ≈ 0. We treat the
case λ = 1. On the one hand, for this choice of λ, diffusion and convection play an
equal role in the evolution (2.3). On the other hand, in view of the energy scaling,
the typical length scale that initially involves is of order one, so that we expect a
dominance of convective transport during the interfacial regime because of (2.12).
We use a semi-implicit time discretization of the evolution equation (2.3), which is






mk+1 = 2∆(mk)3 −∇ · (mkuk) + 1
△t
mk. (2.13)
Exploiting the incompressibility condition (2.5), the velocity uk is determined by
two Poisson equations. If we denote the velocity components by vk and wk, these
read
−∆vk = fk − ∂x∆−1(∂xfk + ∂ygk),
−∆wk = gk − ∂y∆−1(∂xfk + ∂ygk),











We compute fk, gk, and the nonlinear term in (2.13) with the help of a finite differ-
ence scheme. For the convective term we apply the upwind method. Subsequently,
the equations for vk, wk, and mk+1 are solved with FFT. As initial data we impose
a white noise with amplitude 10−2 and mean value zero.
Here, we present our numerical simulations for the system size Λ = 50 π. Figure
2.1 shows three stages of a computed coarsening process for a binary viscous fluid
mixture. It turns out that Λ = 50 π is a system size for which the expected coars-
ening rate can be observed — at least in the very late stages and for a very short
time (see below). On the other hand, using our simple implementation without any
adaptivity, Λ = 50 π appears to be near the upper limit of system sizes for which
computations on a desktop computer can be realized within a reasonable running
time.
17
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t = 100 t = 1000 t = 2500
Figure 2.1: Plots of a numerically computed coarsening process in a binary viscous
fluid mixture.
Some experiences suggest that initially, the time step size should be chosen of order
10−4. If the phases were separated and the domain morphology had become suffi-
ciently coarse, we increased the time step size up to 10−3. An optimal or even an
adaptive choice of the time step size have not been worked out.
In Figure 2.2 we have plotted the energy evolution with a logarithmic axes scaling.
In the very late stages it approaches “asymptotically” the slope −1. As motivated
in the previous section, a crossover from −1/3 to −1 is expected at t ∼ λ1/2, and
can therefore not be observed (since λ = 1 is too small). Instead, we find a contin-
uously accelerating decrease of the energy density after an initial stage (t / 100) of
demixing.















Figure 2.2: Energy density vs. time.














Figure 2.3: Ḣ−12 norm vs. time.
In order to observe the predicted crossover, one has to choose a significant larger
diffusion coefficient and a larger system size. However, as mentioned above, this
cannot be realized within a reasonable running time.
Figure 2.3 shows the logarithmic plot of the “length” D(t) vs. time. Here D(t) is









Because the Ḣ−12 norm is the induced distance to the fully mixed configuration
(m ≡ 0) in the gradient flow interpretation for diffusion-mediated coarsening, it
can be considered as a natural length scale in our experiment. Since the intrinsic
distance (i.e., the induced distance from the gradient flow interpretation) for the
flow-mediated coarsening is not known explicitly, it is convenient to consider only
this quantity as any measure of length. We observe that in the interfacial regime, the
growth of D(t) proceeds slightly slower than t. Furthermore, it seems to converge
in the very late stages “asymptotically” to t.
2.7 Main results
Before presenting our main result, Theorem 1, we still need some preparation. Our
analysis follows closely the method proposed by Kohn and Otto in [36], which relies
on the gradient flow structure of the dynamics, and which translates information on
how fast the energy decreases as a function of induced distance to some reference
configuration into information on how fast the energy decreases as a function of
time, cf. Section 2.2.
For two configurations m0, m1 on a Riemannian manifold (M, g), the induced dis-
tance is









m̃(0) = m0, m̃(1) = m1
}
.










δm+ λ∇ · j +∇ · (mu) = 0, ∇ · u = 0
}
,
eq. (2.11), this distance cannot be computed explicitly. Instead, according to the
method introduced on page 7, we have to identify an appropriate proxy D to dist.












dπ( . , x1) = ρ0,
∫
dπ(x0, . ) = ρ1
}
.(2.14)




− ζ(xi) dπ(x0, x1) =
∫
− ζ(xi)ρi(xi) dxi








distances are naturally domiciled in the field of optimal transportation. Informally,
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dc(ρ0, ρ1) measures the minimal cost (w. r. t. c) of transferring a mass distribution ρ0
into a distribution ρ1. The cost function c(z) measures the cost of mass transporta-
tion over a distance z, and the transfer plan π encodes the way of transportation.
Good references to this topic are Villani’s books [69] and [70].
Our choice of D is a MKR distance, which measures, roughly speaking, the minimal
transportation cost between the two phases (which in turn is equivalent to the
transportation cost between one phase and the fully mixed state). With
c(z) =
{
z for 0 ≤ z ≤ λ1/2,
λ1/2(1 + ln z − lnλ1/2) for λ1/2 ≤ z, (2.15)
and
m+ := max{m, 0} and m− = max{−m, 0},
we define





−m− dx by (2.2), so that D(m) is well-defined.
Before motivating the definition of c, we present our main result and the main
ingredients of the proof.
Theorem 1. Let E(m(0)) ≪ 1 and D(m(0)) ≪ λ1/2. Then
∫ T
0












for all T such that λT ≫ D(m(0))3.
We use the sloppy notation “&” and “≫” to indicate that the inequality holds up
to a generic constant which may depend on the space dimension only, provided that
E(m(0)) and D(m(0))
λ1/2
are sufficiently small and λT
D(m(0))3
is sufficiently large.
The result of Theorem 1 above is in agreement with the physical prediction in [62].
Indeed, since the normalized energy scales like an inverse length (see discussion on
page 13) and assuming that there is only one length scale present in the dynamics, a
lower bound on the energy can be interpreted as an upper bound on the coarsening
rate. As other results based on the technique of [36], our analysis produces only time-
averaged and only lower bounds on the energy. (A counter-example for a pointwise
version of the coarsening rates derived within the Kohn–Otto-method is given in
the original pap per [36, Remark 4]. The inaccessibility of upper energy bounds is
discussed on page 6.) Also, we have no rigorous arguments to determine the crossover
time in terms of λ. Our result has to be read as follows: In the regime E ≫ 1
λ1/2
and t≪ λ1/2, the above result is a time-averaged version of E & 1
(λt)1/3
, since in this











in the regime E ≪ 1
λ1/2





The initial configuration has to be chosen such that, on the one hand, its energy
is not too large, which means that the mixture consists of well-separated one-phase
domains and the evolution is situated in the interfacial regime; on the other hand,
the initial domain size, measured in terms of D(m(0)), is expected to be smaller
than the crossover length, so that the evolution still has to run through the diffusive
regime. Finally, the condition on T gives implicitly an lower bound for the size of
the time intervals in which our scaling laws are averaged.
The main contribution of this work is the dissipation inequality.
Proposition 1 (Dissipation inequality). Let m be a solution of (2.3) with m = 0.
Assume that E(m(0)) ≪ 1. Then D(t) = D(m(t)) is an absolutely continuous






−λ|∇µ|2 + |∇u|2 dx
)1/2
.
Notice that the sum in the parenthesis corresponds exactly to the energy dissipation
terms, cf. (2.6).
The interpolation inequality holds for a much broader class of cost functions.
Proposition 2 (Interpolation inequality). Let c be monotonically increasing with
c(0) = 0. Let m ∈ L2(Ω) with m = 0. Assume E(m) ≪ 1. Then there exists
constant c0, dependent on the space dimension only, such that






Finally, we state the ODE argument. The inhomogeneous form of the time averages
in the statement of Proposition 3 is due to the particular feature of the argument,
which only allows for Lq averages in time, with 1 < q < 3 in the diffusive (for
convenience, we choose q = 2), and q = 1 in the convective regime, in order to
capture the explicit form of the cost function c from the interpolation inequality in
the particular regimes. Notice that in our formulation of the ODE argument below,
we have absorbed c0 and the constants from the inequalities in Propositions 1 & 2
into E, D, and the new constant C.















if 1 ≤ λ1/2E,
λ1/2
(
1 + ln 1
λ1/2E
)
if 1 ≥ λ1/2E. (2.18)
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Assume that 2D(0) ≤ λ1/2. Then there is a constant C̃ such that
∫ T
0












for all T such that λT ≥ D(m(0))3.
Now, we come back to the definition of c. The cost function has to be chosen in such
a way that the MKR distance is dominated by the induced distance function. In the
purely diffusive setting, the induced distance reduces to the Ḣ−12 norm. Though in
this situation a proxy is not necessary, the authors of [36] use a slightly weaker norm,
the Ḣ−1∞ norm, which is equivalent to the Monge–Kantorowicz distance (i.e., the
MKR distance with cost function given by the Euclidean distance c(z) = z), in order
to treat simultaneously the case of surface diffusion (diffusion along the interfacial
layer in contrast to diffusion through the bulk). In the purely convective setting,
the induced distance is given by the viscous dissipation mechanism, i.e.,
∫
− |∇u|2 dx.
Since the dissipation mechanism only controls the gradient of the convecting velocity,
it is not surprising that the cost functional in the MKR distance can only grow
logarithmically: In the finite dimensional analogon, trajectories of a Lipschitz vector
field can diverge exponentially fast. The fact that the MKR distance indeed is
dominated, is connected to a conjecture of Bressan [6, p. 4], see also [12, p. 25]. In
the Lq setting (q > 1) instead of the L1 setting considered in [6], this conjecture was
solved in [12], which in turn can be understood as a quantification of the DiPerna–
Lions theory of renormalizable solutions to convection equations. In a certain sense,
restricting to the purely convective situation, we reformulate the result in [12] in
terms of our MKR distance.
Now, the motivation of the definition (2.15) of the cost function c has become quite
apparent: Our goal is to prove the crossover in the coarsening rates from (bulk-
)diffusion- to convection-mediated coarsening. Therefore, we use the Euclidean
distance as cost function for distances smaller (measured in terms of E) than the
crossover length, 1
E
∼ λ1/2, cf. (2.12), and the logarithmic cost function for distances
larger than the crossover length.
MKR distances have been successfully introduced as proxies for the induced distance
in the framework of [36] in two further situations: [63] and [50], cf. Section 2.2. The
connection between gradient flows and MKR distances was first discovered in [33]
and [46].
2.8 Preliminaries: Effect of material transport on
optimal transportation distances
We establish estimates on how much are the optimal transportation distances be-
tween fluid components changed if the fluid is perturbed. We consider two sources
of perturbation: mass redistribution via a flux j and bulk transport via a velocity
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vector field u. Since this situation is of general interest, in this section j and u are
not assumed to be given by a model of demixing. More precisely, we consider m to
be a (distributional) solution of
∂tm+∇ · j +∇ · (mu) = 0, (2.19)
where j and u are given.
First, we derive a formula for the rate of change of the MKR distance in a situation,
where the mass densities are convected by a smooth velocity field. The formula
holds for arbitrary cost functions.
Lemma 1. Let u, ρ0, ρ1 by smooth functions satisfying
∂tρi +∇ · (ρiu) = 0, (2.20)







− c′(|x1 − x0|)
x1 − x0
|x1 − x0|
· (u(t, x1)− u(t, x0)) dπopt(t)(x0, x1),
for any transfer plan πopt(t) that is optimal for dc(ρ0(t), ρ1(t)).
Proof of Lemma 1. Let πopt(t) be a transfer plan that is optimal for dc(ρ0(t), ρ1(t)).
We consider the flow φδ which is generated by u(t+ · , · ), this means,
∂δφδ(x) = u(t+ δ, φδ(x)) and φ0(x) = x.
Then ρi(t + δ, · ) is the push-forward of ρi(t, · ) under the flow φδ:
∫
ζ(x)ρi(t + δ, x) dx =
∫
ζ(φδ(x))ρi(t, x) dx, for any periodic ζ.
This fact follows easily from (2.20). See also [55, Proof of Lemma 2] or [50, Proof









− ζ(φδ(x0), φδ(x1)) dπopt(t)(x0, x1),
for any periodic ζ , is admissible as transfer plan π(t+δ). Therefore we may estimate
















− (c(|φδ(x1)− φδ(x0)|)− c(|x1 − x0|)) dπopt(t)(x0, x1),
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− ∂δ |δ=0 c(|φδ(x1)− φδ(x0)|) dπopt(t)(x0, x1).
Finally, we compute




which yields the assertion in Lemma 1.
When applying the above lemma to the demixing problems, we have in mind m
being the order parameter of average 0 and set ρ0 = m− and ρ1 = m+. However,
the total mass of m+, that is
∫
m+ dx, is not constant in time. This is entirely due
to the transport by flux j. The following lemma contains the essential estimate to
handle that element. It is an integral version of the estimate on the rate of change
of the transportation distance.
Lemma 2. Let c : [0,∞) −→ [0,∞) be smooth and nondecreasing, with c(0) = 0.
Furthermore assume that c is subadditive and that c′(0) ≤ 1. Let m be an L2 function
on Ω and j an H12 vector field. Let m





−)− dc(m+, m−) ≤
∫
− |j| dx. (2.21)
Proof of Lemma 2. Note that since c is subadditive, nondecreasing, and c(0) = 0,
the function c(x, y) = c(|x−y|) defines a metric on Ω. This enables is to use Lemma





−) ≤ dc(m+, m−) + dc(m+ +m′−, m− +m′+).
Let d1 be the Monge–Kantorowicz distance, that is the optimal transportation dis-
tance corresponding to the Euclidean distance cost. Since c is subadditive and





+) ≤ d1(m+ +m′−, m− +m′+).





− |j̃| dx : ∇ · j̃ = m′ −m
}
. (2.22)





+) = d1(m+ −m−, m′+ −m′−) = d1(m,m′).












−) ≤ dc(m+, m−) +
∫
− |j| dx.
We now combine the results of Lemma 1 and Lemma 2 and generalize them to apply
to less regular vector fields.
Lemma 3. Let c : [0,∞) −→ [0,∞) be C1 and concave and such that c(0) = 0,
c′(0) ≤ 1. Assume that u is vector field in L1(0, T ;L2(Q,Rd)) and j is a vector field
in L1(0, T ;L1(Q,Rd)). Let m ∈ C(0, T ;L2(Q)) be a distributional solution of
∂tm+∇ · j +∇ · (mu) = 0 (2.23)














− c′(|x1 − x0|)
x1 − x0
|x1 − x0|
· (u(s, x1)− u(s, x0)) dπopt(s)ds, (2.24)
where πopt(s) is an optimal transportation plan, for cost c, betweenm+(s) andm−(s).
From (2.24) and assumptions on j, u, and m, it follows that D is an absolutely
continuous function. That allows us to use the (a.e.) derivative of D in subsequent
calculations.
Proof of Lemma 3. Step 1. Assume that u and j are C1 vector fields. To be able
to separately account for the effects of the two transport mechanisms, we introduce
for any t ∈ [0, T ) the solution ρt of
∂sρt +∇ · (ρtu) = 0
in the time interval [t, T ], with initial data
ρt(t) = m(t).
Let σt(s) = m(s) − ρt(s). When the subscript t is clear from the context, we will
omit it. To estimate the change of the transportation distance, we separate the
contributions that come from the two transport mechanisms. In particular, by the
auxiliary Lemma 4 below, which we apply with c(x1, x0) = c(|x1 − x0|), and since
ρt(t) = m(t), we have for 0 < h < T − t and ρ = ρt,
dc(m+(t+ h), m−(t + h))− dc(m+(t), m−(t))
≤ dc(ρ+(t + h), ρ−(t+ h))− dc(ρ+(t), ρ−(t))
+ dc(ρ+(t + h) +m−(t + h), ρ−(t+ h) +m+(t+ h)).
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Now (2.24) follows from the two estimates







− c′(|x1 − x0|)
x1 − x0
|x1 − x0|
· (u(s, x1)− u(s, x0)) dπopt(s)ds (2.25)
and





− |j(s, x)| dxds+ o(h). (2.26)
Indeed, dividing by h and taking the limit h → 0 establishes the upper bound for
d̄+
dt
D(t) for every t ∈ [0, T ). Integrating in time then gives (2.24).
Obviously, by the definition of ρ, (2.25) is a direct consequence of Lemma 1. We
now argue in favor of (2.26). We estimate
dc(ρ+(t+ h) +m−(t+ h), ρ−(t + h) +m+(t + h))
≤ d1(ρ+(t + h) +m−(t + h), ρ−(t+ h) +m+(t+ h))
= d1(ρ(t + h), m(t+ h))





− |j|+ |σu| dxds,
where we used c(z) ≤ z, the representation of the d1 distance given in (2.22) and
the fact that σ satisfies
∂sσ +∇ · j +∇ · (σu) = 0,
with σ(t) = 0. We have to show that the second term on the r. h. s. of the above
inequality is of higher order. To do so, we multiply the equation by σ; integrating
















−σ2|∇ · u| dx.






















≤ exp(C(s− t))− 1,
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− |σu| dxds = o(h).
Step 2. Consider j ∈ L1(0, T ;L1(Q)), with u still assumed to be C1. Let ηε be
a standard mollifier in space and time. Consider the interval [t, t + h] ⊂ (0, T ).
Convolving with ηε, where Q is considered as a torus, gives that mε := m ∗ ηε is a
solution of
∂tmε +∇ · (mεu) +∇ · j̃ε = 0 (2.27)
in the time interval [t, t + h], where j̃ε := j ∗ ηε −mεu+ (mu) ∗ ηε. Note that j̃ε is
C1 and thus the assumptions of Step 1 are satisfied. Let for s ∈ [t, t+ h], Dε(s) :=
dc(mε+(s), mε−(s)) and let πε(s) be an optimal transportation plan between mε+(s)








− c′(|x1 − x0|)
x1 − x0
|x1 − x0|





− |j̃ε(s, x)| dxds.
Since mε+(s) → m+(s) and mε−(s) → m−(s) in L2(Q) as ε → 0, we conclude
Dε(t) → D(t) and Dε(t+ h) → D(t+ h) as ε → 0.







·(u(s, x1)−u(s, x0)) d(πε(s)−π(s)) → 0 as ε→ 0, (2.28)
since πε(s) − π(s) → 0 weakly in the sense of measures due to stability of optimal
transportation plans (see Theorem 5.20 in [70]). Assumptions on c imply that








− c′(|x1 − x0|)
x1 − x0
|x1 − x0|









− |u(s, x1)|+ |u(s, x0)| d(πε(s) + π(s))
=
∫
− |u(s, x1)|(mε+(x1) +m+(x1)) dx1 +
∫
− |u(s, x0)|(mε−(x0) +m+(x0)) dx0,
which enables us to the dominated convergence theorem to obtain the integral-in-
time form of (2.28).
Since j̃ε → j in L1(0, T ;L1(Q)) as ε → 0, convergence of the term involving j̃ε
follows as well. So (2.24) follows in the ε → 0 limit.
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Step 3. Now consider u ∈ L1(0, T ;L2(Q)) and j ∈ L1(0, T ;L1(Q)). Again let
[t, t+ h] ⊂ (0, T ). Let ηε be a mollifier in space and time and let uε := u ∗ ηε. Then
m ∈ C(0, T ;L2(Q)) is a distributional solution of
∂tm+∇ · (muε) +∇ · (j +m(u− uε)) = 0 (2.29)
in the time interval [t, t + h]. Let jε := j +m(u − uε). Note that jε, uε satisfy the











− c′(|x1 − x0|)
x1 − x0
|x1 − x0|
· (uε(s, x1)− uε(s, x0)) dπ(s)ds,








− c′(|x1 − x0|)
x1 − x0
|x1 − x0|







− |uε(s, x1)− u(s, x1)|m+(s, x1) dx1 +
∫
− |uε(s, x0)− u(s, x0)|m−(s, x0) dx0,
integrate in time and use that uε → u in L1(0, T ;L2(Q)) and m+ and m− are
elements in L∞(0, T ;L2(Q)).
For the case t = 0, the result follows in the limit of the result on intervals [δ, δ + h],
due to continuity of both sides of (2.24) with respect to t.
It remains to establish some properties of MKR distances that were used in the
proof of Lemma 3 above.
Lemma 4. Let c : Q × Q −→ [0,∞) be a metric on Q. Then for all nonnegative










dc(ρ0, ρ1) ≤ dc(ρ0 + ρ̃0, ρ1 + ρ̃1) + dc(ρ̃0, ρ̃1).
Proof of Lemma 4. By Kantorowicz duality, cf. [69, Theorem 1.3]






Furthermore it is enough to consider pairs such that φ and ψ are c-duals of each
other, for instance
ψ = φc and φ = ψc,
where the c-duals are defined as
φc(x1) = inf
x0∈Q




2.9 Proof of upper bounds on coarsening rates
We claim that if φ = ψc for some ψ then for all x1, x0 ∈ Q
|φ(x1)− φ(x0)| ≤ c(x1, x0). (2.30)
To see this, note that by the definition of ψc, for any ε > 0 and x1, x0 ∈ Q there
exists x′1 such that
φ(x1) ≥ c(x1, x′1)− ψ(x′1)− ε.
Therefore
φ(x0) ≤ c(x0, x′1)− ψ(x′1) ≤ c(x0, x′1)− c(x′1, x1) + φ(x1) + ε ≤ c(x1, x0) + φ(x1) + ε.
Letting ε→ 0 and using symmetry in x1, x0 allows us to conclude (2.30). By similar
arguments, based on (2.30), we prove that








−φ(ρ0 + ρ̃0) dx0 +
∫











− c(x0, x1) dπ2(x0, x1),
where π2 is an admissible transfer plan for ρ̃0 and ρ̃1. It remains to optimize in φ,
ψ, and π2.
2.9 Proof of upper bounds on coarsening rates
In this section, we proof the main ingredients of the Kohn–Otto method. We start
with the proof of the dissipation inequality stated in Proposition 1. It relies on
the main result from the previous section, Lemma 3, which measures the effect of
diffusive and convective material transport on transportation distances. Our proof
is inspired by estimates derived by Crippa & DeLellis in [12, Theorem 2.1 resp.
Theorem 3.3] in the context of regularity estimates for the DiPerna–Lions flow.
Proof of Proposition 1. By Lemma 3, using that c′(z) ≤ λ1/2
z









− |u(t, x1)− u(t, x0)||x1 − x0|
dπopt, (2.31)
where πopt is any optimal transport plan with respect to cost c between m+(t) and
m−(t). Recall that j = −λ∇µ in our setting. Thus
∫
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We now turn to the estimate of the second term of (2.31). This part of the proof uses





|f | dx. We report
two basic properties for maximal functions: a Lipschitz-type inequality (which can
be easily proved),
|f(x1)− f(x0)| . |x1 − x0| ((M |∇f |)(x1) + (M |∇f |)(x0)) ,
and the fundamental inequality for maximal functions,
(
∫


















− ((M(|∇u( · , t)|))(x1) + (M(|∇u( · , t)|))(x0)) dπopt(t)
. λ1/2
∫
















































which is the desired estimate.
The proof of the interpolation inequality, Proposition 2, is very similar to the proof
of original one from [36]. However, it requires the additional result that the domain
is essentially divided into two phases. We also remark that an alternative proof of
the inequality follows from the proof of Theorem 6 (and Corollary 7) in [63] (in
particular Step 5 and Step 6 imply that in any coupling between m+ and m− a
significant proportion of the mass has to be transported over distances at least of
size 1/E which implies the inequality).
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Proof of Proposition 2. We introduce some notations. We denote by A the set es-
sentially occupied by one phase, and by χ its indicator function. More precisely,
A = {x ∈ Q |m(x) ≥ 1
2
} and χ = χA.
Furthermore, let hW denote some constant satisfying
W (m) ≥
{
2hW (|m| − 1) for |m| ≥ 32 ,
hW for |m| ≤ 12 .
Here, W (m) denotes the potential energy, W (m) = 1
2




is optimal.) We first claim that
|A ∩Q|
|Q| & 1. (2.34)











































































We can rewrite the estimate as 1 ≤ 4
hW
E+9 |A∩Q||Q| . Due to the assumption E(m) ≪ 1,
this implies (2.34).
In the sequel, the superscript R denotes the convolution with a standard mollifier
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we have dU
dm
= |1−m2|, and thus
∫





















































− |∇(U(m))| dx+ δ.














E + δ. (2.37)
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≤ (rE)1/2 + dc(m+, m−)
c(r)
,














which is the desired estimate of Proposition 2.
Finally, we provide the proof of Proposition 3.
Proof of Proposition 3. By rescaling
E = λ−1/2Ê, D = λ1/2D̂, t = λ1/2t̂,
we may w. l. o. g. assume that λ = 1. We set for abbreviation:
c(s) =
{
s for s ≤ 1
1 + ln s for s ≥ 1
}
,
(which is our cost function in the definition of D with λ = 1,)
f(e) =
{
e for e ≤ 1











1 + ln 1
e
for e ≤ 1
1
e




2 Coarsening rates in binary viscous fluids





for e ≤ 1
− 1
e2





Hence, as long as D(T ) ≥ 2D(0), we have






and thus, applying (2.17), (2.18) and the definition of g:








where C̃ denotes a universal positive constant. W. l. o. g. we may assume that
C̃ ≥ 1. With the help of the Cauchy–Schwarz inequality, this estimate turns into







































dt = g(E(T ))− g(E(0)) ≤ g(E(T )),
so that (2.42) implies








We invoke Young’s inequality to deduce








(g ◦ f−1)(h′(T )) ≤ C̃h(T ).
Since g is a decreasing and f−1 an increasing function, the above inequality is equiv-
alent to
h′(T ) ≥ (f ◦ g−1)(C̃h(T )).
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Let F be the antiderivative of 1





z3 for z ≤ 1
exp(z − 1)− 2
3
for z ≥ 1
}
.
Then the above inequality can be rewritten as
d
dT
F (C̃h(T )) ≥ C̃,
which turns into
F (C̃h(T )) = F (C̃h(T ))− F (C̃h(0)) ≥ C̃T
C̃≥1
≥ T
after integration. Since F is an increasing function, this can be paraphrased as
C̃h(T ) ≥ F−1(T )
=
{






















By the definition of h, this turns into
∫ T
0













(Now, we free C̃: Here and in the sequel, C̃ denotes a universal constant, whose
value may change from line to line.)






≤ D(T ) ≤ 2D(0).













above estimate can be rewritten as
1
E(T )
≤ D(T ) ≤ 2D(0).




and since E(t) is an increasing function, this implies
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for all 0 ≤ t ≤ T . We square both sides and integrate in time:
∫ T
0






























It remains to combine (2.43) and (2.44) to conclude the proof of Proposition 3.
2.10 Appendix: Well-posedness and regularity of
solutions
We conclude this chapter with a brief discussion on well-posedness and regularity
of our system (2.3)–(2.5) in three space dimensions. For simplicity, we set λ = 1
and drop all constants. (In particular, we lower the potential term in the Ginzburg–
Landau energy (2.1) by the factor of 1/2.). Again, we consider the periodic setting
for convenience and we denote the period cell by Q.
Proposition 4. Let the initial configuration m0 be of finite energy,
E(m0) < ∞.
Then there there is a unique smooth periodic solution (m, u, p) (p is unique up to an
additive constant) of the system
∂tm−∆µ+ u · ∇m = 0, (2.45)
−∆u +∇p = −m∇µ, (2.46)
∇ · u = 0, (2.47)
∫
Q
u dx = 0, (2.48)
with m(t = 0) = m0, and where µ = −∆m −m+m3. Moreover
E(m(t)) ≤ E(m0) for any t ≥ 0.
Sketch of the proof of Proposition 4. Step 1. Existence of time-discrete weak solu-
tions. For convenience, we rewrite (2.46) as
−∆u+∇q = −∇ · (∇m⊗∇m). (2.49)
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Indeed, this formula can be derived by absorbing gradient terms from the r. h. s. of










Let 0 < h≪ 1 denote the time step size. Given some m ∈ H22 (Q), we first consider
the Stokes equation in the formulation of equation (2.49), this means,
−∆u+∇q = −∇ · (∇m⊗∇m), (2.51)
∇ · u = 0, (2.52)
∫
Q
u dx = 0. (2.53)











From standard theory for the Stokes equation, cf. [26, Chapter IV], we deduce
existence and uniqueness of a solution u ∈ H12 (Q), q ∈ L2(Q). (In fact, q is unique
up to an additive constant.)
On the other hand, given a divergence-free velocity field u ∈ H12 (Q), we find a unique
solution m ∈ H32 (Q) to the elliptic equation
∆2m+ u · ∇m = ∆(m3 −m) + 1
h
(m0 −m). (2.54)































Existence of solutions of the coupled system (2.51)–(2.54) follows again by a fixed
point argument. To make it precise, we define the mapping
A : H22 (Q) 7→ H32 (Q) ⊂ H22 (Q)
in the following way: Given m̃ ∈ H22 (Q), we solve the Stokes equation (2.51)–(2.53)
and find u ∈ H12 (Q), q ∈ L2(Q). Inserting u in (2.54) in turn yields a solution
m ∈ H32 (Q). We set Am̃ = m. Thanks to (2.56), it is readily verified that this
mapping is continuous and compact. Moreover, the set
{m ∈ H22 (Q) |m = σAm for some 0 ≤ σ ≤ 1}
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is bounded. Indeed, if m = σAm for some 0 < σ ≤ 1, we may replace m in (2.54) by
1
σ
m and find that (2.55) still holds true, independently of σ. Now, Schaefer’s Fixed





subscript “h” emphasizes the dependence on the time step size, and superscript
“(1)” marks the solution on the first time step. We may iterate this scheme for fixed
h by starting with initial configuration m
(1)
h and proving existence of solutions on
the next time step. In this way, we obtain a sequence of solutions
m
(k)
h ∈ H32 (Q), u
(k)
h ∈ H12 (Q), and q
(k)
h ∈ L2(Q)
of (2.51)–(2.54) with m0 replaced by m
(k−1)





h , we deduce from (2.50) that we can go back to the formulation
(2.46) of the Stokes equation with p
(k)
h ∈ L2(Q).
Step 2. Existence of weak solutions. In this step, we establish the existence of
weak solutions of (2.45)–(2.48). For this purpose, we construct mh(t, ·), uh(t, ·),
and µh(t, ·) as piecewise constant interpolations, and m̃h(t, ·) as a piecewise affine
interpolation on the steps ((k−1)h, kh]. These functions satisfy weakly the following
system (the pressure drops out in the weak formulation, so that we do not need an
explicit construction):
∂tm̃h −∆µh + uh · ∇mh = 0,
∇ · uh = 0,
−∆uh +∇ph = −mh∇µh,
∫
Q
uh dx = 0.
































|∇uh|2 dxdt . E(m0), (2.57)
























|∇m̃h|2 dx ≤ E(m0).





dt . 1 + E(m0)
2.
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This is enough to ensure compactness. More precisely, we find for T sufficiently
small:
• m ∈ L∞(0, T ;H12(Q)) ∩ L2(0, T ;H32(Q)),
• m̃ ∈ L∞(0, T ;H12(Q)) ∩ L2(0, T ;H12(Q)),
• µ ∈ L2(0, T ;H12(Q)),
• u ∈ L2(0, T ;H12(Q)),
and — up to subsequences — convergence of mh, m̃h, µh, and uh to m, m̃, µ, and
u, respectively, in the appropriate topologies.























where C0 denotes a generic constant depended on the initial energy E(m0), and
ϕ varies in the class of C1 functions which are compactly supported in time and
periodic in space. This can be seen by using the explicit definition of mh, m̃h,
equation (2.54) for mh, and the above a priori estimates. In particular, in the limit





(mh − m̃h)ϕdxdt = 0,
for all ϕ, so that m = m̃.
We now derive the limiting equation. Concerning the limit in the Cahn–Hilliard
equation, we only have to check that
µ = −∆m−m+m3. (2.59)












































Since m̃h and ∂tm̃h are bounded in L2(0, T ;H
2
2(Q)) and L2(0, T ;H
−1
2 (Q)), respec-
tively, it follows from the Aubin–Lions Lemma that m̃h → m in L2(0, T ;H12(Q)), so
that the first term on the r. h. s. of the above inequality turns to zero. On the other
hand, the second one vanishes by an estimate similar to (2.58). Now, (2.59) follows.
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It remains to check the limit in the Stokes equation, this means, we have to identify
the limit of the nonlinear r. h. s. For this purpose, let ϕ be a compactly supported
C0 function in time, and ξ a divergence free periodic C1 vector field in space. By
superscript “δ” we indicate the convolution with a symmetric standard mollifier in






(mh∇µh −m∇µ) · ξ dxdt
h↓0→ 0,
we use the following series of convergence results: Integrating by parts, and using
that µδh






mh(∇µh −∇µδh) · ξ dxdt
δ↓0→ 0 uniformly in h.






(mh − m̃h)∇µδh · ξ dxdt
h↓0→ 0 for fixed δ.
Since m̃h






(m̃h −m)∇µδh · ξ dxdt
h↓0→ 0 uniformly in δ.






m(∇µδh −∇µδ) · ξ dxdt
h↓0→ 0 for fixed δ.






m(∇µδ −∇µ) · ξ dxdt δ↓0→ 0.
To summarize, we have shown existence of weak solutions
m ∈ L∞(0, T ;H12(Q)) ∩ L2(0, T ;H32(Q)), u ∈ L2(0, T ;H12(Q))
of (2.45)–(2.48) with
∂tm ∈ L2(0, T,H−12 (Q)) and m(t = 0) = m0.











|∇u|2 dxdt ≤ E(m0). (2.60)
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In particular, weak solutions exist globally in time.
Step 3: Uniqueness of weak solutions. As for the classical Cahn–Hilliard equation,
we show uniqueness via a contraction principle for the Ḣ−12 distance. Let (m1, u1, p1)
and (m2, u2, p2) be two solutions of (2.45)–(2.48) with m1(t = 0) = m2(t = 0) = m0.
It suffices to prove uniqueness in m, since, given a fixed r. h. s., solutions to the
Stokes problem (2.46)–(2.48) are well-known to be unique (p is unique up to an
additive constant). Recall that
∫
Q
||∇|−1(m1 −m2)|2 dx =
∫
Q
|∇(ϕ1 − ϕ2)|2 dx,




ϕi dx = 0 for i = 1, 2.






















(ϕ1 − ϕ2)(u1 · ∇m1 − u2 · ∇m2) dx. (2.61)
The L2 term on the r. h. s. of the above identity can equally be absorbed into H
1
2




(m1 −m2)(m31 −m32) dx = −
∫
Q
(m1 −m2)2(m21 +m1m2 +m22) dx ≤ 0.
Compared to the classical Cahn–Hilliard equation, it is the last term in (2.61), which
newly rises up due to the additional convection term in (2.45). It can be splitted
into two parts according to
∫
Q




(ϕ1 − ϕ2)(u1 − u2) · ∇m1 dx+
∫
Q
(ϕ1 − ϕ2)u2 · ∇(m1 −m2) dx.
The estimate for the second term is obvious:
∫
Q
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For the first term, we need to use (2.49) again. It is easily verified that
∫
Q































|∇(ϕ1 − ϕ2)|2 dx
)1/2
.

























By a Gronwall argument, we infer that
∫
Q
||∇|−1(m1 −m2)|2 dx = 0,
because of (2.60), and thus m1 = m2.
Step 4. Regularity of solutions. We only sketch the first steps in proving regularity
of weak solutions. To show that solutions are indeed smooth, the arguments can be
iterated. To shorten the notation, we refrain from writing time interval and domain
dependence in our notion of function spaces.

















provided that m(t = 0) = 0, and where 1 < r, s < ∞ and T > 0, cf. [16, p. 102,
Thm 8.2]. Concerning regularity in u, we invoke the regularity estimate
∫
Q
|∇2u|r + |∇p|r dx .
∫
Q
| −∆u+∇p|r dx, (2.63)
where 1 < r <∞, cf. [26, Chapter IV].
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We start with the observation, that the r. h. s. of (2.46), −m∇µ, is bounded in
L2(L3/2), so that (2.63) yields u ∈ L2(H23/2) ⊂ L2(H13 ). This in turn guarantees that
the convection term in the Cahn–Hilliard equation is bounded: u · ∇m ∈ L2(Lr) for
any r < 2. In particular ∂t(tm) + ∆
2(tm) ∈ L2(Lr) for any r < 2, so that (2.62)
implies that m ∈ H12 (Lr) ∩ L2(H4r ) for any r < 2. We can use this fact again to
show that u ∈ L2(H22 ), and the above regularity for m upgrades to r = 2. On the
other hand, straight forward estimations show that the nonlinear terms in the Cahn–
Hilliard equation are in fact in L3/2(H
1
2 ), so that we find m ∈ H13/2(H12 ) ∩ L3/2(H52 )
by (2.62). In turn, this new insight can be used to infer u ∈ L3/2(H32 ) from (2.63).
The discussion has to be continued in the same spirit. Once the regularity in space
is pushed far enough, regularity in time can be considered (also for u). In the end,
we obtain smooth solutions in space and time:
m, u, p ∈ C∞((0,∞)×Q).




The scaling of the Nusselt
number
3.1 Background from physics
One of the classical models of fluid mechanics which played a central role in experi-
mental and theoretical physics since the turn of the last century is Rayleigh–Bénard
convection. It has become a paradigm for nonlinear dynamics including instabilities,
bifurcation, pattern formation, chaotic and turbulent behavior. Rayleigh–Bénard
convection is the evolution of an incompressible Newtonian fluid between two hor-
izontal plates with an imposed temperature gradient due to heating of the bottom
plate.
The evolution is characterized by the interplay of thermodynamical and fluid me-
chanical heat transport: Thermal conduction compensates local temperature differ-
ences, whereas buoyancy forces drive the formation of dynamic flow pattern over
large distances via thermal convection. Convection is limited by inner friction due
to viscosity, especially near the plates, where the fluid is at rest.
It becomes apparent that the height H of the container plays a crucial role for
the qualitative behavior of the fluid. Indeed, for small container heights, H ≪ 1,
the fluid is at rest due to rigid container walls and thermal conduction turns out
to be the only relevant transport mechanism, so that the fluid stabilizes with a
constant temperature gradient. If the container height exceeds some critical value
H ∼ 1, the purely conducting state becomes unstable and the system undergoes a
cascade of bifurcations, during which large convection rolls — so-called Bénard cells
— drive the heat transport. Finally, for large container heights, H ≫ 1, the flow
is less constrained by the container walls and can react more to buoyancy forces so
that the flow pattern changes: Along the horizontal plates, thin thermal boundary
layers with a high vertical temperature gradient emerge. Due to the rigidity of the
container walls, conduction is the dominating heat transport in these layers. In the
bulk, the convection rolls break down and the bulk flow becomes chaotic, in the
sense that it displays an aperiodic, unpredictable behavior. More precisely, from
the laminar thermal boundary layers, small fluid parcels of different temperature
than the ambient fluid detach and flow rapidly through the bulk to the opposite
boundary, exhibiting mushroom-like shapes, so-called plumes, due to deflection,
cf. Figure 3.1. For very large container height, the fluid flow eventually becomes
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turbulent. The different heat transfer scenarios can be understood by stability and




Figure 3.1: Rayleigh–Bénard convection in the chaotic regime. Screenshot of a nu-
merical simulation from [75].
Convective turbulence becomes important in a variety of problems in applied physics
like astrophysics [64], transport in physical oceanography [41], atmospheric science
[56, 29], and terrestrial geophysics [42, 68].
Due to the above phenomenological description of the typical flow pattern, we refer
to H ≪ 1 as the linear regime and to H ≫ 1 as the chaotic regime.
One of the fundamental quantities of interest in the Rayleigh–Bénard experiment
is the Nusselt number Nu, a measure for the average upward heat transport. Over
many years, a substantial theoretical and experimental research effort has been
devoted to the question how this quantity depends on the container height H , which
can be seen as a control parameter of the problem. In the linear regime, heat




if H ≪ 1, (3.1)
provided that the temperature difference between top and bottom plate is of order
one. In the chaotic regime — despite the complex details in turbulent flows — it
is conjectured that the Nusselt number satisfies a universal scaling law (at least for
fluids for which the kinematic viscosity is much larger than the thermal diffusivity):
Nu ∼ 1 if H ≫ 1. (3.2)
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The latter scaling law is somewhat surprising for the following reason: On the one
hand, with increasing container height, the imposed temperature gradient decreases,
so that one might expect Nu to be a decreasing function of H (as in (3.1)). On the
other hand, the larger the container height, the stronger the effect of the (much
faster) convective heat transport, so that also an increasing function for Nu in terms
of H seems reasonable. In a certain sense, the scaling law (3.2) states that both,
conductive and convective heat transport are balanced within the system. This is
realized by a clear spatial separation of the competing transport mechanisms (as
described on page 45 above): Along the horizontal rigid plates, one observes thin
(approximately of order one) laminar boundary layers in which conduction is the
relevant transport mechanism; in the large bulk, the temperature shows only small
variations. Here, heat is mainly transferred by convection of fluid parcels from one
boundary to the other, cf. Figure 3.1. In Chapter 4 of this thesis, we investigate this
conductive boundary layer via regularity estimates on the temperature field in term
of H , and show that the temperature field exhibits a linear profile in the boundary
layer.
A heuristic derivation of the preceding scaling laws is derived in Section 3.3. For
further reading, we refer to the recent extensive review article by Ahlers, Großmann,
and Lohse [1] and the references therein.
To avoid confusion, we have to point out that our scaling differs from the common
one in the physics literature. Our control parameter is the container height H . In
the physics literature, the container height is normalized to one and the control
parameter mostly appears as a prefactor, the so-called Rayleigh number Ra, in front
of the buoyancy forcing term in the (Navier–)Stokes-equation, cf. (3.5) below. Both
quantities are linked through the relation H = Ra1/3. Since the Nusselt number
describes the average upward heat transport, the Nusselt number scaling also differs
in the factor H . Therefore, the scaling Nu ∼ 1/H corresponds in the physics
language use to Nuphys ∼ 1; and the scaling Nu ∼ 1 corresponds to Nuphys ∼ Ra1/3.
In this chapter, we rigorously argue in favor of the scaling laws (3.1) and (3.2). While
the scaling law for the linear regime is easily obtained, the one for the chaotic regime
is quite challenging. Moreover, we only obtain upper bounds in this situation.
3.2 The model and the Nusselt number
A well-accepted model for Rayleigh–Bénard convection is described by the Boussi-
nesq equations, cf. [8, Chapter II]. We consider the infinite-Prandtl-number limit of
the Boussinesq equations in a container in Rd, d ≥ 2, of height H , that is,
∂tT + u · ∇T −∆T = 0, (3.3)
∇ · u = 0, (3.4)
−∆u +∇p = Te. (3.5)
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This system is complemented with periodic boundary conditions in the horizontal
directions with period cell [0,Λ]d−1, together with Dirichlet boundary conditions for
T and u at the bottom (z = 0) and top (z = H) plates,
T =
{
1 for z = 0
0 for z = H
}
and u = 0 for z ∈ {0, H}. (3.6)
Here, T , u, and p denote the temperature, the fluid velocity, and the hydrodynamic
pressure, respectively. Moreover, e denotes the upward unit vector. For convenience,
we introduce the notation u = (v, w) ∈ Rd−1 × R and x = (y, z) ∈ Rd−1 × R to
distinguish between horizontal and vertical velocity components and coordinates.
The system (3.3)–(3.6) is nondimensionalized and owns one dimensionless parameter
(control parameter), the container height H . The size of the horizontal period cell
is chosen arbitrary and will not enter in our later results. In particular, our results
are uniform in the aspect ratio Λ/H . The infinite-Prandtl-number limit of the
Boussinesq equations is the standard model for earth mantel convection studies in
terrestrial geophysics, [42, 68].
Let us shortly comment on the role of buoyancy in the mathematical setting (3.3)–
(3.5). Buoyancy forces originate from temperature variations, which are accompa-
nied by density variations and lead to pressure gradients in the presence of gravity.
In the Boussinesq equations, buoyancy appears only as a driving force in the equa-
tion of motion of the fluid, while the fluid itself is supposed to be incompressible.
This approximation is valid when the density variations are sufficiently small. In our
setting, we consider the infinite-Prandtl-number limit of the Boussinesq equations,
meaning that thermal diffusivity is negligible compared to kinematic viscosity. (The
Prandtl number is the ratio of these quantities.) Mathematically, this is realized
by dropping the inertial terms of the incompressible Navier–Stokes equation. This
results in the stationary Stokes equation (3.4), (3.5). The limit from finite to infinite
Prandtl number is discussed in [72]. The evolution equation for the temperature is
just a convection-diffusion equation, (3.3).
It should be mentioned that, opposed to the situation in the model for demixing
discussed in the previous chapter of this thesis, the dynamics cannot be described
by a gradient flow. They rather come in form of a driven gradient flow in the sense
that there is energy pumped into the system due to heating. This can be easily seen














Thinking of T ∈ [0, 1], it is −∂z|z=0T ≥ 0, so that the second term on the r. h. s.
of the above equation eventually compensates “dissipativity” (in the mathematical
sense) — in contrast to the situation for the purely conducting heat equation, which
can be interpreted, for instance, as an Ḣ−12 gradient flow of the L2 energy of the
temperature. Consequently, in the case of a sufficiently strong temperature forcing in
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terms on the control parameterH , the system will not converge to (local) equilibrium
states. Instead, after a transient behavior which strongly depends on the initial data,
the system will be in a dynamic equilibrium, meaning that energy supply and energy
dissipation are fairly balanced.
Finally, we give the mathematical definition of the Nusselt number, being the average










〈Tw〉 dz + 1
H
. (3.7)
The last identity is due to the boundary conditions of T . Here, the brackets denote
the horizontal space and time average,











We still like to mention three further representations of the Nusselt number. We
first notice by applying 〈·〉 to (3.3) that the upward heat flux, when averaged in
horizontal space and time, is constant in vertical direction, so that,
Nu = 〈Tw〉 − ∂z〈T 〉 for z ∈ (0, H). (3.8)





〈|∇T |2〉 dz. (3.9)
Thus the average upward heat transport is equivalent to the total amount of tem-
perature variations (in horizontal and time average). The last representation makes
a connection between the Nusselt number and viscous dissipation of the fluid. In






〈|∇u|2〉 dz + 1
H
. (3.10)
We remark that in the derivation of (3.8) and (3.9), we make use of the maximum
principle for the temperature. Indeed, T ∈ [0, 1] is preserved during the evolution.
Even if this condition is not satisfied initially, T attains this temperature range
exponentially fast, and, in particular, the condition holds in time average. For this
reason, terms which involve time derivatives drop out in the derivation of (3.8) and
(3.9).
3.3 Heuristics
In this section, we give some heuristic arguments in favor of the scaling laws (3.1)
and (3.2). It is convenient to work with the Nusselt number representation (3.9).
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We start with the linear regime, which is characterized by small container heights,
i.e., H ≪ 1. In this regime, the no-slip boundary conditions are very restrictive for
the velocity field, so that the fluid is essentially at rest, u ≈ 0, and heat is mainly
transferred by conduction. Thus
T ≈ 1− z
H
.




The heuristic argument for the chaotic regime, H ≫ 1, is slightly more involved.
We assume the existence of sharp boundary layers of width δ ≪ H , in which heat
is mainly conducted; and of a bulk in which heat is transferred by convection, but
varies with a very small amplitude (as it is suggested by numerical simulations, cf.
[75]). More precisely, we suppose
T ≈
{
1− z/(2δ) for 0 ≤ z ≤ δ,
1/2 for δ ≤ z ≤ H/2.
For symmetry reasons, it suffices to consider the lower half of the container only.





It remains to determine the boundary layer width δ. We imagine a heat particle
that ascends from the bottom plate to the center of the container. It passes through
the diffusive boundary layer in a time tdiff ∼ δ2 by the scale invariance of the heat
equation. Neglecting the pressure term and the horizontal Laplacian in (3.5), it is
∂2zw ∼ 1 because of T ∼ 1. Observe that w = ∂zw = 0 for z = 0 (the boundary
condition for ∂zw follows from the one for w and (3.4)) and thus w ∼ z2. The heat
particle is transported by w through the bulk, thus ∂tz = w(z) ∼ z2. Solving this
ODE yields tconv ∼ 1/δ− 1/H ∼ 1/δ, since δ ≪ H . The total time the heat particle
needs for ascending from the bottom to the center is then ttot = tdiff+tconv ∼ δ2+1/δ.




In this section, we state our main results in favor of the scaling laws (3.1) and (3.2).
In the linear regime of small container heights, we rigorously recover (3.1):






Remark 1. In terms of the common physics language use, Theorem 2 states that
Nuphys ∼ 1.
This result is in agreement with the prediction in (3.1). To our knowledge, this is the
only rigorous result for the Nusselt number available in the linear regime. However,
we should admit that this regime is trivial since it suppresses nonlinear effects that
are the origin for interesting pattern formation in the regime H ≫ 1. Hence we
consider Theorem 2 rather as a completion of the existing upper bound theory than
as a contribution to the physical or mathematical progress in this research field.
We present two a priori upper bounds on the Nusselt number in the regime H ≫ 1.
These bounds are optimal up to logarithmic factors with respect to the expected
scaling (3.2). For the first bound, Theorem 3, we apply the so-called background
field method, which will be introduced in Section 3.7 below. The analysis follows
closely the one of [19]. However, we can slightly improve the result from [19] thanks
to new a priori bounds on the velocity field.
Theorem 3 (Bound using background field method). Assume that H ≫ 1. Then
Nu . ln1/15H.
Remark 2. In terms of the common physics language use, Theorem 3 states that
Nuphys . Ra
1/3 ln1/15Ra.
We conjecture that the bound stated in Theorem 3 above is optimal for the back-
ground field method, cf. [45].
The second bound on Nu, Theorem 4, makes in addition extensively use of the
maximum principle for the temperature field in the sense that 〈supx T 2〉 ≤ 1. This
a priori information is converted by an L∞ maximal regularity estimate (involving
logarithms) for the Stokes equation in the spirit of [10]. To our knowledge, Theorem
4 is the best rigorous estimate on the average upward heat transport available for
the infinite-Prandtl-number limit.
Theorem 4 (Bound using maximum principle). Assume that H ≫ 1. Then
Nu . ln1/3 lnH.
Remark 3. In terms of the common physics language use, Theorem 4 states that
Nuphys . Ra
1/3 ln1/3 lnRa.
With Theorem 3 and 4, we present two bounds on the Nusselt number in the chaotic
regime H ≫ 1: a bound using the background field method and a bound using the
maximum principle, which is a logarithm better than the first one. The reason
for also stating the weaker result of Theorem 3 is twofold. On the one hand, the
background field method is believed to give, besides the bound on Nusselt, some
additional information on the size of the thermal boundary layer, and appears thus
to be of physical relevance, see the discussion in Section 3.7. On the other hand,
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we believe that the result in Theorem 3 is optimal within the background field
method, [45]. If this turns out to be true, the improvement of Theorem 4 indicates
the limitation of this method. In particular, the method cannot produce physically
relevant information on the size of the thermal boundary layer.
We want to remark that proving upper bounds for the Nusselt number in the regime
H ≫ 1 is quite different from proving lower bounds. This is due to the fact that
the evolution of the system depends sensitively on the initial data. Notice that for
instance the purely conductive state T = 1−z/H , u = 0, p = z−z2/(2H) is always a
trivial (but unstable) solution for the system (3.3)–(3.6), for which Nu = 1/H ≪ 1.
Hence, in the regime H ≫ 1, one can only expect to prove a priori upper bounds on
the Nusselt number. Lower bounds can only be generically true. This is a fact which
occurs in several fluid dynamical models and is also similar to coarsening bounds as
we have treated in Chapter 2 of this thesis.
We like to close this subsection with a short discussion of previous upper bounds
on the Nusselt number for infinite-Prandtl-number Rayleigh–Bénard convection in
the chaotic regime H ≫ 1. The Nusselt number scaling Nu ∼ 1 is predicted by
a marginally stable boundary layer argument in [40, 31]. Progress in the rigorous
treatment was initiated by Peter Constantin and Charles R. Doering. They estab-
lish the first rigorous upper bound [10], Nu . ln2/3H , which is optimal up to the
logarithmic factor. Their proof relies on a maximum principle for the temperature
field via an L∞ maximal regularity estimate for the Stokes equation. In fact, in
Theorem 2 we will follow this approach. In [17], the same authors introduce a new
approach to the upper bound theory, the background field method (cf. Subsection
3.7), which was introduced by Hopf [30] in the context of the Navier–Stokes equa-
tions with inhomogeneous boundary data. However, the first attempts [18] provide
only algebraically suboptimal bounds. The use of a monotonic background temper-
ature profile produces the suboptimal bound Nu . H1/5. This result was shown to
be sharp for the background field method restricted to monotonic background pro-
files, [44, 57]. The best rigorous bound on the Nusselt number previously proven,
Nu . ln1/3H in [19], uses the background field method with a profile that has
monotone decreasing boundary layers but a logarithmically increasing bulk. In fact,
both in Theorem 1 and Theorem 2 we will appeal to estimates from [19] related to
the logarithmic background fields, cf. Lemma 5. Finally, the approach of [58, 32]
is a mixture of numerical and analytical methods. The authors conjecture that the
background field method is indeed applicable in order to obtain the expected Nusselt
number scaling.
3.5 Scaling law in the linear regime
In this section, we provide the proof of the Nusselt number scaling in the linear
regime H ≪ 1 as stated in Theorem 2. Our proof is an immediate consequence of
the two Nusselt number representation (3.7) and (3.10).
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Starting point for the upper bound is (3.7). Applying the Cauchy–Schwarz inequality




































≤ HNu1/2 + 1
H
.
It remains to invoke Young’s inequality to deduce






Combining (3.11) and (3.12) yields the assertion of Theorem 2.
3.6 Preliminaries and review
Before proving the upper bounds on Nu stated in Theorem 3 and 4, we recall some
known results and derive a new estimate on the velocity field.
It is convenient to eliminate the pressure term in (3.5) by the use of the incompress-
ibility condition (3.4). This leads to a fourth-order boundary value problem for the
vertical velocity component w = u · e:
∆2w = −∆yT and w = ∂zw = 0 for z ∈ {0, H}. (3.13)
Let us now review the key estimate from [19] (slightly extended by including |∇yw|2):
















As a byproduct of the bound on the Nusselt number derived in [19] by the back-
ground field method, we have the following control of the term on the r. h. s. of
(3.14) in terms of Nu.
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dz . (lnH)Nu. (3.15)
For the convenience of the reader, we display a proof of Lemma 6 that is not based
on the background field method, but relies on the representations (3.8) & (3.9) of
Nu.
Proof of Lemma 6. We consider boundary layer and bulk contribution of the term
under consideration separately. We set θ = T−〈T 〉. Observe that 〈|∇θ|2〉 ≤ 〈|∇T |2〉












































where we have used Poincaré’s inequality due to the fact that θ vanishes at z = 0.
The estimate of the bulk contribution relies on the Nusselt number representation

















≤ ((lnH) + 1)Nu+ 1.
It remains to combine both estimates. Using Young’s inequality and H ≫ 1 and





dz . ((lnH) + 1)Nu+ 1 . (lnH)Nu.
Here comes a first new ingredient: By maximal regularity for (3.13) in L2 and (3.9),
the third-order derivatives of the velocity field are controlled by the Nusselt number.
In proving Theorem 3 and Theorem 4, we make use of this control in the following
sense.
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Proof of Lemma 7. We prove the result mode by mode. For this purpose, we intro-






for every wave number k ∈ 2π
Λ
Zd−1. Under F , equation (3.13) transforms to the
fourth-order ordinary differential equation






Fw = |k|2FT, (3.18)
with Fw = d
dz
Fw = 0 for z ∈ {0, H}. For convenience, we neglect time depen-
dence and time averages during this proof. Obviously, the same arguments can be




|k|6|Fw|2 + |k|4| d
dz
Fw|2 + |k|2| d
2
dz2
Fw|2 + | d
3
dz3
















The control of the terms up to second order follows immediately from testing equa-




|k|6|Fw|2 + |k|4| d
dz








|k|2|FT |2 dz. (3.20)
















|k|2|FT |2 dz. (3.21)
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from of (3.20) and (3.21). Rescaling z = 1|k| ẑ, and accordingly H =
1
|k|Ĥ , the above



















which for Ĥ ∼ 1 is an elementary estimate for d2
dẑ2
Fw, and for Ĥ ≫ 1 we just have
to decompose the integrals into intervals of the unit length and sum up; for the
details of this argument we refer to (3.83) in the appendix.
It remains to treat the case of small wave numbers in the sense of H|k| . 1. In this










|k|2|FT |2 dz. (3.23)































|k|2|FT |2 dz. (3.25)





















This “inverse” estimate is a consequence of the equivalence of norms in finite di-











ẑ2 + bẑ)2 dẑ
)1/2
,
and of rescaling z = Hẑ. We use (3.26) to control the third-order derivative of Fw







































































This concludes the proof of (3.22).
3.7 Upper bound using the background field
method
In view of our results stated in Theorem 3, it is no restriction to assume that
Nu ≥ 1.
The proof of Theorem 3 is based on the so-called background field method. First of
all, let us roughly explain what the background field method is.
We decompose the temperature field T into a steady, horizontally uniform back-




1 for z = 0,
0 for z = H,
and into the temperature fluctuations θ around this profile, satisfying homogeneous
boundary conditions
θ = 0 for z ∈ {0, H}. (3.27)
Thus
T (t, y, z) = τ(z) + θ(t, y, z).
With this decomposition, the heat equation (3.3) reads
∂tθ + u · ∇θ −∆θ = τ ′′ − wτ ′,
where w denotes the vertical velocity w = v · e. Recall that w is determined by a
fourth-order boundary value problem, cf. (3.13):
∆2w = −∆yθ and w = ∂zw = 0 for z ∈ {0, H}. (3.28)




(τ ′)2 dz −
∫ H
0
〈|∇θ|2 + 2τ ′θw〉 dz, (3.29)
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cf. [18, eq. (2.31)]. The background field method now produces an upper bound
on Nu by the following variational principle: Construct a background field τ that




〈|∇θ|2 + 2τ ′θw〉 dz ≥ 0 for all θ with (3.27). (3.30)
Obviously, in view of (3.29) and (3.30), the Dirichlet integral of such a τ is an upper





Finding the optimal upper bound on Nu in terms of the background field method








(τ ′)2 dz −Qτ [θ]
)
.
In the literature, the background field method is often interpreted as a mathemat-
ically rigorous version of the marginally stable boundary layer theory, cf. [19, p.
235-236]. This theory produces heuristically the Nusselt number scaling Nu ∼ 1 by
investigating the stability condition for a purely conducting boundary layer. In con-
sideration of this interpretation, one often refers to the positivity condition (3.30) as
a stability constraint: If τ is a steady conduction solution, then (3.30) is precisely the
nonlinear energy stability constraint of the system, which is a sufficient condition for
absolute stability, cf. [66]. Combining this condition with the sufficient condition for
instabilities in the linear theory, it is possible to determine a unique critical value of
H up to which the purely conducting state is stable. Therefore, in the language of
stability theory, the Dirichlet integral of an nonlinearly stable steady temperature
profile yields an upper bound on the Nusselt number.
We now turn to the proof of Theorem 3, which can be considered as a refinement of















for δ ≤ z ≤ H − δ,
1
δ
(H − z) for H − δ ≤ z ≤ H.
(3.31)
The value of δ ≪ H has to be chosen such that (3.30) holds. Furthermore, λ(δ) is









Our bound on the Nusselt number is mainly based on three ingredients (besides the
particular choice of τ):
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• the bound of the temperature gradient by the Nusselt number (in fact, we
have identity due to (3.9)),
• the logarithmic control of the vertical velocity component by the Nusselt num-
ber as stated in (3.14)&(3.15),
• the control of the third order derivatives of the vertical velocity component by
the Nusselt number in the sense of (3.16).
The improvement in the bound on Nu compared to the one of [19] relies on the
additional use of the logarithmic-free bound stated in the last ingredient above.
The main step in the proof of Theorem 3 is the following:
Proposition 5. Let τ be defined by (3.31) and (3.32) with
1
H
≪ δ ≪ ln−1/15H. (3.33)
Let θ and w be periodic in y and satisfy (3.28) with θ = 0 for z ∈ {0, H}. Then the
positivity condition is satisfied:
∫ H
0
〈|∇θ|2 + 2τ ′wθ〉 dz ≥ 0. (3.34)
The assertion of Theorem 3 follows immediately:
Proof of Theorem 3. We chose the background field τ as defined in (3.31) such that














Since by (3.33), δ may be chosen as a small multiple of ln−1/15H , and thus 1/δ is
estimated by a large multiple of ln1/15H , which yields Theorem 3.
Besides the particular choice of τ , the proof of Proposition 5 relies on the above
mentioned ingredients Lemma 5 & 7.
Proof of Proposition 5. Following [19] and appealing to Ansatz (3.31) and definition
(3.30), we write


















































































which in turn is an easy consequence of the elementary estimates
sup
0≤z≤L






























cf. (3.81) in the appendix, when choosing f = ∂2zw in the first estimate and f = ∂zw
in the second estimate and then averaging in y and t. From (3.36) we deduce with
















































We equilibrate both terms by choosing L ∼ λ−1/3. This implies (3.35).
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We infer the desired estimate by successive integration and using the boundary
conditions 〈w2〉 = 〈(∂zw)2〉 = 0. The inequality for θ is derived similarly.













z5/2 dz . δ5/2,






































































for some universal constant C > 0, provided that δ ≤ λ−1/3. We deduce that
Qlower[θ] is nonnegative for





We note that this is consistent with δ ≤ λ−1/3. Thus (3.34) holds.
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3.8 Upper bound using the maximum principle
Again, in view of the assertion of Theorem 4, we may w. l. o. g. assume that
Nu ≥ 1.
Throughout this section, we denote by θ the temperature fluctuations around the
vertical mean temperature, θ = T − 〈T 〉. As in the previous section, the verti-
cal component w of velocity field is determined by a fourth-order boundary value
problem:
∆2w = −∆yθ for z ∈ (0, H), w = ∂zw = 0 for z ∈ {0, H}. (3.39)
The first major ingredient in proving Theorem 4 is a maximal regularity estimate
(3.39) in L∞ and thus with a logarithmic correction in the spirit of [10]. The core of
the argument used here is similar to the one in [54, Proposition 2] on the full Stokes
equation.
















Due to the maximum principle for the temperature, we may assume 〈supx θ2〉 ≤ 1
when we apply Lemma 8 to prove Theorem 4.
Note that compared to [10, Theorem 1], we replaced supx |∇2w| by the weaker
supz〈|∇2w|2〉1/2, since the Dirichlet integral
∫ H
0
〈|∇θ|2〉 dz (which is controlled by
the Nusselt number) only dominates the former. Note also that it is the height H ,
not the possibly larger horizontal period in y, that appears in the logarithm. This
will be crucial since Lemma 8 will be applied with H replaced by some L≪ H .
The main step in the proof of Theorem 4 is the following estimate on the Hessian





〈|∇2w|2〉 . Nu+ ln2(Nu ln1/2H). (3.41)
Next to the above-mentioned ingredients Lemma 5 & 8, Proposition 6 relies on the
following Caccioppoli-type estimate for the bi-Laplacian with Dirichlet boundary
condition:
Lemma 9. Let w be periodic in y and satisfy the homogeneous boundary value
problem
∆2w = 0 for z ∈ (0, H) and w = ∂zw = 0 for z = 0.
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Proof of Proposition 6. Fix an 1 ≪ L ≪ H to be chosen at the end of the proof
and solve (3.39) with H replaced by L and with θ replaced by θL, the restriction of
θ on {0 ≤ z ≤ L}. More precisely, we define θL = ηLθ for some smooth function
ηL = ηL(z) ∈ [0, 1], with the cut-off properties ηL(z) = 1 for z ≤ L/2, ηL(z) = 0 for


































We apply (3.40) to wL and with H replaced by L:
sup
z∈(0,L)
〈|∇2wL|2〉1/2 . ln(LNu+ e) ∼ ln(LNu), (3.42)
since L≫ 1, and Nu ≥ 1.
We now consider δwL := w − wL and note that by definition of wL it satisfies the
homogeneous boundary value problem
∆2δwL = 0 for z ∈ (0, L/2) and δwL = ∂zδwL = 0 for z = 0.
The application of Lemma 9 with H replaced by L/2 and w replaced by δwL thus















〈|∇w|2〉 dz . 1
L2
(lnH)Nu.
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〈|∇wL|2〉 dz . ln2(LNu).






















Choosing L = ln1/2H ≫ 1 yields (3.41).
Proof of Theorem 4. Let 0 < δ ≪ 1 be arbitrary; to be fixed at the end of the
proof. From (3.8) and the boundary conditions on T and w, as well as the maximum




















For a derivation of the last inequality above, we refer to page 61. We now may insert
(3.41) to obtain




By Young’s inequality, this estimate simplifies to








The choice of δ = ln−1/3(Nu ln1/2H) (which is consistent with δ ≪ 1 because of
Nu ≥ 1, H ≫ 1) yields
Nu . ln1/3(Nu ln1/2H).
64
3.8 Upper bound using the maximum principle
We rewrite this implicit estimate as
(Nu ln1/2H) ln−1/3(Nu ln1/2H) . ln1/2H,
to see that it implies as desired the explicit estimate:
Nu ln1/2H . (ln1/2H)(ln1/3 ln1/2H) ∼ (ln1/2H)(ln1/3 lnH).
Proof of Lemma 9. This is a standard argument that we display for the convenience
of the reader. By rescaling we may w. l. o. g. assume that H = 1. We prove the
result on the Fourier level, cf. (3.17), and neglect the time average as in the proof of
Lemma 7. In fact, for any k ∈ 2π
Λ




|k|4|Fw|2 + |k|2| d
dz











from the ordinary differential equation






Fw = 0, Fw = d
dz
Fw = 0 for z = 0. (3.45)










































For this purpose, we select a universal smooth function η(z) with the following
cut-off properties
η = 1 for z ≤ L and η = 0 for z ≥ 2L
for some 0 < L ≤ 1/2. Testing (3.45) with η2Fw we obtain by integration by parts
since η2Fw vanishes to first order at z ∈ {0, 1}:
∫ 1
0
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where we have applied Poincaré’s inequality in the last estimate. The choice L = 1/2







































We obtain (3.47) when choosing L = 1/8. We use equation (3.45) and the triangle












We now argue how (3.46), (3.47), and (3.48) imply (3.44). Thanks to the homoge-
















































































we see that the above estimate reduces to two standard estimates, an interpolation



















f |2 + |f |2 dz,
cf. (3.81) and (3.80) in the appendix.
Proof of Lemma 8. We start with two reductions. We first argue that it is sufficient
to prove the result under the additional assumption that the typical horizontal wave
length is smaller than the height H , a condition we express on the level of horizontal
Fourier transform, cf. (3.17):
Fw = 0 for H|k| ≤ 1, (3.49)
where k denotes the dual variable of y. To this purpose, we construct a suitable
projection: We select a Schwartz function φ(ŷ) such that its Fourier transform
Fφ(k̂) ∈ [0, 1] satisfies
Fφ = 1 for |k̂| ≤ 1 and Fφ = 0 for |k̂| ≥ 2. (3.50)
We rescale according to φH(y) := H
−(d−1)φ( y
H
), or on the Fourier level FφH(k) =
Fφ(Hk). We introduce the long wave-length part (δwH , δθH) and short wave-length
part (wH, θH) of the velocity/temperature pair (w, θ) by using FφH as a Fourier
multiplier:
(FδwH,FδθH) := (FwFφH,FθFφH),
(wH , θH) := (w − δwH , θ − δθH)
= (Fw(1− FφH),Fθ(1− FφH)).
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We note that the differential equation and the boundary conditions of (w, θ) are pre-
served for (wH , θH) and (δwH , δθH). Moreover, the L2-based control of θ is obviously


























By the property (3.50) of the Fourier multiplier we gain that
FwH = 0 for H|k| ≤ 1 and FδwH = 0 for H|k| ≥ 2. (3.51)
The reduction to (3.49) thus follows from the triangle inequality provided we show
that the long wave-length pair (δwH , δθH) satisfies the same estimate as the one we
want to prove for the original (w, θ). In fact, we shall show that the pair (δwH , δθH)









Since we got rid of the logarithm in (3.52), we may appeal to a rescaling to assume
w. l. o. g. that H = 1. We may also disregard the time dependence. Since we got rid
of the supremum in x over θ, we may reformulate (3.52) in terms of the horizontal
















We recall that we work under the long wave-length assumption, cf. (3.51), that after
our rescaling takes the form
Fδw(k) = 0 for all |k| ≥ 2.



























In view of the boundary conditions Fδw = d
dz
















This last estimate is part of the the energy estimate, i.e., the estimate we obtain
testing the equation on the Fourier level, i.e.,







for |k| ≤ 2 with Fδw and using the boundary equations Fδw = d
dz
Fδw = 0 for
z ∈ {0, 1} when performing the integrations by parts in z.
On the other hand, with the help of the boundary condition d
dz
Fδw = 0 for z ∈ {0, 1}













The r. h. s. is controlled thanks to Lemma 7 with w, θ, and H replaced by δw, δθ,























This concludes the argument that we may assume (3.49).
The next reduction consists in passing from the cumbersome no-slip boundary con-
ditions
w = ∂zw = 0 for z ∈ {0, H} (3.54)
to the — as we shall see — more convenient free-slip boundary conditions
w = ∂2zw = 0 for z ∈ {0, H}. (3.55)
Indeed, for given θ, let w denote the solution of ∆2w = −∆yθ with no-slip boundary
conditions (3.54) and w̃ the solution with free-slip boundary-conditions (3.55). In
















3 Scaling of the Nusselt number
Let us consider δw := w − w̃. In order to pass from (3.56) to the statement of the
lemma by the triangle inequality, it is sufficient to show
sup
z∈(0,H)
〈|∇2δw|2〉1/2 . 〈|∇2w̃|z=0|2〉1/2 + 〈|∇2w̃|z=H|2〉1/2, (3.57)
which we will do now.





|k|4|Fδw|2 + |k|2| d
dz














Note that the r. h. s. has this simple form due to the free-slip boundary conditions
(3.55) for w̃, i.e., Fw̃ = d2
dz2
Fw̃ = 0 for z ∈ {0, H}. We know that δw satisfies the
homogeneous equation ∆2δw = 0 with inhomogeneous no-slip boundary conditions.
On the Fourier level this reads
(|k|2 − d2
dz2
)2Fδw = 0 for z ∈ (0, H),
Fδw = 0, d
dz
Fδw = − d
dz
Fw̃ for z ∈ {0, H}.
(3.59)
We note that because of (3.49), Fw, and thus also Fθ, Fw̃ and ultimately Fδw
vanish for H|k| ≤ 1, so that we may assume
H|k| ≥ 1. (3.60)
By the triangle inequality, we may treat the inhomogeneous boundary condition
at the upper boundary z = H and at the lower boundary z = 0 separately; by
symmetry, it suffices to treat the upper boundary. By a change of variables we
may assume |k| = 1. Hence the statement that (3.59) implies (3.58) reduces to the




)2f = 0 for z ∈ (0, H),
f = df
dz
= 0 for z = 0,
f = 0, df
dz














uniformly in H ≥ 1. Since this estimate is obvious for H ∼ 1 (but obviously wrong
for H ≪ 1 — therefore we needed the reduction to (3.49) that ensured (3.60)) we
shall assume
H ≫ 1. (3.63)
We will now argue that (3.61) implies (3.62) in the regime (3.63). We recall that
the space of homogeneous solution of (3.61) is spanned by cosh z, sinh z, z cosh z,
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and z sinh z. Since it is also translation and reflection invariant, the two expressions
z sinh(H − z) and (H − z) sinh z are homogeneous solutions that both vanish at
z ∈ {0, H}. Hence the solution of the boundary value problem (3.61) is given by






−(sinhH)((H − z) cosh z − sinh z)−H(−z cosh(H − z) + sinh(H − z))
(sinhH)2 −H2




−(sinhH)((H − z) sinh z − 2 cosh z)−H(z sinh(H − z)− 2 cosh(H − z))
(sinhH)2 −H2 .
We observe that in the regime (3.63) we have
H ≪ sinhH ≈ coshH,
so that for all z ∈ [0, H ]:










= −(H − z) sinh z − 2 cosh z
sinhH
+ o(1).
These expressions are largest in magnitude for z ∼ H , so that
f = −(H − z) exp(z −H) +O(1),
df
dz
= (1−H + z) exp(z −H) +O(1),
d2f
dz2
= (2−H + z) exp(z −H) +O(1).
This yields the desired bounds (3.62).
We now turn to the proof of (3.40) under the free-slip boundary conditions (3.55).
By scaling, we may w. l. o. g. assume that H = π. The boundary condition (3.55)
has the advantage that odd reflection of w and θ w. r. t. z = 0 and w = π preserves
the equation ∆2w = −∆yθ. Hence we may think of w and θ as (restrictions of)
2π-periodic functions in z. Because of our assumptions θ = 0 for z ∈ {0, H}, not
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only is the L∞ norm of the extension of θ controlled by the L∞ norm of the original














for functions w and θ that are 2π-periodic in z and have a common period in y.
This allows to use Fourier series F in both z and y; we denote the dual variables by
ω ∈ Z and (as before) k, respectively. We note that in dual variables, the relation











(|k|2 + ω2)2Fθ. (3.65)
We shall mimic a Littlewood-Paley decomposition. For that purpose, we select
a Schwartz function φ0(x), x ∈ Rd, with the property that its Fourier transform
satisfies
Fφ0(k, ω) = 1 for |k|2 + ω2 ≤ e−2,
Fφ0(k, ω) = 0 for |k|2 + ω2 ≥ 1,
Fφ0(k, ω) ∈ [0, 1].
(3.66)




We now claim for all ℓ ∈ N ∪ {0}:
sup
x











〈|∇2φ0 ∗ w|2〉 . sup
z
〈θ2〉. (3.70)
We start with the statement on intermediate length scales, i.e., (3.68). Indeed, it
follows from (3.65) that










(|k|2 + ω2)2 (Fφℓ − Fφℓ+1)(Fθ),
which in view of (3.67) and the 0-homogeneity of the multiplier in (3.65) turns into
∇2(φℓ − φℓ+1) ∗ w = ψℓ ∗ θ, (3.71)

















(|k|2 + ω2)2 (Fφ0(k, ω)− Fφ0(e
−1k, e−1ω)).
In view of (3.66), the factor (Fφ0(k, ω)−Fφ0(e−1k, e−1ω)) vanishes for |k|2+ω2 ≤
e−2 so that (Fψ0)(k, ω) and thus ψ0(x) is (componentwise) a Schwartz function.






|ψ0| dx < ∞,
so that (3.68) follows from (3.71).
We now turn to the estimate of the small length scales, i.e., (3.69), which we split















〈|∇2(w − φℓ ∗ w)|2〉 . e−ℓ
∫ 2π
0
〈|∇3(w − φℓ ∗ w)|2〉 dz. (3.75)
Inequality (3.73) follows immediately from the Fourier space representation (3.65).
Inequality (3.74) also is a straightforward consequence from the Fourier space repre-
sentation and (3.66) in form of Fφℓ ∈ [0, 1]. We now turn to (3.75). In view of (3.66)
& (3.67), we have F(w − φℓ ∗ w)(k, ω) = (1 − Fφ0)(e−ℓk, e−ℓω)(Fw)(k, ω) = 0 for
|k|2 + ω2 ≤ e2(ℓ−1). Treating the dual variable k to y as a parameter and neglecting
the time dependence, (3.75) reduces to the following statement for a 2π-periodic
(complex valued) function f(z): It holds
sup
z
|f |2 . e−ℓ
∫ 2π
0




(Ff)(ω) = 0 for |k|2 + ω2 ≤ e2(ℓ−1). (3.77)
In order to show how (3.77) implies (3.76), we distinguish the two cases |k| ≥ 1√
2
eℓ−1
and |k| ≤ 1√
2
eℓ−1.
We first treat the case |k| ≥ 1√
2






(eℓ|f |2 + e−ℓ|df
dz
|2) dz,



















3 Scaling of the Nusselt number
cf. (3.79) in the appendix. We now turn to the case of |k| ≤ 1√
2
eℓ−1 in which case
(3.77) implies
(Ff)(ω) = 0 for |ω| ≤ 1√
2
eℓ−1.




































This concludes the proof of (3.69).
We finally address the long-range estimate (3.70). We infer from (3.66) that F(φ0 ∗
w)(k, ω) = 0 for |k|2 + ω2 ≥ 1. Since ω ∈ Z, the only surviving mode is ω = 0.
Hence φ0 ∗ w does not depend on z so that as desired
sup
z
〈|∇2φ0 ∗ w|2〉 .
∫ 2π
0














To conclude, we argue how (3.68) & (3.69) & (3.70) implies (3.64). Indeed, we have
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+ (N + 1)〈sup
x
θ2〉1/2. (3.78)









< N + 1,
to the effect of




〈|∇θ|2〉 dz + 〈supx θ2〉



























































3.9 Appendix: Some elementary estimates
In this appendix, we provide some elementary estimates to make this article acces-
sible also for non-experts in analysis.
Throughout this appendix, we consider a smooth scalar function f : R→ R.
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f 2 dz. (3.79)
2) For any L > 0 we have
sup
0≤z≤L











f 2 dz. (3.80)
Proof. Obviously, (3.80) follows from (3.79) via Young’s inequality. For the proof
of (3.79), let 0 ≤ z0, z1 ≤ L be given. Then we have by the Fundamental Theorem




























Integrating w. r. t. z0 and maximizing in z1 yields the desired estimate (3.79).

























































Proof. We first address (3.81). Let 0 ≤ z0, z1 ≤ L be given. Then we have by the
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It remains to use Young’s inequality to infer (3.81).
In order to prove (3.82), we notice that (3.84) simplifies thanks to the homogeneous












Squaring both sides and maximizing in z1 yields the desired estimate (3.82).
Now, we turn to the proof of (3.83), which is an easy consequence of (3.81). Ob-
viously, the case L ∼ 1 is contained in (3.81). For L = N ∈ N, we divide the
domain of integration in intervals of unit length. Since (3.81) is invariant under































































The laminar boundary layer
4.1 Background, model, and motivation
In this last chapter, we again study Rayleigh–Bénard convection. In order to present
a fairly self-contained treatment within this chapter, we recall the basic features and
the mathematical setting. For a general introduction we refer to Sections 3.1 & 3.2.
Rayleigh–Bénard convection is the heat flow of a Newtonian fluid in a container that
is heated from below and cooled from above. When density variations of the fluid
are sufficiently small, and the thermal diffusivity is negligible compared to kinematic
viscosity, the problem can be modelled by the infinite-Prandtl-number limit of the
Boussinesq equations:
∂tT + u · ∇T −∆T = 0, (4.1)
∇ · u = 0, (4.2)
−∆u +∇p = Te. (4.3)
Here, T is temperature, u the fluid velocity, p the hydrodynamic pressure, and
e the upward unit vector. We suppose that the container has the simple form
[0,Λ]d−1× [0, H ], where we refer to the first d−1 coordinates as the horizontal ones,
and to the last coordinate as the vertical one. We endow the system with periodic




1 for z = 0
0 for z = H
}
and u = 0 for z ∈ {0, H}. (4.4)
Thus, we suppose uniform heating/cooling of the bottom/top plate, and no-slip
boundary conditions for the fluid velocity. We follow the convention to write the
space coordinate and the velocity field as x = (y, z) ∈ Rd−1 × R and u = (v, w) ∈Rd−1 ×R, respectively.
The system is nondimensionalized and admits a single control parameter: the con-
tainer height H . The size Λ of the period cell is chosen arbitrary and has no physical
significance. We distinguish two regimes: 1) the linear regime for small container
heights, H ≪ 1. Here, heat transfer between bottom and top plate is exclusively due
to conduction and the temperature field stabilizes in a linear profile. 2) the chaotic
regime for large container heights, H ≫ 1. In this regime, the fluid experiences
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Figure 4.1: Plume formation near the bottom boundary layer; from [75].
a strong temperature forcing, which leads to the formation of nonlinear, chaotic
dynamic flow pattern.
In this chapter, we restrict our attention to the chaotic regime,
H ≫ 1,
which obviously is the physically and mathematically challenging one. Let us first
describe the picture, that is observed in real experiments and numerical simulations.
The flow pattern shows a clear spatial separation of the relevant heat transfer mech-
anisms: laminar boundary layers, in which heat is essentially conducted and a bulk
part that is characterized by a convective heat flow, as illustrated in Figure 4.1.
The width of the boundary layers is approximately of order one (cf. Section 3.3).
Since in the boundary layer conduction is the relevant heat transport mechanism,
the temperature profile is essentially linear. Fluctuations around this profile take
place on large length scales, but with a very small amplitude. In the bulk, the
temperature is essentially equilibrated around the mean temperature of the system
(in our setting T ≈ 0.5). However, due to the strong temperature forcing, overload
heat is produced on the bottom, which generates instabilities of the boundary layer.
The boundary layer buckles and hot fluid parcels with warm tails, so-called plumes,
detach into the much colder bulk due to buoyancy forces. While rising, the plumes
push aside the above fluid and are itself in turn deflected. In this way, the plumes
take the forms of stalks with caps on their tops — the plumes obtain their character-
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Figure 4.2: The average vertical temperature profile for H = 500, restricted to the
temperature range 0.5± 0.02; from [75].
istic mushroom-like shapes, cf. [34]. (Of course, the corresponding effects can also
be observed on the cold top plate. For convenience, we restrict our considerations
to bottom boundary.)
The spatial separation of the system into conducting boundary layers and convect-
ing bulk, can also be recovered when considering the average vertical temperature
profile, Figure 4.2. Due to the imposed temperature gradient, heat conduction fa-
vors a (linearly) decreasing profile, whereas buoyancy driven convection causes the
contrary effect: Heat is transferred from the hot bottom to the cold top plates and
vice versa, which originates a temperature increase in the bulk. Furthermore, there
is a temperature overshoot near the upper boundary layer and a temperature un-
dershoot near the lower boundary layer. This is due to the fast and efficient heat
convection over the bulk. Only near the boundary layers, the plumes slow down
and fan out, which leads to a higher concentration of hotter fluid near the upper
boundary layer and of colder fluid near the lower boundary layer. We refer to [21]
and the references therein for more detailed numerical studies of fine-scale statistics
of the temperature and its derivatives.
Our goal in this chapter is a deeper analytical understanding of the observed flow
pattern. However, apart from very rough statements on the energy spectrum, cf.
Section 4.4, precise information on the flow pattern and the dependence of intrinsic
quantities on the control parameter in the bulk are subtle. Rigorous statements,
like bounds on the upward heat transport in the previous chapter, are available only
in statistical averages. We concentrate on the laminar boundary layers. We give
rigorous arguments for the numerically and experimentally observed property, that
the vertical temperature profile is essentially linear, i.e.,
1− T ∼ z for z ≪ 1,
and excludes fluctuations on small length scales.
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4.2 Main results
We are interested in statistical properties of the temperature in the boundary layer
in the chaotic regime H ≫ 1. Our first result gives upper bounds on the second
order derivatives of the temperature field in terms of the container height H :
Theorem 5. Assume that H ≫ 1. Then
∫ 1
0




〈|∇∂zT |2〉 dz . (ln3H)Nu. (4.6)
The definition of the Nusselt number Nu and its equivalent representations were




〈|∇T |2〉 dz. (4.7)
In view of Theorem 4 in the previous chapter, the Nusselt number is uniformly
bounded in terms of H — modulo (double-)logarithmic prefactors. In particular,
we may rewrite the statements in Theorem 5 shortly as
∫ 1
0
〈|∇2T |2〉 dz . 1 (mod log) for H ≫ 1.
Theorem 5 has an immediate consequence:
Theorem 6. Assume that H ≫ 1 ≫ δ. Then
〈|1− T|z=δ|2〉 . δ2(ln3H)Nu.
Again, since the Nusselt number is bounded logarithmically in H , Theorem 4, the
above result is — modulo logarithms — a one-sided statistical version of the state-
ment that the temperature decays linearly in the boundary layer:
1− T ∼ z.
Finally, we have the following bound on the third order derivatives of T :
Theorem 7. Assume that H ≫ 1. Then
∫ 1
0




〈|∇2∂zT |4/3〉 dz . (ln13/3H)Nu. (4.9)
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Again, in view of Theorem 4, we may summarize the above estimates as
∫ 1
0
〈|∇3T |4/3〉 dz . 1 (mod log) for H ≫ 1.
Remark 4. The results in Theorem 5 & 7 can be easily generalized to arbitrary




〈|∇2T |2〉 dz . (lnγ H)Nu.
The analogous statement holds for the third order derivatives. In particular, the
integrals in (4.5)–(4.9) have to be read as integrals over any boundary layer whose
thickness is of order one.
Notice that the minimal value of γ = γ(β), γ0 is strictly positive and thus, within
the techniques used to derive Theorem 5 and 7, the logarithm cannot be avoided.
Theorem 5 and 7 state that, within the boundary layer, variations of the temperature
field take place on length scales that are at most of order one (modulo logarithms).
Moreover, up to second order, T approaches the linear profile near the bottom plate.
Indeed, as a consequence of Theorem 5, 6 & 7, it can be easily shown that:
∫ δ
0
〈(1− T )4〉 dz . δ4 (mod log) for H ≫ 1 ≫ δ,
∫ δ
0
〈|∇yT |2〉 dz . δ2 (mod log) for H ≫ 1 ≫ δ,
∫ δ
0
〈(∂zT )2〉 dz . δ (mod log) for H ≫ 1 ≫ δ,
∫ δ
0
〈|∇2yT |4/3〉 dz . δ4/3 (mod log) for H ≫ 1 ≫ δ,
∫ δ
0
〈|∂2zT |4/3〉 dz . δ4/3 (mod log) for H ≫ 1 ≫ δ.
Observe that the bound on ∂zT is optimal for a linear temperature profile 1−T ∼ z.
Notice that in analogy to the bounds derived in Chapter 2 and 3 of this thesis,
we can only prove universal upper bounds on the temperature gradients of physical
interest. Lower bounds depend strongly on the geometry of the initial data. Indeed,
considering the fully conducting solution T = 1− z/H , u = 0, p = z − z2/(2H), we
have |∇2T | = |∇3T | = 0, so that universal lower bounds can only be trivial.
We have to comment on the choice of the norms in the assertions of the above
Theorems. The estimates are derived via local Lq maximal regularity estimates for
(4.1). The maximal value of q is determined by the integrability of the error terms
which are produced by localizing or differentiating (in the case of Theorem 7) the
transport nonlinearity. The integrability must be uniform inH (modulo logarithms).
Only few tools are known that are applicable in order to handle these terms:
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• weighted L2 bounds on the velocity field in the spirit of those derived in [19],
cf. Section 4.3,
• the maximum principle for T ,
• the representation (4.7) of the Nusselt number,
• (in the case of Theorem 7: local bounds on lower order derivatives of T from
Theorem 5).
In the case of Theorem 5, the leading order error term is due to localization: wT . In
view of the above tools, we can only bound this term in L2; therefore q = 2. Anal-
ogously, in the case of Theorem 7, the leading order term is due to differentiation:
∇u∇T . Because of the interpolation inequality
∫
|∇T |4 dx . sup T 2
∫
|∇2T |2 dx,
we have the integrability q = 4/3.
4.3 Preparation: Bounds on the velocity field
Before studying estimates on the velocity field, we recall some equivalent expressions














〈|∇u|2〉 dz + 1
H
. (4.11)
We consider the stationary Stokes equation for the velocity field u = (v, w) ∈ Rd−1×R and the hydrodynamic pressure p in the Rayleigh–Bénard problem, i.e., equations
(4.2) & (4.3) equipped with periodic boundary conditions in all d − 1 horizontal
directions and with no-slip conditions on the vertical boundaries, i.e., w = v = 0 for
z ∈ {0, H}. We observe that, because of (4.2), we have the additional information
that ∂zw = −∇y · v = 0 for z ∈ {0, H}.
It is convenient to eliminate the pressure term in (4.3) with the help of the incom-
pressibility condition (4.2). This leads to a fourth-order equation for w:
∆2w = −∆yT and w = ∂zw = 0 for z ∈ {0, H}. (4.12)
Due to the no-slip boundary conditions, v satisfies the equation ∆yv = ∇y∇y · v,
and thus by (4.2), v is determined by
v = (−∆y)−1∇y∂zw. (4.13)
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We remark, that
〈u(t0)〉 = 0
for every t0 > 0, which follows immediately from averaging (4.2) and (4.3) in hori-
zontal direction, and exploiting the boundary conditions for u.
At this point, we like to recall some bounds on the vertical velocity component w,
derived in [19] and Chapter 3 of this thesis. The key estimate of [19] (here, slightly
extended by including the horizontal gradient |∇yw|2) is the following: Let w and











In Lemma 14 below, we will extend this result to the horizontal velocity component
v. Notice that, as a byproduct of the result in [19], the r.h.s. of (4.14) is controlled





dz . (lnH)Nu. (4.15)







dz . (lnH)Nu. (4.16)
In Lemma 7 above, we derived an L2 maximal regularity estimate for the third-order
derivatives of w from (4.12). By the Nusselt number representations (4.7)&(4.11),




〈|∇3u|2〉 dz . Nu. (4.17)
Our first new result is the following Ḣ−12 bound on ∂zw, which extends estimate
(4.14) to the horizontal velocity component v via the relation (4.13):
Lemma 14. Let w and T be periodic in y and satisfy (4.12). Then we have for any













































4 The laminar boundary layer
As we shall see, the above estimates come as Hardy-type inequalities for the function
w
z2












for some reasonable ν ∈ R. This inequality fails for ν = 0 — but only logarith-
mically. We exploit this logarithmic failure in two different ways. In the “bulk”
(δ,H), the logarithmic failure of (4.20) with ν = 0 produces the prefactor ln2(H/δ)
in (4.19). Notice that the estimates leading to (4.19) are sharp. In particular,
the logarithmic prefactor can be recovered in the critical Hardy inequality when
choosing f ≈ ln z (with the appropriate boundary conditions at z = H). In the
“boundary layer” (0, δ), we prove a subcritical Hardy inequality, i.e., (4.20) with
some ν = −α < 0, which leads to (4.18). Notice that in view of the prescribed







for z ≪ 1, which
just beats the integrability. Consequently, we can only expect (4.20) to be true for
α > 0. In light of this observation, our bound for the boundary layer term seems to
be suboptimal, since it requires α > 1. However, it is optimal in terms of scaling —
a fact that will be exploited in Proposition 7 below.
Proof of Lemma 14. For convenience, we proof the result on the Fourier level, cf.
(3.17), and neglect the time average. This means, we have to show that for every
wave number k,






Fw = FT and Fw = d
dz


















































































4.3 Preparation: Bounds on the velocity field
where φ = Fw
z2
, cf. [19, p. 238]. By an approximation argument, we may assume
that φ has the same boundary values as Fw, so that boundary terms vanish when









































































which is the above mentioned critical Hardy inequality in the bulk, i.e., (4.20) for











































which yields (4.25) via Young’s inequality. In order to control the boundary layer





for 0 ≤ z ≤ δ,
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because of ρ(z) ≤ z. This is helpful, since it allows to treat both boundary layer and
bulk estimates simultaneously, and thus avoids the appearance of boundary terms at
z = δ (for which we would not know any appropriate estimate). Using the definition












































































































We invoke the Cauchy-Schwarz and Young’s inequality and use α > 1 to deduce
(4.23) and (4.24) via (4.25) and (4.26).
The following proposition is a consequence of Lemma 12, 13 & 14.












〈|∂zv|2〉 dz . (δ(ln3H) + δ4)Nu. (4.28)
As an immediate consequence of the previous proposition, we observe that, in a






〈|∇w|2〉 dz . (lnH)Nu (4.29)
and for the full gradient
∫ 1
0
〈|∇u|2〉 dz . (ln3H)Nu, (4.30)
because of H ≫ 1.
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It remains to estimate the ∂zv-term. Because of (4.13), we have to show
∫ δ
0
〈||∇y|−1∂2zw|2〉 dz . (δ(ln3H) + δ4)Nu.






























For the first term on the r. h. s. of the above equation, we invoke the boundary layer





































We combine the above estimates and deduce (4.28).
We conclude this section with a global bound on the velocity field, which combines
classical Calderon–Zygmund theory with the maximum principle for the tempera-
ture.
Lemma 15. For any 1 < q <∞, we have
∫ H
0
〈|∇2u|q〉 dz . H. (4.31)
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〈|T |q〉 dz, (4.32)
and the the maximum principle for the temperature in the sense that
〈sup
x
|T |q〉 ≤ 1.
Although (4.32) is a very classical estimate, we have to argue that the estimate is
uniform in the aspect ratio H
Λ
. By rescaling x, u, and p, and redefining Λ, we may
w. l. o. g. assume that H = 1. Furthermore, since the pressure is unique up to a





p dydz = 0. (4.33)
Our starting point is the analogue result for the Stokes equation on an infinite strip.
Consider
−∆ũ+∇p̃ = f, (4.34)
∇ · ũ = g (4.35)
in (0,∞)d−1 × (0, 1), periodic in y, and with non-slip boundary conditions at the
vertical boundary: ũ = 0 for z ∈ {0, 1}. Then we have
∫ 1
0




∫Rd−1 |f |q dydz + ∫ 10 ∫Rd−1 |∇g|q dydz (4.36)
by classical theory, cf. [26, Chapter IV]. In order to apply this estimate, we introduce
a smooth cut-off function η = η(y) with the properties that η ∈ [0, 1], η = 1 for
|y| ≤ NΛ, η = 0 for |y| ≥ NΛ+1, and supy |∇yη| . 1, supy |∇2yη| . 1. Here, N ∈ N
is an arbitrary, but fixed, number that has to be specified at the end of the proof.
It is readily checked that




p, g = ∇yη · v





















(|u|q + |∇u|q + |p|q) dydz.
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Here, we have used the cut-off properties of η. In view of the periodicity in y, we






















(|u|q + |∇u|q + |p|q) dydz.













































































Thus, choosing N sufficiently large, we may absorb velocity and pressure terms into
the l. h. s. This proves (4.32).
4.4 On the energy distribution
Before turning to the proofs of Theorem 5, 6, and 7, we give a short detour to the
energy distribution of the velocity field in Rayleigh–Bénard convection. The energy
distribution gives information on the typical global length scales. We start with
heuristic considerations based on simple dimensional arguments.
Assume that the velocity field exhibits a typical length scale ℓ. In particular,
∫ H
0
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On the one hand, because of (3.10), the right hand side of the above relation can





〈|∇u|2〉 dz ∼ H
ℓ4
Nu.
On the other hand, in view of (4.7) and linear theory for the Stokes equation (4.2)
& (4.3), it is
∫ H
0





This suggests that relevant length scales of u (in the bulk) concentrate around H1/4.
In fact, we can prove a weak one-sided version of this statement. For this purpose, we

































which can be easily derived from (4.12) on the Fourier level. In view of (4.10), this







e(k) dz ∼ Nu.




e(k) dz can be considered as a discrete
probability density.
The following lemma says that the frequencies smaller than H1/4 do not carry much
energy.











The result is weak in the sense that it only provides algebraical decay of the energy
spectrum for H|k|4 ≫ 1, while numerical simulations [75, Figure 40] suggest expo-
nential decay of the Fourier coefficients — similar to the situation for the Navier–
Stokes equations, cf. [20]. However, it seems that the method of [20] is not applicable
in order to derive a physically relevant decay rate.
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4.5 Bounds on the second order derivatives of the
temperature field
In this section, we pove Theorem 5 and 6. We first show, how Theorem 5 implies
Theorem 6.
Proof of Theorem 6. The proof is elementary. Observe first, that
〈(∂z|z=0T )2〉 . (ln3H)Nu. (4.38)




〈(∂zT )2〉 dz +
∫ 1
0









. (1 + ln3H)Nu
H≫1∼ (ln3H)Nu.
We repeat a similar argument of the interval (0, δ), making use of the homogeneous
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boundary conditions of 1− T :




. δ2〈(∂z|z=0T )2〉+ δ
∫ δ
0
〈(∂zT − ∂z|z=0T )2〉 dz





. (δ2 + δ3)(ln3H)Nu
δ≪1∼ δ2(ln3H)Nu.
This proves Theorem 6.
For the proof of Theorem 5 and 7, it is convenient to rewrite equation (4.1) in terms
of θ = T − (1− z/H), that is,




This is beneficial since θ has homogeneous boundary conditions: θ = 0 for z ∈
{0, H}. We may w. l. o. g. assume that
sup
x
|T | = sup
x
|θ| ≤ 1. (4.40)
In fact, by the maximum principle for the temperature, T ∈ [0, 1] (and thus θ ∈
[−1, 1]) is preserved during the evolution. Even if this condition is not satisfied
initially, T attains this temperature range exponentially fast. Since we are working
with long time averages, finite time intervals in which (4.40) is violated will not
affect our results.




〈|∇θ|2〉 dz . Nu+ 1
H
H≫1&Nu≥1∼ Nu. (4.41)
Proof of Theorem 5. Notice that because of ∇2θ = ∇2T , it is sufficient to prove the
statements in (4.5) and (4.6) with T replaced by θ.
We treat horizontal and vertical derivatives simultaneously and write ∂ as a substi-
tute for any component of the d-dimensional vector ∇. Differentiating (4.39) w. r.
t. ∂ yields
∂tζ + u · ∇ζ −∆ζ =
1
H
∂w − ∂u · ∇θ, (4.42)
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where η = η(z) denotes a smooth function with the cut-off properties η ∈ [0, 1], η = 1
in [0, 1], η = 0 in [2, H ], and sup |η′| . 1. We multiply (4.42) by ζ and take the
horizontal space and time average: 〈ζ∂tζ〉+〈ζu·∇ζ〉−〈ζ∆ζ〉= 1H 〈ζ∂w〉−〈ζ∂u·∇θ〉.
We observe that the time derivative term drops out in the time average, in the sense
that: 〈ζ∂tζ〉 = 〈∂t(12ζ2)〉 ≥ 0. Carrying out some integrations by parts in the
horizontal space directions and using (4.2), we may rewrite the above equation as
〈|∇ζ |2〉 ≤ 1
H




Now, we integrate in vertical direction against η2 and obtain:
∫ H
0





















It remains to estimate the terms on the r. h. s. to obtain (4.43). The estimates for










































where ε denotes a universal constant that has to be chosen sufficiently small. For
(4.45) and (4.46), we apply the maximum principle for θ in the sense of (4.40) and






































Finally, we turn to the estimate of (4.48). Using the Cauchy–Schwarz and Young’s




















4 The laminar boundary layer
To investigate the control of the quartic term, we restrict to the case ∂ = ∂z . The










(The second term on the r. h. s. is peculiar to the case ∂ = ∂z.) Indeed, since
ζ = ∂zθ, this follows from integration by parts via
∫ H
0
η2〈(∂zθ)4〉 dz = −3
∫ H
0





















and Young’s inequality. We combine the above estimates and obtain (4.43).
By the definition of η, (4.43) implies
∫ 1
0

































At this point, we have to be precise in the definition of ∂. One the one hand, if ∂













〈|∇∇yθ|2〉 dz . (lnH)Nu.
This proves (4.5).
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and thus, using (4.41) and H ≫ 1 again,
∫ 1
0
〈|∇∂zθ|2〉 dz . (ln3H)Nu.
This proves (4.6).








〈(∂zT )4〉 dz . (ln3H)Nu. (4.51)
Notice that because of ∇yT = ∇yθ, and ∂zT = ∂zθ − 1H and H ≫ 1, we can
equivalently state the result s in (4.50) and (4.51) in terms of θ.
Proof of Lemma 17. The argument for (4.51) is essentially the one for (4.49). The

















On the one hand, since ∇yθ = ∇yT , we deduce (4.50) via (4.5) in the first estimate.
On the other hand, because of ∂zθ = ∂zT +
1
H
and ∂2zθ = ∂
2




〈(∂zT )4〉 dz .
∫ 2
0
〈(∂2zT )2〉 dz +
∫ 2
0















4.6 Bounds on the third order derivatives of the
temperature field
The core of the proof of Theorem 7 is the following maximal regularity-type estimate
for convection-diffusion equations:
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Proposition 8. Let ζ, u, and f be smooth periodic functions with vertical period H
satisfying
∂tζ + u · ∇ζ −∆ζ = f, (4.52)
∇ · u = 0. (4.53)
Assume that 〈u(t0)〉 = 0 for any t0 ≥ 0 and u = 0 for z = 0. Assume further that
suppzζ ⊂ [0, δ] (4.54)























































for any N,M ∈ N0 and with γ = 0 if δ = H and γ = 1 if δ 6= H.
We like to comment on that estimate. For f ∈ L4/3, we expect by maximal regularity
theory for the heat equation








However, since the convection term u ·∇ζ fails to be in L4/3, this theory is not appli-
cable. A convenient way to treat the convectivity is testing (4.52) with sign ζ |ζ |1/3.
For this choice of test functions, the convection term drops out. Unfortunately,
sign ζ |ζ |1/3 is not admissible for the diffusion term −∆ζ in the sense that
−
∫
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— but it is admissible in appropriate Besov norms. At first glance, we expect then






















Our approach is mainly based on Besov spaces and the techniques involved produce
essentially two types of error terms: those which are due to the localization in
vertical direction (in (4.55), they are marked by the prefactor gamma); and those
which arise from the fact that Sobolev and Besov norms are in general not equivalent
(in (4.55), they can be identified by the exponential and δ- prefactors). As we shall
see, while the error terms of the first type are of higher order, those of the second
type produce an additional logarithmic prefactor.
At this point, we can already argue in favor of the estimates (4.8) and (4.9). Roughly
speaking, we apply Proposition 8 in a vertical boundary layer to ζ = ∂θ with ∂ = ∇y
and ∂ = ∂z , respectively. Then we have to leading order f = −∂u · ∇θ. Thus, in
view of Proposition 7 and Lemma 17, it is easy to see that the second term in (4.56)
dominates. More precisely, it behaves like (ln7/4H)Nu3/4 in the case where ∂ = ∇y,
and like (ln9/4H)Nu3/4 in the case where ∂ = ∂z. It remains to observe that these
scalings only differ in a factor of lnH from the scalings claimed in (4.8) and (4.9).
In fact, this deviation is due to the failing equivalence of Besov and Sobolev spaces.




〈|∇T |4〉 dz .
∫ H
0




〈|∇3T |4/3〉 dz . H(ln4/3H)Nu. (4.58)
Proof of Theorem 7. Starting point is (4.39). We observe that odd reflection of θ
and w and even reflection of v leaves (4.39) and (4.2) invariant. Regarding the
boundary conditions of θ and u, we infer from (4.39) that ∂2zθ = 0 for z ∈ {0, H}.
Hence we may think of θ as a (restriction of a) 2H-periodic C3 function in z, and
of u as a (restriction of a) 2H-periodic C0 vector field in z. In particular, θ is four
times weakly differentiable and u is one time weakly differentiable in z.
Initially, we treat all third-order derivatives simultaneously. For this purpose, we
introduce the symbol ∂ as a substitute for some fixed component of the d-dimensional
vector ∇. Applying ∂ to (4.39) yields
∂t∂θ + u · ∇∂θ −∆∂θ =
1
H
∂w − ∂u · ∇θ.
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We localize this equation in vertical direction. Let η = η(z) denote a 2H-periodic
smooth function with η(z) = η(−z) that has the cut-off properties η = 1 for z ∈
[0, 1], η = 0 for z ∈ [2, H ], and sup (|η|+ |η′|+ |η′′|+ |η′′′|) . 1. We then rewrite
the above equation as







η∂w − η∂u · ∇θ + η′w∂θ − 2η′∂∂zθ − η′′∂θ.
Notice that ζ satisfies (4.54) with δ = 2. Moreover, f is continuous and thus weakly
differentiable in z. We approximate ζ , u and f by smooth functions, so that we may









































































since ζ = ∂θ by the definition of η, and ∇2T = ∇2θ. It remains to estimate the















4.6 Bounds on the third order derivatives of the temperature field
Terms with an exponential prefactor, i.e., (4.62) and (4.66), can be estimated quite
crudely. For (4.62), we first notice by the definition of f and η that




|∇w|+ |∇2u||∇θ|+ |∇u||∇2θ|+ |∇u||∇θ|
+ |w||∇2θ|+ |w||∇θ|+ |∇3θ|+ |∇2θ|+ |∇θ|,





































































































































4 The laminar boundary layer
Observe that because of u = 0 for z ∈ {0, H}, we have
∫ H
0














+H3/4(lnH)Nu3/4 +H1/2Nu1/2 + Nu1/2
H≫1,Nu≥1
. H7/4Nu3/4. (4.70)


























. H5/4 (HNu+ Nu)1/2
H≫1
. H7/4Nu1/2. (4.71)
From now on, we shall distinguish the cases where ∂ denotes a horizontal or vertical
derivative. First, we assume that ∂ = ∂j for some j ∈ {1, ..., d − 1}, i.e., we treat
the case of an horizontal derivative.
We turn to the estimate of (4.61). By the definition of f and η, and since ∂ denotes
a horizontal derivative, we have
|f | . 1
H
|∇yw|+ |∇yu||∇θ|+ |w||∇yθ|+ |∇y∂zθ|+ |∇yθ|,
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+ (ln3/4H)Nu3/4 + (ln1/2H)Nu1/2
H≫1,Nu≥1∼ (ln5/4H)Nu3/4. (4.72)







































































4 The laminar boundary layer
In order to derive (4.8), we substitute (4.67), (4.68), and (4.70)–(4.74) into (4.60)–






. M(ln5/4H)Nu3/4 + e−MH7/4Nu3/4
+ Nu1/2 +N(ln7/4H)Nu3/4 +N(ln3/4H)Nu3/4
+ e−NH7/4Nu1/2.







. (ln9/4H)Nu3/4 + Nu3/4 + Nu1/2




We now address (4.9), i.e., we consider the case ∂ = ∂z . We first turn to the estimate
of (4.61). By the definition of f and η, we have
|f | . 1
H
|∂zw|+ |∂zu||∇θ|+ |w||∂zθ|+ |∂2zθ|+ |∂zθ|,






































and with the help of the Hölder and Young inequality, and Poincaré inequality for





































4.6 Bounds on the third order derivatives of the temperature field















+ (ln3/2H)Nu1/2 + Nu1/2
H≫1,Nu≥1
. (ln9/4H)Nu3/4. (4.76)


































































. MNu3/4 + e−MH7/4Nu3/4
+ Nu1/2 +N(ln9/4H)Nu3/4 +N(ln3/2H)Nu3/4
+ e−NH7/4Nu1/2.
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Again, we have to chooseM,N ∈ N withM = N ∼ lnH7/4 to eliminate the positive






. (lnH)Nu3/4 + Nu3/4
+ Nu1/2 + (ln13/4H)Nu3/4 + (ln5/2H)Nu3/4
H≫1,Nu≥1∼ (ln13/4H)Nu3/4.
This concludes the proof of (4.9).
Proof of Lemma 18. Because of ∇2θ = ∇2T , we may substitute θ for T in the
assertion of (4.57)&(4.58). We derive both statements from the formulation (4.39)
of the convection-diffusion equation (4.1).
The bound on the second order derivatives of T is easily derived. We differentiate
(4.39) w. r. t. ∂, where ∂ is a substitute for any component of the d-dimensional
vector ∇. Setting ζ = ∂θ, the resulting equation reads:
∂tζ + u · ∇ζ −∆ζ =
1
H
∂w − ∂u · ∇θ. (4.79)
We start with the case where ∂ denotes a horizontal derivative. We test with ζ and
notice that because of (4.40) and 〈ζ∂tζ〉 = 〈∂t(12ζ2)〉 ≥ 0, the only surviving term
on the l. h. s. of (4.79) is one which comes from the diffusion term −∆ζ , so that,
after integration by parts:
∫ H
0







〈∇ζ · ∂uθ〉 dz.



















〈|∇∇yθ|2〉 dz . HNu+ 1 H≫1&Nu≥1∼ HNu. (4.80)
Now, we treat the case where ∂ denotes the vertical derivative, i.e., ∂ = ∂z. Consid-
ering (4.39), we observe that ∂zζ = ∂
2
zθ = 0 for z ∈ {0, H}, so that we may proceed
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We obtain as desired via (4.11):
∫ H
0
〈|∇∂zθ|2〉 dz . HNu. (4.81)
Recalling ∇2θ = ∇2T , we infer (4.57) from (4.80) and (4.81).
The proof of (4.58) is slightly more involved. It relies on Proposition 8. As in the
proof of Theorem 7, we consider ζ and u as 2H-periodic functions in z, that are four
times and one time weakly differentiable, respectively.
After an approximation argument, we apply Proposition 8 with δ = H to (4.79)
(with ∂ = ∇) and obtain from (4.55) with f = 1
H































































































4 The laminar boundary layer










(HNu+ 1)1/2 + (HNu+ 1)1/2(HNu)1/4
H≫1&Nu≥1∼ H3/4Nu3/4. (4.88)
Now we turn to the estimate of (4.83). By the definition of f we have
























































Because of the homogeneous boundary conditions of u, we have
∫ H
0
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. MH3/4Nu3/4 + e−MH7/4Nu1/2
+H1/4Nu1/2 +NH3/4Nu3/4
+ e−NH7/4Nu1/4.






Since ∇2ζ = ∇3T , this implies (4.58).
The proof of Proposition 8 requires some preparation.
Lemma 19. Let ζ, u, and f be periodic functions satisfying
∂tζ + u · ∇ζ −∆ζ = f. (4.93)
Assume that ζ is narrow-banded in Fourier space in the sense that
Fζ(q) = 0 for all q 6∈ Bσ(q0) (4.94)
for some e−1 < |q0| ≤ e. For 0 < σ ≪ 1 it holds
∫ H
0
〈|ζ |4/3〉 dz .
∫ H
0
〈|f |4/3〉 dz +
∫ H
0
〈|∇ · u||ζ |4/3〉 dz. (4.95)





In view of (4.93), we have that ∂tA(ζ) + u · ∇ζA′(ζ)−∆ζA′(ζ) = fA′(ζ), and thus
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Notice that the term involving the time derivative drops out in the time average,
since 〈∂tA(ζ)〉 ≥ 0 . Now we may carry out the approximation for A. Obviously,




〈∆ζA′(ζ)〉 dz = −
∫ H
0
〈∆ζ(sign ζ)|ζ |1/3〉 dz &
∫ H
0

















In our argumentation for (4.96), we follow [48, Lemma 1] (or [47, Proposition 2]).
We first show that
∫ H
0
〈| −∆ζ − |q0|2ζ |4/3〉 dz . σ4/3
∫ H
0
〈|ζ |4/3〉 dz. (4.97)
For this purpose, we select a Schwartz function ψ that satisfies (Fψ)(q) = 1 for
|q| ≤ 1 and define
ψσ(x) = σ
dψ(σx)e−iq0·x.
An easy calculation shows that (Fψσ)(q) = 1 for q ∈ Bσ(q0). Therefore, by the
narrow-bandedness assumption (4.94), ψσ leaves ζ invariant under convolution, i.e.,
ζ = ψσ ∗ ζ.
It follows that




〈| −∆ζ − |q0|2ζ |4/3〉 dz ≤
(
∫Rd | −∆ψσ − |q0|2ψσ| dx)4/3 ∫ H0 〈|ζ |4/3〉 dz.
For (4.97), we have to show that
∫Rd | −∆ψσ − |q0|2ψσ| dx . σ.
Indeed, since −∆(e−iq0·x) = |q0|2e−iq0·x, we obtain
(−∆ψσ − |q0|2ψσ)(x) =
(
2iσd+1q0 · (∇ψ)(σx)− σd+2(∆ψ)(σx)
)
e−iq0·x,
so that, because of |q0| ≤ e and σ < 1 and since ψ is a Schwartz function, we have
∫Rd | −∆ψσ − |q0|2ψσ| dx . σ|q0| ∫Rd |∇ψ| dx+ σ2 ∫Rd |∇2ψ| dx . σ.
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〈(sign ζ)|ζ |1/3|q0|2ζ〉 dz +
∫ H
0











〈| −∆ζ − |q0|2ζ |4/3〉 dz
)3/4
(4.97)




for some constant C > 0. We choose σ small enough, such that 2Cσ4/3 ≤ e−1 and
obtain (4.96) because of |q0| ≥ e−1.
Lemma 20. Let [u·, φ∗]ξ denote the commutator of the operations “multiplication
with u” and “convolution with φ”, that is,
[u·, φ∗]ξ = u · (ξ ∗ φ)− (u · ξ) ∗ φ.
Then we have the estimates
(∫ H
0























∫Rd |φ||x̃| dx̃)(∫ H0 〈|∇ζ |rp/(p−r)〉 dz)(p−r)/(rp)(∫ H0 〈|∇u|p〉 dz)1/p ,(4.99)
for any 1 ≤ r <∞ and 1 < p <∞.
Proof of Lemma 20. We only prove the first estimate (4.98). The second one (4.99)
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is proven analogously. We start with a pointwise statement:
(u · (∇ζ ∗ φ)− (u · ∇ζ) ∗ φ) (x)
=
∫Rd φ(x̃)∇xζ(x− x̃) · (u(x)− u(x− x̃)) dx̃
=
∫Rd ∇x̃φ(x̃) · ζ(x− x̃)(u(x)− u(x− x̃)) dx̃
+
∫Rd φ(x̃)ζ(x− x̃)∇x · u(x− x̃) dx̃
≤
∫Rd |∇φ(x̃)||ζ(x− x̃)||x̃| ∫ 10 |(∇u)(x− sx̃)| dsdx̃
+
∫Rd |φ(x̃)||ζ(x− x̃)||(∇ · u)(x− x̃)| dx̃.
We consider the first integral only. The estimate of the second one is obtained
















∫Rd |∇φ(x̃)||x̃| ∫ 10 ∫ H0 〈|ζ( · − x̃)|r|(∇u)( · − sx̃)|r 〉 dzdsdx̃.









〈|ζ( · − x̃)|rp/(p−r)〉 dz
)(p−r)/p(∫ H
0
















∫Rd |∇φ(x̃)||ζ( · − x̃)||x̃| ∫ 10 |∇u( · − sx̃)| dsdx̃〉r dz
≤
(
∫Rd |∇φ||x̃| dx̃)r (∫ H0 〈|∇u|p〉 dz)r/p(∫ H0 〈|ζ |rp/(p−r)〉 dz)(p−r)/p .
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Proof of Proposition 8. The proof relies on Besov spaces rather than Sobolev spaces.
We introduce a (non-dyadic) Littlewood–Paley decomposition. Let {φℓ(x)}ℓ∈Z be a
family of Schwartz functions with the following properties:
(Fφ0)(q) 6= 0 only for q with |q| ∈ (e−1, e), (4.100)
(Fφℓ)(q) = (Fφ0)(e−ℓq) for all ℓ and q, (4.101)
∑
ℓ∈Z(Fφℓ)(q) = 1 for all q 6= 0. (4.102)
We refer to [3, 6.1.7 Lemma] for a construction with dyadic blocks, which easily
adapts to the non-dyadic case. The Littlewood–Paley decomposition {ϕℓ}ℓ∈Z of a
periodic function ϕ is defined via
ϕℓ = φℓ ∗ ϕ.
Notice that (4.101) and (4.102) imply that ϕ = 〈ϕ〉 +
∑











































where φ<0 denotes a Schwartz function with (Fφ<0 )(q) = 0 for |q| ≥ 1. This implies
in particular
∫
|φ<0 | dx < ∞
and
|F(∇2φ<0 ∗ ζ)(q)| = |q|2|F(φ<0 ∗ ζ)(q)| . |F(φ<0 ∗ ζ)(q)|,
so that by Plancherel’s Theorem and the convolution estimate
∫ H
0
〈|∇2ζ<0 |2〉 dz =
∫ H
0
〈|∇2φ<0 ∗ ζ |2〉 dz .
∫ H
0
































































Because of (4.54), equation (4.52) is localized in the vertical boundary layer [0, 2δ],
so that we may replace u in (4.52) by ũ = ηu, where η = η(z) denotes a smooth
cut-off function satisfying η = 1 for z ∈ [0, 2δ], η = 0 for z ∈ [4δ,H ], sup |η| . 1,
and sup |η′| . 1
δ
.
We remark that the convection-diffusion equation (4.52) is invariant under the scal-
ing
x = e−ℓx̂, t = e−2ℓt̂, ζ = e−2ℓζ̂ , ũ = eℓ ˆ̃u, f = f̂ ,
i.e., it holds
∂t̂ζ̂ + ˆ̃u · ∇̂ζ̂ − ∆̂ζ̂ = f̂ (4.108)
in the rescaled domain of height Ĥ = eℓH . In a first step, we apply Lemma 19 to
this rescaled equation. Given some 0 < σ ≪ 1 as in the hypothesis of Lemma 19,
we select a finite number of open balls Bσ(qj)1≤j≤J that cover the annulus {e−1 <
|q| ≤ e} and select a family of Schwartz functions {ψσ,qj}1≤j≤J that form a partition
of unity to that covering. We apply ψσ,qj ∗ φ0∗ to (4.108) and write the resulting
equation as
∂t̂ζ̂σ,qj + ˆ̃u · ∇̂ζ̂σ,qj − ∆̂ζ̂σ,qj = f̂σ,qj + [ˆ̃u·, ψσ,qj∗]∇̂ζ̂ , (4.109)
where subscript “σ, qj” indicates the convolution with ψσ,qj ∗φ0 and [u·, φ∗]ξ denotes
the commutator of the operations “multiplication with u” and “convolution with
φ”, that is,
[u·, φ∗]ξ = u · (ξ ∗ φ)− (u · ξ) ∗ φ.
Since ζσ,qj is narrow-banded in Fourier space in the sense of (4.94),
(Fζσ,qj)(q) = (Fψσ,qj)(q)(Fφ0)(q)(Fζ)(q) = 0 for all q 6∈ Bσ(qj),
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〈|f̂σ,qj |4/3〉 dẑ +
∫ Ĥ
0
〈|[ˆ̃u·, ψσ,qj ∗ φ0∗]∇̂ζ̂|4/3〉 dẑ +
∫ Ĥ
0
〈|∇̂ · ˆ̃u||ζ̂σ,qj |4/3〉 dẑ.
Applying the Hölder inequality to the third term,
∫ Ĥ
0
















and the convolution estimate (4.98) with r = 4/3 and p = 2 (which yields rp/(p−
r) = 4) to the second term,
∫ Ĥ
0
〈|[ˆ̃u·, ψσ,qj ∗ φ0∗]∇̂ζ̂|4/3〉 dẑ
.
(













∫Rd |ψσ,qj ∗ φ0| dx+ ∫Rd |∇ψσ,qj ∗ φ0||x| dx < ∞,
































By a standard covering argument, we convert the above micro-local inequality from
the finite number of open balls {Bσ(qj)}1≤j≤J to a local inequality on the annulus
{e−1 < |q| ≤ e}, so that we may replace ζ̂σ,q0 by ζ̂0 and f̂σ,q0 by f̂0.
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Now, we scale back to the original variables. Since (4.101) translates into φℓ(x) =
edℓφ0(e
ℓx), it holds ζ̂0 = e






























It is a well-know fact that
∫ H
0




for any 1 ≤ p < ∞ and any s ∈ N (in fact, this can be generalized to s ∈ R).
We display the argument for (4.111) for the convenience of the reader. Because of
(4.100)–(4.102), we have 1 =
∑




ℓ′=ℓ−1,ℓ,ℓ+1 φℓ′ leaves φℓ invariant under convolution.
We deduce
∇sζℓ = ∇sφℓ ∗ ζ =
∑
ℓ′=ℓ−1,ℓ,ℓ+1



























where we have use that
∫Rd |∇̃sφ0| dx̃ < ∞.
For the opposite inequality, observe that because of ζℓ =
∑















∫Rd |F−1( iqj|qj|2Fφℓ′) | dx)p ∫ H0 〈|∂jζℓ|p〉 dz.
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We easily compute that
∫Rd |F−1( iqj|qj|2Fφℓ) | dx = e(d−1)ℓ ∫Rd |F−1( iqj|qj|2Fφ0) (eℓx)| dx
= e−ℓ
∫Rd |F−1( iqj|qj |2Fφ0) (x̃)| dx̃
. e−ℓ.
This proves (4.111) for s = 1. The case s ≥ 2 follows by iteration.





























Thanks to the convolution estimate and




























The last estimate is due Poincaré’s inequality which we may apply thanks to the ho-
mogeneous boundary conditions of u at z = 0. Likewise, using the incompressibility
condition (4.53) (again, w = u · e):
∫ H
0











Combining the above estimates, we obtain (4.107).
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Our treatment is slightly different from the one for the intermediate frequencies.
Starting point is again equation (4.109) with ũ replaced by u:
∂t̂ζ̂σ,qj + û · ∇̂ζ̂σ,qj − ∆̂ζ̂σ,qj = f̂σ,qj + [û·, ψσ,qj ∗ φ0∗]∇̂ζ̂ .
Using the same arguments as for (4.110) but with the convolution estimate (4.99)
with r = 4/3 and p = 4 (yielding rp/(p− r) = 2) instead of (4.98), and exploiting



















Obviously, (4.113) follows from
∑
ℓ≥N
e−ℓ . e−N .
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