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Abstract
Continuing the investigation for the number of crossing limit cycles of nonsmooth Lie´nard
systems in [Nonlinearity 21(2008), 2121-2142] for the case of a unique equilibrium, in this
paper we consider the case of any number of equilibria. We give results about the existence
and uniqueness of crossing limit cycles, which hold not only for a unique equilibrium but
also for multiple equilibria. Moreover, we find a sufficient condition for the nonexistence of
crossing limit cycles. Finally, applying our results we prove the uniqueness of crossing limit
cycles for planar piecewise linear systems with a line of discontinuity and without sliding
sets.
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1 Introduction and main results
A class of important dynamical systems is the Lie´nard system, which is originated from physics
and then is applied to engineering, biology, chemistry and more fields. As usual, the Lie´nard
system can be written as {
x˙ = F (x)− y,
y˙ = g(x),
(1.1)
where F (x) :=
∫ x
0 f(s)ds, f(x) and g(x) are two scalar functions. For system (1.1), a main
and challenging subject is to study the existence, uniqueness and number of limit cycles, i.e.,
isolated periodic orbits in the phase space. The 13th Smale’s problem provided in [30] is about
the maximum number of limit cycles in the polynomial system of form x˙ = F (x) − y, y˙ = x,
i.e., the famous 16th Hilbert’s problem restricted to the polynomial system of form (1.1) with
g(x) = x, and is still open. When system (1.1) is smooth, the investigation of the existence,
uniqueness and number of limit cycles has a long history and many excellent results are obtained
as given in journal papers [9, 11–13,25] and text book [34].
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On the other hand, many models in practical problems are established by system (1.1) in a
nonsmooth form such as {
x˙ = ax+ bx3 − y,
y˙ = x− sgn(x),
(1.2)
which is the limit case of a smooth oscillator (see [5, 6]). Another system
x˙ = Tx− y,
y˙ = Dx−
{
1−D ·Xref if x < 0,
−D ·Xref if x > 0
(1.3)
is the Lie´nard form of a buck electronic converter (see [17]), where T,D,Xref are parameters.
Motivated by practical problems, many mathematicians and engineers have started to investi-
gate the existence, uniqueness and number of limit cycles for the nonsmooth Lie´nard system
(1.1). Usually, the nonsmoothness leads to much difficulty in the analysis of nonsmooth Lie´nard
systems and much less results are obtained(see,e.g., [7, 23, 26, 28]), compared with the smooth
case.
Consider the Lie´nard system (1.1) with nonsmooth functions
f(x) :=
{
f+(x) if x > 0,
f−(x) if x < 0,
g(x) :=
{
g+(x) if x > 0,
g−(x) if x < 0,
where f±(x), g±(x) : R→ R are smooth functions. Hence, the nonsmoothness or even disconti-
nuity of system (1.1) occurs only on y-axis, the switching line. Let F±(x) :=
∫ x
0 f
±(s)ds. We
rewrite the nonsmooth Lie´nard system (1.1) as
(x˙, y˙) =
{(
F+(x)− y, g+(x)
)
if x > 0,(
F−(x)− y, g−(x)
)
if x < 0.
(1.4)
For convenience, we call the subsystem in x > 0 and x < 0 the right system and left system of
(1.4), respectively. Since F±(0) = 0, we always define the x-component of the vector field of
(1.4) as −y on y-axis, i.e., x˙ = −y. If g+(0) = g−(0), the y-component of the vector field of
(1.4) is defined as g+(0) on y-axis, i.e., y˙ = g+(0). Then (1.4) is continuous. If g+(0) 6= g−(0),
the y-component of the vector field of (1.4) has a jump discontinuity on y-axis, which implies
that (1.4) is a discontinuous system. Thus we define the solution of (1.4) passing through a
point in y-axis by the Filippov convention(see [14,24]). In fact, observe that the switching line
consists of the origin O and two crossing sets, i.e., the positive y-axis and the negative y-axis.
Let q be a point in y-axis. If q belongs to the positive (resp. negative) y-axis, then the solution
of (1.4) passing through q crosses y-axis at q from right (resp. left) to left (resp. right). If q lies
at O, it is proved in [28, Proposition 1] that q is a boundary equilibrium when g+(0)g−(0) = 0,
a pseudo-equilibrium when g+(0)g−(0) < 0 and a regular point when g+(0)g−(0) > 0. Thus an
equilibrium of (1.4) has three types, including boundary equilibria and pseudo-equilibria lying
in x = 0, regular equilibria lying in x 6= 0. In the third case, q is also called a parabolic fold-fold
point (see [3]) and, more precisely, both orbits of the left and right systems passing through q
are quadratically tangent to the y-axis from the left half plane when g+(0) > 0, g−(0) > 0 and
from the right half plane when g+(0) < 0, g−(0) < 0.
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A limit cycle of system (1.4) either totally lies in one of half planes x ≥ 0 and x ≤ 0, or
presents intersections with both x > 0 and x < 0. Since the former one can be determined by
one of the right and left systems, our attention is paid to the latter one, i.e., crossing limit cycle
(see [24]). For (1.4), there exist a few results on the existence, uniqueness and number of crossing
limit cycles, such as [7,23,26,28]. In [28], a necessary condition of the existence of crossing limit
cycles and a sufficient condition for the uniqueness are given. In [23], a sufficient condition of
the existence and uniqueness of crossing limit cycles is presented. The number of crossing limit
cycles is studied in [7, 26]. Unfortunately, we observe that almost in all publications (1.4) is
required to satisfy
g+(x) > 0 for x > 0, g−(x) < 0 for x < 0. (1.5)
Condition (1.5) implies that the origin O is the unique equilibrium of (1.4) and, hence, any
crossing limit cycle surrounds O as indicated in [28]. However, in many practical problems
system (1.4) may have multiple equilibria that lie in the left and right half planes, such as
systems (1.2) and (1.3), and then a crossing limit cycle can surround multiple equilibria. On
the existence, uniqueness and number of crossing limit cycles of (1.4) with multiple equilibria,
as far as we know, the results are lacking and there are only a few results restricted to concrete
models (see e.g., [6]). For smooth Lie´nard systems with multiple equilibria, some results of limit
cycles have been given in [11,12,33,34].
The goal of this paper is to study the existence, nonexistence and uniqueness of crossing limit
cycles for the nonsmooth Lie´nard system (1.4) with any number of equilibria. We particularly
emphasize the case of multiple equilibria. In order to state our main results, we give some basic
hypotheses for system (1.4) as the following (H1)-(H3).
(H1) There exists a constant xe ≥ 0 such that g
+(x)(x− xe) > 0 for x > 0 and x 6= xe.
(H2) f+(x) > 0 for x > 0 and f−(x) < 0 for x < 0.
Define
p = p(x) :=
{
F+(x) if x ≥ 0,
F−(x) if x < 0.
(1.6)
Clearly, p(x) is continuous and p(0) = 0 due to F±(0) = 0. Moreover, p′(x) = f+(x) > 0 for
x > 0 and p′(x) = f−(x) < 0 for x < 0 by (H2). Thus p(x) is strictly increasing for x > 0 and
strictly decreasing for x < 0, implying p(x) ≥ 0 for all x ∈ R and p(x) has a strictly increasing
inverse function
x+(p) : [0, p+)→ [0,+∞) (1.7)
and a strictly decreasing inverse function
x−(p) : [0, p−)→ (−∞, 0], (1.8)
where p(x) → p±(x → ±∞). It follows from the monotonicity that p+ (resp. p−) is either a
constant or infinity.
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(H3) There exist the limits
lim
p→0+
g±(x±(p))
f±(x±(p))
= η± (1.9)
and −∞< η+ ≤ η−<+∞. Moreover, g+/f+|x=x+(p) < g
−/f−|x=x−(p) for all sufficiently
small p > 0 if η+ = η−.
Under hypothesis (H1), in the right half plane system (1.4) has no equilibria if xe = 0 and
a unique equilibrium if xe > 0. Moreover, the unique equilibrium in the right half plane lies at
(xe, F
+(xe)). Let E be the point lying at (xe, F
+(xe)) if xe > 0 and O if xe = 0. The number
of equilibria in the left half plane is not determined by (H1)-(H3). In other word, system
(1.4) in the left half plane may have any number of equilibria. On the y-axis, system (1.4)
has no equilibria if g+(0)g−(0) > 0 and a unique equilibrium O if g+(0)g−(0) ≤ 0 as indicated
in the third paragraph. The example satisfying f+(x) = 1, f−(x) = −1, g+(x) = x − 2a and
g−(x) = 2x+ a with a ≥ 0 implies the reasonability of (H1)-(H3).
In the following, we state our main results.
Theorem 1.1. If system (1.4) with (H1)-(H3) has a crossing periodic orbit Γ, then
(i) Γ surrounds O and E counterclockwise;
(ii) the equations
F−(x−) = F+(x+),
g−(x−)
f−(x−)
=
g+(x+)
f+(x+)
(1.10)
have at least one solution (x−, x+) = (x−∗ , x
+
∗ ) with x
−
∗ < 0 < x
+
∗ satisfying that Γ transversally
intersects both lines x = x−∗ and x = x
+
∗ .
Theorem 1.1 provides two necessary conditions for the existence of crossing periodic orbits
for system (1.4). These two necessary conditions help us to determine the configuration of
crossing periodic orbits, that is, any crossing periodic orbit neither lie in each side of the line
x = xe nor lie in the strip xˆ
−
∗ < 0 < xˆ
+
∗ , where (xˆ
−
∗ , xˆ
+
∗ ) is the solution of (1.10) satisfying
that xˆ−∗ < 0 < xˆ
+
∗ is the narrowest strip. On the other hand, Theorem 1.1 can be regarded as
a generalization of [28, Theorem 2] from one equilibrium to multiple equilibria. It is required
in [28] that system (1.4) satisfies the condition (1.5), implying that O is the unique equilibrium
of (1.4) and any crossing periodic orbit surrounds O. However, in this paper we replace (1.5) by
the weaker hypothesis (H1), which allows (1.4) to have multiple equilibria and crossing limit
cycles surrounding multiple equilibria. For example, by Theorem 1.1 the crossing periodic orbit
Γ surrounds at least two equilibria (O and E) when xe > 0 and g
+(0)g−(0) ≤ 0. Therefore, our
result holds not only for a unique equilibrium, but also for multiple equilibria.
Theorem 1.2. For system (1.4) with (H1)-(H3), assume that the equations in (1.10) have a
unique solution (x−, x+) = (x−∗ , x
+
∗ ) with x
−
∗ < 0 < x
+
∗ and one of the following hypotheses
holds:
(H4) x+∗ ≥ xe and F
+(x)f+(x)/g+(x) is increasing for x > x+∗ ;
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(H5) K−(x−(p2)) < K
+(x+(p1)) for all p1, p2 satisfying p2 > p1 ≥ F
+(x+∗ ), where
K±(x) :=
(g±(x))′f±(x)− (f±(x))′g±(x)
(f±(x))3
and x±(p) are given in (1.7) and (1.8) respectively.
Then system (1.4) has at most one crossing periodic orbit, which is a stable and hyperbolic
crossing limit cycle if it exists.
Theorem 1.2 is a result about the uniqueness of crossing limit cycles for system (1.4). In
the aspect of the number of equilibria, Theorem 1.2 can be regarded as a generalization of [28,
Theorem 3] from one equilibrium to multiple equilibria because the weaker hypothesis (H1)
than (1.5) allows (1.4) to have multiple equilibria as mentioned before. In the aspect of the
smoothness of systems, Theorem 1.2 can be regarded as a generalization of [11, Theorems 2.1
and 2.2] from smooth Lie´nard systems to nonsmooth ones.
In the following theorem we give a sufficient condition for the existence of periodic annuli for
system (1.4). It can be looked as a sufficient condition for the nonexistence of isolated crossing
periodic orbits, i.e., crossing limit cycles.
Theorem 1.3. For system (1.4) with (H2), assume that (1.9) holds and
g+(x)
f+(x)
∣∣∣∣
x=x+(p)
≡
g−(x)
f−(x)
∣∣∣∣
x=x−(p)
(1.11)
for all p > 0. If system (1.4) has a crossing periodic orbit, then there exists a periodic annulus
including this crossing periodic orbit, i.e., there is no crossing limit cycles.
To apply our main results of system (1.4), we study the number of crossing limit cycles for
the piecewise linear system
z˙ =
{
A+z + b+ if x > 0,
A−z + b− if x < 0,
(1.12)
where z = (x, y)⊤ ∈ R2,
A±=
(
a±11 a
±
12
a±21 a
±
22
)
∈R2×2, b±=
(
b±1
b±2
)
∈R2.
In this paper we always assume that system (1.12) is nondegenerate, i.e., detA± 6= 0. System
(1.12) has been widely used as a model in engineering, physics and biology (see [1, 17,31]), and
many contributions have been made in recent years (see [4, 15, 16, 19, 21, 22, 32]). Although the
two subsystems of (1.12) are linear, the switching of the vector fields in different regions leads
to great complexity and difficulty in the research on the number of crossing limit cycles. When
(1.12) is continuous, it is proved in [19] that there exists at most one crossing limit cycle and
this number can be reached. When (1.12) is discontinuous, in many publications examples were
provided for (1.12) to have three crossing limit cycles, such as [4,15,16,22]. However, the problem
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of maximum number of crossing limit cycles for discontinuous system (1.12) is still open. On the
other hand, we checked in all papers presenting examples with three crossing limit cycles and
found that all these systems have sliding sets, namely {(0, y) : (a+12y + b
+
1 )(a
−
12y + b
−
1 ) < 0} 6= ∅.
Therefore, a natural question is how about the maximum number of crossing limit cycles for
discontinuous system (1.12) without sliding sets. This question was answered in [28, 29] for the
case that O is a Σ-monodromic singularity, i.e., all orbits in a small neighborhood of O of (1.12)
turn around O, and the maximum number is 1. Besides, it was proved in [20] (resp. [18]) that
the maximum number is also 1 for focus-saddle type (resp. for focus-focus type with partial
regions of parameters). However, the problem of the maximum number of crossing limit cycles
for general discontinuous (1.12) without sliding sets is still open. Applying our main results for
system (1.4), we completely answer this open problem in the following theorem.
Theorem 1.4. If discontinuous system (1.12) has no sliding sets, then there exists at most one
crossing limit cycle and this number can be reached. Moreover, it is possible that the number of
equilibria surrounded by this crossing limit cycle is exactly k (1 ≤ k ≤ 3).
The remainder of this paper is organized as follows. In Section 2 we give proofs of The-
orems 1.1, 1.2 and 1.3 for nonsmooth Lie´nard system (1.4). In Section 3 we apply the main
results for system (1.4) to study the number of crossing limit cycles of system (1.12) and prove
Theorem 1.4.
2 Proofs of Theorems 1.1, 1.2 and 1.3
The purpose of this section is to provide the proofs of Theorems 1.1, 1.2 and 1.3. Firstly, we
describe some geometrical properties of a crossing periodic orbit of system (1.4) with (H1).
Figure 1: An illustration of geometrical properties of Γ.
Lemma 2.1. If system (1.4) with (H1) has a crossing periodic orbit Γ, then
(i) Γ intersects the curve y = F+(x) (resp. y = F−(x)) at a unique point in x > 0 (resp.
x < 0), denoted by A (resp. C) as in Figure 1;
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(ii) Γ intersects any line x = l satisfying xC < l < xA at exactly two points, where xA and xC
are the abscissas of A and C, respectively;
(iii) Γ surrounds O and E counterclockwise.
Proof. According to the third paragraph in Section 1, O is an equilibrium when g+(0)g−(0) ≤ 0
and a parabolic fold-fold point when g+(0)g−(0) > 0. This implies that Γ cannot pass through
O. Moreover, x˙ > 0 (resp. < 0) for all (x, y) in the below (resp. above) of y = p(x), where p(x)
is defined in (1.6). Therefore, conclusions (i) and (ii) hold and Γ surrounds O counterclockwise.
Let B (resp. D) be the intersection of Γ and the positive y-axis (resp. the negative y-axis) and
Γ := ΓAB ∪ ΓBC ∪ ΓCD ∪ ΓDA, see Figure 1. If xe = 0, conclusion (iii) obviously holds because
E lies at O. If xe > 0, it follows from (H1) that the curve corresponding to ΓDA (resp. ΓAB)
goes down for 0 < x < xe and goes up for xe < x < xA as t increases. Thus Γ also surrounds E
counterclockwise, implying the conclusion (iii).
Proof of Theorem 1.1. Under hypotheses, if system (1.4) has a crossing periodic orbit Γ,
then it satisfies the geometrical properties in Lemma 2.1 and we still use the denotations in the
proof of Lemma 2.1, see Figure 2(a). Conclusion (i) is obtained directly from Lemma 2.1(iii).
ǃ
ǃ
(a) (b)
Figure 2: Γ in xy-plane and γ in py-plane.
In order to prove conclusion (ii), we apply the change p = p(x) to system (1.4), where p(x)
is defined in (1.6). Thus the right and left systems of (1.4) are transformed into{
p˙ = f+(x+(p))(p − y),
y˙ = g+(x+(p)),
{
p˙ = f−(x−(p))(p − y),
y˙ = g−(x−(p)),
(2.1)
respectively, from which we get
dy
dp
=
ϕ+(p)
p − y
:=
g+(x+(p))
f+(x+(p))(p − y)
,
dy
dp
=
ϕ−(p)
p− y
:=
g−(x−(p))
f−(x−(p))(p − y)
(2.2)
for p > 0, respectively. Here x+(p) (resp. x−(p)) given in (1.7) (resp. (1.8)) is the inverse
function of p = p(x) for x ≥ 0 (resp. x < 0). Clearly, (2.1) and (2.2) can be continuously
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extended to p = 0 due to the continuities of f±, g± at x = 0 and (H3). Thus we always assume
that (2.1) and (2.2) are well defined for p ≥ 0. Moreover, under the change p = p(x), the crossing
periodic orbit Γ becomes the orbit γ := γAB ∪ γBC ∪ γCD ∪ γDA in py-plane, see Figure 2(b),
where γDA ∪ γAB and γBC ∪ γCD are the orbits of the first system and the second one in (2.1),
respectively.
Let ∆+ (resp. ∆−) be the region surrounded by y-axis and ΓDA ∪ ΓAB (resp. ΓBC ∪ ΓCD),
Ω+ (resp. Ω−) be the region surrounded by y-axis and γDA ∪ γAB (resp. γBC ∪ γCD), S(Ω
±) be
the areas of Ω±. By Green’s formula we have
0 =
∫
ΓDA∪ΓAB
−g+(x)dx+ (F+(x)− y)dy +
∫
ΓBC∪ΓCD
−g−(x)dx+ (F−(x)− y)dy
=
∫∫
∆+
f+(x)dxdy +
∫∫
∆−
f−(x)dxdy −
∫
BD
−g+(x)dx+ (F+(x)− y)dy
−
∫
DB
−g−(x)dx+ (F−(x)− y)dy
=
∫∫
∆+
f+(x)dxdy +
∫∫
∆−
f−(x)dxdy
=
∫∫
Ω+
dpdy −
∫∫
Ω−
dpdy
=S(Ω+)− S(Ω−).
(2.3)
Thus γBC ∪ γCD must cross γDA ∪ γAB at some p ∈ (0,min{pA, pC}), where pA and pC are the
abscissas of points A and C in py-plane. Otherwise, from (H3) we get that γBC (resp. γDA)
always lies below γAB (resp. γCD). This means that S(Ω
+)− S(Ω−) > 0, contradicting (2.3).
Suppose that ϕ+(p) < ϕ−(p) for 0 < p < min{pA, pC}, then yAB(p) > yBC(p) and yCD(p) >
yDA(p) for 0 < p < min{pA, pC} by applying the theory of differential inequalities to systems in
(2.2), where y = yAB(p), y = yBC(p), y = yCD(p) and y = yDA(p) describe the orbits γAB, γBC ,
γCD and γDA, respectively. Thus γBC ∪γCD does not cross γDA∪γAB, implying a contradiction.
Consequently, ϕ+(p) = ϕ−(p) has at least one solution in 0 < p < min{pA, pC}, denoted by
p∗. Choosing x
+
∗ := x
+(p∗) and x
−
∗ := x
−(p∗), we finally obtain that the equations (1.10) have
at least one solution (x−, x+) = (x−∗ , x
+
∗ ) with x
−
∗ < 0 < x
+
∗ satisfying that Γ transversally
intersects both the verticals x = x±∗ , i.e., conclusion (ii) is proved.
Proof of Theorem 1.2. The essential idea of this proof comes from [11, 28] and it is accom-
plished by two steps. Assume that system (1.4) has a crossing periodic orbit Γ := (x(t), y(t))
and define
λΓ :=
∫
Γ−
f−(x(t))dt+
∫
Γ+
f+(x(t))dt,
where Γ+ := Γ ∩ {(x, y) : x ≥ 0} and Γ− := Γ ∩ {(x, y) : x ≤ 0}. In the first step, we prove
λΓ < 0, which implies that Γ is a stable and hyperbolic crossing limit cycle by [10, Theorem
2.1]. In the second step, we prove that system (1.4) cannot have two stable and hyperbolic limit
cycles in succession, which implies the uniqueness of crossing limit cycles associated with the
result of the first step.
Step 1. We prove λΓ < 0.
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Following the denotations and geometric properties of Γ in Lemma 2.1 and Theorem 1.1, we
firstly prove pC > pA. In fact, under the assumption of theorem, ϕ
+(p) = ϕ−(p) has a unique
solution p∗ ∈ (0,min{pA, pC}). Moreover, ϕ
+(p) < ϕ−(p) for 0 < p < p∗ and ϕ
+(p) > ϕ−(p) for
p > p∗. Applying the theory of differential inequalities to systems in (2.2), we obtain
yAB(p) > yBC(p), yCD(p) > yDA(p) for 0 < p < p∗. (2.4)
From the proof of Theorem 1.1 γBC ∪ γCD must cross γDA ∪ γAB. Without loss of generality,
assume that γBC ∪γCD and γDA∪γAB have a crossing point at a value p1 for which γAB crosses
γBC . Then, it follows from (2.4) and ϕ
+(p) > ϕ−(p) for p > p∗ that p∗ ≤ p1 < min{pA, pC} and
yAB(p) > yBC(p) for 0 < p < p1,
yAB(p) < yBC(p) for p1 < p < min{pA, pC}.
(2.5)
Here the theory of differential inequalities is applied in the second inequality. Moreover, since
the number of crossing points of γBC ∪ γCD and γDA ∪ γAB must be even from (2.4), we further
obtain that there exists a value p2 with p∗ ≤ p2 < min{pA, pC} such that γCD crosses γDA at
p2. Similarly,
yCD(p) > yDA(p) for 0 < p < p2,
yCD(p) < yDA(p) for p2 < p < min{pA, pC}.
(2.6)
Hence, combining with (2.5) and (2.6), we get pC ≥ pA.
On the other hand, we have ϕ+(p) > ϕ−(p) > 0 and 0 > p − yAB(p) > p − yBC(p) for
p∗ ≪ p < pA. Thus
dyAB(p)− dyBC(p)
dp
=
ϕ+(p)
p− yAB(p)
−
ϕ−(p)
p− yBC(p)
<
ϕ+(p)
p− yBC(p)
−
ϕ−(p)
p− yBC(p)
=
ϕ+(p)− ϕ−(p)
p− yBC(p)
< 0
for all p with p∗ ≪ p < pA, so that yAB(p) − yBC(p) is strictly decreasing in p∗ ≪ p < pA and
then pC 6= pA, i.e., pC > pA.
Let M and N (resp. P and Q) be the intersections of Γ and the vertical x = x−∗ (resp.
x = x+∗ ). Then we denote Γ by
Γ = ΓDP ∪ ΓPA ∪ ΓAQ ∪ ΓQB ∪ ΓBN ∪ ΓNC ∪ ΓCM ∪ ΓMD
as shown in Figure 3(a) and γ which corresponds with Γ under the change p = p(x) by
γ = γDP ∪ γPA ∪ γAQ ∪ γQB ∪ γBN ∪ γNC ∪ γCM ∪ γMD
as shown in Figure 3(b), where γDP ∪ γPA ∪ γAQ ∪ γQB and γBN ∪ γNC ∪ γCM ∪ γMD are the
orbits of the first system and the second one in (2.1), respectively. Therefore,
λΓ =
∫
ΓDP∪ΓQB
f+(x)dt+
∫
ΓBN∪ΓMD
f−(x)dt+
∫
ΓPA∪ΓAQ
f+(x)dt+
∫
ΓNC∪ΓCM
f−(x)dt
=
∫
γDP∪γQB
dp
p− y
+
∫
γBN∪γMD
dp
p− y
+
∫
γPA∪γAQ
dp
p− y
+
∫
γNC∪γCM
dp
p− y
(2.7)
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(a) (b)
Figure 3: The eight orbit arcs of Γ in xy-plane and the ones of γ in py-plane.
due to p˙ = f±(x±(p))(p− y) in (2.1). For brevity, we neglect the variable t of x, y and p in (2.7)
and the rest of this proof if confusion does not arise.
Firstly, we prove
J1 :=
∫
γDP∪γQB
dp
p− y
+
∫
γBN∪γMD
dp
p− y
< 0. (2.8)
Let y = yDP (p), y = yQB(p), y = yBN (p) and y = yMD(p) for 0 < p ≤ p∗ describe γDP ,
γQB, γBN and γMD, respectively. Then
p− yDP (p) > 0, p− yMD(p) > 0, p− yBN (p) < 0, p− yQB(p) < 0.
Moreover, from (2.5) and (2.6) we have
yBN (p) < yQB(p), yMD(p) > yDP (p) (2.9)
for 0 < p < p∗. Hence,
J1 =
∫ p∗
0
dp
p− yDP (p)
+
∫ 0
p∗
dp
p− yQB(p)
+
∫ p∗
0
dp
p− yBN (p)
+
∫ 0
p∗
dp
p− yMD(p)
=
∫ p∗
0
yDP (p)− yMD(p)
(p − yDP (p))(p − yMD(p))
dp+
∫ p∗
0
yBN (p)− yQB(p)
(p− yBN (p))(p − yQB(p))
dp
<0,
i.e., (2.8) holds.
Secondly, we prove
J2 :=
∫
γPA∪γAQ
dp
p− y
+
∫
γNC∪γCM
dp
p− y
< 0, (2.10)
implying λΓ = J1 + J2 < 0 from (2.7) and (2.8). To do this, we define
µ :=
pA − p∗
pC − p∗
, η :=
(pC − pA)p∗
pC − p∗
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as in [11]. Clearly, 0 < µ < 1 due to pC > pA > p∗ and η = (1 − µ)p∗. By the linear
transformation {
p˜ = µp+ η := ψ(p),
y˜ = µy + η := φ(y),
the second system in (2.1) is transformed into
˙˜p = f−
(
x−
(
p˜− η
µ
))
(p˜ − y˜),
˙˜y = µg−
(
x−
(
p˜− η
µ
))
.
(2.11)
Denote the orbit of (2.11) corresponding with γNC ∪ γCM by γ˜NC ∪ γ˜CM . Since ψ(pC) = pA,
φ(pC) = pA, ψ(p∗) = p∗ and φ(p∗) = p∗, the orbit γ˜NC ∪ γ˜CM is from (p∗, µyNC(p∗) + η) to
(p∗, µyCM(p∗) + η) after passing through A, see Figure 3(b). Thus
J2 =
∫
γPA∪γAQ
dp
p− y
+
∫
γ˜NC∪γ˜CM
dp˜
p˜− y˜
=
∫ pA
p∗
dp
p− yPA(p)
+
∫ p∗
pA
dp
p− yAQ(p)
+
∫ pA
p∗
dp
p− y˜NC(p)
+
∫ p∗
pA
dp
p− y˜CM(p)
=
∫ pA
p∗
yPA(p)− y˜CM (p)
(p− yPA(p))(p − y˜CM (p))
dp +
∫ pA
p∗
y˜NC(p)− yAQ(p)
(p − yAQ(p))(p − y˜NC(p))
dp,
(2.12)
where y = y˜NC(p) and y = y˜CM (p) describe γ˜NC and γ˜CM , respectively. In order to prove
J2 < 0, from (2.12) it is sufficient to prove
yPA(p)− y˜CM(p) < 0, y˜NC(p)− yAQ(p) < 0 (2.13)
for p∗ ≤ p < pA because p − yPA(p) > 0, p − y˜CM(p) > 0, p − yAQ(p) < 0, p − y˜NC(p) < 0.
Clearly, φ(y)− y = (1− µ)(p∗ − y), p∗ − yCM (p∗) > 0 and p∗ − yNC(p∗) < 0. Thus
y˜CM (p∗)− yCM(p∗) = φ(yCM (p∗))− yCM(p∗) = (1− µ)(p∗ − yCM (p∗)) > 0,
y˜NC(p∗)− yNC(p∗) = φ(yNC(p∗))− yNC(p∗) = (1− µ)(p∗ − yNC(p∗)) < 0
(2.14)
due to 0 < µ < 1. Using (2.9) and (2.14), we get
yPA(p∗) = yDP (p∗) ≤ yMD(p∗) = yCM(p∗) < y˜CM (p∗),
yAQ(p∗) = yQB(p∗) ≥ yBN (p∗) = yNC(p∗) > y˜NC(p∗),
(2.15)
i.e., (2.13) holds for p = p∗.
To prove (2.13) for p∗ < p < pA, we consider system (2.11) without tildes and the first
system in (2.2) for p∗ < p < pA. We can rewrite them as
dy
dp
= h(p, y) :=
ϕ−((p − η)/µ)
(p− η)/µ
·
p− η
p− y
(2.16)
and
dy
dp
= H(p, y) :=
ϕ+(p)
p
·
p
p− y
, (2.17)
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respectively. We only prove the first inequality in (2.13) when (H4) or (H5) holds, and the
second one can be treated analogously. Thus p− y > 0 is always assumed in the following.
Assume that system (1.4) satisfies (H4). Then ϕ+(p)/p is decreasing in p∗ < p < pA.
Moreover, since 0 < µ < 1 and η = (1− µ)p∗ > 0, we have (p− η)/µ > p for p > p∗. Thus
ϕ−((p − η)/µ)
(p − η)/µ
<
ϕ+((p− η)/µ)
(p− η)/µ
≤
ϕ+(p)
p
(2.18)
due to ϕ−(p) < ϕ+(p) for p > p∗. According to (H4), we get x
+
∗ ≥ xe, so that g
+(x)/f+(x) > 0
for x > x+∗ by (H1) and (H2), i.e., ϕ
+(p) > 0 for p∗ < p < pA. Hence, for p∗ < p < pA and
p− y > 0, H(p, y) > 0 and then
h(p, y) <
ϕ+(p)
p
·
p− η
p− y
= H(p, y) ·
p− η
p
< H(p, y), (2.19)
where (2.18) and the fact that p > η > 0 are used. Since yPA(p∗) < y˜CM(p∗) as in (2.15), if there
exists p¯ with p∗ < p¯ < pA such that yPA(p¯) = y˜CM (p¯), we obtain from (2.19) that yPA(p) >
y˜CM (p) for p¯ < p ≤ pA by applying the theory of differential inequalities to systems (2.16) and
(2.17). This contradicts the fact that yPA(pA) = y˜CM(pA), and consequently, yPA(p) < y˜CM(p)
for p∗ < p < pA, i.e., the first inequality of (2.13) holds under (H4).
Now assume that system (1.4) satisfies (H5). Considering the function
G(p) := µϕ−
(
p− η
µ
)
− ϕ+(p)
for p∗ < p < pA, we obtain
G′(p) = K−
(
x−
(
p− η
µ
))
−K+(x+(p)) < 0
by (H5) and (p− η)/µ > p. Moreover, since η = (1− µ)p∗ and ϕ
+(p∗) = ϕ
−(p∗),
G(p∗) = µϕ
−
(
p∗ − η
µ
)
− ϕ+(p∗) = µϕ
−(p∗)− ϕ
+(p∗) = (µ− 1)ϕ
+(p∗).
Combining with ϕ+(p∗) = g
+(x+∗ )/f
+(x+∗ ) and 0 < µ < 1, we further have G(p∗) ≤ 0 if x
+
∗ ≥ xe
and G(p∗) > 0 if 0 < x
+
∗ < xe by (H1) and (H2). In the first case, G(p) < 0 and then
h(p, y)−H(p, y) =
G(p)
p− y
< 0
for p∗ < p < pA and p − y > 0, implying that yPA(p) − y˜CM (p) < 0 for p∗ < p < pA
by a same analysis with the last paragraph. In the second case, G(p) has at most one zero
point in p∗ < p < pA. When G(p) has no zero points, G(p) > 0 for p∗ < p < pA, so that
h(p, y) − H(p, y) > 0 due to p − y > 0. By the theory of differential inequalities, it directly
follows from yPA(p∗) < y˜CM (p∗) that yPA(p)− y˜CM(p) < 0 for p∗ < p < pA. When G(p) has a
zero point, denoted by q, we get h(p, y) −H(p, y) > 0 for p∗ < p < q and h(p, y) −H(p, y) < 0
for q < p < pA. Thus yPA(p)− y˜CM (p) < 0 for p∗ < p ≤ q and, by a same analysis with the last
paragraph yPA(p)− y˜CM(p) < 0 for q < p < pA. In conclusion, the first inequality of (2.13) also
holds under (H5).
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Step 2. We prove the uniqueness of crossing periodic orbits.
Assume that system (1.4) has two adjacent crossing periodic orbits Γ1 and Γ2. By Theo-
rem 1.1, both Γ1 and Γ2 surround O and E. Moreover, it follows from Step 1 and [10, Theorem
2.1] that both Γ1 and Γ2 are stable and hyperbolic crossing limit cycles. Let A be the open
region surrounded by Γ1 and Γ2. Consider the α-limit set L of the orbit of (1.4) with some
initial value (x0, y0) ∈ A having Γ1 as the ω-limit set. Similar to the smooth case [11], by the
Poincare´-Bendixson Theorem in nonsmooth dynamical systems (see [2]) and the special struc-
ture of (1.4), L must consist of an equilibrium (x¯, p(x¯)) ∈ A and an unstable homoclinic orbit
to (x¯, p(x¯)) which cuts the switching line x-axis. On the other hand, since (H1) holds and all
crossing periodic orbits surround E, we get x¯ < 0, i.e., (x¯, p(x¯)) is an equilibrium of the left
system. Thus, from (H2) we have div(F−(x) − y, g−(x))|x=x¯ = f
−(x¯) < 0. This contradicts
that L is unstable by [8, Theorem 1], which not only holds for hyperbolic saddles, in fact, but
also holds for semi-hyperbolic ones. That is, L cannot be α-limit set of the orbit of (1.4) with
the initial value (x0, y0). Finally, we conclude that (1.4) has at most one crossing periodic orbit.
Combining with Steps 1 and 2, we complete the proof, that is, system (1.4) has at most one
crossing periodic orbit, which is a stable and hyperbolic crossing limit cycle if it exists.
Proof of Theorem 1.3. As in the proof of Theorem 1.1, by the change p = p(x) we can
transform the right and left systems of (1.4) into the systems in (2.1) and then get differential
equations in (2.2) for p > 0. The differential equations in (2.2) can be continuously extended
to p = 0 by defining ϕ±(0) = η± due to (1.9). Additionally, from (1.11) we have η+ = η− and
ϕ+(p) ≡ ϕ−(p) for all p ≥ 0, implying that the two equations in (2.2) coincide for p ≥ 0. Hence,
any orbit of the first differential equations in (2.2) going from a point in the negative y-axis to
a point in the positive y-axis corresponds with a crossing periodic orbit of (1.4). Conversely,
the existence of crossing periodic orbits of (1.4) ensures that the first differential equations in
(2.2) have an orbit going from a point in the negative y-axis to a point in the positive y-axis.
Consequently, if (1.4) has a crossing periodic orbit Γ, then all orbits in the neighborhood of Γ
are crossing periodic orbits by the continuous dependence of solutions on initial values, i.e., the
proof is completed.
3 Application to discontinuous piecewise linear systems
In this section we apply Theorems 1.1, 1.2 and 1.3 to study the number of crossing limit cycles
for discontinuous system (1.12). In particular, the proof of Theorem 1.4 will be presented.
According to [17], system (1.12) has no crossing limit cycles for a+12a
−
12 ≤ 0 because the
x-component of both vector fields has same sign on crossing sets. For a+12a
−
12 > 0, it is proved
in [17, Proposition 3.1] that (1.12) is C0-homeomorphic to the Lie´nard canonical form
(
x˙
y˙
)
=

(
tR −1
dR 0
)(
x
y
)
−
(
−b
aR
)
if x > 0,(
tL −1
dL 0
)(
x
y
)
−
(
0
aL
)
if x < 0,
(3.1)
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where t{R,L} and d{R,L} are the traces and determinants of A
±,
b =
a−12
a+12
b+1 − b
−
1 , aL = a
−
12b
−
2 −a
−
22b
−
1 , aR =
a−12
a+12
(a+12b
+
2 −a
+
22b
+
1 ).
Although (1.12) and (3.1) are not Σ-equivalent, there exists a topological equivalence for all
their orbits without sliding segments as indicated in [17]. This means that crossing limit cycles
of (1.12) are transformed into crossing limit cycles of (3.1) in a homeomorphic way. Therefore,
in order to study the existence, uniqueness and number of crossing limit cycles of (1.12), we only
need to consider (3.1).
Theorem 3.1. Assume that system (3.1) satisfies
b = 0, tL < 0, tR > 0, dL > 0, dR > 0. (3.2)
(i) If aR/tR > aL/tL, then a necessary condition for the existence of crossing periodic orbits is
dR/t
2
R > dL/t
2
L. In addition, if there exists a crossing periodic orbit, then it is unique and
stable.
(ii) If aR/tR < aL/tL, then a necessary condition for the existence of crossing periodic orbits
is dR/t
2
R < dL/t
2
L. In addition, if there exists a crossing periodic orbit, then it is unique
and unstable.
(iii) If aR/tR = aL/tL, then a necessary condition for the existence of crossing periodic orbits
is dR/t
2
R = dL/t
2
L. In addition, if there exists a crossing periodic orbit, then there exists a
periodic annulus including this crossing periodic orbit.
Proof. Since b = 0, system (3.1) is exactly the nonsmooth Lie´nard system (1.4) satisfying
F+(x) = tRx, f
+(x) = tR, g
+(x) = dRx− aR,
F−(x) = tLx, f
−(x) = tL, g
−(x) = dLx− aL.
(3.3)
Clearly, it follows from (3.3) and dR > 0 in (3.2) that (H1) holds by choosing xe := 0 if aR ≤ 0
and xe := aR/dR if aR > 0. Moreover, (H2) holds because of (3.3) and tR > 0 > tL in (3.2). By
the definitions of x+(p) and x−(p) given below (H2), we get x+(p) = p/tR and x
−(p) = p/tL.
Moreover, for system (3.1) the equations (1.10) become
tLx
− = tRx
+,
dLx
− − aL
tL
=
dRx
+ − aR
tR
. (3.4)
If aR/tR > aL/tL, then
lim
p→0+
g+(x+(p))
f+(x+(p))
= −
aR
tR
< −
aL
tL
= lim
p→0+
g−(x−(p))
f−(x−(p))
,
i.e., (H3) holds. Thus, by Theorem 1.1 a necessary condition for the existence of crossing
periodic orbits is that the equations (3.4) have solutions with x− < 0 < x+, which is equivalent
14
to dR/t
2
R > dL/t
2
L because aR/tR > aL/tL and tR > 0. On the other hand, if (3.1) has a crossing
periodic orbit, then
K−(x−(p2)) =
dL
t2L
<
dR
t2R
= K+(x+(p1))
for all p1, p2 satisfying p2 > p1 > 0, i.e., (H5) holds, where K
±(x±(p)) are defined in (H5). By
Theorem 1.2, (3.1) has a unique crossing periodic orbit, which is stable. Thus conclusion (i) is
proved.
If aR/tR < aL/tL, applying the changes (t, x, y)→ (−t,−x, y) and
(tL, dL, aL, tR, dR, aR)→ (−tR, dR,−aR,−tL, dL,−aL) (3.5)
to (3.1) we observe that the form of (3.1) is invariant. Thus conclusion (ii) is directly obtained
from conclusion (i).
If aR/tR = aL/tL, then
lim
p→0+
g+(x+(p))
f+(x+(p))
= −
aR
tR
= −
aL
tL
= lim
p→0+
g−(x−(p))
f−(x−(p))
.
Define
Λ(p) :=
g+(x+(p))
f+(x+(p))
−
g−(x−(p))
f−(x−(p))
for p > 0. For system (3.1), we get
Λ(p) =
(
dR
t2R
p−
aR
tR
)
−
(
dL
t2L
p−
aL
tL
)
=
(
dR
t2R
−
dL
t2L
)
p.
When dR/t
2
R < dL/t
2
L, we have Λ(p) < 0 for p > 0, i.e., (H3) holds. Moreover, (0, 0) is the unique
solution of equations (3.4). Hence, (3.1) has no crossing periodic orbits by Theorem 1.1. When
dR/t
2
R > dL/t
2
L, by the changes (t, x, y) → (−t,−x, y) and (3.5), the nonexistence of crossing
periodic orbits is directly obtained from the case of dR/t
2
R < dL/t
2
L. Thus, dR/t
2
R = dL/t
2
L is a
necessary condition for the existence of crossing periodic orbits. Then, if there exists a crossing
periodic orbit, we have Λ(p) ≡ 0 for all p > 0, i.e., condition (1.11) of Theorem 1.3 is satisfied.
Therefore, there exists a periodic annulus including this crossing periodic orbit by Theorem 1.3.
Conclusion (iii) is proved.
We remark that a similar result to Theorem 3.1 is given in [28, Theorem 4] for system (3.1)
satisfying (3.2) and aL > 0 > aR, which is not required in our Theorem 3.1. So Theorem 3.1
generalizes [28, Theorem 4] and this generalization is crucial for us to prove Theorem 1.4. We
will see this in the proof of Theorem 1.4 later.
Lemma 3.1. Assume that b = 0, dLdR 6= 0 in system (3.1). Then there exist no crossing limit
cycles if tLtR ≥ 0.
Proof. If tLtR ≥ 0 and tL + tR 6= 0, the result of no crossing limit cycles is obtained directly
from [17, Proposition 3.7]. If tLtR ≥ 0 and tL + tR = 0, i.e., tL = tR = 0, the equilibrium of the
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left (resp. right) system of (3.1) is either a center when dL > 0 (resp. dR > 0) or a weak saddle
(the sum of two eigenvalues is zero) when dL < 0 (resp. dR < 0). By [27, Theorems 2 and 4],
system (3.1) has no crossing limit cycles.
In the end of this paper we give a proof of Theorem 1.4.
Proof of Theorem 1.4. As indicated in the second paragraph of this section, we can equiv-
alently consider system (3.1) to investigate the existence, uniqueness and number of crossing
limit cycles of discontinuous system (1.12). Furthermore, it is easy to verify that (1.12) has no
sliding sets if and only if (3.1) has no ones and that (1.12) is nondegenerate if and only if (3.1)
is nondegenerate. Therefore, we only need to consider nondegenerate (3.1) without sliding sets.
By the nonexistence of sliding sets and nondegeneracy, (3.1) satisfies b = 0 and dRdL 6= 0.
Totally there are 7 cases
(C1) aL = aR = 0, (C2) aL > 0 ≥ aR,
(C3) aL < 0 ≤ aR, (C4) aL > 0, aR > 0
and
(C5) aL = 0, aR < 0, (C6) aL = 0, aR > 0, (C7) aL < 0, aR < 0.
By the change
(x, y, t, tL, dL, aL, tR, dR, aR)→ (−x,−y, t, tR, dR,−aR, tL, dL,−aL),
(C5), (C6) and (C7) are transformed into (C2), (C3) and (C4), respectively. Thus, we only need
to consider (C1), · · ·, (C4).
Assume that (3.1) satisfies (C1). Then (3.1) is continuous, where the definition of continuity
is given below (1.4). It is proved in [19, Corollary 3] that continuous (1.12) has at most one
crossing limit cycle, so does (3.1).
Assume that (3.1) satisfies (C2). When aR = 0 and t
2
R − 4dR ≥ 0, the equilibrium of the
right system lies in the switching line y-axis and it is neither focus nor center, implying that
(3.1) cannot have crossing limit cycles. When either aR = 0, t
2
R − 4dR < 0 or aL > 0 > aR, the
origin O is a Σ-monodromic singularity (see [29]), i.e., all orbits in a small neighborhood of O
turn around O. Thus (3.1) also has at most one crossing limit cycle by [29, Theorem 1.1].
Assume that (3.1) satisfies (C3). When dL < 0 or dR < 0, at least one of equilibria of the left
and right systems is a saddle. Moreover, this saddle lies in x > 0 if it is of the left system and
x ≤ 0 if it is of the right one, so that (3.1) has no crossing limit cycles. When dR > 0, dL > 0
and tLtR ≥ 0, (3.1) also has no crossing limit cycles by Lemma 3.1. When dR > 0, dL > 0 and
tL < 0 < tR, (3.1) satisfies condition (3.2) in Theorem 3.1. Thus (3.1) has at most one crossing
limit cycle by Theorem 3.1. When dR > 0, dL > 0 and tR < 0 < tL, by the change
(x, y, t, tL, dL, aL, tR, dR, aR)→ (x,−y,−t,−tL, dL, aL,−tR, dR, aR)
we obtain the uniqueness of crossing limit cycles from the case dR > 0, dL > 0, tL < 0 < tR.
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Assume that (3.1) satisfies (C4). Applying the change
(t, x, y)→
{
(t/aR, x/aR, y) for x > 0,
(t/aL, x/aL, y) for x ≤ 0
(3.6)
to (3.1), we obtain
(
x˙
y˙
)
=

(
tR/aR −1
dR/a
2
R 0
)(
x
y
)
−
(
0
1
)
if x > 0,(
tL/aL −1
dL/a
2
L 0
)(
x
y
)
−
(
0
1
)
if x < 0.
(3.7)
Observing that (3.7) is continuous, we know that (3.7) has at most one crossing limit cycle
by [19, Corollary 3] again. Finally, we conclude that (3.1) has at most one crossing limit cycle
because (3.6) is a homeomorphism.
In conclusion, nondegenerate and discontinuous (1.12) without sliding sets has at most one
crossing limit cycle. Next, we show the reachability of this number and the location of crossing
limit cycles by considering the following nondegenerate and discontinuous system as an example,
(
x˙
y˙
)
=

(
2 −1
2 0
)(
x
y
)
−
(
0
2
)
if x > 0,(
−4 −1
5 0
)(
x
y
)
−
(
0
5χ
)
if x < 0,
(3.8)
where χ ∈ {ǫ, 0, 1} and −1≪ ǫ < 0.
For the right system, its equilibrium E1 := (1, 2) is an unstable focus of (3.8) and O is a
visible tangency point, i.e., the orbit of the right system passing through O is tangent to x = 0
at O from the right side. Then the forward orbit of the right system starting from (0, y0) with
y0 ≤ 0 evolves in the right half plane until it reaches again y-axis at a point (0, y1) with y1 > 0
after a finite time t+ > 0. Hence we define the right Poincare´ map PR(y0) := y1. As completed
in [15,17], the parametric representation of PR is given by
y0(t
+) =
e−t
+
− cos t+
sin t+
+ 1, y1(t
+) = −
et
+
− cos t+
sin t+
+ 1
for t+ ∈ (π, tˆ+] and
PR(0) = −2e
tˆ+ sin tˆ+ > 0, lim
y0→−∞
P ′R(y0) = −e
pi, (3.9)
where tˆ+ ∈ (π, 2π) satisfies y0(tˆ
+) = 0, i.e., the time for the orbit passing from (0, 0) to (0, PR(0))
in the right half plane.
For the left system, its equilibrium E2 := (χ,−4χ) is a stable focus. Moreover, O is a
boundary equilibrium if χ = 0 and an invisible (resp. a visible) tangency point if χ = 1 (resp.
ǫ), i.e., the orbit of the left system passing through O is tangent to x = 0 at O from right (resp.
left) side. Then there exists zˆ0 ≥ 0 such that the forward orbit of the left system starting from
(0, z0) with z0 ≥ zˆ0 evolves in the left half plane and reaches again y-axis at a point of form
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(0, z1) with z1 ≤ 0 after a finite time t
− ≥ 0. Choosing zˆ0 as the minimum one, we define the
left Poincare´ map PL(z0) := z1. From [15,17] again, the expression of PL is given by
z0(t
−) = χ
(
e2t
−
− cos t− − 2 sin t−
sin t−
)
, z1(t
−) = −χ
(
e−2t
−
− cos t− + 2 sin t−
sin t−
)
if χ = ǫ, 1 and
PL(z0) = −e
−2piz0
if χ = 0, where t− ∈ (π, tˆ−] (resp. [0, π)) for χ = ǫ (resp. 1) and tˆ− ∈ (π, 2π) satisfies z1(tˆ
−) = 0.
In addition, we have
zˆ0 =
{
0 if χ 6= ǫ,
5ǫe2tˆ
−
sin tˆ− if χ = ǫ,
lim
z0→+∞
P ′L(z0) = −e
−2pi. (3.10)
Let P (y0) := PL(PR(y0)). From the first equality of (3.9) and (3.10), we have zˆ0 < PR(0)
for any χ and −1 ≪ ǫ < 0. Thus P (y0) is well defined for y0 ≤ 0 and P (0) < 0 due to
PR(0) > 0, PL(zˆ0) = z1(tˆ
−) = 0. On the other hand, from the second equality of (3.9) and
(3.10) we have
lim
y0→−∞
P ′(y0) = lim
y0→−∞
P ′L(PR(y0)) · P
′
R(y0) = e
−pi < 1,
implying that P (y0) > y0 for y0 closed to −∞. Therefore, P (y0) has a fixed point in y0 < 0 for
any χ, i.e., system (3.8) has a crossing periodic orbit. Since (3.8) has no sliding sets, then this
crossing periodic orbit is a crossing limit cycle by the first part of this proof, i.e., the reachability
is proved.
Notice that for system (3.8), E2 is a boundary equilibrium if χ = 0 and a regular equilibrium
if χ = ǫ, but it is not an equilibrium if χ = 1. Moreover, O is a regular point if χ = 1, a
boundary equilibrium if χ = 0 and a pseudo-equilibrium if χ = ǫ. Thus system (3.8) exactly
has one equilibrium E1 if χ = 1, two equilibria O(E2) and E1 if χ = 0, and three equilibria
E1, O and E2 if χ = ǫ, which eventually imply that the number of equilibria surrounded by this
crossing limit cycle is exactly 1 (resp. 2, 3) if χ = 1 (resp. 0, ǫ). The proof is completed.
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