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Abstract 
Nowadays, following the success of deep learning in Computer Vision field, 
many researches are underway to produce state-of-the-art technologies that can 
predict 3D human poses given raw image pixels. These end-to-end systems create 
possibilities for future studies such as human pose or gait recognition, and their 
practical values in industry are beyond imagination.  
This thesis proposes an end-to-end system that predicts human joint locations in 
3D space using only the raw image pixels as inputs. While the most state-of-the-
art method believes that lifting joint locations from camera space to 3D space can 
be done in a simple and effective way only using 2D joint locations as inputs [16], 
our proposed system is even more effective and accurate with the help of part 
affinity fields. 
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1. INTRODUCTION 
1.1 BACKROUND 
3D human pose estimation is a task of predicting three dimensional human keypoint 
locations from its two-dimensional figure, which is usually an image, or video. 
Human beings can perceive spatial arrangements from two dimensional depictions 
of humans. This ability, however, is quite challenging for computers. Luckily, this 
challenge has become more and more possible to be solved with recent 
developments in human recognition technologies, and estimating 3D human pose 
given the raw image pixels has become a topic that received strong attention from 
Computer Vision community. It is deeply believed that tackling 3D human pose 
problem is meaningful for many applications such as Human-Computer 
Interactions (HCI), 3D gaming, Virtual Reality, and sport performance analysis. In 
any of those applications, computers must operate closely with users, and in some 
scenarios, such as 3D gaming, computers must always analyse human body poses 
during the interaction period.  
Early endeavours to explore this field have ended up with quite a few successful 
prototypes. For example, in gaming field, Microsoft Kinect has been one of the 
most successful ones. The Kinect toolkit analyses human pose in real-time and 
integrates full-body controls to games. These early achievements mainly used 
methods like depth imaging, human silhouette detection, feature detection like 
SIFT or edge direction histograms, which showed that human pose algorithm can 
be invariant to many factors such as different backgrounds, lighting conditions, 
human body size and clothing styles and colors. However, these methods also face 
several challenges. Human pose estimation using depth camera (such as Microsoft 
Kinect sensor) are very inaccurate on the objects that are beyond 10 meters away 
from the camera, since RGB-D camera can barely catch anything precisely if the 
objects are that far. Also, edge detection or interest points methods are sensitive to 
edginess and sudden color changes during feature engineering process and thus 
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have poor accuracy on complex scenes (such as complex clothing textures or 
background scenes).  
 
             
Fig. 1. (a) Human silhouette detection using RGB-D camera is inaccurate at long 
distances (b) edge detection methods are hard to separate the cameraman from the 
objects nearby (c) human detection using image segmentation is hard to separate 
out the man from complex backgrounds 
There are many early methods to approach human pose detection. Image 
segmentation has been widely used in many different fields and are quite successful 
[1][2][3], but when it comes to human segmentation, it’s efficiency is challenged 
due to complex environments.  There are also depth image approaches [4][5] which 
are quite successful but suffer from real-life constraints (RGB-D cameras are 
expensive). Figure 1 shows some possible challenges with these early methods. It 
was not until recently that deep learning approaches started to outperform on 2d 
pose estimation datasets. Nowadays researchers have started to explore end-to-end 
deep architectures that are capable of inferring 3D keypoint locations from raw 
image pixels [6][7]. While there are some methods that achieve this using synthetic 
data to train the system [8][9], this thesis uses an existing 2D pose estimation 
systems from [10] to produce 2D joint locations and part affinity fields (PAF), and 
then aims to estimate 3D pose as a separate training stage. 
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2. LITERATURE REVIEW 
This review focuses on surveying previous works on 2D human joint detection and 
3D pose estimation.    
Previous works that focused on human joints on individuals like [11][12][13], 
majorly employed a top-down strategy which directly uses person detectors and 
estimates the pose individually for each detected person. Unlike many of the other 
bottom-up approaches like [14][15], these top-down methods depend heavily on 
the reliability of person detectors: if detectors fail to locate some people in hard 
scenarios, it’s impossible to estimate their poses. However, bottom-up approaches 
which commonly labelled all body parts globally and then tried to associate them 
to individuals, suffer heavily from running time issues, and sometimes even take 
minutes to process one image. Fortunately, a recent work [10] presents an efficient 
method with the most state-of-the-art accuracy on human 2D pose estimation 
benchmarks, which uses bottom-up approach to detect body parts via part affinity 
fields (PAF). PAF in practice is a set of vector fields that represent the orientation 
of limbs, it’s calculated by subtracting a body part’s location from another body 
part’s location, assuming both joints belong to a limb. The thesis uses this 
technology to predict 2D joint locations, with proper modifications to produce 3D 
PAF (in the original work PAF is only a 2D vector field). 
Meanwhile, several previous works [6][7] have explored to infer 3D pose directly 
from raw image pixels, while others [8][9] tried to decouple 3D pose problems into 
2D joint estimation and use the detected 2D joint locations as the inputs. The benefit 
of the latter is that it depends on the already well studied 2D pose estimation 
architectures which are proved to be invariant to other factors such as noise, 
background scenes, light conditions and so on. Not long ago, [16] has shown that a 
very simple linear network can solve 3D space task with incredibly low error rate, 
with just 2D joint locations as inputs. This means that understanding spatial 
arrangements for computers with depth ambiguity is easier than expected, provided 
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that 2D pose estimation brings as little error as possible. However, this approach 
gives up all the global contextual cues from human body in the image, and keeps 
only the 2D joint locations as inputs, and it also suffers from early commitment: if 
the body part detectors perform badly, 3D pose estimator will have bad accuracy. 
In this thesis, we will use PAF to help estimate 3D human pose. PAF encodes 
important contextual cues of human limbs and provides a sense of direction in 3D 
space to 3D pose estimation stage.  
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3. THE PROPOSED METHOD 
3.1 PROBLEM DEFINITION 
The system was trained and tested on Human 3.6M dataset, which is the largest 3D 
pose estimation benchmark available. The dataset contains 3.6 million single-
person images and are divided into 7 subsets ( 𝑆1, 𝑆2, 𝑆3, … , 𝑆7 ). Each subset 
contains human poses in the following scenarios, as shown in figure 2. The dataset 
is based on poses made by 11 professional actors, and Figure 2 only includes one 
of them.  
 
             
             
Fig. 2. Human poses in each subset (a) – (o) directions, Discussion, eating, 
greeting, phoning, posing, purchases, sitting, sitting down, smoking, taking photo, 
waiting, walk together, walking, and walking dog 
𝑆1, … , 𝑆5 are used as training sets, and 𝑆6 and 𝑆7 are used as validation sets.  
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In our proposed system, we break 3D pose estimation problems into two parts. The 
first part is to produce joint confidence maps and part affinity fields (PAF), and the 
second part will estimate joints in 3D space by utilizing the outputs from part one. 
The dataset provides each subset its corresponding label 𝐿𝑖, which is a 3D point 
location of 32 selected human keypoints in the dataset. The label needs to be further 
processed in our system. We select 17 of those keypoints as the targeted joints to 
train and used the camera parameters corresponding to each pose to project its 3D 
joint locations to camera space. The camera space joint locations will be used as 
label 𝐿𝑖
1 for 2D joint detection. We also define 16 pairs of joints as human limbs, 
and from 𝐿𝑖 , we use point subtraction to get 16 3D limb vectors as label 𝐿𝑖
2  to 
produce PAF. Both 𝐿𝑖
1 and 𝐿𝑖
2 are used as labels to train the system in the first part. 
After this 2D joint detection stage is over, we use 𝐿𝑖 as the label for the next stage 
training: 3D pose estimation. 
 
3.2 DATA PREPROCESSING 
Human 3.6M provides the 3D joint locations in world coordinates and camera 
parameters for each image, and we can project all 3D points to camera space. To 
prepare the groundtruth value for the network,  we still have to preprocess them 
further. 
Each human keypoint has a 2D joint confidence map J associated with it. The 
confidence map has the same size as the original image with each pixel having a 
floating-point value from 0 to 1. This value represents a possibility that a joint 
occurs at this pixel location. To prepare the groundtruth value for the system, the 
joint location is labelled with value 1, the surrounding neighbourhood pixels are 
assigned values according to their locations in a Gaussian heatmap with the joint 
location with value 1 as the peak. More formally, the joint location neighbourhood 
for a specific joint i has value defined as below: 
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𝐽𝑖(𝑝) = exp(−
‖𝑝−𝑞𝑖‖2
2
𝜎2
)                          (1) 
Where p is the pixel location at the confidence map, 𝑞𝑖 is the joint location for joint 
i, and 𝜎 is a user-defined parameter to control the spread of the region of interests 
of a joint. Figure 3 below shows a color-coded Gaussian heatmap of human left 
elbow. Yellow means high confidence of joint location, and blue means low 
confidence. 
 
Fig. 3. Color-coded heatmap 
Each human limb also has a vector field V, which we refer to as PAF in our system, 
that preserves the orientation information of that specific limb. PAF is a three-
dimensional vector field and each dimension has the same size as the original 
image. For each pixel location belonging to an area covered by a human limb, 
there’s a normalized 3D vector that encodes the direction from one end of the limb 
to the other end by saving the x, y, z components of this limb vector to the three-
dimensional matrix. More formally, we define a unit vector v in the direction of 
limb connecting joints i and j: 
𝒗 =  
𝑄𝑖− 𝑄𝑗
‖𝑄𝑖− 𝑄𝑗‖2
                                        (2) 
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Where 𝑄𝑖 and 𝑄𝑗 are the two joint locations in 3D space. 
We then define the groundtruth PAF 𝑉𝑖𝑗 for limb ij: 
𝑉𝑖𝑗(𝑝) =  𝒗,  for 𝑝 in area covered by limb              (3) 
For visualization purposes, the pixels in the area shaded in light blue should be 
considered as parts of the limb. 
 
Fig. 3. an example limb with its limb area and limb vector 
 
3.3 NETWORK DESIGN IN PART ONE 
                   
(a)                                       (b)                              (c) 
Fig. 4. General pipeline of our method (a) input image (b) joint confidence map of 
human left elbow (c) part affinity field of human left arm 
𝑞𝑗  
𝑤 
𝑞𝑖  
𝒗 
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As is illustrated in Figure 4, the system takes an image of size 𝑤 ×  ℎ and goes 
through the first network to produce a 2D confidence map J for each keypoint and 
a 3D vector field V for each limb. For each input image, the system will produce 
joint confidence map 𝐽1, 𝐽2, … , 𝐽𝑁 for N joints (shown in Figure 4 (b)), where 𝐽𝑛  ∈
 ℝ𝑤 × ℎ, for n ∈ {1 … N}, and 3D vector fields 𝑉1, 𝑉2, … , 𝑉𝑀 for M limbs (shown in 
Figure 4 (c)), where 𝑉𝑚  ∈  ℝ
𝑤 × ℎ × 3,  for m ∈ {1 … M}. Each image location has 
its degree of association with body parts encoded in 𝑉𝑚 as a 3D vector, and the x, 
y, and z components of 𝑉𝑚 are saved in three matrices of size 𝑤 ×  ℎ.  
A very detailed picture of our CNN architecture visualized with the help of 
Netscope Caffe Visualizer [17] is presented in Figure 5. Our network is a two-
branched multi-staged CNN. It’s multi-staged because we use an iterative 
prediction system following the architecture proposed by Wei et al. [18]. The input 
image first goes through the first 10 layers of VGG-19 [19] as an initial feature 
engineering process. The generated feature map M is then used as input to the first 
stage, which produces the first set of joint confidence maps 𝐽1
1, 𝐽2
1, … , 𝐽𝑁
1  for N 
predefined joints and the first set of PAFs 𝑉1
1, 𝑉2
1, … , 𝑉𝑀
1  for M predefined limbs. 
It’s two-branched because the first branch is used to predict human keypoints and 
the second branch is used to produce PAFs. 
The CNN structure starting from the next stage are all the same for each stage. The 
network takes the feature map M, joint confidence maps ∑ 𝐽𝑖
𝑡𝑁
𝑖 , and PAFs 
∑ 𝑉𝑖
𝑡𝑀
𝑖  from stage t (input concatenation labelled as concat_stage in orange in 
Figure 4.) and produces new joint confidence maps and PAFs simultaneously, 
which will be one part of the next stage’s inputs.  
The reason for having this iterative nature in this CNN structure is that CNN on 
each stage provides a more abstract feature map based on its input and refines the 
final predictions over each successive stage. Although the loss may eventually 
converge on each stage, the next stage’s input is based on the previous stage’s 
refinement, so multi-staged structure can further reduce the loss on the final stage.  
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Stage 1 
 
 
 
 
 
 
 
Stage t 
(t > 1) 
 
 
Branch 2 Branch 1 
First 10 layers of 
VGG-19 Net 
Branch 1 
Branch 2 
Figure 5. two-branched 
multi-stage CNN structure 
visualization. Stage 1 is an 
initialization stage that 
partially uses VGG-19 net 
to generate a set of features 
based on the input image. 
Then branch 1 produces the 
initial joint confidence maps 
and branch 2 produces part 
affinity field. Stages after 
stage 1 have the same 
structure. It is up to the 
users to define how many 
stages they want. 
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To guide the network, we define two loss functions (labelled as loss_stage in purple 
in Figure 5.) at the end of each stage. The loss functions for both confidence maps 
and PAFs are Euclidean Loss between groundtruth values and predictions. 
The loss function for branch one which produces joint confidence maps ∑ 𝐽𝑖
𝑡𝑁
𝑖  at 
stage t is formally defined here: 
ℓ(𝐽𝑡) = ∑ ∑ 𝑝 ‖𝐽𝑖
𝑡(𝑝)̂  −  𝐽𝑖
𝑡(𝑝)‖
2
2
𝑁
𝑖            (4) 
where 𝐽𝑖
𝑡(𝑝)̂ is the predicted set of joint confidence maps at stage t, and 𝐽𝑖
𝑡(𝑝) is the 
groundtruth value at stage t. The loss function sums over all pixel locations p at the 
confidence maps, and the total loss is the sum of all confidence maps for all the N 
joints.  
The loss function for branch one which produces joint confidence maps ∑ 𝐽𝑖
𝑡𝑁
𝑖  at 
stage t is formally define here: 
ℓ(𝑉𝑡) = ∑ ∑ 𝑝 ‖𝑉𝑖
𝑡(𝑝)̂  −  𝑉𝑖
𝑡(𝑝)‖
2
2
𝑀
𝑖            (5) 
where 𝑉𝑖
𝑡(𝑝)̂ is the predicted set of joint confidence maps at stage t, and 𝑉𝑖
𝑡(𝑝) is 
the groundtruth value at stage t. The loss function should sum all the PAFs for all 
M limbs.  
The objective at each stage is to minimize the total loss ℓ(𝐽𝑡) +  ℓ(𝑉𝑡) at each 
stage. 
 
3.4 JOINT DETECTION 
Given a set of joint confidence maps, how can we localize each joint? In other 
words, in a joint confidence map, where each pixel represents the belief of the 
presence of a certain joint, how to localize the joint as close to the groundtruth as 
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possible? The basic assumption is that any joint must be a peak (in practice a peak 
can be found by non-maximum suppression), since the groundtruth joint location 
was made as the peak of joint Gaussian heatmap. We first find all the peaks in a 
joint heatmap. To recognize the best peak among all the candidates, a naïve method 
people prone to do is just to keep the joint that has the highest confidence in the 
joint confidence map and discard all 
other joint candidates, but in practice 
the true joint might not always be the 
one that has the highest confidence. 
Consider an example shown in the 
figure on the left, which is a joint 
confidence map superimposed on the 
original image. It shows four strong 
joint candidates. However, the true 
joint on the top right is not the one 
with the highest confidence, other joint candidates no matter how large the 
confidence is, are false positives.   
Fortunately, part affinity field has come to help. Multiple joint candidates introduce 
a large set of possible limbs. We connect the two possible joints for each limb and 
score the limb candidates by measuring the line integral over the limbs’ 
corresponding PAFs. More formally, between the pixel locations 𝑞1  and 𝑞2  for 
predicted joints 𝐽1 and 𝐽2 on the three-dimensional part affinity field matrix, we 
sample X uniformly-spaced values and each sampled value is a 3D limb vector. We 
now only use the x, y components of these values as 2D vectors to project onto the 
2D unit vector from 𝑞1 to 𝑞2. The resulted projection for all the X sampled vectors 
will be added together as a score for this limb candidate. The equation for limb 
score is thus simply an integral: 
   𝑆𝑖𝑗 = ∑ 𝑉𝑖𝑗, 𝑝𝑢(𝑥, 𝑦)
𝑿
𝑢=0 ∙
𝑄𝑖− 𝑄𝑗
‖𝑄𝑖− 𝑄𝑗‖2
                     (6)    
true joint 
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where 𝑉𝑖𝑗, 𝑝𝑢 is the PAF for limb 𝑖𝑗 on the 𝑢th pixel location, and 𝑄𝑖 is the pixel 
location at joint 𝑖.  
Human body pose construction can be seen as a tree in which we use all the nodes 
to represent joints and all edges to represent limbs. Each edge is associated with its 
limb score. Since we only consider single person scenarios in our proposed system, 
there are two extra constraints to consider. First, although each node might have 
many candidate nodes, the tree has exactly N nodes to represent N joints. Second, 
once a candidate node is selected to represent an internal node for an edge, it must 
also be used in adjacent edges, as shown in Figure 6.  
 
 
    
 
 
 
 
Fig. 6. Circles shaded in three colors represent three sets of joint candidates, and 
only one candidate is chosen from each set as part of the global solution.  
Once a node is chosen as an internal node in a tree, like the left red node in the 
graph, it must be the sole representative of its set. Its adjacent set will also select a 
representative to connect to it. The best solution should include N-1 edges that 
together make the global limb scores the largest. 
This detection algorithm might seem very slow since we must try all the 
combinations of joint candidate and select the one that produces the largest global 
limb score. If each joint has u candidates, the runtime for this algorithm is O(𝑢𝑁). 
 
 
limb candidates 
selected limb 
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N is constant, so the runtime is polynomial. This performance is actually as efficient 
as some other state-of-art approaches [10][20]. 
When all the joints are successfully detected, we can then select the corresponding 
limbs. This will help to prepare limb vector fields on the next stage. 
 
3.5 DATA PREPARATION FOR PART TWO 
In joint detection, each joint candidate set selects only one best representative that 
makes the global solution optimal. The output data after joint detection is a 2D joint 
location matrix, the size of it is N by 2. To prepare the input data for part two, we 
flatten this matrix into a 1D array and concatenate it with PAFs. 
To prepare PAF matrix, we use the same X sampled 3D vectors for each limb, and 
only select the sample values whose 2D vectors are on the same direction as the 
unit limb vector. The mean of x, y, z components of the selected sample values will 
be the final 3D limb vector. We get the limb vectors for all N – 1 limbs and flatten 
this matrix into a 1D array of size 3N – 3 to concatenate with joint location array. 
This final 1D joint location and limb vector array will be the input for stage two 
network. 
 
3.6 NETWORK DESIGN IN PART TWO 
The proposed system greatly benefits from many of the recent researches on 
learning-based 2D to 3D joint prediction. For example, [10] presents a deep 
convolutional neural network approach using stacked hourglass architecture [21], 
and other works prefer to use raw images as inputs. A common belief the authors 
of these approaches hold is that using 2D detections to predict 3D points is a 
difficult task because 2D detections provide less information than raw images or 
2D joint probability distribution. However, thanks to Martinez et al. [16], they 
showed a very simple but effective baseline that surprisingly achieved good scores 
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on Human3.6M benchmark using only 2D point locations. In our system, the 
network is based on the architecture proposed in [16], but instead of only using 2D 
detections, we use 3D part affinity fields, which keeps the global contextual cues.   
The architecture in part two is simpler than part one, mostly because part two is 
dealing with low-dimensional inputs. The input to this network is the joint location 
and limb vector array from section 3.4 joint detection. Our system requires very 
small input size for each human pose, so we use linear layers, and we can even store 
the entire dataset in the GPU which dramatically reduces the training time.  
We also use one linear layer to preprocess the input and another one before the 
output, to make sure they all have the right sizes. An illustration of our linear layer 
is given in equation 7 and figure 7: 
(𝑤1, 𝑤2, … , 𝑤𝑛) {
𝑥1
𝑥1…
𝑥𝑛
} + b                         (7) 
 
 
 
 
 
 
 
Fig. 7. {𝑥1, 𝑥2, … , 𝑥𝑛} represents the input layer; {𝑤1, 𝑤2, … , 𝑤𝑛} corresponds to 
weights in linear neural network; b is an extra value to add to the system 
 
𝑥1 
𝑥2 
𝑥𝑛 
𝓛 
b 
𝑤1 
 𝑤2 
 𝑤𝑛 
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In our system, depending on the number of frames (F) in the dataset, the input is a 
matrix of size F by 5N – 5. The first linear layer sets the input dimension to 5N – 5 
by m, where m is a parameter to be fine-tuned. Another linear layer before the 
output will make sure the size of the output is F by 3N – 3.  
Our network mainly includes a bilinear layer, after each linear layer we perform 
batch normalization [22], RELU [23], dropout [24], as well as residual connections. 
The workflow is presented in figure 8.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. The baseline of our approach 
 
I reality, the quality of joint and limb detector might be not ideal due to noisy raw 
images, the small size of training data or other constraints. The noises on the input 
data is likely to cause covariate shift, which decreases the robustness during test-
time. Therefore, we use batch normalization to make data comparable across 
Input 
Linear 
Batch normalization 
RELU 
Dropout 
Linear 
Input 
Batch normalization 
RELU 
Dropout 
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features. We also added residual connections since it’s proved to improve 
performance of the system [25].  
We use dropout to reduce dangers on overfitting. RELU is a common choice to add 
non-linearities to the network. 
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4. EXPERIMENT RESULTS 
4.1 EXPERIMENT DATASET 
The dataset we used for the experiment includes 410,000 single-person pose 
images divided into 9 subsets each covering 15 poses.  310,000 images are from 
subsets (𝑆1, 𝑆2, 𝑆3, … , 𝑆7) used as training set, and the other 100,000 images from 
subsets (𝑆8, 𝑆9) are used as validation sets. We select 17 keypoints among a total 
of 32 keypoints for each person in Human3.6M dataset to prepare groundtruth and 
use original images as inputs to the network.  
 
4.2 PERFORMANCE OF NETWORK IN PART ONE 
To obtain joint locations and limb vectors, we first run the two-branched multi-
stage CNN in part one. As is explained in section 3.3, a multi-staged CNN 
structure has an iterative process that refines the final predictions over each 
successive stage. This is also verified during the training process.  
 
  
(a)                                                             (b) 
Fig. 9. Training loss 
(a) Euclidean loss of keypoints vs number of iterations (in 10,000) 
(b) Euclidean loss of limb vectors vs number of iterations (in 10,000) 
 
As shown in figure 9, both keypoint prediction and limb vector prediction have 
the lowest training loss at stage 6.  
stage 1 
stage 2 
stage 3 
stage 4 
stage 5 
stage 6 
stage 1 
stage 2 
stage 3 
stage 4 
stage 5 
stage 6 
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After the training process is over, we run the joint detection algorithm introduced 
in section 3.4, and the output (shown in figure 10) is remarkably accurate.  
 
   
    
   
    
Fig. 10. 2D human detection (a) – (o) correspond to figure 2 (p) an image from 
validation sets 
 
4.3 PERFORMANCE OF NETWORK IN PART TWO 
We use the results from joint detection in part one and pre-process them 
according to section 3.5. We evaluate the performance of our system by 
comparing it with other state-of-the-art methods. The detailed performance 
comparison is shown in table 1. 
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 Table 1. Classifier’s accuracy comparisons of the manifold dimensions 
(a) 
  
(b) 
(a) and (b) in table 1 show the performance of our system on all the poses. The 
overall performance in all cases has less error than all current state-of-the-art 
methods. 
  
 
other methods Direc
t. 
Discuss Eating Greet Phone Photo Pose Purch. 
Tekin et al. [26] 102.4 147.2 88.8 125.3 118.0 182.7 112.4 129.2 
Zhou et al. [27] 87.4 109.3 87.1 103.2 116.2 143.3 106.9 99.8 
Du et al. [28] 85.1 112.7 104.9 122.1 139.1 135.9 105.9 166.2 
Park et al. [29] 100.3 116.2 90.0 116.5 115.3 149.5 117.6 106.9 
Zhou et al. [30] 91.8 102.4 96.7 98.8 113.4 125.2 90.0 93.8 
Pavlakos et al. [31] 67.4 71.9 66.7 69.1 72.0 77.0 65.0 68.3 
Martinez et al. [16] 51.8 56.2 58.1 59.0 69.5 78.4 55.2 58.1 
Ours 31.47 36.19 32.07 34.26 36.76 46.21 32.87 35.52 
other methods Sit SitD Smoke Wait WalkD Walk WalkT avg 
Tekin et al. [26] 138.9 224.9 118.4 138.8 126.3 55.1 65.8 125.0 
Zhou et al. [27] 124.5 199.2 107.4 118.1 114.2 79.4 97.7 113.0 
Du et al. [28] 117.5 226.9 120.0 117.7 137.4 99.3 106.5 126.5 
Park et al. [29] 137.2 190.8 105.8 125.1 131.9 62.6 96.2 117.3 
Zhou et al. [30] 132.2 159.0 107.0 94.4 126.0 79.0 99.0 107.3 
Pavlakos et al. [31] 83.7 96.5 71.7 65.8 74.9 59.1 63.2 71.9 
Martinez et al. [16] 74.0 94.6 62.3 59.1 65.1 49.5 52.4 62.9 
Ours 40.24 43.86 35.96 33.34 39.56 31.05 40.4 36.02 
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5. CONCLUSION 
This senior thesis research introduces a novel end-to-end baseline for estimating 
3D human poses from raw images using a two-staged deep learning model. The 
proposed model has simple logic, compact structure, and strong effectiveness. It’s 
been trained and tested on diverse dataset, and experiments have shown strong 
indications of beating all existing state-of-the-art methods. However, more tests and 
thorough comparisons must be made between our method and other approaches, 
and my future work is to fine-tune the system and explore the robustness of this 
system on poor quality inputs.  
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