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LOCAL RIGIDITY OF MANIFOLDS WITH HYPERBOLIC CUSPS
I. LINEAR THEORY AND MICROLOCAL TOOLS
YANNICK GUEDES BONTHONNEAU AND THIBAULT LEFEUVRE
Abstract. This paper is the first in a series of two articles whose aim is to extend
a recent result of Guillarmou-Lefeuvre [GL18] on the local rigidity of the marked
length spectrum from the case of compact negatively-curved Riemannian manifolds
to the case of manifolds with hyperbolic cusps. In this first paper, we deal with the
linear (or infinitesimal) version of the problem and prove that such manifolds are
spectrally rigid for compactly supported deformations. More precisely, we prove
that the X-ray transform on symmetric solenoidal 2-tensors is injective. In order to
do so, we expand the microlocal calculus developed in [Bon16] and [GW17] to be
able to invert pseudodifferential operators on Sobolev and Hölder-Zygmund spaces
modulo compact remainders. This theory has an interest on its own and will be
extensively used in the second paper in order to deal with the nonlinear problem.
1. Introduction
1.1. Spectral rigidity. In this article, we are interested in the linear version of
the marked length spectrum rigidity problem, namely the question of infinitesimal
spectral rigidity as it was originally studied in [GK80]. We recall that a manifold
(M, g) is said to be spectrally rigid if any smooth isospectral deformation (gε)ε∈(−1,1)
of the metric g is trivial, namely there exists an isotopy (φε)ε∈(−1,1) such that φ∗εgε = g.
In the case of a closed manifold, this usually boils down to proving that the X-ray
transform Ig2 — that is, the integration of symmetric 2-tensors along closed geodesics
in (M, g) — on symmetric solenoidal or divergence-free 2-tensors is injective. This
will be called solenoidal injectivity in the rest of the paper.
The solenoidal injectivity of this operator Ig2 was first obtained for negatively-
curved closed surfaces by Guillemin-Kazhdan in their celebrated paper [GK80]. More
generally, their proof works for tensors of any order m ∈ N. This result was then
extended by Croke-Sharafutdinov [CS98] to negatively-curved closed manifolds of
arbitrary dimension. More recently, [PSU14] obtained the solenoidal injectivity of Ig2
for any Anosov Riemannian surfaces (M, g), namely surfaces for which the geodesic
flow is Anosov or uniformly hyperbolic on the unit tangent bundle SM . Guillarmou
[Gui17] then extended the result on Anosov surfaces to tensors of arbitrary order
m ∈ N. More generally, it is conjectured that the X-ray transform Igm is solenoidal
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injective on closed Anosov Riemannian manifolds but the question remains open in
dimension ≥ 3.
In this article, we are interested in the solenoidal injectivity of Ig2 on noncompact
complete manifolds of negative curvature whose ends are real hyperbolic cusps. This
does not seem to have been considered before in the literature. This will be used to
study the local marked length spectrum rigidity of such manifolds in a second article.
More precisely, the case we will consider will be that of a complete negatively-curved
Riemannian manifold (M, g) with a finite numbers of ends of the form
Za,Λ = [a,+∞[y×(Rd/Λ)θ,
where a > 0, and Λ is a crystallographic group with covolume 1. On this end, we
have the metric g = y−2(dy2 + dθ2). The sectional curvature of g is constant equal
to −1, and the volume of Za,Λ is finite. All ends with finite volume and curvature
−1 take this form. In dimension two, all cusps are the same (we must have Λ = Z).
However, in higher dimensions, if Λ and Λ′ are not in the same orbit of SO(d,Z),
Za,Λ and Za′,Λ′ are never isometric. In the following, we will sometimes call cusp
manifolds such manifolds. Up to taking a finite cover, we can always assume that
each Λ is a lattice in Rd.
Z1
Z2
Z3
M0
Figure 1. A surface with three cusps.
In our case, we denote by C the set of hyperbolic free homotopy classes on M ,
which is in one-to-one correspondance with the set of hyperbolic conjugacy classes of
pi1(M, ·). From elementary Riemannian geometry, since the flow is Anosov, we know
that for each such class c ∈ C of C1 curves onM , there is a unique representant γg(c)
which is a geodesic for g. If h is a symmetric 2-tensor, we define its X-ray transform
by
Ig2h(c) =
1
`(γg(c))
∫ `(γg(c))
0
hγ(t)(γ˙(t), γ˙(t))dt,
where γ is a parametrization by arc-length. We will prove the
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Theorem 1. Let (Md+1, g) be a negatively-curved complete manifold whose ends are
real hyperbolic cusps. Let −κ0 < 0 be the maximum of the sectional curvature. Then,
for all α ∈ (0, 1) and β ∈ (0,√κ0α), the X-ray transform Ig2 is injective on
yβCα(M,S2T ∗M) ∩H1(M,S2T ∗M) ∩ kerD∗
Here, D∗ denotes the divergence on 2-tensors: as usual, a tensor f is declared to
be solenoidal if and only if D∗f = 0. It is defined as the formal transpose (for the
L2-scalar product) of the operator D := σ ◦ ∇ acting on 1-forms, where ∇ is the
Levi-Civita connection and σ is the operator of symmetrization of 2-tensors.
In turn, the previous Theorem implies the spectral rigidity for smooth compactly
supported isospectral deformations.
Corollary 1.1. Let (Md+1, g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. Let (gε)ε∈(−1,1) be a smooth isospectral deformation of
g = g0 with compact support in M . Then, there exists an isotopy (φε)ε∈(−1,1) such
that φ∗εgε = g.
Theorem 1 is the first step towards proving the local rigidity of the marked length
spectrum on such manifolds, as the X-ray transform on symmetric 2-tensors turns
out to be the differential of the marked length spectrum. This program will be carried
out in the following paper [GBL].
In order to prove Theorem 1, we will need — together with a Livsic-type theorem
which does not really differ from the compact case — to study the decomposition
of symmetric 2-tensors into a potential part and a solenoidal part (or divergence-free
part). Namely, we will need to prove that any symmetric 2-tensor f can be written
as f = Dp + h, where p is a 1-form and h is solenoidal. The existence of such a
decomposition relies on the analytic properties of the elliptic differential operator D
and in particular on the existence of a parametrix with compact remainder. Since
the manifold M is not compact, this theory is made harder (smoothing operators
are no longer compact) and one has to resort to a careful analysis of the behaviour
of the operator on the infinite ends of the manifold. A large part of this article is
devoted to this study as the next paragraph explains.
1.2. Pseudodifferential calculus on manifolds with hyperbolic cusps. A care-
ful study of the operators on the infinite ends of the models will thus be needed. The
relevant techniques are that of Melrose’s b-calculus which we will adapt to our setting.
We insist on the fact that we hope to use the framework developed here in a second
article in order to study the nonlinear problem. While the operators D and D∗D
studied in this first article are very likely to belong to the “fibered cusp calculus”
introduced by Mazzeo-Melrose [MM98], we rather chose to expand the microlocal
calculus developed in [Bon16] and [GW17] and this for two main reasons.
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First of all, for the nonlinear problem, we intend to use the resolvent of the gen-
erator X of the geodesic flow on the unit tangent bundle SM as it was studied
in [GW17]. Since X is not elliptic, it is not straightforward that the techniques
of Melrose [Mel93] can be applied to study its analytic properties and to prove, in
particular, the meromorphic extension of (X ± τ)−1 to the whole complex plane. It
was the purpose of [GW17] to expand the relevant calculus introduced in [Bon16] in
order to deal with such an operator.
Secondly, we will mostly be interested in the analytic behaviour of the operator
D∗D on weighted Hölder-Zygmund spaces. On the one hand, this does not seem
to have been considered so far by the microlocal school working on noncompact
manifolds with cusps and for which we refer to [M8¨3, MM98, Vai01] . In particular, we
prove boundedness results of pseudodifferential operators on such manifolds and show
how to construct a parametrix on these spaces modulo a compact remainder. On the
other hand, boundedness of pseudodifferential operators on manifolds with bounded
geometry seems to have been considered by various authors (see [Skr98, Tay97] for
instance). Roughly speaking, this assumption asserts that the manifold is uniformly
comparable to Rd+1 and that the usual results known on Rd can be transferred to
such manifolds. However, in our case, since the radius of injectivity collapses to 0
in the cusps, we are not dealing with a bounded geometry and we cannot use such
results. We refer to Section §2.5 for a more extensive discussion.
In the core of this article, we will be working with admissible fibered cusps (see
Definition 2.1) and our theory of inversion will be phrased in this general context.
Moreover, we will choose Sobolev spaces with careful weights, depending on the zero
and non-zero Fourier modes in the θ-variable. As for the introduction, we state a
simpler version of our main theorem of inversion (see Theorem 3) in the case where
the fiber over the cusp is trivial (it is a point) and the operator acts on distributions
on M .
Theorem 2. Let (Md+1, g) be a negatively-curved complete manifold whose ends are
real hyperbolic cusps. Let P be a pseudodifferential operator on M . Assume that it is
(ρ−, ρ+)−L2 (resp. −L∞)-admissible in the sense of Definition 3.2 (resp. Definition
4.3). Also assume that it is uniformly elliptic in the sense of Definition 2.3. Then
then there is a discrete set S ⊂ (ρ−, ρ+) such that for each connected component
I ⊂ (ρ−, ρ+) \ S, there is an operator QI such that
PQI − 1 and QIP − 1
are compact operators on yρ−d/2Hs(M) (resp. yρCs∗(M)) for ρ ∈ I, s ∈ R. In
particular, P is Fredholm on these spaces.
The spaces Hs(M) are the usual Sobolev spaces built from the metric. The spaces
Cs∗(M) are the Hölder-Zygmund spaces, introduced in Section §4. They coincide
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with the usual Hölder spaces Cs(M) built from the distance (induced by the metric)
for s ∈ (0, 1). In a sense that will be made precise, to be admissible means that P
commutes with local isometries of the cusps, modulo compact operators.
By this rather comprehensive treatment, we hope to provide a complete theory of
inversion of elliptic pseudodifferential operators on manifolds with hyperbolic cusps
when acting on Hölder-Zygmund and Sobolev spaces. This will be used in the com-
panion paper [GBL].
1.3. Outline of the paper. In Section §2, we introduce the basic functional spaces
and the class of pseudodifferential operators we will be working with. Section §3 is
dedicated to the notion of indicial operator and to the inversion of an elliptic pseu-
dodifferential operators on weighted Sobolev spaces. In Section §4, we prove bound-
edness properties of our class of pseudodifferential operators on Hölder-Zygmund
spaces. We also show how to invert elliptic operators in the calculus on weighted
Hölder-Zygmund spaces.
In the last Section §5, we show how the previous theory can be applied to the
operators ∇S (the gradient of the Sasaki metric on the unit tangent bundle SM),
D and D∗D. This will provide the decomposition of tensors into a potential and a
solenoidal part. We also obtain a Livsic Theorem (see Theorem 4) which is rather
similar to the compact case. In the end, gathering all these different pieces together,
we will deduce Theorem 1.
Acknowledgements: We thank Viviane Baladi, Sébastien Gouëzel, Colin Guillar-
mou, Sergiu Moroianu, Davi Obata, Frédéric Paulin, Frédéric Rochon, for helpful
remarks and useful discussions. T.L. also thanks the reading group on b-calculus in
Orsay for sharing their knowledge and enthusiasm. T.L. has received funding from
the European Research Council (ERC) under the European Union’s Horizon 2020
research and innovation programme (grant agreement No. 725967). This material
is based upon work supported by the National Science Foundation under Grant No.
DMS-1440140 while T.L. was in residence at the Mathematical Sciences Research
Institute in Berkeley, California, during the Fall 2019 semester.
2. Pseudo-differential operators
2.1. Main result. Since manifolds with cusps are non-compact, one has to introduce
new techniques (compared with the compact case) to solve PDE problems. However
here, the lack of compactness is in some sense only one dimensional, so that many
problems can be solved with a one dimensional scattering approach.
An important remark is that we will rely on constructions from [GW17], itself
based on [Bon16]. In the former paper, the techniques from Melrose [Mel93] had
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to be adapted to deal with operators that are not elliptic. In Section §2.5, we will
compare our setup to that of Mazzeo and Melrose’s fibred cusp calculus.
Since we want to state results in some generality, we will consider in this whole
section the following setup: we are given a non-compact manifold N with a finite
number of ends N`, which take the form
(1) Z`,a × F`.
Here, Z`,a = {z ∈ Z` | y(z) > a}, and
Z` =]0,+∞[y×
(
Rd/Λ`
)
θ
.
In all generality, Λ` ⊂ O(d)n Rd is a crystalographic group. However, according to
Bieberbach’s Theorem, up to taking a finite cover, we can assume that Λ ⊂ Rd is a
lattice of translations. We will work with that case, and check that the results are
stable by taking quotients under free actions of finite groups of isometries.
The slice (F`, gF`) is a compact Riemannian manifold. We will use the variables
z = (x, ζ) ∈ Z`×F` and x = (y, θ) ∈ [a,+∞)×Rd/Λ`. We assume that N is endowed
with a metric g, equal over the cusps to
dy2 + dθ2
y2
+ gF` .
We will also have a vector bundle L → N , and will assume that for each `, there
is a vector bundle L` → F`, so that
L|N` ' Z` × L`.
Whenever L is a hermitian vector bundle with metric gL, a compatible connection
∇L is one that satisfies
XgL(Y, Z) = gL(∇LXY, Z) + gL(Y,∇LXZ).
Taking advantage of the product structure, we impose that when X is tangent to Z,
(2) ∇LXY (x, ζ) = dxY (X) + Ax(X) · Y,
where the connection form Ax(X) is an anti-symmetric endomorphism depending
linearly on X, and A(y∂y), A(y∂θ) do not depend on y, θ. In particular, we get that
the curvature of ∇L is bounded, as are all its derivatives.
Definition 2.1. Such data (L→ N, g, gL,∇L) will be called an admissible bundle.
Given a cusp manifold (M, g), the bundle of differential forms overM is an admis-
sible bundle. Since the tangent bundle of a cusp is trivial, any linearly constructed
bundle over M is admissible. For example, the bundle of forms over the Grassmann
bundle of M , or over the unit cosphere bundle S∗M .
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Throughout, the paper, we will mainly be using Sobolev spaces or Hölder-Zygmund
spaces. As usual, when dealing with non-compact manifolds, weighted spaces will
play an important role. The Sobolev spaces Hs,ρ0,ρ⊥(L) defined for s, ρ0, ρ⊥ ∈ R are
Hs-based Sobolev spaces (see §2.2 for the definition of Sobolev norms) with weight
yρ0 on the zero Fourier mode (in the θ variable) and yρ⊥ for the non-zero Fourier
modes. We refer to Definition 3.1 for an exact definition.
We are going to prove the following result:
Theorem 3. Let L be an admissible bundle in the sense of Definition 2.1. Assume
that L is endowed with a pseudo-differential operator P . Assume that it is (ρ−, ρ+)−
L2 (resp. −L∞)-admissible in the sense of Definitions 3.2 (resp. Definition 4.3).
Also assume that it is uniformly elliptic in the sense of Definition 2.3. Then there is
a discrete set S ⊂ (ρ−, ρ+) such that for each connected component I := (ρI−, ρI+) ⊂
(ρ−, ρ+) \ S, there is an operator QI that is I-admissible, such that
PQI − 1 and QIP − 1
are bounded as operators
H−N,ρ
I
+−−d/2,ρ⊥(L)→ HN,ρI−+−d/2,ρ⊥(L),
(resp. yρI+−C−N∗ → yρI−+CN∗ ) for all N > 0 and  > 0 small enough. In particular,
P is Fredholm with same index on each space Hs,ρ0−d/2,ρ⊥ (resp. yρ0Cs∗) for s ∈
R, ρ0 ∈ I, ρ⊥ ∈ R.
There is no particular reason for an elliptic pseudo-differential operator to be
Fredholm on a non-compact manifolds, even if the ellipticity is uniform at infinity.
One has to introduce some kind of ellipticity or boundary condition at infinity, which
depends on the geometry. In our case, this will take the following form. We will
require that our operators commute with the generators of local isometries of the
cusp, that is y∂y + y∂θ and ∂θ. We will be able to allow this to hold modulo compact
operators.
Under this assumption, the general strategy goes as follows: first, one inverts
P modulo a smoothing remainder that is not compact; by compact injection of
Hs ↪→ Hs′ for s > s′ on the orthogonal of the θ-zeroth Fourier mode (see Lemma
3.1), it is sufficient to explicitly invert the operator acting on sections not depending
on θ. As in b-calculus, this is done by introducing an indicial operator IZ(P ) (see
§3.3) which is a convolution operator in the r = log y variable, defined on “the model
at infinity” and acting on sections that are independent of θ. The set S can be
computed by hand, as will be explained in Corollary 3.1: it consists of the real parts
of the indicial roots of the indicial family IZ(P, λ).
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2.2. Functional spaces. Let f be a function on N . We define for an integer k ≥ 0:
‖f‖Ck(z) = sup
0≤j≤k
‖∇jf(z)‖,
and Ck(N) is the space of functions such that this is uniformly bounded in z ∈ N .
We write f ∈ C∞(N) if all the derivatives of f are bounded. If f is infinitely many
times differentiable, but its derivatives are not bounded, we simply say that f is
smooth.
The Christoffel coefficients of the metric in the cusp in the frame
Xy := y∂y, Xθ := y∂θ, Xζ := ∂ζ
are independent of (y, θ). As a consequence, in the cusp, there are uniform constants
such that
(3) ‖f‖Ck(z)  sup
|α|
|Xαf(z)|,
(here, α is a multiindex valued in {y, θ, ζ}.) Let 0 < α < 1. We will write f ∈ Cα(N)
if:
‖f‖Cα := sup
z∈N
|f(z)|+ sup
z,z′∈N,z 6=z′
|f(z)− f(z′)|
d(z, z′)α
= ‖f‖∞ + ‖f‖α <∞
In particular, a function f may be α-Hölder continuous, with a uniform Hölder
constant of continuity (i.e. ‖f‖α <∞), but may not be in Cα(N) if ‖f‖∞ =∞ for
instance. It also makes sense to define Cα for α ∈ R+ \N by asking that f ∈ C [α](N)
and that the [α]-th derivatives of f are α− [α] Hölder-continuous.
The Lebesgue spaces Lp(N), for p ≥ 1, are the usual spaces defined with respect
to the measure dµ = y−d−1dydθd vol(ζ) induced by the metric. For s ∈ R, we define
(via the spectral theorem):
‖f‖Hs(N) := ‖(−∆ + 1)sf‖L2(N),
and Hs(N) is the completion of C∞(N) with respect to this norm. We will abuse
notations, and denote by y also a smooth extension to N of the coordinates defined
in the cusps; we will assume this extension is positive. For the reader to get familiar
with these spaces, let us mention the following embedding lemmas.
Lemma 2.1. Let 0 ≤ s < s′ < 1 and ρ− d/2 < ρ′. Then yρCs′(N) ↪→ yρ′Hs(N) is
a continuous embedding.
Lemma 2.2. Let k ∈ N, s > d+1
2
+ k. Then y−d/2Hs(N) ↪→ Ck(N) is a continuous
embedding.
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The shift by yd/2 will often appear throughout the article and is due to the fact
that Sobolev spaces are built from the L2 space induced by the hyperbolic mea-
sure dydθd vol(ζ)/yd+1. We will prove (and even refine) these embedding lemmas in
Section §4.3.
2.3. Pseudo-differential operators on cusps. Before we can start the proof of
the Theorem, we have to introduce some spaces and some algebras of operators. We
want to consider the action of operators on sections of L→ N or more generally from
sections of L1 → N to sections of L2 → N where L1,2 are admissible bundles. In
the paper [GW17], an algebra of semi-classical operators was described using results
from [Bon16]; it consisted of families of operators depending on a small parameter
h > 0. In this paper, most of the time, we will be using classical operators, which is
equivalent to fixing the value of h to 1.
To describe the class we will be using, it will suffice to say which types of smoothing
remainders we will allow, and which quantization we will manipulate.
Our class of smoothing operators will be the class Ψ−∞small(L1, L2)(= Ψ
−∞,L2
small (L1, L2))
of operators R that are bounded as
R : yρH−N(N,L1)→ yρHN(N,L2),
for any ρ ∈ R, N ≥ 0. These are called L2-small smoothing operators.
In the compact part, we will use usual pseudo-differential operators with symbols
σ in the Kohn-Nirenberg class, satisfying usual estimates of the form
|∂αx∂βξ σ| ≤ Cα,β〈ξ〉m−|β|.
It suffices now to explain what we will be calling a pseudo-differential operator in
the ends. For this, we consider one end, and we drop the `’s. Instead of quantizing
Za, we work with the full cusp Z.
Let us denote by Opw the usual Weyl quantization on Rd+1 × Rk. Given χ ∈ C∞c
equal to 1 around 0, and a ∈ S ′(R2d+2k+2), we denote by Opw(a)χ the operator whose
kernel is
(4) K(y, θ, x; y′, θ′, x′) = χ
[
y′
y
− 1
]
KOpw(a)(y, θ, x; y
′, θ′, x′).
Next, we can associate a ∈ C∞(T ∗(Z × Rk),L(Rn1 ,Rn2)) with its periodic lift
a˜ ∈ C∞(T ∗(Ry × Rdθ × Rkζ ),L(Rn1 ,Rn2)).
(supported for y > 0). Linear changes of variable have an explicit action on the
Weyl quantization on Rd+1+k. We deduce that if f ∈ C∞(Z ×Rk,Rn1), denoting by
f˜ the periodic lift to Rd+1 ×Rk, Opw(a˜)χf˜ is again periodic. In particular, Opw(a˜)χ
defines an operator from compactly supported smooth sections of Rn1 → Z × Rk to
distributional sections of Rn1 → Z × Rk.
10 YANNICK GUEDES BONTHONNEAU AND THIBAULT LEFEUVRE
As a consequence, it makes sense to set
OpRk(a)f = y
(d+1)/2 Opw(a)χ[y
−(d+1)/2f ].
Using a partition of unity on F`, we can globalize this to a Weyl quantization
OpwN`,L1→L2 , and then on the whole manifold Op
w
N,L1→L2 — the arguments in [Zwo12,
Section 14.2.3] apply. We will write Op this Weyl quantization on the whole manifold.
Since F is compact, one check that the resulting operators are uniformly properly
supported above each cusp.
Now, we need to say more about the symbol estimates that we will require. By
〈ξ〉, we refer to the Japanese bracket of ξ with respect to the natural metric g∗ on
T ∗N , which is equivalent to g∗Z` + g
∗
F`
. We denote by Y, J, η the dual variables to
y, θ, ζ. In the case F` is a point, 〈ξ〉 =
√
1 + y2|ξ|2.
Definition 2.2. A symbol of order m is a smooth section a of L(L1, L2) → T ∗N ,
that satisfies the usual estimates over N0, and above each N`, and in local charts in
F`, for each α, β, γ, α′, β′, γ′, there is a constant C > 0:∣∣∣(y∂y)α(y∂θ)β(∂ζ)γ (y−1∂Y )α′(y−1∂J)β′(∂η)γ′a∣∣∣L(L1,L2) ≤ C〈ξ〉m−α′−|β′|−|γ′|.
This does not actually depend on the order in which the derivatives were taken. We
write a ∈ Sm(T ∗N,L(L1, L2)).
We denote by Ψmsmall(N,L1 → L2)(= Ψm,L
2
small(N,L1 → L2)) the class of operators of
the form
Op(a) +R,
with R ∈ Ψ−∞small and a ∈ Sm.
2.4. Microlocal calculus. The following basic results hold
Proposition 2.1. Consider a ∈ Sm(T ∗N,L(L1, L2)), and b ∈ Sm′(T ∗N,L(L2, L3)).
Then
(1) Op(a) is continuous from yρHs(N,L1) to yρHs−m(N,L2) for all s, ρ ∈ R.
(2) Op(a) Op(b) ∈ Ψm+m′small , and
Op(a) Op(b) = Op(ab) +O
Ψm+m
′−1
small
(1).
Proof. So far, we can only do the proof of (1) in the case that s,m are integers
because we do not know the nature of the operator (−∆+1)s. Using classical results
in the compact part, we can restrict our attention to the cusps, and further to the
case of OpRk . The case when k = 0 was dealt with in [Bon16]. As was explained in
Appendix A of [GW17], the proofs therein adapt readily to the case k ≥ 1. We will
come back to the case that s,m /∈ Z at the end of this subsection. 
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Definition 2.3. Let a ∈ Sm(T ∗N,L(L1, L2)). We will say that a is left (resp. right)
uniformly elliptic in there is a constant c > 0 such that there is symbol b ∈ S−m and
C such that b is a left (resp. right) inverse for a when ‖ξ‖ ≥ 1/C. When L1 and L2
have the same dimension, both definitions are equivalent and we just say that a is
uniformly elliptic.
Proposition 2.2. Let a ∈ Sm(T ∗N,L(L1, L2)) be left (resp. right) uniformly elliptic.
Then we can find Q ∈ Ψ−m(N,L(L2, L1)) such that
QOp(a) = 1 +R (resp. Op(a)Q = 1 +R),
with R ∈ Ψ−∞small(N,L(L1, L1)).
Before going on with the proof, observe that the remainder here is not a compact
operator, contrary to the case of a compact manifold.
Proof. It suffices to deal with the left elliptic case. Here, we can apply the usual
parametrix construction. First one can choose a q0 ∈ S−m(T ∗N,L(L2, L1)) such
that for ‖ξ‖ > 2/c,
q0a = 1L1
Then
Op(q0) Op(a) = 1 + Op(r1) +R1.
Here, r1 ∈ S−1(T ∗N,L(L1)), and R1 is small smoothing. Then
Op((1− r1)q0) Op(a) = 1 + Op(r2) +R2,
where r2 ∈ S−2(T ∗N,L(L1)) and R2 is again small smoothing. Now, we can iterate
this construction, and find a formal solution Op(q˜) with
q˜ = q0 −
∑
i≥0
riq0.
(the sum is formal, it does not converge). Then, by means of a Borel summation, one
can find an actual symbol q ∈ S−m(T ∗N,L(L2, L1)) such that as |ξ| → ∞, uniformly
in x,
q ∼ q0 −
∑
i≥0
riq0.
As a consequence one gets
Op(q) Op(a) = 1 +R,
with R small smoothing. 
We can now prove Proposition 2.1.
12 YANNICK GUEDES BONTHONNEAU AND THIBAULT LEFEUVRE
Proof of Proposition 2.1. The Laplacian defined by the Friedrichs extension of the
quadratic form ∫
N
gL(−∆Lf, f)d volg =
∫
N
‖∇•f‖2
is uniformly elliptic. Given N > 0, by adding a large constant h−2N , we can obtain a
symbol σ such that
Op(σ)(−∆L + h−2N ) = h−2N 1L +OΨ−Nsmall(1).
Following arguments as in the proof of [Zwo12, Theorem 14.8, p.358], one deduces
that for each s ∈ R, there is a uniformly elliptic symbol σs of order s such that
Hs(N,L) = Op(σs)L
2(N,L),
with equivalent norms. Together with the product stability of pseudo-differential
operators, this finishes the proof of Proposition 2.1. 
In the following, we will write Λ−s = Op(σs).
2.5. Fibred cusp calculus. To study Fredholm properties of differential operators
on ends of the type (1), the so-called fibered-cusp calculus was introduced by Mazzeo
and Melrose in [MM98]. We will explain here why it does not suit our needs entirely,
reason for developping our arguments from scratch.
The algebra of pseudo-differential operators we have just introduced is an extension
of an algebra of differential operators. The latter is itself the algebra generated by
V0, the Lie algebra of vector fields of the form
ay∂y + by∂θ +X(∂ζ),
where the coefficients a, b,X are C∞-bounded on Z × F . A crucial observation is
that the Laplacian associated to the metric of Z × F is in this algebra.
Let us recall on the other hand the setup of the Fibred-Cusp Calculus developped
by Mazzeo-Melrose [MM98]. We have a manifold N ′ whose boundary has a finite
number of components. Those have a neighbourhood of the form
[0, [u×X,
with a bundle map p : X → Fζ . The generic coordinate in p−1(ζ) is denoted θ. The
fibred cusp algebra Ψdifffc is the algebra of differential operators generated by the
algebra Vfc of vector fields of the form
au2∂u + bu∂ζ + c∂θ,
where a, b, c are C∞ functions of u, ζ, θ (including at u = 0). In our case, with
u = 1/y, we can see that if V ∈ V0, uV ∈ Vfc. However, if V ∈ Vfc, (1/u)V is not
necessarily in V0.
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The purpose of [MM98] was to analyze whether operators in Ψdifffc have para-
metrices modulo compact remainders when acting on L2(N ′). This involves the
inversion of an indicial operator, which is a family of operators Pˆ (ζ, η), parametrized
by (ζ, η) ∈ T ∗F , acting on the fiber p−1(ζ) (here Rd/Λ).
If P is a differential operator of order m in our class, umP ∈ Ψdifffc , so one could
apply the results in [MM98]. However, here follows two reasons why this is not
satisfying for our purposes.
• In the case that P is not differential, but pseudo-differential of varying order,
it is not quite obvious what would replace the correspondence P 7→ umP .
This is crucial when dealing with anisotropic spaces as in [GW17]. This will
intervene in our second paper.
• We are able to deal with Hölder-Zygmund spaces (instead of L2(N ′)). As far
as we know, this has not been done before with fibred-cusp calculus.
Since we are dealing with a much smaller class than the whole fibred cusp calculus,
the criterion for being Fredholm is also simpler. Indeed, we only need to invert a
family of operators I(P, λ), with λ ∈ iR, each such operator acting on F (the base
instead of the fiber).
In the general case of the fibred cusp calculus, one does not require that the fibers
p−1(ζ) are flat manifolds. Let us explain why this is crucial in our case. The central
point is to have a space of vector fields that is stable under Lie brackets (a Lie
algebra). If yX1 and yX2 are two vector fields tangent to the fibers, so that X1 and
X2 a smooth up to the boundary, we compute
[yX1, yX2] = y
2[X1, X2].
In particular, we can only allow vector fields X1,2 such that their Lie bracket are
O(1/y) as y → +∞. If we also require that they do not all vanish themselves as
y → +∞, this is a very strong condition on the fibers. It probably implies that the
curvature of the fibers goes to 0 as y → +∞.
This was the reason for Mazzeo and Melrose to study the algebra Vfc. It also
suggests that our techniques could be extended to the fibred cusp case, with the as-
sumption that there are family of vector fields in the fibers p−1(ζ) which are asymp-
totically parallel. This would be verified if these fibers are almost flat manifolds. For
example the case of complex-hyperbolic cusps. We leave this to future investigations,
and refer to [Gro78] and [BBC12].
To close this section, let us explain why it should not be surprising that the fibred
cusp calculus does not behave very well with propagators. Indeed, consider some
propagator eitP . In its microlocal properties, the hamilton flow of the principal
symbol of P will appear. It is then important that the class of symbols considered is
stable under the action of this flow. In the compact case, to prove such a statement,
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one relies on the usual statement that if ϕ is a smooth flow, there is some λ > 0 such
that for t ∈ R.
‖f ◦ ϕt‖Cn ≤ Cneλn|t|‖f‖Cn .
However, the proof of this statement on a manifold uses crucially the fact that the
metric has bounded curvature, and bounded covariant derivatives of its curvature
tensor. The crux of the problem is then that the curvature of a metric in the form
dy2 + gy,θ,ζ(dθ)
y2
+ gy,ζ(dζ)
does not even have bounded curvature in general.
In particular, there is no reason that propagators of general fibered-cusp operator
propagate singularities in a nice fashion at infinity. The examples built in [DPPS15]
show even that in the case that the curvature, or its derivatives, are not bounded,
new dynamical phenomenon appear.
3. Parametrices modulo compact operators: Sobolev case.
3.1. Black-box formalism. Here again, we follow arguments exposed in [GW17].
Associated to each cusp Z, we have extension and restriction operators defined in
the following way. Start by letting
ΠZf :=
∫
f|Zdθ.
Given f ∈ D′(]a,+∞[×FZ , LZ), we obtain a distribution EZf ∈ D′(N,L) by setting
EZf(φ) = f(ΠZφ).
Conversely, given f ∈ D′(N,L), we obtain PZf ∈ D′(]a,+∞[×FZ , LZ) by setting
PZf(φ) = f(EZφ).
Given χ ∈ C∞([a,+∞[) which is locally constant around a, we define
Z(χ)f :=
∑
Z
χ(a)(1− EZPZ)f + EZ(χPZf).
The operators EZ , PZ and Z(χ) together form a black box formalism, as it was
introduced by Sjöstrand and Zworski in [SZ91].
Definition 3.1. We pick a function y˜ ∈ C∞([a,+∞[) such that y˜(y) = y for y > 3a,
and y˜(y < 2a) = 1. Then we define for s, ρ0, ρ⊥ ∈ R,
Hs,ρ0,ρ⊥(N,L) = Z(y˜ρ0−ρ⊥) (yρ⊥Hs) .
These are weighted Sobolev spaces, with weight yρ0 on the zero Fourier mode and
weight yρ⊥ on the non-zero Fourier modes.
RIGIDITY OF MANIFOLDS WITH HYPERBOLIC CUSPS 15
Note that we take the same weight on each cusps, this will suffice for our pur-
poses. To obtain compact remainders in parametrices, the following observation
going back to [LP76] is essential: for any ρ⊥ ∈ R, s > s′, the restriction of the
injection yρ⊥Hs(N,L) ↪→ yρ⊥Hs′(N,L) to non-constant Fourier modes is compact.
Lemma 3.1. If χ ∈ C∞([a,+∞[) is a smooth cutoff function such that χ ≡ 1 for
y > 2a and vanishing around y = a, then for all s > s′:
1− EZχPZ : Hs,ρ0,ρ⊥(N,L)→ Hs′,−∞,ρ⊥(N,L)
is compact.
By this, we mean that for any N > 0, the operator
1− EZχPZ : Hs,ρ0,ρ⊥(N,L)→ Hs′,−N,ρ⊥(N,L)
is compact.
Proof. The value of ρ0 is inessential here, so we take ρ0 = ρ⊥ = ρ. Since [1 −
EZχPZ , yρ] = 0 sufficiently high in the cusp, the lemma boils down to the case ρ = 0.
For the sake of simplicity, we assume that there is a single cusp and that L→ N is
the trivial bundle N × R→ N , the general case is handled in a similar fashion. Let
ψn ∈ C∞c (N) be a smooth cutoff function such that ψn ≡ 1 on y < n and ψn ≡ 0 on
y > 2n. The operators of injection
Tn := ψn(1− EZχPZ) ∈ L(Hs(N), Hs′(N))
are compact, so it is sufficient to prove that the injection
T := 1− EZχPZ ∈ L(Hs(N), Hs′(N))
is the norm-limit of the operators Tn. In other words, if we can prove that for all
n ∈ N, there exits a constant Cn > 0 such that: for all f ∈ Hs(N) such that
χPZf ≡ 0 (we denote by Hs0(N) the space of such functions endowed with the norm
‖ · ‖Hs), we have
‖(1− ψn)f‖Hs′ ≤ Cn‖f‖Hs ,
and that Cn →n→+∞ 0, then we are done. Using Wirtinger’s inequality, one can
obtain like in [GW17, Lemma 4.9] that
‖1− ψn‖L(H10 ,L20) ≤ C/n
for some uniform constant C > 0 (depending on the lattice Λ). Since we trivially have
‖1− ψn‖L(H10 ,H10 ) ≤ 1, we obtain by interpolation that ‖1− ψn‖L(H10 ,Hs0) ≤ (C/n)1−s
for all s ∈ [0, 1]. Since ‖1 − ψn‖L(Hk0 ,Hk0 ) ≤ 1 for all k ∈ Z, we can interpolate once
again to conclude. 
Lemma 3.2. Consider ρ⊥ ∈ R, ρ0 < ρ′0, and s > s′. Then Hs,ρ0,ρ⊥(N,L) ↪→
Hs
′,ρ′0,ρ⊥(N,L) is a compact injection.
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Proof. One can write f = (1 − EZχPZ)f + EZχPZf . The first term is dealt by
applying the previous lemma. As to EZχPZf , this is a classical lemma on R. 
Eventually, we will need this last lemma:
Lemma 3.3. Consider ρ⊥, ρ′⊥ ∈ R, ρ0 ∈ R, s, s′ ∈ R such that s > s′, ρ⊥ > ρ′⊥. Then
Hs,ρ0,ρ⊥ ↪→ Hs′,ρ0,ρ′⊥ is a continuous embedding.
Proof. Once again, decomposing in zero and non-zero Fourier modes and using inter-
polation estimates, it is sufficient to prove that yH1 ↪→ L2 is a continuous embedding
on functions with zero Fourier mode. But:
‖f‖2yH1 = ‖y−1f‖2H1
 ‖y−1f‖2L2 + ‖y∂y(y−1f)‖2L2 + ‖y∂θ(y−1f)‖2L2 + ‖∂ζ(y−1f)‖2L2
Using Wirtinger’s inequality for functions with zero integral, we can control the term
‖y∂θ(y−1f)‖2L2 = ‖∂θf‖2L2 ≥ ‖f‖2L2 and this provides the sought estimate. 
It will be more convenient for zeroth Fourier modes to use the variable r = log y.
The following lemma is crucial:
Lemma 3.4. Consider χ ∈ C∞([a,+∞[), constant for y > 2a, and vanishing around
y = a. Then the following maps are bounded
Hs,ρ0,ρ⊥(N,L) 3 f 7→ χPZf ∈ e(ρ0+d/2)rHs(R× FZ , LZ);
eρ0rHs(R× FZ , LZ) 3 f 7→ EZ(χf) ∈ Hs,ρ0−d/2,−∞(N,L),
where r = log y, and Hs(R × FZ , L) is the usual Sobolev space, built from the L2
space induced by the measure drd volFZ (ζ).
We insist on the fact that there is a shift of −d/2 due to the fact that we are
considering the usual euclidean measure when working in the r-variable. We will
prove this below after Proposition 3.1.
3.2. Admissible operators. We can now introduce the class of admissible opera-
tors.
Definition 3.2. Consider A ∈ Ψmsmall(N,L(L1, L2)) and IZ(A) ∈ Ψm(Rr × FZ , LZ)
a convolution operator in the r-variable. We will say that A is a R-L2-admissible
operator with indicial operator IZ(A) if the following holds. There exists a cutoff
function χ ∈ C∞([a,+∞[) (depending on A), such that χ is supported for y > 2a,
equal to 1 for y > C for some C > 2a,
(5) χ[A, ∂θ]χ and EZχ [PZAEZ − IZ(A)]χPZ ,
are operators bounded from yNH−N to y−NHN , for all N ∈ N. The operator IZ(A)
is independent of χ.
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When ρ > ρ′, the unique convolution operator that is bounded from eρrL2(dr) to
eρ
′rL2(dr) is the null operator. It follows that the indicial operator associated to a
L2 admissible operator is necessarily unique. Modulo compact remainders, the first
condition in (5) mean that the operator A preserves the θ-Fourier modes; the second
condition implies that sufficiently high in the cusp, A is a convolution operator in
the r = log y variable when acting on the zeroth Fourier mode. In particular, if B is
a compactly supported pseudodifferential operator, B is admissible, and IZ(B) = 0.
Observe that in general, if P ∈ Ψm, then in the cusp, χ[P, ∂θ]χ is in y−∞Ψm.
Indeed, its symbol can be expressed with derivatives of the symbol of P , that include
at least one derivative ∂θ. However, if σ ∈ Sm, ∂θσ ∈ y−∞Sm. What we gain with
our assumption is that the order becomes −∞.
An important consequence of the definition is that if A is admissible, then
(6) χPZA[1− EZχPZ ], and χ[1− EZPZ ]APZχ
both are continuous from yNH−N to y−NHN . For the first one, let K be the inverse
of ∂θ in {f ∈ L2(Rd/Λ),
∫
f = 0}. Abusing notation a little, we consider its action
on the cusps; it is then bounded on every Hs,ρ0,ρ⊥ . Then
0 = ∂θχPZA[1− EZP ]χK
= χPZA[1− EZPZ ]χ+ χPZ [∂θ, A][1− EZPZ ]χK,
which proves the first assertion in (6) by using the assumption (5) on [∂θ, A]. However
the conditions in (6) are not necessarily stable under products, nor under taking
parametrices.
Proposition 3.1. Consider A = Op(σ). Then the first operator in equation (5)
satisfies the required conditions if ∂θσ = 0. Additionally, the second one also does in
each cusp if,
σ˜ : (r, z;λ, η) 7→
∫
σ|Z(er, θ, ζ; e−rλ, J = 0, η)dθ,
does not depend on r. In that case, the operator IZ(A) is pseudo-differential, properly
supported, and its principal symbol is σ˜. Both these conditions are satisfied when σ
is invariant by local isometries of the cusp.
Finally, an operator A is L2 admissible if and only if it is of the form Op(σ) +
B +R, where σ satisfies the conditions above, R is L2 admissible smoothing, and B
is a compactly supported pseudo-differential operator. We deduce that the set of L2
admissible operators is stable by composition.
From the decomposition (2), we deduce that ∇L is a geometric operator. More
generally, all the differential operators that can be defined completely locally using
only the metric structure are bound to be properly supported geometric operators.
18 YANNICK GUEDES BONTHONNEAU AND THIBAULT LEFEUVRE
For example, the Laplacian or the Levi-Civita connection. In the following, the
operators D and D∗D will be local differential operators, so they will be properly
supported geometric operators in the sense of the previous definition.
Proof of Proposition 3.1. Again, it suffices to work directly with OpU on Z × U .
First, we observe that when ∂θσ = 0, OpU(σ) commutes with ∂θ. Reciprocally, if
[∂θ,Op(σ)] is bounded from yNH−N to y−NHN , it implies that ∂θσ ∈ y−∞S−∞. In
particular, we can replace σ by
∫
σdθ, and this only adds a negligible correction. For
the second condition, one has to do a change of variables. For details, we refer to
[GW17, Section 4.1]. 
Now, we can prove Lemma 3.4.
Proof of Lemma 3.4. Recall that Hs = Λ−sL2 with Λs = Op(σs). Since the symbols
σs were built in a parametrix construction for the Laplacian, they are invariant under
local isometries. In particular, Λs is R-admissible. Additionally, its restriction to the
zeroth Fourier mode acts as an pseudo-differential operator of order s (as will be
seen in detail in Lemma 4.11). Since it is uniformly properly supported, conjugation
with yρ does not change these properties. It follows that one can restrict to the case
that s = ρ0 = ρ⊥ = 0.
Now, it boils down to the observation that the volume measure on the cusp is
y−d−1dθdy = e−rddθdr with r = log y. 
Lemma 3.5. Let A be an admissible pseudodifferential operator of order m ∈ R.
Then A is bounded as an operator between Hs+m,ρ0,ρ⊥ and Hs,ρ0,ρ⊥, for all s, ρ0, ρ⊥ ∈
R.
Proof. We decompose the operator in four terms:
A = (1− EZχPZ)A(1− EZχPZ)f
+ EZχPZA(1− EZχPZ)f + (1− EZχPZ)AEZχPZf + EZχPZAEZχPZf
The first term is bounded as a map
Hs+m,ρ0,ρ⊥
1−EZχPZ→ Hs+m,−∞,ρ⊥
↪→ yρ⊥Hs+m A→ yρ⊥Hs 1−EZχPZ→ Hs,−∞,ρ⊥ ↪→ Hs,ρ0,ρ⊥ ,
where we have used the boundedness of A obtained in Proposition 2.1. By (6), the
second and third terms are immediately bounded. As to the last term, it is dealt
exactly like the first term. 
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3.3. Indicial resolvent. Let us consider a R-L2 admissible operator A of order m,
and introduce
IZ(A, λ)f(ζ) = e
−λrIZ(A)
[
eλr
′
f(ζ ′)
]
Since A is small, this defines a holomorphic family of operators on FZ ; it is called
the Indicial family associated to A.
Lemma 3.6. The Indicial family is a homomorphism in the sense that for all R-L2
admissible operators P and Q, and for all λ ∈ C,
IZ(PQ, λ) = IZ(P, λ)IZ(Q, λ) IZ(P +Q, λ) = IZ(P, λ) + IZ(Q, λ)
Proof. The only non-trivial part of this statement is that if P,Q are admissible,
IZ(PQ) = IZ(P )IZ(Q). To this end, we write (abusing notations for an instant)
PZPQEZ = PZP (EZPZ + 1− EZPZ)QEZ
= PZPEZPZQEZ mod ( compact )
= IZ(P )IZ(Q) mod ( compact ).

Lemma 3.7. Assume A is a left elliptic R-L2 admissible operator of order m. Then
for each λ ∈ C, IZ(A, λ) is a left elliptic pseudo-differential operator of order m.
We can choose I−1Z,L(A, λ) a O(〈<λ〉−m) meromorphic family of pseudo-differential
operators of order −m such that I−1Z,L(A, λ)IZ(A, λ) = 1. The set of poles of I−1Z,L(A, λ)
is called the set of left indicial roots. It may depend on choices, but it contains the
set of λ’s such that IZ(A, λ) is not injective. Its projection on the real line is discrete.
Mutatis mutandis, the same can be done in the case of right elliptic operator. If
A is both left and right elliptic, I−1Z,L(A, λ) = I
−1
Z,R(A, λ) =: IZ(A, λ)
−1, and the set of
roots is intrinsic.
Proof. The fact that IZ(A, λ) is a pseudo-differential operator follows from a direct
computation. One can actually compute the principal symbol of IZ(A, λ). It does
not depend on λ:
z, η 7→ σ(A)(er, θ, ζ, 0, 0, η).
In particular, if A was elliptic, so is IZ(A, λ). However, we will need some uniformity
in the ellipticity. Without loss of generality, we can deal with the case of left ellip-
ticity. We can assume that A decomposes as Op(σ) + R (the compactly supported
pseudo-differential operator does not contribute to the indicial family). Let us deal
with both parts separately. Let us write
IZ(R)f(r, ζ) =
∫
R×FZ
K(r − r′, ζ, ζ ′)f(r′, ζ ′)dr′dζ ′,
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so that the kernel of IZ(R, λ) is
K̂(−iλ, ζ, ζ ′),
the Fourier transform being taken in the first variable. Since R is smoothing and
R-L2 admissible, for any N, k > 0, ρ ∈ R and T > 0, we let u(r, ζ) = e−ρT (−1)kδ(r−
T )δ(k)(ζ, ζ ′′). Then,
eρrPZREZu = eρrIZ(R)u+OHN,−N (1)
The left hand side is valued in all HN,−d/2, N > 0, with bounds uniform in ζ ′′.
According to Lemma 4.8, it is thus contained in Ck, k ≥ 0. However, the first term
in the RHS is eρ(r−T )∂kζ′′K(r − T, ζ, ζ ′′). With r = r0 + T , r0 fixed, and T → +∞,
we deduce that for all ρ ∈ R eρrK(r, ζ, ζ ′) is Ck (in the Banach sense).
Estimating thus the Fourier transform, we deduce that IZ(R, λ) is a O((1 +
|=λ|)−∞) Sobolev-smoothing operator on LZ → FZ , locally uniformly in <λ, in
the sense that for all N ∈ N, for all s, s′ ∈ R, for all a < b there exists a constant
CN,s,s′,a,b > 0 such that ‖IZ(R, λ)‖L(Hs,Hs′ ) ≤ CN,s,s′,a,b(1+|=λ|)N for all a < <λ < b.
We now consider a general L2 admissible operator A, as in Proposition 3.1. Let
Q be a parametrix for A i.e. such that QA = 1 + R, where R is a small smoothing
operator. We can always choose Q so that it is L2-admissible. Then, by Lemma
3.6, IZ(Q, λ)IZ(A, λ) = 1+ IZ(R, λ). From the discussion before, 1+ IZ(R, λ) is an
analytic Fredholm family, which is eventually invertible when |=λ| becomes large.
It satisfies the assumptions of the Fredholm Analytic theorem. As a consequence,
(1 + IZ(R, λ))
−1IZ(Q, λ) is a meromorphic family of bounded operators.
Now, in the case that A is both left and right elliptic, we have a left inverse
I−1Z,L(A, λ) and a rigth inverse I
−1
Z,R(A, λ). Then we use the usual trick:
I−1Z,L(A, λ)I(A, λ)I
−1
Z,R(A, λ) = I
−1
Z,L(A, λ) = I
−1
Z,R(A, λ).

Now, we pick A left elliptic, and we want to invert IZ(A) from the knowledge of
I−1Z,L(A, λ). Pick a ρ ∈ R such that I−1Z,L(A, λ) has no pole on {<λ = ρ}, and consider
the operator Sρ,L whose kernel is∫
<λ=ρ
eλ(r−r
′)I−1Z,L(A, λ)dλ.
Then one finds that Sρ,L is bounded from eρrHs(R× FZ) to eρrHs+m(R× FZ), and
Sρ,LIZ(A) = 1.
Since I−1Z,L(A, λ) is holomorphic, one also get by contour deformation that Sρ,L does
not change when ρ varies continuously without crossing the real part of an indicial
root, so that given a connected component I of R \ {<λ | I−1Z,L(A, ·) has a pole at λ},
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we denote SI,L the inverse (likewise we define SI,R for right elliptic operators and SI
for elliptic operators).
3.4. General Sobolev admissible operators. When dealing with differential op-
erators, whose kernel is supported exactly on the diagonal, the assumption that one
can work with spaces Hs,ρ0,ρ⊥ for any ρ0, ρ⊥ ∈ R is not very important. However, we
will be dealing with pseudo-differential operators that are not properly supported.
We will also be dealing parametrices, which cannot be R-admissible since some poles
appear.
Definition 3.3. Let ρ+ > ρ−. We say that an operator A is (ρ−, ρ+)−L2-admissible
of order m if it can be decomposed as A = Acomp + Acusp + R, where Acomp is a
compactly supported pseudo-differential operator of order m, Acusp = Op(σ) with σ
satisfying the conditions of Proposition 3.1. Finally, R is (ρ−, ρ+) − L2-smoothing
admissible:
(1) For all ρ0 ∈]ρ−, ρ+[, ρ⊥ ∈ R and N > 0, R is bounded from H−N,ρ0−d/2,ρ⊥ to
HN,ρ0−d/2,ρ⊥ ,
(2) For all ρ⊥ ∈ R and N,  > 0, [∂θ, R] is bounded from H−N,ρ+−d/2−,ρ⊥ to
HN,ρ−−d/2+,ρ⊥ ,
(3) There is a convolution operator IZ(R) and C > a such that
χCPZRχCEZ − χCIZ(R)χC
is an operator bounded from eρ+−H−N(R× FZ) to eρ−+HN(R× FZ) for all
N,  > 0.
The difference between being R-admissible and (ρ−, ρ+)-admissible lies only in
the behaviour on the zeroth Fourier mode in the cusps, where certain asympototic
behaviour is allowed. In the other Fourier modes in θ, all exponential behaviours are
allowed.
Each (ρ−, ρ+) − L2 admissible operator A is associated with a convolution oper-
ator IZ(A) in each cusp. We can also define the indicial family IZ(A, λ), which is
holomorphic in the strip
Cρ−,ρ+ := {λ ∈ C, <λ ∈ (ρ−, ρ+)},
Proposition 3.2. The set of (ρ−, ρ+)-L2 admissible operators is an algebra of oper-
ators, and the indicial family is also an algebra homomorphism.
The proof is the same as that of Proposition 3.1 and Lemma 3.6. The proof of
Lemma 3.7 still applies, albeit in Cρ−,ρ+ instead of C, so we can still define the set
of (left,right) indicial roots, and the indicial inverses SI,L, SI,R, SI .
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3.5. Improving Sobolev parametrices. In this section, we will prove Theorem 3
in the case that the operator is (ρ−, ρ+)-L2-admissible (except the part about the
Fredholm index that we will deal with in the next section). According to Proposition
2.2, we have a symbol q such that Op(q)A−1 is a smoothing operator. From Lemma
3.2, we deduce that it would suffice to improve Op(q) only with respect to the action
on the zeroth Fourier coefficient in the cusps. Since the symbol q was built using
symbolic calculus, we deduce directly that Op(q) is R-L2-admissible. Consider an
open interval I which is a connected component of
R \ {<λ | λ is a left indicial root},
and the corresponding left inverse SI,L of IZ(A). Then set
QI := Op(q) +
∑
Z
EZχC [SI,L − IZ(Op(q))]χCPZ ,
which is now a I − L2-admissible pseudodifferential operator (indeed, we have cor-
rected the indicial part of Op(q), by an I-L2 admissible smoothing operator). We
now write QIA = 1 + R′I and we aim to prove that R′I is compact on Hs,ρ0−d/2,ρ⊥
for all s ∈ R, ρ0 ∈ I, ρ⊥ ∈ R. By stability by composition of admissible pseudodif-
ferential operators (see Proposition 3.2), we know that R′I is a smoothing admissible
operators. Moreover, the operator QI was chosen so that IZ(R′I) = 0 (this can
be checked using the calculation rules of Lemma 3.6). As a consequence, thanks
to Lemma 3.2, the proof of Theorem 3 (except the Fredholm properties) now boils
down to the following Lemma:
Lemma 3.8. Let A ∈ Ψ−m(N,L(L)) be a (ρ−, ρ+)-L2 admissible pseudodifferential
operator such that IZ(A) = 0. Then A is bounded from Hs,ρ0−d/2,ρ⊥ to Hs+m,ρ
′
0−d/2,ρ⊥
for ρ0, ρ′0 ∈ (ρ−, ρ+), ρ⊥ ∈ R.
Proof. Let χ be a smooth cutoff function in the cusp. Then:
Af = (1− EZχPZ)A(1− EZχPZ)f
+ EZχPZA(1− EZχPZ)f + (1− EZχPZ)AEZχPZf + EZχPZAEZχPZf
By definition of being admissible, the first three terms directly satisfy the announced
bounds. The last one also does since we have assumed that IZ(A) = 0. 
Corollary 3.1. If A is left and right elliptic, the set of ρ0 ∈ (ρ−, ρ+) for which one
cannot build such a parametrix is given by the real part of the set
{λ | <λ ∈ (ρ−, ρ+), IZ(A, λ) is not invertible} .
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3.6. Fredholm index of elliptic operators.
Lemma 3.9. For all s, ρ0, ρ⊥ ∈ R, one can identity via the L2 scalar product the
spaces (Hs,ρ0,ρ⊥)′ ' H−s,−ρ0,−ρ⊥.
Proof. We have to prove that the bilinear map
(7) C∞c (N,L)× C∞c (N,L) 3 (u, v) 7→ 〈u, v〉 =
∫
N
gL(u, v)d volN(z)
extends boundedly as a map Hs,ρ0,ρ⊥ ×H−s,−ρ0,−ρ⊥ → C. Up to a smoothing order
modification of Λs which we denote by Λ′s, we can assume that Λ−sΛ′s = 1. Then,
for u, v ∈ C∞c (N,L), one has 〈u, v〉 = 〈Λ−sΛ′su, v〉 = 〈Λsu,Λ′−sv〉. By Lemma 3.5,
since Λ±s is admissible, Λ±s : H±s,ρ0,ρ⊥ → H0,ρ0,ρ⊥ is bounded. The boundedness of
(7) on H0,ρ0,ρ⊥ ×H0,−ρ0,−ρ⊥ → C is immediate (these are L2 spaces with weight yρ0
on the zeroth Fourier mode and yρ⊥ on the non-zero modes) and thus:
|〈Λsu,Λ′−sv〉| . ‖Λsu‖H0,ρ0,ρ⊥‖Λ′−sv‖H0,−ρ0,−ρ⊥ . ‖u‖Hs,ρ0,ρ⊥‖v‖H−s,−ρ0,−ρ⊥ .
We then conclude by density of C∞c (N,L). 
In the following, we will be working with operators which act on sections of a
bundle L1 (instead of L1 → L2). In that case, left and right ellipticity are equivalent.
Denote by P ∗ the formal adjoint of a pseudodifferential operator P . An immediate
computation shows that
(8) IZ(P ∗, λ) = IZ(P, d− λ)∗.
As a consequence, λ is a left indicial root of P ∗ if and only if d− λ is a right indicial
root of P . If P is elliptic, we have seen that left and right roots coincide.
Proposition 3.3. Let P be a (ρ−, ρ+)-L2 admissible elliptic pseudodifferential op-
erator of order m ∈ R. Let I be a connected component in (ρ−, ρ+) not contain-
ing the real part of any indicial root. Then P is Fredholm as a bounded operator
Hs+m,ρ0−d/2,ρ⊥ → Hs,ρ0−d/2,ρ⊥ with s ∈ R, ρ0 ∈ I, ρ⊥ ∈ R. The index does not
depend on s, ρ0, ρ⊥ in that range.
Proof. We write I = (ρI−, ρI+). First, from the parametrix construction, and the com-
pactness of the relevant spaces, we deduce that the kernel of P is finite dimensional
on each of those spaces (and is actually always the same). Indeed, we have
QP = 1 +K,
with K mapping H−N,ρI+−−d/2,ρ⊥ to HN,ρI−+−d/2,ρ⊥ for any N > 0, any  > 0 small
enough and any ρ⊥ ∈ R. In particular, by the compact embeddings of Lemma 3.2,
we know that K is compact on Hs,ρ0−d/2,ρ⊥ , for any s ∈ R, ρ0 ∈ I, ρ⊥ ∈ R. We
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deduce that the kernel of 1+K is finite dimensional. Moreover, by Lemma 3.3 given
N > 0 and ρ⊥ ∈ R, we have for N ′ > N large enough ρ′⊥ > ρ⊥ large enough that
HN
′,ρ0−d/2,ρ⊥ ↪→ HN,ρ0−d/2,ρ′⊥ .
and this implies that the kernel of P is contained in the intersection of all the spaces
Hs,ρ0−d/2,ρ⊥ , s ∈ R, ρ0 ∈ I, ρ⊥ ∈ R. In particular, the kernel of P , which is contained
in the kernel of 1 + K satisfies the same result, and its dimension does not depend
on the space. Eventually, using Lemma 3.9, we can consider the same argument for
the adjoint P ∗ (to obtain the codimension of the image of P ), and this closes the
proof. 
3.7. Crossing indicial roots. Let A be an elliptic pseudodifferential operator of
orderm > 0. For the sake of simplicity, we assume that A is both left and right elliptic
but a rather similar discussion can be carried out if A is only left or right elliptic.
We want to investigate what happens when one crosses an indicial root: the operator
may fail to be injective and/or surjective. For the sake of simplicity, we assume that
the operator A has no indicial root on <(λ) = d/2 and that it is an isomorphism as
a map Hs,ρ,ρ⊥ → Hs−m,ρ,ρ⊥ for all s ∈ R, ρ⊥ ∈ R and ρ in a neighbourhood of 0. Let
us investigate its kernel: we consider u ∈ H0,ρ0,ρ⊥ such Au = 0, where ρ0 > 0 and we
assume that ρ0 + d/2 is not an indicial root. By ellipticity, it implies in particular
that u ∈ H+∞,ρ0,ρ⊥ and we recall that this notation means that u ∈ HN,ρ0,ρ⊥ for all
N ∈ N. Moreover, we have
Au = 0 = (1− EZχPZχ)A(1− EZχPZχ)u
+ EZχPZχA(1− EZχPZχ)u+ (1− EZχPZχ)AEZχPZχu+ EZχPZχAEZχPZχu
Since A is R-admissible, the first three terms are respectively in
H+∞,−∞,ρ⊥ , H+∞,−∞,−∞, H+∞,−∞,−∞.
In particular, this implies that
χPZAEZχPZχu = IZ(A)PZχu+Oy−∞H∞(1) = Oy−∞H∞(1),
that is IZ(A)PZχu = Oy−∞H∞(1). Since ρ0 + d/2 was assumed not to be an in-
dicial root, IZ(A) is invertible on eρ0+d/2Hs+m → eρ0+d/2Hs, for all s ∈ R with
inverse Sρ0+d/2(A) and the Schwartz kernel of this inverse does not depend on a
small perturbation on ρ0. By Lemma 3.4, we have f := PZχu ∈ e(ρ0+d/2)rH∞ and
thus Sρ0+d/2(A)IZ(A)f = f . On the other hand, we know by a classical contour
integration argument that
Sρ0+d/2(A) = Sd/2(A) + 2ipi
∑
λ indicial root of A
<λ∈]d/2,ρ0[
Πλ.
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Here, Πλ is the convolution operator whose kernel is the residue of eλ
′(r−r′)IZ(A, λ′)−1
at λ′ = λ. It is a finite rank operator, whose image is the linear span of sections of
the form
(9) eλr(log r)kfk(ζ),
(k being at most the order of the pole). This implies, using the boundedness prop-
erties of Sd/2 that
f = Sd/2(A)IZ(A)f +
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)f
= Oed/2rH∞(1) +
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)f.
Going back to u and writing u = (1−χEZPZχ)u+χEZf , we eventually obtain that
u = u0 + u1, where u0 ∈ H+∞,0,ρ⊥ and
u1 = χEZ
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)PZχu,
which belongs to a finite-dimensional space. On the other hand,
Au1 = Au− Au0 = −Au0 ∈ H+∞,−∞,−∞.
By invertibility of A for sections in Hs,0,ρ⊥ , s ∈ R, ρ⊥ ∈ R, we obtain that u0 =
−A−1(Au1). To go further, observe by the same contour integral argument that
IZ(A)Πλ = 0 on all the space erρHs for ρ < <(λ), s ∈ R, where λ is an indicial root
such that <(λ) ∈]d/2, ρ0[. We deduce that for each section in the form (9), we can
build an exact solution of Au = 0. To sum up the discussion, we have proved the
Proposition 3.4. Assume that Au = 0, u ∈ H0,ρ0,ρ⊥ with ρ⊥ ∈ R and ρ0 + d/2 not
being the real part of an indicial root. Then u = u0 + u1 with
u1 = χEZ
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)PZχu
and Au1 ∈ H+∞,−∞,−∞, and u0 = −A−1(Au1) ∈ H+∞,0,−∞ (in particular, u ∈
H∞,ρ0,−∞). On the other hand, for each indicial root λ with <λ > d/2, and each
element in the image of Πλ, we can build such a solution.
We also have a similar statement for the resolution of equation Au = v on smaller
spaces than Hs,0,ρ⊥ .
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Proposition 3.5. Let ρ0 < 0 and assume that ρ0 + d/2 is not the real part of an
indicial root (in particular, there is no indicial root on (ρ0 − ε, ρ0 + ε) for some
ε > 0). Then, there exists S ∈ Ψ−m, an (ρ0 − ε, ρ0 + ε)-L2-admissible operator, a
linear mapping G : Hs,ρ0,ρ⊥ → eρrH+∞, bounded on these spaces for all s, ρ, ρ⊥ ∈ R,
such that for all v ∈ Hs,ρ0,ρ⊥ , s ∈ R, ρ⊥ ∈ R, one has:
A−1v = Sv + χEZ
∑
λ indicial root of A
<λ∈]ρ0,d/2[
Πλ(PZχ+G)v.
Moreover, one has AχEZΠλ : erρHs → H+∞,−∞,−∞ for all ρ < <(λ).
Proof. Since A is assumed to be invertible on the spaces Hs,0,ρ⊥ , s ∈ R, ρ⊥ ∈ R, given
v ∈ Hs,ρ0,ρ⊥ for ρ0 < 0, the equation Au = v admits a solution u ∈ Hs+m,0,ρ⊥ and
one needs to prove that u is actually more decreasing than this. The proof follows
the same arguments as the ones given in the proof of Proposition 3.4, namely one
has to solve in the full cusp the equation IZ(A)u˜ = f˜ , where f˜ ∈ er(ρ0+d/2)Hs and u˜
is a priori in erd/2Hs+m. 
We also make the following important comment. In the case where A is only left
elliptic, the previous lemma can be extended and boils down to saying that if Au = v,
where v ∈ Hs,ρ0,ρ⊥ , s ∈ R, ρ⊥ ∈ R, ρ0 < 0 and u is a priori in Hs+m,0,ρ⊥ , then u is
actually of the form u = u0 + u1, where u0 ∈ Hs+m,ρ0,ρ⊥ and
u1 = χEZ
∑
λ indicial root of A
<λ∈]ρ0,d/2[
Πλ(PZχ+G)v,
where G maps into erρH+∞ for all ρ ∈ R.
Finally, putting together Propositions 3.4 and 3.5, we deduce that the Fredholm
index of A acting on Hs,ρ,ρ⊥ , when ρ > 0 is not the real part of an indicial root, is
ind(A,Hs,ρ,ρ⊥) =
∑
<λ∈]d/2,d/2+ρ[
rank(Πλ).
If ρ < 0, this is minus the sum for <λ ∈]d/2 + ρ, d/2[.
4. Pseudo-differential operators for Hölder-Zygmund spaces on
cusps
In this section, we are going to prove that the class of pseudodifferential operators
defined in the previous section is bounded on the Hölder-Zygmund spaces Cs∗ (see
below for a definition). On a compact manifold, this is a well-known fact and we
refer to the arguments before [Tay97, Equation (8.22)] for more details. In our
case, there are subtleties coming from the non-compactness of the manifold. First,
just as for the scale of Sobolev spaces Hs (built from the Laplacian induced by the
RIGIDITY OF MANIFOLDS WITH HYPERBOLIC CUSPS 27
metric), we need to correctly define the Hölder-Zygmund spaces so that they take
into account the geometry at infinity of the manifold, namely the hyperbolic cusps.
This is done via a Littlewood-Paley decomposition that encapsulates the hyperbolic
behaviour. At this stage, we insist on the fact that the euclidean Littlewood-Paley
decomposition is rather remarkable insofar as it only involves Fourier multipliers (and
not “real” pseudodifferential operators), which truly simplify all the computations.
This is not the case in the hyperbolic world and some rather tedious integrals have
to be estimated.
Then, we will be able to prove that the previously defined pseudodifferential oper-
ators of order m ∈ R map continuously Cs+m∗ to Cs∗ , just as in the compact setting.
Since we can always split the operator in different parts that are properly supported
in cusps or in a fixed compact subset of the manifold (modulo a smoothing operator),
we can directly restrict ourselves to operators supported in a cusp as long as we know
that smoothing operators enjoy the boundedness property.
Finally, we will prove Theorem 3 in the L∞ case.
4.1. Definitions and properties. In the paper [Bon16], only Sobolev spaces were
considered. So we will have to prove several basic results of boundedness of the
calculus, acting now on Hölder-Zygmund spaces. We will give the proofs in the
case of cusps, and leave the details of extending to products of cusps with compact
manifolds to the reader.
We consider a smooth cutoff function ψ ∈ C∞0 (R) such that ψ(s) = 1 for |s| ≤ 1
and ψ(s) = 0 for |s| ≥ 2. We define for j ∈ N∗,
(10) ϕj(x, ξ) = ψ(2−j〈ξ〉)− ψ(2−j+1〈ξ〉),
where 〈ξ〉 := √1 + y2|ξ|2 and here |ξ| is the euclidean norm of the vector ξ ∈ Rd+1.
Observe that
suppϕj ⊂
{
(x, ξ) ∈ Hd+1 × Rd+1 | 2j−1 ≤ 〈ξ〉 ≤ 2j+1} .
Then, with ϕ0 = ψ(〈ξ〉),
∑+∞
j=0 ϕj(x, ξ) = 1. We introduce the
Definition 4.1. We define the Hölder-Zygmund space of order s as:
Cs∗(Z) :=
{
u ∈ ∆NL∞(Z) + L∞(Z) | ‖u‖Cs∗ <∞
}
,
where:
‖u‖Cs∗ := sup
j∈N
2js‖Op(ϕj)u‖L∞(Z)
and N = 0 for s > 0 and N > (|s|+ d+ 1)/2 when s ≤ 0.
One can check that the definition of these spaces do not depend on the choice of
the initial function ψ (as long as it satisfies the aforementioned properties). This
mainly follows from Lemma 4.3. Note that, although a cutoff function χ around the
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“diagonal” y = y′ has been introduced in (4) in the quantization Op, we still have
1 =
∑
j∈N Op(ϕj). Thus, given u ∈ Cs∗ with s > 0, one has u =
∑
j∈N Op(ϕj)u, with
normal convergence in L∞ and
‖u‖L∞ ≤
∑
j∈N
‖Op(ϕj)u‖L∞ ≤
∑
j∈N
2−js 2js‖Op(ϕj)u‖L∞︸ ︷︷ ︸
≤‖Cs∗‖
. ‖u‖Cs∗
It can be checked that this definition locally coincides with the usual definition
of Hölder-Zygmund spaces on a compact manifold, that is for1 s /∈ N, Cs∗ contains
the functions that have [s] derivatives which are locally L∞ and such that the [s]-th
derivatives are s − [s] Hölder continuous. Indeed, if we choose a function f that is
localized in a strip y ∈ [a, b], then the size of the annulus in the Paley-Littlewood
decomposition is uniform in y and can be estimated in terms of a and b, so the
definition of the Hölder-Zygmund spaces boils down to that of Rd+1. This will be
made precise in Proposition 4.2.
Definition 4.2. We will say that an operator R is small Zygmund-smoothing, and
write R ∈ Ψ−∞,L∞small (N,L) if
R : yρCs∗(N,L)→ yρCs
′
∗ (N,L)
is bounded for any ρ ∈ R, s, s′ ∈ R. We will denote by Ψm,L∞small (N,L) the operators
that decompose as Op(σ) +R, with σ ∈ Sm and R ∈ Ψ−∞,L∞small (N,L).
We have the equivalent of Proposition 2.1:
Proposition 4.1. Let P = Op(σ) be a pseudodifferential operator in the class
Ψm(N,L1 → L2). Then:
P : yρCs+m∗ (N,L1)→ yρCs∗(N,L2),
is bounded for s ∈ R. If σ′ ∈ Sm′ is another symbol,
Op(σ) Op(σ′) = Op(σσ′) +O
Ψm+m
′−1,L∞
small
(1).
As usual, since we added a cutoff function on the kernel of the operator around
the diagonal y = y′, the statement boils down to ρ = 0, which we are going to prove
in the next paragraph.
1For s ∈ N, this does not exactly coincide with the set of functions that have exactly [s] derivatives
in L∞.
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4.2. Basic boundedness. The first step here is to derive a bound on L∞ spaces.
We follow the notations in [Bon16],˜denoting the lifting of functions on Z to periodic
functions in Hd+1. If f is a function on the full cusp Z, then for P = Op(σ), one has:
Pf(x) =
∫
Hd+1
χ(y′/y − 1)
(
y
y′
) d+1
2
Kwσ (y, θ, y
′, θ′)f˜(y′, θ′)dy′dθ′,
where the kernel Kwσ can be written:
Kwσ (x, x
′) =
∫
Rd+1
ei〈x−x
′,ξ〉σ
(
x+ x′
2
, ξ
)
dξ
If P : L∞(Z)→ L∞(Z) is bounded, then:
‖P‖L(L∞,L∞) ≤ sup
(y,θ)∈Hd+1
∫
Hd+1
χ(y′/y − 1)
(
y
y′
) d+1
2
|Kwσ (y, θ, y′, θ′)|dy′dθ′
. sup
(y,θ)∈Hd+1
∫ y′=Cy
y′=y/C
∫
θ′∈Rd
|Kwσ (y, θ, y′, θ′)|dy′dθ′.
(11)
Thus, we will look for bounds on |Kwσ (y, θ, y′, θ′)|. A rather immediate computation
shows that:
(12)
xi − x′i
iy+y
′
2
Kwσ = K
w
Xiσ
,
where x = (x0, x1, ..., xd) = (y, θ) and X0 = y−1∂Y , Xi = y−1∂Ji for i = 1, ..., d
and we will iterate many times this equality, denoting Xα = Xα00 . . . X
αd
d for each
multiindices α. Since
|Kwσ (y, θ, y′, θ′)| .
∫
Rd+1
|σ((x+ x′)/2, ξ)|dξ,
we also get
|Kwσ (y, θ, y′, θ′)| .
∣∣∣∣x− x′y + y′
∣∣∣∣−α ∫
Rd+1
|Xασ|dξ.
Lemma 4.1. Let σ ∈ S−m with m > d+ 1. Then Op(σ) is bounded on L∞.
Proof. Under the assumptions, σ is integrable in ξ, and so are its derivatives. In
particular, we get for all multiindices α,
|Kwσ (y, θ, y′, θ′)| .
Cα
(y + y′)d+1
∣∣∣∣ y + y′x− x′
∣∣∣∣α .
30 YANNICK GUEDES BONTHONNEAU AND THIBAULT LEFEUVRE
From this we deduce
|Kwσ (y, θ, y′, θ′)| .
1
(y + y′)d+1
1
1 +
∣∣∣ θ−θ′y+y′ ∣∣∣d+1
and
‖Op(σ)‖L∞→L∞ . sup
y
∫ yC
y/C
dy′
∫
Rd
dθ
1
(y + y′)d+1
1
1 +
∣∣∣ θy+y′ ∣∣∣d+1
. sup
y
∫ yC
y/C
dy′
1
y + y′
<∞.

We now use the previous dyadic partition of unity. Given a symbol σ ∈ Sm, we
define σj := σϕj ∈ S−∞. Observe that
P = Op(σ) =
+∞∑
j=0
Op(σϕj︸︷︷︸
=σj
) =
+∞∑
j=0
Pj,
where Pj := Op(σj). We will need the following refined version of the previous
lemma:
Lemma 4.2. Assume that σ ∈ Sm. Then, ‖Pj‖L(L∞,L∞) . 2jm
In particular, if u ∈ L∞, we find that u ∈ C0∗ (but the converse is not true !).
Proof. The proof is similar to the proof of Lemma 4.1, but we have to be care-
ful to obtain the right bound in terms of power of 2j. Since ϕj has support in
{2j−1 ≤ 〈ξ〉 ≤ 2j+1}, the kernel Kwσj of Pj satisfies:
(13) |Kwσj(x, x′)| .
∫
{2j−1≤〈ξ〉≤2j+1}
〈ξ〉mdξ . 2
j(m+d+1)
(y + y′)d+1
Differentiating in ξ, we get for all multiindices α,
(14) |Kwσj | .
∣∣∣∣ y + y′x− x′
∣∣∣∣α 2j(m−|α|+d+1)(y + y′)d+1 ,
Combining with (12) (we iterate the equality k′ times in y and k times in θ that is
in each θi coordinate), we obtain:
(15) |Kwσj(x, x′)| .
2j(m+d+1)
(y + y′)d+1
(
1 + 2jk′
∣∣∣∣y − y′y + y′
∣∣∣∣k′ + 2jk ∣∣∣∣θ − θ′y + y′
∣∣∣∣k
)
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Then, integrating in (11), we obtain:
‖Pj‖L(L∞,L∞)
. sup
(y,θ)∈Hd+1
∫ y′=Cy
y′=y/C
∫
θ′∈Rd
|Kwσ (y, θ, y′, θ′)|dy′dθ′
. 2j(m+d+1) sup
(y,θ)∈Hd+1
∫ y′=Cy
y′=y/C
∫
θ′∈Rd
dy′dθ′
(y + y′)d+1
(
1 + 2jk′
∣∣∣y−y′y+y′ ∣∣∣k′ + 2jk ∣∣∣∣θ − θ′y + y′
∣∣∣∣k
)
. 2j(m+d+1) sup
(y,θ)∈Hd+1
2−jd
∫ y′=Cy
y′=y/C
dy′
(y + y′)
(
1 + 2jk′
∣∣∣y−y′y+y′ ∣∣∣k′)1−d/k
. 2j(m+1)
∫ C
1/C
1
(1 + u)
(
1 + 2jk′
∣∣u−1
u+1
∣∣k′)1−d/k du,
where we have done the change of variable u = y′/y. We let v = 2j 1−u
1+u
, so that
u = (1− 2−jv)/(1 + 2−jv),
1/(1 + u) = (1 + 2−jv)/2, du = − 2
1−j
(1 + 2−jv)2
dv.
and we get the bound∫ C
1/C
1
(1 + u)
(
1 + 2jk′
∣∣u−1
u+1
∣∣k′)1−d/k du
. 2−j
∫ 2j(C−1)/(C+1)
−2j(C−1)/(C+1)
1
(1 + |v|k′)1−d/k
dv
1 + 2−jv
.
Let now k = d+1 and k′ = d+2. We can bound the term 1/(1+2−jv) by (C+1)/2,
and we get
‖Pj‖L(L∞,L∞) . 2jm
∫
R
dv
(1 + |v|d+2)1/(d+1) . 2
jm.
Here, it was crucial that the kernel is uniformly properly supported. 
Lemma 4.3. Let σ ∈ Sm. For all N ∈ N, there exists a constant CN > 0 such that
for all integers j, k ∈ N such that |j − k| ≥ 3,
‖Pj Op(ϕk)‖L(L∞,L∞), ‖Op(ϕk)Pj‖L(L∞,L∞) ≤ CN2−N max(j,k),
where Pj = Op(σϕj).
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Proof. This is a rather tedious computation and we only give the key ingredients. It
is actually harmless to assume that σ = 1, which we will assume to hold for the sake
of simplicity. We use [Bon16, Proposition 1.19]. We know that
Op(ϕj) Op(ϕk)f(x) =
∫
x′∈Hd+1
(
y
y′
) d+1
2
Kwϕj]ϕk(x, x
′)f(x′)dx′
where, by definition,
(16) Kwϕj]ϕk(x, x
′) =
∫
ei〈x−x
′,ξ〉ϕj]ϕk
(
x+ x′
2
, ξ
)
dξ
and
ϕj]ϕk(x, ξ) = 2
−2d−2
∫
e2i(−〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)
ϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2)dx1dx2dξ1dξ2,
(17)
where, for fixed y, χ(y, ·, ·) is supported in the rectangle {y/C ≤ y1,2 ≤ yC} (C not
depending on y). To prove the claimed boundedness estimate, it is thus sufficient to
prove that
sup
x∈Hd+1
∫
x′∈Hd+1
(
y
y′
) d+1
2
|Kwϕj]ϕk(x, x′)|dx′ . CN2−N max(j,k),
and we certainly need bounds on the kernel Kwϕj]ϕk . First observe that it is supported
in some region {y/C ′ ≤ y′ ≤ yC ′} so, as before, the term (y/y′) d+12 is harmless in the
integral. Then, we follow the same strategy as in the proof of Lemma 4.2. We deduce
that it suffices to obtain bounds of the form
|KwXα(ϕj]ϕk)|, |Kwϕj]ϕk | . CN
2−N max(j,k)
(y + y′)d+1
.
for |α| ≤ d+ 2.
For the sake of simplicity, we only deal with the bound on |Kwϕj]ϕk |, the others being
similar. To obtain a bound on this kernel, it is sufficient to prove that |ϕj]ϕk(x, ξ)| .
CN2
−N max(j,k)〈ξ〉−N (where N has to be chosen large enough). Indeed, one then
obtains:
|Kwϕj]ϕk(x, x′)| . CN2−N max(j,k)
∫
Rd+1
dξ(
1 +
(
y+y′
2
)2 |ξ|2)N/2 . CN
2−N max(j,k)
(y + y′)d+1
.
We denote by y1Dx1,i :=
y1
2i
∂x1,i the operator of derivation and we use in (17) the
identity
(18) (1 + y21|ξ − ξ1|2)−N(1 + y21D2x1)N(e2i〈x−x1,ξ−ξ1〉) = e2i〈x−x1,ξ−ξ1〉
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where D2x1 =
∑
iD
2
x1,i
. In terms of Japanese bracket, this can be rewritten shortly
〈ξ − ξ1〉−2N〈Dx1〉2N(e2i〈x−x1,ξ−ξ1〉) = e2i〈x−x1,ξ−ξ1〉. We thus obtain:
ϕj]ϕk(x, ξ) =2
−2d−2
∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)〈ξ − ξ1〉−2N〈ξ − ξ2〉−2N
〈Dx1〉2N〈Dx2〉2N (ϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2)) dx1dx2dξ1dξ2,
We also need to use this trick in the x variable (more precisely on the θ variable) to
ensure absolute convergence of this integral. This yields the formula:
ϕj]ϕk(x, ξ) = 2
−2d−2
∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)
〈θ − θ1〉−2M〈θ − θ2〉−2M〈DJ1〉2M〈DJ2〉2M[〈ξ − ξ1〉−2N〈ξ − ξ2〉−2N〈Dx1〉2N〈Dx2〉2N(ϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2))]
dx1dx2dξ1dξ2,
where M is chosen large enough. We here need to clarify a few things. First of
all, the notation is a bit hazardous insofar as 〈θ − θ1〉2 := 1 + |θ−θ1|2y21 this time. This
comes from the fact that the natural operation of differentiation (which preserves the
symbol class) is 〈DJ1〉2 := 1+
∑d
i=1(y
−1
1 ∂J1,i)
2. If ones formally develops the previous
formula, one obtains a large number of terms involving derivatives — coming from
the brackets
〈DJ1〉2M〈DJ2〉2M〈Dx1〉2N〈Dx2〉2N
— of ϕj and ϕk. These derivatives obviously do not change the supports of these
functions and can only better the estimate (there is a 2−j that pops up out of the
formula each time one differentiates, stemming from the very definition of ϕj). As a
consequence, it is actually sufficient to bound the integral if one forget about these
brackets of differentiation. We are thus left to bound∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)〈θ − θ1〉−2M〈θ − θ2〉−2M
〈ξ − ξ1〉−2N〈ξ − ξ2〉−2Nϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2)dx1dx2dξ1dξ2.
We can now assume without loss of generality that k ≥ j + 3. Then, ϕj and ϕk are
supported in two distinct annulus whose interdistance is bounded below by 2k−1 −
2j+1 ≥ 2k−2. Using this fact, one can bound the integrand by
〈ξ − ξ1〉−2N〈ξ − ξ2〉−2N〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2)
. CN2−Nk〈ξ〉−4N〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2),
where the last bracket is 〈ξ〉 := √1 + y2|ξ|2. (The estimates actually come out with a
Japanese bracket in terms of y1,2 but these are uniformly comparable to the Japanese
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bracket in terms of y because χ is supported in the region {y/C ≤ y1,2 ≤ yC}.) We
thus obtain:∣∣∣∣∣
∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)〈θ − θ1〉−2M〈θ − θ2〉−2M
〈ξ − ξ1〉−2N〈ξ − ξ2〉−2Nϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2))dx1dx2dξ1dξ2
∣∣∣∣∣
. CN2−Nk〈ξ〉−4N
∫
x1∈Rd+1
x2∈Rd+1
2j−1≤〈ξ1〉≤2j+1
2k−1≤〈ξ2〉≤2k+1
〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2)dξ1dξ2dx1dx2
We simply use a volume bound of the annulus (the ball in which it is contained
actually) for the ξ1, ξ2 integrals which provides:∫
2j−1≤〈ξ1〉≤2j+1
dξ1 . 2j(d+1)/yd+11
As a consequence, the bound in the previous integral becomes:
CN
2−Nk
〈ξ〉4N
∫
x1∈Rd+1
x2∈Rd+1
2j−1≤〈ξ1〉≤2j+1
2k−1≤〈ξ2〉≤2k+1
χ(y, y1, y2)dξ1dξ2dx1dx2
〈θ − θ1〉2M〈θ − θ2〉2M
. CN
2−Nk+(j+k)(d+1)
〈ξ〉4N
∫
x1∈Rd+1
x2∈Rd+1
〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2) dx1dx2
yd+11 y
d+1
2
Now, the last integral can be bounded by∫ Cy
y1=y/C
∫
θ1∈Rd
∫ Cy
y2=y/C
∫
θ2∈Rd
〈θ − θ1〉−2M〈θ − θ2〉−2M dx1dx2
yd+11 y
d+1
2
. 1,
where M is large enough, which eventually yields the estimate
|ϕj]ϕk(x, ξ)| . CN2−Nk2(j+k)(d+1)〈ξ〉−4N .
Since N was chosen arbitrary, we can always take it large enough so that it swallows
the term 2(j+k)(d+1). In the end, concluding by symmetry of j and k, we obtain the
sought estimate
(19) |ϕj]ϕk(x, ξ)| . CN2−N max(j,k)〈ξ〉−N .
This implies the estimate on the kernel Kwϕj]ϕk and concludes the proof. 
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Remark 4.1. Following the same scheme of proof, one can also obtain the inde-
pendence of the definition of the Hölder-Zygmund spaces with respect to the cutoff
function ψ chosen at the beginning. If ψ˜ ∈ C∞0 (R) is another cutoff function such
that ψ˜ ≡ 1 on [−a, a] and ψ˜ ≡ 0 on R\ [−b, b] (and 0 < a < b), we denote by Op(ϕ˜j)
the operators built from ψ˜ like in (10). Then, in order to show the equivalence of
the Cs∗- and C˜s∗-norms respectively built from ψ or ψ˜, one has to compute quantities
like ‖Op(ϕj) Op(ϕ˜k)‖L(L∞,L∞). If k ∈ N is fixed, then the terms Op(ϕj) Op(ϕ˜k) ‘ìn-
teract” (in the sense that one will not be able to obtain a fast decay estimate like
(19)) for j ∈ [k−1+blog2(a)c, k+1+dlog2(b)e]. We can improperly call these terms
“diagonal terms". Note that the number of such terms is independent of both j and
k. The content of Lemma 4.3 can be interpreted by saying that when taking the same
cutoff function (that is ψ = ψ˜), the diagonal terms are {j, k ∈ N | |j − k| ≤ 2}. In
the following, we will use the definition of Hölder-Zygmund spaces with the rescaled
cutoff functions ψ˜h := ψ(h·). The diagonal terms are then shifted by log2(h−1).
A consequence of the previous Lemma is the following estimate. Note that it is not
needed for the proof of Proposition 4.1 but will appear shortly after when comparing
the Hölder-Zygmund spaces Cs∗ with the usual spaces Cs.
Lemma 4.4. Let P = Op(σ) for some σ ∈ Sm,m ∈ R and let 0 < s < m. Then,
there exists a constant C > 0 such that for all j ∈ N:
‖P Op(ϕj)‖L(Cs∗ ,L∞) ≤ C2−j(s−m)
Proof. This is a rather straightforward computation, using Lemma 4.3:
‖P Op(ϕj)f‖L∞ .
∑
k∈N
‖Pk Op(ϕj)f‖L∞
.
∑
|k−j|≥3
‖Pk Op(ϕj)f‖L∞ +
∑
|k−j|≤2
‖Pk Op(ϕj)f‖L∞
.
∑
|k−j|≥3
CN2
−N max(j,k)‖f‖L∞ + 2jm‖Op(ϕj)f‖L∞
. ‖f‖L∞ + 2−j(s−m) 2js‖Op(ϕj)f‖L∞︸ ︷︷ ︸
.‖f‖Cs∗
. 2−j(s−m)‖f‖Cs∗ ,
where N ≥ 1 is arbitrary. 
We can now start the proof of Proposition 4.1.
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Proof of Proposition 4.1, case s+m > 0, s > 0. We look at:
‖Op(ϕj)Pu‖L∞ .
∑
|j−k|≥3
‖Op(ϕj)Pku‖L∞ + ‖Op(ϕj)
∑
|j−k|≤2
Pku‖L∞
The first term can be bounded using Lemma 4.3 and for N ≥ [s] + 1:
sup
j∈N
2js
∑
|j−k|≥3
‖Op(ϕj)Pku‖L∞ ≤ sup
j∈N
2jsCN
∑
|j−k|≥3
2−N max(j,k)‖u‖L∞
. ‖u‖L∞ . ‖u‖Cs+m∗
Concerning the second term, we use the same trick, writing uk := Op(ϕk)u.
‖Op(ϕj)
∑
|j−k|≤2
Pku‖L∞ . ‖
∑
|j−k|≤2
Pku‖L∞
.
∑
|j−k|≤2
∑
|j−l|≥5
‖Pkul‖L∞ +
∑
|j−k|≤2
∑
|j−l|≤4
‖Pkul‖L∞
The first term can be bounded just like before, using Lemma 4.3. As to the second
term, we use Lemma 4.2, which gives that
sup
j∈N
2js
∑
|j−k|≤2
∑
|j−l|≤4
‖Pkul‖L∞ . sup
j∈N
2js2jm
∑
|j−l|≤4
‖Op(ϕl)u‖L∞ . ‖u‖Cs+m∗
Combining the previous inequalities, we obtain the desired result. Observe that the
proof above also gives that for P ∈ Ψm, m ∈ R,
‖Pu‖C−m∗ . ‖u‖L∞ .

Next, we want to deal with the case of negative s. To this end, we need to
have some rough space on which our operators are bounded. Consider the space of
distributions (for some constant h > 0 small enough).
C−2n := (−h2∆ + 1)nL∞.
equipped with the norm
‖u‖ := inf{‖v‖L∞ | (−h2∆ + 1)nv = u}.
Lemma 4.5. For n ≥ 1 and h small enough, s > 0, and σ ∈ S−2n+1−s, Op(σ) is
bounded on C−2n. Also, for n > n′, C−2n′ ⊂ C−2n.
Proof. First of all, we prove that L∞ ⊂ C−2n. To this effect, we consider parametrices
(−h2∆ + 1)n Op(qn) = 1 + hN Op′(rn),
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with qn of order −2n, and rn of order −N . Taking N larger than d + 1, by Lemma
4.1, Op(rn) is bounded on L∞ and Op(qn) is bounded from L∞ to C2n∗ ⊂ L∞ by the
previous Lemma. We get that for v ∈ L∞,
(−h2∆ + 1)nOp(qn)(1 + hN Op(rn))−1︸ ︷︷ ︸
:=Pn
v = v,
the inverse being defined by Neumann series for h small enough and Pn is of order
−2n so Pnv ∈ C2n∗ ⊂ L∞. The inclusion C−2n′ ⊂ C−2n follows decomposing (−h2∆+
1)n = (−h2∆ + 1)n′(−h2∆ + 1)n−n′ .
For f = (−h2∆ + 1)nf˜ ∈ C−2n (with f˜ ∈ L∞), observe that
Op(σ)f = Op(σ)(−h2∆ + 1)nf˜ = Op′(σ′h)f˜ + (−h2∆ + 1)n Op(σ)f˜ ,
with σ ∈ S−2n+1−s — here Op′ is a quantization with cutoffs around the diagonal
with a larger support and σ′h ∈ S−s. By the last remark in the proof of the previous
lemma, this is in Cs∗ + (−h2∆ + 1)nC2n+s−1∗ ⊂ L∞ + (−h2∆ + 1)nL∞ ⊂ C−2n.

Proof of Proposition 4.1, general case. Given p ∈ Sm and n, we can build paramet-
rices
(−h2∆ + 1)k Op(qk) Op(p) = Op(p) + Op(rk),
with qn ∈ S−2k, rn ∈ S−2n−d−1. With k ≥ n+(m+d+1)/2, we get that for u ∈ C−2n,
Op(p)u = (−h2∆ + 1)k Op(qk) Op(p)u−Op(rk)u ∈ C−2(n+k) + C−2n = C−2(n+k).
In particular, Op(p) is continuous from C−2n to C−4n−2d(m−d−1)/2e. Next, inspecting
the proof of Lemma 4.3, we find that it also applies to the spaces C−2n. In particular,
we obtain that for all n ≥ 0, and every s ∈ R,
(20) ‖Op(p)u‖Cs∗ ≤ C‖u‖Cs+m∗ + C‖u‖C−2n .
So far, we have proved that for n ≥ 0, s ∈ R, m ∈ R, Op(p) is continuous as a map
{u ∈ C−2n | ‖u‖Cs+m∗ <∞} → {u ∈ C−4n−2d(m−d−1)/2e | ‖u‖Cs∗ <∞}.
We would like to replace −4n − 2d(m − d − 1)/2e by a number that only depends
on s. To this end, we pick u ∈ C−4n−2d(m−d−1)/2e such that ‖u‖Cs∗ < ∞. First off, if
s > 0, then u ∈ L∞. So we assume that s ≤ 0. Then for all  > 0, using the estimate
(20),
‖Op(〈ξ〉s−)u‖C∗ <∞.
Using parametrices again, we can find rN ∈ S−s− and q ∈ Ss+ so that
u = Op(qs+) Op(〈ξ〉−s−)u+ Op(rN)u.
Since Op(rN)u,Op(〈ξ〉−s−)u ∈ L∞, we can apply the first part of the proof and
obtain u ∈ C−2d(s++d+1)/2e. 
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4.3. Correspondance between Hölder-Zygmund spaces and usual Hölder
spaces. We prove that the Hölder-Zygmund spaces Cs∗(Z) coincide with the usual
spaces Cs(Z) when s ∈ R+ \ N.
Proposition 4.2. For all s ∈ R+ \ N, Cs∗(Z) = Cs(Z) and more precisely
‖f‖Cs∗(Z)  ‖f‖Cs(Z).
For the sake of simplicity, we prove the previous proposition in the case s ∈ (0, 1),
the general case being handled in a similar fashion. This will require a preliminary
Lemma 4.6. There exists a constant C > 0 such that for all j ∈ N:
‖Op(ϕj)1‖L∞ ≤ C2−j
Proof. Let us start by giving an explicit expression:
Op(ϕj)1 =
∫
Hd+1
∫
Rd+1
χ(y′/y − 1)(y/y′) d+12 ei〈x−x′,ξ〉σj
(
y + y′
2
, ξ
)
dξdy′dθ′.
Since there is no dependence in θ, we can remove θ and J and get∫ +∞
y′=0
∫ +∞
Y=−∞
χ(y′/y − 1)(y/y′) d+12 ei〈y−y′,Y 〉σj
(
y + y′
2
, Y, J = 0
)
dY dy′
That is,∫ +∞
y′=0
∫ +∞
Y=−∞
χ(y′/y − 1)(y/y′) d+12 ei〈y−y′,Y 〉ψ
2−j
√
1 +
(
y + y′
2
Y
)2− ψ
2−j+1
√
1 +
(
y + y′
2
Y
)2 dY dy′
Making the change of variables u = y+y
′
2
, we get the following expression:
2×
∫ +∞
u=y/2
∫ +∞
Y=−∞
χ(2u/y − 2)
(
y
2u− y
) d+1
2
e2i〈y−u,Y 〉[
ψ
(
2−j
√
1 + (uY )2
)
− ψ
(
2−j+1
√
1 + (uY )2
)]
dY du.
(21)
It is sufficient to prove that each term in this difference is bounded by C2−j. Let us
deal with the first one for instance. For the sake of simplicity, we also forget about
the factors
χ(2u/y − 2)
(
y
2u− y
) d+1
2
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since, in the end, this will amount to integrating in the y′ variable for y′ ∈ [y/C ′, yC ′],
for some uniform constant C ′ > 0. Using the identity(
i∂Y
2u
)(
e2i〈y−u,Y 〉
)
= e2i〈y−u,Y 〉,
we can thus estimate the first term in (21)∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y 〉ψ
(
2−j
√
1 + (uY )2
)
dY du
=
∫ yC′
u=y/C′
∫ +∞
Y=−∞
(
i∂Y
2u
)2 (
e2i〈y−u,Y 〉
)
ψ
(
2−j
√
1 + (uY )2
)
dY du
=
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y 〉
(
i∂Y
2u
)2 [
ψ
(
2−j
√
1 + (uY )2
)]
dY du
=
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y/u〉
(
i∂Y
2
)2 [
ψ
(
2−j
√
1 + Y 2
)]
dY du/u
= −2
−j
4
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y/u〉[
1
(1 + Y 2)3/2
ψ′
(
2−j
√
1 + Y 2
)
+ 2−j
Y√
1 + Y 2
ψ′′
(
2−j
√
1 + Y 2
)]
dY du/u
Once again, we only estimate the first term in the previous sum, the second one
being handled in the same fashion. By definition, ψ is supported in the ball of radius
2, thus: ∣∣∣∣∣2−j
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y/u〉
1
(1 + Y 2)3/2
ψ′
(
2−j
√
1 + Y 2
)
dY du/u
∣∣∣∣∣
. 2−j
∫ yC′
u=y/C′
∫ +∞
Y=−∞
1
(1 + Y 2)3/2
ψ′
(
2−j
√
1 + Y 2
)
dY du/u
. 2−j
∫ yC′
u=y/C′
∫
|Y |≤2·2j
dY
(1 + Y 2)3/2
du/u . 2−j
∫ yC′
u=y/C′
du/u . 2−j
This concludes the proof of the Lemma. 
We can now prove Proposition 4.2:
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Proof. We first prove that there exists C > 0 such that for all functions f ∈ Cs∗ ,
‖f‖Cs ≤ C‖f‖Cs∗ . For x, x′ ∈ Z such that d(x, x′) ≤ 1, we write:
|f(x)− f(x′)| =
∣∣∣∣∣∑
j∈N
(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)
∣∣∣∣∣
≤
∑
j∈N
|(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)|
Let N ∈ N \ {0} be the unique integer such that 2−N ≤ d(x, x′) ≤ 2−N+1. We split
the previous sum between j ≥ N and j < N . First:∑
j≥N
|(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)| .
∑
j∈N
‖Op(ϕj)f‖L∞
.
∑
j≥N
2−js‖f‖Cs∗
. 2−sN‖f‖Cs∗ . ‖f‖Cs∗d(x, x′)s
Now, using Lemma 4.4 with P = ∇ (note that 0 < s < m = 1), one has:∑
j<N
|(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)| .
∑
j<N
‖∇Op(ϕj)f‖L∞d(x, x′)
. 2−j(s−1)‖f‖Cs∗d(x, x′) . ‖f‖Cs∗d(x, x′)s
Eventually, using the obvious estimate ‖f‖L∞ . ‖f‖Cs∗ , one obtains ‖f‖Cs . ‖f‖Cs∗ .
Let us now prove the other estimate. We start with:
Op(ϕj)f(x) =
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12 Kwϕj(x, x′)f(x′)dx′
=
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12 Kwϕj(x, x′)(f(x′)− f(x))dx′
+ f(x) Op(ϕj)1
According to Lemma 4.6, the last term is bounded by . ‖f‖L∞2−j . ‖f‖Cs2−j. As
to the first term, using the Hölder property of f :∣∣∣∣∫
Hd+1
χ(y′/y − 1)(y/y′) d+12 Kwϕj(x, x′)(f(x′)− f(x))dx′
∣∣∣∣
.
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12
∣∣∣Kwϕj(x, x′)∣∣∣ d(x, x′)sdx′‖f‖Cs
Now, following the exact same arguments as the ones developed in Lemma 4.2 and us-
ing the crucial fact that on the support of the kernel of the pseudodifferential operator
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(namely for y′ ∈ [y/C, yC]) one can bound the distance d(x, x′) . | log(y/y′)|+ |θ−θ′|
y
,
one can prove the estimate
sup
x∈Hd+1
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12
∣∣∣Kwϕj(x, x′)∣∣∣ d(x, x′)sdx′ . 2−js
The sought estimate ‖f‖Cs∗ . ‖f‖Cs then follows immediately.

4.4. Embedding estimates. Using the Paley-Littlewood decompositions in the
cusps, we are going to prove the embedding estimates. We can actually strengthen
them to the following two Lemmas:
Lemma 4.7. For all s, s′ ∈ R such that s′ > s, ρ, ρ′ ∈ R such that ρ′ > ρ− d/2,
yρCs
′
∗ (N,L) ↪→ yρ
′
Hs(N,L)
is a continuous embedding.
In our notations, yρ′Hs = Hs,ρ′,ρ′ .
Lemma 4.8. For all s, ρ ∈ R,
yρHs(N,L) ↪→ yρ+d/2Cs−(d+1)/2∗ (N,L)
is a continuous embeddings.
Observe that the two lemmas are locally true so that it it is sufficient to prove
them when the function is supported on a single fibered cusp. The key lemma here
is the following
Lemma 4.9. For all s ∈ R,
‖u‖2Hs(N) 
∑
j∈N
‖Op(ϕj)u‖2L2(Z)4js
Proof. The proof is done using semiclassical estimates and then concluding by equiv-
alence of norms when h is bounded away from 0. For h > 0, we start from
‖u‖2Hsh(N)  ‖Oph(〈ξ〉
s)u‖2L2
=
∑
j,k
〈Oph(〈ξ〉sϕj)u,Oph(〈ξ〉sϕk)u〉
=
∑
|j−k|≤2
〈Oph(〈ξ〉sϕj)u,Oph(〈ξ〉sϕk)u〉+
∑
|j−k|≥3
〈Oph(〈ξ〉sϕk) Oph(〈ξ〉sϕj)u, u〉.
The first term is obviously bounded by .
∑
j ‖Oph(〈ξ〉sϕj)u‖2L2(Z). To bound the
last term we can first use the estimate (19) in the proof of Lemma 4.3 which yields
〈Oph(〈ξ〉sϕk) Oph(〈ξ〉sϕj)u, u〉 ≤ CN2−N max(j,k)‖u‖2H−Nh ,
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whereN > |s| is taken arbitrary large and thus∑|j−k|≥3〈Oph(〈ξ〉sϕk) Oph(〈ξ〉sϕj)u, u〉 .
‖u‖2
H−Nh (Z)
. Now, we also have that
‖u‖2
H−Nh
= ‖Oph(〈ξ〉−N)u‖2L2
= ‖
∑
j
Oph(〈ξ〉−Nϕj)u‖2L2
.
∑
j
2−j‖Oph(2j〈ξ〉−N−s〈ξ〉sϕj)u‖2L2
.
∑
j
2−j(‖Oph(〈ξ〉sϕj)u‖2L2 + h‖u‖2H−Nh (Z))
.
∑
j
‖Oph(〈ξ〉sϕj)u‖2L2 + h‖u‖2H−Nh (Z),
where the peniultimate inequality follows from Gärding’s inequality [GW17, Lemma
A.15] for symbols of order −(2N − 1) since 2j〈ξ〉−N−s〈ξ〉sϕj ∈ S−(2N−1) is controlled
by . 〈ξ〉sϕj. For h small enough, we can swallow the term h‖u‖2H−Nh (Z) in the left-
hand side and we eventually obtain that ‖u‖2Hsh .
∑
j ‖Oph(〈ξ〉sϕj)u‖2L2 , where the
constant hidden in the. notation is independent of h. Actually, since 〈ξ〉sϕj . 2jsϕj,
the same arguments involving Gärding’s inequality also yield
‖u‖2Hsh .
∑
j
‖2js Oph(ϕj)u‖2L2 ,
On the other hand,∑
j
‖Oph(〈ξ〉sϕj)u‖2L2(Z) = 〈
∑
j
Oph(〈ξ〉sϕj)2u, u〉.
Using expansions for products, we find that this is . 〈Oph(〈ξ〉2s
∑
ϕ2j)u, u〉. This
itself is controlled by the Hsh norm. Eventually, we conclude by equivalence of norms
when h is bounded away from 0 (see Remark 4.1). 
We will also need the following observation: Op(ϕj)(yρu) = yρ Op′(ϕj)(u) for
some other quantization Op′ (the cutoff function χ(y′/y− 1) in the quantization Op
is changed to (y′/y)ρχ(y′/y − 1)). In the following proof, we will denote by Op′
and Op′′ other quantizations than Op which are produced by multiplying the cutoff
function χ by some power of y′/y. Eventually, one last remark is that Proposition
4.2 imply in particular that the spaces Cs∗(N) defined for s ∈ R+ \N do not depend
on the choice of the cutoff function χ in the quantization (insofar as they can be
identified to the usual Hölder spaces Cs(N)).
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Proof of Lemma 4.7. We fix ρ < ρ′ + d/2 and ε > 0 small enough so that ρ <
ρ′ + d/2− ε. Then:
‖u‖2
yρ′Hs =
∑
j∈N
‖Op(ϕj)(y−ρ′u)‖2L24js
.
∑
j∈N
‖y−ρ′ Op′(ϕj)u‖2L24js
.
∑
j∈N
‖y−ρ′−d/2+ε Op′(ϕj)u‖2L∞4js
.
∑
j∈N
‖Op′′(ϕj)(y−ρ′−d/2+εu)‖2L∞4js
.
∑
j∈N
4j(s−s
′) ‖Op′′(ϕj)(y−ρ′−d/2+εu)‖2L∞4js
′︸ ︷︷ ︸
≤‖u‖2
yρ
′+d/2−εCs′∗
. ‖u‖2
yρ
′+d/2−εCs′∗
. ‖u‖2
yρCs′∗
,
since s < s′. 
Proof of Lemma 4.8. Let us sketch the proof for the embedding y−d/2H(d+1+ε)/2 ↪→
C0, the general case being handled in the same fashion with a little bit more work.
We start by computing a L1 → L∞ norm for Op(σ) when σ ∈ S−(d+1+). We find
‖Op(σ)‖2yρL1→L∞ ≤ sup
x,x′
yd+1y′2ρ
∣∣∣∣∣∑
γ∈Λ
Kwσ (x, y
′, θ′ + γ)
∣∣∣∣∣ .
Going through the arguments of proof for equation (15), we deduce that
|Kwσ (x, y′, θ′)| ≤
[
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′ + ∣∣∣∣θ − θ′y + y′
∣∣∣∣k
)]−1
.
As a consequence, we have to estimate:
∑
γ∈Λ
|Kwσ (x, y′, θ′ + γ)| ≤
∑
γ∈Λ
[
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′ + ∣∣∣∣θ − θ′ + γy + y′
∣∣∣∣k
)]−1
≤
[
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′
)]−1∑
γ∈Λ
1 +
∣∣∣ θ−θ′+γy+y′ ∣∣∣k
1 +
∣∣∣y−y′y+y′ ∣∣∣k′

−1
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Since y + y′ > a the function in the sum has bounded variation, so we can apply a
series-integral comparison, and replace it by the integral.
≤ C(y + y
′)d
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′
)∫
γ∈Rd
1 +
∣∣∣ θ−θ′y+y′ + |γ|∣∣∣k
1 +
∣∣∣y−y′y+y′ ∣∣∣k′

−1
≤ 1
y + y′
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′
)−1+d/k
.
We deduce that
‖Op(ϕj)‖2yρL1→L∞ ≤ sup
x,x′
yd+1y′ρ
(y + y′)(1 + ∣∣∣∣y − y′y + y′
∣∣∣∣k′
)1−d/k−1 .
This is bounded for ρ = −d. We conclude that Op(σ) is bounded from y−dL1 to L∞.
Now, we recall that for h > 0 small enough, (−∆ +h−2)−(d+1+)/2 = Op(σd+1+) +R,
with R smoothing, and σd+1+ ∈ S−d−1−. For f ∈ y−dW d+1+,1, writing
f = (−∆ + h−2)−(d+1+)/2 (−∆ + h−2)+(d+1+)/2f︸ ︷︷ ︸
∈y−dL1
,
we deduce that y−dW d+1+,1 ↪→ C0 for  > 0. By interpolation, we then deduce that
y−d/2W (d+1+)/2,2 = y−d/2H(d+1+ε)/2 ↪→ C0. 
4.5. Improving parametrices II. In this section, we will explain how one can
prove Theorem 3 in the case of operators acting on Hölder-Zygmund spaces on cusps.
Let us gather the conditions for an operator to be R-L∞-admissible.
Definition 4.3. Let A ∈ Ψm,L∞small (N,L), and for each cusp Z, IZ(A) ∈ Ψm(R×FZ , LZ)
a pseudo-differential convolution operator. We will say that A is R-L∞-admissible
with indicial operator IZ(A) if the following holds. There exist some cutoff function
χ ∈ C∞([a,+∞[), such that χ ≡ 1 on y > C for some C > 2a,
(22) χ[∂θ, A]χ and EZχ [PZAEZ − IZ(A)]χPZ ,
are operators bounded from yNC−N∗ to y−NCN∗ , for all N ∈ N. The operator IZ(A)
is independent of χ.
In the proof of Theorem 3 in the case of L2-admissible operators, the main ingre-
dients were the existence of the inverse of the indicial operator and the compactness
of some injections. Translating the proof to the case of Hölder-Zygmund spaces, the
compactness of the corresponding injections is still assured.
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Lemma 4.10. For any ρ ∈ R, s > s′, the restriction of the injection yρCs(N,L) ↪→
yρCs
′
(N,L) to non-constant Fourier modes is compact. In other words, if χ ∈
C∞([a,+∞[) is a smooth cutoff function such that χ ≡ 1 for y > 2a and vanishing
around y = a, then
1− EZχPZ : yρCs(N,L)→ yρCs′(N,L)
is compact.
Proof. We follow the proof of Lemma 3.1. As in that proof, it is sufficient to prove
that ‖(1 − ψn)f‖C0∗ ≤ C/n‖f‖Cs0∗ for some s0 > 0, C > 0 and then to conclude
by interpolation. Since L∞ ↪→ C0∗ and C1+∗ ↪→ C1 (for any  > 0), it is therefore
sufficient to prove that ‖(1 − ψn)f‖L∞ ≤ C/n‖f‖C1 . By Poincaré-Wirtinger’s in-
equality, there exists a constant C > 0 (only depending on the lattice Λ) such that
for any f such that
∫
fdθ = 0, ‖f(y)‖L∞(Td) ≤ C‖∂θf(y)‖L∞(Td), for all y > a. Thus,
‖(1− ψn)f(y)‖L∞(Td) ≤ C/n‖y∂θf(y)‖L∞(Td) and passing to the supremum in y, we
obtain the sought result. 
The fact that the indicial operator has a bounded inverse is however a bit more
subtle. For simplicity, assume there are no indicial roots in {<λ ∈ I} ⊃ iR, and
consider the action of
(23) SI =
∫
iR
eλ(r−r
′)(IZ(A, λ))
−1dλ,
on Cs∗(R × FZ). While the action of convolution operators on L2 spaces is very
convenient to analyze, it is not so easy for Hölder-Zygmund spaces. First, from the
computations in the proof of Lemma 3.4, we deduce that the Cs∗ spaces of L → N ,
correspond with the usual Cs∗ spaces of LZ → R× FZ .
Next, we prove the following lemma
Lemma 4.11. Assume that Op(σ) is admissible. Then IZ(Op(σ), λ) is 〈=λ〉−1-semi-
classically elliptic, i.e it can be written as Oph(σ˜λ) +O(h∞), where h = 〈=λ〉−1, the
remainder is a smoothing operator, and both σ˜λ and 1/σ˜λ are symbols.
Proof. Let us express the kernel of IZ(Op(σ)) (in local charts in FZ) as∫
eiΦ(r,r
′,λ,z,η)χ(r − r′)σ˜
(
z + z′
2
, λ, η
)
2e(r+r
′)/2
er + er′
dηdλ
(2pi)1+k
.
with
Φ = 〈z − z′, η〉+ 2λ tanh r − r
′
2
.
As a consequence, IZ(Op(σ), λ) = Op(σλ) with
σλ =
1
2pi
∫
e−λu+2iµ tanh
u
2
χ(u)
cosh u
2
σ˜(z, µ, η)dudµ.
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This integral is stationary at µ = i=λ, u = 0, with compact support in u, and
symbolic estimates in µ. So we get σλ ∈ Sm, with the refined estimates
(24) |∂αz ∂βη σλ| ≤ Cα,β(1 + |=λ|2 + |η|2)(m−|β|)/2,
with constants Cα,β locally uniform in <λ. We deduce from this that IZ(Op(σ), λ)
is semi-classical with parameter h = 〈=λ〉−1. Since σ was elliptic, we also get for
|λ|2 + |η|2 > 1/c2:
σλ = σ(z, λ, η)
(
1 +O
( |<λ|
(|=λ|2 + |η|2)1/2
))
.
As a consequence, IZ(Op(σ), λ) is elliptic for all λ, and is semi-classical elliptic as
h→ 0, so it is invertible for h small enough. 
From this, we deduce that IZ(A, λ)−1 is also pseudo-differential, and 〈=λ〉−1-semi-
classically elliptic and that SI is pseudo-differential. More precisely, we recall from
the proof of Lemma 3.7 that if QA = 1+R is a first parametrix for A, then we can
write for |=λ|  0 large enough
IZ(A, λ)
−1 = IZ(Q, λ)(1 + IZ(R, λ))−1
= IZ(Q, λ) + IZ(Q, λ)IZ(R, λ)(1 + IZ(R, λ))
−1
= Op(σλ) +Rλ,
where σλ ∈ S−m satisfies the symbolic estimates (24) with m replaced by −m and Rλ
is a O(〈=λ〉−∞) smoothing operator. Note that, in (24), σλ also satisfies the symbolic
estimate when differentiating with respect to λ. Writing σ˜(λ, z, η) := σλ(z, η), we
have that σ˜ ∈ S−m(R× FZ) (and is independent of r).
We write SI = S
(1)
I + S
(2)
I , the operators respectively obtained from the contribu-
tions of Op(σλ) and Rλ in the formula (23). Choosing local patches in FZ , we can
write
S
(1)
I f(r, ζ) =
∫
R×Rn
eiλ(r−r
′)ei〈ζ−ζ
′,η〉σ˜(λ, z, ξ)f(r′, ζ ′)dr′dζ ′dλdη,
and this is a classical pseudodifferential operator of order −m on R × FZ which is
bounded as a map Cs∗(R× FZ)→ Cs+m∗ (R× FZ).
It remains to study S(2)I . For the sake of simplicity, we will confuse in our notations
the operator and its kernel. We pick z, z′ ∈ FZ and r > 1. When |ρ| < ,
S
(2)
I (r, z, z
′) =
∫
R
eitrRit(z, z
′)dt = eρr
∫
R
eitrRit+ρ(z, z
′)dt,
where Rit+ρ is O(〈t〉−∞) in C∞(FZ × FZ), for |ρ| < . We deduce that S(2)I (r, z, z′)
is O(e−|r|) in C∞(R × FZ × FZ). In particular, S(2)I acts boundedly as a map
Cs∗(R × FZ) → Cs+m∗ (R × FZ). Now that we have checked that SI is bounded on
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the appropriate spaces, the proof of Section §3.5 applies. This finishes the proof of
Theorem 3.
4.6. Fredholm index of elliptic operators II. We now state a result concerning
the Fredholm index of elliptic operators acting on Hölder-Zygmund spaces. It is
similar to Proposition 3.3.
Proposition 4.3. Let P be a (ρ−, ρ+)-L∞ and −L2 admissible elliptic pseudodif-
ferential operator of order m ∈ R. Let I be a connected component in (ρ−, ρ+)
not containing any indicial root. Then, the Fredholm index of the bounded opera-
tor P : yρCs+m∗ → yρCs∗ is independent of s ∈ R, ρ ∈ I. Moreover, the Fredholm
index coincides with that of Proposition 3.3, that is of P acting on Sobolev spaces
Hs+m,ρ−d/2,ρ⊥ → Hs,ρ−d/2,ρ⊥, for s, ρ⊥ ∈ R.
Proof. This is a rather straightforward consequence of Proposition 3.3 combined with
the embedding estimates of Lemma 4.7 and Lemma 4.8. 
This concludes the proof of Theorem 3.
5. X-ray transform and symmetric tensors
In this Section, we apply the previous theory of inversion of elliptic pseudodiffer-
ential operators to the three operators ∇S, D and D∗D and prove that the X-ray
transform is solenoidal injective on 2-tensors.
5.1. Gradient of the Sasaki metric. A first step towards the Livsic Theorem 4 is
the analytic study of the gradient ∇S induced by the Sasaki metric gS (itself induced
by g) on the unit tangent bundle SM of (M, g).
We recall that the tangent bundle to SM can be decomposed according to:
T (SM) = V⊕⊥ H⊕⊥ RX,
where H is the horizontal bundle, V is the vertical bundle and SM is endowed with
the Sasaki metric gS. If pi : TM → M denotes the projection on the base, then
dpi : H⊕⊥ RX → TM is an isomorphism, and there also exists an isomorphism K :
V → TM called the connection map. We denote by ∇S the Levi-Civita connection
induced by the Sasaki metric gS on SM . Given u ∈ C∞(SM), one can decompose
its gradient according to:
(25) ∇Su = ∇vu+∇hu+Xu ·X,
where∇v,h are the respective vertical and horizontal gradients (the orthogonal projec-
tion of the gradient on the vertical and horizontal bundles), i.e. ∇vu ∈ V,∇hu ∈ H.
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Lemma 5.1. The gradient ∇S : C∞(SM) → C∞(SM, T (SM)) is an elliptic R-
L2 and R-L∞ admissible differential operator of order 1. Its only indicial root is 0.
Moreover, there exists two ]0,+∞[-L2 and L∞ admissible pseudodifferential operators
Q,R of order −1,−∞ such that:
Q∇S = 1 +R
with R bounded from H−N,−d/2+ρ,ρ⊥ to HN,−d/2+,ρ⊥ and from yρCs∗ to yCs∗ for all
d/2 >  > 0, N ∈ N, ρ > 0, ρ⊥ ∈ R.
Proof. The fact that ∇S is an elliptic admissible differential operator of order 1 is
immediate. We compute its indicial operator. Let TZ ' [a,+∞)× Td × R× Rd be
a global trivialization of the tangent space to the cusp with coordinates (y, θ, vy, vθ).
Let f ∈ C∞(Rd+1) be a smooth 0-homogeneous function. Then:
y−λ∇S(fyλ) = ∇vf + λfdpi−1(y∂y) +
d∑
i=1
(Rif)dpi
−1(y∂θi)
where Ri := −vθi∂vy + vy∂vθi and ∇S actually denotes the gradient on the whole
tangent bundle TM . We set I(Q, λ)(Z) := λ−1gS(Z, dpi−1(y∂y)). Then:
I(Q, λ)I(∇S, λ)f = f
The only indicial root of ∇S is thus λ = 0. 
5.2. Exact Livsic theorem. We recall that C is the set of hyperbolic free homotopy
classes on M and that for each such class c ∈ C of C1 curves on M , there is a unique
representant γg(c) which is a geodesic for g.
In this section, we prove an exact Livsic theorem asserting that a function whose
integrals over closed geodesic vanish is a coboundary, namely a derivative in the flow
direction. For f ∈ C0(SM), we can define
Igf(c) =
1
`(γg(c))
∫ `(γg(c))
0
f(γ(t), γ˙(t))dt,
for c ∈ C.
Theorem 4 (Livsic theorem). Let (Md+1, g) be a negatively-curved complete mani-
fold whose ends are real hyperbolic cusps. Denote by −κ0 the maximum of the sec-
tional curvature. Let 0 < α < 1 and 0 < β <
√
κ0α. Let f ∈ yβCα(SM) ∩H1(SM)
such that Igf = 0. Then there exists u ∈ yβCα(SM) ∩H1(SM) such that f = Xu.
Moreover, ∇vXu,∇X∇vu ∈ L2(SM) and u thus satisfies the Pestov identity (Lemma
5.2).
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We will denote by N⊥ the subbundle of TM → SM whose fiber at (x, v) ∈
SM is given by N⊥(x, v) := {v}⊥. Using the maps dpi and K, the vectors ∇v,hu
can be identified with elements of N⊥, i.e. K(∇vu), dpi(∇hu) ∈ N⊥. For the sake
of simplicity, we will drop the notation of these projection maps in the following
and consider ∇v,hu as elements of N⊥. Before starting with the proof of the Livsic
Theorem 4, we recall the celebrated Pestov identity :
Lemma 5.2 (Pestov identity). Let (Md+1, g) be a cusp manifold. Let u ∈ H2(SM).
Then
‖∇vXu‖2 = ‖∇X∇vu‖2 −
∫
SM
κ(v,∇vu)‖∇vu‖2dµ(x, v) + d‖Xu‖2,
where κ is the sectional curvature.
In the compact case, the proof is based on the integration of local commutator
formulas and clever integration by parts (see [PSU15, Proposition 2.2]). Since the
manifold has finite volume and no boundary, the proof is identical and we do not
reproduce it here. By a density argument and using the fact that the sectional
curvature is pinched negative, assuming only ∇vXu ∈ L2(SM), we deduce that
∇X∇vu,∇vu ∈ L2(SM) and
‖∇X∇vu‖, ‖∇vu‖ . ‖∇vXu‖.
Proof of Theorem 4. In this proof, we will first build u, and then determine its exact
regularity. For the construction, we follow the usual tactics, but we give the details
since we want to let the Hölder constant grow at infinity. For the sake of simplicity,
we will denote by y : M → R+ a smooth extension of the height function (initially
defined in the cusps) to the whole unit tangent of the manifold, such that 0 < c < y
is uniformly bounded from below and y ≤ a on M \ ∪`Z`. The case of uniformly
Hölder functions was dealt with in [PPS15, Remark 3.1]. Since the flow is transitive,
we pick a point with dense orbit x0, and define
u(ϕt(x0)) =
∫ t
0
f(ϕs(x0))ds.
Obviously, we have Xu = f , so it remains to prove that it is locally uniformly
Hölder to consider the extension of u to SM . Pick x1 = ϕt(x0) and x2 = ϕt′(x0),
with t′ > t. Pick  > 0, and assume that d(x1, x2) = . By the Shadowing Lemma,
there is a periodic point x′ with d(x1, x′) <  and period T < |t′ − t|+ C, for some
uniform constant C > 0 depending on the dynamics, which shadows the segment
(ϕs(x0))s∈[t,t′]. Moreover, there exists a time τ ≤ C such that we have the following
estimate:
(26) d(ϕs(ϕτ (x1)), ϕs(x′)) ≤ Ce−
√
κ0 min(s,|t′−t|−s)
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This is a classical bound in hyperbolic dynamics (see [HF, Proposition 6.2.4] for
instance). The constant
√
κ0 follows from the fact the maximum of the curvature
is related to the lowest expansion rate of the flow (see [Kli95, Theorem 3.9.1] for
instance).
Then, using the assumption that
∫ T
0
f(ϕs(x
′))ds = 0, we write:
u(x2)− u(x1) =
∫ t′−t
0
f(ϕs(x1))ds
=
∫ t′−t−τ
0
f(ϕs(ϕτ (x1)))− f(ϕs(x′))ds−
∫ T
t′−t−τ
f(ϕs(x
′))ds+
∫ τ
0
f(ϕs(x1))ds
The last two terms are immediately bounded by . y(x1)β. As to the first one, it
is controlled by .
∫ t′−t
0
y(ϕs(x
′))βd(ϕs(x1), ϕs(x′))α using the assumption on f . Let
us find an upper bound on y(ϕs(x′)). Of course, when a segment of the trajectory
(ϕs(x
′))s∈[0,T ] is included in a compact part of the manifold (say of height y ≤ a),
y(ϕs(x
′)) is uniformly bounded by a, so the only interesting part is when the trajec-
tory is contained in the cusps. In time |t′− t|, the segment (ϕs(x′))s∈[0,T ] has started
and returned at height y(x1). Thus, it can only go up to a height
(27) y(ϕs(x′)) ≤ emin(s,|t′−t|−s)y(x1).
Combining (26) and (27), this leads to:∫ t′−t
0
y(ϕs(x
′))βd(ϕs(x1), ϕs(x′))α
.
∫ t′−t
0
y(x1)
βeβmin(s,|t
′−t|−s)d(x1, x2)αe−α
√
κ0 min(s,(t′−t)−s)ds
. y(x1)βd(x1, x2)α
∫ t′−t
0
e(β−α
√
κ0) min(s,|t′−t|−s)ds
As long as
√
κ0α > β, this is uniformly bounded as |t′ − t| → +∞. In particular,
we conclude that u is yβCα, and we can thus extend it to a global yβCα function on
SM .
We now have to prove that u ∈ H1(SM) and to this end, we will use a kind of
bootstrap argument. Since f ∈ H1(SM) and f = Xu, we obtain that ∇vXu ∈
L2(SM). Moreover, as discussed after the Pestov identity, we obtain directly that
∇X∇vu,∇vu ∈ L2(SM).
By using the commutator identity [X,∇v] = −∇h (see [PSU15, Lemma 2.1]),
we deduce ∇hu ∈ L2(SM). Thus, ∇Su ∈ L2. By Lemma 5.1, we deduce that
u ∈ H1(SM) 
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5.3. X-ray transform and symmetric tensors. Although we will mostly use 1-
and 2-tensors, it is convenient to introduce notations for general symmetric tensors.
We will be using the injection
pim : v ∈ C∞(M,SM)→ v ⊗ · · · ⊗ v ∈ C∞(M,SM⊗m).
Given a symmetric m-tensor h ∈ C∞(M,Sm(T ∗M)), we can define a function on
SM by pulling it back via pim:
pi∗mh : (x, v) 7→ hx(v ⊗ · · · ⊗ v).
Definition 5.1. The X-ray transform on symmetric m-tensors is defined in the same
way as for C0 functions on SM : if h is a symmetric m-tensor,
Igmh(c) =
1
`(γg(c))
∫ `(γg(c))
0
pi∗mh(γ(t), γ˙(t))dt,
where t 7→ γ(t) is a parametrization by arc-length, c ∈ C.
Given a symmetric m-tensor h, we can consider its covariant derivative ∇h, which
is a section of
T ∗M ⊗ Sm(T ∗M)→M.
If σ denotes the symmetrization operator from ⊗m+1T ∗M to Sm+1(T ∗M), we define
the symmetric derivative as
Dh = σ(∇h) ∈ C∞(M,Sm+1(T ∗M)).
Given x ∈M , the pointwise scalar product for tensors in ⊗mT ∗xM is defined by
〈v∗1 ⊗ ...⊗ v∗m, w∗1 ⊗ ...⊗ w∗m〉x =
m∏
j=1
g(vj, wj),
where vj, wj ∈ TxM and v∗j , w∗j denotes the dual vector given by the musical isomor-
phism. We can then endow the spaces C∞(M,Sm(T ∗M)) with the scalar product
(28) 〈h1, h2〉 =
∫
M
〈h1(x), h2(x)〉xd vol(x)
We obtain a global scalar product on C∞(M,Sm(T ∗M)) by declaring that whenever
m 6= m′, C∞(M,Sm(T ∗M)) is orthogonal to C∞(M,Sm′(T ∗M)). Following conven-
tions we denote by −D∗ the adjoint of D with respect to this scalar product. One
can compute that for a tensor T , for any orthogonal frame e1, . . . , ed+1,
D∗T (·) = Tr(∇T )(·) =
∑
i
∇eiT (ei, ·).
The operator D∗ is called the divergence, and one can check that it maps symmetric
tensors to symmetric tensors.
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Definition 5.2. Let f be a tensor so that D∗f = 0. Then we say that f is solenoidal.
We can also define pim∗, which is the formal adjoint of pi∗m — with respect to the
usual scalar product on L2(SM). Moreover, one can check that
pi∗m+1D = Xpi
∗
m.
Through pi∗m we obtain another scalar product on symmetric tensors:
[u, v] =
∫
SM
pi∗mupi∗mv.
Representing [u, v] = 〈Au, v〉, one can check that there are universal constants Cm >
0 such that ‖A‖ ≤ Cm, ‖A−1‖ ≤ Cm when restricted to m-tensors.
In the following, we will restrict our study to 1- and 2-tensors but it is very likely
that most of the results still hold for tensors of general order m ∈ N. As in the
compact case, we obtain:
Lemma 5.3. The symmetric derivative D is R-L2 and R-L∞ admissible. Its only
indicial root is −1. Additionally, it is injective on yρHs and yρCs∗ for all ρ, s ∈ R.
In particular, there is a ] − 1,+∞[-L2 (resp. ] − 1,+∞[-L∞) admissible pseudo-
differential operators Q,R of order −1,−∞ such that
QD = 1 +R.
In particular, the image of D is closed.
Proof. Since D is a differential operator, it makes no difference to work with Sobolev
or Hölder-Zygmund spaces. The first step is to prove that D is uniformly elliptic.
We deal with the general case m ≥ 0. By taking local coordinates around a point
(x, ξ) ∈ T ∗M \{0} for instance, one can compute the principal symbol of the operator
D which is σ(D)(x, ξ) : u 7→ σ(ξ ⊗ u), where u ∈ Sm(T ∗xM) (see [Sha94, Theorem
3.3.2]). Then, using the fact that the antisymmetric part of ξ ⊗ u vanishes in the
integral:
‖σ(D)u‖2 ≥ C−1m
∫
Sd
〈ξ, v〉2pi∗mu2(v)dv = C−1m |ξ|2
∫
Sd
〈ξ/|ξ|, v〉2pi∗mu2(v)dv > 0,
unless u ≡ 0. Since Sm(T ∗xM) is finite dimensional, the map
(u, ξ/|ξ|) 7→ ‖σ(D)(x, ξ/|ξ|)u‖,
defined on the compact set {u ∈ Sm, |u|2 = 1} × Sd is bounded and attains its lower
bound C2 > 0 (which is independent of x). Thus ‖σ(x, ξ)u‖ ≥ C|ξ|‖u‖, so the
operator is uniformly elliptic.
Next, let us give a word on the injectivity of D. Consider a 1-form f such that
Df = 0, and f is either in some yρHs or some yρCs∗ . Then f is smooth by the elliptic
regularity Theorem. As a consequence pi∗1f is a smooth function on SM . Recall that
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Xpi∗1f = pi
∗
2Df = 0. Additionally, the geodesic flow admits a dense orbit; we deduce
that pi∗1f is a constant. However, since f is a 1-form, pi∗1f(x,−v) = −pi∗1f(x, v) for
all (x, v) ∈ SM , thus f = 0.
Now, we recall the results from Section §3. Since D is a differential operator that is
invariant under local isometries, it is a R admissible elliptic operator. In particular,
it suffices to determine whether its associated indicial operator IZ(D,λ) has a left
inverse. In the present case, since D is an operator on sections of a bundle over M ,
the indicial operator is just a matrix. We consider a 1-form α in the cusp in the form
yλ
[
a
dy
y
+
∑
bi
dθi
y
]
Then we find that
Dα = yλ
[
a
(
λ
dy2
y2
−
∑ dθ2i
y2
)
+
∑
bi(λ+ 1)
dθidy + dydθi
y2
]
.
The matrix IZ(D,λ) is thus the transpose of
λ −1 −1 . . . −1 0 0 . . . 0
0 0 0 0 0 2(λ+ 1) 0 . . . 0
0 0 0 0 0 0 2(λ+ 1) . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 0 0 . . . 2(λ+ 1)

In particular, with
J(λ) =

(λ+ 1)−1 −(λ+ 1)−1 0 . . . 0 . . . 0
0 0 0 0 (2(λ+ 1))−1 . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . (2(λ+ 1))−1

we get
J(λ)IZ(D,λ) = 1; ‖J−1‖ = O(|λ|−1) as =λ→ ±∞.
We deduce that D has −1 for sole indicial root. As a consequence, we can apply
Lemma 3:
(29) QD = 1 +R,
with R bounded from Hs,ρ to HN,−d/2−1+ and from Cs,ρ∗ to Cs,−1+∗ , for all d/2 >
 > 0, s ∈ R, ρ > −d/2 + 1.
Let us now prove that the image of D is closed (for the Sobolev spaces, the case
of Hölder-Zygmund spaces is similar). This is rather classical argument once one
has an inverse for the operator modulo a compact remainder, but we reproduce it
here for the reader’s convenience. For a sequence (un) of elements of H1+s such
that Dun → f ∈ Hs, QDun = un + Kun also converges since Q is continuous. By
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extraction, since K is compact we can assume that R(un/‖un‖) converges also, to
some v. Then, we have
un + ‖un‖(v + o(1)) = Qf + o(1).
Assume that ‖un‖ is bounded. Then we obtain that un itself converges in H1+s, to
some u, and Du = f . Otherwise, we can decompose un = λnv + wn, with wn ⊥ v,
wn bounded and λn → ∞. We deduce that Rv = −v, and QDun = QDwn, so that
we can extract wn to make it converge to some w, and Dw = f . 
Since the image of D is closed, it is the orthogonal of the kernel of D∗, and each
f ∈ Hs(M,S2(T ∗M)) can be written as
f = f s +Du,
with D∗f s = 0, and f s ∈ Hs(M,S2(T ∗M)), u ∈ H1+s(M,S1(T ∗M)). The tensor f s
is called the divergence-free part or the solenoidal part of f , and Du the exact part
or the potential part of f . This can be naturally generalized to tensors of any order
and Hölder-Zygmund spaces, following the same scheme of proof.
To close this section, remark that the X-ray transform satisfies IX = 0 and thus
0 = IXpi∗m = Ipi
∗
mD = ImD. Thus in general it is impossible to recover the exact
part Dp of a tensor f from the knowledge of Imf . We will say that the X-ray is
solenoidal injective on smooth symmetric m-tensors if it is injective when restricted
to kerD∗.
5.4. Projection on solenoidal tensors. In this section, we will study the sym-
metric Laplacian on 1-forms, that is the operator ∆ := D∗D acting on sections of
S1(T ∗M)→M . We will denote by λ±d = d/2±
√
d+ d2/4.
Lemma 5.4. For all s ∈ R, ρ ∈]λ−d , λ+d [, ρ⊥ ∈ R, the operator ∆ is invertible on
the spaces Hs,ρ−d/2,ρ⊥(M,S1(T ∗M)) and on yρCs∗(M,S1(T ∗M)). Its inverse ∆−1 is
a pseudodifferential operator of order −2.
Proof. The operator ∆ = D∗D is elliptic since D is elliptic, and it is also invariant
under local isometries, and differential. In particular, it is R-L2 and R-L∞ admissible,
so we can apply Theorem 3. Let us compute its indicial operator: we find
I(∆, λ)
(
a
dy
y
)
= (λ2 − λd− d)ady
y
I(∆, λ)
(
bi
dθi
y
)
=
1
2
(λ+ 1)(λ− (d+ 1))bidθi
y
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I(∆, λ) is a diagonal matrix which is invertible for
λ /∈
−1, d+ 1, d/2±√d+ d2/4︸ ︷︷ ︸
=λ±d

The interval ]λ−d , λ
+
d [ does not contain other any roots, so we can apply directly
Theorem 3, and get a pseudo-differential operator of order −2, Q, bounded on the
relevant Sobolev and Hölder-Zygmund spaces such that
(30) Q∆ = 1 +K,
with K bounded from yρH−N to y−ρHN , yρ+d/2C−N∗ to yd/2−ρCN∗ for all ρ ∈ [0, λ+d −
d/2[. We can also do this on the other side:
(31) ∆Q = 1 +K ′,
K ′ satisfying the same bounds. We deduce that ∆ is Fredholm. Additionally, from
the parametrix equation, we find that any element of its kernel (on any Sobolev or
Hölder-Zygmund space we are considering) has to lie in L2(SM). However, on L2,
∆u = 0 implies Du = 0, and u = 0. Additionally, on L2, ∆ is self-adjoint, so it is
invertible and its Fredholm index is 0. We then conclude using Propositions 3.3 and
4.3.

As a consequence, we obtain the
Lemma 5.5. pikerD∗ = 1−D∆−1D∗ is the orthogonal projection on solenoidal ten-
sors. It is a ]λ−d , λ
+
d [-L
2, L∞ admissible operator operator of order 0.
5.5. Solenoidal injectivity of the X-ray transform. We now prove Theorem 1.
As usual, the proof relies on the Pestov identity combined with the Livsic theorem.
It follows exactly that of [CS98]; nevertheless, we thought it was wiser to include it
insofar as we only work in H1 regularity on a noncompact manifold (where as [CS98]
is written in smooth regularity on a compact manifold).
We recall that there exists a canonical splitting
T(x,v)(TM) = V(x,v) ⊕⊥ H(x,v),
where (x, v) ∈ TM which is orthogonal for the Sasaki metric. We insist on the fact
that we now work on the whole tangent bundle TM and no longer on the unit tangent
bundle SM . As a consequence, the horizontal space H is the same but the vertical
space V sees its dimension increased by 1. These two spaces are identified to the
tangent vector space TxM via the maps dpi and K.
Given u ∈ C∞(TM), we can write ∇Su = ∇vu+∇hu, where ∇vu ∈ V,∇hu ∈ H.
We denote by divv,h the formal adjoints of the operators ∇v,hS .
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Proof. We first start with an elementary inequality. Let u ∈ C∞(SM). We extend
u to TM \ {0} by 1-homogeneity. The local Pestov identity [CS98, Equation (2.14)]
at (x, v) ∈ TM reads:
2〈∇hu,∇v(Xu)〉 = |∇hu|2 + divh Y + divv Z − 〈R(v,∇vu)v,∇vu〉
where
Y := 〈∇hu,∇vu〉v − 〈v,∇hu〉∇vu Z := 〈v,∇hu〉∇hu
Moreover, 〈v, Z〉 = |Xu|2. Integrating over SM and using the Green-Ostrogradskii
formula [Sha94, Theorem 3.6.3] together with the assumption that the curvature is
nonpositive, we obtain:
(32)
∫
SM
‖∇hu‖2dµ ≤ 2
∫
SM
〈∇hu,∇v(Xu)〉dµ− (3 + d)
∫
SM
〈v, Z〉︸ ︷︷ ︸
=|Xu|2
dµ
Note that by a density argument, the previous formula extends to functions u ∈
H1(SM) such that ∇v(Xu) ∈ L2(SM).
We now consider the case where pi∗mf = Xu with f ∈ H1 (and thus u ∈ H1 and
∇v(Xu) ∈ L2 by the arguments given in the proof of Livsic theorem). Following
[CS98, Equation (2.18)], one obtains the following equality almost-everywhere in
TM :
2〈∇h,∇v(Xu)〉 = divhW − 4× upi∗m(D∗f),
with W (x, v) = 4u(x, v)(fx(·, v, ..., v))] (where ] : T ∗M → TM is the musical iso-
morphism). In (32), this yields
(33)
∫
SM
(|∇hu|2 + (3 + d)|Xu|2) dµ ≤ −4∫
SM
upi∗m(D
∗f)dµ
We now assume that f is a symmetric m-tensor in
yβCα(M,Sm(T ∗M)) ∩H1(M,Sm(T ∗M)),
such that D∗f = 0 and Im(f) = 0. By the Livsic Theorem 4, there exists u ∈
yβCα(SM) ∩ H1(SM) such that pi∗mf = Xu. By (33), we obtain Xu = 0, thus
f = 0. 
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