There are approximately 10 9 proteins in a cell. A hotspot in bioinformatics is how to identify a protein's subcellular localization, if its sequence is known. In this paper, a method using fast Fourier transform-based support vector machine is developed to predict the subcellular localization of proteins from their physicochemical properties and structural parameters. The prediction accuracies reached 83% in prokaryotic organisms and 84% in eukaryotic organisms with the substitution model of the c-p-v matrix (c, composition; p, polarity; and v, molecular volume). The overall prediction accuracy was also evaluated using the "leave-one-out" jackknife procedure. The influence of the substitution model on prediction accuracy has also been discussed in the work. The source code of the new program is available on request from the authors.
The number of new or complete protein sequences has dramatically increased over recent years [1] and this has created the need to functionally annotate this data. Subcellular localization is a key functional characteristic of protein [2] . Prediction of protein subcellular localization is an important step in understanding the biochemical function of proteins.
Because proteins with similar functions have sequential identical amino acid sequences to some extent, sequencescale-based measurement is a feasible prediction method [3] . According to amino acid similarity, amino acid composition, sequence signals, N-terminal amino acid sequence and so on, subcellular localization of the proteins which is only known by sequence has been predicted [4− 19] . Many programs, such as the support vector machine (SVM) [6, 12, 16, 18, 19] , k-nearest-neighbor method [14, 15] , neural network model [7, 9, 17] , hidden Markov model [11, 17] , co-variant discriminant algorithm [10] and discrete wavelet transform [4, 5] are widely used. For example, PSLpred [16] is a localization prediction tool for Gramnegative bacteria that uses SVM and PSI-BLAST (http:// www.ncbi.nlm.nih.gov/BLAST/) to generate predictions for five localization sites. SubLoc [6] uses SVM to assign a prokaryotic protein to the cytoplasmic, periplasmic, or extracellular sites, and a eukaryotic protein to the cytoplasmic, mitochondrial, nuclear, or extracellular sites. SignalP [17] predicts traditional N-terminal signal peptides in both prokaryotic and eukaryotic proteins based on neural network and hidden Markov model algorithms. HSLPred [18] is a localization prediction tool for human proteins that uses SVM and PSI-BLAST to generate predictions for four localization sites. TargetP [9] predicts the presence of signal peptides, chloroplast transit peptides and mitochondrial targeting peptides for plant proteins, and the presence of signal peptides and mitochondrial targeting peptides for eukaryotic proteins. pSLIP [19] uses SVM and multiple physicochemical properties of amino acids to assign a eukaryotic protein to one of six localization sites. The detailed introduction of localization prediction tools for both prokaryotes and eukaryotes is available at http:// www.psort.org. But higher predictive accuracy is still an aim for these algorithms.
In this paper, a new method for predicting protein subcellular localization is introduced. This method couples fast Fourier transform (FFT) with SVM on the basis of different physicochemical properties and structural parameters of amino acid sequences. The input sequences first are transformed into numerical signals by the substitution model. Then the FFT changes the signals into equal lengths, from time-based to frequency-based. Finally, SVM is used to model with these signals. The influence of three substitution models to the result is discussed. The performance of the model was also evaluated by the jackknife test.
Materials and Methods

Datasets
The dataset used in the present work was generated by Reinhardt and Hubbard [7] , which was also used to model the NNPSL [7] , the Markov chain model [11] , SubLoc [6] and ESLpred [12] . These sequences were extracted from release 33.0 of the SWISS-PROT database [20] , all appeared complete and had what appeared to be reliable location annotations coming directly from experiments. Transmembrane proteins, plant sequences and redundant proteins with more than 90% sequence identity were excluded [7, 21] . As shown in Table 1 , there are 2427 protein sequences from eukaryotic species classified into four location groups, cytoplasmic, extracellular, nuclear and mitochondrial. In the prokaryotic species, 997 sequences belong to three location categories, cytoplasmic, extracellular and periplasmic. The continual updating of the SWISS-PROT release means there might be some limitations in the current work. But in order to compare with published work, the number of sequences was not increased.
Substitution model
The sensitivity of most protein sequence classification methods depends strongly on the quality of the substitution matrices used. These matrices, which assign weights or similarity scores to every possible amino acid pair, are used to differentiate among the various possible alignments of two or more sequences [22] . In this paper we discuss three amino acid matrices of biochemical properties and structural parameters, that is, the c-p-v matrix [23] , the EIIP model [4] and the hybrid model [24] . The c-p-v matrix takes into account the three main properties of amino acids: the composition (c), polarity (p) and molecular volume (v) [23] . The EIIP model substitutes amino acids with the value of the electron-ion interaction potential (e), which describes the average energy states of all valence electrons in particular amino acids [4] . The hybrid model [24] combines three physicochemical properties with three structural parameters of amino acids, including polarity (p), volume (v), composition (c), electron-ion interaction potential (e), hydrophobicity (h) [25] and relative stability of α-helix conformation (s) [26] . First, according to frequencies and probabilities, the values for each amino acid property were calculated using the different models [4, 23, 24] . Then all amino acids in sequences were represented by the value of these matrices ( Table 2) . Finally, these numerical series were normalized to zero mean and unit standard deviation, calculated as Equation 1:
where i=amino acid, Ala to Val, 20; ij X is the jth character of the ith one of 20 amino acids; j X is the average value of the jth character in one sequence; j S is the standard deviation in the jth character in one sequence, and ' ij X is the normal form of the jth property value of the ith amino acid. Each amino acid in sequences is represented as
where AA i is the substitution value of each amino acid [24] . With modern computing technology the digital implementation of the Fourier transform (FT) is widely available, mostly in the form of the FFT [27, 28] . FT has become a basic tool for analysis of many biological signals.
The FT of a function g(t) is defined as 
The inverse is shown as Equation 4:
The FFT is a fast algorithm of discrete Fourier transform (DFT) (Equation 5):
is an Nth root of unity. Because the FFT changes the signal from time-based to frequency-based, N is the number of frequency points. In this work, 512 frequency points were set and the power spectrum, a measurement of the power at each frequency, was used. Given by X(k)=Y, the power spectrum is represented as Equation 6:
The power at each frequency point was taken as the input feature of the SVMs.
SVM
SVM [29, 30] is a kind of learning machine based on statistical learning theory. The SVM is particularly attractive to biological sequence analysis due to its ability to handle noise, large datasets and large input spaces [31] . For a two-class problem, samples are described by the feature vectors
, where +1 and -1 are used to stand for the two classes. To classify them, SVM maps the input vector into feature space using radial Gaussian kernel and constructs the maximum margin hyperplane in the feature space. The maximum margin hyperplane is given by solving the following convex quadratic programming problem (Equation 7):
θ is a regularization parameter that controls the trade-off between margin and classification error. ( ) , i j K x x is the kernel function. In this paper, the radial basis function (RBF) was selected as the kernel function (Equation 9):
where, σ is the kernel width parameter. Then the problem of classifying a new data vector x is simply solved by the following (Equation 10):
If f(x)≥0, it means that the functional group is likely to be present, or it means that the functional group is likely to be absent.
Measuring prediction performance
To compare with other models, accuracy [32] was calculated to assess the predictive performance. tp, fn, fp and tn are the number of true positives, false negatives, false positives and true negatives, respectively, and N is the total number of sequences.
Accuracy (Acc, proportion of correct predictions to one localization group prediction) is calculated as Table 2 Properties of amino acid Composition (c), polarity (p), molecular volume (v), electron-ion interaction potential (e), hydrophobicity (h) and relative stability of α-helix conformation (s) [4, 23, 24] . The values of c, p, v, e, h and s were obtained with different models. aa, amino acid.
Overall accuracy (proportion of correct predictions of all the sequences) is calculated as Equation 12:
where k is the class number, and Acc(i) is the proportion of correct predictions of location i, containing positive and negative samples.
Results and Discussion
Comparing different substitution models Three substitution models are compared in this work: the c-p-v matrix, the EIIP model and the hybrid model. Because of the computer's technological ability, two-fold tests were used. This means that half of the data are used as training, and the others are test, randomly. This is called Sample 1 in this paper. Then the training and test sets are turned, which is called Sample 2. The performance of the three models is shown in Tables 3 and 4 .
Except for the cytoplasmic location of eukaryotic sequences, the results of the c-p-v matrix is best (Tables  3 and 4) . The overall Acc of Sample 1 and Sample 2 with the c-p-v matrix are 0.84 and 0.83, respectively. We suggest that the EIIP model only reflects the electron-ion interaction potential of the protein and can not represent its full characteristics. The hybrid model causes the germination of the information. But the c-p-v model appears to contain the most sequence information. It shows that periodicity of polarity is one of the good indicators for the signal peptide. The individual polarity values were used to build the substitution model (Tables 3 and 4) . From the results, the accuracies of the polarity are the highest in all. The polarity is one of the essential forces for localization. So the c-p-v matrix was selected to transform the amino acid Table 4 Performance comparisons of three models for prokaryotic sequences and polarity values model results θ is a regularization parameter that controls the trade-off between margin and classification error. σ is the kernel width parameter. Acc, accuracy.
Acc (%)
Acc (%) http://www.abbs.info; www.blackwellpublishing.com/abbs sequences into numerical sequences. The model has also been used in some protein prediction systems [5, 24, 28] , which reflects its popularity in practical applications.
Comparison of the prediction programs
The NNPSL [7] , the Markov chain model [11] , SubLoc [6] , ESLpred [12] and the co-variant discriminant algorithm [10] , which were all tested by the Reinhardt and Hubbard dataset, were used for comparisons with our programs. The NNPSL, SubLoc and the co-variant discriminant algorithm are all based on amino acid composition alone, and ESLpred is based on different features such as amino acid composition, dipeptide composition and physicochemical properties. The prediction results for eukaryotic and prokaryotic sequences are summarized in Tables 5 and 6, respectively. The results of the co-variant discrimination, the Markov model, the SubLoc and our method were obtained by the jackknife test. The performance of all the ESLpred modules was evaluated through 5-fold cross-validation, and the neural network method results were evaluated using 6-fold cross-validation. Because all the comparative programs calculated the accuracy, Acc results were used for comparison. For eukaryotic sequences in Table 5 , the overall accuracy of our method was 18%, 11% and 5% higher than that of the NNPSL, Markov chain and SubLoc, respectively and 4% lower than that of the ESLpred. The prediction accuracies for mitochondrial and extracellular sequences were the highest in the five comparative methods.
For prokaryotic sequences (Table 6) , the overall accuracy of our method was only approximately 3% higher than that of the neural network method and lower than that of the other four methods. But for periplasmic and extracellular localizations of prokaryotic organisms our method had the best performance of 82.1% and 90.4%, respectively, much higher than that of any other method.
The accuracies for mitochondrial and extracellular proteins in eukaryotes and extracellular proteins in prokaryotes are clearly higher than those obtained by other algorithms. Note that the number of these data is small, proving that our method adapts to small samples.
Discussion about optimal parameter selection of the method
FFT is the universal method in signal processing and it is mature in the analysis of many biological signals. We have used FFT, with 512 points of FFT co-efficients, to predict G protein-coupled receptors [24] , nuclear receptors [33] and voltage-gated potassium channels [34] on the basis of protein power spectrum, and high accuracies were reached. In our work, the protein power spectrum is need, so the FFT is suitable and used for protein localization. Also 512 points were chosen in the system directly, which simulated the frequency wave of each sequence. So all the different-length signals were changed into equal-length signals with 512 points. Because SVM can only study the equal-length signals, all of the 512 points were put into SVM models, a very important step. Other conventional Table 5 Performance comparisons for the eukaryotic sequences (%) methods for inversion might only include part information, whereas the FFT analyzes frequency-based information, solves the problem skillfully and lessens the loss of information. This also means that our methods are not limited by the length of sequences. This step can firstly guarantee the improvement of the precision. The prediction of subcellular localization is a multiclassification problem. In this paper, seven SVMs were constructed for seven class classifications. They were divided into two categories: eukaryotic and prokaryotic species. The ith SVM was trained with all samples in the ith localization with the label "+1" and all other samples with the label "−1". The SVMs trained in this way were referred to as one-versus-rest SVMs [6] . The kernel function parameters RBF and linear, and the POLY kernel function were all tried; RBF is suitable for FFT representation. The kernel function parameters RBF and optimizer Gradient were selected. All the kernel parameters were kept constant except for θ and σ. The fixeddimensions vector was obtained based on setting a fixed number of frequency points from the power spectrum of the FFT transformed signals. All the programs of this method were written in Matlab 7.0 programming language.
NNPSL
In the paper, both the jackknife method and two-fold test were used. When different substitution models were compared, the two-fold test was used. Because the dataset was big, the selection of parameters θ and σ was involved, and considering the ability of the computer, the two-fold test was used. When comparing the different prediction programs, parameters θ and σ had been made certain, and most of the compared prediction programs used the jackknife test. Considering the persuasion of results, the jackknife test was used.
A new method for protein subcellular localization prediction is established and it can classify protein sequences with high accuracy. FFT reveals more information than other methods and guarantees long sequence prediction. SVM is particularly effective to sequence analysis due to its ability to handle noise, large datasets and large input spaces. The c-p-v matrix is used to substitute the sequences and contains more information than the other two substitution models. Research into substitution models will be the important part of future work. If the substitution model well represents the full-scale information of sequences, the prediction performance can be improved dramatically.
