Event-based cameras, also known as neuromorphic cameras, are bioinspired sensors able to perceive changes in the scene at high frequency with low power consumption. Becoming available only very recently, a limited amount of work addresses object detection on these devices. In this paper we propose two neural networks architectures for object detection: YOLE, which integrates the events into surfaces and uses a frame-based model to process them, and eFCN, an asynchronous event-based fully convolutional network which uses a novel and general formalization of the convolutional and max pooling layers to exploit the sparsity of camera events. We evaluated the algorithm with different extensions of publicly available datasets, and on a novel synthetic dataset.
Introduction
Fundamental techniques underlying Computer Vision are based on the ability to extract meaningful features. To this extent, Convolutional Neural Networks (CNNs) rapidly became the first choice to develop computer vision applications such as image classification [13, 40, 9, 43] , object detection [37, 36, 20] , semantic scene labeling [44, 32, 21] , and they have been recently extended also to non-euclidean domains such as manifolds and graphs [11, 25] . In most of the cases the input of these networks are images.
In the meanwhile, neuromorphic cameras [38, 31, 2] are becoming more and more widespread. These devices are bio-inspired vision sensors that attempt to emulate the functioning of biological retinas. As opposed to conventional cameras, which generate frames at a constant frame rate, these sensors output data only when a brightness change is detected in the field of view. Whenever this happens, an event e = x, y, ts, p is generated indicating the position (x, y), the instant ts at which the change has been detected and its polarity p ∈ {1, −1}, i.e., if the brightness change is positive or negative. The result is a sensor able to produce a stream of asynchronous events that sparsely encodes what happens inside the scene with microseconds resolution and with minimum requirements in terms of power consumption and bandwidth. The growth in popularity of these type of sensors, and their advantages in terms of temporal resolution and reduced data redundancy, have led to fully exploit the advantages of event-based vision for a variety of applications, e.g., object tracking [34, 23, 7] , visual odometry [4, 35] , and optical flow estimation [1, 19, 42] .
The most popular neural model to deal with this kind of visual information is represented by Spiking Neural Networks (SNNs) [22] , a processing model aiming to improve the biological counterpart of artificial neural networks. The use of spikes as a means of communication between neurons, however, limits the range of predictable values and prevents SNNs from being used to solve complex computer vision problems such as object detection. While in classification the use of spikes does not constitute a problem, as label predictions can be obtained by looking at the output neuron that spikes first or more often [29, 45] , in object detection there is no obvious way to use spikes to encode bounding boxes information. Moreover, this type of communication makes SNNs not differentiable, making them difficult to train and use in complex scenarios.
An alternative solution to deal with event-based cameras is to make use of frame integration procedures and conventional frame-based neural networks [30] which can instead rely on optimized training procedures. Recently, other alternatives to SNNs have also been introduced making use of hierarchical time surfaces [15] and memory cells [41] to leverage on past information. Another solution proposed by [27] suggests instead the use of LSTM cells to accumulate events over time and perform classification.
Although event-cameras are becoming increasingly popular, due to their relative novelty, only very few datasets for object detection in event streams are available, and a limited number of object detection algorithms has been proposed [18, 3, 33] . In this paper we introduce a novel hy-brid approach to extract features for object detection problems using neuromorphic cameras. The proposed framework allows the design of object detection networks able to sparsely compute features while still preserving the advantages of conventional neural networks. More importantly, networks implemented using the proposed procedure are asynchronous, meaning that computation is only performed when a sequence of events arrive and only where previous results need to be recomputed. Furthermore, this characteristic enable the processing of both batches and single events, allowing to potentially associate a prediction to every event received. The key contributions of this paper are:
1. A basic model for object detection in neuromorphic cameras which integrates events (Section 2).
2. The formalization of event-based convolutional and max-pooling layers used to define fully-convolutional neural networks for event-based object detection (Section 3).
3. A set of novel datasets to test object detection with event cameras (Section 4).
YOLE: You Only Look Events
The basic component of the proposed architectures is a procedure able to accumulate events. Sparse events generated by the neuromorphic camera are integrated into a leaky surface, a spatial structure that maintains events information through time, and a conventional CNN is then used to process them. Leaky Surface. The procedure presented in this section takes inspiration from the functioning of Spiking Neural Networks (SNNs) to maintain memory of past events. A similar mechanism has already been proposed in [4] . Every time an event with coordinates (x e , y e ) and timestamp ts t is received, the corresponding pixel of the surface is incremented of a fixed amount ∆ incr . At the same time, the whole surface is decremented by a quantity which depends on the time elapsed between the last received event and the previous one. The described procedure can be formalized by the following equations:
where p t xm,ym is the value of the pixel in position (x m , y m ) of the leaky surface and ∆ ts = ts t − ts t−1 . To improve readability in following equations, we name the quantity (ts last − ts prev ) · λ as ∆ leak . Notice that the effects of λ and ∆ incr are related: ∆ incr determines how much information is contained in each single event whereas λ defines the decay rate of activations. Given a certain choice of these parameters, similar results can be obtained by using, for instance, a higher increment ∆ incr and a higher temporal λ. For this reason, we fix ∆ incr = 1 and we vary only λ based on the dataset to be processed. Pixel values are prevented from becoming negative by means of the max operation.
Other frame integration procedures, such as the one in [30] , divide the time in predefined constant intervals. Frames are obtained by setting each pixel to a binary value (depending on the polarity) if at least an event has been received within the integration interval. With this mechanism however, time resolution is lost and the same importance is given to each event, even if it is due to noise. The adopted method, instead, performs continuous and incremental integration and does not distinguish the polarity of the events, obtaining frames invariant to the object movement. Indeed, the events polarity along the edge of an object changes sign depending on the way in which the object is moving (e.g., the left contour of a black bar moving on a white background generates positive events when it moves from left to right but negative ones in the opposite direction). Ignoring events polarity enables to obtain surfaces which are independent on the movement direction.
Similar procedures capable of maintaining time resolution have also been proposed, such as those that make use of exponential decays [4, 14] to update surfaces. Recently, the concept of time surface has also been introduced in [15] where surfaces are obtained by associating each event with temporal features computed applying exponential kernels to the event neighborhood. An extension of this procedure more robust to noisy events and making use of memory cells has also been proposed in [41] . We decide however to make use of the proposed simpler formulation since the linear dependence between consecutive surfaces allows us to design the event-based framework discussed in Section 3 in which time decay is applied to every layer of the network.
Event-based Object Detection. We identified YOLO [36] as a good candidate model to approach object detection in event-based scenarios: it is fully-differentiable and it is able to produce predictions with small input-output delay. By means of a standard CNN and with a single forward pass, YOLO is able to simultaneously predict not only the class, but also the position and dimension of every object in the scene. We used the YOLO training mechanism and the previous leaky surface procedure to train our YOLE model. Its architecture is depicted in Figure 1 . The network used in this work processes 128 × 128 surfaces, it predicts B = 2 bounding boxes for each region, according to the original YOLO architecture, and classifies objects into C different categories. This model can be extended to process larger surfaces or a greater number of classes by properly modifying the size of the last fully connected layers.
Note that in this context, we use the term YOLO to refer only to the training procedure proposed by [36] and not to the specific network architecture. We used indeed a simpler structure for our models as explained in Section 4. Nevertheless, YOLE, i.e., YOLO + leaky surface, does not exploit the sparse nature of events; thus, in the next section, we propose a fully event-based asynchronous framework for convolutional networks.
Event-based Fully Convolutional Networks (eFCN)
Conventional CNNs for video analysis treat every frame independently and recompute all the feature maps entirely, even if consecutive frames differ from each other only in small portions. Beside being a significant waste of power and computations, this approach does not match the nature of event-based cameras.
To exploit the event nature of neuromorphic vision, we propose a modification of the forward pass of fully convolutional architectures. In the following the convolution and pooling operations are reformulated to produce the final prediction by recomputing only the features corresponding to regions affected by the events. Feature maps maintain their state over time and are updated only as a consequence of incoming events. At the same time, the leaking mechanism that allows past information to be forgotten acts independently on each layer of the CNN and enables features computed in the past to fade away as their visual information starts to disappear in the input surface. The result is an asynchronous CNN able to perform computation only when requested and at different rates. The network can indeed be used to produce an output only when new events arrive, dynamically adapting to the timings of the input, or to produce results at regular rates by using the leaking mechanism to update layers in absence of new events.
The proposed framework has been developed to extend the YOLE detection network presented in Section 2. Nevertheless, this method can be applied to any convolutional architecture to perform asynchronous computation. A CNN trained to process frames reconstructed from streams of events can indeed be easily converted into an event-based CNN without any modification on its layers composition, and by using the same weights learned while observing frames, maintaining its output unchanged.
Leaky Surface Layer
The procedure used to compute the leaky surface described in Section 2 is embedded into an actual layer of the proposed framework. Furthermore, to allow subsequent layers to locate changes inside the surface, the following information are forwarded to the next layer: (i) the list of incoming events. (ii) the decrement ∆ leak , which is sent to all the subsequent layers to allow the update of feature maps in regions not affected by any event. (iii) the list of surface pixels which have been reset to 0 to prevent their value to became negative (max operator in Equation (1)).
Event-based Convolutional Layer (e-conv)
The event-based convolutional (e-conv) layer we propose uses events to determine where the input feature map has changed with respect to the previous time step and, therefore, which parts of its internal state, i.e., the feature map computed at the previous time step, must be recomputed and which parts can be reused. We use a procedure similar to the one described in the previous section to let features decay over time. However, due to the transformations applied by previous layers and the composition of their activation functions, ∆ leak may act differently in different parts of the feature map. For instance, the decrease of intensity of a pixel value in the input surface may cause the value computed by a certain feature to decrease, but it could also cause another feature of the same layer to increase. The update procedure, therefore, must also be able to accurately determine how a single bit of information is transformed by the network through all the previous layers, in any spatial location. We face this issue by storing an additional set of information and by using a particular class of activation functions in the hidden layers of the network.
Let's consider the first layer of a CNN which processes surfaces obtained using the procedure described in the previous section and which computes the convolution of a set of filters W with bias b and activation function g(·). The computation performed on each receptive field is:
where h, k select a pixel x t h+i,k+j in the receptive field of the output feature in position (i, j) and its corresponding value in the kernel W whereas the subscript (1) indicates the current hidden-layer of the network (in this case the first after the leaky surface layer).
When a new event arrives, the leaky surface layer decreases all the pixels by ∆ leak , i.e., a pixel not directly affected by the event becomes:
leak , with ∆ t+1 leak < 0. At time t + 1 Equation (3) becomes:
, as ReLU or Leaky ReLU, and we assume that (ii) the updated value does not change which linear segment of the activation function the output falls onto and, in this first approximation, (iii) the leaky surface layer does not restrict pixels using max(·, 0), Equation 4 can be rewritten as it follows:
where α ij (1) is the coefficient applied by the piecewise function g(·) which depends on the feature value at position (i, j). When the previous assumption is not satisfied, the feature is recomputed as its receptive field was affected by an event.
Consider now a second convolutional layer attached to the first one:
(6) The previous equation can be extended by induction as it follows:
where F ij (n) expresses how visual inputs are transformed by the network in every receptive field (i, j). The max operator applied by the leaky surface layer can be interpreted as a ReLU, and Equation (5) becomes:
where the value F i+h,j+k (0) is 0 if the pixel x i+h,j+k is zero and 1 if it is positive.
Notice that F ij (n) needs to be updated only when the corresponding feature changes enough to make the activation function use a different coefficient α, e.g., from 0 to 1 in case of ReLU. In this case F (n) is updated locally in correspondence of the change by using the update matrix of the previous layer and by applying Equation 7 only for the features whose activation function has changed. Events are used to communicate the change to subsequent layers so that their update matrix can also be updated accordingly.
The internal state of the e-conv layer, therefore, comprises the feature maps y t−1 (n) and the update values F t−1 (n) computed at the previous time step. The initial values of the internal state are computed making full inference on a blank surface; this is the only time the network needs to be executed entirely. As a new sequence of events arrives the following operations are performed (see Figure 3a) :
(n) locally on the coordinates specified by the list of incoming events (Eq. (7)).
ii. Update the feature map y (n) with Eq. (8) in the locations which are not affected by any event and generate an output event where the activation function coefficient has changed.
iii. Recompute y (n) through Equation (3) in correspondence of the incoming events and output which receptive field has been affected.
iv. Forward the feature map and the events generated in the current step to the next layer.
Event-based Max Pooling Layer (e-max-pool)
The location of the maximum value in each receptive field of a max-pooling layer is likely to remain the same over time. An event-based pooling layer, hence, can exploit this property to avoid recomputing every time the position of maximum values. The internal state of an event-based max-pooling (emax-pool) layer can be described by a positional matrix I t (n) , which has the shape of the output feature map produced by the layer, and which stores, for every receptive field, the position of its maximum value. Every time a sequence of events arrives, the internal state I t (n) is sparsely updated by recomputing the position of the maximum values in every receptive field affected by an incoming event. The internal state is then used both to build the output feature map and to produce the update matrix F t (n) by fetching the previous layer on the locations provided by the indices I t ij (n) . For each e-max-pool layer, the indices of the receptive fields where the maximum value changes are communicated to the subsequent layers so that the internal states can be updated accordingly. This mechanism is depicted in Figure 3b .
Notice that the leaking mechanism acts differently in distinct regions of the input space. Features inside the same receptive field can indeed decrease over time with different speeds as their update values F t ij (n) could be different. Therefore, even if no event has been detected inside a region, the position of its maximum value might change. However, if an input feature M has the minimum update rate F M (n−1) among features in its receptive field R and it also corresponds to the maximum value in R, the corresponding output feature will decrease slower than all the others in R and its value will remain the maximum. In this case, its index I t (n) R does not need to be recomputed until a new event arrives in R.
Event-based FCN for Object Detection
To fully exploit the event-based layers presented so far, the YOLE model described in Section 2 needs to be converted into a fully convolutional object detection network replacing all its layers with their event-based versions (see Figure 3) . Moreover, fully-connected layers are replaced with 1 × 1 e-conv layers which map features extracted by the previous layers into a precise set of values defining the bounding boxes parameters predicted by the network.
This architecture divides the 128 × 128 field of view into a grid of 4 × 4 regions that predicts 2 bounding boxes each and classify the detected objects into C different classes. Each one of the 32×32 regions in which the frame is divided is processed independently. The last 1 × 1 e-conv layer is used to decrease the dimensionality of the feature vectors and to map them into the right set of parameters, regardless of their position in the field of view.
Moreover, this architecture can be used to process surfaces of different sizes without the need to re-train or redesign it. The subnetworks processing 32 × 32 regions, in fact, being independent from each other and defined by the same set of parameters, can be stacked together to process even larger surfaces.
Experiments

Datasets
Only few event-based object recognition datasets are publicly available in the literature. The most popular ones are: N-MNIST [5] , MNIST-DVS [6] , CIFAR10-DVS [17] and N-Caltech101 [5] . These datasets are obtained from the original MNIST [3] , CIFAR-10 [12] and Caltech101 [6] datasets by recording the original images with an event camera while moving the camera itself or the images of the datasets. We performed experiments on NCaltech101 and on two modified versions of N-MNIST and MNIST-DVS for object detection, i.e., Shifted N-MNIST and Shifted MNIST-DVS. Moreover we present in this paper a novel dataset, named Blackboard MNIST, and an extension of POKER-DVS [6] , namely OD-Poker-DVS, where the bounding boxes of every card symbol are also available. A detailed description of these datasets is provided in the supplementary materials.
Shifted N-MNIST The N-MNIST [5] dataset is a conversion of the popular MNIST [3] image dataset for computer vision. We enhanced this collection by building a slightly more complex set of recordings. Each sample is indeed composed of two N-MNIST samples placed in two random non-overlapping locations of a bigger 124 × 124 field of view. Each digit was also preprocessed by extracting its bounding box which was then moved, along with the events, in its new position of the bigger field of view. The final dataset is composed of 60, 000 training and 10, 000 testing samples.
Shifted MNIST-DVS We used a similar procedure to obtain Shifted MNIST-DVS recordings. We first extracted bounding boxes with the same procedure used in Shifted N-MNIST and then placed them in a 128 × 128 field of view. We mixed MNIST-DVS scale4, scale8 and scale16 samples within the same Shifted MNIST-DVS recording obtaining a dataset composed of 30, 000 samples.
OD-Poker-DVS The Poker-DVS dataset is a small collection of neuromorphic samples showing poker card pips obtained by extracting 31 × 31 symbols from three deck recordings. We used the tracking algorithm provided with the dataset, which was originally used to extract pips, to follow the 31 × 31 samples and enhance the original uncut deck recordings with their bounding boxes. We finally divided these recordings into a set of shorter examples obtaining a collection composed of 218 training and 74 testing samples.
Blackboard MNIST We used the DAVIS simulator released by [4] to build our own set of synthetic recordings. The resulting dataset consists of a number of samples showing digits written on a blackboard in random positions and with different scales. We preprocessed a subset of images from the original MNIST dataset by removing their background and by making the digits look as if they were written with a chalk. Sets of digits were then placed on the image of a blackboard and the simulator was finally run to obtain event-based recordings. While running the simulation, we also saved the position and dimensions of the bounding boxes of every digit visible within the camera field of view. The resulting dataset is the union of three simulations featuring increasing level of variability in terms of camera trajectories and digit dimensions. The overall dataset is composed of 2750 training and 250 testing samples.
Experiments Setup
Event-based datasets, especially those based on MNIST, are generally simpler than the image-based ones used to train the original YOLO architecture. Therefore, we designed the MNIST object detection networks taking inspiration from the simpler LeNet [3] model composed of 6 conv-pool layers for feature extraction. Both YOLE and eFCN share the same structure up to the last regression/classification layers.
For what concerns the N-Caltech101 dataset, we used a slightly different architecture inspired by the structure of the VGG16 model [40] . The network is composed by only one layer for each group of convolutional layers, as we noticed that a simpler architecture achieved better results. Moreover, the dimensions of the last fully-connected layers have been adjusted such that the surface is divided into a grid of 5 × 7 regions predicting B = 2 bounding boxes each. As in the original YOLO architecture we used Leaky ReLU for the activation functions of hidden layers and a linear activation for the last one.
In all the experiments the first 4 convolutional layers have been initialized with kernels obtained from a recognition network pretrained to classify target objects, while the remaining layers using the procedure proposed in [8] . All networks were trained optimizing the multi-objective loss proposed by [36] of filling the memory of the GPU optimally. Early-stopping was applied to prevent overfitting using validation sets with the same size of the test set.
Results and Discussion
Detection performance of YOLE. The YOLE network achieves good detection results both in terms of mean average precision (mAP) [5] and accuracy, which in this case is computed by matching every ground truth bounding box with the predicted one having the highest intersection over union (IOU), in most of the datasets. The results we obtained are summarized in Table 1 . We used the Shifted N-MNIST dataset also to analyze how detection performance changes when the network is used to process scenes composed of a variable number of objects. We denote as v1 the results obtained using scenes composed of a single digit, with v2 those obtained with scenes containing two digits in random locations of the field of view. We further tested the robustness of the proposed model by adding some challenging noise. We added nontarget objects (v2fr) in the form of five 8 × 8 fragments, taken from random N-MNIST digits using a procedure similar to the one used to build the Cluttered Translated MNIST dataset [24] , and 200 additional random events per frame (v2fr+ns).
In case of multiple objects the algorithm is still able to detect the all of them, while, as expected, performance drops both in terms of accuracy and mean average precision when dealing with noisy data. Neverthelesss, we achieved very good detection performance on the Shifted MNIST-DVS, Blackboard MNIST and Poker-DVS datasets which represent a more realistic scenario in terms of noise. All of these experiments were performed using the set of hyperparameters suggested by the original work from [36] . However, a different choice of these parameters, namely λ coord = 25.0 and λ noobj = 0.25, worked better for us increasing both the accuracy and mean average precision scores (v2*).
The dataset in which the proposed model did not achieve noticeable results is N-Caltech101. This is mainly explained by the increased difficulty of the task and by the fact that the number of samples in each class is not evenly balanced. The network, indeed, achieves good results when the number of training samples is high such as with Airplanes, Motorbikes and Faces easy, and in cases in which samples are very similar, e.g., inline skate (see Table 3 and Table 4 ). As the number of training samples decreases, however, the performance of the model becomes worse, behavior which explains the poor aggregate scores we report in Table 1 .
Detection performance of eFCN. We tested the performance of the eFCN network on two datasets: the Shifted MNIST-DVS and Blackboard MNIST datasets. With this fully-convolutional variant of the network we registered a slight decrease in performance w.r.t. the results we obtained using YOLE, as reported in Table 2 . This gap in performance is mainly due to the fact that each region in eFCN generates its predictions by only looking at the visual information contained in its portion of the field of view. Indeed, if an object is only partially contained inside a region the network has to guess the object dimensions and class by only looking at a restricted region of the surface. However, removing the last fully-connected layers allowed us to design a detection network made of only event-based layers and which also uses a significantly lower number of parameters. In the supplementary materials we provide a video showing a comparison between the predictions obtained using the two proposed networks, YOLE and eFCN.
To identify the advantages and weaknesses of the proposed event-based framework in terms of inference time we compared our detection networks on two datasets, Shifted N-MNIST and Blackboard MNIST. In the first one the event-based approach achieved a 2x speedup (22.6ms per frame), whereas in the second one it performed slightly slower (43.2ms per frame) w.r.t. a network using conventional layers (34.6ms per frame). The second benchmark is indeed challenging for our framework since changes are not localized in restricted regions of the surface due to the presence of noise and large objects covering multiple regions. In these conditions, where most of the feature maps need to be recalculated, a conventional frame-based approach is faster.
Conclusions
In this paper we proposed two different methods, based on the YOLO architecture, to accomplish object detection in event-based cameras. The first one, namely YOLE, integrates events into a unique leaky surface to make them usable with YOLO. Conversely, eFCN relies on a more general extension of the convolutional and max pooling layers to directly deal with events and exploit their sparsity by preventing the whole network to be reprocessed. The obtained asynchronous detector dynamically adapts to the timing of the events stream by producing results only as a consequence of incoming events and by maintaining its internal state, without performing any additional computation, when no events arrive. This novel event-based framework can be used in every fully-convolutional architecture to make it usable with event-cameras, even conventional CNN for classification, although in this paper it has been applied to object detection networks.
We analyzed the timing performance of this formalization obtaining promising results. We are planning to extend our framework to automatically detect at runtime when the use of event-based layers speeds up computation (i.e., changes affect few regions of the surface) or a complete recomputation of the feature maps is more beneficial in order to exploit the benefits of both approaches. Nevertheless, we believe that a hardware implementation, e.g., with FPGAs, would allow to better exploit the advantages of the proposed method enabling a fair timing comparison with SNNs, which are usually implemented in hardware. In this document we describe our novel event-based datasets adopted in the paper "Asynchronous Convolutional Network for Object Detection in Neuromorphic Cameras".
Event-based object detection datasets
Due to the lack of object detection datasets with event cameras, we extended the publicly available N-MNIST, MNIST-DVS, Poker-DVS and we propose a novel dataset based on MNIST, i.e., Blackboard MNIST. They will be soon released, however, in Figure 1 we reported some example from the four datasets.
Shifted N-MNIST
The original N-MNIST [5] extends the well-known MNIST [3] : it provides an event-based representation of both the full training set (60, 000 samples) and the full testing set (10, 000 samples) to evaluate object classification algorithms. The dataset has been recorded by means of event camera in front of an LCD screen and moved to detect static MNIST digits displayed on the monitor. For further details we refer the reader to [5] .
Starting from the N-MNIST dataset, we built a more complex set of recordings that we used to train the object detection network to detect multiple objects in the same scene. We created two versions of the dataset, Shifted N-MNIST v1 and Shifted N-MNIST v2, that contains respectively one or two non overlapping 34 × 34 N-MNIST digits per sample randomly positioned on a bigger surface. We used different surface dimensions in our tests which vary from double the original size, 68 × 68, up to 124 × 124. The dimension and structure of the resulting dataset is the same of the original N-MNIST collection.
To extend the dataset for object detection evaluation, the bounding boxes ground truth are required. To estimate them we first integrate events into a single frame as described in Section 2 of the original paper. We remove the noise by considering only non-zero pixels having at least other ρ nonzero pixels around them within a circle of radius R. All the other pixels are considered noise. Then, with a custom version of the DBSCAN [2] density-based clustering algorithm we group pixels into a single cluster. A threshold min area is used to filter out small bounding boxes extracted in correspondence of low events activities. This condition usually happens during the transition from a saccade to the next one as the camera remains still for a small fraction of time and no events are generated. We used ρ = 3, R = 2 and min area = 10. The coordinates of these bounding boxes are then shifted based on the final position the digit has in the bigger field of view.
For each N-MNIST sample, another digit was randomly selected in the same portion of the dataset (training, testing or validation) to form a new example. The final dataset contains 60, 000 training samples and 10, 000 testing samples, as for the original N-MNSIT dataset. In Figure 2 we illustrate one example for v1 and the three variants of v2 we adopted (and described) in the paper.
Shifted MNIST-DVS
The MNIST-DVS dataset [6] is another collection of event-based recordings that extends MNIST [3] . It consists of 30, 000 samples recorded by displaying digits on an screen in front of a event camera, but differently from N-MNIST, they move digits on the screen instead of the sensors, and they use the digits at three different scales, i.e., scale4, scale8 and scale16. The resulting dataset is composed of 30, 000 event-based recordings showing each one of the selected 10, 000 MNIST digits on thee different dimensions. Examples of these recordings are shown in Figure 3 .
We used MNIST-DVS recordings to build a detection dataset by means of a procedure similar to the one we used to create the Shifted N-MNIST dataset. However in this case we mix together digits of multiple scales. All the MNIST-DVS samples, despite of the actual dimensions of the digits being recorded, are contained within a fixed 128 × 128 field of view. Digits are placed centered inside the scene and occupy a limited portion of the frame, especially those belonging to the smallest and middle scales. In order to place multiple examples on the same scene we first cropped the three scales of samples into smaller recordings occupying 35 × 35, 65 × 65 and 105 × 105 spatial regions respectively. The bounding boxes annotations and the final examples were obtained by means of the same procedure we used to construct the Shifted N-MNIST dataset. These recordings were built by mixing digits of different dimensions in the same sample. Based on the original samples dimensions, we decided to use the following four configurations (which specify the number of samples of each category used to build a single Shifted MNIST-DVS example): (i) three scale4 digits, (ii) two scale8 digits, (iii) two scale4 digits mixed with one scale8 digit (iv) one scale16 digit placed in random locations of the field of view. The overall dataset is composed of 30, 000 samples containing these four possible configurations.
OD-Poker-DVS
The original Poker-DVS [6] have been proposed to test object recognition algorithms; it is a small collection of neuromorphic recordings obtained by quickly browsing custom made poker card decks in front of a DVS camera for 2-4 seconds. The dataset is composed of 131 samples containing centered pips of the four possible categories (spades, hearts, diamonds or clubs) extracted from three decks recordings. Single pips were extracted by means of an event-based tracking algorithms which was used to follow symbols inside the scene and to extract 31 × 31 pixels examples.
With OD-Poker-DVS we extend its scope to test also object detection. To do so we used the event-based tracking algorithm provided with the original dataset to follow the movement of the 31 × 31 samples in the uncut recordings and extract their bounding boxes. The final dataset was obtained using a procedure similar to the one used in [7] . Indeed, we divided the sections of the three original decks recordings containing visible digits into a set of shorter examples, each of which about 1.5ms long. Examples were split in order to ensure approximately the same number of objects (i.e., ground truth bounding boxes) in each example. The final detection dataset is composed of 292 small examples which we divided into 218 training and 74 testing samples.
Even if composed of a limited amount of samples, this dataset represents an interesting real-world application that highlights the potential of event-based vision sensors. The nature of the data acquisition is indeed particularly well suited to neuromorphic cameras due to their very high temporal resolution. Symbols are clearly visible inside the recordings even if they move at very high speed. Each pip, indeed, takes from 10 to 30 ms to cross the screen but it can be easily recognized within the first 1-2 ms.
Blackboard MNIST
The two dataset based on MNIST presented in Section 1.1 and 1.2 have the drawback of recording digits at predefined sizes. Therefore, in Blackboard MNIST we propose a more challenging scenario that consists of a number of samples showing digits (from the original MNIST dataset) written on a blackboard in random positions and with different scales.
We used the DAVIS simulator released by [4] to build our own set of synthetic recordings. Given a three-dimensional virtual scene and the trajectory of a moving camera within it, the simulator is able to generate a stream of events describing the visual information captured by the virtual camera. The system uses Blender [1] , an open-source 3D modeling tool, to generate thousands of rendered frames along a predefined camera trajectory which are then used to reconstruct the corresponding neuromorphic recording. The intensity value of each single pixel inside the sequence of rendered frames, captured at a constant frame-rate, is tracked. As Figure 4a shows, an event is generated whenever the logintensity of a pixel crosses an intensity threshold, as in a real event-based camera. A piecewise linear time interpolation mechanism is used to determine brightness changes in the time between frames in order to simulate the microseconds timestamp resolution of a real sensor. We extended the simulator to output bounding boxes annotations associated to every visible digit.
We used Blender APIs to place MNIST digits in random locations of a blackboard and to record their position with respect to the camera point of view. Original MNIST images depict black handwritten digits on a white background. To mimic the chalk on the blackboard, we removed the background, we turned digits in white and we roughen their contours to make them look like if their were written with a chalk. An example is shown in Figure 4b .
The scene contains the image of a blackboard on a vertical plane and a virtual camera with 128 × 128 resolution that moves horizontally on a predefined trajectory parallel to the blackboard plane (see Figure 5) . The camera points a hidden object that moves on the blackboard surface, synchronized with the camera, following a given trajectory. To introduce variability in the camera movement, and to allow all the digits outline to be seen (and possibly detected), we used different trajectories that vary from a straight path to a smooth or triangular undulating path that makes the camera tilt along the transverse axis while moving (Figure 5b) .
Before starting the simulation, we randomly select a number of preprocessed MNIST digits and place them in a random portion of the blackboard. The camera moves so that all the digits will be framed during the camera movement. The simulation is then finally started on this modified scene to generate neuromorphic recordings. Every time a frame is rendered during the simulation, the bounding boxes of all the visible digits inside the frame are also extracted. This operation is performed by computing the camera space coordinates (or normalized device coordinates) of the topleft and bottom-right vertex of all the images inside the field of view. Since images are slightly larger than the actual digits they contain, we cropped every bounding box to better enclose each digit and also to compensate the small offset in the pixels position introduced by the camera motion and by the linear interpolation mechanism. In addition, bounding boxes corresponding to objects which are only partially visible are also filtered out. In order to build the final detection dataset, this generation process is executed multiple times, each time with different digits.
We built three sub-collections of recordings with increasing level of complexity which we merged together to obtain our final dataset: Blackboard MNIST EASY, Blackboard MNIST MEDIUM, Blackboard MNIST HARD. In Blackboard MNIST EASY, we used digits of only one dimension (roughly corresponding to the middle scale of MNIST-DVS samples) and a single type of camera trajectory which moves the camera from right to left with the focus object moving in a straight line. In addition, only three objects were placed on the blackboard using only a fixed portion of its surface. We collected a total of 1, 200 samples (1, 000 training, 100 testing, 100 validation).
Blackboard MNIST MEDIUM features more variability in the number and dimensions of the digits and in the types of camera movements. Moreover, the portion of the blackboard on which digits were added varies and may cover any region of the blackboard, even those near its edges. The camera motions were also extended to the set of all possible trajectories that combine either left-to-right or rightto-left movements with variable paths of the focus object. We used three types of trajectories for this object: a straight line, a triangular path or a smooth curved trajectory, all parallel to the camera trajectory and placed around the position of the digits on the blackboard. One of these path was selected randomly for every generated sample. Triangular and curved trajectories were introduced as we noticed that sudden movements of the camera produce burst of events that we wanted our detection system to be able to handle. The number and dimensions of the digits were chosen following three possible configurations, similarly to the Shift MNIST-DVS dataset: either six small digits (with sizes comparable to scale4 MNIST-DVS digits), three intermediate-size digits (comparable to the MNIST-DVS scale8) or two big digits (comparable to the biggest scale of the MNIST-DVS dataset, scale16). A set of 1, 200 recordings was generated using the same splits of the first variant and with equal amount of samples in each one of the three configurations.
Finally, Blackboard MNIST HARD contains digits (a) (b) Figure 5 : (a) The 3D scene used to generate the Blackboard MNIST dataset. The camera moves in front of the blackboard along a straight trajectory while following a focus object that moves on the blackboard's surface, synchronized with the camera. The camera and its trajectory are depicted in green, the focus object is represented as a red cross and, finally, its trajectory is depicted as a yellow line. (b) The three types of focus trajectories.
recorded by using the second and third configuration of objects we described previously. However, in this case each image was resized to a variable size spanning from the original configuration size down to the previous scale. A total of 600 new samples (500 training, 50 testing, 50 validation) were generated, 300 of them containing three digits each and the remaining 300 consisting of two digits with variable size.
The three collections can be used individually or jointly; the whole Blackboard MNIST dataset contains 3, 000 samples in total (2500 training, 250 testing, 250 validation). Examples of different objects configurations are shown in Figure 6. Samples were saved by means of the AEDAT v3.1 file format for event-based recordings.
Results
In the video attachment we illustrate the detection results of YOLE and eFCN.
