ABSTRACT This paper proposed a novel image segmentation method based on simplified pulse coupled neural network (SPCNN), which was optimized by gbest led gravitational search algorithm (GLGSA) that combined gravitational search algorithm (GSA) with gbest agent memory ability. To evaluate the performance of GLGSA, we applied it to 23 standard benchmark functions and compared with GSA and GGSA. The results showed that the GLGSA had better performance in term of convergence and avoidance of local minima. Besides, in order to improve the accuracy of segmentation, the fitness function consisted of cross entropy parameter, edge matching, and noise control. To verify the efficiency of our method, we compared it with the state-of-the-art algorithms, such as Otsu, GA Renyi, and PSO-PCNN, using the gray nature images from the Berkeley segmentation dataset. Finally, the subjective visual analysis and quantitative analysis that included the uniformity measure, region contrast measure, structural similarity, and comprehensive evaluation were used to evaluate the segmented images. The comparison results demonstrated that our proposed method could get better segmentation results.
I. INTRODUCTION
Image segmentation is a process that partitions an image into specific, homogeneous regions, which is an imperative and fundamental step in the research field of image analysis, pattern recognition and computer vision. The quality of image segmentation directly affects the image processing later that is considered as the central task in many research fields. So numerous segmentation algorithms have been proposed in recent decades that includes threshold based algorithm [1] , region based algorithm [2] , edge based algorithm [3] , fuzzy theory based [4] , neural network based algorithm [5] .
Threshold based algorithm is to select a suitable threshold by some criteria which enables it to separate the target from the background. Gritzman et al. proposed an adaptive method for lip segmentation and chose the histogram threshold based on the feedback of shape information, which reduced the unnecessary overhead by comparing the reference lip shape model to the initial segmentation [6] . He et al. [7] used two-dimensional entropy method for double threshold segmentation, using parallel genetic simulated annealing algorithm to search for the maximum entropy of the optimal threshold.
Region based algorithm includes the region growing method and the region splitting and merging method. The region growing method selects the initial seeds from the target region firstly, and judges whether the surrounding pixels could be merged into the growing area based on the regional growth criterion. The selection of initial points and the regional growth criterion are crucial. Region splitting and merging is usually based on the quadtree data theory, which would divide an image into a set of arbitrary, disconnected regions, then merge or split these regions to meet the segmentation conditions. Chen and Han [8] improved the image object segmentation result using the seeded region growing and k-means.
Edge based algorithm segments image by detecting edges or pixels with sharp variation in intensity between different regions, which are extracted and linked to form the boundary of the target. It is the balance between accuracy and interference that affects whether a satisfactory segmentation could be obtained. If the detection accuracy is too high, the noise would produce the false edge, which makes the image contour unreasonable; otherwise, if the noise immunity is too high, some parts of the image contour would be missed and the position of the target may be misjudged. Pan et al. [9] proposed a novel method of cell image segmentation by using the bacterial foraging based on edge detection.
Fuzzy set theory based on fuzzy membership mainly solves the uncertainties that are incomplete and ambiguous. Fuzzy set theory could describe the fuzziness and randomness of human vision preferably, thus, it is the methods using the fuzzy set theory that are widely used in many methods of image segmentation. Zheng et al. [10] proposed an adaptive image segmentation method that was based on the fuzzy c-means with the spatial information, the results showed that the method could segment the images with inhomogeneity and get better regional overlap measurement compared with some segmentation methods.
Artificial neural network is a computer information processing system that mimics the structure and function of brain. Up to now, many kinds of neural networks have been put forward such as back propagation neural network (BP) [11] , radial basis function neural network [12] , pulse coupled neural network (PCNN) [13] , [14] and so on. Compared to traditional neural network, the PCNN does not need to learn, which has the biological background and is widely used in image processing, such as image segmentation [15] , image fusion [16] , feature extraction [17] , and more applications of PCNN could be found from literatures [14] .
In order to improve the performance of PCNN in image segmentation, many scholars have done lots of research. Zhou and Shao [18] proposed an extended PCNN model based on the strategy of the decision tree, and established the relationship between parameters and image features. He et al. [19] made the normalized spectral residual saliency as the linking coefficient and used the improved dynamic threshold based on the average gray values of the iteration segmentation to simplify the PCNN model. Lian et al. [20] used an optimal histogram threshold to determine the parameters of SPCNN for various images and added an offset to improve the segmentation precision. At the same time, some intelligent optimization methods are used to determine the parameters of PCNN for image segmentation. Zhang et al. [21] used the immune algorithm to determine the parameters of PCNN for the image segmentation of cotton leaf. Xu et al. [22] proposed the self-adaptive PCNN based on the ant colony optimization for the medical image segmentation, the image entropy was used as the fitness function. Hage and Hamade [23] used the PSO to determine the parameters of PCNN for segmentation of histology slides of cortical, the fitness function was entropy and energy of the bone micro-constituents.
Gravitational search algorithm (GSA) is a new stochastic optimization algorithm [24] , which has been applied to image processing [25] , clustering [26] control engineering [27] and so on. Mirjalili proposed the hybrid particle swarm algorithm and GSA to train the feedforward neural networks [28] . Sun and Zhang [29] proposed the hybrid genetic algorithm and gravitational search algorithm for the image segmentation that used the multilevel threshold. Gao et al. [30] combined GSA with chaos for the unconstrained numerical optimization. In order to improve the exploration and exploitation of GSA, we combined GSA with gbest agent memory ability, which was called GLGSA.
The research on PCNN is basically focused on the structure and parameters, especially the parameters, which determine the performance of PCNN. In order to further improve performance of PCNN for image segmentation, GLGSA was used to optimize the parameters of the simplified PCNN and the comprehensive indexes were used as the fitness function to improve the accuracy of segmentation.
The rest of the paper is organized as follows: The SPCNN model and the principles of PSO and GSA are presented in section II. The GLGSA is proposed and the performance of GLGSA is analyzed and compared with GSA and GGSA in section III. In section IV, the new fitness function is shown for image segmentation and the SPCNN was optimized by the GLGSA. Section V presents and discusses the experiment results. The conclusion is provided in the last section.
II. RELATED WORK
In this section, the SPCNN is introduced according to the PCNN model, then the principles of PSO and GSA are explained.
A. BASIC PCNN MODEL
The PCNN model is inspired by the explanation of the synchronous dynamics of neuronal activity in the visual cortex of the cat brain [14] . The fact that PCNN has only one layer and does not require any training that makes it different from the general artificial neural networks [31] ; the typical network topology for PCNN is a two-dimensional planar lattice with a one-to-one pixel to neuron correspondence [32] . Just as shown in the Figure 1 , a neuron of PCNN could be divided into three parts: input field, modulation field and FIGURE 1. The model of standard PCNN. VOLUME 7, 2019 pulse generator. The definition of PCNN mathematical model could be described as (1) (2) (3) (4) (5) :
where F ij and L ij denote the feedback input and the linking item, respectively. M and W are the weight matrices for the linking input. V F and V L represent the intrinsic electric potentials of F ij and L ij , respectively. S ij is the input stimulus signal from the feeding field. α F and α L are the decay coefficients of F ij and L ij , respectively.
where U ij denotes the internal activity. β represents the connection strength coefficient.
here Y ij is the the pulse output. θ ij is the dynamic threshold. The V θ is the amplitude of dynamic threshold θ ij . α θ denotes the decay coefficient of θ ij . The internal activity U ij is modulated by two inputs through the linking strength coefficient β; if the internal activity U ij is larger than the dynamic threshold θ ij , the neuron fires, which means that the pulse generator will be activated and impulse would be generated. Subsequently, the dynamic threshold would increase by the amplitude V θ suddenly. If the internal activity is less than the dynamic threshold θ ij , the neuron could not fire and the dynamic threshold would decay by the factor e −α θ , the impulse generator would be closed, which means the output of neuron would equal to 0. When the internal activity U ij is larger than the dynamic threshold θ ij , the neuron would be fired again, the output of neuron would equal to 1. The process would constantly continue.
When the neuron generates a pulse, the pulse signal would be transmitted to the adjacent neurons, these neurons with the little gray value will automatically be fired quickly. Therefore, activation of a neuron would cause all the adjacent neurons with approximate gray value to be fired, which is the basic principle of image segmentation using the PCNN.
B. SIMPLIFIED PCNN
So far, there have been lots of modified models, such as ICM [33] , unit linking PCNN model [34] , fast-linking PCNN model [35] , SCM [36] . It has been proved that the SCM has lower computational complexity and higher accuracy rates for image segmentation when compared with other models [15] ; so SPCNN which is derived from SCM model and showed in Figure 2 could be used in this paper and is described as followed: 
where all the notations have the same meanings as indicated in (1) (2) (3) (4) (5) . Compared with the SCM, the firing condition of SPCNN is U ij (n) > θ ij (n) rather than the sigmoid function in SCM. The principle of image segmentation using SPCNN is the same as that of PCNN.
There are still several adjustable parameters in the SPCNN model: α f , β, α θ , V θ , and n. How to automatically set the values of these parameters would be explained in the fourth Section.
C. THE PARTICLE SWARM OPTIMIZATION (PSO) ALGORITHM
The PSO algorithm is also a stochastic, population-based optimization method, which is inspired by the social behavior of bird flocking or fishing schooling [37] . Suppose the following scenario: there is a group of birds looking for food in an area with only one piece of food. No bird knows the location of the food. But they know how far the current location is from the food. What is the best strategy for finding food? The easiest and most effective way is to follow the bird which is the nearest to the food. The PSO is analogous to this scenario and is used to solve optimization problems.
In PSO, each particle denotes a candidate solution to the optimization problem, which is adapted based on two attractors: the one is the particle has achieved iteratively so far, which is called pbest, the other is obtained by all particles in the population so far that is known as gbest and causes all particles to move towards the best particle. At each iteration, all the particles move at their own velocity and the movement is computed as followed:
where v t i is the velocity of particle i at iteration t, w is the inertia factor, c 1 and c 2 are the acceleration coefficient. r 1 and r 2 are the random number between 0 and 1. x t i is the current position of i at iteration t. pbest and gbest are the best position hunted by particle itself and the whole population so far, respectively, which reflects particle memory ability. The first part of (10) w×v t i represents the exploration ability of the PSO algorithm, the second c 1 r 1 (pbest i -xt i) and third part c 2 r 2 (gbest i -xt i) denote the private thinking and collaboration of particles, respectively.
D. THE GRAVITATIONAL SEARCH ALGORITHM (GSA)
The GSA algorithm is proposed by Rashedi (2009) , which is inspired by the law of gravity and law of motion [24] . Each solution of the optimization problem is considered to be an agent x i which is running in an n-dimensional search space with the velocity v i . The performance of the agents is weighed by their masses. The heavier masses that represent more efficient solutions move slower than the lighter ones in the exploitation process of algorithm, so the agents move toward those heavy agents, as illustrated in Figure 3 . The position and velocity of each agent in the algorithm could be described respectively as:
Law of gravity: every agent attracts every other agent in the space with a special force which is proportional to the product of their masses and inversely proportional to the square of distance between them.
Law of motion: the current velocity of an object is equal to the sum of its previous velocity and acceleration. The acceleration of an object is directly proportional to the total farce and inversely proportional to the mass of the object.
The mass of agent could be calculated based on the current fitness of agent as followed:
where M i (t) denotes the mass; fit i (t) is the fitness value of the ith agent at the tth iteration; for a minimization problem, f worst (t) and f best (t) are the worst fitness value and the best fitness value at the tth iteration, respectively, which are given as followed:
In the GSA algorithm, the mass of an agent could be defined conceptually as either passive gravitational mass M pi (t), active gravitational mass M ai (t), or the inertial mass M ii (t). The gravitational mass and inertial mass could be calculated using (16) .
According to the law of gravity, the gravitational force between the agent i and agent j could be calculated using (17) . (17) where the M pi (t) and M aj (t) are the passive gravitational mass and active gravitational mass corresponding to the ith and jth agent, respectively. The R ij (t) denotes the Euclidian distance between the agent i and j, the ε is a small constant, which is used to prevent the denominator from being 0. The G(t) represents the gravitational constant and could be defined as:
where G 0 is the initial value of gravitational constant, the α stands for the descending coefficient. T represents the maximum number of iteration. Based on the law of motion, the acceleration of the agent i at the tth iteration in the dimension d is described by (19) :
where
is the total force acting on the agent i in the direction of dimension d at tth iteration. randf is a random variable between 0 and 1. K best is the set of K number of best agents, which decreases linearly to 1 with initial value N . The agents require social interaction between them initially, which needs more agents. But the algorithm needs to search the best agents, so only a few agents are needed. Moreover, reduction of K best also reduces the computational complexity.
Finally, the velocity and position of each agent are updated based on the following (21) (22) . The flow chart of GSA is shown in Figure 4 .
where v i d and x d i stand for the velocity and position of the agent at the dth dimension, respectively. 
III. THE PROPOSED GBEST LED GRAVITATIONAL SEARCH ALGORITHM
In this section, we illustrate the disadvantage of GSA firstly, then propose our algorithm GLGSA and give the pseudo code. Finally, we compare it with GSA and GGSA, and analyze the results.
A. THE SHORTCOMING OF GSA ALGORITHM
As discussed early, it is the exploration and exploitation of the algorithm that are main characteristics for all the populationbased algorithm with evolutionary behavior. GSA and PSO are both optimization algorithms with the agents moving in the search space, but the strategies they use are different. The direction of agent in the GSA is calculated using the overall force obtained by the other agents, however, GSA has no memory ability for saving the position of the best agent in the population, so the best agent could be attracted away by the other particles of less masses and the best solution may be lost. PSO has the memory function and uses the social information among the agents, where the individuals could move towards the best position as fast as possible. Therefore we could save the position of the best agent to enhance the performance of GSA algorithm, which could be considered that the combination of GSA and gbest agent memory ability.
B. THE GBEST LED GRAVITATIONAL SEARCH ALGORITHM
The proposed gbest led gravitational algorithm (GLGSA) has the innovative moving strategy, which has memory ability, shares the social information and is led by the social information gbest. As we know, most of agents become more efficient solutions after several iterations, which indicates that the mass would increase and the acceleration of agent would decrease relatively, the velocity change a 1 × d t is very small in the d t time. In order to increase the velocity of the agent moving toward the optimal solution, we add velocity v g to the agent based the distance between agent and the best agent gbest, which could also be considered to be the leading role of gbest, just as shown in Figure 5 . In order to increase exploration and exploitation of algorithm, we use the linear method to combine the acceleration α d i (t) and the social information (gbest -x d i (t)) due to the change of mass and acceleration, and enhance the ability of agent memory to compensate for the decrease in acceleration. The velocity of the agent could be modified as:
where randv is a random variable in the rang [0,1], λ is a constant, c 1 is the coefficient of the acceleration and c 2 is coefficient of the social information, just as shown in the Figure 6 . a d i is the acceleration of agent i in the dth dimension. maxiter is the maximum iterations. The pseudo code of GLGSA is shown in Table 1 .
It is significant to analyze the complexity of the algorithm. When only one main loop is considered, the time complexity of an algorithm is proportional to the number of the particles N and the number of dimensions D. The computational step analysis for GSA, GGSA and GLGSA is 3ND+2N in an iterative loop. So the computational complexity of these algorithm is O(ND).
C. THE PERFORMANCE OF GLGSA
In order to fully prove the performance of our proposed algorithm GLGSA, 23 standard benchmark functions are employed in this section [38] , which are represented in Table 2 -4 and could be divided into unimodal test functions, multimodal test functions and multimodal test functions with fixed dimension. GLGSA is compared with the GSA [24] and GGSA [39] , whose parameters are shown in Table 5 . The algorithms were run 30 times for each benchmark function, starting from the different randomly generated population. The best_so_far, average value and standard deviation are the best result, the mean value and standard deviation of the algorithm in 30 runs, respectively. The best_so_far, the average value and the standard deviation of the results are shown in Table 6 -8, the convergence curve presented in Figure 7 . In theory, the minimum value f opt of the functions and the corresponding X values are shown in Table 9 . n denotes the dimension of function, f opt represents the minimum value of the function, S is the subset of R n .
1) UNIMODAL TEST FUNCTIONS
Functions F 1 -7 are the unimodal functions, which have only one global optimum and could be used to evaluate the exploitation capability of the algorithm, so the convergence rate of algorithm is more significant for the unimodal functions. It is obvious that the proposed GLGSA algorithm is competitive with GSA and GGSA from the Table 6 . The function F 7 is a quartic function with a random item, so it is difficult to find the global optimal solution. The convergence rate of GLGSA performs better than the other two VOLUME 7, 2019 algorithm which could be seen from the Figure 7 (F1-F7) , therefore, we could say that GLGSA has the higher convergence rate.
2) MULTIMODAL TEST FUNCTIONS
Functions F 8 -13 are high dimensions and have large numbers of local optimum, which are more difficult to optimize than the unimodal functions. If the algorithm could escape from the all local optimum and converge to the global optimum, the algorithm has better exploration. The best_so_far and average in Table 7 evidence that the proposed algorithm GLGSA has better exploration capability. The standard deviation results of F 8 and F 9 indicate that the results of GLGSA fluctuate greatly sometimes. But the standard deviation results of F 10 -13 show that the stability of GLGSA is better GGGSA. And it could be observed that convergence rate of GLGSA algorithm is far better than GSA and GGSA from the Figure 7 (F8-F23) . Therefore, it could be stated that the GLGSA algorithm could explore the more promising regions of space and has better exploration ability, which could avoid the local optimum and converge to the global optima with very large probability.
3) MULTIMODAL TEST FUNCTIONS WITH FIXED DIMENSION
Functions F 14 -23 are low dimensions, which have a lower number of local optimum than the multimodal test functions. We could apply these functions to test the robustness of the algorithm. The best_so_far and average of Functions in Table 8 prove that GLGSA has better robustness than the other two algorithms except F 16 , F 17 and F 18 . The three algorithms perform the same for the function F 16 , F 17 and F 18 , but from the perspective of standard deviation, the stability of GSA algorithm shows better for the function F 16 and the GLGSA does better for the function F 18 . Although the stability of algorithm GLGSA is not the best for the function F 20 and F 22 , from the view of the best_so_far and average, the GLGSA does the best. Finally the convergence curves in Figure 7 (F14-F23) make it known that the GLGSA could converge on the global optima.
In general, these results indicate that the GLGSA has better ability of convergent and avoidance local optimal solution, which implies that GLGSA could properly balances the exploitation and exploration in the process of optimization.
IV. SIMPLIFIED PCNN OPTIMIZED BY GBEST LED GRAVITATIONAL SEARCH ALGORITHM FOR IMAGE SEGMENTATION
The fitness function is explained firstly, then we introduce our proposed image segmentation algorithm carefully in this section.
A. FITNESS FUNCTION
The fitness function is the most important factor for the swarm optimization algorithm, which evaluates the quality of agents. In most papers that use swarm optimization methods to determine the parameters of PCNN [21] - [23] , it is information entropy, mutual information or cross entropy that is used as the fitness function. Under the condition that the background and target are segmented by modulation and neural suppression character of PCNN, a novel fitness function was applied for the sake of preserving more contour details and reducing the noise caused by false segmentation in the paper. The fitness function consisted of cross entropy parameter (CEP), edge matching (EM) and noise control (NC).
The cross entropy is usually used to quantify the difference between two probability distributions, which could be used to measure the difference of target and background probability distributions between original image and segmented image. The smaller the cross entropy, the smaller the difference between the target and background before and after segmented. where CE is the cross entropy, f is the gray value of the image, h(f ) denotes the histogram of image grayscale statistic, Z represents the maximum gray value, u 1 and u 2 are the mean values within the class, representing the average gray value of the target and background, respectively.
CE(P, Q
The convergence graphs of GLGSA, GGSA and GSA on the benchmark functions.
The cross entropy parameter (CEP) is obtained based on normalization of cross entropy. The closer the CEP is to 1, the more accurate the segmentation is.
In the PCNN model, many neurons emit pulses at the same time because of the capture characteristics, but the pixels with the same gray value may be the target or the background in reality, thus how to segment these pixels correctly is important. The more texture details could be retained by using the edge guided neuron pixels to synchronize pulses. The Soble differential operator is applied for edge detection.
here Iedge and Yedge represent the edges of the original image and segmented image, respectively. The larger the EM, the richer the detail preservation of the segmented image. In order to prevent the occurrence of noise due to wrong segmentation and preserve the details of the object contour, the noise control is added to the fitness function. If there are no other target pixels in the 8-adjacent neighborhood, it is considered as discontinuous segmentation point, namely salt noise. Similarly, if there are no other background pixels in the 8-adjacent neighborhood, it is regarded as pepper noise. where Y (i, j) is the number of pixels in the 8-adjacent neighborhood of pixel Y (i,j), Saltnoise and peppernoise are the distribution marks of salt noise and pepper noise, respectively. K is the normalized parameter, N is the total number of pixels. The larger NC is, which indicates that the segmented image is less affected by the noise. In order to preserve contour and texture details while segmenting the target and background accurately, the fitness function could be described as:
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B. DESCRIPTION OF GLSGA-SPCNN ALGORITHM
Step1. Initialize algorithm parameters, the population size is set to 50 in this paper, there are four parameters to be optimized, which are α f , β, α θ and V θ . So the dimension of the agent is set to 4. Initialize all the agents position (X t 1 , X t 2 ,. . . ,X t N ) in the search range [X min , X max ] 4 randomly. Step2. Evaluate the fitness (fitt 1,fitt 2,. . . ,fitt N) of each agent in the population. The fitness is calculated by the fitness function based on SPCNN output, in order to improve the efficiency of the algorithm, let SPCNN iterate several times, take the maximum fitness as the fitness of the agent and output the corresponding the number n of SPCNN iteration.
Step3. Update the gravitational constant, gbest, best and worse for the population based on the fitness values.
Step4. Calculate the inertial mass and external force of each agent for all agents.
Step5. Calculate the acceleration a, update the velocity v and position x for all agents.
Step6. Judge whether the termination conditions or achieve the maximum iterations is met. If not, return to Step 2.
The termination condition is that the fitness value changes less than the preset value in three successive iteration.
V. THE EXPERIMENTAL RESULTS AND DISCUSSIONS
In order to assess the the effectiveness of the proposed image segmentation method, we compared it with the Otsu [1] , GA Renyi [40] and PSO-PCNN [41] , many images having specific feature were selected from the Berkeley Segmentation Dataset to do experiments [42] . Because of the limited space, we choose nine pictures for careful comparative analysis here, and then directly give some original images, corresponding segmented image and the parameters of SPCNN.
A. DIRECT COMPARISONS BY THE SUBJECTIVE VISUAL PERCEPTION
Each row illustrates the segmentation results of an image using different methods which is shown in Figure 8 . The images in the column (1) is the original images, the images in the column (2) , (3), (4) and (5) denote segmentation results of the Otsu method, the GA Renyi method, the PSO-PCNN method and our proposed method, respectively. The parameters of PCNN using PSO optimization are shown in Table 10 , the fitness values and parameters of SPCNN using GLGSA optimization are revealed in Table 11 .
From the Figure 8 , it is obvious that the segmented images using our proposed method are much better than the classical method Otsu, GA Renyi and PSO-PCNN. For the (a1), (d1), (e1) and (f1), our proposed method and PSO-PCNN have better performance, but it is the vehicle number in (a1), the fence wire and horse's texture in (d1), wrinkles of skirts in the (e1) and the branches and leaves of trees in the (f1) that are clearer compared our proposed method with PSO-PCNN. For the (b1) and (g1), our proposed method and GA Renyi method are more satisfactory, but the beak in the (b5) and the carriage in the (g5) are more visible. Our proposed method and Otsu method seem to be similar for (i1), but if we analyze them carefully, we would notice that the spots on the leaves are more evident in (i5) using our method.
B. QUANTITATIVELY EVALUATE THE PERFORMANCE OF OUR PROPOSED METHOD
Besides the direct comparisons by the subjective visual perception, we quantitatively evaluate the performance of our proposed method using the uniformity measure (UM), region contrast measure (CM) [43] , structural similarity (SSIM) [44] and comprehensive evaluation (CE), where CE is the sum of UM, CM and SSIM.
The UM is the uniformity of the segmented region which could be written as: Figure 8 .
TABLE 11.
The fitness values of GLGSA and parameters of SPCNN for the images in Figure 8 .
TABLE 12.
The UM CM and SSIM values of the segmented images in Figure 9 using four methods, respectively.
where C denotes the normalization factor, R j and A j represent the jth region and the corresponding number of pixels in jth region respectively. n is the number of regions, i is the number of gray level which is set to 2 in the binary image. The larger the UM value indicates that the effect of image segmentation is better.
The CM shows the contrast between the mean of the background and the target pixel, which is described as:
here f o and f b are the average value of the object and background, respectively. The larger the CM value represents the higher the accuracy of image segmentation. The SSIM is used to calculate the structural similarity of the original image and the segmented image, which is 
where µ I and µ I are the the mean value of I and I respectively. σ 2 I and σ 2 I are the variance of I and I , σ II denotes the covariance of I and I , the two variables c 1 =(k 1 L) 2 and c 2 = (k 2 L) 2 stabilize the division with weak denominator, L represents the dynamic range of pixel values, k 1 = 0.01 and k 2 = 0.03 by default.
Quantitative evaluation of the image segmentation is shown in Table 12 , in order to analyze the results more visually and intuitively, the data of Table 12 is represented in Figure 9 -14. In the view of UM and CM, although we could find that the performance of our proposed mothed is not the best for all the image from Table 12 and Figure 9 and 10, our proposed method and the classic Otsu are very steady, with no very poor results. From the perspective of SSIM, our proposed method is very competitive with the other three methods in Table 12 and Figure 11 , which indicates that the EM is very useful as the part of fitness. In the standpoint of CE, the method we propose is the best and has great advantage from Figure 12 and 13. From viewpoint of the average values of UM, CM and SSIM corresponding to all images in Figure 14 , our method is steady and has a good performance. More images and segmentation results are shown in Figure 15 , whose fitness and SPCNN parameters are put in Table 13 . 
VI. CONCLUSION
In this work, a novel image segmentation method was proposed based on SPCNN, which was optimized by GLGSA that combined GSA with gbest agent memory ability. GLGSA proved its better performance on 23 standard benchmark functions in terms of convergence rate and avoidance of local minim compared with GSA and GGSA. In order to make the image segmentation more accurate, the fitness function consisted of CEP, EM and NC. In the view of the subjective visual analysis and quantitative analysis, our proposed method could get better segmentation results in comparision with the state-of-the-art algorithm, such as Otsu, GA Renyi and PSO-PCNN, using the gray nature images from the Berkeley Segmentation Dataset.
Our future work would improve the convergence rate and avoid local minim, which would use the hybrid of GSA and chaos. At the same time, we would apply the PCNN to do some research on color image segmentation.
