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Geometric and variational techniques, along with the method of Lagrange
multipliers, optimal control theory, and elementary calculus are the tools used to
derive some generalizations of Snell's Law. The focus is both on Snell's Law of
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I. INTRODUCTION
Snell's Law of refraction and the principle of reflection have both been known
for several hundred years. The intent of this paper is to develop some
generalizations of these observed phenomena. We derive these generalizations by
imposing certain constraints upon the problem and show that in all cases our general
results reproduce the now familiar forms of the Law of Refraction and of the
reflection principle when suitably restricted.
In this paper we make use of variational methods along with techniques from
optimal control theory to develop a generalization of Snell's Law of Refraction in
which the velocity of light in the two media depends upon direction alone. We also
develop several interesting inverse problems which involve the determination of
various indices of refraction corresponding to certain families of curves. For
instance, if we desire to move from a point A to a point B along a cycloid, in order
to avoid an obstruction in our path, we can determine the necessary index of
refraction needed to do so.
'The Dutch astronomer and mathematician Willebrord Snell (1591-1626)
discovered the law of refraction by considering a ray of light that passes from one
medium, in which light travels at a velocity vi, to a second medium, in which light
travels at a velocity v,." [Ref. 1].
Ii
Fermat's Principle states that the time elapsed in the passage of light between
any two fixed points of a medium is an extremum with respect to possible paths
connecting the points [Ref. 2]. Since the distance travelled is proportional to the
time within each medium, the path of minimum time in a medium which has a
constant velocity of propagation is a straight line. If however, we are given two
media in contact with propagation velocities v, and v2 (v, -, v2), the path followed
between a point (X,,Y 1) in medium 1 and a point (X,,Y,) in medium 2 consists of two
line segments meeting at a point (X0,Y0) on the interface of the two media. This
"bending" of the light ray is called refraction, and hence, Snell's Law of Refraction,
which is given by:
Sia((O,) Sna(C )
V1  V2
where (D, and P, are the angles formed by the ray and the normal to the interface.
The paths in which light particles travel are represented by rays, which indicate the
direction of propagation. These rays are perpendicular to the wave fronts, regardless
of isotropy. An isotropic medium is one in which the properties of the medium are
the same in all directions from any given point. A medium is homogeneous if its
properties do not vary from point to point. Wavefronts can have many shapes. If
the disturbances are propagated in a single direction, the waves are called plane
waves. "At a given instant, conditions are the same everywhere on any plane
perpendicular to the direction of propagation." [Ref. 1:p. 301].
2
It has been observed that if a plane light wave falls on another plane surface
the light beam is reflected from the surface [Ref. 1]. The angle of incidence, (D, and
the angle of reflection, ct' 3, measured from the normal to the surface satisfy the
principle of reflection which is given by:
cJ = (D3
In the study of acoustic wave propagation, Snell's Law of Refraction and the
law governing the reflection principle are usvally derived from the reduced
Helmholtz equation. Although this thesis concerns generalizations of these laws
using variational methods, a brief outline of this process is included to illustrate
other available techniques.
Figure 1.1 depicts plane wave reflection and refraction from a planar interface.
The equation for the incident plane wave, P, is given by:
P, =e kJ , =e ikO=nO,-yc,*ej,
where the incident amplitude has been normalized to 1, the vector Y is a position
vector, and a is the vector which points in the direction of propagation of the wave.
Using subscripts u for the upper medium, I for the lower medium, i for incident, r
for reflected, and t for transmitted we have 'he follcwing system of equations:
v2i +k2 P = O y>O0
V2Pr +k2,Pi = 0, y > 0









Figure 1.1 Plane Wave Reflection and Refraction
where k =w/c = wave number. An e' time dependence is assumed throughout the
following analysis. Allowing for continuity of pressure at the interface, we have the
condition:
Pu = Pi + P, = P, = P,
or,
4
Pi + P, = P,
For an ideal fluid, we have:
VP=-pV=iGpPI
where i! is the fluid velocity. After taking the dot product of both sides of this
equation with ri we have:
ni .VP=,i • i~api1
where i is the unit normal to the interface. This equation yields:
aP.
where v is the fluid velocity normal to the interface. Our second boundary condition
at the interface equates normal fluid velocities, yielding:
1 Ol_ 1 (pt),p, P ICl
where p, and p are densities of the two fluid mediums. We define reflected and




Substituting these into the two interface boundary conditions produces:
5
kur ik e ik zn81 ikir
'+Re6~ a r =T 311
In order for these two equations to be satisfied for all x, the phases must be equal
along the interface. From this we have:
iksinO, = ik,sinE, = iksin0,.





The solution to the problem for R and T is that
R cosO1- a P cosO
cosOi +a ,cosO
2cos0, P . Cn l_. 
T= o , where a =-andjP
cos0D +a PcosO, P1  CI
Special cases such as Brewster's angle and the critical angle where total internal
reflection occurs can be studied in the context of how R and T vary for differing
material properties and indices of reflection.
Reflection and refraction are both important topics in the study of acoustic,
electromagnetic, and elastic wave propagation. The following list of books all have
good treatments of this subject matter: Halliday and Resnick [Ref. 1], Jones [Ref.




The purpose of this chapter is to present a brief overview of the basic
mathematical concepts which are employed in future chapters. The important
concepts include the idea of a functional, the simplest variational problem, the
Euler-Lagrange necessary condition for the solution of the simplest variational
problem, special cases of the Euler-Lagrange equation, an introduction to optimal
control, Pontryagin's Maximum Principle, and, the use of Lagrange multipliers. The
following references were used in the development of this material: Gelfand and
Fomin [Ref. 6], Weinstock [Ref. 2], Leitmann [Ref. 7], Ewing [Ref. 8], Weir [Ref. 9],
Bliss [Ref. 10], Pontryagin [Ref. 11], Taylor and Mann [Ref. 121, and, Fleming and
Rishel [Ref. 13].
B. FUNCTIONALS
Variable quantities called functionals play an important role in several areas
of mathematics, physics and mechanics. A functional is an operator which maps a
function onto a real number.
For the problem of wave propagation in a host medium, consider all possible
paths joining two given points A and B in the plane. "Suppose that a particle can
move along any of these paths, and let the particle have velocity v(x,y) at the point
7
(x,y). We obtain a functional by associating with each path the time required for the
particle to traverse the path." [Ref. 6:p. 1] Theoretical proofs of some results in
calculus of variations depend upon concepts from functional analysis. For
applications of functional analysis and variational methods in engineering, see Reddy
[Ref. 14]. For a discussion on applications of functional analysis to time optimal
control problems, consult Hermes and LaSalle [Ref. 15].
C. THE SIMPLEST VARIATIONAL PROBLEM
The simplest variational problem involves the determination of the maxima or
minima of a functional of the form:
rty-- f b F(xy,y )d.
with fixed boundary conditions: y(a) = A and y(b) = B. An example of the simplest
problem is finding the shortest plane curve joining two points A and B. That is, the
problem is to find the curve, y = y(x). for which the functional
1+y' ,dx
achieves its minimum. The curve in question turns out to be a straight line
connecting the two points A and B.
D. THE EULER-LAGRANGE NECESSARY CONDITION
If there exists a continuous, twice-differentiable function that minimizes the
simplest problem, what then is the differential equation which satisfies this function?
The answer to this question leads to the implementation of the Euler-Lagrange
8
equation. We include the following sketch of a derivation of the Euler-Lagrange
equation for completeness. For an in-depth development of this matter, see
Weinstock [Ref. 2:pp. 20-22]. We know that f(x+h) - f(x) = f'(x)h + higher order
terms in h. We apply this to our simplest variational problem by considering two
functions y and y+h satisfying the same boundary conditions. Let y(a)= A and
(y+h)(a) = A, then h(a) =0 The same argument holds true for y(b) = B. Now,
define the following:
A = J[y+h] - J[y]
AJ=f F(x,y+hy'+h')-F(x,y,y')dx
and use a Taylor series expansion to arrive at:
AJ=fb (Fh+FyI)dx + higher order terms. We also define 6J[h] to be the first
variation:
8J[h] =f'b (Fy h + Fyh ')&
Setting the first variation equal to zero, and integrating by parts we obtain:
fabFyhdX+fabFyl /dXf bFhd +F" b b0d
Now, since h(a) = h(b) = 0,
F,,h 1'=O.
This leaves us with:
9
fabF dF,]jhdx = 0.
By the fundamental lemma of the calculus of variations, (see Gelfand and Fomin
[Ref. 6:p. 91), it follows that:
if, fba(x)h(x)dx=O, where h(a) = h(b) = 0, and a and h are C[a,b] then a(x) = 0
for all x E [ab]. Then,
F,-!F,) --o (d.
Thus, the Euler-Lagrange equation for the simplest problem is:
Fdx-- F)=0.
Thus, a function y(x) which satisfies the Euler-Lagrange equation and the associated
boundary conditions is by definition the extremizing function.
The use of the Euler-Lagrange equation does not imply that the solution is an
extremuia. That is. a solution to the Euler equation presupposes the existence of a
maxima or a minima. Just as in the ordinary differential calculus, if we consider
f(x) = x3, setting f'(x) = 3x- = 0 yields neither a minima or a maxima. Another
necessary condition is the Legendre necessary condition which states that for the
functional:
10(
J[yl = f :F(x,yy )d x ,
y(a) = A, y(b) = B to have a minimum for the curve y = y(x), the inequality
FY.' ? 0 must be satisfied at every point of the curve. Other necessary conditions
are further developed in Leitmann [Ref. 7], and, Bliss [Ref. 10].
E. SPECIAL CASES OF THE EULER-LAGRANGE EQUATION
The Euler-Lagrange equation plays an important role in the calculus of
variations and is normally a second-order differential equation. There are some
special cases for which Euler's equation can be reduced to a first-order differential
equation. For instance, if the functional has no y dependence Euler's equation
becomes F, = C. If the functional has no x dependence then the corresponding
Euler equation is F - y'Fy. = C. Finally, if the functional does not depend upon y',
Euler's equation reduces to Fy(x,y) = 0 and therefore is not a differential equation.
For further treatment of this subject, see Gelfand and Fomin [Ref. 6:pp. 18-191, and,
Weinstock [Ref. 2:p. 52].
F. OPTIMAL CONTROL
The problem of optimal control is intimately related to certain problems in the
calculus of variations. The following is an outline of this process and is taken from
Gelfand and Fomin [Ref. 6:pp. 218-219]. Suppose the state of a physical system is
characterized by n real numbers x',....x , forming a vector x = (x ..... x) in the
l1
n-dimensional phase space X of the system. Further, suppose the state varies with
time in the way described by the system of differential equations:
Here the k real numbers u ...... u' form a vector
u = (u .... u' ) belonging to some fixed control region Q, which we take to be a subset
of k-dimensional Euclidean space. The f'(x,u) are n continuous functions defined for
all x E X and all u E Q. Now suppose we specify a vector function u(t), t, i5 t 5 t,
called the control function. with values in Q. Then, substituting u = u(t) in the
differential equations above yields:
dt
For every initial value of x0 = x(to). this system has a definite solution, called a
trajectory. The aggregate. U = {u(t),t , ,,xJ}, consisting of a control function u(t). an
interval [t0,tJ] and an initial value x0 = x(t0), will be called a control process. Thus.
to every control process, there corresponds a trajectory. Now let f(x' ..... xnu....u k)
be a function which is defined, together with its partial derivatives,
for all x ( X, and all u ( Q.
To every control process U, we assign the number ff'"(x,u)dt. Then, the
control process is said to be optimal if the inequality. J[U] !5 J[U*] holds for any
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other control process U* carrying the given point x, into the point x. By the optimal
trajectory, we mean the one corresponding to the optimal control process. The
following books have detailed explanations of this material and are recommended
for further study: Pontryagin [Ref. 111, Leitmann [Ref. 7:pp. 79-83], and Berkovitz
[Ref. 16].
G. PONTRYAGIN'S MAXIMUM PRINCIPLE
We now state the main theorem of optimal control theory, the maximum
principle. For further reading on this theorem and its proof, see Pontryagin [Ref.
ll:p. 11], Gelfand and Fomin [Ref. 6:p. 222], and Leitmann [Ref. 7:p. 118].
Let U = {u(t),t,t,x 0} be an admissible control process, and let x(t) be the
corresponding integral curve of the system,
= 0,1,...,n), passing through the point (0.x,1 . x0 ) for t = 0, and
dt
satisfying the conditions: x'(t,) = x. x'(t) = x," for t = t. Then if the control
process U is optimal there exists a continuous vector function T(t) = ('(t),
At) .... yt)) such that:
1. The function 4,(t) satisfies the system, - - (x'u),
(i = 0,1.n). for x = x(t). u = u(t).
13
n
2. For all t in [tt], the function H(Vx,u)= 1: P TX(x,u)achieves its maximum
a=0
for u = u(t).
3. The relations, 4,0(tj) !5 0, G[*(t,),u(tj)] = 0 hold at the time t,, where
G(*,x) = up T,
H. LAGRANGE MULTIPLIERS
"A necessary condition for a minimum (or maximum) of F(x,y,....z) with respect





where F= F+ 1 XG,
. 
The constants A, A2. . . , introduced as undetermined
C=I
Lagrange multipliers, are evaluated together with the minimizing (or maximizing)
values of xv,...,z by means of the set of equations consisting of those listed above."
[Ref. 2:p. 6].
Taylor and Mann [Ref. 121, and Weir [Ref. 91 give good treatments of the




Mathematical problems are frequently inspired through observations of various
physical phenomena. In fact several solutions to mathematical problems are inspired
by nature. The physics of the problem provide us the clues, without which we would
have very little chance of succeeding in finding solutions. One of those problems
suggested by nature involves the reflection of light particles on a plane mirror.
We know from Fermat's Principle that a light particle will choose the path
which will get it to its destination in the shortest amount of time. We also know that
the shortest distance between two points is a straight line. But what happens to
these light particles when they undergo a reflection? Do they still choose the
shortest path and if so, what is the shortest path? This chapter answers these
questions and others. The material in this chapter, although well known, is
presented for completeness. We review the classical results of reflection and
complete our discussion with a derivation of the reflection principle using the
method of Lagrange multipliers. The following references were used extensively in
the preparation of this chapter: Courant and Robbins [Ref. 17], Polya [Ref. 18],
Kazarinoff [Ref. 19], Williams [Ref. 20], and Chakerian and Ghandehari [Ref. 21].
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B. HERON'S PRINCIPLE
Our problem, as shown in Figure 3.1 is as follows: given two points A and B,
both on the same side of a straight line L, all in the same plane, what is the point
C on L which minimizes the sum of the distances from A and B?
B A
B'
Figure 3.1 Heron's Problem
That is, find the point C such that: AC + BC is a minimum. If we can show that:
AC" + BC' > AC + BC
16
then we prove that the point C does in fact minimize the sum of the distances from
A and B to C. We know that:
AC' + BC' = AC" + B'C'
for B' the point reflected in the line L through the perpendicular to L at E. This
follows since the triangles BEC' and B'EC' are congruent triangles and the line L
is the perpendicular bisector of the line segment BB'. Now by the triangle
inequality, we have:
AC' + B'C' > AB'
Looking at Figure 3.1, we can see that:
AB' = AC + CB'
Now by the same argument used above (congruent triang!es), w'? know that:
CB' = CB.
Then it follows that
AB, = AC + CB.
Therefore,
AC' + BC' > AC + BC
as we desired. So we have in fact established that the point C does minimize the
sum of the distances from A and B. It follows from geometry that the angles , and
(D, are equal and thus we have the law which governs the principle of reflection:
(D!= (V'3
Therefore, the reflected ray of light takes the shortest possible course between
the two points A and B. This reflected ray stays within the plane of incidence since
17
any other possible direction of reflection would not produce the shortest possible
path from the point A to the point B. This discovery is due to Heron, the
Alexandrian scientist of the first century A.D. [Ref. 171. "Simple as it is, Heron's
discovery deserves a place in the history of science. It is the first example of the use
of a minimum principle describing a physical phenomenon." [Ref. 181
Heron's reflection principle can be generalized in Minkowski spaces. A
Minkowski space is simply a finite dimensional normed linear space. A
generalization of Heron's reflection principle using Lagrange multipliers in a
Minkowski plane and related applizations to conics is given in Ghandehari [Ref. 221.
For a generalization of Steiner's problem (Fermat's problem) see Chakerian and
Ghandehari [Ref. 21].
Consider the following problem: given an area A and one side of a triangle, c,
which triangle is the one for which the sum of the other sides a and b is the
smallest? See Figure 3.2. [Ref. 17:p. 332]
Prescribing the side c and the area A of a triangle is equivalent to prescribing
the side c and the height h on c, since A = V(ch). Therefore, our problem is
reduced to finding the point R such that the distance from R to the line PQ is equal
to the height, h and such that the sum a + b is a minimum. From the first condition,
it follows that R must lie on a line parallel to the line PQ at a distance h. This R






Figure 3.2 Application of Heron's Principle
C. STEINER'S PROBLEM
The following example comes from Polya [Ref. 18 :p. 145], and illustrates the
use of the reflection principle. It is commonly known as Steiner's problem named
after Jacob Steiner, the famous representative of geometry at the University of
Berlin in the early nineteenth century. Three towns intend to construct three roads
to a common traffic center which should be chosen so that the total cost of the road
19
construction is minimized, assuming cost is proportional to length alone. Simply put,
given three points, find a fourth such that the sum of the distances from the three
points to the fourth is minimized. See Figure 3.3. Let A, B, and C denote the three
towns and X the fourth point in question. Also, assume that all interior angles a, b,






Figure 3.3 Steiner's Problem
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We want to minimize the following expression: C = AX + BX + CX. If we fix one
of these distances, say CX, then we have a problem which resembles Heron's
problem. Therefore, we let CX =r and minimize AX + BX. In this case, we are
dealing with reflection in a circular mirror. We know that light particles move in
such a way that the angle of incidence is equal to the angle of reflection. So in our
problem the angle <AXB must be bisected by a straight line passing through C and
X. Similarly the angles <AXC and <BCX must also be bisected by lines through
B and A respectively. As such, the three straight lines joining X to A , B, and C
dissect the plane into six angles, the common vertex being X. It then follows that
all six angles are equal and equal to 600. Therefore the three roads diverging from
the traffic center do so at 1200 angles. If one of the interior angles is at least 120c,
then the common vertex which minimizes the sum of the distances from the three
points A, B, C will be that vertex which has an interior angle of at least 1200.
D. REFLECTION PROPERTIES OF CONICS
1. Ellipse
The reflection principle applied to an ellipse indicates that the focal radii
make equal angles with the tangent line. The following derivation is taken from
Kazarinoff [Ref. 19]. Let L be a tangent to an ellipse with foci F, and F, see Figure
3.4. Let P be the point of tangency, and let Q be any other point on L. Since Q is
outside of the ellipse:
21
QF, + QF, > PF, + PF2.




Figure 3.4 Reflection Properties of an Ellipse
22
2. Parabola
An important property of parabolas is that any ray of light emanating from
the focus of a parabolic mirror is always reflected along a line parallel to the axis
of the parabola. This property is equivalent to saying that the angles a and 13, see
Figure 3.5, formed by lines through the focus F and an arbitrary point P on the
parabola and through P parallel to the axis of the parabola are equal. For a proof
of this property, refer to Williams [Ref. 20].
Y
L
Figure 3.5 Reflection Properties of a Parabola
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3. Hyperbola
The tangent properties of the ellipse are related to those of the hyperbola.
Figure 3.6 depicts a hyperbola with P and Q as its foci. The tangent line L passing
through an arbitrary point R on the hyperbola bisects the angle subtended at that




Figure 3.6 Reflection Properties of a Hyperbola
24
E. A GENERALIZATION OF REFLECTION
We now turn our attention to a derivation of the law governing the principle
of reflection involving a ray of light passing through a homogeneous medium, see









OA = a = asec~lcos,'l
Similarly, for 4),:
OB = bsec(4),)
Applying Fermat's Principle, we wish to minimize the following expression:
asec(( 1 ) + bsec(c13 ), subject to the constraint that:
atan(4D) + btan((1 3) = c.
Now construct a new function, call it h such that:
h( 1,43,XO ") ==aSeC(1) + bSe(4 3) - Xatan(( 1) . btan(( 3) -c]
Applying the method of Lagrange multipliers [Ref. 9], we set:
ah ho,
54) 4. ax
which yields the following system of equations:
ah -aseotaO,- XaseC24) = 0
_ bsec 3tan4 3 - Xbsec4 3 =0C43





bsin' 3  ).b
cos 2 3 coS 3
-atan4 - btan43 - c = 0
We then have:
sin41, = X and sin03 = .





"A stick bobbing in the water looks sharply bent. We reason that the light that
follows a straight course in the water as in the air undergoes an abrupt change of
direction in emerging from the water into the air." [Ref. 18] This is the
phenomenon of refraction. The light that travels with a known velocity through air,
travels with a different velocity through water. Such a difference in velocity explains
in part the phenomenon of refraction. This chapter will deal explicitly with Snell's
Law of Refraction and is the focus of this paper. We develop several derivations,
the most important of which is one in which the velocity of light depends upon the
direction the light takes in each medium. We use the method of Lagrange
multipliers and optimal control theory to derive this generalization. The following
references were useful in the preparation of this chapter, Apostol [Ref. 23], Polya
[Ref. 181, Weinstock [Ref. 2], Taylor and Mann [Ref. 12], Pontryagin [Ref. 11],
Gelfand and Fomin [Ref. 6], and, Halliday and Resnick [Ref. 1].
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B. A SIMPLE EXAMPLE
Our first development, as an introduction, comes from A. V. Baez. which was
published by Apostol [Ref. 23].
It is known that of all possible paths connecting two points A and B in space,
a light ray leaving A chooses the path which enables it to reach B in the least time.
This is Fermat's Principle from which the law of refraction and the reflection
principle follow.
Consider the following problem: A man is in a boat at a point P, one mile from
the nearest point A on the shore. He wishes to go to a point B which is farther
down the shore, M miles from A. He also knows that he can walk faster than he
can row the boat. If he can row r miles an hour and walk w miles an hour, toward
what point C should he row in order to reach B in the least amount of time? See




Let 1D = 90 ° and use geometry to obtain:
x r
I/1+x2  W






A k,- T  - M Miles - B LAND
w
Figure 4.1 Application of Law of Refraction
This example serves to illustrate the fact that we can analyze and solve certain
problems avoiding the use of calculus by simply applying Snell's Law of Refraction.
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C. GENERALIZATIONS OF SNELL'S LAW OF REFRACTION
1. Optically Isotropic Media
Our first derivation of Snell's Law of Refraction involves the passage of
light between two points in two optically isotropic media. See Figure 4.2. That is,
the velocities of the particles in both media are constant but different [Ref. 2].
Consider for example the path of a light particle emanating from a source at (X,,Y,)











Figure 4.2 Refracted, Reflected, and Incident Rays
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Applying Fermat's Principle from the point (X1,Y,) in medium 1 to a point
(X,,Y.) in medium 2, with respective light velocities of v, and v, we arrive at:
T= (X 1 -X0 +(Y1-Y0 + (Xo -X2)2 +(Y0 - Y 2
V1  V2
where T = time = arc length/velocity = ~ dt
ds
dt
Again Fermat's Principle claims that the light particle will take the path of shortest
time between two points or,
dT X0 -X2  X,-Xo
dX0  v2 (Xo_X 2)2 +(yoy 2)2 v1 (X _Xo )2+(y _ yO
Since sinai - ,and sin, , =
(X1 -Xo)2 +(Y, -Yo)(
Then the expression becomes:
sint4 sin 2
V1 V2
2. Optically Isotropic Media Using Lagrange Multipliers
We now attempt to solve the same problem, zhat is the propagation of
light in two isotropic media using the method of Lagrange multipliers [Ref. 12]. See
Figure 4.3.
aLooking at Figure 4.3 it is easy to see that cos((1 ) -s-- or.
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OA=asec (4)). Now applying Fermat's Principle we want to sum the arc lengths,
divided by their respective velocities, to arrive at an expression for time:
T=  +b~e4 2
V1  V2
subject to the constraint that:







Figure 4.3 Propagation of Light in Two Isotropic Homogeneous Media
33
Call the constraining function g(,A,), that is let:
g((D,,,) = atan((D,) + btan(4 2) - C = 0
By the method of Lagrange multipliers [Ref. 9], we form a new function h where:
h = T - xg(,,F2)
Setting ah-A - -0 yields the following three equations:
a4 1 a4 2  a'
-a sec)tanO 
- Xasec2,01 = 0
VI




bsin0 2  Xb
V2COS 2 c0s 24
a tan (, - b tan P2-C = 0
We then have:
sin 1  sin42
= and s
V1  V2




3. Optically Anisotropic Media With Velocity a Function of Depth
Now, with the help of the calculus of variations we consider the case
where the velocity is not constant but rather a function of depth. In other words,
consider the propagation of light in two optically anisotropic media where the
velocity of the light particles is some function of y [Ref. 24] and [Ref. 261. Again,




This functional is of the form F(y,y'), therefore, it represents a special case of the
Euler-Lagrange equation when the integrand has no x dependence, [Ref. 6] and [Ref.
11]. Starting with the basic Euler-Lagrange equation:
F d-A(F) =0
We derive an expression which will simplify this second order differential equation
into a first order differential equation:
d I =/
Te multT pF -Fy -F yy
Then multiplying by y':
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Y~ dX
Recalling that a first integral of a system of differential equations is a function which
has constant value along the solution curves of the system, we can then say that the
first integral of Euler's equation is:
F - y'Fy" = C
Using this equation, we now solve the differential equation:
y . yy))
From Figure 4.2, y'=tana, where 40 -a. Hence,
-2













4. Optically Anisotropic Media With Velocity a Function of Direction
Consider the propagation of light in two anisotropic media where the
velocity of the light particles is some function of direction. That is v, = v1(a) and
V2 = v2(8), where a and 8 are the angles formed by the incident ray and the
horizontal, and the refracted ray and the horizontal, respectively, see Figure 4.4. We
solve this problem using variational methods and show that the result is:
1 d 1v()i~~ d
1 d [) d [V2(P)sin()] = C
which, for the simple case of constant velocities (homogeneous media) reduces easily
to our standard form of Snell's Law:
sin4, sin4 2
VI V2




', M2(X2 1, Y2)




Let 1 =fly'). This is done to sinplify the arithmetic involved. Later, wev, (tan -'(y ))
replace f(y') by
v,(tan-'(y'))
Our problem is now to minimize:
T = XVIyf(yi')dx.
fXI
This functional is of the form F(y.y'), therefore we again make use of the special
case of the Euler - Lagrange equation, [Ref. 6] and [Ref. 11].
Euler's equation then is:
F - y' = C or,
fly')-+y) -y[' (y) /2 Y (fy'))] = C
which further reduces to:
This by itself is a more general expression than that obtained by the method of
Lagrange multipliers [Ref. 261. Replacing our earlier definition of f(y') and y' we
now have:
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1 / + <-d 1-- )=
-tana 1+a~((=C
v(a) 1+tan2a dy' v1(C)
Cosa I+tan a vi(a)
or.
cosa sina -cos2 a(v/(a)) 1
,l(a) -COS2a "  V2(a) j
Now establishing a common denominator of v7'(a):
v,(a)cosa + sin a v(,) = C
from which it can be seen that:
v( ) da
or.
1 d I . 1dv:)i]_.1 dLvV(a)sinal = - )sino) C.
V(a)dav2()d
Ve now desire to reach the same generalization of Snell's Law of
Refraction using optimal control theory.
We first include the derivation of the general problem, using optimal
control. For a further explanation of this process, see Pontryagin [Ref. 11]. It is
required to join two points (X,y,) and (x2,y,). see Figure 4.4, with a continuous,
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piecewise smooth curve in such a way that the functional, JYL] = f"F(x,y,y)dx reduces
to a minimum, where
V(x,y,y ) =fI(x'y'yt), if (x'y)CMI
f 2(x,y,y), if (xy)eM2
define x o= f F(,y,y dtx I = x,x 2 = y,y =u
x1
From the maximum principle we have:
- F(x,y,y'), d*0 = 0dt dt
dxl d*I 1 aF
dt dt ax
dr.2 =U=, d* 2 WF
dt d O ,y
H = ,F(xy,y') + ¢. + ¢2Y"
To maximize H. we set aH = 0:
au
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M = o0aF +  o2 =, where u y
aF*2 -* - u--
Setting H = 0 we have:
0 = WF(xy,u) + ,1-(*oa F&)u
, =-,oF(xy,u) ,o(-a )y/
'P 1 =ay /
From the jump conditions. ," = V, + p grad g (xy):
or,
- 2) 
-f 1  (y)+N
2ay a
and.




where (N',N2 ) is a normal vector to the curve g(x,y) = 0 at the break point of the
trajectory. Let Y" denote the slope of the tangent to the curve of g(x,y) at that
point:
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f2 fI +-(Y) (Y+f
from which:
ay2 Y -\C IY/ = -2c+A 1- )(Y ) + -' ( f
0 ayay'
or,
f2 + _cy-!+)) =f ; (y, (Y
4/ 1 ay /
Since the velocity of the light particles is a function of direction, the corresponding
integral is: fxf@y) VIy/2 dx, where f(y') - 1
v -tan'(y')




Therefore, *1 = C, and k, = C2. Using this information, we now have:
*2 =- = C 2
and
43
*1 aFy,= C,.Wi =F--L'= 1
ay'
By the continuity of , we have:
f2 - (ly )/ =fl - (-
We rewrite the right hand side of this equation as:




Recalling that y' = tan a and that:
-dvI 1  S2_ ~ dVjffty A_ fi_ ' _ _.._ scc--i _ ___
a vI(a)2  vl(a)2  v1(a)2  VI(a)2
we then arrive at the expression:
cos2a ,







This is our familiar expression for this particular generalization of Snell's Law of
Refraction:
Vl(a)2 da (2(p)2 )as}
5. Optically Anisotropic Media Without the use of Lagrange Multipliers
Consider again the same case where the velocity of the light particles
depends upon the direction at each point. We wish to reach a generalization of
Snell's Law without the use of Lagrange multipliers. A look at Fgure 4.3 shows that
we need to minimize the following expression:
T asec4 bsec4 2
A0 0(02)
where r = f(4.) is the polar equation of a smooth starshaped curve and r = g((,-)
is similarly defined. A smooth starshaped curve has the property that every line
segment connecting any point within the curve to the center of the curve remains
completely within the curve. Another look at Figure 4.3 reveals that
C = atan() + btan(2).
Let h('F.F,) = atan(4) + btan( ,i) - C. Recalling the definition of the total
differential for a function, h. where h = h(4),4 2 ), we have:
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dh = -1
Then the following relationship holds:
d 2  - -as2(¢)
d jo I  b6 e2((2 )
Now since we wish to determine the minimum of a function we simply set
the derivative of the function equal to zero, that is:
dT
d4 1
This, and the chain rule give us:
[aseotan¢yO1) - +
S2 (102)
which further reduces to:
fasecOt4oAfl ) aef'4)-
f(4¢')
as { 0 Sin4)2g(' 2) - COSft?9'( 2)]
g 2() 2)
which yields:
9) g2 (€ 2)
This expression is yet another representation of Snell's Law of Refraction for our
given problem.
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6. Optically Anisotropic Media in Two Dimensions
Let us now consider the problem of the propagation of light in a two
dimensional anisotropic media. That is, consider a light particle traveling from a
point A to a point B. Let the velocities of the light particles be some function of
two spatial variables, say y and z : v = v(y,z). For instance, suppose we arrange four
glass containers, two on top of each other, and place different liquids in each





Figure 4.5 Propagation of Light in Two Dimensions
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Applying Fermat's Principle, we arrive at our familiar expression using variational
methods:




ryl= f tyy,z, ')dx
has no x dependence. Therefore, starting with the two Euler - Lagrange equations
for our situation:
FY -- (F,) =0
and
F, -- (Fz,) 0.
Ldx
We again reduce these two second order differential equations as before
and are left with:
Fry- Fyy2 - Fy,y'y" = d (F-y/F
Thus, in this case, Euler's equation has the first integral:
F - y'Fy, = C
where C is a constant. Similarly for Z we arrive at:
F - z'F,, = C.
Applying these two Euler-Lagrange equations to our functional we see that:
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v +y Z/2 
-Y y Y,=yC
and,
1+ /2 + /2 -z z/ C 2





/1+ y -+ 12 V(y'z)
Cl




I + z',2 = C( 1+ y' ).
If we let z' = tan(a) and let y" = tan(B) where *j = 2 -a and 2 =-2 2
1 + tan'(a) = C, (1 + tan2 (B))
or.
sec2(az) = C3sec (13)
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or letting C4-
sec (a) = C, sec (B)
which in turn equates to:
cosa = C5 cos3 where C. -
C4
Remembering that 40, = a and 0. = Owe now have the familiar form of
Snell's Law:
sin(4D) = C, sin(4) 2),




In all of our previous derivations of Snell's Law of Refraction, our functionals
are of the form:
A =fcbf(XY)r 1;+i2dx.
This represents the integral of a function, f(x,y) with respect to the arc length s,
where ds = V1 +y dx. In this case, the Euler-Lagrange equation can be reduced to
the following:
f= 01+y 2
where f = f(x,y). An explanation of this derivation is found in Gelfand and Fomin
(Ref. 6:p. 191. In our various developments of Snell's Law, the function f(x,y),
represents the reciprocal of the velocity of the light particles in question. Recalling
from physics that:
=- = n12 [Ref.1]
S'nl4) 2 V'2
we now introduce the term, index of refraction: n12. Thus, in all of our earlier
discussions we employ a functional which involves the index of refraction. In fact
we have n(x,y) = f(x,y). With this in mind, we now develop certain inverse
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problems to illustrate the importance of the index of refraction to various acoustical
and optical problems.
B. INVERSE PROBLEMS
We pose the following problem:
Given a certain host medium, find the index of refraction which will allow a particle
of light to travel from a point A at (0,0) to a point B at (1,1) or to a point C at
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(- - 1, 1) along the following curves: (1) a parabola (concave down), (2) a parabola
2
(concave up), (3) a circle, (4) a cycloid, and (5) a straight line. See Figure 5.1.
1. Parabola
We solve these different problems in order, starting with the parabolas.
Since the parabola must have the following endpoints y(0) = 0, and y(1) = I we
necessarily need the parabola: y = x2. Applying Euler's equation discussed above
we arrive at:





n x(1 +4x 2)






Figure 5.1 Particle Paths in an Isotropic Medium
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-nX 4x
n X 1+4x 2
This integrates to yield:
nInI =-An Ixt +IIn1 +4x21 +InC
2
Therefore, the desired index of refraction, is:
+4X
2
The other parabola (concave up) also requires the same endpoint restrictions,
y(O) = 0 and y(1) = 1. Therefore, we force the equation of our parabola to be
y = xi. Applying Euler's equation, we are left with:







2 x r_(4x 1)
from which it follows that:
n. 2
n 4x+
which, after integration becomes:
lnjnj ln14x+ I+Inl C
2




Now, we consider the circular path. Again, we desire that our curve pass
through the points A and B. Therefore, our equation for the required circle is:
x2 + (y-1) 2 = 1
which yields:
y 1-x2 +l.
From our earlier discussion, the Euler equation is:
ny -n" Y - 0
1 +y'2













Therefore, after integrating we arrive at:
I tni =- -nIxl +In ICl -ni- !I+ln ICI.
X
Hence, the desired index of refraction for this medium, in order to travel along a
circle from point A to point B is:
n(x) = c.
3. Cycloid
Recalling from differential equations, the parametric equations of a
cycloid are of the form:
x = -(-sin )
k2
k22 --. (1 -coo ) [Ref. 11
Since we desire that our cycloid pass through the points A and C we necessarily
reduce the above equations to:
x = cI-sinD
y = 1-cos F.
By trial and error we determine that the function associated with a cycloid is only








The chain rule and integration yield:
-24 =?f -y" C ' " 4 Y dxA n A1 +yt2  A +y/ dx
or,
1nn I [ 1 +Y121 nC
2
so,
n(y) = Cc +y
Now since d O sinl we have:
dx 1 -cosO
n(y) = C II +sin24
- \ (I_ Co4)2
or. Fi I cos( )
or. n(y) =C iSt
=N(1- cos€)2
Therefore, the desired index of refraction for the cycloid is:
n(Y) = C4 1 .
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4. Straight Line
Our final problem involves the path of a straight line from point A to
point B. That is, y = x. Using the Euler equation, we arrive at:
ny-ny y- 1 -y o
,nY' ny // 1 +y
n= 0
which integrates to yield the following:
n(x) = C.
Therefore, the index of refraction in the case of a straight line path is:
n(x) = C.
Computing the vairious indices of refraction does indeed give us the
desired curve from a point A to a point B. For sake of brevity, we consider the first
case, that of the parabola (concave down). That is, we show that:
minfy]f 1+4X 2 1+y' ir
will yield the curve y(x) = x2.
Applying the usual Euler-Lagrange equation, that is:
FY - d F, = 0, iksdr
d 1 +4x 2  Y 1 =0
or.
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1+4x2  y C
x V! + ,
from which it follows that:
y /2 _ 2 2
1+y2 1 +4x 2
or,
/2 C2X
1 + (4 -c 2)x2
Setting C = 2 yields:
y' = 2x
or,
y(x) = x" which is the equation for the parabola (concave down) passing from point
A to point B in our problem.
C. GENERAL EXPRESSIONS FOR THE INVERSE PROBLEM
1. Function of X Only
It is possible to derive a single, generic expression for a family of curves
in terms of any function. f(x,v), where the various functions f(x,y) determine the type
of curve generated. We now show the development of such an expression. We
begin with our standard form of our functional:
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We first restrict our attention to those functions, f of the form f = f(x), that is, those
functions that are only dependent upon x. This leaves us with:
liy] f f(X) 1+ydx.





which further reduces to:
_ C
Now integrating the expression yields:
y+c : f cdxfx) 2 -c 2
This. then is the simple expression we have been looking for when the function f(x,y)
is only dependent upon x. With this expression, we can now input any function and
in turn generate a family of curves. As an example, we make use of an earlier
problem, that of the path of a circle. In that development, we saw that the





For simplicity, we will let C = 1. That is, our problem involves fix) = -and we
x
wish to show that this will generate a family of circles.











Letting u 1-CYx2 we have:






(y - C) 2 +x2  1C2
which is the equation of a circle, centered at (0,C,) with radius -2 This
procedure can be followed for any function and will generate a family of curves
associated with that particular function.
2. Function of Y Only
We now turn our attention to those functions which are dependent upon
y alone. We derive an expression which will also produce a family of curves. As
before, we start with the now familiar functional:
Jb fabftx,,,)~ I + y'2 dx .
We consider only those functions dependent on y:
Since the integrand has no explicit dependence on x, we employ the following Euler
equation:





.fl y)[1 -Y)y 
12
which reduces to:




After integration this becomes:
x+cz f c dy
x~a= fly)Z -c 2
This then is the expression which produces any family of curves dependent only
upon the function f(y). We now show that this expression, when given the proper
function f(y), yields the family of curves for a cycloid. Recalling the earlier
discussion, the corresponding function is fly) = Cv= For simplicity we let C 1





This leaves us with a Volterra integral equation of the first kind:
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x+Q =cf Y dn
F1 
2
For a further explanation and development of the Volterra integral equation, see
Keener [Ref. 25:p. 1011. Using the Fundamental Theorem of Calculus and






y' 2 +1- 1
or,
y(y +1) 1 .
C2
This differential equation represents the equation of a family of cycloids [Ref. 27].
We include a solution to this differential equation for completeness. Let 1 = k2C2
and let y = k'sin't. Then, we are left with the following expression:






y" = cot(t). We consider only the positive square root in this case, since the slope
of the graph is positive here. This then yields:
&r-- dy = tan(t) y.
cot(t)
However, dy = kN(2sin(t)cos(t))dt. Thus,
dx = 2k2sin'tdt.
We now let D = 2t, apply the initial conditions, and make use of the double angle
formula, sin2t- 1-co ,to arrive at:
2
k2
dx =- (1 - cost) d2
k2dy = - (sine) de.
This yields:
k2
x = k-( sine) + C
and,
y k -(1 - COS() - C2.2
Using the fact that at ) = 0, x = 0 and y = 0 yields:
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x = k- ((0 - sin6p)2
and.
2
These are the equations of a family of cycloids. Again, this procedure can be
followed for any function f(y) and will yield corresponding families of curves.
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VI. CONCLUSIONS
. This thesis presents several derivations of Snell's Law of Refraction and one
of the principle of reflection. In all of these, we place different constraints upon the
problem and produce the familiar laws governing reflection and refraction. The
main result of this research is the expression found for Snell's Law of Refraction in
which the velocity of the light particles in the medium depends upon direction. We
also use inverse problems to find the index of refraction needed to move along any
desired family of curves. Finally, we derive a general expression that generates a
family of curves given any index of refraction.
This research has several applications in the area of acoustical and optical wave
propagation. In the area of acoustics, the inverse problems enable us to predict the
path followed by sound waves for a given medium. This would allow for military
use in the area of prosecuting submarine contacts and in ocean bottom surveys. The
inverse problems also have applications to the bending of light rays used in laser
technology.
Although this paper derives several generalizations of Snell's Law of Refraction
there are still areas that require further research. For instance, consider the inverse
problem in space where the index of refraction is a function of three variables rather
than two. Also, in all of the derivations in this paper the Hamilton-Jacobi equations
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were not used. These equations, from the calculus of variations, could be used to
derive a generalizazion of Snell's Law of Refraction.
68
LIST OF REFERENCES
1. Halliday, D. and Resnick, R., Fundamentals of Physics, p. 670, John Wiley and
Sons, 1988.
2. Weinstock, R., Calculus of Variations With Applications to Physics and
Engineering, p. 67, Dover Publications, 1974.
3. Jones, D. S., Acoustic and Electromagnetic Waves, pp. 288- 375, Clarendon
Press, 1986.
4. Lorrain, P., and Carson, D., Electromagnetic Fields and Waves, pp. 504-547, W.
H. Freeman and Company, 1972.
5. Achenbach, J. D., Wave Propagation in Elastic Solids, pp. 10-42, North Holland
Publishing Company, 1973.
6. Gelfand, I. M., and Fomin, S. V., Calculus of Variations, p. 18, Prentice Hall,
1963.
7. Leitmann, G., The Calculus of Variations and Optimal Control, pp. 47-52
Plenum Press, 1981.
8. Ewing, G. M., Calculus of Variations with Applications, pp. 21- 80, W. W.
Norton and Company, 1969.
9. Weir, M. D., Extreme Values and Lagrange Multiplier Method, Supplementary
notes MA 3110, Unit 45, 1989.
10. Bliss, G. A., Lectures on the Calculus of Variations, pp. 37-64, University of
Chicago Press, 1961.
11. Pontryagin, L. S., and Boltyanskii. V. G., The Mathematical Theory of Optimal
Processes, p. 312, John Wiley and Sons, 1962.
12. Taylor, A., and Mann. W., Advanced Calculus, pp. 198-201, John Wiley and
Sons, 1983.
13. Fleming, W. H., and Rishel, R. W., Deterministic and Stochastic Optimal
Control, pp. 23-28, Springer-Verlag, 1975.
69
14. Reddy, J. N., Applied Functional Analysis and Variational Methods in
Engineering, p., McGraw Hill, 1986.
15. Hermes, H., and LaSalle, J. P., Functional Analysis and Time Optimal Control,
pp. 1-36, Academic Press, 1969.
16. Berkovitz, L. D., Optimal Control Theory, pp. 169-287, Springer-Verlag, 1974.
17. Courant, R., and Robbins, H., What is Mathematics?, p. 329, Oxford University
Press, 1953.
18. Polya, G., Induction and Analogy in Mathematics, p. 144, Princeton University
Press, 1954.
19. Kazarinoff, N. D., Geometric Inequalities, pp. 73-74, The L. W. Singer
Company, 1961.
20. Williams, R. C., "A Proof of the Reflective Property of the Parabola,"
Mathematics Magazine, Vol. 60, No. 3, p. 667, 1987.
21. Chakerian, G. D. and Ghandehari, M. A., 'The Fermat Problem in Minkowski
Spaces", Geometriae Dedicata, pp. 227-238, 1985.
22. Ghandehari, M., Geometric Inequalities in the Minkowski Plane, pp. 36-48,
ph.D. Dissertation, University of California at Davis, June 1983.
23. Apostol, T. M., Selected Papers on Calculus, p. 251, Dickenson Publishing
Company Incorporated, 1968.
24. Cochran, J. A., Applied Mathematics, Principles, Techniques and Applications,
p. 125, Wadsworth International Group, 1982.
25. Keener, J. P., Principles of Applied Mathematics, Transformation and
Approximation, p. 133, Addison Wesley Publishing Company, 1988.
26. Ghandehari, M.," Snel:'s Law in Normed Linear Planes", paper submitted to
Journal of Mathematical Analysis and Applications, 1989.
27. Boyce, W. E., and Diprima, R. C., Elementary Differential Equations and
Boundary Value Problems, p. 78, John Wiley and Sons, 1986.
70
BIBLIOGRAPHY
Bliss, G. A., Calculus of Variations, Mathematical Association of America, 1944.
Bolza, 0., Lectures on the Calculus of Variations, Hafner Publishing Company, 1946.
Courant, R., Dirichlet's Principle, Interscience Publishers Inc., 1950.
Graves, L., Calculus of Variations and Its Application, McGraw Hill Book Company,
1958.
Jacobs, H., Geometry, W. H. Freeman and Company, 1974.
John, F., Partial Differential Equations, Springer Verlag, 1980.
Kline, M., Mathematical Thought From Ancient to Modern Times, Oxford University
Press, 1972.
Lanczos, C., The Variational Principles of Mechanics, University of Toronto Press,
1970.
McShane, E., The Calculus of Variations From the Beginning Through Optimal
Control Theory, Siam Journal of Control and Optimization, 1989.
Pedoe, D., A Geometric Proof of the Equivalence of Fermat's Principle and Snell's
Law, American Mathematical Monthly, Vol. 71, 1964.
Schulz, W. C., Reflections on the Ellipse. Mathematics Magazine, Vol. 60, No. 3,
1987.
Tricomi, F. G., Integral Equations, Wiley and Sons, 1957.
71
INITIAL DISTRIBUTION LIST
1. Defense Technical Information Center 2
Cameron Station
Alexandria, VA 22304-6145
2. Library, Code 0142 2
Naval Postgraduate School
Monterey, CA 93943-5002
3. Commandant of the Marine Corps 1
Code TE 06
Headquarters, U.S. Marine Corps
Washington D.C. 20380-0001
4. Chairman I
Department of Mathematics, Code MA
Naval Postgraduate School
Monterey, CA 93943-5000
5. Professor M. Ghandehari 1
Department of Mathematics, Code MA GH
Naval Postgraduate School
Monterey, CA 93943-5000
6. Professor C. Scandrett 1
Department of Mathematics, Code MA SD
Naval Postgraduate School
Monterey, CA 93943-5000




8. Professor D. Walters 1




9. Professor E. O'Neill
Department of Mathematics and Computer Science
Fairfield University
Fairfield, CT 06430
10. Captain M. Hawkins USMC 2
11387 Orangewood Court
Spring Hill, FL 34609
73
