Chapter 1 Overview
This thesis covers the further development of smooth transition regression models and their applications in nance. Smooth transition regression models are used to model nonlinearity of regime-switching type in empirical applications. Empirical application usually adopt the estimation framework suggested by Teräsvirta (1994) . He proposed the empirical modelling cycle for smooth transition autoregressive (STAR) models consisting of specication, estimation and evaluation stages. Since then, the class of smooth transition regression models has been extended to cover a variety of specic properties of empirical applications like STR-GARCH models (Lundbergh and Teräsvirta, 1998) , vector autoregressive (STR-VAR) models (Camacho, 2004) , or panel regression (PSTR) models (González et al., 2005) . Originally, smooth transition regression models are used with univariate transition functions, that is, a single transition variable is supposed to govern the transition between regimes. This commonly used technique was extended recently by Lof (2012) for smooth transition autoregressive models. He proposed the use of a multivariate transition function where the transition between regimes can be driven by more than one variable, each weighted by its estimated impact on the transition process.
The weights of the transition variables sum up to unity which results in a new weighted transition variable which drives the regime switch.
In the rst paper of my dissertation The Relation Between Overreaction in Forecasts and Uncertainty: A Nonlinear Approach, I transfer the use of multivariate transition functions to panel smooth transition regression models.
Furthermore, in this single-authored paper I try to contribute to the debate whether forecasts are aected by uncertainty and if this is the case, whether uncertainty will tend to boost overreaction or underreaction. Overreaction with respect to the previous forecast is dened as overshooting the realized value with a positive forecast change or undershooting the realized value with a negative forecast change. The paper uses oil price forecasts from the Survey of Professional Forecaster from the European Central Bank. The survey covers the expectations of oil price forecasters in the Euro area and their expectations on future oil price movements. In order to test for overreaction, I use the empirical framework from Amir and Ganzach (1998) forces. Credit default swaps (CDS) are a popular measure of credit risk for the specic entity. During the nancial crisis and the following Euro area crisis credit risks show substantial swings and therefore became a major concern of monetary policy. For our study we use credit default swaps as a measure of credit risk. Our sample covers credit default swaps written on European rms listed in the EURO STOXX 50. We evaluate if the relation between CDS spreads and their standard pricing variables is nonlinear with respect to a changing market environment. The transition is modelled to be driven by a set of variables such as the ECB's systemic stress composite index, the Sentix index for current and future economic situation, and the VStoxx. As For the test we consider only the case where the transition variables are the same across all transition functions. This guarantees that the standard smooth transition regression model with homogeneous transition functions is nested within the heterogeneous model, a property we use to construct our LM test.
We suggest to augment the specication step of the heterogeneous STR estimation procedure by a test for homogeneity against the heterogeneous STR 2 The paper is joint work with Stefan Reitz. My contribution consists of the programming and test development. We shared the writing of the paper. 
Introduction
Since its introduction, the class of smooth transition regression (STR) models has become increasingly popular in empirical research. The standard modelling framework for smooth transition models goes back to Teräsvirta (1994) originally suggesting a framework for a (homogeneous) smooth transition autoregressive model (STAR). Since then, this class of models has been extended to cover a variety of specic properties of empirical applications. Amongst others, smooth transitions functions have been introduced in Vector Autoregressive (STR-VAR) models (Camacho, 2004) , GARCH (STR-GARCH) models (Lundbergh and Teräsvirta, 1998) , or panel regression (PSTR) models (González et al., 2005) . ter values. However, heterogeneous transition functions come at the price of convergence problems and increased estimation time, because for each regimeswitching regressor a set of parameters specifying the nonlinear transition has to be estimated. While computation time is not a concern in small samples, it becomes an important factor with increasing sample size and increasing number of regime-switching parameters. Our LM test is constructed to inform the research whether the parsimonious homogeneous STR is sucient without sacricing unbiased parameter estimates. Thus, we suggest to augment the specication step of the heterogeneous STR estimation procedure by a test for homogeneity against the heterogeneous STR alternative.
The model specication step of STR models generally consists of a set of linearity tests against the nonlinear alternative. The usual test is the Taylor expansion-based linearity test from Luukkonen et al. (1988) . Monte Carlobased tests for linearity are available as well, see for example Hansen (1996) and Hansen (1999) . A comparison of the tests can be found in González and Teräsvirta (2006) . The logic of these tests also allow for the post-estimation model evaluation. For instance, Eitrheim and Teräsvirta (1996) proposed a Taylor expansion-based test for no-remaining nonlinearity. 2 The authors also provide size and power simulations. Another evaluation of the test's properties can be found in Lundbergh and Teräsvirta (1998) 
Test against Multivariate Transition Functions
The homogeneous STR model for time t = 1,...,T with k > 1 exogenous regimeswitching regressor variables x k,t and a single transition function g t is dened as
with a unique logistic transition function
which is used for all K regime-switching variables. The parameter c is a location parameter, γ is the speed of transition between regimes and q t is the single transition variable. The heterogeneous STR diers from the previous model by allowing for regressor-specic transition functions
where the parameters γ k and c k are regressor-specic. The transition variable q t is restricted to be the same across all transition functions.
3 The heterogeneous STR model boils down to the homogeneous alternative, if we restrict the parameters γ k , c k to be equal across all transition functions. In other words, the homogeneous STR model is nested in the heterogeneous STR model, which allows the construction of a formal test.
To derive the test assume that the data generating function of a variable y is driven by a smooth transition-type function with k > 1 exogenous regressors x k,t and K dierent transition functions g k,t as specied in eq. (4.1) and eq.
(4.3). All K transition functions depend on the same transition variable q t .
We further assume that the heterogeneous nature of the transition functions is ignored and a standard STR model with a single transition function g t is estimated, i.e. the restriction is imposed that g = g 1,t = ... = g K,t which results If the error term in equation (4.4) is normally distributed a LM test can be constructed by evaluating the conditional log-likelihood function for observations
with θ = β 0,k , β 1,k , γ, c, under the null hypothesis
The partial derivatives of the log-likelihood evaluated under the H 0 with respect to the parameters θ h0 are 
it is possible to derive a reformulation of the test for the homogeneous smooth transition regression model against the alternative of a heterogeneous STR model. We expand equation (4.11) with the terms β 1,k x k,t g t (q t ; γ, c) to derive
(4.12)
If the transition functions are in fact equal across the regressors, the 
by Taylor series expansions with respect to c and γ.
The approximation is located around the estimated values of c and γ under the H 0 , denoted by c h0 and γ h0
(4.13)
After a rst-order Taylor series approximation we get
(c − c h0 ) .
(4.14)
Since we approximate both g k,t (q t ; γ k , c k ) and g t (q t ; γ, c) around the same values (γ h0 ; c h0 ), the terms g(q; γ h0 ; c h0 ) of the Taylor approximations cancel out. We ll in the required derivations of the transition function, which can be found in the appendix, and set w = exp((−γ h0 )(q t − c h0 )) to derive
which can be further aggregated to
The nal equation is written as (q,γ,ĉ) , ..., x K g(q,γ,ĉ)) and A 1 = (β 1,1 x 1 (∂ĝ/∂γ), ..., β 1,K x K (∂ĝ/∂γ)), A 2 = (β 1,1 x 1 (∂ĝ/∂c), ..., β 1,K x K (∂ĝ/∂c)). The matrix Z contains the omitted variables represented by the partial derivatives Z = (β 1,1 x 1 (∂ĝ/∂γ 1 ),
. Note that the derivations in matrix Z are now with respect to γ k and c k instead of γ and c. We only include up to 2(K − 1) regressors since one restriction is redundant. To see this, note that we could easily reformulate
the null hypothesis the LM statistic in (4.16) is asymptotically distributed as χ 2 (2(K − 1)). A F-version of the test is available, which is distributed as
The F-version of the test has better size properties in small samples.
The test can be easily performed using the following steps 1. Estimate the model under the H 0 , compute the residuals u and the sum of squared residuals SSR 0 2. Regress u on X, D, A 1 , A 2 , Z as dened above and compute the sum of squared residuals SSR 1 3. Compute the LM-test which is asymptotically χ
.
Monte Carlo Simulation
In this section, we report the results from dierent Monte Carlo simulations.
Size and Power
We start with size and power simulations of the test against heterogeneous transition functions. We estimates the parameters γ and c under the H 0 with nonlinear least squares 5 or maximum likelihood. Furthermore, we considered a version of the test where we estimate the parameters by a grid search. However, due to poor results we disregard this version in the paper.
The model investigated here has K = 2 exogenous regressors x k . The variables x k,t are generated using a uniform(-10, 10) distribution. We set β 0,k = 1 and β 1,k = −1. The χ 2 -test and the F-test have no problems to identify correctly multivariate transition functions when the transition functions for k = 1 and k = 2 dier with respect to both parameters c and γ. This holds for any combination of T given the error term variance is either 0.1 2 or 0.01 2 . In the case of an error term with variance σ 2 = 1, the test has problem regarding the rejection of the false null hypothesis. The reason is the relatively small dierence between the two transition functions.
As we will show in the section on local power curves, higher dierences are required the model under the null hypothesis is shown in Table 4 .2. For low numbers of observations, the χ 2 -test is slightly oversized. This well-known property of the χ 2 -test in small samples is overcome by using the F-version of the test. For the F-test, the empirical size is always close to the nominal one.
Local Power Curves
In this section we simulate local power curves by using Monte Carlo simulation. In order to investigate for which values of c k and γ k the test for homogeneous transition functions has power against the alternative, we generated a model set-up with K = 2 exogenous regressors for dierences in c y t =x 1,t + x 2,t − x 1,t g 1,t (q t ; γ 1 = 2, c 1 = 2 + ω/ √ T ) − x 2,t g 2,t (q t ; γ 2 = 2, c 2 = 2) + u t (4.18) and dierences in γ y t =x 1,t + x 2,t − x 1,t g 1,t (q t ; γ 1 = 2 + ω/ √ T , c 1 = 2) − x 2,t g 2,t (q t ; γ 2 = 2, c 2 = 2) + u t (4.19)
We consider three dierent error terms:
For each scenario, we run 5000 repetitions. For an error variance of σ = 1, the test requires that the dierences between c 1 and c 2 is greater than 0.126 (4/ √ 1000) in order to have a power of more than 0.6. For an error variance of σ = 0.1, the required dierence for power of more than 0.6 shrinks to 0.0126. Hamburg, den 30.12.16
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