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THE DIVISOR MATRIX, DIRICHLET SERIES AND
SL(2,Z)
PETER SIN AND JOHN G. THOMPSON
Abstract. A representation of SL(2,Z) by integer matrices act-
ing on the space of analytic ordinary Dirichlet series is constructed,
in which the standard unipotent element acts as multiplication by
the Riemann zeta function. It is then shown that the Dirichlet
series in the orbit of the zeta function are related to it by algebraic
equations.
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1
21. Introduction
This paper is concerned with group actions on the space of ana-
lytic Dirichlet series. A formal Dirichlet series is a series of the form∑∞
n=1 ann
−s, where {an}∞n=1 is a sequence of complex numbers and s
is formal variable. Such series form an algebra D[[s]] under the opera-
tions of termwise addition and scalar multiplication and multiplication
defined by Dirichlet convolution:
(1) (
∞∑
n=1
ann
−s)(
∞∑
n=1
bnn
−s) =
∞∑
n=1
(
∑
ij=n
aibj)n
−s.
It is well known that this algebra, sometimes called the algebra of
arithmetic functions, is isomorphic with the algebra of formal power
series in a countably infinite set of variables. The analytic Dirichlet
series, those which converge for some complex value of the variable s,
form a subalgebra D{s}, shown in [6] to be a local, non-noetherian
unique factorization domain. As a vector space we can identify D[[s]]
with the space of sequences and D{s} with the subspace of sequences
satifying a certain polynomial growth condition. It is important for
our purposes that the space of sequences is the dual E∗ of a space E
of countable dimension, since the linear operators on D{s} of interest
to us are induced from operators on E. We take E to be the space of
columns, indexed by positive integers, which have only finitely many
nonzero entries. In the standard basis of E, endomorphisms acting
on the left are represented by column-finite matrices with rows and
columns indexed by the positive integers. They act on E∗ by right
multiplication. The endomorphisms of E which preserve D{s} in their
right action form a subalgebra DR. There is a natural embedding of
D{s} into DR mapping a series to the multiplication operator defined
by convolution with the series. The Riemann zeta function ζ(s) =∑∞
n=1 n
−s, Re(s) > 1, is mapped to the divisor matrix D = (di,j)i,j∈N,
defined by
di,j =
{
1, if i divides j,
0 otherwise.
It is also of interest to study noncommutative subalgebras of DR or
nonabelian subgroups of DR× which contain D. In [5], it was shown
that 〈D〉 could be embedded as the cyclic subgroup of index 2 in an
infinite dihedral subgroup of DR×. Given a group G, the problem of
finding a subgroup of DR× isomorphic with G and containing D is
equivalent to the problem of finding a matrix representation of G into
DR× in which some group element is represented by D.
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As a reduction step for this general problem, it is desirable to trans-
form the divisor matrix into a Jordan canonical form. Since DR is
neither closed under matrix inversion nor similarity, so such a reduc-
tion is useful only if the transition matrices belong to DR×. We show
explicitly (Lemma 4.5 and Theorem 4.8 ) that D can be transformed
to a Jordan canonical form by matrices in DR× with integer entries.
The remainder of the paper is devoted to the group G = SL(2,Z).
We consider the problem of constructing a representation ρ : G→ DR×
such that the standard unipotent element T = ( 1 10 1 ) is represented by
D and such that an element of order 3 acts without fixed points. The
precise statement of the solution of this problem is Theorem 3.1 below.
Roughly speaking, the result on the Jordan canonical form reduces
the problem to one of constructing a representation of G in which T
is represented by a standard infinite Jordan block. In the simplified
problem the polynomial growth condition on the matrices representing
group elements becomes a certain exponential growth condition and the
fixed-point-free condition is unchanged. The construction is the content
of Theorem 5.1. Since the group G has few relations it is relatively
easy to define matrix representations satisfying the growth and fixed-
point-free conditions and with T acting indecomposably. However, the
growth condition is not in general preserved under similarity and it is
a more delicate matter to find such a representation for which one can
prove that the matrix representing T can be put into Jordan form by
transformations preserving the growth condition.
As we have indicated, the construction of the representation ρ in-
volves making careful choices and we do not know of an abstract char-
acterization of ρ as a matrix representation. The CG-module affording
ρ can, however, be characterized as the direct sum of isomorphic in-
decomposable modules where the isomorphism type of the summands
is uniquely determined up to CG-isomorphism by the indecomposable
action of T and the existence of a filtration by standard 2-dimensional
modules (Theorem 8.1). Although ρ is just one among many matrix
representations of G into DR× which satisfy our conditions, we proceed
to examine the orbit of ζ(s) under ρ(G). We find (Theorem 10.2) that
one series ϕ(s) in this orbit is related to ζ(s) by the cubic equation
(2) (ζ(s)− 1)ϕ(s)2 + ζ(s)ϕ(s)− ζ(s)(ζ(s)− 1) = 0.
We also show (Theorem 9.1) that, as a consequence of relations in
the image of the group algebra, the other series in the orbit belong to
C(ζ(s), ϕ(s)).
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The cubic equation may be rewritten as
(3) − ϕ(s) = (ζ(s)− 1)(ϕ(s)2 + ϕ(s)− ζ(s)).
The second factor on the right is a unit in D{s}, so ϕ and ζ(s) − 1
are associate irreducible elements in the factorial ring D{s}. The fact
that there is a cubic equation relating ζ(s) and an associate of ζ(s)−1
should be contrasted with the classical theorem of Ostrowski [7], which
states that ζ(s) does not satisfy any algebraic differential-difference
equation.
Matrices resembling finite truncations of the divisor matrix were
studied by Redheffer in [8]. For each natural number n he consid-
ered the matrix obtained from the upper left n× n submatrix of D by
setting each entry in the first column equal to 1. Research on Redhef-
fer’s matrices has been motivated by the fact that their determinants
are the values of Mertens’ function, which links them directly to the
Riemann Hypothesis. (See [11], [9] and [10].)
2. Basic definitions and notation
Let N denote the natural numbers {1, 2, . . .} and C the complex
numbers. Let E be the free C-module with basis {en}n∈N. With
respect to this basis the endomorphism ring EndC(E), acting on the
left of E, becomes identified with the ring A of matrices A = (ai,j)i,j∈N,
with complex entries, such that each column has only finitely many
nonzero entries. The dual space E∗ becomes identified with the space
CN of sequences of complex numbers, with f ∈ E∗ corresponding to
the sequence (f(en))n∈N. We will write (f(en))n∈N as f and f(en) as
f(n) for short.
In this notation the natural right action of EndC(E) on E
∗ is ex-
pressed as a right action of A on CN by
(fA)(n) =
∑
m∈N
am,nf(m), f ∈ CN, A ∈ A.
(The sum has only finitely many nonzero terms.)
Let DS be the subspace ofCN consisting of the sequences f for which
there exist positive constants C and c such that for all n, |f(n)| ≤ Cnc.
A sequence f lies in DS if and only if the Dirichlet series ∑n f(n)n−s
converges for some complex number s, which gives a canonical bijection
between DS and the space D{s} of analytic Dirichlet series. Let DR be
the subalgebra of A consisting of all elements which leave DS invariant.
A sufficient condition for membership in DR is provided by the fol-
lowing lemma, whose proof is straightforward.
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Lemma 2.1. Let A = (ai,j)i,j∈N ∈ A. Suppose that there exist positive
constants C and c such that the following hold.
(i) ai,j = 0 whenever i > Cj
c.
(ii) For all i and j we have |ai,j| ≤ Cjc.
Then A ∈ DR. Furthermore, the set of all elements of A which satisfy
these conditions, where the constants may depend on the matrix, is a
subring of DR.
We let DR0 denote the subring of DR defined by the lemma. If∑
n∈N f(n)n
−s ∈ D{s}, then its multiplication operator has matrix
with (i, ni) entries equal to f(n) for all i and n and all other entries
zero, so the multiplication operators form commutative subalgebra of
DR0.
Remarks 2.2. There exist elements of DR which do not satisfy the
hypotheses of Lemma 2.1. An example is the matrix (ai,j)i,j∈N defined
by
ai,j =
{
1
jj2
, if i = jj ,
0, otherwise.
There are invertible matrices in DR0 whose inverses are not in DR.
For example, the matrix (bi,j)i,j∈N, given by
bi,j =

0, if i > j,
1, if i = j,
−1 if i < j
is obviously in DR0, while its inverse, given by
b′i,j =

0, if i > j,
1, if i = j,
2j−i−1 if i < j
is not in DR.
3. An action of SL(2,Z) on Dirichlet series
The group G = SL(2,Z) is generated by the matrices
(4) S =
[
0 −1
1 0
]
, and T =
[
1 1
0 1
]
.
These matrices satisfy the relations
(5) S4 = (ST )6 = 1, S2 = (ST )3
which, as is well known, form a set of defining relations for SL(2,Z) as
an abstract group.
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With the above definitions, we can state one of our principal results.
Theorem 3.1. There exists a representation ρ : SL(2,Z) → A× with
the following properties.
(a) The underlying C SL(2,Z)-module E has an ascending filtration
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · ·
of C SL(2,Z)-submodules such that for each i ∈ N, the quotient
module Ei/Ei−1 is isomorphic to the standard 2-dimensional
C SL(2,Z)-module.
(b) ρ(T ) = D.
(c) ρ(Y ) is an integer matrix for every Y ∈ SL(2,Z).
(d) ρ(SL(2,Z)) ⊆ DR0.
The facts needed for the proof of Theorem 3.1 are established in the
following sections and the proof is completed in Section 6.
4. A Jordan form of the divisor matrix
For m, k ∈ N, let
Ak(m) = {(m1, m2, . . . , mk) ∈ (N \ {1})k | m1m2 · · ·mk = m}
and let αk(m) = |Ak(m)|.
The following properties of these numbers follow from the definitions.
Lemma 4.1. (a) αk(1) = 0.
(b) αk(m) = 0 if m < 2
k and αk(2
k) = 1.
(c)
(ζ(s)− 1)k =
∞∑
m=2k
αk(m)
ms
.
By considering the first k − 1 entries of elements of Ak(m), we see
that for k > 1, we have
(6) αk(m) =
∑
d|m
αk−1(d)
− αk−1(m).
Induction yields the following formula.
Lemma 4.2.
(7)
k−1∑
i=1
(−1)k−1−i
∑
d|m
αi(d) = αk(m) + (−1)kα1(m).
Lemma 4.3. There exists a constant c such that αk(m) ≤ mc for all
k and m.
THE DIVISOR MATRIX, DIRICHLET SERIES AND SL(2,Z) 7
Proof. We choose c with ζ(c) = 2. We proceed by induction on k.
Since α1(m) ≤ 1, the result is true when k = 1. Suppose for some k
we have that for all m,
αk(m) ≤ mc.
Then by (6) we have
αk+1(m) ≤
∑
d|m
1<d<m
αk(m/d) ≤ mc
∑
d|m
1<d<m
d−c ≤ mc(ζ(c)− 1) = mc,
which completes the inductive proof. 
Remark 4.4. Since ζ(2) = π2/6, the constant c can be chosen from the
real interval (1, 2).
Let J = (Ji,j)i,j∈N be the matrix defined by
Ji,j =
{
1, if j ∈ {i, 2i},
0 otherwise.
Let Z = (α(i, j))i,j∈N be the matrix described in the following way.
The odd rows have a single nonzero entry, equal to 1 on the diagonal.
Let i = 2kd with d odd. Then the ith row of Z is equal to the dth row
of (D − I)k.
Lemma 4.5. The matrix Z has the following properties:
(a) α(i, j) = δi,j, if i is odd.
(b) If i = d2k, where d is odd and k ≥ 1, then
α(i, j) =
{
αk(j/d) if d | j,
0 otherwise.
(c) α(im, jm) = α(i, j) whenever m is odd.
(d) Z is upper unitriangular.
(e) ZDZ−1 = J .
(f) Z ∈ DR0.
Moreover, Z is the unique matrix satisfying (a) and (e).
Proof. Part (a) is by definition. Part (b) follows from Lemma 4.1(c)
upon multiplying by the Dirichlet series with one term d−s. Part (c)
is a special case of (b). Part (d) also follows from (b). Part (f) is then
immediate from Lemma 4.3. In the equation
(8) Z(D − I) = (J − I)Z
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the nth row of each side is equal to the 2nth row of Z. This proves (e)
since Z is invertible by (d). To prove the last statement we see that if
(e) holds then by (8) we have for all i and k ∈ N,∑
j|k
j<k
α(i, j) = α(2i, k),
which determines Z uniquely since the rows with odd index are speci-
fied by (a). 
Our aim is to determine Z−1 explicitly.
For each prime p and each integer m let vp(m) denote the exponent
of the highest power of p which divides m and let v(m) =
∑
p vp(m).
Lemma 4.6. We have for all m ∈ N,
v(m)∑
k=1
(−1)kαk(m) =
{
(−1)v(m), if m is squarefree and m > 1,
0 otherwise.
Proof. The case m = 1 is trivial. Suppose m = pλ11 p
λ2
2 · · · pλrr , with
λ1, λ2,. . . , λr ≥ 1 and r ≥ 1. In the ring of formal power series
C[[t1, . . . , tr]] in r indeterminates we set
(9)
y =
1
(1− t1)(1− t2) · · · (1− tr) − 1
=
∑
(n1,...,nr)∈(N∪{0})r
α1(p
n1
1 · · ·pnrr )tn11 · · · tnrr .
Then for k ≥ 1
(10) yk =
∑
(n1,...,nr)∈(N∪{0})r
αk(p
n1
1 · · · pnrr )tn11 · · · tnrr .
Then we have
(11)
r∏
i=1
(1− ti)− 1 = −y
1 + y
=
∑
k∈N
(−1)kyk
=
∑
(n1,...,nr)∈(N∪{0})r
[
∑
k∈N
(−1)kαk(pn11 · · · pnrr )]tn11 · · · tnrr .
The lemma follows by equating the coefficients of monomials. 
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Remark 4.7. The above proof is similar to the argument in [1], p.21,
used to show that
∑
k(−1)kαk(m)/k is equal to 1/h if m is the h-th
power of a prime, and zero otherwise. The lemma has also the following
enumerative proof, based on another combinatorial interpretation of
the sets Ak(m). From the above factorization ofm let λ be the partition
of n defined by the λi. Let N = {1, . . . , n} and let Fλ be the set of
functions h : N → {p1, . . . , pr} such that |h−1(pi)| = λi for i = 1,. . . ,r.
The symmetric group Sn acts transitively on the right of Fλ by the rule
(hσ)(y) = h(σ(y)), y ∈ N , σ ∈ Sn. The stabilizer Sλ of the function
mapping the first λ1 elements to p1, the next λ2 elements to p2, etc.
is isomorphic to Sλ1 × Sλ2 × · · · × Sλr . A k-decomposition of n is a
k-tuple (n1, . . . , nk) of integers ni ≥ 1 such that n1 + n2 + · · ·+ nk =
n. Let Π = {σ1, . . . σn−1} be the set of fundamental reflections, with
σi = (i, i + 1). The subgroup WK of Sn generated by a subset K
of Π is called a standard parabolic subgroup of rank |K|. Given a
k-decomposition (n1, . . . , nk) of n, we have a set decomposition of N
into subsets N1 = {1, . . . , n1}, N2 = {n1 + 1, . . . , n1 + n2}, . . . , Nk =
{n1 + · · ·+ nk−1 + 1, . . . , n}. The stabilizer of this decomposition is a
standard parabolic subgroup of rank n−k and this correspondence is a
bijection between k-decompositions and standard parabolic subgroups
of rank n− k.
For each pair ((n1, . . . , nk), h) consisting of a k-decomposition and
a function h ∈ Fλ, we obtain an element (m1, . . . , mk) ∈ Ak(m) by
setting mi =
∏
j∈Ni h(j). Every element of Ak(m) arises in this way
and two pairs define the same element of Ak(m) if and only if the
k-decompositions are equal and the corresponding functions are in
the same orbit under the action of the parabolic subgroup of the k-
decomposition.
Thus, we have
αk(m) = |Ak(m)| =
∑
K⊆Π
|K|=n−k
|{WK-orbits on Fλ}|.
The number of WK-orbits on Fλ can be expressed as the inner product
of permutation characters, so
αk(m) =
∑
K⊆Π
|K|=n−k
〈1SnWK , 1SnSλ〉.
Now, it is a well known fact [2] that∑
K⊆Π
(−1)|K|1SnWK = ǫ,
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where ǫ is the sign character. Hence,
n∑
k=1
(−1)kαk(m) = (−1)n〈
∑
K⊆Π
(−1)|K|1SnWK , 1SnSλ〉
= (−1)n〈ǫ, 1SnSλ〉
= (−1)n〈ǫ, 1〉Sλ
=
{
(−1)n, if λ = 1n,
0, otherwise.
Let X be the diagonal matrix with (i, i) entry equal to (−1)v2(i), for
i ∈ N.
Theorem 4.8. Z−1 = XZX. In particular, Z−1 ∈ DR0.
Proof. If i is odd then the ith row of Z is zero except for 1 in the ith col-
umn, so the same holds for XZX . By the last assertion of Lemma 4.5
it is sufficient to show that
D(XZX) = (XZX)J
or, equivalently,
(XDX)Z = Z(XJX).
The matrices XDX = (d′i,j)i,j∈N and XJX = (c
′
i,j)i,j∈N are given by
d′i,j =
{
(−1)v2(i)+v2(j), if i | j,
0 otherwise.
, c′i,j =

1, if j = i,
−1, if j = 2i,
0 otherwise.
Thus, we must show that
(12)
∑
m≥1
(−1)v2(m)α(im, j) =
{
α(i, j), if j is odd,
α(i, j)− α(i, j/2), if j is even.
It is sufficient to consider the case i = 2k, for k ≥ 1, by Lemma 4.5(c).
In this case, the left hand side of (12) can be rewritten as
(13)
∑
d|j
d odd
v(j)−k−v(d)∑
e=0
(−1)eα(2k+e, j/d)
= (−1)k
∑
d|j
d odd
v(j/d)∑
r=k
(−1)rα(2r, j/d).
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Suppose that we can prove for all j, that
(14) (−1)k
∑
d|j
v(j/d)∑
r=k
(−1)rα(2r, j/d) = α(2k, j).
Then we will have proved (12) if j is odd. If j is even, we note that d
is a divisor of j/2 if and only if 2d is an even divisor of j, so that (14)
implies
α(2k, j/2) = (−1)k
∑
d|(j/2)
v((j/2)/d)∑
r=k
(−1)rα(2r, (j/2)/d)
= (−1)k
∑
d′|j
d′ even
v(j/d′)∑
r=k
(−1)rα(2r, j/d′).
Thus, from (13) we see that (12) also follows from (14) when j is even.
It remains to prove (14). We can assume j > 1, by Lemma 4.1(a).
Lemma 4.6, applied to the left hand side of (14), yields
(15) (−1)k−1 + (−1)k−1
∑
d|j
(
k−1∑
r=1
(−1)rαr(j/d)
)
because the total contribution from the squarefree case of Lemma 4.6
is
(−1)k
∑
d|j
j/d squarefree
j/d>1
(−1)v(j/d) = (−1)k−1.
We can rewrite (15) as
(−1)k−1 +
k−1∑
r=1
(−1)k−1−r
∑
d|j
αr(d),
which, by Lemma 4.2 is equal to αk(j). This proves (14). 
5. Construction of representations
Let J∞ be the “infinite Jordan block”, indexed by N ×N, defined
by
(J∞)i,j =
{
1, if j = i or j = i+ 1,
0 otherwise.
In the following theorem, T and S are the generators of SL(2,Z)
defined in (4).
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Theorem 5.1. There exists a representation τ : SL(2, Z) → A× with
the following properties.
(a) Let Ei be the subspace of E spanned by {e1, . . . , e2i}, i ∈ N.
Then
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · ·
is a filtration of C SL(2,Z)-modules and for each i ∈ N the quo-
tient module Ei/Ei−1 is isomorphic to the standard 2-dimensional
C SL(2,Z)-module.
(b) τ(T ) = J∞.
(c) τ(Y ) is an integer matrix for every Y ∈ SL(2,Z).
(d) There is a constant C such that for all i and j we have |τ(S)i,j| ≤
2Cj.
Later we will show (Theorem 8.1) that there is a unique C SL(2,Z)-
module with a filtration by standard modules and such that T acts
indecomposably and unipotently on every T -invariant subspace.
We define a sequence of integers {bn}n≥0 recursively by1
(16) b0 = b1 = 1, bn +
∑
i,j≥1
i+j=n
bibj = 0 for all n ≥ 2.
Let C[[t]] denote the ring of formal power series over C and let
g(t) ∈ C[[t]] be defined by
1 + g(t) =
∞∑
k=0
bkt
k.
Then the recurrence relations satisfied by the bi can be stated as the
equation
(17) g(t)2 + g(t) = t.
Thus,
g(t) =
−1 +√1 + 4t
2
,
where the positive square root is taken since g(t) has no constant term.
By Taylor expansion we obtain
(18) bm =
(−1)m−1
m
(
2m− 2
m− 1
)
, (m ≥ 2), b1 = b0 = 1.
1As J-P. Serre has pointed out to us, this is the sequence of Catalan numbers,
up to signs.
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Let
B0 = T, B1 =
[
0 1
1 1
]
, Bi =
[
0 bi
bi 0
]
, (i ≥ 2)
and define
J˜ =

B0 B1 B2 B3 . . .
0 B0 B1 B2 . . .
0 0 B0 B1 . . .
0 0 0 B0 . . .
...
...
...
...
. . .

,
S˜ = diag(S, S, . . .),
R˜ = −S˜J˜ .
For any ring R let Mn(R) denote the ring of n× n matrices over R.
Let U denote the ring of matrices of the form
(19) U =

X(0) X(1) X(2) X(3) . . .
0 X(0) X(1) X(2) . . .
0 0 X(0) X(1) . . .
0 0 0 X(0) . . .
...
...
...
...
. . .

,
where, for all n ≥ 0,
X(n) =
[
x
(n)
1,1 x
(n)
1,2
x
(n)
2,1 x
(n)
2,2
]
∈M2(C)
and the X(n) are repeated down the diagonals. For example, S˜, J˜ and
R˜ all belong to U . The center Z(U) consists of those matrices in which
the submatrices X(n) are all scalar matrices. The map C[[t]] → Z(U)
sending
∑
n≥0 ant
n to the matrix with X(n) = anI, for all n ≥ 0, is a
C-algebra isomorphism, and extends to a C[[t]]-algebra isomorphism
(20) γ : U → M2(C[[t]]), U 7→
[
x1,1(t) x1,2(t)
x2,1(t) x2,2(t)
]
,
where
xi,j(t) =
∞∑
n=0
x
(n)
i,j t
n, i, j ∈ {1, 2}.
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We have:
(21)
γ(S˜) =
[
0 −1
1 0
]
, γ(J˜) =
[
1 1 + g(t)
g(t) 1 + t
]
, γ(R˜) =
[
g(t) 1 + t
−1 −1− g(t)
]
.
Lemma 5.2. (a) S˜2 = −I.
(b) R˜2 + R˜ + I = 0.
(c) There exists a representation τ1 of G such that τ1(S) = S˜ and
τ1(T ) = J˜ .
Proof. Part (a) is obvious and (b) is easy to check by direct computa-
tion using (21) and (17). By (a) and (b), the elements S˜ and J˜ satisfy
the defining relations (5) for SL(2,Z), so (c) holds. 
The representation τ1 satisfies all the conditions of Theorem 5.1 ex-
cept for (b). To complete the proof of Theorem 5.1 we shall conjugate
this representation by an upper unitriangular integer matrix P such
that P J˜P−1 = J∞. In order to check that P S˜P−1 satisfies condition
(d) of Theorem 5.1 we will need to compute P and its inverse explicitly.
5.1. Transforming J˜ into Jordan form. A matrix P such that
P J˜P−1 = J∞ can be found by following the usual method for com-
puting Jordan blocks. Thus, for n ∈ N, we define the nth row of P to
be the first row of (J˜ − I)n−1, setting (J˜ − I)0 = I. Then P is upper
unitriangular, hence invertible, and, from its definition, P satisfies the
equivalent equation
P (J˜ − I) = (J∞ − I)P.
We now compute the entries of P explicitly. In order to do this, we
use the isomorphism γ of (20). Let H˜ = γ(J˜ − I). Then
H˜ =
[
0 1 + g(t)
g(t) t
]
.
It easy to compute the powers of J˜ − I by diagonalizing H˜ . Since
g(t)2+g(t) = t, the characteristic polynomial of H˜ is χ(x) = x2−tx−t.
Let λ1 and λ2 be the roots of this polynomial in some extension field and
for n ≥ 0 let hn = (λn+11 − λn+12 )/(λ1− λ2) be the complete symmetric
polynomial of degree n in two variables, evaluated at (λ1, λ2). Then
hn is a polynomial in the coefficients of χ(x), so it is a polynomial in
t. We have h0 = 1 and h1 = t. A straightforward computation shows
that, for n ≥ 2,
(22) H˜n =
[
thn−2 (1 + g(t))hn−1
g(t)hn−1 hn
]
.
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It follows from (22) and the equation g(t)2 + g(t) = t that the polyno-
mials hn satisfy the recurrence
hn = thn−1 + thn−2, (n ≥ 2), h0 = 1, h1 = t.
By inspection, the solution is
hn =
⌊n
2
⌋∑
r=0
(
n− r
r
)
tn−r.
Thus we can compute the entries of P as coefficients of the powers of
t in the top rows of the H˜n. For ℓ ≥ 3 and s ≥ 0, we have
(23)
pℓ,2s+1 = coefficient of t
s in thℓ−3
=
(
s− 1
ℓ− s− 2
)
,
pℓ,2s+2 = coefficient of t
s in (1 + g(t))hℓ−2
=
⌊s+1− ℓ
2
⌋∑
k=0
bk
(
s− k
ℓ+ k − s− 2
)
.
Here and elsewhere, we employ the convention for binomial coefficients
that
(
a
b
)
= 0 unless a ≥ b ≥ 0.
We now turn to the computation of P−1. Suppose a matrix Q =
(qi,j)i,j∈N satisfies the two conditons
(24) J˜Q = QJ∞ and q1,j = δ1,j.
The first conditon implies that PQ commutes with J∞ and the second
that (PQ)1,j = δ1,j, from which it follows that PQ = I and Q = P
−1.
We find a matrix Q satisfying (24) by first finding a matrix A such that
(25) (J˜ − I)A = A(J∞ − I)
and then modifying it. To compute A we must first enlarge the ring
U . Let Û denote the set of matrices of the form
W =

. . . X(m) X(m+1) X(m+2) X(m+3) . . .
. . . X(m−1) X(m) X(m+1) X(m+2) . . .
. . . X(m−2) X(m−1) X(m) X(m+1) . . .
. . . X(m−3) X(m−2) X(m−1) X(m) . . .
. . .
. . .
. . .
. . .
. . .
. . .

,
where the blocks X(m) ∈ M2(C), for m ∈ Z, are repeated down the
diagonals and have the property that for some m0 ∈ Z, which may
depend on W , X(m) = 0 whenever m < m0. We shall refer to the
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two columns of W headed by X(m) as the [m, 1] column and the [m, 2]
column, respectively. For W ∈ Û and m ∈ Z, we denote by W (m) the
submatrix of W whose first column is the [m, 1] column of W . To be
concise, we can writeW = (X(m))m∈Z, since the top row determines the
whole matrix. A product is defined as follows. Let W ′ = (Y (m))m∈Z ∈
Û . Then WW ′ = (Z(m))m∈Z, where
Z(m) =
∑
i+j=m
X(i)Y (j).
This product can be computed as an ordinary matrix product as fol-
lows. Let m0 and n0 be chosen such that X
(m) = 0 for all m < m0
and Y (n) = 0 for all n < n0. Then WW
′ is obtained from the ordinary
matrix productW (m0)W
′(n0) by adjoining columns of zeros to the left
and declaring the first column of W (m0)W
′(n0) to be the [m0 + n0, 1]
column of the new matrix. The answer is independent of the choice
of m0 and n0, due to the diagonal pattern of elements of Û . Together
with the usual vector space structure on matrices, the above product
makes Û into a C-algebra. The subset of elements W ∈ Û such that
X(m) = 0 for all m < 0 forms a subalgebra isomorphic to the algebra U
defined in (19). Let C((t)) denote the field of formal Laurent series, the
field of fractions of C[[t]]. The center Z(Û) consists of the elements in
which all the submatrices X(m) are scalar. The map sending the Lau-
rent series
∑
n ant
n to the element (X(m))m∈Z such that X(m) = amI
for all m, is an isomorphism of C((t)) with Z(Û). This extends to an
isomorphism of C((t))-algebras
γ̂ : Û →M2(C((t))),
which is the unique extension of the isomorphism (20).
Now, the element J˜ − I is invertible in Û , since H˜ = γ̂(J˜ − I) has
determinant −t. We define A = (ai,j)i,j∈N by columns. For n ∈ N,
we set the nth column of A equal to the [0, 1] column of (J˜ − 1)−(n−1).
Then A satisfies (25), by construction. To compute the entries of A we
invert H˜ and its powers (22) to obtain
(H˜)−1 = −t−1
[
t −(1 + g(t))
−g(t) 0
]
and
(H˜)−n = (−1)nt−n
[
hn −(1 + g(t))hn−1
−g(t)hn−1 thn−2
]
, n ≥ 2.
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Then we read off the coefficients of the appropriate powers of t in the
first columns. The first two columns of A are given by
(26)
ai,1 = δi,1, i ∈ N,
a1,2 = −1, a2,2 = 1, ai,2 = 0, i ≥ 3.
For m ≥ 3 and s ≥ 0 we have
(27)
a2s+1,m = coefficient of t
−s in (−1)m−1t−(m−1)hm−1
= (−1)m−1
(
m− s− 1
s
)
a2s+2,m = coefficient of t
−s in (−1)mt−(m−1)g(t)hm−2
= (−1)m
⌊m
2
⌋−s∑
k=1
bk
(
m− s− k − 1
s+ k − 1
)
.
Let Q = AJ∞ = (qi,j)i,j∈N. We check that Q has the properties (24).
Since J˜A = AJ∞, it is clear that J˜Q = QJ∞. We have
(28) qi,j =
{
ai,j , if j = 1,
ai,j + ai,j−1, if j ≥ 2.
Since a1,m = (−1)m−1, it follows that q1,j = δ1,j. Thus, Q = P−1.
Finally, the entries of Q are obtained by applying (28) to (26) and
(27). Thus, qi,1 = δi,1 and qi,2 = δi,2, for i ∈ N. For m ≥ 3 and s ≥ 0,
we have
(29)
q2s+1,m = (−1)m−1
(
m− s− 2
s− 1
)
q2s+2,m = (−1)m
⌊m
2
⌋−s∑
k=1
bk
(
m− s− k − 2
s+ k − 2
)
.
Lemma 5.3. For all i and j we have |qi,j| ≤ 23j and |pi,j| ≤ 22j.
Proof. The bound |bk| ≤ 22k−2 for k ≥ 1 follows from (18). It is then
elementary to verify the bounds of the lemma from the formulae (23)
and (29). 
Proof of Theorem 5.1. We define
τ(Y ) = Pτ1(Y )P
−1, Y ∈ SL(2,Z).
From its construction, τ satisfies conditions (a), (b) and (c) of The-
orem 5.1. It follows from Lemma 5.3 that τ(S) = P S˜P−1 satisfies
(d). 
18 PETER SIN AND JOHN G. THOMPSON
6. Proof of Theorem 3.1
The matrix Z−1 studied in Section 4 is the transition matrix from the
basis {en}n∈N of E to a new basis {e′n}n∈N. The linear transformation
represented by the divisor matrix D in the basis {en}n∈N is represented
by J in the basis {e′n}n∈N.
Since N =
⋃
d odd{d2k−1 | k ∈ N} we have a decomposition
E =
⊕
d odd
E(d),
Where E(d) is the subspace ofE spanned by the elements e′d2k−1 , k ∈ N.
We consider the isomorphisms
φd : E → E(d), ek 7→ e′d2k−1 .
For each odd number d let A(d) be the subring of A consisting of
matrices whose entries ai,j are zero unless i and j both belong to the
set {d2k−1 | k ∈ N}.
The above isomorphisms induce isomorphisms
ψd : A → A(d).
and a homomorphism
ψ : A →
∏
d odd
A(d) ⊆ A, ψ(A) = (ψd(A))d odd
We have
ψ(J∞) = J.
Now for A ∈ A, we have ψ(A)i,j = 0 unless there exists an odd number
d and k, ℓ ∈ N with (i, j) = (d2k−1, d2ℓ−1), in which case ψ(A)i,j = Ak,ℓ.
Let τ be the representation given by Theorem 5.1 and let τ(S) =
(sk,ℓ)k,ℓ∈N. By Theorem 5.1(a), sk,ℓ = 0 if k > ℓ + 1. This means
ψ(τ(S))i,j = 0 if i > 2j. By Theorem 5.1(d), there exists a con-
stant C such that |sk,ℓ| ≤ 2Cℓ, for all k and ℓ, which implies that
|ψ(τ(S))i,j| ≤ 2CjC , for all i and j. We conclude that ψ(τ(S)) ∈ DR0.
Since ψ(τ(T )) = J , it follows that ψ(τ(SL(2,Z))) ⊆ DR0. Finally, the
representation
ρ : SL(2,Z)→ A×, Y 7→ Z−1ψ(τ(Y ))Z
satisfies all of the conditions of Theorem 3.1. The proof of Theorem 3.1
is now complete. 
Remarks 6.1. By a closer examination of the proof we can strengthen
the conclusions of Theorem 3.1 in the following ways. First, we have
actually constructed the subgroup of DR×0 isomorphic to the direct
product of copies SL(2,Z) (indexed by the odd numbers) with the
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representation ρ conjugate to the diagonal embedding. Also part (d)
can be sharpened to state that for Y ∈ SL(2,Z) we have ρ(Y )i,j = 0
whenever i > 2j.
7. Extending representations to GL(2,Z)
Let
W =
(
0 1
1 0
)
.
We have
(30) W 2 = 1, WSW = S−1, WRW = R−1.
The relations (30) and (5) together form a set of defining relations for
GL(2,Z) = 〈SL(2,Z),W 〉.
In the following lemma the isomorphism γ is defined in (20) and the
matrices γ(S˜), and γ(R˜) are from (21).
Lemma 7.1. Let
W (t) =
1√
t2 + 4t+ 1
[ −t 2g(t) + 1
2g(t) + 1 t
]
.
Then W (t) is, up to a sign, the unique element of GL(2,C[[t]]) such
that
(i) W (t)2 = 1.
(ii) W (t)γ(S˜)W (t) = γ(S˜)−1
(iii) W (t)γ(R˜)W (t) = γ(R˜)−1
(iv) W (0) = W .
Proof. The proof is straightforward, by matrix calculations inM2(C[[t]]),
using the relation (17). 
Lemma 7.2. For i,j ∈ {1, 2}, let wi,j(t) =
∑∞
n=0 rnt
n. Then there
exists a constant C, such that |rn| ≤ 2Cn.
Proof. We consider those power series
∑∞
n=0 snt
n with real coefficients
for which there exists a constant D, which may depend on the series,
such that |sn| ≤ 2Dn. We observe that the product of two such series
has the same property. Since g(t) has this property and since t2+4t+
1 = (t+ (2+
√
3))(t+ (2−√3)), we are reduced to proving the bound
for the Taylor series, centered at 0, of f(t) = (t + a)−
1
2 , where a > 0.
We have
f (n)(t) = (−1)n1 · 3 · 5 · · · (2n− 1)
2n
(t + a)−
(2n+1)
2 ,
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Hence, ∣∣∣∣f (n)(0)n!
∣∣∣∣ = 122n
(
2n
n
)
a−
(2n+1)
2 ≤ 1√
a
(
1
a
)n.

Proposition 7.3. The representation ρ : SL(2,Z) → DR×0 can be
extended to GL(2,Z).
Proof. Set W˜ = γ−1(W (t)). Then by Lemma 7.1, the group gener-
ated by S˜, R˜ and W˜ is isomorphic to GL(2,Z) and we can extend
the representation τ1 from SL(2,Z) to GL(2,Z) by setting τ1(W ) =
W˜ . Hence we can also extend the representations τ and ρ by setting
τ(W ) = Pτ1(W )P
−1 and ρ(W ) = Z−1ψ(τ(W ))Z. Then Lemma 7.2
and Lemma 5.3 imply that ρ(GL(2,Z)) ⊆ DR0. 
Remark 7.4. Note that τ1(W ), τ(W ) and ρ(W ) are not integral matri-
ces.
8. Uniqueness of M∞
Let S and T be the generators of G = SL(2,Z) as given in (4). Let
V denote the standard 2-dimensional CG-module.
We shall call a CG-module T -indecomposable module if T acts in-
decomposably and unipotently on every T -invariant subspace. One
example is the CG-module, which we shall denote by M∞, defined by
the representation τ of Theorem 5.1.
Theorem 8.1. M∞ is the unique T -indecomposable CG-module which
has an ascending filtration {Mn}n∈N in which every quotient Mn/Mn−1
is isomorphic to V .
Some lemmas are needed for the proof of Theorem 8.1.
Lemma 8.2. Ext1
CG(V, V )
∼= C.
Proof. Suppose we have a module extension M of V by itself and let
µ : G → GL(M) denote the representation. Since the cyclic group
〈ST 〉 of order 6 acts semisimply, we may choose a basis of M such that
µ(ST ) =
[
ST 0
0 ST
]
and µ(S) =
[
S z(S)
0 S
]
,
for some 2×2 matrix z(S). Since µ(S)2 = −I, we have z(S)S+Sz(S) =
0, so
z(S) =
[
a b
b −a
]
for some a, b ∈ C.
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By a further change of basis we can reduce to
µ(S) =

0 −1 a 0
1 0 0 −a
0 0 0 −1
0 0 1 0
 ,
while leaving µ(ST ) unchanged. Thus, dimExt1
CG(V, V ) ≤ 1. Lastly,
if a 6= 0 then µ(T ) = −µ(S)µ(ST ) acts indecomposably. 
Lemma 8.3. For each natural number n there is, up to isomorphism,
a unique T -indecomposable CG-module M(n) of length n and having
all composition factors isomorphic to V .
Proof. We already have existence of such a module, as a submodule of
M∞. We prove by induction that Ext
1
CG(V,M(k))
∼= Q. The case k = 1
is Lemma 8.2. We apply HomCG(V,−) to the short exact sequence
0→M(k − 1)→M(k)→ V → 0.
The long exact sequence of cohomology is:
0→HomCG(V,M(k − 1))→ HomCG(V,M(k))→ HomCG(V, V )
→Ext1
CG(V,M(k − 1))→ Ext1CG(V,M(k))→ Ext1CG(V, V )→
The desired conclusion follows by induction and Lemma 8.2. 
Lemma 8.4. Let M , M ′ be isomorphic to M(n) and let N , N ′ be their
maximal CG-submodules. Then any CG-isomorphism from N to N ′
can be extended to an isomorphism from M to M ′.
Proof. We argue by induction on n, the case n = 1 being trivial. We
assume n > 1. By Lemma 8.3, N ′ has, for each k ≤ n − 1, a unique
submodule N ′(k) ∼= M(k) of length k and these are all the submod-
ules of N ′. Let ψ : N → N ′ be a given isomorphism. Choose any
isomorphism φ : M → M ′. Replacing φ by a scalar multiple, we
can assume that α := φ|N − ψ ∈ HomCG(N,N ′) is not an isomor-
phism, so it has a nonzero kernel K. Hence α induces an isomorphism
N/K → N ′(k) for some k < n − 1. By induction, this isomorphism
may be extended to an isomorphism β : M/K → N ′(k + 1). The in-
duced map β : M → N ′(k + 1) is an extension of α. Thus, ψ extends
to φ− β, which is an isomorphism, since N ′(k + 1) ( M ′. 
Proof of Theorem 8.1. Let M∞ and M ′∞ be modules satisfying the
conditions of Theorem 8.1. Then the submodules Mn and M
′
n in their
respective filtrations are isomorphic with M(n). By Lemma 8.4 we can
define isomorphisms φn : Mn →M ′n recursively for n ∈ N, so that φn+1
extends φn. We can therefore define φ : M∞ → M ′∞ as follows. Each
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m ∈M∞. belongs toMn for some n. By the extension property, φn(m)
does not depend on n, so we can define a map φ by φ(m) = φn(m),
which is easily seen to be an isomorphism. 
9. Dirichlet series in the SL(2,Z)-orbit of ζ(s)
We may identify DS with D{s} and consider the action of SL(2,Z)
on analytic Dirichlet series via ρ. We denote the Dirichlet series with
one term 1−s simply by 1. We have 1.ρ(T ) = ζ(s). We set ϕ(s) :=
1.ρ(−S) and write
ϕ(s) :=
∞∑
n=1
ann
−s,
where an = ρ(−S)1,n. We denote the abscissae of conditional and
absolute convergence of ϕ(s) by σc and σa, respectively.
Let C(ζ(s), ϕ(s)) be the subfield of the field of meromorphic func-
tions of the half-plane Re(s) > max(1, σc) generated by the functions
ζ(s) and ϕ(s). It will be shown below that the Dirichlet series in the
orbit 1.ρ(SL(2,Z)) all converge in this half-plane and that the ana-
lytic functions they define belong to C(ζ(s), ϕ(s)). Let ZG denote the
integral group ring. The representation ρ extends uniquely to a ring
homomorphism from ZG to A, which we will denote by ρ also. The
kernel of this homomorphism contains the 2-sided ideal Q generated
by the elements S + S−1 and R+R−1− 1. Since R = ST , we have the
relation
TS = 1 + ST−1
in ZG/Q. It follows that ZG/Q and hence ρ(ZG) is generated as an
abelian group by the images of the elements Tm and STm, m ∈ Z.
Theorem 9.1. The Dirichlet series in the common SL(2,Z)-orbit of
1, ζ(s) and ϕ(s) all converge for Re(s) > max(1, σc), and belong to the
additive subgroup of C(ζ(s), ϕ(s)) generated by the elements ζ(s)m and
ϕ(s)ζ(s)m, m ∈ Z.
Proof. We first note that ζ(s) has no zeros in the half-plane Re(s) >
max(1, σc) and that
1
ζ(s)
=
∑∞
n=1 µ(n)n
−s, converges absolutely there.
Here, µ(n) is the Mo¨bius function. In this half-plane we have 1.ρ(Tm) =
1.Dm = ζ(s)m and 1.ρ(STm) = 1.ρ(S)ρ(Tm) = −ϕ(s)ζ(s)m, for every
m ∈ Z. The theorem now follows from the discussion preceding it. 
10. The cubic equation relating ζ(s) and ϕ(s)
Let N0 = N ∪ {0} be the set of nonnegative integers.
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Lemma 10.1. We have
an = ρ(−S)1,n = α1(n) +
∑
ℓ≥4
(−1)ℓαℓ−1(n)
⌊ ℓ
2
⌋∑
k=2
bk
(
ℓ− k − 2
k − 2
)
.
(See Section 4 and formula (16) for the definitions of αk(n) and bk.)
Proof. This is computed directly from the general formula for ρ:
ρ(−S) = Z−1ψ(Pτ1(−S)P−1)Z.
We recall the following information.
(a) The matrix τ1(−S) is the block-diagonal matrix with the 2× 2
block−S = ( 0 1−1 0 ) repeated along the main diagonal. (Lemma 5.2)
(b) The first rows of Z−1 and P are equal to the first row of the
identity matrix. ( Lemma 4.5 and Section 5.1.)
(c) For A = (ai,j)i,j∈N, we have ψ(A)i,j = 0 unless there exist k,
ℓ ∈ N and an odd number d such that (i, j) = (2k−1d, 2ℓ−1d),
in which case ψ(A)i,j = ak,ℓ.(Section 6.)
(d) From formula (29) the entries in the second row of P−1 = (qk,ℓ)
are given by q2,1 = 0, q2,2 = 1 and, for ℓ ≥ 3,
(31) q2,ℓ = (−1)ℓ
⌊ ℓ
2
⌋∑
k=2
bk
(
ℓ− k − 2
k − 2
)
.
(e) The entries of the matrix Z = (α(i, j))i,j∈N satisfy the equation
α(2r, j) = αr(j), for r ∈ N. (Lemma 4.5.)
By (b), the first row of ρ(−S) is obtained by multiplying the first row
of ψ(Pτ1(−S)P−1) with Z. By (c), the only nonzero entries in the
first row of ψ(Pτ1(−S)P−1) are the entries ψ(Pτ1(−S)P−1)1,2ℓ−1 =
(Pτ1(−S)P−1)1,ℓ, for ℓ ∈ N. Then by (b) and (a),
(32) (Pτ1(−S)P−1)1,ℓ = (τ1(−S)P−1)1,ℓ = q2,ℓ.
Hence, by (e) and (d),
(33)
an =
∑
ℓ∈N
q2,ℓα(2
ℓ−1, n)
= α1(n) +
∑
ℓ≥3
q2,ℓαℓ−1(n),
and the lemma follows since q2,3 = 0, by (d). 
Let Ω = {p1, . . . , pr} be a finite set primes and let t1,. . . , tr be
indeterminates. We will be interested in the formal power series
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FΩ =
∑
(n1,...,nr)∈Nr0
ap1n1p2n2 ···prnr t
n1
1 · · · tnrr .
Let
y =
1
(1− t1)(1− t2) · · · (1− tr)−1 =
∑
(n1,...,nr)∈Nr0
α1(p
n1
1 · · ·pnrr )tn11 · · · tnrr .
Then for ℓ ≥ 1
yℓ =
∑
(n1,...,nr)∈Nr0
αℓ(p
n1
1 · · · pnrr )tn11 · · · tnrr .
Then we have
(34)
−y
1 + y
=
∑
ℓ∈N
(−1)ℓyℓ
=
∑
(n1,...,nr)∈Nr0
[
∑
ℓ∈N
(−1)ℓαℓ(pn11 · · · pnrr )]tn11 · · · tnrr .
Set
fΩ =
∑
(n1,...,nr)∈N0
∑
ℓ∈N
(−1)ℓαℓ−1(p1n1p2n2 · · · prnr)
⌊ ℓ
2
⌋∑
k=2
bk
(
ℓ− k − 2
k − 2
)
tn11 · · · tnrr
=
∑
ℓ∈N
⌊ ℓ
2
⌋∑
k=2
bk(−1)ℓ
(
ℓ− k − 2
k − 2
)
yℓ−1
=
∑
k≥2
[
∑
ℓ≥2k
(−1)ℓ
(
ℓ− k − 2
k − 2
)
yℓ−1]bk.
By Lemma 10.1,
FΩ = y + fΩ.
For k ≥ 2 we set
Ck =
∑
ℓ≥2k
(−1)ℓ
(
ℓ− k − 2
k − 2
)
yℓ−1
so that
fΩ =
∑
k≥2
bkCk.
Next we consider, for k ∈ N \ {1}, the generalized binomial coeffi-
cients
pk(x) =
(x− k − 2)(x− k − 3) · · · (x− 2k + 1)
(k − 2)!
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as polynomials in x of degree k − 2. Note that pk(ℓ) =
(
ℓ−k−2
k−2
)
for ℓ
an integer ≥ 2k but, for example, when ℓ− k− 2 is a negative integer,
the value pk(ℓ) may be nonzero, whereas our convention concerning
binomial coefficients would say that
(
ℓ−k−2
k−2
)
= 0. In order to find C2
and C3, we shall evaluate
Ĉk =
∑
ℓ∈N
(−1)ℓpk(ℓ)yℓ.
For k = 2, we have p2(ℓ) = 1, so Ĉ2 =
−y
1+y
by (34). Hence
(35) C2 =
−1
1 + y
−
3∑
ℓ=1
(−1)ℓyℓ−1 = −1
1 + y
+ 1− y + y2 = y
3
1 + y
.
For k = 3, we have p3(ℓ) = ℓ− 5, so
(36)
Ĉ3 =
∑
ℓ∈N
(−1)ℓℓyℓ − 5
∑
ℓ∈N
(−1)ℓyℓ
= (
−y
1 + y
+
y2
(1 + y)2
) + 5
y
1 + y
=
4y
1 + y
+
y2
(1 + y)2
,
where the second equality is obtained by applying the operator y d
dy
to
the first and second members of (34). Therefore,
(37)
C3 =
4
1 + y
+
y
(1 + y)2
− [(−1)p3(1) + p3(2)y − p3(3)y2 + p3(4)y3]
=
4
1 + y
+
y
(1 + y)2
− 4 + 3y − 2y2 + y3
=
y5
(1 + y)2
.
Suppose k ≥ 3. We have
Ck = y
2k−1 +
∑
ℓ≥2k+1
(−1)ℓ
(
ℓ− k − 2
k − 2
)
yℓ−1
= y2k−1 +
∑
ℓ≥2k+1
(−1)ℓ
(
ℓ− 1− k − 2
k − 2
)
yℓ−1 +
∑
ℓ≥2k+1
(−1)ℓ
(
ℓ− 1− k − 2
k − 3
)
yℓ−1.
Set
A =
∑
ℓ≥2k+1
(−1)ℓ
(
ℓ− 1− k − 2
k − 2
)
yℓ−1, B =
∑
ℓ≥2k+1
(−1)ℓ
(
ℓ− 1− k − 2
k − 3
)
yℓ−1.
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In A, set ℓ′ = ℓ− 1 and in B, set k′ = k − 1. Then
A = −yCk, B = y2Ck−1 − y2k−1
Thus,
Ck = y
2k−1+A+B = y2k−1− yCk+ y2Ck−1− y2k−1 = −yCk+ y2Ck−1.
Therefore,
Ck =
y2
1 + y
Ck−1, with C2 =
y3
1 + y
so
Ck =
y2k−1
(1 + y)k−1
.
Hence
CkCk′
Ck+k′
=
y2(k+k
′)−2
(1 + y)k+k′−2
.
(1 + y)k+k
′−1
y2(k+k′)−1
=
1 + y
y
.
f 2Ω = (
∑
k≥2
bkCk)
2 =
∑
k,k′≥2
bkbk′Ck+k′
(1 + y)
y
Then, from the definition (16) of the bk,
y
1 + y
f 2Ω =
∑
K≥4
(
K−2∑
k=2
bkbK−k)CK
=
∑
K≥4
(−bK − 2bK−1)CK
= −
∑
K≥2
bKCK + b2C2 + b3C3 − 2 y
2
1 + y
∑
L≥3
bLCL
= −fΩ − C2 + 2C3 − 2y
2
1 + y
fΩ − 2y
2
1 + y
C2
= −(1 + 2y
2
1 + y
)fΩ − y
3
1 + y
+
2y5
(1 + y)2
− 2y
2
1 + y
.
y3
1 + y
.
Therefore, we have
(38) yf 2Ω + (1 + y + 2y
2)fΩ + y
3 = 0.
Since FΩ = fΩ + y, this yields
(39) yF 2Ω + (1 + y)FΩ − y(1 + y) = 0.
Set
(40) P (z, w) = zw2 + (1 + z)w − z(1 + z)
The discriminant ∆(z) is equal to (1 + z)2 + 4z2(1 + z). Set c =
min{|e| | e ∈ C and ∆(e) = 0}. Then there is a formal power series
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u =
∑∞
n=0 γnz
n such that P (z, u) = 0 and u defines an analytic function
in {z ∈ C | |z| < c}. Now the roots of ∆(z) are −1 and e,e = −1±
√−15
8
.
Since |e| = 1
2
, it follows that u converges for |z| < 1
2
. Applied to (39),
we see that if ti take complex values with |
∏r
i=1
1
1−ti−1| < 12 , the power
series FΩ converges. In particular for s ∈ C with sufficiently large real
part, we have convergence when we set the ti = p
−s
i . If we denote by
NΩ the set of natural numbers for which every prime factor belongs to
Ω, and define
(41) ϕΩ(s) =
∑
n∈NΩ
ann
−s, and ζΩ(s) =
∑
n∈NΩ
n−s,
we obtain the equation
(42) (ζΩ(s)− 1)ϕΩ(s)2 + ζΩ(s)ϕΩ(s)− ζΩ(s)(ζΩ(s)− 1) = 0.
Initially, we know that this equation holds for s with sufficiently large
real part. The Dirichlet series ζΩ(s) and ϕΩ(s) converge absolutely in
the half-plane Re(s) > max(1, σa), where both ζ(s) and ϕ(s) converge
absolutely. It is then a general property of Dirichlet series that they
converge uniformly on compact subsets of this half-plane, defining an-
alytic functions there. Then, by the principle of analytic continuation,
the equation (42) holds in this half-plane. If we take Ω to be the set
of the first r primes and allow r to increase, the resulting sequences
of analytic functions ζΩ(s) and ϕΩ(s) defined in the above half-plane
converge to ζ(s) and ϕ(s), respectively.
Theorem 10.2. In the half plane Re(s) > max(1, σc), we have
(43) (ζ(s)− 1)ϕ(s)2 + ζ(s)ϕ(s)− ζ(s)(ζ(s)− 1) = 0.
Proof. The validity of this algebraic relation for Re(s) > max(1, σa) is
immediate from the foregoing discussion. Since ζ(s) and ϕ(s) repre-
sent analytic functions throughout the half-plane Re(s) > max(1, σc)
the relation is valid on this larger region, by the principle of analytic
continuation. 
Remark 10.3. Since φ(s) defines an analytic function in Re(s) > σc, it
follows that ζ(s)− 1 cannot be equal to any root of ∆(z) for s in this
half-plane. By Theorem 11.6 (C) of [3], ζ(s) takes on every nonzero
value in Re(s) > 1. Therefore, σc > 1. A sharper bound follows from
[4], which proves the existence of a constant C ≈ 1.764 such that the
closure M(σ) of the set of values of − log ζ(σ+ it) , t ∈ R, is bounded
by a convex curve when σ < C, and a ring-shaped domain between
two convex curves when σ > C. From this it follows by computation
that ζ(s) = 7±
√−15
8
for some s with Re(s) arbitrarily close to 1.8, so
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σc ≥ 1.8. We also know from the results of [3], p.300, that ζ(s) never
takes the value −7±
√−15
8
when Re(s) > 1.92.
Remark 10.4. A slight modification of the discussion above shows that
(42) holds for an arbitrary set Ω of primes, again for Re(s) > σa.
The function ζ(s) can be extended to a meromorphic function in
the whole complex plane, whose only singularity is a simple pole at
s = 1. Then equation (43) defines analytic continuations of ϕ(s) along
arcs in the plane which do not pass through s = 1 or the branch
points {s | ζ(s) = 0 or 7±
√−15
8
}, with the exception that one of the two
branches at each point s with ζ(s) = 1 has a simple pole there. By [4],
we know that there is a constant C ≈ 1.764 such that ζ(s) 6= 1 for all
s with Re(s) > C.
10.1. Some generalizations. In the discussion following (40), we could
equally well have substituted ti = M(pi)p
−s
i , where M is any bounded,
completely multiplicative complex function of the natural numbers,
such as a Dirichlet character. In that case, if we set
(44) ζM(s) =
∞∑
n=1
M(n)n−s, ϕM(s) =
∞∑
n=1
anM(n)n
−s,
the same reasoning shows that ζM(s) and ϕM(s) are related by (43),
just as ζ(s) and ϕ(s) are, in a suitable half-plane.
We can also extend our discussion to number fields. For this purpose,
a necessary remark is that, by Lemma 10.1, the coefficient an in ϕ(s)
depends only on the partition λ : e1 ≥ e2 ≥ · · · er ≥ 1 defined by the
exponents ei which occur in the prime factorization of n, in that if n
and n′ define the same partition then an = an′. We write aλ for this
common value.
Let K be a number field. The factorization of an ideal g of its ring
of integers o into prime ideals determines a partition λ, so we may we
set ag = aλ. With these notations, our previous discussion up to (40)
remains valid if the set Ω is taken to be a finite set {P1,P2, . . . ,Pr} of
prime ideals in o, instead of rational primes. Then, in the paragraph
following (40), if we substitute ti = N(Pi)
−s, we deduce, as before,
that the Dedekind zeta function of K,
(45) ζK(s) =
∑
g
N(g)−s
is related to the Dirichlet series
(46) ϕK(s) =
∑
g
agN(g)
−s
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by the cubic relation (43), in the appropriate half-plane.
11. A functional equation for ϕ(s)
The classical functional equation for ζ(s) can be written as
(47) ζ(1− s) = a(s)ζ(s),
where a(s) = Γ(s/2)π
−s/2
Γ((1−s)/2)π−(1−s)/2 .
If we apply this to (43) with s replaced by (1 − s) and then elimi-
nate ζ(s) from the resulting equation, using (43), a functional equation
relating ϕ(s) and ϕ(1− s) is obtained. Let
(48) G(a, x, y) = a4x4 − a3x2(x2 + x+ 1)(y2 + y + 1)
+ a2[x2(y2 + y + 1)2 + y2(x2 + x+ 1)2 − 2x2y2]
− ay2(x2 + x+ 1)(y2 + y + 1) + y4.
Then G(a, x, y) is irreducible in C[a, x, y] and G(a(s), ϕ(s), ϕ(1−s)) =
0.
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