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EXTENSION D’UNE CLASSE D’UNICITE´ POUR LES E´QUATIONS DE
NAVIER-STOKES
RAMZI MAY
Re´sume´: Re´cemment, Q. Chen, C. Miao et Z. Zhang [5] ont montre´ l’unicite´ des solutions
faibles de Leray dans l’espace L
2
1+r ([0, T ], Br,∞∞ (R3)) avec r ∈] − 12 , 1]. Nous proposons dans le
pre´sent travail d’e´tendre ce crite`re d’unicite´ au cas r ∈]− 1,−12 ].
Abstract: Recently, Q. Chen, C. Miao et Z. Zhang [5] have proved that weak Leray solutions
of the Navier-Stokes are unique in the classe L
2
1+r ([0, T ], Br,∞∞ (R3)) with r ∈] − 12 , 1]. In this
paper, we establish that this criterion remains true for r ∈]− 1,−12 ].
1. Introduction et e´nonce´ des re´sultats
On conside`re les e´quations de Navier-Stokes pour un fluide incompressible e´voluant dans
l’espace entier Rd, d ≥ 2,
(NS)


∂tu−∆u+∇(u⊗ u) +−→∇p = 0−→∇ · u = 0
u(0, .) = u0(.)
ou` u0 est la vitesse initiale des particules du fluide, u = u(t, x) de´signe la vitesse d’une particule
situe´e au point x ∈ Rd a` l’instant t ≥ 0, p = p(t, x) est la pression au point x ∈ Rd a` l’instant
t ≥ 0, −→∇ est l’ope´rateur gradient, −→∇· est l’ope´rateur divergence et ∇(u ⊗ u) est la fonction
vectorielle de´finie par: ∇(u⊗ u) = (w1, · · · , wd) et
wi ≡
d∑
k=1
∂
∂xk
(ukui) =
−→∇ · (uiu) .
Rappelons maintenant la notion des solutions faibles des e´quations de Navier-Stokes que nous
adoptons dans notre travail.
De´finition 1. Soient T ∈]0,+∞] et u0 = (u01, · · · , u0d) une distribution tempe´re´e a` divergence
nulle. Une solution faible sur ]0, T [ des e´quations (NS) est une fonction mesurable u : QT ≡
]0, T [× Rd → Rd qui ve´rifie les proprie´te´s suivantes:
(1) u ∈ L2loc(QT ) ou` QT ≡ [0, T [× Rd.
(2) u ∈ C([0, T [, S′(Rd)).
(3) u(0) = u0.
(4) ∀t ∈ [0, T [, −→∇ · u(t) = 0 dans S′(Rd).
(5) ∃p ∈ D′(QT ) tel que ∂tu−∆u+∇(u⊗ u) +−→∇p = 0 dans D′(QT ).
Date: 9 avril 2009.
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En 1934, J. Leray [16] a montre´ que, pour toute donne´e initiale u0 appartenant a` L
2
(
Rd
)
et
de divergence nulle, les e´quations de Navier-Stokes admettent au moins une solution u faible et
globale en temps qui appartient, pour tout T > 0, a` l’espace d’e´nergie LT de´fini par:
LT ≡ L∞([0, T ], L2
(
R
d
)
) ∩ L2([0, T ],H1
(
R
d
)
).
Ceci nous ame`ne a` introduire la notion suivante de solutions faibles de Leary.
De´finition 2. Soient T > 0 et u0 ∈ L2
(
Rd
)
telle que
−→∇ · u0 = 0. On appele une solution
faible de Leray sur ]0, T [ des e´qutaions (NS) toute solution faible sur ]0, T [ des e´quations (NS)
appartenant a` l’espace LT .
Naturellement se pose la question de l’unicite´ des solutions faibles de Leray. Dans le cas ou` la
dimension de l’espace Rd est e´gale a` 2, Il est bien connu que ces solutions sont uniques (voir par
exemple [21]). Dans le cas ou` la dimension de Rd est supe´rieure a` 3, la question reste d’une tre´s
grande actualite´. On dispose seulement des re´ponses partielles. En effet, l’unicite´ est obtenue
sous des hypothe`ses supple´mentaires sur la re´gularite´ des solutions. A titre d’exemples, nous
citons les traveaux de J. Serrin [20], de W. Von Wahl [23], de J-Y. Chemin [3] et de I. Gallagher
et F. Plonchon [9]. Dans cette direction, Q. Chen, C. Miao et Z. Zhang [5] viennent de montrer
le re´sultat d’unicite´ suivant.
The´ore`me 1 (voir The´ore`me 1.4 de [5]). Soient T > 0 et u0 ∈ L2
(
Rd
)
telle que
−→∇ · u0 = 0.
Soient u1 et u2 deux solutions faibles de Leray sur ]0, T [ des e´quations (NS). On suppose que
u1 ∈ L
2
1−r1 ([0, T ], B−r1,∞∞ (R
3)) et u2 ∈ L
2
1−r2 ([0, T ], B−r2,∞∞ (R
3))
ou` r1, r2 ∈ [0, 1[ tels que r1 + r2 < 1. Alors u1 = u2 sur l’intervalle [0, T ].
Il en re´sulte en particulier que les espaces L
2
1−r ([0, T ], B−r,∞∞ (R3)) avec r ∈ [0, 12 [ forment une
classe d’unicite´ pour les solutions faibles de Leray. Dans le pre´sent travail, nous nous proposons
d’e´tendre ce crite`re d’unicite´ aux valeurs r ∈ [12 , 1]. Ce qui re´pond positivement a` la question
pose´e dans la Remarque 1.7 de [5].
Avant d’e´noncer nos re´sultats, nous introduisons la notation suivante:
Notation 1. Soient T > 0 et r ∈]0, 1]. On pose
Pr,T = L
2
1−r ([0, T ], B−r,∞∞ (R
d)) si r 6= 1
Pr,T = C([0, T ], B−1,∞∞ (Rd)) si r = 1.
The´ore`me 2. On suppose ici que d ≤ 4. Soient T > 0 et u0 ∈ L2
(
Rd
)
telle que
−→∇ · u0 = 0.
Soient u1 et u2 deux solutions faibles de Leray sur ]0, T [ des e´quations (NS). On suppose qu’il
existe r1, r2 ∈]0, 1] tels que u1 ∈ Pr1,T et u2 ∈ Pr2,T . Alors u1 = u2 sur l’intervalle [0, T ].
Graˆce aux ine´galite´s de Sobolev pre´cise´es de Ge´rard-Meyer et Oru [10], ce the´ore`me va eˆtre
une conse´quence du re´sultat d’unicite´ plus ge´ne´ral suivant.
The´ore`me 3. Soient T > 0, (r1, r2) ∈]0, 1]2 et (pi, qi)i=1,2 deux couples de re´els tels que, pour
tout i, qi ≥ d et pi ≥ 41+ri si ri 6= 1 et pi > 2 si ri = 1. Soient u1 et u2 deux solutions faibles sur
]0, T [ des e´quations (NS) associe´es a` la meˆme donne´e initiale u0 telles que
u1 ∈ Lp1([0, T ], Lq1(Rd)) ∩ Pr1,T et u2 ∈ Lp2([0, T ], Lq2(Rd)) ∩ Pr2,T .
Alors u1 = u2 sur l’intervalle [0, T ].
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La de´monstration de ce the´ore`me repose essentiellement sur le re´sultat de re´gularite´ suivant.
The´ore`me 4. Soient T > 0, r ∈]0, 1] et q ≥ d des re´els et soit p un re´el supe´rieur a` 41+r si
r 6= 1 et strictement supe´rieur a` 2 si r = 1. Si u ∈ Lp([0, T ], Lq(Rd)) ∩ Pr,T est une solution
faible sur ]0, T [des e´quations (NS), alors
√
tu ∈ L∞([0, T ], L∞(Rd)) et √t ‖u(t)‖∞ tend vers 0
lorsque t→ 0.
Remarque 1. Ce the´ore`me implique, en particulier, que toute solution u des e´quations de
Navier-Stokes appartenant a` l’espace Lp([0, T ], Lq(Rd))∩Pr,T est, en effet, une solution classique
des e´quations (NS) sur le cylindre QT ≡]0, T ] × Rd i.e u ∈ C∞(QT ) (voir la de´monstration de
ce the´ore`me dans la dernie`re section de cet article).
Remarque 2. Dans le cas ou` r = 1, le the´ore`me 4 a e´te´ re´cemment de´montre´ par P.G. Lemarie´-
Rieusset [13] lorsque q > d puis par l’auteur de cet article [18] dans le cas limite q = d. Ainsi,
on se limitera, dans la suite de ce travail, a` de´montrer ce the´ore`me dans le cas r ∈]0, 1[. Nous
signalons que la de´monstration du the´ore´me dans ce cas utilse des techniques diffe´rentes de celles
utilise´es dans [13] et dans [18] pour montrer le the´ore`me dans le cas limite r = 1.
Cet article s’organise comme suit: dans la section suivante, nous rappelons en premier lieu
la notion des solutions mild des e´quations de Navier-Stokes introduite dans [7], puis nous intro-
duisons les espaces de Besov et les espaces de Chemin-Lerner et nous citons quelques proprie´te´s
de ces espaces dont on fait usage. Dans la troisie`me section, nous montrons comment le the´ore`me
principal 4 implique le the´ore`me 3 puis le the´ore`me 2. La dernie`re section est consacre´e a` la
preuve du the´ore`me 4 dans le cas ou` r ∈]0, 1[.
2. Pre´liminaires
2.1. Notations.
(1) Tous les espaces fonctionels utilise´s dans ce travail sont de´finis sur l’espace entier Rd.
Ainsi, pour alle´ger l’e´criture, nous e´crivons par exemple Lqx,Hs et B
s,q
p pour de´signer
respectivement les espaces Lq
(
Rd
)
,Hs
(
Rd
)
et Bs,qp
(
Rd
)
.
(2) Si X est un espace vectoriel et n ∈ N∗, on e´crit souvent (f1, · · · , fn) ∈ X a` la place de
(f1, · · · , fn) ∈ Xn.
(3) Si X est un espace de Banach, T est un re´el positif et p ∈ [1,+∞], on notera par LpT (X)
et LpTX l’espace L
p([0, T ],X).
(4) Soit p un re´el supe´rieur a` 1. On de´signe par Ep l’espace de fonctions f ∈ Lploc(Rd) telles
que:
‖f‖
Ep
≡ sup
x0∈Rd
∥∥1B(x0,1)f∥∥p <∞ et lim‖x0‖→∞
∥∥1B(x0,1)f∥∥p = 0.
(5) Si A et B sont des fonctions re´elles, on e´crit A . B lorsque A ≤ CB ou` C une constante
strictement positive inde´pendante des parame`tres qui de´finissent A et B.
2.2. Solutions mild des e´quations de Navier-Stokes. On de´signe par P le projecteur de
Leray sur l’espace des distributions a` divergence nulle. On rappelle que P =(Pij)1≤i,j≤d est
de´fini a` l’aide des transformations de Riesz (Ri)1≤i≤d par la relation:
Pij (f) = δijf −RiRj (f)
ou` δij est le symbole de Kronecker.
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Soit u0 = (u01, · · · , u0d) ∈ S′(Rd) une distribution a` divergence nulle. En appliquant formelle-
ment l’ope´rateur de Leray P aux e´quations (NS) on obtient le syste`me d’e´quations suivant:{
∂tu−∆u = −P∇(u⊗ u)
u(0, .) = u0(.).
Ensuite, en utilisant la formule de Duhamel, nous tronsformons formellement ces e´quations en
des e´quations inte´grales:
(NSI) u(t) = et∆u0 +B(u, u)(t)
ou`
(
et∆
)
t≥0 est le semi-groupe de la chaleur et B est l’application biline´aire de´finie par:
B(u, v)(t) = LOss(u⊗ v)(t)
LOss est l’ope´rateur line´aire de´fini par:
(2.1) LOss(f) = −
∫ t
0
e(t−s)∆P∇(f)ds
Dans la suite, on appellera LOss “l’ope´rateur inte´gral d’Oseen”.
Dans [7], J. Furioli, P.-G. Lemarie´-Rieusset et E. Terraneo ont montre´ que, dans la classe
des solutions L2loc([0, T [,E2), les e´quations (NS) et leur forme inte´grale (NSI) sont e´quivalentes.
Ce qui nous conduit a` introduire la notion suivante des solutions mild que nous adoptons dans
notre travail.
De´finition 3. Soient T > 0 et u0 ∈ S′
(
Rd
)
. Une solution mild des e´quations de Navier-
Stokes (NS) sur l’intervalle ]0, T [ est une fonction u ∈ L2los([0, T [,E2) solution dans D′(QT ) des
e´quations inte´grales (NSI) ou` QT =]0, T [×Rd.
Remarque 3. Il est bien connu (voir par exemple [7] et [12]) que toute solution mild u des
e´quations de Navier-Stokes sur ]0, T [ appartient a` l’espace C([0, T [, B−d−1,∞∞
(
Rd
)
) et que, pour
tout t ∈ [0, T [,
u(t) = et∆u0 +B(u, u)(t) dans B
−d−1,∞
∞
(
R
d
)
.
Remarque 4. Toutes les solutions des e´quations de Navier-Stokes que nous conside`rons dans
ce travail sont des solutions mild. Ainsi, dans la suite, e´tant donne´e u ∈ L2los([0, T [,E2), nous
e´crivons souvent u est une solution des e´quations (NS) pour signifier que u est une solution mild
sur ]0, T [des e´quations (NS).
Remarque 5. Soit u une solution mild sur ]0, T [ des e´quations (NS). En utilisant la proprie´te´
du semi-groupe de
(
et∆
)
t≥0, on ve´rifie aise´ment que pour tous t0 ≤ t ∈ [0, T [,
u(t) = e(t−t0)u(t0)−
∫ t
t0
e(t−s)∆P∇(u⊗ u)ds.
Ce qui implique que la fonction ut0 ≡ u(.+ t0) est une solution mild sur ]0, T − t0[ des e´quations
de Navier-Stokes associe´es a` la donne´e initiale u(t0).
Remarque 6. Dans la suite de notre travail, nous oublierons la condition de nullite´ du champs
de vecteur u qui n’aura aucun roˆle.
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2.3. Espaces de Besov et Espaces de Chemin-Lerner. Nous rappelons tout d’abord la
de´composition de Littlewood-Paley. Soit ϕ ∈ C∞c (Rd) e´gale a` 1 sur un voisinage de l’origine.
On conside`re ensuite la fonction ψ ∈ C∞c (Rd) de´finie par ψ(ξ) = ϕ( ξ2 ) − ϕ(ξ). Pour j ∈ N, on
de´signe par Sj et ∆j les multiplicateurs de Fourier de´finis pour f ∈ S′(Rd) et v ∈ S′(R × Rd)
par:
Sjf = F−1
(
ϕ(
ξ
2j
)F(f)
)
, ∆jf = F−1
(
ψ(
ξ
2j
)F(f)
)
Sjv = F−1x
(
ϕ(
ξ
2j
)Fx(v)
)
, ∆jv = F−1x
(
ψ(
ξ
2j
)Fx(v)
)
ou` F et F−1 sont la transformation de Fourier et son inverse de´finies sur S′(Rd) et Fx et F−1x sont
la transformation de Fourier et son inverse par rapport a` la variable x de´finies sur S′(R× Rd).
Notation 2. Dans la suite, on notera souvent l’ope´rateur S0 par ∆−1.
Nous pouvons maintenant rappeler la de´finition d’une classe des espaces de Besov.
De´finition 4. Soient s ∈ R et q ∈ [1,+∞]. L’espace de Besov Bs,∞q est l’espace de distributions
f ∈ S′(Rd) telles que
‖f‖Bs,∞q ≡ sup
j≥−1
2sj ‖∆jf‖q <∞.
On de´signe par B˜s,∞q l’adherence de S(Rd) dans Bs,∞q .
Nous rappelons aussi la de´finition d’une classe des espaces de Chemin-Lerner ([6], [3], [4]).
De´finition 5. Soient T > 0, s ∈ R et p, q ∈ [1,+∞]. L’espace de Chemin-Lerner L˜pTBs,∞q est
l’espace de distributions v ∈ S′(R ×Rd) telles que
‖v‖L˜pTBs,∞q ≡ supj≥−1
2sj ‖∆jv‖LpTLqx <∞.
On de´signe par L˜pTB
s,∞
q l’ensemble de distributions v ∈ L˜pTBs,∞q telles que:
‖v‖L˜pT1Bs,∞q → 0 lorsque T1 → 0.
La proposition suivante regroupe quelques proprie´te´s simples et utiles des espace de Besov et
de Chemin-Lerner.
Proposition 1. Soient T > 0, s ∈ R, (p, q) ∈ [1,+∞]2 et p1 ∈ [1,+∞[. Les assertions suivantes
sont vraies:
(1) LpTB
s,∞
q ⊂ L˜pTBs,∞q , L∞T Bs,∞q = L˜∞T Bs,∞q et Lp1T Bs,∞q ⊂ L˜p1T Bs,∞q .
(2) Les ope´rateurs Pij
∂
∂xk
envoient continuˆment Bs,∞q (respectivement LpTB
s,∞
q ) dans B
s−1,∞
q
(respectivement LpTB
s−1,∞
q ).
(3) [Injections de Bernstein] Pour tout m ∈ [q,∞], on a
Bs,∞q ⊂ B
s+d( 1
m
− 1
q
),∞
m et L˜
p
TB
s,∞
q ⊂ L˜pTB
s+d( 1
m
− 1
q
),∞
m
En plus, les normes des injections et des applications line´aires conside´re´es dans cette
proposition ne de´pendent pas de T .
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La de´monstration de cette proposition est tout a` fait classique.
Il est bien connu (voir par exemple [1], [12] et [22]) que le semi-groupe de la chaleur
(
et∆
)
t≥0
permet de caracte´riser les espaces de Besov. Nous rappelons dans la proposition suivante un cas
particulier de cette caracte´risation.
Proposition 2. Soient q ∈ [1,+∞] et s un re´el strictement positif. Alors, pour tout δ > 0, la
quantite´
sup
0<θ<δ
θ
s
2
∥∥∥eθ∆f∥∥∥
q
de´finit une norme sur B−s,∞q e´quivalente a` la norme originale.
Pour pouvoir e´tablir des estimations de produit de type ”estimations douces” dans les espaces
de Besov et les espaces de Chemin-Lerner, nous introduisons une version simplifie´e du parapro-
duit de Bony: Pour f et g dans S′(Rd) (ou dans S′(R × Rd)), on de´finit formellement Π1(f, g)
et Π2(f, g) par:
Π1(f, g) =
∑
j≥−1
Sj+1f∆jg et Π2(f, g) =
∑
j≥0
Sjf∆jg.
On obtient, au moins formellement, l’e´galite´ suivante: fg = Π1(f, g) + Π2(g, f). On appellera
dans la suite Π1 et Π2 les “ope´rateurs du paraproduit de Bony”.
La proposition suivante de´crit quelques proprie´te´s d’ope´rances de ces ope´rateurs sur les espaces
de Besov et les espaces de Chemin-Lerner.
Proposition 3 (Lois du praproduit de Bony). Soient T > 0, σ1 < σ2 deux re´els strictement
positifs et (p1, q1), (p2, q2) ∈ [1,+∞]2 tels que 1p ≡ 1p1 + 1p2 et 1q ≡ 1q1 + 1q2 soient infe´rieurs a` 1.
Alors on a les deux assertions suivantes:
(1) Les ope´rateurs du paraproduit de Bony Π1 et Π2 sont continus de B
−σ1,∞
q1 ×Bσ2,∞q2 dans
l’espace Bσ2−σ1,∞q .
(2) Les ope´rateurs du paraproduit de Bony Π1 et Π2 sont continus de L˜
p1
T B
−σ1,∞
q1 ×L˜p2T Bσ2,∞q2
dans l’espace L˜pTB
σ2−σ1,∞
q et de L
p1
T L
q1
x × L˜p2T Bσ2,∞q2 dans l’espace L˜pTBσ2,∞q . En plus,
leurs normes sont inde´pendantes de T.
La de´monstration de cette proposition est simple, voir par exemple [3] ou` des re´sulats similaires
sont prouve´s.
Nous e´tudions maintenant l’effet re´gularisant de l’e´quation de la chaleur sur les espaces de
Besov et les espaces de Chemin-Lerner.
La premie`re proposition concerne l’effet re´gularisant du semi-groupe de la chaleur (et∆)t≥0.
Proposition 4 (Effet re´gularisant du semi-groupe de la chaleur). Soient T > 0, (s, s1, s2) ∈ R3
et (p, q) ∈ [1,+∞]2. On a les assertions suivantes:
(1) Si s1 ≤ s2 alors la famille (t
s2−s1
2 et∆)0<t≤T est bornee´ dans L(Bs1,∞q , Bs2,∞q ).
(2) L’ope´reteur line´aire et∆ envoie continuˆment Bs,∞q dans L˜pTB
s+ 2
p
,∞
q . En plus, si p < ∞,
alors et∆ envoie continuˆment B˜s,∞q dans L˜pTB
s+ 2
p
,∞
q .
La seconde proposition concerne l’effet re´gularisant de l’ope´rateur inte´gral d’Oseen Loss de´fini
par (2.1).
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Proposition 5 (Effet re´gularisant de l’ope´rateur LOss). Soient T > 0, s ∈ R et (p1, p2, q) ∈
[1,+∞]3 tel que p1 ≤ p2. On pose s′ = s + 1 − 2( 1p1 − 1p2 ). Alors l’ope´rateur inte´gral d’Oseen
Loss envoie continuˆment L˜
p1
T B
s,∞
q dans L˜
p2
T B
s′,∞
q et sa norme est majore´e par C(1 + T ) ou` C
est une constante positive inde´pendante de T.
Pour la de´monstration de ces deux propositions, nous renvoyons le lecteur aux re´fe´rences [3]
et [6].
3. De´monstration des The´ore`mes 2 et 3.
Dans cette courte section, nous allons voir comment le The´ore`me 4 (qui sera de´montre´ dans
la section suivante) permet de montrer le The´ore`me 3, puis comment ce dernier implique a` son
tour le The´ore`me 2.
3.1. De´monstration du the´ore`me 3. On pose p = inf(p1, p2). D’apre`s le The´ore`me 4, on a
pour i = 1 ou 2,
ui ∈ LpT (Ed) ,
√
tui ∈ L∞T L∞x et lim
t→0
√
t ‖ui(t)‖∞ = 0
(voir la sous section 2.1, pour la de´finition de Ed). Ensuite, en remarquant que p > 2 et en
utilisant le fait que la multiplication par une fonction L∞(Rd) et la convolution avec une fonction
L1(Rd) sont continues sur l’espace Ed, on peut facilement adapter la de´monstration du Lemme
10 de [13] (voir aussi la de´monstration du Lemme 5.2 dans [18]) a` notre cas pour conclure que
u1 = u2 sur [0, T ]. 
3.2. De´monstration du the´ore`me 2. Soit i = 1 ou 2. Tout d’abord, les ine´galite´s classiques
d’interpolation dans les espaces de Lebesgue et dans les espaces de Sobolev impliquent que ui
appartient a` l’espace L
2
ri
T H
ri . Ainsi, en appliquant la version nonhomoge`nne des ine´galite´s de
Sobolev pre´cise´es dues a` P. Ge´rard, Y. Meyer et F. Oru [10] (voir aussi [13], pour une autre
de´monstration des ces ine´galite´s):
‖f‖q . (‖f‖Wα,p)1−
α
β
(
‖f‖
Bα−β,∞∞
)α
β
0 < α < β, 1 < p <∞, 1
q
= (1− α
β
)p,
avec α = ri, β = 2ri et p = 2, et en utilisant ensuite les ine´galite´s de Ho¨lder, on trouve que:
ui ∈ L4([0, T ], L4(Rd)).
Ce qui termine la preuve graˆce au the´ore`me 3. 
4. De´monstration du The´ore`me 4
Nous consacrons cette section a` la preuve du The´ore`me principal 4 dans le cas ou` r ∈]0, 1[
(voir la Remarque 2).
La de´monstration de ce the´ore`me ne´cessite que l’on e´tablisse auparavant quelques re´sultats
interme´diaires par ailleurs utiles en eux meˆmes.
La premie`re proposition est un re´sultat d’unicite´ locale sous une hypothe´se supple´mentaire
sur la re´gularite´ de la donne´e initiale.
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Proposition 6. Soient T > 0, r ∈]0, 1[, q ≥ d et p ≥ 41+r des re´els. Si la donne´e initiale
u0 ∈ Lq(Rd) et si u1, u2 ∈ L
2
1−r
T
(
B−r,∞∞
)
∩LpTLqx sont deux solutions mild sur ]0, T [ des e´quations
(NS), alors il existe δ ∈]0, T ] tel que u1 = u2 sur [0, δ].
Dans la seconde proposition, nous montrons un re´sultat de persistance de la re´gularite´ de la
donne´e initiale et un crite`re du controˆle d’explosion en temps fini des solutions re´gulie`res des
e´quations de Navier-Stokes.
Proposition 7. Soient q ≥ d un re´el et u0 ∈ Lq(Rd). Alors on a les assertions suivantes:
(1) Les e´quations de Navier-Stokes admettent une et une seule solution maximale u ∈
C([0, T ∗[, Lq(Rd)). En plus, pour tout σ > 0,
(4.1) u ∈ C∞(]0, T ∗[, B˜σ,∞∞ ).
(2) Si on suppose en plus que u0 ∈ B−r,∞∞ avec r ∈]0, 1[, alors la solution maximale u
appartient aussi a` l’espace L∞loc([0, T
∗[, B−r.,∞∞ ).
(3) Si le temps maximal d’existence T ∗ est fini, alors, pour tout r ∈]0, 1[, il existe une
constante εr,d > 0, qui ne de´pend que de r et d, telle que
(4.2) limt→T ∗(T
∗ − t) 1−r2 ‖u(t)‖B−r,∞∞ ≥ εr,d.
En particulier, ∫ T ∗
T ∗/2
(
‖u(t)‖B−r,∞∞
) 2
1−r
dt = +∞.
Remarque 7. L’estimation (4.2) ame´liore un re´sultat similaire duˆ a` Y. Giga [11] ou` la norme
dans l’espace de Besov B−r,∞∞ est remplace´e par la norme dans l’espace L
d
r (Rd).
La dernie`re proposition concerne le comportement au voisinage de l’instant initiale des solu-
tions re´gulie`res des e´quations de Navier-Stokes appartenant a` l’espace L
2
1−r
T B
−r,∞∞ .
Proposition 8. Soit r ∈]0, 1[, T > 0 et u ∈ C(]0, T ], B1,∞∞ ) ∩ L
2
1−r ([0, T ], B−r,∞∞ ) une solution
mild sur ]0, T [ des e´quations de Navier-Stokes. Alors
√
t ‖u(t)‖∞ → 0 lorsque t→ 0.
Admettons pour le moment ces propositions et voyons comment elles impliquent le the´ore`me
principal.
De´monstration du The´ore`me 4: On pose Ωq,r ≡ {t0 ∈]0, T [ tel que u(t0) ∈ Lq(Rd)∩B−r,∞∞ }.
Soit t0 un e´lement quelconque mais fixe de Ωr,q. La Proposition 7 nous apprend que les e´quations
de Navier-Stokes associe´es a` la donne´e initiale v0 ≡ u(t0) admettent une solution maximale
v qui appartient a` l’espace C([0, T ∗[, Lq)∩ L∞loc([0, T ∗[, B−r,∞∞ ) ou` T ∗ est son temps maximal
d’existence. La Remarque 5 et la Proposition 6 impliquent alors qu’il existe δ ∈]0, δ0[ tel que
v = u(.+ t0) sur [0, δ] ou` δ0 ≡ inf{T ∗, T − t0}. Ce qui justife la de´finition:
δ∗ ≡ sup{δ ∈]0, δ0[| v = u(.+ t0) sur [0, δ]}.
Supposons par l’absurde que δ∗ < δ0. En utilisant la continuite´ de v sur [0, δ0[ a` valeurs dans
Lq(Rd) et celle de u(.+t0) sur [0, δ0[ a` valeurs dans l’espace de Besov B
−1−d,∞∞ (voir la Remarque
3), on en de´duit alors que v(δ∗) = u(δ∗ + t0) ∈ Lq(Rd). Ainsi, en appliquant a` nouveau la
Proposition 6 aux e´quations de Navier Stokes associe´es a` la nouvelle donne´e initiale v(δ∗), on
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trouve qu’il existe δ′ > δ∗ tel que v = u(.+ t0) sur [0, δ′]. Ce qui contredit la de´finition de δ∗. On
conclut alors que v = u(.+ t0) sur [0, δ0[. Ce qui implique, vu l’hypothe`se sur la solution u, que
v ∈ L 21−r ([0, δ0[, B−r,∞∞ ). Par conse´quent, la troisie`me assertion de la Proposition 7, implique
que T ∗ > δ0. Il en re´sulte ainsi que u(.+t0) = v sur [0, T −t0]. Utilisons maintenant la re´gularite´
de la solution v, assure´e par la premie`re assertion de la Proposition 7, et la densite´ de Ωr,q dans
]0, T ], on conclut que la solution u appartient a` ∩σ>0C∞(]0, T ], B˜σ,∞∞ ). La Proposition 8 termine
alors la preuve. 
4.1. De´monstration de la Proposition 6. Pour de´montrer cette proposition, nous allons
suivre une approche inspire´e du travail [3] de J.-Y. Chemin. Nous de´composons la de´monstration
en deux e´tapes:
4.1.1. Premie`re e´tape. Soit u0 ∈ Lq(Rd) et soit u ∈ L
2
1−r
T
(
B−r,∞∞
)
∩ LpTLqx une solution des
e´quations de Navier-Stokes associe´es a` la donne´e initiale u0. On se propose de montrer qu’il
existe T0 ∈]0, T ] tel que u ∈ L˜
2
1+r
T0
(
B1+r,∞q
)
. Pour ce faire, les lemmes suivants nous seront fort
utiles.
Lemme 1. Soient δ ∈]0, T ], ρ ∈ [ 21+r ,∞[,m ∈ [1,+∞] et σ > r. Alors l’ope´rateur line´aire Lu
de´fini par:
(4.3) Lu(f) =
2∑
k=1
Loss (Πk(u, f))
est continu sur l’espace L˜ρδ (B
σ,∞
m ) et sa norme est majore´e par C ‖u‖
L
2
1−r
δ (B
−r,∞
∞ )
ou` C est une
constante inde´pendante de δ.
Lemme 2. On pose ω = B(u, u) et ω0 = Lu(e
t∆u0) ou` Lu est l’ope´rateur de´fini par (4.3). Alors
(1) ω ∈ L˜
p
2
T
(
B1,∞q/2
)
(2) ω0 ∈ L˜
2
1+r
T
(
B1+r,∞q
)
(3) ω0 ∈ L˜
p
2
T
(
B
1+ 2
p
,∞
q/2
)
.
Lemme 3. Soient X1 et X2 deux espaces de Banach et f une application de´finie sur X1 +X2.
Si les applications f : X1 → X1 et f : X2 → X2 sont contractantes et si z est un point fixe de f
dans X1 alors z ∈ X2.
Admettons un instant ces lemmes et montrons qu’il existe T0 ∈]0, T ] tel que u soit dans l’espace
L˜
2
1+r
T0
(
B1+r,∞q
)
. On pose ω = B(u, u) et ω0 = Lu(e
t∆u0). On conside`re la de´composition
suivante de ω :
ω = ω0 + Lu(ω) ≡ ̥u(ω).
Les lemmes 1 et 2 assurent que, pour T0 > 0 assez petit (de sorte que ‖u‖
L
2
1−r
T0
(B−r,∞∞ )
soit
infe´rieur a` une constante absolue ε de´pendant seulement de r, p, q), l’application affine ̥u est
contractante sur les espaces de Banach L˜
2
1+r
T0
(
B1+r,∞q
)
et L˜
p
2
T0
(
B1,∞q/2
)
(c’est ici qu’intervient
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l’hypothe`se p ≥ 41+r ). Or, d’apre`s le Lemme 2 et par construction de l’application ̥u, ω
est un point fixe de cette application dans l’espace L˜
2
1+r
T0
(
B1+r,∞q
)
. Alors, le Lemme 3 im-
plique ω ∈ L˜
2
1+r
T0
(
B1+r,∞q
)
. Ce qui nous permet de conclure puisque et∆u0 appartient aussi a`
L˜
2
1+r
T0
(
B1+r,∞q
)
(voir la de´monstration du Lemme 2). 
Montrons maintenant les lemmes 1,2 et 3.
De´monstration du lemme 1: Elle est une conse´quence imme´diate de l’injection continue de
L
2
1−r
T
(
B−r,∞∞
)
dans L˜
2
1−r
T
(
B−r,∞∞
)
, des lois du paraproduit de Bony dans les espaces de Chemin-
Lerner (Proposition 3) et de l’effet re´gularisant de l’ope´rateur inte´gral d’Oseen (Proposition 5).

De´monstration du lemme 2: Le premier point se de´montre aise´ment en se servant du fait
que u2 ∈ Lp/2T Lq/2x et en utilisant ensuite l’injection de cet espace dans L˜
p
2
T
(
B0,∞q/2
)
et l’effet
re´gularisant de l’ope´rateur inte´gral d’Oseen (Proposition 5). Pour montrer le second point, il
suffit d’utiliser l’injection de Lq(Rd) dans B˜0,∞q qui implique, graˆce a` la Proposition 4, que la
tendence U0 ≡ et∆u0 appartienne a` L˜
2
1+r
T
(
B1+r,∞q
)
(et a` L˜pT
(
B
2
p
,∞
q
)
aussi), puis d’appliquer
le lemme pre´ce´dent. Enfin, le dernier point re´sulte du fait que et∆u0 ∈ L˜pT
(
B
2
p
,∞
q
)
, de la
continuite´ des ope´rateurs du paraproduit de Bony
Πk : L
p
TL
q
x × L˜pT
(
B
2
p
,∞
q
)
→ L˜
P
2
T
(
B
2
p
,∞
q
2
)
et de l’effet re´gularisant de l’ope´rateur inte´gral d’Oseen. 
De´monstration du lemme 3: On munit l’espace X ≡ X1 ∩X2 de la norme naturelle ‖x‖ =
‖x‖X1 + ‖x‖X2 . Il est clair que X est un espace de Banach et que f est contractante sur cet
espace, d’ou` l’existence d’un point fixe z′ de f dans X. Ensuite l’unicite´ du point fixe de f dans
l’espace X1 implique que z = z
′. Ce qui termine la preuve. 
4.1.2. Deuxie`me e´tape. Soient u1, u2 ∈ L
2
1−r
T
(
B−r,∞∞
)
∩ LpTLqx deux solutions des e´quations de
Navier-Stokes associe´es a` la meˆme donne´e initiale u0 ∈ Lq(Rd). D’apre`s l’e´tape pre´ce´dente, il
existe T0 ∈]0, T ] tel que
u1, u2 ∈ ZT0 ≡ L˜
2
1+r
T0
(
B1+r,∞q
) ∩ L˜ 21−rT0 (B−r,∞∞ ) .
Soit δ ∈]0, T0] un re´el arbitraire a` choisir dans la suite. Une application directe des lois du
paraproduit de Bony dans les espaces de Chemin-Lerner (Proposition 3) et de l’effet re´gularisant
de l’ope´rateur d’Oseen (Proposition 5), montre que l’application biline´aire B est continue de Zδ×
Zδ dans l’espace L˜
2
1+r
δ
(
B1+r,∞q
)
∩L˜
2
1−r
δ
(
B1−r,∞q
)
et que sa norme est majore´e par une constante
C inde´pendante de δ. Ensuite, comme q ≥ d alors les injections de Bernstein (Proposition 1)
assurent que L˜
2
1−r
δ
(
B1−r,∞q
)
s’injecte par continuite´ dans L˜
2
1−r
δ
(
B−r,∞∞
)
et que la norme de
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cette injection est inde´pendante de δ. En conclusion, l’application biline´aire B : Zδ × Zδ → Zδ
est continue et sa norme est majore´e par une constante C inde´pendante de δ. On a donc
‖u1 − u2‖Zδ ≤ C
(
‖u1‖Zδ + ‖u1‖Zδ
)
‖u1 − u2‖Zδ .
Ce qui implique, en prenant δ assez petit, que u1 = u2 sur [0, δ]. 
4.2. De´monstration de la Proposition 7. Le premier point est classique (voir par exemple
[1], [12] et [19]). Les de´monstrations des deux autres points s’appuient principalement sur le
lemme e´le´mentaire suivant ou` l’on utilise la notation suivante:
Notation 3. Soient T et µ deux re´els positifs. On de´signe par L∞µ,T l’espace des fonctions
f : [0, T [×Rd → Rd telles que
‖f‖L∞µ,T ≡ sup0<s<T
sµ/2 ‖f(s)‖∞ <∞.
Lemme 4. Soient r ∈]0, 1[ et T > 0. Alors l’application biline´aire B est continue de L∞1,T ×
L∞r,T (respectivement L
∞
r,T × L∞r,T ) dans L∞r,T et sa norme est majore´e par Cr,d (respectivement
Cr,dT
1−r
2 ) ou` Cr,d est une constante qui ne de´pend que de r et de d.
La de´monstration de ce lemme est imme´diate. Il suffit de remarquer que l’ope´rateur e(t−s)∆P∇
est un ope´rateur de convolution avec une fonction inte´grable dont la norme L1
(
Rd
)
est de l’ordre
de (t− s)−1/2 (voir par exemple [1], [12] et [19]).
Revenons a` la de´monstration de deux dernie`res assertions de notre proposition.
Il est bien connu (voir par exemple [12]) qu’il existe T0 ∈]0, T ] tel que la solution u soit la
limite dans l’espace XT0 ≡ L∞T0L
q
x∩L∞1,T0 de la suite (u(n))n de´finie par la relation de re´currence:
u(0) = e
t∆u0; ∀n ∈ N, u(n+1) = et∆u0 +B(u(n), u(n)),
et que la se´rie de terme ge´ne´ral σn ≡
∥∥u(n+1) − u(n)∥∥XT0 soit convergente. Montrons que la
suite (u(n))n est de Cauchy dans l’espace L
∞
r,T0
. Tout d’abord, comme u0 ∈ B−r,∞∞ , alors la
caracte´risation des espaces de Besov a` l’aide du noyau de la chaleur assure que u(0) ∈ L∞r,T0 .
Ensuite, en proce´dant par re´currence et en utilisant le lemme pre´ce´dent , on montre aise´ment
que la suite (u(n))n est dans L
∞
r,T0
et ve´rifie l’ine´galite´ suivante:
∥∥u(n+1) − u(n)∥∥L∞r,T0 ≤ Cr,dσn
(∥∥u(n)∥∥L∞r,T0 +
∥∥u(n−1)∥∥L∞r,T0
)
Ce qui implique (voir [8] et [14]) que la suite (u(n))n est de Cauchy dans L
∞
r,T0
. Rappelons a`
ce stade que L∞r,T0 est un espace de Banach, qu’il s’injecte par continuite´ dans L
∞
1,T0
et que
la suite (u(n))n converge vers u dans L
∞
1,T0
, il vient que u ∈ L∞r,T0 . Montrons maintenant que
u ∈ L∞T0(B
−r,∞∞ ) ce qui ache`vera la preuve de la deuxie`me assertion graˆce a` (4.1). Tout d’abord,
on a bien d’apre`s la Proposition 4, et∆u0 ∈ L∞T0(B
−r,∞∞ ). D’autre part, la Proposition 2, les
ine´galite´s de Young et le fait que la norme L1(Rd) du noyau de l’ope´rateur et∆P∇ soit de l’ordre
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de 1√
t
impliquent que, pour tout t ∈]0, T0],
‖B(u, u)(t)‖B−r,∞∞ = sup
0<θ≤1
θr/2
∥∥∥eθ∆B(u, u)(t)∥∥∥
∞
. sup
0<θ≤1
θr/2
∫ t
0
1
s(r+1)/2
√
t+ θ − sds ‖u‖L∞r,T0 ‖u‖L∞1,T0
. ‖u‖L∞r,T0 ‖u‖L∞1,T0 .
Ce qui conclut la preuve du second point.
Passons enfin a` la de´monstration de la dernie`re assertion de notre proposition. Supposons
que le temps maximal T ∗ soit fini. Soit r ∈]0, 1[ et soit t0 un re´el quelconque de l’intervalle
I∗ ≡]max(0;T ∗ − 1), T ∗[. D’apre`s la Remarque 5, la fonction ut0(.) ≡ u(.+ t0) est une solution
mild sur [0, δ0 ≡ T ∗ − t0[ des e´quations de Navier-Stokes avec donne´e initiale u(t0). Alors, pour
tout t ∈ [0, δ0[,
ut0(t) = e
t∆u(t0) +B(ut0 , ut0)(t).
Ainsi, en utilisant la Proposition 2 et en appliquant le lemme pre´ce´dent , on en de´duit qu’il
existe une constante C > 0 qui ne de´pend que de r et d telle que, pour tout t ∈ [0, δ0[,
tr/2 ‖ut0(t)‖∞ ≤ C
(
‖u(t0)‖B−r,∞∞ + t
1−r
2
(
sup
0≤s≤t
sr/2 ‖ut0(s)‖∞
)2)
.
Posons f(t) ≡ sup0≤s≤t sr/2 ‖ut0(s)‖∞; il vient,
∀t ∈ [0, δ0[, f(t) ≤ C
(
‖u(t0)‖B−r,∞∞ + (T
∗ − t0)
1−r
2 f2(t)
)
.
Rappelons maintenant qu’il est bien connu ([11], [12], [17]) que ‖u(t)‖∞ → +∞ lorsque t→ T ∗,
ce qui implique que f(t) → +∞ lorsque t → δ0, et utilisons ensuite le lemme 5 ci-dessous, il
vient
‖u(t0)‖B−r,∞∞ (T
∗ − t0)
1−r
2 ≥ εr,d ≡ 1
4C2
.
Ce qui termine la preuve de la Proposition 7.
Lemme 5. soient a < b deux re´els et f : [a, b[→ R une application continue. On suppose qu’il
existe deux re´els A et B > 0 tels que: 4AB < 1, f(0) ≤ 2A et ∀t ∈ [a, b[, f(t) ≤ A + Bf2(s).
Alors ∀t ∈ [a, b[, f(t) ≤ 2A.
La de´monstration de ce lemme est simple. Il suffit de remarquer qu’en vertu de l’hypothe`se
4AB < 1, f ne peut pas prendre la valeur 2A et d’appliquer ensuite le the´ore`me des valeurs
interme´diaires. 
4.3. De´monstration de la Proposition 8. La de´monstration de cette proposition s’inspire
de l’article [13] de P.-G. Lemarie´-Rieusset. Soit (tn)n ∈]0, T/2] une suite qui tend vers 0. On
conside`re la suite de fonctions (un)n de´finie sur [0, T/2[ par un(t) = u(t+tn). Il s’agit de montrer
que sup0<t<δ
√
t ‖un(t)‖∞ tend vers 0 uniforme´ment par rapport a` n lorsque δ tend vers 0. Tout
d’abord, pour alle´ger l’e´criture, nous introduisons les notations suivantes:
hn(µ, δ) ≡ sup
0<t≤δ
t
µ+1
2 ‖un(t)‖Bµ,∞∞ ,
Θ(δ) = sup
0<t0<
T
2
‖u‖
L
2
1−r ([t0,t0+δ],B
−r,∞
∞ )
.
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Soient σ ∈]r, 1[ un re´el fixe et δ0 ∈]0, T/2[ a` choisir ulte´rieurement. Soient n ∈ N, δ ∈]0, δ0] et
t ∈]0, δ]. On de´signe par a = a(n, t) un re´el appartenant a` [ t4 , t2 ] tel que
‖un(a)‖B−r,∞∞ = infs∈[ t
4
, t
2
]
‖un(s)‖B−r,∞∞ .
Comme un est une solution mild des e´quations de Navier-Stokes, alors d’apre`s la Remarque 5,
un(t) = e
(t−a)∆un(a)−
∫ t
a
e(t−s)∆P∇ (un ⊗ un) ds(4.4)
≡ In(t) + Jn(t).(4.5)
Nous allons estimer les normes de In(t) et Jn(t) dans l’espace de Besov B
σ,∞∞ . D’apre`s la premie`re
assertion de la Proposition 4 et la de´finition de a = a(n, t), on a
‖In(t)‖Bσ,∞∞ . (t− a)−
r+σ
2 ‖un(a)‖B−r,∞∞
. t−
1+σ
2 ‖un‖
L
2
1−r ([t/4,t/2],B−r,∞∞ )
. t−
1+σ
2 Θ(δ).(4.6)
D’autre part, en remaquant que Jn(t) = Loss(1[a,t]un ⊗ 1[a,t]un)(t) et en utilisant la continuite´
des ope´rateurs du paraproduit de Bony Πk de L˜
2
1−r
T (B
−r,∞∞ ) × L∞T (Bσ,∞∞ ) dans L˜
2
1−r
T (B
σ−r,∞∞ )
(Proposition 3) et la continuite´ de l’ope´rateur LOss de L˜
2
1−r
T (B
σ−r,∞∞ ) dans L∞T (B
σ,∞∞ ) (Propo-
sition 5), on de´duit aise´ment que
‖Jn(t)‖Bσ,∞∞ . ‖un‖L˜ 21−r ([a,t],B−r,∞∞ ) ‖un‖L∞([a,t],Bσ,∞∞ )
. ‖un‖
L
2
1−r ([a,t],B−r,∞∞ )
sup
a≤s≤t
‖un(s)‖Bσ,∞∞
. t−
1+σ
2 Θ(δ)hn(σ, δ)
. t−
1+σ
2 Θ(δ0)hn(σ, δ).(4.7)
Les ine´galite´s (4.6) et (4.7) impliquent qu’il existe une constante C1 > 0 inde´pendente de t, δ et
n telle que
(4.8) hn(σ, δ) ≤ C1Θ(δ) + C1Θ(δ0)hn(σ, δ).
En choisissant alors δ0 assez petit de sorte que Θ(δ0) soit infe´rieure a`
1
2C1
(ce qui est posssible
puisque Θ(δ0)→ 0 lorsque δ0 → 0), l’ine´galite´ pre´ce´dente nous donne
(4.9) hn(σ, δ) ≤ 2C1Θ(δ).
Nous retournons maintenant aux e´galite´s (4.4) et (4.5) pour estimer cette fois les normes de
In(t) et Jn(t) dans l’espace de Besov B
−r,∞∞ . A nouveau, d’apre`s la premie`re assertion de la
Proposition 4 et la de´finition de a = a(n, t), on a
‖In(t)‖B−r,∞∞ . ‖un(a)‖B−r,∞∞
. t−
1−r
2 Θ(δ).(4.10)
D’autre part, en utilisant la continuite´ des ope´rateurs de Bony Πk de B
−r,∞∞ × Bσ,∞∞ dans
Bσ−r,∞∞ , l’action de l’ope´rateur pseudo-diffe´rentiel P∇ sur les espaces de Besov (Proposition 1)
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et la Proposition 4 on en de´duit aise´ment les estimations suivantes:
‖Jn(t)‖B−r,∞∞ .
∫ t
a
1
(t− s) 1−σ2
‖P∇ (un × un)‖Bσ−r−1,∞∞ ds
. t
1+σ
2 sup
t
4
<s<t
‖un(s)‖B−r,∞∞ supt
4
<s<t
‖un(s)‖Bσ,∞∞
. t−
1−r
2 hn(−r, δ)hn(σ, δ)
. t−
1−r
2 hn(−r, δ)Θ(δ0)(4.11)
ou` nous avons utilise´ (4.9) dans le dernier passage.
Alors, en combinant les ine´galite´s (4.4) et (4.5), on en de´duit qu’il existe une constante C2 > 0
inde´pendente de t, δ et n telle que
hn(−r, δ) ≤ C2Θ(δ) + C2Θ(δ0)hn(−r, δ)
Ainsi, pour δ0 assez petit, on a
(4.12) hn(−r, δ) ≤ 2C2Θ(δ)
En re´sume´, en se servant, comme dans [13] et [15], de l’ine´galite´ classique d’interpolation
‖f‖∞ ≤
(
‖f‖B−r,∞∞
) σ
r+s (‖f‖Bσ,∞∞ ) rr+σ ,
les ine´galite´s (4.9) et (4.12) impliquent qu’il existe deux constantes C > 0 et δ0 ∈]0, T/2]
inde´pendantes de n telles que pour tout δ ∈]0, δ0] on ait
sup
0<t<δ
√
t ‖un(t)‖∞ ≤ CΘ(δ).
Ce qui termine la preuve de la Proposition 8.
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