A generalization of the two main probability models used to describe runs of wet days or of dry days is given.
INTRODUCTION
For some time it has been known that sequences of wet (or of dry) days exhibit persistence and do not conform to a constant probability (Bernoulli trials) model, whereby the probability of a wet day is independent of the number of immediately preceding wet or dry days. For example see Newnham (1916), the discussion by Brooks and Carruthers (1953) Gabriel and Neumann 1962 , Longley 1953 , Weiss 1964 . Certain models derived from particular continuoustime models were considered by Green (1964, 1965, 1967) and shown to be equivalent to the simple Markov model in most cases. Williams (1952) successfully fitted a logarithmic series to runs of wet days and runs of dry days at Harpenden, England. Cooke (1953) fitted the same type of series to rainfall records at Moncton, New Brunswick. Also Brooks and Carruthers (1953) putforward a modification of the Markov model whereby the probability of a day following a wet day is a constant from the third wet day onward, but this is different from the probability that the second day is wet. They successfully fitted this model to Newnham's data (1916) on wet days at Kew. Wiser (1965) has also exmined several modifications of the simple Markov model (using a three-urn illustration) and has shown how these fit more sets of data than the unmodified form. We feel that the new model proposed in this paper is simpler than Wiser's modifications, and it certainly has a high success rate in application to different sets of data. Incidentally, the Bernoulli model, like the Markov model, also has run probabilities which form a geometric series, but in this case the probability of a day being wet is independent of the states of the previous days, whereas in the Markov model the probability of a wet day does depend on the state of the preceding day.
Letting Wrepresent a wet day, D a dry day, and P(AlB) the probability of A given B, we have the probability of a run of r wet days (any r, the first wet day being given)
For model 2,
In models 1 and 3, these probabilities are more simply and directly defined as functions of r such that
The new model 3 includes models 1 and 2, by a taking the values 0 and OD, respectively. For a greater than 1, it is more convenient, for computational purposes, to write the model 3 probabilities as being proportional to q/<l +all, @/(I +2ad, . . . , p W +rad, . . . . Mere, QI is the reciprocal of a as used above, and so, for a greater than 1, al lies between 0 and 1. Although not the same kind of data as the rest which concern us here, Weiss' data concerning the duration of and intervals between storms in certain areas exhibit a similar probalistic behavior and were considered here also, and the relevant test results are included in does apply in all these cases, then the probability of getting at least three results significant at the 5 percent level is 23.0 percent (the probability of at least four being significant is 8.6 percent). Thus our obtaining only three or four signxcant results out of 33 is quite consistent with the hypothesis that model 3 applies for all cases.
Since the data for March, England, have not been previously published, they are given here in table 2, together with the computed numbers of wet runs and numbers of dry runs of different lengths, according to model 3, for the period 1887-1918 (all seasons). I t happens that in the case of the dry runs, the best model 3 fit is obtained by fitting the particular case, model 1.
Figures 1 and 2 also illustrate the measure of agreement between the data for March and the computed run distributions according to model 3.
FITTING MODEL 3
To estimate the parameters for model 3, whereby the probability of a run of T days is proportional to q'/(r+u), 2) The method of maximum likelihood here produces two equations, which are satisfied by the estimates of a and p, namely (with T as the length of a run) sample average, (r+a)-'=expected value of (?+a)-' and sample average, ;=expected value of r, it is appropriate to use either 1) the method of minimum chi-squared, or 2) the method of maximum likelihood. that is, respectively, (1) and (2) are not easy to solve, since a appears awkwardly on both sides of equation (l) , and is needed to apply equation (2).
An iterative graphical method would appear to be the best way to obtain an approximate solution, but attempts by the author to do this have not been very successful.
