Abstract Clustering is one of the basic tasks in data mining and machine learning which aims at discovering hidden structure in the data. For many real-world applications, there often exist many different yet meaningful clusterings while most of existing clustering methods only produce a single clustering. To address this limitation, multiple clustering, which tries to generate clusterings that are high quality and different from each other, has emerged recently. In this paper, we propose a novel alternative clustering method that generates non-redundant multiple clusterings sequentially. The algorithm is built upon nonnegative matrix factorization, and we take advantage of the nonnegative property to enforce the non-redundancy. Specifically, we design a quadratic term to measure the redundancy between the reference clustering and the new clustering, and incorporate it into the objective. The optimization problem takes on a very simple form, and can be solved efficiently by multiplicative updating rules. Experimental results demonstrate that the proposed algorithm is comparable to or outperforms existing multiple clustering methods.
Fig. 1 People can be clustered by different criteria
of clustering is to partition the data points into groups such that those within each group are similar to each other. In the era of big data, clustering can be used as a pre-processing step to deal with large-scale datasets. After clustering, a big dataset becomes a number of small ones, which facilitates subsequent tasks such as summarization and visualization.
Literatures on clustering are vast, and most of them focus on producing a single clustering. However, for many real-world datasets, there often exist different ways to partition them. For example, people can be clustered by inherent properties like country, gender, etc, or by their current state, like health status and profession, as indicated in Fig. 1 . It is clear that there exist multiple clusterings of people and each of them has reasonable explanations. Similarly, in bio-informatics, proteins can be clustered by their structures or functions. Thus, for a given dataset, there may exist different ways in which we can divide it into different groups and each of them reflects different aspects of the data. So, it would be helpful if we can present multiple clusterings to users. In addition, these clusterings are required to be not only high quality, but also different from each other.
To get multiple clusterings, the most straightforward approaches include (i) running a clustering algorithm multiple times, using different parameters, (ii) running different clustering algorithms, and (iii) a combination of the above methods (Jain et al. 1999) . However their results are unstable and the clusterings may be similar to each other because they do not take the existing clusterings into account. To overcome this drawback, there are two general strategies proposed by researchers to generate multiple non-redundant clusterings (Jain et al. 1999) . The first one tries to simultaneously generate multiple clusterings which are required to be different from each other (e.g., Caruana et al. 2006; Dasgupta and Ng 2010) . Although in theory these can find the globally optimal solution, the optimization problem is difficult to be solved and in practice most of them can only generate two clusterings simultaneously. The second one generates multiple clustering in a greedy way such that multiple clusterings are produced sequentially and the new clustering is required to be different from the previous clusterings (e.g., Gondek and Hofmann 2003; Bae and Bailey 2006) . The second kind of clustering methods are also refereed to as alternative clustering. Compared with the first strategy, alternative clustering methods are much more efficient and can generate a large number of different clusterings.
In this paper, we propose a novel alternative clustering method based on Nonnegative Matrix Factorization (NMF) (Lee and Seung 1999) . NMF aims at finding two nonnegative matrices U and V whose product is an approximation of the original matrix X . The major difference between NMF and other matrix factorization methods, such as SVD, are the nonnegative constraints on U and V . Although NMF has been applied to generate a single clustering (Xu et al. 2003; Cai et al. 2011) , to the best of our knowledge, this is the first work that investigates NMF in the context of multiple clustering. By exploiting the nonnegative property, we introduce a regularization term, that measures the redundancy between the reference (or previous) clustering(s) and the new clustering, into the objective of NMF. This regularization term is the inner product of the similarity matrices of different clusterings, and can be formulated as a simple quadratic function. The resulting optimization problem is also very simple and can be solved efficiently by two multiplicative updating rules. In this way, the quality of the clustering is guaranteed by the cost function of NMF, and the diversity is ensured by the regularization term. Experimental results on real-life datasets demonstrate the effectiveness of our proposed algorithm for multiple clustering.
The rest of the paper is organized as follows. Section 2 discusses related work on producing multiple clusterings. Section 3 describes the basic NMF algorithm and our clustering algorithm. We present our experimental results on real-life datasets in Sect. 4 and the conclusions are in Sect. 5.
Related work
Although the problem of multiple clustering is relatively young, there already exist many multiple clustering methods and we can simply divide them into two categories: unsupervised multiple clustering and semi-supervised multiple clustering (Dang and Bailey 2015) . Algorithms belonging to the first category identify multiple clusterings without reference to any existing clusterings. In contrast, algorithms in the second category generate multiple clusterings sequentially with reference to existing clusterings. Caruana et al. (2006) propose an approach called Meta Clustering which is simple and easy to implement. It assigns different weights which agree with the Zipf distribution, to features and applies k-means algorithm in the new feature space. Multiple clusterings are generated by random initializations of centroids in different feature spaces, but these clusterings may be similar to each other. Dasgupta and Ng (2010) use spectral clustering to generate multiple clusterings. They treat each eigenvector of the normalized Laplacian matrix as a clustering dimension, perform clustering in each dimension, and obtain multiple clusterings which tend to be dissimilar with each other as eigenvectors are orthogonal to each other.
Unsupervised multiple clustering
In order to find the globally optimal multiple clustering solution, Jain et al. (2008) , Dang and Bailey (2010) and Niu et al. (2010) try to generate two or more clusterings simultaneously without any background knowledge. The objective function of Jain et al. (2008) is the sum of the error term of k-means method and pairwise dissimilarity terms of the clusterings. It uses the sum of the dot products of the representative vectors and the mean vectors, which belong to different clusterings, to quantify the dissimilarity between each pair of the clusterings. Dang and Bailey (2010) propose a different approach called CAMI which aims to generate two dissimilar clusterings simultaneously in the original data space. Formulating the clustering problem under mixture models, CAMI maximizes the log-likelihood term which accounts for the clustering quality and minimizes the mutual information between two mixture models which accounts for the dissimilarity between the two clusterings. The approach proposed by Niu et al. (2010) transforms the data into independent subspaces and then uses the spectral clustering method to generate clusterings in these subspaces. The independence between different subspaces is quantified by the Hilbert-Schmidt Independence Criterion (HSIC) (Gretton et al. 2005) . The overall objective function consists of the relaxed spectral clustering objective terms in each subspace and the HSIC terms between the subspaces.
Semi-supervised multiple clustering
Many alternative clustering methods generate alternative clusterings in a sequential manner, e.g., Gondek and Hofmann (2003) , Bae and Bailey (2006) , Cui et al. (2007) , Davidson and Qi (2008) , Dang and Bailey (2014) , Dang and Bailey (2015) , Hu et al. (2015) . They are semi-supervised in the sense that they require one or more existing clusterings as input and find an alternative clustering that is uncorrelated to the given ones.
COALA, which is proposed by Bae and Bailey (2006) , generates a set of pairwise cannotlink constraints from the given clustering. It attempts to find a different clustering by making a tradeoff between satisfying these cannot-link constraints and ensuring high quality within an agglomerative clustering process. Hu et al. (2015) propose a method called MSC, that requires the clustering results are insensitive to noise and dissimilar with each other. The authors prove that the larger the eigengap of the normalized Laplacian matrix, the more stable the clustering is. This method uses a simplex constraint to generate different sparse weights to the features and then uses spectral clustering to produce multiple stable clusterings.
Information theoretic principles are also used in the generation of alternative clusterings. Gondek and Hofmann (2003) propose an approach called CIB which can be summarized as follows. Let X and Y be two random variables denoting data objects and features, respectively. CIB attempts to find a clustering C such that the shared information between X and C is minimized, while at the same time the shared information between Y and C is maximized conditioning on the information provided by the variable Z which represents provided class labels. Dang and Bailey (2015) propose a framework named MACL for uncovering multiple alternative clusterings. This framework seeks for a novel clustering conditioning on all previous known clusterings. It combines the maximum likelihood principle and the mutual information. The clustering quality is guaranteed by the likelihood maximization over the data and the dissimilarity is ensured by the minimization over the information shared by each pair clusterings.
Some researchers consider the generation of alternative clusterings from the feature space perspective. They use a data space S to characterize the existing clustering(s) and try to find a new feature space which is either orthogonal to S, or independent from S. Once the novel feature space is constructed, any clustering algorithm can be used in this space to generate an alternative clustering. Cui et al. (2007) present a projection-based framework to generate alternative clusterings. The key idea is projecting the data into a space that is orthogonal to the given one and then partition the data into different clusters in the new subspace. Davidson and Qi (2008) propose a subspace multiple clustering method named ADFT which is based on distance matrix learning. It's also a linear transformation method. However, instead of characterizing the known clustering according to the mean vectors or a feature subset, it uses instance must-link and cannot-link constraints to learn a distance function (Xing et al. 2003) . Then it makes use of this distance function to get a transformation matrix which gives different weights to the features. Compared with the work of Cui et al. (2007) , it can be used even in the case that the data dimension is smaller than the number of clusters, while the algorithm of Cui et al. (2007) can't.
In Dang and Bailey (2014) , there are two algorithms that generate multiple clusterings in different subspaces. The first algorithm called RPCA tries to learn a subspace that preserves the global variance property and is independent from the reference clustering. It also uses the HSIC to measure the correlation between different subspaces. This method is suitable for applications where the boundaries between clusters are linear or close to linear functions. The second algorithm called RegGB tries to deal with the nonlinear case. Its objective function is the same as Laplacian Eigenmap (Belkin and Niyogi 2001) . But it incorporates a constraint which requires the new data space to be orthogonal to the subspace S characterizing the reference clustering. The subspace S that characterizes the reference clustering is learned by kernel discriminant analysis (KDA) (Baudat and Anouar 2000) .
In this paper, we propose a novel multiple clustering method named Multiple NMF (MNMF). It is also a semi-supervised clustering method (i.e., this method seeks alternative clusterings in sequence conditioning on all the previous clusterings). Based on NMF, we transform the data into different subspaces, and introduce a regularization term to remove redundancy. As a result, the novel clustering generated by our algorithm is different from all the previous clusterings.
Our algorithm
In this section, we will introduce our method-MNMF in detail. We use the basic NMF objective function as the measurement of the clustering quality and design a regularization term to quantify the redundancy between different clusterings. Then, we propose an efficient algorithm to solve the optimization problem. We start with the basic NMF.
NMF
Given a nonnegative matrix, NMF factorizes it into the product of two nonnegative matrices (Lee and Seung 1999) . Let X = [x 1 , x 2 , . . . , x N ] ∈ R M×N be a data matrix, where each column is an instance. Denote the two new nonnegative matrices by
Generally speaking, the rank of the two matrices U and V is much smaller than the rank of the matrix X , i.e., K min(M, N ). To measure the quality of the approximation, we need a cost function that quantifies the difference between X and U V . The most popular function is the sum of squared errors, or the Frobenius norm of X − U V , and the associated optimization problem is given by
(1) Lee and Seung (2001) present an iterative algorithm which optimizes the above problem in the following way
It has been proved that the objective function value is nonincreasing under the multiplicative updating rules (Lee and Seung 2001) .
For the fact that K min(M, N ), NMF can be treated as a technique of dimension reduction. And we can view the approximation column by column as follows
where u k is the k-th column vector of U . Thus, each data point x j is approximated by a linear combination of the columns of U , with the coefficient given in the k-th row of V . Therefore, U can be regarded as a basis consisting of nonnegative vectors and each row in V is a new representation of an instance with respect to U . For the purpose of clustering, we can set K to be the number of clusters and assign
The most important difference between NMF and the other matrix factorization methods, like SVD, is the nonnegative constraints on U and V which only allow additive combinations among different basis vectors. For this reason, it is believed that NMF can learn a part-based representation which reveals the inherent structure of the original data.
Multiple NMF
Suppose, there exists a clustering C 1 which partition the original data into different groups. How can we make use of it to generate a new clustering, which is on one hand different from C 1 and on the other hand has high quality?
First, from the reference clustering C 1 , we can extract a similarity matrix S ∈ R N ×N between N data points. Specifically, we have S i j = 1, if x i and x j are in the same cluster 0, otherwise
Then, the similarity matrix S can be used to guide the generation of the new clustering. Next, we discuss how to modify the standard NMF to exploit this additional information. Our goal is to generate a new clustering C 2 by NMF. As discussed in Sect. 3.1, column vectors of U consist of a set of basis vectors of the new subspace, and rows of V provide new presentations of data points.
Define
where W i j is the inner product of the i-th row and the j-th row of V . Since V is nonnegative, W i j ≥ 0 represents the similarity between new representations of x i and x j . Because the new clustering C 2 is also derived from V , we can use W to approximate the similarity matrix of C 2 . Note that in the ideal case that V is an indicator matrix, W is equal to the similarity matrix of C 2 . Given two similarity matrices S and W , we measure the redundancy between C 1 and C 2 as the inner produce of S and W , i.e.,
In order to minimize the redundancy, we want the value of i j W i j S i j to be as small as possible. From the property of trace operation, we can formulate the above quantity as a simple quadratic term
By minimizing R, we expect that if two data points x i and x j are in the same cluster in the reference clustering C 1 (i.e., S i j = 1), they would be in different clusters in the new clustering C 2 . Then, we incorporate R as a regularization term into Eq. (1), and obtain the objective function of Multiple NMF as follows:
In the above equation, the regularization parameter λ > 0 controls the trade off between the clustering quality and the dissimilarity between different clusterings. By minimizing φ, we can get an alternative clustering C 2 with respect to the reference clustering C 1 . Although the objective function φ is not convex in U and V jointly, it is convex in them separately. Thus, a local minima can be found by optimizing U and V alternatively, similar to the optimization of the basic NMF. In the mathematical form, our optimization problem is similar to that of graph regularized NMF (GNMF) (Cai et al. 2011) , and thus we can borrow techniques of GNMF to optimize it.
The objective function φ in Eq. (4) can be rewritten as follows:
There are two nonnegative constraints that U ≥ 0 and V ≥ 0. In order to eliminate the constraints, we derive the Lagrange function of φ.
The partial derivatives of L with respect to U and V are:
From the KKT conditions that A ik u ik = 0 and B jk v jk = 0, we obtain the following equations for u ik and v jk :
leading to the following multiplicative updating rules:
For these two updating rules, we have the following theorem. 
Theorem 1 The objective function φ in Eq. (4) is nonincreasing under the updating rules in Eqs. (5) and (6).
The proof is given in the next section. The analysis essentially follows that of NMF and GNMF (Lee and Seung 2001; Cai et al. 2011) . We note that the above theorem cannot guarantee the final solution is a stationary point. To obtain a stronger theoretical guarantee, one can adopt the technique of Lin (2007) to modify the updating rule.
In practice, to prevent elements of V being unbounded, we will normalize the columns of U to make them of unit length (Xu et al. 2003) . The matrix V also needs to be adjusted accordingly. The normalization steps are as follows
After obtaining the new representation V of the data, we get an alternative clustering by either assigning the instance x i to the cluster max k v ik or applying any clustering method like k-means to V . Given a reference clustering C 1 , the whole process of generating an alternative clustering C 2 by MNMF is summarized in Algorithm 1. When λ = 0, the two updating rules are the same as NMF, and the algorithm reduces to the traditional clustering by NMF. In addition, our multiple clustering method can also be extended to deal with the case that we need to generate more than two clusterings. Each time we obtain a clustering C i , we get the corresponding similarity matrix S i . Then, we can simply calculate the accumulated similarity matrix by S = i S i , and use S to generate another clustering.
Proof of Theorem 1
The objective function φ of MNMF in Eq. (4) is bounded from below by zero. In order to prove the algorithm converges to a stable state, we need to show that φ is non-increasing under the updating rules in Eqs. (5) and (6). Since the second term of φ is only related to V , we have exactly the same updating rule for U in MNMF as in the original NMF. Thus, we can use the convergence proof of NMF to show that φ is non-increasing under the update rule in Eq. (5). Please see Lee and Seung (2001) for details.
Then, we need to prove that φ is non-increasing under the updating step in Eq. (6). We follow the similar procedure described in Cai et al. (2011) . Define
We will construct an auxiliary function which satisfies the following conditions:
Lemma 1 If G satisfies the conditions above, then F is non-increasing under the updating rule:
Considering any element v ab in V , we use F ab to denote the part of φ which is only relevant to v ab . It is easy to check that
Since our updating rule is essentially element-wise, it is sufficient to show that each F ab is non-increasing under the updating step in Eq. (8).
Lemma 2 G(v, v
is an auxiliary function for F ab which satisfies the conditions in Lemma 1.
Proof Obviously, G(v, v) = F ab (v). So we only need to prove that G(v, v t ab ) ≥ F ab (v). To do this, we use the Taylor series expansion of F ab (v):
Compared with Eq. (11), we observe that
We have
As a result, Eq. (12) holds and we have G(v, v t ab ) ≥ F ab (v)
We can now demonstrate the convergence of Theorem 1: 
Since Eq. (11) is an auxiliary function, F ab is nonincreasing under this updating rule.
In summary, we conclude that the objective function φ is non-increasing under the updating rules in Eqs. (5) and (6). Furthermore, the convergence analysis of GNMF (Yang et al. 2014) implies our algorithm still converges under the additional normalization steps.
Experiment
In this section, we present experimental comparisons of our algorithm, multiple NMF against the following methods: COALA (Bae and Bailey 2006), two methods from Cui et al. (2007) denoted by Algo1 and Algo2, ADFT (Davidson and Qi 2008) , SC (Dasgupta and Ng 2010) , two subspace methods from Dang and Bailey (2014) denoted by RPCA and RegGB, and MSC (Hu et al. 2015) . The parameters of different methods are set to be the default values that the authors suggested in their papers. We run each algorithm (except for COALA) ten times and the average values are reported. Because COALA is an hierarchical method and there is no randomness in the agglomerative clustering process, we just run it once. We choose three datasets from the UCI KDD repository (Asuncion and Newman 2007), i.e., Pen digit dataset, CMUFace and Semeion handwritten dataset, and a text dataset-Webkb dataset to conduct the experiments.
Clustering measurements
The clustering results are evaluated by the quality and the dissimilarity of the clusterings. For clustering quality, we use the Dunn Index denoted as DI, which measures the minimum distance between clusters normalized by the maximum cluster diameter. Mathematically, the Dunn Index is defined by:
is the distance between different clusters and : C → R + 0 is the diameter of one of the clusters. The bigger the Dunn Index is, the higher the quality of the clustering is.
For measuring the dissimilarity between alternative clusterings, there exist a large number of measurements. In our experiments, we choose Rand Index (RI) (Rand 1971) , Adjusted Rand Index (AR) (Hubert and Arabie 1985) , Jaccard Index (JI) (Hamers et al. 1989) , Mutual Information (MI) and Normalized Mutual Information (NMI) (Meilȃ 2007) to measure the dissimilarity between different clusterings. Notice that different from the Dunn Index, all these dissimilarity measurements are desired to be smaller, which indicates higher dissimilarity between clusterings.
Impact of parameter λ
Before showing the capability of MNMF to generate multiple clusterings, we need to choose a proper value of λ which controls the trade off between the quality and dissimilarity of the clusterings generated by MNMF. We apply MNMF to CMUFace and Webkb with the varying value of λ from 0 to 0. Index as the quality measurement and Jaccard Index as the dissimilarity measurement which is the same as Bae and Bailey (2006) . Fig. 2a shows that the quality of the novelly generated clustering decreases as the value of λ increases and Fig. 2b shows that the dissimilarity of the novelly generated clustering increases as the value of λ increases. However, we hope the quality of the novel clustering to be high and the dissimilarity of the novel clustering also to be high, which means that we need a big Dunn Index value and a small Jaccard Index value. The behaviors of the curves imply that we need to make a trade off between these two measurement. From Fig. 2 , we can see that λ = 0.1 could be a good choice, so we choose 0.1 as the default value of λ in the following experiments.
Pen digit dataset
Pen digit dataset obtained from the UCI KDD repository consists of handwritten digits recorded on a pen-based pressure sensitive tablet. Each instance corresponds to a single digit from 0 to 9 and has 16 attributes, which represent the 8 two-dimensional positions of the pen as the digit is being written. Each pair of co-ordinates is sampled as the digit is being written. Users are free to write the digits in any form that they are accustomed to. Certainly, the most prominent partition over this dataset is the one based on the ten digits. Nonetheless, for the purpose of generating multiple clusterings, we just take care of the ways that the digits have been written rather than which digit the instances belong to. And we will illustrate how our algorithm can interpret the ways that the digits have been written, analogous to the result in Davidson and Qi (2008) . We set the cluster number k to be 2 and run k-means on the original pen dataset to obtain the first clustering C 1 . Each group's centroids are shown in Fig. 3 . As seen from the first clustering C 1 , the writing style of the digits seems to follow clockwise trend with slightly constant speed but having a slow speed for initial strokes and increasingly high speed for later strokes. Notice the time interval between any two adjacent points is the same, so a shorter distance between two adjacent points indicates a slower writing speed and inversely, a longer one reveals a faster speed of strokes' writing.
With the reference clustering C 1 , we apply our algorithm to generate an alternative clustering C 2 . The centroids of each cluster are shown in Fig. 4 . The writing style of the digits in clustering C 2 also seems to follow clockwise trend, but the distribution of the speed is quite different from clustering C 1 . In Fig. 4a , the writers start with a slow speed and increase writing speed greatly in the following stroke. Then the writers decrease the writing speed slowly until finishing writing the digits. In Fig. 4b , the writers start with a high speed and then decrease the writing speed slowly until the last stroke. Quantitative results are provided in Table 1 . We omit the result of COALA because it is very slow on this dataset. From this table, we can see that our method ranks first on most of the dissimilarity measurements and ranks third on the quality measurement. Overall, our algorithm performs the best on the Pen digit dataset, which shows the strong capability of our method to generate no-redundant multiple clusterings.
CMUFace dataset
CMUFace dataset, which is also obtained from the UCI KDD repository, consists of images from 20 people taken with various features such as facial expressions (neutral, happy, sad, angry), head positions (left, right, or straight), and eye states (open or with sunglass). Each person has 32 images captured in every combination of these features. For this dataset, images can be partitioned by different ways easily (by individual, pose, etc). But the clustering result might be affected by the chosen number of clusters k. For example, if we set k = 20, the clustering algorithm tends to partition these images according to individuals. On the other hand, if we set k = 3, the clustering algorithm will partition the dataset based on head positions. In order to alleviate the effect of k on the alternative clustering result, we follow the setting of Dang and Bailey (2014) and randomly select 3 people along with all their images to create a smaller dataset. So, this subset can be partitioned into 3 clusters either by individuals or by head positions.
We use the partition based on individuals as the reference clustering and apply MNMF to find an alternative clustering of the dataset. For visualization purpose, we show the cluster means for each clustering in Fig. 5 . While pictures in Fig. 5a correspond to the clustering based on different persons, the pictures in Fig. 5b correspond to the clustering based on different head positions. In Fig. 5b , the person in different pictures has different head positions. The person in the left image looks to his left while the person in the medium image looks to his To make a comparison on this dataset, we report the dissimilarity and quality of the alternative clusterings generated by all the methods in Table 2 . Because SC and MSC can't make use of the reference clustering, we simply apply them to generate two clusterings and report the dissimilarity and quality of the two clusterings. From this table, we can see our method achieves the best performance in the all the measurement except Rand Index in which our method ranks third. It proves that our method performs better than the others both on the dissimilarity measurement and the quality measurement. The result confirms the strong capability of MNMF to generate multiple non-redundant and meaningful clusterings.
Webkb dataset
Webkb dataset is a text dataset and the documents in Webkb are webpages collected by the World Wide Knowledge Base project of the CMU text learning group (Cardoso-Cachopo 2007) . These pages were collected from computer science departments of various universities in 1997, manually classified into four different classes: student, faculty, course, and project. We extract 1000 features by TF-IDF for this document dataset. We use the given label as the reference label. This clustering is based upon where the document are collected. We apply our algorithm on this dataset to find the main topics.
To visualize the generated clustering, we need to identify the most informative words that characterise each cluster. Following the method in Dasgupta and Ng (2010) , we rank them by their weighted log-likelihood ratio (WLLR): P(w i |π j ) · log P(w i |π j ) P(w i |¬π j ) , where w i denotes the i-th feature and π j denotes the j-th cluster. In addition, each probability is add-one smoothed. Informally, w i will have a high rank with regard to π j if it appears frequently in π j and infrequently in ¬π j . After ranking the correlated features, we select the top 10 words to represent the corresponding cluster. The result is shown in Fig. 6 . In each clustering, the first row is the words we extracted to describe the clusters. From the alternative clustering, we can see that there are four main topics in the documents: software, hardware, military and research. It is not surprising that these documents mainly talk about computers and research since the documents come from the computer science departments of several universities. To make a comparison with the other methods, quantitative results are given in Table 3 . For the same reason, we simply apply SC and MSC to generate two clusterings and report the dissimilarity and quality of the two clusterings. Although COALA seems to have higher dissimilarity between the clusterings than our methods, the quality of it is the worst. Although our method does't preform better than all the others, it achieves a good performance both in the dissimilarity measurement and quality measurement. Thus, MNMF can be used to find multiple clusterings on text corpus.
Semeion handwritten digit dataset
Semeion handwritten digit dataset is also obtained from the UCI KDD repository, consists of 1593 data samples, where each sample has 256 features. The samples come from around 80 people and the features are stretched in a rectangular box 16 × 16 in a gray scale of 256 values. This is also a dataset of handwritten digits, but each observation in it comprises a digit image, rather than the co-ordinates of the pen. Since it has been labeled by different digits, we just use the given label as the reference clustering to generate alternative clusterings. First, we only generate one alternative clustering on Semeion handwritten digit dataset and the experimental result is in Table 4 . We can see that our method MNMF has the highest Dunn Index, and most of the dissimilarity measurements are the smallest among them.
Then, we use each method to generate two alternative clusterings on this dataset and compare the dissimilarity and the quality between each pair of the different clusterings. In this experiment, we use JI and NMI to measure the dissimilarity between clusterings and the result is shown in Table 5 . Recall that COALA and ADFT cannot discover multiple alternative clusterings. For these algorithms, the results related to C 3 in Table 5 , are computed by providing clustering C 2 as the reference clustering. Such methods have the risk that the similarity between C 1 and C 3 may be much higher than the others. However, our method can generate a novel clustering with the reference of all the existing clusterings and can avoid this case. For SC and MSC which can't make use of the given label, we just use them to generate three clusterings. From this table, there are 3 measurements on which our method ranks first and 2 measurements on which our method ranks second, which shows that our method can perform better than the others.
Conclusion
Clustering is one of the fundamental techniques of data analysis. In this paper, we propose a novel method named MNMF to generate multiple clusterings that are both of high quality and different from each other. It is based upon NMF and we incorporate the inner product of similarity matrices corresponding to different clusterings as a regularization term to the original cost function. This regularization term is meaningful due to the nonnegative constraint, and can enforce a newly-generated clustering to be different from the reference clustering. In order to solve this problem, we design two multiplicative updating rules. Our approach is effective, with a computational complexity of O(t (mnk + n 2 )) where t denotes the number of iterations, m denotes the dimension, n denotes the number of samples and k denotes the rank of U and V . In addition, the experimental results have shown the appealing performance of MNMF when dealing with the text document datasets and image datasets.
In the experiments, we use Dunn Index as the quality measurement. Although Dunn Index has been effective for measuring quality, it is known to be sensitive to outliers and prefers compact and well-separated clusters (Bezdek and Pal 1998) . In the future, we would like to investigate other unsupervised measurements for validating quality. Another future work is to design stopping criterion for multiple clusterings. In addition, it is also interesting to study whether the nonnegative constraints can be relaxed (Ding et al. 2010) .
