The closed-form solution for the average distance of a deterministic network-Sierpinski network-is found. This important quantity is calculated exactly with the help of recursion relations, which are based on the self-similar network structure and enable one to derive the precise formula analytically. The obtained rigorous solution confirms our previous numerical result, which shows that the average distance grows logarithmically with the number of network nodes. The result is at variance with that derived from random networks.
by generation t = 0. Then in the first generation t = 1, we divide the three sides of the equilateral triangle in three, then join these points and remove the three down pointing triangles. This forms six copies of the original triangle, and the procedure is repeated indefinitely for all the new copies. In the limit of infinite t generations, we get a fractal variant of the Sierpinski gasket. The Hausdorff dimension of the obtained fractal is d f = 1 + ln 2/ ln 3 [37] . From the fractal, one can define the Sierpinski network [27] , where vertices correspond to the removed triangles and two vertices are connected if the boundaries of the corresponding triangles contact each other. Note that for uniformity, the three sides of the initial equilateral triangle at step 0 also correspond to three different vertices. Figure 2 shows the network construction process.
The Sierpinski network can be generated using an iterative algorithm [27] . We denote the network after t iterations by F t with t ≥ 0. Then the network is constructed as follows: For t = 0, F t is a triangle. Next, three nodes are added into the original triangle. These three new nodes are connected to each other forming a new triangle, and both ends of each edge of the new triangle are linked to a node of the original triangle. Thus F 1 is obtained, see figure 3. For t ≥ 1, we can get F t from F t−1 . For each of the existing triangles of F t−1 that does not consist of three simultaneously emerging nodes and has never generated a node before, we define it an active triangle. We replace each of the active triangles in F t−1 by the connected cluster on the right hand of figure 3 to obtain F t .
The resulting network presents the typical characteristics of real-life networks in nature and society [27] . It has power-law distributions of degree and strength, with exponents γ k = 2 + ln 2 ln 3 and γ s = the other hand, for any individual vertex, its clustering coefficient is
; so when k is large, C(k) is approximately inversely proportional to degree k. The mean value C of clustering coefficients of all vertices is very large, which asymptotically reaches a constant value 0.598. Moreover, the network is a maximal planar graph.
III. RIGOROUS DERIVATION OF AVERAGE DISTANCE
After introducing the Sierpinski network, we now derive analytically the average distance. We represent all the shortest path lengths of network F t as a matrix in which the entry d ij is the distance between node i and j that is the length of a shortest path joining i and j. A measure of the typical separation between two nodes in F t is given by the average distance d t defined as the mean of distances over all pairs of nodes:
where
denotes the sum of the distances between two nodes over all couples.
A. Recursive equation for total distances
We continue by exhibiting the procedure of determining the total distance and present the recurrence formula, which allows us to obtain D t+1 of the t + 1 generation from D t of the t generation. The Sierpinski network F t has a self-similar structure that allows one to calculate D t analytically [38] . As shown in figure 4 , network F t+1 may be obtained by joining at six edge nodes (i.e., A, B, C, X, Y , and Z) six copies of F t that are labeled as F (1) t , · · · , F (6) t [39] . From this we can obtain the recursion relation
for the network order N t , which is the number of nodes in the graph of generation t. This recursion, coupled with N 0 = 3, yields
as previously obtained in [27] . According to the second construction method, the total distance D t+1 satisfies the recursion relation
where ∆ t is the sum over all shortest path length whose endpoints are not in the same F (η) t branch. The last term -6 on the right-hand side of Eq. (5) compensates for the overcounting of certain paths: the shortest path between A and X, with length 1, is included in both F (1) t and F (2) t . Similarly the shortest path between A and Y , the shortest path between B and X, the shortest path between B and Z, the shortest path between C and Y , and the shortest path between C and Z, are all computed twice. To determine D t , all that is left is to calculate ∆ t .
B. Definition of crossing distance
In order to compute ∆ t , we classify the nodes in F t+1 into two categories: the six edge nodes (such as A, B, C, X, Y , and Z in figure 4) are called hub nodes, while the other nodes are named non-hub nodes. Thus ∆ t , named the crossing distance, can be obtained by summing the following path length that are not included in the distance of node pairs in F
FIG. 5: Illustration of the classification of interior nodes in
, from which we can derive recursively the classification of interior nodes in network Ft+1.
C. Classification of interior nodes
To calculate the crossing distance ∆ 1,2
t , and j∈Ω 4 t d Aj , we classify interior nodes in network F t+1 into seven different parts according to their shortest path lengths to each of the three hub nodes (i.e. A, B, C) of the peripheral triangle △ABC. Notice that nodes A, B, C themselves are not partitioned into any of the seven parts represented as P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , and P 7 , respectively. The classification of nodes is shown in figure 5 . For any interior node v, we denote the shortest path lengths from v to A, B, C as a, b, and c, respectively. By construction, a, b, c can differ by at most 1 since vertices A, B, C are adjacent. Then the classification function class(v) of node v is defined to be
for b < a = c, P 3 for c < a = b, P 4 for a = c < b, P 5 for a = b < c, P 6 for b = c < a, P 7 for a = b = c.
It should be mentioned that the definition of node classification is recursive. For instance, class P 1 and P 4 in F (1) t belong to class P 1 in F t+1 , class P 3 and P 5 in F
(1) t belong to class P 2 in F t+1 , class P 2 , P 6 , and P 7 in F
(1) t belong to class P 5 in F t+1 . Since the three nodes A, B, and C are symmetrical, in the Sierpinski network we have the following equivalent relations from the viewpoint of class cardinality: classes P 1 , P 2 , and P 3 are equivalent to one another, and it is the same with classes P 4 , P 5 , and P 6 . We denote the number of nodes in network F t that belong to class P 1 as N t,P1 , the number of nodes in class P 2 as N t,P2 , and so on. By symmetry, we have N t,P1 = N t,P2 = N t,P3 and N t,P4 = N t,P5 = N t,P6 . Therefore in the following computation we will only consider N t,P1 , N t,P4 , and N t,P7 . It is easy to conclude that N t = N t,P1 + N t,P2 + N t,P3 + N t,P4 + N t,P5 + N t,P6 + N t,P7 + 3 = 3 N t,P1 + 3 N t,P4 + N t,P7 + 3.
Considering the self-similar structure of Sierpinski network, we can easily know that at time t + 1, the quantities N t+1,P1 , N t+1,P4 , and N t+1,P7 evolve according to the following recursive equations
where we have used the equivalent relations N t,P1 = N t,P2 = N t,P3 and N t,P4 = N t,P5 = N t,P6 . With the initial condition N 2,P1 = 4, N 2,P4 = 2, and N 2,P7 = 3, we can solve the recursive equation (10) to obtain
For a node v in network F t+1 , we are also interested in the smallest value of the shortest path length from v to any of the three peripheral hub nodes A, B, and C. We denote the shortest distance as f v , which can be defined to be
Let d t,P1 denote the sum of f v of all nodes belonging to class P 1 in network F t . Analogously, we can also define the
can be written recursively as follows:
Substituting Eq. (11) into Eq. (13), and considering the initial condition d 2,P1 = 4, d 2,P4 = 2, and d 2,P7 = 6, Eq. (13) 
Proceeding similarly, we obtain
and
With the obtained results for δ i t , we have
Analogously, we find
Substituting Eqs. (21), (22), (23), and (24) into Eq. (7), we the final expression for cross distances ∆ t ,
E. Rigorous result of average distance
With the above-obtained results and recursion relations, we now readily calculate the sum of the shortest path lengths between all pairs of nodes. Inserting Eq. (25) into Eq. (5) and using the initial condition D 2 = 555, Eq. (5) is solved inductively, Substituting Eq. (26) into Eq. (1) yields the exactly analytic expression for average distance
In the large t limit, d t ∼ t, while the network order N t ∼ 6 t which is obvious from Eq. (4). Thus, the average distance grows logarithmically with increasing order of the network. This scaling is consistent with the speculation in [27] based on computer simulations. We have also checked our analytic result provide by Eq. (27) against numerical calculations for different network order up to t = 8 which corresponds to N 8 = 1007772. In all the cases we obtain a complete agreement between our theoretical formula and the results of numerical investigation, see figure 6 .
Recently, it has been suggested that for random scale-free networks with degree exponent γ k < 3 and network order N , their average distance d(N ) behaves as a double logarithmic scaling with N : d(N ) ∼ ln ln N [9, 10] . However, for deterministic Sierpinsiki network, in despite of the fact that its degree exponent γ k = 2 + ln 2 ln 3 < 3, its average distance scales as a logarithmic scaling with network order, showing a obvious difference from that of the stochastic scale-free counterparts.
IV. CONCLUSION
Average distance plays an important role in the characterization of the internal structure of a network, and has a profound impact on a variety of dynamical processes on the network. In this article, we have obtained rigorously the solution for the average distance of a deterministic Sierpinski network. We have explicitly shown that in the limit of infinite network order, the average distance of Sierpinski network scales logarithmically with the number of network nodes, verifying our previously suggested scaling obtained through simulations [27] . Our findings display that the scaling of the average distance for deterministic Sierpinski network is strikingly distinct from the counterpart of stochastic scale-free networks [9, 10] . This disparity of the scaling for average distance between the deterministic Sierpinsk network and random scale-free networks is worth studying in future.
