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Points fixes d’applications holomorphes
d’un domaine borne´ de Cn dans lui-meˆme
Jean-Pierre Vigue´
1. Introduction
Le but de cet article est de regrouper un certain nombre de re´sultats sur les points
fixes d’une application holomorphe f : D −→ D d’un domaine borne´ D de Cn (ou plus
ge´ne´ralement d’une varie´te´ hyperbolique) dans lui-meˆme. Sur cette question, nous allons
montrer les deux re´sultats suivants.
The´ore`me 1.1. - Soit D un domaine borne´ convexe de Cn. Soit f : D −→ D une
application holomorphe. Alors l’ensemble Fixf = {z ∈ D|f(z) = z} est une sous-varie´te´
analytique complexe de D, et si Fixfest non vide, il existe une re´traction holomorphe de
D sur Fixf . En particulier, ceci entraˆıne que Fixf est connexe.
La de´monstration de ce re´sultat utilise un re´sultat de C. Earle et R. Hamilton [8] :
soit D est un domaine borne´ de Cn et soit f : D −→ D est une application holomorphe
telle que f(D) soit relativement compact dans D. Alors il existe une constante k < 1 telle
que f soit k-contractante pour la distance inte´gre´e de Carathe´odory ciD. Par suite, elle
admet un point fixe unique a ∈ D, et a = limn→∞f
n(z0), pour un point zo quelconque
dans D.
Pour montrer ce re´sultat, nous serons amene´s a` de´finir la me´trique infinite´simale et la
distance de Carathe´odory et a` montrer un certain nombre de leurs proprie´te´s.
Dans le cas d’un domaine borne´ D de Cn quelconque, les choses sont un peu diffe´rentes
et nous montrerons le the´ore`me suivant.
The´ore`me 1.2. - Soit D un domaine borne´ de Cn (ou une varie´te´ hyperbolique).
Soit f : D −→ D une application holomorphe. Alors l’ensemble Fixfdes points fixes de f
est une sous-varie´te´ analytique complexe de D.
Pour de´montrer ce re´sultat, nous montrerons d’abord l’existence d’une re´traction holo-
morphe ρ sur une sous-varie´te´ analytique complexe V de D telle que ρ(D) contienne
l’ensemble Fixf des points fixes de f et que f |ρ(D) soit un automorphisme analytique de
ρ(D). Ensuite, dans le cas d’une varie´te´ hyperbolique X , nous e´tudierons le groupe des
automorphismes analytiques de X . Nous montrerons un the´ore`me de line´arisation locale
du groupe d’isotropie d’un point. Ce the´ore`me, qui a son inte´reˆt propre, permet d’achever
la de´monstration du the´ore`me 1.2. Nous remarquerons aussi que la sous-varie´te´ Fixf
n’est pas connexe en ge´ne´ral et que ses composantes connexes n’ont pas toutes la meˆme
dimension.
Pour conclure cet article, nous montrerons un re´sultat plus pre´cis dans le cas ou` D
est la boule-unite´ ouverte de Cn pour une norme et est strictement convexe.
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Pour les de´finitions et les proprie´te´s des fonctions holomorphes sur un ouvert U de Cn,
nous renvoyons le lecteur aux livres de L. et B. Kaup [15] et de R. Gunning et H. Rossi [10].
Nous allons commencer par montrer le lemme de Schwarz et le lemme de Schwarz-Pick.
2. Le lemme de Schwarz
Soit ∆ = {z ∈ C||z| < 1} le disque-unite´ ouvert dans C.
The´ore`me 2.1. (Lemme de Schwarz) - Soit f : ∆ −→ ∆ une application holomorphe
telle que f(0) = 0. Alors,
(i) ∀z ∈ ∆, |f(z)| ≤ |z| et |f ′(0)| ≤ 1.
(ii) De plus, s’il existe z0 6= 0 tel que |f(z0)| = |z0| ou, si |f
′(0)| = 1, alors, il existe
un nombre complexe λ ∈ C, |λ| = 1 tel que f(z) = λz.
Ide´e de la de´monstration. - Comme f(0) = 0, on peut conside´rer l’application holo-
morphe g de´finie par g(z) = f(z)/z. Si on suppose que |z| = r, on trouve que |g(z)| ≤ 1/r,
et, d’apre`s le principe du maximum, c’est aussi vrai pour tout |z| ≤ r. En faisant tendre
r vers 1, on en de´duit que, pour tout z ∈ ∆, |g(z)| ≤ 1. Ceci montre le (i).
Pour le (ii), s’il existe z0 6= 0 tel que |f(zo)| = |z0| (resp. si |f
′(0)| = 1), on en de´duit
que |g(z0)| = 1 (resp. |g(0)| = 1). On applique encore une fois le pincipe du maximum
pour montrer que g est constante e´gale a` λ, |λ| = 1. Le (ii) s’en de´duit.
Le lemme de Schwarz permet de trouver quels sont les automorphismes analytiques
de ∆ laissant l’origine fixe.
Corollaire 2.2. - Soit f : ∆ −→ ∆ un automorphisme analytique de ∆ tel que
f(0) = 0. Alors il existe un nombre complexe λ ∈ C, |λ| = 1 tel que f(z) = λz.
De´monstration. - Remarquons d’abord que z 7→ λz avec |λ| = 1 est bien un automor-
phisme analytique de ∆. Re´ciproquement, soit f un automorphisme analytique de ∆ tel
que f(0) = 0. Soit g = f−1. D’apre`s le lemme de Schwarz, on a, pour tout z ∈ ∆,
|g(f(z))| ≤ |f(z)| ≤ |z|.
Comme g(f(z)) = z, on en de´duit que |f(z)| = |z|, et, d’apre`s le lemme de Schwarz,
f(z) = λz, avec |λ| = 1.
Ce re´sultat permet de montrer quels sont les automorphismes analytiques du disque-
unite´ ouvert ∆. Soit Φa l’application holomorphe de´finie sur C\{1/a} par Φa(z) = (z −
a)/(1−az), a ∈ ∆. On dit que Φa est une transformation de Mo¨bius. Supposons que a ∈ ∆.
Le premier re´sultat est que la restriction de Φa au disque-unite´ ∆ est un automorphisme
analytique de ∆. En effet, si on suppose que |z| = |eiθ| = 1, on a :
|Φa(e
iθ)| = |eiθ − a|/|1− aeiθ| = |eiθ||1− ae−iθ|/|1− aeiθ| = 1.
Comme Φa est visiblement non constante, on en de´duit du principe du maximum que,
pour tout z ∈ ∆, |Φa(z)| < 1. Ainsi donc, Φa envoie ∆ dans ∆. Pour montrer que Φa est
un automorphisme analytique de ∆, il suffit de ve´rifier que Φ−1a = Φ−a, ce qui est tout a`
fait e´le´mentaire.
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On de´duit de ces conside´rations la forme des automorphismes analytiques du disque-
unite´ ∆.
The´ore`me 2.3. - Les automorphismes analytiques du disque-unite´ ∆ sont les appli-
cations de la forme :
z 7→ λΦa(z) = λ(z − a)/(1− az), |λ| = 1, a ∈ ∆.
De´monstration. - Il est clair que toutes les applications de´finies ci-dessus sont des
automorphismes analytiques du disque-unite´ ∆. Soit maintenant g un automorphisme
analytique de ∆ et soit a = −g−1(0). On a :
g(Φa(0)) = g(g
−1(0)) = 0.
Par suite, g◦Φa(z) = λz, avec |λ| = 1. On en de´duit que
g(z) = λΦ−1a (z) = λΦ−a(z),
et le the´ore`me est de´montre´.
3. Le lemme de Schwarz-Pick
En utilisant la forme explicite des automorphismes analytiques de ∆, on peut ge´ne´ra-
liser le lemme de Schwarz a` des applications holomorphes de ∆ dans ∆, sans supposer que
l’origine est fixe. Plus pre´cise´ment, nous avons le lemme suivant (lemme de Schwarz-Pick,
voir par exemple S. Dineen[7]).
Proposition 3.1 - Soit f une application holomorphe de ∆ dans ∆. Alors,
(i) ∀z ∈ ∆, ∀w ∈ ∆, ∣∣∣ f(z)− f(w)
1− f(w)f(z)
∣∣∣ ≤
∣∣∣ z − w
1− wz
∣∣∣;
(ii) ∀z ∈ ∆,
|f ′(z)|
1− |f(z)|2
≤
1
1− |z|2
.
Si f ∈ Aut(∆), (i) et (ii) sont des e´galite´s. De plus, si on a e´galite´ dans (i) pour un
couple de points distincts (z, w) ou dans (ii) pour un z ∈ ∆, alors f est un automorphisme
analytique de ∆.
De´monstration. - Soit w fixe´ ∈ ∆. On conside`re g = Φf(w)◦f◦Φ−w. Alors g est une
application holomorphe de ∆ dans ∆ et g(0) = 0. D’apre`s le lemme de Schwarz, pour tout
ζ ∈ ∆, |g(ζ)| ≤ |ζ|. Par suite, pour tout z ∈ ∆,
|g(Φw(z))| ≤ |Φw(z)|,
|Φf(w)◦f◦Φ−w◦Φw(z)| ≤ |Φw(z)|,
|Φf(w)(f(z))| ≤ |Φw(z)|,
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ce qui montre le re´sultat. Si on a e´galite´ dans (i) pour deux points distincts, on a alors
|g(ζ)| = |ζ|, pour un certain ζ non nul, ce qui, d’apre`s le lemme de Schwarz montre que g,
et par suite f sont des automorphismes analytiques de ∆.
La de´monstration du (ii) est tout a` fait semblable.
4. La me´trique de Poincare´
Les re´sultats du paragraphe pre´ce´dent s’expriment de manie`re plus agre´able en utili-
sant la me´trique infinite´simale et la distance de Poincare´.
De´finition 4.1. - Soient z ∈ ∆ et v ∈ C. On de´finit la me´trique infinite´simale de
Poincare´
α(z, v) =
|v|
1− |z|2
.
Il est tout a` fait clair que α est une me´trique hermitienne. La me´trique α est invariante
dans le sens suivant : si f : ∆ −→ ∆ est une application holomorphe, alors, pour tout
z ∈ ∆ et tout v ∈ C, on a :
α(f(z), f ′(z).v) ≤ α(z, v),
avec e´galite´ si f est un automorphisme analytique de ∆. Ce re´sultat est une simple
traduction du lemme de Schwarz-Pick.
A partir de cette me´trique, on peut calculer la longueur d’une courbe γ : [a, b] −→ ∆
de classe C1 par morceaux
Lα(γ) =
∫ b
a
α(γ(t), γ′(t))dt.
On de´finit alors une distance inte´gre´e ω appele´e distance de Poincare´
ω(z, w) = infLα(γ)
pour l’ensemble des courbes γ d’origine z et d’extre´mite´ w.
Il est facile de ve´rifier que ω est une distance sur ∆. C’est une distance invariante
dans le sens suivant : si f : ∆ −→ ∆ est une application holomorphe, alors, pour tout z et
pour tout w appartenant a` ∆, on a :
ω(f(z), f(w)) ≤ ω(z, w),
avec e´galite´ si f est un automorphisme analytique de ∆.
On peut, bien suˆr, calculer la valeur de ω et on trouve.
Proposition 4.2. - Pour tous z et w appartenant a` ∆, on a :
ω(z, w) = Arg th
∣∣∣ z − w
1− wz
∣∣∣.
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Ide´e de la de´monstration. - Dans la mesure ou` les automorphismes analytiques de ∆
sont des isome´tries, il suffit en fait de de´montrer ce re´sultat quand w = 0 et quand z est
un nombre re´el 0 < z < 1. Soit γ(t) = γ1(t)+ iγ2(t) un chemin de classe C
1 par morceaux
d’origine 0 et d’extre´mite´ z. On a :
Lα(γ) =
∫ b
a
|γ′1(t) + iγ
′
2(t)|
1− |γ1(t) + iγ2(t)|2
dt
et, comme
|γ′1(t) + iγ
′
2(t)|
1− |γ1(t) + iγ2(t)|2
≥
|γ′1(t)|
1− |γ1(t)|2
, on trouve que
Lα(γ) ≥
∫ b
a
|γ′1(t)|
1− |γ1(t)|2
dt
≥
∫ b
a
γ′1(t)
1− γ1(t)2
dt = Arg th z.
D’autre part, le chemin ε : [0, z] −→ ∆ de´finie par ε(t) = t a exactement pour longueur
Arg th z. Le re´sultat est de´montre´.
5. De´finition des pseudome´triques et des pseudodistances invariantes
Nous conside´rerons un domaine D de Cn. [Moyennant quelques changements e´vidents,
la meˆme construction peut eˆtre faite pour une varie´te´ complexe quelconque (voir S. Ko-
bayashi [16])]. Il y a deux me´thodes pour de´finir les pseudodistances invariantes sur un
domaine D : une en utilisant les applications holomorphes de D dans le disque-unite´
∆, l’autre en utilisant les applications holomorphes de ∆ dans D (voir [9], [13] et [14]).
Commenc¸ons par les applications holomorphes de D dans ∆.
On de´finit la pseudodistance de Carathe´odory cD de la fac¸on suivante : pour tous z
et w dans D,
cD(z, w) = supϕ∈H(D,∆)ω(ϕ(z), ϕ(w)),
ou` H(D,∆) de´signe l’ensemble des applications de D dans le disque-unite´ ∆.
On dit qu’une application d : D × D −→ R+ est une pseudodistance si d ve´rifie les
trois proprie´te´s suivantes :
(i) x = y ⇒ d(x, y) = 0;
(ii) ∀x ∈ D, ∀y ∈ D, d(x, y) = d(y, x);
(iii) ∀x ∈ D, ∀y ∈ D, ∀z ∈ D, d(x, z) ≤ d(x, y) + d(y, z).
En fait, d ve´rifie toutes les proprie´te´s d’une distance sauf peut-eˆtre d(x, y) = 0⇒ x =
y.
On a le the´ore`me suivant.
The´ore`me 5.1. - cD est une pseudodistance sur D. Elle est invariante dans le
sens suivant : pour toute application holomorphe f : D −→ D′ , pour tout x ∈ D, pour
tout y ∈ D, cD′(f(x), f(y)) ≤ cD(x, y). Ceci entraˆıne en particulier que les isomorphismes
analytiques sont des isome´tries.
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La de´monstration se fait en remarquant que l’application ϕ 7→ ϕ◦f envoie H(D′,∆)
dans H(D,∆).
On peut de´finir maintenant la fonction de Kobayashi δD. Pour tous z et w appartenant
a` D, on de´finit
δD(z, w) = inf {ω(ζ, η)| ∃ϕ : ∆ −→ D holomorphe telle que ϕ(ζ) = z, ϕ(η) = w}.
Pour les meˆmes raisons, δD est une fonction invariante au sens pre´ce´dent, mais δD n’est
pas une pseudodistance, car δD ne ve´rifie pas l’ine´galite´ triangulaire en ge´ne´ral.
On de´finit alors la pseudodistance de Kobayashi kD comme la plus grande pseudodis-
tance infe´rieure ou e´gale a` δD, et on montre que
kD(z, w) = inf [δD(z1, z2) + ...+ δD(zn−1, zn)],
pour toutes les suites de points (z1, ..., zn) telles que z1 = z, zn = w.
On montre alors que la pseudodistance de Kobayashi kD est une pseudodistance in-
variante.
Maintenant, nous pouvons faire la meˆme construction pour les me´triques infinite´si-
males. On de´finit alors la pseudome´trique infinite´simale de Carathe´odory (ou de Reiffen-
Carathe´odory) de la fac¸on suivante : ∀z ∈ D, ∀v ∈ Cn,
ED(z, v) = sup ϕ∈H(∆,D)α(ϕ(z), ϕ
′(z).v) = sup |ϕ′(z).v|.
(Dans le cas d’une varie´te´ V , il faut supposer que v appartient a` l’espace tangent Tz(V )).
On ve´rifie facilement que ED est une pseudome´trique invariante dans le sens suivant : si
f : D −→ D′ est une application holomorphe, on a, ∀z ∈ D, ∀v ∈ Cn,
ED′(f(z), f
′(z).v) ≤ ED(z, v).
En particulier, les isomorphismes analytiques sont des isome´tries.
De manie`re duale, on de´finit la pseudome´trique infinite´simale de Kobayashi (ou de
Royden-Kobayashi): ∀z ∈ D, ∀v ∈ Cn,
FD(z, v) = infϕ∈H(∆,D),ϕ(0)=z{|λ| tel que λϕ
′(0) = v}.
On ve´rifie que FD est elle aussi une pseudome´trique invariante.
Pour la pseudome´trique infinite´simale de Carathe´odory, on montre la proposition suiv-
ante.
Proposition 5.2. - L’application ED : D × C
n −→ R+ est continue.
A partir de la pseudome´trique infinite´simale de Carathe´odory, on de´finit la longueur
d’un chemin γ de classe C1 par morceaux par la formule
LE(γ) =
∫ b
a
ED(γ(t), γ
′(t))dt,
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et on de´finit la pseudodistance inte´gre´e de Carathe´odory de la fac¸on suivante: e´tant donne´s
z et w appartenant a` D, on de´finit ciD(z, w) comme la borne infe´rieure des longueurs
LE(γ) des chemins γ de classe C
1 par morceaux d’origine z et d’extre´mite´ w. On ve´rifie
facilement que ciD est une pseudodistance invariante.
La pseudome´trique infinite´simale de Kobayashi nous sera moins utile dans ces notes.
Pour l’e´tudier, il faut d’abord montrer la proposition suivante.
Proposition 5.3. - L’application FD : D × C
n −→ R+ est semicontinue supe´rieure-
ment.
On peut alors de´finir la longueur LF (γ) d’un chemin de classe C
1 par morceaux puis
de´finir une pseudodistance inte´gre´e kiD. En fait, on montre que k
i
D = kD.
En utilisant le lemme de Schwarz, on montre facilement le the´ore`me suivant.
The´ore`me 5.4. - Pour tout z ∈ D, pour tout w ∈ D, on a
cD(z, w) ≤ c
i
D(z, w) ≤ kD(z, w) ≤ δD(z, w).
Ce sont toutes des applications invariantes.
Nous allons donner maintenant quelques exemples de calcul de pseudodistances in-
variantes.
Exemple 5.5. - Pour le disque-unite´ ∆, on trouve
c∆ = k∆ = ω,E∆ = F∆ = α.
Ce re´sultat, tout a` fait e´le´mentaire est une conse´quence du lemme de Schwarz.
Exemple 5.6. - Soit D = C ou Cn. Dans ce cas, cD, kD et δD sont identiquement
nulles. De meˆme, ED et FD sont identiquement nulles.
Pour montrer que δD (et par suite, cD et kD) sont identiquement nulles, il suffit
de remarquer que, z et w e´tant donne´s, l’application ϕ : ∆ −→ D de´finie par ϕ(ζ) =
z + nζ(w − z) est telle que ϕ(0) = z, ϕ(1/n) = w. Le re´sultat s’en de´duit.
Exemple 5.7. - Soit B la boule-unite´ ouverte de Cn pour une norme ‖.‖. Alors,
(i) cB(0, z) = kB(0, z) = δB(0, z) = ω(0, ‖z‖);
(ii) EB(0, v) = FB(0, v) = ‖v‖.
Montrons par exemple (i). Le re´sultat est trivial pour z = 0. Supposons donc z 6= 0.
On de´finit une application holomorphe ϕ : ∆ −→ B par la formule ϕ(ζ) = (ζ/‖z‖)z.
D’autre part, d’apre`s le the´ore`me de Hahn-Banach, il existe une application C-line´aire
ψ de norme 1 telle que ψ(z) = ‖z‖. La restriction de ψ a` B est donc une application
holomorphe de B dans ∆. En utilisant le fait que cD est une pseudodistance invariante,
on trouve
c∆(ψ(ϕ(0)), ψ(ϕ(z))) ≤ cB(ϕ(0), ϕ(‖z‖)) ≤ c∆(0, ‖z‖).
Comme ψ◦ϕ = id, on a :
c∆(0, ‖z‖) ≤ cB(0, z) ≤ c∆(0, ‖z‖),
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ce qui montre le re´sultat pour cD. Le reste des re´sultats se montre de manie`re semblable
et est laisse´ en exercice.
Ces re´sultats permettent de calculer les pseudome´trques et les pseudodistances sur B
lorsque B est homoge`ne. Ce re´sultat permet aussi pour un domaine borne´ D de Cn et, en
utilisant des boules bien choisies, de montrer le re´sultat suivant.
The´ore`me 5.8. - Soit D un domaine borne´ de Cn. Alors cD et kD sont des distances
invariantes qui de´finissent la topologie de D. De meˆme, ED et FD sont des me´triques
invariantes.
Rappelons la de´finition suivante : on dit que G est une me´trique si, pour tout x ∈ D,
il existe un voisinage U de x et une constante k > 0 telle que, ∀y ∈ U, ∀v ∈ Cn, G(y, v) ≥
k‖v‖.
On dit qu’un domaine (ou plus ge´ne´ralement une varie´te´) D est hyperbolique si kD est
une distance sur D. Alors, d’apre`s un the´ore`me de T. Barth [2], kD, qui est une distance
inte´gre´e, de´finit la topologie de D.
Remarquons que les re´sultats pre´ce´dents montrent que tout domaine borne´ D de Cn
est hyperbolique.
Enfin, il nous faut signaler le profond the´ore`me de L. Lempert [17 et 18] (voir aussi
M. Jarnicki et P. Pflug [14]).
The´ore`me 5.9. - Soit D un domaine borne´ convexe de Cn. Alors, cD = kD = δD.
De meˆme, ED = FD.
6. Points fixes d’applications holomorphes
Comme nous l’avons de´ja` dit, les applications holomorphes sont contractantes, au sens
large, pour la pseudodistance inte´gre´e de Carathe´odory. Nous allons montrer maintenant
un re´sultat de C. Earle et R. Hamilton [8] qui montre, dans certains cas, que l’application
est strictement contractante pour la pseudodistance inte´gre´e de Carathe´odory. Plus pre´ci-
se´ment, nous avons le the´ore`me suivant.
The´ore`me 6.1. - Soit D un domaine borne´ de Cn, et soit f : D −→ D une application
holomorphe telle que f(D) soit relativement compact dans D. Alors il existe une constante
k < 1 telle que f soit k-contractante pour la distance inte´gre´e de Carathe´odory ciD. Par
suite, f admet un unique point fixe a ∈ D, et a = limn→∞f
n(z0), ou` z0 est un point
quelconque de D.
De´monstration. - Du fait que f(D) ⊂⊂ D, on de´duit l’existence de deux nombres
re´els r et R strictement positifs tels que , ∀z ∈ D,
B(f(z), r) ⊂ D ⊂ B(f(z), R).
Soit z ∈ D fixe´ et soit t = r/R. L’application holomorphe
ζ 7→ g(ζ) = f(ζ) + t(f(ζ)− f(z))
8
est une application holomorphe de D dans D. D’apre`s les proprie´te´s de la me´trique de
Carathe´odory, on a donc :
ED(g(z), g
′(z).v) ≤ ED(z, v),
ce qui donne
(1 + t)ED(f(z), f
′(z).v) ≤ ED(z, v).
Ainsi donc, f est 1/(1 + t)-contractante pour ED et c
i
D.
On choisit alors un point z0 ∈ D. Si on note zn = f
n(z0), on a :
ciD(zn, zn+1) ≤ 1/(1 + t)
nciD(z0, z1).
De manie`re classique, on en de´duit que (zn)n∈N est une suite de Cauchy dans D et que,
pour tout n ≥ 1, zn ∈ f(D) qui est un compact de D. Sa limite est l’unique point fixe de
f dans D.
7. Line´arisation locale d’une re´traction holomophe
Nous aurons besoin du the´ore`me suivant (H. Cartan [6]).
The´ore`me 7.1. - Soit U un ouvert de Cn et soit ρ : U −→ U une re´traction
holomorphe, c’est-a`-dire une application holomorphe telle que ρ2 = ρ◦ρ = ρ. Soit z0 un
point tel que ρ(z0) = z0. Alors il existe une carte locale u d’un voisinage U(z0) sur un
voisinage V de 0 tel que u(z0) = 0, et que, dans la carte u, ρ soit line´aire e´gal a` un
projecteur, (ce qui signifie que u◦ρ◦u−1 est la restriction a` V d’un projecteur line´aire).
De´monstration. - Quitte a` faire un changement de coordonne´es, on peut supposer que
ρ(0) = 0. Soit ρ =
∑∞
n=1 Pn le de´veloppement de ρ en se´ries de polynomes homoge`nes. Le
fait que ρ2 = ρ entraˆıne que P1◦P1 = P1. Soit
u = id + (2P1 − id)◦(ρ− P1).
On a:
u′(0) = id + (2P1 − id)◦(P1 − P1) = id.
Le the´ore`me d’inversion locale montre que u est bien une carte locale au voisinage de 0.
Etudions maintenant u◦ρ. On a :
u◦ρ = ρ+ (2P1 − id)◦(ρ− P1)◦ρ
= ρ+ (2P1 − id)◦(ρ
2 − P1◦ρ)
= ρ+ 2P1◦ρ− 2P1◦ρ− ρ+ P1◦ρ = P1◦ρ.
D’autre part,
P1◦u = P1 + (2P1 − P1)◦(ρ− P1)
= P1 + P1◦ρ− P1 = P1◦ρ.
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On a donc
u◦ρ = P1◦u.
On en de´duit
u◦ρ◦u−1 = P1,
et le the´ore`me est de´montre´.
On de´duit de ce re´sultat le corollaire suivant.
Corollaire 7.2. - Soit U un ouvert de Cn et soit ρ : U −→ U une re´traction
holomorphe. Alors l’ensemble ρ(U) (qui est e´gal a` l’ensemble des points fixes de ρ) est une
sous-varie´te´ analytique complexe de U .
Le re´sultat est e´vident parce que, dans la carte u, ρ(U) est e´gal a` l’intersection de V
et d’un sous-espace vectoriel de Cn.
8. Points fixes d’applications holomorphes dans un domaine borne´ convexe
de Cn
On de´duit des conside´rations pre´ce´dentes le the´ore`me suivant (P. Mazet et J.-P. Vigue´
[19]).
The´ore`me 8.1. - Soit D un domaine borne´ convexe de Cn. Soit f : D −→ D une
application holomorphe. Alors l’ensemble Fixf = {z ∈ D|f(z) = z} des points fixes de f
est une sous-varie´te´ analytique complexe connexe de D, et si Fixf est non vide, il existe
une re´traction holomorphe ρ : D −→ Fixf .
De´monstration. - On peut bien suˆr supposer que Fixf est non vide. Pour tout nombre
re´el λ, 0 ≤ λ < 1, et pour tout a ∈ D, soit
z 7→ fλ,a(z) = a+ λ(f(z)− a).
Soit r > 0 tel que B(a, r) soit contenu dans D. En e´crivant
fλ,a(z) = (1− λ)a+ λf(z),
on montre que D contient la boule de centre fλ,a(z) et de rayon (1− λ)r. Ainsi, fλ,a(D)
est relativement compact dans D. Par suite, fλ,a admet un point fixe unique ϕλ(a) et on
a :
ϕλ(a) = limn→∞f
n
λ,a(b),
ou` b est un point quelconque de D. D’autre part, a 7→ fnλ,a(b) est holomorphe, et, d’apre`s
le the´ore`me 6.1, on peut ve´rifier que ces applications convergent uniforme´ment sur tout
compact vers ϕλ qui est donc holomorphe. Remarquons qu’en fait, on peut le ve´rifier
directement en appliquant le the´ore`me de Montel : on peut trouver ψ tel que f
nj
λ,a(b) tende
vers ψ uniforme´ment sur tout compact. Mais ψ = ϕλ, et tout s’en de´duit facilement.
On fait alors tendre λ vers 1. D’apre`s le the´ore`me de Montel, il existe une suite
λn → 1 telle que ϕλn tende vers ϕ, ou` ϕ est une application holomorphe de D dans D.
Remarquons d’abord que, si a est un point fixe de f , fλ,a(a) = a. Par suite, ϕλ,a(a) = a
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et ϕ(a) = a. Comme D est un domaine convexe borne´ et est, par suite, taut, le fait que f
admet au moins un point fixe entraˆıne que ϕ est une application holomorphe de D dans
D. Pour montrer que ϕ est une re´traction holomorphe de D sur l’ensemble des points fixes
de f , il suffit de montrer que, pour tout b ∈ D,ϕ(b) est un point fixe de f , c’est-a`-dire que
f(ϕ(b)) = ϕ(b). Or, on sait que
fλ,b(ϕλ,b(b)) = ϕλ,b(b),
(1− λ)b+ λf(ϕλ,b(b)) = ϕλ,b(b).
Faisons tendre λn vers 1. Alors ϕλn,b(b) tend vers ϕ(b). Comme f est continue, on en
de´duit que
f(ϕ(b)) = ϕ(b).
Ainsi, ϕ est bien une re´traction holomorphe sur l’ensemble des points fixes de f , et d’apre`s
le corollaire 7.2, Fixf est bien une sous-varie´te´ analytique connexe de D.
Maintenant, si on ne suppose pas que D est un domaine borne´ de Cn, alors l’ensemble
des points fixes de f n’est pas, en ge´ne´ral, une sous-varie´te´ analytique de D.
Exemple 8.2. - Conside´rons le cas de Cn. Soit f l’application holomorphe de Cn
dans Cn de´finie par
f(z1, ..., zn) = (z1 + f1(z1, ..., zn), ..., zn + fn(z1, ..., zn)),
ou` f1, ..., fn sont des applications holomorphes de C
n dans C. Alors l’ensemble des points
fixes de f est e´gal a` l’ensemble des ze´ros communs des f1, ..., fn. En ge´ne´ral, ce n’est pas
une sous-varie´te´ analytique complexe de Cn.
D’autre part, meˆme dans le cas d’un domaine borne´ D de Cn, l’ensemble Fixf n’est
pas, en ge´ne´ral, un ensemble connexe, et ses composantes connexes n’ont pas toujours la
meˆme dimension.
Exemple 8.3. - Soit R > 1, et soit A = {z ∈ C|1/R < |z| < R}. Alors l’application
f : A −→ A de´finie par f(z) = 1/z admet deux points fixes 1 et −1. Ce n’est pas un
ensemble connexe.
Exemple 8.4. - Conside´rons le domaine borne´ suivant
D = {(x, y) ∈ C2|1/2 < |x| < 2, |xy2| < 1}.
Soit f : D −→ D de´finie par f(x, y) = (1/x, xy). L’ensemble des points fixes de f est e´gal
a` A1 ∪A−1, ou`
A1 = {(x, y) ∈ D|x = 1}, A−1 = {(x, y) ∈ D|x = −1, y = 0}.
Il est clair que A1 et A−1 sont de dimension diffe´rentes. Cependant, on remarque que, dans
ce cas aussi, Fixf est une sous-varie´te´ analytique complexe de D. Nous allons montrer
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que, si D est un domaine borne´ de Cn, ou plus ge´ne´ralement une varie´te´ hyperbolique, et
si f : D −→ D est une application holomorphe, l’ensemble des points fixes de f est une
sous-varie´te´ analytique complexe de D.
Nous allons montrer ce re´sultat en utilisant un the´ore`me sur la line´arisation locale
d’un automorphisme analytique de D au voisinage d’un point fixe. Pour commencer,
nous aurons besoin de certains re´sultats sur les automorphismes analytiques d’un domaine
borne´.
9. Automorphismes analytiques d’un domaine borne´
Dans ce paragraphe, nous allons montrer quelques proprie´te´s du groupe des automor-
phismes analytiques d’un domaine borne´ (voir par exemple [20]).
Soit donc D un domaine borne´ de Cn. On munit l’ensemble H(D,D) des applications
holomorphes de D dans D de la topologie de la convergence uniforme sur tout compact de
D. Le groupe Aut(D) des automorphismes analytiques de D qui est contenu dans H(D,D)
sera muni de la topologie induite.
Remarquons d’abord que sur H(D,D), cette topologie co¨ıncide avec la topologie de la
convergence uniforme sur un compact d’inte´rieur non vide. Plus pre´cise´ment, nous avons
la proposition suivante.
Proposition 9.1. - Soit D un domaine borne´ de Cn, et soit K un compact d’inte´rieur
non vide contenu dans D. Alors, sur H(D,D), la topologie de la convergence sur tout
compact de D co¨ıncide avec la topologie de la convergence uniforme sur K.
De´monstration. - Pour montrer la proposition 9.1, il suffit de de´montrer le re´sultat
suivant : soit (fn)n∈N une suite de fonctions holomorphes appartenant a` H(D,D) con-
vergeant uniforme´ment sur K vers f ∈ H(D,D). Alors fn converge vers f uniforme´ment
sur tout compact de D. D’apre`s le the´ore`me de Montel, H(D,D) est compact. On peut
donc extraire de la suite fn une suite fnj convergeant uniforme´ment sur tout compact
vers g ∈ H(D,D). Mais f et g co¨ıncident sur l’inte´rieur de K. D’apre`s le the´ore`me de
prolongement analytique, f = g. Ainsi donc, f est le seul point adhe´rent a` la suite fn.
Comme H(D,D) est compact, ceci entraˆıne que fn converge vers f uniforme´ment sur tout
compact de D.
A l’aide de cette proposition, on montre assez facilement le the´ore`me suivant.
The´ore`me 9.2. - (i) L’application H(D,D) ×H(D,D) −→ H(D,D), qui, a` (f, g)
associe f◦g, est continue ;
(ii) L’application de Aut(D) dans lui-meˆme f 7→ f−1est continue.
Par suite, Aut(D) est un groupe topologique.
De´monstration. - (i) Les espaces conside´re´s e´tant me´triques, on peut utiliser des
suites. Soient fn → f, gn → g. Montrons que fn◦gn → f◦g.
Choisissons un compactK d’inte´rieur non vide contenu dansD. Comme g ∈ H(D,D),
g(K) est compact, et on peut trouver un compact L contenu dansD tel que, pour un certain
δ > 0, L contienne g(K)δ = {z ∈ D|d(z, g(K)) < δ}. Soit z ∈ K. On a :
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‖fn(gn(z)) − f(g(z))‖ ≤ ‖fn(gn(z))− f(gn(z))‖+ ‖f(gn(z))− f(g(z))‖.
Pour n assez grand, gn(z) ∈ L. On a donc
‖fn(gn(z))− f(gn(z))‖ ≤ ‖f − fn‖L.
D’autre part, f e´tant continue sur le compact g(K) est uniforme´ment continue sur g(K).
Par suite, pour tout ε > 0, il existe η > 0 tel que ‖gn(z)− g(z)‖ < δ entraˆıne ‖f(gn(z))−
f(g(z))‖ < ε. Ceci de´montre que fn(gn(z)) → f(g(z)) uniforme´ment sur K. D’apre`s la
proposition 9.1, ceci entraˆıne que fn◦gn converge vers f◦g uniforme´ment sur tout compact
de D.
(ii) Soit fn une suite d’e´le´ments de Aut(D). Soit gn = f
−1
n , et on veut montrer que
gn converge vers f
−1. Comme gn est une suite de fonctions holomorphes borne´es, on sait
qu’il existe une suite extraite gnj convergeant vers g. D’apre`s le (i), gnj◦fnj converge vers
g◦f . Comme gnj=f
−1
nj
, gnj◦fnj = id. Par suite, g◦f = id. En multipliant a` droite par
f−1, on trouve que g = f−1. Ainsi, le seul point adhe´rent a` la suite gn est f
−1. Par suite,
gn converge vers f
−1, et le the´ore`me est de´montre´.
Si on conside`re une suite fn d’automorphismes d’un domaine borne´ D convergeant
vers une limite f , f n’est pas force´ment un automorphisme analytique de D. En effet, dans
le cas du disque-unite´ ∆, il suffit de conside´rer la suite fn d’automorphismes analytiques
de´finie par
fn(z) =
z + (1− 1/n)
1 + (1− 1/n)z
,
qui converge uniforme´ment sur tout compact vers 1. C’est dans un certain sens le seul
proble`me possible comme le montre le the´ore`me suivant.
The´ore`me 9.3. - Soit D un domaine borne´ de Cn, et soit fn ∈ Aut(D) une suite
d’automorphismes analytiques de D convergeant vers f ∈ H(D,D). S’il existe a ∈ D tel
que f(a) ∈ D, f est un automorphisme analytique de D.
Comme pre´ce´demment, on fait la de´monstration en conside´rant la suite gn = f
−1
n et
en montrant que gn converge vers f
−1.
Corollaire 9.4. - Soit D un domaine borne´ de Cn et soit a un point de D. Soit K un
compact de D. Alors Auta,K(D) = {f ∈ Aut(D)|f(a) ∈ K} est compact. En particulier,
Aut(D) est localement compact et le groupe Auta(D) d’isotropie du point a est compact.
De´monstration. - Soit fn une suite d’e´le´ments de Auta,K(D). On peut en extraire
une suite fnj convergeant vers f ∈ H(D,D). Comme K est compact, f(a) ∈ K. D’apre`s
le the´ore`me 9.3, f ∈ Aut(D). Ainsi, Auta,K(D) est compact.
10. Proprie´te´s du groupe des automorphismes analytiques d’un domaine
borne´
Nous avons d’abord le the´ore`me d’unicite´ de H. Cartan [5].
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The´ore`me 10.1. - Soit D un domaine borne´ de Cn et soit f ∈ H(D,D) tel que
f(a) = a, f ′(a) = id. Alors, f = id.
De´monstration. - Soit f(z) = a+
∑∞
p=1 Pp(z − a) le de´veloppement de f en se´ries de
polynoˆmes homoge`nes. Comme f ′(a) = id, ceci entraˆıne que P1(z − a) = f
′(a).(z − a) =
(z − a). Si f n’est pas e´gal a` l’identite´, on peut e´crire
f(z) = a+ (z − a) + Pk(z − a) +
∞∑
p=k+1
Pp(z − a),
ou` Pk est le premier terme non nul du de´veloppement d’ordre k ≥ 2. On ve´rifie facilement
que, si on ite`re f , on trouve comme de´veloppement en se´ries de polynoˆmes homoge`nes de
fn
fn(z) = a+ (z − a) + nPk(z − a) + ...
Les ine´galite´s de Cauchy montrent que ‖nPk‖ est borne´ par une constante M , et est donc
nul. Contradiction. Le the´ore`me est de´montre´.
On en de´duit le corollaire suivant.
Corollaire 10.2. - Soit D un domaine borne´ de Cn et soient f ∈ H(D,D) et
g ∈ Aut(D). Si f(a) = g(a) et f ′(a) = g′(a) alors f = g.
Pour de´montrer ce re´sultat, il suffit d’appliquer le the´ore`me 10.1 a` g−1◦f .
On de´duit de ces conside´rations le the´ore`me suivant.
The´ore`me 10.3. - Soit D un domaine borne´ de Cn. Alors, l’application ϕ de
Aut(D) dans D×GL(Cn) de´finie par
f 7→ (f(a), f ′(a))
est injective et est un home´morphisme de Aut(D) sur son image.
De´monstration. - Le fait que ϕ est injective a e´te´ de´montre´ dans le corollaire 10.2.
La continuite´ de ϕ est imme´diate. Montrons maintenant que ϕ est bicontinue. Soit fn
et f appartenant a` Aut(D) et supposons que fn(a) → f(a), f
′
n(a) → f
′(a). Montrons
que fn → f uniforme´ment sur tout compact de D. On peut extraire de la suite fn une
suite fnj qui converge vers g ∈ H(D,D). Comme g(a) ∈ D, le the´ore`me 9.3 montre que
g ∈ Aut(D), et on a : f(a) = g(a), f ′(a) = g′(a). Par suite, g = f. Ainsi, f est le seul
point adhe´rent a` la suite fn dans le compact Auta,K(D), ou` K est un voisinage compact
de f(a). Par suite, fn → f et le the´ore`me est de´montre´.
Ainsi donc, si D est un domaine borne´ de Cn, un e´le´ment f du groupe Auta(D)
d’isotropie du point a est caracte´rise´ par la valeur de f ′(a). En fait, on a mieux et nous
allons montrer les deux re´sultats suivants.
The´ore`me 10.4. - Soit X une varie´te´ analytique complexe hyperbolique, et soit
f : X −→ X un automorphisme analytique de X, et soit a un point fixe de f . Alors il
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existe une carte locale ϕ de´finie au voisinage de a, telle que ϕ(a) = 0, et que, dans la carte
ϕ, f soit une application line´aire (c’est-a`-dire que ϕ◦f◦ϕ−1 soit une application line´aire).
De´monstration. - Dans la mesure ou` la question est locale et, quitte a` remplacer X
par une boule pour la distance de Kobayashi de centre a et de rayon suffisamment petit,
on peut supposer X un domaine borne´ de Cn. De´finissons
ϕn(z) = (1/n)
n−1∑
p=0
f ′(a)−p.(fp(z) − a),
fp de´signe la p−ie`me ite´re´e de f et f ′(a)−p la p−ie`me ite´re´e de f ′(a)−1. Munissons Cn de
la norme FB(a, .). On sait que f
′(a) est une isome´trie pour cette norme. D’autre part, la
suite (fp(z)−a) est borne´e. Par suite, ϕn est une suite de fonctions holomorphes borne´es.
On peut utiliser le the´ore`me de Montel et extraire de la suite ϕn une suite ϕnj convergeant
uniforme´ment sur tout compact vers une application holomorphe ϕ. On sait que
ϕ′n(a) = (1/n)
n−1∑
p=0
f ′(a)−p◦f ′(a)p = id.
D’apre`s le the´ore`me de Weierstrass, ceci entraˆıne que ϕ′(a) = id. Le the´ore`me d’inversion
locale montre que ϕ est un isomorphisme analytique d’un voisinage de a sur un voisinage
de 0.
Pour de´montrer le the´ore`me, il suffit maintenant de montrer que ϕ◦f◦ϕ−1 = f ′(a),
ou, ce qui revient au meˆme, que ϕ◦f = f ′(a)◦ϕ.
Soit z ∈ D. Calculons ϕn(f(z)).
ϕn(f(z)) = (1/n)
n−1∑
p=0
f ′(a)−p.(fp+1(z)− a)
= f ′(a).(1/n)
n−1∑
p=0
f ′(a)−(p+1).(fp+1(z)− a)
= f ′(a).(1/n)
n∑
p=1
f ′(a)−p.(fp(z) − a)
= f ′(a).(1/n)
n−1∑
p=0
f ′(a)−p.(fp(z)− a) + (1/n)(f ′(a)−n.(fn(z)− a)− (z − a))
Quand n tend vers l’infini, (1/n)(f ′(a)−n.(fn(z)− a)− (z− a)) tend vers 0. D’autre part,
f ′(a).(1/nj)
∑nj−1
p=0 f
′(a)−p.(fp(z) − a) tend vers f ′(a).ϕ(z). On trouve donc f(ϕ(z)) =
f ′(a).ϕ(z), et le the´ore`me est de´montre´.
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Ce re´sultat sera suffisant pour de´montrer notre the´ore`me sur les points fixes. Cepen-
dant, nous pouvons montrer un re´sultat plus fort que nous allons e´noncer maintenant.
The´ore`me 10.5. - Soit X une varie´te´ hyperbolique complexe et soit a un point de
X. Alors il existe une carte locale ϕ de´finie au voisinage de a, telle que ϕ(a) = 0, et que,
dans la carte ϕ, Auta(D) soit un sous-groupe du groupe line´aire (c’est-a`-dire que, pour
tout f ∈ Auta(D), ϕ◦f◦ϕ
−1 soit une application line´aire).
De´monstration. - Comme pre´ce´demment, on peut supposer que X est un domaine
borne´ D de Cn. Comme Auta(D) est compact, le groupe Auta(D) peut eˆtre muni d’une
mesure de Haar µ invariante a` gauche et a` droite de masse totale 1 (voir N. Bourbaki [4]).
On de´finit ϕ par la formule
ϕ(z) =
∫
Auta(D)
g′(a)−1.(g(z)− a)dµ(z).
Il suffit de de´river sous le signe somme pour ve´rifier que ϕ′(a) = id. Par suite, ϕ est une
carte locale au voisinage de a.
Soit f ∈ Auta(D). Calculons ϕ◦f :
ϕ(f(z)) =
∫
Auta(D)
g′(a)−1.(g(f(z))− a)dµ(g)
= f ′(a).
∫
Auta(D)
[(g◦f)′(a)]−1.((g◦f)(z)− a)dµ(g) = f ′(a).ϕ(z),
en utilisant l’invariance de µ par translation a` droite. Le the´ore`me est de´montre´.
Dans le cas des domaines cercle´s borne´s de Cn, nous avons un re´sultat meilleur que
nous allons maintenant de´montrer. Commenc¸ons par donner la de´finiton suivante.
De´finition 10.6. - On dit qu’un domaine D de Cn est cercle´ si l’origine 0 appartient
a` D et si, pour tout nombre complexe λ de module 1, pour tout z ∈ D, λz ∈ D.
The´ore`me 10.7. - Soient D1 et D2 deux domaines cercle´s de C
n et supposons que
D1 est borne´. Soit f : D1 −→ D2 un isomorphisme analytique tel que f(0) = 0. Alors, D2
est borne´ et f est la restriction a` D1 d’un automorphisme line´aire de C
n.
De´monstration. - Montrons d’abord que, pour tout θ ∈ R, pour tout z ∈ D1,
f(eiθz) = eiθf(z).
Pour cela, conside´rons l’application holomorphe g de D1 dans D1 de´finie par
g(z) = f−1(e−iθf(eiθz)).
Comme D1 et D2 sont cercle´s, g est un automorphisme analytique de D1. On a : g(0) =
0, g′(0) = id. Le the´ore`me d’unicite´ de H. Cartan montre que g(z) = z, ce qui entraˆıne
que f(eiθz) = eiθf(z).
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Conside´rons maintenant le de´veloppement de f en se´ries de polynoˆmes homoge`nes au
voisinage de l’origine
f(z) =
∞∑
n=1
Pn(z),
qui converge uniforme´ment sur tout compact contenu dans D1. Soit z ∈ D1 et conside´rons
le compact re´union des eiθz, pour θ ∈ R. Il est facile de voir que l’inte´grale
(1/2pi)
∫ 2pi
0
f(eiθz)e−iθdθ
est e´gale a` P1(z). D’un autre coˆte´, en utilisant l’e´galite´ f(e
iθz) = eiθf(z), on trouve
que cette inte´grale vaut f(z). Ce re´sultat entraˆıne facilement que f est la restriction de
l’application line´aire P1.
Ce re´sultat montre en particulier que l’ensemble des points fixes d’un automorphisme
analytique d’un domaine cercle´ borne´ D de Cn laissant l’origine fixe est l’intersection de
D avec un sous-espace vectoriel V de Cn. Ce sous-espace V est justement le sous-espace
propre correspondant a` la valeur propre 1 de f = f ′(0).
Ce the´ore`me permet aussi de montrer un re´sultat de´montre´ d’abord par H. Poincare´:
en dimension supe´rieure ou e´gale a` 2, il existe des domaines borne´s de Cn simplement
connexes et non analytiquement isomorphes.
The´ore`me 10.8. - Pour tout n ≥ 2, le polydisque ∆n = {(z1, ..., zn) ∈ C
n||zi| <
1, ∀i} et la boule hermitienne Bn = {(z1, ..., zn) ∈ C
n||z1|
2 + ... + |zn|
2 < 1} ne sont pas
analytiquement isomorphes.
Ide´e de la de´monstration. - En utilisant des transformations de Mo¨bius, il est facile
de montrer que le polydisque ∆n est homoge`ne (c’est aussi vrai pour la boule hermitienne
mais moins e´vident). S’il existe un isomorphisme f de ∆n sur Bn, on peut donc supposer
que f(0) = 0. D’apre`s le the´ore`me 10.7, f serait donc line´aire. Il est facile de voir qu’un tel
isomorphisme line´aire ne peut pas exister. On peut remarquer par exemple que la frontie`re
∂Bn de Bn est une sous-varie´te´ analytique re´elle de C
n alors que ce n’est pas le cas pour
la frontie`re ∂∆n de ∆n. Cependant, f serait un isomorphime line´aire de ∂∆n sur ∂Bn, ce
qui est impossible.
11. Suite des ite´re´es d’une application holomorphe
Pour la suite de notre e´tude, nous allons conside´rer ( comme E. Bedford [3] et M. Abate
[1]) la suite des ite´re´es d’une application holomorphe f . Plus pre´cise´ment, on conside`re un
domaine borne´ D de Cn et une application holomorphe f : D −→ D. On conside`re alors
la suite des ite´re´es fn(= f◦...◦f n fois) de f qui est une suite d’applications holomorphes
de D dans D. Comme D est borne´, d’apre`s le the´ore`me de Montel, on peut trouver une
suite extraite (fnj ) qui converge vers une application holomorphe g : D −→ D.
The´ore`me 11.1. - Supposons que la suite fn ve´rifie la proprie´te´ (H) suivante : pour
toute suite extraite fnj convergente vers g, g est une application holomorphe de D dans
D. Alors il existe une re´traction holomorphe ρ : D −→ D et une suite extraite fnj qui
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converge vers ρ. De plus, f |ρ(D) est un automorphisme analytique de ρ(D) et ρ(D) contient
l’ensemble des points fixes de f .
De´monstration. - Commenc¸ons par extraire une sous-suite fnj qui converge vers
F : D −→ D. On peut supposer, quitte a` extraire une sous-suite que nj+1− 2nj tend vers
+∞. En appliquant plusieurs fois le the´ore`me de Montel, on peut trouver une application
σ : N −→ N strictement croissante telle que la suite hj = f
nσ(j)+1−nσ(j) converge vers une
application holomorphe ρ : D −→ D. De meˆme, on suppose que fnσ(j)+1−2nσ(j) converge
vers g. Enfin, supposons que fnσ(j)+1−nσ(j)−1 converge vers h.
En e´crivant
fnσ(j)+1=fnσ(j)+1−nσ(j)◦fnσ(j)=fnσ(j)◦fnσ(j)+1−nσ(j) ,
et, en faisant tendre j vers +∞, on trouve
F = ρ◦F = F◦ρ.
Soit z = F (x) un e´le´ment appartenant a` l’image de F . On a :
ρ(z) = ρ(F (x)) = F (x) = z.
Par suite, ρ est e´gal a` l’identite´ sur l’image de F .
Conside´rons maintenant fnσ(j)+1−nσ(j) . En e´crivant
fnσ(j)+1−nσ(j) = fnσ(j)+1−2nσ(j)◦fnσ(j) = fnσ(j)◦fnσ(j)+1−2nσ(j) ,
et, en passant a` la limite, on trouve
ρ = g◦F = F◦g.
Ceci prouve que l’image de ρ est contenue dans l’image de F , et on a vu que, sur l’image
de F , ρ est e´gal a` l’identite´. Ainsi, ρ est bien une re´traction holomorphe.
Conside´rons maintenant fnσ(j)+1−nσ(j)+1. En e´crivant
fnσ(j)+1−nσ(j)+1 = fnσ(j)+1−nσ(j)◦f = f◦fnσ(j)+1−nσ(j) ,
et, en faisant tendre j vers +∞, on trouve
f◦ρ = ρ◦f.
Ceci prouve que l’image de ρ est stable par f .
Conside´rons enfin fnσ(j)+1−nσ(j)−1 qui converge vers h. Nous avons
(fnσ(j)+1−nσ(j))2 = fnσ(j)+1−nσ(j)+1◦fnσ(j)+1−nσ(j)−1
= fnσ(j)+1−nσ(j)−1◦fnσ(j)+1−nσ(j)+1,
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et, en faisant tendre j vers +∞, on trouve
ρ2 = f◦ρ◦h = h◦ρ◦f = ρ◦h◦f.
Ceci prouve que f |Imρ est un automorphisme analytique de Im ρ. Son inverse est la
restriction de ρ◦h a` l’image de ρ.
Sur la construction de fn, il est clair que, si z est un point fixe de f , alors fn(z) = z
et, par suite, ρ(z) = z. Ainsi, z appartient a` l’image de ρ. Le the´ore`me est de´montre´.
Rappelons qu’une suite fn d’applications d’une varie´te´ analytique complexe X dans
une varie´te´ complexe Y est compactement divergente si, e´tant donne´s deux compacts
K ⊂ X et L ⊂ Y, ∃n0 ∈ N tel que, ∀n ≥ n0, fn(K) ∩ L = ∅. D’autre part, on dit qu’une
varie´te´ analytique complexe X est taut (au sens de H. Wu [24]) si, pour toute suite fn
d’applications du disque-unite´ ∆ dans X , la suite fn admet une sous-suite fnj convergente
dans H(∆, X) ou une sous-suite fnj compactement divergente.
Il est classique qu’une varie´te´ analytique complexe hyperbolique comple`te (c’est-a`-
dire, comple`te pour la distance de Kobayashi kX) est taut et que toute varie´te´ complexe
taut est hyperbolique. En particulier, il re´sulte des re´sultats pre´ce´dents la proposition
suivante.
Proposition 11.2. - Soit D un domaine borne´ taut de Cn. Soit f une applica-
tion holomorphe de D dans D. Supposons qu’il existe x ∈ D tel que la suite fn(x) soit
relativement compacte dans D. Alors la suite fn des ite´re´es de f ve´rifie l’hypothe`se (H).
En particulier, si on conside`re un domaine borne´ D taut de Cn et une application f
de D dans D ayant un point fixe dans D, la suite des ite´re´es fn de f ve´rifie l’hypothe`se
(H). Cependant, ceci n’est pas tout a` fait suffisant pour l’e´tude des points fixes car nous
de´sirons e´tudier ausi le cas ou` D n’est pas taut. Pour cela, nous avons la proposition
suivante. (Nous noteros Bk(a, r) la boule de centre a et de rayon r pour la distance de
Kobayashi).
Proposition 11.3. - Soit D un domaine borne´ de Cn et soit f : D −→ D une
application holomorphe de D dans D admettant un point fixe a. Alors, pour tout r > 0,
f(Bk(a, r)) ⊂ Bk(a, r). De plus, il existe r > 0 tel que la suite (f |Bk(a,r))
n ve´rifie la
condition (H).
De´monstration. - En effet, soit r > 0 tel que la boule Bk(a, r) soit isomorphe a`
un domaine borne´ et relativement compacte dans D. Soit gn = (f |Bk(a,r))
n et soit z ∈
Bk(a, r). Alors kX(a, z) = ρ < r. Si on conside`re une sous-suite gnj convergente, la limite
g(z) appartient a` l’adhe´rence de Bk(a, r) qui est contenue dans X. Par passage a` la limite,
on en de´duit que kX(a, g(z)) ≤ ρ, et g est une application holomorphe de Bk(a, r) dans
lui-meˆme.
12. Points fixes d’une application holomorphe
Nous pouvons maintenant achever l’e´tude de l’ensemble des points d’une application
holomorphe f d’un domaine borne´ (ou plus ge´ne´ralement d’une varie´te´ hyperbolique) dans
lui-meˆme. Plus pre´cisement, nous avons le the´ore`me suivant (voir J.-P. Vigue´ [23]).
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The´ore`me 12.1. - Soit X une varie´te´ hyperbolique complexe (ou un domaine borne´
de Cn). Soit f : X −→ X une application holomorphe. Alors, l’ensemble Fixf des points
fixes de f est une sous-varie´te´ analytique complexe de X. De plus, si a est un point fixe de
f , la dimension de Fixf au voisinage de a est e´gale a` la dimension du sous-espace propre
correspondant a` la valeur propre 1 de f ′(a).
De´monstration. - Le re´sultat est de nature locale. Il suffit de de´montrer que, e´tant
donne´ a ∈ Fixf , il existe un voisinage U de a tel que Fixf ∩ U soit une sous-varie´te´
analytique de U .
Soit a ∈ Fixf . Quitte a` remplacer X par une boule pour la distance de Kobayashi
de rayon suffisamment petit, on peut supposer que X est un domaine borne´ de Cn. On
applique alors la proposition 11.3, ce qui permet ensuite d’appliquer le the´ore`me 11.1.
Il existe un voisinage borne´ V de a dans Cn stable par f qui ve´rifie les hypothe`ses du
the´ore`me 11.1. Par suite, il existe une re´traction holomorphe ρ de V sur une sous-varie´te´
W de V ,W contient les points fixes de f |V et f |W est un automorphisme analytique deW .
Quitte a` diminuer encore une fois la taille de W , on peut supposer que W est isomorphe
a` un domaine borne´ de Cn et appliquer le the´ore`me 10.4. Il existe une carte locale de´finie
au voisinage de a tel que, dans cette carte, f soit line´aire e´gal a` f ′(a). Le the´ore`me s’en
de´duit.
Nous allons nous inte´resser maintenant aux points fixes d’une application holomorphe
f d’une boule-unite´ de Cn dans elle-meˆme qui laisse l’origine fixe. Commenc¸ons par un
principe du maximum fort.
13. Principe du maximum fort
Si on conside`re un domaine borne´ U de Cn et une fonction holomorphe f : U −→ C,
on a le principe du maximum : si |f | admet un maximum local en un point a de U , f est
constante.
Maintenant, si on conside`re une application holomorphe d’un ouvert U de Cn dans
C
m, muni d’une norme ‖.‖, le principe du maximum ne s’applique pas en ge´ne´ral, ‖f‖ peut
avoir un maximum local sans que f soit constante, comme le montre l’exemple suivant :
soit C2 muni de la norme
‖(z1, z2)‖ = sup(‖z1‖, ‖z2‖).
L’application f : ∆ −→ C2 de´finie par f(ζ) = (1, ζ) ve´rifie ‖f(z)‖ = 1, ∀ζ ∈ ∆, et f n’est
pas constante.
Commenc¸ons par montrer le lemme suivant (voir par exemple [9] ou [12]).
Lemme 13.1. - Soit f ∈ H(∆,∆). Alors, pour tout z ∈ ∆,
2|z||f(0)|+ (1− |z|)|f(z)− f(0)| ≤ 2|z|.
De´monstration. - S’il existe z tel que |f(z)| = 1, f est constante et la formule est vraie. On
peut donc supposer que f(z) ∈ ∆, ∀z ∈ ∆. On peut alors utiliser le lemme de Schwarz-Pick
(proposition 3.1). On a, ∀z ∈ ∆ :
∣∣∣ f(z)− f(0)
1− f(0)f(z)
∣∣∣ ≤
∣∣∣z
∣∣∣,
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ce qui donne
|f(z)− f(0)| ≤ |z||1− f(0)f(z)|.
Majorons |1− f(0)f(z)|.
|1− f(0)f(z)| ≤ |1− |f(0)|2|+ ||f(0)|2 − f(0)f(z)|
≤ |1− |f(0)|2|+ |f(0)||f(0)− f(z)|
≤ |1− |f(0)|2 + |f(0)||f(0)− f(z)|.
On en de´duit
|f(z)− f(0)| ≤ |z|(|1− |f(0)|2) + |z||f(0)||f(z)− f(0)|.
Par suite,
(1− |z||f(0)|)|f(z)− f(0)| ≤ |z|(1− |f(0)|2)
≤ |z|(1− |f(0)|)(1 + |f(0)|) ≤ 2|z|(1− |f(0)|).
Ceci donne
2|z||f(0)|+ (1− |z||f(0)|)|f(z)− f(0)| ≤ 2|z|,
et comme 1− |z| ≤ (1− |z||f(0)|), le re´sultat s’en de´duit.
Nous avons maintenant le lemme suivant.
Lemme 13.2. - Soit B la boule-unite´ ouverte de Cn pour une norme ‖.‖, et soit f
une application holomorphe de ∆ dans Cn telle que f(∆) soit contenu dans B. Alors
‖f(0) + ζ(f(z)− f(0))‖ ≤ 1
pour tout z ∈ ∆\{0} et pour tout ζ ∈ C tel que |ζ| ≤ 1−|z|2|z| .
De´monstration. - Si n = 1, on de´duit du lemme 13.1 que
|f(0)|+
1− |z|
2|z|
|f(z)− f(0)| ≤ 1.
Pour tout ζ ∈ C tel que |ζ| ≤ 1−|z|
2|z|
, on a ‖f(0)+ ζ(f(z)− f(0)‖ ≤ 1, ce qui est le re´sultat
annonce´.
Dans le cas n ≥ 2, faisons la de´monstration par l’absurde. Supposons qu’il existe
z ∈ ∆\{0} et ζ ∈ C, |ζ| ≤ 1−|z|2|z| tel que |f(0)| +
1−|z|
2|z| |f(z) − f(0)| > 1. D’apre`s le
the´ore`me de Hahn-Banach, il existe une forme C-line´aire continue λ sur Cn de norme 1
telle que
λ(f(0) + ζ(f(z)− f(0)) = ‖f(0) + ζ(f(z)− f(0))‖ > 1.
L’application λ◦f est bien holomorphe sur ∆ et (λ◦f)(∆) ⊂ ∆. On peut appliquer la
premie`re partie de la de´monstration, ce qui donne la contradiction cherche´e.
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On de´finit alors la notion de point complexe extre´mal d’un ensemble A ⊂ Cn.
De´finition 13.3. - Soit A un partie de Cn. On dit qu’un point x de A est un point
complexe extremal de A si le seul vecteur y ∈ Cn tel que x + ζy appartienne a` A, pour
tout ζ ∈ C, |ζ| < 1 est le vecteur nul.
Sous les hypothe`ses du lemme 13.2, si une application holomorphe f : ∆ −→ B est
telle que f(z) 6= f(0), alors l’image de ∆ par l’application line´aire affine non constante
ζ 7→ f(0) + ζ
1− |z|
2|z|
(f(z)− f(0))
est contenue dans B. Ceci montre la proposition suivante.
Proposition 13.4. - Soit f ∈ H(∆,Cn) telle que f(∆) ⊂ B. Soit z0 ∈ ∆. Si f(z0) est
un point complexe extre´mal de B, alors f est constante. Re´ciproquement, si z0 ∈ B n’est
pas un point complexe extre´mal de B, il existe une application holomorphe non constante
f ∈ H(∆, B) telle que f(0) = z0.
Si on conside`re maintenant des applications d’un domaine D de Cp a` valeurs dans
C
n, en coupant par des sous-espaces affines de dimension 1 et en utilisant le principe du
prolongement analytique, on en de´duit le principe du maximum fort suivant (E. Thorp et
R. Whitley [21]).
The´ore`me 13.5. - Soit D un domaine de Cp et soit f ∈ H(D,Cn) tel que f(D)
soit contenu dans la boule-unite´ ferme´e B de Cn (pour une norme ‖.‖). Supposons que
tout vecteur de norme 1 est un point complexe extre´mal de B. Alors f(D) ⊂ B ou f est
constante.
Exemple 13.6. - Conside´rons Cn muni de la norme hermitienne. Soit B sa boule-
unite´ ouverte. Alors les points complexes extre´maux de B sont exactement les points de
∂B (c’est-a`-dire les points de norme 1).
De´monstration. - Ce re´sultat se montre facilement par un calcul e´le´mentaire. Si
on n’aime pas les calculs e´le´mentaires, on peut remarquer que, d’apre`s le the´ore`me de
Krein-Milman, B, qui est compact est l’enveloppe convexe ferme´e de ses points extre´maux
et a fortiori de ses points complexes extremaux. L’ensemble S de ses points complexes
extre´maux est donc non vide et est contenu dans ∂B. D’autre part, il est clair que S est
stable sous l’action du groupe unitaire U(n) qui agit transitivement sur ∂B. Ainsi ∂B = S.
14. Ge´ode´siques complexes
En suivant les ide´es de E. Vesentini [22], nous allons de´finir la notion de ge´ode´sique
complexe d’un domaine borne´ D de Cn.
The´ore`me et de´finition 14.1. - Soit ϕ : ∆ −→ D une application holomorphe.
Les conditions suivantes sont e´quivalentes :
(i) il existe deux points distincts ζ et η de ∆ tels que
cD(ϕ(ζ), ϕ(η)) = c∆(ζ, η) = ω(ζ, η);
(ii) pour tous les points ζ et η de ∆, on a :
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cD(ϕ(ζ), ϕ(η)) = c∆(ζ, η) = ω(ζ, η);
(iii) il existe ζ ∈ ∆ et v ∈ C(v 6= 0) tels que
ED(ϕ(ζ), ϕ
′(ζ).v) = E∆(ζ, v) = |v|/(1− |ζ|
2);
(iv)Pour tous ζ ∈ ∆ et v ∈ C(v 6= 0), on a : ED(ϕ(ζ), ϕ
′(ζ).v) = E∆(ζ, v) =
|v|/(1− |ζ|2).
On dit alors que ϕ est une ge´ode´sique complexe de D.
Ide´e de la de´monstration. - Etant donne´s deux points x et y de D (resp. x ∈ D
et v ∈ C), il existe une fonction holomorphe f : D −→ ∆ qui donne la distance de
Carathe´odory cD(x, y) (resp. ED(x, v)). C’est une application simple du the´ore`me de
Montel. Supposons que (i) est ve´rifie´. On a donc :
ω(f(ϕ(ζ), f(ϕ(η)) = cD(ϕ(ζ), ϕ(η)) = ω(ζ, η).
D’apre`s le lemme de Schwarz-Pick, f◦ϕ est un automophisme analytique de ∆, et, quitte a`
composer f avec un automorphisme de ∆ bien choisi, on peut supposer que f◦ϕ = id. Ceci
permet de montrer (ii), (iii) et (iv). Le reste de la de´monstration est laisse´ en exercice.
La notion de ge´ode´sique complexe est relie´ a` celle de re´traction holomorphe de la fac¸on
suivante.
The´ore`me 14.2. - Soit D un domaine borne´ de Cn et soit V une sous-varie´te´
analytique ferme´e de D analytiquement isomorphe au disque-unite´ ∆. Les propositions
suivantes sont e´quivalentes :
(i) V est l’image d’une re´traction holomorphe ρ : D −→ D ;
(ii) V est l’image d’une ge´ode´sique complexe ϕ : ∆ −→ D ;
(iii) cD|V = cV ;
(iv) il existe deux points distincts x et y de D tels que cD(x, y) = cV (x, y) ;
(v) ED|T (V ) = EV ;
(vi) il existe x ∈ D et v ∈ Tx(V ), v 6= 0, tel que ED(x, v) = EV (x, v).
De´monstration. - Comme V est isomorphe au disque-unite´ ∆, on sait d’apre`s le
the´ore`me et de´finition 14.1 que (ii), (iii), (iv), (v) et (vi) sont e´quivalents. Montrons que
(i) entraˆıne (iii). Soit i l’injection de V dans D et ρ◦i est e´gal a` id|V . On de´duit du fait
que les distances invariantes sont contractantes les ine´galite´s suivantes : pour tous x et y
appartenant a` V ,
cV (x, y) ≤ cD(x, y) ≤ cV (x, y).
On en de´duit l’e´galite´ annonce´e.
Re´ciproquement, montrons par exemple que (iv) entraˆıne (i). Soient x et y deux
points distincts de V tels que cD(x, y) = cV (x, y). D’apre`s le the´ore`me de Montel, il existe
une application holomorphe f : D −→ ∆ qui donne cD(x, y), c’est-a`-dire telle que
cD(x, y) = c∆(f(x), f(y)) = ω(f(x), f(y)).
Soit g un isomorphisme de ∆ sur V . Alors g◦f : D −→ V est telle que
cV (g(f(x)), g(f(y))) = cD(x, y).
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Mais comme cV (x, y) = cD(x, y), on trouve que
cV (g(f(x)), g(f(y))) = cV (x, y).
D’apre`s le lemme de Schwarz-Pick, g◦f |V est un automorphisme analytique de V . Quitte
a` le composer avec un automorphisme analytique h de V bien choisi, on trouve
h◦g◦f |V = id|V ,
h◦g◦f : D −→ D est bien une re´traction holomorphe de D sur V .
Nous avons maintenant un the´ore`me d’existence de ge´ode´siques complexes.
The´ore`me 14.3. - Soit D un domaine borne´ de Cn taut au sens de H. Wu [24].Pour
qu’il existe une ge´ode´sique complexe ϕ : ∆ −→ D telle que deux points distincts a et b
appartiennent a` l’image ϕ(∆), il faut et il suffit que
cD(a, b) = δD(a, b).
De´monstration. - Comme nous l’avons montre´ au the´ore`me 14.2, si a et b appartiennent
a` l’image d’une ge´ode´sique complexe ϕ : ∆ −→ D, il existe une re´traction holomorphe
ρ : D −→ ϕ(∆), et on a :
δD|ϕ(∆) = δϕ(∆), cD|ϕ(∆) = cϕ(∆).
Comme ϕ(∆) est isomorphe au disque-unite´ ∆ et que c∆ = δ∆ = ω, l’e´galite´ annonce´e
s’en de´duit.
Montrons la re´ciproque. Du fait que D est taut, on de´duit facilement que, si a et b
sont deux points distincts de D, il existe une fonction holomorphe ϕ : ∆ −→ D qui re´alise
exactement δD(a, b), c’est-a`-dire qu’il existe α et β appartenant a` ∆ tels que ϕ(α) =
a, ϕ(β) = b et que
δD(a, b) = δD(ϕ(α), ϕ(β)) = ω(α, β).
Soit maintenant f : D −→ ∆ une application holomorphe telle que
cD(a, b) = ω(f(a), f(b)).
L’application f◦ϕ de ∆ dans ∆ est telle que
ω(f(ϕ(α)), f(ϕ(β))) = ω(α, β).
C’est donc un automorphisme analytique du disque-unite´ ∆, et ϕ : ∆ −→ D est une
ge´ode´sique complexe de D.
En particulier, si D est un domaine borne´ convexe de Cn, on sait d’ape`s le the´ore`me
5.9 que cD = δD. On en de´duit qu’e´tant donne´s deux points a et b de D, il existe au moins
une ge´ode´sique complexe dont l’image contient les points a et b.
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15. Unicite´ des ge´ode´siques complexes. Application aux points fixes
d’applications holomorphes
Comme nous l’avons de´ja` dit, e´tant donne´s deux points d’un domaine borne´ D, il
n’existe pas, en ge´ne´ral, de ge´ode´sique complexe dont l’image contienne ces deux points.
Un autre proble`me inte´ressant est celui de l’unicite´ des ge´ode´siques complexes dont l’image
contient deux points donne´s. Pour cela, il nous faut d’abord remarquer que, si ϕ : ∆ −→ D
est une ge´ode´sique complexe de D et si f est un automorphisme analytque de ∆, ϕ◦f est
encore une ge´ode´sique complexe de D. Aussi, nous de´finirons l’unicite´ des ge´ode´siques
complexes de la fac¸on suivante : e´tant donne´s deux points a et b appartenant a` D (resp.
a ∈ D et v ∈ Ta(D) = C
n), nous dirons qu’une ge´ode´sique complexe ϕ : ∆ −→ D est
l’unique ge´ode´sique complexe passant par a et b (resp. passant par a et tangent a` v) si a et
b appartiennent a` ϕ(∆) (resp. a ∈ ϕ(∆) et v ∈ Ta(ϕ(∆))) et si, pour tout autre ge´ode´sique
complexe ψ : ∆ −→ D ve´rifiant les meˆmes proprie´te´s, il existe un automorphisme f de ∆
tel que ψ = ϕ◦f .
En particulier, L. Lempert [18] a montre´ que, si D est un domaine borne´ strictement
convexe a` frontie`re suffisamment re´gulie`re, alors les ge´ode´siques complexes existent et sont
uniques. En fait, la re´gularite´ de la frontie`re n’est pas ne´cessaire et S. Dineen ([7], p.93)
montre le the´ore`me suivant. On dit qu’un domaine D est strictement convexe s’il n’existe
pas de segment [a, b] avec a 6= b contenu dans la frontie`re de D.
The´ore`me 15.1. - Soit D un domaine borne´ strictement convexe de Cn. Alors les
ge´ode´siques complexes de D sont uniques au sens pre´ce´dent.
De´monstration. - Conside´rons une ge´ode´sique complexe ϕ : ∆ −→ D d’un domaine
borne´ D de Cn. Il est classique que ϕ admet des limites radiales
ϕ∗(eiθ) = limr→1−ϕ(re
iθ)
presque partout. Supposons D strictement convexe. Faisons la de´monstration dans le cas
de deux points a et b. Soient ϕ et ψ deux ge´ode´siques complexes passant par a et b. Quitte
a` les reparame´trer, on peut supposer qu’il existe ζ et η tels que
ϕ(ζ) = ψ(ζ) = a, ϕ(η) = ψ(η) = b.
Soient ϕ∗ et ψ∗ les limites radiales de´finies presque partout. D’apre`s le the´ore`me 14.1, pour
tout λ ∈ [0, 1], λϕ+ (1 − λ)ψ est une ge´ose´sique complexe de D passant par a et b. Soit
θ ∈ R tel que ϕ∗(eiθ) et ψ∗(eiθ) soient tous les deux de´finis. λ 7→ λϕ∗(eiθ)+ (1−λ)ψ∗(eiθ)
est un segment contenu dans la frontie`re de D. Comme D est strictement convexe, ceci
entraˆıne que ϕ∗(eiθ) = ψ∗(eiθ), et ceci est vrai pour presque tout θ. Ceci entraˆıne que
ϕ = ψ. Le the´ore`me est de´montre´.
Dans le cas de la boule-unite´ de Cn pour une norme ‖.‖, on a le the´ore`me d’unicite´
suivant.
The´ore`me 15.2. - Soit B la boule-unite´ ouverte de Cn pour une norme ‖.‖. Soit
v ∈ ∂B un point complexe extre´mal de B. Alors,
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ϕ : ζ 7→ ϕ(ζ) = ζv
est l’unique ge´ode´sique complexe de B telle que ϕ(0) = 0, ϕ′(0) = v.
De´monstration. - Conside´rons le de´veloppement en se´rie de ϕ
ϕ(ζ) =
∞∑
n=1
anζ
n,
avec a1 = v. L’application f : ∆ −→ C
n de´finie par f(ζ) = ϕ(ζ)/ζ admet pour
de´veloppement en se´rie
f(ζ) =
∞∑
n=1
anζ
n−1 = v +
∞∑
n=2
anζ
n−1.
Pour toute forme line´aire m sur Cn de norme 1, m◦ϕ s’annule en 0 et est a` valeurs dans
∆. Le lemme de Schwarz montre que m◦ϕ est a` valeurs dans ∆ et ve´rifie
|m◦ϕ(ζ)| ≤ |ζ|.
Par suite, m◦f est a` valeurs dans ∆. Le the´ore`me de Hahn-Banach montre que f envoie
∆ dans la boule-unite´ ferme´e B et f(0) = v. D’apre`s le the´ore`me 13.5, f est constante
e´gale a` v. Le the´ore`me est de´montre´.
Nous allons maintenant appliquer ce re´sultat aux points fixes d’applications holomor-
phes.
The´ore`me 15.3. - Soit B la boule-unite´ ouverte de Cn pour une norme ‖.‖ et
supposons que tous les points de la frontie`re ∂B de B dont des points complexe extre´maux
de B. Soit f : B −→ B une application holomorphe telle que f(0) = 0. Alors, l’ensemble
des points fixes de f est l’intersection de B avec le sous-espace propre correspondant a` la
valeur propre 1 de f ′(0).
De´monstration. - On sait de´ja` que Fixf est une sous-varie´te´ analytique complexe de
B et que son espace tangent en 0 est e´gal a` E1, le sous-espace propre correspondant a` la
valeur propre 1 de f ′(0). Soit v ∈ E1 de norme 1 et conside´rons la ge´ode´sique complexe
ϕ : ∆ −→ B de´finie par ϕ(ζ) = ζv. Comme f ′(0).v = v, on a f◦ϕ(0) = 0, (f◦ϕ)′(0) = v.
Par suite, f◦ϕ est une ge´ode´sique complexe de B. D’apre`s le the´ore`me d’unicite´ (the´ore`me
15.2), ceci suffit a` prouver que f◦ϕ = ϕ. On en e´duit que Fixf = B ∩ E1.
Dans certains cas particuliers, on peut montrer un re´sultat plus pre´cis (M. Herve´ [11]).
The´ore`me 15.4. - Soit B la boule-unite´ ouverte de Cn pour la norme hermitienne.
Soit f : B −→ B une application holomorphe. Si Fixf est non vide, Fixfest l’intersection
de B avec un sous-espace affine de Cn.
Ide´e de la de´monstration. - On remarque d’abord que tous les points de la frontie`re
∂B de B sont des points complexes extremaux de B. Si on suppose de plus que f(0) = 0,
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alors Fixf est l’intersection de B avec un sous-espace vectoriel E de Cn. Le cas ge´ne´ral
se de´montre en utilisant le fait que B est homoge`ne. On en de´duit que Fixf est l’image
de B ∩E par un automorphisme analytique de B. La forme explicite des automorphismes
permet alors de montrer que l’ensemble des points fixes de f est l’intersection de B avec
un sous-espace affine de Cn.
Remarque 15.5. - Dans le the´ore`me 10.8, nous avons montre´ que la boule-unite´ Bn
de Cn et le polydisque ∆n n’e´taient pas analytiquement isomorphes. Pour cela, on e´tait
ramene´ a` montrer qu’il n’existe pas d’isomorphisme line´aire entre Bn et ∆
n. On peut aussi
dire qu’un tel isomorphime n’existe pas parce que tous les points de la frontie`re de Bn sont
des points complexes extre´maux alors que ce n’est pas le cas pour ∆n.
16. Exemples et applications
Soit D un domaine borne´ convexe de Cn. Soit f : D −→ D une application holo-
morphe telle que Fixf soit non vide. Alors, si Fixf est de dimension 0, Fixf est re´duit
a` un point. Supposons maintenant que Fixf est de dimension 1. D’apre`s les re´sultats
pre´ce´dents, il existe une re´traction holomorphe ρ : D −→ Fixf . En e´crivant les applica-
tions
Fix f −→ D −→ Fix f ,
et la suite d’homotopie associe´e, on montre que le premier groupe d’homotopie pi1(Fixf)
est nul. Ainsi, Fixf est simplement connexe. Comme Fixf admet des fonctions borne´es
non constantes, Fixf est isomophe au disque-unite´ ∆, c’est donc l’image d’une ge´ode´sique
complexe.
Conside´rons maintenant le cas du bidisque ∆2. On peut montrer facilement (E. Vesen-
tini [22]) que, a` un changement de parame`tre pre`s, les ge´ode´siques complexes de ∆2 sont
d’une des deux formes suivantes
ζ 7→ (ζ, h(ζ)) ou ζ 7→ (h(ζ), ζ),
ou` h est une application holomorphe de de ∆ dans ∆.
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