S-unit equations, diophantine equation, computational number theory
The main computational problem when solving a diophantine equation is usually the location of the small" solutions. In this paper we assume we are given the generators of two nitely generated multiplicative subgroups of some number eld,
K. In what follows we shall denote these subgroups by G 1 and G 2 . We also assume that we are given two xed algebraic numbers 1 ; 2 2 K . In 4 the author gave a practical algorithmic solution to the determination of all the solutions to the equation 1 1 + 2 2 + 1 = 0 with 1 ; 2 2 G 1 G 2 :
1 That there are nitely many solutions to such an equation follows from work of Siegel. An e ective proof of the niteness of the number of solutions was rst given by Gy ory, 3 , using Baker's method of linear forms in logarithms.
Using an adaption of Gy ory's method combined with the reduction techniques of de Weger, 9 , one can reduce the solution of 1 to the determination of the small" solutions. The technique used in 4 to determine such solutions was a sieving technique which lent itself to implementation on a parallel computer or a network of workstations. For further discussion of this sieving technique see 5 .
Recently Wildanger, 10 , has given a much more e cient technique of determining the small solutions in the case where G 1 = G 2 = O K . In this paper we extend Wildanger's method to the general case. The main problem that one encounters is the presence of nite places in the support of the two groups.
Wildanger makes use of the algorithm of Fincke-Pohst, 2 . We try to avoid the use of this algorithm for as long as possible. This is because we feel that applying Fincke-Pohst to lattices generated by real vectors with very large coe cients held to very high precision can lead to oating point errors. This is due to rounding errors in the algorithm for Cholesky decomposition and in the LLL algorithm itself. Indeed rounding errors introduced in the oating point v ersion of the LLL algorithm can lead to the production of a basis which is not even LLL reduced. Below we make use of the LLL algorithm on lattices generated by v ectors with integer entries. We can therefore make use of the integer version of the LLL algorithm due to de Weger, 8 , which does not su er from numerical instability. We only apply the algorithm of Fincke-Pohst and the oating point version of LLL when we have reduced considerably the precision needed in the calculations.
Notation
We shall let S 1 and S 2 denote the set of primes places, both nite and in nite, in the support of the groups G 1 and G 2 respectively. In other words S i = fp 2 M K : j j p 6 = 1 for some 2 G i g = SuppG i :
We let t i denote the rank of the group G i . We suppose that G i has generators of in nite order given by 1 such that H = ja k;b j for some k and j log j b j pg j = max p j log j b j p j:
Now b y Lemma 1 of 4 we can determine a constant c 1 such that H c 1 j log j b j pg j:
2 Using the method of Baker and the computational reduction techniques of de Weger, see 4 , we can nd a constant, H 0 , of reasonable" size such that H H 0 . By reasonable" we mean reasonable" when compared with the initial bound which can be derived from the application of Baker's method alone. However the value of H 0 is usually still too large to allow direct enumeration of the solutions. It is common to refer to the solutions such that H H 0 as the small" solutions to the equation. This is because any large" solutions are eliminated by Baker's method and any medium" sized solutions are eliminated by the application of the method of de Weger.
Let S denote a nite set of places of K, including all the in nite ones. We let S f denote the subset of nite places of S. As the set of nite places of K and the set of prime ideals of O K are equivalent w e shall also refer to S f as being a set of prime ideals. ; log R i+1
and set H i+1 = c 1 c 2 then
T j H i ; R i ; R i +1 :
Proof. We assume that 1 ; 2 2 L H i R i and that 1 ; 2 6 2 L Hi R i+1 . If this is the case then there exists a q 2 S 1 such that either j 1 j q 1=R i+1 or j 1 j q R i +1 .
In the rst case we deduce that j , 2 and so i;j 2 Z p . We then have that ord p i = c 5 , c 6 = c 7 : We let u 2 N be such that p u is roughly the size of B 1+s=n and such that u c 7 .
The constant u plays a similar role to the constant C in the method for in nite places. For 2 Z p we let u denote the unique rational integer such that u mod p u and 0 u p u . W e then let denote the lattice which is generated 
Enumerating T j;p H i ; R i ; R i +1
After application of the above techniques we will reach a space L Hi R i which we cannot decompose any further as Lemma 2 gives rise to sets T j;p H i ; R i ; R i +1 which w e cannot show h a v e only trivial elements.
We need to enumerate all the possible elements in T j;p H i ; R i ; R i +1 . It is at this stage that we make use of the Fincke-Pohst algorithm. However we hope that, as we at least have a reduced value of R i compared to our initial value R 0 , w e can handle any n umerical instability which occurs.
As As p 2 S we can write p = q j for some value of j. Consider the sublattice of R S+1 generated by the columns of the matrix, A, which is obtained from the matrix Let M denote the subgroup of K generated by 0 ; : : : ; s . Now a s o r d p i = 0 for all i we can consider the group M=p n .Using an algorithm like the ones in 1 o r 6 , one can determine the group structure of the M=p n as a product of cyclic groups C 1 : : : C g . These two algorithms are based on the Baby-Step Giant Step strategy of Shanks and Pollard's Rho method respectively. However these algorithms are far too general to work in a fast and e cient manner in our problem.
Instead we rst compute the orders of i in M=p n .This can be done very quickly, assuming p is small", as the orders must be equal to a p th power times a divisor of q , 1. All that is then required, to determine the group structure, is a lattice enlarging procedure to determine the full lattice of relations given the sublattice given by the relations hi i 1 mod p n for some h i . Such a lattice enlarging procedure is given in 6 , as algorithm MINIMIZE. It seems to work very well in practice however its complexity i s w orse than OjM=p n j, but for smooth group orders the method works very fast.
We can then map the equation We can then determine as before all the elements in T j;p H i ; R i ; R i +1 using the Fincke-Pohst algorithm.
Example
We n o w consider one of the examples from 5 . Let K denote the number eld generated by , where 8 + 1 = 0 :
The unit rank of O K is three and as generators of in nite order we can take 1 = 2 + 4 + 6 ; 2 = , 2 + 3 + 4 ; 3 = 1 + 3 , 5 : The element = , 7 generates the sixteen roots of unity in K. There is one prime ideal, t, lying above 2 and it has rami cation index eight. This ideal is principal and as a generator we can take = 1 , . In 5 , as part of a much larger computation, it was necessary to compute the 795 solutions to the unit equation 1 We n o w set R 4 = 1 0 6 , when considering the nite place we n o w need to look at all solutions of j log j j p j log1 + R 3 . The sets for the nite place, t, are non-trivial but can be determined in a matter of seconds. We are nally left with enumerating the set L H5 R 5 for H 5 = 11. Enumerating this set can be accomplished using an adaption of the methods in Section 4.
We conclude that we can compute all the solutions to the S-unit equation above in a matter of minutes rather than MIPS years as was the previous case.
