Anisotropic bulk and planar Heisenberg ferromagnets in uniform,
  arbitrarily oriented magnetic fields by Vanherck, Joren et al.
ar
X
iv
:1
80
4.
00
43
6v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
 A
pr
 20
18
Anisotropic bulk and planar Heisenberg ferromagnets
in uniform, arbitrarily oriented magnetic fields
Joren Vanherck∗ and Wim Magnus
Physics Department, Universiteit Antwerpen, Groenenborgerlaan 171, B-2020 Antwerpen, Belgium and
Imec, Kapeldreef 75, B-3001 Leuven, Belgium
Bart Sore´e
Physics Department, Universiteit Antwerpen, Groenenborgerlaan 171, B-2020 Antwerpen, Belgium
ESAT, KU Leuven, Kasteelpark Arenberg 10, B-3001 Leuven, Belgium and
Imec, Kapeldreef 75, B-3001 Leuven, Belgium
(Dated: November 6, 2018)
Today, further downscaling of mobile electronic devices poses serious problems, such as energy
consumption and local heat dissipation. In this context, spin wave majority gates made of very
thin ferromagnetic films may offer a viable alternative. However, similar downscaling of magnetic
thin films eventually enforces the latter to operate as quasi-two dimensional magnets, the magnetic
properties of which are not yet fully understood, especially those related to anisotropies and exter-
nal magnetic fields in arbitrary directions. To this end, we have investigated the behaviour of an
easy-plane and easy-axis anisotropic ferromagnet – both in two and three dimensions – subjected
to a uniform magnetic field, applied along an arbitrary direction. In this paper, a spin-1/2 Heisen-
berg Hamiltonian with anisotropic exchange interactions is solved using double-time temperature-
dependent Green’s functions and the Tyablikov decoupling approximation. We determine various
magnetic properties such as the Curie temperature and the magnetization as a function of temper-
ature and the applied magnetic field, discussing the impact of the system’s dimensionality and the
type of anisotropy. The magnetic reorientation transition taking place in anisotropic Heisenberg
ferromagnets is studied in detail. Importantly, spontaneous magnetization is found to be absent for
easy-plane two-dimensional spin systems with short range interactions.
I. INTRODUCTION
Relying essentially on charge-based signal transport,
today’s integrated circuits have reached the nanometer
scale and traditional downscaling, as successfully pre-
dicted by Moore’s law for such a long time, will eventu-
ally come to and end due to various severe problems, in-
cluding deteriorating performance, local heat dissipation
issues and so on. The use of spin waves as information
carriers [1–3] rather than electric charges, specifically in
the form of a spin wave majority gate [4–7], is considered
nowadays a possible, alternative low-power technology.
A spin wave majority gate has three inputs and a single
output, the majority of the input states fixing the out-
put state. Once generated using magnetoelectric cells [8–
12], the spin or magnetization waves travel through fer-
romagnetic spin wave buses thereby interfering to yield
the expected result at the output. Fischer et al. [13]
demonstrated a fully functional proof of concept for this
device at the macroscopic scale, using microwave an-
tennas instead of magnetoelectric cells. In order to be
competitive (both in speed and fabrication cost) with
advanced CMOS technology, the thickness of the ferro-
magnetic spin wave buses needs to be reduced to only
a few nanometers. Although quantum mechanical fea-
tures become important in this regime, they are not be-
ing accounted for in present micromagnetic simulations
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[3, 5, 7, 8, 12, 14–16]. Moreover, the saturation magneti-
zation which, at best, corresponds to the ferromagnetic
ground-state is taking up the role of the spontaneous
magnetization that – possibly – survives at the ambient
temperature of an operational device.
Attempting to provide a proper treatment of the ther-
mal fluctuations of the spontaneous magnetization, this
paper addresses the temperature-dependent stationary
homogeneous magnetization in ferromagnetic 2D and 3D
Heisenberg spin systems with exchange anisotropy and
an externally applied magnetic field in an arbitrary di-
rection. Apart from its applicability in the development
of downscaled spin wave majority gates, the anisotropic
Heisenberg model is connected to a wide variety of do-
mains. In IC technology, MRAM memory cells consist
of many thin (ferro)magnetic layers exhibiting a complex
interplay between magnetic anisotropies and surface ef-
fects. Hard-core boson fluids such as liquid helium II
can be described by lattice models, which can directly be
mapped onto Heisenberg spin systems. [17] Finally, the
manipulation of and mutual interactions between qubits
as well as their dynamics are governed by similar Heisen-
berg lattice Hamiltonians, opening up the opportunity
for applications in quantum computing. [18–20]
Anisotropic Heisenberg spin systems (often called XXZ
ferromagnets) in an external magnetic field, as well as
their possible reorientation transitions, have been stud-
ied extensively. From an experimental point of view, the
interest in 2D magnets and magnetic thin films is steadily
increasing. [21–24] However, even the latest experiments
2typically compare their results with outdated models
that insufficiently capture the material’s anisotropy and
quantum nature. Theoretically, often an approximate
bosonization of the spin operators is performed using the
Holstein-Primakoff transformation [24–26], which, after
all, can only be justified for relatively large values of
the atomic spin S. However, it is especially inappropri-
ate for treating low spin values typically encountered in
various ferromagnets or the S = 1/2 system considered
here. Apart from a few exceptions, previous studies only
allowed for the applied magnetic field to be parallel or
perpendicular to the direction of the anisotropy. [27–29]
Even though these limited field orientations often com-
ply with technological premises such as in the case of the
spin wave majority gate, nothing can shield devices per-
fectly from external residual fields, making a study of an
applied field with arbitrary direction necessary.
As far as anisotropy is concerned, most two- and three-
dimensional spin systems are assumed to exhibit single-
ion anisotropy [30–32] rather than exchange anisotropy
that is under investigation here. While the effects of both
anisotropies are in general expected to be comparable,
only the latter has an effect on a spin-1/2 system. The
model, as presented here, has already been studied in the
past [33], but numerical calculations were mostly lacking
at the time. Also Fro¨brich and Knutz [34] have studied
this model, restricting their treatment however to planar
magnets with out-of-plane anisotropy, the numerical re-
sults merely involving an in-plane applied magnetic field.
The latter paper is very general in the sense that it dis-
cusses general spin S values for (possibly) multilayer ma-
terials and it compares the effect of exchange anisotropy
to that of a single-ion anisotropy.
Here, we will study this anisotropic Heisenberg spin
system, using the double-time temperature dependent
Green’s functions adherng to the original work by Tyab-
likov [35] and reviewed by Zubarev [36]. To determine
both the magnitude and direction of magnetization, a set
of Green’s functions needs to be commonly solved. To do
so, we will combine a number of earlier approaches. On
the one hand, we follow Fro¨brich et al. [37] to establish
a set of Green’s function equations of motion. On the
other hand, we perform a proper rotation of the coordi-
nate axes, as proposed by Pini et al. [32] and Schwieger et
al. [31], in order to resolve the recurring zero eigenvalue
problem and to identify the magnetization direction.
We outline a few aspects of Green’s function theory
and introduce appropriate notation in section II. Af-
ter detailing the anisotropic Heisenberg ferromagnetic
model (section III A), the Green’s function theory is ap-
plied to derive suitable equations for the magnetization
magnitude and direction (section III B). The solutions
of these equations are discussed in detail in section IV,
where first the Curie temperature and the limit of spon-
taneous magnetization are determined (section IVA).
Next, the temperature-dependent magnetization is stud-
ied in a transversely applied external magnetic field (sec-
tion IVB), after which also a perturbing parallel field
component is considered (section IVC). The magnetic
reorientation transition is studied in the context of the
transversely applied field in section IVD. Finally, the ele-
mentary excitation spectrum is discussed in section IVE.
II. DOUBLE-TIME GREEN’S FUNCTIONS
Green’s function theory as applied to bulk ferromag-
nets was developed by Tyablikov [35, 38] and reviewed
by Zubarev [36]. The (retarded) double-time temper-
ature dependent Green’s function of operators Aˆ(t) and
Bˆ(t′) in the Heisenberg representation evaluated at times
t and t′ is defined as
Gη (t, t
′) ≡ ⟪Aˆ(t); Bˆ(t′)⟫η
:= −iθ (t− t′) 〈[Aˆ(t), Bˆ(t′)]η〉,
(1)
where ~ = kB = 1 is assumed throughout this paper and
θ(t) is the Heaviside or step function. Equation (1) de-
fines both the anti-commutator (η = +1) and commuta-
tor (η = −1) Green’s functions G+ and G−. From hereof,
the latter will also be denoted without subscript G ≡ G−,
since it is used most frequently. Depending on their sub-
script η = ∓1, the square brackets [Aˆ, Bˆ]η = AˆBˆ + ηBˆAˆ
denote either the commutator [Aˆ, Bˆ]− = [Aˆ, Bˆ] or the
anti-commutator [Aˆ, Bˆ]+ = {Aˆ, Bˆ}. Given the system’s
Hamiltonian Hˆ, the single angular brackets represent the
canonical ensemble average at a temperature T , i.e.
〈. . . 〉 := Z−1Tr (e−βHˆ . . . ) , Z := Tr (e−βHˆ) (2)
where Z is the canonical partition function, β = 1/ (kBT )
and kB stands for Boltzmann’s constant.
Describing statistical equilibrium, the Green’s func-
tions depend on t and t′ only through the time difference
(t− t′). They can thus be written with a single time
variable t:
Gη,t ≡ Gη (t, 0) = ⟪Aˆ(t); Bˆ(0)⟫η. (3)
The energy-time Fourier transform of a Green’s function
and its inverse transform are defined by
Gη(ω) =
1
2π
∫ ∞
−∞
Gη,te
iωtdt
Gη,t =
∫ ∞
−∞
Gη(ω)e
−iωtdω.
(4)
The Green’s functions obey the equation of motion
i
dGη,t
dt
= δ(t)〈[Aˆ(t), Bˆ(0)]η〉+ ⟪[Aˆ(t), Hˆ]; Bˆ(0)⟫η , (5)
which, according to (4), reads in energy space
ωGη(ω) =
1
2π
〈[Aˆ, Bˆ]η〉+ ⟪[Aˆ, Hˆ]; Bˆ⟫η,ω . (6)
The last term on the right hand side is typically a higher
order Green’s function, containing in its first argument an
3irreducible product of more operators than those occur-
ring in the original Green’s function. This higher order
Green’s function obeys a new equation of motion, which
will in turn involve even higher order Green’s functions.
This way, an exact but infinite hierarchy of Green’s func-
tions is generated. In order to end up with a finite and
solvable set of equations, the higher order Green’s func-
tions need to be expressed approximately as a linear com-
bination of lower order ones. The corresponding decou-
pling scheme will be briefly discussed in the remainder of
this section.
Once an approximate solution for the Green’s function
Gη(ω) is found, the correlation function CBˆAˆ ≡ 〈BˆAˆ〉 can
be calculated from the spectral theorem [35, 36, 38]
〈BˆAˆ〉 = K+lim
ǫ→0
i
∫ ∞
−∞
G−(ω + iǫ)−G−(ω − iǫ)
eβω − 1 dω, (7)
where
K = π lim
ω→0
{ωG+(ω)} . (8)
The constant K arises when zero-energy excitations are
present, as was pointed out by Stevens and Toombs [39]
and further detailed by Ramos and Gomes [40]. More-
over, the commutator Green’s function must be regular
at ω = 0:
lim
ω→0
{ωG−(ω)} = 0. (9)
Equation (9) is called the regularity condition by
Fro¨brich [37] and it puts restrictions on the possible de-
coupling schemes entering the calculation of the magneti-
zation magnitude and direction for an appropriate choice
of the operators Aˆ and Bˆ.
In the particular case of a Heisenberg spin system, we
will use Green’s functions of the form
Gη,pj(ω) = ⟪Aˆp; Bˆj⟫η,ω , (10)
where Aˆp and Bˆj are (combinations of) components of
spin operators Sˆp and Sˆj associated with real space lat-
tice sites p and j or, equivalently, their position vectors
rp and rj . In order to calculate both the magnetization
magnitude and direction, multiple Green’s functions with
different operators for Aˆp are needed in general. Lump-
ing together the operators associated with site p into an
array Aˆp, we can also define a vector of Green’s functions
Gη,pj(ω) = ⟪Aˆp; Bˆj⟫η,ω , (11)
having components
Giη,pj(ω) = ⟪Aˆ
i
p; Bˆj⟫η,ω , (12)
allowing for the calculation of the expectation value array
Cpj = 〈BˆjAˆp〉.
The vector Green’s function obeys a similar equation
of motion as its scalar counterpart,
ωGη,pj(ω) =
1
2π
〈[Aˆp, Bˆj ]η〉+ ⟪
[
Aˆp, Hˆ
]
; Bˆj⟫η,ω , (13)
where the last term is a higher order Green’s function
that needs to be decoupled in terms of lower order ones.
The latter generally involves lattice points l other than
p,
⟪
[
Aˆp, Hˆ
]
; Bˆj⟫η,ω →
∑
l
Γpl ⟪Aˆl; Bˆj⟫η,ω
=
∑
l
ΓplGη,lj(ω),
(14)
the matrix elements Γijpl representing the coefficients of
the jth scalar Green’s function components Gjη,lj(ω) =
⟪Aˆjl ; Bˆj⟫η,ω compatible with a particularly chosen de-
coupling scheme.
Correspondingly, the equation of motion reads
∑
l
(
ωδpl − Γpl
)
Gη,lj(ω) =
1
2π
〈[Aˆp, Bˆj ]η〉. (15)
In order to exploit possible translational symmetry, this
equation is typically Fourier transformed with respect to
the lattice point rp. The Fourier transform of a general
function f(rp, rj) depending on the lattice vectors rp and
rj through the difference rp − rj is defined as
f(rp, rj) =
1
N
∑
k∈B
eik·(rp−rj)f(k), (16)
where the sum is over the wave vectors k in the first
Brillouin zone B and N is the number of lattice points,
being equivalent to the number of wave vectors summed
over. The inverse Fourier transform is given by
f(k) =
∑
R
e−ik·Rf(rp, rp +R), (17)
whereR runs over all lattice vectors for an arbitrary fixed
rp. The transformed equation of motion is now given by
(ω − Γ(k))Gη(ω,k) =
1
2π
〈[Aˆ, Bˆ]η(k)〉 = Aη(k). (18)
For the sake of simplicity, the frequency dependence will
be omitted from here on.
In order to solve (18), we first need to bring the matrix
Γ(k) in its diagonal form according to
Ω(k) = L(k)Γ(k)R(k), R(k)L(k) = 1 , (19)
where L(k) (R(k)) contains in its rows (columns) the left
(right) eigenvectors of Γ(k). The diagonal matrix Ω(k)
contains the eigenvalues ωτ (k) corresponding to the left
and right eigenvectors Lτ (k) and Rτ (k), being labeled
by τ . Multiplying the set of equations (18) from the
left by L(k), using R(k)L(k) = 1 and introducing the
transformed quantities
Gη(k) = L(k)Gη(k)
Aη(k) = L(k)Aη(k)
C(k) = L(k)C(k),
(20)
4we may solve the resulting equation of motion
(ω1 −Ω(k))Gη(k) =Aη(k) (21)
for the τ th Green’s function to obtain
Gτη (k) =
Aτη(k)
ω − ωτ (k)
. (22)
Ignoring for now the possibility of having zero eigen-
values, we may apply the spectral theorem based on com-
mutator Green’s functions [35, 36, 38],
Cτ (k) = 2πντ (k)Aτ−(k), (23)
with
ντ (k) =
1
eβωτ (k) − 1 . (24)
For the sake of clarity, we insert a superscript 1 when
lumping together the above quantities, to indicate that
they pertain to the subspace of non-zero eigenvalues, i.e.
C
1(k) = E1(k)A1−(k), (25)
where E1(k) is a diagonal matrix with elements
[
E
1
]µλ
(k) = 2πνµ (k) δµλ. (26)
On the other hand, one should bear in mind that zero
eigenvalue branches, i.e. ωτ (k) = 0, do commonly occur
in the theory of magnetic reorientation transitions. But,
as they oppress the inversion of the matrix ω1 − Ω(k)
in equation (21), the corresponding equations of motion
should be removed. The information loss caused by such
a removal, however, may be compensated by exploiting
the regularity condition. Concretely, if ωτ is 0 for some
particular τ , one may replace the omitted equation of mo-
tion with the spectral theorem for the anti-commutator
Green’s function,
Cτ (k) = 2π
eβωτ + 1
Aτ+(k)
∣∣∣∣
ωτ=0
= πAτ+(k). (27)
The commutator and anti-commutator arrays A− and
A+(k) are related by A+(k) = A− +
1
πC(k), where the
former does not depend on k because spin operators are
of Bose type when labelled by different lattice sites. In
the non-diagonal basis this translates to
A+(k) = L(k)A+(k) = L(k)
(
A− +
1
π
C(k)
)
. (28)
The regularity condition for the commutator Green’s
function enforces
lim
ω→0
(ωGτ−(k)) = 0, (29)
where
Gτ−(k) =
Aτ−(k)
ω − ωτ (k)
. (30)
In the subspace corresponding to ωτ = 0, this implies
lim
ω→0
(
ω
ω − 0A
τ
−(k)
)
= Aτ−(k) = 0. (31)
Hence, the regularity condition, from which eventually
the magnetization direction will be determined, can be
written in the useful form
Aτ−(k) = Lτ (k) ·A− = 0, (32)
where Lτ (k) is one of the left eigenvectors corresponding
to ωτ = 0. On the other hand, putting ωτ = 0 in the
spectral theorem for the anti-commutator Green’s func-
tion, we obtain the correlation function as
Cτ (k) = πAτ+(k) = Lτ (k) ·C(k). (33)
Note that this is an identity, since it is makes part of the
defining equation of C(k) and can thus be safely ignored.
Hence, rephrasing the remaining equation of motion (25)
in the untransformed variables, we arrive at
L1(k)C(k) = E1(k)L1(k)A−. (34)
Multiplying from the left by R1(k) gives
R1(k)L1(k)C(k) = R1(k)E1(k)L1(k)A−, (35)
and thus
C1(k) = R1(k)E1(k)L1(k)A−. (36)
Remember that this result only holds if we can effectively
decouple the subspace corresponding to the zero eigen-
values of Γ(k) and if the correlation function Ci(k) that
we want to calculate is extractable from the projection
C1(k) = R1(k)L1(k)C(k). These conditions will be ful-
filled for the problem at hand by taking into account the
regularity condition (32).
The magnetization will be calculated by combining
the techniques introduced by Pini [32] and Fro¨brich [37].
First, the crystal coordinate system will be rotated into
a magnetization coordinate system, such that the new
z-axis is along the direction of the magnetization. In-
stead of directly imposing commutation of the magneti-
zation operator and the spin Hamiltonian as was done
by Pini, here we follow the approach of Fro¨brich and
impose the above mentioned commutation after having
decoupled the higher order Green’s functions. It turns
out that the direction of the zero eigenvalues subspace
coincides with the magnetization direction and can be
determined from Fro¨brich’s regularity condition. Thus
omitting the redundant subspace, we may proceed along
the lines set out above. The “commutation after decou-
pling” as imposed here, is also silently applied in the
papers by Tyablikov[35, 38] and Zubarev [36], as can be
seen by expanding into the Green’s function array intro-
duced in this work.
5III. MAGNETIZATION IN THE ANISOTROPIC
HEISENBERG MODEL
A. Hamiltonian
Consider a two- (D = 2) or three-dimensional (D =
3) ferromagnet, described by an anisotropic Heisenberg
spin-1/2 system in a uniform, externally applied mag-
netic field with an arbitrary orientation. The lattice
types of interest are the cubic lattices (SC, BCC and
FCC) for bulk magnets and the square (SQ) lattice for
a planar magnet. The crystallographic coordinate sys-
tem {eX , eY , eZ} is chosen such that the unit vectors
eX , eY and eZ are parallel to the principal crystal axes,
eZ being perpendicular to the lattice plane, in case of
a two-dimensional lattice. For the sake of convenience,
eX , eY and eZ will be respectively referred to as being
in-plane and out-of-plane for both D = 2 and D = 3.
The Hamiltonian
Hˆ = Hˆex + HˆB (37)
describes the exchange interaction between spins in Hˆex,
whereas the Zeeman term HˆB accounts for their in-
teraction with the external magnetic field. In con-
trast to various other models where an additional single-
ion anisotropy term is introduced [30–32], the present
Heisenberg exchange Hamiltonian [41–43]
Hˆex = −
1
2
∑
d
∑
l
Jdl(Sˆ
X
d Sˆ
X
l + Sˆ
Y
d Sˆ
Y
l ) + J
⊥
dl Sˆ
Z
d Sˆ
Z
l (38)
incorporates anisotropy at the level of the exchange in-
tegrals. The spin vector operator Sˆd =
(
SˆXd , Sˆ
Y
d , Sˆ
Z
d
)
de-
scribes the atomic spin associated with the atomic lattice
position d. The interaction strength between the differ-
ent spin components is given by the in-plane and out-
of-plane exchange integrals J and J⊥. Both easy-plane
J > J⊥ and easy-axis J < J⊥ anisotropies are treated
by (38), the interactions being restricted merely to the
ferromagnetic case, i.e. J , J⊥ > 0.
The exchange Hamiltonian (38) can conveniently be
written in terms of the average exchange interaction
strength
J =
1
2
(
J + J⊥
)
, (39)
the parallel and perpendicular interaction strengths be-
ing expressed as
J = (1−∆)J, J⊥ = (1 +∆)J, (40)
where ∆ is the anisotropiy parameter, ranging between
−1 and 1. The exchange Hamiltonian now becomes
Hˆex = −
1
2
∑
d
∑
l
Jdl
[
(1−∆) (SˆXd SˆXl + SˆYd SˆYl )
+ (1 + ∆) SˆZd Sˆ
Z
l
]
.
(41)
eX
eZ
ex
ey
ez = M/M
θ
θ
= eY
FIG. 1. Rotation of the crystallographic basis {eX , eY , eZ}
(black) around the Y -axis into the “magnetization reference
frame”
{
ex, ey, ez
}
(blue) by an angle θ.
The interaction of the spin system with a uniform, ex-
ternal magnetic field B is described by the Zeeman term
HˆB = −geµBB ·
∑
d
Sˆd, (42)
where µB is the Bohr magneton and ge the Lande´ g-
factor, being equal to 2 for non-relativistic electrons.
Since the the exchange Hamiltonian is invariant under
rotations around the Z-axis, we may assume without loss
of generality that the the magnetic field is parallel XZ-
plane: B =
(
B , 0, B⊥
)
.
As outlined at the end of section II, the the crystal-
lographic coordinate system {eX , eY , eZ} can be conve-
niently rotated towards a new basis
{
ex, ey, ez
}
, the lat-
ter being defined such that ez is parallel to the magneti-
zation. Being yet unknown, the magnetization direction
will be determined later on from the regularity condi-
tion. It was pointed out in [31, 32, 37, 44] that perform-
ing such a rotation before a decoupling scheme is invoked,
improves on the quality of the decoupling related approx-
imations. Furthermore, the system’s rotational symme-
try and the orientation of the external magnetic field en-
force the resulting magnetization to be oriented parallel
to the crystallographic XZ-plane, such that the coordi-
nate transformation amounts to a rotation around the
Y -axis over a rotation angle θ (see figure 1). The latter
is particularly chosen to be the angle between eZ and ez.
The corresponding transformation of the spin operators
and the Hamiltonian is detailed in App. A. Simultane-
ously reversing the sign of the out-of-plane magnetic field
component B⊥ and the orientation of eZ obviously keeps
the Hamiltonian invariant. Therefore, it is sufficient to
consider only positive values of B⊥, while restricting the
rotation angle to the range 0 6 θ 6 π/2.
The Hamiltonian should now be expressed in terms
of variables in the new coordinate system. Clearly, ro-
tational invariance of the Zeeman term allows a direct
substition of the new components of the spin vector op-
erators and B. The transformed exchange Hamiltonian
6on the other hand, now reads
Hˆex = −
1
2
∑
d
∑
l
[
J++dl Sˆ
+
d Sˆ
+
l + J
−−
dl Sˆ
−
d Sˆ
−
l
+ Jzzdl Sˆ
z
dSˆ
z
l + J
+−
dl Sˆ
+
d Sˆ
−
l
+J+zdl Sˆ
+
d Sˆ
z
l + J
−z
dl Sˆ
−
d Sˆ
z
l
]
,
(43)
where the transformed exchange tensor components are
given by
J++dl = J
−−
dl =
1
2
Jdl∆sin
2 θ
Jzzdl = Jdl (1 + ∆cos(2θ))
J+−dl = Jdl
(
1−∆cos2 θ)
J+zdl = J
−z
dl = −2Jdl∆sin θ cos θ,
(44)
where Sˆ+ = Sˆx + iSˆy and Sˆ− = Sˆx − iSˆy respectively
denote the spin raising and lowering operators
B. Green’s functions
Having rewritten the Hamiltonian in the magnetiza-
tion coordinate system, with the angle θ still undeter-
mined, Green’s function theory can now be applied as
outlined in section II. Details on the calculation can be
found in App. B. The Green’s functions of interest (10)
are the commutator Green’s functions
Gαpj(ω) = ⟪Sˆ
α
p ; Sˆ
−
j ⟫, α = +,−, z, (45)
built upon the spin operator components Sˆαp and Sˆ
−
j , that
are attached to the lattice sites p and j respectively. The
equations of motion obeyed by the above Green’s func-
tions are
ωGαpj =
1
2π
〈[Sˆαp , Sˆ−p ]〉δpj + ⟪[Sˆαp , Hˆ]; Sˆ−j ⟫, (46)
where the elementary commutators are given by
[Sˆ±p , Hˆex] =geµB(±BzSˆ±p ∓B±Sˆzp)
± 1
2
∑
l
{
−4J∓∓pl SˆzpSˆ∓l + 2Jzzpl Sˆ±p Sˆzl
− 2J+−pl SˆzpSˆ±l − 2J∓zpl SˆzpSˆzl
+J±zpl Sˆ
±
p Sˆ
±
l + J
∓z
pl Sˆ
±
p Sˆ
∓
l
}
(47a)
and
[Sˆzp, Hˆex] =
1
2
geµB(−B−Sˆ+p +B+Sˆ−p )
− 1
2
∑
l
{
2J++pl Sˆ
+
p Sˆ
+
l − 2J−−pl Sˆ−p Sˆ−l
+ J+−pl Sˆ
+
p Sˆ
−
l − J+−pl Sˆ−p Sˆ+l
+J+zpl Sˆ
+
p Sˆ
z
l − J−zpl Sˆ−p Sˆzl
}
.
(47b)
The higher order Green’s functions in these equations
of motion are decoupled within the random phase ap-
proximation (RPA), as used by Tyablikov [38] and En-
glert [45]:
⟪Sˆαp Sˆ
β
l ; Sˆ
−
j ⟫
l 6=p→ 〈Sˆαp 〉⟪Sˆβl ; Sˆ−j ⟫+ 〈Sˆβl 〉⟪Sˆαp ; Sˆ−j ⟫
= 〈Sˆαp 〉Gβlj + 〈Sˆβl 〉Gαpj .
(48)
At this point, the advantage of working in the mag-
netization coordinate system becomes clear. Expressed
in terms of the latter, the homogeneous magnetization
M = 〈Sˆz〉 = 〈Sˆzp〉, which is independent of its lattice po-
sition p, is aligned with the z-axis. This implies that the
expectation values of the other spin components vanish:
〈Sˆ+p 〉 = 〈Sˆ−p 〉 = 0. Moreover, it has been shown that this
coordinate system is optimal for applying the Tyablikov
approximation [31, 32, 37, 44]. Exploiting the transla-
tional symmetry of the lattice, we may perform a spatial
Fourier transform,
Gαpj =
1
N
∑
k∈B
eik·(rp−rj)Gα(k). (49)
The transformed equations of motion can be written
most clearly in matrix notation, as introduced in sec-
tion II:
(ω1 − Γ(k))G(k) = A, (50)
with
G(k) =

G+(k)G−(k)
Gz(k)

 , (51)
and
A =
1
2π

〈[Sˆ+p , Sˆ−p ]〉〈[Sˆ−p , Sˆ−p ]〉
〈[Sˆzp, Sˆ−p ]〉

 = 1
2π

 2〈Sˆzp〉0
−〈Sˆ−p 〉

 = M
π

10
0

 . (52)
The explicit expression for the matrix Γ(k) is
7Γ(k) =


geµBB
z +M
[
Jzz(0)− J+−(k)] −2MJ−−(k) −geµBB+ −M[J−z(0) + J−z(k)]
2MJ++(k) −geµBBz −M
[
Jzz(0)− J+−(k)] geµBB− +M[J+z(0) + J+z(k)]
− 12
{
geµBB
− +MJ+z(0)
}
1
2
{
geµBB
+ +MJ−z(0)
}
0


(53)
with
B =
(
BX , BY , BZ
)
=
(
B , 0, B⊥
)
(54)
and
B+ = B− = cos θB − sin θB⊥
Bz = sin θB + cos θB⊥,
(55)
J++(k) = J−−(k) =
1
2
J(k)∆ sin2 θ
Jzz(k) = J(k) (1 + ∆cos(2θ))
J+−(k) = J(k)
(
1−∆cos2 θ)
J+z(k) = J−z(k) = −2J(k)∆ sin θ cos θ,
(56)
while the Fourier transform of the exchange integral was
obtained according to (17):
J(k) =
∑
R
e−ik·RJp,p+R. (57)
The magnetization direction is related to the zero
eigenvalue subspace of the matrix Γ(k) through the reg-
ularity condition (32), which implies that
geµB
[
B cos θ −B⊥ sin θ] = 2MJ(0)∆ sin θ cos θ. (58)
From this condition and an additional equation, θ can
be determined self-consistently with M . Details of the
calculations leading to (58) can be found in App. C.
Next, the additional equation for M will be derived.
For the sake of notational simplicity, we first introduce
the normalized magnetization σ and the dimensionless
magnetic field strength b > 0, temperature τ > 0 and
exchange integral η (k) as
σ = 2M, b =
geµBB
J(0)
,
τ =
kBT
J(0)
, η (k) =
J(k)
J(0)
.
(59)
with 0 6 σ, η (k) 6 1, J(0) ≡ J(k = 0) = zJ and z the
coordination number. The above mentioned magnetic
field strength is
B = |B| =
√
(B )
2
+ (B⊥)
2
(60)
whereas the in-plane and out-of-plane magnetic field
components are given by
B =
√
(BX)
2
+ (BY )
2
=
∣∣BX ∣∣ , B⊥ = BZ (61)
or, in dimensionless form,
b =
geµBB
J(0)
, b⊥ =
geµBB
⊥
J(0)
. (62)
Only nearest neighbor exchange interactions are con-
sidered here (extensions to longer-range interactions are
straightforward), such that the Fourier transform of the
exchange interaction strength (39) is
J(k) = J
∑
δ
e−ik·δ, (63)
δ connecting an arbitrary lattice point to one of its near-
est neighbors. Equivalently, the dimensionless exchange
integral as defined above can then be written as
η (k) =
J(k)
J(0)
=
1
z
∑
δ
e−ik·δ. (64)
The last row of the matrix Γ(k) (equation (53)) be-
comes identically zero when the condition (58) for θ is
substituted. The Green’s function equation of motion
for Gz(ω,k) is thus
ωGz(ω,k) = 0 (65)
for every ω. This means that Gz(ω,k) must identically
vanish, except for the case ω = 0 which was taken into
account by imposing the regularity condition (9). Hence,
ignoring the last row and column of Γ(k) in (53), we
obtain the 2× 2 matrix equation
(ω1 − Γ(k))G = A, (66)
where the matrices and vectors should now be interpreted
as being in their reduced and dimensionless forms. The
Green’s function vector and A are now represented by
G(k) =
[
G+(k)
G−(k)
]
and A =
σ
2π
[
1
0
]
, (67)
the matrix Γ(k) now taking the form
Γ(k) =
[
a h
−h −a
]
(68)
with
a ≡ a (σ,k) = sin θb + cos θb⊥ (69a)
+
σ
2
[
1 + ∆cos(2θ)− (1−∆cos2 θ) η (k)]
h ≡ h (σ,k) = − σ
2
∆ sin2 θη (k) . (69b)
8The zero eigenvalue subspace having been eliminated,
the equation of motion can now be solved for the correla-
tion functions C+−(k) and C−−(k) using the techniques
introduced in section II. Details of this solution are pre-
sented in App. D. The remaining two eigenvalues of Γ(k)
are ±E (σ,k), where the dispersion relation
E (σ,k) =
√
a2 − h2 (69c)
represents the excitation energies of the spin system. The
calculated correlation functions are[
C+−(k)
C−−(k)
]
=
σ
2E
[
a coth
(
E
2τ
)− E
−h coth( E2τ )
]
, (70)
the quantities of interest extracted from the latter being
〈Sˆ−p Sˆ+p 〉 =
1
N
∑
k
C+−(k) =
v
(2π)D
∫
B
C+−(k)dk
=
1
2
− 〈Sˆzp〉 =
1
2
(1− σ)
(71)
and
〈Sˆ−p Sˆ−p 〉 =
1
N
∑
k
C−−(k) ≈ v
(2π)D
∫
B
C−−(k)dk. (72)
The constant v = VN is the volume (area) of a unit cell for
a bulk (planar) lattice, with dimension D = 3 (D = 2).
The former of the two equations yields a transcendental
equation for the dimensionless magnetization σ
1
σ
=
v
(2π)
D
∫
B
a (σ,k)
E (σ,k)
coth
(
E (σ,k)
2τ
)
dk, (73)
which should be solved self-consistently with the angular
relation (58):
b cos θ − b⊥ sin θ = σ∆sin θ cos θ. (74)
From Eq. (69), it follows that the additional restrictions
a > 0 and a > |h| for all k (75)
need to be imposed in order to keep the integrand real
and positive.
The other relation that can be obtained from solving
the Green’s function equations of motion is
〈Sˆ−p Sˆ−p 〉 = −
σ
2
v
(2π)
D
∫
B
h
E
coth
(
E
2τ
)
dk, (76)
while in principle for spin- 12 systems
〈Sˆ−p Sˆ−p 〉 = 0 (77)
should be an exact identity because of (Sˆ−p )
2 = 0. Equa-
tion (76) yielding yet a non-zero result, can be explained
by the observation that not all spin operator commuta-
tion relations are satisfied exactly, which is an unavoid-
able consequence of the decoupling approximation. Fur-
thermore, the relation (76) can give an estimate of the
validity of the decoupling scheme applied to the Green’s
functions.
IV. RESULTS AND DISCUSSION
Within the scope of the Tyablikov decoupling approx-
imation, the problem of obtaining the magnetization
strength as well as identifying its spatial direction, is re-
duced to the self-consistent solution of the generic equa-
tions (73) and (74) yielding σ and the angle θ as a func-
tion of the temperature τ , the external magnetic field
(b , b⊥) and the material parameters J and ∆. Bearing
in mind that any calculation of the angle θ only makes
sense in the case of non-vanishing magetization σ, one
might attempt to obtain an analytical solution to equa-
tion (74). However, the cumbersome algebra that would
be required does not compete with a straightforward nu-
merical treatment in the most general case. On the other
hand, simple analytical results can be quickly obtained
for some specific values of b , b⊥ and ∆. Expectedly, for
a fully isotropic spin system with ∆ = 0, the angular
relation (74) is solved by tan θ = b /b⊥. The magneti-
zation lines up with the applied field and the expression
for its magnitude σ coincides with its counterpart in the
pioneering works of Tyablikov [38] and Zubarev [36]. For
non-zero anisotropies ∆ 6= 0, a unique numerical solution
to (74) is obtained in the range 0 < θ < π/2.
In section IVA, the appearance of spontaneous mag-
netization, i.e. non-zero magnetization in the absence of
external magnetic fields is discussed, as well at the corre-
sponding ferro/paramagnetic phase transition, occurring
at the Curie temperature. The special field configura-
tions b = 0, b⊥ 6= 0 and b 6= 0, b⊥ = 0 are treated in
detail in section IVB. In practice, small deviations from
these perfectly aligned field will often occur. We discuss
this situation in section IVC. The reorientation transi-
tion, a phase transition that can be observed in the spe-
cial field configurations above, is treated in section IVD.
Many of the obtained results can be directly linked to
the properties of the excitation spectrum, as explained
in section section IVE.
A. Spontaneous magnetization and
Curie temperature
The Curie temperature τC is the transition tempera-
ture for which the spontaneous magnetization – i.e. the
magnetization in the absence of an applied magnetic field
– goes to zero, thus separating the ferromagnetic and
paramagnetic phases. Accordingly setting b = 0 for
the remainder of this section, we first consider the case
of easy-axis anisotropy (∆ > 0). Inspection of equa-
tions (74) and (75) then reveals that the magnetization
angle is restricted to the value θ = 0, such that the tran-
scendental relation (73) becomes
1
σ
=
v
(2π)
D
∫
B
coth
( σ
4τ
[1 + ∆− (1−∆) η (k)]
)
dk.
(78)
9Next, taking σ to be infinitesimally small near the Curie
temperature, using the expansion
cothx =
1
x
+
x
3
− . . . x→0≈ 1
x
(79)
within the integrand and cancelling the magnetization in
the result, we end up with the easy-axis Curie tempera-
ture
τ−1C =
v
(2π)D
∫
B
4
[1 + ∆− (1−∆) η (k)]dk. (80)
For an easy-plane anisotropic magnet on the other hand,
only the in-plane magnetization direction θ = π/2 is pos-
sible for b = 0, as can be seen from equations (74) and
(75). The transcendental equation (73) now reduces to
1
σ
=
v
(2π)
D
∫
B
(1 + |∆| − η (k))√
[1 + |∆| − η (k)]2 − [∆η (k)]2
× coth
( σ
4τ
√
[1 + |∆| − η (k)]2 − [∆η (k)]2
)
dk,
(81)
analogously leading to the easy-plane Curie temperature
τ−1C =
4v
(2π)
D
∫
B
(1 + |∆| − η (k)) dk
[1 + |∆| − η (k)]2 −∆2η2(k) (82)
Notice that the equations for both easy-axis and easy-
plane anisotropy correctly describe the limit of an
isotropic ferromagnet when ∆→ 0.
The Curie temperature for different lattice types in
both two- and three-dimensional materials as a function
of anisotropy ∆ are calculated numerically from the equa-
tions (80) and (82), the results being shown in figure 2.
For the bulk materials, the Curie temperature in the
isotropic limit (∆ = 0) agrees with the well-established
results in literature. [36, 38] It increases when the mag-
nitude of the anisotropy |∆| increases, the increase being
larger for positive than for negative anisotropies. Gener-
ally, the Curie temperature is highest for FCC and low-
est for SC lattices. Note that the absolute temperature
is proportional to the coordination number z and the
dimensionless temperature as defined in equation (59),
meaning that lattices with a higher coordination num-
ber have a higher Curie temperature for equal exchange
strength and anisotropy.
For the two-dimensional system, the Curie tempera-
ture vanishes when the anisotropy is not of the easy-
axis type (∆ 6 0), implying that no spontaneous mag-
netization survives at non-zero temperature. The latter
should be seen in the context of the Mermin-Wagner the-
orem [46] saying that long-range order is absent in a two-
dimensional, isotropic system with only short-range in-
teractions. Moreover, it turns out that the occurrence of
easy-plane anisotropy is not enough to develop any spon-
taneous magnetization, although non-uniform long-range
correlations are not to be excluded. In the case of easy-
axis anisotropy (∆ > 0), the Curie temperature steeply
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FIG. 2. Curie temperature as a function of anisotropy ∆
for two- and three-dimensional systems. The inset shows the
region with small |∆|, where the Curie temperature of the
two-dimensional system vanishes in the limit ∆ → 0+. For
the BCC and FCC lattices, the first Brillouin zone was ap-
proximated by a sphere within the k-integration. The error
introduced by this was estimated to be less then 1%.
increases close to ∆ & 0 and reaches values comparable
to those of bulk materials, without ever exceeding the
latter. However, notice that the coordination numbers of
two-dimensional lattices are lower than their bulk coun-
terparts, which, in turn, tends to decrease the absolute
Curie temperature.
Finally, it should be noted that the Curie tempera-
ture converges to the mean field value τC = 0.5 in the
Ising limit (∆ → 1), regardless the lattice dimension.
This can also be seen by inspection of the dispersion re-
lation (69c) in this limit, revealing that it does no longer
depend on the wave vector. For the 2D Ising model,
the exact solution was obtained by Onsager [47], yield-
ing τC =
[
4 ln
(
1 +
√
2
) ]−1 ≈ 0.28. The discrepancy
between the exact Curie temperature of the Ising model
and the mean field value also indicates that the Tyab-
likov approximation is significantly better than the mean
field solution, except for large anisotropies.
B. Transverse fields
Next, we apply a transverse magnetic field, which
amounts to a uniform magnetic field oriented perpen-
dicular to direction favoured by the anisotropy:
• b = 0, b⊥ 6= 0 for easy-plane anisotropy (∆ < 0);
• b 6= 0, b⊥ = 0 for easy-axis anisotropy (∆ > 0).
This causes competition between exchange and Zeeman
interactions. Similarly, we may consider the resultant
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magnetization as having a parallel and transverse compo-
nent with respect to the direction favoured by anisotropy.
For specific values of the magnetic field strength and the
temperature, the total magnetization may become ori-
ented parallel to the external field, the corresponding
process being known as the reorientation transition. The
latter is characterized by a temperature-dependent criti-
cal field bc – the reorientation field – which is the mini-
mal magnitude of the transverse magnetic field required
to trigger the reorientation. The reorientation temper-
ature is defined similarly as the lowest temperature at
which the magnetization in the direction favoured by the
anisotropy vanishes for a given, applied transverse field.
The reorientation regime marks an area of the phase di-
agram in which a full reorientation transition hasn’t yet
been realized (b < bc), as the transverse magnetic field
cannot completely counteract the effects of anisotropy.
First consider an easy-axis magnet ∆ > 0 within a
transverse field (b⊥ = 0). The angular condition (74) is
now always compatible with an in-plane magnetization
solution θ = π/2, while it also allows the orientation
angle sin θ = b / (σ∆) whenever b 6 σ∆. The validity
of these solutions is discriminated by the conditions (75).
For in-plane magnetization (θ = π/2), the quantities a, h
defined in (69) become for b⊥ = 0
a = b +
σ
2
(1−∆− η (k)) , h = −σ
2
∆η (k) . (83)
In order to meet the condition a > |h|, it is paramount
that b > σ∆ which, in turn, is sufficient to ensure a > 0,
such that the in-plane magnetization survives whenever
b > σ∆. On the other hand, if b⊥ = 0, magnetization
at an angle θ = arcsin(b /(σ∆)) can only occur for small
in-plane magnetic fields b 6 σ∆, yielding
a =
σ
2
[
1− η (k) + ∆
(
1 + η (k)
(
1− ( bσ∆)2))] ,
h = −σ
2
∆
(
b
σ∆
)2
η (k) ,
(84)
thereby complying with both conditions in (75).
We conclude that for an easy-axis magnet, the mag-
netization is parallel to the transverse applied field when
b > σ∆. Otherwise, the magnetic system is in the reori-
entation regime with a finite magnetization at an inter-
mediate angle, resulting from the competition between
the external field and the anisotropy:
b⊥ = 0, b > 0, θ =
{
arcsin
(
b
σ∆
)
b 6 σ∆
π
2 b > σ∆.
(85)
Numerical results for the temperature dependence of
the magnetization are shown in figures 3 (a) and (c)
for respectively three-and two-dimensional systems. Note
that the transverse magnetization component does not
depend on temperature in the reorientation regime, as
can bee seen from
σx ≡ σ sin θ =
b
∆
=
geµBB
zJ∆
. (86)
The magnetization is plotted versus the applied trans-
verse field for three- and two-dimensional systems in fig-
ures 4 (a) and (c) respectively. It turns out that within
the reorientation regime, the magnetization component
parallel to the transversely applied field increases linearly
with this applied field, as expected from (86), while the
total magnetization σ decreases with the applied field. At
this point, it remains unclear whether the discontinuous
jump of the magnetization, appearing at the reorienta-
tion transition for a two-dimensional magnet, is to be
considered an artefact of the decoupling approximation
rather than a genuine physical effect.
Furthermore, it should be noticed that 〈Sˆ−p Sˆ−p 〉 gener-
ally is expected to grow large near the reorientation tran-
sition, becoming substantially large for easy-axis two-
dimensional magnets. The results being less accurate
near the reorientation transition might therefore be as-
cribed to the adopted decoupling approximation that can
only approximately account for pronounced quantum and
thermal fluctuations near the transition point.
Next, consider an easy-plane ferromagnet (∆ < 0).
A transverse magnetic field applied in the Z-direction
will compete with the exchange interaction, their rela-
tive strengths determining the resulting magnetization
direction. The angular condition (74) now always allows
an out-of-plane magnetization solution θ = 0, while a
solution can also be realized by the magnetization angle
cos θ = b⊥/ (|∆|σ) provided that b⊥ 6 |∆|σ holds. In
the region where both solutions of (74) are possible, the
correct solution should satisfy the conditions (75). The
quantities a, h, extracted from (69), for b = 0, are
a = b⊥ +
σ
2
(1− |∆| − (1 + |∆|) η (k)) , h = 0 (87)
for the particular case θ = 0. Hence, a is found to range
between b⊥ − |∆|σ and b⊥ + (1− |∆|)σ/2, such that
a > 0 = |h| only holds when b⊥ > |∆|σ. Alternatively,
for b = 0, the orientation given by θ = arccos(b⊥/ |∆|σ)
can only occur when b⊥ 6 |∆|σ, such that
a =
σ
2
[
1− η (k) + |∆|
(
1−
(
b⊥
σ|∆|
)2
η (k)
)]
,
h =
σ
2
|∆|
(
1−
(
b⊥
σ|∆|
)2)
η (k)
(88)
always satisfy both conditions (75). For bulk material
(D = 3) the integral in (73) remains finite, such that non-
zero magnetization is possible in the reorientation regime.
For a 2D spin system, the magnetization is inevitably
bound to vanish since the integral diverges due to the
occurrence of soft modes in the excitation spectrum (see
section IVE).
In conclusion, the magnetization in an easy-plane ma-
terial is parallel to the transversely applied field whenever
b⊥ > |∆|σ. When this condition is not met, a distinc-
tion needs to be made between bulk and planar materi-
als. For bulk materials, the magnetization will be at an
angle arccos(b⊥/ (|∆|σ)) resulting from the competition
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FIG. 3. Normalized magnetization σ, its angle θ with the Z-axis and the corresponding X- and Z-components σX and σZ
versus dimensionless temperature τ . Also the correlation function 〈Sˆ−p Sˆ
−
p 〉 is shown. The results are obtained for easy-axis
(a,c) and easy-plane (b,d) anisotropies for a bulk simple cubic (SC) lattice (a,b) and a planar square (SQ) lattice (c,d). The
double grey arrows indicate the magnetization direction preferred by anisotropy. All figures correspond to a transverse field,
applied with a strength b = 0.0125, while sharing a small anisotropy |∆| = 0.02, for the sake of comparison.
between the external field and the anisotropy. However,
in planar materials the magnetization will vanish:
θ =


0 b⊥ > |∆|σ{
arccos
(
b⊥
|∆|σ
)
D = 3
undetermined D = 2
b⊥ 6 |∆|σ . (89)
The typical temperature dependence of the magneti-
zation, including the reorientation transition, for small
easy-plane anisotropies in a transverse magnetic field are
shown in figures 3 (b) and (d) for respectively D = 3
and D = 2. For the three-dimensional system, the
magnetization component parallel to the applied field is
again constant in the reorientation regime. Analytically,
the magnetization angle in the reorientation regime is
cos θ = b⊥/ (|∆|σ), such that the transverse magnetiza-
tion component is
σz ≡ σ cos θ =
b⊥
|∆| =
geµBB
⊥
zJ |∆| , (90)
which is indeed constant in temperature. However, this
only holds for the cases in which a real reorientation tran-
sition occurs. For a single layer material with in-plane
anisotropy, the magnetization magnitude vanishes below
the reorientation transition.
The transverse magnetic field dependence of the mag-
netization for easy-plane three-and two dimensional sys-
tems is shown in figures 4 (b) and (d). Also here, the
linear transverse magnetization component as a function
of applied field for the three-dimensional system and the
vanishing magnetization for the two-dimensional system
can be seen in the reorientation regime. Other features
are similar to the easy-axis ferromagnet.
C. Deviation from transverse field
The strength of our formalism, with its possibility to
calculate magnetizations for applied fields in arbitrary
directions, can now be exploited to see how the constant
transverse magnetization below the reorientation temper-
ature behaves when there is a perturbing parallel field
component (figure 5). When approaching a perfect trans-
verse field in 3D, the magnetization evolves continuously
towards that limiting case (figure 3 (a)), with the largest
deviations closest to the reorientation temperature. In
the high-temperature limit, the spontaneous magnetiza-
tion attenuates and the induced magnetization lines up
with the externally applied field. For a 2D easy-plane
material, the situation is rather different. The magneti-
zation evolves continuously, similar to figure 5, when ap-
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proaching a perfect transverse field. However, the limit
of this evolution is not the same as the result for the 2D
easy-plane material in a transverse field (figure 3 (d)),
for which the magnetization vanishes completely below a
certain temperature. This is the temperature at which an
in-plane magnetization would appear, if this were possi-
ble. However, the resulting quantum fluctuations for in-
plane magnetization are too large, completely eliminat-
ing any homogeneous magnetization ordering that was
present (see section IVE). When the magnetic field is not
applied exactly transverse, it stabilizes the in-plane mag-
netization component enough to sustain a homogeneous
magnetization. In practice, the vanishing of the magne-
tization in a 2D easy-plane material in a transverse field
below a certain temperature would thus be impossible to
measure, since applying a field perfectly transverse is not
feasible.
D. Reorientation transition
Having determined the entire magnetization behaviour
of anisotropic spin systems in a transverse field in sec-
tion IVB, the reorientation field at a given temperature
can be determined by taking the appropriate limits.
For easy-axis ferromagnets, the reorientation field bc =
bc is the minimum transverse field such that θ = π/2.
This critical field was formally given in (85) by bc = σ∆.
Substituting the magnetization at this critical field in the
variables (83), the transcendental relation (73) reduces to
∆
bc
=
v
(2π)
D
∫
B
dk
(1 + ∆− η (k))√
[1 + ∆− η (k)]2 − [∆η (k)]2
× coth
(
bc
4τ∆
√
[1 + ∆− η (k)]2 − [∆η (k)]2
)
.
(91)
Both bulk and thin-film easy-axis materials have a real
reorientation transition, in contrast with the easy-plane
systems that will be discussed next. The reorientation
field for three-dimensional systems is determined numer-
ically in figures 6 (a) and (b). For two-dimensional spin
systems, the transition can not be evaluated with this
simplified equation since the integral is divergent. Nev-
ertheless, it is possible to evaluate this reorientation field
numerically as the minimum field necessary to align the
resulting magnetization (figures 6 (c), (d)).
In the zero temperature limit τ → 0, the critical field
becomes
∆
bc
=
v
(2π)
D
∫
B
1 + ∆− η (k)√
[1 + ∆− η (k)]2 − [∆η (k)]2
dk. (92)
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to the anisotropy-favoured direction.
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FIG. 6. Reorientation transition field as a function of dimensionless temperature for a SC bulk lattice (a), (b) and a square
planar system (c), (d) and this for a variety of anisotropies ∆. In every row, the left and the right figures show the result for
small and large absolute values of the anisotropy |∆|. The solid and dashed lines show respectively easy-axis and easy-plane
anisotropy results. For the two-dimensional material with square lattice, a small numerical instability can be seen, which is due
to the different calculation method that had to be used. The definition of the reorientation temperature for two-dimensional
easy-plane anisotropic materials is different compared to the three-dimensional case. This is because the magnetization vanishes
when a field smaller than the reorientation field is applied (section IVB).
For small anisotropies, as they are typically observed,
expanding this expression gives
bc = ∆+O
(
∆3
)
. (93)
The critical field at zero temperature for the easy-axis
anisotropic ferromagnet is thus proportional to the mag-
nitude of the anisotropy for small anisotropies (figures 6
(a), (c)). For large easy-axis anisotropies on the other
hand, the reorientation field is slightly smaller than the
anisotropy (figures 6 (b), (d)).
Similar to the easy-axis ferromagnet, the reorientation
field b⊥c = bc for the easy-plane ferromagnet is the mini-
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mum transverse field such that the parallel magnetization
component vanishes. Substituting the magnetization at
the critical field σ = b⊥c / |∆|, that was formally found in
(89), and the magnetization angle θ = 0 into the variables
(87), the integral equation (73) reduces to
|∆|
b⊥c
=
v
(2π)
D
∫
B
coth
(
b⊥c
4τ
1 + |∆|
|∆| (1− η (k))
)
dk. (94)
Again, this allows for a numerical calculation of the re-
orientation field for three-dimensional systems, resulting
in figures 6 (a) and (b). Note in particular that in
the limit of vanishing temperature τ → 0, the critical
field becomes exactly equal to the absolute value of the
anisotropy, b⊥c = |∆|. As mentioned before, in 2D there
is no in-plane magnetization for ∆ < 0. It is possible
however to calculate the minimal magnetic field strength
necessary to induce an out-of-plane magnetization at a
certain temperature. This needs to be calculated from
numerical limits, due to divergences in the simple for-
mula above (figures 6 (c), (d)). Also here, the zero-
temperature limit of the critical field is exactly b⊥c = |∆|.
For both types of anisotropy, the reorientation field
decreases with increasing temperature. This decrease
is faster for easy-plane than for easy-axis anisotropies,
meaning that there is a temperature at which the re-
orientation field for positive and negative anisotropies is
equal. At some temperature, the reorientation field seems
to vanish on the figures. This happens at a lower temper-
ature for the easy-plane anisotropic materials (∆ < 0),
and it is always at a temperature below the Curie tem-
perature. Despite the seemingly vanishing reorientation
field, it never becomes identically zero up to the Curie
temperature. Nevertheless, in this range, a very small
transverse field is enough to align the resulting magneti-
zation.
The bulk results shown in figures 6 (a) and (b) are
only for the SC lattice. However, the other cubical lat-
tice types (BCC and FCC) yield very comparable be-
haviours, both qualitatively and quantitatively. Gener-
ally speaking however, the reorientation field and tem-
peratures are slightly higher for FCC than for BCC and
yet again higher for BCC than for SC lattices.
At zero temperature, the results for thin-film materials
are qualitatively the same as for bulk materials. When
increasing the temperature, the reorientation fields de-
crease more rapidly than for their bulk counterparts, es-
pecially at low values of the anisotropy |∆|. At those
low anisotropy values, the temperature at which the
reorientation field seems to vanish is also significantly
lower. The differences between in-plane and out-of-
plane anisotropy are also more pronounced in the two-
dimensional system. Most of these differences between
bulk and planar materials can be related to their differ-
ent excitation spectra (section IVE).
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FIG. 7. Energy dispersion E(k) in the reorientation regime for
a SC (D = 3) lattice with easy-axis and easy-plane anisotropy
and for a square (D = 2) lattice with easy-axis anisotropy.
The dispersion is shown along the high symmetry lines in the
kXkY plane, Γ being the centre of the first Brillouin zone,
X the centre of a side and M a corner. The inset shows
the region close to Γ, where the dispersion has its minimum.
Around this minimum, the dispersion is parabolic with a finite
gap for easy-axis anisotropies and linear gap-less for easy-
plane anisotropies. The parameters for all dispersions are
|∆| = 0.02, τ = 0.0625 and the transverse magnetic field b is
0.01, such that all systems are in the reorientation regime.
E. Excitation energy spectrum
As was pointed out in the previous sections, there is
a large difference in the reorientation transitions and
Curie temperature for, on the one hand bulk and pla-
nar systems and on the other hand positive and nega-
tive anisotropies ∆. Those differences can be understood
by inspecting the dispersion relations E(k) =
√
a2 − h2
of the excited quasi-particles in the reorientation regime
(figure 7).
For a clear discussion, it is useful to calculate the exci-
tation energy for low k in the reorientation regime. Con-
sider a small region around the origin, D0 = {k| |k| < ǫ}
with ǫ → 0. In this region, the behaviour of the di-
mensionless exchange integral η (k) is independent of the
details of the cubic/square lattice structure and given by
(choosing the lattice constant unity)
η (k) = 1− 1
2
k2+O (k4) k→0≈ 1− 1
2
k2, k = |k| . (95)
For an easy-axis spin system in the reorientation
regime, the excitation energy for small k, as calculated
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with (84), is
E(k)
k→0
=
{
1 +
[
1−∆
4∆
+
1 +∆
8∆
(b )
2
(∆σ)
2 − (b )2
]
k2
−O (k4)
}√
(∆σ)2 − (b )2.
(96)
The energy dispersion is thus parabolic near k = 0 with
a non-vanishing gap of width
√
(∆σ)2 − (b )2. Due to
this finite energy gap, a ferromagnetic state must exist
at some finite temperature. This temperature needs to
be low enough to prevent excessive excitations over the
gap, its exact value depending on the dimensionality of
the system.
For an easy-plane spin system in the reorientation
regime, the excitation energy needs to be calculated using
the variables (88), which yields for small k:
E(k)
k→0
=
1
2
√
1 + |∆|
|∆|
√
(|∆|σ)2 − (b⊥)2k +O (k3) (97)
If there is a finite magnetization, the dispersion relation
near k = 0 is linear and the energy gap vanishes, meaning
that there exists an excitation that has an infinitesimal
small energy. In calculating the magnetization σ, the
right hand side of (73) needs to be evaluated. In order to
have a non-vanishing magnetization, this integral needs
to be finite. Consider now only the part of the integral
in the small region D0 around the origin. The right hand
side of (73) is then
v
(2π)
D
∫
D0
4τ
σ (1 + |∆|) k2 dk, (98)
where the series expansion (79) was used. In a three-
dimensional material, this integral is finite such that
a non-zero magnetization is possible. Excessive quasi-
particle excitations can still be avoided at a low enough
temperature. Nevertheless, the magnetization will be
lower in general because of the additional possible excita-
tions. In a two-dimensional system, the integral diverges
due to the occurrence of soft modes. The linear gap-
less dispersion allows too many accessible excitations to
sustain the finite magnetization in two dimensions. This
means that no finite magnetization is possible, render-
ing it also obsolete to discuss excitations from a ferro-
magnetic ground state. This does not exclude any other
types of magnetic ordering, but those do not fall in the
scope of this paper.
Above the reorientation temperature, all dispersion re-
lations are qualitatively the same as those with an easy-
axis anisotropy in the reorientation regime. This means
that they are parabolic with a finite energy gap at their
minimum, sustaining a finite magnetization.
V. CONCLUSION
We presented a solution to the spin-1/2 Heisenberg
model with anisotropic exchange interactions and an ex-
ternal field applied in an arbitrary direction, based on
double-time temperature-dependent Green’s functions.
The problem was solved for both easy-axis and easy-
plane anisotropies and results were presented for two-
and three-dimensional cubical lattices. An asymmetry
in the type of anisotropy was found, which is most
pronounced for the planar system. There, easy-axis
anisotropy yields a non-zero Curie temperature, while
easy-plane anisotropy was found to be insufficient to
avoid the predictions of the Mermin-Wagner theorem
with respect to an overall magnetization. This does,
however, not exclude the possibility for other types of
long-range magnetic ordering. The reorientation transi-
tion, which occurs in transverse external magnetic fields,
was discussed, specifically highlighting the differences
with respect to the anisotropy type and dimensionality.
Those differences can be related to the energy disper-
sion of low-energy excitations in the reorientation regime,
which is gap-less and linear for easy-plane anisotropy, but
parabolic with a finite gap for easy-axis anisotropy. For
the two-dimensional easy-plane system with an out-of-
plane magnetic field, there never exists an in-plane mag-
netization component. However, any small in-plane field
component does enable the system to exhibit such a mag-
netization component. More exotic magnetic ordering
profiles could not be distinguished with the present tech-
nique. Finally, some specific magnetization (both magni-
tude and angle) curves as a function of external field and
temperature were discussed, highlighting the strength of
the present technique to better understand certain fea-
tures in the reorientation regime.
Being able to calculate the magnetization behaviour
of anisotropic ferromagnets for applied fields in arbitrary
directions may greatly facilitate the study of future spin
wave and magnetic memory devices. This can be both
in the form of a theory-guided material research or as
starting conditions for new micromagnetic simulations.
With these application domains in mind, further research
should focus on calculations using higher spin values (fol-
lowing the route set out by Callen [48]), including mag-
netic dipole interactions and considering multilayers with
layer-dependent magnetization profiles.
Appendix A: From crystallographic to
magnetization coordinate system
The rotation from the crystallographic coordinate sys-
tem {eX , eY , eZ} towards the magnetization coordinate
system
{
ex, ey, ez
}
through an angle θ in anticlockwise
direction around the Y -axis (figure 1) is mathematically
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expressed as 
exey
ez

 = RY (θ) ·

eXeY
eZ

 , (A1)
where
RY (θ) =

cos θ 0 − sin θ0 1 0
sin θ 0 cos θ

 . (A2)
The inverse rotation from magnetization to crystallo-
graphic coordinate system is similarly achieved with the
inverse rotation matrix
R
−1
Y
(θ) = RY (−θ) =

 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

 . (A3)
Knowing these rotations, the raising and lowering opera-
tors in the crystal coordinate system, Sˆ+
′
= SˆX+iSˆY and
Sˆ−
′
= SˆX − iSˆY , in terms of those in the magnetization
coordinate system are
Sˆ+
′
=
1
2
(cos θ + 1) Sˆ+ +
1
2
(cos θ − 1) Sˆ− + sin θSˆz
Sˆ−
′
=
1
2
(cos θ − 1) Sˆ+ + 1
2
(cos θ + 1) Sˆ− + sin θSˆz
SˆZ = −1
2
sin θ(Sˆ+ + Sˆ−) + cos θSˆz. (A4)
The Hamiltonian Hˆ, equation (37), now needs to be
expressed in the new magnetization coordinate system.
For the Zeeman term HˆB, equation (42), exploiting the
rotational invariance of the scalar product gives
HˆB = −geµBB ·
∑
d
Sˆd, (A5)
where the magnetic field components in the magnetiza-
tion coordinate system are
Bx = cos θB − sin θB⊥
By = 0
Bz = sin θB + cos θB⊥.
(A6)
The transformation of the exchange interaction part of
the Hamiltonian Hˆex, equation (41), takes some more
effort. This part can first be written as
Hˆex = −
1
2
∑
d,l
Jdl
[
(1 + ∆) SˆZd Sˆ
Z
l
+
1
2
(1−∆)
(
Sˆ+
′
d Sˆ
−′
l + Sˆ
−′
d Sˆ
+′
l
)]
,
(A7)
where the operators of the crystallographic basis can be
expressed in terms of those of the magnetization coordi-
nate system by using (A4). Grouping the terms by the
occurring spin operator combinations (note that the spin
operators in any product act on different lattice sites, and
thus commute), finally gives the transformed exchange
Hamiltonian
Hˆex = −
1
2
∑
d
∑
l
[
1
2
Jdl∆sin
2 θ
(
Sˆ+d Sˆ
+
l + Sˆ
−
d Sˆ
−
l
)
+ Jdl (1 + ∆cos(2θ)) Sˆ
z
dSˆ
z
l
+ Jdl
(
1−∆cos2 θ) Sˆ+d Sˆ−l (A8)
−2Jdl∆sin θ cos θ
(
Sˆ+d Sˆ
z
l + Sˆ
−
d Sˆ
z
l
) ]
,
which can be written more compactly as equation (43).
Appendix B: Details on the derivation of the
Green’s function equation of motion.
In this appendix, some details are given on the omitted
steps between (46) and (50) in the main text. Introducing
the notation
Gαβplj(ω) = ⟪Sˆ
α
p Sˆ
β
l ; Sˆ
−
j ⟫ (B1)
for the higher order Green’s functions, the fully expanded
equations of motion (46) are
ωG±pj =
δpj
2π
〈[Sˆ±p , Sˆ−p ]〉 ± geµB(BzG±pj −B±Gzpj)
± 1
2
∑
l 6=p
{
−4J∓∓pl Gz∓plj + 2Jzzpl G±zplj
− 2J+−pl Gz±plj − 2J∓zpl Gzzplj
+J±zpl G
±±
plj + J
∓z
pl G
±∓
plj
}
(B2a)
for the in-plane components and
ωGzpj =
δpj
2π
〈[Sˆzp, Sˆ−p ]〉+
geµB
2
(B+G−pj −B−G+pj)
+
1
2
∑
l 6=p
{
−2J++pl G++plj + 2J−−pl G−−plj
− J+−pl G+−plj + J+−pl G−+plj
−J+zpl G+zplj + J−zpl G−zplj
}
(B2b)
for the z-component. Applying the Tyablikov approxi-
mation (48) to our set of equations of motion and sub-
stituting the expectation values 〈Sˆ+p 〉 = 〈Sˆ−p 〉 = 0 gives
ωG±pj =
δpj
2π
〈[Sˆ±p , Sˆ−p ]〉 ± geµB(BzG±pj −B±Gzpj)
± 1
2
∑
l 6=p
{
−4J∓∓pl 〈Sˆzp〉G∓lj + 2Jzzpl 〈Sˆzl 〉G±pj
− 2J+−pl 〈Sˆzp〉G±lj − 2J∓zpl 〈Sˆzp〉Gzlj
−2J∓zpl 〈Sˆzl 〉Gzpj
}
(B3a)
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ωGzpj =
δpj
2π
〈[Sˆzp, Sˆ−p ]〉+
geµB
2
(B+G−pj −B−G+pj)
+
1
2
∑
l 6=p
{
J−zpl 〈Sˆzl 〉G−pj − J+zpl 〈Sˆzl 〉G+pj
}
.
(B3b)
Next, the homogeneous magnetization M = 〈Sˆz〉 = 〈Sˆzp〉
is substituted and alike Green’s functions are grouped:
ωG±pj =
δpj
2π
〈[Sˆ±p , Sˆ−p ]〉
±
(
geµBB
z +M
∑
l 6=p
Jzzpl
)
G±pj
±
(
−geµBB± −M
∑
l 6=p
J∓zpl
)
Gzpj
±M
∑
l 6=p
{
−2J∓∓pl G∓lj − J+−pl G±lj
−J∓zpl Gzlj
}
(B4a)
ωGzpj =
δpj
2π
〈[Sˆzp, Sˆ−p ]〉
+
1
2
(
geµBB
+ +M
∑
l 6=p
J−zpl
)
G−pj
− 1
2
(
geµBB
− +M
∑
l 6=p
J+zpl
)
G+pj .
(B4b)
Now, the Green’s functions Gαpj are replaced by their
representation in Fourier components (49). The spatial
Dirac-delta function can similarly be expressed as
δpj =
1
N
∑
k∈B
eik·(rp−rj). (B5)
The resulting equality should hold for every Fourier-
component k separately (removing the sums
∑
k
). Mul-
tiplying the entire equation by Ne−ik·(rp−rj) gives
ωG±(k) =±
{
geµBB
z +M
(∑
l 6=p
Jzzpl
)
− M
(∑
l 6=p
J+−pl e
ik·(rl−rp)
)}
G±(k)
∓
{
geµBB
± +M
(∑
l 6=p
J∓zpl
)
+ M
(∑
l 6=p
J∓zpl e
ik·(rl−rp)
)}
Gz(k)
∓
{
2M
(∑
l 6=p
J∓∓pl e
ik·(rl−rp)
)}
G∓(k)
+
1
2π
〈[Sˆ±p , Sˆ−p ]〉
(B6a)
ωGz(k) =
{geµB
2
B+ +
M
2
(∑
l 6=p
J−zpl
)}
G−(k)
−
{geµB
2
B− +
M
2
(∑
l 6=p
J+zpl
)}
G+(k)
+
1
2π
〈[Sˆzp, Sˆ−p ]〉.
(B6b)
The Fourier transforms (as defined in (17)) of the ex-
change tensor components Jαβpl are identified as
Jαβ(k) =
∑
(rp−rl)
e−ik·(rp−rl)Jαβpl , α, β = ±, z (B7)
such that the equations of motion becomes
ωG±(k) =± {geµBBz
+ M
[
Jzz(0)− J+−(k)]}G±(k)
∓ {geµBB±
+ M
[
J∓z(0) + J∓z(k)
]}
Gz(k)
∓ {2MJ∓∓(k)}G∓(k)
+
1
2π
〈[Sˆ±p , Sˆ−p ]〉
(B8a)
ωGz(k) =
1
2
{
geµBB
+ +MJ−z(0)
}
G−(k)
− 1
2
{
geµBB
− +MJ+z(0)
}
G+(k)
+
1
2π
〈[Sˆzp, Sˆ−p ]〉.
(B8b)
This set of equations is equivalent to the vector equation
of motion (50) in the main text.
Appendix C: Null space determination and
elimination.
In the main text, the direction of magnetization (58)
was determined and the dimension of the vector Green’s
function equation of motion (50) was reduced by using
the regularity condition (32). This regularity condition
requires knowledge on the arrayA representing the inho-
mogeneous term (52) and the left eigenvector correspond-
ing to the zero eigenvalue L0 of Γ(k). In this appendix,
the details on the calculations of L0 and the simplifica-
tions by the regularity condition are shown.
In order to make solving the set of Green’s function
equations of motion (50) tractable, it is convenient to
write the underlying structure of the matrix Γ(k) (53) as
Γ(k) =


a h − (c+ d)
−h −a c+ d
− 12c 12 c 0

 , (C1)
where
a = geµBB
z +M [J(0) (1 + ∆cos(2θ))
− J(k) (1−∆cos2 θ)]
h = −MJ(k)∆ sin2 θ
c = geµBB
+ − 2MJ(0)∆ sin θ cos θ
d = −2MJ(k)∆ sin θ cos θ.
(C2)
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The eigenvector L0 is the non-trivial solution to the set
of equations with coefficient matrix ΓT (k):
ΓT (k)LT0 =


a −h − 12c
h −a 12c
− (c+ d) c+ d 0



uv
w

 = 0, (C3)
where the unknown elements of L0 are written as u, v
and w. This corresponds to the set of equations
au− hv − 1
2
cw = 0 (C4a)
hu− av + 1
2
cw = 0 (C4b)
− (c+ d) u+ (c+ d) v = 0. (C4c)
The last of these equations dictates that for a non-trivial
solution L0 6= 0 to exist, the components u and v have
to be equal (c+ d 6= 0, since d is k-dependent, while c is
not):
u = v. (C5)
Substituting this in relations (C4a) and (C4b) yields one
new equation:
(a− h)u = 1
2
cw. (C6)
Which has the possible solution
u = c
w = 2 (a− h) , (C7)
where a proportionality factor can be chosen freely, since
scaling an eigenvector is allowed. Combining the results
for u, v and w, as given in (C5) and (C7) gives
LT0 =

 cc
2 (a− h)

 . (C8)
This L0 together with the array A (equation (52)) can
be used in the regularity condition (32) to determine the
angle of magnetization θ:
0 = L0A =
M
π
(
geµBB
+ − 2MJ(0)∆ sin θ cos θ) . (C9)
The relation (58) from the main text is now easily ob-
tained by transforming the applied magnetic field back
to the crystallographic basis using equation (55).
Appendix D: Solving the eigenvalue problem.
In this appendix, the reduced Green’s function equa-
tion of motion (66) is solved for its eigenvalues and the ex-
tractable correlation functions using the techniques and
notation introduced in section II.
First the eigenvalues and the corresponding left and
right eigenvectors of Γ(k) need to be determined. The
eigenvalues are
ω1,2(k) = ±E, (D1)
where the excitation energy
E =
√
a2 − h2 (D2)
was defined. The corresponding right eigenvectors are
R1(k) =
1
2hE
[
b
−a+ E
]
, R2(k) =
1
2hE
[ −h
a+ E
]
(D3)
and the left eigenvectors are
L1(k) =
[
a+ E h
]
L2(k) =
[
a− E h] . (D4)
Each pair of eigenvectors can be combined into a single
left or right eigenvector matrix
R(k) =
[
R1 R2
]
, and L(k) =
[
L1
L2
]
. (D5)
The matrix Γ(k), equation (68), can now be diagonal-
ized using the eigenvalue decomposition
Ω(k) = L(k)Γ(k)R(k) =
[
ω1(k) 0
0 ω2(k)
]
(D6)
and RL = LR = 1 to write the equation of motion as
(ω1 −Ω(k))G(k) = A(k), (D7)
where A(k) = L(k)A. Solving the equation of motion
for G(k) = L(k)G(k) gives
G1,2(k) =
A1,2(k)
ω − ω1,2(k)
. (D8)
Defining the transformed correlation function vector as
C(k) = L(k)C(k), it can be calculated as [35, 36, 38]
C1,2(k) = 2πν1,2(k)A1,2(k), (D9)
with
ν1,2(k) =
1
eω1,2(k)/τ − 1 =
1
e±E/τ − 1 (D10)
or
C(k) = E(k)A(k), with [E ]
i,j
(k) = 2πνiδij . (D11)
Finally, multiplying from the left by R gives
C(k) = RLC(k) = R(k)C(k) = R(k)E(k)A(k)
= R(k)E(k)L(k)A.
(D12)
Substituting everything yields
C(k) =
[
C+−(k)
C−−(k)
]
=
[
σ
2E (a (ν1 − ν2) + E (ν1 + ν2))
hσ
2E (ν2 − ν1)
]
.
(D13)
This is equivalent to equation (70) stated in the main
text.
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