Abstract We present two deterministic polynomial time algorithms for the following problem: check whether a sparse polynomial f (x) vanishes at a given primitive nth root of unity ζ n . A priori f (ζ n ) may be nonzero and doubly exponentially small in the input size. The existence of a polynomial time procedure in the case of factored n was conjectured by D. Plaisted in 1984, but all previously known algorithms are either randomized, or do not run in polynomial time.
Introduction
Let ζ n = e 2πi/n be an nth primitive root of unity. A vanishing sum of roots of unity has the form
where the coefficients a j are integers.
There are many classification results on vanishing sums of roots of unity. Rédei [17] and Schoenberg [19] described the lattice of coefficients of vanishing sums (see also Rédei [16] , de Bruijn [7] , Lam and Leung [13] ). Conway and Jones [6] gave a lower bound on the size of the support set of a minimal vanishing sum with nonnegative coefficients. The paper by Lam and Leung [13] contains an exact characterization of the set of 1 -norms of vectors of the coefficients of vanishing sums with nonnegative coefficients. Steinberger [21] developed a method for construction of minimal sums with large coefficients.
In this paper we examine the algorithmic aspects of zero testing of sums of roots of unity and consider the following problem. Given an integer n, a finite support set J of natural numbers and a set of integer coefficients a j , j ∈ J check the equality
Hereafter we call this problem the cyclotomic test (CT for brevity), or sparse cyclotomic integer zero testing, as j ∈J a j ζ j n is an algebraic integer in the cyclotomic field Q(ζ n ).
Due to the irreducibility of cyclotomic polynomials n (x), the equality (2) is equivalent to the divisibility of a sparse polynomial
by the cyclotomic polynomial n (x). Note that n (x) | (x n − 1) and it is easy to compute f (x) mod(x n − 1). For this reason hereafter we assume without loss of generality that deg f (x) < n.
A sparse representation of a polynomial f (x) = d i=0 a j x j with integer coefficients is a list of pairs (a j , j) for a j = 0. The length of the list (i.e. the number of nonzero terms in the polynomial) is called sparseness and is denoted by sps(f ). Integers in a sparse representation are written in binary. The support set supp a of a vector a = (a 0 , . . . , a d ) T is a set {j : a j = 0}. The height H (f ) of f is max j ∈J |a j | + 1. So the size of a sparse representation of a polynomial f (x) is O(sps(f )(log H (f ) + log(2 + deg f ))).
The decision problem CT is stated formally as follows. The input is a sparse representation of a polynomial f (x) and an integer n written in binary, deg f < n. The output is 'Yes' if f (ζ n ) = 0 and 'No' otherwise.
Our main concern is an efficient (i.e. polynomial time with respect to the input size) algorithm for the problem CT. Note that the sparseness sps(f ) and the maximal bit length of integers contained in the input L = max(log H (f ), log(2+deg f ), log n) do not exceed the input size. We will use the parameters sps(f ), L and log n in bounds of running time below.
Previous Work
The standard algorithm for divisibility of polynomials runs in exponential time w.r.t. the input size of the problem CT. Nonetheless it is shown by Plaisted [15] that CT is in co-NP (the related problem is called SPARSE-POLY-NONROOT there). 1 Note that a linear combination of roots of unity with integer coefficients is an algebraic integer. So a straightforward way to check the equality (2) is to compute a rational approximation of its left-hand side and then to compare it with zero. For any σ ∈ Gal(Q(ζ n )/Q), |σ (f (ζ n ))| ≤ sps(f )H (f ). If f (ζ n ) is not zero, we have
Thus |f (ζ n )| ≥ 1/(sps(f )H (f )) φ(n) , where φ is Euler's phi function. This bound is known as the root separation bound [14] . If the bound is close to being tight, it seems that we need exponential precision, i.e. φ(n) log(sps(f )H (f )) = (n log(sps(f )H (f ))/ log log n), to tell whether a sparse cyclotomic integer is zero or not.
On the other hand, from the inequality (4) one can also conclude that the absolute values of most of the conjugates of a nonzero f (ζ n ) are not too small. In fact, it can be shown that if we randomly select an element σ ∈ Gal(Q(ζ n )/Q), then with probability at least 1/2, |σ (f (ζ n ))| ≥ 1/sps(f )H (f ). So we can perform zero testing of sparse cyclotomic integers in randomized polynomial time. This idea has been used in [3, 4, 20] to design randomized algorithm for polynomial identity testing and zero testing of expressions involving roots of rationals.
Note that in some cases a large conjugate can be found deterministically. (See Theorem 2 in [5] .)
To our knowledge the best deterministic zero testing algorithm prior to our extended abstracts [5, 23] was developed by Filaseta and Schinzel (see [9, Theorem 3] ). It runs in subexponential time, provided the prime power decomposition of n is given. More precisely, the estimate of the running time in [9] contains a factor 2 s where s is the number of prime divisors of n. The algorithm is based on the observation that f (ζ n ) = 0 iff
also observed by Plaisted in [15] . In fact, Filaseta and Schinzel proposed in [9] an algorithm for a related problem: to check whether a sparse polynomial f (x) is divisible by some cyclotomic polynomial. In other words, whether there exists n such that (n, f (x)) is a positive instance of the CT problem. We call this problem the general cyclotomic test (GCT for brevity). The running time of the GCT-algorithm in [9] is subexponential, it uses as a subroutine the aforementioned subexponential cyclotomic test. It's worth noting that for a fixed sparseness this algorithm runs in polynomial time.
Adding an existential quantifier usually makes a problem harder. Indeed, the GCT is NP-hard. This result is implicitly contained in Plaisted's theorem [15, Theorem 5.1]. 2 The result of Plaisted that CT ∈ co-NP mentioned above implies GCT ∈ 2 . A more sophisticated algorithm for GCT is described in a recent paper by Filaseta, Granville, and Schinzel [10] . However, it uses the same subexponential cyclotomic test. So, this algorithm cannot be applied to prove that GCT ∈ NP.
Another type of problem related to the cyclotomic tests are specific cases of the complex feasibility problem FEAS C . The problem is to verify the satisfiability of a system of polynomial equations in complex numbers (coefficients of polynomials are integers). If the system includes equations x d i i − 1 = 0 for each variable x i then the coordinates of all solutions are roots of unity. This specific case of the problem FEAS C is called the torsion point problem (TP for brevity). 3 It was studied by Plaisted [15] for the univariate case (the TP 1 problem for brevity) 4 and by Rojas [18] for the multivariate case. Plaisted thus proved implicitly that TP 1 is NP-hard.
Koiran proved in [12] that FEAS C ∈ AM under the Generalized Riemann Hypothesis. Of course, the same inclusion holds for the TP problem. Rojas [18] improved this result for the TP problem in various ways: TP ∈ AM under a weaker number-theoretic hypothesis and TP 1 ∈ NP NP unconditionally. Also, he proved that for a fixed number of variables and fixed degrees of roots of unity the TP problem is in P.
Rojas indicated that the TP problem looks more tractable than the general FEAS C problem and conjectured that TP ∈ NP, which is unlikely for the FEAS C problem.
Our Results
Our contribution is polynomial time deterministic algorithms for the cyclotomic test in the case of a general (not factored) n. As a direct consequence we show that the GCT and TP problems are in NP.
Theorem 1 CT ∈ P.
Theorem 2 GCT ∈ NP.
Theorem 3 TP ∈ NP.
It follows also from previous results (Plaisted [15] , Theorem 5.1 for GCT and Theorem 3.3 for TP 1 ) and Theorems 2 and 3 that the problems GCT and TP (and even TP 1 ) are NP-complete.
Two efficient cyclotomic tests were proposed in conference papers [5, 23] . They use different techniques and their algorithmic behavior is also different. The matrix multiplication algorithm from [23] computes a matrix M of size sps(f ) × sps(f ) and a vectorf of dimension sps(f ). Then it checks the equality Mf = 0. The recursive algorithm from [5] applies the divide-and-conquer approach and reduces an instance of the CT problem to a number of smaller instances.
It is worth noting that the algorithms share some common features. They use a partial prime decomposition to avoid factorization of n. Also they can be expressed in terms of operations with sparse vectors of exponentially large dimension. More exactly, the algorithms can be applied to a more general problem, which we call cyclotomic array testing (CAT) see Sect. 4 .
The paper is organized as follows. Section 2 contains an exposition of the matrix multiplication algorithm. Section 3 presents the recursive algorithm. In Sect. 4 we introduce the cyclotomic array testing problem and modify our algorithms to solve it. Section 5 contains the proof of Theorem 3. In the final Sect. 6 we discuss open questions related to zero testing.
Matrix Multiplication Algorithm
We start from an informal outline of the algorithm.
To solve an instance (n, f (x)) of the CT problem one checks the equality f (ζ n ) = 0. Recall that we restrict the problem to the case deg f < n. The polynomials of degree < n form a linear space. Polynomials that vanish at ζ n form a subspace of this space (the space of vanishing sums). So one can regard the CT problem as a specific case of typical computational linear algebra problem: does a vector belong to a subspace? Standard linear algebra techniques are too expensive to work here as the vector and the space involved have exponential dimension w.r.t. the input size.
Nevertheless, it is possible to reduce dimensions. This reduction is based on a specific structure of the space of vanishing sums. Namely, the space of polynomials of degree < n admits a structure of a tensor product of polynomially many spaces of polynomial dimension and the space of vanishing sums has a convenient description in terms of this tensor product (see the exact statements, especially Theorem 4, in Sect. 2.1). This description is well-known (it appears in different forms in [13, 19, 21] ). We need to reformulate this description in order to characterize the space of vanishing sums as the kernel of a tensor factored operator (see Sect. 2.2).
To avoid factorization of n we need to modify the operator taking into account the sparseness of the polynomial f . This argument is explained in Sect. 2.3 (see Lemma 6 ). Yet all these steps do not change the dimensions. A way to truncate dimensions is based on a simple technical trick which is also explained in Sect. 2.3.
Finally, in Sect. 2.4 we give a description of the matrix multiplication algorithm. The algorithm admits variations by changing operators in the tensor product. We adopt a choice corresponding to an earlier version of the algorithm (see [23] ). Thus the algorithm description in [23] coincides with the description in Sect. 2.4.
Space of Vanishing Sums
Let (5) be the prime power decomposition of n. For a positive integer n let V n be the group Q-algebra for the cyclic group of order n. Basically, we will consider V n as an ndimensional vector space over the field Q of rationals equipped with the canonical basis {e 0 , e 1 , . . . , e n−1 }. Sometimes we will identify V n with the quotient ring Q[t]/(t n − 1) (see Lemma 1 below) . In these cases we assume an isomorphism between V n and Q[t]/(t n − 1) that maps e j to t j .
Let ϕ : V n → Q[ζ n ] be an evaluation map-a Q-linear map acting on the basis vectors by the rule
We use notation X n for the kernel of the evaluation map ϕ and call X n the space of vanishing sums. This space is directly related to the CT problem: by definition,
Thus, to solve the problem CT it is sufficient to check that the polynomial f (x) belongs to the space of vanishing sums. This approach does not require any approximation of the value f (ζ n ). Instead, we need a technique to operate with vectors of polynomially bounded sparseness in a space of exponentially large dimension. For this purpose we use a representation of V n as a tensor product of polynomially many factors such that the space of vanishing sums has a nice description in terms of this tensor decomposition (see Theorem 4) .
At first, we recall the well-known characterization of the space of vanishing sums.
Lemma 1 [17]
X n is spanned by polynomials
where p runs over all prime divisors of n and 0 ≤ j < n/p.
Proof The cyclotomic polynomial n (x) is the greatest common divisor of polynomials
n is a root of some polynomial x n/p − 1 where p is a common prime divisor of n and j ).
To obtain a compact form for the generators (7) we use a tensor decomposition of V n in the form
where P = p 1 p 2 · · · p r . This decomposition was introduced by Lam and Leung [13] (see also [21] ). It can be defined as follows. The isomorphism maps a vector e j from the canonical basis to the tensor product of basis vectors:
In (9) j = j mod n/P and j k is the t k -th digit in p k -ary representation of j :
Example 1 Let n = 30 = 2 · 3 · 5 and j = 9. Then
Note that for a square-free n we have j k = j mod p k . In this case the last factor in the decomposition (8) is 1-dimensional so it can be omitted.
Example 2 Let n = 144 = 2 4 3 2 and j = 15. Then
To check that (9) defines an isomorphism we apply the following lemma.
Lemma 2 The mapping
Moreover, both maps ι and ι −1 can be computed in polynomial time provided the factorization of n is known. The map ι can be computed in time O(log 3 n) and the inverse map ι −1 can be computed in time O(log 4 n).
Proof Let us describe the inverse map ι −1 . The numbers j k and j mod p .
By the Chinese remainder theorem j mod n is determined by residues modulo p t k k . Applying efficient algorithms for modular arithmetic (see, e.g., [2] ) we get the second statement of the lemma.
Note that the t k -th digit in p k -ary representation of n can be computed by the Horner scheme using O(t k ) arithmetic operations. Since
the overall number of arithmetic operations is O(log n). All operations are applied to (log n)-bit integers. So, a division takes O(log 2 n) time. Thus, computation of the map ι takes O(log 3 n) time. To compute the inverse map ι −1 one should compute the residues j mod p t k k using (11) and apply the algorithm reconstructing j from these residues. The first step takes O(r(log log n) 2 ) arithmetic operations with O(log n)-bit integers. The second can be done by r applications of the extended Euclid's algorithm. Each application takes a time O(log 3 n). Since r ≤ log n, we get the time bound O(log 4 n) for the computation of the inverse map ι −1 .
Note that the isomorphism (9) maps vectors of the canonical basis {e j } of V n to the vectors of the canonical basis of the tensor product in the right-hand side of (8) . Applying it to a vector of sparseness m we obtain a vector of the same sparseness in the tensor product. Lemma 2 implies that this transformation can be done efficiently.
To describe X n in terms of tensor decomposition (8) we define the vectors1 p ∈ V p by1
The next theorem is a reformulation of Lemma 1.
Theorem 4 X n = Ker ϕ is a sum of subspaces X k n , where Proof The exponents of non-zero terms in a generator
form an arithmetic progression modulo n:
Note that an addition of n/p k does not change j and j s for s = k since it does not change the residue modulo p t s s . So, the k-th components of ι(j ) also form an arithmetic progression
where b is a residue of n/p t k k modulo p k . This residue is non-zero. Thus the k-th component takes all possible values. In terms of tensor decomposition this means that f j,k can be written as
thus immediately implying (13).
Kernel Representation of the Space of Vanishing Sums
To use Theorem 4 in the algorithm we rewrite (13) representing the space of vanishing sums as the kernel of a suitable operator. The decomposition (13) suggests the form of the operator as a tensor product of operators acting on tensor factors of the decomposition (8) .
For exact statements we need a bit of tensor linear algebra. This simple and useful fact implies the following lemma.
Lemma 3 Let

Lemma 4 Let
Applying Lemma 4 inductively we obtain the expected form of the kernel of a tensor product of operators. Let I n be the indentity operator on the space V n . (Recall that dim V n = n.)
Comparing (14) to (13) we conclude that the space of vanishing sums is the kernel of a tensor product
for any set of operators A k such that Ker A k = Q1 n k . Note that in this case n k = p k for k ≤ r and n r+1 = n/P .
Using Sparseness
Zero testing is thus reduced to checking that Af = 0, where A is defined by (15) . Until this point, the check may seem quite inefficient. To perform the check it appears that one should operate in a space of exponentially large dimension and use the prime power decomposition of n. To overcome both difficulties we take into account the sparseness of f . First, we will get rid of the complete factorization. We will instead use a partial prime decomposition
where p 1 , . . . , p are the prime divisors of n less than sps(f ) + 1. Note that for an instance of the problem CT the decomposition (16) can be computed efficiently as p k are upperbounded by the input size.
Lemma 6 In the notation above Af
The proof of Lemma 6 is by induction using the following observation.
Lemma 7 Let f ∈ Ker A . Expand f as a combination of the canonical basis vectors
Let S be the set of all possible values of j in the expansion (17). If |S| < n then f ∈ Ker A −1 .
Proof Group terms of the expansion (17) with respect to the value of -th factor:
Here In order to avoid operations with exponentially long vectors in testing the equality Af = 0 we restrict the operator A on the coordinate subspace spanned by the canonical basis vectors from the support of the vector f .
Byf we denote a vector produced from f by removing zero components and bỹ A we denote a matrix formed by columns of matrix A indexed by elements from the support of f (see Fig. 1(a) ). Conditions Af = 0 andÃf = 0 are equivalent by construction. It is a well-known fact from linear algebra that the latter condition is equivalent toÃ TÃf = 0. Note thatÃ TÃ is a (sps(f ) × sps(f )) minor of the matrix A T A (see Fig. 1(b) ). For A introduced in Lemma 6 it is easy to express a matrix element of A T A in terms of matrix elements of A k . Indeed,
To compute a matrix element with indices (j 1 , . . . , j , j +1 ) and (j 1 , . . . , j , j +1 ) one can compute the product of matrix elements
Description of the Matrix Multiplication Algorithm
The algorithm computes the vectorÃ T Ã f of dimension sps(f ) and compares it with zero vector.
There is a freedom in choice of operators A k . To be in accordance with the earlier version of the algorithm (see [23] ) we choose operators A k defined by the following
It is clear that Ker A k = Q1 n k and
A detailed description of the algorithm is presented in Fig. 2 . Correctness of the algorithm follows from the above consideration. Let's estimate the running time of the algorithm. The preprocessing steps 1-3 can be done by O(k log n) arithmetic operations with O(log n) integers. By Lemma 2 the step 4 takes time O(k log 3 n). On the step 5 O(k 2 log n) arithmetic operations are performed. So, this step takes time O(k 2 log 3 n). On the final steps 6-7 O(k 2 ) arithmetic operations with O(max(log n, log H (f )))-bit integers are performed. So, these steps take time O(k 2 max 2 (log n, log H (f ))).
Thus, the overall time bound for the matrix multiplication algorithm is
Input: an integral polynomial f (x) given in sparse form and an integer n. The degree of f is less than n. Output: "Yes" if f (ζ n ) = 0, "No" otherwise. 
5.
Compute matrix elements of a k × k matrix M using the index lists by the rule 
Recursive Algorithm
In this section we present a recursive algorithm for the cyclotomic test. First observe that if n is a prime and f (x) is a nonzero integral polynomial of sparseness less than n, then f (ζ n ) cannot be zero. This fact can be derived from the following theorem originally due to Chebotarev.
Proposition 1 If n is a prime, then any minor of the matrix (ζ ij n ) 1≤i,j ≤n is not zero.
There are many proofs of the Chebotarev theorem. For an elementary one, see [22] . By studying selected minors of the matrix (ζ ij n ) 1≤i,j ≤n when n is not a prime, we show that if f is a nonzero integral polynomial and all the prime factors of n are greater than sps(f ), then the cyclotomic integer f (ζ n ) can not be zero. If n has small prime factors, then from a sparse cyclotomic integer f (ζ n ), our algorithm produces a list of sparse cyclotomic integers in smaller field, such that f (ζ n ) is zero iff all the elements in the list are zero. The algorithm applies the procedure recursively on each cyclotomic integer in the list until we reach a field where the zero testing problem can be easily solved. The recursion can have many levels. As the recursion goes deeper, the number of cyclotomic integers increases, and in some cases, the sum of their sparseness also increases, nonetheless we are able to show that the algorithm runs in polynomial time.
Key Lemmas for Derandomization
It is well known that the ring of integers in cyclotomic field Q(ζ n ) consists of all the elements in Z[ζ n ]. The field automorphism of Q(ζ n ) is isomorphic to (Z/nZ) * . For an integer i ∈ (Z/nZ) * , let σ (i) denote the field automorphism which sends ζ n to ζ i n . Then for any integral polynomial f , we have
First we prove a general lemma 
. . .
are linearly dependent over E ⊆ F . Thus the matrix V is singular, which leads to a contradiction.
Let k be positive integers and f be an integral polynomial given in sparse form with sps(f ) = k. Write n = p where p 1 , p 2 , . . . , p l are distinct primes less than k + 1 and r is free of prime factors less than k + 1. Note that it may be hard to factor r. As observed in [9, 15] , f (ζ n ) = 0 iff
If the expansion of the latter polynomial has a short sparse representation, then we can check quickly whether x n − 1 divides it or not by replacing x e in the expansion with x e mod n and testing whether we have a zero polynomial or not. Thus if r = 1 and l ≤ 2, then we can solve the zero testing problem of cyclotomic integers efficiently. (20) such that exponents e t , e t−1 , . . . , e 1 fall in t different classes modulo q, and g i (x)'s are sparse polynomials. We divide the zero testing problem of (20) into three cases:
1. gcd(q, n/q) = 1 and t < q, which includes the case that q = r; or 2. gcd(q, n/q) = 1 and t = q, which implies that q is a prime; or 3. gcd(q, n/q) > 1, which implies that q 2 |n.
Each case will be handled by one of the following lemmas.
Lemma 9 If t < q and gcd(q, n/q) = 1, then the cyclotomic integer (20) is zero iff
Proof We shall show that ζ 
where T is an integer that is congruent to (n/q) −1 (mod q). Since for every i, s i mod n/q = 1 and s i mod q = i < q, so gcd(s i , n) = 1 and σ (s i ) ∈ Gal(Q(ζ n )/Q), which fixes Q(ζ n/q ). We only need to prove the matrix . Remark The lemma implies that if n is free of prime factors less than k + 1, then f (ζ n ) cannot be zero if the sparseness of f is k.
If e j ≡ e i (mod q), then e j T n/q ≡ e i T n/q (mod n). Hence det(V )
=
Lemma 10 If q 2 |n, then the cyclotomic integer (20) is zero iff g i (ζ n/q ) is zero for all
Proof For 1 ≤ i ≤ t, we define u i to be 1+(i −1)n/q. Since for any prime dividing n, it must divide (i − 1)n/q, we have that gcd(u i , n) = 1. It is easy to see that σ (u i The remaining case is that t = q is a prime and gcd(q, n/q) = 1. In this case, the q integers n/q, 2n/q, . . . , (q − 1)n/q and n fall in different classes modulo q, so we can rewrite (20) in the form
Lemma 11 If q is a prime and gcd
Proof We have that
. Substituting this into (21), we obtain
Lemma 9 implies that (22) is zero iffg i (ζ
Algorithm and Time Complexity Analysis
Based on the lemmas in the previous section, we shall take a divide-and-conquer approach to design a zero testing algorithm for sparse cyclotomic integers. To guarantee polynomial time complexity, when Lemma 11 applies, we pick theg M (x) with fewest number of nonzero terms among allg i (x)'s in (21), and test whether g i (ζ n/q ) −g M (ζ n/q ) equals to zero for all i = M, 1 ≤ i ≤ q. The algorithm is described in Fig. 3 , whose inputs consist of an integral polynomial f (x) given in sparse form and an integer n. The degree of f is less than n. The algorithm outputs "Yes" if f (ζ n ) = 0. Otherwise it outputs "No".
Theorem 5
The algorithm zerotesting(f (x), n) runs in time O(k 3 log n(log n + log m) 2 
), where k is the sparseness of f (x) and m is the height of f (x).
The following lemma is useful in proving the theorem. = max{p 1 , p 2 , . . . , p l 
where e i ≡ e j (mod q) for 1 ≤ i < j ≤ t. If q 2 |n, or t < q, go to Step 6. 5. Rewrite f (ζ n ) in the form:
Letg M (x) be the polynomial with minimum number of nonzero terms among allg i (x); Do
6. If for all 1 ≤ i ≤ t, zerotesting(g i (x), n/q) outputs "yes", then return "yes", else return "no". 
Proof The first inequality is trivial. For the second one, we have
Now we are ready to prove Theorem 5.
Proof This algorithm is recursive. There are at most g i2 (x) , . . . , g ih i (x)] be the list of polynomials that are inputs of zerotesting in the recursive level i. At the first level, there is only one polynomial f (x). Namely, h 1 = 1 and
Without loss of generality consider the function call of zerotesting(
Suppose that in step 4, we write g (i−1)1 (ζ n ) as either a 1 , a 2 , . . . , a τ respectively, or are at most a 2 + a 1 , a 3 + a 1 , . . . , a τ + a 1 respectively. In both cases, we have 1≤j ≤t
Sum up for all g (i−1)j (x), 1 ≤ j ≤ h i−1 , we prove (23) . At the first level, there is only one polynomial with sparseness k. The algorithm will have at most log n many levels and will never handle more than k 2 many sparse cyclotomic integers in any recursive level. Each cyclotomic integers will have sparseness no larger than k, and have height no larger than nm, because in the worst case the height can only be doubled as the algorithm goes down one level. Therefore the time complexity is O(k 2 log n × k(log(nm)) 2 ) = O(k 3 log n(log n + log m) 2 ).
Cyclotomic Array Testing
As it was mentioned both algorithms can be expressed in terms of operations with sparse vectors of exponentially large dimension. For better understanding of this feature we introduce a more general problem cyclotomic array test (CAT for brevity).
Note that the primality of dimensions of the tensor factors in the decomposition (8) is not essential for the decomposition (13) . Discarding this primality condition leads to a notion of a cyclotomic array that was introduced by Steinberger in [21] .
We define a cyclotomic array of type (n 1 , . . . , n r ; n r+1 ) as a vector from the subspace (24) of the space V = V n 1 ⊗ · · · ⊗ V n r+1 . The support set supp f of a vector
is a set of all (j 1 , . . . , j r+1 ) such that f j 1 ,...,j r+1 = 0. As above, sps(f ) stands for a cardinality of support set (sparseness).
Comparing (24) and (13) shows that vanishing sums are cyclotomic arrays satisfying the following conditions on dimensions:
-n i , 1 ≤ i ≤ r, are pairwise distinct and form the set of all prime divisors of the total dimension dim V = r+1 i=1 n i ; -if p is a prime divisor of n r+1 then p = n i for some i.
Due to Lemma 5 the kernel representation for cyclotomic arrays has the same form as for vanishing sums.
The CAT problem is stated as follows. Input: integers n 1 , n 2 , . . . , n r ; n r+1 and a list containing m pairs (a I , I ) where a I is integer and I is a (r + 1)-tuple of indices (all integers are written in binary).
Output: "Yes" if the vector J a J e J is a cyclotomic array and "No" otherwise.
The CAT problem is a natural generalization of the CT problem. It is worth mentioning that the CAT problem is related to the transportation problem and to the marginal distributions of multivariate probabilistic distributions. Cyclotomic arrays form a right kernel of a planar multiindex transportation problem [24] . A link to marginal distributions is based on the following fact. If two n-variate distributions p 1 and p 2 have the same (n − 1)-variate marginal distributions then p 1 − p 2 is orthogonal to a space of cyclotomic arrays. Applications of the CAT algorithms to these problems are the subject of future research. Now we are going to show that both algorithms can be modified to solve the CAT problem.
The Matrix Multiplication Algorithm The modification of the algorithm for the CAT problem starts from the step 5 (matrix computation) because the input of the CAT problem contains all data used in the final part of the matrix multiplication algorithm.
Note that the asymptotics of time complexity of the modified algorithm does not change. So, the running time of the algorithm is O (sps 2 (f )L 3 ) , where L = log max j,I (n j , a I ).
The Recursive Algorithm The modification of the algorithm for the CAT problem decreases tensor dimension recursively. It corresponds to decreasing of the degree of a root of unity in the basic version of the algorithm represented in Fig. 3 .
To check that a vector f is a cyclotomic array of type (; 0) the algorithm checks that the component of f is zero (in this case there is only one component). This step corresponds to the step 3 in the basic version.
To check that a vector f is a cyclotomic array of type (n 1 , . . . , n r ; n r+1 ) the algorithm partitions indices (j 1 , . . . , j r , j r+1 ) from the support set according to the value of j r+1 . The vector f can be expressed as a sum
and S is the set of all possible values of j r+1 in the support of f . Then the algorithm checks that each f j is a cyclotomic array of type (n 1 , . . . , n r ; 0). This step corresponds to the step 4 in the basic version when q = r.
To check that a vector f is a cyclotomic array of type (n 1 , . . . , n r ; 0) the algorithm partitions indices (j 1 , . . . , j r ) from the support set according to the value of j r . The vector f can be expressed as a sum
and S is the set of all possible values of j r in the support of f . If |S| < n r then the algorithm checks that each f j is a cyclotomic array of type (n 1 , . . . , n r−1 ; 0). This step also corresponds to the step 4 in Fig. 3 when t < q.
Otherwise the algorithm finds a vector f j 0 with the smallest support and check that each vector f j − f j 0 is a cyclotomic array of type (n 1 , . . . , n r−1 ; 0). It corresponds to the step 5 in Fig. 3 .
The correctness of the modified step 4 follows from Lemma 7. To prove the correctness of the modified step 5 we need one more lemma.
Lemma 13 Let
Then e s ⊗ (f s − f s ) ∈ X n for all for all s, s .
Proof Form a vector
By construction, f s ∈ X n . The lemma follows by applying the argument of the proof of Lemma 7 to the vector f − f .
The size of recursion tree is estimated in the same way as in the proof of Theorem 5. To estimate the running time of the modified algorithm we note that on each recursive step the algorithm sorts indices and makes additions/substractions. Let k be the sparseness of f . The sorting takes time O(k log k) and the addition/substraction takes time O(r + L), where L = log max j,I (n j , a I ) is the bit length of integers involved and r is the depth of the recursion tree (each recursive step can double coefficients). The running time of a recursive step is thus O(k log k + k(r + L)). Since there are no more than O(k 2 r) recursive steps, the overall running time of the modified algorithm is upperbounded by k 3 r(log k + r + L).
Remark One can reduce the CT problem to the CAT problem. This reduction is actually the part of the matrix multiplication algorithm (steps 1-4 in Fig. 2 ). Combining the reduction and the modified recursive algorithm for the problem CAT we get another efficient zero testing algorithm. It's time complexity is O(sps(f ) log 3 n + sps 3 (f ) log n(log sps(f ) + log n + log H (f )).
Torsion Point Problem
We prove Theorem 3 in this section. We show that CT ∈ P implies TP ∈ NP and thus Theorem 3 follows from Theorem 1.
The argument is straightforward. Coordinates of a solution of the system (27) can be expressed as powers of a primitive root of the degree n = n and grouping terms according to powers of ζ n can be done in polynomial time.
Concluding Remarks
In this paper, we study the zero testing problem of sparse cyclotomic integers and some related problems. We present two deterministic polynomial time algorithms for the zero testing problem of sparse cyclotomic integers.
An immediate generalization of this problem: check whether Note also that if we use the circuit (straight-line program) representation of the polynomials then the randomized argument fails. In this case coefficients of polynomials can be doubly exponentially large. The complexity of this circuit zero testing is upperbounded by a finite level of counting hierarchy [1] (in particular, the problem is in PSPACE). Lower complexity bounds for this problem are unknown.
Another interesting open problem is to decide whether j ∈J a j ζ j n is positive or negative if it is known to be real. This sign determination problem of sparse real cyclotomic integers appears to be much harder than the zero testing problem. It is related to the sum of square roots problem [8, 11] , a famous open problem in computational geometry, which asks to determine the sign of 
