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ABSTRACT
Convolutional Neural Networks (CNNs) trained through backpropagation are central to several,
competition-winning visual systems. However, these networks often require a very large number
of annotated samples, lengthy periods of training, and the estimation and tuning of a plethora of
hyperparameters. This thesis evaluates the effectiveness of CNNs as feature extractors and assesses
the transferability of their feature maps using a Support Vector Machine (SVM) for evaluation. To
compare representations, the parameters learned from a CNN are transfered to various unseen
datasets and tasks. The results reveal a significant performance gain on target tasks with small
amounts of data. However, as the number of training samples increases, the performance advantage
of using the extracted features is diminished and the resulting classifier has high variance.
ix
Chapter I: Introduction
Traditionally, human practitioners single-handedly relied on hand-crafted filters for digital im-
age processing. These filters could capture specific, non-trivial features crucial to a problem.
Examples of these features include edge detectors, blob detectors, and corner detectors. Con-
sequently, this allowed researchers to capture and add human insight (bias) into a problem.
Researchers apply these hand-crafted filters to original image representations in order to im-
prove predictions. However, the filters tend to produce very specialized representations for a prob-
lem. In other words, there is no silver bullet. Finding the most optimal filter for a specific task is
both computationally and labor-intensive.
In recent years, researchers made strides in creating machine learning methods to learn op-
timal features in a field called representation learning. The majority of representation learning
conference papers and workshops are dominated by Deep Learning—machine learning methods
that leverage Artificial Neural Networks (ANNs) to make predictions and additionally learn rep-
resentations. Deep Neural Networks (DNNs) have produced state-of-the-art systems in speech
recognition, image recognition, and natural language processing.
Despite being known for their success, DNNs are notorious for their lengthy periods of training
and millions of hyperparameters. DNNs are a composition of successive linear or nonlinear func-
tions or layers. Each layer produces a set of weights. These weights can be interpreted as a filter.
The ultimate goal of training deep networks is to produce abstract, useful representations that are
generalizable and transferable to different input distributions.
Explicit in its name, Deep Neural Networks tend to draw inspiration from biological systems,
leading to architectures such as the Neocognitron and the CNN. Biological inspiration led the
community to the representational interpretation of the model parameters—specifically, the com-
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position of abstract, reusable features.
While we draw inspiration from biology and neuroscience to develop new networks, the Neu-
roscience community is conversely drawing inspiration from Deep Learning (Marblestone et al.,
2016). This has led to several hypotheses for how the brain optimizes cost functions. The suc-
cessfulness of Deep Learning and its biological inspiration begs the question: are these features
fundamental to human cognition? Is there a stronger relationship to human neural networks than
simply the name?
Before we traverse down the path of human cognition, we must consider how representations
derived from these methods are evaluated. Are the representations from these systems truly gener-
alizable to inputs from the same or different distributions?
This thesis provides a framework for evaluating the effectiveness of Deep Learning represen-
tations. Specifically, experiments are performed to analyze CNNs used for computer-vision. The
learned representations are benchmarked against the original image representations on an unbiased
SVM. We then examine the trained SVMs and discuss different properties of the models, such as
the average error, variance in performance, usage of support vectors, and the selected parameters.
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Chapter II: Preliminaries
This chapter starts with a brief history of neural networks used for computer vision. It then
follows with background information about CNNs and transfer learning. The presentation and
discussion also includes comments on the intuition behind those concepts.
2.1 History of Neural Networks in Computer Vision
Beginning in the 1950s, Rosenblatt (1958) designed mathematical models as solutions to computer-
vision tasks. Vision systems have tapped into several classical fields of study including computer
science, psychology, neuroscience, physics, robotics, and statistics. Since its conception, an intrin-
sic theme of computer vision has been to detect and extract feature descriptions from images. Sev-
eral systems were designed to do so, including Scale-Invariant Feature Transform (SIFT) (Lowe,
2004).
Neural networks have been intertwined with computer vision since the perceptron’s inception.
In 1958, Rosenblatt (1958) introduced the “Mark 1 Perceptron”—a machine designed for image
recognition. The machine consisted of 400 photocells randomly connected to potentiometers (neu-
rons). Electric motors updated the potentiometers (weights) during training. This led to many
innovative ideas, which were largely ahead of their time.
During the 1960s, biological vision was also a topic of exploration. Hubel and Wiesel (1962)
found that within a cat’s visual cortex, simple cells and complex cells fired in response to visual
input such as the detection and orientation of edges. This abstract idea served as an inspiration
for early neural network vision systems, including the Neocognitron (Fukushima, 1980). The
first layer of the Neocognitron is modeled after simple cells, and the second layer is modeled
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after complex cells. The Neocognitron had many features analogous to today’s best feedforward
deep learning vision systems. Rather than using supervised backpropogation, it was trained using
unsupervised learning and consisted of downsampling methods such as spatial averaging. The
Neocognitron was the predecessor to CNNs.
In 1992, Geman et al. showed the inadequacy of feedforward networks for solving difficult
problems in machine perception and machine learning, regardless of the serial vs. parallel hard-
ware required. The bias-variance dilemma exposed neural models’ representational weaknesses
due to the bias introduced from tuning several hyper-parameters. If a proper bias was not intro-
duced, the model could result in having high variance.
CNNs were first developed to recognize spatio temporal patterns in 1988 (Atlas et al., 1987).
At this time, the multiplication function for neurons was replaced with convolution. CNNs were
later improved in 1998 (Lecun et al., 1998), and generalized and simplified in 2003 (Simard et al.,
2003).
It is inefficient to fully connect every node between layers. Unlike multi-layer perceptrons,
CNNs exploit the stationarity in smaller, spatial regions of an image by locally connecting neurons
between adjacent layers (Lecun et al., 1998). The size of the locally-connected region becomes a
hyperparameter called the receptive field of a neuron. Since image statistics are generally transla-
tion invariant, units are constrained to the same weights in order to reduce the number of parameters
in the CNN (Lecun et al., 1998). This is possible under the assumption that if a single feature patch
is useful to compute at a position, then it must be useful to compute another position in the image
(e.g. edge filters).
Since the 1990s, many learning algorithms have addressed the bias and variance dilemma.
Learning algorithms typically have parameters to tune bias and variance. Additionally, learning
methods allow for adding regularization terms, ensemble methods, and alternative methods for
handling the bias-variance dilemma. As previously discussed, convolutional neural architectures
allow for prior information about a general domain of problems to be crafted into the architec-
tures of the networks. However, neural networks as a whole still experience of millions of hyper-
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Figure 2.1: A simple MLP with one input layer with four nodes, one hidden layer with three nodes,
and finally an output layer with two nodes.
parameters and an infinite number of architectures, making it exceedingly difficult to manage the
trade-off between bias and variance.
In recent years, neural networks have adopted several techniques to address the challenges of
overfitting, starting with the introduction of unsupervised autoencoders (Hinton and Zemel, 1994).
Autoencoders learn a compressed encoding of the original data by training the network to repro-
duce its inputs. They reduce the dimensionality of the input space while extracting features from
the image which were captured in the network. Stacking autoencoders as a method of pretraining
a neural network can result in better convergence than just randomly initializing weights.
2.2 Traditional Multilayer Perceptrons
Multilayer Perceptrons (MLPs) are ANNs with three or more layers, shown in Figure 2.1. The
first layer in the network is the real-valued input. The subsequent layers are called hidden lay-
ers. These layers contain hidden nodes have tunable weights and non-linear activation functions.
The inputs to the hidden nodes are multiplied by the weights and then passed through an activa-
tion function, traditionally a sigmoidal function. The weights are tuned through a method called
backpropagation which minimizes the error to the next layer.
All layers in an MLP are typically fully-connected. Since a sigmoidal activation function is
used, the decision regions produced by these methods are highly complex. These methods lost
their popularity due to their much simpler and related competitor, the SVM.
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Figure 2.2: A small portion of a CNN showing the local connectivity between layers. This pat-
tern reduces the total number of hyperparameters when compared to a fully-connected
network.
2.3 Introduction to Convolutional Neural Networks
Convolutional Neural Networks (CNNs) are very similar to standard MLPs. However, a great
bias is introduced due to the assumption that the input to the system is an image. The following sec-
tions will discuss this bias and the advancements in architecture. These include local connectivity
of nodes, convolutional layers, parameter sharing, and several other architectural modifications.
2.3.1 Local Connectivity
CNNs exploit the problem space by knowing that the input is an image. Therefore, rather than
having fully-connected layers, we can take advantage of pixels near one another that are strongly
correlated. This is done by locally connecting nodes as shown in Figure 2.2. This local connectivity
defines a filter sometimes referred to as a receptive field. An image input dimension is represented
as a width, height, and depth, where the depth may represent the color channels. The connections
are locally-connected across the width and height, but are fully-connected across the depth of the
image. For instance, if the image is 28× 28× 3 (where 3 represents the RGB color channels)
and the size of the filter is 4× 4, then every node in the convolutional layer will have 4× 4× 3
connections for a total of 48 weights and a bias.
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Figure 2.3: This figure demonstrates a convolution within a CNN. The first image shows the initial
state of the convolution. The larger numbers in the section labeled ”Image” represent
the pixel values of the image. The smaller numbers are the weights of the filter. To-
gether these produce a convolved feature. The filter slides over the image producing
the final output on the right.
2.3.2 Convolutional Layers
The output dimension of an entire convolutional layer is defined by three parameters. The depth
is a hyper-parameter corresponding to the number of filters. The stride of a filter is responsible for
sliding the filter over the image. Finally, the zero-padding parameter defines the filter’s behavior
toward the edges of the image. With knowledge of these three hyperparameters and the input
dimension of the layer, the output dimension can be calculated. The convolution of a 5×5 image
with a 3×3 filter is shown in Figure 2.3.
2.3.3 Weight Sharing
Colors, usually represented as three channel RGB values from 0− 255, are also interrelated.
Each color channel is represented by one node (three nodes per color for RGB). For each one of
these color values, CNNs tie the weights and biases forming a feature map. Similar to the local
connectivity, the weight sharing scheme significantly reduces the number of hyperparameters and
simultaneously captures the correlated information in the problem space. Parameter sharing is also
applied at each layer of the network. For example, if a convolutional layer’s output is 28×28×10,
where 10 is the depth of the layer, then it is said to have 10 slices of 28× 28 images (also called
depth slices). The parameters are shared across all slices. Because all depth slices use the same
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weight vector, then the forward pass of the convolutional layer can be computed as a convolution
of the weights along with the input dimension.
Mathematically, the k-th feature map at a hidden layer h is
hki j = f ((W
k ∗ x)i j +bk)
where the function f can be a linear or nonlinear activation function, and W k and bk are the
weights and biases at the k-th feature map, respectively.
2.4 Convolutional Neural Network Architecture
This section will discuss components of CNNs in addition to the base architecture described
above. These include normalization at hidden layers, different activation functions, and optimizers
that will be used in our empirical studies.
2.4.1 Batch Normalization
To make learning smoother, initial values of our parameters are typically normalized. During
training, parameters are consistently updated and lose their original normalization effects. Batch
Normalization (Ioffe and Szegedy, 2015) was introduced to address the issue of hidden layer input
distributions that change during training as the previous layers change. Because of this limitation,
smaller learning rates were necessary, therefore abating training and proving difficult to train mod-
els with saturating nonlinearities. This concept is referred to as internal covariate shift (Ioffe and
Szegedy, 2015). Batch Normalization alleviates the internal covariate shift by introducing normal-
ization as part of the model architecture. As a result, learning rates are reduced, and the normalized
layers act as a regularizer, in some cases, eliminating the need for random dropout. Batch normal-
ization should be applied to a layer before any nonlinearities are introduced. In our experiments,
batch normalization is used at every convolutional layer before the nonlinear activation functions.
8
Figure 2.4: A plot of the rectified linear function.
2.4.2 Rectified Linear Units
Rectifier Units (Nair and Hinton, 2010) are activation functions given by
f (x) =

x, if x > 0,
0, otherwise,
where x is the input to the neuron. The unit with a rectifier activation can be called a Rectified
Linear Units (ReLU). These units often perform better compared to its predecessor, the sigmoidal
activation. This function can be visualized in Figure 2.4. However, ReLUs introduce a limitation
due to the 0 gradient whenever the unit is not activated. This could lead to a dead neuron, where
the unit never activates during a gradient-based optimization. To alleviate the 0 activation, Leaky




x, if x > 0,
ε x, otherwise,
for some small real-value ε > 0 (e.g., 0.01), causing the gradient to be more resilient during
gradient-based optimization and negative input. In the following experiments, LReLU will serve
as the activation function in our convolutional model architecture.
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2.4.3 Adam Optimizer
Adam (Kingma and Ba, 2014) is an algorithm for efficient stochastic optimization using first-
order, gradient-based methods. The Adam optimizer computes adaptive learning rates for each
parameter. The hyperparameters typically require minor tuning. Empirical studies show the Adam
optimizer to be favorable in comparison to other stochastic optimization methods (Kingma and Ba,
2014). In the following experiments, the Adam optimizer is used to minimize cross-entropy loss
in the CNN architecture.
2.5 Feature Transfer Methods
This section explores different methods for transferring features from a standard CNN. The
purpose of transfer learning is to improve the learning of a new task (Pan and Yang), called the
target task, using the knowledge gained from a source task.
Generally, the process involves training a CNN and using the weights and biases to learn a
solution to a different problem. The Internet contains several deep learning models trained on
large datasets such as ImageNet (Deng et al., 2009). The trained models typically require expensive
resources and time to build, hoping to capture the bias to exploit it on target tasks.
2.5.1 Fixed-Parameter Transfer
The fixed-parameter transfer method is a way of applying pre-trained CNNs as feature extrac-
tors. The process starts with training a CNN on a source task, such as ImageNet, and extracting
the weights for all the layers except the last fully-connected layer. This fully-connected layer can
be seen as the “classifier” for the network.
Now, using another dataset for training, a forward-pass retrieves the output of the network.
The output will be the activations of the hidden layer prior to the classifier. Depending on the
architecture, the extracted vector, or representation, can either be smaller or larger than the original
input dimension. We can train a new model using this representation as the input. This new
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model can be an MLP, thus “fixing” the parameters of the source network and training a new
fully-connected portion for the target task.
2.5.2 Fine-Tuning
Similar to the process described above, fine-tuning starts with training a CNN on a source task.
However, rather than fixing the parameters and training a new model, we can use the parame-
ters to initialize a network with the same architecture. The parameters are then updated through
backpropagation while learning the target task.
The question of whether fine-tuning is appropriate depends on the number of training samples
available for the target task. Overfitting occurs when there is a large number of parameters to tune
and a small number of training samples. However, if the training dataset is large, then the value of
fine-tuning is diminished since the target network can relearn the required features (Yosinski et al.,
2014). It is possible to partially fix the network and fine-tune other parts of the network in order to
reduce the number of tunable parameters. Choosing which layers to fix and tune is an art which in
itself may cause overfitting.
This thesis purely focuses on fixed-parameter feature extraction and analyzing its strengths and
weaknesses.
2.6 Related Literature
This section gives a brief overview of the literature regarding regarding Deep Learning within
the context of Transfer Learning. The literature covers several topics including successful appli-
cations using transfer learning with CNNs, benchmarks for transferability and fine-tuning, and
unsupervised transfer learning.
Oquab et al. (2014) used fixed-parameter methods to transfer features learned from a source
task (ImageNet) to multiple target tasks with smaller datasets (PASCAL VOC). They reported
state-of-the-art performance on both the Pascal VOC 2007 and 2012 datasets.
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Oquab et al. (2014) experiment with tuning the number of layers in the final fully-connected
classifier, originally two hidden layers, which they call the adaption layer. They reported that
modifying the adaption layer to one fully-connected layer for the new task classification caused a
1% drop in performance. Modifying it to three hidden layers also resulted in a drop in performance.
In the following experiments, the fixed-parameter transfer methods closely resemble those pre-
sented in Oquab et al. (2014). However, since modifying the architecture can have a significant
effect on performance, the following results are presented using the same CNN architecture.
Razavian et al. (2014) extracts features from a trained network called OverFeat. This network
was trained on the ImageNet Large Scale Visual Recognition Challenge 2013 (ILSVRC13). A
separate linear SVM is trained on the features extracted from the network in order to use the
extracted features on several similar datasets and report the results.
Razavian et al. (2014) found that in most cases, features extracted from the CNN outperform
features obtained from competing methods such as SIFT. In most cases, however, the transfer
methods only achieved state-of-the-art performance when using augmentation methods (e.g. jitter-
ing, PCA, normalization, whitening). Razavian et al. (2014) recommends that features extracted
from CNNs be the primary candidate for most visual recognition tasks.
Their research parallels our experiments in regard to the fixed-parameter transfer and evaluation
using an SVM. However, in order to fairly evaluate the features, neither the input or the features
extracted were augmented in this research.
Yosinski et al. (2014) investigated the generalization of CNNs at different layers by designing
experiments and then attempting to quantify the transferability of certain layers. These transfer
experiments involve freezing parameters at certain layers, fine-tuning, training on semantically
dissimilar tasks, and benchmarking randomized initialization and the effects with deeper networks.
The reported results showed two main points: (1) challenges in optimization when splitting
networks in the middle layers due to co-adapted layers, and (2) specialization of higher layers
causing a decrease in performance on target tasks. Yosinski et al. (2014) also noted that initializa-
tion followed by fine-tuning would increase generalization performance.
12
Yosinski et al. (2014) referenced other research (Jarrett et al., 2009) which showed that ini-
tialization with randomized weights and subsequent fine-tuning can perform almost as well as
initialization with transfered networks. This is the case with shallower networks (two to three lay-
ers) trained with smaller datasets. However, Yosinski et al. (2014) stated that when the networks
are trained on smaller tasks, such as the Caltech-101 dataset, overfitting may cause a decrease in
generalization. Yosinski et al. (2014) suggested that if the training dataset is large, then the value
of fine-tuning is diminished because the target network can simply relearn the required features.
Transfer methods are typically applied when the target task sample size is small. However,
Yosinski et al. (2014) hypothesizes that transferring to small datasets and fine-tuning results in
overfitting, thus leading to the conclusion that random initialization works as well as transferring.
Therefore, it is left unclear at what times fine-tuning is appropriate.
Bengio (2012) studied unsupervised pre-training of representations and transferability using
a Transfer Learning Challenge (Silver et al., 2011) for evaluation. In this challenge, the source
distribution is very different than the target distribution. The target task does not contain any
common labels with the source task. If the representation learning algorithm proves to transfer
well to another input distribution, then it will have identified generic features which can be used
for other tasks.
Bengio (2012) discusses the intuition behind the depth component of Deep Learning. The
first referenced inspiration for deeper networks is drawn from biology—simply, since the human
brain is not shallow, architectures should have a notion of depth. Bengio (2012) also discusses
human cognition as a motivation for depth. Representations of concepts at one level of abstraction
is construction from a composition of concepts at lower-levels of abstractions. Hence, in Deep
Learning, higher-level features are compositions of lower-level features. Bengio (2012) suggests
it is natural that these algorithms are useful for transfer learning because they contain the idea of
“abstract” representations.
This prompts us to revisit the question of whether these features are truly fundamental. Are
these features unique and generalizable to any input domain?
13
Chapter III: Empirical Evaluation
This chapter describes the datasets, tools, and design of the experiments that I conducted for
this thesis, followed by an evaluation of the features and a discussion of the results. The experi-
ments that I present in this chapter were specifically designed to assess the effectiveness of CNNs
as feature extractors.
3.1 MNIST Dataset
The following experiments use the MNIST dataset (LeCun and Cortes, 2010). This dataset is
a collection of 70,000, 28×28 handwritten digits (60,000 for training and 10,000 for testing). The
MNIST dataset dataset is among the most popular used for evaluating image processing algorithms
on real-world handwriting tasks.
Besides popularity, the dataset was chosen for its simplicity in the interest of understanding the
transferability of CNNs rather than its ability to navigate the complexity of the input domain. The
transfer learning tasks described below only require a single dataset (in our case MNIST), and the
experiments are performed on various subsets of the dataset.
In preprocessing, pixel intensities are normalized to values between 0 and 1. To prevent peak-
ing, we first combine the previously divided training and test sets, then randomly resplit them into a
training set of 55,000 samples, a test set of 10,000 samples, and a validation set of 5,000 samples.
3.2 Tools
TensorFlow (Abadi et al., 2015) is an open-source library for expressing, implementing, and
executing machine-learning algorithms. TensorFlow, developed at Google, is a flexible system
14
Figure 3.1: The architecture of the convolutional neural network used for the experimentation.
The areas in blue represent the convolutional layers and their activations. For feature
extraction, a forward pass is used to extract the features from the last shaded node
(before the fully-connected linear layer in white).
used to train and make inference algorithms for deep neural-network models. It allows the user
to deploy computational needs on several CPUs or GPUs on a desktop, server, or even a mobile
application with a single API. TensorFlow has a simple, yet comprehensive set of tools required
for building and testing CNNs, which proved suitable for these experiments.
3.3 Network Architecture
The CNN architecture in the following experiments is a combination of the previously dis-
cussed modern layers (see Figure 3.1). Each 28× 28 image is fed into the network as the input
layer. The main network is composed of three successive convolutional layers. Each convolutional
layer applies batch normalization, then a LReLU activation function.
The output of these layers is then reshaped into a 1024-length vector and fed into a linear
classifier followed by a softmax layer. The network is trained with backpropagation using an
Adam optimizer to minimize a cross-entropy loss.
3.4 Experiments
The following sections present the experimental design and transfer learning tasks to evaluate
CNNs. It begins with an evaluation of the baseline performance of a CNN and SVM on the original
image representation in Section 3.4.1. The representations are then extracted from the trained CNN
and compared to representations from the original image using an SVM. The effects of learning
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with smaller datasets are then studied. The final experiment concludes with a transfer learning task
that divides the class labels into two subsets—the source task and the target task.
3.4.1 Baseline SVM and CNN Performance
This experiment’s goal is not to achieve state-of-the-art performance, but to evaluate the rep-
resentations derived from the CNN. Before we evaluate the features, we start by measuring the
baseline performance for both the CNN architecture defined above and the SVM we will used to
evaluate the representations.
The CNN is trained on the training dataset for 30 epochs. The accuracy metric is used to
measure the baseline performance. In later experiments, the trained network parameters will be
saved to allow the use of the CNN as a feature extractor.
A Radial Basis Function (RBF) SVM is a general algorithm used in this experiment to assess
the performance of the extracted features (Cortes and Vapnik, 1995). The RBF SVM is trained
on the same training set used for the CNN. For training, we feed the original 28× 28 image as a
flattened 784-length vector as input into the SVM. An exhaustive grid search with 10-fold valida-
tion is required to tune the penalty term and the kernel coefficient. For performance purposes, the
K-fold validation is applied to 10,000 randomly selected samples from the training set.
3.4.2 CNN Extracted Representation vs. Original Representation
The second experiment evaluates the effectiveness of using CNNs as fixed feature extractors.
The network is initialized with the parameters learned from the training set in the previous exper-
iment. Using a forward pass, the features are extracted from the output of the layer prior to the
linear classification layer. This output will be referred to as the extracted representation, with the
original image pixel values referred to as the original representation. The extracted representation
is a vector of 1024-dimensions, a higher dimensional representation than the original image (784-
dimensions). Following this method, the original dataset is transformed into a new training, test,
and validation dataset with the extracted features.
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The effectiveness of the features will be determined by training two models—both RBF SVMs—
on the original and extracted representations. Similar to the previous experiment, both SVMs are
trained with grid search using 10-fold validation to tune the hyperparameters.
3.4.3 Transfer Learning on Various Sample Sizes
The effectiveness of the extracted features is best demonstrated in experiments where the train-
ing sample size is insufficient for generalization. To simulate this, the original training set is
sampled to construct smaller training sets of size 50, 100, 500, 1000, and 5000. For each of these
sample sizes, a forward pass creates an extracted representation using the trained CNN parameters
from the above experiment.
Two RBF SVMs are trained on both the extracted and the original representation for each
sample size. Hyperparameters for the SVM are again chosen by performing grid search, however
this time using 2-fold validation.
3.4.4 Incremental Transfer to an Unseen Task
To test the incremental transfer between two semantically related datasets, MNIST is divided
into two smaller, mutually exclusive datasets composed of five randomly sampled classes. For
example, the first set may contain {1,2,4,5,9} while the second set may contain {0,3,6,7,8}.
These sets are referred to as set A and set B.
Each subset, A and B, is split into a training set of size 16,000 samples, a test set of size
4,000 samples, and a validation set of 2,000 samples. A CNN with the architecture described in
Section 3.3 is trained only on the training set of A. Similar to the previous experiments, the CNN
is used to extract a new representation of the data. However, in this case, the representation is only
based on the biases learned from set A.
In order to evaluate the features as they are transferring from A to B, a new training set is
developed composed of a subset of B with probability p, and a subset of A with probability 1− p.
Initially, the new training set is composed of completely A (p = 0) and p is incremented by 0.1 for
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SVM vs CNN Average Test Error
RBF Kernel SVM 1.3%
CNN (30 epochs) 0.8%
Table 3.1: Comparison of SVM and CNN test error on MNIST.
each following test. A test set is also derived from subsets A and B using the same composition of
sets A and B.
Finally, as in the last experiment, the effects of smaller training samples during the transfer are
examined. In other words, for each value of p, we also examine the training sample sizes: 50,
100, 500, 1000, 5000, 10000, and 16000. For every experiment, the extracted and original features
are evaluated using an SVM with an RBF kernel. The hyperparameters were chosen through an
exhaustive grid search method with a 5-fold validation. Each experiment was run 50 times to
determine statistical significance.
In addition to studying performance, other metrics such as the number of support vectors and
the parameters chosen by the grid-search method are used to evaluate the model.
3.5 Results
This section reports the results from the experiments described above. It starts with an analysis
comparing the base performance of CNNs and SVMs on the original pixel image, followed by an
empirical examination of the effectiveness of CNNs as feature extractors.
3.5.1 Baseline SVM and CNN Performance
This section examines the average performance of the base SVM and CNN trained on an
MNIST training. The test error is shown in Table 3.1. The RBF Kernel SVM with the grid-searched
parameters performed worse, with 0.05% higher average test error than the CNN architecture. The
CNN parameters learned from the training set are saved and a new dataset is extracted for the next
experiment.
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Original vs Extracted Features Average Test Error
Original Representation on RBF SVM 1.3%
Original Representation on CNN 0.8%
Extracted Representation on RBF SVM 0.6%
Table 3.2: Comparison of the original features and the features extracted from the CNN.
3.5.2 CNN Extracted Representation vs. Original Representation
This experiment uses a CNN as a feature extractor. A new SVM is then trained using the
extracted representation learned in the last experiment. The error on the test set is reported in
Table 3.2.
There is a marginal gain in performance by first extracting features from the CNN and then
training a non-linear RBF Kernel SVM. The idea of replacing the last layer with a non-linear
classifier was demonstrated by Kontschieder et al. (2015), who replaced the last layers of a standard
CNN with a non-linear tree-based classifier for a reduction in error. The above results suggest this
is consistent with another non-linear classifier (the RBF SVM).
3.5.3 Transfer Learning on Various Sample Sizes
The following experiment studies the representations extracted from the CNN by training a
separate SVM on various smaller sample sizes. In Figure 3.2, the results show with just 100
samples of the training data, the SVM using the extracted features achieves 96.6% accuracy on a
test set, whereas the SVM trained on the original representation achieves 68.9% accuracy.
This result shows that the CNN, as a feature extractor, is capable of capturing bias from the
input space, and a separate model is able to leverage the bias for achieving better performance.
3.5.4 Incremental Transfer to an Unseen Task
The results for the experiment described in Section 3.4.4 are reported below. We start with the
two subsets, A and B, and train the CNN purely on subset A. As we increment p, a new dataset
composed of both A and B is created. This dataset is evaluated using the extracted features (only
learned from task A) in addition to the original pixel values.
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Figure 3.2: A plot showing the extracted features’ performance against the original features given
the number of training samples.
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Figure 3.3: The log of the extracted performance over the original performance. When the ratio
is positive, the performance of the extracted features are performing better than the
original features. It is apparent that as the training sample size increases, the ratio of
the performance converges to zero. In other words, the transfer features do not provide
additional support when there is enough training data.
Figure 3.3 shows the log ratio of the performance, with the log of the extracted performance
divided by the original performance. In many cases, the extracted features consistently outperform
than the original features. However, this performance advantage begins to converge to zero as more
data is used to train the SVMs used for evaluation. At around 5000 training samples, the original
pixel values perform as well as (and sometimes better than) those extracted from the CNN.
If we take a closer look at the performance with 16,000 training samples in Figure 3.4, we
can immediately see the high variability in performance when using the extracted representation
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Figure 3.4: The plot of the performance for 16,000 training samples and different transfer sets with
95% confidence intervals over the 50 trials.
over the original representation. And in some cases, using the original pixel values, the mean
performance values over 50 trials are significantly larger than the extracted representations. This
reveals that even while using the same dataset, a transfer of features could lower performance and
cause high variability in the classifier.
Next, the support vectors chosen by the SVMs are assessed. Figure 3.5 shows the number
of support vectors chosen by the SVM when trained on the extracted representation against the
number of support vectors when using the original representation. When examining the number
of support vectors, the number of supports maps to the complexity of the model. As we approach
the endpoints of the transfer (where p = 0 and p = 1), the SVM trained on the extracted features
chooses a simpler model relative to the original features. However, in most other cases, the original
image representation generates a simpler model (less support vectors). This result maps back to
the variability in performance discussed above. The next section evaluates to which degree the
chosen supports overlap.
The purpose of the next plot is to determine whether the features learned by the SVM from
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Figure 3.5: The number of support vectors chosen by the SVM when using the extracted represen-
tation vs. the number of supports when using the original representation.
the extracted representation are different than those from the original representation. Figure 3.6
reveals the symmetric difference of the selected support vectors. Intuitively, the higher the number,
the more different the features. An interesting phenomenon occurs: as the number of training
samples increases, the features chosen by the SVMs begin to diverge. In other words, the SVM
finds a different set of support vectors that explains the class. As demonstrated in Figure 3.4, the
set of supports that are chosen from the original pixel values results in less variability, providing
more stable performance.
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Figure 3.6: Comparison of the overlapping support vectors between the SVMs. The higher the
number, the less support vectors the machines share.
24
Chapter IV: Conclusion
This final chapter revisits the contributions made through this research. We conclude by dis-
cussing the opportunity for future work in this area of research.
4.1 Contributions
The research for these experiments began by assessing the previous research conducted on
CNN feature extraction. This research revealed the opportunity to expand on the evaluations of the
features extracted from CNNs and provide contributions to the field of representation learning.
Initial experiments revealed that training a nonlinear SVM on top of a CNN may provide in-
creased accuracy. This will prove to be useful for improving current applications with CNN vision
systems.
The following experiments provided a framework for evaluating CNN features using an incre-
mental transfer learning task. This method allows researchers to use the same dataset as a source
and target task without having to quantify the level of semantic similarity between the datasets.
By use of this framework, it was revealed that CNN feature extraction is useful for datasets with a
low number of training samples. This is consistent with the previous research conducted on CNN
transfer learning. However, this task also showed that as the training set sample size increases the
models become less stable as opposed to using the original image.
We hope the research and evaluation presented in this thesis sheds light on the strengths and




There are several opportunities to extend this research and evaluate other transfer methods,
such as fine-tuning. Many of the experiments in this thesis can be used to evaluate other networks
and describe their ability to produce generic set of features.
In Figure 3.3, as p is increased from p = 0 to p = 0.1, the task immediately becomes more
difficult; this is because the classification task grows from classifying five labels to ten labels.
However, at a low number of training samples, the CNN features prove to be increasingly superior
until the distribution of the data contains an equal amount of set A and set B (or p = 0.5). At that
point, the features’ performance declines once again. Future research could pinpoint what exactly
is happening when the target task contains a percentage of the source task.
Finally, it would be advantageous to benchmark the effects that different modular components
of CNNs have on transferability and generality. These components include different activation
functions, optimization routines, architectures, normalization methods, and initialization.
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