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We prove that a minimally strongly h-connected digraph contains h + I vertices 
of half degree h. We study also the connectivity of transitive digraphs. 
1. INTRODUCTION 
Nous utilisons la terminologie de [ 11. Par graphe now entendrons un 
graphe orienti sans boucles ni arcs multiples. Les graphes non orient&s 
seront supposes simples. Rappelons qu’un graphe G = (X, q es1 fortement h- 
connexe (h > 0) s’il verifie les conditions suivantes: 
(9 Ixl>h+ 1, 
(ii) Pour tout A CX tel que (A ( < h, GXeA est fortement connexe. 
Par detinition la connectiuithfirte de G est: 
K(G) = Max(h : G es1 fortement h-connexe). 
En particulier K(G) = 0 si et seulement si G n’est pas fortement connexe. Soit 
A une partie de X. On pose 
v+(A)=r+(A)-A, 
V-(A)=~-(A)-A. 
Rappelons qu’un graphe G = (X, v) est fortement h-connexe minimal si 
(i) K(G) = h, 
(ii) Pour tout u E U, K(X, U- u) = h - 1. 
Un graphe G = (X, U) est sommet-transitif si: quels que soient x et y appar- 
tenant a X. il existe un automorphisme f de G tel quef(x) = y. 
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Hahn a montrd dans [3 1 que tout graphe h-connexe minimal contient un 
sommet de degre h. Mader a demontre dans 161 que tout graphe h-connexe 
minimal contient au moins h -t 1 sommets de degri h. Kameda a demon&e 
dans [ 5 1 que tout graphe fortement h-connexe minimal contient un sommet 
de demi-degre h. Nous avons donni dans [41 une courte demonstration du 
theorbme de Kameda. Nous demontrons dans cet article que tout graphe 
fortement h-connexe minimal contient h f 1 sommets de demi-degre h. 
Watkins a demontre dans 18 j que la borne inferieure du rapport 
rc(G)/d(G) G &ant un graphe simple connexe sommet-transitif est 3. Nous 
obtenons des resultats analogues pour les graphes orient&. Nous montrons 
egalement que l’arc-connectiviti d’un gra;7he fortement connexe sommet- 
transitif est le demi-degri de ce graphe. Ceci &end au cas des graphes 
orient& un theoreme de Mader ( 7 1. 
Nous utilisons dans cet article une extension de la notion d’atome utilisee 
dans le cas non oriente par Watkins et Mader. 
2. GRAPHES FORTEMENT h-CONNEXES MINIMAUX 
Soit G = (X, V) un graphe fortement connexe. On dit qu’une partie A de X 
est un fragment positif (resp. negatif) de G si: 
(i) ( V+(A)( = K(G) (resp. / V-(A)\ = K(G)), 
(ii) A U V+(A) #X (resp. A u V-(A) #X). 
Un fragment positif (resp. negatif) de G ne contenant aucun autre fragment 
positif ou negatif de G est appele une terminaison de G. Un fragment de 
cardinal minimal est appele un atome. 
Nous avons montre dans [4] le theoreme suivant: 
TH~OR~ME 2.1. Soient G un graphe fortettwnt connexe, A un atome 
positif (resp. nkgarif) de G et F un fragment positif (resp. nkgatif) de G. 
Alors A c F ou A n F = 0. En particulier deux atomes positif (resp. 
nkgatifs) de G distincts sont disjoints. 
Note. Si A est un fragment (resp. terminaison, atome) positif de G? alors 
A est un fragment (resp. terminaison, atome) negatif du graphe G _ ’ obtenu 
en renversant le sens de chaque arc de G. 
Remarque. Soient G = (X, U) un graphe fortement h-connexe et A une 
partie non vide de X. Alors ( V’(A)1 > Min(h, 1X-A 1). 
Supposons ( V’(A)( < /X-A (. On a done X- V+(A) z A. Ceci entraine 
we Gx-v+cA, n’est pas fortement connexe. D’oti ( Vi (A)/ >, h. 
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Remarque. Soit A un fragment positif (resp. negatif) de G = (X, U). 
Alors d =X - (A U V+(A)) (resp. A^ =X - (A U V-(A))) est un fragment 
nigatif (resp. positif) de G. En outre on a 
V-(X) = v+(A) (resp. V+(A) = V- (A )). 
La demonstration de cette remarque est immediate. 
LEMME 2.2. Soient A et B deux fragments positifs d’un graphe 
G = (X, U) tels que ( V+ (A (7 B)I > K(G), alors A f? B = 0. 
Demonstration. On viritie facilement que: 
V+(AnB)c((AuV+(A))n(BUV+(B)))-(Ann) 
Par suite V+ (A n B) c (V+(A) n (B u V+(B))) U (A fI V‘-(B)). De mime 
V-(x n B> c ( Vf (B) n (A U V+(A))) u (Bn V+(A)), compte tenu du fait 
que V-(A) = Y+(A) et V-(B) = V+(B). 
I1 resulte que: 1 Vt (A n B)( + ( V-(2 f7 B)( < 1 V+(A)( + [ V+ (B)[ = OK, 
car A U V+(A) UA et B U V+(B) U B sont 2 partitions de X. Les 
hypotheses du lemme entrainent 1 V-(2 n B>I < K(G). D’autre part on a 
v-(AnB)#x- (An@, car AnBnV-@in@=@. D’aprts la 
premiere des deux remarques ci-dessus, appliquee au graphe G-‘, on a 
AnB=0. 
Considbons un arc u = (x, JJ) d’un graphe G = (X, U) fortement h- 
connexe minimal et soit A un fragment positif du graphe G - u = (X, U - u). 
On a 1 V;--,(A)/ = h - 1. D’apres la premiere des deux remarques ci-dessus, 
on a IVi(A)(=h. Par suite xEA et y4V(A-x). De plus si 
2 = X - (A U V:(A)) # 0, alors A est un fragment positif de G. On voit 
facilement que d = 0 seulement si d-(y) = h. Cette derniere propriiti sera 
utilide dans la suite de cet article saris reference. 
LEMME 2.3. Soient G = (X, U) un graphe fortement h-connexe minimal, 
x un sommet de G tel que d+(x) > h, y et L deux sommets distincts de V+(x), 
A et B deux fragments positif de G - (x, y) et G - (x, r). respectivement. 
AlorsAnB=rZIetI~I<IA/--2. 
Demonstration. On demontre successivement les points suivants: 
(I) /V+(AnB)l>h. En effet on a xEAnB, d’oti /V+(AnB)j> 
Min(h, 1X - (A n B)I) = h. Supposons 1 V+(A n B)j = h. On a A n B # (x} 
puisque d+(x) > h. Ceci entraine 1 V*(A n B -x)1 > h. D’autre part on a 
V+(AnB-x)c(V+(AnB)LJ Ix))- (y,z}, car y4 V+(A -x) et 
z & V+(B - x). D'oti ( V+ (A n B - x)1 < h, une contradiction. 
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(2) 2 n B= 0. Supposons xn fi # 0. En particuher A f 0 et B f 0. 
done A et B sont 2 fragments positifs de G. Puisque ! I/+@ n B)l > h. on a 
d’aprbs le lemme 2.2 x n i? = 0, ce qui est absurde. 
(3) 18-n V+(A)/ < iA n V+(B)/. En effet on a clairement 
v+(AnB)c(yi(A)--B)u(AnVi(B)). 
D’aprbs ( 1) 
h=(V+(A)[</y+(AnB)l~IV+(A)-Bl+!AnV+(B)( 
et par suite (gn V+(A)I < \A n V+ (B)(. 
(4) Compte tenu de (2) et (3), et puisque A U V+(A) VA et 
B U Vs (B) U B sont 2 partitions de X, il vient: 
PROPOSITION 2.4. Soit G = (X, U) un graphe fortement h-connexe 
minimal et H un sous graphe de G tel que di (x) 2 2 et d;(x) > 2 pour tout 
sommet x de H. Alors H contient un sommet de demi-degre’ dans G kgai ri h. 
Dbmonstration. Supposons contrairement i la proposition que d;(x) > h 
et d;(x) > h pour tout sommet x de H. 
Soit A un fragment de G - (x, u), (x, .r) arc de H, choisi tel que IA / soit le 
cardinal minimal d’un fragment positif ou negatif de G - u pour u 
parcourant l’ensemble des arcs de H. On pcut supposer que A est un 
fragment positif de G - (x, y), le cas ou A est un fragment nigatif se 
ramenant i celui-ci en renversant le sens de chaque arc de G. 
Par hypothese d;(x) 2 2, soient z E V,‘(x) - y et B un fragment positif de 
G - (x, z). On a d+(x) > h, done d’aprts le lemme 2.2 ]Bu (z}/ < IA J, ce qui 
contredit la definition de A, car BU {z } est un fragment negatif de 
G - (x, z). 
La proposition est done dkmontree. 
COROLLAIRE 2.5 (Mader (61). Soit G un graphe non orient& h-connexe 
minimal et C un cycle de G. Aiors C contient un sommet de degrP h. 
DPmonstration. Soit G* le graphe obtenu en orientant chaque a&e de G 
dans les 2 sens. On vtrifie facilement que G* est un graphe fortement h- 
connexe minimal et que G,* vcrifie les conditions de la proposition 2.4. 
D’oula conclusion du corollaire. 
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TH~ORPME 2.6. Soit G = (X, U) un graphe fortement h-connexe 
minimal. Alors toute terminaison de G est de cardinal 1. En particulier tout 
fragment de G contient un sommet de demi-degre h. 
Demonstration. Supposons contrairement au thioreme que B est une 
terminaison de cardinal sperieur a 1. Now pouvons nous limiter au cas oti B 
est positive, I’autre cas se ramenant i celui-ci en renversant le sens de chaque 
arc de G. 
Soit x un sommet de B. Pour tout y E V+(X), soit F, un fragment positif 
de G - (x, ,g. Soient y et z 2 sommets distincts de V+(X). D’apres le 
lemme 2.3 Fy n Fz = O(d+ (x) > h, car x E B). D’autre part, on voit 
facilementquey&~,etz~~~.Onadonc(~~U~(V!)n(i~~U(z))=IZI.La 
famille Fy U i Yl)yavttxj est une famille d’au moins h + 1 ensembles deux i 
deux disjoints, il existe done y’ E Y’(x) tel que V+(B) n (FyC U { y’}) = 0. 
On voit facilement que y’ est un sommet de B. Supposons Fy n g# 0. Ceci 
entraine que F,,, est un fragment positif de G. On a done / V+(F,, n B)l > h, 
d’ou une contradiction d’aprb le lemme 2.2. Par suite FT, U ( y’ } c B, ce qui 
contredit le fait que B est une terminaison. 
Le theoreme est done dtmontre. 
TH~ORPME 2.1. Le nombre de sommets de demi-degre h dans un graphe 
G fortement h-connexe minimal est superieur ou egaI au demi-degre maximal 
de G. 
Demonstration. Le theoreme est evident si le demi-degre: maxima1 est h. 
Nous pouvons supposer le demi-degrt maximal positif, I’autre cas se 
ramenant i celui-ci en renversant le sens de chaque arc de G. Soit x un 
sommet de demi-degri positif maximal et supposons d+(x) > h. Pour tout 
y E V+(x), soit Fy un fragment positif de G - (x, J). D’apres la 
demonstration preddente, la famille (Fy U ( JJ})~~~+(~) est une famille de 
fragments negatifs de G deux i deux disjoints (dS (x) > h). D’apres le 
theoreme 2.6 chacun de ces fragments contient un sommet de demi-degre h. 
Le theorime est done demontri. 
COROLLAIRE 2.8. Tout graphe fortement h-connexe minimal contient au 
moms h + 1 sommets de demi-degre’ h. 
Demonstration. Ce corollaire est une consequence du theoreme 2.7. 
COROLLAIRE 2.9 (Mader [6]). Soit G un graphe non oriente h-connexe 
minimal. Alors G contient h + 1 sommets de degre’ h. En outre le nombre de 
sommets de G de degre h est superieur ou &gal au degre maximal de G. 
Demonstration. 11 suffit d’appliquer le thloreme 2.7 et le corollaire 2.8 au 
graphe obtenu en orientant dans les 2 sens chaque a&k de G. 
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3. GRAPHES SOMMET-TRANSITIFS 
Nous commencons par ttablir un lemme d’ordre general cite dans (4 1, 
Soient G = (X, U) et G’ = (X’, U’) deux graphes. Posons 
U @ U’ = {((x, x’), (y, y’)): (x, y) E ZJ ou x = y et (x’, y’) E t”). 
Le graphe G @ G’ = (X x X’, U @ U’ j est appele le produit lexicographique 
de G par G’. 
Soit G = (X, U) un graphe fortement connexe et T une partie de X. On dit 
que T est un ensemble de st;paration de G si G,_, n’est pas fortement 
connexe. 
LEMME 3.1. Soient G = (X, U) et G’ = (X’, U’) deux graphes. Si G n’est 
pas syme’trique-complet, alors K(G @ G’) = K(G) (X’ (. 
Dt!monstration. Le lemme est trivial si K(G) = 0. Prenons K(G) > 0. Soit 
T une partie de X x X’ telle que rc(G @ G’) = j TJ. Nous montrons 
successivement les points suivants: 
(1) si L est une partie de X x X’ non fortement connexe, alors p,(L) 
n’est pas fortement connexe ou 1 p,(L)\ < 2 (pr designe la premiere pro- 
jection). 
Ceci est facile a verifier. 
(2) 1 TI < K(G) IX’/. Soit S un ensemble de separation de G de 
cardinal K(G). On voit facilement que S X X’ &pare G @ G’. On a done 
/T/=K(G@G’)</SXX’I=K(G)JX’/. 
(3) / p,(X x X’ - 7’)I >, 2. En effet le contraire entraine 
I Tl 2 (I4 - 1) IX’1 > dG) WI. 
(4) Compte tenu de (I), (2), et (3), le sous graphe de G engeendri par 
pr(X X X’ - 7) n’est pas fortement connexe. Par suite 1 pl(X X X’ - T)\ < 
1x1 -K(G). On a done 1 Tj > JX - p,(X x X’ - T)j IX’] > K(G) JX’I. 
Nous avons demontrt dans 141 la proposition suivante: 
PROPOSITION 3.2. Soit G = (X, U) un graphe connexe sommet-transitif 
posskdant des atomes positif (resp. nkgatifs). Les atomes positifs (resp. 
nkgattys) de G sont des graphes sommet-transitifs isomorphes et ferment une 
partition de X. 
Nous dirons qu’un graphe est bi-rtgulier si tous ses sommets ont le meme 
demi-degre exterieur et le meme demi-degri interieur. En particulier tout 
graphe sommet-transitif est bi-regulier. 
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LEMME 3.3. Soit G = (X, U) un graphe fortement connexe sommet- 
transitif et A un atome de G. Alors [A ( < K(G). 
DPmonstration. Nous allons raisonner dans le cas d’un atome positif. 
Posons T = V+(A). D’aprb la proposition 3.2, G, est un graphe bi-rkgulier. 
Soit M = ((x, y): (x, y) E U et x E A et ~7 E T}. On a \M! = 
IA/(d+(G)-d+(G,))=C,,,,,-(x)nAl. 
Par suite il existe un sommet y E T tel que 
I~llA~~-~~)l~lAl(d+(G)-d+~G,)). 
D’aprks la proposition 3.2, il existe un atome positif A’ isomorphe ti A at 
contenant y.On a done 
Ceci entraine IA ( < j Tl = K(G). 
Nous disignerons le circuit de longueur p et le graphe symltrique-complet 
d’ordre n par C, et K,*, et K;I, respectivement. 
PROPOSITION 3.4. Soit G un graphe fortement connexe sommet-transit& 
alors K(G) > id+(G). La borne inft;rieure du rapport K(G)/d’ (G) G .&ant un 
graphe fortement connexe sommet-transitif est 4. 
Dkmonstration. Nous montrons successivement les points suivants: 
(I ) K(G) > id+(G). Ceci est lvident si G est symktrique-complet. 
Supposons le contraire et soit A un atome de G. Nous allons raisonner dans 
le cas 0t.i A est positif. 
On a clairement d+(G)=d+(x)<IA-x;+/V’(A)I<lAl+!c(G)< 
OK, d’aprks le lemme 3.3. On a done K(G) > id+(G). 
(2) I1 existe une suite (G,) de graphes fortement connexes sommet- 
transitifs tels que inf(K(G,)/d+(G,);p E N) = j. 
Prenons G, = C, @ K,*. On vkrifie facilement que G, est sommet-transitif 
et d”(G,) = 2p - 1. D’aprk le lemme 3.1, K(GJ = p. On a done 
inf(K(G,)/d+ (G,); p E N) = f. 
Remarque. On peut remplacer dans les hypothises de la proposition 3.4 
la forte connexitk par la connexit$ simple. En effet, nous avons montri dans 
[4] qu’un graphe sommet-transitif connexe est fortement connexe. 
Note. D’apris la proposition 3.4, K(G) > [jd+(G)] + 1, pour tout graphe 
fortement connexe sommet-transitif. Cette borne est la meilleure possible. On 
voit qu’elle est attainte pour toute valeur de d+(G) par des graphes de la 
forme C, 6: K*, 06 K* est un graphe symltrique-complet ou un graphe 
obtenu du graphe symktrique-complet par la suppression des arcs d’un circuit 
hamiltonien. 
PRoPoslTlo~ 3.5. Soit G un graphe fortement connexe sommet-transitv 
anti-syme’trque, alors K(G) > jd ’ (G). La borne infe’rieure du rupporr 
K(G)/d’(G) G &ant un graphe Jbrtement connexe sommet-transitif unti- 
sym&rique est ). 
D4monstration. Nous allons raisonner dans le cas ou G possede un 
atome positif A. Soit x un sommet de A. On a d.+(G) = d’(x) < 
d’(G,)+lV’(Al, car G,, est un graphe bi-regulier. Par suite d’ (G) < 
{(IA] - 1) + K(G) < {K(G), compte tenu du lemme 3.3. On a done 
K(G) > fd+(G). 
Nous allons montrer qu’il existe une suite (G,) de graphes fortement 
connexes sommet-transitifs anti-symitriques tels que inf(rc(G,)/d’-(G,); 
pEN)=$ 
Posons G, = C, @ ( . . . )) p fois. On vtrifie facilement que G, est un 
graphe sommet-transitif et que d”(G,, = f(3p - 1). D’apris le lemme 3. I, on 
a K(GJ = 3J’-‘. Ceci entraine que inf(lc(G,)/d+(G,); p E N) = $. 
Soient n et k 2 entiers naturels non nuls tels que k < In/2]*. Posons 
U,,, = ((x, v): x, y E 2, et J’- x E { l,..., k] 1, oti Z, designe le groupe des 
entiers modulo n. Soit G,,, = (Z,, U,,,). On voit facilement que G,,, est un 
graphe sommet-transitif anti-symitrique et que d+ (Gn,k) = k. 
Note. D’apres la proposition 3.5, K(G) > [jd+(G)] + 1, pour tout graphe 
G fortement connexe anti-symetrique sommet-transitif. Cette borne est la 
meilleure possible. En effet, pour tout entier non nul n, il existe un graphe G 
smmet-transitif anti-symttrique tel que d+(G) = n et K(G) = ]3n] + 1. 
Soit 2n = 3p + r, p, r E N et r < 2. Prenons G = C, @ Gp+,,(p+r-lh,2.0n 
voit facilement que d+(G) = n et K(G) = p + I. 
4. ARC-CONNECTIVITY D'UN GRAPHE SOMMET-TRANSITIF 
Soient G = (X, U) un graphe et A une partie de X. Posons 
w+(A)= {(x. y)E U:xEA ety@AA); 
w-(A)=o+(X-A); 
U, = ((x, y)E U:xEA et YEA). 
L’arc connectivitt! de G est par definition: 
L(G) = Min((w+(A)]: A est une partie propre de X). 
On dit que A est un a-fragment pasitl$ (resp. negatif) de G si 
A(G) = Iw+(A)l (resp. 1(G) = ) w-(A)J). 
PROBLEMES DE CONNEXITE ‘1 
Remarque. Soient G un graphe non orient& I*(G) son arite-connectivitt 
et G* le graphe obtenu en orientant chaque a&e de G dans les deux sew. 
Alors A*(G) = A(G*). 
Un a-fragment de G de cardinal minimal est appelb un a-atome de G. Soit 
G = (X, U) un graphe fortement connexe et A un a-fragment positif de G, 
alors X -A est un a-fragmet nbgatif de G. Ceci entraine que le cardinal d’un 
a-atome de G est infkrieur ou igal $ )/Xl. Le cardinal d’un a-atome de G est 
1 si et seulement si 
1(G) = Min(d+(x), d-(x); x E X). 
LEMME 4.1. Soient G = (X, U) un graphe fortement connexe, A et B 
deux a-atomes positif (resp. nigatfs) de G. Alors A = B ou A ~7 B = 0. 
Dt!monstration. On peut supposer A et B positifs, le cas oli A et B sont 
nigatifs se ramenant i celui-ci en renversant le sens de chaque arc de G. 
Supposons contrairement au lemme que A #B et A ~7 B z 0. On a done 




compte tenu des relations w+(A) = w-(X-A) et w+(B) = 01-(x-B). Par 
suite j w+(A n B)( + /w-(X-A) n (X-B))) < 22(G). Ceci est absurde. car 
lw+(AnB)l >I(G) et lo-((X-A)n(X-B))I>I(G). 
Dalmazzo a trouvk indkpendemment ce lemme par d’autres mkthodes [ 3 J. 
Notre mitthode de dkmonstration est nalogue B celles que avons utilisies 
dans 141. 
PROPOSITION 4.2. Soit G = (X, U) un graphefortement connexe sommet- 
transitif Alors A(G) = dt (G). 
Dkmonstration. Supposons, contrairement i la proposition, que 
A(G) # d+(G) et soit A un a-atome de G. Nous allons raisonner dans le cas 
06 A est positif. 
Nous commenqons par ttablir que GA est sommet-transitif. 
Soient x et y deux sommets de A, f un automorphisme de G tel que 
f(x) = y. D’apres le lemme 4.1, on a f(A) = A. Ceci entraine que f/A est un 
automorphisme de GA. G, est done sommet-transitif. 
Posons r = d+(G) - d+(G,). 0 n voit facilement que J(G) = r IA (. Par 
suite r]Al <r+d+(G,). DD’od d+(G,)>r(lA/- l)>JAJ-I, ce qui est 
absurde. 
COROLLAIRE 4.3 (Mader (7 I). Soit G un graphe non oriente’ connect 
sommet-transitif, Alors do(G) = d(G). 
Dkmonstration. 11 sufflt de remarquer que le graphe obtenu en orientant 
dans les 2 sens chaque arkte de G est un graphe fortement connexe sommet- 
transitif. 
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