Digital holography allows one to sense and reconstruct the amplitude and phase of a wavefront reflected from or transmitted through a real-world three-dimensional (3D) object. However, some combinations of hologram capture setup and 3D object pose problems for the reliable reconstruction of quantitative phase information. In particular, these are cases where the twin image or noise corrupts the reconstructed phase. In such cases it is usual that only amplitude is reconstructed and used as the basis for metrology. A focus criterion is often applied to this reconstructed amplitude to extract depth information from the sensed 3D scene. In this paper we present an alternative technique based on applying conventional stereo computer vision algorithms to amplitude reconstructions. In the technique, two perspectives are reconstructed from a single hologram, and the stereo disparity between the pair is used to infer depth information for different regions in the field of view. Such an approach has inherent simplifications in digital holography as the epipolar geometry is known a priori. We show the effectiveness of the technique using digital holograms of real-world 3D objects. We discuss extensions to multi-view algorithms, the effect of speckle, and sensitivity to the depth of field of reconstructions.
INTRODUCTION
Holography makes it possible to record and reconstruct real-world three-dimensional (3D) objects. 1 Quite recently it has become reasonable to record holograms in a digital format. Digital recording is possible because of the recording sensors have evolved to their current state. Image segmentation is an image processing operation where image can be divided into regions based on some attribute. 2, 3 We are interested to segment objects from the background regions in a digital holographic reconstruction. Our combining attribute is the depth of the object. Different methods have been introduced to do segmentation from digital holograms. Segmentation has been reported in digital holographic microscopy 4 and with macroscopic objects. 5 3D segmentation is an important phase in the object recognition, measurement and noise reduction. Also 3D segmentation is needed to process digital holograms for some of the conventional 3D displays.
In the second section of this paper we discuss about the important properties of digital holograms. Third part introduces our used method, disparity. Fourth section describes how disparity can be used in segmentation, which is followed by the conclusions.
DIGITAL HOLOGRAM PROPERTIES
In this section some of the unique properties of digital holograms are described. Described properties are encoded perspectives and depth of field. These properties are important for our disparity based 3D segmentation.
Encoded perspectives
A single hologram encodes multiple perspectives of the scene, which is a unique character of a hologram. Different perspectives of the scene can be reconstructed by using different parts of hologram data. 6 In the reconstruction step a portion of the hologram data is used to get different perspective of the scene using
and
From these subsets of a whole hologram the perspectives can be reconstructed using
where F is the Fresnel approximation at any distance z given by
where the full hologram H could be replaced by Λ or Ρ . Here, λ is the wavelength of the light and • denotes a convolution operation. When using Λ and Ρ , the equations above show how to get two horizontal perspectives ( Figure  1 ).
To get different perspective of the scene different parts of the hologram can be used in the reconstruction step as shown in Figure 2 . Not all digital holograms have the possibility to reconstruct different perspectives. Different perspective reconstruction is dependent of the hologram capture setup. Distance between camera and object has to be large enough for light reflected from the object to hit camera sensor wide enough area. This is the main principle for encoded perspectives and is illustrated in the Figure 3 . 
Depth-of-field in a digital hologram
Digital holograms have limited depth-of-field. This is not a problem with digital holograms because numerical reconstructions can be done at various depths through the volume by using a single hologram. However it is not always convenient to reconstruct at multiple depths, because this is computationally time consuming. With a single reconstruction depth depth-of-field can be extended by using smaller parts of hologram data in the reconstruction step ( Figure 4 ). Smaller reconstruction window leads to decreased resolution in the reconstruction and increased depth of field. So there is tradeoff between increased depth-of-field and noise in the reconstruction. Increased depth of field is desirable for many reasons. First of all with larger depth of field more things are visible in the reconstruction. Also using smaller reconstruction window enables wider range of angles.
DISPARITY
Stereo disparity is traditionally linked with human depth perception. A human's left and right eye receive different images because of their different positions. This difference between image locations is called a stereo disparity. [7] [8] [9] We are taking advantage of digital hologram's property of encoded perspectives and use stereo disparity to get depth information of a holographic scene To use stereo disparity with digital holograms is possible because of the way how digital holograms are recorded and different perspectives can be reconstructed.
By using these two perspectives L and R we calculate the disparity space image as follows. For each pixel in the left image L(x, y), we estimate corresponding pixel R(x′, y) in the right image. In digital holography the epipolar geometry is known a priori, which simplifies the procedure and avoids the rectification stage. We only have to look in the horizontal direction because when computing reconstructions from a single hologram we can ensure that there is a perfectly horizontal baseline between perspectives. The disparity for that pixel (x, y) is the difference in pixel locations x−x′, and the set of disparity values corresponding to each pixel (x, y) is the disparity space image DSI. More formally, given left and right 2D perspectives of a 3D scene, L and R, respectively, 
where y x C , is the normalized cross correlation function used to estimate the disparity. Operator max finds the disparity u that maximizes this correlation, andτ is a fixed threshold. For each pixel the normalized cross-correlation is calculated over a rectangular block of size 2t + 1 × 2t + 1 as
where
. In these
is the mean value of pixels of the left image within the block of pixels around (x,y) and
is the mean value of the pixel values of the right image within the offset block around (x − u, y), u = 0, ..., T is the offset, and T is the maximum search length to be considered. An output of this phase is disparity space image DSI. Morphological image processing is applied to the DSI usually at this stage. Morphological operations are needed because the correlation based disparity algorithm function distorts the shape of the object making it larger than it actually is. Amount of disparity is dependent of the reconstruction depth as well as its direction. Disparity is 0 at the reconstruction depth, positive in front of it and negative behind it.
As mentioned earlier depth-of-field varies depending of the size of the reconstruction window. Because disparity is feature based algorithm, which tries to find correspondence between two images, big depth of field is desirable. Smaller reconstruction window brings more things visible in the reconstruction and correlation based disparity algorithm finds objects through the volume ( Figure 5 ). If depth of the scene is so large that all the objects cannot be seen in the reconstruction, more reconstructions at different depths are needed. Using small reconstruction window verifies that disparity algorithm works well with noisy data, which digital holograms usually present. If part of a hologram is corrupted, lost or not transmitted disparity calculation is still possible. Smaller reconstruction window size also reduces needed calculation time.The disparity algorithm requires an appropriate amount of disparity for the best results. To get enough disparity, reconstruction widows have to be chosen correctly, which is not necessarily an easy task. Many unavoidable things cause noise on the reconstruction and noise overall causes problems in correlation based algorithms. Twin can be seen as a noise on top of the reconstruction. To avoid noise caused by a twin, picking up the window that halves the object decreases disturbance of a twin. Orientation of the object has the biggest effect on the disparity. Larger disparity and more 3D information is revealed when reconstruction windows are chosen perpendicular to the object orientation. The orientation of the object(s) can be calculated using the intensity thresholded reconstruction given by
where 0 denotes background pixel, 1 denotes an object pixel and τ is a threshold value for intensities. Object(s) in this binary image can be labeled with unique labels and for each object in the labeled image. From this labeled image orientation of the object(s) can be calculated and best reconstruction window positions can be determined (see Figure 6) . When analyzing the orientation of the object seen in the Figure 6 horizontal windows should give best disparity result. Result for the DSI with vertical and horizontal reconstruction windows can be seen in Figure 7 . Figure 6 . Using object's orientation to determine best possible reconstruction window size. Intensity based thresholding is applied on reconstruction's amplitude and orientation of the objects is calculated. Orientation is calculated in relation to the x axis. Orientation is given here from -90 to 90 degrees. If orientation is less than -45 or more than 45 degrees horizontal windows should give best disparity and with orientation between -45 to 45 choosing vertical windows more disparity and revealed 3D information should be available. 
3D SEGMENTATION
In the DSI, most of the background is usually filtered out because a noise in the reconstructions moves more than our disparity algorithm tries to find. DSI can be considered as a depth map of the scene. From the DSI we can get a binary mask by using a threshold r as
( 1 0 ) where 0 denotes background pixel and 1 denotes an object pixel. The binary image SMask is our segmentation mask. Multiplying image, which is a amplitude of reconstruction on optical axis we can segment object from the background. This is the procedure to segment objects as a whole and possible depth differences are ignored. For single objects experimental results show how this works in practice (Figure 8 ). Object in this case is a screw, which is located approximately 330 mm from the camera.
As experimental results show most of the noise around the object is not present in the DSI. Segmentation mask is easily obtained because of that. Using depth information of the scene object can be segmented individual parts according the depth. Processing depth map in the Figure 8b furthermore we can combine depth map values and segment the screw object's different parts in individual segments. This is shown in the Figure 9 . Real-world scenes have different 3D data available when viewed from different perspectives. Digital holograms offer possibility to reconstruct the scene from multiple perspectives, which can be used for this and furthermore disparity calculations can be extended to more than two perspectives. DSIs calculated from multiple perspectives can be combined and 3D information of the scene can be extracted from multiple perspectives.
CONCLUSIONS
We have shown that our method of using a digital hologram's unique property of encoded perspectives with a conventional computer vision approach can be used to obtain a depth map of the 3D scene, which can be used for 3D segmentation. Our approach has the advantage of needing only two reconstructions of a single hologram instead of need to reconstruct at large number of depths (for alternative techniques based on focus detection). Our technique is suitable for different kinds of hologram capture setups, both macroscopic and microscopic as long as distance between the object and the camera sensor is large enough. Also, we have shown some practices of how to choose the best reconstruction window positions when a stereo view of the scene is required. (c) (d) Figure 9 . Segmentation of a single 3D object into multiple segments (a) depth map with four different depths, which is used to make segmentation masks, (b), segment 1: front part of the screw, (c) segment 2: middle part of the screw (d) segment 3: rear part of the screw.
