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1. ABSTRACT 
This paper formulates the elegant theorem on the existence of a nonzero lattice point in any convex symmetric 
body of sufficiently large volume proved by Minkowski. This result started the journey of a different and 
extraordinarily beautiful branch of number theory known as the Geometry of Numbers. This theorem provides a 
constraint on the volume of a centrally symmetrical convex body in Euclidean n dimensional space to contain at 
least one lattice point except for the trivial point 0⃗ . In this paper we also derive some results, including that 
geometric proof of Lagrange’s famous theorem that any natural number can be written as a maximum of 4 squares 
and fermat’s theorem that any prime of the form 4k+1 can be written as a sum of two squares using Minkowski's 
theorem. 
2. INTRODUCTION 
In 1891, Mathematician Hermann Minkowski (1864-1909) introduced the lattice as the set of points with integer 
coordinates perpendicular axis in a coordinate scheme in a lecture in Halle,Germany. He shifted his focus from 
solving problems in Number Theory with geometric intuition towards a new topic that latter came to be known as 
“the Geometry of Numbers.” After that Minkowski introduces a theorem in an 1910 paper1 that specifies 
parameters for a certain body's volume in order for that body to contain a lattice point in the Euclidean 
rectangular coordinate system. Although numerical geometry emerged as a method in number theory, for 
questions in Diophantine approximation and quadratic forms, it is widely used in many other fields such as 
cryptography, uniform distribution theory, coding theory, and numerical integration etc. There are several rigorous 
expositions on this subject some of them are Pach and Agarwal2 .Older books on the geometry of numbers are 
Cassels3 and Gruber and Lekkerkerker4 A pleasant but somewhat aged introduction is Siegel5 .The Gruber6 provides 
a concise recent overview.  
The definition of lattice goes as follows: In an n-dimensional vector space 𝑉 over the field 𝑹, a lattice is a subgroup, 
in fact a free abelian group, of 𝑉 of the following form 𝜏 = 𝑣1𝒁 + 𝑣2𝒁 +⋯+ 𝑣𝑚𝒁 where 𝑣1, 𝑣2, . . . , 𝑣𝑚 are 
linearly independent vectors in V . Then 𝜏 is a free abelian group of rank m. A lattice is said to be complete if m = n. 
Assuming 𝜏 to be complete, we define a fundamental mesh in 𝜏 to be the set 
                                     𝜃 = {𝑥1𝑣1 + 𝑥2𝑣2  + · · ·  + 𝑥𝑛𝑣𝑛 ∶  𝑥𝑖 ∈  𝑅, 𝑥𝑖 ∈  [0, 1), 1 ≤  𝑖 ≤  𝑛}.                 (1) 
The volume of the lattice 𝜏 is defined to be the volume of the fundamental mesh 𝜃 denoted as 𝑉𝑜𝑙(𝜃), i.e. 
𝑉𝑜𝑙(𝜏) ∶=  𝑉𝑜𝑙(𝜃). There are a few equivalent expressions for this volume. One expression convenient for 
computations is given by the following relation 𝑉𝑜𝑙(𝜃):= √det [< 𝑣𝑖 , 𝑣𝑗 >] where <. , . > is the usual inner-
product (or a symmetric positive definite bilinear form) defined in the vector space 𝑉. A subset X of V is said to be 
centrally symmetric if for any point 𝑥 ∈  𝑋 we have −𝑥 ∈  𝑋 . A the subset is convex if for any two distinct points 
x, y in X the line segment {𝑡𝑥 +  (1 −  𝑡)𝑦 ∶  𝑡 ∈  [0, 1]} is completely contained in X. For example, a ball is convex 
in 𝑹3 but a solid torus is not. We now give a proof of Minkowski’s Lattice Point Theorem 
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Theorem 1: Let 𝑽 is an n-dimensional Euclidean vector space (𝑹-vector space) and 𝝉 be a complete lattice of 𝑽. 
Let 𝑿 be a centrally symmetric convex subset of V and 𝑽𝒐𝒍(𝑿) > 𝟐𝒏𝑽𝒐𝒍(𝝉) Then X contains at least one point 
other than ?⃗?  in 𝝉. 
Proof: Consider the dilation (1/2)𝑋 =  {(
1
2
)𝑥 ∶  𝑥 ∈  𝑋} . For any 𝛾 ∈  𝜏, consider the translated sets 1 2X + γ. We 
will show that there exist 𝛾1, 𝛾2  ∈  𝜏 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝛾1 ≠ 𝛾2 𝑎𝑛𝑑        
                                                                    ((
1
2
) 𝑋 + 𝛾1)  ∩  ((
1
2
)𝑋 + 𝛾2)  ≠  ∅                                                 (2) 
For the sake of contradiction, assume the sets (
1
2
)𝑋 + 𝛾, 𝛾 ∈  𝜏 are pairwise disjoint. Then the intersections 𝜃 ∩
  ((
1
2
) 𝑋 + 𝜏), 𝛾 ∈  𝜏 are also pairwise disjointed for a fundamental mesh 𝜃. This gives us the following inequality 
involving volumes 
                                                              𝑉𝑜𝑙(𝜃) ≥ ∑ 𝑉𝑜𝑙(𝜃 ∩ ((
1
2
) 𝑋 + 𝛾))𝛾 ∈ 𝜏 .                                          (3) 
We know that translation preserves volumes. Then to reach the final contradiction, we consider the following 
translations 
                                                 𝜃 ∩ ((
1
2
)𝑋 + 𝛾)
translation by −γ
→             (𝜃 − 𝛾)  ∩ (
1
2
) 𝑋                                      (4) 
Hence for each γ ∈ 𝜏, we have 
                                                       𝑉𝑜𝑙(𝜃 ∩ ((
1
2
)𝑋 + 𝛾) = 𝑉𝑜𝑙((𝜃 −  𝛾)  ∩ (
1
2
) 𝑋)                                  (5) 
We claim that 𝜃  −  𝛾  covers 𝑉 as 𝛾 varies over 𝜏. Let 𝑥 ∈  𝑉 . Since {𝑣1, 𝑣2, . . . , 𝑣𝑚} is a set of n linearly 
independent vectors in 𝑉 and 𝑑𝑖𝑚(𝑉 )  =  𝑛, it follows that {𝑣1, 𝑣2, . . . , 𝑣𝑚} is a basis of V . Then there exist a 
tuple {𝜆1, 𝜆2, . . . , 𝜆𝑚}  ∈  𝑅 such that 𝑥 = ∑ 𝜆𝑖𝑣𝑖
𝑛
𝑖=1  . We know that every real number r can be written as 𝑟 =
 ⌊𝑟⌋  +  {𝑟} where ⌊𝑟⌋  ∈  𝑍 and {𝑟} ∈  [0, 1), then we can write  
                                                                   𝑥 = ∑ ⌊𝜆𝑖⌋𝑣𝑖
𝑛
𝑖=1  + ∑ {𝑣𝑖}
𝑛
𝑖=1                                                                (6) 
Recall that ∑ ⌊𝜆𝑖⌋𝑣𝑖
𝑛
𝑖=1   ∈  𝜏 and ∑ {𝑣𝑖}
𝑛
𝑖=1  ∈ 𝜃 .  Taking γ
′= −∑ ⌊𝜆𝑖⌋𝑣𝑖
𝑛
𝑖=1 , we now note and observe that 𝑥 ∈  𝜃 −
 γ′. Hence, 𝑉 ⊂  ⋃ (𝜃 −  𝛾).𝛾 ∈ 𝜏   
Now note that since (𝜃 −  𝛾)  ⊂  𝑉 for all 𝛾 ∈  𝜏, we have ⋂ (𝜃 −  𝛾)𝛾 ∈𝜏 . Hence ⋂ (𝜃 −  𝛾)𝛾 ∈ 𝜏 = 𝑉 . Then (𝜃 −
 𝛾)  ∩ (
1
2
)𝑋 covers the whole of (
1
2
) 𝑋. Hence we finally have,  
                                           𝑉𝑜𝑙(𝜃) ≥ ∑ 𝑉𝑜𝑙 (𝜃 ∩ ((
1
2
)𝑋 + 𝛾)) = 𝑉𝑜𝑙 ((
1
2
)𝑋) =𝛾 ∈ 𝜏
1
2𝑛
𝑉𝑜𝑙(𝑋).           (7) 
which is a contradiction to our initial assumption since 𝑉𝑜𝑙(𝜏)  =  𝑉𝑜𝑙(𝜃). Hence, we can choose 𝛾1, 𝛾2  ∈  𝜏, 𝛾1 ≠
𝛾2 such that 
                                                                       ((
1
2
) 𝑋 + 𝛾1)  ∩  ((
1
2
)𝑋 + 𝛾2)  ≠  ∅.                                               (8) 
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Therefore, there exist  𝑥1, 𝑥2  ∈  𝑋 such that ((
1
2
)  𝑥1 + 𝛾1) = ((
1
2
)  𝑥2 + 𝛾2). Since X is centrally symmetric and 
convex, − 𝑥2 ∈  𝑋 and hence 𝜸 = 𝛾1 − 𝛾2 = (
1
2
)  𝑥1  − (
1
2
)  𝑥2 ∈  𝑋. Therefore 𝜸 ≠ ?⃗?   and 𝛾 ∈  𝜏 ∩  𝑋, this 
completes the proof of the theorem. 
We will now explain a more general version of the Minkowski’s Theorem by Blichfeldt. Before doing that let us first 
prove a lemma required in the proof. Before starting the proof of the theorem by Blichfeld. Let us define some 
notations. Let 𝛬 =  𝛬(𝐵) be a full-dimensional lattice in  𝑹𝒏. The set  
𝛱(𝐵):= {𝐵 𝑥 ∶  𝑥 ∈  [0, 1)𝑛 } 
 Is called the fundamental parallelepiped associated to a basis B={ 𝛽1, 𝛽2, . . . , 𝛽𝑛} The volume of the fundamental 
parallelepiped 𝑣𝑜𝑙(𝐵) is exactly the absolute value of the determinant of B, |𝑑𝑒𝑡(𝐵)|. Let B ∈ R 𝑛 × 𝑘 be a matrix 
of full column rank and let 𝛬 =  𝛬(𝐵) be the lattice generated by B. We define the determinant of Λ as 𝑑𝑒𝑡(𝛬) ∶=
 𝑣𝑜𝑙(𝛱(𝐵))  =  𝑝 𝑑𝑒𝑡(𝐵𝑇𝐵), where by 𝑣𝑜𝑙(𝛱(𝐵)) we mean the relative volume of 𝛱(𝐵), i.e., its volume in the 
linear space spanned by 𝐵. It is straight-forward to show that this quantity is invariant over uni-modular 
transformations of 𝐵, and therefore, 𝑑𝑒𝑡(𝛬) is well-defined. We shall need the following property of fundamental 
parallelepipeds. 
Lemma 1: Let 𝜦 =  𝜦(𝑩) be a full-dimensional lattice in 𝑹𝒏. Then the sets  𝒛 + 𝜫(𝑩):= { 𝒛 +  𝒙 ∶  𝒙 ∈  𝜫(𝑩) }, 
z ∈ Λ, form a partition of 𝑹𝒏 .  
Proof: We show that every vector 𝒙 ∈ 𝑹𝒏 can be uniquely expressed as 𝑥 =  𝑧 +  𝑦, where 𝑧 ∈  𝛬 and 𝑦 ∈
 𝛱(𝐵). Since B spans 𝑹𝒏, we have 
                                                           𝑥 = ∑ 𝑎𝑖𝑏𝑖 = ∑ ⌊𝑎𝑖⌋
𝑛
𝑖=1 𝑏𝑖 +∑ {𝑎𝑖}
𝑛
𝑖=1
𝑛
𝑖=1 𝑏𝑖                                           (9) 
for some numbers {𝛼1, 𝛼2, . . . , 𝛼𝑛} here ⌊𝛼⌋ denotes the largest integer not exceeding 𝛼 and let {𝛼} denotes 𝛼 − 
⌊𝛼⌋.  
Now, note that the vector ∑ ⌊𝑎𝑖⌋
𝑛
𝑖=1 𝑏𝑖   belongs to the lattice 𝛬, while 𝑦 = ∑ {𝑎𝑖}
𝑛
𝑖=1 𝑏𝑖  belongs to the fundamental 
parallelepiped 𝛱(𝐵), and the claim follows. Suppose that 𝑥 =  𝑧 +  𝑦 =  𝑧′ + 𝑦′ with 𝑧, 𝑧′ ∈  𝛬 and 𝑦, 𝑦′  ∈
 𝛱(𝐵). Then the vector 𝑧 − 𝑧′ also belongs to the lattice, and therefore, can be expressed as 
                                                       𝑧 − 𝑧′ =∑ λ𝑖
𝑛
𝑖=1 𝑏𝑖  , λ𝑖 ∈  𝑍, 𝑖 =  1, 2, . . . , 𝑛.                                              (10) 
On the other hand, 
                                                    𝑧 − 𝑧′= 𝑦 − 𝑦′= ∑ μ𝑖
𝑛
𝑖=1 𝑏𝑖  , −1 < μ𝑖< 1, 𝑖 =  1, 2, . . . , 𝑛,                             (11) 
since both 𝑦 and 𝑦′ belong to the fundamental parallelepiped 𝛱(𝐵). The vectors {𝛽1, 𝛽2, . . . , 𝛽𝑛} are linearly 
independent, and therefore, both expressions must be the same, i.e., λ𝑖  = μ𝑖  for each i. But then the only possible 
choice is λ𝑖  = 0 for each i, which means 𝑧 = 𝑧
′and 𝑦 = 𝑦′. 
Theorem 2 (Blichfeldt). Let Λ be a full-dimensional lattice in 𝑹𝒏 and let C ⊆ 𝑹𝒏 be a measurable set. Suppose 
that either  
(a) 𝒗𝒐𝒍(𝑪) >  𝑚 · 𝑑𝑒𝑡(𝜦),   or 
 (b) 𝒗𝒐𝒍(𝑪)  ≥  𝒎 · 𝒅𝒆𝒕(𝜦) and 𝑪 is compact.  
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Then there are m +1 vectors 𝒙𝟏, 𝒙𝟐, . . . , 𝒙𝒎+𝟏 ∈C such that  𝒙𝒊 − 𝒙𝒋 ∈  𝜦 for each i, j.  
Proof: For simplicity, we give a proof for the case m = 1. Let B be a basis of Λ and suppose that 𝑣𝑜𝑙(𝐶)  >  𝑑𝑒𝑡(𝛬). 
We consider the sets  
                                                                          𝐶𝑧 ∶=  𝐶 ∩ (𝑧 + 𝛱(𝐵)),    𝑧 ∈  𝛬.                                                             (12) 
By Lemma 1, these sets partition C, and therefore,  
                                                                                     𝑣𝑜𝑙(𝐶)  =  ∑ 𝑣𝑜𝑙(𝐶𝑧 ).𝑧∈𝛬                                                                   (13) 
Now, consider the translates 𝐶𝑧  −  𝑧 = {𝑥 − 𝑧 ∶  𝑥 ∈ 𝐶𝑧 } . Clearly, 𝐶𝑧  −  𝑧 = (𝐶 − 𝑧) ∩ 𝛱(𝐵)  ⊆  𝛱(𝐵). Now, 
we argue that these translates 𝐶𝑧  −  𝑧  cannot be pair wise disjoint. Indeed, since 𝑣𝑜𝑙(𝐶𝑧  −  𝑧)  =  𝑣𝑜𝑙(𝐶𝑧 ), the 
total volume of all these sets is  
                                                ∑ 𝑣𝑜𝑙(𝐶𝑧 − 𝑧).𝑧∈𝛬  = ∑ 𝑣𝑜𝑙(𝐶𝑧 ).𝑧∈𝛬 =  𝑣𝑜𝑙(𝐶)  >  𝑑𝑒𝑡(𝛬)  =  𝑣𝑜𝑙(𝛱(𝐵)).               (14) 
 As all the sets 𝐶𝑧 − 𝑧 lie in 𝛱(𝐵), there must be 𝑧0, 𝑧1  ∈  𝛬 such that (𝐶𝑧0 − 𝑧0) ∩ (𝐶𝑧1 − 𝑧1)) is nonempty. Let 𝑦 
be a vector in (𝐶𝑧0 − 𝑧0) ∩ (𝐶𝑧1 − 𝑧1)). If we define 𝑥0  =  𝑦 +  𝑧0 ∈  𝐶𝑧0 ⊆  𝐶 𝑎𝑛𝑑 𝑥1  =  𝑦 + 𝑧1 ∈  𝐶𝑧1 ⊆
 𝐶 , 𝑡ℎ𝑒𝑛 𝑥1 − 𝑥0  = 𝑧1 − 𝑧0  ∈  𝛬.  
This completes the proof of Part (a). Part (b) follows by a compactness argument. Considering the sets (1 + 𝜀)𝐶 
with 𝜀 →  0, we find a sequence of vector pairs (𝑥0, 𝑥1) such that 𝑥1 − 𝑥0  ∈  𝛬. Since C is a compact set, there is a 
subsequence of this sequence that converges to some pair of vectors in C. Then the sequence of the differences  
𝑥1 − 𝑥0 also converges, and since all these vectors belong to 𝛬, the limit also belongs to 𝛬. The proof for m > 1 is 
very similar, except that we use inequality 𝑣𝑜𝑙(𝐶)  >  𝑚 ·  𝑣𝑜𝑙(𝛱(𝐵)) to argue that there is a vector y contained in 
𝑚 + 1 of the sets 𝐶𝑧 − 𝑧. 
Theorem 6: Let Λ be a full-dimensional lattice in R n and let C ⊆ R n be a convex set symmetric about the origin 
(i.e., x ∈C implies −x ∈C ). Suppose that either 
 (a) 𝒗𝒐𝒍(𝑪)  >  𝑚 ·  𝟐𝒏  · 𝒅𝒆𝒕(𝜦), or 
 (b) 𝒗𝒐𝒍(𝑪)   ≥   𝒎 ·  𝟐𝒏   · 𝒅𝒆𝒕(𝜦) and C is compact.  
Then there are m different pairs of vectors ±𝒛𝟏, ±𝒛𝟐, . . . , ±𝒛𝒎 ∈ 𝑪 ∩ 𝜦\ {𝟎}.  
Proof: It is easy to see that the volume of the set (1/2)𝐶 =  {(1/2) 𝑥 ∶  𝑥 ∈  𝐶 } is 2−𝑛 vol(C), and therefore, we 
can apply Theorem 2 to find vectors (
1
2
) 𝑥0, (
1
2
) 𝑥1, . . . , (
1
2
) 𝑥𝑚 ∈ (1/2) 𝐶 such that (
1
2
)𝑥𝑖  – (
1
2
)𝑥𝑗   ∈  𝛬  for all 𝑖 and 
𝑗. Without loss of generality, we assume that vector 𝑥0 is lexicographically smaller than any other vector 
𝑥1, 𝑥2, . . . , 𝑚 (we write 𝑥0≺𝑥𝑖  for all 𝑖 >  0).  
Now let us define  𝑧𝑖 = (
1
2
)𝑥𝑖  – (
1
2
)𝑥0  , 𝑖 =  1, 2, . . . , 𝑚. Clearly, all 𝑧𝑖  ’s are different; moreover, since 0 ≺ 𝑧𝑖  for all 
i, we have define  𝑧𝑖 ∈ 𝐶  for all i and j. It remains to show that 𝑧𝑖  ∈C. Indeed, 𝑥0 ∈ 𝐶  implies 𝑥0 ∈ 𝐶, as C is 
symmetric about the origin, and (
1
2
)𝑥𝑖  – (
1
2
)𝑥0 = = (
1
2
)𝑥𝑖 + (−
1
2
)𝑥0) ∈ 𝐶, as C is convex. 
What if we consider integer linear combinations of more than 𝑑 vectors in 𝑹𝒅? Some caution is therefore 
necessary: If we take d = 1 and the vectors 𝑣1 = (1), 𝑣2 = (√2), then the integer linear combinations 𝑖1𝑣1 + 𝑖2𝑣2 are 
dense in the real line ,and such a set is not what we would like to call a lattice. We therefore define a discrete 
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subgroup of 𝑹𝒅 as a set 𝑨 𝑖𝑠 𝑎 𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 𝑹𝒅 such that whenever 𝑥, 𝑦 ∈ 𝑨, then also 𝑥 −  𝑦 ∈ 𝑨, and such that the 
distance of any two distinct points of 𝑨 is at least 𝛿, for some fixed positive real number 𝛿 >  0. It can be shown, 
for instance, that if 𝑣1, 𝑣2, . . . , 𝑣𝑚  ∈ 𝑅 are vectors with rational coordinates, then the set A of all their integer 
linear combinations is a discrete subgroup of  𝑹𝒅. As the following theorem shows, any discrete subgroup of  𝑹𝒅 
whose linear span is all of  𝑹𝒅 is a lattice in the sense of the definition given at the beginning of this section. 
Theorem 2(Lattice basis theorem): Let 𝑨 𝒃𝒆 𝒂 𝒔𝒖𝒃𝒔𝒆𝒕 𝒐𝒇 𝑹𝒅 be a discrete subgroup of 𝑹𝒅 whose linear span is 
𝑹𝒅 Then 𝑨 has a basis; that is, there exist d linearly independent vectors 𝒛𝟏, 𝒛𝟐, . . . , 𝒛𝒎  such that 𝑨 = 𝑨(𝒛𝟏, 𝒛𝟐, . 
. . , 𝒛𝒎).  
Proof: We proceed by induction. For some i, 1 ≤ 𝑖 ≤ 𝑑 + 𝑙, suppose that linearly independent vectors  𝑧1, 𝑧2, . . . , 
𝑧(𝑖−1)  ∈ 𝑨 with the following property have already been constructed. If 𝐹𝑖−1 denotes the (𝑖 − 1 ) −dimensional 
subspace spanned by 𝑧1, 𝑧2, . . . , 𝑧(𝑖−1), then all points of 𝑨 lying in 𝐹𝑖−1 can be written as integer linear 
combinations of  𝑧1, 𝑧2, . . . , 𝑧(𝑖−1). For 𝑖 =  𝑑 +  1, this gives the statement of the theorem.  
So let us consider an 𝑖 ≤ 𝑑. Since 𝑨 generates 𝑹𝒅 , there exists a vector 𝑤 ∈ 𝐴 not lying in the subspace  𝐹𝑖−1 . Let 
𝑃 be the i-dimensional parallelepiped determined by  𝑧1, 𝑧2, . . . , 𝑧(𝑖−1) and by 𝑤: 𝑃 = { 𝛼1 𝑧1 +
 𝛼2 𝑧2 + . . . + 𝛼𝑖−1 𝑧𝑖−1 +  𝛼𝑖𝑤:  𝛼1, 𝛼2, . . . , 𝛼𝑖}. Among all the (finitely many) points of 𝑨 lying in 𝑷 but not 
in 𝐹𝑖−1, choose one nearest to 𝐹𝑖−1and call it  𝑧𝑖  
Note that if the points of 𝐴 ∩ 𝑃 are written in the form 𝛼1 𝑧1 +  𝛼2 𝑧2 + . . . + 𝛼𝑖−1 𝑧𝑖−1 +  𝛼𝑖𝑤, then  𝑧𝑖  is one with 
the smallest 𝑎𝑖. It remains to show that 𝑧1,𝑧2, . . . , 𝑧𝑖  have the required property. So let 𝑣 ∈ 𝑨 be a point lying in 𝐹𝑖 
(the linear span of 𝑧1, 𝑧2, . . . , 𝑧𝑖). We can write 𝑣 =  𝛽1 𝑧1 +  𝛽2 𝑧2 + . . . + 𝛽𝑖  𝑧𝑖  for some real numbers 𝛽1, 𝛽2, . . . , 
𝛽𝑖. 
 Let 𝛾𝑗  be the fractional part of 𝛽𝑗 , 𝑗 =  1,2, . . . , 𝑖; .Put 𝑣′ =   𝛾1 𝑧1 + 𝛾2 𝑧2 + . . . + 𝛾𝑖  𝑧𝑖. This point also lies in A 
(since 𝑣 and 𝑣′ differ by an integer linear combination of vectors of A). We have 0 ≤ 𝛾𝑗 < 1, and hence 𝑣′ lie in the 
parallelepiped 𝑃. Therefore, we must have 𝛾𝑖  = 0, for otherwise, 𝑣′ would be nearer to 𝐹𝑖−1 than  𝑧𝑖  Hence 𝑣′ ∈
𝐴 ∩ 𝐹𝑖−1, and by the inductive hypothesis, we also get that all the other 𝛾𝑗  are 0. So all the 𝛽𝑗  are in fact integer 
coefficients, and the inductive step is finished. Therefore, a lattice can also be defined as a full-dimensional 
discrete subgroup of 𝑹𝒅. 
3. APPLICATION 
Now we present some examples of number theoretic application of Minkowski’s theorem. We first start with 
Fermat theorem on sum of two squares which states that primes of the form 4k + 1 can be expressed as a sum of 
two squares. The result was proved by Axel Thue using the pigeonhole principle. We now give a proof using 
Minkowski’s lattice point theorem.  
Lemma 2: If p is a prime with 𝒑 ≡  𝟏 (𝒎𝒐𝒅 𝟒) then -1 is a quadratic residue modulo p.  
Proof: The equation 𝑖2  =  1 has two solutions in the field 𝐹, namely 𝑖 =  1 𝑎𝑛𝑑 𝑖 =  −1. Hence for any 𝑖 ≠ ±1  
there exists exactly one 𝑗 ≠  𝑖  such that 𝑖𝑗 =  1 (namely,𝑗 =  𝑖−1, the inverse element in F), and all the elements 
of 𝐹∗ \ {−1, 1} can be divided into pairs such that the product of elements in each pair is 1. Therefore, (𝑝 − 𝑙)!  =
 1 ·  2 ···  (𝑝 − 𝑙)  ≡  −1 (𝑚𝑜𝑑𝑝).  for a contradiction, suppose that the equation 𝑖2  = -1 has no solution in F. Then 
all the elements of F* can be divided into pairs such that the product of the elements in each pair is -1. There are 
(𝑝 − 1) /2 pairs, which is an even number.  
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Hence (𝑝 − 𝑙)!  ≡ (−1)(𝑝−1)/2 = 1 ; we therefore arrive at a contradiction. 
Theorem 3: Primes of the form 4k + 1 can be expressed as a sum of two squares.  
Proof: Let 𝑝 be a prime of the form 4𝑘 +  1. Then −1 is a quadratic residue modulo 𝑝, or equivalently, there exists 
𝑎 ∈  𝑍 such that a 𝑎2 +  1 ≡  0 (𝑚𝑜𝑑 𝑝). by Lemma 2. Now Consider the two vectors 𝑣1  =  (𝑝, 0) 𝑎𝑛𝑑 𝑣2 =
 (𝑎, 1) 𝑖𝑛 𝑹𝟐 .  
Let 𝛼𝑣1  +  𝛽𝑣2  =  (0, 0) for some 𝛼, 𝛽 ∈  𝑅. this gives us 𝑝𝛼 +  𝑎𝛽 =  0, 𝛽 =  0 and hence 𝛼 =  𝛽 =  0. 
Therefore 𝑣1, 𝑣2  are linearly independent. Then 𝜏 =  𝑣1𝒁 + 𝑣2𝒁  is a complete lattice in 𝑹
𝟐 with 𝑉𝑜𝑙(𝛤) =  𝑝. Let 
(𝑥, 𝑦)  ∈  𝜏. There exist 𝐴, 𝐵 ∈  𝑍 such that (𝑥, 𝑦)  =  𝐴𝑣1  +  𝐵𝑣2. This implies 𝑥 =  𝐴𝑝 +  𝐵𝑎, 𝑦 =  𝐵. Hence, 
                            𝑥2  +  𝑦2 = 𝐴𝑝2   +  2𝐴𝐵𝑝𝑎 + 𝐵𝑎2  +  𝐵2 ≡ 𝐵2(𝑎2  +  1)  ≡  0 (𝑚𝑜𝑑 𝑝).                   (15) 
Consider the open disc 𝐷 of radius √2𝑝 centered at the origin (0, 0) . We have; 
                                          𝑉𝑜𝑙(𝐷) =  𝑎𝑟𝑒𝑎(𝐷) =  𝜋√2𝑝2 =  2𝜋𝑝 >  4𝑝 =  22𝑉𝑜𝑙(𝛤) .                            (16) 
Thus 𝐷 is convex and centrally symmetric. By Minkowski’s theorem, there exists a lattice point apart from the 
origin in D. Let this point be (m, n). Then 0 < 𝑚2  +  𝑛2< √2𝑝 2 = 2p and 𝑝 | (𝑚2  +  𝑛2 ) and hence 𝑚2  +  𝑛2 =  𝑝. 
We are therefore done! 
Let’s see another application of Minkowski’s Theorem by proving Dirichlet’s theorem on Diophantine 
approximation. Let 𝛼 be a real number and suppose that we wish to approximate 𝛼 with rational numbers. Clearly, 
we can do it with any precision, but we put an extra requirement on the denominator of a rational number: it 
should not exceed a given 𝑄. Obviously, we can find a rational number 𝑝/𝑄 such that |𝛼 − 𝑝/𝑄| ≤ 1/𝑄.But, in 
fact, we can do much better. The following theorem was derived by Dirichlet using rather elementary methods. 
However, it can also be viewed as a direct corollary of Minkowski’s theorem.  
Theorem 4(Dirichlet). Let 𝜶 be a real number and Q a positive integer. Then there are integers 𝒑 and 𝒒 with 𝟎 <
 𝑞 ≤ 𝑄 and |𝜶 − 𝒑/𝑸| ≤ 𝟏/𝑸 
Proof: We assume that Q > 1. Consider the following set of points C in R d defined by the following inequalities:  
                                                                   𝑦 ≤ 𝛼𝑥 +
1
𝑄
, 𝑦 ≥ 𝛼𝑥 − 
1
𝑄
 , 𝑥 ≤  𝑄, 𝑥 ≥ −𝑄.                                               (17) 
Thus, C is a closed parallelepiped of volume 𝑣𝑜𝑙(𝐶) =  4𝑄 ∗ (
1
𝑄
) =  4, symmetric about the origin. By Minkowski’s 
theorem, it contains a point (𝑞, 𝑝)  ∈  𝑍2 (the determinant of lattice 𝑍2 is 1). We may assume that 𝑞 ≥ 𝑜. 
Moreover, 𝑞 =  0 is impossible, since then we would have−
1
𝑄
≤ 𝑝 ≤
1
𝑄
, whence p = 0. Therefore, 0 <  𝑞 ≤  𝑄 
holds. Yet, the first two inequalities imply |𝑝 − 𝛼𝑞| ≤ 1/𝑄 
We remark that the theorem can be generalized to the case of simultaneous Diophantine approximation, where 
we are given 𝑛 real numbers  𝛼1, 𝛼2, . . . , 𝛼𝑛 and a positive integer Q, and the task is to find rational numbers 
 𝑝1/𝑞, 𝑝2/𝑞, . . . , 𝑝𝑛/𝑞 with 0 <  𝑞 ≤  𝑄, approximating  𝛼1, 𝛼2, . . . , 𝛼𝑛 respectively. 
The following theorem was first proved by Lagrange and states that every positive integer can be expressed as the 
sum of four squares of integers. It can also be derived with the help of Minkowski’s Theorem. 
Theorem 5: For every positive integer x, there are integers 𝒙𝟏,𝒙𝟐, 𝒙𝟑, 𝒙𝟒 such that 𝒙 =  𝒙𝟏
𝟐  +  𝒙𝟐
𝟐  + 𝒙𝟑
𝟐  + 𝒙𝟒
𝟐. 
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Proof: First, we remark that we only need to consider integers x that are prime: if 𝑥 =  𝑥1
2  +  𝑥2
2  + 𝑥3
2  + 𝑥4
2  and 
𝑦 =  𝑦1
2  +  𝑦2
2  + 𝑦3
2  + 𝑦4
2,then  
𝑥𝑦 =  ( 𝑥1𝑦1 + 𝑥2𝑦2  +  𝑥3𝑦3  + 𝑥4𝑦4)
2  + (𝑥1𝑦2 − 𝑥2𝑦1  +  𝑥3𝑦4 − 𝑥4𝑦3)
2 + (𝑥1𝑦3 − 𝑥3𝑦1 + 𝑦4  + 𝑥4𝑦3)
2 +
(𝑥1𝑦4 + 𝑥2𝑦3 − 𝑥3𝑦2 − 𝑥4𝑦1)
2 .                                                                                                                                        (18) 
 Thus, let 𝑥 be a prime number. First, we show that there are integers 𝑦 and 𝑧 such that𝑦2 + 𝑧2 +  1 ≡
 0 (𝑚𝑜𝑑 𝑥).  For 𝑥 =  2 this is trivially true; otherwise, x is odd. Consider the 𝑠𝑒𝑡  
                                                                              𝑆1 ∶= {𝑦
2𝑚𝑜𝑑𝑥 ∶ 0 ≤ 𝑦 ≤ (𝑥 − 1)/2}                                               (19) 
It is easy to see that (𝑦1𝑚𝑜𝑑 𝑥) ≠  (𝑦2 𝑚𝑜𝑑 𝑥) for different 0 ≤ 𝑦1, 𝑦2  ≤ (𝑥 − 1)/2;  
Otherwise (𝑦1  −  𝑦2)(𝑦1 + 𝑦2) =  (𝑦1
2  −  𝑦2
2 )  ≡  0 (𝑚𝑜𝑑 𝑥), but both terms in the product (𝑦1  −  𝑦2)(𝑦1 + 𝑦2) 
are not divisible by 𝑥, a contradiction. Consequently,  |𝑆1|  =  (𝑥 + 1)/2 . Similarly, we may show that 𝑆2 ∶=
{−𝑧2 − 1 𝑚𝑜𝑑𝑥 ∶ 0 ≤ 𝑧 ≤ (𝑥 − 1)/2} has cardinality (𝑥 + 1)/2  . Therefore, these two sets must intersect, and 
this intersection yields 𝑦 and 𝑧 as required. 
 Now, we choose a suitable lattice and a suitable set to apply Minkowski’s theorem. We define 𝛬 =  𝛬(𝐵), where  
𝐵 = [
𝑥 0 𝑦 𝑧
0 𝑥 𝑧 −𝑦
0 0 1 0
0 0 0 1
] 
 For every vector [ 𝑥1,𝑥2, 𝑥3, 𝑥4] = 𝐵[ λ1, λ2,  λ3, λ4]
𝑇 , we have  
𝑥1
2  +  𝑥2
2  + 𝑥3
2  + 𝑥4
2  =  (𝑥 λ1  +  𝑦 λ3  +  𝑧λ4)
2  + (𝑥 λ2  +  𝑧 λ3 −  𝑦λ4)
2 + λ3
2  + λ4
2  ≡  (1 + 𝑦2 + 𝑧2)(λ3
2  +
                                                                              λ4
2 ) (𝑚𝑜𝑑 𝑥)  ≡  0 (𝑚𝑜𝑑 𝑥).                                                             (20) 
 Yet, we have 𝑑𝑒𝑡(𝛬)  =  𝑥2 . Consider the ball  
𝐵 = {[𝑥1,𝑥2, 𝑥3, 𝑥4]: 𝑥1
2  +  𝑥2
2  + 𝑥3
2  + 𝑥4
2 < 2𝑥} 
The volume of this ball is 𝑣𝑜𝑙(𝐵) = (
1
2
) 𝜋2 √2𝑥 4 =  2𝜋2𝑥2  >  24 𝑥2 . Therefore, by Minkowski’s theorem, there is 
a non-zero vector[𝑥1,𝑥2, 𝑥3, 𝑥4] ∈  𝛬 ∩ 𝐵, i.e., 𝑥1
2  +  𝑥2
2  + 𝑥3
2  + 𝑥4
2 < 2𝑥 and 𝑥1
2  +  𝑥2
2  + 𝑥3
2  + 𝑥4
2 ≡
 0 𝑚𝑜𝑑 𝑥, and the latter is only possible when 𝑥 =  𝑥1
2  +  𝑥2
2  + 𝑥3
2  + 𝑥4
2. 
We hence proved that every positive integer x can be written as sum of 4 squares. 
4. CONLCUSION 
In this paper we discussed about Minkowski theorem and a more general version given by Blichfeldt.  We also 
derived some results including that geometric proof of Lagrange’s famous theorem that any natural number can be 
written as a maximum of 4 squares and Fermat’s theorem that any prime of the form 4k+1 can be written as a sum 
of two squares using Minkowski's theorem. 
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