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Re´sume´
Des repre´sentations stochastiques de solutions de proble`mes de Dirichlet
de´terministes line´aires et non line´aires sont de´duites de l’application de la
formule de Itoˆ. Ces repre´sentations sont utilise´es pour e´tablir des algorithmes
de calcul par simulation de marches ale´atoires. Les me´thodes nume´riques as-
socie´es sont applique´es a` des exemples de proble`mes line´aires et non line´aires.
Les re´sultats des essais avec une fonction source, des estimations de temps
d’arreˆt et des courbes de re´gression quadratique sont pre´sente´s. Des solu-
tions u du proble`me de Dirichlet ∆u = a u3 sont calcule´es par cette me´thode
purement stochastique pour des valeurs de a positives et ne´gatives.
Mots cle´s : Proble`mes de Dirichlet de´terministes line´aires et non line´aires —
E´quations diffe´rentielles stochastiques — Fonctionnelles inte´grales — Re´solu-
tion nume´rique stochastique — Marche ale´atoire
Abstract
In this paper, we are interested in numerical solution of some linear boundary
value problems with Dirichlet boundary part, by the means of simulation of
random walks. We use a probabilistic interpretation of solution u, assum-
ing that the coefficient and the boundary data are sufficiently smooth, and
applying Itoˆ’s formula. From these stochastic representations of solution,
we extend some algorithms obtained for standard boundary conditions to
the quasi-linear source of the type f(u) = a u3. For positive and negative
parameter a, we then obtain numerical results by applying the stochastic
methods based upon these generalized algorithms.
Keywords: Linear and nonlinear Dirichlet BVP; SDE; Probabilistic repre-
sentation; Numerical stochastic method; Random walks
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Chapitre 1
Introduction
Le calcul des solutions d’une e´quation diffe´rentielle du type u” = f(u(t))
est d’un inte´reˆt constant (voir le re´cent article [3]). Notre objectif est prin-
cipalement de calculer des solutions de proble`mes de Dirichlet u” = au3 mis
en exergue dans [16] ou` a = 1.
La re´solution nume´rique de proble`mes aux limites peut eˆtre faite, de
manie`re classique, en mettant en œuvre des me´thodes de diffe´rences finies
ou d’e´le´ments finis, associe´es a` un maillage de l’espace.
Des me´thodes de Monte-Carlo peuvent e´galement eˆtre applique´es ; elles
conduisent, apre`s discre´tisation des e´quations, a` des traitements particuliers
lie´s a` la ge´ome´trie locale des domaines (voir, par exemple, [6], [2], [11] et [9]).
Cette e´tude explore une autre voie en utilisant la the´orie des processus
de Markov qui fournit des repre´sentations inte´grales pour les solutions des
proble`mes aux limites line´aires et non line´aires de´terministes stationnaires.
On sait, en particulier, que le proble`me de Dirichlet admet une repre´sentation
inte´grale [5] utilise´e pour e´tablir des algorithmes de calcul de la solution par
simulation de marches ale´atoires [15].
Les me´thodes nume´riques qui en de´coulent ne ne´cessitent pas d’entrer en
me´moire un maillage de discre´tisation dans le cas line´aire. Dans le cas non
line´aire, on utilise le maillage e´le´mentaire support des marches ale´atoires.
Ceci conduit a` une programmation courte et facile a` ve´rifier pas a` pas.
De manie`re plus pre´cise, on re´sout un proble`me de Dirichlet de´terministe
et stationnaire dans des cas line´aires et non line´aires. On montre notamment,
a` partir d’exemples, que l’algorithme stochastique converge plus rapidement
par relaxation dans le cas non line´aire.
Le chapitre 2 est consacre´ aux repre´sentations stochastiques des solu-
tions de proble`mes de Dirichlet line´aires et non line´aires. Les approches des
repre´sentations par re´alisations des processus sont pre´sente´es dans le chapitre
3 et les algorithmes de calcul correspondants sont e´tablis. Des simulations
4
nume´riques des marches ale´atoires sont effectue´es dans le chapitre 4 pour
calculer des valeurs des solutions. Une approche fonctionnelle est pre´sente´e
dans le chapitre 5.
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Chapitre 2
Repre´sentations des solutions
Ce chapitre est consacre´ a` la repre´sentation des solutions de proble`mes
de´terministes de Dirichlet line´aires ou non line´aires par des inte´grales sto-
chastiques.
Conside´rons un ouvert borne´ G de Rd (la dimension d e´tant fixe´e). On
note x ∈ Rd la variable d’espace et n la normale unitaire inte´rieure de´finie
sur la frontie`re ∂G.
A` partir d’e´quations diffe´rentielles stochastiques (EDS) (pour ces der-
nie`res, voir par exemple, [14, 8] et les re´fe´rences associe´es), nous pouvons
repre´senter les solutions de proble`mes aux limites en faisant intervenir l’espe´-
rance d’inte´grales : fonctionnelles de trajectoires et de fonctions ale´atoires
solutions des EDS. L’application de la formule de Itoˆ en liaison avec les EDS
conduit a` la repre´sentation des solutions.
Sur le plan fonctionnel, les repre´sentations que nous obtenons n’ont e´te´
e´tablies en ge´ne´ral que sous des hypothe`ses de re´gularite´ sur le domaine G
et sur les donne´es aux limites (se reporter aux re´fe´rences mentionne´es dans
la suite de ce chapitre). Ne´anmoins, nous utilisons ici les repre´sentations
stochastiques lorsque les donne´es ne sont pas ne´cessairement re´gulie`res : la
frontie`re ∂G du domaine peut, par exemple, pre´senter des coins ou des areˆtes
— cette proce´dure s’est de´ja` montre´e efficace par exemple dans [6, 2, 9] pour
les e´quations discre´tise´es et dans [15] pour le proble`me de Dirichlet.
Dans le paragraphe 1, nous repre´sentons la solution du proble`me de Di-
richlet. Le paragraphe 2 est consacre´ a` des proble`mes de Dirichlet quasi-
line´aires ou` le second membre de´pend de la solution.
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2.1 Proble`me de Dirichlet
Conside´rons le proble`me de Dirichlet :{ −1
2
∆u = f dans G
u = g sur ∂G
(2.1)
ou` u est la fonction inconnue, de´finie sur G, a` valeurs re´elles et les donne´es
sont les fonctions scalaires f et g, de´finies respectivement sur G et ∂G.
Introduisons le processus de Markov : Xxt = x+Wt , t ≥ 0 , ou`Wt est un
processus de Wiener standard a` valeurs dans Rd tel que l’on ait : Xx0 = x.
Soit G le comple´mentaire de G dans Rd. Le temps d’atteinte de G est
de´fini par :
τx = inf
{
t > 0 | Xxt ∈ G
}
.
Lorsque la condition : E[τx] < +∞ est ve´rifie´e en tout point x de G, la
formule de Itoˆ applique´e a` u (Xxt ) conduit a` la repre´sentation de la solution
de (2.1), que nous e´crivons, pour des raisons techniques, sous la forme :
u(x) = E [ Y ] , x ∈ G, (2.2)
avec la variable ale´atoire :
Y =
∫ τx
0
f (Xxt ) dt+ g (X
x
τx ) . (2.3)
Des re´sultats fonctionnels sur ce proble`me et la repre´sentation associe´e peuvent,
par exemple, eˆtre trouve´s dans [1], [5] et [7].
Conside´rons le temps d’atteinte τ et montrons que τ de´pend du coefficient
de diffusion a.
Soit B(O, r) une boule ouverte de Rd, de centre O et de rayon r, de frontie`re
C(O, r).
Conside´rons u : B(O, r) −→ R la solution unique du proble`me :{
−1
2
a∆u = 1 dans B(O, r)
u = 0 sur C(O, r) (2.4)
ou` a > 0 est suppose´ constant.
Alors u admet la repre´sentation (2.2–2.3) avec le processus :
Xxt = x+
√
aWt . (2.5)
D’apre`s le raisonnement applique´ par [7, page 253, avec a ≡ 1], on en
de´duit que le temps d’atteinte τx du comple´mentaire de B(O, r) par le pro-
cessus Xxt , a` partir d’un point inte´rieur x, ve´rifie :
u(x) = E [ τx ] =
r2 − |x|2
d a
, x ∈ B(O, r).
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Par conse´quent, lorsque a tend vers ze´ro par valeurs positives, E [ τx ] tend
vers +∞.
De plus, lorsque a de´croˆıt, les accroissements du processus (2.5) de´crois-
sent avec
√
a car dXxt =
√
a dWt ; ceci limite notre champ d’investigation
lors des essais nume´riques. C’est pourquoi, avant toute re´solution nume´rique,
on s’inte´resse au comportement de la solution u lorsque a tend vers ze´ro sur
G pour e´viter les e´ventuelles difficulte´s nume´riques.
2.2 Proble`me de Dirichlet quasi-line´aire
Conside´rons le proble`me :{
−1
2
∆u = f(x, u) dans G
u = g sur ∂G
(2.6)
ou` f est une fonction donne´e de (x, u), f non line´aire en u, suppose´e re´gulie`re.
Appliquons la me´thode des approximations successives :
A` l’ordre m, substituons f par f
(
u(m−1)
)
dans (2.1), alors (2.2) et (2.3)
donnent la repre´sentation de la solution de (2.6) sous la forme ite´rative :
u(m)(x) = E
[
Y (m)
]
, x ∈ G, (2.7)
avec la variable ale´atoire :
Y (m) =
∫ τ
0
f
(
Xxt , u
(m−1) (Xxt )
)
dt+ g (Xxτ ) . (2.8)
Sous certaines conditions, en particulier sur la re´gularite´ du second membre
f , la suite Y (m) tend vers la repre´sentation stochastique de la solution u du
proble`me 2.6 (voir le chapitre 5).
L’objectif principal de ce travail est le calcul de solutions, suppose´es suffi-
samment re´gulie`res et borne´es, du syste`me non line´aire :

∆u = a u3 dans G =]0; 1[
u(0) = 0
u(1) = 1
(2.9)
avec le parame`tre a ∈ R et ou` le second membre f est une fonction non
line´aire de u.
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2.3 Commentaires
Les repre´sentations des solutions ont e´te´ e´tablies a` partir d’e´quations
diffe´rentielles stochastiques (EDS) (pour ces dernie`res, voir par exemple, [14,
8] et les re´fe´rences associe´es).
Sur le plan fonctionnel, les repre´sentations que nous avons obtenues, n’ont
e´te´ e´tablies en ge´ne´ral que sous des hypothe`ses de re´gularite´ sur le domaine G
et sur les donne´es aux limites. Ne´anmoins, nous utilisons les repre´sentations
stochastiques lorsque les donne´es ne sont pas ne´cessairement re´gulie`res : la
frontie`re ∂G du domaine peut, par exemple, pre´senter des coins ou des areˆtes
— cette proce´dure s’est de´ja` montre´e efficace par exemple dans [6, 2, 9] pour
les e´quations discre´tise´es et dans [15] pour le proble`me de Dirichlet sans
terme de potentiel (pour cette notion, voir [13]).
Les repre´sentations associe´es aux proble`mes de Dirichlet (2.1) peuvent
eˆtre trouve´es, par exemple, dans [1], [5, page 127] et [7, pages 244 et 364], ou` la
solution est suppose´e de classe C2 (G ). Des re´sultats fonctionnels concernant
la re´gularite´ de la solution des proble`mes de Dirichlet (2.1), et la re´gularite´
de ses de´rive´es, sont rappele´s dans [2] ou` les conditions sur les donne´es sont
telles que la solution est de classe C2 (G ).
Dans le cas non line´aire, des repre´sentations ite´ratives du type (2.7–2.8)
peuvent eˆtre trouve´es dans [5], mais seulement dans le cas d’une e´quation
parabolique semi-line´aire.
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Chapitre 3
Algorithmes de re´solution
Ce chapitre a pour objet de donner des re´alisations des processus associe´s
aux repre´sentations du chapitre pre´ce´dent. Ces re´alisations permettent de cal-
culer effectivement les solutions des proble`mes aux limites. Le traitement des
conditions aux limites se rame`ne a` un comptage des nombres d’absorptions
sur les frontie`res du domaine. Le traitement de la non-line´arite´ conduit a` des
ite´rations des algorithmes de calcul des solutions de proble`mes line´aires.
3.1 Proble`me de Dirichlet
La solution du proble`me (2.1) est repre´sente´e par la moyenne d’une varia-
ble ale´atoire Y fonction d’un processus de Wiener standard [15].
La repre´sentation de ce proble`me par les e´quations (2.2–2.3), page 7,
montre qu’il suffit de calculerNT valeurs approche´es de Y , note´es Y1, . . . , YNT ,
pour obtenir u(x) :
u(x) =
1
NT
NT∑
n=1
Yn .
Chaque valeur Yn est obtenue a` partir d’une simulation d’un processus de
Wiener de la manie`re suivante : le pas h > 0 e´tant fixe´, on simule le processus
Xxt par la suite de vecteurs ale´atoires X0, . . . , Xk, . . . de´finis par les formules
de re´currence :
X0 = x ∈ G , initialisation,
Xk+1 = Xk + hDk , k ∈ N,
ou`Dk est un vecteur ale´atoire tel que, si ei, i = 1, . . . , d, est la base canonique
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de Rd, alors
Dk =
d∑
i=1
Dk,i ei
ve´rifie :
Prob(Dk = ei) = Prob(Dk = −ei) = 1
2d
, i = 1, . . . , d .
En dimension trois, par exemple, on engendre une suite, ne´cessairement
finie, de nombres :
U0, . . . , Uk, . . . , UN ,
simulant une variable ale´atoire U uniforme´ment distribue´e sur l’intervalle
[0, 1] a` l’aide d’un ge´ne´rateur de nombres pseudo-ale´atoires ; puis on pose,
pour tout k :
i
6
≤ Uk ≤ i+ 1
6
=⇒ Dk = (−1)iej , i = 0, . . . , 5,
avec
j = 1 +
[
i
2
]
ou` les crochets de´signent la partie entie`re de l’argument.
En dimension deux, a` chaque intervalle de temps, le de´placement se fait :
1. soit a` pas constant h dans l’une des deux directions d’un repe`re or-
thonorme´, direction choisie au hasard avec une probabilite´ 1/2, et avec
un des deux sens choisi au hasard avec une probabilite´ 1/2, comme
le montrent la figure 3.1-A et l’algorithme 1 du pas e´le´mentaire de la
figure 3.2, ou` la fonction random renvoie un re´el appartenant a` [0, 1[ ;
2. soit a` pas constant h
√
2 dans l’une des deux bissectrices d’un repe`re
orthonorme´, direction choisie au hasard avec une probabilite´ 1/2, et
avec un des deux sens choisi au hasard avec une probabilite´ 1/2, comme
le montrent la figure 3.1-B et l’algorithme 2 du pas e´le´mentaire de la
figure 3.2, ou` la fonction randi renvoie un entier pair ou impair pour
chaque coordonne´e.
Chaque simulation donne une re´alisation Xk, 0 ≤ k ≤ N , d’une marche
ale´atoire dans G telle que :
X0 = x ∈ G , . . . , XN−1 ∈ G et XN 6∈ G ,
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Figure 3.1 – Pas e´le´mentaires d’une marche ale´atoire dans le plan, avec une
probabilite´ de 1/4 chacun
Algorithme 1 du pas e´le´mentaire
U1:=random; U2:=random;
if U1<0.5 then
if U2<0.5 then X2:=X2 + H
else X2:=X2 - H
else
if U2<0.5 then X1:=X1 + H
else X1:=X1 - H;
Algorithme 2 utilise´ sous MATLAB
m =[x1;x2] ;
m =m+h.*(-1).^randi(2,[2, 1]);
Figure 3.2 – Algorithmes du pas e´le´mentaire
dont la trajectoire est la courbe polygonale reliant les points Xk et Xk+1,
k = 0, . . . , N − 1 , successivement.
Le processus ale´atoire Xxt est alors discre´tise´ selon la me´thode d’Euler ;
en particulier, si h est le pas d’une marche ale´atoire simule´e, alors on a les
accroissements en pas et en temps suivants :
δXxt = h et δt = h
2/d .
A` chaque marche ale´atoire simule´e Xk, on de´finit et on calcule l’encaisse-
ment Yn :
Yn = δt ·
N∑
k=1
f(Xk) + g1(XN ) .
Puis on re´pe`te cette de´marche NT fois pour obtenir un e´chantillon de taille
NT pour la variable ale´atoire Y et on en de´duit u(x).
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L’entier NT correspond au nombre de marches ale´atoires simule´es, donc
au nombre d’absorptions par G. Cet entier NT est l’indice maximum de la
boucle principale du programme. La deuxie`me et dernie`re boucle du pro-
gramme suit pas a` pas chaque marche ale´atoire en additionnant au fur et a`
mesure la valeur de la fonction source f , puis, pour finir, l’effet de l’absorption
avant de stocker l’encaissement Yn correspondant.
Conside´rons un domaine G de R2 et un point (X1D,X2D) donne´ dans G.
Alors un algorithme possible A1 du proble`me de Dirichlet se pre´sente sous
la forme :
YN := 0.0;
for i:=1 to NT do
begin
X1:= X1D; X2:= X2D; YA:= 0.0;
while INTER(X1,X2) = true do
begin
YA:= YA + F(X1,X2);
X1:= X1 + pas e´le´mentaire ale´atoire;
X2:= X2 + pas e´le´mentaire ale´atoire;
end;
YN:= YN + H * H * YA/2 + G1(X1,X2);
end;
U:= YN / NT;
Figure 3.3 – Boucle du proble`me de Dirichlet
La fonction INTER prend la valeur vraie lorsque le point (X1,X2) est dans G
et fausse sinon. La fonction F de´finit l’effet de la source en chaque point de la
marche dans G et G1 de´finit l’effet d’absorption sur la frontie`re du domaine.
3.2 Proble`me de Dirichlet quasi-line´aire
La solution du proble`me (2.6) est repre´sente´e par la moyenne d’une varia-
ble ale´atoire Y fonction d’un processus de Wiener standard.
La repre´sentation de ce proble`me par les e´quations (2.7–2.8), page 8, montre
qu’il suffit de calculer NT valeurs approche´es de Y , note´es Y1, . . . , YNT , pour
obtenir u(x) :
u(x) =
1
NT
NT∑
n=1
Yn .
13
Chaque valeur Yn est obtenue a` partir d’une simulation d’une marche ale´atoire
selon l’algorithme 3.2 comme pour la re´solution du proble`me (2.1).
Comme indique´ dans le paragraphe 3.1, chaque simulation donne une
re´alisation Xk, 0 ≤ k ≤ N , d’une marche ale´atoire dans G, le processus
ale´atoire Xxt e´tant discre´tise´ selon la me´thode d’Euler.
A` chaque marche ale´atoire simule´e Xk, on de´finit et on calcule l’encaisse-
ment Yn :
Yn = δt ·
N∑
k=1
f ( u (Xk) ) + g(XN) .
Puis on re´pe`te cette de´marche NT fois pour obtenir un e´chantillon de
taille NT pour la variable ale´atoire Y et on en de´duit u(x). Dans le cas non
line´aire, le calcul est effectue´ aux points de discre´tisation du domaine (points
supports des marches ale´atoires), puis re´ite´re´ a` partir des valeurs obtenues
en ces points.
Le cas non line´aire demande quelques explications. Non seulement la solu-
tion est calcule´e sur l’ensemble des points de discre´tisation du domaine, mais
encore la non-line´arite´ impose des ite´rations des algorithmes pre´ce´dents.
Conside´rons un domaine G = ]0, L[. Alors un algorithme possible A2 du
proble`me de Dirichlet non line´aire (2.6) se pre´sente sous la forme :
% Proble`me non line´aire avec condition de Dirichlet
% Subdivision en maxpt intervalles du domaine G = ] 0, L [
maxpt1 = maxpt + 1 ;
h = L / maxpt ; % Pas de la marche ale´atoire
% miter % Nombre d’ite´rations
% nt % Nombre de marches ale´atoires par point
% U % Initialisation de U
% Ite´ration du proble`me non line´aire
for iter = 1:miter
for J = 2:maxpt
ys = 0.0 ; dir = 0.0 ;
for I = 1 : nt % Nb de marches ale´atoires par point
m = J; ya = 0.0;
while ( Inter(m)==1 )
ya = ya + F( U( m ) ) ;
m = m + (-1)^randi([0, 1]) ;
end
dir = dir + G( m ) ;
ys = ys + ya ;
end
14
U(J) = ( h*h*ys + dir ) /nt ;
end
end
% Affichage des valeurs obtenues
La variable maxpt est le nombre d’intervalles de la subdivision de G ,
iter le nombre d’ite´rations, miter le maximum d’ite´rations, U le tableau
d’argument J des valeurs successives de U obtenues a` chaque ite´ration.
La marche ale´atoire se fait d’un point xm a` un point voisin xm−1 ou xm+1
de la subdivision du domaine ; le pas ale´atoire e´le´mentaire est donc discret :
on passe d’un indice M a` un indice voisin M-1 ou M+1, compris entre 1 et
maxpt+ 1. L’entier nt correspond au nombre de marches ale´atoires simule´es
a` chaque ite´ration, donc au nombre d’absorptions par G a` chaque ite´ration.
En chaque point xj de la subdivision, une valeur de la solution u(xj)
est estime´e, inte´gre´e a` la boucle de subdivision, donc prise en compte pour
l’estimation des valeurs de la solution aux points suivants xk, k > j. Plus
pre´cise´ment, a` l’e´tape m, on calcule une valeur de umj+1 a` l’aide des valeurs de
l’e´tape m en cours : um1 , . . . , u
m
j , et des valeurs de l’e´tape pre´ce´dente m− 1 :
um−1j+1 , . . . , u
m−1
maxpt
.
Dans le paragraphe 4.2 du chapitre suivant, nous nous inte´resserons plus
particulie`rement au syste`me (2.9) et, compte tenu des essais nume´riques et
de la convergence nume´rique, nous serons amene´s a` modifier cet algorithme.
3.3 Commentaires
La vitesse de convergence des algorithmes de´pend du pas h de la marche
ale´atoire ; le processus brownien X discre´tise´ et le temps d’atteinte τ de
la frontie`re ∂G en de´pendent e´galement. Lors des essais nume´riques, notre
champ d’investigation est limite´ a` des valeurs de h qui permettent au pro-
cessus d’atteindre la frontie`re en des temps raisonnables, donc aux vitesses
de calcul des ordinateurs utilise´s ; pour e´viter d’e´ventuelles difficulte´s nume´-
riques, on s’inte´resse au comportement des temps d’atteinte avant toute
re´solution nume´rique.
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Chapitre 4
Essais nume´riques
Des simulations nume´riques de la me´thode stochastique introduite pre´ce´-
demment sont pre´sente´es dans ce chapitre. Ces essais sont destine´s a` valider
les repre´sentations du chapitre 2 ainsi que les me´thodes approche´es du cha-
pitre 3. Enfin, le syste`me de Dirichlet non line´aire (2.9) est re´solu a` l’aide du
mouvement brownien approche´e par des marches ale´atoires.
4.1 Proble`me de Dirichlet
Conside´rons le proble`me (2.1) dans la couronne G de´finie par :
G =
{
(x, y) ∈ R2 | 1 <
√
x2 + y2 < 3
}
(cf. figure 4.1), avec les donne´es suivantes :
f ≡ 0 dans G
g ≡ 4 sur C(0; 1) = {(x, y) ∈ R2 | x2 + y2 = 1}
g ≡ 6 sur C(0; 3) = {(x, y) ∈ R2 | x2 + y2 = 9} .
Ce proble`me de Dirichlet admet pour solution exacte :
u(x, y) = 4 + 2
ln
√
x2 + y2
ln 3
. (4.1)
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Figure 4.1 – Couronne circulaire G de frontie`re C(O; r = 1) ∪ C(O;R = 3)
A` l’aide de l’algorithme A1, on a obtenu, dans un premier temps, les
re´sultats du tableau 4.1, page 17, avec les donne´es suivantes :
Point conside´re´ : (x, y) = (2; 0)
Nombre de tirages : NT = 105
Valeur exacte : u(2; 0) ≈ 5,26186.
Table 4.1 – Proble`me de Dirichlet — Calcul de la solution en (2; 0)
Pas d’une marche Valeur calcule´e Erreur relative
h uc |(uc − u)/u|
0,1 5,27040 1,6 ·10−3
0,05 5,26876 1,3 ·10−3
0,025 5,26730 1,0 ·10−3
0,005 5,25766 0,8 ·10−3
et, dans un second temps, l’e´volution de la solution calcule´e jusqu’a` 106
tirages avec h = 10−3 de la figure 4.2 ou` la solution calcule´e est porte´e en
ordonne´e tous les 104 tirages.
17
E´volution de la solution u en fonction du nombre de tirages
0 2 · 105 4 · 105 6 · 106 8 · 105 106
Nombre de tirages
5, 2596
5, 2619
5, 2653
.
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Figure 4.2 – Courbe d’e´volution de la solution jusqu’a` 106 tirages — Valeur
the´orique : u = 5, 2619 — Pas de la marche simule´e : h = 10−3
Conside´rons des couronnes circulaires et rectangulaires de la figure 4.3 de
la page 19.
Des re´sultats des essais nume´riques sont repre´sente´s dans les figures 4.3,
4.4 et 4.5 ; ils ont e´te´ obtenus avec un pas h = 0.1 et un nombre de marches
ale´atoires e´gal a` 5000 par point.
Dans un premier temps, des e´valuations des temps d’atteinte ont e´te´
effectue´es et reporte´es sous chaque couronne de la figure 4.3.
Dans un second temps, les essais nume´riques ont conduit aux repre´sen-
tations de la solution de la figure 4.4 de la page 19.
A` l’aide de l’outil ”Curve Fitting Tool” de MATLAB, l’approximation des
solutions de la solution conduit aux coefficients suivants (avec un intervalle
de confiance a` 95%) :
1. Couronne circulaire : f(x) = a + b ln(x)/ ln(3),
a = 4.014 (4.011, 4.016), b = 1.986 (1.981, 1.99)
2. Couronne rectangulaire 1 : f(x) = p1x
2 + p2x+ p3,
p1 = −0.4289 (−0.4351,−0.4227), p2 = 2.531 (2.505, 2.556),
p3 = 2.26 (2.237, 2.284)
3. Couronne rectangulaire 2 : f(x) = p1x
2 + p2x+ p3,
p1 = −0.1137 (−0.1201,−0.1072), p2 = 1.445 (1.418, 1.471),
p3 = 2.673 (2.648, 2.698)
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Figure 4.3 – Temps d’atteinte de la frontie`re de couronne et des parties
internes et externes
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Dirichlet problems on circular and rectangular rings
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Figure 4.4 – Solutions approche´es des trois couronnes
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Figure 4.5 – Temps d’atteinte des frontie`res des trois couronnes
Les estimations des temps d’atteinte des frontie`res des couronnes et leurs
courbes de re´gression quadratique sont donne´es sur la figure 4.5 de la page
20. Les courbes de re´gression admettent pour e´quations :
1. Couronne circulaire : f(x) = −0.9932x2 + 3.883x− 2.76
2. Couronne rectangulaire 1 : f(x) = −0.4609x2 + 1.6x− 0.811
3. Couronne rectangulaire 2 : f(x) = −1.081x2 + 4.329x− 3.244
Les temps d’atteinte des frontie`res et des parties inte´rieures et exte´rieures
aux couronnes sont pre´cise´s dans l’annexe B.
4.2 Proble`me de Dirichlet quasi-line´aire
Dans un premier temps, pour valider l’algorithme A2, re´solvons le pro-
ble`me (2.6) dans l’intervalle G = ]0, L[, avec les donne´es suivantes :
f(u) =
1
2
exp
(
u
1 + x
− 1
)
dans G
g1(0) = 1 , g1(L) = (1 + L)
(
1− ln(1 + L)
)
ou` le second membre f est non line´aire en u.
Ce proble`me de Dirichlet admet pour solution exacte :
u(x) = (1 + x)
(
1− ln(1 + x)
)
.
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A` l’aide de l’algorithme A2, les re´sultats du tableau 4.2 ont e´te´ obtenus
avec les donne´es suivantes :
Longueur de l’intervalle : L = 1
Nombre de points : MAXPT + 1 = 51
Nombre de tirages : NT = 103
Pas d’une marche : h = 2× 10−2
Valeur initiale : u ≡ 0
Nombre d’ite´rations : MITER = 10
(4.2)
L’intervalle G a e´te´ subdivise´ en MAXPT = 50 sous-intervalles de meˆme lon-
gueur. La solution a e´te´ calcule´e, a` chaque ite´ration, en chacun des points
de discre´tisation. Apre`s dix ite´rations, le maximum de l’erreur relative aux
points de discre´tisation a e´te´ calcule´ et vaut : 1,62× 10−2 au point 0,72.
Table 4.2 – Proble`me de Dirichlet non line´aire
Point Valeur calcule´e Valeur approche´e Erreur relative
x uc u |(uc − u)/u|
0,2 1,0013 0,9998 0,15 × 10−2
0,5 0,8920 0,8918 0,02 × 10−2
0,72 0,79999 0,78720 1,62 × 10−2
0,8 0,7415 0,7420 0,07 × 10−2
Dans un second temps, conside´rons le proble`me (2.6), correspondant a`
(2.9) issu de [16], dans l’intervalle G = ]0, 1[, avec les donne´es suivantes :
f(u) ≡ −1
2
a u3 dans G
g(0) ≡ 0
g(1) ≡ 1
Lorsque a = 1, ce proble`me de Dirichlet admet une solution qui ve´rifie [16] :
∀ x ∈ G, x(1+
√
5)/2 ≤ u(x) ≤ x . (4.3)
A` l’aide de l’algorithme A2 (mais sans relaxation), les re´sultats de la
figure 4.6 ont e´te´ obtenus avec les donne´es suivantes :
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Nombre de points : MAXPT + 1 = 51
Nombre de tirages : NT = 2× 103
Pas d’une marche : h = 2× 10−2
Valeur initiale : u ≡ 0
Courbe repre´sentative de la solution calcule´e uc a` l’ite´ration 39
y(x)=x
↓ ↑
y(x)=x(1+
√
5)/2
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Figure 4.6 – Repre´sentation de la solution du proble`me de Dirichlet non
line´aire : u′′ = u3, u(0) = 0, u(1) = 1 en trait continu
Le nombre d’ite´rations MITER a e´te´ remplace´ par le test d’arreˆt :
x
(1+
√
5)/2
i ≤ u(xi) ≤ xi est re´alise´ (cf. (4.3)) et u(xi−1) < u(xi), pour tout i =
2,. . ., MAX, c’est-a`-dire que la solution calcule´e aux points xi de discre´tisation
est bien encadre´e et est strictement croissante. Sur la figure 4.6, le test est
satisfait a` l’ite´ration 39.
Avec le logiciel MATLAB, le programme prend la forme suivante :
% Proble`me non line´aire avec condition de Dirichlet
clear all
rng(’shuffle’,’v5uniform’);
tic
% Domaine G = ] 0, 1 [
l = 1.0 ;
% Subdivision en maxpt intervalles
maxpt = 20 ;
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maxpt1 = maxpt + 1 ;
h = l / maxpt ; % Pas de la marche ale´atoire
% Nombre d’ite´rations
miter = 500 ;
% Nombre de marches ale´atoires
nt = 20000 ;
% Initialisation de U
U = 0 : h : 1 ;
% Fonctions encadrantes et lissage
x = 0:maxpt;
y = (h.*x).^(0.5*(1+sqrt(5)));
z = h.* x ;
hspline = 0.25*h;
% Ite´ration du proble`me non line´aire
for iter = 1:miter
for J = 2:maxpt
ys = 0.0 ; dir = 0.0 ;
for I = 1 : nt % Nb de marches ale´atoires par point
m = J; ya = 0.0;
while ( (m > 1) && (m < maxpt1 ) )
ya = ya - 0.5* U( m )* U( m )* U( m ) ;
m = m + (-1)^randi([0, 1]) ;
end
if m > 1 dir = dir + 1.0 ; end
ys = ys + ya ;
end
U(J) = ( h*h*ys + dir ) /nt ;
end
figure(iter) hold all cla
xx = 0:hspline:maxpt;
yy = spline(x,U,xx);
plot(xx,yy)
plot(x,y);plot(x,z)
end
toc
Pour la valeur a = 1, nous avons obtenu une courbe repre´sentative de la solu-
tion calcule´e nume´riquement par la me´thode stochastique et l’erreur relative
par rapport a` des calculs par diffe´rences finies suivant la fonction MAT-
LAB ’bvpc’ applique´e a` de nombreuses valeurs initiales dans la commande
MATLAB ’bvpinit’. Des courbes sont donne´es dans les figures 4.7 ou` l’erreur
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Figure 4.7 – Solution pour a = 1 - Erreur relative empirique
relative empirique atteint un maximum infe´rieur a` 2% au voisinage de ze´ro
et ou` la me´thode stochastique est re´gularisante par rapport a` la me´thode aux
diffe´rences finies (a` condition de prendre des nombres de marches ale´atoires
et d’ite´rations suffisamment grands, ce qui a un couˆt en temps de calcul).
Compte tenu des difficulte´s de convergence nume´rique et du temps de
calcul, le programme de calcul a e´te´ ame´liore´ en premier lieu par le choix
ale´atoire du point de de´part des marches ale´atoires, ce qui e´vite le biais
du choix croissant des points, et par l’introduction d’un calcul de moyennes
progressives a` l’aide du poids bary qui permet de cumuler l’effet des marches
ale´atoires successives. Par rapport au programme pre´ce´dent, le programme ci-
apre`s a donne´ une convergence nume´rique plus rapide, en particulier pour a =
−1 (voir la figure 4.8 ou` l’e´volution de l’erreur relative empirique (u− x)/x
est reporte´e).
% Ite´ration du proble`me non line´aire
miter1 = miter * maxpt ;
for iter = 1:miter1
m = randi( [ 2 , maxpt ] ) ; % Choix ale´atoire
ys = 0.0 ; dir = 0.0 ;
for I = 1 : nt % Nb de marches ale´atoires par point
indice = m ; ya = 0.0;
while ( (indice > 1) && (indice < maxpt1 ) )
ya = ya + U3demi( indice ) ; % + au lieu de -
indice = indice + (-1)^randi([0, 1]) ;
end
dir = dir + (indice>1);
ys = ys + ya ;
end
U(m) = ( (h2*ys + dir )/nt + bary(m)*U(m) )/(bary(m)+1) ;
U3demi(m) = 0.5 .* U(m).* U(m).* U(m) ;
bary(m) = bary(m) + 1 ;
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Figure 4.8 – Solution pour a = −1 - Courbes de convergence nume´rique
end
Ce programme a donne´ les re´sultats repre´sente´s dans les figures 4.8.
Pour faciliter l’e´criture d’un programme de calcul paralle`le avec MATLAB,
nous effectuons le changement de variable suivant :
v = k u avec k = sgn(a)
√|a|
Alors le syste`me devient :

∆v = sgn(a) v3 dans G
v(0) = 0
v(1) = sgn(a)
√|a|
(4.4)
SoitM > 0 assez grand. On cherche une solution v borne´e parM , de´rivable a`
l’ordre deux, a` de´rive´es continues et borne´es sur l’intervalle ferme´ G∗ = [0, 1].
Alors on a :
v ∈ C2b (G∗ ) =⇒ f (v) ∈ C2b (G∗ )
ou` f(v) = sgn(a) v3.
La fonction f est lipschitzienne en v, uniforme´ment sur G, ce qui satisfait
les conditions du The´ore`me 5.1 du chapitre 5.
Ces proprie´te´s sont pre´sente´es dans l’annexe A.
La me´thode a conduit aux re´sultats de la figure 4.9 avec une subdivision
en 20 intervalles et un nombre de marches ale´atoires e´gal a` 20 000 en moyenne
par point.
Les valeurs de a correspondant a` u′(1) = 0 et a` u′(1) = −1 ont e´te´
obtenues avec la me´thode stochastique et les fonctions bvp4c de Matlab et
NDSolve de Mathematica (voir le tableau 4.3).
Pour ces deux cas, la me´thode stochastique a conduit aux re´sultats de la
figure 4.10 avec une subdivision en 20 intervalles et un nombre de marches
ale´atoires e´gal a` 10 000 en moyenne par point.
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Figure 4.9 – Solutions pour a ∈ −4,−3,−2,−1, 1, 2, 3, 4, 5
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Table 4.3 – Valeurs de a pour lesquelles u′(1) = 0 et u′(1) = −1
Me´thode MATLAB MATHEMATICA
u′(1) stochastique bvp4c NDSolve
0 a = −3.43755656 a = −3.43761588 a = −3.43759287
−1 a = −4.39 a = −4.33564372 a = −4.33553126
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Figure 4.10 – Solutions pour u′(1) = 0 et u′(1) = −1
4.3 Commentaires
Pour a > 0, on trouve des solutions tre`s proches (moins de 1%) de celles
obtenues avec les logiciels Mathematica (commande NDSolve, en particulier
avec les me´thodes ”Shooting” et ”ExplicitRungeKutta”) et MATLAB (en
particulier avec la commande bvp5c). Les courbes ont donc la meˆme forme
convexe que celle de la figure A.1 de l’annexe A.
Pour a < 0, on trouve des solutions concaves pour a > −4.5. Par contre,
a = −4.5 et a = −5 conduisent a` une convergence nume´rique ”lente” dans un
premier temps (par accumulation de marches ale´atoires), puis a` une diver-
gence nume´rique de manie`re ”explosive” dans un second temps (ou` la solution
atteinte nume´riquement est prise comme valeur initiale). Par conse´quent, il
ne faut pas se limiter a` une convergence nume´rique, mais il est ne´cessaire
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de re´ite´rer la me´thode en prenant la valeur obtenue dans un premier temps
comme valeur initiale ; le ”bruit blanc” du mouvement brownien permet de
tester la stabilite´ de cette valeur obtenue lors de la premie`re e´tape ; si cette
valeur est stable, alors une solution est atteinte ; sinon, la me´thode ne permet
pas d’affirmer que la valeur obtenue dans un premier temps soit une solution
(meˆme instable).
Pour a = −3.43755656 et a = −4.39, les courbes obtenues ont les formes
des figures A.2 de l’annexe B. La forme A.3 de l’annexe B n’a jamais e´te´ ob-
tenue lors des essais nume´riques de la me´thode stochastique, sauf de manie`re
transitoire. La me´thode stochastique privile´gie les solutions les ”plus stables”
en un sens qui reste a` de´finir. Les autres solutions sont soit instables, soit
me´tastables quand elles posse`dent un domaine d’attraction re´duit, si ce do-
maine existe (les calculs n’ont pas permis de trouver de tels domaines).
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Chapitre 5
Approche fonctionnelle
5.1 Introduction
Le proble`me de Dirichlet non line´aire (2.6) a e´te´ re´solu nume´riquement a`
l’aide de la repre´sentation (2.7–2.8) par reports successifs des valeurs obte-
nues. Ce chapitre pre´sente une approche fonctionnelle de ce type de repre´sentation
sous des hypothe`ses supple´mentaires d’existence et de re´gularite´ de la solu-
tion. Cette approche par une me´thode de type Picard est utilise´e dans [5],
exclusivement a` l’aide de la formule de Feynman-Kac, pour e´tablir certains
re´sultats concernant la solution de proble`mes de Cauchy dans Rd avec des
conditions particulie`res sur les donne´es et sur les ope´rateurs. L’objectif prin-
cipal de ce chapitre est de justifier, autant que possible, l’utilisation des
repre´sentations qui permettent de re´soudre nume´riquement le proble`me non
line´aire (2.6).
Nous conside´rons le domaine G = ]0, L[ ou` L > 0 est une constante
donne´e ; nous notons x la variable d’espace appartenant a` G ; n de´signe la
normale unitaire inte´rieure de´finie sur ∂G.
Conside´rons le proble`me :{ −1
2
∆u = f(u) dans G
u = g sur ∂G
(5.1)
ou` l’inconnue u est de´finie de G dans R et les donne´es sont :
f : R −→ R
u 7−→ f(u)
g : ∂G −→ R
x 7−→ g(x)
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Une repre´sentation stochastique permet l’application d’un the´ore`me de
point fixe. Ceci conduit a` montrer dans le paragraphe 5.2, l’existence et
l’unicite´ de la solution u de (5.1) avec un second membre non line´aire f(u)
sous des conditions sur f .
5.2 Une me´thode de point fixe
Sur le plan fonctionnel, il s’agit de se ramener a` traiter des repre´sentations
stochastiques de la solution de (5.1) par une me´thode de point fixe.
La suite de ce paragraphe concerne principalement la re´solution du sys-
te`me (5.1) avec f suffisamment re´gulie`re, par utilisation d’un the´ore`me de
point fixe de type Picard.
On introduit les espaces fonctionnels suivants :
(i) Ck
b
(G ), respectivement Ck
b
( ∂G ), l’espace des fonctions borne´es, k
fois de´rivables en x ∈ G, respectivement x ∈ ∂G, a` de´rive´es borne´es ;
(ii) Cb (G ), l’espace des fonctions continues et borne´es, muni de la norme
sup :
u 7→ |u|∞ = max{ |u(x)| : x ∈ G }. (5.2)
Les e´tapes de la me´thode peuvent eˆtre de´finies ainsi :
1. on prend u(1) dans C2b (G ) et on ve´rifie que l’on a : f
(
u(1)
)
dans
C2b (G ) ;
2. en supposant que, pour f
(
u(1)
)
dans Cb (G ), il existe une solution u(2)
du proble`me : {
−1
2
∆u(2) = f(u(1)) dans G
u(2) = g sur ∂G
(5.3)
ve´rifiant : u(2) ∈ Cb (G ),
on obtient une repre´sentation stochastique associe´e ;
3. on de´finit l’application u(2) = G (u(1)) et on montre que G a un point
fixe unique dans un espace adapte´.
On doit ve´rifier pre´alablement que, pour tout u ∈ C2b (G ), on a f (u) ∈
C2b (G ), pour pouvoir de´finir la repre´sentation stochastique associe´e au pro-
ble`me.
Exemple.
La fonction f(u) = a u3 est de classe C∞ en u et ve´rifie :
u ∈ C2b (G ) =⇒ f (u) ∈ C2b (G ) . (5.4)
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La seconde e´tape ne´cessite la mise en e´vidence d’une formulation stochas-
tique associe´e a` (5.3), note´ plus simplement :{
−1
2
∆u = f dans G
u = g sur ∂G
(5.5)
ou` les fonctions f et g ve´rifient, par hypothe`se, les proprie´te´s :
f ∈ C2b (G ) (5.6)
g ∈ C2b ( ∂G ) (5.7)
Proposition : On suppose f , g donne´s ve´rifiant (5.6–5.7).
Alors, le syste`me line´aire (5.5) admet une solution unique u dans C2b (G ).
De´monstration : voir [10].
Il reste a` e´tablir le re´sultat de cette approche fonctionnelle. Nous adaptons
au cadre stochastique, a` l’aide des hypothe`ses d’existence et de re´gularite´,
les arguments utilise´s dans le cadre de´terministe.
The´ore`me 5.1. On suppose que :
1. le domaine en espace est de´fini par :
G = ]0, L[ , avec 0 < L < +∞ ;
2. le second membre f ve´rifie :
u ∈ C2b (G ) =⇒ f (u) ∈ C2b (G )
et la fonction f est lipschitzienne en u, uniforme´ment sur G ;
3. la fonction g ve´rifie (5.7) ;
4. les donne´es du syste`me line´aire (5.5) sont telles que, pour tout f dans
Cb (G ), il existe une solution unique u telle que :
u ∈ Cb (G ) . (5.8)
Alors (5.1) admet une solution unique u dans Cb (G ), qui est limite de fonc-
tions dans C2b (G ) .
Cette solution u est repre´sente´e, pour tout x ∈ G , par :
u(x) = E
[ ∫ τ
0
f
(
u (Xxs ) , X
x
s
)]
+ E [ g (Xxτ ) ]
(5.9)
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De´monstration : Pour obtenir une repre´sentation stochastique de la so-
lution, nous restons dans un cadre continu et borne´.
Soit u(1) dans Cb (G ). Conside´rons la fonction f de´finie sur G par : f ≡
f
(
u(1)
)
. Les hypothe`ses de la proposition 5.4 entraˆınent :
f ≡ f (u(1) ) ∈ Cb (G ) ,
puis, d’apre`s l’hypothe`se (5.8), on obtient l’existence et l’unicite´ de la solu-
tion, note´e u(2), de (5.3) ou` l’on a pose´ : f ≡ f (u(1) ).
Lorsque l’on prend u(1) dans C2b (G ), alors d’apre`s la proposition 5.2, on
a : u(2) ∈ C2b (G ), et, en appliquant la formule de Itoˆ avec une de´monstration
similaire a` celle du the´ore`me 5.1 de [5, pages 167–168], on obtient la repre´sen-
tation suivante :
u(2)(x) = E
[ ∫ τ
0
f
(
u(1) (Xxs ) , X
x
s
)]
+ E [ g (Xxτ ) ] (5.10)
De (5.8), l’application :
G : Cb (G ) −→ Cb (G )
u(1) 7−→ u(2) = G (u(1) )
ou` u(2) est la solution unique de (5.3) avec f ≡ f (u(1) ), est bien de´finie.
Montrons que G est une contraction sur Cb (G ). Soit u(1), u(1) dans
Cb (G ) et les solutions correspondantes dans Cb (G ) : u(2) = G
(
u(1)
)
, u(2) =
G (u(1) ).
Nous utilisons la notation ge´ne´rique : δq = q − q . En particulier, notons :
δu(1) = u(1) − u(1), δu(2) = u(2) − u(2), δf (u(1) ) = f (u(1) ) − f (u(1) ),
δu(2) = δG (u(1) ) = G ( u(1) )− G ( u(1) ).
Cherchons un re´el ν dans ]0, 1[ tel que :∣∣ δG ( u(1) ) ∣∣∞ ≤ ν ∣∣ δu(1) ∣∣∞ .
Les solutions u(2) et u(2) de (5.3) sont telles que leur diffe´rence δu(2) ve´rifie :{
−1
2
∆
(
δu(2)
)
= ( δf ) (u(1)) (G )
δu(2) = 0 ( ∂G ) .
D’apre`s l’hypothe`se (5.8), ce syste`me admet une solution unique :
δu(2) ∈ Cb (G ) .
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Alors, pour tout x ∈ G, on a :
(
δu(2)
)
(x) = E
[ ∫ τ
0
(δf)
(
u(1) (Xxs ) , X
x
s
)]
Cette repre´sentation est donne´e, par exemple, dans [5] pour une solution
dans C2b (G ) d’un proble`me line´aire. Comme on a seulement δu(2) ∈ Cb (G ),
cette repre´sentation est de´duite de la formule de Itoˆ, comme dans [2], en
approchant δu(2) par une suite de fonctions re´gulie`res dans C2b (G ).
La repre´sentation pre´ce´dente entraˆıne pour tout x ∈ G :
∣∣ δu(2)(x) ∣∣ ≤ E [ ∫ τ
0
∣∣(δf) (u(1) (Xxs ) , Xxs )∣∣ ds
]
.
Dans la suite de cette de´monstration, M de´signe une constante ge´ne´rique
telle que : 0 < M < +∞ .
Comme la fonction f est lipschitzienne en u, uniforme´ment sur G, on a :
∣∣ δu(2)(x) ∣∣ ≤ M E [ ∫ τ
0
∣∣(δu(1)) (Xxs )∣∣ ds
]
, ∀ x ∈ G.
On en de´duit :∣∣ δu(2)(x) ∣∣ ≤ M E [ ∫ τ
0
∣∣δu(1)∣∣∞ ds
]
, ∀ x ∈ G ,
et : ∣∣ δu(2)(x) ∣∣ ≤ M E[τ ] ∣∣δu(1)∣∣∞ , ∀ x ∈ G
ou` E[τ ] < +∞.
Pour terminer la preuve de l’existence d’un re´el ν dans ]0, 1[ rendant l’ap-
plication G contractante sur Cb (G), nous raisonnons par re´currence.
A` l’ordre m = 2, on prend l’ine´galite´ pre´ce´dente.
A` l’ordre m, on fait l’hypothe`se de re´currence suivante :
∣∣ δu(m)(x) ∣∣ ≤ (M E[τ ] )m−1
(m− 1)!
∣∣δu(1)∣∣∞ , ∀ x ∈ G.
A` l’ordre m+ 1, on a successivement :
1. de la meˆme fac¸on qu’a` l’ordre m = 2 :
∣∣ δu(m+1)(x) ∣∣ ≤ M E [ ∫ τ
0
∣∣(δu(m)) (Xxs )∣∣ ds
]
,
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2. d’apre`s l’hypothe`se de re´currence a` l’ordre m :
∣∣ δu(m+1)(x) ∣∣ ≤ M E
[∫ τ
0
(M E[τ ] )m−1
(m− 1)!
∣∣δu(1)∣∣∞ ds
]
,
3. par calcul de l’inte´grale :
∣∣ δu(m+1)(x) ∣∣ ≤ Mm
(m− 1)!
∣∣δu(1)∣∣∞ E
[ ∫ τ
0
E[τ ]m−1 ds
]
,
∣∣ δu(m+1)(x) ∣∣ ≤ Mm
(m− 1)!
∣∣δu(1)∣∣∞ E[τ ]m ,
∣∣ δu(m+1)(x) ∣∣ ≤ (M E[τ ] )m
m!
∣∣δu(1)∣∣∞ ∀ x ∈ G.
La re´currence e´tant e´tablie, on en de´duit :
∣∣ δu(m+1) ∣∣∞ ≤ (M E[τ ])
m
m!
∣∣ δu(1) ∣∣∞ . (5.11)
Or la se´rie
∞∑
m=1
(M E[τ ] )m
m!
converge, donc il re´sulte de (5.11) que
(
u(m)
)
m≥1
forme une suite de Cauchy qui converge dans l’espace Cb (G ) vers une limite
unique u.
Par re´currence, nous de´finissons l’ite´re´e de G a` l’ordrem, note´e G(m). Pour
m suffisamment grand, G(m) est contractante de coefficient ν tel que :∣∣ δG(m) (u(1) ) ∣∣∞ ≤ ν ∣∣ δu(1) ∣∣∞ .
L’application contractante G(m) admet donc un point fixe unique dans Cb (G ).
D’apre`s un corollaire du the´ore`me du point fixe de Banach, on sait que G
admet aussi un point fixe unique u dans Cb (G ) tel que : u = G(u) .
Finalement, on en de´duit que u est la solution unique de (5.1), et que u
est limite de fonctions de C2b (G ), repre´sente´es sous la forme (5.10).
La repre´sentation (5.9) re´sulte de (5.10) et de u = G(u) .
5.3 Commentaires
Les re´sultats ge´ne´raux d’Analyse Fonctionnelle applique´s dans ce chapitre
peuvent eˆtre trouve´s, par exemple, dans [10, 4].
Le re´sultat du the´ore`me 5.1 peut s’e´tendre a` des conditions aux limites
de Neumann ou de Robin avec un ouvert borne´ G de Rd, dont la frontie`re ∂G
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et la normale inte´rieure n sont suffisamment re´gulie`res (voir les conditions
ne´cessaires a` l’existence de ce genre de repre´sentations stochastiques dans [5,
pages 166 et 254] et [2, page 117] ou` ∂G, respectivement n, est de classe C3,
resp. C2).
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Chapitre 6
Conclusion
Des me´thodes stochastiques de calcul de solutions de proble`mes de´termi-
nistes de Dirichlet line´aires et non line´aires ont e´te´ pre´sente´es. Les repre´senta-
tions re´sultent d’une application rigoureuse de la formule de Itoˆ pour les
proble`mes re´guliers et de son application formelle pour les proble`mes a` do-
maines non re´guliers. Les cas line´aires et quasi-line´aires peuvent ainsi eˆtre
traite´s. Ces me´thodes sont base´es sur des repre´sentations stochastiques qui
donnent directement des algorithmes aise´ment programmables.
Les programmes sont courts, faciles a` construire et a` ve´rifier pas a` pas.
On e´vite d’entrer en me´moire un maillage de discre´tisation du domaine et de
ge´rer les tableaux de nume´rotation qui l’accompagnent.
Suivant le proble`me conside´re´ (ge´ome´trie du domaine, expressions de la
fonction source f et des conditions aux limites g ), le temps de calcul est plus
ou moins long avec le processeur se´quentiel que nous utilisons.
Comme les me´thodes de Monte-Carlo classiques, cette me´thode stochas-
tique admet une vitesse de convergence en 1/
√
NT . Les proble`mes quasi-
line´aires ne´cessitent davantage de tirages. Des proprie´te´s essentielles des
me´thodes de Monte-Carlo sont conserve´es : d’une part, le calcul de la so-
lution en un point choisi inde´pendamment des autres dans le cas line´aire,
d’autre part, l’adaptation au calcul paralle`le dans les cas line´aires et non-
line´aires. Mais notons e´galement que les marches ale´atoires sont simule´es
simplement a` partir d’e´preuves re´pe´te´es de type Bernouilli.
La re´solution nume´rique base´e sur des repre´sentations stochastiques peut
s’appliquer en dimension deux ou trois sans difficulte´s autres que celles lie´es
au temps de calcul. Les repre´sentations stochastiques peuvent aussi eˆtre as-
socie´es a` la me´thode ite´rative de Picard (voir le chapitre 5 pour des re´sultats
partiels d’existence et d’unicite´ de la solution).
Sur le plan fonctionnel, ces me´thodes stochastiques ont ne´cessite´ des pro-
prie´te´s supple´mentaires de re´gularite´, en particulier la de´rivabilite´ de la solu-
36
tion au sens classique, et des proprie´te´s sur les donne´es telles que le syste`me
line´aire (5.5) admette une solution dans Cb (G ). Concernant la re´gularite´
des solutions de proble`mes aux limites non line´aires ou de proble`mes pose´s
dans des ouverts a` frontie`re non re´gulie`re, signalons que dans [10] et [5] pour
des proble`mes paraboliques non line´aires et line´aires, des estimations et des
repre´sentations stochastiques sont e´tablies pour des solutions suffisamment
re´gulie`res, de classe C2 en espace.
Remerciements Ce travail a be´ne´ficie´ du soutien de l’Universite´ de La
Re´union.
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Annexe A
Syste`me non line´aire ∆u = a u3,
u(0) = 0, u(1) = 1
Conside´rons le syste`me non line´aire (2.9) :


∆u = a u3 dans G =]0; 1[
u(0) = 0
u(1) = 1
(A.1)
avec a ∈ R.
Lorsque a = 0, ce proble`me admet la solution e´vidente u(x) = x.
Lorsque a = 1, ce proble`me de Dirichlet admet une solution qui ve´rifie [16] :
∀ x ∈ G, x(1+
√
5)/2 ≤ u(x) ≤ x.
A.1 Changement de variable et proprie´te´s
Le changement de variable :
v = k u avec k = sgn(a)
√
|a|
donne le syste`me suivant :

∆v = sgn(a) v3 dans G
v(0) = 0
v(1) = sgn(a)
√|a|
(A.2)
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On suppose que v est borne´e par M > 0 assez grand. On s’inte´resse a` une
solution v borne´e par M , de´rivable a` l’ordre deux, a` de´rive´es continues et
borne´es sur [0, 1].
Proposition A.1. Soit C2b l’ensemble des fonctions de´finies sur [0, 1], de´rivables
a` l’ordre deux, a` de´rive´es continues et borne´es. Pour tout a ∈ R, on a :
v ∈ C2b ( [0, 1] ) =⇒ f (v) ∈ C2b ( [0, 1] )
ou` f(v) = sgn(a) v3.
Preuve : e´vidente.
Pour satisfaire les conditions du The´ore`me 5.1 du chapitre 5, montrons
la proposition suivante.
Proposition A.2. La fonction f de´finie par f(v) = sgn(a) v3 est lipschit-
zienne en v, uniforme´ment sur G.
Preuve : Soient v1, v2 ∈ C2b ( [0, 1] ).
| f(v1)− f(v2) | ≤ |sign(a)|
∣∣ v31 − v32 ∣∣
≤ max
[0,1]
∣∣ v21 + v1v2 + v22 ∣∣ × | v1 − v2 |
≤ 3M2 | v1 − v2 |
Proposition A.3. Soit v une fonction continue borne´e solution de (A.2).
On suppose que v n’est pas identiquement nulle sur un intervalle [0, λ],
0 < λ < 1.
1. v” est continue et borne´e sur [0, 1].
2. Si a > 0, v′ ne s’annule pas sur [0, 1] et v est strictement croissante
sur [0, 1]
3. Si a < 0 et s’il existe x0 ∈]0, 1] tel que v′(x0) = 0, alors on a : |v(x0)| =√√
2|v′(x0)|.
Preuve : L’e´quation v” = sgn(a) v3 entraˆıne que v” appartient a` C2b .
Inte´grons v” = sgn(a) v3 sur [0, 1]. On a :
v′v” = sgn(a) v′v3
1
2
(v′)2 =
1
4
sgn(a) v4 + C
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ou` C est une constante re´elle.
Les conditions aux limites entraˆınent :
v(0) = 0 =⇒ C = 1
2
(v′(0))2
v(1) = sgn(a)
√
|a| =⇒ C = 1
2
(v′(1))2 − 1
4
sgn(a) a2
Par conse´quent, on obtient :
(v′)2 =
1
2
sgn(a) v4 + (v′(0))2 (A.3)
S’il existe x0 ∈]0, 1] tel que v′(x0) = 0, alors on a :
1
2
sgn(a) v(x0)
4 + (v′(0))2 = 0 (A.4)
Si a > 0 et v non identiquement nulle a` droite de ze´ro, alors il n’existe
pas x0 annulant v
′, qui conserve ainsi le meˆme signe sur [0, 1] ; or v(0) = 0 et
v(1) = 1, donc v′ > 0 sur [0, 1] et v est strictement croissante sur [0, 1]. De
plus, v est convexe sur [0, 1].
Si a < 0 et s’il existe x0 ∈]0, 1] tel que v′(x0) = 0, alors x0 ve´rifie :
v(x0)
4 = 2 v′(0)2
v(x0)
2 =
√
2|v′(0)|
|v(x0)| =
√√
2|v′(0)|
Remarque A.1. Comportement de la solution au voisinage de ze´ro.
1. Le calcul approche´ de
v′(0) = lim
h→0
v(h)− v(0)
h
= lim
h→0
v(h)
h
permet d’estimer : v(x0) = ±
√√
2|v′(0)|.
2. Quelques conse´quences de (A.4) :
(a) (v′(1))2 − (v′(0))2 = 1
2
sgn(a) a2
(b) Si a > 0, alors |v′| > |v′(0)| sur ]0, 1] et v′(1)2 ≥ 1
2
a2.
(c) Si a < 0 et s’il existe x0 ∈]0, 1] tel que v′(x0) = 0, alors |v(x0)| > 1
si et seulement si |v′(0)| >
√
2
2
.
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(d) Si a < 0, alors |v′| < |v′(0)| sur ]0, 1], v′(1)2 = v′(0)2 − 1
2
a2 et
v′(1)2 ≤ v′(0)2. De plus, on a : a2 = 2 (v′(0)2 − v′(1)2). Le calcul
approche´ de a tel que v′(1) = 0, permet de calculer une valeur
approche´e de v′(0)2, soit :
v′(1) = 0 =⇒ v′(0)2 = a
2
2
.
3. Formule de Taylor de v en ze´ro.
v(h) = hv′(0) +
h5
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sign(a)v′(0)3 + o(h5).
A.2 Formes des courbes repre´sentatives
Les solutions u du proble`me (A.1) obtenues par la me´thode stochastique
ont e´te´ compare´es aux solutions obtenues par diffe´rences finies. Pour a < 0, la
me´thode stochastique fournit et privile´gie une solution strictement positive.
Indiquons les formes des courbes repre´sentatives de solutions u du pro-
ble`me (A.1) suivant le signe de a. Pour a < 0, nous ne pre´sentons que les
formes de courbes ou` la solution ne s’annule au plus qu’une fois.
Cas : a > 0
u est positive, croissante, continue, borne´e et convexe sur [0, 1].
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Figure A.1 – a = 10
Cas : a < 0
Les diffe´rentes figures ”re´gulie`res” obtenues avec le logiciel MATLAB ont
la forme des figures A.2 et A.3 ou` le segment repre´sente la fonction identite´,
pour les cas suivants :
1. Forme F1 : a = −3 avec
bvpinit(linspace(0,1,10),[ 0.5 0.5 ])
u est positive, strictement croissante, continue, borne´e et concave sur
[0, 1]. u atteint son maximum en 1. u, u′ et u” ne s’annulent pas sur
]0, 1[.
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Figure A.2 – Formes F1 et F2 obtenues avec a < 0
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Figure A.3 – Forme F3 obtenue avec a < 0
2. Forme F2 : a = −3 avec
bvpinit(linspace(0,1,10),[ 3 3 ])
u est positive, continue, borne´e et concave sur [0, 1], croissante, puis
de´croissante. u admet un maximum sur [0, 1]. u et u” ne s’annulent pas
sur ]0, 1[. u′ s’annule une seule fois sur ]0, 1[.
3. Forme F3 : a = −3 avec
bvpinit(linspace(0,1,10),[ -3 -3 ])
u est continue, borne´e et convexe sur [0, 1], de´croissante, puis croissante.
u admet un minimum sur [0, 1] et s’annule une seule fois sur ]0, 1[. u”
s’annule sur ]0, 1[ en meˆme temps que u, qui est d’abord convexe, puis
concave. u′ s’annule une seule fois sur ]0, 1[.
Formes de courbes obtenues a` l’aide de la commande bvpc5 de MATLAB
pour a = −1 selon les choix de valeurs a priori de la solution et de sa de´rive´e
en dix points :
1. Les valeurs bvpinit(linspace(0,1,10),[ 1 1 ]) donnent la meˆme
courbe que celle obtenue avec la me´thode stochastique, a` moins de 0.3%
pre`s. Cette courbe est la plus proche de celle de la courbe identite´.
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Figure A.4 – Courbes obtenues avec a = −1
2. Les valeurs bvpinit(linspace(0,1,10),[ 1.79 1 ]) donnent une
courbe convexe avec un minimum proche de −4 atteint en x ≃ 0.45.
3. Les valeurs bvpinit(linspace(0,1,10),[ 1.8 1 ]) donnent une
courbe oscillante de type sinuso¨ıdal ou` la fonction s’annule 2 fois. Le
maximum atteint en x ≃ 0.275 vaut environ 7.6 et le minimum atteint
en x ≃ 0.75 vaut −7.6 environ. La courbe devient polygonale aux
voisinages des extrema.
4. Les valeurs bvpinit(linspace(0,1,10),[ 1.801 1 ]) donnent une
courbe convexe identique a` celle obtenue avec
bvpinit(linspace(0,1,10),[ 1.79 1 ]).
5. Les valeurs bvpinit(linspace(0,1,10),[ 1.81 1 ]) donnent une
courbe polygonale (irre´gulie`re) ou` la fonction s’annule 7 fois. L’algo-
rithme de la me´thode des diffe´rences finies ne converge pas dans ce
cas. Cette courbe a` oscillations de tre`s grandes amplitudes n’est pas
repre´sente´e sur la figure A.4.
6. Les valeurs bvpinit(linspace(0,1,10),[ 2 1 ]) donnent une cour-
be concave. Le minimum atteint en x ≃ 0.625 vaut environ 3.25.
Remarque A.2. La me´thode stochastique ne fournit que la premie`re courbe ;
nume´riquement, les valeurs des autres solutions calcule´es par une me´thode
de diffe´rences finies ont e´te´ prises comme valeurs initiales de la me´thode
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stochastique, ce qui a conduit soit a` une divergence (dernier cas), soit a` une
convergence vers la premie`re courbe (autre cas) ; en un sens qui est a` pre´ciser,
la me´thode stochastique donne une solution stable (les effets de ”bruit blanc”
ne font pas diverger l’algorithme pour certaines valeurs a priori).
Pour a = −4, les quatre courbes suivantes ont e´te´ obtenues a` l’aide de
MATLAB :
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Figure A.5 – Courbes obtenues avec a = −4
avec successivement :
bvpinit(linspace(0,1,10),[ 0.5 1 ]),
bvpinit(linspace(0,1,10),[ 1 1 ]),
bvpinit(linspace(0,1,10),[ -1 -1 ]) et
bvpinit(linspace(0,1,10),[ -1.5 -1 ]).
Dans ce dernier cas, la solution oscillante de type sinuso¨ıdal est diffe´rente
de celle obtenue avec a = −1.
Seule la solution du premier cas a e´te´ obtenue avec la me´thode stochas-
tique.
Pour a ≤ −5, aucune solution n’est obtenue a` l’aide de la me´thode sto-
chastique. Pour a = −5 et a = −6, les solutions calcule´es avec MATLAB
ont e´te´ utilise´es comme valeurs initiales de l’algorithme stochastique et ont
conduit a` la divergence nume´rique de la me´thode stochastique (qui donnent
des re´sultats de plus en plus grands jusqu’a` la limite du logiciel).
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Remarque A.3. Pour une meˆme valeur de parame`tre a < 0, les diffe´rentes
solutions calcule´es avec MATLAB de´pendent des valeurs a priori que nous
avons choisies tandis que l’e´ventuelle solution calcule´e avec la me´thode sto-
chastique est unique et ne de´pend pas des valeurs initiales que nous avons
utilise´es.
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Annexe B
Temps d’atteinte et leurs
courbes de re´gression
B.1 Introduction
Etant donne´e une partie V de Rn, le temps d’atteinte de V a` partir du
point x par le processus x+W est la variable ale´atoire re´elle τxV de´finie par :
τxV : Ωx −→ R+
ω 7−→ τxV (ω) = inf {s > 0 |Xs(ω) ∈ V }
ou` Ωx est l’ensemble des trajectoires issues de x.
Par la suite, le temps d’atteinte de V est la fonction τV :
τV = E [τ
.
V ] : G −→ R+
x 7−→ E [τxV ] .
Lorsqu’il n’y a pas d’ambiguite´, la partie V n’est pas pre´cise´e et τV s’e´crit τ .
D’une fac¸on ge´ne´rale, conside´rons le temps d’atteinte τ et montrons que
τ de´pend du coefficient de diffusion D.
Soit B(O, r) une boule ouverte de Rd, de centre O et de rayon r, de frontie`re
C(O, r).
Conside´rons u : B(O, r) −→ R la solution unique du proble`me :{
−1
2
D∆u = 1 dans B(O, r)
u = 0 sur C(O, r) (B.1)
ou` D > 0 est suppose´ constant.
Alors u admet la repre´sentation (2.2–2.3) avec le processus :
Xxt = x+
√
DWt . (B.2)
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D’apre`s le raisonnement applique´ par [7, page 253, avec D ≡ 1], on en
de´duit que le temps d’atteinte τx du comple´mentaire de B(O, r) par le pro-
cessus Xxt , a` partir d’un point inte´rieur x, ve´rifie :
u(x) = E [ τx ] =
r2 − |x|2
dD
, x ∈ B(O, r).
Par conse´quent, lorsque D tend vers ze´ro par valeurs positives, E [ τx ] tend
vers +∞.
De plus, lorsque D de´croˆıt, les accroissements du processus (B.2) de´crois-
sent avec
√
D car dXxt =
√
D dWt ; ceci limite notre champ d’investigation
lors des essais nume´riques. C’est pourquoi, avant toute re´solution nume´rique,
on s’inte´resse au comportement de la solution u lorsque D tend vers ze´ro sur
G pour e´viter les e´ventuelles difficulte´s nume´riques.
L’e´tude du syste`me (2.9) e´crit sous la forme :


1
2
1
a
∆u = u3 dans G =]0; 1[
u(0) = 0
u(1) = 1
(B.3)
conduit a` conside´rer un coefficient de diffusion D = 1
a
qui tend vers ze´ro
lorsque a tend vers +∞. A` la limite, la solution du syste`me est la fonc-
tion indicatrice χ1 du point 1 ; la solution du syste`me (2.9) pour a ≫ 1 est
re´gularisante de χ1.
La vitesse de convergence des algorithmes de´pend du pas h de la marche
ale´atoire ; le processus brownien X discre´tise´ et le temps d’atteinte τ de
la frontie`re ∂G en de´pendent e´galement. Lors des essais nume´riques, notre
champ d’investigation est limite´ a` des valeurs de h qui permettent au pro-
cessus d’atteindre la frontie`re en des temps raisonnables, donc aux vitesses de
calcul des ordinateurs utilise´s ; pour e´viter d’e´ventuelles difficulte´s nume´riques,
on s’inte´resse au comportement des temps d’atteinte avant toute re´solution
nume´rique.
B.2 Re´sultats des essais nume´riques : temps
d’atteinte et courbes de re´gression
Les courbes de re´gression quadratique sont de´duites des e´quations donne´es
par l’outil Curve Fitting Tool du logiciel MATLAB.
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Figure B.1 – Couronne circulaire – Temps d’atteinte
B.2.1 Temps d’atteinte τ de la frontie`re de la couronne
circulaire
On s’inte´resse au temps d’atteinte restreint a` un segment porte´ par un
rayon, en particulier le temps d’atteinte restreint a` l’intervalle [1, 3] sur l’axe
des abscisses.
Equation de re´gression quadratique du temps d’atteinte τ de la frontie`re
C1(O, 1) ∪ C2(O, 3) :
f(x) = −0.9932x2 + 3.883x− 2.76
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.9932 (−1.007,−0.9795)
p2 = 3.883 (3.828, 3.938)
p3 = −2.76 (−2.812,−2.707)
Le temps moyen en seconde pour atteindre la frontie`re est E = 0.7052 ou` E
est la moyenne des E[τxi], (xi), i = 1,. . .,p, est une subdivision du segment
[0, 1] et τxi est le temps d’atteinte d’un mouvement brownien issu de xi.
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Equation de re´gression quadratique du temps d’atteinte du disque interne
ferme´ D1 = D(O, 1) ∪ C1(O, 1) :
f(x) = −0.3473x2 + 2.064x− 1.706
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.3473 (−0.3599,−0.3347)
p2 = 2.064 (2.013, 2.115)
p3 = −1.706 (−1.754,−1.658)
Le pourcentage de marches ale´atoires atteignant le disque interne D1 est :
f1 = 40.8521%= 0.408521.
Le temps moyen en seconde pour atteindre le disque interne par les
marches ale´atoires absorbe´es par le disque interne (le temps n’est pas ponde´re´
par le nombre de fois ou` les marches ale´atoires atteignent le disque interne
D1) : E1 = 0.9169 ou` E1 est la moyenne des E[τ
xi
1 ], τ
xi
1 est le temps d’atteinte
d’un mouvement brownien issu de xi et atteignant le disque interne D1.
La ponde´ration donne le temps moyen : T1 =
1
p
∑p
i=1E[τ
xi
1 ]×ni = 0.6491
ou` ni est le nombre de fois ou` la marche ale´atoire atteint le disque interne
D1 a` partir du point xi.
Equation de re´gression quadratique du temps d’atteinte du domaine com-
ple´mentaire R2 \ D(O, 3) de D(O, 3) :
f(x) = −0.3437x2 + 0.6926x+ 1.022
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.3437 (−0.3539,−0.3336)
p2 = 0.6926 (0.6517, 0.7334)
p3 = 1.022 (0.9831, 1.06)
Le temps moyen en seconde pour atteindre la partie externe au disque de
rayon 3 par les marches ale´atoires absorbe´es par cette partie (le temps n’est
pas ponde´re´ par le nombre de fois ou` les marches ale´atoires atteignent la
partie externe) : E2 = 0.9210 ou` E2 est la moyenne des E[τ
xi
2 ], τ
xi
2 est le
temps d’atteinte d’un mouvement brownien issu de xi et atteignant la partie
externe au disque de rayon 3.
La ponde´ration donne le temps moyen : T2 =
1
p
∑p
i=1E[τ
xi
2 ]×ni = 0.7438
ou` ni est le nombre de fois ou` la marche ale´atoire atteint la partie externe a`
partir du point xi.
Compte tenu du pourcentage de marches ale´atoires atteignant le disque
interne D1, on retrouve le temps moyen d’atteinte de la frontie`re :
E = f1T1 + (1− f1)T2 = 0.7052
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Figure B.2 – Couronne rectangulaire 1 – Temps d’atteinte
B.2.2 Temps d’atteinte de la frontie`re de la couronne
rectangulaire 1
Conside´rons la couronne rectangulaire : G = G1 \ G2 ou` G1 et G2 sont
les rectangles :
G1 =
{
(x, y) ∈ R2 | max(|x|, |y|) < 3}
G2 =
{
(x, y) ∈ R2 | max(|x|, |y|) ≤ 1} .
On s’inte´resse au temps d’atteinte restreint a` l’intervalle [1, 3] porte´ par l’axe
des abscisses.
Equation de re´gression quadratique du temps d’atteinte de la frontie`re de
G :
f(x) = −0.4609x2 + 1.6x− 0.811
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.4609 (−0.487,−0.4349)
p2 = 1.6 (1.495, 1.705)
p3 = −0.811 (−0.9106,−0.7114)
Le temps moyen en seconde pour atteindre la frontie`re est E = 0.3892.
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Equation de re´gression quadratique du temps d’atteinte du rectangle
ferme´ [−1,+1]2 :
f(x) = −0.2805x2 + 1.535x− 1.175
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.2805 (−0.2978,−0.2632)
p2 = 1.535 (1.466, 1.605)
p3 = −1.706 (−1.241,−1.109)
Le pourcentage de marches ale´atoires atteignant le rectangle interne est :
f1 = 27.5465%= 0.275465.
Le temps moyen en seconde pour atteindre le rectangle interne par les
marches ale´atoires absorbe´es (le temps n’est pas ponde´re´ par le nombre de
fois ou` les marches ale´atoires atteignent le rectangle interne) : E1 = 0.6648
ou` E1 est la moyenne des E[τ
xi
1 ], τ
xi
1 est le temps d’atteinte d’un mouvement
brownien issu de xi et atteignant le rectangle interne.
La ponde´ration donne le temps moyen : T1 =
1
p
∑p
i=1E[τ
xi
1 ]×ni = 0.4447
ou` p est le nombre de points de la subdivision (xi), ni est le nombre de fois
ou` la marche ale´atoire atteint le disque interne D1 a` partir du point xi.
Equation de re´gression quadratique du temps d’atteinte du domaine com-
ple´mentaire R2\]− 3,+3[2 de G1 :
f(x) = −0.1469x2 + 0.1429x+ 0.7954
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.1469 (−0.1542,−0.1396)
p2 = 0.1429 (0.1135, 0.1724)
p3 = 0.7954 (0.7675, 0.8233)
Le temps moyen en seconde pour atteindre la partie externe par les marches
ale´atoires absorbe´es par cette partie (le temps n’est pas ponde´re´ par le
nombre de fois ou` les marches ale´atoires atteignent la partie externe) : E2 =
0.4488 ou` E2 est la moyenne des E[τ
xi
1 ], τ
xi
1 , τ
xi
2 est le temps d’atteinte d’un
mouvement brownien issu de xi et atteignant la partie externe.
La ponde´ration donne le temps moyen : T2 =
1
p
∑p
i=1E[τ
xi
2 ]×ni = 0.3681
ou` p le nombre de points xi d’une subdivision du segment [0, 1], ni est le
nombre de fois ou` la marche ale´atoire atteint la partie externe a` partir du
point xi.
Compte tenu du pourcentage de marches ale´atoires atteignant le rectangle
interne [−1,+1]2, on retrouve le temps moyen d’atteinte de la frontie`re :
E = f1T1 + (1− f1)T2 = 0.3892
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Figure B.3 – Couronne rectangulaire 2 – Temps d’atteinte
B.2.3 Temps d’atteinte de la frontie`re de la couronne
rectangulaire 2
Conside´rons la couronne rectangulaire : G = G1 \ G2 ou` G1 et G2 sont
les rectangles :
G1 =
{
(x, y) ∈ R2 | sup(|x|, |y|) < 3}
G2 =
{
(x, y) ∈ R2 | sup(|x|, |y|) ≤ 1} .
On s’inte´resse au temps d’atteinte restreint a` l’intervalle [1, 3] porte´ par l’axe
des abscisses.
Equation de re´gression quadratique du temps d’atteinte de la frontie`re de
G :
f(x) = −1.081x2 + 4.329x− 3.244
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −1.081 (−1.087,−1.075)
p2 = 4.329 (4.304, 4.354)
p3 = −3.244 (−3.267,−3.22)
Le temps moyen en seconde pour atteindre la frontie`re est E = 0.7324.
52
Equation de re´gression quadratique du temps d’atteinte du rectangle
ferme´ G2 :
f(x) = −0.2849x2 + 1.86x− 1.58
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.2849 (−0.2961,−0.2738)
p2 = 1.86 (1.815, 1.905)
p3 = −1.58 (−1.623,−1.537)
Le pourcentage de marches ale´atoires atteignant le rectangle interne G2
est : f1 = 46.5136%= 0.465136.
Le temps moyen en seconde pour atteindre le rectangle interne G2 par
les marches ale´atoires absorbe´es par G2 (le temps n’est pas ponde´re´ par le
nombre de fois ou` les marches ale´atoires atteignent le rectangle interne G2) :
E1 = 0.9026 ou` E1 =
∑p
i=1E[τ
xi
1 ], p le nombre de points xi d’une subdivision
du segment [0, 1], τxi1 est le temps d’atteinte d’un mouvement brownien issu
de xi et atteignant le rectangle interne G2.
La ponde´ration donne le temps moyen : T1 =
∑p
i=1E[τ
xi
1 ] × ni = 0.6501
ou` ni est le nombre de fois ou` la marche ale´atoire atteint le disque interne
G2 a` partir du point xi.
Equation de re´gression quadratique du temps d’atteinte du domaine com-
ple´mentaire ‖x‖1 ≥ 3 de G1 :
f(x) = −0.3865x2 + 0.7979x+ 1.106
Les coefficients sont donne´s avec un intervalle de confiance a` 95% :
p1 = −0.3865 (−0.3981,−0.375)
p2 = 0.7979 (0.7514, 0.8445)
p3 = 1.106 (1.062, 1.15)
Le temps moyen en seconde pour atteindre la partie externe au rectangle
G1 par les marches ale´atoires absorbe´es par cette partie (le temps n’est pas
ponde´re´ par le nombre de fois ou` les marches ale´atoires atteignent la partie
externe) : E2 = 1.0275 ou` E2 est la moyenne des E[τ
xi
2 ] et τ
xi
2 est le temps
d’atteinte d’un mouvement brownien issu de xi et atteignant la partie externe
au rectangle G1.
La ponde´ration donne le temps moyen : T2 =
1
p
∑p
i=1E[τ
xi
2 ]×ni = 0.8040
ou` p est le nombre de points xi d’une subdivision du segment [0, 1] et ni est
le nombre de fois ou` la marche ale´atoire atteint la partie externe a` partir du
point xi.
Compte tenu du pourcentage de marches ale´atoires atteignant le rectangle
interne G2, on retrouve le temps moyen d’atteinte de la frontie`re :
E = f1T1 + (1− f1)T2 = 0.7324
53
Bibliographie
[1] Bensoussan A. et Lions J.-L., Controˆle impulsionnel et ine´quations
quasi-variationnelles, Vol. 11 de Me´thodes Mathe´matiques de l’informa-
tique (Dunod, Paris) 1982.
[2] Cessenat M., Dautray R., Ledanois G., Lions P.-L., Pardoux E´., and
Sentis R., Me´thodes probabilistes pour les e´quations de la physique (Ey-
rolles, Paris) 1989.
[3] D’AmbrosioR., EspositoE. and PaternosterB., General linear methods
for y” = f(y(t). Numer Algor (2012) on line 24 August.
[4] Dautray R. et Lions J.-L., Analyse mathe´matique et calcul nume´rique
pour les sciences et les techniques, Vol. 3, 4 et 8 (E´ditions Masson, Paris)
1987, 1988.
[5] Freidlin M. I., Functional Integration and Partial Differential Equations,
Vol. 109 of Annals of Mathematics Studies (Princeton University Press,
Princeton, New Jersey) 1985.
[6] Haji-Sheikh A., and Howell J. R. Monte Carlo Methods, in Handbook
of Numerical Heat Transfer, Second Edition (eds W. J. Minkowycz, E.
M. Sparrow and J. Y. Murthy), Chapter 8 (John Wiley Sons, Inc., New
York) 2009.
[7] Karatzas I., and Shreve S.E., Brownian Motion and Stochastic Calculus
(Springer, New York) 1991.
[8] Kloeden P.E., and Platen E., Numerical Solution of Stochastic Differen-
tial Equations, Vol. 23 of Applications of Mathematics (Springer-Verlag,
New York) 1992.
[9] Kushner H.J., and Dupuis P.G., Numerical Methods for Stochastic
Control Problems in Continuous time (Springer, New York) 1992.
[10] LadyzenskajaO., and UralcevaN.N., Linear and Quasilinear Elliptic
Equations (Academic Press, New York) 1968.
[11] Marshall Guillermo, Monte Carlo methods for the solution of nonli-
near partial differential equations. Computer Physics Communications
56 (1989) 51–61.
54
[12] Morillon J.-P., Numerical solutions of linear mixed boundary value pro-
blems using stochastic representations. International Journal for Nume-
rical Methods in Engineering Vol.40 (1997), 387–405.
[13] Morillon J.-P., Re´solution de syste`mes de re´action-diffusion ; Me´thodes
de´terministes, stochastiques et fonctionnelles a` ε-pre`s ; Application en
biologie. Thesis, Universite´ d’Angers (Angers) 1995.
[14] Pardoux E´., and Talay D., Discretization and simulation of stochastic
differential equations. Acta Applicandae Mathematicae 3 (1985), 23–47.
[15] Souza de Cursi J. E., Numerical methods for linear boundary value pro-
blems based on Feyman-Kac representations. Mathematics and Compu-
ters in Simulation 36 (1994), 1–16.
[16] Zwillinger D., Handbook of Differential Equations (Academic Press, Wal-
tham, Massachusetts) 1998.
55
