In this paper we propose a lazy constraint imposing mechanism for improving the path constraint in GRASPER, a state-of-the-art graph constraint solver, having obtained very promising results in terms of both time and space in solving an interesting problem in the Biochemistry subject area, in comparison with CP(Graph), the state-of-the-art solver.
Introduction
Constraint Programming (CP) [14, 6, 17] has been extensively used for solving combinatorial [16] , scheduling [11] , allocation [13] problems, among others, in various domains. After the appearance of sets [10] in CP, graph domain variables and corresponding operations were defined [9, 8, 22, 23] allowing users to directly create and manipulate these variables in order to model their actual problem in a much more higher level than before.
One of the definitions proposed for graph domain variables is the one specified in [22, 23] , which is implemented in GRASPER (GRaph ConstrAint Satisfaction Problem solvER), available in the CaSPER 4 platform [4] . As the name indicates, GRASPER is a graph constraint satisfaction problem solver. It is directly based upon a finite set solver, Cardinal [2] and it provides the means for creating directed and undirected graph variables, a nucleus of basic constraints upon which more complex and useful constraints can be provided ranging from constraints to impose graph properties (order, size, degree, reachability, connectedness, path, . . . ) and to impose graph relationships (underlying and oriented, reverse, complementary graph relationships). As demonstrated in [22, 23] , GRASPER appeared as an alternative to CP(Graph), the state-of-the-art graph constraint solver [9, 8] in the comparison made between the two for the Metabolic Pathways Problem [1, 21, 15] , a problem which can be viewed as a path discovery problem in biochemical networks.
Among all the constraints available on a typical graph solver, one of the most important ones is the path constraint. By definition, a path between two vertices is a sequence of unique vertices contained in the vertex-set of a graph, starting at an initial vertex and finishing in a terminal vertex and such that for every pair of successive vertices there is an edge linking them in the edge-set E of G.
In this paper we explain how we can improve, not only in time but also in space, the path constraint by employing a lazy constraint imposing mechanism. In section 2 we introduce GRASPER and define the path constraint and in section 3 we explain how the path constraint, as defined in [22, 23] , was implemented upon GRASPER. Subsequently, in section 4 we explain how, using lazy constraint imposing, we can implement a much more efficient path constraint and we use these two implementations for solving the Metabolic Pathways Problem, presenting results and comparing both implementations, against the state-of-the-art solver, in section 5. Finally, we end with our closing remarks and future work, in section 6.
GRASPER and the path constraint
A graph [3, 24, 7] , is composed by a set of vertices and by a set of edges, where each edge connects a pair of the graph's vertices. Therefore a graph variable can be seen as a pair (V, E) where both V and E are finite set variables. In a directed graph variable each edge is represented by a pair (X, Y ) specifying a directed arc from X towards Y .
As for finite integer domains, where variables have a lower bound and an upper bound delimiting the set of possible values that the variable can be instantiated to, we have for finite set and graph domains the same concept.
In finite sets, the domain of each variable is represented by two sets: the greatest lower bound (glb) set and the least upper bound (lub) set, ordered by set inclusion, which define, respectively, the smallest and the biggest sets to which the variable can be instantiated. In finite graphs, the graph's glb is defined as the composition of its vertex-set and edge-set glbs and, similarly, the graph's lub is defined as the composition of its vertex-set and edge-set lub.
We start by defining finite set and finite graph (both directed and undirected) domain variables and then proceed to the description of the functionality we intend to improve.
Definition 2.1 [Set variable]
A set variable X is represented by [a X , b X ] c X where a X is the set of elements known to belong to X (its greatest lower bound (glb)), b X is the set of elements not excluded from X (its least upper bound (lub)), and c X its cardinality (a finite domain variable). We define p X = b X \ a X to be the set of elements, not yet excluded from X and that can still be added to a X (or, to put it short, poss).
Definition 2.2 [Directed Graph variable]
A directed graph variable X is represented by dirgraph(V X , E X ) where V X is a finite set variable representing the vertices of X and E X another finite set variable representing the edges of X.
Definition 2.3 [Undirected Graph variable]
An undirected graph variable X is represented by undirgraph(V X , E X ) where V X is a finite set variable representing the vertices of X and E X another finite set variable representing the edges of X.
CaSPER, the framework where GRASPER is built upon provides a very useful structure for use in propagators: delta domain variables. A delta domain represents the set of updates on a variable domain between two consecutive executions of some propagator. In the following, let X Y = a X \a Y , b X \b Y be the standard (bounds) difference between two set variables X and Y : Definition 2.4 [Delta domain] Let D I (X) and D F (X) denote respectively the initial domain of X (i.e. before any propagator is executed), and final domain of X (i.e. after fixpoint is reached). The delta domain of variable X is ∆(X) = D I (X) D F (X). Let D π i (X) be the domain of variable X right after the i'th execution of propagator π. The delta domain of variable X with respect to propagator π i is
Maintaining delta domains is a complex task. Delta domains must be collected, stored and made available later during a fixpoint operation. Moreover, each propagator has its own (possibly distinct) set of deltas which must be updated independently.
The basic idea is to store ∆(X) = {δ 1 . . . δ n } in each set variable X as the sequence (a singly-linked list is used) of every atomic operation δ i applied on its domain since the last fixpoint. In this context, δ i is either a removal or insertion of a range of contiguous elements respectively from the set lub or in the set glb. A delta domain with respect to some propagator execution ∆ π i (X) is then just a subsequence from the current ∆(X). Although the full details of this task are out of the scope for this paper, we note that domains may be maintained almost for free on constraint solvers with a smart garbage collection mechanism.
In order to create and manipulate graph domain variables we provide two constructors (one for directed and one for undirected graph variables) which provide the core constraints of the graph constraint solver.
All the basic operations for accessing and modifying the vertices and edges are supported by finite sets primitives, so no additional functionality is needed. Therefore, it is possible to create and manipulate graph variables for use in constraint problems just by providing two simple constraints for graph variable creation and delegating to a set solver the underlying core operations on sets.
These core constraints allow basic manipulation of graph variables, but we also define some other, more complex, constraints based on the core ones thus providing a more powerful, intuitive and declarative set of functions for graph variable manipulation. One of these constraints is the path constraint.
As specified in [22, 23] the path constraint can be specified as (we only specify the rule for directed graph variables, being the one for undirected ones very similar):
which basically says that for ensuring the path constraint, one can just ensure a quasipath constraint and a weakly connected constraint. weakly connected is a constraint imposing that any two vertices of a graph are reachable from one another, disregarding the orientation of the edges (please consult [23] for details). In turn, the quasipath constraint, is a degree constraint, imposing that every vertex of a graph has exactly one predecessor and one successor in the graph. The quasipath constraint, for directed graph variables, is specified as:
, otherwise which basically dictates that every vertex that belongs to the graph has to have exactly one predecessor and one successor, exceptions being the initial vertex which has no predecessor and the final vertex which has no successor. predecessors(G D , v, P ) and successors(G D , v, S) represent the constraints for imposing the predecessors and successors of a vertex in a graph.
The predecessors(G D , v, P ) constraint can be expressed as:
Similarly, the successors(G D , v, S) constraint can be expressed as:
In the next section we explain how the path constraint was implemented in GRASPER and also explain, in general terms, how CP(Graph) imposed this constraint, analyzing both solutions.
Imposing the path constraint
Regarding GRASPER's initial implementation, on imposing the quasipath constraint the first task was to iterate over all vertices in the graph variable's glb and to impose that their predecessor and successor sets had a cardinality of 1 (exceptions being the initial and final vertices as explained previously), thus ensuring that every vertex imposed a priori to be part of the solution respects the quasipath constraint.
The next task was to iterate over all vertices in the graph variable's poss. Since they are in the graph variable's poss we can not just impose the cardinality of their predecessor and successor sets to have a cardinality of 1 because some of these vertices may not become part of the solution and hence they must have the cardinality of their predecessor and successor sets set to 0. A strategy is needed to enforce the quasipath constraint on these vertices, such that when one of them is imposed to be part of the solution, the cardinality of its predecessor and successor sets is set to 1, and such that when one of them is imposed not to be part of the solution, the cardinality of its predecessor and successor sets is set to 0.
In order to tackle this problem the following strategy was adopted: we obtained the predecessor and successor sets for each of these vertices and stored them for future access. After this storage, we could reason upon these sets in the following way:
• If at any time, a vertex is removed from the graph then its predecessor and successor sets cardinality is set to 0
• If at any time, a vertex is added to the graph then its predecessor and successor sets cardinality is set to 1
• If at any time, one vertex has the cardinality of one of its predecessor or successors sets instantiated to 0, then the vertex is removed from the graph
• If at any time, one vertex has the cardinality of one of its predecessor or successors sets instantiated to 1, then the vertex is added to the graph This implementation is indeed very declarative and intuitive since it is basically a direct translation into constraints of the actual problem. We used this implementation and developed a solution for the Metabolic Pathways Problem, whose results we were able to compare against the ones obtained with CP(Graph)'s solution and even though not as efficient for the best heuristic we concluded that the results were acceptable and that GRASPER was nonetheless an alternative to using CP(Graph).
There were, however, some problems with this implementation regarding both space and time. The problem with space is that basically we are obtaining and storing the predecessor and successor sets of each vertex in the graph variable's poss even though we do not know whether a given vertex will become part of the actual solution or not. In a worst case scenario, if we have N vertices and the graph is complete (every vertex is adjacent to every other), then we will have O(N 2 ) spatial complexity just to store the predecessor and successor sets, which is clearly very expensive.
Regarding time, this solution had several problems. First of all, and applying the same reasoning as before, we were wasting time obtaining the predecessor and successor sets of each vertex in the graph variable's poss not knowing if they would ever become useful. Not only did we wasted time obtaining these sets but we also wasted time in maintaining them, since for each of these sets we had to maintain their consistency with the graph variable. Considering for instance the successor set of a vertex v, we had to maintain consistency in the following way:
• If a vertex s is removed from the successor set, the corresponding edge (v, s) must be removed from the graph
• If a vertex s is added to the successor set, the corresponding edge (v, s) must be added to the graph
• If an edge (v, s) is removed from the graph, the vertex s is removed from v's successor set
• If an edge (v, s) is added to the graph, the vertex s is added to v's successor set A cost linear in the number of vertices and edges of the graph is required, in a worst case scenario, every time one of these operations were performed. Given that each of these operations is performed for every predecessor or successor sets, and that we have a predecessor and successor sets for each vertex in the graph variable's poss, many of which may not belong to the solution, it is easy to conclude we were wasting a considerable amount of time.
CP(Graph), in turn, uses a different method for imposing this constraint. It defines a view over the graph variable's domain, more suitable for this problem than a vertex-set and edge-set representation. This view provides an adjacency representation, i.e., it maintains for each vertex a list of its adjacent vertices and it requires some form of consistency maintenance, ensuring that any change in the raw domain representation is reflected into the view and vice-versa.
Upon this view, CP(Graph) enforces directly the constraint by enforcing each vertex (except for the initial and final one) to:
• Having exactly one predecessor iff the vertex is in the graph's glb
• Having exactly one successor iff the vertex is in the graph's glb which is basically a direct translation of the problem into a network of constraints. The major difference between both methods is the underlying structure that is used to impose these constraints. In the case of GRASPER we fetched a priori all the predecessor and successor sets for each vertex, which as explained previously, is very time and space consuming, whereas CP(Graph) opted for developing a view over the graph raw domain structure which could provide very efficient access to the vertices adjacency sets.
In GRASPER maintaining consistency for the path constraint implies sweeping the graph raw domain entirely, for each predecessor and each successor sets of each vertex, whereas in CP(Graph) consistency maintenance requires only sweeping the domain once and updating the view.
However, CP(Graph)'s method still has some of the undesirable properties mentioned previously for the GRASPER implementation. First of all, albeit in a much smaller scale, there is still some overhead in maintaining consistency between the graph raw domain and the view since a change in the graph raw domain will require an entire sweep over it, in order to update the view. Secondly, using this method implies a duplication of memory usage, since the view is actually another data structure that stores the graph information but in a different way. Last, but not least, the problem of imposing constraints over vertices that may not be part of the solution remains and hence, the feeling of wasting resources needlessly persists.
In the next section we explain how we can use a lazy mechanism for imposing constraints that will both save considerable space and, most importantly, considerable time on imposing the path constraint and that can solve the mentioned problems of the methods used by GRASPER and CP(Graph).
As explained in the previous section, considerable space was required, in GRASPER to store the predecessor and successor sets of all vertices belonging the the graph variable's poss as well as considerable time for obtaining those sets and maintaining their consistency.
While one is able to accept consuming space and time for storing and maintaining those sets for vertices that may become part of the solution one is not, however, able to accept consuming those resources for vertices that present no guarantee of becoming part of the solution.
What we are seeking is basically, a lazy mechanism for delaying, as much as possible, obtaining the predecessor and successor sets (and maintaining their consistency) of a given vertex until it is actually considered part of the solution.
This is easily achieved in the following way. First, and as done in the original implementation, the predecessor and successor sets for all the vertices already in the graph variable's glb are obtained and their cardinality is instantiated to 1 (except for the initial and final vertices, as explained previously), by the same reasons we mentioned in the previous section.
Secondly, all vertices in the graph variable's poss are iterated upon and an associative table is built, as before, but this time the vertices predecessor and successor sets will not be stored there. This time, only two integer variables are stored: one integer variable for the number of edges having the vertex as out-vertex, i.e., the number of predecessors of the vertex; and another integer variable for the number of edges having the vertex as in-vertex, i.e., the number of successors of the vertex.
This far, a considerable amount of memory has been spared since only two integer variables are stored for each of the vertices in the graph variable's poss.
After this initialization phase, one can reason upon the information present in this table in order to perceive when to impose the actual degree constraint over the vertices. Consistency between the graph raw domain and the degree associative table is done whenever there is a change in the graph's domain (removal of vertex, removal of edge, addition of vertex, addition of edge), in the following way:
• If a vertex is removed from the graph then it is not being considered to make part of the solution and therefore no degree constraint should be posed upon it and thus the information present in the associative table, for that vertex, may be simply disregarded.
• If an edge is removed from the graph, an update of the table is performed. The successor counter for the in-vertex and the predecessor counter for the out-vertex are decremented. If any of these values reaches 0 then, clearly, the corresponding vertex cannot be part of the solution and, therefore can be removed from the graph.
• If a vertex is added to the graph then it may make part of the solution and therefore we are finally in the situation where one is able to accept consuming resources to obtain the vertex predecessor and successor set, to maintain their consistency and to impose that their cardinality is 1.
• If an edge is added to the graph, we are again in the situation where one is able to accept consuming the above mentioned resources and therefore the predecessor and successor sets of both end-vertices are obtained (if they have not already been obtained) and their cardinality is instantiated to 1.
This method is clearly very efficient in terms of memory consumption and it also manages not to waste time imposing heavy constraints on vertices that may not ever be part of a solution and thus, with this mechanism, we solve GRASPER's problem of consuming resources for vertices that present no guarantee of becoming part of the solution.
Additionally, we improve, in space, on CP(Graph) since we do not need an actual duplication of the graph. Our associative degree table stores a pair of integers for each vertex, whereas CP(Graph) maintains a view over the graph raw domain, which is actually, a complete copy of the graph but with a different representation, more suitable for the operations required by the path constraint.
Finally, we also improve in time, on CP(Graph) since every time a change in the graph domain occurs, we do not need an entire sweep over the domain in order to maintain consistency between the domain and the associative table. Since GRASPER has access to delta domain variables and these store information of what changed in a variable's domain we can, in constant time, determine what this change was in our propagators. Hence, whenever a change occurs, we just need to consult the delta domain variable, query what the change was and update the corresponding information in the associative table.
Results
In this section results are presented, for both implementations of GRASPER and CP(Graph), obtained in solving the Metabolic Pathways Problem.
Metabolic networks (see [15, 12, 21] for a general overview of metabolic networks) are biochemical networks which encode information about molecular compounds and reactions which transform these molecules into substrates and products. A pathway in such a network represents a series of reactions which transform a given molecule into others.
An application for pathway discovery (see [18, 20] for more details on pathway discovery) in metabolic networks is the explanation of DNA experiments. An experiment is performed on DNA cells and these mutated cells (called RNA cells) are placed on DNA chips, which contain specific locations for different strands, so when the cells are placed in the chips, the different strands will fit into their specific locations. Once placed, the DNA strands (which encode specific enzymes) are scanned and catalyse a set of reactions. Given this set of reactions the goal is to know which products were active in the cell, given the initial molecule and the final result.
A recurrent problem in metabolic networks pathway finding is that many paths take shortcuts, in the sense that they traverse highly connected molecules (act as substrates or products of many reactions) and therefore cannot be considered as belonging to an actual pathway. However there are some metabolic networks for which some of these highly connected molecules act as main intermediaries.
It is also possible that a path traverses a reaction and its reverse reaction: a reaction from substrates to products and one from products to substrates. Most of the time these reactions are observed in a single direction so we can introduce exclusive pairs of reactions to ignore a reaction from the metabolic network when the reverse reaction is known to occur, so that both do not occur simultaneously. Additionally, it is possible to have various pathways in a given metabolic experiment and often the interest is not to discover one pathway but to discover a pathway which traverses a given set of intermediate products or substrates, thus introducing the concept of mandatory molecule. These mandatory molecules are useful, for example, if biologists already know some of the products which are in the pathway but do not know the complete pathway.
The problem of metabolic pathway finding is thus to determine a sequence of reactions that form a path between the starting and finishing molecule, avoiding whenever possible highly connected molecules, ensuring that exclusive pair of reactions cannot appear simultaneously in a solution and that all the mandatory molecules are visited.
Basically, assuming that G = dirgraph(V, E) is the original graph, composed of all the vertices and edges of the problem, that v 0 and v f are the initial and the final vertices, that M and = {v 1 , . . . , v n } is the set of mandatory vertices, that Excl = {(v e11 , v e12 ), . . . , (v em1 , v em2 )} is the set of exclusive pairs of vertices and that W f is a function mapping each vertex and each edge to its degree, this problem can be easily modeled in GRASPER as:
The minimisation function can be found built-in in almost every constraint programming environment. The subgraph relation is directly mapped to our subgraph constraint (consult [23] for details on the subgraph constraint) and its objective is to allow the extraction of the actual pathway from the original graph containing every vertex and edge from the original problem. The introduction of the mandatory vertices is easily achieved by a mere set inclusion operation. The exclusive pairs of reactions demand the implementation of a very simple propagator which basically removes one vertex once it is known that another vertex has been added to the graph and they form an exclusive pair of reactions. The weighting of the graph is performed using the weight constraint (consult [23] for details on the weight constraint). These simple operations sketch the basic modelling for this problem, however it is still necessary to perform search so as to trigger the propagators and determine the set of vertices that belong to the pathway and the edges that connect them.
We use a labeling strategy that consists in iteratively extending a path (initially formed only by the starting vertex) until reaching the final vertex. At every step, we determine the next vertex which extends the current path to the final vertex minimizing the overall path cost. Having this vertex we obtain the next edge to label by considering the first edge extending the current path until the determined vertex. The choice step consists in including/excluding the edge from the graph variable. If the edge is included the current path is updated and the last vertex of the path is the out-vertex of the included edge, otherwise the path remains unchanged and we try another extension. The search ends as soon as the final vertex is reached and the path is minimal. This heuristic shall be referred as shortest-path [19] . Below, we present the results obtained for the problem of solving the shortest metabolic pathways for three metabolic chains (glycosis, heme and lysine) and for increasing graph orders (the order of a graph is the number of vertices that belong to the graph), having one instance per graph order. The instances were obtained from [5] and are the same ones used in [9, 8] .
We ran both implementations and CP(Graph)'s implementation 5 on an Intel Core 2 Duo 2.16 GHz, 4 Mb of L2 Cache, 1.5 Gb of RAM, on graph instances having from 500 to 2000 vertices and for different metabolic networks (glycosis, lysine and heme) and using the shortest-path heuristic. Table 1 presents the results, in seconds, where G old denotes the original version, G new the version with the lazy constraint imposing mechanism and CP(Graph), the CP(Graph)'s implementation. Analyzing the results obtained for both implementations of GRASPER we conclude that, for every instance of the problem and for all of the metabolic networks, the lazy constraint imposing mechanism has a major impact on the effectiveness of the application, managing to increase efficiency up to 8 times when comparing to the original version.
