We study the x-ray-diffraction spectrum produced by a collectively pinned charge density wave, for which one can expect a Bragg glass phase. The spectrum consists of two asymmetric divergent peaks. We compute the shape of the peaks, and discuss the experimental consequences.
The study of the spectrum has been carried out so far either for strong pinning or at high temperatures. [15] [16] [17] [18] . In this paper we focus on the low-temperature limit where a well-formed CDW exists, and on weak disorder, for which one expects to be in the Bragg glass regime. We show that the diffraction spectrum consists in two asymmetric peaks. In contrast to previous assumptions, 16 we show that the asymmetry is present also in the weak pinning limit. The peaks are power-law divergent, with an anisotropy in shape. This form is consistent with the Bragg glass behavior. 10 The asymmetry is a subdominant power law too, with an exponent that we determine. We also briefly discuss the role of unscreened Coulomb interaction for the CDW on the diffraction spectrum.
The general expression 19 for the total diffraction intensity in a crystal is given by I͑q ͒ϭ 1
where u i is the atom displacement from the equilibrium position R j ϭ ja, with a indicating the lattice constant, f i the atomic scattering factor, and ͗ . . . ͘ denotes the double average over the disorder and over the thermal fluctuations. As an example, let us first consider the case of fixed atoms (u i ϭ0). We obtain
where ⌬ f ϭ f I Ϫ f is the difference between the impurity I and the host atom scattering factors, N I ϭn I (1Ϫn I ), where n I is the impurity concentration and f is the average scattering factor. The usual Bragg peaks, in correspondence to the reciprocal lattice vectors K, arise from the first term in Eq. ͑2͒, the second term is responsible for a background intensity, called Laue scattering, due to the disorder. In a second stage we take into account displacements of the atoms related to the presence of a CDW. To this purpose, we consider an electron density characterized by a sinusoidal deformation:
is the phase of the charge density wave and Q is the modulation vector. The associated Hamiltonian reads 
where d is the dimension of the space. The first term in Hamiltonian ͑4͒ represents the elasticity. The second term reflects the effect of the disorder on the electron density. The Gaussian random function ⌺(x) describes the impurity distribution and is characterized by the correlator ⌺(x)⌺(y)
ϭN I ␦(xϪy), V 0 is a positive constant which measures the impurity potential, and finally the sign ϩ (Ϫ) is related to the repulsive ͑attractive͒ interaction between the electrons and the local impurity. In the following, we restrict our analysis to the repulsive case, 0 is absorbed in V 0 and we define the disorder strength DϭV 0 2 N I . A density modulation is accompanied by a lattice distortion u given at low temperature by
We are interested in the behavior of the scattering intensity I(q) near a Bragg peak (qϳK). Since ͉␦q͉ϭ͉qϪK͉ӶK, we can take the continuum limit i→x and we obtain from Eq. ͑1͒:
where
. In Eq. ͑6͒ we have applied the standard decomposition in center of mass R and relative r coordinates ͓xϭRϩr/2 and yϭR Ϫ(r/2)]. The integration over R has already been performed because u vary slowly at the scale of the lattice spacing. Assuming that in the elastic approximation displacements remain small (u i ӶR i ), one can expand Eq. ͑6͒ as powers of Ku 0 . Developing up to the second order we get 17 I͑q ͒ϭI d ϩI a ϩI tripl , ͑7͒
with
While the contribution I d represents the intensity due to the atomic displacements alone, the contributions I a and I tripl are generated by the coupling between the disorder and the displacement. The presence of a CDW is signaled by the formation, around each Bragg peak, of two satellites at reciprocal vectors KϮQ. In the absence of disorder (Dϭ0 and ϳconst), the displacement term has the form
and the other terms are vanishing;
in this case the two satellites have the same intensity and the broadening is absent. To interpret the experimental findings, 15, 16, 18 in particular, to explain the measured strong asymmetry 25 between the peaks at KϩQ and at KϪQ, we need to account for the effect of impurities.
In the literature the term I a was evaluated by means of models 16 -18 which describe the pinning by imposing a constant value 0 to the phase in Eq. ͑3͒ in proximity of each impurity, and I tripl was conjectured to be negligible. 17, 22 In that approach, the observed satellite asymmetry is seen as a clear sign of the strong disorder; in fact, 0 is not constant and, for sufficiently large domains, one should have 16 I a ϰcos( 0 )ϳ0. To go beyond this phenomenological approach and also deal with the weak disorder limit, in which one expects the Bragg glass, we use a Gaussian variational approach. 10, 23 We first perform the average over the disorder using the standard replica techniques. The replicated Hamiltonian corresponding to Eq. ͑4͒ is
where T is the temperature and the sum over the n replica has to be considered in the limit n→0. We stress that, moving from Hamiltonian ͑4͒ to its replicated version we also need to change the correlation functions containing explicitly the disorder: we have, for example,
After some manipulations and using Eq. ͑3͒, we obtain
͘ eff are the positional correlation functions controlling the behavior of each contribution. We notice that the intensity of the peaks at qϭQϩK and qϭKϪQ is symmetric, as in the case of a pure system, for the displacement term I d , but it is antisymmetric for I a . The sum of these two terms leads to an asymmetry of the peaks. Figure 1 show the behavior of the different contributions.
Following the method used in Ref. 10 for flux lines in the presence of weak disorder, we can calculate the various terms in Eq. ͑9͒. We look for the best trial Gaussian Hamiltonian H 0 ϭ͐ q G ab (q) a (q) b (Ϫq) in replica space, which approximates Eq. ͑8͒. Defining
where G is the diagonal element of G ab , and using the Gaussian approximation, the positional correlation functions become C a (r)ϭ(1/nT) ͚ a,b n e ϪB ab (r)/2 and C d (r)ϭe
where B is the diagonal element of B ab . Two general classes of solutions exist for this problem: while the first class preserves the permutation symmetry of the replica ͑RS͒, the second class ͑RSB͒ breaks the replica symmetry. It has been shown 10 that the stable solution for dϾ2 corresponds to the RSB class, while the RS solution remains valid at short distances. C d is similar to the correlation calculated for flux lines 10 and will be discussed later. To evaluate the contribution of the interference between disorder and displacement we factorize the antisymmetric term C a (r)ϭ(r)C d (r). We first consider the RS approximation ͑r ͒ϭ 1
where G c ϭ1/cq 2 is the connected part of G ab . In dϭ3 we estimate
The triplet term can be evaluated in an analogous way, but it gives nonzero contributions only considering higher-order harmonic terms in the electron density. Equation ͑3͒ becomes (x)ϭ 0 cos"n͓Qxϩ(x)…͔, with nϭ1,2. As we have already found for I a , we get an antisymmetric term with a prefactor ϰ⌬ f
and at low temperatures we finally obtain
.
͑13͒
It is interesting to evaluate, at this stage, the relative weight of the two antisymmetric terms in a satellite peak. We introduce the Fukuyama-Lee length ͑or Larkin-Ovchinikov length͒ 14,24 R a ϭ(c 2 /D) 1/4Ϫd ͑for dϭ3, R a ϭc 2 /D) such that varies on scale given by the length R a . The ratio of the two intensity peaks is
For weak disorder R a ӷa it follows that I a ӷI tripl and we thus need only to consider I a and I d .
Since for dϭ3 the RS solution is unstable, so to obtain the correct physics one has to look for the RSB method. Within this scheme, 10 the off-diagonal elements of G ab (q) are parametrized by G(q,v), where 0ϽvϽ1, and the solution is characterized by a variational breakpoint v c . The form of the symmetric part is given in Ref. 10 :
where T 2 Ӎ2T/ca measures the strength of thermal fluctuations and ϳ1 is the Bragg glass exponent in dϭ3. At low temperature one has lϳR a . The algebraic behavior of Eq. ͑15͒ is controlled by small v (vϽv c ). Values of v above the breaking point (vϾv c ) give the small distance contribution. Finally, one finds v c ϭ 1 8 T 2 (a/l). To fully characterize the spectrum it still remains to evaluate (r) in the RSB scenario:
͑16͒
Restricting to the case dϭ3, we write
͑17͒
By integrating Eq. ͑17͒ over q and with some manipulations, Eq. ͑16͒ becomes:
The low-temperature behavior (lϳR a ) of this term is shown in Fig. 2 . As for the replica symmetry case, we have C a (r)ϰ(1/r)e ϪB /(r)2 . We can now compare the two terms: 
After executing the d-dimensional Fourier transforms, we conclude that both terms are divergent: in particular, I d ϰ1/q dϪ and I a ϰ1/q dϪϪ1 . This effect, shown in Fig. 1 , is a clear sign of a quasi-long-range positional ordered phase. We have found that the peak at KϩQ is smaller than the KϪQ one, as the potential between the impurity and CDW is repulsive ͑we would have the opposite asymmetry in case of an attractive potential͒. We observe that for an ideal infinite resolution experiment, the symmetric term would be dominant, since C d (r) decays to zero less rapidly than C a (r). However, if the divergence in Eq. ͑19͒ is cut by the finite resolution of the experiment, both terms should be taken into account because I d is quadratic in the small parameter Ku 0 whereas I a is only linear.
The power-law line shape is obtained for a short-range isotropic elasticity. The elasticity is actually anisotropic 20 along the Q direction and has the form
where xʈQ and c 1 ӷc 2 . The compression along x corresponds to an increase of electric charge density and thus pays the price of Coulomb repulsion, while distortions along the remaining dϪ1 directions are much easier. . The main effect in the diffraction spectrum is thus to make the shape of the peaks anisotropic, but this will not change the overall divergence. The local, but anisotropic, elasticity ͑20͒ is valid beyond the distance at which the Coulomb interaction between various parts of the CDW is screened. If this length is very large, or if one wants to examine the short-range regime, one should keep the dispersion of c 1 (q)ϳ1/q 2 . This leads to a different behavior of the peaks with respect to Eq. ͑ 19͒. In particular we have found I d ϰ1/q 3 and I a ϰ1/q. This means that, in this case, the peaks should be even more divergent than in Eq. ͑19͒, but the asymmetric term becomes negligible. All details concerning this calculation will be examined elsewhere. 21 On the experimental side few detailed diffraction spectra are available at the moment. One case is doped blue bronzes where the line shape corresponding to the CDW has been obtained after subtraction of a Friedel oscillation contribution. 15 The observed asymmetry of the peaks would be compatible with both strong and weak pinning. However, given the short correlation length extracted from the data, this particular experiment is most likely in the strong pinning regime, whereas our calculations concern the weak pinning limit. It would thus be highly desirable to have more detailed analysis of the line shapes either in this compound, for different impurity concentrations, or in less disordered systems, where one can expect a Bragg glass behavior.
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