Abstract-High load data dimension and insufficient sample characteristics challenge the load clustering accuracy. For this challenge, this paper proposes a load analysis method based on variational mode decomposition (VMD) and the energy difference spectrum of singular value (EDSSV). Firstly, the load data is decomposed by VMD algorithm. Simultaneously, the lowest frequency intrinsic function in the decomposition results is selected for EDSSV. The decomposition manifests load sample characteristics and reduces the load data dimension. Furthermore, the singular value is used to obtain an energy difference spectrum curve by EDSSV, which converts curve features to energy features and reduces the amount of data. The k-means clustering result of the original sample and the result of the energy difference spectrum curve are compared through compactness index. Compared with the k-means method, the result of clustering index CP with the proposed method is reduced by 0.0627, which shows that the clustering accuracy is improved. Also, the load data dimension is reduced by about 80%.
I. INTRODUCTION
In the context of the development of smart grids, the analysis of power load behavior characteristics is of great significance in load forecasting, scheduling optimization and electricity pricing market. However, with the increasing demand for load data analysis, the proliferation of load data collection types and quantities has made data analysis more difficult. At the same time, the high load data dimension has a serious impact on the accuracy of the analysis results and brings great difficulty to data analysis [1] [2] [3] . Therefore, it is urgent to conduct an in-depth study on power system load data analysis.
The load classification methods include k-means, fuzzy C-means algorithms and so on [4, 5] , among which k-means is one of the most widely used load data classification methods. Literature [6] apply k-means to analysis the massive electrical load data, however, some data with noise or sensitive isolated points have serious impacts on clustering accuracy. In literature [7] , the k-means, intra-class distance, and inter-class distance index are combined to identify the bad data in the load curve, but the influence of the load data dimension on the clustering speed is not considered. The k-means clustering method is an iterative calculation. With the rapid growth of smart grid data, the kmeans clustering process consumes more time when the data dimension is large. Especially, if the data cluster contains sensitive data points, the clustering results will be seriously deviated. The k-means clustering algorithm has limitations in calculation speed and data-sensitivity [8] . Therefore, load classification needs to be further researched.
VMD is a new method for data feature extraction. It has a strong separating effect on characteristics of irregular load curves, which can overcome the mode mixing problem in high-frequency nonlinear signal feature extraction [9] . VMD has been applied to the extraction of partial discharge signal characteristics of transformers, but few studies are on the classification of load [10] . In addition, singular value decomposition (SVD) has obvious advantages in retaining original characteristics, reducing both data dimensions and noise [11] . Thus, SVD is also used in this paper.
In summary, this paper proposes a load classification method based on variational mode decomposition and singular value energy difference spectrum (VMD-EDSSV) to improve the accuracy of load classification. Through the combination of VMD and singular value decomposition algorithm, the target of suppressing mode mixing and retaining original effective features is achieved. The energy difference spectrum also aims at reducing the load data dimension. Finally, the effectiveness of the VMD-EDSSV method is verified by an experimental example.
II. ALGORITHM PRINCIPLE AND PROCESS DESCRIPTION
According to the original load curve, the proposed method uses VMD decomposition to select the lowest dimensional intrinsic mode function (IMF) in the decomposition results. Then the selected results are reconstructed by Hankel matrix, and the singular value vector is obtained by singular value decomposition of energy difference operation. Finally, the k-means algorithm is used to implement load data classification. The overall block diagram of the proposed VMD-EDSSV algorithm is shown in Fig. 1 .
A. Principle of VMD Algorithm
The aim of the VMD algorithm is to address the variational problem which includes two parts of construction and solution.
1) Construction of variational problem. The aim of VMD variational problem is to decompose the signal f into k modes, and each mode has a finite bandwidth of the center pulsation. The sum of the estimated bandwidths of each modality is made to be a minimum [12] . In order to get the bandwidth, we propose the following scheme: a) For each mode, the associated analytic signal and unilateral frequency spectrum are computed by Hilbert transform.
b) For each mode, shift the mode's frequency spectrum to baseband, and blend an exponential tune to the estimated center frequency respectively.
c) The bandwidth is estimated through Gaussian smoothness of the demodulated signal, i.e. the squarednorm of the gradient. The constrained variational problem is shown in (1).
(1) 2) The solution of variational problem. The quadratic penalty α and the Lagrangian multiplication ( ) t are used to transform the constrained problem into an unconstrained problem. The expression is shown in (2). 
Equation (2) is optimized by the alternate direction method of multipliers (ADMM).
Equation (3) is transformed into the frequency domain by Fourier transform. The quadratic optimization problem is shown in (4).
Convert k to the frequency domain to obtain the calculation method of the center frequency as shown in (5). is Fourier transform.
B. Introduction of singular value differential energy spectrum 1) Singular value decomposition and construction of Hankel matrix. The Hankel matrix has a good extraction effect on the data features [13] . Hence, the IMF is performed with Hankel matrix reconstruction before the singular value decomposition. The matrix of Hankel matrix expression is shown in (6). 3) The energy difference spectrum is obtained by the difference between the adjacent eigenvalue vectors and normalization processing.
4) The load classification result is obtained from the energy difference spectrum curve. The specific process of VMD-EDSSV is shown in Fig. 2 . In Fig. 2 , based on VMD, the irregular curves are decomposed into several IMFs for solving the problem of modal mixing. IMFs have different characteristics. IMFs can show the main characteristics of the original load curve. After the decomposition, the curve features are more obvious and smoother. At the same time, the VMD algorithm has a strong suppression effect on noise, and can accurately separate the curve by load characteristics. Hankel matrix and singular value decomposition reconstruct and decompose the IMFs of the VMD decomposition, which reduces the updated curve data dimension to half of original data. Also, the lower dimension curve can accelerate the analysis speed. Further, the singular values with original load data characteristics are obtained by decomposing the reconstructed matrix of SVD. Finally, the difference calculation is performed on the singular value vector to obtain the energy difference spectrum. The shape of the differential energy spectrum curve is simple, and data points are low, which is more convenient for analysis.
III. EXPERIMENTAL EXAMPLES
This paper analyzes 101 groups typical day load data (including industrial load, energy storage load, etc.) of a power grid. The data point interval is 15min, and there are 96-time points (0:00-24:00 corresponds to 0-96) in a day. All data are as shown in Fig. 3 . The number of IMF k (k=4) is obtained by analyzing the center frequency of IMFs of all load data [14] . The data characteristics of IMFs are different. In this paper, the mode 1 curve is selected as the characteristic curve by similarity analysis of origin curve. A typical load data curve is selected as an example for illustration. The decomposition results are shown in Fig. 4 . Since the mode 3 and 4 are irregular highfrequency oscillation curves, whose features are ambiguous and not representable. The amplitude of the mode 1 curve and its enveloped area are closer to the original curve than those of mode 2. Hence, the mode 1 is selected as the characteristic curve for further decomposition.
Further, Hankel transform and singular value decomposition are performed on 101 groups of IMF curves of load data. The specific result is shown in Fig. 5 . In Fig. 5 , it can be seen from the SVD decomposition results that the singular value curve is rapidly reduced and maintained at point 0. The data curve characteristics are mainly concentrated in the 20 data points ahead. In Fig. 3 , the amplitudes of the majority of the original load curve are below 4MW, and four load curves are different from others. From the singular value decomposition results in Fig. 5 , it is obvious that the decomposed load curves retain the distribution characteristics of the original curves. Fig. 6 shows the result of the total energy difference spectrum by differential calculation. In Fig. 6 , the curves at the first 10 data points reflect the main characteristics of the load curve. The data dimension shows that the characteristic of data is reduced by about 80%, and the energy difference result is between 0-1, which reduces the difficulty of analysis. Compared the curve trends in Fig. 6 , it can be seen that the curves mainly represent three categories: the overall trend of class 1 of curve features is downward, the data point 2 is the turning point, and the slope drops gradually. The curve of class 2 also shows an overall downward trend and has a turning point at the point 2, and the slope has a faster decline; The trend of class 3 curve contains a peak feature.
The aim of following content is to prove the validity of the proposed VMD-EDSSV method. Firstly, the optimal classification number c of the load data is determined by the DWP index [15] , and the index results are shown in Table I .
According to the data analysis, the DWP index result is larger, the number of cluster centers is better. Therefore, the comparison of index results shows that the classification number of original load data could be selected as 3.
The effectiveness of the above curve classification results is analyzed by a clustering index CP [16] . CP can be calculated by (9).
where x is the vector in the cluster, i is the sequence number of the vector point, c is the number of clusters, and C is a positive integer bigger than 1, Ω is the data cluster.
The clustering index CP is the sum of relative value, which is the distance between each cluster center curve and the maximum point of the data cluster. The CP value is smaller, the clustering accuracy is higher. The calculation results of the clustering index CP are shown in Table Ⅱ .
In Table Ⅱ , compared with the result from the original curve, the index results of the classification method proposed in this paper are reduced by 0.0627. It shows that the method proposed in this paper improves the clustering accuracy.
IV. CONCLUSION
In this paper, 101 groups typical load curves are classified by the VMD-EDSSV method. The experimental example shows that VMD and SVD can retain the characteristics of the original curve and manifest the characteristics of the load curve data. The energy difference spectrum reduces the data curve dimension by about 80%, which greatly reduces the analysis difficulty. Compared with the k-means method, the clustering index CP of VMD-EDSSV method is reduced by 0.0627. The proposed method has superiority in the clustering accuracy.
At the same time, in actual working conditions, more similar loads are clustered together, and the characteristics of load curves are expressed more accurate and obvious. Furthermore, it is more effective to apply the curve in actual load scheduling and load forecasting. The lower data dimension not only improves the running speed of the algorithm, but also makes the performance of data information characteristics more prominent and obvious.
