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Ku¨lshammer ideals of graded categories and Hochschild
cohomology.
Yury Volkov and Alexandra Zvonareva∗
Abstract
We generalize the notion of Ku¨lshammer ideals to the setting of a graded category.
This allows us to define and study some properties of Ku¨lshammer type ideals in
the graded center of a triangulated category and in the Hochschild cohomology of an
algebra, providing new derived invariants. Further properties of Ku¨lshammer ideals
are studied in the case where the category is d-Calabi-Yau.
1 Introduction
Let Λ be a symmetric algebra over a field of positive characteristic p with a symmetrizing
form (−,−). The sequence of Ku¨lshammer ideals
Kclr = {a ∈ Λ|(a, b) = 0 for b ∈ Λ such that b
pr ∈ [Λ,Λ]}
in the center of Λ is a fine invariant of the derived category of an algebra [20, 11]. These
ideals were applied to distinguish various algebras up to derived equivalence [8, 9]. With
the use of trivial extensions the definition of Ku¨lshammer ideals was extended to arbitrary
algebras [3]. Also various attempts to generalize Ku¨lshammer ideals to higher Hochschild
(co)homology were taken (see [22, 23]).
In this paper we propose to consider the same type of ideals in the center of a graded
category A. These ideals are defined using the module structure of the graded abelianization
of the category A over its graded center. For a graded category A the center of A is the graded
k-algebra AA, whose i-th component AAi is formed by elements (mi,x)x∈A ∈ Πx∈AA(x, x)i
such that fmi,x = (−1)
ijmi,yf for any x, y ∈ A and any f ∈ A(x, y)j. The abelianization
of A is the graded k-module AA = ⊕x∈AA
x
x/[A,A], where [A,A] denotes the subspace of
⊕x∈AA(x, x) formed by the elements fu − (−1)
ijuf , for all x, y ∈ A, u ∈ A(y, x)i and
f ∈ A(y, x)j.
The ideals Kr,sA are defined as the annihilators of the appropriate homogeneous compo-
nent of the kernel of the map (−)p
r
. For precise definitions see Sections 2 and 3. It turns
out that the ideals defined in this way are invariant under graded equivalences.
This construction is then applied in the particular situation of a category A with an
automorphism Σ. In this case the orbit category A/Σ is graded and we can consider ideals
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in the graded center of A/Σ. If A is d-Calabi-Yau, we establish a duality between the
Hochshild-Mitchel homology and cohomology of A. This generalizes the well known duality
between Hochschild homology and cohomology for symmetric algebras. Using the pairing
provided by this duality we recover the usual definition of the idealsKr,d(A/Σ) in this general
context. Thus,
Kr,d(A/Σ) = {a ∈ (A/Σ)
A/Σ|(a, b) = 0 for b ∈ ⊕x∈A(A/Σ)
x
x such that b
pr ∈ [A/Σ,A/Σ]}.
If A is the homotopy category of complexes of finitely generated projective modules KbpΛ
over some algebra Λ and [1] is the shift functor, then (KbpΛ/[1])
KbpΛ/[1] is the graded center
Z∗(KbpΛ) of K
b
pΛ, i.e. the graded ring of natural transformations from the identity functor to
[n] which commute modulo the sign (−1)n with [1]. Graded centers of triangulated categories
are studied and used by various authors and attract some interest (see [4, 15, 2, 12]). Thus,
the ideals defined for KbpΛ/[1] belong to the graded center of K
b
pΛ.
The characteristic map from the Hochshild cohomology of Λ to the graded center of
KbpΛ allows us to define Ku¨lshammer ideals HKr,s(Λ) in the higher Hochshild cohomology
as the inverse image of the ideals Kr,s(K
b
pΛ/[1]). If Λ is a symmetric algebra, then HK
0
r,0(Λ)
coincide with the classical Ku¨lshammer ideals Kclr . So the ideals HKr,s(Λ) can be considered
as a generalization of Ku¨lshammer ideals to higher Hochshild cohomology. Both ideals
Kr,s(K
b
pΛ/[1]) and HKr,s(Λ) are invariant under derived equivalence.
For arbitrary algebras we provide an alternative description of HK0r,0(Λ).
HK0r,0(Λ) = {a ∈ Z(Λ)|ab ∈ [Λ,Λ] for b such that b
pr ∈ [Λ,Λ]}.
This provides an alternative generalization of Ku¨lshammer ideals for non-symmetric algebras.
We finish the paper computing all the defined ideals for the algebra k[x]/x2.
2 Graded center and abelianization
All categories and functors are assumed to be k-linear for some fixed field k. Moreover, all
categories are assumed to be small. We write simply ⊗ and Hom instead of ⊗k and Homk.
In this section we recall some definitions and introduce some notation. From here on we will
write Ayx instead of HomA(x, y) for Hom-sets in a category A.
Definition 2.1. A category A is called a graded category if, for any x, y in A, there is a fixed
decomposition of graded spaces Ayx = ⊕i∈Z(A
y
x)i such that fg ∈ (A
z
x)i+j for any f ∈ (A
z
y)j
and g ∈ (Ayx)i. We write |f | for the degree of f ∈ A
y
x, i.e. |f | = i if and only if f ∈ (A
y
x)i.
Definition 2.2. The tensor product A ⊗ B of categories A and B is a k-linear category
defined in the following way. Its objects are pairs (x, y) where x ∈ A, y ∈ B. Its morphism
spaces are
(A⊗ B)
(x2,y2)
(x1,y1)
= Ax2x1 ⊗ B
y2
y1
.
The composition in A⊗ B is given by the formula
(f2 ⊗ g2)(f1 ⊗ g1) = f2f1 ⊗ g2g1,
where f1 ∈ A
x2
x1
, f2 ∈ A
x3
x2
, g1 ∈ B
y2
y1
, g2 ∈ B
y3
y2
and x1, x2, x3 ∈ A, y1, y2, y3 ∈ B.
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Definition 2.3. k-linear contravariant functors from A to Mod-k are called A-modules. We
denote by Mod-A the category of A-modules. An A-bimodule is by definition an Aop ⊗ A-
module. We denote by Bimod-A the category of A-bimodules.
If it does not cause any confusion, we will write fug instead of M(f ⊗ g)u for an A-
bimodule M and g ∈ Awz , f ∈ A
y
x, u ∈ M(x, w), where w, x, y, z ∈ A.
If A is graded, then the A-bimodule M is called graded if there are some fixed decom-
positions M(x, y) = ⊕i∈ZM(x, y)i such that fug ∈ M(y, z)i+j+l for all g ∈ (A
w
z )j, f ∈ (A
y
x)i
and u ∈ M(x, w)l. A homogeneous morphism of degree m from a graded bimodule M
to a graded bimodule N is a collection of maps φx,y,k : M(x, y)k → N(x, y)k+m such that
N(f ⊗ g)φx,w,k = (−1)
miφy,z,k+i+jM(f ⊗ g) for g ∈ (A
w
z )j , f ∈ (A
y
x)i. A morphism between
graded bimodules is by definition a finite sum of homogeneous morphisms. Any nongraded
category A can be considered as a graded category with all morphisms of degree 0. In this case
a graded bimodule is simply a module M with A-bimodule decomposition M = ⊕i∈ZMi. We
define the graded bimodule M[n] as a graded A-bimodule such that M[n](x, y)i = M(x, y)i+n
and M[n](f ⊗ g)u = (−1)inM(f ⊗ g)u for all g ∈ (Awz )j, f ∈ (A
y
x)i and u ∈ M(x, w)l. If φx,y,j
is a homogeneous morphism form M to N, then φx,y,j[n] := φx,y,j+n.
One can consider A as an A-bimodule defined by the equality A(x, y) = Axy on objects
and in the obvious way on morphisms.
Definition 2.4. An A-linear category is an A-bimodule M together with a structure of a
k-linear category (which will be also denoted by M) compatible with the bimodule structure.
Namely, the class of objects of M is the same as the class of objects of A, and the morphism
spaces of M are Mxy = M(x, y). Thus, there are bilinear maps
M(y, x)×M(x, z) = Myx ×M
x
z
−◦−
−−→ Myz = M(y, z)
that satisfy all the conditions of a categorical composition. The compatibility conditions are
f(v ◦ u)g = (fv) ◦ (ug) and u ◦ (fv) = (uf) ◦ v,
M(y, x)×M(x, z)
M(f⊗id)×M(id⊗g)

−◦−
//M(y, z)
M(f⊗g)

M(z, w)×M(y, x)
id×M(f⊗id)

M(id⊗f)×id
//M(z, y)×M(y, x)
−◦−

M(w, x)×M(x, τ)
−◦−
//M(w, τ) M(z, w)×M(w, x)
−◦−
//M(z, y)×M(y, x)
where f ∈ Awy and g ∈ A
z
τ are morphisms in A and u and v are morphisms in M.
We say that an A-linear category M is graded if M is a graded category and a graded
bimodule with respect to the same family of decompositions Mxy = ⊕i∈Z(M
x
y)i.
Definition 2.5. Let A be a graded category and let M be a graded A-bimodule. The
A-center of M is the graded k-module MA, whose i-th component MAi is formed by such
elements (mi,x)x∈A ∈ Πx∈AM(x, x)i that fmi,x = (−1)
ijmi,yf for any x, y ∈ A and any
f ∈ (Ayx)j. If A and M are not graded, then we can consider them as a graded category
and a bimodule concentrated in degree 0. So we can talk about the center of a nongraded
bimodule over a nongraded category.
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Note that Definition 2.4 guarantees that if M is an A-linear category, then MA has a
structure of a unital associative k-algebra, with multiplication induced by the composition
in M. In particular, the compatibility of the the bimodule and the categorical structure
ensures that MA is closed under multiplication.
Definition 2.6. Let A be a (nongraded) category and Σ : A → A be an automorphism of
A. The orbit category A/Σ is a graded category defined as follows.
• The class of objects of A/Σ is equal to that of A;
• The sets of morphisms are
(
(A/Σ)yx
)
n
= AΣ
ny
x for x, y ∈ A/Σ and n ∈ Z;
• The composition ◦ in A/Σ is given by the formula g ◦ f = Σn(g)f for f ∈
(
(A/Σ)yx
)
n
and g ∈
(
(A/Σ)zy
)
m
.
Note that A/Σ becomes a graded A-linear category if we define (A/Σ)(f⊗g)u = Σn(f)ug
for f ∈ Ay2y1 , g ∈ A
x2
x1
and u ∈
(
(A/Σ)y1x2
)
n
. Given an automorphism α of the category A and
M ∈ Bimod-A, we define the bimodule αM as the composition of functors M ◦ (α ⊗ IdA) ∈
Bimod-A. It is easy to see that this defines an action of (AutA)op on Bimod-A. Note that
A/Σ ∼= ⊕n∈Z
(
ΣnA
)
[−n] as a graded A-bimodule.
If α is an automorphism of A, then we say that α acts on the graded bimodule M if
there is a homogeneous isomorphism M
αM−−→ M ◦ (α ⊗ α) of degree 0. Such action induces
an automorphism αMA of the graded center M
A. If M is an A-linear category and α acts on
it by a category automorphism, then αMA is an automorphism of the graded algebra M
A.
Note that if α acts on M by αM, then we can define αM[n] as αM[n] = (−1)
nαM[n]. The
automorphism Σ of A acts on Σ
n
A by the rule Σ(ΣnA)(u) = Σ(u) for u ∈ A
Σny
x . We fix this
action of Σ on Σ
n
A and write simply Σ instead of Σ(ΣnA). Moreover, for any integer m,
we denote by Σ the natural transformation Σ(ΣnA)[m] and the automorphism Σ(
(ΣnA)[m]
)A .
Thus, Σ acts on the bimodule A/Σ and this action determines an automorphism of the
graded A-linear category A/Σ. For any space V with an action of some automorphism α we
can consider the subspace of invariants Vα, i.e {m ∈ V|α(m) = m}.
Definition 2.7. Let A be a (nongraded) category and let Σ : A → A be some fixed auto-
morphism of A. We define the graded rings Nat∗(A) = Nat∗(A,Σ) and Z∗(A) = Z∗(A,Σ) as
follows. Let Natn(A) (n ∈ Z) be the abelian group formed by all natural transformations
η : IdA → Σ
n and Zn(A) be its subgroup formed by η that satisfy the equality ηΣ = (−1)nΣη.
Given natural transformations η : IdA → Σ
n and θ : IdA → Σ
m (n,m ∈ Z ), we define the
product of η and θ by the formula ηθ = Σm(η) ◦ θ : IdA → Σ
n+m. We call Z∗(A) the graded
center of A. Note that ηθ = (−1)mnθη if η ∈ Z∗(A).
Remark 2.8. The definition of a graded center has sense if Σ is an autoequivalence, but
further we need it to be an automorphism. On the other hand, we can replace any autoequiv-
alence of a category by an automorphism (the category is changed during this process) by the
results of [1].
Lemma 2.9. There is an isomorphism of graded algebras Nat∗(A) ∼= (A/Σ)A that induces
isomorphisms Z∗(A) ∼=
(
(A/Σ)A
)Σ
∼= (A/Σ)A/Σ.
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Proof. By definition, A-center of A/Σ has as the n-th component
(
(A/Σ)A
)
n
elements
(mn,x)x∈A ∈ Πx∈A(A/Σ)(x, x)n such that Σ
n(f)mn,x = mn,yf for any x, y ∈ A and any
f ∈ Ayx. Thus, a family (mn,x)x∈A belongs to
(
(A/Σ)A
)
n
if and only if it gives a natural
transformation IdA → Σ
n. The multiplication on Nat∗(A) is ηθ = Σm(η) ◦ θ, the multipli-
cation on (A/Σ)A is induced by the composition in A/Σ, i.e. gf = Σn(g) ◦ f , hence these
graded algebras are isomorphic.
As for the isomorphism Z∗(A) ∼= (A/Σ)A/Σ, it is clear that an element of
(
(A/Σ)A/Σ
)
n
is a natural transformation, as in the previous paragraph, i.e. (A/Σ)A/Σ is a subalgebra of
(A/Σ)A. Taking y = Σx and f = Idx ∈ A
Σ−1y
x =
(
(A/Σ)yx
)
−1
we get
mn,x = (−1)
nΣ−1(mn,y) = (−1)
nΣ−1(mn,Σx)
and hence Σ(mn,x) = (−1)
nmn,Σx; thus, we get an element of Z
∗(A). If we take an element
η of Zn(A), then for f : x→ Σky we get Σn(f)ηx = ηΣkyf = (−1)
nkΣk(ηy)f ; thus, we get an
element of
(
(A/Σ)A/Σ
)
n
.
The isomorphism Z∗(A) ∼= ((A/Σ)A)Σ follows from the definition of the action of Σ on the
bimodule A/Σ: the family {mn,x}x∈A belongs to ((A/Σ)
A)Σ if and only if (−1)nΣ(mm,x) =
mn,Σx if and only if the corresponding natural transformation belongs to Z
∗(A).

Definition 2.10. Given a graded A-bimodule M, [A,M] denotes the subspace of ⊕x∈AM
x
x
formed by the elements fu − (−1)ijuf , for all x, y ∈ A, u ∈ M(y, x)i and f ∈ (A
x
y)j . The
A-abelianization of M is the graded k-module MA = ⊕x∈AM
x
x/[A,M]. As in the case of
the center, we can talk about the abelianization of a nongraded bimodule over a nongraded
category.
For any space V with an action of some automorphism α we can consider the space of
co-invariants Vα, i.e. the quotient space of V modulo the subspace generated by the classes
of the elements of the form v − α(v) for v ∈ V. If M is an A-linear category, then the
composition in M induces a structure of a graded MA-bimodule on MA. Note that an action
of an automorphism on M induces an action on MA. So in this case one can define the
graded space (MA)Σ as the quotient space of MA modulo the subspace generated by the
classes of the elements of the form m− Σm for m ∈ ⊕x∈AM
x
x. The M
A-bimodule structure
on MA induces the (M
A)Σ-bimodule structure on (MA)Σ. Note also that if the action of the
automorphism α of A on the bimodule M is given by αM, then α acts on M by aαM for any
a ∈ k∗ as well.
Definition 2.11. Let A be a (nongraded) category and let Σ : A → A be some fixed
automorphism of A. We define the graded spaces Nat∗(A) = Nat∗(A,Σ) and Ab∗(A) =
Ab∗(A,Σ) as follows. Let Natn(A) be the quotient space of the space ⊕x∈AA
Σnx
x modulo the
subspace generated by the elements of the form fg − Σn(g)f for all f ∈ AΣ
ny
x and g ∈ A
x
y .
We define Abn(A) as the quotient space of Natn(A) modulo the subspace generated by the
classes of the elements of the form f + (−1)nΣ(f) for all f ∈ AΣ
nx
x . We call Ab∗(A) the
graded abelianization of A.
It is easy to see that Nat∗(A) is a Nat
∗(A)-bimodule. Moreover, the corresponding Z∗(A)-
bimodule structure on Nat∗(A) induces a Z
∗(A)-bimodule structure on Ab∗(A). Note also
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that the isomorphisms from Lemma 2.9 induce a Nat∗(A)-bimodule structure on (A/Σ)A
and a Z∗(A)-bimodule structure on (A/Σ)A/Σ and
(
(A/Σ)A
)
−Σ
(in fact, as it was noted
above, on
(
(A/Σ)A
)
aΣ
for any a ∈ k∗).
Lemma 2.12. There is an isomorphism of graded Nat∗(A)-bimodules Nat∗(A) ∼= (A/Σ)A
that induces isomorphisms Ab∗(A) ∼=
(
(A/Σ)A
)
−Σ
∼= (A/Σ)A/Σ.
Proof. By definition, Nat∗(A) and (A/Σ)A are both quotients of the Nat
∗(A)-bimodule
⊕n∈Z ⊕x∈A A
Σnx
x and it suffices to check that we take the quotient space modulo the same
submodule.
It is easy to see that
fg − Σn(g)f = (A/Σ)(Idy ⊗ g)(f)− (A/Σ)(g ⊗ Idx)(f)
for all f ∈ AΣ
ny
x and g ∈ A
x
y , i.e. Natn(A) =
(
(A/Σ)A
)
n
= ⊕x∈AA
Σnx
x /Un, where Un is
generated by fg − Σn(g)f for f ∈ AΣ
ny
x and g ∈ A
x
y .
Now we have Abn(A) = ⊕x∈AA
Σnx
x /(Un +Vn), where Vn is generated by f + (−1)
nΣ(f)
for all f ∈ AΣ
nx
x . It is easy to see that
((
(A/Σ)A
)
−Σ
)
n
= ⊕x∈AA
Σnx
x /(Un+Vn) too. Let now
consider
(
(A/Σ)A/Σ
)
n
= ⊕x∈AA
Σnx
x /Wn, where Wn is generated by Σ
j(f)g − (−1)ijΣi(g)f
for f ∈ AΣ
iy
x and g ∈ A
Σjx
y , i+ j = n. Taking j = 0, we get that Un ⊆Wn. Taking i = n+1,
j = −1, y = Σ−1x, and g = Idx, we get that Vn ⊆Wn. Thus, Un +Vn ⊆Wn.
Since Σj(f)g − Σn(g)Σj(f) ∈ Un and
Σi(g)f − (−1)ijΣn(g)Σj(f) = Σi(g)f − (−1)j(n+1)Σj(Σi(g)f) ∈ Vn,
we have Wn = Un +Vn.

3 Ku¨lshammer ideals in the center of a graded cate-
gory
In this section we define Ku¨lshammer ideals in the center of a graded category. From now
on we assume that k is a field of characteristic p > 0. For a graded category A we define the
map
ξp : ⊕x∈AA
x
x → ⊕x∈AA
x
x
by the equality ξp
(∑
n∈Z fn
)
=
∑
n∈Z f
p
n, where fn ∈ (⊕x∈AA
x
x)n for n ∈ Z. Note that ξp
maps (Axx)n to (A
x
x)np.
Lemma 3.1. Let A be a graded category. The map ξp : ⊕x∈AA
x
x → ⊕x∈AA
x
x induces a
well-define map ξp : AA → AA.
Proof. It is enough to show that ξp ([A,A]n) ⊆ [A,A]np. Let us first prove that for f, g ∈
(⊕x∈AA
x
x)n one has (f + g)
p − f p − gp ∈ [A,A]np. Fix si ∈ (⊕x∈AA
x
x)n for 1 6 i 6 p. By
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definition of [A,A], we have s1 . . . sp − (−1)
n2(p−1)s2 . . . sps1 ∈ [A,A]. Since (−1)
n2(p−1) = 1
if 2 ∤ p or chark = p = 2, we have s1 . . . sp − s2 . . . sps1 ∈ [A,A] for any prime p. Now the
condition (f + g)p− f p− gp ∈ [A,A]np can be proved in the same way as in [21, Lemma 1.1].
Any element of [A,A]n has the form u =
∑k
t=1
(
ftgt − (−1)
it(n−it)gtft
)
for some integer
k > 0 and some ft ∈
(
Aytxt
)
it
and gt ∈
(
Axtyt
)
n−it
for 1 6 t 6 k. Then we have
ξp(u) + [A,A]np =
k∑
t=1
(
(ftgt)
p − (−1)it(n−it)(gtft)
p
)
+ [A,A]np
=
k∑
t=1
(
ft
(
(gtft)
p−1gt
)
− (−1)it(np−it)
(
(gtft)
p−1gt
)
ft
)
+ [A,A]np ∈ [A,A]np,
i.e. ξp ([A,A]n) ⊆ [A,A]np.

Definition 3.2. Let A be a graded category. Then we define TrA ⊆ AA as the kernel of the
map ξrp. Let us define the graded subspace Kr,sA ⊆ A
A by the equality
(Kr,sA)n = AnnAA
(
(TrA)s−n
)
n
.
Here, for an algebra Λ, a Λ-bimodule M and V ⊆ M, we denote by AnnΛ(V) the set
{a ∈ Λ | aV = V a = 0}. We will call Kr,sA the (r, s)-th Ku¨lshammer ideal of A and
KrA = ∩s∈ZKr,sA = AnnAA(TrA) the r-th Ku¨lshammer ideal of A. Also we will call
RsA = ∩r>0Kr,s(A) the s-th Reynolds ideal of A and will call RA = ∩r>0Kr(A) the Reynolds
ideal of A.
We say that F : A → A′ is a degree preserving equivalence if F induces an isomorphism
of graded spaces F : Ayx → (A
′)FyFx for any x, y ∈ A, and for any x
′ ∈ A′ there exists an
isomorphism ξx′ ∈ A
Fx
x′ of degree zero for some x ∈ A.
Theorem 3.3. If A is a graded category and s ∈ Z, then
AA = K0,sA ⊇ K1,sA ⊇ · · · ⊇ Kr,sA ⊇ · · · ⊇ RsA
is a decreasing sequence of graded ideals. In particular,
AA = K0A ⊇ K1A ⊇ · · · ⊇ KrA ⊇ · · · ⊇ RA
is a decreasing sequence of graded ideals. Moreover, if F : A → A′ is a degree preserving
equivalence, then F induces an isomorphism of graded algebras ϕF : A
A → (A′)A
′
such that
ϕF (Kr,sA) = Kr,sA
′ for any r > 0, s ∈ Z.
Proof. It follows directly from the definition that RsA ⊆ Kr+1,sA ⊆ Kr,sA for all r > 0.
Since AA is graded commutative, it is easy to see that ⊕n∈Z
(
AAn ∩AnnAA(Vs−n)
)
is a graded
ideal of AA for any graded AA-bimodule M and any graded subbimodule V ⊆ M. For
f ∈ (AA)m such that f
pr = 0, θ ∈ (AA)d−m−n we have (θf)
pr = (−1)aθp
r
f p
r
= 0, where
a = p
r(pr−1)
2
m(d − m − n), and hence TrA is a graded subbimodule of AA. Thus, the first
part of the theorem is proved.
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Let us now prove the second part. We can choose a quasi inverse equivalence F ′ for F
and natural isomorphisms α : IdA → F
′F and β : IdA′ → FF
′ in such a way that αx and βx′
are of degree zero for all x ∈ A and x′ ∈ A′.
Suppose that f = (fx)x∈A ∈ Πx∈A(A
x
x)n belongs to A
A
n . We define
ϕF (f)x′ = β
−1
x′ F (fF ′x′)βx′ . It is easy to see that ϕF (f) ∈ (A
′)A
′
n . It is clear also that
ϕF : A
A → (A′)A
′
is a homomorphism of graded algebras. Let us define ϕF ′ : (A
′)A
′
→ AA
in the same way (using α instead of β). Take f = (fx)x∈A ∈ A
A
n . We have fF ′Fxαx = αxfx
and F ′F (fx)αx = αxfx since f belongs to the center and α is a natural transformation.
Hence, fF ′Fx = F
′F (fx). Thus,
ϕF ′ϕF (f)x = α
−1
x F
′
(
β−1FxF (fF ′Fx)βFx
)
αx
= α−1x F
′
(
β−1FxFF
′F (fx)βFx
)
αx = α
−1
x F
′F (fx)αx = fx.
Thus, ϕF ′ϕF = IdAA . Analogously, ϕFϕF ′ = Id(A′)A′ . Consequently, ϕF is an isomorphism.
Suppose now that f = (fx)x∈A ∈ Πx∈A(A
x
x)n belongs to (Kr,sA)n. Let us take some u =
(ux′)x′∈A′ ∈
(
⊕x′∈A′ (A
′)x
′
x′
)
s−n
such that up
r
∈ [A′,A′]. Let (F ′)−1(x) be the inverse image of
x, i.e. the set {x′ ∈ A′ | F ′(x′) = x}. We define F ′(u)x =
∑
x′∈(F ′)−1(x)
F ′(ux′). By Lemma 3.1,
we have
(
F ′(u)p
r)
x
=
∑
x′∈(F ′)−1(x)
F ′(ux′)
pr =
∑
x′∈(F ′)−1(x)
F ′
(
up
r
x′
)
. Since F ′([A′,A′]) ⊆ [A,A],
we see that F ′(u) ∈ TrA. Then fF
′(u) ∈ [A,A]. As before, we have F (f)FF ′(u) ∈ [A′,A′],
where
(
F (f)FF ′(u)
)
x′
=
∑
FF ′y′=x′
F (fF ′y′)FF
′(uy′). Since
∑
y′∈A′
(
F (fF ′y′)FF
′(uy′)− β
−1
y′ F (fF ′y′)FF
′(uy′)βy′
)
∈ [A′,A′]
and FF ′(uy′)βy′ = βy′uy′, we have
ϕF (f)u = F (f)FF
′(u)−
∑
y′∈A′
(
F (fF ′y′)FF
′(uy′)− β
−1
y′ F (fF ′y′)βy′uy′
)
∈ [A′,A′].
Consequently, ϕF (f) ∈ (Kr,sA
′)n, i.e. ϕF (Kr,sA) ⊆ Kr,sA
′. In the same way one can prove
that ϕ−1F (Kr,sA
′) = ϕF ′(Kr,sA
′) ⊆ Kr,sA, i.e. ϕF (Kr,sA) = Kr,sA
′.

Remark 3.4. Note that the map ϕF constructed in the proof does not depend on β and F
′,
i.e. it is really induced by F . Indeed, if β, β˜ : IdA′ → FF
′ are two natural isomorphisms,
then β˜β−1 is a natural isomorphism from IdA to itself and hence
(β˜β−1)x′F (fF ′x′)βx′ = F (fF ′x′)β˜x′β
−1
x′ βx′ = F (fF ′x′)β˜x′,
i.e. β−1x′ F (fF ′x′)βx′ = β˜
−1
x′ F (fF ′x′)β˜x′. Now, if F
′′ is another quasi inverse of F , then there
is a natural isomorphism γ : F ′ → F ′′. Then F (γ)β : IdA′ → FF
′′ is a natural isomorphism
too and we have(
F (γx′)βx′
)−1
F (fF ′x′)F (γx′)βx′ = β
−1
x′ F (γ
−1
x′ fF ′x′γx′)βx′ = β
−1
x′ F (fF ′′x′)βx′
since f ∈ AA.
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Corollary 3.5. If A is a category with the automorphism Σ and s ∈ Z, then
Z∗(A) = K0,s(A/Σ) ⊇ K1,s(A/Σ) ⊇ · · · ⊇ Kr,s(A/Σ) ⊇ · · · ⊇ Rs(A/Σ)
is a decreasing sequence of graded ideals. In particular,
Z∗(A) = K0(A/Σ) ⊇ K1(A/Σ) ⊇ · · · ⊇ Kr(A/Σ) ⊇ · · · ⊇ R(A/Σ)
is a decreasing sequence of graded ideals. Moreover, if A′ with the automorphism Σ′ is another
category and there is an equivalence F : A → A′ such that FΣ ∼= Σ′F , then F induces an
isomorphism of graded algebras ϕF : Z
∗(A)→ Z∗(A′) such that ϕF
(
Kr(A/Σ)
)
= Kr(A
′/Σ′).
Proof. Suppose that υ : Σ′F → FΣ is a natural isomorphism. It induces a natural iso-
morphism υn : (Σ′)nF → FΣn for any n ∈ Z. Then we define FΣ : A/Σ → A
′/Σ′ by the
equality FΣx = Fx on objects and by the equality FΣ(f) = (υ
n)−1y F (f) ∈
(
(A′/Σ′)FyFx
)
n
on morphisms f ∈
(
(A/Σ)yx
)
n
= AΣ
ny
x . It is easy to see that FΣ is a degree preserving
equivalence. Now the stated result follows from Theorem 3.3 and Lemma 2.9.

4 Calabi-Yau categories
In this section we recall the definition of a (weakly) Calabi-Yau category and establish some
dualities arising for such categories. We will give an alternative definition of Ku¨lshammer
ideals for a Calabi-Yau category and show that Ku¨lshammer ideals in such categories satisfy
additional properties.
Definition 4.1. Let A be a category with a fixed automorphism Σ and let d be some integer.
The category A is called d-Calabi-Yau if Ayx is finite dimensional for any x, y ∈ A and there
is a family of linear maps trx : A
Σdx
x → k (x ∈ A) such that
• the pairing (, ) : AΣ
dx
y ×A
y
x → k given by the formula (f, g) = trx(fg) is nondegenerate,
and
• for all m ∈ Z, g ∈ AΣ
my
x , and f ∈ A
Σd−mx
y one has
trx(Σ
m(f)g) = (−1)m(d−m)try(Σ
d−m(g)f). (4.1)
If the first condition is fulfilled and the second condition is true for m = 0, then A is called a
weakly d-Calabi-Yau category. Usually Calabi-Yau categories are assumed to be triangulated
and Σ is assumed to be the shift functor. For more details on Calabi-Yau categories see [10].
If A is a (weakly) d-Calabi-Yau category, then we define the map trA : ⊕x∈A,n∈ZA
Σnx
x → k
by the equality
trA|AΣnxx =
{
trx, if n = d,
0 otherwise.
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Lemma 4.2. Let A with the automorphism Σ be a weakly d-Clabi-Yau category. Then the
map trA induces a map trA : Nat∗(A) → k. If A is d-Calabi-Yau, then trA induces also a
map trA : Ab∗(A)→ k.
Proof. If A is weakly Calabi-Yau, then trA(fg) = trA(Σ
n(g)f) for f ∈ AΣ
ny
x and g ∈ A
x
y by
definition. Thus, the first assertion is true. For the second assertion it suffices to show that
trA(f) = (−1)
n+1trA(Σ(f)) for all f ∈ A
Σnx
x . If n 6= d, then both sides are zero. For n = d,
let us take m = 1, y = Σ−1x, g = Idx. By (4.1), we have
trA(Σ(f)) = trx(Σ(f)) = (−1)
d−1try(f) = (−1)
d+1trA(f)
for all f ∈ AΣ
d−1x
Σ−1x . Replacing x by Σx, we deduce the required equality.

Let us now recall the definitions of Hochschild-Mitchel homology and cohomology. Since
in this paper we use this notion only for a graded bimodule over a nongraded category, we
restrict our definition only to this case.
Definition 4.3. Let A be a nongraded category (i.e. a graded category with all morphisms
of degree zero) and let M be a graded A-bimodule. For n > 0, we define the set of n-cochains
Cn(A,M) =
∏
x0,...,xn∈A
Hom
(
Ax0x1 ⊗ · · · ⊗ A
xn−1
xn ,M(x0, xn)
)
and the set of n-chains
Cn(A,M) =
⊕
x0,...,xn∈A
M(xn, x0)⊗A
x0
x1
⊗ · · · ⊗ Axn−1xn .
For n > 0, let us define the linear maps dCn(A,M) : C
n(A,M) → Cn+1(A,M) and dCn(A,M) :
Cn+1(A,M)→ Cn(A,M) by the equalities
dCn(A,M)(α)(f0 ⊗ · · · ⊗ fn) = f0α(f1 ⊗ · · · ⊗ fn) +
n∑
i=1
(−1)iα(f0 ⊗ · · · ⊗ fi−1fi ⊗ · · · ⊗ fn)
+ (−1)n+1α(f0 ⊗ · · · ⊗ fn−1)fn,
dCn(A,M)(u⊗ f0 · · · ⊗ fn) = uf0 ⊗ f1 ⊗ · · · ⊗ fn +
n∑
i=1
(−1)iu⊗ f0 ⊗ · · · ⊗ fi−1fi ⊗ · · · ⊗ fn
+ (−1)n+1fnu⊗ f0 ⊗ · · · ⊗ fn−1,
where α ∈ Cn(A,M), u ∈ M(x, y) for some x, y ∈ A and f0, . . . , fn are morphisms in A
such that the composition f0 . . . fn is a well-defined element of A
y
x. We define the n-th
Hochschild-Mitchel cohomology and homology of A with coefficients in M by the equalities
HHn(A,M) = Ker dCn(A,M)/Im dCn−1(A,M) and HHn(A,M) = Ker dCn−1(A,M)/Im dCn(A,M).
Here we set for convenience dC−1(A,M) = dC−1(A,M) = 0.
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Remark 4.4. For more details on Hochschild-Mitchel cohomology and homology see [16],
derived invariance of Hochschild-Mitchell homology and cohomology is proved in [7]. In
general, the formulas for the differentials above have to be more complicated (see, for example,
[19]), but in the case where A is nongraded the formulas above are valid. In fact, in this case
we can even define HHn(A,M) and HH
n(A,M) for a nongradedM and then set HHn(A,M) =
⊕i∈ZHHn(A,Mi) and HH
n(A,M) = ⊕i∈ZHH
n(A,Mi) for a graded bimodule M.
As usually, we have HH0(A,M) = MA and HH0(A,M) = MA. Thus, by Lemmas 2.9 and
2.12 we have Nat∗(A,A/Σ) ∼= HH0(A/Σ) and Nat∗(A) ∼= HH0(A,A/Σ) for a category A
with an automorphism Σ.
If M is a graded A-linear category, then the sets defined above carry a lot of additional
structure. Here we need only the so-called contraction map
i : Cm(A,M)→ Hom
(
Cn(A,M), Cn−m(A,M)
)
.
In general i is defined for all integers n > m and induces a well-defined map
from HHm(A,M) to Hom
(
HHn(A,M),HHn−m(A,M)
)
that is denoted by i as
well. In the present paper we need only the case n = m. Let us write iα for
the image of α ∈ Cn(A,M) in Hom
(
Cn(A,M), C0(A,M)
)
under the map i. Then
i : Cn(A,M)→ Hom
(
Cn(A,M), C0(A,M)
)
can be defined by the equality
iα(u⊗ f1 ⊗ · · · ⊗ fn) = u ◦ α(f1 ⊗ · · · ⊗ fn)
for α ∈ Cn(A,M), u ∈ M(x, y) and morphisms f1, . . . , fn in A such that the composition
f1 . . . fn is a well-defined element of A
y
x, where x, y ∈ A. As was mentioned above, i induces
a well defined map i : HHn(A,M) → Hom
(
HHn(A,M),HH0(A,M)
)
, i.e. we have a map
iα : HHn(A,M)→ MA for each α ∈ HH
n(A,M).
Suppose now that Σ is an automorphism of A that acts on the graded bimodule M. Then
there is an actions of Σ on Cn(A,M) and Cn(A,M) defined by the equalities
(Σα)(f1⊗· · ·⊗ fn) =
Σ
(
α(Σ
−1
f1⊗· · ·⊗
Σ−1fn)
)
and Σ(u⊗ f1⊗· · ·⊗ fn) =
Σu⊗Σf1⊗· · ·⊗
Σfn.
It is easy to see that this action induces an action of Σ on HHn(A,M) and HHn(A,M),
respectively. As before, aΣ acts on Cn(A,M) and HHn(A,M) for any a ∈ k
∗. Moreover, i
induces maps
i : Cn(A,M)Σ → Hom
(
Cn(A,M)aΣ, C0(A,M)aΣ
)
and
i : HHn(A,M)Σ → Hom
(
HHn(A,M)aΣ, (MA)aΣ
)
.
There are gradings on Cn(A,M) and Cn(A,M) defined by the equalities C
n(A,M)i =
Cn(A,Mi) and Cn(A,M)i = Cn(A,Mi). These gradings induce gradings on HH
n(A,M),
Cn(A,M)Σ, HHn(A,M)Σ, HHn(A,M), Cn(A,M)aΣ, and HHn(A,M)aΣ. If V is a graded
space, then we define V∗ as a graded space with the degree i component (V∗)i = (V−i)
∗ for
i ∈ Z. If we fix some isomorphism Θ : X → Y∗ between graded spaces X and Y, then, for
U ⊆ Y, we define U⊥ = {x ∈ X | Θ(x)|U = 0}. If U ⊆ Y is a graded subspace, then it is
easy to see that Θ induces an isomorphism from U⊥ to (Y/U)∗.
Since (A/Σ)A ∼= Nat∗(A) and
(
(A/Σ)A
)
−Σ
∼= Ab∗(A), we have a map trA : (A/Σ)A → k
in the case where A is weakly Calabi-Yau and a map trA :
(
(A/Σ)A
)
−Σ
→ k in the case
where A is Calabi-Yau.
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Theorem 4.5. Let A with the automorphism Σ be a weakly d-Calabi-Yau category. Then,
for any n > 0, the map Θn : HH
n(A,A/Σ) → HHn(A,A/Σ)
∗[−d] defined by the equality
Θn(α) = trAiα for α ∈ HH
n(A,A/Σ) is an isomorphism of graded spaces. Moreover, if A
is d-Calabi-Yau, then Θn induces an isomorphism of graded spaces Θn : HH
n(A,A/Σ)Σ →(
HHn(A,A/Σ)−Σ
)∗
[−d].
Proof. Let us consider the map Θn : C
n(A,A/Σ)→ Cn(A,A/Σ)
∗[−d] defined by the equal-
ity Θn(α) = trAiα. Its i-th component equals to the composition of isomorphisms∏
x0,...,xn∈A
Hom
(
Ax0x1 ⊗ · · · ⊗A
xn−1
xn ,A
Σix0
xn
)
∼=
∏
x0,...,xn∈A
(
AΣ
ix0
xn ⊗Hom(A
x0
x1
⊗ · · · ⊗ Axn−1xn ,k)
)
∼=
∏
x0,...,xn∈A
(
(AΣ
d−ixn
x0 )
∗⊗(Ax0x1⊗· · ·⊗A
xn−1
xn )
∗
)
∼=
( ⊕
x0,...,xn∈A
AΣ
d−ixn
x0 ⊗ A
x0
x1 ⊗ · · · ⊗A
xn−1
xn
)∗
,
where the isomorphism AΣ
ix0
xn
∼= (AΣ
d−ixn
x0 )
∗ is induced by the pairing (, ) : AΣ
d−ixn
x0 ×A
Σix0
xn → k
defined by the equality (f, g) = trxn
(
Σi(f)g
)
. Thus, Θn is an isomorphism.
Let us now prove that Θn+1dCn(A,A/Σ) = (dCn(A,A/Σ))
∗Θn for any n > 0. Fix some
α ∈ Cn(A,M)i, x, y ∈ A, u ∈ A/Σ(x, y)j, and some morphisms f0, . . . , fn in A such that the
composition f0 . . . fn is a well-defined element of A
y
x. Then(
Θn+1dCn(A,A/Σ)(α)
)
(u⊗ f0 ⊗ · · · ⊗ fn) = trA
(
udCn(A,A/Σ)(α)(f0 ⊗ · · · ⊗ fn)
)
and (
(dCn(A,A/Σ))
∗Θn(α)
)
(u⊗ f0 ⊗ · · · ⊗ fn) = trAiαdCn(A,A/Σ)(u⊗ f0 ⊗ · · · ⊗ fn).
It is easy to see that
udCn(A,A/Σ)(α)(f0 ⊗ · · · ⊗ fn)− iαdCn(A,A/Σ)(u⊗ f0 ⊗ · · · ⊗ fn)
= (−1)n+1(uα(f0 ⊗ · · · ⊗ fn−1)fn − fnuα(f0 ⊗ · · · ⊗ fn−1)).
If i+ j 6= d, then it follows from the definition of trA that
trA
(
uα(f0 ⊗ · · · ⊗ fn−1)fn
)
= trA
(
fnuα(f0 ⊗ · · · ⊗ fn−1)
)
= 0.
For i+ j = d, we have
trA
(
uα(f0 ⊗ · · · ⊗ fn−1)fn
)
= trA
(
fnuα(f0 ⊗ · · · ⊗ fn−1)
)
by the weak Calabi-Yau property. Thus, the maps Θi induce an isomorphism of graded
spaces
Θn : HH
n(A,A/Σ) ∼= Ker(dCn(A,M))
∗[−d]/Im (dCn−1(A,M))
∗[−d] ∼= HHn(A,A/Σ)
∗[−d]
for each n > 0. So the first part of the theorem is proved.
Suppose now that A is d-Calabi-Yau. Note that it follows from the definition of trA
that Θn(α)(γ) = 0 for α ∈ C
n(A,A/Σ)i and γ ∈ Cn(A,A/Σ)j if i + j 6= d. Then, for
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α ∈ Cn(A,A/Σ), x, y ∈ A, u ∈ A/Σ(x, y), and morphisms f1, . . . , fn in A such that the
composition f1 . . . fn is a well-defined element of A
y
x, we have
Θn(α)
(
u⊗ f1 ⊗ . . . fn +
Σ(u⊗ f1 ⊗ . . . fn)
)
= trA
(
uα(f1 ⊗ . . .⊗ fn) +
Σuα(Σf1 ⊗ . . .
Σfn)
)
= trA
(
u(α− Σ
−1
α)(f1 ⊗ . . .⊗ fn)
)
= Θn(α−
Σ−1α)(u⊗ f1 ⊗ . . .⊗ fn).
This holds by the Calabi-Yau property and since Σ−1 acts on (A/Σ)d as (−1)
dΣ acts on
A. Let us consider Un = {γ +
Σγ | γ ∈ HHn(A,A/Σ)} ⊆ HHn(A,A/Σ). It follows from
the argument above that Θn(α)(γ +
Σγ) = Θn(α −
Σ−1α)(γ) for α ∈ HHn(A,A/Σ) and
γ ∈ HHn(A,A/Σ). Since Θn : HH
n(A,A/Σ) → HHn(A,A/Σ)
∗[−d] is an isomorphism, we
have (Un[d])
⊥ = HHn(A,A/Σ)Σ, where ⊥ is defined with respect to Θn. Then, by the
discussion above, Θn induces an isomorphism
Θn : HH
n(A,A/Σ)Σ ∼= (HHn(A,A/Σ)/Un)
∗[−d] =
(
HHn(A,A/Σ)−Σ
)∗
[−d].

In particular, it follows from Theorem 4.5 that if A is weakly d-Calabi-Yau, then there
is an isomorphism Θtr = Θ0 : Nat
∗(A) →
(
Nat∗(A)
)∗
[−d] and, if A is d-Calabi-Yau, then
Θtr induces an isomorphism Θtr : Z
∗(A) →
(
Ab∗(A)
)∗
[−d]. Whenever we consider some
Calabi-Yau category A, we fix the isomorphism Θtr and write (f, g) instead of Θtr(f)(g) for
f ∈ Z∗(A) and g ∈ Ab∗(A).
By Lemma 2.12, the map ξp from Lemma 3.1 induces a map ξp : Ab∗(A) → Ab∗(A).
Recall that Tr(A/Σ) is the kernel of the map ξ
r
p.
Lemma 4.6. Let A with the automorphism Σ be a d-Calabi-Yau category. Then Kr(A/Σ) =
Kr,d(A/Σ) = Tr(A/Σ)
⊥.
Proof. It is clear that Kr(A/Σ) ⊆ Kr,d(A/Σ) ⊆ Tr(A/Σ)
⊥. Let us prove that Tr(A/Σ)
⊥ ⊆
Kr(A/Σ). Suppose that η ∈ Z
n(A) does not belong to Kr(A/Σ). Then there is f ∈ Abm(A)
such that f p
r
= 0 and ηf 6= 0. Then there exists θ ∈ Zd−m−n(A) such that
0 6= (θ, ηf) = trA(θηf) = (−1)
n(d−m−n)trA(ηθf) = (−1)
n(d−m−n)(η, θf).
Since θf ∈ Tr(A/Σ), we have η 6∈ Tr(A/Σ)
⊥. Consequently, Kr(A/Σ) = Tr(A/Σ)
⊥.

Lemma 4.6 gives an alternative definition of Ku¨lshammer ideals for a Calabi-Yau category.
In particular, it implies that Tr(A/Σ)
⊥ does not depend on the choice of Θtr. As usually,
such a definition can be reformulated in terms of the adjoint map.
Proposition 4.7. Let A with the automorphism Σ be a d-Calabi-Yau category. Assume that
the field k is perfect. Then, for each r > 0, there is a unique linear map ζr : Z
∗(A)→ Z∗(A)
such that (ζrf, g)
pr = (f, ξrpg) for all f ∈ Z
∗(A) and g ∈ Ab∗(A). Moreover, Kr(A/Σ) =
Im ζr.
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Proof. Let φr : k → k denote the Frobenius automorphism φr(a) = a
pr . Then it is
easy to see that the map (φ−1r )∗(ξ
r
p)
∗ :
(
Ab∗(A)
)∗
→
(
Ab∗(A)
)∗
defined by the equality
(φ−1r )∗(ξ
r
p)
∗(u) = φ−1r uξ
r
p for u ∈
(
Ab∗(A)
)∗
is linear. The equality that ζr has to satisfy
can be rewritten in the form Θtrζr = (φ
−1
r )∗(ξ
r
p)
∗Θtr. Thus, the unique map satisfying
the required condition is ζr = Θ
−1
tr (φ
−1
r )∗(ξ
r
p)
∗Θtr. Note that (φ
−1
r )∗(ξ
r
p)
∗(u) = 0 for u ∈
(Abn(A))
∗ if pr ∤ n and hence ζr(f) = 0 for f ∈ Z
m(A) if pr ∤ d−m.
Let us now prove that Kr(A/Σ) = Im ζr. It is clear that Im ζr ⊆ (Ker ξ
r
p)
⊥. Let us prove
the inverse inclusion. Note that Θtr(Im ζr) = Im
(
(φ−1r )∗(ξ
r
p)
∗Θtr
)
= Im ((φ−1r )∗(ξ
r
p)
∗
)
. Let
us prove that Θtr
(
(Ker ξrp)
⊥
)
⊆ Im ((φ−1r )∗(ξ
r
p)
∗
)
. Suppose that
h ∈ Θtr
(
(Ker ξrp)
⊥
)
m
⊆
(
Abd−m(A)
)∗
.
Let ui, i ∈ I∪J be a basis of Abd−m(A) such that ui, i ∈ J is a basis of Ker ξ
r
p|Abd−m(A). Then
ξrp(ui), i ∈ I is a set of linearly independent elements and there exists u ∈
(
Ab(d−m)pr(A)
)∗
such that uξrp(ui) = φrh(ui). Then h = (φ
−1
r )∗(ξ
r
p)
∗u ∈ Im ((φ−1r )∗(ξ
r
p)
∗
)
. Hence, Kr(A/Σ) =
Im ζr and the proposition is proved.

5 Ku¨lshammer ideals in the Hochschild cohomology
In this section we will define Ku¨lshammer ideals in the Hochschild cohomology of an algebra.
From here on Λ denotes a k-algebra.
Let DΛ be the derived category of the module category over Λ and KbpΛ be the full subcat-
egory of DΛ formed by objects isomorphic to complexes of finitely generated projective mod-
ules. Let [1] : DΛ→ DΛ be the shift functor. Then we can define the graded center of KbpΛ
as the graded center KbpΛ with the automorphism [1]. Let us recall the definition of the ho-
momorphism χΛ : HH
∗(Λ)→ Z∗(KbpΛ), which is called the characteristic homomorphism. It
is well known that there is an isomorphism of algebras HH∗(Λ) ∼= ⊕n>0HomD(Λop⊗Λ)(Λ,Λ[n])
and so any element of HHn(Λ) corresponds to a unique morphism f ∈ HomD(Λop⊗Λ)(Λ,Λ[n]).
Then, for each X ∈ KbpΛ, we define
χΛ(f)X = IdX ⊗
L
Λ f : X
∼= X ⊗LΛ Λ→ X ⊗
L
Λ Λ[n]
∼= X [n].
It is not hard to see that χΛ(f) is a natural transformation satisfying the equality χΛ(f)X[1] =
(−1)nχΛ(f)X [1]. Thus, χΛ : HH
∗(Λ)→ Z∗(KbpΛ) is a homomorphism of graded algebras.
It is well known that HH∗(Λ) is invariant under derived equivalences. Since KbpΛ is
invariant under derived equivalences too, it is clear that Z∗(KbpΛ) is a derived invariant. In
fact, we can say a little more. Let us recall that by [17] if Λ and Γ are derived equivalent
algebras over a field, then there exist U ∈ D(Λop ⊗ Γ) and V ∈ D(Γop ⊗ Λ) such that
U ⊗LΓ V
∼= Λ in D(Λop ⊗ Λ) and V ⊗LΛ U
∼= Γ in D(Γop ⊗ Γ). In this case FU = −⊗
L
Λ U and
FV = −⊗
L
Γ V induce a pair of quasi inverse equivalences between K
b
pΛ and K
b
pΓ. Moreover,
U and V induce an isomorphism ϕU,V : HH
∗(Λ) → HH∗(Γ) in the following way. For f ∈
HomD(Λop⊗Λ)(Λ,Λ[n]) ∼= HH
∗(Λ) we define ϕU,V (f) = α
−1
U,V [n]
(
IdV ⊗
L
Λ f ⊗
L
Λ IdU
)
αU,V , where
αU,V : Γ→ V ⊗
L
ΛU is an isomorphism and we use the identifications V ⊗
L
ΛU
∼= V ⊗LΛΛ⊗
L
ΛU
and V ⊗LΛ U [n]
∼= V ⊗LΛ Λ[n]⊗
L
Λ U . Note also that due to Corollary 3.5 the equivalence FU
induces an isomorphism ϕFU : Z
∗(KbpΛ)→ Z
∗(KbpΓ).
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Lemma 5.1. Let Λ, Γ, U and V be as above. Then ϕFUχΛ = χΓϕU,V .
Proof. For X ∈ KbpΓ, we define
αX = IdX ⊗
L
Γ αU,V : X
∼= X ⊗LΓ Γ→ X ⊗
L
Γ V ⊗
L
Λ U = FUFV (X).
Then α : IdKbpΓ → FUFV is a natural isomorphism. Using the construction of ϕFU from
Theorem 3.3, we get, for f ∈ HomD(Λop⊗Λ)(Λ,Λ[n]) ∼= HH
∗(Λ) and X ∈ KbpΓ, that(
ϕFUχΛ(f)
)
X
=
(
IdX ⊗
L
Γ α
−1
U,V [n]
)(
χΛ(f)X⊗LΓV ⊗
L
Λ IdU
)(
IdX ⊗
L
Γ αU,V
)
=
(
IdX ⊗
L
Γ α
−1
U,V [n]
)(
IdX ⊗
L
Γ IdV ⊗
L
Λ f ⊗
L
Λ IdU
)(
IdX ⊗
L
Γ αU,V
)
= IdX ⊗
L
Γ
(
α−1U,V [n]
(
IdV ⊗
L
Λ f ⊗
L
Λ IdU
)
αU,V
)
=
(
χΓϕU,V (f)
)
X
.

Lemma 5.1 immediately implies derived invariance of the following ideal in the Hochschild
cohomology.
Corollary 5.2. The ideal Ker(χΛ) ⊆ HH
∗(Λ) is invariant under derived equivalences.
For any s ∈ Z, Corollary 3.5 gives a decreasing sequence of ideals
Z∗(KbpΛ) = K0,s(K
b
pΛ/[1]) ⊇ K1,s(K
b
pΛ/[1]) ⊇ · · · ⊇ Kr,s(K
b
pΛ/[1]) ⊇ · · · ⊇ Rs(K
b
pΛ/[1]).
Definition 5.3. The (r, s)-th higher Ku¨lshammer ideal HK∗r,s(Λ), the r-th higher
Ku¨lshammer ideal HK∗r(Λ), the s-th higher Reynolds ideal HR
∗
s(Λ) and the higher Reynolds
ideal HR∗(Λ) of Λ are the ideals in HH∗(Λ) defined by the equalities
HK∗r,s(Λ) = χ
−1
Λ
(
Kr,s(K
b
pΛ/[1])
)
, HK∗r(Λ) = χ
−1
Λ
(
Kr(K
b
pΛ/[1])
)
,
HR∗s(Λ) = χ
−1
Λ
(
Rs(K
b
pΛ/[1])
)
, and HR∗(Λ) = χ−1Λ
(
R(KbpΛ/[1])
)
.
Theorem 5.4. If Λ is an algebra and s is an integer, then
HH∗(Λ) = HK∗0,s(Λ) ⊇ HK
∗
1,s(Λ) ⊇ · · · ⊇ HK
∗
r,s(Λ) ⊇ · · · ⊇ HR
∗
s(Λ)
is a decreasing sequence of graded ideals. In particular,
HH∗(Λ) = HK∗0(Λ) ⊇ HK
∗
1(Λ) ⊇ · · · ⊇ HK
∗
r(Λ) ⊇ · · · ⊇ HR
∗(Λ)
is a decreasing sequence of graded ideals. Moreover, if Γ is derived equivalent to Λ, then
there is an isomorphism of graded algebras ϕ : HH∗(Λ)→ HH∗(Γ) such that ϕ
(
HK∗r,s(Λ)
)
=
HK∗r,s(Γ).
Proof. HK∗r,s(Λ) is an ideal, since it is an inverse image of the ideal Kr,s(K
b
pΛ/[1]) under
the algebra homomorphism χΛ. All inclusions follow from the corresponding inclusions for
the ideals in Z∗(KbpΛ).
Let now U ∈ D(Λop⊗Γ) and V ∈ D(Γop⊗Λ) be as above. By Lemma 5.1 and Corollary
3.5, we have
χΓϕU,V
(
HK∗r,s(Λ)
)
= ϕFUχΛ
(
HK∗r,s(Λ)
)
⊆ ϕFU
(
Kr,s(K
b
pΛ/[1])
)
= Kr,s(K
b
pΓ/[1]),
i.e. ϕU,V
(
HK∗r,s(Λ)
)
⊆ HK∗r,s(Γ), and
χΛϕ
−1
U,V
(
HK∗r,s(Γ)
)
= ϕ−1FUχΓ
(
HK∗r,s(Γ)
)
⊆ ϕ−1FU
(
Kr,s(K
b
pΓ/[1])
)
= Kr,s(K
b
pΛ/[1]),
i.e. ϕ−1U,V
(
HK∗r,s(Γ)
)
⊆ HK∗r,s(Λ). Thus, ϕU,V satisfies the required conditions as desired.

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6 Zero degree
In this section we fix some algebra Λ over a field k of characteristic p. We will be considering
the finite dimensional case, but the first construction is valid for any algebra. We define
[Λ,Λ] = {ab− ba | a, b ∈ Λ}. It is well known and can be proved analogously to Lemma 3.1
that the map ξp : Λ→ Λ defined by the equality ξp(a) = a
p for a ∈ Λ induces a well defined
map ξp : Λ/[Λ,Λ]→ Λ/[Λ,Λ], i.e. an endomorphism of HH0(Λ).
Let us recall the notion of the so-called Hattori-Stallings trace (see [6, 18, 14]). For the
map f ∈ EndΛ(Λ
n), we define tr(f) =
n∑
i=1
πif(ei), where ei ∈ Λ
n is an element that has 1 in
the i-th component and zeros in all others, and πi : Λ
n → Λ/[Λ,Λ] is the composition of the
canonical projection to the i-th component and the canonical projection Λ։ Λ/[Λ,Λ]. For
a finitely generated projective module P and f ∈ EndΛ(P ), we choose some pair of maps
ι : P →֒ Λn and π : Λn ։ P such that πι = 1P and define tr(f) = tr(ιfπ). One can check
that this definition does not depend on ι and π. Now, for a bounded complex C with finitely
generated projective terms and a map f ∈ EndKbpΛ(C), we define tr(f) =
∑
i∈Z(−1)
itr(fi),
where fi is the i-th component of f . Among other tr(f) has the following properties: tr(f +
h) = tr(f) + tr(h), tr(fh) = tr(hf). One can check that tr : ⊕x∈KbpΛ(K
b
pΛ)
x
x → Λ/[Λ,Λ]
is a well-defined map that, moreover, induces a map tr : Ab0(K
b
pΛ) → Λ/[Λ,Λ]. One can
easily check also that there is a well defined map φ : Λ/[Λ,Λ] → Ab0(K
b
pΛ) that sends the
class of a ∈ Λ to the element φ(a) ∈ ⊕x∈KbpΛ(K
b
pΛ)
x
x that has only one nonzero component
φ(a)Λ : Λ → Λ defined by the equality φ(a)Λ(1Λ) = a. Note that Λ/[Λ,Λ] and Ab0(K
b
pΛ)
are Z(Λ)-bimodules, where the second Z(Λ)-bimodule structure is induced by the inclusion
χΛ|Z(Λ) : Z(Λ) →֒ Z
0(KbpΛ).
Lemma 6.1. The maps φ and tr are homomorphisms of Z(Λ)-bimodules such that ξpφ = φξp,
trξp = ξptr and trφ = IdHH0(Λ).
Proof. All the assertions can be easily verified.

Let us now describe Ab0(K
b
pΛ) for a finite dimensional algebra Λ. This will allow us to
obtain alternative descriptions of HK0r,0(Λ) and HR
0
0(Λ). Let us consider the set of indecom-
posable objects U ∈ KbpΛ that are not isomorphic to direct summands of Λ and satisfy the
condition max
Hi(U)6=0
i = 0. Let us choose one object in each isomorphism class contained in this
set and denote by C the obtained collection of objects of KbpΛ.
Theorem 6.2. Let Λ be a finite dimensional algebra. Then Ab0(K
b
pΛ) = Imφ ⊕
⊕
x∈C
k1x,
where 1x denotes the class of Idx in Ab0(K
b
pΛ). In particular, Ker tr =
⊕
x∈C
k
(
1x − φtr(1x)
)
.
Proof. Let us prove that Imφ ⊕
⊕
x∈C
k1x is really a subspace of Ab0(K
b
pΛ), i.e. that if
f +
k∑
i=1
ai1xi = 0 for some f ∈ Imφ, ai ∈ k and distinct xi ∈ C (1 6 i 6 k), then f = 0
and ai = 0 for all 1 6 i 6 k. Since φ is injective, it is enough to show that
k∑
i=1
ai1xi 6∈ Imφ
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if at least one of the elements ai is nonzero. We may assume that a1 6= 0. Let us consider
I ⊆ ⊕x∈KbpΛ(K
b
pΛ)
x
x generated by all the nilpotent maps and all the maps that can be factored
throw an indecomposable element not isomorphic to an element of the form x1[i] (i ∈ Z).
Then it is easy to see that any element g, whose class in Ab0(K
b
pΛ) coincides with the class
of
k∑
i=1
ai1xi , can be represented in the form
g =
∑
x∼=x1,i∈Z
cx,iIdx[i] + T
for some T ∈ I and cx,i ∈ k almost all zero such that
∑
x∼=x1,i∈Z
(−1)icx,i = a0. It is easy to
see that g 6= 0.
Now, note that any element of Ab0 can be represented by (fx)x∈KbpΛ ∈ ⊕x∈KbpΛ(K
b
pΛ)
x
x
such that fx = 0 for x 6∈ C ∪ {Λ}. Indeed, if x = y ⊕ z, then, for any f : x→ x, we have
f = f(πyιy + πzιz) = ιyfπy + ιzfπz,
where πy : x ։ y, πz : x ։ z, ιy : y →֒ x, ιz : z →֒ x are the canonical projections and
inclusions, and a denotes the class of a in Ab0(K
b
pΛ). Thus, we may assume that fx = 0 for
any decomposable x. Then, due to the equality f + f [1] = 0, we may assume that fx = 0 if
max
Hi(x)6=0
i 6= 0. Finally, for any x such that fx is still nonzero, we can choose an isomorphism
α : x ∼= y (y ∈ C) or a direct inclusion α : x →֒ Λ and change fx by αfxβ, where β is such a
map that βα = Idx.
The class of any element f ∈ (KbpΛ)
Λ
Λ is obviously contained in Imφ. Let us now take
U ∈ C. We may assume that the differential dU of U has image contained in UJΛ, where JΛ
is the Jacobson radical of Λ. Since EndKbpΛ(U) is a local algebra, any f ∈ (K
b
pΛ)
U
U can be
represented in the form f = aU IdU + fN , where fN is nilpotent, aU ∈ k. Thus, it remains
to show that f ∈ Imφ for any nilpotent f ∈ (KbpΛ)
U
U . Since we assume that Im dU ⊆ UJΛ,
it is easy to show that all the components of f are nilpotent. Let us prove that f ∈ Imφ
using induction on the length of U . The assertion is obvious if U has only one nonzero term.
Suppose that the assertion holds for complexes of length n and U has length n+ 1, i.e.
U = (· · · → 0→ U−n
d1−n
−−−→ U1−n
d2−n
−−−→ · · ·
d−1
−−→ U−1
d0−→ U0 → 0→ · · · ),
and f has components f−n, . . . , f0. Let us prove by induction that the class of f in Ab0(K
b
pΛ)
equals to the class of the endomorphism of U(i) with components f−n, . . . , f0, where
U(i) = (· · · → 0→ U−n
d1−nf i−n
−−−−−→ U1−n
d2−n
−−−→ · · ·
d−1
−−→ U−1
d0−→ U0 → 0→ · · · ).
The assertion is vacuous for i = 0. For the induction step, it is enough to represent the
map with components f−n, . . . , f0 from U(i − 1) to itself as the composition of the map
with components IdU−n, f1−n, . . . , f0 from U(i − 1) to U(i) and the map with components
f−n, IdU1−n , . . . , IdU0 from U(i) to U(i− 1). Since the map f−n is nilpotent,
U(i) = U−n[n]⊕ (· · · → 0→ U1−n
d2−n
−−−→ U2−n
d3−n
−−−→ · · ·
d−1
−−→ U−1
d0−→ U0 → 0→ · · · )
for big enough i, and the induction hypothesis implies f ∈ Imφ.
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Definition 6.3. The r-th Ku¨lshammer ideal KrΛ (n > 0) is the set of such a ∈ Z(Λ)
that ab ∈ [Λ,Λ] for all b ∈ Λ such that bp
r
∈ [Λ,Λ]. The Reynolds ideal of Λ is the set
RΛ = ∩r>0KrΛ.
It is easy to see that
Z(Λ) = K0Λ ⊇ K1Λ ⊇ · · · ⊇ KrΛ ⊇ · · · ⊇ RΛ
is a decreasing sequence of ideals. It is also not difficult to prove that
RΛ = {a ∈ Z(Λ) | aJΛ ⊆ [Λ,Λ]}
if Λ is finite dimensional, where JΛ is the Jacobson radical of Λ. Now we are ready to describe
the ideals HK0r,0 ⊆ HH
0(Λ) = Z(Λ).
Corollary 6.4. If Λ is a finite dimensional algebra, then HK0r,0(Λ) = KrΛ for any r > 0.
In particular, HR00(Λ) = RΛ in this case.
Proof. Since φ is injective and respects ξp, we have by definition
KrΛ = AnnZ(Λ)Ker(ξ
Λ
p )
r = AnnZ(Λ)(Ker(ξ
Ab
p )
r ∩ Im φ) and
HK0r,0(Λ) = AnnZ(Λ)Ker(ξ
Ab
p )
r
where ξΛp denotes ξp : Λ/[Λ,Λ]→ Λ/[Λ,Λ] and ξ
Ab
p denotes ξp : Ab0(K
b
pΛ)→ Ab0(K
b
pΛ). By
Theorem 6.2 and since ξAbp (Imφ) ⊆ Imφ we have Ker(ξ
Ab
p )
r ⊆ Imφ, and hence the assertion
follows.

Corollary 6.5. If Λ and Γ are derived equivalent finite dimensional algebras, then there
exists an isomorphism ϕ : Z(Λ) ∼= Z(Γ) such that ϕ(KrΛ) = KrΓ for any r > 0 and
ϕ(RΛ) = RΓ.
Proof. Follows from Theorem 5.4 and Corollary 6.4.

Remark 6.6. It follows from Corollary 6.5 that the set RΛ = {a ∈ Z(Λ) | aJΛ ⊆ [Λ,Λ]}
is an ideal in Z(Λ) invariant under derived equivalences if Λ is an algebra over a field of
characteristic p. In fact, our argument can be adopted to prove the derived invariance of this
ideal for a finite dimensional algebra over a field of characteristic 0 as well. For this one
uses the fact, that RΛ is the annihilator of the set of nilpotent elements in Ab0(K
b
pΛ).
Let us recall the classical definition of Ku¨lshammer ideals.
Definition 6.7. The finite dimensional algebra Λ is called symmetric if there is a nonde-
generate bilinear form (, ) : Λ × Λ → k such that (ab, c) = (a, bc) and (a, b) = (b, a) for all
a, b, c ∈ Λ.
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For a symmetric algebra Λ, the r-th classical Ku¨lshammer ideal Kclr Λ (r > 0) is the set
of a ∈ Λ such that (a, b) = 0 for all b ∈ Λ such that bp
r
∈ [Λ,Λ]. It is known that
Z(Λ) = Kcl0 Λ ⊇ K
cl
1 Λ ⊇ · · · ⊇ K
cl
r Λ ⊇ · · · ⊇ RΛ
is a decreasing sequence of ideals. Moreover, if the algebra Γ is derived equivalent to Λ, then
Γ is symmetric [17] and there is an isomorphism from Z(Λ) to Z(Γ) that maps Kclr Λ to K
cl
r Γ
for any r > 0 [20]. The later fact can be recovered from the following lemma, the proof is
analogous to the proof of Lemma 4.6:
Lemma 6.8. If Λ is symmetric, then Kclr Λ = KrΛ for any r > 0.
The following lemma is well known [5].
Lemma 6.9. If Λ is a symmetric algebra, then KbpΛ is a 0-Calabi-Yau category.
Corollary 6.10. If Λ is symmetric, then HK0r(Λ) = KrΛ for any r > 0. In particular,
HR0(Λ) = RΛ is the socle of the algebra Λ.
Proof. Follows from Lemmas 4.6 and 6.8, and Corollary 6.4.

Remark 6.11. Let Λ be symmetric. The bilinear form (, ) : Λ × Λ → k induces a nonde-
generate bilinear form (, ) : HH∗(Λ) × HH∗(Λ) by the equality (f, u) = ε(f ⌢ u). Here the
map ε : Λ/[Λ,Λ] ∼= HH0(Λ) → k is induced by the map ε : Λ → k defined by the equality
ε(a) = (1, a). Thus, we can define the map λΛ : Ab∗(K
b
pΛ) → HH∗(Λ) as the unique map
satisfying the equality (f, λΛ(u)) = (χΛ(f), u) for all f ∈ HH
∗(Λ) and u ∈ Ab∗(K
b
pΛ). It
is not difficult to show that λΛ is a homomorphism of graded HH
∗(Λ)-modules. Note that
Ker(χΛ) ⊆ HR
∗(Λ). Actually we have Ker(χΛ) = Im (λΛ)
⊥ and HK∗r(Λ) = λΛ(TrK
b
pΛ)
⊥.
Remark 6.12. One can consider the Tate-Hochschild cohomology ĤH
∗
(Λ) of a selfinjective
algebra Λ and the stable category mod-Λ of the category of finitely generated Λ-modules. Note
that mod-Λ is a triangulated category with the shift functor Ω−1Λ . In this case there exists the
characteristic map χ
Λ
: ĤH
∗
(Λ)→ Z∗(mod-Λ) and one can define Ku¨lshamer and Reynolds
ideals in ĤH
∗
(Λ) as preimages of the corresponding ideals in Z∗(mod-Λ). These ideals are
invariant under stable equivalences of Morita type and it would be interesting to study their
properties. Of course, the case where Λ is stably d-Calabi-Yau for some integer d is of special
interest. Note, in particular, that symmetric algebras are stably (−1)-Calabi-Yau.
7 Example
In this section we are going to compute all notions defined above for the category KbpΛ,
where Λ = k[x]/x2. The classification of indecomposable objects in KbpΛ is given in [13], the
graded center of KbpΛ is computed in [12].
For any m ≤ n ∈ Z consider
Λ[m,n] = · · · → 0→ Λ
x
−→ Λ→ · · · → Λ
x
−→ Λ→ 0 · · · ,
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where nonzero entries are concentrated in the interval [m,n]. Each indecomposable object of
KbpΛ is isomorphic to an object of the form Λ
[m,n] for some m ≤ n ∈ Z. Let us denote by xt
the element of Hom(Λ[m,n],Λ[m
′,n′]) given by the multiplication by x in degree t and zero in
all other degrees. It is easy to see that Hom(Λ[m,n],Λ[m,n]) is two dimensional and any map
is homotopic to a map of the form c1IdΛ[m,n] + c2xn for some c1, c2 ∈ k. If [m,n] 6= [m
′, n′]
and the intervals have a nontrivial intersection, then Hom(Λ[m,n],Λ[m
′,n′]) is one dimensional
in the following cases:
1) m ≤ m′, n ≤ n′, any map is homotopic to a map of the form cxn (c ∈ k):
· · · // 0 // Λ
x
// Λ //
0

· · · // Λ
x
// Λ
x
//
0

Λ //
cx

0 // · · ·
· · · // 0 // Λ
x
// Λ // · · · // Λ
x
// Λ
x
// Λ // 0 // · · ·
2) m ≥ m′, n ≥ n′, any map is homotopic to a map of the form cId[m,n′] (c ∈ k), where the
map Id[m,n′] is induced by IdΛ in degrees m, · · · , n
′ and zero in other degrees:
· · · // 0 // Λ x //
c

Λ // · · · // Λ x //
c

Λ x //
c

Λ // 0 // · · ·
· · · // 0 // Λ
x
// Λ // · · · // Λ
x
// Λ
x
// Λ // 0 // · · ·
In all other cases there are no nonzero morphisms.
The following description of Natt(KbpΛ) and Z
t(KbpΛ) for t ≥ 0 was obtained in [12].
Nat0(KbpΛ) consists of natural transformations η given by the data of the form {µ, λ[m,n] ∈
k,−∞ < m 6 n < ∞}, the corresponding natural transformation is given by ηΛ[m,n] =
µIdΛ[m,n] + λ[m,n]xn.
The transformation η belongs to Z0(KbpΛ) if and only if λ[m,n] = λ[m+r,n+r] for any r.
Natt(KbpΛ), t > 0 consists of natural transformations η given by the data of the form {c ∈
k}, the corresponding natural transformation is given by ηΛ[m,n] = cId[m,n−t] for n−t−m ≥ 0
and ηΛ[m,n] = 0, otherwise.
The transformation η belongs to Zt(KbpΛ) if and only if chark = 2 or t is even.
Natt(KbpΛ) = 0 = Z
t(KbpΛ) for t < 0.
Nat0(K
b
pΛ) = ⊕Λ[m,n]〈IdΛ[m,n]〉⊕V0, where V0 is one dimensional. V0 = ⊕Λ[m,n]∈KbpΛ〈xn〉/U0,
where U0 is the subspace generated by the elements xn−(−1)
n′−nxn′ for xn : Λ
[m,n] → Λ[m,n],
xn′ : Λ
[m′,n′] → Λ[m
′,n′].
Ab0(K
b
pΛ) = ⊕Λ[m,n]〈IdΛ[m,n]〉/W0 ⊕ V0, where W0 is the subspace generated by the ele-
ments IdΛ[m,n] − (−1)
rIdΛ[m+r,n+r].
Natt(K
b
pΛ) = 0 = Abt(K
b
pΛ), for t > 0.
For t < 0 the space Natt(K
b
pΛ) = Vt is one dimensional. Vt = ⊕Λ[m,n],n≥m−t〈xn〉/Ut, where
Ut is the subspace generated by the elements xn − (−1)
n′−nxn′ for xn : Λ
[m,n] → Λ[m,n][t],
xn′ : Λ
[m′,n′] → Λ[m
′,n′][t]. Here, for t odd, the map xl still denotes the multiplication by x in
degree l and zero maps in all other degrees.
For t < 0 the space Abt(K
b
pΛ) = Vt if chark = 2 or t is even, Abt(K
b
pΛ) = 0, otherwise.
Let us compute the ideals Kr,s(K
b
pΛ/Σ) and Kr(K
b
pΛ/Σ).
For any r > 1 we have
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Tr := Tr(K
b
pΛ/Σ) = V0 ⊕
⊕
t<0
Abt(K
b
pΛ).
Let us denote by Z˜0 the subset of Z0(KbpΛ) given by {0, λ[m,n] ∈ k,−∞ < m 6 n <∞}.
Ann((Tr)t) =
Z˜
0 ⊕
⊕
l≥−t+1
Zl(KbpΛ/Σ), if chark = 2 or t is even;
⊕lZ
l(KbpΛ/Σ), otherwise.
Hence, R(KbpΛ/Σ) = Kr(K
b
pΛ/Σ) = Z˜
0.
If chark 6= 2, then
Kr,s(K
b
pΛ/Σ)t =

0, for t < 0, s ∈ Z,
Zt(KbpΛ/Σ), for s > 0, t ≥ 0,
Zt(KbpΛ/Σ), for (s− t) odd, s ≤ 0, t ≥ 0,
Z˜0, for (s− t) even, s ≤ 0, t = 0,
0, for (s− t) even, s ≤ 0, t > 0.
If chark = 2, then
Kr,s(K
b
pΛ/Σ)t =

0, for t < 0, s ∈ Z,
Zt(KbpΛ/Σ), for s > 0, t ≥ 0,
Z˜0, for s ≤ 0, t = 0,
0, for s ≤ 0, t > 0,
Rs(K
b
pΛ/Σ) = Kr,s(K
b
pΛ/Σ).
Let us now compute the corresponding ideals in the Hochshild cohomology. The bimodule
resolution of Λ is
· · · → Λ⊗ Λ
x⊗1+1⊗x
−−−−−→ Λ⊗ Λ
x⊗1−1⊗x
−−−−−→ Λ⊗ Λ
x⊗1+1⊗x
−−−−−→ Λ⊗ Λ
x⊗1−1⊗x
−−−−−→ Λ
HHl(Λ) =

Λ, for l = 0,
Λ/2xΛ, for even l > 0,
Ann(2x), for odd l.
HH0(Λ) = Λ, χΛ(c+dx) is the natural transformation ηΛ[m,n] given by the data {c, λ[m,n]},
where λm,n = 0 for m− n odd and λm,n = d for m− n even.
For greater l we are going to compute χΛ in the following way: any element of HH
l(Λ)
gives a map f from the bimodule resolution of Λ to its shift, so first we compute Λ[m,m+n]⊗LΛ
Λ as the totalization of a bicomplex, then we compute mutually inverse isomorphisms
ι[m,n] : Λ
[m,m+n] → Λ[m,m+n] ⊗LΛ Λ and π[m,n] : Λ
[m,m+n] ⊗LΛ Λ → Λ
[m,m+n], then χΛ(f) =
π[m,n][l](IdΛ[m,m+n] ⊗ f)ι[m,n]. Since the shift does not matter for these computations we can
assume m + n = 0. Let us use the notation d− := x ⊗ 1 − 1 ⊗ x, d+ := x ⊗ 1 + 1 ⊗ x.
As a right module Λop ⊗ Λ is isomorphic to Λ ⊕ Λ (the first Λ is generated by 1 ⊗ 1, the
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second Λ is generated by x⊗1), let us denote by ι1 the map Λ
(1,0)t
−−−→ Λop⊗Λ, by π1 the map
Λop ⊗ Λ
(1,0)
−−→ Λ and by x2 the map Λ
op ⊗ Λ
(0,x)
−−→ Λ.
The complex C := Λ[−n,0] ⊗LΛ Λ is the totalization of the bicomplex C˜ with n nonzero
rows:
...

...

...

...

· · · // Λ⊗ Λ
d−
//
−x⊗1

Λ⊗ Λ
d+
//
x⊗1

Λ⊗ Λ
d−
//
−x⊗1

Λ⊗ Λ
x⊗1

C˜ = · · · // Λ⊗ Λ
d−
//
−x⊗1

Λ⊗ Λ
d+
//
x⊗1

Λ⊗ Λ
d−
//
−x⊗1

Λ⊗ Λ
x⊗1

· · · // Λ⊗ Λ
d−
// Λ⊗ Λ
d+
// Λ⊗ Λ
d−
// Λ⊗ Λ
C−i = (Λop ⊗ Λ)i+1 for i ≤ n;C−i = (Λop ⊗ Λ)n+1 for i > n.
To obtain C−i one takes the sum of the entries of the bicomplex along the diagonal, the
numbering of the summands Λop⊗Λ goes from the lower left entry to the upper right entry.
The differential d−i is a matrix with entries d−ik,k = d(−1)i+k−1 , d
−i
k,k+1 = (−1)
i+kx⊗1, all other
entries are zero. The maps ι[−n,0] : Λ
[−n,0] → C and π[−n,0] : C → Λ
[−n,0] can be defined by
the equalities
ι
[−n,0]
−i = ((−1)
⌈ i2⌉ι1, (−1)
⌈ i−12 ⌉ι1, · · · , ι1)
t : Λ→ (Λop ⊗ Λ)i+1,−n ≤ −i ≤ 0;
π
[−n,0]
−i = ((−1)
⌈ i2⌉π1, 0, · · · , 0) : (Λ
op ⊗ Λ)i+1 → Λ,−n < −i ≤ 0;
π
[−n,0]
−n = ((−1)
⌈ i2⌉π1 ± x2,±x2, · · · ,±x2) : (Λ
op ⊗ Λ)n+1 → Λ,
for appropriate signs before the maps x2.
Case 1: chark 6= 2
For l odd HHl(Λ) is generated by x. We have χΛHH
l(Λ) = 0 since Zl(KbpΛ/Σ) = 0.
For l even HHl(Λ) is generated by the class of 1. The corresponding f has entries f−i =
IdΛ, n ≥ i ≥ l. The corresponding composition (π[−n,0][l](IdΛ[−n,0] ⊗ f)ι[−n,0])−i = (−1)
l/2IdΛ
for n ≥ i ≥ l. Hence,
χΛHH
l(Λ) = Zl(KbpΛ/Σ), for l > 0.
If r > 0, s ≤ 0 is even, then HKr,s(Λ) = 〈x〉 ⊕
⊕
l>0
HH2l+1(Λ) since
HKlr,s(Λ) =

〈x〉, for l = 0,
HHl(Λ), for l > 0, l odd,
0, for l > 0, l even.
If r > 0 and either s ≤ 0 is odd or s > 0, then HKr,s(Λ) = HH
∗(Λ).
HR(Λ) = HKr(Λ) = 〈x〉 ⊕
⊕
l>0
HH2l+1(Λ); HRs(Λ) = HKr,s(Λ), for r > 0.
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Case 2: chark = 2
For l > 0, HHl(Λ) is generated by 1 and x, for x the corresponding f has entries f−i =
x ⊗ 1, n ≥ i ≥ l. The corresponding composition π[−n,0][l](IdΛ[−n,0] ⊗ f)ι[−n,0] is clearly
homotopic to zero, i.e. χΛ(f) = 0. For 1 the corresponding f has entries f−i = IdΛ, n ≥ i ≥ l.
The corresponding composition (π[−n,0][l](IdΛ[−n,0] ⊗ f)ι[−n,0])−i = IdΛ for n ≥ i ≥ l. Hence,
χΛHH
l(Λ) = Zl(KbpΛ/Σ), for l > 0.
If r > 0, s ≤ 0, then HKr,s(Λ) =
⊕
t≥0〈x〉t, is the ideal generated by x ∈ HH
0(Λ). Here
〈x〉t denotes the subspace 〈x〉 of HH
t(Λ).
If r > 0, s > 0, then HK∗r,s(Λ) = HH
∗(Λ)
HKr(Λ) =
⊕
t≥0
〈x〉t; HRs(Λ) = HKr,s(Λ), for r > 0.
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