ABSTRACT In order to make full use of the color, shape, texture, and other features in the 3-D vehicle model, a 3-D vehicle model retrieval method is proposed based on angle structure features using render images as dataset. First, the 3-D vehicle model render images are taken as a testing set and the marked natural images are taken as a training set. The render images are classified based on their skeleton-associated shape context and the angle structure features are extracted to establish the feature library. Then, the angle structure features of the input natural image are extracted. The distance measure method is used to calculate the similarity between the angle structure feature of input natural image and those features in the feature library in order to achieve the 3-D vehicle model retrieval. The experimental results show that this retrieval method can effectively improve retrieval performance for the 3-D vehicle model.
I. INTRODUCTION
The 3D model has been widely used in many fields such as industrial product design, virtual reality, 3D games, film, and television animation. With the increasing number of 3D models, it becomes urgent issue how to retrieve the most similar 3D model from the large number of existing 3D models faster and better.
Currently, the main content-based 3D model retrieval methods include 3D model retrieval based on sketches, 2D projection views, and case models. Among the related studies based on the sketches and two-dimensional projection views, Yoon et al. [1] proposed the use of diffusion tensor field for feature analysis of input sketches and projected contours, and used the histogram of oriented gradient to achieve similarity calculation. Lei et al. [2] proposed to integrate skeleton and contour features of sketches and projection views to achieve retrieval. Both of these methods are mainly focused on the using of shape information of sketch and view, and not using of information such as textures and colors effectively.
Visual information such as color, texture, and shape, which are widely used in graphic image retrieval methods, has also been applied to 3D model retrieval [3] - [8] . Pasqualotto et al. [9] proposed to use mesh image descriptors to obtain shape and color information of 3D model to achieve retrieval. It used shape information of 3D model while not ignoring the application of color information. Biasotti et al. [10] analyzed and compared six kinds of texture 3D shape retrieval and classification methods, and experimentally verified the feasibility of combining the three visual information of geometry shape, texture, and color to achieve 3D model retrieval.
Reference [11] proposed to use the microstructure descriptor to extract the underlying microscopic structure of similar edge orientation of the local image block, and used it as a bridge to integrate the color, texture, shape and color distribution information to describe the image. Reference [12] proposed to use a significant structural histogram to describe the image. Reference [13] proposed the angle structure feature concept. In this way, after an image was quantized by the color, the similarity calculation was performed by counting the number of angles and size relationships between adjacent pixel points in all local blocks. In the process of image retrieval, the angle structure features had strong recognition ability.
Because the 3D model render image fully reflects the color, shape, space and other characteristic information of 3D model, this paper proposes a 3D vehicle model retrieval method based on the angle structure of the render image. In this method, the 3D vehicle model render images are taken as a testing set, the marked natural images are taken as a training set. The render images are classified by multi-category linear SVM and the angle structure features are extracted to establish the feature library. Then the similarity between the angle structure features of the input natural images and those features in the feature library will be calculated in order to retrieve 3D vehicle models.
II. ALGORITHM FRAMEWORK
In this paper, it is divided into two parts: firstly, it obtains the 3D vehicle models and render images from the Internet. Then using the marked natural image from the Internet as the training set, we train a multi-class linear SVM classifiers based on skeleton-associated shape context feature to achieve render images classification to form dataset. We extracted angle structure features of the render images to establish feature database. Finally, we extract angle structure feature of natural images on the Internet to realize 3D vehicle model retrieval based on distance measurement method. The algorithm framework is shown in Fig.1 .
III. RENDER IMAGE CLASSIFICATION
This section mainly discusses render images classification through skeleton-associated shape context feature [14] .
Firstly, the render images are binarized. Then the skeleton images can be obtained by using the algorithm put forward by Shen et al. [15] . It will find the nearest skeleton point for each contour point and the distance between two points is assigned to contour point. It is the combination of contour and skeleton information. Then it computes segmented skeleton-associated shape context feature and forms eigenvector based on skeleton-associated shape context features. Finally, the existing marked natural images from the Internet are taken as the training set. A multi-class linear SVM [16] - [19] as a classifier based on skeleton-associated shape context feature will be trained to classify render images and achieve 3D vehicle model classification.
A. SKELETON DIAGRAM EXTRACTION
Before extracting the skeleton image of the render image, it needs to be binarized and preprocessed firstly. However, the binary image still can be partially shaded. The binary image with partial shading may not get a good skeleton. Therefore, in order to get a better skeleton image, we need to erode and dilate the binary image twice to eliminate the excess shadow for the final binary image (as shown in Fig.2) .
Shen et al. [15] proposed a method for extracting skeletons. It obtained the skeleton graph based on the commonly used skeleton algorithm. And it used the formula (1) to calculate the weights of the end branches of each segment of the skeleton. Then, it deleted the end branch with the lowest weight to achieve the purpose of trimming the skeleton to form a concise skeleton diagram (as shown in Fig.3 ). So the shape features of the image can be better expressed. Where D is a set of shape contour points. S is a set of skeleton points and its superscript indicates the number of iterations. E is a set of end branch nodes and its superscript is same to S and its subscript indicates the number of end branch. α is the normalization factor. β is a constant 9.
(M ) indicates the average length of the end path M . R represents the skeleton points reconstructed(they are the skeleton points after the end branch is deleted). represents the normalized curve length. indicates the area in pixels.
B. SKELETON-ASSOCIATED SHAPE CONTEXT FEATURE EXTRACTION
The shape context feature vector only contains the contour information. Here, the skeleton-associated shape context feature vector with the skeleton information can describe the shape of the object more comprehensively by combing the contour and skeleton information.
Skeleton-associated shape context is obtained by adding skeleton information based on shape context of contour points in the image [20] , [21] (It adds skeleton information to contour points before calculating shape context of contour points. So that contour points have not only position information but also distance information from the contour point to the nearest skeleton point). The histogram is transformed from the 60-dimensional shape context (12 numbers for angle, 5 numbers for radius) to the 300-dimensional skeleton-associated shape context (12 numbers for the angle, 5 numbers for the radius, 5 numbers for the skeleton value). Then contour points containing skeleton information are segmented to obtain skeleton-associated shape context among five contour points in each segment to form 1500-dimensional skeletonassociated shape context eigenvector set. The feature packets are encoded to obtain the skeleton-associated shape context eigenvector set. It is shown in Fig.4 .
C. RENDER IMAGE CLASSIFICATION
The natural images can be captured with category label as the training set online. Skeleton-associated shape context eigenvector set of the training set is obtained by the method in Section B, then a multi-class linear SVM is trained as a classifier [16] , [17] , as in min
Here, a multi-category SVM classifier can be trained through the formula (3) on the training set. Then images in the testing set can be classified through formula (4). In formula (3), the first item is a regular term that is used to maximize the spacing of hyperplane. The second is the hinge loss function, which measures the quality of the predictor for classification prediction of input data. γ is a regularization constant used for balancing the regular term (left) and the hinge loss function (right). It is defined as a constant of 10. M represents the training images of all categories. g i is the eigenvector set of training image. y i is the class label of training image.
We use the render images of 3D vehicle models as the testing set. Firstly, we obtain the skeleton-associated shape context eigenvector set from the testing set by the method of Section B. Then we obtain the testing image category label y based on the classifier in the formula (5) . Finally according to the category label of the testing set, the render images and three-dimensional models with the same type are moved to the same folder to finish the classification of the 3D vehicle model indirectly and establish a better data set.
Where the g is eigenvector of testing image.
IV. 3D VEHICLE MODEL RETRIEVAL
Firstly, all of the render images in the data set will be quantized based on color. Then the angle structure features of the render images are extracted to build a feature library. Finally, the angle structure features of the input images are extracted to retrieve the similar vehicle model among the feature library with distance measurement method and realize the 3D vehicle model retrieval. VOLUME 6, 2018
A. RENDER IMAGE COLOR QUANTIZATION
Androutsos et al. experimentally divided the HSV color space roughly, the brightness is greater than 75% and the saturation is greater than 20% for the bright color region, the brightness is less than 25% for the black region, the brightness is greater than 75% and the saturation is less than 20% for the white region. Others are colored areas [22] . In order to reduce computational complexity and describe image color, shape and texture features better, the color space is quantified as 72 spaces [23] . The H channel is divided into 8 areas, the S channel is divided into 3 areas, the V channel is divided into 3 areas, According to the difference of the S and V channels, the obtained quantification function is different, as in
Where Q S is the digitized number of color space components S and Q V is the digitized number of color space components V. Because S and V are quantized to 3 levels, so Q S = 3, Q V = 3. Finally, we can get the formula as in
Then the three channels of each pixel in the image are combined into a single value using the quantization function. The final image is described as a 2D matrix in which the position of each value in the matrix is one-to-one correspondence with the pixel position in the image and the value in the matrix is calculated through the quantization function.
Assuming that I is the original image before color quantization of the image. I is defined as a color-quantized value.
Li iis a point whose value is a color-quantized value, which can be obtained from the formula (8)
B. ANGLE STRUCTURE FEATURE EXTRACTION
It is mainly divided into the following three steps for the extraction of the angle structure feature: 1) For each quantized color α, we move 2 * 2 area starting with the coordinate (0,0) to go through the quantized color matrix from left to right and from top to bottom. In this process, the color matrix is divided into many 2 * 2 local blocks. For each local block, this local block is reserved if V1 is the same as the current quantized color α, otherwise the local block is removed.
2) For the remaining blocks, we can obtain angle relationship between V1 and V2, V3, V4 in the same block (as shown in Fig.6 ) The value relationships between V1 and V2, V3, V4 in the same block are shown in Fig.7 . In second row, the first 2 * 2 block represents equal relationship at the 0 0 angle structure. The second 2 * 2 block represents greater relationship at the 45 0 angle structure. The third 2 * 2 block represents less relationship at the 90 0 angle structure respectively.
After counting the number of value relationship in all angles, it finally gets a 9-dimensional vector of color space.
Where For example, using an image (as shown in Fig.8(a) ) as the original image, a 9-dimensional vector (assuming the current quantized color value is 10) can be obtained The 0 0 local block is used to scan the original image and the 0 0 image can be gotten. Here, there is one equal relationship, two greater relationships. There is no less relationship in the three blocks. So the value of N E 0 • is 1, the value of N L 0 • is 0, and the value of N G 0 • is 2. It is shown in Fig. 8(b) . The 45 0 local block is used to scan the original image and the 45 0 image can be gotten. Here, there is one equal relationship, one greater relationship, and one less relationship in the three blocks. So the value of N E 45 • is 1, the value of N L 45 • is 1, and the value of N G 45 • is 1. It is shown in Fig. 8(c) . The 90 0 local block is used to scan the original image and the 90 0 image can be gotten. Here, there are two equal relationships, and one less relationship. There is no greater relationship in the three blocks. So the value of N E 90 • is 2, the value of N L 90 • is 1, and the value of N G 90 • is 0. It is shown in Fig. 8(d) .
So we can obtain the 9-dimensional vector of the original image: 0, 2, 1, 1, 1, 2, 1, 0) 3) In order to reduce the vector dimension, it defines T = (t 1 , t 2 , t 3 ) to represent the angle structure.
Where t 1 is greater relationship, t 2 is less relationship, t 3 is equal relationship.
T E = (0, 0, 1), T L = (0, 1, 0) and T G = (1, 0, 0) represent equal, less and greater relationship respectively. T can be calculated by the formula as in (9) .
• as the values of the three angle structures with the current quantized color value α, and the corresponding values are calculated by the formula as in (10) . Taking 0 0 angle structure as an example,
So, the 216-dimensional angle structure feature vector H of image can be gotten.
Finally, we can extract angle structure features of the render images in the data set to establish a feature library.
C. SIMILARITY CALCULATION
Here, we extract angle structure features of natural images acquired on the Internet. Similar models are retrieved from the feature library using distance metrics and sorted by similarity.
We use the Manhattan distance, the Euclidean distance and the distance proposed by [13] to calculate the similarity and get the e-measures and second-tier of the search results respectively(as shown in Table 1 ). The AP in the three kinds of distances are shown in the Table 1 . 
V. EXPERIMENTAL ANALYSIS
The method mentioned above is implemented on the Windows platform. Hardware configuration is the CPU Intel Core TM i5-2450M and memory is 8G. The 3D vehicle models and corresponding render images in dataset used in this experiment are obtained and selected from three websites, such as VOLUME 6, 2018 http://3dwarehouse.sketchup.com, htpp://artist −3d.com and http://archive3d.net. These 3D vehicle models are selected through text suffixes and keywords. The 3D vehicle models in dataset contain natural object properties and have good grid density.
A. EXPERIMENTAL SETUP
As the 17 different types of models used in [24] , this paper also limits the experimental model categories to car, bus, SUV, bike, motorbike, truck, and excavator. The 40 natural images in 7 categories from the Internet as a training set are used in this paper. The eighteen 3D vehicle models and their render images in 7 categories acquired from the three websites above mentioned are used as testing set. The multi-category linear SVMs are trained as classifiers by using the skeleton shape context features in the training set and used to classify the render images in the testing set. We select 40 render images from each category after being classified as datasets, and then use online-access 20 natural images of 7 categories as input images, and finally use 216-dimensional angle structure features to perform image retrieval and achieve 3D vehicle model retrieval. All rendered images in the dataset are 128x128 or 230x130 jpg format images. All 3D vehicle model types include obj, off, and skp.
B. EXPERIMENTAL VERIFICATION ANALYSIS
In the process of retrieval, the color of the render image is quantified firstly. It can describe the color, shape and texture information of the image through quantifying. Then the angle structure is used to integrate the color, shape, texture and color spatial distribution information to create a 216-dimensional feature vector. Finally, the vector differences between the input images and the render images in dataset are compared through the distance measurement method to realize the 3D vehicle model retrieval. This paper makes full use of the information such as the color, shape, texture and color space of the render image to make up for the lack of information caused by the single render image.
To verify the search results, we selected one input image from three categories: car, bike, and excavator, and then retrieved the top 12 results. The results are shown in Fig. 9 .
The experimental results that the natural image containing more visual information as input source, the method proposed here has better retrieval performance for the 3D vehicle models with different categories and forms.
C. COMPARATIVE EXPERIMENT
Under the same 7 categories of experimental data, a firsttiered (FT) evaluation index is used to compare horizontally with Gabor+BOW [24] , as shown in Fig.10 , the y-ordinate represents the size of First-Tier.
The experimental results show that the retrieval method used in this article has relatively good retrieval performance in more complex categories such as car, bus, SUV, truck, and excavator. However, in simple categories such as bike, motorbike, due to the relatively simple change of the angle structure feature is reduced. It has some influence on the retrieval results. It also indicates the method in this paper can be further optimized.
In order to make the retrieval evaluation more comprehensive, the Second-Tier (ST), E-Measures (EM), Nearest Neighbor (NN), Normalized Discounted Cumulative Gain (nDCG) and Average Precision (AP) [25] are used to quantity experimental result (as shown in Table 2 ). 
VI. CONCLUSION
In this paper, a 3D vehicle model retrieval method based on angle structure features of render images is proposed. In this method, the color, shape and space information of the 3D vehicle model are fully utilized. A classifier based on the skeleton shape context feature is realized and used to classify the 3D model rendering images. Then the classified rendering images are taken as data set to establish angle structure feature library. Through calculating the similarity between the input images and the rendering images classified realizes the 3D vehicle model retrieval. It makes up the problem of insufficient information caused by a single render image effectively. The experimental results show that the proposed method has a good retrieval effect on the 3D vehicle models with complex angle structure changes among the adjacent pixels in the render images. Due to the quantity and quality of the render images of 3D vehicle models, the universality of this method is limited to some extent.
