Abstract. We prove a homological stability theorem for moduli spaces of simply connected manifolds of dimension 2n > 4, with respect to forming connected sum with S n × S n . This is analogous to Harer's stability theorem for the homology of mapping class groups. Combined with previous work of the authors, it gives a calculation of the homology of the moduli spaces of manifolds diffeomorphic to connected sums of S n × S n in a range of degrees.
Introduction and statement of results
A famous result of Harer ([Har85] ) established homological stability for mapping class groups of oriented surfaces. For example, if Γ g,1 denotes the group of isotopy classes of diffeomorphisms of an oriented connected surface of genus g with one boundary component, then the natural homomorphism Γ g,1 → Γ g+1,1 , given by gluing on a genus one surface with two boundary components, induces an isomorphism in group homology H k (Γ g,1 ) → H k (Γ g+1,1 ) as long as g ≥ (3k + 2)/2. (Harer proved this for g ≥ 3k − 1, but the range was later improved by Ivanov ([Iva93] ) and Boldsen ([Bol12] ), see also [RW09] .) This result can be interpreted in terms of moduli spaces of Riemann surfaces, and has lead to a wealth of research in topology and algebraic geometry. In this paper we will prove an analogous homological stability result for moduli spaces of manifolds of higher (even) dimension. Definition 1.1. For a compact smooth manifold W and compact set K ⊂ W \ ∂W , let Diff K (W ) denote the group of diffeomorphisms of W which restrict to the identity on W \ K, topologised in the C ∞ topology. We let Diff ∂ (W ) = colim K Diff K (W ), where the colimit is over compact sets K ⊂ W \ ∂K, and define the moduli space of manifolds of type W to be M (W ) = BDiff ∂ (W ).
As usual, the classifying space of a topological group G is denoted BG. Up to weak equivalence, BG is characterised as the base space of a principal G-bundle EG → BG with weakly contractible total space EG. We will give a concrete model for BDiff ∂ (W ) in Section 6.1.
If we are given another compact smooth manifold W ′ and an embedding W ֒→ W ′ \ ∂W ′ , we obtain a continuous homomorphism Diff ∂ (W ) → Diff ∂ (W ′ ), by extending diffeomorphisms of W by the identity diffeomorphism on the bordism K = W ′ \ int(W ). The induced map of classifying spaces shall be denoted
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induces an isomorphism on homology in a range of degrees which increases with the genus of the surface. Our main result is analogous to this, but for simply connected manifolds of higher even dimension (although we exclude the case 2n = 4). We must first describe the analogue of genus which we will use.
In each dimension 2n we define manifolds
the connected sum of g copies of S n × S n with an open disc removed, and if W is a compact connected 2n-manifold we define the number g(W ) = max{g ∈ N | there exists an embedding W g,1 ֒→ W }, which we call the genus of W . Let S be a manifold obtained by forming the connect sum of [0, 1] × ∂W with S n × S n . The corresponding gluing map shall be denoted
(If ∂W is not path connected, the diffeomorphism type of S and hence the homotopy class of s will depend on which path component the connected sum is formed in.
The following theorem holds for any such choice.) Theorem 1.2. For a simply connected manifold W of dimension 2n ≥ 6, the stabilisation map
is an isomorphism if 2k ≤ g(W ) − 3 and an epimorphism if 2k ≤ g(W ) − 1.
Our methods are similar to those used to prove many homological stability results for homology of discrete groups, namely to use a suitable action of the group on a simplicial complex. For example, Harer used the action of the mapping class group on the arc complex to prove his homological stability result. In our case the relevant groups are not discrete, so we use a simplicial space instead-full diffeomorphism groups play the same role for our stability result as mapping class groups do in Harer's (similar to the situation in [RW09] ).
1.1. Other cobordisms and generalisations of Theorem 1.2. In the final two sections we shall establish two generalisations of Theorem 1.2.
Firstly, in Section 7 we shall establish a version of Theorem 1.2 where M (W ) is replaced by a space of manifolds equipped with certain tangential structures. A tangential structure for 2n-dimensional manifolds is a map θ : B → BO(2n), classifying a vector bundle θ * γ over B, and a θ-structure on a 2n-dimensional manifold is a map of vector bundles T W → θ * γ. There is a space of all such bundle maps, fixed on T W | ∂W , on which the group Diff ∂ (W ) acts. Essentially, our generalisation of Theorem 1.2 shall replace the space M (W ) by the homotopy quotient of this action. Formulating the correct statement requires some care, especially with path components, but its proof is a minor modification of the proof of Theorem 1.2.
Secondly, in Section 8 we show that Theorem 1.2 (and its analogue with tangential structures) can be extended from homology with constant coefficients to homology with certain systems of local coefficients, at the expense of decreasing the slope of the stability range. Recall that a local coefficient system is abelian if it has trivial monodromy along all nullhomologous loops. We shall prove that if A is an abelian coefficient system on M (W ∪ ∂W S), then the map In the sequel [GRWb] to this paper we shall prove an analogue of Theorem 1.2 where the manifold S is replaced by a more general bordism K, satisfying that (K, ∂W ) is (n − 1)-connected. The theorem proved there will include the case where W ∪ ∂W K is a closed manifold.
The work on tangential structures will play an essential role in [GRWb] , but we advise the reader that Sections 7 and 8 are not necessary for the proof of Theorem 1.2.
1.2. Application to the manifolds W g,1 . An interesting special case of Theorem 1.2 is obtained by taking W = W g,1 , which we consider to be the 2n-dimensional analogue of an oriented surface of genus g with a single boundary component. The boundary of W g,1 is a sphere, so S = ([0, 1] × S 2n−1 )#(S n × S n ) and hence there is a diffeomorphism W g,1 ∪ ∂Wg,1 S ≈ W g+1,1 relative to their already identified boundaries.
Corollary 1.3. For 2n ≥ 6 the stabilisation map
is an isomorphism if 2k ≤ g − 3 and a surjection if 2k ≤ g − 1.
Remark 1.4. Independently, Berglund and Madsen ([BM13] ) have obtained a result similar this corollary, for rational cohomology in the range k ≤ min(n−3, (g −6)/2).
Remark 1.5. In the earlier preprint [GRWa] we considered only the manifolds W g,1 , rather than the more general manifolds of Theorem 1.2. Although the present paper entirely subsumes [GRWa] , the reader mainly interested in Corollary 1.3 may want to consult the preprint for a text streamlined to that special case.
By the universal coefficient theorem, stability for homology implies stability for cohomology; in the surface case, Mumford ([Mum83] ) conjectured an explicit formula for the stable rational cohomology, which in our notation asserts that a certain ring homomorphism
; Q) is an isomorphism for g ≫ * . Mumford's conjecture was proved in a strengthened form by Madsen and Weiss ([MW07] ). Corollary 1.3 and our previous paper [GRW12] allow us to prove results analogous to Mumford's conjecture and the Madsen-Weiss theorem for the moduli spaces M (W g,1 ) with 2n ≥ 6. The analogue of the Madsen-Weiss theorem for these spaces concerns the homology of the limiting space M (W ∞ ) = colim g→∞ M (W g,1 ). There is a certain infinite loop space Ω ∞ M T θ n and a continuous map
given by a parametrised form of the Pontrjagin-Thom construction, and in [GRW12, Theorem 1.1] we proved that α induces an isomorphism between the homology of M (W ∞ ) and the homology of the basepoint component of Ω ∞ M T θ n . It is easy to calculate the rational cohomology ring of a component of Ω ∞ M T θ n , and hence of M (W g,1 ) in a range of degrees by Corollary 1.3. The result is Corollary 1.6 below, which is a higher-dimensional analogue of Mumford's conjecture.
As explained in [GRW12] , we can associate to each c ∈ H k+2n (BSO(2n)) a cohomology class κ c ∈ H k (Ω ∞ M T θ n ). Pulling it back via α and all the stabilisation maps 1 ) ) for all g, sometimes called "generalised MMM classes". For k > 0 these classes can equivalently be defined as follows. Let us write 
, and the action of Diff ∂ (W g,1 ) on the tangent bundle T W g defines an oriented 2n-dimensional vector bundle T π E → E which restricts to the tangent bundle of each fibre of π. Hence for each c ∈ H k+2n (BSO(2n)) we obtain a cohomology class c(T π E) ∈ H k+2n (E), which we may fibre integrate along π to obtain a cohomology class
The following result is our higher-dimensional analogue of Mumford's conjecture.
Corollary 1.6. Let 2n ≥ 6 and let B ⊂ H * (BSO(2n); Q) be the set of monomials in the classes e, p n−1 , . . . , p ⌈ n+1 4 ⌉ , of degree greater than 2n. Then the induced map
is an isomorphism in degrees * ≤ 
Techniques
In this section we collect the technical results needed to establish high connectivity of the relevant simplicial spaces. The main results are Theorem 2.4 and Corollary 2.9.
2.1. Cohen-Macaulay complexes. Recall from [HW10, Definition 3.4] that a simplicial complex X is weakly Cohen-Macaulay of dimension n if it is (n − 1)-connected and the link of any p-simplex is (n − p − 2)-connected. In this case, we write wCM(X) ≥ n. We shall also say that X is locally weakly Cohen-Macaulay of dimension n if the link of any p-simplex is (n − p − 2)-connected (but no global connectivity is required on X itself). In this case we shall write lCM(X) ≥ n.
Lemma 2.1. If lCM(X) ≥ n and σ < X is a p-simplex, then wCM(Lk(σ)) ≥ n − p − 1.
-connected, since σ * τ is a (p + q + 1)-simplex, and hence its link in X is (n − (p + q + 1) − 2)-connected.
Definition 2.2. Let us say that a simplicial map f : X → Y of simplicial complexes is simplexwise injective if its restriction to each simplex of X is injective, i.e. the image of any p-simplex of X is a (non-degenerate) p-simplex of Y .
Lemma 2.3. Let f : X → Y be a simplicial map of simplicial complexes. Then the following conditions are equivalent.
(i) f is simplexwise injective,
. . , v p } < X be a p-simplex and assume for contradiction that f | σ is not injective. This means that f (v i ) = f (v j ) for some i = j, but then the restriction of f to the 1-simplex {v i , v j } is not injective.
The following theorem generalises the "colouring lemma" of Hatcher and Wahl ([HW10, Lemma 3.1]), which is the special case where X is a simplex. The proof given below is an adaptation of theirs.
Theorem 2.4. Let X be a simplicial complex with lCM(X) ≥ n, f : ∂I n → |X| be a map which is simplicial with respect to some PL triangulation of ∂I n , and h : I n → |X| be a nullhomotopy. Then the triangulation extends to a PL triangulation of I n , and h is homotopic relative to ∂I n to a simplicial map g : I n → |X| with the property that g(Lk(v)) ⊂ Lk(g(v)) for each interior vertex v ∈ I n \ ∂I n . In particular, g is simplexwise injective if f is.
Proof. We proceed by induction on n, the case n = 0 being clear. By the simplicial approximation theorem we may change the map h by a homotopy, after which h : I n → |X| is simplicial with respect to some PL triangulation I n ≈ |K| extending the given triangulation on ∂I n . Let us say that a simplex σ < K is bad if any vertex v ∈ σ is contained in a 1-simplex (v, v ′ ) ⊂ σ with h(v) = h(v ′ ). We will describe a procedure which replaces the simplicial map h : I n → X by a "better" one, by changing both the map h and the simplicial complex K, arriving at the desired map g in finitely many steps.
If all bad simplices are contained in ∂I n , we are done. If not, let σ < K be a bad simplex not contained in ∂I n , of maximal dimension p. Then p > 0, and we must have h(Lk(σ)) ⊂ Lk(h(σ)), since otherwise we could join a simplex in Lk(σ) to σ and get a bad simplex of larger dimension. Now |σ| ⊂ |K| ≈ I n , so h restricts to a map
The image h(σ) is a simplex of dimension at most p − 1, since otherwise h| σ would be injective (in fact it has dimension at most (p − 1)/2 by badness). Then Lk(h(σ)) is (n− (p− 1)− 2)-connected since we assumed lCM(X) ≥ n, and in fact Lemma 2.1 gives wCM(Lk(h(σ))) ≥ n − (p − 1) − 1 = n − p. Therefore, h| Lk(σ) extends to a PL map
and by induction we may assume thath is simplicial with respect to a PL triangulation of C(Lk(σ)) which extends the triangulation of Lk(σ), and such that all bad simplices ofh are in ∂I n−p = Lk(σ). We may extend this by joining with h| ∂σ to get a map
which we may finally extend to I n by setting it equal to h outside σ * Lk(σ) ⊂ |K|. On the subset |σ * Lk(σ)| ⊂ I n , both h and the new map take values in the contractible subset |h(σ) * Lk(h(σ))|, so they are homotopic. Since the new map has fewer bad simplices (not contained in ∂I n ) of dimension p, we may inductively remove them all.
Proposition 2.5. Let X be a simplicial complex, and Y ⊂ X be a full subcomplex. Let n be an integer with the property that for each p-simplex σ < X, the complex
Proof. This is very similar to the proof of Theorem 2.4. Let k ≤ n and consider a map h : (I k , ∂I k ) → (|X|, |Y |) which is simplicial with respect to some PL triangulation of I k . Let σ < I k be a p-simplex such that h(σ) ⊂ |X| \ |Y |. If p is maximal with this property, we will have h(Lk(σ)) ⊂ |Y | ∩ Lk X (h(σ)), since otherwise we could make p larger by joining σ with a vertex v ∈ Lk(σ) such that
Now, Lk(σ) ≈ S k−p−1 since σ is a p-simplex, and |Y | ∩ Lk X (h(σ)) is assumed (n − p − 1)-connected, so h| Lk(σ) extends over the cone of Lk(σ). Then modify h on the ball σ * Lk(σ) = (∂σ) * CLk(σ) ⊂ I k by replacing it with the join of h| ∂σ and some map CLk(σ) → |Y | ∩ Lk X (h(σ)) extending h| Lk(σ) . As in the proof of Theorem 2.4, the modified map (I k , ∂I k ) → (|X|, |Y |) is homotopic to the old one (on the ball where the modification takes place, both maps have image in the contractible set h(σ) * Lk X (h(σ))), and has strictly fewer p-simplices mapping to |X| \ |Y |. 
there exists an ε > 0 and a map H :
. This condition implies that if (X, A) is a finite CW pair then any map X → B may be lifted in a neighbourhood of A, extending any prescribed lift over A. It also implies the following useful observation: suppose (Y, X) is a finite CW pair and we are given a lifting problem (2.1)
If there exists a map G : Y → E lifting F and so that G| X is fibrewise homotopic to f , then there is also a lift H of F so that H| X = f . To see this, choose a fibrewise homotopy ϕ :
] × Y and write ϕ ∪ G : J → E for the map induced by ϕ and G. The following diagram is then commutative
and by the microfibration property there is a lift g :
] be a continuous function with graph inside U and so that X ⊂ φ −1 (1). Then we set H(y) = g(φ(y), y); this is a lift of F as g is a lift of F • π Y , and if y ∈ X then φ(y) = 1 and so H(y) = g(1, y) = f (y), as required.
Examples 
Then the homotopy fibres of p are also n-connected, i.e. p is (n + 1)-connected.
Proof. Let us first prove that p I : E I → B I is a Serre microfibration with (n − 1)-connected fibres, where
is the space of (unbased) paths in X, equipped with the compact-open topology. Using the mapping space adjunction, it is obvious that p I is a Serre microfibration, and showing the connectivity of its fibres amounts to proving that any diagram of the form
Since fibres of p are (k − 1)-connected (in fact k-connected), such a diagonal can be found on each {a} × D k , and by the microfibration property these lifts extend to a neighbourhood. By the Lebesgue number lemma we may therefore find an integer N ≫ 0 and lifts h i :
k and map into the same fibre of p. Since these fibres are k-connected, the restrictions of h i and h i+1 are homotopic relative to {i/N } × ∂D k as maps into the fibre, and we may use diagram (2.1) with
to inductively replace h i+1 with a homotopy which can be concatenated with h i . The concatenation of the h i 's then gives the required diagonal.
Let us now prove that for all k ≤ n, any lifting diagram
h / / B admits a diagonal map H making the diagram commutative. To see this, we first use that fibres of the map p
k+1 are non-empty (in fact (n − k − 1)-connected) to find a diagonal G making the lower triangle commute. The restriction of G to {0} × I k need not agree with f , but they lie in the same fiber of p
Since this map has path connected fibres, these are fibrewise homotopic, and hence we may apply (2.1) to replace G with a lift H making both triangles commute.
This homotopy lifting property implies that the inclusion of p −1 (b) into the homotopy fibre of p over b is n-connected, and hence that the homotopy fibre is n-connected.
2.3. Semisimplicial sets and spaces. Let ∆ * inj be the category whose objects are the ordered sets [p] = (0 < · · · < p) with p ≥ −1, and whose morphisms are the injective, order preserving functions. An augmented semisimplicial set is a contravariant functor X from ∆ * inj to the category of sets. As usual, such a functor is specified by the sets X p = X([p]) and face maps d i : X p → X p−1 for i = 0, . . . , p. A (non-augmented) semisimplicial set is a functor defined on the full subcategory ∆ inj on the objects with p ≥ 0. Semisimplicial spaces are defined similarly. We shall use the following well known result.
Let us briefly discuss the relationship between simplicial complexes and semisimplicial sets. To any simplicial complex K there is an associated semisimplicial set K • , whose p-simplices are the injective simplicial maps ∆ p → K, i.e. ordered (p + 1)-tuples of vertices in K spanning a p-simplex. There is a natural surjection |K • | → |K|, and any choice of total order on the set of vertices of K induces a splitting |K| → |K • |. In particular, |K| is at least as connected as |K • |.
Proposition 2.8. Let Y • be a semisimplicial set, and Z be a Hausdorff space. Let
up to the evident relation when some t i is zero, but we emphasise that the continuous, injective map ι = p×π : |X • | ֒→ |Y • |×Z will not typically be a homeomorphism onto its image. Suppose we have a lifting problem 
. Certainly π • f sends the set C σi into the open set Z σi , but we claim that C σi is also mapped into Z σi . To see this, we consider a sequence (
, and passing to a subsequence, we may assume that the t(x j ) converge to a point t ∈ ∆ ni . The subset
For a contradiction, we will show that A is closed, by proving that its inverse image in τ {τ } × Z τ × ∆ |τ | is closed, where the coproduct is over all simplices τ ∈ n Y n . The inverse image in
which is closed (since Z is Hausdorff, taking the closure in {σ i } × Z × ∆ ni adjoins only the point (σ i ; z; t), which by assumption is outside
is the union of the B θ over the finitely many θ with θ * (τ ) = σ i , and is hence closed. We have a continuous map
We set ε = min i (ε i ) and define the lift
which is clearly continuous. The functions F i and F j agree where they are both defined, and so these glue to give a continuous lift F as required.
Corollary 2.9. Let Z, Y • , and X • be as in Proposition 2.8.
Proof. This follows by combining Propositions 2.6 and 2.8, once we prove that
a homeomorphism onto its image, which is easily seen to be π −1 (z).
Algebra
We fix ε = ±1. Let Λ ⊂ Z be a subgroup satisfying
, we call such a pair (ε, Λ) a form parameter. Since we work over the ground ring Z, there are only three options for (ε, Λ), namely (+1, {0}), (−1, 2Z) and
where M is a Z-module, λ : M ⊗ M → Z is bilinear and λ(x, y) = ελ(y, x), and µ : M −→ Z/Λ is a quadratic form whose associated bilinear form is λ reduced modulo Λ. By this we mean a function µ such that
We say the quadratic module is non-degenerate if the map
is an isomorphism. A morphism of quadratic modules (with the same form parameter) is a homomorphism f :
is an isomorphism, and this induces an isomorphism N ∼ = M ⊕ (f (M )) ⊥ . The hyperbolic module H is the nondegenerate (ε, Λ)-quadratic module given by the data Z 2 with basis e, f ; 0 1 ε 0 ; µ(e) = µ(f ) = 0 .
We write H g for the direct sum of g copies of H and define the Witt index of an (ε, Λ)-quadratic module M = (M, λ, µ) as
The Witt index obviously satisfies g(M ⊕ H) ≥ g(M )+ 1, and we shall also consider the stable Witt index defined by
Definition 3.1. Let (ε, Λ) be a form parameter. For a quadratic module (M, λ, µ), let K a (M ) be the simplicial complex whose vertices are morphisms h : H → M of quadratic modules. The set {h 0 , . . . , h p } is a p-simplex if the submodules h i (H) ⊂ M are orthogonal with respect to λ (we impose no condition on the quadratic forms).
The complex K a (M ) is almost the same as one considered by Charney [Cha87] , which she proves to be highly connected when M = H g . We shall need a connectivity theorem for more general M , assuming only that g(M ) ≥ g. In particular, we do not wish to assume M is non-degenerate (or even that the underlying Zmodule is free). In Section 4 we shall give a self-contained proof of the following generalisation of Charney's result. 
Proof. Suppose first that h 0 and h 1 are orthogonal. Then there is an orthogonal decomposition
and so an evident automorphism of quadratic modules which swaps the h i (H). Now, the relation between morphisms e : H → M of differing by an automorphism is an equivalence relation, and we have just shown that adjacent vertices in K a (M ) are equivalent. If the complex is path connected, then all vertices are equivalent. 
Proof. An isomorphism ϕ : M ⊕ H → N ⊕ H gives a morphism ϕ| H : H → N ⊕ H of quadratic forms, and we also have the standard inclusion ι : H → N ⊕ H. By Proposition 3.3, these differ by an automorphism of N ⊕ H, so in particular their orthogonal complements are isomorphic. By Theorem 3.2, the complex K a (M ) is path connected provided g(M ) ≥ 4. As long as g(M ) ≥ 3, Proposition 3.4 therefore gives the implication (M ⊕ H ∼ = N ⊕ H) ⇒ (M ∼ = N ). It follows that as long as g(M ) ≥ 3 we have g(M ⊕ H) = g(M ) + 1 and hence g(M ) = g(M ), but for the inductive proof of Theorem 3.2 it is more convenient to work with g.
Proof of Theorem 3.2
Proposition 4.1. Let Aut(H n+1 ) act on H n+1 , and consider the orbits of elements of H ⊕ 0 ⊂ H n+1 . Then we have
Proof. We consider the form parameters (+1, {0}) and (−1, 2Z) separately. The case (−1, Z) follows from the case (−1, 2Z) (although we shall not need it). Recall that a vector v = (a 0 , b 0 , . . . , a n , b n ) ∈ H n+1 is called unimodular if its coordinates have no common divisor. Any v ∈ H n+1 can be written as v = dv ′ with d ∈ N and v ′ ∈ H n+1 unimodular, so it suffices to prove that for any unimodular v ∈ H n+1 there exists φ ∈ Aut(H n+1 ) with φ(v) ∈ H ⊕ 0. In the case of form parameter (+1, {0}), this follows from [Wal62, Theorem 1], which asserts that Aut(H n+1 ) acts transitively on unimodular vectors of a given length. Therefore, any unimodular vector v ∈ H n+1 is in the same orbit
The case (−1, 2Z) can be proved in a manner similar to [Wal62, Theorem 1]. First, in Aut(H) we have the transformations (a, b) → ±(b, −a), so any orbit has a representative with 0 ≤ b ≤ |a|. For 0 < b < a, the transformation (a, b) → (a − 2b, b) will decrease the number max(|a|, |b|) and for 0 < b < −a the inverse transformation will do the same, so inductively we see that any orbit has a representative of the form (a, 0) or (a, a) for some integer a ≥ 0. It follows that under Aut(H) × Aut(H) ≤ Aut(H 2 ) acting on H 2 , the orbit of a unimodular vector has a representative of the form v = (a, b, c, d) with b ∈ {0, a}, d ∈ {0, b} and gcd(a, c) = 1. On such a representative we then use the transformation
and since gcd(a, b + c) = 1 = gcd(c, d + a), we can use Aut(H) × Aut(H) to get to a representative with a = c = 1 and b, d ∈ {0, 1}. On this representative we act
which for a = c = 1 is in H ⊕ 0. This proves the case n = 1, and the general case follows from this by induction.
Corollary 4.2. Let M be a quadratic module with g(M ) ≥ g and let ℓ :
Proof. We can find a morphism φ : H g → M . By non-degeneracy of the form on H g , the composite ℓ • φ ∈ Hom(M, Z) is of the form λ(x, −). By Proposition 4.1 we can, after precomposing φ with an automorphism, assume x ∈ H ⊕ 0 ⊂ H ⊕ H g−1 , and hence 0 ⊕ H g−1 ⊂ Ker(ℓ • φ), so φ restricts to H g−1 → Ker(ℓ). The claim about the stable Witt index follows from the unstable by considering M ⊕ H k .
We may deduce the first non-trivial cases of Theorem 3.2 from this corollary.
Proof. We consider the second case first. Let us first make the stronger assumption that the (unstable) Witt index is g(M ) ≥ 4. Then there exists an h 0 : H → M with g(h 0 (H) ⊥ ) ≥ 3. Any h : H → M then gives rise to a map of Z-modules
where the first map is the inclusion and the second is orthogonal projection. The kernel of this map is h 0 (H) ⊥ ∩ h(H) ⊥ , and by Corollary 4.2 we have g(
. Then {h 0 , h 1 } and {h 1 , h} are 1-simplices, so there is a path (of length at most 2) from any vertex to h 0 .
The general case g(M ) ≥ 4 can be reduced to this by an argument as in the last paragraph of Section 3. Indeed, we can write M ⊕ H k ∼ = N ⊕ H k for some integer k ≥ 0 and quadratic module N with g(N ) ≥ 4 and use the connectivity of
≥ 2, and inductively use Proposition 3.4 to see M ⊕ H ∼ = N ⊕ H. As in the first part of the proof, M is isomorphic to the intersection of the kernels of two linear maps N ⊕ H → Z. By Corollary 4.2 the Witt index drops by at most one for each linear map, so the Witt index of M is at least 1.
Proof of Theorem 3.2. We proceed by induction on g. At each stage of the induction, the statement lCM(
induces (after choosing an ordering of its vertices) a canonical splitting
⌋-connected, and by the inequality
we see that the link of any p-simplex is (⌊ g−1 2 ⌋ − p − 2)-connected as required. It remains to prove the statement about connectivity of K a (M ). The connectivity statement is void for g ≤ 1. For g = 2, 3 we assert that |K a (M )| = ∅ and for g = 4, 5 we assert that |K a (M )| is path connected; both are covered by Proposition 4.3. For the induction step, let us assume that Theorem 3.2 holds up to g − 1, and let M be a quadratic module with g(M ) ≥ g. By Proposition 4.3 we have K a (M ) = ∅ so we may pick some h :
We now wish to show that Proposition 2.5 applies to the maps 1 and 2 , both of which are inclusions of full subcomplexes, with n = ⌊ g−4 2 ⌋. For 1 , we use the projection π :
The summand Ze has trivial quadratic structure and trivial intersection with anything in M ′ ⊕ Ze, so π is a morphism of quadratic modules and hence induces a retraction π :
and to apply Proposition 2.5 we must show that this simplicial complex is (n−p−1)-
2 ⌋, and therefore the link of the p-simplex π(σ) is ≥ n − p − 1. We have shown that both inclusions 1 and 2 satisfy the hypothesis of Proposition 2.5 and therefore these maps are n-connected. The composition factors through the star of the vertex given by h, and is therefore nullhomotopic. This implies that K a (M ) is n-connected, finishing the induction step.
Topology
Recall that in Section 1 we defined the manifolds
) and that for a connected compact 2n-manifold W we defined g(W ) to be the maximal g ∈ N for which W g,1 embeds into W . In analogy with (3.1) we define the stable genus of W to be
Notice that k → g(W #W k ) − k is non-decreasing and bounded above by b n (W )/2. In particular, the maximum is well-defined.
It will be convenient to have available the following small modification of the manifold W 1,1 . Let H denote the manifold obtained from
which we also choose once and for all. This gluing of course does not change the diffeomorphism type (after smoothing corners), so H is diffeomorphic to W 1,1 , but contains a standard embedded [−1, 0] × D 2n−1 ⊂ H. When we discuss embeddings of H into a manifold with boundary W , we shall always insist that {0} × D 2n−1 is sent into ∂W , and that the rest of H is sent into the interior of W .
We shall also need a core C ⊂ H, defined as follows. Let x 0 ∈ S n be a basepoint. 
The manifold H is depicted together with C ⊂ H in Figure 1 . (i) Let K 0 (W ) = K 0 (W, c) be the space of pairs (t, φ), where t ∈ R and φ : H → W is an embedding whose restriction to (−1
p+1 consist of those tuples ((t 0 , φ 0 ), . . . , (t p , φ p )) satisfying that t 0 < · · · < t p and that the embeddings φ i have disjoint cores, i.e. the sets φ i (C) are disjoint. , and where the (unordered) set {(t 0 , φ 0 ), . . . , (t p , φ p )} is a p-simplex if, when written with
We shall often denote a vertex (t, φ) simply by φ, since t is determined by φ. Since a p-simplex of K δ • (W ) is determined by its (unordered) set of vertices, there is a natural homeomorphism |K
We wish to associate to each simply-connected 2n-manifold a quadratic module with form parameter (1, {0}) if n is even and (−1, 2Z) if n is odd. Essentially, we take the group of immersed framed n-spheres in W , with pairing given by the intersection form, and quadratic form given by counting self-intersections.
For the following definition we shall write D We remark that the bilinear form λ can in general be quite far from nondegenerate. Let us also remark that the path to the basepoint in Fr(W ) is used only for defining the addition on the abelian group I fr n (W ), neither λ nor µ depends on it.
For the manifold Proof. For brevity we shall just write K δ → K a for the map (5.1) and write g = g(I fr n (W ), λ, µ). We have g(W ) ≤ g, so it suffices to show that |K
Let k ≤ (g − 4)/2 and consider a map f : ∂I k+1 → |K δ |, which we may assume is simplicial with respect to some PL triangulation. By Theorem 3.2, the composition ∂I k+1 → |K δ | → |K a | is nullhomotopic and so extends to a map f : I k+1 → |K a |, which we may suppose is simplicial with respect to a PL triangulation of I k+1 extending the triangulation of its boundary. By Theorem 3.2, we also have lCM(K a ) ≥ ⌊ g−1 2 ⌋ ≥ k + 1, so by Theorem 2.4 we can arrange that f is simplexwise injective on the interior of I k+1 . We will prove that f : I k+1 → |K a | lifts to a nullhomotopy I k+1 → |K δ | of f . Choose a total order on the set of interior vertices, and inductively pick lifts of each vertex to K δ 0 in the following way. In each step, a vertex is given by a morphism of quadratic modules h : H → I fr n (W ). The element h(e) is represented by an immersion x : S n × D n W which has µ(x) = 0, so as W is simplyconnected and of dimension at least 6 we may use the Whitney trick to represent it by an embedding j(e) : S n × D n ֒→ W . Similarly, h(f ) can be represented by an embedding j(f ) : S n × D n → W . As λ(h(e), h(f )) = 1, these two embeddings have algebraic intersection number 1. We may again use the Whitney trick to isotope the embeddings j(e) and j(f ) so that their cores S n × {0} intersect transversely in precisely one point, and so obtain an embedding of the plumbing of S n × D n and D n × S n , which is diffeomorphic to W 1,1 ⊂ H. Finally, as h is orthogonal to any adjacent vertices which have already been lifted, we can use the Whitney trick again to isotope j so that its core is disjoint from the cores of all previously chosen vertices that are adjacent to it. After applying this procedure to all vertices, we obtain a lift of f to a nullhomotopy of f , as required. 
Proof. For each p and q there is a homotopy
where we write ( Proof of Theorem 5.5. Let us again write g = g(W ) ≤ g(I fr n (W ), λ, µ). We will apply Corollary 2.9 with 0 , φ 0 ) , . . . , (t p , φ p )) ∈ K p (W ), we shall write W z ⊂ W for the complement of the φ i (C). The realisation of the semisimplicial subset
is homeomorphic to the full subcomplex F (z) ⊂ K δ (W ) on those (t, φ) such that φ(C) ⊂ W z and t > t p . The map of simplicial complexes (5.1) restricts to a map Proof. We may choose an isotopy of embeddings ρ t : H → H, defined for t ∈ [0, ∞), which starts at the identity, eventually has image inside any given neighbourhood of C, and which for each t is the identity on some neighbourhood of C. Precomposing with the isotopy ρ t , any tuple of embeddings with disjoint cores eventually become disjoint. It follows that the inclusion is a levelwise weak homotopy equivalence.
Resolutions of moduli spaces
We will now explain how to use the high connectivity of the spaces |K(W ) • | to prove Theorem 1.2. The following language will be convenient. Definition 6.1. A graded space is a pair (X, h X ) of a space X and a continuous map
We often omit explicit mention of the grading map.
The homology of a graded space (X, h X ) acquires an extra grading
. Maps of graded spaces respect this additional grading (a degree k map of graded spaces induces a map with a shift of k). For a function c : N → N, we say a degree k map f :
epimorphism for i ≤ c(g) and an isomorphism for i ≤ c(g) − 1.
6.1. A moduli space of manifolds. Let P be a closed non-empty (2n − 1)-manifold, and let W and M be connected compact 2n-manifolds with identified boundaries ∂M = P = ∂W . We say that M and W are stably diffeomorphic relative to P if there is a diffeomorphism
relative to P , for some g, h ≥ 0.
Definition 6.2. Let P ⊂ R ∞ be a closed non-empty (2n − 1)-manifold, and let W be a compact manifold, with a specified identification ∂W = P . Let M denote the set of 2n-dimensional submanifolds M ⊂ (−∞, 0] × R ∞ such that (i) M ∩ ({0} × R ∞ ) = {0} × P and M contains (−ε, 0] × P for some ε > 0, (ii) the boundary of M is precisely {0} × P , (iii) M is stably diffeomorphic to W relative to P . For a 2n-manifold X with boundary P and collar c : (−∞, 0] × P ֒→ X, and an ε > 0, let Emb ε (X, (−∞, 0] × R ∞ ) denote the space, in the C ∞ -topology, of those embeddings e such that e • c(t, x) = (t, x) as long as t ∈ (−ε, 0], and let
The space M is topologised as a quotient space of [X] E (X), where the union is taken over the set of compact manifolds with ∂X = P and X stably diffeomorphic to W relative to P , one in each diffeomorphism class relative to P .
The space M depends on P ⊂ R ∞ and the stable diffeomorphism class of W relative to P = ∂W , but we shall suppress that from the notation. M is related to the moduli spaces M (X) = BDiff ∂ (X) from the introduction in the following way.
The space E (X) has a (free) action of Diff ∂ (X) by precomposition, and by [BF81] the quotient map E (X) −→ E (X)/Diff ∂ (X) has slices and hence is a principal Diff ∂ (X)-bundle. Since E (X) is weakly contractible by Whitney's embedding theorem, the quotient space is a model for BDiff ∂ (X) = M (X). We shall take this as our preferred model, so that
(The underlying set of M (X) depends on the specified identification ∂X ∼ = P ⊂ R ∞ .) Two elements of E (X) are in the same orbit if and only if they have the same image, so as a set, M (X) is the set of submanifolds M ⊂ (−∞, 0] × R ∞ which satisfy the conditions (i) and (ii) in Definition 6.2, and which in addition are diffeomorphic to X relative to P . Comparing this with Definition 6.2, we see that
where the disjoint union is over the set of compact manifolds with ∂X = P and X stably diffeomorphic to W relative to P , one in each diffeomorphism class relative to P .
In this model for M (X), the map (1.1) which glues on a cobordism K is modelled using a choice of collared embedding
that is, translation by one unit in the first coordinate direction followed by union of submanifolds of (−∞, 0] × R ∞ . In order to formulate the analogue of Theorem 1.2 in this model, we choose a submanifold S ⊂ [−1, 0] × R ∞ with collared boundary ∂S = {−1, 0} × P = S∩({−1, 0}×R ∞ ), such that S is diffeomorphic relative to its boundary to ([−1, 0]× P )#W 1 . If P is not path connected, we also choose in which path component to perform the connected sum. Gluing K = S then induces the self-map
(As M ∪ P S ∼ = M #W 1 relative to P , so M ∪ P S is stably diffeomorphic to W if and only M is.) The stable genus defines a (continuous) mapḡ : M → N, which satisfiesḡ • s =ḡ + 1 and in fact, g is the smallest continuous function with this property. This makes (M ,ḡ) into a graded space, the stabilisation map (6.1) into a degree 1 map, and our main theorem is as follows.
Theorem 6.3. If 2n ≥ 6 and W is simply-connected then the map (6.1) is homologically ⌊ g−1 2 ⌋-connected. In particular, this theorem implies that for any simply-connected manifold W with boundary P , the restriction
induces an isomorphism on homology in degrees * ≤ ⌊ḡ
⌋ and an epimorphism on homology in degrees * ≤ ⌊ḡ
⌋, which, along with the observation that g(W ) ≤ḡ(W ), establishes Theorem 1.2.
Let us point out that Theorem 6.3 is slightly stronger than Theorem 1.2, and in particular includes a non-trivial assertion about H 0 : Theorem 6.3 implies that s induces an isomorphism in H 0 when g ≥ 3, which in turn implies the following cancellation result.
Corollary 6.4. Let P be a (2n − 1)-manifold, 2n ≥ 6, and W and W ′ be two simply-connected manifolds with boundary P such that
Proof. Choose an embedding P ⊂ R ∞ , and let M be the space of manifolds stably diffeomorphic to W as in Definition 6. 
. Therefore W and W ′ are in the same path component of M , i.e. they are diffeomorphic relative to P .
Remark 6.5. Kreck ([Kre99, Theorem D]) has proved a cancellation result similar to Corollary 6.4 with the assumption g(W ) ≥ 3 weakened to g(W ) ≥ 1 if n is even and g(W ) ≥ 0 if n is odd. Theorem 6.3 could perhaps be viewed as a "higher-homology analogue" of Kreck's cancellation result.
As an immediate consequence of the above cancellation result, we may deduce that that if W is simply connected and 2n ≥ 6, thenḡ(W ) = g(W ) as long as ) is isotopic to S, so we may as well suppose that S has this form.
Definition 6.6. The coordinate patch c induces for each M ∈ M an embedding (−δ, 0] × R 2n−1 ֒→ M for some δ > 0 using the collar structure of M . Let X p be the set of pairs (M, φ) with M ∈ M and φ ∈ K p (M ), topologised as a quotient space of [X] E (X) × K p (X), where the union is taken over the set of compact manifolds with boundary P which are stably diffeomorphic to W , one in each diffeomorphism class. The face maps of the semisimplicial spaces K • (W ) induce face maps d i : X p → X p−1 , so that X • has the structure of a semisimplicial space augmented over X −1 = M . By composing the augmentation map withḡ : M → N, the augmented semisimplicial space X • is a semisimplicial graded space. Theorem 6.3 is an easy consequence of the following properties of this resolution.
Proposition 6.7.
(
where g p is a weak homotopy equivalence of degree p + 1, and g p−1 is a weak homotopy equivalence of degree p.
Proof of Theorem 6.3. The graded augmented semisimplicial space X • → M gives rise to a tri-graded spectral sequence with
where the (p, q) grading are as usual, and the g grading comes from the grading of the spaces. The differential on E 1 is given by d and an epimorphism for , so we deduce that this differential is surjective for g ≥ 1. This proves the theorem for g ≤ 2, providing the beginning of an induction argument.
Since all the face maps d i induce the same map in homology by (iii), all but one of the terms in the alternating sum in the differential d
which by (ii) is identified with the stabilisation map
By induction we can assume (for j > 0) that we have already proved the theorem for this map so for j > 0, the differential
2 − j and an isomorphism for q ≤ g−3 2 − j. In particular, all the groups E 1 p,q,g+1 in degrees where p > 0 and p + q ≤ g−1 2 are killed by these differentials.
The induction hypothesis does not imply anything about E 2 0,q,g+1 and E 2 −1,q,g+1 , but for degree reasons there is no room for a d r differential for r ≥ 2 whose target has p + q ≤ g−3 2 . Since E ∞ p,q,g+1 = 0 for such (p, q, g), we must have E 2 . This provides the induction step.
6.3. Proof of Proposition 6.7. Part (i) is proved in Lemma 6.8 below. Lemmas 6.11, 6.13 and 6.14 below, both of which rely on Lemma 6.10, will establish (ii) and (iii).
Lemma 6.8. The map |ε| : |X • | → M , considered as a map of graded spaces, is ⌊ g−2 2 ⌋-connected. Proof. The quotient map [X] E (X) → M is a locally trivial fibre bundle, so all of the associated maps X p → M are too, and moreover M has a cover by open sets on which X p → M is locally trivial for every p. Working in compactly generated spaces, it follows that |ε| is again a locally trivial fibre bundle, with fibre |K • (M )| over M . As we have supposed that W is simply connected and of dimension 2n ≥ 6, M is too, so this space is ⌊ g(M)−4 2 ⌋-connected. The claim follows from the long exact sequence on homotopy groups.
The manifold S ⊂ [−1, 0] × R ∞ used to define the stabilisation map (6.1) is a bordism from P to P , and we shall need to consider its iterates. Let us write
for the (p + 1)-fold iteration, a manifold diffeomorphic to the (ambient) connected sum of [−(p + 1), 0] × P and p + 1 copies of W 1 . In this notation S 0 = S, and we will use these interchangeably.
, 0} × P , and the sets (−ε, 0] × P and [−(p + 1), −(p + 1) + ε) × P are contained in N for some ε > 0, (ii) N is diffeomorphic to S p relative to its boundary.
We topologise this space as a quotient space of Emb
Any element N ∈ Y −1 (p) gives rise to a map M → M defined in analogy with (6.1), and there is a continuous function h :
The manifold S p itself gives a point in Y −1 (p), and h(−, S p ) agrees with the (p + 1)-fold iterate of (6.1), but it will be important to consider stabilisation with other manifolds.
The coordinate patch c : R 2n−1 → P induces a coordinate patch R 2n−1 → {0}×P ⊂ ∂N for any N ∈ Y −1 (p). We may then define an augmented semisimplicial space
Lemma 6.10. For any y ∈ Y p (p), the map h(−, y) : M → X p is a weak homotopy equivalence.
Proof. For a point y = (N, φ 0 , . . . , φ p ) ∈ Y p (p) we consider the space E consisting of pairs of a M ∈ M and an embedding e : N ֒→ M relative to (the outgoing copy of) P . We topologise E as a subspace of M × Emb ∂out (N, (−∞, 0] × R ∞ ). As the inclusion
which is only defined for small enough ε, is an isotopy equivalence (the complement of its image is an h-cobordism from P to P , and hence invertible), the map
is a homotopy equivalence. On the other hand, the map
is a fibration (by the parameterised isotopy extension theorem) over a contractible base space. The fibre over the canonical embedding N ⊂ [−(p + 1), 0] × R ∞ is the space of those M ∈ M which contain N , which is clearly weakly homotopy equivalent to M .
Lemma 6.11. Let φ 0 , . . . , φ p : H → S p be embeddings satisfying that the tuples
commutes. Embeddings φ 0 , . . . , φ p with this property exist.
Proof. For the commutativity of the diagram, we just calculate
For the existence, we first note that the canonical embedding φ ′ : W 1,1 ֒→ S induces, for each i = 0, . . . , p, an embedding
We extend these to disjoint embeddings φ i of H by choosing a path from each φ ′ by precomposing with an orientation-reversing diffeomorphism of W 1,1 .) These paths may clearly be chosen disjointly, and for i < p they may be chosen with image in S p−1 .
To establish property (iii) of Proposition 6.7 we must produce a homotopy of maps into X p−1 . The homotopy will be constructed in Lemma 6.13 and 6.14 using the explicit diffeomorphism provided by the following lemma.
Lemma 6.12. If i 0 , i 1 : W 1,1 ֒→ W 2,1 are disjoint orientation preserving embeddings into the interior of W 2,1 then there is a diffeomorphism σ of W 2,1 which restricts to the identity on the boundary and satisfies σ • i j = i 1−j for j = 0, 1.
Proof. Let Σ be the manifold obtained from the ball B 12 (0) ⊂ R 2n by cutting out the interiors of each of B 1 (±3e 1 ) and gluing in copies of W 1,1 along the boundaries (which are both canonically identified with S 2n−1 ). We will first construct a diffeomorphism σ of Σ which swaps the two copies of W 1,1 , and then show that there is an embedding e : Σ ֒→ W 2,1 restricting to i 0 and i 1 on the two copies of W 1,1 . The required diffeomorphism is obtained by extending σ from Σ to W 2,1 by the identity.
For t ∈ [0, 1], let A(t) ∈ SO(2) be the rotation by t · π, and let B(t) ∈ SO(2n) be the block-diagonal matrix diag(A(t), I). defines a "half Dehn twist" diffeomorphism of R 2n , supported in 2D 2n . Inside D 2n it just rotates by π in the first two coordinate directions. The function g(x) = f (x+3e 1 )+f (x−3e 1 )−x does two of those half Dehn twists, supported in the balls B 2 (±3e 1 ), and the function h(x) = 6f (x/6) does a half Dehn twist supported in the ball B 12 (0). Finally, the mapσ = h −1 • g is a diffeomorphism of R 2n supported in B 12 (0) which swaps the two balls B 1 (±3e 1 ): on B 1 (−3e 1 ) it agrees with the map "+6e 1 " and vice versa. Henceσ restricts to a diffeomorphism σ of Σ which is the identity on the boundary and swaps the two copies of W 1,1 .
he manifold Σ is obtained from W 1,1 ∐ W 1,1 by attaching a 1-handle having core [−2, 2] × {0} ⊂ R 2n . Thus The given i 0 and i 1 gives an embedding into W 2,1 from the subspace W 1,1 ∐ W 1,1 ⊂ Σ. To extend to an embedding Σ ֒→ W 2,1 , it suffices to extend to a neighbourhood of ( 1 ) ) is path connected, so an extension over [−2e 1 , 2e 1 ] exists. This extension may be thickened to an embedding of a neighbourhood inside Σ as we have assumed that the i j are both orientation preserving. Proof. Let us first note that for any isotopy of embeddings h t : S p → [−(p + 1), 0] × R ∞ , constant near ∂S p , starting at the canonical inclusion ι and ending at ι • σ for a diffeomorphism σ : S p → S p , we get a loop t → h t (S p ) ∈ Y −1 (p) covered by the path
in Y q (p), starting at any given (S p ; φ 0 , . . . , φ q ) ∈ Y q (p) and ending at (S p ; σ • φ 0 , . . . , σ • φ q ).
For any σ ∈ Diff ∂ (S p ), we may use Whitney's embedding theorem to choose an isotopy h t from ι to ι • σ, and this isotopy is unique up to isotopy. It follows that the path (6.4) depends only on σ, up to homotopy relative to ∂I.
We then apply Lemma 6.12 in the following way. The images of the embeddings φ ′ i , φ ′ i+1 : W 1,1 → S p from the proof of Lemma 6.11 may be enlarged and then joined by a thickened path to obtain a submanifold B i ⊂ S p ∩ ((−i − 2, −i) × R ∞ ) diffeomorphic to W 2,1 and disjoint from the images of φ ′ j for j ∈ {i, i + 1}. Applying Lemma 6.12 to the embeddings φ
We first choose φ j for j = {i, i + 1} as in the proof of Lemma 6.11, starting with φ ′ j : W 1,1 → S p and extending by a thickening of a path to the point c(0; 3j, 0, . . .) in the coordinate patch c. In doing so, we ensure that these paths are disjoint from each other and from B i . We then extend φ ′ i+1 to φ i+1 , disjoint from previously chosen φ j . The construction (6.4) now gives a path from (S p ; φ 0 , . . . ,φ i , . . . , φ p ) to the element (S p ; φ 0 , . . . , φ i−1 , σ i • φ i+1 , φ i+2 , . . . , φ p ). We can then choose an extension φ i of φ ′ i which is isotopic to σ i • φ i+1 , by an isotopy g t disjoint from previously chosen φ j .
For y = (S p ; φ 0 , . . . , φ p ), the path (6.4) concatenated with the path arising from the isotopy g t starts at d i (y) and ends at d i+1 (y).
Proof of Proposition 6.7. Lemma 6.8 proves (i). For (ii), we apply Lemma 6.11 and define the maps g p and g p−1 of (6.2) as the maps h(−, x p ) and h(−, x p−1 ) of (6.3). These are weak equivalences by Lemma 6.10.
Finally, for each i ∈ {0, . . . , p − 1} Lemmas 6.13 and 6.14 imply the existence of a diagram
where the first map is a weak equivalence by Lemma 6.10, and the two compositions 
Tangential structures
Recall that a tangential structure is a map θ : B → BO(2n), and a θ-structure on a 2n-manifold W is a bundle map (fiberwise linear isomorphism) ℓ W : T W → θ * γ. We shall write Bun θ (W ) for the space of all such maps. If W has boundary P equipped with a collar (−ε, 0] × P → W , then the collar induces an isomorphism ε 1 ⊕ T P ∼ = T W | P . If we fix a θ-structure ℓ P : ε 1 ⊕ T P → θ * γ, we may consider the subspace Bun θ ∂ (W ; ℓ P ) ⊂ Bun θ (W ) consisting of bundle maps ℓ W : T W → θ * γ which restrict to ℓ P over the boundary. Precomposition with the derivative of a diffeomorphism induces an action of the group Diff ∂ (W ) on the space Bun θ ∂ (W ; ℓ P ). In Section 6, we considered ∂W ∼ = P ⊂ R ∞ and used the model EDiff ∂ (W ) = E (W ) to construct the space M (W ) ≃ BDiff ∂ (W ). In this section, we shall need a similar model for the homotopy quotient (alias Borel construction)
.
Setting EDiff ∂ (W ) = E (W ), we get that M θ (W ; ℓ P ) is the space of pairs (M, ℓ) where M ∈ M (W ), and hence in particular ∂M = ∂W = {0} × P , and ℓ : T M → θ * γ is a bundle map with
Just as in Section 6, it is convenient in this section to consider all manifolds stably diffeomorphic to W in one go, so in analogy with Definition 6.2 we define the following larger moduli space of θ-manifolds.
Definition 7.1. Let P ⊂ R ∞ be a (2n − 1)-manifold, and let W be a manifold with boundary P . Let M θ denote the set of pairs of a 2n-dimensional submanifold
This is topologised as a quotient space of [X] E (X) × Bun θ ∂ (X; ℓ P ), where the union is taken over the set of compact manifolds with ∂X = P and X stably diffeomorphic to W , one in each diffeomorphism class relative to P .
As in the absence of θ-structures, we have
where the union is taken over the set of compact manifolds with ∂X = P and X stably diffeomorphic to W , one in each diffeomorphism class relative to P . This allows us to define the stabilisation map as a self-map of M θ . The stabilisation map is given by gluing the manifold S ∼ = ([−1, 0]×P )#W 1 , equipped with a specific choice of θ-structure ℓ S that we now describe.
Definition 7.2. Choose once and for all a bundle map τ : R 2n → θ * γ from the trivial 2n-dimensional vector bundle over a point, or what is the same thing a point τ ∈ Fr(θ * γ). This determines a canonical θ-structure on any framed 2n-manifold (or (2n − 1)-manifold); if X is a framed manifold we denote this θ-structure by ℓ τ X . We have chosen (in Definition 5.2) a framing of S n × D n which agrees with the standard framing on D n − × D n . In Section 5, we also chose embeddings e, f : S n × D n → W 1,1 , and hence we obtain embeddings
Let us say that a θ-structure ℓ : T W g,1 → θ * γ on W g,1 is standard if all the pulledback structures e * i ℓ and f * i ℓ on S n × D n are homotopic to ℓ τ S n ×D n . We now choose a θ-structure ℓ S on S which restricts to ℓ P over both boundaries and is standard when pulled back along the canonical embedding φ ′ : W 1,1 → S, and so obtain a map
Before stating our main result, we must define the analogue of the function g : M θ → N. The naive definition, to define the g(M, ℓ M ) as g(M ), is not as well behaved as defining g : M θ → N as the smallest continuous function making s a graded map of degree 1. In more detail, the stabilisation map induces a self-map of π 0 M θ which we shall also denote s, and we let g(M,
This function satisfies g • s ≥ g + 1, and we then define g : π 0 M θ → N as the supremum (pointwise maximum) of the increasing sequence of functions g • s k − k. If we use g to grade M θ , the self-map s : M θ → M θ is a map of graded spaces of degree 1. Our main theorem about it is completely analogous to Theorem 6.3, but has an extra condition on the tangential structure θ. This is a condition that we introduced in [GRW12, §5.1], and we will refer there for some of its basic properties. Many tangential structures of interest satisfy this condition, including all of those which are pulled back from a fibration over BO(2n + 1). The most notable tangential structure which is not spherical is that of a framing (corresponding to B = EO(2n)).
Theorem 7.4. If 2n ≥ 6, W is simply-connected, and θ is spherical, then the map (7.1) is homologically ⌊ḡ −1 2 ⌋-connected. Restricting to individual path components, we may deduce a statement analogous to Theorem 1.2. We shall describe those aspects of the proof of Theorem 7.4 which differ from the proof of Theorem 6.3. The principal difference is that a slightly more elaborate analogue of K • (M ) is required, but we must also develop some basic tools for dealing with θ-structures on the manifolds W g,1 .
7.1. θ-structures on W g,1 and H. The θ-structure ℓ τ S n ×D n is defined using a standard choice of framing of S n × D n , which agrees with the canonical framing of D n − × D n . As the embeddings e, f :
n are isotopic (they are the identity map of D n × D n and (x, y) → (−y, x) respectively), we may choose a framing ξ of W 1,1 so that e * ξ and f * ξ are both homotopic to the standard framing. The θ-structure ℓ τ W1,1 associated to ξ is thus an example of a standard θ-structure.
Lemma 7.5. The space of standard θ-structures on W 1,1 (not fixed on the boundary) is path connected.
Proof. Let ℓ and ℓ ′ be two standard θ-structures on
is an isotopy equivalence, so it is enough to verify that they are homotopic when restricted to this subspace. The restrictions ℓ ′ | S n ×D n − and ℓ| S n ×D n − are both homotopic to ℓ τ S n ×D n − , and choosing such homotopies and extending them to (
, we see that we may change ℓ and ℓ ′ by homotopies so as to suppose that both restrict to ℓ Lemma 7.6. The space of θ-structures on H which are standard on W 1,1 ⊂ H and equal to ℓ
Proof. The framing ξ of W 1,1 may be extended to a framing ξ H of H which agrees with the standard one near {0} × D 2n−1 ⊂ H. By Definition 7.2, the framing induces a θ-structure ℓ τ H . We will show that any θ-structure ℓ described in the statement of the lemma may be connected by a path to ℓ τ H . As the inclusion W 1,1 ֒→ H is an isotopy equivalence, by the previous lemma the θ-structures ℓ and ℓ τ H are homotopic, and all that remains is to show that this homotopy may be taken to be constant over {0}×D 2n−1 . To do this, we first choose any path ρ of θ-structures from ℓ to ℓ τ H , which restricted to (0, 0) ∈ {0}×D 2n−1 gives a loop γ in Fr(θ * γ) based at τ . If this loop were nullhomotopic then by homotopy lifting along the restriction map we could modify ρ to a path which is constant over {0} × D 2n−1 . As γ is not in general nullhomotopic, we compose ρ with the loop based at ℓ τ H given by the standard framing and γ −1 (which determines a loop of θ-structures for any framed manifold) to obtain a new path ρ ′ . The loop given by restricting this path to (0, 0) ∈ {0} × D 2n−1 is now γ · γ −1 , so nullhomotopic, and the construction described above now applies.
Corollary 7.7. The space of standard θ-structures on W g,1 (not fixed on the boundary) is path connected.
Proof. W g,1 is diffeomorphic to a manifold obtained from D 2n by gluing g copies of H to its boundary along {0} × D 2n−1 , and rounding corners. Hence this claim follows from the previous lemma, by first making any two standard θ-structures be equal on the D 2n .
Lemma 7.8. If θ is spherical, any standard θ-structure on W 1,1 extends to W 1 .
Proof. By Lemma 7.5 it is enough to construct any θ-structure on W 1 which restricts to a standard θ-structure on W 1,1 . Any framing ζ of ε 1 ⊕ T W 1,1 induces over the boundary a framing ζ ∂ of ε 2 ⊕ T S 2n−1 . If the framing ζ is changed by a map ψ : W 1,1 → SO(2n+1) corresponding to elements α, β ∈ π n (SO(2n+1)) then ζ ∂ is changed by [α, β] ∈ π 2n−1 (SO(2n+1)), which is trivial as Whitehead products vanish in the homotopy groups of any Hspace. Thus up to homotopy the framing ζ ∂ of ε 2 ⊕ T S 2n−1 is independent of ζ. As ε 1 ⊕ T W 1 admits a framing, ζ ∂ must extend over D 2n and it follows that any framing ζ of ε 1 ⊕ T W 1,1 extends over W 1 . In particular the framing ε 1 ⊕ ξ of ε 1 ⊕ T W 1,1 extends to a framing ξ ′ of W 1 . In [GRW12, Lemma 5.6] we have shown that if θ is spherical then there is a commutative diagram B θ / /Bθ BO(2n) / / BO(2n + 1) which is 2n-cartesian i.e. the induced map from B to the homotopy pullback is 2n-connected. Hence everyθ-structure on ε 1 ⊕ T W 1 arises up to homotopy from a θ-structure on T W 1 . In particular, theθ-structure on ε 1 ⊕ T W 1 associated to (the stabilisation of) τ and the framing ξ ′ gives a θ-structure ℓ W1 on W 1 . The θ-structures ℓ W1 | W1,1 and ℓ τ W1,1 become homotopic asθ-structures (they are both associated to the framing ε 1 ⊕ ξ), but W 1,1 only has cells of dimension ≤ n and the diagram is 2n-cartesian, so they are also homotopic as θ-structures: thus ℓ W1 | W1,1 is standard.
Recall that in Lemma 6.12 we constructed a particular model Σ of W 2,1 containing two canonical copies of W 1,1 , and we constructed a diffeomorphism σ ∈ Diff(Σ, ∂) interchanging these two copies.
Lemma 7.9. If θ is spherical then any standard θ-structure ℓ on Σ may be changed by a homotopy (not fixed on the boundary) so that σ * ℓ ≃ ℓ relative to ∂Σ.
Proof. We shall use some basic properties of spherical θ-structures which we have developed in [GRW12, §5.1]. As ℓ is standard, and we have allowed ourselves to change ℓ by a homotopy, by Corollary 7.7 we may as well choose any standard θ-structure ℓ ′ to prove the statement for. We will construct, using the special properties of spherical tangential structures, a highly symmetric choice of ℓ ′ . Recall from the proof of Lemma 6.12 that we constructed Σ by starting with B 12 (0) ⊂ R 2n , forming A = B 12 (0) \B 1 (±3e 1 ), and gluing in copies of W 1,1 along each ∂B 1 (±3e 1 ). The manifold A has a canonical Euclidean framing, and let ℓ τ A be the θ-structure associated with this framing; it restricts to the same θ-structure on each of ∂B 1 (±3e 1 ). The θ-structure ℓ ) and (W 1 , ℓ W1 ) as θ-manifolds to obtain a θ-structure ℓ W1,1 on W 1,1 which is both standard and agrees with ℓ τ A | ∂B1(3e1) on S 2n−1 = ∂W 1,1 . Taking ℓ W1,1 on both of the glued in copies of W 1,1 we obtain a θ-structure ℓ ′ on Σ which is standard.
By construction, σ * ℓ ′ agrees with ℓ ′ on ∂Σ and on both copies of W 1,1 . Thus we must show that σ * ℓ τ A ≃ ℓ τ A relative to ∂A. This will be the case if σ preserves the Euclidean framing of A up to homotopy relative to ∂A: it does, and we now describe an explicit homotopy. It is convenient to first work with the diffeomorphismσ of R 2n constructed in Lemma 6.12. We can define an isotopy of diffeomorphismsσ s for s ∈ [0, 1] by replacing A(t) by A(st) in the definition of f , g, h, andσ. Then σ 0 = Id,σ 1 =σ, andσ s always restricts to a parallel translation on each B 1 (±3e 1 ). Then, for each x ∈ R 2n , we get a path s → (Dσ s )(x) ∈ GL(R 2n ) from the identity matrix to (Dσ)(x). This path of matrices gives a path from the Euclidean framing of R 2n to the pullback of the Euclidean framing alongσ, and is constant outside int(A).
7.2. A semisimplicial resolution. For M ∈ M , we defined in Definition 5.1 a semisimplicial space K • (M ) whose zero-simplices are pairs (t, φ), where φ : H → M is an embedding satisfying a certain boundary condition, depending on a specified coordinate patch c : R 2n−1 → P ∼ = ∂M . The proof of homological stability in the presence of tangential structures is based on an appropriate modification of K • (M ), given in Definition 7.10 below.
Recall that as part of the data in Theorem 7.4 we have specified a θ-structure ℓ S on the bordism S ≈ ([−1, 0] × P )#W 1 which becomes standard when pulled back along φ ′ : W 1,1 ֒→ S and induces the same θ-structure ℓ P : ε 1 ⊕ T P → θ * γ on both incoming and outgoing boundaries of S. The coordinate patch c : R 2n−1 → P determines a coordinate patch Id × c : (−δ, 0] × R 2n−1 ֒→ S near the outgoing boundary of S. We shall make the following assumptions on c and ℓ S :
• The embeddings Id × c : (−δ, 0] × R 2n−1 ֒→ S and φ ′ : W 1,1 ֒→ S have image in the same path component.
• The θ-structure on (−δ, 0] × R 2n−1 obtained by pulling back ℓ S is equal to the structure determined (according to Definition 7.2) by the canonical framing of (−δ, 0] × R 2n−1 ⊂ R 2n .
After possibly changing ℓ S (and therefore ℓ P ) by a small homotopy, it is always possible to choose c : R 2n−1 → P with these two properties. , and where the set {(t 0 , φ 0 , ν 0 ), . . . , (t p , φ p , ν p )} is a p-simplex if {(t 0 , φ 0 ), . . . , (t p , φ p )} is a p-simplex of K δ (M ).
For any z = (S p+1 , ℓ Sp+1 ; (φ 0 , ν 0 ), . . . , (φ p+1 , ν p+1 )), we may now apply the construction in the first paragraph of this proof to z using each of the pairs (σ i , k t ), (σ
