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1 Introduction 
This contribution has two main sections. The first discusses some aspects of multi- 
layer perceptrons, while the second outlines an application - namely the prediction of 
horse racing results. 
2 Multi-layer perceptrons 
Most application work within neural computing continues to employ multi-layer 
perceptrons ( M U ) .  Though many variations of the fully interconnected feed-forward 
MLP, and even more variations of the back propagation learning rule, exist; the first 
section of this paper attempts to highlight several properties of these standard 
networks. 
2.1 Adaptive Mappers 
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MLPs act as adaptive mappers (Fig. 1) that learn, through supplied examples, to map 
from one function in the input space to another in the output space. This ability can be 
exploited for supervised pattern classification. Note that the learning must be 
supervised, in that input pattern vectors and output target vectors need to be presented 
in pairs. Such supervised learning implies that we already possess an a priori model of 
the underlying processes involved. Fig. 2 illustrates this mechanism for the one- 
dimensional situation. The MLP interpolates a smooth function between the supplied 
input training examples. Note that the Nyquist's sampling theory has a part to play, in 
that training samples must be sufficiently close to each other and well distributed. 
Therefore the MLP acts as an interpolator and, possibly, a poor extrapolator. The use of 
sigmoid compressive functions in the processing elements or neurons of the network 
help to ensure a smooth interpolation curve. For many applications this is ideal. Most 
physical phenomena are convoluted by Gaussian shaped corrupting functions. But, 
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the application of sigmoid compressive functions to training data, which we may term 
logical (see Fig. 3), is much less likely to be successful. 
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2.2 Network complexity 
The abilities of MLPs in isolating regions of pattern space as a function of the number 
of layers are well known. Fig. 4 illustrates the general form of the discriminant 
functions possible. These are for the case of a hard non-linearity function in the 
neurons where, in the n-dimensional situation, hyper-planes can be constructed. For a 
single layer network, only a simple partitioning of the space is possible; for two layers, 
convex open or closed region of the space; and for three layers, any arbitrary shaped 
region or regions. The ability to cope with hidden structures (ie, the OR-ing of disjoint 
clusters) is one of the most significant abilities of h4LPs. This is only possible in a 
supervised learning system. The use of smooth non-linearities that permit the 
application of the generalised delta rule (ie, differentiable) cause the region boundaries 
to become fuzzy (Fig. 51, which has implications for the generalisation abilities of the 
resultant MLP. For example, a test pattern can contribute to two or more regions. 
Extensions to a greater number of layers may help in successful learning since we are 
expecting a reduced complexity of non-linear mapping in each layer. 
A question often discussed concerns the number of hidden units (ie, the number of 
neurons in layers which are not input or output layers). In general, there is no way of 
predicting this number, as it depends on the detailed shape of the pattern clusters in 
the appropriate space. The number of units is not, as is often suggested, related to the 
inherent dimensionality of the input pattern vectors. The situation is illustrated in 
Fig. 6 for two cases of similar two-dimensional pattern clusters. It should be noted that 
the hyperplane discriminant boundaries extend throughout the pattern space. This 
may be a contributory factor to the difficulties in scaling MLPs to more complex 
problems. If 
there are no means to deade the number of hidden units, what effect does changing 
the number of units have? Too few and the system will be unable to classify 
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speafic clusters (Fig. 7a), that is it will over generalise; too many and the system will be 
unable to generalise at all (Fig. 7c). Only you, as the designer, will be able to recognise 
satisfactory performance (Fig. 7b). 
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2.3 Learning 
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Learning is slow; usually many thousand cycles of training are required. It is difficult 
to move correctly discriminant functions (ie, hyperplanes) in space. In pattern 
clustering techniques, both traditional classification and neural network methods, 
single points are moved in space. This is much easier and, in part, explains the 
somewhat short learning times of such methods. The error surface (ie, the difference 
between the current output and target vectors, for each layer) can be a complex high 
dimensional function. As learning is essentially a method of gradient descent 
optimisation, then there is a high probability of becoming captured in a local 
minimum of this function. Varying the adaptation step size, use of momentum terms 
or higher order derivatives or use of added noise can help in overcoming this 
difficulty. A typical cross-section of the error surface is usually portrayed as in Fig. 8a; 
however it is more likely to take on the form of Fig. 8b (especially for the logicnl data as 
mentioned in 2.1). It is easy to choose a direction to go in order to find sea-level if you 
are stood on the top of a mountain. Much more difficult if you are stood on a 
horizontal plain. 
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There is much evidence to suggest that MLPs 
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learning algorithms are chaotic; certainly 
they are ill-conditioned. The same training schedule appiied to the same network 
using the same data can lead to very different results. Not all attempts at learning 
results in the graceful decrease in error function with training time (Fig. 9). There are 
many reasons for unsuccessful learning - incorrect learning parameters, incorrect 
network complexity, over-learning (ie, over specialisation), inconsistent training data. 
It is difficult to diagnosis the reasons for failure, but experience has often highlighted 
problems in the training and application data sets. Variations on training include pre- 
processing the input data, prior to applying it to the network. There are considerable 
advantages in transforming the raw data into a set of basis functions, as we now 
require less complex non-linear mapping from the MLP. 
2.4 Concluding remarks 
The previous sections may seem over critical of MLPs but they are capable of providing 
a very useful pattern classification scheme for many situations - out performing 
traditional techniques. However, they are not a panacea for all problems. Perhaps 
their performance can be summarized as: 
MLPs are good but not that good 
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