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An algorithm for the construction of a deﬁning set of relations w.r.t. a given set
of generators of a ﬁnite group G is presented. Compared with previously known
methods it yields fewer relations and is better suited for iterated application to
large groups. These improvements are achieved by considering the action of some
subgroup H < G on the vertices of the Cayley graph of G w.r.t. the subgroup H.
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1. INTRODUCTION
While there exist very efﬁcient algorithms for computing in permuta-
tion groups [12], dealing with matrix groups is much more difﬁcult. The
identiﬁcation of a group given by a set of generating matrices is a prob-
lem frequently arising in many areas of computational group theory and
it is hard to solve in general. One important way of verifying a poten-
tial matrix representation ρ G → ρG of a group G = g1     gn re-
quires checking, whether the given matrices ρg1     ρgn satisfy the re-
lations from a deﬁning set of relations for the group G w.r.t. the generators
g1     gn.
Since in the context of real computations the set of generators to be
considered is determined in most cases by the situation and cannot be
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chosen freely, there is need for a method to construct such a deﬁn-
ing set of relations w.r.t. a given set of generators. In general, this task
is considerably harder than just ﬁnding any presentation for the group.
An algorithm which solves this construction problem was developed by
Cannon [2].
1.1. Notation
Let G = g1     gn be a ﬁnite group with ﬁxed generating set and
 = l1     ln	 a set of symbols. Let F denote the free group with
basis  and π F → G the epimorphism uniquely determined by li 
→ gi
(i = 1     n). Consider the subgroup H = g1     gm (m < n). Deﬁne
H = l1     lm	, denote by FH the free group with basis H and
assume RH ⊂ FH to be a known deﬁning set of relations for H w.r.t.
the generators g1     gm; i.e., kerπ ∩ FH is the normal closure of RH
in FH.
Consider the Cayley graph  with set of vertices  = Hg  g ∈ G	 and
set of edges  = v i  v ∈   i = 1     n	, where the tuple  = v i
denotes the edge with starting vertex α = v, associated label λ =
li and terminal vertex ω = v · gi. Corresponding to the action of the
group generators on  by multiplication from the right, the edges have a
distinguished direction. If an edge is passed against its direction, the roles
of starting and terminal vertex are interchanged. We introduce the notation
α+1 = α, ω+1 = ω, α−1 = ω and ω−1 = α.
Let  be the fundamental groupoid of . For convenience, we will in the
sequel just talk of paths in , always referring to the corresponding equiva-
lence classes in . The empty path at a vertex v ∈  is denoted by  v. The
non-empty paths can be written in the form p = 1 σ1 · · · r σr, with
suitable i ∈  and σi ∈ −1+1	 i = 1     r satisfying the condition
ασi+1i+1 = ωσii for i = 1     r − 1. In the latter case, the starting and
terminal vertices of p are given by αp = ασ11 and ωp = ωσr r
respectively. Using the deﬁnition λp = λ1σ1 · · ·λrσr , the labelling
of the edges induces a labelling λ → F on the fundamental groupoid,
which obviously is a homomorphism of groupoids.
For any v ∈  consider the following sets: v = p ∈   αp = v	
and v = p ∈ v  ωp = v	. v is the fundamental group of  w.r.t. the
vertex v. Since for every label li and every vertex v ∈  there is exactly one
edge starting at v labelled with li and one edge ending at v with label li, the
map λv = λv  v → F is a bijection; denote its inverse by µv. Clearly,
the structure of the graph  is compatible with the action of the generators
of G in the sense that for any word x ∈ F and any vertex v = Hg ∈ 
we have ω
(
µvx
) = vπx. Thus, the map π ◦ λvv  v → StabGv is an
epimorphism of groups.
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Let  ⊂  be a maximal tree of  and for any v1 v2 ∈  denote the
unique path from v1 to v2 in  by p v1 v2. Uniqueness of the paths
immediately implies p v1 v2 = p v2 v1−1 and p v1 v1 =  v1 . For
any v ∈    ∈  deﬁne the fundamental circuit w.r.t. v and  by ϕv  =
p v α · +1 · p ω v ∈ v. Obviously, ϕv  =  v, if and
only if  ∈  .
Lemma 1.1. Let v ∈  . Any path p = 1 σ1 · · · r σr ∈ v can be
written in terms of fundamental circuits as p = ϕv 1σ1 · · · ϕv rσr . In
particular, the group v is generated by
{
ϕv    ∈  \ 
}
.
Proof. The claimed equality for p can easily be checked using the def-
inition of the fundamental circuits. Note that ασi+1i+1 = ωσii for
i = 1     r − 1 and that ασ11 = v = ωσr r.
1.2. J. Cannon’s Algorithm
In order to ﬁx notation and to provide some theorems needed in the next
section, we recall some results developed in [2].
In the sequel, the Cayley graph  will also be interpreted as a permuta-
tion representation of the group generators g1     gn on the vertex set  .
Note that in this permutation representation the point stabilizer of H ∈ 
is just π ◦ λH = StabGH = H. Thus, for any  ∈  there exists a word
δ  ∈ FH, such that ρ  = λ
(
ϕH
) · δ  ∈ kerπ. The relator
ρ  is called the fundamental relator belonging to the edge .
Different choices for δ  result in fundamental relators, which are
equivalent modulo the relations from RH . One possibility to obtain a suit-
able word δ  is to use a base and strong generating set (BSGS) for the
permutation representation of H, provided in form of the Cayley graph
for the computation of a word in the generators of H, representing the
permutation π ◦ λϕH [12].
Lemma 1.2. If either  ∈  or λ ∈ H and α = H = ω, then
ρ  is derivable from RH , i.e., ρ  ∈ RFH .
Proof. In the ﬁrst case, ϕH =  H . In the second, ϕH = +1.
In any case λϕH ∈ FH and thus ρ  ∈ kerπ ∩ FH = RFHH
according to the assumption on RH .
Theorem 1.1. The set RH ∪ ρ    ∈ 	 is a deﬁning set of relations
for G w.r.t. the generators g1     gn.
Proof. For any ρ ∈ kerπ, according to Lemma 1.1, we have
H  µHρ =
(
ϕH1
)σ1 · · · (ϕHr)σr
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with suitable 1     r ∈  and σ1     σr ∈ −1+1	. Introducing the
abbreviations ϕi = ϕHi, ρi = ρ i and δi = δ i, application of
λ yields
ρ = λ(ϕσ11 ) · · ·λ(ϕσrr ) =
(
ρ1δ
−1
1
)σ1 · · · (ρrδ−1r
)σr
= η0 ρσ11 η1 · · ·ηr−1 ρσrr ηr
with (possibly empty) words η0     ηr ∈ FH. Then,
ρ = (ρσ11 )η−10 (ρσ22 )η0η1−1 · · · (ρσrr )η0···ηr−1−1 · η0 · · ·ηr
where the factors ρσii η0···ηi−1
−1
are conjugates of fundamental relators
or of their inverses and thus are derivable from R = RH ∪ ρ    ∈
	. From πρ = 1 we conclude πη0 · · ·ηr = 1, i.e., η0 · · ·ηr ∈ kerπ ∩
FH is a relator derivable from RH ⊆ R by the assumption on RH . This
completes the proof.
These results suggest the following general method for obtaining a deﬁn-
ing set of relations for G:
Algorithm 1.1. The following algorithm extends RH to a deﬁning set
R of relations for G w.r.t. the generators g1     gn.
begin
/* initialization */
construct the Cayley graph  of G w.r.t. H
construct a maximal tree  of 
mark (‘colour’) those edges with fundamental relators
derivable from RH according to Lemma 1.2
R = RH
/* iterated extension of R */
while (∃ uncoloured  ∈ )
R = R ∪ ρ 	
colour edges with fundamental relators derivable
from R ∗
end while
end
Proof. This follows by Theorem 1.1.
A deﬁnitive answer to the question of whether an edge  ∈  can be
coloured in ∗ would require solving the word problem for the ﬁnitely
presented group R. It is well known that this problem in general is
unsolvable [4, Chap. 9]. In view of this fact it is obvious that any algorithmic
realization of ∗ will possibly miss colourings of edges, potentially causing
Algorithm 1.1 to add unnecessary relations to the set R.
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The colouring procedure developed in [2] is based on the following
Lemma 1.3. Let R ⊇ RH be a set of relations holding in G and assume
that in  edges are coloured such that the fundamental relator to every coloured
edge is derivable from the relations in R.
Let ρ ∈ RF and v ∈  such that µvρ contains exactly one uncoloured
edge κ (counted with multiplicities). Then, ρ κ is derivable from R.
Proof. Let µvρ = 1 σ1 · · · r σr ∈ v, where s = κ for some
s ∈ 1     r	. Then
µvρ =
(
ϕv 1
)σ1 · · · (ϕv r)σr
= p vH · (ϕH1)σ1 · · · (ϕHr)σr · p H v
by Lemma 1.1. Introducing ϕi = ϕHi, ρi = ρ i, and δi = δ i,
similar arguments as in the proof of Theorem 1.1 yield
ρλ
(
p vH
)
= (ρσ11 )η−10 (ρσ22 )η0η1−1 · · · (ρσrr )η0···ηr−1−1 · (η0 · · ·ηr)
with suitable words η0     ηr ∈ FH.
Since πρ = 1 and πρi = 1 for all i = 1     r, also η0 · · ·ηr ∈ FH
is a relator, which is derivable from RH ⊆ R by assumption.
For any i = s, the edge i is coloured and thus ρσii η0···ηi−1
−1 ∈ RF.
Finally, from ρ ∈ RF we conclude ρ κ = ρs ∈ RF by resolving the
above equation w.r.t. the factor ρσss η0···ηs−1−1 .
This yields
Algorithm 1.2. A realization of procedure ∗ from Algorithm 1.1 is
given by
begin procedure
repeat
quit := true
for v ∈ 
for ρ ∈ R
if (µvρ contains exactly one uncoloured edge )
colour 
quit := false
end if
end for
end for
until (quit)
end procedure
Proof. From Lemma 1.3 it is clear that whenever an edge is coloured,
its fundamental relator is derivable from R.
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Remark 1.1. Algorithm 1.1 with the colouring rule given by Algo-
rithm 1.2 can be interpreted as a modiﬁcation of a Todd–Coxeter coset
enumeration of Felsch type [13], where initially exactly G  H lines of the
coset table are deﬁned, according to the paths p H v to the vertices
v ∈  [11, Sect. 5]. An edge v i is considered as coloured if and only if the
entry belonging to generator gi in the coset table line corresponding to v is
ﬁlled.
The colouring routine from Algorithm 1.2 then is equivalent to the search
for deductions using the Felsch strategy. Unlike in ordinary coset enumer-
ation, no new coset is deﬁned when no more deductions can be found but
the fundamental relator to some uncoloured edge is added to the set of
relations instead.
Obviously, deductions which in ordinary coset enumeration might occur
after deﬁning new (temporary) lines in the coset table, cannot be found.
It is well known that even given the possibility of introducing temporary
coset table lines, the Todd–Coxeter procedure (e.g., of Felsch type) may
fail to recognize all possible deductions [3]. This comment all the more
applies to the colouring routine from Algorithm 1.2. Thus we have to expect
redundant relators to be added.
2. THE DOUBLE COSET CANNON ALGORITHM (DCCA)
2.1. Basic Ideas
2.1.1. Observations. Using the author’s implementation of Cannon’s algo-
rithm and the coset enumerator ACE [8], which was kindly made available
by G. Havas, the behaviour of the algorithm presented in the previous sec-
tion was analyzed.
It turned out that the efﬁciency of the colouring routine is inﬂuenced
rather by the order H of the subgroup H than by its index G  H. While
for H = 1 relatively few redundant relators were produced, the results
got worse with increasing H. As an example, we mention a presentation
for the sporadic simple group He constructed in [6], where a subgroup
isomorphic to S44  2 of order 1958400 and index 2058 was used. Cannon’s
algorithm extended a deﬁning set of relations for the subgroup to a deﬁning
set of relations for He by adding 44 relators. The 18 relators added last,
however, can be shown to be redundant by coset enumeration. Although
these relators thus were derivable from previously found relators and the
subgroup relators, the colouring routine from Algorithm 1.2 failed to colour
the corresponding edges.
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Due to this behaviour, it is not feasible to obtain a presentation for a
large group G by considering a chain of subgroups G = G1 > · · · > Gr
and repeatedly applying the described algorithm to the groups Gi w.r.t. the
subgroups Gi+1 for i = 1     r − 1.
2.1.2. Possibilities for Improvement. Considering Remark 1.1, the inﬂuence
of the subgroup H is not surprising. The colouring routine from Algo-
rithm 1.2 deals with paths equivalent to words in F. Different words in
the generators of H, representing the same group element, are equivalent
modulo RH , since RH is assumed to be a deﬁning set of relations for H.
It may however be difﬁcult to explicitly derive this equivalence from the
relators in RH using the techniques from Algorithm 1.2, whence possibly
preventing the colouring routine from detecting deductions.
The main idea now is to avoid the problematic word operations and to
employ more efﬁcient methods instead, wherever possible. This is achieved
in two ways. First, the known deﬁning set of relations for H is used to
replace operations in FH by computations in the permutation group
H ∼= FH RH. Second, the efﬁciency of the colouring routine from
Algorithm 1.2 is increased by utilizing the action of H on  in order to
deﬁne an equivalence relation on (certain) edges such that whenever one
edge is coloured, all edges of its class can be coloured.
2.2. Developing the Theory
2.2.1. The Action of H on  . We keep the notation from Subsection 1.1.
Consider the subgraph H of , with set of vertices  and set of edges
H =  ∈  λ ∈ H	. Let 1     s be the connected components
of H and for i ∈ 1     s	 denote the fundamental groupoid of i by i,
its set of vertices by i and its set of edges by i. W.l.o.g. we can assume
1 = H	.
For i = 1     s let i ⊆ i be a maximal tree of i and let  ⊆  be
a maximal tree of , containing each of the sets i. Let further vi ∈ i,
pi = p viH and wi = λpi.
For  ∈ i denote the fundamental circuit in the graph i w.r.t. the vertex
vi and the edge  by ϕ
i
vi . From the choice of the maximal trees it follows
immediately that ϕvi = ϕ
i
vi  and that ϕH = p−1i · ϕivi  · pi.
Using this action of H on  , we will establish two efﬁcient tests for the
derivability of fundamental relators. The ﬁrst one applies to fundamental
relators belonging to edges contained in H , whereas the second one is
used for the remaining edges.
2.2.2. The Edges of H . According to Lemma 1.2, the edges  ∈ 1 do
not give rise to fundamental relators independent from the relations in RH .
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In this section we consider the fundamental relators belonging to the
edges  ∈ i of a single connected component i (i ∈ 2     s	) of
H . First of all, we have to generalize the notion of fundamental re-
lators slightly. Let x ∈ FH with πx ∈ StabHvi. From H = vπwii
we deduce πw−1i · x · wi ∈ StabGH = H. Thus there exists a word
δix ∈ FH such that ρix = w−1i · x · wi · δi x is a relator. The special
case x = λ
(
ϕvi
)
, where  ∈ i, reproduces the fundamental relator
ρ  belonging to .
An efﬁcient test for redundancy of fundamental relators belonging to
edges in i is provided by
Theorem 2.1. Let x1     xl ∈ FH with πxj ∈ StabHvi for all
j = 1     l and let R ⊇ RH be a set of relations holding in G such that
ρixj ∈ RF for all j = 1     l. Furthermore, let x ∈ FH with πx ∈
StabHvi.
If πx ∈ πx1     πxl, then ρix ∈ RF.
In particular, the fundamental relators belonging to all the edges in i are
derivable from R if πx1     πxl = StabHvi.
Proof. There exist j1     jr ∈ 1     l	 and σ1     σr ∈ −1 1	 such
that the word κ = x · xσ1j1 · · ·x
σr
jr
−1 ∈ kerπ ∩ FH ⊆ RFHH .
Introducing ρq = ρixjq and δq = δi xjq (q = 1     r), we have
ρix = w−1i · κ ·
(
x
σ1
j1
· · ·xσrjr
) ·wi · δi x
= w−1i · κ ·
(
wiρ1δ
−1
1 w
−1
i
)σ1 · · · (wiρrδ−1r w−1i )σr ·wi · δi x
= κwi · η0 ρσ11 η1 · · ·ηr−1 ρσrr ηr
= κwi · (ρσ11 )η−10 (ρσ22 )η0η1−1 · · · (ρσrr )η0···ηr−1−1 · (η0 · · ·ηr)
with suitable η0     ηr ∈ FH. According to the assumptions we have
ρj ∈ RF for all j = 1     r. From πκ = πρ1 = · · · = πρr =
πρix = 1 we deduce η0 · · ·ηr ∈ kerπ ∩ FH ⊆ RFHH , thus com-
pleting the proof.
Remark 2.1. Using the criterion from Theorem 2.1 has the effect of re-
placing operations on word representations of two point stabilizer elements
by operations on the elements themselves. This reduction
FH ∩ π−1
(
StabHvi
) π→ StabHvi
modulo RFHH takes advantage of the deﬁning set of relations RH much
more efﬁciently than the colouring routine from Algorithm 1.2.
Generators for the two point stabilizer StabHvi can be found algorith-
mically by applying Lemma 1.1 to the graph i.
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The membership test for πx1     πxl and the comparison of this
group with StabHvi can be realized efﬁciently, if a base for a permutation
representation of H is known and the calculation of strong generating sets
(and hence of group orders) for arbitrary subgroups of H is possible.
2.2.3. The Remaining Edges of . The aim of this section is to increase
the efﬁciency of the colouring routine from Algorithm 1.2 by making use
of some structure of , induced by the action of H on  .
We restrict ourselves to the situation m = n− 1, i.e. G = Hgn. Deﬁne
t = gn. Without loss, we can assume v2t = H and w2 = ln. Let K =
H ∩Ht−1 = StabHv2.
The following is an easy consequence of Theorem 2.1.
Lemma 2.1. Let R ⊇ RH be a set of relations holding in G such that
ρ  ∈ RF for all edges  ∈ 2. If x ∈ FH satisﬁes πx ∈ K, then
ρ2x = l−1n · x · ln · δ2x ∈ RF.
The main result of this section is the following
Theorem 2.2. Let v ∈ i1 , vt ∈ i2 , where i1 i2 ∈ 1     s	. Let R ⊇
RH be a set of relations holding in G such that ρ  ∈ RF for all edges
 ∈ 2 ∪ i1 ∪ i2 . Furthermore, let x ∈ FH, k = πx ∈ K and 1 =v n as well as 2 = vk n ∈ .
Then, ρ 1 and ρ 2 are equivalent modulo R.
Proof. We can assume v = vk. Since we can replace x by x−1, it sufﬁces
to prove that ρ 2 ∈ R′F, where R′ = R ∪ ρ 1	.
We use Lemma 1.3 with the set of relations R′. According to the assump-
tions, we may consider all edges in i1 ∪ i2 ∪ 1	 to be coloured.
Applying Lemma 2.1 we see that ρ2x ∈ R′F. The path µvt ρ2x
contains the edges 1 and 2 both with multiplicity 1 and apart from
that only edges from i1 ∪ i2 . Thus, 2 is the only uncoloured edge in
µvt ρ2x. Application of Lemma 1.3 completes the proof.
Remark 2.2. The structure described in Theorem 2.2 is of advantage
for two reasons. First, if a new fundamental relator has to be added to
the set R of relations, in the situation of Theorem 2.2 only representatives
of the equivalence classes of fundamental relators have to be considered.
Depending on the order of K, this may be a considerable reduction in
complexity, the importance of which will become clear in the following
section.
Moreover, if the colouring routine from Algorithm 1.2 is applied and
a new colouring of some edge v n occurs, all the edges of its equiva-
lence class can be coloured, provided the requirements of Theorem 2.2
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are satisﬁed. This on the other hand means that an edge, whose funda-
mental relator is derivable from R, will only by missed by the colouring
process making use of the structure described in Theorem 2.2, if none of
the edges in its equivalence class can be coloured. Unless there is some
deeper relation between the incompleteness of the colouring rule from Al-
gorithm 1.2 discussed in Remark 1.1 and the structure of the equivalence
classes of edges, the probability for missing a complete equivalence class of
edges with derivable fundamental relators should decrease exponentially in
its size. For larger values of K, one thus could expect to have an almost
complete test for derivability of fundamental relators.
2.3. Analyzing the Structure of Fundamental Relators
In this section, the structure of the fundamental relators belonging to the
edges in H and  \ H , respectively, is discussed. From this analysis, we
derive a strategy for deciding which fundamental relator should be added
to R when an extension of R is necessary.
Given x = l σ1i1 · · · l
σr
ir
∈ F, where ij ∈ 1     n	 and σj ∈ −1 1	
(j = 1     r) as well as i ∈ 1     n	, we deﬁne wtix =
∑r
j=1 δij iσj
(where δ denotes the Kronecker symbol) and thus obtain an epimorphism
of groups wt  F → n with kernel kerwt = F′, where F′ de-
notes the commutator subgroup of F.
We note the following obvious
Lemma 2.2. Deﬁne P = R and let wtR denote the submodule
of n, generated by the set wtR ⊆ n.
Then, there is an isomorphism of -modules P/P ′ ∼= n/wtR.
Theorem 2.3. If R contains only words from FH and fundamental
relators belonging to edges  ∈ H , then dimwtR ≤ m.
In particular, the maximal abelian quotient of   R possesses a free factor
module of rank n−m.
Proof. Let M = x1     xn ∈ n  xi = 0 ∀i > m	. Clearly,
wtFH ⊆ M . Further, for any i ∈ 1     s	 and x ∈ FH satisfying
πx ∈ StabHvi we have wtρix ∈ M , since ρix ∈ F′ · FH.
This implies wtR ⊆M , completing the proof.
Corollary 2.1. In the situation of Theorem 2.3, at least n −m relators
have to be added to R in order to obtain a deﬁning set of relations for G.
Proof. As G is ﬁnite, G/G′ is ﬁnite, too. It follows from Lemma 2.2
that for any deﬁning set R˜ of relations for G, the index of wtR˜ in n
is ﬁnite, which in particular implies dimwtR˜ = n.
536 volker gebhardt
Remark 2.3. G/G′ is an epimorphic image of   R/  R′ and if R
is a deﬁning set of relations for G, these quotients are isomorphic. Thus,
Lemma 2.2 suggests the following strategy for adding fundamental relators
belonging to edges  ∈  \ H to R.
Among the eligible fundamental relators ρ choose that one, minimizing
the index of wtR ∪ ρ	 in n.
Note that when searching for this minimum, only representatives of the
equivalence classes from Theorem 2.2 have to be taken into account, which
reduces the amount of computation that has to be performed for this opti-
mization to an acceptable level.
Moreover, since by Corollary 2.1 at least one fundamental relator be-
longing to en edge  ∈  \ H is needed in the situation m = n − 1, it is
reasonable to add one such relator (chosen using the above strategy) to R
before treating the edges  ∈ H according to Theorem 2.1, since it may be
possible that this reduces the number of relators which have to be added
for treating the edges  ∈ H .
2.4. The Algorithm
Using the results from the preceding section, we obtain
Algorithm 2.1. Let G = g1     gn, m = n − 1, H = g1     gm
and let RH be a deﬁning set of relations for H w.r.t. the generators g1     gm.
The following algorithm extends RH to a deﬁning set R of relations for G
w.r.t. the generators g1     gn.
begin
/* initialization */
construct the Cayley graph  of G w.r.t. H
construct maximal trees i of i i = 2     s and  of 
as in Subsection 2.2.1
colour those edges with fundamental relators derivable
from RH according to Lemma 1.2
R = RH
Si = 1 i = 2     s
/* add one relator belonging to an edge  ∈  \ H to R */
ﬁnd uncol.  ∈  \ H with minimal n wtR ∪ ρ 	
R = R ∪ ρ 	
DCCAColour()
/* step 1—treat edges of H */
for i = 2     s
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while (Si <  StabHvi)
ﬁnd  ∈ i s.t. π ◦ λϕvi /∈ Si
R = R ∪ ρ 	
DCCAColour()
end while
end for
/* step 2—treat remaining edges of  */
while ( ∃ uncoloured edge )
ﬁnd uncol.  = v n with min. n wtR ∪ ρ 	
R = R ∪ ρ 	
DCCAColour()
end while
end
begin procedure DCCAColour()
repeat
quit := true
for v ∈ 
for ρ ∈ R
if ( µvρ contains exactly one uncoloured edge  )
colour 
quit := false
if ( ∃w ∈  s.t.  = wn )
if ( requirements of Theorem 2.2 are satisfied )
colour w′ n for all w′ ∈ wK
end if
else
ﬁnd i ∈ 2     s	 s.t.  ∈ i
Si = Si π ◦ λϕvi
colour all edges ′ ∈ i satisf. π ◦ λϕvi′ ∈ Si
if ( Si =  StabHvi )
/* treatment of i has just been completed */
check for new possibilities of applying
Theorem 2.2
end if
end if
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end if
end for
end for
until ( quit )
end procedure
Proof. By Lemma 1.3, Theorem 2.1, and Theorem 2.2, in the procedure
DCCAColour() only edges with fundamental relators derivable from R are
coloured. The assertion then follows by Theorem 1.1, since on termination
of the algorithm, all edges of  are coloured.
Remark 2.4. Note that before beginning with “Step 1” one fundamental
relator belonging to an edge  ∈  \ H is added to R as discussed in
Remark 2.3.
During Step 1, colourings of edges  ∈  \ H may occur without the re-
quirements of Theorem 2.2 being satisﬁed. Thus, completing the treatment
of some i i ∈ 2     s	 may give rise to new possibilities of applying
Theorem 2.2, i.e., of being able to colour the complete equivalence class of
some previously coloured edge  ∈  \ H . This is taken account of in the
procedure DCCAColour().
In the author’s actual implementation of Algorithm 2.1, some modiﬁ-
cations concerning efﬁciency have been made. We skip details here; the
source code is available upon request.
2.5. Examples
Using the new algorithm, two short presentations for the sporadic simple
group Ly of R. Lyons [10] have been obtained, which will be described in
[5]. Presently, the algorithm is applied to Z. Janko’s group J4 [9] using a
parallelized implementation. Here, we present an example, which is small
enough to be reproduced without special computer programs but is non-
trivial as well.
Consider the following permutations on 16 digits,
b = 1 122 11 4 9 8 16 7 14 5 13 6 10 3 15
c = 9 13 1012 16 15
e = 2 8 35 6 79 13 1411 12 16
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and the group G = b c e ∼= 23  L32wr 2. The point stabilizer H =
StabG1 is given by H = c d e, where d = b2. A deﬁning set RH of
relations can be easily obtained using MAGMA [1]. (For convenience, we
use the names of the generators as symbols.) For example,
RH =
{
c3 e3 d7 ce23 c e 2 cd−17 ded4 dce−12
ecd−12 dc−2ceced
}

It is not possible, however, to compute a deﬁning set of relations for G
using the present versions of MAGMA. Instead, we apply the DCCA to
G = Hb.
There are 3 connected components of H and, using the notation from
Subsection 2.2.1, we can choose v2 = 12, w2 = b and v3 = 2, w3 = beb.
The ﬁrst two-point stabilizer, used for the application of Theorem 2.2, is
K = H ∩Hb−1 = StabG1 12 = d ce2.
 \ H consists of 4 equivalence classes in the sense of Theorem 2.2.
One fundamental relator belonging to an edge  ∈  \ H , minimizing the
order of the maximal abelian quotient as discussed in Remark 2.3, is ρ1 =
d−1b2. It is taken as a ﬁrst additional relator.
Now, we begin Step 1 of Algorithm 2.1, starting with the connected com-
ponent 2. Generating K by d and ce2, we obtain two relations ρ2 =
ρ2ce2 = ce2be2dc22 and ρ2d = dbd−1, where the latter one obvi-
ously is trivial modulo ρ1 and thus is not added. This, according to Theo-
rem 2.1 completes the treatment of 2.
Turning to 3, we check that d2e2 ∈ StabHv3 and add the relation
ρ3 = ρ3d2e2 = d2e2bebcd−2ce2cd2.
Application of the procedure DCCAColour() now colours all edges
of , showing that the set RH ∪ ρ1 ρ2 ρ3	 is a deﬁning set of re-
lations for G. (Note that StabHv3 is not generated by d2e2, which
means that also edges from 3 have been coloured by application of
Lemma 1.3).
Using the relation ρ1 in order to eliminate the generator d by substitu-
tion of b2, we ﬁnally obtain the following deﬁning set RDCCA of relations
for G w.r.t. the generators b c e:
RDCCA =
{
c3 e3 b14 ce23 c e 2 cb−27 b2eb24 b2ce−12
ecb−22 b2c−2ceceb2 ce2be2b2c22
b4e2bebcb−4ce2cb4
}

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3. DISCUSSION
Remark 3.1. As we have seen in Corollary 2.1, in addition to fundamen-
tal relators belonging to edges  ∈ H , at least one fundamental relator be-
longing to an edge  ∈  \ H must be added in the situation m = n− 1 in
order to obtain a deﬁning set of relations.
In nearly all computations performed so far, one single such relator,
if chosen according to the strategy described in Remark 2.3, was sufﬁcient
indeed to obtain a deﬁning set of relations; i.e., the set of relations produced
when entering Step 2 of Algorithm 2.1 was deﬁning already. (The situations,
in which this did not occur were all such that G  H was very small and
H consisted only of two connected components.) It is at present not clear
whether this is just a coincidence or whether there exists some structure
which explains this behaviour.
With the exception of one example where K was very small (K = 4), this
set of relations (if deﬁning) was recognized to be deﬁning by the colouring
routine based upon Lemma 1.3, Theorem 2.1, and Theorem 2.2, i.e., the
loop in Step 2 of Algorithm 2.1 actually was not passed. This indicates the
efﬁciency of the test for redundancy of fundamental relators developed in
Subsection 2.2 and conﬁrms the optimistic expectations from Remark 2.2.
Remark 3.2. We just mention that a generalization of the results from
Section 2 to the case m = n − 1 would be possible. An analogous version
of Theorem 2.2 can be formulated for every generator gi (i > m). How-
ever, the algorithm would become much more complex and the resulting
presentation is likely to be worse than one obtained by iterated application
of Algorithm 2.1. This is discussed more in detail in [6].
Remark 3.3. H. Gollan [7] also considers the partition of a permutation
group G into H-H-double cosets. He uses it to prove the equality of H
and the point stabilizer S ≥ H by verifying a certain set of equations to
hold in G. These equations then form a deﬁning set of relations for G, too.
Very similar ideas are the basis of the algorithm of Brownie, Cannon, and
Sims, implemented in MAGMA [1]. However, details concerning the latter
algorithm never have been published. Both algorithms consist of two steps,
the ﬁrst step being analogous to the treatment of the edges  ∈ H in the
DCCA and the second step being related to fundamental relators belonging
to edges  ∈  \ H . In the second step, the number of tests which have
to be performed is (under certain conditions) reduced to the number of
K-orbits on Sg  g ∈ G	.
The following differences of Gollan’s double coset trick (and also the
Brownie–Cannon–Sims algorithm) to the DCCA should be noted:
• The given permutation representation of G corresponds to the ac-
tion of G on the cosets of S in G, but not necessarily to the action of G
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on the cosets of H in G. Thus, there is no connection to the Cayley graph
GH .
• The reduction of the number of tests which have to be performed
to the number of equivalence classes of edges in the sense of Theorem 2.2
only is possible with appropriate choice of both, a generating set for G and
a set of representatives of the cosets Sg  g ∈ G	. A representative-free
formulation using orbits as, e.g., in Theorem 2.2 is not possible.
This restriction may give rise to longer relations and causes a certain
inﬂexibility, as far as possible generating sets are concerned.
• There is no test for redundancy of relations available, comparable to
the one from Lemma 1.3. To see this, note that in the proof of Lemma 1.3
it was crucial that every element of the point stabilizer could be written as
a word in the generators of H. This was needed to be able to conclude that
a relator obtained as a product of such words is derivable from a deﬁning
set of relations for H.
Consequently, the number of relations produced during the second step
of the double coset trick or the Brownie–Cannon–Sims algorithm is equal
to the number of K-orbits on Sg  g ∈ G	, whereas the corresponding step
of the DCCA in most cases just yields one relation.
Both algorithms are complementary to one another in that, starting with
a permutation representation of some group G, the double coset trick from
[7] or the Brownie–Cannon–Sims algorithm can be used to compute (or to
verify) the point stabilizer as well as a base for the permutation represen-
tation. Subsequently, a deﬁning set of relations can be computed using the
DCCA.
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