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Abstract
We present a 1d lattice model that mimics the boundary of the conventional 2d quantum spin-
Hall insulator (QSHI) with U(1) symmetry and time-reversal T , satisfying T 2 = (−1)F . Our
construction utilizes a local tensor product Hilbert space of finite site dimension with a non-onsite
symmetry action. We discuss how several signature properties of the QSHI, such as the fractional
charge on T -domain walls and Kramers parity switching upon pi-flux threading, are manifested in
our treatment. We also present a 1d Hamiltonian whose ground state realizes the conventional
Luttinger-liquid phase of the QSHI edge.
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I. INTRODUCTION
Symmetry protected topological (SPT) phases have attracted a lot of attention in re-
cent years.[1–3] The most striking feature of these phases is the existence of non-trivial
“anomalous” edge states. By anomalous, it is meant that the edge cannot be re-created
without the bulk under the standard physical assumptions: a local tensor product Hilbert
space V = ⊗iVi, and an onsite action of the symmetry G, U(g) =
∏
i Ui(g), where i la-
bels the boundary sites and Ui(g) is a unitary acting on site i satisfying the group law
Ui(g)Ui(h) = Ui(gh). However, it was realized early on that for a class of SPT phases,
namely, SPT phases in the group cohomology classification, the edge can, in fact, be
mimicked without the bulk, provided that one relaxes the assumption of onsite symme-
try action.[1, 4–6] Instead, one takes U(g) to act as a finite depth local unitary that satisfies
the group law only globally. Furthermore, at least in 1d,1 given U(g) one can extract alge-
braic data characterizing the “non-onsiteness” that precisely matches the data labeling the
bulk 2d SPT.[7] For instance, for 2d SPTs of bosons this data is a cocycle w3 ∈ H3(G,U(1)).
It should be noted that not all SPT phases are covered by the group cohomology classi-
fication (or its fermionic “supercohomology” generalization).[8–13] In fact, it is understood
that the boundaries of some beyond (super)cohomology phases cannot be mimicked by giv-
ing up just the onsite symmetry action.[7, 14] Instead, in some examples the boundary can
be mimicked by further relaxing the assumption of a local tensor product Hilbert space and
working in a Hilbert space that is constrained.[14–19]
Returning to phases in group cohomology, a subtlety exists when the group G is not finite.
Indeed, the canonical construction of the exactly solvable bulk Hamiltonian and the effective
boundary model with a non-onsite symmetry utilizes a site Hilbert space labeled by group
elements g.[2] Thus, if G is continuous, the site Hilbert space dimension is infinite. It is not
obvious how to truncate this Hilbert space to a finite dimensional one, especially since the
cochain entering the construction of the non-onsite symmetry is generally a discontinuous
function of the group variables in this case. Thus, it remains an open question whether for
continuous group G for phases in group (super)cohomology the boundary can be mimicked
with a Hilbert space of finite site dimension.
In this paper, we answer the above question for the case of the conventional 2d quantum
spin Hall insulator (QSHI) protected by the U(1) particle number symmetry and time-
reversal T with T 2 = (−1)F .[20] According to Ref. 21, this phase is within the (generalized)
supercohomology classification, however, the continuos U(1) symmetry leads to the difficul-
ties mentioned above. We show that in this case the 1d boundary can, indeed, be mimicked
with a local tensor product fermionic Hilbert space of finite site dimension at a cost of
a non-onsite symmetry action. We will demonstrate how the non-onsite symmetry action
leads to several key properties of the QSHI edge such as:
1. fractional electric charge n+ 1/2 on T domain walls (here n is an integer);
1 Here and below lower d always stands for spatial dimension.
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2. switching of Kramers parity from T 2 = (−1)F to T 2 = −(−1)F upon threading flux
pi through the ring.
We will also extract the algebraic data characterizing our non-onsite symmetry. Finally, we
will present a 1d lattice Hamiltonian that realizes the conventional Luttinger-liquid phase
of the QSHI edge.
In fact, it proves convenient to initially work with a slightly larger symmetry group than
that of a conventional QSHI. We will consider a 2d fermion SPT with the following set of
symmetries:
1. U(1) particle number with a corresponding charge N , so that fermion parity (−1)F =
(−1)N ;
2. A unitary Z2 symmetry U ;
3. An anti-unitary Z2 symmetry TNK ,
satisfying the following algebra:
U2 = 1, T 2NK = 1, [U,N ] = 0, [TNK , N ] = 0, TNKU = (−1)NUTNK . (1.1)
The subscript on TNK stands for non-Kramers. We then define the Kramers time-reversal
symmetry as
T = UTNK . (1.2)
Then
T 2 = (−1)F , [T , N ] = 0. (1.3)
The symmetry group (U(1)oZT4 )/Z2 of QSHI is obtained by keeping just the U(1) symmetry
and the Kramers time-reversal T . It is, nevertheless, convenient for our discussion to initially
consider the larger symmetry group introduced above - when needed, it can be broken down
to the physical subgroup.
The SPT we consider can be visualized as follows. We stack a layer of integer quantum
Hall effect with σxy = 1 and a layer of integer quantum Hall effect with σxy = −1. The
fermions in the σxy = 1 layer are taken to be charged under the unitary Z2 U , while the
fermions in the σxy = −1 layer are neutral under U . Fermions in both layers carry U(1)
charge of 1. TNK simply interchanges the fermions in the two layers: c+ ↔ c−.
The edge is then a 1 + 1D Dirac fermion,
Hedge =
∫
dx
(
ψ†R(−i∂x)ψR + ψ†L(i∂x)ψL
)
, (1.4)
with
U : ψR → ψR, ψL → −ψL, (1.5)
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and both ψR, ψL carry charge 1 under U(1). Further,
TNK : ψR ↔ ψL, i→ −i. (1.6)
We see that the combination T acts on the edge exactly like time-reversal in the physical
QSHI does.
In the first part of this paper, section II, we mimic the 1d edge of the SPT above us-
ing a non-onsite symmetry implementation. Furthermore, applying a Jordan-Wigner (JW)
transformation, we re-write the edge as a 1d bosonic Z2 gauge theory. In this formulation,
it becomes simple to write down and analyze symmetric edge Hamiltonians. We note that
this bosonized formulation is very similar to that applied in the pioneering work, Ref. 11, to
the edge of the SPT with just unitary Z2 symmetry U .
In the second part of the paper, section III, we present an exactly solvable bulk 2d
Hamiltonian for the SPT with just U(1) and unitary Z2 symmetry U . We study the edge
of this Hamiltonian and introduce a “bosonized” labeling for the edge Hilbert space. This
bosonized labeling and the action of U(1) and Z2 symmetry within it matches the JW
transformed theory from the first part of the paper subject to a further local constraint
that can be enforced energetically. Thus, our somewhat ad-hoc construction in section II
matches the bulk+boundary construction of section III.
While this paper was being completed, Ref. 22 appeared that, among other results, also
discusses how to mimic the boundary of a 2d QSHI in a 1d lattice model. One difference
with the treatment in the first part of our paper is that the symmetry action of Ref. 22 only
satisfies the group algebra in a constrained Hilbert space - this is somewhat akin to the 1d
model for the edge of beyond supercohomology SPTs in Ref. 14. On the other hand, our non-
onsite symmetry action in section II satisfies the group algebra in the entire Hilbert space
without the need for constraints. We also note that Ref. 22 presents an exactly solvable
model for the bulk of the QSHI and derives the 1d edge model starting from this bulk.
This is similar to section III of our paper; however, we only give such a bulk+boundary
construction for the simpler case of U(1) and unitary Z2 symmetry and not time-reversal.
We would also like to direct the reader’s attention to appendix D, which has a somewhat
different focus from the rest of the paper. There we present a non-onsite boundary symmetry
action for any 2d supercohomology fermion SPT with a finite symmetry group Gf .
II. 1D MODEL
A. Symmetry action
We now describe a 1d model that mimics the edge (1.4). We take a chain of L sites
arranged on a ring with fermions living on each site. The fermion creation, annihilation
operators ci,c
†
i , i = 1 . . . L, satisfy the standard algebra {ci, c†j} = δij. It will be convenient
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to define the Majorana operators γi,γ¯i:
ci =
1
2
(γi + iγ¯i), c
†
i =
1
2
(γi − iγ¯i). (2.1)
We further introduce Ising spin variables living on each link (i, i+ 1) of the chain. We will
denote the corresponding Pauli matrices by τai,i+1, with a = 1, 2, 3. We will commonly work
in the τ z basis and sometimes use the notation τ zi,i+1 = (−1)gi,i+1 with gi,i+1 ∈ {0, 1}.
We define the symmetry operations as follows. First, the fermion number is defined as
N =
∑
j
nj, nj = (−1)gj−1,j(gj,j+1+1) c†jcj. (2.2)
That is nj = −c†jcj if j is at the domain wall between a “−” Ising spin on the left and a “+”
Ising spin on the right. Otherwise, nj = c
†
jcj. Note that nj has integer eigenvalues, further,
(−1)nj = (−1)c†jcj . Thus, (−1)N is the standard fermion parity operator.
Next, we define the generator of the unitary Z2 symmetry,
U =
(
L∏
j=1
τxj,j+1
)(
L∏
j=1
γ
gj−1,j+gj,j+1
j
)
(−i)Ndw/2. (2.3)
This form was inspired by Eq. (19) of Ref. 23 and also the general discussion in appendix
D. Here Ndw is the number of domain walls in the τ
z configuration,
Ndw =
L∑
j=1
1− τ zj−1,jτ zj,j+1
2
. (2.4)
Note that Ndw is always an even integer. We also note that the terms in the γ product in
(2.3) generally do not commute. We use a definition where terms with smaller j appear to
the left. Note that U is a fermion parity even operator. Moreover, it is locality preserving:
UγjU
† = (−1)gj−1,j+gj,j+1γj,
Uγ¯jU
† = γ¯j,
Uτ zj,j+1U
† = −τ zj,j+1,
Uτxj,j+1U
† = τxj,j+1(−isj,j+1γjγj+1)(−1)gj,j+1(gj−1,j+gj+1,j+2)igj+1,j+2−gj−1,j . (2.5)
Here sL,1 = −1 and all other sj,j+1 = 1. We can think of s as a spin-structure; the above
s corresponds to Neveu-Schwarz (NS) spin structure (anti-periodic boundary conditions for
the fermions) with a “branch-cut” across the link (L, 1). One way to see this is from the
commutation of U with the translation operator. Define Tx to be the translation by one to
the right, so that TxciT
†
x = ci+1 and Txτ
a
i,i+1T
†
x = τ
a
i+1,i+2. Then
[(−1)n1Tx, U ] = 0. (2.6)
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Thus, it is (−1)n1Tx which commutes with U - a translation followed by a gauge transfor-
mation necessary to move the branch-cut back into place.
Finally, we define the anti-unitary operator TNK as follows. First, let T0 be the anti-
unitary operator that sends
T0cjT †0 = cj, i→ −i,
T0τx,zj,j+1T0 = τx,zj,j+1, T0τ yj,j+1T0 = −τ yj,j+1, (2.7)
i.e. as far as the Ising spin variables are concerned, T0 simply acts by complex conjugation
in the τ z basis. Now define,
TNK =
(
L∏
j=1
(−1)gj,j+1 c†jcj
)
T0. (2.8)
Again, TNK is locality preserving:
TNKciT †NK = (−1)gi,i+1ci, TNKτ zi,i+1T †NK = τ zi,i+1, TNKτxi,i+1T †NK = (−1)c
†
i ciτxi,i+1. (2.9)
One can check that N , U and TNK , indeed, satisfy the algebra (1.1).
B. Domain Walls
We now discuss how our 1d lattice model reproduces the structure of domain walls in the
continuum edge theory (1.4). Imagine one turns on a mass
δHm = m(ψ
†
RψL + ψ
†
LψR), (2.10)
gapping out the edge modes. Under U and T , m → −m. Now consider a domain wall
between regions with m > 0 and m < 0. Solving for the spectrum we find a Dirac zero mode
localized at the domain wall. When the zero mode is filled (empty), the domain wall has a
charge 1/2 (−1/2) localized in its vicinity. Thus, while the symmetries we are considering
do not pin the chemical potential to zero, the domain wall carries charge N ∈ Z+ 1/2. How
does this manifest itself in terms of the global charge of the system (say, on a ring)? We
can let the segment x ∈ (a, b) have m < 0 and the complement of the segment have m > 0.
If the domain walls at x = a and x = b are symmetry conjugates (under U or T ) of each
other, then they will carry identical charge. Thus, the total charge of the system will be an
odd integer.
Let’s see how this effect plays out in our 1d lattice model. Consider a Hamiltonian
H = −
∑
i
mi,i+1τ
z
i,i+1 +
∑
i
1 + τ zi−1,iτ
z
i,i+1
2
c†ici. (2.11)
Here mi,i+1 is a real number. Under U and T , mi,i+1 → −mi,i+1. The first term in (2.11)
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pins the Ising spin to the local sign of m. The second term pins the fermion occupation
number c†ici to zero if there is no domain wall at i. Thus, if m is uniform, the ground state
is unique and gapped. Now, consider a configuration of m where in the vicinity of i = a,
mi,i+1 > 0 for i < a and mi,i+1 < 0 for i ≥ a. There is now a two-fold degeneracy in the
spectrum of (2.11) associated with the occupation number c†aca = 0, 1. The symmetries we
are considering do not protect this degeneracy. However, under U and T , the sign of m flips
and also the occupation number c†aca flips due to (2.5). Now, imagine we have two domain
walls: one at i = a and one at i = b: mi,i+1 < 0 for a ≤ i ≤ b− 1 and mi,i+1 > 0 otherwise.
If the domain walls at i = a and i = b are related by U or T then if c†aca = 1 then c†bcb = 0,
while if c†aca = 0 then c
†
bcb = 1. In the first case, we find the global charge of the system,
(2.2), N = 1, while in the second case N = −1. Thus, in both cases the global charge of
two symmetry-related domain walls is an odd integer, as expected.
C. Flux-threading and anomalies
We now discuss a thought experiment that demonstrates the anomaly of the edge theory
(1.4). Imagine threading flux φ of U(1) symmetry through the ring. Upon threading flux
2pi the Z2 charge in the theory (1.4) flips. A related point is that while with NS boundary
conditions we have T 2 = (−1)F , once we thread flux φ = pi through the ring, T 2 = −(−1)F .
How are these anomalies manifested in our 1d lattice formulation?
First, we have to discuss how to thread flux of U(1) symmetry. We note that the charge
N , (2.2), is a sum of local commuting operators nj with integer eigenvalues. Thus, while the
U(1) transformation eiαN is not a strictly onsite symmetry in our formulation, the model
can be coupled to a background gauge field as follows. Say we want to thread flux φ through
the link (L, 1). Then, for any operator O in the Hamiltonian localized near this link, we
replace O by S(φ)OS†(φ) where
S(φ) = eiφ
∑p
j=1 nj , (2.12)
with p - a number much larger than the support of O. Operators localized far from the
(L, 1) link are not conjugated. However, this is not entirely satisfactory since this procedure
breaks the Z2 symmetry U . Indeed, while [N,U ] = 0, ni itself is not Z2 invariant. Indeed,
UniU
† = ni +
1
2
(τ zi,i+1 − τ zi−1,i). (2.13)
However, we may instead define
n˜i = ni +
1
4
(τ zi,i+1 − τ zi−1,i). (2.14)
Then the total charge N =
∑
i n˜i, but now [U, n˜i] = 0, so the Hamiltonian commutes with
U for any flux φ. The cost one pays for this is that n˜i now has half-integer eigenvalues. As
a result, if we implement flux insertion with S˜(φ) defined analagosly to Eq. (2.12), but with
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nj replaced by n˜j in the exponent, S˜(φ + 2pi) 6= S˜(φ). Instead, S˜(φ + 2pi) = τ zL,1τ zp,p+1S˜(φ).
Since we only conjugate terms in the Hamiltonian localized near the branch cut,
Hφ+2pi = τ
z
L,1Hφτ
z
L,1. (2.15)
Now, imagine we start threading flux though the ring. Let the corresponding time-evolved
wave-function be |ψ(φ)〉. Since Hφ commutes with U , the U charge of |ψ(φ)〉 does not depend
on φ. However, if we want to meaningfully compare the wave-functions at flux φ and φ+2pi,
due to (2.15), we have to compare |ψ(φ)〉 and τ zL,1|ψ(φ+ 2pi〉. Since τ zL,1 anticommutes with
U , these will have opposite U charge. This demonstrates the implementation of anomaly in
our lattice treatment.
We can, similarly, discuss the Kramers parity switching between φ = 0 and φ = pi. We
note that TNK n˜iT †NK = n˜i. Therefore, TNKHφTNK = H−φ and likewise, T HφT = H−φ,
where we recall T = UTNK . Thus, generally, flux insertion breaks time-reversal symmetry.
However, when φ = pi, TNKHpiTNK = H−pi = τ zL,1Hpiτ zL,1. Thus, [τ zL,1TNK , Hpi] = 0. Likewise,
T ′ = Uτ zL,1TNK is a symmetry when φ = pi. But, (T ′)2 = (Uτ zL,1TNK)2 = −(UTNK)2 =
−(−1)F . This is, indeed, the expected result.
D. Jordan-Wigner transformation
We now apply the Jordan-Wigner (JW) transformation to our 1d fermion model. This
will allow us to construct and analyze symmetric Hamiltonians that at low-energy realize
the theory (1.4). We begin with the standard JW transformation:
ci = exp
(
pii
i−1∑
j=1
(1 + µzj)/2
)
µ−i , c
†
ici =
1 + µzi
2
, (2.16)
where µai are Pauli operators living on each site. The symmetry operators become:
N =
∑
i
n˜i, n˜i =
1
4
(1 + τ zi−1,iτ
z
i,i+1)(1 + µ
z
i )−
1
4
(τ zi,i+1 − τ zi−1,i)µzi ,
U =
(
L∏
j=1
τxj,j+1
)
(−i)Ndw/2
(
L∏
j=1
(µxj )
gj−1,j+gj,j+1
)(
L∏
j=1
(−µzj)gj,j+1
)
(−1)NgL,1 ,
TNK =
∏
j
(−µzj)gj,j+1K. (2.17)
where the complex conjugation K in TNK is performed in the τ z, µz basis. One can simplify
the above forms with a unitary transformation:
R =
(∏
j
e
pii
4
(1+µzj )gj,j+1
)(∏
j
(µxj )
gj−1,j(gj,j+1+1)
)
(−i)[N ]gL,1 . (2.18)
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Here and below [x] = 0 if x is even and [x] = 1 if x is odd. For an operator O, letting
Oˆ = ROR†, we have
Nˆ =
∑
i
ˆ˜ni, ˆ˜ni =
1 + µzi
2
− 1
4
(1− τ zi−1,iτ zi,i+1),
Uˆ = iNˆ−[Nˆ ]
∏
j
τxj,j+1,
TˆNK = (−1)gL,1NˆK. (2.19)
We see that the symmetry effectively acts slightly differently in the even and odd fermion
parity sectors.
Let’s now discuss local boson operators of the original fermion theory in this “bosonized”
treatment. (We discuss local fermion operators in appendix A.) Recall, there is a subtlety
with the JW transformation on the circle: while, in general, local boson operators in the
fermion theory map to local boson operators with even N in the bosonized theory, this is
not strictly true for operators localized near the (L, 1) link. Rather, for these operators
the bosonized form reduces to two generally different sets of local operators, depending on
whether the state they are acting on has even or odd N : Oodd = QOevenQ
†, where Q is a
pi-flux threading operator
Q =
p∏
j=1
(−µzj), (2.20)
with p - a number much greater than the support of the local operator O. The same is true
after we perform the unitary rotation (2.18): Oˆodd = QˆOˆevenQˆ
† with
Qˆ =
p∏
j=1
e−piiˆ˜nj . (2.21)
It will be convenient to formulate the above bosonized theory as a Z2 gauge theory.
Consider the operator ˆ˜ni. It has eigenvalues 0, 1 and ±12 . The eigenvalues 0 and 1 are
realized if there is no domain wall at i, while the eigenvalues ±1
2
are realized if there is a
domain wall at i. Thus, we may think of ˆ˜ni as independent variables, provided we impose
the constraint Gi ∼ 1 with
Gi = (−1)2ˆ˜niτ zi−1,iτ zi,i+1. (2.22)
We may then think of the system as a boson coupled to a Z2 gauge field. The boson density
is given by 2ˆ˜ni and is allowed to take on values −1, 0, 1 and 2, and the total boson number
is Nb =
∑
i 2
ˆ˜ni. Eq. (2.22) becomes the Gauss law constraint, with τ
z
i,i+1 playing the role
of Z2 electric field on link (i, i + 1). Then τxi,i+1 plays the role of Z2 vector potential. The
quantity
∏
i τ
x
i,i+1 is the Z2 gauge flux around the ring - a gauge invariant quantity. Note
that this quantity enters the Z2 symmetry Uˆ , Eq. (2.19). The physical fermion number Nˆ
is half the boson number Nb. The Gauss law (2.22) guarantees that the total boson number
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Nb is even, so Nˆ is an integer.
We now give an example of a Hamiltonian that commutes with the symmetries (2.19). It
will be convenient to dynamically suppress the state 2ˆ˜ni = 2, i.e. enforce that in the absence
of a domain wall at i, ˆ˜ni = 0 and so c
†
ici = 0. This can be done with a term
Hu = u
∑
i
ˆ˜ni(1 + τ
z
i−1,iτ
z
i,i+1), (2.23)
with u > 0. Then in the ground state subspace of Hu, 2ˆ˜ni takes values −1, 0, 1 and we can
think of our system as a spin 1 chain. We let Sai be spin 1 operators localized on each site,
S+ =
√
2
 0 1 00 0 1
0 0 0
 , S− = √2
 0 0 01 0 0
0 1 0
 , Sz =
 1 0 00 0 0
0 0 −1
, with Szi = 2ˆ˜ni. The Gauss
constraint (2.22) in the Hu ground state subspace becomes
Gi = (−1)Szi τ zi−1,iτ zi,i+1, (2.24)
and the symmetries are given by,
N =
Sz
2
, (2.25)
U = exp
(
pii
4
Sz
)∏
i
τxi,i+1 ×
{
1, N − even
−i, N − odd, (2.26)
TNK =
{
K, N − even
τ zL,1K, N − odd.
(2.27)
Here Sz = Nb =
∑
i S
z
i is the total boson number; we drop hats on N , U and TNK here and
below.
We may consider the Hamiltonian H = Hu +HS=1 with HS=1 =
∑
iHi,i+1 and
Hi,i+1 = −J
2
(S+i S
−
i+1 + S
−
i S
+
i+1)τ
x
i,i+1, N − even. (2.28)
For odd N , Hi,i+1 is still given by Eq. (2.28) for i 6= L, while for i = L,
HL,1 = −J
2
(iS+LS
−
1 − iS−LS+1 )τxL,1, N − odd. (2.29)
This Hamiltonian commutes with the Gausses law constraint (2.24) and with all symmetries.
Note that for even and odd N the terms in the Hamiltonian near the branch cut are, indeed,
related by the flux-threading operator (2.21), Qˆ =
∏p
j=1 e
−piiSzj /2. From the boson point of
view this threads flux pi/2 through the cut. For completeness, we give the form of the above
11
Hamiltonian in the original fermionic variables in appendix B.
We observe that the Hamiltonian (2.28) is just a spin 1 XX chain coupled to a Z2 gauge
field. We may also add a “ZZ” term preserving the symmetry:
δHi,i+1 = −∆Szi Szi+1. (2.30)
In the absence of the Z2 gauge field, the Hamiltonian above is numerically known to be
in the Luttinger liquid phase for ∆c < ∆ < |J |, with ∆c/|J | lying close to 0.[24–26] We
explain in section II E how turning the Z2 gauge field on and treating correctly the boundary
conditions in the odd N sector (2.29) gives the standard Luttinger liquid theory for the QSHI
edge (1.4) with the correct action of symmetries U and TNK .
If we like, we can place a further energetic constraint to reduce the Hamiltonian to a spin
1/2 chain (hardcore boson) coupled to a Z2 gauge field. Indeed, we may add a term that
penalizes the Szi = −1 state, e.g. δH = u
∑
i S
z
i (S
z
i −1). Then for large u, Szi effectively only
takes two values Szi = 0 and S
z
i = 1. Thinking in the hardcore boson language, S
z
i = a
†
iai,
[ai, a
†
j] = δij, the Hamiltonian (2.28) projected onto S
z
i 6= −1 subspace becomes
Hi,i+1 = −J(a†iai+1 + a†i+1ai)τxi,i+1, N − even, (2.31)
HL,1 = −J(ia†La1 − iaLa†1)τxL,1, N − odd. (2.32)
Symmetry also allows us to add a “ZZ” coupling
δHi,i+1 = −2∆(a†iai −
1
2
)(a†i+1ai+1 −
1
2
). (2.33)
The Hamiltonian above is exactly solvable by Bethe ansatz and, in the absence of a Z2 gauge
field, is known to be in the Luttinger liquid phase for |∆| < |J |. Again, turning on the Z2
gauge field gives the correct QSHI edge theory (1.4).
We conclude this section by noting that the reason we chose to discuss the spin 1 Hilbert
space without going immediately to the more “economical” spin 1/2 Hilbert space is that the
former matches the effective lattice edge model we derive starting from the bulk construction
in section III.
E. Luttinger liquid description
We now argue that the lattice construction above, indeed, correctly describes the QSHI
edge. For definiteness, we work with the S = 1 Hamiltonian (2.28), (2.29), (2.30) although
our conclusions are much more general.2 First, consider the same Hamiltonian, but with the
2 In particular, the analysis and conclusions apply to the exactly solvable S = 1/2 Hamiltonian (2.31),
(2.32), (2.33), with minimal modifications related to the finite boson density in the ground state.
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Z2 gauge field turned off:
H = −
∑
i
(
1
2
(S+i S
−
i+1 + S
−
i S
+
i+1) + ∆S
z
i S
z
i+1
)
. (2.34)
Here, we’ve set J = 1. This is a Hamiltonian of bosons with a U(1) symmetry. One possible
phase it can be in is a Luttinger liquid. In fact, this is numerically known to be the case
for ∆c < ∆ < 1 with ∆c close to 0.[24–26] An effective continuum theory describing this
Luttinger liquid is
L =
1
2pi
∂xφ˜∂tθ˜ − 1
2pi
(
K˜(∂xφ˜)
2 +
1
4K˜
(∂xθ˜)
2
)
. (2.35)
Here and below we set the speed of the excitations to 1. Here,
S+j ∼ eiφ˜, Szj =
1
2pi
∂xθ˜ + . . . . (2.36)
The total spin Sz = 1
2pi
(θ˜(x + L) − θ˜(x)). K˜ is the Luttinger parameter. The reason
for the tildes will become clear shortly. Under time-reversal symmetry acting as complex-
conjugation in the Sz basis,
K : φ˜→ −φ˜, θ˜ → θ˜. (2.37)
Next, we turn the Z2 gauge field back on. We have two flux sectors, eiΦ =
∏
i τ
x
i,i+1 = ±1,
i.e. Φ = 0, pi. We note that all τxi,i+1 commute with the Hamiltonian (2.28), (2.29), (2.30).
We may, thus, fix a gauge for all τxi,i+1, find the eigenstates |ψ〉 of H, and then obtain an
eigenstate satisfying the Gausses law:
∏
i(1 + Gi)|ψ〉, with Gi given by (2.24). This gives
a non-vanishing state provided that total Sz is even. Thus, when eiΦ = 1, we may set all
τxi,i+1 = 1, and when e
iΦ = −1, we may set say τxL,1 = −1 and all the other τx’s to +1.
We must also remember that the Hamiltonian in the even and odd N sectors is different.
Thus, in the even N sector, Sz = 0 (mod 4), the boson eiφ˜ sees a flux eiΦ = ±1, while in
the odd N sector, Sz = 2 (mod 4), the boson sees a flux −ieiΦ = ∓i. This translates into
the continuum theory as:
W˜ ∈ Z+ Φ
2pi
, Sz ∈ 4Z,
W˜ ∈ Z− 1
4
+
Φ
2pi
, Sz ∈ 4Z+ 2,
(2.38)
with W˜ - the winding number of φ˜:
W˜ =
1
2pi
(φ˜(x+ L)− φ˜(x)). (2.39)
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The operator τ zj,j+1 that flips the flux e
iΦ, thus, twists the boundary condition of φ˜ by pi, i.e.
τ zj,j+1 ∼ cos(θ˜/2). (2.40)
We note that, S+j ∼ eiφ˜, is, strictly speaking, not a gauge invariant operator under the
Gausses law. On the other hand, (S+j )
2 ∼ e2iφ˜, is gauge invariant. It is, thus, more convenient
to work with
φ = 2φ˜, θ = θ˜/2. (2.41)
In terms of these variables
L =
1
2pi
∂xφ∂tθ − 1
2pi
(
K(∂xφ)
2 +
1
4K
(∂xθ)
2
)
, (2.42)
with K = K˜/4 and
W ∈ Z, N ∈ 2Z,
W ∈ Z+ 1
2
, N ∈ 2Z+ 1, (2.43)
where
W =
1
2pi
(φ(x+ L)− φ(x)), N = 1
2pi
(θ(x+ L)− θ(x)). (2.44)
Note that N = S
z
2
is the total physical fermion number. As we recall below, the boundary
conditions satisfied by θ and φ are the standard boundary conditions obtained in bosoniza-
tion of a fermion theory. Further, for even N , eiΦ = (−1)W and for N - odd, eiΦ = epii(W+ 12 ).
Therefore, we find that the Z2 symmetry U , Eq. (2.26), is given by
U = (−1)N/2+W . (2.45)
Note that N/2+W is an integer in both even and odd N sectors. Finally, under time-reversal
TNK (2.27),
TNK : φ→ −φ, θ → θ, i→ −i. (2.46)
Let us now make the connection with the QSHI edge theory (1.4) explicit. If we bosonize
(1.4) using ψR/L ∼ e−iφR/L ,
L =
−1
4pi
∂xφR∂tφR+
1
4pi
∂xφL∂tφL− 1
8pi
(K+K−1)((∂xφL)2+(∂xφR)2)− 1
4pi
(K−K−1)∂xφR∂xφL,
(2.47)
where in the free fermion theory K = 1. The fermion densities are given by
ψ†RψR = −
1
2pi
∂xφR, ψ
†
LψL =
1
2pi
∂xφL. (2.48)
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Defining
φ =
φR + φL
2
, θ = φL − φR, (2.49)
we recover the Lagrangian (2.42). Further, the winding numbers (2.44) become
N = NL +NR, W =
1
2
(NL −NR). (2.50)
Since (with NS boundary conditions) NL and NR are integers, N and W satisfy precisely
the relations (2.43). Further, the Z2 symmetry U = (−1)N/2+W = (−1)NL , in agreement
with the transformation properties (1.5). Also, the non-Kramers time-reversal symmetry
TNK : ψR ↔ ψL, φR → −φL, φL → −φR gives precisely Eq. (2.46).
F. Anomaly cocycle
As with any non-onsite symmetry in 1d implemented by a finite depth circuit, one may
extract the “anomaly cocycle” characterizing it that matches the algebraic data of the bulk
SPT.[4, 7] We now do this for our construction in section II A using the approach of Else
and Nayak, Ref. 7. Let us recall the steps. First, we are dealing with a fermion system with
a full symmetry group Gf that includes Zf2 as a central subgroup. We may form the bosonic
symmetry group Gb = Gf/Zf2 . For every element g ∈ Gb, pick a lift g˜ to Gf . Then,
g˜ · h˜ = ((−1)F )λ(g,h) g˜h, (2.51)
where λ(g, h) ∈ {0, 1}. In fact, λ is a two-cocycle:
(dλ)(g, h, k) = λ(h, k)− λ(gh, k) + λ(g, hk)− λ(g, h) = 0 (mod 2). (2.52)
Thus, we can think of λ as an element of H2(Gb,Z2), where the co-boundary transformations
correspond to picking a different lift g˜ to Gf .
Else and Nayak assume that for every element g ∈ Gf , the symmetry acts on the boundary
as a finite depth unitary U(g) if g is not-time reversing. In case when g is a time-reversing,
U(g) is a finite depth unitary times the anti-unitary operator T0 in Eq. (2.7). This, in
particular, means that we can truncate U(g) to a finite region [a, b] of the boundary. Let us
call this truncation U r(g). (In case of time-reversing g, U r(g) is a finite depth unitary acting
on [a, b] times T0.) We require the truncation U r(g) to be fermion parity even. Then,
U r(g˜)U r(h˜) = L(g, h)R(g, h)Πλ(g,h)U r(g˜h), g, h ∈ Gb, (2.53)
Here Π is the restriction of (−1)F to the interval [a, b], and L(g, h) and R(g, h) are unitaries
acting near left and right boundaries of [a, b]. We introduce a cochain σ(g, h) ∈ {0, 1}: if
L(g, h) and R(g, h) are bosonic then σ(g, h) = 0, if they are fermionic then σ(g, h) = 1.
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Associativity requires
L(g, h)L(gh, k) = w3(g, h, k)
gL(h, k)L(g, hk), g, h, k ∈ Gb, (2.54)
where gL(h, k) = U r(g˜)L(h, k)(U r(g˜))−1 and w3(g, h, k) ∈ U(1). We see that this implies
dσ = 0 (mod 2). In fact, σ(g, h) ∈ H2(Gb,Z2), where the co-boundary transformation
corresponds to the freedom of using different truncations U r(g). Furthermore, w3 satisfies
dTw3 = (−1)σ∪σ+λ∪σ. (2.55)
Here, (dTw3)(g, h, k, l) =
gw3(h, k, l)w
−1(gh, k, l)w(g, hk, l)w−1(g, h, kl)w(g, h, k), and the
action gu = u if g is not time-reversing and gu = u∗ if g is time-reversing. For cochains a ∈
Cn(Gb,Z2), b ∈ Cm(Gb,Z2), a∪ b ∈ Cn+m(Gb,Z2) is defined to be (a∪ b)(g1, g2, . . . , gn+m) =
a(g1, g2, . . . , gn)b(gn+1, gn+2, . . . gn+m).
Thus, the non-onsite symmetry is characterized by two pieces of algebraic data σ ∈
H2(Gb,Z2) and w3 ∈ C3(Gb, U(1)), subject to Eq. (2.55). Under “gauge transformations”:
σ → σ + dα, λ→ λ+ dβ,
w3 → w3(−1)α∪(σ+dα)+(λ+σ)∪α+β∪(σ+dα)(dTγ) (2.56)
for α, β ∈ C1(Gb,Z2), γ ∈ C2(Gb, U(1)), and (dα)(g, h) = α(g) + α(h)− α(gh),
(dTγ)(g, h, k) =
gγ(h, k)γ−1(gh, k)γ(g, hk)γ−1(g, h). (2.57)
Let’s now apply this procedure to our case. We have Gb = Z2 × O(2), where O(2)
combines the U(1) symmetry and time-reversal TNK , and Z2 is the unitary symmetry U ,
Eq. (2.3). We parameterize g ∈ Gb by three elements g1, g2 ∈ {0, 1} and g3 ∈ [0, pi). The
group operation in Gb is
(g1, g2, g3) · (h1, h2, h3) = (g1 + g2, g2 + h2, {g3 + (−1)g2h3}). (2.58)
Here and below for x ∈ [lpi, (l + 1)pi), we define {x} = x − lpi ∈ [0, pi). We choose the
following lifts to Gf :
g˜ = U g1eig3N(TNK)g2 . (2.59)
This gives
λ(g, h) = g2h1 + 〈g3 + (−1)g2h3〉 (mod 2). (2.60)
Here and below 〈x〉 = 1
pi
(x−{x}) ∈ Z. Performing the restriction of symmetry operators to
a finite interval and computing L(g, h), we obtain
σ(g, h) = g1h1, w3(g, h, k) = i
g1h1k1+〈g3+(−1)g2h3〉k1 . (2.61)
We sketch the details of the computation in appendix C. It is easy to check that λ, σ, w3
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above, indeed, satisfy Eq. (2.55).
Before concluding this section, we would like to point out appendix D, where we essentially
reverse the procedure above. For any finite Gf , given σ and w3, we construct a non-onsite
symmetry characterized by this data.
III. BULK + BOUNDARY CONSTRUCTION
In this section, we present a commuting projector Hamiltonian for the bulk of the fermion
SPT with just U(1) and unitary Z2 symmetry (1.5). Our construction essentially amounts
to two copies of the Tarantino-Fidkowski (TF) model[27] for the Z2 × Zf2 SPT. We then
derive an effective 1d lattice model for the edge and show that it matches the bosonized
model in section II D. For completeness, we review here many details of Refs. 14, 27.
A. Bulk
FIG. 1: Bulk+boundary construction. Left: graph G which illustrates “physical”
plaquettes; Ising spins live on the faces of this graph. Boundary edges are dashed. Right:
graph G ′ where the vertices are complex fermions. G ′ is given a Kasteleyn orientation: all
edges are oriented so that there is an odd number of clockwise edges around any face.
We consider a trivalent graph G embedded into a closed oriented surface (see Fig. 1,
left, bulk). We blow up each vertex of this trivalent graph into a triangle obtaining a new
trivalent graph G ′ (see Fig. 1, right, bulk). We place a complex fermion ci on each vertex of
G ′. It will be convenient to break ci up into Majorana fermions γi, γ¯i as follows:
ci =
1
2
(γi + iγ¯i), c
†
i =
1
2
(γi − iγ¯i). (3.1)
We let the fermion number N =
∑
i c
†
ici - this generates the U(1) symmetry of the model.
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The edges of G ′ are divided into two groups: type I edges connecting vertices belonging to
different triangles and type II edges connecting vertices within the same triangle. The faces
of G ′ are also divided into two groups: the faces inherited from the faces of G - we call these
faces plaquettes, and new triangular faces coming from the blown up vertices. We place a
dynamical Ising spin variable τ zp on each plaquette p. The Z2 symmetry of the model acts
by flipping all the plaquette spins,
U =
∏
p
τxp . (3.2)
Note that the fermions ci are neutral under Z2.
For each configuration of plaquette spins we may extend it to the triangular faces of G ′
by the “majority rule”: if the spin of the majority of three plaquettes bordering a triangle
is τ then the triangle also gets assigned the spin τ . Every spin configuration gives rise to
a dimer covering of G ′: a type I edge is covered if the spins neighbouring it are the same,
while a type II edge is covered if the spins neighbouring it are different (see Fig. 2, left).
We endow G ′ with a Kasteleyn orientation: we specify a direction for each edge of G ′ such
that the number of clockwise oriented edges surrounding any face is odd. This applies to
both the plaquette faces and the triangles. For an edge (ij), we let sij = 1 if the orientation
points from i to j, and sij = −1 otherwise.
The Hamiltonian consists of two terms. The first term Hfermion locks the fermion con-
figuration to the spin configuration as follows: if the edge (ij) is occupied by a dimer then
isijγiγj ∼ 1 and isij γ¯iγ¯j ∼ 1. Explicitly:
Hfermion = −
∑
〈ij〉∈Type I
(1−Dij)isij(γiγj + γ¯iγ¯j)−
∑
〈ij〉∈Type II
Dijisij(γiγj + γ¯iγ¯j), (3.3)
where Dij = 1 if the plaquettes bordering edge (ij) have opposite spin and Dij = 0 if
plaquettes bordering edge (ij) have the same spin. We note that i(γiγj+γ¯iγ¯j) = 2i(c
†
icj−c†jci)
so Hfermion preserves the U(1) symmetry. For a fixed spin configuration the ground state
of Hfermion is as follows: |ψ〉 =
∏
(ij)∈D
1√
2
(c†i − isijc†j)|0〉. Here |0〉 is the Fock vacuum and
D denotes the dimer configuration. Thus, there is exactly one fermion on each dimer and
its wavefunction is a linear superposition of the two sites on the dimer. We call the ground
state subspace of Hfermion Vc.
We next define the “plaquette” flip operator Fp. Let c be a spin configuration and cp
be the same configuration with the spin on plaquette p flipped. Let D(c) be the dimer
covering associated with p and D(cp) the dimer covering associated with cp. For any two
dimer coverings D and D′ let D + D′ consist of edges covered by D or D′ but not both.
Then D(c) +D(cp) is a closed loop whose edges belong to the plaquette p or to the triangles
bordering p (see Fig. 2, middle). Let’s order vertices in this loop in a counter-clockwise
fashion as 1, 2, . . . 2n, with edges (12), (34), . . . , (2n − 1, 2n) belonging to D(c) and (23),
(45), . . . , (2n, 1) belonging to D(cp). Fp moves fermions from the former to the latter set of
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FIG. 2: Effect of the plaquette flip operators Fp. Left: Spin configuration and associated
dimer cover D (filled ovals). Middle: left configuration with the bulk plaquette in red
flipped - the new dimer cover D′ is shown with filled ovals. Part of the old dimer cover
(D +D′) ∩ D is shown with empty ovals. Filled and empty ovals form a closed loop
(D +D′) around the flipped plaquette. Right: Left configuration with boundary plaquette
in red flipped. Same notation as in the middle figure. Now filled and empty ovals (D +D′)
form an open segment around the flipped plaquette.
edges (see Fig. 3, top). More explicitly,
Fp =
∑
c
Xp,c ⊗ (τxp Pp,c), (3.4)
Here, c runs over the spin configurations of p and plaquettes neighbouring p. Pp,c is a
projector on the corresponding spin configuration. Thus, the term in brackets only acts
on the spin degrees of freedom, selecting the configuration c and then flipping the spin on
plaquette p. On the other hand, Xp,c acts on the fermions via
Xp,c = 2
n−1
n∏
i=1
(P2i,2i+1P¯2i,2i+1)
n∏
i=1
(P2i−1,2iP¯2i−1,2i), (3.5)
where Pij =
1
2
(1 + isijγiγj) and P¯ij =
1
2
(1 + isij γ¯iγ¯j) are projectors. The second product
above projects the Majorana fermions in D(c) + D(cp) onto the initial dimer cover D(c),
and the first product - onto the final dimer cover D(cp). Note that the second product acts
trivially on states in Vc. Also Xp,c is independent of the base-point chosen for enumerating
the vertices in D(c) + D(cp). Further, Fp thus defined is Hermitian and preserves Z2 and
U(1) symmetries. To see the last point, note that
PijP¯ij =
1
4
(1 + isijγiγj)(1 + isij γ¯iγ¯j) =
1
4
(
1 + 2isij(c
†
icj − c†jci)− 4(c†ici −
1
2
)(c†jcj −
1
2
)
)
,
(3.6)
which explicitly preserves the fermion number N . Finally, Fp preserves the subspace Vc.
We recall that the TF model is almost identical, except it has only one set of Majorana
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fermions γi and the operator Xp,c in the plaquette term F
TF
p acts as
XTFp,c = 2
(n−1)/2
n∏
i=1
P2i,2i+1
n∏
i=1
P2i−1,2i. (3.7)
Thus, we can directly import many properties of the TF model. In particular, in the subspace
Vc, [Fp, Fq] = 0 for any two plaquettes p and q, and F 2p = 1.
We take the full Hamiltonian to be
Hbulk = Hfermion −
∑
p
Fp. (3.8)
The ground state is unique: |ψ〉 = ∏p(1 + Fp)|+〉, where |+〉 is the state with all spins up
and fermion slaved to dimers accordingly.
B. Introducing the edge
We can likewise adapt the discussion of the edge of the TF model in Ref. 14 to the
present case. As in Ref. 14 we start with a trivalent graph G with a boundary (see Fig. 1,
left) and blow up all the vertices, except the boundary vertices, into triangles, obtaining
a new graph G ′ (see Fig. 1, right). We place a complex fermion ci at each vertex of G ′.
We also choose a Kasteleyn orientation on G ′. As before, the faces of G ′ inherited from G
are called plaquettes. Each plaquette (including boundary plaquettes) carries an Ising spin,
and the spin configuration can be extended to the “triangles” via the majority rule. Each
spin configuration gives rise to a dimer configuration as before: the only difference is that
boundary edges never carry dimers (we can think of them as type III). As before, we lock
fermions to the dimer configurations by the Hamiltonian Hfermion (3.3), whose ground state
subspace we denote as Vc. Note that every domain wall on the boundary gives rise to an
“unpaired” complex fermion ci on the boundary vertex.
We take the Hamiltonian to be
H = Hfermion −
∑
p∈bulk
Fp (3.9)
Clearly we have ground states for every configuration of boundary spins τ . Furthermore,
for a fixed configuration of boundary spins we have a 2Ndw degeneracy associated with the
unpaired complex boundary fermions. Here Ndw is the number of boundary domain walls.
Thus, if we have L boundary plaquettes, the ground space subspace associated with the
boundary degeneracy has dimension
g = 2
L∑
Ndw−even
(
L
Ndw
)
2Ndw = 3L + (−1)L. (3.10)
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FIG. 3: Plaquette flip operator Fp: the fermion factor Xp,c. The left and right column
show the initial and final configurations. Filled and empty blue ovals indicate dimers as in
Fig. 2. The top row corresponds to bulk plaquette flips, and the rest to boundary
plaquette flips. For each row, we suppose the system is initially in the state on the left, we
then apply the projectors PijP¯ij corresponding to the blue filled ovals on the right.
First row: rotating dimers around a closed loop annihilates the state if the loop is not
Kasteleyn oriented, and otherwise shrinks its norm to 2−n+1.
Second row: A solid green dimer indicates the fusion channel of unpaired fermions:
is1,2nγ1γ2n = 1, is1,2nγ¯1γ¯2n = 1 Thus, the two unpaired fermions are fused to respect the
Kasteleyn orientation and the norm is 2−n+1.
Third row: If the fusion state of the unpaired fermions on the left is is1,2nγ1γ2n = −1 or
is1,2nγ¯1γ¯2n = −1, the state is annihilated, otherwise, the norm is 2−n+1.
Fourth row: There are 2n− 1 fermions in D(c) +D(cp). The gray fermion on top is
auxilliary (e.g. another unpaired boundary fermion from a different plaquette) and is
assumed to be initially fused with c1 along the green oval. In the final state, it becomes
fused with c2n−1.
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Our goal will be to find a convenient basis for this subspace.
We introduce the boundary plaquette flip operators Fp analogously to Ref. 14. We again
use the form (3.4), but modify Xp,c as follows. There are several cases to consider:
• Both boundary fermions of p in c are paired (Fig. 3, second row, left). Then after acting
with Fp both fermions will be unpaired (Fig. 3, second row, right). D(c) +D(cp) is an
open string containing 2n fermions, which we label consecutively along the string so
that 1 and 2n are the boundary fermions. We let
Xp,c = Np,c
n−1∏
i=1
(P2i,2i+1P¯2i,2i+1), (3.11)
with Np,c = 2
n−1. For |ψ〉 ∈ Vc, Fp|ψ〉 has the same norm as |ψ〉. Further, is1,2nγ1γ2n ∼
is1,2nγ¯1γ¯2n ∼ 1 on Fp|ψ〉, where s1,2n corresponds to the orientation of the boundary
edge (1, 2n).
• Both boundary fermions of p in c are unpaired, Fig. 3, third row, left. Then after acting
with Fp both fermions will be paired, Fig. 3, third row, right. Again, D(c) +D(cp) is
an open string with 2n fermions, 1 and 2n being the boundary fermions. We let
Xp,c = Np,c
n∏
i=1
(P2i−1,2iP¯2i−1,2i), (3.12)
with Np,c = 2
n−1. Now, Fp|ψ〉 has the same norm as |ψ〉 if is1,2nγ1γ2n|ψ〉 = |ψ〉 and
is1,2nγ¯1γ¯2n|ψ〉 = |ψ〉. If is1,2nγ1γ2n|ψ〉 = −|ψ〉 or is1,2nγ¯1γ¯2n|ψ〉 = −|ψ〉then Fp|ψ〉 = 0.
• One boundary fermion of p in c is paired and the other is unpaired, Fig. 3, fourth row,
left. Then D(c) +D(cp) is an open string containing 2n− 1 fermions, which we label
consecutively. We let 1 be the initially unpaired fermion and 2n − 1 be the initially
paired fermion. After the flip, 1 is paired and 2n − 1 is unpaired, Fig. 3, fourth row,
right. Then
Xp,c = Np,c
n−1∏
i=1
(
P2i−1,2iP¯2i−1,2i
)
, (3.13)
with Np,c = 2
n−1. Again, Fp|ψ〉 has the same norm as |ψ〉.
Let us label boundary vertices by i = 1, 2, . . . , L and boundary plaquettes by correspond-
ing boundary edges (i, i + 1). The plaquette flip operators thus defined have the following
properties, which follow from Ref. 14:
1. The boundary plaquette operators preserve Vc, as well as U(1) and Z2 symmetry.
2. The boundary Fp’s all commute with all the bulk Fp’s. Nearest neighbor boundary
Fp’s do not commute, but otherwise boundary Fp’s do.
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3. Let (i, i + 1) be a boundary plaquette, and ci, ci+1 - its boundary fermions. If both
ci and ci+1 are unpaired in |ψ〉, F 2i,i+1|ψ〉 = 14(1 + isi,i+1γiγi+1)(1 + isi,i+1γ¯iγ¯i+1)|ψ〉.
Otherwise, F 2i |ψ〉 = |ψ〉.
4. Consider adjacent boundary plaquettes (i− 1, i), (i, i+ 1), and a state |ψ〉 where the
boundary fermion ci shared by these plaquettes is paired (i.e. plaquettes (i− 1, i) and
(i, i+ 1) have the same spin). Then,
• If the boundary fermions ci−1 and ci+1 are paired, [Fi−1,i, Fi,i+1]|ψ〉 = 0.
• If the boundary fermions ci−1 and ci+1 are unpaired, [Fi, Fi+1]|ψ〉 = 0.
• If the boundary fermion ci−1 is unpaired, and the boundary fermion ci+1 is paired,
Fi−1,iFi,i+1|ψ〉 = 12Fi,i+1Fi−1,i|ψ〉.
• If the boundary Majorana ci−1 is paired and the boundary Majorana ci+1 is
unpaired, Fi,i+1Fi−1,i|ψ〉 = 12Fi−1,iFi,i+1|ψ〉.
5. Let (i, i+ 1) be a boundary plaquette, and |ψ〉 a state where ci is unpaired but ci+1 is
paired. Then, Fi,i+1γi|ψ〉 = si,i+1γi+1Fi|ψ〉. Likewise, if ci is paired but ci+1 is unpaired
then Fi,i+1γi+1|ψ〉 = si,i+1γiFi,i+1|ψ〉. Similarly for γ → γ¯.
C. Labeling the edge Hilbert space
We now introduce a convenient way to label the states in the edge Hilbert space. We
assume that the bulk has a disk topology so that the boundary is a circle. In our construc-
tion, this effectively corresponds to Neveu-Schwarz boundary conditions on the boundary
fermions: the Kasteleyn orientation satisfies
∏L
i=1 si,i+1 = −1.
To label a state we need to specify the spins of the boundary plaquettes, as well as the
state of the unpaired boundary fermions. Let |+〉 be the state where all the boundary spins
are “+” and so there are no unpaired fermions. We can build a state where the consecutive
“−” domains are between sites (i1, j1), (i2, j2), . . . , (iNd , jNd):
|ψ〉 =
Nd∏
l=1
F(il,jl)|+〉, (3.14)
where Nd is the number of “−” domains and
F(i,j) = Fj−1,jFj−1,j−2 . . . Fi+1,i+2Fi,i+1. (3.15)
Note that F(il,jl) for different l commute since the domains do not touch. Using the prop-
erties of plaquette operators, |ψ〉 in (3.14) is a normalized state with is(il,jl)γilγjl ∼ 1 and
is(il,jl)γ¯il γ¯jl ∼ 1 on |ψ〉. Here, s(i,j) = sj−1,jsj−1,j−2 . . . si+1,i+2si,i+1. Eq. (3.14) is just one
state in the fermion Hilbert space corresponding to the fixed boundary spin configuration.
Further, it is more convenient to work with the basis of states where the fermion occupation
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number ni = c
†
ici =
1
2
(1 + iγiγ¯i) of each unpaired fermion is specified. Suppose we want to
build a state with the domain structure as above and occupation numbers nil , njl ∈ {0, 1}.
For a domain (il, jl) we can do this by acting with operators
Bil(nil , njl) =

√
2c†ilcil , nil = 1, njl = 0√
2cilc
†
il
, nil = 0, njl = 1√
2s(b,il)cil , nil = 0, njl = 0√
2s(b,il)c
†
il,
nil = 1, njl = 1
(3.16)
on |ψ〉 in Eq. (3.14). Here b is an arbitrary (but fixed) “basepoint” whose purpose will
become clear shortly. One can check that Bil |ψ〉 is a normalized state with the desired
properties. To generalize to an arbitrary state,
|{(il, jl)}; {nil , njl}〉b =
Nd∏
l=1
Bil(nil , njl)
Nd∏
l=1
F(il,jl)|+〉, (3.17)
where the operators in the first product are ordered with smaller l on the left. An important
technical point is that we select an order of the consecutive “−” domains such that (i1, j1)
is the first “−” domain fully to the right of the base-point b (this includes the case when
i1 = b). Under a change of base-point,
|{(il, jl)}; {nil , njl}〉b+1 = (sb,b+1u)N |{(il, jl)}; {nil , njl}〉b. (3.18)
Here N is the fermion number, which we always count relative to that of the |+〉 state. The
phase u = −1 if b is the beginning of a “ − ” domain (i = b, j) such that ni = nj = 0 or
ni = nj = 1. Otherwise, u = 1. Note that in the even fermion sector the states (3.17) are
independent of the basepoint, while in the odd fermion sector they transform by a phase.
Note that the numbers ni, nj ∈ {0, 1} are defined only on sites corresponding to unpaired
fermions. It is convenient to work in an enlarged Hilbert space, where we place a spin 1 on
each site i of the lattice. If there is a domain wall at site i, i.e. τ zi−1,iτ
z
i,i+1 = −1, we let Szi = 1
if ni = 1 and S
z
i = −1 if ni = 0. If there is no domain wall on site i, i.e. τ zi−1,iτ zi,i+1 = 1 then
Szi = 0. Thus, S
z
i satisfies the constraint:
(−1)Szi = τ zi−1,iτ zi,i+1. (3.19)
This constraint exactly agrees with the Gausses law (2.24) we found in section II. Note
that the total fermion number N = 1
2
Sz, where the total spin Sz =
∑
i S
z
i must always be
even. We define states in this enlarged Hilbert space as follows. In the even fermion parity
(Sz = 0 (mod 4)) sector, we simply assign
|{Szi , τ zi,i+1}〉b = |{(il, jl)}; {nil , njl}〉b, N − even. (3.20)
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In the odd fermion parity sector(Sz = 2 (mod 4)) we let
|{Szi , τ zi,i+1}〉b = v|{(il, jl)}; {nil , njl}〉b, N − odd, (3.21)
with
v = 1, τ zb−1,b = +1,
v = iSzjNd
, τ zb−1,b = −1. (3.22)
Note that SzjNd
= ±1, and if τ zb−1,b = −1 and τ zb,b+1 = 1 then jNd = b, while if τ zb−1,b =
τ zb,b+1 = −1 then jNd is just the end-point of the “−” domain that crosses b. The reason for
introducing the phase v is that now we have the simple transformation law under base-point
change:
|{Szi , τ zi,i+1}〉b+1 = sb,b+1e−ipiS
z
b /2|{Szi , τ zi,i+1}〉b, N − odd. (3.23)
D. Operators
We now describe how various operators act in the “bosonized” Hilbert space. We begin
with the plaquette operators Fi,i+1. Proceeding as in appendix B of Ref. 14, we find for N
- even,
Fi,i+1 =
(
1
2
(1− τ zi−1,iτ zi+1,i+2) +
1
2
√
2
(1 + τ zi−1,iτ
z
i+1,i+2)
)
1
2
(S−i τ
x
i,i+1S
+
i+1 + S
+
i τ
x
i,i+1S
−
i+1),
N − even, (3.24)
while for N - odd, we have the same expression except when i = b− 1,
Fb−1,b =
(
1
2
(1− τ zb−2,b−1τ zb,b+1) +
1
2
√
2
(1 + τ zb−2,b−1τ
z
b,b+1)
)
1
2
(−iS−b−1τxb−1,bS+b + iS+b−1τxb−1,bS−b ),
N − odd. (3.25)
Note that here and below, unless otherwise specified, we assume the base-point b on all
our basis states |{Szi , τ zi,i+1}〉b. The terms proportional to 12(1− τ zi−1,iτ zi+1,i+2) in Eqs. (3.24),
(3.25) control domain wall motion while the terms proportional to 1
2
(1+τ zi−1,iτ
z
i+1,i+2) control
domain wall pair creation/annihilation. Note that Fi,i+1 commutes with the constraint
(3.19), as necessary. Also, to go between the even and odd fermion parity sector, we thread
flux pi/2 of U(1)Sz symmetry. The form of Fi,i+1 essentially matches the Hamiltonian Hi,i+1,
Eqs. (2.28), (2.29) of section II, with the basepoint b = 1. (There is a
√
2 difference in the
relative amplitude of domain wall moving and domain wall creating terms, however, this
can be adjusted without breaking the symmetry.)
Next, we discuss the form of fermion operators ci, c
†
i projected into the constrained
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subspace Vc. Proceeding as in appendix C of Ref. 14, we find
s(b,i)ci =
(S−i )
2
2
exp
(
∓pii
2
i−1∑
j=b
Szj
)(
(1 + τ zi−1,i)(1− τ zi,i+1)
4
∓ (1− τ
z
i−1,i)(1 + τ
z
i,i+1)
4
)
,
s(b,i)c
†
i =
(S+i )
2
2
exp
(
∓pii
2
i−1∑
j=b
Szj
)(
(1 + τ zi−1,i)(1− τ zi,i+1)
4
± (1− τ
z
i−1,i)(1 + τ
z
i,i+1)
4
)
.
(3.26)
Here the top and bottom signs in Eqs. (3.26) correspond to ci, c
†
i acting on states with
even and odd fermion parity, respectively. It is easy to check the following anticommutation
relations: {ci, cj} = 0, {c†i , cj} = δij(Szi )2. Note that for i = j the last anticommutator
differs from the canonical one. This is due to the fact that operators ci are first projected
onto the constrained Hilbert space Vc.
We note that the fermion operators (3.26) agree up to an overall phase with the JW
transformed fermion operators of section II (see appendix A).
E. Symmetry action
We may derive the action of the Z2 symmetry U in Eq. (3.2) on the bosonized states as
follows. First, we note that U |+〉 = |−〉 where |−〉 = Fb−1,bFb−2,b−1 . . . Fb+1,b+2Fb,b+1|+〉 is a
state with all τ zi,i+1 = −1 and hence all Szi = 0.
We now consider the action of U on a state |ψ〉 with consecutive “−” domains (ik, jk),
k = 1 . . . Nd, and corresponding occupation numbers nik , njk ∈ {0, 1} (i.e. Szik = 2nik − 1,
Szjk = 2njk − 1). Since U does not change Szi we can choose a convenient basepoint, e.g.
b = i1. We, thus, have
|ψ〉 =
Nd∏
l=1
Bil(nil , njl)
Nd∏
l=1
F(il,jl)|+〉. (3.27)
(Since τ zi1−1,i1 = +1, there is no extra phase factor v, (3.22), even in the odd fermion parity
sector). Acting with U and recalling that the operators ci and Fi,i+1 are Z2 even,
U |ψ〉 =
Nd∏
l=1
Bil(nil , njl)
Nd∏
l=1
F(il,jl)|−〉. (3.28)
We may now directly evaluate the RHS of the above equation by using the bosonized forms
(3.24) and (3.26). First,
Nd∏
l=1
F(il,jl)|−〉 =
1
2Nd/2
∑
λl=±1
|{(il, jl)}+; {Szil = λl, Szjl = −λl}〉. (3.29)
Here the index l ranges from 1 to Nd. Further, |{(il, jl)}+; {Szil = λl, Szjl = −λl}〉 denotes
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a state |{Sz, τ z}〉 where τ z = 1 in the domains (il, jl), and τ z = −1 otherwise. Szm takes
the values above for m = il, jl, and S
z
m = 0 otherwise. After acting on (3.29) with the
B product on the RHS of (3.28) only one term in the sum over λl survives: if nik 6= njk
then λk = 2nik − 1, otherwise if nik = njk , λk = −(2nik − 1). We, thus, focus on just this
term. Then after acting with the terms l = k + 1 . . . Nd in the B-product in Eq. (3.28),
up to an overall factor, we get a state with “+ ”domains {(il, jl)} and Szil = λl, Szjl = −λl
for 1 ≤ l ≤ k, and Szil = 2nil − 1, Szjl = 2njl − 1 for k + 1 ≤ j ≤ Nd. Thus, once all B’s
in Eq. (3.28) act, up to a phase, we get a state with the same Szi as the original state |ψ〉
and all the τ z’s flipped. It just remains to compute the phase accumulated during the B
action. Let’s focus on the l = k term in the B-product. If nik 6= njk we get no phase. If
nik = njk = 0 (nik = njk = 1), we are acting with
√
2si1,ikcik (
√
2si1,ikc
†
ik
). We now use
Eq. (3.26). The string exp
(
∓pii
2
∑ik−1
m=i1
Szm
)
does not contribute as the sum in the exponent
is zero, and we only pick up (−1)Nk+1 for cik and (−1)Nk for c†ik . Here, Nk is the fermion
parity of the state being acted upon. By the above discussion Nk =
∑Nd
l=k+1(nil + njl − 1).
Thus, the phase picked up during the action of the l = k term is
(−1)(nik+njk−1)(Nk+nik−1) (3.30)
and the total phase is (−1)
∑Nd
k=1(nik+njk−1)(Nk+nik−1). After some algebra this reduces to
(−1)N(N−1)/2 where N = ∑Ndl=1(nil + njl − 1) is the total electron number. This further
reduces to (−1)N/2 for even N , and −iepiiN/2 for odd N . We, thus, recover Eq. (2.26) of
section II.
F. Comparison to Section II
We see that our boundary model in this section matches the “S = 1” Hilbert space, opera-
tor and symmetry action of section II D. (We remind the reader that here we are focusing only
on U(1) and unitary Z2 symmetry, and not time-reversal.) While from the bulk+boundary
construction in this section it may appear that one must work in a constrained Hilbert space
to describe the boundary, we saw in section II that this is not necessary: one can work in
an unconstrained local tensor product fermionic Hilbert space. The “S = 1” Hilbert space
is then obtained by adding the term Hu, Eq. (B1), to the Hamiltonian and taking u→∞.
IV. DISCUSSION
In this paper, we’ve shown that the edge of a QSHI can be mimicked in a 1d lattice model
with a local tensor product Hilbert space of finite site dimension. It is interesting what other
(super)cohomology phases with continuous symmetry groups share this property.
Our work also leaves open the following question. For 2d supercohomology SPT phases
with a finite symmetry group G × Zf2 it is possible to construct a finite depth unitary V
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acting on a Hilbert space of finite site dimension that maps the trivial product state into
an SPT ground state, with the property that V commutes with the symmetry (but V is
not a product of symmetric local unitaries.)[23, 28] The existence of such a unitary V , in
fact, guarantees that the edge can be mimicked without the bulk by employing a non-onsite
symmetry.[7] It is, thus, interesting, whether such a unitary V exist for the QSHI and, more
broadly, for other SPT phases with a continuous symmetry group. Further, if V exists then
there is a full commuting projector Hamiltonian realizing the SPT - a property, which may
allow one to many-body localize the SPT (assuming that many-body localization exists in
dimensions larger than one.) We leave these questions for future work.
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Appendix A: Bosonization of fermion operators
In this appendix we discuss the fermion operators in the treatment of section II. This will
be useful in making a comparison to the bulk+edge construction of section III. We begin in
the setting of section II by defining
Cj =
1
2
((−1)gj−1,j(gj,j+1+1)γj + iγ¯j). (A1)
Cj is a local fermion operator, obeying {Cj, C†k} = δjk. Also,
n˜j = C
†
jCj −
1
4
(1− τ zj−1,jτ zj,j+1). (A2)
Thus, [N,Cj] = −Cj. Also, [U,Cj] = 0. Thus, Cj has the same quantum numbers as ψR in
(1.4).
After the JW transformation (2.16) and unitary rotation (2.18), we obtain
Cˆj = exp(−pii
j−1∑
k=1
ˆ˜nk)(−i)[gj−1,j+gj,j+1](−1)gj−1,jµ−j , N − even,
Cˆj = exp(pii
j−1∑
k=1
ˆ˜nk)(−i)[gj−1,j+gj,j+1]µ−j , N − odd. (A3)
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If we restrict Cˆj to the “spin 1” subspace (ground state subspace of Hu in Eq. (2.23)), then
Cˆj = −is(1,j)cj, (A4)
with cj - the operator in Eq. (3.26) obtained via the bulk + boundary construction in section
III. Thus, we see that the fermion operators in the two approaches match.
Appendix B: 1d Hamiltonian in fermionic variables
Here, we write the Hamiltonian (2.28), (2.29) in the original fermionic variables of sec-
tion II A. First, we recall that this Hamiltonian acts in the ground-state subspace of Hu,
Eq. (2.23), which can be written in original variables as
Hu = u
∑
i
c†ici(1 + τ
z
i−1,iτ
z
i,i+1). (B1)
Next Eqs. (2.28), (2.29) become:
Hi,i+1 = H
1
i,i+1 +H
2
i,i+1 (B2)
H1i,i+1 = −
J
4
(
(1− c†ici)(1− c†i+1ci+1)− isi,i+1c†ic†i+1
)
τxi (1 + τ
z
i−1,iτ
z
i,i+1)(1 + τ
z
i,i+1τ
z
i,i+2) + h.c.,
H2i,i+1 = −
J
4
(
(1− c†ici)(1− c†i+1ci+1) + si,i+1c†ic†i+1
)
τxi (1 + τ
z
i−1,iτ
z
i,i+1)(1− τ zi,i+1τ zi,i+2) + h.c.
(B3)
Here, H1 creates/destroys pairs of domain walls, and H2 moves domain walls. It is easy to
check that H1i,i+1 and H
2
i,i+1 commute with N (2.2), U (2.3) and TNK (2.8).
Appendix C: Anomaly cocycle
Here we sketch some steps in the derivation of Eq. (2.61). We begin by writing down the
restriction of operators U r(g˜) to an interval i ∈ [1, `]:
U r(g˜) = (U r)g1eig3Nr(T rNK)g2 (C1)
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where g1, g2 ∈ {0, 1}, g3 ∈ [0, pi) and
U r =
(
`−1∏
j=1
τxj,j+1
)(
`−1∏
j=2
e−
ipi
4
[gj−1,j+gj,j+1]
)(
γg121
[
`−1∏
j=2
γ
gj−1,j+gj,j+1
j
]
γ
g`−1,`
`
)
, (C2)
N r =
`−1∑
j=2
n˜j, (C3)
T rNK =
(
`−1∏
j=2
(−1)gj,j+1c†jcj
)
T0. (C4)
Terms with smaller j come to the left in the product in square brackets in (C2).
With the definition above, computing U r(g˜)U r(h˜) and comparing to U r(g˜h), we obtain,
L(g, h) = i(g1h1−g2h1+λ
1(g,h))g12γg1h11 (−1)λ(g,h)c
†
1c1 , (C5)
with λ(g, h) given by Eq. (2.60) and
λ1(g, h) = 〈g3 + (−1)g2h3〉 ∈ Z. (C6)
This yields σ(g, h) = g1h1. Conjugating with U r(g),
gL(h, k) = (i(−1)g2)(h1k1−h2k1+λ1(h,k))(g12−g1)γh1k11 (−1)λ(h,k)c
†
1c1 . (C7)
Next, computing w3(g, h, k) from (2.54) we find
w3(g, h, k) = i
g1(h1k1+(−1)g2h2k1+(−1)g2λ1(h,k))(−1)g2h1k1+g1h1h2k1+(g1+h1)λ1(g,h)k1+g1(h1+k1)λ1(h,k).
(C8)
Performing a gauge transformation, w′3 = w3(dTγ), with
γ(g, h) = exp
(
pii
4
(g2h1 + 2g1g2h1 + 2[g1 + h1]λ
1(g, h))
)
, (C9)
we obtain
w3(g, h, k) = i
g1h1k1+λ1(g,h)k1 , (C10)
in agreement with Eq. (2.61).
Appendix D: Boundary of a general supercohomology 2d SPT with a finite sym-
metry group Gf .
In this appendix we construct the boundary symmetry action for any 2d supercohomology
fermion SPT with a finite symmetry group Gf . As explained in section II F, it is useful to
form the group Gb = Gf/Zf2 and find the associated cocycle λ ∈ H2(Gb,Z2), (2.51). Then
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the non-onsite boundary symmetry is characterized by two pieces of algebraic data: σ ∈
H2(Gb,Z2) and w3 ∈ C3(Gb, U(1)) satisfying Eq. (2.55) and modulo gauge transformations
(2.56).
We let the boundary Hilbert space be a 1d chain with complex fermions ci living on
sites i = 1 . . . L, and group elements gi,i+1 ∈ Gb living on links. As before, we split ci into
Majorana fermions (2.1). For g ∈ Gb, we let
U(g˜) =
L∏
i=1
U0i,i+1(g)
L∏
i=1
w˜−13 (g, gi−1,i, g
−1
i−1,igi,i+1)
L∏
i=1
γ
σ(g,gi−1,i)+σ(g,gi,i+1)
i
L∏
i=1
(−1)λ(g,gi,i+1)c†i ci T ρ(g)0 .
(D1)
Here U0i,i+1(g) acts only on link (i, i+1): U
0
i,i+1(g)|gi,i+1〉 = |g ·gi,i+1〉. The terms with smaller
i come to the left in the γ product. ρ(g) = 1 if g is time-reversing and ρ(g) = 0 otherwise.
The factor w˜3 is defined to be
w˜3(g, h, k) = w3(g, h, k)(−1)(σ(g,hk)+λ(g,hk))σ(h,k). (D2)
One can check that U(g˜), indeed, satisfies the algebra (2.51).
We next check that U(g˜) defined above is, indeed, characterized by the data σ and w3
that went as input into (D1). We form the restriction of U(g˜) to the interval i ∈ [1, `] as
follows:
U r(g˜) =
`−1∏
i=1
U0i,i+1(g)
`−1∏
i=2
w˜−13 (g, gi−1,i, g
−1
i−1,igi,i+1)
× γσ(g,g12)1
`−1∏
i=2
γ
σ(g,gi−1,i)+σ(g,gi,i+1)
i γ
σ(g,g`−1,`)
`
`−1∏
i=2
(−1)λ(g,gi,i+1)c†i ci T ρ(g)0 . (D3)
Computing U r(g˜)U r(h˜) we extract L(g, h) in Eq. (2.53):
L(g, h) = γ
σ(g,h)
1 (−1)λ(g,h)c
†
1c1w3(g, h, (gh)
−1g12)(−1)λ(g,h)σ(gh,(gh)−1g12)+σ(g,g−1g12)σ(h,(gh)−1g12).
(D4)
From this we learn that σ is, indeed, the two-cocycle characterizing the non-onsite symmetry.
Finally, from Eq. (2.54) we find that w3 is, indeed, the three-cochain characterizing the non-
onsite symmetry.
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