Mechanistic analyses based on improved imaging techniques have begun to explore the biological implications of chromatin movement within the nucleus. Studies in both prokaryotes and eukaryotes have shed light on what regulates the mobility of DNA over long distances. Interestingly, in eukaryotes, genomic loci increase their movement in response to double-strand break induction. Break mobility, in turn, correlates with the efficiency of repair by homologous recombination. We review here the source and regulation of DNA mobility and discuss how it can both contribute to and jeopardize genome stability.
The Not-Quite-Random Walk of Chromatin Chromatin is often depicted as a static entity comprising DNA wrapped around histone octamers organized in the form of arrays. Constant changes in the composition of nucleosomes, posttranscriptional modifications of histones, and shifts in nucleosome positioning (Campos and Reinberg, 2009; Segal and Widom, 2009 ) ensure that chromatin is dynamic. In addition, recent studies argue that the physical movement of the chromatin fiber itself is an important element of chromatin dynamics. Indeed, chromatin in the interphase nucleus moves constantly, not only due to temperature-dependent Brownian motion. Here, we review new findings that shed light on the mechanisms that promote DNA movement as well as its biological implications.
In the 1990s, the development of a nonmultimerizing green fluorescent protein (GFP)-Lac repressor (Lacl) fusion that could bind lacO arrays integrated in the yeast genome opened the door to microscopic analysis of the position of chromosomal loci in living cells (Robinett et al., 1996) . The LacI-lacO system was followed by development of a TetR-TetO tagging pair (Michaelis et al., 1997) and the coupling of these to a GFP-pore protein fusion (Heun et al., 2001a (Heun et al., , 2001b . This made it possible to track the movement of tagged chromosomal loci accurately, independent of nuclear movement. In these systems, the GFPfused repressors concentrate at their cognate operator sites, generating a visible fluorescent spot. Other methods that track chromatin in living cells rely on the incorporation of fluorescently labeled deoxy-or ribo-NTP analogs (for example, Zink et al., 1998) or on the expression of photoactivatable fluorescent proteins linked to histones (Kruhlak et al., 2006; Wiesmeijer et al., 2008) . Although these avoid the use of bacterial operator arrays, they do not allow one to score the dynamics of specific chromosomal loci.
Once the movement of a lacO-tagged locus is captured by time-lapse microscopy, the character of the movement can be quantified using a mean-squared displacement (MSD) analysis (Berg, 1993) . Multiple time-lapse series of a given locus are acquired and are used to calculate the average of the squared distance covered by that locus, which is, in turn, plotted against increasing time intervals (Figure 1 ). In brief, MSD = < (x t -x t+Dt ) 2 > where t is time and x is the position of a moving fluorescent spot. This method of analysis is highly robust as it averages a large number of data points to generate quantitative movement parameters such as the diffusion coefficient and radius of constraint (Rc).
The diffusion coefficient of a particle moving in a random Brownian walk is directly proportional to the initial slope on an MSD graph, and it scales with time (Berg, 1993) . However, as time intervals increase, the mean square of the movement (MSD) curve will plateau because of the constraint or confinement imposed by the nuclear sphere (that is, a moving chromosomal locus will not move beyond the confinement of the nuclear envelope, regardless of the time interval queried) (Figure 1 ). From the plateau reached by the MSD curve over time, one can calculate the radius of the constrained volume within which the particle moves.
Using this model for single genomic locus movement, early experiments suggested that the diffusion coefficient of chromatin movement ranges from 10 À4 to 10 À3 mm 2 /s, which-remarkably-seemed to hold true for bacteria and yeast as well as Drosophila and mammalian cells, regardless of the precise tracking method used or the range of nuclear sizes (Bornfleth et al., 1999; Chubb et al., 2002; Heun et al., 2001b; Marshall et al., 1997; Neumann et al., 2012; Vazquez et al., 2001; Weber et al., 2012) . In a pioneering work, Marshall et al. (1997) showed that chromatin movement appears to be a constrained random walk. More recent studies indicate that the movement of chromosomal loci in bacteria, yeast, and mammalian cells does not fully recapitulate a Brownian random walk (Bornfleth et al., 1999; Neumann et al., 2012; Weber et al., 2010 Weber et al., , 2012 . Both intrinsic and external constraints appear to restrict movement, causing it to appear nonrandom. On the other hand, the movement of an excised, extrachromosomal ring of yeast chromatin is indistinguishable from a random walk trajectory (Neumann et al., 2012) .
The Stokes-Einstein equation: D = k B T=6pha, in which k B is the Boltzmann constant, h is the viscosity of the liquid, and a is the size of the moving particle, dictates that, if chromatin movement were Brownian, the diffusion coefficient (D) would be directly proportional to the temperature (T) in degrees Kelvin (Weber et al., 2012 ). This has been tested in both yeast and bacteria by determining the diffusion coefficient at different temperatures and checking for a linear relationship. Movement of a bacterial locus has been determined at temperatures ranging from 10 C (283 K) to 30 C (303 K). The expected change in diffusion coefficient should be around 7% for Brownian motion within this temperature range, yet a 2-fold increase is calculated (Weber et al., 2012) . This argues that DNA motion is superthermal. Similarly, unexpectedly large changes in mobility are scored for tagged loci in yeast for temperature shifts from 25 C to 37 C (Neumann et al., 2012) . This, coupled with the fact that locus movement in yeast is significantly affected by the level of glucose in the media and by the presence of protonophores that collapse mitochondrial and plasma membrane potentials (Gartenberg et al., 2004; Heun et al., 2001b; Marshall et al., 1997) , argues strongly that ATP is likely to be involved in chromatin movement. This effect of ATP depletion is also observed in mammalian cells (Chubb et al., 2002) .
In addition to the nonlinear effects of temperature, which argue against pure Brownian motion, studies in bacteria identify a drag on moving genomic loci that cannot be explained by the principles of Brownian motion (Weber et al., 2010) . Earlier, eukaryotic loci had been observed to undergo spring-like-and thus nonrandom-movements, visualized as ''large'' unidirectional steps (>0.5 mm in <10 s) in yeast, that are often followed by similar movement in the opposite direction (Heun et al., 2001b) . The analysis of chromatin dynamics in Drosophila spermatocytes revealed that tagged loci have a tendency to move in one direction and then return to their previous location (Vazquez et al., 2001) . Based on such observations and on computer simulations, it has been proposed that chromosomal movement is best explained by fractional Langevin motion, in which an elastic, semiviscous milieu (i.e., the nucleoplasm) ''pushes back'' on the moving particle, possibly accounting for this irregular, spring-like movement (Weber et al., 2010) .
A further source of drag on chromatin diffusion comes from the contiguity of the chromatin fiber itself. As mentioned above, when a chromosomal domain is excised from a chromosome forming an extrachromosomal ring of chromatin, the diffusion coefficient doubles and the Rc becomes identical to the radius of the nucleus (Gartenberg et al., 2004) . It was concluded that the flanking chromosomal DNA and the context of a tagged locus within the linear molecule of chromosomal DNA restrict chromatin movement. A comparison of actual movement with computer simulations shows that the MSD curve of the excised particle fits exactly that of a simulated random walk, with a radius the same as that of the nucleus-0.9 mm-whereas the integrated locus exhibits additional constraint (Neumann et al., 2012) . Some constraint likely arises from natural chromosomal anchorage sites, such as centromere tethering to the membrane-associated spindle pole body, the interaction of telomeres to structural proteins of the nuclear envelope, or the association of stress-induced genes with pores (Cabal et al., 2006 ; MSD values are derived from determining the distance moved by a particle over increasing time intervals, Dt. In other words, (X t -X t+Dt ), where X is the position at time t. The top depicts a characteristic MSD plot for a random walk where the slope (m) equals the diffusion coefficient (D) times twice the number of dimensions in which movement is measured (d). The middle panel shows the shape of a MSD graph in cases where the motion is directional. The mobility of a particle moving according to Brownian motion within confined space will generate a curve that levels off at larger time intervals (bottom). In this case, the plateau (p) that the curve reaches is equal to the square root of 2/5 times the number of dimensions (d) times the radius of constraint (Rc) (Neumann et al., 2012) . Gartenberg et al., 2004; Hediger et al., 2002; Taddei and Gasser, 2012; Taddei et al., 2006 Taddei et al., , 2010 Zimmer and Fabre, 2011) . The association of mammalian loci with the nucleolus can also constrain locus movement (Chubb et al., 2002; Wiesmeijer et al., 2008) , and, in telomerase-deficient ALT cells (alternative lengthening of telomeres ), telomeres appeared to be tethered to promyelocytic leukemia (PML) bodies (Molenaar et al., 2003) .
In conclusion, the mobility of a DNA locus in the interphase nucleus can be considered as nondirected motion that fluctuates with ATP levels and depends disproportionately on temperature. The constraint on DNA stems from the chromatin fiber itself, the nature of the nucleoplasm, and protein-protein interactions that anchor loci to nuclear structures.
Cellular Mechanisms that Regulate Chromatin Movement DNA mobility changes during the cell cycle and during development, which raises the possibility that it may be regulated. For instance, cultured Drosophila spermatocytes display two modes of movement during premeiotic development. Whereas larger changes in positions are observed early in differentiation, more constrained motion is detected in mature spermatocytes (Vazquez et al., 2001 ). For tagged loci in yeast, less movement is observed in S phase than in G1 phase nuclei, a drop that correlates inversely with the number of active replication forks and possibly also with dNTP levels (Heun et al., 2001b) . In mammals, results obtained by visualizing chromosomal regions using a photoactivatable histone fusion suggest that no change in mobility occurs between cells in mid-and late G1, S, and G2 (Walter et al., 2003; Wiesmeijer et al., 2008) . It appeared, however, that there is significantly more mobility early in G1, as compared to later stages of the cell cycle. Indeed, measuring the distance between chromosome territories labeled with dNTP analogs shows that chromosome territories can move over distances ranging between 0.47 and 4.44 mm in early G1, whereas at later cell-cycle stages, the distances observed are only within 0.25 to 2.11 mm (Walter et al., 2003) . Taken together, these results argue that the mobility of a chromosomal locus is under the control of biological, as well as physical, parameters.
In some instances, changes in transcriptional activity are correlated with the nuclear position of a locus. For example, yeast telomeres, which silence nearby genes, are found at the nuclear periphery, where they are anchored through an interaction of the silencing machinery with the nuclear envelope (Gartenberg et al., 2004; Gotta et al., 1996; Taddei and Gasser, 2012; Taddei et al., 2004; Zimmer and Fabre, 2011) , while active genes can be tethered to nuclear pores (Cabal et al., 2006; Casolari et al., 2004; Egecioglu and Brickner, 2011; Taddei et al., 2006) . It was hypothesized that an increase in transcriptional output might enhance the mobility of a locus to facilitate its relocalization to the appropriate nuclear compartment. This agrees with experiments by Chuang et al. (2006) , who have shown that the activation of transcription by targeting the viral transactivator VP16 to a heterochromatic transgene array in mammalian cells leads to long-range directional movement perpendicular to the nuclear membrane. This experiment establishes a link between transcriptional activation, decompaction, and the mobility of chromatin and provides a striking example of non-Brownian motion. Similarly, the targeting of a fusion of LexA-VP16 fusion to a nontelomeric locus in yeast increases both transcriptional activity and movement, scored as the radius of constraint and number of large steps (Neumann et al., 2012) . Moreover, the targeting of this same transcriptional activator to an otherwise silent telomeric locus shifts it away from the nuclear envelope Taddei et al., 2006) .
Although these examples link transcriptional control with movement, there are many examples in which transcription and mobility can be uncoupled. For example, the highly transcribed genes that associate with nuclear pores become anchored and are therefore highly constrained (Cabal et al., 2006; Taddei et al., 2006) . In contrast, a transcriptionally silent chromatin ring can diffuse freely throughout the nucleus if the proteins necessary for its anchoring to the nuclear envelope are missing (Gartenberg et al., 2004) . Most significantly, the directed binding of a LexA-Gal4 fusion protein to a promoter can increase its transcriptional output without altering chromatin movement (Neumann et al., 2012) , and both genetic and chemical inhibitors of transcriptional elongation failed to alter chromatin mobility in yeast (Neumann et al., 2012 ; A. Taddei, F.R. Neumann, and S.M.G., unpublished data). Pliss et al. (2009) demonstrated that transcription does not correlate with chromatin movement in cultured mammalian cells, and others have shown that chromatin moves similarly whether or not it binds CFP-SUV39H1, an enzyme that methylates histone H3 lysine 9 (H3K9) in heterochromatin (Wiesmeijer et al., 2008) . In brief, transcriptional activation and repression are not obligatorily linked to either movement or tethering, even though transcription can correlate with enhanced movement in specific cases.
If transcription can be uncoupled from locus mobility, then what drives chromatin movement and why is it sensitive to ATP levels? One ATP-dependent activity that correlates with transcription in a context-dependent manner is nucleosome remodeling. For example, the activation of the yeast PHO5 promoter coincides with the removal of nucleosomes from the promoter region by two nucleosome remodeling complexes, Swi2/Snf2 and INO80 (Barbaric et al., 2007; Steger et al., 2003) . When PHO5 is tracked by the LacI-lacO system during its activation, the open chromatin structure shows an increased diffusion coefficient and a larger Rc (Neumann et al., 2012) . In the presence of phosphate, on the other hand, which represses PHO5 transcription by preventing the removal of nucleosomes in the promoter, the diffusion coefficient and Rc were smaller. Furthermore, deleting ARP8, which encodes a subunit of the INO80 nucleosome remodeler, severely reduces transcriptional output, provokes a failure to respond to phosphate levels, and leads to a nucleosomal structure in the promoter that is only partially accessible (Barbaric et al., 2007; Steger et al., 2003) . If chromatin structure were responsible for the mobility of this locus, one would predict that the locus would have an intermediate level of motion and would not respond to phosphate levels in an arp8 mutant. This, indeed, was the case (Neumann et al., 2012) . These findings argue that nucleosome remodeling at the endogenous PHO5 locus correlates tightly with induced locus mobility.
Nucleosome remodelers are characterized by the presence of a large ATPase subunit of the Snf2 family, which typically associates with numerous accessory subunits and influences virtually all DNA-based transactions. Not surprisingly, recent work has begun to examine the impact of remodelers on DNA mobility in contexts other than transcription (Clapier and Cairns, 2009; Dion et al., 2010; Lans et al., 2012) . Specifically, the recruitment of the INO80 remodeler, which helps remodel nucleosomes at double-strand breaks (Morrison et al., 2004; Tsukuda et al., 2005; van Attikum et al., 2004) , increases the Rc of an undamaged locus to which it is targeted without increasing transcription (Neumann et al., 2012) . The effect is entirely dependent on the Ino80 catalytic subunit, as the targeting of a mutant that cannot bind ATP fails to increase chromatin mobility (Neumann et al., 2012) . Moreover, the targeting of another remodeler, the Swi2/Snf2 ATPase complex, did not promote movement in a similar manner. It is unclear why this is the case, but it may reflect differences in biochemical activities of the two enzymes or an absence of cofactors or histone modifications at the loci tested. Given that there are 17 Snf2-type ATPases in yeast and 53 in human (Flaus et al., 2006) , it is attractive to imagine that different chromatin remodelers alter chromatin mobility in different ways, regulating long-range chromatin movement while they alter local nucleosomal organization.
Mobility of Damaged DNA
There are several ways of probing for the mobility of damaged DNA. One is to introduce specific patterns of DNA damage, for example, with a linear UV light or ionizing radiation (IR) tracks and fixing the cells at several time points after damage induction (e.g., Aten et al., 2004) . Immunofluorescence against specific DNA repair markers can then be applied to see whether the linear track has changed its shape (e.g., Jakob et al., 2011) . Alternatively, live-cell imaging can be used after damage induction to watch the diffusion of a repair factor of choice fused to a fluorescent protein. This assay, when coupled to discrete patterns of DNA damage tracks, tends to be qualitative because discrete particles to track are not present. However, randomly induced damage by IR or DNA-damaging drugs lead to discernible repair foci (Haaf et al., 1995) , which can be followed using the same single-particle tracking described above for lacO-tagged chromosomal loci. Finally, for site-specific damage, one can label the genomic site to be damaged with bacterial operators (e.g., Nagai et al., 2008; Soutoglou et al., 2007) . This is particularly useful as the differences in mobility between the same damaged and undamaged locus can be addressed. It is, however, limited to double-strand breaks and for a specific protein-DNA adduct in yeast (Nielsen et al., 2009) .
Several recent studies have investigated whether repair fociand, by extension, DNA lesions-show long-range mobility in mammalian cells. These studies have yielded mixed results. For instance, Nelms et al. (1998) showed in human cells that irradiation-induced damage imaged by an incorporation of the thymidine analog bromodeoxyuridine (BrdU) moves very little. Similar results were obtained using live-cell imaging of a single double-strand break induced by the endonuclease I-SceI (Soutoglou et al., 2007) and by tracking laser-damaged regions in photosensitized cells (Kruhlak et al., 2006) . Meanwhile, Jakob et al. (2009a Jakob et al. ( , 2009b have used IR induced by heavy ion sources to show that repair foci have similar kinetics as undamaged loci, but do not appear to be constrained over several hours, suggesting that damaged DNA could travel large distances given enough time. Finally, damage induced by a particle irradiation is highly mobile and moved over large distances within minutes (Agarwal et al., 2011; Aten et al., 2004; Krawczyk et al., 2012) . This latter situation is reminiscent of results obtained with uncapped telomeres in mouse embryonic cells (Dimitrova et al., 2008) . To reconcile this wide range of results, we propose that different types of damage, different cell lines, variable growth conditions, the specific marker protein tracked, and/or the method of visualizing movement all contribute to different results.
Two recent studies in budding yeast, in which various parameters of damage and imaging could be better controlled, showed that a single double-strand break is more mobile than the same undamaged locus Miné -Hattab and Rothstein, 2012) . In these studies, MSD analyses show that the genomic locus monitored is constrained to a Rc of about 0.4 mm, whereas after DSB induction, the Rc increases to about 0.7 mm in haploid cells and 0.9 mm in diploids. These values are similar even though one group used a haploid strain and the other used a diploid strain. The change in mobility ranged from 13% to 47% of the nuclear volume in haploid cells or from 3% to 30% in diploid cells Miné -Hattab and Rothstein, 2012) .
In yeast, specific genetic factors that affect the movement of broken DNA have been identified. Miné -Hattab and Rothstein (2012) defined that deletion of SAE2, which codes for an enzyme important in DSB end resection, has no effect on mobility save a delayed time between DSB induction and the increase in movement. These data suggest that resection, which is delayed, but not abolished, in a sae2 mutant, is required for the enhanced mobility of DSBs. Moreover, Rad51 and Rad54, two proteins that work downstream of the resection step, are required for full induction of DSB mobility but have no effect on the mobility of an undamaged locus Miné -Hattab and Rothstein, 2012) . Rad54 is a SNF2-type ATPase, like INO80, that functions in assisting strand invasion during homologous recombination (Ceballos and Heyer, 2011) . As is the case for INO80 targeting, the role of Rad54 requires its remodeling activity; a point mutant that abolishes the Rad54 ATPase activity has the same effects as a full deletion .
Impairing DSB repair is not the only way to decrease the movement of damaged chromatin. Indeed, mutating upstream components of the DNA damage response (DDR), Mec1 and Rad9 (ATR and 53BP1 in mammals), abolish the enhanced movement of DSBs . In contrast, deletion of the downstream kinase, Rad53 (homologues of mammalian ATR and 53BP1), does not, suggesting that downstream checkpoint functions do not regulate DSB mobility . It is possible that Mec1/ATR activation is required to modify another protein that acts directly on chromatin to enhance movement. We note that INO80 components are direct targets of Mec1 (Morrison et al., 2007) . Another possibility is that the DDR modifies chromatin itself, for example, by phosphorylating H2A (H2AX in mammals). This would in turn recruit remodelers, such as INO80, and scaffold proteins, including Rad9. In this way, the checkpoint kinase could change the properties of chromatin and enhance its movement by triggering a cascade of events.
The DDR also seems to affect DSB mobility in mammalian cells. Indeed, Dimitrova et al. (2008) and colleagues have shown that, when telomeres are uncapped and therefore readily confused with DSBs, their movement increases in a 53BP1-dependent manner. ATM, a key DDR regulatory kinase, is also involved in this, as ATM null cells have uncapped telomeres that show lower mobility (Dimitrova et al., 2008) , and chemical inhibition of ATM results in a similarly reduced Rc in human cells (Krawczyk et al., 2012) . Taken together, these results provide evidence that DSB movement requires DNA damage checkpoint kinases in yeast, mouse, and human.
Consistent with the idea that chromatin remodeling contributes to DNA mobility, the deletion of arp8, which impairs INO80-dependent remodeling, also leads to decreased mobility of a DSB (Neumann et al., 2012) . Although the effect was partial, other studies in cultured human cells find that inhibition of either histone deacetylases (HDACs) or histone acetyltransferases (HAT) also reduces Rc values for damaged DNA (Krawczyk et al., 2012) . Although the exact enzymes responsible for these effects are not known, the results suggest that chromatin structure may be an important regulator of the mobility of a damaged chromosomal locus, both in mammals and in yeast.
Chromatin Mobility, Homology Search, and DSB Repair DSBs can be repaired by homologous recombination (HR) or nonhomologous end joining (NHEJ). In yeast, the primary repair pathway is HR, whereas, in mammals, NHEJ predominates. During HR, a DSB needs to ''search'' for an identical template for repair (Barzel and Kupiec, 2008; Gehlen et al., 2011) . Often, a DSB is repaired by exchange with its identical sister chromatid, which is synthesized during S phase because the damaged site and undamaged template are held together by cohesin. This leads to largely error-free repair. In diploid cells, the homologous chromosome can also be used as a template, although this is riskier, as the cell can lose heterozygosity upon repair. In the rare cases in which the sister chromatid is not available as a template, a long-range search for a homologous sequence may be needed, for example, when a DSB occurs before replication or if the sister is also broken. A well-studied example of this is the repair of a regulated DSB at the budding yeast MAT locus, which encodes mating type information. Gene conversion of the cleaved MAT locus by one of two templates, HML or HMR, found at the ends of the same chromosome, allows yeast to switch its mating type as often as once per cell cycle (Haber, 2012) . Although the HM loci are preferentially used as donors, HR can also occur with a template on another chromosome (Agmon et al., 2009; Ira et al., 2003; Keogh et al., 2006) .
The search for templates on other chromosomes occurs slowly, but approaches 100% efficiency over extended periods of time (Aylon and Kupiec, 2003; Dion et al., 2012) . The question in all cases, however, is how the DSB finds its homologous partner in a vast excess of nonhomologous sequence. Although the homology search has been established as a major ratelimiting step in HR in yeast (Wilson et al., 1994) , the process itself remains poorly understood. It seems likely that chromatin movement is involved, given the requirement for cut site and template to meet (Gehlen et al., 2011) .
Recent studies show that the kinetics and efficiency of repair by recombination correlated positively with DNA mobility. For instance, targeting INO80 subunits to ectopic recombination substrate in yeast increases the rates of homologous recombination (Neumann et al., 2012) . Conversely, in rad9 mutants, which have more restricted DSB mobility, the appearance of recombination intermediates is delayed . This effect is not due to the role of Rad9 in arresting the cell cycle (Weinert and Hartwell, 1988) or in repressing resection (Chen et al., 2012; Lazzaro et al., 2008; Ngo and Lydall, 2010) . Moreover, the delayed kinetics of MAT recombination in rad9 mutants was seen only when recombination templates were found on an unlinked chromosome-that is, not when repair was effected by recombination with templates in cis-arguing that the long-range search is specifically limited by DNA mobility . In mouse embryonic stem cells, one of Rad9's orthologs, 53BP1, is required for both telomere fusion (i.e., repair by NHEJ) and the mobility of uncapped telomeres (Dimitrova et al., 2008) . Even though these data are largely correlative, we speculate that enhanced mobility facilitates DNA repair in both yeast and higher eukaryotes.
The movement of DNA damage could also be harnessed for other purposes. For example, in yeast cells, persistent DSBs are recruited to the nuclear periphery for processing, whereas DSBs that can be repaired by HR are predominantly found in the center of the nucleus (Bystricky et al., 2009; Nagai et al., 2008) . The relocalization of DSBs to different compartments of the nucleus requires that chromatin is mobile, although it is unclear whether mobility is rate limiting for the accumulation of DSBs at the nuclear periphery. Indeed, rad9-deficient cells have little difficulty shifting DSBs to the nuclear periphery (Nagai et al., 2008) , even though their mobility is low . It remains to be seen whether other factors involved in the peripheral recruitment of DSBs impact their mobility-for instance, the histone variant Htz1 (H2A.Z) (Kalocsay et al., 2009) or the conserved SUN domain protein Mps3 (Oza et al., 2009) .
In 2007, a yeast study showed that DSBs that occur within the ribosomal DNA (rDNA) accumulate outside of the nucleolus (Torres-Rosell et al., 2007) . The exclusion of DSBs from the nucleolus depends on two cohesin-like factors, Smc5 and Smc6. DNA mobility in this case could facilitate the change in nuclear location. Importantly, a similar study using live-cell imaging in Drosophila cells showed that DSBs induced by ionizing radiation are eventually excluded from large heterochromatic domains (Chiolo et al., 2011) . Here again, there is a requirement for Smc5 and Smc6, suggesting that a similar mechanism functions in yeast and flies. Strikingly, many of the factors involved in DSB mobility in yeast are also implicated in the movement of damage away from a heterochromatic domain, including the DDR and the HR machinery (Chiolo et al., 2011; Dion et al., 2012) .
In cultured human cells, ionizing radiation can be delivered in linear tracks, and mobility can be inferred by fixing the cells at different time points after damage induction and scoring deformities in the track path. By marking the damage path with an antibody against the phosphorylated form of H2AX, it was shown that the track curves around heterochromatin domains, suggesting that the DNA damage occurs within the domain but is then excluded from heterochromatin during its repair (Jakob et al., 2011) . It should be noted that a haploid yeast nucleus has an average diameter of 1.8 mm (Heun et al., 2001b) , which is similar to the size of a single heterochromatic domain in human cells. Thus, chromatin movement on the scale seen in budding yeast may be relevant to the exclusion of damaged DNA from densely packaged heterochromatin, as described in higher eukaryotes.
Chromatin Mobility: A Double-Edged Sword for Genome Stability Based on the studies summarized here, we propose a model in which chromatin remodeling activities that accompany DSB repair can be harnessed to promote recombination with ectopic sequences and/or to move away from nuclear compartments that are refractory to repair (Figure 2) . We propose that this movement derives from chromatin-remodeling enzymes and is regulated by the DNA repair machinery and the DNA damage response. Long-range movement, in the order of 1 mm in yeast, of a troublesome DNA lesion would thus promote its repair by HR and suppress the lethality provoked by an irreparable DSB (Bennett et al., 1993) . On the other hand, it could lead to loss of heterozygosity and translocations if not properly regulated. Damage movement is thus a double-edged sword that needs careful regulation to avoid genomic rearrangements. We imagine that this balance is kept by the DDR that will only modify specific downstream targets when the damage is severe enough to require a genome-wide search of a template. This model predicts that different types of DNA damage could lead to different modes of movement, depending on how the lesion is sensed and repaired. Indeed, in haploid yeast, spontaneous repair centers marked by Rad52 are confined to $6% of the nuclear volume as compared to $15% for a single protein-DNA adduct and nearly 50% for a DSB .
This model conforms well to the data obtained in yeast, but obvious problems exist in the case of mammalian cells. Clearly, given that the size of an average mammalian nucleus is much larger than a nucleus in yeast (on average, 200-to 400-fold in volume), much more movement would be required to explore nuclear space. Nonetheless, some aspects of the model may hold true. Specifically, it was shown in mammalian cells that different damaging agents lead to different degrees of repair center mobility-that is, topoisomerase-II-dependent DNA breaks move within a larger radius of constraint than IR-induced damage (Krawczyk et al., 2012) . This lesion-specific character of repair focus mobility may account for the differences seen in studies of mammalian chromatin movement; each study analyzed a different type of DNA damage. Given that many secondary tumors arise from chromosomal translocations in cancers treated with DNA-damaging drugs, it may be valuable to consider, in the design of therapeutic protocols, the diffusion properties of the different types of DNA lesions induced.
Open Questions
As the mechanisms behind chromatin mobility start to be untangled, a number of major questions remain. Is There a Cause-Effect Relationship between Chromatin Mobility and DSB Repair or Transcription? The data obtained so far on the relationship between DSB repair and transcription, on one hand, and chromatin mobility, on the other, are largely correlative. One experiment that could establish causation would be to visualize the homology search step live and, at the same time, to target a remodeler that enhances movement to the template site and see whether the pairing itself occurs faster in these conditions. A similar experiment could be done in the case of uncapped telomeres in mammalian systems to ask whether they encounter each other at higher frequencies when there is more movement (for instance, in the absence of 53BP1). In the context of transcription, one can imagine following the mobility of a locus and, at the same time, the transcriptional output. The cell line to do this experiment is available already (Janicki et al., 2004) . In this assay, the locus is tagged with a lacO array, and the RNA is tagged with a MS2 binding consensus, which is bound by the bacteriophage protein MS2 fused to a fluorescent protein. The mobility of the DNA locus can be visualized while obtaining real-time quantitative data on transcriptional output. Such studies, although challenging, will certainly yield interesting results. If the Induction of Chromatin Movement Is Intrinsic to a Subset of Nucleosome Remodelers, which of Their Functions Actually Drives Locus Mobility? Nucleosome remodeling appears to influence the movement of both damaged and undamaged chromatin. However, the changes that drive this movement remain unclear. We proposed that the displacement of nucleosomes by means of a chromatin A model for how remodeling-based nucleosome eviction might drive chromatin movement to impact both transcription and DSB repair, adapted from (Neumann et al., 2012) . Chromatin can be thought of as a polymer chain of stiff segments interspersed by flexible linkers. The stiffness of the overall fiber is determined by its persistence length, which is defined as the length of the polymer over which there is no apparent change in direction (i.e., no bending). Thus, the larger the persistence length is, the stiffer the fiber. We propose that the remodeling that occurs during transcriptional activation or during the processing of DSBs can enhance movement by inserting a flexible linker into a stiff chromatin domain. In other words, the persistence length of the chromatin domain will be smaller due to nucleosome removal in the middle of the domain. The extra flexibility will, in turn, increase the volume in which a locus can move. This can be harnessed either to enhance HR with an ectopic donor sequence or to reach a nuclear compartment conducive for transcription, repair, splicing, or export.
remodeler leads to a more flexible chromatin by disrupting the structure of the chromatin fiber. This may lead to a smaller persistence length, given that an open linker would be introduced in the midst of a higher-order structure (Neumann et al., 2012) (Figure 2) . Targeting different chromatin remodelers with different biochemical activities and interrogating their effects on nucleosome positioning near the target site may help us decipher the mechanism through which remodelers influence chromatin mobility. The generation or disruption of higher-order chromatin structures may respectively restrain or promote locus mobility.
Our model would vary in its details depending on which mode of folding is adopted the nucleosome fiber (Grigoryev and Woodcock, 2012 ). There is not enough information at the moment to identify which specific changes to chromatin structure would enhance or restrain mobility. The simplest biophysical parameter that could account for movement of a polymer fiber, however, is the flexibility of the fiber. What Is the Role of Cohesin in the Movement of Repair Foci? Cohesin holds sister chromatids together (Nasmyth, 2011) and accumulates at sites of DSBs (Unal et al., 2004) . These characteristics make it an appealing candidate to help control the movement of DSBs, especially for those that occur spontaneously during replication or when forks encounter protein-DNA adducts. In these cases, the template for HR-mediated repair is readily available in the form of an undamaged sister chromatid held in place by cohesin. Although this may well restrain mobility, cohesin is clearly not the only factor that restricts movement at DSBs. In certain conditions that allow the visualization of damaged DNA in G1 phase cells, the constraint on damage mobility is nearly identical to that observed in S phase cells, even though there is no sister-sister cohesion in G1 . Determining what effect chromatid-chromatid linkage through cohesin has on chromatin dynamics will go a long way toward elucidating the regulation of chromatin movement and its controlled release. (2012) showed that, upon DSB induction in budding yeast, there is also an increase in chromatin mobility at unrelated, undamaged loci. This is likely to depend on the dosage of damage incurred because a single DSB does not cause a similar increase at an ectopic locus in haploid cells . Although Miné -Hattab and Rothstein monitored the increase in movement in diploid cells, it is difficult to imagine mechanisms regulating chromatin mobility that are ploidy specific. Reconciling divergent results, we propose that a threshold of damage is necessary to provoke Mec1/ATR activation. Given that a DNA checkpoint response is necessary for the increase in mobility at the break itself, its propagation to other sites may be dose dependent, requiring activation of the DDR. If, indeed, sufficient damage enhances chromatin movement genome wide, then it is possible that the checkpoint kinase Mec1/ATR and its downstream cascade are directly implicated in this phenomenon. Further work with appropriate mutants is needed to identify what signals a global increase in chromatin movement in response to DNA damage. In addition to a checkpoint signaling cascade, it is conceivable that ectopic movement might also depend on chromatin remodelers or histone modifications. Finally, whatever the mechanism may be, it will be important to examine whether a global increase in chromatin mobility has functional implications for DSB repair, such as promoting the homology search required for HR (Miné -Hattab and Rothstein, 2012) . What Is the Contribution of DNA Mobility to the Genesis of Translocations? There have been two models put forth to account for the generation of recurrent carcinogenic translocations in humans, called the ''breakage first'' and ''contact first'' models (Savage, 1996) . The first model posits that breaks must occur first and then will roam throughout the nucleus until they find each other, leading to translocation between distant sites. The contact first model, on the other hand, predicts that the two breaks needed for a translocation will occur preferentially on juxtaposed chromosomes. Quite naturally, after breakage, these two sites would recombine at higher frequencies. Both of these models are extreme scenarios. Although it is unlikely that DSBs can explore an entire mammalian nucleus, given its 200 to 400 times larger volume than a typical yeast nucleus, it is also unlikely that mobility has no influence whatsoever on which DNA ends are ligated to each other. Richardson and Jasin (2000) showed unambiguously that two DSBs must occur before a translocation can be generated. It seems obvious that, even if DSBs are extremely mobile, they are still more likely to encounter break sites that occur close to their starting point rather than those that are further away. Indeed, recent large-scale studies have confirmed this, demonstrating that translocations tend to occur between sites that are spatially juxtaposed in the nucleus (Hakim et al., 2012; Zhang et al., 2012) . Arguing in favor of movement, on the other hand, Spehalski et al. (2012) showed that Myc-Igh translocations in mouse cells occur at the same frequency regardless of where the Igh is placed in the genome. Understanding what regulates DSB movement and its impact on specific recombination events is clearly important for understanding oncogenic translocations.
We note, however, that there may be other reasons that damaged sites move. It may be important that a break moves far enough to encounter a nuclear compartment that favors repair or to move away from an environment rich in repetitive elements. Moving too far, on the other hand, may generate deleterious recombination events. The mechanisms that regulate chromatin mobility may thus influence genome stability. It is an intriguing thought that one might harness these observations on how chromatin movement impacts chromosomal translocations to design cancer therapies that minimize treatmentinduced chromosome exchange.
