The yeast Cryptococcus neoformans can cause fatal infections such as meningitis. Its capsule size presents great variance under infection and different culture medium. We developed automated supervised classifications for 3 culture medium and attributes selection, which simulates the infection conditions for variances of morphologies of capsules. Different data mining techniques have been investigated, neural networks, decision tree, decision table, naive bayes etc. The results show that five approaches perform well obtaining success rate around 80%. Attributes such as ratio of area, diameter, first order and second order moments invariants of capsule and inner part of cells, do really have the better prediction ability.
Introduction
The human pathogen yeast Cryptococcus neoformans can cause infections such as meningitis. Infections are mainly found in humans with immune deficiencies, i.e. HIV-patients, transplantation patients and leukaemia patients [1] , The most significant factor of virulence is the presence of a capsule of polysaccharides around the yeast cell [1, 1, 4] . This capsule is very significant to the understanding of the pathogen capacity of the yeast 15, therefore it is necessary to measure the shape of the capsule in a fast and reliable manner.
Our one aim is to develop an automated model of classification. The other one is to determine which features are more useful besides the visible feature such as thickness of the capsule. The methods proposed in this paper classify the cells into three categories: CYPG, BYPG, LIM (see below) Comparing with other models using single methods such as wavelets, fractal theory, fuzzy set theory [9] , statistical methods, linear regression analysis, decision tree, neural network [2,and decision table [,,7] our automated model is set up based on multiple theories using features extracted from image processing [lcniqe fl*11 Because of the limited experiment conditions and methods, the success rate is still to be improved. Be careful about the consequence of For our model, we utilized negative stain images of 3 different culture medium: BYPG (1% yeast-extract Peptone Glucose medium, and the size of capsule is small), CYPG (2%, which stimulates the bigger capsule) and LIM (3% with biggest capsule, see figure 1 , explained below). Since Indian ink image (see figure 2 ) lacks the reproducibility, we utilized the nigrosine images (see figure 3) . The paper is organized as follows: In section 2, we depict automated model presenting the data collection, image preprocessing and feature extraction. In section 3, Classifiers of images using decision tree, decision table, neural network, and Naive Bayesian Methods, are presented. In section 4, we discuss our experiments, the results and present the conclusions. 
Image collection
Images were prepared using a Zesis Fluorescence Microscope with a XM12P b/w camera (Adimec 
Image preprocessing
Since yeast cell images are sometime noisy, inconsistent and incomplete, a preprocessing phase of the images is necessary to improve the quality of the images making the feature extraction phase more reliable. Preprocessing significantly also improves the effectiveness of the data mining techniques.
Firstly, images of yeast cells on the boundary not complete were deducted. Secondly, we fulfilled Image enhancement and noise removal using the kuwahara filter with round mask. Thirdly, images with too small area from immature cells were also deleted, since their biology behaviour is hard to be analyzed. At figure 5 (a), you can see that image of the cells at top right side is removed.
For image segmentation, it's target is to identify the capsule of yeast. We divided the image into inner part and the outer part using region growing method starting from 4 comers (see figure 5 ). Another task is to divide the clumped cells using watershed fuinction (see figure 6 ). Considering clumped cells may be generated by budding condition, we calculate the difference of area to determine whether to delete them. When the areas of the clumped cells are similar, they are mature enough to keep them. Otherwise we discard them. 
Feature extraction
After preprocessing and segmentation, features relating to the classification are extracted from the cleaned images. Features we selected to use mostly are moments and moments invariants [1.14 Other features are visible features from biologists such as ratio of radius, ratio of area, ratio of intensity of capsule and inner part. Using the above features set we generate derived attributes. All these extracted features are computed for each of images of binary images and gray value images respectively.
A moment of order (p+q) on gray-level image is given by equation 1.
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Where X,, , y are the co-ordinates of the region's center of gravity (centroid), which can be obtained using the following relationships.
Then seven moments invariants can be calculated:
.p= (v,ý-3v.
For the abbreviation, the skewness and kurtosis gyration along the axis we will not introduce, you can refer to the dissertation of Dr. F. Verbeek 
Mining and interpretation
After the image processing step, the extracted features are organized in a database in the form of {ImagelD), FlI, F2... Fn, Class Label) where Fl.. .Fn are n features extracted for a given image. Class Labels in our model are BYPG, CYPG and LIM as target labels. From here we committed the data mining task. To build supervised classifiers and to validate our preprocessing approach, we have car nied out a variety of techniques, including Logistic, MultilayerPerceptron, J48, De cisionTable, NaiveBayes using WEKA data mining toolý 2 2 ) . The result shows that the accuracies of the prediction models are pretty good but still can be improved for further research.
Attributes selection
Since most machine learning algorithms are designed to use the most useful attributes for making the decision, and adding irrelevant or distracting attributes to a dataset often "confuses" machine-learning systems, it is very important to deduct the attributes before the classifiers. For example, decision tree methods choose the most promising attributes to split on each point, and should in theory never select irrelevant or unhelpful attributes. Another fact we want to emphasis is that we only have 78 cells, but we have 138 attributes, it may generate overfitting problem. On the other hand, we want to testify whether the opinion of the biologists is correct.
To fulfil the tasks, we tried several scheme-specific selection algorithms. For our model, to avoid leaking the information to the test set, we only use training set to do the attributes selection, 10 folds cross-validation is utilized for validation. We splits the 'training set' mentioned at 2.1 as 90% for training set and 10% for test set randomly ten times. The success rate is the mean success rate of these ten rounds for each classifier. The last point we want to emphasis is that although the number of the instance of the test set is around 5, but it is reasonable. Since the folds of data set are selected randomly 10 times, we may think that the testing instances are representative. This problem is just like you use the leave one out mechanism as the test set, there is only 1 instance in the test set, but the randomness has compensated the limited size of test set. .
Build model
In this step, the major work for us is to obtain the prediction models. Different machine leamning methods were compared to get the models that have the relatively better success rate. Finally the better top 5 combinations of the attributes selection and classifier were adopted. The success rates are all around 80%.
We used the whole data set and 10 folds cross-validation scheme to validate the models. Now the whole data set is split as 90% for training and 10% for testing. The mean success rate of these 10 rounds is shown at Another problem we want to emphasize is that since data mining techniques are more suitable for larger database, and our data collection is unbalanced, it is definitely possible we get relatively high standard derivations. If more cells were adopted, the result should be improved sure.
Conclusion
We used different 3 culture medium that give the great variance of the shape of the yeast cell to do the supervised classification. Five different methods of Data Mining have been utilized to classify the cells into three categories depending on 3 different medium. In this paper, we found the thickness of the capsule do really have difference for different culture medium. Integrated intensity ratio and moments invariants of mi[0, 1 ]of the capsule and the inner part of, have the relatively stronger power for the classification. Why first order and second order of moments invariants have the stronger prediction ability, is just because that we are related with the size of the objects ý11 The supervised classification experiments have provided preliminary evidence that our methods for image collection, preprocessing, identification of individual cells and feature extraction result in features that can successfully be used to group and distinguish cells.
The practical meaning of this paper is that we can use this method to diagnose the infection conditions. The result of the data mining and the process of the image processing are both good. In our future work we plan to use the same methods and feature set to build supervised classification models for more complicated infection conditions or more gene tests.
At last, we emphasize that in order to improve the result of the image mining, we improved region growing and watershed functions, which is more suitable to our images of yeast cell according to their morphology. These improvements at the image preprocessing step do really benefit the data mining result a lot.
