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VON 
E. BODEWIG 
(Communicated by Prof. J. F. KoKSMA at the meeting of February 23, 1957) 
Zum Quotient-Differenzen-Algorithmus Rutishausers. In 
mehreren Arbeiten hat Herr RuTISHAUSER das Problem der Bestimmung 
der Pole von 
(1) 
00 
~Bk q;(z) = £.. Zk' 
0 
wo die sk gegebene komplexe Werte sind, mittels des von ihm eingefiihrten 
Quotienten-Differenzen-Algorithmus gelost (Lit. 1, 2, 3). Zur Bestim-
mung der Eigenwerte einer Matrix A wendet er demgemass den anschei-
nend von STIEFEL und LANczos herriihrenden Gedanken an, nicht die 
N ullstellen der charakteristischen Gleichung det (zE- A)= 0 zu ermitteln, 
sondern die Pole von det B, wo 
_ 1 (zE-A)* 
B= (zE-A) = det(zE-A)' 
oder, was auf dasselbe hinauskommt, die Pole von 
(2) 
wo v, w willkiirlich und A kv = vk die iterierten Vektoren sind. 
Die vorliegenden Ausfiihrungen sollen zeigen, dass man mit einfachen 
"Oberlegungen ohne neuen Algorithmus dasselbe Ziel einfacher, ubersicht-
licher und mit besserer Konvergenz erreicht. Der Kiirze halber seien die 
sk reell. 
Zunachst folgt aus dem Cauchy'schen Konvergenzkriterium, dass, wenn 
der absolut grosste (,dominierende") Pol /.1 von (1) reell ist: 
(3) (D. BERNOUILLI). 
Umgekehrt, wenn die rechte Seite konvergiert, so ist ihr Limes der 
dominierende Pol. 
Allgemeiner, wenn /.1 die Vielfachheit m hat, so gilt mit erhohtem 
Konvergenzgrade 
(3a) A =lim k+l Bk+I 1 k+m Bk ' 
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wie aus der Entwicklung von (z-.A.)-m hervorgeht. Sollten also die Quo-
tienten auf der rechten Seite von (3) zu langsam konvergieren, so versuche 
man, ob ihre Produkte mit (k+ 1)/(k+m) fiir m= 2, 3, ... besser kon-
vergieren. Man bekommt dann zugleich die Multiplizitat m. 
Als Beispiel nehmen wir Example 3 aus Aitken's klassischer Arbeit 
von 1937 (Lit. 4, p. 273). Die zweite Folge liefert mit schwacher Konver-
genz die Quotienten sk+lfsk: 
18; 9,56; 7,77; 6,970; 6,542; 6,2818; 6,1077; 5,9822; ...... 
mit dem Limes 5,236068. Die Anwendung von (3a) hingegen gibt fiir m= 2 
die Quotienten mit ungleich schnellerer Konvergenz 
9; 6,38; 5,83; 5,576; 5,452; 5,3844; 5,3442; 5,3175; ...... -
Wenn auch der absolut zweitgrosste Pol .A.2 reell ist, so ist er der domi-
nierende Pol von 
(4) 
daher nach ( 3) : 
(5) 
wo in der Rechnung natiirlich i < k. 
Ebenso folgt fiir den absolut drittgrossten Pol .A.3 als den dominierenden 
Pol von 
(6) 
(7) 1 -1' Uh+l 11.3- Im--u,. mith<iusw. 
Die Multiplizitat der Pole ist dabei gleichgiiltig, im Gegensatz zu Rutis-
hausers Behauptung (Lit. 1, p. 234, 2a). 
Ist (1) die Entwicklung einer gebrochen-rationalen Funktion, so kommt 
(4) natiirlich hinaus auf die Division des Nenners durch z-.A.1, hat aber 
vor ihr den V orteil, dass man die neue Funktion nicht wiederum in eine 
absteigende Potenzreihe zu entwickeln braucht, sondern die urspriingliche 
Folge sk gebraucht, und (4) hat den weiteren Vorteil, auch auf transzen-
dente Funktionen q;(z) anwendbar zu sein. 
Konvergiert die rechte Seite von (3) schlecht, so ist dies ein Zeichen 
dafiir, dass j.A.2 j ungefahr oder genau gleich j.A.1 j ist. Wenn dann beide reell 
sind, so kann man mittels eines Naherungswertes .A.; die Folge t; bilden, 
nach (5) den Naherungswert .A.~ berechnen und mit ihm bilden 
t~=sk+ 1 -.A.~sk und 
(3b) 1"=li t~+l 11.1 m ' . 
tk 
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Mit letzterem verfahre man genau so wie mit ;.; und erhalt daraus die 
Folge t~ und .?.t und wiederholt diesen Turn us so lange, bis :rue Werte 
konstant bleiben. Eventuell kann man noch einen Naherungswert von ~ 
heranziehen. 
Besser ist folgendes Verfahren, das unerliisslich ist, wenn die Quotienten 
auf der rechten Seite von (3) iiberhaupt nicht konvergieren, also wenn 
unter den Polen mit gleichem absolutem Betrage komplexe Werte vor-
kommen (einschliesslich des Falles .?.1 und -.?.1). Dann fasst man die n 
dominierenden Pole, wo n noch unbestimmt sein kann und sich vielleicht 
erst aus der Rechnung selber ergibt, m einer Gleichung zusammen: 
(8) F(.?.)==A"+a1 .A."- 1 + ... +a,.= 0. 
Die Entwicklung des reziproken Wertes der linken Seite von (8) nach 
absteigenden Potenzen liefert dann die Koeffizienten s,. der Potenzreihe 
aus der rekurrenten Beziehung: 
(9) 
Ihr miissen umgekehrt die Koeffizienten in (l) geniigen (mit beliebiger 
Approximation, wenn k gross genug ist), so dass n aufeinander folgende 
Werte von k ein lineares Gleichungssystem fiir die a's liefern. Fiir n= l 
bekommt man natiirlich (3). 
Die ,skalaren Deflationen" (4), (6) usw. konnen dann mittels (9) 
fiir aile n dominierenden .?. auf einmal ausgefiihrt werden, wobei fiir kleine 
k die Iinke Seite nicht verschwindet. Die erhaltenen Werte, als neue sk be-
nutzt, liefern nach (3) usw. die weiteren Pole. Natiirlich nimmt die Genauig-
keit,mitderman .A.v.A-2, ••• bekommt, ab. Doch sind diese Werte bedeutend 
besser als die aus dem Quotienten-Differenzen-Algorithums sich bei gleicher 
Arbeit ergebenden (die Grenzwerte sind natiirlich identisch), wie noch 
weiter unten allgemein gezeigt werden wird. Will man aile Pole mit der 
gleichen Genauigkeit haben, so muss man die ersten Pole mit iiber das 
Ziel hinausgehender Genauigkeit bestimmen. Man erreicht das so, dass 
man die Naherungswerte der spateren Pole dazu benutzt, um sie aus der 
Folge s". durch Deflation zu eliminieren und mit den neuen s~ ein ver-
bessertes Gleichungssystem (9) aufzustellen. Das sind alles ganz einfache, 
einleuchtende Rechnungen. 
Ist cp(z) eine rationale Funktion mit dem Nenner F(z), so entwickelt 
man es in die Reihe (l) mittels der rekurrenten Relation (9), wobei nur 
fiir die ersten Terme die rechte Seite 0 durch die Koeffizienten des Zahlers 
ersetzt wird. Im V'brigen wird man den Prozess (8, 9) mit n #- l bei Elek-
tronenmaschinen nur ausfiihren, wenn er wegen der komplexen oder sonst 
sehr nahe beieinander liegenden Werte der dominierenden Pole unerlasslich 
ist. Denn die Bestimmung der sk aus (9) und nachherige Anwendung von 
(8) mit n= l ist fiir Elektronen-Maschinen die inharente, naturgegebene 
Methode, da diese Maschinen ja auf dem Prinzip eines haufig wieder-
holten, gleichen Prozesses konstruiert sind, so dass eine Wiederholung 
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des Prozesses (9) bis zu dem Punkt, wo (3) einen hinreichend genauen 
Naherungswert liefert, hedeutend weniger Zeit erfordert als die Auf-
stellung und Li:isung der Gleichungen (9) und (8) fiir n7'= I. - Bei Tafel-
maschinen hingegen sind die Ausfiihrung von (8) mit n~2 und die 
Anschliessung von (9) sehr vorteilhaft. 
Uherhaupt ist die A nwendung von ( 8) mit n ~ 2 wesentlich genauer als 
die von AITKEN (Lit. 5) und im Anschluss an ihn von RuTISHAUSER (Lit. l, 
p. 235, 2h) gegehene Forme! und der damit aquivalente Algorithmus. 
Denn die Forme! Aitken's und Rutishauser's: 
entsteht aus dem System (9) fiir n = 2: 
durch Berechnung von b und die (ungenaue) Annahme, dass die erste 
Wurzel der Gleichung 
exakt durch (3): sk+lfsk geliefert wird, worauf A2 = bjA1 der ohige Aitken'sche 
Wert wird. Bei AITKEN-RUTISHAUSER ist also sowohl A1 als A2 ungenau. 
Natiirlich ergiht sich der gleiche Grenzwert in heiden Fallen, aher hei 
gleichem k ist die Approximation schlechter als hei unserer Methode. 
Das hangt damit zusammen, dass Rutishauser's Quotienten-Differenzen-
Algorithmus die Deflation (4) nicht mit dem exakten Wert A1 vornimmt, 
sondern mit dem variahlen Naherungswert sk+1 fsk (ohwohl dessen Grenz-
wert }.1 schon hekannt ist). Dadurch wird die Konvergenz natiirlich 
verlangsamt. 
Genauer ergiht sich Folgendes. Die heiden dominierenden Wurzeln 
seien v und w mit lwl > lvl. Dann hekommt man, falls kleinere Wurzeln 
als v vernachlassigt werden, nach Rutishauser's Algorithmus fiir v die 
Folge 
woq=vfw, 
wahrend man nach (4) den konstanten ·wert v erhalt. 
Die Anwendung auf das Eigenproblem von A gemass (2) liegt auf der 
Hand. Diese Stiefel-Rutishausersche Methode ist aher nur anwendhar, 
wenn man von vorneherein weiss, dass aile zu einem Eigenwert A ge-
hi:irigen Elementarteiler linear sind, denn sie lasst die Vielfachheit nicht 
erkennen. Da namlich in den Diagonalelementen der J ordanschen Matrix 
von A auch mehrfache Eigenwerte nur linear auftreten, so ist ein 
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k-facher Eigenwert A in jedem Element der adjungierten Matrix k-I 
mal bzw. k-p mal enthalten, je nachdem A lauter lineare oder auch 
hohere Elementarteiler vom Maximalgrade p hat. Im Nenner von B 
bleibt also nach Kiirzung der Faktor z- A nur ein Mal bzw. p Mal stehen. 
Und ~dasselbe gilt fur (2). Bekommt man also aus den Schwarzschen 
Konstanten w'vk mittels (2) einen einfachen Pol, so weiss man nur, dass 
er zu einem linearen Elementarteiler gehort, kennt aber seine Vielfachheit 
nicht. Bekommt man einen Pol der Vielfachheit p > I so weiss man, 
dass er zu einem hoheren Elementarteiler gehort vom Maximalgrade p, 
kennt also wieder seine genaue Vielfachheit nicht. Man kann also nicht 
aus den Schwarzschen Konstanten die Eigenwerte berechnen, sondern 
muss zur Bestimmung der Vielfachheit defiatieren. Das kann entweder 
an der Matrix oder an den V ektoren oder an den skalaren Schwarzschen 
Konstanten geschehen. Aile Defiationen aber erfordern die Kenntnis auch 
der Eigenspalten und Eigenzeilen. Wie dies zu geschehen hat, wird an 
anderer Stelle auseinander gesetzt werden. 
Beispiel. Wir setzen nach Rutishauser (Lit. 2, p. 50 I): 
cp(z) =G(z)jF(z), wo G(z) = z2 + 3z+ I, F(z) = z3 - 9z2 - 8z+ 2. 
RuTISHAUSER bekommt mit seinem Algorithmus: 
sk sk+Ifsk 
I I2 
I2 9,75 
ll7 9,80342 
ll47 9,795I2 
ll235 9,7959I 
ll0057 9,79582 
I078099 I + 
9,79583I52 
-0,23I 
-I,523 
-0,932 
-I,ll6 
I 
+ 
-I,OOO 
0,7I6 
0,293 
+ 
0,204I68 
N ur die Konvergenz bei AI ist befriedigend. Rechnen wir nach unserem 
ersten Verfahren, so brauchen wir nur die Folge der sk. Mit A;= 9,79582 
bekommen wir nach ( 4) : 
t5 = 0,962, t4 = -0,805, also A~= -I, 
und daraus die korrigierten s~: 
s~= ll88I56, s~ = I2I292, also AI= 9,79583I54. 
Nach dem zweiten Verfahren bekommt man aus (9): 
ll0057 a+ ll235b= I078099, ll235a+ ll47 b= ll0057 
a=8,780579IO, b=9,94524325. 
(IO) 
Defiatiert man mittels (IO), so bekommt man nach dem verallge-
meinerten ( 4) : 
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Deflatiert man jetzt die Folge sk mittels A.a, so bekommt man eine 
genauere Gleichung (10). 
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