Consider the problem
Introduction
The starting point of our investigations is the following problem tackled in [3, 4] One of the main results in [4] asserts that:
(a) Problem (1.1) has no solution for λ 1.
(This is an easy consequence of Pohozaev's identity.) (b) Problem (1.1) admits a solution for 0 < λ < λ 0 = λ 0 (K).
It was also suggested (but not proved) that (c) There exists 0 < λ 1 = λ 1 (K) < 1 such that problem (1.1) has no radial solution for λ 1 < λ < 1.
On the other hand, it follows from remarkable results of A. Ambrosetti, A. Malchiodi and W.-M. Ni [1] that for every fixed λ < 1, problem (1.1) admits a radial solution for all K sufficiently large, i.e. K > K 0 (λ) > 0. (Their condition (1.4) is satisfied since (r 2 f (r)) < 0 on (1, ∞) and (1/λ) > 1).
It was also suggested in [4] (but not proved) that (d) For every λ < 1 there exists K 1 = K 1 (λ) > 0 such that problem (1.1) has no radial solution for 0 < K < K 1 (λ).
The goal of our paper is to show that indeed (c) and (d) hold and that a similar phenomenon occurs for a general class of functions f .
Consider the problem Next we fix λ = 1. More precisely, consider the problem When N = 3, we have a sharper conclusion.
Remark 1.4. Theorem 1.3 is consistent with the result of [2] asserting that, when N = 3, the only radial solution of (1.6) with f = −λ and 0 < λ < π 2 /4 is u = 0. However, when N 4, (1.6) with f = −λ has nontrivial radial solutions with λ > 0 arbitrarily small. Remark 1.5. Under assumption (1.7), it follows from Theorem 1.2 that the only radial solution of
is u = 0 provided ε is sufficiently large.
Open problem 1.6. Can one remove the word "radial" in Theorems 1. 
Proof of Theorem 1.1
Write u(x) = u(r) with r = |x|. Problem (1.2) becomes
We use the classical Emden transformation:
Then problem (2.1) transforms to
where f satisfies assumption (1.3). Then, for 0 < λ < 1,
Proof. Multiply Eq. (2.2a) by w and integrate over (0, ∞). Using (2.2b) and (2.2c), we obtain
Next we write
and observe that
By assumption (1.3) and by (2.3), F λ (t) is non-increasing on (t λ , ∞) and
Combining (2.5), (2.6) and (2.8) yields (2.4). 2 
Lemma 2.2. Let
Hence we obtain
We find after integration We assume that 1/2 < λ < 1. It follows from Lemma 2.1 that
Inserting (2.13) and (2.14) into (2.15) gives Letting F (t) = e −2t f (e −t ) and T δ = − log δ we have (as in Lemma 2.1)
F (t) w(t) w (t) dt
Moreover (2.13) and (2.14) still hold on (0, T δ ) with
Hence we have
and the desired conclusion is derived when f ∞ is sufficiently small. 2
Proof of Theorem 1.3. We write
F (t) w(t) w (t) dt.
Choosing f ∞ small, we can assume that c 0 ∈ (1/2, 1). Then we have
We conclude as before, since c 0 < 1. 2
Proof of Theorem 1.7
We first define the manifolds
where 2 * = 2N/(N − 2), and the functionals, for any λ > 0,
Under assumption (1.9) the functional ϕ λ is well defined but not necessarily finite on D 1,2 (R N ).
In order to prove that
is a critical value of ϕ λ | V (B 1 ) , we shall estimate
Let us recall that the best Sobolev constant S is defined by
Lemma 4.1. Under assumption (1.9), for every λ > 0, we have that S < d d(λ).

Proof. It is clear that S d. Suppose by contradiction that
By definition of S and by the positivity of f , we have that
Going if necessary to a subsequence, we can assume that
Lemma 1.40 of [7] implies that
where
It follows from (4.3a), (4.3c), (4.3d) and from Sobolev inequality that
By (4.3b), the only possible values for u 2 * 2 * , ν and ν ∞ are 0 or 1. If ν ∞ = 1, we obtain a contradiction:
If ν = 1, then u = 0 and ν ∞ = 0. It follows from an inequality due to Strauss (see [7, p. 56] ) that
Thus ν is the Dirac measure at 0 and we obtain also a contradiction:
If u 2 * = 1, then, by (4.1), R N |∇u| 2 dx = S. In particular u > 0 on R N since u is the instanton (see e.g. [2] ). It follows then from Fatou's lemma that 
Hence 
Going if necessary to a subsequence, we can assume that (4.2) is satisfied. It is clear that ν ∞ = μ ∞ = 0 since B 1 is bounded.
If ν = 1, we obtain, as in the preceding lemma, that 1/2
If u 2 * = 1, then R N |∇u| 2 dx = S. But this is impossible since u ∈ H 1 0 (B 1 ) (see e.g. [2] ).
Hence we have proved that S < c(λ).
Let ε > 0 and u ∈ V (B 1 ) ∩ D(B 1 ) be such that
By (1.10) we have
Hence we obtain 
Passing to a subsequence we may assume that v n → v weakly in H 1 0 and v satisfies
On the other hand a decomposition theorem (see Struwe [6] , or [7, Theorem 8 .13]) implies that Since
we conclude, using (4.4) , that the only possibility is (4.8b) together with (4.7a). 2
Added in proof
We have been informed (on June 26, 2008) that Olivier Druet and Paul Laurain have beautifully solved our Open problem 1.6 relative to Theorem 1.3. They show that the answer is negative if f is small in the L ∞ -norm. However the conclusion does hold, even in the non-radial case, for positive solutions, if f is small in the C 0,α -norm (for any α > 0). In fact their result is more general, but the positivity assumption is essential in their proof and it is not known whether it can be removed.
