ABSTRACT
INTRODUCTION
This paper is devoted to testing the performance of distributed scientific applications when running in Singularity computing containers. Previously, the authors performed similar work for Docker containers [1] . From the previous work it should be noted that the most difficult part of tuning is the network infrastructure. Guaranteed high performance is ensured only if devices were presented to Docker container in passthrough mode, which is not a good choice from operations point of view. This fact is a consequence of the general Docker architecture that aims to provice maximum isolation of containers from each other, which causes noticeable problems when working with a high-speed network and launching MPI applications.
Similar results are given in the reports of other researchers [2] , [3] . In [3] , as a solution to the problem, the authors suggest the logical structure of Singularity containers, different from Docker and more adapted to the specifics of high-performance computing.
TESTING ENVIRONMENT
The following test environment was used:  2 servers, each with Intel (R) Core (TM) i7-5820K CPU @ 3.30GHz and 64 GB of RAM  QDR Infiniband for communication between servers  Fedora 26 x86_64 as an operating system on servers  singularity version 2.0-10.fc25.x86_64 from Fedora repositories  Fedora 28 and CentOS 7 in containers  High Performance Linpack version 2.1 [4] is used as a model load for all tests.
It is known that the optimization of the results of High Performance Linpack is a separate complex subject, requiring fine-tuning of parameters for a specific environment. In this paper, we did not aim to obtain the maximum possible results with respect to theoretical limits. The aim of the work is to compare the typical results when application is running bare meta and in a computing container. In this regard, all the environments used the following High Performance Linpack configuration file: On the problems of maximum dimension, about 60% of the available RAM of the cluster was used; at these parameters, the actual performance achieved is approximately 80% of the theoretical, which is sufficient for the purposes of this work.
Index Copernicus Value (2016): I C V = 75.48
TESTING RESULTS
The following results were obtained for bare metal run:
/usr/lib64/mpich/bin/mpirun -np 12 --hostfile bb-ib.mpi /usr/lib64/mpich/bin/xhpl_mpich 
-------------------------------------------------------------------------------WR00L2L4
96000 128 4 3 1310.05 
4.502e+02 --------------------------------------------------------------------------------

-------------------------------------------------------------------------------WR00L2L4
8000 128 4 3 1.61 
2.114e+02 --------------------------------------------------------------------------------
-------------------------------------------------------------------------------WR00L2L4
16000 128 4 3 8.36 ------------------------------------------------------------------------------- Gflops  ------------------------------------------------------------------------------- ------------------------------------------------------------------------------ Separately it is worth noting that when launching in containers with CentOS 7 the first two tests demonstrated performance 4.7 GFLOPS and 10.1 GFLOPS respectively. At this point, the tests were stopped. It is seen that there is a drop in performance by one and a half orders of magnitude. A detailed study of this issue showed that the problem is caused by a bad combination of versions of libraries for working with Infiniband between the host system and the container. After the required versions of the libraries were built in the container, the problem was completely removed.
3.268e+02 --------------------------------------------------------------------------------
Singularity documentation mentions the fact that performance is highly dependent on the accurate configuration of OFED on the host and in the container. This restriction is completely reasonable and is caused by OFED architecture. Nevertheless, it turns out to be essential for achieving mobility of compute for distributed applications. From the above test, we can see that a simple transfer of the computational container image does not allow achieving the expected performance in the new environment, and a significant modification of the container directly on the target system is required.
CONCLUSION
Singularity containers allow achieving performance metrics that corresponding to the values for bare metal in the default container setup, without having to perform a separate network configuration on the host system side.
At the same time, it was found that libraries mismatch on the host system and on container side may cause unexpected significant performance degradation. The worst thing is that the issue cannot be diagnosed by obvious basic checks.
However, the ease of use of Singularity containers makes them a logical choice for HPC systems of large scale.
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