Abstract This analysis is the first global validation of the Moderate Resolution Imaging Spectroradiometer (MODIS)-derived near-surface air temperature and dew point estimates, which both serve as crucial input data in models of energy, water, and carbon exchange between terrestrial ecosystems and the atmosphere. By hypsometrically interpolating the MOD07 Level-2 atmospheric profile product to surface pressure level, we obtained near-surface air temperature and dew point observations at 5 km pixel resolution. We compared these daily data, retrieved over a 14-year record, to corresponding measurements from 109 ground meteorological stations (FLUXNET). Our results show strong agreement between satellite and in situ near-surface air temperature measurements (R 2 = 0.89, root-mean-square error = 3.47°C, and bias = À0.19°C) and dew point observations (R 2 = 0.76, root-mean-square error = 5.04°C, and bias = 0.79°C) with insignificant differences in error across climate zones. This validation is among the earliest assessments of the reprocessed, crosstalk-corrected Collection 6.1 Terra MODIS data and provides support for widespread applications of near-surface atmospheric data.
Introduction
Near-surface air temperature (T a ) and dew point (T d ) are two key variables used to quantify the exchanges of energy, water, and carbon between the land surface and the atmosphere and serve as vital indicators of terrestrial environmental conditions worldwide (Penman, 1948; Sellers et al., 1997) . Many global hydrological, climatological, and ecological models, including those of snow cover, solar radiation, and evapotranspiration, among others, rely on T a and T d (or a corresponding measure of humidity) as input data (Arnold et al., 1998; Brun et al., 1989; Hubbard et al., 2003; Rehman & Mohandes, 2008) . Continuous measurements of both variables help characterize the atmospheric capacity for moisture as well as its evolution in space and time. The accuracy in estimation of the two temperatures is inherently linked to the resulting precision and implications of such models and is therefore essential in understanding their outputs.
Currently available data sets providing T a and T d vary in spatial resolution according to application. Ground meteorological stations from networks like FLUXNET, a global network of hundreds of micrometeorological flux measurement sites (Baldocchi et al., 2001) , or those coalesced by the Climatic Research Unit (CRU), which collates climate data sets from thousands of globally distributed weather stations (Harris et al., 2014) , provide point measurements of T a and T d equivalents at precise geographical locations. Low-resolution alternatives include reanalyses such as the NCEP/NCAR Reanalysis (a joint project from the National Centers for Environmental Prediction and the National Center for Atmospheric Research; Kalnay et al., 1996) ; the Modern-Era Retrospective Analysis for Research and Applications, Version 2 (MERRA-2), from the National Aeronautics and Space Administration (NASA) Global Modeling and Assimilation Office (Gelaro et al., 2017) ; and the European Centre for Medium-Range Weather Forecasts Reanalysis (ERA; Dee et al., 2011) , which provide assimilated climate observations on grids of~200,~50, and~80 km, respectively, or the Atmospheric Infrared Sounder (AIRS) aboard NASA's Aqua Earth Observing System satellite, which generates daily soundings on a 50 km grid (Aumann et al., 2003) . However, in contrast to the above sources, a key niche exists for moderate-to fine-resolution data (Wood et al., 2011) . Notably, many global evapotranspiration algorithms, seeking to describe processes at scales of agricultural fields (e.g., 100-1,000 m) and heterogeneous forest shapes, require relatively fine-resolution remotely sensed forcing data (Kite & Droogers, 2000) .
The MOD07 Level-2 atmospheric profile product from the Moderate Resolution Imaging Spectroradiometer (MODIS) aboard the Terra and Aqua satellites is one such moderate-to fine-resolution option, providing temperature and moisture profiles at 20 vertically distributed levels with 5 km pixel resolution when at least 20% of the radiances measured are cloud-free (King et al., 2003) . The MODIS atmospheric temperature and moisture retrieval algorithms use a clear-sky synthetic regression that relies on a fast radiative transfer model with atmospheric characteristics derived from a data set of global radiosonde measures (Seemann et al., 2003) , and the resulting data set has myriad applications that include the calculation of higher-level physical variables (Bisht et al., 2005; Wan et al., 2002) as well as atmospheric correction of optical imagery (Jiménez-Muñoz et al., 2010) . Daily near-surface T a and T d observations can be extracted from the MOD07 product by hypsometrically interpolating to surface pressure level (Bisht & Bras, 2010; Verma et al., 2016) , yielding global moderate-to fine-resolution distributions of T a and T d .
However, no robust, large-scale validation of the near-surface MOD07 temperature estimates has been performed, making the quality of the retrievals at the heights relevant for many modeling applications heretofore relatively unknown. The MODIS Atmospheric Profile Retrieval Algorithm Theoretical Basis Document noted that the MOD07 profiles are routinely compared to in situ radiosonde measurements as well as to soundings from AIRS and the National Oceanic and Atmospheric Administration's Geostationary Operational Environmental Satellite. The document also validated the MOD07 total precipitable water and total ozone products (Borbas et al., 2011) . Some studies involving the two remotely sensed near-surface temperatures provided further validation. Bisht and Bras (2010) compared observed and MODIS-retrieved T a and T d measurements from the Southern Great Plains, USA, for one year. Zhu et al. (2017) also validated MOD07-derived retrievals against in situ observations in the Southern Great Plains region, as well as in the Qaidam Basin in China, but only for T a . Kim and Hogue (2008) evaluated the T a and T d data from 2001 to 2004 at four U.S. study sites. A systematic global error assessment of the near-surface T a and T d retrievals, though, remains to be performed. Furthermore, many previous studies used Collection 5 Terra MODIS data, which do not include significant algorithm updates introduced in recent years with Collections 6 and 6.1 (such as changes to the radiative transfer model used in the retrieval algorithms, improvements to quality control processing, and the development of a linear crosstalk correction algorithm).
Ground meteorological measurement networks offer a critical opportunity for validating such near-surface, moderate-to fine-resolution remote sensing data as the MOD07-derived T a and T d . Relatively recent advancements in the collation and availability of such measurements have enabled large-scale validations that were previously not feasible. Although the temporal latency, ubiquity of missing values, or heterogeneity of processing and formatting standards of many meteorological station data inhibit their comparability with the daily MODIS measurements, the abundance and consistency of subhourly observations via FLUXNET make its data sets ideally suited to such analysis.
We therefore present the first comprehensive, global analysis of the two MODIS-derived daily near-surface temperature estimates against data from 109 FLUXNET sites across six continents and all major climate types. Our analysis leverages Terra MODIS data from Collection 6.1, which includes retrieval algorithm improvements intended to offset errors associated with electronic crosstalk in the long-wave photovoltaic bands (Wilson et al., 2016) . Our study period spanned 14 years, from 2001 to 2014, and is motivated by the use of such data in other studies, resulting in a need to have a robust understanding and quantification of the error in these products at a global scale. A full characterization of the accuracies of these forcing data sets, including 10.1029/2018GL077813
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regional trends, provides valuable insights into data limitations and has vast implications for their impacts on many related modeling endeavors.
Methods

Hypsometric Interpolation of Temperature Profiles to Surface Level
Because MODIS possesses many spectral bands identical to those found on the High-resolution Infrared Radiation Sounder equipped aboard the National Oceanic and Atmospheric Administration TIROS Operational Vertical Sounder (TOVS), its infrared radiance measurements can be used to generate the vertical temperature and moisture profiles provided by the MOD07 Level-2 atmospheric profile product (Borbas et al., 2011) . The retrieval algorithms are adapted from the International TOVS Processing Package and require data from MODIS channels 25 and 27-36, as well as from the MODIS cloud-mask product (MOD35 Level-2) and NCEP analysis of surface pressure (Borbas et al., 2011) . We hypsometrically interpolated (i.e., by pressure level) these profiles, which correspond to atmospheric pressure levels, to surface level (T surface ) using the given surface pressure. This procedure yields estimates at approximately 2 m above the ground.
In each atmospheric column, we selected the temperature given at the nearest lower (T lower ) and higher (T upper ) altitudes and their corresponding pressures (P lower and P upper ) for interpolation. We calculated the distance of the surface pressure level to the lower (Z lower ) or upper (Z upper ) atmospheric profile using the hypsometric equation with a gas constant of dry air (R) of 287.053 J · K À1 · kg À1 and acceleration of gravity (g) of 9.8 m/s 2 , where:
and
so that
The MOD07 product provides explicit pixel confidence at two levels: "bad" or "best quality" (Hubanks, 2017) . To avoid including invalid pixels, we excluded the lower confidence level from this analysis. Additionally, we considered no values of T a lower than 233.0 K or greater than 353.0 K, no values of T d lower than 213.0 K or greater than 353.0 K, and no values of either T a or T d exceeding two standard deviations from the mean of any 30-day period containing their date of retrieval, given data were reported on at least 15 days during that period. In each data set, 7.2% of all observations were eliminated.
FLUXNET Data Retrieval
We selected the set of MODIS land tiles covering the Earth's landmass as the target extent. We retrieved all daytime Collection 6.1 Terra swaths intersecting this extent from 2001 to 2014, processed them to nearsurface meteorology, and resampled them by nearest neighbor to the sinusoidal MODIS land tiles. For each FLUXNET location (see map in Figure 1b ; Table S1 ), we sampled the nearest 5 km pixel within the appropriate MODIS land tile for all available days. Finally, we temporally interpolated corresponding half-hourly FLUXNET measurements to the precise time of Terra overpass for each day (approximately 10:30 a.m.), given MODIS assumed clear-sky conditions on that day.
For meteorological variables, the FLUXNET2015 data processing pipeline is concise, involving only a quality control step and a gap-filling and/or downscaling step that yields an alternative data set (Fluxdata, 2016) . To minimize bias, our analyses included interpolations over only the directly measured T a and vapor pressure deficit (VPD) observations, in accordance with quality information flags contained in the data product. We downloaded and processed all FLUXNET data available at the time of acquisition, and excluded sites from our analyses if either (i) MODIS data at that location were unavailable or (ii) excessive landscape heterogeneity made a site-to-pixel comparison inappropriate. The continental and climatic distributions of the 109 FLUXNET sites included in this study are summarized in Figure S2 .
The FLUXNET humidity equivalent, VPD (hPa), was converted to T d (°C) (Bolton, 1980) : 
Error Statistics
With the in situ observations as input, we fit a regression line through the origin to analyze MODIS performance. The root-mean-square error (RMSE) and bias are defined as follows:
where T i is the ith remotely sensed temperature measurement, b T i is the corresponding prediction via the regression line, and n is the total number of observations. Constraining our linear model to pass through the origin allowed us to clearly define biases in the MODIS retrievals while yielding insignificant changes (≈1%) in the R 2 and RMSE values observed from the unconstrained fit.
Using the same linear model, we created global maps of error propagation. For T a and T d separately, we binned all MODIS observations in each of the five major Köppen-Geiger climate types by degree Celsius and calculated the average percent RMSE with respect to the regression line in each climate-wise, degreewise grouping. We then applied the appropriate RMSE result to each 5 km pixel containing an annual mean remotely sensed temperature.
Results
The MOD07-derived T a and T d estimates were overall high in accuracy. Both sets of daily observations showed strong agreement with the corresponding in situ measurements (R 2 = 0.89, RMSE = 3.47°C, and bias = À0.19°C in the T a data set; R 2 = 0.76, RMSE = 5.04°C, and bias = 0.79°C in the T d data set; Figures 1a and 1b). To examine trends in global error propagation, we partitioned all data points by the major Köppen-Geiger climate type of each retrieval location, which reflects the average atmospheric conditions encountered by the MODIS detectors (Peel et al., 2007) . We also assessed subdivisions relating to elevation, International Geosphere-Biosphere Programme (IGBP) land cover classification (Loveland et al., 2009) , plant functional type, probability of excessive cloud cover, and duration of ground site data availability, but these analyses did not reveal any additional information than those by climate zone (Figures S3a and S3b ).
Although climate-wise performance variations appeared pronounced in Arctic regions for both T a and T d , no differences in RMSE or bias between climates were statistically significant at p< 0.05 (Figures 2a and 2b ). This finding implies that MODIS performance is marked by natural relative disparities rather than systematically biased or low-quality observations. Dew point estimates generally fluctuated more in accuracy than T a 10.1029/2018GL077813
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measurements overall as well as between corresponding climate types, likely due to the difficulty of satellite-based near-surface humidity estimation (Zhang et al., 2014) .
For both MODIS temperature observations, the greatest variabilities in estimation accuracy were produced in regions of extreme temperature (Figures 3a-3d ) and captured in fine detail (Figures S4a-S4d ). In the Arctic and Sahara, at which the lowest and highest annual mean values, respectively, were measured by MODIS, T a observations were more inconsistent than those in regions of moderate annual mean temperatures. Consequently, such errors were consistently low in the contiguous United States and Europe. The distribution of errors in T d observations was analogous; accuracy of estimation in the Arctic and tropics varied most globally.
Atmospheric conditions in Arctic climates are perhaps most ill suited to the operational MODIS retrieval algorithm, which relies on several procedures including cloud detection (Borbas et al., 2011 Figure S6 ). However, although the seasonal variability in estimation accuracy at Sahel site SD-Dem was substantial, and the RMSE in highextreme MODIS temperatures was reasonably large, a more complete understanding of error propagation and its causes in the Sahara, for T a , and the Amazon, for T d , is limited by the lack of ground meteorological station data available in both regions.
An ideal collection of ground sites would yield data nearly identical to the global distributions of T a and T d as measured by MODIS over the 14-year retrieval period. Accordingly, the limitations associated with the geographic clustering of our ground sites in temperate and boreal areas motivated us to resample the spatially-limited FLUXNET temperature distributions in accordance with the global variability of the entire land surface. These globally representative ground resamplings spanned both low and high extreme temperature ranges with higher probabilities than in the original FLUXNET distributions while constraining the contributions of the overly abundant near-median observations (Figures S7a-S7d) . Statistical results from these secondary data sets showed improvements, though mostly minor ones, over those from the initial data sets. Notably, this procedure led R 2 to increase from 0.89 to 0.90 in the T a data set and from 0.76 to 0.84 in the T d data set (Figures S8a and S8b) , which suggested that the simultaneous down-weighting of the more common intermediate temperatures (e.g., in North America and Europe) and up-weighting of the rarer extremes (e.g., in South America and Africa) did not significantly impact general MODIS performance metrics; in fact, linear correlations increased in strength. Furthermore, as contributions from data points in the more underrepresented climate zones (specifically the Arctic and tropics) became more pronounced, bias and RMSE in both resampled data sets consistently decreased, although no reduction exceeded 0.25°C.
Discussion
Errors calculated in this study may have originated from three possible sources: (i) the in situ measurements themselves; (ii) inconsistencies in the MODIS retrieval algorithm with possible associations to climate type, seasonality, or other factor(s), including electronic crosstalk in the long-wave infrared photovoltaic bands 27-30 (Wilson et al., 2016) ; or (iii) spatial heterogeneity within the 5 km pixels chosen for validation. Sufficient in situ data reliability was achieved by eliminating gap-filled or downscaled observations in favor of direct measurements, per the quality flags included in the FLUXNET data product. However, random errors within the ground data sets may have bypassed this filter.
Performance of the MODIS retrieval algorithm has been shown to vary with atmospheric conditions. In particular, the consistency of cloud detection by MODIS has been questioned, offering an explanation for the more variable estimation accuracy we observed in Arctic and tropical climates. A study by Østby et al. (2014) that explored the severe cloud contamination of MODIS land surface temperature estimates noted the difficulties of remote sensing in polar regions due to similarities of snow and clouds in the spectral bands.
In their validation of another MODIS-derived land surface temperature product over the Peruvian Amazon, Gomis-Cebolla et al. (2018) applied alternative cloud filtering approaches to address such contamination. These improved product accuracy, but vastly reduced data volume. Chan and Comiso (2012) demonstrated significant inconsistencies in cloud detection capabilities dependent on surface type and solar illumination between the MODIS, Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP), and CloudSat Cloud Profiling Radar sensors. In their analysis of the ability of MOD07 to capture urban heat island dynamics, Hu and Brunsell (2015) named two factors causing unrealistic profiles: the presence of clouds and sharp changes in atmospheric structure. Furthermore, other studies analyzing the varying performance of MODIS products by climate have noted trends in statistical results analogous to ours. The validation of MOD16 global terrestrial evapotranspiration products by Kim et al. (2012) , for instance, found the highest magnitudes of both bias and RMSE at their tropical sites and the weakest linear correlations at their two Arctic and arid sites.
Errors due to electronic crosstalk, in which signals from the detectors among the long-wave infrared photovoltaic bands leak to other detectors (Borbas et al., 2017) , were minimized in this study due to processing updates introduced in Collection 6.1. The influence of crosstalk-related contamination in many Terra MODIS Level-2 products has increased over the mission lifetime (in particular, since 2010 for band 27 and since 2012 for bands 28 and 29; Wilson et al., 2016) , causing inadvertent detector striping and increased radiometric bias that have compromised data quality. To offset these errors, a linear crosstalk correction algorithm was recently developed by the MODIS Characterization Support Team and adopted for implementation into Terra MODIS Collection 6.1 (Wilson et al., 2017) , publically released in December 2017. We compared error dynamics over time for T a and T d data sets derived from both Collection 6.0 and Collection 6.1, the latter having been used in this study. Our results notably highlighted an increasing trend in error from 2011 onward in the Collection 6.0 T a data that is absent in the Collection 6.1 variant for nearly all climate zones ( Figures S9a-S9e) , as well as similar bias offsets after 2010 for T d (Figures S9f-S9j ). Albeit minor, these improvements were consequential, and we encourage users to upgrade to Collection 6.1 when possible.
The representativeness of site measurements for MODIS pixels varies with land surface heterogeneity and has the capacity to skew results (Cescatti et al., 2012; Wang et al., 2008; Zhang et al., 2006) . Solutions to the problem include attempts to upscale FLUXNET observations to the spatial scales of the remote sensing resolution, as well as careful selections of ground sites based on quantitative characterizations of their landscape homogeneity (Jung et al., 2011; Liang et al., 2002) . However, many limitations associated with FLUXNET site-to-pixel comparisons involve the spatial sensitivity of energy and mass fluxes between terrestrial ecosystems and the atmosphere (Baldocchi, 2003; Petropolous, 2014) . In contrast, near-surface meteorology is captured far more reliably by ground stations (Simmons et al., 2004; Thornton et al., 1997) . Indeed, the removal of three topographically heterogeneous ground locations that were initially included in our analyses decreased the average RMSE by only 0.11°C in the T a data set and by 0.01°C in the T d data set. We expect further amendments to our ground data sets based on heterogeneity to yield similarly negligible differences in statistical results.
Some trends in the errors we observed were anticipated. These include the larger errors on average obtained in the T d data set than the T a data set, as well as the more variable performance of MODIS T d estimates in Arctic climates. Previous studies suggested the former. Using radiosonde data to validate the MOD07 profiles over the Iberian Peninsula, Sobrino et al. (2015) found larger bias and RMSE in dew point retrievals than in air temperature retrievals at multiple pressure levels, including the near-surface. Another example is work by Kim and Hogue (2008) , which compared eight MODIS-derived variables including the MOD07 T a and T d to ground-based observations from four U.S. study sites. At all locations, the average RMSE in T d measurements exceeded that in T a estimates by at least 1.5 K. In their study of net radiation centered in the Southern Great Plains, Bisht and Bras (2010) found an average error in daytime MOD07 T d estimates (6.08 K) of more than double that in T a estimates (2.93 K). Our results align with these studies. Water vapor is notoriously difficult to capture because its concentration in the atmosphere is constantly fluctuating, making it more difficult to correct for in satellite observations than other measurements (Prince et al., 1998) . Additionally, it has been well documented that humidity is challenging to measure under cold conditions, by both sounding instruments and radiosondes (Kwon et al., 2012; Miloshevich et al., 2001 ).
Finally, some applications requiring the MOD07 T a and T d may involve relative humidity (RH) calculations. Evapotranspiration products from both the Priestley-Taylor Jet Propulsion Laboratory (PT-JPL) algorithm and the Breathing Earth System Simulator (BESS) require a MODIS-derived RH estimate as input, for instance (Fisher et al., 2008; Ryu et al., 2011) . Due to the amplification of seemingly insignificant errors carried through the conversion process, a comparison between MODIS-derived and FLUXNET-derived RH values is not straightforward. In particular, the remotely sensed RH product includes the compounded effects of errors associated with two distinct estimates (T a and T d ). These issues are analogous to those experienced by Jolly et al. (2005) in their estimation via three tested interpolators of VPD, a quantity reliant on the same two conversion input variables as RH. Future studies or modeling efforts involving the MOD07-derived RH will likely benefit from the temporal aggregation of T a and T d measurements to superdaily timescales. This operation greatly reduces noise, and thereby error. In particular, aggregation from daily MODIS observations to their weekly averages decreased overall RMSE in both the T a and T d data sets by 17%. We observed still larger reductions at biweekly (22%, T a ; 23%, T d ) and monthly (25%, T a ; 24%, T d ) scales.
Conclusions
This study validated T a and T d estimates derived from the MOD07 Level-2 atmospheric profile product against data sampled from 109 geographically dispersed ground stations (FLUXNET) in six continents and all major Köppen-Geiger climate types, and is among the first assessments of the reprocessed, crosstalkcorrected Collection 6.1 Terra MODIS data. The daily MODIS-derived T a and T d estimates, hypsometrically interpolated to surface pressure level, were high in quality, marked by low bias and strong linear agreement between the satellite and in situ observations. We calculated mean RMSE's of 3.47 and 5.04°C in the T a and T d data sets, respectively. Although partitions based on climate type exposed variations in MODIS estimation accuracy, with relatively poor performance in Arctic regions, no differences in error obtained between climates were significant, implying that both remotely sensed temperature measurements are reliable and sufficiently precise on a global scale. The overall high accuracy of the MODIS-derived T a and T d will inform future modeling efforts involving either of the two quantities as input data.
