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Abstract  
Border crossing delays cause problems like huge economics loss and heavy environmental pollutions. To 
understand more about the nature of border crossing delay, this study applies a dictionary-based 
compression algorithm to process the historical Niagara Frontier border wait times data. It can identify the 
abnormal spatial-temporal patterns for both passenger vehicles and trucks at three bridges connecting US 
and Canada. Furthermore it provides a quantitate anomaly score to rank the wait times patterns across the 
three bridges for each vehicle type and each direction. By analysing the top three most abnormal patterns, 
we find that there are at least two factors contributing the anomaly of the patterns. The weekends and 
holidays may cause unusual heave congestions at the three bridges at the same time, and the freight 
transportation demand may be uneven from Canada to USA at Peace Bridge and Lewiston-Queenston 
Bridge, which may lead to a high anomaly score. By calculating the frequency of the top 5% abnormal 
patterns by hour of the day, the results show that for cars from US to Canada, the frequency of abnormal 
waiting time patterns is the highest during noon while for trucks in the same direction, it is the highest during 
the afternoon peak hours. For Canada to US direction, the frequency of abnormal border wait time patterns 
for both cars and trucks reaches to the peak during the afternoon. The analysis of abnormal spatial-temporal 
wait times patterns is promising to improve the border crossing management. 
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Abnormal Spatial-Temporal Pattern Analysis for Niagara Frontier Border Wait 
Times 
 
Introduction  
Western New York has recently been recognized as being a part of what is now called the “Golden 
Horseshoe”, a densely populated and industrialized region which encompasses Ontario and parts of New 
York State including the Buffalo‐Niagara Region. The economic vitality of the “Golden Horseshoe” is 
heavily dependent upon the ability to move goods freely and efficiently across the Canadian‐US border. 
This highlights the critical importance of the Niagara Frontier border, one of the busiest international 
crossings in the world. A report by the Ontario Chamber of Commerce (OCC) in 2005 puts the value of the 
annual land-borne merchandise crossing the Niagara Frontier border at $60.3 billion dollars (1).  
 
The Niagara Frontier border crossings include three main bridges connecting Western New York 
to Southern Ontario namely the Lewiston-Queenston Bridge (LQ), the Rainbow Bridge (RB), and the Peace 
Bridge (PB) as shown in Figure 1. 
 
 
 
Figure 1 the Locations of the Three Bridges 
 
However, due to the continuous travel demand increase, coupled with tighter security and 
inspection procedures after September 11, border crossing delay has become a critical problem. As 
reported by the Ontario Chamber of Commerce, border crossing delay causes an annual loss of 
approximately $268.45 million for New York State.  For the whole U.S., the cost is much higher (1). 
According to a press release in 2008 given by the then U.S. Transportation Secretary, Mary E. Peters, the 
US-bound traffic from Canada encountered delays as high as three hours at several crossings, with delays 
costing businesses on both Canadian and the US sides as many as 14 billion dollars in 2007 (2). 
 
To address these issues, transportation authorities have recently begun to provide travellers with 
information about current border crossing delays.  This is the case for example in the Buffalo-Niagara region, 
for example, where the Niagara International Transportation Technology Coalition (NITTEC), a coalition of 
fourteen different agencies in Western New York and Southern Ontario, has been providing such 
information to the public for years. In the early years, the waiting time was obtained based on very rough 
and approximate estimates of queue length. More recently, NITTEC is using blue-tooth identification 
technology to provide more accurate delay estimates to motorists, and the information is now updated every 
five minutes. 
 
Previously, the authors of this paper have proposed a two-step delay prediction model that consists 
of a short-term traffic volume prediction model for predicting the incoming traffic flow and a queueing model 
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for predicting border inspection resulted delays (3-7). An Android smartphone application called the Toronto 
Buffalo Border Wait Time (TBBW) app is also developed to collect, share and predict waiting time at the 
three Niagara Frontier border crossings (8).   
 
Recently a database has been built to store the wait time data collected and updated every five 
minutes by the Niagara Frontier border crossing authorities. This paper aims to identify and analyse the 
abnormal spatial-temporal wait time patterns across the three bridges for both passenger vehicles and 
commercial trucks in two directions. To find and compare the traffic delay patterns in three bridges, we 
employed a compression-based method to process the large volume of traffic delay data and extract the 
useful pattern information. The compression-based approaches are widely acknowledged in pattern 
recognition and anomaly detection. They have been proved valid in the field of system query processing 
(9), signal transmission (10), etc. The main idea of compression is to identify the frequent patterns and 
extract abnormal patterns from the data, which aims at finding the best pattern table to represent the original 
data. This is quite different from our previous studies, for which only the historical traffic volume data are 
utilized and the two-step delay prediction models are only built for the passenger vehicles from Canada to 
US at Peace Bridge.  
 
The paper is organized as below. Section Two introduces the methodology to identify abnormal 
spatial-temporal patterns. Section Three describes the border wait time data in detail. Model results and 
insights discerned from these abnormal spatial-temporal patterns are discussed in Section Four. Finally, 
the paper ends with conclusions and suggestions for future work. 
   
Methodology 
This section briefly discusses the procedure of employing the compression methods to quantify the 
wait time patterns on three Niagara Frontier border crossing bridges and detect the pattern anomalies from 
the border wait times data.  
 
The first step is to discretize the continuous border wait times. Based on our previous studies, the 
wait times are categorized according to the following rules in Table 1: 
 
Table 1 Discretization of Border Wait Times 
Category Index Category Name Wait Time 𝒕 (minutes) 
1 no waiting 𝑡 = 0 
2 slight delay 𝑡 > 0 𝑎𝑛𝑑 𝑡 ≤ 15 
3 delay  𝑡 > 15 𝑎𝑛𝑑 𝑡 ≤ 30 
4 heavy delay 𝑡 > 30 
 
The next step after categorization is to build a Database Table (DT) and Pattern Table (PT). Table 
2 shows an example of DT and its PT and also illustrates one possible way to compress the DT by PT. First, 
in DT, each row of Gi, gi, ℊ𝑖, 𝑖 = 1,2,3,4 in the first column represents the categorized wait times from the 
three bridges PB, LQ and RB at the same time point. The second column of DT shows the corresponding 
PT pattern for each row. Second, the first column in PT is the PT pattern while the second column is the 
total usage of that pattern. Take the first four rows in DT as an example, all of them have the same 
combination of {G1, g1, ℊ1} and can be represented by the same pattern 𝑃𝐹1. In PT, we can check the 
meaning of 𝑃𝐹1, and the total usage is 4.  
 
Table 2 an Illustrative Example of Database Table and Pattern Table 
Database Table (DT) Pattern Table (PT) 
DB pattern (𝐷𝐹𝑖) PT pattern included PT pattern (𝑃𝐹𝑖) usage of PT pattern 
PB LQ RB 
G1 g2 ℊ1 𝑃𝐹1 𝑃𝐹1: G1, g2, ℊ1 4 
G1 g2 ℊ1 𝑃𝐹1 𝑃𝐹2: G1, ℊ2 2 
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G1 g2 ℊ1 𝑃𝐹1 𝑃𝐹3: g2 2 
G1 g2 ℊ1 𝑃𝐹1   
G1 g2 ℊ2 𝑃𝐹2, 𝑃𝐹3   
G1 g2 ℊ2 𝑃𝐹2, 𝑃𝐹3   
 
Therefore the PT performs as a code dictionary and the process of converting the DB patterns into 
combination of PT patterns is called dictionary-based compression. There are 4 important indexes in 
describing the compression method: 
 
1) The length of PT pattern (𝑃𝐹𝑖) in a certain pattern table is defined as: 
  𝐿(𝑢𝑠𝑎𝑔𝑒 (𝑃𝐹𝑖)|𝑃𝑇) = − 𝑙𝑜𝑔 (
𝑢𝑠𝑎𝑔𝑒 (𝑃𝐹𝑖)
∑ 𝑢𝑠𝑎𝑔𝑒 (𝑃𝐹)𝑃𝐹∈𝑃𝑇
)    (1)   
2) The length of DT pattern (𝐷𝐹𝑖) is calculated as the sum of the lengths of all PT patterns it 
contains: 
𝐿(𝐷𝐹𝑖|𝑃𝑇) = ∑ 𝐿(𝑢𝑠𝑎𝑔𝑒 (𝑃𝐹𝑗)|𝑃𝑇)
𝑃𝐹𝑗∈𝐷𝐹𝑖
   
(2) 
3) The length of DT is the sum of the lengths of all DT patterns : 
𝐿(𝐷𝑇|𝑃𝑇) = ∑ 𝐿(𝐷𝐹𝑖|𝑃𝑇)
𝐷𝐹𝑖∈𝐷𝑇
 
(3) 
4) The length of the PT is defined as: 
𝐿(𝑃𝑇) = ∑ 𝐿(𝑢𝑠𝑎𝑔𝑒 (𝑃𝐹𝑖)|𝑃𝑇)
𝑃𝐹𝑖∈𝑃𝑇
+ ∑ −𝑟𝑖 log (
𝑟𝑖
𝑐
)
𝑟𝑖∈𝛪
 
(4) 
 
There are two parts involved in the length of PT. The first part in Equation (4) is the sum of lengths 
of all PT patterns, while the second part is the sum of lengths of all singleton items in each category in DB. 
𝛪 is defined as all the singleton items in DT, 𝑐 is the total count of singleton items and 𝑟𝑖 is the count of the 
ith singleton item. For example, in Table 2, 𝑐 is equal to 18, 𝑟𝑖 of the singleton item “G1” is 6. One can see 
that PT plays a vital role in describing the DT.  
The compression technique seeks the best length of codes to represent the DB patterns. The 
previous large data observations can be then converted into a relatively small one with all details. A 
relatively more detailed PT can compress the DB better but results into a relatively larger PT while a less 
detailed PT will just do the reverse. Here, we need to use the Minimum Description Length (MDL) to find a 
balanced PT. The principle can be written as: 
𝑚𝑖𝑛 ℒ = 𝐿(𝐷𝑇|𝑃𝑇) + 𝐿(𝑃𝑇)                                                                                                                 (5)  
 
Where 𝓛 is the total length that should be minimized. We employed the algorithm proposed by 
(11) to find the best set of PT, the pseudo code of which is shown in Table 3. The algorithm employs the 
Apriori Algorithm (12) to find the best combination of the DT patterns. 
 
Table 3 Pseudo Code of Dictionary-based Compression 
Input: Database with n rows and m categories 
Output: A PT table and the usage of each pattern 
 
Build the initial PT table and all PT patterns 𝑃𝐹𝑖 are singleton items of features in DB 
Compute the initial description length ℒ0, the optimal length ℒ = ℒ0 
Implement the Apriori algorithm to find all frequent items 𝐹𝐼 whose frequency is higher than a threshold 
𝑇, these frequent items constitute a set 𝑆 
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Repeat 
     for 𝐹𝐼𝑖 in 𝑆 
         Put 𝐹𝐼𝑖 into the PT table 
         Compute the current description length ℒ𝑖  
         If ℒ𝑖 < ℒ 
             ℒ = ℒ𝑖 
             remove 𝐹𝐼𝑖 from 𝑆 
             add 𝐹𝐼𝑖 into PT table 
         else 
             remove 𝐹𝐼𝑖 from 𝑆 
 until |𝑆| = 0 
 
The algorithm can find the best PT which minimizes the MDL based on wait times data of passenger 
vehicles or trucks from the same direction at three bridges. The MDL algorithm calculates the best PT table 
that quantify a set of 𝐷𝐹𝑖 and can extract the abnormal 𝐷𝐹𝑖. These abnormal 𝐷𝐹𝑖 should be the irregularly 
feature combination on three bridges. For instance, during certain time-of-day, there is a surge of traffic in 
a certain day as compared to moderate traffic in other days. The traffic pattern on that day should be taken 
as abnormal patterns  
Our algorithm can find the abnormal patterns. According to Equation (2), the length of DT pattern 
(𝐷𝐹𝑖) is calculated based on the frequencies of the 𝑃𝐹𝑗 that it contains. Commonly-seen patterns should 
have a short length while less frequent ones should do the opposite. MDL criteria makes the best estimation 
of each pattern length. They are expected to work well in extracting the abnormal traffic patterns in three 
border-crossing bridges. 
 
Data Description 
In the current study, the dataset is comprised of wait times for two vehicle types (passenger vehicle 
and commercial vehicle), two directions (to US and to Canada), and three bridges from 08/22/2016 to 
01/16/2017. For the LQ and PB, the wait times are updated every five minutes, in total 40,243 observations 
are recorded. For RB, the wait times are updated hourly because the Bluetooth technology is not available, 
except that, the trucks are not permitted to go through RB. To eliminate the effects of fluctuation and 
match the wait times of the three bridges, we replace the five-minute wait times from LQ and PB with hourly 
wait times by taking the average for each hour.  
 
Some empirical results of the delay characteristics on three bridges are presented. Figure 2(a) and 
2(b) shows the delay distribution from US to Canada, separately for cars and trucks. One can see that 
under most conditions, both the cars and trucks have no delay. If we define the border crossing pattern as 
the combination of delay status on three bridges, it can be expected that both the patterns and the delay 
status on three bridges are different during different time periods. Those patterns that are extremely different 
from the rest of the other time periods should be taken seriously and the corresponding features should be 
unveiled. 
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As another example of empirical analysis, the following Figure 3 shows the categorized delay 
type distribution by hour of the day (7:00 -21:00) for passenger vehicles and trucks from two directions at 
Peace Bridge. As can be seen, the wait time patterns vary with the vehicle type and the direction. For 
example, comparing Figure 2(a) with 2(b), the passenger vehicles to Canada only have a percentage of 
around 40% to cross the border without waiting at 10:00 and 11:00, while it looks like the congestion 
happens at 18:00 and 19:00 for the passenger vehicles to USA and the percentages of higher waiting 
times are much lower. Furthermore, comparing Figure 2(a) with 2(c), for the same direction from US to 
Canada, the passenger vehicles mainly experience higher delays in the morning, but the rush-hour period 
is 13:00 – 17:00 for the trucks. 
Figure 2 Delay Distribution of Three Bridges from USA to Canada for (a) cars and (b) trucks. 
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Abnormal Pattern Analysis 
 As introduced in Methodology section, all the wait times are converted to category variables. The 
dictionary-based compression algorithm can further generate a DT table and PT table for wait times of each 
vehicle type and each direction at three bridges. All the border wait time patterns 𝑫𝑭𝒊 during our observation 
periods are ranked according to their anomaly scores.  
Figure 3 Delay Type Distribution during Different Hours of Day at PB (a) cars from USA 
to Canada; (b) cars from Canada to USA; (c) trucks from USA to Canada; (d) trucks 
from Canada to USA. 
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Figure 4 Top Three Abnormal Spatial-Temporal Patterns for Different Scenarios (a) cars from USA 
to Canada; (b) trucks from USA to Canada; (c) cars from Canada to USA; (d) trucks from Canada 
to USA;  
 
 
 Figure 4 shows the top three abnormal spatial-temporal patterns at three bridges for different 
scenarios. The date and time of these patterns are also labeled. Therefore some hidden reasons can be 
uncovered. First, Figure 4(a) shows that the top three abnormal patterns for passenger vehicles from USA 
to Canada all happened in the afternoon of 09/05/2016, Labor Day. All three bridges were in heavy 
congestion, especially for the LQ Bridge, where the delay was around 90 minutes. Second, the trucks 
through Peace Bridge and LQ Bridge from USA to Canada also encountered longer waiting times on Labor 
Day in 2016, which can be verified by the top three abnormal patterns in Figure 4(b). Third, the top three 
abnormal patterns for cars from Canada to USA in Figure 4(c) are from 11/27/2016 (Sunday), 09/25/2016 
(Sunday) and 10/08/2016 (Saturday) separately, which are all weekends. It once again shows that for the 
passenger vehicles, the three bridges are always in heavy congestion at the same time. Last, different with 
(a) (b) 
(c) (d) 
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the previous three figures, abnormal patterns in Figure 4(d) show the waiting times for trucks from Canada 
to USA at PB and LQ Bridge could be very different. As can be seen, for 20:00 on 12/06/2016 and 22:00 
on 11/03/2016, the trucks at PB experienced much higher delay comparing with LQ Bridge. For 21:00 on 
11/15/2016, the PB had no delay while the waiting time at the LQ Bridge was about 40 minutes for trucks 
from Canada to USA.   
 
We further explored the time-of-day information of the abnormal border wait time patterns at three 
bridges. The top 5% most abnormal patterns are extracted. The frequency of these abnormal patterns are 
calculated by time-of-day and are shown in Figure 5. One can see different frequency distributions from US 
to Canada than from Canada to US for both the cars and vehicles. We can also find that: 
 
 From US to Canada direction, abnormal border wait time patterns usually happen in the daytime. 
The frequency of abnormal patterns for cars is the highest during the noon, while for trucks it 
happens during PM peak. 
 
 From Canada to US direction, the frequencies of abnormal border wait time patterns for both cars 
and trucks are the highest in the afternoon. For cars other abnormal patterns mainly happen during 
the noon, while for trucks those happen during 10:00.  
 
Figure 5 Time-of-day Features of the Most Abnormal Traffic Patterns 
 
We can see that the ranking and analyzing of abnormal patterns uncover the weak points of the 
border crossing system, and therefore help the management authorities to make corresponding plans.  
One can also see the advantages of our method is that it is effective in mining patterns and 
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detecting anomalies which find useful knowledge from the large datasets by giving a good quantitative 
descripting length. Another advantage is that both the compression method and MDL algorithm is easy to 
apply and the calculation is not time-consuming which is of great applicability in real-time application. 
 
Conclusion and Future Studies 
In this paper, we employed a dictionary-based compression algorithm to process the spatial-
temporal waiting time data at three Niagara Frontier border crossing bridges. We ranked and analyzed the 
abnormal patterns for both cars and trucks from two directions from US to Canada and from Canada to US. 
The dictionary-based compression algorithm can effectively capture the key hidden patterns, which is very 
meaningful in the big data era. Some main observations are summarized as following: 
 
1. Based on the analysis of top three abnormal wait time patterns for different vehicles and 
directions, there are at least two reasons behind the anomaly. First the weekends and holidays may cause 
unusual heave congestions at the three bridges at the same time; second the uneven freight transportation 
demand from Canada to USA at PB and LQ may also lead to a high anomaly score.  
 
2.  By correlating the time-of-day information with the top 5% abnormal patterns, we find for US to 
Canada direction, the frequency of abnormal waiting time patterns is the highest during noon for cars while 
it is the highest during PM peak hours for trucks. For Canada to US direction, the frequency of abnormal 
border wait time patterns for both cars and trucks reaches to the peak during the afternoon.  
 
For future studies, more features can be involved into the pattern identification and ranking 
including weather, traffic flow features, etc. 
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