Abstract-There has been a long debate on which programming language can help write better object-oriented programs. However, to date little response is given to this issue with empirical evidence. In this paper, we perform a comparative study on C++, C#, and Java programs by using object-oriented metrics, which comprise measures for class size, complexity, coupling, cohesion, inheritance, encapsulation, polymorphism, and reusability. Our experiment is conducted on 78 tasks in Rosetta Code, a code repository providing solutions to the same programming tasks in different languages. The experimental results show that: (1) C++ classes are significantly larger than C# and Java classes in size, but their complexity does not differ significantly; (2) C# classes are significantly more likely to be coupled than C++ and Java classes through inter-class method invocations instead of direct data access; (3) C# and Java classes tend to be more cohesive than C++ classes; (4) C# and Java significantly outperform C++ in building deep inheritance trees; and (5) programs written in C++, C#, and Java do not show a significant difference in class encapsulation, polymorphism, and reusability. These findings could help practitioners choose suitable languages to develop object-oriented systems. 
INTRODUCTION
Which programming language can help write better objectoriented programs? This question is often asked but it is hard to reach a consensus on the answer. From the practical perspective, it would be reliable to answer this question by empirically comparing real object-oriented programs written in different languages. The findings based on empirical evidence should be valuable in helping practitioners choose suitable languages to develop object-oriented systems.
To evaluate the quality of object-oriented programs, many metrics have been proposed, which are related to various language features like class size, coupling, cohesion, inheritance, encapsulation, and polymorphism [4] [5] [6] [7] [8] [9] . In previous studies, these metrics are generally applied to fault prediction [10] , class testability prediction [11] , code refactoring [12] , and code size estimation [13] . However, few researchers use the object-oriented metrics as indicators to compare programs written in different languages.
In this paper, we perform a preliminary comparative study on programming languages by employing 23 commonly-used * Corresponding author: Baowen Xu; Email: bwxu@nju.edu.cn (DOI reference number: 10.18293/SEKE2015-064) object-oriented metrics. More specifically, we use the standard statistical inference techniques to perform a differential analysis on the metric values for real programs written in C++, C#, and Java. The subject programs used in this study are provided by Rosetta Code [21] , a code repository of solutions to common programming tasks implemented with various languages. By investigating 78 tasks in Rosetta Code, we attempt to answer the following issues: (1) Which language can help write classes of small size and low complexity? (2) Which language can help write classes of low coupling and high cohesion? (3) Which language can help create good type hierarchies? and (4) Which language can help write classes of good encapsulation, polymorphism, and reusability? These issues are of highly practical value, as they determine which programming language can help write better object-oriented programs. However, little is currently known on this subject with empirical evidence. Our study attempts to fill this gap by this comparative study.
Our experimental results based on object-oriented metrics show the following findings:  C++ classes are significantly larger than C# and Java classes in size, but their complexity does not differ significantly;  C# classes are significantly more likely to be coupled than C++ and Java classes through inter-class method invocations instead of direct data access;  C# and Java classes tend to be more cohesive than C++ classes;  C# and Java significantly outperform C++ in building deep inheritance trees;  Programs written in C++, C#, and Java do not show a significant difference in class encapsulation, polymorphism, and reusability.
The rest of the paper is organized as follows. Section II introduces the object-oriented metrics in a nutshell. Section III describes the studied subjects, data collection procedure, and data analysis method. Section IV reports the experimental results. Section V presents the threats to validity. Section VI discusses related work. Section VII concludes the paper and outlines the direction for future work.
II. OBJECT-ORIENTED METRICS
In the past decades, many object-oriented metrics have been proposed. The most well-known metrics are CK metrics [4] and MOOD metrics [6] , which are applied to assess the quality The number of methods defined in a class Class Low [7] NOA (Number of attributes)
The number of attributes defined in a class Class Low [7] WMC (Weighted method complexity) The sum of complexity for all methods in a class Class Low [4] CC (Class complexity) The sum of complexity for all methods in a class based on the information flow Class Low [9] Coupling RFC (Response for a class)
The number of methods that can be potentially executed in response to a message received by an object of a class Class Low [4] CBO (Coupling between objects) The number of other classes to which a class object is coupled Class Low [4] DAC (Data abstract coupling) The number of ADT(Abstract Data Type) instances defined in a class Class Low [7] MPC (Message passing coupling) The number of send statements defined in a class Class Low [7] CF (Coupling factor)
, where TC is total number of classes and The number of methods in a subclass overridden from its base class Class High [7] PF (Polymorphism factor)
, where TC is the total number of classes and Mn(Ci) [7] of object-oriented programs at different levels. To be specific, CK metrics are mainly used to evaluate single classes, while MOOD metrics are applied to assess the whole object-oriented systems. Table I gives a detailed description of the 23 commonly-used object-oriented metrics. According to this table, all the metrics can be divided into 7 categories [3] , which cover the following object-oriented features:  Size and complexity. NOM and NOA are used to measure the size of a class in terms of the number of methods and the number of attributes, respectively. WMC and CC are applied to measure the complexity of a class through calculating the total complexity of its member functions/methods in different ways. Since classes are suggested to be designed as concise as possible, these metrics are expected to be low in their values.  Coupling. Five metrics are used to evaluate class coupling from different perspectives. To be specific, the CF metric is used to evaluate the coupling of all classes at the system level. By comparison, the other four metrics measure coupling at class level. Among these metrics, RFC and MPC are used to assess method coupling, DAC embodies data coupling between classes, and CBO shows coupling between class instances. Since highly coupled classes are less object-oriented, low metric values are preferable.  Cohesion. Cohesion is measured with four class-level metrics, which are calculated in different ways to reflect the interactions between member functions/methods. Among these metrics, a low LCOM value is expected, while high TCC, LCC, and ICH values are desired.  Inheritance. NOC and DIT are class-level metrics, which express class inheritance through the number of descendants and the depth of type inheritance, respectively. By comparison, MIF and AIF are system-level metrics, which refer to method inheritance and attribute inheritance, respectively. Since it is suggested to build hierarchical type trees in the object-oriented systems, the high inheritance metric values are expected.  Encapsulation. MHF and AHF are indicators to show how well methods and attributes are hidden inside classes. These metrics are measured at system level and high metric values are preferable.  Polymorphism. NMO and PF are polymorphism metrics at different levels. To be specific, NMO is a class-level metric, which refers to the number of methods overridden by a single subclass, while PF is a system-level metric, which measures the degree of method overriding in the whole type tree. Their metric values are desired to be high.  Reusability. RR and SR are both system-level reusability metrics. They are calculated as the ratios of subclasses to all classes and to super classes, respectively. Since classes are expected to be highly reused, large reusability metric values are desirable.
III. RESEARCH METHOD
In this section, we first introduce the subject programs used in our study. Then, we describe the data collection procedure. Finally, we show the data analysis method.
A. Studied Subjects
In order to conduct the comparative experiment, we need to investigate the programs that give solutions to the common goals and are written in C++, C#, and Java, respectively. For this reason, we employ the open-source programs in Rosetta Code [21] , a code repository providing solutions to the same tasks in various languages. Currently, it contains 766 programming tasks implemented in 567 different languages. These tasks belong to 59 categories, including mathematics, games, and networking, etc. Due to its abundant resources, Rosetta Code has been effectively used to compare languages' concise, performance, and failure-proneness [2] .
In the Rosetta Code repository, we totally find 381 tasks that have solutions in all the three investigated languages. By manually checking these solutions, we choose 78 tasks as our studied subjects, because they are all implemented in the object-oriented manner. In other words, the remaining 203 tasks are deleted from our concern either because they are implemented in the procedural manner in their C++ solutions or because that they are lack of entire implementation code. The detailed information of these tasks can be found at http://ise.nju.edu.cn/wudi/Lang.Comp.Study.
B. Data Collection
We collected the metric values by using "Understand" [20] , a program analysis and measurement tool. Specifically, the data was collected by the following steps. At the first step, we built an Understand database for each solution implemented in C++, C#, and Java. At the second step, we collected the metric values for each solution by processing its database. Some simple metrics such as NOM, NOA, and WMC were directly reported by Understand, while other metrics including CC, MHF, and AHF were collected by running our own Perl scripts, which utilize the analysis-based information of programs through calling Understand APIs. At the third step, we calculated for each class-level metric its average metric value of all classes in each solution. At the fourth step, we selected for each task its optimal solution written in the same language. Of the 78 studied subjects, 20 tasks have more than one solution written in the same language. In order to pick out the best solutions for the 20 tasks, we compare for each task its solutions written in the same language according to the metric values and select the optimal one. At the last step, we gathered the metric values of all selected solutions to the 78 tasks and stored the data in a csv file, which was used for data analysis.
C. Data Analysis
We employ the standard statistical inference techniques to analyze the experimental data. More specifically, for each object-oriented feature, we perform a Wilcoxon's signed rank analysis to compare the metric values of solutions implemented in different languages. In other words, C++, C#, and Java are compared in pair-wise to find out which language can help write best object-oriented programs. If the metric values of two languages show a difference at a significance level of 0.05 (pvalue), we will conclude that the languages are significantly different. Also, we employ the Cliff's  to examine whether the magnitude of difference is important [18] . By convention, the magnitude of the difference is considered either trivial (|| < 0.147), small (0.147-0.33), medium (0.33-0.474), or large (> 0.474) [19] . Finally, we apply the signed ratio R to give an unstandardized measure of the difference between two medians [2] . The R value is calculated as:
where Mx and My denotes the median metric values of language X and language Y, respectively. A positive sign sgn(Mx-My) indicates that the median metric value of X is larger than the median metric value of Y, while a negative sign signifies a reverse result. Moreover, the absolute R value denotes how many times X's median is larger/smaller than Y's median under a specific metric.
VI. EXPERIMENTAL RESULTS
In this section, we report in detail the experimental results. Table II shows the overall experimental results for language comparison. In this table, we present for each metric the significance of the Wilcoxon's signed rank analysis (p-value), the magnitude of difference (Cliff's ), and the times between two median values (R). 
A. Size and Complexity
We employ the result from NOM and NOA metrics to compare the size of classes written in C++, C#, and Java. According to Table II , we find that C++'s NOM value is significantly different from C#'s NOM value (p < 0.001), and the magnitude of difference is large in terms of Cliff's  (0.478). Moreover, the median NOM value of C++ is over 2 times larger than the median NOM value of C# (R = 2.222). Besides, the comparison between C++'s NOM value and Java's NOM value shows a similar result. This indicates that C++ classes significantly have more member functions/methods than both C# and Java classes. As for NOA, we find C++ classes significantly have more attributes than C# classes (p = 0.007) and the magnitude of difference is medium ( = 0.385). However, the comparison between C++ and Java does not show a significant difference.
In terms of class complexity (WMC and CC metrics), we do not observe a significant difference between C++ and C#/Java. This indicates that C++ classes are not significantly more complex than C# and Java classes. However, C#'s WMC value is significantly different from Java's WMC value (p < 0.001), but the effect size is trivial according to Cliff's  (-0.125). This signifies that C# methods tend to be less complex than Java methods, but the difference is not obvious.
To summarize, the core observation from the size and complexity metrics is that C++ classes are significantly larger than C# and Java classes in size, but their complexity does not differ significantly.
Interpretation. One possible explanation for this result is that C++ has two different paradigms, namely the procedural programming and the object-oriented programming. When programmers implement C++ classes, they are likely to think in the procedural manner, thus resulting in a large number of member functions to be created inside a class.
B. Coupling
We employ the result from RFC, CBO, DAC, MPC, and CF metrics to compare the coupling of classes written in C++, C#, and Java. As for CF, the system-level metric, we do not find any significant difference among the three languages (all p-values > 0.05). This indicates that C++, C#, and Java do not differ in class coupling from the system-level perspective. As for the class-level metrics, however, these three languages show significant differences. To be specific, for RFC, which evaluates class coupling based on method invocations, C# has a significantly larger RFC value than C++ and Java (both pvalues < 0.001). Moreover, the effect sizes are large in terms of Cliff's  (0.635  ||  0.868). Besides, the R values also show a difference between the medians (1.403  |R|  2). This evinces that C# classes are more likely to interact with each other through inter-class method invocations. Also, CBO, a metric reflecting coupling between class objects, shows a similar result. However, DAC, a metric evaluating class coupling through data access, indicates a contrary result. More specifically, it shows that C#'s DAC value is significantly smaller than C++ and Java's DAC values (both p-values < 0.005). Moreover, the effect sizes are small in terms of Cliff's  (both || = 0.236). This result signifies that C# classes are less likely to interact with each other through data interaction. As for MPC, another coupling metric based on member functions/methods, does not show a significant result. To summarize, the core observation from the coupling metrics is that C# classes are significantly more likely to be coupled than C++ and Java classes through inter-class method invocations instead of direct data access.
Interpretation. According to Table II, we find RFC and MPC, the metrics for inter-class method coupling, show completely different results. This is due to the different ways in calculating their metric values. To be specific, the get/set accessors in C# classes are regarded as ordinary methods when we compute the RFC values. But they are removed during calculating the MPC values. For this reason, we conjecture that the tight coupling among C# classes is generally caused by frequent inter-class get/set method invocations.
C. Cohesion
We employ the result from LCOM, LCC, TCC, and ICH metrics to compare the cohesion of classes written in C++, C#, and Java. As for LCOM, we find that C++ has a significantly larger LCOM value than C# and Java (both p-values < 0.001). Moreover, the magnitudes of difference are medium in terms of Cliff's  (0.340  ||  0.458). Since a low LCOM value is preferable, this result indicates that C++ classes are less cohesive than C# and Java classes. ICH, another cohesion metric, shows a consistent result. To be specific, C++'s ICH value is significantly smaller than both C#'s ICH value (p = 0.014) and Java's ICH value (p = 0.010). Furthermore, the effect sizes are small in terms of Cliff's  (0.268  ||  0.272).
However, the other two cohesion metrics, namely LCC and TCC do not show significant results. To summarize, the core observation from the cohesion metrics is that among the four metrics, two of them significantly evince that C# and Java outperform C++ in creating higher cohesive classes. From this reasoning, we conclude that C# and Java classes tend to be more cohesive than C++ classes.
Interpretation. One possible explanation for this result is that many member functions in C++ classes are still implemented in the procedural manner. As a result, the member functions do not interact well through sharing the common attributes and thus result in a low cohesion for the whole class.
D. Inheritance
We employ the result from NOC, DIT, MIF, and AIF metrics to compare the inheritance of classes written in C++, C#, and Java. As for NOC, we find C++'s NOC value is significantly larger than Java's NOC value (p = 0.004).
Moreover, the effect size is small in terms of Cliff's  (0.291).
The comparison between C+ and C#, however, does not show a significant result (p = 0.078). As for DIT, we observe that C++'s DIT value is significantly smaller than both C# and Java's DIT values (both p-values < 0.001). Furthermore, the effect sizes are relatively large in terms of Cliff's  (0.934  ||  0.939). As for other two metrics, namely MIF and AIF, no significant result is revealed. To summarize, the core observation from the inheritance metrics is that C# and Java significantly outperform C++ in building deep inheritance trees (DIT).
Interpretation. Both C# and Java have the root type "Object", which is a super type for all classes. Therefore, the depth of inheritance trees in C# and Java systems is not surprisingly larger than the C++ systems.
E. Encapsulation, Polymorphism, and Reusability
We employ the result from MHF and AHF metrics for encapsulation, NMO and PF metrics for polymorphism, and RR and SR for reusability to compare the classes written in C++, C#, and Java. According Table II , there is no significant result revealed by all these metrics. For this reason, we conclude that programs written in C++, C#, and Java do not show a significant difference in class encapsulation, polymorphism, and reusability.
Interpretation. Regarding the language features for class encapsulation, C++, C#, and Java all provide private, protected, and public keywords to control the accessibility to the methods and attributes inside a class. As a result, there is no difference in information hiding of classes written in different languages. Moreover, all these three languages support static binding and dynamic dispatching in similar ways. Therefore, the polymorphism of classes does not differ. Finally, class reusability is generally independent from language support. Instead, it is determined by the ways programmers define new classes. For this reason, there is not a significant difference in the reusability of classes written in C++, C#, and Java.
VII. THREATS TO VALIDITY
The threat to the construct validity is the correctness of the metric values collected from "Understand" databases. Since many historical studies have produced reliable empirical results by using "Understand" [20] , the data in our study can also be considered as acceptable. The threat to internal validity is the object-oriented metrics used in this study. We totally use 23 metrics to investigate class size, complexity, coupling, cohesion, inheritance, encapsulation, polymorphism, and reusability. Even though these metrics do not include all object-oriented metrics proposed in historical studies, they are generally regarded as the most representative ones. Since these metrics are also used in other empirical studies [1, 3] , they are also applicable in this study. The threat to the external validity is that we only use the programs provided by Rosetta Code to conduct the experiment. Since many solutions to our studied tasks have a small number of classes, our empirical results need to be further examined on more complex object-oriented systems in the future.
VIII. RELATED WORK
The most related study to our work was undertaken by Kumari and Bhasin [1] , who used the object-oriented metrics to compare C++ and Java programs. They investigated 15 object-oriented applications and found that Java is more object-oriented than C++ as per intuition. The metrics applied in our study and in [1] are basically the same. However, we use more strict research method and thus obtain more reliable findings. To be specific, our study has the following advantages. First, we studied three languages, namely C++, C#, and Java, while in [1] , only C++ and Java were analyzed. Second, we used 78 open-source programming tasks to do the experiment, while Kumari and Bhasin only employed 15 tasks. Moreover, the detailed information of their data set was not given, making their experiment not replicable. Third, we used the standard statistical inference techniques (such as the Wilcoxon's signed rank analysis) to analyze the experimental data, while Kumari and Bhasin only got the comparison result based on bar graphs for the raw metric values. For this reason, our empirical results are more reliable. In terms of the conclusions, the main difference between the two papers lies in the languages' support to build deep inheritance trees. In [1] , the authors showed that the DIT metric value of C++ programs was larger than Java programs. However, we get an opposite result. Due that the result in this study is drawn using the standard statistical analysis, our conclusion is more acceptable.
Another related study was conducted by Nanz and Furia [2] , who used the Rosetta Code repository to compare the conciseness, performance, and failure-proneness of programs written in different languages. By using the standard statistical inference methods, the authors had the following findings: (1) functional and scripting languages are more concise than procedural and object-oriented languages; (2) C is hard to beat when it comes to raw speed on large inputs; and (3) compiled strongly-typed languages are less prone to runtime failures than interpreted or weakly-typed languages. Compared with [2] , our study focuses on a different research question, namely languages' support to write good object-oriented programs. For this reason, the conclusions of the two studies are not comparable. However, the two studies still share some similarities. First, they both use Rosetta Code as the experimental subject. Second, they both use the standard statistical inference techniques to analyze the experimental data. Third, the conclusions of both studies are drawn on the result of statistical analysis. Other related empirical programming language research include the comparison on languages' difference in running time, memory consumption, and productivity [14] , the survey of developers' behaviors in using object-oriented concepts [15] , the study on languages' support for code quality [16] , and the investigation on languages' adoption [17] , etc.
IX. CONCLUSIONS AND FUTURE WORK
In this paper, we perform a comparative study on C++, C#, and Java programs to investigate which language can help write better object-oriented programs. By analyzing 23 objectoriented metrics on the solutions to 78 real programming tasks, we find that C# and Java outperform C++ in creating concise and cohesive classes. Also, the empirical result shows that C# and Java can help build deeper inheritance trees than C++. Moreover, we find that C# classes are significantly more likely to be coupled than C++ and Java classes through inter-class method invocations instead of direct data access. Finally, the statistical result reveals that the programs written in C++, C#, and Java do not show a significant difference in class encapsulation, polymorphism and reusability. Our empirical evidence should be valuable in helping practitioners choose suitable languages to develop object-oriented systems. In the future work, we will investigate more object-oriented languages and replicate the study on more applications.
