We investigate the finite sample bias of the quasi maximum likelihood estimator (QMLE) in spatial autoregressive models with possible exogenous regressors. We derive the approximate bias result of the QMLE in terms of model parameters as well as the moments (up to order 4) of the error distribution and thus a feasible bias-correction procedure is directly applicable. In some special cases, the analytical bias result can be significantly simplified. Monte Carlo results demonstrate that the QMLE can be severely biased in finite samples, especially when the spatial weights matrix is dense, and the feasible bias-correction procedure works remarkably well.
Introduction
Spatial econometrics has received increasing attention recently from both the theoretical and empirical fronts. In urban, regional, real estate, public, environmental economics and industrial organization, there is usually dependency across spatial units and spatial models have been used to capture this dependency.
The class of spatial autoregressive (SAR) models naturally extend autocorrelation in time domain to spatial dimensions. A SAR model has the distinguishing feature that it aims to model simultaneity in economic equilibrium models in a simple way, and it has enjoyed much empirical popularity in economics, see Case (1991) , Brueckner (1998) , Topa (2001) , Coughlin et al. (2007) , to list just a few.
In terms of estimation and inference, Ord (1975) proposed the efficient maximum likelihood (ML) method. Lee (2004) first provided a formal and rigorous discussion of the ML and quasi-maximum likelihood (QML) estimators. Conley (1999) and Kelejian and Prucha (1999) examined the method of moments estimator. Kelejian and Prucha (1998) and Lee (2003) discussed the two-stage least squares estimator. These papers investigated the (first-order) asymptotic properties of different estimators. In economic analysis, area data (e.g., collected at state-level) are used widely, which usually have a limited sample size. Thus understanding of the finite sample properties of the estimator used is also important. Analytical results in the existing literature in this direction is quite limited, however. The majority of published papers employed Monte Carlo simulations. Only recently Bao and Ullah (2007a) derived analytical second-order bias as well as mean squared error of the ML estimator (MLE) under the assumptions that the error terms are normally distributed and that no exogenous regressors are present.
In this paper, we investigate the finite sample bias of the QML estimator (QMLE) in SAR models with possible exogenous regressors. The QMLE is appropriate when the estimator is derived under a normal likelihood function but the true distribution of the spatial data might not be normal. For example, in convergence studies, income distributions are commonly skewed. As discussed in Lee (2004) , under some regular conditions, the QMLE has the usual asymptotic results, including √ n-consistency (where n is the sample size) and asymptotic normality. For some irregular cases, the QMLE can have a slower convergence rate, or can even be inconsistent. We focus on the regular cases as we are going to utilize a stochastic expansion of the inverse of the score function for a class of √ n-consistent estimators. In principle, given the stochastic expansion, we could also derive the finite sample mean squared error result. But doing so might cause the complexity of notation to run out of control and thus we consider only the bias result. The contributions of this paper are as follows: (i) We consider a broader framework where the error terms follow some nonnormal distribution and some exogenous regressors might be present; (ii) We derive the approximate bias results explicitly in terms of the model parameters as well as the cumulants of the underlying distribution and thus a feasible bias-correction procedure is available immediately.
The plan of this paper is as follows. In the next section, we introduce the notation and present our main results. We consider several special cases under which the general bias result can be substantially simplified. In Section 3, we conduct a Monte Carlo study to investigate the merit of bias-correction using the bias result developed in Section 2. We find that in small samples, the QMLE of the spatial autoregressive coefficient tend to be more biased compared with other parameter estimates. The feasible bias-correction procedure reduces the finite sample bias substantially. Conclusions are contained in Section 4. Technical details and the proof are provided in the appendices.
Finite Sample Bias
A SAR model with exogenous regressors is y n = X n β + λW n y n + v n , (2.1) where y n is an n × 1 vector of observations on the spatial variable, X n is an n × k matrix of exogenous regressors, W n is a specified constant spatial weights matrix, v n is an n × 1 vector of independent and identically distributed (iid) error terms with zero mean, finite variance σ 2 , as well as finite third and fourth moments, and λ is the spatial autoregressive parameter. 1 Let θ 0 = (β 0 , λ 0 , σ 2 0 ) be the true parameter vector. Denote S n (λ) = I n − λW n for any value of λ. The equilibrium vector is y n = S −1 n (X n β 0 + v n ), where S n = S n (λ 0 ) is assumed to be nonsingular. For the time being, we assume β 0 = 0. Later on we discuss specifically the special case when β 0 = 0, the so-called pure SAR model. As emphasized in Lee (2004) , whether or not the exogenous regressors X n are relevant plays a distinctive role in estimation and inference.
To emphasize the possible nonnormal distribution of v i , we write E(v 3 i ) = γ 10 σ 3 0 and E(v 4 i ) = (γ 20 + 3)σ 4 0 , where γ 10 and γ 20 have the interpretation of skewness and (excess) kurtosis coefficients, respectively. For notational convenience, in the sequel we put γ 1 = γ 10 and γ 2 = γ 20 . For normally distributed v i , γ 1 = γ 2 = 0. The sample average quasi log likelihood function of (2.1) is
Under some regularity assumptions (see Appendix B), the Jacobian |S n (λ)| is positive and the above likelihood function is well defined and continuous. Lee (2004) first formally proved that the QMLEθ n that maximizes (2.2) has the usual asymptotic properties, including √ n-consistency and asymptotic normality. Thus we can use directly Bao and Ullah's (2007b) approximate bias result developed for a class of √ n-consistent estimators.
Bao and Ullah (2007b) considered a √ n-consistent estimator that is identified by the condition
where ψ n (θ) = ψ n (Z; θ) is a known p × 1 vector-valued function of the observable data Z = {Z i } n i=1 and a parameter vector θ of p elements such that E[ψ n (θ)] = 0 happens only at the true parameter value θ 0 . They showed that the large-sample approximation to the bias ofθ n up to order O(n −1 ) is
, and ⊗ denotes the Kronecker product operator. 2 Note that here matrix derivatives are defined recursively, which stands in contrast to, for example, Magnus and Neudecker (1988) . Given the p × 1 function ψ n (θ), H n (θ) is p × p and ∂H n (θ)/∂θ is p × p 2 , whose jth "element" of the lth row is the 1 × p vector ∂[H n (θ)] lj /∂θ . Note that the approximate bias result is derived under several technical assumptions (listed in Appendix B) regarding the smoothness of the moment and its higher order derivative functions.
We can verify (see Appendix B) that those assumptions are in fact satisfied under the regularity assumptions in different cases considered in Lee (2004) , where the QMLE is √ n-consistent.
The Regular Case
First, let's consider the regular case, where exogenous regressors are included, i.e. β 0 = 0. Under Assumptions L1 to L8 in Appendix B, Lee (2004) proved that the QMLEθ n is globally identifiable, √ n-consistent, and asymptotically normal. From (2.2), the score function can be written as
where
, and E(v n v n ) = nσ 2 0 . Upon taking derivatives, we have the (k + 2) × (k + 2) Hessian matrix H n (θ) as follows:
Taking expectations of all the terms in (2.6) and using the partitioned inverse formula, we immediately have
where Rilstone et al. (1996) , we define higher-order matrix derivative recursively, so that
where the (unique) blocks/elements are listed are follows:
Then by taking expectations, we have
Substituting (2.5)-(2.8) into (2.4) and simplifying the results (see Appendix C) lead to the following theorem.
The scalars i ζn , j ζn , p ζn , s ζn , and t ζn , ζ = 0, 1, 2, are defined in Appendix A. Throughout, denotes the Hadamard product operator, ı n is an n × 1 vector of ones, and I n is the n × n identity matrix.
Theorem:
Under the regularity assumptions L1-L8 listed in the appendix, the large-sample approximation to the bias of the QMLEθ n = (β n ,λ n ,σ 2 n ) , up to order O(n −1 ), in the spatial model (2.1) with β 0 = 0 is given by
Given the above bias result, one can write a computer program to evaluate its magnitude. 3 We can use the bias result to construct the bias-corrected QMLEθ n =θ n − Bias(θ n ). But since Bias(θ n ) depends on the unknown θ 0 as well as γ 1 and γ 2 , we need to replace the unknowns in (2.9) with their consistent estimates.
For example, θ 0 withθ n and γ 1 and γ 2 withγ 1n andγ 2n , whereγ 1n andγ 2n can be estimated from the QMLE residuals. 4 We denote this feasible bias-corrected estimator byθ n =θ n −Bias(θ n ). The general result (2.9) involves the error moments up to order 4, through the skewness and excess kurtosis γ 1 and γ 2 . It might happen that given some particular data matrix X n and weights matrix W n , the contributions from nonnormality to the approximate bias ofθ n can disappear. In the following, we consider several special cases that might arise in practice. On some occasions, the contributions of γ 1 or γ 2 drop out explicitly from approximate bias for some elements ofθ n .
Special Case I:
An interesting case is when λ 0 = 0, i.e. there is no spatial correlation among the spatial units, but we estimate the model as a SAR model. Now S n = I n and G n = W n . Since (as a normalization) a spatial unit is not defined as a neighbor of itself, the weights matrix has diagonal elements w n,ii = 0. Immediately,
, and the other scalars can be simplified substantially as in Appendix A.
Corollary 1:
Under the regularity assumptions L1-L8 listed in the appendix, the large-sample approximation to the bias of the QMLEθ n = (β n ,λ n ,σ 2 n ) , up to order O(n −1 ), in the spatial model (2.1) with β 0 = 0 and λ = 0 is given by
Note that in a standard OLS framework, including an irrelevant exogenous regressor does not generate any bias problem. However, here the endogenous y n is included even if it is in fact a redundant regressor.
Without the endogenous y n , the model degenerates into a standard linear regression model and the OLS estimator of β would be unbiased. Now not only isλ n biased, but alsoβ n . Empirically, this implies size distortions for testing the null of no spatial effects. Interestingly, the effect of excess kurtosis γ 2 , up to O(n −1 ), on the biases ofλ n andβ n disappears.
Special Case II:
One might be tempted to apply the bias result (2.9) to the case when β 0 = 0 (i.e. X n is irrelevant but included in the regression) by setting f n = 0 and q n = 0. However, under this scenario, f n = G n X n β 0 and X n will be linearly dependent. This can be seen more clearly if we look at the reduced form y n = X n β 0 + λ 0 f n + S −1 n v n . In this case, Assumption L8 in the Appendix B is violated andθ n might not be globally identifiable, let alone ( √ n-)consistency. Instead, an additional identification assumption has to be imposed and {h n } has to be a bounded sequence for the QMLEθ n to be √ n-consistent (see Assumption L9
in Appendix B). 5
Corollary 2: Under the regularity assumptions L1-L7 and L9 listed in the appendix, the large-sample approximation to the bias of the QMLEθ n = (β n ,λ n ,σ 2 n ) , up to order O(n −1 ), in the spatial model (2.1) with β 0 = 0 is given by
If further λ 0 = 0,
(2.12)
Again, this stands in contrast to the OLS results. When the redundant exogenous X n is included,β n can be biased unless the right-hand endogenous y n is also redundant (i.e. λ 0 = 0) . The effect of skewness γ 1 on the order O(n −1 ) biases ofλ n andσ 2 n disappear. When both X n and y n are irrelevant regressors,λ n can still be biased, with the bias result robust to the distribution of y n .
Special Case III: Pure SAR Model
If X n is irrelevant and excluded in the regression, then we have the so-called pure SAR model.
(2.13) Similar to the case when irrelevant X n is included, for global identification and √ n-consistent ofθ n = (λ n ,σ 2 n ) , assumptions L1-L7 and L9 are maintained. Now the score function is
where v n (λ) = y n − λW n y n and v n = v n (λ 0 ). Straightforward calculations lead to
Substituting (2.14)-(2.16) into (2.4) gives the following.
Corollary 3:
Under the regularity assumptions L1-L7 and L9 listed in the appendix, the large-sample approximation to the bias of the QMLEθ n = (λ n ,σ 2 n ) , up to order O(n −1 ), in the model (2.13) is given by
(2.18)
One may be tempted to set all the terms involving X n in (2.11) equal to zero to derive the bias result for the pure SAR model. This is not correct, however, and will not give rise to the correct bias result (2.17). This is so because in deriving (2.11), tr(Ξ n X n X n ) = n 2 σ 2 0 when β 0 = 0 if the redundant X n is included in the regression. When the redundant X n is in fact excluded from the regression, terms involving tr(Ξ n X n X n ) do not exist. This is more obvious if we look at the special cases when λ 0 = 0 in (2.12) and (2.18). Note the "additional" term −g s n /(d 2n σ 2 0 ) in (2.12) for Bias(σ 2 n ). Setting γ 2 = 0 in (2.17) gives the bias result for the MLEλ n as considered in Bao and Ullah (2007b) . In contrast to the full model (2.1), the bias effect of nonnormality comes through only the excess kurtosis γ 2 , up to O(n −1 ). The presence of X n in (2.1) introduces products of linear and quadratic forms in v n , whose expectations involve the skewness parameter γ 1 . For the pure model (2.13), it is obvious that (2.14)-(2.16) involve quadratic forms in v n (but no bilinear forms), and as a result, the bias result from (2.4) is in terms of expectations of quadratic forms in v n (up to order 2). Thus the effect of nonnormality on the approximate bias is relevant only through the even moments, up to order 4, or equivalently, γ 2 .
Monte Carlo Results
To investigate the finite sample bias of the QMLE and the usefulness of the bias result (2.9), in this section we conduct a Monte Carlo study. We first consider the spatial scenario of Case (1991) , where there are R districts with m members in each district. Each member in a district is considered to be a neighbor to other members in the same district. The weights matrix is specified as W n = I R ⊗ B n , where B m = (ı m ı m − I m )/(m − 1), so that each neighbor is given equal weight. Under this scenario, n = mR, and the average number of neighbors over the whole sample, a measure of the denseness of the weights matrix, is m/n = 1/R. We set k = 1 and simulate X n from a N(0, 1) distribution and v n from the flexible asymmetric power distribution (APD) of Komunjer (2007) Table 1 reports the Monte Carlo results for m = 3, 4, 5 and R = 5, 10, 20, whereθ n ,θ n andθ n denote the averaged QMLE, bias-corrected QMLE (using true parameter values) and feasible bias-corrected QMLE, respectively, over 10,000 simulations. We observe that relatively speaking,β n is less biased compared witĥ λ n andσ 2 n . Whileβ n can be either over or under estimated,λ n andσ 2 n tend to be underestimated. As the degree of denseness of W n , measured by 1/R, goes up,λ n tends to more biased. If we increase R, the bias Note:θ n is the averaged QMLE of θ = (β, λ, σ 2 ) over 10,000 replications for the model y n = X n β + λW n + v n with true parameter vector θ 0 = (1, λ 0 , 1) , X n simulated from N(0, 1), v n simulated from APD(0.1,1) of Komunjer (2007), and W n set to be the weights matrix of Case (1991) with R districts and m members in each district;θ n is the averaged bias-correctedθ n using true parameter values;θ n is the feasible version ofθ n . Note:θ n is the averaged QMLE of θ = (β, λ, σ 2 ) over 10,000 replications for the model y n = X n β + λW n + v n with true parameter vector θ 0 = (1, λ 0 , 1) , X n simulated from N(0, 1), v n simulated from APD(0.1,1) of Komunjer (2007), and W n set to be the circular weights matrix of Kelejian and Prucha (1999) with J average neighboring units;θ n is the averaged bias-correctedθ n using true parameter values;θ n is the feasible version ofθ n .
ofλ n goes down. In small samples, the bias ofλ n is most pronounced. For example, when R = 5 and λ 0 = 0.2, the percentage bias ofλ n goes from −18% to −31% to −40% when m goes from 3 to 5 to 10, whereas the bias ofλ n goes from −4.5% to −5.5% to −3.5%. In contrast to the findings for the MLE in Lee (2004) (in relatively bigger samples with larger R), for given R, increasing m in general increases the bias of λ n , though the biases ofβ n andσ 2 n go down as m goes up. Intuitively, this might be due to the fact that for a small R (as we have considered), the QMLE under "infill asymptotics" alone (by increasing m) may not be consistent, as emphasized in Lee (2004) . Overally speaking,θ n (as well asθ n ) works remarkably well in reducing the finite sample bias of the QMLE in all the cases we have experimented with.
Next, we consider the circular weights matrix of Kelejian and Prucha (1999) , where each spatial unit has J neighbors with J/2 units "ahead" and J/2 units "behind". Under this scenario, J measures the denseness of the weights matrix. We row-standardize W n and set all the non-zero elements to be equal to each other.
We experiment with J = 2, 6, 10 and n = 30, 50, 100, 200 and the results are reported in Table 2 . The conclusions we can draw from Table 2 are quite comparable with those from Table 1. In particular, we notice that λ n can be severely biased in small samples when the weights matrix is dense. For example, when n = 30 and J = 10, for λ 0 = 0.2, the percentage bias ofλ n is −100%, butλ n is downward biased by only 4.5%.
Conclusions
We have studied the finite sample bias of the QMLE in spatial autoregressive models with and without exogenous regressors under a general error distribution. In general, up to order O(n −1 ), the effects of nonnormality on the bias come through the skewness and excess kurtosis. In some special cases, only the skewness or the excess kurtosis matters. We propose using our analytical bias formula for bias-correction. Our Monte Carlo results under different specifications for the weights matrix demonstrate that it is quite worthwhile to implement a feasible bias-correction procedure for the QMLE, especially when the weights matrix is dense.
Notes
1 Here we assume away the issue of endogenous, random weights matrix. Such a scenario is common in models of social interactions, see Manski (2000) . 2 For the maximum likelihood estimator, the approach of Cox and Snell (1968) is also applicable for deriving the bias. As noted in Bao and Ullah (2007b), (2.4) and the bias formula in Cox and Snell (1968) are in fact equivalent. (2.4) is more general in the sense that it is valid for the QMLE as well as other moments estimators. 3 If we can specify some special structure for the exogenous regressors X n and the weights matrix W n , it might be possible to simplify the result further, hopefully with the help of some symbolic-calculating software like Maple or Mathematica. In general, since the algebra involves S −1 n = (I n − λ 0 W n ) −1 , very particular structure has to be imposed on W n to make algebra simplification possible. Thus we do not make an attempt here. 4 One may be tempted to use sample moments of the QMLE residuals to estimate γ 1 and γ 2 . However, we recommend using Fisher's (1928) k statistics, which unbiasedly estimate the cumulants. See Stuart and Ord (1987) for the expressions of the k statistics in terms of sample moments. 5 As pointed out by Lee (2004) , Assumption L8 can also be violated when W n is row-standardized and the relevant exogenous regressor is only a constant term. Another case is when even though f n and X n are linearly independent for finite n, they become multicollinear as n → ∞, as in the scenario discussed in Case (1991) . For the two cases with X n present and lim n→∞ f n M n f n /n = 0,
The following summarizes some frequently used notations used in the main text (for a function with the parameter argument evaluated at the true parameter value, we suppress the argument):
Further, we define the following scalars:
The above scalars can be further simplified in the following special cases.
Special Case I:
, and
Special Case II:
Appendix B: Assumptions
In addition to √ n-consistency ofθ n , the following conditions are sufficient for the bias result (2.4) to be valid:
BU1. The s-th order derivatives of ψ n (θ) exist for θ in a neighborhood of θ 0 and E(||∇ s ψ n (θ)|| 2 ) < ∞, for s up to 2, where for any matrix A, ||A|| denotes the usual norm [tr(AA )] 1/2 .
BU3. ||∇ s ψ n (θ) − ∇ s ψ n (θ 0 )|| ≤ ||θ − θ 0 ||m n for θ in some neighborhood of θ 0 , where E(m n ) < m < ∞ for some positive constant m, for s up to 2.
To establish √ n-consistency of the QMLEθ n in the spatial model (2.1), the following regularity assumptions are maintained, as in Lee (2004).
L1. The elements of v n = (v 1 , · · · , v n ) are iid with finite moments of at least order 4. In particular, L2. The elements w n,ij of W n are of order O(h −1 n ), uniformly in i and j, where the sequence {h n } can be bounded or divergent. As a normalization, w n,ii = 0.
L3. lim n→∞ h n /n = 0.
L4. S n is uniformly nonsingular.
L5. The matrices W n and S −1 n are uniformly bounded in row and column sums.
L6. The elements of X n are uniformly bounded constants and lim n→∞ X n X n /n exists and is nonsingular.
L7. S −1 n (λ) is uniformly bounded in row sums, uniformly in λ in a compact parameter space that contains λ 0 as an interior point.
L8. lim n→∞ f n M n f n /n exists and is nonsingular.
Given assumptions L1-L8, conditions BU1 and BU2 can be established for ∇ s ψ n (θ), s = 0, 1, 2 as defined in Section 2.1, by using Lemmas A.6, A.7, and A.8 in Lee (2004) . For s = 0, 1, using condition BU1 and a mean value expansion, BU3 can be easily established. For s = 2, we can show that ∇ 3 ψ n (θ) exists in a neighborhood of θ 0 and E(||∇ 3 ψ n (θ)|| 2 ) < ∞ again using the lemmas in Lee (2004) . Then BU3 follows directly by a mean value expansion. Therefore, the regularity assumptions L1-L8 are in fact sufficient for us to use the approximate bias result (2.4).
When β 0 = 0, Assumption L8 no longer applies. Instead, the following is assumed.
L9. {h n } is a bounded sequence and ∀λ = λ 0 , lim n→∞ (ln |σ 2 0 S −1 n S −1 n | − ln |σ 2 n (λ)S −1 n (λ)S −1 n (λ)|)/n = 0, where σ 2 n (λ) = σ 2 0 tr[S −1 n S n (λ)S n (λ)S −1 n ]/n.
Following the same argument in the regular case, we can verify that conditions BU1-BU3 are satisfied under assumptions L1-L7 and L9.
Appendix C: Proof
We first introduce a lemma that gives the results for the expectations of the Kronecker product of quadratic forms in a nonnormal vector.
Lemma: Let v = (v 1 , · · · , v n ) and the elements v i are iid with zero mean, variance σ 2 , and skewness and excess kurtosis coefficients γ 1 and γ 2 , respectively. Suppose B 1 and B 2 are n-dimensional nonstochastic square matrices, A 1 and A 2 are nonstochastic conformable matrices, and a is a nonstochastic scalar. Then the following results hold: Proof:
, where E(v ⊗ v) = σ 2 vec(I n ). v n = a 0n + B 1n v n + a 1n v n A 1n v n + a 2n v n A 2n v n .
(C.1) where p 0n , p 1n , p 2n , s 0n , s 1n , s 2n , t 0n , t 1n , and t 2n are defined in Appendix A. Combining (C.2) and (C.3), we immediately have the bias result (2.9).
