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Abstract
This thesis submitted for Ph.D. degree deals mainly with geomet-
ric properties of generalized Bernstein polynomials which replace the
single Bernstein polynomial Bn! by a one-parameter family of polyno-
mials B~!. It also provides a triangular decomposition and l-banded
factorization of the Vandermonde matrix.
We first establish the generalized Bernstein polynomials for monomi-
als, which leads to a definition of Stirling polynomials of the second
kind. These are q-analogues of Stirling numbers of the second kind.
Some of the properties of the Stirling numbers are generalized to their
q-analogues.
We show that the generalized Bernstein polynomials are monotonic
in degree n, that is B~! ~ B~+d, when the function! is convex.
There is also a representation of B~! - B~+1!involving second order
divided differences of the function j'.
Shape preserving properties of the generalized Bernstein polynomials
are studied by making use of the concept of total positivity. It is
proved that monotonic and convex functions produce monotonic and
convex generalized Bernstein polynomials. It is also shown that the
generalized Bernstein polynomials are monotonic in the parameter q
for the class of convex functions. That is B~! ~ B~!, for 0 < q ::;
r::;l.
Finally, we look into the degree elevation and degree reduction pro-
cesses on the generalized Bernstein polynomials.
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Chapter 1
Introduction
1.1 Gaussian polynomials
We begin by explaining the notation to be used. The q-integer [r] is defined by
[r] = { (1 - qT)j(l - q), q i- 1,
r, q = 1.
(1.1)
Then, in a natural way, we define the q-factorial [r]! by
{
[r][r-1] ... [1]'
[r]! =
1,
r = 1,2, ... ,
(1.2)
r=O
and the q-binomial coefficient [~lby
[ 1 {
[n]!n - - n >_ r >_ 0,
r
= o[T,]![n-T]!'
otherwise.
(1.3)
Some authors use the term Gaussian polynomials or Gaussian coefficients instead
of q-integers. They were first studied by Gauss in connection with restricted
1
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partitions in the following sense. Let p(N, M, n) denote the number of partitions
of n into at most M parts, each less than or equal to N. Then, the generating
function is
G(N, M, q) = [N ~ M] = L p(N, M, n)qn.
n~O
These q-binomial coefficients satisfy the following Pascal type identities
(1.4)
and
(1.5)
which are readily verified from (1.3). An induction argument using either (1.4) or
(1.5) readily shows that [~] is a polynomial of degree r(n - r) in q with positive
integral coefficients, see Andrews [1]. When q = 1, the q-binomial coefficient
reduces to the ordinary binomial coefficient. They arise due to their relationship
with certain products. The following identity, which appears in the study of
hypergeometric functions, is due to Cauchy. If Iql< 1, ItI< 1, then
1 ~ (1 - a)(1 - aq) ... (1 - aqn-l) n _ n°O (1 - atqn)+ ~ t - .
n=l (1 - q)(1 - q2) ... (1 - qn) n=O (1 - tqn) (1.6)
This identity may be used to give elegant proofs (see Andrews [1]) for the Euler
identity
(1 - x)(1 - qx) ... (1 - qn-lx) = f)-It qr(r-l)/2 [n] xr (1.7)
r=O r
and
1 OO[n+r-l]r
(1 - x)(1 - qx) ... (1 - qn-1x) = ~ r x . (1.8)
We observe that the latter identities generalize the binomial expansion and
binomial series respectively. One may verify them by using induction on n.
When q is a positive integer, the q-binomial coefficient [~] may be interpreted
as counting the number of r dimensional subspaces of an n dimensional finite
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vector space over the field of q elements. The proof can be seen in Andrews
[1, pp. 212]. There are many other formulas related to the Gaussian polynomials
(see Andrews [ID. The relation between q-binomial coefficients and complete
symmetric functions will be mentioned in Section 5.1.
What follows is a generalization of forward differences. For any function f we
define
for i = 0,1, ... ,n and recursively,
(1.9)
for k = 0,1, ... ,n - i-I, where fi denotes f([i]/[nD. See Schoenberg [49], Lee
and Phillips [33]. When q = 1, these q-differences reduce to ordinary forward
differences and it is easily established by induction on k that
(1.10)
Andrews [1, pp. 121]mentions a large class of partition problems wherein the
related generating function satisfies a linear homogeneous q-difference equation
with polynomial coefficients. It is also emphasized that its theory has not been
adequately developed and is indeed worthy of future research.
In Chapter 6, a q-divided difference operator will be discussed in connec-
tion with the generalized Bernstein polynomials and the derivatives of Bernstein
polynomials.
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1.2 Bernstein polynomials
There are several proofs of the Weierstrass approximation theorem, which states
that the space JP of polynomials on [a, b] is dense in era, b]. That is to say, for
a continuous function I defined on [a, b], given any e > ° there corresponds a
polynomial P such that II 1- P 11< f. Thus I/(x) - P(x)1 < f for all x E [a, b].
One of the most elegant proofs was given by S.N. Bernstein in 1912. He introduced
the following polynomials for a function defined on e[O, 1],
(1.11)
The book by Lorentz [34] is devoted to results on Bernstein polynomials (be-
fore 1951) for functions on [0,1] and qj, together with applications. Yet there is
a more general approach to the theorem of Weierstrass involving a sequence of
positive linear operators. An operator C from era, b] to era, b] is called mono-
tone if it maps I ~g into Cl ~ Cg. Let {Ci; i = 0,1, ... } be a sequence
of linear monotone operators from era, b] to era, b]. Then, if the sequence
{Cd i = 0, 1, ... } converges uniformly to I for the functions I = 1,x, x2, then
the sequence {Cd; i = 0,1, ... } converges uniformly to I for all I in era, b].
This result is called the Bohman-Korovkin theorem after the works by Bohman
[2] (1952) and Korovkin [31] (1957) (see also Cheney [6, pp. 65], DeVore and
Lorentz [12, pp. 8]). It is easily verified that the operators Bi, i = 1,2, ... , are
linear monotone operators on [0,1] which satisfy the conditions of the Bohman-
Korovkin theorem. This justifies the uniform convergence of Bnl to I for all I
in e[O,l]. There is an asymptotic error estimate for the Bernstein polynomials
due to Voronovskaya [52] (see also Davis [9, pp. 117], DeVore and Lorentz [12,
pp. 307]). That is, if I is bounded in [0,1] and I"(X) exists for some x E [0,1]'
then
x(l - x)
lim n(Bn{f; x) - I(x)) = 2 I"(X).n-+oo
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Variation diminishing properties of the Bernstein polynomials have been in-
troduced by Polya and Schoenberg [44] and by Schoenberg [48]. These works
yielded some shape-preserving properties of the Bernstein polynomials and also
of spline functions. For example monotonic and convex functions have mono-
tonic and convex Bernstein polynomials respectively. Schoenberg [48] showed
that if ! is convex then the Bernstein polynomials are monotonic in the sense
that Bn! 2: Bn+1! 2: l- The converse of the latter result is due to Kosmak [32].
That is, if Bn! 2: Bn+1! for all n E IN, then! is convex.
Studies on Bernstein polynomials are quite widespread including work on
linear operators, variation diminishing properties, convexity, the rate of con-
vergence and Lipschitz constants as well as multivariate Bernstein polynomials.
However, their usage in geometric design, because of their simplicity, have created
a new discipline in its own right.
In Computer Aided Design (CAD) and Computer Aided Geometric Design
(CAGD) systems, in order to machine a shape using a computer, it is necessary
to generate a computer compatible description of that shape. A collection of
parametric curves and surfaces become essential tools for this purpose. A major
breakthrough was the theory of Bezier curves and surfaces. Nowadays these
are combined with B-splines. The theory was developed independently by P.
de Casteljau at Citroen and P. Bezier at Renault. De Casteljau's development,
slightly earlier (1959) than Bezier's, was never published, and so the whole theory
of polynomial curves and surfaces in Bernstein form now bear Bezier's name. W.
Boehm found copies of P. de Casteljau's technical reports in 1975. There he
uncovered the most fundamental algorithm, which is given later in this chapter
for the particular case of q = 1, in the field of the design of curves and surfaces. It
recursively produces a parametric curve which supplies lots of information about
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the shape of the curve with respect to given points. It has the form
(1.12)
and is known as a Bezier representation. The coefficients ai give information
about the shape of the curve p. The Bernstein-Bezier curve and surface forms
have gained considerable popularity in CAGD applications in the last decade.
Now there are many studies involving total positivity and the shape of curves
and the Bernstein-Bezier form.
Blossoms or polar forms, introduced by Paul de Casteljau (see [11]), provides
a new approach for studying parametric polynomial curves in the Bezier form.
Its rigorous mathematical formulation is due to Ramshaw [45]. The basic idea
is the concept of a symmetric multi affine mapping. A mapping is called affine
provided it satisfies
A mapping is multiaffine if it is affine with respect to each variable and symmetric
provided that it has the same value for all permutations of its variables. For each
polynomial function F : lR ---+ lR of degree less than or equal to n, there exists
a unique function f : lRn ---+ lR, called the blossom of F, such that f is n-affine
and symmetric, and
f (t, ... , t) = F (t), t E lR .....__........,
n fold
Phillips [42] proposed the following generalization of the Bernstein poly-
nomials, based on the q-integers. For each positive integer n, we define
(1.13)
where an empty product denotes 1 and fr = f([r]/[n]). The notation requires
some explanation. The function f is evaluated at ratios of the q-integers [r] and
1.2 Bernstein polynomials 7
[n], where q is a positive real number. Note that
Bn(J; 0) = 1(0) and Bn(J; 1) = 1(1),
as for the classical Bernstein polynomial. This property is called end point inter-
polation.
As shown in Phillips [42], we may express the generalized Bernstein polyno-
mial defined by (1.13) in terms of q-differences, in the form
Bn(J; x) = :t [n]!::J..r 10 x",
r=O r
(1.14)
This generalizes the well known result (see, for example, Davis [9], DeVore and
Lorentz [12], Farin [14], Hoschek and Lasser [24]) for the classical Bernstein poly-
nomial. Thus it follows from (1.14) that, if I is a polynomial of degree m, then
Bn(J; x) is a polynomial of degree min(m, n). In particular, we need to evaluate
Bn(J; x) for I = 1, x, x2 in order to justify applying the Bohman-Korovkin theo-
rem on the uniform convergence of monotone operators. First we see from (1.14)
that
and from (1.13) we may deduce the identity
(1.15)
We say that the generalized Bernstein basis forms a partition of unity. With
I(x) = x we have 10 = 0 and
1
!::J../o = It - 10 = [nJ'
Thus we obtain from (1.14) that
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From (1.13) this implies
i:11[n]xr nf:fl (1 - q8X) = X.
r=O [n] r 8=0
This identity is useful to obtain the functional form of generalized Bernstein poly-
(1.16)
nomials from its parametric form. It is also called the linear precision property.
We deduce that, for any real numbers a and b, generalized Bernstein poly-
nomials reproduce linear functions, that is
Bn(ax + b;x) = ax + b. (1.17)
We remark that the relations Bn(l; x) = 1 and Bn(x;x) = x are significant in
CAGD.
Finally, for I(x) = x2 we compute 10 = 0 and, b.lo = l/[nJ2. Using (1.10),
we have
b.2/0 = (.0)2 _ (l+q) (N)2
[n] [n]
q(l + q)
[nJ2
Thus, from (1.14)
1 [n][n - 1] q(l + q) 2
-x+ x
[n] (1 + q) [nJ2
2 x(l - x)
x + [n] . (1.18)
In Phillips [42],a q-integer [r] = l+qn+" .+q~-l is chosen to be dependent on
the degree of the generalized Bernstein polynomials n. Then, taking a sequence
q = qn such that [n] --+ 00 as n --+ 00, it follows that Bn(x2; x) --+ x2• For
example, we could take qn such that 1-~~qn < 1. Thus, by using the Bohman-
Korovkin theorem, the generalized Bernstein polynomials Bnl converges to I for
all I E e[O, 1].
In Phillips [42] there is also a discussion on a Voronovskaya type theorem for
the rate of convergence. In particular, when q --+ 1 from below and I"(x) exists
1.2 Bernstein polynomials 9
at x E [0,1],
x(1 - x)
lim [n](EnU; x) - f(x)) = f"(X).
n-+oo 2
In Phillips [41], the convergence of derivatives of the generalized Bernstein poly-
nomials is discussed. The following result is proved.
Let fECI [0,1] and let the sequence qn be chosen so that the sequence (tn)
converges to zero from above faster than (1/3n), where
n
tn = - 1.1+ qn + q; + ... + q~-l
Then the sequence of derivatives of the generalized Bernstein polynomials En U; x)
converges uniformly on [0,1] to f'(x).
The following de Casteljau type algorithm (see Phillips [40])may be used for
evaluating generalized Bernstein polynomials iteratively.
Generalized de Casteljau algorithm
for r = 0 to n
fJO] := f([rJl[n])
next r
for m = 1 to n
for r = 0 to n - m
fJm] := (qr - qm-lx)fJm-l] + xf;~ll]
next r
next m
It is shown in Phillips [40]that, for 0 ~ m ~ n and 0 ~ r ~ n - m, the iterate
fJm] satisfies
1.2 Bernstein polynomials 10
and has the q-difference form
Thus with r = 0 and m = n, we have fJn] = Bn(j; x). This generalizes the
well known de Casteljau algorithm (see Farin [14], Hoschek and Lasser [24])
for evaluating the classical Bernstein polynomials. We note that the algorithm
described above with q = 1 is probably the most fundamental one in the field of
curve and surface design (see Farin [14],Hoschek and Lasser [24]).
Popoviciu [51] established an error estimate for the classical Bernstein poly-
nomials using the modulus of continuity,
The modulus of continuity is defined as follows.
Definition 1.1 The modulus of continuity w(j, b) = w(b) of a function f on
[a, b] is defined by
w(b) = sup If(x) - f(y)l, b ~ O.
1:C-lII9
:c,yE[a,bj
The modulus of continuity has the following properties:
(i) if 0 < b1 ~ b2, then w(b1) < w(b2),
(ii) w(b1 + b2) ~ w(b1) +w(b2),
(iii) if A > 0, then w(Ab) ~ (1+ A)w(b),
(iv) f is uniformly continuous on [a, b] if and only if limo~ow(b) = O.
The proofs can be found in DeVore and Lorentz [12]or Rivlin [46].
Chapter 2
Stirling polynomials
Stirling polynomials, which are q-analogues of Stirling numbers, have been
studied extensively. First we will find En! when! is a monomial, which leads
to a definition of Stirling polynomials of the second kind. Then we will look
into some properties of Stirling polynomials, using combinatorial ideas and the
concept of total positivity. Although some of the their properties are well known
(see for example Carlitz [3], Gould [23], Medics and Leroux [36]) some of them,
such as the equation (2.2), the identities (2.10) and (2.12), and the Theorem 2.3
on total positivity appear to be new. In the last section we introduce Stirling
polynomials of the first kind as an inverse process for generating second kind
Stirling polynomials.
11
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2.1 Monomials and Stirling polynomials
We first express [n] - [j] = qj[n - j], for 0 ~ j ~ n and then express q-binomial
coefficients as
[n] [nJi n .j = [j]! qj(j-l}/2 7rj, 0:::; J :::;n, (2.1)
where
7rj = Ii (1 - ld)
r=O [n]
and an empty product denotes 1. It follows from (1.14) that Bn(xi; x) is a poly-
nomial of degree less or equal to min(i, n). On using (1.10) with f(x) = xi, we
see that
f:1jfo = ~ t(-ltqr(r-l}/2[j] [j - rf
[n] r=O r
On substituting the last expression in (1.14) and (2.1), we obtain
i
Bn(xi;x) = L7rj [np-iSq(i,j)xj,
j=O
(2.2)
where
1 j [ 0]S (0 0) _ ~(_I)r r(r-l}/2 J [0 _ r
q ~,J - [0]1 j(j-l}/2 L.J q Jr.J 0 q r=O r
One may verify by induction on i using (2.3) that
(2.3)
Sq(i + 1, j) = Sq(i, j - 1) + (j]Sq(i, j), (2.4)
for i ~ 0 and j ~ 1, with Sq(O,O) = 1, Sq(i,O) = 0 for i > 0 and we define
Sq( i, j) = 0 for j > i. We call Sq( i, j) the Stirling polynomials of the second kind
since when q = 1 they are the Stirling numbers of the second kind. The recurrence
relation (2.4) shows that, for q > 0, the Stirling polynomials are polynomials in
q with non-negative integer coefficients and so are positive monotonic increasing
functions of q. Thus Bn(xi; x) and all its derivatives are non-negative on [0,1].
In particular, Bn(xi; x) is convex. This result is given in Goodman et al. [19].
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Wewill verify (2.4) in another way. Tomescu [50]takes the generating function
for Stirling numbers of the second kind, S(n, m), as
n
xn = L S(n, m)(x)m,
m=O
where (x)o = 1 and (x)m = x(x - 1) ... (x - m + 1). We replace (x)m by Xm(x)
and write
Xm(X) = x(x - [lD(x - [2D ... (x - [m - 1D. (2.5)
Then we can show that
n
xn = L Sq(n, m)Xm(x).
m=O
(2.6)
We now multiply (2.6) by x and, on the right, put x = (x - [m] + [mD. On
comparing coefficients of Xm(x), we indeed obtain the recurrence relation
Sq(n + 1,m) = Sq(n, m - 1) + [m]Sq(n, m), (2.7)
in agreement with (2.4). The values of Sq(n, m) for 1 ~ m, n ~ 4 are shown in
the table below.
TABLE 1. Stirling polynomials of the second kind
Sq(n, m) m= 1 m=2 m=3 m=4
n=l 1 0 0 0
n=2 1 1 0 0
n=3 1 q+2 1 0
n=4 1 q2 + 3q + 3 q2 + 2q + 3 1
When q = 1, Sq(n, m) = S(n, m). An induction argument based on the
recurrence relation (2.7) shows that, for 1 ~ m ~ n, Sq(n, m) is a polynomial in
q of degree (m - l)(n - m).
2.1 Monomials and Stirling polynomials 14
The expressions (2.3) and (2.4) are first introduced by Carlitz [3]in connection
with q-Bernoulli numbers. Then Gould [23]has defined q-Stirling numbers of the
second kind, denoted by 52 (n, m), in a combinatorial way as the sum of (n+:-l )
possible products of at most m factors chosen from the set {[1], [2],... , [n]},
where repeated factors are allowed. We remark that 52(n, m) is not the same as
5q(n, m) with q = 2, but this should not cause confusion. The recurrence relation
for 52(n, m) is
and it follows from this and (2.7) that
We observe that (2.6) is simply the Newton divided difference form for
f(x) = z", interpolating at the points [0],[1],... , [n]. Thus
5q(n, m) = f[ [0], [1], ... , [m]].
Kocak and Phillips [29] expressed the divided difference of a function f on con-
secutive q-integers as a multiple of a q-difference, namely
f [ [i], [i + 1], ... , [i + n]]= q-~n(n+2i-l) ~n Is.
[n]! (2.8)
On applying (2.8) we obtain the simple form
-m(m-l)/2
5q(n, m) = q [m]! ~m fo, (2.9)
where f(x) = x",
The next result explains how to derive (2.3) from an infinite series.
Theorem 2.1 For Ixl > [m] the following identity holds.
f 5q(~~:n) = fi ( 1 ).
n=m X r=O X - [r] (2.10)
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Proof We first recall the Lagrange interpolation formula to find a partial
fraction representation of IT~=o C![r]) ,
m
Pm(x) = L Lr(x)f(xr),
r=O
where
Let us take the function f(x) = 1. This implies that
On dividing this by IT~=o(x - xr) we have
m ( 1 ) m 1II =L m •
r=O X - Xr r=O (x - xr) IT (xr - Xj)
j=O
j#r
Substituting z; = [r] yields
m ( 1 ) m 1II =L m •
r=O X - [r] r=O (x - [rD IT ([r] - [j])
j=O
j#r
On writing
[r] - [j] = { qj[r - j],
_qr[j - r],
j ~r,
j > r,
we obtain
IT ( 1 ) - f(-1)m-r 1 . ()
r=O X - [r] - r=O qr(2m-r-l)/2 [r]! [m - r]! (x - [r]) 2.11
Now we expand each x![r] on the right by an infinite sum
1 00 [r]t
x - [r] = L Xt+l 't=O
giving on the right of (2.11),
1 ~(_l)m-r q(m-r)(m-r-l)/2 [m] ~ [r]t
[m]! qm(m-l)/2 f;:o r ~ Xt+l '
2.1 Monomials and Stirling polynomials 16
since
[r)! [L rJ! = [~J! [ ~ 1
We now consider the coefficient of xn\l in the above infinite expansion,
1 ~(_I)m-r q(m-r)(m-r-l)/2 [m] -r
[m]! qm(m-l)/2 ~ r
and invert the order of summation, replacing r by m - r, giving
1 ~(I)r r(r-l)/2 [m] [ ]n S ( )[m]! qm(m-l)/2 ~ - q r m - r = q n, m .
By (2.11) this implies that
f= Sq(n,m) = IT ( 1 )
n=m xn+1 r=O X - [r]
since Sq(n, m) = 0 when n < m .•
On considering the recurrence relation (2.7), it is natural to seek to express
Sq(n + 1, m) in terms of Sq(r, m-I) for r = m-l, ... , n.
Theorem 2.2 For n ~ 1 and 1 ~ m ~ n + 1 we have the identity
Sq(n + 1,m) = r=~-l qr-mH (~) Sq(r, m-I). (2.12)
Proof We use induction on n. For n = 1, m = 1, (2.12) gives Sq(2,1) =
Sq(O,O) = 1 and for n = 1, m = 2, (2.12) gives Sq(2,2) = Sq(I,I) = 1. We
assume
n-l (1)
Sq(n, m) = r=~-l «::' n ~ Sq(r, m-I)
holds for some n ~ 2 and all m ~ n. On using (2.7) we have
Sq(n+ I,m) = n-l (1)r=~-2 qr-m+2 n ~ Sq(r, m - 2)
n-l (1)
+ [m] r=~-l qr-mH n ~ Sq(r, m-I).
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Expressing [m] = 1+ q[m - 1], we split the second sum above to give
n-l (1)Sq(n + 1,m) = r=~-2 qr-m+2 n ~ Sq(r, m - 2)
n-l (1)+ r=~-l qr-m+l n ~ Sq(r, m-I)
n-l (1)+ q[m - 1] r=~-l qr-m+l n ~ Sq(r, m-I).
We may write this as
(n -= 12)+ I: qr-m+2 (n - 1)Sq(r, m _ 2)m r=m-l r
+ (: ~~) +li q'-m+t ~ l)Sq(r,m - 1)
n-l (1)+ [m - 1] r=~-l {-m+2 n ~ Sq(r, m-I).
It follows from (2.7) that
Sq(n + 1,m)
n-l
L
r=m-l
(
n -1)qr-m+2 r (Sq(r, m - 2) + [m - I]Sq(r, m-I))
n-l (1)
r=~-l qr-m+2 n ~ Sq(r + 1,m-I).
Then, on writing
n-l
L
r=m-l
(
n -1)qr-m+2 r Sq(r + 1,m-I)
n-l (1)L qr-m+l n = 1 Sq(r, m-I) + qr-m+lSq(n, m-I),
r=m r
we obtain
Sq(TH 1,m) li q,-m+l W~1) + (; =~))Sq(r,m -1)
+ (m ~ 1) Sq(m - 1,m-I) + qr-m+lSq(n, m-I).
This gives
Sq(n + 1,m) = r=~-l qr-m+l (~) Sq(r, m-I),
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completing the proof by induction. •
We note that the last theorem generalizes the well known result on Stirling num-
bers of the second kind
S(n + 1,m) = r=t-l (~)s(r, m-I).
In Section 4.2 we state that the power basis <Pi(X) = Xi, i = 0,1, ... ,n is a
totally positive basis on the interval [0,00). We next show that there is a totally
positive matrix which transforms the power basis into the basis Xm(x) defined in
(2.5).
Theorem 2.3 Let s(n) be the matrix whose (i,j) entry is Sq(i,j), 1 ~ i,j ~ n.
Then, for n ~ 2, s(n) is given by the product of n - 1 matrices of order n x n
1 1
1 1
1 1 [2] 1
and is totally positive for q E (-1, 00).
1
1 1
[2]
1
[n -1] 1
Proof We use induction on n. The result holds for n = 2, since S(2) = [~ ~].
Let us denote the above product by T(n) and assume that s(n) = T(n) for some
n ~ 2. We may express T(n+l) as a product in block form
[lOT ] [lOT] [lOT ]o Bn,l 0 Bn,2 ... 0 Bn,n-l Bn+l,n,
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where 0 is the zero (column) vector and
Bn,k = (E'r!,.k)~ n =
Z,J z=1 J=1 [k - n + i], i ~ n - k + 1, i = j + 1,
1, i= j,
0, otherwise,
for k = 1, ... ,n - 1.
We observe that Bn,1 Bn,2 .•• Bn,n-l = s(n) and also Tf~+1) = 1 = si~+1)., ,
Thus it remains only to verify the last rows of s(n+1) and T(n+1). We have
= [1,Sq(n, 1)+ [2]Sq(n, 2), ... , Sq(n, n - 1)+ [n]Sq(n, n), 1].
Combining the terms in the last row using (2.4) we see that
[ (n+l) (n+l)] _ [S(n+l) (n+l)]Tn+1,1, ... ,Tn+1,n+l - n+l,I' ... ,Sn+l,n+l .
A q-integer [r] = 1+q+ ... +qr-l is non-negative in q E (-1, (0). Thus all entries
in the above product of 1-banded matrices are non-negative in this interval. As we
will see from Theorem 4.1, s(n) is totally positive in the interval q E (-1, (0) .•
2.2 Stirling polynomials of the first kind
In this section we derive a generalization of s(n, m), the Stirling numbers of the
first kind. In (2.6) the monomial z" is expressed in terms of the functions Xm(x).
We now invert this process and write
(2.13)
where the coefficients sq(n, m) are to be determined. On comparing the coeffi-
cients of xm in the equation
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we obtain the recurrence relation
Sq(n + 1,m) = sq(n, m-I) - [n]sq(n, m), (2.14)
for n ~ 0 and m ~ 1, with Sq(O,0) = 1, sq(n,O) = 0 for n > 0 and sq(n, m) = 0
for m > n. When q = 1, sq(n, m) = s(n, m). An induction argument based on
the recurrence relation (2.14) shows that, for 1 ~ m ~ n, sq(n, m) is a polynomial
in q of degree Hn -l)(n - 2) - Hm -l)(m - 2). We will call sq(n, m) a Stirling
polynomial of the first kind. The values of sq(n, m) for 1 ~ m, n ~ 4 are shown
in the table below.
TABLE 2. Stirling polynomials of the first kind
sq(n, m) m= 1 m=2 m=3 m=4
n=l 1 0 0 0
n=2 -1 1 0 0
n=3 q+1 -(q + 2) 1 0
n=4 - (q3+ 2q2 + 2q + 1) q3+ 3q2+ 4q + 3 _(q2 + 2q + 3) 1
Gould [23]has defined q-Stirling numbers of the first kind, denoted by SI (n, m),
as the sum of (:~) possible products of m distinct factors chosen from the set
{[1J,[2],... , [n]}. Then he finds a corresponding recurrence relation
(2.15)
Thus from (2.15) and (2.14), we see that
We note that for n ~ 1, the first term on the right of (2.6) is zero, and the same
holds for the first term on the right of (2.13). On substituting (2.13) into (2.6)
we find that
n m
xn = :L :LSq(n,m)sq(m,j)xj
m=lj=1
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and, on rearranging the order of the double summation, we obtain
n n
Xn = L L Sq(n,m)sq(m,j)xj.
j=lm=j
Thus, for 1 ~ j < n,
n
L Sq(n,m)sq(m,j) = 0. (2.16)
m=j
Secondly, we can invert the order of these operations and substitute (2.6) into
(2.13) to give
n j
Xn(x) = L L sq(n,j)Sq(j, m)Xm(x).
j=lm=l
On rearranging the order of the double summation, we obtain
n n
Xn(x) = L L sq(n,j)Sq(j, m)Xm(x).
m=lj=m
Since the functions Xm(x), 1 ~ m ~ n, are linearly independent, we have
n
L sq(n, j)Sq(j, m) = 0,
j=m
(2.17)
for 1 ~ m < n. We also note that we can extend the summations in both (2.16)
and (2.17) from 1 to n. On putting q = 1 in (2.16) and (2.17) we recover well-
known results connecting the Stirling numbers of the first and second kind. These
"inner product" formulas can be viewed as a result in matrix algebra. Let A and
B denote the N x N matrices whose (i,j) elements are respectively sq(i,j) and
Sq(i,j). Thus A and B are both lower triangular matrices with units on their
main diagonals. We observe that all of the elements on the main diagonal of AB
are units. It follows from this, (2.16) and (2.17) that AB = BA = I. Thus, for
1~ i,j ~ N,
N N
L sq(i, k)Sq(k, j) =L Sq(i, k)sq(k, j) = Oi,j,
k=l k=l
where Oi,j is the Kronecker delta function,
(2.18)
{
0,
Oi,j =
1,
i =1= i,
i = j.
Chapter 3
Convex functions and
q-differences
We first give a simple observation concerning the q-differences of convex
functions. Then the positivity of derivatives of the generalized Bernstein poly-
nomials is discussed. In Section 3.2, we extend the result of Schoenberg con-
cerning monotonicity of the classical Bernstein polynomials of convex functions.
These results are given in a more concise form in Oruc and Phillips [39]. There
follows a representation of Bn-I! - Bn! in terms of second order divided differ-
ences of the function t Analogous results concerning modulus of continuity and
Bernstein polynomials are obtained in Section 3.3.
3.1 Non-negative differences
It is shown in Davis [9] that if the kth ordinary differences of ! are non-negative
then the kth derivative of the classical Bernstein polynomial Bn(J; x) is non-
22
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negative on [0,1]. We will discuss extensions of these results to the generalized
Bernstein polynomials. We begin by recalling the following definition.
Definition 3.1 A function I is said to be convex on [0,1] if, for any to, tl such
that 0 ~ to < tl ~ 1 and any A, 0 < A < 1,
(3.1)
Geometrically, this definition states that no chord of I lies below the graph of I.
With A = q/(l + q), to = [mJl[n] and tl = [m+ 2J1[n] in (3.1), where 0 < q ~ 1,
we see that, if I is convex,
from which we deduce that
Im+2 - (1 + q)/m+l + qlm = D,_2/m 2: O.
Thus the second q-differences of a convex function are non-negative, generalizing
the well known result for ordinary differences (where q = 1).
For a fixed natural number k we now construct a set of piecewise polynomials
whose kth q-differences take the value 1 at a given knot, say ([m]/[n]), and the
value 0 at all the other knots. Let gk,m denote such a function. For k = 1, we
have a piecewise constant function such that
1 {o, 0 < X ~ [m]/[n],g ,m(x) =
1, [m]/[n] < x ~ 1,
for 0 ~ m ~ n - 1. Similarly for k = 2, we require
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S· A2 2,m 2,m (1 + ) 2,m + 2,mmce u gj = gj+2 - q gj+l qgj
for j = 0, ... , m + 1 and
1, we can take g;,m 0,
g;,m = [j_m-I] for j = m + 2, ... ,n.
Thus we can take g2,m to be the first degree spline defined by
2 { 0,9 ,m(x) =
q-(m+l) ([n]x - [m + 1]), [m + IJ/[n] < x ~ 1.
o ~ x ~ [m + 1J/[n],
For a general value of k and 0 ~ m ~ n - k define
{
0 0 ~ x ~ [m + k - IJ/[n],l,m(x) = '
I'k,m(x), [m + k - IJ/[n] < x ~ 1,
(3.2)
where
I'k,m(x) = mii-1 ( [n]x - [r] ).
r=m+l [2r - m] - [r]
The values of these piecewise polynomials at the knots are given by
(3.3)
(3.4)
Note that g}m is zero for 0 ~ j < m + k - 1.
We now wish to evaluate ~kg}m, where ~ operates on the suffix j. In the
view of (3.4), we are thus concerned with the effect of applying ~ to the upper
parameter of the q-binomial coefficients. We have
and
(3.5)
We readily see that, for 0 ~ k ~ r,
(3.6)
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This can be shown easily using (3.5). Thus we have
!J.k[j-m-1] =
k-1
It follows that
k km {I, j = m,!J. g.' =
J 0, otherwise.
(3.7)
Let Pk-l E lPk-1 denote the polynomial which interpolates I on the first k of
these knots, ([j]/[n]), 0 ~ j ~k - 1, and let us write
n-k
J(x) = Pk-l(X) + 2: !J.kImgk,m(x).
m=O
(3.8)
This is a piecewise polynomial of degree k - 1 with respect to the knots. On the
interval [0, [k - l]/[n]], all of the n - k + 1 functions gk,m(x) are zero and thus
J([j]/[n]) = Pk-l([j]/[n]) = I([j]/[n]), 0 ~ j < k - 1, (3.9)
so that
(3.10)
Also, we deduce from (3.8) and (3.7) that
k - k!J. 1m = !J. i-; 0 ~ m ~ n - k,
and so
(3.11)
Combining (3.10) and (3.11), we deduce that
J([j]/[n]) = I([j]/[n]), 0 ~ j ~n. (3.12)
Thus the function J, a piecewise polynomial of degree k-1, takes the same values
as I on all n + 1 knots. When k = 1, J is a step function which interpolates I
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on all n + 1 knots and, when k = 2, the function f is the linear spline which
interpolates f. For a general value of k, we deduce that
(3.13)
and thus, from (3.8) and the linearity of the Bernstein operator Bn,
n-k
Bn(f; x) = Bn(Pk-l; x) + L D.kfmCk,m(x)
m=O
(3.14)
say, where
(3.15)
We now state:
Theorem 3.1 The kth derivatives of the generalized Bernstein polynomials of
order n are non-negative on [0, 1] for all functions f whose kth q-differences
are non-negative if and only if the kth derivatives of the generalized Bernstein
polynomials of the n - k + 1 functions gk,m(x), 0 ~ m ~ n - k, are all non-
negative.
Proof This follows from (3.14) and (3.15). •
We will find it useful to derive an alternative expression for the kth derivative
of Bn(gk,m; x). We begin by expressing higher order q-differences (of order not
less than k) in terms of the kth q-differences. For 0 ~ m ~ n - k, we may write
D.m+k/i = t(-1)tqt(t+2k-l)/2[~lD.kfm+i_t.
t=o
(3.16)
We may verify (3.16) by induction on m as follows. By (1.9), it is true for m = O.
Suppose it holds for some m ~ o. We then write
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Using (3.16) in the latter equation we have
llm+k+lj; = t,(-1)'Q'(t+2k-l)/2[ 7]llkjHm+l-'
qm+k f) -1)tqt(t+2k-l)/2 [m ] 11kfi+m-t.
t=o t
For 1 :::;t:::; m, the coefficient of (-1)tqt(t+2k-l)/2I1kfi+m+1_t in the above sums
is
on using Pascal identity (1.4). This verifies (3.16).
We now write the q-difference form of the generalized Bernstein polynomial
(1.14) as
Bn(f;x) = I: [n]l1rfoxr +~ [ n ]I1S+kfoXS+k.
r=O r s=o s + k
Using (3.16) to replace the operator I1s+k in terms of 11k we have
Bn(f;x) = I: [n]l1rfoxr + ~iJ_1)tqt(t+2k-l)/2[ n ] [s]l1kfs_tXS+k.
r=O r s=o t=o s + k t
Writing m = s - t, so that
we obtain
(3.17)
say, where
Dk,m(X) = n-t,-k (-1)'Q'(t+2k-1)/2 [m+~+ k] [m: t] xm+t+k.
On comparing (3.14) and (3.17), which hold for all functions f, we deduce that
(3.18)
(3.19)
Thus, given that we are interested only in their kth derivatives, the sets of poly-
nomials Ck,m and Dk,m are equivalent.
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It is well known (see Davis [9]) that, with q = 1, the kth derivatives of Dk,m
are non-negative. This is easily verified from (3.18) since with q = 1 we have
dk n! m n-m-k t (n - m - k) t
-d kDk,m(x) = I( _ _ k)lx L (-1) x ,x m. n m . t=o t
so that, mindful of (3.19),
d
k
D () d
k
C () n! m( )n-m-kdxk k,m X = dxk k,m X = m!(n _ m _ k)!x 1 - x ~ 0
for 0 ::; x ::;1. From (3.18) we can also see that, as q tends to zero from above,
each q-integer tends to 1 and we have the limiting form
and so its kth derivative is non-negative. We will find that the kth derivative of
each Dk,m is non-negative for 0 < q < 1 for certain values of m which we will
mention below.
We will now work with Ck,m rather than Dk,m' From (3.15), (1.13) and (3.4)
we have
C.,m(x) = J+k [~j[r ~ ': ~ 'l- It(1- q'x),
for 0 ::; m ::;n - k. With m = n - k, we have
(3.20)
whose kth derivative is clearly non-negative on [0,1]. With m = n - k - 1, we
obtain from (3.20) that
and, with a little work, we find that the kth derivative of the latter polynomial
is also non-negative on [0,1].
We can express Ck,m(x) in another way, as follows. Since Bn is a linear
operator, we may write
(3.21)
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where ,k,m is defined in (3.3). Let
say, where Pk,m(X) E lPk-1. Then we obtain from (3.21) that
C (x) = P (x) + q-(2m+k)(k-l)/2(_1)kSk,m k,m k,m (3.22)
say, where
(3.23)
In particular, (3.22) gives
n-l
Ck,o(x) = Pk,O(X) + q-k(k-l)/2( _l)k II(1 - tx).
8=0
Since, for 0 < q < 1, the zeros of the function (-l)k Il~':J(l- q8X) are all greater
than unity, the repeated application of Rolle's theorem shows that this is true
of each of its first n derivatives. Also, Euler's identity (1.7) shows that its kth
derivative is positive at x = 0 and so is positive on [0,1]. Since Pk,O(X) E lPk-1
it follows that kth derivative of Ck,o is also positive on [0,1]. Apart from the
case q = 1 and the special cases discussed above, we have no proof that the kth
derivative of Ck,m ~ 0 for 0 ~ m ~ n - k.
3.2 Monotonicity for convex functions
It is well known (see Davis [9]) that, when the function f is convex on [0,1], its
Bernstein polynomials are monotonic decreasing, in the sense that
n = 2,3, ... , 0 ~ x ~ 1.
We now show that this result extends to the generalized Bernstein polynomials,
for 0 < q ~ 1. In Figure 3.1, which illustrates this monotonicity, the function is
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concave rather than convex and thus the Bernstein polynomials are monotonic
increasing. Figure 3.1 here is modelled on Fig. 6.3.1 in Davis [9], which relates
to the classical Bernstein polynomials. The function is the linear spline which
joins up the points (0,0), (0.2,0.6), (0.6,0.8), (0.9,0.7) and (1,0) and the Bernstein
polynomials are those of degrees 2, 4 and 10, with q = 0.8 in place of q = 1 in
Davis [9].
0.0 0.2 0.4 0.6 0.8 1.0
Figure 3.1: Monotonicityof generalizedBernstein polynomialsfor a concavefunction.
The polynomials are B2, B4 and BlO, with q = 0.8
Theorem 3.2 Let f be convex on [0,1]. Then, for ° < q ~ 1, Bn-1(J; x) ~
Bn(J; x) for ° ~ x ~ 1 and all n ~ 2. If f E e[O, 1] the inequality holds strictly
for ° < x < 1 unless f is linear in each of the intervals between consecutive knots
[r]/[n-1], °~ r ~ n-1, in which case we have the equality Bn-1(J; x) = Bn(J; x).
Proof The key to the proof in Davis [9] for the case q = 1 is to express the
difference between the consecutive Bernstein polynomials in terms of powers
of x/(l - x). Since the generalized Bernstein polynomials involve the product
3.2 Monotonicity for convex functions 31
I1~:::-o-l(1- qSx) rather than (1 - x)n-r we need to modify the proof somewhat.
For 0 < q < 1 we begin by writing
n-l
II(1 - tx)-1(Bn_1 (J; x) - Bn(J; x))
s=o
We now split the first of the above summations into two, writing
n-l
xr II (1 - tX)-l = 'l/Jr(x)+ qn-r-l'I/Jr+1(x),
s=n-r-l
where
n-l
'l/Jr(x)= xr II (1 - qSX)-l. (3.24)
s=n-r
The resulting three summations may be combined to given (1 - q'x )-I(B._1 (1; x) - B.U; x)) = ~ [~ la,. .p,(x), (3.25)
say, where
a, = !n!:J rJ f (!n!~ IJ) +r i:jJ 0: =~D- f O:D· (3.26)
From (3.24) it is clear that each 'l/Jr(x) is non-negative on [0,1] for 0 ::; q ::; 1
and thus, in view of (3.25), it suffices to show that each ar is non-negative. We
return to (3.1) and put to = [r - 1]![n - 1], tl = [r]/[n - 1] and A= qn-r[r]![n].
Then 0 ::; to < tl ::; 1 and 0 < A< 1 for 1 ::; r ::;n - 1 and, comparing (3.1) and
(3.26), we deduce that, for 1 ::; r ::; n - 1,
Thus Bn-1(J;x) ;;:::Bn(J;x). Of course we have equality for x = 0 and x = 1
since all Bernstein polynomials interpolate f on these end-points. The inequality
will be strict for 0 < x < 1 unless each ar = 0 which can only occur when f is
linear in each of the intervals between consecutive knots [r]![n -1],0 ::; r ::; n -1,
when we have Bn-1(J; x) = Bn(J; x) for 0::; x ::; 1. This completes the proof .•
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Theorem 3.3 For n = 2,3, ... we have
( .) ( . ) _ x(1 - x) ~ n+r-l [n - 2]Bn-1 t,x - Bn i,x - [n _ 1][n] !:o q r
f [ [r] ,[r + 1], [r + 1]] xr nfi\1 _ q5X). (3.27)
[n-l] [n] [n-l] 5=1
Proof It follows from equations (3.25) and (3.26) that
Bn-1{f; x) - Bn{f; x) = }; [; lx' a,.lr (1 - q'x). (3.28)
Let us evaluate the divided difference of f at the points l:=il, tit and [n[~11'Using
the symmetric form for the divided differences we obtain
f [[r - 1] tl [r]]
[n - 1]' [n]' [n - 1]
[n][n -IF f ([r -1])
q2r-2 [n - r] [n - 1]
[nF[n -IF f ([r])
qn+r-2 [r][n - r] [n]
[n][n - 1]2 ( [r] )
+ qn+r-2 [r] f [n - 1] (3.29)
From (3.29) and (3.26) we see that
[
n] qn+r-2 [n - 2] [[r -1] [r] [r]]
r ar = [n][n - 1] r - 1 f [n - 1]' [n]' [n - 1]
and also we obtain from (3.28)
( .) ( . ) _ x(1 - x) ~ n+r-2 [n - 2]Bn-1 f,x - Bn f,x - [n -1][n] f:1 q r-l
[
[r - 1] [r] [r]] r-l n-r-l 5
f [n _ 1]' [n]' [n _ 1] x g (1 - q x).
Shifting the limits of the latter equation completes the proof. •
The last theorem is a generalization of the theorem in DeVore and Lorentz
[12, pp. 309].
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We deduce that if the function f is convex in [0,1] then all terms in (3.27)
are non-negative for 0 < q ::; 1 and x E [0,1] implying that
3.3 Modulus of continuity
Theorem 3.4 If f is bounded for 0 ::;t ::; 1 and 0 < q ::;1, then
II! - Bn! 1100 ~ ~w Cn~!).
Proof This generalizes the result in Rivlin [46, pp.15]. We modify Rivlin's
proof as follows. We have
If(t) - Bn(J; t)1
n
IJf(t) - h)Bj(t)
j=O
n
< 2: If(t) - hIBj(t)
j=O
< tw (It - [j] I) Bj(t),
j=O [n]
where Bj(t) is a member of the generalized Bernstein basis, as defined in Section
4.2. From property (iii) of the modulus of continuity (see Section 1.2), we have
and using the fact that Bnf reproduces linear polynomials we have
If(t) - Bn(J; t) I
(3.30)
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On using the Schwartz inequality in the latter sum we obtain
< (t (t - [j])2 Bj{t)) t (tBj{t)) t
)=0 [n] )=0
(t(t _ [j]) 2 Bj{t)) tj=O [n]
1
(t(t2 - 2t [j] + [jJ2) BTf{t)) 2"j=O [n] [n]2 )
1
(t' - 2t.t + t' + t(l[~ t)) •
on using (1.17) and (1.18). Since
t{l - t) < _1_
[n] - 4[n]
tit - [j]IBj{t)
j=O [n]
for 0 ::; t ::;1, we deduce that
(3.31)
n ( [.] ) 1t - _l_ Bn t <~ I [n]1 j ( ) - (4[n]) t
and thus, from (3.30),
If{t) - Bn{f; t)1 ::;w (~) (1 + [n]t 1 1).
[n]2" (4[n])2"
This completes the proof. •
Theorem 3.4 is quoted by Phillips [42]but the proof is omitted.
Remark 3.1 For q = 1, in view of Theorem 3.4 and using property (iv) of
the modulus of continuity, if f{t) is continuous on [0,1] we see that w{n-t) ~ 0
as n ~ 00. This shows again the uniform convergence of classical Bernstein
polynomials, Bnf ~ f.
Remark 3.2 Phillips [42] shows that the error Bnf - f tends to zero like l/[n]
for a choice of a sequence q = qn ~ 1 from below. Thus the rate of convergence
is best for qn = 1, like l/n, for the classical Bernstein polynomials.
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Remark 3.3 If a function satisfies
If(s) - f(t)1 ~ x[s - tla
for s, t E [a, b], and 0 < a, then f(x) is said to satisfy a Lipschitz condition of
order a with constant K and the set of such functions is denoted by Lip.,«. It is
easy to see that f(x) E Lipl\:Cl' if and only if w(6) ~ K6a. Thus, if f(t) E Lipl\:Cl'
on [0,1]
Chapter 4
Total positivity
Total positivity is a powerful property that plays an important role in various
domains of mechanics, mathematics, statistics and operational research. Totally
positive functions figure prominently in problems involving convexity and moment
spaces in approximation theory (see Karlin [28]).
It is quite useful from the point of view of design to have an approximation to a
function f which mimics the shape of f. Total positivity provides a technique for
discussing shape properties of approximations, due to the variation diminishing
properties of totally positive functions, bases and matrices.
There is a large amount of literature concerning total positivity. We follow
Karlin [28] for some basic ideas, and Goodman [18] and Carnicer and Pefia [5],
[4] for the applications of this concept to the shape properties of curves.
This chapter is organized as follows. We begin with some introductory mate-
rial regarding total positivity. We find the transformation matrices between the
generalized Bernstein basis and the power basis, and vice-versa. We also obtain
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the conversion matrix, which is shown to be totally positive, from the Bernstein
basis to the generalized Bernstein basis in section 4.2. We study shape properties
of the generalized Bernstein polynomials in section 4.3. Basic results in these two
sections are given in Goodman et al. [19].
4.1 Total positivity and totally positive bases
We require some preliminaries on total positivity before giving results on basis
conversion, the total positivity of the generalized Bernstein basis and also the
shape-preserving properties of generalized Bernstein polynomials. The following
definitions and theorems can be found in Goodman [18].
Definition 4.1 For any real sequence v, finite or infinite, we denote by S-(v)
the number of strict sign changes in v.
We use the same notation to denote sign changes in a function, as follows.
Definition 4.2 For a real-valued function f on an interval I, we define S-(1)
to be the number of sign changes of f, that is
where the supremum is taken over all increasing sequences (xo, ... , xm) in I for
all m.
We recall Descartes' Rule of Signs. Given any polynomial
n
p(x) = L:ai Xi, x » 0,
i=O
then the number of times it changes sign on (0,00) is bounded by the number of
changes of sign in the sequence ao, ... , an·
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Definition 4.3 Let
n
Vi = L aikuk, i = 0, ... ,m,
k=O
be a linear transformation, where the coefficients and variables are all real. This
transformation is called variation diminishing by P6lya (see Schoenberg [47])
provided that
Definition 4.4 A matrix is said to be totally positive if all its minors are non-
negative.
Explicitly this definition states that all m x m sub-matrices of A of the form
have a non-negative determinant, that is det(B) 2: O. We note that the process of
solving a system of equations with a totally positive nonsingular A by Gaussian
elimination even without pivoting is numerically stable (see de Boor and Pinkus
[10]).
Definition 4.5 We say that a matrix A
aij -I 0 implies 1 ~ j - i ~1+m.
(aij) is m-banded if, for some l,
In particular, I-banded (also called bidiagonal) matrices have all their non-zero
elements in two neighbouring diagonals.
Theorem 4.1 A finite matrix is totally positive if and only if it is a product of
I-banded matrices with non-negative elements.
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Theorem 4.2 (Variation diminishing property) If T is a totally positive
matrix and v is any vector for which Tv is defined, then S- (Tv) ::; S- (v).
Definition 4.6 We say that a sequence (<Po, ... , <Pn) of real-valued functions on
an interval I is totally positive if, for any points Xo < ... < Xn in I, the collocation
matrix (<Pj(Xi»{j=o is totally positive.
When the totally positive functions (<Po, ... ,<Pn) are also linearly independent we
refer to them as a totally positive basis. In addition, if the basis cl> = {<Po, ... ,<Pn}
forms a partition of unity, that is
n
I:<Pi(X) = 1,
i=O
it is called normalized totally positive basis.
If cl> is a totally positive basis in an interval I we may easily deduce the
following properties from the definition above.
(i) If f is an increasing function from an interval J into I then (<Po0 l, ...,<Pn0 f)
is totally positive on J, where <Po0 f denotes the composition of <Poand f.
(ii) If 9 is a positive function on I, then (g<po, ... ,g<Pn) is totally positive on I.
(iii) If A is a constant (rn + 1) x (n + 1) totally positive matrix and
n
'¢i = I:aij<pj, i= 0, ... ,m,
j=O
then '¢o, ... ,'¢m is totally positive on I.
Theorem 4.3 If (<Po, ... , <Pn) 1,S totally positive on I then, for any numbers
For the proofs of these theorems see Goodman [18].
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4.2 Change of basis
Karlin [28] states that a matrix is totally positive provided all minors with con-
secutive columns are non-negative. Using this fact, Goodman [18]shows that the
power basis (Le. monomial basis)
whose collocation matrix is the Vandermonde matrix V with Vi,j = xi,
° ~ i,j ~ n, is totally positive on [0,00). Thus on making the change of vari-
able t = x/(1 - x), by property (i) following Definition 4.6, noting that t is an
increasing function of x, we see that
(1, x/(1 - x), x2/(1 - X)2, ... , z" /(1 - z)")
is totally positive on [0,1). On applying property (ii) with g(x) = (l-x)n, which
is non-negative on [0,1], we deduce that
is totally positive on [0,1). By continuity we can extend this to [0,1]. Finally, by
property (iii), we can multiply this basis by a (n + 1) x (n + 1) diagonal matrix
which is totally positive and whose (i, i) element is (7) to obtain the Bernstein
basis
bi(x) = (7)Xi(1 - x)n-i, ° ~ x ~ 1, i= 0, ... , n. (4.1)
Since
n
Lbi(x) = 1, (4.2)
i=O
the Bernstein basis is indeed a normalized totally positive basis. The Bernstein
polynomial defined by
n
Bn(J; x) = L f(i/n)bi(x)
i=O
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lies in the region
min f(i/n) < Bnf < max f(i/n).O~i~n - - O~i~n
Indeed, it lies entirely inside the convex hull of its associated control polygon
formed by joining the control points (i/n, f(i/n)), see Hoschek and Lasser [24].
We note that if ('l/Jo, ... , 'l/Jn) is totally positive with Ei=o 'l/Ji > 0 on the interval
I, then defining
'l/Ji
<Pi= "'':I ./.,' i = 0, ... ,n,L..Jz=O 'Pt
we see that (<Po, ... , <Pn) is a normalized totally positive basis. For example if
('l/Jo, ... ,'l/Jn) is a Bernstein basis, then (<Po, ... , <Pn) is a rational Bernstein basis
and if ('l/Jo, ... ,'l/Jn) is a sequence of B-splines, then (<Po, ... , <Pn) is a sequence of
rational B-splines (see Farin [14, pp. 268], Goodman [17],Carnicer and Pefia [4]).
Since the power and the generalized Bernstein bases both span the space of
polynomials of degree non [0,1]' each power basis function may be expressed in
terms of the n + 1 generalized Bernstein bases functions, and vice-versa. First
we note that the generalized Bernstein basis
Bj(x) = [~]xj nil1(1_ qtx), 0 ~ j ~n, 0 ~ x ~ 1,
J t=o
forms a partition of unity. Thus we deduce that the generalized Bernstein poly-
nomial Bn(/; x) satisfies the inequalities
min fJ' < B; (f,' x) < max fJ,.O<'<n - - O<'<n_L _L (4.3)
On using' (1.7), we obtain
Bj(x) =EHU(k-ll/2 [;] r.i]x-i+'
Shifting the limits of the above sum and then writing
[
n - j] = [~][;]
k-j [j]' (4.4)
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we deduce that
B'J{x) = ~(_I)k-iq(k-j)(k-j-l)/2 [~] [~ ] x'.
Conversely, on multiplying each side of the following identity by xj
(4.5)
n-j
L B~-j(x) = 1,
k=O
we may obtain the power basis ¢>j(x) = xj, j = 0, ... , n in terms of generalized
Bernstein basis
xj = ~ [n - j]xi+k n-[f-\1 _ qtx).
k=O k t=o
Thus shifting the limit of the sum and the product above and then using (4.4)
we obtain
xi =t [!] Bi:(x), j = O, ... ,n. (4.6)
k=j [j]
As a consequence
1 Bo(x)
x Bi(x)=Mn,q
xn B~(x)
where Mn,q is an upper triangular matrix such that
Mn,q = (m~,q)~ = [~] = [n - j]! [k]!.
s» ),k=O [j] [k - j]! [n]!
Wemay write Mn,q = ATB such that A is a diagonal matrix with A = (aj,j )'1=0=
[[~l{l!and B is a diagonal matrix with B = (bk,k)k=O = [k]! and T is a Toeplitz
matrix with T = (tj,kYJ,k=O = [k~jl!' We also invert the matrix Mn,q to obtain
corresponding coefficients in (4.5). Thus
(Mn,q)-l = ((mj,t)-lYJ,k=O = (_I)k-jq(k-j)(k-j-l)/2 [~] [;].
We note that the above formulas concerning bases conversion for the special
case q = 1 can be found in Farouki and Rajan [16] and Goodman [18].
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For 0 < q ::; 1, n ~ 1, j = 0, ... ,n, let
n-j-I
Pj,q(x) = xj II (1 - qSx), 0::; x ::; 1,
8=0
(4.7)
denote the functions which appear in the generalized Bernstein polynomials. We
have seen above that
(Rn,1 pn,1 pn,l)o , I , ... , n
is totally positive on [0,1]. Since the functions defined in (4.7) are a basis for the
subspace of the polynomials of degree at most n then, for any q, r, 0 < q, r ::; 1,
there exists a non-singular matrix Tn,q,r such that
= Tn,q,r
Theorem 4.4 For 0 < q ::; r all elements of the matrix Tn,q,r are non-negative.
Proof We use induction on n. The result holds for n = 1 since T1,q,r is the
2 x 2 identity matrix. Let us assume the result holds for some n ~ 1. Then, since
p~+I,q(X) = xP~,q(x) 0 < J' < n
3+1 3' - - ,
we have
p1n+l,q(X) Pf+1,r (X)
= Tn,q,r (4.8)
pn+l,q(x) pn+l,r(x)n+l n+l
Also, we have
n
(1- qnx) LToJq,rljn,r(x).
j=O
(4.9)
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We see that
(1 - rn-jx + (rn-j _ qn)x)Pjn,r(x)
Pjn+1,r+ (rn-j _ qn)p}~l,r(x).
On substituting this in (4.9) we obtain
n
LT;,tr(Pjn+1,r + (rn-j _ qn)Pjn-01,r(x))
j=O
T;''oq,rp;+1,r(x) + (1 - qn)T;,::,r p::tl,r(x)
n
+ "((rn+1-j _ qn)r,n'o~r + r,n'oq,r) p!I'+l,r(x).L...J O,J 1 O,J J
j=l
(4.10)
Combining (4.8) and (4.10), we have
p;+1,q(x) r,n,q,r T p;+1,r(x)0,0 Vn+1
Pf+1,q(x) Pf+1,r(x)
(4.11)
pn+1,q(x) 0 Tn,q,r pn+1,r( )n+l n+l X
where the elements of the row vector vJ+1 are the coefficients of
Pf+1,r(x), ... , p::tl1,r(X) given by (4.10). Putting x = 0 in (4.9) gives T;''oq,r= l.
Thus Tn+1,q,r is the matrix in block form in (4.11) which, together with (4.10),
shows that all elements of Tn+1,q,r are non-negative for 0 < q :::;r. This completes
the proof. •
Corollary 4.4.1 For n ~ 2 and 0 < q :::;1 the matrix Tn,q,l is a totally positive
matrix such that
Tn,q,l = (T-n?q,l)~ 0_ = (1 - q)j-is (n - 1- i JO - i)
Z,J t,J-O 1 "
where Sl(n, k) is defined in Section 2.2 with Sl(n, k) = 0 for k < 0 and k > n,
and Sl(n,O) = 1 for n ~ o.
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Proof Substitute r = 1 in the proof above and use induction on n. We obtain
from (4.10) that
p;+l,q(x) Sl(n _1,O)p;+1,l(X) + (1- qn)Sl(n -1,n)p::.tl1,1(x)
n
+ L ((1- qn)(I_ q)j-1Sl(n - l,j - 1)+ Sl(n -1,j)) Pj+1,l(X).
j=l
We may write this
n
p;+l,q(X) = p;+1,l(X) + L(I- q)j ([n]Sl(n - l,j - 1) + Sl(n - l,j)) Pjn+1,l(X).
j=l
In the view of the recurrence relation given in (2.15) we obtain
n
p;+1,q(x) = L:(1- q)jSl(n,j)Pj+1,l(x).
j=O
Putting r = 1 in (4.11) shows it is true for n + 1. Since Sl(n - i,j - i) = 0
for i > j the matrix Tn+1,q,r is upper triangular with its main diagonal all l's
and last column all zeros. Also, the recurrence relation (2.15) implies that all
Sl(n - i,j - i) are non-negative for q ~ O.We will see in the next theorem con-
cerning l-banded factorization of Tn+1,q,r that Tn+1,q,1 is totally positive matrix
for 0 < q ~ 1.•
Corollary 4.4.2 For n ~ 2 and 0 < q ~ 1, the upper triangular totally positive
matrix i'n,q,l with
i'n,q,l = (t,!,?q,l)~._ = [7] (1 - q)j-i S (n - 1- i J' - i)
~,J ~,J-O (;) 1 ,
transforms the classical Bernstein basis into the generalized Bernstein basis. That
is
B(j(x) bo(x)
Bf(x) = i'n,q,l b1(x) (4.12)
B~(x) b~(x)
Also (i'n,q,l) T is stochastic (each row has sum 1).
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Proof We see that
(B~(x), B~(x), ... , B~(X))T = en,q (p(;"q(x), P~,q(x), ... , p::,q(X))T,
where en,q is the diagonal matrix such that (Cj,l)j=o = [j]. Similarly we have
Thus
(B~(x), B~(x), ... , B~(X))T = en,q Tn,q,1 (en,l) -1 (b~(x), b~(x), ... , b~(X))T.
It can be easily verified that
( )
-1 -c= Tn,q,1 en,1 = Tn,q,l.
i'n,q,1 is totally positive since the product of totally positive matrices is also
totally positive. The lower triangular matrix (i'n,q,I)T is stochastic since both of
the bases are normalized. That is
n n n
LBi(x) = Lbj(x) LTiJq,1 = 1.
i=O j=O i=O
Thus
n
"T-·n?q,1 1 J' 0L..J t,J =, =, ... ,n,
i=O
which implies that each row of (i'n,q,l)T has sum 1. •
We now show that Tn,q,r can be factorized as a product of L-bandcd matrices.
First we require the following lemma.
Lemma 4.1 For m 2: 1 and r, a E IR , let A(m, a) denote the m x (m + 1)
matrix
1 r-a
1 rm-1 - a
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Then
A(m, a)A(m + 1, b) = A(m, b)A(m + 1, a). (4.13)
Proof We represent the elements of A(m, a) as
1, 1, = J,
Ai,j(m, a) = rm-i - a, i = j - 1,
0, otherwise,
(4.14)
for 0 :::;i < m-I. Let
m
ai,j = L Ai,k(m, a)Ak,j(m + 1, b)
k=O
and
m
i3i,j =L Ai,k(m, b)Ak,j(m + 1, a).
k=O
Then, ai,j and i3i,j are nonzero only for j = i, j = i+ 1,j = i + 2. Thus we obtain
from (4.14) that
ai,i Ai,i(m, a)Ai,i(m + 1, b) + Ai,i+1(m, a)Ai+l,i(m + 1, b)
1= i3i,i
and
and
ai,i+2 Ai,i(m, a)Ai,i+2(m + 1, b) + Ai,i+1(m, a)Ai+l,i+2(m + 1, b)
(rm-i - a) (rm-i - b) = i3i,i+2'
Thus A(m, a)A(m + 1, b) = A(m, b)A(m + 1, a). •
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Theorem 4.5 For n ~ 2 and any q, r the matrix Tn,q,r is given by the product
1
1
1
1 r - qn-l
1
1 1
1 r-q
1
1 rn-1 - q
1 rn-2 - q
1
Proof We use induction on n. The result holds for n = 2. Denote the above
product by sn,q,r and assume that, for some n ~ 2, Tn,q,r = sn,q,r. Then we can
express sn+1,q,r as the product, in block form,
sn+l,q,r = [ 1 e5 1 [1 eT 1 [ 1 er 1 [ 1 e~_l 1o lOBI 0 B2 . . . 0 Bn-1 '
where e5, ... , e~_l are row vectors, 0 denotes the zero vector, I the unit matrix
and
Also, the first column of sn+1,q,r has 1 in the first row and zeros below. Thus it
remains only to verify that the first rows of Tn+1,q,r and sn+1,q,r are equal. We
have
[sn+l,q,r Sn+l,q,r] - [wT 0]0,0 , ••• , O,n+l - "
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where,
wT = [1 r - qn 1 [ 1
r - qn-l l..·1
1 r-q
In the notation defined in the lemma above,
(4.15)
In view of the lemma, we may permute the quantities q", qn-I, ... , q in (4.15),
leaving wT unchanged. In particular, we may write
(4.16)
Now the product of the first n - 1 matrices in (4.16) is simply the first row of
sn,q,r and thus
1 t" _ qn
wT [Sn,q,r sn,q,r 10,0 , ... , O,n-l
1 r - qn
1 rn _ qn
[r,n,q,r r,n,q,r 1
0,0 , ••• , O,n-l
1 r - qn
This gives
sn+l,q,r _ r,n,q,r
0,0 - 0,0
and
sr»: = (rn+1-j - qn)r,n,.q,r + r,n,9,r J' = 1 n
O,J O,J-l 0,], , ... ,'
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noting that T~bq,r= 1 and T~::!,r= O. Then from (4.10)
Sn+l,q,r - rpn+l,q,r . - 0O,i - .L O,i ' J - , ... ,n ,
and since S;,~;(r= 0 = T~~~'l,r,the result is true for n + 1 and the proof is
complete. •
The following is a consequence of Theorem 4.1 and Theorem 4.5.
Theorem 4.6 For 0 < q ~ rn-1 the matrix Tn,q,r is totally positive.
We note that if 0 < q ~ rn-1 and
(4.17)
then Theorem 4.2 shows that
(see Goodman [18, pp. 166]). Since (pf/,l, ... ,p::,l) is totally positive it follows
from Theorem 4.3 that, for 0 < q ~ rn-1 ~ 1 and p as in (4.17),
(4.18)
Corollary 4.6.1 For any 0 < q ~ 1, the generalized Bernstein basis
Bj(x)= [~lxinrrl(l_qtX)' O~j~n, o s e s i
. J t=O
is a normalized totally positive basis.
(4.19)
Proof We have seen that P?q(x) = xi I1~6-1(1-qtx) is a totally positive basis.
Thus applying the property (iii) in Section 4.1 with a totally positive diagonal
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matrix A = (Aj,j)j=o = [;] we obtain
Bo(x)
Br(x)
P;,q(x)
Pf,q(x)=A
B~(x)
From (1.15), the generalized Bernstein basis is normalized. •
We deduce from this and (4.18) that for 0 < q::; 1
S-(BnJ) ::;S-(1(O), f([IJ1[n]), ... , f([nJl[n])) ::; S-(1). (4.20)
The following figures show all third degree generalized Bernstein basis poly-
nomials BJ(x), j = 0,1,2,3.
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Figure 4.1: B5 = (1 - x)(1 - qX)(1 - q2x) for values of q between 0 and 1
0.5
0.4
Figure 4.2: Bf = [3]x(1 - x)(1 - qx) for values of q between 0 and 1
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0.5
0.4
0.3
Figure 4.3: B~ = [3]x2(1 - x) for values of q between 0 and 1
0.6
Z
0.4
1.0
0.8
0.2
Figure 4.4: B~ = x3 for values of q between 0 and 1
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4.3 Convexity
Since the number of sign changes of B~f is bounded by that of I, and also B~
reproduces any linear polynomial, that is B~(ax + b) = ax + b, we have the
following consequence.
Theorem 4.7 For any function f and any linear polynomial p,
S-(B~f - p) = S-(B~(j - p)) ~ S-(j - p),
for 0 < q ~ 1.
This is illustrated by Figure 4.5. The function f(x) is sin 27rX and the generalized
Bernstein polynomials are of degree n = 20 with q = 0.8 and q = 0.9.
-0.5
-1.0 L-J..--'-_'__~~--'-..J..-.J'---'-----'---'--.L.-J.."""""'--"-'--""__'__'_.....J
0.0 0.2 0.4 0.6 0.8 1.0
Figure 4.5: f(x) = sin 27rx. The polynomials are B~iJ8f and B~iJ9f.
The next result follows from Theorem 4.7.
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Theorem 4.8 II f is increasing (decreasing) on [0,1], then B~I is also increas-
ing (decreasing) on [0,1]' lor 0 < q ~ 1.
Proof Let I be increasing on [0,1]. Then, for any constant c,
and thus B~f is monotonic. Since
B~(J; 0) = 1(0) ~ 1(1) = B~(J; 1),
B~I is monotonic increasing. (If I is decreasing we may replace I by - I.) •
We now state a result on convexity.
Theorem 4.9 II I is convex on [0,1]' then B~I is also convex on [0,1], lor
O<q~1.
Proof Let p denote any linear polynomial. Then if I is convex we have
S-(B~I - p) = S-(B~(J - p)) ~ S-(J - p) ~ 2.
Thus if p(a) = B~(J; a) and p(b) = B~(J; b) for 0 < a < b < 1 then B~I - p
cannot change sign in (a, b). As we vary a and b, a continuity argument shows
that the sign of B~I - p on (a, b) is the same for all a and b, 0 < a < b < 1. From
the convexity of I we see that, when a = 0 and b = 1, 0 ~ p - I, so that
o ~ B~ (p - f) = p - B~I
for 0 < q ~ 1 and thus B~I is convex. •
We next show that, if I is convex, the generalized Bernstein polynomials B~/,
for n fixed, are monotonic in q. We first recall Jensen's inequality.
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Theorem 4.10 (Jensen's inequality) Let f : I -+ IR be a convex function.
Let Xo, ... , Xn E I and let Ao, ... , An ~ 0 with Ao + ... + An = 1. Then
For its proof see Webster [53, pp. 200].
Theorem 4.11 For 0 < q ~ r ~ 1 and for f convex on [0,1], we have
B~f ~ B~f·
Proof Let us write Cj" =~land a'j" = [;]. Then, for any function 9 on [O,lJ,
n
B~g = L g( (j,q)aj,q Pjn,q.
j=O
Using Theorem 4.4 we have
n n
B~g = L L g( (j,q)aj,qTj~kq,r p;:,r
j=Ok=O
n nL p;:,r L Tj~kq,rg( (j,q)aj,q
k=O j=O
(4.21)
since Tn,q,r is upper triangular matrix. Using the fact that generalized Bernstein
polynomials reproduce linear polynomials we obtain, with 9 = 1,
n n n
1= L aj,q Pjn,q = L p;:,r L Tj~kq,raj,q
j=O k=O j=O
and hence
n
" T!l',q,ra~,q = an,r k 0L...J J,k J k' =, ... ,n.
j=O
On putting g(x) = x in (4.21), we obtain
(4.22)
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Since
n
'"' (n,r n,rpn,r - XL.; j aj j -
j=O
we have
n
'"' T!""q,r(,?,qa~,q= (n,ran,r k 0
L.; J,k J J k « » =, ... ,n.
j=O
Now if f is convex, it follows from (4.22) and (4.23) and Jensen's inequality with
(4.23)
).. = (an,r)-lT!"',q,r a~,q X· = (,?,q
J k J,k J' J J
that
n
< L(a~,r)-l1j~kq,r aj,q f((j,q).
j=O
(4.24)
Then (4.21) gives
n n n
B~f = L f ((j,q)aj,q Pjn,q = L L f ((j,q)aj,qTj~kq,r p;:,r.
j=O j=Ok=O
Hence we see from (4.24) that
n n
L a~,r p;:,r L(a~,r)-lTj~kq,r f((j,q)aj,q B~f
k=O j=O
n
L a~,rp;:,r f((~,r) < B~f.
k=O
Thus
«s : B~f
and the proof is complete. •
Figure 4.6 illustrates the monotonicity in q of the generalized Bernstein poly-
nomials B~(J; x) for the convex function f(x) = I-sin 7rX, where n = 10 is fixed,
ql = 0.5, q2 = 0.75, and q3 = 1.
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0.0 0.2 0.4 0.6 0.8 1.0
Figure 4.6: Monotonicity of generalized Bernstein polynomials in the parameter q, for
f(x) = 1- sin nz. The polynomials are BPo5f, BPo75f and Btof.
Corollary 4.11.1 If f is convex on [0,1] then
(4.25)
for 0 < q ::; 1. The inequalities are strict if f is strictly convex on [0, 1].
Proof The result above for q = 1 is first proved by Schoenberg [48]. Also see
DeVore and Lorentz [12, pp. 310]. When the function f is convex, from Theorem
3.2, B~f is monotonic in n, that is
From Theorem 4.11 above and the theorem of Schoenberg [48] we obtain
and
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Thus the approximation to a convex function by its generalized Bernstein poly-
nomial B~ is not only monotonic in n and in q but it is also one-sided. •
Consequently, the shape of B~f preserves the shape of the function f. For
this reason we may consider B~ as a shape preserving operator.
Dahmen [8] includes an excellent survey on convexity and Bernstein-Bezier
polynomials as well as the convexity of multivariate Bernstein polynomials.
For applications in CAGD, we are concerned with parametricly defined curves.
Let us define a curve P(t) with the generalized Bernstein polynomials as its basis
functions,
n
P(t) = (PI (t), P2(t)) = LAiB~(t), 0 ~ t ~ 1, (4.26)
i=O
where Ai = (Xi, Yi) E lR?, i = 0, ... ,n. We will write p(Ao, ... ,An) to denote
the polygonal arc which "joins up" the points Ai = (Xi, Yi) i = 0, ... , n. Since
the generalized Bernstein basis, which satisfies Ei=o Bf(t) = 1, is a normalized
totally positive basis we have the following consequences.
Theorem 4.12 The number of times any straight line I crosses the curve P
given by (4.26) is no more than the number of times it crosses the polygonal arc
p(Ao, ... , An).
Proof Consider any straight line I with the equation ax + by + c = O. The
number of times it crosses the curve P is
s: (a L xiB~(t) + b LYiB~(t) + cL B~(t))
S- (L(axi + byi + c)B~(t))
< S- (axo + byo + c, ... , aXn + bYn + c)
by Theorem 4.3. Since the latter expression is the number of times the line crosses
the arc p(Ao, ... ,An), this completes the proof. •
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Corollary 4.12.1 If the polygon arc p(Ao, ... , An) is monotonic increasing or
decreasing, then so is the curve P defined by (4.26).
Proof Suppose that the arc p(Ao, ... , An) is monotonic increasing, that is
Yo ~ Yl ~ ... ~ Yn' Then any straight line parallel to the x-axis crosses it
at most once. So from Theorem 4.12, any such line crosses the curve P at most
once. Since P(t) interpolates the end points of the arc p(Ao, ... ,An), the curve
P is increasing in the y-direction, that is P2 is an increasing function. •
Corollary 4.12.2 If the polygon arc p(Ao, ... , An) is convex then so is the
curve P.
Proof If the polygon p(Ao, ... , An) is convex, then any straight line crosses it
at most twice. Thus, by Theorem 4.12, any straight line crosses the curve P
at most twice. Let I be the line interpolating the end points of the curve P.
Then I - p(Ao, ... ,An) ~ 0 and since Bernstein polynomials reproduce linear
polynomials we have
1 - P = Bnl - P ~ O.
Thus the curve P is convex. •
Indeed, the latter theorem holds for any normalized totally positive basis (see
Goodman [17]).
Consequently Theorem 4.12 shows that the shape of the parametric curve P
closely mimics the shape of the control polygon p(Ao, ... ,An). We can predict
or manipulate the shape of the curve by making a suitable choice of the control
polygon or the parameter q in the basis functions.
An affine change of variable may be used to give the corresponding generalized
Bernstein basis and polynomials on [a, b].
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The Bernstein basis has many profound properties. We here quote some
recent results on it. Goodman and Said [21] prove the following. Suppose that
(<Po, ... ,<Pn) is a basis for IPn and let M denote the matrix such that whenever
n n
L Ci<Pi(X) = L Aib?(X), c; Ai Em?,
i=O i=O
then (Ao, ... , An)T = M(Co, ... , Cn)T. Then (<Po, ... , <Pn) is totally positive if
M is totally positive. This follows a conjecture based on the evidence obtained
from corner cutting techniques on the polygonal arc Co, ... , Cn which leads to the
Bezier polygon Ao, ... , An, namely that the Bernstein basis has optimal shape
preserving properties among all normalized totally positive bases for IPn- That is,
Bezier points with a Bezier polygon provide us with a better guide to the shape
of a curve.
An affirmative answer to this conjecture is given by Carnicer and Peiia [5]
based on the following definition. A normalized totally positive basis <l> =
(<Po, ... ,<Pn) of IPn has optimal shape preserving properties if, for any other nor-
malized totally positive basis W = ('l/Jo, ... , 'l/Jn) of IPn, there exists a stochastic
totally positive M (that is each row sums to 1) such that
Then it is shown in Carnicer and Peiia [5] that the Bernstein basis is the unique
basis with optimal shape preserving properties among all normalized totally pos-
itive bases. For details and proofs see Carnicer and Peiia [5] and Goodman and
Said [21].
Yet there is another property of the Bernstein basis that influences the accu-
racy and reliability of various calculations on the parametric curves and surfaces.
Farouki and Rajan [16]have investigated numerical stability of the polynomials
in Bernstein form. For any simple root r of an arbitrary polynomial P(x) on the
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interior of the interval (usually (0,1)) we have the following advantages of using
the Bernstein basis:
• The root condition number is smaller in the Bernstein basis than in the
power basis.
• The root condition number decreases monotonically under Bernstein degree
elevation and subdivision schemes.
• The root condition number is smaller in the Bernstein basis than in any
other basis which may be expressed as a non-negative combination of the
Bernstein basis in the interval.
For further details and proofs see Farouki and Rajan [16].
Farouki and Goodman [15]have shown that the Bemstein-Bezier form is op-
timally stable in the sense that no other non-negative basis yields systematically
smaller condition numbers for the values of roots of arbitrary polynomials on the
chosen interval. Indeed it is the only stable basis whose elements have no roots
on the interior of that interval.
Chapter 5
Factorization of the
Vandermonde matrix
This chapter is concerned with the factorization of the Vandermonde matrix into
l-banded matrices, which is preceded by decomposing it into lower and upper
triangular matrices. This process uses symmetric functions. The factorization
into l-banded matrices provides an alternative way of verifying the well known
result concerning the total positivity of the Vandermonde matrix. Cryer in [7]has
shown that a matrix A is totally positive if and only if A has an LV-factorization
such that L and V are totally positive, where L is a lower triangular matrix and
V is an upper triangular matrix. Goodman and Sharma [22] have shown that
a totally positive, symmetric, periodic, banded matrix A can be factored in a
symmetric manner into positive l-banded periodic factors.
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5.1 Symmetric functions
First, we require the following definitions to describe the elements of L(n) and
u(n) in the factorization of the Vandermonde matrix.
Definition 5.1 For integers 1 ~ r ~ n, a(n, r) is the rth elementary sym-
metric function. This is the sum of all products of r distinct real variables chosen
from n variables. We set a(n, 0) = 1, n ~ 1, and write,
a(n,r)= L xil,,·Xir.
l~il <i2<···<ir~n
Definition 5.2 For integers n, r ~ 1, r(n, r) is the rth complete symmetric
function defined by the sum of all products of n variables of order r. That is
r(n, r) = L xtl ... xtnn, Al + ... + An = r
1~il~i2~ ..·~in~n
where AI,"" An E {O,1, ... , r}. We set r(n,O) = 1, n ~ 1. We will also use
rr(Xl, ... ,xn) to denote r(n, r).
See for example Macdonald [35].
The generating function of the elementary symmetric function is well known.
We have
n
S(x) = (1 - XIX) ... (1 - XnX) = L( -It a(n, r)xr. (5.1)
r=O
The generating function for the complete symmetric function is S(x)' since
1 1
S(x) - (1 - XIX) ... (1 - xnx)
n 00
IILxjxr
;=1 r=O
00
Lr(n, r)Xr.
r=O
(5.2)
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Example 5.1
0-(3,2)
7(2,2)
7(2,3)
0-(2,2) + x~+ x~
Lemma 5.1 The complete symmetric functions satisfy the recurrence relation
7(n, r) = 7(n - 1, r) + xn7(n, r - 1), (5.3)
for integers n, r ~ 1.
Proof Consider the identity
1 1 XnX- = + (5.4)S(x) (1 - XIX) ... (1 - Xn-IX) (1 - XIX) ... (1 - xnx)
On using (5.2) and comparing the coefficients of XT on both sides of (5.4), we
obtain (5.3). •
This lemma with a different (combinatorial) proof has recently appeared in Kon-
valin [30].
Applying a similar method as in the latter lemma, we may easily obtain a
recurrence relation for the symmetric functions,
o-(n, r) = o-(n - 1, r) + xno-(n - 1, r - 1). (5.5)
We now give a few identities derived from the generating functions for the sym-
metric and complete functions involving special cases of the variables.
Substituting Xi = 1, i = 1, ... ,n in (5.1) and (5.2) we derive the binomial coeffi-
cients:
1
(1 - x)n
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Also, the recurrence relation (5.5) with Xn = 1 gives the corresponding recurrence
relation for the binomial coefficients.
Letting Xi = «:', i = 1, ... ,n, we obtain the Gaussian polynomials:
(1 - x)(1 - qx) ... (1 - qn-lx)
1
(1 - x)(1 - qx) ... (1 - qn-lx)
Also, the recurrence relation (5.3) with Xn = qn-l gives the q-binomial recurrence
relation (1.4).
Putting Xi = [il, i = 1, ... ,n we obtain Gould's q-analogues of Stirling numbers:
(1 - x)(1 - [2]x) ... (1 - [nlx)
n
L( -It SI(n, r)xr
r=O
1 00L S2(n, r)xr,
r=O(1 - x)(1 - [2]x) ... (1 - [nlx)
We may replace the coefficients in the latter equations by
(-It SI(n, r) = sq(n + 1, n - r + 1) and S2(n, r) = Sq(n + r, n).
Once again, the recurrence relations (5.5) and (5.3) give the corresponding recur-
rence relations for SI and S2 respectively.
Lemma 5.2 For integers k, n 2: 1 the following holds:
min(k,n)
L (-I)ia(n,j)T(n, k - j) = O.
i=O
(5.6)
Proof We use the generating functions for a(n, r) and T(n, r) to verify the
lemma. It is easily seen that
where
min(k,n)
ak = L (-I)ia(n,j)T(n, k - j).
i=O
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Thus the coefficient ak is nonzero only for k = 0, and then ao = 1. •
This lemma gives rise to a few identities. If k = n and Xi = 1, i = 1, ... ,n
then,
t(-1)j ( ~) (n + ~- 1) = 0
)=0 J J
and for Xi = «:', i = 1, ... ,n
t( _1)n-j q(n-j)(n-j-I)/2 [~] [n +~- 1] = o.
)=0 J J
Setting Xi = [i], i = 1, ... ,n, we obtain
n
L:(-I)jSI(n,j)S2(n,n - j) = O.
j=O
The above lemma has appeared in Konvalin [30].
5.2 Factorization process
Since it is easier to express a triangular matrix as a product of l-banded matrices,
we first split the Vandermonde matrix into lower and upper triangular matrices.
Let y(n) be the nth order Vandermonde matrix
y(n) =
1 Xo
1 Xl
1 Xn
and let y(n) = L(n)u(n) where L(n) is a lower triangular matrix with units on
its main diagonal and u(n) is an upper triangular matrix. This factorization is
unique. We apply Crout's algorithm to obtain the elements of the matrices L(n)
and u(n).
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Algorithm
do i = O, ... ,n
l~n) = 1
~,t (5.7)
enddo
do j = O, ... ,n
do i = O, ... ,j
i-I
U~n) = V~~) - " l~nk)Uk(n~
t,} t,} L....J t, ,}
k=O
(5.8)
enddo
do i = j + 1, ... ,n
(5.9)
enddo
enddo
The algorithm evaluates the entries of upper and lower matrices as follows.
First, (5.7) sets the diagonal entries ofL(n) to 1. Then for each i, (5.8) calculates
the jth column of u(n) and then the jth column of On) is calculated from (5.9).
For example j = ° gives
(n)
U(n) - v(n) - 1 and l~n) = Vi,O = 1 cor'; - 1 2 n0,0 - 0,0 - t,O (n) , J.I • - , , ••• , •
uo,o
With j = 1we calculate
(n) _ (n) _ d (n) (n) (n)
UO,1 - VO,1 - Xo an UI,1 = VI,1 - UO,1 = Xl - Xo
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and
z(n) 1 ((n) Z(n) (n))
i,l ("n) Vi,l - i,O UO,l
Ul,l
for i = 2, 3, ... ,n.
Next, with j = 2, we compute
(n)
UO,2
(n) 2
VO,2 = Xo
(n)
Ul,2
(n) Z(n) (n) _ 2 2
Vl,2 - 1,0 UO,2 - Xl - Xo
(n) (Z(n) (n) + Z(n) (n)
V2,2 - 2,0 UO,2 2,1 Ul,2
(n)
U2,2
and
z(n) 1 ((n) Z(n) (n) Z(n) (n))
i,2 ("n) Vi,2 - i,O UO,2 - i,l Ul,2
U2,2
x; - x~ - (Xi - XO)(XI + xo)
(X2 - Xl)(X2 - XO)
(Xi - Xd(Xi - XO)
( )( )' for i = 3, 4, ... ,n.X2 - Xl X2 - Xo
We apply Crout's algorithm to decompose the Vandermonde matrix and from
(5.8) and (5.9) we conjecture from the evidence obtained from small values of n
that
j-ln X;-Xj-t-l
t=o Xj -Xj-t-l ' o ~ j ~i ~n, (5.10)
(5.11)
where an empty product denotes 1. In order to verify the formulas (5.10) and
(5.11), consider
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Thus on substituting the entries of the matrices l~~ and ut) from (5.10) and
(5.11), we obtain
Nowwe recall the interpolating polynomial in divided difference form of a function
f at the points Xo, ... , Xi
Pn(X) = f[xo] + (X - Xo)J[xo, Xl] + ... + (X - Xo) ... (X - xi-df[xo, ... , Xi] (5.12)
where
So, for f(x) = xj and 0 ~ i ~j, we have
(5.13)
We also recall the Lagrange interpolating polynomial for f(x) = xi at the points
Xo, ... ,Xi, to find a partial fraction representation of the generating function of
the complete symmetric functions. That is
i
Xi = L x~.cj(X),
j=o
where
On making the change of variable u = l/x in the Lagrange interpolating polyno-
mial and then cancelling ui on each sides, we have
On dividing this by Il:=o(l - Xtx) we obtain
1 i ~
-,----:--;------,-------;-----:- =L ~
(1 - xox)(l - XIX) ... (1 - XiX) s=O (1 ) II' ( )- xsx Xs - Xt
t=o
t#.
(5.14)
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On the right, we expand l-~sX as an infinite series and so obtain
We deduce from this and (5.14) that
00 .
00 i Ex~~
LTr(XO, ... , Xi)Xr = L _r':-i=.....:0 _
r=O s=O I1(xs - Xt)
t=o
t#s
Thus on comparing the coefficients of xi-i in the above equation and using (5.13)
we deduce that
(5.15)
Therefore we substitute f(x) = xi and x = Xi in (5.12) and obtain
This, together with the uniqueness of factorization, verifies the formulas (5.10)
and (5.11) for the elements of On) and u(n) obtained from the decomposition
of v(n). We note that the identity (5.15) is proved in Milne-Thomson [37] and
quoted in Neuman [38]. Further studies concerning complete symmetric functions
through B-splines and q-binomial coefficients can also be found in Neuman [38].
Next we give an example of the factorization of the Vandermonde matrix
into l-banded matrices for n = 3 and then state a theorem concerning this
factorization for a general value of n.
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Example 5.2
1 Xo X2 X30 0
y(3) = 1 Xl
X2 X3
I I
1 X2 X2 X32 2
1 X3 X2 X33 3
and y(3) = L(3)U(3) where as we saw above, ,
1
1
1
1
o
1
o
o
o
o
X2-Xp 1 0Xl-Xp
X3-Xp {X3-XlHx3-XP} 1
Xl-Xp (X2-xI)(X2-XP)
1 Xo x~ X30
U(3) = 0 Xl - Xo X2 _ X2 X3 _ X3I 0 I 0
0 0 (X2 - XI)(X2 - Xo) (X2 - Xd(X2 - Xo)(Xo + Xl + X2)
0 0 0 (X3 - X2)(X3 - Xd(X3 - Xo)
L(3) is factorized into f-lower banded matrices such that L(3) = L3,l L3,2L3,3,
where
1 0 0 0 1 0 0 0
L3,l = 0 1 0 0 L3,2 = 0 1 0 0,
0 0 1 0 0 1 1 0
0 0 1 1 0 0 X3-X2 1
X2-Xl
1 0 0 0
L3,3 = 1 1 0 0
0 X2-Xl 1 0Xl-Xp
0 0 {X3 -X2HX3 -Xl} 1
(X2-xI)(X2-XP)
5.2 Factorization process 73
Similarly U(3) is factorized into l-upper banded matrices such that
U(3) = U3,3U3,2U3,1, where
1 Xo 0 0
0 Xl - Xo Xl(Xl-XO} 0
U3,3 = X2-Xl
0 0 X2 - Xo X2(X2-XIHx2-XO}
(Xa-X2)(Xa-xI)
0 0 0 X3 - Xo
1 0 0 0 1 0 0 0
U3,2 = 0 1 Xo 0 U3,1 = 0 1 0 0
Xl(X2-Xl}
,
0 0 X2 - Xl 0 0 1 XoXa-X2
0 0 0 X3 - Xl 0 0 0 X3 - X2
so that
Theorem 5.1 For integers n ~ 1 and xo, Xl, ... , Xn distinct, the nth order real
Vandermonde matrix can be factorized into 2n I-banded matrices such that
(5.16)
where, for 1~ k ~ n,
1,
k-n+i-2
I1t=o
i = j,
Xi-Xi-l-t
Xi-l -Xi-2-t '
i = j + 1, i ~n - k + 1, (5.17)
0, otherwise
and
n,kus : =va
i= j - 1, i ~n - k,
(5.18)
1, i= j,i ~ n - k,
i = j,i > n - k,
0, otherwise,
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noting that an empty product denotes 1. Thus
so that y(n) = L(n)u(n).
Proof We use induction on n. When n = 1
L(l) = [~ ~] and U(l) = [ ~ Xo ]
Xl - Xo '
which are both l-banded matrices, and
L(l)U{1) = [1 Xo 1 = y(l).
1 Xl
We now split the rest of the proof into two parts, the factorization of L(n) and
the factorization of u(n). Next we will show by induction on k, for 1 ~ k ~ n,
that
k
[
In-k 0 ]Ln,ILn,2 ..• Ln, = -,
o Ln,k
where each 0 denotes the appropriate zero matrix, In-k denotes the (n-k) x (n-k)
(5.19)
identity matrix, Ln,k is a (k + 1) x (k + 1) lower triangular matrix such that
i = j,
(5.20)
O~j<i~k
and an empty product denotes 1.
For k = 1, Ln,l = L(1) and from (5.17) and (5.19) we see that
[
In-l 0] I=Ln, .
o Ln,l
We now assume that (5.19) is true for some k ~ 1. It is necessary to verify the
following identity:
[~n-H ~n'k+l] (5.21)
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On the right, we modify Ln,k by adding a column and a row, defining
~ k [1 OT 1Ln, =
o Ln,k '
where 0 is a zero column vector.. Thus
1, i = j,
j-2I1 Xn-k+i-l-Xn-k+j-t-2 1 ~ j < i ~k + 1,
t=o Xn-ktj-l-Xn-ktj-t-2' (5.22)
0, otherwise.
Also, we represent Ln,k+1 in block form as
p,kH = [~-k_l ~n"+l 1 '
where each 0 is the appropriate zero matrix and Bn,k+1 is the (k + 2) x (k + 2)
I-lower banded matrix defined by
i-2I1 Xn-kt.-l-Xn kt' t 2 i = j + 1,°~j ~k,t=o Xn-kt.-2-Xn-kt.-t-3 ' (5.23)
1, 't =J,
0, otherwise.
Thus
[~n-k-l ~n'kH 1
which yields
[
In-k-l ~ 1 [In-k-l 0 1
o Ln,k 0 Bn,k+1'
The (i, j)th element of in,kBn,k+1 is, say,
Since Bn,k+l is l-lower banded, its only non-zero elements are bj,'jk+1 and bjti;I
so that
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Using (5.22) and (5.23) we have
j-2IIXn-k+i-I - Xn-k+j-t-2
t=O Xn-k+j-I - Xn-k+j-t-2
j-I j-I+ IIXn-k+i-I - Xn-k+j-t-I II Xn-k+j - Xn-k+j-t-I .
t=O Xn-k+j - Xn-k+j-t-I t=O Xn-k+j-I - Xn-k+j-t-2
It follows that
_ (Xn-k+i-I - Xn-k-I) n{:5(Xn-k+i-I - Xn-k+j-t-2)
mi,j - j 1
nt=O (Xn-k+j-I - Xn-k+j-t-2)
and thus we obtain
j-I- IIXn-k+i-I - Xn-k+j-t-2
mij- ,
t=OXn-k+j-I - Xn-k+j-t-2
O~j<i~k+1.
But we see from (5.20) that mi,j = l~jk+1. Since, when k = n, we have from
(5.19) and (5.20)
this completes the proof by induction.
Next, following a similar technique we show that
un,kun,k-I ... Un,l = [In-k ~ 1 '
o Un,k (5.24)
where each 0 is the appropriate zero matrix and Un,k is a (k + 1) x (k + 1) upper
triangular matrix such that
(5.25)
with an empty product denoting 1. For k = 1,
Un,l = [1 Xo 1
o Xn - Xn-I
and from (5.18) we see that
[
In-I 0 1 1-un,o Un,l - .
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Now we need to verify the following:
[
In-k-I ~ 1 = Un,k+I [In-k 0 1
o Un,k+1 0 u= !
On the right, we represent Un,k+1 in block form as
Un,k+I = [In-k-I 0 1 '
o Cn,k+1
where Cn,k+I is the (k + 2) x (k + 2) L-upper banded matrix defined by
n,k+IC: .Z,)
otherwise.
1, i = j = 0,
Xn-k+i-I _ Xn-k-I, 1 ~ i = j ~k + 1,
i
X· I1 Xn-k±i-l-Xn-kti-t-l i = j _1, °~i ~k + 1,
Z t=I Xn-k±i-Xn-k±i-t '
0,
We also modify Un,k by adding a column and a row to give
A k [lOT 1U'" = o Un,k '
where 0 is a zero column vector and
0, otherwise.
1, i = j = 0,
i-I
Tj-i(XO,' .. , xi-d I1(Xn-k+i-I _ Xn-k+i-t-I), 1 ~ i ~j ~k + 1,
t=I
Thus [~-k-l o 1 [In-k-I 0 1 [In-k-I 0 1
Un,k+1 - 0 Cn,k+1 0 Un,k'
which gives
Un,k+ I = Cn,k+ IUn,k .
The (i, j)th element of Cn,k+1 Un,k is, say,
k+1
n· .= '"' c~,k+1un,~ ° <_ i <_ J' <_ k + l.Z,) L..J Z,s S,) ,
5=0
(5.26)
(5.27)
(5.28)
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Since cn,k+1 is f-upper banded, its only non-zero entries are c~ik+1and c~i~iland
thus
_ n,k+l ~n,k+ n,k+l ~n,k
ni J. - c· . us: c· ·+1 U·+l r ,, ~,' ~,J ',~ ',J
On using (5.27) and (5.28) we obtain, for i ~1,
i-I
ni,j = (Xn-k+i-l - Xn-k-l)Tj-i(XO, ... ,xi-d II(Xn-k+i-l - Xn-k+i-t-l)
t=l
i i( )IIXn-k+i-l - Xn-k+i-t-l II( )+ XiTj-i-l XO,···, Xi Xn-k+i - Xn-k+i-t .
t=l Xn-k+i - Xn-k+i-t t=l
This gives
i
ni,j = (Tj-i(XO, ... ,Xi-I)+ XiTj-i-l (XO,... ,Xi)) II(Xn-k+i-l - Xn-k+i-t-l)
t=l
for 0 < i < j < k + 1. By Lemma (5.1)
Thus we have
i
ni,j = Tj-i(XO, ... ,Xi) II(Xn-k+i-l - Xn-k+i-t-d = U~jk+l.
t=l
Since, when k = n, we have from (5.24) and (5.25)
un,nun,n-l ... Un,l = iJn,n = u(n),
this completes the proof by induction.
Hence
and the proof of the theorem on the factorization of the Vandermonde matrix is
complete. •
Corollary 5.1.1 v(n) is totally positive for 0 < Xo < Xl < ... < Xn.
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The condition makes all elements of Ln,k and Un,k positive for 1 ::; k ::; n.
Since each of the 2n matrices in the complete factorization of v(n) is a totally
positive matrix, so is v(n). According to Cryer [7],both L(n) and u(n) are totally
positive if and only if v(n) is totally positive.
Example 5.3 Let us take Xi = i, i = 0, ... ,n and calculate L(n), u(n) and
Ln,k, Un,k for k = 1, ... ,n. We see from (5.10) that
l~n) = (i) 0< j < i < n',J j' - - -
and from (5.11) and with q = 1 in (2.9)
i ., j
(n) _ " 't.S _ "S (..) ° . .
Ui,j - f:o (-1)i-sS!(i _ s)! - 'to q J,'t, ::; 't::; J ::; n.
We calculate from (5.17) for 1 ::; k ::;n,
1, i = j,
l~t = 1, i= j + 1,i ~n - k + 1,
0, otherwise
and from (5.18)
n,k
ti. ; =$,J
1, i= i.i ::;n - k,
i+ k - n, i = i.i > n - k,
i+ k - n, i = j - 1, i ~n - k,
0, otherwise.
Chapter 6
A difference operator D on
generalized Bernstein
polynomials
In this chapter, we study some properties of a particular type of operator which
is related to divided differences. The differential operator is obtained from this
as a limiting case where the parameter q ~ 1. This operator is applied to the
generalized Bernstein polynomials to give results which complement those con-
cerning derivatives of Bernstein polynomials, see Davis [9]. An inverse operator
is also defined, leading to some results given in Section 7.1.
6.1 The operator V
Given any function ¢>(x) and q E lR we define the operator V
V¢>(x) = ¢>(qx) - ¢>(x) .
qx -x
(6.1)
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Thus V¢(x) is simply a divided difference,
V¢(x) = ¢[x, qx].
The operator V is introduced by Jackson [25] and its properties are studied in
Exton [13]. We note that, provided ¢'(x) exists,
lim V¢(x) = ¢'(x).
q-+l
As an example it is easily seen that for integer values of r ~ 1
(6.2)
Jackson [26] investigates the series
00 xr
E(x) = ~ [r]!' (6.3)
The series (6.3) is absolutely convergent only in [z] < (1 - q)-l when Iql < 1
whereas the exponential series is absolutely convergent for all x. However on
applying V term by term to E(x), we see that
VE(x) = E(x).
When we apply the operator V repeatedly k times to an arbitrary function ¢, we
obtain
k k (_lyqr(r-l)/2[~]¢(qk-rx)
V ¢(x) = ~ qk(k-l)/2(X(q _ l))k .
This can be shown by induction on k. In the inductive step we write
(6.4)
Vk¢(X) = Vk-1¢(qX) - Vk-l¢(X) ,
qx -x
replace k by k = Lon the right of (6.4) and substitute in the latter equation. The
coefficient of ¢(qk-r x) in the sums is
qr(r-l)/2 ([k-l] [k-l])(_l)r qk(k-l)/2(X(q _ l))k r + qk-r r _ 1 .
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The q-binomial coefficients are combined using the Pascal identity (1.4) to give
the rth term of (6.4).
It is easily verified that
V (u(x)v(x)) = Vu(x).v(x) + u(qx).Vv(x). (6.5)
This is quoted in Exton [13]. The repeated application of (6.5) gives the following
Leibniz-type formula.
Theorem 6.1 For integer values of k ~ 0,
v' (u(x)v(x)) = t,[:]v'~'u(q' x)V'v(x). (6.6)
Proof We can verify this by induction on k. We see that (6.6) is true for k = O.
Let us replace k by k - 1 in (6.6) and assume it holds for k ~ 1. We then apply
(6.5) and (6.1). After arranging the terms we obtain
k-l [k - 1] [(Vk-l-ru(qr+1x) _ Vk-l-ru(qrx))Vk (U (x) v (x) ) L o:v (x)
r=O T qx - x
+ Vk-1-ru(qr+1x) (vrv(qx) - vrv(x))].qx -x
The latter equation can be rewritten by means of (6.1) as
V'(u(x)v(x)) = ~ [k ~ 1] (q'Vk~'u(q'x)V'v(x) +V'~l~'U(q'+1X)V'+lV(X)).
Changing the limits of the second sum gives
k ([k-1] [k-1])Vk (u(x)v(x)) = ~ qr r + r _ 1 Vk-ru(qrx)vrv(x).
Combining the q-binomial coefficients using (1.5) completes the proof. •
Let us apply the operator V to the Bernstein basis polynomials. First we
denote
(6.7)
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Note that B~'O(x), 0 ::; r ::; n, gives the basis polynomials of the generalized
Bernstein polynomial. By direct computation using (6.1) and (6.2) we obtain
Replacing ([r] - qk[n]x) by ([r](1- qn-r+kx) - qk[n - r]x) in the last equation we
obtain
(6.8)
This is a generalization of the derivative formula for the Berustein-Bezier poly-
nomials, which corresponds to k = 0, and taking the limit as q -t 1 in (6.8). See
for example Farin [14].
6.2 Divided differences
We saw that V is a divided difference operator. In this section we show that
powers of V behave like divided differences.
Theorem 6.2 For a function f and non-negative integers k, m
(6.9)
Proof This is true for k = O. Assume (6.9) is true for some k ~ 0 and all
m ~ O. Then
f[qm+1x, ... ,qm+kx] - J[qmx, ... ,qm+k-lx]
qk+mx - qmx
_1_Vk-1f(qm+lx) __ l_Vk-lf(qmx)[k-l]! [k-l]!
qmx(qk - 1)
[~]!Vk f(qmx),
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since
Vk-l f(qm+lx) - Vk-l f(qmx)Vkf(qmx) = .qm+lx - qmx
This completes the proof. •
The next result is a special case of (6.9).
Corollary 6.2.1 For a function f and non-negative integer k
[ k] 1 kf x, qx, ... ,q x = [k]! V f (z}
Remark 6.1 If f is convex on [0,1] then V2 f 2: 0 for any 0 < q :::;1.
Proof If f is convex on [0,1], then
(6.10)
for any 0 < ). < 1 and any points 0 :::;to :::; tl :::; 1. Choosing). = l!q' for any
o < q < 1 and to = q2x, tl = x, we obtain from (6.10)
1 q
f(qx) :::;-1 -f(q2x) + -1 -f(x).
+q +q
Thus
(1 _ ~)2X2 f[x, qx, q2x] 2: 0
and so V2 f 2: 0 for any 0 < q :::;1. •
6.3 Repeated applications of the operator V
One of the most astonishing properties of the classical Bernstein polynomials
is that not only does Bn(f; x) converge uniformly to f(x), but if the function
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I is sufficiently differentiable, the derivatives of Bn (f; x) converge uniformly to
the derivatives of I(x). See Davis [9], DeVore and Lorentz [12] or Lorentz [34].
Davis [9] proves the following theorem as a preliminary to proving these results
concerning the derivatives of the classical Bernstein polynomials.
Theorem 6.3 For any integer 0 < k ~ n,
(6.11)
where l- denotes I (r / n) and ~ is the ordinary difference operator.
We now give an analogous result involving the generalized Bernstein polynomials
with the V operator in place of the ordinary difference operator.
Theorem 6.4 For any integer 0 ~ k ~ n,
(6.12)
In this case t- denotes 1([rJl[n]) and ~ denotes the q-difference operator.
Proof We recall that Bn(f; x) = 2:~=0[;] s:10x", Then applying the operator
V to Bn (f; x) repeatedly k times, we acquire
n-k [ ]'tr» (I' ) - ~ n . A k+r f r
L/ n ,X - ~ [n _ k _ r]! [r]!U JO x . (6.13)
Now, recalling (3.16), let us express the operator ~k+r in terms of ~k to give
Writing m = r - t and putting
[n]! [m + t] [n]! [n - k - m]
[n - k - m - t]! [m + t]! t - [n - k - m]! [m]! t
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in the latter equation we obtain
Now it can be easily verified from the generalized binomial expansion (1.7), on
replacing x by qkx, that
(6.14)
This completes the proof. •
Remark 6.2 From Theorem 6.4 we see that, with 0 < q < 1, if b._kfr ~ 0
for 0 ~ r ~ n - k then VkBn(f;x) ~ O. If f is convex on 0 ~ x ~ 1 then
V2 Bn(f; x) ~ 0 for 0 < q ~ 1. If f is increasing then VBn(f; x) ~ 0, for
O<q~1.
If we express the operator Vk in terms of a divided difference via (6.9), we
can express (6.12) in the following form, where Bnf[x, qx, ... ,qkX] denotes the
divided difference of Bn(f; x) on the set of points x, qx, ... , qkx.
Corollary 6.4.1 For any integer 0 ~ k ~ n
[ ]
n-k [k] n-r-l
Bnf[x, qx, ... , qkx] = ~ ~ n ~ b._kl- xr .!! (1 - tx).
From the q-difference form of the generalized Bernstein polynomial (1.14) and
(6.13), the last equation can be written as
Bnf[x,qx, ... ,bl= [~]E [n ~ k ]~'+'fo x'.
We see from (6.15) that if f is a polynomial of degree m then Bnf[x, qx, ... , qkx]
(6.15)
is a polynomial of degree min(n - k, m).
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It is well known that if j E c-
. jk(x)
lim J[xo, ... ,Xk] = -k'-'
Xi-+X •
where limxi-+x denotes the limit as each Xi -+ X, 0 ~ i ~k. See for example
DeVore and Lorentz [12]or Phillips and Taylor [43]. Thus we have the following.
Corollary 6.4.2
Finally, we apply the operator V to Dk,m(x) defined in (3.18). We see from (6.2)
that
V (D.,m(x)) = n"%m(_1)'q'('+2.-1)/2 [m +~+ kl [m: tl 1m+ t+ kjxm+t+.-l
Repeating the operation k times we obtain
We note that the last expression is non-negative in 0 ~ x ~ 1, for 0 < q ~ 1.
6.4 Inverse of V
Exton [13] quotes work of Jackson (see [26] and [27]) on the inverse operation
of V, which Jackson calls q-integration or basic integration. When q -+ 1 this
reduces to ordinary integration. We write
<I>(x) = V-1cP(x)
if and only if
cP(x) = V<I>(x),
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and we will also write
Exton [13]shows that ~ exists if <P is Riemann integrable.
Let us now show that for any integer u
xu+I
-n-I u +
J./ X = [u + 1] c,
where c E JR. We seek a function F(x) such that
F(qx) - F(x) u=x,qx -x
that is
F(x) - F(qx) = xU+1(l - q). (6.17)
Replacing x by qx in (6.17) and adding it to (6.17), we obtain
Repeating this process, we obtain
n-I
F(x) - F(qnx) = xU+1(l - q)L qr(u+1).
r=O
Letting n ~ 00, the infinite sum is the series expansion of 1 1· Hence we
1- qU+
find that
F(x) xu+1 1- q + F(O)1- qU+1
xu+I
[u + 1] + F(O). (6.18)
Since V (~:;l+ c) = xu, for any c E JR, we can replace F(O) by c in (6.18).
From (6.5) we can deduce that
V-I(Vu(x).v(x)) = u(x)v(x) - V-I (u(qx)Vv(x)) (6.19)
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which is a generalization of the classical integration by parts formula.
Let us evaluate [V-1 B~'O(x)]~ , where B~'O(x) is defined in (6.7).
Choose
u(x) = _ (q - x)(l - x) ... (1 - qn-r-1x)
[n - r + 1]
and v(x) = z", Then
Vu(x) = (1 - x) ... (1 - qn-r-1x)
and
Vv(x) = [r]xr-1.
We then obtain from (6.19) that
and thus
[V-1(xr(1- x) ... (1 - qn-r-1x))]~
= [n~~Ll[V-1(xr-1(1 - x) ... (1 - qn-rx))]~.
Repeating the operation r times and multiplying by [~], we obtain
o ::; r ::; n - 1,
r =n.
Since V-I is a linear operator and
n
Bn(f; x) = L frB~'O(x),
r=O
we have
[V-1Bn(/; x)]: = In~ 1] (In +~ q'+l I,) .
We note that (6.20) is a generalization of the result
(6.20)
!olIn (r)Bn(f;x)dx= -Lf -o n + 1r=O n
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for the classical Bernstein polynomials (see DeVore and Lorentz [12] and Farin
[14]).
On the other hand, expanding B~'o using (1.7), we obtain
r [n] n-r . qj(j-l)/2 [n - r]
lo B~,O(x)dx = r Eo(-I)' (r +j + 1) j .
Thus rl n [n] n-r . qj(j-l)/2 [n - r]lo Bn(J;x)dx=~ fr~(-I)J( . ) ..
o r==O r j=O r + J + 1 J
The fact that
(6.21)
nL B~'O(x) = 1,
r==O
gives rise to a special case of (6.21),
Chapter 7
A generalization of Bezier curves
In this chapter we are concerned with the degree elevation process on the gen-
eralized Bernstein polynomials. It has some practical usage in Computer Aided
Geometric Design (CAGD). Then in Section 6.2 it is shown that repeated degree
elevation is indeed variation diminishing by obtaining a totally positive transfor-
mation matrix from initial set points to any degree elevated points.
7.1 Degree elevation
Long after their initial use by S.N. Bernstein in his proof of the Weierstrass
theorem, Bernstein polynomials gained further celebrity when they were used
in CAGD. The fundamental tool here is the use of Bezier curves and surfaces.
The theory was developed independently by P. de Casteljau at Citroen and by
P. Bezier a little later at the Renault automobile company. P. de Casteljau
discovered an efficient algorithm which generates the Bernstein polynomials. In
geometric design the Bernstein basis polynomials, together with control points,
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play an important role. Recently Phillips [40] has produced a generalization of
this type of algorithm in which the classical de Casteljau algorithm is recovered
when the parameter q is replaced by 1.
Degree elevation is a method used in CAGD to develop the flexibility of a
given polygon or surface by adding another vertex to it. This process increases
the degree of the Bezier curve by one. On the other hand it does not change the
curve. Farin [14]and Hoschek and Lasser [24]are good references on CAGD. We
will follow Farin's notation in this chapter.
Suppose we are given vertices bg, ... ,b~ E IR? The polygon P formed by
bg, ... ,b~ is called a control polygon or Bezier polygon. Likewise the points of
control polygon are called control vertices or Bezier points. Our objective is to
find a new set of control vertices bA, ... ,b~+1 using the given control vertices for
the same curve generated by generalized de Casteljau algorithm. We recall the
basis functions for the generalized Bernstein polynomials,
Bj(t) = [~ltj nil1 (1 - q8t),
J 8=0
(7.1)
for 0 ~ j ~n. On using (1.5) in (7.1) we deduce a recurrence formula
(7.2)
Similarly on using (1.4) in (7.1) we have
(7.3)
The formulas
(1_ qn-jt)B~(t) = [n + 1- j] B7!-+1(t)
J [n+1] J (7.4)
and
(qn-jt)B7!-(t) = (1- [n - j]) B7!-+1(t)
J [n + 1] )+1 (7.5)
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follow immediately from (7.1). We note on putting q = 1, that all identities
above deduced from (7.1) are generalizations of formulas given in Farin [14] and
Hoschek and Lasser [24]. Although all of them can be used as degree rising
formulas we will use only (7.4) and (7.5).
We now develop a q-Bezier parametric curve, say P(t), from the control points
using the generalized de Casteljau algorithm (see section 1.1) with b? in place of
fP, giving
n
P(t) =L bJ Bj(t).
i=O
Using the identities (7.4) and (7.5), and writing our given curve as
(7.6)
P(t) = (1 - qn-it)p(t) + qn-itP(t)
we obtain
P(t) = ~ [n + 1- j]b~B~+1(t) + ~ (1 _ [n - j]) b~B~+1(t).
~ [n + 1] 3 3 ~ [n + 1] 3 3+1
3=0 3=0
We may rewrite these two summations by shifting their limits, to give
P(t) = ~ [n + 1 - j]b~B~+1(t) + ~ (1 _ [n + 1 - j]) b~ B,!-+1(t)
~ [n + 1] 3 3 ~ [n + 1] 3-1 3
3=0 3=0
where b~l is defined as the zero vector. Comparing coefficients on both sides of
the equation we obtain
We note that degree elevation interpolates the end points, that is
We point out that the new set of vertices bj are evaluated from the old polygon
by piecewise linear interpolation at the parameter values of [n + 1 - jl/[n + 1].
Let us illustrate this process with an example. We take a set of control points
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(vertices of our polygon) bg = (0, 0), b~ = (1,2), bg = (3,2), bg = (4,0) on
the real plane and the parameter value q = 0.8, see Figure 7.1. The polygons
are generated by first and fifth degree elevations respectively. The curve in the
figure is the third degree q-Bezier curve developed by the generalized de Casteljau
algorithm for the points above.
o 3 4
Figure 7.1: First and fifth degree elevations and a third degree parametric q-Bezier
curve
The advantage of having another parameter q in degree elevation is that a
change in q changes the control polygon, while keeping the end points and the
degree fixed. We remark that in classical degree elevation, the control polygon is
not altered provided the degree is fixed.
The degree elevation results in a new polygon EP in place of P. Using the
same method, we repeat the degree elevation, replacing (7.7) by the recursive
process
b" = (1 _ [n + r - i)) b~-l + [n + r - i) b~-l
, [n+r] ,-1 [n+r]' {
r = 0,1, .
i = 0, 1, ,n + r.
(7.8)
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After r degree elevations we obtain a sequence of polygons P, EP, ... , E'P. The
polygon E'P has vertices bo,"" b~+r' For every r, E'P interpolates the end
points of the polygon, so that
Using an induction argument on (7.8), we find that each bi can be written ex-
plicitly in the form
(7.9)
This sum is nonzero only for 0 ~ i - j ~ n. Thus, replacing j by i - j, (7.9) can
be rewritten as
b~ = ~ q(i-j)(n-j) [n] [i:j] b~
~ ~ J' [n+r] 3 '3=0 i
(7.10)
where n ~ 3 and 0 ~ i ~n + r.
We may verify (7.10) by induction on r. For r = 0 in (7.10) we indeed obtain
b?, since the jth term in the sum is nonzero only for j = i. Assume (7.10) is true
with r - 1 in place of r. We then substitute (7.10) with r - 1, i - 1 and r - 1, i
in place of r, i into (7.8). Writing
(1 _ [n + r - i]) [n + r - 1] = qn+r-i[n + r] / i - 1 [nt] and [n + r - i] 1[n + r] [n+~-l] - [nt]'
we obtain
n [ ](r+j-i[.r-:-l]+[~-~])b~=" (i-j)(n-j) n q ~-3-1 1-3 b~
1 L..J q . [n+r] J'
j=O J i
The q-binomial coefficients in the numerator of the latter expression are combined
using (1.4) to give [i:j]' This verifies (7.10).
Thus the consequence of degree elevation is the following:
n+r
Erp(t) = P(t) = L bjBj+r(t).
j=O
(7.11)
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So far we have considered a parametric form of the generalized Bernstein poly-
nomial, or q-Bezier curve, P(t) = (x(t), y(t)) where
n
x(t) = L xj,oBj(t)
j=O
and
n
y(t) = LYj,oBj(t).
j=O
The functional form of P(t), which is Bn(J; x), is reproduced when bJ is replaced
by f([j]/[n]) in (7.6). Thus the control polygon P of Bn(J; x) is formed by the
points ([jJ![n], f([jJ![n])). We consider the approximated area AP of P given by
a particular Riemann sum as
1 n.
AP = [ 1] LqJ/j·n+ j=O
It can be shown that AP remains unchanged under degree elevation. The ap-
(7.12)
proximated area of the degree elevated polygon AEP is
1 n+1.
AEP = [ 2] L q1Yj,bn+ j=O
where Yj,l is the ordinate of b}. The points Yj,l can be replaced by
(
[n + 1- j]) [n + 1- j]
Yj,l = 1 - [n + 1] fj-1 + [n + 1] /j.
On substituting the latter equation in (7.13) and then shifting the limits of the
(7.13)
first sum we obtain
AEP = 1 tqj(q[n+1]+[n+1-j]-q[n-j])r
[n+2]j=o [n+1] J
1 n.
[n + 1] Eo qJ/j.
Remark 7.1 When q = 1 and r ~ 00 the area AErp converges to the integral
of Bn(J; x), that is
10
1 i: /jBj(t)dt = ~ i: f (t) .° j=O n + j=O n
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7.2 Degree elevation and total positivity
In this section, we will show that the process of degree elevation is variation
diminishing by making use of the concept of total positivity. This implies that
any given straight line does not cross the polygon E'P more than it crosses the
polygon P. We recall Theorem 4.2 on totally positive matrices.
Let b denote the vector such that bT = [bo, ... , bn] where the elements are
the control vertices defined above. We also define b" as the vector whose elements
are the control vertices bi, 0 ~ r ~ n + r generated by degree elevation repeated
r times. Then we have the following result.
Theorem 7.1 For 0 < q ~ 1 there exists a (n + r + 1) x (n + 1) totally positive
matrix 'I":" such that b" = Tr,nb.
Proof We will show, using induction on r, that T":" is a product of rl-banded
positive matrices. Let 'I":" denote the (n + r + 1) x (n + 1) matrix such that
(7.14)
Thus 1i:f is zero unless 0 ~ i _j ~r. We note that the elements T!:t are the
coefficients which appear in (7.10). Now, the result holds for r = 0 since TO,n is
simply the (n+l) x (n+l) identity matrix. Let B(r) denote the (n+r+l) x (n+r)
J-banded positive matrix such that
[n+r-l]
B~r) = q(i-j)(n+r-i) j for 0 <_ i_J' <_ 1.
',J [nt] , (7.15)
Then Tr,n = B(r)B(r-l) ... B(1). Let V = B(r+l) T"-". Explicitly this yields
n+r+l
V. . - ""' B(r+l) r,r,n',J - L...J i,k k,j .
k=O
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We see from (7.15) that BI~+1) is nonzero only for k = i-I and k = i. Thus,
Hence, with r + 1 in (7.15) and (7.14), we obtain
After arranging the terms we have
V; . - q(i-j)(n-j) [; ]
~,J - [n+:+l] (qr-i+i+1 [. r .J + [. r .J).~-l-J ~-J
Using the Pascal identity (1.4) we obtain
V; . - q(i-j)(n-j) [;] [:~;] = T:7-1,n
l,J - [n+~+l] l,J'
completing the proof. •
The following is a direct consequence of Theorem 4.2.
Theorem 7.2 (Variation Diminishing Property)
Sign changes in this section mean sign changes in the sequence of ordinates of
vertices of the polygon, provided its abscissas are increasing.
Corollary 7.2.1 If the control polygon P formed by the control vertices (hi) ~o =
(Xi,O, Yi,o)i=o' is increasing (decreasing) then the degree elevated polygon E'P with
vertices (hi)i!O' = (Xi,Tl Yi,r)i!O' is increasing (decreasing).
Proof Let c be any real number. The number of sign changes in P - c is
S-(yo,o - c, ... , Yn,O - c) :s; 1
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since the sequence YO,o... ,Yn,o is increasing. Thus, by the theorem above,
S-(Yo,r - c, ... , Yn+r,r - c) ~ S-(yo,o - c, ... , Yn,O - c) ~ 1.
We have Yo,o = YO,T)Yn,O = Yn+r,r and Yo,o ~ Yn,O. Thus the sequence YO,r,· .. , Yn+r,r
is increasing and hence E'P is increasing. If the control polygon is decreasing, its
proof is very similiar to the above proof. •
Corollary 7.2.2 If the control polygon P is convex then E'P is convex.
Proof Let Y = l(t) denote the equation of a straight line. By the convexity
of the polygon P, the straight line does not cross the polygon more than twice.
That is S-(P - l(t)) ~ 2. In other words any ordinate Y of a point on this line
has S-(yo,o - y, ... , Yn,O - y) ~ 2 sign changes. By total positivity
S-(Yo,r - y, ... , Yn+r,r - y) ~ S-(yo,o - y, ... , Yn,O - y) ~ 2.
Also by algorithm (7.8) we see that each new point is obtained as a convex
combination of the two previous consecutive points. Thus E'P is convex. •
The inverse process of degree elevation, degree reduction aims to represent a
given curve of degree n as one of degree n - 1. In general, exact degree reduction
is not possible. For example, a quadratic with a turning point cannot reasonably
be replaced by a straight line. Thus the process can be viewed only as a method
to approximate a given curve by one of lower degree (see Farin [14]) and note
that the approximations may be quite poor.
From the q-difference form of the Bernstein polynomials (1.14) we see that
a q-Bezier curve of degree n with control points ho, ... , b., in place of fo, ... ,fn
has a degree n - 1 representation if and only if
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Thus, using (1.9), we have
In this case, in order to find the new points ho, ... ,hn-I for the q-Bezier rep-
resentation of degree n - 1 we use degree elevation formulas (7.4) and (7.5) so
that
n n-I ([.] ([ 1 .]) )n - n-'/, n n- -'/, n
~ hiBi (t) = ~ hi [n] Bi (t) + 1 - [n] Bi+1 (t) .
On comparing the coefficients of the basis functions Bi(t), we obtain
[n - i]- ( [n - i]) -
hi = [n] hi + 1 - [n] hi-I, i = 0,1, ... , n - 1,
from which we obtain
- [n] ([n] ) -hi = [n _ i] hi - [n _ i] - 1 hi-I, i = 0,1, ... , n - 1.
This approximation is from the left of the control polygon, taking ho = ho. When
(7.16)
i is replaced by n - i in (7.16) we have an approximation from the right side,
with hn-I = hn,
- [n] [i] -
hn-i-I = [n] _ [i]hn-i - [n]- [i]hn-i, i = 0,1, ... , n - 1. (7.17)
It should be noted that the formulas for reducing the degree of a q-Bezier
curve, (7.16), tend to be numerically unstable (as is the Bezier curve), as the
calculation of new points requires the subtraction of a previously calculated point
(see Farin [14]).
Of course when we take q = 1 in (7.16) and (7.17) we recover the classical
degree reduction formulas for Bezier curves (see Farin [14], Farouki and Rajan
[16], Goodman and Said [20]).
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