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Abstract
In this thesis the electronic and transport properties of alkane-based molecular junctions
are addressed by means of density functional theory (DFT) in combination with the
nonequilibrium Green’s function (NEGF) formalism. The chemical nature of the anchor-
ing groups and the local geometry of the metal/molecule interface are found to control
the electrostatics of band alignment and thus to strongly influence the conductance of the
molecular junction. The inelastic tunneling spectra (IETS) of thiol-functionalized alkanes
are calculated at different level of approximation and compared, providing at the same
time useful guidance for computationally more efficient calculations. The calculated IETS
is also used to unambiguously distinguish the highly conducting covalent Au-C bond of
alkane chains to a gold surface from another binding scenario where a dimethyl-tin group
is used. Finally, inelastic transport through a single electronic level weakly coupled to
the leads is explored by means of the master equation approach.
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Chapter 1
Introduction
1.1 Molecular electronics
When approaching the atomistic level in the continuous down-scaling of electronic com-
ponents, microelectronics industry will need to overcome fundamental problems related
to the reduced dimensionality of the devices such as the presence of large leakage currents
[1] (which leads to small on/off ratios of the current and increased power dissipation)
or the large variability of the device electrical characteristics due to uncontrollable de-
fects distribution [2], intrinsic of the technological processes. An alternative route for the
continuation of the scaling process is based on a bottom-up approach where electronic
devices are built starting from intrinsically “perfect” components such as molecules. The
field of nanoscience exploring this possibility has been called “molecular electronics”.
Since the first proposal of a single-molecule electronic rectifier in 1974 [3] a lot of
advances in the field of nanotechnology have led to the fabrication of various molecular
devices [4] exhibiting similar functionality as components encountered in ordinary mi-
croelectronics, such as rectification [5], negative differential resistance [6], and switching
[7]. Although it seems unlikely that molecular electronics could ever replace traditional
semiconductor-based micro/nanoelectronics, it can probably complement it with new
functionalities or provide new routes for the down-scaling of electronic circuits. Smaller
electronic devices means faster operations and lower power consumption. In this sense,
the flexibility of chemical design could eventually allow to realize molecular systems with
tailored electronic and transport properties paving the way for the development of new
molecular electronic devices and systems.
A nanoscale approach to the study of materials properties could offer a new perspective
also to the field of energy research; understanding the fundamental processes governing
5
6 Chapter 1. Introduction
energy transport, transformation and storage at the nanoscale, in fact, would allow to
increase the efficiency of present devices or find new alternatives to them. Molecular
photovoltaics and thermoelectrics are relatively new fields where much remains to be
discovered.
Leaving apart its possible practical implications, molecular electronics represents by
itself an interesting field of research since, at the typical length scales of molecular systems,
many quantum effects offer the opportunity for a completely new research. Shedding
light onto these fundamental processes would finally have impacts also on technological
applications.
Carbon-based molecules offer the desired versatility to achieve an extremely broad
range of functionalities representing at the same time an ideal candidate to explore new
effects. Graphene, fullerenes, nanotubes are only few example of carbon-based systems
whose electronic and transport properties are intensively studied [8–12] and few working
devices have already been demonstrated [13–15]. In Figure 1.1 is shown a schematics of
Figure 1.1: Idealized carbon nanotube transistor with gate-all-around structure. Repro-
duced from [16].
a carbon nanotube (CNT) transistor with gate-all-around geometry. Nevertheless their
reliability, lifetime and mass production still represent open issues. Graphene, due to
its high electron and thermal transport properties, represents nowadays one of the most
promising systems for applications in the field of electronics [17, 18]. On the other hand,
the absence of a gap in the band structure, opens the problem of how to efficiently switch
off the current flow. Although, in general, one of the most stringent requirements for
an electronic material to be applied in micro-nanoelectronics is its high charge carrier
mobility, at the device-level, this translates into having high on-off ratios of the current
conduction. In this sense, single-molecule switches, although typically poorly conduct-
ing, could represent an interesting alternative due to the extremely wide electronic and
conduction tuning capabilities of chemical functionalization.
Molecular junctions can be classified in two different kinds depending on their struc-
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ture: the isolated-molecule case where a single molecule bridges the two metal electrodes
and another one where an ordered array of molecules form a 2-dimensional crystal, namely
a self-assembled monolayer (SAM) [Figure 1.2 (a)]. At the single-molecule level many ex-
(a) (b)
Figure 1.2: (a) Pictorial representation of a self-assembled monolayer and (b) con-
ductance histograms for 1,4-benzenediamine (blue), 1,4-benzenedithiol (red), and 1,4-
benzenediisonitrile (green). The control histogram of Au without molecules is also shown
(yellow). Reproduced from [19].
perimental techniques such as mechanical break junction (MCBJ), scanning tunneling
microscopy (STM) and conducting-atomic force microscopy (C-AFM) have provided a
deep insight into the physics of electronic transport. However, detailed control of atomic
contact geometry and molecular conformation is often difficult to achieve at the single-
molecule level and it has been shown that many uncontrollable experimental factors can
influence the measured data in substantial ways. In order to obtain reliable measure-
ments, statistical analysis has been employed by creating and measuring molecular trans-
port junction thousands of times to obtain the mean value of conductance [Figure 1.2 (b)].
Although, in most of the cases, the statistical broadening of the mean value is still rather
wide, such measurements should represent a reasonable description of the steady-state
transport of the molecular junctions.
To this extent molecular self-assembly on metal surfaces is a convenient way to obtain
well-characterized monolayer structures [20–22]. With respect to the isolated-molecule
case, one single measurement provides an averaged conductance over a certain number
of contacted molecules with approximately the same binding geometry. Although for
STM-based experiments the number of contacted molecules could vary depending on the
shape of the tip and the applied pressure, very recently, conductance measurements on
SAM-covered gold nanocrystals have shown to reduce notably the uncertainty over this
variable [23].
Nevertheless, it should be stressed that the conduction properties of molecular junc-
tions forming 2D crystals are not simply the average of the isolated-molecule case. The
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two systems could have different electronic and transport properties. The reason is that,
in addition to the details of the metal/molecule interface geometry, that could change
depending on the fabrication technique, also their electrostatic properties can vary sub-
stantially due to different densities of interface dipoles. This could affect the band align-
ment processes between metal and molecule with drastic effects on the conductance.
Also, depending on the density of the monolayer and the conformation of the molecules,
intermolecular interactions could establish additional pathways for current and induce
dispersion of the electronic bands in the direction perpendicular to that one of transport.
This results in an additional broadening of the molecular resonances.
Perhaps the simplest molecular transport junction that has been subjected to extensive
experimental and theoretical study is made of alkane molecules bridging two metal leads.
This system is simple because its conduction mechanism is described by nonresonant
electron tunneling of one main transmission eigenchannel and thus it represents an ideal
model system to explore its elastic and inelastic transport properties.
1.1.1 Alkane-based molecular junctions
Alkanes are simple linear chains of carbon atoms saturated by hydrogens; in Figure 1.3 (a)
is shown a ball and sticks representation of an alkane chain with eight monomers (octane),
the white balls are hydrogens while dark balls are carbon atoms. The repetition unit of
the chain is a CH2 group where the carbon atom is sp
3 hybridized. Two sp3 orbitals
from carbon combines with the 1s orbital of two H to form σ bonds [Figure 1.3 (b)]. The
two remaining sp3 orbitals establish σ bonds between other two carbons forming the main
backbone of the molecule. Alkanes have been the prototype tunnel junction for investigat-
ing the electronic and transport properties across molecule-electrode interfaces [4]. These
(a)
(b)
Figure 1.3: (a) Example of an alkane chain with eight monomers (octane) and (b) visu-
alization of the bonding orbitals (reproduced from [24]).
molecules have a large energy gap (of several eV [4, 25]) between the highest occupied
1.2. Inelastic electron tunneling 9
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). Notice
that here, and in the following, we reserve this nomenclature (HOMO and LUMO) to
molecular orbitals that extend along the carbon alkane chain. The presence of functional
groups introduces additional levels in the molecular gap that are more strongly influenced
by the interaction with the metal surface.
Alkane junctions display typical off-resonance transport characteristics as the Fermi
energy EF of the metal electrodes falls in the insulating HOMO-LUMO gap [25–29]. The
low-bias tunneling probability of electrons can therefore be understood in terms of an
energy barrier, related to the position and alignment of the molecular level with respect
to EF , and of a tunneling length set by the number of methylene (CH2) groups in the
molecular backbone.
The conductance of alkane junctions has been shown to be sensitive to a number
of details such as electrode shape and orientation [30, 31], tilt and torsional angle of
the molecule [29, 32], and gauche defects [33, 34]. The alkane-metal interfaces also play
decisive roles as chemical anchoring groups affect differently the molecular level alignment
and the contact resistance. The thiol group has been widely used as the anchoring element
due to its extremely stable binding to gold, thus providing a good test bench for comparing
theoretical and experimental investigations [35–37].
Alternatively, amine groups have been demonstrated to yield well-defined conductance
values [19, 38, 39] since the lone pair of amines binds preferentially to undercoordinated
Au atoms, resulting in a flexible bond with well-defined electronic coupling between metal
and molecule [28, 39–42]. In Figure 1.2 (b) is shown an example of conductance histogram
for alkanediamines from [19].
Also, most recently, alkanes with covalent Au-C contacts have been demonstrated
experimentally and theoretically [12] to provide very high conductance values compared
to the case where the traditional anchoring groups are used. These findings push molecular
electronics one step forward in the quest for possible future applications.
1.2 Inelastic electron tunneling
While elastic transport properties of molecular junctions give direct access to the elec-
tronic properties of the system (position and broadening of molecular levels for example),
the study of the inelastic processes provides an additional tool to gain a further insight
into the structure and dynamics of the molecular junction. When electrons tunnel through
molecular junctions they can exchange (lose or absorb) energy with the vibrational modes
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of the molecule [4]. These processes can affect not only the conductance of the junction
(hamper or enhance the current flow) but they can also modify its structure through for
example the breaking or formation of bonds. In the field of molecular electronics, the
widely employed experimental and theoretical techniques to study inelastic effects allow
to uniquely characterize the compositional and structural details of system with unprece-
dented resolution [43]. Also, understanding the effects of electron-vibration coupling on
charge transport through molecular junctions is a fundamental step toward the predic-
tion and control of all those processes related to energy transport and conversion at the
nanoscale (for example heating, cooling and thermoelectric effects).
The interactions of electrons with molecular vibrations can have a strong impact on
the current depending on the regime in which electron transport takes place. Typically,
in the regime of weak electron-phonon coupling and strong coupling to the leads, a small
correction to the elastic current is expected (in the order of few percent). In the com-
plementary case (strong electron-phonon coupling and small coupling to the electrodes)
a relatively strong change in the conductance is observable.
A more quantitative rule of thumb to separate the two regimes would be to compare
the strength of the electronic coupling of the molecule to the electrodes Γ to the phonon
energy ~ω and to the electron-phonon coupling λ. In Figure 1.4 (a) are shown the different
parameters defining the molecular junction.
If the molecule is strongly coupled to the electrodes (Γ  λ), the lifetime of the
electronic states inside the molecule (τele ∝ 1/Γ) is relatively small. This means that
electrons have a short time to interact with molecular vibrations and, if λ is small (large
time of interaction τint ∝ 1/λ), this results in a small correction to the current. This is the
case depicted in Figure 1.4 (b). In this regime inelastic electron tunneling spectroscopy
(IETS) [44–46] provides a powerful tool for the identification of molecular adsorbates and
junction geometry. The working principle is illustrated in Figure 1.4 (a)-(b). When an
electron tunnels through the molecule, if it has enough energy and there are available
density of states in the opposite electrode, it can release a quantum of energy ~ω to the
vibrational mode. This excitation results in a change of the electrical conductance of the
molecular junction; since this change is usually small, it could be appreciated looking
at the second derivative of the current with respect to bias. In addition to the case
shown in Figure 1.4 (b), where the inelastic process induces an increase in the differential
conductance, for highly conducting junctions such as the case of metallic atomic wires,
phonon excitations result in a decrease of conductance (incoming electrons are back-
scattered) [47, 48]. This finding has been explained analytically for model systems [4, 49–
51] and a threshold value for the transmission coefficient at which a transition from peak
to dip in the IETS is observable has also been found [52].
1.2. Inelastic electron tunneling 11
(a)
(b) (c) II
eV
eVeV
eV
eV
~ω
~ω
~ω~ω
~ω
Γ
Γ ~ω, λ Γ < ~ω, λ
0
0 1 2
1 = 0 + ~ω
2 = 0 + 2~ω
dI
dV
dI
dV
d2I
dV 2
Figure 1.4: (a) Illustration of the inelastic electron tunneling process through a single
level model junction. In (b) is shown the current and its first and second derivative in
the case of strong coupling to the electrodes and weak electron-phonon coupling. The
emission/absorption of a phonon appears as a peak in the second derivative of current. In
(c) is shown the current and the differential conductance in the vibronic regime. Multiple
vibronic excitations can be observed as peaks in the first derivative of the current.
The first study of the vibrational spectra of molecular adsorbates by means of STM
dates back to 1998 when Stipe et al. [45] measured the IETS of acetylene (C2H2) on copper
(100). They observed a peak in the second derivative of current at 358 meV which was
associated to the C-H stretching mode. Few years later Kushmerick et al. [53] and Reed
et al. [54] performed the first measurements of the IETS of thiol-functionalized alkanes
forming a SAMs in a crossed-wire tunnel junction and, by comparison with previous IR,
Raman and electron energy loss spectroscopy studies, they were able to assign the peaks
of the spectrum to the vibrational modes of the molecule; in Figure 1.5 is shown the
measured spectrum. The vibrational properties of alkanes are well known and thus these
molecules can be considered a sort of reference system to explore the effects of different
molecular conformations, anchoring groups or test new computational strategies.
In the case of weak coupling to the leads and strong electron-phonon coupling the
vibronic excitations can be observed directly in the I − V trace [Figure 1.4 (c)]. Now, in
fact, electronic states inside the molecule have a relatively long lifetime (small electronic
12 Chapter 1. Introduction
Figure 1.5: First IETS of thiol-functionalized alkane molecule. Reproduced from[53]
(a) (b)
Figure 1.6: (a) I−V characteristic of C60 molecule in the Coulomb blockade regime. Small
steps after the first one are associated to vibronic excitations. (b) differential conductance
as a function of the bias and gate voltage. Reproduced from [55].
broadening) and the time needed to interact with molecular vibrations is smaller (large
λ). In the I−V curve the larger step is due to the electronic resonance entering the Fermi
window and corresponds to a relatively large peak in the differential conductance while
the smaller steps in the current are due to the vibronic excitations and result in smaller
side peaks in the dI/dV curve.
In [55] a C60 molecule was contacted to a three terminals device (source, drain and
gate) and the I − V curve was recorded [Figure 1.6 (a)]; the zero-conductance region in
the low bias part of the I − V characteristic confirmed that transport was dominated by
Coulomb blockade. After the first high peak in the I − V curve (corresponding to the
crossing of an electronic resonance), a series of smaller steps at distances of 5-10 meV
were observed. In the stability diagrams [Figure 1.6 (b)] such steps appear as bright
lines parallels to the Coulomb lines. These lines correspond to excitations of several
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vibrational quanta of the same mode. In the case of strong electron-phonon coupling
(a) (b)
Figure 1.7: (a) Effect of a strong electron-phonon coupling on the potential energy profile
of a vibrational mode. The particle occupation number is indicated by N while the energy
levels by n. In (b) is shown an example of the differential conductance in the regime of
Franck-Condon blockade. Reproduced from [56].
diagonal excitation between energy levels with the same vibrational quantum number
are suppressed [Figure 1.7 (a)]; as a consequence dI/dV diamonds show a gap at the
crossing point corresponding to the first Coulomb peak [Figure 1.7 (b)]. This effect is
called Franck-Condon blockade [57, 58] and the amplitude of the gap depends on the
strength of the electron-phonon coupling.
1.3 Ab-initio charge transport through molecular junc-
tions
This thesis focuses on the ab-initio simulation of charge transport through alkane-based
molecular junction. The Latin word ab-initio (“from beginning”) means that no ad-
justable parameters are needed in the simulation. The English term first-principles is
equivalently used to express the same concept. An atomistic description of materials and
nanosystems without fitting parameters has an unprecedented predictive power for the
study of their physical properties and gives access to an extremely broad range of phenom-
ena otherwise not observable. The ab-initio simulation of charge transport mechanisms
has recently emerged in both pure and applied research as a powerful technique to gain
insight into the quantum phenomena governing the conduction properties of systems with
reduced dimensionality where classical charge transport models are no longer valid.
One of the most widely used techniques for the ab-initio calculation of the electronic
transport properties of molecular junctions is based on the combination of density func-
tional theory (DFT) for the electronic structure with the nonequilibrium Green’s function
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(NEGF) for quantum transport. In this section a brief introduction to these theoretical
and simulation tools is presented. First few introductory concepts concerning the out-of-
equilibrium Green’s function and then the main ideas at the basis of density functional
theory methods are explained. Finally, the general scheme to combine DFT and NEGF
in the ab-initio simulation of the electronic transport is presented.
1.3.1 Nonequilibrium Green’s function
In this section is presented a minimal set of equations for the description of steady-state
charge transport in presence of weak electron-phonon interactions in the framework of
the nonequilibrium Green’s function formalism. A complete treatment can be found in
[4, 59]. Here we exemplify the formalism by considering e-ph interactions. The pertur-
bation expansion of the contour-ordered Green function is structurally equivalent to the
equilibrium time-ordered Green function (appendix A) and it gives the contour ordered
Dyson’s equation:
G(τ, τ ′, k) = G0(τ, τ ′, k) +
∫
C
dτ1
∫
C
dτ2G0(τ, τ1, k)Σirr(τ1, τ2, k)G(τ2, τ
′, k). (1.1)
In the previous expression τ is the time variable defined over the Keldysh contour C
while G0(k) is the non-interacting Green’s function including the single particle external
potential and the self-energies defining the coupling of the device region to the leads; Σirr
is the irreducible self-energy coming from the electron-phonon interactions. Applying
Langreth’s rules [59] and Fourier transformation to Eq. (1.1) the retarded/advanced and
lesser/greater Green’s functions in energy domain are obtained:
Gr,a(E) = Gr,a0 (E) +G
r,a
0 (E)Σ
r,a
e−ph(E)G
r,a(E), (1.2)
G≶(E) = Gr(E)[Σ≶L(E) + Σ
≶
R(E) + Σ
≶
e−ph(E)]G
a(E), (1.3)
where
Gr,a0 (E) = [(E ± iη)S(E)−H −Σr,aL (E)−Σr,aR (E)]−1. (1.4)
Boldface denotes matrix terms in a localized basis set. S(E) is the overlap matrix while
the self-energies Σr,aL,R(E) account for the coupling of the central region to the (infinite,
semi-periodic) left and right electrode (L,R). The matrices Σr,a,≶e−ph include in the Green’s
functions the many-body interactions that, in our case, are those arising from electron-
phonon coupling. Assuming free phonon propagators, the electron-phonon self energies
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are:
Σ≶e−ph,λ(E) = i
∫ ∞
−∞
dE ′
2pi
Mλd≶0 (λ,E − E ′)G≶(E ′)Mλ, (1.5)
Σr,ae−ph,λ(E) =
1
2
[Σ>e−ph,λ(E)−Σ<e−ph,λ(E)]−
i
2
H {Σ>e−ph,λ(E ′)−Σ<e−ph,λ(E ′)} (E), (1.6)
where H is the Hilbert transform while the matrix Mλ is the electron-phonon coupling.
The expression of steady-state current through an interacting system has been derived
by Meir and Wingreen [60]
JL(E) =
e
h
∫
dETr{Σ<L(E)G>(E)−Σ>L(E)G<(E)}. (1.7)
If we assume Σ≶e−ph = 0 and make use of the following expressions for the left/right
self-energies:
Σ<L,R(E) = if(E − µL,R)ΓL,R(E), (1.8)
Σ>L,R(E) = i[1− f(E − µL,R)]ΓL,R(E), (1.9)
we can obtain the Landauer equation of current for the case of elastic electron tunneling:
JL(E) =
e
h
∫ ∞
−∞
dET (E) [f(E − µL)− f(E − µR)] ,
where
T (E) = Tr{ΓL(E)Gr(E)ΓR(E)Ga(E)}, (1.11)
and the Γα functions
Γα(E) = i[Σ
r
α(E)−Σaα(E)] (1.12)
= i[Σ>α (E)−Σ<α (E)], (1.13)
give the broadening of the molecular states due to the coupling to the electrodes.
The results presented in this thesis are obtained in the widely used approach of density
functional theory (DFT) plus the nonequilibrium Green’s function as implemented in the
TranSIESTA code [61, 62], which can tackle equilibrium as well as steady state transport
at finite voltage. For the case of inelastic transport the Inelastica package [63] was used.
Although for the calculation of the elastic conductance most of the existing codes are
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based on similar approaches [64, 65], for the treatment of inelastic transport (which is
computationally more expensive) different approximation schemes open the way to a
certain number of possible implementations [66–68].
1.3.2 Density functional theory
The total many-body Hamiltonian is [69]
Hˆ =Tˆe + Vˆe−e + Vˆe−n + Tˆn + Vˆn−n (1.14)
=−
∑
i
~2
2me
∇2i +
∑
i 6=j
e2
2|ri − rj| −
∑
i,I
ZIe
2
|ri −RI | (1.15)
−
∑
i
~2
2MI
∇2I +
∑
I 6=J
ZIZJe
2
2|RI −RJ | . (1.16)
The first two terms represent the electronic kinetic and Coulomb electrostatic potential
energy, the third is the electron-ion attractive potential energy while the last two terms
are the ion kinetic and repulsive potential energy respectively. Due to their masses the
nuclei are much slower than the electrons, thus we can consider the electrons as moving
in the field of fixed nuclei; this approximation, called Born-Oppenheimer [69], allows to
decouple the electronic and ionic systems. The expression of the electronic Hamiltonian
thus reads:
Hˆe = −
∑
i
~2
2me
∇2i +
∑
i 6=j
e2
2|ri − rj| −
∑
i,I
ZIe
2
|ri −RI | . (1.17)
The corresponding time-independent Schro¨dinger equation is:
Hˆe(R)Ψi(r,R) = Ei(R)Ψi(r,R). (1.18)
The solution of the previous equation for a full-interacting system with more than a
handful of atoms becomes computationally extremely expensive. One of the most used
and powerful tool to search for the lowest-energy solution of Eq. (1.18) is the density
functional theory (DFT).
In 1964 Hohenberg and Kohn showed that the ground state energy of an interacting
electron system is uniquely determined by the ground state electron density [70]. This
finding implies a huge reduction of complexity of the problem since, instead of finding
the ground state wave function of 3N variable (where N is the number of particles), it is
enough to find the ground state of the electron density, which is a real function of only
three variables. Nevertheless, the problem of treating a full-interacting system remains.
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In 1965 Kohn and Sham proposed an approach in order to overcome this problem [71].
The intractable many-body problem of interacting electrons in a static external potential
was reduced to a problem of non-interacting electrons moving in an effective potential of
the type:
Veff(r) = Vext(r) +
∫
dr′
e2n(r′)
|r − r′| +
δExc[n(r)]
δn(r)
. (1.19)
The effective potential includes the external potential Vext(r) (interaction between elec-
trons and nuclei), the Hartree term describing the electron-electron Coulomb repulsion
and all the ”difficult” many-particle interactions through the exchange and correlation
term δExc[n(r)]/δn(r) (which is a functional derivative of the exchange-correlation en-
ergy with respect to the density). The main result of the Kohn-Sham theory is that the
electronic density of this fictitious system is the same as that of the interacting one.
Since the effective potential depends on n(r), which in turn depends on Veff, a self-
consistent solution method is needed; so, the expression of the effective potential coupled
to the following two equations
HˆKSΨi(r) =
[
− ∇
2
r
2me
+ Veff(r)
]
= EiΨi(r) (1.20)
n(r) =
N∑
i=1
Ψ∗i (r)Ψi(r), (1.21)
constitutes the set of Kohn-Sham equations to be solved self-consistently.
For fermions, the exchange interaction is a consequence of the Pauli exclusion principle
which hinders the approach of identical particles with spins in the same direction and
manifests itself as a mutual repulsion of these particles at distances of the order of the de
Broglie wavelength.
The correlation energy describes the instantaneous influence of electrons that come
close together at some point. Electrons repel each other and they will try to stay away
from each other. Their motion therefore is correlated and this correlation reduces the
energy of the system because it reduces the electron-electron repulsion.
Possessing the exact exchange-correlation potential means that we could solve the
many-body problem exactly but, as of today, no exact model exists. For this reason
practical applications of DFT are based on approximations. In the most common approx-
imations the functional depends only on the electronic density at the coordinate where
the functional is evaluated. This is the so-called local density approximation (LDA) which
locally substitutes the exchange-correlation energy density of an inhomogeneous system
by that of an electron gas evaluated at the local density. An improvement of this scheme
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is the generalized gradient approximation (GGA) where the gradient of the electronic
density is also included; one of the most widely used implementations of this scheme is
the PBE [72].
1.3.3 Limitations of DFT
As we have seen, DFT is a ground state theory; the eigenenergies and eigenvectors of the
system Hamiltonian are obtained minimizing the total energy. Thus it is expected to pro-
vide correct results concerning the ground state properties such as vibrational frequencies,
forces, equilibrium geometry etc.
Nevertheless, for the treatment of quantum transport, the energies corresponding to
the addition and removal of particles from the molecules need to be calculated correctly
to ensure the proper band alignment between metal and molecular states. The problem of
molecular level alignment is a well-know issue in the field of molecular electronics. DFT
typically underestimates the HOMO-LUMO gap [73]. Also, the widely used local DFT
functionals do not capture correctly the image charge effects which reduces the energy gaps
of molecules when adsorbed on metal surfaces [74–76]; this could result in a huge change
of the conductance at Fermi level. Also, in principle, the Kohn-Sham theory ensures that
the converged charge density corresponds to the real one, but no clear connections of the
Kohn-Sham levels to the real molecular orbitals could be done. Nevertheless standard
DFT can serve as starting point for more advanced treatments of these issues; generally the
GW approach [77] is currently one of the most accurate, but computationally expensive,
techniques used to get quantitative agreement with experiments in the calculation of band
gaps and band alignment [78]. In this approach the exchange-correlation potential derived
from a local and static electron density is replaced by a non-local and dynamic (energy
dependent) self-energy taking into account screened Coulomb interactions. A simpler,
physically motivated correction for the errors in the Kohn-Sham orbital energies, limited
to cases of relatively weak metal-molecule interactions, has also been devised and shown
to provide good agreement with experimental data [39, 79].
In general, systems with strong electronic correlations where Coulomb blockade or
Kondo effect may show up, are out of the realm of DFT calculations. Nevertheless, for
the situations where electronic correlations do not play an important role (strong coupling
to the electrodes, no strongly localized states or polarization effects of the metal surface)
and if the electronic transport takes place through the tail of the HOMO or LUMO levels
(problem of the correct positioning of molecular orbital not relevant), fine alignment of
molecular levels is not a critical problem and DFT represents a fairly good tool to get at
least a qualitative description of the conduction properties.
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1.3.4 DFT in the SIESTA/TranSIESTA code implementation
The ab-initio results shown in this thesis are obtained with the DFT code SIESTA (Span-
ish Initiative for Electronic Simulations with Thousands of Atoms) [61] which has been
extended for the treatment of quantum transport (TranSIESTA) [62] with the NEGF.
In DFT calculations solids and nanostructures are often represented as a periodic
repetition (in the three directions of space) of a relatively small unit called supercell.
The solution of the Schro¨dinger equation assuming these periodic boundary conditions
satisfies Bloch’s theorem [69] since it can be written as the product of a plane wave and
a periodic function with the same periodicity of the crystal:
Ψj,k(r) = e
ikruj,k(r), (1.22)
where j is a discrete band index and k the reciprocal lattice vector. In SIESTA, the
sampling over the reciprocal space is based on the so-called Monkhorst-Pack scheme [80]
which allows to reduce the number of k-points needed. Many quantities, such as the
density of states (DOS), thus require to be integrated over the first Brillouin zone.
The relevant aspect of this code for the treatment of quantum transport is that the
basis functions are localized in space, which is a necessary requirement for the imple-
mentation of the NEGF scheme. The eigenfunctions are in fact expressed as a linear
combination of atomic orbitals (LCAO) centered at the atoms positions. Such orbitals
are strictly confined in space by a cut-off radius which is indirectly defined in terms of a
confinement energy. The basis functions are expressed as a product of a radial function
and a spherical harmonics:
ψI,l,m,n(r) = RI,l,n(|rI |)Yl,m(rˆI), (1.23)
where RI,l,n(rI) and Yl,m(rI) are the radial and the angular part respectively; I defines
the position of the atom (with rI = r −RI), l and m are the shell and orbital angular
momentum while the subindex n indicates that, for each l, more radial functions can be
used. In a minimal basis definition (single-ζ) there is just one radial function for each
shell; a more complete basis can include more radial functions for each shell (multiple-ζ)
and additional shells with different spatial symmetry (polarization).
The chemical inert core electrons are described by an effective potential called pseu-
dopotential which is parametrized according to the Troullier-Martins method [81]. This
reduces notably the computational cost of the calculation since only valence electrons
are explicitly considered. Overlap matrix and most elements of the Hamiltonian are
calculated in the energy domain while the remaining terms and the charge density are
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calculated over a real space grid. The fineness of the grid is another input parameter
called ”grid-cutoff”.
1.3.5 DFT+NEGF
In order to calculate the conduction through the generic molecular junction shown in
Figure 1.8, the full system is first partitioned in three subsystems [62]: left electrode,
central region and right electrode. The central region (black dashed line) contains the
left
electrode
right
electrode
dyn.
device region
Figure 1.8: System partitioning in the NEGF scheme. The black dashed line defines the
extended molecular region while the blue dashed lines delimit the electrodes. The red
dashed line encloses the dynamical region (dyn.) where vibrations are assumed to be
localized.
molecule plus a portion of the electrodes until a point where the Hamiltonian is converged
to the bulk value of the metal. The blue dashed lines delimit the electrodes while the red
dashed line encloses the dynamical region where vibrations are assumed to be localized.
The extended molecular region is then used as the repetition unit (supercell) in a
periodic DFT calculation to get its Hamiltonian and overlap matrix. The Hamiltonian
and overlap matrices of the electrodes are obtained in a separate calculation of the bulk
metal. Once the Hamiltonian and overlap matrices are obtained, the non-interacting
Green’s function of the open system (device region with non-periodic boundary conditions
in the direction of current flow) is calculated through Eq. (1.4) where, for the left and
right self energies ΣL,R, a recursive scheme is used [82]. In presence of electron-phonon
interaction, the set of equations Eq. (1.2)-(1.3) and Eq. (1.5)-(1.6) should be solved self-
consistently until convergence. This approach is called self-consistent Born approximation
(SCBA) [59]. If the electron-phonon self energies are calculated using the non-interacting
Green’s function (thus Green’s functions and self-energies are not self-consistent) the
solution scheme is called first order Born approximation (1BA).
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1.3.6 The Dynamical Matrix and the Electron-Phonon Cou-
pling
In the Inelastica package [63] the calculation of phonon modes for the dynamical region
defined in the previous section is performed in the standard manner. The starting point
is a second order Taylor expansion of the potential energy U in the atomic displacement
QI,ν :
U ' U0 +
∑
I,ν
∂U
∂QI,ν
∣∣∣∣
Q=0
QI,ν +
1
2
∑
I,ν,J,µ
∂2U
∂QI,ν∂QJ,µ
∣∣∣∣
Q=0
QI,νQJ,µ. (1.24)
In the previous expression U0 is the potential energy with the atoms in their equilibrium
position while QI,ν is the displacement of atom I in the direction ν (x, y and z). The first
derivatives are all zero because they are taken at the equilibrium state while the second
derivatives
WI,ν,J,µ =
∂2U
∂QI,ν∂QJ,µ
∣∣∣∣
Q=0
, (1.25)
(1.26)
can be interpreted as the change in the force acting on atom J along the direction µ when
moving atom I in the direction ν. The equation of motion for the ions is:
MIQ¨I,ν = FI,ν = − ∂U
∂QI,ν
=
∑
J,µ
WI,ν,J,µQJ,µ. (1.27)
We assume a wavelike solution for the displacement (with wave vector q and frequency
ω):
QI,ν(t) ∝ 1√
MI
vI,νe
i(qRI−ωt), (1.28)
where vI,ν is an element of the polarization vector v giving the direction of the oscillation.
Then Eq. (1.27) becomes:
ω2(q)vI,ν =
∑
J,µ
DI,ν,J,µ(q)vJ,µ, (1.29)
where
DI,ν,J,µ(q) =
1√
MIMJ
∂2U
∂QI,ν∂QJ,µ
∣∣∣∣
Q=0
eiq(RJ−RI), (1.30)
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is the so-called dynamical matrix. The solution to Eq. (1.29) can be reformulated as the
following eigenvalue problem: [
ω2(q)I −D(q)]v(q) = 0, (1.31)
from which the eigenvalues ωλ(q) and the eigenvectors vλ(q) associated to the vibrational
mode λ are obtained. In our calculations we always assume q = 0; thus Eq. (1.31) is
solved just once (just one q).
The electron-phonon coupling is calculated in a region larger than the dynamical one;
this can be understood since the electron-phonon coupling matrix M could be interpreted
as the change in the Hamiltonian due to the movements of the dynamical atoms. The
vibrations of the atoms of the molecule, in fact, could also affect the electronic structure of
the leads. For the case of metallic electrodes, the screening of the electronic cloud should
ensure a rapid decay of the perturbation while, for semiconductors, the convergence of the
electron-phonon coupling, with respect to the size of the region where M is calculated, is
more critical. In order to derive an explicit expression for the electron-phonon coupling
matrix we first expand the electronic Hamiltonian to the first order with respect to the
atomic displacements:
Hˆe = Hˆ
0
e +
∑
I,ν
∂Hˆe
∂QI,ν
∣∣∣∣∣
Q=0
QI,ν , (1.32)
where Hˆ0e is the Hamiltonian corresponding to the equilibrium atomic configuration. If
we now use the second-quantized expression of the displacement [83]:
QI,ν =
1√
N
∑
q,λ
√
~
2MIωλ(q)
(bq,λ + b
†
−q,λ)v
λ
Iν(q)e
iqRI , (1.33)
Eq. (1.32) becomes:
Hˆe = Hˆ
0
e +
∑
q,λ
Mˆqλ(bq,λ + b
†
−q,λ), (1.34)
where
Mˆλ(q) =
∑
I,ν
√
~
2MIωλ(q)
∂Hˆe
∂QI,ν
∣∣∣∣∣
Q=0
vλIν(q)e
iqRI , (1.35)
is the electron-phonon coupling operator. In the Inelastica code all matrices (Hamiltoni-
ans, overlap matrices, Green’s functions, etc..) are expressed in terms of localized orbitals
of the type:
〈r|n, k〉 = ψn(r −Rn)eikRn , (1.36)
where k is the electron momentum, n the orbital index and Rn the position of the orbital
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in real space. Later on we will give more details on the particular structure of the basis
functions. We now express the electron-phonon coupling operator in this basis and, for a
given k, we get:
Mˆλ(k, q) =
∑
n,m
Mλn,m(k, q)|n, k〉〈m, k|, (1.37)
where:
Mλn,m(k, q) =
∑
I,ν
√
~
2MIωλ(q)
〈n, k| ∂Hˆe
∂QI,ν
|m, k〉Q=0vλIν(q)eiqRI , (1.38)
is the n,m element of the electron-phonon coupling matrix. The Hamiltonian derivative
term in the previous expression can be calculated, for each k, according to the method
outlined in [48, 67]:
〈n, k| ∂Hˆe
∂QI,ν
|m, k〉 = ∂〈n, k|Hˆe|m, k〉
∂QI,ν
−
∑
lp
〈∂ψn,k
∂QI,ν
|l, k〉(S−1)lp〈l, k|Hˆe|m, k〉 (1.39)
−
∑
lp
〈n, k|Hˆe|l, k〉(S−1)lp〈p, k|∂ψm,k
∂QI,ν
〉
where we used the notation ∂ψn,k/∂QI,ν to express the derivative of the basis function
|n, k〉 with respect to the displacement QI,ν .
1.4 Outline of the thesis
In this first chapter a brief introduction to the broad field of molecular electronics with a
special emphasis onto alkane-based molecular junctions has been given. Different inelastic
transport regimes have been described and a general overview of the main theoretical and
simulation methods used in this thesis has been presented.
In the second chapter the electrostatic and elastic transport properties of thiol- and
amino-functionalized molecular monolayers are studied as a function of the molecular tilt
angle. Delicate interface dipole effects are found to control the band alignment process
with a strong impact on electron transport at Fermi level.
In the third chapter the first-principles inelastic transport spectra of alkanedithiolates
in the commonly used Γ-point approximation is compared to a more rigorous k-averaged
result and to a computationally less expensive average where the electron-phonon coupling
is calculated in the Γ-point. IETS is also calculated with a recently developed method
taking into account the full energy dependence of the electronic structure.
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In the fourth chapter the IETS is used to effectively characterize the metal-molecule
junction when two binding scenarios for alkane chains are considered. In one case alkane
is connected to the gold surface through a highly conducting covalent Au-C bond while
in the other case a Sn-(CH3)2 terminal group is used. The first case could have important
practical implications thus a proper characterization tool to exclude other binding scenar-
ios is required. The presence (or absence) of the vibrational fingerprint of the anchoring
groups and the energy shift of the main inelastic peaks as a function of the stretching of
the junction allow to distinguish the two cases.
The fifth chapter presents first a general introduction to the theory of master equation
for the treatment of electronic transport in presence of strong electron-phonon coupling.
The features in the current and differential conductance of a one-level system are explained
in terms of electronic and vibronic excitations then the dynamics of the populations as a
function of the applied bias is also studied.
The last chapter is a summary of the main results of this thesis and an outlook for
possible future research is also presented.
Chapter 2
Interface Dipole Effects as a
Function of Molecular Tilt
2.1 Introduction
The problem of molecular level alignment in molecule-metal junctions is one of the funda-
mental challenges for first-principles quantum transport simulations. Electron tunneling
through molecular junctions, in fact, strongly depends on the position of the molecular
resonances with respect to the Fermi level of the metal. A small energy shift of molecular
levels could result in a drastic change of the conductance. For this reason, understand-
ing the fundamental physical processes governing the mechanism of alignment between
metal and molecular states would guide the theoretical search for molecular junctions
with tailored conductive properties.
As mentioned in chapter 1, care should be taken when using DFT calculations for a
quantitative analysis of these fundamental processes. Nevertheless here we will focus on
another important aspect, namely on how variations in metal-molecule junction geometry
can give rise to significant shifts of the molecular levels due to the electrostatics associated
with interface dipoles [84–88] and thus to changes in the electronic conduction properties.
Recently it has been shown that the inclination of alkanethiolates in a self-assembled
monolayer controls the molecular level alignment and thus its electron conduction prop-
erties [29, 89, 90]. This effect has been defined as molecular gating. In the case of alka-
nedithiolates it was demonstrated that the orientation of an effective molecular dipole
located at the S-C bond controls the tilt angle dependence of band alignment. Based
on the idea of this molecular gating effect it is interesting to explore other molecular
junctions where this effect would be more pronounced. Recent work on metal/organic
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interfaces pointed out that amine-terminated alkanes over gold possesses a significantly
larger effective dipole at the electrode/molecule interface than thiol-terminated alkanes
[86]. So, in principle, one could expect a larger molecular gating effect for this kind of
molecules.
2.2 Methods
We performed first-principles calculations of the zero-bias conductance for the thiol- and
amino-terminated self-assembled monolayer using the code TranSIESTA [91, 92]. As ex-
plained in chapter 1, in a periodic DFT approach, the real (infinite, non-periodic) system
is approximated using infinite replicas of a relatively small unit called supercell. As a
consequence, physical quantities such as the density of states (DOS) or transmission coef-
ficient should be averaged and converged with respect to transverse electron momentum
k:
T (E) =
1
ΩBZ
∫
BZ
dkT (E, k) ' 1
Nk
∑
k
T (E, k), (2.1)
where ΩBZ is the volume of the first Brillouin zone and and T (E) is given by Eq. (1.11).
To describe the scattering region of the molecular film we used unit cells containing
one molecule anchored to Au(111) surfaces via gold adatoms on hollow sites as shown
in Figure 2.1. We note that while the binding to undercoordinated atoms is justified for
the amines [19, 39], the same choice for the thiols is out of convenience in order to be
able to compare similar geometries for both anchoring groups. By defining a surface unit
cell of 2 × 2 gold atoms for each molecule we fix a molecular coverage similar to usual
experimental conditions [93–97].
The electronic structure calculations and the relaxations are performed over a real-
space grid of 200 Ry using a double-ζ plus polarization (DZP) basis for the C, S, H, N
atoms and a single-ζ plus polarization (SZP) basis for Au. We used the default energy shift
value of 0.02 Ry. The molecule, the two adatoms, and the topmost Au surface layers were
relaxed until residual forces were lower than 0.02 eV/A˚. The remaining three Au layers
at each side of the scattering region were kept fixed at bulk coordinates corresponding to
a lattice constant of a = 4.18 A˚. We used the GGA-PBE exchange-correlation functional
[98] and a Brillouin zone sampling of 5× 5× 1 k-points.
In order to separate the contribution of each chemical specie to the transmission
coefficient we calculated the projected density of states (PDOS) onto basis orbitals ψn(r)
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(a) (b)
θ
ϕ1 ϕ2
Figure 2.1: Definition of geometric parameters of the molecular junctions. The molecular
tilt angle θ is the angle between the molecular principal axis and the surface normal. (a)
A film of C8-DT molecule and corresponding angles that characterize its orientation. The
angles ϕ1 and ϕ2 are the S-adatom-normal and C-S-normal angles, respectively. (b) A
C8-DA molecule anchored to Au adatoms with NH2 groups. In this case ϕ1 and ϕ2 are
the N-adatom-normal and C-N-normal angles, respectively.
according to the following expression:
PDOSn(E) =
1
Nk
∑
k,i,m
ai,†n (k)a
i
m(k)Sn,m(k)δ(E − Ei(k)) (2.2)
Where m runs over the basis orbitals and i over the eigen energies. The coefficients aim
and Sm,n are the coefficients of eigenstate i and of the overlap matrix, respectively. Our
calculations were carried out using 30 × 30 × 1 k-points and a smearing of 0.2 eV. The
transmission functions were calculated with a sampling of 32× 32 k-points.
We considered four different molecules, namely butanedithiolate (C4-DT), octanedithi-
olate (C8-DT), butanediamine (C4-DA), and octanediamine (C8-DA) and, for each of
these molecules, we searched for three stable geometries with different tilt angles θ (de-
fined in Figure 2.1). Starting from the most straight configurations the tilted ones were
generated by rotating rigidly the whole molecule with respect one of the adatoms. On the
other side of the junction the adatom, to which the molecule is connected, was placed on
the nearest hollow site over the ideal Au(111) surface and the electrode separation was
reduced accordingly. Subsequently the molecule, the two adatoms, and the topmost gold
layers were relaxed until residual forces were below 0.02 eV/A˚. The results of this ap-
proach lead to a certain variation in the orientation of the anchoring groups with respect
to the metal surface. In Figure 2.2 are shown all the relaxed geometries. We characterize
these structures by the angles ϕ1 and ϕ2 as defined in Figure 2.1, which turn out to be
essential geometric parameters to describe the electronic properties of the metal-molecule
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(a) (b)
(c) (d)
Figure 2.2: Side view of the relaxed geometries for (a) C4-DT, (b) C8-DT, (c) C4-DA
and (d) C8-DA at three different tilt angles. Geometries were obtained rotating rigidly
the whole molecule (in the straight configuration) with respect one of the adatoms and
reducing accordingly the electrodes separation. The molecules plus the topmost layer at
the two sides of the junction were then relaxed until residual forces were below 0.02 eV/A˚.
interface. Actually, since the junctions at the two ends of the molecule are not strictly
2.3. Results 29
mirror symmetric, these two parameters could differ from one side to the other. All
geometric parameters are listed in Table 2.1.
Table 2.1: Geometric and electrostatic properties of the alkane junctions. The columns
correspond to molecular tilt angle θ, anchoring group angles ϕ1 and ϕ2 (defined in Fig-
ure 2.1) for both the lower (subscript l) and the upper (subscript u) interface, position of
HOMO level EHOMO [defined in Figure 2.3 (a)], potential difference ∆V arising from the
lower anchoring group (defined in Figure 2.8), renormalization potential ∆U induced by
the metal-molecule bond formation (defined in Figure 2.11).
Molecule θ ϕ1,l ϕ1,u ϕ2,l ϕ2,u EHOMO ∆V ∆U
(deg.) (deg.) (deg.) (deg.) (deg.) (eV) (eV) (eV)
C4-DT 0 18 18 39 39 -3.22 -1.75 1.67
29 21 13 52 57 -3.14 -1.51 1.69
38 18 19 58 61 -3.02 -1.35 1.64
C8-DT 0 22 22 43 43 -3.05 -1.61 1.67
26 11 11 63 63 -2.81 -1.09 1.65
35 15 5 78 75 -2.44 -0.52 1.65
C4-DA 9 22 23 40 40 -7.00 -1.10 -2.44
26 62 62 17 17 -5.27 0.11 -1.25
46 60 60 62 62 -4.97 -0.36 -1.01
C8-DA 14 37 36 25 26 -6.14 -0.36 -2.07
36 14 15 43 43 -6.54 -1.15 -2.15
42 61 61 96 96 -4.57 -0.39 -0.84
2.3 Results
2.3.1 Alkanedithiolates
In Figure 2.3(a)-(b) we present a PDOS analysis and transmission functions for C4-DT
and C8-DT for different tilt angles θ with respect to the surface normal. The results are in
good agreement with similar calculations [29] and two-photon photoemission spectroscopy
experiments [96] on longer alkanes. The transmission coefficient of the alkanedithiolate
junctions presents the characteristic bandgap of an alkane chain of approximately 8 eV
(observed between −3 eV and 5 eV). The HOMO and LUMO levels are revealed in
the PDOS onto H- and C-orbitals in Figure 2.3 (i.e., PDOS onto the alkane backbone).
Generally the molecular levels shift upward with inclination but they do not shift the
same amount. In fact, while the HOMO is well-confined to the molecule (due to its low
energetic position), the LUMO, which is higher in energy, is spatially more extended and
30 Chapter 2. Interface Dipole Effects as a Function of Molecular Tilt
0.001
0.01
0.1
1
T(
E) θ=0°   
θ=29° 
θ=38° 
adatom
0
3
6
9
H
0
1.2
2.4
S
0
1.5
3
PD
O
S 
(ar
b. 
un
its
)
C
0
1.2
2.4
-8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8
Au
0
20
40
6
E-EF (eV)
-3.3 -3 -2.7
0
1
2
C4-DT
EHOMO
(a)
0.0001
0.01
1
T(
E) θ=0°   
θ=26°  
θ=35°  
adatom
0
2
4
6
8
H
0
2
4
S
0
1.5
3
PD
O
S 
(ar
b. 
un
its
)
C
0
2
4
-8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8
Au
0
20
40
6
E-EF (eV)
C8-DT(b)
Figure 2.3: Electron transmission function (T (E), top panel) and projected density of
states (PDOS, lower panels) onto different atomic orbitals for (a) butanedithiol (C4-DT),
(b) octanedithiol (C8-DT). The inset in panel (a) illustrates how we define the position
of the HOMO level from the edge of the H PDOS.
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Figure 2.4: Transmission probability T (EF ) at the Fermi energy EF as function of molec-
ular tilt angle θ for (a) C4-DT, (b) C8-DT.
thus couples more strongly to the metal. Therefore, the LUMO resonance is broader than
the HOMO and it does not show a well-defined shape. Furthermore, the DFT-error in
the HOMO position for an adsorbed molecule has been shown to be smaller than for the
LUMO [99]. For these reasons in what follow we always refer to the HOMO position when
discussing the molecular level alignment as function of tilt. We define its shift in terms
of the edge of the H and C PDOS as illustrated in the inset in Figure 2.3(a).
Metal and anchoring group states introduce features inside the gap of the alkane chain.
At E −EF ≈ −2 eV the gold adatom introduces a clear resonance in the PDOS for both
C4-DT and C8-DT. Similarly, the sulphur atom introduces a resonance just below the
Fermi level and this resonance may or may not show up in the junction transmission. The
precise conditions for having the S-resonance in T (E) is unclear but it appears to be very
sensitive to details in the geometry. With tilt of the molecular layer this peak generally
becomes more prominent. The zero-bias conductance versus tilt, shown in Figure 2.4(a)-
(b), is thus not purely controlled by the energy difference from the Fermi level to the
HOMO position. Also, as already demonstrated in a previous work [29], the formation of
inter-molecular pathways for current could lead to a significant increase of conduction at
Fermi level. In spite of these additional complications, here we will focus on the shift of the
molecular levels as one of the primary sources of changes in the transport characteristics.
Typical calculations of the tunneling decay constant β employ a series of conduction
data assuming equivalent molecular conformations where the only geometrical variable
is the length of the molecular chain. In our case, with only two molecular lengths (C4
and C8), as well as due to variations in tilt, metal/molecule interfaces, and conformation
of the chains an accurate determination of β is difficult. In fact, it depends on each of
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these degrees of freedom. However, for the thiols we can estimate β = 0.5 A˚−1 based on
C4-DT at θ = 0◦ and C8-DT at θ = 0◦ (the case with most equivalent geometries) which
is comparable with values from the literature [37].
2.3.2 Alkanediamines
Contrary to the case of the alkanedithiolates, our alkadiamine monolayers have the LUMO
level of the carbon backbone closer to the Fermi level than the HOMO, cf. Figure 2.5(a)-
(b). This result is in qualitative agreement with previous calculations [78] where it was
also shown that the final band alignment strongly depends on the density of the monolayer.
Comparing the PDOS in Figure 2.5 we can see that the molecular level shifts are
much more extreme for the amines than for the thiolates. However, these shifts do not
occur in a monotonous way as a function of the tilt angle. This is most clearly observed
in the HOMO shift for C8-DA: an initial downshift is followed by large upshift with tilt.
Another difference with respect to the thiolates is the fact that the states localized on the
NH2 group are not present near the Fermi energy.
NH2-Au bond is significantly weaker than the S-Au bond and, in the case of off-
resonant transport, we would naively expect that the conductance of amine-linked molecule
is lower. This is consistent with the results reported in Figure 2.6. While for thiols the
conductance shows a monotonous (but discontinuous) increase with tilt [Figure 2.4(a)-
(b)], there is no such clear behavior for the amines [Figure 2.6(a)-(b)]. Indeed this reflects
a more complex dependence of the conductance on the tilt angle. Due to the geomet-
ric variations among C4-DA and C8-DA (cf. Table 2.1) we will not attempt to obtain a
value for the effective tunneling decay constant β for the amines. As described in detail
below, small differences in the geometry of the interface can strongly influence the band
alignment and, therefore, the transport properties.
2.4 Discussion
To rationalize the results of the previous section, in particular the electrostatics behind
the molecular level alignment, we distinguish between two components of the interface
dipole: one due to the intrinsic dipole associated with the anchoring group and another
one that arises due to charge redistribution due to the metal-molecule bond. In the
following we analyze each of the two dipole contributions separately. When metal and
molecule don not interact vacuum levels are aligned as shown in Figure 2.7 a); molecular
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Figure 2.5: Electron transmission function (T (E), top panel) and projected density of
states (PDOS, lower panels) onto different atomic orbitals for (a) butanediamine (C4-
DA), (b) octanediamine (C8-DA) at three different tilt angles θ.
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Figure 2.6: Transmission probability T (EF ) at the Fermi energy EF as function of molec-
ular tilt angle θ for (a) C4-DA, (b) C8-DA.
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Figure 2.7: (a) Band alignment when metal and molecule do not interact. The vacuum
levels (VL) of metal and molecule are aligned. The metal work function Φ, the charge
neutrality level CNL and the HOMO and LUMO levels are also depicted. (b) Reduction
of the work function due to the push-back effect. (c) Alignment of the Fermi level of the
metal and the charge neutrality level (CNL) of the molecule due to chemical bond (CB)
formation. In (d) is shown the push-back effect. The back-shift of the charge spreading
out of the metal surface results in the reduction of the work function.
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dipole determines the initial position of energy levels with respect to the Fermi level of the
metal. When they start to interact three main phenomena take place: (i) Push-Back (PB)
effect [Figure 2.7 (b)], (ii) chemical bonding (CB) [Figure 2.7 (c)] and (iii) hybridization
between molecular and metal states. In our DFT approach all these effects are correctly
included. PB effect is the back-shift of the metal electrons due to the overlap with the
electron cloud of the molecule due to the Pauli exclusion principle [Figure 2.7 d)]; it
always results in a decrease of the metal workfunction [87, 100] as the metal-molecule
bond is formed and thus in a downshift of the molecular levels with respect to the Fermi
level. On the other hand the chemical bond aligns the Fermi level of the metal and the
charge neutrality level (CNL) of the molecule [84, 85]. The sign and amplitude of the
energy shift induced by the hybridization of metal and molecular states depends on the
real part of the self-energy ΣL,R describing the coupling of the molecule with the metal.
2.4.1 Dipole of the anchoring group
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Figure 2.8: Plane-integrated electrostatic potential of the lower (a) thiol (SCH3) and (b)
amine (NH2-CH3) saturated fragments with coordinates taken from the C4-DT (θ = 0
◦)
and C4-DA (θ = 9◦) configurations, respectively. The difference between left and right
vacuum levels ∆V is proportional to the z-projection of molecular dipole pz, cf. Eq. (2.3).
The inset reports the numerical values of the three components of the dipole of the
fragments calculated with SIESTA. The angle between the dipole and S-C (N-C) bond is
found to be 1◦ (90◦) degrees.
Since hydrocarbons do not show any intrinsic dipolar moment [101], the only contribu-
tion to a molecular dipole—for both thiolates and amines—must come from the anchoring
group. To quantify such a dipole we considered the electrostatic potential through a layer
formed by only anchoring groups. More specifically, we calculated the plane-averaged
one-electron potential V (z) =
∫
dxdyV (x, y, z)/A along the z-direction with coordinates
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for the anchoring groups (SCH3 for alkanedithiolates and NH2CH3 for alkanediamines)
taken from each of the full junction geometries. An extra hydrogen atom was attached
to carbon and relaxed to maintain the sp3 hybridization in the alkanes. Also, a small
potential energy correction was introduced to cancel the electric field generated by the
molecular dipole [102] which otherwise would lead to interactions between the periodic
repetitions of the unit cell in the z-direction.
Two examples of this procedure are shown in Figure 2.8 for fragments of SCH3 and
NH2CH3. The potential energy difference ∆V between the vacuum levels at the two sides
of the anchoring group is proportional to the z-projection of molecular dipole pz [103]
∆V = V (∞)− V (−∞) = epz
0A
, (2.3)
where e is the elementary positive charge, 0 is the vacuum permittivity, and A the area
per unit cell in the xy plane. A negative value of ∆V thus corresponds to a positive
projection of the dipole onto the z-axis, i.e., a projection oriented from the anchoring
element (S or N) toward the C atom.
The calculated potential difference ∆V for each orientation of the anchoring groups
is listed in Table 2.1. For the thiolates the z-projection of the dipole is systematically
reduced with tilt. This is consistent with the presence of a molecular dipole directed from
the S atom toward the C atom [29]. In fact, we confirmed that for 12 differently oriented
SCH3 fragments with coordinates derived from each of the thiol junctions, such as the
one shown in Figure 2.8(a), the angle between the calculated dipole and the S-C bond is
always below 2◦ [Table 2.2]. This is a consequence of rotational symmetry along the S-C
bond. As a result ∆V depends linearly on cos(ϕ2) as shown in Figure 2.9 (a). In the case
Table 2.2: The columns correspond to the difference δΘ between the angle of the S(N)-
C bond and total dipole for both the lower (subscript l) and the upper (subscript u)
interface.
DT ∆θu ∆θl DA ∆θu ∆θl
(deg.) (deg.) (deg.) (deg.)
C4-DT-a 1.7 1.7 C4-DA-a 90.5 90.0
C4-DT-b 0.9 1.3 C4-DA-b 79.4 79.5
C4-DT-c 0.7 1.4 C4-DA-c 84.7 84.7
C8-DT-a 1.3 1.3 C8-DA-a 82.4 82.2
C8-DT-b 1.2 1.2 C8-DA-b 84.8 84.5
C8-DT-c 1.0 0.9 C8-DA-c 80.1 79.9
of amines the situation is more complex. A molecular dipole is expected to arise from
an electron accumulation on N, more specifically from the nonbonding electrons of the N
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lone-pair and from the fact that N is more electronegative than H and C (it attracts more
strongly electrons). These effects result in a molecular dipole oriented from the anchoring
group towards the molecule. However, it is not simply directed along the N-C bond.
The angle between the calculated dipole and the N-C bond for 12 differently oriented
NH2CH3 fragments with coordinates derived from each of the amine junctions, such as
the one shown in Figure 2.8(b), varied in the range 80− 90◦. This follows naturally from
the fact that there is no rotational symmetry along the N-C bond for the amine frag-
ments. The molecular dipole, approximately perpendicular to the N-C bond, is therefore
not uniquely characterized by φ2. As a result ∆V does not scale linearly with cos(ϕ2)
[Figure 2.9 (b)].
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Figure 2.9: Plane-integrated potential drop difference ∆V over the lower and upper (a)
thiol group with respect to cos(ϕ2) calculated for isolated molecular fragments as ex-
plained in the text. The linear regression [full line, slope of -2.2 eV] indicates that ∆V
originates in a dipole aligned along the S-C bond. In (b) the same quantity is plotted
for amine groups; the dispersion of the data evidences that no clear relationship exists
between the potential drop through the anchoring group and the N-C angle.
2.4.2 Charge redistribution due to metal-molecule bond
Next we look into the other contribution to the interface dipole, namely that arising from
charge redistribution due to the metal-molecule bond. To quantify this we considered
the plane-integrated electron density difference ∆ρ(z) that results from the interaction
between the metal and molecular subsystems, i.e.,
∆ρ(z) = ρsys(z)− [ρSAM(z) + ρmetal(z)], (2.4)
where ρsys(z) is the electron density of the metal/molecule/metal system while ρSAM(z)
and ρmetal(z) are the electron densities for the isolated SAM and metal subsystem, respec-
tively. In Figure 2.10 is shown the charge redistribution ∆ρ(z) for all the geometries. It
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Figure 2.10: Plane-integrated induced electron density in the lower junction for (a) C4-
DT, (b) C8-DT, (c) C4-DA, and (d) C8-DA for three different tilt angles θ. In the case
of amines the shifts of the electron density can be understood in terms of the N-adatom-
normal angle ϕ1. Vertical lines indicate the position of the Au(111) surface. The circles
represent the Au atoms with the rightmost circle being the Au adatom.
generates a potential difference for the electrons ∆U over the interface that satisfies the
Poisson equation
∇2U(z) = − e
0
∆ρ(z). (2.5)
The corresponding electrostatic potentials U(z) are shown in Figure 2.11 and the dif-
ferences ∆U for each geometry are listed in Table 2.1. We note that ∆U is positive
(negative) for the thiolates (amines), which reflects an electron accumulation (depletion)
on the anchoring group. This difference implies that metal/molecule interactions induce
an up-shift (down-shift) of alkanedithiolates (alkanediamines) molecular level with respect
to the isolated molecule.
The charge redistribution originates from a series of complex metal-molecule interac-
tions whose effects are difficult to separate. In the case of thiolates [Figure 2.10(a)-(b)]
there are no appreciable changes with tilt. However, for the amines [Figure 2.10(c)-(d)]
two effects appear when tilt increases. Analyzing the induced charge averaged over the
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Figure 2.11: Calculated renormalization potential U(z) for (a) C4-DT, (b) C8-DT, (c)
C4-DA, and (d) C8-DA at three different tilt angles θ. The potential difference ∆U is
measured in the middle of the molecular film as shown in panel (a).
xy-plane, we find that, for the most tilted geometries: (i) the accumulation of electron
density appearing right over the surface shifts slightly toward the molecular layer and (ii)
an electron density depletion region moves toward the adatom position.
The change in ∆ρ(z) with tilt can be explained in terms of the so-called push-back
(PB) or pillow effect [84, 85, 104]. For the amines it can be associated with the N lone-
pair: when it is directed along the normal to the gold surface (small ϕ1) there is a large
overlap with metals states so it pushes back the electron cloud of the electrodes [black
curve in Figure 2.10(c) and black/red curves in Figure 2.10(d)] reducing the metal work
function and shifting down molecular levels. On the contrary, when we tilt the molecular
film (large ϕ1), the N lone pair is pointing away from the gold surface and its overlap with
the metal states becomes smaller. As a consequence, the PB effect is reduced and the
charge density of the electrodes extends farther away from the surface [red/green curves
in Figure 2.10(c) and green curve in Figure 2.10(d)]. The result is a larger dipole of the
metal surface and consequently also a larger work function which results in an upward
shift of the molecular levels respect to the non-tilted positions.
The second effect mentioned, namely the electron depletion appearing at the adatom
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Figure 2.12: Distance h of the NH2 group from the Au(111) surface for the C4-DA
molecule at (a) θ = 9◦ and (b) θ = 46◦. This shows that h decreases with tilt and the
electron depletion associated with the amine group moves closer to the metal.
position with tilt, is due to simple geometrical reasons as shown in Figure 2.12. As the tilt
increases, the negative ∆ρ associated with the functional NH2 group moves toward the
z-position of the adatom. This results in an overall reduction of the ∆ρ(z) at that height.
As the NH2-to-surface distance h is related to cos(ϕ1), we find a fairly linear relationship
between ∆U and cos(ϕ1) as observed in Figure 2.13.
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Figure 2.13: Change of the renormalization potential ∆U with respect to cos(ϕ1,l) in the
case of alkanediamines. The linear regression (full line, slope of 2.8 eV) indicates that
∆U is related to the NH2-to-surface distance.
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2.4.3 HOMO level shift as a function of molecular and interface
dipole
As explained above the interface dipole of the various junctions is composed of two parts,
namely one related to the anchoring group and another one originating from the metal-
molecule bond. To show that the HOMO level position can be understood in terms of
these two contributions, we plot in Figure 2.14 the EHOMO as a function of the sum
of two electrostatic potential differences ∆V and ∆U . Indeed, a very satisfactory lin-
ear dependence is observed, supporting the notion that changes in the molecular level
alignment can be understood in terms of the variations in the effective interface dipole.
Furthermore, this result suggests that the molecular level alignment of alkanes with other
terminal groups can be estimated by considering the orientation of a dipole of the anchor
in combination with the charge rearrangement that occurs during the formation of the
metal-molecule bond.
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Figure 2.14: Change of the HOMO position EHOMO with respect to the sum of the
anchor group potential difference ∆V and renormalization potential ∆U . The linear
regression (full line, slope of 1.0) shows that the changes in molecular level alignment can
be understood in terms of variations in the effective interface dipole.
2.5 Conclusions
We have studied the molecular level alignment and conductance of thiol- and amino-
terminated SAMs over Au(111) as a function of the tilt angle. We have found that the
observed shifts in the molecular resonances can be rationalized in terms of electrostatic
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potentials set up by the effective interface dipole [29], which has two components: (i)
a rigid dipole associated with the anchoring group which changes its projection on the
axis perpendicular to the metal surface with tilt, and (ii) a charge redistribution induced
by the formation of the metal-molecule bond. For the thiolates the level alignment is
essentially only sensitive to the first effect as the charge distribution over the S-Au bond
does not show a tilt dependence. This leads to a direct dependence between the HOMO
position and the tilt of the molecular film, which in turn can be considered as mechanical
gating of the electron transport through the SAM (the conductance increases with tilt).
For the amines we have found that the level alignment is strongly affected by both
electrostatic components. While this leads to a significantly larger variation in the HOMO
level position with tilt (about 2.5 eV for amines compared with 0.8 eV for thiolates),
this does—unfortunately—not provide a simple way to mechanically gate the electron
transport through the molecular layer because the charge redistribution over the NH2-Au
bond depends sensitively on other geometric parameters than the tilt angle, in particular
the orientation of the N lone pair with respect to the metal surface.
The results presented here are independent on the length of the molecules; molecular
level alignment is basically governed by the local metal/molecule geometry and the length
of the molecule just affects the tunneling decay of the wave function. Nevertheless, in
real systems, the tilt angle and orientation of the molecules forming the monolayer could
depend on the length of the chain. As a consequence, band alignment process (which
depends on the tilt angle) could vary appreciably as a function of molecular length. This
effect is even more pronounced in presence of an external force acting on the monolayer
(as for example the pressure of a STM tip). In appendix C is presented a detailed study of
the molecular tilt angle of free-standing SAMs formed by pure alkane chains as a function
of an external mechanical force. It is shown how the response of the monolayer in terms
of the tilt of the molecules could be very different depending on the orientation of the
molecules. Thus, in real systems, if the self-assembly process leads to different molecular
tilt angles and orientation depending on the length of the molecules forming the SAM,
then an external force could result into very different gating effects as a function of the
length of the molecules.
Chapter 3
Inelastic Electron Tunneling
Spectroscopy of alkanedithiol Self
Assembled Monolayer: convergence
issues in supercell approach
3.1 Introduction
The inelastic electron tunneling properties of thiol-functionalized alkanes have been widely
explored from both an experimental and a theoretical point of view [105–108]. For this
reason this kind of molecules represent an ideal test-bed to explore the limits of the existing
ab-initio methodologies and test new theoretical or computational approaches. DFT in
conjunction with NEGF for the calculation of IETS from first principles is now a well-
established technique [48, 68, 109, 110] and represents one of the most used methodologies
to support the interpretation of experimental results.
As explained in the previous chapters, in the periodic DFT approach, the usual way
to treat large systems at an atomistic level is to model the real system as infinite replicas
of a relatively small unit called supercell. This method relies on the Bloch’s theorem
where the electronic wave function is found to depend on the momentum k. In the case
of transport, Green’s function formalism allows to adopt open boundary conditions in the
direction of current flow; nevertheless periodicity is still maintained in the plane perpen-
dicular to transport direction (usually z). This requires an average of the transmission
coefficient and current in kx and ky directions. Although Meir-Wingreen expression for
current Eq. (1.7) can be easily generalized to the case of periodic systems in the plane
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perpendicular to transport, until now, calculations of IETS have been done in a compu-
tationally less expensive approximation called Γ-point approximation. In this approach
all quantities, including the electron-phonon coupling matrix Mλk,k+q (where k and q are
the electron and phonon momentum, respectively) are calculated assuming k and q equal
to zero. For very large supercells this approximation tends to the exact solution since
electron and phonon bands fold back to the Γ point; in this way all possible transitions
are included. Nevertheless, in actual calculations, supercell size is obviously not infinite
and convergence with respect to electron and phonon momenta is required also for IETS.
It is one objective of this chapter to investigate the effect of an average of the IETS over
electron momentum and to compare it with the Γ-point calculation.
A second approximation commonly used in the calculation of the IETS is the Lowest
Order Expansion of the current in the Wide Band Approximation (LOE-WBA) where the
electronic structure is assumed to be constant close to the Fermi level. In this way the
integral in the Meir-Wingreen expression of current Eq. (1.7) can be solved analytically.
For molecular junctions with a smooth density of states in the energy range of phonon
modes this approximation is expected to work fairly good. Nevertheless, when sharp
features are present relatively close to the Fermi level, this approach is no more rigorously
justified. This is the case of alkanedithiols where, as we have seen in the previous chapter,
sulfur atoms introduce a small peak in the density of states just below the Fermi level. As
we will see, these details have important consequences for the description of the inelastic
signal of high energy peaks.
In this chapter we calculate the first-principles IETS spectra of self-assembled mono-
layer formed by short (four monomers) alkanedithiols in a dense and dilute monolayer
and with two different tilt angles with respect to surface normal. For both cases we cal-
culated the IETS in the Γ-point approximation and compared it with a more rigorous k
points converged spectrum (still keeping phonon momentum at zero). We also calculated
the IETS in another level of approximation where the average of the IETS over electron
momentum is calculated using the electron-phonon coupling matrix Mλk,k+q in the Γ point.
This approximation, valid under certain geometrical constraints for the dynamical region,
reduces notably the computational cost of the calculation while giving a result as accurate
as the full k-average.
Finally, we describe a recent formulation [111] to go beyond the LOE-WBA scheme;
the full energy dependence of the electronic structure is included in the calculation of
the inelastic spectrum. We apply this method to the calculation of the IETS of a dense
monolayer and we find appreciable changes in the high energy part of the spectrum where
carbon-hydrogen stretching modes give a signal.
Here λ is used to denote the phonon mode index, instead of the electron-phonon
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coupling strength as in the first and fifth chapter.
3.2 Methods
In this thesis, the expression of the current used to calculate the IETS is a straightforward
extension of the results presented in [47, 48, 67, 112] to the case of k-dependent Green’s
functions. The implementation of the method required a series of scripts for the running
of Inelastica [48, 63], the processing of the outputs and additional changes to the main
code.
Nevertheless, before using those expressions of current, it would be useful to briefly
revise the main approximations at the basis of that derivation in the light of a momentum-
dependent representation. Finally the computational details of the ab-initio calculations
are also presented.
3.2.1 k-averaged IETS
The systems we are mainly dealing with are molecular junctions formed by small molecules
anchored to metallic electrodes; vibrations are assumed to be localized on the molecular
subspace. For these kind of systems transversal phonon propagation is almost negligible
and phonon bands can be assumed to be completely flat (ωλ(q) ' ωλ). As a consequence
phonon Green’s functions are q-independent. In energy domain we have [59]:
d≷0 (ω, λ) = −2pii{〈nλ〉δ(ω ± ωλ) + (〈nλ〉+ 1)δ(ω ∓ ωλ)}, (3.1)
dr,a0 (ω, λ) =
1
ω − ωλ ± iη −
1
ω + ωλ ± iη ,
where 〈nλ〉 is phonon occupation of mode λ. In principle, also the electron-phonon cou-
pling depends on q [83]; nevertheless, for sufficiently large supercells, band folding ensures
a fine sampling of the whole Brillouin zone (for both phonons and electrons). For this
reasons, in what follows, we always assume q = 0. Physically this assumption means that
we are considering just vertical electronic transitions. With the previous simplifications
the Fock self-energy Eq. (B.21) becomes:
Σe−ph,F (τ1, τ2, k) =
∑
λ
Mλkd
λ
0(0, τ1, τ2)G0(k, τ2, τ1)M
λ
k . (3.2)
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Where τ1,2 are times over the Keldysh contour. So, in our approximation, the Fock
self-energy depends on just one k.
In the Hartree self energy [Eq. (B.22)]
Σe−ph,H(τ1, τ2, k) =
∑
λ,k1
Mλkd
λ
0(0, τ1, τ2)G0(k1, τ1, τ1)M
λ
k1
, (3.3)
the interaction matrices depend on two different electron momenta so, in principle, for a
given k, we should sum the Hartree contributions over all electron momenta. Nevertheless,
as explained in [109], Hartree self energy corresponds to a static renormalization potential
(it is energy independent) and it does not give any signal at the phonon threshold; thus,
for the calculation of the IETS, it could be neglected. Importantly, due to the periodicity
in the x− y plane (transversal direction with respect to current flow), the ΣL,R functions
are diagonal in k.
A significant simplification of the Meir-Wingreen expression comes from the wide
band approximation [47, 67]. In this approximation both the device region and electrodes
density of states are assumed to be flat close to Fermi level. So the integration Eq. (1.7)
can be carried out analytically and the final result could be easily generalized to include
k-dependence:
ILOE(k)(V ) = G0V T0(k) +
∑
λ
Iλsym(V )δT
λ
sym(k),+
∑
λ
Iλasym(V )δT
λ
asym(k), (3.4)
where
T0(k) = Tr[GΓLG
†ΓL](k), (3.5)
δT λsym(k) = Tr[GΓLG
†{MλARMλ + i
2
(ΓRG
†MλAMλ −H.c.)}](k), (3.6)
δT λasym(k) = Tr[G
†ΓLG{ΓλRG†Mλ(AR −AL)Mλ +H.c.)}](k), (3.7)
and
Iλsym(V ) =
e
pi~
(
2eV 〈nλ〉+ ~ωλ − eV
e(~ωλ−eV )/kBT−1
− ~ωλ + eV
e(~ωλ+eV )/kBT−1
)
, (3.8)
Iλasym(V ) =
e
~
∫ +∞
−∞
d
2pi
[nF ()− nF (− eV )]×H′{nF (′ + ~ωλ) + nF (′ − ~ωλ)()},
where
ΓL,R(E) = i(ΣL,R −Σ†L,R), (3.9)
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and
AL,R(E) = GdΓL,RG
†
d. (3.10)
All quantities in the previous expressions are calculated at Fermi level and Green’s func-
tions, ΓL,R, AL,R and M
λ matrices are k-dependent.
The first term of this equation represents the elastic or Landauer-Bu¨ttiker contribu-
tion to the total current while the last two terms represent the inelastic corrections. The
functions Iλsym and I
λ
asym give symmetric and asymmetric features in the differential con-
ductance dI/dV [109]. In Figure 3.1 are shown the two functions for three different values
of the temperature; in Eq. (3.8) a thermal phonon distribution is assumed. The asymmet-
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Figure 3.1: First and second derivative of (a)-(b) the symmetric and (c)-(d) asymmetric
universal functions for three different temperatures Ts = kBT/~ω.
ric part, also for asymmetric junctions, is usually small so we will give a brief description
of just the symmetric terms. The universal function Isym is a step-like function centered at
the phonon energy ~ωλ. The temperature fixes the smearing of this function (Figure 3.1).
The δT λsym terms determine the sign and the amplitude of the conductance change due to
mode λ. So these terms give a direct measure of the intensity of the inelastic processes.
So the k-dependent expression for current preserve exactly the same structure as in
the Γ-point case. Now, when calculating the IETS, like for the transmission coefficient in
the elastic case, we should average the signal over the whole Brillouin zone:
〈IETS〉k =
∑
k w(k)d
2I(k)/dV 2∑
k w(k)dI(k)/dV
. (3.11)
The coefficients w(k) are weights depending on the number of k points and position inside
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the Brillouin zone. In summary, when writing equation Eq. (3.11), we did the following
three assumptions: 1) the system is periodic in the x − y plane, 2) the electron-phonon
coupling matrix Mλk and the phonon Green’s functions are q-independent (q = 0), 3) we
neglect the Hartree self energy.
3.2.2 Computational details
Here we consider tetra-alkane-dithiols chains (C4-DT) for which an accurate electrostatic
and transport study at the same level of theory has been presented in chapter 2. All
the geometries are shown in Figure 3.2. Namely the C4-DT at 0◦ in a 2 × 2 monolayer
(later on C4-DT-2 × 2 − 0◦), C4-DT at 38◦ in a 2 × 2 monolayer (C4-DT-2 × 2 − 38◦)
and C4-DT at 0◦ in a 4× 4 monolayer (C4-DT-4× 4− 0◦). Relaxation of the structures
and the calculation of transmission were done using the DFT code SIESTA [61] and its
transport extension TranSIESTA [61, 62]. We used a single−ζ plus polarization basis
for gold (Au) and a double−ζ plus polarization basis for sulfur (S), hydrogen (H) and
carbon (C) atoms. For gold we used the lattice constant a = 4.18 A˚ as obtained by DFT
calculation. All calculations were performed in the generalized gradient approximation.
We relaxed the molecule plus the adatom and the first gold layer until residual forces
were below 0.02 eV/A˚. k-point sampling was k = 6× 6× 1 for the dense monolayer and
k = 3× 3× 1 for the dilute such to maintain an equivalent density of k-points inside the
Brillouin zone for both systems. The dynamical region for the calculation of electron-
phonon coupling includes the molecule and the two adatoms. The calculations of phonon
modes, electron-phonon matrix Mλk and of the inelastic spectra were carried out with a
script to the Inelastica package [48, 63].
3.3 Results
In this section are presented the results concerning the elastic conductance and the inelas-
tic spectra of the systems introduced in the previous section. The k-resolved transmission
coefficient is first explained and then the IETS at different levels of approximations are
compared.
3.3.1 Transmission at Fermi level versus kx, ky
Figure 3.3 (a)-(c) shows the transmissions at Fermi level as a function of k‖ for the C4-DT
molecule at 0◦ in the dense monolayers (C4-DT-2×2−0◦), at 0◦ in the dilute monolayers
3.3. Results 49
C4-DT-2× 2− 0◦
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C4-DT-2× 2− 38◦
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Figure 3.2: (a)-(c) Top and side view of the three alkanedithiols-based monolayers consid-
ered in the present work. Tilt angle θ is defined as the angle between the molecular back-
bone and the surface normal. (d) Direct and reciprocal lattice vectors of the hexagonal
Brillouin zone of Au (111). M1, M2 and M3 define in the most general case non-equivalent
directions in the Brillouin zone.
(C4-DT-4× 4− 0◦) and at 38◦ in the dense monolayer (C4-DT-2× 2− 38◦) respectively.
In the k-resolved transmission at Fermi level two peculiarities can be appreciated; first,
the presence of maxima along the ±b1 and ±b2 directions in the Brillouin zone (in the
case of the C4-DT-2 × 2 − 0◦ and C4-DT-4 × 4 − 0◦ monolayers). Secondly, while both
dense monolayers present a minimum at the Γ point, the dilute one has a maximum. To
get a first insight into these features we could see at the k-resolved projected density of
states of the isolated electrodes. In a single-site model, the trace for the calculation of
the elastic transmission in Eq. (1.11) is replaced by a simple product of two scalar terms:
T (E, k) = ΓL(E, k)G
r(E, k)ΓR(E, k)G
a(E, k) (3.12)
= ΓL(E, k)AR(E, k), (3.13)
where
AR(E, k) = G
r(E, k)ΓR(E, k)G
a(E, k), (3.14)
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Figure 3.3: (a)-(c) k-resolved transmission at Fermi level for (a) 2× 2− 0o, (b) 4× 4− 0o,
and (c) C4-DT-2×2−38◦ in the plane perpendicular to the (111) direction. (d)-(f) PDOS
at Fermi level for the (d) 1×1, (e) 2×2 and the (f) 4×4 electrode. Along the z direction
the average has been calculated with 60 k points in all cases. A smearing of 0.1 eV has
been used.
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is the right spectral function and
ΓL(E, k) = i(Σ
r
L(E, k)− ΣaL(E, k)) (3.15)
= −2Im{ΣrL(E, k)}. (3.16)
The self energy ΣL(E) is given by
ΣrL(E) = τdL(E)G
r
L(E)τ
†
dL(E), (3.17)
where τdL(E) is the coupling to the electrodes and G
r
L(E) the surface Green’s function of
the electrodes. Using Eq. (3.17) we get:
ΓL(E, k) = −2|τdL(E, k)|2Im{GrL(E, k)}. (3.18)
Thus the ΓL(E, k) function depends on the imaginary part of the surface Green’s function
GrL(E, k), that is the density of states of the electrode. Based on the previous expressions,
valid for a simple scalar case, we could expect that even in the more general case electrode
DOS gives a direct contribution to the transmission.
Figure 3.3 (d)-(f) shows the DOS of pure electrodes for the 1× 1, 2× 2 and the 4× 4
cells. In all cases the supercell is constructed such to respect the ABC stacking order of
gold along the z-direction. The DOS are plotted on a different scale to better appreciate
the differences. As we can see from panel (d), the DOS of the 1 × 1 cell at the Γ point
is strictly zero. This hole in the Brillouin zone of the small cell is clearly due to the gap
in the projected bands of Au(111) [113–115]. When doubling the cell (2 × 2 and 4 × 4),
band folding closes the gap in the projected bands and the PDOS gets significantly higher
[Figure 3.3 (e) and (f)]. So, depending on the folding, a certain reduction in the PDOS
close to Γ could be still present. This modulation is finally reflected on the T (EF , k);
in the case of the 2 × 2 cells in fact a depression at the center of the Brillouin zone
is observable. The PDOS of the 4 × 4 cell at the Γ-point is much higher and, as a
consequence, also the transmission coefficient. In all cases the electronic structure of
the electrodes presents an hexagonal symmetry. Also, for the 2 × 2 and the 4 × 4 cell
the PDOS of the electrodes presents maxima along the Γ-M1, Γ-M2 and Γ-M3 directions
[Figure 3.3 (e) and (f)]. So the tails in the transmission of the C4-DT-2 × 2 − 0◦ (and
to a lower extent of the C4-DT-4× 4− 0◦) monolayer resemble these maxima. It should
be mentioned that, although the PDOS shown in Figure 3.3 have been calculated with a
relatively high smearing parameter of 0.1 meV, the actual damping of the current into the
electrodes is determined by a smaller imaginary infinitesimal entering into the calculation
of the surface Green’s function.
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3.3.2 Γ-point versus k-averaged IETS
For the three geometries we compared the IETS in the commonly used Γ-point approxi-
mation, denoted IETS(Γ), to a more rigorous k-converged result (〈IETS〉k). As shown in
Figure 3.4 for our three junctions, we find that the IETS in the Γ-point approximation
reproduces qualitatively the main inelastic peaks obtained by the k-converged spectrum.
Our calculations are therefore in good agreement with previous results from the literature
[34, 105–108, 116]. With a broadening of Vrms = 5 mV, 9 main peaks are identified in the
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Figure 3.4: IETS of the three structures with comparison between the Γ-point calculation
and the converged result for (a) C4-DT-2× 2− 0◦, (b) C4-DT-4× 4− 0◦ and (c) C4-DT-
2× 2− 38◦. Offset for clarity.
energy range above 40 meV as summarized in Table 3.1.
The high-energetic peaks are the CH2 and C-C stretch modes while the low-energy
peaks are associated to the heaviest sulfur and gold atoms. We also note that spectra are
almost perfectly antisymmetric with respect to bias. Using just one point of the Brillouin
zone to calculate the IETS, could lead to sensible overestimation or underestimation of
the inelastic processes.
In Figure 3.5 is shown the comparison between the Γ-point and the k-averaged calcula-
tion of the second derivative of the current not normalized with respect to the differential
conductance. The curves relative to the dense monolayers C4-DT-2× 2− 0◦ and C4-DT-
2×2−38◦ have been multiply by 4 and 2, respectively, to better appreciate the differences.
These plots show that the normalization with respect to the differential conductance could
qualitatively modify the comparison between the Γ-point and the k-averaged result. For
the dense monolayers, the absolute (not normalized) inelastic correction to the current
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Table 3.1: List of main inelastic peaks in the IETS and description of the relative vibra-
tional modes for the C4-DT-2× 2− 0◦ geometry.
Peak Number of Energy Description
number modes (meV)
1 8 367-378 CH2 stretch
2 4 175-178 CH2 scissor
3 4 155-160 CH2 wag + twist
4 3 138-145 CH2 wag + twist + rock
+ S-C stretch + C-C stretch
5 5 116-126 C-C stretch
6 1 102 CH2 rock
7 2 87-90 CH2 rock
8 2 81 S-C stretch
9 4 39-48 S-adatom stretch
+ C-S-adatom scissor
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Figure 3.5: Second derivative of the current with respect to the bias not normalized with
respect to the differential conductance for (a) C4-DT-2 × 2 − 0◦, (b) C4-DT-4 × 4 − 0◦
and (c) C4-DT-2× 2− 38◦. Black curves are the k-converged result while red curves are
the Γ-point calculation. Offset for clarity.
is higher when including the contribution of all k-points then for the Γ-point calculation
while, for the dilute monolayer, the Γ-point calculation tends to overestimate the change
in conductance as a function of the bias. This result can be explained in terms of elastic
conductance; for the dense monolayers, the transmission at the Γ-point is lower than the
average [Figure 3.3 (a), (c)]. Thus one could expect less inelastic processes when consid-
ering just the Γ point. For the dilute monolayer is the other way round [Figure 3.3 (b)].
Nevertheless, looking at Figure 3.4, it can be deduced that the difference between the Γ-
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point and the k-averaged calculation is thus not simply a scaling factor (the conductance),
also the relative amplitude of the normalized peaks changes.
Looking at Figure 3.4 we can also see that the dense monolayer gives a stronger signal
(higher intensity) compared to the dilute case. Again, we can isolate the effect of the
elastic conductance by plotting 〈d2I/dV 2〉k for the two geometries. In Figure 3.6 is show
the result. The intensity of the absolute inelastic signal is almost identical for the dense
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Figure 3.6: Comparison between the 〈d2I/dV 2〉k of the C4-DT-2 × 2 − 0◦ and of the
C4-DT-4× 4− 0◦ geometry.
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Figure 3.7: k-averaged differential conductance for the C4-DT-2× 2− 0◦ and the C4-DT-
4× 4− 0◦ geometry.
and the dilute monolayers at 0◦. So the difference in the IETS comes mainly from the
normalization with respect to the conductance. In the case of the dilute monolayer, in
fact, the differential conductance is almost 2 times that one of the dense [Figure 3.7]. This
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means that, in the dense monolayer, the fraction of incoming electrons suffering inelastic
scattering processes is much higher than in the dilute monolayer.
3.3.3 M(Γ)-approximation
The convergence of IETS with k is a computationally demanding task as e-ph coupling
matrices M(k) and the IETS need to be computed for each k. For our junctions we
needed 20 × 20 k-points for the dense monolayers and 10 × 10 k-points for the dilute.
However, a vast simplification is possible by choosing an appropriate definition of the
phase in the basis functions.
Looking at the expression of δT λsym,asym(k) (Eq.3.6-3.7) we can see that the k-dependence
of the IETS comes, on the one hand, from the electron-phonon coupling matrix M and,
on the other hand, from the electronic part through the Green’s function, the spectral
function and the coupling Γ. The k-dependence of all these matrices is defined by the
particular choice of the basis functions. The starting point are the eigenstates of the
Hamiltonian that, in the SIESTA code [61], are written as a linear combination of atomic
orbital in a Bloch form:
Ψν(r, k) =
1√
N
∑
Ri,n
aνn(k)ψn(r −Ri −Rn)eik(Ri+Rn), (3.19)
where ν is the band index, n the orbital index, Ri the coordinate of the supercell and Rn
the position of the basis function inside the supercell. In Eq. (3.19) the intracell phase
factor eikRn can be moved from the basis functions into the coefficients aνn(k):
Ψν(r, k) =
1√
N
∑
Ri,n
a˜νn(k)ψn(r −Ri −Rn)eikRi . (3.20)
This representation (which is the one used in the Inelastica package [63]) allows to re-
move the intracell phase factor from the Hamiltonians and overlap matrices leaving a
k-dependence coming from just the intercell coupling. So we can represent the total
Hamiltonian and overlap matrix as the sum of two terms:
Hn,m(k) = H
0
n,m +
∑
j∈NN
Hjn,me
ikRj , (3.21)
Sn,m(k) = S
0
n,m +
∑
j∈NN
Sjn,me
ikRj , (3.22)
where H0n,m and S
0
n,m are the intracell Hamiltonian and overlap matrix, respectively, and
the index j runs over nearest neighbor (NN) supercells. The quantities Hn,m(k) and
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Sn,m(k) thus only carry a k-dependence due to the intercell couplings. All the intracell
terms have no k-dependence. Looking at the Eq. (1.39) we can see that, in the calculation
of the electron-phonon coupling matrix, the k-dependence enters through three terms: the
derivative of the Hamiltonian with respect to the displacement and the two correction
terms containing the derivative of the basis functions. These last terms are usually small
and, in practice, keeping just the first term is a reasonable approximation [67]. Thus the
main k-dependence of the electron-phonon coupling matrix can be assumed to come from
the derivative of the Hamiltonian. Nevertheless, if the movements of atom I affect only
H0 and S0, the term ∂〈n, k|Hˆ|m, k〉/∂QI,ν does not depend on k. In all these cases the
IETS calculated as an average over k-points using the electron-phonon coupling at the
Γ-point should give an accurate result.
The M (Γ)-approximation is validated in Figure 3.8 for our molecular junctions. For
the vertical geometries (θ = 0◦) it is very accurate while some deviation is observed for
the tilted geometry. In the latter case this probably originates in the increased intercell
couplings with tilt. When tilting the molecules in fact, the intercell coupling Hj(k)
increases and Mλ starts to be k-dependent; this means that the Mλ(Γ)-approximation
is no more strictly valid. Therefore this approach can give reliable results for the case
of single molecule junctions or low-density self-assembled monolayers where vibrational
modes can be assumed to be localized inside the molecule.
On the other hand the electronic part always carries a k-dependence since, in the ex-
tended molecule approach, part of the electrodes (that are periodic in the plane transversal
to the transport direction) is included in the scattering region; intercell hoppings between
the atoms of the electrodes thus introduce the dependence on k. So, in principle, conver-
gence of IETS with respect to k is required.
In order to quantify the effect of intermolecular interactions on the convergence of
the IETS we compared the M (Γ) approximation to the k-converged IETS for the tilted
geometry in a dilute supercell (C4-ST-4 × 4 − 38◦-dilute). This setup would allow to
remove intermolecular contributions while avoiding at the same time possible phase can-
cellation effects due to the symmetry of the molecular junction. As we can see from
Figure 3.9, the two calculations agree almost perfectly thus confirming the important role
of intermolecular interactions in the convergence of the M (Γ) approximation.
3.3.4 Check of the q = 0 approximation
The results we have shown so far are based on the Γ-point approximation for phonons, that
is the calculation of the IETS was done keeping phonon momentum at zero (q = 0). As
explained in the first section this means that, in reciprocal space, only vertical electronic
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Figure 3.8: Comparison of IETS in the M (Γ) approximation (red lines) with the k-
converged 〈IETS〉k (black lines) for the C4-DT-2×2−0◦, C4-DT-4×4−0◦ and 2×2−38◦
geometries. Offset for clarity. The reverse part of all spectra is superimposed (dashed
lines); leaving apart a small region below 80 meV in the IETS(Γ) of the 2 × 2 − 38◦
geometry, the data for V < 0 are perfectly antisymmetric with respect to those for
V > 0.
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Figure 3.9: Comparison between the M (Γ) and k-averaged result for the C4-DT-4× 4−
38◦-dilute geometry.
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transitions were considered and, for sufficiently large supercells (large dynamical region),
phonon band folding should ensure a fine sampling of the Brillouin zone and the q = 0
approximation is expected to give reliable results.
In order to check the validity of the q = 0 approximation for our systems we calculated
the IETS for the dense monolayer in a 4 × 4 supercell (C4-DT-2 × 2 − 0◦ - dense). We
kept frozen the relaxed geometry C4-DT-2 × 2 − 0◦ and then we simply doubled the
size of the supercell in both x and y directions. The charge density was converged with
the same parameters as before. In order to ensure an equivalent k-points sampling with
respect to the dense monolayer we reduced the number of k points to k = 3 × 3 while
the IETS was calculated with a mesh of 10× 10 k points. The dynamical region for the
calculation of phonon modes is given by the four molecules and the respective adatoms.
As the dynamical region now contains four molecules and the respective adatoms, the
phonon band folding gives four times the number of modes at the Γ point of the large
cell. Consequently, a Γ point calculation in the large cell will account for many more
inelastic processes compared to the C4-DT-2 × 2 − 0◦ geometry. Figure 3.10 shows the
result. From the comparison of the two spectra we can see that including more inelastic
processes in our calculation does not change appreciably the final result. This means that,
for alkanedithiols monolayers, even in the dense configuration, q = 0 approximation for
phonons gives a good description of the IETS.
3.4 Beyond the wide-band approximation
In the LOE-WBA expression of current all quantities (Green’s functions, self-energies,
and Γ functions) are calculated at Fermi level. This means that we do not keep track
of the full energy dependence of the electronic structure. For molecules with a smooth
density of states in the energy scale of phonon excitations this approximation is expected
to work correctly.
Nevertheless, as we have seen in chapter 2, sulfur atoms introduce a relatively sharp
peak in the PDOS of alkanedithiols close to Fermi level. This peak is found also in
the transmission function. Thus, in this case, assuming a flat density of states over the
relatively broad energy range of alkane vibrational modes is no more rigorously justified
and the LOE-WBA could miss important effects.
The Meir-Wingreen expression of the current in Eq. (1.7), to the second order in the
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Figure 3.10: Comparison of the (a) IETS in the M (Γ)-approximation and (b) vibrational
density of states for the C4-DT-2× 2− 0◦ structure in two different cell sizes normalized
with respect to the number of supercells; a small gaussian broadening of 1 meV is used.
electron-phonon coupling matrix M , becomes:
IL = 2e
∫ ∞
−∞
d
2pi
(Tr[Gr0Σ
>
t G
a
0Σ
<
L −Gr0Σ<t Ga0Σ>L ] (3.23)
+ Tr[Gr0Σ
r
e−phG
r
0Σ
>
t G
a
0Σ
<
L −Gr0Σre−phGr0Σ<t Ga0Σ>L ] (3.24)
+ Tr[Gr0Σ
>
t G
a
0Σ
a
e−phG
a
0Σ
<
L −Gr0Σ>t Ga0Σae−phGa0Σ>L ] (3.25)
+ Tr[Gr0Σ
>
e−phG
a
0Σ
<
L −Gr0Σ<e−phGa0Σ>L ]). (3.26)
As for the LOE-WBA of the current, in the LOE approximation the IETS signal can be
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divided into a symmetric and an asymmetric contributions [111]:
∂2I(V ) = γλ∂
2Isym(V, ~ω, T,Nλ) + γk∂2Iasym(V, ~ω, T ), (3.27)
where
γλ = γi,λ + γe,λ. (3.28)
γk and γe,λ are the real and imaginary part, respectively, of the following term [111]:
Bλ = Tr[MλAR(µL)ΓL(µL)G
r(µL)MλAR(µR)−MλGa(µR)ΓL(µR)AR(µL)MλAL(µL)],
(3.29)
while
γi,λ = Tr[MλA˜L(µL)MλAR(µR)]. (3.30)
In the previous expression A˜L = G
aΓLG
r is the time reversed left spectral function. A
more complete derivation of the analytical expressions can be found in [111]. The term in
Eq. (3.26) (containing the lesser and grater electron-phonon self-energies Eq. (1.6)) and
the four terms in Eq. (3.24)-Eq. (3.25) containing the non-Hilbert part of the retarded and
advanced electron-phonon self-energies Eq. (1.5) generate the symmetric part of the IETS
while the terms containing Hilbert transform of the retarded and advanced self-energies
Eq. (1.5) generate the asymmetric part. This extension to the traditional approach allows
to obtain an improvement of the lineshape of the IETS. As shown in Ref. [111], in the case
of benezenedithiols, including the energy dependence of the electronic structure allowed
to reproduce the appearance of asymmetric features even for symmetric junctions.
3.4.1 IETS of alkanedithiolate in the LOE approximation
Earlier studies on the first-principles IETS of alkanethiolates in the LOE-WBA calcula-
tions were found to underestimate the amplitude of the high energy peak associated to
the CH2 vibrational modes [105]. In Figure 3.11 is shown the result from Ref.[105]. As we
can see from panels (b), the calculated inelastic signal associated to the CH2 vibrational
mode at approximately 375 meV is smaller compared to the experiments.
In order to check the effect of the energy dependence of the electronic structure on
the IETS we calculated the k-averaged inelastic spectrum for the C4-DT-2× 2− 0◦ and
C4-DT-2 × 2 − 38◦ geometries in the extended lowest order expansion approximation.
From Figure 3.12 we can see that now the height of the peak at approximately 375 meV
increases notably in both cases. This result demonstrates the importance of the energy
dependence of the electronic structure when calculating the inelastic signal of high energy
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Figure 3.11: (a) Experimental and (b) theoretical IETS (using LOE-WBA) of the alka-
nethiols shown in the left panel. Blue and red atoms in the left panel represent hydrogen
and deuterium, respectively. Reproduced from [105].
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Figure 3.12: Comparison of the IETS in the LOE-WBA and LOE approximation for the
C4-DT-2× 2− 0◦ and the C4-DT-2× 2− 38◦ geometries.
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modes.
3.5 Conclusions
The IETS of alkanedithiolates monolayers has been calculated in a DFT supercell ap-
proach for high (2 × 2) and low (4 × 4) coverage conditions. We presented here for the
first time a comparison between the commonly used Γ-point calculation (for both elec-
trons and phonons) with a more rigorous k-averaged result. Phonon momentum was kept
to zero. For both kind of systems we verified that an accurate convergence of the inelastic
spectra over k-points is essential to get the correct peak amplitudes. Considering just one
point of the Brillouin zone, although enough to capture the main features of the IETS,
for some vibrational excitation could lead to wrong results.
The k-converged IETS have been also compared to another approximation scheme
where, for each k, the inelastic spectrum is calculated using the Γ-point electron-phonon
coupling matrix M (Γ). This approach is computationally less expensive then the full
average and allows to get the same level of accuracy whenever the atomic movements
of the dynamical region do not affect the intercell parts of the Hamiltonian and overlap
matrices. This is typically the case of dilute monolayers with vibrations localized in the
molecular subspace.
We also verified the validity of the q = 0 approximation for phonons. In order to
do so we calculated the IETS for the alkanedithiolates in a dense monolayer using a
supercell two times the original one. In this way band folding projects over the Γ-point
zone boundary phonons. Even in these conditions the IETS does not present appreciable
changes compared to the case where a small supercell is used. This means that, for our
systems, q = 0 approximation is valid.
Based on the work of [111], the IETS of alkanedithiolates has been also calculated
keeping the full energy dependence of the electronic structure. In this case the ampli-
tude of the high energy peak associated to the CH2 vibrational mode increases notably
recovering the accordance with experimental results.
Chapter 4
Identification of covalent Au-C bond
between alkane and gold electrodes
by means of IETS
4.1 Introduction
In spite of their interesting electronic and transport properties, which can be finely tuned
by accurate choice of the anchoring groups, alkane chains present low values of conduc-
tance. This represents a strong limitation for possible applications in the field of molecular
electronics where a high on/off rations of the current is required. Thiol [117] and amine
[19] groups are the most prevalent anchoring groups in single-molecule transport stud-
ies. At the same time, however, other link groups are being explored since metal-molecule
links strongly influence the geometric and conducting properties of the molecular junction
[118, 119].
Recently very high conductance values have been experimentally achieved in alkane-
based molecular junctions starting from trimethyl tin (SnMe3)-terminated molecules [12].
More in detail, it was demonstrated that alkanes can form a direct Au-C bond with the
metallic surface. These molecules were initially synthesized with trimethyl tin end groups;
the SnMe3 groups were then detached in-situ at the junction, forming direct, covalent Au-
C bonds between Au atoms in the electrodes and the terminal C atoms in the molecular
backbone. The whole process is represented in Figure 4.1. In that condition it was possible
to achieve a conductance about 100 times larger than analogous alkane based molecular
junctions with other anchoring groups. This process of in-situ breaking and formation of
bonds that led to Au-C links has not yet been studied in detail. Therefore one cannot, in
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Figure 4.1: Trimethyl-tin groups Sn-(CH3)2 at both ends of the alkane chain are cleaved
in-situ from the main backbone promoting the formation of direct Au-C bonds between
the alkane chain and the gold surface. Reproduced from [12].
principle, rule out the occurrence of other bond breaking and formation processes under
different experimental conditions (eg. in ultra-high vacuum or at low temperature). In
particular, in Ref. [12], the authors initially considered another binding scenario, where
only a methylene group (and not the whole SnMe3) was removed at each end and the
alkane backbone was bonded via SnMe2 links.
In this chapter we employ ab-initio IETS calculations to unambiguously characterize
the metal/molecule junction in these two bonding scenarios: in one case an hexane chain is
connected to the gold surface through a covalent Au-C bond while in the second case a Sn-
(CH3)2 anchoring groups is used. Comparing the IETS of the pure alkane chain and of the
(SnMe3)-terminated molecule allows an unambiguous characterization of metal/molecule
bonding since the two molecules give qualitatively different spectra. For both kind of
molecules the IETS presents the typical peaks of alkane chains. Nevertheless, in the case
of (SnMe2)-terminated hexane, at low energies the Sn-(CH3)2 group gives an inelastic
signal which is not present in the case of the pure hexane chain with direct Au-C bond.
This peak allows to easily distinguish the two type of molecules. Also, the changes in the
IETS as a function of electrodes separation are rather different in the two cases and thus
represent an additional tool to characterize the junction.
4.2 Methods
Following a similar theoretical approach as in Ref. [12] we consider alkane chains formed
by six monomers and bonded to gold surface in two different configurations as shown in
Figure 4.2. In one case the molecule is directly bonded to the surface through a covalent
bond between the adatom and the first carbon atom (labeled C6-Au) while in the second
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case the molecule is anchored through the Sn-(CH3)2 group (C6-Sn). Relaxation of the
structures and the calculation of transmission were done using the DFT code TranSIESTA
[61, 62]; we used a single−ζ polarized basis for gold (Au) and a double−ζ polarized basis
for hydrogen (H), carbon (C) and tin (Sn) atoms. For gold we used the lattice constant
a = 4.14 A˚. All calculations were performed in the generalized gradient approximation
with the PBE exchange-correlation functional. We relaxed the molecule plus the adatoms
and the first gold layer until residual forces were below 0.02 eV/A˚. k-point sampling was
k = 5×5×1. Transmission at Fermi level has been calculated with a k-point sampling of
k = 15× 15× 1 for all electrode separations. The dynamical region for the calculation of
electron-phonon coupling includes the molecule and the gold adatoms. The calculations
(a)
(b)
L
C6-Au
C6-Sn
Figure 4.2: View of the two systems considered. Alkane is anchored to gold surface
through (a) a direct Au-C covalent bond and (b) a dimethyl-tin group. L defines electrode
separation and is measured between the second gold layers at the two sides of the junction.
In both cases the molecule is bonded to gold adatoms.
of phonon modes, electron-phonon matrix Mλ and of the inelastic spectra were carried
out with the Inelastica [48, 63] package. IETS at the LOE-WBA level were calculated
as an average over electron momentum. For the two kind of junctions we considered
five different electrode separations. Starting from an initial electrode separation L0 we
relaxed the whole structure after stretching the junction in steps of 0.05 A˚. Like in [12]
we found that alkane chains directly bonded to the gold surface give a transmission which
is approximately one order of magnitude higher than in the case where the Sn-(CH3)2
anchoring group is used (Figure 4.3). In all cases stretching the junctions induces an
almost perfectly linear reduction of the transmission at the Fermi level; this is related to
the weakening of the coupling between molecule and electrodes due to the stretching.
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Figure 4.3: Conductance at Fermi level as a function of electrodes separation for a) C6-Au
and b) C6-Sn.
4.3 IETS of C6-Au and of C6-Sn
The results of IETS calculations are shown in Figure 4.4. The labels in Figure 4.4 describe
the vibrational modes giving rise to a particular peak or group of peaks. The IETS signals
in the 50-200 meV range and their dependence on electrode separation show differences
which allow us to clearly distinguish between Au-C and Au-SnMe2 bound junctions. In
general, a clear signal in the IETS of alkane chains arises from C-H or C-C modes above
100 meV while low-energy peaks are associated with the heavier gold and tin atoms.
Peaks below ∼ 25 meV are related to the Au atoms [48]. Features corresponding to the
highly energetic vibrational modes of the CH3 groups (typically stretching modes) give a
relatively strong contribution above 300 meV.
In the case of C6-Au, the low-energy peak at 70 meV is given by a stretching of the
Au-C bonds at the two ends of the molecule. The frequency is smaller than the typical S-
Cstr stretching mode in alkanethiol-based junctions [34, 106, 107] where it is usually found
between 80 meV and 90 meV. Also in the case of C6-Sn, the first molecular IETS peak
is found around 70 meV. The mode giving rise to this peak is completely characterized
in terms of the Sn-Cstr mode. The vibrational signature of the Au-Sn mode, which lies
below ∼ 25 meV, does not appear clearly in the IETS. The features in the 120-135 meV
region can be described in both cases in terms of C-C stretching modes. C-Cstr modes
can also give non-negligible contributions in the low energy part of the spectrum since
they could result in a stretching or compression of the Au-C or Sn-C bonds. Between
140 and 150 meV the main contributions come from CH2 wag modes (CH
wg
2 ) while the
peak at 170 meV is given by CH2 scissor modes (CH
sc
2 ). Our calculations are in good
agreement with previous results from the literature [34, 105–108, 116].
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Figure 4.4: Calculated IETS of (a) C6-ad and (b) C6-Sn for five different electrode sepa-
rations. For clarity the spectra corresponding to different stretching conditions are shifted
by 0.5 V−1. For each geometry we compare the positive and negative part of IETS using
the same color code but different line thickness (the negative part is the thicker line). The
labels indicate different vibrational modes (str= stretch, rc= rock, wg= wag, tw= twist,
sc= scissor).
However, the biggest difference in the IETS signals comes from the C6-Sn peak cen-
tered at 90 meV, which corresponds to a CH3 rock mode. The same peak was also observed
in alkane-monothiols where it was seen at slightly higher energies (107-108 meV) [106]
and it was associated to the CH3 group at the end of the molecule. This peak is absent
in the case of C6-Au since it there are no CH3 groups, and the C6-Au spectra lack any
features in this energy range. This signal arising from the CH3 is therefore a signature
of SnMe2-bound junctions and allows us to unambiguously discriminate between both
binding scenarios.
The asymmetry of the C6-Sn junction (the upper dimethyl-tin group is slightly inclined
with respect to the surface normal while the lower group is almost perfectly parallel) is
responsible for the asymmetric feature of IETS with respect to bias polarity in the part
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of the spectrum relative to the rock mode of the (CH3)2 group. In the most stretched
configuration (2A˚) the effect of such asymmetry is more pronounced.
4.4 Mode characterization
In order to get a quantitative description of the vibrational modes giving rise to the main
inelastic peaks we defined the following quantity:
w =
|〈p|Ψi〉|
|p||Ψi| 0 ≤ w ≤ 1 (4.1)
The weight function gives a measure of the p−character of the vibrational eigenstate Ψi.
The vector p represents a probe mode that we use to characterize the i− th eigenstate. If
p = Ψi then the weight is maximum (w = 1). For each mode we choose to represent the
induced change in conductance proportionally to the area of filled circles. In Figure 4.5
(a)-(b) are shown the projection over the vibrational modes giving the first two molecular
peaks in the IETS of the C6-Au molecule. The peak around 70 meV corresponds to
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Figure 4.5: Projections over the (a) Au-C and (b) C-C stretching modes for C6-Au.
an in-phase stretching of the Au-C bonds at both ends of the molecule Figure 4.5 (a).
The out-of-phase mode does not give any signal in this case. The modes between 120
meV and 140 meV can be described in terms of C-C stretching modes [Figure 4.5 (b) and
Figure 4.6] although their character changes as a function of stretching. These modes have
a non-negligible weight also at lower energies (corresponding to the Au-C stretching) since
the movements of the C atoms result in a stretching of the bond between the adatom and
the first carbon atom of the backbone. The same reasoning holds also for the C6-Sn
molecule. The peak at approximately 70 meV is an in-phase stretching of the two Sn-C
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Figure 4.6: Projection over the stretching mode of the carbon atoms at 133meV for
C6-Au.
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Figure 4.7: (a)-(b) Projections over Sn-C and CH3 stretching modes for C6-Sn.
bonds [Figure 4.7 (a)] and the modes between 120 meV and 140 meV [Figure 4.8 (a)
and (b)] can be mapped to simple C-C stretching modes. The peak at 90 meV is the
vibrational fingerprint of the anchoring Sn-(CH3)2 group and it is given by an asymmetric
rocking mode of the CH3 groups [Figure 4.7 (b)].
The relative amplitude of the peaks shown in Figure 4.4 can be rationalized in terms
of the overlap between initial, final scattering states (Ψi,n and Ψf,m respectively) and the
deformation potential Mλ according to the following equation [44]:
|〈Ψf,n|Mλ|Ψi,m〉|2. (4.2)
The n and m labels are the indices of the scattering states while λ designates the phonon
modes. For both C6-Au and C6-Sn, we have one main transmission eigenchannel of σ
symmetry which decays exponentially along the whole length of the molecule through
the C-C bonds of the molecular axis. Interestingly, although the CH3 rocking mode does
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Figure 4.8: (a)-(b) Projections over C-C stretching modes for C6-Sn.
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Figure 4.9: Side view of transmission eigenchannels for (a) C6-Au and (b) C6-Sn junctions
corresponding to a scattering state coming from below. In both cases the eigenchannels
are of σ symmetry. The inset (c) shows the front view of the scattering state of C6-Sn.
not involve the carbon backbone of the molecule it still gives an appreciable contribution
to the IETS. The eigenchannel plots Figure 4.9 (b), (c) show that the scattering state
of C6-Sn has a significant amplitude on the methyl groups attached to the Sn atom.
This is consistent with the deformation potential associated with the CH3 mode at 90
meV having a non-zero overlap with scattering states on both sides of the molecule and
resulting in a peak in the IETS curves. With Eq. (4.2) at hand, we can now also rationalize
why the out-of-phase stretching mode of the Au-C bond does not give any signal. In
Figure 4.10 is shown the schematics of a model 6-atoms chain with the left- and right-
moving transmission eigenchannels of the type shown in Figure 4.9 (a) and a deformation
potential corresponding to an out-of-phase mode. In this particular case, the overlap
between the eigenchannels and the deformation potential gives two identical contributions
of opposite sign associated to the positive and negative part of the deformation potetial
(in between the overlap is zero). Thus, due to cancellation, such kind of mode is silent.
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Figure 4.10: Visualization of an out-of-phase mode in a 6-atoms chain with transmission
channel of type σ. Due to cancellation, this particular modes is silent.
4.5 IETS as a function of electrode separation
We now discuss the dependence of these low-energy peaks as a function of electrode
separation since it provides another means to clearly distinguish between C6-Au and C6-
Sn junctions. There are two main reasons for calculating the IETS of the molecules with
different electrode separations. The first one is that we cannot know a priori the real
electrode separation in the experimental setup. So this could lead to large disagreements
between theory and experiment. Calculating the IETS at different electrode distances
allows a more direct comparison of calculations with the experimental data. On the other
hand stretching the junction allows a better characterization of the peaks in the IETS.
Stretching in fact, induces a selective modification of chemical bonds (typically those one
lying along the principal axis of the molecule). So for example, if there are more than
one mode contributing to a single peak in the IETS, stretching the junction could induce
the softening of the longitudinal modes [107, 120] and the hardening of transverse modes
[121] allowing for the separation of the different contributions to some of the peaks.
Table 4.1 shows the stretching dependence (d~ω/dL) of the low energy peaks for
both junctions considered, calculated as the fit to the peak maxima over the 5 electrode
separations considered and averaged over positive and negative bias. The Au-Cstr peak
72 Chapter 4. Identification of covalent Au-C bond by means of IETS
of C6-Au shifts significantly upon junction stretching, having a red shift of 8 meV over a
2A˚ increase. For C6-Sn, the Sn-Cstr peak moves down by 4 meV over the same electrode
separation range. This is in part due to the fact that the C6-Sn junction is longer than
C6-Au, which distributes the stretching among more bonds, and in part due also to the
the stiffness of the different (Au-Sn, Sn-C and Au-C) chemical bonds. The softening rate
of the modes with C-Cstr character is more than two times higher for C6-Au than for
C6-Sn junctions. The small peak at 170 meV resulting from CH2 and C-C
str modes splits
in different contributions in both cases. More in detail, between 155meV and 173 meV
there are three modes giving the highest signals: one at 155 meV, another at 165 meV
and the third at 165 meV. The position in energy of the last one remains constant as a
function of stretching in both cases while for the first two the shift is larger in the case
of C6-Au. Finally, the signal at 90 meV, which is present only in the C6-Sn junction
and arises from the CH3 modes, has a rather weak distance dependence. Thus, from our
Table 4.1: Softening rate (d~ω/dL) of low energy peaks with respect to increasing elec-
trode separation for the C6-Au and C6-Sn junctions. The second column represents the
position of the peak in the L0 geometry.
Molecule Mode freq. (meV) d~ω/dL (meV/A˚) mode description
C6-Au 62 -4.0 Au-Cstr
122 -2.7 C-Cstr
133 -0.9 C-Cstr
155 -1.3 C-Cwg+C-Cstr
163 -4.1 C-Cwg+C-Cstr
C6-Sn 64 -2.0 Sn-Cstr
90 -0.6 CHrc3
125 -0.9 C-Cstr
135 -0.3 C-Cstr
155 -0.6 C-Cwg+C-Cstr
163 -1.6 C-Cwg+C-Cstr
calculations, we see that the dependence of IETS peak position on electrode separation
is much stronger for C6-Au than for C6-Sn. This points to a second mechanism by which
to obtain the composition of the molecular junction: quantifying the peak shifts in the
IETS signal with electrode separation.
4.6 IETS of deuterated molecules
We calculated the IETS for C6-ad and C6-Sn also after deuterating the whole molecule
(Figure 4.11). In both cases we get a down-shift of all peaks associated to CH2 modes
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Figure 4.11: IETS of the fully deuterated (a) C6-Au and (b) C6-Sn molecules in the L0
geometry, offset for clarity. Deuterium atoms are marked in violet.
which now mix with C-C stretching modes. The peak at 135 meV remains at the same
position for both molecules but now it is a combination of C-Cstr and CDsc2 modes. In
both cases two additional peaks appear slightly above 100 meV and at 116 meV. In that
energy range, besides the usual C-Cstr modes, we find CDwg2 and CD
sc
2 modes.
The most relevant result is that the peak associated to the CHrc3 mode, in the case of
C6-Sn, merges to the Sn-Cstr peak making it difficult to distinguish dimethyl-tin alkane
from the pure alkane chain. As before, when increasing electrode separation, the low
energy peak associated to the Sn-C mode shifts down in energy. On the other hand the
methyl groups of the Sn-(CH3)2 are not directly affected by stretching and, at L higher
than L0, we observe a splitting of the two contributions (Sn-C
str and CDrc3 ).
In order to quantify the contributions of each anchoring group we calculated the
IETS of the C6-Sn molecule deuterating selectively the upper and lower methyl groups.
In Figure 4.12 is shown the result. This kind of calculation allowed us to verify that,
even in a asymmetric junction, the two Sn-(CH3)2 groups contribute equally to the total
inelastic signal. The asymmetry with respect to the bias polarity is directly related to
the asymmetry of the molecule (due to the deuteration).
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Figure 4.12: IETS of C6-Sn after deuterating (a) upper and (b) lower methyl groups
separately. Offset for clarity
4.7 Convergence of the IETS
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Figure 4.13: IETS of (a) C6-Au and (b) C6-Sn assuming different values of the broadening
Vrms.
In Figure 4.13 is shown the IETS of (a) C6-ad and (b) C6-Sn assuming different values
of the Vrms, from 2 meV to 8 meV. In the case of C6-ad, depending on the value of Vrms
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and the stretching condition, we could observe from a minimum of 3 peaks (as in [107]) to
a maximum of 6 peaks as in [122] in the energy range between 50 meV and 140 meV. In
the case of C6-Sn, with Vrms = 2 meV, we can distinguish 7 peaks while in the worse case
(Vrms = 8 meV) at least four peaks are visible. As shown in chapter 3, convergence of the
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Figure 4.14: Comparison of the Γ-point calculation and a more rigorous k-points averaged
IETS for (a) the C6-Au and (b) the C6-Sn molecule with L = L0. As we can see, even
with the finest grid, the CHrc3 peak is still clearly visible.
IETS with respect to k-point sampling is an important issue to obtain the correct peak
amplitude. Figure 4.14 shows that, in this case, the Γ-point calculation differs appreciably
from the k-averaged IETS for both molecules; an accurate convergence of the spectrum
with respect to electron momentum is thus necessary in this case.
The calculations we have shown so far are based on the LOE-WBA; nevertheless,
as we have seen in chapter 3, for the high energy CH2 stretching modes, this approxi-
mation could not reproduce the experimental peak amplitude [106]. For this reason we
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Figure 4.15: Comparison between the IETS of the (a) C6-Au molecule and (b) the C6-Sn
molecule (at L = L0) in the LOE-WBA and in the LOE approximation. The spectra for
positive (negative) voltages are shown in solid (dashed) lines.
calculated the IETS in an LOE approximation where the full energy dependence of the
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electronic structure is maintained [111]. The results are shown in Figure 4.15. Even at
high frequencies, the two spectra do not differ appreciably.
4.8 Effect of electrodes shape on IETS
In order to check the effect of the shape of the electrodes we calculated the IETS consid-
ering different metal/molecule interfaces. In Figure 4.16 (a)-(c) are shown three junctions
with different metal/molecule interface geometries (adatom, trimer and pyramidal) and
the corresponding IETS [Figure 4.16 (d)]. The C6-Au I label refers to the L0 geometry.
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Figure 4.16: C6-Au molecule connected to gold surface through an (a) adatom (C6-Au
I), (b) a gold trimer (C6-Au II) and (c) a pyramid (C6-Au III). In (d) is shown the
comparison between the IETS of the three geometries. For each geometry the spectra for
positive (negative) voltages are shown in solid (dashed) lines.
In Figure 4.17 is shown the same calculation for the C6-Sn molecule. In the case of C6-Au
the presence of gold atoms with different configurations of the metal/molecule interface
does not introduce additional features in the energy range of interest. The slight shift
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Figure 4.17: C6-Sn molecule connected to gold surface through an (a) adatom (C6-Sn I),
(b) a gold trimer (C6-Sn II) and (c) a pyramid (C6-Sn III). In (d) is shown the comparison
between the IETS of the three geometries. For each geometry the spectra for positive
(negative) voltages are shown in solid (dashed) lines.
of the low energy peaks is due to different stretching conditions with respect to the L0
geometry.
In the case of the C6-Sn molecule, the most remarkable result is that, when connected
to the surface through the gold trimer (C6-Sn II), the peak associated to the CHrc3 mode
at approximately 90 meV becomes a peak-dip lineshape. The dip at 83 meV is given by
the out-of-phase mode analogous of the CHrc3 mode.
4.9 IETS of the Sn-(CH3)3 fragment
During the formation of the bond between the pure alkane chain and the gold surface, the
Sn-(CH3)2 fragment separates from the alkane chain and, after saturation with another
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methyl group, it could attach to the gold surface [12]. In this section we will show that
this molecule would give a very different inelastic spectrum compared to that of the alkane
chain and of the Sn-(CH3)2-functionalized alkane. In Figure 4.18 (a) is shown the side
view of the junction geometry for L = 14.0 A˚ while in Figure 4.18 (b) is show the IETS
at four different electrode separations.
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Figure 4.18: (a) Side view of the Sn-(CH3)2 fragment at L = 14.0 A˚ and (b) IETS the
Sn-(CH3)2 fragment at four different electrode separations.
As we can see, the vibrational modes giving the two peaks between 50 meV and 100
meV both contains a Sn-Au stretching character. This means that, in the case of isolated
Sn-(CH3)3 fragment, the vibrational fingerprint of the Sn atom appears at lower energies
(approximately 60 meV) than in the case of the Sn-(CH3)2-functionalized molecule. Also,
here increasing electrodes separation does not result in the stretching of the Sn-Au bond;
as a consequence, the Sn-Austr peak does not shift down in energy as a function of electrode
separation.
The other remarkable difference is that, as we could expect, the peaks corresponding
to C-C stretching are no more present; between 120 meV and 144 meV we find a single
peak given by a combination of Sn-C stretching and CH3 d-deform mode [106].
At higher energies (above 325 meV) we find a group of CH3 stretching and scissor
modes giving peaks with a much higher intensity compared to the case of the Sn-(CH3)2-
functionalized alkanes. In this case in fact, since the tip is much closer to the methyl
groups, there is a larger overlap between the tip eigenchannels and the deformation po-
tential induced by the CH3 modes. As an example, in Figure 4.19 (a) is show the CH3
stretching mode at 340 meV for the L = 14.0 A˚ geometry; since this mode lies on the
current path (black arrow) and the induced deformation potential is relatively high, the
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resulting inelastic signal is high. On the other hand, the high energy mode at 380 meV
shown in Figure 4.19 (b) lies relatively far from the main current flow and it gives a low
signal. The almost degenerate mode (375 meV) of the CH3 group close to the tip has a
lower deformation potential (not shown).
The high peak a 340 meV in the L = 14.0 A˚ configuration, when increasing electrodes
separation, moves to higher energies and merges with the peak at 366 meV, while the
peak at approximately 380 meV becomes much higher. As we already said, in the most
compressed geometry, the vibrational mode with the highest deformation potential lies
out of the main current path [Figure 4.19 (b)] and the CH3 group close to the tip gives a
low signal at 375 meV; as the top electrode is moved upward, the oscillation amplitude of
the CH3 group close to the tip increases [Figure 4.19 (b)-(d)]. As a consequence current
modulation as a function of atomic displacements becomes more effective and also the
inelastic signal produced by that mode.
(a) (b) (c) (d) (e)
Figure 4.19: (a) CH3 stretching mode at 340 meV for the L = 14.0 A˚ geometry. Since this
mode lyes on the current path (black arrow) and the oscillation amplitude is relatively
high, the resulting inelastic signal is strong. In (b)-(e) is shown the CH3 stretching mode
at 380 meV as a function of electrode separation.
4.10 Conclusions
In this chapter we used first principles IETS as a tool to determine the nature of the
metal/molecule junction between alkanes and a gold surface. Motivated by the work
presented in [12], where the molecular junction was realized starting from trimethyl-tin
functionalized alkanes, we focused on two bonding scenarios: in one case the alkane chain
binds directly to gold through a covalent bond between an atom of the surface and the
first carbon atom of the backbone; in the second case the alkane chain anchors to the
surface through a Sn-(CH3)2 group.
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What we have found is that the two systems show the typical inelastic signals of alkane
chains; nevertheless, at low energies, the Sn-(CH3)2-functionalized molecule presents a
characteristic peak coming from a rocking mode of the CH3 group. This distinctive
feature allows to unambiguously distinguish the two binding scenarios. Also, the shift
of the main inelastic peaks as a function of electrode separation provides and additional
tool to characterize the junction since the two molecules have very different behaviors. In
the case of the pure alkane chain with direct Au-C bond, in fact, the softening rate as a
function of the stretching is much higher than for the Sn-(CH3)2-functionalized molecule.
We have also shown how the full deuteration of the molecules would hide the main
differences in the IETS of the two systems making identification more difficult; on the
other hand, different electrode shapes would not modify substantially the main molecular
peaks in the two cases. Although in actual experiments traces of isolated Sn-(CH3)3
fragments could be present, we have shown that their vibrational spectra can be easly
distinguished from that one of the alkane chains.
Chapter 5
Inelastic transport in the master
equation approach
5.1 Introduction
Green’s function techniques represent nowadays a powerful and widely used tool for the
treatment of quantum transport in different regimes. For the case of weak coupling to
the leads the master equation provides a valid analytical alternative to the NEGF. In this
approach the main idea is to shift the perturbation from the system to the coupling to
the electrodes and treat exactly the central system; then the coupling to the electrodes is
treated perturbatively. The Hamiltonian of the isolated system contains the many-body
interactions, in our case the electron-phonon interactions. Polaron transformation allows
to decouple the electronic and phononic systems making the Hamiltonian easily solvable
(independently on the strength of the electron-phonon coupling).
Also, in the perturbation approach of Green’s function one typically retains just the
lowest order diagrams (second order in the electron-phonon coupling) corresponding to
single-phonon processes; the inclusion of highest order diagrams require a rather involved
analytical and computational extension of the standard formulation. On the other hand,
in the master equation approach, multi-phonon processes are naturally included; the
Hamiltonian of the device region can be defined such to contain an arbitrary number of
phononic replicas of the ground state spectrum.
In this chapter a basic theoretical introduction to the master equation is first presented.
Then few numerical results for a one electronic level coupled to a vibrational mode are
explained. More in detail, the current and differential conductance are explained in terms
of electronic and vibronic excitations. Then the evolution of the populations as a function
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of the applied bias has been studied and a dynamical cooling effect and subthreshold
processes have been explained in more detail in terms of rate equations. The case of
position dependent tunneling has also been explored and related to the formation of
population inversion.
5.2 Master equation
The starting point is the separation of the full system into a subsystem S and the en-
vironment B; the two subsystems are coupled through the tunneling Hamiltonian HT
[Figure 5.1]. The density matrix of the whole system is ρtot. The time evolution of the
HT HT
System
Environment
Htot
HS
HB
Figure 5.1: Partition of the whole system into subsystem S with Hamiltonian HS and
environment B (HB). HT is the tunneling Hamiltonian coupling the two subsystems.
total density matrix in the interaction picture is [123]:
ρ˙I,tot(t) = − i~ [HT,I(t), ρI,tot(t)]. (5.1)
In order to find a solution for this problem a formal integration is performed
ρI,tot(t) = ρI,tot(0)− i~2
∫ t
0
dt′[HT,I(t′), ρI,tot(t′)], (5.2)
where ρI,tot(0) is the total density matrix before interaction is switched on. Back substi-
tuting
ρ˙I,tot(t) = − i~2 [HT,I(t), ρS(0)⊗ ρB] +
i
~2
∫ t
0
dt′[HT,I(t), [HT,I(t′), ρI,tot(t′)]]. (5.3)
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Where we used:
ρI,tot(0) = ρS(0)⊗ ρB, (5.4)
where ⊗ is the tensor product. The previous expression means that the system and the
environment are assumed to be independent before the interaction (coupling) is switched
on. Tracing over the bath degree of freedom
ρ˙S,I(t) =
i
~2
∫ t
0
dt′TrB {[HT,I(t), [HT,I(t′), ρI,tot(t′)]]} . (5.5)
Up to second order in HT one can substitute ρI,tot(t
′) with ρS,I(t′)⊗ ρB and the equation
of motion for the reduced density matrix becomes
ρ˙S,I(t) =
i
~2
∫ t
0
dt′TrB {[HT,I(t), [HT,I(t′), ρS,I(t′)⊗ ρB]]} . (5.6)
This approximation is valid assuming weak molecule-electrode coupling. In the interaction
picture the time evolution of operators is governed by the Hamiltonian of the unperturbed
system; such Hamiltonian is usually chosen such to be solvable.
5.3 System Hamiltonian
We will consider a model system represented by a single electronic level coupled to two
electrodes whose general Hamiltonian is:
H = HS +HB +HT , (5.7)
where HB is the Hamiltonian of the bath:
HB =
∑
k,σ
kc
†
k,σck,σ, (5.8)
HT is the tunneling Hamiltonian:
HT =
∑
σ,k
τ(c†σ,kdσ + d
†
σcσ,k), (5.9)
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and Hs is the Anderson-Holstein Hamiltonian [58, 124, 125] of the central system (device
region) taking into account electron-electron and electron-phonon interaction:
HS =
∑
σ
0nˆσ +
~ω
2
(xˆ2 + pˆ2)
+ U(nˆ↑ − 1
2
)(nˆ↓ − 1
2
) + λ
∑
σ
nˆσxˆ. (5.10)
In the previous expression λ is the electron-phonon coupling constant, U the Coulomb
repulsion and σ is the spin index; the position and momentum operator xˆ and pˆ can be
expressed in terms of boson creation and annihilation operators as:
xˆ =
a+ a+√
2
,
(5.11)
pˆ =
a− a+
i
√
2
.
In the following we consider just one phonon mode. The problem now is that, because of
the electron-phonon interaction, the Hamiltonian (5.10) is not quadratic in the creation
and annihilation operators. With polaron transformation [126] it is possible to transform
the many-body Hamiltonian into a one-body problem. So, for all operators, we introduce
the following unitary transformation
Oˆ → O¯ = eSOˆe−S, (5.12)
with
S = −i λ
~ω
∑
σ
nσpˆ. (5.13)
nσ is the electron number operator (not a number). Using the nested commutator expan-
sion:
O¯ = O + [S,O] +
1
2!
[S, [S,O]] +
1
3!
[S, [S, [S,O]]] + . . . (5.14)
we get:
n¯σ = nσ + [S, nσ] + . . . = nσ, (5.15)
a¯ = a− 1√
2
λ
~ω
∑
σ
nσ, (5.16)
a¯† = a† − 1√
2
λ
~ω
∑
σ
nσ. (5.17)
5.4. Coupling to electrodes 85
The transformed Hamiltonian reads:
H¯ =
∑
σ
0nσ − 1
2
λ2
~ω
∑
σ,σ′
nσnσ′
+ ~ω(a†a+
1
2
) + U(n↑ − 1
2
)(n↓ − 1
2
). (5.18)
We can separate the second summation according to the spin index and we get:
H¯ =
∑
σ
(0 − 1
2
λ2
~ω
)nσ − 1
2
λ2
~ω
∑
σ 6=σ′
nσnσ′
+ ~ω(a†a+
1
2
) + U(n↑ − 1
2
)(n↓ − 1
2
). (5.19)
As we can see, the effect of electron-phonon interaction is to lower the energy by a quantity
proportional to the square of the adimensional electron-phonon coupling λ. The eigen
energies of the previous Hamiltonian are:
E0 = ~ω(m+
1
2
) +
U
4
, (5.20)
E1 = (0 − 1
2
λ2
~ω
) + ~ω(m+
1
2
)− U
4
,
E2 = 2(0 − 1
2
λ2
~ω
) + ~ω(m+
1
2
) +
U
4
,
where m is the phonon number. So, for each occupation number (0, 1 and 2), we have a
set of different energies corresponding to different phonon numbers.
5.4 Coupling to electrodes
As we already said, the time evolution of the operators in the interaction picture is
governed by the unperturbed Hamiltonian:
H0 = HS +HB, (5.21)
where HS and HB are the Hamiltonians of the isolated (not perturbed) system and bath
respectively. It is important to emphasize that, although the system Hamiltonian contains
the many-body electron-phonon interactions, after polaron transformation, it is exactly
solvable. Now we can modify the tunneling Hamiltonian Eq. (5.9) such to include a
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position-dependent term of the form eγxˆ [127, 128]; in the interaction picture HT reads:
HT,I(t) = e
i 1~ (HS+HB)tτ
∑
σ,k
(c†σ,kdσ + d
†
σcσ,k)e
γxˆe−i
1
~ (HS+HB)t
= ei
HS
~ tτ
∑
σ,k
(c†σ,ke
i
k
~ tdσ + d
†
σcσ,ke
−i k~ t)eγxˆe−i
HS
~ t
= τ
∑
σ,k
(c†σ,ke
i
k
~ tdσ(t)e
i
HS
~ t + d†σ(t)e
i
HS
~ tcσ,ke
−i k~ t)eγxˆe−i
HS
~ t
= τ
∑
σ,k
(c†σ,ke
i
k
~ tdσ(t) + d
†
σ(t)cσ,ke
−i k~ t)eγxˆ(t), (5.22)
where the operators d(t), d†(t) and eγxˆ(t) are expressed in the interaction picture. In
deriving Eq. (5.22) we used the following result:
d
dt
ck,σ(t) = − i~kck,σ(t), (5.23)
whose solution is:
ck,σ(t) = ck,σe
− i~ kt. (5.24)
We also used the relation:
eA+B = eAeBe−
1
2
[A,B]. (5.25)
In Eq. (5.22) the fermion operators in the device region (dσ and d
†
σ) commute with e
−i 1~HBt
and ei
1
~HBt (and anticommute with c†k,σ and ck,σ) while the operator e
γxˆ commutes with
all the fermion operators (of both device and electrode subspaces) but does not commute
with e±i
1
~HSt since it also contains boson operators.
5.5 Approximations
The equation of motion for the reduced density matrix Eq. (5.6) depends on the past
history from t′ = 0 to t′ = t. If we assume that the system has no memory, we can do the
following substitution:
ρS,I(t
′)→ ρS,I(t), (5.26)
and we get
ρ˙S,I(t) =
i
~2
∫ ∞
0
dt′TrB {[HT,I(t), [HT,I(t′), ρS,I(t)⊗ ρB]]} (5.27)
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The previous substitution is called Markov approximation. Substituting Eq. (5.22) in
Eq. (5.27) we get sixteen terms eight of which are zero for the properties:
Tr{c†k,σc†k′,σ′ρB} = Tr{ck,σck′,σ′ρB} = 0. (5.28)
So we finally end up with the following eight terms:
Tr{c†k,σck′,σ′ρB}ei
kt−k′ t
′
~ dσe
γxˆe−i
HS
~ td†σ′e
γxˆei
HS
~ tρsred
−Tr{c†k,σρBck′,σ′}ei
kt−k′ t
′
~ dσe
γxˆρsrede
−iHS~ td†σ′e
γxˆei
HS
~ t
Tr{ck,σc†k′,σ′ρB}e−i
kt−k′ t
′
~ d†σe
γxˆe−i
HS
~ tdσ′e
γxˆei
HS
~ tρsred
−Tr{ck,σρBc†k′,σ′}e−i
kt−k′ t
′
~ d†σe
γxˆρsrede
−iHS~ tdσ′eγxˆei
HS
~ t
−Tr{c†k′,σ′ρBck,σ}e−i
kt−k′ t
′
~ e−i
HS
~ tdσ′e
γxˆei
HS
~ tρsredd
†
σe
γxˆ
−Tr{ck′,σ′ρBc†k,σ}ei
kt−k′ t
′
~ e−i
HS
~ td†σ′e
γxˆei
HS
~ tρsreddσe
γxˆ
Tr{ρBc†k′,σ′ck,σ}ei
kt−k′ t
′
~ ρsrede
−iHS~ tdσ′eγxˆei
HS
~ td†σe
γxˆ
Tr{ρBck′,σ′c†k,σ}ei
kt−k′ t
′
~ ρsrede
−iHS~ td†σ′e
γxˆei
HS
~ tdσe
γxˆ, (5.29)
where ρsred is the reduced density matrix of the device region in the Schro¨dinger repre-
sentation. The trace at the beginning of each term is the electrode correlation function
which can be written in the following way:
Tr{c†k,σck′,σ′ρB} = δk,k′δσ,σ′f(k − µ), (5.30)
where µ is the chemical potential of the electrodes. From the previous terms we can write:
∑
k
f(k − µ)e i~ k(t−t′) =
∫ ∞
−∞
d
∑
k
δ(− k)f(− µ)e i~ (t−t′) = (5.31)
=
∫ ∞
−∞
dDf(− µ)e i~ (t−t′),
where D is the density of states of the electrodes. The next approximation we do is to
assume that the density of states of the electrodes is constant, that corresponds to a wide
band approximation.
The last approximation is the so-called secular approximation where we retain just
the diagonal terms of the density matrix (populations):
〈n,m|ρ˙red,I |n,m〉 (5.32)
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and neglect the off diagonal terms called coherences. The previous approximation is valid
in the limit where the coupling to the electrodes is smaller than the phonon energy; in
our case:
2pi
~
D|τeγ〈xˆ〉|2 < ω0, (5.33)
where ω0 is the phonon energy and τ the coupling to the electrodes. For the one level
model considered here we get the following equations describing the time evolution of the
populations:
P˙m0 =
∑
α,m′
{
− 2ΓEm0 ,Em′1α Pm0 +
∑
σ
ΓE
m′
1 ,E
m
0
α P
m′
1,σ
}
, (5.34)
P˙m1,σ =
∑
α,m′
{
ΓE
m′
0 ,E
m
1
α P
m′
0 − [ΓE
m
1 ,E
m′
0
α + Γ
Em1 ,E
m′
2
α ]P
m
1,σ + Γ
Em
′
2 ,E
m
1
α P
m′
2
}
, (5.35)
P˙m2 =
∑
α,m′
{∑
σ
ΓE
m′
1 ,E
m
2
α P
m′
1,σ − 2ΓE
m
2 ,E
m′
1
α P
m
2
}
, (5.36)
where α refers to the electrode (source, drain), (N,N ′) to the particle number, (m,m′)
to the energy level while the Γ functions are given by:
Γ
EmN ,E
m′
N+1
α = γ
m,m′
α f((E
m′
N+1 − EmN )− eVα) (5.37)
Γ
Em
′
N+1,E
m
N
α = γ
m,m′
α [1− f((Em
′
N+1 − EmN )− eVα)]. (5.38)
Where the coefficients are:
γm,m
′
α =
2pi
~
D|Fm,m′|2. (5.39)
The term Fm,m
′
will be defined in the following section. The stationary solution to the
time-dependent expression of populations can be written in the following way:
∑
α
∑
N ′=N±1
∑
m′
(Γ
EmN ,E
m′
N′
α P
m
N − Γ
Em
′
N′ ,E
m
N
α P
m′
N ′ ) = 0. (5.40)
From the previous expressions the conditions defining the allowed transitions from/to the
generic state EmN are easily derived; more in detail, for the source contact:
Γ
EmN ,E
m′
N+1
S ⇒ Em
′
N+1 < E
m
N +
Vb
2
(5.41)
Γ
Em
′
N ,E
m
N−1
S ⇒ EmN−1 < Em
′
N −
Vb
2
, (5.42)
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while on the drain we have:
Γ
EmN ,E
m′
N+1
D ⇒ Em
′
N+1 < E
m
N −
Vb
2
(5.43)
Γ
Em
′
N ,E
m
N−1
D ⇒ EmN−1 < Em
′
N +
Vb
2
. (5.44)
5.6 Franck-Condon parabola
The basis of the interacting system (|N,m〉1) can be expressed in terms of the non-
interacting one (|N,m〉0) through the following transformation:
|N,m〉1 = e−S|N,m〉0. (5.45)
Applying the previous transformation to the expression of the populations we get the
following terms
Fm,m
′
= 0〈N ′,m′|eSτα(xˆ)e−SeSdσe−S|N,m〉0 = (5.46a)
= ταe
− 1
2
γλ
~ω (n
′+1)
0〈m′|eγxˆ+i
λ
~ω pˆ|m〉0. (5.46b)
since:
eSτ(xˆ)e−S = τeγ(xˆ−
1
2
λ
~ω
∑
σ nσ) (5.47)
eSde−S = dei
λ
~ω pˆ (5.48)
The term between brackets in 5.46b is the Franck-Condon (FC) factor [125] giving the
overlap between vibrational eigenstates. The largest is the overlap, the highest is the
transition probability between the states m and m′. Eq. 5.46b is valid in the most general
case of asymmetric coupling to electrodes. In the limit of weak electron-phonon coupling
[λ = 0.01 in Figure 5.2 (a)] the Franck-Condon factors define a diagonal in the |n,m〉,|n−
1,m′〉 basis. This means that just the transitions between states with the same phonon
number are allowed. When we increase λ [λ = 2 in Figure 5.2 (b)] off-diagonal transitions
between states with different phonon number start to be more important than those
diagonal and the FC factors define a symmetric parabola with respect to the diagonal.
At higher phonon numbers the FC factors become progressively smaller. In the most
general case of asymmetric coupling to the electrodes where the tunneling Hamiltonian
depends on the position, Franck-Condon parabola acquires an asymmetric shape with
respect to diagonal excitations. In Figure 5.3 is shown an example for one positive and
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Figure 5.2: Symmetric (γ = 0) Franck-Condon parabola for (a) λ = 0.01 and (b) λ = 2.
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Figure 5.3: Franck-Condon parabola for (a) λ = 2, γ = −0.1 and (b) λ = 2, γ = 0.1.
one negative value of the asymmetry parameter γ. Importantly now, unlike the case of
position-independent tunneling, the FC factors increase as a function of phonon number.
5.6.1 Franck-Condon blockade
As shown in Figure 5.2 (b), strong electron-phonon coupling suppresses diagonal tran-
sitions between states with the same phonon number. As a consequence, depending on
the strength of λ and on the bias voltage, current flow could be completely blocked. In
Figure 5.4 is shown a schematics of the transitions as a function of λ. For a given bias volt-
age Vb, small values of λ allow the system to switch between states with different particle
numbers. On the other hand a large λ would require higher biases to make transitions
possible. This regime is called Franck-Condon blockade [57, 58] and appears as a gap in
the stability diagram of the current or differential conductance with respect to the bias
and gate voltage. In Figure 5.5 is shown an example of the differential conductance for
the particular case where λ =
√
(20 − U)~ω = 3. The dashed white lines following the
diamond edges define the first electronic excitations while the equidistant lines running
parallel to them are the vibronic excitations. The labels N = 0 and N = 1 define the
regions with particle number 0 and 1, respectively. As we can see, at the crossing point of
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Figure 5.4: Schematic representation of off-diagonal transition processes for (a) weak and
(b) strong electron-phonon coupling. The D and S letters represent drain and source
transitions respectively.
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Figure 5.5: Stability diagram in the Franck-Condon blockade regime.
the diamond edges, current is suppressed. This effect is more pronounced for molecules
where strong phonon relaxation mechanisms bring the system rapidly to its ground state.
5.7 Results
5.7.1 Current and differential conductance
The set of eigenvalues defined by the equations 5.20 is represented visually in Figure 5.6
(a) as a function of the electron occupation number for Vg = 0, 0 = 1, ~ω = 1, U = 3.5,
λ = 0.6 and 30 phonons. As we can see, for this particular choice of parameters, at Vg = 0
the 1-particle levels are those at lower energy.
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An external gate voltage results in up-shift of the 1- and 2-particle levels proportionally
to the occupation number [Figure 5.6 (b)]. The corresponding current and differential
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Figure 5.6: (a) Spectrum at eVg = 0 and (b) eVg = 3.
conductance with respect to eVb and at eVg = 3 eV are show in Figure 5.7. After an
initial plateau with zero current, at approximately 3.6 eV current increases suddenly.
After this first high step there are a series of three smaller equally spaced steps and, at
approximately 11.62 eV, another relatively high current increase is observable. These
changes in the I-V curve result in sharp peaks in the differential conductance shown in
Figure 5.7 (b). The first high peak in the dI/dV curve (step in the I-V curve) corresponds
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Figure 5.7: (a) Current and (b) differential conductance assuming U = U . The transitions
associated to elastic processes are marked by red arrows while the vibronic transitions
between the 0- and the 1-particle states are marked by green arrows.
to the first allowed electronic transition between the ground states of the 0-particle E00
at -1.5 eV and that one of the 1-particle E01 at 0.32 eV. The three smaller side peaks
correspond to the vibronic excitations shown in Figure 5.8 (a). The relative amplitude of
the electronic and vibronic peaks depends on the strength of the electron-phonon coupling.
As we have seen in fact, high values of λ suppress transitions between states with the
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same phonon occupation number and, at the same time, favour those corresponding to
off-diagonal transitions. This means that, as λ increases, a reduction of the first electronic
peak and an increase of the vibronic peaks is expected.
The second high peak happens when also the ground state of the 2-particle spectrum
E02) enters the bias window at Vb = 2(E
0
2 −E01). Nevertheless, as shown in Figure 5.8 (b),
at the same energy another vibronic excitation is present (4v). So these two excitations
contribute to the same peak (the other vibronic excitations between the ground state
of the 0-particle spectrum and the excited states of the 1-particle states are at higher
energies compared to the E02 − E01 threshold). This is due to the particular choice we
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Figure 5.8: Energies corresponding to the first electronic excitation (red lines) and first
three vibronic excitations (green lines).
made for U (U = 4); in this particular case in fact, the excitation energies between the
1-particle and the 0-particle states (Em
′
1 − Em0 ) can match those between the 2-particle
and the 1-particle states (Em
′
2 − Em1 ). From 5.20, the condition in order the two set of
excitations to match is:
∆m21 = ∆m10 +
U
~ω
(5.49)
where ∆m21 and ∆m10 are integers defining the difference between the phonon numbers
of two excited states (the subindexes represent the number of particle). As we can see,
when U is an integer (with ~ω = 1), we can always find some ∆m2,1 and ∆m1,0 such to
satisfy the previous equation. If a non-integer value of U is used (U = 3.5 for example) a
richer excitation spectrum is obtained [Figure 5.9 (a)-(b)]. In this case the peaks related
to the transitions between the 0- and 1-particle states alternate with a series of additional
peaks coming from the transitions between the 1- and the 2-particle states (Figure 5.10).
5.7.2 Populations as a function of the bias
In Figure 5.11 (a) are shown the populations of the 0- and 1-particle states as a function
of the applied bias for U = 3.5, 0 = 1, T = 0.01 and an electron-phonon coupling
λ = 0.4. The 2-particle states have been shifted at higher energies in order to exclude their
contribution from the dynamics of the populations. At zero bias only the zero particle
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Figure 5.9: (a) Current and (b) differential conductance assuming U = 3.5. The transi-
tions associated to the elastic processes are marked by red arrows; the vibronic transitions
between the 0- and the 1-particle states are marked by green arrows while those between
the 1- and the 2-particle states are indicated by blue arrows.
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Figure 5.10: Energy spectrum with the corresponding electronic and vibronic excitations
between (a) the 0- and the 1-particle states and (b) the 1- and the 2-particles states.
state is occupied; as the voltage reaches 2(E10 − E00) eV, the populations redistribute
almost equally between the 0- and the 1-particle states. Then, above Vb = 2(E
1
1 − E00)
eV, a series of regularly spaced steps in the population are observable. These steps can
be explained in terms of out-scattering processes from the 1-particle states on the source
contact:
Γ
Em
′
1 ,E
m
0
S ⇒ Em0 < Em
′
1 −
Vb
2
. (5.50)
From Eq. (5.50) we can see that, any time an energy level of the 1-particle states enters
the bias window, one cooling channel on the source closes; this makes the heating of the
1-particle levels more effective. Thus the steps are located at Vb = 2[(E
0
1 + n~ω) − E00 ]
(where n is the phonon number).
On the drain contact, on the other hand, more cooling channels are present since the
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Figure 5.11: Populations assuming (a) ΓD/ΓS = 1 and (b) ΓD/ΓS = 10. Panels (a.1) and
(b.1) show the populations for the 0-particle states while panels (a.2-3) and (b.2-3) those
for the 1-particle spin up and down, respectively.
bias constraints define a larger energy window:
Γ
Em
′
1 ,E
m
0
D ⇒ Em0 < Em
′
1 +
Vb
2
. (5.51)
This means that the cooling of the 1-particle levels can be effectively increased by increas-
ing the electronic coupling at the drain side. In Figure 5.11 (b) is shown the result for
ΓD/ΓS = 10. In the case of strongest coupling to the drain contact the rate Eq. (5.51)
depopulate the 1-particle levels and, at the same time, populate the 0-particle states.
The electron-phonon coupling λ could strongly affect population distribution as a
function of the applied bias. In Figure 5.12 is shown the comparison between the previous
case with λ = 0.4 and a case with stronger electron-phonon coupling λ = 1. In the case
of high λ, the populations of high energy levels get sensibly reduced. This is due to the
fact that, at high λ, off-diagonal transitions open more channels for the cooling. Also, as
the phonon number increases, the diagonal terms allowing for the ladder climbing can get
sensibly smaller thus hampering the heating process.
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Figure 5.12: Populations for (a) λ = 0.4 and (b) λ = 1. Panels (a.1) and (b.1) show
the populations for the 0-particle states while panels (a.2-3) and (b.2-3) those for the
1-particle spin up and down, respectively.
5.7.3 Dynamical cooling
As we have seen in section 5.7.2, when only the 0- and the 1-particle states are considered,
increasing the external bias induces the heating of the system. Nevertheless, the presence
of the 2-particles states could mediate additional processes (even before the threshold bias
Vb = 2(E
0
2 −E01)) contrasting the heating and even reversing the process of population of
the energy levels with high phonon number.
Looking at the populations of the 1-particle states in Figure 5.13 (a) we can see that,
at approximately 9.4 eV, the high energy levels of the 1-particle state start to depopulate
as a function of bias and the ground state E01 suddenly becomes populated. So, increasing
the bias, we have first heated up and then cooled down the 1-particle state. In order to
rationalize this finding it is useful to look at the process populating and depopulating the
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Figure 5.13: Populations assuming (a) symmetric (ΓD/ΓS = 1) and (b) asymmetric
coupling to the source and drain lead (ΓD/ΓS = 0.3) when considering also the 2-particle
states. Panels (a.1) and (b.1) show the populations for the 0-particle states, panels (a.2-3)
and (b.2-3) those for the 1-particle spin up and down, respectively, while in panels (a.4)
and (b.4) are shown the populations of the 2-particles states.
E01 level. For the in-scattering transitions we have:
Γ
Em0 ,E
0
1
S ⇒ E01 < Em0 +
Vb
2
(5.52)
Γ
Em0 ,E
0
1
D ⇒ E01 < Em0 −
Vb
2
(5.53)
Γ
Em2 ,E
0
1
S ⇒ E01 < Em2 −
Vb
2
(5.54)
Γ
Em2 ,E
0
1
D ⇒ E01 < Em2 +
Vb
2
, (5.55)
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while for the out-scattering processes:
Γ
E01 ,E
m
0
S ⇒ Em0 < E01 −
Vb
2
(5.56)
Γ
E01 ,E
m
0
D ⇒ Em0 < E01 +
Vb
2
(5.57)
Γ
E01 ,E
m
2
S ⇒ Em2 < E01 +
Vb
2
(5.58)
Γ
E01 ,E
m
2
D ⇒ Em2 < E01 −
Vb
2
. (5.59)
While all the conditions for in-scattering processes (at approximately 9.4 eV) are satisfied,
out scattering is only possible through the drain process 5.57. The other three processes
5.56, 5.58 and 5.59 are strictly blocked by bias conditions. The depopulation of the ground
state E01 is thus governed by just one drain process 5.57.
This could also be verified by looking at the population distribution when decreasing
the ratio ΓD/ΓS [Figure 5.13] (b); the E
0
1 level is more effectively populated (more effective
cooling) since we reduce the drain process 5.57 with respect to the source processes 5.52
and 5.54.
This combination of parameter thus allows for the effective cooling of the 1-particle
state. More in general, in order to observe dynamical cooling we should need the ground
state E01 to be relatively close in energy to E
m
0 and lower than the 2-particle states. This
condition would enhance the in-scattering process (5.52-5.55) while reducing at the same
time the out-scattering (5.56-5.59).
Looking at the equation 5.20 we can see that this condition can be satisfied in presence
of large electron-electron interaction U, whose effect is to lower the energy of the 1-particle
state and to increase that one of the 2-particle state. Also, asymmetric coupling to the
leads can enhance this effect if the coupling to the source electrode is larger than to the
drain.
5.7.4 Sub-threshold processes
In Figure 5.14 (a) are shown the populations of the 2-particle states close to the bias
threshold Vb = 2(E
0
2 − E01). As we can see, when the E02 level enters the bias window,
the 2-particle states get populated. Nevertheless it could be demonstrated that, for a
sufficiently high electron-phonon coupling constant λ, the low energy levels of the 2-
particle states can get populated even below the threshold bias.
As in the previous case, we derive the equation of the in- and out-scattering rates; for
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Figure 5.14: Populations of the 2-particles states for (a) λ = 0.2 and (b) λ = 0.5. In the
second case states get populated before the threshold bias Vb = 2(E
0
2 − E01).
the in-scattering we have
Γ
Em1 ,E
m′
2
S ⇒ Em
′
2 < E
m
1 +
Vb
2
(5.60)
Γ
Em1 ,E
m′
2
D ⇒ Em
′
2 < E
m
1 −
Vb
2
, (5.61)
while for the out-scattering processes:
Γ
Em
′
2 ,E
m
1
S ⇒ Em1 < Em
′
2 −
Vb
2
(5.62)
Γ
Em
′
2 ,E
m
1
D ⇒ Em1 < Em
′
2 +
Vb
2
. (5.63)
For our particular choice of U and λ condition 5.60 is satisfied while the rate 5.61 would
require a large electron-phonon coupling λ in order to populate the 2-particle states Em
′
2
from the 1-particle states Em1 (we should couple the 1-particle energy levels with high m
to those of the 2-particle state with low m′). On the other hand, the conditions to have
out-scattering 5.62 and 5.63 are all satisfied. So, for low λ, the out-scattering processes are
dominant. If we increase λ, then off-diagonal transitions allow to populate the 2-particle
state also through the rate 5.61 and we can populate the 2-particle states before reaching
the threshold E02 − E01 .
In Figure 5.14 (b) are shown the populations for λ = 0.5. As we can see, at approxi-
mately 9.4 eV (well below the threshold Vb = 2(E
0
2 − E01) = 11.4 eV), the lowest energy
levels of the 2-particle states get populated.
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5.7.5 Position-dependent tunneling and population inversion
In the case of position-dependent coupling to the leads, the Franck-Condon parabola
assumes an asymmetric shape as shown in Figure 5.3. Also, looking at the expression
giving the overlap between vibrational eigenstates we can see that a resonance condition
between λ and γ could be met. Now it is useful to define the dimensionless parameter
g = λ/~ω. In Figure 5.15 is shown the Franck-Condon parabola in logarithmic scale
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Figure 5.15: Franck-Condon parabola in logarithmic scale at the resonance condition
γ = −g = −0.7.
when assuming γ = −g. In this situation, only the transitions between the |m,n − 1〉
state and the |m′, n〉 state with m′ > m are allowed. With the condition γ = −g, in fact,
Eq. (5.46b) becomes:
FCm,m′ = 〈m′|eγxˆ+i λ~ω pˆ|m〉0 (5.64)
= 〈m′|e−
√
2ga†|m〉0 (5.65)
Which implies that m′ has to be larger than m; for m = m′, the only non-vanishing term
of the expansion in Eq. (5.65) is the 0-th order term. Thus the diagonal elements of the
FC parabola are 1 which allows for an effective ladder climbing process already at low
bias. Also, unlike the off-resonance case, the FC factors increase as a function of m.
If we assume the previous resonance condition to be satisfied on the drain contact we
get that, for the 1-particle state, all out-scattering processes Γ
Em
′
1 ,E
m
0
D with m > m
′ are
closed (the condition Em0 < E
m′
1 + Vb/2 is satisfied just for those m
′ > m). This means
that there are less cooling channels for the 1-particle states; this condition, combined with
the result FCi,i = 1, makes the heating of the 1-particle states more effective. In this
situation high energy levels can get populated through the Γ
Em0 ,E
m′
1
S processes. Also, the
in-scattering processes Γ
Em0 ,E
m′
1
D (which tend to populate the energy levels with low m
′)
5.7. Results 101
are strictly blocked.
In Figure 5.16 (a) are shown the populations for γ = −g = −0.7 (also here, since
the 2-particle states do not enter into play, they are shifted at higher energies). Panels
(a.1) and (b.1) show the populations for the 0-particle states while panels (a.2-3) and
(b.2-3) those for the 1-particle spin up and down, respectively. The populations of the
1-particle states have been multiplied by 10. As we can see, such strong asymmetries in
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Figure 5.16: Populations at the resonance condition γ = −g = −0.7 for (a) symmetric
and (b) asymmetric coupling to the leads (ΓD/ΓS = 10). With a stronger coupling to the
drain contact the population inversion on the 0-particle states is more effective. Panels
(a.1) and (b.1) show the populations for the 0-particle states while panels (a.2-3) and
(b.2-3) those for the 1-particle spin up and down, respectively. The populations of the
1-particle states have been multiplied by 10.
the coupling rates have a striking impact on populations distribution; for positive bias a
population inversion is observable for both the 0- and the 1-particle states. On the drain
contact, the off-diagonal FC factors with m′ > m are relatively high and they increase
as a function of m. As a consequence, the scattering rates Γ
Em
′
1 ,E
m
0
D are strong and high
energy levels of the 0-particle states can get more populated then low energy levels. This
situation generates the population inversion.
So, the resonance condition on the tunneling parameter promotes population inversion
basically through two mechanisms: 1) the effective heating of the 1-particle states due
to the high diagonal elements of the FC parabola on the drain and the reduction of the
number of cooling channels (also on the drain) and 2) through the high tunneling rate
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from the high energy levels of the 1-particle states to lower energy levels of the 0-particle
states Γ
Em
′
1 E
m
0
D .
Since the population inversion is basically controlled by drain processes, an asymmetric
coupling to the electrodes with ΓD > ΓS should enhance the population inversion of the
0-particle levels. In Figure 5.16 (b) is shown the result assuming a strong asymmetry in
the coupling to the electrode with ΓD = 10ΓS.
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Figure 5.17: Populations at the resonance condition (a) γ = −g = −0.7 and (b) γ =
−g = −0.5. The populations of the 1-particle states have been multiplied by 10. With
lower values of the electron phonon-coupling the population inversion is established at a
lower bias.
The strength of the electron-phonon coupling controls the heating of the populations
as a function of bias. For large λ, off-diagonal transitions allow an effective cooling of
the high energy levels (of the 1-particle states) and a more effective filling of the low
energy levels while lower values of λ induce a fast heating of the high energy levels (less
cooling channels). In Figure 5.17 are shown the populations for γ = −g = −0.7 and
γ = −g = −0.5 (also here, the populations of the 1-particle states have been multiplied
by 10). In the second case the condition of population inversion for the 1-particle states
starts at lower bias and also higher energy levels get populated.
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5.8 Conclusions
In this chapter a short introduction to the theory of master equation for the treatment of
quantum transport as well as the main approximations on which the final result is based
has been presented. In a second part the spectrum of a single level model coupled to a
vibrational mode is shown and the relative current-bias curve and differential conductance,
for a fixed gate voltage, is explained in terms of electronic and vibronic excitations. The
populations as a function of the applied bias are also studied assuming different electron-
phonon coupling and with asymmetric coupling to the leads. For a particular combination
of parameters, a cooling of the 1-particle states as a function of bias is also demonstrated
and explained in terms of transitions between the 1- and the 2-particles states.
Finally it has been studied the case of position-dependent tunneling. It was shown
that a particular resonance condition between the electron-phonon coupling and the
position-dependent tunneling parameter leads to a strong asymmetry in the Franck-
Condon parabola. If this resonance condition is assumed on the drain, less cooling chan-
nels for the 1-particle states are available and a population inversion as a function of the
applied bias could be obtained. Also here the effects of different electron-phonon coupling
strengths and of the asymmetry in the coupling to the leads is shown.
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Chapter 6
Summary
In this thesis the electronic and transport properties of alkane-based molecular junctions
are studied by means of first-principles electronic structure methods. Density functional
theory (DFT) in combination with nonequilibrium Green’s function (NEGF) have allowed
to gain an insight into the elastic and inelastic transport properties of different molecular
junctions.
In the first chapter, after few sections on the motivations of this work, a short intro-
duction to the theoretical and computational basis of the simulation techniques used in
this thesis is presented.
In chapter 2 is shown how the nature of the anchoring groups and the local geometry
of the metal/molecule interface control the electrostatics of band alignment process and
the conduction properties of the molecular junctions. For the case of thiol-functionalized
alkanes, a molecular dipole at the S-C bond is found to play the dominant role; also, a
relatively stable metal/molecule interface geometry allows for the controllable tuning of
the conduction properties of the junction. In the case of amino-terminated molecules on
the other hand, band alignment process is the result of a more complex combination of
the charge redistribution and molecular dipole effects; also, unlike for alkanedithiolates,
the changes in the junction geometry are not a continuous function of the tilt angle. Thus,
in this second case, the conduction properties cannot be changed smoothly as a function
of tilt.
The inelastic transport characteristics of alkanes are also addressed; in chapter 3, the
IETS of alkanedithiolates with different tilt angles with respect to surface normal and
monolayer coverage is studied at different levels of approximation, allowing to verify the
reliability and limitations of traditional approaches. An average of the inelastic spectrum
over electron momentum is found to be a necessary procedure in order to get the converged
amplitude of the main inelastic peaks. A computationally less expensive scheme, where
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the k-average is calculated using the electron-phonon coupling matrix in the Γ-point, is
demonstrated to provide reliable results whenever the movements of the atoms in the
dynamical region do not affect intercell couplings. It is also demonstrated how, including
the full energy dependence of the electronic structure in the calculation of IETS, could
be important to quantify the contribution of high energy modes.
In chapter 4 the IETS is used to uniquely identify the nature of the alkane-gold
junction. Two bonding scenarios are considered: in one case the alkane chain is anchored
to a gold surface through a covalent Au-C bond while in the second case a dimethyl-
tin group is used. The vibrational fingerprint of the methyl groups of dimethyl-tin-
functionalized alkanes allows to clearly distinguish these two bonding scenarios. The
energy shift of the main inelastic peak as a function of electrodes separation provides an
additional tool to identify the two molecular junctions. In the case of the pure alkane
chain, in fact, the softening rate is much higher than in the case of the functionalized
molecule.
Finally, in chapter 5, different inelastic processes in the vibronic regime for a one-level
system are explored by means of the master equation. The main features in the current
and the differential conductance are explained in terms of transition processes between
the many-body states of the system. The dynamics of the populations as a function of
the applied bias is also studied and a cooling effect is demonstrated. Also, for the case
of position-dependent tunneling to the electrodes a condition of population inversion is
found.
6.1 Outlook
The results presented in this thesis emphasize the importance of the theoretical and com-
putational approach to gain a deeper insight into the fundamental processes governing the
mechanism of elastic and inelastic transport through nanoscale systems. Although huge
steps toward a quantitative prediction of the conduction properties of molecular systems
have been done in the recent years, still much remains to clarify or discover. In this sense,
the understanding and the control of the inelastic processes, from the improvement or
extension of existing theories to the formulation of new approaches, maybe represent one
of the most interesting fields with a wide range of possible future applications. Heat-
ing, energy dissipation or phonon-induced current degradation in nanoscale devices are
fundamental issues for the downscaling of current micro and nanoelectronic devices.
The study of current induced atom dynamics can shine light onto the process of
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electromigration, which is responsible for the breaking or the formation of nanoscale
contacts [129–131]. Also, STM tunneling experiment on molecular adsorbates have shown
the possibility to promote current-induced molecular switching or chemical reactions.
To this extent, selective excitation of vibrational modes and the control of anharmonic
couplings could drive the system through the desired reaction path.
In the field of thermoelectricity a more realistic modeling would require the self-
consistent treatment of electron and phonon flow in a nonequilibrium situation [132].
The first-principles description of multiphonon processes or phonon relaxation mecha-
nisms (such us those due to electron-hole generation [133]) could provide an additional
tool in the search for higher thermoelectric efficiency.
For all the previous cases, Green’s function and master equation represent two among
the most powerful techniques for the theoretical and computational treatment of inelastic
transport with possibilities for further extensions. Expansion of the Green’s function
beyond the second order in the electron-phonon coupling (to account for higher order
processes) or strong electron-phonon coupling are only few examples of possible directions.
In the case of master equation the extension to the case of intermediate to strong coupling
to the electrodes has recently been addressed.
From the study of the electrostatics of the band alignment processes in the second
chapter an hopefully clear picture of the structure-properties relationship has emerged.
Although these findings provide a quite general description, a more advanced theoretical
treatment of the electronic structure (such as GW [78]) could furnish additional insight
into these phenomena.
A natural extension of the k-averaged calculation of the IETS would be to relax the
q = 0 approximation such to allow the study of systems with transversal dispersion of
phonon bands. Also, systems with sharp features or a rapidly varying DOS close to
the Fermi level represent an interesting test-bed to explore further the importance of
the energy-dependence of the electronic structure on the IETS. In extreme cases one
could expect lasing (strong enhancement of phonon emission) or blocking (due to the
absence of available density of states) of vibrationally active modes. Another possible
in-depth analysis could involve the structure of the electron-phonon coupling. In the
Taylor expansion of the electron-phonon coupling, if higher order terms are retained,
then the perturbation expansion of Green’s function generates terms of the first order
in the electron-phonon coupling [134]. This could have an impact on both the energy
renormalization of the electronic structure and the inelastic processes. Also, recent studies
on C60 molecule have shown how, an accurate calculation of the electronic structure (at
the GW level [77]), could lead to values of the electron-phonon coupling appreciably
different from traditional DFT calculations [135].
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Appendix A
Perturbation expansion of
interacting non-equilibrium Green’s
function
When the system is driven out of equilibrium by an external bias the perturbation expan-
sion of the Green’s function should take into account both the many-body interactions
and the external potential. Here we want to derive an explicit expression of Green’s
function in this particular situation. We start with the following equation of motion:
i~∂t(ΨH(1)Ψ†H(1
′)) = (i~∂tΨH(1))Ψ†H(1
′) + δ(1− 1′)
= δ(1− 1′) +H1ΨH(1)Ψ†H(1′) +
∑
q
Mλq A
λ
qΨH(1)Ψ
†
H(1
′), (A.1)
where ΨH(1) is the annihilation field operator in the Heisenberg picture and H1 is the
single particle Hamiltonian containing the external potential H1 = H0 + U . We used the
following properties:
i~∂tΨH(1) = [ΨH(1), Hˆ] = [ΨH(1), Hˆ1] + [ΨH(1), Hˆint]
= H1ΨH(1) +
∑
q
Mλq A
λ
qΨH(1),
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since
[ΨH(1), Hˆ1] = ΨH(1)
∫
Ψ†H(2)H1(2)ΨH(2)d2
−
∫
Ψ†H(2)H1(2)ΨH(2)d2ΨH(1)
= H1(1)ΨH , (1)
where we used the commutator relations:
ΨH(1)Ψ
†
H(2)ΨH(2) = [δ(1− 2)−Ψ†H(2)ΨH(1)]ΨH(1)
= δ(1− 2)ΨH(1)−Ψ†H(2)ΨH(1)ΨH(2)
and
{ΨH(1),ΨH(2)} = 0.
Analogously for the interaction term :
Hˆint =
∫
Ψ†H(2)ΨH(2)
∑
q,λ
Mλq A
λ
q (2)d2 (A.2)
=
∫
Ψ†H(2)ΨH(2)Hint(2)d2, (A.3)
whose commutator with the field operator ΨH(1) gives:
[ΨH(1), Hˆint] = Hint(1)ΨH(1) (A.4)
=
∑
q,λ
Mλq A
λ
q (1)ΨH(1). (A.5)
So, coming back to the equation of motion, we can write:
(i~∂t −H1)ΨH(1)Ψ†H(1′) =
= δ(1− 1′) +
∑
q
Mλq A
λ
qΨH(1)Ψ
†
H(1
′), (A.6)
from which
ΨH(1)Ψ
†
H(1
′) = (i~∂t −H1)−1δ(1− 1′) (A.7)
+ (i~∂t −H1)−1
∑
q
Mλq A
λ
qΨH(1)Ψ
†
H(1
′).
111
Now we consider the non-interacting system described by the single particle Hamiltonian
H1; the equation of motion for the field operators in the Interaction picture is:
i~∂t(ΨI(1)Ψ†I(1
′)) = (i~∂tΨI(1))Ψ†I(1
′) + δ(1− 1′)
= δ(1− 1′) +H1ΨI(1)Ψ†I(1′), (A.8)
where we used
i~∂tΨI(1) = [ΨI(1), Hˆ1]
= H1ΨI(1).
So we can write
ΨI(1)Ψ
†
I(1
′) = (i~∂t −H1)−1δ(1− 1′). (A.9)
So the starting equation of motion can now be written as:
ΨH(1)Ψ
†
H(1
′) = ΨI(1)Ψ
†
I(1
′)+ (A.10)
+(i~∂t −H1)−1
∑
q
Mλq A
λ
qΨH(1)Ψ
†
H(1
′).
The operator (i~∂t −H1)−1 could be written as:
(i~∂t −H1)−1 =
∫
(i~∂t −H1)−1δ(1− 2)d2. (A.11)
Using this last expression the equation of motion becomes:
ΨH(1)Ψ
†
H(1
′) = ΨI(1)Ψ
†
I(1
′) +
∫ ∑
q
Mλq A
λ
q (i~∂t −H1)−1δ(1− 2)ΨH(2)Ψ†H(1′)d2
= ΨI(1)Ψ
†
I(1
′) +
∫ ∑
q
Mλq A
λ
qΨI(1)Ψ
†
I(2)ΨH(2)Ψ
†
H(1
′)d2. (A.12)
Now we can iterate the previous equation until second order and finally we get (we neglect
the first order term because, when ensemble averaging, it finally vanishes)
ΨH(1)Ψ
†
H(1
′) = ΨI(1)Ψ
†
I(1
′) (A.13)
+
∫ ∑
q
Mλq1A
λ
q1
ΨI(1)Ψ
†
I(2)
∫ ∑
q
Mλq2A
λ
q2
ΨI(2)Ψ
†
I(3)ΨH(3)Ψ
†
H(1
′)d3d2.
(A.14)
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Now we truncate this infinite expansion (the term ΨH(3)Ψ
†
H(1
′) would continue indefi-
nitely the expansion) substituting the Heisenberg operators ΨH(3)Ψ
†
H(1
′) of the interact-
ing system with the field operators in the Interaction picture ΨI(3)Ψ
†
I(1
′)
ΨH(1)Ψ
†
H(1
′) ∼= ΨI(1)Ψ†I(1′) (A.15)
+
∫ ∫ ∑
q1
Mλq1A
λ
q1
Mλ−q1A
λ
−q1ΨI(1)Ψ
†
I(2)ΨI(2)Ψ
†
I(3)ΨI(3)Ψ
†
I(1
′)d3d2,
(A.16)
where we applied phonon momentum conservation (δq2=−q10〈Tc {Aq1Aq2}〉0 6= 0). For the
most general case (temperature higher than zero, presence of interactions and external
potential) Green’s function is defined as [59]:
G(1, 1′) = 〈Tc {ΨH(1)ΨH(1′)}〉 (A.17)
=
eβH0w(t0, t0 − iβ)Tc {ΨH(1)ΨH(1′)}
Tr [eβH0w(t0, t0 − iβ)] ,
where the w(t0, t0 − iβ) operator runs over the small imaginary branch of the Keldysh
contour. In steady-state:
lim
t0→−∞
w(t0, t0 − iβ) = 1, (A.18)
so Green’s function becomes:
G(1, 1′) = 〈Tc {ΨH(1)ΨH(1′)}〉 (A.19)
=
eβH0Tc {ΨH(1)ΨH(1′)}
Tr [eβH0 ]
,
where:
eβH0
Tr [eβH0 ]
= 〈 〉0, (A.20)
is the ensemble average with respect to the ground state of the system. So, in steady
state, we have:
G(1, 1′) = 〈Tc {ΨH(1)ΨH(1′)}〉 (A.21)
= 〈Tc {ΨH(1)ΨH(1′)}〉0.
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If we apply the ensamble average A.20 to equation A.16 we get
〈Tc
{
ΨH(1)Ψ
†
H(1
′)
}
〉0 ∼= 〈Tc
{
ΨI(1)Ψ
†
I(1
′)
}
〉0+
+
∫ ∫ ∑
q1
Mλq1M
λ
−q1 〈Tc
{
Aλq1A
λ
−q1
}〉0 〈Tc {ΨI(1)Ψ†I(2)ΨI(2)Ψ†I(3)ΨI(3)Ψ†I(1′)}〉0 d3d2.
(A.22)
Now we should observe that phonon operators are still in the Heisenberg picture. Nev-
ertheless we recall that the following trasformation allows to go from the Interaction to
the Heisenberg picture:
AHq = Tc
{
SicS
′
cA
I
q
}
. (A.23)
Nevertheless, if the phonon system is at equilibrium and without interactions the previous
equation is:
AHq = Tc
{
SicS
′
cA
I
q
}
= AIq . (A.24)
So, in these conditions, we can apply Wick’s decomposition to equation A.22.
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Appendix B
Electron-phonon self-energies
The most general Hamiltonian for a system out of equilibrium and in presence of inter-
actions reads:
Hˆ = H0 +Hi +H
′(t). (B.1)
The equilibrium Hamiltonian H contains just the solvable part H0 and the interactions
Hi; H
′(t) is the time dependent external potential. For the system described by the
previous Hamiltonian the expression of Green’s function in momentum space reads:
G(k, τ, τ ′) = −i~−1〈TC{cˆk(τ)cˆ†k(τ ′)}〉, (B.2)
where cˆk(τ) and cˆ
†
k(τ
′) are the creation and annihilation operators in the Heisenberg
picture and TC is the contour ordering operator. Since our systems are periodic just in
the plane perpendicular to transport direction we always implicitly refer to k‖. Out of
equilibrium and at temperature higher than zero the average of a generic operator Oˆ(t)
is given by
〈Oˆ(t)〉 ≡ Tr[ρOˆ(t)], (B.3)
with
ρ =
eβH
Tr[eβH ]
. (B.4)
As usual the idea is to change the operators from the Heisenberg to the Interaction picture
and to express the average with respect to the noninteracting Hamiltonian H0
G(k, τ, τ ′) = −i~−1 〈TC{SCck(τ)c
†
k(τ
′)}〉0
〈TC{SC}〉0 , (B.5)
where the ck(τ) operators are expressed in the Interaction picture and the SC operator
contains both the external potential and the interaction Hamiltonian in the Interaction
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picture:
SC = e
−i~−1 ∫C HextI (τ)dτe−i~−1 ∫C˜ HintI (τ)dτ . (B.6)
The integral in the first exponential is performed over the real part of the Kadanoff-Baym
contour (C1 ∪C2 in Figure B.1) while the integral in the second exponential is done over
the small imaginary part of the contour (C˜). In our case the perturbation H intI is the
t
t0 C1
C2
C˜
C = C1 ∪ C2 ∪ C˜
Figure B.1: Kadanoff-Baym contour
electron-phonon interaction:
H intI (t) =
∑
k,q,λ
Mλk+q,kc
†
k+q(t)ck(t)Aq,λ(t), (B.7)
where λ is the phonon band index and Aq,λ(τ) is
Aq,λ(t) = bq,λ(t) + b
†
−q,λ(t) (B.8)
= eiH0tbq,λe
−iH0t + eiH0tb†−q,λe
−iH0t (B.9)
= bq,λe
−iωq,λt + b†−q,λe
iω−q,λt, (B.10)
since:
i~
∂
∂t
bq,λ(t) = [bλ, H0] (t) (B.11)
= ωq,λbq,λ, (B.12)
and finally
bq,λ(t) = e
−iωq,λt/~bλ. (B.13)
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If we apply Wick’s decomposition to the result of Appendix A we get:
δk1+q1,k1δk2−q1,k2G0(k1, τ1, τ1)G0(k2, τ2, τ2)G0(k0, τ, τ
′) (B.14)
δk1+q1,k1δk2−q1,k0δk2,k0G0(k1, τ1, τ1)G0(k0, τ, τ2)G0(k0, τ2, τ
′) (B.15)
δk1+q1,k2δk1,k2−q1G0(k2, τ2, τ1)G0(k1, τ1, τ2)G0(k0, τ, τ
′) (B.16)
δk1+q1,k2δk2−q1,k0δk1,k0G0(k0 + q1, τ2, τ1)G0(k0, τ, τ2)G0(k0, τ1, τ
′) (B.17)
δk1+q1,k0δk1,k2−q1δk2,k0G0(k0, τ, τ1)G0(k0 − q1, τ1, τ2)G0(k0, τ2, τ ′) (B.18)
δk1+q1,k0δk1,k0δk2−q1,k2G0(k0, τ, τ1)G0(k0, τ1, τ
′)G0(k2, τ2, τ2) (B.19)
where we applied momentum conservation. We get just one phonon momentum since:
− i〈TCAq1(τ1)Aq2(τ2)〉0 = δ−q1,q2D0(q1, τ). (B.20)
The terms corresponding to disconnected Feynmann diagrams cancels with the denomi-
nator while the remaining give the Hartree and Fock self-energies:
G0(τ1,τ
′)
G0(τ2,τ)
G0(τ2,τ)
G0(τ2,τ
′)
G0(τ1,τ1)
G0(τ2,τ1)
D0(ω,q)
k0
k0
k0k0
k1
k0 + q
q = 0
Figure B.2: Hartree and Fock terms of the expansion.
Σe−ph,F (τ1, τ2, k) =
∑
λ,q
Mλk+q,kD
λ
0 (q, τ1, τ2)G0(k + q, τ2, τ1)M
λ
k,k+q, (B.21)
Σe−ph,H(τ1, τ2, k) =
∑
λ,k1
Mλk,kD
λ
0 (0, τ1, τ2)G0(k1, τ1, τ1)M
λ
k1,k1
, (B.22)
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and Dλ0 (q, τ1, τ2) is the free phonon propagator:
Dλ0 (q, τ1, τ2) = −i〈TC{Aλq (τ1)Aλ−q(τ2)}〉. (B.23)
Appendix C
Molecular tilt angle as a function of
applied force
As we have shown in Chap. 2, molecular gating effect is controlled by the chemical nature
of the anchoring group and by the metal/molecule interface geometry; in principle, for a
given orientation of the molecule, the length of the molecules should not affect the band
alignment process. Nevertheless, in real systems, the self-assembly process could lead to
different molecular tilt angles and orientations depending on the length of the molecules
forming the SAM. This means that the gating effect could actually depend on the length
of the alkane chain and an external force (such as the pressure of a STM tip) could
result into very different energy level shifts. In Figure C.1 are shown the experimental
data corresponding to the transition voltage spectroscopy measurements on alkanethiols
grafted over gold nanocrystals. The figure shows that the shift (and the position) of the
Figure C.1: Transition voltage spectroscopy measurements of the HOMO level position.
Reproduced from [136].
molecular level as a function of the applied force depends on the length of the molecules,
being larger for the shorter alkane chain.
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The results presented in this section demonstrate that the response of a SAM to an
external force in terms of the tilt of the molecules could be very different depending on
the orientation of the molecules. The system under study is a self-assembled monolayer
(SAM) formed by short (eight monomers) and long (twelve monomers) alkane chains
ending with one methyl group (CH3) on both sides; later on C8 and C12 respectively.
The aim here is to study the response of the monolayer to an external force focusing on
the effect of just the length and orientation (defined by a tilt, rotational and twist angle)
of the molecules excluding from the analysis the effects of substrate and anchoring groups.
For this reason the choice of considering a pure alkane chain seems adequate.
C.1 Methods
The monolayer was modeled using the typical supercell approach of ab-initio density func-
tional method (periodic boundary conditions with Bloch representation of the Hamilto-
nian eigenstates) and assuming just one molecule for each supercell. The orientation of
the monolayer is defined by the three angles shown in Figure C.2. For the molecular crys-
φ
ψ
θ
d
x
y
z
Figure C.2: The molecular tilt angle θ is the angle between the molecular principal axis
and the surface normal while φ and ψ represent the rotational and twist angle respectively.
The parameter d is the intermolecular distance.
tal was assumed the
√
3×√3 30◦ lattice geometry with the experimental intermolecular
distance d = 5.05A˚. Also the tilt angle θ of the molecules was fixed to the commonly
reported value of 30◦[137–139]. The electronic structure calculations and the relaxations
were performed with the DFT code SIESTA[61] over a real-space grid of 400 Ry using a
double-ζ plus polarization (DZP) basis for the C, and H atoms and an energy shift of 0.02
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Ry. We used a Brillouin zone sampling of 6× 6× 1 k-points. The height of the supercell
in the z-direction was fixed to 25A˚ for C8 and 30A˚ for C12. Total energy was converged
with respect to these parameters.
C.2 Potential energy surface
In order to determine the minimum energy orientation of C8 and C12 we calculated
the total energy as a function of the twist and rotational angles φ and ψ respectively
[Figure C.3 (a) and (b)] using the relaxed geometry of the two isolated molecules. We
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Figure C.3: Total energy as a function of twist and rotational angles for a) C8 and b)
C12 with PBE functional. The tilt angle θ has been fixed to 30◦. In the case of C8 the
minimum of energy is at φ = 9◦, ψ = 132◦ while in the case of C12 the minimum of energy
is at φ = 8◦, ψ = 132◦.
found that the energy landscape shows periodicity of 60◦ for φ (due to the C6 symmetry
axis of the hexagonal lattice) and 180◦ (C2 axis of the alkane chain) for ψ [Figure C.4].
When using PBE-GGA functional [98] we found that, in the case of C8, the minimum
of energy is at φ = 9◦, ψ = 132◦ while in the case of C12 the minimum of energy is at
φ = 8◦, ψ = 132◦. We performed the same calculation using the van der Waals (vdW)
functional as implemented in SIESTA (according to the scheme described in [140]) in order
to take into account the nonlocal dispersion correlations; in this case the two minima shift
in both cases at φ = 6◦ and ψ = 138◦. So we found that, if no effects of substrate and
anchoring groups are considered and assuming the same coverage (same d), C8 and C12
relax to the same minimum energy configuration as already found in a previous work[141].
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Figure C.4: Total energy as a periodic repetition of the unit cell defined in the interval:
−30 ≤ φ ≤ 30 and 0 ≤ ψ ≤ 180.
C.3 Tilt versus applied force
For four different combinations of the rotational and twist angles (φ and ψ respectively)
all the other degrees of freedom of the molecule have been relaxed. Then, for each
conformation, the whole molecule was tilted rigidly with respect to the carbon atom of
the lower CH3 group (θ defines the tilt angle with respect to surface normal) in order to
calculate the tilt-vs-force curve. Force was calculated as the derivative of total energy as
a function of SAM thickness z:
F = −∂E
∂z
(C.1)
In Figure C.5 is shown the result. As we could expect the force increases as a function
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Figure C.5: Tilt versus force for C8 and C12 with (a) PBE and (b) vdW functional [140].
of the tilt with a slope which depends on the particular orientation of the molecules.
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Figure C.6: Compression of the monolayer with respect to the height at θ = 30◦ as a
function of the applied force for (a) C8 and (b) C12 with PBE and vdW functionals.
Concerning the dependence of the tilt-force curve on the length of the molecules we can
see that, for given values of φ and ψ, we do not get qualitatively different results between
C8 and C12; the length of the molecules does not affect the relation between applied force
and tilt of the molecules. Including van der Waals forces does not modify the picture.
Also, the orientation of C8 and C12 corresponding to the energy minimum is the same.
This result is robust with respect to the kind of functional used and has been confirmed
by previous work[141].
Also, depending on the twist and rotational angles, molecules can have very different
tilt angles at the same applied force.
In Figure C.6 is shown the compression of the monolayer as a function of the applied
force for C8 and C12. Compression is calculated with respect to the height of the molecule
at θ = 30◦. As we can see, for a fixed combination of φ and ψ, the force needed to compress
the monolayer by the same ∆z is higher for the shorter molecules.
In summary, we calculated the tilt as a function of applied force at four different twist
and rotational angles for short and long alkanes. We found that C8 and C12 respond
with approximately the same tilt under the same applied force; this behavior is confirmed
for different twist and rotational angles. Nevertheless, for a given external force, different
tilt angle can be found depending on φ and ψ.
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Resumen
La continua reduccio´n de taman˜o de los componentes electro´nicos ha impulsado la investi-
gacio´n hacia la bu´squeda de posibles alternativas a los tradicionales dispositivos y materi-
ales basados en silicio u otros semiconductores. En este sentido, ya desde los an˜os setenta,
las estructuras moleculares han sido reconocidas como un interesante objecto de investi-
gacio´n; sus taman˜os extremadamente reducidos permiten seguir con la miniaturizacio´ de
los procesos tecnolo´gicos y aumentar la eficiencia y prestaciones de los dispositivos. Por
el otro, la gran flexibilidad de la s´ıntesis qu´ımica abre las puertas a una capacitad poten-
cialmente ilimitada para modificar las propiedades electro´nicas y de conduccio´n ele´ctrica
de las uniones moleculares. La disciplina que se ocupa del estudio de estos sistemas es
la electro´nica molecular. Las propiedades de transporte electro´nico a trave´s de uniones
moleculares representa entonces un campo de gran intere´s no solo desde un punto pu-
ramente especulativo, sino tambie´n desde un punto de vista aplicado. Adema´s de la
gran variedad de posibles aplicaciones en el campo de la electro´nica/nanoelectro´nica, el
estudio de las propiedades de transporte electro´nico en nanoestructuras tiene una impor-
tancia fundamental para la comprensio´n de los procesos de transporte, almacenamiento
y conversio´n de la energ´ıa. De todas las mole´culas estudiadas desde un punto de vista
teo´rico y experimental, las que quiza´s han sido mejor caracterizadas son los alcanos. Estas
mole´culas son simples cadenas lineares de a´tomos de carbono (conectados por medio de
enlaces covalentes simples) saturadas con dos hidro´genos. Los dos extremos de la cadena
pueden ser saturados con diferentes grupos funcionales que establecen el enlace con los
electrodos de la unio´n molecular y condicionan de manera significativa sus propiedades
electro´nicas y de transporte ele´ctrico. En el estudio de las propiedades de transporte, dos
de las terminaciones ma´s comunes son tioles y aminas. Estos grupos funcionales forman
enlaces estables y bien definidos con los electrodos de oro, lo que permite obtener resul-
tados experimentales relativamente claros y reproducibles. Tambie´n desde un punto de
vista teo´rico, los alcanos son mole´culas bien caracterizadas. La distancia entre el Highest
Occupied molecular Orbital (HOMO) y el Lowest Unoccupied molecular Orbital (LUMO)
es amplia (del orden de 8 eV) y el nivel de Fermi de los electrodos t´ıpicamente cae dentro
de este “gap”; el transporte es por tanto de tipo “tu´nel” (fuera de resonancia) y la funcio´n
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de onda decae de manera exponencial a lo largo de la longitud de la mole´cula. Los grupos
funcionales pueden introducir estructuras en la densidad de estados (DOS) dentro del gap
y modificar significativamente las propiedades de conduccio´n. Recientemente se ha de-
mostrado que las cadenas de alcanos pueden establecer un enlace directo con la superficie
de oro sin ningu´n tipo de grupo; el ultimo a´tomo de carbono de la cadena establece di-
rectamente un enlace covalente con un a´tomo de oro. En estas condiciones se han medido
valores de la conductancia ordenes de magnitud ma´s altos que aquellos obtenidos con
con los t´ıpicos grupos funcionales. Estos resultados representan un importante paso ade-
lante en la bu´squeda para nuevos dispositivos moleculares. En esta tesis se han estudiado
las propiedades de transporte ela´stico e inela´stico de uniones moleculares formadas por
alcanos con diferentes grupos funcionales y diferentes conformaciones. Para ello se han
usado ca´lculos de primeros principios basados en la teor´ıa del funcional de la densidad
(DFT) junto con el formalismo de la funcio´n de Green fuera de equilibrio (NEGF). Esta
metodolog´ıa representa hoy en d´ıa una de las te´cnicas ma´s usadas para el estudio de las
propiedades de transporte de sistemas nanometricos. En el primer cap´ıtulo se han estudi-
ado los procesos de alineamiento de niveles entre los estados moleculares y los estados de
los electrodos en funcio´n del a´ngulo de inclinacio´n de las mole´culas con respecto a la nor-
mal a la superficie de los electrodos [superficies de oro (111)]. Para cada tipo de mole´cula
(alcanoditioles y alcanodiaminas) se han calculado el coeficiente de transmisio´n y las den-
sidad de estados proyectada (PDOS) sobre las distintas especies qu´ımicas en funcio´n del
a´ngulo de inclinacio´n, y para dos longitudes diferentes de las mole´culas. Mientras que
para los alcanoditioles el transporte tiene lugar a trave´s de la cola del HOMO, en el caso
de la aminas esta´ dominado por el “LUMO-dominated”. El azufre introduce un pico
cerca del nivel de Fermi y en funcio´n del a´ngulo de inclinacio´n de las mole´culas los niveles
moleculares cambian su energ´ıa. Este efecto ha sido denominado “molecular gating” y es
substancialmente distinto en los dos casos. En el caso de los alcanoditioles, la densidad
de estados proyectada sobre los a´tomos de hidro´genos presenta una traslacion gradual
hacia arriba cuanto mayor es el a´ngulo de inclinacio´n. La trasmisio´n al nivel de Fermi au-
menta correspondientemente. En el caso de las alcanodiaminas este movimiento es mucho
menos controlable; inicialmente los niveles moleculares se mueven hacia energ´ıas menores
y luego, para las configuraciones ma´s inclinadas, hacia arriba. De esta forma tambie´n el
coeficiente de trasmisio´n cambia de manera no continua. Los procesos de alineamiento
de niveles han sido explicados en los dos casos como la suma de dos efectos: un dipolo
molecular intr´ınseco de la mole´cula (localizado en el grupo funcional) y un dipolo de inter-
accio´n debido al enlace qu´ımico entre las mole´culas y la superficie meta´lica. Para las dos
mole´culas se han calculado las dos contribuciones en diferentes condiciones de inclinacio´n
(es decir, para cada tipo de mole´cula y geometr´ıa, se han calculado la ca´ıda de potencial
debida a la proyeccio´n sobre la direccio´n de la normal a la superficie del dipolo molecular
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y el potencial de renormalizacio´n de los niveles debido a la redistribucio´n de carga) y se
ha representado el movimiento de los niveles moleculares en funcio´n de cada uno de estos
dos te´rminos. En el caso de los alcanoditioles se ha observado un comportamiento casi
perfectamente lineal de la posicio´n de los niveles con respecto al dipolo molecular (local-
izado aproximadamente en el enlace carbono-azufre) en funcio´n del a´ngulo de inclinacio´n.
Mientras que el potencial de renormalizacio´n debido a la redistribucio´n de carga (que es
positivo e indica una acumulacio´n de carga en el lado de la mole´cula) permanece practica-
mente constante con respecto al a´ngulo de inclinacio´n. Por tanto, para los alcanoditioles,
el cambio de energa de los niveles en funcio´n de la inclinacio´n (molecular gating) puede
ser explicado perfectamente en te´rminos del dipolo molecular. Para el caso de las alcan-
odiaminas la situacio´n es ma´s complicada: primero, como ya he explicado, el movimiento
de los niveles con la inclinacio´n no es monotono, segundo las dos componentes del dipolo
de intercara (molecular y de interaccio´n) tienen una dependencia relativamente fuerte del
a´ngulo de inclinacio´n. El primer efecto se puede explicar mirando a la geometr´ıa local
de la intercara entre mole´cula y metal. Mientras en el caso del alcanoditiol se nota un
cambio gradual y controlable de la inclinacio´n del azufre con respecto a la superficie, en
el caso de las aminas la inclinacio´n de la cadena principal de la mole´cula corresponde a
un cambio muy brusco del grupo NH2 con respecto a la normal a la superficie. Por tanto
la geometr´ıa de la intercara entre mole´cula y superficie en el caso de los tioles es mucho
ma´s estable que en el caso de las aminas. Esto tiene un efecto muy importante sobre
el proceso de alineamiento de los niveles ya que la orientacio´n del grupo NH2 determina
la proyeccio´n del dipolo molecular sobre la direccio´n de la normal y los efectos de redis-
tribucio´n de carga. Un cambio brusco en la orientacio´n del grupo funcional corresponde a
un cambio brusco en la posicio´n de los niveles de la mole´cula. Adema´s, a diferencia de los
alcanoditioles, para los alcanos funcionalizados con aminas, el movimiento de los niveles
tiene una dependencia en las dos componentes (dipolo molecular y de interaccio´n). En el
segundo cap´ıtulo se han estudiado las propiedades de transporte inela´stico de alcanodi-
tioles en diferente condiciones de recubrimiento (diferentes distancias intermoleculares)
y para diferentes a´ngulos de inclinacio´n. En particular, se ha calculado el espectro de
tu´nel inela´stico (IETS) desde primeros principios por medio de una aproximaciones a la
ecuacion de Meir-Wingreen valida para el caso de transporte en presencia de interacciones
electro´n-fono´n. En una primera aproximacio´n el IETS se calcula en un solo punto de la
zona de Brillouin de los electrones y de los fonones (Γ-point approximation); es decir,
la estructura electro´nica (las funcio´nes de Green y las funciones espectrales) y el acoplo
electro´n-fono´n se calculan en un solo punto del espacio reciproco. En un calculo ma´s
exacto seria necesario hacer un promedio sobre el momento de los electrones (k) y de los
fonones (q). En la segunda aproximacio´n se supone que la estructura electronica de los
electrodos y de la regio´n molecular es constante alrededor del nivel de Fermi en una rango
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de energa correspondiente a la energa de los fonones. Se han considerado tres sistemas:
tetraalcanoditioles a 0◦ de inclinacio´n con respecto a la normal a la superficie en una
monocapa densa (una mole´cula sobre una superficie de oro 2x2), la misma mole´cula pero
inclinada de 39◦ con respecto a la normal y en una monocapa densa y finalmente la misma
mole´cula pero en una monocapa diluida y a 0◦ de inclinacio´n. Para los tres sistemas se ha
comparado el calculo en la aproximacio´n Γ con un ca´lculo promediando en puntos k del
IETS. Aunque, en los tres casos, la aproximacio´n Γ reproduce de manera cualitativa los
principales picos inela´sticos obtenidos con un promedio en k, el calculo convergido en k
puede diferenciarse de manera apreciable en te´rminos de amplitud de los picos. Adema´s
de la aproximacio´n Γ, se ha considerado una segunda aproximacio´n donde el promedio
en k del IETS se calcula usando la matriz de acoplo electro´n-fono´n en el punto Γ. Con
este tipo de calculo, bajo ciertas restricciones para la regio´n dina´mica, es posible reducir
notablemente el coste computacional del promedio en k y, al mismo tiempo, obtener un
espectro inela´stico convergido en k. Este tipo de aproximacio´n ha sido denominada en
esta tesis aproximacio´n M(Γ). En particular, si los movimientos de los a´tomos de la
regio´n dinamica no afectan los te´rminos del Hamiltoniano asociados a los acoplos entre
diferentes superceldas de simulacio´n, la aproximacio´n M(Γ) representa una estrategia efi-
caz y fiable. En el caso de la mole´cula tilteada (en la monocapa densa) el calculo M (Γ) se
desv´ıa ligeramente del calculo convergido en k debido a la presencia de interacciones entre
mole´culas cercanas. La intensidad de los picos en el IETS de la monocapa densa es mayor
que en la monocapa diluida. Aparentemente este resultado podr´ıa explicarse en te´rminos
de interacciones intermoleculares (la corriente entre mole´culas cercanas podr´ıa abrir ma´s
canales para los procesos inelasticos); sin embargo, representando la segunda derivada
de la corriente con respecto al voltaje sin normalizar por la conductancia diferencial, que
ser´ıa una sin˜al inela´stica absoluta, se obtiene aproximadamente la misma intensidad de los
picos. Esto significa que las dos monocapas tienen la misma sen˜al inela´stica y la diferencia
entre los dos es debida a la conductancia ela´stica que, en el caso de la monocapa diluida,
es ma´s alta que para la monocapa densa. Finalmente se ha averiguado la fiabilidad de la
aproximacio´n Γ para los fonones. Se han calculado los modos vibracionales y el espectro
IETS para una monocapa densa (con mole´culas a 0◦ de inclinacio´n) usando una supercelda
y una regio´n dina´mica con un taman˜o doble comparado a lo del calculo original. De esta
manera el “folding” de la zona de Brillouin de los fonones permite samplear de manera
ma´s efectiva el acoplo electro´n-fono´n e incluir en el calculo ma´s puntos q. Comparando
la densidad de estados de los modos vibracionales y el IETS de los dos sistemas se ha
averiguado que, para estos sistemas, la aproximacio´n q = 0 en la celda de simulacio´n
pequen˜a da un resultado en buen acuerdo cuantitativo con un ca´lculo con ma´s puntos q.
En el tercer cap´ıtulo se ha usado el espectro de tu´nel inela´stico para caracterizar la estruc-
tura de la unio´n entre alcanos y una superficie de oro. Recientemente se ha demostrado
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la posibilidad de conectar las cadenas de alcanos a una superficie de oro por medio de un
enlace covalente directo entre el ultimo a´tomo de carbono de la cadena y un a´tomo de
oro, sin utilizar ningu´n grupo funcional. Ma´s en detalle, las uniones moleculares se han
obtenido sintetizando alcanos funcionalizados con grupos Sn-(CH3)3 a los dos lados de la
cadena. En el mismo estudio se ha demostrado por via experimental y teo´rica que, antes
de enlazarse a la superficie, las cadenas de alcanos pierden el grupo Sn-(CH3)3. En estas
condiciones se han obtenido valores de conductancia ordenes de magnitud superiores a
los valores obtenidos usando los t´ıpicos grupos funcionales. Estos resultados representan
un importante paso adelante en la bu´squeda de uniones moleculares con buenas carac-
ter´ısticas de conductancia para aplicaciones en electro´nica. Sin embargo, en general, no
se puede excluir la posibilidad de que, en otras condiciones experimentales, las mole´culas
pueden establecer otros tipos de enlace con la superficie. En el cap´ıtulo tres se ha calcu-
lado el espectro inela´stico de los alcanos para dos distintas configuraciones de enlace: en
un caso la cadena del alcano esta conectada directamente a la superficie de oro por medio
de un enlace Au-C mientras que, en el otro, hay el grupo de anclaje Sn-(CH3)2 a los dos
lados de la cadena. En los dos casos el IETS presenta los picos t´ıpicos de los alcanos. En
el caso de la mole´cula funcionalizada con el grupo Sn-(CH3)2, el primer pico molecular (es
decir, relacionado con las vibraciones de los a´tomos de la mole´cula) se encuentra a aprox-
imadamente 70 meV y esta relacionado con un modo de estiramiento del enlace Sn-C. En
el caso de la mole´cula sin grupo funcional, a la misma energ´ıa hay un pico relacionado
con el modo de estiramiento del enlace Au-C. Por tanto, este pico no permetir´ıa una clara
distincio´n entre las dos mole´culas. Sin embargo, a 90 meV, un modo vibracional de tipo
rocking de los metilos del grupo Sn-(CH3)2 da una clara sen˜al que, en el caso del alcano
puro, no se observa. En este u´ltimo caso, a la misma energ´ıa, no hay ningu´n pico vibra-
cional. Entonces este pico permite distinguir inequ´ıvocamente los dos tipos de uniones
moleculares. Otra caracter´ıstica del espectro IETS u´til para la identificacio´n del tipo de
enlace entre mole´cula y metal es el movimiento de los picos en funcio´n del estiramiento
de la unio´n molecular. Para los dos tipos de uniones se ha calculado el IETS para cinco
distancia diferentes de los electrodos. En el caso del alcano puro el movimiento de los
picos relacionados a los modos longitudinales en funcio´n del estiramiento de la unio´n es
mucho mayor que para la mole´cula funcionalizada. Para las dos mole´culas (y las cinco
condiciones de estiramiento), adema´s, se ha calculado el IETS habiendo substituido todos
los hidro´genos de la cadena por a´tomos de deuterio. En este caso el pico vibracional del
modo de rocking de los metilos se desplaza a menores energ´ıas, hasta solaparse con el pico
del modo de estiramiento del enlace Sn-C. En estas condiciones los espectros de las dos
mole´culas son dif´ıcilmente distinguibles. Una deuteracio´n selectiva de los grupos meti-
los en los extremos de la cadena induce una asimetr´ıa del IETS con respecto al voltaje.
En el cap´ıtulo cinco se han estudiado las propiedades de transporte inela´stico de un sis-
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tema modelo por medio del el formalismo de la “master equation” (ecuacio´n maestra).
Despue´s de una breve introduccio´n teo´rica, se explican las caracter´ısticas de las curvas
de corriente y de la conductancia diferencial en te´rminos de excitaciones electro´nicas y
vibronicas. En funcio´n de los para´metros del modelo es posible encontrar una condicio´n
de degeneracio´n de las excitaciones inela´sticas y por lo tanto reducir el nu´mero de picos
en el espectro inela´stico. Tambie´n se ha estudiado la dina´mica de las poblaciones de los
estados relacionados a diferentes nu´meros de ocupacio´n en funcio´n del voltaje externo.
La presencia de los estados electro´nicos a 2 part´ıculas permite establecer una condicio´n
de “enfriamiento dina´mico” del sistema a 1 part´ıcula donde los estados a mayor energ´ıa
se vac´ıan y el estado fundamental se llena. Adema´s, para un modelo donde el acoplo a
los electrodos τ depende de la posicio´n, se puede encontrar una condicio´n particular de
resonancia entre τ y el acoplo electro´n-fono´n en la que los estados de mayor energ´ıa esta´n
ma´s poblados que los estados de menor energ´ıa (“population inversion”).
