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The modeling of supramolecular aggregates is an interesting challenge in the
field of computational chemistry. In this work we applied multiscale approaches
by combining quantum-mechanical and classical methods to the study of multi-
chromophoric systems embedded in complex environments. Different multichro-
mophoric systems have been investigated by applying an excitonic strategy and
a particular attention has been devoted to the reproduction of excitonic opti-
cal spectra. An interesting class of multichromophoric systems is constituted by
pigment-protein light harvesting complex specialized in the sunlight energy ab-
sorption in photosynthetic organisms. A novel approach based on the integration
of classical molecular dynamics with fully polarizable QM/classical methods has
been presented and applied to two different light-harvesting systems.
Contents
Abstract iv
Contents v
1 Introduction 1
2 Theory and Methods 5
2.1 Quantum-mechanical methods . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Density Functional Theory (DFT) . . . . . . . . . . . . . . . 7
2.1.2 Time Dependent DFT . . . . . . . . . . . . . . . . . . . . . 9
2.2 Exciton-coupled systems . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Matrix method . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Linear Absorption . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Circular Dichroism . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Singlet Electronic Coupling . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 Electronic Coupling within the TDDFT framework . . . . . 31
2.3.2 Approximate methods to compute Coulomb coupling . . . . 33
3 Modelling environmental effects 41
3.1 Hybrid QM/classical methods . . . . . . . . . . . . . . . . . . . . . 42
3.1.1 QM/continuum . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.1.2 QM/MM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.3 Mixed QM/MMPol/PCM approach . . . . . . . . . . . . . . 54
3.2 TDDFT and Electronic Energy Transfer . . . . . . . . . . . . . . . 56
3.2.1 Environmental effects on electronic excitations . . . . . . . . 56
3.2.2 Environmental effects on electronic coupling . . . . . . . . . 58
3.3 Classical MD coupled with multiscale methods . . . . . . . . . . . . 61
3.3.1 Classical MD and force-fields . . . . . . . . . . . . . . . . . 61
3.3.2 What can we learn from classical MD? . . . . . . . . . . . . 65
4 QM exciton model for the simulation of exciton-coupled CD spec-
tra 71
4.1 Exciton-coupled CD simulation of chiral organic multichromophoric
complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 The role of magnetic-electric coupling in EC-CD spectra . . . . . . 88
v
Contents vi
4.2.1 Application to BODIPY DYEmers . . . . . . . . . . . . . . 89
4.2.2 Application to bis-phenanthrenes . . . . . . . . . . . . . . . 94
5 QM methods in modelling photosynthetic antennae 101
5.1 Photosynthetic Light Harvesting . . . . . . . . . . . . . . . . . . . . 101
5.1.1 General overview on photosynthesis . . . . . . . . . . . . . . 102
5.1.2 Photosynthetic pigments . . . . . . . . . . . . . . . . . . . . 106
5.1.3 Different classes of Antenna complexes . . . . . . . . . . . . 110
5.1.4 EET in Photosynthetic Antennae . . . . . . . . . . . . . . . 114
5.2 Modelling of Photosynthetic Antennae . . . . . . . . . . . . . . . . 118
5.3 The Fenna-Matthews-Olson complex revisited: A fully polarizable
TDDFT/MM description . . . . . . . . . . . . . . . . . . . . . . . . 120
5.4 Towards an ab initio description of the optical spectra of LH anten-
nae: application to the CP29 . . . . . . . . . . . . . . . . . . . . . . 142
6 Final remarks and further developments 163
A Charge derivation in QM/MM approaches 169
A.1 Introduction to MK charge derivation procedure . . . . . . . . . . . 169
A.2 Discussion of ESP charges . . . . . . . . . . . . . . . . . . . . . . . 173
A.3 Polarizable MM scheme (MMPol) . . . . . . . . . . . . . . . . . . . 175
B EXcitonic Analysis Tool (EXAT) 179
B.1 The main program: exat.py . . . . . . . . . . . . . . . . . . . . . . 180
B.2 Useful functions in util.py module . . . . . . . . . . . . . . . . . . 187
C Normal Mode Analysis of FMO 191
C.1 Structural analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
C.2 Normal-coordinate structural decomposition (NSD) . . . . . . . . . 193
C.3 Correlations between ring deformations and spectral shifts . . . . . 198
Bibliography 201
Chapter 1
Introduction
“Chemists used to create models of molecules using plastic balls and sticks. To-
day, the modelling is carried out in computers. Computer models mirroring real
life have become crucial for most advances made in chemistry today. Today the
computer is just as important a tool for chemists as the test tube. Simulations are
so realistic that they predict the outcome of traditional experiments.”
Nobel Committee press release, 9th October 2013
The developments of computational chemistry and the increasing of the compu-
tational power achieved in the last years, have allowed chemists to perform sim-
ulations of the microscopic behaviour of molecular systems with an high level of
accuracy. Decades ago the computational studies were limited to isolated small
molecules, while today one of the frontier of the computational chemistry is repre-
sented by the study of complex chemical systems embedded in their surrounding
environment. The recent assignation of the Nobel Prize in Chemistry to the three
computational chemists, Karplus, Levitt and Warshel, for their pioneer models for
studying complex chemical systems attested the interest of the scientific commu-
nity in this field.
In this Thesis we focused on the computational modeling of photo-induced pro-
cesses in (supra)molecular aggregates made of many chromophoric units using
methods based on quantum chemistry. From a theoretical point of view, we could
attack the problem by considering the multichromophoric system as an unique
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large molecule and use the well established methods of the computational chem-
istry. Unfortunately, the main problem is here represented by the dimension of
the system, which rapidly grows with the number of subunits and the number of
atoms in each subunit. An alternative and effective approach is represented by
the so-called “Matrix Method” in which each subunit is treated as an independent
molecular fragment and the interactions among different subunits are added “a
posteriori” to finally obtain the properties of the entire system. In this case the
key quantity to compute is the excitonic Hamiltonian Hˆex which is made of the
unperturbed Hamiltonian of the single units (site energies) plus the interactions
between them (electronic couplings). Within this framework, we need to define a
suitable electronic structure method to compute the excitations (site energies) of
each single subunit, a method to evaluate the interactions among these excitations
(the electronic couplings) and finally a protocol to obtain the properties and the
spectra of the coupled system.
This Thesis describes the results obtained along this direction from the two parallel
research lines followed during my PhD.
The first one has been devoted to the development of a computational protocol to
obtain all the excitonic properties necessary to build the Hˆex of multichromphoric
systems and to obtain from it the steady state electronic spectra, namely linear
absorption (LA) and circular dichroism (CD). The resulting excitonic method
has been successfully applied to some chiral multichromophoric systems such as
metallorganic complexes, BODIPY dyes and bis-phenantryls compounds.
The second research line has been focused on a detailed study of a particular class
of multichromophoric systems, namely the pigment protein complexes (PPCs)
that constitute the Light Harvesting (LH) antenna systems in photosynthetic or-
ganisms. Besides their biological and technological interests, LH complexes are
extremely challenging systems for computational methods. The complexity of
PPCs arises from the close-packing of the pigments (mainly (bacterio)chlorophylls
and carotenoids) leading to strong interpigment interactions which are largely af-
fected by the environment. The excitonic Hamiltonian of PPCs has been modeled
by using a quantum mechanical (QM) approach coupled with classical molecular
dynamic simulations (MD) to take into account the role of structural and envi-
ronmental fluctuations in the tuning of the exciton parameters. This strategy has
been applied first for the study of two PPCs having both a different pigment com-
position and different environmental features, namely the Fenna-Matthew-Olson
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(FMO) complex present in sulphur bacteria and the CP29 complex present in
plants.
All these studies involve chromophores embedded into complex environments,
which modulates the excitonic parameters. A successful strategy to extend quan-
tum chemistry beyond the isolated molecules is to use a hybrid (or multiscale)
approach, in which the QM description is limited to a minimal subsystem while
the rest of the system, i. e. the environment, is treated classically. In particular,
both polarizable continuum and atomistic models have been used either separately
or together.
The text is organized as follows:
• Chapter 2 presents a theoretical background of the Matrix method to com-
pute the exciton properties of a multichromophoric system. Moreover, differ-
ent approaches to compute electronic couplings are presented and a detailed
focus on the QM method based on the transition density matrix is discussed.
• Chapter 3 integrates what presented in the Chapter 2 with multiscale ap-
proaches to include the environmental effects on both the site energies and
the electronic couplings. Finally, we discuss the coupling of these methods
with classical MD simulations in order to obtain an ab initio description of
the optical spectra of light harvesting antennae.
• Chapter 4 presents the results obtained for the simulation of the electronic
circular dichroism in some test cases by using the QM-excitonic (QM-EC)
method.
• Chapter 5 presents the results obtained for FMO and CP29 light harvesting
proteins in terms of optical spectra and excitonic properties.
• In the appendices the details of the two programs developed during this work
are reported. The first program, POLCHAT, is a tool to compute atomic partial
charges consistently with the atomic polarizabilities, whereas the second one,
EXAT, is a tool to perform the excitonic analysis and simulate LA and CD
spectra by directly processing output files produced by Gaussian package.[1]

Chapter 2
Theory and Methods
This chapter reports a general overview of the theoretical methods and computa-
tional models used in this work. The chapter is organized into three main sections.
In the first section a brief overview on the quantum-chemical methods to describe
electronic excitations in molecular systems, with a focus on time-dependent DFT,
is given. In the second section we introduce the exciton theory to study the mul-
tichromophoric systems and simulating their steady state linear absorption (LA)
and circular dichroism (CD) spectra. In the third section we briefly present the
concept of electronic energy transfer (EET) within multichromophoric systems.
One of the key quantities required in the exciton theory and EET processes is
the electronic coupling between the interacting chromophores. Therefore, a de-
scription of the methods to compute the electronic coupling within the TDDFT
framework is also given, and a series of widely used approximated methods are
discussed. During the discussion we always refer to isolated molecular systems,
i.e. no environmental effects are taken into account. After the presentation of
the general theory, a discussion of hybrid QM/classical method is given in the
Chapter 3 where the methods here presented are extended to include electrostatic
effects due to the surrounding environment.
2.1 Quantum-mechanical methods
The most straightforward approach to describe electronic excitations in molecu-
lar systems is to explicitly calculate the wave function of the involved electronic
states, either using ab initio or semiempirical formulations. Many methods have
5
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been proposed so far along these lines. In configuration interaction (CI)-type cal-
culations, the electronic wave function ψ is constructed as a linear combination
of the ground state and “excited” determinants, which are obtained by replacing
occupied orbitals with virtual ones as shown in eq. 2.1.
|ψ〉 = b0|Φ0〉+
∑
a>0
ba|Φa〉 (2.1)
Φ0 corresponds to the Hartree-Fock determinant of the ground state and the sum
runs over all the possible substitution in which one or more electrons are excited
from the occupied MOs to the virtual ones. The CI functions can be classified as
singly, double, triply, etc... excited according to the number of electrons promoted
from occupied to virtual MOs.[2] As the full CI calculation becomes rapidly unfea-
sible with the dimension of the system, a truncation of the CI expansion and/or
a semiempirical approach (such as in the ZINDO approach developed by Zerner
and coworkers)[3] are commonly used. In the CI-Single (CIS) formalism for ex-
ample only single substitutions are used: this method represents the simplest CI
formulation to investigate excited electronic states.[4]
|ψ〉 =
∑
ia
bai |Φai 〉 (2.2)
where Φai is the determinant formed by replacing an occupied spin-orbital i in |Φ0〉
with a virtual spin-orbital a (|φ10 · · ·φi0 · · ·φia · · ·φN0〉).
Alternatively to the CI truncation, an active space of occupied and virtual orbitals
in which all possible “excited” determinants are constructed can be introduced. In
this case, a reoptimization of the molecular orbitals is generally used to increase the
flexibility of the wave function reduced by the truncation. The resulting complete
active space self-consistent field (CASSCF) approach[5] has been largely used to
simulate photochemical processes.[6, 7]
In the last few years wave function based formulations have been supplemented
and in many cases superseded by the linear response (LR) time-dependent DFT
approach (TDDFT).[8] The basic idea is to apply time-dependent perturbation
theory to first order: before the time-dependent electric field is applied, the molec-
ular system is assumed to be in its electronic ground state determined by solving
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the corresponding Kohn–Sham equation. When a time-dependent oscillating elec-
tric field is applied, the Kohn–Sham orbitals and the corresponding operator, as
well as the electronic density, will change. By assuming a linear response, the
TDDFT equation for the excitation energies and transition vectors is obtained. In
this work we have extensively used the TDDFT approach to perform electronic
calculations on excited states. In the following two subsections we present a brief
overview on DFT method and to its extension to the excited states by discussing
the basic concepts and equations that will be useful for the further discussions.
2.1.1 Density Functional Theory (DFT)
DFT methods are based on the Hohenberg and Kohn (HK) theorems demonstrat-
ing that the ground state of a multi-electronic system is completely determined by
the electronic density function ρ(x) in eq. 2.3 which represents the central quan-
tity in the DFT methods (x represents a spin-spatial variable). The advantage to
use ρ(x) instead of the wave function is given by the dimensionally reduction of
the problem. Moreover, an unambiguous correspondence between the electronic
density function and the energy of a quantum-mechanical system has been proved
to exist.
ρ(x) = N
∫
Ψ∗0(x,x2, . . .xN)Ψ0(x,x2, . . .xN) dx2 . . .xN (2.3)
The energy of the ground state is expressed as a functional of the density E[ρ].
Although it has been demonstrated the correspondence between the energy and
the density, the exact mathematical form of the E[ρ] is unknown and the different
DFT methods are aimed to define this relationship. Similarly to the QM wave
function methods, the functional of the energy can be divided into three terms:
i) the kinetic energy of the electrons T [ρ]; ii) the electrostatic potential between
electrons and nuclei Vne[ρ]; iii) the repulsion potential between the electrons Vee[ρ].
The last term can be split in Coulomb J [ρ] and exchange K[ρ] interactions, as in
the Hartree-Fock method. The challenging terms are T [ρ] and K[ρ], while the
others can be calculated through their classical expressions.
In the Kohn-Sham (KS) formulation DFT has became a practicable electronic
structure method for molecular systems. The main idea is that of introducing
non-interacting electrons moving in an effective field and by assuming that the
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electron density is represented by a special set of orbitals, namely the KS orbitals.
The KS assumptions allow to write the T [ρ] term in an exact, but not realistic,
form. The correction term for T [ρ], representing the electronic correlation, can be
included in the exchange term K[ρ] giving the so called Exc[ρ] exchange-correlation
term. The exchange-correlation energy contributes to a small fraction of the total
energy, but for the accurate description of binding between atoms this becomes
extremely crucial. The effective potential is defined in eq. 2.4
vˆeff [ρ](x) = Vˆne[ρ](x) +
∫
dx′
ρ(x′)
(x− x′) + vˆxc[ρ](x
′) (2.4)
in which the vˆxc[ρ] is obtained as the derivative of the Eˆxc functional:
vˆxc(x) =
δEXC [ρ]
δρ(x)
(2.5)
Finally, a monoelectronic operator fˆi containing the electron kinetic energy of the
non-interacting electrons plus the effective potential can be defined.
fˆi = −1
2
∇ˆ2i + vˆeff (2.6)
This leads to the central KS DFT equation:
fˆi|φi〉 = i|ψi〉 (2.7)
Eq. 2.7 is a HF-like single particle equation which needs to be solved iteratively.
The eigenvectors constitute the set of canonic KS orbitals. Note that in this
case i does not correspond exactly to the physical orbital energies because of the
approximation of the Exc[ρ] functional. In the numerical solution the set of KS
orbitals are expanded on a specific basis set following the Linear Combination
of Atomic Orbitals (LCAO) model. Since no exact form of the XC functional is
known, approximations are introduced in the numerical practice. The differences
among the DFT methods are due to the choice of the functional form of EXC [ρ]
aimed to obtain the best electronic description for the molecular system under
investigation. The theory provides no restriction on the choice, therefore, various
approximations have been proposed. The principal approximations, in historical
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order, are: i) Local Density Approximation (LDA) adopting the exchange and
correlation energy density of an uniform electron gas, ii) Generalized Gradient
Approximation (GGA) assuming that the functional depends on the up and down
spin densities and their gradient, iii) hybrid GGA, introducing a combination
of GGA with Hartree-Fock exchange, iv) long-range corrected (LRC) and and
Coulomb-attenuating method (CAM) introducing a partition of the two-electron
repulsion operator in the exchange functional into short- and long-range parts.
The theoretical DFT studies conducted in this work are mainly based on the hybrid
functional, B3LYP and the long-range corrected CAM-B3LYP. The first one is
one of the most widely used, particularly in the quantum chemistry community.
It employs few parameters (determined through fitting to experiment) to control
the mixing of nonlocal HF exchange, local Slater exchange and correlation.[9]
B3LYP has been applied to several number of different compounds showing good
performance especially on ground state properties and geometry optimizations.[10]
One of the problem of pure hybrid functional, especially for the excited states, is to
correctly reproduce charge-transfer states (CT) and transitions in molecules with
an extended conjugation. CAM-B3LYP is one of the most popular examples of the
CAM functionals: it corrects the lacking of the long-range exchange interactions
present in the B3LYP functional by separating the two-electron repulsion operator
1/r12 in the exchange functional into short- and long-range parts using the error
function. The DFT exchange functional is included through the first term, and the
long-range orbital-orbital exchange interaction is described using the Hartree-Fock
exchange integral.[11]
2.1.2 Time Dependent DFT
The original formulation of DFT cannot treat time-dependent (TD) problems nor
describe excited states. In 1984, Runge and Gross proved a theorem making the
extension of DFT to TD problems possible.[12] The same extension has been ap-
plied to get information about electronic excited states through the linear response
(LR) approach. In the last two decades LR-TDDFT became increasingly popular
for simulating absorption and other electronic spectra. The numerous applications
of TDDFT reported in recent years clearly show that such a method can allow
the prediction of excited states energies and properties of many compounds with a
very favorable accuracy/cost ratio, especially for low-energy and local excitations.
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This computational efficiency combined with ease of use has made TDDFT one
of the popular QM approaches to study excited states of medium-sized or large
molecular systems.[13–17]
The LR-TDDFT theory applies TD perturbation theory to the ground state of a
molecule perturbed by a weak oscillating TD electric field g(ω). The effect of the
applied field on the ground-state electronic density ρ0(r) depends on a sum whose
terms involve the energy difference between the various electronic excited states
and the ground electronic state, where these energies are computed at the same
molecular geometry (we assume vertical excitations). The LR-TDDFT equation
can be derived using the density matrix formalism.[8] The excitation energies are
obtained from the response of the time-independent ground state electron density
to a time-dependent external oscillating field at a certain frequency ω. We assume
that the system, before the application of the external field, is in its ground state
determined by the standard time-independent KS equation, which in the density
matrix formulation is:
F(0)P(0) −P(0)F(0) = 0 (2.8)
where F(0) and P(0) corresponds to the Kohn-Sham Hamiltonian (in eq. 2.6) and
density matrix of the unperturbed ground state, respectively. Now, an oscillatory
time-dependent external field is applied and the first-order (linear) response is
analyzed. The wavefunction, or in this case the density matrix, is assumed to be
the sum of unperturbed ground state and its linear time-dependent change. The
same is for the TD KS Hamiltonian leading to the eq. 2.9
P =P(0) + P(1)
F =F(0) + F(1)
(2.9)
The first-order variation of the KS Hamiltonian F(1) include the external oscillating
perturbation g(ω) and the contribution due to the variation of the density matrix:
F(1) = g(ω) +
∂F
∂P
P(1) (2.10)
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The time-dependent Kohn-Sham equation in given by:
FP−PF = i∂P
∂t
(2.11)
If we reformulate eq. 2.11 collecting the terms up to the first order we obtain:
F(0)P(1) −P(1)F(0) + F(1)P(0) −P(0)F(1) = i∂P
(1)
∂t
(2.12)
Under the assumption that the electronic transitions occur for an infinitesimal
perturbation, using the idempotency condition for the density matrix (P(0)P(0) +
P(1)P(0) = P(1)) we obtain the linear non-Hermitian eigenvalues system in eq. 2.13
whose structure is equivalent to the TD-HF formulation.
(
A B
B∗ A∗
)(
Xn
Yn
)
= ωn
(
1 0
0 −1
)(
Xn
Yn
)
(2.13)
The solution of the eigenvalue problem provides the excitation energies ωn and the
corresponding eigenvalues that represents the variation of the components of the
density matrix. The matrices A and B contain the second derivatives of the ground
state energy with respect to the density matrix components, thus the exchange-
correlation kernel produce diagonal and off-diagonal contribution to both the two
matrices.
Aai,bj =δabδij(a − i) + Kai,bj
Bai,bj =Kai,jb
(2.14)
Here we assumed the usual convention for labelling the orbitals (i.e. i, j for occu-
pied and a, b for virtual). The matrices K are written in terms of the KS orbitals
as follows:
Kai,bj = 〈ia|jb〉+ 〈ia|gxc|jb〉 (2.15)
The gxc operator is defined as the second derivative of the exchange-correlation
functional with respect to the density matrix:
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gxc(r, r
′) =
∂2Exc[ρ]
∂ρ(r)∂ρ(r′)
(2.16)
The explicit equation for Kai,bj is reported in eq. 2.17.
Kai,bj =
∫
dr
∫
dr′ φi(r′)φ∗a(r
′)
[
1
|r− r′| + gxc(r, r
′)
]
φj(r)φ
∗
b(r) (2.17)
In analogy with TDHF and CIS, the Tamm-Dancoff approximation (TDA) to
TDDFT has also been introduced.[18] TDA neglects the matrix B in eq. 2.13.
This means that only the occupied-virtual block of the initial matrix is taken in
to account, leading to a simplified eigenvalue equation.
AXn = ωnXn (2.18)
2.2 Exciton-coupled systems
Electronic transitions related to absorption bands in the UV or in the visible
range are mainly determined by a molecular moiety, namely the chromophore.
In the context of organic chemistry, for example, the chromophore is usually a
functional group or a combination of several groups with a more or less extended
pi electron system. We define a multichromophoric system as a system constituted
by two or more chromophoric groups. The different chromophoric groups can
be located on separated (not bonded) molecules or within the same molecular
structure. Aggregates of chlorophylls in pigment-protein complexes are an example
of the first case, while nucleobases of a DNA strands are an example of the second
case. Anyway it is evident that a multichromophoric system may reach a very large
dimension in term of the total number of atoms. From a QM point of view the
accurate description of electronic excitations of such large systems still constitutes
a challenge also for TDDFT methods.[8, 19, 20]. To circumvent such increased
difficulty as well as the high computational cost generally involved in the treatment
of large systems, models based on the interactions of subsystems according to an
exciton picture have been developed.[21–25] Moreover, the recent extension of the
subsystem formulation of TDDFT within the frozen-embedding framework have
shown to be an effective approach to treat supramolecular systems.[26]
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The concept of “exciton coupling” was first developed by Davydov in 1948 for
studying the UV spectra of molecular crystals.[27] Then the method has been
applied to non-crystalline molecular aggregates. A nice presentation of the exciton
scheme for molecular aggregates was given by Kasha and coworkers in a review
of 1965.[28] In the simplest exciton scheme, a pair of degenerate chromophores
interact to give a set of two non-degenerate excitonic states in the coupled system.
The resulting splitting mainly depends on the strength of the coupling between
the chormophore’s transitions. As an example, let us assume the case of a dimer
in which we have two identical chromophores i and j characterized by only one
bright electronic transition in the visible range. An energetic diagram is reported
in Fig. 2.1.
ϕi0
ϕia
ϕj0
ϕja
εi0a εj0a
ψ2
ψ1
ψ0
E1 E2
ε
λ
0a
Δ
ε
(a)
(b)
(c)
Figure 2.1: (a) Schematic representation of a dimer system (black arrows
represents the electric transition dipole moments). (b) Energy level diagram of
the coupled dimer system (degeneracy is assumed for the monomers). 0a are
the excitation energies of the monomer (site energies) related to the vertical
transition between |φ0〉 and |φa〉 states. E and Ψ are the excitonic energy and
the corresponding state in the dimer. (c) Absorption and circular dichroism
spectra of the coupled system: vertical green line represent the excitation energy
of the monomer (λ0a); red and blue signals are referred to the two excitonic
states; black curve is the total spectra of the dimer.
In the case of the absorption spectrum two bands, at lower and higher energy
with respect to the monomer absorption, appear. The relative intensity of the
bands depends on the relative position and orientations between the two electric
transition dipole moments. For what concern the CD spectrum, these exciton
coupled transitions display oppositely signed peaks in the same spectral region
where the absorption occurs. In this case, as it will be explained later, the sign
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of the CD spectrum is directly related to the reciprocal orientation of the electric
transition dipole moments.
2.2.1 Matrix method
In the QM description of exciton-coupled systems, the excited states are expressed
as a superposition of the states of the single chromophoric units. Physically this
means that in the coupled system an electronic transition is “shared” between two
or more chromophores. The new excitonic transition energies and dipoles, as well
as the rotational strengths determining the CD spectrum, can be calculated using
the transition energies of the single units, also called “site energies”, the corre-
sponding electric dipole transition moments and the electronic couplings between
them. Let us consider a multichromophoric system composed by N chromophoric
units. The groups are assumed to be independent, this means that there is no elec-
tron exchange between different groups, but the groups are electronically coupled,
as schematically shown in Fig. 2.2.
Vij
Vik
Vjk
i
j
k
μi
μk
μj
Figure 2.2: Schematic representation of a multichromophoric system consti-
tuted by three chromophoric units, i, j and k. The dotted red lines represents
the electronic coupling V between the units. Black arrows are the electric tran-
sition dipole moments of a localized excitations.
Assuming the exciton model, the ground state of the whole system |Ψi0〉 can be
written as a product of the localized unperturbed ground states of the single units
|φi0〉 :
|Ψi0〉 = |φ10 · · ·φi0 · · ·φN0〉 =
N∏
i
φi0 (2.19)
Similarly, an excited state localized on a specific chromophore is described by
eq. 2.20, in which only the molecule i is in an excited state a and all the other
molecules are in their ground states.
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|Ψia〉 = |φ10 · · ·φia · · ·φN0〉 = φia
N∏
i 6=j
φj0 (2.20)
Within the matrix method originally introduced by Bayley, Nielsen and Schell-
mann [29] the excitonic state |K〉 of the aggregate is written considering the mixing
of single excited states only:
|K〉 =
N∑
i
ni∑
a
CKiaΨ
i
a
=
N∑
i
ni∑
a
CKiaφia
N∏
i 6=j
φj0
(2.21)
where the first sum runs over the chromophores while the second sum runs over all
the ni excited states of the chromophore i. To determine the expansion coefficients
Ckia in eq. 2.21 we need to diagonalize the exciton Hamiltonian Hˆex of the coupled
system:
Hˆex =
N∑
i
ni∑
a
Hˆia +
N−1∑
i
N∑
j>i
ni∑
a
nj∑
b
Vˆ abij (2.22)
where Hˆia is the Hamiltonian for the molecule i in the excited state a, namely
〈φi0|Hˆ|φia〉, and Vˆ abij is the electronic coupling between two different units i and j
in their relative excited states a and b. The Hamiltonian in eq. 2.22 can be written
in a matrix form and results as:
Hˆex =

11 · · · V 1a1i · · · V 1nN1N
...
. . .
...
V a1i1 ia V
anN
iN
...
. . .
...
V nN1N1 · · · V nNaNi · · · NnN

(2.23)
The diagonal elements of the exciton matrix are the site energies ia and the off-
diagonal elements are the electronic coupling V abij . After solving the eigenvalue
problem HC = CE we obtain the eigenvectors that correspond to the coefficient
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of the expansion of the macromolecule wavefunction on the basis of the single
chromophore unit, and eigenvalues (diagonal element of E) that corresponds to
the excitonic energies of the macromolecule excited states.
Using the expansion in eq. 2.21 a generic excitonic property associated to the
operator Oˆ can be calculated by solving:
〈Ψ0|Oˆ|Ψi〉 =
〈
N∑
i
φi0
∣∣∣Oˆ∣∣∣ N∑
i
ni∑
a
CKiaφia
∏
i 6=j
φj0
〉
=
=
N∑
i
ni∑
a
CKia 〈φi0|Oˆ|φia〉
(2.24)
The analysis of the eigenvector matrix also gives useful information about the
composition of the excitonic states. The |CKia |2 corresponds to the contribution of
the localized transition from |φi0〉 to |φia〉 of the chromophore i in the excitonic
composition of the state K. Another useful quantity is the degree of localization
of the excitons which can be calculating as the inverse participation ratio, also
known as exciton delocalization length LK , expressed in eq. 2.25.
LK =
1∑N
i
∑ni
a (C
K
ia )
4
(2.25)
This parameter indicates the number of coherently coupled chromophores for the
K-th excitonic state. For a completely delocalized state LK corresponds to the
number of chromophores whereas for completely localized states LK is one.
The exciton model, in its standard formulation, is a powerful tool to treat mul-
tichromophoric systems, however we want to remark that the validity of such
model is subject to few conditions. First of all the ground state of the whole
system must be expressed as an Hartree product of the ground state of the single
units, i.e. there are no exchange–repulsion interactions between chromophores in
the ground state. Another limitation of the model is the impossibility to include
charge transfer states among the subunits which can alter the excitation energy
of the coupled system. Moreover, in our formulation, only singly excited states of
the whole system are considered in the model, i.e. it neglects states where two
chromophores are simultaneously excited.
Chapter 2. Theory and Methods 17
2.2.2 Linear Absorption
From the theory of the absorption spectroscopy the dipole strength D represents
the transition probability of the UV-Vis absorption and hence it is related to the
band intensity. Such quantity, expressed in eq. 2.26 can be estimated from the
observed UV-Vis spectra.
D = |〈0|µˆ|a〉|2 = |µ0a|2 = A
∫ ∞
0
(ν˜)
ν˜
dν˜ (2.26)
In eq. 2.26  is the absorption extinction molar coefficient (l · mol−1 · cm−1) and
A is the numerical coefficient depending on the dipole strength unit: when D is
expressed in Debye2, A = 9.186 · 10−3. Another quantity which is used to express
the intensity of an electronic transition is the oscillator strength f , an adimensional
quantity related to the electric dipole moment:
f0a = 4.703 · 10−7ν˜0a|µ0a|2 (2.27)
The key quantity in eq.2.26 and 2.27 is the transition electric dipole moment of
the excitonic state µ0a. From the QM theory this quantity can be obtained by
computing the integral 〈0|µˆ|a〉.
In the case of a multichromophoric system, these definitions are still valid but
we have to replace the µi0a, which is related to a localized transition of a certain
chromophore i, with µ0K , which is referred to the excitonic state k. Using the
expression in eq. 2.24, where Oˆ becomes µˆ, we can write:
µ0K = 〈0|µˆ|K〉 =
N∑
i
ni∑
a
CKia 〈φi0|µˆ|φia〉 =
N∑
i
ni∑
a
CKiaµi0a (2.28)
Once computed µ0K the most simple way to obtain the absorption spectrum is to
use normalized Gaussian functions as lineshape functions.
g(ν˜) =
1
σ
√
2pi
e
− 1
2
(
ν˜−ν˜k
σ
)2
(2.29)
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In eq. 2.29 σ is the standard deviation of the Gaussian function. Experimentally
the broadening of the absorption bands are measured via the Half Width at Half
Maximum (HWHM) of the peak. HWHM is related to the σ trough the expression:
HWHM = σ
√
2ln2 (2.30)
The absorption spectrum due to M transitions can be obtained as:
(ν˜) = ν˜A−1
M∑
k
|µ0a|2g(ν˜) (2.31)
The numeric factor A corresponds to that in eq. 2.26 and it is related to the
unit of µ. The lineshape function should phenomenologically account for the fact
that experimental bands are very different from the infinitely sharp ones predicted
by a theoretical approach that neglects the roto-vibrational structure, collisional
dynamics and various types of broadening mechanisms. For these reasons the
bandwidth parameter can be set ad-hoc for each transition in order to reproduce
experimental bandwidths.
2.2.3 Circular Dichroism
The electronic CD spectroscopy is a form of absorption spectroscopy. Unlike the
standard absorption, the incident radiation is a circularly polarized light and the
CD signal at a particular wavelength is defined as the difference in the absorbance
of left- and right- circularly polarized light.
CD = Al − Ar (2.32)
where Al and Ar are the absorptions of left and right circularly polarized light,
respectively. In analogy to the Lambert and Beer law, one can define a molar
quantity:
∆ = l − r = CD
c · b (2.33)
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which is independent of the concentration c, expressed in mol·L−1, and of the
pathlength b, expressed in cm. The definition in eq. 2.33 suggests that CD can
be measured only in correspondence to absorption bands. A dichroic peak is also
called a “Cotton effect”.[30]
In order to generate a non-zero CD from a homogeneous-unorientated solution,
the molecule must be either chiral itself or placed into a chiral environment. A
∆ also arises in the presence of achiral molecules which form themselves a chiral
aggregate as, for example, in the case of biological systems (proteins, DNA/RNA
etc...).
In the case of multichromophoric systems in which two or more chromophores are
located near in the space and have a proper (chiral) mutual orientation, the inter-
action between their transition dipoles is responsible for large rotational strengths.
Such intense CD signals often are stronger with respect to those associated with
the perturbations on each chromophore exerted by the chiral non-chromophoric
skeleton.[31]
The application of exciton principles to CD spectra, namely the Exciton Chirality
Method (ECM) for electronic CD, enables one to determine the absolute config-
uration of various chiral compounds in a nonempirical manner, and can be used
as alternative tool in addition to the anomalous scattering effect in X-ray crystal-
lography. As introduced before, a typical exciton-coupled CD (ECCD) spectrum
contains two bands of similar amplitude and opposite signs (a so called couplet).
In the standard “visual” application of the ECM, known as the exciton chirality
rule, the sign of the couplet (that corresponds to the sign of the low energy band)
is related to the sense of twist between the two electric dipole transition moments.
Therefore, if the molecular conformation is known it is possible to obtain the ab-
solute configuration. The method also can be used as a tool for conformational
analysis and, most notably, for the study of supramolecular systems. In the fol-
lowing discussion we provide the theoretical derivation of the Exciton Chirality
Method and we present a basic workflow to simulate the ECD spectra of a given
system by using a QM excitonic model.
The rotational strength R is the parameter representing the sign and the strength
of a CD signal. This quantity can be obtained directly from the observed CD
spectra:
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R = B
∫ ∞
0
∆(ν˜)
ν˜
dν˜ (2.34)
Similarly to the absorption, B, is a numerical constant which depends on the unit
of R. Historically R has been always expressed in c.g.s. units and B = 2.296·10−39.
Unlike the absorption, in the context of chiroptical spectroscopy, both the electric
and the magnetic transition dipole moments play a critical role. It is also useful
to mention a general rule of CD spectroscopy: the integral of CD over the whole
electromagnetic spectrum is zero or, in algebraic terms:
all transitions∑
i
Ri = 0 (2.35)
This is known as the sum rule and descends from very fundamental principles.
According to this rule if we see a positive CD band in a spectral region, somewhere
else in the spectrum we can expect one or more bands of negative sign.
From a theoretical point of view the rotational strength for the generic electronic
transition from the ground state 0 to the excited state a, is given by the Rosenfeld
equation:[32]
R0a = =m 〈0 |µˆ| a〉 · 〈a |mˆ| 0〉 (2.36)
where =m is the imaginary part, and the µˆ and mˆ are the operators of electric and
magnetic moment vectors respectively. If the wavefunction is real, the electric and
magnetic transition moments are real and imaginary, respectively. The rotational
strength of an excitonic state K can be calculated by applying the eq. 2.36 and
using the expansion in eq. 2.24 for the transition electric and magnetic dipole
moments.
µ0K =
N∑
i
ni∑
a
CKia 〈φi0 |µˆ|φia〉 (2.37)
mk0 =
N∑
i
ni∑
a
C∗Kia 〈φi0 |mˆ|φia〉 (2.38)
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R0K = =m 〈0 |µˆ|K〉 · 〈K |mˆ| 0〉 (2.39)
R0K = =m
{
N∑
i,j
ni,nj∑
a,b
CKiaC
K
jb [µi0a ·mj0b]
}
(2.40)
The definition of the Rosenfeld relation, as expressed in eq. 2.36 or in eq. 2.39, is
gauge-dependent, as a consequence of the first Ko¨nig theorem applied to the total
magnetic moment m. If we neglect the spin magnetic moments, the magnetic
moment operator mˆ is:
mˆ =
e
2mec
nel∑
a
rˆa × pˆa (2.41)
where rˆa and pˆa are the the position operator and the linear momentum operator of
the electron a respectively. The sum runs over all the electrons of the molecule. In
order to separate the intrinsically magnetic transitions from the ones that acquire
magnetic moment only by virtue of the separation of linear displacements, we can
use the Ko¨nig theorem and express rˆa as:
rˆa = Rˆi + ρˆia (2.42)
where Rˆi is the position vector of a selected origin of the molecule i (i.e. the center
of mass of the molecule) and ρˆia is the position vector of the electron relative to
this new origin. The magnetic moment operator becomes:
mˆ =
e
2mec
[
nel∑
a
(ρˆia × pˆa) + Rˆi ×
nel∑
a
pˆa
]
(2.43)
Using this formalism, two sources of magnetic moment appears: the first term
is the intrinsic magnetic moment of the molecule, and the second term is the
magnetic moment that depends on the position of the molecule i in the reference
frame:[29]
mˆ = mˆinti +
e
2mec
Rˆi × Pˆ (2.44)
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We remember that the magnetic moment is a complex quantity, in fact Pˆ = −i~∇ˆ
and the eq.(2.44) can be written using the nabla operator:
mˆ = mˆinti − i
e~
2mec
Rˆi × ∇ˆ (2.45)
At this point we can rewrite the term 〈a|mˆ|0〉 by using the eq. 2.45:
〈K|mˆ|0〉 =
N∑
i
ni∑
a
C∗Kia
(
mintia0 − i
e}
2mec
Ri ×∇ia0
)
(2.46)
where mˆint is the intrinsic magnetic moment and Ri is the vector of center of mass
of the chromophore i. The presence of Ri in eq. 2.46 makes the rotational strength
formulation gauge-dependent: if the molecule is translated in the coordinate sys-
tem, the term 〈K|mˆ|0〉 changes. A gauge-independent expression can be obtained
in two different ways by using the commutator
[
Hˆ, µˆ
]
.
[
Hˆ, µˆ
]
=
e}2
me
∇ˆ (2.47)
In the dipole-length gauge, eq. 2.47 is applied to the extrinsic component of the
magnetic moment. For a localized transition we can write:
〈a|∇ˆ|0〉 = me(a − 0)
e~2
〈a|µˆ|0〉 = 2piν˜0ame
e~
〈a|µˆ|0〉 (2.48)
Note that the energy  in eq. 2.48 corresponds to the site energy because |a〉 and
|0〉 should be autostates of the Hamiltonian in eq. 2.47. The substution of ∇ia0
expression in terms of µia0 into the eq. 2.46 leads to:
R0K = =m
{
N∑
i,j
ni,nj∑
a,b
CKiaC
K
jb
[
µi0a ·mintjb0 + i
piν˜j0b
c
(µi0a ·Rj × µjb0)
]}
(2.49)
Using the triple product properties we can change the order of the operation inside
the parenthesis:
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R0K = =m
{
N∑
i,j
ni,nj∑
a,b
CKiaC
K
jb
[
µi0a ·mintjb0 − i
piν˜j0b
c
Rj · (µi0a × µjb0)
]}
(2.50)
In eq. 2.50 the first term corresponds to the rotational strength due to internal
magnetic transition moment (the “µm” term), while the second term denotes the
rotational strength based on dipole-dipole coupling between the two groups i and
j, namely the chiral exciton splitting (the “µµ” term). In the case of pi − pi∗
transitions of common organic molecules, the intrinsic magnetic moments are zero
or relatively small.[33] Therefore, the first term is negligible in comparison with
the second term, and the rotational strength can be approximated by considering
the “µµ” interaction only, namely:
R0K = −
N∑
i,j
ni,nj∑
a,b
CKiaC
K
jb
piν˜j0b
c
Rj · (µi0a × µjb0) (2.51)
In the simple case of N identical chromophores with a single intense ”electric-
allowed” 0→ a transition, eq. 2.51 reduces to:
R0K = −piν˜0a
c
N∑
i>j
CKiaC
K
jbRij · (µi0a × µja0) (2.52)
where ν˜0a is the excitation wavenumber common to all chromophores and Rij =
Rj−Ri is the distance vector between the chromophore i and j. This formulation is
now gauge-independent because of the distance between chromophores appears in
the equation instead of the absolute positions of the chromophores in the reference
system. However, it is possible to apply eq. 2.52 only when the chromophore are
degenerate, in other cases the ν˜i0a remains inside the summation and it is not
possible to reformulate the expression in terms of Rij.
Starting again from eq. 2.40, in the dipole-velocity gauge, the electric dipole mo-
ment is expressed in function of the ∇ˆ operator by mean of the commutator in
eq. 2.47. In this case we apply the commutator on the excitonic states:
〈0|µˆ|K〉 = e~
2
me(E0 − EK)〈0|∇ˆ|K〉 = −
e~
2piν˜0kme
〈0|∇ˆ|K〉 (2.53)
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After some algebra the eq. 2.40 therefore can be rewritten as:
R0K = − e~
2pime
=m
{∑N
i,j
∑ni,nj
a,b C
K
iaC
K
jb [∇i0a ·mj0b]
ν˜0K
}
(2.54)
where ∇i0a represents the electric dipole moment expressed in the velocity formu-
lation. The expression of R0K in the dipole-velocity gauge is gauge-independent.
As a final comment, it worth to noting that the use of commutator in eq. 2.47
is valid only for exact wavefunctions or in a large basis set limit. Therefore, in
order to be consistent, for a given basis set the transition dipole moments of single
chromophores in both length and velocity gauge should differ less than 0.1 a.u.
Finally the CD spectrum can be obtained by assuming a lineshape function. In
the case of Gaussian lineshape, similarly to what discussed in the case of the
absorption, we obtain:
∆(ν˜) = ν˜B−1
M∑
K
R0Kg(ν˜) (2.55)
where M are the total number of excitonic transitions and g(ν˜) is the normalized
gaussian in eq. 2.29.
Standard workflow for a QM exciton model
The full computational strategy used to obtain the EC spectra can be summa-
rized in the workflow illustrated in Fig. 2.3. We first extract the geometry of
the monomeric units starting from an input geometry of the full system, such as
crystallographic data, NMR optimized structures or computationally optimized
geometries.
Once the monomeric units are defined, the computational approach can be roughly
divided into three main steps: (i) calculation of the site energies of each unit;
(ii) calculation of the couplings between all pairs; and (iii) combination of the
data obtained in (i) and (ii) to form the excitonic Hamiltonian which is then
diagonalized. Once all monomeric data are collected, one can decide to select
only some specific transitions of interest from each monomeric unit to build the
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excitonic Hamiltonian. This selection can be very useful to decompose the EC
spectra into different contributions coming from different interactions.
The key quantities involved in the excitonic model can be in principle obtained
by QM calculations. Such QM-exciton model (QM-EC) is a parameter free model
and the quality of the results depends on the level of theory adopted to describe
the subunits and their interactions. In this work we applied the QM-EC model to
describe the excited state properties of different multichromophoric systems and
the TDDFT method has been used to calculate all the necessary properties to
simulate the EC spectra. For what concerns the interaction between the subunits,
namely the electronic couplings, different methodologies can be adopted and an
overview of the classical and QM approaches are given in the next section. In
order to optimize the workflow explained in Fig. 2.3 we wrote a program called
EXAT (EXcitonic Analysis Tool) which is able to process the outputs from a QM
calculation, compute the excitonic properties and produce the spectra.[34] An
overview of all the features in EXAT is given in Appendix B.
Figure 2.3: Workflow to simulate the excitonic spectra.
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2.3 Singlet Electronic Coupling
The coupling term, which constitutes the off-diagonal element of the excitonic
Hamiltonian, represents the electronic interaction between two subunits. In the
previous section we discussed about the exciton model in which the exciton states,
obtained by the application of the matrix method, form a new basis for the de-
scription of optical properties. The presence of the electronic interactions between
the chromophores allows the excitation energy to migrate inside the multichro-
mophoric system. This process is known as Excitation Energy Transfer (EET).
When EET involves close-shell systems and singlet states only, the mechanism is
also known as singlet excitation energy transfer (SEET). [35]
In multichromophoric systems the excitation energy can be transferred over rea-
sonably large distances. One of the most relevant examples is represented by the
energy migration in the natural light-harvesting process, in which the initially
captured solar energy is funnelled to the reaction center through energy transfer
among different chromophores. The EET process is determined by both the in-
teraction between the chromophores V and those of each chromophore with the
surrounding environment, which is responsible for the energy dissipation during
the transfer. The latter can be quantified in terms of homogeneous spectral line
broadening or the so called bath (or external) reorganization energy, λ.
When the electronic coupling is much larger than the coupling to the environment
(V  λ) we are in the case of the “strong coupling limit” and the pigments’
Figure 2.4: Difference between classical and quantum-coherent mechanisms
of excitation energy transfer (EET). (a) Classical EET: the excitation energy
jumps randomly between chromophores dissipating energy at each step. Ex-
citation can be on one chromophore at a time. (b) Quantum-coherent EET:
the excitation energy is instantaneously quantum-mechanically shared among
several chromophores. (Adapted from Ref. [36]).
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electronic states mix strongly to produce new delocalized states that are weakly
perturbed by the interaction with the environment. Within these states, known
as Frenkel excitons, the energy is shared quantum mechanically among several
chromophores instantaneously. The result is that the exciton formed from the
absorbed photon belongs to all the pigment molecules, not to only one. There is
thus quantum coherence in the system and the motion of exciton has a wavelike
character. On the other hand, when the electronic coupling is small compared with
the environment coupling (V  λ) we are in the case of the “weak coupling limit”.
In this case the strong interactions with the environment completely destroy any
quantum effect between the donor and acceptor excited states and the transfer
happens in an incoherent way. The net result is that the excited state formed from
the absorption of a photon belongs to one specific molecule, and the excitation
energy transfer has a hopping character (see Fig. 2.4).
The first case of strong coupling limit can be treated by using the quantum Red-
field theory or modified Redfield theory (when both V and λ are strong).[37] The
case of the weak coupling limit is described by Fo¨rster resonance energy trans-
fer (FRET).[38] In FRET the electronic excitation energy is transferred from one
molecule in an excited state (the donor) to another molecule in a ground state
(the acceptor), as shown in Fig. 2.5 and the rate of the energy transfer process
can be derived from the Fermi golden rule:
kEET =
2pi
}
|V |2J (2.56)
where V is the electronic coupling between donor and acceptor and J is the Franck-
Condon factor weighted density of states. The latter is often replaced by the
spectral overlap of the donor emission and acceptor absorption spectra.[39]
The electronic coupling V is a key quantity in EET both in the case of the exciton
description and of the Fo¨rster incoherent transfer. Both the spectroscopic prop-
erties of the system and the energy transfer rate are determined by the electronic
coupling; therefore, an accurate estimation of the electronic coupling is mandatory
in describing multichromophoric systems.
In order to compute the electronic coupling a first-order perturbation expansion
is often used.[39] In this approach, the total coupling is given by the sum of two
terms: a Coulomb coupling and a short-range coupling. The Coulomb coupling,
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Figure 2.5: Schematic representation of singlet EET. The donor absorbs light
and it is excited to the S1 state. The EET process transfers the excitation from
the donor to the acceptor.
V Coul, arises from the Coulomb interaction between electronic transitions, whereas
the short-range coupling consists in two terms: i) a Dexter’s exchange coupling,
V Exc, that accounts for the indistinguishably of the electrons in many-electron
wavefunctions, and ii) an overlap term, V Ovlp, resulting from the overlap between
the donor and the acceptor orbitals. In conclusion, the total electronic coupling,
V , can be written as:
V = V Coul + V Exch + V Ovlp (2.57)
To explicitly compute the different contributions we consider a simplified four-
orbital model as shown in Fig. 2.6. Here we have two different states: i) an initial
state ΨI in which the the donor is an excited state and the acceptor is in the
ground state; ii) a final state ΨF in which the excitation has been transferred from
the donor to the acceptor.
Φi
Φa
Φj
Φb
Initial state int
Φi
Φa
Φj
Φb
Final state fin
D
ex
A D A
ex
SEET
Figure 2.6: Simplified four-orbital scheme for SEET.
The two states can represented by using a Slater’s determinant in eq. 2.58 and 2.59.
The bar over orbital (φ¯) represents the β spin-orbital and the orbital without the
bar (φ) represents an α spin-orbital. With i and j we denote the occupied orbitals
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for the donor and the acceptor molecules respectively while a and b indicate the
corresponding virtual orbitals. In this simplified scheme we also assume that the
spin-orbitals are orthonormal and there is no overlap between donor and acceptor,
thus the V Ovlp automatically vanishes.
|ΨI〉 = |φiφ¯aφjφ¯j〉 (2.58)
|ΨF 〉 = |φiφ¯iφjφ¯b〉 (2.59)
The electronic coupling is given by:
V =
∑
p,q
〈
ΨI
∣∣∣∣ 1|rp − rq|
∣∣∣∣ΨF〉 (2.60)
where the 1|rp−rq | operator represents the electrostatic interaction between the elec-
trons of the donor and the acceptor. By writing the Slater’s determinants in
eq. 2.58-2.59 in to the eq. 2.60 we obtain:
V =
∑
p,q
〈
φiφ¯aφjφ¯j
∣∣∣∣ 1|rp − rq|
∣∣∣∣φiφ¯iφjφ¯b〉 (2.61)
The initial and final states differ in the occupation of two spin orbitals, thus only
two-electron terms survive in eq. 2.61 and we can write the following integrals:
V =
∫∫
dr1dr2ds1ds2 φ¯
∗
a(r1, s1)φ¯i(r1, s1)
1
|r1 − r2| φ¯
∗
j(r2, s2)φ¯b(r2, s2)−∫∫
dr1dr2ds1ds2 φ¯
∗
a(r1, s1)φ¯b(r1, s1)
1
|r1 − r2| φ¯
∗
j(r2, s2)φ¯i(r2, s2)
(2.62)
In this notation s denotes the spin coordinates and r indicates the spatial coor-
dinates. Each spin-orbital can be also written as: φ(r, s) ≡ φ(r)α(s) or φ¯(r, s) ≡
φ(r)β(s). The first term of the right side of the eq. 2.62 can be integrated over
the spin coordinates giving the final equation for Coulomb coupling.
V Coul =
∫
dr1dr2 φ
∗
a(r1)φi(r1)
1
|r1 − r2|φ
∗
j(r2)φb(r2) (2.63)
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The second term on the right side of eq. 2.62, after the integration over the spin
coordinates, corresponds to the exchange coupling which physically arise from the
indistinguishably of electrons in many-electron wavefunctions:
V exc = −
∫
dr1dr2 φ
∗
a(r1)φb(r1)
1
|r1 − r2|φ
∗
j(r2)φi(r2) (2.64)
The Dexter interpretation of the V exc is a Coulomb interaction between two orbital
overlaps and it decays exponentially with increasing donor-acceptor distance. For
this reason, the exchange term plays a non negligible role in determining the total
coupling only at very short inter-chromophoric distances.[39] Usually the Coulomb
term dominates SEET coupling and and most of the work on EET processes are
focused only on the Coulomb interaction. A numerical example in which all the
coupling terms are explicitly computed for a donor-acceptor test case is reported
in Table 2.2.
Equations 2.63-2.64 can be extend beyond the simplified four orbitals model. To
do this it is convenient to introduce the density matrix kernel applied to a mono-
determinantal wavefunctions. First, we define a general transition density function
γ(r, r′) connecting pairs of states, i.e. a ground state Ψ0 and an excited-state Ψex.
Note that we are considering only the spatial coordinates, i.e. we are referring to
“spinless” densities.
γtr(r, r′) = N
∫
· · ·
∫
Ψ∗ex(r, r2, . . . rN)Ψ0(r
′, r2, . . . rN) dr2 . . . rN (2.65)
Eq. 2.65 is the analogous of the standard density function involving the same state
Ψ:
ρ(r, r′) = N
∫
· · ·
∫
Ψ∗(r, r2, . . . rN)Ψ(r′, r2, . . . rN) dr2 . . . rN (2.66)
Using the transition density matrix formalism the Coulomb coupling in eq. 2.63
can be written as:
V Coul =
∫
dr1dr2 ρ
tr∗
i (r1)
1
|r1 − r2|ρ
tr
j (r2) (2.67)
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where the transition density ρtr(r) corresponds to the diagonal element of the
transition density matrix γtr(r, r′). For that concerns the exchange coupling in
eq. 2.64 we have to consider the off-diagonal element of γtr(r, r′):
V Exc = −
∫
dr1dr2 γ
tr∗
i (r1, r2)
1
|r1 − r2|γ
tr
j (r1, r2) (2.68)
2.3.1 Electronic Coupling within the TDDFT framework
The general derivation of the electronic coupling can be reformulated within the
TDDFT approach described before. To do to that we start from the TDDFT
eq. 2.13 and we consider a pair of donor and acceptor molecules.[40] Initially we
assume that these two molecules share the same resonant excitation frequency
ω0 and they are non-interacting. For the two non-interacting molecules we can
write the corresponding TDDFT equations. By using a compact form of eq. 2.13,
namely MWi = ωiIWi, we can write:
(
MDD MDA
MAD MAA
)(
WD
WA
)
= ω0
(
I SDA
SAD I
)(
WD
WA
)
(2.69)
where the labels D and A refer to the donor and the acceptor molecule and S
includes the overlap between D and A orbitals. When the interaction between the
two molecules is turned on, their respective transitions are no longer degenerate
and two distinct transition frequency at ω+ and ω− appear. The coupling strength
between two such resonant states is half of the energy splitting:
V =
(ω+ − ω−)
2
(2.70)
The new transition frequencies ω+ and ω− can be determined by considering such
interaction as a perturbation. First we define a zero-order eigenvectors as a linear
combination of the unperturbed KS orbitals. For the two possibilities ω± we can
write:
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ω± =
[
X†D,±XA
] [MDD MDA
MAD MAA
][
XD
±XA
]
[
X†D,±XA
] [ I SDA
SAD I
][
XD
±XA
] (2.71)
At the end we substitute the expression for ω± in the eq.2.70 and we obtain the
total coupling between the donor and the acceptor:
V = X†DMDAXA − ω0X†DSDAXA (2.72)
Recalling that MDA is given by:
MDA =
(
ADA BDA
B∗DA A
∗
DA
)
(2.73)
The first term in eq. 2.72 involves only the matrix K that couples the donor
transitions with the acceptor ones. By explicating the expression for K as in
eq. 2.17 and by using the transition density matrix formalism we obtain:
X†DMDAXA =
∫
dr
∫
dr′ ρtr∗A (r
′)
(
1
|r− r′| + gxc(r, r
′)
)
ρtrD(r) (2.74)
This expression is similar to those obtained in the case of CIS wavefunctions
showed in the previous section. The X†DMDAXA terms contains two contributions:
i) the Coulomb interaction from the integration with 1|r−r′| and ii) the exchange-
correlation effect from the integration with gxc. The latter is slight different from
the pure exchange coupling derived for the CIS scheme because in TDDFT case
it also contains the correlation effects. The value of the exchange correlation
coupling depends on the functional form of gxc which is determined by the choice
of the DFT method. The second term in eq. 2.72 involves the overlap between the
transition densities of the donor and the acceptor molecules:
− ωoX†DSDAXA = −ωo
∫
dr
∫
dr′ ρtr∗A (r)ρ
tr
D(r) (2.75)
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We note that in the overlap term also appears the resonant excitation frequency
ω0. When we consider the coupling between different transitions, having different
ωD and ωA frequencies, the first-order approximate expression for the electronic
coupling is still valid and for the overlap term we use an average frequency.
Within the transition density matrix formulation, coupling terms can be in prin-
ciple calculated by using any QM method that gives transition density matrices
between the ground and the excited state of the electronic exited states of interest.
The integration of transition density has been first developed in 1999 by Krueger
and co-workers[41] by using a numerical approach considering finite volume ele-
ments of the transition density cubes (see Section 2.3.2 for further details). The
Transition Density Cube (TDC) method can be applied under the assumption that
the total coupling is well-represented by Coulomb coupling, i.e. the numerical in-
tegration of transition densities does not allow to get the short-range effects that
must be considered separately. Another limitation of the TDC method is related
to the numerical errors associated with integrating the transition density into a
finite volume.[42]. Later, Hsu and co-workers developed the general theory pre-
sented before to obtain coupling for a pair of chromophores with resonant excited
states using the TDDFT[40]. In this case all the coupling terms can be explic-
itly evaluated and the possibility to include environmental effects on coupling was
also exploited using a continuum approach based on the Onsager model. From
our knowledge the first implementation of such theory into a quantum-chemical
software has been provided by our group in 2004[72]. We solved the coupling
problem computing the integrals involving the transition densities by using the
standard numerical grid used in the DFT calculations. Important contributions
to the theory have been also provided by extending the theoretical framework for
computing coupling in the presence of an environment (see Section 3.2).[66]
2.3.2 Approximate methods to compute Coulomb coupling
As we pointed out before, the most important term in the SEET coupling is the
Coulomb interaction, especially when the two interacting molecules are not too
close, namely:
V Coul =
∫
dr
∫
dr′ ρtr∗A (r
′)
1
|r− r′|ρ
tr
D(r) (2.76)
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This integral is equal to the classical electrostatic interaction between two charge
densities, here represented through the transition densities, ρtrD and ρ
tr
A . In the
following discussion we present three alternative methods that are largely employed
to calculate the Coulomb coupling. The first one is based on a numerical resolution
of the integral in eq. 2.74 using a cube grid, while the other two are based on
a multipolar expansion of the transition densities. To dissect about limits and
advantages of the different methods we refer to a concrete case: the electronic
coupling between the first bright pi−pi∗ state of two Bacteriochlorophylls a (BChla)
inside a pigment-protein complex, namely the LH2 complex of purple bacteria.
In particular we consider two closely packed BChla taken from the 1NKZ pdb
structure.[43] The model system under investigation is showed in Fig. 2.7.
Figure 2.7: Close packed pair of BChls from 1NKZ structure. For simplicity
the phythyl tail has been cut and the dangling bond saturated with an H atom.
The distances between the two Mg atoms is 9.43 A˚. Coloured arrows represents
the electric transition dipole moments of Qy transitions.
The excited states have been computed at (TD)CAM-B3LYP/6-31G(d) level of
theory using the geometry extracted from the crystal structure of the complex.
The first bright state corresponds to the so called Qy transition that is polarized
along the ND-NB atoms (see Fig. 2.7). The computed excitation energy and the
dipole strength of such state is given in Table 2.1.
Table 2.1: Site energy, dipole strength and oscillator strength of Qy transition
of BChl 269 and 272.
BChla E (eV) µ2 (a.u.) f
269 1.4881 9.58 0.349
272 1.4609 9.41 0.337
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In Fig. 2.8 we show a graphical representation of the transition densities of the
two BChls. The electronic coupling has been first computed with the method
described in Section 2.3. Starting from now, couplings computed using such a
method will be labeled as “QM couplings”. The obtained result of 328.27 cm−1
will represent the reference value against which the approximated methods will be
compared.
Figure 2.8: Graphical representation of isodensity surfaces (isovalue = 0.001)
of Qy transitions in BChl 269 and 272. Orange and cyan colours stands for
positive and negative values.
Transition Density Cube method
In the Transition Density Cube (TDC) method[41], eq. 2.63, is reformulated by
expressing each transition density as an array of finite-sized volume elements which
make up the cube. In the numerical practice an array M of volume elements
(Vδ = δxδyδz) are defined around the molecule.
Each element Mi corresponding to the transition density ρ
tr
i is defined as
Mi(x, y, z) = Vδ
∫ z+δz
z
∫ y+δy
y
∫ x+δx
x
ρtri (x, y, z) dx dy dz (2.77)
where Vδ = δxδyδz is the element volume centered at the grid point xyz.
Finally, the Coulomb coupling is given by the electrostatic interactions between
all the charge elements of the cubes relative to the molecule i and j, as reported
in eq. 2.78.
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V TDCij =
∑
k,l
Mi(k)Mj(l)
|rk − rl| (2.78)
The grid size of the density cube may be chosen arbitrarily, thus balancing the
computational cost of the coupling calculation with the errors introduced by the
graining of space within the density cube. The default standard grid generated by
Gaussian09 has been demonstrated to give stable results.[41] Figure 2.9 show the
grid used to compute V CoulTDC for the test case.
Figure 2.9: Cube grid used to compute TDC couplings between BChl 269 (red)
and 272 (blue). The surface inside the grid corresponds to ± 0.001 isodensity
surface for ρtr(r).
Multipolar approximation
In most applications the transition density is not directly used and an approxi-
mated form in terms of transition dipoles or transition atomic charges is instead
adopted. As a result, the electronic coupling reduces to a dipole-dipole interaction
energy or an electrostatic interaction among point charges.
The transition charge approach has been shown to be of larger applicability, al-
though its results strongly depend on the procedure used to obtain the charges.
In most cases a fitting of the electrostatic potential generated by the transition
density is applied exactly as it is commonly done for obtaining atomic charges in
molecular mechanics force fields (see Appendix A for further details); this approach
is known as the TrEsp (transition charge from electrostatic potential) method.[44]
Within the TrEsp framework, the Coulomb coupling is computed via eq. 2.79:
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V TrEspij =
∑
k,l
qk(i)ql(j)
|rk − rl| (2.79)
where qk(i) is the partial charge on atom k of the molecule i while ql(j) is the
partial charge on atom l of the molecule j, as shown in Fig. 2.10.
Figure 2.10: Schematic representation of TrEsp method. The point corre-
sponds to transition charges placed on the atomic positions.
A common practice within TrEsp method is to derive the partial charges on the
optimized geometry of the molecule and then use the same set of charges for other
different geometries, i.e. the crystal structures or the geometries extracted from a
MD simulation. In our test case we derived the partial charges to reproduce the
transition density of the state of interest using the optimized BChl structure. The
transition density has been computed at the same level of theory adopted for V QM
approach. Since the transition is mainly localized on the porphyryn ring the ESP
fit has been performed by considering only the heavy atoms of the ring. The same
set of charges are placed on the corresponding BChl atoms in the crystal structure
and the V TrEsp has been computed using eq. 2.79.
Point Dipole Approximation (PDA)
In the point-dipole approximation (PDA) the electronic coupling is computed as
the interaction between two electric transition dipole moments, centered on the
molecular systems as shown in Fig. 2.11:
By using the quantities reported in Fig. 2.11, we obtain:
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Figure 2.11: Schematic representation of PDA for the test case (left) and for
a generic system (right) with the definition of the angles used in eq. 2.81.
V PDAij = µiµj
κ
R3ij
(2.80)
where µi and µj are the dipole lengths, Rij is the distance between the two dipoles
and κ accounts for the relative orientation between the dipoles and it is a pure
geometrical factor defined as:
κ = µˆi · µˆj − 3(µˆi · Rˆij)(µˆj · Rˆij) (2.81)
where the hat notation indicates the versor. The dot products in eq 2.81 can be
expressed through the cosine of the angles defined in Fig. 2.11, namely
κ = cosγ − 3(cosφicosφj) (2.82)
where γ indicates the angle between µi and µj and φi and φj are the angles
between the dipoles and the distance vector Rij. In the case of parallel dipoles
cosγ = 1 and cosφicosφj = −1 and κ assumes the highest possible value of 4. On
the other hand, when the two dipoles are perpendicular κ = 0.
The PDA is widely used due to both the simple formulation and the restricted
number of necessary parameters. However, the main limit of PDA is that it works
well only for inter-chromophoric distances much larger than the dimensions of the
chromophores. At short distances (less than 20 A˚)[45] PDA may give largely over-
estimated coupling values. Moreover, when the two transition dipoles are slightly
perpendicular, κ approaches to zero and consequentially also the PDA couplings
go to zero, while in the case of the full transition densities it does not happen. On
the other hand, in the range of reliability of the PDA calculations, eq. 2.80 gives
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a simple interpretation of the coupling in terms of the dipole magnitude, their
relative orientation and the distance. The formulation of PDA is very simple but
at least two fundamental data are required: i) orientation and magnitude of tran-
sition dipole moments, ii) the point of application of such dipoles, the so called
“chromophore center”. The magnitude of the transition dipole moment can be
obtained experimentally by looking at the absorption spectra. The experimental
determination of the dipole orientation with respect to the molecule geometry is
not easy and in general it can be obtained by QM calculations or using symme-
try rules. A mixed approach is also often introduced by deriving the orientation
from QM calculations and rescaling its magnitude on the basis of the experimental
values.
For what concerns the points where dipoles should be placed to estimate dipole-
dipole interactions, it does not exist a general method to define them. In general,
if the chromophore corresponds to the whole molecular structure, the center of
mass or the geometrical center of the molecule can be chosen as the “chromophore
center”. In other cases, when the transition involves only a portion of the molecule,
we have to follow the chemical sense and symmetry considerations. A more quan-
titative way to estimate the “chromophore center” is to calculate the centroid of
the transition density or also to use the centroid of the Natural Transition Orbitals
[46], but in both cases we have to perform a QM calculation. A different choice of
the “chromophore center” is reflected in both a different value of the orientation
parameter κ and of the distance Rij. As a relevant example of the risk that a
wrong assignment can imply, we cite here a famous case of the Tro¨ger base where
an opposite absolute configuration was found due to a not correct assignment of
the chromophore center.[30]
Final comments
To conclude this short presentation about different methodologies to compute the
Coulomb coupling we report in Table 2.2 the results obtained for the model system
used as a test case.
If we consider the V QM as the reference benchmark for the Coulomb coupling, the
TDC model gives a very similar value, indicating that the standard cube grid used
is a good choice in this case. Passing from methods that consider the full density
to those which use a multipolar expansion the error increases. In particular the
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Table 2.2: Coulomb couplings (cm−1) computed with different methods for
the BChl 267–272 pair of LH2 complex.
Method V Coul E% V Exch V Ovlp
QM 328.27 - -1.20 < 0.01
TDC 328.65 < 0.01 n.a. n.a.
TrEsp 313.73 5 n.a. n.a.
PDA 656.70 98 n.a. n.a.
TrEsp method underestimates the coupling of ∼ 5% while, as expected for such
close distance (9.4 A˚ between the two central Mg atoms), the PDA fails giving a
value which is about twice with respect to the reference.
Each method has pro and cons and the choice depends on the final aim. The QM
and TDC methods are more expensive because in both cases we have to calculate
the transition density matrix of the donor and the acceptor and then explicitly per-
form the integral. The advantage of TDC is the transferability: once the transition
density cube has been obtained, the numerical integration is straightforward and
in principle cubes obtained from different level of theories or different programs
can be used. The computational time of the numerical integration depends on the
dimension of the system and on the number of gridpoints. The TrEsp method
instead only requires one calculation of the transition densities to perform the
charge fit. Then the charges are usually projected on the geometries of the donor
and the acceptor. The quality of the results can be sensitive to the fit procedures
(i.e. number of charges and their locations). For PDA the calculation is very easy
to perform and only the transition dipole moments and the chromophore centers
are required.
As a final remark, we have to stress that approximate methods can access only
to the Coulomb coupling while the QM one allows to explicitly accounts for other
terms that in some cases can play a role in the singlet EET processes. Moreover,
as it will be explained in Chapter 3, the inclusion of the environmental effects is
straightforward for the QM methods whereas in the other cases it is possible only
by introducing some further approximations.
Chapter 3
Modelling environmental effects
In the previous chapter we presented the methods to compute electronic properties
of molecules without introducing any environmental effect. However, in real sys-
tems, most of the chemical and physical processes take place in an environment.
As a matter of fact, the “environment” cannot be uniquely defined as it ranges
from common solvents, in the case of a molecular probe in solution, to many kinds
of “embeddings” such as a protein matrix, a solid, a liquid-liquid or liquid-solid
interface, a membrane, a composite system containing solid particles of nanoscopic
dimension in solution and many others.[48]
From a QM point of view, in all of these cases, we need to accurately account for
short- and long-range interactions of the molecular probe with its environment.
Such kind of systems may reach very high structural complexity and very large
dimension in terms of number of atoms. Despite the increasing computational
capability, molecular modeling and simulation of such large and complex systems
at the atomic level remain a challenge.[49] Certainly a “brute force” approach,
where the whole system is treated at QM level, is not only computationally unfea-
sible but also unnecessarily complex. As an alternative, a wide variety of so-called
multiscale models have been devised. In a multiscale approach, different portions
of the system under investigation are described using different levels of theory
aiming at balancing the accuracy of the description for the portion of interest
with the reduced computational costs of a more approximate description of the
environment.
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In the case of an “embedded” multichromophoric system all the parameters en-
tering in the exciton Hamiltonian will be modified by the presence of the envi-
ronment. The site energies of the single chromophore will be shifted due to the
solvatochromic effect, depending on the nature of the transition and the charac-
teristic of the environment. The transition density will be also modified, therefore
all the transition properties, such as electric and magnetic transition dipole mo-
ments, will change as well as the electronic coupling. Moreover, the presence of
the environment between two coupled chromophores will modify their Coulomb
interaction leading to the so called “screening effect”.
Among the many available multiscale approaches, a class largely used combines a
QM description of a specific part of the system, whose properties are the object
of the research (from now on indicated as the “solute”), with a classical approach
for the remainder, which is generally indicated as the “environment”. In the fol-
lowing sections the physical background of QM/classical formulations is described
(Section 3.1). After that, a modification of the TDDFT equations to include the
environmental effects is provided (Section 3.2). Finally, an overview of classical
MD simulations needed to obtain a correct sampling of the environment configu-
ration is given, together with a brief discussion about the internal fluctuations of
the chromophore structure (Section 3.3).
3.1 Hybrid QM/classical methods
QM/classical formulations are largely adopted to describe properties and processes
which cannot be treated with fully classical models, such as chemical and biochem-
ical reactivity, electronic processes, as well as the study of spectroscopic properties.
Their success in these applications is mostly related to the accuracy with which
the interactions between the QM and the classical parts are treated. Hybrid QM/-
classical approaches can be formulated in many different ways, depending on the
classical formulation chosen and the types of interaction considered between QM
and classical sub-systems.
Generally speaking, we can identify two different classes of QM/classical formu-
lations, namely that describing the environment as a continuum, in terms of its
macroscopic properties (QM/continuum), and that using an atomistic descrip-
tion of the classical part, interacting through MM force fields (QM/MM). Both
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methods allow to account for the presence of the environment in the description
of a molecular system at an affordable computational price, increasing both the
possibilities of molecular modeling and the manifold of treatable systems.
In both versions of QM/classical models, an important common aspect is that the
QM part can be modified in its electronic and nuclear degrees of freedom by the
presence of the classical part. From a QM point of view, the Hamiltonian of the
whole system can be written as:
Hˆ = Hˆ0 + Hˆenv + Hˆint (3.1)
where Hˆ0 is the Hamiltonian of the gas-phase (isolated) QM subsystem, Hˆenv is
the Hamiltonian of the rest of the system, which is purely classical, and finally
Hˆint represents the interaction between the QM and the classical parts. In the
QM/classical models the degrees of freedom of the sole environment are not of
great relevance. In continuum solvation models, the solvent atomistic nature dis-
appears together with the Hˆenv term.[50] In the case of QM/MM approach, Hˆenv
is maintained, but such term only contributes with a constant to the total energy.
In both the formulations the addition of Hˆint to the solute Hamiltonian automat-
ically leads to a modification of the solute wave function, which needs now to be
determined by solving the effective Schroedinger equation:
Hˆeff|Ψ〉 = E|Ψ〉 (3.2)
The addition of the new operator does not change the formal and the numerical
strategy to be used. As a result, the most commonly used approximations for
isolated systems, are still valid for the “solvated” systems.[48] Here, in particular,
we mainly focus on the standard Self Consistent Field (SCF) approach (either in
its Hartree-Fock or DFT formulation). Due to the presence of Hˆint the modified
SCF scheme is generally known as Self Consistent Reaction Field (SCRF), which
emphasizes the mutually polarization of the solute-solvent system, obtained at the
end of the SCF.
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3.1.1 QM/continuum
Continuum models have been originally developed as solvation models but now
can be used to describe a large and diverse number of environments, ranging from
membranes to metal nanoparticles.[48, 50, 51] Nowadays they have become one
of the most used techniques in the computational chemistry community. This
success is due to their ability to account for the environmental effects in a QM
calculation at almost the same cost of an analogous calculation for the system in
the gas phase. This is possible by resorting to a classical continuum description
of the environment in terms of its macroscopic dielectric properties.
In modern continuum solvation models the solute is placed in a suitably shaped
molecular cavity C immersed in the dielectric medium representing the environ-
ment (see Fig. 3.1).
Figure 3.1: Example of PCM cavity build around two close Bacteriochloro-
phyll molecules.
The polarization response of the dielectric medium to the solute charge distribution
is obtained by solving the Poisson equation of classical electrostatics:
−∇ · [(r)∇ · V (r)] = 4piρs(r) (3.3)
In eq. 3.3, (r) is the permittivity characterizing the dielectric medium, and ρs(r)
represents the charge density of the solute.
If we assume that the solute charge distribution is entirely contained inside the
cavity, that inside the cavity there is no polarizable medium, and that outside the
medium is characterized by a scalar dielectric constant (homogeneous and isotropic
solvent), eq. 3.3 can be simplified in a set of two equations:
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−∇2V (r) = 4piρs(r) within the cavity−∇2V (r) = 0 outside the cavity (3.4)
Equations 3.4 are accompanied by two boundary conditions stating that both the
potential and the normal component of the “displacement field” are continuous at
the cavity surface Γ.
A possible strategy to solve this equation is to write the electrostatic potential V
as a sum of the solute potential Vs plus the contribution due to the reaction of the
solvent Vσ (i.e. the polarization of the dielectric), namely:
V (r) = Vs(r) + Vσ(r) (3.5)
Among the possible approaches to define the reaction potential we consider here
the apparent surface charges (ASC) approach, where an apparent surface density
σ(s) spread on the cavity surface Γ is used to represent the reaction (polarization)
of the dielectric. Within this framework the reaction potential becomes:
Vσ =
∫
Γ
σ(s)
|r− s|d
2s (3.6)
From a computational point of view it is very difficult to perform the integration
of eq. 3.6, especially for complex shaped cavities. The solution is achieved by a
partitioning the cavity into a set of finite elements called tesserae. The dimension
of each element should be small enough to consider σ(s) almost constant within
each tessera. Following this strategy, the integral in eq. 3.6 is discretized into a
sum of a finite number of elements:
Vσ ≈
Nts∑
t
σ(st)At
|r− st| =
Nts∑
t
qt
|r− st| (3.7)
where the sum runs over all the tesserae, and At represents the area of each tessera.
The product σ(st)At corresponds to the apparent charge qt on each finite element
of the cavity. In the years, different definitions of σt(s), and consequently of qt,
have been proposed, leading to different formulations of the so-called Polarizable
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Continuum Models (PCMs), known as DPCM, IEFPCM, CPCM, or to Conductor-
like Screening Model (COSMO). The electrostatic equation for σ(s) within the
various PCM formulations can be rewritten as a series of coupled equations (one for
each finite element) and the problem can be solved using a matrix representation.
In the following discussion we refer to the IEFPCM[52] formulation. Within the
IEFPCM scheme the PCM matrix equation to solve is:
UQ = RV (3.8)
where Q is the vector containing the set of PCM charges on each of tessera surface,
V is a vector with the value of the potential on the same tesserae, and U and R
are matrices depending on the dimension and the sahpe of the cavity as wel as on
the selected mesh for the surface and the solvent dielectric constant.
In the QM/PCM approach, the operator Hˆint in eq. 3.2 represents the electrostatic
interaction between the charge density of the solute and the apparent charges on
the surface of the cavity:
Hˆint = HˆQM/PCM =
∑
t
qtVˆQM(rt) (3.9)
where qt are the surface apparent charges at the position rt in the Cartesian coor-
dinate system, and VˆQM(rt) is the electrostatic potential operator due to the QM
charge density calculated at rt. The summation runs over all the Nt tesserae. Since
HˆQM/PCM depends on the QM charge density of the solute, which is determined
by the solute wavefunction modified by the solvent through eq. 3.2, a non-linear
problem is obtained and its solution leads to a mutually polarized QM/continuum
system.
It has been shown that continuum models are often the ideal strategy to account
for the bulk effects of the environment. On the other hand, its description as a
structureless medium, does not allow to properly include the effects of the het-
erogeneities, as well as specific interactions of the probe with the environment.
In particular, when the heterogeneity of the environment acts at a small scale,
such as in a protein matrix where each position/orientation of the probes feels a
different local environment or in the presence of specific interactions such as when
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hydrogen bonds can be possible between the solute and the solvent molecules, an
atomistic description has to be preferred.
3.1.2 QM/MM
When specific interactions are relevant and/or when the environment is strongly
inhomogeneous, as for instance the case of biological media, QM/MM models,
which employ an atomistic description of the environment, are more appropriate
than continuum approaches. However, they suffer from a drawback: the solute-
environment interaction depends critically on the configuration of environment
atoms, particularly those at short range. Therefore, in order to correctly account
for the dynamical nature of the solute-environment interactions, several configu-
rations need to be taken into consideration. This is not needed when continuum
approach are employed since they automatically give a configurationally sampled
solvent effect, and this allows one to avoid statistical analysis based on delicate
sampling averages. Indeed the sampling issue may introduces an additional diffi-
culty related to the fact that often the sampling is obtained by using classical MD
or Monte-Carlo (MC) configurations. In these cases the reliability of the results
may be affected by the force-field used and the intrinsic limits of classical MM
simulations (see Section 3.3).
In the most common formulation, the MM part of QM/MM systems is described
through a set of fixed point charges, generally placed on the atoms of the en-
vironment. The QM/classical interactions are therefore of electrostatic nature.
The MM charges are chosen to best represent the molecule’s total electrostatic
properties (for the charge derivation procedures see Appendix A). Eventually, also
higher multipole moments can be used to improve the electrostatic description. In
general, for standard molecules, such as aminoacids, nucleobases, sugar and lipids,
well-established parameters have been developed for classical MD simulations. In
Fig. 3.2 we report a simplified example of a QM/MM system constituted by a
chlorophyll molecule embedded in a protein environment.
The Hˆint term in eq. 3.2 is given by the interaction between the electronic density
of the QM molecule ρs(r) and the MM charge distribution (HˆQM/MM) namely:
Hˆint = HˆQM/MM =
∑
c
qcVˆQM(rc) (3.10)
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Figure 3.2: Schematic representation of our QM/MM model system. The
QM part corresponds to the chlorophyll molecule (hydrogens are not shown for
clarity), while the MM part is constituted by the side chains of two aminoacidic
residues, represented with dots and lines. The cyan surface represents the QM
electron density ρ(r) and the points are the partial charges {qc} of the MM part.
where qc are the fixed partial charges placed at the position rc in the Cartesian
coordinate system and VˆQM(rc) is the electrostatic potential operator due to the
QM charge density calculated at rc. The summation runs over all the Nc charges.
This scheme is also known as “electrostatic embedding” in the sense of the elec-
tronic structure of the QM part is modified by the presence of the charge distribu-
tion representing the environment and consequentially is polarized by it. However,
the use of fixed point charges to describe the MM system implies that, while the
QM density is polarized by the potential, the opposite is not true. This is a se-
rious limitation, as it has been shown that the explicit response arising from the
environment polarization can be crucial, particularly when charged or very polar
systems are studied, or when electron excitation processes are considered. In order
to improve the QM/MM description, the next step is to include a “flexible” MM
model which can be polarized back by the QM charge distribution. Three main
groups of methods include polarization effects:[53]
• Induced dipoles approaches (ID). Atomic polarizabilities are assigned
to atoms which, in the presence of an electric field lead to induced dipoles.
The source of the electric field are the QM charge distribution, the MM point
charges and the induced dipoles themselves. A self-consistent procedure is
required to solve the QM/MM problem because the dipoles interact with
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each other and act back on the QM electron density. The parameters to be
defined in addition to the MM charges are the atomic polarizabilities.
• Drude oscillators (DO). A set of fixed charges are connected by harmonic
springs, generating a dipole. The set of dipoles interact with the local electric
field as shown before. The parameters are the magnitude of the mobile charge
and the force constant of the spring.
• Fluctuating charges (FQ): This model is based on the electronegativy
equalization principle, which states that, at equilibrium, the instantaneous
electronegativity of each atom has the same value. Fluctuating charges are
placed on the atoms to represent the charge flow within the molecule. Two
sets of atomic parameters are needed: hardness and electronegativities.
In this work we used the induce dipole model to account for the polarization
effects on both ground and excited states and we will refer to it as polarizable
MM model (MMPol). Although non-polarizable QM/MM methods have been
largely employed in the study of molecular systems,[54] two main obstacles still
remain in the application of polarizable QM/MM: i) the missing of well-established
polarizable biomolecular MM force-fields, ii) the computational cost related to
their use.
Including the polarization effects: the QM/MMPol model
In the induced dipole polarization scheme, a set of polarizabilities is assigned
to MM atoms. Physically the polarizability represents the tendency of a charge
distribution, i.e. an electronic density of an atom or of a molecule, to be distorted
from its normal shape by an external electric field. In general, the polarizability
αi is a 3× 3 tensor:
α =

αxx αxy αxz
αyx αyy αyz
αzx αzy αzz
 (3.11)
For our purpose we consider an isotropic polarizability, αiso which corresponds to
1/3 of the trace of the matrix α, namely αiso = 1
3
tr{α} (for simplicity’s sake, from
now on we the “iso” label will be removed).
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αiso =

αiso 0 0
0 αiso 0
0 0 αiso
 (3.12)
In the induced dipole model, when an electric field E acts on the MM sites, a
dipole moment µ is induced according to eq. 3.13:
µi = αiEi (3.13)
where αi is the isotropic polarizability of atom i and the electric field Ei also
depends on the dipoles themselves. The Ei term can be separated into two contri-
butions, namely Ei = E
ext
i +E
dip
i , where E
dip
i is the electric field due to the dipoles
and Eexti is the “external” electric field, i.e. the electric field due to the charges
and the QM density. The eq. 3.13 can be rewritten as:
µi = αi
[
Eexti −
Np∑
j 6=i
Tijµj
]
(3.14)
where the second term inside the bracket corresponds to Edipi . The Tij is known
as the dipole-dipole interaction tensor and it is defined as:
Tij =
fe
r3ij
I− 3ft
r5ij

r2x rxry rxrz
ryrx r
2
y ryrz
rzrx rzry r
2
z
 (3.15)
where I is the 3 x 3 unit tensor and rx, ry and rz are Cartesian components
of the vector connecting the two atoms i and j. The fe and ft factors are
distance-dependent screening functions that depend on the specific dipole interac-
tion models.[55] Eq. 3.14 can be rewritten as:
α−1µi +
Np∑
j 6=ı
Tijµj = E
ext
i (3.16)
In this form, eq. 3.16 is a system of Np equivalent equations that can be written
in a matrix form:
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
α−11 · · · T1j · · · T1Np
...
. . .
...
Ti1 α
−1
i TiNp
...
. . .
...
TNp1 · · · TNpj · · · α−1Np


µ1
...
µi
...
µNp

=

Eext1
...
Eexti
...
EextNp

(3.17)
or briefly:
Tµ = E (3.18)
The induced dipoles can be finally computed by inverting the T matrix or by using
iterative techniques:
µ = T−1E (3.19)
The Hˆint Hamiltonian describing the interactions between the QM and MM part
is analogous to that reported in eq. 3.10. The only difference is represented by
the fact that besides the charges also the induced dipoles have to be considered,
namely:
Hˆint = Hˆ
el
QM/MM + Hˆ
pol
QM/MM (3.20)
The terms on the right side of eq. 3.20 are:
HˆelQM/MM =
∑
c
qcVˆQM(rc) (3.21)
HˆpolQM/MM = −
∑
p
µp · Eˆ(rp) (3.22)
in which the c and p indexes are referred to charges and induced dipoles respec-
tively. The “el” superscript refers to electrostatic terms (i.e. those due to fixed
charges, or fixed multipole in general), while “pol” refers to the polarization terms.
The full Hamiltonian also contains a term HMM/MM which describes the energy of
the MM subsystem. We note that, contrary to what is found for non polarizable
embeddings, here part ofHMM/MM depends on the QM density through the induced
dipoles. In parallel to what we described for the PCM model, also in the case of
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the MMPol a self-consistent procedure is required to solve the QM/MM problem
because of the explicit dependence of the induced dipoles on the QM wave function.
Different dipole interaction models
The inclusion of the screening functions in the definition of the dipole tensor T
is fundamental to avoid over-polarization problems. In general, not all MM sites
(charged or polarizable) are allowed to interact with each other. This is because
polarizable models can be divided into additive and nonadditive (also called inter-
active) models.[56] In additive models, only intermolecular polarization interac-
tions are explicitly accounted for. In nonadditive models, however, all charges and
dipoles are allowed to interact intra- and intermolecularly. Since the true charge
distribution is approximated by point charges and polarizabilities, nonadditive
models can lead to the so-called “polarization catastrophe” at short distances.
Possible solutions to avoid this problem are: i) turning-off the interactions be-
tween 1-2 and 1-3 bonded sites, ii) applying a distance-dependent damping for
interactions at short distances, iii) combining the first two approaches.
In the original formulation of Applequist[57] no screening factors were present,
which corresponds to fe = ft = 1 in eq. 3.15. A first version of the modified dipole
interaction was presented by Thole[58] and subsequently revised by Swart and
van Duijnen.[59] Various types of screening functions were proposed: i) a linear
form, ii) an exponential form. A factor ν, depending on the distances, on atomic
polarizabilities and on a fixed screening factor a, is introduced:
ν =
rij
a (αiαj)
1/6
(3.23)
The factor is used to compute fe and ft functions at long distances. In the linear
form we have:
fe = 1.0 ; ft = 1.0 if (ν >= 1)fe = (4ν3 − 3ν4) ; ft = ν4 if (ν < 1) (3.24)
In the exponential form we have:
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fe =1−
(
ν2
2
+ ν + 1
)
· e−ν
fe =1−
(
1
6
ν3 +
1
2
ν2 + ν + 1
)
· e−ν
(3.25)
Many others screening functions have been proposed, such as the Tinker-exponential
model.[60]For what concerns the charge-dipole interactions, a screening factor is
also used which depends on the the distance. This charge-dipole screening is
proportional to fe.[61] Several polarization models have been implemented in our
group, all based on both additive and nonadditive schemes, Table 3.1 reports
the different treatments among different MMPol models, for what concerns the
charge–charge, charge–dipole and dipole-dipole interactions.
Table 3.1: Treatment of dipole-dipole (Dip-Dip), charge-dipole (Chg-Dip) and
Charge-Charge (Chg-Chg) interactions within different interaction models.
Model Connectivity Dip-Dip Chg-Dip Chg-Chg
Wang AL
1–2: Excluded Excluded Excluded
1–3: Excluded Excluded Excluded
1–4: Included(a) Included(a) Included
Others: Included(a) Included(a) Included
Thole
Same group: Included(b) Excluded Included
Different group: Included(b) Included Included
Groups
Same group: Excluded Excluded Included
Different group: Included(c) Included Included
(a): Using Thole smeared dipole tensor, linear version: AL Model, Table 3, in
Wang, J. Phys. Chem. C 115, 3091, (2012); screening factor a = 2.5874.
(b): Using Thole smeared dipole tensor, linear version: Eq. 9c in J. Phys.
Chem. A 102, 2399 (1998); screening factor a = 1.7278.
(c): Using standard dipole interaction tensor: Applequist, JACS 94, 2952,
(1972).
In Group and Thole models different groups of polarizable sites are defined; in
general different groups correspond to different molecular fragments. In Group
model the charge-dipole interactions within the same group are always excluded
(additive model). On the contrary, in Thole model all the dipole-dipole interac-
tions are included by using the Thole smeared dipole tensor, which screens the
interaction at short distances. Recently Wang and co-workers[55] have developed
new polarizable models for calculating interactions between atomic charges and
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induced point dipoles. They also parametrized a new sets of atomic polarizabili-
ties by fitting experimental data. Among the different polarizabilities models the
authors have shown that the amber linear model (AL) is one of the best in repro-
ducing the intermolecular interaction energies.[62] On the basis of this results we
decided to implement the Wang AL interaction model in our QM/MMPol code. In
such model all the interactions between the 1-2 and 1-3 bonded sites are excluded
(as already happens for charge-charge interactions in the standard non polarizble
AMBER force-fields[63]). The 1-4 and all the others charge-charge interactions are
always included without any scaling factor while for the dipole-dipole interactions
the linear Thole’s smeared dipole tensor is used.
3.1.3 Mixed QM/MMPol/PCM approach
The atomistic (MM) and continuum approaches can be coupled and in the last
few years various fully polarizable QM/MM/continuum approaches have been pro-
posed and implemented [64–68] where on top of employing a polarizable discrete
model, one also includes a further external polarizable continuum layer, coupled
to the former. In this way the continuum dielectric description of the environment
is used together with a flexible definition of QM and polarizable MM regions. This
three level methods allows to exploit the advantages of each method, as it employs
the polarizable discrete model at short-range (where it is konwn to be more effec-
tive, by accounting for short-range directional interactions), and the continuum
one for long-range effects.
In a non interacting scheme between the continuum and MM parts, the PCM
charges can be found, as discussed in Section 3.1.1, by solving the equation:
UQ = RV (3.26)
whereas the induced dipoles at MM site are obtained by:
M = αE (3.27)
When we turn on the interaction between the PCM and MM part the potential
and the electric field contains the “mixed” contributions from both the MMPol and
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the PCM distributions, therefore the two problems cannot be separated.[64, 66]
In particular, the potential in eq. 3.26 is not only due to the charge density of the
solute but also to the MM part (fixed charges plus induced dipoles):
V = V QM + V MM (3.28)
Similarly the electric field in eq. 3.27 depends also on the PCM apparent charges:
E = EQM + EMM + EPCM (3.29)
The induced dipoles and the PCM charges can be obtained simultaneously by
solving a coupled linear system (see ref.[66] for details).
From a practical point of view, the application of a fully polarizable QM/M-
M/PCM model may represent a challenge in terms of computational cost. The
resulting coupled linear system becomes easily untreatable with standard linear
algebra methods even for small/medium systems, making the use of iterative tech-
niques mandatory. One of the main problem is represented by the size of the
continuum part which surrounds the entire atomistic system, which is constituted
by both the QM and MM parts. For such a large system the solution for the
continuum solvation part alone may become extremely expensive when standard
implementations are used, making the overall computation unfeasible. Recently
a new implementation of the MM/continuum embedding using the COSMO for-
mulation for continuum part has been proposed.[69] With respect to previous
implementations, we achieve for the first time a linear scaling with respect to both
the computational cost and the memory requirements without limitations on the
molecular cavity shape. This is achieved thanks to the use of the recently devel-
oped ddCOSMO model[70] for the continuum and the Fast Multipole Method for
the force field, together with an efficient iterative procedure. Therefore, it becomes
possible to include in the classical layer as much as several tens of thousands of
atoms with a limited computational effort.
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3.2 TDDFT and Electronic Energy Transfer
The description of QM/classical approaches provided in the previous section was
focussed on the molecular ground state. In this section we extend the description
the excited state calculations. In particular we consider the TDDFT framework
already presented in Chapter 2. The extension of the linear response scheme to
include the effects of polarizable environments have been first developed for PCM
[71, 72] and later for the MMPol model. [73] Recently an unified fully polarizable
QM/MMPol/PCM approach has been presented.[66] First we consider the effects
of the environment on the excitation process and than we consider such effects on
the electronic couplings.
3.2.1 Environmental effects on electronic excitations
In the case of electronic excitation, typically happening in an ultrafast time scale,
a new aspect regarding the characteristic response time of the environment de-
grees of freedom should be taken into account. Let us consider a solute in its
ground state in equilibrium with the solvent. When a vertical excitation occurs,
the solvent response may be partitioned into two parts: i) an electronic (or dy-
namic) response, which is assumed to be sufficiently fast to immediately follow
any change in the solute charge distribution; ii) a slower (or inertial) response
which arises from nuclear and molecular motions of the solvent molecules. The
possible delay of the slower component results in a nonequilibrium solvent regime
where inertial part of the response of the solvent remains frozen in the initial sol-
vation state. The nonequilibrium regime eventually relaxes into a new equilibrium
where all the degrees of freedom of the environment are in equilibrium with the so-
lute electronic density. Especially for highly polar environments, equilibrium and
nonequilibrium regimes represent very different configurations and their energy
difference is generally known as “reorganisation energy”.
The nonequilibrium regime can be properly taken into account with both the
QM/continuum and QM/MM models. In the first case, if we adopt the PCM
framework in terms of apparent surface charges, the fast (or dynamic) charges
are obtained by using the same expression of equilibrium case save that the the
optical component (∞) of the dielectric permittivity is used instead of the static
one. By contrast, the slow component is obtained as the difference of the full
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equilibrium charge and the dynamic ones, both calculated in equilibrium with
the initial charge distribution of the solute. In the QM/MM framework, the slow
component is automatically taken into account if the MM charge distribution does
not change during the excitation process (charges are fixed in position and in size).
For what concerns the fast component, this can be properly taken into account
only if a polarizable embedding is considered. In this case the fast response of the
solvent is represented by the induced dipoles.
Recalling the TD-DFT linear response equation for the gas-phase case (eq. 2.13),
the inclusion of the effects of a polarizable environment modifies the A and B
matrices by introducing additional terms. In the case of PCM, the electronic
part of the polarization response of the environment is represented by the set of
dynamic charges and the additional term CPCMai,bj term can be written as:
CPCMai,bj =
Nt∑
t
[∫
dr ψ∗a(r)ψi(r)
1
|rt − r|
]
qt(ψ
∗
b , ψj) (3.30)
where the dynamic charges qt are determined by solving the PCM equation for
a QM potential generated by the transition charge density ψ∗b , ψj. Similarly, for
what concerns the MMPol scheme, the electronic part of the polarization response
of the environment is represented by the set of induced dipoles and the additional
term DMMPolai,bj is defined as:
DMMPolai,bj = −
Np∑
p
[∫
dr ψ∗a(r)ψi(r)
(rp − r)
|rp − r|3
]
µp(ψ
∗
b , ψj) (3.31)
where the µp induced dipoles are determined by solving the MMPol equation for
a QM field generated by the transition charge density ψ∗b , ψj. In the case of the
three layer system, the inclusion of both PCM and MMPol effects is simply a
combination of the two effects, where the qt charges and µp induced dipole should
be derived by solving the MMPol/PCM coupled problem.
As a result of these additional terms as well of the fact that also the reference
ground state has been modified by the solvent, the transition energies that will
be obtained by solving the “effective” TDDFT problem will be different with
respect yo what found for the isolated system. In parallel, also the corresponding
transition densities will be modified.
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3.2.2 Environmental effects on electronic coupling
The presence of an environment can lead to strong effects in the electronic coupling
between the molecules. These effects have a double origin. The first one is exactly
what described above: the environment can change both the geometrical and the
electronic structure of the molecules and modify their transition properties, i.e.
site energies, transition dipoles and transition densities. These changes will be
reflected in different couplings. Such effect is known as an “implicit” effect. The
second effect is due by the presence of a polarizable environment which acts as
a mediator of the interaction. Such “explicit” effect acts on the direct Coulomb
interaction between excitations and the general effect is to reduce the magnitude
of the coupling. For this reason it is common to say that the coupling is “screened”
by the environment.
In the EET theory originally proposed by Fo¨rster[74], a simple screening factor
s is used in eq. 2.56 to model the presence of the environment (represented as a
continuum dielectric):
k =
2pi
~
|sVs|2J (3.32)
In eq. 3.32 Vs describes the direct electronic coupling between the donor and the
acceptor, which corresponds to the Coulomb interaction evaluated by the PDA
within the Fo¨rster theory. The screening factor s depends on the optical dielectric
constant ∞ which corresponds to the square of the refractive index of the medium
n,.
s =
1
∞
=
1
n2
(3.33)
When the environment is characterized by a refractive index of 1.4 (typical of a
polar environment) the screening factor is ∼ 0.5 and the EET rate is reduced by
a factor ∼ 4. Attempts to improve the Fo¨rster picture still keeping its simplicity
have exploited the concept of local field factors.[75] Also in these cases, however, a
constant factor depending only on the dielectric constant is used. This means that
the screening does not depend on the charge distributions of the donor/acceptor
systems, neither on their relative orientation and alignment. Moreover, at short
distances, the dielectric medium can be excluded from the intermolecular region
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leading to more complex effects which, in particular cases, can also enhance the
interaction between donor and acceptor. In modern continuum solvation models
the combination of the linear response scheme with the PCM description of the
environment allows one to take into account both the implicit effects of the en-
vironment, Vs, on the transition properties of the interacting chromophores (e.g.
their transition densities) and the explicit (screening) effects on their interaction,
Vexp. The total coupling can be written as the sum of the these two terms:
V = Vs + Vexp (3.34)
where Vs collects the Coulomb (and exchange) terms implicitly modified by the
medium. Within the TDDFT framework, Vs is obtained by applying the eq. 2.57
in which the transition densities ρTD/A are modified by the presence of the en-
vironment. The environment also enters explicitly in the definition of the Vexp,
namely:
V PCM =
∑
t
[∫
drρ†A(r)
1
|r− rt|
]
qt(∞; ρD) (3.35)
Conceptually, the oscillating transition density of the donor drives a response
in the polarizable medium, which in turn, affects the oscillation of the acceptor
(and vice versa). To be noted that the PCM charges qt are those calculated by
using the optical permittivity of the medium, according to the nonequilibrium
scheme. This model for EET have been successfully applied to the study of EET
between molecule in solution, liquid-gas interfaces and to excitonic splitting in the
conjugated molecular materials.[76]
Also in this case we can define an effective screening factor as the ratio between
the total coupling and the direct interaction, namely:
s =
Vs + Vexp
Vs
=
1
eff
(3.36)
where eff is an effective permittivity constant.
An interesting study by using a QM/PCM approach has been conducted about the
dependence of the screening factor on the donor-acceptor separation using different
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chromophore pairs extracted form photosynthetic pigment-protein complexes.[77]
It has been shown that at large interchromophore separation ( > 20A˚) the screen-
ing factor is practically constant. The numerical value is between the Fo¨rster
screening (s = 1
n2
and the O¨nsager prediction (s = 3
2n2+1
) obtained by considering
two dipoles placed in spherical cavities. At closer distances the screening shows an
exponential behaviour approaching to ∼ 1 for distances of the order of few A˚. At
such close distance, the donor and acceptor share a common cavity in the medium
(the solvent cannot access to the region where the two chromophores are at close
contact) and the screening effect is reduced.
The QM/continuum model is well suited to model the electronic coupling between
chromophores in homogeneous solvents. In more complex environments, such as
in the case of proteins, the dielectric permittivity varies locally and specific inter-
actions can be established, therefore an atomistic description is to be preferred.
In the latter case it is important to stress that an explicit treatment of the po-
larization in the environment is required in order to account for screening effects.
This effect can be recovered by using the polarizable embedding discussed in the
previous section; within this framework the explicit coupling term becomes:[73]
V MMPol = −
∑
p
[∫
drρ†A(r)
(rp − r)
|rp − r|3
]
· µp(α; ρD) (3.37)
In eq. 3.37, as in the case of the QM/PCM, the transition densities ρTD/A are those
modified by the presence of the environment. In the case of homogeneous solvents
the QM/MMPol model gives very similar results to the QM/continuum approach
if a correct statistical average is considered.
Finally, also a mixed continuum/atomistic strategy to include environmental ef-
fects on EET can be adopted to take the advantages from both the methods.[66].
In this case Vexp contains both the V
PCM and the V MMPol terms in which the tran-
sition densities of the donor and the acceptor are those modified by the MM plus
continuum environment.
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3.3 Classical MD coupled with multiscale meth-
ods
All QM/MM methods (including or not polarization effects) need to be coupled
with a proper sampling of different configurations of the environment. The ap-
plication of these methods to a single structure (for example the crystallographic
structure) can in fact lead to large errors due to the presence of artificial interac-
tions coming from resolution limits. In addition to the problems related to reso-
lution (typically in the range of 2.5-3.0 A˚ for large proteins), it is also well known
that the crystal structure alone is not representative of the real arrangement of
the system in its natural environment and that temperature-induced relaxation
effects are important.
An effective way to overcome these problems is to couple the QM/MM descrip-
tion with a molecular dynamics (MD) simulation of the system of interest in its
natural environment at the correct temperature. From this simulation, many dif-
ferent configurations can be generated and used for the calculation of electronic
properties of interest (here the site energies and couplings). This strategy has
been extensively used in this work in the study of Light-Harvesting complexes
(see Chapter 5). Crystal structures of many different LH systems are nowadays
available and represent a reliable starting point to simulate their electronic prop-
erties.
The detailed description of MD simulations is out of the scope of this section.
Here we limit the discussion to the main aspects of the force-fields used in our MD
simulations and to the main information that can be obtained by performing MD
simulations on LH antenna systems coupled with single point QM calculations. In
the following discussion we will refer to this model as MD-QM/MM.
3.3.1 Classical MD and force-fields
Classical Molecular dynamics and Monte Carlo simulations of proteins are now
widely used tools to investigate their structure and dynamics under a wide variety
of conditions. In MD the basic idea is to represent the potential energy of the
system as a function of its atomic coordinates E(r), and the forces on individual
atoms are directly obtained as the gradient of this function. A common way to
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define this energy function for large macromolecules for which it is not possible
to apply a QM description, is through molecular mechanics (MM). Unlike QM
methods, in which the electronic structure is considered by solving the Schro¨dinger
equation, in MM the atoms are represented as classical particles (with mass and
charge) and bonds are represented by springs (we also refer to MM models as
“ball and springs” models). In order to obtain reliable results, the MM energy
function need to be parameterized, i.e. the numerical parameters which are used
to define all the terms entering in E(r) need to be optimized so to get the best
possible agreement with benchmark data which are usually experimental data and
accurate QM calculations.
With the term “force-field” (FF) we refer to the combination of the functional form
or E(r) and the set of its optimized parameters. The so called “Class I” force-
fields has been developed mainly to reproduce condensed state properties (e.g.
molecules in a liquid or crystal environment) and they have been extensively used
for protein simulations. They are characterized by an energy function which is
the sum of intra-molecular bond terms and intra- and inter- molecular nonbonded
terms:
Etot = Ebond + Enonbond (3.38)
Popular FFs are AMBER, CHARMM, GROMOS and OPLS-AA. A review about
the history and developments of such force-fields is given by Ponder and Case in
Ref.[78]. Here we limit ourselves to recall the functional form of AMBER FF [63]
which is the one used in our MD simulations. In AMBER force-field the energy
term related to bonded atoms is given by eq. 3.39:
Ebond =
∑
bond
Kr (r − req)2 +
+
∑
angles
Kθ (θ − θeq)2 +
+
∑
dihedrals
V
2
[1 + cos(nφ− γ)]2
(3.39)
The three summations run over bonds (1-2 interactions), angles (1-3 interactions)
and torsion (1-4 interactions), as illustrated in Fig. 3.3. Bond and angle terms are
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represented by a simple harmonic expression, while dihedral energies are repre-
sented by using a combination of cosine functions. In eq. 3.39 the parameters are
the harmonic constants Kr and Kθ as well as the torsional V , n and γ; also the
“equilibrium” bond lengths and angles are consistently determined together with
the other parameters.
Figure 3.3: Schematic view of force field interactions. Covalent bonds are
indicated by solid lines, nonbonding interactions by a dashed line.
The non-bonded energy term is given by eq. 3.40 where the van der Waals (VDW)
interactions are represented by a 6-12 Lennard-Jones potential and electrostatic
interactions are modeled by a Coulomb interaction of atom centered point charges.
Enonbond =
i<j∑
VDW
[
Aij
Rij
12
− Bij
Rij
6]
+
i<j∑
elec
qiqj
Rij
(3.40)
The second sum (over pairs of atoms i and j) excludes 1-2 and 1-3 interactions
and uses a scaling factor of 1.2 and 2.0 for 1-4 Coulomb and VDW interactions,
respectively. The atomic partial charges are derived by fitting the molecular QM
electrostatic potential. In particular the RESP procedure described in Appendix A
is adopted.
The design and parametrization of force fields is a complex task. In the LH antenna
complexes a protein scaffold is always present, together with several cofactors, that
are in general the photosynthetic pigments (see Section 5.1.2). In addition, the
whole system is immersed in water or, more frequently, is buried in a double layer
lipidic membrane. In order to set-up a MD simulation of this kind of systems we
need the parameters for:
• Proteins. In the context of the AMBER FF, the first protein force-field has
been developed from Peter Kollman and co-workers in 1994 and it is known
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as ff94.[63] In ff94 and all the next developments, the parametrization uses
fixed partial charges, centred on atoms. An evolution of ff94 is represented
by ff99SB which introduced a significative improvement of the protein back-
bone parameters.[79] Recently the new ff14SB FF has been released which
represents a continuing evolution of the ff99SB by improving the energy bal-
ance between helical and extended regions of peptide and protein backbones
and the treatment of glycine backbone parameters.[80]
• Water. Different water models to imitate the specific nature of water
molecules are used in the MD simulation with explicit solvent.[81] In general
these models can be classified by: (i) the number of interaction points, (ii)
the rigidity of the model, (iii) the inclusion of polarization effects. Since the
number of water molecules involved into an explicit water simulation can be
very high, a trade off between the computational complexity of the model
and the size of the system has to be achieved. Simple rigid three-site models,
e.g. TIP3P[82] or SPC[83], achieves a high computational efficiency and they
are widely used in MD simulations. In such models O–H bond length and
H–O–H bond angle are kept frozen. Partial atomic charges are placed over
the three atoms, whereas only Oxygen has the Lennard-Jones parameters.
• Lipids. In the context of AMBER force-field a framework for lipid simu-
lation has been first developed in 2012 by Ross Walker and coworkers.[84]
This FF, called Lipid11, performs reasonably well for simulation of pure lipid
bilayers if an appropriate surface tension is applied. More recently this force
field has been updated and improved allowing tensionless simulations.[85]
• Cofactors. In 2004 David Case proposed a Generalized Amber Force Field
(GAFF) designed to be compatible with the existing AMBER force-field
for proteins and nucleic acids, and having parameters for most organic and
pharmaceutical compounds.[86] GAFF has been successfully applied to wide
range of molecules. However, if we want to improve the accuracy of the MD
simulation, ad-hoc parameters for cofactors should be used, especially in
the case of photosynthetic pigments, which present an extend conjugated
character and other peculiarities such as metal coordination. For photo-
synthetic cofactors two possible strategies can be adopted: i) refinement of
GAFF parameters; ii) new parametrization for the cofactors. In the case of
chlorophyll-like pigments, the first parametrization has been performed for
the Bacteriochlorophyll a, in the context of CHARMM FF, by refinement
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of the macrocyle parameters based on the heme group.[87] Atomic partial
charges have been developed [88] and these parameters used in several MD
simulations involving BChls. [89–91] The first set of parameters compati-
ble with AMBER force-field has been derived by Ceccarelli and coworkers
in the 2003.[92]. More recently, starting on this set of parameters, Zhang
and coworkers derived the parameters for Chla and other cofactors present
in the Photosystem II.[93] For what concerns carotenoids or other LH co-
factors, specifically tuned FFs have not been yet developed in the literature
and in general GAFF is used.
3.3.2 What can we learn from classical MD?
In LH antenna systems, protein dynamics and pigment intra- and inter- molecu-
lar motions play a relevant role in controlling the EET rate (see Section 5.1.4).
Unfortunately, the large dimensions of the pigment-protein complexes require a
decoupled strategy. More in details, the electronic description of the pigment,
necessary to describe the absorption and EET phenomena, is treated at a quan-
tum chemical level, while the “dynamic” one is treated through classical force
fields. Within this framework, the application of MD simulations in modeling LH
antennae is not oriented to find the minimal energy conformation or to simulate
ensemble proprieties, i.e. binding energies or free energy surfaces. The main use
of MD is to sample the potential energy surface in order to obtain a reasonable
distribution of electronic properties.
The coupling between QM methods and classical MD simulations allows us to ac-
cess fundamental information related to the system dynamics, such as fluctuations
of exciton parameters (site energies and couplings), spatial and electronic corre-
lations and spectral densities. In the following paragraphs we will briefly explain
how these quantities can be obtained from the coupled MD-QM/MM approach.
Fluctuation of exciton parameters
The calculation of the excitonic parameters depends both on the internal geometry
of the pigments and on the environmental effects. A “static” description of them
based on a single (crystal) structure, however, can lead to not accurate enough
picture. Firstly, when the electrostatic effects are included in the QM calculations
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by using a QM/MM approach, the crystal structure does not contain the solvent,
thus the long-range bulk effects or also local effects, in the case of solvent exposed
pigments, are missing. Moreover, as introduced before, artificial interactions com-
ing both from resolution limits and from the lacking of thermal effects, can always
be present.
An illustrative example is reported in Fig. 3.4, where we report the differences
obtained between the “static” approach and the more complete one (here called
”dynamic”) using an average on many configurations extracted from the MD. In
the plots we report the site energies calculated for the 8 bilins of phycoerythrin
545 (PE545), a PPC present in cryptophyte algae, and the 8 bacteriochlorophylls
of Fenna-Matthews-Olson (FMO), a PPC present in green sulphur bacteria, as
obtained by using a polarizable QM/MM approach.
Figure 3.4: QM/MMPol calculations of site energies (in eV) for PE545 and
FMO obtained either using the crystal structure or averaging over many different
configurations extracted from an MD simulation. The results are taken from
Ref. [94] for PE545 and from Ref. [95] for FMO.
As it can be seen from Fig. 3.4, the sampling among different configurations
not only can change the relative order of the site energies but it also generally
“smoothes out” the differences among similar pigments, as it is the case of the
PEB50/61C and PEB50/61D bilins in the PE545 complex, which are located in
an almost symmetric environment.
Chapter 3. Modelling environmental effects 67
When we sample different configurations we have also access to a distribution of
the property of interest (here site energies and electronic couplings). In princi-
ple, the standard deviation of such distributions is related to the inhomogeneous
broadening in the steady state spectra. As an example we report in Fig. 3.5 a typ-
ical site energy distribution obtained for a Chlorophyll a inside the CP29 complex
present in higher plants.
Figure 3.5: Site energies and relative distributions of pigment Chla 602 along
the MD trajectory computed in vacuum (black color) and with the MMPol
description (red line). Data taken from Ref.[96].
Spatial and electronic correlations
Theoretical studies have suggested that the correlation between the fluctuations of
the constituents of the excitonic matrix may assist the formation and modulation
of coherent states among the chromophores in PPCs by tuning the intermolecu-
lar transfer rates and population oscillations.[97, 98] These possible correlations
can be investigated through MD-QM/MM approaches. First, spatial correlations
between the positions of the atoms of different pigments can be quantified by ana-
lyzing the configurations obtained along the MD trajectory. Afterwards QM/MM
calculations of excitonic parameters can be performed on the same MD configu-
rations to see if the spatial correlations are reflected in the excitonic matrix, i.e.
if they induce any correlation among site energies and/or couplings.
An interesting finding of these spatial analyses is the important role played by
the solvent. In particular, the presence of spatial correlations can be strongly
connected to how the pigments are exposed to the solvent. For PPCs in which
the pigments are spatially “screened” from the solvent by the protein matrix,
negligible intermolecular spatial correlations are observed, such as the case of the
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FMO. On the contrary, in PPCs where the pigments directly interact with the
solvent molecules higher spatial correlations are observed.[99]
Despite the presence or not of significant spatial correlations, correlations between
site energy fluctuations were found to be negligible for various PPCs. However,
coupling-coupling correlations were found to be significant (of the order of 0.4-0.6
in both PE545 and FMO). In the case of cross-correlations, e.g. site energies-
coupling correlations, differences between different PPCs have been observed. For
example, in FMO such correlations were not observed when the couplings were
computed in the TrEsp framework, although larger values were predicted within
the point-dipole formalism.[99] In PE545, such correlations always feature large
values when both site energy and coupling are related to the same pigment, re-
gardless of the method used to compute the couplings.[100]
Spectral densities
Beyond the averaging effects of site energies and electronic couplings, it is also
important to describe the dynamical modulation of such parameters due to the
coupling between the pigments and the nuclear degrees of freedom of the system.
This coupling leads to stochastic fluctuations in the energy levels of the pigments
that determine spectral line shapes and drive incoherent transfers and exciton
localization. The spectral density, J(ω), gives information about the coupling
between excitons and vibrations. The environment plays a key role in determin-
ing J(ω): the geometrical “flexibility” of the pigments embedded in the protein
matrix may change substantially when compared to the free pigment in solution.
Thus, both the frequencies and the exciton-vibrational couplings for intra- molec-
ular modes can be strongly modulated by the local protein environment. J(ω) is
typically modeled as the sum of two terms:
J(ω) = J0(ω) + Jvib(ω) (3.41)
where J0(ω) describes the coupling of electronic transitions to a continuum of low-
frequency damping modes due to the protein and solvent, whereas Jvib(ω) describes
the coupling to high-frequency modes, mostly of intra-molecular in nature. One of
the most used approaches to calculate the spectral density is to simulate the time-
evolution of the site energies, combining classical MD simulations with QM/MM
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calculations of the excited states along the trajectory. Within this strategy, the
spectral density is obtained from the Fourier transform of the autocorrelation
function of site energy fluctuations:
J(ω) =
βω
pi
∫ ∞
0
C(t) cos(ωt)dt (3.42)
where β = 1/(kBT ) and C(t) is the classical autocorrelation function of the fluc-
tuation of the site energies. Because J(ω) is obtained from a classical correlation
function, eq. 3.42 includes a classical prefactor to balance the temperature depen-
dence of the classical correlation function.
To conclude this description of the important applications of the MD-QM/MM
mixed strategy, it is also important to comment about possible problems. In order
to estimate all the quantities introduced above, many single-point QM/MM calcu-
lations have to be performed on selected snapshots of MD. In this case the excited
state calculations are performed on a molecular ground state geometry which is
in general far from the minimum and determined by a classical FF. This is ex-
pected to introduce problems in excited state calculations, which should optimally
be performed on geometries obtained from accurate QM methods. The internal
deformation of the molecule is in fact determined by the classical potential approx-
imation used in the FF. These limitations can affect both the estimation of the
site energies fluctuations, which have been observed to be too large with respect to
the inhomogeneous broadening of experimental spectra [96], and the estimation of
the spectral densities, especially in the region where the intra-molecular vibrations
mostly contribute. In order to limit at most these potential problems, in coupling
MD to QM calculations, extra efforts are required in the parametrization of the
FF for the chromophores. In particular the traditional parametrization philoso-
phy based on the transferability of the parameters and on a reduced number of
different atom types should be abandoned and each cofactor of interest should be
accurately parametrized by considering its specificities. The goal is the deriva-
tion of specialized force fields being able to describe with accuracy the vibrational
modes and fluctuations of each pigment.

Chapter 4
QM exciton model for the
simulation of exciton-coupled CD
spectra
The quantum-mechanical exciton model (QM-EC) presented before can be applied
in the study of the excited states properties by following a step-by-step computa-
tional protocol. Thanks to the inclusion of environment effects and to the accurate
coupling calculations, the QM-EC model leads to a reliable prediction of both ab-
sorption and CD spectra. In this chapter we present the application of the method
to studying different chiral organic compounds.
First we start from the investigation of simple chiral multichromophoric organic
complexes in which the electronic transitions are dominated by a strong electric
dipole moment. In these cases the rotational strength can be computed using the
approximate formula which combines the electric transition dipoles and the relative
distances of the chromophores (see eq. 2.52). After that we move to a particular
class of systems for which also the magnetic transitions play a fundamental role
in determining the features of exciton CD spectra.
All theoretical background for the QM-EC theory is given in Section 2.1, while the
multiscale approaches employed to include the environmental effects are described
in Chapter 3. The excitonic results and spectra are obtained by using EXAT -
“Excitonic Analysis Tool” (see Appendix B).[34]
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4.1 Exciton-coupled CD simulation of chiral or-
ganic multichromophoric complex
In the first application of the QM-EC model three systems of increasing complex-
ity, based on the binaphtol (1-1’-bi-2-naphtol) motif were investigated. We started
with a simple derivative of the parent compound, then we moved to two multi-
chromophoric octahedral metal complexes. In the latter systems the metal centre
is coordinated with three binaphtolate units which act as di-anionic bidentate lig-
ands. The results show that the QM-EC method not only successfully reproduces
the experimental spectra but it can also be used to investigate and dissect the
role of the various effects contributing to the final result, such as intra-molecular
coupling terms and environment effects. This method can therefore represent an
ab initio-alternative to the widely applied matrix-based approach, and in principle
it has the advantage of not requiring the knowledge of any experimental data a
priori or the transition dipole parameters.
Computational details
The ground state geometries of all systems have been optimized in the proper
solvent using the M06-2X/6-31+G(d,p)/PCM level of theory. Site energies, tran-
sition densities and couplings have been computed at the TDDFT level using the
CAM-B3LYP functional. For isolated monomeric units also SAC-CI calculations
were performed as a benchmark.[101] Environmental effects have been included
using the combined QM/MMPol/PCM approach. Charges were determined us-
ing the Merz-Singh-Kollman method at the same level of theory of the TDDFT
calculations, and for isotropic atomic polarizabilities the experimental values were
used.[59] The PCM in its IEFPCM version has instead been used to include the
effect of the solvent. Cavities were built using the united atom topological model
and the IEFPCM calculations were performed using the G03default option.
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Results and discussion
1,1’-Binaphthyl compound
The 1,1’-binaphthyl scaffold is found in a manifold of chiral ligands for enantios-
elective catalysis and molecular recognition.[102, 103] As it is well known, the
1,1’ linkage provides long lived atropisomers,[104] while at the same time ensuring
a wide conformational freedom of the 2,1,1’,2’ dihedral angle. Consequently, bi-
naphthyls bearing donor atoms or groups at the 2 and 2’ positions act as powerful
chelators, easily accommodating practically all metal ions, with different geome-
tries and binding modes.[103] Comparative experimental and theoretical stud-
ies of conformationally-locked (or at least biased) compounds have revealed that
chiroptical properties are highly angle-dependent and that in principle there are
conformations possibly leading to oppositely signed spectra.[105, 106] Quantita-
tive correlations between chiroptical properties and conformations of enantiopure
derivatives of 1,1’-binaphthyl have been deeply investigated with the application
of the DeVoe polarizability model[106–108] and recently also with high-level wave
function-based QM methods.[109, 110]
In order to test the QM-EC model, we focused on (S)-3,5-dioxa-cyclohepta[2,1-a;3-
4-a’] dinaphthalene (dioxepine) (see Fig. 4.1). In this 1,1’-binaphthyl compound
the degree of freedom involving the dihedral angle θ between C2-C1-C1’-C2’ is
removed because 2 and 2’ oxygen atoms are linked to the same methylene group.
Figure 4.1: Molecular structure of (S)-dioxepine.
The (S)-dioxepine geometry was optimized under a C2 symmetry constraint and
the resulting structure showed a θ dihedral angle of 48.6◦. The chromophoric unit
was obtained by cutting the C1-C1’ and O-CH2 bonds, then the vacant valence was
saturated with hydrogen atoms to obtain the 2-naphthol (NpOH) structure. The
calculated NpOH absorption spectrum revealed the typical bands of 2-substituted
naphthalene: two weak peaks in the low energy region of the spectrum (330-280
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nm) together with an intense peak at higher energy at about 220 nm. These bands,
respectively, correspond to the transitions found in naphthalene and namely, 1Lb,
1La,
1Bb in the Platt’s notation.[111–113]
Exciton coupling calculations are sensitive to the magnitude and the relative ori-
entation of the transition dipole moments. Therefore a crucial role is played by
the correct assignment of the dipole direction and the intensity of the monomer
unit. The 1Lb and
1Bb electronic transition dipole moments are directed along
the long molecular axis of naphthalene whereas 1La is perpendicular to it, but
the presence of substituents in the naphthalene moiety can strongly perturb this
picture depending on their nature and position: this perturbation is expected to
be significantly true here owing to the extension of conjugation brought about by
the 2-hydroxy form or its anionic form.[113]
In Table 4.1 we report the excited state properties of NpOH computed in vacuo and
Table 4.1: TD bright excited states of NpOH computed at different levels of
theory. The rotation angle of the transition dipole moments is referred to the
long axis of the NpOH unit.
VACUO THF
E E |µ|2 θ E E |µ|2 θ
(eV) (nm) (D2) (deg) (eV) (nm) (D2) (deg)
SAC-CI 1Lb 4.118 300 1.1 -76
6-311+G(d,p) 1La 4.533 273 4.3 89
1Bb 6.065 204 55.3 1
CAM-B3LYP 1Lb 4.602 269 1.8 -65 4.582 271 3.1 -70
6-31G(d) 1La 4.811 258 2.4 88 4.795 259 2.7 85
1Bb 6.180 201 50.2 5 5.968 208 64.4 4
CAM-B3LYP 1Lb 4.530 274 1.9 -72 4.508 275 3.6 -77
6-31+G(d) 1La 4.730 262 2.4 86 4.712 263 2.7 84
1Bb 5.990 207 45.3 3 5.765 215 69.6 2
CAM-B3LYP 1Lb 4.501 275 1.9 -73 4.479 277 3.4 -78
6-311+G(d) 1La 4.694 264 2.2 87 4.679 265 2.6 86
1Bb 5.964 208 44.2 3 5.738 216 68.9 2
Exp.a 1Lb 3.78
b 328 1.45
1La 4.36
b 284 4.85
1Bb 5.53 224 50.0
a in isooctane.[114], b 0-0 band
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in THF for the three main transitions using different computational levels. All the
calculated spectra compare well with previous calculations and the experimental
spectrum of NpOH.[114–116] More in details, TD CAM-B3LYP overestimates the
SAC-CI transition energies for 1L bands but it correctly reproduces orientations
and absolute values of the transition dipole moments. Larger basis sets for TD
CAM-B3LYP only provide a small red-shift of all the excited state energies but
they do not significantly affect the transition dipole moments. The inclusion of a
polarizable environment (here mimicking the THF solvent) affects only the position
of the 1Bb transition which is shifted by -0.2 eV, and, as expected, the solvent
enhances the magnitude of transition dipole moments. The experimental CD
spectrum of dioxepine is dominated by the intense Cotton effects due to the high
energy pi−pi∗ 1Bb transition. The calculated 1Bb couplings are reported in Table 4.2
for the gas-phase and solvated systems.
Table 4.2: 1Bb coupling values (QM-V12); for the in-solution calculations the
PCM contribution is also shown. PDA-V12 refers to the point-dipole couplings
(which in THF have been screened by the Fo¨rster factor n2 = 1.974). All values
are in cm−1.
VACUO THF
QM-V12
QM-V12 PDA-V12 TOT PCM PDA-V12
CAM-B3LYP 6-31G(d) 1143 1944 918 -425 1125
6-31+G(d) 1159 1634 903 -421 1036
As expected from the previous analysis on the transition dipole moments, also for
the couplings no relevant differences are found by enlarging the basis set. To be
noted that if a PDA is used the couplings (PDA-V12) are largely overestimated
showing the importance of a proper description based on a full transition density.
Such an overestimation is also found in a previous estimate (1560 cm−1) obtained
still adopting the PDA but with experimentally derived transition dipoles.[117]
From Table 4.4 we have seen that the inclusion of solvent effects enhances the
magnitude of the transition dipole, but here we see that it also screens the inter-
actions between the monomer units leading to a reduction of ca. 20% of the final
coupling.
The simulated excitonic absorption and CD spectra of dioxepine are reported in
Fig. 4.2 for both gas-phase and solvated systems. In the same figure we also report
the spectra obtained from a TDDFT calculation on the whole dioxepine system.
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Figure 4.2: EC absorption (left) and CD (right) spectra of dioxepine simulated
at the CAM-B3LYP/6-31+G(d) level of theory. Solid lines refer to the excitonic
calculation; dotted lines refer to the TD calculation on the entire dioxepine
system at the same level of theory. The experimental spectra are also reported
in black.[107] The computed spectra are shifted in such a way that the 1Bb
excitonic band in THF matches with the experimental one.
As evident from the graphs, the excitonic and full calculations are in general
good agreement though in the former we observe a larger separation between
the excitonic energies. In addition, a weak positive band is found in the long-
wavelength side of the CD spectrum obtained with the full TDDFT calculations,
which is not present in the excitonic one.
This band, which is also detectable in the experimental spectrum, has been as-
signed to an inter -naphthalene charge-transfer transition which is made possible
by the relatively small dihedral angle of the dioxepine.[118] From our calculations,
the involved orbitals are indeed delocalized on the full system and this explains
why such a band is not reproduced in the excitonic model. The excitonic spec-
tra are however in good agreement with the experimental data for what concerns
the modeling of the 1Bb couplet. In general, no appreciable differences are found
between gas-phase and solution, except for the red-shift of the 1Bb couplet which
reflects the trend of the monomer site energies.
Transition metal compounds
We move now to investigate the optical properties of two complexes, where three
2,2’-dihydroxy-1,1’-binaphthyl (BINOL) units chelate a lanthanide ion. We chose
these two systems, as they are both endowed with a D3 symmetry but they present
a profoundly different organization of the naphthalene moieties. In both cases,
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geometrical structures in solution are available from paramagnetic NMR measure-
ments.
Na3Yb(BINOLate)3
The first system is a hetero-bimetallic complex, obtained by the reaction of an
alkali metal salt (M+) of BINOL typically with a lanthanide triflate (or chlo-
ride). The resulting complexes obtained from enantiopure BINOLate have the
formula M3[Ln(BINOLate)3] (M = Li,Na,K; Ln = Yb,Lu) and share very similar
XRD structures, with each M+ bridging two BINOLate units through an O-M-O
linkage.[119, 120]
The solution structure of Na3[Yb((S)-BINOLate)3] was studied in detail and it dis-
plays the six oxygen atoms at the corners of an almost perfect trigonal antiprism (a
somewhat compressed octahedron), held rigidly in place by Yb3+ coordination and
through the O-Na-O bridges.[108] Starting from this structure, we extracted and
optimized a BINOL unit maintaining the θ angle fixed at 76.7◦. Then we recon-
structed the three-dimensional structure of the complex super- imposing the opti-
mized C2 symmetric BINOL on the starting structure and minimizing the RMSD
Figure 4.3: Na3Yb(BINOLate)3 structure used for the excitonic calculation.
The complex is formed by 3 BINOL units (A, B and C), that coordinate the
Yb3+ central metal cation through their deprotonated oxygen donor atoms. The
position of Na+ is extrapolated from the solid-state X-ray structure.
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between C and O atoms. This procedure did not alter the three-dimensional struc-
ture but allowed the chromophore geometries to relax. The obtained structure is
reported in Fig. 4.3 and shows a D3 symmetry.
The absorption spectrum of Na3Yb(BINOLate)3 is dominated by the pi−pi∗ tran-
sition of the aromatic chromophore in the 200-400 nm range. Experimental UV-
Vis and UV-ECD spectra of Na3Yb(BINOLate)3 and analogous lanthanide com-
pounds do not reveal detectable transitions involving the metal center. According
to the DeVoe calculations already performed on this system,[108] we identified
the monomer chromophoric unit as 2-naphthoate (NpO−) and its geometry was
extracted from the symmetric structure of Fig. 4.3 following the same procedure
explained before for dioxepine.
The monomer unit is negatively charged and the absorption spectrum shows some
differences with respect to the neutral NpOH monomer.[108] The simulated ab-
sorption spectrum is reported in Fig. 4.4 together with the experimental one. Since
no significant differences were found in terms of the relative position of the transi-
tion energies for different basis sets, the CAM-B3LYP/6-31G(d) level of theory has
been adopted for the excitonic calculations allowing us to save the computational
time both for the site energy calculations (6 chromophores) and for the couplings
between all the possible chromophore pairs (15 couplings in total).
Figure 4.4: TD CAM-B3LYP/6-31G(d) absorption spectra of NpO− com-
puted in vacuo and in water, compared with the experimental UV-Vis spectrum
of 2-naphthol in aqueous NaOH.[108] The computed spectra are shifted in such
a way that the 1Bb band matches with the experimental one.
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By comparing the spectra with that of the neutral NpOH (summarized in Table 4.1
above), some differences appear: the 1L transitions are separated by about 1 eV
and a further high energy transition, namely 1Ba, appears in the region <200 nm
with an intensity of about 50-70% with respect to the most intense 1Bb transition.
The orientation of the transition dipole moments is different from that of the
neutral NpOH, due to the presence of O− instead of OH which has a strong
influence on the excited state properties, and the dipole of the 1Bb transition is
further rotated by ∼ 20◦ in the direction of the substituent with respect to NpOH.
Also the 1La and
1Lb transition dipoles are significantly changed passing from
NpOH to NpO−. If we look at the relative peak positions, the lower energy bands
are both red-shifted with respect to the position of the most intense 1Bb band. The
experimental UV-Vis spectrum is truncated at 210 nm so we could not exactly
compare the position and the intensity of the high energy 1Ba band. However
the calculated energy difference between 1Bb and
1Ba seems to be overestimated
with respect to the experimental data and this will have some consequences in the
following excitonic description.
Before performing the EC calculation on the whole complex, we computed the in
vacuo CD spectrum of a BINOLate unit extracted from the Na3Yb(BINOLate)3
structure and we compared the results with the excitonic ones at the same level
of theory, considering only two bonded NpO− monomer units (e.g. units 1–2 of
BINOLate A shown in Fig. 4.3). In EC-CD calculations, the first four pi−pi∗ bands
Figure 4.5: CD spectrum of BINOLate computed at the CAM-B3LYP/6-
31G(d) level of theory, in vacuo, in the geometry adopted in Na3Yb(BINOLate)3
structure. The black line refers to the TD calculation performed on the entire
BINOLate system, the red line to the EC-CD spectrum.
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of each NpO− unit were included. The two calculated EC-CD spectra, reported
in Fig. 4.5), are in remarkably good agreement and the excitonic calculation also
reproduces the asymmetry found for the 1Bb band due to the coupling between
the two high energy transitions.
The following EC analysis is instead performed including all six monomeric units.
In vacuo calculations were performed on all possible NpO− isolated pairs, neglect-
ing the cations present in the Na3Yb(BINOLate)3 structure. In a more realistic
picture we considered each monomer perturbed by the presence of the other NpO
units, which were modeled at the MMPol level, and the whole system was sur-
rounded by a continuum solvent. The MMpol part of the system also included the
Na+ metal ions and/or Yb3+ modeled as screened partial charges of 0.5 and 1.5
respectively. In the following discussion we will refer to the different models used
as summarized in the following scheme:
QM MMPol PCM
Vacuo NpO monomer None None
MMPol(Na)/PCM NpO monomer Other NpO units, THF
Na (0.5)
MMPol(Na-Yb)/PCM NpO monomer Other NpO units, THF
Na (0.5), Yb(1.5)
The UV excitonic spectra calculated using different models are reported in Fig. 4.6
together with the experimental spectrum measured in THF. From the spectra
reported in the figure, we can see that the different descriptions of the environment
strongly influence the position of the two low-energy bands. The inclusion of the
central Yb charge leads to better results for what concerns the position of the 1La
and 1Lb peaks. The two high-energy bands do not seem to be strongly perturbed
by the different environmental descriptions. This is in accord with the classical
notion that the stronger the electronic transition, the less the perturbation by
secondary factors such as substituents.
The experimental shoulder at 215 nm, if compared with the experimental CD
spectrum, may be assigned to the 1Ba transition, even if no experimental data are
available in the region <200 nm. In this case, as already discussed for the monomer
spectrum, the two simulated high-energy excitonic bands are more separated in
energy with respect to the experimental data. Due to the D3 symmetry, the six
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Figure 4.6: EC absorption spectra of Na3[Yb((S)-BINOL)3] computed at
the CAM-B3LYP/6-31G(d) level of theory. The experimental Na3[Yb((S)-
BINOL)3] absorption spectrum in THF is reported in black.[108] The computed
spectra are shifted in such a way that the 1Bb excitonic band at the MMPol(Na-
Yb)/ PCM level matches with the experimental one.
NpO monomers have the same site energies and the couplings can be divided
into two groups, characterized by different distances and relative orientations of
the units. V12, V34, and V56 refer to the intra-molecular coupling between two
adjacent units chemically bonded to each other; the other terms refer instead to
inter -molecular couplings between units that belong to different BINOLate groups.
The computed EC-CD spectra are reported in Fig. 4.7 for the gas-phase and the
solvated systems.
In particular, each graph compares the EC-CD spectrum computed by considering
all possible coupling terms (black lines) with the two spectra calculated taking
into account only the intra-molecular (red lines) and inter -molecular (blue lines)
couplings, respectively. Moreover, a further “sum” spectrum is also reported: this
is obtained by simply adding the intra and inter spectra (black dotted lines).
In all environments, the inter and intra spectra show an opposite sign in almost
all the spectral regions and the intensities of the intra spectrum are always higher:
this indicates that the intra-interactions have the major contribution to the total
CD spectrum. This is the same result previously achieved by means of DeVoe
calculations.[108] When we compare the results of the present treatment with
those obtained through DeVoe calculations, we have to recall that in the latter
experimentally-derived parameters such as transition frequencies and intensities
were used. In the current treatment, instead, both frequencies and intensities are
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Figure 4.7: EC-CD Na3[Yb((S)-BINOL)3] spectrum simulated at the CAM-
B3LYP/6-31g(d) level of theory with different environmental descriptions.
computed ab initio, and only the band-width is arbitrarily chosen on a best-fitting
basis.
The environment effects alter the shape of the CD spectrum, especially when the
central ion is included in the calculations, but in general they do not affect the
sign of the strongest excitonic bands. In Fig. 4.8 we compare the EC-CD spectra
obtained within the MMPol(Na-Yb)/PCM scheme with the experimental one.
In the region of 1Bb and
1Ba couplings the excitonic results are in agreement with
the experimental data for what concerns the sign of the excitonic bands. However,
the total spectrum has lost the asymmetry in the 1Bb and
1Ba regions, and this
may be due to an overestimation of the inter -contribution to the total coupling,
as it is possible to see comparing the spectra in Fig. 4.7. We also note that only
Figure 4.8: EC-CD Na3[Yb((S)-BINOL)3] spectrum simulated at the CAM-
B3LYP/ 6-31g(d) level of theory with the MMPol(Yb–Na)/PCM environmental
description (blue line) compared with the experimental data (black line). The
computed spectra are shifted in such a way that the 1Bb excitonic band matches
with the experimental one.
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by including the central Yb charge the shape of the low energy spectrum 4250
nm is recovered, while in vacuo simulation gives wrong results also for the relative
intensities of the two high energy couplets (see Fig. 4.7).
We finally observe that site energies and couplings are sensitive to the value of
the partial charge assigned to the cations and this affects the EC-CD simulations.
Indeed, the ligand-lanthanide bond in these kinds of complexes is known to be of
almost pure electrostatic nature.[108] Moreover, the position of the Na+ cations
was obtained from the solid-state data for Na3Yb(BINOLate)3 crystals which is
clearly a not very reliable description for the solvated system.
Yb(BINOLAM)3
The second set of Ln3+ complexes was obtained by using (S)-3,3’-bis(diethylamino-
methyl)-1-1’-bi-2-naphthol, known as BINOLAM, as the chiral ligand. In partic-
ular, we focused on the Yb(BINOLAM)3+3 complex (see Fig. 4.9).[121] The for-
mation of this complex does not require the action of an external basis, contrary
to what we have seen for M3Ln(BINOLate)3, because the diethylamino group
performs this role intramolecularly, as we shall discuss below.
Figure 4.9: Yb(BINOLAM)3+3 structure obtained by superimposing the BI-
NOLAM optimized structures. The complex is formed by 3 BINOLAM zwitte-
rionic units (A, B and C) that coordinate the Yb3+ central metal cation through
their deprotonated donor oxygen atoms.
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The coordination polyhedron is rather far from the antiprism and it is better
described by a twisted trigonal prism. The six naphthalenes occupy an equatorial
region, which is again in contrast to Na3Yb(BINOLate)3, as one may appreciate by
comparing Fig. 4.3 and 4.9, where the complexes are observed from the C3 axis in
both cases. Thus, the Yb(BINOLAM)3 complex offered an interesting complement
to Na3[Yb((S)-BINOLate)3] to investigate the effects of a profoundly different
arrangement between three BINOLate-type ligands. The 3-(N,N-diethylamino)-
2-naphthol (deaNpOH) can be envisaged to display a strong H-bond propensity
defining a 6-membered cycle as represented by the resonance hybrid between the
two limit forms reported in the following scheme:
The X-ray diffraction on the BINOLAM crystals suggests that in the neutral
ligand the hydroxyl group is an H-bond donor, increasing the amount of negative
charge on the oxygen. However, when BINOLAM coordinates Yb, some structural
rearrangements occur: (i) the dihedral angle θ varies because of the coordinating
structural effect in the octahedral arrangement, passing from 90◦ in the free ligand
crystal to 63◦ in solution; (ii) the relative weight of the two limit resonance forms
changes in favor of the zwitterionic one. Unfortunately the location of the hydrogen
atom has not been clarified yet.[121]
In the following analysis we started from the solution structure obtained through
an accurate analysis of paramagnetic NMR data [121] and we modified it but
preserved the dihedral θ angle and the relative position of the BINOLAM units.
In particular, we replaced N-ethyl groups of the BINOLAM unit with methyl
groups to reduce the number of atoms to treat. On such a unit we performed a
geometry optimization keeping the dihedral angle between the two naphthalene
rings fixed and imposing a C2 symmetry.
In general, the position of hydroxyl hydrogen depends both on the acid–base prop-
erties of hydroxyl and amine groups and on the local environment. Here, we found
that the minimum energy structure corresponded to the neutral form of the ligand,
in which the hydroxyl group acts as an H-bond donor. However, we expect that
when BINOLAM interacts with the Yb3+ metal center, the strong Lewis acidity
Chapter 4. QM-EC model for the simulation of EC-CD spectra 85
of the lanthanide causes a proton migration onto the basic site leading to a zwitte-
rionic structure of BINOLAM. To prove it we performed a geometry optimization
of Yb(BINOLAM)3+3 in acetonitrile using a pseudo-potential for Yb (MWB28).
Starting from the neutral BINOLAM structure and freezing both the dihedral
angle and O-Yb distance, the optimization indeed converged to the zwitterionic
form of BINOLAM. Thus, for the following calculations the zwitterionic form of
the diethyaminonaphthol moiety was used (N-H distance fixed to 1.01 A˚). The cal-
culated absorption spectrum and electronic properties (including the orientation
of the transition dipole moments) were found to be closer to the NpO− monomer
than to the neutral NpOH.
The energy splitting between 1Bb and
1Ba site energies was about 0.3 eV smaller
than in the NpO anion. As already done for Na3Yb(BINOLate)3, here we re-
port the excitonic analysis obtained at the CAM-B3LYP/6-31G(d) level of theory.
The three different environmental schemes for the YbBINOLAM3+3 system can be
summarized as follows:
QM MMPol PCM
Vacuo NapNO monomer None None
MMPol/PCM NapNO monomer Other deaNpO units THF
MMPol(Yb)/PCM NapNO monomer Other deaNpO units, Yb (1.5) THF
We simulated the EC-CD spectrum of the octahedral complex reconstructed repli-
cating the optimized C2 BINOLAM following the same strategy used for Na3[Yb((S)-
BINOL)3]. In the EC-CD simulation we included all the excited states resulting
from the TD-DFT calculations with wavelength in the range 150-450 nm. The EC
absorption spectra are reported in Fig. 4.10 for the different environments.
As shown in the reported spectra, the different environmentsmodify the positions
of the (1L) low energy bands whereas the 1Ba position is not significantly af-
fected. We also note that the inclusion of the central metal charge enhances the
1Bb intensities and leads to
1La and
1Lb bands closer to the
1Bb one. This is the
similar trend observed above for NpO−,as expected, because of the already no-
ticed similarity between deaNpO and NpO− monomers. Due to the D3 symmetry,
the inter -/intra-chromophore analysis can be performed as previously done for
Na3Yb(BINOLate)3 and the resulting excitonic spectra are reported in Fig. 4.11.
Chapter 4. QM-EC model for the simulation of EC-CD spectra 86
Figure 4.10: Absorption spectra simulated at the CAM-B3LYP/6-31g(d) level
of theory, with different environmental descriptions. Left panel refers to deaNpO
monomer, right panel refers to the excitonic calculations on Yb(BINOLAM)3+3 .
Figure 4.11: EC-CD Yb(BINOLAM)3+3 spectrum simulated at the CAM-
B3LYP/6-31g(d) level of theory with different environmental descriptions.
The in vacuo EC-CD spectrum is characterized by two intense exciton couplets
with comparable intensities in the 180-250 nm region, which are derived from the
interaction between 1Bb and
1Ba transitions of the monomeric units. Passing to
MMPol/PCM simulations, the overall appearance of the high- energy couplet is
modified by a different balance of the intra- and inter -contributions. When the
central charge is added the EC-CD spectrum is further modified in the 200-250 nm
region and the 1Bb couplet becomes definitely more intense. The relative weight
of intra/inter contributions is very sensitive to the environment and determines
the general shape of the total CD spectrum.
If we compare the excitonic results with the experimental CD spectrum, see
Fig. 4.12, the best agreement is obtained with the MMPol(Yb)/PCM descrip-
tion: all observed peaks are reproduced by the simulated spectrum (except for
the negative deflection on the long-wavelength side of the positive 1Bb band). In
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particular, the asymmetry in the 1Bb-
1Ba couplet is reproduced by the calcula-
tions even if its energy separation is larger than in the experimental spectrum.
This could be ascribed to the overestimation in 1Bb and
1Ba energy splitting, as
previously observed for the NpO monomer. The high-energy (1Ba) region was also
problematic in the previous DeVoe simulations.[121]
Figure 4.12: EC-CD Yb(BINOLAM)3+3 spectrum simulated at the CAM-
B3LYP/6-31g(d) level of theory with theMMPol(Yb)/PCM environmental de-
scription (red line) compared with the experimental data (black line) in
acetonitrile.[121] The computed spectra are shifted in such a way that the 1Bb
excitonic band matches with the experimental one.
Conclusions
We have presented the application of QM-EC model to compute the absorption
and CD spectra of multichromophoric chiral compounds. In such a model the inter-
actions between the monomeric units are obtained in terms of TDDFT transition
densities calculated in the presence of bulk solvation effects through PCM and the
perturbation due to neighbouring units through a polarizable MM description.
A simple binaphthyl system has been first simulated to test the model, then more
extended molecular systems have been deeply investigated: namely, two coordina-
tion compounds, Na3Yb(BINOLate)3 and Yb(BINOLAM)
3+
3 , where three binaph-
thol units in di-anionic form coordinate a lanthanide ion. The selected compounds
share the common feature of similar chromophores and environment, but provide
two completely different geometries and arrangement of the naphthoates. These
differences result in different excitonic spectra.
In both the investigated metal complexes, a complete description of the system
has been achieved by including both the intra- and inter -binaphthyl interactions,
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which contributed in an opposite way to the total spectrum. In all cases, we found
that the environment plays a crucial role in determining the excitonic spectra
through modifications of both site energies and couplings. The best agreement
with experimental data was in fact obtained in the presence of both solvation
effects and the electrostatic/polarization effects due to the other monomeric units.
We have also shown that the central metal ion not only plays a fundamental role
in determining the geometry of the complex, but it can also affect the excited state
properties of the monomers: here we have shown that a simple but effective way
to model its effect is in terms of a screened classical charge.
Even if the model presents some clear limitations, e.g. no vibronic effects are
included and geometrical fluctuations are neglected, the applications presented
here show that the EC-QM approach properly accounts for the main electronic
and environmental effects and it can be applied to any (supra)-molecular system,
provided it can be decomposed into independent, but interacting parts. In ad-
dition, our method is open to improvements, by increasing the accuracy of the
calculations of monomer properties (and couplings), for example, by moving from
TDDFT to highly correlated QM methods. Therefore, it can represent an ab ini-
tio-alternative to the widely applied matrix-based approach, and in principle has
the advantage of not requiring the knowledge of any experimental data a priori.
4.2 The role of magnetic-electric coupling in EC-
CD spectra
When both electric and magnetic-dipole transitions are allowed, the standard ap-
plication of the exciton chiral method (ECM), in which the sign of the CD couplet
is related to the sense of twist between the two electric-dipole transition moments,
is not always respected and the approximated expression in the length formulation
(see eq. 2.52), used in the previous studies, is no longer applicable.
A possible interference in the application of the ECM may arise when the electric-
dipole allowed transitions involved in exciton coupling are associated with non-
negligible intrinsic magnetic transition dipole moments (MDTMs). In such a
case, the coupling between the combined electric and magnetic transition mo-
ments (the “µm” term in eq. 2.50) may have opposite sign, and be more intense
than the purely electric-electric coupling (the “µµ” term in eq 2.50), thus leading
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to an apparent exception of the exciton chirality rule. The importance of intrinsic
MDTMs is in fact usually neglected in the common application of the ECM, while
it is known to be crucial in interpreting CD spectra of compounds endowed with
electric-forbidden transitions, including the n–pi∗ amide transition in peptides and
proteins.[122, 123] For this reason, in the past, a few alleged inconsistencies be-
tween the EC and X-ray methods were subsequently solved or retracted [33] or
apparent sign reversals in ECCD spectra have been attributed to unpredictable
molecular conformations.[124–126]
Here we present the application of the QM-EC method including a gauge-indepen-
dent excitonic formulation of the rotational strength in the velocity formulation
as expressed by eq. 2.54. In order to dissect the effect of the electric-electric
and electric-magnetic terms on the excitonic CD spectra we compare the results
obtained with the standard ECM as expressed by eq. 2.52 with the exact treatment.
4.2.1 Application to BODIPY DYEmers
The first exception of the exciton chirality rule method for a simple biaryl system
was observed by us in the case of axially chiral BODIPY DYEmers.[127] The
BODIPY DYEmers[128, 129] (Figure 4.13) have been synthesized by oxidative C-C
coupling of the corresponding monomers at the nonsubstituted pyrrolic positions.
The groups next to the axis prevent free rotation about this bond in the dimers,
leading to racemic mixtures of configurationally stable atropisomers.
The dimeric compounds 1 and 2 were initially resolved by HPLC on a chiral phase
followed by electronic circular dichroism (ECD) measurements in the stopped-flow
mode. Significant differences were found in the CD spectra for the two dimers.
While the α-dimer 1 (3,3’-coupled) showed an intense ECD couplet (i.e., two bands
of opposite sign) at around 510 nm, the intensities of the ECD bands of the β’-
dimer 2 (1,1’-coupled) were quite small. Oﬄine ECD measurements confirmed
that the normalized (∆ units) CD spectrum of 2 is smaller than that of 1 by
a factor of 5, which was unexpected as both compounds feature a rather similar
orientation of the very same chromophores.
The intense ECD couplet of the α-dimer can be explained by a strong coupling of
the transition dipole moments of the chromophores. The ECD couplet amplitude
(peak-to-trough difference in ∆ units) amounts to 575 M−1cm−1 , a remarkably
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Figure 4.13: Axially chiral BODIPY DYEmers and their formation from the
appropriate monomeric building block.
high value even for a biaryl.[130] The strong couplet suggested the use of the exci-
ton chirality method (ECM) for determining the AC of the 3,3’-coupled BODIPY
dimer 1. The main transition of the BODIPY monomer is polarized along the long
axis, as determined by TDDFT calculations on the monomer. Thus, the dimer
M -1 should show a negative couplet in the ECD spectrum and P -1 a positive one.
The faster eluting compound clearly exhibits a negative couplet (Fig. 4.14), and is
thus M -configured, while the slower enantiomer displays a mirror-image CD curve
and has the P -configuration.
In addition, quantum-chemical CD calculations were performed. The conforma-
tional analysis of the M -configured enantiomer of 1 using B3LYP/6-311+G* gave
only one relevant conformer, with an axial dihedral angle N3a-C3-C3’N3a’ of 103◦.
Subsequent (TD)CAMB3LYP/6-311+G*[CPCM,CH2Cl2] calculations of the con-
former yielded a CD spectrum that closely matched the experimental CD curve of
the faster eluting enantiomer, fully corroborating the results of the ECM.
Similar application of the ECM to the β’-dimer 2 would predict M -chirality for
the second eluted enantiomer, showing a negative exciton couplet around 530 nm
(see Fig. 4.15).
The reversal of the elution order with respect to 1, and the already mentioned
strong intensity difference in the ECD spectra of the two dimers, called, however,
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for special caution in dealing with compound 2. A conformational analysis of the
M -configured enantiomer found two conformations differing in their dihedral angle.
The main conformer (2a) with about 98% population at 300 K (according to Gibbs
free energies) has an angle of -116◦ (C8a-C1-C1’-C8a’) while the less populated
conformer (2b) has an angle of -58◦. According to the ECM, a negative couplet
was expected for both conformations (shown in Fig. 4.15 for the major conformer)
and, therefore, it was all the more surprising that the TDCAM-B3LYP calcula-
tions yielded positive couplets of similar intensity for both conformers (Fig. 4.15).
To exclude the possible role of conjugation between the chromophoric halves, a
third conformer with a restrained dihedral angle of 90◦ (for which conjugation is
not possible) was used for a TDDFT calculation, which again led to a positive
calculated ECD couplet (Fig. 4.15).
To exclude potential problems from the DFT method and the use of the “visual”
ECM, two different approaches were considered. First, RI-SCS-CC2/def2-SVP
calculations were performed. These were in agreement with the TDDFT findings.
Secondly, quantitative QM-EC computations were carried out using using TD
CAM-B3LYP to compute transition densities and energies.
Figure 4.14: Determination of the AC of the faster resolving enantiomer
of dimer 1 by the ECM and by comparison of the calculated CD spectrum
(TDCAM-B3LYP/6-311+G*) with the experimental spectrum.
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Figure 4.15: Comparison of the results of the ECM with those of QM-EC
method considering only the µµ term, and TDCAM-B3LYP calculations for
dimer 2. TDDFT contradicts both ECM and QM-EC-CD findings.
The BODIPY S0-S1 transition at 500 nm is associated with a strong magnetic
transition dipole moment perpendicular to the aromatic plane. The calculated
magnetic moment amounts to 1.85 au from TD CAM-B3LYP and to 2.23 au from
RI-SCS-CC2 (for comparison, the CAM-B3LYP calculated value of the magnetic-
dipole allowed npi∗ transition of acetone or formaldehyde is 1.21 au). In this
situation, it is clear that the rotational strengths have to be calculated by using
the full equation, including both µµ and µm couplings. The resulting rotational
strength are reported in Table 4.3.
Table 4.3: Rotational strength values (10−40 esu2 cm−2 ) of the QM-EC
calculated first excited states of the M -configured enantiomers of 1 and 2.
E (eV) µµ Total
1 2.59 -862.3 -1960.6
2.95 983.3 1695.0
2a 2.67 -878.2 302.4
2.79 919.2 -227.4
2b 2.65 -857.9 250.5
2.82 912.4 -216.4
Most interestingly, the µm term was found to be larger than the µµ term. In the
case of the 3,3’-coupled 1, the values are of same sign and their sum generates
large total rotational strengths, which explain the high ECD amplitudes found
in the experiment and in the full calculations. By contrast, the two terms have
opposite signs for the 1,1’-coupled dimer 2, and thus, the µm coupling dominates
over the µµ term. In this situation, the overall couplet has a sign opposite to that
predicted by the ECM, and its intensity is strongly reduced (in comparison with
the 3,3’-coupled dimer 1), as found experimentally. Although a few “exceptions”
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or failures have been claimed to be observed for the ECM in the literature,[124–
126, 131–135] most of them concern cases plagued by conformational ambiguity
[124–126] or by the presence of several overlapping transitions.[131–135]
This is the very first case where the exciton chirality method fails for a simple biaryl
compound with an established conformation and for a transition well separated
from others. As shown above, this is not because of an intrinsic failure of the
method, but because of the occurrence of a different source of optical activity.
The importance of the µm term for dimer 2 is based on a unique combination of a
strong magnetic transition dipole moment with a short interchromophoric distance
(the ECD associated with the µm term scales with the potential Vij and thus with
R−3ij .[130] To show the importance of this latter aspect, we performed TDCAM-
B3LYP/6-31G* calculations on a model of M -2 in which the 1,1’ bond was cut,
the C1-C1’ distance elongated to 4 A˚, and the resulting separated chromophores
each saturated with a hydrogen atom. In this way, the dihedral angle between the
chromophores was kept nearly identical but the larger distance Rij should prevent
a significant µm coupling, leaving a dominant µµ coupling (which scales with
R−2ij ).[130] As expected, the computations resulted in a negative exciton couplet,
that is, opposite to the results of the full TDDFT calculations on the intact dimer
and in keeping with ECM expectations.
Although the BODIPY chromophore is well known, the chiroptical properties of its
chiral derivatives and dimers have been almost neglected. Our investigations show
that the uncommonly high magnetic transition dipole moment of the first pi − pi∗
excited state of the chromophore has consequences on the ECD of the dimeric
BODIPYs. Due to the strong magnetic dipoles and their vicinity in the 1,1’- and
the 3,3’- coupled dimers, the straightforward ECM cannot be used to determine
the AC of these dimers. This finding is not expected to be unique to BODIPYs. All
chromophores with effective C2v symmetry (like BODIPY) have B1/B2 transitions
which are both electric- and magnetic-dipole allowed. Therefore, the occurrence
of strong magnetic transition dipoles in pi − pi∗ transitions should be checked for
further exciton-coupled systems, including first of all bis-phenanthrenes, which
will be treated in the next section, and distorted multiporphyrins.
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4.2.2 Application to bis-phenanthrenes
Bis-phenanthrenes are compounds like 1-3 (see Fig. 4.16) in which two phenan-
threne rings are directly attached to each other. The interest in this family of com-
pounds is twofold: the bis-phenanthrene motif is, rather surprisingly, found in sev-
eral natural products, mainly isolated from the plant family of Orchidaceae;[136]
second, like other atropisomeric biaryls such as 1,1’-binaphthyls, they are the basis
for very efficient chiral catalysts and auxiliaries, for example VAPOL (3a).[137]
Moreover, while 1,1’-binaphthyls and other biaryls represent a sort of benchmark
for stereochemical analysis based on the ECM,[105] the applicability of the lat-
ter to bis-phenanthrene derivatives has been controversial,[131, 138–140] strongly
limiting its application to natural products.[136] In fact, while Harada and co-
workers, based on the results on 1,1’-bisphenanthrene 2a, claimed that the ECM
is “not valid for phenanthrene chromophores”,[131] Rosini and co-workers reached
the opposite conclusion in their analysis of 4,4’-bisphenanthrene 1a.[139] Our re-
sults reconcile the above findings and demonstrate that the apparent discrepancy
is due to the neglect of the intrinsic magnetic moments.
We discuss 1,1’-and 4,4’-bis(phenanthrene) (1 and 2) as model compounds, and
1a and 2a as examples of real compounds. CD spectra of bis-phenanthrene com-
pounds are expected to show strong CD couplets in the region of the most intense
transitions 3A1 and 3B2 (
1Ba and
1Bb in Platt’s nomenclature) of phenanthrene.[141]
Therefore, it is crucial to reproduce accurately the relative energies and intensities
of these two transitions.
Excited-state calculations were run with TDDFT using a locally modified version
of Gaussian09 package. Because of the complexity of the electronic excitations of
Figure 4.16: Bis-phenanthrene models and compounds with various linkages.
In all cases, (aR) configuration is shown.
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phenanthrene, a preliminary screening of functionals was performed. The results
are compared with available reference data [142, 143] in Table 4.4.
Table 4.4: Calculated and experimental data for themain electronic transitions
of phenanthrenea.
Calc. energy (eV) / Osc. Str. Exp. νmax (eV),
Trans.b CCSDR(3)c CASPT2d PBE0-1/3e max (M
−1 cm−1)f
2A1 (1Lb) 4.02 3.42 (0.000) 4.17 (0.002) 3.54 (350)
1B2 (1La) 4.81 4.37 (0.038) 4.40 (0.006) 4.23 (16000)
3A1 (1Ba) 5.27 4.56 (0.268) 5.00 (0.137) 4.94 (33000)
g
3B2 (1Bb) 5.44 4.81 (1.218) 5.19 (0.810)
a All calculations in vacuo. b Symmetry and Platt’s nomenclature; ordering from
CCSDR(3) data. b From Ref.[142]. b From Ref. [143], (14/12) active space. e
Our results, cc-pVTZ basis set on B3LYP/6-311G(d) optimized geometry. f In
cyclohexane, from Ref. [141]. g A1 (260 nm) plus B2 transition (250 nm).[144]
Reference calculations found an energy difference in the range 0.17-0.25 eV with
an oscillator strength f ratio of 0.22 (CASPT2). As seen in Table 4.4, the func-
tional PBE0-1/3[145] predicts an energy difference of 0.19 eV in agreement with
CCSDR(3) calculations, and a reasonable f ratio of 0.17. The comparison with
experimental values is complicated by the coalescence of the two bands in solution,
however stretched film spectra confirm the presence of two bands with the correct
polarization and energy order.[144]
Models 1 and 2 were built by connecting two optimized phenanthrene units at the
desired positions in an orthogonal arrangement, and re-optimizing only the new
C-C bonds while all other internal coordinates were kept frozen. For the strongest
long-axis polarized 1Bb transition, the ECM predicts a positive couplet for (aR)-1
and a negative couplet for (aR)-2 in the model geometries (see Fig. 4.17). In the
exciton chirality theory the rotational strength of an excitonic state k, originating
from the coupling of 0 → a, b transitions at frequencies νi0a,b on chromophores i,
j, is those reported in eq. 2.50.
In the “visual” application of the ECM used for the exciton chirality rule (e.g. in
Fig. 4.17), only the second term of the sum in the brackets is taken into account
(µµ term). This is because most organic chromophores considered in ECM ap-
plications have electric-dipole allowed transitions belonging to totally-symmetric
irreps which are magnetically forbidden. This is not the case of phenanthrene 1Bb
transition which belongs to the B1 irrep in the C2v group and is both electrically
and magnetically allowed. The EDTM is long-axis polarized in the aromatic plane,
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while the MDTM is oriented perpendicular to the plane and amounts to 1.66 au
(PBE0-1/3 calculations). Under these conditions, the first term (µm term) of the
sum becomes non-negligible.
Figure 4.17: Exciton chirality rule for the coupling of 1Bb EDTMs in model
dimers (aR)-1 and (aR)-2.
To evaluate the two terms, we used EXAT program using the gauge-independent
formulation of the excitonic rotational strength in the velocity formalism. Within
this framework it is possible to calculate the overall (µµ + µm term) and the
µµ term separately, thus disentangling their effects. When this approach is ap-
plied to model dimers (aR)-1 and (aR)-2, the calculated µµ coupling between 1Bb
transitions is in agreement with the expectations of the ECM. This coupling is
responsible for a strong positive couplet for (aR)-1 and a strong negative couplet
for (aR)-2 in the 220-260 nm region (Fig. 4.18).
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Figure 4.18: PBE0-1/3/cc-pVTZ excitonic spectra of model dimers (aR)-1
and (aR)-2, including the first 4 transitions for each chromophore. Here and in
the other figures a Gaussian bandshape with 0.2 eV width was employed.
When the µm coupling is included, however, a difference emerges. For dimer (aR)-
1, the overall coupling (µµ + µm term) is only slightly more intense than the µµ
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term alone (Fig. 4.18, left). The µµ and µm couplings have the same sign and
define two positive couplets which reinforce each other, yielding an overall positive
couplet as predicted by the exciton chirality rule. For dimer (aR)-2, in contrast,
the overall term has opposite sign to the µ m term and defines a positive couplet
(Fig. 4.18, right). This means that the µ m coupling is responsible for a very
strong positive couplet which overwhelms the µµ negative couplet. For (aR)-2,
the exciton chirality rule predicts the wrong absolute configuration.
The relative importance of the two coupling terms may be better estimated by
considering the dependence on the inter - chromophoric distance Rij. Because of
the mutual cancellation of exciton CD bands of opposite sign, the amplitude of
an exciton CD couplet depends on the product of the rotational strengths and
the electronic coupling,3 which, in its dipolar approximation, depends on R−3ij .
The two µµ and µm terms are therefore expected to scale with R−2ij and R
−3
ij ,
respectively. As in EXAT calculations the full QM transition densities are employed
instead of the point-dipole approximation, the situation is more complicated, still
a different dependence on the distance is expected for the two couplings. Thus,
we run EXAT calculations on a series of detached dimers in which the 1,1’ (for 2)
or 4,4’ bonds (for 1) were cut, the C1-C1’ or C4-C4’ distances varied from 1.5 A˚
to 8.0 A˚, and the separated chromophores saturated with a hydrogen atom. In
this way the angular part of the coupling is roughly invariant and the dependence
on Rij is highlighted. The results of EXAT calculations are shown in Fig. 4.19.
Figure 4.19: Couplet amplitude ∆(∆) (peak-to-trough width) calculated as
a function of the interchromophoric distance for detached dimers obtained from
(aR)-1 and (aR)-2. Only 1Ba and
1Bb transitions included; Rij is the distance
between the centres of mass for the two chromophores.
For the detached dimers obtained from (aR)-1, both the overall (µµ + µm ) and
µµ couplings maintain the same sign along the series, indicating that the two
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terms µµ + and µm also have the same sign. For the detached dimers obtained
from (aR)-2, in contrast, the overall coupling changes sign as a result of the faster
decrease of the µm term with respect to the µµ term. As a consequence, the µm
term (associated with a positive couplet) dominates at shorter distances, while the
µµ term (associated with a negative couplet) dominates at larger distances.
Finally, we run calculations on the two real systems 1a and 2a. Geometries were
optimized at the B3LYP/6-311G(d) level and TDDFT calculations were performed
at the PBE0-1/3/cc-pVTZ level. The IEFPCM was used to include solvent effects.
For (aR)-1a (Fig. 4.20), all methods predict a strong negative couplet at around
250 nm, in agreement with experimental results and ECM prediction (for this com-
pound, the presence of the -SH substituent tilts the direction of the phenanthrene
1Bb EDTM toward C-3,[146] hence the two
1Bb EDTMs define a negative chirality
for aR configuration). This result confirms that the ECM is fully applicable to
4,4’-bis(phenanthrenes),[138] regardless of the co-occurrence of 1Ba and
1Bb tran-
sitions in the crucial region. For (aR)-2a (Fig. 4.20), the experimental spectrum
does not show a clear couplet but rather a series of weak bands in the 220-280 nm
region.[131]
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Figure 4.20: Full and excitonic (PBE0-1/3/cc-pVTZ) calculated spectra of
compounds (aR)-1a and (aR)-2a compared with experimental spectra.
Full TDDFT calculations and excitonic (µµ + µm ) calculations agree with each
other and reproduce – though not perfectly – the experimental spectrum. By
contrast, the µµ term is very different from the overall coupling and shows an
opposite sign for the 1Bb couplet. We conclude that for 2a the CD spectrum
is still interpretable in terms of the exciton coupling, but only if the intrinsic
magnetic moments are taken into account. Otherwise, the exciton chirality rule
fails if based only on the electric moments.
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In systems like phenanthrene where a curved pi-electron delocalization is present,
electronic transitions that are both electrically and magnetically allowed (such as
phenanthrene 1Bb) imply some “curvature” of the transition density (Fig. 4.21).
Figure 4.21: Transition densities computed for phenanthrene at the PBE0-
1/3/ cc-pVTZ level (isovalue 0.0015), plotted in the arrangements corresponding
to model dimers 1 and 2.
It is interesting to notice that a “curvature of the pi-electron delocalization” has
been related to the exceptionally strong two-photon CD of VAPOL.[147] The ge-
ometry of the biaryl linkage determines the way the two curved transition den-
sities face each other, that is, how the excitonic EDTM and origin-independent
MDTMs, resulting from the in-phase and anti-phase combinations of the indi-
vidual chromophores, combine with each other. For a convex arrangement like in
1,1’-bis(phenanthrenes) (2 in Fig. 4.21), the combination yields two terms (µµ and
µm) with opposite signs which may lead to an apparent exception of the exciton
chirality rule. In contrast, no exception is expected for a concave arrangement
like in 4,4’-bis(phenanthrenes) (1). We also notice that it is not necessary to have
two “curved” chromophores to observe the exception, because one phenanthrene
facing from its convex side a chromophore like naphthalene might be sufficient to
get a µm term strong enough to overcome the µµ one.[132, 138]
In conclusion, we have demonstrated that a reliable prediction of exciton CD spec-
tra of certain (supra)molecular compounds cannot avoid the simultaneous consid-
eration of both electric-electric and electric-magnetic terms. For an accurate QM
description of the excitonic properties it is also necessary to include solvent effects.
The application to 1,1’-bis-phenanthrenes has clearly shown that these compounds
do not represent a true exception of the ECM, but rather they cannot be described
through the straightforward application of the exciton chirality rule. Our anal-
ysis also demonstrates the crucial role played by the specific interchromophoric
arrangement: the impact of magnetic moments is strong only for some geometries,
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such as 1,1’-linkage in bis-phenanthrenes, while it is minor for others, such as the
4,4’-linkage in bis-phenanthrenes.
Chapter 5
QM methods in modelling
photosynthetic antennae
In this chapter we first present an overview of the photosynthetic process, focussing
on the light-harvesting step that involves the pigment-protein-complexes (PPC).
Finally, a “bottom up” theoretical approach to understand photosynthetic light-
harvesting is presented and the main results regarding two PPCs are discussed.
5.1 Photosynthetic Light Harvesting
Nowadays the development of techniques to efficiently exploit renewable sources
of energy in order to replace our reliance on fossil fuels represents one of the
major challenges of the humanity. An ideal source of energy should be abundant,
inexpensive, environmentally clean, and widely distributed geographically. Of the
few potential energy sources that might meet these criteria, sunlight is the most
attractive. Although practical methods for the conversion of sunlight to electricity
exist, solar-generated electricity currently does not compete successfully with that
derived from fossil fuels.[148] The efficient utilization of the energy harvested from
sunlight to promote photochemical reactions or to produce solar fuels depends
on the detailed understanding and the improving of both the effective capture of
photons and the transfer of the excitation energy to the reactive site.[149] Nature
has solved these problems 3500 million years ago, when the first photosynthetic
bacteria appeared on the earth. Nowadays, photosynthesis is the only process of
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biological importance that can harvest solar energy, and a large fraction of the
planet’s energy resources results from photosynthetic activity.[150]
A deep understanding of the fundamental physical processes underlying the en-
ergy transfer and conversion is the basis for the development and design of ar-
tificial photosynthetic systems that can convert light into energy and store it.
The transferability of the natural light-harvesting features into the artificial de-
vices design is not straightforward. This research field involves different figures:
from biochemists, who study the biomolecular mechanisms of the photosynthe-
sis, to crystallographers, who are able to resolve the molecular three-dimensional
protein structures, passing through physicists and chemists, who investigate the
photochemical and photophysical processes. Within this articulated framework,
the role of the theoretical chemists can be fundamental to allow the connection
between the experimental observations and the structural features and therefore
to obtain a reliable description of the relevant phenomena at a molecular level.
These efforts are aimed both to the increase of the knowledge on natural systems,
and to the application of such knowledge to the assembly of artificial or hybrid
light-harvesting devices.
5.1.1 General overview on photosynthesis
Photosynthesis is a biological process in which sunlight is captured by an organism
and stored into the free energy used to drive energy-requiring cellular processes.
The most common form of photosynthesis involves chlorophyll-like pigments, and
operates using light-driven electron transfer processes. The organisms that are able
to perform photosynthesis are plants, algae and some type of bacteria. Two major
classes of photosynthetic organisms exist: i) oxygenic organisms, that produce
oxygen during the course of photosynthesis; ii) anoxygenic bacteria that does not
produce oxygen. The processes carried out in such organisms are similar.[149]
In all organisms performing oxygenic photosynthesis, lipid bilayer membranes are
involved in the transformation of sunlight into chemical energy. In prokaryotic
photosynthetic organisms, such as cyanobacteria, the early steps of photosynthe-
sis take place on specialized membranes that are derived from the cell cytoplasmic
membrane. In eukaryotic photosynthetic organisms (algae and plants), photo-
synthesis is localized in specialized organelles, the chloroplasts, which are char-
acterized by an extensive membrane system known as thylakoids. The thylakoid
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membranes are the sites where the light absorption and the primary reactions
occour.
The entire photosynthetic process can be divided into two different main phases: i)
the “light reactions”, which use light energy to generate high energy biomolecules
such as NADPH and ATP; ii) the “dark reactions”, that are almost light-indepen-
dent reactions, which use NADPH and ATP synthesized in the previous step
to drive the synthesis of carbohydrates from CO2 and H2O. The light reactions
are constituted by three phases: i) light absorption by specialized PPCs which
contain large and dense arrays of chromophores that serve as antennae, and quick
energy delivers to the reaction center (RC); ii) primary electron transfer event
in RC leading to a charge separation; iii) energy stabilization with secondary
processes. In order to understand the processes involved in the light reaction
phase we consider a model photosynthetic membrane of higher plants, shown in
Fig. 5.1, in which the four major multi-protein complexes that participate in the
light reactions are reported.
In the first phase sunlight is absorbed by photosynthetic antenna pigments and the
energy is funneled to a specialized chlorophyll-protein complex, e.g. the reaction
Figure 5.1: Simplified model of the thylakoid membrane of higher plants
with the four major multi-protein complexes that participate in the light reac-
tions: i) PSII-LHCII, where light is absorbed by peripheral antenna systems
(LHCII) and transferred to the PSII which contains the water-splitting system
and where the electron transfer chain start; ii) PSI-LHCI which receive elec-
trons from PSII and use them to reduce NADP+ to NADPH via ferredoxin (Fd)
and ferredoxin-NADP-reductase (FNR); iii)) Cytochrome b6f which connects
the two photosystems via the plastoquinole (PQH2)-plastocyanin (PC) oxido-
reductase shuttles, contributing to the generation of the electrochemical poten-
tial across the membrane; iv) ATP synthase that uses the electrochemical
gradient across the membrane to generate ATP. Adapted from Ref.[151].
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center. Plants and some photosynthetic prokaryotes have two reaction centers,
photosystem I (PSI) and photosystem II (PSII), that function in series and are
spatially separated. Photosystems II and I carry out noncyclic electron transport,
oxidize water to molecular oxygen, and reduce NADP+ to NADPH. In particular,
PSII contains a special dimer of pigments, also known as special pair. The pig-
ments in the special pair are identical to the chlorophylls of the antenna systems,
but they exhibit peculiar electronic characteristics due to the specific local envi-
ronment in which they are placed. When the energy reaches the dimer an excited
electronic state characterized by an extremely strong reducing power is formed.
The dimer rapidly loses an electron to a nearby electron acceptor molecule, gener-
ating an ion-pair state. This is the “primary reaction” of photosynthesis in which
the sunlight energy has been transformed into chemical redox energy. The oxida-
tion of water (also known as ”water splitting” or as Hill’s reaction) is coupled with
this primary reaction and returns the electron to the oxidized pigment, which is
again able to take part in the primary reaction. During the electron chain trans-
port a pH gradient is generated between the two sides of the thylakoid membrane.
The electrochemical gradient generated across the thylakoid membrane is used for
the synthesis of ATP by the ATP synthase. Together, NADPH and ATP are the
basic ingredients for all further chemical reactions in the organisms.[149]
The reaction centers, where charge separation takes place, are highly specialized
and “expensive”, in the sense that they are characterized by a low pigment den-
sity, leading to little light absorption. The RCs are surrounded by far “cheaper”
(high pigment density) light-harvesting complexes, also called antennae, typically
containing a few hundred pigments per RC (see Fig. 5.2).[151] The antenna system
does not perform any chemistry: it is only responsible for a series of energy trans-
fer processes whereby the electronic excitation is transferred from one pigment to
another.
As discussed in Section 2.3, the electronic energy trasfer (EET) is a physical
process which depends on the coupling among the antenna pigments. The great
advantage of having a large number of antenna systems coupled with each other
and with a single reaction center – thus separating the energy collection from the
energy conversion processes – is to increase the absorption cross-section. In fact,
even in bright sunlight, a single chlorophyll molecule is able to absorb only a few
photons per second. If every chlorophyll had a complete reaction center associated
with it, the enzymes that make up this system would be idle most of the time,
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Figure 5.2: Schematic diagram illustrating the concept of antennae in photo-
synthetic organisms. Light is absorbed by a pigment, then energy transfer takes
place in which the excited state migrates through the antenna system and is
eventually delivered to the reaction center where electron transfer takes place,
creating an oxidized electron donor and a reduced electron acceptor. Adapted
from Ref.[149].
only occasionally being activated by photon absorption. On the contrary, if many
pigments can funnel energy into a common reaction center, the system is kept
active for a large fraction of time and the overall efficiency is improved. The
number of antenna pigments associated with each reaction center complex varies
widely in different organisms, from a minimum of a few tens of pigments to a
maximum of several thousand pigments.
The RCs differ from each other but, together with their core antenna system, they
are extremely well conserved in all oxygen-evolving organisms. On the contrary,
there is a wide variety of antenna pigment-protein complexes (PPC). They differ
in the arrangements of chromophores, chromophore types and their absorption
spectra ranging from the blue to the near-infrared wavelengths. The differences of
PPCs among different photosynthetic organisms are due to the different environ-
mental light conditions which range from low-light conditions, where the organism
needs to harvest every available photon, to the high light conditions, where the
organism should instead activate self-protecting mechanisms to avoid photodam-
ages from the excess of incident light. The antenna system represents a modular
unit that can be designed ad hoc.
Despite differences among the PPCs, all of them are able to convert light into
excitations with very high quantum efficiency: approximately 95 to 99% of the
photons absorbed by the antenna pigments have their energy transferred to the
reaction center, where it can be used for photochemistry. Such extremely high
efficiency can be achieved thanks to the ultrafast energy transfer mechanisms that
guide the absorbed energy from peripheral antennae to the RC. A long-standing
Chapter 5. QM methods in modelling photosynthetic antennae 106
question in photosynthesis has been the following: How do light-harvesting systems
deliver such high efficiency in the presence of disordered and fluctuating dissipative
environments? [152]
Before presenting the results of this work towards a possible answer to this funda-
mental question, it is useful to describe in more details the leading actors involved
in these processes, namely the photosynthetic pigments and the pigment-protein
complexes that serve as LH antennae.
5.1.2 Photosynthetic pigments
The photosynthetic pigments can be roughly divided in two categories: i) the
primary pigments (chlorophylls and bacteriochlorophylls), devoted to the light
harvesting and the electron transfer processes; ii) the accessory pigments which are
used to expand the absorption spectrum of primary pigments, such as carotenoids
and bilins.
Chlorophylls and Bacteriochlorophylls
The main absorbing pigment are chlorophylls. There exist many types of chloro-
phylls and bacteriochlorophylls. They are all substituted porphyrins containing a
large number of conjugated double bonds, which assure absorption in the visible
and near-infrared regions of the solar spectrum. Small modifications or variations
of chlorophylls allow photosynthetic organisms to harvest sunlight at different
wavelengths.[151, 153]
All chlorophylls (Chl) have a complex conjugated ring structure that is chemically
related to the porphyrin-like groups, found in hemoglobin and cytochromes. Por-
phyrins are generally more symmetric molecules than chlorophylls, and they are
constituted by a cyclic tetrapyrrole skeleton which contains four pyrrole rings held
together by one-carbon bridge (=(CH)-) unit. In Fig. 5.3 we report the molecular
structure of the Chl a and b and BChl a, that are the pigments present in the
investigated PPC.
Chlorophylls, however, differs from the porphyrins in three major aspects: i) the
presence of a central Mg atoms which coordinates with the four nitrogen atoms of
the macrocyle ring; ii) the presence of a five member ring with a long hydrocarbon
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Figure 5.3: Chlorophyll structures. The molecular formulas of chlorophylls a
and b and bacteriochlorophylls a are shown.
tail attached to it; iii) the partially reduced character of some pyrrole rings, de-
pending on the type of Chl. The tail is formed by condensation of four five-carbon
isoprene units and is then esterified to ring V (see Fig.5.3). The tail anchors the
chlorophyll to the hydrophobic portion of its environment. Depending on the dif-
ferent substituents on the chlorophyll skeleton, different types of Chl and BChl
exist and they are named as chlorophylls a − f , or bacteriochlorophylls a − g.
Chlorophylls a and b are abundant in green plants, and c and d are found in some
protists and cyanobacteria. A number of different types of bacteriochlorophylls
have been found; type a is the most widely found.
Spectroscopic properties of chlorophylls
The optical properties of (bacterio)chlorophylls are determined by the extended
conjugated pi-electron systems of the tetrapyrrole ring and the strong absorption
bands of Chl and BChl are due to pi − pi∗ transitions. In Fig. 5.4 we report the
absorption spectra of Chl a/b and BChla. The two lowest-energy transitions are
called the Q bands, and the two higher-energy ones are known as the B bands or
Soret bands.
It is useful to define a molecular axis that follows the convention: y-axis is defined
as passing through the N atoms of rings I and III; x-axis passing through the N
atoms in rings II and IV; z-axis is perpendicular to the plane of the macrocycle (see
Fig. 5.3). The transition dipole moments of the two Q excitations are orthogonal.
The lowest energy transition is polarized along the y-axis in all chlorophylls, while
the other is polarized along the x-axis. For this reason, these bands are called
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Figure 5.4: Absorption spectra of Chla (green), Chlb (orange) and BChla
(red) in diethyl ether. Spectra are normalized to the maximum of the Soret
band. Data are taken from Ref.[149].
Qy and Qx, respectively. Moreover, the Qy transition is brighter than the Qx in
all chlorophylls. The electronic spectra corresponding to the Q bands present a
resolved vibronic structure, even though the 0-0 band is predominant. In the case
of Chla the Qx and Qy transitions are closer in energy than in the other cases, thus
the Qx transition is coupled with vibronic states of Qy.[154]. As predicted by the
Kasha rule, the EET processes involve the lowest excited states of the interacting
pigments; therefore, the Qy transitions are the most important ones for the study
of energy transfer in these systems.
The first theoretical interpretation of the Chl absorption spectrum has been pro-
posed by Gouterman in the 1960s using a simple four-orbital model applied to
porphyrins.[155]. According to this model the optical transitions arise from lin-
ear combinations of one-electron excitations between the two highest occupied
(HOMO-1, HOMO) and the two lowest unoccupied (LUMO, LUMO+1) pi molecu-
lar orbitals. A nice review of the computational methods to describe the chlorophyll-
like pigment has been written in the 2006 by Linnanto and Tommola [156].
Due to the large dimension of the Chls, most of the accurate wave function-based
approaches are not applicable due to their excessive computational cost. For this
reason TDDFT approaches are nowadays largely employed in this field. However,
Chapter 5. QM methods in modelling photosynthetic antennae 109
TDDFT is not a “perfect method”; in fact, while it performs usually very well
for valence excited states, it presents severe problems with the correct descrip-
tion of Rydberg and charge-transfer excited states. As explained before, a very
effective way to improve the TDDFT performances in these difficult cases is to
split the Coulomb operator of the Hamiltonian into two parts, a short-range and
a long-range part, which are treated primarily using a local functional and an ex-
act orbital exchange, respectively. This strategy has led to long-range separated
functionals, which have been shown to give an accurate description of excitation
processes in different LH pigments. Even if TDDFT has a favourable accuracy/-
cost ratio, when a large number of calculations have to be performed, e.g. to
process many snapshots from a MD simulation, also TDDFT methods became too
expensive. For this reason it is also common to apply semiempirical methods, such
as ZINDO/S, which provide a computationally cost-effective approach and often
reasonable results.[157]
Bilins
As shown in Fig. 5.4, chlorophylls show a little absorption in the region of 500-
600 nm, leading the the so-called “green-gap”, which is responsible for the green
color of most leaves and green algae. However, in water as the depth increases
the amount of transmitted light at long wavelengths is very small. For this reason
organisms that live underwater use special chromophores, such as bilins, to fill the
green gap and absorb light at shorter wavelengths. Bilins are bound to proteins
known as biliproteins. These chromophores are characterized by an open-chain
tetrapyrrole moiety (see Fig 5.5). The reduced conjugate character due to the
Figure 5.5: Structure of Phycoerythrobilin and Phycocyanobilin. A peptide-
link which connect the chromophore to the protein is shown in green.
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open-chain arrangement shifts the bilin’s absorption spectrum in the region from
550 nm to 650 nm.
Carotenoids
Carotenoids are found in all known native photo synthetic organisms. They are
extended molecules with a delocalized pi electron system. An example of a simple
carotenoid structure is given in Fig. 5.6. Carotenoids from oxygenic organisms
usually contain ring structures at each end, and most of them contain oxygen
atoms, usually as part of hydroxyl or epoxide groups. Carotenoids perform several
well-documented essential functions in photosynthetic systems. First, they are
accessory pigments in the collection of light, absorbing light and transferring en-
ergy to a chlorophyll-type pigment. Second, carotenoids are involved in a process
called photoprotection: they rapidly quench triplet excited states of chlorophylls
before they can react with oxygen to form the highly reactive and damaging ex-
cited singlet state of oxygen. They also quench the singlet oxygen if it has been
produced.[158]
Figure 5.6: Structure of β-carotene.
5.1.3 Different classes of Antenna complexes
A great variability of antenna complexes can be found in the photosynthetic or-
ganisms. A first classification can be done by dividing the integral membrane
antennae, i.e. those that are located across of the lipid bilayer, from the “ex-
trinsic” antennae, which are not buried in the membrane but interact with other
integral membrane proteins. Almost all antenna systems are pigment-protein com-
plexes. This means that the light-harvesting pigments are specifically associated
with proteins in a unique structure. The only known exception is the chlorosome
of green sulphur bacteria.
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The primary role of the protein is to serve as a scaffold for the pigments. The
pigments embedded in the protein are constrained to specific distances and ori-
entations. The concentration of the pigments in the PPC is very high (up to
0.5 M). In a solution of Chls at similar concentration a heavy quenching of the
excited states is observed, which would negatively influence the light-harvesting
efficiency. Surprisingly, the organization of these molecules in the protein scaffold
is not random. It is instead a crucial to avoid concentration quenching in PPC
and to optimize the energy transfer by a high local concentration.[159]
The absorption spectra of photosynthetic pigments are also sensitive to the sur-
rounding environment and solvatochromic effects play a relevant role in determin-
ing their excitation energies. In PPCs, the chromophores are confined in a specific
binding pocket and the surrounding protein perturbs their excited states through
two distinct effects: i) a direct electrostatic effect determined by bulk and specific
pigment-protein interactions; ii) an indirect effect induced by the pigment geome-
try modifications. Thus, also in a PPC containing the same pigments, it is possible
to build an energy ladder by tuning the pigments’ site energies. The energy ladder
is related to the funnel concept: excitation energy is transferred from blu-shifted
pigments towards the red-shifted ones, which are located near the trapping site.
Unfortunately the funnel concept alone is not able to explain the EET process and
a more sophisticated model which considers quantum effects has to be invoked, as
explained in Section 5.1.4. Moreover, the protein is much more than only a “rigid”
scaffold because it is directly involved in the tuning of the pigment properties and
its fast dynamics plays a fundamental role in driving the energy transfer through
the antenna pigments towards the reaction center.
Here we present the molecular structure of the two LH systems that have been
studied in this work, namely the Fenna-Mattew-Olson (FMO) protein and the
minor light harvesting complex of the Photosystem II, namely the CP29 protein.
The Fenna-Matthews-Olson complex
Some photosynthetic bacteria contain a unique large antenna system known as
chlorosome. The chlorosome contains hundreds of thousands of BChls c, d, or e
that are organized into large oligomers via self-assembly and, differently to all other
antenna complexes, does not require proteins to provide a scaffold for efficient light
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harvesting. The chlorosome is enclosed in a single membrane leaflet and a base-
plate complex which serve as interface between peripheral antenna complexes and
the core antennae located in the cytoplasmic membrane.[160] In a particular class
of photosynthetic bacteria, the green sulphur bacteria, an additional PPC is sand-
wiched between the chlorosome and the reaction center: the Fenna-Mattew-Olson
(FMO) complex. A schematic representation of the photosynthetic apparatus of
green sulphur bacteria is given in Fig. 5.7.
Figure 5.7: Schematic model of the location of the FMO protein in the pho-
tosynthetic apparatus of green sulphur bacteria. Adapted from Ref. [161].
FMO[162, 163] was the first light-harvesting PPC to be structurally character-
ized by X-ray spectroscopy in 1975. FMO only contains Bacteriochlorophyll a
(BChla) as the absorbing pigment. The whole structure accounts for three identi-
cal monomer units arranged in C3 symmetry and connected through ionic bridges
between charged residues of adjacent helices; each monomer unit has eight BChls.
The trimeric structure of FMO is shown in Fig. 5.8.
Two high-resolution crystal structures of the FMO complex are available, which
correspond to two species of green sulphur bacteria: Prosthecochloris aestuarii
(pdb entry 3EOJ, res. 1.30 A˚) and Chlorobaculum tepidum (pdb entry 3ENI, res.
2.20 A˚).[164] The primary sequence of the two proteins is very similar and the
overall sequence match is 75%. The BChls binding pocket is similar for the two
FMO proteins, except for BChl 8, which shows a different coordination pattern.
The long-term availability of crystallographic data, together with the water-soluble
nature of FMO, allowed a variety of spectroscopic and theoretical approaches to
be developed that have enabled this system to become one of the most extensively
studied and characterized PPCs.[165]
Chapter 5. QM methods in modelling photosynthetic antennae 113
Figure 5.8: Trimeric structure of FMO from Prosthecolochloris aestuarii. Top
view from the chlorosome side. BChla are shown in red. Phytyl tail is omitted
for clarity.
LH antennae of PSII supercomplex
The photosystem II core structure from thermophilic cyanobacterium Thermosyne-
chococcus elongatus have been recently determined by X-ray experiments. It con-
sists of 20 subunits, 14 of which occupy the photosynthetic membrane. These
transmembrane subunits include the reaction center proteins D1 and D2, the
chlorophyll-containing inner-antenna subunits CP43 and CP47, and cytochrome
b559. The overall structure consists of a symmetric dimer, whose protomeric units
have a pseudo-C2 symmetry. Many different peripheral antenna complexes are lo-
cated around the PSII core. The most abundant antenna complex is trimeric
major LHCII (majLHCII) which contains three apoprotein subunits. In addition,
three minor antenna complexes, named CP29, CP26 and CP24 are adjacent to
the PSII core, exist in monomeric form and bridge the majLHCII trimers with the
core complex.[166] A model of the PSII supercomplex is given in Fig. 5.9.
Differently to the FMO, the peripheral antennae of PSII contain a mixture of two
types of Chls (Chl a and b) and different types of carotenoids. The apoprotein
structure of LHCII is shown in Fig. 5.10a and consists of three transmembrane
helices that coordinates seven molecules of Chla and five molecules of Chlb. Two
lutein carotenoids arranged in a “X” pattern contribute to hold the complex to-
gether. The only available X-ray structure of the other peripheral antenna is that
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Figure 5.9: Models of PSII-LHCII supercomplex showing the relative position
of light-harvesting with respect to the dimeric core complexes (D1 and D2).
Taken from Ref.[166].
of CP29 (see Fig. 5.10b) which shows a similar apoprotein structure of LHCII but
different oligomeric states. It has been showed that CP29 not only absorbs and
transfers solar energy for photosynthesis, but it also plays an important role in
photoprotection.[166]
Each CP29 monomer contains 13 chlorophyll and 3 carotenoid molecules. The
13 chlorophyll-binding sites are assigned to eight Chla sites, four Chlb and one
putative mixed site occupied by both chlorophylls a and b.
5.1.4 EET in Photosynthetic Antennae
In a simplified classical model we can imagine the light-harvesting process as an
electronic excitation hopping from one pigment to another. The transfer process
should occur before the excited pigment returns to its electronic ground state. In
other words, electronic excitation is transferred by a random walk path among
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Figure 5.10: Side view of the trimeric majLHCII from PDB structure 2BHW
(left), and CP29 from PDB structure 3PL9 (right). Chla and Chlb are shown in
green and orange respectively (phytyl tail are omitted for clarity). Carotenoids
are represented in purple.
tens or hundreds of molecules until it is either trapped by a reaction center or
it decays to a ground state. This classical picture corresponds to the so-called
Fo¨rster weak-coupling regime.[167] According to this model, any electronic coher-
ence between chromophores is rapidly destroyed by stochastic energy fluctuations
due to the environment and, as a result, electronic excitations incoherently “hop”
between states localized on individual chromophores. These energy fluctuations
are driven by intramolecular vibrations of the chromophores, as well as by the
interaction between electronic excitations of the chromophores and vibrational de-
grees of freedom of the environment. The assumption of the Fo¨rster theory is that
the electronic coupling between pigments is much smaller than the coupling to
the environment, also known as pigment-bath coupling, or reorganization energy.
The latter, according to models for line broadening in molecules in solution, can
be estimated as the half of the difference between the absorption and fluorescence
maxima (Stokes shift).
In the past 15 years, the development of femtosecond spectroscopy has allowed the
examination of energy migration processes at the molecular level and the applica-
tion of the 2-D electronic spectroscopy (2DES) technique to different LH systems
have changed our interpretation of photosynthetic light harvesting.[35, 168–172]
The experimental results so far collected suggest that a satisfactorily explanation of
the mechanism of light harvesting requires to introduce concepts which are inher-
ently quantum mechanical; following these findings, the term “quantum biology”
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has been applied to the description of the function of the natural photosynthetic
organisms.
In LH complexes the protein organizes the pigments close together, in a spe-
cific orientation which facilitates EET. In most antenna complexes the average
center-to-center distance between neighbouring Chls is 10 A˚,[151] and the electron
couplings are moderately large. In most LH complexes, couplings between chro-
mophores have values ranging across three orders of magnitude: from ∼0.5 cm−1
up to ∼500 cm−1. In the case of strong inter-pigment interactions, the excita-
tion can be coherently shared among the pigments to form Frenkel or molecular
excitons and the EET dynamics is no longer in the Fo¨rster excitonic regime.
In complex multichromophoric systems, like LH antenna proteins, the term ”co-
herence” can have different meanings. At the lowest level, it can refer to quantum
superpositions of localized molecular excitations. At a more sophisticated level,
coherence in LH systems, and more generally in EET, is referred to as a coherent
dynamics of energy transfer.[36] The first type of coherence is fundamental in de-
termining spectral properties, energy tuning and dynamics of EET. For example,
the exciton states determine the steady-state spectra, such as in the linear absorp-
tion, linear dichroism and circular dichorism in which the band shape is generated
by the multichromophoric system absorption instead of a single pigment absorp-
tion. The second type of coherence is connected with the possibility of quantum
transport. It is common to think of the dynamics of EET in terms of evolution of
populations that identify the probability for an exciton to reach various pigment in
a LH complex. Quantum coherence introduces correlations among wavefunction
amplitudes at different sites in the complex. The consequence is that interfer-
ence effects can change the way those probabilities evolve in time. Although it
is not unequivocally established that quantum coherence is essential for attaining
the highly efficient LH in photosynthesis, it is nowadays well accepted that the
coherence effects are involved in the dynamics of ultrafast LH processes.
In the case of Fo¨rster regime the rate of energy transfer is directly proportional
to V 2 (see eq. 2.56); that is, it increases quadratically with the electronic cou-
pling. As the electronic coupling increases, the energy gap between the excitonic
states also increases, and the relaxation rate diminishes because the electronic
gap is not bridged by bath fluctuations. In an intermediate regime between the
two limiting cases the energy transfer rate reaches the maximum efficiency (see
Fig. 5.11). Photosynthetic light harvesting belongs to this intermediate regime
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where pigment-pigment coupling is comparable with the pigment-bath coupling
(typical values of reorganization energies are in the range of 50-100 cm−1 for Chls
in LH proteins). This regime is usually defined as coherent EET.
Figure 5.11: Dependence of the rate of a general excitation energy transfer
process on the electronic coupling V for a representative system-bath interaction
λ. Figure adapted from Ref.[172].
More recently it has also been observed that the interplay between the electronic
coherence and appropriate vibrational levels of the chromophores could assist the
ultrafast EET in LH complexes.[167] The phonon environment can be divided into
two distinct components: i) a continuous distribution of modes at low frequency
(ω < kBT ) due to the solvent and low-energy protein vibrations; ii) specific vibra-
tional modes at higher energy that participate to the excitation dynamics. The
first may arise from inter-molecular coupling between pigments and the local pro-
tein environment and can be activated at room temperature. The component at
high energies originates mostly from intramolecular vibrations. These quantized
vibrations can assist the energy transfer in a variety of natural systems. In some
cases a specific vibrational mode is resonant with the energy gaps between exciton
states; this can lead to new transfer pathways and transfer times. More in gen-
eral vibrational choerences in photosynthetic LH systems can dramatically affect
the efficiency by which reaction centres trap the excitations of the surrounding
pigments.
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5.2 Modelling of Photosynthetic Antennae
The rate of EET, as well as quantum coherence effects, depend on a subtle inter-
play between pigment-pigment and pigment-protein interactions. On one hand,
the protein environment controls the spatial location of the excitonic states by tun-
ing the average transition energies of the individual pigments (site energies) and
their couplings. On the other hand, the protein skeleton dynamically modulates
both site energies and couplings, introducing a dissipative element that allows for
a directional energy transfer to the low-energy exciton state. An accurate simu-
lation of the EET process in these systems requires a description of the quantum
dynamics of the excited states, which is typically achieved within a perturbative
treatment of either the pigment-pigment or pigment-protein interactions, leading
to the popular Fo¨rster and Redfield theories, respectively. However, it has be-
come clear that most PPCs behave in an intermediate coupling regime, so several
efforts have been directed towards the development of robust theories that are
able to tackle both pigment-pigment and pigment-protein interactions on an equal
footing.
This new scenario has necessarily modified the theoretical analyses, as well as the
numerical methodologies used in the simulation of the LH process. In this context,
two main strategies have been developed. In the first one, the common approaches
used in theoretical physics to simulate quantum transport in open systems are
introduced. In these approaches, a model Hamiltonian is used to describe the
PPC by generally combining experimental excitonic parameters with a bath of
oscillators to include the coupling of the electronic and the environmental modes.
Instead, in the second strategy electronic structure methods common in quantum
chemistry are used to directly calculate the electronic properties of the pigments,
also taking into account the effects of the local environment. The two approaches
can be considered as complementary, since the first one gives direct access to the
quantum-dissipative motion of excitons, while the second one allows the direct
calculation of the parameters needed in the first scheme. In spite of this evident
complementarity, the use of quantum chemical calculations in quantum transport
theories has typically been limited. One of the reasons for this lack of connection
is that the two classes of methods were born in two distinct communities, the
theoretical physicists and the quantum chemists, respectively, and these methods
have evolved almost independently chronologically.[157]
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The three key quantities needed to model the quantum-dissipative motion of ex-
citons are:
1. the site energies of the pigments;
2. the excitonic coupling between pigments’ excitations;
3. the spectral density of the exciton-vibrational coupling, which describes the
dynamical modulation of site energies due to the vibrations of the pigment
and its environment.
In the following sections the main results obtained by applying the QM/MMPol
approach described in Chapter 3 to the two different LH systems described in
Section 5.1.3 are reported and commented.
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5.3 The Fenna-Matthews-Olson complex revis-
ited: A fully polarizable TDDFT/MM de-
scription
The first PPC that we have analyzed is the Fenna-Matthews-Olson complex. The
results here presented are based on Ref.[95].
Figure 5.12: Inside Cover: The Fenna-Matthews-Olson Protein Revisited: A
Fully Polarizable (TD)DFT/MM Description.[173]
The results indicate that structural fluctuations, electrostatic interactions, and
short-range quantum effects can significantly modulate the model Hamiltonian
parameters (site energies and couplings). We find that the specific interactions
with the axial ligand and the hydrogen-bonded residues are responsible for the
energy ladder, with their effects being mainly due to electrostatic interactions,
but with short-range quantum contributions that are not negligible. In addition,
a striking modulation of the screening effects experienced by the BChl pairs, due to
the heterogeneous polarizability of the FMO and solvent environment, is observed.
Finally, we find that the exciton model gives a reliable description of the delocalized
excited states in the complex.
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Introduction
The extensive availability of spectroscopic and theoretical studies on the FMO, to-
gether with the striking discovery of quantum coherence effects, has made FMO an
ideal system with which to benchmark theoretical models to estimate site energies,
and a variety of theoretical studies have appeared in the last few years tackling
this problem. QM/classical methods, for instance, have been applied to compute
site energies based on the FMO crystal structure, or by averaging results over a
classical MD trajectory.[161, 174–177] Moreover, different attempts to account for
the protein environment quantum-mechanically have also been presented based on
linear-scaling DFT or subsystem TDDFT approaches.[178, 179] As an alternative
to simulations, experimental techniques have been also refined, passing from the
traditional spectral fits involving the site energies, to more complex techniques
aimed at determining the complete FMO Hamiltonian.[165, 180]
Here we wish to contribute to this debate by presenting a computational anal-
ysis of the site energies and couplings of FMO by using the QM/MM strategy
described in Section 5.1.3, namely the TDDFT/MMPol approach. By comparing
the results obtained with TDDFT/MMPol to continuum solvation calculations,
we also investigate the origin of the spectral shifts experienced by the pigments,
which have been suggested to arise from the electric field exerted by the backbone
of two alpha helices rather than from amino acid side chains;[161] a conclusion
that has, however, been questioned by other authors.[178, 179] The impact of
possible short-range nonelectrostatic interactions is also analyzed by comparing
QM/MMPol calculations, in which the QM region is limited to the single BChls
or it also includes the axial ligands and hydrogen-bonded residues. Finally, we
investigate the validity of the exciton model used to describe exciton states in
FMO by a comparison with super-molecule calculations of BChl dimers in the
complex. Our results indicate that the specific interactions with the axial ligand
and the hydrogen-bonded residues are mainly responsible for the energy ladder in
FMO, with their effects being mainly due to electrostatic interactions, but with
non-negligible short-range quantum contributions. In addition, we find a striking
modulation of dielectric screening effects experienced by the BChl pairs due to the
heterogeneous polarizability of the FMO and solvent environment, leading to ef-
fective dielectric constants in the range 0.9− 2.3. Finally, we find that the exciton
model gives a reliable description of the delocalized excited states in the complex.
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Methods
Molecular Dynamic Simulation
In this work, we focus on the Prosthecochloris aestuarii FMO protein because
of the higher X-ray resolution of the corresponding crystal. MD simulations were
performed on the basis of the trimetric crystal structure, which contains eight BChl
per monomer. In the crystallographic data, two different conformations of FMO,
namely holo and apo forms, can be found. The two conformations are related
to the structures in which the BChl 8 site is occupied or not by the pigment,
respectively. In our simulation, the holo structure was used. The initial 1-6 and
214 residues, as well as several side chain atoms, are missing for the holo form
in the crystal structure. The missing residues were manually added and, for the
missing atoms, the corresponding apo coordinates were used. The FMO trimer
was built by using the crystallographic symmetric transformation of the monomer
unit, and all the atoms in the protein scaffold, the BChls atoms, and the water
molecules were included in the MD simulation. The protonation states of the
residues were determined by using the H++ 3.0 software [181] under neutral pH
conditions. The estimated pKa values indicated that all residues were in their
standard protonation state, except for His-12, which was considered protonated.
Other histidine residues were considered with hydrogen in the e position, except
for His-110, 145, 290, and 298, which were considered with hydrogen in the d
position to allow axial coordination with the Mg atom of BChls.
The FMO complex was embedded in a truncated octahedral water box for which
the boundaries were set at approximately 15.0 A˚ distant from the external atoms.
Three K+ ions were added to neutralize the total negative charge, and the total
system counted 133473 atoms. MD simulations were performed with the Amber12
package using the Amber force field ff99SB [79] for the standard residues and the
parameters developed by Ceccarelli et al. [92] for BChls. Water molecules were
treated with the TIP3P model, and the O-H distances and H-O-H angle, as well
as other bonds involving hydrogen in the system, were constrained by using the
SHAKE algorithm.[182] Periodic boundary conditions were used together with the
Particle Mesh Ewald approach to deal with long-range electrostatics and a non-
bonded cutoff of 10 A˚. After energy minimization, the system was progressively
heated along 80 ps from 100 to 300 K in an NVT ensemble, then a 35 ns MD
was run in an NPT ensemble with the weak-coupling algorithm for temperature
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regulation.[183] The time step of integration was 2 fs. The root-mean square
deviation (RMSD) values corresponding either to the protein backbone or to the
atom positions of the pigments were calculated with respect to the crystal structure
to monitor the equilibration of the system (see Fig. 5.13).
Figure 5.13: RMSD values corresponding to the FMO backbone (black) and
the 24 BChls (green) of the FMO trimer complex along the 35 ns of MD simula-
tion. The yellow background identifies the time interval from which the frames
have been extracted for QM calculations.
The RMSD of BChls fluctuated around 2.0 A˚ overall during the MD run, whereas
the RMSD of the protein backbone oscillated around 2.5 A˚ in the first part and
settled around 2.8 A˚ after 24 ns. We extracted the atomic coordinates from the
last 11 ns of the MD run every 40 ps to obtain 275 uncorrelated frames, which
have been used for the QM calculations.
QM/MMPol calculations
BChl site energies were computed at the TD-B3LYP/6-31G(d) level of theory. In
particular, we focused on the Qy transition, representing the lowest excited state
of BChl from which the energy transfer process occurs. The TDDFT method
based on hybrid functionals has been found to be better suited for the prediction
of site energies in photosynthetic pigment-protein complexes compared with other
popular choices such as the CIS or semiempirical ZINDO methods. If not indi-
cated, the phythyl chain is always included in the QM calculations. In addition
to “in vacuo” calculations, which completely neglect environmental effects (VAC),
two different strategies have been considered to include environment effects: 1)
QM/MMPol calculations, which include the environmental effect through a fully
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polarizable MM description (MMPol), and 2) QM(minEnv)/MMPol calculations
in which the so-called minimal environment made of the most strongly interacting
residues (i.e. those coordinating Mg and/or forming H-bond with the porphyrin
ring) is included in the QM part. The interacting residues included in the QM
subsystem were saturated with acetyl and N-methyl groups to preserve a correct
description of the amidic bond. In this study we apply the TDDFT linear response
scheme to obtain site energies and couplings in the presence of a polarizable envi-
ronment. All calculations have been performed by using a local modified version
of Gaussian 09 code.[1]
Considering the C3 symmetry of the system, the QM analysis was performed
only on eight different BChls, following the same strategy adopted in previous
works.[175, 177] BChls 1 to 7 were selected from the monomer unit A, whereas
BChl 8 was selected from the unit B because of the smaller distances between this
pigment and the other selected groups. The resulting monomer system defined in
this work is shown in Fig. 5.14.
Figure 5.14: Top view of the FMO trimer complex (left). The spheres rep-
resent the central Mg atom of BChl molecules forming the monomer unit con-
sidered in this work. An enlarged side view of the eight BChls of the monomer
unit A is reported on the right (only the heavy atoms of the BChls ring are
shown).
The protein trimer complex, the BChls not included in the QM region, counterions,
and water molecules within 35 A˚ of the central Mg atom of the QM-BChl were
considered as MM sites. MM polarization was explicitly included for the region
within a 15 A˚ distance to the QM-BChl, whereas for the other MM sites only
partial charges were used. A graphical representation of the QM/MM environment
is given in Fig. 5.15.
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Figure 5.15: Graphical representation of the environment included in the
QM calculation of the BChl 6 site energy. The pigment, described at QM
level, is represented in green and is surrounded by a set of partial charges and
induced dipoles colored in red (MMPol zone). The rest of the environment
(protein, internal water, counterions and other pigments) are included in the
classical electrostatic description as partial charges. The gray water molecules,
representing the solvation water within 40 A˚ of the central Mg atom of the BChl
6, are also included in the electrostatic description as partial charges.
Protein amino acids were described by using the recent charge and polarizability
parameters derived by Wang and co-workers in the context of the Amber force
field. In particular, the parameter set based on Thole’s linear smeared dipole field
tensor (model AL) was used. BChl and water parameters were derived based on
the same polarization model using the POLCHAT tool described in Appendix A.
For a few snapshots, two close excited states contributed to the Qy band in the TD-
B3LYP/6-31G(d) calculations, showing a significantly smaller electric transition
dipole with respect to that found for the majority of the investigated pigments.
We therefore decided to include in the statistical analysis of the site energies only
the Qy transitions showing squared transition dipole moments above 35 D
2 and
50 D2 for VAC and MMPol descriptions, respectively. The convergence in the site
energy calculations with respect to the number of snapshots was also checked and
found to already be achieved at around 150 frames when a QM/MMPol approach
is used.
The couplings of the Qy ransitions were computed between all the possible BChl
pairs, using the same level of calculation. In this case, the polarizable region was
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represented by the union of the two MMPol regions of the coupled BChls. All the
details of coupling calculations have been provided in Section 2.3.
QM/Continuum calculations
Calculations that adopt a continuum description of the environment were based on
the IEF-PCM implemented in the Gaussian software. The calculations of site en-
ergies and couplings have been performed by assuming a nonequilibrium solvation
regime. IEFPCM calculations have been performed by using two different defini-
tions of the QM solute: 1) QM/PCM, in which only the BChl molecule is treated as
QM solute, and 2) QM(minEnv)/PCM, in which the strongly interacting residues
are also included in the QM part, as described for the QM(minEnv)/MMPol calcu-
lations in the previous section. In both cases, the BChl phythyl tail was replaced
by a H atom. To describe the heterogeneous environment resulting from the combi-
nation of the protein matrix and the water solvent, an effective dielectric constant
r = 15 has been used, whereas for the optical component a standard ∞ = 2 has
been adopted.[43] The cavity containing the solute has been obtained by using
the default united-atom approach of the G03 version of the code. In Fig. 5.16, we
report an example of the PCM cavity for the QM(minEnv)/PCM scheme of BChl
1.
Figure 5.16: Definition of the QM solute and PCM cavity for the
QM(minEnv)/ PCM model. As an example, we report the BChl 1 and its
interacting residues (the histidine coordinated to the Mg atom and the water
molecule forming an H-bond with a side C=O group of the BChl).
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Excitonic calculations
Excitonic calculations have been performed by using the QM-EC strategy pro-
posed in Section 2.2. Linear absorption spectrum is simulated by broadening with
a Gaussian line shape the stick spectrum obtained from the excitonic transition
energies and the corresponding squared transition dipoles. Here, we neglect dy-
namic localization effects induced by static disorder, which we seem reasonable
for our present purposes, although such effects are expected to have an important
impact on energy transfer dynamics.
Results and discussion
The collected QM/MMPol and vacuum MD-averaged data corresponding to the
Qy site energies from BChls 1-8 are summarized in Table 5.1, whereas a graphical
representation of the MD-averaged site energies, as well as those based on the
crystal structure, is shown in Fig. 5.17.
Figure 5.17: BChl site energies (eV) averaged over the MD (solid lines) and
computed on the crystal structure (dashed lines). Filled and empty symbols
indicate vacuum and MMPol results, respectively.
To better understand the results reported in Table 5.1, it is useful to recall that in
FMO, like in other PPCs, the pigments are confined in a specific binding pocket,
surrounded by the protein skeleton, which perturbs the excited states through
two distinct effects: 1) a direct electrostatic effect determined by the bulk and
specific pigment–protein interactions; 2) an indirect effect due to pigment geom-
etry modifications induced by the environment. An isolated BChl will, in fact,
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Table 5.1: VAC and MMPol MD-averaged site energies and transition dipole
moments calculated for the BChls of the FMO protein. N is the number of
data included in the statistical analysis, E and µ2 are the average values of
site energies and square of transition dipole moments respectively, σ(E) is the
standard deviation of the site energy and SE(E) is the standard error defined
as σ/
√
N .
BChl N E (eV) σ(E) (eV) SE(E) µ2 (D2)
VAC@MD 1 245 1.8126 0.0351 0.0022 44.2
2 275 1.8302 0.0319 0.0019 50.4
3 275 1.8371 0.0314 0.0019 48.7
4 201 1.8079 0.0405 0.0029 43.4
5 274 1.8333 0.0320 0.0019 50.2
6 274 1.8230 0.0327 0.0020 48.6
7 275 1.8250 0.0324 0.0020 48.4
8 274 1.8272 0.0321 0.0019 50.4
AVERAGE 262 1.8245 0.0335 0.0021 48.1
MMPol@MD 1 242 1.7419 0.0355 0.0023 63.6
2 270 1.7369 0.0351 0.0021 70.9
3 271 1.7328 0.0317 0.0019 73.4
4 194 1.7271 0.0377 0.0027 63.2
5 272 1.7475 0.0327 0.0020 71.2
6 266 1.7278 0.0328 0.0020 69.1
7 274 1.7522 0.0340 0.0021 68.6
8 269 1.7402 0.0344 0.0021 74.4
AVERAGE 257 1.7383 0.0342 0.0021 69.3
present a planar equilibrium structure (excluding the flexible phythyl chain) but,
when solvated or embedded in a protein environment, such planar structure will
be perturbed. In our calculations performed in vacuo (VAC@MD) the direct en-
vironment effects are switched-off, but the calculated site energies are different for
different BChls due to the indirect effects on geometries induced by the different
local environment. The phythyl chains, however, may also play a role in differen-
tiating the site energies of the different BChls, because their conformations can be
different. As a matter of fact, we have found that all the BChl tails adopt an out-
stretched configuration, except for BChl 1 and 4, for which the tail is folded in a
conformation capable of interacting with the porphyrin ring, as shown in Fig. 5.18
To investigate the effects of the phythyl chain on the energy of the excited states,
we performed VAC calculations by using the crystallographic structure of the
pigments and compared the site energies obtained 1) by including all the BChl
atoms in the QM calculation (full), 2) by replacing the phythyl chain with a methyl
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group still treated at the QM level (truncated), and 3) by replacing the entire
phythyl chain with classical polarizable MM sites through the MMPol approach
(tail@MMPol). In the latter model, the QM-MM separation was treated by using
the link atom scheme.[54] The results shown in Fig. 5.19 reveal that when the tail
is close to the porphyrin ring (BChl 1 and 4) the site energy is lowered, as if the
phythyl chain can present “additional environmental” effects that are not present
in the other pigments. This effect seems to be largely due to a classical electrostatic
interaction; in fact, when the tail is treated in terms of classical and polarizable
sites (tail@MMPol) a lowering of energy is also observed, albeit not as large as in
the full QM description. The observed VAC@crystal ranges of site energy variation
for the full and the truncated model are 0.06 and 0.04 eV, respectively. When we
look at the parallel results reported in Table 5.1 for VAC@MD, it can be seen that
averaging on the various MD structures significantly reduces the range of variation
to 0.03 eV.
This suggests that the protein/solvent fluctuations contribute to make the different
BChls more similar with respect to the picture obtained from the crystal struc-
ture. Moreover, VAC@MD shows a slightly different energy ladder with respect
to the VAC@crystal and, in general, the site energy values are red-shifted. This
analysis seems to suggest that the site energies computed on the crystallographic
structure are not representative of the averaged BChl site energies in the protein
environment. To obtain a more quantitative estimate of the effects of geometrical
fluctuations on the site energies, we also report the VAC@MD standard deviation
(s) in Table 1. BChl 2, 3 and 5-8 show very similar values (0.032 eV), whereas for
BChl 1 and, in particular, for BChl 4, we obtain higher values (0.035 and 0.040 eV,
respectively). Once again, this specific behavior of BChl 1 and 4 can be connected
Figure 5.18: Crystal structure of FMO BChl 1 (left) and BChl 4 (right). Note
the peculiar conformation of the phythyl chain with some CH2 and CH3 groups
close to the porphyrin ring.
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Figure 5.19: VAC@crystal site energies computed at the TD B3LYP/6-31G(d)
level of theory with three different BChl models: the Full model (filled circles)
includes all the BChl atoms, the Truncated model (empty triangles) does not
include the phythyl chain, the Tail@MMPol model describes the phythyl chain
atoms as MMPol sites.
to the motions of the tails, which induce a larger range of variation for the site
energies, broadening their distribution.
Ring deformation and Normal Model Analysis. To analyze further possible
effects due to the specific local environment, we have investigated the Mg out-of-
plane distortion, the Mg-ligand distance, and the deformation of the porphyrin
ring based on a normal mode analysis. Recently, in fact, Zucchelli and co-workers
have pointed out that the Qy electronic energy in chlorophyll protein complexes
are modulated by the chlorophyll ring deformation,[184, 185] and the authors have
predicted the energy shift correlating the ring deformations with the energy gap
between the frontier orbitals using Gouterman’s model.[155]
It is thus interesting to investigate whether the ring deformations of the BChls
could explain the observed energy differences in VAC@MD results. To answer
this question, we compared the Qy transition energies for the optimized planar
reference structure and for an averaged deformed structure obtained on the basis
of the normal mode analysis (see Appendix C). In general, the site energies of the
deformed structures all shifted by a similar amount (ca. −15 meV) with respect
to the reference value. This means that the deformation analysis cannot explain
the oscillations observed in the VAC@MD site energies moving from one BChl to
another.
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MMPol results
In contrast to the VAC data, the MMPol@MD data reported in Table 5.1 include
both the indirect (or structural) and direct effects induced by the environment.
The comparison between the two sets of data can therefore reveal the direct effects
of the protein; that is, those arising from pigment-protein electrostatic interactions.
The average MMPol@MD site energies are 0.09 eV red-shifted with respect to
the VAC@MD values, and transition dipole moments in the MMPol environment
are enhanced by about 45% with respect to vacuo, as expected for BChls when
passing from vacuo to a polarizable environment. Not all BChls experienced the
same spectral shift, so the resulting energy ladder varied upon passing from VAC
to the MMPol environment and, in general, we observed that the environment
effects reduce the energy differences induced by the structural changes as shown
in Fig. 5.17, in which we compare MMPol and VAC results for both MD-averaged
and crystal structures.
Moreover, by comparing the relative trends of VAC@crystal and MMPol@crystal
data, we observed that the environment “direct” effects are more important for
BChl 3: this is in agreement with previous observations reported by Renger et
al., who ascribe the BChl 3 redshift to the electrostatic effect of the two closer
protein α-helices.[161] Several studies point to BChl 3 as the trapping site,[174,
175, 177, 179] having the lowest site energy among the pigments in FMO. In our
analysis, instead, the observed redshift induced by the inclusion of the phythyl
chain seems to be responsible for the further stabilization of BChl 4 with respect
to BChl 3 (see below for more details). Finally, it is worth noting that for BChl
8, MMPol@MD, and MMPol@crystal differ significantly. This is probably due
to the missing water molecules in MMPol@crystal calculations: since BChl 8 is
the most external pigment, the lack of solvation effects can lead to quite different
results. This analysis of the site energies clearly underlines the conclusion that
both electrostatic and structural effects are important.
An open question in this context is whether specific interactions are responsible for
the tuning of the site energies, or whether the environment effect can be described
as an average bulk effect characterized by an effective dielectric constant. Con-
cerning specific interactions, a further question concerns the role of short-range
nonelectrostatic interactions, such as dispersion, which are typically neglected in
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QM/MM approaches but can be recovered by describing the amino acids sur-
rounding the BChls at the QM level. To answer these points, in Fig. 5.20 we
first compare site energy values for BChl 1-7 obtained either with the atomistic or
continuum models based on the crystal structure. BChl 8 was excluded from this
analysis because of the external location of its binding site, being more exposed to
the solvent, which is manifested as a drastic difference between PCM and MMPol
descriptions of the environment, given that the crystal structure does not contain
surrounding water molecules.
Figure 5.20: Site energies (eV) computed on the crystal structure including
the environment effects at MMPol (filled symbols) and PCM (empty symbols)
level. For both of the environment descriptions, the QM portion includes only
the pigment (dotted lines) or the pigment plus the interacting residues (contin-
uous lines).
The QM/PCM model describes the bulk effect of the environment through an
effective dielectric constant, which should correspond to a statistical average over
many different configurations of the environment. However, when some specific
or directional interactions are present (i.e. H-bond or coordination bonds), their
effects should not be properly described with such an average model. However, if
we enlarge the definition of the QM “solute” by including not only the pigment but
also its interacting residues (QM(minEnv)PCM model), recovery of these eventual
short-range specific effects should be possible. The comparison between QM/PCM
and QM(minEnv)/PCM results revealed very similar site energies for BChl 2 and
5. These two BChls have weaker axial interactions (a water molecule for BChl
2 and a carbonyl group belonging to the protein back- bone for BChl 5) with
respect to the other pigments, which are coordinated with the donor nitrogen of
His residues. In the latter cases, the site energies are red-shifted by about 20 meV
when including the QM residues. In principle, the QM/MMPol description is able
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to recover both the bulk effect of the protein environment and the specific electro-
static interactions of the closer residues, which generate a local anisotropy around
the pigment. Indeed, the QM/MMPol and the QM(minEnv)/ PCM site energies
are in good agreement for all pigments except for BChl 6, for which a positively
charged Arg95 residue is included in the QM shell. However, to better quantify
possible short-range quantum effects between the environment and the pigments,
it is more useful to compare QM/MMPol and QM(minEnv)/MMPol results. No
relevant differences were found for BChls 1, 2, and 5, whereas an approximate 10
meV redshift was observed for BChls 3, 4, and 6. The largest site energy stabi-
lization was, however, found for BChl 7, but in this case the redshift is probably
“artificial”, being due to a unique arrangement of the residues around this pigment
in the crystal structure; in fact, when the MD average is considered, BChl 7 be-
comes one of the most blue-shifted pigments (this also explains the large differences
found between PCM and MMPol descriptions for this pigment). In view of these
considerations, the MMPol description of the site energy order reported in Ta-
ble 5.1 can be improved by including short-range nonelectrostatic effects with the
directly interacting residues. Such quantum effects, which are here quantified as
the difference between QM(minEnv)/MMPol@- crystal and QM/MMPol@crystal
data set, are finally used to refine the MMPol@MD data: the resulting “corrected”
site energies will be used in the following excitonic analysis as the most accurate
set of data for the energy ladder in the FMO complex.
Electronic couplings
The couplings between the pigments, Vij, were computed in terms of the full tran-
sition densities of the pigments, thus going beyond the point-dipole approxima-
tion (PDA). The latter has been widely applied to the calculation of the coupling
in pigment-protein complexes, but several studies have indicated that it often
fails when the interchromophore distance becomes comparable to the molecular
dimensions.[45]
The analysis of the distances between the BChl pairs measured on the crystal
and averaged over the MD simulation, reveals an average variance of 0.04 A˚. The
smallest and the largest distances are found for BChl pair 3-4 (11.5 A˚) and 4-8
(38.0 A˚), respectively, whereas most of the other inter- chromophore distances are
in the range 12-15 A˚. A comparison between MD@VAC couplings computed with
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Table 5.2: MD-averaged couplings, including the environmental effects at
the MMPol level, and the effective dielectric constant experienced by the chro-
mophore pairs in the FMO complex. Upper triangle refers to MMPol@MD
coupling terms (cm−1) between BChls. Lower triangle refers to the correspond-
ing effective dielectric constants (eff=1/seff). eff values are reported only for
pairs with Coulomb coupling larger than 10 cm−1.
1 2 3 4 5 6 7 8
1 - 137 6 8 9 27 5 48
2 1.5 - 47 10 7 11 6 12
3 1.8 1.5 - 60 2 16 15 1
4 1.7 1.6 1.6 - 91 18 67 2
5 1.8 - - 1.7 - 73 8 6
6 1.7 2.3 1.3 1.9 1.7 - 36 9
7 2.0 - 1.6 1.7 1.9 1.4 - 17
8 1.2 0.9 - - - 2.3 1.6 -
both the PDA and the transition density approach is reported in Fig. 5.21 in which
the ratio between point-dipole and transition density couplings is reported. These
couplings do not contain environmental screening effects, therefore, the differences
between the two data sets reflect the limitations of the PDA approximation. The
largest deviations are observed for close pairs (distances less than 15 A˚) with
a ratio much greater than 1, indicating that the PDA approximation strongly
overestimates several coupling values at short distances.[186]
Figure 5.21: In vacuo ratio between coupling terms computed with PDA (VF )
and the QM treatment (V0). Only couplings larger than 10 cm
−1 are included
in the graph.
When the environment effects are included, a screening factor is generally intro-
duced in the coupling calculation: according to the Fo¨rster model such screening
factor, s, depends only on the refractive index of the medium (see eq. 3.33). As
a matter of fact, the environment screening should depend on both the mutual
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orientation and on the position of the interacting chromophores; in particular,
when two chromophores are close enough, exclusion of the solvent from the inter-
molecular region should lead to an attenuated screening effect.[77] Moreover, the
heterogeneous nature of the protein polarizable environment can also significantly
modulate screening effects.[187]
In the QM/MMPol approach, the screening effects are included in the total cou-
pling term by considering both interchromophore distances and orientations, as
well as the heterogeneous polarizability of the protein and solvent environment.
In this context, in fact, we can define an effective screening factor (see eq. 3.36
).The inverse of seff can be used to determine an effective dielectric constant (eff)
representing the heterogeneous protein/solvent environment. In Table 5.2 we re-
port the MD-averaged couplings, including the environmental effects at the MMPol
level, and the effective dielectric constant experienced by the chromophore pairs
in the FMO complex Quite strikingly, the BChl pairs in FMO are predicted to
experience effective dielectric constants that span a remarkable range going from
eff = 0.9 to 2.3.
These values quantify an “average environment effect”, therefore, it is interesting
to compare them with values obtained by using the PCM model applied to the
crystal structure. We note that at small interpigment distances, the BChl pair is
within a common PCM cavity; in the other cases, two separated cavities are used.
The MMPol and PCM effective dielectric constants are reported in Fig. 5.22 with
respect to the interchromophore distances (pigment pairs with interchromophore
distances in the range 10-30 A˚ were investigated).
As illustrated in Fig. 5.22, PCM and MMPol eff values obtained for the closest
pairs are, in general, similar, corresponding to an average eff of 1.7. However,
when more distant BChl pairs were considered, in some cases, MMPol eff values
were remarkably far from the PCM and from the eeff obtained as an average
of all the pairs. In more detail, BChl 1-7 and 1-6 pairs experienced a higher
screening effect, which means that the interaction between these two pairs are
significantly more attenuated by the environment. In contrast, for the BChl 2-8
pair an eff value equal to 0.9 indicates that the environment actually enhances the
pigment-pigment interaction rather than screening it. The PCM eff values cannot
distinguish between the local environments and, as a result, they stay close to
the average value for all interpigment distances. The results of this analysis on
the local polarity experienced by the BChl pairs in FMO are in general agreement
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Figure 5.22: Effective dielectric constant (eff ) reported as a function of the
interchromophore distance. Filled circles refer to the MMPol@MD data and
empty diamonds refer to QM/PCM calculations on the truncated BChl from
the crystal structure (PCM@crystal). The dotted line indicates the average eff
obtained on all MMPol@MD values.
with the results previously found for the phycoerythrin 545 (PE545) complex from
cryptophyte algae,[187] namely that the heterogeneous nature of the environment
can profoundly impact the screening effects and, as a consequence, the coupling
values.
Excitonic Analysis
As a conclusive analysis, we investigated the validity of the exciton model, and
determined whether it can reliably describe the excitations of the system. Thus,
we analyzed the most strongly coupled pairs (Vij > 30 cm
−1), and compared the
excitation energies computed by using two different methods. In the first method,
dimer exciton states are obtained by diagonalization of the electronic model Hamil-
tonian built on the site energies (diagonal) and couplings (off-diagonal) of the cor-
responding BChls; in the second method, excitation energies are directly obtained
from a QM calculation of the dimer.
For these calculations, we considered truncated BChl models taken from the crystal
structure geometry. The solvent molecules are not present in the crystal structure,
therefore, a PCM description was preferred over the MMPol description. Since the
Qy transitions are sufficiently separated from the Qx transitions, we assume that
the excitonic states can be described by considering only the coupling among Qy
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states. The low-energy transitions, which represent the Qy states in the dimer,
were found to be composed of HOMO-1→LUMO and HOMO→LUMO+1 excita-
tions. These two excitations were localized over each BChl unit, respectively. The
results obtained with the two methods are summarized in Table 5.3 for the seven
selected pairs.
From the values reported in Table 5.3, we can see that, for all pairs, the differences
between the energy splitting ∆E obtained with the dimeric and the excitonic
descriptions are small (ca. 10%). The excitonic model also correctly predicts
the relative magnitude of the electric transition dipole moments. This result is
remarkable because it clearly indicates that in the FMO complex the excited states
can be described well by using an excitonic model even for the most strongly
coupled pairs.
Once the validity of the excitonic description was tested, the excitonic states of the
entire FMO complex could be computed, considering the eight BChls. The param-
eters necessary to build the excitonic Hamiltonian are taken from the “corrected
MMPol@MD” results obtained by taking into account short-range quantum effects
arising from the interaction with close residues, that are reported in Table 5.4.
Table 5.3: Comparison between the two bright low-lying excited state energies
of BChl dimers computed at the B3LYP/6-31G(d)/PCM level of theory, with
the excitonic states computed with an excitonic treatment using the BChl site
energies and couplings computed at the same level of theory. ∆E refers to the
energy difference between the two excitonic states.
i j
Edim ∆Edim µ
2 Eexc ∆Eexc µ
2 Vij
(eV) (cm−1) (D2) (eV) (cm−1) (D2) (cm−1)
1 2
1.744
386
110 1.751
342
96
156
1.791 42 1.793 44
2 3
1.752
211
42 1.752
218
52
45
1.778 92 1.779 94
3 7
1.751
177
61 1.759
148
51
70
1.773 81 1.777 90
4 5
1.759
211
95 1.762
197
83
95
1.785 57 1.787 60
5 6
1.755
236
106 1.763
227
95
103
1.784 41 1.791 45
6 7
1.756
116
42 1.761
143
49
42
1.771 95 1.779 90
1 8
1.733
202
69 1.736
194
71
52
1.758 73 1.760 75
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Table 5.4: FMO excitonic Hamiltonian used for the simulation of linear ab-
sorption spectra reported in Fig. 5.23. All values are in cm−1. The site energies
are referred to the MMPol@MD corrected data and the couplings are those
computed at MMPol@MD level.
1 2 3 4 5 6 7 8
1 14056 -136.7 5.6 -8.0 -8.7 -26.6 5.0 -48.5
2 -136.7 14028 47.3 10.3 -7.5 11.3 6.0 -12.2
3 5.6 47.3 13874 -59.6 -2.3 -15.5 14.7 -1.4
4 -8.0 10.3 -59.6 13859 91.5 -17.9 67.1 2.5
5 -8.7 -7.5 -2.3 91.5 14137 -72.7 8.0 6.4
6 -26.6 11.3 -15.5 -17.9 -72.7 13836 -35.9 9.0
7 5.0 6.0 14.7 67.1 8.0 -35.9 13976 -16.9
8 -48.5 -12.2 -1.4 2.5 6.4 9.0 -16.9 14051
The square of the exciton coefficients C2k are presented in graphical form in Fig. 5.23
i together with the linear absorption spectrum simulated as described in the Com-
putational Methods Section. The localized transition dipole moments used to de-
rive the excitonic ones are obtained by projecting the MMPol@MD average value
of the |µi| on the versor obtained from the MMPol@crystal data. The energy
transfer within the FMO complex is often described in terms of a hopping mech-
anism, which is dominated by rather localized excitations.[165] The results shown
in the 3D bar plot suggest that the excitations are, instead, rather delocalized over
different pigments, as recently observed by Ko¨nig and Neugebauer.[178]
Each excitonic state has contributions from at least two pigments (the only excep-
tion being the state k = 6, for which only BChl 8 has a significant contribution).
This allows us to identify low- and high-energy regions, formed by BChl 3, 4, and
6, and BChl 5 and 7, respectively, with BChl 1 and 2 partly contributing to both.
The contribution of the last BChl 8 is instead limited to medium-energy states.
We note that this analysis does not take into account possible dynamic localization
effects induced by static disorder;[188] accounting for such effects would require
additional calculations to be performed for very long MD runs, which is beyond the
scope of the present study. The simulated absorption spectrum is in good agree-
ment with the experimental spectrum for the two most intense central bands and
the shoulder at about 795 nm. In contrast, the low-energy sideband, correspond-
ing to a peak around 825 nm, is not clearly visible in our computed spectrum.
This can be related to the small range of variation of the site energies (and of
the resulting exciton states) resulting from the MMPol@MD analysis, which ap-
parently leads to a “compressed” form of the spectrum (see the contribution from
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individual exciton components reported in Fig. 5.23).
Figure 5.23: Simulated linear absorption spectra of FMO (solid black line)
compared to the experimental spectrum at 77 K[189] (dashed black line); calcu-
lated values are red-shifted by 1570 cm−1 to match the experimental data. The
spectrum is obtained by using a Gaussian lineshape with a constant s value of
40 cm−1. Thin colored lines indicate the contribution from individual exciton
components. The squared wavefunction amplitudes |Cki |2 (giving contribution
of i the nth pigment in the kth exciton state) are shown in the 3D bar plot for
the exciton levels from k=1 to 8 (shown in the same colors used in the calculated
spectra). Distribution of the amplitudes is averaged over the dynamics.
Conclusions
We reported a combined MD and (TD)DFT/MMPol analysis of the excitonic
properties of FMO. A critical investigation of the role of the environment, in
terms of both structural and electrostatic effects, has been carried out by using a
polarizable MM model. We can summarize the main findings in the following key
points:
1. The statistical analysis, averaged over the MD simulation, leads to very
different results with respect to those based on the crystal structure. In
particular, the site energies obtained from an MD average show a reduced
spread with respect to those obtained with the crystal structure because of
the structural fluctuations of the complex, which lower the differences; this
is consistent with previous findings.[175] Recently, this effect has also been
observed by comparing the site energy spread between nonoptimized and
optimized BChl models.[178]
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2. The inclusion of environmental effects redshifts the site energies and induces
a variation in the energy ladder by stabilizing each pigment in a different
way, according to its local environment. These effects also further contribute
to reduce the range of variability of the site energies. As a result, the order
of the range of variability becomes:
VAC crystal>VAC MD>MMPol crystal>MMPol MD.
3. The BChl phythyl chain, which is known to lead to small absolute changes
in the site energies and transition dipoles,[190, 191] can, however, induce
non-negligible effects in the energy ladder,[178] given the small differences
found in the energies of the pigments. In particular, the largest effects are
found when it assumes a folded conformation close to the porphyrin ring,
as observed for BChl 1 and 4. The effects of the tail can be explained as a
combination of quantum-mechanical (due to the wavefunction overlap) and
classical (i.e. electrostatic plus polarization) effects. The latter components
can be recovered by using an MMPol description of the tail. For these
reasons, in our calculations, which always include the tails, BChl 1 and 4 are
red-shifted with respect to the others.
4. The MM description of the environment plays a fundamental role in the
site energy calculation, and a continuum model alone is not able to properly
account for specific environmental effects. A possible alternative is to include
the amino acids in contact with the pigments in the definition of the QM
solute, while keeping a continuum description for the rest of the environment.
5. Short-range nonelectrostatic effects, typically neglected in QM/classical ap-
proaches, have a non-negligible contribution to the energy ladder. We es-
timated these effects by comparing QM/MMPol calculations on the crystal
structure obtained by including in the QM subsystem either 1) the single
BChls or 2) the BChls plus the axial ligands and hydrogen-bonded residues.
6. The heterogeneous and polarizable protein-solvent environment impacts pro-
foundly the screening of the pigment-pigment interactions, which is in line
with previous findings on the PE545 complex of cryptophytes.[187] However,
the spread of effective dielectric constants experienced by the BChls in FMO
(0.9–2.3) is larger than that found in PE545 (1.3–2.6). Interestingly, for the
BChl 2-8 pair, the environment actually enhances the pigment-pigment in-
teraction rather than inducing a screening effect.
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7. The exciton model gives a reliable description of the delocalized excited
states of the FMO complex. The small spread found for the site energies is
reflected in the simulated absorption spectrum, which is “compressed” with
respect to the experimental spectrum.
Overall, our results indicate that structural fluctuations, electrostatic interactions
accounting for the heterogeneous polarizable nature of the environment, and even
short-range non-electrostatic quantum effects can significantly modulate the model
Hamiltonian parameters of FMO (site energies and couplings). Given the dramatic
impact of small differences in these parameters in simulations of the FMO energy
migration dynamics, for example, those contributing to the ongoing heated debate
on the origin of the observed long-lived quantum coherence effects, we think that
the present analysis provides important insights into the challenges still faced by
computational techniques aimed at an accurate determination of the FMO model
Hamiltonian.
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5.4 Towards an ab initio description of the op-
tical spectra of LH antennae: application to
the CP29
The second PPC investigated in this Thesis is CP29 (see Section 5.1.3). Similarly
to the case of FMO, we apply the multiscale computational strategy to investigate
in what detail should the environment effects due to protein and membrane/solvent
be included for an accurate description of optical spectra. These results are based
on Ref.[96].
Figure 5.24: Graphical abstract of the paper related to the present section
(see Ref. [96]).
We find that a refinement of the crystal structure is needed before any meaningful
quantum chemical calculations of pigment transition energies can be performed.
For this purpose we apply classical molecular dynamics simulations of the PPC
within its natural environment and we perform ab initio computations of the ex-
citon Hamiltonian of the complex, including the environment either implicitly by
PCM or explicitly using the QM/MMPol. However, PCM essentially leads to an
unspecific redshift of all transition energies, and MMPol is able to reveal site-
specific changes in the optical properties of the pigments. Based on the latter
and the excitonic couplings obtained within a polarizable QM/MM methodology,
optical spectra are calculated, which are in good qualitative agreement with exper-
imental data. A weakness of the approach is however found in the overestimation
of the fluctuations of the excitonic parameters of the pigments along the MD tra-
jectory. An explanation for such a finding in terms of the limits of the force fields
commonly used for protein cofactors is presented and discussed.
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Introduction
As reported in Section 5.1.3, CP29 is a monomeric system containing nine chloro-
phylls a (Chl a), four chlorophylls b (Chl b), and three carotenoids. These 13 Chls
densely packed within the protein matrix embedded in the lipid bilayer are respon-
sible for the light-harvesting process through their low energy pi − pi∗ transitions
(known as Qy) (see Fig. 5.25).
We first explore the impact of different polarizable QM/classical strategies in the
treatment of the crystallographic structures considering implicit and explicit en-
vironment models for the prediction of the excitonic parameters. The results are
successively compared to those obtained combining the same QM/classical strate-
gies with a statistical analysis based on a MD simulation of the trans-membrane
conditions. The excitonic parameters obtained from the static crystallographic
structure and those averaged from the MD configurations are comparatively used
to reproduce the experimental steady state optical spectra. The comparison is fi-
nally used to achieve a molecular-level interpretation of the nature of the excitonic
states of CP29, to dissect the role of the fluctuations of geometrical parameters
internal to the individual pigments as well as to the external environment and to
quantify how the latter are reflected in the electrostatic and polarization effects
due to the environment.
Figure 5.25: (a) Molecular structure of Chl a and b. (b) Simplified model of
the crystal structure of CP29 with only the Chl molecules observed perpendic-
ularly to the thylakoid membrane plane. Chl structures are represented by the
central Mg atom and the two nitrogen atoms along the direction of Qy transi-
tion dipole. (c) Side view parallel to the membrane plane of the computational
system; the dimensions of the lipid membrane and solvation water layers are
also reported.
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Computational details
Molecular dynamic simulations
The high-resolution X-ray structure of light-harvesting CP29 from spinach (pdb
entry: 3PL9, res. 2.80 A˚) recently resolved by Pan et al.[192] was used. In this
structure, the first 1-87 amino acid residues have been lost during the purification
procedure, so the first residue (Gly88) has been capped with an acetyl terminal
group (ACE). Only the six water molecules which are involved in the axial ligation
of Chls have been retained. Specifically, water molecules are axial ligands of
Chls a604, b606, b607, and b608, the axial ligand of Chl b606 forms hydrogen
bonds with the side chain carboxyl group of Glu 151 and with another water
molecule and the axial ligand of Chl b608 forms a hydrogen bond with another
water molecule. The protein protonation pattern established at 210 K by Mu¨h et
al.[193] has been used. All the titratable residues are in their standard protonation
states, except for Glu128, Glu151 and His235, which are protonated. All the other
histidine residues are in -configuration, except for His 99, 200 and 229 that are
in the δ-configuration to allow the interaction with the Mg atom of the pigments.
We note that the ratio Ra/b = 2.25 between Chl a and Chl b resulting from the
assignment of the crystal structure contrasts with the Ra/b = 2.3 to 3.4 reported in
the literature.[194–199] From the comparison of quantum chemical/electrostatic
calculations and experiments,[193] it was found that the assignment of chlorophylls
in the crystal structure is not in contradiction to the experimental data, but it
cannot be excluded that up to one Chl b is missing in the solubilized complex. As a
possible candidate Chl b614 was discussed: in fact being located at the C-terminus
and strongly solvent exposed, this chlorophyll might get lost more easily during
the isolation procedure.
The positions of the hydrogen atoms have been minimized using the Amber12
suite of programs.[200] The ff99SB force-field[79] has been used for the protein,
lipid11 [84] for the lipids and ad hoc parameters for the cofactors.[92, 93] In more
detail, for Chl a the set of parameters reported in ref. [93] was used while for Chl
b the missing parameters were taken from the generalized AMBER force field.[86]
For the three carotenoids (lutein, violaxanthin and neoxanthin) a new set of force
field parameters was determined following a similar procedure to that used in ref.
[92] for bacteriochlorophyll. To be consistent with previous structural analysis of
the crystalline structure,[193] in all calculations using such a structure we have
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included the G3P molecule identified as the axial ligand for the two facing Chl
a611 and a615.
To reproduce the in vivo architecture, the CP29 complex was embedded into a
double layer phospholipidic membrane constructed with 450 DOPC (1,2-dioleoyl-
sn-glycero-3-phosphatidyl-choline) lipid molecules (225 lipids per layer) and a sol-
vation water layer generated with 30 A˚ thickness (see Fig. 5.25(c)) using the
CHARMM-GUI [201] website tool. Three potassium ions have been added to
neutralize the system CP29 charged -3. The MD simulation was performed in
three main steps: (I) a minimization was performed to relax the system and avoid
close contacts; (II) the system was slowly heated up to 300 K in a 100 ps simulation
using positional restraints with a harmonic potential of 10.0 kcal mol2 A˚2 to con-
strain lipids, protein and cofactors positions; (III) the constraints were removed
and a 80 ns simulation was performed in a NPT ensemble with an integration
step set of 2 fs. Temperature and pressure were regulated using the Langevin
thermostat and the anisotropic barostat as implemented in Amber12 was used.
Water molecules were treated using the TIP3P model, and the O-H distances and
H-O-H angle, as well as the other bonds involving hydrogen in the system, were
constrained using the SHAKE algorithm.[182] Periodic boundary conditions were
applied together with the Particle Mesh Ewald approach to deal with long-range
electrostatics and a non-bonded cutoff equal to 10 A˚.
Quantum chemical calculations
QM calculations were performed over 400 uncorrelated configurations extracted
every 50 ps from the last 20 ns of the trajectory. All the QM calculations have
been performed using a locally modified version of the Gaussian09 [1] package.
Transition properties of the pigments have been computed using a TD-DFT scheme
with the hybrid exchange correlation functional CAM-B3LYP[11] and 6-31G(d)
basis set. Only Qy excitations have been considered in the analysis. In order
to reduce the computational cost we worked with a truncated QM model for the
chlorophylls in which only the atoms of the ring have been described at the QM
level. The tail has been cut at the C1-C2 bond and the dangling bond has been
saturated with a hydrogen atom (the tail atoms still remain MMPol sites).
QM calculations have been performed both in vacuo (VAC) and including the
environmental effects using implicit and explicit approaches by considering PCM
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and QM/MMPol, respectively. In the QM/MMPol description, all the protein
atoms and membrane lipids and water within 45 A˚ of each QM site were included
in the MM region. A radius of 12 A˚ was used for the polarization cutoff. In
addition to configurations extracted from MD, the crystalline structure has also
been used. In the latter case all the atoms in the system (except for the QM atoms)
were included in the MMPol region. The PCM calculations were performed using
the united atom cavity built using the g03defaults parameters; effective dielectric
parameters have been employed to represent the protein/lipid/water environment
(r = 15.0, opt = 2.0).[202] MMPol atoms were described using the recent charge
and polarizability parameters derived by Wang and co-workers in the context of
the Amber force field. In particular, the amberl linear (AL) parameter set based on
Thole’s linear smeared dipole field tensor was used. Schematic representations of
the different QM/classical approaches used in this work are reported in Fig. 5.26.
The excitonic couplings between pigments were computed using their TD-DFT
transition densities by also including the screening effects due to the presence of
the polarizable embedding.
Figure 5.26: Schematic representation of the different environmental models
used: (a) QM/PCM; (b) QM/MMPol in the case of crystal structure, all non-
QM atoms are considered as polarizable sites; (c) QM/MMPol in the case of a
MD snapshot, a cut-off of 12 A˚ around QM atoms is applied for MM polariz-
ability and a larger cut-off of 45 A˚ is set for MM charge.
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Excitonic calculations and steady state spectra
The interactions among pigments determine a delocalization of the excited states
over different sites. The resulting excitonic states can be determined by diagonal-
izing the exciton Hamiltonian. Once solved, the excitonic Hamiltonian, the linear
absorbance (LA), linear dichroism (LD) and circular dichroism (CD) spectra are
obtained according to eq. 5.1.
LA(ω) ∝ ω
∑
k
|µk|2Dk(ω)
LD(ω) ∝ ω
∑
k
|µk|2
(
1− 3 cos2(θk)
)
Dk(ω)
CD(ω) ∝ ω
∑
k
RkDk(ω)
(5.1)
Unlike the FMO analysis presented in the section 5.3, here we explicitly calculate
the spectral lineshape by including the exciton-vibrational couplings, following the
strategy proposed by Renger and Marcus [203]. In eq. 5.1, µk, is the transition
dipole moment between the ground and the excited state and the kth exciton
state, θk is its angle with respect to the membrane normal, and Rk is the rotational
strength computed with the approximate formula in eq. 2.52.
The local transition dipole moments were assumed to be oriented along the NB–
ND axis (in pdb nomenclature) of the Chls. Recent experimental estimates for the
angle β between the Qy transition dipole moment of Chl a and the NB-ND axis
are inferred from time-resolved anisotropy measurements and from femtosecond
polarization resolved visible pump-infrared probe spectroscopy range from β =
−12◦ to β = 4.5◦ (where a positive angle refers to a rotation in the direction of the
131 ketogroup).[204, 205] The spectra, in particular the linear dichroism spectrum,
depend somewhat on the angle β. The variation of the simulated spectra with
respect to b could in principle be used together with experiments in order to
decide which angle is most realistic. From our analysis the 0 − 10◦ angles seem
to give a better agreement but inaccuracy of the other parameters also surely
plays a role and thus a more detailed study should be carried out in order to have
a definitive answer. The ratio of magnitudes of transition dipoles of Chl a and
Chl b of 5.47/4.61 was estimated, based on the analysis of the dipole strength
of these pigments in different solvents,[206] assuming an average refractive index
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of 2. The lineshape function Dk(ω) takes into account vibrational sidebands and
lifetime-broadening due to exciton relaxation. It reads:[203]
Dk(ω) = <
∫ ∞
0
dt ei(ω−ω˜k)te(Gk(t)−Gk(0))e−t/τk (5.2)
and contains the time-dependent function
Gk(t) = γkk
∫ ∞
0
dω J(ω)
{
(1 + n(ω)) e−iωt + n(ω)eiωt
}
(5.3)
which is related to the spectral density J(ω) of the exciton-vibrational coupling,
the Bose-Einstein distribution function:
n(ω) =
1
e
~ω
kBT − 1
(5.4)
of vibrational quanta, and an electronic prefactor γkk, which, for uncorrelated
fluctuations of site energies, is the diagonal part (k = l) of γkl =
∑
i
(
cki
)2 (
cli
)2
.
The lifetime broadening is described by the dephasing time τk in eq. 5.2, which is
obtained from the Redfield relaxation constants kk→l as:
τk =
2∑l 6=k
l kk→l
(5.5)
where
kk→l = 2piγklω2kl {J(ωkl)(1 + n(ωkl)) + J(ωlk)n(ωlk))} (5.6)
Please note that J(ω) = 0 for ω < 0 and ωkl = (k − l)/~ is the transition
frequency between the exciton states k and l. The frequency ω˜k in the lineshape
function in eq. 5.2 is obtained from the exciton energy k and takes into account
a renormalization of this energy by the exciton-vibrational coupling:
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ω˜k =
k
~
− γkk
∫ ∞
0
dω ~ωJ(ω)+
−
k 6=l∑
k,l
γkl ℘
∫ ∞
−∞
dω
ω2 {(1 + n(ω)) J(ω) + n(−ω)J(−ω)}
ωkl − ω
(5.7)
In the above equation ℘ denotes the principal value of the integral. We use the
spectral density J(ω) = SJ0(ω) that contains the normalized function:
J0(ω) =
1
s1 + s2
∑
i=1,2
si
7!2ω4i
ω3e−(ω/ωi)
1/2
(5.8)
with the parameters s1 = 0.8, s2 = 0.5, ~ω1 = 0.069 meV, ~ω2 = 0.24 meV,
as extracted from the fluorescence line narrowing spectra of B777-complexes.[203]
Although the B777-complex contains a bacteriochlorophyll pigment, this spectral
density has been successfully applied to a large number of pigment-protein com-
plexes, including those containing Chl a and/or Chl b.[193, 207–210] Note that
this spectral density does not contain high-frequency intramolecular modes of the
pigments. The latter may be obtained, e.g., from the fluorescence line narrow-
ing spectra.[211, 212] Since the respective Huang-Rhys factors are very small, it
can be expected that exciton delocalization involving excited vibronic states is
different from that of 0-0 transitions. To include dynamic localization effects of
exciton-vibrational states would require a non-perturbative description. Alterna-
tively, an implicit treatment might be possible.[193] At the present level of site
energy calculations we consider such a refinement of the theory of optical spectra
as premature. The Huang-Rhys factor S was obtained from a fit of the temper-
ature dependence of the linear spectra as S = 0.5 [207] Finally, we note that the
homogeneous spectra described above are averaged with respect to a static disor-
der in site energies, assuming a Gaussian distribution function of the same width
∆inh = 130cm
−1 (FWHM), as obtained from a fit of the spectra.
Since the selected level of calculation (TDCAM-B3LYP) overestimates the magni-
tude of the transition dipole moments and the transition energies with respect to
the experimental values,[206] two global adjustments of the calculated excitonic
parameters have been introduced: (1) the site energies (e.g. the diagonal elements
of the exciton Hamiltonian) were red-shifted by the same amount (980 cm−1) and
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(2) the couplings have been rescaled by the same factor obtained assuming a lin-
ear dependence of the couplings on the square of the transition dipole moments.
Namely, the scaling factor is obtained as the ratio:
α =
1
2
(
µ2a,exp
µ2a,calc
+
µ2b,exp
µ2b,calc
)
= 0.73 (5.9)
where µa,b,exp and µa,b,calc are the experimental and the computed transition dipoles
for Chl a and Chl b, respectively.
Simulation of excitonic parameters
For the sake of clarity we first report a detailed investigation on site energies and
couplings by comparing different models either including or neglecting environment
effects.
Site energies
Effect of the distortions of the crystal structure in various treatments.
Although the Chl a and b share a common porphyrin-like structure, the Chl b
differs from the Chl a by a formyl substituent in the C7 position, instead of the
methyl group. We thus expect that this structural difference could lead to dif-
ferent absorption properties. In particular, the absorption maximum for the 0-0
Qy transition is displaced by 13 nm in a solvent-free state (around 647 and 624
nm for Chl a and Chl b, respectively)[213] and the extrapolated vacuum dipole
strength differs by 6.3 D2 (21.0 and 14.7 D2 for Chl a and Chl b, respectively).[214]
Within the protein, further geometrical and electronic distortions of each pigment
may occur due to its confinement in a specific binding pocket of the protein and
the electrostatic interactions of the pigment with its local environments. These
structural and electrostatic effects are coupled but, in the calculations, they can
be assessed separately by artificially “switching-off” one of the two. In the fol-
lowing we apply such a strategy by first focusing on the structural effects only
(by exploring the site energies the pigments “in vacuo”, i.e. neglecting the envi-
ronment), and successively by adding the environmental effects through different
QM/classical models.
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Fig. 5.27 reports the site energies computed in vacuo using the crystalline structure
(VAC@CRY) and those averaged over the MD configurations (VAC@MD). As
expected, the two sets of Chls (a and b) form two distinct groups with an average
difference of about 0.06 eV for both models. This difference is in good agreement
with that obtained experimentally, 0.07 eV for the solvent-free estimation. This
comparison shows that the “intrinsic” error of the QM level here used affects in
the same way as the two types of chlorophylls.
Figure 5.27: Site energies of Chls computed at cam-B3LYP/6-31G(d) level of
theory. Data are referred to calculations on the crystalline structure (@CRY,
lines with symbols) and averaged on MD configurations (@MD, lines without
symbols), and with different environment descriptions.
Thanks to that, in the following simulation of the spectra, an equal shift to the
red will be used for all the site energies without the need for introducing differ-
ent corrections for Chl a and Chl b. The energy spread in the VAC@CRY data
is larger than in the VAC@MD case, indicating that the distortions of the pig-
ment’s macrocycles found in the crystal are reduced when an average picture as
obtained from MD is used, thus suggesting that the statistical fluctuations of the
environment act to “homogenise” the pigment structures.
The interaction between pigments and the environment however can explicitly
modulate the site energies, thus tuning the energy landscape. Here two alterna-
tive models have been tested for describing these environment effects, namely the
continuum (PCM) and the explicit (MMPol) models. In PCM the Chl is embed-
ded into a molecule-shaped cavity surrounded by a dielectric medium described
by an effective dielectric constant (see Fig. 5.26(a)). In MMPol the protein/mem-
brane/solvent atoms are described as point charges and induced dipoles (MMPol)
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allowing the inclusion of both specific interactions and the anisotropy of the envi-
ronment. The site energies calculated with the two models on the crystal structure
(CRY) are reported in Fig. 5.27.
As expected for a pi − pi∗ transition, both environment models lead to a red-shift
of all the site energies. When using a PCM description, a similar shift is found for
all Chls of each group, namely ca. 0.05 eV for Chl a and 0.04 eV for Chl b. When
MMPol is used in combination with the crystal structure (MMPol@CRY) instead,
a larger red-shift is found for the a604 and b608 pigments. At first glance this
result looks like site specific changes that might be relevant for the functioning
of the complex. However, by comparing the MMPol@CRY with the MMPol@MD
results, obtained by applying the MMPol methodology on the MD structures it
becomes obvious that those energy sinks are artificial. The MD simulations seem
to suitably release the distortions of the crystal structure and allow obtaining
more realistic site energies (as will be proven further below by comparing the
resulting optical spectra with experimental data). Therefore, in the following we
will concentrate on the analysis of the MMPol@MD results.
Site specific shifts obtained from MMPol@MD. By comparing the MM-
Pol@MD results with those computed in vacuo (VAC@MD results in Fig. 5.27)
we observe an average red-shift of 0.05 eV for Chl a and 0.03 eV for Chl b in
agreement with what found for PCM. Contrary to the latter, instead, MMPol
environmental effects also modify the energy ladder found in a vacuum as the red-
shift is not the same for all the pigments. These differential effects are quantified
in Fig. 5.28 where we plot the relative difference between MMPol and VAC site
energies, ∆Ered. To allow a more immediate evaluation instead of reporting the
total energy shift (that, as said, is a red-shift for all pigments) we have introduced
an ”effective difference”, namely we have corrected the total VAC-to-MMPol shift
of the site energy of the individual pigments with the average energy shift of the
corresponding pigment type (either Chl a or b), namely:
∆Erel(i) =
(
EVACi − EMMPoli
)−∆E¯rel (Chl a or b) (5.10)
According to this definition, positive ∆Erel values indicate a small environmental
effect (i.e. smaller than the average) while negative values indicate large effects.
The results reported in Fig. 5.28 show that pigment a609 shows the largest sta-
bilization due to the environment while a615 and b606 are the most blue-shifted
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Figure 5.28: Upper panel: representation of the cluster of chlorophylls colored
according to their site energies (from lowest, red, to highest, blue). Lower panel:
relative energy differences (in eV) between MMPol@MD and VAC@MD site
energies (see eq.5.10).
pigments. The large shift observed for a609 can be explained in terms of the
effects due the axially coordinated Glu159. Moving to the distributions of the
site energies, we note that MMPol@MD and MMPol@VAC show similar standard
deviations, namely 0.066 eV and 0.060 eV, respectively. The similar deviations
obtained with and without the environment indicate that the main origin of site
energy fluctuations along the MD trajectory is the geometrical distortion of the
pigment structure, which masks other contributions like the environment electro-
statics and polarization. The amplitudes of these distortions are overestimated
as inferred below from the analysis of the optical spectra. The reasons for these
too large geometrical fluctuations of the pigment structure are most probably re-
lated to the use of classical force fields which have not been optimized to correctly
reproduce the temperature dependent amplitude of these oscillations.[215]
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Excitonic couplings
In Fig. 5.29 we report a schematic representation of the QM/MMPol couplings
for the different Chl pairs averaged over the MD configurations. The analysis of
Fig. 5.29 reveals that the Chls at the stromal layer are connected by a complex
network of couplings with the most intense ones (on the order of 150-180 cm−1)
being in the Chl pairs a611-a612, a611-a615 and a603-a609. In the lumenal layer,
pigments form three distinct domains: a trimer (a604-b606-b607) with a strong
coupled pair a604-b606 (120 cm−1), a medium coupled pair, a604-b607 (35 cm−1),
and a weakly coupled (20 cm−1) heterodimer, a613-b614. The pigments at the
stromal and lumen regions are not strongly coupled, with the largest value found
in the heterotrimer a604-b606-b607. This picture is in agreement with previous
theoretical studies on CP29 where the excitonic couplings were computed using the
transition charges from the electrostatic potential method (TrEsp) method.[193]
However, the absolute values estimated in this work are almost twice as large.
This discrepancy can be mainly ascribed to the magnitude of the CAM-B3LYP
Figure 5.29: Schematic representation of the average MPol@MD couplings.
The thickness of the lines connecting the pigments are proportional to the cou-
pling values. Dotted lines are referred to couplings between pigments facing on
different side of the thylakoid membrane. Couplings < 10cm−1 are not reported.
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transition dipole moments that are larger than the experimental values by ca.
35%.
In the CP29, pigment pairs can exhibit small inter-pigment distances (around 10
A˚); we thus expect that the point-dipole-approximation of the couplings will fail,
especially in pairs of close by Chls. This expectation is indeed confirmed in the
upper panel of Fig. 5.30, which reports the interpigment distance dependence of
the ratio between the PDA and the Coulomb component of the QM coupling.
Figure 5.30: Upper panel: ratio between MMPol@MD couplings computed
with point-dipole approximation and coulomb coupling computed with QM
method. Lower panel: effective dielectric constant computed for MMPol@MD
(filled black circle); the dotted grey line represents the average eeff.
For large distances the PDA and the QM approach predict similar values, whereas
at distances shorter than 15 A˚ we observe large deviations using PDA couplings
that are even two times larger than the QM ones.
A further interesting analysis of the QM/MMPol results is obtained in terms of
the screening effect of the environment on the different pairs. As reported in
Section 3.2.2 a useful way to quantify the environment screening, an effective
dielectric constant eff is defined as the ratio between the Coulomb component of
the coupling and the total value (i.e. including the MMPol term) (see eq. 3.36).
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We computed the epsiloneff values for all the pairs with a V
Cou > 10 cm−1: these
results are reported in the lower panel of Fig. 5.30 for the QM/MMPOL@MD
configurations. From the data reported in the figure it is evident that the “effective
screening” varies significantly from one pair to the other (epsiloneff ranges from 1.3
to 2.1); this variation however cannot be simply correlated with the inter-pigment
distance but clearly depends on the specific residues present in the neighbourhood
of the two interacting pigments. When moving to an average analysis, we see that
〈eff〉 is 1.67, which is lower than the values previously obtained for FMO[95] (〈eff〉
= 1.70) and PE545 [187] (〈eff〉 = 1.82). To explain this finding we have simulated
the optical dielectric constant of the MMPol composite environment using the
expression:
opt = 1 + 4pi
∑
i αi
V
(5.11)
where αi is the isotropic MMPol polarizability of the site i and V is the molecular
volume of the MMPol system estimated by constructing a van der Waals surface
from unscaled Bondi atomic radii. The obtained value (opt = 2.07) is indeed
lower than that previously obtained using the same procedure as that for the
PE545 complex (opt = 2.27).[187] This shows that the environment surrounding
the pigments in CP29 is less polarizable with respect to the other PPC probably
due to the presence of the lipidic region of the membrane.
Simulation of optical spectra
The site energies and couplings presented and discussed in the previous section are
used here to simulate the optical spectra and compare with experiments. This anal-
ysis is reported for both MMPol@CRY andMMPol@MD sets of data to explicitly
show the sensitivity of the spectra to the excitonic parameters. The absorbance,
linear and circular dichroism spectra obtained from the two descriptions are re-
ported in Fig. 5.31 and 5.31 and are compared with experimental ones at different
temperatures. As can be seen from Fig. 5.31 and 5.31, the spectra in which exci-
tonic parameters calculated on the crystal structure are used significantly disagree
with the experiment, whereas those obtained from the MD data are in good qual-
itative agreement with the experimental absorbance, linear dichroism and circular
dichroism data.
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Figure 5.31: Comparison of optical spectra calculated with the MMPol@CRY
exciton Hamiltonian (blue solid lines) with experimental data (ref. [194], dashed
lines). In the left panel the linear absorbance spectra at 13 K (upper part) and
at 298 K (lower part) are shown. The middle panel contains the linear dichroism
spectra at 77 K (upper part) and 298 K (lower part) and the right panel the
circular dichroism spectra at 77 K (upper part) and 298 K (lower part).
From the comparison of the two sets of spectra we conclude that site energies and
couplings obtained using the crystal structure data in combination with QM/MM-
Pol calculations are not accurate enough because of the possible artificial distor-
tions of the pigments and the unphysical interactions between some pigments and
close-by residues present in the crystalline structure.
When an MD simulation of the system in its natural environment (here membrane
and water) is used, instead, these artefacts are released and more realistic average
site energies and couplings are obtained. Nevertheless, some deviations between
the calculated and measured spectra in the high energy (short wavelength) Chl
b region still remain. In the low temperature (13 K) absorption spectrum in
Fig. 5.31 and 5.32 two separate bands are visible in the experiment but only one
in the calculations. It seems that our calculations miss some contributions to
site energy shifts, e.g. those resulting from the dispersive interactions.[216] In the
electrostatic calculations of site energies of Mu¨h et al.,[193] b608 was found to be
red shifted, but still one more Chl b (b607) had to be red shifted in a refinement
fit, in order to describe the high energy side of the linear spectra: hence, at least
for the latter, it remains open as to what the mechanism of the red shift is.
Concerning the CD spectra there is a good qualitative agreement, but the present
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Figure 5.32: Comparison of optical spectra calculated with the MMPol@MD
exciton Hamiltonian (blue solid lines) with experimental data (ref. [194], dashed
lines). In the left panel the linear absorbance spectra at 13 K (upper part) and
at 298 K (lower part) are shown. The middle panel contains the linear dichroism
spectra at 77 K (upper part) and 298 K (lower part) and the right panel the
circular dichroism spectra at 77 K (upper part) and 298 K (lower part).
exciton theory can only describe conservative CD spectra for which the integral
over the spectrum is zero. Obviously, in the case of CP29 there are additional
negative contributions to the CD signal, as, e.g. the intrinsic CD of the pigments
which was not included in the present analysis. As a last note we observe that
all the simulated spectra have used a fixed value for the static disorder as well as
a homogeneous broadening based on a model spectral density (see the Methods
section). As a matter of fact, the band shape could be directly obtained from
the combined MD-QM/MMpol strategy using the fluctuations of the excitonic pa-
rameters as determined by the intra- and intermolecular vibrations (homogeneous
broadening) and the averaging effect due to a distribution of different structural
environments available to the system (inhomogeneous broadening). An accurate
determination of these two broadenings, however, would require very long simula-
tion times as well an optimized force field of the pigments which could accurately
sample the modulation of exciton parameters by the vibrations (spectral density).
However, the already mentioned overestimation of the site energy fluctuations ob-
tained in the present MD simulation prevents the quantitative use of the simulated
broadening.
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Analysis of the excitonic states
After having analysed the accuracy of the calculated excitonic parameters when
used to simulate optical spectra, here we present a discussion on the nature of
the excitonic states and their composition in terms of pigment contributions. For
this analysis we use the averaged QM/MMPol data on MD configurations, which
yielded the best description of the optical spectra, as discussed above.
In Fig. 5.33 we report the excitonic energy ladder together with a graphical rep-
resentation of the composition of each exciton state in terms of pigment contri-
butions. In particular, the contribution of the pigment i to the specific excitonic
state (k) has been quantified using the “probability coefficient”, i.e. the square of
the expansion coefficient, Cki . From the visual analysis of Fig. 5.33, the excitonic
Figure 5.33: Upper panel: energy progression of the excitonic states obtained
from MMPol@MD data. Lower panel: excitonic state composition in terms of
individual pigments (obtained through the probability coefficient (|Cki |2).Red
squares mean high contribution, white negligible contribution.
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states can be divided into two main groups: (i) the low energy states (S1-S9) de-
localized over Chl a pigments and showing an energy progression in the range of
0.06 eV and the (ii) the high energy states (S10-S13) involving only Chl b and being
closer in energy (in the range of 0.01 eV). More in detail, the lowest energy state
is delocalized over pigments a609, a603 and a602 (stromal side of the membrane).
Instead, the two highest energy states involve the chlorophylls b606 and b614 that
face the luminal side of the membrane. Chlorophyll b608, which is the only Chl
b on the luminal side, thus well separated from the other three Chls b, is mainly
involved in the state S11.
In general we observe that most of the excitonic states are delocalized over pig-
ments that face the same side of the membrane. The only two exceptions are states
S4 and S5 which have a composition of 80-20% from pigments facing different sides.
The pigment which contributes most to the lowest excitonic state is a609 whereas
the next exciton state is dominated by the a611-a612 dimer. This pair has been
found to be responsible for the low-energy states also by Mu¨h et al.[193] and Feng
et al.,[198] whereas the present suggestion of a609 as representing a low energy
site is new and should be further evaluated in future work.
The third lowest exciton state in our calculations is dominated by a604, which has
been shown by site directed mutagenesis studies [217] and electrostatic calculations
[193] to represent a low energy site in CP29. The composition reported in Fig. 5.31
represents an average picture; we have, however, verified that the main features
are preserved along the whole trajectory: this is shown in Fig. 5.34 where we
report the evolution of the single pigments contributions along the MD trajectory
for three selected excitonic states, namely the lowest (S1), the highest (S13) and
an intermediate one (S5).
There are other interesting questions concerning the role of correlations in fluctu-
ations among different elements of the exciton Hamiltonian. We note that corre-
lations have been reported to be insignificant in other light harvesting complexes
such as FMO [99] and PE545 [100] using a similar methodology to that applied
here. On the other hand, strong correlations in site energy fluctuations of different
pigments were found [218] in a normal mode analysis of the spectral density of
the FMO protein at low frequencies, which are difficult to access using the present
type of simulations, because very long simulation times would be required. To
accurately quantify the possible consequences of such correlations is an interesting
Chapter 5. QM methods in modelling photosynthetic antennae 161
Figure 5.34: Evolution of the contribution (|Cki |2) of each chromophore to the
exciton state 1 (top) 5 (middle) and 12 (bottom) along the MD trajectory.
future goal as controversial results have been found so far: their relevance for exci-
tation energy transfer has been reported to be low for the FMO complex [218] but
significant effects on both the coherences and the transfer rates have been shown
in model systems.[97, 219]
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Conclusions
In this study of CP29 we have shown that the crystal structure contains serious
geometrical distortions that are not compatible with quantum-chemical calcula-
tions on protein bound cofactors. We have found that classical molecular dynamics
simulations can be used in order to both release the artificial strain of the crys-
tal structure and suitably include the effects of the natural environment. The
excitonic parameters obtained from the combination of the MD simulation with
a polarizable QM/MM description of the full “solvated” system have shown to
correctly reproduce the experimental optical spectra indicating that the method-
ology is capable of giving an accurate average picture. However, the fluctuations
of the same properties obtained along the MD trajectory are found to be too large
due to an overestimation of the intramolecular motions of the individual pigments
obtained using the classical MD simulation. This finding clearly shows that the
combination of classical MD and QM/MM calculations cannot be used for a really
quantitative investigation of the important coupling between electronic excitations
and vibrational modes without a refinement of the classical MD being introduced.
Such a refinement mainly involves the force fields used for the pigments which
have to be obtained with a completely new parameterization strategy where not
only equilibrium geometries are to be well reproduced but also vibronic features
as predicted by QM methods need to be considered as fitting data.
Chapter 6
Final remarks and further
developments
During my PhD I focused on the application of multiscale approaches combining
quantum-mechanical and classical methods for the study of multichromophoric
systems embedded in complex environments. It was necessary to resort to such
approaches in order to tackle processes spanning different time scales on complex
systems requiring appropriate descriptions at different length scales. To achieve
this purpose, a computational methodology based on the combination of different
theoretical methods has been designed. In this work both standard computational
chemistry tools and novel techniques developed in our research group have been
used.
In particular, an extensive use of the excitonic theory has been made to model
photo-induced processes in multichromophoric systems. Within this theory, the
excitonic Hamiltonian (constituted by the chromophore site energies and inter-
chromophore electronic couplings) is the key quantity required to compute the ex-
citonic states and properties of a multichromophoric system, allowing also to sim-
ulate the optical spectra. The terms constituting the Hamiltonian were evaluated
at QM level, using the TD-DFT framework. One of the innovations introduced is
that the computation of electronic couplings is done using a transition density ma-
trix approach, therefore overcoming previous more approximate methods, based
on dipole–dipole approximations, numerical integration of the transition densities,
or multipolar expansions.
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Moreover, since the chemical processes take place in very complex environments,
potentially reaching high structural complexity and spanning very large length
scales, multiscale approaches were introduced to accurately include their effect.
Particularly, a further novelty adopted in this work is the application of a polariz-
able QM/MM embedding scheme for the description of the environmental effects
in both ground and excited states. The polarizable environment directly affects
the transition properties of the chromophores and also the electronic couplings.
The effect on the latter usually results in a screening. This polarizable atomistic
strategy allowed us to fully account for the specific interactions (e.g. hydrogen
bonds) between the chromophores and very complex environments such as protein
matrices, besides the long range effects.
Finally, the coupling of QM/classical approaches with classical molecular dynamics
simulations allowed us to correctly sample configurations of the system and capture
the environment dynamical effects, which is a key aspect often overlooked.
In this thesis, particular attention has been devoted to the simulation of excitonic
electronic circular dichroism spectra. Novel contributions in this field have been
proposed: in particular, the development of a computational protocol to perform
QM-EC calculations and the application of a gauge-invariant formulation for exci-
tonic CD which allows to properly take into account both the electric and magnetic
interaction terms. This formulation allowed to explain the apparent exceptions to
the standard exciton chiral methods and improve the modeling of CD spectra
of particular classes of systems where magnetic-allowed transitions are present.
The QM-EC method has been successfully applied to many different multichro-
mophoric systems: from simple chiral organic compounds to more complicated
light harvesting complexes. Further interesting applications of this methodology
include bio-macromolecules (DNA, RNA, proteins); an initial work in this direc-
tion has been started by simulating the excitonic CD spectra of some RNA and
DNA fragments. The preliminary results indicate that the accurate reproduction
of the CD spectra, together with their interpretation in terms of the excitonic
composition, allow to correctly predict the spectra of hypothetical structures, and
to define clear relations between structural and CD properties.
Another important part of my PhD work has been dedicated to the modeling of
photosynthetic antennae by using the QM-EC strategy coupled with QM/classical
approaches. From a chemical point of view, light-harvesting complexes can be de-
scribed as multichromophoric systems that are able to collect sunlight energy and
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funnel it to the reaction centers, with an extremely high efficiency and minimal
energy loss. During the energy transfer process, the energy does not simply pro-
ceed stepwise down an energy ladder: instead, the transfer pathways are regulated
by the delocalized excitonic state wave functions that are mainly determined by
the strong inter-pigment interactions. Recently, 2D absorption experiments re-
vealed the importance of coherence effects, thus introducing the new concept of
“quantum-biology”.
In order to model these energy migration processes, an excitonic approach is there-
fore mandatory, and the exciton Hamiltonian is the key quantity to be computed.
The starting point for QM calculations on light-harvesting systems are the X-ray
crystal structures. We demonstrated however that the use of such “frozen” struc-
tures is not representative of the system in real life conditions. A more accurate
description can be achieved instead by averaging the different configurations ob-
tained from a molecular dynamics trajectory. This combined QM-MD approach
allowed to explicitly take into account both the chromophore geometry fluctuations
and the environment dynamics, providing a vary realistic energy landscape, and
optical spectra in good agreement with experimental data. However, we pointed
out that the use of the coupled QM-MD strategy presents some limitations, mainly
due to the use of classical force-fields. In the simulation of pigments, for instance,
these predict too large internal geometry fluctuations, with consequent large fluc-
tuation of the excitation energies. To overcome this problem, a fine tuning of
the force-field parameters to correctly model the pigment is required, and the
parametrization must also be tested for the excited state calculations. Another
limitation of the QM-MD strategy is the huge amount of QM calculations (one
per chromophore and one per chromophore’s pair), which have to be repeated for
many different configurations.
Considering both our work and similar studies carried out on light-harvesting
systems, it is not clear whether the use of the polarizable QM/MM scheme for
excited state calculations represents a real advantage. The inclusion of the elec-
trostatic effects due to the protein and the solvent is fundamental, however some
non-polarizable QM/MM schemes, with a well-parametrized set of partial charges,
were also shown to be able to capture the environmental effects. The real advan-
tage in the use of a polarizable QM/MM methods is the possibility to compute
explicit polarization terms which contribute to the electronic coupling, with a
screening or (less often) enhancement effect.
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The final goal of the study on light-harvesting systems is to model energy transfer
rates, two-dimensional and transient optical spectra. To achieve this, a reliable
exciton Hamiltonian is the first, although not the only, step. Other pieces of the
puzzle are needed, such as the modeling of nuclear dynamic effects, the inclusion
of vibronic coupling and the application of the appropriate relaxation theories. In
particular, the dissipation phenomena are fundamental to describe the changing of
the excitonic state populations and play a key role in the energy migration. The
QM-MD computation approach used in this work can be in principle extended
to compute system-bath coupling interactions. Further development in this di-
rection is represented by the reliable simulation of the spectral densities, which
are quantities related to the dynamical excited state energy fluctuation of the
pigments. Many contributions in this field have been proposed by using similar
QM-MD approaches, but in most cases semi-empirical methods for excited state
calculations, coupled to classical MD simulations, have been used. Further work
should be carried out to overcome these limitations. One possibility is represented
by performing QM/MM MD simulations rather than the classical MD, in order to
obtain a more accurate description of the chromophore fluctuations.
In conclusion, in this PhD thesis different multichromophoric systems have been
studied, by coupling the exciton theory with an accurate modeling of the dynam-
ical and environmental effects. A wide amount of development work has been
dedicated to the creation of specific computational tools that prepare simulations
and elaborate the huge amount of output data involved in QM-MD calculations.
In particular, a user-friendly program called EXAT has been developed to assist
in the data processing required in the excitation analyses. At the same time, a
general workflow has been developed for a bottom-up approach “from structures
to properties”, and has also been applied to different kinds of multichromophoric
systems.
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Appendix A
Charge derivation in QM/MM
approaches
In this Appendix, the method we used to derive partial atomic charges for the
QM/MM calculation is explained. We first present the case of non-polarizable MM
force-field is treated, then an extension to the MMPol is given. In both cases the
basic approach is based on the Merz-Singh-Kollman (MK) scheme in which atomic
charges are fitted to reproduce the molecular electrostatic potential (ESP) at a
number of points around the molecule.[220, 221] The derivation of partial charges
can be performed using different programs. We use: i) Gaussian09 package [1]
to perform preliminary QM calculations, ii) AmberTools14 [222] to derive the
standard non-polarizable charges consistent with Amber force-field, iii) an our
own made program, namely POLCHAT [223], a program developed in the group of
prof. Mennucci to derive the charges in the context of polarizable MMPol scheme.
A.1 Introduction to MK charge derivation pro-
cedure
The first step of the MK charge fitting procedure is to perform a QM calcula-
tion, where the ESP generated by the molecule electron density is calculated on a
number of grid-points placed on layers surrounding the molecule. Best results are
obtained if the points are not too close to the molecule. For this reason, the first
layer is formed by interlocking spheres centered on the atoms, with radii larger
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than the van der Waals (vdW) radii by a afactor of 1.4. In the standard MK
scheme, three more layers are constructed in the same way, using larger spheres
(with factors 1.6, 1.8 and 2.0 with respect to the vdW size). The number of layers,
as well as the density of the points on them, can be modified according to one’s
needs. In Fig. A.1 we report a graphical representation of the gridpoints around
a guanine molecule, which will be used as test case in the following discussion.
Figure A.1: Grid points built over four layers around the guanine obtained
by applying different scaling factor to Van der Waals radii (for clarity only
the points above the molecular plane are shown). Gray mesh represents the
standard Van der Waals envelope. Partial charges {qa} are calculated at the
atomic positions ra; coordinates of the grid points {gi} are labelled with ri.
Let us define V QMi as the electrostatic potential at the gi grid point due to the
molecular electronic density ρ(r). Our goal is to find a set of atomic charges {qa}
that are able to best reproduce the V QM at every grid point.
By following a least-square fitting procedure, the function J in eq. A.11 is mini-
mized.
J =
m∑
i
[
V QMi − V Chgi
]2
+
∑
k
Jk (A.1)
1We assume to have n MM sites and m gridpoints. Labels a, b, c... are used for MM sites
while i is used to indicate gridpoints.
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where V Chgi is the electrostatic potential at gi due to the charge distribution and
Jk are additional terms accounting for constraints on the charge during the fitting.
Any constraints Jk can be imposed via Lagrangian multipliers λk. In order to keep
the fit equation linear, constraints must be a function of the charge values only.
[224]
To minimize the J with respect to the charges, we set to zero the partial derivatives
in eq. A.1:
n∑
a
∂J
∂qa
= 0 (A.2)
∑
k
∂J
∂λk
= 0 (A.3)
For the moment we do not consider any external constraints, therefore eq. A.2, for
a charge qx, is written as:
∂J
∂qx
= −2
m∑
i
[
V QMi − V Chgi
] ∂V Chgi
∂qx
= 0 (A.4)
The potential due to the charge distribution V Chgi and its derivative with respect
qc are reported in eq. A.5 and A.6 respectively.
V Chgi =
Nc∑
a
qa
ria
(A.5)
∂V Chgi
∂qx
=
1
rix
(A.6)
At this point eq. A.4 can be written in function of charges.
∂J
∂qx
= −2
m∑
i
[
V QMi −
n∑
a
qa
ria
]
1
rix
= 0 (A.7)
Finally we can write a system of n equations, equivalent to eq. A.7, which can be
formed and solved in a matrix form. Rearranging eq. A.7 we obtain:
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m∑
i
n∑
a
qa
riarix
=
m∑
i
V QMi
rix
(A.8)
If we define the matrix element Aax and Bx as follows:
Aax =
m∑
i
1
riarix
Bx =
m∑
i
V QMi
rix
(A.9)
a linear system can be written which is analogous to eq. A.8.

A11 A12 · · · A1n
A21 A22 · · · A2n
...
...
...
An1 An2 · · · Ann


q1
q2
...
qn
 =

B1
B2
...
Bn
 (A.10)
In a more compact form we have:
Aq = B ; q = A−1B (A.11)
Constraints
In general, during the fitting procedure some constraints are always required. A
common constraint used during the charge fitting is that the sum of the charges
must be equal to the real charge of the molecule (
∑n
a qa = qtot). This can be easily
written as:
Jk = λ
(
n∑
a
qa − qtot
)
(A.12)
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The derivatives of Jk with respect to the charges and λ are:
∂Jk
∂qx
=λ
∂Jk
∂λ
=
n∑
a
qa − qtot
(A.13)
This two terms should be added to the linear system which can be reformulated
in the following way:
A11 A12 · · · A1n 1
A21 A22 · · · A2n 1
...
...
... 1
An1 An2 · · · Ann 1
1 1 · · · 1 0


q1
q2
...
qn
λ

=

B1
B2
...
Bn
qtot

(A.14)
Moreover, other constraints can be imposed, for instance on the total charge of
fragments of the molecule, on the equivalence between two or more atoms, or on
the total electric dipole moment. In all cases, such constraints can be formulated
in terms of the atomic charges and the additional conditions can be cast similarly
to that on the total charge.
A.2 Discussion of ESP charges
The ESP charges are known to optimally represent the inter-molecular properties,
which are fundamental in the condensed phase simulation where the solute-solvent
and solvent-solvent interactions need to be well represented and balanced. How-
ever, they are less suited to reproduce intra-molecular properties. There are also
issues for what concerns the account of different molecular conformations, that
may be sampled during the dynamics, since the charge fitting procedure is typ-
ically performed at a fixed geometry. Moreover, they are not easily transferable
between common groups of homologue molecules and depend on molecular orien-
tation and conformations.[225]
Another issue is due to the fact that, since the grid-points are placed outside
the molecule, the fitting procedure for atoms buried in the molecule may not be
Appendix A. Charge derivation 174
accurate, and artefacts may be introduced on their charges, such as large absolute
values and conformation variability. In the development of classical MM force-
fields for MD simulations, different solutions have been proposed. In order to
account for different conformations, the ESP charges can be derived for a set
of different geometries, and later averaged considering the Boltzmann weight of
each conformer[226]. Also, in order to avoid the appearance of charges with large
absolute values, a penalty function can be added to J in eq. (A.1), which restraints
them. The latter method is also known as Restrained ESP model (RESP) [224,
227].
RESP fitting is a common methodology applied, for instance, in the derivation of
Amber force-fields, and can also be performed using the antechamber program,
which is included in the AmberTools package. During standard RESP fitting,
additional external constraints are also automatically introduced to improve the
transferability of the charges among different conformations, such as the equal-
ization of charges on equivalent atoms. The issues related to transferability and
conformation variability are more relevant when molecular dynamics (MD) simu-
lations are run, while they are less important when QM/MM calculations at fixed
geometries are performed.
Another key aspect in ESP/RESP charge derivation is the choice of the QM level
of theory used to compute the reference electrostatic potential. The HF/6-31G*
level of theory has been used in the development of Amber force-field by Cornell
[63, 228]) as well as for the Generalized Amber Force-Field (GAFF)[86]. The HF
method combined with the 6-31G* basis set results in dipole moments which are
10-20% larger than gas-phase. However, this behaviour is desirable for deriving
charges to be used for condensed phase simulations because in the latter case a
molecule is expected to be more polarized than in the gas phase due to many body
interactions. A slightly different approach was taken by Duan [229] (ff03 ) which
included in the QM ESP calculation a low-dielectric continuum model correspond-
ing to an organic solvent environment, namely a B3LYP/cc-PVTZ/IEFPCM level
of theory was employed.
In general QM/MM applications, for ground or excited state calculations, a com-
mon strategy is to use the partial charges that have already been developed for MM
purpose. If the MM system is composed by standard residues, such as aminoacids,
nucleobases, lipids or sugars, the charges for the MM force-field are already avail-
able. In the case of proteins, for example, it is common to use the charges of
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Amber ff99[228] or CHARMM27[230] force-fields. When non-standard residues are
present in the MM part a charge derivation procedure needs to be performed. One
possibility is to perform a geometry optimization of the molecule and then compute
the ESP at the same level of theory used for the other “standard” molecules.
A.3 Polarizable MM scheme (MMPol)
In polarizable MM schemes, the molecular electrostatic properties are described
in terms of charges, higher multipole moments and induced dipoles.2 When polar-
izable schemes are considered, the set of partial charges need to be derived with
the polarization model assumed. In 2001 Cieplak at al [231] developed an itera-
tive methodology to derive RESP charges for polarizable MM force-fields. At the
first step an initial set of ESP charges are obtained using the standard procedure
showed before. On the basis of these charges, induced dipoles are computed con-
sistently with the interaction model (see Section 3.1.2 for details). Then a new
set of ESP charges are computed by fitting the difference between V QM and the
potential due to induced dipoles V Dip. Such new charges are used in the next iter-
ation to self-polarize the molecule and to calculate the new electrostatic potential
due to induced dipoles. The procedure is repeated iteratively until the induced
dipoles reach a convergence within a certain threshold. At the end of the iterative
procedure, a standard RESP fitting is performed on the basis of the fully iterated
V QM − V Dip potential. The iterative procedure is reported in Fig. A.2
Figure A.2: Algorithm proposed by Cieplak for RESP charge derivation in
the presence of induced dipoles.
Cieplak performed a geometry optimization at HF/6-31G* level of theory followed
by the calculation of molecular ESP at B3LYP/cc-pVTZ level. Applequist’s atomic
2As discussed in the Section 3.1.2, other models accounting for the molecular polarizability
have also been introduced, where fluctuating charges or Drude oscillators are used instead of the
induced dipoles. These will not be considered here.
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isotropic polarizabilities have been assumed.[231] More recently Wang and cowork-
ers have parametrized and tested new atomic polarizabilitis introducing different
interaction schemes (Applequist, Thole linear, Thole exponential, Thole Tinker-
like) for aminoacidic residues.[55, 62, 232] using higher level of theory, namely
MP2/6-311++G(d,p) for geometries and MP2/aug-ccPVTZ for ESP. The i RESP
program, a stand-alone computer program, has been developed to facilitate iter-
ative charge fitting. The program version up to 3.0 (released in 1999) [233] is
able to iterated-RESP for taking into account polarization effects. The program is
an extension of the original RESP program included in the AnteChamber package
of AmberTool suite (i RESP 2.1).[233] Unfortunately the latest version of i RESP
are not available for all users. Moreover, the iterative procedure fitting may led
to unstable results, especially when interacting polarization schemes are adopted.
For these reasons we developed an our own program to derive the charge con-
sistently with the polarizability to be used in our QM/MMPol calculations. The
program is called PolChat[223]. It is written in Fortran90 and uses standard linear
algebra packages. PolChat is able to read the standard Gaussian09 ESP output
file and perform a charge fitting on the basis of the atomic polarizabilities and
the polarizable interacting model chosen. The three schemes discussed in Section
2.1.3 (Amber AL, Thole or Groups) are available. In our approach we followed a
different strategy with respect to the iterative procedure proposed by Cieplak. In
particular, we realized that an iterative procedure is not needed, since the induced
dipoles (and therefore the ESP induced by them) is linear with the charges. There-
fore the latter can be derived by casting a linear equation, similar to that presented
for the non-polarizable scheme (eq. A.1) where a new term appears. This term
is the potential due to the induced dipoles which arise from the polarizable MM
sites. The new J function is:
J =
m∑
i
[
V QMi − V Chgi − V Dipi
]2
+
∑
k
Jk (A.15)
The V Dipi accounts for the potential at the grid point i due to the set of induced
dipoles {µa} which in turn depend on the value of the electric field generated by
the charge distribution. The set of induced dipoles can be calculated by solving
the linear equation µ = T−1E, where T is the dipole tensor matrix (see eq. 3.17)
and E is the electric field at the polarizable sites due to the charge distribution.
The derivative of J , neglecting the Jk terms, with respect to a given charge x is:
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∂J
∂qx
= −2
m∑
i
[
V QMi − V Chgi − V Dipi
]
· ∂
∂qx
[
V Chgi + V
Dip
i
]
(A.16)
In order to clearly derive the final expression, we explicitly write all the terms in
eq. A.16. A compact notation to simplify the equations is also introduced.
V Chgi =
n∑
a
qa
ria
=
n∑
a
Aiaqa (A.17)
Eb =
n∑
c
qcrbc
r3bc
=
n∑
c
Bbcqc (A.18)
µa =
n∑
b
T−1ab Eb =
n∑
b
n∑
c
T−1ab Bbcqc =
n∑
c
Cacqc (A.19)
V Dipi =
n∑
a
µa · ria
r3ia
=
n∑
a
Biaµa =
n∑
a
n∑
c
BiaCacqc =
n∑
c
Dicqc (A.20)
∂V Chgi
∂qx
=
∂
∂qx
∑
a
Aiaqa = Aix (A.21)
∂V Dipi
∂qx
=
∂
∂qx
∑
a
Diaqa = Dix (A.22)
Therefore eq. A.16 becomes:
∂J
∂qx
=− 2
m∑
i
[
V QMi −
n∑
a
Aiaqa −
n∑
c
Dicqc
]
· [Aix +Dix]
=− 2
m∑
i
[
V QMi −
n∑
a
Faiqa
]
Fix
(A.23)
where Fij = Aij +Dij.
Setting to zero the eq. A.23 to obtain the minimized charges gives:
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m∑
i
n∑
a
F †ixFiaqa =
m∑
i
FixV
QM
i (A.24)
n∑
a
Gaxqa = Hx (A.25)
This can be rewritten in a matrix form as:
Gq = H ; q = G−1H (A.26)
For that concerns the constraints, they can be added following the same strategy
described above for the MM case.
Appendix B
EXcitonic Analysis Tool (EXAT)
The EXAT program is here explained on the basis of the theoretical background
presented in Section 2.2. The main features of the program are discussed in details
and this Appendix can be used as a synthetic reference manual to perform excitonic
calculations. EXAT is released under a GNU/GPL freeware license and it can be
obtained visiting our research group web page at:
https://www1.dcci.unipi.it/molecolab/tools/
The official logo of EXAT is shown in Figure B.1. EXAT is a program entirely
written in python and employs the numpy libraries. It is designed to compute
the excitonic properties of a multichromophoric system by analysing the results
of an EET calculation performed with a development version of Gaussian package
(up to gdvh33). The program has been also adapted, with some limitations, for
Gaussian G09 standard version.
Figure B.1: EXAT uffical logo.
An exhaustive explication of all the option keywords can be obtained by typing
--help in the program command line.
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The program itself is divided into two executables, and a bunch of modules; the
executables are:
• exat.py: the main program that perform excitonic calculations (see Sec-
tion B.1 for details);
• spectrum.py: the program that computes the linear absorption, circular
dichroism, and linear dichroism spectra from the output of exat.py. It can
use gaussian or lorentzian functions of a given width to model the spectrum
lineshape (use --help in the program command line to know all the available
options).
B.1 The main program: exat.py
The main program uses four auxiliary modules designed on the basis of the QM-EC
workflow presented in Figure 2.3:
• readdata.py: module for input data reading;
• buildmatrix.py: module to build the excitonic Hamiltonian;
• diag.py: module for the exciton Hamiltonian diagonalization;
• trans.py: module to calculate the excitonic properties.
There are also two common modules: i) common.py containing global settings and
variables and ii) util.py containing general or shared functions used in different
parts of the the main program or in auxiliary modules. Two useful function of
util.py are briefly presented in Section B.2.
readdata.py
This module reads all the EXAT input data. Input data are constituted by input
setting files and by output files coming from Gaussian calculations (.log files).
The main input settings file is called chromlist.in and contains the list of the
chromophores to include in the excitonic calculation. Each line corresponds to one
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chromophore and in the first column the chromophore’s label (CID) have to be
indicated. CID is useful to identify the unit during the following excitonic analysis.
An example of a chromlist.in file for a model system composed by three units
is given below:
1 1 2
2 1 2 4
3 1 3
The other columns refer to specific transitions that we want to consider in the
excitonic analysis. The values are the transition identification numbers (TID)
that correspond to the excited states labelling in the Gaussian .log output files.
These values are considered by the program only if a specific option is activated
(--seltran option). In the latter case the program reads all the data from input
files, but only the site properties and the couplings related to the selected transi-
tions will be considered in the following analysis. This option is especially useful
when we want to include only specific bright transitions in order to simplify the
excitonic picture by neglecting contributions from dark states.
The number of rows in chromlist.in corresponds to the total number of chro-
mophores, N . The total number of transitions, M , is given by:
M =
N∑
i=1
mi (B.1)
where mi is the number of transtions of the i -th chromophore.
Read data from standard G09 Gaussian version
The standard G09 Gaussian version does not allow to compute the electronic
coupling between different units. For this reason EXAT automatically computes
the coupling terms by using PDA (see Section 2.3.2) or alternatively it reads
coupling values from external files.
When G09 is used, the output .log files have to be organized in a proper way. Each
.log file related to a site energy calculation (which correspond to a standard TD
calculation) should be placed in x/x.log path, where x corresponds to the CID
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indicated in the first column of the chromlist.in file. The relative path tree for
the model system considered before will be:
1/1.log
2/2.log
3/3.log
Read data from development version of Gaussian
The development version of Gaussian (up to gdvh33 version) allows to compute
the electronic couplings by activating the proper option in the Gaussian route
section. In this case all the subunits are included into a single .com Gaussian
input file and different fragments corresponding to the different units should be
indicated in the Gaussian input atom section. The fragment numbering should
correspond to the CIDs indicated in the chromlist.in file.
The .log output file contains the site energies calculation of each fragment and
a coupling section in which all the coupling terms are computed between all the
chromophores’ states using the transition density matrix approach.
Read data from external files
The excitonic calculation can be also performed by using external files containing
all the necessary input parameters. In this case four different files have to be
provided:
• site.in. The file contains one line per chromophore. The line starts with
the CID and then contains the site energy values (in eV) for each transition,
separated by a space.
• dipo.in. The file contains the components of electric transition dipole mo-
ments (in a.u.). The order follows the chromlist.in structure as shown in
the following table.
• cent.in. The file contains the coordinates of the chromophore center (in A˚)
following the same rule of dipo.in file.
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Line Chrom. Trans.
1 1 1
2 1 2
3 2 1
4 2 3
5 2 4
6 3 1
7 3 3
• coup.in. It is an optional file containing the list of the coupling terms (see
Section B.1 for the ordering criterion). If the file is not provided by the user,
the program automatically computes the electronic couplings via PDA by
considering the values of dipoles and centers from the dipo.in and cent.in
input files.
Note that only the approximate treatment for the rotational strength calculation
is available when the parameter are read from external files.
buildmatrix.py
This module builds the square symmetric excitonic matrix using site energies and
couplings. The matrix dimension is M×M . Since the exciton matrix is symmetric
and the diagonal elements are the site energies, the total number of electronic
couplings NV , that corresponds to the number of element in the upper triangular
matrix is given by:
NV =
n∑
i>j
mi ·mj (B.2)
The exciton matrix corresponding to the model system showed before is reported
in eq. B.3. In this case only the upper triangular part is shown.

11 0 V
11
12 V
12
12 V
14
12 V
11
13 V
13
13
21 V
21
12 V
21
12 V
24
12 V
21
13 V
23
13
12 0 0 V
11
23 V
13
23
22 0 V
23
23 V
23
23
42 V
41
23 V
43
23
13 0
33

(B.3)
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The coupling terms read from the readdata.py are stored into a NV monodi-
mensional array. The order of the elements follows the block scheme reported
below:

∗ − 1 2 3 7 8
∗ 4 5 6 9 10
∗ − − 11 12
∗ − 13 14
∗ 15 16
∗ −
∗

(B.4)
diag.py
The module computes eigenvalues and eigenvectors of the excitonic matrix. The
eigenvalues corresponds to the excitonic energies and the eigenvectors are the con-
tributes of the localized state i to the excitonic state k. Eigenvalues are in crescent
order of energies, as well as the corresponding eigenvectors. An external formatted
file is also saved containing the eigenvalue vector and the eigenvector matrix. The
numpy.linalg.eigh routine is used to diagonalize the excitonic matrix.
The coefficient matrix, C, is returned by diag.py routine in the following form:
C =

c111 c
1
11 c
1
21 c
1
22 c
1
24 c
1
31 c
1
33
c211 c
2
11 c
2
21 c
2
22 c
2
24 c
2
31 c
2
33
c311 c
3
11 c
3
21 c
3
22 c
3
24 c
3
31 c
3
33
c411 c
4
11 c
4
21 c
4
22 c
4
24 c
4
31 c
4
33
c511 c
5
11 c
5
21 c
5
22 c
5
24 c
5
31 c
5
33
c611 c
6
11 c
6
21 c
6
22 c
6
24 c
6
31 c
6
33
c711 c
7
11 c
7
21 c
7
22 c
7
24 c
7
31 c
7
33

(B.5)
where each element, ckia, represent the coefficient of the k-th excitonic state com-
ing from the a-th transition localized on the i-th chromophore. Note that the
eigenvectors are the rows of C.
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trans.py
This module computes the excitonic transition properties that are used to simulate
the optical spectra. At this level, transition dipole moments and chromophore
centers are stored in a (M , 3) matrices; site energies and excitonic energies are
stored into a M monodimensional array following the order criteria explained
before. The coefficient are stored into a (M , M) squared matrix.
Linear absorption
The key quantity for simulating the linear absorption spectra are the squared of
the excitonic dipole moments that can be easily computed by the matrix product:
µex = Cµ (B.6)
Once obtained µex dipoles we compute the squared modulus.
Linear dichroism
For what concerns the Linear Dichroism an external axis have to be defined in
order to select the orientation of the molecule. The intensity of a LD signal is
given by:
L ∝ 3
2
[
3(µex · aˆ)2 − |µex|2)] (B.7)
where aˆ is the versor of the reference axis which describe the orientation of the
molecule.
Approximate formulation for rotational strength
The most simple formulation for the excitonic rotational strength R is based on
eq. 2.52. As discussed in Section 2.32 this formulation is strictly valid only when
the chromophores are degenerate. However, it is possible to extend this formula-
tion to general cases by substituting the localized site energy ν˜0a with the excitonic
one:
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R0K = −piν˜0K
c
N∑
i>j
CKiaC
K
jbRij · (µi0a × µja0) (B.8)
We note that the triple product Rij · (µi0a × µja0) depends on the specific i, j
chromophore pair, but it does not depend on the excitonic states. For this reason
we compute and store the triple product into a M ×M matrix and then perform
the summations for the different excitonic states.
Gauge-independent velocity formulation for rotational strength
When the full treatment, considering both the µµ and µm interaction terms is
used, the rotational strength is computed via eq. 2.54. From a computational
point of view it is useful to first compute all the excitonic transition properties:
∇ex = C∇
mex = Cm
(B.9)
and then compute the excitonic rotational strengths:
R0K =
A
E0K
(∇0K ·m0K) (B.10)
In eq. B.10, Rex is an array containing the excitonic rotational strength, E is the
excitonic energy array and A is a constant factor to obtain the results in the proper
units.1
However, it is also useful to dissect the total rotational strength into two contri-
butions: one coming from the “intrinsic” magnetic moment (Rint) associated with
the µm term and the other coming from the “extrinsic” term which depend to the
chromophore position (Rext) associated with the µµ term. To do this we need to
compute intrinsic magnetic transition dipoles by decomposing the total magnetic
moment obtained from Gaussian calculation m:
1If all quantities are expressed in atomic units we can use A = 471.44361 to obtain the results
in 10−40esu2cm2.
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mint = m−R×∇ (B.11)
Here we have used X to indicate the position of the chromophore centers in the
Cartesian system. We note that in Gaussian m are printed in the output file with
the wrong sign, therefore they should be multiplied per -1 before any calculation
involving them. Once mint is obtained we can compute:
Rint0K =
A
E0K
∇0K ·mint0K
Rext0K =
A
E0K
∇0K · (R×∇0K)
(B.12)
B.2 Useful functions in util.py module
Transition dipole reorientation
The sign of the electric transition dipole moment has not a real physical meaning
because it depends on the sign of the wavefunction. If the same calculations are
repeated by placing the chromophore in a different position, different signs of the
transition densities can be obtained. Both the transition dipole moments and
the sign of the couplings are given by the transition densities. Usually, transition
dipoles and couplings are computed from the same transition density, and therefore
are consistent (i.e., if a state changes sign, both the transition dipole and all the
couplings involving that state change sign).
However, if we want to average the properties and couplings over many different
configurations of the system, we need to ensure that the signs of the wavefunc-
tions are the same for all the configurations. This can be done by reorienting
the transition dipoles with respect a given molecular axis and by changing the
coupling sign consistently. The reorient function in util.py module computes
the dot product between the electric transition dipole moments and a reference
array specified by the user using two specific atoms (or groups of atoms) of the
molecule. If the direction of the transition dipole has to be inverted, the signs of
all the coupling terms involving that transition are changed consistently.
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Transition dipoles analysis
The dipoanalysis function calculates the orientation of the electric transition
dipole moments with respect to the molecular geometry. An internal orthonor-
mal reference frame is chosen by specifying three atoms (or group of atoms) for
each molecule. Then the azimuth, θ, and the polar, φ, angles of the transition
dipole moment µ are computed with respect to the internal reference frame (see
Figure B.2).
Figure B.2: (a) Definition of the internal reference frame for a model Bacte-
riochlorophyll molecule. The three nitrogen highlighted in green define the xy
plane of the internal reference frame. (b) Definition of the azimuth (θ) and the
zenith (φ) angles in the spherical coordinates for the electric dipole moment µ.
The “external” orthonormal system is given by the 3× 3 identity matrix.
I =

ux
uy
uz
 =

1 0 0
0 1 0
0 0 1
 (B.13)
The position of the three selected atoms in the external cartesian system, xa,xb,xc
are used to build the internal frame. We also define the difference vectors: xab =
xb − xa and xac = xc − xa. The internal reference frame axis expressed in the
external coordinate system, N, is given by eq. B.14:
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N =

u′x
u′y
u′z
 =

xab
||xab||
xac−xac·ux
||xac−xac·ux||
ux × uy
 (B.14)
Finally, the θ and φ angles are calculated with eq. B.15-B.16, according to the
sign convention shown in Figure B.2b:
θ = pi/2− arccos(µˆ · u′z) (B.15)
φ =

arccos
(
µˆ·u′y√
(µˆ·u′y)2+(µˆ·u′x)2
)
µˆ · u′y ≥ 0
− arccos
(
µˆ·u′y√
(µˆ·u′y)2+(µˆ·u′x)2
)
µˆ · u′y < 0
(B.16)
The dipoanalysis function can be used to change the relative orientation of the
electric transition dipole moments with respect to the internal reference frame,
i.e. by changing both θ and φ angles. When the approximate formulation of R
is used, this feature can be employed to check the sensitivity of the excitonic CD
spectrum to the changing in the orientation of transition electric dipole moments.
The new components of the electric transition dipole moments are first computed
with respect to the external reference frame on the basis of the new azimuth, θ′
and zenith φ′ angles:
µ˜x =µ · sin(θ′) cos(φ′)
µ˜y =µ · sin(θ′) sin(φ′)
µ˜z =µ · cos(θ′)
(B.17)
Then the dipole moment µ˜ is rotated using the transformation:
µ˜′ = N · µ˜ (B.18)
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where µ˜′ contains the components of the new transition dipole moments expressed
in the external cartesian coordinate system that can be used for the excitonic
calculation.
Appendix C
Normal Mode Analysis of FMO
C.1 Structural analysis
Mg out-of-plane displacement
For an isolated BChl molecule the central tetra-coordinated Mg is located on
the plane defined by the porphyrin ring atoms. When the BChl is embedded
in a protein environment (or solvated), an axial coordination to Mg can occur.
The presence of the axial ligand keeps the Mg out of the porphyrin plane and
this displacement can be computed using different geometrical parameters: i) the
angle between NA-Mg-NC and NB-Mg-ND (α) that will be less than 180◦ if the
Mg is out of plane; ii) the distance between the Mg and the plane defined by the
position of three of the four N atoms (∆z). In Fig. C.1 we report the averaged
values of these two quantities computed along the MD simulation.
All the BChls show similar α angles values of about 4-5◦ less than 180◦ that
correspond to a planar conformation. The decrement can be ascribed to different
effects: a real Mg out-of-plane displacement, a porphyrin ring bending induced
by the conformation of the binding pocket or a combination of both of the two
effects. The average ∆z displacement is in the range of +/- 1 A˚ and the high value
of the standard deviation (represented by the red bars in Fig. C.1(b)) indicates a
large fluctuation of ∆z during the dynamics. However, we have to underline that
the porphyrin plane is not geometrically well defined because of the fluctuations
due to the vibrational motions during the dynamics, which can lead to a distorted
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Figure C.1: (a) Average value of the angle between NA-Mg-NC and NB-Mg-
ND (deg). (b) Average value of the distance between the Mg atom and the
plane defined by the position of NA, NB, NC nitrogen atoms. Vertical bars are
the standard deviations.
porphyrin structure. In the latter case the position of the three nitrogen atoms
could be not representative of the “mean” plane of the porphyrin ring. It is also
difficult to find a relation between ∆z and the average distance between the Mg
atoms and its axial ligand (see Fig. C.2).
Figure C.2: Average distance (A˚) between the Mg and the donor axial ligand
atom (the list of the axial ligands is reported in Table S1). Value for BChl 2
is omitted because of the water molecule coordinating the Mg. For the BChl
8 two data are reported: the filled circle refers to the Tyr-123 and the empty
circle to Ser-168.
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C.2 Normal-coordinate structural decomposition
(NSD)
An useful approach to quantify and classify the structural deformations of the
porphyrin macrocycle is based on the normal-coordinate structural decomposition
(NSD) procedure. Such procedure allows to decompose the deformation of the
molecule, with respect to a reference structure, using the normal coordinates.
The NSD procedure for porphyrin-like molecules was originally proposed by Shel-
nutt[4] and applied to different porphyrin cofactors analyzing crystallographic
data.[184, 185, 234–236] For our purpose we revised the original procedure and
we developed a python code able to perform the NSD analysis by processing many
different frames coming from a MD simulation (a total of 2200 structural decom-
positions have been performed).
Computational procedure
First, we optimized the geometry of a simplified BChl molecule (ref-BChl), where
the phytyl chain has been cut and all the methyl and ethyl group are replaced by
hydrogen atoms. The ref-BChl structure was optimized at B3LYP/6-31G(d) level
of theory, using the Gaussian09 suite of programs. On the optimized geometry
of ref-BChl, reported in Fig.C.3, we performed a vibronic analysis at the same
level of theory. The resulting normal modes are expressed in internal coordinates:
translational and rotational contributions are already separated by the program.
In the vibronic analysis the mass of all H atoms was set to 0.001 u.m.a. in order to
separate the internal motions involving these atoms. Only 31 weight atoms (Mg,
C, N and O of the ring) that contributes to the first 87 normal modes involving
the porphyrin ring deformation have been considered for the NSD analysis. These
normal modes can be divided into two main classes: in-plane and out-of-plane
deformations.
In the vibrational analysis performed by Gaussian, the Hessian matrix is diagonal-
ized in the mass-weighted coordinate system. After the separation of translations
and rotations, the normal modes in cartesian coordinates are saved in the out-
put file. For each normal mode k we have a matrix (dimension 31 x 3) where
the elements represent the cartesian displacement of the atom i with respect to
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Figure C.3: ref-BChl optimized structure used for NSD analysis (hydrogen
atoms have been omitted).
the equilibrium position. We can transform the normal modes, expressed in the
cartesian coordinates, in the root-mass weighted coordinates:
C˜k = M˜1/2Ck (C.1)
where is the diagonal matrix containing the atomic masses. In the root-mass
weighted coordinates, the normal modes become orthogonal, and can be also easily
normalized:
Q˜k =
C˜k
‖C˜k‖
(C.2)
{
Q˜k
}
is the orthonormal basis set where the BChl deformation can be repre-
sented. Let S˜0 be the coordinates matrix of the reference geometry of the op-
timized red-BChl molecule containing only the selected heavy atoms, and let S˜
be the coordinates matrix representing the BChl structure to analyze having the
same dimension of S˜0. The first step of the NSD analysis requires superimposing
the two structures in order to compute a deformation matrix:
D = S− S0 (C.3)
The superimposition can be easily performed by minimizing the distance between
the equivalent atoms, using the standard RMSD approach. By multiplying for
M−1/2, we obtain the deformation matrix in the root-mass weighted coordinates:
D˜ = M−1/2D (C.4)
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Now we can express the D˜ matrix on the basis of Q˜k, where the coefficient of the
expansion d˜k represents the contribution of the deformation along mass-weighted
normal mode k to the total deformation. Since we are working in the root-mass
weighted coordinates, d˜k cannot represent directly the “displacement” along the
k normal mode.
D˜ =
N∑
k=1
d˜kQ˜k (C.5)
The expansion coefficients can be easily obtained by multiplying for Q˜l and using
the orthonormality relation:
Q˜†l D˜ =
N∑
k=1
d˜kQ˜†l Q˜k = d˜l (C.6)
The d˜k coefficients can be normalized and the distortion along the normal mode
k can be expressed as percentage contribution:
c˜k =
d˜k√∑N
k=1 d˜
2
k
· 100 (C.7)
At the end we can also reconstruct the deformation matrix in the cartesian coor-
dinates:
D˜′ =
N∑
k=1
D′k = d˜kQkM−1/2 (C.8)
If the separation between the vibration of heavy and light atoms is acceptable,
and all the normal modes involving the motion of the heavy atoms are considered,
D˜′ should match with D˜ and the structure of S˜ can be reproduced starting from
S˜0 and applying the deformation:
S′ = D′ + S0 = S (C.9)
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Otherwise, if a reduced basis set is used for the NSD analysis, the S′ structure will
differ from S and we can compute the goodness of the estimated structure by the
deviations of the positions between S and S′:
error = ‖S′ − S‖ (C.10)
Which normal modes have the major contribution to the
BChl deformation?
First we performed a complete analysis by computing the d˜k coefficients for the
eight BChl molecules in each frame. For each normal mode k, the coefficients
were normally distributed and showed similar standard deviation values. In order
to identify the normal modes which have the major contribution to the BChl
deformation we report in Fig. C.4 the average values of contributions for the first
43 normal modes (the higher-frequency normal modes are omitted because their
contributions are all smaller than 1%).
Figure C.4: Average contribution of the first 43 low-energy normal modes to
the BChl distortion.
The first 9 normal modes show the most relevant contributions for all the eight
BChls, except BChl 3. For the latter, the largest contribution is found for nor-
mal mode 41, and also normal modes 23, 32, 43, 53, 54, 58 have a no negligible
contribution of 4-5% (see green bars). All these normal modes involve the motion
of the side acetyl group. The role of the carbonyl is evident also from the high
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contribution of the normal mode 86 (13%), corresponding to the C=O stretching.
This peculiarity, which appears only for BChl 3, can be related to the presence of
a H-bond between the carbonyl group and the hydroxyl group of Tyr-15.
In order to simplify the NSD analysis we consider a reduced basis set selecting
only the normal modes having the major contributions (> 10%) in the BChl
deformation, which correspond to the normal modes: 1-9, 19 and 34. A smaller
basis set gives a higher value of the error in the structure reproduction, but the
goodness of the NSD decomposition is maintained (see example in Fig. C.5).
Figure C.5: Structure of BChl 1 extracted from the first snapshot of MD (red)
compared with the reconstructed structure (black) obtained by deformation of
the reference planar structure (green) using the reduced normal mode basis.
The RMSD between the real and the reconstructed structures is 0.55 A˚.
The decomposition on the 11 selected normal modes shows that the average value
of d˜k is different from zero. d˜k coefficient can be positive or negative, depending on
the verse of displacement along the normal mode k. The selected normal modes
are represented in Fig. C.6.
If we would simulate the BChl motions in vacuo, the average values of such coef-
ficients should approach zero (corresponding to an average structure of the planar
BChl). In our MD 17 simulation both the protein environment and the solvent
are present and the equilibrium geometry is perturbed. Each BChl shows a char-
acteristic set of d˜k. Some similarity can be found for BChl 1-2 and 6-7 but not
clear correlations can be found along the series. As expected the BChl 3 show a
different behaviour, especially for normal modes 19 and 34.
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Figure C.6: Schematic representation of the selected normal modes for the
NSD analysis of the ref-BChl molecule. Only the larger displacements are rep-
resented with the black vectors. Normal modes 1-7 and 9 refers to out-of-plane
displacements, normal modes 8,19 and 34 refers to in-plane displacements.
C.3 Correlations between ring deformations and
spectral shifts
Recently Zucchelli and coworkers have pointed out that the chlorophyll ring de-
formation modulates the Qy electronic energy in chlorophyll protein complexes,
[184, 185] and they have predicted the energy shift correlating the ring defor-
mations with the energy gap between the frontier orbitals using a Gouterman’s
model. It is thus interesting to investigate if the ring deformations of the BChls
can explain the observed energy differences in VAC@MD results.
To answer this question, first we computed the Qy transition energy of the ref-BChl
structure at the B3LYP/6-31G(d) level of theory (E = 1.9179 eV), then, starting
from the reference structure we deformed it using the average coefficients reported
in Fig. C.7 to obtain an average BChl structure (ave-BChl) for which we computed
the site energy. In general the site energies of ave-BChls are shifted of -15 meV
with respect to the reference value, but not significant differences were found in the
relative energies (< 10 meV). This analysis does not include the BChl 3, for which
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Figure C.7: Average d˜k coefficients for the eight BChls referred to the selected
normal modes.
we cannot build a significant structure with the small basis set. In conclusion, the
observed trend of the VAC@MD data cannot be reproduced by using an “average
structure” computed on the basis of an average ring deformation.
BChl E Qy (eV)
reference 1.9179
ave-1 1.9016
ave-2 1.8999
ave-4 1.9068
ave-5 1.9073
ave-6 1.9038
ave-7 1.9059
ave-8 1.9017
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