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1. Introduction
Polynomial interpolation has several attractive features, however, polynomial interpolation of a given function often
has the drawback of producing approximations that may be wildly oscillatory. To overcome this difficulty, we divide the
interval of interest into small subintervals and in each subinterval we construct polynomials of relatively low degree and
finally ‘piece together’ these polynomials — therefore the term ‘piecewise interpolation’. This subject has steadily developed
over the past sixty years, and at present there are thousands of research papers on piecewise polynomial interpolation and
their applications, see [1–4].
Complementary Lidstone interpolationwas very recently introduced in [5] and drawn on by Agarwal, Pinelas andWong in
[6], where they considered an odd order differential equation
(−1)mx(2m+1)(t) = f (t, x, x′, . . . , x(q)), t ∈ (0, 1), m ≥ 1 (1.1)
(0 ≤ q ≤ 2m is fixed) together with boundary data at the odd order derivatives
x(0) = α0, x(2k−1)(0) = αk, x(2k−1)(1) = βk, 1 ≤ k ≤ m. (1.2)
The boundary conditions (1.2) are known as complementary Lidstone boundary conditions. In the field of approximation
theory, complementary Lidstone interpolating polynomial of degree 2m satisfies complementary Lidstone conditions
P(0) = x(0), P (2k−1)(0) = x(2k−1)(0), P (2k−1)(1) = x(2k−1)(1), 1 ≤ k ≤ m. (1.3)
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Complementary Lidstone interpolation naturally complements Lidstone interpolation [7–9] that involves even order
derivatives. To be precise, the Lidstone interpolating polynomial of degree (2m − 1) satisfies the Lidstone conditions
P (2k)(0) = x(2k)(0), P (2k)(1) = x(2k)(1), 0 ≤ k ≤ m−1. Further, the complementary Lidstone boundary value problem (1.1),
(1.2) complements the Lidstone boundary value problem that consists of the even order differential equation x(2m)(t) =
f (t, x, x′, . . . , x(q)) (0 ≤ q ≤ 2m − 1 is fixed) and the Lidstone boundary conditions x(2k)(0) = αk, x(2k)(1) = βk, 0 ≤ k ≤
m−1. Lidstone interpolation has a long history since 1929 when Lidstone [10] introduced a generalization of Taylor’s series
that approximates a given function in the neighborhood of two points instead of one. In terms of completely continuous
functions it has been characterized in [11–18], and others. Further, the Lidstone boundary value problem and several of
its particular cases have been the subject matter of several investigations [19,7,20–32]. Other work on piecewise Lidstone
interpolation and Lidstone splines can be found in [33,21,34,5,35–38].
Motivated by all these related works, in this paper we shall provide explicit representations of piecewise complementary
Lidstone interpolates in one and two independent variables, and obtain the error bounds for the derivatives in L∞ and L2
norms. The outline of the paper is as follows. In Section 2, we list the notations used and state some preliminary results
from [6]. One-variable piecewise complementary Lidstone interpolation is developed in Section 3 and thereafterwe establish
the error inequalities in L∞ and L2 norms. Finally, in Section 4 we discuss two-variable piecewise complementary Lidstone
interpolation and derive the related error inequalities in L∞ and L2 norms.
2. Preliminaries
We shall list the notations used in this paper. Let −∞ < a < b < ∞ and −∞ < c < d < ∞. We let
∆ : a = t0 < t1 < · · · < tN+1 = b and ∆′ : c = u0 < u1 < · · · < uM+1 = d denote uniform partitions of [a, b]
and [c, d] with step sizes h = b−aN+1 and ` = d−cM+1 , respectively. Further, we let ρ = ∆ × ∆′ be a rectangular partition of
[a, b] × [c, d]. For the functions x(t) and f (t, u) and each positive integer r , we shall denote Drx = dr xdtr ,Drt f = ∂
r f
dtr and
Druf = ∂
r f
∂ur . For each positive integer r and for each p, 1 ≤ p ≤ ∞, we will let PC r,p[a, b] be the set of all real-valued
functions x(t) such that (i) x(t) is (r − 1) times continuously differentiable on [a, b], (ii) there exist si, 0 ≤ i ≤ L + 1 with
a = s0 < s1 < · · · < sL+1 = b such that on each open subinterval (si, si+1), 0 ≤ i ≤ L,Dr−1x is continuously differentiable,
and (iii) the Lp-norm of Drx is finite, i.e.,
‖Drx‖p =
(
L∑
i=0
∫ si+1
si
|Drx(t)|pdt
) 1
p
<∞, 1 ≤ p <∞
and when p = ∞,
‖Drx‖∞ = max
0≤i≤L
sup
t∈(si,si+1)
|Drx(t)| <∞.
Similarly, for each positive integer r and for each p, 1 ≤ p ≤ ∞, we will let PC r,p([a, b]× [c, d]) be the set of all real-valued
functions f (t, u) such that (i) f (t, u) is (r − 1) times continuously differentiable, i.e., Dµt Dνuf , 0 ≤ µ+ ν ≤ r − 1 exists and
is continuous on [a, b] × [c, d], (ii) there exist si, 0 ≤ i ≤ L + 1 and zj, 0 ≤ j ≤ R + 1 with a = s0 < s1 < · · · < sL+1 = b
and c = z0 < z1 < · · · < zR+1 = d such that on each open subrectangle (si, si+1) × (zj, zj+1), 0 ≤ i ≤ L, 0 ≤ j ≤ R
and for all 0 ≤ µ ≤ r − 1, 0 ≤ ν ≤ r − 1 such that µ + ν = r − 1,Dµt Dνuf is continuously differentiable, and (iii) for all
0 ≤ µ ≤ r, 0 ≤ ν ≤ r such that µ+ ν = r the Lp-norm of Dµt Dνuf is finite, i.e.,
‖Dµt Dνuf ‖p =
(
L∑
i=0
R∑
j=0
∫ si+1
si
∫ zj+1
zj
|Dµt Dνuf (t, u)|pdudt
) 1
p
<∞, 1 ≤ p <∞
and when p = ∞,
‖Dµt Dνuf ‖∞ = max0≤i≤L
0≤j≤R
sup
(t,u)∈(si,si+1)×(zj,zj+1)
|Dµt Dνuf (t, u)| <∞.
Wewill also need the set PC r1,r2,p([a, b]×[c, d]) of all real-valued functions f (t, u) such that (i)Dµt Dνuf , 0 ≤ µ ≤ r1−1, 0 ≤
ν ≤ r2−1 exists and is continuous on [a, b]×[c, d], (ii) on each open subrectangle (si, si+1)×(zj, zj+1), 0 ≤ i ≤ L, 0 ≤ j ≤ R
and for all 0 ≤ µ ≤ r1, 0 ≤ ν ≤ r2,Dµt Dνuf exists and is continuous, and (iii) for all 0 ≤ µ ≤ r1, 0 ≤ ν ≤ r2 the Lp-norm of
Dµt Dνuf is finite.
We shall also need the following fundamental results.
Lemma 2.1 (Wirtinger’s Inequality [33]). If x(t) ∈ PC1,2[a, b] and x(a) = x(b) = 0, then∫ b
a
x2(t)dt ≤ (b− a)
2
pi2
∫ b
a
[Dx(t)]2dt.
Moreover, in the above relation equality holds if and only if x(t) = c sin[pi(x− a)/(b− a)], where c is an arbitrary constant.
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Corollary 2.2 ([33]). If x(t) ∈ PC2,2[a, b] and x(a) = x(b) = 0, then∫ b
a
x2(t)dt ≤ (b− a)
4
pi4
∫ b
a
[D2x(t)]2dt.
Moreover, in the above relation equality holds if and only if x(t) = c sin[pi(x− a)/(b− a)], where c is an arbitrary constant.
Lemma 2.3 (Jensen’s Inequality [33]). Let 0 < q < p and let ai, 1 ≤ i ≤ n be nonnegative numbers. Then(
n∑
i=1
api
) 1
p
≤
(
n∑
i=1
aqi
) 1
q
.
Definition 2.1. For a given function x : C (2m+1)[0, 1] → R, let P2m(t) be the interpolating polynomial of degree 2m satisfying
the complementary Lidstone conditions
P2m(0) = x(0), P (2k−1)2m (0) = x(2k−1)(0), P (2k−1)2m (1) = x(2k−1)(1), 1 ≤ k ≤ m. (2.1)
Then, P2m(t) is known as the complementary Lidstone interpolating polynomial of x.
Theorem 2.4 ([5,6]). Let x ∈ C (2m+1)[0, 1]. Then,
x(t) = P2m(t)+ R(t), (2.2)
where P2m(t) is the complementary Lidstone interpolating polynomial of degree 2mand R(t) is the residue term given respectively
by
P2m(t) = x(0)+
m∑
k=1
[
x(2k−1)(0)(vk(1)− vk(1− t))+ x(2k−1)(1)(vk(t)− vk(0))
]
(2.3)
and
R(t) =
∫ 1
0
hm(t, s)x(2m+1)(s)ds. (2.4)
Here
hm(t, s) =
∫ t
0
gm(τ , s)dτ =

−
m∑
k=1
(vk(t)− vk(0)) (1− s)
2m−2k+1
(2m− 2k+ 1)! , t ≤ s
s2m
(2m)! +
m∑
k=1
(vk(1− t)− vk(1)) s
2m−2k+1
(2m− 2k+ 1)! , s ≤ t
(2.5)
and
vk(t) = Λ′k(t), k ≥ 0 (2.6)
where gm(t, s) andΛk(t) are given by
g1(t, s) =
{
(t − 1)s, s ≤ t
(s− 1)t, t ≤ s gm(t, s) =
∫ 1
0
g1(t, τ )gm−1(τ , s)dτ , m ≥ 2
Λ0(t) = t, Λ′′k (t) = Λk−1(t), Λk(0) = Λk(1) = 0, k ≥ 1
Λk(t) =
∫ 1
0
gk(t, s)sds, Λk(1− t) =
∫ 1
0
gk(t, s)(1− s)ds, k ≥ 1. (2.7)
Remark 2.1. From (2.6) it is clear that v0(t) = 1; v′k(t) = Λk−1(t), k ≥ 1;
∫ 1
0 vk(s)ds = 0, k ≥ 1; v′k(0) = 0, k ≥ 1; v′k(1) =
0, k ≥ 2; v′k(t) =
∫ t
0 vk−1(s)ds, k ≥ 1; and
v0(t) = 1, v1(t) = t
2
2
− 1
6
, v2(t) = t
4
24
− t
2
12
+ 7
360
.
Theorem 2.5 ([6]). Let x ∈ C (2m+1)[0, 1]. Then,
|x(k)(t)− P (k)2m(t)| ≤ C2m+1,k maxt∈[0,1] |x
(2m+1)(t)|, 0 ≤ k ≤ 2m (2.8)
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where
C2m+1,0 = (−1)m 4
(
22m+2 − 1)
(2m+ 2)! B2m+2
C2m+1,2k−1 = (−1)
m−k+1E2m−2k+2
22m−2k+2(2m− 2k+ 2)! , 1 ≤ k ≤ m
C2m+1,2k = (−1)m−k 2
(
22m−2k+2 − 1)
(2m− 2k+ 2)! B2m−2k+2, 1 ≤ k ≤ m.
(Note Bj is the jth Bernoulli number and Ej is the jth Euler number, C3,0 = 112 , C3,1 = 18 , C3,2 = 12 , C5,0 = 1120 , C5,1 =
5
384 , C5,2 = 124 , C5,3 = 18 , C5,4 = 12 ). Moreover, the constants C2m+1,k in (2.8) are the best possible, as equalities hold for the
function x(t) = E2m+1(t) − E2m+1(0) (where E2m+1(t) is the Euler polynomial of degree (2m + 1)) whose complementary
Lidstone interpolating polynomial P2m(t) ≡ 0, and only for this function up to a constant factor.
3. Piecewise complementary Lidstone interpolation
For a fixed∆, we define the set
Lm(∆) = {p(t) ∈ C[a, b] : p(t) is a polynomial of degree at most 2m in each subinterval [ti, ti+1], 0 ≤ i ≤ N}.
It is clear that Lm(∆) is of dimension [(2m+ 1)(N + 1)− N].
Definition 3.1. For a given function x(t) ∈ C (2m−1)[a, b], we say L∆mx(t) is the Lm(∆)-interpolate of x(t), also known as the
complementary Lidstone interpolate of x(t) if L∆mx(t) ∈ Lm(∆)with
L∆mx(tj) = x(tj) = xj, 0 ≤ j ≤ N;
D2k−1L∆mx(ti) = x(2k−1)(ti) = x(2k−1)i , 1 ≤ k ≤ m, 0 ≤ i ≤ N + 1.
In view of Theorem 2.4, L∆mx(t) exists uniquely and can be expressed explicitly in the subinterval [ti, ti+1] as
L∆mx(t) = xi +
m∑
k=1
{
x(2k−1)i
[
vk(1)− vk
(
ti+1 − t
h
)]
+ x(2k−1)i+1
[
vk
(
t − ti
h
)
− vk(0)
]}
h2k−1,
t ∈ [ti, ti+1], 0 ≤ i ≤ N. (3.1)
Therefore, it follows that
L∆mx(t) =
N∑
i=0
xism,i(t)+
N+1∑
i=0
m∑
j=1
x(2j−1)i rm,i,j(t), (3.2)
where sm,i(t), 0 ≤ i ≤ N and rm,i,j(t), 0 ≤ i ≤ N + 1, 1 ≤ j ≤ m satisfy
D2ν−1sm,i(t) = 0, 1 ≤ ν ≤ m, t ∈ [tµ, tµ+1], 0 ≤ µ ≤ N (3.3)
and
D2ν−1rm,i,j(tµ) = δiµδνjh2j−1, 1 ≤ ν ≤ m, 0 ≤ µ ≤ N + 1; (3.4)
and appear as
sm,i(t) = 1, t ∈ [ti, ti+1], 0 ≤ i ≤ N
= 0, otherwise (3.5)
and
rm,i,j(t) =
[
vj(1)− vj
(
ti+1 − t
h
)]
h2j−1, t ∈ [ti, ti+1], 0 ≤ i ≤ N
=
[
vj
(
t − ti−1
h
)
− vj(0)
]
h2j−1, t ∈ [ti−1, ti], 1 ≤ i ≤ N + 1
= 0, otherwise. (3.6)
It is clear from Definition 3.1 as well as the representation (3.2) that the function x(t) need not be in C (2m−1)[a, b], rather
it is sufficient that for the function x(t), L∆mx(ti) = x(ti) = xi, 0 ≤ i ≤ N and D2k−1L∆mx(ti) = x(2k−1)(ti) = x(2k−1)i , 1 ≤ k ≤
m, 0 ≤ i ≤ N + 1 exist.
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Theorem 3.1. Let x(t) ∈ PC2m+1,∞[a, b]. Then
‖Dk(x− L∆mx)‖∞ ≤ C2m+1,kh2m+1−k‖D2m+1x‖∞, 0 ≤ k ≤ 2m. (3.7)
Proof. This follows from Theorem 2.5. 
Remark 3.1. It is clear from Theorem 2.5 that the constants C2m+1,k are the best possible in the inequalities (3.7).
Theorem 3.2. Let x(t) ∈ PC2m−1,∞[a, b]. Then
‖Dk(x− L∆mx)‖∞ ≤ C2m−1,kh2m−1−k max0≤i≤N supt∈(ti,ti+1)
∣∣∣∣D2m−1x(t)− ( ti+1 − th
)
x(2m−1)i −
(
t − ti
h
)
x(2m−1)i+1
∣∣∣∣ (3.8)
≤ 2C2m−1,kh2m−1−k‖D2m−1x‖∞, 0 ≤ k ≤ 2m− 1. (3.9)
Proof. Without loss of generality, we let a = 0, b = 1 and h = 1 so that (3.1) gives
L∆mx(t) = x(0)+
m∑
k=1
[
x(2k−1)(0)(vk(1)− vk(1− t))+ x(2k−1)(1)(vk(t)− vk(0))
]
.
Therefore, from Theorem 2.4 for any x(t) ∈ PC2m+1,1[0, 1] it follows that
x(t)− L∆mx(t) =
∫ 1
0
hm(t, s)D2m+1x(s)ds. (3.10)
Using integration by parts in the right side of (3.10), and noting from (2.5) that hm(t, 0) = hm(t, 1) = 0, we get
x(t)− L∆mx(t) = −
∫ 1
0
h¯m(t, s)D2mx(s)ds, (3.11)
where
h¯m(t, s) = ∂hm(t, s)
∂s
=

m∑
k=1
(vk(t)− vk(0)) (1− s)
2m−2k
(2m− 2k)! , t ≤ s
s2m−1
(2m− 1)! +
m∑
k=1
(vk(1− t)− vk(1)) s
2m−2k
(2m− 2k)! , s ≤ t.
(3.12)
It can be checked that
h¯m(t, 0) = vm(1− t)− vm(1), h¯m(t, 1) = vm(t)− vm(0), ∂ h¯m(t, s)
∂s
= hm−1(t, s). (3.13)
Moreover, in view of (2.5)–(2.7) we find
h¯m(t, 0) = vm(1− t)− vm(1) = Λ′m(1− t)−Λ′m(1) = −
∫ 1
1−t
Λ′′m(s)ds
= −
∫ 1
1−t
Λm−1(s)ds = −
∫ t
0
Λm−1(1− s)ds = −
∫ t
0
(∫ 1
0
gm−1(s, τ )(1− τ)dτ
)
ds
= −
∫ 1
0
(∫ t
0
gm−1(s, τ )ds
)
(1− τ)dτ = −
∫ 1
0
hm−1(t, τ )(1− τ)dτ (3.14)
and
h¯m(t, 1) = vm(t)− vm(0) = Λ′m(t)−Λ′m(0) =
∫ t
0
Λ′′m(s)ds
=
∫ t
0
Λm−1(s)ds =
∫ t
0
(∫ 1
0
gm−1(s, τ )τdτ
)
ds
=
∫ 1
0
(∫ t
0
gm−1(s, τ )ds
)
τdτ =
∫ 1
0
hm−1(t, τ )τdτ . (3.15)
Now, integrating by parts the right side of (3.11) and also noting (3.13)–(3.15) gives
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x(t)− L∆mx(t) = −h¯m(t, 1)x(2m−1)(1)+ h¯m(t, 0)x(2m−1)(0)+
∫ 1
0
∂ h¯m(t, s)
∂s
D2m−1x(s)ds
= −(vm(t)− vm(0))x(2m−1)(1)+ (vm(1− t)− vm(1))x(2m−1)(0)+
∫ 1
0
hm−1(t, s)D2m−1x(s)ds
=
∫ 1
0
hm−1(t, s)
[−sx(2m−1)(1)− (1− s)x(2m−1)(0)+ D2m−1x(s)] ds.
Therefore, we have for t ∈ [0, 1] and 0 ≤ k ≤ 2m− 1,
|Dk(x(t)− L∆mx(t))| ≤
∫ 1
0
∣∣∣∣∂khm−1(t, s)∂tk
∣∣∣∣ ds · sup
t∈(0,1)
∣∣D2m−1x(t)− tx(2m−1)(1)− (1− t)x(2m−1)(0)∣∣ (3.16)
≤
∫ 1
0
∣∣∣∣∂khm−1(t, s)∂tk
∣∣∣∣ ds · sup
t∈(0,1)
∣∣D2m−1x(t)∣∣ [1+ t + (1− t)]
= 2
∫ 1
0
∣∣∣∣∂khm−1(t, s)∂tk
∣∣∣∣ ds · sup
t∈(0,1)
∣∣D2m−1x(t)∣∣ . (3.17)
Note that
max
t∈[0,1]
∫ 1
0
∣∣∣∣∂khm−1(t, s)∂tk
∣∣∣∣ ds = maxt∈[0,1]
∫ 1
0
∣∣∣∣∂k−1gm−1(t, s)∂tk−1
∣∣∣∣ ds = C2m−1,k, 0 ≤ k ≤ 2m− 1 (3.18)
where the last equality follows from [7]. The proof is complete by substituting (3.18) into (3.16) and (3.17). 
Remark 3.2. For each k the inequality (3.8) is the best possible, as equality holds for the function x(t) = E2m−1(t)−E2m−1(0)
for a = 0, b = 1 and h = 1, whose complementary Lidstone interpolate is L∆m(E2m−1(t)− E2m−1(0)) = vm(1)− vm(1− t)+
vm(t)− vm(0), and only for this function up to a constant factor. We also note that the inequality connecting the right sides
of (3.8) and (3.9) is also the best possible. For this, it suffices to note that for the continuous function
x(t) =

−1+ 4t, 0 ≤ t ≤ 1
2
3− 4t, 1
2
≤ t ≤ 1
the equalitymaxt∈[0,1] |x(t)−(1−t)x(0)−tx(1)| = 2maxt∈[0,1] |x(t)| holds. However, as such the sharpness of (3.9) remains
undecided.
Theorem 3.3. Let x(t) ∈ PC2m,∞[a, b], 1 ≤ m ≤ 3. Then
‖Dk(x− L∆mx)‖∞ ≤ ζ2m,kh2m−k‖D2mx‖∞, 0 ≤ k ≤ 2m− 1 (3.19)
where the constants ζ2m,k are given in the following table.
k m = 1 m = 2 m = 3
0 14
7817
600 000
1
240
∗
1 12
1
24
121
√
3
51 840
2 2
√
3
27
2(3+√30)(225−30√30) 12
10 125
3 12
1
24
4 2
√
3
27
5 12
All ζ2m,k are exact maxima except ζ6,0 which is indicated with ∗.
Proof. Without loss of generality, we let a = 0, b = 1 and h = 1. Then, it follows from (3.11) that
|Dk(x− L∆mx)(t)| ≤
(∫ 1
0
∣∣∣∣∂kh¯m(t, s)∂tk
∣∣∣∣ ds) ‖D2mx‖∞, 0 ≤ k ≤ 2m− 1 (3.20)
where h¯m(t, s) is defined in (3.12). The constants ζ2m,k are obtained by maximizing (if possible) or giving an upper bound of∫ 1
0
∣∣∣ ∂k h¯m(t,s)
∂tk
∣∣∣ ds over t ∈ [0, 1]. Indeed, all ζ2m,k given in the table are exact maxima except ζ6,0.
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Casem = 1: From (3.12) and the explicit expressions of some vk(t) in Remark 2.1, we obtain
h¯1(t, s) =

t2
2
, t ≤ s
s+ 1
2
[(1− t)2 − 1], s ≤ t
and then
|h¯1(t, s)| =

t2
2
, t ≤ s ≤ 1
−s− 1
2
[(1− t)2 − 1], 0 ≤ s ≤ t1
s+ 1
2
[(1− t)2 − 1], t1 ≤ s ≤ t
where t1 = 12 [1− (1− t)2] ∈ [0, t] for all t ∈ [0, 1]. Subsequently, we find∫ 1
0
|h¯1(t, s)|ds =
∫ t1
0
{
−s− 1
2
[(1− t)2 − 1]
}
ds+
∫ t
t1
{
s+ 1
2
[(1− t)2 − 1]
}
ds+
∫ 1
t
t2
2
ds
= t
2(t − 2)2
4
= p2,0(t).
Clearly, maxt∈[0,1] p2,0(t) = p2,0(1) = 14 = ζ2,0. Next, we have
∂ h¯1(t, s)
∂t
=
{
t, t < s
−(1− t), s < t.
Hence,∫ 1
0
∣∣∣∣∂ h¯1(t, s)∂t
∣∣∣∣ ds = ∫ t
0
(1− t)ds+
∫ 1
t
tds = 2t(1− t) = p2,1(t)
and maxt∈[0,1] p2,1(t) = p2,1
( 1
2
) = 12 = ζ2,1.
Casem = 2: We have
h¯2(t, s) =

t2
12
[3(1− s)2 − 1] + t
4
24
= A, t ≤ s
s2
24
(4s− 6)+ (1− t)
2
12
(3s2 − 1)+ 1
24
[(1− t)4 + 1] = B, s ≤ t.
For t ≤ s, we find
|h¯2(t, s)| =

A, s ≤ t2, t ∈
[
0,
6−√8
7
]
−A, s ≥ t2, t ∈
[
0,
6−√8
7
]
−A, t ∈
[
6−√8
7
, 1
]
where t2 = 1−
(
2−t2
6
) 1
2 ∈ [t, 1] for t ∈
[
0, 6−
√
8
7
]
. For s ≤ t , we obtain
|h¯2(t, s)| =

B, t ∈
[
0,
6−√8
7
]
B, s ≤ t3, t ∈
[
6−√8
7
, 1
]
−B, s ≥ t3, t ∈
[
6−√8
7
, 1
]
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where t3 is the root of the equation B(s) = 0 in [0, t] for t ∈
[
6−√8
7 , 1
]
. Taking into account all the above gives
∫ 1
0
|h¯2(t, s)|ds =

1
108
t2(2− t2)(12− 6t2) 12 = p4,0,a(t), t ∈
[
0,
6−√8
7
]
1
24
t3(1− t)(4− 3t)+
∫ t3
0
Bds−
∫ t
t3
Bds = p4,0,b(t), t ∈
[
6−√8
7
, 1
]
≤

p4,0,a
(
6−√8
7
)
= 0.0112, t ∈
[
0,
6−√8
7
]
p4,0,b(1) = ζ4,0, t ∈
[
6−√8
7
, 1
]
≤ ζ4,0.
Using a similar technique, we get
∫ 1
0
∣∣∣∣∂ h¯2(t, s)∂t
∣∣∣∣ ds =

2
27
t(1− t)(1+ t)(3− 3t2) 12 = p4,1,a(t), t ∈
[
0,
1
2
]
2
27
t(t − 1)(t − 2)(6t − 3t2) 12 = p4,1,b(t), t ∈
[
1
2
, 1
]
≤

p4,1,a
(
1
2
)
= ζ4,1, t ∈
[
0,
1
2
]
p4,1,b
(
1
2
)
= ζ4,1, t ∈
[
1
2
, 1
]
= ζ4,1.
Next, we find
∫ 1
0
∣∣∣∣∂2h¯2(t, s)∂t2
∣∣∣∣ ds =

− 2
27
(−1+ 3t2)(3− 9t2) 12 = p4,2,a(t), t ∈
[
0, 1−
√
1
3
]
(
− 4
27
+ 4
9
t − 2
9
t2
)
(−6+ 18t − 9t2) 12 +
(
2
27
− 2
9
t
)
(3− 9t2) 12 = p4,2,b(t),
t ∈
[
1−
√
1
3
,
√
1
3
]
− 1
27
(4− 12t + 6t2)(−6+ 18t − 9t2) 12 = p4,2,c(t), t ∈
[√
1
3
, 1
]
≤

p4,2,a(0) = ζ4,2, t ∈
[
0, 1−
√
1
3
]
p4,2,b
(√
1
3
)
= 0.0406, t ∈
[
1−
√
1
3
,
√
1
3
]
p4,2,c(1) = ζ4,2, t ∈
[√
1
3
, 1
]
≤ ζ4,2.
Finally, we have ∂
3
∂t3
h¯2(t, s) = ∂∂t h¯1(t, s) and so ζ4,3 = ζ2,1.
Casem = 3: From (3.12) we get
h¯3(t, s) =

t2(1− s)4
48
+ t
2(t2 − 2)(1− s)2
48
+ t
2(t4 − 5t2 + 7)
720
= Q , t ≤ s
s5
120
+ s
4[(1− t)2 − 1]
48
+ s
2[(1− t)4 − 2(1− t)2 + 1]
48
+ (1− t)
6 − 5(1− t)4 + 7(1− t)2 − 3
720
= R, s ≤ t.
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For t ≤ s, we find
|h¯3(t, s)| =
{−Q , s ≤ t4, t ∈ [0, α]
Q , s ≥ t4, t ∈ [0, α]
Q , t ∈ [α, 1]
where t4 = 1 −
(
1− 12 t2 − 12
√
11
15 t
4 − 83 t2 + 3215
) 1
2 ∈ [t, 1] for t ∈ [0, α], and α = 0.4897 is a root of the equation
t − t4 = 0. The above enables us to obtain explicit expression of
∫ 1
t |h¯3(t, s)|ds.
However, for s ≤ t , the expression of h¯3(t, s) is a quintic polynomial in s, and R(s) = 0 cannot be solved for s analytically.
Hence, we can only provide an upper bound (but not the explicit expression) for
∫ t
0 |h¯3(t, s)|ds. Here, it is found that
∂
∂sR(t, s) ≥ 0 for s ∈ [0, t], subsequently R(t, s) is nondecreasing in s and therefore
max
s∈[0,t]
|R(t, s)| = max{|R(t, 0)|, |R(t, t)|}.
Using the above relation, we get∫ t
0
|h¯3(t, s)|ds ≤ t ·max{|R(t, 0)|, |R(t, t)|}.
Note that
|R(t, 0)| = −R(t, 0), t ∈ [0, 1] and |R(t, t)| =
{−R(t, t), t ∈ [0, α]
R(t, t), t ∈ [α, 1].
All the above leads to
∫ 1
0
|h¯3(t, s)|ds ≤

t ·max{−R(t, 0),−R(t, t)} −
∫ t4
t
Qds+
∫ 1
t4
Qds, t ∈ [0, α]
t ·max{−R(t, 0), R(t, t)} +
∫ 1
t
Qds, t ∈ [α, 1]
≤

−α · R(α, 0)+
[∫ t4
t
−Qds+
∫ 1
t4
Qds
]
t=α
= 0.0017, t ∈ [0, α]
−R(1, 0)+
[∫ 1
t
Qds
]
t=1
= ζ6,0, t ∈ [α, 1]
≤ ζ6,0.
Next, using a similar technique as in case 2, we find
∫ 1
0
∣∣∣∣∂ h¯3(t, s)∂t
∣∣∣∣ ds =

p6,1,a(t), t ∈
[
0,
1
2
]
p6,1,b(t), t ∈
[
1
2
, 1
]
≤

p6,1,a
(
1
2
)
= ζ6,1, t ∈
[
0,
1
2
]
p6,1,b
(
1
2
)
= ζ6,1, t ∈
[
1
2
, 1
]
= ζ6,1
where
p6,1,a(t) = 150 625
√
15(1− t)(2t + 1)(6t2 − 7t + 7)t(t − 1)
× (36t7 − 84t6 − 44t5 + 56t4 + 89t3 − 91t2 − 56t − 56),
p6,1,b(t) = 210 125
(
450t − 225t2 −
√
3015t(t − 2)(3t2 − 6t + 1)
) 1
2
t(t − 1)(t − 2)
×
(
3t2 − 6t + 6+
√
15t(t − 2)(3t2 − 6t + 1)
)
.
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We also obtain
∫ 1
0
∣∣∣∣∂2h¯3(t, s)∂t2
∣∣∣∣ ds =

p6,2,a(t), t ∈
0, 1− (1− 2√30
15
) 1
2

p6,2,b(t), t ∈
1− (1− 2√30
15
) 1
2
,
(
1− 2
√
30
15
) 1
2

p6,2,c(t), t ∈
(1− 2√30
15
) 1
2
, 1

≤

p6,2,a(0) = ζ6,2, t ∈
0, 1− (1− 2√30
15
) 1
2

p6,2,b
(1− 2√30
15
) 1
2
 = 0.0010, t ∈
1− (1− 2√30
15
) 1
2
,
(
1− 2
√
30
15
) 1
2

p6,2,c(1) = ζ6,2, t ∈
(1− 2√30
15
) 1
2
, 1

≤ ζ6,2
where
p6,2,a(t) = − 210 125 [45t
4 + (3t2 − 1)β1(t)− 3][225− 675t2 − 30β1(t)] 12 ,
p6,2,b(t) = β2(t)+ β2(1− t),
p6,2,c(t) = β2(t)− 1120 (1− t)
5 − 1
6
(1− t)3
(
1
2
t2 − 1
6
)
− (1− t)
(
1
24
t4 − 1
12
t2 + 7
360
)
;
here
β1(t) = (450t4 − 225t2 + 30) 12 ,
β2(t) = − 1120 t
5 − 1
6
t3
[
1
2
(1− t)2 − 1
6
]
+ 1
60
[β3(t)] 52
+ 1
3
[β3(t)] 32
[
1
2
(1− t)2 − 1
6
]
+
[
2
√
β3(t)− t
] [ 1
24
(1− t)4 − 1
12
(1− t)2 + 7
360
]
,
β3(t) = 1− 3(1− t)2 − 12
[
32(1− t)4 − 16(1− t)2 + 32
15
] 1
2
.
Finally, we have ∂
j+2
∂t j+2 h¯3(t, s) = ∂
j
∂t j
h¯2(t, s), j = 1, 2, 3, therefore ζ6,j+2 = ζ4,j, j = 1, 2, 3. This completes the proof. 
Remark 3.3. The sharpness of the inequalities (3.19) remains undecided. However, these inequalities cannot be improved
further by using the same technique.
Nowwe shall obtain error bounds for the derivatives of the interpolation error x(t)−L∆mx(t) in L2 norm.Given the partition
∆, let 〈·〉p (1 ≤ p <∞) be defined as
〈x〉p =
[
N−1∑
i=0
∫ ti+1
ti
|x(s)|pds
] 1
p
.
Clearly, 〈x〉p ≤ ‖x‖p =
[∑N
i=0
∫ ti+1
ti
|x(s)|pds
] 1
p
.
Theorem 3.4. Let x(t) ∈ PC2m,2[a, b]. Then
‖Dk(x− L∆mx)‖2 ≤
(
h
pi
)2m−k
‖D2mx‖2, 1 ≤ k ≤ 2m (3.21)
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and
〈x− L∆mx〉2 ≤
(
h
pi
)2m
〈D2mx〉2. (3.22)
Proof. Using integration by parts and the interpolating conditions (Definition 3.1) it can be shown that for 0 ≤ i ≤ N,∫ ti+1
ti
[D2mL∆mx(t)]2dt +
∫ ti+1
ti
[D2mx(t)− D2mL∆mx(t)]2dt
=
∫ ti+1
ti
[D2mx(t)]2dt + 2
∫ ti+1
ti
D2m[L∆mx(t)− x(t)]D2mL∆mx(t)dt
=
∫ ti+1
ti
[D2mx(t)]2dt + 2D2m−1[x(t)− L∆mx(t)]D2mL∆mx(t)
∣∣ti+1
ti
− 2
∫ ti+1
ti
D2m−1[x(t)− L∆mx(t)]D2m+1L∆mx(t)dt
=
∫ ti+1
ti
[D2mx(t)]2dt. (3.23)
Summing (3.23) from i = 0 to N and then taking the square root yields
‖D2m(x− L∆mx)‖2 ≤ ‖D2mx‖2,
i.e., (3.21) when k = 2m.
Now, for a fixed i such that 0 ≤ i ≤ N , we have D2j−1[x(tµ) − L∆mx(tµ)] = 0 for µ = i, i + 1 and 1 ≤ j ≤ m. Hence,
applying Corollary 2.2 and Lemma 2.1 successively it follows that∫ ti+1
ti
{D2j−1[x(t)− L∆mx(t)]}2dt ≤
(
h
pi
)4 ∫ ti+1
ti
{D2j+1[x(t)− L∆mx(t)]}2dt
≤
(
h
pi
)8 ∫ ti+1
ti
{D2j+3[x(t)− L∆mx(t)]}2dt
· · · · · ·
≤
(
h
pi
)4(m−j) ∫ ti+1
ti
{D2m−1[x(t)− L∆mx(t)]}2dt
≤
(
h
pi
)2(2m−2j+1) ∫ ti+1
ti
{D2m[x(t)− L∆mx(t)]}2dt
≤
(
h
pi
)2(2m−2j+1) ∫ ti+1
ti
[D2mx(t)]2dt, (3.24)
where in the last inequality we have used (3.23). Set k = 2j−1, 1 ≤ j ≤ m.Summing (3.24) from i = 0 to N and then taking
the square root leads to (3.21) when k = 1, 3, . . . , 2m− 1.
Next, for a fixed i such that 0 ≤ i ≤ N and 1 ≤ j ≤ m−1, we find, by using integration by parts and the Cauchy–Schwartz
inequality,∫ ti+1
ti
{D2j[x(t)− L∆mx(t)]}2dt = D2j[x(t)− L∆mx(t)]D2j−1[x(t)− L∆mx(t)]
∣∣ti+1
ti
−
∫ ti+1
ti
D2j−1[x(t)− L∆mx(t)]D2j+1[x(t)− L∆mx(t)]dt
= −
∫ ti+1
ti
D2j−1[x(t)− L∆mx(t)]D2j+1[x(t)− L∆mx(t)]dt
≤
{∫ ti+1
ti
[D2j−1(x(t)− L∆mx(t))]2dt
} 1
2
{∫ ti+1
ti
[D2j+1(x(t)− L∆mx(t))]2dt
} 1
2
≤
(
h
pi
)2m−2j+1 ( h
pi
)2m−2j−1 ∫ ti+1
ti
[D2mx(t)]2dt
=
(
h
pi
)2(2m−2j) ∫ ti+1
ti
[D2mx(t)]2dt, (3.25)
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where (3.24) is used in the last inequality. Set k = 2j, 1 ≤ j ≤ m− 1. Summing (3.25) from i = 0 to N and then taking the
square root gives (3.21) when k = 2, 4, . . . , 2m− 2.
Finally, for a fixed i such that 0 ≤ i ≤ N − 1, we have x(tµ)− L∆mx(tµ) = 0 forµ = i, i+ 1. Hence, applying Corollary 2.2
and (3.25) successively we find∫ ti+1
ti
[x(t)− L∆mx(t)]2dt ≤
(
h
pi
)4 ∫ ti+1
ti
{D2[x(t)− L∆mx(t)]}2dt
≤
(
h
pi
)4 ( h
pi
)2(2m−2) ∫ ti+1
ti
[D2mx(t)]2dt
=
(
h
pi
)2(2m) ∫ ti+1
ti
[D2mx(t)]2dt. (3.26)
Summing (3.26) from i = 0 to (N − 1) and then taking the square root immediately leads to (3.22). 
Corollary 3.5. Let x(t) ∈ PC2m,2[a, b]. Then
〈Dk(x− L∆mx)〉2 ≤
(
h
pi
)2m−k
〈D2mx〉2, 0 ≤ k ≤ 2m. (3.27)
Proof. In the proof of Theorem 3.4, we sum (3.23)–(3.25) from i = 0 to (N−1) (instead of N) and then take the square root,
this gives (3.27) when 1 ≤ k ≤ 2m. The case k = 0 is simply (3.22). 
Theorem 3.6. Let x(t) ∈ PC2m+1,2[a, b]. Then
‖Dk(x− L∆mx)‖2 ≤
(
h
pi
)2m+1−k
‖D2m+1x‖2, 1 ≤ k ≤ 2m+ 1 (3.28)
and
〈x− L∆mx〉2 ≤
(
h
pi
)2m+1
〈D2m+1x〉2. (3.29)
Proof. The inequality (3.28) for k = 2m + 1 is obvious from the fact that L∆mx(t) is a polynomial of degree 2m in each
subinterval [ti, ti+1], 0 ≤ i ≤ N.
Now, for a fixed i such that 0 ≤ i ≤ N and 1 ≤ j ≤ m,we apply Corollary 2.2 repeatedly (as in (3.24)) to get∫ ti+1
ti
{D2j−1[x(t)− L∆mx(t)]}2dt ≤
(
h
pi
)4(m−j) ∫ ti+1
ti
{D2m−1[x(t)− L∆mx(t)]}2dt
≤
(
h
pi
)4(m−j+1) ∫ ti+1
ti
{D2m+1[x(t)− L∆mx(t)]}2dt
=
(
h
pi
)2[2m+1−(2j−1)] ∫ ti+1
ti
[D2m+1x(t)]2dt. (3.30)
Set k = 2j − 1, 1 ≤ j ≤ m. Summing (3.30) from i = 0 to N and then taking the square root leads to (3.28) when
k = 1, 3, . . . , 2m− 1.
Next, for a fixed i such that 0 ≤ i ≤ N and 1 ≤ j ≤ m,we obtain, as in (3.25),∫ ti+1
ti
{D2j[x(t)− L∆mx(t)]}2dt ≤
{∫ ti+1
ti
[D2j−1(x(t)− L∆mx(t))]2dt
} 1
2
{∫ ti+1
ti
[D2j+1(x(t)− L∆mx(t))]2dt
} 1
2
≤
(
h
pi
)2m+1−(2j−1) ( h
pi
)2m+1−(2j+1) ∫ ti+1
ti
[D2m+1x(t)]2dt
=
(
h
pi
)2(2m+1−2j) ∫ ti+1
ti
[D2m+1x(t)]2dt, (3.31)
where we have used (3.30) in the last inequality. Set k = 2j, 1 ≤ j ≤ m. Summing (3.31) from i = 0 to N and then taking
the square root gives (3.28) when k = 2, 4, . . . , 2m.
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Finally, for a fixed i such that 0 ≤ i ≤ N − 1, we apply Corollary 2.2 and (3.31) successively to get∫ ti+1
ti
[x(t)− L∆mx(t)]2dt ≤
(
h
pi
)4 ∫ ti+1
ti
{D2[x(t)− L∆mx(t)]}2dt
≤
(
h
pi
)4 ( h
pi
)2(2m+1−2) ∫ ti+1
ti
[D2m+1x(t)]2dt
=
(
h
pi
)2(2m+1) ∫ ti+1
ti
[D2m+1x(t)]2dt. (3.32)
Summing (3.32) from i = 0 to (N − 1) and then taking the square root immediately leads to (3.29). 
Corollary 3.7. Let x(t) ∈ PC2m+1,2[a, b]. Then
〈Dk(x− L∆mx)〉2 ≤
(
h
pi
)2m+1−k
〈D2m+1x〉2, 0 ≤ k ≤ 2m+ 1. (3.33)
Proof. In the proof of Theorem 3.6, we sum (3.30) and (3.31) from i = 0 to (N − 1) (instead of N) and then take the square
root, this gives (3.33) when 1 ≤ k ≤ 2m. The case k = 2m+ 1 is obvious and the case k = 0 is just (3.29). 
Theorem 3.8. Let p, q ≥ 1, r = max{p, q, 2}, and x(t) ∈ PC2m+j,r [a, b] where j = 0, 1.
(a) For 1 ≤ p ≤ 2 ≤ q, we have
‖Dk(x− L∆mx)‖p ≤
(
h
pi
)2m+j−k
(b− a) 1p− 1q ‖D2m+jx‖q, 1 ≤ k ≤ 2m+ j (3.34)
and
〈x− L∆mx〉p ≤
(
h
pi
)2m+j
(tN − a) 1p− 1q 〈D2m+jx〉q. (3.35)
(b) For p ≥ 2, we have
‖Dk(x− L∆mx)‖p ≤
1
2
h
1
2+ 1p
(
h
pi
)2m+j−k−1
‖D2m+jx‖2, k = 1, 3, . . . , 2m− 1 (3.36)
and
〈x− L∆mx〉p ≤
1
2
h
1
2+ 1p
(
h
pi
)2m+j−1
〈D2m+jx〉2. (3.37)
Proof. (a) For any function ω(t) ∈ PC0,q[a, b] and q ≥ p ≥ 1, Hölder’s inequality gives
‖ω‖p ≤ (b− a) 1p− 1q ‖ω‖q. (3.38)
Therefore, for 1 ≤ p ≤ 2 ≤ q, using (3.38), (3.21) and (3.28) we get for 1 ≤ k ≤ 2m+ j,
‖Dk(x− L∆mx)‖p ≤ (b− a)
1
p− 12 ‖Dk(x− L∆mx)‖2
≤ (b− a) 1p− 12
(
h
pi
)2m+j−k
‖D2m+jx‖2
≤ (b− a) 1p− 12
(
h
pi
)2m+j−k
(b− a) 12− 1q ‖D2m+jx‖q
= (b− a) 1p− 1q
(
h
pi
)2m+j−k
‖D2m+jx‖q,
which is (3.34). The proof of (3.35) is similar, here we use (3.22), (3.29) and an analogy of (3.38) given by 〈ω〉p ≤
(tN − a) 1p− 1q 〈ω〉q.
(b) Let ω(t) ∈ PC1,q[a, b] satisfy ω(ti) = 0, 0 ≤ i ≤ N + 1. Then, we have for t ∈ (ti, ti+1),
ω(t) = 1
2
[∫ t
ti
Dω(s)ds−
∫ ti+1
t
Dω(s)ds
]
,
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which implies
|ω(t)| ≤ 1
2
∫ ti+1
ti
|Dω(s)|ds.
Now an application of Hölder’s inequality provides
|ω(t)| ≤ 1
2
h1−
1
q zi,
where zi =
(∫ ti+1
ti
|Dω(t)|qdt
) 1
q
. For p ≥ 1, it follows that
[
N∑
i=0
∫ ti+1
ti
|ω(t)|pdt
] 1
p
≤ 1
2
h1−
1
q+ 1p
(
N∑
i=0
zpi
) 1
p
.
Applying Lemma 2.3, we obtain
‖ω‖p ≤ 12h
1− 1q+ 1p
(
N∑
i=0
zqi
) 1
q
= 1
2
h1−
1
q+ 1p ‖Dω‖q, 1 ≤ q ≤ p. (3.39)
Now, substitute q = 2 and ω = Dk(x− L∆mx), k = 1, 3, . . . , 2m− 1 in (3.39), we get for p ≥ 2,
‖Dk(x− L∆mx)‖p ≤
1
2
h
1
2+ 1p ‖Dk+1(x− L∆mx)‖2 ≤
1
2
h
1
2+ 1p
(
h
pi
)2m+j−k−1
‖D2m+jx‖2,
where we have used (3.21) and (3.28) in the last inequality. This proves (3.36).
The proof of (3.37) is similar, here let ω(t) ∈ PC1,q[a, tN ] satisfy ω(ti) = 0, 0 ≤ i ≤ N . Then, analogous to (3.39) we have
〈ω〉p ≤ 12h
1− 1q+ 1p
(
N−1∑
i=0
zqi
) 1
q
= 1
2
h1−
1
q+ 1p 〈Dω〉q, 1 ≤ q ≤ p. (3.40)
Now, substitute q = 2 and ω = x− L∆mx in (3.40), we get for p ≥ 2,
〈x− L∆mx〉p ≤
1
2
h
1
2+ 1p 〈D(x− L∆mx)〉2 ≤
1
2
h
1
2+ 1p
(
h
pi
)2m+j−1
〈D2m+jx〉2,
where we have used Corollaries 3.5 and 3.7 in the last inequality. This completes the proof. 
Corollary 3.9. Let p, q ≥ 1, r = max{p, q, 2}, and x(t) ∈ PC2m+j,r [a, b] where j = 0, 1.
(a) For 1 ≤ p ≤ 2 ≤ q, we have
〈Dk(x− L∆mx)〉p ≤
(
h
pi
)2m+j−k
(tN − a) 1p− 1q 〈D2m+jx〉q, 0 ≤ k ≤ 2m+ j. (3.41)
(b) For p ≥ 2, we have
〈Dk(x− L∆mx)〉p ≤
1
2
h
1
2+ 1p
(
h
pi
)2m+j−k−1
〈D2m+jx〉2, k = 0, 1, 3, . . . , 2m− 1. (3.42)
Proof. (a) For 1 ≤ k ≤ 2m+ j, the proof of (3.41) is similar to that of Theorem 3.8(a) with the modification that we use an
analogy of (3.38) given by 〈ω〉p ≤ (tN − a) 1p− 1q 〈ω〉q, as well as Corollaries 3.5 and 3.7 (instead of (3.38), (3.21) and (3.28)).
The case k = 0 is simply (3.35).
(b) For k = 1, 3, . . . , 2m − 1, the proof of (3.42) is similar to that of Theorem 3.8(b) with the modification that we use
(3.40) and Corollaries 3.5 and 3.7 (instead of (3.39), (3.21) and (3.28)). The case k = 0 is simply (3.37). 
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4. Two-variable piecewise complementary Lidstone interpolation
For a fixed ρ, we define the set Lm(ρ) as follows:
Lm(ρ) = Lm(∆)⊕ Lm(∆′) (the tensor product)
= Span {rm,i,µ(t), rm,j,ν(u), sm,k(t), sm,`(u)}N+1 m M+1 m N Mi=0 µ=1 j=0 ν=1 k=0 `=0
= {p(t, u) ∈ C([a, b] × [c, d]) : p(t, u) is a two-variable polynomial of degree at most 2m in each variable
and in each subrectangle [ti, ti+1] × [uj, uj+1], 0 ≤ i ≤ N, 0 ≤ j ≤ M}.
Since Lm(ρ) is the tensor product of Lm(∆) and Lm(∆′), which are of dimensions [(2m+ 1)(N + 1)−N] and [(2m+ 1)(M+
1)−M] respectively, Lm(ρ) is of dimension [(2m+ 1)(N + 1)− N] × [(2m+ 1)(M + 1)−M].
Definition 4.1. For a given f (t, u) ∈ C (2m−1,2m−1)([a, b] × [c, d]), we say Lρmf (t, u) is the Lm(ρ)-interpolate of f (t, u), also
known as the two-variable complementary Lidstone interpolate of f (t, u) if Lρmf (t, u) ∈ Lm(ρ)with
Lρmf (ti, uj) = f (ti, uj) = fi,j, 0 ≤ i ≤ N, 0 ≤ j ≤ M;
D2µ−1t D2ν−1u L
ρ
mf (ti, uj) = D2µ−1t D2ν−1u f (ti, uj) = f (2µ−1,2ν−1)i,j , 1 ≤ µ, ν ≤ m, 0 ≤ i ≤ N + 1, 0 ≤ j ≤ M + 1.
For f (t, u) ∈ C (2m−1,2m−1)([a, b] × [c, d]), it is clear that Lρmf (t, u) exists uniquely, and in view of (3.2) can be expressed
explicitly as
Lρmf (t, u) =
N+1∑
i=0
m∑
µ=1
M+1∑
j=0
m∑
ν=1
rm,i,µ(t)rm,j,ν(u)f
(2µ−1,2ν−1)
i,j +
N∑
i=0
M∑
j=0
sm,i(t)sm,j(u)fi,j
+
M+1∑
j=0
m∑
ν=1
N∑
i=0
rm,j,ν(u)sm,i(t)f
(0,2ν−1)
i,j +
N+1∑
i=0
m∑
µ=1
M∑
j=0
rm,i,µ(t)sm,j(u)f
(2µ−1,0)
i,j . (4.1)
The following result provides a characterization of Lρmf (t, u) in terms of one-variable interpolation schemes.
Lemma 4.1. If f (t, u) ∈ C (2m−1,2m−1)([a, b] × [c, d]), then
Lρmf (t, u) = L∆
′
m L
∆
mf (t, u) = L∆mL∆
′
m f (t, u). (4.2)
Proof. Applying (3.2), we get
L∆
′
m L
∆
mf (t, u) = L∆
′
m
{
N+1∑
i=0
m∑
µ=1
rm,i,µ(t)D
2µ−1
t f (ti, u)+
N∑
i=0
sm,i(t)f (ti, u)
}
=
M+1∑
j=0
m∑
ν=1
[
N+1∑
i=0
m∑
µ=1
rm,i,µ(t)f
(2µ−1,2ν−1)
i,j +
N∑
i=0
sm,i(t)f
(0,2ν−1)
i,j
]
rm,j,ν(u)
+
M∑
j=0
[
N+1∑
i=0
m∑
µ=1
rm,i,µ(t)f
(2µ−1,0)
i,j +
N∑
i=0
sm,i(t)fi,j
]
sm,j(u)
= Lρmf (t, u),
where the last equality is obvious from (4.1). The proof of L∆mL
∆′
m f (t, u) = Lρmf (t, u) is similar. 
Now let f (t, u) ∈ C (2m−1,2m−1)([a, b] × [c, d]) be an arbitrary function. From Lemma 4.1, we have
f − Lρmf = (f − L∆mf )+ L∆m(f − L∆
′
m f ) (4.3)
= (f − L∆mf )+ [L∆m(f − L∆
′
m f )− (f − L∆
′
m f )] + (f − L∆
′
m f ) (4.4)
= (f − L∆mf )+ [L∆
′
m (f − L∆mf )− (f − L∆mf )] + (f − L∆
′
m f ). (4.5)
We shall use the above relations to obtain the following error estimates.
2558 R.P. Agarwal, P.J.Y. Wong / Journal of Computational and Applied Mathematics 234 (2010) 2543–2561
Theorem 4.2. Let f (t, u) ∈ PCn,n,∞([a, b] × [c, d]) where n = 2m− 1, 2m, 2m+ 1. Then
‖Dkt (f − Lρmf )‖∞ ≤ αn,khn−k‖Dnt f ‖∞ + βn,khn−k`n‖DnuDnt f ‖∞ + γn,k`n‖DnuDkt f ‖∞, (4.6)
where 0 ≤ k ≤ n if n = 2m − 1, and 0 ≤ k ≤ n − 1 if n = 2m, 2m + 1. The constants αn,k, βn,k and γn,k are given in the
following table.
n = 2m− 1 n = 2m (m = 1, 2, 3) n = 2m+ 1
0 ≤ k ≤ 2m− 1 0 ≤ k ≤ 2m− 1 0 ≤ k ≤ 2m
αn,k 2C2m−1,k ζ2m,k C2m+1,k
βn,k 4C2m−1,kC2m−1,0 ζ2m,kζ2m,0 C2m+1,kC2m+1,0
γn,k 2C2m−1,0 ζ2m,0 C2m+1,0
(The constants Cn,k and ζn,k are given respectively in Theorems 2.5 and 3.3.)
Proof. We shall only prove the case n = 2m − 1 as the proof for other cases is similar. It is noted that as a function of
t, (f − L∆′m f ) ∈ PC2m−1,∞[a, b], thus from (4.4) and (3.9), we find for 0 ≤ k ≤ 2m− 1,
‖Dkt (f − Lρmf )‖∞ ≤ ‖Dkt (f − L∆mf )‖∞ + ‖Dkt [L∆m(f − L∆
′
m f )− (f − L∆
′
m f )]‖∞ + ‖Dkt (f − L∆
′
m f )‖∞
≤ 2C2m−1,kh2m−1−k‖D2m−1t f ‖∞ + 2C2m−1,kh2m−1−k‖D2m−1t (f − L∆
′
m f )‖∞ + ‖Dkt (f − L∆
′
m f )‖∞. (4.7)
Note that as a function of u, for each 0 ≤ k ≤ 2m− 1,Dkt f ∈ PC2m−1,∞[c, d] and Dkt L∆′m f = L∆′m Dkt f . Thus, we can apply (3.9)
again to obtain
‖Dkt (f − L∆
′
m f )‖∞ ≤ 2C2m−1,0`2m−1‖D2m−1u Dkt f ‖∞, 0 ≤ k ≤ 2m− 1. (4.8)
Now using (4.8) in (4.7) yields (4.6) immediately. 
The next theorem gives a result on a special case of Theorem 4.2 when n = 2 (i.e., n = 2m andm = 1).
Theorem 4.3. Let f (t, u) ∈ PC2,2,∞([a, b] × [c, d]). Then
‖f − Lρ1 f ‖∞ ≤ ζ2,0h2‖D2t f ‖∞ + ζ2,0h`2‖D2uDt f ‖∞ + ζ2,0`2‖D2uf ‖∞ (4.9)
and
‖Dt(f − Lρ1 f )‖∞ ≤ ζ2,1h‖D2t f ‖∞ + ζ2,0`2‖D2uDt f ‖∞. (4.10)
Proof. Let x(t) ∈ C (1)[a, b]. From (3.1), we have for t ∈ [ti, ti+1],
L∆1 x(t) = xi +
h
2
{
x′i
[
1−
(
ti+1 − t
h
)2]
+ x′i+1
(
t − ti
h
)2}
≤ ‖x‖∞ + h2
[
1−
(
ti+1 − t
h
)2
+
(
t − ti
h
)2]
‖x′‖∞
= ‖x‖∞ + h2
2(t − ti)
h
‖x′‖∞
≤ ‖x‖∞ + h‖x′‖∞. (4.11)
Applying (4.3), (4.11) and (3.19) successively, we find
‖f − Lρ1 f ‖∞ ≤ ‖f − L∆1 f ‖∞ + ‖L∆1 (f − L∆
′
1 f )‖∞
≤ ‖f − L∆1 f ‖∞ + ‖f − L∆
′
1 f ‖∞ + h‖Dt(f − L∆
′
1 f )‖∞
≤ ζ2,0h2‖D2t f ‖∞ + ζ2,0`2‖D2uf ‖∞ + ζ2,0h`2‖D2uDt f ‖∞
which is (4.9).
Next, from (4.11) we have for t ∈ [ti, ti+1],
DtL∆1 x(t) = x′i
(
ti+1 − t
h
)
+ x′i+1
(
t − ti
h
)
≤ ‖x′‖∞. (4.12)
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Using (4.3), (4.12) and (3.19) successively gives
‖Dt(f − Lρ1 f )‖∞ ≤ ‖Dt(f − L∆1 f )‖∞ + ‖DtL∆1 (f − L∆
′
1 f )‖∞
≤ ‖Dt(f − L∆1 f )‖∞ + ‖Dt(f − L∆
′
1 f )‖∞
≤ ζ2,1h‖D2t f ‖∞ + ζ2,0`2‖D2uDt f ‖∞
which is (4.10). 
Remark 4.1. While we cannot compare (4.9) and (4.6)|n=2 when k = 0, it is clear that (4.10) is sharper than (4.6)|n=2 when
k = 1.
Now we shall obtain error bounds for the derivatives of the interpolation error f (t, u)− Lρmf (t, u) in L2 norm. Given the
partition ρ, let 〈·〉p (1 ≤ p <∞) be defined as
〈f 〉p =
[
N−1∑
i=0
M−1∑
j=0
∫ ti+1
ti
∫ uj+1
uj
|f (s, τ )|pdτds
] 1
p
.
Clearly, 〈f 〉p ≤ ‖f ‖p =
[∑N
i=0
∑M
j=0
∫ ti+1
ti
∫ uj+1
uj
|f (s, τ )|pdτds
] 1
p
.
Theorem 4.4. Let f (t, u) ∈ PCn,n,2([a, b] × [c, d]) where n = 2m, 2m+ 1. Then for 0 ≤ k ≤ n,
〈Dkt (f − Lρmf )〉2 ≤
(
h
pi
)n−k
〈Dnt f 〉2 +
(
h
pi
)n−k (
`
pi
)n
〈DnuDnt f 〉2 +
(
`
pi
)n
〈DnuDkt f 〉2. (4.13)
Proof. Following the proof of Theorem 4.2 and using Corollaries 3.5 and 3.7, we find for 0 ≤ k ≤ n,
〈Dkt (f − Lρmf )〉2 ≤ 〈Dkt (f − L∆mf )〉2 + 〈Dkt [L∆m(f − L∆
′
m f )− (f − L∆
′
m f )]〉2 + 〈Dkt (f − L∆
′
m f )〉2
≤
(
h
pi
)n−k
〈Dnt f 〉2 +
(
h
pi
)n−k
〈Dnt (f − L∆
′
m f )〉2 + 〈Dkt (f − L∆
′
m f )〉2. (4.14)
Next, applying Corollaries 3.5 and 3.7 again, we get
〈Dkt (f − L∆
′
m f )〉2 ≤
(
`
pi
)n
〈DnuDkt f 〉2, 0 ≤ k ≤ n. (4.15)
Using (4.15) in (4.14) gives (4.13) immediately. 
Theorem 4.5. Let p, q ≥ 1, r = max{p, q, 2}, and f (t, u) ∈ PC2m+j,2m+j,r([a, b] × [c, d]) where j = 0, 1.
(a) For 1 ≤ p ≤ 2 ≤ q, we have for 0 ≤ k ≤ 2m+ j,
〈Dkt (f − Lρmf )〉p ≤
(
h
pi
)2m+j−k
(tN − a) 1p− 1q 〈D2m+jt f 〉q +
(
`
pi
)2m+j
(uM − c) 1p− 1q 〈D2m+ju Dkt f 〉q
+ 1
2
(
h
pi
)2m+j−k (
`
pi
)2m+j−1
(tN − a) 1p− 1q ` 12+ 1q 〈D2m+ju D2m+jt f 〉2. (4.16)
(b) For p ≥ 2, we have for k = 0, 1, 3, . . . , 2m− 1,
〈Dkt (f − Lρmf )〉p ≤
1
2
h
1
2+ 1p
(
h
pi
)2m+j−k−1
〈D2m+jt f 〉2 + 12`
1
2+ 1p
(
`
pi
)2m+j−1
〈D2m+ju Dkt f 〉2
+ 1
2
h
1
2+ 1p
(
h
pi
)2m+j−k−1 (
`
pi
)2m+j
〈D2m+ju D2m+jt f 〉2. (4.17)
Proof. (a) Using a similar technique as in the proof of Theorem 4.2 and (3.41), we obtain for 0 ≤ k ≤ 2m+ j,
〈Dkt (f − Lρmf )〉p ≤ 〈Dkt (f − L∆mf )〉p + 〈Dkt [L∆m(f − L∆
′
m f )− (f − L∆
′
m f )]〉p + 〈Dkt (f − L∆
′
m f )〉p
≤
(
h
pi
)2m+j−k
(tN − a) 1p− 1q 〈D2m+jt f 〉q +
(
h
pi
)2m+j−k
(tN − a) 1p− 1q 〈D2m+jt (f − L∆′m f )〉q
+
(
`
pi
)2m+j
(uM − c) 1p− 1q 〈D2m+ju Dkt f 〉q. (4.18)
2560 R.P. Agarwal, P.J.Y. Wong / Journal of Computational and Applied Mathematics 234 (2010) 2543–2561
Since q ≥ 2, we apply (3.42) to get
〈D2m+jt (f − L∆′m f )〉q ≤
1
2
`
1
2+ 1p
(
`
pi
)2m+j−1
〈D2m+ju D2m+jt f 〉2. (4.19)
Substituting (4.19) into (4.18) yields (4.16) immediately.
(b) Following the proof of part (a) and using (3.42), we find for k = 0, 1, 3, . . . , 2m− 1,
〈Dkt (f − Lρmf )〉p ≤ 〈Dkt (f − L∆mf )〉p + 〈Dkt [L∆m(f − L∆
′
m f )− (f − L∆
′
m f )]〉p + 〈Dkt (f − L∆
′
m f )〉p
≤ 1
2
h
1
2+ 1p
(
h
pi
)2m+j−k−1
〈D2m+jt f 〉2 + 12h
1
2+ 1p
(
h
pi
)2m+j−k−1
〈D2m+jt (f − L∆′m f )〉2
+ 1
2
`
1
2+ 1p
(
`
pi
)2m+j−1
〈D2m+ju Dkt f 〉2. (4.20)
Next, applying Corollaries 3.5 and 3.7 we get
〈D2m+jt (f − L∆′m f )〉2 ≤
(
`
pi
)2m+j
〈D2m+ju D2m+jt f 〉2. (4.21)
Substituting (4.21) into (4.20) gives (4.17) immediately. 
Remark 4.2. We note that similar bounds for ‖Dku(f − Lρmf )‖∞ and 〈Dku(f − Lρmf )〉2 can be obtained from all the results in
this section by interchanging t and u, and h and `.
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