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ABSTRACT
The level of abstraction at which application experts reason about
linear algebra computations and the level of abstraction used by
developers of high-performance numerical linear algebra libraries
do not match. The former is conveniently captured by high-level
languages and libraries such as Matlab and Eigen, while the latter
expresses the kernels included in the BLAS and LAPACK libraries.
Unfortunately, the translation from a high-level computation to an
efficient sequence of kernels is a task, far from trivial, that requires
extensive knowledge of both linear algebra and high-performance
computing. Internally, almost all high-level languages and libraries
use efficient kernels; however, the translation algorithms are too
simplistic and thus lead to a suboptimal use of said kernels, with
significant performance losses. In order to both achieve the pro-
ductivity that comes with high-level languages, and make use of
the efficiency of low level kernels, we are developing Linnea, a
code generator for linear algebra problems. As input, Linnea takes
a high-level description of a linear algebra problem and produces as
output an efficient sequence of calls to high-performance kernels.
In 25 application problems, the code generated by Linnea always
outperforms Matlab, Julia, Eigen and Armadillo, with speedups up
to and exceeding 10×.
1 INTRODUCTION
A common high-performance computing workflow to accelerate
the execution of target application problems consists in first iden-
tifying a set of computational building blocks, and then engaging
in extensive algorithmic and code optimization. Although this pro-
cess leads to sophisticated and highly-tuned code, the performance
gains in the computational building blocks do not necessarily carry
over to the high-level application problems domain experts solve
in their day-to-day work.
In the domain of linear algebra, significant effort is put into
optimizing BLAS and LAPACK implementations for all the different
architectures and generations, and for operations such as matrix-
matrix multiplication, nearly optimal efficiency rates are attained.
However, we observe a decrease in the number of users that actually
go through the tedious, error-prone and time consuming process of
using directly said libraries by writing their code in C or Fortran;
instead, languages and libraries such as Matlab, Julia, Eigen and
Armadillo, which offer a higher level of abstraction, are becoming
more and more popular. These languages and libraries allow users
to input a linear algebra problem as an expression which closely
resembles the mathematical description; this expression is then
internally mapped to lower level building blocks such as BLAS
and LAPACK. Unfortunately, our experience suggests that this
translation frequently results in suboptimal code.
The following examples illustrate some of the challenges that
arise in the mapping from high-level expression to low-level ker-
nels. A straightforward translation of the assignment yk := H†y +
(In −H†H )xk , which appears in an image restoration application
[53], will result in code containing one O(n3) matrix-matrix multi-
plication to compute H†H . By contrast, by means of distributivity,
this assignment can be rewritten as yk := H†(y −Hxk ) + xk , and
computed with only O(n2) matrix-vector multiplications. The com-
putation of the expression
k
k − 1Bk−1(In −A
TWk ((k − 1)Il +WTk ABk−1ATWk )−1WTk ABk−1),
which is part of a stochastic method for the solution of least squares
problems [13], can be sped up by identifying that the subexpression
WTk A or its transpose (ATWk )T appear four times. Often times,
application experts possess domain knowledge that leads to better
implementations: In x := (ATA + α2I )−1ATb [23], since α > 0, it
can be inferred thatATA+α2I is always symmetric positive definite.
As a result, the linear system can always be solved by using the
relatively inexpensive Cholesky factorization. In most languages
and libraries, such additional knowledge about properties of the
operands either can not be specified, or it is not automatically
exploited.
In this paper, we discuss Linnea, a prototype of a code generator
that automates the translation of the mathematical description of
a linear algebra problem to an efficient sequence of calls to BLAS
and LAPACK kernels.1 Linnea is written in Python and targets
mid-to-large scale linear algebra expressions, where problems are
typically compute bound. One of the advantages of Linnea is that
all optimizations are performed symbolically, using rewrite rules
and term replacement, so the generated programs are correct by
construction.
Linna currently supports real-valued computations, and paral-
lelism via multi-threaded kernels. Its input grammar is shown in
Fig. 1. Matrices can be annotated with the following properties:
upper or lower triangular, diagonal, symmetric, symmetric positive
definite (SPD), symmetric positive semi definite, and orthogonal.
As building blocks, Linnea uses BLAS and LAPACK kernels, as
well as a small number of code snippets for simple operations not
supported by those libraries. As output, we decided to generate
Julia code because it offers a good tradeoff between simplicity and
performance: Low-level wrappers expose the full functionality of
BLAS and LAPACK, while additional routines can be implemented
easily without compromising performance [9].
Experiments indicate that the code generated by Linnea outper-
forms all standard linear algebra languages and libraries. At the
same time, the code generation time is mostly in the order of a few
minutes, that is, significantly faster than human experts.
1 Linnea is available at https://github.com/HPAC/linnea.
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assignments→ assignment+
assignment→ symbol := expr
expr→ symbol | expr + expr | expr · expr |
− expr | expr−1 | exprT | (expr)
symbol→ matrix | vector | scalar
Figure 1: The grammar for the input expressions of Linnea.
In addition, operands can be annotated with properties.
Organization of the paper. Sec. 2 surveys the related work. The
basic ideas behind the code generation in Linnea are introduced
in Sec. 3. Details of the implementation are discussed in Sec. 4.
Experimental results are presented in Sec. 5. Sec. 6 concludes the
paper.
2 RELATEDWORK
2.1 Code Generation
The problem of translating the intermediate representation of a
program in the form of an expression tree to machine instructions
is closely related to the problem discussed in this paper. However,
existing approaches using pattern matching and dynamic program-
ming [3, 4], as well as bottom-up rewrite systems (BURS) [45] solely
focus on expressions containing basic operations directly supported
by machine instructions. The two main objectives of code genera-
tion are to minimize the number of instructions and to use registers
optimally. While there are approaches that generate optimal code
for arithmetic expressions, considering associativity and commu-
tativity [47], more complex properties of the underlying algebraic
domain, for example distributivity, are usually not considered.
Instead of applying optimization passes sequentially, Equality
Saturation (EQ) [52] is a compilation technique that constructs
many equivalent programs simultaneously, stored in a single in-
termediate representation. Domain specific knowledge can be pro-
vided in the form of axioms. Equality Saturation is more general
in its scope than Linnea, as it allows for control flow. So far, EQ
has only been implemented for Java, and it is not clear how well it
would scale with the large number of axioms required to encode
the optimizations that Linnea carries out.
If one wishes to integrate Linnea into an existing language,
Leightweight Modular Staging [43], a technique to implement an
optimizing compiler framework as a library within a host language,
could be used.
2.2 Tools and Languages for Linear Algebra
Presently, a range of tools are available for the computation of
linear algebra expressions. At one end of the spectrum there are
the aforementioned high-level programming languages such as
Matlab, Julia, R and Mathematica. In those languages, working
code can be written within minutes, with little or no knowledge
of numerical linear algebra. However, the resulting code (possibly
numerically unstable2) usually achieves suboptimal performance.
2Some systems compute the condition number for certain operations and give a
warning if results may be inaccurate.
One of the reasons is that, with the exception of a small number of
functions, these tools do not make it possible to express properties.
A few Matlab functions exploit properties by inspecting matrix
entries, a step which could be avoided with a more general method
to annotate operands with properties. Furthermore, if the inverse
operator is used, an explicit inversion takes place, even if the faster
and numerically more stable solution would be to solve a linear
system [28, Sec. 13.1]; it is up to the user to rewrite the inverse in
terms of operators that solve linear systems, for example “/” or “\”
in Matlab [2].
At the other end of the spectrum there are C/Fortran libraries
such as BLAS [17] and LAPACK [5], which offer highly optimized
kernels for basic linear algebra operations. However, the translation
of a target problem into an efficient sequence of kernel invocations
is a lengthy and error-prone process that requires deep under-
standing of both numerical linear algebra and high-performance
computing.
In between, there are expression template libraries such as Eigen
[26], Blaze [30], andArmadillo [46], which provide a domain-specific
language integrated within C++. They offer a compromise between
ease of use and performance. The main idea is to improve per-
formance by eliminating temporary operands. While both high-
level languages and libraries increase the accessibility, they almost
entirely ignore domain knowledge, and because of this, they fre-
quently deliver slow code.
The Transfor program [24] is likely the first translator of linear
algebra problems (written in Maple) into BLAS kernels; since the
inverse operator was not supported, the system was only applicable
to the simplest expressions. More recently, several other solutions
to different variants of this problem have been developed: The
Formal Linear Algebra Methods Environment (FLAME) [11, 27] is
a methodology for the derivation of algorithmic variants for basic
linear algebra operations such as factorizations and the solution
of linear systems. Cl1ck [18, 19] is an automated implementation
of the FLAME methodology. The goal of BTO BLAS is to generate
C code for bandwidth bound operations, such as fused matrix-
vector operations [48]. In contrast to the linear algebra compiler
CLAK [20], which inspired the presented code generation approach,
we make use of the algebraic nature of the domain to remove
redundancy during the derivation. DxTer uses domain knowledge
to optimize programs represented as dataflow graphs [38, 39]. LGen
targets basic linear algebra operations for small operand sizes, a
regime in which BLAS and LAPACK do not perform very well, by
directly generating vectorized C code [50]. SLinGen [49] combines
Cl1ck and LGen to generate code for more complex small-scale
problems, but still requires that the input is described as a sequence
of basic operations. Similar approaches for code generation exist
for related domains such as tensor contractions (TCE [8]) and linear
transforms (Spiral [21], FFTW [22]).
Our aim is to combine the advantages of existing approaches: The
simplicity, and thus, productivity, of a high-level language, paired
with performance that comes close to what is achieved manually
by human experts.
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V = Vactive = {vinput}
while Vactive ,  and |Vterminal | < threshold:
Vnext := 
for v in Vactive:
for vr in representations(v):
Vnew := gen_successors(vr )
Vnext := Vnext ∪Vnew
V := V ∪Vnew
Vactive := Vnext
# merge nodes (see next Section)
# find optimal path on G = (V ,E) according to cost function
Figure 2: Pseudocode for the code generation algorithm.
3 ALGEBRAIC CODE GENERATION
The core idea behind Linnea is to rewrite the input problem while
successively identifying parts of the problem that are computable
by a sequence of one or more available kernels. In order to effi-
ciently store the large number of generated sequences, which all
compute the input, but differ with respect to a given cost function,
we use a graph: Nodes represent the input at different stages of
the computation, and edges are annotated with the sequences to
transition from one stage to another.
Algebraic code generation starts with a single root node contain-
ing a symbolic expression that represents the input problem. This
expression is rewritten in different ways, for example making use
of distributivity. The different representations of a given expression
are not stored explicitly; instead a node only contains one variant,
and this variant is rewritten when necessary. On each variant of the
expression, pattern matching is used to search for subexpressions
that can be computed with the available kernels. Whenever a match
is found, a new successor of the root node is constructed. The edge
from the root to the new child node is annotated with the kernel.
This child contains the expression that is left after using the kernel
to compute part of the original input.
The two steps of rewriting expressions and pattern matching
are then repeated on the new nodes, until nodes are found with
nothing left to compute. In practice, this process corresponds to
the construction and traversal of a graph. Linnea currently uses a
breadth-first implementation, but it would also be possible to use a
depth-first approach.
Upon termination, the concatenation of all kernels along a path
in the graph from the root to a leaf is a program that computes the
input problem. Given a function that assigns a cost to each kernel,
the optimal program is found by searching for the shortest path in
the graph from the root node to a leaf.
3.1 The Algorithm
In practice, algebraic code generation can be implemented by main-
taining a set of so called active nodes Vactive, as illustrated in Fig. 2.
This set can be seen as the front or the leaves ofG . In every iteration
of the while loop, new successors are generated from the current
set of active nodes, which will become the set of active nodes in
X := ABTC
X := M1C X := AM2
M1 ← ABT M2 ← BTC
Figure 3: Derivation graph forX := ABTC after one iteration.
X := ABTC
X := M1C X := AM2
X := M3 X := M4
M1 ← ABT M2 ← BTC
M3 ← M1C M4 ← AM2
Figure 4: Derivation graph after two iterations.
the next iteration. At the same time, the current set of active nodes
will become inactive. The two steps of rewriting and matching
are implemented in two functions: The ‘gen_successors’ function
uses pattern matching and generates a set of new successors for a
single node. The ‘representations’ function rewrites terms in dif-
ferent ways. As an example, for A(B + C), it returns the original
term A(B + C), as well as AB + AC . We omitted the construction
of edges from the pseudocode; it is assumed that this is done by
‘gen_successors’.
The loop terminates either when there are no more active nodes
(Vactive = ), or optionally when a certain number of terminal
nodes is found (|Vterminal | ≥ threshold).
Example 3.1. Let us assume the input is the expression X :=
ABTC , and there are available kernels that compute XY , XTY and
XYT . Initially, the derivation graphG only contains a single root
node with X := ABTC . In the first iteration, matches are found for
XTY and XYT , so two new nodes are constructed. The resulting
graph is shown in Fig. 3. M1 and M2 are intermediate operands
that symbolically represent the result of applying XYT and XTY ,
respectively. After the second iteration, the graph shown in Fig. 4 is
obtained. Since both leaves only contain assignments with a single
operand on the right-hand side, there is nothing left to compute
and both nodes are terminal nodes. The two paths in the final graph
represent two programs that compute X := ABTC . ■
3.1.1 Derivation Strategies. The basic idea of algebraic code gener-
ation is very general; it does not prescribe how exactly to imple-
ment ‘gen_successors’. This function can be implemented as simple
or complex as one wishes: It may simply use brute force pattern
matching to apply kernels, or it can use specialized algorithms to
constructively generate a good sequence of kernel invocations for
subexpressions with specific structure. It is also possible to use mul-
tiple simple ‘gen_successors’ functions, instead of a single, more
complicated one. In our implementation, we observed that a fine
granularity made it easy to combine and reuse ‘gen_successors’
functions for different derivation strategies (see Sec. 4.6).
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X := A(B +C + DE)
X := M3 +ADE X := M5 +ADE
M1 ← AB
M2 ← AC
M3 ← M1 +M2
M4 ← B +C
M5 ← AM4
Figure 5: Derivation graph with redundancy.
3.2 Redundancy in the Derivation Graph
With large input expressions, it frequently happens that there is a lot
of redundancy in the derivation graph. As an example, to compute
the subexpressions A(B + C) of A(B + C + DE), the two different
programs shown in Fig. 5 were constructed. As the generation
process unfolds, both leaf nodes will be expanded, deriving the
same programs for ADE twice.
This phenomenon can be alleviated by taking advantage of the
algebraic nature of the domain. In Fig. 5, it is clear thatM3 andM5
represent the same quantity because AB +AC = A(B +C).3 Thus,
it is possible to merge the two branches and only do the derivation
for ADE once.
Our approach to detecting equivalent nodes and merging branch-
es in the derivation graph consists of two parts: First, we define a
normal form for expressions, that is, a unique representation for
algebraically equivalent terms. Second, we make sure that irrespec-
tive of how a subexpression was computed, its result is always
represented by the same, unique intermediate operand. In case of
the graph in Fig. 5, this would mean that the same intermediate
for AB +AC = A(B +C) is used in both leaves. When rewritten to
their normal form, the equivalence of two expressions can simply
be checked by a syntactic comparison.
3.2.1 Normal Form for Expressions. As a normal form for linear
algebra expressions, both a sum of products (e.g., AB + AC) and a
product of sums (e.g., A(B +C)) can be used; we opted for the sum
of products.4 Terms in sums are sorted according to an arbitrary
total ordering on terms. The transposition and inversion operators
are pushed down as far as possible: As examples, the normal form
of (AB)−1 and (A+ B)T is B−1A−1 and AT + BT , respectively. Since
expressions are converted between different representations during
the derivation, the normal form does not influence the quality of
the generated code.
Deciding whether or not two different representations represent
the same element of an algebra is known as the word problem,
which in many cases is undecidable [6, pp. 59–60]. At least for some
cases, this problem can be solved by a confluent and terminating
term rewriting system, which can be obtained with Knuth-Bendix
completion, or some of its extensions (for an overview, consider
[15]). In practice, merging branches still works if some terms cannot
correctly be identified as equivalent. This simply has the effect
that some opportunities for merging will not be identified, so the
optimization is less effective.
3Ignoring differences due to floating-point arithmetic.
4The reason is that it is not obvious how to make the product of sums form unique. As
an example, the expression AC + AD + BC can be written both as A(C + D) + BC
and (A + B)C + AD .
intermediate expression
T1 AB
T2 AC
T3 AB +AC
T4 B +C
Table 1: The table of intermediate operands after deriving
two programs computing the subexpression A(B +C) in X :=
A(B +C + D).
3.2.2 Unique Intermediate Operands. To ensure that the same in-
termediate operand is used for equivalent expressions, we make
use of the normal form of expressions. The idea is to maintain a
table of intermediate operands and the expressions they represent
in the normal form. Whenever a kernel is used to compute part of
an expression, we reconstruct the full expression that is computed
by recursively replacing all intermediate operands. The resulting
expression is then transformed to its normal form, and it is checked
if there already is an intermediate operand for this expression in
the table of intermediate operands.
Example 3.2. Let us assume we have the inputX := A(B+C +D).
Initially, the table of intermediate operands, which is shown in
Tab. 1, is empty. The first partial program is found by rewriting this
assignment as X := AB +AC +AD and computing
T1 ← AB T2 ← AC T3 ← T1 +T2,
resulting in X := T4 +AD. For the first two kernels, we simply add
the intermediatesT1 andT2, and the corresponding expressions AB
and AC to the table. For T1 + T2, we first use the table to replace
the intermediate operands T1 and T2 with the expressions they
represent, resulting in AB + AC . As this expression is already in
normal form, we can simply check if there already is an entry for it
in the table. Since at this point, there is no entry for AB +AC yet,
AB +AC is added to the table, and a new operand T3 is created.
Alternatively, the same part ofX := A(B+C+D) can be computed
as
T4 ← B +C T3 ← AT4.
For the kernel invocation AT4, the intermediate operand is created
by replacing T4 by B +C , and then converting the resulting expres-
sion A(B +C) to normal form, which in this case is AB +AC . Then,
from the table, T3 is retrieved. Tab. 1 shows the state of the table
after deriving those two programs. ■
3.2.3 Merging. When merging branches, we implicitly assume
that nodes do not have any state information such as the state
of the registers or memory. This is a simplification that does not
hold true in reality. However, without this assumption, it would
not be possible to merge branches in the derivation graph. This
optimization can drastically reduce the size of the derivation graph
without reducing the size of the search space, allowing to derive
programs for larger input expressions.
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×
A +
B C D
Figure 6: Expression tree for A(B +C + D).
4 IMPLEMENTATION
4.1 Symbolic Expressions and Pattern
Matching
In Linnea, the input problem is represented as a symbolic expression,
i.e., a tree-like algebraic data structure constructed from function
symbols and constants, which represent operands. As an example,
the expressionA(B+C+D) is represented by the tree shown in Fig. 6.
Instead of using nested binary operations, and thus nested binary
expression trees, associative operations such as multiplication and
addition are represented as n-ary operations.
Each available kernel is represented by a pattern, that is, a sym-
bolic expressions with variables. As an example, the gemm kernel
for matrix-matrix multiplication is described by the patternXY +Z ,
where X , Y and Z are variables that match a single matrix. To iden-
tify where kernels can be applied, we use associative-commutative
pattern matching. A search for the pattern XY +Z in an expression
then yields all subexpressions that can be computed with the gemm
kernel.
Associative-commutative pattern matching allows to specify for
each operator whether it is associative and/or commutative. The
pattern matching algorithms automatically takes those properties
into account. As an example, with the pattern XT + Y and the
expression A + BT +C , two matches are found: BT +A and BT +
C; since addition is commutative, these two matches are found
irrespective of how the terms in A + BT +C ordered.
To make use of specialized kernels that exploit the properties
of matrices, we use patterns with constraints on the variables. A
pattern only matches if the constraints for all operands are satisfied.
For pattern matching, we use the Python module MatchPy [35–
37], as it offers efficient many-to-one algorithms for this type of
pattern matching [34]. For many-to-one matching, data structures
similar to decision trees allow to make use of similarities between
patterns to speed up matching.
4.2 Matrix Properties
Matrix properties are important to select the most fitting kernel
to compute a given term. As an example, consider the product AL
where A and L are a full and a lower triangular matrix, respectively.
This expression can be computed both with the gemm and the trmm
kernels: The first one implements a general matrix-matrix product,
while the second one requires one of the matrices to be triangular.
Being more general, gemm performs twice as many floating-point
operations as trmm [29, p. 336], which should therefore be used
instead whenever possible.
Linnea’s input format makes it possible to annotate matrices
with properties. However, not only is it important to know the
properties of the input matrices, it is at least equally important to
know the properties of intermediate operands, as the computation
unfolds. For this, we encoded linear algebra knowledge into a set
of inference rules such as
lowerTriangular (A) → upperTriangular
(
AT
)
Diagonal (A) ∧ Diagonal (B) → Diagonal (AB)
A = AT → Symmetric (A) ,
where A and B are arbitrary matrix expressions. As a trivial exam-
ple, irrespective of how it is computed, the product of two lower
triangular matrices yields another lower triangular matrix.
4.3 Factorizations
In contrast to other languages and libraries, in the input Linnea
does not distinguish between the explicit matrix inversion and the
solution of a linear system. Whenever possible, a linear system is
solved; matrices are explicitly inverted only if this is unavoidable,
for example in expressions such as A−1 + B. Even though LAPACK
offers kernels that encapsulate a factorization and solve a linear
system (e.g., gesv), Linnea ignores those kernels and directly ap-
plies factorizations. This is because the explicit factorization might
enable other optimizations which are not possible when using a
“black box” kernel such as gesv. As an example, consider the gen-
eralized least squares problem b := (XTM−1X )−1XTM−1y, where
M is symmetric positive definite. This problem can be computed
efficiently by applying the Cholesky factorization toM , resulting
in b := (XT L−1L−TX )−1XT L−1L−Ty. In this expression, the subex-
pression XT L−1 or its transpose L−TX appear three times and only
need to be computed once. If either XTM−1 or M−1X were com-
puted with a single kernel, this redundancy would not be exposed
and exploited. Furthermore, the use of the Cholesky factorization
allows to maintain the symmetry of XTM−1X .
Linnea uses the following factorizations: Cholesky, LU, QR, sym-
metric eigenvalue decomposition and singular value decomposition.
LDLT is currently not supported because with the current LAPACK
interface, it is not possible to separately access L and D, they can
only be used in kernels to directly solve linear systems or invert
matrices. Factorizations are only applied to operands that appear
inside of the inversion operation, and are not applied to triangular,
diagonal and orthogonal operands.
When using matrix factorizations, care has to be taken to avoid
infinite loops. As an example, in the expression S−1B, it would be
possible to first use the Cholesky factorization to factor S , resulting
in (LT L)−1B, and then compute the product LT L to obtain the the
original expressions. In Linnea, such loops are avoided by labeling
operands as factors and by requiring that for any given kernel call,
there must be at least one operand that is not a factor.
4.4 Rewriting Expressions
In Sec. 3.2, we discussed the conversion of expressions to nor-
mal form. In addition, to explore different, algebraically equivalent
formulations of a problem, we implemented functions to rewrite
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expressions into alternative forms. In the algorithm in Fig. 2, this
happens in the ‘representations’ function.
Expressions in normal form are rewritten in several ways: We
make use of distributivity to convert expressions to the product
of sums form. If possible, the inverse operator is pushed up, so
B−1A−1 is also represented as (AB)−1. To explore an even larger set
of alternatives, we developed an algorithm to detect common subex-
pressions of arbitrary length that takes into account identities such
as BTAT = (AB)T and B−1A−1 = (AB)−1. As a result, even terms
such asA−1B and BTA−T are identified as a common subexpression.
Since the use of a common subexpression does not necessarily lead
to lower computational cost, Linnea also continues to operate on
the unmodified expressions. Existing methods for the elimination
of redundancy in code, such as common subexpression elimination,
partial redundancy elimination, global value numbering [40, Chap.
13], are not able to consider algebraic identities.
In addition to those relatively general rewritings, we also en-
coded a small number of non-trivial rules that allow to compute spe-
cific terms at a reduced cost. As an example,X := ATA+AT B+BTA
becomes
Y := B +A/2 X := ATY + YTA.
While such transformations are only applicable in special cases,
thanks to efficient many-to-one pattern matching, Linnea can iden-
tify such cases with only minimal impact on the overall perfor-
mance.
4.5 Cost Metric and Pruning
To select a program that is close to the optimum and satisfies con-
straints such as memory usage, a cost metric is necessary. This
can either be an exact cost or an estimate. Such a metric could
consider the number of kernel invocations, the cost of invocations,
for example number of floating-point operations, the number of
bytes moved or even numerical stability. A suitable cost metric
has the additional advantage that it can also be used to prune the
search graph: If a branch is known (or expected) not to lead to good
solutions, it can be removed from the derivation graph, similar to
graph search strategies such as beam search [41].
Presently, as cost metric, Linnea uses the number of floating-
point operations (FLOPs). This metric yields estimates for the ex-
ecution time, and has the advantage that it is easy to determine.
For each kernel, Linnea has a formula that computes the number of
FLOPs performed by this kernel based on the sizes of the matched
operands. As an example, for the gemm kernel, which computes
AB +C with A ∈ Rm×k and B ∈ Rk×n , the formula is 2mnk . Those
formulas were either taken from [29, pp. 336–337], or inferred by
hand. To find the path in the derivation graph with the lowest cost,
we use a K shortest paths algorithm [31].
Linnea is built in a way so that different cost metrics can be used,
as long as they are defined over the set of available kernels. However,
both performance prediction and automatic stability analysis for
linear algebra kernels are known to be challenging problems [12, 44].
In general, Linnea generates algorithms with different numerical
properties.
4.6 Generation Strategies
For products of multiple matrices, Linnea effectively solves the
matrix chain problem [14, Sec. 15.2] by enumerating all possible
solutions. For the sum of matrices, all possible parenthesizations
are enumerated, even though it is not expected that different paren-
thesizations lead to algorithms that differ significantly in terms
of FLOPs. In both cases, this exhaustive enumeration contributes
significantly to the size of the search graph. To avoid this enumera-
tion, we made use of the flexibility of algebraic code generation and
implemented a second, constructive generation strategy in Linnea.
This constructive strategy identifies sums and product for which
it is possible to generate efficient code by using specialized algo-
rithms. This change is implemented as an alternative ‘gen_succes-
sors’ function: For products, it uses the generalized matrix chain
algorithm [7]. For sums, we developed a simple greedy algorithm.
The disadvantage of those two algorithms is that they can not al-
ways make use of the full functionality of kernels, thus potentially
leading to suboptimal code.
4.7 Code Generation
A path in the derivation graph is only a symbolic representation
of an algorithm; it still has to be translated to actual code. Most
importantly, all operands are represented symbolically, with no
notion of where and how they are stored in memory. During the
code generation, operands are assigned to memory locations, and
it is decided in which storage format they are stored.
Many BLAS and LAPACK kernels overwrite one of their input
operands. As an example, the gemm kernel αAB + βC writes the
result into the buffer containingC . Linnea performs a basic liveness
analysis to identify if an operand can be overwritten. If this is not
the case, the operand is copied. At present, Linnea does not reorder
kernel calls to avoid unnecessary copies.
Some kernels use specialized storage formats for matrices with
properties. As an example, for a lower triangular matrix, only the
lower, non-zero part is stored. Those storage formats have to be
considered when generating code: While specialized kernels for
triangular matrices only access the non-zero entries, a more general
kernel would read from the entire buffer. Thus, it has to be ensured
that operands are always in the correct storage format, if necessary
by converting the storage format. Similar to overwriting, storage
formats are not considered during the generation of algorithms.
During the code generation, operands are converted to different
storage formats when necessary. The output of an algorithm is
always converted back to the full storage format.
5 EXPERIMENTS
To demonstrate Linnea, we perform three different experiments.
First, to evaluate the quality of the code generated by Linnea, we
compare against Julia5, Matlab6, Eigen7, and Armadillo8. Then,
to illustrate the importance of merging branches, we discuss the
generation time with and without merging branches. Finally, we
5Julia 1.1.0-DEV.468 from October 17, 2018.
6Version 2018b.
7Version 3.3.4.
8Version 8.500.0.
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Name Implementation
Julia n inv(A)*B*transpose(C)
Julia r (A\B)*transpose(C)
Armadillo n arma::inv_sympd(A)*B*(C).t()
Armadillo r arma::solve(A, B)*C.t()
Eigen n A.inverse()*B*C.transpose()
Eigen r A.llt().solve(B)*C.transpose()
Matlab n inv(A)*B*transpose(C)
Matlab r (A\B)*transpose(C)
Table 2: Input representations for the expression A−1BCT ,
where A is SPD and C is lower triangular. The letters ‘n’ and
‘r’ denote the naive and recommended implementation, re-
spectively.
evaluate the second, constructive generation strategy implemented
in Linnea.
The measurements were taken on an Intel Broadwell E5-2650v4
with 2.2 GHz and 128 GB RAM. For all but Matlab, we link against
the Intel MKL implementation of BLAS and LAPACK (MKL 2018
update 3) [1]; Matlab instead uses MKL 2018 update 1. For the
execution of generated code, all reported timings refer to the mini-
mum of 20 repetitions on cold data, to avoid any caching effects.
For the generation time, we used one repetition. All code was run
single-threaded.
Test Problems. As tests problems, we use a collection of 25 prob-
lems from real applications, including domains such as image and
signal processing, statistics, and regularization. A representative
selection of those problems is shown in Tab. 3. Operand sizes are
selected to reflect realistic use cases.
5.1 Libraries and Languages
For each library and language, two different implementations are
used: naive and recommended. The naive implementation is the one
that comes closest to the mathematical description of the problem.
It is also closer to input to Linnea. As an example, in Julia, the naive
implementation for A−1B is inv(A)*B. However, since documenta-
tions almost always discourage this use of the inverse operator, we
also consider a so called recommended implementation, which uses
dedicated functions to solve linear systems (A\B).
In the following, we describe the different implementations. As
examples, in Tab. 2 we provide the implementations of A−1BCT ,
where A is symmetric positive definite and C is lower triangular.
Julia Properties are expressed via types. The naive implemen-
tation uses inv(), while the recommended one uses the /
and \ operators.
Matlab The naive implementation uses inv(), the recommend-
ed one the / and \ operators.
Eigen The recommended implementation selects linear sys-
tems solvers based on the matrix properties, and uses views
to describe properties.
Armadillo In the naive implementation, specialized functions
are used for the inversion of SPD and diagonal matrices. For
solve, we use the solve_opts::fast option to disable an
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Figure 7: Speedup of Linnea over other languages and li-
braries for 25 application problems. The problems are sorted
by the average of all speedups. The labels on the x-axis cor-
respond to the labels of the 13 problems shown in Tab. 3.
expensive refinement. In addition, trimatu and trimatl are
used for triangular matrices.
5.2 Results
For 22 out of 25 test problems, Linnea’s generation time lies be-
tween 0.2 seconds and 1 hour. In 9 cases, the generation time is
below 1 minute, in 17 cases, it is below 10 minutes. For three of
the application problems (including h) and i) in Tab. 3), Linnea’s
default exhaustive strategy does not find a solution within 2 hours,
so the constructive strategy is used instead.
In Fig. 7, we present the speedup of the code generated by Linnea
over other languages and libraries for the application test cases.
For all test problems Linnea generates the fastest algorithm. To
understand where the speedups for the code generated by Linnea
come from, we discuss the details of few exemplary test problems.
Distributivity. The assignments
H† := HT (HHT )−1,
yk := H†y + (In − H†H )xk ,
which are part of an image restoration application [53], illustrate
well how distributivity might affect performance. Due to the matrix-
matrix product H†H , computing yk based on the original formu-
lation of the problem requires O(n3) FLOPs. Instead, Linnea finds
the solution
vtmp := −Hxk + y
yk := H†vtmp + xk ,
which only uses matrix-vector products (gemv), and requires O(n2)
FLOPs. This solution is obtained in two steps: First, H†y + (In −
H†H )xk is converted to Linnea’s normal form, returning H†y +
xk − H†Hxk ; then, by factoring out H†, the expression is written
back as product of sums, resulting in H†(y −Hxk ) + xk , which can
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a) Generalized Least Squares b := (XTM−1X )−1XTM−1y M ∈ Rn×n , SPD; X ∈ Rn×m ; y ∈ Rn×1; n > m; n = 2500;m = 500
b) Optimization [51] xf :=WAT (AWAT )−1(b −Ax); xo :=W (AT (AWAT )−1Ax − c)
A ∈ Rm×n ;W ∈ Rn×n , DI, SPD; b ∈ Rm×1; c ∈ Rn×1; n > m; n = 2000;m = 1000
c) Signal Processing [16] x :=
(
A−T BT BA−1 + RT LR
)−1
A−T BT BA−1y
A ∈ Rn×n ; B ∈ Rn×n ; R ∈ Rn−1×n , UT; L ∈ Rn−1×n−1, DI; y ∈ Rn×1; n = 2000
d) Triangular Matrix Inv. [10] X10 := L10L−100 ; X20 := L20 + L
−1
22 L21L
−1
11 L10; X11 := L
−1
11 ; X21 := −L−122 L21
L00 ∈ Rn×n , LT; L11 ∈ Rm×m , LT; L22 ∈ Rk×k , LT; L10 ∈ Rm×n ; L20 ∈ Rk×n ; L21 ∈ Rk×m ; n = 2000;m = 200; k = 2000
e) Ensemble Kalman Filter [42] Xa := Xb +
(
B−1 + HT R−1H
)−1 (
Y − HXb
)
B ∈ RN×N SPSD; H ∈ Rm×N ; R ∈ Rm×m SPSD; Y ∈ Rm×N ; Xb ∈ Rn×N ; N = 200; n = 2000;m = 2000
f) Image Restoration [53] xk := (HTH + λσ 2In )−1(HTy + λσ 2(vk−1 − uk−1))
H ∈ Rm×n ; y ∈ Rm×1; vk−1 ∈ Rn×1; uk−1 ∈ Rn×1; λ > 0; σ > 0; n > m; n = 5000;m = 1000
g) Rand. Matrix Inversion [25] Λ := S(STATWAS)−1ST ; Xk+1 := Xk + (In − XkAT )ΛATW
W ∈ Rn×n , SPD; S ∈ Rn×q ; A ∈ Rn×n ; Xk ∈ Rn×n ; q ≪ n; n = 5000; q = 500
h) Rand. Matrix Inversion [25] Xk+1 := S(STAS)−1ST + (In − S(STAS)−1STA)Xk (In −AS(STAS)−1ST )
A ∈ Rn×n , SPD;W ∈ Rn×n , SPD; S ∈ Rn×q ; Xk ∈ Rn×n ; q ≪ n; n = 5000; q = 500
i) Stoch. Newton [13] Bk := kk−1Bk−1(In −ATWk ((k − 1)Il +WTk ABk−1ATWk )−1WTk ABk−1)
Wk ∈ Rm×l ; A ∈ Rm×n ; Bk ∈ Rn×n , SPD; l < n ≪m; l = 625; n = 1000;m = 5000
j) Tikhonov reg. [23] x := (ATA + ΓT Γ)−1ATb A ∈ Rn×m ; Γ ∈ Rm×m ; b ∈ Rn×1; n = 5000;m = 50
k) Gen. Tikhonov reg. x := (AT PA +Q)−1(AT Pb +Qx0)
P ∈ Rn×n , SPSD; Q ∈ Rm×m , SPSD; x0 ∈ Rm×1; A ∈ Rn×m ; Γ ∈ Rm×m ; b ∈ Rn×1; n = 5000;m = 50
l) LMMSE estimator [32] xout = CXAT (ACXAT +CZ )−1(y −Ax) + x
A ∈ Rm×n ; CX ∈ Rn×n , SPSD; CZ ∈ Rm×m , SPSD; x ∈ Rn×1; y ∈ Rm×1; n = 2000;m = 1500
m) Kalman Filter [33] Kk := PbkH
T (HPbkHT + R)−1; xak := xbk + Kk (zk − Hxbk ); Pak := (I − KKH ) Pbk
Kk ∈ Rn×m ; Pbk ∈ Rn×n , SPD; H ∈ Rm×n , SPD; R ∈ Rm×m , SPSD; xbk ∈ Rn×1; zk ∈ Rm×1; n = 400;m = 500
Table 3: A selection of the 25 application problems used in the experiments. Matrix properties: diagonal (DI), lower/upper
triangular (LT/UT), symmetric positive definite (SPD), symmetric positive semi-definite (SPSD), symmetric (SYM).
be computed with two calls to gemv. Here, this optimization yields
speedups between 4× (Matlab naive) and 7.4× (Eigen naive) with
respect to the other languages and libraries.
Associativity. With the exception of Armadillo, none of the lan-
guages and libraries we compare with consider the matrix chain
problem. Instead, products are always computed from left to right.
The expression x :=W (AT (AWAT )−1b − c), which comes from an
optimization problem [51], is a good example to illustrate the im-
portance of making use of associativity in products. We assume that
the subexpression S = AWAT was already computed. Since S is a
full matrix, a factorization has to be applied to solve the linear; since
S is symmetric positive definite, it is possible to apply the Cholesky
factorization. Thus, the expressionW (AT L−T L−1b − c) is left to
compute. Regardless of whether this expression is represented as
W (AT L−T L−1b−c) orWAT L−T L−1b−Wc , a left-to-right evaluation
requires the solution of two lower triangular linear systems with
multiple right-hand sides, which have cubic complexity. By con-
trast, the solution found by Linnea, which is shown in Fig. 8, only
uses operations with quadratic complexity: two lower triangular
linear systems with a single right-hand side (trsv), a matrix-vector
product (gemv), and a product of a diagonal matrix with a vector,
which is implemented as an elementwise product of the diagonal
elements and the vector. In addition, this sequence of four kernels
does not require any additional memory: variables b and c both
get overwritten. The speedup for the entire expression is between
1.15× and 4.8×.
Common Subexpressions. Expressions arising in application fre-
quently exhibit common subexpressions; one such example is given
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1 W = diag(W)
2 Acopy = Array{Float64}(undef, 1000, 2000)
3 blascopy!(1000*2000, A, 1, Acopy, 1)
4 for i = 1:size(A, 2);
5 view(A, :, i)[:] .*= W[i];
6 end;
7 S = Array{Float64}(undef, 1000, 1000)
8 gemm!('N', 'T', 1.0, A, Acopy, 0.0, S)
9 potrf!('L', S)
10 trsv!('L', 'N', 'N', S, b)
11 trsv!('L', 'T', 'N', S, b)
12 gemv!('T', 1.0, Acopy, b, -1.0, c)
13 c .*= W
Figure 8: The generated code for x := W (AT (AWAT )−1b − c).
Variables were renamed for better readability. Lines 4–6 is
one of the code snippets for operations not supported by
BLAS and LAPACK; the multiplication of a full and a diago-
nal matrix.
by the assignment
B1 :=
1
λ1
(In −ATW1(λ1Il +WT1 AATW1)−1WT1 A),
which is used in the solution of large least-squares problems [13].
Linnea successfully identifies that the termWT1 A, or in transposed
form (ATW1)T , appears four times and computes this subexpression
only once. In this example, these savings lead to speedups between
4.7× and 6.6×.
Properties. Many matrix operations can be sped up by taking
advantage of matrix properties. As an example, here we discuss
the evaluation of the assignment x := (ATA + α2I )−1ATb, a least-
squares problem with Tikhonov regularization [23], where matrix
A is of size 5000× 50 and has full rank. Since A has more rows than
columns and is full rank, Linnea is able to infer that ATA is not
only symmetric, but also positive definite (SPD). Similarly, Linnea
infers that α2I is SPD because 1) the identity matrix is SPD, 2) α2 is
positive and 3) a SPD matrix scaled by a positive factor is still SPD.
Since the sum of two SPD matrices is SPD, ATA + α2I is identified
as SPD. As a result, the Cholesky factorization is used to solve
the linear system. If ATA + α2I had not been identified as SPD, a
more expensive factorization such as LU had to be used. Finally,
since Linnea infers properties based on the annotations of the input
matrices, no property checks have to be performed at runtime; if the
input matrices have the specified properties, all inferred properties
hold. Altogether, the code generated for this assignment is between
1.08× and 5.8× faster than the other languages and libraries.
In general, the speedup of Linnea depends both on the potential
for optimization in a given problem, as well as on the similarity of
the default evaluation strategy in each language and library to the
optimal one.
In case of problem j) for example, the naive Armadillo imple-
mentation is only 1.09× slower than the code generation by Linnea,
while all other implementations are around 5× slower. The reason is
that for this problem, the parenthesization has the largest influence
on the execution time. While Armadillo does solve a simplified
version of the matrix chain problem, the solve function used in the
recommended implementation (see Tab. 2) effectively introduces a
fixed parenthesization. Due to the explicit inversion in the naive im-
plementation, there is no such fixed parenthesization, so Armadillo
is able to find a solution which is faster, but numerically less stable,
than the solution generated by Linnea.
For problem d), which is the loop body of a blocked algorithm for
the inversion of a triangular matrix, there is a large spread between
the speedups: The recommended Julia and Matlab solutions are
respectively around 1.40× and 1.50× slower than Linnea, while the
naive Armadillo and Eigen implementations are 20× and 30× slower.
Instead, this spread is likely caused by a combination of the interface
the different systems offer, and how they utilize properties. Both
Armadillo and Eigen do not have functions to solve linear systems
of the form AB−1, with the inverted matrix on the right-hand side.
Thus, even in the recommended solution, forX10 := L10L−100 , explicit
inversion is used instead. Most likely, Armadillo and Eigen are
not able to identify that L00 is lower triangular and instead use
an algorithm for the inversion of a general matrix, leading to a
significant loss in performance, while Julia and Matlab correctly
use the trsm kernel.
For expression g), all solutions have very similar execution times;
the speedup of Linnea is between 3% and 9%. The cost of computing
this problem is dominated by the cost of computing the value of
Xk+1, for which the solution found by all other languages and
libraries is almost identical to the solution found by Linnea. While
Linnea is able to save some FLOPs in the computation of Λ, those
savings are negligible for the evaluation of the entire problem.
5.2.1 Impact of Merging Branches. As discussed in Sec. 3.2, in order
to reduce the size of the search graph and thus to speed up the
program generation, without affecting the quality of the solutions,
different branches of the derivation graph are merged. In our exper-
iments, we observe that merging reduces the number of nodes, and
likewise, the generation time, by up to two orders of magnitude.
Typically, the reduction of the derivation time is larger for larger
graphs. We observed that only for very simple input problems with
a generation time of less than 0.1 seconds, the overhead due to
merging branches slows down the derivation.
5.2.2 Constructive Strategy. To evaluate the effectiveness of the
constructive strategy, we used it for the same test set as before. The
generation time for both strategies is shown in Fig. 9. Compared to
the exhaustive strategy, the constructive one reduces the generation
time by up to two orders of magnitude, and finds a solution for all
test problems in at most 70 minutes. In terms of execution time, the
code generated by the constructive strategy is on average about
10% slower.
As an example for the difference between the code generated by
the two strategies, consider the assignment
xk := (HTH + λσ 2In )−1(HTy + λσ 2(vk−1 − uk−1)),
which appears in an image restoration application (example 10).
We use τ for the result of λσ 2. With the exhaustive strategy, the
subexpression HTH + τ In is computed by a single call to the BLAS
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Figure 9: Generation time for both strategies (sorted by the
time for the constructive strategy). For the three rightmost
problems, the exhaustive strategy does not find a solution
within two hours. The labels on the x-axis correspond to the
labels in Tab. 3.
kernel syrk. With the constructive strategy, the same subexpression
is computed in two steps, with one call to syrk and one to axpy:
Mtmp1 := HTH
Mtmp2 := Mtmp1 + τ In
Overall, the algorithm generated by the default strategy uses 9
kernel invocations, while the one generated by the constructive
strategy uses 12. While the code generated by the constructive
strategy is about 1.7% slower, the generation time is reduced by a
factor of 6, from 33 to 5 seconds.
6 CONCLUSION AND FUTUREWORK
We presented Linnea, a code generator that translates a high-level
linear algebra problem into an efficient sequence of high-perfor-
mance kernels. In contrast to other languages and libraries, Lin-
nea uses domain knowledge such as associativity, commutativity,
distributivity and matrix properties to derive efficient algorithms.
Our experiments on application problems indicate that Linnea out-
performs all the current state-of-the-art tools. Linnea is also very
flexible, allowing us to either exhaustively explore the search space,
or to quickly find good, but potentially not optimal solutions.
In the future, we aim to integrate the expected efficiency and
scalability of kernels into the cost function, and investigate the
generation of parallel code, the extension to sparse linear algebra,
as well as ways to speed up the code generation.
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