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4.1.2 3-Set Covering je NP-úplný . . . . . . . . . . . . . . . . . . . . . . . 53
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Abstract: One of the recently most studied subsets of Boolean functions are Horn functions. There
is quite a lot of open problems which concern their minimization (finding the smallest equivalent
representation).
As Kronus [11] has expanded knowledge in the area of Horn minimization by unusual measure
(number of source sets) based on the theory of relational databases, in a similiar way this work is
trying to expand this knowledge by another three unusual measures (and their properties, relations)
based on the theory of hypergraphs.
Another recently studied problem is Horn minimization with a constraint on the number of literals
in one term. Up to now the best result was a proof that Horn minimization remains intractable even
when this number is restricted to be at most three. After pointing out a mistake in this proof, a new
problem of finding HV-cover will be presented, which is equivalent to the studied one. Alltogether
this could be the base for future correction of the original proof.
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Booleovská funkcia je svojou defińıciou vel’mi jednoduchý abstraktný matematický pojem.
V praxi je však teória Booleovských funkcíı vel’mi dobre aplikovatel’ná na vel’mi široku škálu
(i nanajvýš aktuálnych) problémov. Zrejme je to spôsobené práve jej jednoduchost’ou čo do
defińıcie, jej dostatočnou mierou abstrakcie. V odbore zložitosti bol napŕıklad prvý problém,
pre ktorý bola dokázaná NP-úplnost’, problém splnitel’nosti Booleovskej funkcie zadanej v
tvare CNF.
A práve to viedlo k tomu, že sa medzi značne všeobecnými Booleovskými funkciami hl’adali
podtriedy, ktoré by mohli mat’ lepšie vlastnosti (napŕıklad kvadratické, kubické, acyklické,
kvazi-acyklické, CQ-funkcie, Hornovské, skryte Hornovské, ...). V tejto práci som sa zame-
ral práve na Hornovské funkcie. Tie zauj́ımajú medzi Booleovskými funkciami tak trochu
výnimočné postavenie. A to práve z dôvodu, že odstraňujú obrovskú nevýhodu obecných
skrývajúcu sa v zložitosti problému splnitel’nosti a zároveň sú dostatočne všeobecné na to,
aby v nich boli formalizované mnohé praktické problémy, obzvlášt’ z oboru umelej inteligencie
a relačných databáz.
Pri narábańı s Hornovskými funkciami je kl’́učovou otázkou vol’ba reprezentácie. V otázke typu
reprezentácie sa na úkor menej typických (obvody, pravdivostná tabul’ka) bude práca zaobe-
rat’ len s funkciami vyjadrenými v najbežneǰsej forme - vo forme formuĺı a to v disjunkt́ıvnej
normálnej forme (DNF). Táto disjunkt́ıvna normálna forma však nie je jednoznačne určená,
existuje typicky exponenciálne mnoho ekvivalentných vyjadreńı danej funkcie. Pričom či
už z pohl’adu priestorovej, ale i časovej zložitosti je jasné, že práca s kompaktneǰsou re-
prezentáciou je výhodneǰsia. Preto jedným z najaktuálneǰśıch problémov v tejto oblasti je
problém nazývaný Horn Minimization (HM) - minimalizácie reprezentácie Hornovských for-
muĺı, na ktorý sa práca zameriava. Pri riešeńı tohto problému existuje viacero pŕıstupov.
Jednou z možnost́ı je aproximácia. Mimo iných autorov sa týmto zaoberal aj Bhattacharya a
kol. [2], kde okrem aproximácie skúmali pri probléme minimalizácie aj málo skúmané postupy,
ako napŕıklad pridávanie nových premenných za účelom celkového zmenšenia reprezentácie i
vzhl’adom k počtu pôvodných premenných.
Alternat́ıvnym pŕıstupom je hl’adanie podtried Hornovských formuĺı, pre ktoré by bol problém
minimalizácie riešitel’ný v polynomiálnom čase. Najznámeǰśım pŕıpadom sú kvadratické fun-
kcie (algoritmus na minimalizáciu uvádza napŕıklad aj Kronus [11]). Tie sú však už značne
obmedzené a v praxi málo využitel’né. Preto je snaha nájst’ všeobecneǰsie vyjadrenie. Tak
napŕıklad Hammer a Kogan [9] uviedli už značne použitel’neǰsiu množinu acyklických funkcíı
a ešte aj jej nadmnožinu quasi-acyklických funkcíı. Jeden z najnovš́ıch výsledkov v tejto ob-
lasti priniesol Boros a kol. [3] uvedeńım takzvaných CQ-funkcíı.
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Ďaľsou intenźıvne študovanou podtriedou problému Hornovskej minimalizácie je trieda Hor-
novských formuĺı s obmedzeńım počtu literálov na jeden term. Takéto obmedzenia však ty-
picky neprinášajú úspech. To sa vie napŕıklad u vyššie spomı́naného problému splnitel’nosti.
Pri probléme Hornovskej minimalizácie nie je tento aspekt preskúmaný úplne do detailov.
Značne totiž zálež́ı na tom, čo považujeme za parameter, ktorý chceme minimalizovat’. A to
je práve oblast’, ktorá je náplňou tejto práce.
V prvej kapitole zhrniem základné defińıcie týkajúce sa Hornovských funkcíı, ako aj vety a
nástroje, ktoré potom budem využ́ıvat’ vo všetkých ostatných kapitolách.
Ako bolo spomenuté vyššie, problém minimalizácie je značne závislý od miery, ktorou meriam
jej d́lžku. A práve druhá kapitola si vzala za ciel’ preskúmat’ čo naǰsiršie spektrum rôznych
mier minimality, dokonca aj takých ktoré boli doteraz uvažované len mimo svet Hornovských
funkcíı. Pozrie sa na ich vlastnosti, vzájomné závislosti a rozoberie problém minimalizácie
pre každú z nich.
Ďaľsie kapitoly sa venujú problému minimalizácie pri obmedzeńı počtu literálov v terme. V
pŕıpade, kedy použ́ıvame ako mieru počet literálov v celej formuli, ukázali Čepek, Kučera [6],
že aj pri obmedzeńı počtu literálov v terme na 5, zostáva tento problém NP-t’ažký. Ak
mierou minimalizácie je počet termov vo formuli, ukázali Boros, Čepek [4] že sa dá počet
literálov na term obmedzit’ až na č́ıslo 3. Práve rozbor tohoto dôkazu bude náplňou tretej
kapitoly. Ako sa ukáže, dôkaz obsahuje chybu. Uvediem protipŕıklad, dôkladne preskúmam
silu dokázaných tvrdeńı. Pokúsim sa množstvo užitočných pomocných tvrdeńı uvedených v
tomto dôkaze použit’ na zkonštruovanie ekvivalentného problému hl’adania tzv. HV-pokrytia.
Okrem demonštrácie komplikovanosti situácie tak dám priestor a prostriedky na pŕıpadné
budúce dokázanie toho, čo chcel pôvodný dôkaz dokázat’.
Nie je známy žiaden iný výsledok, ktorý by ukázal NP-t’ažkost’ minimalizácie v počte termov
pri obmedzeńı na akýkol’vek vyšš́ı počet literálov v terme. Štvrtá kapitola si zaumieni túto
práve vzniknutú medzeru vyplnit’ a dokázat’ aspoň slabšie tvrdenie, v ktorom sa neobmedźı
počet literálov v terme na 3 (ako to činil pôvodný dôkaz), ale na 4. Ukáže to redukciou
z NP-t’ažkého problému známeho ako Set Covering. Respekt́ıve z jeho modifikácie, ktorá
má obmedzenie mohutnosti množ́ın na 3, nazvaného 3-Set Covering. Dôkaz NP-t’ažkosti to-
hoto problému je taktiež súčast’ou tejto kapitoly. Rovnako aj dôkazy NP-t’ažkosti d’aľśıch
problémov, ktoré sú nevyhnutné pre tento dôkaz.
1.1 Základné pojmy
V tejto sekcii objasńım základné pojmy z oblasti Booleovských a Hornovských funkcíı. Uve-
diem aj niektoré základné vlastnosti popisovaných objektov vo forme Lemmat. Aby som
zabránil neúmernemu navyšovaniu rozsahu práce, nebudem uvádzat’ dôkazy všetkých tvr-
deńı. Obzvlášt’ ak je dôkaz vel’kého rozsahu a dá sa nájst’ v inej literatúre. V takomto pŕıpade
sa typicky odkážem na zdroj, kde sa dá nájst’ a uvediem aspoň náznak dôkazu. Podobný
postup budem volit’ aj v nasledujúcich kapitolách.




Defińıcia 1.1 Booleovská funkcia je zobrazenie
f : {0, 1}n → {0, 1}.
Malými ṕısmenami z konca abecedy budem označovat’ logické premenné, typicky x, y. Môžu
teda nadobúdat’ hodnoty 0, 1, ktoré sú ekvivalentami logických hodnôt false, true. Pri operáciach
s logickými premennými budem použ́ıvat’ na označenie disjunkcie x∨y, konjukcie x∧y, negácie
x̄. Výskyt premennej alebo jej negácie budem nazývat’ literál, pričom výskyt premennej je
pozit́ıvny literál, výskyt jej negácie negat́ıvny literál.
Defińıcia 1.2 Booleovská formula:
a) každá atomická formula (literál) je booleovská formula,
b) ak A, B sú booleovské formule, potom aj Ā, A ∨B,A ∧B sú booleovské formule
Slovom term budem označovat’ konjukciu literálov, v ktorej sa žiadna premenná nevyskytne
zároveň v pozit́ıvnom i negat́ıvnom literále. Na reprezentáciu Booleovských funkcíı budem
použ́ıvat’ práve formule, a to takmer výlučne v tvare:
Disjunkt́ıvna normálna forma (DNF) je disjunkcia termov.
Dovolit’ si to môžem preto, lebo plat́ı nasledujúce tvrdenie:
Veta 1.3 Každá Booleovská funkcia sa dá vyjadrit’ v tvare DNF.
Dôkaz. Majme funkciu f(n) na n premenných x1, . . . xn. Definujme tabul’ku:
x1 x2 . . . xn f(n)
0 0 ⋅ ⋅ ⋅ 0 0
0 0 ⋅ ⋅ ⋅ 1 1
...
...
1 1 ⋅ ⋅ ⋅ 0 0
1 1 ⋅ ⋅ ⋅ 1 1
Kde v jednotlivých st́lpcoch máme hodnoty premenných, v poslednom st́lpci hodnotu funkcie.
Výsledná DNF bude disjunkciou termov, kde každý term odpovedá jednému riadku tabul’ky,
kde má funkcia hodnotu jedna. Pri tvorbe termu z jedného riadku sa použije postup, kde sa
hodnota nula nahrad́ı negat́ıvnou premennou a hodnota jedna pozit́ıvnou. Takže v pŕıpade
hodnôt, ktoré sú naznačené v tabul’ke by výsledná DNF vyzerala
(x̄1 ∧ x̄2 ∧ . . . ∧ xn) ∨ . . . ∨ (x1 ∧ x2 ∧ . . . ∧ xn)
□
Poznámka: Z tabul’ky je pekne vidiet’, že počet rôznych Booleovských funkcíı nad n pre-
mennými je 2(2
n). Riadky totiž odpovedajú rôznym ohodnoteniam premenných, tých je 2n.
Booleovská funkcia potom môže mat’ na každom riadku bud’ hodnotu jedna alebo nula.
Takýchto rôznych kombinácíı je práve 2(2
n).
Zavediem si ešte jedno značenie. Formule v tvare DNF budem označovat’ kaligrafickým
ṕısmom vel’kými ṕısmenami, typicky ℱ , G , ℋ . Symbolom ℱ̂ budem označovat’ množinu
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termov DNF ℱ .
Pre funkcie f a g budem ṕısat’ f ≤ g, ak f = 1 ⇒ g = 1. Presneǰsie povedané, ak
pre všetky hodnoty premenných plat́ı ∀(x1, ..., xn) ∈ {0, 1}n : f(x1, x2, . . . , xn) = 1 ⇒
g(x1, x2, . . . , xn) = 1, kde f a g sú definované na n premenných. Každý term taktiež od-
povedá Booleovskej funkcii, takže toto značenie sa vzt’ahuje aj na termy. Dokonca v pŕıpade,
kedy bude pre nejaký term T a funkciu f platit’, že T ≤ f , takýto term označ́ım pojmom
implikant funkcie f . Term T sa nazýva primárny implikant funkcie f , ak je implikantom,
a po vypusteńı l’ubovol’ného literálu prestáva byt’ implikantom (T sa nedá skrátit’). Ak je T
implikantom f a nie je primárny, potom existuje T ′ tak, že T ≤ T ′ ≤ f , T ′ je primárny
implikant f . V takomto pŕıpade hovoŕıme, že T ′ absorbuje T .
Poznámka: V DNF je každý term implikantom reprezentovanej funkcie.
Ak je však každý term v DNF primárnym implikantom reprezentovanej funkcie, potom
túto DNF nazvem primárnou. DNF ℱ reprezentujúcu f nazvem irredundantnou, ak vy-
pusteńım l’ubovol’ného termu z ℱ dostanem DNF, ktorá už nereprezentuje f .
Hovoŕıme, že ℱ je kanonická DNF, ak obsahuje všetky primárne implikanty reprezentova-
nej funkcie.
Termy T1 a T2 majú konflikt v premennej x, ak x ∈ T1 a x̄ ∈ T2 (alebo naopak). Po-
vieme, že T1 a T2 majú konsenzus, ak majú konflikt v práve jednej premennej. Potom ak
T1 = Ax, T2 = Bx̄, tak cons(T1, T2) = A ∧B.
Ako hovoŕı Veta 1.4, ktorú uvediem nižšie, na źıskanie kanonickej DNF slúži
Konsenzuálna metóda: Na vstupe má DNF ℱ . Kým sa ℱ môže menit’, opakuj:
1) vykonaj všetky absorbcie, ktoré sa vykonat’ dajú
2) najdi l’ubovol’né dva termy majúce konsenzus, a ak nie je absorbovaný termom, ktorý
už je v ℱ pŕıtomný, tak ho pridaj do ℱ
Veta 1.4 (Quinn) Nech ℱ je DNF reprezentujúca f . Výstupom konsenzuálnej metódy so
vstupom ℱ je kanonická DNF reprezentujúca f .
Dôkaz. Sporom. Nech G = R1 ∨R2 ∨ . . . ∨Rk je výstupom konsenzuálnej metódy a nech P
je primárny implikant f , pričom P ∕= Ri, ∀i. Definujme P = {term Q∣Q ≤ P, ∀i : Q ≰ Ri}.
Ked’že P ∈ P , tak P ∕= ∅. Nech je teda P ∗ najdlhš́ı term v P .
∙ ∣P ∗∣ = n (všetky premenné)
P ∗ = 1 ⇒ P = 1 ⇒ f = 1
P ∗ = 1 ⇒ ∀i : Ri = 0 ⇒ f = 0, Spor
∙ ∣P ∗∣ ≤ n− 1
Vieme teda, že ∃x : x /∈ P ∗. Termy xP ∗, x̄P ∗ nie sú v P , pretože P ∗ bol najdlhš́ı.
Ked’že P ∗ ≤ P , potom aj xP ∗ ≤ P a x̄P ∗ ≤ P . Potom ale musia tieto dva termy
porušovat’ vlastnost’ ∀i : Q ≰ Ri. Musia teda existovat’ termy Ri, Rj také, že plat́ı
xP ∗ ≤ Ri, Ri = Ax,A ⊆ P ∗ a zároveň x̄P ∗ ≤ Rj, Rj = Bx̄,B ⊆ P ∗. Potom ale
tieto termy majú nutne konsenzus cons(Ri, Rj) = A ∧ B, kde A ∧ B ⊆ P ∗. Ked’že
je to konsenzus prvkov z G , musel byt’ metódou pridaný, alebo absorbovaný nejakým
Rk ∈ G. Potom ale Rk ⊆ A∧B ⊆ P ∗ a teda P ∗ ≤ Rk a to je spor s náležeńım do P . □
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1.1.2 Hornovské formule
Term T sa nazýva Hornovský, ak obsahuje nanajvýš jeden negat́ıvny literál.
DNF ℱ sa nazýva Hornovská, ak sa skladá len z Hornovských termov.
Booleovská funkcia f sa nazýva Hornovská, ak má aspoň jednu reprezentáciu pomocou
Hornovskej DNF. Term T sa nazýva čiste Hornovský, ak obsahuje práve jeden negat́ıvny
literál. Analogicky definujeme čiste Hornovskú DNF, čiste Hornovskú funkciu.
V pŕıpade Hornovských funkcíı je dobre známym faktom (napŕıklad [7]), že každý primárny
implikant (čiste) Hornovskej funkcie je (čiste) Hornovský. Takže každá primárna DNF (čiste)
Hronovskej funkcie je (čiste) Hornovská.
Pre zjednodušenie značenia pri práci s termami si zavediem zjednodušené značenie, kde
namiesto konjunkcie premenných x∧ y ∧ z̄ budem ṕısat’ len jednoducho xyz̄. Ak budem mat’
množinu premenných S = {x1, x2, ..., xn} a premennú z, budem namiesto
⋀
xi∈S xi ∧ z̄ ṕısat’
len jednoducho Sz̄. Na niektorých miestach sa v pŕıpade takýchto termov budem na množinu
S pozit́ıvnych literálov odkazovat’ ako na l’avú stranu termu a na premennú z, teda na pre-
mennú ktorá vystupuje ako negat́ıvna, ako na hlavu termu.
V úvode som spomı́nal, že Hornovské formule majú práve tú výhodu, že pre nich je
algoritmus na zistenie splnitel’nosti polynomiálny. Problém splnitel’nosti je však definovaný
na konjukt́ıvnej normálnej forme (CNF). Čitatel’a nemuśı zauj́ımat’ čo CNF je, podstané je
totiž to, že v pŕıpade DNF (a v celej práci sa zaoberám práve výlučne DNF) je tento problém
ekvivalentný problému falzifikovatel’nosti, označovaný FALS, ktorý hl’adá ohodnotenie, v
ktorom má funkcia hodnotu 0. (Čiže v podstate zist’uje, či daná formula je tautológiou.)
Pre názornost’ uvediem aspoň naivnú verziu algoritmu na FALS DNF:
1) Kým existuje záporný lineárny term x̄i:
(a) dosad’ xi = 1
(b) z formule vyhod’ termy obsahujúce x̄i
(c) z termov obsahujúcich xi tento literál vyhod’
Ak som týmto vytvoril prázdny term, potom KONIEC - formula nie je falzifiko-
vatel’ná (je tautológiou)
2) Zvyšné premenné ohodnot’ nulou.
Tento algoritmus pracuje v čase O(nl), kde n je počet premenných, l je počet literálov. Exis-
tuje aj o málo chytreǰśı algoritmus, ktorý pracuje v čase O(l).
Vel’mi dôležitým a často použ́ıvaným pojmom pri štúdiu Hornovských funkcíı je forward
chaining. Je to procedúra, pomocou ktorej sa dá overit’, či daný term je implikantom zadanej
čiste Hornovskej funkcie. Na vstupe má čiste Hornovskú DNF ℱ reprezentujúcu funkciu f ,
podmnožinu Q jej premenných a na výstupe dá množinu R, ktorá je nadmnožinou množiny
Q. Vágne povedané, množina R reprezentuje množinu všetkých premenných, ktoré sú “odvo-
ditel’né” z premenných, ktoré sú v Q. Pričom táto “odvoditel’nost’” sa dá nahliadnut’ napŕıklad
tak, že pri pokuse falzifikovat’ ℱ je R množinou všetkých premenných, ktorých ohodnotenie
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na 1 je vynútené ohodnoteńım premenných z Q na 1.
Forward chaining. Na vstupe má čiste Hornovskú DNF ℱ = ⋁mi=1 Six̄ji a podmnožinu
premenných Q. Potom:
1) R := Q
2) Kým existuje i tak, že Si ⊆ R a xji /∈ R, potom R := R ∪ {xji}
Výstupom procedúry forward chaining je množina R. Všeobecne v d’aľsom texte výsledok
procedúry forward chaining nad DNF ℱ s počiatočnou množinou Q budem označovat’ sym-
bolom Rℱ(Q).
O užitočnosti tejto procedúry, hovoŕı následujúce Lemma. Ked’že ho budem v d’aľsom
texte hojne použ́ıvat’, nebudem sa na neho zakaždým odkazovat’. Jeho dôkaz neuvediem, dá
sa nájst’ v mnohých publikáciách, napŕıklad v [11], [8].
Lemma 1.5 Čiste Hornovský term Qȳ je implikantom čiste Hornovskej funkcie f zadanej
čiste Hornovskou DNF ℱ práve vtedy, ak y ∈ Rℱ(Q).
Na základe tejto vety si zadefinujem ešte dva pojmy. Premenná x je v ℱ odvoditel’ná z
množiny S, ak x ∈ Rℱ(S). Term Sx̄ je odvoditel’ný z ℱ , ak x ∈ Rℱ(S).
Ďaľsia z užitočných vlastnost́ı Hornovských DNF je vyjadrená v nasledujúcom Lemma.
Lemma 1.6 Pre každú Hornovskú DNF sa dá v čase O(l2) nájst’ ekvivalentná primárna
irredundantná DNF.
Dôkaz. Majme Hornovskú DNF ℱ . Ukážem, ako k nej nájst’ primárnu irredundantnú DNF
ℱ ′′, ktorá bude ekvivalentná.
Dôležitým faktom je, že pre každú Hornovskú DNF ℋ a term Sx̄ vieme v lineárnom čase
O(l) (l je počet literálov) zistit’, či Sx̄ ≤ ℋ. A to tak, že v ℋ polož́ıme všetky premenné z S
ako rovné 1, premennú x polož́ıme rovnú 0 - túto novú DNF nazvyme ℋ′. Tým zabezpeč́ıme,
že Sx̄ je pravda. Ak má byt’ splnená podmienka Sx̄ ≤ ℋ, muśı byt’ nutne aj ℋ′ pravda, a
to pre každé ohodnotenie. Inými slovami, nesmie byt’ falzifikovatel’ná. A to zist́ıme tak, že
pust́ıme lineárny algoritmus FALS na ℋ′. A ak má byt’ Sx̄ ≤ ℋ, muśı algoritmus skončit’ s
odpoved’ou NO (teda s odpoved’ou “vstupná DNF nie je falzifikovatel’ná”).
Takže teraz si zoberieme ℱ , z nej vytvoŕıme primárnu ℱ ′′. A to tak, že z každého termu T
sprav́ım primárny nasledovne. Skúsim z neho odstránit’ nejaký literál a zist́ım, či aj po jeho
odstráneńı plat́ı T ≤ ℱ (horeuvedeným lineárnym algoritmom). Ak áno, odstránim tento
literál. Takto postupne vyskúšam všetky literály. Táto čast’ spust́ı pre každý literál horeuve-
dený algoritmus, to nám dáva zložitost’ tejto časti O(l2).
Teraz z primárnej ℱ ′ sprav́ım primárnu irredundantú ℱ ′′. A to tak, že pre každý term zist́ım,
či nie je redundantný. Najprv ℱ ′′ := ℱ ′. Potom pre každý term T polož ℱ ′′ := ℱ ′′ ∖T a skús
či T ≤ ℱ ′′. Ak áno, tak term je nadbytočný, nechaj ho mimo ℱ ′′. Ak nie, tak term T vrát’
do ℱ ′′. Pre každý term som pustil horeuvedený O(l) algoritmus, takže ak t je počet termov,




Hornovská Minimalizácia (HM) a
netradičné miery
V tejto kapitole zadefinujem problém Hornovskej minimalizácie (HM). Vel’mi vágne sa dá
povedat’, ze je to snaha pre zadanú DNF ℱ nájst’ jej minimálnu reprezentáciu, to jest DNF
ℱ ′ ekvivalentú ℱ takú, aby jej d́lžka bola najmenšia možná. Otázkou je, čo je to “d́lžka for-
mule”.
A práve na túto otázku sa v tejto kapitole pokúsim čo najkomplexneǰsie odpovedat’. Skúsim
nájst’ všetky odpovede, ktoré pre Hornovské DNF dávajú nejaký dobrý zmysel.
Vo vedeckej literatúre sa pod pojmom Horn Minimization väčšinou mysĺı jej minimalizácia
vzhl’adom k najprirodzeneǰsej miere - počtu termov vo formuli. Vel’mi často použ́ıvanou je
ešte aj celkový počet literálov vo formuli. Obe tieto miery sú celkom bežne použ́ıvané aj na
meranie d́lžky všeobecných formuĺı v tvare DNF (nie nutne Hornovských).
Špeciálny tvar Hornovskej DNF však umožňuje d́ıvat’ sa na vel’kost’ jej DNF aj na základe
iných kritéríı, ktoré u ostatných nemajú obdobu. Takto napŕıklad Kronus [11] zadefinoval
mieru, ktorú vo svojej práci označil ako ∣ℱ∣r. Tam aj na základe článku z oblasti relačných
databáz, ktorý publikoval Maier [12], vytvoril dôkaz o polynomiálnej zložitosti minimalizácie
Hornovských formuĺı vzhl’adom k tejto miere. Podobný pŕıstup som zvolil aj ja v tejto ka-
pitole a na základe článku z oblasti hypergrafov, ktorý publikoval Ausiello a kol. [1], som
zadefinoval d’aľsie tri miery, ktoré dávajú aj vo svete Hornovských funkcíı dobrý zmysel.
Potom s pomocou viet a lemmat dokázaných v [11] a [1] odvodil aj ich vlastnosti a vzájomné
vzt’ahy.
Pod pojmom miera čiste Hornovskej formule budeme rozumiet’ nejaké zobrazenie z
množiny všetkých Hornovských DNF do množiny prirodzených č́ısel. Dĺžka (vel’kost’) for-
mule v miere ∣ℱ∣x bude teda hodnota tejto miery pre túto DNF. Povieme, že formula
ℱ je minimálna vzhl’adom k miere ∣ℱ∣x, ak neexistuje žiadna iná DNF ℱ ′ tak, aby pla-
tilo ∣ℱ ′∣x < ∣ℱ∣x.
Teraz môžem prejst’ k defińıcii, ktorá je v tejto práci kl’́učová.
Defińıcia 2.1 Problémom Hornovskej minimalizácie (HM) v miere ∣ℱ∣x rozumieme:
Zadanie Hornovská DNF ℱ , prirodzené č́ıslo k, miera ∣ℱ∣x.
Otázka Existuje DNF ekvivalentná s ℱ tak, aby na nej bola definovaná miera ∣ℱ∣x a jej dĺ̌zka
bola nanajvýš k?
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Niekedy budem označovat’ problém Hornovskej minimalizácie vzhl’adom k miere ∣ℱ∣x ako
HM-x.
Vzhl’adom k podmienkam, ktoré som stanovil pre miery, môžem dokázat’ nasledujúce tvrdenie.
Lemma 2.2 Problém Hornovskej minimalizácie vzhl’adom k l’ubovol’nej miere ∣ℱ∣x je v NP.
Dôkaz. Majme inštanciu problému HM-x, ktorá mala na vstupe Hornovskú DNF ℱ a mieru
∣ℱ∣x, a na ktorú bola kladná odpoved’ a je daná (nie nutne Hornovská) DNF ℱ ′ ako “certi-
fikát”.
Najprv (v polynomiálnom čase) zist́ıme hodnotu ∣ℱ ′∣x. Ak je väčšia ako k, zamietneme ℱ ′
ako certifikát.
Pre každý term T ′ z ℱ ′ skonštruujeme v polynomiálnom čase primárny implikant T ′′ DNF
ℱ tak, aby platilo T ′ ≤ T ′′ ≤ ℱ (odstraňovańım literálov - vid’ dôkaz Lemma 1.6 - až na to,
že novovznikajúci term budem testovat’ v tomto pŕıpade nie voči ℱ ′, ktorá nie je Hornovská,
ale voči ℱ , ktorá je Hornovská). Nech ℱ ′′ je disjunkcia týchto primárnych implikantov. Z
predchádzajúcej kapitoly vieme, že každá primárna DNF Hornovskej funkcie je Hornovská.
Takže ak ℱ ′′ nie je Hornovská, zamietneme ℱ ′ ako certifikát.
Teraz si oveŕıme, či ℱ a ℱ ′′ reprezentujú tú istú funkciu. Najprv oveŕıme, či ℱ ≤ ℱ ′′. A to
tak, že pre každý term T zist́ıme, či T ≤ ℱ ′′. Ako som ukázal v dôkaze Lemma 1.6, toto
vieme v čase O(l), l je počet literálov (ked’že sú obe Hornovské). Prebehne to pre každý term,
to nám dáva O(lt), t je počet termov. Podobne oveŕıme, či ℱ ′′ ≤ ℱ .
Ak ℱ ′′ prešla všetkými testami, tak máme skutočne riešenie problému minimalizácie. Ak
niektorý z testov zlyhal, potom môžeme ℱ ′′ ako certifikát odmietnut’.
□
Poznámka: Problém hl’adania minimálnej DNF v pŕıpade všeobecných formuĺı (nie Hor-
novských) je NP-t’ažký pre každú mieru. Stač́ı si uvedomit’, že FALS je špeciálny pŕıpad
minimalizácie. Ak totiž formula nie je falzifikovatel’ná, je tautologicky rovná 1 (x∨x̄). Predpo-
kladám samozrejme, že v l’ubovol’nej miere je každá formula dlhšia ako tautologická jednička.
2.1 Pomocné tvrdenia
V tejto sekcii uvediem základné defińıcie a tvrdenia týkajúce sa mier minimality, ktoré mi
potom v sekciách nasledujúcich umožnia dokázat’ vety, ktoré sú výsledkom celej tejto kapi-
toly. Pre prehl’adnost’ tak učińım v súlade s formalizáciou z [11] a z [1].
Pre konjunkciu D =
⋀
x∈S x označ́ım symbolom I(D) množinu premenných tvoriacich jej
literály, čiže v tomto pŕıpade I(D) = S.
Defińıcia 2.3 Pre Hornovskú DNF ℱ reprezentujúcu Booleovskú funkciu f a pozit́ıvne kon-
junkcie D a E poviem, že D implikuje E podl’a ℱ , ak plat́ı
∀x ∈ I(E) ∖ I(D) : (Dx̄ ≤ f).
Toto budem značit’ D → E podl’a ℱ . Ak zároveň E → D podl’a ℱ , potom je D ekvivalentné
E podl’a ℱ , čo budeme označovat’ D ↔ E. Pre l’ubovol’nú konjunkciu S pozit́ıvnych literálov
označ́ım symbolom Eℱ(S) množinu tých termov ℱ , ktorých l’avá strana je ekvivalentná S
podl’a ℱ . Symbolom eℱ(S) označ́ım množinu l’avých strán termov z Eℱ(S).
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Teraz poṕı̌sem procedúru nazvanú modifikovaný forward chaining. Jej priebeh nad ℱ je
úplne rovnaký ako priebeh normálneho forward chaining až na to, že pri behu nad vstupnou
množinou S môže použ́ıvat’ len tie termy z ℱ , ktorých l’avá strana nie je ekvivalentná s S.
Inak povedané, použ́ıva len termy T , pre ktoré plat́ı T /∈ Eℱ(
⋀
x∈S x̄). Výslednú množinu
modifikovaného forward chaining nad DNF ℱ so vstupnou množinou S budem označovat’
R′ℱ(S).
Defińıcia 2.4 Nech ℱ je čiste Hornovská DNF reprezentujúca f , C a D sú pozit́ıvne kon-
junkcie také, že C → D podl’a ℱ . Poviem, že C priamo implikuje D podl’a ℱ (s označeńım
C →∗ D), ak existuje irredundantná čiste Hornovská DNF G ekvivalentná s ℱ , pre ktorú plat́ı
I(D) ⊆ R′G(I(C)).
Defińıcia 2.5 Majme čiste Hornovskú DNF ℱ reprezentujúcu f . Zdrojovú množinu S na-
zvem nadbytočnou, ak ∃T : S ↔ T, S →∗ T .
ℱ nazvem LR-minimálnou, ak je primárna irredundantná a zároveň neobsahuje žiadne
nadbytočné zdrojové množiny.
Lemma 2.6 Nech ℱ je čiste Hornovská primárna iredundantná DNF a S je jej zdrojová
množina. Nech T je pozit́ıvna konjunkcia taká, že S ↔ T a zároveň S →∗ T (podl’a ℱ ).
Potom DNF G definovaná následovne
Prvkom G je
{
Ux̄ ak Ux̄ ∈ ℱ , U ∕= S
T x̄ ak Sx̄ ∈ ℱ
je ekvivalentná ℱ .
Dôkaz. Kompletný dôkaz tohoto tvrdenia je v [11]. Na tomto mieste uvediem aspoň myšlienku
dôkazu.
Vieme, že S →∗ T , takže pri odvodzovańı T z S nemuśı byt’ použitý ani jediný term, ktorý má
ako l’avú stranu množinu S. Takže ak z ℱ odstránim všetky termy, čo majú ako l’avú stranu
S, term T bude v tejto novovzniknutej DNF aj nad’alej odvoditel’ný. Takže ak v G pust́ım
forward chaining nad S, množina T bude vo výsledku zahrnutá. A ak pust́ım v G forward
chaining nad T , zahrnú sa mi tam určite všetky premenné, ktoré by sa mi v ℱ zahrnuli nad
S (ked’že som nahradil všetky výskyty S za T ). A ked’že jediný rozdiel medzi ℱ a G sú len
termy čo majú ako l’avú stranu S alebo T , dokázal som tým ich ekvivalenciu. (Najprv ℱ ≤ G,
potom aj G ≤ ℱ .)
□
V d’aľsom texte budeme budeme pod pojmom eliminácia nadbytočnej zdrojovej množiny
rozumiet’ práve operáciu poṕısanú v zneńı Vety 2.6. Poznamenám, že touto operáciou sa
nemeńı počet termov. Inak povedané - výsledná DNF G má rovnaký počet termov ako ℱ .
Počet zdrojových množ́ın sa však zńıžil o jedničku (nahradili sme všetky výskyty S, nahradili
sme ich zdrojovou množinou T, ktorá bola obsiahnutá už i v ℱ ).
2.2 Miery minimality
V tejto kapitole sa teda konečne dostávam k tomu, že pre danú čiste Hornovskú DNF
ℱ zadefinujem miery, podl’a ktorých sa môže posudzovat’ jej vel’kost’. Hlavným účelom tejto
defińıcie bude snaha ukázat’, aký t’ažký bude problém Hornovskej minimalizácie vzhl’adom k
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týmto mieram. Takže zároveň s defińıciou miery zadefinujem aj pojmy, ktoré charakterizujú
vlastnost’ “byt’ minimálny vzhl’adom k tejto miere”. Ak nebude možné aby došlo k omylu,
budem tieto pojmy v d’aľsom texte navzájom zamieňat’ (napŕıklad sa budem odkazovat’ na
mieru SAM, namiesto ∣ℱ∣a).
Defińıcia 2.7 Majme čiste Hornovskú primárnu irredundantú DNF ℱ reprezentujúcu Hor-
novskú funkciu f o n premenných. Povieme, že ℱ je:
∙ Source-minimum (SM) - ak je ℱ minimálna vzhl’adom k počtu rôznych zdrojových
množ́ın, tj. vzhl’adom k miere ∣ℱ∣s definovanej nasledovne1:
∣ℱ∣s = ∣{S∣Sx̄ ∈ ℱ̂}∣.
∙ Term-minimum (TM) - ak je ℱ minimálna vzhl’adom k počtu termov, tj. vzhl’adom k
miere
∣ℱ∣t = ∣ℱ̂ ∣
∙ Source-term-minimum (STM) - ak je minimálna vzhl’adom k miere
∣ℱ∣st = ∣ℱ∣s + ∣ℱ∣t






∙ Optimum (O) - ak je minimálna vzhl’adom k jej skrátenej reprezentácii, tj. k miere
∣ℱ∣o = ∣ℱ∣a + ∣ℱ∣t






Pri defińıcii som použil niekol’ko nových výrazov, ktorých význam sa dal dovt́ıpit’, ale
pre istotu ich zadefinujem presne. Konjunkciu pozit́ıvnych literálov T nazvem zdrojová
množina DNF ℱ , ak ∃x : T x̄ ∈ ℱ̂ , kde x je premenná ℱ . Termı́nom zdrojová oblast’
DNF ℱ budem mat’ na mysli súčet mohutnost́ı všetkých jej zdrojových množ́ın (teda ak sa
jedna zdrojová množina vyskytne vo viacerých termoch, do zdrojovej oblasti ju započ́ıtam
len raz).
Pre jednoduchost’ si zavediem ešte nasledujúce značenie. Pre DNF ℱ označ́ım ṕısmenom
a vel’kost’ jej zdrojovej oblasti (teda a (= aℱ) = ∣ℱ∣a), ṕısmenom m počet termov (teda
m (= mℱ) = ∣ℱ∣t), ṕısmenom s počet rôznych zdrojových množ́ın (teda s (= sℱ) = ∣ℱ∣s).
Ṕısmenom n budem v súlade so zvyškom práce označovat’ počet premenných.
Pozastav́ım sa ešte nad tým, prečo som dal do defińıcie podmienku primárnosti a irre-
dundantnosti. Plat́ı nasledujúce Lemma:
1Kronus v [11] označuje túto mieru symbolom ∣ℱ∣r
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Lemma 2.8 Majme Hornovskú DNF ℱ , mieru ∣ℱ∣x l’ubovol’nú z vyššie uvedených (tj. ∣ℱ∣x ∈
{∣ℱ∣s, ∣ℱ∣t, ∣ℱ∣st, ∣ℱ∣a, ∣ℱ∣o, ∣ℱ∣l}). Medzi všetkými DNF, ktoré sú ekvivalentné ℱ a zároveň
minimálne vzhl’adom k miere ∣ℱ∣x môžeme nájst’ v kvadratickom čase Hornovskú DNF ℱ ′,
ktorá je primárna a irredundantná.
Dôkaz. Majme predpoklady tvrdenia, potom vieme nájst’ DNF (nie nutne Hornovskú), ktorá
je ekvivalentná ℱ a minimálna vzhl’adom k ∣ℱ∣x. Z nej vieme na základe dôkazu Lemma 1.6
(a s rovnakou poznámkou u tohto použitia ako v pŕıpade dôkazu Lemma 2.2) skonštruovat’ v
čase O(l2) ekvivalentnú primárnu irredundantú DNF ℱ ′. Ked’že je primárna, je aj Hornovská.
Tvorili sme ju tak, že sme postupne odstraňovali termy a literály.
Rozborom pŕıpadov u jednotlivých mier sa dá vel’mi jednoducho rozmysliet’, že odstráneńım
termu alebo literálu sa nezvyšuje hodnota tejto miery.
□
Takže teraz viem, že medzi minimálnymi DNF viem vždy nájst’ primárnu irredundnantnú.
Preto sa v defińıcii SM (SAM, TM, STM, O, LM) môžem obmedzit’ len na tie z nich, ktoré
túto podmienku sṕlňajú.
Pŕıklad 2.9 Majme nasledujúce Hornovské DNF. (Ich rozdelenie zátvorkami na dve časti je
len z dôvodu prehl’adnosti.)
a) Primárna irredundantná DNF ℱ .
(abc̄ ∨ abd̄ ∨ cā ∨ db̄ ∨ cdē) ∨ (ef̄ ∨ f ē ∨ eḡ ∨ eℎ̄ ∨ gℎē ∨ gℎkl̄)
b) Ekvivalentná SM formula,
(abc̄ ∨ abd̄ ∨ cā ∨ db̄ ∨ abē) ∨ (ef̄ ∨ f ē ∨ eḡ ∨ eℎ̄ ∨ gℎē ∨ gℎkl̄)
ktorá vznikne z ℱ nahradeńım klauzule cdē klauzulou abē.
c) Ekvivalentná TM formula,
(abc̄ ∨ abd̄ ∨ cā ∨ db̄ ∨ cdē) ∨ (ef̄ ∨ fḡ ∨ fℎ̄ ∨ gℎē ∨ gℎkl̄)
ktorá vznikne z ℱ nahradeńım klauzuĺı f ē, eḡ, eℎ̄ klauzulami fḡ, fℎ̄.
d) Ekvivalentná STM formula,
(abc̄ ∨ abd̄ ∨ cā ∨ db̄ ∨ abē) ∨ (ef̄ ∨ fḡ ∨ fℎ̄ ∨ gℎē ∨ gℎkl̄)
ktorá vznikne z ℱ kombináciou oboch vyššie uvedených nahradeńı.
e) Ekvivalentná SAM formula,
(abc̄ ∨ abd̄ ∨ cā ∨ db̄ ∨ abē) ∨ (ef̄ ∨ f ē ∨ eḡ ∨ eℎ̄ ∨ gℎē ∨ fkl̄)
ktorá vznikne z SM formule z bodu b) nahradeńım klauzule ℎgkl̄ klauzulou fkl̄.
f) Ekvivalentná O formula,
(abc̄ ∨ abd̄ ∨ cā ∨ db̄ ∨ abē) ∨ (ef̄ ∨ fḡ ∨ fℎ̄ ∨ gℎē ∨ fkl̄)
ktorá vznikne z STM formule z bodu d) nahradeńım klauzule ℎgkl̄ klauzulou fkl̄.
Poznámka: To, že sú formule z pŕıkladu ekvivalentné sa dá overit’ procedúrou forward
chaining, ich minimalita vzhl’adom k danej miere “hrubou silou”.
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2.3 Vzájomná závislost’
V tejto časti budem skúmat’ vzt’ahy medzi jednotlivými mierami. Ako sa ukáže, tieto miery sú
vel’mi silno navzájom prepojené. Výsledkom tejto kapitoly potom bude dôkaz, že platia všetky
vzt’ahy medzi mierami ako sú uvedené na Obrázku 2.1 (kde napŕıklad š́ıpka STM ⇒ TM
znamená, že ak je ℱ STM, tak je zárovéň aj TM). Z obrázku je napŕıklad vidiet’, že pre každú
funkciu f sa dá nájst’ DNF ℱ , ktorá ju reprezentuje a je minimálna vzhl’adom ku všetkým
uvedeným mieram okrem LM.
Obr. 2.1: Vzt’ahy medzi mierami
Na dôkaz týchto závislosti však potrebujem ešte niekol’ko pomocných tvrdeńı.
Lemma 2.10 Majme čiste Hornovskú DNF ℱ . ℱ je Source minimum práve vtedy ked’ ℱ je
LR-minimálna.
Dôkaz.
=⇒ Táto implikácia je priamym dôsledkom Lemma 2.6. Ak by totiž nebola LR-minimálna,
mohli by sme eliminovańım nadbytočnej zdrojovej množiny zńıžit’ ∣ℱ∣s o jedničku. To by bol
spor s predpokladom, že ℱ je SM.
⇐= Kompletný dôkaz je uvedený v [11]. Konkrétne tam je ukázané, že ak máme DNF G ,
ktorá je SM a irredundantnú DNF ℱ , ktorá je s G ekvivalentná a existuje taká konjunkcia
pozit́ıvnych literálov že ∣EG(S)∣s < ∣Eℱ(S)∣s, potom existujú U ∈ eℱ(S), V ∈ eℱ(S), U ∕= V
také, že U →∗ V podl’a ℱ .
A z tohto už dôkaz priamo vyplýva. Ak by totiž ℱ bolo LR-minimálne, ale nebolo SM, potom
by existovala SM DNF G a nutne by teda pre nejaké S platilo, že ∣EG(S)∣s < ∣Eℱ(S)∣s. Z toho
by ale vyplývala existencia U a V takých, že U →∗ V v ℱ , čo by bol spor s LR-minimalitou.
□
Lemma 2.11 Majme ekvivalentné čiste Hornovské DNF ℱ a G , ktoré sú obe SM. Potom
pre l’ubovol’nú konjunkciu pozit́ıvnych literálov S plat́ı ∣Eℱ(S)∣ = ∣EG(S)∣. Naviac pre každé
Xi ∈ eℱ(S) existuje práve jedno Yj ∈ eG(S) také, že Xi →∗ Yj a zároveň Yj →∗ Xi.
Dôkaz. Kompletný dôkaz je opät’ v [11]. Uvediem len náčrt myšlienky.
Ak by platilo, že pre nejaké S je ∣Eℱ(S)∣s < ∣EG(S)∣s, potom by museli existovat’ dve rôzne
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Yj, Yk ∈ G a také Xi ∈ ℱ , že Yj →∗ Xi a zároveň Yk →∗ Xi. Ale pre Xi existuje také Yl, že
Xi →∗ Yl. Mali sme j ∕= k, takže aspoň jedno z j, k je rôzne od l, BÚNO k ∕= l. Ked’že za
určitých podmienok (ktoré sú teraz splnené) plat́ı tranzitivita →∗ , potom z predchádzajúceho
vyplýva, že Yk →∗ Yl, čo by bol spor s tým, že G je SM.
□
Výsledkom tejto kapitoly je nasledujúca veta zhrňujúca implikácie medzi jednotlivými
konceptami minimalizácie.
Veta 2.12 Majme čiste Hornovskú DNF ℱ .
a) Ak ℱ je STM, potom ℱ je SM.
b) Ak ℱ je STM, potom ℱ je TM.
c) Ak ℱ je SAM, potom ℱ je SM.
d) Ak ℱ je O, potom ℱ je SAM.
e) Ak ℱ je O, potom ℱ je STM.
Dôkaz.
a) (STM ⇒ SM). Budem postupovat’ sporom. Nech ℱ je teda STM, ale nie je SM. Podl’a
Lemma 2.10 nie je LR-minimálna a ked’že je STM, tak je aj primárna irredundantná.
Existuje teda aspoň jedna nadbytočná zdrojová množina S. Eliminovańım tejto zdro-
jovej množiny dostaneme pomocou Vety 2.6 DNF G , ktorá je ekvivalentná ℱ . Dostali
sme DNF, ktorá má rovnaký počet termov ako ℱ , ale počet zdrojových množ́ın má o
jedna menš́ı než ℱ . To je spor s predpokladom, že ℱ je STM.
b) (STM ⇒ TM). Postupujme sporom. Predpokladajme teda, že ℱ je STM ale nie je TM.
ℱ nie je TM, existuje teda TM DNF G , ktorá má ostro menej termov. Podl’a časti a)
tejto vety je ℱ SM, takže Gmá viac rovno zdrojových množ́ın než ℱ . Keby však nastala
rovnost’ a G malo rovnaký počet zdrojových množ́ın ako ℱ , tak vzhl’adom k faktu, že
G má ostro menej termov by muselo mat’ aj ostro menš́ı súčet s + m a to je spor s
predpokladom, že ℱ je STM.
Takže G má ostro viac zdrojových množ́ın než ℱ a teda nie je SM a podl’a Lemma 2.10
nie je ani LR-minimálny. Ked’že G je TM, je primárny a iredundantný, má teda nevy-
hnutne aspoň jednu nadbytočnú zdrojovú množinu. Majme DNF ℋ , ktoré dostaneme
z G odstráneńım všetkých nadbytočných zdrojových množ́ın. Podl’a defińıcie a Vety 2.6,
ℋ je LR-minimálne a ekvivalentné G (teda reprezentujúce tú istú funkciu). Zároveň je
podl’a Lemma 2.10 SM. Ked’že podl’a časti a) tejto vety aj ℱ je SM, majú ℋa ℱ rovnaký
počet zdrojových množ́ın. Zároveň ℋmá ostro menej termov než ℱ (pretože G má os-
tro menej termov než ℱ a ℋ sme dostali z G odstraňovańım nadbytočných zdrojových
množ́ın, ktoré nezvyšuje (dokonca zachováva) počet termov). ℋ je ekvivalentné ℱ a má
menš́ı súčet ∣ℱ∣s + ∣ℱ∣t a to je spor s predpokladom, že ℱ je STM.
c) (SAM ⇒ SM). ℱ je primárny irredundantný (ked’že je SAM). Navyše ℱ nemá žiadnu
nadbytočnú zdrojovú množinu (inak by sme totiž odstráneńım tejto nadbytočnej zdro-
jovej množiny na základe Vety 2.6 dostali ekvivalentnú DNF, ktorá by mala menšiu
zdrojovú oblast’ než ℱ , čo by bol spor s predpokladom, že ℱ je SAM). Takže ℱ je
LR-minimálny a teda podl’a Lemma 2.10 je aj SM.
17
d) (O ⇒ SAM). Postupujme sporom. Predpokladajme teda, že ℱ je optimálna (minimálny
súčet a+m), ale existuje ekvivalentná SAM DNF G , ktorá má ostro menšiu zdrojovú
oblast’ než ℱ . Podl’a bodu c) tejto vety je G SM. Zároveň aj ℱ je SM (inak by nebola
podl’a Vety 2.10 LR-minimálna, existovala by teda nadbytočná zdrojová množina, jej
odstráneńım by sme dostali DNF s menšou zdrojovou oblast’ou a rovnakým počtom
termov, čo by bol spor s predpokladom, že ℱ je O).
Existuje teda bijekcia Ámedzi zdrojovými množinami ℱa Gtaká, že S →∗ Á(S) a zároveň
Á(S) →∗ S (Lemma 2.11). Nech ℋ vznikne z ℱ tak, že nahrad́ıme všetky termy Sx̄
termami Á(S)x̄ (pre každú zdrojovú množinu S formule ℱ ). Viacnásobným aplikovańım
Vety 2.6 dostávame, že ℋ je ekvivalentná ℱ . Zároveň má rovnaký počet termov ako ℱ ,
ale zdrojovú oblast’ má rovnakú ako G (a tá je ostro menšia ako zdrojová oblast’ ℱ ).
ℋmá teda menš́ı súčet a+m než ℱ , a to je spor s predpokladom, že ℱ je O.
e) (O ⇒ STM). Budem postupovat’ podobne ako v dôkaze časti d) tejto vety. Takže opät’
sporom - nech ℱ je O, nie je STM, existuje STM DNF G ekvivalentné ℱ . Rovnako
ako v dôkaze časti d) tejto vety dostaneme, že ℱ je SM. Z dokázanej časti a) priamo
dostávam, že aj G je SM. ℱ nie je STM, G je STM, plat́ı teda sG + mG < sℱ + mℱ .
Obe DNF sú SM a teda sG = sℱ a z toho plynie mG < mℱ . Ked’že ℱ je O, plat́ı
aℱ +mℱ ≤ aG +mG. Z predchádzajúcich dvoch nerovnost́ı dostávame aℱ < aG. Obidve
formule sú SM, máme teda podobne ako v d) bijekciu Á : S →∗ Á(S), Á(S) →∗ S. Nech
ℋ vznikne tentokrát z G nahradeńım všetkých termov Sx̄ termami Á(S)x̄. Máme teda
mℋ = mG, aℋ = aℱ , aℋ +mℋ < aℱ +mℱ , spor s predpokladom, že ℱ je O.
□
Pozorovanie 2.13 Ak nepoč́ıtame mieru ∣ℱ∣l, tak žiadne iné implikácie týkajúce sa vzt’ahov
jednotlivých mier minimality neplatia (samozrejme okrem tých, ktoré źıskame tranzitivitou).
Dôkaz. Podl’a pŕıkladu 2.9. Je vidiet’, že
a) SM formula z bodu b) pŕıkladu nie je TM (a teda ani STM),
b) TM formula z bodu c) pŕıkladu nie je SM (a teda ani SAM, ani STM),
c) STM formula z bodu d) pŕıkladu nie je SAM,
d) SAM formula z bodu e) pŕıkladu nie je TM (a teda ani STM),
e) žiadna z formuĺı z bodov b) až e) pŕıkladu nie je O.
□
Na obrázku 2.1 je okrem vzájomných vzt’ahov mier vyznačená aj zložitost’ minimalizácie
vzhl’adom k pŕıslušnej miere. Vd’aka práve dokázanému tvrdeniu mi však na potvrdenie
týchto zložitost́ı stač́ı ukázat’ nasledujúce.
Primárnost’ a irredundantnost’ sme schopńı, ako som už uviedol vyššie, zabezpečit’ v po-
lynomiálnom čase.
Minimalizácia SM je uskutočnitel’ná v polynomiálnom čase. Vd’aka Lemma 2.10 mi stač́ı
eliminovat’ všetky nadbytočné zdrojové množiny, na čo mi v podstate stač́ı forward chaining.
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Podrobný dôkaz polynomiálnej zložitosti tohoto problému včetne algoritmu sa dá nájst’ v [11].
NP-úplnost’ problému HM-l bola dokázaná vo viacerých publikáciách, napŕıklad [11], [6].




3-HM: Chyba v existujúcom dôkaze
V probléme Hornovskej Minimalizácie sa, podobne ako v iných NP-úplných problémoch,
skúmajú aj pŕıpady, v ktorých sa oproti pôvodnému zadaniu urob́ı nejaké obmedzenie dúfajúc,
že sa problém zjednoduš́ı. Bud’ sa nájde polynomiálny algoritmus, ktorý takýto obmedzený
problém rieši, alebo sa ukáže že aj pri obmedzeniach zostáva problém NP-úplný a teda nemá
význam ani v budúcnosti hl’adat’ polynomiálny algoritmus (aspoň do doby kým sa neukáže, že
P = NP ). Takéto obmedzenia sú typicky na mohutnosti množ́ın, počty prvkov. Vo väčšine
pŕıpadov sa ukazuje ako kritický prechod z č́ısla 2 na č́ıslo 3. Tak napŕıklad splnitel’not’
obecných kvadratických DNF je jednoduchá, kým o probléme 3SAT sa už dávno vie, že je
NP-úplný. U kvadratických je jednoduchý aj problém ich minimalizácie. Naproti tomu u
Hornovských, napriek tomu že u nich máme splnitel’nost’ polynomiálnu, je problém mini-
malizácie NP-úplný. A to, ako som ukázal v predchádzajúcej kapitole, u takmer všetkých
mier (teda s výnimkou miery počtu zdrojových množ́ın). Tak sa hl’adali určité obmedzenia,
ktoré by u NP-t’ažkých mier túto minimalizáciu zjednodušili. A u Hornovskej Minimalizácie
sa ako najčasteǰśı spôsob obmedzenia berie počet literálov na term. Pričom sa má za to, že
č́ım nižšie č́ıslo, tým väčšia šanca, že sa podaŕı nájst’ polynomiálny aloritmus. Ked’že Hor-
novské funkcie sú podmnožinou obecných je jasné, že pri obmedzeńı literálov na 2 vieme
nájst’ polynomiálny algoritmus. Potom je snaha nájst’ čo najtesneǰsiu hranicu v tomto obme-
dzeńı. V tomto úsiĺı sú výsledky rôzne v závislosti od miery, podl’a ktorej minimalizujeme.
Tak napŕıklad v pŕıpade miery počtu literálov v celej DNF je najlepš́ım doteraz dokázaným
výsledkom, že aj pri obmedzeńı počtu literálov na term na 5 zostáva problém NP-úplný. Pre
obmedzenia počtu literálov na 3 a 4 nevieme s istotou povedat’ ani či je to polynomiálne ani
či NP-t’ažké. V pŕıpade miery, pri ktorej sa berie do úvahy počet termov, je situácia lepšia.
Dokonca sa dosiahla úplne tesná hranica - dokázalo sa v [4] aj pre obmedzenie počtu na tri,
že je tento problém NP-úplný. Avšak ako ukáže jeho rozbor, ktorý je obsahom tejto kapitoly,
pŕıslušný dôkaz obsahuje isté nezrovnalosti. V snahe túto nezrovnalost’ odstránit’ učińım jeho
podrobný rozbor, ukážem širšie súvislosti dokázaných viet.
Dôkaz v snahe prevodu z Hamiltonovskej cesty v grafe G vytvoŕı defińıciu jemu analogickej
čiste Hornovskej funkcie fG a jej DNF. Minimálna forma tejto Hornovskej DNF by potom
mala generovat’ práve Hamiltonovskú cestu v pôvodnom grafe. Avšak, ako ukážem, množina
podgrafov, ktorú táto fG generuje, je o čosi širšia. V tejto práci som tieto podgrafy nazval
HV-pokrytie. Vzhl’adom k tomu, že je silný predpoklad, že problém Hornovskej minimalizácie
je skutočne NP-t’ažký aj pri tomto obmedzeńı, bolo mojou snahou problém ekvivalentného
grafu funkcie fG nadefinovat’ čo najpresneǰsie, pretože sa dá očakávat’, že aj problém genero-
vania týchto mnou nadefinovaných HV-pokryt́ı bude taktiež NP-t’ažký.
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V prvej časti kapitoly uvediem pôvodný dôkaz NP-úplnosti HM pri obmedzeńı počtu literálov
na term na tri, tak ako je uvedený v [4]. Potom ukážem, kde nastal v tomto dôkaze chybný
predpoklad. Zvyšok dôkazu potom uvediem len schématicky, ked’že vzhl’adom k chybe už
bude neplatný a nepoužitel’ný.
V d’aľsej časti potom rozoberiem, kde nastala chyba a ako to v skutočnosti je. Ukážem aj
myšlienkový postup pri definovańı skutočných vlastnost́ı štruktúr uvedených v pôvodnom
dôkaze.
V poslednej časti potom uvediem konečný výsledok - HV-pokrytie, včetne dôkazu, že problém
hl’adania minimálnej reprezentácie fG je skutočne ekvivalentný hl’adaniu nejakého HV-pokrytia
pôvodného grafu G. Tento výsledok má potenciál použitel’nosti v tom, že ak sa ukáže, že je
NP-úplný, tak na základe tejto kapitoly bude automaticky dokázaná aj NP-úplnost’ Hornov-
skej minimalizácie pri obmedzeńı d́lžok termov na tri. Oproti 3-HM však môže mat’ výhodu
v tom, že je to grafový problém a vzhl’adom k značnej š́ırke vedomost́ı v oblasti grafových
algoritmov je dost’ možné, že sa jeho NP-t’ažkost’ dokáže l’ahšie.
3.1 Existujúci dôkaz
V tejto časti uvediem prepis článku Boros, Čepek [4].
Ako som spomı́nal v úvode kapitoly, tento článok mal za hlavný ciel’ ukázat’ NP-úplnost’
problému Hornovskej minimalizácie aj pri obmedzeńı d́lžok termov na tri. Náležitost’ do NP
ukázana rovnako ako v Lemma 2.2. NP-t’ažkost’ ukázaná pomocou prevodu zo známeho NP-
úplného problému hl’adania (neorientovanej) Hamiltonovskej cesty v kubickom grafe.
Nech G = (V,E) je l’ubovol’ný neorientovaný graf na n vrcholoch s m hranami. Každý
vrchol grafu si označ́ıme Booleovskou premennou xi, takže V = {x1, x2, . . . , xn}. V celej
kapitole budeme predpokladat’, že graf G je jednoduchý, t.j. že nemá slučky (hrany (x, x))









kde v označuje jednu dodatočnú Booleovskú premennú. Ako vidiet’, DNF (3.1) pozostáva
z m + n termov a každý term pozostáva z maximálne 3 literálov. Každý term je zároveň
očividne čiste Hornovský a primárny. Primárnost’ sa dá nahliadnut’ napŕıklad tak, že ked’
l’ubovol’nú premennú nastav́ıme na hodnotu jedna, potom si l’ahko vynútime hodnotu funkcie
fG nula tým, že aj všetkým ostatným premenným prirad́ıme hodnotu jedna.
Graf G = (V,E) označujeme ako kubický, ak každý jeho vrchol nálež́ı presne trom hranám,
tj. ∀x ∈ V : degG(x) = 3.
Výsledkom celého článku potom malo byt’ dokázanie nasledujúceho tvrdenia:
Veta 3.1 Nech G = (V,E) je kubický neorientovaný graf. K nemu pridružená čiste Hor-
novská funkcia fG má DNF reprezentáciu s maximálne m + 2 termami práve vtedy, ak v
grafe G existuje Hamiltonovská cesta, tj. cesta prechádzajúca každým vrcholom práve raz.
Najprv ukážeme, že každá DNF reprezentácia fG muśı mat’ minimálne m + 2 termov.
Takže každá DNF, ktorá pozostáva z maximálne m + 2 termov muśı byt’ nutne minimálna
a mat’ teda presne m + 2 termov. Článok si dal za úkol aj polynomiálny prevod medzi
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Hamiltonovskou cestou a minimálnou reprezentáciou funkcie fG a naopak. To je práve čast’,
ktorá sa nakoniec nezdarila.
Nasledujúce Lemma charakterizuje všetky primárne implikanty funkcie fG.
Lemma 3.2 Nech G = (V,E) je graf a uvažujme k nemu pridruženú funkciu fG definovanú
rovnicou (3.1). Term T je primárnym implikantom funkcie fG práve vtedy, ked’ je splnená
jedna z nasledujúcich podmienok:
a) T = vx̄k pre nejaké xk ∈ V , alebo
b) T = xixjx̄k pre nejaké (xi, xj) ∈ E kde k /∈ {i, j}, alebo
c) T = xixj v̄ pre nejaké (xi, xj) ∈ E.
Dôkaz. Podmnožinu S ⊆ V vrcholov grafu G nazvem stabilná, ak žiadna hrana grafu G
nemá oba svoje konce v tejto množine. Dá sa odpozorovat’, že
∙ RℱG(S) = S, ak S ⊆ V je stabilná,
∙ RℱG({xi, xj}) = V ∪ {v}, ak (xi, xj) ∈ E a nakoniec
∙ RℱG({v}) = V ∪ {v}.
Z toho vyplýva že všetky implikanty kategóríı a), b) a c) sú implikantami fG a naviac vypus-
teńım l’ubovol’ného literálu vzniknú termy, ktoré už implikantami nebudú, takže sú to všetko
skutočne primárne implikanty fG.
Na druhej strane, ak je nejaký term T primárnym implikantom funkcie fG, potom muśı byt’
čiste Hornovský (ked’že vieme, že každý primárny implikant čiste Hornovskej funkcie je Hor-
novský). Takže predpokladajme, že T je tvaru T = Qȳ, kde Q je podmnožina premenných
a y /∈ Q. Potom RℱG(Q) ∕= Q (ked’že muśı obsahovat’ y), takže na základe vyššie uvedeného
muśı byt’ Q bud’ premenná v alebo nejaká hrana (xi, xj) ∈ E. Primalita T potom implikuje,
že v prvom pŕıpade T = vȳ (teda že T je kategórie a)) a v druhom pŕıpade T = xixj ȳ (teda
T je kategórie b) alebo c), v závislosti od y).
□
V súlade s vyššie zavedeným, pre hranu e = (xi, xj) ∈ E grafu G, budem termy xixj v̄ a
xixjx̄k ṕısat’ skrátene ev̄, ex̄k.
Každá primárna DNF ℱ funkcie fG muśı na základe Lemma 3.2 pozostávat’ jedine z termov
typu a), b) a c). Zavediem nasledujúce značenie.
∙ S(ℱ) = {x ∈ V ∣vx̄ je term v ℱ},
∙ He(ℱ) = {x ∈ V ∣ex̄ je term v ℱ}, e ∈ E,
∙ I(ℱ) = {e ∈ E∣He(ℱ) ∕= ∅},
∙ T (ℱ) = {e ∈ E∣ev̄ je term v ℱ}, a nakoniec
∙ D(ℱ) = ∪e∈I(ℱ)He(ℱ).
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Takže napŕıklad pre DNF ℱG z rovnice (3.1) máme S(ℱ) = V, ∀e ∈ E : He(ℱ) =
∅, I(ℱ) = ∅, D(ℱ) = ∅, T (ℱ) = E. Ak uvažujeme o procedúre forward chaining nad ℱ so
vstupnou množinou {v}, potom S(ℱ) označuje “štartovnú” (starting) množinu premenných,
zahrnutých v procedúre do výslednej množiny ako prvé, množina I(ℱ) potom množinu “pro-
stredných” (intermediate) a nakoniec T (ℱ) množinu “koncových” (terminal) premenných.
Pri zachovańı tejto neformálnej terminológie nazvem termy objavujúce sa v Lemma 3.2
v kategórii a) ako štartovné, v kategórii b) ako prostredné a v kategórii c) ako koncové.
Množina He(ℱ) je množina “hláv” (heads) prostredných termov odpovedajúcich hrane e ∈ E
a množina D(ℱ) potom odpovedá “doméne hláv” (domain of heads) prostredných termov.
V nasledujúcom Lemma ukážeme, že medzi všetkými minimálnymi (v počte termov, tak i
d’alej v celej kapitole) DNF funkcie fG je vždy aspoň jedna, ktorá má isté pekné vlastnosti v
zmysle vyššie zavedeného značenia. Ba čo viac, takáto DNF sa dá źıskat’ z každej minimálnej
DNF v polynomiálnom čase.
Lemma 3.3 Z danej minimálnej DNF ℱ0 funkcie fG sa dá odvodit’ iná minimálna DNF ℱ4,
ktorá je primárna a spĺňa nasledujúce podmienky:
a) S(ℱ4) a D(ℱ4) sú disjunktné a pokrývajú celú V ,
b) He(ℱ4) ∩He′(ℱ4) = ∅ pre všetky e ∕= e′,
c) I(ℱ4) a T (ℱ4) sú disjunktné a pokrývajú celú E.
Dôkaz. Kompletný dôkaz sa dá nájst’ v [4]. Na tomto mieste len podotknem, že tento dôkaz
pozostáva zo sekvencie štyroch pŕıpustných modifikácíı pôvodnej DNF ℱ0, ktoré na jednej
strane zaručujú, že modifikovaná DNF bude ekvivalentná pôvodnej a na druhej strane za-
chovávajú počet termov (teda ak bola pôvodná DNF minimálna, tak aj modifikovaná bude
minimálna).
□
Uvediem niekol’ko d’aľśıch vlastnost́ı DNF ℱ4. Najprv zavediem značenie Ne(ℱ4) = {e′ ∈
E∣e ∕= e′ ⊆ e∪He(ℱ4)}. Množina Ne(ℱ4) teda odkazuje na potenciálne termy, ktoré sa môžu
použit’ procedúrou forward chaining po tom, ako bola do výslednej množiny zaradená aj
hrana e.
V d’aľsom texte sa budeme zaoberat’ len DNF ℱ4, preto na zjednodušenie značenia budem jej
názov vynechávat’ na miestach, kde to bude možné. Teda napŕıklad namiesto I(ℱ4) budem
ṕısat’ len jednoducho I. Podobne pre ostatné značenia.
Lemma 3.4 Pre každú hranu e ∈ I plat́ı Ne ∕= ∅.
Dôkaz. Vykonajme forward chaining nad ℱ4 so vstupnou množinou e ∈ I. Po prvom kroku
procedúry máme v R(e) množinu e ∪ He. Ak by teraz bolo Ne = ∅, potom by v tomto




Lemma 3.5 Ak má graf G aspoň dve hrany (tj. m > 1), potom I ∕= ∅.
Dôkaz. Pre spor predpokladajme, že graf má hrany e, e′ a zároveň I = ∅. Takže plat́ı, že
e, e′ ∈ T , teda ℱ4 obsahuje termy ev̄, e′v̄. Taktiež muśı pre všetky x ∈ V platit’, že x ∈ S.
Teda ℱ4 obsahuje aj termy vx̄ pre všetky x ∈ e′∖e. Takže nasledujúcou modifikáciou źıskame
DNF ekvivalentné ℱ4 a obsahujúce o jeden term menej.
∙ Vymaž termy ev̄, vx̄ pre x ∈ e′ ∖ e.
∙ Pridaj termy ex̄ pre x ∈ e′ ∖ e.
Na prvý pohl’ad je vidiet’, že ked’ výsledok týchto modifikácíı označ́ıme ako ℱ5, potom
{v} ∈ Rℱ5(e) a {x} ∈ Rℱ5(v) pre všetky x ∈ e′ ∖ e. Teda obe DNF sú skutočne ekviva-
lentné, čo je v spore s minimalitou ℱ4.
□
Lemma 3.6 Ak m > 1, potom existuje také e ∈ I, pre ktoré e ⊆ S.
Dôkaz. Podl’a Lemma 3.5 ak graf G obsahuje aspoň dve hrany, potom I ∕= ∅, a teda aj
D ∕= ∅ (z defińıcie). Nech x ∈ D l’ubovol’ný, pozrime sa na R({v}). Ked’že vx̄ je implikantom
fG = ℱ4, muśı platit’ že x ∈ R({v}). Nech eȳ je prvý prostredný term použitý v tomto
forward chaining (takýto term muśı existovat’, ked’že literál x̄ sa objavuje v ℱ4 iba raz, a to v
prostrednom terme). To ale znamená, že vrcholy hrany e boli do R({v}) zahrnuté použit́ım
výlučne štartovných termov a teda e ⊆ S.
□
Lemma 3.7 Ak m > 1, potom ∣S∣ ≥ 2, ∣I∣ ≤ ∣D∣ ≤ n−2 a ℱ4 obsahuje aspoň m+2 termov.
Dôkaz. Prvá nerovnost’ je priamym dôsledkom Lemma 3.6. Druhá nerovnost’ je zas dôsledkom
vlastnosti b) z Lemma 3.3. Nerovnost’ ∣D∣ ≤ n−2 vyplýva z Lemma 3.3 a) použit́ım nerovnosti













Takže pre počet termov dostávame
počet termov v ℱ4 = ∣S∣+
∑
e∈I
∣He∣+ ∣T ∣ =
= ∣S∣+ ∣D∣+ ∣T ∣ ≥




Prvá rovnost’ vyplýva z Lemma 3.3 b). Následné nerovnosti vyplývajú priamo z nerovnost́ı
ukázaných vyššie v tomto Lemma.
□
Teraz uvediem jednoduché ale užitočné Lemma, ktoré pojednáva špeciálny pŕıpad, kedy
∣I∣ nadobúda svoju maximálnu hodnotu, čiže ∣I∣ = n− 2.
Lemma 3.8 Ak ∣I∣ = n− 2, potom
a) S = e pre nejaké e ∈ E;
b) ∣He∣ = 1 pre všetky e ∈ I;
c) pre všetky e ∈ I a e′ ∈ Ne plat́ı ∣e ∩ e′∣ = 1, tj. hrany e a e′ tvoria v G cestu dĺ̌zky dva;
d) ℱ4 obsahuje presne m+ 2 termov.
Dôkaz.
Čast’ a).
Podl’a Lemma 3.3 a) máme ∣S∣+ ∣D∣ = n a podl’a Lemma 3.7 máme n−2 ≥ ∣D∣ ≥ ∣I∣ = n−2,
z čoho dostávame ∣D∣ = n − 2 a teda ∣S∣ = 2. Na druhej strane, podl’a Lemma 3.6, S muśı
obsahovat’ hranu grafu G.
Čast’ b).
Podl’a časti a) tohoto Lemma ∣D∣ = ∣I∣ a teda použit́ım Lemma 3.3 b) dostávame, že ∣He∣ = 1
muśı platit’ pre všetky e ∈ I.
Čast’ c).
Toto je triviálny dôsledok časti b) tohoto Lemma.
Čast’ d).
Podl’a časti b) máme
∑
e∈I ∣He∣ = ∣I∣ a teda všetky nerovnosti v (3.3) sa stávajú rovnost’ami.
□
Uvediem ešte posledné z technických Lemmat, ktoré boli v pôvodnom článku uvedené pred
tým, ako sa pristúpilo k dokazovaniu Vety 3.1. Zároveň všetky tieto Lemma boli bezchybné a
ukazovali pekné vlastnosti ℱ4, ktoré využijem aj neskôr pri hl’adańı problému ekvivalentnému
hl’adaniu minimálnej formy fG.
Lemma 3.9 Ak ℱ4 obsahuje presne m+ 2 termov, potom ∣I∣ = n− 2.
Dôkaz.
Všetky nerovnosti v (3.3) sa v tomto pŕıpade stávajú rovnost’ami a to znamená, že ∣S∣ = 2 a
∣I∣ = ∣D∣. Na základe Lemma 3.3 a) plat́ı ∣S∣+ ∣D∣ = n a teda ∣I∣ = n− 2.
□
Následne ako autor článku dokázal všetky tieto užitočné Lemmata, prešiel k dôkazu sa-
motného tvrdenia. Avšak tu hned’ zkraja došiel k chybnému predpokladu, že ku každému
e ∈ I existuje takzvaná e-cesta, tj. postupnost’ hrán grafu G v tvare {e = e1, e2, . . . , el}, kde
pre každé ei, i = 1 . . . l plat́ı ei ⊆ E. Naviac pre ej = (yj−1, yj) také, že ej ∈ Nej−1 , j = 2 . . . l
(teda v ℱ4 je term ej−1ȳj pre j = 2 . . . l). Zároveň el ∈ T (teda ℱ4 obsahuje term elv̄).
Toto sa zdalo byt’ ako celkom priamočiary dôsledok toho, že pre každé e ∈ I : Ne ∕= ∅ a
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zároveň ∣He∣ = 1 a naviac je toto He pre e unikátne (žiadne dve ho nemajú zhodné). A ked’že
naviac ∣S∣ = 2 a S = e pre nejaké e ∈ E, bol to ideálny kandidát na začiatok takejto cesty. A
vzhl’adom k tomu, že žiadne dve hrany nemajú zhodné He a zároveň S a D tvoria množinu
všetkých vrcholov sa zdalo, že to takmer nutne muśı byt’ priamočiarou reprezentáciou Ha-
miltonovskej cesty. Avšak má to dva zádrhele:
∙ ∣He∣ = 1, avšak Ne môže byt’ dvojprvkové - obe vrcholy hrany e môžu súčasne tvorit’
“následńıka”
∙ v e-ceste si vyberme ej = {yj−1, yj}, j ∈ {2, . . . , l}. Vieme, že ej+1 ∈ Nej . V článku
sa automaticky predpokladá, že ej+1 = {yj, yj+1}. Avšak v skutočnosti sa môže vel’mi
l’ahko stat’, že ej+1 = {yj−1, yj+1}, teda že sa použije “predchádzajúci” vrchol ešte raz.
Prvý pŕıpad, teda ten, kedy obe vrcholy môžu byt’ v Ne autor podrobne rieši. Je to zároveň
moment, ktorý ten dôkaz pomerne značne komplikuje. Vytvára sa tým totiž akési “napojenie
v strede” cesty. Tu zas pŕıde vhod to, že graf G je kubický. To ul’ahč́ı situáciu v tom, že takéto
napojenie sa v skutočnosti môže stat’ len na začiatku, alebo na konci e-cesty. Potom sa tieto
dva pŕıpady zvlášt’ riešia a pŕıslušná DNF sa modifikuje tak, aby tieto napojenia realizovala,
tj. predlžovala e-cestu až po moment, kedy bude obsahovat’ všetky vrcholy a stane sa tak
cestou Hamiltonovskou.
Druhý pŕıpad však nebol v dôkaze braný v zretel’. A ako ukážem v nasledujúcej časti tejto
kapitoly, mal d’alekosiahle následky v tom, že výsledná e-cesta sa už ani zd’aleka nepodobala
na cestu Hamiltonovskú.
3.2 Skutočná tvár fG
Obr. 3.1: Najjednoduchš́ı protipŕıklad
Na obrázku 3.1 je hned’ prvý najjednoduchš́ı protipŕıklad aký ma napadol. Zobral som si
DNF tvaru:
x1x2x̄3 ∨ x2x3x̄4 ∨ x2x4v̄
Kde práve posledný term narušuje pôvodnú predstavu e-cesty. Na základe defińıcie e-cesty
by namiesto neho mal byt’ správne term x3x4v̄. Tým by sa nevytvorila “odbočka”, ale cesta
by šla d’alej rovno.
Takže z toho vyplývalo, že namiesto rovnej cesty, sa vytvárala akási “stonožka” - cesta
s krátkymi odbočkami tak, ako je naznačená na obrázku 3.2. Povedal som si, že to by
ale obtiažnosti problému nemuselo vadit’. Ved’ nájst’ takúto jednu dlhú stonožku v grafe
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Obr. 3.2: Stonožka vytvorená namiesto rovnej cesty
prechádzajúcu všetkými vrcholmi je akiste rovnako t’ažké ako nájst’ cestu. Tento prevod nie
je dotiahnutý, ale len pre predstavu. Majme graf a chceme v ňom nájst’ Hamiltonovskú cestu.
Ku každému vrcholu v grafe stupňa tri a viac pridáme ešte jeden vrchol navyše a spoj́ıme
ich hranou. Potom by nájdenie stonožky v tomto grafe odpovedalo nájdeniu Hamiltonovskej
kružnice v pôvodnom.
Táto myšlienka vychádzala z toho, že napojovanie jednotlivých stonožiek na seba sa riadi
rovnakými pravidlami ako napojovanie pôvodných e-ciest. A śıce, že napojenie je možné
uskutočnit’ len na konci alebo na začiatku. V pôvodnom dôkaze to bolo takto preto, lebo
uprostred cesty má každý vrchol stupeň 2. Na napojenie je však potrebná hrana mimo túto
cestu. Ale takáto hrana by automaticky zvýšila stupeň oboch participujúcich vrcholov na
tri, a teda by už nezostala “vol’ný slot” pre napojenie odbočky. Z toho potom vyplývalo, že
sa odbočka môže uskutočnit’ len na konci alebo na začiatku - ked’že jedine tam sú vrcholy
stupňa jedna. Lenže v tejto stonožke sú, ako vidiet’, vrcholy stupňa jedna aj uprostred - to
sú tie “nohy” stonožky. Takže napojenie sa dá uskutočnit’ aj na každej takejto nohe - vid’
obrázok 3.3.
Obr. 3.3: Napojenie jednej stonožky v prostriedku inej stonožky.
Na tomto obrázku je nakreslený graf generovaný nasledujúcou DNF:
(x1x2x̄3∨x2x3x̄8∨x3x8barx4∨x3x4x̄5∨x4x5x̄6∨x5x6x̄7∨x6x7v̄)∨(x5x8x̄9∨x8x9x̄10∨x9x10v̄)
Kde v zátvorkách sú jednotlivé stonožky. Prvá zátvorka odpovedá vodorovnej stonožke, druhá
zátvorka potom vertikálnej stonožke, ktorá sa na tú horizontálnu napoj́ı pomocou hrany
{x5, x8}, ktorá lež́ı mimo e-cestu.
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No dobre, tak skúsme si predstavit’, ako by vyzeralo viacnásobné napojenie takých stonožiek.
Na obrázku 3.4 je viacero stonožiek na seba napojených.
Obr. 3.4: Viacnásobné vzájomné napojenie stonožiek.
Nuž ale to je vlastne presne kostra grafu. Je vidiet’ na prvý pohl’ad, že každá kostra grafu
sa dá takto vyskladat’ zo stonožiek. Zdalo sa teda, že l’ubovol’ná kostra grafu generuje DNF
s minimálnym počtom termov. Zdalo sa to prirodzené aj vd’aka tomu, že l’ubovol’ná kostra
grafu a Hamiltonovská kružnica zdiel’ajú istý spoločný parameter “minimality” - a to, že
majú ∣E∣ = ∣V ∣ − 1. Čo vlastne odpovedá jednotlivým termom v minimálnej DNF - pre
každú hranu jeden term (mimo počiatočnej množiny S). Ak by bola toto pravda, tak by bol
pôvodný dôkaz úplne nepoužitel’ný.
3.2.1 Stonožkovanie
Ked’ som sa však pokúsil vytvorit’ algoritmu, ktorý by z l’ubovol’nej kostry generoval mi-
nimálnu DNF, vel’mi rýchlo som narazil na problém. A tým je práve tá “napojujúca hrana”,
ktorá je mimo tejto cesty. Na obrázku 3.3 je to hrana {x5, x8}. Ako sa ukázalo, táto hrana
tento problém značne komplikovala. Pre každé napojenie sa totiž musela nájst’ hrana. A to z
podgrafu, ktorý už bol vytvorený. To ma viedlo k defińıcii Stonožkovania, tj. pokrytia grafu
G stonožkami tak, aby som mal tieto spätné hrany. Prirodzeným požiadavkom teda bolo
mat’ jednu Hlavnú Stonožku, z ktorej by sa vytvárali ostatné. Stonožkovanie som nadefinoval
nasledovne:
Defińıcia 3.10 Podgraf S grafu G sa nazýva stonožkou v grafe G ak sa množina vrcholov
grafu S dá rozdelit’ na dve disjunktné množiny T (S) (vrcholy tela) a N(S) (vrcholy nôh) tak,
aby platilo:
a) množina všetkých vrcholov z T (S) tvoŕı cestu
b) ∀v ∈ T (S) : všetci susedia vrcholu v (v grafe G) sú v N(S)
c) T (S) tvoŕı cestu. Obe koncové body tejto cesty sú stupňa 1 (tzv. konce tela).
Defińıcia 3.11 Kostra K grafu G sa nazýva stonožkovańım, ak obsahuje aspoň jednu
stonožku a zároveň je možné zvolit’ si jednu stonožku (nazvyme ju Hlavná stonožka - HS) tak,
aby boli splnené nasledujúce podmienky:
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a) Konce nôh hlavnej stonožky sú hranou grafu G spojené s nejakým vrcholom jej tela (táto
hrana však nie je súčast’ou kostry, čo je prirodzené ked’̌ze kostra neobsahuje cykly). Čǐze
je splnená nasledujúca podmienka:
∀v ∈ N(HS)∃e = {v, y} ∈ E(G ∖K) : y ∈ T (HS)
b) Každý vrchol K je súčast’ou nejakej stonožky v K
c) Každý vrchol v ∈ T (S) pre nejakú stonožku S, nie je prvkom inej stonožky než S
d) Každá stonožka v K je ukotvená v K
Defińıcia 3.12 Nech K je stonožkovańım grafu G. Stonožka S je ukotvená v K ak:
a) Je Hlavnou stonožkou K
b) Je napojená na nejakú stonožku ukotvenú v K
Defińıcia 3.13 Nech K je stonožkovańım grafu G. Stonožka S je napojená na stonožku T
v K ak:
a) Pre nejaký koniec tela v stonožky S plat́ı v ∈ N(T )
b) V grafe G∖K existuje hrana {v, y}, kde y ∈ T (U) pre nejakú stonožku U ukotvenú v K
(a) Kubický graf (b) Stonožkovanie grafu (c) Nestonožková kostra
Obr. 3.5: Kubický graf a jeho kostry. Jedna je stonožkovańım, druhá nie je.
Teraz vyvstala otázka, či môže existovat’ graf v ktorom existuje stonožka a zároveň v
ktorom je kostra, ktorá stonožkou nie je. Pokúsil som sa takýto graf nájst’. A skutočne sa mi
to podarilo. Na obrázku 3.5 je tento kubický graf a jeho dve kostry. Jedna z týchto kostier
je stonožkovańım, druhá nie je. (To, že jedna je stonožkovańım je očividné. To, že druhá nie
je by sa dalo ukázat’ rozborom všetkých možných Hlavných Stonožiek. Týchto možnost́ı je v
skutočnosti len tri.)
Nuž ale toto situáciu komplikovalo. Vyzeralo to, že problém hl’adania stonožkovania bude
vskutku NP-t’ažký, ked’že budem musiet’ zrejme prehl’adávat’ všetky kostry a u každej z nich
zist’ovat’, či je alebo nie je stonožkovańım.
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V snahe dokázat’ ekvivalenciu medzi hl’adańım minimálnej DNF a hl’adańım stonožkovania
v grafe som dospel k jednému pŕıkladu, ktorý ju vyvrátil. Na obrázku 3.6 vid́ıme kostru grafu,
ktorá generuje minimálnu DNF ale nie je stonožkovańım. Tento protipŕıklad ma už potom
priamo viedol na stopu definit́ıvnemu riešeniu - problému HV-pokrytia. Ako ukážem v nasle-
dujúcej sekcii, problém nájdenia HV-pokrytia je skutočne ekvivalentný hl’adaniu minimálnej
DNF funkcie fG.
Obr. 3.6: Kostra grafu generujúca minimálnu DNF funkcie fG, ktorá nie je stonožkovańım.
3.3 HV-pokrytie
V tejto časti uvediem vlastný výsledok tejto kapitoly. Tým bude nadefinovanie nového problému
HV-pokrytia, ktorý je ekvivalentný hl’adaniu minimálnej reprezentácie funkcie fG. Pre túto
ekvivalenciu týchto problémov uvediem aj podrobný dôkaz vo forme algoritmov na prevod,
včetne dôkazov ich korektnosti a zložitosti.
V priebehu vypracovávania práce sa mi ani po nemalej vynaloženej námahe nepodarilo nájst’
polynomiálny algoritmus na hl’adanie tohto HV-pokrytia. V článku [4], ktorý som rozobe-
ral v tejto kapitole, bolo ukázaných nemálo užitočných a nie úplne jednoduchých Lemmat,
ktoré ukazovali pekné vlastnosti a vyzerali byt’ pomerne užitočné. Tvar funkcie fG sa mi zdal
dostatočne všeobecný. Všetky tieto fakty dohromady vo mne evokovali pocit, že problém
nájdenia HV-pokrytia bude vskutku NP-t’ažký. Tento fakt sa mi bohužial’ nepodarilo ukázat’.
Uvediem tu však aspoň čiastočný ciel’ - ukázal som, že problém hl’adania HV-pokrytia je
ekvivalentný hl’adaniu minimálnej reprezentácie funkcie fG. Toto tvrdenie môže neskôr slúžit’
na opravu pôvodného dôkazu.
3.3.1 Defińıcia
Pri špecifikovańı presnej defińıcie som vychádzal z protipŕıkladu pre stonožkovanie (obrázok 3.6),
pričom som sa snažil odstránit’ nedostatok stonožkovania. Ten spoč́ıval v tom, že netrebalo,
aby do každej odbočky viedla napojujúca hrana z Hlavnej stonožky, ale aby do každej odbočky
viedla hrana z “už vygenerovaného grafu”. To znamená, že začnem v hrane, ktorú v ℱ4 repre-
zentuje množina S, a potom pôjdem po jednej ceste k l’ubovol’nému listu. Túto cestu nazvem
hlavná, všetky vrcholy na nej sú H. Ak budem chciet’ odbočit’ na vedl’aǰsiu cestu (do vrchola s
označeńım V ), budem musiet’ mat’ okrem samotnej odbočky aj napojujúcu hranu z nejakého
vrcholu, v ktorom som už bol.
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Takže v obrázku 3.6 je zároveň zobrazený jeden modelový pŕıklad HV-pokrytia, kde
vS = x1, f(x8) = V, f(x13) = V , ostatné vrcholy majú ohodnotenie H.
Defińıcia 3.14 HV-pokrytie kubického grafu G je trojica (K, f, vS), kde K je kostra grafu
G, vS ∈ G je vrchol v grafe, f je funkcia f : V (K) → {H,V } splňujúce nasledujúce pod-
mienky:
a) vS je v K list (degK(vS) = 1)
b) f(vS) = H
c) degK(v) = 3 ⇒ f(v) = H
d) ak v nesused́ı so žiadnym vrcholom stupňa 3, potom f(v) = H
e) pre každý vrchol v stupňa 3 v K (degK(v) = 3) plat́ı:
∙ nech u je ten jeho sused, ktorý je najblǐzšie k vS v K. Potom f(u) = H.
∙ spomedzi zvyšných dvoch jeho susedov má 1 hodnotu f rovnú H, druhý V
f) do každého vrcholu grafu vedie v (K, f) HV-cesta z vrcholu vS
Defińıcia 3.15 Majme kubický graf G, jeho kostru K, funkciu f : V (K) → {H, V }. Z
vrcholu u vedie do vrcholu v HV-cesta v (K, f) ak:
a) u = v (HV-cesta je reflex́ıvna)
b) ∃w : {v, w} ∈ E(K) a existuje HV-cesta z u do w
c) ak f(v) = V ∧ degK(v) > 1, potom muśı byt’ naviac splené:
∃w : {v, w} ∈ E(G ∖K) a existuje HV-cesta z u do w.
Obr. 3.7: Graf s odbočkami - pre každú dve napojujúce hrany.
Predstavme si jednu odbočku - tú predstavuje vrchol s ohodnoteńım V - je to vrchol, do
ktorého ide hrana v pŕıslušnej kostre a zároveň do neho ide hrana mimo túto kostru. Takže
v pôvodnom grafe je tento vrchol spojený dvoma rovnocennými hranami s už odvodeným
podgrafom. Túto situáciu znázorňuje obrázok 3.7 (kde f(x3) = V, f(x5) = V ). Je vidiet’, že
31
z týchto dvoch hrán, ktorými je odbočovaćı vrchol spojený s pôvodným grafom, si môžem
l’ubovol’nú z nich zvolit’ za hranu v HV-pokryt́ı a tú druhú za napojujúcu hranu. Z toho je vi-
diet’, že ak mám v HV-pokryt́ı k vrcholov stupňa 3, potom existuje 2k rôznych ekvivalentných
HV-pokryt́ı, ktoré sa dajú nájst’ v polynomiálnom čase (avšak očividne môže byt’ ich počet
až exponenciálny).
Poznámka: Ak bude jasné o aké K a aké f uvedené v defińıcii sa jedná, budem pre jed-
noduchost’ ṕısat’ iba “HV-cesta”.
V defińıcii HV-pokrytia, v bode e) som spomenul suseda, korý je “najbližšie k vS v K”.
Taký sused vždy existuje a je práve jeden. K je kostra, takže pre každé dva vrcholy existuje
práve jedna cesta, ktorá ich spája. Tak existuje aj cesta, ktorá spája vrcholy vS a v. Potom
toto u je ten jeho sused, ktorý sa v tejto ceste nachádza (nachádzat’ sa tam aspoň jeden muśı
(ked’že degK(vS) = 1) a je to maximálne jeden, lebo inak by sa vytvoril v K cyklus).
Teraz prejdeme k Vete vyjadrujúcej ekvivalenciu problému HV-pokrytia s hl’adańım mi-
nimálnej DNF funkcie fG.
Veta 3.16 Majme kubický graf G. Jemu odpovedajúca čiste Hornovská fG má DNF repre-
zentáciu s maximálne m+ 2 termami práve vtedy ak existuje HV-pokrytie grafu G.
Dôkaz uvediem vo forme algoritmov na prevod problémov. Najprv z HV-pokrytia na DNF
fG, potom opačne.
Poznámka: Ak budem na nejakom mieste dôkazu ṕısat’ symbol typu xi, budem odkazovat’ na
premennú odpovedajúcu nejakému vrcholu. Ak použijem symbol typu yi budem odkazovat’ na
hocijakú premennú, tj. bud’ premennú odpovedajúcu nejakému vrcholu, alebo na premennú v.
3.3.2 HV-pokrytie → DNF
Majme teda HV-pokrytie (K, f, vS) grafu G. Ja z neho skonštruujem DNF ℱ , ktorá bude
reprezentáciou funkcie fG a bude mat’ maximálne m+ 2 termov.
V algoritme použ́ıvam tieto premenné, poṕı̌sem ich podl’a toho, ako vystupujú v kroku2:
∙ x Premenná, ktorá sa práve spracováva. Do ℱ pridám termy tvaru axb̄, kde a je jej už
spracovaný sused, b sú všetci jej ostatńı susedia.
∙ p Už spracovaný predchodca premennej x.
∙ ℱ Tvoriaca sa výsledná DNF.




Nech x je (ten jediný) sused vrcholu vS v K.
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ℱ := {vv̄S, vx̄}, p := vS, O := ∅, všetky vrcholy grafu označ ako nespracované, vrchol
vS označ ako spracovaný. Všetky hrany označ ako nespracované.
Pokračuj krokom 2).
2) Idem po hlavnej,
a to od vrcholu x, smerom k listom.
Označ vrchol x ako spracovaný, označ hranu {p, x} ako spracovanú. Pozri sa, kol’kých
nespracovaných susedov má x v K:
(a) Žiadneho. Som v liste. Teda na konci cesty.
ℱ := ℱ + pxv̄
Ak je O prázdna, pokračuj krokom 4).
Inak pokračuj krokom 3).
(b) Jedného, označme ho x1. Jednoduchá rovná cesta.
ℱ := ℱ + pxx̄1, p := x, x := x1
Pokračuj krokom 2).
(c) Dvoch, označme ich x1, x2 tak, aby platilo: f(x1) = V, f(x2) = H. Odbočka.
ℱ := ℱ + {pxx̄1, xx1x̄2}, p := x, x := x2,označ hranu {x, x1} ako spracovanú.
∙ degK(x1) = 1
Označ x1 ako spracovaný.
∙ degK(x1) = 2
O := O + x1
Pokračuj krokom 2).
3) Nájdi schodnú odbočku.
Nájdi hranu {x1, x2} ∈ E(G ∖K) takú, že x1 je spracovaný a x2 je v O.
p := x1, x := x2, x2 vyber z O
Pokračuj krokom 2).
4) Nespracované hrany.
Pre každú nespracovanú hranu {x1, x2} ∈ E(G):
ℱ := ℱ + x1x2v̄, označ ju ako spracovanú.
Korektnost’ kroku 2).
Ṕı̌se sa tam “označ hranu {p, x} ako spracovanú”. Existuje takáto hrana? Oveŕım si pŕıpady,
kedy do x niečo vkladám. V kroku 1) priamo ṕı̌sem “nech x je sused vrcholu vS”, takže táto
hrana existuje. Vo všetkých ostatných pŕıpadoch ked’ do x niečo vkladám, tak naṕlňam aj
premennú p. A to zakaždým tak, aby boli susedia.
To, prečo si v kroku 2)a môžem dovolit’ ukončit’ algoritmus, odvod́ım nižšie v časti venovanej
úplnosti algoritmu.
V kroku 2)c je x stupňa 3, takže môžem bez ujmy predpokladat’, že jeden z jeho susedov je
H, druhý V .
Korektnost’ kroku 3).
Zavediem si alternat́ıvnu defińıciu HV-pokrytia. Tá nech je definovaná presne rovnako ako
riadna, ale s tým rozdielom, že namiesto HV-cesty budem požadovat’ alternat́ıvnu HV-cestu.
A tá bude opät’ definovaná presne rovnako ako riadna, ale s tým rozdielom, že bod c) nahrad́ım
nasledujúcim textom:
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c) ak f(v) = V ∧ degK(v) > 1, potom neexistuje HV-cesta z u do v.
Ak pŕıdem do tohto kroku algoritmu, tak označené ako spracované sú presne tie vrcholy,
ktoré by splňovali alternat́ıvnu defińıciu HV-pokrytia. Ale žiaden z nespracovaných túto al-
ternat́ıvnu defińıciu nesṕlňa (včetne tých, čo sú vo fronte O).
V oboch defińıciách je podmienka, že pŕıslušný vrchol muśı byt’ hranou zK spojený s nejakým
už spracovaným vrcholom (ked’že spracované sú presne tie, ktoré v tomto kroku sṕlňajú de-
fińıciu existencie HV-cesty, môžem si dovolit’ tieto dva pojmy zamieňat’). Ale kde sa môže
nejaký nespracovaný vrchol hranou napojit’ na nejaký spracovaný? Ked’ sa pozriem na prie-
beh algoritmu, tak zist́ım, že som začal so susedom vS a potom som postupoval tak, že vždy
som každého suseda bud’ napojil, alebo dal do fronty O. Z toho vyplýva, že práve jedine vr-
choly, ktoré sú v O sa môžu napojit’. Takže ak mám ešte nejaký nespracovaný vrchol zaradit’
medzi spracované, muśım najprv zaradit’ aspoň jeden vrchol spomedzi O. Ale pre všetky tieto
vrcholy vieme, že splňujú podmienky HV-pokrytia (predpoklad), ale nesplňujú podmienky
alternat́ıvneho HV-pokrytia. Z toho vyplýva, že muśı spomedzi vrcholov v O existovat’ aspoň
jeden taký, pre ktorý je podmienka c) splená. To som mal ukázat’.
Konečnost’ algoritmu.
V každom kroku označ́ım minimálne jeden vrchol ako spracovaný. Ak sú všetky vrcholy spra-
cované, algoritmus konč́ı. Vrcholov je konečný počet.
Úplnost’ algoritmu.
V tomto odstavci ukážem, že algoritmus označil všetky vrcholy ako spracované. Na základe
toho potom nižšie dokážem (v odstavci “Odpovedá ℱ funkcii fG?”), že takto vytvorená DNF
reprezentuje celú fG.
Nech teda existuje vrchol v taký, že prebehnut́ı algoritmu nebol zaradený medzi spraco-
vané. Zoberme si cestu P = (vS = v1, v2, v3, . . . v) v K z vrcholu vS do v (z defińıcie kostry
grafu takáto cesta existuje). Vieme, že vS je označený ako spracovaný (v kroku 1) ) a v
nespracovaný. Označme teda vi prvý nespracovaný vrchol na tejto ceste. Z toho vyplýva, že
vj = vi−1 je spracovaný a sú spojeńı navzájom hranou. Ak f(vi) = H, potom bol pri spra-
covávańı vrcholu vj určite vložený do premennej x a teda v nasledujúcom kroku spracovaný.
Ak f(vi) = V, degK(vi) = 1, potom bol v kroku 2)c pri spracovávańı vj okamžite označený
tiež ako spracovaný. A konečne ak f(vi) = V, degK(vi) = 2, potom bol pri spracovávańı vj
v kroku 2)c vložený do fronty O. Takže fronta O bola neprázdna. No ale pri dokazovańı
korektnosti kroku 3) som ukázal, že vždy ked’ je O neprázdna, tak sa tam nájde jeden taký
vrchol, ktorý zarad́ım medzi spracované. No ale vždy v kroku 3) jeden prvok z O vyberiem
a spracujem. Prvkov je konečný počet, takže ak by som aj vždy vyberal z O iný prvok ako
vi, v konečnom počte cyklov by som sa dostal do stavu, kedy je vo fronte O iba vi. Ale aj
pre túto konštaláciu fronty plat́ı vyššie uvedené tvrdenie, takže nutne muśı byt’ vi zaradené
medzi spracované.
Zložitost’ algoritmu.
Krok 1) trvá O(m) - inicializácia datových štruktúr.
Pri vhodne zvolených datových štruktúrach trvá krok 2) konštantný čas.
V kroku 3) prechádzam frontou O a pre každý prvok sa v konštantnom čase pozriem na
vrcholy s ktorými je spojený. Trvá teda maximálne O(n).
Krok 4) trvá O(m).
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V každom cykle algoritmu môžem prejst’ krokmi 2) a 3), jeden krok trvá teda čas maximálne
O(n). Ako som spimı́nal v časti venovanej Konečnosti algoritmu, počet cyklov je maximálne
n.
Celková zložitost’ algoritmu je teda O(m+ n2).
Korektnost’ algoritmu.
Odvodeńım korektnosti jednotlivých krokov sme ukázali, že algoritmus môže vždy vykonat’
jednotlivé kroky. Konečnost’ou zase, že skonč́ı v reálnom čase. Takže nám v konečnom čase
algoritmus vydá DNF ℱ . Muśıme ešte overit’ podmienky, ktoré sa na ňu kladú. A śıce, že
reprezentuje fG a že má maximálne m+ 2 termov. Tým bude dôkaz hotový.
Najprv si však odvod́ım jedno pomocné tvrdenie, ktoré je nevyhnutné k dokázaniu týchto
dvoch podmienok.
Lemma 3.17 ℱ spĺňa všetky vlastnosti kladené na ℱ4 v zneńı Lemma 3.3.
Týmto bude dokázané, že sṕlňa aj všetky nasledujúce vlastnosti odvodené z tohto tvaru.
Dôkaz.
∙ ℱ je primárna.
Z Lemma 3.2 vieme, že každý term, ktorý je tvaru a) b) alebo c) je primárnym impli-
kantom. V kroku 1) som pridával len termy tvaru a). V kroku 2)a zas len termy tvaru c)
(už vyššie som ukázal, že v tomto kroku vždy platilo, že {p, x} je hrana). V kroku 2)b
len termy tvaru b), ked’že {p, x} je hrana a x1 je rôzny od oboch (nie je x, lebo je jeho
susedom a nie je p, lebo p je spracovaný a x1 nie je). No a konečne v kroku 2)c opät’
len termy tvaru b) - odôvodnenie rovnaké ako v predchádzajúcom pŕıpade. V kroku 3)
som do ℱ nič nepridával a to, že všetky termy pridané v kroku 4) sú tvaru c) je očividné.
∙ Vlastnost’ a).
Množina S je tvorená vcholom vS a jeho susedom. Žiaden z týchto vrcholov už nepridám
ako negat́ıvne premenné (očividné - p sa nikde nepridáva ako negat́ıvna premenná).
Teraz ukážem, že žiadnu premennú nepridám dvakrát ako negat́ıvnu. Termy, ktoré nás
zauj́ımajú sa pridávajú jedine v kroku 2)b a 2)c. Dá sa l’ahko vypozorovat’, že ked’
raz premennú označ́ım ako spracovanú, nikdy sa už nedostane do nejakého termu ako
negat́ıvna (vždy pridávam ako negat́ıvne premenné len susedov práve spracovávanej
premennej). Pozrime sa na jednotlivé kroky, či sa nemôže stat’, že nejakú premennú
pridám dvakrát. V kroku 2)b pridávam premennú x1. Ale hned’ nato ju vlož́ım do
premennej x a teda hned’ na začiatku nasledujúceho cyklu ju označ́ım ako spracovanú
(a teda sa už nikdy nevlož́ı ako negat́ıvna). V kroku 2)c čaká premennú x2 rovnaký osud.
Čo sa deje s premennou x1, ktorú sme tiež pridali ako negat́ıvnu? Ak degK(x1) = 1,
potom ju označ́ım hned’ ako spracovanú a teda je všetko v poriadku. V tom druhom
pŕıpade ju vlož́ım do fronty O. Z tejto fronty sa vyberajú prvky len v kroku 3). A tam
sa táto premenná vkladá hned’ do premennej x, tok algoritmu sa pošle na krok 2), v
ktorom sa hned’ na začiatku označ́ı ako spracovaná.
Popoč́ıtam, kol’ko termov tvaru xixjx̄k pridám. Ak ich bude n− 2, ukázal som teda, čo
som mal. Vieme, že každý vrchol sa spracuje práve raz. Pozrime sa, kol’ko termov nami
požadovaného tvaru sa do ℱ vkladá pri jednom takomto spracovávańı v kroku 2).
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– Ak je vrchol stupňa 1, nevlož́ı sa ani jeden.
– Ak je vrchol stupňa 2, vlož́ı sa práve jeden.
– A ak je vrchol stupňa 3, vložia sa 2 takéto termy.
Jediný vrchol, ktorý sa nespracováva v kroku 2) je vrchol vS. Ten je ale stupňa 1 a
nepridáva žiaden term nami požadovaného tvaru, takže vyššie uvedené plat́ı pre všetky
vrcholy.
Zavediem si teraz označenie. Nech n1 = počet vrcholov stupňa 1, n2 = počet vrcholov
stupňa 2 a n3 = počet vrcholov stupňa 3.
V teórii grafov sa dá vel’mi l’ahko odvodit’, že pre každý kubický graf, ktorý je stromom
plat́ı, že n3 = n1 − 2. (Pre cestu to plat́ı. Vždy ked’ na ňu v strede napoj́ım nejakú
d’aľsiu cestu, zvýšim počet listov o jedničku aj počet vrcholov stupňa 3 o jedničku. Ked’
napoj́ım na list, nezvýšim ani jedno. Každý strom sa dá takto vyskladat’ z ciest.)
Z rovńıc
n1 + n2 + n3 = n
n3 = n1 − 2
dostávam
n2 = n+ 2− 2 ∗ n1.
Spoč́ıtam teda počet termov, ktoré nás zauj́ımajú
♯ termov = 0∗ (n1)+1∗ (n+2−2∗n1)+2∗ (n1−2) = n+2−2∗n1+2∗n1−4 = n−2
∙ Vlastnost’ b).
Už v predchádzajúcom kroku som ukázal, že žiadnu premennú nepridám dvakrát ako
negat́ıvnu.
∙ Vlastnost’ c).
Vždy ked’ som v algoritme vložil do ℱ nejaký term tvaru x1x2ȳ, y ∈ V (G) ∪ v, označil
som hranu {x1, x2} ako spracovanú. Mohol som pridat’ nejaký term tvaru xixj ȳ kde
by platilo že {xi, xj} je už spracovaná? Ked’ algoritmus vstupuje do kroku 2) plat́ı, že
hrana {p, x} ešte nie je spracovaná. Ukážem to rozborom pŕıpadov podl’a toho, odkial’
môžem do kroku 2) vstúpit’.
Ked’ algoritmus vchádza do kroku 2) z kroku 1), všetky hrany sú označené ako nespra-
cované.
Plat́ı: každá spracovaná hrana spojuje len dva spracované vrcholy, alebo jeden spraco-
vaný a druhý prvkom O (to vyplýva z toho, že vždy ked’ označujem nejakú hranu ako
spracovanú, tak toto tvrdenie plat́ı). Takže ked’ do kroku 2) vchádza z kroku 2)b, je
x := x1, ale toto x1 je nespracované (podl’a toho som ho vyberal), takže je nespracovaná
aj hrana {x, x1}, ktorá bude pri následnom vstupe do bodu 2) hranou {p, x}.
Ked’ do kroku 2) vchádzam z kroku 2)c, stane sa budúcou hranou {p, x} práve hrana
{x, x2}. Ale v tomto pŕıpade je x2 nespracovaný, takže ani táto hrana nemôže byt’ spra-
covaná.
A konečne ked’ do kroku 2) vchádzam z kroku 3), tak sa skúmanou hranou stane
{x1, x2}. Táto hrana však nemôže byt’ spracovaná, pretože ju vyberám z E(G ∖K). A
jediné miesto, v ktorom vyberám hrany z tejto množiny je práve len krok 3). Ale ak v
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tomto kroku raz nejakú hranu vyberiem, tak hned’ v nasledujúcom cykle sa z nej stane
spracovaná (a aj oba jej vrcholy, č́ım je jej opätovné vybratie v tomto kroku úplne
nemožné).
Z tohto všetkého teda viem, že žiadnu hranu som nepridal dvakrát (či už bola ako
negat́ıvna premenná v, alebo nejaký vrchol grafu). Takže vieme, že I(ℱ) ∩ T (ℱ) = ∅.
Môže sa stat’, aby existovala po skončeńı algoritmu v G nejaká nespracovaná hrana?
Vd’aka kroku 4) je to nemožné.
□
Má ℱ presne m+ 2 termov?
Ked’že ℱ je tvaru ℱ4, plat́ı pre neho aj Lemma 3.8 a stač́ı mi teda ukázat’, že ∣I∣ = n − 2.
Ale to vyplýva priamo z pred chv́ıl’ou dokázaných vlastnost́ı a) a b) a z faktu, že ∣S(ℱ)∣ = 2
(ked’že termy tohoto typu pridávam len v kroku 1) algoritmu a tam ich pridám dva).
Odpovedá ℱ funkcii fG?
∙ ℱ ≤ fG
Mám ukázat’, že každý term z ℱ je implikantom funkcie fG. V dôkaze Lemma 3.17 som
dokonca ukázal, že každý term z ℱ je primárnym implikantom funkcie fG.
∙ fG ≤ ℱ







. Takže dôkaz si rozdeĺıme na dve časti.
– vx̄i ≤ ℱ ,∀xi ∈ V
Ukážem, že ked’ procedúra forward chaining začne s premennou v, tak vo výslednej
množine procedúry budú všetky vrcholy grafu. Tým to bude dokázané. (Algorit-
mus sám vlastne úplne presne koṕıruje činnost’ procedúry forward chaining, ale
skúsim to ukázat’ prećızne.)
Z Lemma 3.17 vieme, že pre každý vrchol x existuje v ℱ term, v ktorom tento vr-
chol vystupuje ako negat́ıvna premenná. A opät’ - ak ukážem, že vždy ked’ takýto
term pridávam, tak jej pozit́ıvne premenné sú odvoditel’né z v, tak som hotový.
V kroku 1) to plat́ı. Ked’ pŕıdem z kroku 1) do kroku 2), tak v ten moment sú
obe premenné p a x odvoditel’né z v. Takže ked’ potom v bode 2)b a 2)c pridávam
term pxx̄1, tak pre tento term tvrdenie plat́ı. V kroku 2)c pridávam navyše aj
term xx1x̄2. Ale pre tento term to tiež plat́ı, ked’že som súčasne s ńım vložil aj
term pxx̄1. V oboch pŕıpadoch potom pokračujem opät’ do bodu 2), ale s novými
premennými p a x. Ale tie sú vzhl’adom k práve pridaným termom tiež odvoditel’né
z v.
Posledným pŕıpadom zostáva, ked’ do kroku 2) pŕıdem z kroku 3). Tam som pre-
mennú x2 vybral z O. Ale ked’ si povšimneme situáciu, v ktorej sa do O vložila,
zist́ıme že v ten moment bola odvoditel’ná z v. Ďaľsiu premennú voĺım spomedzi
spracovaných. Ale vždy ked’ označujem premennú ako spracovanú, tak je taktiež
odvoditel’ná z v.
– xixj v̄ ≤ ℱ ,∀{xi, xj} ∈ E
Z dokázaného Lemma 3.17 vyplýva, že mi túto vlastnost’ stač́ı ukázat’ pre hrany z
I(ℱ). Intuit́ıvne je to jednoduché: začnem s hranou {xi, xj} a budem pokračovat’
vždy po hlavnej ceste (vrcholoch s označeńım H) a raz dôjdem k listu, ktorý mi
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pridá premennú v. Ak by som chcel byt’ prećızny, tak to môžem ukázat’ napŕıklad
rozborom pŕıpadov podl’a toho, kde takýto term v algoritme pridávam.
∗ V kroku 2)b.
Budem postupovat’ pomocou procedúry forward chaining. Začnem teda s množinou
{p, x} a budem sa chciet’ dopracovat’ k tomu, aby som pridal v. Ako vyzerá
postup procedúry forward chaining? Hned’ v tomto kroku 2)b algoritmu k
výslednej množine pridám vrchol x1. Následne označ́ım vlož́ım do premenných
p a x dve z prvkov výslednej množiny a pokračujem krokom 2). Pozriem sa
na to, čo sa deje s p a x tentokrát. V prinćıpe sú 2 možnosti. Bud’ sa k nim
v kroku 2)a pridá v a som teda hotový (použil som len premenné z výslednej
množiny). Alebo sa k nim pridá v kroku 2)b alebo 2)c d’aľsia premenná x1.
Táto sa ale pridala pomocou termu, ktorý obsahuje ako pozit́ıvne premenné
len premenné z výslednej množiny, takže túto premennú môžme pridat’ k
výslednej množine procedúry forward chaining. V oboch týchto pŕıpadoch
však algoritmus pokračuje opät’ bodom 2). A tam bude bud’ pokračovat’ done-
konečna opät’ do bodov 2)b, 2)c, alebo raz dôjde do bodu 2)a a budeme hotov́ı.
A ked’že vieme, že algoritmus je konečný, určite nastane druhý z pŕıpadov.
∗ V kroku 2)c.
Dôkaz úplne rovnaký ako v predchádzajúcom pŕıpade, iba s tým rozdielom,
že tu sa hned’ na začiatku dajú do výslednej množiny nie tri, ale hned’ štyri
premenné - {p, x, x1, x2}. Potom sa do premenných x a p vložia tiež dve prvky
z tejto množiny. Ďalej analogicky.
3.3.3 DNF → HV-pokrytie
Nech teda fG má DNF reprezentáciu ℱ0 s maximálne m+ 2 termami. Pomocou modifikácíı
0, 1, 2, 3 (z Lemma 3.3) vytvoŕıme DNF ℱ splňujúcu všetky dôsledky tvrdeńı 3.3 až 3.9.
Na základe DNF ℱ najprv urč́ım vrchol xS. Potom z tejto DNF budem postupne vytvárat’ K
- kostru grafu G ako aj funkciu f : V (K) → {H, V }. A to tak, že vždy vezmem jeden term
z ℱ , spracujem ho a na základe toho bud’ obohat́ım množinu K, rozš́ırim funkciu f , alebo
oboje či dokonca ani jedno. Každopádne budú f,K, xS v každom kroku splňovat’ defińıciu
HV-pokrytia grafu G′ = (V,E), kde V (G′) = K a x, y ∈ E(G′) ak x ∈ K, y ∈ K, x, y ∈ E(G).
Inak povedané, G′ odpovedá reštrikcii grafu G na vrcholy K. Navyše, až spracujem aj po-
sledný term z ℱ , G′ bude totožný z G. Tým vytvoŕım HV-pokrytie grafu G. Na začiatku
si teda polož́ım V (K) = ∅, E(K) = ∅, f nedefinovaná v žiadnom xi, vS nedefinovaný, fronty
P a O prázdne. V d’aľsom texte budem symbolom G′ označovat’ graf G zúžený na vrcholy z
aktuálnej množiny K, tak ako je to definované vyššie.
Takže začneme s množinou S.
Vieme, že existuje hrana eS ∈ E(G) taká, že S = eS. Označme si BÚNO vrcholy tejto hrany
ako eS = {x1, x2}. Zároveň plat́ı, že eS ∈ I,HeS ∕= ∅, takže existuje v ℱ term x1x2x̄i pre nejaké
i, BÚNO nech je to x3. Zároveň vieme, že NeS ∕= ∅, takže v E(G) existuje hrana e1 = {x1, x3}
alebo e2 = {x2, x3} alebo oboje súčasne. Ak existuje hrana e1, tak potom ℱ obsahuje term
e1v̄ alebo e1x̄i pre nejaké i. Teda e1 ∈ I(ℱ) alebo e1 ∈ T (ℱ). Obdobne to plat́ı aj pre e2.
Predpokladajme, že e1 ∈ I(ℱ) ∨ e2 ∈ I(ℱ).
Ak by totiž nastal pŕıpad, že aj e1 ∈ T (ℱ), aj e2 ∈ T (ℱ), tak to by znamenalo, že G obsahuje
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len tieto tri vrcholy x1, x2, x3. Pretože ak by existoval nejaký d’aľśı, tak by sa k nemu DNF
ℱ pomocou procedúry forward chaining nikdy nemohla dostat’ z premennej v. Začala by s eS,
pridala x3 a potom by už žiaden d’aľśı vrchol nemohla pridat’. V takomto pŕıpade polož́ım
E(K) = {{x1, x2}, {x2, x3}}, f(x) = H∀x ∈ V (G), vS = x1. Nie je t’ažké si rozmysliet’, že to
odpovedá HV-pokrytiu grafu G. V následujúcom texte teda predpokladajme, že G je aspoň
4-prvokvý.
Mňa teda zauj́ımajú len situácie, kedy sú tieto hrany v I(ℱ). Rozdeĺım si dva pŕıpady:
a) Práve jeden z e1, e2 je v I(ℱ) - obrázok 3.8
Obr. 3.8: Začiatok cesty - {x2, x3} ∈ I(ℱ).
(druhá hrana je bud’ v T (ℱ), alebo neexistuje vôbec). BÚNO predpokladajme, že je to
e2. Máme teda termy e1x̄3, e2x̄i pre nejaké i. Položme V (K) = V (K)∪{x1, x2}, E(K) =
E(K) ∪ {x1, x2}, vS = x1, f(x1) = f(x2) = H. Nie je t’ažké nahliadnut’, že K, f, vS
splňujú podmienky HV-pokrytie pre graf G′. Napŕıklad to, že f(x1) bude vždy H
plynie z def́ınicie HV-pokrytia. Tak aj to, že f(x2) = H nikdy neporuš́ı podmienky
defińıcie, je odvoditel’né. Bud’ nebude susedit’ so žiadnym vrcholom stupňa 3 - vtedy
je jeho označenie ako H nespochybnitel’né. Rovnako tak aj v pŕıpade, že z neho pôjde
ešte d’aľsia hrana a stane sa teda vrcholom stupňa 3 (napŕıklad tým, že v ℱ bude term
x2xix̄j pre nejaké j). Zostáva posledný pŕıpad a śıce že bude susedit’ s nejakým vrcho-
lom stupňa 3. Vtedy ale bude nutne najbližšie k x1, pretože z x1 už nevedie žiadna
d’aľsia hrana.
P := P ∪ (x3, x2x3x̄i)
Ešte poznámka k obrázkom: plné čierne hrany bud’ sú v K, alebo tam s istotou budú
patrit’. Modrá čiarkovaná čiara znázorňuje “smer rozširovania” - tj. ak je medzi dvoma
premennými modrá čiara, v nasledujúcom kroku sa spracuje term, ktorý obsahuje ako
pozit́ıvne literály oba jej konce.
b) Obe hrany sú v I(ℱ), teda e1 ∈ I(ℱ), e2 ∈ I(ℱ).
Máme teda termy x1x2x̄3, x1x3x̄i, x2x3x̄j pre nejaké i, j. BÚNO nech i = 5, j = 4.
Takže graf G obsahuje cyklus x1x2x3. Zároveň z toho plynie, že graf G obsahuje bud’
hranu {x1, x5} alebo hranu {x3, x5} (alebo oboje súčasne). To isté plat́ı pre hrany
{x2, x4}, {x3, x4}. Teraz sa pozrime čo sa deje s vrcholom x3. Už vieme, že bol použitý
v dvoch hranách. Teda sa môže vyskytnút’ už len v jednej alebo v žiadnej. Takže máme
opät’ dva pŕıpady:
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(a) x3 sa už nevyskytne v d’aľsej hrane - obrázok 3.9
Obr. 3.9: Začiatok cesty - e1, e2 ∈ I(ℱ), x3 už nebude v d’aľsej hrane.
Takže nám pribudnú termy x1x5ȳi, x2x4ȳj, kde yi, yj sú bud’ d’aľsie premenné,
alebo v. Teraz polož́ım: vS = x3, V (K) = V (K) ∪ {x1, x2, x3}, E(K) = E(K) ∪
{{x1, x3}, {x1, x2}}, f(x3) = f(x1) = H, f(x2) = V . Opät’ môžme overit’, že K je
HV-pokryt́ım G′. Vieme, že x1 bude v K stupňa 3, má označenie H. x2 bude mat’
stupeň 2 (jednu hranu obsahujúcu x2 som už ”vyhodil hranu {x2, x3}), je označený
ako V, dostanem sa do neho po hrane {x2, x3} ∈ G′ ∖K z vrcholu x3 = vS.
Rozhodnem sa čo s termom x2x4ȳj:
∙ yj = v
V (K) := V (K) ∪ {x4}, E(K) := E(K) ∪ {x2, x4}, f(x4) = H
Týmto som neporušil žiadnu podmienku HV-pokrytia.
∙ yj = xj ∈ V (G)
P := P ∪ (x4, x2x4x̄j)
Rozhodnem sa čo s termom x1x5ȳi:
∙ yi = v
V (K) := V (K) ∪ {x5}, E(K) := E(K) ∪ {x1, x5}, f(x5) = H
Týmto som opät’ neporušil žiadnu podmienku HV-pokrytia.
∙ yj = x6 ∈ V (G)
Ked’že x1 je v G stupňa 3, k termu x1x5x̄6 muśı existovat’ term x5x6ȳ7. Podl’a
toho ako vyzerá sa rozhodnem:
– y7 = v
V (K) := V (K) ∪ {x6}, E(K) := E(K) ∪ {x5, x6}, f(x6) := H
– y7 = x7 ∈ V (G)
P := P ∪ (x6, x5x6x̄7)
Ani v jednom z vyššie uvedených pŕıpadov som neporušil podmienky HV-
pokrytia či podmienky kladené na P (ako sa dozvieme neskôr).
(b) x3 sa ešte vyskytne v jednej z hrán,
BÚNO nech v hrane odpovedajúcej termu x3x5x̄7. Potom nutne existuje aj term
x2x4x̄6. Ak uvážime všetky možné termy, ktoré môžu vzniknút’ z vyššie uvedených
x1x2x̄3, x1x3x̄5, x2x3x̄4, tak môžu vzniknút’ už len posledné dve možnosti:
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i. Nevznikol už žiaden d’aľśı term - obrázok 3.10.
Obr. 3.10: Začiatok cesty - e1, e2 ∈ I(ℱ), x3 v hrane, žiaden d’aľśı term.
Tj. máme termy x1x2x̄3, x1x3x̄5, x2x3x̄4 a x3x5x̄7, x2x4x̄6. Teraz môžem položit’:
vS = x1, V (K) = V (K)∪{x1, x2, x3, x4, x5}, E(K) = E(K)∪{{x1, x2}, {x2, x3}, {x3, x5}, {x2, x4}}, f(x1) =
f(x2) = f(x4) = f(x5) = H, f(x3) = V . Opät’ sa môžeme jednoducho pre-
svedčit’, že K teraz splňuje všetky podmienky HV-pokrytia grafu G′.
Termy x2x4x̄6 a x3x5x̄7 sú v I(ℱ). Takže z nich určite vzniknú d’aľsie hrany.
Z prvého vznikne x4x6x̄8 (lebo inak by bol vrchol x2 stupňa 4) a z druhého
vznikne x5x7x̄9 (lebo vrchol x3 by bol stupňa 4).
P := P ∪ {(x6, x4x6x̄8), (x7, x5x7x̄9)}
ii. Vznikol ešte posledný možný term, a to x1x5ȳk - obrázok 3.11.
Takže máme termy x1x2x̄3, x1x3x̄5, x2x3x̄4 a x3x5ȳi, x1x5ȳk, x2x4x̄6. Schválne
som v tomto výčte nechal namiesto nových premenných iba yi, yk. A to z toho
dôvodu, že jedna z týchto premenných muśı byt’ nutne rovná v.
Ak by totiž obidve tieto premenné odpovedali premenným nejakého vrcholu,
tak by sme dostali nové termy x3x5x̄7, x1x5x̄8. Oba tieto termy sú prvkami
I(ℱ). TedaNe je neprázdne pre oba. V pŕıpade prvého termu by teda v grafeG
musela existovat’ hrana {x3, x7} alebo {x5, x7}. Prvá možnost’ nemôže nastat’,
lebo x3 by malo stupeň 4. Takže existuje hrana {x5, x7}. Teraz ale nemôže
existovat’ ani hrana {x1, x8} (lebo x1 by malo stupeň 4), ani hrana {x5, x8}
(lebo x5 by malo stupeň 4).
Vieme teda, že jedno z yi, yj muśı byt’ rovné premennej v. Rob́ım to nerád,
ale muśım tu vložit’ ešte jedno rozdelenie na dva pŕıpady:
A. yi = v
Polož́ıme vS = x3, V (K) = V (K) ∪ {x1, x2, x3, x4, x5}, E(K) = E(K) ∪
{{x1, x2}, {x1, x3}, {x1, x5}, {x2, x4}}, f(x1) = f(x3) = f(x4) = f(x5) =
H, f(x2) = V . Aj teraz je K HV-pokryt́ım grafu G
′.
Uvážim ešte term x1x5ȳk ∈ I(ℱ). Z neho muśı vzniknút’ d’aľsia hrana,
{x1, yk} to nemôže byt’ (x1 by malo stupeň 4), takže to muśı byt’ {x5, yk}.
Nech sa tak stane pomocou termu x5ykx̄7. Z podobného dôvodu muśı k
termu x2x4x̄6 existovat’ term x4x6x̄8.
P := P ∪ {(yk, x5ykx̄7), (x6, x4x6x̄8)}
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(a) yi = v (b) yk = v
Obr. 3.11: Začiatok cesty - e1, e2 ∈ I(ℱ), x3 v hrane, ešte d’aľśı term.
B. yk = v
Polož́ıme vS = x1, V (K) = V (K) ∪ {x1, x2, x3, x4, x5}, E(K) = E(K) ∪
{{x1, x3}, {x2, x3}, {x3, x5}, {x2, x4}}, f(x1) = f(x3) = f(x4) = f(x5) =
H, f(x2) = V . Aj teraz je K HV-pokryt́ım grafu G
′.
Uvážim ešte term x3x5ȳi ∈ I(ℱ). Z neho muśı vzniknút’ d’aľsia hrana,
{x3, yi} to nemôže byt’ (x3 by malo stupeň 4), takže to muśı byt’ {x5, yi}.
Nech sa tak stane pomocou termu x5yix̄7. Z podobného dôvodu muśı k
termu x2x4x̄6 existovat’ term x4x6x̄8.
P := P ∪ {(yi, x5yix̄7), (x6, x4x6x̄8)}
Dovoĺım si ešte poznámku. Vyššie v jednotlivých možnostiach som vymenuvával premenné
až do x9. Ak by sa kedykol’vek stalo, že by ten graf bol menš́ı, to jest že by namiesto tej
premennej yi v tom dôkaze mala vystupovat’ premenná v (nech je to v terme x1x2ȳi), tak by
som sa zachoval podobne ako v pŕıpade b)a. To znamená, že by som takýto term nevložil do
P , ale by som ho rovno spracoval. A to v tom zmysle, že by som do K vložil vrchol x2, hranu
{x1, x2}, a vrchol x2 označil ako H.
Indukčný predpoklad.
V doteraǰsom priebehu som si teda založil graf K, vyznačil vS, pre prvky K nadefinoval
hodnoty funkcie f . A to tak, že dohromady splňujú podmienky HV-pokrytia grafu G′. Inak
povedané, dokázal som indukčný predpoklad. Teraz dokážem krok od grafu K ku grafuK∪xi
pre nejaké i tak, aby sa zachovali vlastnosti HV-pokrytia (to všetko samozrejme s pomocou
našej DNF ℱ ).
Podmienky kladené na vS boli vo všetkých pŕıpadoch splnené, túto premennú už menit’ ne-
budem. To znamená, že v d’aľsom texte už nemuśım zakaždým odvodzovat’, prečo pŕıslušná
vS splňuje všetky podmienky HV-pokrytia na ňu kladené.
Fronta P .
V každom kroku som si do fronty P vložil dvojicu (x, T ), kde x je premenná a T ∈ ℱ̂ je
term tvaru x1xx̄2, kde x1, x2 sú nejaké vrcholy grafu G (ich pomenovanie č́ıslicami 1 a 2 len
pre zjednodušenie). Pričom plat́ı, že x1 ∈ K, a teda existuje HV-cesta z vS do v1. Zároveň
x /∈ K, x2 /∈ K. Z toho vyplýva, že x1 má k vrcholu vS najmenšiu vzdialenost’ (v K) spomedzi
všetkých troch (z vrcholu vS sa k x, x2 môžem dostat’ jedine cez x1). Ďalej plat́ı, že x1 je v K
bud’ stupňa 1, alebo je stupňa 2 a vedie z neho v K hrana do nejakého vrcholu xi takého, že
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f(xi) = V . Všetky tieto podmienky budú aj v nad’alej vždy splnené, ked’ budem do fronty
P niečo vkladat’.
V nasledujúcom texte ked’ budem ṕısat’, že medzi nespracovanými termami z ℱ (alebo v O)
hl’adám pre x taký term, ktorý je tvaru x1xx̄2, budem tým prirodzene mysliet’, že mi vyhovuje
aj term xx1x̄2. Do fronty P však tieto termy ulož́ım vždy tak, aby splňovali vyššie uvedené
vlastnosti. To znamená, že ak bude potrebné, BÚNO prehod́ım nenegované premenné tak,
aby tieto podmienky splňovali.
Fronta O.
Táto fronta bude obsahovat’ “odbočky” z hlavnej cesty. Pre jeden prvok fronty (x, T ) ∈ O
bude platit’, že T je tvaru x1xx̄2. Kde x1 ∈ K. Spomeniem ešte, že v priebehu algoritmu
pridám do K všetky x z O a to tak, že budu hranou (z K) spojené s x1. (Samozrejme ak
budú stupňa väčšieho ako 1, tak aj hranou z E(G ∖K) s nejakým vrcholom z K.)
Ak v d’aľsom texte pre nejaký vrchol poviem“xi ∈ O”, bude to znamenat’, že v O existuje
nejaký prvok tvaru (xi, S), S l’ubovol’né (prirodzene až na vyššie uvedené pravidlá). Podobne
ak poviem “R ∈ O” pre nejaký term R, bude to znamenat’, že v O existuje prvok tvaru
(xj, R) pre nejaké xj.
Teraz sme pripraveńı, aby sme mohli pristúpit’ k popisu jedného kroku algoritmu, ktorý
z DNF ℱ vytvára HV-pokrytie. Takýto krok je znázornený na obrázku 3.12, kde x1 ∈ K.
Obr. 3.12: Jeden krok algoritmu. Práve spracovávaným termom je x1xx̄2.
1) Vyber prvý prvok z fronty P ,
vlož ho do (x, T ). Ak bola fronta P prázdna a nič si nevybral, chod’ na krok 6). Inak
chod’ na krok 2).
2) Zisti, ako vyzerá pokračovanie cesty.
T = x1xx̄2, medzi nespracovanými termami teda muśı existovat’ term tvaru x1x2ȳ3
alebo term tvaru xx2ȳ4 alebo oboje súčasne. Na základe toho sa rozhodnem:
(a) Ak existujú oba a y3 ∕= v, y4 ∕= v, chod’ na krok 5).
(b) Ak existujú oba a y4 ∕= v, y3 = v, alebo ak existuje len xx2ȳ4 (nech je y4 čokol’vek),
chod’ na krok 3).
(c) Ak existujú oba a y3 ∕= v, y4 = v, alebo ak existuje len x1x2ȳ3(nech je y3 čokol’vek),
chod’ na krok 4).
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(d) Zostal už len pŕıpad, kedy existujú oba a y3 = v, y4 = v. Teraz si môžem vybrat’,
či budem pokračovat’ krokom 3) alebo krokom 4). BÚNO pokračuj krokom 3).
V každom pŕıpade označ oba termy v ℱ ako spracované.
3) Pôjdem rovno.
V (K) := V (K) ∪ {x}, E(K) := E(K) ∪ {x1, x}, f(x) := H
∙ y4 = v
V (K) := V (K) ∪ {x2}, E(K) := E(K) ∪ {x, x2}, f(x2) := V
∙ y4 = x4, pre nejaké x4 ∈ V (G ∖K)
P := P ∪ (x2, xx2x̄4)
Pokračuj krokom 1).
4) Nasleduje odbočka.
V (K) := V (K) ∪ {x2}, E(K) := E(K) ∪ {x1, x2}, f(x2) := H,O := O + (x, x1xx̄2)
∙ Ak y3 ∕= v, tj. y3 = x3, x3 ∈ V (G ∖ K), potom je term x2x3ȳ5 prvkom množiny
nespracovaných termov z ℱ (kde y5 = v alebo y5 = x5, x5 ∈ V (G ∖ K)). Označ
tento term ako spracovaný a:
– y5 = v
V (K) := V (K) ∪ {x3}, E(K) := E(K) ∪ {x2, x3}, f(x3) = H
– y5 = x5
P := P ∪ (x3, x2x3x̄5)
Pokračuj krokom 1).
5) Cesta sa rozdvojuje.
V (K) := V (K) ∪ {x, x2}, E(K) := E(K) ∪ {{x1, x}, {x1, x2}}, f(x) := H, f(x2) := V .
Existuje nespracovaný term x2x3ȳ5. Označ ho ako spracovaný a:
∙ y5 = v
V (K) := V (K) ∪ {x3}, E(K) := E(K) ∪ {x2, x3}, f(x3) := H
∙ y5 = x5
P := P ∪ (x3, x2x3x̄5)
Zároveň existuje aj nespracovaný term xx4ȳ6. Označ ho ako spracovaný a:
∙ y6 = v
V (K) := V (K) ∪ {x4}, E(K) := E(K) ∪ {x, x4}, f(x4) := H
∙ y6 = x6
P := P ∪ (x4, xx4x̄6)
Pokračuj krokom 1).
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6) Nájdenie napojujúcej hrany.
Spomedzi nespracovaných termov z ℱ vyber jeden tvaru S = x1xx̄2, kde obe po-
zit́ıvne premenné sú bud’ v O alebo v K a negat́ıvna premenná nie je z K. Teda
(x1 ∈ K ∨ x1 ∈ O) ∧ (x ∈ K ∨ x ∈ O) ∧ x2 ∈ V (G ∖K).
Ak žiaden takýto term neexistuje, pokračuj krokom 9).
Ak existuje, označ tento term ako spracovaný a dohl’adaj termy x1x2ȳ3, xx2ȳ4. Ma-
ximálne jeden z y bude premenná, druhý bude v (inak by x2 malo stupeň 4). Nech je
to y4 (x je teda vrchol, ktorý sa napoj́ı na x2). Môže nastat’ aj pŕıpad, kedy existuje
len jeden z týchto termov, vtedy tento term označ́ım xsx2ȳ5.
Ak (existujú oba a x1 ∈ O) alebo (y3 = v, y4 = v a jedna z x, x1 je prvkom O - nech je
to x1) :
∙ Z O vyber záznam patriaci k x1, nech je to T = x0x1x̄ℎ.
V (K) := V (K) ∪ {x1}, E(K) := E(K) ∪ {x0, x1}, f(x1) := V
(Týmto zaruč́ım, že v d’aľśıch krokoch bude skutočne prvá premenná v terme v K
a teda pŕıpadné vloženie tohto termu do P neporuš́ı podmienky.)
A d’alej ak:
∙ existujú oba a x ∈ K alebo existuje len jeden a xs ∈ K (nezávisle na y5).
Pokračuj krokom 7).
∙ existujú oba a x ∈ O alebo existuje len jeden a xs ∈ O (nezávisle na y5).
Pokračuj krokom 8).
∙ existujú oba a y3 = v, y4 = v.
V súlade s vyššie uvedeným, ak jedno z x, x1 bolo prvkom O, tak to bolo x1 a už
je vložené v K.
Teraz sa rozhodneme podl’a druhého
– x ∈ K
Pokračuj krokom 7).
– x ∈ O
Pokračuj krokom 8).
7) Napojenie na koniec.
Máme teda term S = x1xx̄2, x1 ∈ K,x ∈ K. Aspoň jeden z x1, x muśı byt’ stupňa 1 v
K. BÚNO nech je to x1. Existuje teda term x1x2ȳ3.
∙ y3 = v
V (K) := V (K) ∪ {x2}, E(K) := E(K) ∪ {x1, x2}, f(x2) := H
Pokračuj krokom 6).
∙ y3 = x3
P := P ∪ (x2, x1x2x̄3)
Pokračuj krokom 1).
8) Napojenie odbočky.
V kroku 6) sme našli napojujúci term S = x1xx̄2, x1 ∈ K. Vieme, že x ∈ O, teda v O
existuje term tvaru T = x0xx̄ℎ. Vyber ho z O a:
V (K) := V (K) ∪ {x}, E(K) := E(K) ∪ {x0, x}, f(x) := V
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Medzi nespracovanými termami ℱ existuje term tvaru xx2ȳ3. Označ ho ako spracovaný
a:
∙ y3 = v
V (K) := V (K)∪ {x2}, E(K) := E(K)∪ {x, x2}, f(x2) := H Pokračuj krokom 6).
∙ y3 = x3
P := P ∪ (x2, xx2x̄3)
Pokračuj krokom 1).
9) Napojenie odbočiek d́lžky 1.
Pre všetky (x, T ) ∈ O, T = x1xx̄2:
∙ V (K) := V (K) ∪ {x}, E(K) := E(K) ∪ {x1, x}, f(x) := V
Overenie kroku 2) algoritmu.
Pri rozhodovańı o d’aľsom toku algoritmu v tomto bode sa stalo, že viaceré možnosti z tých,
ktoré môžu nastat’, som poslal do rovnakého kroku algoritmu. Chce len málo námahy overit’,
že všetky tieto kroky sú skutočne korektné pre každú z týchto možnost́ı.
Overenie kroku 3) algoritmu.
Mám spracovat’ term tvaru x1xx̄2, pričom viem, že existuje aj term xx2ȳ4 (a pre žiadne yi
neexistuje term tvaru x1x2ȳi). Viem, že x1 ∈ K, degK(x1) = 1. Takže ak pridám x do grafu
K, neporuš́ım okamžite podmienku e) defińıcie HV-pokrytia (ak budem chciet’ neskôr pridat’
do K nejaký vrchol xi tak, aby bol spojený hranou s x1, tak ho označ́ım ako V , čiže polož́ım
f(xi) = V ). Podmienky d) a c) už neskôr v procese porušit’ vrcholom x nemôžem, ked’že
som ho označil ako H. Zostáva podmienka f). Z vS vedie HV-cesta do vrcholu x1 (indukčný
predpoklad), do K som pridal hranu {x1, x}.
Pŕıpad y4 = v. Pre vrchol x tu platia rovnaké argumenty ako vyššie pre x1, takže x2 ne-
porušuje podmienku e). Rovnako ani podmienky d), c). Podmienka f) je splnená tým, že,
ako som vyššie ukázal, do vrcholu x vedie HV-cesta, pridal som aj hranu {x, x2}.
Oveŕım ešte obsah P . x ∈ K, vyššie som ukázal, že do neho ide HV-cesta z vS. x2, x4 nie sú
z K. x je stupňa 1 (v K je spojený len s x1).
Overenie kroku 4) algoritmu
Mám spracovat’ term tvaru x1xx̄2, pričom viem, že existuje aj term x1x2ȳ3 (a pre žiadne yi
neexistuje term tvaru xx2ȳi).
Pridal som vrchol x2, hranu {x1, x2}, existuje HV-cesta z vS do x1, plat́ı teda podmienka f)
defińıcie HV-pokrytia. Podobne platia a platit’ vždy budú podmienky d), c). Neskôr v algo-
ritme pridám z fronty O do grafu K aj vrchol x a to s označeńım V . To bude ale v poriadku,
pretože ho hranou pripoj́ım na vrchol x1, ktorý je H a je spojený hranou s x2, ktorý je tiež
H. Podmienka e) bude teda splená pre vrchol x1.
Je mojou povinnost’ou ešte objasnit’, prečo v pŕıpade y3 ∕= v, nevyhnutne existuje x2x3ȳ5
pre nejaké y5. Tak to je jednoduché. Ked’že vieme, že existuje x1x2x̄3, tak muśı existovat’ aj
hrana {x1, x3} alebo {x2, x3}. Ale x1 už má stupeň 3, muśı to byt’ druhá z menovaných. A
teda muśı term existovat’ (a to bud’ y5 = v, alebo y5 = x5, x5 ∈ V (G ∖K)).
Pŕıpad y5 = v: x2 je v K, existuje teda HV-cesta k vS, vložil som aj hranu {x2, x3}, existuje
teda HV-cesta od vS aj pre x3. Aj ostatné podmienky defińıcie HV-pokrytia sú splnené.
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Pŕıpad y5 = x5: x2 ∈ K, x3 /∈ K, x5 /∈ K, degK(x2) = 1.
Overenie kroku 5) algoritmu.
Vrchol x1 je stupňa 3, má označenie H. Jeho susedia majú jeden H, druhý V . Vrchol x je
spojený hranou s x1, má teda HV-cestu. Vrchol x2 je V , je susedom vrcholu stupňa 3. Zároveň
je hranou (z K) spojený s x1. Ale čo je dôležiteǰsie, je hranou {x, x2} ∈ E(G ∖K) spojený
s vrcholom x, f(x) = H, existuje HV-cesta z vS do x. Poznamenám len, že hrana {x, x2} sa
do K ani nikdy nepridá, pretože okrem termu x2x3ȳ5 sa už nebude spracovávat’ žiaden term
obsahujúci x2 (lebo inak by bol x2 stupňa väčšieho ako 3). A z tohto termu sa hrana {x2, y5}
určite nepridá, lebo takisto by bolo x2 stupňa väčšieho ako 3.
Zauj́ımavost’: tento krok algoritmu som nazval “rozdvojka”, pretože v ňom vrcholy x a x2
vystupujú ako úplne rovnocenné. Sú vzájomne prepojené hranou (mimo K). Takže som sa
mohol l’ubovol’ne rozhodnút’, ktorý z nich bude Hlavný a ktorý Vedl’aǰśı.
Overenie kroku 6) algoritmu.
Nemôže sa stat’, že sa premenná x vyskytne v terme typu x1xx̄2 tak, aby x2 ∈ K. To by
porušovalo tú vlastnost’ modifikovanej minimálnej DNF, že ∀e ∕= e′ : He(ℱ) ∩He′(ℱ) = ∅.
V pŕıpade x1 ∈ O som si mohol dovolit’ vložit’ do K aj premennú x. Zároveň viem, že k
nej pŕıslušný záznam v O už nebudem nikdy potrebovat’. Ak by sa totiž aj stalo, že by ešte
existoval nejaký term typu xix1x̄j, tak by bola vynútená existencia termu xixjx̄k (inak by
bolo x1 stupňa 4). Z toho plynie, že bude nutne degK x1 = 1 a teda je zachovanie HV-cesty
k tomuto vrcholu zaručené napojeńım na x0.
To, že v tomto kroku algoritmus vyberie skutočne všetky zo zvyšných termov nachádzajúcich
sa medzi ešte nespracovanými, je podrobne objasnené v časti Úplnost’ algoritmu.
Overenie kroku 7) algoritmu.
Jeden z x1, x muśı byt’ stupňa 1 preto, lebo ak by boli obaja stupňa 2, tak hranou {x1, x} by
sa stali stupňom 3. Ale kvôli termu x1xx̄2 by jeden z nich musel byt’ napojený na x2. Spor.
V pŕıpade, že boli obe premenné x1, x stupňa 1, tak mohli existovat’ oba termy x1x2ȳ5, xx2ȳ6.
V tomto pŕıpade by však aspoň jeden z nich musel byt’ rovný v (inak by bol vrchol x2 stupňa
4). BÚNO nech by to bol y5. V tomto pŕıpade nech sa algoritmus zachová úplne rovnako ako
je v ňom poṕısané. Nič sa nepokaźı.
Ked’že x1 ∈ K, máme splnený predpoklad existencie HV-cesty a vložeńım x2 sa pred́lži. Aj
podmienky kladené na frontu P sa zachovajú.
Overenie kroku 8) algoritmu.
Tento krok je schématicky znázornený na obrázku 3.13. Vložili sme x, pŕıtomnost’ HV-cesty
je zaručná napojeńım na x1 ∈ K.
Tvrd́ım tam, že existuje term tvaru xx2ȳ3. To vyplýva z toho, že jediný spôsob ako sa
sem dostat’ je z kroku 6) algoritmu. No a tam prepošlem tok do tohto bodu len v pŕıpade, že
takýto term existuje.
V tomto kroku sa nestarám o pŕıpadný term x1x2ȳ4. Je to tak preto, lebo z kroku 6) sem
pŕıdem jedine v stave, kedy by takýto term neexistoval, alebo by pŕıpadné y4 bolo rovné v.
Ani jeden z týchto pŕıpadov nemuśım riešit’, lebo neporušuje žiadnu z vlastnost́ı HV-pokrytia
či vlastnost́ı kladených na P , O.
47
Obr. 3.13: Napojenie odbočky. x0, x1 ∈ K.
Overenie kroku 9) algoritmu.
Ked’že som v kroku 6) už nevybral žiaden term spomedzi nespracovaných, tak žiaden ne-
spracovaný term neexistuje (toto podrobneǰsie odvod́ım nižšie v časti Úplnost’ algoritmu).
Zároveň je fronta P prázdna (inak by som sa sem nedostal). Takže všetky spracované pre-
menné sú bud’ v K alebo v O (objasnené v časti Úplnost’ algoritmu). Pod spracovanými
termami mám na mysli premenné, ktoré vystupovali v nejakom terme z I(ℱ) ako negat́ıvne.
Vieme, že každá premenná je v nejakom z týchto termov. Z toho dostávame, že každý vrchol
je teraz bud’ v K alebo v O. Žiadna premenná z O nie je zároveň aj v K. Takže môžme ku
K pripojit’ všetky prvky z O, pretože budú stupňa 1 v K a teda sa na nich nebude klást’
požiadavka, aby boli hranou z V (G ∖K) spojené s nejakým vrcholom z K.
A stupňa 1 budú práve preto, že všetky premenné sú už spracované (sú v K). A tie, ktoré
sú v O budú spojené hranou priamo ku K, takže pomoc tohto vrchola nebudú potrebovat’.
Konečnost’ algoritmu.
V každom cykle algoritmu sa označ́ı aspoň jeden nespracovaný term tvaru x1x2x̄3 z ℱ ako
spracovaný (za cyklus algoritmu môžme považovat’ napŕıklad každú situáciu, kedy sa vráti
do bodu 1) alebo 6)). V súlade s predchádzajúcim značeńım, x3 označuje premennú odpo-
vedajúcu vrcholu grafu, teda x3 ∕= v. Týchto termov je konečný počet (presne n - počet
vrcholov grafu). Teda po n krokoch nebude mat’ algoritmus čo označovat’ a bude pokračovat’
krokom 9). Krok 9) skonč́ı v čase O(n).
Zložitost’ algoritmu.
Všetky kroky algoritmu (okrem 6) a 9)) môžu pri vhodne zvolených datových štruktúrach
trvat’ konštantný čas. Krok 6) potom trvá až O(n). To nám pre kroky 1) až 8) dáva zložitost’
O(n2). Krok 9) je O(n). Inicializačný proces (nájdenie prvku vS a počiatočné naplnenie fronty
P ) môžme zvládnut’ v konštantnom čase. Vytvorenie vhodných datových štruktúr v O(m).
Takže celý algoritmus dohromady dáva O(n2).
Korektnost’ algoritmu.
Vyššie je overovanie korektnosti jednotlivých krokov algoritmu. To jest, že v každom kroku
vytvorená množina K, funkcia f , vrchol vS splňovali jednotlivé podmienky HV-pokrytia. Čo
som však neoveroval je, že či mi novopridané vrcholy nevytvorili cyklus (a tým by porušili
podmienku, že K je kostra grafu G). Pre inicializačný proces (graf indukčného predpokladu)
to je vel’mi l’ahké overit’ rozborom jednotlivých pŕıpadov. Teraz oveŕım jednotlivé kroky algo-
ritmu. V krokoch 1), 2) som do K nič nepridával. V krokoch 3), 4), 5), 7) som vždy pridával
len vrcholy x, ktoré sa nachádzali
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∙ v terme T = x1xx̄2 ∈ P . Ale vieme, že vlastnost’ P , ktorá hovoŕı o tom, že x1 ∈
K, x /∈ K,x2 /∈ K, sme po celý čas zachovávali a jej zachovanie overovali v jednotlivých
krokoch.
∙ v ešte nespracovanom terme T = xixjx̄. Ale ked’že term nebol ešte spracovaný, nemohol
som nikdy predtým pridat’ premennú x do K (inak by sa u ℱ porušila podmienka
∀e ∕= e′ : He(ℱ) ∩He′(ℱ) = ∅.
V krokoch 6), 8) a 9) som (mimo už odôvodnených pŕıpadov) pripájal len vrcholy x, ktoré sa
v O nachádzali v terme tvaru x1xx̄2. Ked’ som v priebehu algoritmu do fronty O dal term to-
hoto tvaru, nikdy som zároveň toto x nepridal do množiny K. Zároveň som tento term označil
ako spracovaný (takže som ho nemohol použit’ znova). A nepridal som ho ani do fronty P .
A v ostatných krokoch algoritmu, v ktorých sa pridávajú vrcholy do K, sa spracovávali len
termy z P . A z tých termov sa do K vkladali len premenné, ktoré boli “v strede” (a tie sa
potom zahodili, nedávali sa už do O).
Úplnost’ algoritmu.
Je každý vrchol zG skutočne aj vK? Vieme, že v ℱ sa každý vrchol nachádza v nejakom terme
ako negovaná premenná. Spracoval som každý term z ℱ , ktorý má ako negovanú premennú
xi ∕= v. Vždy, ked’ som nejaký term označil za spracovaný, bolo zároveň zabezpečené, že
sa premenná x2, ktorá je v ňom ako negovaná, určite dostane do K. A to tak, že sa do K
priamo vložila, alebo sa vložila do P ako súčast’ termu tvaru xix2x̄j (teda ako “stredná”).
Ked’ si pozrieme čo sa v jednotlivých pŕıpadoch deje s premennou, ktorá je v strede (v popise
algoritmu označená ako x), tak sú opät’ dve možnosti – bud’ sa priamo vlož́ı do K, alebo
sa vlož́ı do O ako stredná. A ked’ už nie v kroku 8) či 6), tak v kroku 9) sa každá takáto
premenná do K určite dostane.
Ešte poslednou otázkou zostáva: spracoval som z ℱ skutočne každý term tvaru x1x2x̄3? V
kroku 6) algoritmu vyberiem l’ubovl’ný nespracovaný term z ℱ . Takže jediný spôsob ako ho v
tomto kroku nevybrat’ je, že nesplnil požiadavky na neho v bode 6) kladené. A śıce, že muśı
byt’ tvaru S = x1xx̄2, kde (x1 ∈ K ∨ x1 ∈ O) ∧ (x ∈ K ∨ x ∈ O) ∧ x2 ∈ V (G ∖K). Takže pre
spor predpokladajme, že existujú nespracované termy a žiaden z nich algoritmus v kroku 6)
nevybral. Ktorá z podmienok mohla byt’ problémom?
∙ x2 ∈ V (G ∖K)
Zoberme si l’ubovol’ný z nespracovaných termov. Vieme, že každá premenná je v G.
Takže pre nesplnenie podmienky by muselo x2 ∈ K. Do K sa ale nedostala žiadna
premenná, ktorá by nebola v nejakom spracovanom terme ako negovaná. Takže musela
byt’ ešte v nejakom d’aľsom terme ako negovaná. Vieme však, že ∀e ∕= e′ : He(ℱ) ∩
He′(ℱ) = ∅. To je spor.
Takže táto podmienka je splnená pre všetky ešte nespracované termy.
∙ (x1 ∈ K ∨ x1 ∈ O) ∧ (x ∈ K ∨ x ∈ O)
Ked’ algoritmus označ́ı nejaký term za spracovaný, premenná ktorá v ňom vystupuje
ako negovaná skonč́ı bud’ v K alebo v O alebo v P . Do bodu 6) algoritmu sa môžem
dostat’ jedine z bodu 1) ked’ už nie je vo fronte P žiaden prvok, alebo z bodov 8), 7) ale
v tomto pŕıpade tiež nie je vo fronte P žiaden prvok (lebo do tohto bodu som sa dostal
z bodu 6), kedy musela byt’ fronta P prázdna a ja som do nej nič nepridal). Takže
vieme, že v momente rozhodovania sú všetky už spracované premenné (premenné ktoré
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vystupujú ako negované v už spracovaných termoch) bud’ v K alebo v O.
Teraz tvrd́ım: medzi nespracovanými termami muśı existovat’ aspoň jeden taký, ktorého
obe pozit́ıvne premenné sa už vyskytli v nejakom spracovanom terme ako negované. Ak
by to tak totiž nebolo, znamenalo by to, že tieto nespracované termy sú “izolované”. A
to v tom zmysle, že sú odvoditel’né len z premenných, ktoré sú ako negované len v rámci
tejto skupiny. Ak by v rámci l’ubovol’nej DNF nejakej fG (po pŕıslušných modifikáciách)
toto platilo, znamenalo by to, že by sa aspoň jeden vrchol eS musel nachádzat’ v množine
ich pozit́ıvnych premenných. Toto ale v našom pŕıpade nie je možné, pretože celú eS
sme už v indukčnom predpoklade zaradili do K.
Z oboch vyššie uvedených dostávame, že medzi nespracovanými termami muśı byt’





V tejto kapitole dokážem tvrdenie, ktoré by malo byt’ najväčš́ım pŕınosom celej práce. A
teda ukázat’, že problém Hornovskej minimalizácie je NP-úplný vzhl’adom k najpouž́ıvaneǰsej
miere ∣ℱ∣t, a to aj v pŕıpade, že obmedźıme počet literálov v terme na štyri (v zhode so
značeńım z prvej kapitoly budem použ́ıvat’ skratku 4-HM-t).
Ako som už spomı́nal v úvode kapitoly 3, doteraz najsilneǰśım dokázaným výsledkom bolo,
že problém Hornovskej minimalizácie je NP-úplný aj ked’ obmedźıme počet literálov na term
na tri. Pre akýkol’vek vyšš́ı počet literálov na term už tvrdenie plat́ı automaticky (ked’že je
to len zovšeobecnenie problému). Avšak ukázal som, že v dôkaze tvrdenia je chyba, takže
teraz nevieme nič nielen o zložitosti problému pri obmedzeńı na tri, ale ani na akýkol’vek
vyšš́ı počet literálov na term.
Takže dokázańım NP-úplnosti 4-HM bude táto novovzniknutá medzera aspoň čiastočne vy-
plnená. A kým sa neoprav́ı predchádzajúci dôkaz, bude aj najsilneǰśım doteraz dokázaným
tvrdeńım.
Kapitolu som rozdelil na dve časti. V prvej dokážem NP-úplnost’ problému, ktorý som nazval
3-Set Covering. V druhej potom prevodom z tohto problému ukážem aj NP-úplnost’ problému
Hornovskej minimalizácie.
4.1 3-Set Covering
NP-úplnost’ problému 3-Set Covering ukážem prevodom z problému nazvaného 3-Exact Co-
ver. Avšak ani dôkaz tohto problému nebol nikde podrobne spracovaný, tak ho tu taktiež
uvediem. A NP-úplnost’ 3-Exact Cover ukážem prevodom z problému Tripartite Matching.
Pod týmto problémom budem rozumiet’:
Tripartite Matching:
Zadanie:
a) Tri množiny A,B,C, pričom ∣A∣ = ∣B∣ = ∣C∣ = n,
b) ternárnu reláciu U ⊆ A×B × C,
c) v U sú obsiahnuté všetky prvky každej množiny
(teda plat́ı ∀a ∈ A∃u = (u1, u2, u3) ∈ U tak, že u1 = a, analogicky pre B a C).
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Otázka: Existuje W ⊆ U tak, aby ∣W ∣ = n a žiadne dve prvky W sa nezhodovali v žiadnej
súradnici (tj. aby platilo ∀(u1, u2, u3), (v1, v2, v3) ∈ W : u1 ∕= v1 ∧ u2 ∕= v2 ∧ u3 ∕= v3)?
Ak by sme v zadańı nemali podmienku c) a namiesto bodov a) a b) by sme mali položené
U ⊆ T ×T ×T, ∣T ∣ = n, potom by sme mali presne problém, ktorý ukázal ako NP-úplný už v
roku 1972 Karp [10], kde ho nazval 3-DIMENSIONALMATCHING. Ukážem, že zmeny, ktoré
som v jeho defińıcii učinil sú zanedbatel’né a NP-úplnost’ tohto problému nijak nenarušujú.
Podmienka c).
Túto viac-menej iba technickú podmienku som si tam pridal, aby mi prevod na 3-Exact Co-
ver sedel formálne presne. Je však vidiet’, že je to podmienka celkom prirodzená. Ak by totiž
nebola splnená, tak by sme mali okamžite odpoved’ na Otázku kladenú problémom - bolo by
to NIE. Dovoĺım si teda tvrdit’, že každá reálna implementácia algoritmu na jeho riešenie by
si túto podmienku overila hned’ na začiatku. To sa dá vykonat’ v čase O(3∣U ∣).
Ak by som mal načrtnút’ presný formálny polynomiálny prevod z problému bez tejto pod-
mienky na problém s touto podmienkou, potom by vyzeral nasledovne. Najprv v čase O(3∣U ∣)
zisti, či sú množinou U pokryté všetky prvky každej množiny A,B,C.
Ak nie sú pokryté všetky prvky, potom preved’ tento problém nasledovne: A = B = C =
{0, 1}, U = {(0, 0, 0), (1, 1, 0), (0, 1, 1)}. Ked’že neboli pokryté, problém bez podmienky c)
by dal odpoved’ NIE. Pri tomto zadańı da odpoved’ NIE aj problém s touto podmienkou
(jednoduché overit’ rozborom - všetkých troch - možnost́ı).
Ak sú pokryté, preved’ problém 1:1 - presne rovnaké zadanie.
Podmienka troch množ́ın A,B,C namiesto jednej T .
O tom, že táto podmienka NP-úplnosti nijak nebráni, svedč́ı napŕıklad aj fakt, že NP-úplnost’
Tripartite Matching v presne mojom zadańı, ale bez podmienky c), dokázal už aj Papadi-
mitriou [13] (str. 199–201). A to prevodom priamo z 3SAT.
Ale to, že ked’ polož́ım A,B,C namiesto jednej T tak to nijak nenarušuje pôvodné zada-
nie, je už na prvý pohl’ad jasné. Prvky U sú totiž usporiadané trojice a teda sa nijak “ne-
miešajú”. Pri prevode z 3-Dimensional Matching na Tripartite Matching by teda stačilo
položit’ A = B = C = T . Problémy sú potom úplne ekvivalentné a nie je potreba robit’ ani
žiaden prevod.
4.1.1 3-Exact Cover je NP-úplný
V literatúre sa bežne objavuje problém s názvom Exact Cover, je to dokonca jeden z naj-
starš́ıch NP-úplných problémov, ukázal to už Karp [10]. Avšak na dokázanie NP-úplnosti
problému 3-Set Covering budem potrebovat’ jeho modifikovanú verziu, ktorú som nazval 3-
Exact Cover (3-EC). Je to problém identický s Exact Cover, avšak má obmedzenie mohutnosti
množ́ın v ňom participujúcich na 3. V tomto oddiele dokážem NP-úplnost’ tohto problému.
3-Exact Cover:
Zadanie: Množina X = {x1, . . . , x3k} premenných, jej podmnožiny S1, . . . , Sm, kde
∀j : Sj ⊆ X, ∣Sj∣ = 3 a
∪
j=1...m Sj = X.
Otázka: Existuje presne k množ́ın Sj1 , . . . , Sjk tak, aby
∪
i=1...k Sjk = X?
Najprv oveŕım, či je tento problém v NP.
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To je ale očividné. Majme certifikát, riešenie problému 3-EC, množiny Sj1 , . . . , Sjk . Najprv v
čase O(k) popoč́ıtam, či ich je skutočne presne k. Ak nie, certifikát zamietnem.
V čase O(3k) zist́ım, či pokrývajú celú X.
NP-t’ažkost’ tohto problému ukážem prevodom z Tripartite Matching. Prevod je úplne
priamočiary, ked’že TM je špeciálnym pŕıpadom 3-EC.
Tripartite Matching :
Zadanie: Tri množiny A,B,C, pričom ∣A∣ = ∣B∣ = ∣C∣ = n, ternárnu reláciu U ⊆ A×B×C,
v U sú obsiahnuté všetky prvky každej množiny
Otázka: Existuje W ⊆ U tak, aby ∣W ∣ = n a žiadne dve prvky W sa nezhodovali v žiadnej
súradnici?
3-Exact Cover z neho skonštruovaná:
X = A ∪B ∪ C, k = n, pre každé u = (u1, u2, u3) ∈ U skonštruujem Sj = {u1, u2, u3}.
Teraz oveŕım ekvivalenciu problémov. To je, že ked’ mám riešenie jedného, že prevod mi
skutočne zaručil, že som tým dostal aj riešenie druhého.
TM =⇒ 3-EC
Na prvý pohl’ad je jasné, že podmienky, ktoré mi kladie zadanie na množiny Sj sú splnené a
skutočne plat́ı, že ∀j : Sj ⊆ X, ∣Sj∣ = 3 a
∪
j=1...m Sj = X.
Majme W - riešenie problému TM. Riešenie problému 3-EC skonštruujem nasledovne: pre
každý w = (w1, w2, w3) ∈ W polož Sji = {w1, w2, w3}. Vieme, že žiadne dve prvky množiny
W nemajú ani jednu súradnicu zhodnú. A ked’že je týchto prvkov dohromady n, musia nutne
pokrývat’ každú z množ́ın A,B,C. Použili sme všetky prvky W , každý sme dali do nejakej
Sji , takže zjednotenie množ́ın Sji pokrýva zjednotenie množ́ın A ∪ B ∪ C, čo je presne X.
Zároveň ∣W ∣ = n ⇒ ∣{Sji}∣ = n = k.
3-EC =⇒ TM
Majme riešenie problému 3-EC, množiny Sj1 , . . . , Sjk , ktoré pokrývajú celú X. Každá z
množ́ın Sji = {xp, xq, xr} obsahuje po jednom elemente z množ́ın A,B,C, nech xp ∈ A, xq ∈
B, xr ∈ C. Pre každú takúto množinu môžeme teda vytvorit’ jeden prvok w ∈ W nasledovne
w = (xp, xq, xr). Počet prvkov W je teda k = n, pokrývajú všetky množiny A,B,C, z toho
vyplýva že každý prvok W má jedinečnú každú súradnicu a teda žiadne dve nemajú súradnice
rovnaké. □
4.1.2 3-Set Covering je NP-úplný
Podobne ako v predchádzajúcom pŕıpade, aj problém Set Covering je jeden z najstarš́ıch
NP-úplných problémov [10]. Avšak na dokázanie kl’́učového tvrdenia tejto kapitoly budem
potrebovat’ opät’ jeho modifikovanú verziu, ktorú som nazval 3-Set Covering (Množinové po-
krytie s obmedzeńım mohutnosti množ́ın na 3, skratka 3-SC). V tomto oddiele dokážem,
že tento problém zostáva NP-úplný aj pri tomto obmedzeńı mohutnosti zdrojových množ́ın.
Z tohto problému potom odvod́ım NP-úplnost’ problému Hornovskej minimalizácie. Najprv
poṕı̌sem, ako znie zadanie problému.
53
3-Set Covering:
Zadanie: Množina X = {x1, . . . , xn} premenných, jej podmnožiny S1, . . . , Sm, kde
∀j : Sj ⊆ X, ∣Sj∣ = 3 a
∪
j=1...m Sj = X a dané prirodzené č́ıslo ℎ.
Otázka: Existuje nanajvýš ℎ množ́ın Sj1 , . . . , Sjℎ tak, aby
∪
k=1...ℎ Sjk = X?
Náleženie do NP.
Očividné. Majme certifikát, riešenie problému 3-SC, množiny Sj1 , . . . , Sjl . Najprv v O(l) čase
popoč́ıtam, či ich je skutočne maximálne ℎ (teda či l ≤ ℎ). Ak nie, certifikát zamietnem.
V čase O(3l + n) zist́ım, či pokrývajú celú X.
□
NP-t’ažkost’ tohto problému ukážem prevodom z problému z predchádzajúceho oddielu -
3-Exact Cover. Prevod je úplne priamočiary, ked’že 3-EC je opät’ špeciálnym pŕıpadom 3-SC.
3-Exact Cover :
Zadanie: Množina X ′ = {x′1, . . . , x′3k} premenných, jej podmnožiny S ′1, . . . , S ′m, kde















3-Set Covering z neho skonštruovaný:
X = X ′, n = 3k, (S1 = S ′1, . . . , Sm = S
′
m), ℎ = k
3-EC =⇒ 3-SC
Na prvý pohl’ad je jasné, že podmienky, ktoré mi kladie zadanie na množiny Sj sú splnené a
skutočne plat́ı, že ∀j : Sj ⊆ X, ∣Sj∣ = 3 a
∪
j=1...m Sj = X.









Za riešenie problému 3-SC zvoĺım presne tie isté množiny, teda Sj1 , . . . , Sjk . Viem, že mi
pokrývajú celú X a je ich nanajvýš ℎ (pretože ich je presne ℎ).
3-SC =⇒ 3-EC
Majme riešenie problému 3-SC, množiny Sj1 , . . . , Sjl , l ≤ ℎ, ktoré pokrývajú celú X. Ked’že
n = 3k = 3ℎ, počet prvkov X je 3ℎ, potom nutne l = ℎ. Takže máme presne k množ́ın, ktoré






4.2 4-HM-t je NP-úplný
Použijem na to dôkaz, ktorým Ausiello [1] ukázal obdobné tvrdenie v oblasti hypergrafov pre-
vodom zo Set Covering. Dôkaz však vyžadoval radu úprav. Najzávažneǰsou bola modifikácia
redukcie problému Set Covering na inštanciu - v jeho pŕıpade “hypergrafu”, - v mojom
pŕıpade Hornovskej DNF. Jeho dôkaz totiž dokazoval NP-úplnost’ pre l’ubovol’ný hypergraf,
neobmedzoval vel’kost’ hyperhrán - ekvivalent obmedzenia počtu literálov v terme. A tak v
jeho dôkaze by ani použitie 3-Set Covering namiesto všeobecného Set Covering nepomohla.
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Ďaľśım problémom bolo to, že v pŕıpade hypergrafov si autor mohol dovolit’ povedat’ len “táto
hrana muśı byt’ v každom hypergrafe”. V pŕıpade dokázania esenciálnosti termov je situácia
o čosi zložiteǰsia.
Výsledkom tejto kapitoly bude dôkaz nasledujúcej vety.
Veta 4.1 Problém Hornovskej minimalizácie v miere ∣ℱ∣t je NP-úplný aj ked’ obmedźıme
počet literálov v každom terme vstupnej DNF na 4.
Predtým než prejdem ku dôkazu tejto vety, ukážem ako bude vyzerat’ prevod tohto
problému a ukážem aj niekol’ko dôležitých vlastnost́ı novovzniknutej inštancie Hornovskej
DNF. S ich pomocou už bude dôkaz jednoduchý.
3-Set Covering:
Zadanie: Množina X ′ = {x′1, . . . , x′n} premenných, jej podmnožiny S ′1, . . . , S ′m, kde ∀j : S ′j ⊆





′ a dané prirodzené č́ıslo ℎ.









4-HM-t z neho skonštruovaná:
Množina premenných tohto HM bude pozostávat’ z x1, . . . , xn, S1, . . . , Sm a naviac premenná
T . Pre každú zdrojovú množinu S ′j, j = 1 . . .m, náležia do ℱ tri typy termov
a) T S̄j
b) Sjx̄i pre ∀x′i ∈ S ′j
c) xi1xi2xi3S̄j kde x
′
i1




Za premennú ohraničujúcu počet termov zvoĺıme k =
∑
j=1...m(∣S ′j∣) +m+ ℎ.
Obr. 4.1: Hypergraf vizualizujúci 4-HM-t asociovanú s inštanciou Set Covering
Hypergrafy (tj. grafy kde sú hrany nahradené hyperhranami, ktoré môžu vychádzat’ z
viacero vrcholov a končit’ v jednom) śıce s problematikou priamo nesúvisia, ale na základe
Obrázku 4.1 si môžme lepšie vytvorit’ predstavu o tom, ako vyzerá skonštruovaná inštancia
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4-HM-t. Jedna hyperhrana odpovedá jednému termu, vrcholy z ktorých ide hyperhrana
odpovedajú pozit́ıvnym literálom, vrchol do ktorého vedie hyperhrana zas negat́ıvnemu li-
terálu. “Chodenie” po hyperhranách grafu odpovedá postupu procedúry forward chaining.
Ak začneme s nejakou množinou R premenných, tak z nej sa môžme vybrat’ po l’ubovol’nej hy-
perhrane takej, že všetky vrcholy z ktorých hyperhrana vychádza sú v R. Vrchol, do ktorého
táto hyperhrana vchádza môžme pridat’ do množiny R. Ak sa teda týmto spôsobom vieme
dostat’ z množiny premenných R do premennej y, tak term Rȳ je implikantom funkcie, ktorú
tento graf reprezentuje.
Ked’že v inštancii 3-Set Covering je obmedzená mohutnost’ podmnož́ın Sj na 3, tak všetky
termy majú nanajvýš 4 literály. Takže vzniknutá inštancia je skutočne 4-HM.
Ako neskôr poṕı̌sem v procese prevodu už zminimalizovanej inštancie 4-HM-t spät’ na inštanciu
3-Set Covering, toto źıskané riešenie pred samotným prevodom najprv (v polynomiálnom čase
- Lemma 1.6) prevediem na primárnu irredundantú DNF. A až potom spät’ na inštanciu 3-
Set Covering. Takže nižšie pri dokazovańı vlastnost́ı tejto źıskanej zminimalizovanej DNF
môžem kl’udne predpokladat’, že je primárna irredundantná. Naproti tomu, ℱ nie je irredun-
dantná (vd’aka čomu ju môžem vzhl’adom k počtu termov minimalizovat’). Avšak primárna je.
Primalita ℱ .
Overme si najprv, či sú všetky termy ℱ primárne.
Pomerne jednoducho si môžeme overit’, že ℱ nemá implikanty d́lžky jedna. Pre spor nech
existuje taký pozit́ıvny literál, ktorý je implikantom. Ohodnot’me jeho premennú hodnotou
jedna. Potom by som si vynútil hodnotu nula pre funkciu (reprezentovanú DNF ℱ ) tým, že
by som ohodnotil aj všetky zvyšné premenné hodnotou jedna. Spor. To plat́ı pre pozit́ıvne
literály zložené z l’ubovol’nej premennej ℱ . Takže žiaden pozit́ıvny literál nie je implikantom.
Oveŕım ešte implikanty d́lžky jedna vo forme negat́ıvneho literálu. Nech teda T̄ = 1, potom
položeńım ∀j : Sj = 1 a ∀i : xi = 1 vynútim hodnotu funkcie 0. Ak S̄j = 1 alebo x̄i = 1,
potom si hodnotu 0 pre funkciu vynútim, ak polož́ım T = 0 a ∀j : Sj = 0 a aj ∀i : xi = 0.
Nemám teda implikanty d́lžky jedna a z toho automaticky vyplýva, že termy z bodu a) a b)
v defińıcii ℱ sú primárne. Zostáva overit’ termy definované v bode c). Nech pre spor existuje
taký term xaxbxcS̄d v ℱ , ktorý nie je primárny. BÚNO nech xa je premenná o ktorú sa
dá skrátit’. Tvrd́ım teda, že xbxcS̄d je implikant ℱ . Procedúra forward chaining so vstupom
{xb, xc} však k tejto množine už nič nepridá. A to preto, lebo jediné termy, ktoré obsahujú
premenné xi sú tie čo sú definované v bode c). Ale všetky tieto termy majú práve tri pozit́ıvne
premenné (ked’že ∣Sj∣ = 3,∀j), takže dve premenné vo vstupnej množine nemôžu “uspokojit’”
žiaden term. A teda vstupná množina sa už neobohat́ı ani o jedinú premennú. A teda ani o
premennú Sd.
Kvôli prehl’adnosti si zavediem nasledujúce značenie. Pojmom implikant typu X budem
označovat’ všetky primárne implikanty funkcie reprezentovanej DNF ℱ , ktoré neobsahujú
premennú T a obsahujú niektorú z premenných xi vo forme negat́ıvneho literálu. Podobne
implikant typu S bude označovat’ všetky primárne implikanty funkcie reprezentovanej DNF
ℱ , ktoré neobsahujú premennú T a obsahujú niektorú z premenných Sj vo forme negat́ıvneho
literálu. Termy, ktoré obsahujú premennú T ma nateraz nebudú zauj́ımat’.
A ešte jedno pomocné značenie: I(j) = {i∣x′i ∈ S ′j}.
Vieme, že konsenzuálna metóda generuje všetky primárne implikanty. A že každá primárna
DNF sa skladá výlučne z primárnych implikantov. V nasledujúcom texte sa vo forme Lemmat
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pokúsim ukázat’, aké všetky možné primárne implikanty jednotlivých typov môžu existovat’
v nejakej primárnej DNF, ktorá bude ekvivalentná ℱ .
Lemma 4.2 Neexistuje žiaden iný implikant typu X okrem tých, ktoré sú definované v bode b)
defińıcie ℱ .





Vždy ked’ x′i ∈ S ′j, tak Sjx̄i ∈ ℱ̂ . Takže pre všetky j ∈ J plat́ı, že x′k /∈ S ′j, inak by to bol
spor s primalitou P . Teraz vieme, že P je primárny implikant funkcie, ktorú reprezentuje
aj ℱ . Takže muśı byt’ odvoditel’ný forward chainingom nad ℱ . Presne povedané forward
chaining nad ℱ so vstupnou množinou {Sj∣j ∈ J} ∪ {xi∣i ∈ I} muśı do výslednej množiny
zahrnút’ aj xk. Lenže xk sa môže pridat’ do výslednej množiny len pomocou nejakého Sj a to
pomocou implikantu typu X. Vieme však, že medzi {Sj∣j ∈ J} taký term nie je. Nemôže sa
však pomocou zvyšných xi pridat’? Nemôže, pretože by vo výslednej množine museli byt’ už
predtým obsiahnuté všetky prvky jeho S ′j, takže aj xk. To by ale znamenalo, že k ∈ I (ked’že
xk nie je v žiadnom Sj, j ∈ J), čo nie je možné - nemôže byt’ v terme aj premenná, aj jej
negácia.
□
Lemma 4.3 Každý implikant typu S je tvaru P = (
⋀
i∈I xi) ∧ (
⋀
j∈J Sj) ∧ S̄l a spĺňa nasle-
dujúce podmienky:
a) Pre každé i′ ∈ I(l) ∖ I existuje j′ ∈ J že i′ ∈ I(j′).
b) I(l) ⊈ I
c) I ⊆ I(l)
d) I ∩ I(j) = ∅ pre každé j ∈ J
e) I = ∅ ⇒ ∣J ∣ ≥ 2
Dôkaz. Podmienka a).
Pre spor nech existuje také i′ pre ktoré to neplat́ı. Začnem forward chaining nad ℱ so vstupnou
množinou {xi∣i ∈ I} ∪ {Sj∣j ∈ J}. Za prvé: premenné Sj mi pridajú len xi ∕= xi′ . Za druhé:
všetky xi mi teraz pridajú len také Sj, ktoré neobsahujú xi′ . Tieto dve tvrdenia zostávajú v
platnosti pre každý krok procedúry forward chaining. V konečnom kroku forward chaining
skonč́ı a xi′ nebude pridané. Ak sa nepridá xi′ , nemôže sa pridat’ ani Sl. Spor s predpokladom,
že P je implikant.
Podmienka b).
Inak by to bol spor s predpokladom, že P je primárny.
Podmienka c).
Ak by to nebola pravda, nech I ′ = I∩I(l). Na základe prvého bodu by bol potom implikantom
aj term (
⋀
i∈I′ xi) ∧ (
⋀
j∈J Sj) ∧ S̄l. A to je spor s primalitou P .
Podmienka d).
Nech teda existuje také i′, že i′ ∈ I a zároveň xi′ ∈ Sj′ . Z bodu c) potom nutne aj xi′ ∈ Sl.




j∈J Sj)∧ S̄l je implikantom ℱ . A to preto,
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lebo forward chaining by v prvom kroku pridal na základe termu Sj′x̄i′ do výslednej množiny
xi′ a potom by pokračoval úplne rovnako ako pri terme P . Spor s primalitou P .
Podmienka e).
Ak by bolo vel’kosti 1, potom by term SjS̄l bol implikantom. Pri forward chaining by sa z
jedinej premennej Sj museli pridat’ tri premenné xi tak, aby tie potom odvodili Sl. Ale to je
možné jedine v pŕıpade, že S ′j = S
′
l. Predpokladajme však, že zadanie 3-Set Covering toto
nepripúšt’a. Predpokladat’ to môžme preto, lebo by sme mohli úplne rovnako robit’ celý tento
dôkaz pre modifikované 3-SC, v ktorom by bola podmienka, že žiadne dve množiny Sj nemajú
presne tie isté literály. A toto modifikované 3-SC je tiež NP-úplné. Prevod z klasického 3-SC
by bol priamočiary - presne rovnaké zadanie. Ak by sme našli riešenie v modifikovanom,
bolo by to presne riešenie aj v pôvodnom. Ak by sme našli v pôvodnom, odstránili by sme
duplikáty a bolo by to riešeńım aj v modifikovanom (možno lepš́ım).
□





Pričom xi, xj, xk ∈ Sl a zároveň xi, xj /∈ Sp, Sq.
Teraz, ked’ viem ako vyzerajú všetky primárne implikanty funkcie reprezentovanej ℱ ,
som pripravený ukázat’, že všetky implikanty, ktoré som uviedol v defińıcii ℱ v bodoch b)
a c) sú esenciálne. To znamená, že sa musia nachádzat’ vo všetkých primárnych DNF, ktoré
reprezentujú tú istú funkciu ako ℱ . Term P ∈ ℱ∗ je esenciálny, práve ked’ nie je implikantom
ℱ∗ ∖ P , kde symbolom ℱ∗ označujem množinu všetkých primárnych implikantov funkcie
reprezentovanej pomocou DNF ℱ .
Lemma 4.5 Všetky implikanty typu X sú esenciálne.
Dôkaz. Ukážeme pomocou forward chaining. Zoberme si P = Sbx̄a, chceme ho odvo-
dit’ v ℱ∗ ∖ P . Takže začneme z množinou {Sb}. Ked’že nemám žiadne xi, tak na základe
Lemma 4.3 e) viem, že implikant typu S použit’ nemôžem. Použijem všetky implikanty typu X
ktoré môžem, do výslednej množiny doplńım xe, xf ∈ Sb. Takže v Rℱ({Sb}) mám {Sb, xe, xf}.
Teraz však už nemôžem použit’ ani žiaden implikant typu S, pretože mám len dve premenné
xi a my vieme, že ∣Sj∣ = 3,∀j. Je tam śıce aj Sb, ale vd’aka Lemma 4.3 d) nenájdem žiaden
primárny implikant, v ktorom by sa nachádzal spolu s xe, xf .
□
Lemma 4.6 Všetky implikanty typu S uvedené v bode c) defińıcie ℱ sú esenciálne.
Dôkaz. Podobne ako v predchádzajúcom dôkaze ukážeme pomocou forward chaining. Zo-
berme si P = xixjxkS̄l, chceme ho odvodit’ v ℱ∗ ∖ P . Forward chaining začne s množinou
{xi, xj, xk} kde xi, xj, xk ∈ Sl. Implikanty typu X sa použit’ nedajú. Spomedzi všetkých im-
plikantov typu S by sa dal použit’ len jeden, a tým je P , ten však použit’ nemôžme.
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□
Z predchádzajúceho textu vyplynulo, že jediné termy, ktoré môžem pri minimalizácii z
ℱ odstránit’, sú tie ktoré obsahujú premennú T . A odstránim práve tie z nich, ktoré obsahujú
také Sj, čo nevystupujú v riešeńı problému 3-Set Covering. Ako ukážem d’alej, vzniknutá
DNF bude aj po ich odstráneńı ekvivalentná ℱ .
Teraz už mám všetky poznatky k tomu, aby som mohol ukázat’, že inštancie jednotlivých
problémov sú skutočne ekvivalentné.
Dôkaz Vety 4.7:
Náležitost’ do NP som už ukázal pre obecné HM v Lemma 2.2.
4-HM-t je podproblém, takže náleženie do NP sa samozrejme zachováva.
3-SC =⇒ 4-HM-t








= X ′. Skonštruujem
DNF G , ktoré bude riešeńım 4-HM-t, takto: Do G dám všetky termy typu b) a c) v takom
tvare ako sú v popise 4-HM-t. Spomedzi termov typu a) dám práve T S̄j1 , . . . , T S̄jℎ . Na prvý
pohl’ad je vidiet’, že celkový počet termov v G je ∑j=1...m(∣S ′j∣)+m+ℎ. Je G ekvivalentné ℱ ?
∙ G ≤ ℱ
Každý term z G je pŕıtomný aj v ℱ , takže G ≤ ℱ .
∙ ℱ ≤ G
Jediné termy, ktoré sú v ℱa nie sú v Gsú termy typu a). Pre nich oveŕıme, či sú implikan-
tami G . Učińıme tak procedúrou forward chaining. Stač́ı mi ukázat’, že ak začnem s T ,
tak vo výslednej množine budú všetky premenné Sj. V prvom kroku procedúra použije





= X ′, tak v nasledujúcom kroku
procedúra pomocou termov Sik x̄i pridá všetky x1, . . . , xn. Teraz sa už môžu použit’ aj
všetky termy typu c) a do výstupnej množiny procedúry forward chaining zaradit’ aj
zvyšné Sj (ktoré sa nepridali už v prvom kroku).
4-HM-t =⇒ 3-SC
Majme teda DNF G ′, ktorá je ekvivalentná ℱ a majúca maximálne k = ∑j=1...m(∣S ′j∣)+m+ℎ
termov. V polynomiálnom čase z nej vyrob́ıme ekvivalentnú primárnu irredundantú DNF
G (Lemma 1.6). Vzhl’adom ku spôsobu akým z nej rob́ıme primárnu a irredundantnú DNF je
jasné, že bude mat’ aj nad’alej maximálne k termov (v tomto procese žiaden nepridávame).
Na základe Lemma 4.5 a Lemma 4.6 vieme, že G má všetky termy, ktoré boli v defińıcii
ℱ v bodoch b) a c). A tých je ∑j=1...m ∣S ′j∣ + m. Takže termov, ktoré môžu obsahovat’ T





Pre každé i ∈ {1 . . . n} plat́ı, že T x̄i je implikantom ℱ (l’ahké overit’ - užit́ım forward chaining
v dvoch krokoch). A ked’že je G ekvivalentná ℱ , musia byt’ všetky tieto termy odvotitel’né
pomocou forward chaining nad G .
Teraz tvrd́ım: Pre každé i ∈ {1 . . . n} plat́ı, že bud’ sa xi nachádza v terme kategórie ii),
alebo je x′i prvkom množiny S
′
j takej, že Sj sa nachádza v terme kategórie i).
Ukážem to sporom. Predpokladajme, že existuje také xa, ktoré nesṕlňa ani jednu z týchto
podmienok. Avšak aj pre toto xa plat́ı, že term T x̄a je odvoditel’ný v G . Zoberme si prie-
beh procedúry forward chaining nad G so vstupnou množinou {T}. Nech teda P je term,
s pomocou ktorého sme do výstupnej množiny vložili premennú xa. Vieme, že v ňom muśı
xa vystupovat’ ako negat́ıvna, a že takéto termy sú v G len tvaru Sjx̄i (ked’že podl’a pred-
pokladu nespadá xa do kategórie ii)). Nech teda P = Sbx̄a. Podl’a predpokladu vieme, že
Sb nie je v terme kategórie i). Takže sa musel v postupe procedúry forward chaining pridat’




i∈I xi)∧ S̄b. Ked’že xa sa pridalo v procedúre až neskôr,
muśı platit’ a /∈ I. Ale pre všetky termy typu S na základe Lemma 4.3 a) plat́ı: pre každé
i′ ∈ I(b) ∖ I existuje j′ ∈ J že i′ ∈ I(j′). No ale ked’že toto Sj′ je už vo výslednej množine
procedúry forward chaining znamená to, že bud’ sa premenná xa vložila skôr ako on (čo je
spor s predpokladom), alebo tam bol zaradený už na začiatku tým, že bol v kategórii i). No
ale to je taktiež spor s predpokladom tvrdenia.
Z práve dokázaného už priamo vyplýva, že ako riešenie problému 3-SC môžme položit’:
∙ všetky Sj, ktoré sa nachádzajú v terme kategórie i)
∙ pre každé xi z termu kategórie ii) vyber náhodne jednu z Sj, ktorá ho obsahuje




4.3 HM-a je NP-úplný
V tejto časti ukážem NP-úplnost’ Hornovskej minimalizácie vzhl’adom k miere ∣ℱ∣a. Tým
doplńım aj posledný chýbajúci článok kapitoly 2 a v obrázku 2.1 už budú dokázané nielen
vzt’ahy medzi mierami, ale aj ich zložitosti.
Dôkaz sprav́ım vel’mi podobne, ako som v predchádzajúcej časti 4.2 ukázal NP-úplnost’
Hornovskej minimalizácie vzhl’adom k počtu termov. Prevod zo Set Covering sa len mierne
pozmeńı. Ako ukazuje obrázok 4.2, pribudla jedna premenná T1 a termy T S̄j sa nahradia je-
diným termom S1S2 . . . SmT1T̄ . Vzhl’adom k podobnosti dôkazov, uvediem tento len v skratke,
vynechávajúc niektoré samozrejmé kroky.
Obr. 4.2: Hypergraf vizualizujúci HM-a asociovanú s inštanciou Set Covering
3-Set Covering:
Zadanie: Množina X ′ = {x′1, . . . , x′n} premenných, jej podmnožiny S ′1, . . . , S ′m, kde ∀j : S ′j ⊆





′ a dané prirodzené č́ıslo ℎ.









HM-a z neho skonštruovaná:
Množina premenných tohto HM bude pozostávat’ z x1, . . . , xn, S1, . . . , Sm a naviac premenné
T a T1. Pre každú zdrojovú množinu S
′
j, j = 1 . . .m, náležia do ℱ dva typy termov
b) Sjx̄i pre ∀x′i ∈ S ′j
c) xi1xi2xi3S̄j kde x
′
i1




a k nim naviac jediný term
a) P = S1S2 . . . SmT1T̄
Za premennú ohraničujúcu vel’kost’ zdrojovej plochy zvoĺıme k =
∑
j=1...m(∣S ′j∣) +m+ ℎ+ 1.
Označenie bodov definujúcich jednotlivé termy ℱ som schválne prehádzal tak, aby sedeli s
dôkazom 4-HM-t.
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Veta 4.7 Problém Hornovskej minimalizácie v miere ∣ℱ∣a je NP-úplný.
Dôkaz. Náležitost’ do NP som už ukázal v Lemma 2.2.
3-SC =⇒ HM-a








= X ′. Skonštruujem
DNF G , ktoré bude riešeńım HM-a, takto: Do G dám všetky termy z bodov b) a c) tak,
ako sú uvedené v defińıcii ℱ . Namiesto termu P dám term P ′ = Sj1Sj2 . . . SjkT1T̄ . Na prvý
pohl’ad je vidiet’, že vel’kost’ zdrojovej plochy Gje∑j=1...m(∣S ′j∣)+m+ℎ+1. Je Gekvivalentné ℱ?
∙ ℱ ≤ G
Jediný term, v ktorom sa ĺı̌sia je P . Chceme teda ukázat’, že P ≤ G. Ked’ je P = 1,
potom všetky jeho literály sú rovné jednej, o to viac ich podmnožina, takže z toho
plynie, že aj term P ′ je rovný jednej. A teda aj G .
∙ G ≤ ℱ
Začneme procedúru forward chaining nad ℱso vstupnou množinou {Sj1 , Sj2 , . . . , Sjk , T1}.
Ked’že množiny Sj pokrývajú všetky premenné, v prvom kroku sa do výstupnej množiny
pomocou termov b) zahrnú všetky premenné xi. Z nich sa v druhom kroku odvodia
všetky Sj, j = 1 . . .m. A z tohto už pomocou termu P sa zahrnie aj premenná T . Takže
P ′ ≤ ℱ . Ostatné termy sú zhodné.
HM-a =⇒ 3-SC
Majme teda DNF G ′, ktorá je ekvivalentná ℱ a jej zdrojová plocha je maximálne k =∑
j=1...m(∣S ′j∣) + m + ℎ + 1. V polynomiálnom čase z nej vyrob́ıme ekvivalentnú primárnu
irredundantú DNF G (Lemma 1.6). Jej zdrojová plocha sa vzhl’adom na štruktúru primárnych
implikantov nezväčš́ı.
Ked’ sa pozrieme na všetky primárne implikanty, ktoré môžu z ℱ vzniknút’ konsenzuálnou
metódou zist́ıme, že je situácia vel’mi podobná tej z dôkazu 4-HM-t. Akurát v tomto pŕıpade
sa netvoria termy, ktoré obsahujú T ako pozit́ıvny literál, iba negat́ıvny. Takýchto termov je
viac, vždy obsahujú aj premennú T1 a niekol’ko Sj a xi.
Implikanty typu X a typu S majú teda presne rovnaký tvar. Implikanty obsahujúce T, T1
mi nepomôžu ani tentoraz, preto aj v tomto pŕıpade platia Lemma 4.5 a Lemma 4.6. Na
základe nich vieme, že G má všetky termy, ktoré boli v defińıcii ℱ v bodoch b) a c). Ich
zdrojová plocha je v súčte
∑
j=1...m ∣S ′j∣+m (ked’že každé dve S ′j majú inú množinu prvkov).
Takže zdrojová plocha zvyšných termov je nanajvýš ℎ+ 1. Medzi nimi sa nájde aspoň jeden
s literálom T̄ (T sa nemohlo “vytratit’”).
Tvrd́ım: každý term z Gobsahujúci premennú T je tvaru Q = (⋀j∈J Sj)∧(
⋀
i∈I xi)∧T1∧T̄
a naviac plat́ı, že ∀i = 1 . . . n : (i ∈ I) ∨ (∃j′ ∈ J : x′i ∈ S ′j′).
Sporom. Nech existuje také Q a také a ∈ 1 . . . n pre ktoré to neplat́ı. Začneme forward
chaining nad ℱ s množinou {xi∣i ∈ I} ∪ {Sj∣j ∈ J} ∪ T1. Každé z Sj, j ∈ J do výslednej
množiny vlož́ı všetky také xi, že xi ∈ Sj. Žiaden z nich teda nevlož́ı xa. Existuje aspoň jedno
Sr, r = 1 . . .m také, že xa ∈ Sr. Toto Sr nebolo v počiatočnej množine (r /∈ J) a zároveň sa
nikdy do výslednej množiny ani pridat’ nemôže, ked’že v nej nie je ani xa. A teda sa nemôže
v ℱ použit’ term P na odvodenie T . Takže Q nie je implikantom funkcie reprezentovanej
pomocou ℱ a teda ℱ a G nie sú ekvivalentné. Spor.
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Zoberme si l’ubovol’né také Q. Z práve ukázaného tvrdenia vyplýva, že ako riešenie
problému 3-SC môžme položit’:
∙ všetky Sj, ktoré sa nachádzajú v terme Q (teda j ∈ J)
∙ pre každé xi z termu Q (teda i ∈ I) vyber náhodne jednu z Sj, j = 1 . . .m, ktorá ho
obsahuje
Počet literálov v terme Q je nanajvýš ℎ + 1, z toho minimálne jeden je T1, takže týchto





Hlavným účelom práce bolo podat’ prehl’ad o zložitosti problému hl’adania minimálnej re-
prezentácie Hornovských funkcíı so zvláštnym zretel’om na reprezentáciu pomocou DNF -
problém nazývaný Horn Minimization. V odbornej literatúre sa pod týmto názvom väčšinou
objavuje minimalizácia d́lžky DNF vzhl’adom k počtu termov alebo literálov.
V druhej kapitole som sa pokúsil na základe výsledkov z teórie hypergrafov rozš́ırit’ spôsob
nazerania na d́lžku formule o čo najväčš́ı počet mier, ktoré majú v pŕıpade Hornovských fun-
kcíı dobrý zmysel. Ukázal som, že mnohé z nich spolu súvisia a to do takej miery, že sa každá
Hornovská funkcia dá zminimalizovat’ vzhl’adom ku všetkým mnou definovaným mieram (až
na ∣ℱ∣l). Zároveň som ukázal zložitost’ problému Hornovskej minimalizácie pre každú z nich.
Otvoreným problémom zostala poźıcia HM-l (počet literálov) vzhl’adom k ostatným mieram.
V práci sa neobjasnilo, či je implikovaná alebo implikuje inú minimálnu formu.
V tretej kapitole som podal podrobný rozbor dôkazu z článku [4], podl’a ktorého zostáva
Hornovská minimalizácia vzhl’adom k počtu termov NP-úplná aj pri obmedzeńı d́lžky ter-
mov na tri (3-HM-t). Ukázal som, kde je v dôkaze chyba. Zároveň som sa pokúsil množstvo
užitočných tvrdeńı v tomto dôkaze uvedených použit’ na opravenie tohto dôkazu. Zadefino-
val som problém HV-pokrytia, ktorý je ekvivalentný tomu z článku. Avšak zložitost’ tohto
problému som nepreukázal. Otvoreným problémom teda zostáva, či sa tento dôkaz dá opra-
vit’. Napŕıklad tým, že by sa dokázala NP-úplnost’ problému HV-pokrytia. Pŕıpadne ukázat’
NP-úplnost’ problému 3-HM-t iným spôsobom.
Záverečná kapitola potom priniesla najväčš́ı pŕınos, ked’ medzeru vzniknutú nájdenou chy-
bou v tretej kapitole zaplnila o čosi slabš́ım tvrdeńım - totiž že Hornovská Minimalizácia
vzhl’adom k počtu termov zostáva NP-úplná aj pri obmedzeńı d́lžok termov na štyri. Dôkaz
som učinil prevodom z problémov (3-Set Covering, 3-Exact Cover), ktorých NP-úplnost’ som
taktiež ukázal.
Zároveň som ukázal NP-úplnost’ Hornovskej minimalizácie aj pre mieru doteraz u Hor-
novských funkcíı neuvažovanú - o vel’kost’ zdrojovej plochy, čo je súčet mohutnost́ı zdrojových
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