Despite the high importance of grouping in practice, there exists little research on the respective topic. The present work presents a complete framework for grouping and a novel method to optimize model points. Model points are used to substitute clusters of contracts in an insurance portfolio and thus yield a smaller, computationally less burdensome portfolio. This grouped portfolio is controlled to have similar characteristics as the original portfolio. We provide numerical results for term life insurance and defined contribution plans, which indicate the superiority of our approach compared to K-means clustering, a common baseline algorithm for grouping. Lastly, we show that the presented concept can optimize a fixed number of model points for the entire portfolio simultaneously. This eliminates the need for any pre-clustering of the portfolio, e.g. by K-means clustering, and therefore presents our method as an entirely new and independent methodology.
Introduction
Applying new methods of machine learning to challenge the performance of traditional computational schemes in insurance gets more and more attention in recent years, see e.g. [1, 9, 11, 30, 32] . At the same time, feasibility of algorithms plays a key role, leading to several approaches with the aim to reduce the computational complexity of a task, see e.g. [2, 3, 18, 28] . A particularly relevant application in insurance is the grouping of contracts. Grouping aims to detect clusters in a portfolio and replace each cluster by a single representative contract, alias model point. Representativeness is to be interpreted as preserving selected key feature of the original portfolio. The model point is in general not part of the original portfolio. This simplification, i.e. the reduction of model points, results in a more homogeneous portfolio and in significant time savings for policy-by-policy based computations. The relevance of grouping and key considerations are discussed in e.g. [25, 28, 29] . In practice, it is a common choice to apply K-means clustering and use its centroids as model points. For model points in grouping, there are two strands of literature, stochastic dominance analysis and constructive, algorithmic methods. In [8] , Denuit and Trufin build on earlier work of Frostig, see [12] , and derive lower and upper bounds for the risk of a portfolio, measured by its TVaR. The second strand of literature aims to determine the hypothetical portfolio consisting of a reduced number of model points, see e.g. [4, 14] . In [14] , the authors use a K-means cluster assignment and generalize the respective model points, i.e. centroids, by transitioning to a weighted sum. How to determine model points is a key question in grouping. Building upon previous work [21] , we follow the two-step procedure of [14] and provide further generalization for how to non-linearly optimize model points, based on a formal and novel definition of the task. In particular, we employ neural networks that control for arbitrary risk features of the grouped portfolio. To do so, we intertwine the computation of a risk features and the grouping procedure, which controls for similarity of these respective risk features. Eventually, our approach can even be applied without a K-means clustering preprocessing of the original portfolio and can therefore eliminate any dependency on the K-means algorithm. We provide numerical analyses of our methodology for portfolios consisting of term life insurance contracts and defined contribution pension plans, where we control for policy values in the resulting portfolios. The results show vast improvements of a K-means baseline grouping. Hence, the present article contributes to the body of literature on machine learning techniques in insurance and the practice of grouping.
The remainder of this paper is structured as follows. First, we formally introduce the task of grouping and respective notations, see Section 2. Next, we outline the general concept of how to optimize model points, see Section 3. Based on modeling assumptions and data summarized in Section 4, we then provide numerical results for term life insurance and pensions, each controlling for the portfolio's policy values, in Section 5. Here we will analyse the ability of neural networks to replicate the classical, actuarial calculation of policy values of individual contracts, as well as the actual task of how to optimize model points in grouping. Lastly, we summarize the results in Section 6 and provide and mention tasks for further research.
Concept of Grouping
Sound risk management in insurance often requires computationally expensive analysis, e.g. due to regulatory capital requirements by Solvency II. The Solvency II directive demands insurance companies to derive the full loss distribution for calculating the solvency capital requirement (SCR). To calculate the full loss distribution reasonably accurate, several hundred thousand simulations each consisting of at least 1 000 Monte Carlo simulations would be necessary. In its pure form, this is a challenging yet computationally almost impossible task. One way to reduce the run time of corresponding algorithms is to use approximations of the methodology, as done in [2, 3, 23, 26] . A second, potentially complementing option is to reduce the number of model points of the portfolio which the algorithm is applied to, while preserving certain properties of the portfolio, e.g. cash flows or risk features. Motivated by the similarity of computationally less expensive properties one expects, that also other, computationally more expensive properties, e.g. SCR, of the actual portfolio and its simplified version are alike. In this work, we focus on the second task of reducing the number of model points, which we refer to as grouping of contracts. Subsequent extensive computations of quantities, as e.g. the SCR, are not part of this article. To begin with, let us formally state the problem. For K, N ∈ N, K ≤ N , we introduce
as the family of portfolios with K contracts, resp. model points, x (i) ∈ R n held in corresponding quantities s (i) ∈ N, summing up to a total number of N contracts. We callP ∈ P K,N a grouping of P ∈ P H,N , if K < H ≤ N . Note, that we do not explicitly require contracts x (1) , . . . , x (K) to be distinct, allowing for trivial transformations of e.g.
{(x (1) , s (1) ), (x (2) , s (2) )} ∈ P 2,s (1) +s (2) to {(x (1) , s (1) + s (2) )} ∈ P 1,s (1) +s (2) , if x (1) = x (2) . Also, the definition of P K,N mirrors the idea of K-means clustering, where contract x (i) is the centroid of the i-th cluster with s (i) members. We will later use K-means clustering, a common choice for grouping, see [28, 29] , as a baseline and compare it with our novel approach, which optimizes its centroids.
To quantify the quality of the grouping we further define user-selected risk features R 1 , . . . , R l , defined by
which, for P ∈ P K,N , satisfy
On the one hand, the linearity w.r.t. scalar multiplication in (2) is a crucial assumption, as it shows how grouping, which results in multiple identical contracts x (i) in a portfolio P ∈ P K,N , reduces the computational cost when calculating the risk features R i . On the other hand, this assumption is not highly restrictive, as it holds for all actuarial present values, i.e. discounted expected cash flow computations, which lie at the heart of most calculations in life insurance. Note, that we impose linearity of R i w.r.t. the number of contracts s (i) , but not the the components of contract x (i) . Exemplary, practical choices for R i include expected premium payments, profit signatures or policy values. Discrepancies between the actual portfolio P ∈ P N,N and its grouped versionP ∈ P K,N for a given risk feature R i are then evaluated w.r.t. an user-defined norm · (i) , i.e. R i (P ) − R i (P ) (i) . This leads to the following definition. Definition 1. Let K be the target complexity of portfolio P ∈ P H,N , K H ≤ N and R 1 , . . . , R l the risk features of interest with corresponding, user-selected norms · (i) , i = 1, . . . , l. Then the task of optimal grouping equals finding P ∈ P K,N such thatP
(3) Remark 1. Definition 1 represents a classical clustering with an additional constraint. In general, K-means clustering does not include an active control for any risk feature R i and thus does not match Definition 1. K-means aims for similar risk features R 1 , . . . , R l of P ∈ P N,N and P ∈ P K,N , K < N , by homogeneously grouping contracts w.r.t. their respective contract details, e.g. age, duration, sum insured, and a so called dissimilarity measure. Using mean values to obtain centroids x (1) , . . . , x (K) implicitly assumes a linear effect of all contract detail on any risk feature R i , meaning the quality of the grouping highly depends on the homogeneity within each cluster. The active control for R i in Definition 1 allows for non-linear effects of contract details when forming an optimized centroid x (i) . Remark 2. For the sake of simplicity, we denote the risk feature R of a single contract x ∈ R n by R(x) := R({(x, 1)}).
Given a proposed groupingP ∈ P K,N , it is then up to the user to set and check acceptable thresholds, e.g.
. . , l, which lead to either acceptance or rejection ofP . A common approach for vector-valued risk features R i , e.g. expected cash flows or policy values for various points in time t = 1, . . . , r i , is to evaluate discrepancies componentwise and choose thresholds α (i) t to be increasing in t, see [25] . This is motivated by the uncertainty of the outcome, which increases as time progresses. Lastly, it is important to perform a sensitivity analysis of the results to test for stability of the grouping. Corresponding risk features R i (P ) are often based on specific assumptions, e.g. a fixed interest rate, which limits the generality of the grouping unless backtested. In any case, if we have to reject the proposed grouping, the procedure is to be repeated with altered, less restrictive parameters, e.g. an increased K or a norm postulating a different importance of risk factor R i .
Methodology
Using previous notation, our approach illustrated in Figure 1 is twofold. For grouping portfolio P ∈ P N,N our methodology aims to:
1. Construct an approximationR (= (R 1 , . . . ,R l ) : {P ∈ P K,N |K, N ∈ N} → R r1+...r l ) of the given risk features of interest R = (R 1 , . . . , R l ), for any individual contract x ∈ R n , with {(x, 1)} ∈ P . Using the assumption of scalar linearity in (2), we cumulatively obtain R i (P ), resp. estimatesR i (P ), for i = 1, . . . , l.
2. Based on risk features R i (P ), resp.R i (P ), of the actual portfolio P , we try to find a groupingP ∈ P K,N with similar properties according to Definition 1. Based on a presorting of the portfolio P into K disjoint clusters, we substitute each contract of a cluster C ⊂ P , C ∈ P |C|,|C| by a single contractx, wherẽ C = {(x, |C|)} ∈ P 1,|C| and |C| the number of contracts in cluster C. The substitutionx is chosen, such that it minimizes the function f C (·) with user-defined norms · (i) , where
It is obvious to see that if there is a perfect match of cluster C andC, i.e. f C (x) = 0, it must hold
whereR −1 denotes the preimage of functionR. At a slight misuse of notation, as in generalR −1 (z) is not defined for an arbitrary z ∈ R r1+...r l , we denote the procedure of finding an optimal model point byR −1 , see Figure 2 . In Remark 3 we give further arguments why the notationR −1 is adequate nevertheless.
Computationally, the class of neural networks provides a promising set of models to perform our concept with. Neural networks are generally known to have high approximating capacities, see e.g. [6] , [20] . On the other hand, neural networks can utilize the preimage of a nested function, i.e.R, during its training by applying backpropagation. Mention of similar ideas can be found e.g. in [31] and their guided Grad-CAM approach in image classification and detection. Remark 3.
1. In order to estimate the preimageR −1 we will apply backpropagation, a supervised and gradient based learning technique for neural networks, and optimize the inputC toR = (R 1 , . . . ,R l ) to minimize f C (·), as defined in (4). This has two main consequences. First, the (numerical) differentiability ofR is a crucial requirement. The main advantage of working with approximative computationsR, instead of the traditional R, is that we can controlR to be (numerically) differentiable. Secondly, backpropagation is defined for all inputsC ∈ P 1,|C| , which means that an approximation of the preimageR −1 as in (5) is defined and valid for all target values R(C).
2. The functionR is, in general, not injective, meaning two different contract settings, e.g. x 1 , x 2 , can result in equal risk features, e.g.R(x 1 ) =R(x 2 ). Hence, the optimized model pointC in (5) may not be unique.
However, concerns about the uniqueness ofC can be addressed by including additional constraints for model points, e.g. restricting its age to the range of ages of the respective cluster members. Also, more risk features R = (R 1 , . . . , R l ) naturally constrain the set of possible solutionR −1 (R(C)).
3.
To obtainC, we can either use the traditional quantities R, i.e.R −1 (R(C)) as done in (5), or work with the approximate by proposingR −1 R (C) , which implicitly statesR to be the true target and not an approximation. In any case, we need traditionally computed values R(x) for individual contracts x ∈ R n to supervise the construction ofR. Hence, we work with the traditional computation R(·) for target values.
The first task is to replicate the computation of target features Y = R(X) using neural networks, where X ∈ P 1,1 represents an arbitrary insurance contract. Similar to [17] , we explicitly mark the arbitrariness of contract X by capital notation. In Section 5 we will choose R to be the standard, actuarial principle for calculating policy values, see (7) and (9) . This task is a standard function approximation, which we phrase as a supervised learning problem, where we are interested in the functionR, such that we minimize
The accuracy of prediction modelR is of paramount importance, as it affects the optimization schema of our model point, see (4), (5) . Next, we employ a K-means algorithm to preprocess the portfolio P for homogeneity. Conditional onR, we optimize model pointx for each cluster C by backpropagating the error o · |C| − R(C) of the output o =R(x). Hence, we effectively aim to optimize the input of the modelR.
To do so, we nest the prediction modelR in a larger model and use a single, constant input, i.e. of value 1. This input is connected to a hidden layer, where the nodes represent a single contractx, which then again are input toR. The constant input allows us to train the model for each cluster C w.r.t. a single data point with target value R(C) |C| and optimize the inputx toR(·). This numerically implements the idea of estimatingR −1 as presented in (5) . For practical reasons, we omit the usage of bias terms for the first hidden layer. This enables us to use K-means centroidc of cluster C, as the initial model pointx, e.g. by setting W (1) = f −1 (c), for an invertible activation function f in the first layer of the network depicted in Figure 2 . For more detail on neural networks we refer to [15, 16] . Numeric results for term life contracts and defined contribution plans are provided in Section 5. Remark 4. The architecture in Figure 2 shows how to substitute one cluster C by a single model pointx, in according frequency |C|. Alternatively, we can enrich the presented architecture by allowing for multiple model points, e.g.
x (1) , . . . ,x (m) , which are input to the prediction modelR and create predictionsR(x (1) ), . . . ,R(x (m) ). These 
Data
In the following, we describe contract features and assumptions for portfolios of term life insurance contracts and defined contribution pension plans separately. In both cases, the risk feature of interest for our grouping procedure are policy values up to the contract's maturity, resp. the maximum retirement age. For computation of policy values we apply actuarial basics and standard notations, as e.g. t-year survival, resp. death, probabilities t p x , resp. t q x := 1 − t p x , of an individual aged x years, conditional that the individual is still alive. For a more detailed review of actuarial principles we refer to [10, 27] . Table 2 : Statistics of maximal policy values max t Y t (ω), see (7) or (9), of simulated contracts (X 1 (ω), . . . , X 5 (ω)).
Term Life Insurance. In a standard term life insurance contract the insurance company pays the policyholder a prespecified sum upon its death if the contract is still active. In our context, we uniquely identify a term life insurance contract by five features: the current age X 1 of the policyholder, the sum insured X 2 , the duration of the contract X 3 , the already lapsed fraction of the duration X 4 and the actuarial interest rate X 5 for discounting, which is influenced by a potential guaranteed interest of a contract. Each feature corresponds to a random variable X i with a bounded image space X i (Ω) := X i ([0, 1] 5 ), see Table 1a , from which we draw N = 100 000 realizations. The features sum insured X 2 , duration X 3 and (actuarial) interest rate X 5 are obtained independently and uniformly, where 0.04 is the maximal admissible actuarial interest rate for life insurance computations in Germany observed in history, see [7] . Also, we restrict the duration (to 40 years), since a term life insurance where the death of the policyholder occurs almost surely within the duration of the contract equals a whole life insurance, a different type of insurance. Next, the lapsed duration of a contract is a random, uniform fraction of its duration. This condition prevents matured contracts in our data. Lastly, for the current age X 1 we assume the initial age, at the start of the contract, to be uniformly distributed on {25, . . . , 67}, i.e. assuming no new contracts after the German age of retirement 1 , which extends to the current age X 1 by adding the respective lapsed duration. Numerically, we utilize a 5-dimensional Sobol sequence, which has been shown to cover higher-dimensional unit cubes rather uniformly, compare [13] , to get N = 100 000 contracts and round their components to the nearest integer value, to avoid fractional durations.
In order to compute policy values, we make the following additional assumptions:
• No expenses to the insurance company, no fractional durations of contracts and no lapses • Constant sum insured, premium and interest rate, i.e. no alterations to the setting of contracts throughout its duration, e.g. by profit repatriation • Parametric survival model based on the Makeham Law, see [10] , which results in a t-year survival probability t p x of individual aged x of
In particular, we adopt the choice of [10] , the SUSM model, by setting for the baseline hazard A= 0.00022 and for age related factors B= 2.7 · 10 −7 and c= 1.124. In the Appendix in Figure 7 , we provide an illustration of how this mortality assumption relates to mortality probabilities observed in Germany.
Based on the presented contract features and assumptions, we can calculate the expected policy values up to maturity for an individual term life contract X(ω) = (X 1 (ω), . . . , X 5 (ω)), ω ∈ [0, 1] 5 , at times t = 0, . . . , X 3 (ω) − 1 by
where the quantity P (X(ω))) represents the premium of the respective contract X(ω) based on the premium equivalence principle, see [10] . As we assume no costs to the insurance company, for the initial policy value holds 0 V X1(ω) := 0. Lastly, in order to have target quantities Y (ω) = (Y 0 (ω), . . . , Y T (ω)) of equal length for all contracts, we zero-pad them and exclude past times, i.e.
Defined Contribution Plan. Pension plans are offered by employers to their the employees and provide financial support at retirement due to age, disability or potentially even benefits to the widow, resp. widower, in case of a premature death of the employee. The two most common types of pension planes are the defined benefits plan and defined contribution plan, see [10, 27] . The first type has the terminal benefits to the employer set at the beginning of the plan, meaning the employers bears the financial risk of funding its obligations to the employee. The employee's contributions to the plan are therefore set to be in accordance with a risk neutral evaluation of the benefits. In contrast, the defined contribution plan has a fixed contribution, e.g. as a percentage of the employee's salary. The benefits are then a result of the employee's actual salary over time and the performance of the fund which the contributions were invested to. In practice, desirable contribution rates can be estimated by projecting the current salary and the fund value up to the age of retirement. Then, the contribution rate is set to meet a replacement rate, i.e. a percentage of the final salary which an annuitization of the expected final fund volume should pay throughout retirement. In a defined contribution plan, the risk of benefits being lower than expected is borne by the employee. The employer acts as a trustee, managing the employee's contribution and potentially granting subventions. In our numeric analysis, we focus on the defined contribution type. Each defined contribution plan is assumed to be uniquely defined by five variables, the current age X 1 of the policyholder, the current fund volume X 2 (potentially including volume transferred from previous employments), the current salary X 3 , which can be projected to future years based on a constant growth factor, alias salary scale, X 4 , and the contribution X 5 as a fixed share of the employee's salary. For the data of N = 100 000 pension plans we utilize a 5-dimensional Sobol sequence and scale its realizations to the features' image space X(Ω), see Table 1b .
For defined contribution plans we assume the following:
• No disability benefits, widow(er) benefits, lapses or suventions by the employer.
• Contributions are paid anually at the beginning of the year.
• A fixed, expected fund performance of i = 0.03.
• In case of death prior to retirement the accumulated fund is payed out.
• Benefits, at death or retirement, are paid as lump sums at the end of the year. An annuitization of the lump sum equals a deferred whole life insurance, which is not part of this work and can be analyzed seperately. • Retirement occurs, at the latest, at the age of 67 or prematurely at ages x = 60, . . . , 66 with probabilities 2 (rr 60 , . . . , rr 66 ) = (0.3, 0.1, . . . , 0.1) . For ages x < 60 holds rr x = 0.
• Markov-type state transitions for states 'active', 'retired' and 'dead' are defined by the parametric mortality model from (6), in combination with retirement rates rr x ∈ [0, 1], i.e. a) 1 p
Based on the given contract features and assumptions, we can compute the expected policy values, i.e. the expected fund volume, of a defined contribution plan at times t = 0, . . . , 67 − X 1 (ω) by
Finally, we again apply zero-padding to t V X2(ω) to obtain the target quantity Y (ω) = (Y 1 (ω), . . . , Y T (ω)) for DC plans, i.e.
Y t (ω) = t V X1(ω) for t = 0, . . . , 67 − X 1 (ω), 0 for t = 67 − X 1 (ω) + 1, . . . , 67 − min X 1 (Ω).
Numerical Results
Next, we provide numerical results for our methodology from Section 3 applied to data from Section 4. We denoted term life and defined contribution contracts both by X(ω) and the respective policy values, i.e. target risk feature as defined in (7) and (9), by
Prediction of Policy Values. We recall, the task is to find a neural networkR, such that we minimize
where ω ∈ Ω is arbitrary and · a user-selected norm, see Section 2. We provide and interpret results for both a mean, squared average (MSE), i.e. x = n i=1
(xi) 2 n , as well as a mean, absolute average (MAE), i.e. x = n i=1 |xi| n . Hence, the training of our neural network is implemented either w.r.t. the mean squared error or the mean absolute error. Motivated by the recursive, time-dependent nature of the policy values, see (7) and (9), we employ recurrent network structures as implemented in LSTM cells, respectively their GPU performance optimized CuDNNLSTM-version, see e.g. [5, 19] . This intuitive choice is also backed by a preliminary analysis, where classical feed-forward networks showed a poor performance compared to recurrent structures of similar depth and number of parameters, see [21] . In line with standard practice, we use scaled inputs, i.e.ω := 2ω − 1 ∈ [−1, 1] 5 , ω ∈ Ω, instead of contract features X(ω).
Lastly, the architecture includes a final scaling layer λ, resp. λ log :
If we recall the range of target values Y (ω) = (Y 1 (ω) , . . . , Y T (ω) from Table 2 , we observe a high discrepancy between the range of scaled input valuesω ∈ [−1, 1] 5 and the range of targets
This can lead to exploding weight parameters, which we avoid by employing a scaling layer λ, resp. λ log . By including the scaling layer we effectively train our model to approximate scaled targets λ −1 (Y (ω)) ∈ [−1, 1] T , resp. λ −1 (Y (ω) ). Since we compute the loss only after rescaling to target Y (ω), a gradient descent algorithm takes the actual losses into account and not a biased version.
Remark 5. We employ the λ(·) scaling for defined contribution plans and λ log (·) for term life insurance. For the later, the space of target values Y is populated rather sparely, see Table 2a , where the value of the 75th percentile is a mere 3% of the maximum value. A logarithmic transformation provides a more evenly populated space log −1 (Y (Ω)) for training, see Appendix Figure 8 . Figure 3 provides a summary of the architecture of a single neural network and its components for predicting the policy values of defined contribution plans. To boost performance, we will eventually employ ensembles of networks of equal architecture, but different parameters, e.g. due to stochasticity of their training or different loss functions. Additionally to control for overfitting, we use early stopping w.r.t. the validation loss, see [16] , and train models for a maximum of N Ens = 1500 epochs. The training process itself is performed by an adaptive moment estimation algorithm, i.e. 'adam' and its standard parameters in term of learning rate and decay rates, see e.g. [5, 22] . Next, we analyse the level of accuracy, with which neural networks can replicate standard, actuarial computations R(·) of policy values of term life insurances and defined contribution plans, see (7) and (9) . In line with standard practice, see [16] , we split our data into test set D test (30% of data) and training set D train (70% of data), of which we take 25% for out-of sample validation and to determine the time of early stopping. We present results of ensemble models, with sub-models trained w.r.t. mean squared error or mean absolute error, for the respective contract types separately. In order to evaluate the performance ofR for a contract x ∈ R 5 at time t ∈ {0, . . . , T }, we consult the absolute error e t and relative error re t , if R(x) t > 0, given by
Lastly, we are also interested in the relative error of an individual predictionR(x) from a portfolio point of view. For example, in practice the severity of a relative error re t (x) = 2 depends on the volume of the respective policy value R(x) and how it compares to other policy values R(x ), x ∈ P . The combination ofR(x) = 2, with R(x) = 1 is in general considered to be less severe thanR(x) = 2 · 10 5 , with R(x) = 10 5 . Hence, we introduce the weighted relative error wre t of contract x ∈ P relative to some portfolio P , e.g. P = D test , by
a) Term Life Insurance. Table 3 shows various models, whose architecture was discussed in the previous paragraph, with varying loss functions and ensemble sizes N Ens , i.e. the number of individual models included in an ensemble. In addition to the mean value of error measures e t (x) and wre t (x; D test ) for x ∈ D test , i.e. e t and wre t , we also consider the empirical 99th percentile pc 0.99,|·| of their absolute values, which indicate the variability of the respective error. Overall, errors e t indicate very little bias of our models. Yet we see the stochasticity in the training procedure, compare e.g. Model 2, with an average overshoot of e t = 5.95, to Model 3, with an average shortcoming of e t = −3.60. In general, MAE training results in a lower mean error e t than MSE training, which is reasonable as the MAE minimizes (absolute) differences. Also, we observe low weighted relative errors wre t for all models, where training w.r.t. a MSE loss function dominates MAE training in terms of the mean value wre t . While ensemble models are not guaranteed to improve all statistics, compare e.g. e t for Model 0 and Ensemble 0, we see a reduction in variability, resp. the 99th percentile pc 0.99,|·| , which is a basic motivation for applying ensemble models. In fact, ensemble methods work best if the sub-models show little correlation, see [15] . Hence, we also include mixed ensembles, which contain sub-models trained w.r.t. MSE and MAE, however, with no clear indication of superiority. Note that for the task of grouping, where a cluster C is replaced by a model pointx, the accuracy ofR(x) dictates the quality of the grouping for the full cluster C. Hence, we also look at the relative error re t (x) for individual contracts x ∈ D test and present results subdivided w.r.t. their target values relative to the overall maximal target value, i.e. Figure 4 shows that relative errors re t for MSE training are in general quite low, however, contracts with low policy values can be replicated poorly. This is an intuitive consequence of the quadratic MSE, which emphasises large values. An increase of the number of sub-models included in an ensemble can mitigate this flaw, compare e.g. Tables 4a and 4b. For the subsequent grouping procedure of a term life insurance portfolio, we setR to be Ensemble 0, i.e. an ensemble of 5 sub-models, each trained w.r.t. a MSE loss. Although the performance of Ensemble 0 might still be improved, with additional computational effort, Ensemble 0 will prove to be sufficient to provide significant improvements of a standard K-means grouping. Similar to term life insurance, we analyse various model architecturesR for defined contribution plans and find low weighted relative errors wre t (x; D test ), as well as low errors e t (x) for pension plans x ∈ D test . Comprehensive results for e t and wre t are provided in the Appendix, see Table 7 . Note that the portfolio of defined contribution plans exhibits significantly higher policy values than the term life insurance portfolio, see Table 2 . Hence, errors e t , which are higher than in the previous section for term life insurance, do not correspond to poor training. Table 5 presents a low relative error re t (x) for pension plans x ∈ D test for most parts. However, we again observe a significant increase of re t (x) for MSE trained models and plans with low policy values. This flaw can be mitigated by increasing N Ens or using a MAE training, which adjusts the re t more evenly for different target volumes, see Table 5b . 
To avoid poor accuracies for clusters of contracts with low policies values, see Table 5a with re t (x) = 0.36 for pension plans x ∈ D test and maxt R(x) max x ,t R(x ) ∈ [0.005, 0.01], we favour Ensemble 2 over Ensemble 0, i.e. choose an ensemble of 5 sub-models trained w.r.t. MAE.
Grouping of Portfolios. Next, we apply the grouping methodology from Section 3, using prediction models discussed in previous paragraphs, and compare it to a K-means baseline, where model points are equal to centroids. The portfolio to be grouped is the complete data simulated in Section 4, i.e. including D train and D test . For the optimization we use the 'Adadelta' algorithm without an adaptive learning rate, see [5] , since we want to search the spaceΩ = [−1, 1] 5 of scaled contract features X 1 , . . . , X 5 preferably evenly. The loss function of the larger network for grouping, with nested and fixedR, is the MSE loss. Note, that the original computation of target values R(P ) was performed w.r.t. integer-valued current age, duration and lapsed duration, see (7) and (9) . As in general neither K-means centroidsc, nor the optimized centroidsx are integer valued after rescaling them to the range of X = (X 1 , . . . , X 5 ), we use approximate upper and lower bounds to compare the classical computation, i.e. R(c) and R(x), with the model prediction R(x). For term life we floor the duration X 3 and ceil the lapsed duration X 4 , and vice versa, to get lower and upper bound. For pension plans, we floor and ceil the current age X 1 , which determines the time to retirement, to get bounds. Also, we set the K-means prediction R(x) equal to the mean of upper and lower bound. a) Term Life Insurance. Figure 4 illustrates the quality of grouping for various degrees of compression, i.e. reducing the number of model points from N = 100 00 in portfolio P to K ∈ {10, 25, 50, 100} model points in groupingP . In general, we see that the optimized model point approach using a neural network (ANN) and its predictionR(P ) outperform K-means, i.e. grouping P KM and risk feature R(P KM ). In fact, while the quality of grouping via a neural network remains relatively stable for a lower number of model points K, the performance of K-means deteriorates significantly as K decreases and clusters become more heterogeneous. In terms of statistical measures, the ANN predictionR(P ) outperforms R(P KM ) w.r.t. the mean, relative error re t by a factor of close to 3. For details see Table 9 in the Appendix. Similarly, the mean, absolute error e t ofR(P ) compared to R(P KM ) drops by a factor in the range of 7 to 13. The nature of those improvements also holds true if we backtest with approximate lower and upper bounds, which apply the traditional computation scheme R(·). Note that model points are optimized per cluster and the respective results are aggregated to obtain the policy values of the entire portfolio. In the Appendix, Figure 9 , we illustrate the improvement of using the neural network approach for K = 100 and two representative clusters. Overall, numerical results suggest a significant improvement over a K-means baseline for a given number of clusters K. The stabilized quality of grouping by the supervised learning concept allows for higher degrees of compression, i.e. lower K.
b) Defined Contribution Plan.
Next, we repeat the procedure for defined contribution plans. Results for K = 10 model points are provided in Figure 5 and its statistics in the Appendix, see Table 10 . From the previous selection of K ∈ {10, 25, 50, 100}, K = 10 is the highest degree of compression and supervision of the grouping should provide the most benefit, as preprocessed clusters are more heterogeneous than for higher values of K. Again, we find the ANN predicion to improve the K-means clustering in terms of mean relative error re t and mean error e t , see Appendix Table 10 . However, if we respect the approximate bounds of policy values of the optimized model points, we do not find the neural network approach to significantly outperform grouping based on K-means clustering. Note that centroids of K-means clustering provide optimal model points if the target quantity is linear w.r.t. all contract features. Recalling (9) , we realize that in our setting policy values of defined contribution plans are perfectly linear w.r.t. the initial fund volume X 2 , salary X 3 and contribution rate X 5 . Only the initial age X 1 and salary scale X 4 introduce non-linearity. Retirement rates at ages x ∈ {60, . . . , 67} are exogenous. Hence, the very similar results of the K-means baseline and the neural network approach are of little surprise. So far, the grouping procedure was restricted to represent the mixture of policy values from multiple pension plans by the policy values of a single pension plan. Hence, a natural generalization is to allow for multiple model points per cluster, as discussed in Remark 3. An illustration of the effect of mixing policy values of multiple model points in a single cluster can be found in the Appendix, see Finally, we compare performances of the K-means baseline to the neural network approach with multiple model points per cluster, where both methods utilize equally many model points. All model points of the same cluster are set to have the same relevance, i.e. we have output o = 1 m m i=1R (x (i) ) as discussed in Remark 3. For illustration, we look at a K-means grouping with K ∈ {10, 25} and compare it to our ANN approach with K-mean preprocessed portfolio, K ∈ {1, 5}, where each cluster is assigned 10, resp. 5 model points, see Figure 6 . Note, that for K = 1 we effectively remove the requirement of processing the portfolio by some clustering procedure. The generalization of multiple model points per cluster shows significant improvements in replicating the policy values of the portfolio more smoothly, especially close to maturity, when only pension plans with low volume policy values remain. We present statistical results in Table 6 . Compared to K-means, the ANN prediction lessens the mean relative error re t from −0.21, resp. −0.24, to −0.10, resp. −0.12, which is a reduction by the rough factor of 2. Similarly, we see a big drop of the mean error e t by the factor of roughly 3 to 4 when by apply the ANN approach instead of K-means. Note that for each time t, e t is the aggregated error for a portfolio of N = 100 000 pension plans. The quality of those results holds still true if we consider approximate bounds for the policy values of ANN model points. (a) 25-means clustering vs. ANN approach with 5-means preprocessing, with 5 model points per cluster.
(b) 10-means clustering vs. ANN approach with 1-means preprocessing, with 10 model points per cluster. Figure 6 : Comparison of K-means grouping versus ANN approach with multiple model points per cluster.
Conclusion
Our novel concept for grouping of contracts in insurance utilizes neural networks and includes a supervision of its quality. The quality of a proposed grouping is evaluated for selected risk features R 1 , . . . , R l and w.r.t. user-selected norms. In order to supervise risk features, we first construct a neural network, i.e. a prediction model, which is capable of replicating the traditional computation of the respective risk features R 1 , . . . , R l . Next, we nest this prediction model in a larger model and apply backpropagation to find optimal model points, which substitute preprocessed clusters of the respective portfolio and preserve features R 1 , . . . , R l . We provide numerical results for simulated portfolios of term life insurance contracts, as well as defined contribution pension plans. In this context, we consider policy values up to maturity as a single risk features of interest. After building adequate prediction models for policy values, we use K-means clustering to preprocess the respective portfolios and compare the performance of model points proposed by our approach with K-means centroids. We find significant improvements for grouping in term life insurance and minor improvements for defined contribution plans, which is explained by a linear relation of the target quantity w.r.t. a majority of the contract features. We further generalize the concept by substituting a single cluster of contracts by multiple model point. This generalization leads to significant improvements for grouping of defined contribution plans and enables us to remove the requirement of preliminary clustering of the portfolio altogether. A critical question of grouping is the optimal number K of model points to use. So far, when we allowed for multiple model points per cluster, we set them to have equal importance. Future research should analyze our methodology, also without requiring a preliminary clustering, and allow for varying importance of different model points. Additional weight regularization of model points, similar to e.g. Lasso regression, seems promising to numerically determine an optimal number of clusters K. We also encourage future research to investigate the inclusion of qualitative contract features and the application of dropout, to potentially and efficiently replace ensemble structures.
A Appendix
A.1 Figures   Figure 7 : Comparison of single year death probabilities. A.2 Tables   Table 7: Comparison of prediction models for defined contribution plans x ∈ D test . A Mixed loss includes MSE and MAE trained models.
(a) K = 100.
(b) K = 50. Table 8 : Grouping of term life insurance portfolio with N = 100 000 contracts to K model points.
(a) K = 25.
(b) K = 10. Table 9 : Grouping of term life insurance portfolio with N = 100 000 contracts to K model points. Figure 5 . Grouping of pension portfolio with N = 100 000 and K = 10.
