Although the univariate Charlier series distribution (Biom. J. 30(8):1003(Biom. J. 30(8): -1009(Biom. J. 30(8): , 1988) and bivariate Charlier series distribution (Biom. J. 37(1): 105-117, 1995; J. Appl. Stat. 30(1):63-77, 2003) can be easily generalized to the multivariate version via the method of stochastic representation (SR), the multivariate zero-truncated Charlier series (ZTCS) distribution is not available to date. The first aim of this paper is to propose the multivariate ZTCS distribution by developing its important distributional properties, and providing efficient likelihood-based inference methods via a novel data augmentation in the framework of the expectation-maximization (EM) algorithm. Since the joint marginal distribution of any r-dimensional sub-vector of the multivariate ZTCS random vector of dimension m is an r-dimensional zero-deflated Charlier series (ZDCS) distribution (1 ≤ r < m), it is the second objective of the paper to introduce a new family of multivariate zero-adjusted Charlier series (ZACS) distributions (including the multivariate ZDCS distribution as a special member) with a more flexible correlation structure by accounting for both inflation and deflation at zero. The corresponding distributional properties are explored and the associated maximum likelihood estimation method via EM algorithm is provided for analyzing correlated count data. Some simulation studies are performed and two real data sets are used to illustrate the proposed methods.
Introduction
The univariate Charlier series (CS) distribution was first introduced by Ong (1988) in the consideration of the conditional distribution of a bivariate Poisson distribution. The CS distribution is a convolution of a binomial variate and a Poisson variate. Let X 0 ∼ Binomial(K, π), X 1 ∼ Poisson(λ), and (X 0 , X 1 ) be mutually independent (denoted by X 0 ⊥ ⊥X 1 ). Then a discrete non-negative random variable X is said to follow the CS distribution with parameters K ∈ N= {1, 2, . . . , ∞}, π ∈ [0, 1) and λ ∈ R + , denoted by X ∼ CS (K, π; λ) , if it can be stochastically represented by X = X 0 + X 1 . Its probability mass function (pmf ) is given by
,λ 1 =x 1 − Kπ andλ 2 =x 2 − Kπ.
(1.6)
In addition, Papageorgiou and Loukas (1995) also discussed the method of ratio of frequencies and the maximum likelihood estimate method. Although the univariate Charlier series distribution (Ong 1988) and bivariate Charlier series distribution (Karlis 2003, Papageorgiou and Loukas 1995) can be easily generalized to the multivariate version via the method of stochastic representation (SR), the multivariate zero-truncated Charlier series (ZTCS) distribution is not available to date. The first aim of this paper is to propose the multivariate ZTCS distribution by developing its important distributional properties, and providing efficient likelihood-based inference methods via a novel data augmentation in the framework of the expectationmaximization (EM) algorithm. Since the joint marginal distribution of any r-dimensional sub-vector of the multivariate ZTCS random vector of dimension m is an r-dimensional zero-deflated Charlier series (ZDCS) distribution (1 ≤ r < m), it is the second objective of the paper to introduce a new family of multivariate zero-adjusted Charlier series (ZACS) distributions (including the multivariate ZDCS distribution as a special member) with a more flexible correlation structure by accounting for both inflation and deflation at zero. The corresponding distributional properties are explored and the associated maximum likelihood estimation method via EM algorithm is provided for analyzing correlated count data.
The rest of the paper is organized as follows. In Section 2, the multivariate ZTCS distribution is proposed and some important distributional properties are explored. In Section 3, the likelihood-based methods are developed for the multivariate ZTCS distribution. In Sections 4 and 5, we introduce the multivariate ZACS distribution, explore its distributional properties and provide associated likelihood-based methods for the case of without covariates. In Section 6, some simulation studies are performed to evaluate the proposed methods. In Section 7, two real data sets are used to illustrate the proposed methods. Section 8 provides some concluding remarks.
Multivariate zero-truncated Charlier series distribution
Let X 00 ∼ Binomial(K, π), {X i0 } m i=1 ind ∼ Poisson (λ i ), X 00 ⊥ ⊥{X 10 , . . . , X m0 } and define
A discrete non-negative random vector x = (X 1 , . . . , X m ) is said to follow an m-dimensional CS distribution with parameters K ∈ N = {1, 2, . . . , ∞}, π ∈ [0, 1) and λ = (λ 1 , . . . , λ m ) ∈ R m + , denoted by x ∼ CS (K, π; λ 1 , . . . , λ m ) or x ∼ CS m (K, π; λ), accordingly. The joint pmf of x is
, and min(K, x)= min(K, x 1 , . . . , x m ).
In particular, as K → ∞ and Kπ remains finitely large (say, λ 0 ), the distribution of Binomial(K, π) tends to the distribution of Poisson(λ 0 ), so the above m-dimensional CS distribution approaches to the m-dimensional Poisson distribution MP(λ 0 , λ 1 , . . . , λ m ). Furthermore, if π = 0, then Pr(X 00 = 0) = 1 (i.e., X 00 follows the degenerate distribution with all mass at zero, denoted by X 00 ∼ Degenerate(0)) and λ 0 = 0, so the m-dimensional CS distribution becomes the product of m independent Poisson(λ i ) distributions.
Motivated by the Type II multivariate zero-truncated Poisson (ZTP) distribution developed recently by Tian et al. (2014) , we in this paper propose a new multivariate zerotruncated Charlier series (ZTCS) distribution, whose limiting form reduces to the Type II multivariate ZTP distribution. 
, with probability ψ, w, with probability 1 − ψ, (2.2)
λ i= λ 1 , and U⊥ ⊥w.
Let w ∼ ZTCS m (K, π; λ), then we have Pr(w = 0) = 0 and
3) where x is specified in Definition 1. The SR (2.3) can be used to generate the ZTCS random vector w via the generation of the random vector x from the multivariate CS distribution, while the SR (2.2) is useful in deriving important distributional properties in the following subsections and in developing an EM algorithm in Section 3.1. Moreover, besides coming from the missing zero vector, the correlation between any two components of w may come from the common random variable X 00 ∼ Binomial(K, π).
Joint probability mass function and mixed moments
From the SR (2.2), the joint pmf of
where w 1 = 0. From (2.2), it is easy to show that
where 1 1 = 1 1 m = (1, . . . , 1) . Thus we have
, (2.6) for i = j. In particular, when π = 0, (2.6) becomes
In (2.6), let λ i = λ j = λ, we obtain
For any r 1 , . . . , r m ≥ 0, the mixed moments of w are given by
Moment generating function
Using the identity of
Thus the mgf of w ∼ ZTCS(K, π; λ 1 , . . . , λ m ) is given by
,
Marginal distributions

Marginal distribution for each random component
Pr(w = w)
where
By combining (2.11) with (2.9) and noting that a ZDCS distribution is a special case of a ZACS distribution (4.2), we obtain
(2.12)
Marginal distribution for an arbitrary random sub-vector
Second, the marginal distribution for an arbitrary random sub-vector will be considered. Before that, a so-called multivariate zero-adjusted Charlier series distribution is needed to be introduced. We will give the definition of this distribution in Definition 2 in Section 4. We now consider the marginal distributions of w (1) and w (2) , where
Furthermore in Section 4, we will introduce multivariate zero-adjusted Charlier series distribution and it can be shown that
(2.16)
Conditional distributions
Conditional distribution of w (1) |w (2)
From (2.4), (2.13) and (4.4), the conditional distribution of w (1) |w (2) is given by
(2.17)
We first consider Case I: w (2) = 0. Under Case I, it is possible that w (1) = 0 or w (1) = 0. From (2.17), it is easy to obtain
Case II: w (2) = 0. Under Case II, it is obviously that w (1) = 0 and the sharing binomial variable equals to zero. Thus we have
This implies
Conditional distribution of X
The stochastic representation (2.2) can be rewritten as
To obtain the conditional distribution of X * 0 |(w, U), we consider two cases: 20) for l = 0, 1, . . . , min(K, w), which implying 1
Hence, for any l, we have
Thus, we have the conditional distribution of X * 0 |(w, U), which is given by the following:
where q l (w, K, π, λ) is defined by (2.20).
Conditional distribution of X * 0 |w
By using (2.24), the conditional distribution of X * 0 |w is
Especially, when min(K, w) = 0, we have X * 0 |(w = w) ∼ Degenerate(0). Thus, the conditional expectation of X * 0 |w is given by
3 Likelihood-based methods for the multivariate ZTCS distribution
Let w j = (w 1j , . . . , w mj ) denote the realization of the random vector w j , and Y obs = {w j } n j=1 be the observed data. We consider K as a known positive integer. Then, the observed-data likelihood function for (π, λ) is
so that the log-likelihood function is
MLEs via the EM algorithm
The SR (2.2) can motivate a novel EM algorithm, where some latent variables are independent of the observed variables. For each w j = (w 1j , . . . , w mj ) , we introduce latent
where u j and x * ij denote the realizations of U j and X * ij , respectively. We denote the latent/missing data by
, so that the complete data are
, where x * ij = u j w ij − x * 0j for j = 1, . . . , n and i = 1, . . . , m. Thus, the complete-data likelihood function is given by
The M-step is to calculate the complete-data maximum likelihood estimates (MLEs):
and the E-step is to replace {u j } n j=1 and x * 
respectively. An important feature of this EM algorithm is that the latent variables
are independent of the observed variables {w j } n j=1 . Also note that here we assume that K is a known positive integer. In practice, since K ∈ {1, 2, . . . , N}, say N = 100. For a given K, we first use the EM iteration (3.3)-(3.5) to find the MLEs of π and λ, denoted byπ andλ. Then, we can calculate (π,λ|Y obs ) and choose the K that maximizes (π,λ|Y obs ).
Bootstrap confidence intervals
When other approaches are not available, the bootstrap method is a useful tool to find confidence intervals (CIs) for an arbitrary function of (π, λ), say, ϑ = h(π, λ). Let (π,λ) be the MLEs of (π, λ) calculated by the EM algorithm . Consequently, the standard error, se(θ), of ϑ can be estimated by the sample standard deviation of the G replications, i.e.,
is approximately normally distributed, the first (1 − α)100 % bootstrap CI for
is non-normally distributed, the second (1 − α)100 % bootstrap CI of ϑ can be obtained as 
Multivariate zero-adjusted Charlier series distribution
To introduce the multivariate zero-adjusted Charlier series (ZACS) distribution, we first define the univariate ZACS distribution. A non-negative discrete random variable Y is said to have a ZACS distribution with parameters ϕ ∈ [0, 1) and
, and Z ⊥ ⊥W . It is clear that the pmf of Y is given by
Motivated by (4.1), naturally, we have the following multivariate generalization. It is easy to show that the joint pmf of y ∼ ZACS(ϕ ;
Definition 2. A discrete random vector
We consider several special cases of (4.3) or (4.4):
e., the multivariate ZTCS distribution is a special member of the family of the multivariate ZACS distributions. Thus, we can see that studying the multivariate ZTCS distribution is a basis for studying the multivariate ZACS distribution; (ii) If ϕ ∈ (0, (1 − π) K e −λ + ), then y follows the multivariate zero-deflated Charlier series (ZDCS) distribution with parameters 
Mixed moments and moment generating function
From (4.1) and (2.2), we immediately have
(4.5)
Thus, we have
Clearly, Corr(Y i , Y j ) could be either positive or negative, which depend on the values of ϕ, K, π and λ. For any r 1 , . . . , r m ≥ 0, the mixed moments of y are given by
By using the formula of E(ξ ) = E[ E(ξ |Z )], the mgf of y is
Marginal distributions
Now we consider the marginal distributions of y (1) and y (2) , where
Based on (4.1) and (2.13), we have
). According to the SR (4.3), we can obtain
where ϕ * is given by (2.16) and
Conditional distributions
Conditional distribution of y (1) |y (2)
From (4.4) and (4.8), the conditional distribution of y (1) |y (2) is given by
. (4.12)
We first consider Case I: y (2) = 0. Under Case I, it is clear that y = 0. From (4.12), it is easy to obtain
Case II: y (2) = 0. Under Case II, it is possible that y (1) = 0 or y (1) = 0. When y (1) = 0, from (4.12), we obtain
When y (1) = 0, from (4.12), we have
Conditional distribution of Z |y
Since 5 Likelihood-based methods for multivariate ZACS distribution without covariates
. . , y mj ) denote the realization of the random vector y j , and Y obs = {y j } n j=1 be the observed data. Furthermore, let J = {j|y j = 0, j = 1, . . . , n} and m 0 = n j=1 I(y j = 0) denote the number of elements in J. We assume that K is a known positive integer. Therefore, the observed-data likelihood function is proportional to
Thus, we can write the log-likelihood function into two parts:
In other words, the parameter ϕ and the parameter vector (π, λ) can be estimated separately. Obviously, the MLE of ϕ has an explicit solution
but the closed-form MLEs of (π, λ) are not yet available.
MLEs via the EM algorithm and bootstrap CIs
The objective of this section is to find the MLEs of (π, λ) based on (5.1). For the loglikelihood function (3.1), the corresponding EM iteration for finding the MLEs of (π, λ) is defined by (3.3)-(3.5). By comparing (3.1) with (5.1), if we replace ( n j=1 w ij ) in (3.1) with ( j / ∈J y ij ), we promptly obtain the MLEs of (π, λ) by using the EM algorithm. The M-step is to calculate the complete-data MLEs:
and the E-step is to replace {u j } j / ∈J and {x * 0j } j / ∈J in (5.3) by their conditional expectations:
respectively. The procedure of constructing bootstrap CIs for an arbitrary function of (ϕ, π, λ), say ϑ = h(ϕ, π, λ), is very similar to that presented in Section 3.2.
Simulation studies
To evaluate the performance of the proposed methods in Section 3, we investigate the accuracy of MLEs and confidence interval estimators of the parameters in the multivariate ZTCS distribution. We consider two cases for the dimension with m = 2 and m = 3.
Experiment 1: m = 2
When m = 2, the parameters (K, π; λ 1 , λ 2 ) are set to be (5, 0.5; 3, 5). We generate
iid ∼ ZTCS(K, π; λ 1 , . . . , λ m ) with n = 200. Based on this simulated data set, for different K values we first calculate the MLEs of π and (λ 1 , λ 2 ) by using the EM algorithm (3.3)-(3.5) and then calculate the estimated log-likelihood. We choose K = 5 that maximizes the log-likelihood among all K values. These results are reported in Table 1 . For this fixed value of K = 5, we first calculate the MLEs of (π, λ 1 , λ 2 ) by using the EM algorithm (3.3)-(3.5), the bootstrap standard deviations (stds) of these MLEs, the corresponding mean square errors (MSEs) and two 95 % bootstrap confidence intervals (CIs) of these parameters with G = 1000 by the bootstrap method presented in Section 3.2. Then, we independently repeat the above process 1000 times. The resulting average MLE, std, MSE and two coverage probabilities (CPs) based on the normal-based and nonnormal-based bootstrap samples, respectively, are displayed in Table 2 .
From Table 2 , we can see that the average MSE ofπ is very small while the average MSEs of (λ 1 ,λ 2 ) are reasonably small. The two bootstrap coverage probabilities are close to but less than 0.95.
Experiment 2: m = 3
When m = 3, the parameters (K, π; λ 1 , λ 2 , λ 3 ) are set to be (4, 0.3; 2, 4, 6). We generate
iid ∼ ZTCS(K, π; λ 1 , . . . , λ m ) with n = 200. Based on this simulated data set, for different K values we first calculate the MLEs of π and (λ 1 , λ 2 , λ 3 ) by using the EM algorithm (3.3)-(3.5) and then calculate the estimated log-likelihood. We choose K = 4 that maximizes the log-likelihood among all K values. These results are reported in Table 3 .
For this fixed value of K = 4, we first calculate the MLEs of (π, λ 1 , λ 2 , λ 3 ) by using the EM algorithm (3.3)-(3.5), the bootstrap stds of these MLEs, the corresponding MSEs and two 95 % bootstrap CIs of these parameters with G = 1000 by the bootstrap method presented in Section 3.2. Then, we independently repeat the above process 1000 times. The resulting average MLE, std, MSE and two CPs based on the normal-based and nonnormal-based bootstrap samples, respectively, are displayed in Table 4 .
From Table 4 , we can see that the average MSEs ofπ and (λ 1 ,λ 2 ,λ 3 ) are very small. The two bootstrap coverage probabilities are close to 0.95.
Two real examples
Students' absenteeism data
In this section, we use the data set on the number of absences of 113 students from a lecture course in two successive semesters reported by Karlis (2003) to illustrate the proposed statistical methods for the multivariate ZTCS distribution. Let W 1 denote the number of absences in the first semester and W 2 denote the number of absences in the second semester. The data are displayed in Table 5 below.
For the purpose of illustration, we artificially remove the (0, 0) cell counts from Table 5 and the updated data are shown in Table 6 .
. . , n with n = 98. Let w j = (w 1j , w 2j ) denote the realization of the random vector w j , and Y obs = {w j } n j=1 be the observed data. The parameter K of the binomial distribution is considered unknown and it is attempted to estimate this. Based on the data in Table 6 , for different K values we first calculate the MLEs of π and (λ 1 , λ 2 ) by using the EM algorithm (3.3)-(3.5) and then calculate the estimated values of the log-likelihood function. These results are reported in Table 7 . We should choose the K that maximizes the log-likelihood among all K values. From Table 7 , we observed that the values of log-likelihood monotonically increase as K → ∞. On the other hand, K must be larger than or equal to max(W 1 , W 2 ). From Table 6 , we have max(W 1 , W 2 ) = 9. To illustrate how to obtain the confidence intervals of the parameters, it seems reasonable to choose K = 10. With G = 6000 bootstrap replications, we calculate the bootstrap average MLEs, the bootstrap stds of (π,λ 1 ,λ 2 ) and two 95 % bootstrap CIs of (π, λ 1 , λ 2 ). These results are listed in Table 8 .
Road accident data of Athens
The number of accidents in 24 roads of Athens for the period 1987-1991 were reported and analyzed by Karlis (2003) with a multivariate Poisson distribution. Since only accidents that caused injuries are included as shown in Table 9 , we want to fit the data set by the multivariate ZTCS model.
Let The unknown parameter K is assumed to be an positive integer. Based on the data in Table 9 , for different K values we first calculate the MLEs of π and λ = (λ 1 , . . . , λ 5 ) by using the EM algorithm (3.3)-(3.5) and then calculate the estimated values of the loglikelihood function. These results are reported in Table 10 . We should choose the K that maximizes the log-likelihood among all K values. From Table 10 , we observed that the values of log-likelihood monotonically increase as K → ∞. On the other hand, K must be larger than or equal to max{W ij : 1 ≤ i ≤ 5, 1 ≤ j ≤ 24}. From Table 9 , we have max{W ij : 1 ≤ i ≤ 5, 1 ≤ j ≤ 24} = 52.7. To illustrate how to obtain the confidence intervals of the parameters, it seems reasonable to choose K = 53. With G = 6000 bootstrap replications, we calculate the bootstrap average MLEs, the bootstrap stds of (π,λ 1 , . . . ,λ 5 ) and two 95 % bootstrap CIs of (π, λ 1 , . . . , λ 5 ). These results are reported in Table 11 .
Based on the data in Table 9 , we calculate the sample correlation coefficient matrix, which is given by it can be easily seen thatρ is very close to R. 
