Abstract. The Schubert bases of the torus-equivariant homology and cohomology rings of the affine Grassmannian of SL k+1 are realized by new families of symmetric functions called k-double Schur functions and affine double Schur functions.
Introduction
Let Gr = Gr SLn denote the affine Grassmannian of SL n . The space Gr is an ind-scheme with a distinguished stratification Gr = X w by Schubert varieties. The torus-equivariant Schubert classes of X w form dual bases of the torus-equivariant homology H T (Gr) and cohomology H T (Gr). The weak homotopy equivalence between Gr and the based loop group ΩSU (n) endows H T (Gr) and H T (Gr) with the structure of dual Hopf algebras. The main aim of this article is to produce explicit polynomial representatives for the equivariant Schubert classes [X w ] T ∈ H T (Gr) and [X w ] T ∈ H T (Gr).
We first construct two dual Hopf algebras of symmetric functions Λ (n) (x a) andΛ (n) (y a). The former is a quotient of the ring Λ(x a) of double symmetric functions, and the latter is a subalgebra of the ringΛ(y a) of dual double symmetric functions. The ring Λ(x a) is connected to the torus-equivariant cohomology of the finite Grassmannian [KT] . The ringΛ(y a) was defined by Molev [Mol] .
We introduce new symmetric functionsF λ (x a) ∈ Λ (n) (x a), called affine double Schur functions, and s (k) λ (y a) ∈Λ (n) (y a), called k-double Schur functions. When the "equivariant parameters" a i are specialized to 0, these symmetric functions reduce to the usual affine Schur functions [Lam06] , and the k-Schur functions of Lapointe, Lascoux, and Morse [LLM, LM] . Affine Schur functions are a special case of affine Stanley symmetric functions, and we also give a definition of affine double Stanley symmetric functionsF w (x a). Stanley symmetric functions were first introduced in the study of reduced factorizations in the symmetric group. On the other hand, k-Schur functions were introduced in the apparently unrelated subject of Macdonald polynomial positivity.
These familiesF λ (x a) and s
(k)
λ (y a) of symmetric functions form bases of the respective rings and are labeled by partitions whose first part is less than n. There is a bijection λ ↔ w af λ between such partitions and the affine Grassmannian permutations {w ∈S 0 n }, which label the Schubert varieties of Gr. Our main theorem is:
Theorem.
(1) There are dual Hopf-isomorphisms κ :Λ (n) (y a) → H T (Gr)
such that
(2) For each T -fixed point v ∈ Gr, there is a map ǫ v : Λ (n) (x a) → H T (pt), defined by specializing the x's to a's in a prescribed manner, such that
where ι v : pt → Gr is the inclusion of the T -fixed point.
The analogue of (1) for the non-equivariant (co)homologies H * (Gr) and H * (Gr) was previously established by the first author [Lam08] , confirming a conjecture of the second author. Part (2) of the theorem is an analogue of a well-known property of double Schur functions [KT] and the double Schubert polynomials of Lascoux and Schützenberger [Bil] [LSch] . Thus our polynomial representatives combine the best of two worlds: (a) they are compatible with the Hopf structure, that is, they correctly calculate product and coproduct structure constants; and (b) they compute equivariant localizations by specializing one set of variables in terms of the other. Indeed, that a family of symmetric functions with both these properties could be constructed was somewhat of a surprise.
In the n → ∞ limit, one has the infinite Grassmannian Gr ∞ instead of the affine Grassmannian. As a preliminary step in our calculations, we also connect the ring Λ(x a) to the torus-equivariant cohomology H T Z (Gr ∞ ) of the infinite Grassmannian. In this limit, the affine double Schur functionsF λ (x a) reduce to the double Schur functions s λ (x a), and we show that the latter can be identified with the Schubert bases of Gr ∞ .
Our general strategy to establish part (1) of the Theorem mostly follows [Lam08] . Peterson showed [Pet] that the Hopf algebra H T (Gr) can be identified with a centralizer subalgebra P of a small torus variant A of Kostant and Kumar's nilHecke algebra forŜL n , and furthermore characterized the image of the Schubert basis in P [Pet] . The affine double Schur functions (and more generally the affine double Stanley functions) are defined by declaring their expansion coefficients in Molev's double monomial symmetric function basis to be given by coefficients of the "standard" divided difference basis of A in products of Peterson's Schubert basis {j w } ∈ P. An explicit (positive, combinatorial) formula for these coefficients is discussed in a separate article on the equivariant homology affine Pieri rule for H T (Gr) [LS+] .
1 We compute the coproduct structure constants for certain special classes of P and observe that they agree with those for Molev's dual homogeneous symmetric functions. This allows us to obtain a Hopf morphism from Λ (n) (y a) to P.
To obtain part (2) of our theorem, we study the GKM ring Φ for H T Z (Gr ∞ ) and the small torus GKM ring Φ Gr , which is a model for H T (Gr). The ring Φ is a ring of functions f : S Z → H T Z (pt) on the infinite symmetric group, satisfying certain divisibility conditions described by Goresky, Kottwitz, and Macpherson [GKM] . General GKM theory, or alternatively the work of Kostant and Kumar [KK] , shows that Φ can be identified with the image of H T Z (Gr ∞ ) in w∈S Z H T Z (pt) and that one has Φ ≃ H T Z (Gr ∞ ). The ring Λ(x a) of double symmetric functions can be identified with Φ via a sequence of specialization homomorphisms, where the a-variables are substituted for the x-variables in prescribed ways. While H T (Gr) does not satisfy the original conditions required for the GKM construction [GKM] , nevertheless Goresky, Kottwitz, and Macpherson still give an analogous isomorphism H T (Gr) ≃ Φ Gr in [GKM2] .
The affine Grassmannian Gr can be embedded in the infinite Grassmannian Gr ∞ , and this induces a maps
This description is then compared to the Hopf algebras obtained via the definition of affine double Schur functions, and shown to agree.
Affine and infinite Grassmannians
We refer the reader to Kumar [Kum] for more details concerning the geometry discussed in this section.
2.1. Infinite Grassmannian. We recall the ind-variety structure on the infinite Grassmannian (see, for example, [KLMW] . Let C (−∞,∞] be the vector space containing independent elements e i for i ∈ Z and consisting of infinite C-linear combinations i∈Z c i e i where c i = 0 for i ≪ 0. For i ∈ Z let E i = j≥i Ce j . Let Gr ′ ∞ be the set of subspaces V ⊂ C (−∞,∞] such that 1 However, this does not lead to a completely combinatorial formula forF λ (x a). Molev's double monomial symmetric functions are defined via duality, and as far as we are aware, do not yet have an explicit combinatorial description.
This gives Gr ∞ the structure of an ind-variety, being the union of Grassmannians.
The infinite Grassmannian Gr ∞ may also be thought of as a partial flag ind-variety for a KacMoody group. Consider the bi-infinite type A root datum with Dynkin node set I Z = Z, simple bonds joining i and i + 1 for i ∈ I Z , and a weight lattice i∈Z Za i . The Weyl group for the KacMoody flag ind-variety of this root datum is S Z , the subgroup of the groupŜ Z of all permutations of Z consisting of the permutations that move only finitely many elements. Consider the maximal parabolic subgroup S =0 ⊂ S Z generated by the reflections s i for i ∈ I Z \ {0}; it is the subgroup that stabilizes the subset Z >0 of Z (and hence also Z ≤0 ). Let S 0 Z denote the poset of minimum length coset representatives of S Z /S =0 under Bruhat order. The infinite Grassmannian is the Kac-Moody partial flag ind-variety corresponding to this parabolic subgroup. As such, the infinite Grassmannian has a stratification by Schubert varieties X w , labeled by w ∈ S 0 Z . We describe the Schubert varieties explicitly. There is a poset isomorphism from S 0 Z to Young's lattice Y of partitions, denoted w → λ = λ w , defined by
The inverse map λ → w λ is defined by
There is a bijection between Y and the set of almost natural subsets of Z, those subsets I ⊂ Z such that the sets Z >0 \ I and I ∩ Z ≤0 are both finite and have the same cardinality. The bijection is given by λ → I λ := {1 − λ ′ 1 , 2 − λ ′ 2 , . . . } where λ ′ is the conjugate partition to λ. For w ∈ S 0 Z the Schubert cell X • w consists of the V ∈ Gr ∞ whose pivot set is w · Z >0 , where the pivot set of V is defined by
The Schubert variety X w is the Zariski closure of X • w . Let T Z ≃ (C * ) Z be the torus with a coordinate weight for each e i . Then T Z acts on C (−∞,∞] and therefore on Gr ∞ . The equivariant cohomology H T Z (Gr ∞ ) is a free H T Z (pt)-module with basis given by the equivariant Schubert classes {[X w ] T | w ∈ S 0 Z } (see [Kum] ). Each Schubert cell X • w contains a unique T -fixed point e w·Z >0 where e I := i∈I Ce i for the almost natural subset I ⊂ Z.
We have
We shall make the nonstandard choice that the weight of e i is −a 1−i . The reflections in S Z are the transpositions s ij for integers i < j; we have s i = s i,i+1 . The associated root of s ij is denoted α ij . Because of our unconventional indexing of the a i , the root α ij is identified with the element a 1−j − a 1−i of the weight lattice.
2.2. Affine Grassmannian. Let Gr = Gr SLn denote the affine Grassmannian of SL n . This is the ind-scheme
One may obtain Gr as a partial Kac-Moody flag ind-variety for the affine type A
(1) n−1 root datum with Dynkin node set I af = Z/nZ and parabolic Dynkin subset Z/nZ \ {0 + nZ}.
LetS n be the affine symmetric group. It has generators s i for i ∈ Z/nZ. There is an embeddingS n →Ŝ Z given by s j+nZ → · · · s j−n s j s j+n s j+2n · · · for j ∈ Z. The maximal parabolic subgroup ofS n generated by s i for i ∈ Z/nZ \ {0} is isomorphic to S n . The setS 0 n ⊂S n of affine Grassmannian permutations are the minimum length coset representatives inS n /S n .
The affine Grassmannian has a stratification by Schubert varieties X w labeled by w ∈S 0 n . Let T ⊂ GL n be the maximal torus of GL n , which acts on Gr. The equivariant homology H T (Gr) and equivariant cohomology H T (Gr) have equivariant Schubert bases {[X w ] T } and {[X w ] T }. Furthermore, the inclusion of the based polynomial loops Ω pol SU (n) ֒→ SL n (K) induces a homeomorphism between Ω pol SU (n) and Gr. This endows H T (Gr) and H T (Gr) with the structure of dual Hopf algebras over S = H T (pt), and the corresponding equivariant Schubert bases are dual bases. In the following we shall identify S with Q[a i | i ∈ Z/nZ], and furthermore identify the simple root α i with a −i − a 1−i .
There is a bijection λ → w af λ from the set of (n − 1)-bounded partitions, that is, those λ ∈ Y with λ 1 < n, toS 0 n , where w af λ is given by the same formula as (2) except that the reflection s j ∈ S Z for j ∈ Z is replaced by s j+nZ ∈S n . There is a bijection fromS 0 n to the set Core n of n-cores, denoted w → core(w) = λ ∈ Y where w λ ∈ S 0 Z is the unique element such that
The affine symmetric groupS n is the semidirect product S n ⋉ Q ∨ where Q ∨ ≃ Z n−1 ≃ {(ν 1 , . . . , ν n ) | ν 1 +ν 2 +· · ·+ν n = 0} is the coroot lattice of S n . The coroots α ∨ ij for 1 ≤ i = j ≤ n are identified with the vector ν = e i −e j where e k denotes the usual basis vector. For ν ∈ Q ∨ , we let t ν ∈S n denote the corresponding translation element, which is given by setting t ν (i) = i+ν i n for 1 ≤ i ≤ n. For u ∈ S n and ν ∈ Q ∨ , we have the relation ut ν u −1 = t u·ν .
The real roots ofS n are of the formα = mδ + α, where α is a root of S n and m ∈ Z. The corresponding reflection is given by sα = s α t mα ∨ .
We shall letS n act on S by the level 0-action, under which translation elements act trivially, and S n acts in the usual manner (apart from our identification α i = a −i − a 1−i ).
The affine Grassmannian Gr is naturally a sub-ind-variety of the infinite Grassmannian Gr ∞ . Let e 1 , . . . , e n be the standard K-basis of the vector space K n , and define e i+kn := t k e i for 1 ≤ i ≤ n and k ∈ Z. This identifies K n with C (−∞,∞] . Then Gr consists of those V ∈ Gr ∞ that define an O-submodule of K n of rank n [Lu] . The T -fixed points in Gr ⊂ Gr ∞ are the points e I ∈ Gr ∞ indexed by almost natural subsets I ⊂ Z with the additional condition (coming from the O-module condition) that if i ∈ I then i + kn ∈ I for all k ≥ 0. For w ∈S n the set I w := w · Z >0 is again almost natural and I wu = I w for u ∈ S n ⊂S n .
Forgetting from the T Z action on C (−∞,∞] to that of T , we obtain the forgetful Q-algebra homomorphism For :
We shall often view S as the above quotient of Q[a] without mention.
GKM rings
In this section we introduce the GKM (Goresky-Kottwitz-Macpherson) rings for the equivariant cohomology rings H T Z (Gr ∞ ) and H T (Gr).
Infinite Grassmannian and the GKM ring
for all integers i < j and w ∈ S Z (5)
for all w ∈ S Z and u ∈ S =0 . (6) It can be shown thatΦ is a Q[a]-subalgebra of Fun(S Z , Q[a]). The following results follow from the work of Kostant and Kumar [KK] . Proposition 1. There are (Schubert basis) elements ξ v ∈Φ for v ∈ S 0 Z , uniquely defined by the properties
Theorem 2. There is an isomorphism of Q[a]-algebras
The affine Grassmannian and GKM ring Φ Gr . Recall that we identify α ij with a 1−j − a 1−i ∈ S. Let Fun(S n , S) be the S-algebra of functionsS n → S under pointwise product. Let Φ Fl be the subset of f ∈ Fun(S n , S) such that for all w ∈S n we have
where f is formally left S-linear: f ( w∈Sn c w w) := w∈Sn c w f (w) for finite sums with c w ∈ S. These conditions were introduced in [GKM2] . LetΦ Gr be the subset of f ∈Φ Fl such that
Remark 3. Functions f ∈ Fun(S n , S) that satisfy (10) and (12) automatically satisfy (11).
Proposition 4. There are elements ξ v ∈Φ Gr (resp.Φ Fl ) for v ∈S 0 n (resp. v ∈S n ), uniquely defined by the properties
where the product runs over the positive real affine rootsα = ±α ij + kδ with the given descent property and α = ±α ij is the associated finite root. Moreover
Proof. Existence follows by taking the basis constructed by Kostant and Kumar [KK] , which consists of functions taking values in H T af (pt), where T af denotes the affine torus, and specializing the functions to the finite (small) torus.
We now prove uniqueness for the affine Grassmannian case. Suppose ξ, ξ ′ ∈Φ Gr both satisfy the stated properties for some v ∈S 0 n . Then ψ = ξ − ξ ′ is supported strictly above v and satisfies (14). Suppose ψ(w) = 0 for some w ∈S 0 n satisfying w > v, and such that w is minimal within the support of ψ. Write w = ut λ for u ∈ S n and λ ∈ Q ∨ . For each positive root α of S n , we shall show that (uα) mα divides ψ(w), where forα ∈ {δ − α, 2δ − α, . . . , m α δ − α} one has wsα < w. Note that since w ∈S 0 n , all of the right inversions of w are of this form. Since the (uα) are all relatively prime, this shows that ψ(w) has degree at least α m α = ℓ(w) > ℓ(v), contradicting the assumption. Apply (10) with α ij = uα and note that by assumption
For the case ofΦ Fl , the strategy is the same but the computation is significantly more involved. We shall not include the complete proof here but refer the reader to the proof of [LSS, Theorem 4.3] for an analogous calculation in the K-theoretic setting.
Equations (17) and (16) are proved using a similar technique; see again [LSS, Theorem 4.3] .
As before, for w ∈S 0 n we write i core(w) : {pt} → Gr for the map with image e core(w) ∈ Gr. The isomorphism in the following result is due to ; the identification of the Schubert basis follows from Kostant-Kumar [KK] .
Theorem 5. There is an S-algebra isomorphism
Remark 6. There is an S-algebra isomorphism H T (Fl) ∼ = Φ Fl where Fl is the affine flag indvariety of SL n .
Proposition 7. The S-algebra Φ Gr is generated over S by ξ ρ r for 1 ≤ r ≤ n − 1.
Proof. We first claim that the non-equivariant cohomology ring H * (Gr) is generated over Q by the non-equivariant special classes ξ ρ r 0 . To see this, recall (for example [Lam08] ) that H * (Gr) ≃ Λ (n) := Λ/ m λ | λ 1 ≥ n , where Λ denotes the usual ring of symmetric functions and m λ denotes the usual monomial symmetric functions. It is clear that the power sums p 1 , p 2 , . . . , p n−1 generate Λ (n) over Q, so it follows that the homogeneous symmetric functions h 1 , h 2 , . . . , h n−1 do as well. It is shown in [Lam08] that h i is identified with ξ ρr 0 under the isomorphism H * (Gr) ≃ Λ (n) , giving the claim.
Suppose
) for some polynomial p with Q-coefficients. It is known that the structure constants in the equivariant Schubert basis {ξ w | w ∈S 0 n } of Φ Gr ≃ H T (Gr) specialize via a i → 0 to the structure constants in the non-equivariant Schubert basis {ξ w 0 | w ∈ S 0 n }. It follows from this and the obvious grading of Φ Gr that
for some coefficients a v ∈ S. By induction, one obtains that each ξ w can be written as a polynomial in the ξ ρ i with S-coefficients, proving the claim.
The Hopf algebra of double symmetric functions
Let Λ(x a) be the Hopf algebra of double symmetric functions over Q[a] [Mol] . By definition it is the polynomial algebra over Q[a] generated by the algebraically independent primitive elements
for r ≥ 1 (20) where a >0 = (a 1 , a 2 , . . . ).
Limit construction. Let
-Hopf algebra of symmetric polynomials in x 1 , . . . , x n . The coproduct is defined by declaring that the elements
For m < n let p n m : P n → P m be the Q[a]-Hopf homomorphism defined by setting x k = a k for m < k ≤ n. Then Λ(x a) is the projective limit of the P n with p ∞ n : Λ(x a) → P n given by setting x k = a k for k > n.
4.2.
Automorphisms. Let τ be the Q-algebra automorphisms of Q[a] and of Λ(x a) given by 
Λ(x a) has Q[a]-bases given by the double Schur functions {s λ (x a) | λ ∈ Y} and Schur functions {s λ [x − a >0 ] | λ ∈ Y}:
It can be shown [Mol, Thm 3.20 ] that (29) 4.4. Symmetric function ring for Φ. Let w ∈ S Z . There is a Q[a]-algebra homomorphism ǫ w : Λ(x a) → Q[a] defined by the substitution x i → a 1−w(1−i) for all i > 0, or more formally,
, to show that ǫ has image in Φ it suffices to check it on Q[a]-algebra generators: for r ≥ 1 we must show that ǫ(p r [x − a >0 ]) ∈ Φ. By degree considerations it is enough to show that ǫ(p r [x − a >0 ]) ∈Φ. To show this it suffices to show g ∈Φ where g(w) = ǫ w (p r [x − a >0 ]). It is clear that g satisfies (6). Condition (5) is straightforward to verify using (30).
We deduce that the image of ǫ is in Φ. By the interpolation characterization of the double Schur functions [Oko] (see also [Mol, (2.21) 
and in addition ǫ(s λ (x a))(w µ ) = 0 unless λ ⊆ µ. It follows that ǫ(s λ (x a)) satisfies the defining property of the basis element ξ w λ . In particular ǫ is onto. Graded dimension counting shows that ǫ is an isomorphism. 4.5. Symmetric function ring for Φ Gr . Define the map ǫ Gr : Λ(x a) → Fun(S n , S) by
where the definition for ǫ w in (30) also makes sense for w ∈S n , and ǫ w (f ) is considered an element of S via the forgetful map (4). From now on without additional mention, we shall view an S-algebra as a Q[a]-algebra via the ring homomorphism For.
Lemma 9. The image of ǫ Gr is contained in Φ Gr .
Proof. ǫ Gr is a well-defined Q[a]-algebra homomorphism. Since Φ Gr is a Q[a]-subalgebra of Fun(S n , S), it suffices to consider the images of the algebra generators: for r ≥ 1 we must show
The condition (12) is immediate. It follows that we may instead evaluate at t ν such that ν = (ν 1 , . . . , ν n ) ∈ Q ∨ satisfies wS n = t ν S n . Since
To establish (10) let d > 0, α ij a finite root and ν ∈ Q ∨ . We have
= 0 and again we are done. Therefore ǫ Gr well-defines a Q[a]-algebra homorphism into Φ Gr .
To describe the kernel of ǫ Gr we introduce another basis of Λ(x a). It is a kind of power sum basis. For r ≥ 1 definem r (x a) ∈ Λ(x a) bỹ
and definem λ (x a) =m λ 1 (x a)m λ 2 (x a) · · · . Letm 0 (x a) = 1. Them λ (x a) form a basis of Λ(x a), as they are unitriangular with the p λ [x − a >0 ] basis.
Lemma 10. The kernel of ǫ Gr containsm r (x a) for r ≥ n.
Proof. Let r ≥ n. Let ν = (ν 1 , . . . , ν n ) ∈ Q ∨ be arbitrary. It suffices to show that ǫ Gr (m r (x a))(t ν ) = 0 for all ν ∈ Q ∨ . We have
) where
But r ≥ n so E r (a 1−i ) = 0 in S for all 1 ≤ i ≤ n and n i=1 ν i = 0. We conclude that m r (x a) ∈ ker(ǫ Gr ).
Proof. We have ǫ(s λ (x a)) = ξ w λ . For such partitions λ, w af λ and w λ have the same reduced words, and for w af λ one of the simple generators is not used. The Bruhat order ideals {v ∈ S 0 Z | v < w λ } and {u ∈S 0 n | u < w af λ } are naturally isomorphic via a bijection u = γ(v). Furthermore, we have λ v = core(γ(v)), so that ǫ v (s λ (x a)) = ǫ γ(v) (s λ (x a)). Since ǫ(s λ (x a)) satisfies Proposition 1, we also have that ǫ Gr (s λ (x a)) satisfies Proposition 4.
Since them λ (x a) are unitriangular with the p λ [x − a >0 ] it follows that
Theorem 12. The map ǫ Gr induces an S-algebra isomorphism
Proof. There is a well-defined S-algebra homomorphism Λ (n) (x a) → Φ Gr by Lemmata 9 and 10. It is surjective by Lemma 11 and Proposition 7. Graded dimension counting completes the proof.
The ring dual to the double symmetric functions
LetΛ(y a) be the Hopf algebra over Q [a] given by the symmetric series in the variables y = (y 1 , y 2 , . . . ) with coefficients in Q[a]. More precisely,Λ(y a) is the formal power series ring over Q [a] in algebraically independent primitive elements p r [y] = i≥1 y r i for r > 0. We refer the reader to [Mol] for more details concerningΛ(y a).
Pairing with double symmetric functions. There is a Q[a]-bilinear perfect pairing
, : Λ(x a) ×Λ(y a) → Q[a] defined by either of the following, for λ, µ ∈ Y:
where z λ = i≥1 i m i (λ) m i (λ)! and m i (λ) is the number of times the part i occurs in λ.
Lemma 13. Under this pairing, the coalgebras Λ(x a) andΛ(y a) are Hopf-dual; namely, ∆f , g ⊗ h = f , gh g ⊗ h , ∆f = gh , f .
Dual Schur functions.
The dual Schur functions are the "basis"ŝ λ (y a) ofΛ(y a) dual to the double Schur basis of Λ(x a):
Remark 14. The dual Schur functions generally have an infinite expansion in terms of Schur functions, with s λ (y a) = s λ (y) + higher degree terms [Mol] ; see (48) for the case when λ is a single row.
The dual homogeneous symmetric functions are given byĥ k (y a) =ŝ k (y a) for k ∈ Z ≥0 andĥ λ (y a) =ĥ λ 1 (y a)ĥ λ 2 (y a) · · · for λ ∈ Y. More explicitly, we have
Remark 15. For k > 0,ĥ k (y a) only depends on the k + 1 parameters a 1 , a 0 , a −1 , . . . , a 1−k . This follows by induction upon the substitution of t = a 1−k into (42):
The dual Schur functions satisfy the Jacobi-Trudi formulâ s λ (y a) = det(τ j−1ĥ λ i −i+j (y a)) 1≤i,j≤ℓ(λ) 5.3. Orthogonality. The double monomial symmetric functions m λ (x a) are by definition the basis of Λ(x a) dual to the dual h-"basis" ofΛ(y a):
Remark 16. It will be shown in Proposition 18 thatm r (x a) = m r (x a) for r ≥ 1. However m λ (x a) and m λ (x a) disagree in general.
Lemma 17. For all r, k ≥ 0 we have
In particular, for all r > 0 and µ ∈ Y with µ 1 < r we have m r (x a) ,ĥ µ (y a) = 0. (46) Proof. Sincem r (x a) is primitive, by Lemma 13 the proof of (46) reduces to that of (45). For k = 0,ĥ 0 (y a) = 1 and the result holds by (40). Suppose k > 0. For all j > 0 we have
By [Mol, Cor. 3 .13] we havê
By (39) (−1) r−j e r−j (a 1 , a 0 , a −1 , . . . , a 2−r )
If k ≥ r then the sum is δ kr as required. If k < r the sum is 0, since it is the coefficient of t r−k in the following polynomial of degree r − k − 1:
Proposition 18. L λµ = 0 unless µ is a refinement of λ (that is, λ is obtained from µ by replacing each part µ i of µ by a collection of positive integers that sums to µ i ). Moreover L λλ = i m i (λ)! andm r (x a) = m r (x a).
Proof. This follows using Lemmata 13 and 17 and the fact that them r (x a) are primitive. 
Equivariant Homology of Gr via symmetric functions
6.1. The affine nilHecke algebra and the Peterson subalgebra. Let Q = Frac(S) be the fraction field of S. Let A Q be the twisted group algebra given by the formal Q-linear combinations of elements ofS n subject to the relations wq = (w · q)w for q ∈ Q and w ∈S n . A Q acts on Q whereS n acts on Q by the level zero action and Q acts on itself by left multiplication. Define the elements A i = α −1 i (s i − 1) ∈ A Q for i ∈ Z/nZ. They satisfy only the relations A 2 i = 0 and the same braid relations as simple reflections s i inS n . The affine nilCoxeter ring A 0 is the Q-subalgebra of A Q generated by the
The algebra A 0 acts on S and S acts on itself by left multiplication. The (small torus) affine nilHecke ring A is the Q-subalgebra of A Q generated by A 0 and S. It has relations A i f = A i · f + (s i · f )A i for i ∈ I and f ∈ S. One may show that A = w∈Sn SA w .
The functions ξ v ∈ Φ Fl of Proposition 4 may be expressed by the following system of equations in A [KK] :
In other words, there is an S-bilinear perfect pairing Φ Fl × A → S given by f , a = f (a), with respect to which the bases {ξ v | v ∈S n } and {A v | v ∈S n } are dual. f is understood to be a left Q-linear map f : A Q → Q in the sense that if a = w q w w for q w ∈ Q = Frac(S) then f (a) = w q w f (w).
Let A ⊗ S A be the S-module given by the quotient of A ⊗ Q A by the elements sa ⊗ a ′ − a ⊗ sa ′ for s ∈ S and a, a ′ ∈ A. Define the function ∆ :
Here the product in Im(∆) is defined by
This product is ill-defined on all of A ⊗ S A.
∆ is left S-linear and a ring homomorphism A → Im(∆). Let P = Z A (S), the centralizer subalgebra, called the Peterson subalgebra.
Theorem 22 ( [Pet] , see also [Lam08] ).
(1) There is a unique left S-basis {j w | w ∈S 0 n } of P with the property that for every w ∈S 0 n , j w = A w + x∈Sn\S 0 n j x w A x for some j x w ∈ S. (2) There is an isomorphism of S-Hopf algebras H T (Gr) ∼ = P such that j w is the image of the Schubert basis element [X w ] T for w ∈S 0 n . The Hopf-duality between H T (Gr) and H T (Gr) induces a Hopf-duality between Φ Gr and P, with respect to which {ξ v | v ∈S 0 n } and {j v | v ∈S 0 n } are dual bases. The pairing Φ Fl × A → S restricts to a perfect pairing Φ Gr × P → S. For v, w ∈S 0 n we have ξ v , j w = δ vw (55) by (51) and the characterization of the j w basis in Theorem 22.
By special classes for P we mean the elements j i = j ρ i ∈ P. Define the elementsc rℓ i (a) ∈ S and c rℓ i (a) ∈ Q[a] by
Proposition 23. The elements {ĥ 1 (y a),ĥ 2 (y a), . . . ,ĥ n−1 (y a)} are algebraically independent over Q[a 1 , a 0 , a −1 , . . . , a 2−n ]. Moreover
. (58) where c rℓ i (a) is considered as an element of S. Proof. The "algebraic independence" statement follows from Molev [Mol] . We have the following coefficients:
(
(1) and (2) are equal by Lemma 13. By Theorem 12 and (35) (2) and (3) agree. The Hopf duality of P and Φ Gr and (55) imply that (3) and (4) agree.
6.2. Homology symmetric function ring. Define the following subrings ofΛ(y a): a 1 , a 0 , a −1 , . . . , a 2−n ]-Hopf subalgebra ofΛ(y a), as it is clear from the earlier discussion that Λ (n) (y a) is indeed closed under the coproduct. We shall consider Λ (n) (y a) as a Hopf algebra over S in the obvious manner.Λ ′ (n) (y a) is a completion of Λ (n) (y a).
Proposition 24. Λ (n) (x a) and Λ (n) (y a) are dual Hopf algebras over S with dual S-bases given by {m λ (x a) | λ 1 < n} and {ĥ λ (y a) | λ 1 < n}.
Proof. The duality is clear from the definition of m λ (x a). Since I n is generated by primitive elements it follows that Λ (n) (x a) has an induced S-Hopf algebra structure. It remains to show that {m λ (x a) | λ 1 < n} is indeed a S-basis for Λ (n) (x a). The following hold.
(1) holds since them λ (x a) are unitriangular over
(2) can be deduced from the definition of I n and (1). By Proposition 18 them λ (x a) are triangular with the m λ (x a) with diagonal coefficients in Q × . It follows that all of the above basis statements remain true with m λ (x a) replacing m λ (x a). It follows that {1 ⊗ (m λ (x a) + I n ) | λ 1 < n} is an S-basis of Λ (n) (x a).
Affine double Stanley, affine double Schur and k-double Schur functions
Throughout this section let k = n − 1. 7.1. Definitions. We define the affine double Stanley symmetric functionsF w (x a) ∈ Λ (n) (x a) by the following equation in Λ (n) (x a) ⊗ S A:
Restricting to Grassmannian permutations w ∈S 0 n we obtain the sub-family of affine double Schur functionsF
Remark 25. TheF w (x a) defined in (59) lie in the quotient Λ (n) (x a). In fact, one obtains a distinguished polynomial representative, since {m λ (x a) | λ 1 < n} form a basis.
Taking the coefficient ofF λ (x a) in (59) we obtain two equivalent definitions of the equi-
Remark 26. An explicit positive expression for the Pieri coefficients giving the Schubert expansion of j r j ν has been obtained in [LS+] . Iterating the equivariant Pieri rule gives an interpretation for the equivariant k-Kostka matrix. However to make the definition ofF w (x a) completely explicit combinatorially, one also requires an explicit formula for the double monomial basis m λ (x a), which we do not have.
Proposition 27. The set {F λ (x a) | λ 1 < n} forms a basis of Λ (n) (x a) over S.
Proof. By Proposition 24 it suffices to show that the equivariant k-Kostka matrix is unitriangular for a suitable order on partitions. The affine nilHecke ring is graded with deg(A i ) = 1 and deg(a i ) = −1. It follows that the coefficient of A w in j ν = j ν 1 j ν 2 · · · is a polynomial of degree ℓ(w) − |ν| in S. If |ν| = ℓ(w), then this coefficient is simply the coefficient of m ν in the affine Stanley symmetric function defined in [Lam06] . Thus it follows from the triangularity results for affine Schur functions that
Here ≺ denotes dominance order on partitions of the same size, and one hasK
λν (a) ∈ S with degree |λ| − |ν|.
Define the k-double Schur functions {s
Such elements s By Proposition 23 there is a well-defined S-Hopf morphism
The image κ ′ (Λ (n) (y a)) is not the whole of P, as the following example shows.
Example 29. Let n = 2 and α = α 1 . We have j id = 1 and for k ≥ 1,
One checks in a straightfoward manner thatP is a ring. The map κ ′ extends to a ring homomorphismΛ ′ (n) (y a) →P, which we still denote by κ ′ . We definê Λ (n) (y a) ⊂Λ ′ (n) (y a) to be the S-span of the elements s (k) λ (y a). We shall presently show that Λ (n) (y a) is a ring, and that κ ′ gives an isomorphismΛ (n) (y a) ≃ P.
Main theorem.
Denote by κ the composition of κ ′ with the isomorphism P ≃ H T (Gr).
Theorem 30.
(1) There are dual Hopf-isomorphisms
(3) We have ǫ Gr (F λ (x a)) = ξ w af λ . Proof. We first establish (2). By general properties of dual "bases", see for example [Mol, Proposition 5.2] , one has the identity (67)
in a suitable completion of Λ (n) (x a) ⊗ Λ (n) (y a). Applying κ ′ to both sides, one obtains (68)
Comparing this with the definition ofF λ (x a), and using the fact that {F λ (x a)} is linearly independent, we see that the coefficient of
λ (y a)) is equal to 1, and that no other A w af µ occurs. By Theorem 22(1), we obtain (2). By Theorem 22(2), and Hopf duality, we obtain (1).
Finally, to check (3), we have to check that the isomorphism ǫ Gr is indeed (κ * ) −1 composed with the isomorphism of Theorem 5. But this follows from (1), Lemma 11, and Proposition 7.
Corollary 31. Suppose λ 1 + ℓ(λ) ≤ n. ThenF λ (x a) = s λ (x a). In particular, we havẽ
Proof. Follows immediately from Theorem 30 and Lemma 11.
These structure constants satisfy Graham positivity: (−1) |ν|−|λ|−|µ| d ν λµ ∈ Z ≥0 [α 1 , α 2 , . . . , α n−1 ]. This follows from Theorem 30, the connection between H T (Gr) and the equivariant quantum cohomology ring QH T (G/B) of the flag manifold [Pet, LS10] , and Mihalcea's proof [Mih] of positivity for the structure constants of QH T (G/B). This is equivalent to the Graham positivity (−1) ℓ(x)−ℓ(w) j x w ∈ Z ≥0 [α 1 , . . . , α n−1 ] where w ∈S 0 n and x ∈S n with j x w as in Theorem 22. 7.3. Affine double Stanleys and the affine flag variety. The affine flag variety Fl of SL n is weak homotopy-equivalent to the quotient LSU (n)/T R , where LSU (n) is the (non-based) loop space, and T R is the (compact) torus of SU (n). The inclusion ΩSU (n) → LSU (n) and the quotient map LSU (n) → LSU (n)/T R induce a pullback-map
For w ∈S n , let [X Fl x ] T denote the equivariant cohomology Schubert classes of H T (Fl). It is known that the coefficient (−1) ℓ(x)−ℓ(w) j x w of Theorem 22 is equal to the coefficient of [ [LSS, Section 5 .1] where the completely analogous situation for equivariant K-theory is discussed.
Theorem 33. Affine double Stanley symmetric functions are pullbacks of equivariant Schubert classes of the affine flag variety. More precisely, under the isomorphism, κ * : 
7.4. Embeddings of affine Grassmannians. For a discussion of non-equivariant branching coefficients we refer the reader to [LLMS] for a combinatorial treatment, and [Lam11] for a geometric explanation. Recall from §2.2 that there is a T -equivariant embedding ι ∞ : Gr → Gr ∞ . There is therefore a Q[a]-algebra homomorphism H T Z (Gr ∞ ) → H T (Gr ∞ ) → H T (Gr), where Q[a] acts via the forgetful map For : Q[a] → S on the latter two S-algebras. On the level of T -fixed points the embedding ι ∞ sends an n-core to itself, treated as a partition. By Theorems 2 and 5 the induced homomorphism corresponds to the projection map π ∞ : Λ(x a) → Λ (n) (x a) which one observes is a Hopf map.
Let λ, ν ∈ Y with λ 1 < n. Define the equivariant branching coefficients b
By Hopf duality, one also has
λνŝ λ (y a).
These coefficients may be related to the equivariant k-Kostka coefficients. Define the equivariant Kostka coefficientsK λµ (a) ∈ Q[a] by either of the following:
By the various definitions we obtain, for µ, ν ∈ Y with µ 1 < n,
The equivariant k-Kostka matrix can be inverted over S to yield an expression for the branching coefficients.
More generally, let m = rn for r > 1. Comparing the embeddings Gr SLn ֒→ Gr ∞ and Gr SLm ֒→ Gr ∞ we see that one has a T n -equivariant embedding Gr SLn → Gr SLm , where T n is the maximal torus in SL n . On the level of T n -fixed points, we are treating n-cores as m = rn-cores. On the level of symmetric functions we are considering the projection map π : Λ (m) (x a) → Λ (n) (x a). We define the equivariant branching coefficients b
where we have used the superscripts to distinguish the affine double Schur functions for different affine symmetric groups.
Recall that an element a ∈ S is called Graham-positive if it is a polynomial in the simple roots with nonnegative integer coefficients. For the graded non-equivariant k-Schur functions the branching positivity conjecture was made in [LLM] . For proofs in the case of ungraded k-Schur functions see [LLMS, Lam11] . 8.2.2. n = 3 (k = 2). (a −2 − a 0 )(a −1 − a 0 ) −a −2 − a −1 + 2a 0 −a −2 + a 0 1 1 1 1 1 8.3. Branching coefficients. For m = rn a positive integer multiple of n (or m = ∞) there is a canonical projection Λ (m) (x a) → Λ (n) (x a). It may be computed by taking the double monomial expansion, removing all terms except those of m µ (x a) for µ 1 < n, and then applying to the coefficients, the forgetful map Q[a 1 , . . . , a m ] → Q[a 1 , . . . , a n ] with a i+kn → a i for 1 ≤ i ≤ n.
For λ with λ 1 < m let F (m) w λ denote the affine double Schur function in Λ (m) (x a); for m = ∞ this is a double Schur function. We compute the affine double Schur expansion of its image in Λ (n) (x a) as follows. The double monomial expansion of F (m) w λ in Λ (m) (x a) is given by the equivariant (m − 1)-Kostka matrix. Examples were computed previously. We then reduce the coefficients of the matrix by the forgetful map and keep columns corresponding to the coefficients of m µ (x a) for µ 1 < n. Call the result the reduced Kostka matrix. It is the first of two matrices given in the data below.
Consider the reduced Kostka matrix. Its rows indexed by λ with λ 1 < n, are the monomial expansion of the Schubert basis of the target space Λ (n) (x a) (affine double Schurs for Gr SLn ). The second matrix in the following data, expresses the rows indexed by λ for λ 1 ≥ n, in terms of the aforementioned basis rows, yielding the required expansion.
We use m = ∞ unless stated otherwise.
8.3.1. n = 2 (k = 1). 
