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Resumen
Este trabajo propone una solucio´n explı´cita para el control predictivo de sistemas lineales sujetos a restricciones polie´dricas no
convexas, modeladas como la unio´n de un nu´mero ﬁnito de poliedros. El algoritmo se basa en el ca´lculo de la solucio´n explı´cita de
los problemas sujetos a las restricciones convexas deﬁnidas por dichos poliedros. Las regiones de las particiones ası´ obtenidas se
intersectan de forma que el nuevo conjunto de regiones tiene tantas soluciones posibles como problemas convexos se han resuelto.
Mediante programacio´n de suma de cuadrados se eliminan aquellas soluciones de cada regio´n que no son o´ptimas para ningu´n
estado. Posteriormente se realiza la unio´n de las regiones que compartan el mismo conjunto de soluciones. Tras la descripcio´n de
la metodologı´a descrita, se incluye una justiﬁcacio´n de e´sta. Adema´s, se incluye una posible solucio´n subo´ptima utilizable cuando
la metodologı´a original es demasiado costosa. Por u´ltimo, se muestran los resultados obtenidos en un ejemplo. Copyright c© 2011
CEA.
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1. Introduccio´n
El control predictivo ha demostrado su potencial y ha sido
ampliamente aceptado en el control de procesos multivariables
a nivel industrial, especialmente debido a su capacidad de in-
corporar en el disen˜o el tratamiento de restricciones (Camacho
and Bordons, 2004). Su espectro de aplicacio´n se ha extendi-
do a todo tipo de procesos pudiendo considerase por un lado
el control predictivo no lineal sujeto a restricciones no lineales,
y por el otro el control predictivo lineal con restricciones po-
lie´dricas.
En el primer caso, es necesario recurrir a algoritmos en lı´nea de
optimizacio´n no lineal (y en general no convexa) bastante cos-
tosos computacionalmente (Camacho and Bordons, 2007) por
lo que so´lo podra´ ser aplicado a procesos que admitan perı´odos
de muestreo relativamente altos.
En el extremo opuesto, el control de procesos lineales sujetos
a restricciones polie´dricas, existen diversos algoritmos eﬁcien-
tes en la literatura, destacando especialmente (Bemporad et al.,
2002) en el que se obtiene fuera de lı´nea una solucio´n explı´cita
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deﬁnida sobre regiones polie´dricas. Existen adema´s te´cnicas en
la literatura que permiten reducir considerablemente el tiempo
computacional en lı´nea de dicha solucio´n (Tøndel et al., 2003b),
haciendo la ﬁlosofı´a de control predictivo factible para procesos
considerablemente ra´pidos.
Si se desea trabajar con perı´odos de muestreo relativamen-
te bajos, una generalizacio´n del control predictivo lineal que
permite ampliar su aplicabilidad a diferentes problemas se con-
sigue utilizando modelos lineales con restricciones polie´dricas
no convexas, deﬁnidas como la unio´n no convexa de un nu´mero
ﬁnito de poliedros. Este tipo de restricciones aparecen de forma
natural en problemas como el de evitacio´n de obsta´culos, in-
herentemente no convexo. La importancia de este problema se
muestra en (Kurzhanski, 2005), apareciendo en muchos proble-
mas pra´cticos de ingenierı´a de control, como la planiﬁcacio´n
de trayectorias de robots (Lo´pez et al., 2006) o planiﬁcacio´n
de tra´ﬁco ae´reo (Kuchar and Yang, 2000). Existen enfoques de
control predictivo para este tipo de sistemas (Rakovic and May-
ne, 2007), pero requieren la resolucio´n en lı´nea de problemas de
programacio´n mixta cuadra´tica-entera, que pueden requerir un
tiempo en lı´nea demasiado elevado.
Otro campo de aplicacio´n en el que aparecen restriccio-
nes no convexas surge a partir de los sistemas no lineales con
restricciones lineales. Dentro de este a´mbito se encuentran los
sistemas de tipo Hammerstein, deﬁnidos por una no linealidad
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esta´tica seguida de un modelo lineal. Estos modelos suelen con-
trolarse mediante la inversio´n de la no linealidad, transforman-
do el problema en uno de control de un proceso lineal, al que se
le puede aplicar el control predictivo esta´ndar, (Fruzzetti et al.,
1997) y (Patwardhan et al., 1998). No obstante, cuando existen
restricciones lineales sobre las entradas o variables de estado,
deben ser transformadas tambie´n por la funcio´n no lineal para
trasladarlas al espacio de variables en el que trabaja el controla-
dor, pudiendo ser no convexas. En este caso, puede conseguirse
una aproximacio´n interior suﬁcientemente precisa mediante el
uso de varios poliedros cuya unio´n no es convexa (Bertsekas
and Yu, 2009).
Otro problema del mismo tipo tambie´n pueden aparecer en
sistemas no lineales con restricciones lineales controlados me-
diante linealizacio´n por realimentacio´n (Slotine and Li, 1991).
Dichas restricciones lineales son no convexas para el modelo
linealizado (Pappas et al., 1995), por lo que de nuevo pueden
ser aproximadas mediante unio´n no convexa de poliedros.
Una forma de tratar los sistemas lineales con restricciones
polie´dricas no convexas es modela´ndolos como sistemas aﬁnes
a tramos. El control o´ptimo y predictivo de este tipo de mode-
los, que tambie´n permiten el modelado de un amplio espectro
de sistemas hı´bridos (Heemels et al., 2001), ha sido un campo
de investigacio´n muy activo en los u´ltimos an˜os.
Una solucio´n explı´cita completa al problema de control o´pti-
mo con horizonte de control ﬁnito e ı´ndice de coste cuadra´tico
puede encontrarse en (Borrelli et al., 2005), donde los autores
muestran que la particio´n del espacio de estados no es en ge-
neral polie´drica, pero sı´ que se puede deﬁnir mediante inecua-
ciones lineales y cuadra´ticas. El procedimiento se basa en la
resolucio´n de mu´ltiples problemas de optimizacio´n cuadra´tica
multiparame´trica (mpQP). Sin embargo, la simpliﬁcacio´n de la
solucio´n obtenida no se trata de forma sistema´tica, lo que resul-
ta en algoritmos en lı´nea costosos. Otra solucio´n al problema se
propuso en (Mayne and Rakovic, 2002) donde se tratan todas
las posibles secuencias de control y para cada una de ellas el
modelo afı´n deﬁnido a tramos puede tratarse y resolverse como
un sistema variante en el tiempo. Esta aproximacio´n implica la
resolucio´n de mu´ltiples mpQP y el valor de la funcio´n de coste
para cada una de las posibles secuencias debe de compararse
en lı´nea, lo que en general aumenta considerable el tiempo de
co´mputo en lı´nea.
A pesar que los sistemas sujetos a restricciones polie´dricas
no convexas pueden modelarse como sistemas aﬁnes deﬁnidos
a tramos, explotar la estructura del problema a resolver puede
aportar varias ventajas signiﬁcativas, especialmente en cua´nto
al coste computacional en lı´nea y los requerimientos de memo-
ria.
En la siguiente seccio´n, se presentan algunos conceptos pre-
liminares y herramientas necesarias. A continuacio´n se introdu-
ce un enunciado formal del problema a resolver. En las dos sec-
ciones siguientes se desarrolla la metodologı´a para la obtencio´n
de la solucio´n explı´cita del problema propuesto. Por u´ltimo, se
muestran los resultados en un ejemplo y se ofrecen algunas con-
clusiones.
2. Preliminares
En esta seccio´n, en primer lugar se introduce la ﬁlosofı´a
del control predictivo basado en modelos, ası´ como la solucio´n
explı´cita de e´ste para el caso de sistemas lineales con restric-
ciones polie´dricas. A continuacio´n, se presenta la optimizacio´n
de sumas de cuadrados como herramienta para el estudio de
la factibilidad de sistemas de ecuaciones y desigualdades po-
lino´micas.
2.1. Control predictivo basado en modelos. Solucio´n explı´ci-
ta.
El control predictivo basado en modelos resuelve problemas
de regulacio´n deﬁniendo una funcio´n de coste y resolviendo el
problema de control o´ptimo de horizonte ﬁnito (1) para poste-
riormente aplicar una estrategia de horizonte mo´vil.
PN(x) : VOPTN (x) := min VN({xk}, {uk}),
sujeto a:
xk+1 = f (xk, uk) para k = 0, . . . ,N − 1,
x0 = x,
uk ∈ U para k = 0, . . . ,M − 1,
uk = 0 para k = M, . . . ,N − 1,
xk ∈ X para k = 1, . . . ,N,
xN ∈ X f ⊂ X,
VN({xk}, {uk}) := F(xN) +∑N−1k=0 L(xk, uk)
(1)
donde L(x, u), F(x) y X f son, respectivamente, el coste de eta-
pa, la ponderacio´n terminal del estado y la regio´n terminal.
La solucio´n que minimiza el problema de optimizacio´n an-
terior es una secuencia de control dependiente del estado actual
x
uopt := {uopt0 , uopt1 , . . . , uoptN−1}
y, por la estrategia de horizonte mo´vil, la accio´n de control apli-
cada a la planta es u´nicamente el primer elemento de la secuen-
cia
KN(x) = uopt0 (2)
A continuacio´n, se considera el sistema discreto lineal e inva-
riante en el tiempo de la forma (3) y con restricciones polie´dri-
cas en las acciones de control y los estados:{
xk+1 = Axk + Buk
yk = Cxk
(3)
Usualmente, con objeto de conseguir una buena respuesta del
sistema en bucle cerrado con el control predictivo, en la funcio´n
de coste se elige un coste de etapa L(x, u) cuadra´tico. Con esta
eleccio´n, por razones de estabilidad, la ponderacio´n terminal
se escoge tambie´n como una funcio´n cuadra´tica (Mayne et al.,
2000):
VN(x) =
1
2
xTNPxN +
1
2
N−1∑
k=0
(xTk Qxk + u
T
k Ruk) (4)
Usando la ecuacio´n del sistema (3), la funcio´n de coste y las
restricciones sobre estados futuros pueden escribirse como fun-
cio´n del estado actual y la secuencia de control, y por tanto
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formularse en el espacio de entrada. De esta forma, el problema
de optimizacio´n a resolver es:
PN(x) :VOPTN (x) := min
1
2
uT Hu + uT Fx
sujeto a:
Φu ≤ Δ − Λx
Aunque el problema ası´ planteado esta´ en la forma de una op-
timizacio´n cuadra´tica y puede ser resuelto en lı´nea mediante
algoritmos QP, en (Bemporad et al., 2002) se muestra como el
optimizador uopt(x) tiene una estructura afı´n a tramos de la for-
ma
uopt(x) = Gix + hi para x ∈ Xi = {x|Hix ≤ Li} (5)
deﬁnida en l regiones Xi, i = 1, . . . l, que forman una particio´n
polie´drica del espacio de trabajo.
2.2. Sistemas de ecuaciones polinomiales y suma de cuadra-
dos
Se considera el conjunto de polinomios multivariable con
coeﬁcientes reales en las variables {x1, . . . , xn}, R[x], y un sis-
tema de ecuaciones y desigualdades de la forma (6){
fi(x) = 0, (i = 1, . . . ,m)
g j(x) ≥ 0, ( j = 1, . . . , p) (6)
donde fi(x), g j(x) ∈ R[x].
Con objeto de estudiar la factibilidad del sistema (6), se in-
troduce la siguiente deﬁnicio´n:
Deﬁnicio´n 1. Un polinomio p(x) ∈ R[x] es suma de cuadrados
(SOS) si existe una descomposicio´n de la forma:
p(x) =
∑
i
p2i (x)
donde pi(x) ∈ R[x].
A continuacio´n, se presenta el Positivstellensatz, teorema pro-
puesto por (Stengle, 1973) y enunciado aquı´ en la forma de
(Bochnak et al., 1998):
Teorema 1 (Positivstellensatz). El sistema (6) no es factible si
y so´lo si ∃F(x),G(x) ∈ R[x] tales que:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
F(x) +G(x) = −1
F(x) ∈ ideal( f1, . . . , fm)
G(x) ∈ cono(gi, . . . , gp)
(7)
donde:
ideal( f1, . . . , fm) :=
{
f
∣∣∣ f = ∑mi=1 ti fi, ti ∈ R[x] }
cono(g1, . . . , gp) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩g
∣∣∣∣∣∣∣∣g = s0 +
∑
i
sigi +
∑
i, j
si jgig j+
+
∑
i, j,k
si jkgig jgk + . . .
⎫⎪⎪⎪⎬⎪⎪⎪⎭
y sα ∈ R[x] son polinomios suma de cuadrados.
El teorema 1 proporciona alternativas excluyentes, es decir, si
se encuentran polinomios F(x) y G(x) que satisfagan (7), se tie-
ne una prueba que refuta la consistencia de (6). No obstante,
el teorema en sı´ mismo no ofrece ninguna manera de obtener
dichos polinomios. Para obtenerlos, en (Parrilo, 2000) se intro-
duce la programacio´n de suma de cuadrados (SOS) y se de-
muestra que, para un grado acotado de los polinomios ti y sα,
pueden formularse como un problema de programacio´n semi-
deﬁnida (SDP) de la forma:
buscar si, ti
sujeto a: si suma de cuadrados
F(x) +G(x) = −1
F(x) =
∑m
i=1 ti fi(x)
G(x) = s0 +
∑
i sigi(x) +
∑
i, j si jgi(x)g j(x) + . . .
(8)
Este tipo de problemas de optimizacio´n, que han sido amplia-
mente usados en el a´mbito de la teorı´a de sistemas y control
(Boyd et al., 1994), son convexos (Vandenberghe and Boyd,
1996), y cuentan con solvers eﬁcientes, como (Sturm, 1999).
Es importante tener en cuenta que, dado que el orden de
los polinomios ti y sα esta´ acotado, el teorema 1 permite u´ni-
camente obtener pruebas que refuten (6) cuando se encuentran
polinomios F(x) y G(x), pero su factibilidad no puede ser ase-
gurada en caso contrario (serı´a necesario un orden inﬁnito de
dichos polinomios).
3. Formulacio´n del problema
Conside´rese el problema de regulacio´n consistente en lle-
var al origen el sistema discreto lineal e invariante en el tiempo
(3) con restricciones sobre las acciones de control y los esta-
dos deﬁnidas como la unio´n no convexa de un nu´mero ﬁnito de
poliedros.
uk ∈ U¯ = ⋃γui=0 Ui, xk ∈ X¯ = ⋃γxi=0 Xi
Planteando una estructura de control predictivo (1)-(2) con una
funcio´n de coste cuadra´tica de la forma (4) puede escribirse
PN(x) :VOPTN (x) := min
1
2
uT Hu + uT Fx (9)
sujeto a:
uk ∈ U¯ para k = 0, . . . ,M − 1,
uk = 0 para k = M, . . . ,N − 1,
xk = fk(x, u0, . . . , uk−1) ∈ X¯ para k = 1, . . . ,N,
xN = fN(x,u) ∈ X¯ f ⊂ X
donde fk reﬂeja la dependencia del estado en cada perı´odo de
muestreo de las acciones de control previas y X¯ f el conjunto
de restricciones terminal que garantiza estabilidad. Para el sis-
tema planteado, dicho conjunto X¯ f es un poliedro no convexo.
Un procedimiento para su ca´lculo puede consultarse en (Pe´rez
et al., 2011).
Una vez que todas las restricciones esta´n expresadas en te´r-
minos de las variables de optimizacio´n uk, el objetivo es com-
binarlas todas en un u´nico poliedro no convexo (T). Para ello,
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debe tenerse en cuenta que los conjuntos de restricciones son
uniones de poliedros, y todas las posibles combinaciones de-
ben considerarse. No obstante, muchas de estas combinaciones
pueden ser no factibles. Por ello, con objeto de simpliﬁcar el
problema de optimizacio´n a resolver, es conveniente compro-
bar la factibilidad, mediante la resolucio´n de un problema de
programacio´n lineal, de los posibles conjuntos de restricciones.
A continuacio´n, puede aplicarse un algoritmo para la unio´n de
regiones que minimice el nu´mero de poliedros convexos como
el mostrado en la seccio´n 4.4. Una vez T esta´ deﬁnido como
la unio´n del mı´nimo nu´mero de poliedros, se puede formular el
siguiente problema de optimizacio´n:
PT(x) : VOPTN (x) := min 12uT Hu + uT Fx,
sujeto a:
(u, x) ∈ T = ⋃γi=0 Ti
(10)
donde:
Ti :=
{
(u, x) ∈ RMm+n
∣∣∣∣∣∣
[
Φi Λi
] [u
x
]
≤ Δi
}
(11)
La manera ma´s directa de resolver el problema (10) consiste
en reescribirlo de la forma (12), resolver los problemas PTi y
comparar en cada instante de muestreo el valor de la funcio´n de
coste para cada o´ptimo uoptTi .
PT(x) : VOPTN (x) := min
{
VOPTiN (x)
}
donde:
PTi (x) : VOPTiN (x) := min 12uT Hu + uT Fx,
sujeto a:
(u, x) ∈ Ti
(12)
Aunque este enfoque, equivalente al de (Mayne and Rakovic,
2002) para sistemas aﬁnes a tramos, es el ma´s sencillo, tiene el
importante inconveniente de ser considerablemente costoso en
te´rminos de coste computacional en lı´nea y requerimientos de
memoria, como se vera´ en la seccio´n 6. Por ello, se propone el
enfoque que se presenta en las siguientes secciones.
4. Solucio´n explı´cita para γ = 2
En esta seccio´n se plantea una metodologı´a para la obten-
cio´n de la solucio´n explı´cita al problema (10) cuando las restric-
ciones esta´n formadas por la unio´n no convexa de dos poliedros
(γ = 2). Dicha metodologı´a esta´ resumida en el algoritmo 1.
A continuacio´n, se describen los procedimientos para llevar
a cabo cada uno de los pasos de dicho algoritmo.
4.1. Obtencio´n de la solucio´n explı´cita de los subproblemas
Se trata de resolver, de manera explı´cita, los dos problemas
de programacio´n cuadra´tica que nos dan el posible mı´nimo a
nuestro problema de optimizacio´n (12). Como se ha visto en
la seccio´n 2, dicha solucio´n es una funcio´n afı´n a tramos sobre
una particio´n lineal del espacio de estados (5).
Algoritmo 1 Obtencio´n de la solucio´n explı´cita para γ = 2
1. Obtener la solucio´n explı´cita de los problemas de optimi-
zacio´n con restricciones convexas.
2. Intersectar las dos particiones del espacio de estados ob-
tenidas.
3. Comprobar si es necesario dividir las regiones resultantes
en funcio´n de cual de las dos posibles soluciones es la
o´ptima.
a) Si es necesario, obtener las dos subregiones.
b) Si no es necesario, comprobar si la regio´n puede
unirse con alguna de las adyacentes (en el caso de
que tenga la misma solucio´n afı´n).
Dependiendo de las restricciones de cada uno de los dos
problemas, el conjunto de estados iniciales factibles, puede ser
diferente. En ese caso, para algunos valores de x, se tendra´ so-
lucio´n para uno de los problemas, pero no para el otro. Puesto
que el algoritmo 1 requiere la interseccio´n de las particiones se
an˜adira´n a cada solucio´n explı´cita nuevas regiones sin ninguna
ley de control asociada. Si no se realiza esta operacio´n la par-
ticio´n ﬁnal obtenida cubrira´ u´nicamente los puntos en los que
ambos problemas tienen solucio´n. Por lo tanto, sera´ necesario
calcular el complemento de cada uno de los conjuntos de esta-
dos iniciales factibles e intersectarlo con el otro conjunto. Esto,
en general, resultara´ en un poliedro no convexo deﬁnido por un
nu´mero no mı´nimo de elementos, por lo que sera´ conveniente
aplicar alguno de los algoritmos de (Geyer et al., 2008), intro-
ducidos en la seccio´n 4.4. De esta forma, el nu´mero de nuevas
regiones Xi j que es necesario an˜adir, sera´ mı´nimo.
Tras ﬁnalizar este procedimiento, la solucio´n explı´cita para ca-
da una de los dos problemas queda de la siguiente forma:
KiN(x) =
{
Gi jx + hi j | x ∈ Xi j, i = 1, 2; j = 0, . . . ,Ni
∅ | x ∈ Xi j, i = 1, 2; j = Ni + 1, . . . ,Nri
donde:
Xi j :=
{
x ∈ Rn ∣∣∣Li jx ≤ Wij }
4.2. Interseccio´n de las dos particiones del estado
Una vez obtenida la solucio´n explı´cita para los dos contro-
ladores predictivos se tienen dos particiones del espacio de es-
tados, cada una de ellas con una solucio´n afı´n correspondiente
a cada regio´n. Para obtener una particio´n u´nica, en primer lugar
se deben intersectar todas las regiones polie´dricas que describen
ambas particiones obtenie´ndose:
Xr = X1i ∩ X2 j =
{
x ∈ Rn
∣∣∣∣∣∣
[
L1i
L2 j
]
x ≤
[
W1i
W2 j
]}
,
r = 0 . . .Nr1 · Nr2
En general, muchas de las Nr1·Nr2 regiones ası´ deﬁnidas pueden
estar vacı´as. Puede comprobarse su consistencia resolviendo el
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siguiente problema de programacio´n lineal:
min s
sujeto a:
[
L1i
L2 j
]
x −
[
W1i
W2 j
]
≤
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
...
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ s
(13)
siendo el espacio deﬁnido por las desigualdades de dimensio´n
completa siempre que s < 0. En este caso, adema´s, la resolucio´n
del problema nos proporciona un punto factible, x f .
Con la resolucio´n de estos Nr1 · Nr2 problemas de progra-
macio´n lineal, se eliminara´n todas las regiones Xr que no sean
consistentes. No obstante, las regiones restantes pueden estar
deﬁnidas por ecuaciones redundantes, puesto que hasta el mo-
mento se han incluido todas las restricciones que deﬁnen a am-
bas regiones de origen.
Aplicar un procedimiento gene´rico para la eliminacio´n de re-
dundancias en cada una de las regiones es costoso computacio-
nalmente. No obstante, es sencilla su eliminacio´n si se tienen
presentes algunas propiedades geome´tricas de las dos particio-
nes del espacio de estados. Para ello, se introducen en primer
lugar las siguientes deﬁniciones:
Deﬁnicio´n 2. Dado un poliedro X ∈ Rn deﬁnido por las de-
sigualdades lineales Lx ≤ W to´mese uno de los hiperplanos
h := {x|Lix = Wi}. Si se cumple que F = X ∩ h es de dimensio´n
n − 1, se dice que F es una faceta del poliedro.
Deﬁnicio´n 3. Dos poliedros X1 y X2 son adyacentes si dim(X1∩
X2) = n − 1.
Para el caso particular que nos ocupa, determinar si son ad-
yacentes dos regiones pertenecientes a una misma particio´n so-
lucio´n a un problema de control predictivo explı´cito puede plan-
tearse de diversas maneras.
En primer lugar, puede demostrarse que bajo el cumpli-
miento de ciertas condiciones para una determinada faceta de
una regio´n, enunciadas en el teorema 2 de (Tøndel et al., 2003a),
existe una u´nica regio´n adyacente a e´sta en la particio´n, y diﬁe-
re u´nicamente en una restriccio´n activa. Por tanto, cuando estas
condiciones se cumple, buscar las regiones adyacentes supone
un muy bajo coste computacional.
Por contra,en aquellos casos en que las condiciones del teo-
rema no se cumplen, para encontrar las regiones adyacentes a
una dada por cada faceta se puede aplicar el algoritmo de ex-
ploracio´n y particio´n de (Bemporad et al., 2002), que requiere
la resolucio´n de un problema de programacio´n lineal para cada
faceta.
En cualquiera de ambos casos, el hecho fundamental es
que la mayorı´a de algoritmos para la obtencio´n de la solucio´n
explı´cita de un problema con restricciones convexas (y en par-
ticular los dos citados anteriormente) obtienen informacio´n de
la adyacencia de regiones durante el procedimiento de explo-
racio´n del espacio de estados. Por tanto, simplemente con al-
macenar dicha informacio´n, es posible conocer que´ regiones de
la particio´n son adyacentes sin necesidad de resolver un so´lo
problema de optimizacio´n adicional.
Una vez se conoce la informacio´n de que´ regiones de las
dos particiones que se tienen son adyacentes, se puede enunciar
la siguiente proposicio´n, u´til para la eliminacio´n de ecuaciones
redundantes:
Proposicio´n 1. Conside´rese una regio´n X1i ∈ X1 y el conjunto
de todas las regiones de la misma particio´n adyacentes a X1i a
trave´s de una misma faceta F :
adiF =
{
j
∣∣∣∣∣∣ X1 j ∈ X1dim(X1 j ∩ F ) = n − 1
}
y una regio´n X2i correspondiente a otra particio´n diferente. Si
se cumple: {
X1i ∩ X2i  ∅
X1 j ∩ X2i = ∅ ∀ j ∈ adiF
el hiperplano que deﬁne F sera´ redundante en X1i ∩ X2i.
Prueba 1. La proposicio´n puede deducirse de una propiedad
que resulta evidente de la deﬁnicio´n de regiones adyacentes:
no hay ningu´n punto de F que no pertenezca a alguna de las
regiones X1 j para j ∈ adiF. Por tanto, si se tiene que X1 j∩X2i =
∅ para todas las j ∈ adiF, F ∩X2i = ∅, y por tanto el hiperplano
que deﬁne F es redundante en X1i. 
La proposicio´n 1 es de utilidad para la eliminacio´n de algunas
de las ecuaciones redundantes en las regiones de interseccio´n si
se conoce cua´les son las regiones adyacentes a cada regio´n de
las dos particiones y se ha comprobado previamente ,median-
te (13), la consistencia de todas las posibles intersecciones de
regiones de las dos particiones. De esta forma, sabemos que´ pa-
rejas de regiones (X1i, X2 j) tienen interseccio´n vacı´a y cuales no.
Haciendo uso de la proposicio´n y buscando regiones adyacen-
tes, es posible eliminar algunos de los hiperplanos redundantes.
No obstante, con este procedimiento todavı´a pueden quedar
ecuaciones redundantes que no se hayan eliminado: aquellos
hiperplanos correspondientes a facetas de una de las regiones
intersectadas a trave´s de las cuales hay regiones adyacentes que
tienen interseccio´n no vacı´a con la regio´n de la segunda parti-
cio´n intersectada. En este tipo de casos, como se aprecia en el
ejemplo 1, a pesar de tener informacio´n a priori de la consisten-
cia de regiones no puede decirse nada respecto a la redundancia
de alguna de sus facetas.
Ejemplo 1. Se tiene una regio´n X12 con tres regiones de su mis-
ma particio´n adyacentes, X11 y X13 a trave´s de la faceta F1 y
X14 a trave´s de la faceta F2 (ﬁgura 1). Por otro lado, se tiene
una regio´n correspondiente a otra particio´n, X21 que cumple
X12 ∩ X21  ∅ y se desea eliminar las redundancias de dicha
interseccio´n. Para ello, se comprueba si dicha regio´n tiene in-
terseccio´n no vacı´a con las regiones adyacentes a X12, obte-
nie´ndose X11 ∩ X21  ∅, X13 ∩ X21  ∅ y X14 ∩ X21 = ∅. Por
tanto, por aplicacio´n de la proposicio´n 1 se puede garantizar
que F2 es redundante. Por contra, no puede sacarse conclusio´n
alguna respecto a F1 que puede o no ser redundante en funcio´n
de la posicio´n de X21, como muestra la ﬁgura 1.
Por lo tanto, para comprobar si una faceta es redundante en una
determinada interseccio´n cuando no se cumplen las premisas de
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Figura 1: Eliminacio´n de redundancias.
la proposicio´n 1, es necesario resolver un nuevo problema de
programacio´n lineal ana´logo a (13). Las regiones con las que se
esta´ trabajando esta´n deﬁnidas por:
X1i := {x ∈ Rn |L1i x ≤ W1i }
X2i := {x ∈ Rn |L2i x ≤ W2i }
F := X1i ∩ h
h :=
{
x ∈ Rn
∣∣∣∣[Lh][1×n] x =
[
Wh
]
[1×n]
}
y el problema de optimizacio´n a resolver es:
min s
sujeto a:
[
L1i
L2i
]
x −
[
W1i
W2i
]
≤
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
...
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ s
Lhx = Wh
(14)
Si se obtiene un o´ptimo s < 0, hay algu´n punto del hiperplano
h que se encuentra en el interior de X1i ∩ X2i y por lo tanto no
sera´ redundante en dicha interseccio´n. Por el contrario, si s ≥ 0,
el hiperplano sera´ redundante.
Haciendo uso de la proposicio´n 1 es posible establecer un
algoritmo que, a partir de dos particiones lineales del espacio
de estados, obtenga una u´nica particio´n del espacio en la que
las regiones este´n deﬁnidas sin redundancias (algoritmo 2).
4.3. Divisio´n de la regiones resultantes
Tras los pasos anteriores, se dispone de una particio´n del
espacio de estados con regiones lineales Xr deﬁnidas sin redun-
dancias. Para cada una de estas regiones, existen dos posibles
soluciones al problema de optimizacio´n, cada una de ellas con
un ı´ndice de coste asociado:
KN(x) =
{
G1i x + h1i si VOPT1N (x) < V
OPT
2N (x)
G2 j x + h2 j si VOPT2N (x) < V
OPT
1N (x)
para cada Xr := {x ∈ Rn |Lrx ≤ Wr }, regiones que se obtienen
de intersectar las dos particiones del estado y eliminar las re-
dundancias.
Resulta interesante estudiar en el algoritmo fuera de lı´nea si
cada una de las regiones lineales esta´ dividida en subregiones
con diferente solucio´n afı´n, o por el contrario la expresio´n de
dicha solucio´n es la misma para toda la regio´n.
Algoritmo 2 Interseccio´n de dos particiones del espacio de es-
tados.
1. Para cada regio´n de las dos particiones, X1i y X2 j obtener
informacio´n de las regiones adyacentes.
2. Para cada regio´n de la primera particio´n, X1i, determinar
que´ regiones de la segunda particio´n, X2 j, tienen una in-
terseccio´n no vacı´a (resolviendo el problema (13)).
3. Para cada par de regiones (X1i, X2 j) que cumpla (X1i ∩
X2 j  ∅):
a) Para cada faceta F de X1i buscar las regiones adya-
centes {X1k, X1l, . . .}, comprobar (X1k ∩ X2 j),(X1l ∩
X2 j),etc...:
Si todas las restricciones esta´n vacı´as, F es re-
dundante en (X1i ∩ X2 j) (proposicio´n 1).
Si alguna no esta´ vacı´a, comprobar la redun-
dancia de F resolviendo (14).
b) Para cada faceta F de X2 j, proceder ana´logamente.
Para ello, basta con obtener la diferencia entre los ı´ndices cua-
dra´ticos que se obtienen aplicando cada una de las dos posibles
soluciones aﬁnes:
Qi j(x) = VOPT1N (x) − VOPT2N (x) =
=
1
2
(
(uopt1 )
T Huopt1 − (uopt2 )T Huopt2 + (uopt1 − uopt2 )T Fx
)
=
= xT Mi jx + Ni jx +Ci j (15)
donde
Mij = GT1iHG1i −GT2iHG2i +GT1iF −GT2iF
Ni j = 2
(
hT1iHG1i − hT2iHG2i + hT1iF − hT2iF
)
Ci j = hT1iHh1i − hT2iHh2i
En el caso general, Qi j(x) no tiene porque´ pasar por el interior
de la interseccio´n de las regiones cuyas soluciones aﬁnes la de-
ﬁnen. Por tanto, en este punto es necesario saber si el sistema
de ecuaciones (16) tiene alguna posible solucio´n, es decir, si es
consistente. {
Lrx ≤ Wr
xT Mi jx + Ni jx +Ci j = 0
(16)
En el caso de que sı´ sea consistente, es evidente que un subcon-
junto de los puntos que satisfacen Lrx ≤ Wr cumple Qi j(x) > 0
mientras que para el resto Qi j(x) < 0. Para cada uno de ambos
subconjuntos, la solucio´n afı´n que produce un menor ı´ndice de
coste es diferente, por lo tanto debemos dividir la regio´n lineal
en dos.
En el caso contrario, si (16) es inconsistente, para toda la regio´n
lineal la solucio´n afı´n que produce un menor ı´ndice de coste es
la misma, y no sera´ necesario dividirla.
El sistema (16) es claramente un caso particular de (6), por
lo que su factiblidad puede resolverse aplicando la metodologı´a
introducida en la seccio´n 2.2. Como se ha visto en dicha sec-
cio´n, la resolucio´n de un problema SDP de la forma (8) nos
permitira´ u´nicamente obtener garantı´as de la infactiblidad del
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sistema (16) (para polinomios si y ti de orden acotado se obtie-
nen condiciones suﬁcientes pero no necesarias).
Aunque serı´a ma´s conveniente obtener garantı´as necesarias y
suﬁcientes, para el problema particular a resolver, una condi-
cio´n suﬁciente tambie´n es de gran utilidad: si al resolver (8)
se obtiene solucio´n, la curva cuadra´tica (15) no cruza la regio´n
Xr, y por lo tanto no sera´ necesario dividir e´sta, puesto que la
expresio´n afı´n del o´ptimo solucio´n del problema sera´ la misma
para toda ella. Por otro lado, si no se encuentra solucio´n a (8),
se supondra´ que la curva pasa por la regio´n lineal aunque, de-
bido al orden acotado de los polinomios escogidos, podrı´a no
hacerlo.
Tras resolver el problema (8) es posible decidir que´ regio-
nes Xr es necesario dividir porque tiene dos soluciones aﬁnes
diferentes, y cuales no. Para estas u´ltimas, todavı´a es necesa-
rio averiguar a que´ lado de la curva cuadra´tica se encuentran, y
por tanto que´ solucio´n afı´n les corresponde. Como se acaba de
comprobar que la regio´n no esta´ dividida por la curva Qi j co-
rrespondiente, basta con comprobar a que´ lado se encuentra un
u´nico punto factible de la regio´n. En particular, se puede utilizar
el punto x f que se obtiene al resolver el problema (13) cuando
se esta´ comprobando la factibilidad de la interseccio´n de regio-
nes.
El algoritmo 3 resume el procedimiento para llevar a cabo las
divisiones de las regiones lineales mediante curvas cuadra´ticas.
Algoritmo 3 Divisio´n de regiones lineales
1. Para cada regio´n Xr obtener la curva cuadra´tica Qi j(x)
(15) sobre la que las dos posibles soluciones aﬁnes dan
un mismo ı´ndice de coste.
2. Resolver el problema de programacio´n SOS (8) siendo la
u´nica fi(x) la curva cuadra´tica y las gi(x) las desigualda-
des Lrx ≤ Wr
a) Si el optimizador encuentra solucio´n a (8), (16) es
incompatible y por tanto la curva no pasa por la re-
gio´n y no es necesario dividirla. La solucio´n afı´n
correspondiente a Xr sera´ u´nica:
KNr(x) = Grx + hr (17)
donde Gr = G1i y hr = h1i si para un punto x f
cualquiera de la regio´n (como el obtenido en (13))
Qi j(x f ) ≤ 0 y Gr = G2i y hr = h2i si Qi j(x f ) > 0.
b) Si no la encuentra, la regio´n Xr se divide en dos
regiones por la curva (15), cada una de ellas con
una solucio´n afı´n diferente:
KNr(x) =
{
G1i x + h1i si Qi j(x) ≤ 0
G2 j x + h2 j si Qi j(x) > 0
(18)
4.4. Minimizacio´n del nu´mero de regiones ﬁnales
Tras ejecutar el algoritmo anterior, se dispone de una par-
ticio´n del estado en la que las regiones que la forman, Xr, han
sido obtenidas mediante la interseccio´n de las regiones corres-
pondientes a dos particiones diferentes: Xr = X1i ∩ X2 j. Cada
una de estas intersecciones tendra´ una o dos soluciones, depen-
diendo del resultado de la etapa de divisio´n de regiones.
Con el procedimiento seguido, se ha supuesto que en las re-
giones con una u´nica solucio´n e´sta diﬁere del resto de regiones.
No obstante, es posible que a diferentes regiones les correspon-
da en realidad la misma solucio´n. Esto es ası´ debido a que la
solucio´n de una determinada regio´n X1 = X1i ∩ X2 j, en el caso
en que no haya sido necesario dividirla, es o bien la correspon-
diente a X1i o la correspondiente a X2 j. Si se toma otra regio´n
X2 = X1i ∩ X2k, la solucio´n sera´ la misma si en ambos casos es
la correspondiente a X1i, por lo que en principio dichas regiones
podrı´an unirse.
Cabe destacar que es muy importante unir dichas regiones cuan-
do sea posible, puesto que la reduccio´n de regiones de la parti-
cio´n ﬁnal reduce el coste computacional del algoritmo en lı´nea.
Teniendo esto presente, podemos deﬁnir el objetivo de la pre-
sente subseccio´n de la siguiente forma:
Dado un conjunto Xr de poliedros con la misma solucio´n afı´n,
obtener un nuevo conjunto Xs que cumpla:
Que la unio´n de los nuevos poliedros sea igual a la unio´n
de los originales.
Que el nu´mero de poliedros Xs sea mı´nimo.
La principal diﬁcultad que aparece al abordar este problema se
debe a que la unio´n de dos o ma´s regiones no tiene por que´ ser
convexa, aunque las regiones originales sı´ lo sean.
Un procedimiento disen˜ado para la resolucio´n de este proble-
ma es el propuesto en (Geyer et al., 2008). Para ello, dada una
disposicio´n A de hiperplanos {Hi}i=1,...,n, los autores deﬁnen el
vector de signos simpliﬁcado como:
SVi(x) =
{ − si aTi x ≤ bi
+ si aTi x ≥ bi para i = {1 . . . n}
A partir de dicha deﬁnicio´n, es posible expresar cualquier po-
liedro como una celda de la disposicio´n de planos:
Pm = {x ∈ Rd |SV(x) = m}
donde el vector m es la marca del poliedro Pm en la disposicio´n
de hiperplanos A.
El concepto fundamental detra´s de los algoritmos propuestos en
(Geyer et al., 2008) es obtener una representacio´n mı´nima de
los poliedros con una misma solucio´n afı´n, partiendo de su en-
voltura, que es convexa y sencilla de calcular (Bemporad et al.,
2001), y dividie´ndola secuencialmente en poliedros usando los
hiperplanos de A mediante uno de dos algoritmos, uno basado
en ramiﬁcacio´n y poda y el otro en lo´gica booleana.
El punto ma´s costoso del algoritmo de minimizacio´n de regio-
nes de (Geyer et al., 2008) es la obtencio´n de la disposicio´n de
hiperplanos y las marcas de los diferentes poliedros. Tanto si
se usan los algoritmos propuestos por los autores como otros
basados en bu´squeda inversa, (Avis and Fukuda, 1996) y (Fe-
rrez et al., 2001), es necesaria la resolucio´n de un determinado
nu´mero de problemas LP.
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A continuacio´n se describe un procedimiento que, a partir
de la informacio´n disponible del problema obtenida en las sec-
ciones anteriores, calcula la disposicio´n de hiperplanos y las
marcas de los poliedros sin necesidad de resolver ningu´n nue-
vo problema de optimizacio´n. Para ello, se parte de la siguiente
observacio´n:
Observacio´n 1. Dadas dos particiones del espacio de estado
en las que las soluciones aﬁnes correspondientes a cada una de
las regiones X1i y X2 j sean diferentes, las u´nicas regiones de la
particio´n Xr, obtenida como interseccio´n de las dos anteriores,
cuya solucio´n afı´n puede ser la misma son aquellas formadas
mediante la interseccio´n de una misma regio´n de una de las
particiones de origen.
Para disen˜ar el procedimiento para la unio´n de regiones, tenien-
do presente la observacio´n 1, se partira´ de una regio´n de una
de las particiones de origen, X1i, y se buscara´n todas las regio-
nes Xr formadas como interseccio´n de dicha regio´n con algu-
na de las regiones de la otra particio´n {Xr |Xr = X1i ∩ X2 j, j =
1, . . .Nr2}.
Evidentemente, algunas de las regiones tendra´n la misma so-
lucio´n afı´n (la correspondiente a X1i), pero otras no. Adema´s,
la unio´n de todas las regiones Xr seleccionadas de esta manera
forman un poliedro convexo, la regio´n X1i. Por tanto, es posible
aplicar los algoritmos de unio´n de regiones descritos.
Para la obtencio´n de la disposicio´n de hiperplanos se seguira´ el
procedimiento de (Geyer et al., 2008) utilizando la informacio´n
disponible de regiones adyacentes. En cuanto a la obtencio´n de
las marcas, pueden utilizarse los puntos factibles de cada re-
gio´n, x f r, obtenidos en (13):
mr = SV(x f r) (19)
El algoritmo 4 describe el procedimiento que une todas las re-
giones posibles, minimizando el nu´mero de regiones ﬁnales ob-
tenidas.
La metodologı´a descrita no es va´lida para unir regiones con
la misma solucio´n afı´n pero que no provengan de la interseccio´n
de una misma regio´n de las particiones de origen. No obstan-
te, e´sta no es una limitacio´n importante puesto que estos casos
podra´n en general evitarse con una adecuada seleccio´n de las
regiones convexas de partida y, en caso contrario, puede ge-
neralizarse el algoritmo descrito de una manera relativamente
sencilla.
5. Solucio´n explı´cita para γ > 2
En la seccio´n anterior se ha propuesto un algoritmo para la
obtencio´n de la solucio´n explı´cita de un controlador predictivo
con restricciones deﬁnidas como la unio´n no convexa de dos
poliedros. A continuacio´n, se propondra´ un procedimiento que,
basado en el anterior, obtenga la solucio´n explı´cita cuando las
restricciones del problema este´n deﬁnidas como la unio´n de un
mayor nu´mero de poliedros.
Para ello, inicialmente se obtienen todas las soluciones explı´ci-
tas con las restricciones deﬁnidas como los γ diferentes polie-
dros. A partir de dos de esas particiones, se aplica el algorit-
mo 1. Como resultado de e´ste se obtiene una nueva particio´n
Algoritmo 4 Minimizacio´n del nu´mero de regiones lineales
1. Para cada regio´n X1i buscar las regiones {Xr |Xr = X1i ∩
X2 j, j = 1, . . .Nr2}.
2. Comprobar la solucio´n afı´n de cada Xr.
Si todas tienen la misma solucio´n, quedarse u´nica-
mente con X1i.
Si ninguna tiene la misma solucio´n, pasar a la si-
guiente regio´n X1i.
Si so´lo algunas tienen la misma solucio´n, continuar
con el algoritmo.
3. Obtener la disposicio´n de planos A, eliminando desigual-
dades innecesarias.
4. Obtener marcas de todas las Xr segu´n (19).
5. Aplicar algoritmo de unio´n de regiones:
Si no se desea solapamiento, aplicar algoritmo de
ramiﬁcacio´n y poda de (Geyer et al., 2008).
Si se permite solapamiento, aplicar algoritmo de
minimizacio´n de lo´gica booleana de (Geyer et al.,
2008).
6. Repetir procedimiento para cada regio´n X2 j.
lineal del estado (T2) para la que algunas regiones (que se de-
notara´n como T12) tienen una u´nica solucio´n afı´n, mientras que
para otras (las de T22) existen dos posibles soluciones, depen-
diendo de a que´ lado de la correspondiente curva se encuentre
el vector de estados x. Sobre esta particio´n T2, se an˜ade una
nueva particio´n lineal, intersectando sus regiones. En este caso
se obtendra´n regiones con 1, 2 o hasta 3 posibles soluciones di-
vididas por las correspondientes curvas. An˜adiendo de manera
sucesiva las γ particiones, se llega a la solucio´n explı´cita ﬁnal.
El algoritmo 5 resume este procedimiento.
Puede apreciarse como, esencialmente, dicho algoritmo ob-
tiene las γ particiones del espacio de estados y las va intersec-
tando una a una. Cada vez que se an˜ade una particio´n, por tanto,
se realizan una serie de pasos que son muy similares a los que
se llevan a cabo en el algoritmo presentado para dos regiones
no convexas: intersectar las regiones de las dos particiones, di-
vidirlas con curvas cuadra´ticas si es necesario y unir, cuando
sea posible, las regiones que tienen una misma solucio´n. No
obstante, algunos de estos pasos presentan algunas particulari-
dades que se describen a continuacio´n.
5.1. Obtencio´n de la solucio´n explı´cita de los subproblemas
Al igual que en el caso de γ = 2, se obtiene la solucio´n
explı´cita a cada uno de los subproblemas de control predicti-
vo con restricciones lineales y se amplı´a an˜adiendo las regiones
que sea necesario para cubrir el espacio de estados iniciales fac-
tibles total, tal y como se ha descrito en la seccio´n 4.1.
5.2. Interseccio´n de las particiones de estado
En cada paso del algoritmo tendremos dos particiones li-
neales del espacio de estados: Ti−1, cuyas regiones pueden estar
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Algoritmo 5 Obtencio´n de la solucio´n explı´cita γ > 2
1. Obtener la solucio´n explı´cita de los γ problemas de opti-
mizacio´n.
2. Tomar la particio´n con menor nu´mero de regiones e ini-
cializar:
T
1
1 = {X1i}, T21 = . . . = Tγ1 = {∅}.
T1 = T
1
1.
i = 2.
3. Tomar la siguiente particio´n con menor nu´mero de regio-
nes, Xi.
4. Intersectar con las regiones de cada una de las particiones
anteriores:W ji = {Xjk ∩ Xil|Xjk ∈ T ji−1, Xil ∈ Xi}.
5. Para cada regio´n de W ji ,comprobar cua´les de las j + 1
posibles soluciones son aplicables a la regio´n.
6. Actualizar las listas de regiones, T ji en funcio´n del nu´me-
ro de soluciones aplicables.
7. Si es posible, unir las regiones de T1i .
8. i = i + 1.
9. Si i ≤ γ, volver a 3.
divididas por curvas cuadra´ticas, proveniente de pasos anterio-
res del algoritmo, y Xi, obtenida como solucio´n a un problema
con restricciones lineales y an˜adida en el paso actual.
Aunque para el desarrollo del algoritmo 5 se haya dividido la
particio´n Ti−1 en diferentes subconjuntos formados por las re-
giones con diferente nu´mero de posibles soluciones aﬁnes, a
efectos pra´cticos en este paso hay que intersectar todas las re-
giones de dos particiones lineales del espacio de estados. Por
tanto, la factibilidad de estas intersecciones puede determinarse
resolviendo un problema LP ana´logo a (13), de igual forma que
para el caso de γ = 2.
En cuanto a la eliminacio´n de redundancias en la deﬁni-
cio´n de las regiones, la proposicio´n 1 es igualmente va´lida. No
obstante, el procedimiento en este caso sı´ diﬁere en el modo
de obtener que´ regiones son adyacentes. Para la particio´n Xi,
sigue siendo habitual tener dicha informacio´n tras obtener la
solucio´n explı´cita del problema convexo. Sin embargo, para la
particio´n Ti−1 esto no es posible, puesto que las regiones ya
no se corresponden con regiones crı´ticas asociadas a diferentes
conjuntos de restricciones activas de un mismo problema. Por
tanto, es necesario disen˜ar otro me´todo. Para ello, se formulan
las siguientes proposiciones:
Proposicio´n 2. Dadas dos regiones diferentes de una misma
particio´n lineal Xi, X1 := {x ∈ Rn|L1x ≤ W1} y X2 := {x ∈
R
n|L2x ≤ W2}:
dim(X1 ∩ X2) = n − 1 si X1 y X2 son adyacentes.
dim(X1 ∩ X2) < n − 1 si X1 y X2 no son adyacentes.
Prueba 2. Al pertenecer ambas regiones a una misma parti-
cio´n, se tiene int(Xi)∩ int(Xj) = ∅ y por tanto dim(X1∩X2) < n.
Teniendo en cuenta que, por deﬁnicio´n, dos regiones son adya-
centes si dim(X1∩X2) = n−1, la proposicio´n queda demostrada.

Proposicio´n 3. Dos regiones de una particio´n Ti = Ti−1 ∩ Xi:
T i1 = T
i−1
1 ∩ X1
T i2 = T
i−1
2 ∩ X2
sera´n adyacentes si y so´lo si se cumple una de estas tres condi-
ciones:
T i−11 = T
i−1
2 y X1 es adyacente a X2 con una interseccio´n
S 1 = X1 ∩ X2 que cumple dim(S 1 ∩ T i−11 ) = n − 1.
X1 = X2 y T i−11 es adyacente a T
i−1
2 con una interseccio´n
S 2 = T i−11 ∩ T i−12 que cumple dim(S 2 ∩ X1) = n − 1.
T i−11 es adyacente a T
i−1
2 a trave´s de un hiperplano h, X1
es adyacente a X2 por el mismo hiperplano y dim(S 1 ∩
S 2) = n − 1.
Prueba 3. Si T i1 y T
i
2 son adyacentes, por deﬁnicio´n su inter-
seccio´n tiene dimensio´n n − 1. Podemos reescribir dicha inter-
seccio´n como:
T i1 ∩ T i2 = (T i−11 ∩ X1) ∩ (T i−12 ∩ X2) =
= (X1 ∩ X2) ∩ (T i−11 ∩ T i−12 ) = S 1 ∩ S 2
Demostraremos en primer lugar la necesidad de las condicio-
nes expuestas. Para que T i1 ∩ T i2 sea de dimensio´n n − 1, S 1 y
S 2 tienen que ser, como mı´nimo, de dimensio´n n− 1. Se pueden
distinguir tres casos diferentes:
dim(S 1) = n − 1 y dim(S 2) = n. Por la proposicio´n 2,
T i−11 y T
i−1
2 tienen que ser la misma regio´n y X1 y X2 ad-
yacentes. Para que T i1∩T i2 no este´ vacı´a, se debe cumplir
tambie´n S 1 ∩ X2  ∅.
dim(S 1) = n y dim(S 2) = n−1. Por la proposicio´n 2, T i−11
y T i−12 tienen que ser adyacentes y X1 = X2 = S 1 la mis-
ma regio´n. En este caso, para que T i1 ∩ T i2 no este´ vacı´a,
se debe cumplir S 2 ∩ X1  ∅.
dim(S 1) = dim(S 2) = n − 1. Como se ha visto en la pro-
posicio´n 2, esto implica que T i−11 y T
i−1
1 son adyacentes
y que X1 y X2 tambie´n lo son. Adema´s, la interseccio´n
de las dos intersecciones S 1 ∩ S 2 so´lo sera´ de dimensio´n
n − 1 si corresponde al mismo hiperplano.
dim(S 1) = n y dim(S 2) = n. En este caso, por la propo-
sicio´n 2 T i−11 = T
i−1
2 y X1 = X2, por lo que T
i
1 = T
i
2 y se
trata de un caso trivial.
En cuanto a la suﬁciencia, hay que probar que si se cumplen
las condiciones de cada uno de los tres supuestos, T i1 y T
i
2 sera´n
adyacentes, o lo que es lo mismo que dim (T i1 ∩ T i2) = n − 1.
Si T i−11 = T
i−1
2 , X1 y X2 son adyacentes y dim(S 1∩T i−11 ) =
n − 1:
T i1 ∩ T i2 = S 1 ∩ S 2 = S 1 ∩ T i−11
Por tanto, dim(T i1 ∩ T i2) = n − 1
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Si X1 = X2, T i−11 y T
i−1
2 son adyacentes y dim(S 2 ∩ X1) =
n − 1:
T i1 ∩ T i2 = S 1 ∩ S 2 = S 2 ∩ X1
Por tanto, dim(T i1 ∩ T i2) = n − 1
Si dim(S 1 ∩ S 2) = n − 1, es trivial que las regiones son
adyacentes.

Ejemplo 2. La ﬁgura 2 muestra las regiones de dos particio-
nes lineales, X y T1. Si se intersectan ambas particiones, se
obtiene la particio´n T2 (ﬁgura 3). En e´sta se pueden observar
regiones adyacentes de los tres tipos diferentes contemplados
en la proposicio´n 3:
T 21 = X1 ∩ T 11 es adyacente a T 22 = X1 ∩ T 12 .
T 21 es adyacente a T
2
3 = X2 ∩ T 11 .
T 22 es adyacente a T
2
5 = X3 ∩ T 13 puesto que X1 es ad-
yacente a X3 a trave´s del mismo hiperplano que T 12 es
adyacente a T 13 .
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Figura 2: Regiones de las particiones X y T1.
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Figura 3: Regiones de la particio´n T2 = X ∩ T1.
Es importante notar que, para los dos primeros supuestos de la
proposicio´n 3, la comprobacio´n de si dos regiones T i1 y T
i
2 son
adyacentes se puede realizar de manera sencilla en la iteracio´n
anterior, cuando se han eliminado las redundancias de dichas
regiones. Supongamos que se tienen dos particiones, X1 y X2 y
que se parte de las regiones X11 y X12 que son adyacentes, y de
una regio´n X21 que, tras resolver el problema (13), se comprue-
ba que tiene interseccio´n no nula con las anteriores. Si se sigue
el procedimiento que se ha descrito en el algoritmo 2, para eli-
minar las posibles redundancias de X11 ∩ X21 y de X12 ∩ X21 es
necesario comprobar el hiperplano h correspondiente a la face-
ta comu´n a ambas regiones. Es evidente que el supuesto de la
proposicio´n, dim(X11 ∩ X12 ∩ X21) = n − 1 es cierto si y so´lo si
h no es redundante en las dos regiones.
Por tanto, cuando se comprueba la redundancia de un hiper-
plano en dos regiones (X1∩T i−11 ) y (X2∩T i−11 ), o bien se elimina
de al menos una de ellas (en cuyo caso no es posible que sean
adyacentes a trave´s del hiperplano en cuestio´n), o bien las dos
regiones son adyacentes.
En cuanto al tercer supuesto de la proposicio´n, representa
un tipo de regiones adyacentes que so´lo se producira´ en casos
muy particulares, cuando haya hiperplanos coincidentes en la
descripcio´n de las diferentes zonas de restricciones. Si esto se
detecta, puede formularse un LP con las desigualdades de todas
las regiones que intervienen para obtener S 1 ∩ S 2 y comprobar
su dimensio´n.
Una vez comprobado que´ regiones son adyacentes, es po-
sible aplicar el algoritmo 2 a partir del paso 2, lo que permite
obtener todas las regiones lineales sin redundancias.
Una vez se ha realizado la interseccio´n de regiones, es con-
veniente aplicar de nuevo el algoritmo de unio´n 4 para las re-
giones con la misma solucio´n, ya que si alguna se puede unir se
reduce el nu´mero de problemas de suma de cuadrados a realizar.
5.3. Eliminacio´n de las soluciones no o´ptimas
Una vez realizada la interseccio´n de las regiones lineales
y eliminadas sus redundancias, nos encontramos en el punto 5
del algoritmo 5, con una serie de conjuntos de regiones W ji =
{Xjk ∩ Xil|Xjk ∈ T ji−1, Xil ∈ Xi}. Las regiones Xjk, son aquellas
que en la particio´n anterior tenı´an j posibles soluciones por lo
que, al intersectarlas con una regio´n de la nueva particio´n, Xil,
a priori tienen j + 1 posibles soluciones.
Al igual que se vio en la seccio´n 4.3, es importante, desde el
punto de vista del coste computacional del algoritmo en lı´nea,
decidir cua´ndo la regio´n de interseccio´n tiene efectivamente j+
1 posibles soluciones o cua´ndo son menos, porque algunas de
ellas quedan descartadas al ser peor que las dema´s para todos
los puntos de la regio´n lineal.
Dada una determinada regio´n lineal deW ji :
Xr := {x ∈ Rn|Lrx ≤ Wr}
para decidir cuando una de las soluciones aﬁnes posibles, k, es
una de las factibles en Xr es necesario comprobar si, en algu´n
subconjunto de dicha regio´n, el ı´ndice de coste asociado a la
solucio´n afı´n, VOPTk , es menor que todos los ı´ndices de coste
asociados al resto de soluciones. Para ello, se ha de resolver un
problema de consistencia de la siguiente forma:{
Lrx ≤ Wr
VOPTk ≤ VOPTl l = {1 . . . ( j + 1)}\{k}
(20)
Si el problema anterior es consistente, existe algu´n subconjunto
de Xr para el que el menor ı´ndice de coste es el asociado a la
solucio´n k, y por tanto dicha solucio´n es una de las posibles.
El problema (20) es de nuevo un caso particular de (6), y
por tanto puede resolverse como un problema de suma de cua-
drados. En este caso no existen restricciones de igualdad ( fi(x))
y las restricciones de desigualdad gi(x) son de dos tipos:
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Desigualdades lineales que deﬁnen Xr (tantas como ﬁlas
tienen las matrices Lr y Wr).
j curvas cuadra´ticas de la forma VOPTl (x) − VOPTk (x) ≥ 0.
Una vez resuelto un problema SOS de la forma (20), se sabe
si una determinada solucio´n afı´n, k, es una de las factibles en
la regio´n. Para comprobar todas las soluciones sera´ por tanto
necesario resolver j + 1 problemas.
Es interesante tratar de forma ligeramente diferente el caso
particular de j = 1, puesto que las regiones de W1i se forman
intersectando las regiones pertenecientes a T1i−1 con las pertene-
cientes aXi. Por deﬁnicio´n, las regiones pertenecientes a dichas
particiones tienen una u´nica solucio´n afı´n en cada una de ellas.
Por tanto, al igual que en la seccio´n 4.3, puede resolverse me-
diante un u´nico SOS con restriccio´n de igualdad (16) y, en el
caso de que el problema no sea consistente, comprobar despue´s
cua´l de las dos soluciones es la o´ptima en la regio´n.
Otra consideracio´n a tener en cuenta que, si bien no reduce
el nu´mero de SOS a resolver, sı´ hace que algunos de estos pue-
dan ser ma´s sencillos, es ir progresivamente eliminando de las
comprobaciones aquellas soluciones que no son factibles. Es
decir, si se resuelve un primer problema (21) y se obtiene que
el problema no es factible, se tiene la certeza de que la primera
solucio´n nunca va a ser la mejor en la regio´n Xr. Por tanto, en
el siguiente SOS a resolver puede eliminarse una de las restric-
ciones cuadra´ticas (22), lo que en general hara´ que sea menos
costoso. {
Lrx ≤ Wr
VOPT1 ≤ VOPTl l = {2 . . . ( j + 1)}
(21)
{
Lrx ≤ Wr
VOPT2 ≤ VOPTl l = {3 . . . ( j + 1)}
(22)
El algoritmo 6 resume el procedimiento para obtener que´ solu-
ciones son factibles para j > 1 (para j = 1, como se ha visto, es
aplicable el algoritmo 3).
Con este procedimiento se ha resuelto el punto 5 del algo-
ritmo 5. El punto 6 es directo, puesto que consiste simplemente
en reasignar las regiones enW ji en los diferentes T
j
i en funcio´n
de cuantas de las soluciones han resultado ser factibles.
5.4. Minimizacio´n del nu´mero de regiones
Por u´ltimo, el paso 7 del algoritmo 5 consiste en unir aque-
llas regiones adyacentes con una misma solucio´n afı´n (que por
tanto debe ser u´nica en cada una de ellas). Para ello, se aplica
un algoritmo igual al 4 para las regiones correspondientes.
6. Justiﬁcacio´n del algoritmo
Como se vio en la seccio´n 3, el problema de control pre-
dictivo (10) cuya resolucio´n se plantea, puede reescribirse de la
forma (12) y por tanto resolverse mediante la comparacio´n de
los mı´nimos que se consiguen en cada uno de los γ problemas
convexos, que pueden resolverse de manera explı´cita como se
vio en la seccio´n 2.
Algoritmo 6 Obtencio´n de regiones factibles en Xr para j > 1.
1. Para cada regio´n Xr = Ti−1 ∩ Xi obtener el conjunto de
j + 1 soluciones posibles como la unio´n de las solucio-
nes factibles de las regiones que lo forman: S P(Xr) =
S F(Ti−1) ∪ S F(Xi)
2. Inicializar el conjunto de soluciones no factibles:
S NF(Xr) = ∅.
3. Tomar k como la primera solucio´n de S P(Xr)
4. Resolver el problema SOS:
{
Lrx ≤ Wr
VOPTk ≤ VOPTl l = {1 . . . ( j + 1)}\{S NF(Xr) ∪ k}
Si el problema es factible, S F(Xr) = S F(Xr) ∪ k.
Si el problema no es factible, S NF(Xr) =
S NF(Xr) ∪ k.
5. Si quedan soluciones sin explorar de S P(Xr), tomar k co-
mo la siguiente y volver a 4.
Resulta sencillo de ver que, desde el punto de vista del tiem-
po de co´mputo fuera de lı´nea, esta alternativa es mucho ma´s
simple, puesto que so´lo requiere la resolucio´n explı´cita de los
problemas convexos, sin necesidad de realizar la interseccio´n
de particiones ni las optimizaciones de suma de cuadrados usa-
das en el algoritmo propuesto. No obstante, si el objetivo funda-
mental es conseguir un algoritmo en lı´nea con un coste mı´nimo,
el algoritmo propuesto presenta ventajas respecto a la resolu-
cio´n y comparacio´n de los problemas convexos.
Una solucio´n explı´cita (5) puede calcularse en lı´nea de for-
ma muy eﬁciente mediante la construccio´n de un a´rbol de bu´s-
queda binario. En este contexto, los a´rboles binarios fueron in-
troducidos en (Tøndel et al., 2003b) como una alternativa mu-
cho ma´s eﬁciente que la bu´squeda secuencial para la evalua-
cio´n de funciones aﬁnes a tramos deﬁnidas sobre particiones
polie´dricas. Los a´rboles binarios son estructuras de datos for-
madas por varios nodos, cada uno de ellos con una desigualdad
asociada d(x) y dos nodos hijos, en el caso de los nodos no-hoja,
o una expresio´n afı´n, en el caso de los nodos hoja. El a´rbol se
recorre partiendo del nodo raı´z y decidiendo a que´ nodo ir a
continuacio´n comprobando el signo de la desigualdad corres-
pondiente. El proceso se repite hasta que se alcanza un nodo
hoja, y por tanto una funcio´n afı´n. Se deﬁne la profundidad del
a´rbol binario D como el nu´mero de desigualdades que es ne-
cesario comprobar en el peor caso para llegar a un nodo hoja.
En (Tøndel et al., 2003b) se muestra como la profundidad de
un a´rbol es una funcio´n logarı´tmica del nu´mero de regiones que
deﬁne la particio´n, Nr:
D =
⌈
lnNr
lnα
⌉
(23)
donde α es un para´metro que representa el equilibrado del a´rbol.
Por tanto, dado un valor del vector de estados, el coste de
obtener la accio´n de control para una particio´n lineal para la
que se dispone de un a´rbol binario es comprobar el signo de un
Documento descargado de http://www.elsevier.es el 26/04/2012. Copia para uso personal, se prohíbe la transmisión de este documento por cualquier medio o formato.
178 Emilio Pérez et al. / Revista Iberoamericana de Automática e Informática industrial 8 (2011) 167–181 
determinado nu´mero de hiperplanos (en el peor caso la profun-
didad del a´rbol, Di) y calcular la ley de control.
Para el problema no convexo, el coste en lı´nea del algorit-
mo consistente en resolver los subproblemas convexos corres-
ponderı´a a comprobar
∑γ Di hiperplanos, calcular γ ı´ndices de
coste cuadra´ticos y buscar cua´l de ellos es mı´nimo, y calcular
la ley de control correspondiente.
Por contra, el algoritmo propuesto requiere recorrer un a´rbol
de profundidad D, buscar el mı´nimo ı´ndice de coste entre un
ma´ximo de γ funciones cuadra´ticas y calcular la ley de con-
trol correspondiente. En este punto, es interesante notar que el
nu´mero de regiones de la particio´n ﬁnal, N, es como ma´ximo el
producto del nu´mero de regiones de cada una de las particiones
de los problemas convexos, Ni, pero, para la mayorı´a de casos,
muchas de las intersecciones son vacı´as y adema´s es posible
unir regiones con la misma solucio´n, por lo que N <<
∏
Ni.
Por tanto, al ser la profundidad de los a´rboles una funcio´n lo-
garı´tmica, se tiene D <<
∑
Di, lo que hace que el algoritmo en
lı´nea para la solucio´n propuesta sea en general mucho menos
costoso.
Otro aspecto importante para analizar los algoritmos en lı´-
nea es la cantidad de memoria necesaria para su implementa-
cio´n. De hecho, e´ste es un aspecto crucial para muchas apli-
caciones, puesto que el uso de memoria es en muchos casos
el cuello de botella que impide el uso de un control predictivo
explı´cito en lugar de la optimizacio´n en lı´nea (Johansen et al.,
2007).
Para el caso del algoritmo de los subproblemas, es necesa-
rio almacenar la estructura de los γ a´rboles binarios (todos los
hiperplanos que deﬁnen las diferentes regiones y dos punteros
para cada uno de los nodos del a´rbol), adema´s de todas las leyes
de control posibles y los ı´ndices de coste asociados a cada una
de ellas. Sin embargo, para el algoritmo propuesto, se consigue
una reduccio´n de memoria considerable debido a tres motivos
diferentes. En primer lugar, el nu´mero de hiperplanos a almace-
nar es, en el peor caso, el mismo que se necesita para almacenar
las particiones solucio´n de los problemas convexos, puesto que
las regiones de la particio´n ﬁnal esta´n formadas por intersec-
cio´n de las regiones de e´stas u´ltimas. No obstante, el nu´mero
de hiperplanos puede ser menor debido a los procedimientos de
eliminacio´n de redundancias y unio´n de regiones con la misma
solucio´n. En segundo lugar, puede que no sea necesario almace-
nar algunas de las leyes de control obtenidas para los problemas
convexos, puesto que e´stas no sean o´ptimas para ningu´n punto
del espacio de estados. Por u´ltimo, la reduccio´n de memoria
ma´s signiﬁcativa se produce por el hecho de que ya no es ne-
cesario almacenar todos los ı´ndices de coste, sino u´nicamente
aquellos que corresponden a regiones con ma´s de una solucio´n
posible.
7. Problema subo´ptimo simpliﬁcado
En las secciones anteriores, se ha planteado una metodo-
logı´a para obtener la solucio´n explı´cita al problema de optimi-
zacio´n (10). Aunque dicha metodologı´a es adecuada cuando se
trabaja con un nu´mero γ de poliedros Ti no demasiado eleva-
do, por la propia naturaleza no convexa del problema de opti-
mizacio´n resulta complicada de implementar a medida que γ
aumenta. Esto es ası´ fundamentalmente por dos motivos: γ es
el nu´mero de particiones del espacio de estados que es necesa-
rio intersectar y, adema´s, el nu´mero de problemas de suma de
cuadrados que es necesario resolver en el peor de los casos para
cada regio´n lineal. Por tanto, resulta interesante plantear algu-
na alternativa para el caso en que un γ elevado no permita la
obtencio´n de la solucio´n explı´cita buscada.
Si se deﬁne γ f como el nu´mero de poliedros convexos cuya
unio´n deﬁne X¯ f , si todos los Ti son factibles se tiene
γ = (γu)M(γx)N−1γ f
Por tanto, existen fundamentalmente dos posibilidades directas
para disminuir γ: reducir el nu´mero de regiones convexas admi-
sibles para los conjuntos de restricciones X¯, U¯ o X¯ f y reducir
los horizontes de control M o prediccio´n N. La primera opcio´n
implica reducir el espacio de restricciones del sistema, mientras
que la segunda puede impedir la eleccio´n del ajuste del contro-
lador que se considere o´ptima. Por tanto, ambas posibilidades
pueden suponer una disminucio´n no aceptable en la calidad de
la respuesta o en la regio´n de atraccio´n que se pueden conseguir
con el sistema en bucle cerrado.
Si las posibilidades anteriores no son viables, otra opcio´n
surge mediante una combinacio´n de ambas, teniendo en cuenta
la ﬁlosofı´a del horizonte mo´vil del control predictivo. La idea
es, considerando que so´lo se aplican las m primeras acciones de
control, aplicar las restricciones exactas a dichas acciones de
control pero sustituirlas por un nuevo espacio de restricciones
convexo para las acciones de control y/o los estados siguien-
tes. De una manera ma´s general, se aplican las restricciones de
manera exacta a L < M ≤ N acciones de control, y un nuevo
conjunto de restricciones convexo al resto de acciones de con-
trol (24).
PsoN,M : VsoN,M(x) := min 12uT Hu + uT Fx,
sujeto a:
uk ∈ U¯ | k = 0, . . . , L,
uk ∈ U0 | k = L + 1, . . . ,M − 1,
uk = 0 para k = M, . . . ,N − 1,
fk(x, u0, . . . , uk−1) ∈ X¯ | k = 1, . . . , L,
fk(x, u0, . . . , uk−1) ∈ X0 | k = L + 1, . . . ,N − 1,
fN(x,u) ∈ X f0
(24)
donde U0, X0 y X f0 son poliedros convexos que contienen el
origen de sus respectivos espacios y esta´n, a su vez, contenidos
en U¯, X¯ y X¯ f respectivamente.
Con esta simpliﬁcacio´n, si se agrupan las acciones de con-
trol futuras en un vector como se hizo con el problema original,
se obtendra´ un menor nu´mero γ de conjuntos Ti, en concreto
(γu · γx)L.
Por otra parte, el comportamiento del sistema en bucle ce-
rrado no tiene por que´ verse afectado gravemente, puesto que es
de esperar que los u´ltimos elementos de la secuencia de control
o´ptima y la trayectoria predicha asociada a e´sta se encuentren
en un entorno cercano a los respectivos origenes de ambos es-
pacios.
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8. Ejemplo
Se desea obtener un controlador explı´cito para el sistema
de dos entradas y una salida con perı´odo de muestreo Ts = 1s
descrito por su representacio´n en espacio de estados:
{
xk+1 = Axk + Buk
yk = Cxk
A =
⎡⎢⎢⎢⎢⎢⎣ 0,6065 0
0 1
⎤⎥⎥⎥⎥⎥⎦ B =
⎡⎢⎢⎢⎢⎢⎣ 1 0
0 1
⎤⎥⎥⎥⎥⎥⎦ C = [ 0,7869 1 ]
y sujeto a unas restricciones sobre los estados {−15 ≤ x1 ≤
15;−10 ≤ x2 ≤ 10} y sobre las acciones de control U¯ = U1∪U2
donde:
U1 :=
{
u ∈ R2
∣∣∣∣∣∣ −1 ≤ u1 ≤ 3−1 ≤ u2 ≤ 1
}
U2 :=
{
u ∈ R2
∣∣∣∣∣∣ 1 ≤ u1 ≤ 31 ≤ u2 ≤ 3
}
El espacio de restricciones ası´ deﬁnido es claramente no con-
vexo, como se muestra en la ﬁgura 4.
−2 −1 0 1 2 3 4
−2
−1
0
1
2
3
4
x1
x 2
U1
U2
Figura 4: Restricciones sobre accio-
nes de control.
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Figura 5: Restriccio´n terminal.
Adema´s, con objeto de garantizar la estabilidad del siste-
ma en bucle cerrado, se an˜ade una restriccio´n terminal sobre el
estado xN ∈ X f como la que se muestra en la ﬁgura 5.
Los para´metros de disen˜o del controlador se escogen de la
siguiente manera:
M = N = 5, Q = 0,1, R = I
La matriz de ponderacio´n del estado ﬁnal, P, se obtiene resol-
viendo la correspondiente ecuacio´n algebraica de Ricatti.
Inicialmente, es necesario escribir el problema de optimizacio´n
a resolver de la forma (12).
Para ello, se forman las regiones de restricciones Ti. Dado
que el horizonte elegido es M = N = 5 y que so´lo existen
restricciones no convexas sobre las acciones de control, se tiene
γ = 25 = 32).
De esta forma, se tienen 32 subproblemas de optimizacio´n con
restricciones lineales, sobre los que se resuelven los respectivos
problemas mpQP obteniendo particiones del espacio de estados
deﬁnidas con un nu´mero variable de regiones entre 13 y 42.
Aplicando el algoritmo propuesto, se obtiene la particio´n
que se muestra en la ﬁgura 6. Dicha particio´n esta´ formada por
210 regiones, 128 de ellas con una u´nica solucio´n, 70 con dos
soluciones y 12 con tres.
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Figura 6: Solucio´n ﬁnal N = 5. Particio´n del estado.
Para la obtencio´n de esta solucio´n, ha sido necesaria la reso-
lucio´n de 6668 problemas de suma de cuadrados, y el procedi-
miento en su totalidad ha empleado 1686 segundos en un Intel
core i5 750 a 2.66 GHz.
Es interesante analizar la solucio´n obtenida en te´rminos de
la simplicidad del algoritmo en lı´nea para su implementacio´n.
Para ello, segu´n (23) y asumiendo un valor conservativo de
α = 0,66 (Tøndel et al., 2003b), se tiene una profundidad espe-
rada del a´rbol binario de: D = 13. Por tanto, en el peor de los
casos en algoritmo en lı´nea debera´ calcular el signo de 13 hiper-
planos, calcular y buscar el mı´nimo entre 3 funciones cuadra´ti-
cas y aplicar una ley de control.
Por contra, si no se obtiene la solucio´n explı´cita ﬁnal, serı´a
necesario obtener 32 a´rboles binarios para los que la suma de
las profundidades esperadas es de
∑
Di = 260. Tras la compro-
bacio´n de dicho nu´mero de hiperplanos, serı´a necesario calcular
y buscar el mı´nimo entre 32 funciones cuadra´ticas y, por u´ltimo,
calcular y aplicar una ley de control.
En te´rminos de memoria, como se ha analizado, el algorit-
mo propuesto requiere el almacenamiento de, como ma´ximo,
el mismo nu´mero de hiperplanos que el algoritmo basado en
los subproblemas convexos. El nu´mero de leyes de control se
reduce de las 809 que requiere el algoritmo de los subproble-
mas (una para cada una de las regiones que en total deﬁnen las
32 particiones) a las 304 del algoritmo propuesto (128 para las
regiones con una u´nica solucio´n, 140 para las 70 regiones con
dos soluciones y 36 para las de tres). Por u´ltimo, el nu´mero de
funciones cuadra´ticas es signiﬁcativamente inferior: de las 809
funciones del algoritmo de los subproblemas a u´nicamente 176
para el algoritmo propuesto (para las regiones con ma´s de una
solucio´n).
Si la solucio´n obtenida au´n se considera demasiado com-
pleja para su implementacio´n, una alternativa es aplicar la sim-
pliﬁcacio´n propuesta en la seccio´n 7. En concreto, se toma una
L = 2 y unas restricciones simpliﬁcadas sobre la accio´n de con-
trol U0 = U1.
En este caso, se tiene un problema deﬁnido por 4 conjuntos
Ti. Tras la aplicacio´n de la metodologı´a propuesta, se obtiene
una particio´n deﬁnida por 86 regiones, 67 con una u´nica solu-
cio´n, 12 con dos y 7 con tres. Para la obtencio´n de esta solucio´n,
se han resuelto 425 problemas de suma de cuadrados y se han
empleado un total de 126 segundos.
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N=5 N=2 N=5,L=2
x0 = [−15 7,6]T 8.98 9.60 8.98
x0 = [15 5,1]T 51.47 51.47 51.47
x0 = [15 − 12,3]T 23.58 29.89 23.66
x0 = [−15 − 9,8]T 93.28 94.71 93.28
Tabla 1: I´ndice de coste J.
Para este problema, la regio´n de factibilidad coincide con la
obtenida para el caso de N = 5.
A efectos de comparacio´n, es conveniente deﬁnir un tercer
controlador con N = 2. Para este caso, el problema tiene una
complejidad similar a la del problema con N = 5 y L = 2,
puesto que tiene el mismo nu´mero de conjuntos Ti, 4. La solu-
cio´n explı´cita para este controlador es la mostrada en la ﬁgura
7, y esta´ deﬁnida por 47 regiones (31 con una solucio´n, 11 con
dos y 4 con tres) obtenidas mediante 196 problemas de suma de
cuadrados con un tiempo total de 52 segundos.
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Figura 7: Solucio´n ﬁnal N = 2. Particio´n del estado.
Puede comprobarse como con este u´ltimo controlador, la
regio´n de factibilidad obtenida es menor que la de los dos pro-
blemas anteriores.
Adema´s, se compara el coste obtenido J =
∑
(yTk Qyk +
uTk Ruk) para las trayectorias con cada uno de los tres controlado-
res desde varios estados iniciales incluidos en las tres regiones
de factibilidad hasta alcanzar el origen. El cuadro 1 muestra el
resultado obtenido. Puede comprobarse como, en el peor de los
casos, la trayectoria para el controlador con N = 2 es hasta un
26,8% ma´s desfavorable que para N = 5. Sin embargo, el con-
trolador N = 5, L = 2, que se obtiene con un coste similar, es
u´nicamente un 0,4% ma´s desfavorable.
9. Conclusiones
En este trabajo, se ha planteado un procedimiento para el
ca´lculo de la solucio´n explı´cita del problema de control pre-
dictivo con restricciones polie´dricas no convexas. La metodo-
logı´a esta´ basada en el ca´lculo de la solucio´n explı´cita de los
problemas deﬁnidos con restricciones polie´dricas y en la inter-
seccio´n, eliminacio´n de soluciones redundantes (mediante pro-
gramacio´n de suma de cuadrados) y unio´n de las regiones de
las diferentes particiones. Se ha realizado una justiﬁcacio´n de
la metodologı´a propuesta frente a la resolucio´n y comparacio´n
de costes de los subproblemas convexos basada en la reduccio´n
de coste del algoritmo en lı´nea. Adema´s, se ha introducido una
solucio´n subo´ptima del problema, que reduce tanto el coste en
lı´nea como el nu´mero de problemas de optimizacio´n a resol-
ver fuera de lı´nea. Por u´ltimo,se muestra el funcionamiento de
la metodologı´a propuesta mediante un ejemplo, sobre el que se
discuten todos los puntos anteriores.
English Summary
Explicit Solution to Predictive Control of Linear Sys-
tems Subject to Non-convex Constraints
Abstract
This paper presents an explicit solution to predictive control
of linear systems subject to non-convex polyhedral constraints.
The constraints are modeled as the union of ﬁnite number of
polyhedra. The algorithm is based on the computation of the
explicit solution of the problems subject to convex constraints
deﬁned by those polyhedra. The regions of the partitions ob-
tained this way are intersected such that the new set of regions
has as many possible solutions as convex problems are solved.
By means of sum-of-squares programming, the non-optimal so-
lutions are removed. Then a union of regions which share the
same set of solutions is performed. Furthermore a suboptimal
solution which can be used when the original methodology is
too expensive is presented. Finally, some results are shown in
an example.
Keywords:
Predictive Control Multiparametric Programming Non-convex
Constraints Sum-of-squares.
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