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0. INTRODUCTION AND STATEMENT OF THE MAIN RESULT
Consider the problem of existence of positive solutions to the system
(S) ˛ −Dp1u=|v|q1 sign v in W, u=0 on “W,
−Dp2v=|u|
q2 sign u in W, v=0 on “W,
where W=BR is a ball in RN, p1, p2 > 1, q1, q2 > 0 and Dp is the p-Laplace
operator defined by Dp(.)=div(|N(.)|p−2 N(.)) with p > 1. In the case p1 ]
p2, this problem has no variational structure and a natural approach to
solve it is to find a priori L. estimates for positive solutions and to use a
degree or a continuation argument. This program has been carried out in
[8] (see also [9]) for radially symmetric solutions. The a priori estimates
have been established by using a blow up procedure. This procedure was
already used by Gidas and Spruck (see [20]) for a general domain. In the
blow up approach, the basic idea is to reduce the problem of finding
a priori estimates to that of establishing nonexistence of nontrivial positive
solutions for the corresponding system in RN (Liouville type theorem).
In [8], such Liouville type theorems have been proved under certain
assumptions of superlinearity and subcriticality for positive radially sym-
metric solutions. These non existence results are optimal if in problem (S)
in RN equalities are replaced by inequalities. Optimal conditions in the case
of equality even for radially symmetric solutions are still unknown.
A natural question is to know whether these a priori estimates hold for
more general bounded domains of RN with smooth boundary. One goal of
this paper is to establish the a priori estimates for positive solutions to the
problem
˛ −Dpu(x)=f(u(x)) in W,
u=0 on “W,
(1)
where 1 < p [ 2, W is convex and f: RQ R+=[0,+.) is continuous and
satisfies f(0)=0. As a consequence of this result we obtain not only the
existence of nontrivial positive solutions to (1) but also the existence of a
continuum of positive solutions to the nonlinear eigenvalue problem
˛ −Dpu(x)=f(u(x)+t) in W,u=0 on “W,
t \ 0,
(2)
with f(u) satisfying
,C0, C1 > 0 such that C0 |u|q [ f(u) [ C1 |u|q -u ¥ R+, (3)
where q > p−1. Observe that in the case C0=C1, the existence of a non-
trivial solution to (1) can be obtained by a simple variational argument
based on the compactness of a Sobolev imbedding (see, for example, [34,
35]). In the case C0 ] C1, the existence of solutions can be obtained by
variational methods under an additional condition which implies Palais–
Smale. For the case p=2, see [24, Remark 1.2 following Theorem 1.1].
This paper is organized as follows. In Section 1, an appropriate notion of
solution for problem (2) is given (see (5)). Some well known properties of
the p-laplacian operator are also recalled for the sake of completeness.
In Section 2, a variant of a theorem of Rabinowitz is used to show the
existence of a continuum C of positive solutions of (2) in R+×C1(W¯)
emanating from (0, 0) under the assumption that f is o(|u|p−1) near zero.
This continuum has the property that if C 5 ({0}×C1(W¯))={(0, 0)}, then
C has to be unbounded in R+×C1(W¯). Consequently the existence of a
positive nontrivial solution to problem (2) for t=0 by means of continua-
tion approach is guaranteed if the following a priori estimates on u and t
are satisfied:
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(i) tg := sup
(t, u) ¥ C
t <.,
(ii) Mg := sup
(t, u) ¥ C
0 < t [ tg
||u||C1(W¯) <..
Observe that by this method, we do not need a priori estimates at t=0 to
show the existence.
In Section 3 (Lemmas 3.1, 3.2), we establish a priori estimates (i), (ii) via
a blow up method by using a Liouville type theorem for the problem
−Dpu \ C |u|q in RN, (4)
where C > 0 is a constant. In this approach, we require some condition on
the location of the maxima of the solutions. The verification of this condi-
tion is obtained in Section 4 in the case of a strictly convex domain with C2
boundary by using some monotonicity results from [12]. With the help of
a Liouville type theorem for (4) with q [ N(p−1)N−p (see the recent papers of
Mitidieri and Pohozaev [26, 27]), we obtain the required a priori bounds.
Combining all these results, we obtain
Theorem 0.1. Let W be a bounded strictly convex domain in RN with C2
boundary. Let 1 < p [ 2 and f satisfy
(1) f: RQ R+ is continuous on R and locally Lipschitz continuous on
(0,+.),
(2) there exist some constants C0, C1 > 0 such that
C0 |u|q [ f(u) [ C1 |u|q
for all u ¥ R+.
If p−1 < q [ N(p−1)N−p , then there exists a constantM> 0 such that
||u||C1+t [M
for all solution (u, t) of problem (2) with t > 0. Moreover, if J denotes the set
of all solutions of (2) and C the component of solutions containing (0, 0),
then C contains a solution of the form (0, u) where u ] 0.
If furthermore f is locally Lipschitz continuous on [0,+.), then the
a priori estimates also hold at t=0.
Remark 0.1. If C0=C1 :=C in assumption (3) that is f(u)=C |u|q and
if W is an open ball in RN, then the results of Theorem 0.1 still hold for
p−1 < q < N(p−1)+pN−p .
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Remark 0.2. The restriction 1 < p [ 2 relies on the fact that we use in
the proof the recent monotonicity and symmetry results from [12] which
are submitted to this condition. It appears that only a C1 regularity of “W
is sufficient to have this monotonicity result, but the strict convexity of the
domain is needed (see [4]).
In Sections 5 to 7, we study the set of solutions of (2). In Section 5, we
obtain a left continuous curve of minimal solutions by using the monotone
iterations method when f satisfies (3) and is increasing. We show by
applying a result from [7] that this curve is contained in the continuum C.
In Section 6 we prove some isolation result for the curve of minimal solu-
tions. This result implies that the set of all solutions of (2) with
f(u)=C |u|q restricted to a cylinder of the form [0, t˜)×{u ¥ C10(W¯) |
||u||C1 [K} for some constants t˜ > 0 and K > 0, exactly consists of a con-
tinuous curve of minimal solutions. In Section 7 we adapt some result from
[17] to obtain some a priori bound on the curve of minimal solutions using
a variational argument.
We use in an essential way results of Anane [3] concerning L. estimates
and regularity, Liebermann [23] and Tolksdorf [37] concerning C1, a
estimates and regularity, and Di Benedetto [14] for the local C1, a
estimates. A similar approach has been used in [18] in the radial case.
Notations. We will denote by C10(W¯) the space {u ¥ C1(W¯) | u(x)=0 for
all x ¥ “W} always equipped with the norm ||u||C1=||u||.+||Nu||. and
C.c (W) the set of all C
. functions with compact support contained in W.
If g ¥ RN, |g| will denote the Euclidean norm of g in RN. In the same
way, if g, gŒ ¥ RN, g .gŒ will refer to the inner product in RN. We shall also
write R+ instead of [0,+.).
In what follows, W will always denote a bounded domain of RN with C2
boundary “W.
1. PRELIMINARIES
In this paper, we consider weak solutions of (2). By this we mean solu-
tions to the following problem
˛FW |Nu|p−2 Nu.Nj dx=FW f(t+u) j dx -j ¥ C.c (W),
u ¥ C10(W¯), t \ 0,
(5)
where 1 < p <. and f: RQ R+ is continuous.
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In the present section we recall some well known properties of the
operator −Dp.
Lemma 1.1. Let W … RN be a bounded domain of class C1, b for some
b ¥ (0, 1) and g ¥ L.(W). Then the problem
˛FW |Nu|p−2 Nu.Nj dx=FW gj dx -j ¥ C.c (W),
u ¥W1, p0 (W), p > 1
(6)
has a unique solution u ¥ C10(W¯). Moreover, if we define the operator K:
L.(W)Q C10(W¯): gW u where u is the unique solution of (6), then K is
continuous, compact and order-preserving.
Proof. The operator K is well defined from W−1, pŒ(W) to W1, p0 (W) (see,
for example, [30]). From the L.-estimates of Anane [3] and the C1, a-
estimates of Liebermann and Tolksdorf [23, 37], it follows that K is con-
tinuous and compact from L.(W) to C10(W¯). The fact that K preserves the
order is a consequence of the following weak comparison principle proved
in [11]. L
Lemma 1.2 (Weak Comparison Principle, Damascelli–Pacella). Let W
be a bounded domain in RN and p > 1. If u, v ¥W1,.(W) are such that
F
W
|Nu|p−2 Nu.Nj dx [ F
W
|Nv|p−2 Nv.Nj dx -j ¥ C.c (W), j \ 0
and u [ v on “W, then u [ v on W.
Now we state a strong comparison principle due to Cuesta and Takacˇ
(see [10]).
Lemma 1.3 (Strong Comparison Principle, Cuesta–Takacˇ). Let W … RN
be a bounded domain whose boundary “W is a connected C2, a-manifold for
some a ¥ (0, 1), 1 < p <.. Let f, g ¥ L.(W) satisfy 0 [ f [ g with f ] g in
W. Assume that u, v ¥W1, p0 (W) are weak solutions of equations
−Dpu=f in W; u=0 on “W,
−Dpv=g in W; v=0 on “W.
Then
0 [ u [ v in W with u ] v and
“v
“n <
“u
“n [ 0 on “W,
where n denotes the outward unit normal to “W.
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We also recall for the sake of completeness the strong maximum prin-
ciple of Vasquez [38].
Lemma 1.4 (Strong Maximum Principle, Vasquez). Let u ¥ C1(W) be
such that Dpu ¥ L2loc(W), u \ 0 a.e. in W, Dpu [ b(u) a.e. in W with b:
[0,.)Q R continuous, nondecreasing, b(0)=0 and either b(s)=0 for some
s > 0 or b(s) > 0 for all s > 0 but >10 (b(s) s)−1/p ds=..
Then if u does not vanish identically on W it is positive everywhere in W.
Moreover, if u ¥ C1(W 2 {x0}) for an x0 ¥ “W that satisfies an interior sphere
condition and u(x0)=0, then
“u
“n (x0) < 0 where n is the outward unit normal
of “W at x0.
We can apply Lemma 1.2 and Lemma 1.4 to obtain the positivity of
solutions of (5):
Lemma 1.5. Let W be a bounded domain of class C1, b for some b ¥ (0, 1)
and 1 < p <.. If u is a solution of problem (5), then u \ 0 on W. If moreover
u(x)=0 for some x ¥ W, then u=0.
Finally we recall a lemma proved by Simon in [33] and Damascelli
in [11] which will be used later.
Lemma 1.6. Let N ¥N0{0} and p ¥ (1,+.). There exist some positive
constants c1, c2 depending on p and N such that for all g, gŒ ¥ RN with
|g|+|gŒ| > 0
| |g|p−2 g−|gŒ|p−2 gŒ| [ c1(|g|+|gŒ|)p−2 |g−gŒ| (7a)
(|g|p−2 g−|gŒ|p−2 gŒ).(g−gŒ) \ c2(|g|+|gŒ|)p−2 |g−gŒ|2. (7b)
2. CONTINUUM OF POSITIVE SOLUTIONS
In this section, we reduce the problem of finding a nontrivial solution to
(5) for t=0 to the problem of establishing a priori estimates for some
solutions of (5).
Theorem 2.1. Let W … RN be a bounded domain of class C1, b for some
b ¥ (0, 1), 1 < p <. and f be a continuous function from R to R+ such that
limuQ 0 (f(|u|)/|u|p−1)=0. Let C denote the component in R+×C
1
0(W¯) of
solutions of
˛FW |Nu|p−2 Nu.Nk dx=FW f(t+|u|) k dx -k ¥ C.c (W),
u \ 0, t \ 0, u ¥ C10(W¯)
218 AZIZIEH AND CLÉMENT
containing (0, 0). If
C 5 ({0}×C10(W¯))={(0, 0)}
then C is unbounded in R+×C10(W¯). In particular, C must contain other
points than (0, 0).
The proof of this result uses a variant of a result of Rabinowitz [31,
Theorem 6.2]. This variant is proved in appendix (Lemma A.2). We are
going to apply Lemma A.2 taking G defined by
G: [0,+.)×C10(W¯)Q C10(W¯) : (t, u)WK(f(t+|u|)), (8)
where K is the inverse of the p-Laplace operator defined in Lemma 1.1 of
the previous section.
The following lemma will imply that G satisfies hypothesis (b) of
Lemma 1.2.
Lemma 2.1. Under the hypothesis of Theorem 2.1, there exists a real
number R > 0 such that if (u, l) ¥ C10(W¯)×[0, 1] is a solution of
˛u=K(lf(|u|)),
u ] 0
(9)
then ||u||C1(W¯) > R.
Proof. Let us suppose by contradiction that there exists a sequence of
solutions (un, ln) of (9) with ||un ||C1(W¯) Q 0 if nQ., un ] 0 for all n ¥N. Let
us define vn :=un/||un ||C1(W¯). Then for all n ¥N, (vn, ln) satisfies the equation
−Dpvn=ln
f(|un |)
||un ||
p−1
C1(W¯)
(10)
in W−1, pŒ(W). Since ||vn ||C1=1 for all n ¥N, by the Ascoli–Arzela theorem,
there exist a subsequence still denoted by (vn) and v ¥ C(W¯) such that
vn Q v uniformly on W¯. By hypothesis on f, the right-hand side of (10)
tends to 0 in L.(W). By Lemma 1.1, this implies vn Q 0 in C1(W¯). This
contradicts ||vn ||C1=1 for all n ¥N. L
Proof of Theorem 2.1. We apply Lemma A.2 of the appendix with
E=C10(W¯) and G defined by (8). Lemma 1.1 implies that G is compact
continuous and satisfies hypothesis (a) of Lemma A.2. Taking R > 0 as in
Lemma 2.1, hypothesis (b)(i) is satisfied. Let us define h: [0, 1]×
B(0, R)Q C10(W¯), where B(0, R) denotes the ball of radius R centered at 0
of C10(W¯), by
h(l, u) :=K(lf(|u|)) -l ¥ [0, 1], -u ¥ B(0, R).
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By Lemma 1.1, h is compact continuous, h(1, .)=G(0, .), h(0, .)=0 and
by Lemma 2.1, u−h(l, u) ] 0 for all u ¥ “B(0, R) and l ¥ [0, 1] and
therefore hypothesis (b)(ii) is satisfied. L
By Theorem 2.1, the existence of a nontrivial solution to (1) is proved as
soon as we have established some a priori bound in R+×C1(W¯) for the
continuum C. In the following sections, we get a priori estimates for
all solutions of (5). In view of the C1, a estimates of Tolksdorf and
Liebermann, it is sufficient to obtain some bound in the L. norm.
3. BLOW UP
In this section, we use the blow up method to reduce the problem of
finding a priori estimates for solutions of (5) to establish some Liouville
type theorem for Eq. (4). For the sake of clarity we shall proceed in two
steps. First we consider the case where f=C |u|q for some positive
constant C.
Lemma 3.1. Let 1 < p <. and (un, tn) be a sequence of solutions of
˛FW |Nun |p−2 Nun .Nj dx=C FW (tn+un)q j dx -j ¥ C.c (W),
un ¥ C10(W¯), un \ 0, tn \ 0
with q > p−1 and such that tn+||un ||. Q+.. Suppose that there exists
d > 0 such that for all n ¥N0, there exists xn ¥ W with un(xn)=||un ||. and
dist(xn, “W) \ d. Then there exists a function w ¥ C1(RN) satisfying
˛FRN |Nw|p−2 Nw.Nk dx=C FRN wqk dx -k ¥ C.c (RN),
w(x) > 0 -x ¥ RN,
||w||.=1.
(11)
Proof. We first prove that there exists a subsequence still denoted by
(un, tn) satisfying
tn
||un ||.
Q 0 with ||un ||. > 0 for all n. (12)
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Observe that if ||un ||.=0 then tn=0. If (tn) is bounded, then (12) is
obvious. Otherwise, we can suppose without loss of generality that tn > 0
for all n ¥N0 and tn Q+.. Let us introduce the change of variable
vn :=
un
tn
, ln :=t
q−p+1
n . (13)
Then for all n ¥N0, (vn, ln) is solution of
F
W
|Nvn |p−2 Nvn .Nv dx=lnC F
W
(1+vn)q v dx -v ¥ C.c (W).
Since ln >W (1+vn)q v \ ln >W v for all v ¥ C.c (W), v \ 0, by the weak com-
parison principle (Lemma 1.2), vn \ v¯n where v¯n ¥ C10(W¯) is the solution of
F
W
|Nv¯n |p−2 Nv¯n .Nv dx=lnC F
W
v dx -v ¥ C.c (W). (14)
Such solutions exist by Lemma 1.1. Let us suppose by contradiction that
supn ¥N0 ||v¯n ||.=C1 <+.. Then taking v=v¯n in (14), we obtain
||v¯n ||
p
1, p [ C1Cln meas(W) (15)
for all n ¥N0. Dividing (14) by ln and fixing v ¥ C.c (W), v \ 0, ] 0, we
obtain
0 < C F
W
v dx [
1
ln
F
W
|Nv¯n |p−1 |Nv| dx -n ¥N0. (16)
Using Hölder inequality and (15),
1
ln
F
W
|Nv¯n |p−1 |Nv| dx [
1
ln
1F
W
|Nv¯n |p dx2 p−1p ||v||1, p,
[ l−
1
p
n (C1C meas(W))
p−1
p ||v||1, p
which tends to 0 for fixed v and nQ., which contradicts (16).
So we have proved that
sup
n ¥N0
||un ||.
tn
=sup
n ¥N0
||vn ||. \ sup
n ¥N0
||v¯n ||.=+..
From now on we suppose that ||un ||. > 0 and (tn/||un ||.)Q 0. Let us
introduce an :=||un ||. and the functions,
wn(y) :=
un(a
−k
n y+xn)
an
-y ¥ Wn, (17)
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where Wn :=a
k
n(W−xn) and k :=
q−p+1
p . By the superlinearity hypothesis
(q > p−1), we have k > 0. Now, for each n ¥N0, wn satisfies˛FWn |Nwn |p−2 Nwn .Nk dy=C FWn 1 tnan+wn 2q k dy,
wn ¥ C10(W¯n), wn \ 0 on Wn, ||wn ||.=1,
(18)
for all k ¥ C.c (Wn). Observe that since an Q+. and k > 0, akn Q+. and
given any closed ball B¯ centered at the origin, there exists n0 ¥N0 such that
B¯ … Wn for all n \ n0. Fixing such a ball, we can use the C1, a local estimates
of Tolksdorf (Theorem 1 in [36]) or of Di Benedetto in [14]. Since
tn/an Q 0, applying Theorem 1 of [36], we get the existence of some
constants C > 0 and a ¥ (0, 1) depending only on N, p, B such that
wn ¥ C1, a(B¯) and ||wn ||C1, a(B¯) [K -n \ n0. (19)
We deduce from (19) the existence of a function w ¥ C1(B¯) and a con-
vergent subsequence wnŒ Q w in C1(B¯). Taking test-functions in C
.
c (B) in
(18) and passing to the limit, we obtain˛FB |Nw|p−2 Nw.Nk dx=C FB |w|q k dx -k ¥ C.c (B),
w ¥ C1(B¯), w \ 0 on B¯,
||w||L.(B)=1.
Moreover, since w ] 0, w(x) > 0 for all x ¥ B by the strong maximum
principle of Vasquez (Lemma 1.4). Taking balls larger and larger and
repeating the argument on the subsequence wnŒ obtained at the previous
step, we can obtain a Cantor diagonal subsequence still denoted by (wnŒ)
which converges in C1 on all compact of RN to a function w ¥ C1(RN)
satisfying
˛FRN |Nw|p−2 Nw.Nk dx=C FRN |w|q k dx -k ¥ C.c (RN),
||w||.=1, w(x) > 0 -x ¥ RN. L
(20)
We now consider the case where f satisfies (3).
Lemma 3.2. Let 1 < p <. and let f: RQ R+ satisfying (3) with p−1
< q. Let (un, tn) be a sequence of solutions of˛FW |Nun |p−2 Nun .Nj dx=FW f(tn+un) j dx -j ¥ C.c (W),
un ¥ C10(W¯), un \ 0, tn \ 0
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such that tn+||un ||. Q+.. Suppose that there exists d > 0 such that for all
n ¥N0, there exists xn ¥ W with un(xn)=||un ||. and dist(xn, “W) \ d. Then
there exists a function w ¥ C1(RN) satisfying
˛FRN |Nw|p−2 Nw.Nk dx \ C0 FRN wqk dx,
w(x) > 0 -x ¥ RN, ||w||.=1
(21)
for all k ¥ C.c (RN), k \ 0, where C0 is a positive constant defined as in
Theorem 0.1.
Proof. As in the proof of Lemma 3.1, we prove the existence of a sub-
sequence still denoted by (un, tn) satisfying (12). Considering the change of
variable (13), (vn, ln) is solution of
F
W
|Nvn |p−2 Nvn .Nv dx=t
1−p
n F
W
f(tn+un) v dx
\ C0ln F
W
(1+vn)q v dx
for all v ¥ C.c (W), v \ 0. Defining v¯n ¥ C10(W¯) by the solution to (14) with C
replaced by C0, it holds as in the proof of Lemma 3.1 that vn \ v¯n and
supn ¥N0 ||v¯n ||.=+.. So we can suppose ||un ||. > 0 for all n and tn/
||un ||. Q 0 for nQ+.. Introducing the sequence (wn) by (17) with the
same definition of k and an, we obtain that for each n ¥N0, wn satisfies
˛FWn |Nwn |p−2 Nwn .Nk dy=a1−p(k+1)n FWn f(tn+anwn) k dy,
wn ¥ C10(W¯n), wn \ 0, ||wn ||.=1
for all k ¥ C.c (Wn). By hypothesis on f and by the definition of k,
C0 : tn
an
+wn :q [ a1−p(k+1)n f(tn+anwn) [ C1 : tn
an
+wn :q -n ¥N0.
Since tn/an Q 0 and (wn) is bounded in L.(W), we can use the C1, a local
estimates of [37] or [14] on a fixed ball B¯ and we get as before the
existence of w ¥ C1(B¯) with wn Q w in C1(B¯) and
F
B
|Nw|p−2 Nw.Nk dx \ C0 F
B
|w|q k dx -k ¥ C.c (B), k \ 0.
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Taking balls bigger and bigger and using Lemma 1.4, we obtain the
existence of a function w ¥ C1(RN) satisfying
˛FRN |Nw|p−2 Nw.Nk dx \ C0 FRN |w|q k dx -k ¥ C.c (RN), k \ 0,
||w||.=1, w(x) > 0 -x ¥ RN. L
Remark 3.1. It is possible to use a different approach to get some
a priori bound for the parameter t in problem (5). Indeed, if we consider
the change of variable (13) in Eq. (5) with t > 0, we obtain the problem
˛FW |Nw|p−2 Nw.Nk dx=l 1−pq−p+1 FW f(l 1q−p+1 (1+w)) k dx,
w ¥ C10(W¯), w(x) > 0 -x ¥ W, l > 0,
(22)
for all k ¥ C.c (W), k \ 0. Using this change of variable, we can prove the
following lemma.
Lemma 3.3. Let p−1 < q and f: RQ R+ satisfy f(u) \ C0 |u|q for some
C0 > 0. Then (22) has no solution for all l \ l1/C0, where l1 is the first
eigenvalue of −Dp on W under homogeneous Dirichlet boundary condition,
i.e.,
l1= inf
u ¥W1, p0 (W)
u ] 0
>W |Nu|p dx
>W |u|p dx
.
In particular, problem (5) has no solution if t \ (l1/C0)1/(q−p+1).
This result is a straightforward consequence of the following result due
to Fleckinger et al. in [15].
Lemma 3.4. If m > l1, then the problem
˛ −Dpu=m |u|p−2 u+h,
u ¥W1, p0 (W), u ] 0,
(23)
where h ¥ L.(W), h \ 0, has no positive solution. Moreover, if m=l1, then
(23) has no positive solution if furthermore h ] 0.
To prove Lemma 3.3, it suffices to remark that if (w, l) is a solution of
(22), then it is a positive solution of (23) with m=C0l and
h=l
1−p
q−p+1 f(l
1
q−p+1(1+w))−lC0 |w|p−1 \ lC0((1+|w|)q−|w|p−1) > 0.
224 AZIZIEH AND CLÉMENT
By hypothesis on f and q and for fixed l \ l1/C0, h satisfies the assump-
tions of Lemma 3.4, which leads to a contradiction.
It is also possible to prove Lemma 3.3 using directly the Diaz–Saa
inequality (cf. [13]) with a solution w of (22) and with tj1 where t > 0 and
j1 > 0 is an eigenfunction of −Dp associated to l1, and letting then t tend
to infinity. In fact, this inequality is used in [15] to prove Lemma 3.4.
In [16] is established some a priori bound for the parameter l for
the problem −Dpu=l exp u, u ¥W1, p0 (W) 5 L.(W). Our method (using
Lemma 3.4) can also be applied to this problem and we obtain the same
bound as in [16]. In [16] was used the isolation of the first eigenvalue of
the p-laplacian operator (cf. [3]). In fact, to prove this isolation result,
Anane in [3] uses a variant of the Diaz–Saa inequality.
4. A PRIORI ESTIMATES
In this section we apply Lemmas 3.1 and 3.2 as well as some versions of
Liouville type theorems for (11) and (21) to obtain some a priori estimates
for the solutions of (5). In order to apply Lemma 3.1, we need to prove the
existence of some positive d depending only on the domain W such that all
solution of (5) possesses a global maximum at a distance to “W greater
or equal to d. Our argument will be inspired by a paper of Hulshof–
van der Vorst (see [22]) where some existence result is proved by blow up
and the moving plane method in the case p=2, 1 < q < N+2N−2 and W convex
smooth. In [12], Damascelli and Pacella apply the moving plane method
to prove some monotonicity and symmetry results for the p-laplacian. In
what follows, we deduce from their results the existence of such a d.
We first establish some geometric lemmas.
Lemma 4.1. Let M … RN be a C2 compact submanifold of dimension
N−1. Then there exist an open set V … RN with M … V and an extension of
IdM to a continuous map r: VQM such that
(1) For x ¥ V and y ¥M, |x−r(x)| [ |x−y| with equality if and only
if y=r(x),
(2) For every x0 ¥M, the fiber r−1(x0) consists of {x ¥ RN | x=x0+
tn(x0)with |t| < r} for some r > 0.
We call V(=Vr) the open tubular neighborhood of M of radius r.
If moreoverM=“W with W convex and bounded, then
{x ¥ RN | x=y+tn(y), 0 < t < 2r, y ¥ “W} … W, (24)
where n(y) denotes the inward unit normal to “W at y.
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Proof. The first part of the lemma is proved in [25, Theorem 9.23] for
a C.-manifold and can be adapted for a C2-manifold. To prove (24), let
us first remark that for all y ¥ “W there exists t > 0 such that y+tn(y) ¥ W.
Moreover, in view of the convexity of W, if for some t > 0, y+tn(y) ¥ W,
then y+sn(y) ¥ W for all s ¥ (0, t). Let t¯ :=sup {t > 0 | y+tn(y) ¥ W} > 0.
Then t¯ is finite since W is bounded and y+t¯n(y) ¥ “W. Moreover, we
have t¯ \ 2r. Indeed, let us suppose by contradiction that t¯ < 2r. If m
denotes the middle point of the segment [y, y+t¯n(y)], then |m−r(m)|=
|m−(y+t¯n(y))| < r with r(m)=y ] y+t¯n(y). This contradicts point 1. of
the lemma. L
We will say that a convex domain W is strictly convex if for all x, y ¥ “W
and for all t ¥ (0, 1), (1−t) x+ty ¥ W.
In order to state Lemma 4.2, we introduce some notations used in [12].
In all this section, W will denote an open bounded strictly convex domain
in RN with C2 boundary. For any direction n ¥ RN, |n|=1, we define
a(n) := inf
x ¥ W
x.n
and for all l \ a(n),
Wnl :={x ¥ W | x.n < l}( ]” for l > a(n)),
Tnl :={x ¥ W | x.n=l}.
Let us denote Rnl the symmetry with respect to the hyperplane T
n
l and
xnl :=R
n
l(x) -x ¥ RN,
(Wnl)Œ :=Rnl(Wnl),
L1(n) :={m > a(n) | -l ¥ (a(n), m), we have (25a) and (25b)},
l1(n) :=sup L1(n),
where (25a), (25b) are
(Wnl 0Tnl)Œ … W, (25a)
for all x ¥ “W 5 Tnl, n(x).n ] 0, (25b)
where n(x) denotes the inward unit normal to “W at x. Notice that
L1(n) ]” and l1(n) <.
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since for l > a(n) close to a(n), (25a) and (25b) are satisfied and W is
bounded. Observe also that for all l > a(n), for all c ¥ Tn(x)l 5 W,
dist(c, “W) [ l−a(n). (26)
Lemma 4.2. If W is a convex domain with C2 boundary, then
m := inf
x0 ¥ “W
dist(x0, T
n(x0)
l1(n(x0))) \ r > 0,
where r is defined in Lemma 4.1.
Proof. Let x ¥ “W. We are going to prove that
dist(x, Tn(x)l1(n(x))) \ r,
where r is defined in Lemma 4.1. Observe that
dist(x, Tn(x)l1(n(x)))=l1(n(x))−a(n(x)).
In view of the definition of l1(n(x)), it is sufficient to prove that for all
l ¥ (a(n(x)), a(n(x))+r), (25a) and (25b) hold.
Let l=a(n(x))+rŒ with 0 < rŒ < r. Suppose for contradiction (25b) is
not satisfied, then there exists xŒ ¥ Tn(x)l 5 “W with n(x) + n(xŒ). Let c :=
xŒ+an(xŒ)with a ¥ (rŒ, r). Note that by Lemma 4.1, r(c)=xŒ and dist(c, “W)
=a. In view of (24), c ¥ W and moreover we have c ¥ Tn(x)l . Indeed,
(xŒ−c).n(x)=0 which implies c.n(x)=xŒ.n(x)=l. Hence c ¥ W 5 Tn(x)l . In
view of (26), dist(c, “W) [ l−a(n(x))=rŒ, a contradiction.
Next we show (25a). Let y ¥ (“W 5 Wn(x)l )0Tn(x)l and yŒ=Rn(x)l (y). We
will show that the segment (y, yŒ] is entirely contained in W. By convexity
of W, it suffices to show that yŒ ¥ W. Let m ¥ Tn(x)l be of the form
m=y+tn(y) for some t > 0. Such a point does exist since n(y).n(x) > 0.
By (26), dist(m, “W) [ rŒ and by (24), m ¥ W. Hence r(m)=y. If yŒ ¨ W,
then there exists some point yœ ¥ “W belonging to the segment (m, yŒ) with
|m−yœ| < |m−y|, which contradicts Lemma 4.1. L
The following result is proved in [12, Theorem 1.1].
Theorem 4.1 (Damascelli, Pacella). Let W be a bounded strictly convex
domain in RN with C1 boundary, N \ 2 and g: RQ R be a locally Lipschitz
continuous function. Let u ¥ C1(W¯) be a weak solution of
˛ −Dpu=g(u) in Wu > 0 in W,
u=0 on “W,
(27)
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where 1 < p < 2. Then, for any direction n ¥ RN and for l in the interval
(a(n), l1(n)], we have
u(x) [ u(xnl) -x ¥ Wnl.
Moreover
“u
“n (x) > 0 -x ¥ W
n
l1(n) 0Z,
where Z={x ¥ W |Nu(x)=0}.
Remark 4.1. In [12], Damascelli and Pacella state their result under
the condition that W is smooth. This smoothness hypothesis is due to the
fact that in their proof they use a new technique consisting in moving
hyperplanes along directions close to a fixed one. This technique needs the
continuity of the functions a(n) and l1(n) defined above. In fact, one can
establish this continuity when W is a strictly convex domain of class C1 and
it appears that there are some counterexamples of C. convex domains
which are not strictly convex and for which l1(n) is not continuous every-
where (see [4]).
Remark 4.2. Since under our hypotheses on W, l1(n) is continuous with
respect to n, the fact that m defined in Lemma 4.2 is strictly positive is
trivial. Now, if a number r > 0 suits in Lemma 4.1, then any rŒ ¥ (0, r) also
suits, so that Lemma 4.2 is directly proved for r small enough. In fact, we
establish in Lemma 4.2 that m \ r for all r that suits in Lemma 4.1, and
without using the continuity of l1(n).
The conclusion of Theorem 4.1 is true in particular for g(u)=f(t+|u|)
where f is locally Lipschitz continuous on R+ and for fixed t \ 0 or f
locally Lipschitz on (0,+.) and fixed t > 0.
To study the location of global maxima of the solutions of (5), we use
Theorem 4.1 and Lemmas 4.1 and 4.2. We prove the following result.
Proposition 4.1. Let W be strictly convex with C2 boundary and
1 < p [ 2. Then for each positive solution u of (27) with g locally Lipschitz
continuous from R to R, there exists a global maximum y ¥ W of u (a point y
such that u(y)=||u||.) such that
dist(y, “W) \ r,
where r is defined in Lemma 4.1.
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Proof. The case p=2 has been treated in [22]. If p < 2, we first prove
that for all e ¥ (0, r), there exists a global maximum y with dist(y, “W)
\ r− e. Let us suppose by contradiction that every global maximum of u
lies at a distance strictly smaller than r− e from the boundary. Let y be
such a maximum. One can find a point x0 ¥ “W such that y belongs to the
normal line to “W at x0 and with dist(y, x0) < r− e (take x0 the nearest
point of “W from y and use Lemma 4.1). Let us call this line D and n(x0)
the inward unit normal to “W at x0. By Lemmas 4.1 and 4.2 there exists
some point x ¥ D 5 Wn(x0)l1(n(x0)) such that dist(x, x0)=r− e=dist(x, “W). By
hypothesis on y and if we suppose that there is no global maximum at a
distance from the boundary \ r− e, we have u(x) < u(y), which contra-
dicts Theorem 4.1 applied to (u, t).
If we take a sequence (en)=(1/n), we obtain a sequence (yn) of global
maxima of u such that dist(yn, “W) \ r−1/n. By compactness of the set of
the global maxima of u, this implies the existence of a global maximum y of
u such that dist(y, “W) \ r. L
If we can prove some Liouville type theorem for problem (11), that is the
nonexistence of nontrivial solutions of (11), then as a consequence of
Lemma 3.1 and Proposition 4.1, we get the existence of some a priori
bounds for all solution (u, t) of (5) with f(u)=C |u|q. Such a theorem
remains an open question, but Mitidieri and Pohozaev have recently
proved in [26, 27] a nonexistence result for the corresponding differential
inequalities. Actually, their results imply the following lemma.
Lemma 4.3 (Mitidieri–Pohozaev). If p−1 < q [ N(p−1)N−p , N> p, and
C > 0 is a constant, then the problem
˛FRN |Nw|p−2 Nw.Nk dx \ C FRN wqk dx -k ¥ C.c (RN), k \ 0,
w(x) > 0 -x ¥ RN, w ¥ C1(RN)
has no solution.
Lemma 3.2, Proposition 4.1, and Lemma 4.3 as well as the C1, a-estimates
of Liebermann and Tolksdorf in [23, 37] imply the following proposition.
Proposition 4.2. Let W be a bounded strictly convex domain in RN with
C2 boundary, let N \ 2 and 1 < p [ 2. Let f: RQ R+ be locally Lipschitz
continuous on (0,+.) and satisfy (3) for some p−1 < q [ N(p−1)N−p . Then there
existsM> 0 such that
||u||C1(W¯)+t [M
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for all (u, t) solution of (5) with t > 0. If furthermore f is locally Lipschitz
continuous on [0,+.), then the a priori bound holds even for t=0.
We now consider the particular case where W is a ball in RN and
f(u)=C |u|q for some constant C > 0. The following corollary of
Theorem 4.1 is proved in [12] for 1 < p < 2; the case p=2 is treated in the
papers of Gidas et al. [19] and Berestycki and Nirenberg [5].
Corollary 4.1. If 1 < p [ 2, if W=B(0, R) is the open ball with center
at the origin and radius R in RN and if g satisfies the hypotheses of Theorem
4.1, then every solution u of (27) is radially symmetric and “u“r < 0 for
0 < r < R.
This corollary proves in particular that in the case of a ball, all solution u
of (5) with f(u)=C |u|q has a global maximum at 0 and so the hypotheses
of Lemma 3.1 are satisfied. Moreover, in the particular case of radial solu-
tions of problem (11), Ni and Serrin have proved in [28, 29] the following
nonexistence result.
Lemma 4.4 (Ni–Serrin). Problem (11) has no nontrivial radial solutions
if p−1 < q < NpN−p−1 and p < N.
Hence we get the desired a priori estimates in the case where W is a ball
and f(u)=C |u|q.
Proposition 4.3. Let W be an open ball in RN and let 1 < p [ 2. Let f
satisfy f(u)=C |u|q for some positive constant C and p−1 < q < NpN−p−1.
Then there exists a constantM> 0 such that for all solution (u, t) of (5) with
t > 0 if q < 1 and t \ 0 if q \ 1,
||u||C1(W¯)+t [M.
Proof. It suffices to use Lemma 3.1, Corollary 4.1, Lemma 4.4, and the
C1, a– estimates of [23]. L
These results give also some motivation to establish a Liouville type
theorem for problem (20).
5. MINIMAL SOLUTIONS
In this section, we use standard results established in [1, 2] to obtain a
left continuous curve of minimal solutions to problem (5) with f increasing
by mean of the monotone iterations method. We shall then apply a result
of [7] to show that this curve of solutions is contained in the continuum C
emanating from (0, 0) obtained in Section 2.
230 AZIZIEH AND CLÉMENT
5.1. Monotone Iterations Method
Let (E, P) be an ordered Banach space with ordering denoted by [ .
For a, b ¥ E, we note a < b if a [ b, a ] b, and [a, b] will denote the order
interval {u ¥ E | a [ u [ b}.
Let X and Y be ordered Banach spaces (with the ordering in each set
denoted by [ , and with PX, PY the positive cones). We say that P is
normal if and only if every order interval is bounded. For example, in
C(W¯) the positive cone for the natural ordering is normal, but not in
C1(W¯).
A map f: XQ Y is called increasing if x [ y implies f(x) [ f(y) for all
x, y ¥X. It is called strictly increasing if x < y implies f(x) < f(y), and if
int PY ]”, f is said strongly increasing if x < y implies f(y)−f(x) ¥
int PY. It is a standard result that for Y=C
1
0(W¯) equipped with the
C1-norm, the positive cone PY has a nonempty interior and
int PY=3u ¥ C10(W¯) | u(x) > 0 -x ¥ W and “u“n < 0 on “W4 .
Let G: EQ E. We say that x¯ is a minimal fixed point of G if G(x¯)=x¯ and
x¯ [ y for all y ¥ E such that G(y)=y.
We have the following lemma from [1, Corollary 6.3]:
Lemma 5.1. Let (E,P) be an ordered Banach space with P normal and
let G: PQ P be increasing and compact (at the usual sense). Then G has a
minimal fixed point x¯ iff there exists yˆ ¥ P such that G(yˆ) [ yˆ. In this case
x¯ [ yˆ and the sequence (Gk(0))k ¥N converges increasingly towards x¯.
Applying this lemma we obtain
Lemma 5.2. Let us consider the problem,
˛FW |Nu|p−2 Nu.Nj dx=FW f(u) j dx -j ¥ C.c (W),
u ¥ C10(W¯),
(28)
where 1 < p <. and f: RQ R+ a continuous increasing function on R+. If
there exists a supersolution v of (28), i.e., a solution to
˛FW |Nv|p−2 Nv.Nj dx \ FW f(v) j dx -j ¥ C.c (W), j \ 0,
v ¥ C10(W¯)
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then (28) has a minimal solution u¯. Moreover, 0 [ u¯ [ v and u¯ can be
obtained as the uniform limit on W of the iteration scheme
˛FW |Nuk+1 |p−2 Nuk+1 .Nj dx=FW f(uk) j dx -j ¥ C.c (W), j \ 0,
uk+1 ¥ C10(W¯), u0=0.
Proof. We show that we are under the assumptions of Lemma 5.1 with
G: C0(W¯)Q C0(W¯): uWK((f(u))) where K is the operator defined in
Lemma 1.1. G maps the positive cone of C0(W¯) into itself by the maximum
principle (Lemma 1.4). By hypothesis on f and by Lemma 1.2, G is
increasing on order intervals and if v is a supersolution, then v \ G(v) for
the standard ordering on the space C0(W¯). Moreover, G is compact by
Lemma 1.1. Lemma 5.1 can then be applied. Since G maps in fact C0(W¯)
into C10(W¯), the fixed point found is in C
1
0(W¯) and is a solution of (28). L
Using Lemma 5.2, we show the existence of a curve of minimal solutions
for problem (5).
Theorem 5.1. Let W be a bounded domain of RN whose boundary is a
C2, a connected manifold for some a ¥ (0, 1), 1 < p <. and let us consider
the problem
˛FW |Nu|p−2 Nu.Nj dx=FW f(t+|u|) j dx -j ¥ C.c (W),
u ¥ C10(W¯), u \ 0, t \ 0
(29)
where f: RQ R+ is a continuous strictly increasing function satisfying (3)
with p−1 < q. Then there exists tg ¥ (0, t1] where t1 :=(l1/C0)1/(q−p+1)
(with l1 defined as in Lemma 3.3 and C0 as in (3)) such that problem (29)
has no solution for t > tg and a minimal solution uˇ(t) for all t ¥ (0, tg).
The mapping uˇ: (0, tg)Q C10(W¯) is left continuous and strongly increasing.
Furthermore, there exists a solution ug for t=tg if and only if limt ‘ tg uˇ(t)
exists in C(W¯) if and only if {||uˇ(t)||. | 0 < t < tg} is bounded. Moreover, for
all t ¥ (0, tg) the minimal solution uˇ(t) can be obtained as the uniform limit on
W of the sequence (uk) … C10(W¯) defined by the iteration scheme
˛FW |Nuk+1 |p−2 Nuk+1 .Nj dx=FW f(t+|uk |) j dx -j ¥ C.c (W),
uk+1 ¥ C10(W¯), u0=0.
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Proof. We define tg :=sup {t | ,u solution associated with t}. By
Theorem 2.1, tg > 0 and by Lemma 3.3, tg <.. By definition of tg, for all
e > 0, there exists t¯ ¥ (tg− e, tg) such that there exists a solution u¯ asso-
ciated with t¯. Set G: [0,+.)×C0(W¯)Q C0(W¯) : uWK(f(t+|u|)) where K
is defined as in Lemma 1.1. Since G is increasing in t, u¯ is a supersolution
for the problem for all t ¥ [0, t¯]. By Lemma 5.2, there exists a minimal
solution uˇ(t) ¥ C10(W¯) of problem (29) for all 0 [ t [ t¯, and this solution
satisfies uˇ(t) [ u¯ on W and can be obtained as the uniform limit of (uk). By
the strong comparison principle of [10, Lemma 1.3] and the strong
maximum principle of Vasquez (Lemma 1.4), 0 < uˇ(t) < u¯ on W and
0 > “uˇ(t)“n >
“u¯
“n on “W. Since the same argument can be used for all t¯ < tg such
that there exists an associated solution u¯, we get the existence of a minimal
solution for all t < tg with uˇ(t) < uˇ(tŒ) on W and 0 > “uˇ(t)“n >
“uˇ(t −)
“n on “W for all
0 < t < tŒ < tg.
If tn ‘ t < tg, since un :=uˇ(tn) [ uˇ(t) on W and by the C1, a-estimates of
[23, 37], there exists a subsequence (tnŒ) and a function u ¥ C10(W¯) such
that unŒ Q u in C1(W¯). Passing to the limit in equation (29), we get that
(u, t) is a solution of (29) and u [ uˇ(t).This implies necessarily u=uˇ(t) and
proves the left continuity. Using the same argument, we prove the result
concerning the existence of ug. L
Lemma 5.3. The curve of minimal solutions obtained in Theorem 5.1 is
continuous at the origin, i.e., if (tn) is a sequence satisfying tn Q 0, tn \ 0 for
all n ¥N, then uˇ(tn)Q 0 in C1.
Proof. Let us first show that uˇ(tn)Q 0 uniformly. Suppose by contra-
diction this is not true. Then there exists some M> 0 and a subsequence
(tnk ) satisfying tnk Q 0, tnk > 0 and ||uˇ(tnk )||. \M. Since the curve of mini-
mal solutions is strongly increasing (Theorem 5.1), this implies that
||uˇ(t)||. \M for all t < tg. But then ||u||C1 \ ||u||. \M> 0 for all (u, t)
solution such that t ¥ (0, tg). We also know by Lemma 2.1 that 0 is an
isolated solution in C1(W¯) for problem (29) with t=0. Combining the pre-
cedings, we get that the component C of solutions containing (0, 0) only
contains (0, 0) which contradicts Theorem 2.1. Since uˇ(tn)Q 0 in L.(W),
by the C1, a-estimates of [23, 37], passing if necessary to a subsequence we
get the C1-convergence. L
Remark 5.1. If 1 < p and q > 0, we have the same kind of results for
the problem
˛FW |Nw|p−2 Nw.Nk dx=C FW l(1+|w|)q k dx -k ¥ C.c (W),
w ¥ C10(W¯), w \ 0 on W , l \ 0,
(30)
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that is to say the existence of lg ¥ (0, l1] and a left continuous and strongly
increasing curve of minimal solutions for all 0 < l < lg. Under the same
assumptions on p, q, using Theorem 6.2 of [31], the component Cl of
solutions of (30) containing (0, 0) is unbounded in [0,+.)×C10(W¯). The
analogue of Lemma 5.3 is also true in this case.
The same remark holds for the more general problem obtained from (29)
by the change of variable introduced in (13).
˛FW |Nw|p−2 Nw.Nk dx=FW l 1−pq−p+1f (l 1q−p+1(1+|w|)) k dx=0
w ¥ C10(W¯), w \ 0, l \ 0
(31)
for all k ¥ C.c (W), where f is an increasing continuous function satisfying
(3) with q ] p−1, and such that l (1−p)/(q−p+1)f(l1/(q−p+1)(1+|w|)) is strictly
increasing in l.
Remark 5.2. Using Corollary 6.2 of [1], we get for all fixed t¯ > 0 the
existence of a maximal solution uˆ(t) for the problem in [0, uˇ(t¯)], i.e., a
solution of (29) such that uˆ(t) ¥ [0, uˇ(t¯ )] and uˆ(t) \ u for all solution (u, t)
of (29) such that u ¥ [0, uˇ(t¯)]. The same kind of result holds for (30).
5.2. Link with the Continuation Method
In [7], the second author studied some link between solutions obtained
by continuation methods and the minimal solutions obtained by the
monotone iterations method. He proved the following result:
Theorem 5.2. Let (E, P) be an ordered Banach space with cone P
having a nonempty interior int P, let a, b ¥ E such that b−a ¥ int P, and
l1, l2 ¥ R such that l1 < l2. Let G: [l1, l2]×[a, b]Q [a, b] be continuous
and having a relatively compact range in [a, b] (where [l1, l2]×[a, b] is
equipped with the product topology) and let S denote the set of solutions of
u=G(l, u), (l, u) ¥ [l1, l2]×[a, b].
Suppose that G satisfies the following assumptions:
(i) For each l ¥ (l1, l2), G(l, .) is strongly increasing,
(ii) For each (l, u) ¥ S, and m1 < l < m2, G(m1, u) < G(l, u) < G(m2),
(iii) a (resp. b) is the only fixed point of G(l1, .) (resp. G(l2, .)).
Then the component of (l1, a) in S meets (l2, b).
Using this theorem, we get the following result concerning problem (30):
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Lemma 5.4. Let W satisfy the hypotheses of Theorem 5.1, 1 < p <. and
q > 0. Then the component Cl of solutions of problem (30) emanating from
(0, 0) contains all minimal solutions uˇ(l) for all l < lg (where lg is defined in
Remark 5.1). The same result holds for problem (31) where f: RQ R+ is a
strictly increasing continuous function satisfying (3) with q ] p−1, and such
that l (1−p)/(q−p+1)f(l1/(q−p+1)(1+|w|)) is strictly increasing in l.
Proof. We first treat problem (30). Let l¯ < lg and let uˇ(l¯) be the asso-
ciated minimal solution. Let us define G: [0,+.)×C10(W¯)Q C10(W¯) : (l, u)
WK(l(1+|u|)q) where K is defined in Lemma 1.1. By the strong compari-
son principle of [10] (Lemma 1.3), G is strongly increasing in u and is
strictly increasing in l. The only solution of G(0, u)=u is 0. From the pre-
ceding, G([0, l¯]×[0, uˇ(l¯)]) … [0, uˇ(l¯)]. Moreover, by the C1, a-estimates
of [23, 37], G maps [0, l¯]×[0, uˇ(l¯)] on a relatively compact subset of
[0, uˇ(l¯)] equipped with the C1-norm. By definition, uˇ(l¯) is the only solu-
tion of G(l¯, u)=u on [0, uˇ(l¯)]. Hence by Theorem 5.2, Cl contains the
minimal solution (l¯, uˇ(l¯)). Since l¯ is arbitrary in [0, lg), we have the
result. The case of problem (31) can be treated in the same way considering
G(l, u)=K(l (1−p)/(q−p+1)f(l1/(q−p+1)(1+|w|))). L
Lemma 5.4 implies the following result concerning problem (29).
Proposition 5.1. Let W satisfy the hypotheses of Theorem 5.1 and
1 < p <.. Let f satisfy the conditions of Theorem 5.1 and Lemma 5.4 with
p−1 < q. Then the continuum C of solutions of problem (29) emanating from
(0, 0) contains all minimal solutions uˇ(t) for all t ¥ [0, tg) with tg defined as
in Theorem 5.1.
Proof. If t > 0 and l > 0, problems (29) and (31) are equivalent by the
change of variable introduced in Remark 3.1:
i: (0,+.)×C10(W¯)Q (0,+.)×C10(W¯) :
(l, v)W (l1/(q−p+1), l1/(q−p+1)v).
(32)
This mapping is bijective and continuous, so it maps any connected set on
a connected one. If l tends to 0 and v stay bounded, the image i(l, v) tends
to (0, 0). Hence, if Cl denotes the component of solutions of problem (31)
containing (0, 0), then i(Cl 0{(0, 0)}) is a connected set of solutions of (29)
containing (0, 0). So
i(Cl 0{(0, 0)}) … i(Cl 0{(0, 0)}) … C.
It is easy to see that any minimal solution of (29) for t > 0 is mapped by i−1
on a minimal solution of (31) for l > 0. This ends the proof. L
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6. ISOLATION OF THE CURVE OF MINIMAL SOLUTIONS
In this section, we prove some isolation result for the curve of minimal
solutions of (29) obtained in Section 5 when the parameter t is sufficiently
small and if p [ 2. Using then the fact that the continuum C contains all
minimal solutions of (29), this will imply that in a cylinder of the form
[0, t˜)×{u ¥ C10(W¯) | ||u||C1 [K} for some t˜ > 0 and K > 0, the solutions of
(29) where f(u)=C |u|q exactly consists in a continuous curve of minimal
solutions emanating from (0, 0). The same kind of result will also hold for
problem (30).
We begin to establish the following isolation result for problem (30).
Proposition 6.1. Let W be a bounded domain in RN such as in
Theorem 5.1. Let 1 < p [ 2 and 0 < q. For all l¯ < lg (where lg is defined as
in Remark 5.1) let vˇ(l¯) denote the minimal solution of problem (30)
associated with l¯. Then, there exists K > 0 such that
||vˇ(l)||C1 [K -l < l¯. (33)
Moreover for all KŒ > K, there exists l˜ ¥ (0, l¯] depending on ||vˇ(l¯)||., K and
KŒ such that if u is a solution associated with l < l˜ with ||u||C1 [KŒ, then
u=vˇ(l) where vˇ(l) denotes the minimal solution associated with l. In par-
ticular, the set of solutions of (30) in the cylinder {u ¥ C10(W¯) | ||u||C1 [KŒ}
×[0, l˜) exactly consists in a continuous curve of minimal solutions.
Proof. We prove the result for p < 2 and it will be clear how to adapt
the proof in the case p=2. Let u and v be two solutions of problem (30)
associated with l such that u \ v on W. Multiplying (30) for u and v by
(u−v) and subtracting both equations, we obtain
F
W
(|Nu|p−2 Nu− |Nv|p−2 Nv).N(u−v) dx
=C F
W
l((1+u)q−(1+v)q)(u−v) dx. (34)
By inequality (7a), the right-hand side of (34) is smaller or equal to
c1Cl F
W
(2+u+v)q−1 (u−v)2 dx, (35)
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where C1 depends only on N, q. Let us suppose first that q > 1. In this case,
(35) [ c1Cl(max
W
(u+v+2))q−1 F
W
(u−v)2 dx,
[ kl(max
W
(u+v+2))q−1 F
W
|N(u−v)|2 dx
for some positive constant k depending only on W, N, q. Since p < 2, by
inequality (7b), the left-hand side of (34) is greater or equal to
c2(max
W
(|Nu|+|Nv|))p−2 F
W
|N(u−v)|2 dx.
Let v¯ be the minimal solution associated with l¯ ¥ (0, lg). By Remark 5.1,
for all minimal solution vˇ(l) associated with l < l¯ we have
||vˇ(l)||. [ ||v¯ ||..
Set K1 :=||v¯ ||.. By the C1, a-estimates of Liebermann and Tolksdorf
[23, 37], there exists some positive constant K2 such that
||Nvˇ(l)||. [ ||vˇ(l)||C1 [K2 -l < l¯
which proves (33) with K=K2. If K3 \K2, if
l < l˜ :=min 3 l¯, (K2+K3)p−2 (K1+K3+2)1−q c2k 4
and if u is a solution associated with l, since u \ vˇ(l), we get by the
precedings
c2(max
W
(|Nu|+|Nvˇ|))p−2 F
W
|N(u− vˇ)|2 dx
[ kl(max
W
(u+vˇ+2))q−1 F
W
|N(u− vˇ)|2 dx (36)
and if moreover ||Nu||. [ ||u||C1 [K3, the right-hand side of (36) is smaller
or equal to
kl(K3+K1+2)1−q F
W
|N(u− vˇ)|2 dx
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and the left-hand side is greater or equal to
c2(K2+K3)p−2 F
W
|N(u− vˇ)|2 dx.
This contradicts l < l˜ if u ] vˇ, so necessarily u=vˇ.
If now q [ 1, then for some constant k > 0,
c1Cl F
W
(2+u+vˇ)q−1 (u− vˇ)2 dx [ kl(inf
W
(u+vˇ+2))q−1 F
W
|N(u− vˇ)|2 dx
but since u, vˇ \ 0 on W and u=vˇ=0 on “W, this infinum is equal to 2.
Using the same arguments as before, taking
l˜ :=min 3 l¯, (K3+K2)p−2 21−q c2k 4
with the same definitions of K2, K3, we get the same contradiction as above
if l < l˜ and u ] vˇ.
As a consequence, we obtain that in a neighborhood of the origin, the set
of solutions consists in a connected curve (l, uˇ(l)). Using the fact that this
curve is left continuous and that it is strongly increasing, one can see that it
is necessarily continuous. L
We have the following corollary concerning problem (29) where f is a
pure power.
Corollary 6.1. If p [ 2 and f(u)=C |u|q with C > 0 and p−1 < q,
then there exist some constants K > 0 and tgg ¥ (0, tg) with tg defined as in
Theorem 5.1 such that the solution set of (29) in {(t, u) ¥ [0, tgg)×C10(W¯) |
||u||C1 [Kt} exactly consists in a continuous curve of minimal solutions
{(t, uˇ(t)) | t < tgg} obtained by the monotone iterations method.
Proof. It suffices to use Proposition 6.1 and the change of variable i
defined by (32). L
We shall now directly apply the same arguments as in the proof of
Proposition 6.1 to problem (29) with f(u)=C |u|q. We arrive to a result
close to Proposition 6.1.
Proposition 6.2. Let W be a bounded domain in RN satisfying the
hypotheses of Theorem 5.1, 1 < p [ 2, q \ 1 and q > p−1. Let us consider
problem (29) with f(u)=C |u|q for some positive constant C. Then there
exist t˜ ¥ (0, tg) (with tg defined in Theorem 5.1) and a constant K > 0 such
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that ||vˇ(t)||C1 < K for all t < t˜. Moreover, if (u, t) is a solution of (29) with
||u||C1 [K and t < t˜, then u=vˇ(t) i.e. the set of solutions of (29) in the
cylinder [0, t˜)×{u ¥ C10(W¯) | ||u||C1 [K} consists exactly in a continuous
curve of minimal solutions.
Proof. We make the proof for p < 2 and q > 1. It will be clear how to
adapt it in the case p=2 or q=1. Writing the same kind of inequalities as
in the proof of Proposition 6.1, if u, v are two solutions of (29) associated
with t and satisfying u \ v on W, we get
c2(max
W
(|Nu|+|Nv|))p−2 F
W
|N(u−v)|2 dx
[Kc1(max
W
(u+v)+2t)q−1 F
W
|N(u−v)|2 dx
where K, c1, c2 are some positive constants depending only on W, N, q. Let
t¯ < tg and let vˇ(t) denote the minimal solution corresponding to some t. By
Theorem 5.1 and the C1, a-estimates of [23, 37], there exist some positive
constants K1 and K2 such that
||vˇ(t)||. [K1, ||vˇ(t)||C1 [K2 -t [ t¯.
If (u, t) is a solution of (29), then u \ vˇ(t) and if furthermore ||u||C1 [K3
where K3 > K2, then if u ] vˇ(t), necessarily
c2(K2+K3)p−2 [ c1K(K1+K3+2t)q−1.
So if we consider t < t˜ where t˜ is defined by
t˜ :=min 3 t¯, 1
2
11 c2
c1K
(K2+K3)p−22 1q−1−K1−K3 24
then necessarily u=vˇ(t). But t˜ defined above is not positive for all
K1, K2, K3, but since the exponent p−2 is negative, it is possible to have
t˜ > 0 for K1, K2, K3 (K2 < K3) sufficiently small. Since the curve of
minimal solutions {(t, vˇ(t)); t < tg} is right continuous at the origin (for the
C0 and C1 norms, cf. Lemma 5.3), for any positive K1, K2 we can find t¯ > 0
such that ||vˇ(t)||. [K1, ||vˇ(t)||C1 [K2 for all t < t¯. So for t¯ and K3 > K2(t¯)
sufficiently small, we have t˜ > 0.
The solution set is consequently a continuous curve in a neighborhood
of the origin for the same kind of reasons as in the proof of Proposi-
tion 6.1. L
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Remark 6.1. The local uniqueness result of Proposition 6.2 also holds
in the L.-norm: there exists t˜ and K > 0 such that the set of solutions in
[0, t˜)×{u ¥ L.(W) | ||u||. [K} consists exactly in a continuous curve of
minimal solutions. It suffices to use Lemma 1.1. The same remark holds for
Proposition 6.1 and its corollary.
Remark 6.2. Such kind of results can also be proved for problem (29)
where f satisfies the hypotheses of Proposition 5.1 as well as additional
condition.
7. A PRIORI BOUND FOR THE MINIMAL SOLUTIONS
In Theorem 5.1, we obtain a curve of minimal solutions {(t, uˇ(t)) | t < tg}
with 0 < tg=sup{t | ,u solution associated with t} (see the proof of
Theorem 5.1). The theorem asserts also that there exists a solution ug
associated with tg if and only if {||uˇ(t)||. | 0 < t < tg} is bounded. In this
section, we obtain this last bound in the case f(u)=C |u|q. The following
lemma is inspired by the paper [17].
Lemma 7.1. Let 1 < p <. and p−1 < q < N(p−1)+pN−p . Let C be a positive
constant. Then
(p−1) F
W
|Nuˇ(l)|p dx \ lq F
W
C(1+uˇ(l))q−1 uˇ2(l) dx (37)
for all minimal solution uˇ(l) of (30) and there exists a constant D > 0 such
that ||uˇ(l)||. [ D for all l < lg (where lg is defined in Remark 5.1).
Proof. The proof of inequality (37) can be easily adapted from the
proof of Lemma 9 in [17, p. 487]. This proof uses some variational argu-
ments. Suppose now that (37) is established. We shall follow the same idea
as in [17]. Since uˇ(l)=: uˇ is a solution of (30),
(p−1) F
W
|Nuˇ|p dx=(p−1) l F
W
C(1+uˇ)q uˇ dx.
Since limxQ+.((1+x)q x)/((1+x)q−1 x2)=1, for all e > 0, there exists
M> 0 such that
(1+uˇ)q−1 uˇ2 > (1+uˇ)q uˇ− e(1+uˇ)q−1 uˇ2
on El :={x ¥ W | uˇ(l)(x) >M}. Hence
l F
El
q(1+uˇ)q uˇ dx−lqe F
El
(1+uˇ)q−1 uˇ2 dx+l F
W0El
q(1+uˇ)q−1 uˇ2 dx
[ lq F
W
(1+uˇ)q−1 uˇ2 dx.
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Using (37) and the definition of El, the right-hand side above is smaller or
equal to
(p−1) l F
El
(1+uˇ)q uˇ dx+(p−1) l(1+M)qMmes(W)
which implies
l(q−p+1) F
El
(1+uˇ)q uˇ dx
[ (p−1) l(1+M)qMmes(W)+lqe F
El
(1+uˇ)q uˇ dx.
This inequality for e small enough can be written as
F
El
(1+uˇ)q uˇ dx [ (p−1)(q(1− e)−p+1)−1 (1+M)qMmes(W).
Since by the definition of El,
F
W0El
(1+uˇ)q uˇ dx [ mes(W)(1+M)qM,
and since e > 0 can be taken arbitrary small, there exists K > 0 independent
of l such that
F
W
(1+uˇ)q uˇ dx [K.
Since uˇ is a solution of (30) and l stay in a bounded subset of R+, this
bound implies the existence of a constant D > 0 such that ||uˇ||1, p [ D for all
0 < l [ lg. By the a priori estimates of Anane from [3], this implies some
a priori bound for uˇ(l) in L.(W). L
The following result is a corollary of Lemma 7.1 and Remark 5.1.
Corollary 7.1. Under the assumptions of Lemma 7.1, there exists
ug ¥ C10(W¯) solution of (30) for l=lg (where lg is defined in Remark 5.1)
such that liml ‘ lg uˇ(l)=ug.
The following result follows from Lemma 7.1, Theorem 5.1 and the
change of variable i in (32).
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Corollary 7.2. Under the assumptions of Lemma 7.1, the minimal
solutions uˇ(t) of (29) where f(u)=C |u|q are a priori bounded in L.(W)
and there exists a solution ug of (29) for t=tg (where tg is defined in
Theorem 5.1) such that limt ‘ tg uˇ(t)=ug.
APPENDIX: RABINOWITZ TYPE THEOREM
We are going to prove a variant of Theorem 6.2 of [31] and Theorem
A.1 of appendix A in [6]. This variant has been applied in Section 2 to the
mapping G defined by (8). The proof of this result will use the following
lemma proved in [32, Corollaire 9, p. V 16].
Lemma A.1. Let O … [l1, l2]×E be an open bounded set for the induced
topology of [l1, l2]×E and G: O¯Q E be compact. If 0 ¨ (Id−G(l, .))(“O)l,
then
deg(Id−G(l, .), Ol, 0)=C
for all l ¥ [l1, l2] and C some constant, with
Ol :={u ¥ E | (l, u) ¥ O}, (“O)l :={u ¥ E | (l, u) ¥ “O}.
Lemma A.2 (Variant of [31, Theorem 6.2, p. 195]). Let R+ :=[0,+.)
and (E, ||.||) be a real Banach-space. Let G: R+×EQ E be continuous and
map bounded subsets on relatively compact subsets. Suppose moreover G
satisfies
(a) G(0, 0)=0,
(b) there exists R > 0 such that
(i) u ¥ E, ||u|| [ R and u=G(0, u) implies u=0,
(ii) deg(Id−G(0, .), B(0, R), 0)=1.
Let J denote the set of solutions to the problem
(P) u=G(t, u)
in R+×E. Let C denote the component (closed connected subset maximal
with respect to inclusion) of J to which (0, 0) belongs. Then if
C 5 ({0}×E)={(0, 0)},
then C is unbounded in R+×E.
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Remark A.1. Condition (b) replaces the following condition of
Theorem A of [6]:
(b’) If we define F: R×EQ E : (l, w)W w−G(l, w), then F pos-
sesses a partial Fréchet derivative with respect to w at (0, 0): dFw(0, 0) and
dFw(0, 0) ¥ Isom (E, E).
It is not clear if this condition is satisfied when G is defined by (8).
Proof. It is convenient to extend G to R×E by setting G˜(t, u) :=
G(|t|, u), t ¥ R, u ¥ E. Observe that G˜: R×EQ E satisfies G˜ is compact,
G˜(0, 0)=0 and assumption (b) of the lemma. Let J˜ denote the set of
solutions to the problem
(P˜) u=G˜(t, u) t ¥ R, u ¥ E.
Clearly, (0, 0) ¥ J˜ and J˜=J 2 {(−t, u) | (t, u) ¥ J}. Let C˜ denote the com-
ponent of J˜ in R×E to which (0, 0) belongs. Assume that C is bounded in
R+×E. Then C˜ is bounded in R×E. Assume moreover that C 5 ({0}×E)
={(0, 0)}, hence C˜ 5 ({0}×E)={(0, 0)}. We are done if we get a con-
tradiction.
Note that C˜ is compact in R×E. Let U˜ be a d1-neighborhood of C˜
in R×E where 0 < d1 [ R/2 (and d1 sufficiently small such that U˜ 5
({0}×E) … B(0, R)). Let K˜ :=U¯˜ 5 J˜. Then K˜ is a compact metric space.
By construction “U˜ 5 C˜=”. Then C˜ and “U˜ 5 J˜ are two compact subsets
of K˜ which are disjoint. By a lemma of Whyburn ([39]), there exist two
compact subsets A˜ and B˜ of K˜ satisfying C˜ … A˜, “U˜ 5 J˜ … B˜, A˜ 5 B˜=”
and A˜ 2 B˜=K˜.Clearly,s :=dist(A˜, B˜) > 0.Notice that A˜ 5 “U˜=(A˜ 5 J˜) 5
“U˜=A˜ 5 (J˜ 5 “U˜) ı A˜ 5 B˜=”. Since A˜ is compact and “U˜ is closed, we
also have m :=dist(A˜, “U˜) > 0.
If O˜ denotes a d-neighborhood of A˜ with 0 < d < m, then we have O˜ … U˜
(if x ¥ A˜, y ¥ B(x, d) and z ¥ “U, then dist(z, y) \ dist(z, x)−dist(y, x) \
m−d > 0). If moreover 0 < d < s, we have “O˜ 5 J˜=”. Indeed, “O˜ 5 J˜=
“O˜ 5 K˜=(“O˜ 5 A˜) 2 (“O˜ 5 B˜). Since O˜ is a d-neighborhood of A˜,
“O˜ 5 A˜=”. Moreover, since d < s, we have dist(“O˜ 5 B˜) \ s−d > 0
and thus “O˜ 5 B˜=”. On the other hand, C˜ … O˜ and “O˜ 5 ({0}×E) …
({0}×B(0, R)).
Let O˜t :={u ¥ E | (t, u) ¥ O}. By Lemma 1.1 and the maximality of C˜,
we have that there exists a real number c such that deg(Id−G˜(t, .), O˜t, 0)
=c for all t ¥ R. Since O˜t=” for |t| large, c=0. On the other
hand deg(Id−G˜(0, .), O˜0, 0)=deg(Id−G(0, .), O˜0, 0)=1 by assumption,
a contradiction. L
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