of these products in the perspective of the upcoming GEO Imaging Satellite (GISAT) missions is also being planned. GISAT is an Indian geo-imaging satellite for providing images quickly during disasters.
In tree species classifications, different spectral bands feature different importance, and the manner of determining the importance of one band is a problem that needs to be solved. In this study, eight bands of the WorldView-2 fusion data were used as information sources, and a recursive feature elimination based on maximum likelihood (MLC-RFE) was used to sort the importance of these bands. According to the results, the importance of the eight bands was sorted as follows (from important to unimportant): nearinfrared 2 > red edge > yellow > red > near-infrared 1 > coastal blue > green > blue. The poorest band combination yielded the lowest overall accuracy (OA) and Kappa coefficient (40.9153%; 0.3080), whereas the optimal band combination presented the highest OA and Kappa coefficient (74.5479%; 0.7029), indicating the large difference in accuracies between the optimal and poorest band combinations. Therefore, selecting important bands bears significance in tree species classifications. The MLC-RFE method significantly solved the band selection problem. Thus, this method should be extended to more complex feature selections.
Keywords: Bands importance, maximum likelihood, recursive feature elimination, tree classification, WorldView-2.
TREE species classification based on image remains an unsolved problem, and it is also a hot topic causing concern in researchers 1, 2 . Thus far, numerous scholars consider WorldView-2 or WorldView-2 combined with IKONOS, Quickbird, Lidar and other data as data sources to classify tree species. They use classifiers of decision trees, random forests, linear discriminant analysis, partial least squares discriminant analysis, maximum likelihood and support vector machines to distinguish native tree species and other ground types. The overall accuracy (OA) of these classification results is between 82% and 94%, indicating that related studies have acquired better results [3] [4] [5] [6] [7] [8] [9] [10] [11] . However, given the lack of sufficient spectral information, mapping forest types and tree species using high-spatial-resolution satellite data has not reached an acceptable level of accuracy. In image classification, poor band combinations may result in a remarkably low classification accuracy, but an optimal band combination can obtain the best classification results. Therefore, to exclude unimportant bands and retain important bands, optimal classification band sets must be obtained; such condition will serve as a meaningful operation for image classification. WorldView-2 features eight bands. Compared to conventional high-spatial-resolution remote sensing images and in addition to the red, green, blue and near infrared 1 bands, WorldView-2 also contains additional bands, such as coastal blue, yellow, red edge and near infrared 2 bands. These newly added bands may play an important role in tree species classification. However, in the newly added four bands and the traditional four bands, the important and unimportant ones remain unknown. Thus, experiments must be performed to explore this topic. As few people have considered the importance of each band in tree species classification, in this study, the eight multi-spectral bands of WorldView-2 images were used as signal sources. A recursive feature elimination based on maximum likelihood (MLC-RFE) was used to implement recursive filtering of the eight spectral bands after image fusion. The goals were to verify the importance of each band in tree species classification and to provide theory and method support for the selection of bands in tree species classifications.
The data source came from WorldView-2 image of Hohhot city on 31 August 2011, at a panchromatic band spatial resolution of 0.5 m and eight multi-spectral band spatial resolution of 2 m. Table 1 shows the detailed parameters of WorldView-2.
The study area image features latitudinal and longitudinal ranges of 111°39′12.65″-111°44′35.31″E and 40°46′27.57″-40°49′35.04″N respectively. The area of the study location totals 42 sq. km. The data have been calibrated, fused and atmospheric-corrected before use. To reduce the amount of data computation, in the image range, through on-the-spot reconnaissance and field investigation, we selected a rectangular block area with abundant tree species and cut it out from the WorldView-2 image. The small test area image spans an area of 2.45 sq. km. Figure 1 shows the position relationship between the test area image and the panchromatic, multispectral image (RGB753 combination).
The image of the test area at 1 : 2000 was printed and used for field surveys. The results showed the seven primary types of tree species in this area. On this image, we circled sufficient samples for each type of tree species and marked their names. In the laboratory, we selected the samples carefully and ensured training samples and validation samples showed no overlapping and were evenly dispersed within the study area. The training samples and validation samples of each tree species were drawn into the electronic image in the form of region of interests. Table 2 shows the surveyed tree species and their sample selection.
Previous studies [12] [13] [14] [15] [16] [17] have shown that recursive feature elimination (RFE) based on some classifiers (including support vector machines and maximum likelihood) can effectively eliminate negative features, which are necessary for accurate classification. Also, positive characteristics will be retained, and important features can be selected to assist in classification. This method starts with an entire feature set to eliminate the least important characteristics by rounds until only certain features remain. Figure 2 illustrates the methodology flow chart.
The steps of this method are as follows: (1) the feature set T contains all characteristics; (2) the training samples (including only the characteristics in the feature set T) are used to train the classifier; (3) overall classification accuracy of O(i) is calculated after deleting characteristic i in the feature set T; (4) the characteristic i corresponding to maximum O(i) is deleted from the feature set T(T = T -i); (5) steps (2) to (4) are repeated until sufficient characteristics have been deleted; (6) Maximum O(i) values are sorted, and the importance of each feature is analysed to obtain the best classification image.
As the speed of maximum likelihood classification is faster than that of support vector machines and is more sensitive in feature changes 17 , in this study, we used MLC-RFE to evaluate the importance of WorldView-2 bands. Then, different band combinations could be selected to analyse the accuracy differences of different band combinations in the classification process. Finally, the importance of each band of WorldView-2 could be sorted. Figure 3 shows the removed bands (grey histogram) and preserved bands (blue histogram) obtained in each round based on MLC-RFE. As shown in Figure 3 , in the first round of elimination, we eliminated bands 1-8 of WorldView-2 in order. When band 2 (blue) was eliminated, OA was higher than that of the other eliminated bands. Thus, we assumed that band 2 is unimportant in tree species classification. Then, band 2 was deleted from the feature set. Similarly, in the 2nd to 6th rounds, the green, coastal blue, near-infrared 1, red and yellow bands were eliminated successively.
In the sixth round of elimination, when band 6 was deleted (bands 4 and 8 participated in classification), the OA was 50.7311% (Kappa coefficient was 0.4253). When band 8 was deleted (bands 4 and 6 contributed in classification), OA reached 47.1375% (Kappa coefficient was 0.3833). The classification results of band 4 combined with band 8 were better than those of band 4 combined with band 6, indicating that band 8 is more important than band 6.
The eight bands of WorldView-2 were sorted on importance as follows (from important to unimportant): near-infrared 2 > red edge > yellow > red > near-infrared 1 > coastal blue > green > blue. Table 3 shows the band eliminated in each round, corresponding OA and kappa coefficients. As presented in Table 3 , when all the eight spectral bands were involved in classification (round 0), OA totalled 74.0713% (Kappa coefficient was 0.6974). When the blue band was eliminated in the first round, OA (74.5479%) and Kappa coefficient (0.7029) of the classification reached the highest values, indicating that the blue band is unimportant in tree species classification. With further elimination of the spectral bands, the OA and Kappa coefficient of classification decreased, indicating that the remaining spectral bands are necessary for tree species classification in WorldView-2 images. Figure 4 shows the recursive elimination rounds of spectral bands and the corresponding OA, 100*Kappa coefficient and 10*(OA -100*KC).
The Kappa coefficients in Table 3 were multiplied by 100. The OA and 100 times of the Kappa coefficient (KC) curves are compactly shown in the diagram. Correspondingly, the distance between OA and 100 times KC was magnified 10 times, as also shown in the diagram (a purple curve with a triangle).
The distance between the peak of OA and that of the 100*Kappa coefficient is short, indicating that the classification effect is better. Conversely, the classification effect is poor. Figure 3 shows that the distance between the peak of OA and that of the 100*Kappa coefficient was closest in the first round, indicating that the classification effect at that time was the most ideal. From first to sixth rounds, the distance gradually grew, showing that the classification effect progressively worsened.
To further illustrate the importance of band selection in tree species classification, the least important two band combinations were classified after obtaining the sequence of importance of the eight WorldView-2 bands. Then, in accordance with the sequence from unimportant to important, the bands were gradually combined until a combination of seven bands was completed. Table 4 shows the classification results for each band combination. Table 4 shows that the OA of the blue band combined with the green band (with importance rankings of eighth and seventh) reached 40.9153% (Kappa coefficient was 0.3080). With gradual increase in the importance of spectral bands, the OA and Kappa coefficient of classification gradually increased. The OA of classification totalled 70.1698% (Kappa coefficient was 0.6974) when the seven spectral bands were totally combined. Figure 5 displays the combination of bands from bands 2 to 7, adoption of the two forms, order from important to unimportant and unimportant to important, and the curves of the two models. Figure 5 indicates that the OAs in important two-band and seven-band combinations were higher than those in the unimportant two-band and seven-band combinations respectively. The incremental classification results of the eliminated bands ascertained the poorest band combination mode. Correspondingly, the incremental classification results of the important bands ascertained the best band combination mode. Other forms of band combinations produced classification accuracies that will fall into the area enclosed by the two curves.
In this study, four representative cell block images and four representative classification results were selected from the classification results of the different band combinations. Figure 6 shows the classification results. Figure 6 a shows the original images (RGB753); Figure 6 b displays the classification results of the blue band combined with the green band (the poorest combination of two bands); Figure 6 c illustrates the classification results of the red-edge band combined with the near-infrared 2 (the best band combination of two bands); Figure 6 d presents the classification results of the coastal blue band combined with the blue, green, yellow, red, red edge and near-infrared 1 bands (poor combination of seven bands); Figure 6 e shows the classification results of the coastal blue band combined with the green, yellow, red, red edge, near-infrared 1 and near-infrared 2 bands (the optimal band combination).
In Figure 6 a, A, B, C, D, E and F represent Sophora japonica, Salix babylonica, Pinus tabuliformis, Sabina chinensis, Picea meyeri and Populus alba var. Pyramidalis respectively.
As shown in Figure 6 b, the classification results of Salix babylonica and Populus alba var. Pyramidalis are better than those of the other tree species. However, the other tree species showed a serious mixing phenomenon. Therefore, the classification results were remarkably poor. In Figure 6 c, the classification results of Sophora japonica and Salix babylonica are better than those of the other tree species. A serious mixing phenomenon was also observed in these tree species. Thus, the classification results were not ideal. The classification results of Figure 6 d and e are much better than those of the first two classifications, and a certain but unremarkable difference was observed between the two images. Figure 6 d, the classification results of Populus alba var. Pyramidalis were worse than those in Figure 6 e, but Sophora japonica yielded the reverse findings. Figure 7 shows the optimal band combination classification results, and Table 5 lists the confusion matrix of these band classifications.
As presented in Figure 7 , recognition of Populus alba var. Pyramidalis on roads, Sophora japonica in arboretum and Pinus tabuliformis in the park was good and was more consistent with the actual condition. However, the recognition of Salix babylonica and Sabina chinensis was unsatisfactory. Table 5 details the confusion matrix for tree species classification of the optimal spectral band set. The table also shows that the producer accuracy of WorldView-2 tree species classification ranged from 51.48% (Sabina chinensis) to 85.75% (Salix babylonica). On the other hand, the user accuracy ranged from 47.63% (Sabina chinensis) to 88.48% (Sophora japonica). Large differences were observed in the producer and user accuracies among the various tree species and between the producer and user accuracies for the same tree species, indicating that based on image spectral information, the classification accuracies were not ideal and require further exploration.
In this study, the spectral bands of WorldView-2 were used as signal sources, and MLC-RFE was used to analyse the importance of the eight bands in tree species classifications. The results showed the following: (1) In all band combinations, the classification that used the combination of blue and green bands displayed the lowest OA (40.9153%) and Kappa coefficient (0.3080). In all band combinations, the classification made using the set that included the near-infrared 2, red edge, yellow, red, near-infrared 1, coastal blue and green bands yielded the highest OA (74.5479%) and Kappa coefficient (0.7029).
(2) In tree species classification using WorldView-2, the importance of the eight bands were sorted as follows (from important to unimportant): near-infrared 2 > red edge > yellow > red > near-infrared 1 > coastal blue > green > blue.
The results of the present study showed that different bands manifest different importances. Different band combinations produced large differences in classification accuracy, suggesting that the selection of participating bands bears importance in tree species classification. Also, participating bands should be effectively selected for tree species classification to achieve ideal results. In this study, using MLC-RFE method eliminated the unimportant spectral bands by rounds and consistently retained the most important spectral ones. Therefore, the optimal spectral band set with the highest accuracy has been obtained in this process.
MLC-RFE can select the best band combination required for image classification and reduce the dimension of the feature set. Optimal index factor (OIF) is a common selection method for the best band combination, and principal component analysis (PCA) features an important application in feature set dimension reduction. OIF is obtained through the sum of the standard deviations of all bands divided by the sum of the absolute values of the correlation coefficients between these bands. OIF was originally used to select 3 out of the n features to construct the best feature combination 18 ; it was later promoted to find the optimal multiple feature combinations 19 , and the best combination required for a large number of combinations 3 4 ( ) . n n n n C C C + + + Computational and analytic processes are more complicated than MLC-RFE. In addition, MLC-RFE can sort the importance of features, whereas OIF can only find the combination of the best features. PCA uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components 20, 21 . Then, the first few principal components with large variances are selected for classification, and the latter principal components with smaller variance are discarded as noise. In this case, information that plays an important role in classification may be lost. However, MLC-RFE need not transform the data set and eliminates the most useless features through comparison between features with a low information loss rate.
According to the results of this study, we can conclude that MLC-RFE is useful for important feature selection and can maximize classification accuracy. The approach is suitable for small urban areas, but relevant experiments on how it performs in a complex forest system remain lacking. In the future, we will use this method for highdimension feature reduction and classification of natural complex forest systems. 
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