Abstract-In this paper, we construct three binary linear codes C(SO + (2, q)), C(O + (2, q)), C(SO + (4, q)), respectively associated with the orthogonal groups SO + (2, q), O + (2, q), SO + (4, q), with q powers of two. Then we obtain recursive formulas for the power moments of Kloosterman and 2-dimensional Kloosterman sums in terms of the frequencies of weights in the codes. This is done via Pless power moment identity and by utilizing the explicit expressions of Gauss sums for the orthogonal groups. We emphasize that, when the recursive formulas for the power moments of Kloosterman sums are compared, the present one is computationally more effective than the previous one constructed from the special linear group SL(2, q). We illustrate our results with some examples.
I. INTRODUCTION
Let ψ be a nontrivial additive character of the finite field F q with q = p r elements ( p a prime), and let m be a positive integer. Then the m-dimensional Kloosterman sum K m (ψ; a)( [11] ) is defined by (a ∈ F * q ). In particular, if m = 1, then K 1 (ψ; a) is simply denoted by K(ψ; a), and is called the Kloosterman sum. The Kloosterman sum was introduced in 1926 ( [9] ) to give an estimate for the Fourier coefficients of modular forms.
For each nonnegative integer h, by M K m (ψ) h we will denote the h-th moment of the m-dimensional Kloosterman sum K m (ψ; a). Namely, it is given by
If ψ = λ is the canonical additive character of F q , then M K m (λ) h will be simply denoted by M K h m . If further m = 1, for brevity M K h 1 will be indicated by M K h . The power moments of Kloosterman sums can be used, for example, to give an estimate for the Kloosterman sums and have also been studied to solve a variety of problems in coding theory over finite fields of characteristic two.
From now on, let us assume that q = 2 r . Carlitz [1] evaluated M K h , for h ≤ 4, while Moisio [16] computed it for h = The author is with the Department of Mathematics, Sogang University, Seoul 121-742, Korea(e-mail; dskim@sogang.ac.kr).
6. Recently, Moisio was able to find explicit expressions of M K h , for the other values of h for h ≤ 10 (cf. [13] )(Similar results exist also over the finite fields of characteristic three (cf. [4] , [14] )). This was done, via Pless power moment identity, by connecting moments of Kloosterman sums and the frequencies of weights in the binary Zetterberg code of length q +1, which were known by the work of Schoof and Vlugt in [18] . In [7] , the binary linear codes C(SL(n, q)) associated with finite special linear groups SL(n, q) were constructed when n, q are both powers of two. Then obtained was a recursive formula for the power moments of multi-dimensional Kloosterman sums in terms of the frequencies of weights in C(SL(n, q)). This was done via Pless power moment identity and by utilizing our previous result on the explicit expression of the Gauss sum for SL(n, q). In particular, when n = 2, this gives a recursive formula for the power moments of Kloosterman sums.
In this paper, we will show the following theorem giving recursive formulas for the power moments of Kloosterman and 2-dimensional Kloosterman sums. To do that, we construct three binary linear codes C(SO + (2, q)), C(O + (2, q)), C(SO + (4, q)), respectively associated with SO + (2, q), O + (2, q), SO + (4, q), and express those power moments in terms of the frequencies of weights in each code. Then, thanks to our previous results on the explicit expressions of "Gauss sums" for the orthogonal group O + (2n, q) and the special orthogonal group SO + (2n, q) [8] , we can express the weight of each codeword in the duals of the codes in terms of Kloosterman or 2-dimensional Kloosterman sums. Then our formulas will follow immediately from the Pless power moment identity.
The recursive formula for power moments of Kloosterman sums in this paper (cf. (1), (2)) is computationally more effective than that in [7] (cf. [7] , (3)). This is because it is easier to compute the weight distribution of C(SO + (2, q)) than that of C(SL(2, q)). Theorem 1 in the following is the main result of this paper.
Theorem 1: Let q = 2 r . Then we have the following.
(a) For r ≥ 3, and h = 1, 2, . . . ,
where
is the weight distribution of C(SO + (2, q)) given by
Here the sum is over all the sets of nonnegative integers
ν β = j and
In addition, S(h, t) is the Stirling number of the second kind defined by
(b) For r ≥ 3, and h = 1, 2, . . . ,
is the weight distribution of C(O + (2, q) given by
(c) For r ≥ 2, and h = 1, 2, . . . ,
is the weight distribution of C(SO + (4, q)) given by
Here the sum is over all the sets of nonnegative integers {ν β } β∈Fq satisfying β∈Fq ν β = j and
, for all integers t satisfying |t| < 2 √ q, and t ≡ −1 (mod 4).
For more details about the results of this section, one is referred to the paper [8] . In addition, [19] is an excellent reference for matrix groups over finite fields.
Throughout this paper, the following notations will be used: Let θ + be the nondegenerate quadratic form on the vector space F 2n×1 q of all 2n × 1 column vectors over F q , given by
, where A, B, C, D are of size n. An n × n matrix A = (a ij ) over F q is called alternating if
is the maximal parabolic subgroup of O + (2n, q) defined by:
Then, with respect to P + = P + (2n, q), the Bruhat decomposition of O + (2n, q) is given by:
Put, for 0 ≤ r ≤ n,
Expressing O + (2n, q) as a disjoint union of right cosets of P + = P + (2n, q), the Bruhat decomposition in (9) can be written as
The order of the general linear group GL(n, q) is given by
For integers n, r with 0 ≤ r ≤ n , the q-binomial coefficients are defined as:
Then, for integers n, r with 0 ≤ r ≤ n, we have
As it is shown in [8] ,
Also, it is immediate to see that
Thus we get, from (12)- (14),
So, from (10), (15), we get:
where one can apply the following q-binomial theorem with
There is an epimorphism of groups δ
denoting the additive group of F 2 ) , which is related to the Clifford algebra C(F 2n×1 q , θ + ) of the quadratic space (F 2n×1 q , θ + ) , and is given by
Then SO + (2n, q) := Ker δ + is given by
and
(q 2j − 1)(cf. (16)).
III. GAUSS SUMS FOR
The following notations will be used throughout this paper.
tr(x) the canonical additive character of F q .
Then any nontrivial additive character ψ of F q is given by ψ(x) = λ(ax) , for a unique a ∈ F * q . For any nontrivial additive character ψ of F q and a ∈ F * q , the Kloosterman sum K GL(t,q) (ψ; a) for GL(t, q) is defined as
Observe that, for t = 1, K GL(1,q) (ψ; a) denotes the Kloosterman sum K(ψ; a). For the Kloosterman sum K(ψ; a), we have the Weil bound (cf. [11] )
In [6] , it is shown that K GL(t,q) (ψ; a) satisfies the following recursive relation: for integers t ≥ 2, a ∈ F * q ,
where we understand that K GL(0,q) (ψ; a) = 1 . From (20), in [6] an explicit expression of the Kloosterman sum for GL(t, q) was derived.
Theorem 2 ([6]):
For integers t ≥ 1, and a ∈ F * q , the Kloosterman sum K GL(t,q) (ψ; a) is given by
where K(ψ; a) is the Kloosterman sum and the inner sum is over all integers j 1 , . . . , j l−1 satisfying 2l
Here we agree that the inner sum is 1 for l = 1.
In Section 6 of [8] , it is shown that the Gauss sums for O + (2n, q) and SO + (2n, q) are respectively given by:
(cf. (10), (17)). Here ψ is any nontrivial additive character of F q , s 0 = 1, and, for r ∈ Z >0 , s r denotes the number of all r × r nonsingular symmetric matrices over F q , which is given by
(cf. Proposition 4.3 in [8] ). For our purposes, we only need the following three expressions of the Gauss sums for SO + (2, q), O + (2, q), and SO + (4, q). So we state them separately as a theorem (cf. (11), (21)-(24)). Also, for the ease of notations, we introduce
(25) Theorem 3: Let ψ be any nontrivial additive character of F q . Then we have
For the following lemma, one notes that (n, q − 1) = 1.
Lemma 4:
With n = 2 s (s ∈ Z ≥0 ), the map a → a n : F * q → F * q is bijection.
A result analogous to the following Corollary is also mentioned in [15] .
Corollary 5: For n = 2 s (s ∈ Z ≥0 ), and ψ a nontrivial additive character of F q , K(ψ; a n ) = K(ψ; a).
Proof:
For the next corollary, we need a result of Carlitz.
Theorem 6 ([2]):
For the canonical additive character λ of F q , and a ∈ F * q ,
The next corollary follows from Theorems 3 and 6, Corollary 5, and by simple change of variables.
Corollary 7:
Let λ be the canonical additive character of F q , and let a ∈ F * q . Then we have
Proposition 8: Let λ be the canonical additive character of
with the convention K 0 (λ;
Here the sum runs over all α 1 , . . . , α m ∈ F * q satisfying α Let G(q) be one of finite classical groups over F q . Then we put, for each β ∈ F q ,
Then it is easy to see that
For brevity, we write
(33) Using (27), (28), (30)- (32), and (37), one derives the following.
Proposition 9: With n 1 (β), n 2 (β), n 3 (β) as in (33), we have
IV. CONSTRUCTION OF CODES
Let
Here we will construct three binary linear codes C(G 1 (q)) of length N 1 , C(G 2 (q)) of length N 2 , and C(G 3 (q)) of length N 3 , respectively associated with the orthogonal groups G 1 (q),G 2 (q) , and G 3 (q). By abuse of notations, for i = 1, 2, 3, let g 1 , g 2 , . . . , g Ni be a fixed ordering of the elements in the group G i (q). Also, for i = 1, 2, 3, we put
Then, for i = 1, 2, 3, the binary linear code C(G i (q)) is defined as
where the dot denotes the usual inner product in F Ni q . The following Delsarte's theorem is well-known.
Theorem 10 ([12]):
Let B be a linear code over F q . Then
In view of this theorem, the dual C(G i (q)) rg 1 ) , . . . , tr(aT rg Ni ))|a ∈ F q }.
Let F + 2 , F + q denote the additive groups of the fields F 2 , F q , respectively. Then, with Θ(x) = x 2 + x denoting the ArtinSchreier operator in characteristic two, we have the following exact sequence of groups:
Here the first map is the inclusion and the second one is given by
Theorem 11: Let λ be the canonical additive character of F q , and let β ∈ F * q . Then
Proof: (a) We compute the following sum in two different ways:
On the one hand, using (26) we see that (43) is equal to
On the other hand, we see that (43) equals
(with the sum running over all α 1 , α 2 ∈ F * q , satisfying α −1
Equating (44) and (45), the result (a) follows.
Theorem 12: (a) For q = 2 r , with r ≥ 3, the map
Proof: (a) As G 2 (q) = O + (2, q) case can be shown in exactly the same manner, we will treat only G 1 (q) = SO + (2, q) case. The map is clearly F 2 -linear and surjective. Let a be in the kernel of the map. Then tr(aT rg) = 0, for all g ∈ SO + (2, q). Since n 1 (β) = |{g ∈ SO + (2, q) | T r(g) = β}| = 2, for all β ∈ F * q with tr(β −1 ) = 0(cf. (34)), tr(aβ) = 0 , for all β ∈ F * q with tr(β −1 ) = 0. Hilbert's theorem 90 says that, for γ ∈ F q ,tr(γ) = 0 ⇔ γ = α 2 + α , for some α ∈ F q . Thus tr( a α 2 +α ) = 0, for all α ∈ F q \{0, 1}. So
Then, from (42), (19) ,
This implies that q ≤ 2 √ q + 1. But this is impossible, since x > 2 √ x + 1, for x ≥ 8. (b) Again, the map is F 2 -linear and surjective. From (36) and using the Weil bound in (19) , it is elementary to see that n 3 (β) = |{g ∈ SO + (4, q) | T r(g) = β)}| > 0, for all β ∈ F q . Let a be in the kernel. Then tr(aT rg) = 0, for all g ∈ SO + (4, q), and hence tr(aβ) = 0, for all β ∈ F q . This implies that a = 0, since otherwise tr : F q → F 2 would be the trivial map.
Remark: It is easy to check that, for i = 1, 2, and q = 2 r with r = 1, 2, the kernel of the map
V. POWER MOMENTS OF KLOOSTERMAN SUMS
In this section, we will be able to find, via Pless power moment identity, a recursive formula for the power moments of Kloosterman sums in terms of the frequencies of weights in C(G i (q)), for each i = 1, 2, 3. 
where S(h, t) is the Stirling number of the second kind defined in (3) .
From now on, we will assume that r ≥ 3, for i = 1, 2, and hence, for i = 1, 2, 3, every codeword in C(G i (q)) ⊥ can be written as c(a), for a unique a ∈ F q (cf. Theorem 12, (39) ). Further, we will assume r ≥ 2, for i = 3, so that Theorem 17 can be used in (c) of Theorem 18. λ(aT rw)).
Our results now follow from (37) and (27)-(30).
Fix i(i = 1, 2, 3), and let u = (u 1 , . . . , u Ni ) ∈ F Ni 2 , with ν β 1's in the coordinate places where T r(g j ) = β, for each β ∈ F q . Then we see from the definition of the code C(G i (q))(cf. be the weight distribution of C(G i (q)), for each i = 1, 2, 3, where C i,j denotes the frequency of the codewords with weight j in C(G i (q)). Then
where the sum runs over all the sets of integers {ν β } β∈Fq (0 ≤ ν β ≤ n i (β)), satisfying β∈Fq ν β = j, and β∈Fq ν β β = 0 (52)
