We present Cahn-Hilliard and Allen-Cahn numerical integration algorithms that are unconditionally stable and so provide significantly faster accuracy-controlled simulation. Our stability analysis is based on Eyre's theorem and unconditional von Neumann stability analysis, both of which we present. Numerical tests confirm the accuracy of the von Neumann approach, which is straightforward and should be widely applicable in phase-field modeling. For the Cahn-Hilliard case, we show that accuracy can be controlled with an unbounded time step ⌬t that grows with time t as ⌬tϳt ␣ . We develop a classification scheme for the step exponent ␣ and demonstrate that a class of simple linear algorithms gives ␣ϭ1/3. For this class the speedup relative to a fixed time step grows with N, the linear size of the system, as N/ln N. With conservative choices for the parameters controlling accuracy and finite-size effects we find that an 8192 2 lattice can be integrated 300 times faster than with the Euler method.
I. INTRODUCTION
A starting point in the analysis of coarsening systems, such as the phase-separation dynamics following a quench from a disordered to an ordered phase, is the characterization of the asymptotic late-time behavior. Most coarsening systems exhibit asymptotic dynamical scaling with the characteristic length scale L(t) given by the size of individual ordered domains. The growth law Lϳt n is determined by only a few general features, such as conservation laws and the nature of the order parameter ͑see Ref. ͓1͔ for a review͒. For conserved Cahn-Hilliard equations describing phase separation, Lϳt 1/3 at late times. More detailed information about the scaling state is difficult to obtain analytically. Indeed, the very existence of scaling has only been demonstrated empirically in simulations and experiments. Consequently, computer simulations of coarsening models, especially phasefield models such as the Cahn-Hilliard equation, play an essential role in our understanding and characterization of late-stage coarsening.
These simulations face several restrictions. To accurately resolve the asymptotic structure it is necessary to evolve until late times so that L(t)ӷw, where w is the domain wall width. However, to avoid finite-size effects we must halt the simulation when L(t) is some fraction of the system size L sys . Additionally, to resolve the domain wall adequately the lattice spacing ⌬x must be sufficiently small compared to the domain wall width w. Very large lattices of linear size L sys /⌬x are necessary to satisfy all of these requirements: ⌬xϽwӶL(t)ϽL sys . Accurate studies of the scaling state require us to evolve large systems to late times.
Unfortunately, current computational algorithms are very inefficient in their time integration. The standard Euler integration of the Cahn-Hilliard ͑CH͒ and Allen-Cahn ͑AC͒ coarsening models for conserved and nonconserved dynamics, respectively, is known to be unstable for time steps ⌬t above a threshold fixed by the lattice spacing ⌬x-this is the ''checkerboard'' instability ͓2͔. This imposes a fixed time step irrespective of the natural time scale set by the physical dynamics. The domain walls move increasingly slowly, for example, the CH equation yields asymptotic domain wall velocities vϳ‫ץ‬L/‫ץ‬tϳt Ϫ2/3 . Consequently, a fixed time step results in ever-decreasing amounts of domain wall motion per step and eventually becomes wastefully accurate.
Ideally, one would like a stable integration algorithm, which would allow accuracy requirements rather than stability limitations to determine the integration step size. Recently, Eyre proved the existence of unconditionally gradient stable algorithms ͑essentially a strict nonincrease in free energy for every possible time step͒ ͓3͔, and provided explicit examples of stable steps for both CH and AC dynamics ͓3,4͔. The present work is concerned with developing these methods in two directions: clarifying and expanding the class of unconditionally stable algorithms and deriving the accuracy limitations on these algorithms.
Our main results for stability are the following. We have determined the parameter range for which Eyre's theorem proves unconditional gradient stability ͑Sec. II A͒, and we present Eyre's theorem in Appendix A. We have also determined the parameter range that is unconditionally von Neumann ͑vN͒ stable, that is, linearly stable for any size time step ͑Sec. II B͒. The latter range is a superset of the former, and neither appear to have been previously determined. We have also performed numerical tests of stability in dimension dϭ2 ͑Sec. II C͒ and found that the vN stability condition appears to be sufficient for identifying unconditionally gradient stable steps. Specifically, for the parameterless form of the CH equation ͑see Ref.
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that may be solved for the updated field tϩ⌬t efficiently by means of fast Fourier transform ͑FFT͒. The various stability conditions for these steps are depicted in terms of a 1 and a 2 in Fig. 1 . The stability conditions do not depend on the lattice type or dimension, on the volume fraction, or on the form of the lattice Laplacian. This implies, for example, that these algorithms could be combined with adaptive mesh techniques ͑see, for example, Ref. ͓5͔͒ for independent control of spatial and temporal discretization. Figure 1 suggests that the unconditional vN stability conditions, which are widely applicable and relatively easy to analyze, may provide a reasonably accurate proxy for unconditional gradient stability. We have also determined the analogous stability conditions for the AC equation. When stability is not the limiting factor, practical limits are still imposed by accuracy. To maintain the domain wall profile to a given accuracy, a time step should be chosen so that the wall only moves a fraction of its width w in a single step. For a scaling system with Lϳt n , where nр1 generally, . However, we show that these stable algorithms are still not capable of accurately simulating coarsening using the natural time scale-despite their stability. For example, accuracy limits the stable CH steps given above to ''only'' ⌬tϳt 1/3 . To understand the limitations imposed on even stable algorithms by accuracy, we study in Sec. III the truncation error for the CH equation for general numerical algorithms, and determine how these terms scale with time to all orders in ⌬t ͑Sec. III D͒. We develop a classification scheme for such algorithms based on the lowest order p of ⌬t p at which truncation error fails to follow its optimal scaling, and show that this term limits the accuracy of the algorithm at late times ͑Sec. III A͒. Our analysis leads to the conclusion that accuracy requires a time step
͑4͒ for the CH model. The algorithms in Eq. ͑2͒ have pϭ2, meaning the error becomes suboptimal at O(⌬t 2 ), the leading error term. This result is consistent with our numerical observations. Our simple analysis for the natural time step, Eq. ͑3͒, corresponds to the pϭϱ class. We are unable to identify any such ''perfect'' algorithms for the CH case; they may be impossible for any nonlinear problem.
Next, we turn to the question of practical advantage. Various computational algorithms have been developed to mitigate the impact of instabilities by increasing ⌬t by a fixed factor compared to the simplest Euler discretization. For example, the cell-dynamical scheme ͑CDS͒ ͓6͔ exploits universality to choose a free energy that is convenient in terms of numerical stability. More recently, Fourier spectral methods ͓7,8͔ have been shown to increase the maximum ⌬t by an impressive two orders of magnitude. However, these methods still require fixed time steps and so cannot adjust to the naturally slowing CH dynamics.
In Sec. IV we determine the relative advantage of integration by algorithms such as Eq. ͑2͒ compared to the conventional Euler method. For a reasonably conservative choice of accuracy requirements, we find for an 8192ϫ8192 lattice ͑currently feasible for a Linux workstation͒ with ⌬xϭ1 that our unconditionally stable methods can integrate up to finitesize effects roughly a factor of 300 times faster than possible with the Euler method. The advantage of unconditionally stable steps increases with larger system sizes: for lattices of linear size N we show the relative advantage in speed is of order N/ln N, regardless of the spatial dimension of the system. This means that as computational power continues to increase, unconditionally gradient stable algorithms will become even more valuable.
We present a summary and outlook for future developments and applications in Sec. V.
II. STABILITY
The parameterless form of the CH equation for a conserved scalar field ͓1͔ is
where is the local chemical potential given by ͑x͒ϵ ␦F ␦͑x͒ and F͓͔ is the free-energy functional, taken here to be
The second term in F represents a double-well potential with equilibrium values ϭϮ1, and Eqs. ͑5͒-͑7͒ combine to give Eq. ͑1͒. The parameterless form of the AC equation ͓1͔ is ‫ץ‬ t ϭϪϭٌ 2 ϩϪ 3 . ͑8͒
For dissipative dynamics such as the CH and AC equations, a discrete time stepping algorithm is defined to be gradient stable only if the free energy is nonincreasing, F͓ tϩ⌬t ͔рF͓ t ͔, for any field configuration t . The other requirements for gradient stability, e.g., that stable fixed points must correspond to minima of F or that F should increase without bound for large , are already manifest in the discretized forms of these equations. Gradient stability may reasonably be regarded as the ultimate stability criterion for the CH equation.
Unconditional gradient stability means that the conditions for gradient stability hold for any size time step ⌬t ͓0,ϱ). Since unconditionally stable steps are our primary concern, we will henceforth use ''stable'' or ''unstable'' to refer to the behavior for arbitrarily large ⌬t. where i X ϭ‫ץ‬F X ‫ץ/‬ i for lattice site i, and where ٌ 2 implies a lattice Laplacian. The necessary condition on the splitting is the same for both equations and may be stated by introducing the Hessian matrices
͑14͒
where i, j denote lattice sites. First, we must have all eigenvalues of M E nonpositive and all eigenvalues of M C nonnegative. Second, as shown in Appendix A, for min equal to the smallest eigenvalue of M and max E the largest eigenvalue of M E , we need
This also automatically satisfies the convexity requirement for M E , since min Ͻ0. To identify the appropriate splittings, it is useful to break the free energy, Eq. ͑7͒, in its lattice-discretized form, into three parts ͑neglecting the irrelevant constant V/4 term͒:
with corresponding Hessian matrices
ϭϪ␦ i j , where ␦ i j is the Kronecker ␦ function, has all eigenvalues equal to Ϫ1. Next, M i j (2) ϭ(Ϫٌ 2 ) i j is the negative of the lattice Laplacian, which can always be diagonalized by going to Fourier space. It immediately follows that the eigenvalues of M (2) are strictly non-negative. ͑Even for irregular spatial discretizations, the M (2) eigenvalues must be non-negative.͒ Finally, M i j (3) ϭ3 i 2 ␦ i j , which has strictly non-negative eigenvalues as well. We parametrize the splitting via
which results in the general CH step, Eq. ͑10͒, and AC step, Eq. ͑11͒, when mϭ0. Now to obtain bound, since the sum of matrices, M ϭM
(1) ϩM (2) ϩM (3) , has eigenvalues bounded by the sum of the bounds, the minimum eigenvalue of M satisfies min уϪ1. Therefore Eq. ͑15͒ is satisfied by ensuring max E рϪ1/2.
One example that satisfies these conditions is the splitting F E ϭF (1) and F C ϭF (2) ϩF (3) , since max E ϭϪ1 satisfies Eq. ͑15͒ and M C has strictly non-negative eigenvalues. This provides a gradient stable nonlinear step with a 1 ϭ1 and a 2 ϭa 3 ϭ0. This case was identified by Eyre ͓3͔, who noted that the convexity requirement for the splitting guarantees absolute convergence of the Newton-Raphson method. (1) ϩ(1Ϫa 2 )F (2) , which has the necessary nonnegative eigenvalues for the range of a 1 and a 2 given above. Therefore we can identify a class of gradient stable direct CH and AC steps as
This gives the dark gray shaded region in Fig. 1 . These represent sufficient restrictions on the a i to satisfy the conditions for Eyre's theorem; however other values of the a i may be gradient stable as well. Eyre provided specific step examples for all three implementation categories: a nonlinear step, with a 1 ϭ1, a 2 ϭa 3 ϭ0, and mϭ0, a linear iterative step with mϭ2 and the same a i as the nonlinear step, and a linear direct step with a 1 ϭ3, a 2 ϭ0, and a 3 ϭ1 ͓3,4͔. The nonlinear step is the example presented earlier in this section, and its gradient stability follows from Eyre's theorem. However, it is not clear to us that Eyre's theorem can be directly applied to the iterative steps, and in fact we find Eyre's proposed iterative method to be numerically unstable, as described in Sec. II C. Finally, the a 1 value in the direct step violates Eq. ͑18͒, so this case does not follow from Eyre's theorem.
B. Unconditional von Neumann stability
Since Eyre's theorem provides, in principle, only a subset of the possible gradient stable steps, complementary approaches for determining stability are desirable. In this section we extend vN linear stability analysis ͓9,10͔ to arbitrary time steps, which we call unconditional vN stability. Since any gradient stable algorithm is likely also linearly stable, the von Neumann analysis would appear to identify a superset of possibly gradient stable algorithms: in principle, the vN analysis could also identify some unwanted nonlinearly unstable algorithms. As shown in Fig. 1 , though, the vN stability boundary corresponds quite well with the numerically determined gradient stability line. This leads us to suggest that the approach of imposing unconditional vN stability on a broadly parametrized class of semi-implicit algorithms, followed by numerical checking, could be fruitfully adapted to a wide variety of applications.
We analyze the general step, Eq. ͑10͒, for linear stability around a constant phase ϭ 0 . It is important to realize there are physical, and therefore desirable, linear instabilities in the continuum CH and AC equations. Therefore it is important to distinguish between these and the unphysical instabilities induced by the numerical implementation. Take (x,t)ϵ 0 ϩ(x,t), and linearize the CH equation ͑1͒ in to get ϭϪٌ 2 (ٌ 2 ϩϪ3 0 2 ). Fourier transform this to
Here k is the eigenvalue of the Laplacian and is nonpositive, with kmin р k р0 ͑note that k ϭϪk 2 in the continuum͒. The minimum value kmin depends on the lattice, spatial dimension, and specific form of the Laplacian. Similarly, for the same linearize the AC equation ͑8͒ in and Fourier transform to get
The physical instability for both Eqs. ͑19͒ and ͑21͒ occurs for
which corresponds in the CH equation to spinodal decomposition ͓1͔. We stress that while these Fourier modes are linearly unstable, the dynamics of spinodal decomposition is gradient stable and represents a physical decrease of the free energy, which is why it must be retained. We now linearize and Fourier transform our general CH step, Eq. ͑10͒, as above to get
Writing this as
the von Neumann stability criterion is
which implies that small deviations from the constant solution evolve to decrease in magnitude. We want to impose this stability condition for all k and arbitrary positive ⌬t. For large ⌬t, Eq. ͑25͒ implies ͉L k ͉Ͼ͉R k ͉. The left-hand side of Eq. ͑25͒ can be made to violate the inequality for small ⌬t unless L k у0. Combining these conditions we have
which is a necessary and sufficient condition for unconditional linear stability. This condition applies to all first-order time steps that can be expressed in the form given by Eq.
͑24͒.
We examine the linear stability condition in two steps.
This reduces to the spinodal condition, Eq. ͑22͒. Note that all the parameters (a 1 ,a 2 ,a 3 ,m) are absent from Eq. ͑27͒, so we cannot interfere with the spinodal condition. This evidently follows from having a first-order accurate step. Next, we check for L k ϾϪR k , which gives
If we choose a 2 Ͻ1/2, then since k р0 we get 2a 1 Ϫ1 Ϫ͓(3Ϫm)(2a 3 Ϫ1)ϩm͔ 0 2 Ͼ0. For a 2 Ͼ1/2 we obtain a lattice-dependent condition, that is, our inequality would contain kmin .
We choose to restrict ourselves to lattice-independent stability conditions as these are more practical: they carry over into any lattice or spatial dimension. For this purpose we take a 2 Ͻ1/2. This gives the vN stable conditions
We have let 0 2 vary in the late-time asymptotic range of 0 2 ͓0,1͔, where Gibbs-Thompson-induced supersaturation has been ignored, and have imposed on a 1 the most restrictive value that results. For this reason algorithms near the stability boundaries should be avoided at early times.
For direct steps, with a 3 ϭ1, the second condition in Eq. ͑29͒ becomes a 1 Ͼ2. This gives the lightly shaded region in Fig. 1 . The Euler update, with a 1 ϭa 2 ϭa 3 ϭ1, is clearly unstable since a 2 Ͼ1/2 and a 1 Ͻ2. For linear iterative steps, with mϭ2, Eq. ͑29͒ becomes a 1 Ͼmax͓1/2,a 3 ϩ1͔. The stability condition of the general nonlinear step cannot be further simplified from Eq. ͑29͒, but the special case mϭ0 gives a 1 Ͼmax͓1/2,3a 3 Ϫ1͔.
There is another special case for which the stability conditions can be imposed, namely, when mϭ0 and a 1 ϭa 2 ϭa 3 ϵa. In this case the vN condition, Eq. ͑28͒, becomes
The term in square brackets is again the spinodal condition and should be positive for all physically stable modes, so for aϽ1/2 both vN stability conditions reduce to the spinodal condition. However, these steps, which include the marginal Crank-Nicholson case (aϭ1/2) and the stable fully implicit step (aϭ0) suffer from having multiple solutions to the nonlinear implicit equation whenever ⌬t exceeds some threshold, making them unsuitable. Regarding Eyre's proposed steps, introduced at the end of Sec. II A, we note that the direct step is vN stable, the iterative step is marginal for vN stability, and the nonlinear step, which was gradient stable by Eyre's theorem, is also vN stable.
The linearization for the general AC step, Eq. ͑11͒, results in the same linearized equation ͑23͒ but with the substitution Ϫ k ⌬t→⌬t. Since Ϫ k у0, the vN stability analysis for the AC equation is identical and also results in Eq. ͑29͒.
C. Numerical stability tests
The vN stability analysis yields a considerably larger parameter range for stable steps, Eq. ͑29͒, than those which are provably stable by Eyre's theorem, e.g., Eq. ͑18͒. Here we determine numerically which step parametrizations are gradient stable, for purposes of comparison with the theoretical results. We focus primarily on direct steps, with a 3 ϭ1, since these are an important practical class of steps. We consider only symmetric quenches of the CH equation in this section, with ͗͘ϭ0.
The primary result, shown in Fig. 1 , is obtained as follows. We evolved a uniformly distributed 20ϫ20 array of direct CH steps with the parameter values a 1 (0,4) and a 2 (Ϫ2,2) on a 512 2 lattice to a final time t max . We take lattice spacing ⌬xϭ1 here and throughout. At regular intervals during the evolution we tested a single direct step with 0Ͻ⌬tϽ10
10 . This step was only used for stability testing, and did not contribute to the time evolution. Steps larger than ⌬tϭ10 10 were not employed to avoid spurious roundoff error effects. Any system that ever increased its free energy was labeled unstable, and plotted in Fig. 1 with a filled circle. The systems were evolved in time with multiple methods. First, we used Euler updates (⌬tϭ0.05) evolved to t max ϭ10 4 . Next, we evolved systems with direct updates both with fixed ⌬tϭ100 and with an increasing time step ⌬tϭ0.05 t 1/3 ͑both to t max ϭ10 6 ). As Fig. 1 shows, all vN stable algorithms were found numerically to be gradient stable, and the lightly shaded region corresponds extremely well to the gradient stable systems. Indeed, the vN stability boundary for a 1 appears to be followed quite sharply in the numerical tests. We do find numerical gradient stability for a region where a 2 Ͼ1/2: this is most likely due, ironically, to a lattice-induced stabilization. That is, since the lattice Laplacian k has an implementation-dependent minimum value, the inequality ͑28͒ may be satisfied for some a 2 Ͼ1/2. Therefore, we expect the precise location of this boundary to shift slightly depending on the lattice, the spatial dimension, and the choice of lattice Laplacian, but not to cross a 2 ϭ1/2. With the numerical tests described above we have tested the linear iterative step proposed by Eyre ͓4͔ and found it to be unstable.
To help illustrate numerical testing of gradient stability, we show a mixture of stable and unstable steps in Figs. 2 and  3 . The difference between gradient stable and unstable steps is striking: while neither are particularly accurate for extremely large ⌬t, the unstable steps show a marked increase in the free-energy density, while the gradient stable steps adhere to the strict nonincreasing free-energy condition. However, the closer view in Fig. 3 shows that some cost is paid in accuracy: for small values of ⌬t, both the Euler step and the unstable semi-implicit step track the physical behavior better than the stable step. While it may appear from Fig.  3 that moderately large steps may be used with unstable algorithms, this is not case; for example, using a ⌬tտ0.05 for the Euler update will lead rapidly to instability via accumulated error from repeated steps, due to the checkerboard instability. In contrast, by nature of its vN stability, the stable step does not have this rapid accumulation of error. Clearly, though, the extreme step sizes used to illustrate stability in Figs. 2 and 3 would not be appropriate for an accurate simulation. In the following section we show how accuracy provides a time-dependent ͑but unbounded͒ limit on the step size.
III. ACCURACY
With a gradient stable algorithm, it is possible to use a progressively larger time step as the characteristic dynamics become slower. The limiting factor for the increase of the time step is then an accuracy requirement. FIG. 2 . Plot of the free-energy density ⑀ vs time ͑thick solid line͒ approaching the asymptotic ⑀ϳt Ϫ1/3 decay, as evolved with a Euler update with ⌬tϭ0.01 in a 1024 2 system. At five distinct departure times t d , separated by factors of 4, we show the free energies that result from a single time step ⌬t(0,10 000), plotted vs tϭt d ϩ⌬t. The dotted lines correspond to using a common semiimplicit algorithm (a 1 ϭ1, a 2 ϭ0, a 3 ϭ1) for the single step, while the thin solid lines correspond to single steps with a vN stable direct algorithm (a 1 ϭ3, a 2 ϭ0, and a 3 ϭ1). Fig. 2 , but with t d ϭ1000. The dashed line corresponds to a single step of the Euler update, which is gradient unstable. Both the Euler step and the unstable semi-implicit step ͑dotted͒ are unstable under repeated steps for much smaller ⌬t than appear to be accurate for a single step.
FIG. 3. As per
A specified accuracy criterion may be imposed on the stable steps identified in Sec. II without any further theoretical development using standard numerical adaptive step-size techniques ͑as described in Ref. ͓9͔ and , for the reasons presented in Sec. I. However, this is not the case: empirically we find significantly slower growth. This motivated us to study the sources of error terms in the gradient stable CH steps. Our main result is the p classification scheme, which determines the allowed growth rate of the time step according to Eq. ͑4͒. The remainder of this section is concerned with the CH equation.
A. The p classification scheme
We begin with an analysis of the error magnitude associated with the various gradient stable algorithms. The exact tϩ⌬t , obtained by integration of Eq. ͑1͒ from a given t , can be expressed in terms of the fields at time t by means of a Taylor expansion
͑31͒
The Euler update, Eq. ͑9͒, is simply the truncation of this expansion at O(⌬t) with resulting error ⌬
Other step parametrizations will have different coefficients for the O(⌬t n ) component of the error, but the general feature of an expansion to all powers of ⌬t will be the same. Since our goal is to have a growing time step with controlled error, successively higher powers of ⌬t will require coefficients decaying increasingly faster in time. In order to determine the limitation on how fast the time step may grow, it is essential to know the decay rates of the coefficients of ⌬t n for all n. In this section we demonstrate how this can be done. We make use of the following results for asymptotic decay rates, derived in Sec. III D. In the interfacial region ͑defined in Sec. III D͒
whereas in the bulk, that is, all of the system not near an interface, we find
.
͑34͒
Consider first the Euler step: all the O(⌬t n ) coefficients are simply proportional to the time derivative ‫ץ‬ t n evaluated at t. If numerical stability were not a problem and we simply increased the time step according to the naive ⌬tϳt 2/3 , we would find in the interfacial region that every order in the Taylor expansion provides an O(t 0 ) contribution to the error, whereas in the bulk region every order provides an O(t . We see that the Euler case was special because it made all but the first term in the O(⌬t 2 ) error vanish. Since every term in Eq. ͑36͒ decays faster in the bulk than at the interface, we conclude that the error is interface limited, i.e., the accuracy criterion at the interface will determine how fast the time step can grow. This is a generic feature, as we will show below.
There are other ways besides using the Euler step to make the O(⌬t 2 ) interfacial error decay as t Ϫ4/3 . If the coefficients satisfy a 1 ϭa 2 ϭ1Ϫb, a 3 ϭ1Ϫ3b/͑3Ϫm ͒ ͑37͒
for some b, then the various ‫ץ‬ t t terms in Eq. ͑36͒ add to give b‫ץ‬ t 2 t . In this case,
and so the O(⌬t 2 ) coefficient decays as t Ϫ4/3 at the interface and faster in the bulk. From this example we can construct the p classification scheme.
Consider the truncation error term of order ⌬t n . This can be obtained by iterating Eq. ͑35͒ and can be expressed as a sum of terms of the form ‫ץ‬ t nϪ1 (ٌ 2 ) k j . If these terms appear in the right proportions, they combine via Eq. ͑1͒ to become proportional to ‫ץ‬ t n , which decays faster by a factor of 1/t 2/3 at the interface. This is exactly what occurs in the nϭ2 case above when Eq. ͑37͒ is satisfied. 
B. Quantifying error for direct steps
Direct steps, with a 3 ϭ1 by definition and a 1 Ͼ2, a 2 Ͻ1/2 for stability, fail to satisfy Eq. ͑37͒, and so all direct steps give pϭ2 algorithms with ⌬tϳt
. This means that the asymptotic error magnitude should be given exactly by
with ⌬tϭAt
. This gives a fixed amount of error at the interface, and all higher orders of ⌬t give decaying contributions. Therefore, the error magnitude is proportional to A 2 , and we can use numerical measurements of Eq. ͑39͒ to develop the constant of proportionality.
We determine error numerically in the usual way ͓9͔: compare the field (1) obtained from a single step of size ⌬t to the field (2) obtained from two steps of size ⌬t/2. It is straightforward to show that if the true error of the step is E⌬t 2 ϩO(⌬t 3 ), then (1) Ϫ (2) ϭ(E/2)⌬t 2 ϩO(⌬t 3 ). Since we expect exactly ⌬t 2 error, we simply take 2(
Ϫ (2) ) to be the true error. In the bulk, the error decays as t Ϫ2/3 . The interfacial error is not decaying, but the amount of interface decays as t Ϫ1/3 , which means the error magnitude, Eq. ͑39͒, averaged over the entire system will also decay as t Ϫ1/3 , all from the interfacial contribution. To determine the error per lattice site in the interfacial region, it is necessary to divide the averaged error by the fraction of the system in the interfacial region. We do that as follows. The asymptotic free-energy density is given by the product of the surface tension and interface density:
, where the interfacial ''area'' A int is a dϪ1 dimensional hypersurface and L sys is the system size. For interface width w, A int (t)w/L sys d ϭw⑀/ represents the fraction of the system in the interfacial region. Multiplying the averaged error by /(w⑀) then gives the typical error in the interfacial region. The surface tension corresponding to Eq. ͑7͒ is ϭ2ͱ2/3. We take w ϭ2ͱ2 as a typical measure for the interface width.
We have investigated this error for a variety of direct algorithms in Fig. 4 , where we have plotted the interfacial error as determined above divided by A 2 . We plot this error amplitude against a 1 and a 2 for the same shaded regions ͓''vN'' and ''E''͔ as identified in Fig. 1 . The typical interfacial error for a given direct step of size ⌬tϭAt 1/3 may be obtained by multiplying the appropriate contour value by A 2 . To illustrate the advantages of stable algorithms, as well as of a detailed error analysis where it is possible, we show in Fig. 5 how the error evolves in time for direct steps with ⌬tϭAt 1/3 versus the Euler step with fixed ⌬t. The field is evolved by the Euler method, and during the evolution error checking is done with single steps that do not contribute to the evolution. The decay of the Euler error shows that the Euler method is asymptotically wastefully accurate. FIG. 4 . Contour of scaled error for a single direct update in a 1024 2 system. The systems are evolved well into the scaling regime (tϷ3000) with a fixed-step Euler update. The errors are found by comparing a single direct time step ⌬tϭAt 1/3 with two steps of size ⌬t/2, and are then scaled by 2/(A 2 w⑀) to estimate the average error magnitude per lattice site per A 2 in the interfacial region, as described in the text.
FIG. 5. Plot of scaled error per lattice site near the interface for a single Euler step ͑solid͒, and for a single direct step with a 1 ϭ3 and a 2 ϭ0 ͑dotted with ⌬tϭAt 1/3 where from bottom to top A ϭ10 Ϫ4 , 10 Ϫ3 , and 10 Ϫ2 ). The scaling of the errors is the same as in Fig. 4 , except that the errors are not divided by A 2 . For the two smallest A the scaling with A 2 is clearly seen, and so is the time independence of the error for the driven direct step at later times. The system size is 2048 2 and is evolved with a Euler step with ⌬tϭ0.05.
Our single-step analysis and testing does not conclusively demonstrate that an algorithm will be reasonably behaved under successive steps, i.e., there is a possibility of accumulation of error. In Fig. 6 we show the free-energy density for systems evolved by a direct step and compare the evolution to that obtained by the Euler method. It appears that the errors do not accumulate and the free energy decays properly as t Ϫ1/3 .
C. Toward pÌ2
To go beyond the pϭ2 steps with ⌬tϳt 1/3 , it is necessary to find a stable step that satisfies Eq. ͑37͒. Comparing with the stability conditions, Eqs. ͑29͒, we find only marginally stable algorithms with a 1 ϭa 2 ϭ1/2 and a 3 ϭ(3/2Ϫm)/(3 Ϫm) for 0рmр3. For mϭ0 this becomes the CrankNicholson method, which as noted before, has a fixed time step due to solvability considerations. However, a marginal linear iterative step is possible with mϭ2 and a 3 ϭϪ1/2. Unfortunately, whether or not the marginality is a problem, the iterative method ͑given by Eyre in Ref. ͓4͔͒ fails to converge absolutely for these parameters. Evidently, then, it is not possible to construct a useful pϭ3 step from the general step, Eq. ͑10͒.
One possible way to develop a pϭ3 step is to use a method that is both stable and second-order accurate in time. For example, a two-step method that uses both tϪ⌬t and t to determine the updated field tϩ⌬t can be made to have no O(⌬t 2 ) error. A preliminary study of vN stability for these two-step methods indicates that these are a possibility.
It is worth considering the prospect of obtaining a p→ϱ step: according to the p classification analysis this would allow the natural ⌬tϳt 2/3 time step. However, the error terms need to be strictly proportional to ‫ץ‬ t n at each order ⌬t n . To achieve this with a one-step method one needs
shows that this step will be linearly unstable when aϾ1/2 ͑for large enough ⌬t), while for aϽ1/2 one runs into solvability problems. At this point it seems unlikely that a p→ϱ algorithm for the CH equation will be possible.
D. Asymptotic scaling of field derivatives
In this section we derive the relations ͑33͒ and ͑34͒ that provided the basis for p classification. Enough is known about CH dynamics such that we can explicitly analyze the leading asymptotic decay of mixed space and time derivatives to arbitrary order. We follow the review by Bray ͓1͔, and we restrict ourselves to the power-law scaling of these terms at sufficiently late times, where all observable length scales that describe the domain wall morphology, such as the interface curvature radii, are proportional to the domain size Lϳt 1/3 . The domain wall thickness w does not grow with time, so wӶL asymptotically. However, when analyzing the fields in the interfacial region, defined as the locus of points within a distance w of a domain wall center ͑i.e., the surface ϭ0), both length scales L and w can appear. The remainder of the system is referred to as the bulk.
The scale of the chemical potential is proportional to interface curvature due to the Gibbs-Thompson effect, and since ϳ1/L, ϳ1/Lϳ1/t 1/3
. ͑41͒
In the bulk, the chemical potential varies smoothly and continuously, so a Laplacian simply brings in more powers of L: Iterating this from the initial value for ‫ץ‬ t gives ‫ץ‬ t n ϳt Ϫ(1/3)Ϫ(2/3)n , the first term in Eq. ͑34͒. When the time derivatives act on a power of the field j , the resulting expression contains the j fields and n time derivatives in various combinations. In this case the asymptotic decay comes from the single term proportional to jϪ1 ‫ץ‬ t n , which means the decay for j derivatives is the same as the jϭ1 case, since the field is of order unity in the bulk. .
͑45͒
Repeating this argument for higher derivatives gives ‫ץ‬ t n ϳt Ϫ2n/3 in the interface, the first term in Eq. ͑33͒. For time derivatives of j at the interface, we again get multiple terms with the various combinations of n time derivatives and j fields. In this case, however, every term contributes to the asymptotic decay. Essentially every time derivative, wherever it acts, brings a factor of t Ϫ2/3 , and these are the only factors causing the decay. Hence ‫ץ‬ t n j ϳ‫ץ‬ t n . Finally, adding spatial derivatives in the interfacial region brings factors of w Ϫ1 rather than L Ϫ1 , and so does not change the asymptotic decay. This proves the second relation in Eq. ͑33͒.
IV. COMPUTATIONAL ADVANTAGE
Having established the possibility of controlled accuracy CH simulation with a growing step size ⌬tϳt ␣ , we now explore the relative computational advantage offered by such an algorithm. As described in Sec. I, the goal in such simulations is to evolve as close as possible to the scaling regime, meaning the largest possible L(t). This means evolving until finite-size effects enter, since stopping earlier means a smaller system size could be chosen. Finite-size effects are expected to appear when L(t)ϳL 0 t 1/3 is some fraction of the system size, so we define the simulation ending time t max by
where N is the linear size of the lattice and f is a small constant factor. There is some arbitrariness in the definition of the length scale L(t) that simply factors into the optimal choice for f. We take the inverse interface density as our measure, that is,
using the interfacial area A int from Sec. III B, and its relation to the free-energy density and surface tension derived therein. From our data in dϭ2 we find ⑀ 0 Ӎ0.675, so we take L 0 ϭ/⑀ 0 Ӎ1.40. Evolving to t max with the Euler step ͑or any fixed-size step͒ requires nϭt max /⌬t 0 steps, where ⌬t 0 is the step size. For our square lattice with ⌬xϭ1 we find ⌬t 0 ϭ0.05 is close to the maximum stable value. More generally, one expects ⌬t 0 ϳ⌬x 4 ͓2͔. Evolving to a late time t max with a growing step size ⌬tϳAt ␣ ϳdt/dn requires a number of steps
where a fixed-size step is used until some early time t 0 . Putting all this together, we find the ratio of computer time cost for Euler steps to stable steps to be
For direct steps, ␣ϭ1/3, so the relative speedup over Euler integration grows with the system size as N/ln N. From ⌬t 0 ϳ⌬x 4 we also see the speedup factor scaling as 1/⌬x 3 , making stable steps an optimal choice when a smaller lattice spacing is desired. A pϭ3 algorithm has ␣ϭ4/9 and offers a speedup factor of N 4/3 /ln N. We conclude by plugging in reasonably conservative parameter values. From Fig. 4 we see that the typical interfacial error for the a 1 ϭ3, a 2 ϭ0 direct step is about 0.7A 2 . This is to be compared to ⌬ eq ϭ2, the range in which varies. The choice Aϭ0.1 is shown in Fig. 6 to give an error in the free-energy density around 3% of the Euler value. While this seems perhaps high, we note that this is comparable and probably smaller than the error already introduced in the Euler discretization of the continuum CH equation due to the large lattice constant. An interesting question for future study is what choice of ⌬x and A will give optimal accuracy and efficiency. We conclude that Aϭ0.1 is a reasonable choice. We also take ␣ϭ1/3, f ϭ1/10, ␤ϭ2.5, ⌬xϭ1, and L 0 as given above. These combine to give a factor 0.038N. For a 1024 2 lattice the direct step is a factor 40 faster than the Euler method, while for a 8192 2 lattice it is a factor 300 faster
V. CONCLUSIONS AND FUTURE DIRECTIONS
We have seen that the general Cahn-Hilliard ͑CH͒ step, Eq. ͑10͒, provides a range of linearly stable algorithms that prove to be gradient stable for enormous single time steps up to ⌬tϭ10 10 . With these steps unphysical instabilities arising from the discrete implementations are no longer the limiting factor. Instead, accuracy considerations dominate. For conserved Cahn-Hilliard coarsening, we have analyzed and tested the accuracy scaling for single dynamical time steps that increase without bound with time as ⌬tϳt ␣ . We find that the errors are dominated by terms of order ⌬t p where they are no longer proportional to ‫ץ‬ t p . These dominant errors restrict the growth of the time step to grow as ⌬t ϳt 2(pϪ1)/(3p) , which approaches the natural dynamical time step ϳt 2/3 only as p→ϱ. The Euler method, by contrast, is restricted to a constant ⌬t. This is also the case for existing implicit Fourier spectral algorithms. The direct steps obtained from Eq. ͑10͒ with a 3 ϭ1 are linear and diagonalized in Fourier space, and so can be simply integrated via FFT's. This requires no more computer memory than the Euler step, since the FFT can be performed in place. A range of parameters, described by the shaded boxes in Fig. 1 It is straightforward to construct a Fourier spectral method integration algorithm for the stable steps analyzed here. In fact, the numerical cost of the spectral method would be quite small, since the direct steps already employ FFT's for solving the update equation. The primary benefit of the spectral method for unstable algorithms is that it significantly enhances the maximum ⌬t 0 allowed by stability. It is not clear how much benefit spectral methods would bring to an already stable algorithm, but this should be explored.
With the Euler step, the simulation efficiency was strongly dependent on ⌬x, leading to choosing values that were as large as feasible. Consequently the interface profile is typically poorly resolved, modifying and introducing significant anisotropy into the surface tension. In contrast, the efficiency of these stable methods is much less dependent on the choice of lattice size, making them a useful tool in applications where a more accurate interface profile is desired.
Our analysis has been for errors after a single time step. Gradient stability would seem to permit errors to only modify interfacial properties in a curvature-or velocitydependent way, either of which would be consistent with an effective continuum dynamics that still monotonically decreases the overall energy density from any field configuration. For the CH equation at least, our observed ⑀ϳt Ϫ1/3 decay of the free energy, even when ⌬tϳAt 1/3 , indicates that there is no significant curvature-dependent modification of interfacial speeds. We are studying the relationship between single-step errors and errors of the asymptotic scaling functions describing correlations in more detail.
We feel that our basic approach should be applicable in a wide variety of scalar or vector phase-field systems that have both nonlinearities and numerical instabilities. There are just three basic ingredients: ͑i͒ allow for a general semi-implicit parametrization, following Eq. ͑10͒; ͑ii͒ check for unconditional von Neumann ͑linear͒ stability of an individual update step, following Sec. II A; and ͑iii͒ numerically test the vN stable algorithms for speed, accuracy, and nonlinear stability in order to pick the best parameters for further study. As long as the stability criteria are lattice independent, the resulting algorithms can be used with any regular lattice in any spatial dimension, and even with irregular discretizations such as used in adaptive mesh techniques.
The detailed accuracy analysis and the p classification scheme of the CH equation does not immediately generalize to other cases, but we stress that this analysis is not essential. Once the stable steps are identified, a variable step size method ͓9͔ will tune the time step to its accuracy-limited value. Finally, we note that the inclusion of additive noise should be compatible with gradient stable algorithms, as long as the noise amplitude is used to extend the range of possible 0 2 used in the vN analysis.
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APPENDIX A: EYRE'S THEOREM
We repeat Eyre's stability theorem ͓3͔ here to flesh out the derivation for the conserved dynamics case, and to clarify some details of the proof. In particular, there are a few equations in Ref. ͓3͔ that lack factors of vector norms. More substantively, we find that Eyre's theorem as originally presented was slightly more restrictive than necessary.
A central quantity in Eyre's theorem is the Hessian matrix
where F is the free energy and i represents the field at the lattice site i ͑we consider only scalar one-component fields here͒. For free energies of interest in coarsening, this matrix has both positive and negative eigenvalues. Eyre finds a stable first-order step by splitting the free energy into contractive and expansive parts, FϭF C ϩF E , such that F C is convex and F E is concave; that is, the eigenvalues of M i j C , the Hessian matrix corresponding to F C , are strictly nonnegative, and the eigenvalues of M i j E corresponding to F E are strictly nonpositive for any possible field configuration.
Let min Ͻ0 represent the lower bound for the eigenvalues of M over all fields ͑such a bound must exist ͓3͔͒, and max E р0 represent the upper bound on the eigenvalues of M E . The main result is that if 
