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Zusammenfassung
Das stetig wachsende Datenaufkommen – die weltweite Datenmenge verdoppelt sich alle
zwei Jahre – ist eine wesentliche Herausforderung für den Menschen in allen Bereichen des
beruflichen und privaten Alltags. Um trotzdem relevante Informationen zu identifizieren und
auch zu verstehen, nehmen Techniken und Anwendungen zur Informationsvisualisierung (InfoVis)
einen immer größeren Stellenwert ein. Leider hat sich die Vision der „InfoVis for and by the
masses“ aufgrund des notwendigen Daten-, Visualisierungs- und Programmierwissens noch
nicht durchgesetzt. Zudem sind heutige InfoVis-Softwareanbieter mit dem Problem konfrontiert,
verschiedenste Kontexte, wie Nutzergruppen oder Hard- und Softwareplattformen, unterstützen
zu müssen.
Ein möglicher Lösungsansatz für dieses Problem ist das Paradigma der kompositen Webanwen-
dungen. Auf deren Basis können Daten und User Interface (UI)-Widgets je nach Anwendungsfall
teils automatisch kombiniert werden. Dies erhöht die Wiederverwendbarkeit und spart Zeit sowie
Entwicklungskosten. Unter Zuhilfenahme von (semantischen) Modellen ist es zudem möglich,
eine komposite Rich Internet Application (RIA) an die vorliegende Situation zu adaptieren. Um
dem Endanwender Zugang zu den kompositen RIA zu verschaffen, mangelt es jedoch an einem
Integrationsprozess, der den speziellen Anforderungen der InfoVis gerecht wird.
Diese Dissertation stellt deshalb neue Konzepte für einen ganzheitlichen Semantik-gestützten
InfoVis-Prozess vor, der bspw. die Endnutzer-gerechte Filterung großer Datensätze, die kontext-
sensitive Auswahl von InfoVis-Komponenten, die Nutzerunterstützung bei der Exploration und
Interpretation der Daten sowie die Gewinnung und Wiederverwendung von Visualisierungswissen
adressiert. Zur Unterstützung des InfoVis-Prozesses werden weiterhin Konzepte für eine formale
Wissensbasis mit Domänenwissen vorgeschlagen. Die modulare, mit W3C-Standards proto-
typisch realisierte Visualisierungsontologie definiert u. a. Konzepte und Relationen zu Daten,
graphischen Vokabular, menschlicher Aktivität sowie veränderliches Faktenwissen. Ein weiterer,
wesentlicher Beitrag der Arbeit liegt in der Architekturkonzeption für modellbasierte, komposi-
te RIA für die InfoVis-Domäne, womit ein neues Anwendungsfeld des Software-Paradigmas
erschlossen wird. Damit steht nun erstmals für eine komposite, webbasierte InfoVis-Lösung ein
ganzheitliches Architekturkonzept zur Verfügung, das die Ausführbarkeit der Anwendungen in
der heute existierenden, heterogenen Landschaft der (mobilen) Endgeräte gewährleisten kann.
Durch die Implementierung entscheidender Architekturkonzepte sowie einer beispielhaften
InfoVis-Anwendung für semantische Daten wurde die Tragfähigkeit der geschaffenen Konzepte
nachgewiesen. Anhand einer Vielzahl von formativen sowie einer summativen Nutzerstudien
konnte validiert werden, dass sich aus den neuen Konzepten Vorteile für den Endanwender bei
der Erstellung einer InfoVis ergeben.
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1 Einleitung
Das stetig wachsende Datenaufkommen ist eine wesentliche Herausforderung für den Menschen
in allen Bereichen des beruflichen und privaten Alltags [Wat10, Agr12]. 90% der weltweiten
Daten wurden in den letzten beiden Jahren generiert [SIN13]. Von nun an wird sich die weltweite
Datenmenge alle zwei Jahre verdoppeln [Gan12]. Im Fokus der dieser Arbeit liegen mit den
strukturierten, wie relationale Datenbanken, und semi-strukturierten, wie etwa semantische
Daten, nur ein Ausschnitt dieser Menge.
Die Daten wachsen hinsichtlich ihrer Größe und Komplexität, doch die menschliche Aufnah-
mefähigkeit bleibt limitiert [Key12]. Um trotzdem relevante Informationen zu identifizieren
und auch zu verstehen, nehmen Techniken und Anwendungen zur InfoVis der Daten einen
immer größeren Stellenwert ein. Sie sollen helfen, die Interpretation der Daten zu vereinfachen,
um letztlich neue Erkenntnisse zu gewinnen. Verbreitete Werkzeuge, die den Endanwender
adressieren, sind Microsoft Excel aber auch webbasierte Anwendungen wie IBMs Many Eyes
[Vie07] oder Tableau Public1.
Dennoch hat sich die Vision der „InfoVis for and by the masses“ aufgrund dreier Hürden
noch nicht durchgesetzt [Gra10c]. Zunächst hat der Endanwender die Probleme, die für ihn
möglicherweise interessanten Daten zu identifizieren, zu verstehen und zu selektieren. Danach
ist das Erstellen einer korrekten und effektiven Abbildung der Daten auf einzelne visuelle
Attribute ein Hindernis. Letztlich existiert die Schwierigkeit, dass der Nutzer das erzeugte Bild
auf Basis seines Vorwissens interpretieren muss. Verschärft wird die Situation dadurch, dass
sich Fehlentscheidungen in den einzelnen Schritten akkumulieren und letztlich eine korrekte
Interpretation bzw. ein Erkenntnisgewinn nahezu unmöglich wird.
Hieraus kann man schließen, dass eine zielführende und effektive Visualisierung entweder
weiterhin nur für Experten möglich ist, oder dass Werkzeuge geschaffen werden müssen, die keine
oder nur kleine Eintrittsbarrieren für Endnutzer aufbauen [Gra12, S. 146]. Ein gutes Beispiel
für Letzteres ist die Plattform visual.ly, die neben einer großen Galerie mit unterschiedlichsten
Informationsvisualisierungen auch Werkzeuge für deren Erstellung2 bietet. Der Nutzer wird
hierbei stark geführt und muss zumeist nur die Datenquelle und ein Template für die Visualisie-
rung auswählen, welches genau auf eine Aufgabe, wie etwa das Visualisieren des Lebenslaufs,
zugeschnitten ist. Die gute Unterstützung des Endnutzers geht hier jedoch vor allem zu Lasten
der Generalität der Werkzeuge. So ist bspw. die Auswahl an Datenformaten eingeschränkt,
nur wenige, sehr konkrete Aufgaben werden unterstützt, die Visualisierungstechniken sind
meist fest vorgegeben oder die Anwendung unterscheidet nicht zwischen den Gegebenheiten
unterschiedlicher Endgeräte.
Gerade der Nutzung mobiler Endgeräte sowie der allgegenwärtigen Verfügbarkeit der Werk-





Die Erweiterung und Anpassung der Werkzeuge, um etwa eine neue Visualisierungstechnik für
Smartphones bereitzustellen und damit auch neue Datenformate zu visualisieren, ist meistens
sehr aufwändig. Entwickler müssen nicht nur die Visualisierung implementieren, sondern auch
die Abbildungsregeln der Daten auf die visuellen Strukturen und Attribute definieren – und dies
für jegliche Kombinationen zwischen Daten und Visualisierungen. Ein möglicher Lösungsansatz
für die skizzierten Probleme ist die Realisierung von „Ad-hoc Systems“ [Kei10, S. 88], die sich
u. a. auf Softwarekomponenten zur visuellen Analyse stützen. Diese Vision geht mit den Zielen
der Service-oriented Architecture (SOA) und der kompositen Webanwendungen einher, die
insbesondere den Long Tail [And06a] von Softwarelösungen adressieren. Sie zielen darauf ab,
Daten, Geschäftslogik und auch UI-Bestandteile zu kapseln und mittels fest definierter Schnitt-
stellen bereitzustellen. Auf deren Basis können Daten und UI-Widgets je nach Anwendungsfall
teils automatisch kombiniert werden. Dies erhöht die Wiederverwendbarkeit und spart Zeit und
Entwicklungskosten. Unter Zuhilfenahme von Modellen, die die Anwendungslogik sowie den
-kontext beschreiben, ist es zudem möglich, eine komposite RIA angepasst an die vorliegende
Situation und Laufzeitumgebung zu nutzen [Pie12]. Diese Kontextsensitivität ist in heutigen
InfoVis-Werkzeugen kaum gegeben [Ebe04].
Auch wenn die genannten Konzepte passend für den Anwendungsfall der InfoVis erscheinen,
so adressieren sie aufgrund des Vorgehensmodells oftmals nur den Softwareentwickler [Cas11].
Um dem Endanwender Zugang zu den adaptiven, kompositen RIA zu verschaffen, mangelt es
an einem Integrationsprozess, der den speziellen Anforderungen des Visualisierungsworkflows
gerecht wird, und dabei dessen Komplexität durch intelligente Techniken reduziert, so dass die
bereits genannten Visualisierungshürden gemindert bzw. gar eliminiert werden.
Aktuelle Ansätze im Bereich der SOA und auch der kompositen RIA, wie CRUISe [Pie12] oder
EDYRA [Rad13], verwenden semantische Modelle, um die Komplexität einer Domäne von der
eigentlichen Softwareentwicklung zu trennen [Rui06]. Neben der Nutzung als Informationsquelle
oder als Teil der Geschäftslogik werden sie auch als Grundlage für intelligente Benutzerschnitt-
stellen verwendet [Pau10a]. Für den Einsatz von semantischen Modellen zur Unterstützung
der InfoVis ergeben sich zwei grundlegende Probleme. Einerseits mangelt es an Ontologien,
die die teilweise interdisziplinären Konzepte und Zusammenhänge der Visualisierungsdomä-
ne beschreiben. Eine große Herausforderung ist dabei, die immer konkurrierenden Ansichten
und Definitionen abzuwägen und hierbei die Community in den Formalisierungsprozess mit
einzubeziehen. Andererseits fehlt es an einem Konzept, wie das formalisierte Wissen innerhalb
des Visualisierungsprozesses eingesetzt werden kann [Wan09], so dass der Endanwender nicht
mit den theoretischen Grundlagen von Ontologien, wie etwa dem Triple-Paradigma oder der
Mehrfachvererbung, in Berührung kommt.
Vor dem Hintergrund der skizzierten Herausforderungen stellen sich eine Vielzahl von Fragen:
Ist es möglich, generische Werkzeuge zur interaktiven InfoVis zu konzipieren, die auf den
Endanwender zugeschnitten sind? Wie kann dessen fehlendes InfoVis-Wissen systemseitig
kompensiert werden? Wie müssen die Konzepte von komponentenorientierten Architekturen
angepasst werden, um eine kontextsensitive, komposite und webbasierte InfoVis zu ermöglichen?
Um im Rahmen dieser Dissertation die genannten Fragestellungen klären zu können, werden im
Folgenden die Probleme detailliert, Forschungsthesen aufgestellt und Teilziele definiert.
1.1 Problemdefinition, Thesen, Vision und Forschungsziele 3
1.1 Problemdefinition, Thesen, Vision und Forschungsziele
Basierend auf den identifizierten Fragestellungen werden im folgenden Abschnitt die konkreten,
in dieser Dissertation adressierten Probleme, Thesen und Ziele vorgestellt.
1.1.1 Probleme
Diese Dissertation soll einen Beitrag liefern, um Endanwendern die Visualisierung ihrer Daten
leicht und verständlich zu ermöglichen. Basierend auf den Erkenntnissen von Grammel et al.
[Gra10c] sind hierzu die nachstehenden Barrieren zu überwinden.
Datenauswahl Zu Beginn des Visualisierungsprozesses müssen die darzustellenden Daten ausge-
wählt werden, was den Endanwender vor große Probleme stellt, da er seine abstrakten
Fragen auf konkrete Entitäten und Attribute der Daten aufschlüsseln muss. Dies ist
insbesondere herausfordernd, wenn sie die vorliegenden Daten nicht oder kaum kennen
bzw. die Menge groß und unübersichtlich ist.
Visuelle Abbildung Die nächste große Hürde stellt die Identifikation von passenden Abbildungs-
regeln der Daten auf visuelle Objekte dar. An dieser Stelle des Prozesses ist Expertenwissen
aus der InfoVis-Domäne erforderlich. Besonders kritisch ist die Tatsache, dass eine falsche
visuelle Abbildung dafür sorgen kann, dass Daten falsch interpretiert werden.
Interpretation Im letzten Schritt der Visualisierung muss der Nutzer die Darstellung interpre-
tieren und hinsichtlich seiner Eingangsfragen reflektieren. Probleme unerfahrener Nutzer,
die bis hin zum Abbruch des Visualisierungsprozesses führen können, sind hierbei u. a.
eine hohe visuelle Komplexität, unbekannte Visualisierungstechniken oder auch eine zu
kleine Darstellung der Informationen.
Die genannten Probleme basieren vor allem darauf, dass Endanwendern das notwendige
Expertenwissen fehlt. Mittels intelligenter Visualisierungssysteme kann die Wissenslücke teil-
weise geschlossen werden. Zur Entwicklung solch einer Software muss das Expertenwissen
extrahiert, formalisiert und zielgerichtet angewendet werden. Hierbei sind folgende Teilprobleme
zu unterscheiden.
Identifikation des zu formalisierenden Wissens Die InfoVis ist eine interdisziplinäre Aktivität,
bei der viele Faktoren, wie z. B. die Semantik der Daten, die Visualisierungstechnik
oder Nutzerpräferenzen, für eine effektive Darstellung einzubeziehen sind. Hierbei ist es
unklar, welche Konzepte im Zusammenhang formalisiert werden müssen, um fehlendes
Nutzerwissen in intelligenten InfoVis-Systemen ausgleichen zu können.
Formalisierung von Wissen Das notwendige Wissen liegt einerseits implizit im Experten und
andererseits explizit in textueller Form, z. B. Büchern, wissenschaftlichen Artikeln und
Blogbeiträgen, oder in semi-formalen Terminologien und Taxonomien vor, so dass deren
automatischer Einsatz zur Wissenkompensation in InfoVis-Systemen nahezu unmöglich
ist. Es gilt zu klären, welche Mittel wie für die Externalisierung und Formalisierung des
Wissens eingesetzt werden können.
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Heutige InfoVis-Werkzeuge sind vor allem zur Installation auf Desktop-Systemen konzipiert
worden. Durch die Entwicklung des Internets hin zu einer Anwendungsplattform werden
diese Tools jedoch mit einer Vielzahl neuer Herausforderungen, wie z. B. verteilten Daten in
unterschiedlichen Formaten oder unterschiedlichen Endgeräten, konfrontiert. Obwohl aktuelle
Konzepte kompositer RIAs diese Probleme adressieren, sind diese jedoch nicht für die InfoVis
für den Endanwender ausgelegt. Demzufolge gilt es durch diese Dissertation folgende Probleme
zu lösen.
Integrationsprozess Zur Zeit werden komponentenbasierte Anwendungen vor allem durch Softwa-
reentwickler erstellt. Obwohl erste Ansätzen den Fokus in Richtung des Domänenexperten
oder Endnutzers verschieben, mangelt es an einem Integrationsprozess, der die Phasen
des Visualisierungsprozesses adäquat und endnutzertauglich unterstützt.
Trennung von Daten und Benutzerschnittstellen Zwar werden durch komponentenbasierte Ar-
chitekturen Daten und die Benutzerschnittstellen für deren Darstellung in wiederver-
wendbare Einheiten gekapselt, jedoch sind Letztere oftmals auf spezifische Datensätze
zugeschnitten, um die Nutzung zu vereinfachen. Für das Visualisierungsszenario ist je-
doch eine „echte“ Trennung beider Seiten notwendig, so dass Daten unterschiedlichster
Domänen in den generischen Komponenten, z. B. in Tabellen oder Balkendiagrammen,
visualisiert werden können.
Zugriff auf Daten In komponentenbasierten Anwendungen geht man stets davon aus, dass die
Daten über eine Schnittstelle bereitgestellt werden. In deren Beschreibung existieren
zumeist Definitionen der Datenschemata, die im Integrationsprozess hinzugezogen werden.
Für die Visualisierungsdomäne existiert jedoch das Problem, dass neben Komponenten
oftmals nur Dateien mit wenigen oder gar ohne Schemainformationen genutzt werden.
Es mangelt an einem durchgängigen Konzept, das allen Visualisierungskomponenten den
einheitlichen Datenzugriff ermöglicht.
1.1.2 Thesen
Ausgehend von den genannten Problemen und Defiziten existierender Ansätze werden für diese
Dissertation folgende Thesen formuliert, die Grundlage für die zu lösenden Forschungsziele sind.
These 1: Die Komplexität des kontextsensitiven Visualisierungsprozesses wird für den Endan-
wender nur durch intelligente Automatismen und Benutzerschnittstellen beherrschbar, die
ihn in jedem einzelnen Schritt, z. B. bei der Filterung von Daten oder der Auswahl von
Visualisierungstechniken, hinreichend unterstützen.
These 2: Der gezielte Einsatz semantischer Technologien, insbesondere von Ontologien, ermög-
licht die formalisierte Beschreibung des Visualisierungswissen, so dass dieses automatisiert
von Visualisierungssystemen eingesetzt werden kann, um das fehlende Expertenwissen
des Endanwenders zu kompensieren.
These 3: Durch die Verbindung von Konzepten der komponentenbasierten Architekturen sowie
des End User Developments wird es Endanwendern erstmals ermöglicht, flexibel komposite
kontextadaptive webbasierte Informationsvisualisierungen selbst zu erstellen.
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1.1.3 Vision und Forschungsziele
Aufbauend auf den Problemen und den Arbeitsthesen soll zunächst die Vision der Dissertation
skizziert werden. Unverändert ist das Ziel jedes Visualisierungsvorganges die Identifikation
einer geeigneten Abbildung von Datenstrukturen bzw. -attributen auf visuelle Strukturen und
Eigenschaften, die dem Anwender das Erfassen und Verstehen der Daten vereinfacht oder gar
erst ermöglicht. Hierzu existiert mehr oder weniger strukturiertes Visualisierungswissen, was im
Rahmen der Arbeit mit Hilfe einer VISO formalisiert werden soll (siehe Abbildung 1.1). Mit
Hilfe des entstandenen Vokabulars sollen einerseits die Daten mit Konzepten, wie etwa dem
Typ der Skala, annotiert und andererseits in Komponenten gekapselte Visualisierungstechniken
beschrieben werden. Beispiele hierfür sind die Art der graphischen Repräsentation oder die
generische Datenschnittstelle. In einem automatischen Mappingprozess kann nun auf die bei-
derseits annotierten Konzepte sowie deren in der VISO definierten Relationen zurückgegriffen
werden. Durch ebenfalls in der VISO definiertes Faktenwissen, wie etwa „Position eignet sich
besser zur Darstellung von quantitativen Daten als Farbe“ [Cle84], können beim Auftreten







Abbildung 1.1: Überblick zur Vision der Dissertation
Um die umrissene Vision zu realisieren, sind die drei nachfolgenden Ziele zu erreichen. Das
erste große Ziel ist die Spezifikation eines Semantik-gestützten Visualisierungsprozesses,
der Endanwendern die kontextsensitive InfoVis ermöglicht. Dieser muss die in der Vision
erwähnte Annotation der Daten mittels VISO-Vokabular ermöglichen, die Grundlage für alle
weiteren Prozessschritte ist. Hierzu zählt die für das Erreichen der vom Endnutzer gewünschten
Visualisierung notwendige Filterung der Daten, so dass große Datensätze auf einen kleinen,
für die Visualisierung interessanten Bereich eingeschränkt werden können. Weiterhin muss
ein Konzept entworfen werden, das unter Einbeziehung der semantischen Annotationen die
automatische Abbildung von den gewählten Daten auf Visualisierungskomponenten gewährleistet.
Um die Probleme hinsichtlich der Interpretation der fertigen Visualisierung zu reduzieren, gilt
es geeignete Assistenzfunktionen für den Endanwender zu konzipieren. Letztlich bedarf es eines
Mechanismus, der die semi-automatische Identifikation, Speicherung und Wiederverwendung
von während der Laufzeit entstandenem Wissen ermöglicht.
Wie deutlich wurde, ist die Konzeption einer modularen, erweiterbaren VISO zur Repräsen-
tation des Visualisierungswissens ein zentrales Ziel. Diese muss existierende Klassifikationen und
in der Literatur definiertes Faktenwissen formalisieren, nachvollziehbar referenzieren und auch
für den Menschen verständlich beschreiben. Letzteres ist insbesondere wichtig, da neben der
Ontologie auch eine für Anwender verständliche Dokumentation generiert werden soll, die das
Verständnis, den Gedankenaustausch zwischen den Anwendern der visualisierungsspezifischen
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Konzepte sowie die stete Weiterentwicklung der VISO unterstützt. Es ist auch ein Konzept zu
schaffen, um das zur Laufzeit gesammelte Wissen in der VISO speichern zu können.
Letztlich gilt es eine plattformunabhängige Architektur für die komponentenbasierte
InfoVis zu konzipieren, die den Anforderungen an ein webbasiertes Visualisierungssystem
genügt, den definierten Semantik-gestützten Prozess realisiert und dabei die VISO als formale
Wissensgrundlage einsetzt. Wesentliche Teilziele sind die Beschreibung, Verwaltung, die Ad-
hoc-Suche und Integration von Visualisierungskomponenten. Weiterhin muss eine einheitliche
Datenschicht für alle am Prozess beteiligten Architekturbestandteile erarbeitet werden. Ab-
schließend wird eine Infrastruktur benötigt, die zur Laufzeit Visualisierungswissen sammelt,
konsolidiert und bereitstellt.
1.2 Abgrenzung der Arbeit
Wie durch die bisherigen Ausführungen verdeutlicht wurde, ist diese Arbeit in die Forschungs-
kontexte der InfoVis, der kompositen RIA und des Semantic Web eingeordnet. Hieraus ergeben
sich viele Querbezüge zu anderen Forschungsaspekten, die im Rahmen dieser Arbeit nicht
betrachtet werden können.
• Ziel der Arbeit ist es, den Endanwender bei der Nutzung und im Speziellen bei der
Visualisierung und Interaktion mit Daten zu unterstützen. Aspekte, wie die Erstellung
oder Bearbeitung von Daten und die damit einhergehenden Anforderungen, wie z. B. die
Wahrung der Konsistenz und Integrität der Daten, werden somit ausgeblendet.
• Auch wenn durch die zu schaffenden Konzepte der Dissertation der Endanwender befä-
higt werden soll, seine Daten effektiv und effizient zu visualisieren, so ist es alleiniges
Ziel, existierende, als Komponenten gekapselte Visualisierungstechniken situativ passend
wiederzuverwenden. Angrenzende Themen, wie die Entwicklung neuer InfoVis-Konzepte,
Storytelling [Eli13], Sensemaking [Wei05] oder auch die Weiterentwicklung von Rendering-
Technologien, sind nicht Bestandteil dieser Arbeit.
• Wie erläutert, soll grundlegendes InfoVis-Wissen identifiziert und für die Wiederver-
wendung im Visualisierungsprozess formal bereitgestellt werden. Die Konzeption und
Realisierung erfolgt jedoch unter der Prämisse, dass das formalisierte Wissen nie vollstän-
dig alles verfügbare Domänenwissen abbilden kann, da es sich in einem steten Wandel
befindet. Jedoch sollen die Konzepte eine ebenfalls stete Weiterentwicklung auch nach der
Fertigstellung dieser Dissertation ermöglichen.
• Die Visualisierung und Analyse von Daten gewinnt in immer mehr (Geschäfts-) Prozessen
an Bedeutung, so dass die wesentlichen Business Intelligence (BI)-Anbieter am Markt
die Integration ihrer Lösungen in andere Werkzeuge vorantreiben [Sal14]. Auch wenn
Forschungsarbeiten wie CRUISe [Pie12] oder DEMISA [Tie11] grundsätzlich zeigen, dass
sich komposite RIA gut in Geschäftsprozessen einsetzen lassen, wird der Einsatz der neuen
Konzepte in Workflows nicht näher untersucht.
• In dieser Arbeit wird davon ausgegangen, dass die Endanwender zur InfoVis mit einem
Endgerät interagieren. Die Verteilung einer InfoVis-Anwendung auf mehrere Endgeräte,
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bspw. auf einem Laptop und einem Beamer, ist grundsätzlich denkbar aber nicht Ge-
genstand dieser Arbeit. Ebenso werden Aspekte der Kollaboration zwischen mehreren
Endanwendern nicht näher untersucht. Die genannten Themengebiete werden an der
Heinz-Nixdorf-Seniorprofessur für Multimediatechnik u. a. in den Projekten DoCUMA3
und EDYRA4 erforscht.
• Wie schon am Titel der Arbeit erkennbar ist, sind Kontextinformationen verschiedener Art
integraler Bestandteil der zu schaffenden Konzepte. Hierbei wird jedoch davon ausgegangen,
dass die Sammlung, Konsistenzsicherung und Verwaltung von Kontextinformationen in
einem adäquaten Repository von der eigentlichen Nutzung entkoppelt ist und existierende
Lösungen für die erstgenannten Aufgaben wiederverwendet werden.
• Ziel der Arbeit ist der Entwurf einer Architektur für webbasierte komposite InfoVis-
Anwendungen. Dabei werden die Komponenten im Sinne des Component Based Software
Engineering als „Black Boxes“ mit fest definierten Schnittstellen angesehen, die – im
Rahmen der Dissertation – mit standardisierten Webtechnologien5, wie etwa Hypertext
Markup Language (HTML), realisiert sind.
1.3 Aufbau der Arbeit
Die vorliegende Arbeit gliedert sich in sieben Kapitel. Im ersten Kapitel wurde bereits zum
Themenkomplex der Dissertation hingeführt, es wurden Herausforderungen aufgezeigt und
Forschungsthesen aufgestellt. Diese waren Basis für die Skizze der Vision und der daraus
resultierenden Ziele. Zur Fokussierung der Arbeit wurde sich in Abschnitt 1.2 von themennahen
Forschungsfragen abgegrenzt.
Die Ziele und Inhalte von Kapitel 2 lassen sich grob in drei Bereiche teilen. Zunächst werden
u. a. durch ein einführendes Szenario, ein Rollenmodell sowie Begriffsklärungen die Grundlagen
für das Verständnis der neuen wissenschaftlichen Konzepte der Arbeit geschaffen. Darauf
aufbauend werden eine Reihe von Anforderungen an die Konzeption beschrieben, die auch Basis
für die sich anschließende Auseinandersetzung mit dem Stand der Forschung und Technik sind.
Hierbei werden auch die Defizite der existierenden Arbeiten hinsichtlich der zu erreichenden
Ziele dieser Dissertation deutlich herausgearbeitet.
Mit den gewonnenen Erkenntnissen werden in Kapitel 3 die maßgeblichen Konzepte dieser
Dissertation für einen Semantik-gestützten InfoVis-Prozess erarbeitet. Hierbei kann grob in
sechs Teilkonzepte differenziert werden: (1) semi-automatische Datenanalyse zur Extraktion der
Semantik eines Datensatzes, (2) Endnutzer-gerechte Filterung großer Datensätze, (3) Kontext-
sensitive Auswahl von InfoVis-Komponenten, (4) Integration in und Adaption von kompositen
InfoVis-Anwendungen, (5) Nutzerunterstützung bei der Exploration und Interpretation der
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Wie durch die Vision skizziert wurde, baut der in Kapitel 3 definierte InfoVis-Prozess
auf semantischen Informationen auf. Aus diesem Grund wird in Kapitel 4 mithilfe eines
strukturierten Vorgehensmodells eine VISO konzipiert, deren Basisimplementierung erläutert,
Methoden zur künftigen Weiterentwicklung dargelegt und die Validierung der VISO auch in
anderen Projektkontexten vorgestellt.
In Kapitel 5 wird ein Konzept für eine Softwarearchitektur für komposite, webbasierte InfoVis-
Anwendungen präsentiert, das die technische Realisierung des in Kapitel 3 definierten Prozesses
ermöglicht und dabei die im vorhergehenden Kapitel entworfene VISO einsetzt. Betrachtete
Facetten der Architektur sind eine homogene Datenschicht sowie die Beschreibung, Verwaltung,
Suche und automatische Integration von InfoVis-Komponenten.
Um insbesondere die Erreichung der 3 Hauptziele dieser Dissertation und damit die Trag-
barkeit der geschaffenen Konzepte aufzuzeigen, beschreibt Kapitel 6 zunächst die praktische
Realisierung der entworfenen Softwarearchitektur (vgl. Kapitel 5), wobei wichtige Teilaspekte
anhand von durchgeführten Benchmarks diskutiert werden. Weiterhin wird eine beispielhafte,
komposite InfoVis-Anwendung vorgestellt, mit der die zentralen Mechanismen des definierten
InfoVis-Prozesses aus Kapitel 3 basierend auf dem Architekturprototyp realisiert und validiert
wurden. Den Abschluss des Kapitels bildet die Beurteilung der Effektivität und Effizienz der
bestimmenden Konzept der Arbeit auf Grundlage einer Nutzerstudie.
Die Ergebnisse und wissenschaftlichen Beiträge der Dissertation werden in Kapitel 7 zusam-
mengefasst und dabei Potentiale und Grenzen diskutiert. Den Abschluss bildet ein Ausblick auf
weiterführende Themen, die sich aufgrund der Fokussierung der Arbeit und auch identifizierter
Probleme während der Validierung ergeben haben.
2 Grundlagen sowie Stand der Forschung und Technik
Basierend auf den in Kapitel 1 aufgestellten Zielen der Dissertation konnten mit VA, den kom-
positen RIAs sowie den semantischen Technologien drei grobe Schwerpunktgebiete identifiziert
werden, die in Abbildung 2.1 als Kreise visualisiert werden. Deren Konzepte bilden die Grundla-
gen für diese Arbeit, die im nachstehenden Abschnitt eingeführt werden. Das Forschungsgebiet
der VA kann mit dem Fokus auf die Endanwender weiter auf den Zweig der automatisierten
InfoVis eingeschränkt werden, da dieser insbesondere Hilfestellungen für den Endanwender
thematisiert. Neben diesem Feld sind vor allem die Schnittstellen zwischen den genannten
Bereichen für die detaillierte Auseinandersetzung mit dem Stand der Forschung und Entwicklung
von Interesse: Die komponentenbasierten InfoVis, die KAV und die der Semantik-gestützten,
kompositen RIAs. Auch wenn die Grenzen in Abbildung 2.1 klar definiert sind, so verschwimmen
sie jedoch im Detail. Bspw. können manche Forschungsarbeiten zur komponentenbasierten
InfoVis aufgrund von Automatismen auch in das Feld der automatisierten InfoVis eingeordnet
werden. Letztlich hat die vorliegende Dissertation das Ziel, neue Methoden und Konzepte zu

















Abbildung 2.1: Überblick zur Einordnung in die Forschungsgebiete
Im anschließenden Abschnitt 2.1 werden grundlegende Begriffe eingeführt und definiert, die
das Verständnis des Lesers unterstützen aber auch eine der drei Säulen für Anforderungsanalyse
darstellen. Die beiden anderen Säulen sind ein Beispielszenario (vgl. Abschnitt 2.1.1) und ein
Rollenmodell (vgl. Abschnitt 2.1.2), welches die verschiedenen Verantwortlichkeiten bei der Ent-
wicklung und Nutzung eines Semantik-gestützten InfoVis-Werkzeugs definiert. In Abschnitt 2.2
werden die detaillierten Anforderungen an das wissenschaftliche Konzept aufgestellt. Sie bilden
ebenso den Ausgangspunkt für die Untersuchung des Standes der Forschung und Technik
in Abschnitt 2.3. Abschließend werden die Erkenntnisse aus dieser Analyse in Abschnitt 2.4
zusammengefasst und diskutiert.
9
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2.1 Szenario und Grundlagen der Semantik-gestützten InfoVis mittels RIA
Wie der Titel des Abschnitts verdeutlicht, wird auf den nächsten Seiten ein wichtiger Grundstein
für die Dissertation gelegt, indem zunächst die Ziele der Arbeit anhand eines beispielhaften
Szenarios näher erläutert werden. Auf dessen Basis wird ein Rollenmodell eingeführt, so
dass die wichtigsten, immer wieder erwähnten Akteure gut voneinander abgegrenzt werden
können. Schließlich werden in fünf weiteren Abschnitten grundlegende Begriffe und Konzepte
definiert bzw. vorgestellt, die im weiteren Verlauf der Ausführungen das Verständnis des Lesers
fördern. Alle diese Vorbetrachtungen sind Basis für die im folgenden Abschnitt aufgestellten
Anforderungen.
2.1.1 Beispielhaftes Szenario
Wie einleitend motiviert (vgl. Kapitel 1), werden heute riesige Datenmengen von unterschiedli-
chen Anbietern, u. a. Regierungen, auf einer zunehmenden Anzahl von Plattformen ange-
boten. Namhafte Beispiele sind http://datahub.io/, http://www.data.gov/ oder
http://publicdata.eu/. Hierbei kommen weit verbreitete, tabellarische Datenformate,
wie z. B. CSV oder XLS, aber auch das semantische, Graph-basierte Format RDF (vgl. Ab-
schnitt 2.1.6) zum Einsatz. Die Daten sind durch Metainformationen beschrieben, so dass
Datensätze durch gängige Suchmaschinen gefunden und durch den Nutzer geladen werden
können. Doch für den Endanwender, der keine Erfahrungen im Umgang mit semantischen
Datenstrukturen hat und kein passendes Werkzeug besitzt, ist an dieser Stelle oftmals die
Informationssuche beendet. Das nachstehende Szenario setzt genau hier an und beschreibt Funk-
tionalitäten, um die flexible, webbasierte Informationssuche mit einem Visualisierungswerkzeug
zu ermöglichen.
Ben und Mia sind Schüler der gymnasialen Oberstufe und müssen im Grundkurs Geografie
einen kurzen Vortrag zum Thema „Folgen des weltweiten Ermährungsmangels“ halten. Vor
einem gemeinsamen Treffen sucht Ben online nach Informationen zum Thema. Er findet den
möglicherweise interessanten Datensatz „2012 Global Hunger Index Data“1 (GHI). Die Daten
werden leider nur im RDF- bzw. Web Ontology Language (OWL)-Format angeboten, so dass
er diese nicht mit dem ihm bekannten Werkzeug Microsoft Excel betrachten kann. Doch der
Anbieter der Daten stellt die webbasierte Anwendung VizBoard bereit. Im Gegensatz zu vielen
anderen Tools erlaubt es nicht nur das Text-basierte Browsen oder bietet die weitverbreitete
Graph-basierte Visualisierung an (vgl. [Dad11]). In VizBoard können die Daten mit vertrau-
ten Techniken, wie Balkendiagrammen oder Karten, visualisiert, exploriert und zielgerichtet
untersucht werden.
Grundsätzlich können in VizBoard für einen Datensatz erstellte komposite Visualisierungen
gespeichert, wiederverwendet und an eigene Bedürfnisse angepasst werden. Leider liegt für
den GHI noch keine Darstellung vor. So erhält Ben zunächst eine Übersichtsseite, in der er
die Datenstruktur explorieren und zielgerichtet filtern kann. Ziel ist hierbei die Identifikation
von für ihn interessanten Bereichen innerhalb des großen Datensatzes. Unterstützt von intelli-
genten Filtermechanismen wählt er die Kriterien (Klassen des Datensatzes) Child_Mortality,
1 http://datahub.io/dataset/2012-global-hunger-index-data
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Child_Underweight und geo:self_governing. In einem nächsten Schritt werden ihm automatisch
mögliche Widgets zur Visualisierung angezeigt. Diese Liste kann er filtern und verfeinern, indem
er verschiedene Kriterien definiert, wie z. B. welche Attribute (hasIndicatorValue) er im Detail
darstellen, welche Visualisierungstechnik (Map) er gern nutzen und welche Aufgaben (Discover
Trend) er erledigen möchte. Im Gegensatz zu ihm bekannten Werkzeugen, z. B. Microsoft Excel,
muss er kein visualisierungsspezifisches Vorwissen besitzen, um effektive Darstellungsformen
identifizieren zu können. Er entscheidet sich zunächst für eine Tabelle und eine Flash-basierte
Kartenkomponente.
Nach der Auswahl und Integration der Komponenten sieht er nun die Daten im Detail
und kann sich einen Einblick verschaffen. Bei Bedarf wird ihm jede Komponente durch eine
intelligente Hilfefunktion kurz erläutert, so dass er stets weiß, wie er mit dieser interagieren
kann. Weiterhin bietet das System an, beide Widgets miteinander zu verknüpfen, um ein in der
Tabelle ausgewähltes Land in der Karte automatisch hervorzuheben. Dem Schüler gefällt die
hilfreiche Darstellung, er bewertet diese positiv und speichert sie, um sie Mia zu zeigen.
Im Anschluss treffen sich beide im Park, doch Ben merkt, dass der Akku seine Laptops zur
Neige geht. Aufgrund der webbasierten Visualisierung kann er Mia noch schnell den Link zu
VizBoard schicken, so dass eine Weiterarbeit nicht nur orts- sondern auch geräteunabhängig
erfolgen kann. Beim Aufruf der Anwendung identifiziert das System basierend auf gesammelten
Kontextinformationen, dass die Flash-basierte Kartenkomponente nicht auf ihrem Tablet
angezeigt werden kann. An dieser Stelle wird der vorteilhafte, komponentenorientierte Ansatz
von VizBoard deutlich, da die Komponente ad-hoc durch ein funktionsgleiches Widget, welches
Mia schon in einer anderen kompositen Visualisierung nutzte, ersetzt werden kann. Gemeinsam
explorieren sie den Datensatz an ihrem Endgerät und beschreiben ihre Erkenntnisse mit
Unterstützung der von VizBoard bereitgestellten Kommentarfunktion. Hier kommt der positive
Aspekt der semantischen Datenhaltung von VizBoard zum Tragen, da nicht wie so oft üblich
die Darstellung, sondern die Daten selbst annotiert werden. Die Anmerkungen können später
auch in anderen Szenarien und Visualisierungen wiederverwendet werden und den Nutzern
beim Verstehen unterstützen. Durch die Interaktionen der beiden Schüler erkennt das System,
dass eventuell noch eine dritte Komponente, die die Daten im zeitlichen Verlauf visualisiert,
hilfreich wäre. Mia nimmt den Vorschlag an und integriert die Komponente an einer passenden
Position. Letztlich speichern sie die Visualisierungskomposition und die Annotationen ab, so
dass sie diese direkt in ihrem Vortrag nutzen und an ihre Mitschüler verteilen können.
2.1.2 Rollenmodell
Zur Realisierung des oben genannten Szenarios und damit auch der in Abschnitt 1.1.3 definierten
Vision sind vier verschiedene Rollen (vgl. Abbildung 2.2) von Bedeutung. Sie sind eine weitere
Grundlage für die Anforderungsanalyse (vgl. Abschnitt 2.2) und auch für das Konzept zur
kontextsensitiven InfoVis mit Hilfe von RIAs.
Data Provider bieten ihre Daten der Öffentlichkeit an. Dies kann im einfachsten Fall ein browser-
basierter Download, aber auch ein Application Programming Interface (API) eines Web
Services oder, wie im Szenario beschrieben, ein InfoVis-Werkzeug sein. Die Anbieter
besitzen das notwendige Wissen, um ihren Datensatz für eine bessere Auffindbarkeit mit
unterschiedlichen Metainformationen auszuzeichnen.












Abbildung 2.2: Überblick zu den wichtigsten Rollen der Arbeit
End User sind die Zielgruppe dieser Arbeit. Ihnen ist es möglich, durch aktuelle Anwendungen,
wie Suchmaschinen oder Wikis, notwendige Informationen für die Lösung von eigenen
Aufgaben zu suchen [Dad11]. Im Gegensatz zu den Experten, wollen Endanwender Daten
visualisieren, um sie selbst zu verstehen und weiterzuverwenden [Gra12]. Ihnen fehlt jedoch
das nötige Fachwissen hinsichtlich der InfoVis, der konkreten Datenstrukturen sowie zur
Programmierung, um wie ein Visualisierungsexperte eigene InfoVis zu entwickeln. Trotz
dieser Defizite sollen sie durch ein, wie im Szenario vorgestelltes, Werkzeug befähigt
werden, sich mittels End User Development (EUD) [Ko11] eine webbasierte, komposite
InfoVis zu erstellen, diese zu verstehen und explorieren zu können.
Visualization Expert(s) besitzen im Gegensatz zur Zielgruppe der Arbeit das notwendige, teils
über große Zeiträume antrainierte Fachwissen aus den Gebieten der Visualisierung, Da-
tenanalyse und Statistik, um Datensätze gezielt zu filtern und geeignete Darstellungen für
Teilbereiche teilweise auch durch Programmierung zu entwickeln. Ihr Ziel ist es, Erkenntnis-
se durch die Visualisierung von Daten zu kommunizieren [Gra12]. Ihr Wissen publizieren
sie in zumeist rein textuellen Fachpublikationen, Blogeinträgen, etc. Aufgabe des späteren
Konzepts ist es u. a. eine Grundlage für die Formalisierung dieses Fachwissen zu schaffen,
die dessen Wiederverwendung für die Experten vereinfacht. Die Visualisierungsexperten
können die im Szenario genannte Anwendung auch zur eigenen InfoVis nutzen, bspw. um
einen ersten Überblick über Daten und Ideen für die eigene Visualisierung zu entwickeln.
Jedoch sind die Zielfunktionen des Konzeptes nicht auf deren Anforderungen ausgelegt.
Component Developer entwerfen und programmieren interaktive Visualisierungskomponenten,
die im Rahmen des Konzeptes unabhängig von konkreten Domänen und Datenmodellen
sind. Dafür benötigen sie Programmierkenntnisse bzgl. der Zielplattform der Komponenten
aber auch ein gewisses Grundverständnis der InfoVis-Techniken.
Auch wenn durch das Rollenmodell eine klare Trennung der Verantwortlichkeiten vorgenom-
men wurde, können verschiedene Rollen im Einzelfall zusammenfallen. Bspw. kann ein Anbieter
von Daten selbst das Bedürfnis besitzen, sich diese zu visualisieren, um daraus Erkenntnisse
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abzuleiten, die sonst schwierig erfassbar sind. Die definierten Rollen sollen dem Leser helfen, die
u. a. in den folgenden Abschnitten erläuterten grundlegenden Konzepte des Forschungskontextes
besser zu verstehen und in Beziehung zu setzen.
2.1.3 Informationsvisualisierung und Visual Analytics
Das Forschungsgebiet der Visualisierung kann in die teilweise überlappenden Bereiche der
wissenschaftlichen Visualisierung und der Informationsvisualisierung unterteilt werden [Tor04].
Ersteres zielt darauf ab, kontinuierliche Daten, die meist physischer Natur sind, auf gegebene
visuelle Attribute abzubilden. Ein klassisches Beispiel ist die Visualisierung von Sensordaten
eines Windkanals. Ziel der InfoVis ist hingegen die visuelle Repräsentation diskreter Daten,
wobei die Art der visuellen Attribute zu wählen ist [Gra12]. Die visuelle Gegenüberstellung der
Entwicklung eines Staatsdefizits über die Zeit ist hierfür ein Beispiel. Zur Definition der InfoVis
im Rahmen dieser Dissertation wird die von Card et al. herangezogen, da diese weit verbreitet
ist und alle wichtigen Elemente und Ziele beinhaltet:
„Information visualization is the use of computer-supported, interactive, visual
representations of abstract data to amplify cognition.“ [Car99]
Für den Erstellungsprozess von graphischen Repräsentationen wurden verschiedene abstrak-
te Referenzmodelle konzipiert, wovon das Pipeline-Modell [Hab90] das bekannteste ist. Es
wurde nach und nach um verschiedene Aspekte, wie den Nutzer und seine Aufgabe [Car99],
die Koordination von mehreren Sichten [Bou03] oder die Behandlung von multidimensionalen
Daten [dS04], erweitert. Das Modell zeigt den grundlegenden Visualisierungsablauf (vgl. Ab-
bildung 2.3), der mit der Transformation von Rohdaten zu den Fokusdaten beginnt. Hierbei
können unterschiedliche Analyse- und Filtertechniken zum Einsatz kommen. Die Daten werden
anschließend auf visuelle Objekte abgebildet, die wiederum gerendert werden. Die Pipeline nach
[dS04] bezieht den Nutzer nicht mit ein, der jedoch nach [Car99, War04] in jeder Transition
interaktiv eingreifen sollte, um die bestmögliche Darstellung zu erreichen.
Abbildung 2.3: Die erweiterte Visualisierungspipeline aus [dS04]
Ein weiteres, sehr verbreitetes Paradigma der Domäne ist das Visual Information Seeking
Mantra von Shneiderman [Shn96]: „Overview first, zoom and filter, then details-on-demand“.
Dieser einfache aber sehr aussagekräftige Leitspruch fasst die essentiellen Merkmale eines interak-
tiven InfoVis-Werkzeugs zusammen, um die Informationssuche für den Visualisierungsexperten
und Endanwender zu ermöglichen.
Für die Schaffung eines Semantik-gestützten Visualisierungsprozesses sind das Pipeline-
Referenzmodell sowie das genannte Mantra eine gute Basis für die Anforderungsdefinition, da
wichtige Etappen und Transitionen der InfoVis spezifiziert werden. Auch wird der Mensch,
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insbesondere der Visualisierungsexperte, einbezogen, der durch die Nutzung seiner kognitiven
Fähigkeiten in die Lage versetzt werden soll, effektive Darstellungen zu kreieren und so neue
Erkenntnisse zu extrahieren [Che10]. Allerdings mangelt es an konkreten Konzepten, um vor
allem den Endanwender zu unterstützen. Beispiele sind die Automatismen zur Datenfilterung
oder die Empfehlungsalgorithmen für geeignete graphische Repräsentationen.
Abbildung 2.4: Abstrakte Darstellung des VA-Prozesses aus [Kei09]
Durch das exponentiell steigende Datenvolumen waren die existierenden InfoVis-Techniken
nicht mehr ausreichend. Diesem Problem soll durch das Einbeziehen von automatischen Daten-
analysetechniken begegnet werden [Kei09], so dass sich aus der Betrachtung beider Themen
das Forschungsgebiet der VA entwickelte [Won04, Tho05]. Diese Tendenz wird bereits in Abbil-
dung 2.3 deutlich, da hier der Schritt der Datenanalyse explizit eingeführt wird. Beispiele hierfür
sind Systeme für statistische Analysen, z. B. SPSS [Büh06] und R2, oder für wissenschaftliche
Berechnungen, wie etwa MATLAB [Gil07]. Heute werden in dem noch jungem Forschungsgebiet
Konzepte entwickelt, um die existierenden automatischen Analysetechniken sowie das Wissen
und die Kreativität von Domänenexperten zusammen zu bringen, um sehr komplexe, spezi-
ell auf die Aufgabe zugeschnittene Problemanalysen mit riesigen, zumeist wissenschaftlichen
Datenmengen in Echtzeit zu ermöglichen. Eine Beispieldomäne ist u. a. die Astrophysik [Kei10].
Wie anhand des einführenden Szenarios deutlich wird (vgl. Abschnitt 2.1.1), steht im Rahmen
dieser Dissertation jedoch die InfoVis für den Endanwender und nicht für den Experten im
Vordergrund. Weiterhin sind die mittels VA zu lösenden Probleme oftmals so speziell und kom-
plex, dass eine zielführende Unterstützung mit einem generischen Werkzeug nicht zu realisieren
ist. Dennoch ist der in Abbildung 2.4 dargestellte, abstrakte VA-Prozess [Kei09] eine hilfreiche
Grundlage für die Anforderungsanalyse und Konzeption des eigenen Semantik-gestützten Vi-
sualisierungsprozesses, da er wichtige Etappen und Transitionen bei der Transformation von
Rohdaten in Wissen definiert. Ein sehr interessanter Aspekt ist, dass im Gegensatz zur bereits
vorgestellten Visualisierungspipeline direkt aus den Daten oder durch die visuelle Analyse ein
Modell entsteht, was den Prozess und damit den Anwender unterstützen soll. Am Ende sollen
die im Verlauf entstandenen Erkenntnisse zurückfließen und kommende Prozesse unterstützen.
2 http://www.r-project.org/
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Auch wenn der hohe Abstraktionsgrad hilft, das große Forschungsgebiet zu verstehen, mangelt
es an detaillierten Konzepten. Offene Fragestellungen sind bspw.: Welche Konzepte beinhaltet
ein Modell? Welche Informationen können wie durch Data Mining oder Nutzerinteraktionen
gewonnen werden? Welches Nutzerwissen gelangt wie zurück in den Prozess?
2.1.4 Richtlinien zur Informationsvisualisierung für Endanwender
Wie bereits mehrfach erwähnt, sind Endanwender (vgl. Abschnitt 2.1.2) die in der Dissertation
fokussierte Zielgruppe. Doch wie im vorhergehenden Abschnitt deutlich wurde, steht dieser
Anwenderkreis nicht im Mittelpunkt der vorherrschenden Referenzmodelle. Eine Ausnahme
spielen die folgenden beiden Arbeiten.
Heer et al. [Hee08] haben mit dem Ziel, neue Anwendungsfelder für die InfoVis zu erschließen,
u. a. drei erste Richtlinien für die Unterstützung der Endnutzer erarbeitet. Diese sind 1.) die
Hilfe bei der Eingabe von Daten in das System, da sie nicht das Wissen haben, um bspw.
Anfragen an Datenbanken zu erstellen. Weiterhin sollten 2.) passende Visualisierungstechniken
für die Daten und Aufgaben empfohlen werden, da ihnen das Wissen für die Erstellung von
effektiven Abbildungsregeln fehlt. Und es werden 3.) Erläuterungen der finalen Visualisierung
mittels Legenden, Pop-ups oder Texten gefordert, um ihnen die Möglichkeit zu geben, die
Darstellungen zu verstehen.
In [Gra10c] werden diese Anforderungen durch die Erkenntnisse einer ausführlichen Nut-
zerstudie mit Endanwendern unterstrichen. Auf Basis der Diskussion der drei identifizierten
Barrieren – Datenauswahl, visuelle Abbildung, Interpretation (vgl. Abschnitt 1.1.1) – stellen
Grammel et al. die nachstehenden Richtlinien für InfoVis-Anwendungen auf, um die Defizite
der Endanwender ausgleichen zu können.
Auswahl von Daten Datensätze sind in der Regel groß und für den Endanwender oftmals
unbekannt, so dass dieser Hilfe bei der Suche von für ihn interessanten Daten benötigt.
Neben der Verwendung bekannter Techniken zur Filterung und Suche wird explizit der
Einsatz von semantischen Technologien erwogen, um die Relationen zwischen den Klassen
und Attributen bspw. für die Filterinteraktionen besser ausnutzen zu können.
Empfehlung von Visualisierungen Wie bereits in [Hee08] propagiert, müssen die Nutzer explizit
bei der Auswahl einer Visualisierungstechnik für ihre gewählten Daten unterstützt werden.
Hierzu sollten Vorschaubilder – angeordnet in einer Galerie – angeboten werden, die dem
Endanwender ein schnelles Vergleichen der Alternativen ermöglicht. Basis für die Empfeh-
lungen sind Algorithmen aus dem Gebiet der automatischen InfoVis (vgl. Abschnitt 2.3.1),
die je nach aktuellem Kontext, bspw. den Systemeigenschaften oder Nutzerpräferenzen,
passende Visualisierungstechniken anbieten und eine automatische Abbildung der Daten
implementieren.
Iterative, unvollständige Spezifikation Insbesondere Endanwendern fehlt ein vollständiges, men-
tales Model zur Gesamtspezifikation von Anforderungen an die Visualisierung. Es muss
somit jederzeit möglich sein, die Daten- und Visualisierungsauswahl iterativ an die eigenen
Vorstellungen anpassen zu können. Hierbei benötigt der Nutzer schnelles Feedback, um
die Auswirkungen seiner Interaktion bewerten zu können. Aber auch das System muss
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robust genug sein, um mit der partiellen Spezifikation umzugehen. Mögliche Konzepte
hierzu sind die Nutzung von Standardwerten oder Vorlagen.
Erläuterungen und Lernunterstützung Endnutzern fehlt das Wissen, um die erstellten Visuali-
sierungen verstehen und interpretieren zu können. Deshalb sind Hilfsmittel notwendig,
um das Lernen zu unterstützen, wie man die Darstellung „liest“ und interpretiert. Aus
diesem Grund wird die Forderung nach Erläuterung was dargestellt wird [Hee08] durch
die Fragestellung, warum etwas visualisiert wird, erweitert. Ein Konzept zur Lösung dieses
Problems ist eng mit dem Empfehlungssystem für Visualisierungstechniken verknüpft.
Integration in den VA-Prozess Letztlich wird gefordert, dass die genannten Richtlinien auch
in VA-Systemen (vgl. Abschnitt 2.1.3) zur Anwendung kommen. Insbesondere wird auf
die Verwendung von semantischen Informationen der Daten innerhalb der graphischen
Repräsentation hingewiesen, die zur Anpassung existierender oder Erstellung von neuen
Visualisierungen genutzt werden können.
Zusammenfassend sind die in [Hee08, Gra10c] spezifizierten Richtlinien, die durch adäquate
Nutzerstudien wissenschaftlich untermauert sind, eine sehr gute Zielvorgabe für die vorlie-
gende Arbeit. Sie machen deutlich, in welchen Schritten der Visualisierungspipeline (vgl.
Abschnitt 2.1.3) der Endnutzer unterstützt werden muss. Weiterhin wird aufgezeigt, dass für
die notwendige Hilfe die Nutzung von semantischen Informationen zu den Daten, den Visualisie-
rungstechniken oder dem Kontext erforderlich sind. Leider fehlt es noch an einem detaillierten
Gesamtkonzept, das die Umsetzung aller oder zumindest eines Großteils der Richtlinien er-
möglicht. Mit Choosel stellen Grammel et al. [Gra10a, Gra12] ein erstes Endnutzer-zentriertes
Visualisierungsframework vor, welches den gestellten Anforderungen in Teilen gerecht und
deshalb bei der Analyse relevanter Arbeiten im Detail diskutiert wird (vgl. Abschnitt 2.3.3).
2.1.5 Komposite Rich Internet Applications
Schon in der Einleitung der Dissertation wurde der Mehrwert der (webbasierten) Modularisierung
eines InfoVis-Werkzeuges verdeutlicht: Bspw. können gekapselte Visualisierungskomponenten
situativ empfohlen und wiederverwendet werden. Die grundlegende Idee, Software basierend
auf einzelnen Komponenten zu entwickeln, kam bereits im Jahr 1968 auf [McI68] und hatte
eine Vielzahl von software- und projektspezifischen Gründen, z. B. die wachsende Software-
Komplexität, sich immer schneller ändernde Anforderungen oder der Kosten- und Zeitdruck.
Getrieben durch große Softwarehersteller, wie etwa Microsoft, und Standardisierungsgremien,
wie die Object Management Group3, verbreitete sich das Paradigma des Component-Based
Software Engineering (CBSE) in nahezu allen Domänen der Softwareentwicklung, u. a. auch
in der Entwicklung von Systemen zur Informationsvisualisierung (vgl. Abschnitt 2.3.3). Die
wohl bekannteste Definition für eine Softwarekomponente, die auch Basis für diese Arbeit ist,
stammt von Szyperski:
„A software component is a unit of composition with contractually specified
interfaces and explicit context dependencies only. A software component can be
deployed independently and is subject to composition by third parties.“ [Szy02]
3 http://www.omg.org/
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Ausgangspunkt für die Nutzung von Komponenten ist eine definierte Architektur, die die
Komposition bzw. Integration und die Komponenteninteraktion nur auf Basis der Schnittstellen
(Black-Box-Prinzip) regelt.
Ein auf dem CBSE-Prinzip aufbauendes Paradigma ist das des Service Oriented Software
Engineering (SOSE). CBSE wird durch das Merkmal erweitert, dass einzelne Komponenten als
Dienste bereitgestellt und beschrieben, zur Laufzeit gesucht und dynamisch eingebunden werden,
um so ein Maximum an Flexibilität der Software zu erhalten [Gu11]. SOA, der bekannteste
Architekturstil von SOSE, ermöglicht die Aufteilung von komplexen Funktionen auf mehrere,
kleine Web Services, die disjunkt entwickelt, gewartet und je nach Anwendungsfall passend
kombiniert werden können.
Durch den Wandel des Internets hin zu einer Anwendungsplattform [Pie12] steigt auch
die Komplexität bei der Softwareentwicklung dramatisch an, so dass Konzepte des CBSE im
sogenannten Component-Based Web Engineering (CBWE) zur Anwendung kommen [Gae00].
Ein verbreiteter Anwendungsfall sind Portale, die beliebige, einer Schnittstellenspezifikation
entsprechende UI-Komponenten, sogenannte Portlets [Hep08], integrieren können. Durch Stan-
dards wie Web Services for Remote Portlets [Tho08] soll es u. a. dieser Klasse von Anwendungen
ermöglicht werden, im Sinne einer SOA auf Web Services zuzugreifen, so dass die Grenzen
zwischen CBWE und SOSE verschwimmen. In Anlehnung an [Pie12] soll im Rahmen der
Dissertation unter einer kompositen Webanwendung deshalb eine Komposition von Web
Services verstanden werden, die um eine Komponenten-basierte Benutzerschnittstelle angereicht
wird. Die UI-Komponenten besitzen die gleichen definierten Schnittstellen wie die Dienste, um
die systeminterne Kommunikation zu ermöglichen. Sie bieten auch reichhaltige Oberflächen zur
dynamischen Repräsentation von und Interaktion mit den Informationen an. Durch derartige
Kompositionen entstehen RIA, die eher Desktop-Anwendungen statt herkömmlichen Webseiten
ähneln, da sie bekannte Funktionen wie Drag&Drop ermöglichen [Fra10].
Da die Entwicklung von kompositen Anwendungen basierend auf SOA insbesondere profes-
sionelle Anwendungsfälle und komplexe Softwarearchitekturen adressiert, entstand mit dem
Auftreten des „Web 2.0“ der leichtgewichtige, schnelle und kostengünstige Entwicklungsprozess
der Mashups [Liu07]. Die gleichnamigen Anwendungen zielen darauf ab, durch die Wieder-
verwendung von existierenden Web-Ressourcen einen Mehrwert zu schaffen. Hierbei wird von
einigen grundlegenden SOA-Prinzipien, wie etwa die lose Kopplung von zustandslosen Diensten,
profitiert [Kos09]. Mashups sollen durch eine breite Zielgruppe, aber insbesondere durch Nicht-
Programmierer unter Nutzung von Prinzipien des EUD entwickelt werden [Cap11], um ad-hoc
für neue Anwendungsfälle eines zumeist kleinen Anwenderkreises (Long Tail) Applikationen
zu realisieren. Weist die Benutzerschnittstelle eines Mashups weiterhin die oben genannten
Eigenschaften auf, können diese als RIA bezeichnet werden [Pie12]. Jedoch ist eine RIA nicht
zwangsläufig ein Mashup, da ein anderer Entwicklungsprozess zu Grunde liegen kann.
Zusammenfassend kann festgehalten werden, dass komponentenbasierte RIA – insbesondere
Mashups – eine gute Grundlage sind, um eine webbasierte InfoVis zu realisieren. Das aus-
schlaggebende Argument ist das gemeinsame Ziel, dem Endnutzer die Kombination verteilter
Datenquellen mit verschiedenen, reichhaltigen UI-Widgets zu ermöglichen, so dass dieser einen
Mehrwert erfährt und neue Erkenntnisse erlangen kann. Dennoch ist auch festzuhalten, dass
hierfür Modelle, Automatismen und andere Hilfsmittel notwendig sind, um von der oftmals
programmatischen Erstellung von Mashups abstrahieren zu können (vgl. Abschnitt 2.3.4).
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2.1.6 Ontologien und semantische Technologien
Wie eingangs motiviert, werden Daten zunehmend semantisch modelliert und bereitgestellt.
Weiterhin werden zur Formalisierung von Visualisierungswissen Prinzipien und Technologien
benötigt. Der Grad der Formalisierung spielt hierbei eine wichtige Rolle, um das strukturierte
Wissen gleichzeitig für Mensch und Maschine nutz- und „verstehbar“ zu machen. In [Duk05]
werden drei Formalisierungsgrade unterschieden. Terminologien beschreiben Begriffe in einer
wenig strukturierten und informalen Art, wie etwa in einem Glossar. Taxonomien definieren
Konzepte meist in einer informalen, hierarchischen Struktur, so dass maschinelle Operationen
zwar möglich sind, jedoch für die Verarbeitung von mehreren Taxonomien eine Interpretation
notwendig ist. Ein Beispiel aus der InfoVis-Domäne ist die high-level Taxonomie in [Tor04].
Ontologien besitzen den höchsten Formalisierungsgrad. Das Wissen wird basierend auf einem
gemeinsamen Verständnis definiert. Ein Beispiel für eine Ontologie in der InfoVis-Domäne ist
die Visualization Representation Ontology in [Gil08].
Der sehr alte Begriff der Ontologie [McG03] entstammt der Philosophie und bezeichnet hier
die „Lehre vom Seienden“. Er fand in den 1990er Jahren Einzug in das Forschungsgebiet der
Informatik, insbesondere in die Domäne der Wissensrepräsentation. In diesem Teilgebiet der
Künstlichen Intelligenz wurde die wohl meistzitierte Definition für eine Ontologie geprägt.
„An ontology is an explicit specification of a conceptualization.“ [Gru93]
Es gibt eine Vielzahl weiterer Definitionen im Bereich der Informatik [Gua09], die bspw. auch
den Aspekt des gemeinsamen Verständnisses einbringen [Bor97]. Insgesamt ist deren kleinster
gemeinsamer Nenner, dass es sich um eine durch eine Gruppe von Menschen geschaffene formale
Spezifikation eines Ausschnitts der realen Welt handelt. Durch diese Aussage werden bereits
die grundlegenden Eigenschaften einer Ontologie deutlich, die u. a. aus [Gua09] hervorgehen:
Explizit In einer Ontologie ist alles Wissen explizit modelliert und es existieren keine versteckten
Bedeutungen, wie sie der Mensch implizit bildet.
Formal Das Wissen wird über Regeln oder Logiksprachen definiert, die von einem Softwaresys-
tem gelesen und interpretiert werden können.
Geteilt Wesentlicher Nutzen einer Ontologie ist die Bereitstellung eines Vokabulars, das die
Kommunikation zwischen Menschen, Maschinen sowie Mensch und Maschine unterstützt.
Partiell Auch wenn sogenannte Top-Level-Ontologien existieren, die allgemeine Konzepte
formalisieren [Gua98], dienen Ontologien insbesondere zur Abbildung eines ausgewählten
Diskursbereichs. Je fokussierter eine Ontologie ist, desto besser ist sie.
Ontologien werden heute für verschiedenen Anwendungsfälle genutzt, allen voran zur Orga-
nisation von Informationen, bspw. von Zusammenhängen in der Krebsforschung [Gol03], zur
Verlinkung von Informationsbeständen, etwa durch die LOD Cloud4, zur Auszeichnung mit
Metainformation, wie dem Open Graph Protocol5, zur semantischen Suche, z. B. im Google
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Das Entwickeln einer Ontologie bedeutet, die Semantik eines Weltausschnitts, oftmals einer
bestimmten Domäne, in einer formalen Repräsentation abzubilden. Hierzu wurden in den
zurückliegenden Jahren eine Vielzahl von Methoden und Techniken entwickelt, um aus existie-
renden Informationsquellen, wie Texten, Taxonomien oder Datenbankschemata, die notwendigen
Konzepte und Relationen abzuleiten. Hierzu erhält man in [Jon98, Sim09] einen sehr guten
Einblick. Doch insgesamt wird deutlich, dass es zwar sehr viele Methoden, jedoch noch nicht
DIE Vorgehensweise zur Entwicklung einer Ontologie gibt, so dass jeder seine für sich pas-
sende Methodik identifizieren muss. Hierzu zeigen Simperl und Tempich [Sim06] eine Vielzahl
sogenannter Best Practices zur Ontologieentwicklung auf, die es zu beachten gilt. Beispiele
sind die genaue Definition der eigenen Vorgehensweise, Beschreibung der Anforderungen an die
Ontologie, iterative Entwicklung oder die Modularisierung des Modells.
Der verbreitete Einsatz von Ontologien ist vor allem den durch das W3C spezifizierten
Sprachen und Techniken zur Definition und Verarbeitung semantischer Informationen zu
verdanken, wovon die wichtigsten nachstehend kurz eingeführt werden. Detaillierte Informationen
sind den Spezifikationen des W3Cs bzw. dem empfehlenswerten Buch [Hit08] zu entnehmen.
RDF [Sch14] ist die Basistechnologie zur formalen Beschreibung von Web-Ressourcen. Aussagen
werden durch Tripel der Form <Subjekt-Prädikat-Objekt> spezifiziert, wobei die ersten beiden
durch eine URI eindeutig identifizierbar sind. Auch das Objekt kann eine URI sein, so dass
Beziehungen zwischen Ressourcen ausgedrückt werden können. Andernfalls ist das Objekt ein
Literal, so dass in einem Tripel (typisierte) Zeichenketten einem Subjekt zugeordnet werden.
Eine Menge von Triplen bildet den sogenannten RDF-Graph. Um RDF-Vokabulare für eine
Domäne wie die InfoVis definieren zu können, wird jedoch ein Basisvokabular benötigt. RDF
Schema (RDFS) [Bri14a] ist ein solches und ermöglicht bspw. die Definition von Klassen, deren
Subklassenbeziehung und Eigenschaften, so dass man leichtgewichtige Ontologien erstellen kann,
die ein schnelles Reasoning von neuen Triplen erlauben. Doch die Einfachheit von RDFS wirkt
sich auf die Expressivität der Sprache aus. Abhilfe schafft hier die OWL [W3C12], welche u. a.
die Angabe von Kardinalitäten oder die Spezifikation von disjunkten Klassen erlaubt. OWL
existiert mittlerweile in der 2. Version und wird hinsichtlich verschiedener Komplexitätsprofile
unterschieden. Letztlich ist noch die SPARQL Protocol and RDF Query Language (SPARQL)
Spezifikation [W3C13] zu nennen, welche eine Anfragesprache an RDF-Daten definiert. Sie
ähnelt bzgl. der Syntax dem aus dem Bereich der relationalen Datenbanken bekanntem SQL,
wobei zur Angabe der gesuchten Daten die aus RDF bekannte Tripel-Struktur genutzt wird.
Die skizzierten Standards werden in zahlreichen Frameworks, z. B. Apache Jena7, genutzt,
so dass ihr Einsatz in Softwareprojekten erleichtert wird. Zur Speicherung, Verwaltung und
Anfrage von semantischen Datenmodellen werden sogenannten Triple Stores verwendet, die
aktuell in der Lage sind, Datensätze bis zu 150 Mrd. Triple zu verwalten [Bon13].
Grundsätzlich kann festgehalten werden, dass die aktuellen, durch das W3C spezifizierten
semantischen Technologien eine passende Grundlage bieten, um das Ziel der Entwicklung einer
formalen Wissensbasis für die Visualisierungsdomäne erreichen zu können. Weiterhin bilden sie
gemeinsam mit den existierenden Frameworks eine gute Basis, um das Wissen innerhalb des
Visualisierungsprozesses zielgerichtet abzufragen, einzusetzen und zur Laufzeit zu erweitern.
Welches Wissen jedoch wie formalisiert werden muss, ist im Rahmen der Dissertation zu klären.
7 http://jena.apache.org/
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2.1.7 Kontext und Adaptivität
Eine effiziente Visualisierung ist stets vom aktuellen Anwendungskontext, wie etwa dem Vor-
wissen und den Präferenzen des Nutzers oder den technischen Begebenheiten des Endgerätes
abhängig, so dass sich eine Anwendung bestmöglich daran adaptieren sollte. Hierbei ist fest-
zuhalten, dass jedes menschliche Handeln in einem Kontext stattfindet [Che00]. Die wohl am
meisten zitierte Definition, die auch für diese Arbeit gültig ist, ist die von Abowd und Dey:
„We define context as any information that can be used to characterize the situation
of an entity, where an entity can be a person, place, or physical or computational
object.“ [Abo99]
Weiterhin kann bei der Interpretation des Kontextbegriffs zwischen einem repräsentationalen,
interaktionalen und dem hybriden, dynamischen Ansatz der „Perspektive“ unterschieden werden
[Dou04, Hus11]. Der erste geht davon aus, dass alle möglichen Kontextdimensionen von vorn-
herein durch ein Modell beschrieben werden können. Im zweiten Ansatz „wird Kontext als eine
hochgradig veränderliche Relation gesehen“ [Hus11], die bspw. durch probabilistische Modelle
spezifiziert werden kann. Im Rahmen der Dissertation wird die erstgenannte Herangehensweise
verfolgt, da die InfoVis als Zieldomäne feststeht und die Konzepte der VISO die grundlegenden
Dimensionen darstellen.
Langjährige Forschung im Bereich der kontextadaptiven (Web-) Anwendungen, z. B. [Hin08],
haben gezeigt, dass sich Applikationen durch Interaktion des Nutzers oder durch intelligente
Automatismen an die aktuelle Situation anpassen können. Um die verschiedenen Adaptions-
methoden klassifizieren zu können, nutzt Brusilovsky verschiedene Fragen [Bru96]. Dies sind
u. a. Woran wird was adaptiert? Oder: Wer ist der Auslöser für die Adaption und wie wird
sie durchgeführt? Im Rahmen dieser Dissertation ist zu klären, wie die existierenden Konzepte
genutzt werden können, um eine webbasierte, komposite InfoVis-Anwendung und den damit
abgebildeten InfoVis-Prozess an die aktuelle Situation – insbesondere an den Anwender und
sein Endgerät – adaptieren zu können.
2.2 Anforderungsanalyse
Nachdem in den vorangegangenen Abschnitten das Einsatzszenario verdeutlicht, die wichtigsten
Rollen definiert und die grundlegenden Begriffe und Prinzipien geklärt wurden, werden daraus
im Folgenden die für die Dissertation essentiellen funktionalen Anforderungen an das eigene
Konzept abgeleitet, die auch als Ausgangspunkt für die kritische Auseinandersetzung und
Bewertung verwandter Arbeiten dienen. Sie können hinsichtlich der drei Ziele der Arbeit – dem
Prozess, dem Wissensmodell und der Architektur – differenziert werden.
2.2.1 Anforderungen an den Visualisierungsprozess für Endanwender
Der zu entwickelnde Visualisierungsprozess muss die grundlegenden Funktionen der InfoVis
unterstützen (vgl. Abschnitt 2.1.3) und dabei auf die spezifischen Bedürfnisse der Endanwender
(vgl. Abschnitt 2.1.4) gezielt eingehen. Demnach ergeben sich folgende Anforderungen.
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P1: Datentransformation Die in einer webbasierten InfoVis-Anwendung aus unterschiedlichen
Quellen einlaufenden Daten können in heterogenen Formaten vorliegen. Aus diesem Grund
muss der zugrundeliegende InfoVis-Prozess die Verwendung verteilter, heterogener Daten
unterstützen, die ggf. in ein homogenes Datenmodell transformiert werden müssen.
P2: Data Mining Im Prozess müssen (automatische) Analysefunktionen eingesetzt werden, um
maschinell aus den Daten Schlüsse ziehen zu können, die wiederum Basis für die nachfol-
genden Funktionen der visuellen Analyse sind und damit den Endnutzer unterstützen.
P3: Datenfilterung Zu visualisierende Daten sind in der Regel groß und kaum überschaubar,
so dass der Endanwender geeignete Werkzeuge für die Filterung seiner Daten auf eine
beherrschbare, verständliche Teilmenge benötigt.
P4: Kontextsensitive Visualisierungsauswahl Für den Endnutzer bedarf es einer Unterstützung
bei der Auswahl möglicher Visualisierungen für die gewählten Daten, wobei er leicht An-
forderungen hinsichtlich gewünschter Visualisierungsparameter oder Interaktionsaspekte
definieren können muss. Bei der Empfehlung muss der Kontext des Nutzers und seines
Endgerätes beachtet werden.
P5: Iterative Verfeinerung partieller Spezifikationen Durch mangelndes Wissen und die da-
durch entstehende Unsicherheit haben Endnutzer Probleme a priori alle möglichen Vi-
sualisierungsparameter zu übersehen und einzustellen. Der Prozess muss demnach die
iterative Verfeinerung der partiellen Anforderungen an eine Visualisierung unterstützen.
P6: Automatisches Mapping Im InfoVis-Prozess müssen die gewählten Daten automatisch auf
die selektierten graphischen Repräsentationen abgebildet werden.
P7: Visualisierungskonfiguration Der Endanwender kann Visualisierungen anpassen, indem er
z. B. die Abbildung von Skalen auf andere visuelle Attribute, oder die Komposition, etwa
mittels Linking and Brushing, verändert.
P8: Interpretationsunterstützung Aufgrund des Mangels an Visualisierungswissen hat der En-
danwender Probleme das Visualisierungsergebnis zu interpretieren. Seitens des Prozesses
müssen demnach geeignete Hilfsmittel bereitstehen, um ihn zu unterstützen.
P9: Wissensrückführung Während der Interaktion mit der kompositen Visualisierung muss
implizit und explizit erkannt werden, ob die Darstellungen dem Nutzer genügen oder
nicht. Dieses Wissen muss zurück in ein formales Wissensmodell transferiert werden, um
es in künftigen Prozessen zielgerichtet einsetzen zu können.
2.2.2 Anforderungen an das Wissensmodell
Nachfolgend werden die Anforderungen zur Spezifikation und Verwendung eines formalen
Wissensmodells für das Forschungsgebiet der InfoVis aufgestellt, welche insbesondere aus den
Grundlagen zur Wissensmodellierung mittels Ontologien und zu Teilen aus den Richtlinien zur
InfoVis für Endnutzer erwachsen (vgl. Abschnitt 2.1.4 und Abschnitt 2.1.6).
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M1: Formalisierungsgrad Das zu nutzenden Wissensmodell muss formal definiert werden, so
dass dieses von Maschinen verarbeitet und interpretiert werden kann. Ein hoher Formali-
sierungsgrad sowie die explizite Definition von Zusammenhängen fördert die semantische
Klarheit der definierten Konzepte und Relationen.
M2: Fokussierung Auch wenn die Domäne der Visualisierung interdisziplinär ist, sollte das
Wissensmodell nur das notwendige Wissen beschreiben und dabei gezielt den angestrebten
Anwendungsfall fokussieren. Wird weiteres „Weltwissen“ erforderlich, sollte dies wenn
möglich aus anderen Wissensdatenbanken importiert werden.
M3: Wiederverwendung Im Forschungsgebiet der InfoVis wurde bisher umfangreiches Exper-
tenwissen festgehalten, welches jedoch meist in textueller Form vorliegt. Ist das Wissen
für das definierte Szenario notwendig, so muss dieses so gut wie möglich in das formale
Wissensmodell aufgenommen und referenziert werden.
M4: Leichter Zugang Da es Ziel von Ontologien ist, die Formalisierung vonWissen einer Domäne
voranzutreiben, dieses zu diskutieren und auch wiederzuverwenden, muss die zu schaffende
Ontologie leicht zugänglich sowie die definierten Konzepte eindeutig referenzierbar sein.
M5: Leichte Erweiterbarkeit Die Aneignung von Wissen ist ein fortlaufender Prozess, so dass
auch das zu entwickelnde formale Modell leicht um neue Konzepte, Relationen und Fakten
erweiterbar sein muss.
M6: Präsentation und Interaktion Dem Endnutzer mangelt es an Wissen bzgl. semantischer
Technologien, so dass sie nicht direkt mit dem formalen Wissensmodell interagieren
können. Ist es jedoch notwendig, müssen einfache und verständliche Präsentations- und
Interaktionstechniken genutzt werden, die bestmöglich vom formalen Modell bzw. dessen
Eigenschaften abstrahieren.
M7: Lesbarkeit Das Wissensmodell dient vorrangig der maschinenles- und interpretierbaren
Definition von Konzepten und deren Relationen. Dennoch müssen auch für den Menschen,
insbesondere die Experten, lesbare Beschreibungen und Bezeichnungen existieren, da nur
so eine gezielte Wiederverwendung ermöglicht wird. Das Verständnis wird weiterhin durch
klare Zitate hinsichtlich der genutzten Literatur gefördert.
2.2.3 Anforderungen an die Architektur
Um die Entwicklung von webbasierten, kompositen InfoVis-Anwendungen durch Endanwender
zu ermöglichen, muss die zugrundeliegende Softwarearchitektur den folgenden Anforderungen
genügen, die vor allem aus der Betrachtung der kompositen RIAs erwachsen.
A1: Komponentenorientierung Alle Visualisierungstechniken aber auch Funktionen zur Daten-
filterung und Transformation müssen als Komponenten gekapselt werden, so dass diese
zur Laufzeit basierend auf deren funktionaler Abhängigkeit lose gekoppelt werden können.
Insbesondere müssen die drei Schichten der Daten, Geschäftslogik sowie der Visualisierung
voneinander getrennt werden, um Daten unterschiedlicher Herkunft jedoch mit passendem
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Schema in gleichen InfoVis-Komponenten darstellen zu können. Die Komponentenorientie-
rung erlaubt so die Wiederverwendung von Anwendungsbestandteilen und ist Grundlage
für die ad-hoc Erweiterung von Anwendungen.
A2: Beschreibung von Komponenten Um Visualisierungskomponenten suchen und integrieren
zu können, müssen sie beschrieben werden. Insbesondere ist eine generische Beschreibung
der Datenschnittstellen notwendig. Die Beschreibung sollte von syntaktischen Gegeben-
heiten abstrahieren und die semantische Annotation unterstützen.
A3: Plattformunabhängige Beschreibung der Komposition Es muss möglich sein, die Kompo-
sition von Visualisierungskomponenten unabhängig von deren Implementierung zu be-
schreiben, so dass die Funktionalität auf unterschiedlichen Endgeräten gegeben ist. Neben
Layoutinformationen muss vor allem die Kommunikation zwischen den Komponenten
abstrakt beschrieben werden können, so dass die interaktiven Komponenten Daten und
damit ihre Zustände gegenseitig aktualisieren können.
A4: Modellverwaltung Durch die Architektur muss zur Laufzeit der Zugriff auf die Kompo-
nenten-, Kompositions-, Daten- und Domänenmodelle gewährleistet werden, da sie die
Basis für die Suche von Komponenten und deren Integration zu einer Anwendung sind.
A5: Discovery Die Auswahl einer InfoVis-Komponente muss für den Endanwender mittels
geeigneter Discovery-Algorithmen unterstützt werden. Diese müssen den speziellen An-
forderungen an die InfoVis genügen und insbesondere die Abbildung der Daten auf die
Komponente gewährleisten. Die Anforderung steht in Relation zur Anforderung P6.
A6: Integration Aufgrund der fehlenden Programmiererfahrung des Endnutzers muss die Archi-
tektur die automatische Integration der gewählten Komponenten zur Laufzeit zu einer
InfoVis-Anwendung ermöglichen. Weiterhin muss diese Komposition zur Laufzeit ad-hoc
durch einen Endanwender veränder- bzw. erweiterbar sein.
A7: Homogene Datenschicht Die Architektur muss einen einheitlichen Zugriff auf die zu vi-
sualisierenden Daten für alle Komponenten bereitstellen. Dies beinhaltet fest definierte
Schnittstellen, ein einheitliches Datenmodell und eine standardisierte, verbreitete Anfra-
gesprache.
A8: Kontextverwaltung Um die Auswahl und die Integration von Visualisierungskomponenten
an den Kontext anzupassen, muss Kontextwissen zum Nutzer, seiner Arbeit mit dem
System sowie seines Endgerätes erfasst, konsolidiert, gespeichert und bereitgestellt werden.
2.2.4 Nicht-funktionale Anforderungen
Neben den genannten insbesondere funktionalen Anforderungen müssen während der Konzeption
und prototypischen Implementierung auch eine Reihe nicht-funktionaler Anforderungen Beach-
tung finden. Vor allem ist auf die Standardkonformität zu achten, „da Standards durch ihren
Reifeprozess ein gewisses Maß an Qualität, eine höhte Akzeptanz und Interoperabilität“ [Pie12]
versprechen. Weiterhin existieren für Standards Werkzeuge und Referenzimplementierungen,
die die eigene prototypische Evaluation erleichtern. Weiterhin ist seitens der Architektur darauf
zu achten, dass das zu schaffende System stabil, zuverlässig, fehlerfrei und performant
2.3 Betrachtung des Standes der Forschung und Entwicklung 24
arbeitet. Da im InfoVis-Prozess der (End-)Anwender eine tragende Rolle spielt, ist bei der
Konzeption und Realisierung von Benutzerschnittstellen stets die Gebrauchstauglichkeit des
interaktiven Systems zu berücksichtigen. Nach EN ISO 9241-110 [Int06] gehört hierzu u. a. die
Aufgabenangemessenheit, die Selbstbeschreibungsfähigkeit und die Erwartungskonformität.
2.3 Betrachtung des Standes der Forschung und Entwicklung
Wie in der Einleitung des Kapitels erläutert und durch die Abbildung 2.1 verdeutlicht wurde,
sind die Forschungsgebiete der automatisierten InfoVis, der Knowledge-assisted Visualization,
der komponentenbasierten InfoVis sowie der Semantik-gestützten, kompositen RIA Basis für die
Auseinandersetzung mit dem Stand der Forschung und Entwicklung. Wichtige Arbeiten dieser










Abbildung 2.5: Einordnung der auto-
matisierten InfoVis
In den letzten zwei Dekaden wurde eine Vielzahl von
Systemen zur InfoVis entwickelt, welche dem Anwender
helfen sollen, Daten zu visualisieren, um somit leich-
ter Erkenntnisse aus diesen gewinnen zu können. Um
insbesondere den Endanwender zu unterstützen, sind
Systeme nötig, die dessen Probleme bei der Auswahl
der Daten, der Spezifikation von Abbildungsregeln auf
visuelle Strukturen und Attribute sowie bei der Inter-
pretation der Darstellungen (vgl. Abschnitt 1.1.1) durch
ausgeklügelte Automatismen reduzieren.
Der Automatisierungsgrad der Software ist hierbei der
erste Ansatz zur Differenzierung existierender Konzepte
[Wil10]. Automatische InfoVis-Systeme analysieren
den kompletten, vom Nutzer gewählten Datensatz, ent-
scheiden dabei welche der Daten relevant sind und stel-
len diese in einer effektiven graphischen Repräsentation
dar. Hierbei hat der Nutzer wenig oder keine Möglichkeiten, in den Visualisierungsprozess
einzugreifen. Im Gegensatz dazu stellen automatisierte InfoVis-Tools (vgl. Abbildung 2.5)
für mehrere oder alle Phasen des Prozesses helfende Techniken bereit, so dass der Anwender
zielgerichtet die finale Darstellung beeinflussen kann. Mit Blick auf das aufgestellte Szenario (vgl.
Abschnitt 2.1.1) wird deutlich, dass der erstgenannte, automatische Ansatz nicht zielführend
für diese Arbeit ist. Besonders die notwendige Flexibilität bei der Auswahl der Daten ist ein
wichtiger Grund, so dass nachstehend vor allem Konzepte zur automatisierten InfoVis näher
betrachtet werden. Diese können in Anlehnung an Gotz und Wen [Got09] den Bereichen der
datengetriebenen, aufgabengetriebenen und interaktionsgetriebenen InfoVis-Systeme
zugeordnet werden.
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Datengetriebene Informationsvisualisierung
Alle Ansätze zur datengetriebenen InfoVis vereint die Grundidee, das Metamodell der Daten und
insofern vorhanden auch die Instanzdaten zu analysieren, um daraus geeignete Abbildungsregeln
auf visuelle Merkmale zu generieren. Stellvertretend für viele andere, ähnlich gelagerte Ansätze
aus Forschung und Praxis, wie etwa Many Eyes [Vie07], QlikeView8 oder TIBCO spotfire9, soll
das Werkzeug Tableau10 [Mac07] kurz erläutert werden. Dies hat sich vom ersten Prototyp APT
[Mac86] u. a. durch die Arbeiten von Stolte [Sto02, Sto03] zu dem Marktführer im Bereich der BI-
Lösung zur visuellen Analyse entwickelt [Sch13] und bietet vor allem durch sein Vorschlagssystem
für InfoVis-Techniken bis dahin nicht existierende Unterstützung für Anwender.
Abbildung 2.6: Screenshot von Tableau 8
Abbildung 2.6 zeigt die Benutzerschnittstelle von Tableau, die die meisten der Anforderungen
an die Unterstützung des Visualisierungsprozesses (vgl. Abschnitt 2.2.1) erfüllt. Als Nutzer
kann man zunächst einen Datensatz laden 1 , worauf alle Datenattribute gruppiert nach
nominaler bzw. nummerischer Skala aufgelistet werden 2 . Diese werden per Drag&Drop
in die Hauptansicht 3 gezogen, um die Attribute zu visualisieren oder zur Filterung zu
nutzen. Ein wichtiges Alleinstellungsmerkmal von Tableau ist die Show Me Funktionalität
4 , die in [Mac07] näher beschrieben wird. Für ausgewählte Datenattribute zeigt sie mögliche
Visualisierungstechniken an bzw. gibt einen Hinweis, welche Art von Attribut noch zu wählen
ist, um eine bestimmte Technik einsetzen zu können.
Doch es gibt auch Anforderungen an den Prozess, die nicht oder nicht vollständig erfüllt
werden. So existiert kein automatisiertes InfoVis-Werkzeug der Klasse Tableau, das neben
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schnitt 2.1.6) verarbeiten kann. Dies ist vor allem der anderen Datenstruktur sowie der Tatsache
geschuldet, dass die Datenqualität oftmals schlechter ist [Men12]. Weiterhin ist es problema-
tisch, dass lediglich die ausgewählten Daten für die Empfehlung von Visualisierungstechniken
hinzugezogen werden. So bleiben u. a. die Ziele und Präferenzen des Anwender unberücksichtigt.
Letztlich werden auch die beiden letzten Anforderungen an den Prozess nicht erfüllt, da es an
Unterstützung bei der Interpretation der InfoVis mangelt bzw. nicht versucht wird, Teile des
Wissens des Nutzers zu erfassen und wiederzuverwenden.
Alle automatisierten InfoVis-Ansätze, die Mappings von Daten auf visuelle Strukturen und
Attribute erzeugen, benötigten hierzu ein Wissensmodell. Polaris [Sto02] bzw. später auch
Tableau bauen hierzu auf die deklarative, proprietäre, visuelle Anfragesprache VizQL [Han07].
Doch neben der reinen Abbildung muss auch identifiziert werden, welches dieser Mappings die
bestmögliche für die gewählten Daten ist. Hierzu wurden Regeln aus vorangegangenen Arbeiten,
u. a. von Cleveland [Cle84], Tufte [Tuf83] oder Brewer [Bre94], abgeleitet [Sto03]. Auch wenn
somit ein formales Regelwerk basierend auf existierenden Visualisierungswissen existiert, sind
alle anderen Anforderungen an ein semantisches Wissensmodell (vgl. Abschnitt 2.2.2) kaum
oder nicht gegeben. Insbesondere liegt das Wissen hier aber auch bei den anderen Werkzeugen
in einem proprietären, teils programmatischen Format vor. Dies ist nicht zugänglich und kann
schlecht d. h. nicht wiederverwendet werden.
Abbildung 2.7: Architektonischer Überblick zu Tableau (aus [Rue12])
Ein generelles Problem in wissenschaftlichen Artikeln oder auch White Papers zu InfoVis-
Systemen ist die schlechte Dokumentation der Softwarearchitekturen und deren Implementierung,
so dass eine Bewertung hinsichtlich der architektonischen Anforderungen (vgl. Abschnitt 2.2.3)
erschwert wird. Abbildung 2.7 zeigt die grobe Client-Server-Architektur von Tableau, die an-
deren kommerziellen Anbietern wie QlikView aber auch wissenschaftlichen Prototypen, wie
z. B. VizDeck [Key12], ähnelt. Der Server übernimmt insbesondere die Datenhaltung und bietet
eine homogene Schnittstelle für alle Clients. Auffällig in der Architektur sind insbesondere
zwei Merkmale: Zum einen ist in Tableau die Erstellung von Visualisierungen nur mit einem
monolithischen Desktop-Client möglich. Zum anderen werden für alle weiteren Plattformen
(und teils Endgeräte) speziell zugeschnittene Softwarelösungen angeboten. Die in dieser Arbeit
angestrebte Strategie ist hingegen die Kapselung und Beschreibung der Anwendungsbestandteile
in Komponenten, so dass diese für den jeweiligen Gerätekontext identifiziert, gezielt eingebunden
und somit einfacher wiederverwendet werden können. Es existieren Konzepte zur komponen-
tenbasierten InfoVis, die vereinzelte Automatismen zur Nutzerunterstützung besitzen, diese
werden zusammen mit anderen Kompositionskonzepten in Abschnitt 2.3.3 vorgestellt.
Insgesamt kann festgehalten werden, dass die datengetriebenen Ansätze weit verbreitet
2.3 Betrachtung des Standes der Forschung und Entwicklung 27
sind und teils gute Automatismen zur Nutzerunterstützung, z. B. Show Me, bieten. Dennoch
muss man sagen, dass existierende Konzepte und Tools die semi-strukturierte, semantischen
Daten nicht verarbeiten können. Auch werden die Ziele und Präferenzen des Nutzers bei der
Empfehlung von Visualisierungstechniken in keinster Weise einbezogen. Das letzte Problem
greifen die nachstehend vorgestellten Ansätze zur aufgaben- und interaktionsgetriebenen InfoVis
auf.
Aufgabengetriebene Informationsvisualisierung
Die Effizienz einer Visualisierung hängt stark davon ab, inwieweit diese den Aufgaben des Nutzer
gerecht wird, um die benötigten Information wahrnehmen und verstehen zu können. Diese
Problemstellung wurde bereits in den frühen 90er-Jahren durch die aufgabengetriebenen
InfoVis durch BOZ [Cas91] und SAGE [Rot91] adressiert. Beide basieren auf Taxonomien
zur Charakterisierung von Daten, Zielen und Visualisierungstechniken. Ausgangspunkt für die
Identifikation von passenden Mappings ist vor allem bei dem automatischen InfoVis-System
BOZ eine detaillierte, formale Aufgabenbeschreibung. Der Visualisierungsprozess von SAGE
ist hingegen interaktiver, da der Anwender zunächst mit einer Filtersprache den Datensatz
reduzieren und schließlich für jedes Datenobjekt bzw. jede Relation ein Ziel, wie etwa „Show-
correlation“, definieren kann. Doch insgesamt ist die Spezifikation von konkreten Aufgaben
in dieser Form sehr aufwendig, so dass sich seit diesen frühen Entwicklungen keine neuen
aufgabengetriebenen Ansätze mehr etablierten. Um den Aufwand zu reduzieren, muss die
Wiederverwendbarkeit der Aufgabenbeschreibungen erhöht werden. Hier würde es sich anbieten,
Aufgaben generisch basierend auf einem formalen Wissensmodell zu beschreiben. Letztlich
werden die aufgabengetriebenen Ansätze im Rahmen der Dissertation nicht näher verfolgt, da
sie nur wenige der definierten Anforderungen, wie das automatische Mapping (P6 ), adressieren.
Interaktionsgetriebene Informationsvisualisierung
Abbildung 2.8: Architektonischer Überblick zu HARVEST (nach [Got09])
Die interaktionsgetriebenen Konzepte für InfoVis-Systeme bauen auf denen der daten-
getriebenen auf und versuchen zusätzlich die Intentionen des Nutzer für die Auswahl bzw.
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Adaption von passenden Visualisierungen hinzuzuziehen. Doch im Gegensatz zu den aufgaben-
getriebenen Konzepten werden die Nutzerziele implizit anhand seiner Interaktionen erfasst bzw.
geschlossen. Zwei repräsentative Vertreter dieser Gruppe der automatisierten InfoVis-Systeme
sind HARVEST [Got09, Got10b] und SemAdapt [Naz10, Naz11]. Hinsichtlich des Visualisie-
rungsprozesses decken diese vor allem die Kernbereiche, wie die Unterstützung der Auswahl
einer Visualisierung, ab, bieten jedoch u. a. keine Konzepte zur Interpretationsunterstützung
oder zur Wissensrückführung. Die Empfehlung wird in beiden System wie folgt berechnet (vgl.
Abbildung 2.8). Jede Interaktion des Nutzer wird aufgezeichnet 1 und dabei der Typ der
Aktion, z. B. Filter oder Bookmark [Got08], sowie die angefragten Daten gespeichert. Durch
ein dediziertes Modul 2 wird anschließend anhand der Interaktionssequenz versucht, a priori
bekannte Muster 3 zu identifizieren. Diese, die gewünschten Daten sowie bei [Naz11] auch
deren Metainformationen und Nutzerpräferenzen sind die Basis, um passende Visualisierungen
situativ vorzuschlagen 4 .
Zur Beschreibung von Aktionen werden Taxonomien aufgestellt, die auf existierenden Klassi-
fikationen sowie auf Beobachtungen von Anwendern bei der visuellen Analyse beruhen [Got08].
Diese werden mittels formaler Regeln, die programmatisch in den Prototypen umgesetzt wur-
den, zur Mustererkennung und Empfehlung genutzt. Insgesamt erfüllen die Konzepte aber
nur teilweise die Anforderungen dieser Arbeit, da die Wissensmodellierung programmatisch
und proprietär erfolgt. Eine Wiederverwendung außerhalb der Systeme ist nicht ohne weiteres
möglich. Ähnlich verhält es sich mit den Anforderungen an die Softwarearchitektur. Zwar
werden die Visualisierungstechniken in beiden vorgestellten Systemen gekapselt und zumindest
auch deren Metaphern beschrieben, es existiert jedoch keine lose, sondern eine programmatische
Kopplung zwischen den Komponenten.
Zusammenfassung und Diskussion
Nach der Vorstellung repräsentativer Vertreter automatisierter InfoVis-Systeme werden diese
in Tabelle 2.1 anhand der aufgestellten Anforderungen bewertet. Da die Konzepte zur daten-
getriebenen InfoVis auf über 20 Jahren intensiver Forschung aufbauen und heute eine gute
Marktdurchdringung erreicht haben, sind insbesondere die zentralen Anforderungen an den
Visualisierungsprozess gut erfüllt. Der größte Nachholebedarf besteht hinsichtlich der Unter-
stützung des Endanwenders bei der abschließenden Interpretation und der Rückgewinnung von
Wissen, das der Nutzer durch die visuelle Darstellung erlangt hat.
Im Hinblick auf die Wissensmodellierung ist festzustellen, dass aktuell keine Konzepte exis-
tieren, die das zugrunde liegende Visualisierungswissen mit Hilfe semantischer Technologien
abbilden. Aus diesen Grund können die Anforderungen M6 und M7 nicht bewertet werden. Für
die InfoVis-Systeme werden zwar formale Regelwerke zur Erstellung von Mappings aufgestellt,
diese sind jedoch proprietär, wie z. B. das genannte VizQL, und/oder rein programmatisch
umgesetzt, so dass Möglichkeiten zum Zugang und zur Wiederverwendung aber auch die
Erweiterbarkeit stark eingeschränkt sind. Positiv hervorzuheben ist die Fokussierung der Wis-
sensmodelle auf das Notwendigste sowie die Wiederverwendung von Wissen aus der Literatur.
Den wohl größten Nachholbedarf haben die Ansätze hinsichtlich der Anforderungen an eine
webbasierte, komposite Architektur, da nur wenige Systeme komplett für das Web konzipiert
sind, wie z. B. HARVEST, und teils nur Clients mit reduzierter Funktionalität existieren,
wie etwa bei Tableau. Zum Teil werden Visualisierungstechniken bereits in Komponenten zur
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besseren Wiederverwendung gekapselt, die automatisch gefunden und integriert werden. Sie
sind jedoch nicht lose gekoppelt, sondern fest programmatisch verdrahtet. Dies vereinfacht die
Kommunikation mit der gemeinsamen, meist SQL-basierenden Datenschnittstelle.
Zusammenfassend kann festgehalten werden, dass insbesondere existierende Konzepte zur
Abbildung der Daten auf visuelle Strukturen und Attribute (datengetrieben) für die eigene
Konzeption nützlich sind. Dieses Mapping kann effizienter gestaltet werden, indem konkrete
Ziele des Nutzers (aufgabengetrieben) aber auch implizites Wissen aus seiner Interaktion mit
dem InfoVis-System (interaktionsgetrieben) geschlossen werden.
Prozess Wertung Wissensmodellierung Wertung Architektur Wertung
P1: Datentransf. – M1: Formalisierung – A1: Komponenten –
P2: Data Mining – M2: Fokussierung + + A2: Beschreibung –
P3: Filterung + M3: Wiederverwend. + A3: Komposition – –
P4: Vis.-Auswahl + M4: Zugang – – A4: Modellverw. -
P5: iterat. Spez. + M5: Erweiterbar – A5: Discovery +
P6: Mapping + + M6: Interaktion o A6: Integration +
P7: Konfig. + + M7: Lesbarkeit o A7: Datenschicht + +
P8: Interpretation – – A8: Kontext –
P9: Wissensgewinn. – –
Gesamt: + Gesamt: – Gesamt: – –
Tabelle 2.1: Bewertung der Konzepte der automatisierten InfoVis anhand der in Abschnitt 2.2
aufgestellten Anforderungen. Die Symbolik der Bewertung ist folgendermaßen definiert: wird der
Anforderung vollkommen gerecht (+ +), wird mit Anpassungen den Anforderungen gerecht (+),
Konzepte müssen deutlich verbessert werden (–), Anforderungen werden nicht adressiert (– –)












Abbildung 2.9: Einordnung der KAV
Auch wenn das Thema der Verwendung von Wissens-
modellen mit unterschiedlichen Formalisierungsgraden
zur Unterstützung der Visualisierung schon länger in
der Visualisierungscommunity diskutiert wird, z. B. in
[Tor04], wurde der Begriff der Knowledge-assisted Vi-
sualization (vgl. Abbildung 2.9) erstmals 2009 durch
zwei Journalartikel [Che09, Wan09] intensiv geprägt.
Diese definieren, wie Wissen im Visualisierungsprozess
abgeleitet, transformiert und genutzt werden kann. Der
Prozess nach [Che09] wird in Abbildung 2.10 darge-
stellt. In diesem werden zunächst Metainformation aus
den Daten extrahiert 1 . Gemeinsam mit Wissen aus
einem insbesondere durch Experten angelegten Modell
2 werden durch Reasoning 3 Steuerinformationen ge-
wonnen, die den Visualisierungsprozess 4 beeinflussen, um ein für den Nutzer verständliches
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und hilfreichen Bild zu erzeugen. Bei der Betrachtung der Darstellung wird nach [Wan09]
Wissen internalisiert 5 . Der Anwender kann, wie in der InfoVis üblich, durch Interaktion
6 die Steuerinformation und damit den Prozess anpassen. Weiterhin ist es möglich, dass der
Anwender Wissen in das Modell 2 für die spätere Verwendung abgibt. Diese Transformation
wird als Externalisierung 7 bezeichnet.
Abbildung 2.10: Prozess der KAV nach [Che09], C steht für eine im Informationssystem vorlie-
gende Datenrepräsentation wohingegen P eine explizite oder implizite, im Menschen vorliegende
Informationsrepräsentation darstellt
Die beiden Arbeiten sind eine wichtige theoretische Grundlage für diese Dissertation, da sie
erstmals die Nutzung von explizitem, externem Wissen im Visualisierungsprozess sowie die
Wissensrückführung (Externalisierung) thematisieren. Auch wenn Wang et al. ihre Wissen-
stransformation an einem Prototyp evaluieren, der den Einsatz einer „ontological knowledge
structur“ in der Domäne der Brückenverwaltung aufzeigt, sind die propagierten Konzepte
sehr generisch und gehen wenig in die Tiefe, so dass bspw. unklar bleibt, welches Wissen wie
gewonnen, strukturiert und gespeichert wird bzw. wie es den Prozess steuert.
Detailliertere Einblicke als die skizzierten Prozesse erlauben KAV-Frameworks [Kal06, Swi10]
und Anwendungen [Gil08, Kad10], die zur Unterstützung der Visualisierung explizit auf seman-
tische Modelle und Technologien aufbauen. Im Folgenden wird SemViz von Gilson et al. [Gil08]
als repräsentativer Vertreter genauer vorgestellt, der eine automatische Visualisierung von Daten
einer Webseite unter Zuhilfenahme von Ontology Mapping ermöglicht. Basis hierfür sind drei
mittels OWL modellierte Ontologien: Die Domain Ontology (DO) formalisiert Konzepte sowie
gewichtete Relationen der Domäne der zu visualisierenden Daten, die Visual Representation
Ontology (VRO) modelliert den Aufbau sowie die Semantik von Visualisierungstechniken und die
Semantic Bridging Ontology (SBO) beinhaltet das Expertenwissen, um effektive Abbildungen
von Konzepten aus der DO auf die Konzepte der VRO zu spezifizieren. Diese reduzieren die
Anzahl von Permutationen, die der Mapping Algorithmus betrachten muss. Das Ergebnis des
automatischen Visualisierungsprozesses ist eine Anzahl von verschiedenen Abbildungen der
Datenattribute auf visuelle Eigenschaften, aus denen der Nutzer auswählen kann.
Auch wenn die Evaluation von SemViz sehr gut zeigt, dass sich semantische Technologien
zur Unterstützung des Visualisierungsprozesses eignen, um die Vielzahl von Parametern zu
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modellieren und automatisch zu nutzen, werden die Anforderungen an den Prozess (vgl. Ab-
schnitt 2.2.1 nur teilweise erfüllt. Dies ist u. a. damit begründet, dass der Anwender keine
Möglichkeit hat, bspw. durch die Filterung der Daten oder die Angabe von zu erledigenden
Aufgaben, die Visualisierung zu manipulieren. Er kann lediglich aus einer Galerie eine passende
Konfiguration auswählen. Auch eine Hilfestellung bei der Interpretation der Darstellung oder die
in den oben genannten Prozessen geforderte Externalisierung von Wissen ist nicht Bestandteil
des Konzeptes.
Die Anforderungen an die Wissensmodellierung werden hingegen gut erfüllt. Kritisch zu
bewerten ist, dass die drei Ontologien nicht auf existierenden Arbeiten aufbauen, daher eigenes,
nicht in der Domäne definiertes Wissen beinhalten, und auch nicht zugänglich sind, was keine
Wiederverwendung ermöglicht. Weiterhin müssen Experten explizite Abbildungen zwischen der
DO und VRO modellieren, um den Algorithmus effizient zu gestalten. Dies ist besonders beim
Einsatz von SemViz in vielen unterschiedlichen Domänen mit einer Vielzahl von graphischen
Repräsentationen sehr aufwendig.
Wie bereits erwähnt, werden Visualisierungstechniken durch die VRO semantisch beschrieben.
Diese Modelle werden wie gefordert verwaltet und bei der Suche nach passenden Darstellungen
genutzt, wobei allerdings kein Kontext, wie Präferenzen des Nutzers, hinzugezogen wird. Auch
wenn externe InfoVis-Bibliotheken in Kombination mit SemViz genutzt werden können, erfolgt
die Integration unflexibel programmatisch zur Designzeit.
Hinsichtlich der Architektur deutlich flexibler und auch ähnlich zur Vision aus Abschnitt 1.1.3
ist das Konzept von Shu et al. [Shu08]. Es enthält eine Visualisierungsontologie, die insbesondere
Konzepte zur Beschreibung von Datenstrukturen sowie Visualisierungstechnologien beinhaltet.
Die geschaffene Wissensbasis ist Grundlage für die Beschreibung und schließlich die Ermittlung
von generischen Visualisierungsdiensten.
Insgesamt kann das vorgestellte Konzept jedoch nur als erster Schritt hin zu einem Service-
orientiertem InfoVis-Framework sein, da bis auf eine einfache Visualisierungsauswahl keine
der Anforderungen an den Visualisierungsprozess erfüllt wird. Weitestgehend positiv ist die
geschaffene Visualisierungsontologie zu bewerten, da sie aktuelle Standards wie OWL nutzt
und dabei gezielt bestehende Taxonomien der Domäne formalisiert. Problematisch ist hingegen
– neben dem fehlenden Zugang zur Ontologie – die Modellierung der Konzepte mit Bezeichnern
wie etwa A3_3T3 für eine Klasse von graphischen Repräsentationen, die insbesondere für
Endanwender nicht aber auch für Experten schwer zu verstehen sind. Wie bereits vorgestellt,
beruht das Konzept von Shu et al. auf dem SOA-Paradigma, so dass Visualisierungsdienste
mittels Web Services Description Language (WSDL) [Chr01] beschrieben und durch Konzepte
der Visualisierungsontologie näher ausgezeichnet sind. Wie dies im Detail aussieht, wird leider
nicht deutlich. Die Discovery nutzt die Auszeichnungen in einem simplen Matching Algorithmus,
der leider kein dediziertes Mapping der Daten auf visuelle Strukturen und Attribute durchführt.
Auch ist keine Integration und Komposition von Diensten durch das Konzept vorgesehen.
Zusammenfassung und Diskussion
Nachdem mit den theoretischen Prozessen, den Frameworks und Anwendungen sowie dem SOA-
Ansatz aus [Shu08] die drei Bereiche des noch relativ jungen Forschungsgebietes der KAV kurz
eingeführt wurden, werden nachstehend mit Unterstützung von Tabelle 2.2 die Erkenntnisse
kurz zusammengefasst. Hinsichtlich der Reife der Konzepte, die für einen durchgängigen,
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Prozess Wertung Wissensmodellierung Wertung Architektur Wertung
P1: Datentransf. – – M1: Formalisierung + + A1: Komponenten +
P2: Data Mining – M2: Fokussierung + + A2: Beschreibung +
P3: Filterung + M3: Wiederverwend. + A3: Komposition – –
P4: Vis.-Auswahl + M4: Zugang – – A4: Modellverw. +
P5: iterat. Spez. – – M5: Erweiterbar + A5: Discovery +
P6: Mapping + + M6: Interaktion + A6: Integration +
P7: Konfig. + + M7: Lesbarkeit – A7: Datenschicht +
P8: Interpretation – – A8: Kontext – –
P9: Wissensgewinn. –
Gesamt: – Gesamt: + Gesamt: –
Tabelle 2.2: Bewertung der Konzepte der KAV anhand der in Abschnitt 2.2 aufgestellten An-
forderungen. Die Symbolik der Bewertung ist folgendermaßen definiert: wird der Anforderung
vollkommen gerecht (+ +), wird mit Anpassungen den Anforderungen gerecht (+), Konzepte
müssen deutlich verbessert werden (–), Anforderungen werden nicht adressiert (– –) bzw. können
nicht bewertet werden (o).
Endnutzer-zentrierten Visualisierungsprozess nötigt sind, wird schnell deutlich, dass noch
konzeptioneller Nachholbedarf besteht. Dies betrifft vor allem die Randbereiche des Prozesses,
wie die Unterstützung verschiedenster Daten, die Ableitung von Informationen aus den Rohdaten
und auch die Rückgewinnung von Wissen des Nutzers. Frameworks wie Prajna [Swi10] oder
der Ansatz von [Gil08] zeigen jedoch, dass Ontologien und Reasoner gut geeignet sind, um
Abbildungen von Daten auf Visualisierungstechniken zu erstellen und zu konfigurieren.
Wie zu erwarten war, erfüllen einzelne der semantischen Modelle gut die definierten An-
forderungen. Hervorzuheben sind die Formalisierung mittels OWL bzw. die Fokussierung der
Ontologien auf das Notwendigste, wobei teilweise versucht wird, existierende Taxonomien,
wie z. B. [Tor04], wiederzuverwenden. Doch es ist festzuhalten, dass keine der Ontologien zur
Diskussion, Wiederverwendung oder Erweiterung durch die Community zugänglich ist.
Hinsichtlich der Architektur muss man die vorhandenen Konzepte in zwei Gebiete unterteilen.
Einerseits bieten manche Anwendungen, wie etwa aus [Gil08, Kad10], bereits viele Funktionen,
die auch in aktuellen automatisierten InfoVis-Werkzeugen (vgl. Abschnitt 2.3.1) enthalten sind.
Diese sind jedoch monolithisch und unflexibel hinsichtlich Erweiterungen. Andererseits bieten
Visualisierungsdienste, wie in [Shu08] vorgeschlagen, durch die Discovery (und theoretisch auch
die Integration) zur Laufzeit ein Höchstmaß an Flexibilität, um InfoVis-Anwendungen schnell
an neue Anforderungen zu adaptieren.
Es ist festzuhalten, dass die Definition von semantischen Modellen, die die Grundlage
zur Auszeichnung von Daten [Gil08] und Diensten [Shu08] sind, ein probates Mittel ist, um
passende Mappings zwischen beiden Seiten zu identifizieren. Doch sind noch eine Vielzahl von
konzeptionellen Lücken zu schließen, um ein Semantik-gestütztes InfoVis-Werkzeug benutzbar
für den Endanwender zu machen.













Abbildung 2.11: Einordnung der kom-
positen InfoVis
In den letzten Jahren wurden die Vorteile der „Kom-
ponentisierung“ einer Softwarearchitektur (vgl. Ab-
schnitt 2.1.5), insbesondere von Benutzerschnittstel-
len, auch in der Domäne der InfoVis-Werkzeug (vgl.
Abbildung 2.11) erkannt. Eine Vorreiterrolle hatten
hierbei die Widget-Bibliotheken im Web, wie etwa Goo-
gle Charts11. Die heute existierenden Ansätze lassen
sich relativ gut anhand ihres Grades der Automati-
sierung und damit der Nutzerunterstützung in drei
wesentliche Gruppen unterscheiden, die nachstehend
diskutiert werden: Webbasierte Visualisierungsbi-
bliotheken, Dashboards und InfoVis-Werkzeuge.
Webbasierte Visualisierungsbibliotheken
Heute existiert eine Vielzahl von Bibliotheken, wie z. B. Google Charts, JavaScript InfoVis
Toolkit12 oder D3.js13, die allesamt das Ziel haben, die webbasierte InfoVis für Softwareentwickler
zu vereinfachen, indem sie von Spezifika der jeweiligen Browser und auch der InfoVis, wie
etwa der Animation, dem Rendering oder der Interaktion, abstrahieren. Anfänglich kamen
neben JavaScript und HTML auch proprietäre Formate wie Adobe Flash zum Einsatz, die
u. a. aufgrund einer besseren Portabilität auf verschiedene Endgeräte durch die Kombination
von JavaScript, HTML5 [Smi13] und Scalable Vector Graphics (SVG) abgelöst wurden. Damit
können die Bibliotheken flexibel in verschiedenste Webanwendungen integriert werden.
Die Bibliotheken ermöglichen dem Entwickler, die Daten in passende Formate zu trans-
formieren, andere Werkzeuge zum Data Mining einzubinden, die notwendigen Filterungen
vorzunehmen und letztlich die Daten mit der gewünschten graphischen Darstellung zu visualisie-
ren. Doch von dieser Flexibilität profitieren die in dieser Arbeit adressierten Endanwender nicht,
da ihnen das Programmier- und Visualisierungswissen fehlt, um die einzelnen Prozessschritte
auszuführen. Die einzigen identifizierten Automatismen und Hilfen für den Anwender sind
Dokumentationen, Beispiele sowie sogenannte „Sandboxes“, wie Google Playground14, in denen
man sich anhand von Beispielen eigene Visualisierungen erstellen kann.
Dashboards
Die wohl am meisten zitierte Definition für ein Dashboard lautet:
„A dashboard is a visual display of the most important information needed to
achieve one or more objectives; consolidated and arranged on a single screen so the





2.3 Betrachtung des Standes der Forschung und Entwicklung 34
Es ist in vielerlei Hinsicht lediglich ein neuer Name des Führungsinformationssystems (engl.
Executive Information System), welches dazu dient, Leistungsindikatoren eines Unternehmens zu
überwachen [Few06]. Heute sind sie Standard bei allen BI Lösungen großer Anbieter, wobei immer
mehr Dashboards auch als Webanwendung oder gar für unterschiedliche Endgeräte angeboten
werden [Sch13]. Abbildung 2.12 zeigt eine beispielhafte UI, die aus fünf Visualisierungen
besteht. Man erkennt deutlich die charakteristische, komposite Benutzerschnittstelle zur InfoVis
der Indikatoren. Die Wiederverwendung von Komponenten in unterschiedlichen Dashboards
verbessert den Umgang des Nutzers mit den Visualisierungstechniken und erhöht somit insgesamt
das Nutzerverständnis. Die UI-Erstellung erfolgt durch einen versierten Anwender, der einerseits
das notwendige Verständnis zu den zugrundeliegenden Daten hat und andererseits weiß, wie
man die Informationen mit dem gegebenen Werkzeug bestmöglich visualisiert. Insbesondere
Letzteres ist jedoch nur selten durch Manager der Führungsebene gegeben, so dass oftmals
dedizierte Designer eingesetzt werden (müssen) [Few06].
Abbildung 2.12: Screenshot eines beispielhaften Dashboards der Oracle Business Intelligence
(entnommen aus der Online-Dokumentation [OU10])
Aus diesem Grund muss die Bewertung des Visualisierungsprozesses bei Dashboards dif-
ferenziert anhand der Nutzerrolle betrachtet werden. Für die Designer ist die Entwicklung
einer kompositen InfoVis sehr flexibel, da ihnen Werkzeuge zum Zugriff auf die Daten aber
auch Analyse- und Filterfunktionen gegeben werden. Weiterhin kann der Designer für die
Darstellungen verschiedene Visualisierungstechniken nutzen und hinsichtlich gegebener oder
eigener Anforderungen anpassen – soweit es die Dashboards erlauben. Die Nutzerunterstützung
ist insgesamt darauf beschränkt, dass der Designer selten oder nicht programmieren muss, was
jedoch bei der Nutzung von Visualisierungsbibliotheken der Fall ist. Manager haben insbeson-
dere die Rolle des Betrachters inne, die die Darstellung ggf. konfigurieren können. Beispiele
sind der Austausch von Komponenten durch bereits vorkonfigurierte Visualisierungen oder das
Anpassen des Zeitraumes für die dargestellten Daten. Als Endanwender können sie jedoch nur
sehr wenig in den Visualisierungsprozess eingreifen.
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Der Designer erhält wenig oder keine Nutzerunterstützung, wie sie bspw. bei den automati-
sierten Ansätzen (vgl. Abschnitt 2.3.1) angeboten wird, so dass davon auszugehen ist, das keine
expliziten Wissensmodelle bzgl. der InfoVis und der Datendomäne vorgehalten werden. Dies
kann jedoch nicht genau verifiziert werden, da die Anbieter keine Dokumentation hinsichtlich
der Fragestellung liefern. Ähnlich verhält es sich mit den Informationen zu den Architekturen.
Jedoch wird bspw. in [Mic11] deutlich, dass die Dashboards gleichermaßen in unterschiedlichen
Webbrowsern zur Verfügung stehen, wobei die Komponentisierung einen Beitrag liefert.
Komposite, automatisierte Werkzeuge zur Informationsvisualisierung
Anwendungen und Werkzeuge mit einer kompositen Benutzerschnittstelle, die direkt auf die
InfoVis ausgerichtet sind, liefern die wohl beste Nutzerunterstützung. Durch die angebotenen
Automatismen können sie teilweise auch zu den Konzepten aus Abschnitt 2.3.1 zugeordnet
werden. Erste nennenswerte Forschungsergebnisse zur InfoVis mit in Komponenten gekap-
selten Visualisierungstechniken entstammen dem Teilgebiet der Coordinated Multiple View
(CMV) Visualisierung [Rob07], in dem neben Konzepten aus dem Bereich der Human Computer
Interaction (HCI) auch die Softwarearchitektur, insbesondere die Kommunikation zwischen
Komponenten im Vordergrund steht [Wea06]. Schließlich wurden mit steigender Tendenz in
den letzten zwei bis drei Jahren viele neue webbasierte Architekturen oder Anwendungen vorge-
stellt, die Komponenten aus den teils oben genannten Visualisierungsbibliotheken integrieren.
Repräsentative Vertreter sind die Choosel-Workbench [Gra10a, Gra12], das .view-Framework
[Maz12] oder MosaicJS [Mac13].
Abbildung 2.13: In Choosel erläutern Kontextmenüs und Tooltips Funktionen sowie Daten
(aus [Gra12])
Wie bei den vorgestellten Konzepten der automatisierten InfoVis (vgl. Abschnitt 2.3.1)
adressieren die genannten Arbeiten die zentralen Prozessschritte, daher die Anforderungen P3 -
P7 (vgl. Abschnitt 2.2.1), um den Endanwender zu helfen. So kann man die Visualisierungsspe-
zifikation iterativ anpassen, die Daten werden auf die Komponenten abgebildet und durch die
teils automatisch etablierte Verknüpfung zwischen den Darstellungen (CMV) können die Daten
mittels Interaktionstechniken wie Cross-Filtering [Wea08] gefiltert werden. Ebenfalls existieren
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erste Konzepte und Prototypen, um den Nutzer bei der Arbeit mit dem Werkzeug bzw. mit den
Daten zu unterstützen (vgl. Abbildung 2.13). Weiterhin kann im Konzept von VizDeck [Key12]
die Nützlichkeit der Darstellung von Daten in einer Komponente bewertet werden. Dieses
Wissen wird bei der Empfehlung neuer Mappings und damit bei der Visualisierungsauswahl
hinzugezogen, was in dieser Klasse der kompositen InfoVis-Werkzeuge ein Novum ist.
Semantische Wissensmodelle werden in keinem der Konzepte genutzt. Für die Abbildung von
Datenstrukturen auf die Komponenten werden, soweit dies dokumentiert ist, programmierte
Regeln angewandt. Lediglich VizDeck setzt zusätzlich Heuristiken ein, um bestimmte Kompo-
nenten zu empfehlen, die von Nutzern positiv bewertet wurden. Andere Kontextinformation,
wie etwa Präferenzen des Nutzers oder Endgeräteinformationen, werden nicht genutzt.
Auch wenn die vorgestellten Konzepte auf der Idee der Komponentisierung der Benutzer-
schnittstelle beruhen, ist festzustellen, dass die Komponenten nicht lose gekoppelt sind, wie
es bspw. bei den Webservices der Fall ist. Die feste Verdrahtung erleichtert zwar den Da-
tenzugriff über eine homogene Schnittstelle erheblich, jedoch widerspricht dies dem Ziel der
ad-hoc Integration neuer Visualisierungskomponenten. Interessant und wichtig für die eigene
Arbeit ist, dass Daten über eindeutige Referenzen (call-by-reference) zur Verfügung stehen.
Dies erleichtert u. a. die Inter-Widget-Kommunikation, da nicht komplette Datensätze sondern
nur die Referenzen ausgetauscht werden müssen. Letztlich ist zu sagen, dass Komponenten
nicht wie in den Anforderungen gefordert unter Berücksichtigung des Kontextes identifiziert
und integriert werden. Auch werden in keinem der Konzepte die Vorteile der semantischen
Beschreibung der Komponenten ausgenutzt.
Zusammenfassung und Diskussion
Für die zusammenfassende Bewertung der komponentenbasierten InfoVis, die in Tabelle 2.3
im Überblick dargestellt ist, werden die webbasierten Visualisierungsbibliotheken außen vor
gelassen. Der Grund hierfür ist, dass sie den Softwareentwickler und nicht den Endanwender
adressieren und somit keine unterstützenden Automatismen bereitstellen. Es ist dennoch wichtig
sie hier kurz einzuführen, da sie die essentielle Grundlage für die beiden automatisierten Ansätze
bilden. Bei den Dashboards wird insbesondere die Rolle des Managers und nicht des Designers
betrachtet, da dieser viel Vorwissen mitbringen muss, um effiziente InfoVis zu erstellen.
Es wird deutlich, dass hinsichtlich der definierten Anforderungen eine der Stärken der
untersuchten Ansätze die Unterstützung des Visualisierungsprozesses ist. Dies betrifft vor
allem die automatische Abbildung der Daten auf die Komponenten und die Funktionen, um
die Darstellung nachträglich anzupassen, wie etwa die Verknüpfung von Komponenten, um
Interaktionen wie Linking & Brushing oder Cross-Filtering [Rob07] nutzen zu können. Bspw.
letzteres ermöglicht die einfache Reduzierung der visualisierten Daten. Ebenfalls positiv zu
werten sind erste Konzepte, um den Endanwender bei der Nutzung des Systems und beim
Verständnis der Daten zu helfen. Hier besteht jedoch Potential, die Funktionen auszubauen
und die Erstellung von Hilfen zu vereinfachen.
Mit Bezug auf die Wissensmodellierung wird in Tabelle 2.3 deutlich, dass keine der vorgestell-
ten Konzepte und Anwendungen semantische Modelle nutzen, um den Visualisierungsprozess
durch Automatismen intelligenter zu gestalten. Wie beschrieben, existiert die Nutzerunterstüt-
zung insbesondere durch das automatische Mapping (P6), das jedoch durch programmatisch
definierte Regeln umgesetzt wird.
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Prozess Wertung Wissensmodellierung Wertung Architektur Wertung
P1: Datentransf. – M1: Formalisierung – A1: Komponenten +
P2: Data Mining – M2: Fokussierung o A2: Beschreibung –
P3: Filterung + M3: Wiederverwend. o A3: Komposition – –
P4: Vis.-Auswahl + M4: Zugang – – A4: Modellverw. –
P5: iterat. Spez. – M5: Erweiterbar o A5: Discovery +
P6: Mapping + + M6: Interaktion o A6: Integration + +
P7: Konfig. + + M7: Lesbarkeit o A7: Datenschicht + +
P8: Interpretation + A8: Kontext – –
P9: Wissensgewinn. –
Gesamt: + Gesamt: – – Gesamt: +
Tabelle 2.3: Bewertung der Konzepte der komponentenbasierten InfoVis anhand der in Ab-
schnitt 2.2 aufgestellten Anforderungen. Die Symbolik der Bewertung ist folgendermaßen defi-
niert: wird der Anforderung vollkommen gerecht (+ +), wird mit Anpassungen den Anforderun-
gen gerecht (+), Konzepte müssen deutlich verbessert werden (–), Anforderungen werden nicht
adressiert (– –) bzw. können nicht bewertet werden (o).
Wie bereits bei der Bewertung der komponentenbasierten InfoVis-Werkzeuge festgestellt,
werden die Benutzerschnittstellen durch die Integration von Komponenten erstellt, doch im Ge-
gensatz zum Konzept dieser Dissertation werden diese selten oder nicht semantisch beschrieben.
Somit mangelt es an zielführenden Discovery-Algorithmen, die auch auf Kontextinformationen
zurückgreifen, sowie an der geforderten losen Kopplung der Komponenten.
Durch die wachsende Anzahl von webbasierten Visualisierungsbibliotheken sowie von InfoVis-
Werkzeugen mit kompositer UI und auch durch die Verbreitung der Dashboards als sogenannte
„Management Cockpits“ in BI-Lösungen ist ein klarer Trend hin zu einer komponentenbasierten
InfoVis zu sehen. Jedoch müssen u. a. durch diese Dissertation neue Konzepte entworfen
werden, um einerseits den Endanwender besser zu unterstützen und andererseits die Semantik-
gestützte Identifikation und Integration von Komponenten und damit die Flexibilisierung der
Softwarearchitektur voranzutreiben.
2.3.4 Semantik-gestützte Komposition von Rich Internet Applications
Nachdem im vorhergehendem Abschnitt deutlich wurde, dass es in der InfoVis-Domäne an
Konzepten zur kontextsensitiven, automatischen Komposition mangelt, wird nun die Schnitt-
menge zwischen den kompositen RIA und den semantischen Technologien näher analysiert (vgl.
Abbildung 2.14). Diese ist zunächst unabhängig von konkreten Anwendungsdomänen, jedoch
zeigen die vorangegangenen Abschnitte und auch die Zielsetzung dieser Dissertation, dass die
InfoVis ein mögliches Anwendungsfeld darstellt.
Daniel et al. [Dan07] verdeutlichen sehr gut die drei verschiedenen Konzepte, wie bzw.
wo in einer Softwarearchitektur Applikationen integriert werden können: Auf Daten-, Logik-
oder UI-Ebene. Bei der Integration auf UI-Ebene muss unterschiedenen werden, ob gesamte
Anwendungsblöcke oder die drei Schichten getrennt voneinander als Komponenten gekapselt
und komponiert werden. Letzteres wird als universelle Anwendungskomposition bezeichnet









Abbildung 2.14: Einordnung der Semantik-gestützten, kompositen RIAs
[Dan09]. Diese ist im Rahmen dieser Dissertation anzustreben, da unterschiedliche, a priori
unbekannte Datenquellen durch generische (InfoVis-) Komponenten gefiltert und visualisiert
werden sollen.
Neben anderen Merkmalen können die existierenden kompositen RIA-Ansätze auch anhand
des für diese Arbeit wichtigen Grads der Nutzerunterstützung unterschieden werden. In [Gra10b]
wird hierzu in Low-, Intermediate- und High-Level Mashups unterschieden. Erstere adressieren
den Softwareentwickler, der die größtmögliche Flexibilität benötigt. Im Gegensatz dazu bieten
Intermediate-Level Mashups viele Automatismen, so dass ein Domänenexperte mit Wissen zu der
zugrundeliegenden Datenstruktur eine Anwendung erstellen kann. Im Vordergrund der folgenden
Untersuchung stehen jedoch die High-Level-Ansätze, die den Endanwender durch EUD-Konzepte
befähigen, eine universelle Komposition von Anwendungsbestandteilen durchzuführen.
Ehe im Folgenden auf die Semantik-gestützte universelle Anwendungskomposition für
den Endanwender eingegangen wird, werden zunächst wichtige Vertreter des Forschungsgebie-
tes skizziert, die den beiden Kriterien nicht im ganzen Umfang genügen, jedoch Konzepte zur
Nutzung von semantischen Modellen bzw. zur universellen Anwendungskomposition mitbringen.
Auf dem Weg zur Semantik-gestützten Anwendungsintegration
In den letzten Jahren wurden viele wissenschaftliche Konzepte, z. B. [Yu07, Guo08, L0́9], und
kommerzielle Produkte, wie JackBe Presto15 oder ARIS MashZone16, zur Anwendungsinte-
gration auf der UI-Ebene entwickelt. Diese nutzen jedoch keine semantischen, sondern rein
syntaktische Informationen zur Discovery und Bindung der Anwendungsbestandteile.
Demgegenüber zeigt der Ansatz von Paulheim [Pau10b], der auch teilweise auf die Domäne
der InfoVis übertragen wurde [Pau11], sehr deutlich das Potential der Semantik-gestützten
Integration von und Kommunikation zwischen Softwarekomponenten. Diese beinhalten neben
der Benutzerschnittstelle und der Geschäftslogik auch eine Anwendungsontologie. Letztere
nutzt eine globale Domänen- und erweitert eine UI-Ontologie, so dass zur Laufzeit durch
den Event Bus geschlossen werden kann, welche Komponenten welche Informationen wann
15 http://mdc.jackbe.com/enterprise-mashup/content/about-presto
16 http://www.mashzone.com/en/mashzone
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austauschen können. In ähnlicher Art und Weise, jedoch mehr aus dem Gebiet der Semantic
Web Services (SWS) entstammend, behandeln bspw. [Fer09], [Ngu10] oder [Bia10] insbesondere
die Discovery von Komponenten und die Mediation der ausgetauschten Nachrichten. Zusätzlich
wird in [Meh10] explizit der Endanwender angesprochen, der in die Lage versetzt werden soll,
eine Service-Komposition durchzuführen. Doch viele der in dieser Dissertation aufgestellten
Anforderungen werden in den Arbeiten nicht behandelt. Neben der fehlenden Unterstützung
des Visualisierungsprozesses für den Endnutzer mangelt es u. a. an Konzepten zur Modellierung
der Benutzerschnittstelle, wie etwa zur Definition von Layout oder eines Screenflows, oder zur
Verwendung von Kontextinformationen bei der Suche von Komponenten.
Wie zu Beginn des Abschnitts erwähnt, ist vor allem die universelle Anwendungskomposition
im Rahmen dieser Dissertation zielführend. Hierzu wurden erste Konzepte im Forschungsprojekt
MashArt [Dan09] entwickelt. Es wurde ein universelles Komponenten- und Kompositionsmodell
sowie die zur Ausführung notwendige Plattform thematisiert. Für die Unterstützung der
Komposition wird ein Konzept vorgeschlagen, welches Wissen aus existierenden Anwendungen
ableitet [RC11]. Doch im Gegensatz zu den im vorherigen Absatz genannten Ansätzen, werden
keine semantischen Technologien verwendet, um etwa die Komponenten auszuzeichnen und
damit die Discovery und Kommunikation zu unterstützen. Weiterhin mangelt es durch die
Konzentration auf den Datenfluss an Konzepten, um bspw. den Screenflow zu modellieren.
Die im Rahmen von CRUISe entstandenen Konzepte zur universellen Komposition [Pie12]
bieten hingegen Lösungen für diese Probleme. Auch hier besitzen die Black-Box-Komponenten ein
einheitliches Komponentenmodell, das zur Kommunikation Events und Operations besitzt, und
deren Zustand über Propertys ausgedrückt wird. Um den Datenfluss zwischen den Komponenten
zu gewährleisten, besitzen diese drei Abstraktionen semantisch typisierte Parameter, die neben
anderen Informationen deklarativ und plattformunabhängig in der SMCDL bzw. in ihrer
semantischen Version, der Mashup Component Description Ontology (MCDO), beschrieben sind.
Ebenso erfolgt die Beschreibung der Gesamtkomposition einer Mashup-Anwendung als Instanz
des Mashup Composition Model (MCM), worin u. a. Layouting, Screenflow, die Kommunikation
aber auch Adaptionsaspekte enthalten sind. Zur Interpretation und Ausführung der universellen
Komposition wurden mehrere Versionen der MRE samt der zugehörigen Infrastruktur (vgl.
Abbildung 2.15) entwickelt. Während der Interpretation des Modells fragt das MRE beim CoRe
nach notwendigen Komponenten an, welche am besten zu den Anforderungen der Applikation
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bind register
Abbildung 2.15: Überblick zur Architektur der CRUISe Plattform (aus [Voi13d])
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Insgesamt ist festzustellen, dass CRUISe durch die Integration von im Web verteilten Daten
und Funktionen im Sinne von Mashups einen Mehrwert schafft. Ziel dieser Dissertation ist
jedoch insbesondere die webbasierte, kontextsensitive InfoVis durch den Endanwender. Demnach
besteht der größte Nachteil von CRUISe für das definierte Szenario (vgl. Abschnitt 2.1.1) darin,
dass ein Entwickler zur Designzeit und nicht der Endanwender zur Laufzeit die Anwendung, d. h.
die komposite Visualisierung, definieren muss/kann. Demnach ist es auch verständlich, dass
die semantischen Modelle vor allem auf Kontextinformationen und nicht auf InfoVis-Wissen
ausgelegt sind. Dennoch werden durch CRUISe bis auf die homogene, gemeinsame Datenschicht
für die Komponenten alle architektonischen Anforderungen erfüllt, so dass die Konzepte eine
sehr gute Ausgangsbasis für die eigene Arbeit bilden.
Semantik-gestützte Anwendungskomposition für den Endanwender
Die Ergebnisse des skizzierten MashArt-Projekts waren in der Folgezeit Basis für die Lösung
weiterer Forschungsfragen, wie bspw. für das EUD. So wurde mit DashMash [Cap11] ein Mashup
zur Sentiment-Analyse17 konzipiert und umgesetzt, das den Nutzer durch visuelle Abstraktion,
Drag & Drop zum Layouting der Anwendung oder mittels Vorschlägen zur Komposition
unterstützt. Ähnliche Mechanismen zeichnen die auf kollaborative Entwicklung ausgelegte
PEUDOM-Plattform aus [Mat13]. Doch alle Ansätze arbeiten auf rein syntaktischer Ebene,
um bspw. Empfehlungen für neue Komponenten auszusprechen. Semantische Modelle einer
oder mehrere Domänen werden nicht genutzt, um das Schließen von Wissenslücken in der
Anwendung zu unterstützen.
Konzepte zur Empfehlung von Komponenten werden im Rahmen des EDYRA-Projektes
[Lor11] vorgeschlagen, welches die durch CRUISe geschaffenen Grundlagen nutzt, um das
EUD von Webanwendungen zu ermöglichen. Eine Besonderheit der Plattform ist das CapView-
Konzept [Rad13], welches den Endanwender bei der Verdrahtung der Anwendungsbestandteile
unterstützt. Hierbei werden die semantischen Auszeichnungen der Komponenten bzgl. der
Daten sowie die Fähigkeiten (Capabilitys) ausgenutzt, um wie in Abbildung 2.16 dargestellt
Koordinationsmöglichkeiten zwischen Komponenten vorzuschlagen und dabei auf generierte,
natürlichsprachige Labels zurückzugreifen, die der Anwender verstehen kann.
Alle in diesem Abschnitt vorgestellten Projekte zur universellen Komposition haben das
Ziel, den Endanwender bei der Erstellung einer RIA zu unterstützen. EDYRA greift hierzu auf
semantische Annotationen zurück, um generisch externe Ontologien und damit Wissensmodelle
zu referenzieren. Außer zu deren Definition mit W3C-Standards (vgl. Abschnitt 2.1.6) können
hinsichtlich der Anforderungen aus Abschnitt 2.2.2 keine genauen Aussagen getroffen werden,
da die Modelle größtenteils austauschbar sind. Auch wenn durch EUD-Prinzipien von der
Komplexität der Anwendungserstellung abstrahiert und diese damit erleichtert wird, so werden
in den bisherigen Konzepten die spezifischen Anforderungen an den Visualisierungsprozess sowie
die Notwendigkeit einer anwendungsweiten, homogenen Datenschnittstelle kaum adressiert.
Hierbei wird zwar postuliert, das Daten-liefernde Komponenten generisch mit UI-Komponenten
gekoppelt werden können, wobei sie auch Mediationstechniken unterstützen. Die Komponenten
sind im Gegensatz zu den in Abschnitt 2.3.3 beschriebenen Konzepten jedoch auf konkrete
17 Unter Sentiment-Analyse versteht man die Erkennung von Stimmungen in Texten mit Hilfe von Techniken
des Natural Language Processings.
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Abbildung 2.16: Verlinkung von Komponenten mittels CapView (aus [Rad13])
Anwendungsfälle ausgelegt, wie z. B. die InfoVis von Staaten anhand deren Namen und Größe
anstatt der Darstellung einer Entität mit einer nominalen und quantitativen Variable. Positiv
ist jedoch die Unterstützung des Nutzers bei der „Verdrahtung“ von Komponenten, so dass
bspw. die in Abschnitt 2.3.3 erwähnten CMV-Szenarien abgebildet werden können.
Zusammenfassung und Diskussion
Nachdem in diesem Abschnitt ein Einblick in die Domäne der Semantik-gestützten, kompositen
RIAs gegeben wurde, werden für die finale Auswertung bzgl. der gestellten Anforderungen (vgl.
Abschnitt 2.2) insbesondere die Konzepte zur universellen Komposition für den Endanwender
herangezogen. Einen Überblick zur Bewertung gibt Tabelle 2.4.
Prozess Wertung Wissensmodellierung Wertung Architektur Wertung
P1: Datentransf. – M1: Formalisierung + A1: Komponenten + +
P2: Data Mining – – M2: Fokussierung o A2: Beschreibung +
P3: Filterung + M3: Wiederverwend. o A3: Komposition + +
P4: Vis.-Auswahl + M4: Zugang – A4: Modellverw. + +
P5: iterat. Spez. + M5: Erweiterbar + A5: Discovery +
P6: Mapping – M6: Interaktion + A6: Integration + +
P7: Konfig. + M7: Lesbarkeit o A7: Datenschicht –
P8: Interpretation – – A8: Kontext + +
P9: Wissensgewinn. +
Gesamt: – – Gesamt: + Gesamt: +
Tabelle 2.4: Bewertung der Konzepte der Semantik-gestützten kompositen RIAs anhand der
in Abschnitt 2.2 aufgestellten Anforderungen. Die Symbolik der Bewertung ist folgendermaßen
definiert: wird der Anforderung vollkommen gerecht (+ +), wird mit Anpassungen den Anfor-
derungen gerecht (+), Konzepte müssen deutlich verbessert werden (–), Anforderungen werden
nicht adressiert (– –) bzw. können nicht bewertet werden (o).
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Hinsichtlich der Anforderungen an den Erstellungsprozess einer kompositen InfoVis ist positiv
hervorzuheben, dass Anwendungen zur Laufzeit durch einen Endanwender „zusammengeklickt“
werden können, da Mechanismen zur Empfehlung und Kopplung von Komponenten sowie
zum Layouting der Anwendung existieren. Durch die Verknüpfung der Komponenten ist die
Umsetzung des CMV-Paradigmas möglich, so dass Daten bspw. durch das erwähnte Cross-
Filtering auf interessante Bereiche reduziert werden können. Des Weiteren existieren Konzepte
zur Wissensgewinnung, die aus existierenden Kompositionen Vorschläge für die Erweiterung der
aktuellen Anwendung des Nutzers generieren. Dennoch müssen zur Adaption der existierenden
Ansätze an die Bedürfnisse des InfoVis-Prozesses noch einige Anstrengungen unternommen
werden. Dies betrifft insbesondere den Umgang mit den darzustellenden Daten. Sie müssen
in ein homogenes Format gebracht und hinsichtlich ihrer Eigenschaften analysiert werden.
Weiterhin mangelt es an Filtermechanismen für große Datenmengen sowie einem Konzept zur
Abbildung der Daten auf generische Komponenten. Letztendlich fehlt es auch an Mitteln, um
den Endanwender beim Umgang mit der Applikation und insbesondere beim Verstehen der
Darstellung zu unterstützen.
Um Wissenslücken des Nutzers bei der Anwendungsintegration zu schließen, werden semanti-
sche Modelle basierend auf W3C-Standards eingesetzt. Die externen Ontologien werden zur
Auszeichnung von Parametern und Funktionen genutzt, ähnlich wie es in der Vision der Arbeit
skizziert wird (vgl. Abschnitt 1.1.3). Eine genaue Bewertung hinsichtlich der Anforderungen ist
allerdings schwierig, da die genutzten Modelle nicht frei zugänglich bzw. die Ansätze insgesamt
sehr generisch sind. Zu guter Letzt ist der CapView aus EDYRA positiv zu bewerten, da
sie semantisches Wissen zu Daten aufgreifen und für den Endanwender als Grundlage zur
Interaktion verständlich aufbereiten.
Durch Tabelle 2.4 ist die Eignung der Konzepte zur universellen Anwendungskomposition
im Rahmen der Dissertation deutlich erkennbar, da bspw. Komponenten und Kompositionen
deklarativ, semantisch beschrieben und diese Informationen während der Laufzeit zur An-
wendungsintegration genutzt werden. Ebenfalls positiv hervorzuheben sind die existierenden
Konzepte zur Akquise und Nutzung von Kontextinformationen. Das größte Manko stellt jedoch
die Handhabung und Bereitstellung der Daten dar. In den Komponentenbeschreibungen werden
konkrete, semantische Datentypen, z. B. Personen oder Ländern, anstatt wie in der InfoVis
üblich generische Eigenschaften annotiert, so dass während der Discovery eigentlich passende
Komponenten aufgrund zu spezieller Auszeichnungen ausgeschlossen werden. Letztlich mangelt
es an einer Anwendungsschicht, die die darzustellenden Daten für alle Komponenten durch eine
einheitliche Schnittstelle bereitstellt, wie es in Visualisierungssystemen üblich ist.
Insgesamt kann festgehalten werden, dass die Architekturkonzepte zur Semantik-gestützten,
kontextsensitiven, universellen Anwendungskomposition, wie sie durch CRUISe definiert werden,
mit den notwendigen Anpassungen bzgl. des Handlings der Daten einen sehr guter Ausgangs-
punkt für die Dissertation darstellen. Auch wenn durch aktuelle Forschungsprojekte viele
Fortschritte beim EUD erzielt wurden, werden konkrete Problemstellungen hinsichtlich der
InfoVis, wie die Datenfilterung oder die Interpretationsunterstützung, bisher nicht betrachtet.
Demnach ist es Ziel dieser Arbeit, Konzepte aufzustellen, um diese Lücken zu schließen.
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2.4 Zusammenfassung und Diskussion der Defizite existierender Lösungen
Zu Beginn des Kapitels wurde die Dissertation in den Forschungskontext eingeordnet und durch
ein Szenario sowie Begriffsklärungen der Grundstein für die Definition von Anforderungen an
die spätere Konzeption gelegt. Aber die herausgearbeiteten Anforderungen waren auch die
Grundlage für die Analyse des aktuellen Standes der Forschung und Entwicklung in den Feldern
der automatisierten InfoVis, der Knowledge-assisted Visualization, der komponentenbasierten
InfoVis und der Semantik-gestützten Komposition von RIAs.
Automat. InfoVis Know.-Ass. Vis. kompon. InfoVis komposite RIA
InfoVis-Prozess + – + – –
Wissensmodellierung – + – – +
Architektur – – – + +
Tabelle 2.5: Zusammengefasste Bewertung der Forschungsgebiete. Die Symbolik ist folgender-
maßen definiert: wird der Anforderung vollkommen gerecht (+ +), wird mit Anpassungen den
Anforderungen gerecht (+), Konzepte müssen deutlich verbessert werden (–), Anforderungen
werden nicht adressiert (– –).
In Tabelle 2.5 werden die zusammengefassten Bewertungen der vier Forschungsfelder anhand
der drei Anforderungsbereiche gegenübergestellt. Hierbei ist offensichtlich, das zwar teilweise
gute Konzepte existieren, es aber an einer durchgängigen Lösung für die Herausforderungen der
Arbeit mangelt. Im Folgenden werden die Anforderungen im Detail diskutiert.
Hinsichtlich der Unterstützung des Endanwenders im Visualisierungsprozess kann
festgehalten werden, dass dieser in den meisten Fällen vernachlässigt wird. Zwar existieren in
den Bereichen der automatisierten bzw. komponentenbasierten InfoVis wichtige Konzepte, um
z.B. dem Nutzer das Erstellen von Abbildungsregeln für die Daten auf visuelle Strukturen
abzunehmen (P6 ) oder ihm bei der Konfiguration der Darstellung zu helfen (P7 ), doch der
Einstieg in den Visualisierungsprozess ist kritisch zu bewerten. So sind Werkzeuge oftmals
auf konkrete Datenstrukturen oder Anwendungsfälle ausgelegt, etwa die Visualisierung von
Daten aus Spreadsheets, wobei andere, vor allem im Web beheimatet Datenmodelle, wie JavaS-
cript Object Notation (JSON) oder RDF, vernachlässigt werden. Dies hat zur Folge, dass der
Endanwender die Daten selbst transformieren muss (P1 ). Ein weiteres Problem stellt die in
den Herausforderungen skizzierte Auswahl der Daten dar. Es fehlt an intelligenten, einfach zu
bedienenden Filterkonzepten (P3 ) für Endnutzer, um in großen Datensätzen möglicherweise
interessante Teilbereiche oder einzelne Konzepte identifizieren zu können. Dies geht damit
einher, dass es am Einsatz von Techniken zum Data Mining (P2 ) fehlt, der bspw. in vielen Tools
zur Visual Analytics (vgl. Abschnitt 2.1.3) üblich ist. Durch Techniken zum automatischen
Mapping existieren Konzepte, um dem Anwender bei der Auswahl einer Visualisierung (P4 ) zu
helfen. Hierbei mangelt es jedoch an Methoden, um den aktuellen Kontext, wie z. B. Nutzerprä-
ferenzen oder die Darstellungsfläche des Endgerätes, einzubeziehen. Dadurch wird das Potential
verschenkt, situativ passende Lösungen anzubieten und damit möglichen Enttäuschungen durch
ineffektive Visualisierungen entgegenzuwirken. Die Unzufriedenheit mit dem visuellen Ergebnis
kann auch durch Techniken minimiert werden, die den Nutzer beim Umgang mit dem System
und insbesondere bei der Interpretation der Darstellung fördern (P8 ). Leider konnte hierzu nur
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eine Arbeit identifiziert werden, so dass auch hier neue Methoden, insbesondere im Rahmen
von kompositen RIAs, zu entwickeln sind. Dies gilt letztlich auch für die Externalisierung von
im Prozess entstandenem Wissen (P9 ). Vorhandene Konzepte sind nur oberflächlich spezifiziert
bzw. nicht auf die Belange der InfoVis ausgelegt.
Um die Wissenslücke des Endanwenders bzgl. der InfoVis zu schließen, wird neben den im
vorherigen Absatz genannten Automatismen, UIs und Interaktionstechniken auch ein formales
Wissensmodell benötigt. Dieses ist Grundlage für ein intelligentes InfoVis-Werkzeug, das den
Endanwender in den einzelnen Visualisierungsphasen assistiert. Zusammengefasst kann gesagt
werden, dass ein solches Modell, das allen gestellten Anforderungen genügt, bisher nicht besteht.
Im Forschungsgebiet der KAV existieren zwar erste formale Visualisierungsontologien (M1 ),
die jeweils ihren Anwendungsfall (M2 ) fokussieren und durch die Nutzung der W3C-Standards
theoretisch gut erweiterbar (M5 ) sind, jedoch ist keines der Modelle zugänglich (M4 ). Auch
durch Anfragen bei einigen Autoren war es nicht möglich, ein semantisches Modell zu erhalten.
Eine weitere Problematik ist, dass in den existierenden Modellen (laut Dokumentation) nur
wenig auf existierende Vorarbeiten, insbesondere Taxonomien, zurückgegriffen wird bzw. diese
nachvollziehbar referenziert werden (M3 ). Letzteres würde auch das Verständnis und teils die
Lesbarkeit der Ontologie verbessern (M7 ), die oftmals nicht gegeben ist. Fortschritte bzgl.
dieser Anforderung würde die Beteiligung von weiteren Experten an der Modellierung fördern
und damit den Einsatz einer Visualisierungsontologie in weiteren Systemen und Kontexten
begünstigen. Gelangen Bestandteile des semantischen Modells an die Benutzeroberfläche (M6 ),
um bspw. Visualisierungs- oder Interaktionstechniken zur Auswahl zu stellen, müssen diese
zwingend endnutzertauglich präsentiert werden.
Mit Blick auf die Anforderungen an die Architektur in Tabelle 2.5 wird deutlich, dass die
Forschungsgebiete der komponentenbasierten InfoVis sowie das der kompositen RIA teilweise gut
passende Konzepte aufweisen. Besonders Letzteres ist eine zweckmäßige Grundlage für die eigene
Konzeption, da konkrete Komponenten- und Kompositionsmodelle (A1, A3 ) existieren. Diese
werden semantisch verwaltet (A4 ) und können bei der automatischen Integration (A6 ) genutzt
werden. Auch werden bei der Discovery (A5 ) von passenden Komponenten Kontextmodelle
hinzugezogen (A8 ), die hinsichtlich eigener Anforderungen erweitert werden können. Als kritisch
ist bei den kompositen RIAs jedoch die Handhabung der Daten (A7 ) zu werten. Es mangelt an
einer gemeinsamen Datenschicht, bei der durch eindeutige Referenzen (call-by-reference) alle
Visualisierungskomponenten die gleichen Daten beziehen und untereinander austauschen können,
z. B. zur Etablierung von CMV-Konzepten. Dies ist bspw. bei den komponentenbasierten InfoVis-
Ansätzen gegeben. Diese besitzen auch generische Beschreibungen der Datenschnittstellen für die
Widgets (A2 ), so dass domänenübergreifend Daten mit den gleichen Komponenten visualisiert
werden können. Dementsprechend gilt es im Rahmen der späteren Architekturkonzeption, die
genannten Konzepte beider Forschungsfelder zu vereinen.
Die vorangegangene Diskussion betont und detailliert die in Kapitel 1 definierten Herausfor-
derungen der Arbeit. Es ist deutlich erkennbar, dass einige Forschungsarbeiten Teillösungen
für die aufgestellten Anforderungen bieten. Es fehlt jedoch aktuell an einer ganzheitlichen
wissenschaftlichen Lösung, die eine kontextsensitive InfoVis mit kompositen RIAs für End-
nutzer ermöglicht. Demnach muss es im Folgenden Ziel sein, Konzepte aus den Bereichen
der automatisierten und komponentenbasierten InfoVis sowie dem der Knowledge-assisted
Visualization in das der kompositen RIA zu übertragen und zu erweitern. Als Grundlage bieten
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sich hierzu die Konzepte aus dem Forschungsprojekt CRUISe an, da in diesem für die meisten
der softwarearchitektonischen Anforderungen bereits Lösungen existieren. Aufbauend auf den
gewonnenen Erkenntnissen wird im folgenden Kapitel ein Semantik-gestützter InfoVis-Prozess
vorgestellt, in dem die zentralen Konzepte der vorliegenden Dissertation definiert werden. Wie
im Szenario skizziert (vgl. Abschnitt 2.1.1), erlaubt dieser den Endanwendern die webbasierte
Darstellung der Daten, ohne visualisierungsspezifisches Vorwissen zu besitzen.
3 Semantik-gestützter Visualisierungsprozess für
komposite Rich Internet Anwendungen
Nachdem im vorangegangene Kapitel die Grundlagen und Anforderungen für diese Arbeit gelegt
und die Defizite existierender Ansätze verdeutlicht wurden, werden durch dieses Kapitel die
Konzepte für einen Semantik-gestützten Visualisierungsprozess für komposite RIA definiert,
die insgesamt den Kern der Dissertation bilden. Basis hierfür sind die in Abschnitt 2.2.1
beschriebenen Anforderungen, die insbesondere auf existierenden (Prozess-) Modellen aus dem
Forschungsgebiet der InfoVis sowie den Richtlinien zur InfoVis für Endanwender beruhen.
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Abbildung 3.1: Überblick zum Semantik-gestützten Visualisierungsprozess
Abbildung 3.1 stellt den Visualisierungsprozess im Überblick dar. Er besteht auf der einen
Seite aus fünf Schritten, die Anwender durchführen müssen, um aus den Daten Erkenntnisse zu
gewinnen, die auf der anderen Seite durch Hilfsfunktionen unterstützt werden. Wie einleitend
in Abschnitt 1.1.1 erläutert, existieren hierbei drei grundlegende Hürden für Endanwender, die
durch neue Konzepte überwunden werden müssen. Sie sind in Abbildung 3.1 rot hervorgehoben.
Der erste Schritt zur Bereitstellung und Annotation der Daten 1 muss jedoch durch den im
Rollenmodell definierten Data Provider und nicht durch den Endanwender durchgeführt werden,
da nur dieser das notwendige Wissen besitzt, um die Anreicherung der Daten zielführend
zu unterstützen. Gleichwohl können, wie in Abschnitt 2.1.2 beschrieben, beide Rollen auch
zusammenfallen, wenn der Anbieter der Daten sich diese visualisieren möchte. Im folgenden
Schritt reduziert der Endanwender den Datensatz auf einen für ihn wichtigen Teilbereich 3 , der
für die Visualisierung herangezogen werden soll. Anschließend wählt er einzelne Datenvariablen
und definiert sein Visualisierungsziel 5 , woraufhin das System passende Visualisierungskom-
ponenten vorschlägt, aus denen er eine oder mehrere selektiert und nachfolgend konfiguriert
7 . Letztlich kann er die erstellte (komposite) Darstellung betrachten und damit interagieren,
um die enthalten Informationen zu interpretieren und Erkenntnisse zu gewinnen 9 . Aufgrund
der inhärenten Interaktivität des Visualisierungsprozesses kann der Endanwender stets einzel-
ne oder mehrere Schritte zurückgehen, um Anpassungen vorzunehmen. Weiterhin kann der
Endanwender, wie im Szenario beschrieben, eine komposite InfoVis speichern, verteilen und
auch nachträglich anpassen bzw. erweitern. Letzteres wird in Abschnitt 3.4.2 näher erläutert.
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Alle Nutzer-getriebenen Prozessschritte werden hierbei durch systemseitige Mechanismen unter-
stützt, die insbesondere auf die VISO als formale Wissensbasis zurückgreifen. In den einzelnen
Abschnitten des Kapitels werden die Schritte aus Abbildung 3.1 näher erläutert und dabei
detaillierte Anforderungen an die Visualisierungsontologie und Architektur herausgearbeitet,
die in den beiden anschließenden Kapiteln als Grundlage dienen.
3.1 Transformation und semantische Annotation der Daten
Wie einleitend beschrieben, werden im ersten Schritt des Visualisierungsprozesses die zu visuali-
sierenden Daten durch den Data Provider dem System bereitgestellt (vgl. Abbildung 3.1, Schritt
1 ). Daraufhin müssen, wie durch Anforderung P1 definiert, durch geeignete Automatismen und
eventuell durch Eingreifen des Data Providers zwei Teilziele erreicht werden: die Transformation
der Daten in ein für alle Architekturbestandteile verständliches Format sowie die Analyse und
Annotation von Metainformationen zu einzelnen Elementen des Datensatzes, die im weiteren
Verlauf des Prozesses zur Unterstützung des Endanwenders notwendig sind (vgl. Abbildung 3.1,
Schritt 2 ).
Eine grundlegende Entscheidung ist hierbei, in welchem Format die Daten im System ho-
mogen vorgehalten und bereitgestellt werden. Auch wenn dieses Problem zunächst wie ein
Implementierungsdetail erscheint, ist es für die weitere Konzeption wichtig zu wissen, wie
man Daten annotiert oder ggf. miteinander kombiniert. Neben dem etablierten relationalen
Paradigma sind in den letzten Jahren auch sogenannte NoSQL („Not only SQL“) Ansätze
aufgekommen, die insbesondere flexibler, einfacher zu designen und besser skalierbar sind. Die
NoSQL-Konzepte können in die Gruppen der Key-value-, Document-, Wide-column- und Graph-
bzw. RDF-Datenbanken unterschieden werden [Mon13]. Zwar kann man bspw. Graphdaten, wie
die im Szenario vorgestellten RDF-Daten (vgl. Abschnitt 2.1.1), problemlos in einer relationalen
Datenbank speichern, jedoch sind Anfragen und speziell das Traversieren der Instanzdaten
sehr unperformant [Vic10]. Im Rahmen der Dissertation wurde die Graph-basierte, speziell die
RDF-basierte Datenhaltung aus nachstehenden Gründen gewählt.
• Die zu annotierenden Metainformationen können sich über die Laufzeit der Anwendung,
bspw. durch die Spezialisierung auf Domänen, ändern (siehe Anforderung M5 ). Anpas-
sungen des Datenmodells sind mit dem RDF-basierten Paradigma insbesondere durch die
Open World Assumption mit weniger Aufwand zu realisieren [PS07].
• RDF -Daten können durch Verlinkung einfach mittels existierender Ontologiekonzepte
näher beschrieben werden.
• Klassen, Attribute, Relationen und Instanzen sind systemweit – wenn nicht gar global –
eindeutig durch einen Uniform Resource Identifier (URI) definiert, so dass bspw. bei der
Kommunikation zwischen Komponenten nur Referenzen und nicht ganze Datensätze aus-
getauscht werden müssen. Außerdem ermöglicht dies auch das einfache Zugänglichmachen
und Weiterverwenden im Web, so wie es im Szenario angedacht ist. Hierbei werden die
Prinzipien von Open Data [Lin12] eingehalten.
• RDF hat zwar noch nicht die Historie von relationalen Datenbanken, ist aber nunmehr seit
mehr als zehn Jahren ein Standard des W3Cs, so dass mittlerweile ausgereifte Konzepte
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und Werkzeuge für die Datenhaltung, den Datenzugriff sowie die Transformation existieren
(siehe Anforderung A7 ).
Weitere Vorteile des flexiblen RDF -Paradigmas gegenüber relationaler Datenbanken werden
u. a. in [Ber09] erläutert. Nachdem mit RDF ein geeignetes Datenformat identifiziert wurde,
zeigt Abbildung 3.2 Details des Visualisierungsworkflow aus Abbildung 3.1 hinsichtlich der
einzelnen Schritte zur Transformation, Analyse und Annotation der Daten. Es wird deutlich,
dass nur wenige Nutzerinteraktionen gefordert sind, die auch nicht vom Endanwender sondern
vom Datenanbieter durchzuführen sind. Die Eingaben können zumeist über einfache Formulare
getätigt werden, so dass in dieser Arbeit keine spezielle Benutzerschnittstelle entworfen wird.































Abbildung 3.2: Workflow zur Transformation und Annotation der Daten
3.1.1 Data Upload
In diesem initialen Schritt muss der Data Provider dem System die Daten bereitstellen, die es für
den Prozess der InfoVis anbieten soll. Diese können sich je nach Motivation und Hintergrund des
Anbieters hinsichtlich der Quelle, z. B. Datei, Web Service oder Datenbank, dem Format, z. B.
CSV oder RDF, oder des Umfangs deutlich unterscheiden. Diesbezüglich müssen dem Nutzer
die passenden Eingabemasken angeboten werden, um das Hochladen ins System zu ermöglichen.
Welche Optionen hierbei angegeben werden, hängt maßgeblich von den im darauffolgenden
Schritt angebotenen Techniken zur Transformation der Daten ab. Im einfachsten Fall ist dies
ein Auswahlfeld für eine lokale Datei. Bei einer Datenbank müssen jedoch der Server, die
Zugangsdaten und die gewünschten Tabellen angegeben werden.
3.1.2 Transformation
Nachdem die Daten durch den Anbieter bereitgestellt bzw. durch das System abgerufen wurden,
müssen diese in das RDF-Format transformiert werden, wenn sie nicht schon in RDF vorliegen.
Eine Auflistung des W3C1 zeigt deutlich, dass hierfür bereits eine große Bandbreite von kleinen,
1 http://www.w3.org/wiki/ConverterToRdf
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Format-spezifischen Werkzeugen aber auch größere Frameworks, wie etwa Virtuoso Sponger2,
existieren. Sie decken eine Vielzahl von Formaten ab und können gut für das Szenario der Arbeit
eingesetzt werden. Da insbesondere das Mapping von relationalen Daten nach RDF der häufigste
Anwendungsfall ist, der jedoch durch verschiedene Anbieter unterschiedlich umgesetzt wird,
wurden durch das W3C bestehende Ansätze evaluiert [Sah09] und ein gemeinsamer Konsens
durch den 2012 freigegebenen RDB to RDF Mapping Language (R2RML) Standard [Das12]
formuliert. Eine wichtige Aufgabe in diesem Schritt ist die Erzeugung eindeutiger URIs, die
jedoch oftmals von den Werkzeugen übernommen wird.
3.1.3 Data Analysis
Schritt 3 aus Abbildung 3.2 ist einer der Grundpfeiler des gesamten Semantik-gestützten
Visualisierungsprozesses, da in diesem unterschiedliche Metainformationen aus dem Schema
sowie den Instanzen mittels Data-Mining-Technologien (Anforderung P2 ) gewonnen werden.
Auf diesen Informationen beruht u. a. die Identifikation passender Visualisierungstechniken. Im
Folgenden werden die fünf Analysetechniken näher vorgestellt.
Schema Analyzer Ziel der ersten Analyse ist die Identifikation der simplen Datentypen des
Datensatzes. Im einfachsten Fall sind diese durch den bereitgestellten Datensatz verfügbar,
etwa durch die Datenbank. Werden jedoch bspw. Comma-Separated Values (CSV)-Daten
hochgeladen, muss die Komponente durch Untersuchung der Instanzen einen Datentyp
festlegen. Diese müssen den „built-in“ Datentypen der Extensible Markup Language
(XML)-Spezifikation [Bir04] entsprechen, da RDF das Zielformat des Datensatzes dar-
stellt. Insbesondere für die Unterstützung der späteren Vorfilterung der Daten (vgl.
Abschnitt 3.2) werden auch topologische Eigenschaften der RDF-Klassen, wie etwa die
Anzahl der Subklassen oder die Zentralität, untersucht. Weiterhin erscheint die Key
Concept Extraction (KCE) nach Peromni et al. [Per08] als interessantes Konzept, um
wichtige Klassen zu identifizieren. Hier wird neben der Topologie der Datenstruktur auch
die Einfachheit sowie die Popularität der Bezeichner genutzt.
Instance Analyzer In einem zweiten Schritt werden die Instanzen hinsichtlich verschiedener für
die InfoVis relevanter Metriken untersucht, die im weiteren Verlauf des Prozesses benötigt
werden. Beispiele sind die Identifikation der Anzahl aller bzw. aller eindeutigen Werte
einer Datenvariable. Eine Datenvariable entspricht z. B. einer Tabellenspalte oder einer
Datatype Property in RDF-Daten. Die gemeinsame Betrachtung beider Metriken bildet
neben der Definition von Propertys mit der Rolle einer owl:InverseFunctionalProperty ein
wichtiges Indiz, ob eine Datenvariable unabhängig ist oder nicht.
Semantic Clustering Um dem Endanwender den Umgang mit den Daten zu vereinfachen und
von der oftmals großen Datenmenge zu abstrahieren, werden in folgenden Schritten des
Semantik-gestützten InfoVis-Prozesses vor allem Klassen, z. B. Child_Mortality, anstatt
alle Instanzen, wie Child_Mortality_AFG_1997, angezeigt bzw. zur Interaktion ange-
boten. Doch leider besteht sehr häufig das Problem, dass keine oder nur unvollständige
2 http://virtuoso.openlinksw.com/dataspace/doc/dav/wiki/Main/VirtSponger
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Schemainformationen für einen Datensatz vorliegen. In dessen Folge muss für eine Menge
von Instanzen ein „Stellvertreter“ ermittelt werden, wenn keine Klassendefinition existiert.
Hierzu bieten sich bestehende Clustering-Verfahren an, die aufgrund einer Ähnlichkeits-
funktion, etwa der Bezeichner oder genutzter Propertys, Cluster errechnen. Vor allem
hierarchische Algorithmen sind das Mittel der Wahl, da die Anzahl an möglichen Clustern
vorab unbekannt ist. Weiterhin sind eher die agglomerative den divisiven Verfahren vorzu-
ziehen, da sie schneller sind [Kle95]. Eine weitere Herausforderung ist die Bezeichnung der
geschaffenen Cluster, wobei existierende Arbeiten, wie [Tre06], genutzt werden können.
Lexicographical Analyzer Um u. a. die Qualität der automatischen Abbildung von Datenvaria-
blen auf visuelle Strukturen (vgl. Abschnitt 3.3.2) zu verbessern, ist die Nutzung eines
gemeinsamen Vokabulars zur Auszeichnung der Daten und Visualisierungskomponenten
ein probates Mittel. Während Komponentenentwickler gezielt auf Domänenontologien
oder gängige Vokabulare, wie etwa Friend of a Friend (FOAF) [Bri14b] oder schema.org3,
zur Annotation der Datenschnittstelle zurückgreifen (können), wird dies heute von den
Datenanbietern nur in den seltensten Fällen, z. B. bei LOD, getan. Um diese Hürde zu


















Abbildung 3.3: Ablauf der lexikalischen Analyse
Für die Zuordnung einer Datenvariable zu einem Konzept einer Ontologie wird insbesondere
dessen Bezeichner im Datenschema 1 hinzugezogen. Zunächst gilt es, die Sprache des
Bezeichners zu ermitteln 2 , die im einfachsten Fall in einem RDF-Datensatz direkt
annotiert ist, wie etwa ’München’@de. Andernfalls können Wörterbuch- bzw. n-gram-
basierte Verfahren eingesetzt werden [Ř09]. Nach [Got10a] sind erstere insbesondere
für Volltexte geeignet, wohingegen die n-gram-Methodik auch für einzelne Wörter eine
Genauigkeit von über 80% erreicht. Es wäre auch denkbar, für alle Bezeichner gemeinsam
die Sprache zu identifizieren, jedoch kann nicht angenommen werden, dass dies immer
der Fall ist.
Nach der Spracherkennung erfolgt die Transformation des Bezeichners in seine Grundform
durch Lemmatisierung 2 . Beide Funktionen werden oftmals von Lemmatisierungsbiblio-
theken gemeinsam angeboten, so dass diese hier zusammengefasst werden. Aber es ist
durchaus denkbar, zwei verschiedene Werkzeuge einzusetzen. Die kanonische Form (und
die ermittelte Sprache) wird daraufhin im sogenannten Name Checker 4 genutzt, um
eine oder mehrere Entsprechungen in den im System zur Verfügung stehenden Ontologien
5 zu suchen. Wird mindestens eine Übereinstimmung gefunden, wird diese temporär
3 http://schema.org/
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gespeichert und der nächste Bezeichner überprüft. Im Negativfall werden lexikalische
Datenbanken, wie das englischsprachige WordNet [Fel05], hinzugezogen, um eine Ent-
sprechung zu finden. Hierzu wird der Bezeichner in der Datenbank gesucht und dessen
Synonyme ersten Grades ermittelt. Diese werden wiederum mit den Ontologien abgegli-
chen und festgestellte Treffer werden gespeichert. Passt kein Konzept, wird der Vorgang
mit den gefundenen Synonymen wiederholt. Da die auf diese Weise ermittelten Treffer
jedoch mit abnehmender Wahrscheinlichkeit dem ursprünglichen Konzept entsprechen,
muss diese Unschärfe als numerischer Wert abgelegt werden. Hierfür wird die Skala 1
bis 0 genutzt, wobei direkte Treffer ohne den Einsatz der lexikalischen Datenbank mit 1
annotiert werden. Ansonsten wird ein 25%-iger Abzug je Synonymsuche vorgeschlagen,
so dass maximal vier Durchläufe mit der Datenbank ausgeführt werden. Während der
späteren Evaluation muss dieser Wert jedoch auf die Praxistauglichkeit untersucht werden.
Anhand des Datensatzes aus dem Szenario soll das beschriebene Vorgehen veranschaulicht
werden. In diesem existiert das Konzept geo:organization, welches durch Lemmatisierung
nicht verändert wird. In Schritt 4 wird nun das Wort in den Ontologien von FOAF und
schema.org gesucht und auch gefunden. Der Analyzer gibt die Triple {geo:organization,
foaf:Organization, 1} und {geo:organization, schema:Organization, 1} zurück. Weiterhin
wird eine Entsprechung für geo:territory gesucht, welches jedoch nicht in den Ontologien
aber in WordNet gefunden wird. Darin werden die verwandten Terme ermittelt, wozu u. a.
auch der Begriff place gehört. Da Place Bestandteil des schema.org-Vokabulars ist, kann
folgendes Tripel ausgegeben werden: {geo:territory, schema:Place, 0.75}.
Die Ausnutzung der Bezeichner des Schemas hat jedoch auch seine Grenzen. Einerseits
existiert nicht immer ein Datenschema und andererseits können die Bezeichner auch
nutzlos sein, wenn sie z. B. nur beliebige Zeichenketten enthalten. An dieser Stelle wäre
es zumindest bei nominalen Instanzdaten, wie etwa „Angela Merkel“ und „Michael
Schumacher“, unter Einsatz von LOD-Quellen wie DBpedia4 noch möglich abzuleiten,
dass es sich um Personen handelt. Die detaillierte Konzeption dieser Funktionalität geht
jedoch über die eigentlichen Ziele der Dissertation hinaus. Weiterführende Lektüre auf
dem Gebiet ist u. a. [Men11]. Eine automatische, zielführende Interpretation quantitativer
Daten erscheint jedoch aktuell nicht möglich.
Rule Engine Neben den vier spezifizierten Komponenten ist auch eine Rule Engine Bestandteil
der Analysephase, durch die generische oder Datensatz-spezifische, deklarative Regeln
ausgeführt und hinsichtlich der bereitgestellten Daten interpretiert werden. Dies erhöht
die Flexibilität des Ansatzes, da bspw. der Data Provider ad-hoc reagieren kann, ohne
die Implementierung anpassen zu müssen.
Ein wichtiges Beispiel ist sehr oft die korrekte Bestimmung der Art der Skala einer
Datenvariable, auch als Scale of Measurement (SoM) bezeichnet. Anhand des simplen
Datentyps kann nur erkannt werden, ob es sich um quantitative, z. B. xsd:int oder
xsd:float, bzw. nominale Daten, xsd:string handelt. Zur Identifikation einer ordinalen
SoM wird jedoch Kontextwissen benötigt. Eine beispielhafte ordinale Datenvariable aus
dem Datensatz des Szenarios ist hasSeverity, die vom Type xsd:string ist, jedoch laut
4 http://dbpedia.org/About
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Kommentar eine geordnete Liste mit fünf Werten von „low“ bis „extremely alarming“
darstellt. Dieses Wissen kann nur schlecht oder gar nicht automatisch abgeleitet werden,
so dass der Anbieter der Daten eine passende Regel einbringen muss. Andernfalls würde
sie als nominale Variable annotiert.
3.1.4 Rule Adaption
Nachdem die Datenanalyse vom System durchgeführt wurde, kann der Data Provider in einem
optionalen Schritt das Analyseergebnis kontrollieren und anpassen. Treten Fehler auf, bspw.
falsch erkannte Datentypen, können diese direkt korrigiert oder gar entfernt werden. Weiterhin
besitzt er auch die Möglichkeit, bestehende, nicht zufriedenstellend funktionierende Regeln
hinsichtlich der Bedürfnisse anzupassen oder auch neue zu erstellen. Wurden am Regelwerk
Veränderungen durchgeführt, so muss der Data Provider diese erneut ausführen, um die
gewünschten Änderungen der Metainformationen zu erreichen. Dieser Vorgang der Anpassung
und Ausführung kann so lang betrieben werden, bis das Ergebnis erwartungskonform ist.
3.1.5 Annotation und Storage
Nachdem aufgrund der definierten Analysemethoden sowie der optionalen Unterstützung des
Data Providers alle notwendigen Metainformationen zum Datensatz feststehen, müssen diese
noch annotiert werden. Das hierzu notwendige Vokabular wird, wie in der Vision erläutert (vgl.
Abschnitt 1.1.3), durch eine Visualisierungsontologie bereitgestellt, die zur Nutzung lediglich
im Datensatz referenziert werden muss. Anschließend können sehr einfach mit den spätestens
seit der Transformation bestehenden URIs und den VISO-Propertys neue RDF-Tripel erzeugt
werden. In einem abschließenden Schritt erfolgt die gemeinsame Persistierung des Datensatzes
zusammen mit den Annotationen, so dass in folgenden Schritten schnell auf die Informationen
zugegriffen werden kann.
3.1.6 Zusammenfassung der Anforderungen
In diesem Abschnitt wurde eine mehrstufige, semiautomatische Pipeline zur Transformation in
und Annotation von semantischen Daten vorgestellt und damit eine Lösung für Anforderung
P1 erarbeitet. Es zeigt, dass Datensätze aus unterschiedlichen Quellen und in verschiedenen
Formaten nahezu automatisch in ein Zielformat transformiert, dabei analysiert und annotiert
werden können. Das Eingreifen des Datenanbieters ist notwendig, um die Analyseergebnisse zu
beurteilen und ggf. an Spezifika des Datensatzes anzupassen, wenn die Annotationen nicht den
Vorstellungen entsprechen. Aus den Prozessschritten ergeben sich folgende Anforderungen an
die spätere Konzeption der VISO bzw. der Architektur.
VISO Es müssen verschiedenste Eigenschaften modelliert werden, um den Datensatz bzw. darin
enthaltene Datenvariablen mit den Ergebnissen der Analyse näher zu beschreiben. Zu
Letzteren gehören der Datentyp, Metriken wie die Anzahl der unterschiedlichen Werte
einer Variable, die SoM oder auch ein Vokabular, um Konzepte anderer (Domänen-)
Ontologien zu verlinken. Hierbei ist zu beachten, dass ein numerischer Wert angegeben
werden muss, um die Passgenauigkeit zwischen den Konzepten zu definieren. Weiterhin
werden Eigenschaften benötigt, um für RDF-Instanzen die Zugehörigkeit zu Clustern
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bzw. von Klassen zur Gruppe der Key Concepts spezifizieren zu können. Aufgrund der
RDF-basierten Datenhaltung ist es im Gegensatz zu vielen anderen verbreiteten InfoVis-
Werkzeugen, die auf relationalen Strukturen arbeiten (vgl. Abschnitt 2.3.1), auch möglich,
gezielt Graphen zu visualisieren. Um diesen Vorteil ausnutzen zu können, muss in der VISO
ein Vokabular existieren, das die Beschreibung von tabellarischen und Graph-basierten
Datenschnittstellen für InfoVis-Komponenten ermöglicht.
Architektur Aus Schritt 2 des detaillierten Workflows (vgl. Abbildung 3.2) wurde deutlich,
dass eine flexible Schnittstelle nach außen notwendig ist, um Daten von verschiedenen
Quellen und in unterschiedlichen Formaten verarbeiten zu können. Des Weiteren muss die
Integration der definierten Analysekomponenten, der VISO und Domänenontologien und
die Speicherung der transformierten, annotierten Daten ermöglicht werden. Wie bereits
durch Anforderung A7 festgelegt, müssen diese über eine homogene Schnittstelle allen
weiteren Komponenten des Systems bereitstehen.
3.2 Endnutzer-gerechte Filterung der Daten
Nachdem die durch den Data Provider bereitgestellten Daten in ein für das gesamte System
einheitliches Format gebracht und um Metainformationen angereichert wurden, wird in diesem
Abschnitt ein Konzept vorgestellt, um den Endanwender das Filtern von großen Datenmengen
zu erleichtern bzw. überhaupt zu ermöglichen (Anforderung P3 ). Zur Suche nach Konzepten zur
InfoVis können grob zwei Arten unterschiedenen werden. Bei der Ersten hat der Endanwender
eine Frage für einen zumindest teilweise bekannten Datensatz im Kopf. Er kann somit sehr
zielgerichtet bspw. per Freitexteingabe nach konkreten Konzepten suchen. Dieser Suchtyp
ist mit relativ wenig Aufwand zu realisieren und wird deswegen bei der Konzeption der
Benutzerschnittstelle in Abschnitt 3.2.2 nur kurz erwähnt. Dem zweiten Suchtyp liegt das
Problem zugrunde, dass der Nutzer eventuell den Datensatz oder zumindest die konkreten
Konzepte, die er zur Beantwortung seiner Frage benötigt, noch nicht kennt. Er hat lediglich
(unscharfe) Anforderungen an diese, die er während seiner explorativen Suche [Whi09] als
Ausgangsbasis nutzt und diese stets zu verfeinern versucht. Da besonders diese Situation dem
Szenario der Dissertation entspricht, ist es Ziel des Konzeptes, die Exploration und somit die
Datenfilterung durch helfende Mechanismen und eine passende UI zu erleichtern und effizienter
zu gestalten.
Die grundlegende Idee zur Nutzerunterstützung besteht darin, dem Endanwender für ihn
interessante Konzepte aus der „Datenwolke“ herauszustellen. Hierzu ist ein Maß der Relevanz
(im engl. „interestingness“) gefordert, das nach [Sil96] in die objektive und subjektive Rele-
vanz unterschieden werden kann. Erstere ist streng an Struktur und Inhalt des vorliegenden
Datensatzes gekoppelt. Zum Beispiel sind Klassen für die InfoVis interessanter, die vielfach
instantiiert wurden als die, für die keine Instanzen existieren. Die subjektive Relevanz ist, wie
der Name schon sagt, streng Nutzer-bezogen, so dass Anwender mit einem unterschiedlichem
Benutzermodell, d. h. über ihn gespeicherte Informationen, unterschiedliche Daten als relevant
angeboten bekommen. Die subjektive Relevanz ist damit vom Vorwissen oder den Vorlieben
des Anwenders abhängig [Kon12].
Im Folgenden werden zunächst die Konzepte des Backends – Schritt 4 des Workflows in
Abbildung 3.1 – vorgestellt, mit denen insbesondere die beiden Relevanzmetriken bestimmt
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werden. Daran anschließend wird ein UI-Konzept – Schritt 3 des Prozesses – vorgeschlagen,
mit der der Endanwender, unterstützt von den Berechnungen des Backends, die Datenstruktur
explorieren und diese auf eine für die weitere InfoVis handhabbare Teilmenge reduzieren kann.
Letztlich werden in Abschnitt 3.2.3 die Anforderungen an die VISO und die Architektur
kurz zusammengefasst. Die vorgestellten Konzepte basieren teilweise auf denen der betreuten
Belegarbeit von Piccolotto [Pic12].
3.2.1 Berechnung der Relevanz im Backend
Die Berechnung der Metriken für die objektive Relevanz stellt sich als einfach heraus, da während
der Data Augmention (vgl. Abschnitt 3.1) schon verschiedene Analysen am Datensatz durchge-
führt werden. Beispielhafte objektive Metriken, die als Facetten zur Filterung hinzugezogen
werden können, sind:
Anzahl der Subklassen Je mehr Subklassen für eine Klasse modelliert wurden, desto wichtiger
ist diese für die gesamte Datenstruktur.
Anzahl der Instanzen Die Anzahl an Instanzen einer Klasse gibt Aufschluss über deren Nutzung,
wobei insbesondere die Abweichungen, daher sehr oft oder sehr wenig genutzte Klassen,
für die Analyse interessant sein können.
Schlüsselkonzepte Wie bereits in vorhergehendem Abschnitt erwähnt, ermöglicht der Algorith-
mus zur KCE [Per08] die Identifikation von wichtigen Klassen eines RDF-Graphen.
Betweenness Die Betweenness drückt aus, wie zentral ein Konzept in einer Datenstruktur ist
[Bra01]. Auch hier sind wiederum die Grenzwerte für eine näher Betrachtung interessant.
Neben den Metriken, die über den gesamten Datensatz erhoben werden, können auch zur
Laufzeit weitere Ressourcen-spezifische Merkmale basierend auf den vorhandenen Relationen
errechnet werden. Ausgangspunkt ist hierfür stets die Auswahl einer oder mehrerer Konzepte
des Graphen.
Nachbarn Basierend auf den modellierten Relationen im Datensatz können alle mit einem
Konzept in Verbindung stehende Ressourcen abgefragt und dem Nutzer präsentiert
werden. Neben den standardisierten Beziehungen, wie etwa rdf:type oder rdfs:domain,
sind insbesondere die Datensatz-spezifischen Relationen interessant und sollten bei der
Nutzung u. a. bei der Darstellung höher gewichtet sein.
Semantische Beziehungen Ein großer Vorteil von semantischen gegenüber tabellarischen Da-
tensätzen sind vor allem die in OWL zur Verfügung stehenden Möglichkeiten zur Aus-
zeichnung von Äquivalenz, Disjunktheit, etc. Diese können ein guter Indikator sein, um
für ein Konzept (irr-)relevante Ressourcen zu bestimmen und anzuzeigen.
Pfade zwischen Ressourcen Wurden zwei oder mehr Ressourcen gewählt, können die Relationen
zwischen diesen ermittelt werden, um einen objektiven Zusammenhang erschließen zu
können. Ebenso kann der kürzeste Pfad zwischen den Konzepten ermittelt und dem
Endanwender in einer passenden UI präsentiert werden. Die Nützlichkeit dieses Konzeptes
wurde u. a. durch RelFinder [Hei10b] gezeigt.
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Die genannten objektiven Kriterien zur Bestimmung der Relevanz können erweitert oder
ausgetauscht werden. So können u. a. existierende Techniken zur Abhängigkeitsanalyse [Liu12]
in Betracht gezogen werden, die jedoch insbesondere aus dem Gebiet der relationalen Daten
stammen. Für die folgende Konzeption der Benutzerschnittstelle ist jedoch stets darauf zu
achten, dass dem Endanwender bspw. per kurzer textueller Beschreibung verdeutlicht werden
muss, was die Metriken bedeuten, so dass er diese besser einordnen kann.
Wie eingangs des Abschnittes erläutert, sind neben den objektiven auch subjektive Relevanz-
kriterien zu beachten. Letztere zielen darauf ab, die Interessen des Nutzers zur Unterstützung des
Filterprozesses einfließen zu lassen. Dies erfolgt in zwei Schritten: Zunächst müssen Informatio-
nen gesammelt werden, die das Interesse des Endanwenders widerspiegeln. Aus diesen können
im zweiten Schritt konkrete Vorschläge errechnet werden, die in der UI genutzt werden
können, um bspw. einen Datensatz gezielt zu filtern oder spezifische Ressourcen hervorzuheben.
Bei den beiden Schritten handelt es sich um einen Teilbereich der Wissensexternalisierung und
-verwendung, die in Abschnitt 3.6 für andere Informationen detailliert wird.
Um das Interesse des Nutzers an bestimmten Konzepten des Datensatzes zu identifizieren,
müssen die verschiedenen Benutzerschnittstellen des Semantik-gestützten InfoVis-Workflows die
Interaktionen verfolgen und an das Backend liefern. Wie diese Interaktionen im Detail umgesetzt
sind, ist an dieser Stelle irrelevant. Vorteilhaft für die Aufzeichnung der interessanten Konzepte
ist erneut die Nutzung von RDF als Datenmodell, da dies stets die eindeutige Referenzierung
eines Datum im Gesamtsystem durch eine URI ermöglicht. Neben der URI muss noch der Grad
der Relevanz der Ressource für den Nutzer erfasst werden. Hierzu wird vorgeschlagen, den
Fortschritt des Nutzers im gesamten Visualisierungsprozess (vgl. Abbildung 3.1) zu nutzen.
Demnach werden die folgenden Relevanzgrade unterschieden:
Klick im Filterprozess Während der Filterung des Datensatzes in Schritt 3 versucht der
Endanwender für ihn relevante Konzepte zu finden. Hierbei können viele Interaktionen
mit Ressourcen, z. B. die Anzeige von Details, aufgenommen werden. All diese sind erste,
jedoch sehr vage Indizien für das Interesse des Nutzers.
Finale Auswahl im Filterprozess Hat der Endanwender in Schritt 3 eine Auswahl an Konzepten
getroffen, die möglicherweise später visualisiert werden sollen, ist dies eine klare Bekundung
der Relevanz und muss somit im Backend gespeichert werden.
Nutzung für die Visualisierung In Schritt 5 wählt man letztlich die Konzepte und Datenva-
riablen aus, die visualisiert werden müssen, so dass hier ein noch höherer Relevanzgrad
zugeordnet werden kann.
Bewertung Letztlich hat der Nutzer in Schritt 9 die Option, die erstellte Visualisierung positiv
oder negativ zu bewerten (vgl. Abschnitt 3.6). Da an dieser Stelle die Kombination von
Daten und Komponente beurteilt wird und der Endanwender kaum in der Lage ist, diese
im Einzelnen zu bewerten, wird nur die positive Bewertung als Indiz für die Relevanz
genutzt. Sie ergibt einen leicht höheren Relevanzgrad.
Diese vier unterschiedlichen Grade, später als Level bezeichnet, müssen letztlich auf eine
numerische Skala abgebildet werden (fl in Listing 1), um sie gegeneinander zu gewichten und so
später konkrete Vorschläge berechnen zu können. Hierzu wird die Nutzung einer Skala von 0 bis
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1 vorgeschlagen, wobei die konkrete Verteilung im Rahmen der Implementierung zu evaluieren
ist. Neben der eigentlichen URI des Konzeptes werden auch die eventuell annotierten Konzepte
des gemeinsamen Vokabulars, die in der Vorverarbeitung durch die lexikographische Analyse
(vgl. Abschnitt 3.1.3) identifiziert worden, gespeichert. Dies erhöht den Grad einer möglichen
Verwendung der gesammelten Informationen, auch wenn die Datensätze verschieden sind, da
stets die gleichen generischen Vokabulare zur Annotation eingesetzt werden. Zwar bringt die
Speicherung der Zusatzinformation auch eine gewissen Redundanz mit sich, jedoch wird die
spätere Auswertung deutlich schneller sein, da nicht alle Referenzen zur Laufzeit immer wieder
aufgelöst werden müssen. Insgesamt muss stets ein Quadrupel der Form {URI, Level, Certainty,
Timestamp} im System abgelegt werden. Der Wert der Certainty ist 1, wenn es sich um die
konkret ausgewählte URI handelt. Bei annotierten Ressourcen aus den generischen Vokabularen
wird die Wahrscheinlichkeit der lexikographischen Analyse übernommen. Letztlich wird es durch
die Nutzung des Zeitstempels zusätzlich möglich, die Aktualität des Interesses des Nutzers an
einer Ressource abzubilden und zu nutzen (Session-Konzept). Dies ist besonders dann hilfreich,
wenn die Relevanz von zwei oder mehr Ressourcen ähnlich ist.
Nachdem die notwendigen Informationen in Form der Quadrupel gespeichert wurden, können
diese zur Berechnung von subjektiven Vorschlägen für interessante Ressourcen herangezogen
werden. Hierzu wird zunächst eine Liste mit allen durch den Endanwender genutzten URIs
erstellt, wobei Ressourcen, die nicht im aktuell verwendeten Datensatz existieren, eliminiert
werden. Anschließend wird die reduzierte Liste anhand eines Relevanzwertes für jede Ressource
sortiert, der sich wie folgt berechnet.
Algorithm 1 Bestimmung des subjektiven Relevanzwertes von Ressourcen
1: for all u an URI do
2: Ru ⇐ 0 . Relevanzwert einer URI
3: cu . cu ist die im Quadrupel definierte Certainty
4: for all l a Level do
5: fl . fl ist numerischer Relevanzgrad
6: rl ⇐ fl ×
l∑
i=1
ui × cu . Nutzung der Summe des Auftretens einer URI
7: Ru ⇐ Ru + rl
8: end for
9: end for
Wie im Algorithmus zu erkennen ist, werden die Informationen des Zeitstempels nicht direkt
verrechnet, da deren Einsatzzweck unterschiedlich sein kann. So kann man bspw. nur an
Ressourcen interessiert sein, die der Nutzer in einem bestimmten Zeitraum betrachtet hat.
Ist dies der Fall, müsste die URI-Liste vor der Ausführung des Algorithmus gefiltert werden.
Eine weitere Nutzungsmöglichkeit besteht darin, bei ähnlicher Gewichtung von URIs zuletzt
verwendete höher zu sortieren. Diese und weitere Optionen sind hinsichtlich des gegebenen
Einsatzszenarios während der Implementierung zu wählen.
Bei der Empfehlung von subjektiv relevanten Daten sollen dem Nutzer jedoch nicht nur
bekannte, sondern auch Daten angeboten werden, die für ihn unerwartet oder gar überraschend
sind (Serendipity) [Sil96, Ada11, Kon12]. Ziel ist dabei vor allem, ihn auf unbekannte Bereiche
bzw. Merkmale im Datensatz aufmerksam zu machen, die er sonst außer Acht lassen würde.
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Grundlage hierfür ist erneut die Liste aller URIs, die der Nutzer bereits besucht hat. Diese wird
mit einer Ressourcenliste des aktuell genutzten Datensatzes abgeglichen, wobei aus letzterer
alle Ressourcen entfernt werden, die in der ersten Liste enthalten sind. Da der Nutzer mit
hoher Wahrscheinlichkeit auch die topologisch benachbarten Konzepte, wie etwa Eltern-, Kind-
oder Geschwisterknoten, kennt, werden auch diese direkten Nachbarn eliminiert. Um die
verbleibenden Einträge zu gewichten, wird vorgeschlagen, die bereits vorgestellten objektiven
Relevanzmetriken, wie etwa Schlüsselkonzepte, hinzuzuziehen. Welche dieser Merkmale (in
welcher Kombination) am besten geeignet sind, muss durch eine Evaluation festgestellt werden.
Insgesamt bringt die kombinierte Empfehlung von erwarteten und unerwarteten Ressourcen
den Vorteil, dass der Nutzer nicht in einem Datenbereich „gefangen“ ist, wenn er sich vornehmlich
auf die generierten, subjektiven Empfehlungen bei der Suche und Filterung der Daten stützt.
Ein weiterer Vorteil ist, dass man das Kaltstartproblem [Sch02], welches bei fehlenden Daten
über den Nutzer existiert, durch die Verwendung von objektiven Relevanzmetriken teilweise
umgehen kann.
3.2.2 Benutzerschnittstelle zur Datenvorauswahl
Nachdem im vorangegangenen Abschnitt Backend-seitige Konzepte zur Semantik-gestützten
Filterung bzw. Empfehlung von Daten vorgestellt wurden, wird darauf aufbauend in diesem Ab-
schnitt ein Konzept für eine Benutzerschnittstelle definiert. Diese ermöglicht dem Endanwender
die Exploration und die Reduzierung der Daten auf eine beherrschbare Teilmenge (Anforderung
P3 ). Ausgangspunkt für die Konzeption war eine detaillierte Auseinandersetzung mit dem Stand
der Forschung und Technik bzgl. Basiskonzepten zur Visualisierung von und Interaktion mit
semantischen Daten sowie von Semantic-Web-Werkzeugen, wie etwa dem TopBraid Composer5
oder dem Plug-in Jambalaya für Protégé6. Ohne an dieser Stelle auf die einzelnen Details der
Untersuchung einzugehen, die bei Bedarf in [Voi13f] nachgeschlagen werden können, wurde
Folgendes festgestellt.
Für die Visualisierung semantischer Daten sind vor allem Node-Link-Diagramme geeignet, da
nur diese die Graphstrukturen in Gänze darstellen können. Zwar wären auch sogenannte Nested
Views wie Treemaps [Shn01] eine Alternative, jedoch können diese nur die eventuell vorhandene
Hierarchie oder genau eine andere Art von Relation visualisieren. Da die Datenstrukturen oftmals
größer sind als Platz auf dem Bildschirm vorhanden ist, sind verbreitete, dem Endanwender
bekannte Interaktionstechniken wie etwa Zoom & Pan, Overview & Detail oder Linking &
Brushing zu nutzen [Kei02]. Weiterhin ist das Paradigma des Faceted Browsing [Yee03] sehr
hilfreich für Endanwender, da diese den Datensatz bzgl. vorgegebener Kriterien filtern können.
Ihnen ist diese Suchform durch bekannte E-Commerce-Anbieter, wie etwa Amazon7 oder Ebay8,
bekannt und im Gegensatz zur Freitextsuche fällt die kognitive Last deutlich geringer aus.
Letztlich konnte festgestellt werden, dass existierende Tools oftmals große Probleme mit dem
Handling großer Datensätze haben und keines speziell darauf ausgelegt war, dem Endanwender
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Aufbauend auf den Vorbetrachtungen wird eine komposite Benutzerschnittstelle vorgeschlagen,
mit der sich der Nutzer einen semantischen Datensatz erschließen kann. Abbildung 3.4 zeigt
ein Mockup der UI, deren Bestandteile nachfolgend näher erläutert werden. Die einzelnen
Widgets können hinsichtlich ihrer Anordnung und Größe innerhalb der Komposition angepasst
werden. Weiterhin ist es denkbar, die Gesamtfunktionalität durch den Entwurf neuer bzw. den






















Abbildung 3.4: Vorschlag einer Benutzerschnittstelle für die Datenvorfilterung
Graph Visualization Das Hauptaugenmerk der UI liegt auf der zentralen Graph-basierten
Darstellung der Datenstruktur 2 . Die einzelnen Klassen oder die ermittelten Cluster
(vgl. Abschnitt 3.1) werden als quadratische Knoten visualisiert und mit den vorhandenen
Labels beschriftet 3 . Die Größe der Knoten spiegelt die Werte zur in 1 gewählten Facette
wider, wie etwa die Anzahl von zugehörigen Instanzen, so dass der Nutzer Unterschiede
sofort erkennen kann. Die Relationen zwischen den Klassen bzw. Clustern – insbesondere
Hierarchien aber bei Bedarf auch andere – werden intuitiv als gerichtete Pfeile visualisiert.
Für das Layouting des Graphen können verbreitete Algorithmen wie das Force-Directed
Layout [Fru91] gewählt werden. Wichtig ist hierbei nur, dass keine oder nur wenige
Überlappung der Knoten entstehen und, dass der Endnutzer die Möglichkeit besitzt, die
Knoten zu verschieben, wenn die Anordnung nicht seinem mentalen Modell entspricht.
Weiterhin kann der Nutzer den visualisierten Graph mittels Zoom & Pan näher anschauen,
was vor allem bei großen Strukturen notwendig ist. Um jedoch die Übersicht nicht zu
verlieren, ist ein Überblickfenster Bestandteil der Graphvisualisierung. Letztlich besitzt
das Widget noch eine herkömmliche Freitextsuche, die dem Nutzer hilft, wenn er konkrete
Vorstellungen zu den gesuchten Konzepten besitzt.
Faceted Filter Um die in 2 visualisierte Datenstruktur zu filtern, kommen die in Abschnitt 3.2.1
vorgestellten objektiven Relevanzmetriken zum Einsatz. Diese werden im Filter-Widget
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1 als Facetten angeboten, zwischen denen der Endnutzer hin und her wechseln kann.
Für die Darstellung der einzelnen Facettenwerte wird auf das bekannte und einfach zu
verstehende Balkendiagramm zurückgegriffen. Dabei werden aus der Anzahl unterschiedli-
cher Facettenwerte Intervalle gebildet, die dann die einzelnen Säulen bilden. Die Höhe
der Säulen ergibt sich aus der Summe der Ressourcen, die dem Intervall zugeordnet
wurden. Durch das Diagramm wird sofort ersichtlich, welche Werte untypisch sind oder
wo Grenzwerte erreicht werden. Für die Filterung des Graphen in 2 , wählt der Nutzer
eine oder mehrere Säulen aus, worauf nur die zugehörigen Klassen und deren Relationen
untereinander visualisiert werden.
Details Die Graphvisualisierung dient insbesondere zur Schaffung eines Überblicks der Da-
tenstruktur. Da oftmals aber auch mehr Detailinformationen notwendig sind, um eine
Klasse bzw. Cluster als wichtig für den weiteren Visualisierungsworkflow zu identifizieren,
können diese bspw. per Doppelklick für einen Knoten angezeigt werden. Hierauf öffnet
sich ein Informationsfenster (welches nicht Bestandteil von Abbildung 3.4 ist). Es wurde
sich bewusst gegen eine dauerhafte Darstellung entschieden, da einerseits der vorhandene
Platz in der UI bereits sehr knapp ist und andererseits der Nutzer durch die sich bei jedem
Klick ändernden Informationen abgelenkt würde. Wichtige Detailinformationen sind u. a.
ähnliche Konzepte aus den generischen Vokabularen, assoziierte Datenvariablen oder
beispielhafte Instanzen. Eine weitere wichtige Funktion, die zum besseren Verständnis
der Datenstruktur beiträgt, ist das Aufzeigen von Relationen zwischen den Konzepten,
ähnlich denen im RelFinder [Hei10b]. Hierzu muss der Endanwender lediglich die ihn in-
teressierenden Ressourcen auswählen und die entsprechende Funktion aufrufen. Daraufhin
werden alle Relationen und Zwischenknoten gesucht und dargestellt.
History Bei einer explorativen Suche, z. B. nach interessanten Daten, besteht oftmals das
Problem, dass sich der Nutzer im Daten- bzw. Suchraum verliert und er zu vorherge-
henden „Navigationsschritten“ zurückkehren will [Whi09]. Im Rahmen der webbasierten,
explorativen Suche sind hier u. a. das Nutzen von offenen Tabs, Autovervollständigung
von URIs oder Lesezeichen ein probates Mittel, wohingegen die Browserhistorie kaum
genutzt wird [Tau97]. Grund für Letzteres sind vor allem die zumeist wenig aussagenden
Listen. Da innovative, leicht zu bedienende Konzepte zur Nutzung von Historien dennoch
einen großen Mehrwert durch die kognitive Entlastung des Endanwenders bringen [Mor08],
wurde ein History-Widget 4 konzipiert. Dieses zeichnet die Interaktionen des Nutzers,
sogenannte Commands [Gam94], in den anderen Widgets auf. Beispiel sind das Verschie-
ben von Knoten in 2 oder die Auswahl von Säulen in 1 . Diese Interaktionen werden
auf einem Zeitstrahl unter Verwendung von verschiedenen Farben für die Typen bzw.
Interaktionsquellen abgetragen, so dass der Endanwender getätigte Schritte auswählen und
die gesamte UI auf den zurückliegenden Zustand zurücksetzen kann. Für deren Umsetzung
müssen die anderen Widgets undo-Funktionen für jedes Command bereitstellen.
Recommendation Wie im letzten Abschnitt erörtert, sind neben den objektiven Filterkriteri-
en auch speziell auf den Nutzer zugeschnittene Empfehlungen, z. B. welche Daten ihn
interessieren können, von großer Bedeutung. Für die Präsentation und Auswahl der Emp-
fehlungen wird ein einfaches, Listen-basiertes Widget 5 vorgeschlagen, welches die im
Backend errechnete und sortierte Liste mit Konzepten darstellt. Dessen Inhalt wird bei
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jeder Auswahl eines Knotens in 2 neu berechnet, da sich durch die Interaktionen die
Datengrundlage für den Algorithmus ändert. Wählt der Endanwender ein Konzept aus
der Liste aus, wird dieses in 2 fokussiert. Eine weitere Möglichkeit für die Empfehlung
der nutzerbezogenen interessanten Konzepte wäre die Darstellung direkt an einem Knoten
mit der Option, die Graphdarstellung in dieser Richtung zu erweitern. Hierauf wurde
jedoch verzichtet, da es vorkommen kann, dass entweder keine oder sehr viele Vorschläge
existieren können.
Basket Letztlich wird die Nutzung des aus dem TopBraid Composer bekannten, Listen-basierten
Basket-Widgets 6 vorgeschlagen, welches eine Doppelfunktion besitzt. Einerseits dient
es dazu – ähnlich wie die History 4 – sich interessante Konzepte als Lesezeichen zu
speichern, um so Ankerpunkte während der explorativen Suche zu setzen. Hierzu muss
er lediglich eine Ressource aus der Graphvisualisierung per Drag & Drop in den Basket
ziehen. Wählt er im Widget ein Konzept aus, wird dieses in 2 fokussiert. Andererseits
werden alle die Konzepte für die weitere Nutzung im Visualisierungsprozess übernommen,
die am Ende der Exploration im Basket enthalten sind. Dies bietet sich an, da die für ihn
interessanten Ressourcen ohnehin schon im Widget vorgemerkt sind.
3.2.3 Zusammenfassung und Anforderungen
In den beiden zurückliegenden Abschnitten wurden Konzepte vorgestellt, die den Endanwender
unterstützen, um die erste Barriere des InfoVis-Prozesses leichter zu überwinden: die Datenfilte-
rung und -auswahl [Gra10c]. Unter Verwendung der inhärenten Eigenschaften der Datenstruktur,
deren annotierter Semantik sowie von gesammelten Informationen zum Nutzerverhalten können
facettierte Filter, Zusatzinformationen und Empfehlungen berechnet werden. Diese sind wichtige
Grundlagen einer kompositen Benutzerschnittstelle, die die Exploration im Datenraum, die
Auswahl von relevanten Konzepten und damit insgesamt die Datenfilterung (Anforderung P3 )
erleichtert. Aus den konzipierten Funktionen im Back- und Frontend ergeben sich folgende
Anforderungen an die spätere Konzeption der VISO bzw. der Architektur:
VISO Vor allem durch die in Abschnitt 3.2.1 definierten Funktionen wird erneut deutlich, dass
verschiedene Metriken aber auch Verweise auf verbreitete, generische Wissensquellen mit
Hilfe des VISO-Vokabulars an den Ressourcen annotiert werden müssen. Hinzu kommt,
dass Konzepte zur Modellierung der Informationen aus dem Quadrupel {URI, Level,
Certainty, Timestamp} geschaffen werden müssen, um das Nutzerinteresse an den Daten
speichern zu können.
Architektur In der Gesamtarchitektur muss eine Backend-Komponente die Funktionen zur
Relevanzbestimmung von Datenstrukturen umsetzen. Hierzu gehören das Auswerten
von Beziehungen zwischen Ressourcen, der teilweise annotierten Metriken oder auch die
Berechnung von subjektiven Empfehlungen. Da für Letzteres gesammelte Daten zum
Nutzer ein wichtiger Ausgangspunkt sind, wird hierfür eine Schnittstelle benötigt, die durch
alle anderen Komponenten der Architektur – insbesondere der Laufzeitumgebung – bedient
werden kann. Letztendlich muss das Backend noch verschiedene Filter bereitstellen, die
den Datensatz für die UI auf ein handhabbares Maß reduzieren sowie Widget-spezifische
Funktionen, wie etwa die Anzeige von Details, unterstützen.
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3.3 Kontextsensitive Auswahl von Visualisierungskomponenten
Nachdem der Endnutzer für ihn relevante Konzepte im Datensatz identifiziert hat, muss er die
zweite Barriere des InfoVis-Prozesses meistern: Die Erstellung von passenden Abbildungsregeln
von den Datenstrukturen und -variablen auf visuelle Strukturen und Eigenschaften [Gra10c].
Da ihm – wie eingangs motiviert – das nötige Expertenwissen fehlt, werden in den folgenden
beiden Abschnitten Konzepte vorgestellt, die die Wissenslücke kompensieren. Dies ist zum einen
das Konzept des Weighted Faceted Browsing (vgl. Abschnitt 3.3.1), das die iterative Suche nach
passenden Visualisierungskomponenten, basierend auf gewählten Muss- und Kann-Kriterien,
ermöglicht. Zum anderen wird ein Algorithmus vorgeschlagen (vgl. Abschnitt 3.3.2), der auf
Basis der gewählten Kriterien, der Semantik der Daten sowie des aktuellen Geräte- und Nutzer-
kontextes passende Komponenten ermittelt und gewichtet, die dann dem Nutzer präsentiert
werden. Abbildung 3.5 stellt den Zusammenhang beider Teilkonzepte dar. Der Workflow wird
abgebrochen, wenn sich der Endanwender für eine oder mehrere Visualisierungskomponenten
entscheidet. Insgesamt werden durch die folgenden Ausführungen die Anforderungen P4, P5





















Abbildung 3.5: Überblick zum Ablauf der Visualisierungsauswahl
3.3.1 Suche mittels Weighted Faceted Browsing
Für die Konzeption einer passenden UI für die Suche muss nach Hearst [Hea09] grundsätzlich
zwischen den zwei Typen der direkten Anfragen mittels Suchtermen, wie etwa die Google-
Suche, und des Browsens des Datensatzes basierend auf angezeigten Informationen, wie etwa
Hierarchien oder Facetten, unterschieden werden. Insbesondere für Endnutzer ist der mentale
Aufwand geringer, wenn sie vorgegebene Informationen für die Suche nutzen können, als
passende Suchterme identifizieren zu müssen. Deshalb und aufgrund der Tatsache, dass die zu
durchsuchende Menge an InfoVis-Komponenten gut strukturiert und semantisch annotiert ist,
wurde das Konzept des Browsens, speziell des Faceted Browsings herangezogen. Dieses hat
drei weitere entscheidende Vorteile gegenüber anderen Suchparadigmen: 1) Eine Suche liefert
keine leere Ergebnismenge, da diese stets auf Basis der Eigenschaften der aktuellen Suchresultate
weiter eingeschränkt wird. 2) Nutzer erstellen ohne oder mit wenig InfoVis-Wissen oft partielle
Anfragen, so dass sie durch Faceted Browsing sofort Rückmeldung für ihre iterative „Trial and
Error“-Suche [Sim62] erhalten. 3) Das Faceted Browsing ist aufgrund der großen Verbreitung
speziell im E-Commerce-Sektor, wie etwa bei Amazon, ebay oder Venda [Dem07], auch für
Endnutzer ein bekanntes Such- und Navigationsparadigma.
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Aber für den vorliegenden Anwendungsfall kann das Paradigma des Faceted Browsing
nicht direkt angewandt werden. Der Grund ist, dass die Spezifikation der Suchanfrage eines
Endnutzers oftmals von einer hohen Unsicherheit geprägt ist, die u. a. in der genannten partiellen
Spezifikation der Anfrage sowie im iterativen Vorgehen resultiert. Das Problem der Unsicherheit
im Suchprozess ist nicht unbekannt. Bspw. Kuhlthau [Kuh99] macht deutlich, dass stets zwischen
dem eigentlichen Informationssystem, welches in der Regel auf Ordnung und Sicherheit beruht,
sowie der unsicheren Suche selbst unterschieden werden muss. Letzteres ist ein natürliches,
menschliches Phänomen und muss bei der Konzeption einer Suche berücksichtigt werden. Das
Ausdrücken von Unsicherheit ist mit dem herkömmlichen Paradigma von Faceted Browsing
– aber auch bei vielen anderen Benutzerschnittstellen zur Suche – nicht möglich. Aus diesem
Grund wird nachfolgend das Konzept des WFB [Voi12d] vorgestellt, das die Unterscheidung
von Muss- und gewichteten Kann-Kriterien bei der Auswahl von Facettenwerten ermöglicht
und letztere zur Sortierung der Suchergebnisse nutzt. Abschließend wird ein UI-Konzept für
das WFB präsentiert, welches sich an dem speziellen Use Case der Dissertation anlehnt.
Muss- und gewichtete Kann-Kriterien
Wie im herkömmlichen Faceted Browsing wird die Suchanfrage auch beim WFB inkrementell
durch die Auswahl von Facettenwerten aus vorgegebenen Facetten erstellt. Doch nun kann
der Nutzer entscheiden, ob der gewählte Wert ein Muss- oder ein Kann-Kriterium für die
Suche darstellt. Die notwendigen Suchmerkmale, die wie beim bekannten Faceted Browsing
die Ergebnismenge reduzieren, werden in der Menge M konjunktiv miteinander verknüpft. Im
Gegensatz dazu schränken die optionalen Charakteristiken, die in der Menge O disjunktiv
verknüpft werden, das Ergebnis nicht ein. Diese werden allein zur Gewichtung der Suchergebnisse
eingesetzt, wobei Elemente höher eingeordnet werden, je mehr optionalen Kriterien sie genügen.
Neben dieser Unterscheidung existiert oftmals das Problem, dass optionale Kriterien9 un-
terschiedlich wichtig sind. Bspw. will ein Nutzer seine Daten lieber in einer Karte als in einer
Tabelle visualisieren. Um derartige Prioritäten zwischen Suchtermen zu spezifizieren, existieren
zwei Strategien: Es können die Facettenwerte durch den Nutzer relativ zueinander gewichtet
werden, z. B. f1 ≤ f2 ≤ f3, wobei das System implizit quantitative Werte während der In-
terpretation zuweisen muss. Dieser Ansatz wird für den Nutzer insbesondere dann schwierig
und unübersichtlich, wenn längere Ketten von Kriterien entstehen. Weiterhin kann man so
nur schwer den Abstand zwischen den Werten definieren. Somit wird die zweite Strategie
bevorzugt, bei der explizit quantitative Werte auf einer Skala von 1 bis 100 für jedes optionale
Suchkriterium zugewiesen werden. Der Wert 0 wurde vernachlässigt, da dies bedeuten würde,







|∀x ∈M, ∀y ∈ O,∀w ∈ [1,100] (3.1)
Die gesamte Anfrage Q kann in Form der Formel (3.1) präsentiert werden. Da die optionalen
Kriterien die Ergebnismenge nicht reduzieren dürfen, falls keines dieser auf mindestens ein
9 Muss-Kriterien werden nicht gewichtet, da sie stets erfüllt sein müssen.
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Element passt, wurde ε zur Menge O hinzugefügt, so dass die Gleichung stets wahr ist. Ist
dieses Verhalten unerwünscht, kann ε einfach wieder aus O entfernt werden.
Bei der Integration von gewichteten, optionalen Kriterien in das Faceted Browsing ist auch
ein Konzept erforderlich, wie bereits gewählte Facettenwerte in der jeweils anderen Teilmenge
der Suchanfrage genutzt werden können. Dies wird im Folgenden als Transformation von Muss-
Kriterien in Kann-Kriterien bzw. umgekehrt bezeichnet. Im ersten Fall würde ein Suchterm
die Ergebnismenge nicht mehr einschränken aber ggf. deren Ordnung beeinflussen. Diese
Transformation, die den Suchraum erweitert, wird auch als Zoom-Out bezeichnet [Sac09].
Sie ist vor allem interessant, wenn das nun optionale Kriterium ein hohes Gewicht besitzt,
da so möglicherweise Elemente, die diesem Facettenwert zunächst nicht aber anderen sehr
gut genügten, nun in der Ergebnismenge enthalten und dabei weit oben gelistet sind. Wird
ein Merkmal aus der Menge O nach M verschoben, findet ein Zoom-in statt. Diese Art der
Transformation ist dann kritisch, wenn andere, bereits gewählte optionale Kriterien nicht mehr
greifen, da ehemals passende Elemente aus der Ergebnismenge entfernt wurden. Um diese Art
der Transformation im WFB dennoch zu unterstützen, wird vorgeschlagen, dass der Nutzer
visuelles Feedback erhält, wenn optionale Kriterien nicht mehr zum Ranking der Ergebnisse
beitragen.
Sortierung der Ergebnisse
Die Basis zur Berechnung der Ergebnismenge ist die Formel (3.1). Ihr obligatorischer Teil
entfernt hierbei alle Elemente, die nicht alle Facettenwerte unterstützen. Die Sortierung ent-
sprechend der Relevanz ist hingegen schwieriger umzusetzen, da eine Optimierung hinsichtlich
mehrerer Kriterien erfolgen muss (Multi Criteria Analysis). Glücklicherweise kann man hier auf
existierende Forschungsarbeiten, die u. a. in [Mie01] zusammengefasst werden, zurückgreifen.
Das vorliegende Problem zur Bildung einer Reihenfolge kann den „a priori“-Ansätzen zugeordnet
werden, da der Nutzer bereits alle Ziele, hier die Facettenwerte, und deren Gewicht bestimmt
hat. Schließlich kann man zwischen zwei gegensätzlichen Strategien wählen, um die optionalen,
gewichteten Kriterien zu interpretieren:
1. Der Nutzer strebt nach einem Ergebnis, das allen Kriterien so gut wie möglich genügt.
Dies kann durch das Weighted Sum Model umgesetzt werden.
2. Das Kriterium mit dem höchsten Gewicht ist des Nutzers wichtigstes Ziel und wird gegen-
über den anderen bevorzugt. Diese Strategie wird als Lexicographic Ordering bezeichnet
[Mie01].
Im Rahmen des WFB kommen beide Ansätze iterativ zum Einsatz, was nach [Mie01] einen
gebräuchlichen Weg darstellt. Dabei wird zuerst das Weighted Sum Model eingesetzt, so dass
hinsichtlich mehrerer aber auch möglicherweise weniger wichtigeren Kriterien optimiert wird.
Positiv ist hierbei, dass auch niedrig gewichtete Facettenwerte betrachtet werden und so die
Interaktion des Nutzers zur Auswahl der Werte nicht umsonst ist. Anschließend wird die
Bewertung der Abbildungsregeln aus dem Recommendation-Algorithmus (vgl. Abschnitt 3.3.2),
welche jeweils einen numerischen Wert zwischen 0 und 1 annimmt, mit dem Ergebnis verrechnet.
Hierzu wird das arithmetische Mittel aus beiden Berechnungen gebildet, um die nutzer- und
systemseitige Bewertung gleichmäßig zu gewichten. Besitzen Elemente nach der Berechnung ein
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gleiches Gewicht, wird auf diese das Lexicographic Ordering angewandt. Konnte damit noch
immer keine eindeutige Reihenfolge ermittelt werden, werden die gleichgewichteten Elemente
einfach alphabetisch sortiert.
User Interface
Nachdem die theoretischen Funktionsweisen des WFB erläutert wurden, wird darauf aufbauend
ein UI-Konzept vorgestellt. Dies ist an das bekannte Faceted Browsing angelehnt, um den
Endanwender einen leichten Einstieg in das Suchkonzept zu ermöglichen. Es besteht im Wesent-
lichen aus drei Bestandteilen (vgl. Abbildung 3.6): Facetten-Widgets mit den Suchkriterien 1
und 2 , der Visualisierung der Suchanfrage 3 , im Folgenden Query Cloud genannt, und der Er-
gebnisrepräsentation, die aus einer Liste 4 und Detailinformationen 5 besteht. Letztere sowie
die indirekte Datenfacette wurden im Hinblick auf das Anwendungsszenario der Dissertation
entworfen, alle anderen Bestandteile sind domänenunabhängig nutzbar.
Beim Entwurf wurden die von Hearst [Hea09] zusammengetragenen Design-Richtlinien für
Such-UIs soweit wie möglich einbezogen. Hierzu gehört, dem Nutzer effizientes und informati-
ves Feedback während des Suchvorganges anzubieten, die Fehlerrate zu reduzieren oder das
Kurzzeitgedächtnis des Anwenders zu entlasten, worauf nachfolgend näher eingegangen wird.
Manche der Richtlinien fanden jedoch keine Anwendung, wie etwa das Anbieten von Shortcuts,
da sie nicht die Zielgruppe der Arbeit adressieren oder bereits durch die Verwendung von
Faceted Browsing als Grundlage ausgeschlossen sind. Hierzu zählt bspw. die Vermeidung leerer
Ergebnismengen oder die Verwendung eines „Suchvokabulars“. Weiterhin wurde die Erkenntnis
aus der Studie mit InfoVis-Anfängern [Gra12, S. 50] einbezogen, dass die Endanwender in
keiner spezielle zeitliche Reihenfolge Datenattribute oder Visualisierungsspezifika auswählen.
Alle Facetten müssen daher zeitgleich zur Auswahl stehen.
INDIRECT DATA FACET DIRECT FACET DIRECT FACET DIRECT FACET
QUERY CLOUD
RESULT LIST DETAILS VIEWComponent Information
Mapping 1 Mapping 2






Abbildung 3.6: Vorschlag für eine Benutzerschnittstelle für das WFB
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Direct Facet Facetten bzw. Facettenwerte, die auf den semantisch annotierten Charakteristiken
von Visualisierungskomponenten beruhen, werden wie beim Faceted Browsing in direkten
Facetten-Widgets 2 dar- und bereitgestellt. Ein Beispiel ist die Facette der graphischen
Repräsentation, deren Werte u. a. Karte, Flächen- oder Liniendiagramm sein kann. Da die
Informationen in flachen, listenartigen Strukturen vorliegen, werden diese in der Regel auch
als einfache Auswahllisten repräsentiert, wobei andere Darstellungsarten denkbar sind.
Hierzu erhält man in [Pol09] einen sehr guten Überblick. Anforderungen an die Darstellung
der Facettenwerte sind lediglich, dass der Name sowie die Anzahl von Treffern für den
zugehörigen Wert, daher die Menge passender Komponenten, als Vorschau ersichtlich sein
muss. Letzteres soll die Sucheffizienz steigern [Hea09].
Indirect Data Facet Ein visualisierungsspezifischer Sonderfall stellt die Datenfacette 1 dar,
da die in der Datenvorauswahl (vlg. Abschnitt 3.2.2) selektierten Konzepte, wie etwa
Global_Hunger_Index, nicht direkt Bestandteil der Komponentenbeschreibung sind, son-
dern auf diese abgebildet werden müssen. Es handelt sich daher um indirekte, nicht
explizit annotierte Eigenschaften der Komponenten. Das Konzept der indirekten Facette
wurde bereits durch Heim et al. [Hei09, Hei10a] für die Suche in verlinkten, semantischen
Datensätzen vorgestellt. Im Rahmen dieser Dissertation wird jedoch ein intelligenter
Algorithmus benötigt (vgl. Abschnitt 3.3.2), der die effiziente Abbildung der Daten auf
die Datenvariablen der Visualisierungskomponenten zur Laufzeit ermöglicht. Die identifi-
zierten Abbildungsregeln sind schließlich Grundlage für die Erstellung der Facettenwerte
sowie der Vorschauinformationen.
Aber auch die Darstellung der Facettenwerte unterscheidet sich von der der direkten
Facetten, da die semantische Datengrundlage in der Regel nicht mehr flach ist, sondern
Relationen zwischen den Konzepten beinhalten kann. Aus diesem Grund wird die Verwen-
dung von eingerückten Listen vorgeschlagen, da diese platzsparend, einfach zu verstehen
und verbreitet sind [Kat07]. In dieser werden auf oberster Ebene die in der Vorauswahl
selektierten Klassen dargestellt. Diese können aufgeklappt werden, so dass die assoziierten
Datenvariablen als Facettenwerte angezeigt werden, die der Nutzer zur Visualisierung
auswählen kann. Besitzt das Konzept Relationen zu anderen, so werden diese implizit
unter Verwendung der verknüpften Klasse auf der darunter liegenden Ebene dargestellt.
Diese kann, wie ihre „Elternklasse“, ebenfalls wieder aufgeklappt werden, um assoziierte
Datenvariablen anzuzeigen. Bei der Berechnung der Facettenwerte, basierend auf dem
semantischen Datensatz, ist darauf zu achten, dass eventuelle Zyklen unterbunden werden,
die die Übersichtlichkeit beeinträchtigen.
Angelehnt an die Funktionalität in Tableau (vgl. Abschnitt 2.3.1) kann der Endanwender
die Verwendung eines Facettenwertes in drei verschiedenen Formen konfigurieren. Es
können Aggregat- bzw. Sortierfunktionen und Filter angewendet sowie bestimmt werden,
ob eine Datenvariable im Rahmen der Auswahl eine unabhängige Variable ist oder
nicht. Die Nutzung solcher Funktionen zielt darauf ab, mehr oder weniger versteckte
Informationen einer Datenvariable abzuleiten, die für die InfoVis interessant sind. Welche
Funktion anwendbar ist, hängt insbesondere vom Typ der Skala ab, die bereits in der
Analysephase erkannt und annotiert wurde (vgl. Abschnitt 3.1). So kann man bspw. bei
nominalen Skalen die Häufigkeit des Auftretens von einzelnen Datenwerten bestimmen. Bei
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quantitativen Skalen ist u. a. die Berechnung von Minimum und Maximum von Interesse.
Die Definition von Filtern für einen Facettenwert ist wichtig, um die darzustellende
Datenmenge zu fokussieren. Die Art der Skala ist hierbei uninteressant. Insgesamt stellt
die Konfiguration einer Datenvariable eine Zusatzfunktion zur eigentlichen Suche dar.
Weiterhin sorgt die Auseinandersetzung mit dieser für eine zusätzliche, kognitive Arbeit,
die oftmals nicht notwendig oder vom Endanwender aufgrund von fehlendem Wissen nicht
zu erbringen ist. Aus diesem Grund wird die Konfiguration in einem optionalen Menü,
das an jedem Facettenwert geöffnet werden kann, versteckt.
Query Cloud Die Query Cloud 3 besitzt eine Schlüsselrolle im UI-Konzept, da sie zur Erstellung
und zur Visualisierung einer Suchanfrage genutzt wird. Für Ersteres muss der Nutzer
einfach mit Drag & Drop einen Facettenwert aus 1 oder 2 in das Widget ziehen. Um
zwischen Muss- und Kann-Kriterien unterscheiden zu können, ist die Query Cloud in
zwei Bereiche geteilt. Wird ein Suchmerkmal auf der linken Seite positioniert, geht es
als obligatorisches Kriterium in die Anfrage ein. Alle abgelegten Merkmale werden als
Liste dargestellt. Demzufolge wird die rechte Seite für die optionalen Kriterien verwendet.
Eine Besonderheit ist hierbei, dass die horizontale Verteilung der Werte, die der Nutzer
vornimmt, zur Spezifikation des Gewichtes auf einer Skala von 1 bis 100 genutzt wird. Daher
ist ein weiter links angeordneter Facettenwert wichtiger als ein weiter rechts angeordneter.
Diese Methode ist intuitiv und auch deutlich effizienter, als jedem Wert einen expliziten
Zahlenwert per textueller Eingabe zuzuweisen. Die vertikale Anordnung, die automatisch
vom Browser angepasst wird, visualisiert die Anzahl von Komponenten, die diesem
Facettenwert entsprechen. Dies sowie die gesamte Visualisierung der Suchanfrage trägt
ebenfalls zum effizienten, informativen Feedback bei [Hea09]. Neben dem Hinzufügen kann
der Nutzer die Anfrage auch durch Entfernen bzw. durch Verschieben von Suchtermen
anpassen. Beides wird in gleicher Form mittels Drag & Drop ermöglicht, wobei zum Löschen
der Facettenwert einfach aus der Query Cloud geschoben wird. Wird ein Kriterium zwischen
den beiden Bereichen der Cloud verschoben, finden die oben beschriebenen Konzepte zur
Transformation Anwendung (vgl. Abschnitt Muss- und gewichtete Kann-Kriterien).
Result List Nach jeder Interaktion mit der Query Cloud, d. h. Hinzufügen, Verschieben, Entfer-
nen, wird im Hintergrund die Suchanfrage auf die Menge der Komponenten ausgeführt.
Hierbei wird der in Abschnitt 3.3.2 vorgestellte Recommendation-Algorithmus genutzt.
Das Ergebnis der Suche, eine sortierte Liste von passenden Komponenten, wird schließlich
in der Result List 4 dargestellt. Die Liste wurde gewählt, da sie im Gegensatz zu anderen
Darstellungen effizienter ist, wenn man nur an den am besten passenden Suchergebnissen
interessiert ist [Joa05, Rus06]. Um den Unterschied der Passgenauigkeit zwischen den
Komponenten hervorzuheben, wird unter jedem Suchergebnis der quantitative Wert, der
sich aus der oben beschriebenen Berechnungsvorschrift ergibt, in einem Balken visualisiert.
Ein dediziertes Sortieren der Liste, wie es oftmals beim Faceted Browsing angeboten wird,
ist nicht möglich, da dies sehr detailliert über die Gewichte der einzelnen Kann-Kriterien
in der Query Cloud vorgesehen ist. Möchte der Endnutzer Details zu einer Komponente
sehen, wählt er diese einfach aus, worauf die zugehörigen Informationen in 5 präsentiert
werden. Um eine oder mehrere Komponenten für die Visualisierung zu nutzen, wählt er
diese mit Hilfe der zugehörigen Checkboxen aus.
3.3 Kontextsensitive Auswahl von Visualisierungskomponenten 67
Details View Das letzte Widget, der Details View 5 , ist wiederum abhängig von der Art der
Elemente, die durchsucht werden. Im Rahmen dieser Dissertation ist er daher zur Anzeige
von Informationen zu den InfoVis-Komponenten angepasst. Damit dem Endanwender
sofort klar wird, welche Art der Visualisierung hinter dem Namen der Komponente steckt,
wird diese prominent angezeigt. Hier ist zwar eine echte Integration samt des Ladens
der gewählten Daten denkbar, jedoch kann dies zu zeitlichen Verzögerungen führen, was
insbesondere beim schnellen „Durchklicken“ der Ergebnisliste hinderlich ist. Deshalb
wird die Verwendung eines aussagekräftigen Screenshots vorgeschlagen. Weiterhin werden
neben dem Namen und dem Bild noch textuelle Informationen angezeigt, die u. a. die
genutzte Visualisierungstechnik oder mögliche Einsatzszenarien skizzieren. Eine letzte
optionale Informationsdarstellung ist die Auflistung von Kann-Kriterien, die durch die
betrachtete Komponente nicht abgedeckt werden. Diese sollte prominent angeordnet und
deutlich sichtbar sein.
Der Algorithmus zur Berechnung der Abbildungen von Daten auf eine Komponente
kann mehrere Ergebnisse, sogenannte Mappings, liefern (vgl. Abschnitt 3.3.2), die in
der aktuellen Situation unterschiedlich gut geeignet sind. In der Result List 4 wird
stets das beste Mapping einer Komponente für die Sortierung genutzt. Im Details View
hat der Nutzer jedoch noch die Möglichkeit, sich die anderen Ergebnisse anzusehen und
ggf. auszuwählen. Weiterhin kann es vorkommen, dass eine Komponente neben den vom
Nutzer gewählten Datenvariablen auch noch weitere visualisieren könnte. Diese werden
im Widget mit angezeigt, so dass der Endanwender sie einfach mit dem bekannten Drag
& Drop in die Query Cloud schieben kann. So lässt sich die in [Hea09] geforderte Query
Term Suggestion gut umsetzen.
Mit den vorgestellten Konzepten zum WFB ist es für den Endnutzer möglich, für ihn wichtige
Kriterien einer InfoVis iterativ zu spezifizieren 1 , passende Komponenten zu explorieren 4
und schließlich zur Visualisierung auszuwählen 5 . Damit wird Anforderung P5 und teilweise
auch P4 erfüllt. Doch wie mehrfach erwähnt, wird noch ein Algorithmus benötigt, der Kompo-
nenten für die gewählten Kriterien identifiziert und die Daten auf die Komponenten abbildet,
wobei Kontextinformationen sowie Visualisierungswissen berücksichtigt werden. Dieser wird im
folgenden Abschnitt vorgestellt.
3.3.2 Semantik-gestützter Recommendation-Algorithmus
Der im Folgenden erläuterte Algorithmus, der das Herzstück des Visualisierungsprozesses bildet
(vgl. Abschnitt 2.1.3), besteht aus zwei unterschiedlichen Phasen, die in Abbildung 3.7 dargestellt
sind. Zunächst wird im sogenannten Matchmaking-Prozess auf Basis der vom Nutzer im WFB
gemachten Eingaben sowie von Kontextinformationen abgeglichen, welche Komponenten für die
InfoVis geeignet sind 1 . Im nachgelagerten Ranking 2 wird für jede gefundene Abbildungsregel
aller passenden Komponenten die konkrete Eignung in der aktuellen Situation errechnet. Hierzu
werden visualisierungsspezifisches Faktenwissen, die in der Analysephase identifizierten Links
zu generischen Vokabularen und Bewertungen der Nutzer einbezogen. Die gefundene Rangfolge
ist Grundlage für die finale Rangfolgebildung im WFB, basierend auf den gewichteten Kann-
Kriterien.


















Abbildung 3.7: Überblick zu den Schritten des Recommendation-Algorithmus
Bevor Details der einzelnen Prozessschritte des Matchmakings und des Rankings erläutert
werden, wird definiert, welche Informationen hierfür im Einzelnen notwendig sind.
Gewählte Datenstruktur Die vom Anwender im WFB gewählten Datenvariablen und deren
Annotationen bilden die Ausgangsbasis für das Matching. Hierzu wird die in der indirekten
Facette präsentierte Datenstruktur auf die gewählten Variablen und deren assoziierte
Klassen und Relationen reduziert. Weiterhin wird an den Algorithmus übergeben, ob
eine Variable ein Muss- oder Kann-Kriterium ist. Letztlich werden eventuell im WFB
selektierte Funktionen bzw. Filter der Facettenwerte annotiert. Abbildung 3.8 zeigt
eine aus dem Szenario stammende (vgl. Abschnitt 2.1.1) exemplarische Datenstruktur.
Die drei dunkelblauen Datatype Propertys, die im Rahmen eines RDF-Datensatzes die
Datenvariablen darstellen, wurden vom Nutzer gewählt. Auf der rechten Seite befinden
sich wichtige Annotationen, wobei in der ersten Spalte steht, ob die Property ein Muss-
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Abbildung 3.8: Vom WFB gelieferte, um einige Metainformationen erweiterte beispielhafte
Datenstruktur
Visualisierungseigenschaften und Aufgaben Neben den Daten werden auch die anderen, vom
Nutzer in die Query Cloud gezogenen obligatorischen Facettenwerte und deren Facette
an den Algorithmus übergeben. Dies sind Eigenschaften hinsichtlich der Visualisierung
(Visualisierungstechnik, Komplexität, . . . ) und bzgl. der Aufgabe.
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Liste mit Komponenten Da es Ziel ist, passende InfoVis-Komponente zu finden, muss auch
eine Liste aller im System verfügbaren Komponenten samt deren Metainformationen
bereitgestellt werden. Hierzu gehören visualisierungsspezifische Informationen sowie auch
Anforderungen an die Software- und Hardware-Umgebung. Weiterhin muss eine Beschrei-
bung der Datenschnittstelle existieren, wobei auch hier jede Datenvariable mit ähnlichen
Informationen wie bei den abzubildenden Daten, bspw. die Art der Skala, ausgezeichnet
sein muss, um Mappings identifizieren zu können. Abbildung 3.9 zeigt zwei beispielhafte
Komponenten mit Auszügen ihrer semantischen Beschreibung. Es wird bereits deutlich,
dass zwischen Komponenten mit tabellarischer 1 und Graph-basierter 2 Datenstruktur
unterschieden werden muss. Hierauf wird bei der Erläuterung des Matchmakings näher
eingegangen. Welche Komponenteninformationen im Detail notwendig sind und wie sie
modelliert werden, wird in Kapitel 4 näher erläutert.
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Abbildung 3.9: Zwei beispielhafte InfoVis-Komponenten mit Auszügen aus deren Metainforma-
tionen sowie deren Datenstruktur
Geräteinformationen Aufgabe des Recommendation-Algorithmus ist die Identifikation von
Komponenten, die am besten in der aktuellen Situation geeignet sind (Anforderung P4 ).
Hierzu müssen Informationen zum vom Anwender aktuell genutztem Endgerät, wie etwa
die Version der Laufzeitumgebung oder zur grundlegenden Software- und Hardware-
Plattform, bereitgehalten werden.
Nutzerinformationen Für das Ranking gefundener Mappings werden u. a. bisherige Nutzer-
bewertungen der Komponente benötigt. Wie diese gesammelt, aufbereitet und letztlich
bereitgestellt werden, wird in Abschnitt 3.6 im Detail erläutert.
Faktenwissen Letztlich wird visualisierungspezifisches Expertenwissen benötigt, um die Bildung
der Rangfolge von gefunden Mappings zu ermöglichen. Das Wissen, welches u. a. aus
empirischen Untersuchungen hervorgeht und bspw. die Effizienz von visuellen Kodierungen
für bestimmte SoM definiert, muss formal vorliegen, um es automatisiert zu nutzen.
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Matching-Algorithmus
Wie Abbildung 3.7 zeigt, verläuft das Matchmaking in vier Stufen sequentiell ab. Die erste Phase
wird als Pre-Selection bezeichnet. Deren Ziel ist es, den gesamten Algorithmus effektiver
zu gestalten, indem Komponenten aus der Eingangsliste gefiltert werden, die grundsätzlichen,
leicht berechenbaren Anforderungen nicht genügen. Hierzu kann hinsichtlich dreier Kriterien
differenziert werden, die erfüllt sein müssen, damit eine Komponente weiterhin betrachtet wird:
Plattformkompatibilität An erster Stelle wird untersucht, ob die aktuellen Kontextinformationen
des Gerätes mit den Anforderungen der Komponente kompatibel sind. Bspw. benötigen
beide in Abbildung 3.9 gezeigten Komponenten JavaScript zur Ausführung.
Visualisierungs- und Aufgabenkompatibilität Nachfolgend werden die in den direkten Facetten
des WFB gewählten Muss-Kriterien geprüft, ob sie an den Komponenten annotiert sind.
Beispiele in Abbildung 3.9 sind die Art der graphischen Repräsentation oder Aufgaben,
die mit der Komponente erledigt werden können.
Übereinstimmung notwendiger Datenvariablen Letztlich werden einfach alle obligatorischen Da-
tenvariablen in den Ausgangsdaten gezählt. Für das Beispiel in Abbildung 3.8 sind dies
zwei. Anschließend wird für jede Komponente geprüft, ob sie mindestens diese Anzahl an
Datenvariablen visualisieren kann, wobei obligatorische und optionale Variablen gezählt
werden. Auch wenn dieser Vergleich noch sehr ungenau ist und noch nicht passende
Komponenten in der Eingangsmenge für die nachfolgenden Schritte enthalten sein können,
lässt sich auf diese Weise schnell die Menge reduzieren.
Existieren bereits an dieser Stelle des Prozesses keine Komponenten mehr, die auf die
eingehenden Anforderungen zutreffen, kann die Suche abgebrochen und eine leere Ergebnismenge
zurückgeliefert werden. Im vorgestellten WFB dient dies dazu, nicht verfügbare Facettenwerte
vorab auszublenden. Andernfalls werden im zweiten Schritt die semantischen Metainformationen
zu den Ausgangsdaten abgerufen (Gathering Data Semantics), die während der Analyse
gefunden und annotiert wurden (vgl. Abschnitt 3.1). Im Beispiel in Abbildung 3.8 sind dies
die Art der Skala (nominal oder quantitative) sowie, ob die Variablen eher abhängig oder
unabhängig sind. Weitere hier nicht dargestellte Informationen sind u. a. der Datentyp, die
Anzahl der Datenreihen oder die in den generischen Vokabularen gefundenen Konzepte.
Im darauf folgenden Schritt derMapping Identification werden die grundsätzlich möglichen
Abbildungsregeln zwischen den Datenvariablen gesucht. Ausgangspunkt ist einerseits je eine
Komponente bzw. deren Datenschema, wobei in tabellarische und Graph-basierte Datenschemata
differenziert wird, und andererseits die vom Nutzer gewählte Datenstruktur. Im Folgenden wird
zunächst auf das Mapping auf tabellarische Schemata am Beispiel des Balkendiagramms 1 aus
Abbildung 3.9 eingegangen, ehe anschließend das Konzept für Graphschemata erweitert wird.
Hierzu wird die Graphvisualisierung 2 als Beispiel genutzt.
Ausgangspunkt ist eine beliebige Datenvariable der Komponente DK , die mit allen Datenva-
riablen des Datensatzes DD verglichen wird. Hierbei kann vernachlässigt werden, ob beiderseits
die Variablen Muss- oder Kann-Kriterien sind. Beim Vergleich werden nicht die Bezeichner,
sondern die annotierten Eigenschaften genutzt. Dies sind insbesondere die Arten der Skalen,
demzufolge auch implizit die Datentypen, ob es sich um un-/abhängige Datenvariablen handelt
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sowie die Anzahl der Datenreihen, die visualisiert werden sollen. Beim Vergleich der Skalen ist
zu beachten, dass neben dem exakten Matching auch der Umstand genutzt werden kann, dass
die Skalen „abwärtskompatibel“ sind. Demzufolge können u. a. quantitative Datenvariablen auf
ordinale bzw. nominale Variablen der Komponente abgebildet werden jedoch nicht umgekehrt.
Da dies zur Laufzeit oftmals eine Umrechnung der Daten nach sich zieht und demnach rechen-
aufwändig ist, wird dies bei der späteren Rangfolgebildung mit beachtet. Wurden alle DK mit
allen DD abgeglichen, so erhält man eine Matrix, die die Menge von tabellarischen Mappings
At repräsentiert, die formal wie folgt definiert werden kann:
At = {(DD1 , DK1), (DD1 , DK2), . . . , (DDm , DKn)}|∀m ∈ |DD|,∀n ∈ |DK | (3.2)
Für das beispielhafte Balkendiagramm 1 aus Abbildung 3.9 und die gewählte Datenstruktur
aus Abbildung 3.8 ergibt sich folgende Menge:
AB = {(:hasIndex, xaxis), (:hasIndex, height), (:hasIndex, color),
(geo:nameListEN, xaxis), (geo:HDITotal, xaxis),
(geo:HDITotal, height), (geo:HDITotal, color)} (3.3)
Der Schritt der Mapping Identification läuft für Komponenten, die ein Graph-basiertes
Datenschema besitzen, ähnlich. Die Ausnahmen sind hierbei, dass einerseits neben den Datenva-
riablen auch die Relationen zwischen den Knoten der Graphen abgebildet werden müssen und
andererseits sogenannte Pfade anstatt nur die Datenvariablen für das Mapping genutzt werden.
Der Hintergrund ist, dass bei RDF-Daten die Propertys an anderen Klassen wiederverwendet
werden können, was in falschen Zuordnungen resultieren kann.
Grundlage für das Finden von Mappings ist neben den vom Nutzer gewählten Daten auch
die Datenstruktur der Komponente mit ihren Knoten NK , deren Datenvariablen DK und
Relationen RK . Begonnen wird die Suche bei Knoten auf oberster Ebene des Schemas, wobei
ein Wurzelknoten bzw. zwei oder mehr Knoten parallel vorliegen können. Für den ersten Knoten
werden alle Datenvariablen DK identifiziert und zusammen mit dem zugehörigen Knoten je
ein sogenannter Pfad PK der Form 〈NK , DK〉 erzeugt. Anschließend werden basierend auf den
Relationen des Knotens die Pfade zu anderen Knoten bzw. deren Datenvariablen ermittelt,
so dass Pfade der Form 〈NK1 , RK , NK2 , DK〉 entstehen. Die Bestimmung der Pfade wird so
lang durchgeführt, bis alle Knoten, deren Relationen und Datenvariablen traversiert wurden.
Es ist darauf zu achten, dass existierende Zyklen nicht weiter verfolgt, sondern nur ein Pfad
gespeichert und später ausgewertet wird. Auf die gleiche Art und Weise werden die Pfade PD
für die gewählte Datenstruktur ermittelt und gespeichert. Abschließend werden alle Pfade –
hierbei insbesondere die Datenvariablen – beider Seiten miteinander verglichen, wobei wie bei
der Mapping Identification von tabellarischen Daten die annotierte Semantik die Basis für den
Vergleich darstellt. Letztlich erhält man eine Menge von Graph-basierten Mappings Ag, die
formal wie folgt definiert werden kann:
Ag = {(PD1 , PK1), (PD1 , PK2), . . . , (PDm , PKn)}|∀m ∈ |PD|,∀n ∈ |PK | (3.4)
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Für die Komponente 2 aus Abbildung 3.9 und die gewählte Datenstruktur aus Abbildung 3.8
ergibt sich folgende Menge, wobei die Klasse Global_Hunger_Index aus Platzgründen mit
GHI abgekürzt wurde:
AG = {(〈:GHI, :hasIndex〉, 〈Node, label〉),
(〈:GHI, :hasIndex〉, 〈Node, size〉),
(〈:GHI, :hasSpatialCoverage, geo:self_governing, geo:nameListEN〉,
〈Node,Relation,Node, label〉),
(〈:GHI, :hasSpatialCoverage, geo:self_governing, geo:HDITotal〉,
〈Node,Relation,Node, label〉),
(〈:GHI, :hasSpatialCoverage, geo:self_governing, geo:HDITotal〉,
〈Node,Relation,Node, size〉)} (3.5)
Konnte für eine Komponente keine einzige Abbildungsregel identifiziert werden, so dass die
Menge At bzw. Ag leer ist, wird die Komponente aus der Liste entfernt und damit nicht mehr
weiter betrachtet. Das gleiche gilt, wenn für mindestens eine obligatorische Datenvariable DD
keine Entsprechung bei einer Komponente gefunden wurde.
Andernfalls werden im folgenden Schritt der Mapping Specification aus der Menge At alle
Mapping-Definitionen Mt bzw. aus Ag alle Definitionen Mg (vgl. Formel (3.6) und (3.7)) ermit-
telt, so dass alle obligatorischen Datenvariablen der Datenstruktur DD auf die der Komponente
abgebildet werden. An dieser Stelle ist ebenso wichtig, dass auch alle obligatorischen Variablen
der Komponente DK belegt sind, da ansonsten keine Visualisierung der Daten möglich ist.
Das Vorgehen besteht im Wesentlichen aus den folgenden drei Schritten.
Mt = {(DD1 , DK1), (DD2 , DK3), . . . , (DDm , DKn)}|∀m,n ∈ N (3.6)
Mg = {(PD1 , PK1), (PD2 , PK3), . . . , (PDm , PKn)}|∀m,n ∈ N (3.7)
Im ersten Schritt wird eine erste Datenvariable DD gewählt, wobei zunächst alle obliga-
torischen Variablen abzuarbeiten sind, ehe optionale herangezogen werden. Für diese wird
in At bzw. in den Pfaden PK in Ag nach Tupeln gesucht und für jedes der Tupel eine neue
Mapping-Definition erstellt. Im zweiten Schritt wird – wenn vorhanden – die nächste Datenva-
riable DD gewählt, passende Tupel selektiert und schließlich versucht, diese den existierenden
Mappings zuzuordnen. Da eine Datenvariable der Komponente nicht mehrfach belegt werden
kann, ist zu beachten, dass die Tupel nicht mehr zur Verfügung stehen, in denen Datenvariablen
DK enthalten sind, die schon mit anderen Tupeln zu M hinzugefügt wurden. Konnte aus
diesem Grund eine obligatorische DD aus At bzw. Ag nicht zu einem Mapping hinzugefügt
werden, dann ist dieses Mapping zu löschen. Dieser zweite Schritt wird so lang ausgeführt, bis
alle Datenvariablen DD geprüft wurden. Im dritten Schritt werden alle Mapping-Definitionen
gelöscht, in denen obligatorische Datenvariablen der Komponente DK nicht belegt sind.
Mit diesem Vorgehen können für das Balkendiagramm die beiden Mappings in (3.8) identifiziert
werden, die die Abbildung von Graphdaten auf tabellarische Datenstrukturen ermöglichen. Für
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die Graph-Komponente kann mit (3.9) nur ein Mapping gefunden werden. Hierbei wird deutlich,
dass die vom Nutzer als optional angegebene Datenvariable geo:HDITotal nicht berücksichtigt
werden kann. Da bereits für dieses Minimalbeispiel drei Abbildungsregeln gefunden wurden, ist
klar, dass es einer Bewertung und damit einer Rangfolgebildung der Funktionen bedarf, die
später eingeführt wird.
MB1 = {(:hasIndex, height), (geo:nameListEN, xaxis),
(geo:HDITotal, color)}
MB2 = {(:hasIndex, color), (geo:nameListEN, xaxis),
(geo:HDITotal, height)} (3.8)
MG1 = {(〈:GHI, :hasIndex〉, 〈Node, size〉),
(〈:GHI, :hasSpatialCovering, geo:self_governing, geo:nameListEN〉,
〈Node,Relation,Node, label〉)} (3.9)
Zunächst muss jedoch noch ein Sonderfall des Mappings diskutiert werden, denn wie eingangs
des Abschnitts gesagt, können Datenvariablen DD im WFB mit Funktionen oder Filtern belegt
werden. Da Filter nur die Datenmenge jedoch nicht das Mapping beeinflussen, können diese hier
vernachlässigt werden. Welche Funktionen überhaupt auf eine Datenvariable angewandt werden
können, hängt von deren Skala, daher der SoM, ab, die bei der Analyse des Datensatzes identi-
fiziert wurde (vgl. Abschnitt 3.1). Eine erste, jedoch noch gültige Einordnung von Funktionen
zu Skalen wird in [Ste46] vorgenommen. Aber auch heute weit verbreitete, Experten-orientierte
Statistik-Werkzeuge wie IBMs SPSS10 geben Aufschluss. So können bspw. bei quantitativen
Skalen Mittelwerte oder Abstände berechnet werden. Diese sind jedoch für das Finden von
Ableitungen unkritisch, da die SoM erhalten bleibt und durch die Berechnung die Anzahl der
anzuzeigenden Daten nur reduziert wird. Funktionen, wie das Bestimmen der Häufigkeit, sind
hingegen insbesondere für nicht-quantitative Skalen kritisch als deren Ergebnis ein oder mehrere
quantitative Werte sind und sich damit die Skala ändert. Dieses Verhalten muss während der
Mapping Identification beachtet werden, in dem u. a. die SoM der Funktion und nicht der
Datenvariablen hinzugezogen wird.
Bildung der Rangfolge
Nachdem im Matchmaking alle möglichen Abbildungen von der gewählten Datenstruktur auf die
Komponenten auf einer rein funktionalen Ebene identifiziert wurden, gilt es im anschließenden
Schritt des Rankings diese hinsichtlich ihrer Eignung zu bewerten und somit eine Rangfolge zu
erzeugen. Wie Abbildung 3.7 zeigt, wird die Gesamtbewertung eines Mappings anhand vier
unterschiedlicher Kriterien ermittelt, die nachstehend vorgestellt werden.
10 http://ibm.co/VMXPAb
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Data Conversion-based Demotion Zunächst wird für jedes Mapping untersucht, ob beim späte-
ren Abrufen der Daten komplexe Umrechnungen durchgeführt werden müssen. Dies ist
immer dann der Fall, wenn während der Mapping Identification keine exakte Abbildung
der SoM bzw. der Datentypen möglich war, sondern – wie beschrieben – die „Abwärtskom-
patibilität“ der Skalen ausgenutzt wurde. Der Ansatz zur Berechnung ist unkompliziert
und basiert auf der Idee, ein Mapping schlechter zu bewerten, je mehr Umrechnungen
erfolgen. Ausgehend von einer Skala 0 bis 1 für die Bewertung dM , wird diese durch die
Anzahl der Tupel eines Mappings M geteilt, um das Maß für die Abstufungen zu erhalten.
Für jede notwendige Konvertierung wird dieser Wert von 1 abgezogen.
Visualization-based Rating Diese Bewertung beruht auf existierendem Faktenwissen der InfoVis-
Domäne, welches durch die VISO (vgl. Kapitel 4) formal abgebildet werden muss. Ein
Beispiel ist die Effektivität von visuellen Kodierungen, wie etwa Position, Größe oder Farbe,
zur Darstellung quantitativer Daten [Cle84]. Basierend auf dem Wissen der VISO werden
Regeln mit Konditionen und Bewertungen auf einer ordinalen oder numerischen Skala
gebildet. Diese werden gegen die einzelnen semantischen Annotationen der Datenvariablen
DK einer Komponente geprüft und eine Gesamtwertung rv für das Mapping, z. B. durch
den Median oder das arithmetische Mittel, berechnet.
Domain-based Rating In Abschnitt 3.1.3 wurde u. a. die Lexikographische Analyse vorgestellt,
mit der Datenvariablen DD mit semantischen Konzepten aus verbreiteten oder Domänen-
spezifischen Vokabularen, sogenannten Domain Assignments DAD, und mit einem nume-
rischen Wahrscheinlichkeitswert cDDA ausgezeichnet werden. Auf ähnliche Art und Weise
kann der Entwickler einer Komponente die Datenvariablen DK mit Domain Assignments
DAK semantisch annotieren und einen numerischen Wahrscheinlichkeitswert cKDA defi-
nieren. In diesem Schritt werden nun die eventuell vorhandenen Domain Assignments DA
an den Variablen DD und DK aller Tupel in der Menge der Mappings M miteinander
verglichen und die semantische Ähnlichkeit s ∈ [0,1] berechnet. Ein möglicher Ansatz
zur Bestimmung von s wird in [Lin98] vorgestellt. Das mittlere domain-based Rating rdt
zwischen zwei Variablen eines Tupels ergibt sich – wie in (3.10) dargestellt – aus jeweils
der Ähnlichkeit und dem Mittelwert der Wahrscheinlichkeit cDDA und cKDA. Das Rating
rd über alle Tupel eines Mappings wird ebenfalls über das arithmetische Mittel bestimmt.
rdt =
1




(cDDAi + cKDAj )
2 (3.10)
User-based Rating Letztlich geht in die Berechnung der Rangfolge noch die Nutzerbewertung
ru ∈ [0,1] ein. Die Wertung kann direkt vom aktuellen Anwender stammen, der das
Mapping bereits in einem anderen Visualisierungsvorgang explizit oder implizit bewertet
hat, oder es kann basierend auf dem Konzept von Collaborative Filtering (CF) berechnet
werden. Letzteres versucht eine mögliche Nutzerbewertung zu prognostizieren. Doch es
kann aufgrund von mangelnden Informationen (Kaltstartproblem) auch dazu kommen,
dass kein Wert für ru ermittelt werden kann. Auf die genaue Berechnung von ru wird in
Abschnitt 3.6 im Detail eingegangen.
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Diese vier verschiedenen Werte werden schließlich zu einem gemeinsamen Mapping-Rating RM
aggregiert, wobei die zu verwendende Strategie konzeptionell freigestellt ist. Im Normalfall wird
jedoch, wie in (3.11) gezeigt, auf das arithmetische Mittel zurückgegriffen. Die Tatsache, dass
bis auf dM alle Werte nicht belegt sein können (NULL), spiegelt sich im vorangestellten Divisor
wider. Weiterhin könnten alle Summanden gewichtet werden, worauf jedoch verzichtet wird. So
sind rv, rd und ru zumindest in Teilen mit einer Unschärfe belegt bzw. auch subjektiv geprägt,
so dass es schwierig ist, allgemeingültige Gewichte zu finden. Um einer Lösung näher zu kommen,
sind umfangreiche Nutzerstudien notwendig, um die Gewichte der einzelnen Ratings sowie
deren Zusammenhang im Visualisierungsprozess zu evaluieren. Dies steht jedoch nicht im Fokus
dieser Dissertation. Letztlich ist zu erwähnen, dass die Aggregation der einzelnen Bewertungen
den Vorteil hat, dass auch eine Rangfolge gefunden werden kann, wenn für einzelne Ratings















Am Ende wird die im Matchmaking gefundene Liste von Mappings anhand der einzelnen
Gesamtbewertungen RM sortiert und an den WFB übergeben. Dieser hat, wie in Abschnitt 3.3.1
erörtert, die Aufgabe, zunächst nur das beste Mapping je Komponente anzuzeigen und die
anderen für Empfehlungen von noch nutzbaren Datenvariablen DD vorzuhalten. Weiterhin muss
die berechnete Rangfolge in Kombination mit den in der Query Cloud definierten Gewichten
bei der Sortierung der Result List (vgl. Abschnitt 3.3.1) mit einbezogen werden.
3.3.3 Zusammenfassung und Anforderungen
In Abschnitt 3.3 wurden Konzepte vorgestellt, die dem Endanwender helfen, die zweite und
höchste Hürde des Visualisierungsprozesses zu nehmen: Die Abbildung der gewählten Daten
auf visuelle Strukturen und Attribute [Gra10c]. Hierzu wurde mit dem Konzept des WFB
eine intelligente, für Endnutzer einfach zu erschließende Benutzerschnittstelle vorgeschlagen,
die es im Verlauf der Arbeit zu evaluieren gilt. Sie verwendet die errechneten Vorschläge ei-
nes Recommendation-Algorithmus, der die an Komponenten und Daten annotierte Semantik
ausnutzt. Die Nutzung dieser semantischen Informationen bei der Berechnung der Abbildungs-
regeln sowie der Reihenfolge der Mappings stellt die wesentliche wissenschaftliche Neuerung
zu den vor allem bei den automatisierten InfoVis-Werkzeugen existierenden Konzepten (vgl.
Abschnitt 2.3.1) dar.
Mit den geschaffenen Konzepten kann der Endnutzer schnell und effizient seine teils unsicheren
Suchkriterien definieren, wobei er sofort Feedback über die passenden Visualisierungstechniken
erhält. Durch die Darstellung und Interaktion mit Facetten sowie durch die automatische
Berechnung von Abbildungsregeln von Daten auf Komponenten wird versucht, die kogniti-
ve Last des Nutzers und das notwendige visualisierungsspezifische Vorwissen so gering wie
möglich zu halten. Letztlich ist festzuhalten, dass die entworfenen Konzepte Antworten auf
die Anforderungen P4, P5 und P6 bieten. Insgesamt werden viele Annahmen bzgl. des zu
entwickelnden Wissensmodells und die Softwarearchitektur aufgestellt, die die Anforderungen
aus Abschnitt 2.2 detaillieren. Sie können wie folgt zusammengefasst werden.
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VISO Wie bereits in den Zielen der Dissertation (vgl. Abschnitt 1.1.3) festgehalten wurde, sind
Konzepte semantisch zu modellieren, mit denen die Komponenten ausgezeichnet werden
können. Hierzu zählen u. a. die genutzten Visualisierungs- und Interaktionstechniken,
Aufgaben, die mit der Komponente erfüllt werden können, Hard- und Softwarevoraus-
setzungen sowie Screenshots, die dem Anwender sofort einen visuellen Hinweis auf die
Komponente geben. Ebenso wichtig sind Konzepte und Relationen, um die Datenstruktur
einer Komponente generisch zu beschreiben. Gemeinsam mit den Datenannotationen aus
Abschnitt 3.1 bilden diese die Grundlage für die Identifikation von Mappings. Letztlich
muss Faktenwissen, welches insbesondere Grundlage für die Bewertung der Effizienz einer
Visualisierung ist, identifiziert und formal beschrieben werden.
Architektur Um Visualisierungskomponenten vorschlagen zu können, sind diese semantisch zu
beschreiben (Anforderung A2 ). Hierbei kommen die in der VISO definierten Konzepte
zum Tragen, die in einer Komponentenbeschreibung, wie sie in CRUISe existiert (vgl.
Abschnitt 2.3.4), verlinkt werden. Auf den Annotationen der Daten und der Beschreibung
der Komponenten fußend, wird ein Backend benötigt, dass das vorgestellte Matchmaking
und Ranking realisiert. Dieses oder eine andere Backend-Komponente muss weiterhin
die Facetten und die Vorschaudetails für das WFB berechnen. Aufgrund der vielen
Kalkulationen sollte diese getrennt von dem ebenso notwendigen, kompositen WFB-
Frontend realisiert werden.
3.4 Integration und Konfiguration
Nachdem der Endnutzer für sich interessante Daten identifiziert (vgl. Abschnitt 3.2) sowie für
diese und seine Aufgabe passende Visualisierungskomponenten gewählt hat (vgl. Abschnitt 3.3),
müssen die Komponenten in seine webbasierte, komposite Visualisierung integriert und ggf.
konfiguriert werden (vgl. Abbildung 3.1). Nachfolgend wird auf beide Aufgaben im Detail
eingegangen. Deren Konzepte adressieren die Anforderungen A6 (Integration) und P7 (Visuali-
sierungskonfiguration) aus Abschnitt 2.2.
3.4.1 Dynamische Komponentenintegration
Der Ablauf der dynamischen Integration von Komponenten wird in Abbildung 3.10 im Überblick
dargestellt. Er beruht weitestgehend auf den Konzepten von CRUISe (vgl. Abschnitt 2.3.4),
so dass hier auf Details verzichtet und auf [Pie12, S. 153 ff.] verwiesen wird. Angepasste bzw.
neue Schritte sind durch einen roten Rahmen hervorgehoben. Ausgangsbasis für die dynamische
Integration von einer oder mehreren Visualisierungskomponenten zur Laufzeit bilden die vom
Nutzer ausgewählten Abbildungsregeln von Datenstrukturen auf konkrete Komponenten
1 . Diese im WFB selektierten und über eine ID referenzierten Mappings beinhalten alle für die
Integration notwendigen Informationen – insbesondere auch den Verweis auf die Beschreibung
der Komponente. Auf deren Basis werden in Schritt 2 alle erforderlichen Ressourcen einer
Komponente geladen und aus Gründen der Sicherheit und Robustheit in eine isolierte Sandbox
eingefügt. Anschließend wird der ebenfalls in der Beschreibung referenzierte Konstruktor der
Visualisierungskomponente aufgerufen und die Komponente instanziiert 3 . Daraufhin erfolgt
deren Integration in den Anwendungskontext 4 . Im Rahmen der vorliegenden Arbeit betrifft
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dies speziell die automatische Einpassung in das vorhandene Anwendungslayout, wobei auf
existierende Algorithmen, wie sie u. a. im Kontext von EDYRA [Hei12] entwickelt wurden,
zurückgegriffen werden kann. Im Gegensatz zu CRUISe existieren keine vorab durch einen
Anwendungsentwickler definierte Datenflüsse zur Inter-Widget-Kommunikation, die bei der Inte-
gration etabliert werden müssen. Die demnach „autarken“ Komponenten können jedoch während
der späteren Konfiguration (vgl. Abschnitt 3.4.2) gekoppelt werden. Im letzten systemseitigen
Schritt erfolgt die Initialisierung 5 der Komponente. Neu im Rahmen dieser Arbeit ist, dass
am Ende der erfolgreichen Initialisierung die Komponente ein Ereignis publizieren muss, um die
zu visualisierenden Daten unter Verwendung der Mapping-ID abzurufen. Im Backend werden
dazu die konkreten Daten auf das generische Schema der Komponenten transformiert. Nach dem
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Abbildung 3.10: Überblick zum Verlauf der Komponentenintegration
3.4.2 Adaption der kompositen Visualisierung
Durch die Integration einer oder mehrerer Visualisierungskomponenten ist es für den Endanwen-
der möglich, die gewählten Daten in visueller Form zu betrachten und je nach Implementierung
der Komponenten auch mit diesen zu interagieren (vgl. Abbildung 3.10, Schritt 6 ). Aus ver-
schiedenen Gründen, wie etwa, dass die Komponente zu klein ist oder insgesamt nicht den
Erwartungen entspricht, kann es jedoch erforderlich sein, die komposite Visualisierung anzupas-
sen. Um die möglichen Adaptionstechniken zu systematisieren, bieten sich die in Abschnitt 2.1.7
vorgestellten W-Fragen nach Brusilovsky [Bru96] an:
Was? In einer kompositen Webanwendung existieren mit den Komponenten und der Komposition
genau zwei Artefakte, die adaptiert werden können.
Wer? Die Adaption kann durch die Interaktion des Endanwenders bzw. durch das System aus-
gelöst werden. Beide Fälle wurden auch schon im Szenario erwähnt (vgl. Abschnitt 2.1.1).
Für das systemseitige Initiieren der Anpassungen kann, wie bei der Komponenteninte-
gration, auf existierende Konzepte der CRUISe-Plattform zurückgegriffen werden. So
können Regeln samt der auszulösenden Aktion definiert und von einem Adaptionssystem
ausgeführt werden [Pie12, S. 162 ff.]. Da der Ansatz auf der Interpretation eines zur
Designzeit spezifizierten Adaptionsmodells beruht, wurde für die Unterstützung des EUDs
das darauf aufbauende Konzept der Trigger vorgestellt [Rad12]. Diese Laufzeitkomponente
sammelt kontinuierlich Informationen zu Nutzerinteraktionen und zum aktuellen Kontext.
Diese Daten sind Basis für die Ausführung der definierten Regeln.
Woran? Laut [Bru96] existieren stets mehrere Faktoren, woran eine Anwendung angepasst
werden kann. Für diese Arbeit sind es die Ziele, der aktuelle Wissensstand sowie die
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Präferenzen des Nutzers. Hinzu kommen situative Randbedingungen, wie etwa das genutzte
Endgerät. Die erstgenannten Informationen liegen zumeist nur beim Nutzer vor und
beeinflussen seine Interaktion. Werden diese externalisiert und liegen damit explizit vor,
kann auch das System auf die Faktoren reagieren. Dies zeigt, dass der Grad, inwiefern die
Faktoren explizit vorliegen, eng an das Wer? der Adaption gekoppelt ist.
Wie? Letztendlich existieren noch die Adaptionstechniken selbst, die definieren, wie eine Kom-
ponente oder die gesamte Komposition konfiguriert werden kann.
Basierend auf den Fragen Wer? adaptiert Was? können folgende Adaptionstechniken (Wie?)
für das Szenario dieser Dissertation, wie in Abbildung 3.11 dargestellt, unterschieden werden.
Hierbei wird deutlich, dass 1) mehrere Techniken zur Anpassung der Komposition existieren
und 2) dass die meisten Techniken durch den Endnutzer oder das System ausgelöst werden
können. Reine systemseitige Adaptionstechniken sind nicht vorgesehen, da der Endnutzer stets
Kontrolle über seine InfoVis haben sollte. Folgend werden die einzelnen Techniken im Detail
vorgestellt.
Abbildung 3.11: Klassifikation von Adaptionstechniken hinsichtlich des Auslösers und des
Adaptionsziels, sortiert nach Relevanz für diese Arbeit
Change Mapping Unter dieser Technik versteht man, dass der Anwender ggf. die Abbildung
der Daten auf die visuellen Strukturen und Attribute einer Komponente ändern kann.
Grundlage sind die im Recommendation-Algorithmus (vgl. Abschnitt 3.3.2) identifizierten
Abbildungsregeln, von denen zur Integration einer Komponente die am besten bewertete
Regel oder eine vom Endnutzer gewählte angewendet wird. Existieren weitere Mappings,
so kann der Endanwender in einer einfachen Liste zwischen diesen wählen, woraufhin die
zugehörigen Daten abgerufen und die Komponente neu gerendert wird. Der Auslöser für
diese Technik ist der Anwender, z. B. seine Unzufriedenheit mit dem Dargestellten, Neugier
oder andere Präferenzen. Da all diese Gründe schwer allein am Interaktionsverhalten
abzulesen sind, ist im Rahmen dieser Dissertation nicht vorgesehen, dass das System diese
Adaption automatisch triggert. Zwar existieren solche Konzepte (vgl. Abschnitt 2.3.1)
doch zeigen u. a. die auf dem Workshop on User-Adaptive Visualization11 präsentierten
11 http://www.cs.ubc.ca/~steichen/WUAV2013/index.html
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Arbeiten [Cer13, Con13, Ste13, Tak13], dass deren Güte zur Zeit kaum belegt sind. Auch
wird festgestellt, dass für eine genaue Adaption bspw. die Blickerkennung notwendig
ist oder neuropsychologischen Daten gemessen werden müssen, was den Rahmen dieser
Arbeit sprengt.
Change Size Der Endanwender hat die Möglichkeit, die Größe einer integrierten Komponente
anzupassen. Gründe hierfür sind, dass die visuellen Inhalte nur schlecht erkennbar sind
oder, dass die Komponente zu viel Platz einnimmt, den sie eventuell nicht benötigt.
Hierzu kann der Nutzer aus Desktop-Systemen bekannte Interaktionsmetaphern wie
das „Ziehen am Rahmen“ nutzen. Bei dieser Adaption wird auch das Gesamtlayout der
Komposition beeinflusst. Ausgelöst durch Trigger kann das Layout durch die systemseitige
Konfiguration Größe und Anordnung der anderen Komponenten anpassen. Grenzen für
diese Adaptionstechnik sind die Bildschirmgröße, die Anzahl der integrierten Kompo-
nenten sowie deren vom Komponentenentwickler definierten minimalen und maximalen
Dimensionen.
Change Style Um ein einheitliches Erscheinungsbild der kompositen InfoVis zu gewährleisten,
kann das System oder der Endanwender über ein Auswahlmenü verschiedene Stile auf eine
oder alle Komponenten anwenden. Hierzu wurden bereits in CRUISe alle notwendigen
Konzepte aufgestellt.
Add or Remove Component Wie zu Beginn des Kapitels verdeutlicht, ist der hier vorgestellte
Semantik-gestützte InfoVis-Prozess interaktiv und iterativ. Identifiziert und integriert
der Endanwender eine Komponente, die ihm bspw. bei der Erreichung seiner Ziele nicht
unterstützt oder nicht den Erwartungen entspricht, so kann er einfach über einen Button
die ungewollte Komponente entfernen. Er hat weiterhin die Möglichkeit, die komposite
InfoVis iterativ zu erweitern, indem weitere Komponenten zur Visualisierung und Filterung
im WFB gesucht und schließlich integriert werden.
Replace Component Das Ersetzen ist ein Spezialfall des Entfernens und Hinzufügens von Kom-
ponenten. Sie kann durch den Endanwender durch eine explizite Interaktion, z. B. einen
Button, oder durch das System ausgelöst werden. Gründe für den systemseitigen, durch
Trigger ausgelösten Austausch sind vornehmlich durch den sich ändernden Kontext begrün-
det. Mit der fehlenden softwareseitigen Unterstützung beim Aufruf einer gespeicherten
Komposition wurde im Szenario ein erstes Beispiel genannt (vgl. Abschnitt 2.1.1). Andere
Gründe sind nicht mehr eingehaltene Qualitätskriterien, wie etwa eine Komponente kann
nicht geladen werden oder Zugriffszeiten sind zu lang [R1̈2]. Grundlage für einen Aus-
tausch ist, dass durch den Recommendation-Algorithmus (vgl. Abschnitt 3.3.2) alternative
Komponenten identifiziert wurden. Ist dies nicht der Fall, kann dem Endanwender nur
der Hinweis gegeben werden, dass die Komponente zu entfernen ist. Insgesamt spielt die
Awareness beim systemseitig ausgelösten Komponentenaustausch eine wichtige Rolle, da
dieser dem Anwender verdeutlicht und verständlich begründet werden muss.
Die Gründe eines Endanwenders für die Ersetzung von Komponenten sind in der Regel von
Motiven getrieben, wie sie bereits bei den Punkten Change Mapping und Add or Remove
Component erwähnt wurden. Für den Austausch könnte zwar auch auf eine einfache Liste
von Komponenten basierend auf den Ergebnissen aus der Recommendation zurückgegriffen
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werden, jedoch wird vorgeschlagen, den Schritt der kontextsensitiven Komponentenauswahl
mithilfe des WFB wiederzuverwenden. Dies ist damit begründet, dass der Endanwender
auch die Möglichkeit besitzen muss, die Suchkriterien nach passenden Komponenten
anpassen zu können. Hierzu sind die selektierten Facettenwerte der bisherigen Suche im
WFB vorauszuwählen.
Change Communication Je nachdem wie viele Komponenten integriert wurden und welche
Schnittstellen sie zur Verfügung stellen, kann durch den Endanwender ad-hoc eine Kom-
munikation zwischen diesen etabliert werden. Dies ermöglicht CMV-Techniken, wie etwa
Linking & Brushing oder Cross-Filtering, zu nutzen, um in einer Komponente gewählte
Daten in anderen Komponenten hervorzuheben oder zu filtern. Grundlage hierfür sind
die Konzepte zur Komponentenbeschreibung aus CRUISe und das darauf aufbauende,
in Abschnitt 2.3.4 skizzierte CapView-Konzept [Rad13]. Beide müssen jedoch für das
CMV-Szenario, wie nachfolgend dargestellt, erweitert werden.
Der konzeptionelle Ausgangspunkt sind die Propertys einer Komponente, da deren Ge-
samtmenge den Zustand einer Komponente abbildet. Aber auch bei anderen kompositen
InfoVis-Ansätzen sind die Eigenschaften Basis für die Koordination von Komponenten (vgl.
Abschnitt 2.3.3). Im Rahmen der Dissertation wird zwischen drei Arten von Propertys
unterschieden: Data, Filter und Visual Propertys. Erste beschreiben die Daten, die in einer
Komponente angezeigt werden. Diese Daten können durch die Belegung von Filter Proper-
tys reduziert oder hervorgehoben werden. Visual Propertys dienen einzig zur Anpassung
des Aussehens einer Komponente, etwa der Höhe oder der Schriftgröße. Sie spielen damit
für die Koordination nur eine untergeordnete Rolle. Weiterhin ist für jede Property zu
unterscheiden, ob diese durch die Komponente selbst bzw. auf Basis einer Interaktion
mit der Komponente geändert werden kann (direct) oder nicht (indirect). Letztgenannte
können ihre Wertebelegung nur von außen durch die Inter-Komponenten-Kommunikation
ändern.
In CRUISe ist die Kommunikation zwischen Propertys über den sogenannten PropertyLink
grundsätzlich bidirektional, was für die Koordination nicht immer zielführend ist. Bspw.
möchte man die Selektion in einer Komponente nutzen, um die Anzeige einer anderen
zu manipulieren und nicht umgekehrt. Aus diesem Grund wird in dieser Arbeit der
unidirektionale PropertyLink eingeführt. Welche Art der Kommunikation zwischen welchen













Data (direct) U/B U U U – –
Filter (direct) – – U/B U – –
Visual (direct) – – – – U/B U
Tabelle 3.1: Mögliche Verbindungen zwischen den verschiedenen Property-Typen, wobei U für
uni- und B für bidirektional steht
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Neben der Typisierung der Propertys spielt auch deren Datenschema eine grundlegende
Rolle für die Kommunikation zwischen Komponenten. In der CRUISe-Plattform wird
hierzu auf konkrete semantische Konzepte, wie etwa Ort oder Personen, verwiesen. Im
Rahmen dieser Arbeit ist jedoch angestrebt, die Datenstrukturen generisch zu beschreiben
(vgl. auch Abschnitt 3.3.2), um eine breite Nutzung der Komponenten zu ermöglichen.
Damit zur Laufzeit dennoch klar ist, welche konkreten Datentypen in der Komponente
genutzt und angezeigt werden, müssen die verwendeten Abbildungsregeln vorgehalten
werden. Dies kann für jede Komponente separat oder durch die Laufzeitumgebung realisiert
werden. Hier wird Letzteres bevorzugt, da die Identifikation von koppelbaren Komponenten
bereits in dieser stattfindet.
Abbildung 3.11 zeigt, dass auch das System die Kommunikation automatisch anpas-
sen kann. Dies wird notwendig, wenn integrierte und gekoppelte Komponenten aus der
Komposition gelöscht oder ersetzt werden. Ersteres führt zum Entfernen des Kommunika-
tionskanals. Bei der Ersetzung ist zu prüfen, ob die neue Komponente passende Propertys
hinsichtlich ihrer Typisierung und des Datenschemas besitzt. Je nach Ergebnis wird die
Verbindung beibehalten oder gelöscht. Letzteres ist dem Nutzer anzuzeigen, so dass er
ggf. mit Unterstützung des Systems neue Kommunikationskanäle etablieren kann.
Change Layout Wie bereits oben erläutert, ist ein Grund für die Rekonfiguration des Layouts
die Änderung der Größe einer oder mehrerer Komponenten. Ein weiteres Motiv für den
Anwender ist die Positionierung von Komponenten, die bspw. zentral für die Explora-
tion der Daten sind. Die systemseitige Adaption des Layouts ist notwendig, wenn der
zur Verfügung stehende Platz nicht ausreicht. Dies kann durch die Integration neuer
Komponenten bzw. durch die Verkleinerung des Viewports begründet sein. Nutzbare
Layouting-Konzepte für diese Arbeit werden bspw. in EDYRA [Hei12] bereitgestellt.
3.4.3 Zusammenfassung und Anforderungen
In diesem Abschnitt wurde zunächst das Vorgehen für die Integration von Komponenten (Anfor-
derung A6 ) skizziert, dass sich weitgehend an die Konzepte aus CRUISe anlehnt. Erweiterungen
existieren insbesondere beim Abruf der Daten. Das Gesamtkonzept macht es möglich, dass
der Endanwender Visualisierungskomponenten in seiner Webanwendung nutzen kann, ohne
Programmierkenntnisse besitzen zu müssen. Das Hauptaugenmerk des Abschnitts lag jedoch
auf der Klassifikation und Vorstellung von Adaptionstechniken für eine komposite InfoVis-RIA.
Hierbei kann zum Teil auf existierende Techniken aus CRUISe und EDYRA zurückgegriffen
werden, jedoch waren auch neue Konzepte, wie z. B. für die Etablierung von Koordinations-
mechnismen zwischen Komponenten, gefordert. Insgesamt machen die vorgestellten Ansätze
die iterative, semiautomatische Anpassung der Anwendung zur Laufzeit für den Endnutzer
möglich (Anforderung P7 ), so wie man es aus anderen (kompositen) InfoVis-Werkzeugen kennt.
Dort sind die einzelnen Widgets jedoch nicht lose gekoppelt und es bedarf programmatischer
Anpassungen zur Designzeit, um neue Widgets zu integrieren. Durch die geschaffenen Kon-
zepte ergeben sich zu den bereits bekannten Anforderungen nur wenige neue für die spätere
Konzeption der VISO und Architektur:
VISO Um dem Endanwender mittels des CapViews [Rad13] die Erstellung von Kommunikati-
onsverbindungen zwischen Komponenten zu ermöglichen, sind die Propertys semantisch
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auszuzeichnen. Neben den schon in anderen Abschnitten geforderten generischen Da-
tenschemata sind die Aktionen, die auf einer Komponente ausgeführt werden können,
zu annotieren. Hierzu müssen in der VISO visualisierungsspezifische Aktionen wie Drill
Down oder Brush identifiziert, formal definiert und verständlich beschrieben werden.
Architektur Durch die Konzepte des Abschnitts wird deutlich, dass eine Laufzeitumgebung wie
das MRE aus CRUISe benötigt wird, durch die die Komponentenintegration und die
verschiedenen Adaptionstechniken semiautomatisch realisiert werden können. Weiterhin
muss das bereits in anderen Abschnitten genannte Backend die Transformation der
konkreten Daten auf die generische Komponentenschnittstelle vornehmen.
3.5 Nutzerunterstützung bei der Exploration und Interpretation der Daten
Im bisherigen Verlauf des Visualisierungsprozesses wurde der Endanwender unterstützt, die
für ihn interessanten Daten zu wählen und dafür passende InfoVis-Komponenten zu finden.
Weiterhin wurden Techniken gezeigt, mit denen er die komposite InfoVis hinsichtlich seiner
Anforderungen iterativ anpassen kann. Um jedoch ein Defizit in der Komposition und damit
die Notwendigkeit der Anpassung zu erkennen, muss der Endanwender die Daten bzw. deren
Darstellung verstehen. An dieser Stelle identifizierten Grammel et al. [Gra10c] die dritte große
Barriere der InfoVis-Novizen: Ihnen fällt es schwer die geschaffene Visualisierung zu bedienen,
zu interpretieren und damit die richtigen Schlüsse zu ziehen. Basierend auf dieser Erkenntnis
wurde für diese Dissertation die Anforderung P8 abgeleitet. Die Untersuchung des Standes der
Forschung und Technik (vgl. Abschnitt 2.3) machte leider deutlich, dass insbesondere diese
wichtige Anforderung vernachlässigt wird. Ausnahmen sind statische Hilfen bei kommerziellen
Tools, z. B. Tableau [Mac07], oder Erläuterungen zu den Funktionen und teils auch den Daten
in Choosel [Gra10a].
Basierend auf dem Szenario der Arbeit (vgl. Abschnitt 2.1.1), den von Grammel identifizierten
Problemen [Gra12, S. 55] und den Untersuchungen hinsichtlich der Inter-Widget-Kommunikation
von Chudnovskyy et al. [Chu13] können die Situationen, in denen der Endanwender Hilfe
benötigt, in die drei folgenden Bereiche unterteilt werden.
Er versteht die Komponente nicht Die Verständnisprobleme hinsichtlich der Komponente kön-
nen zwei Gründe haben: 1) Interpretationsprobleme der Visualisierung und 2) Bedie-
nungsprobleme. Erstere treten z. B. auf, wenn der Endanwender eine für ihn neue Art der
graphischen Repräsentation gewählt hat, die visuelle Komplexität zu hoch ist oder Inhalte
kaum lesbar sind. Der hauptsächliche Grund für Bedienungsprobleme ist eine schlechte
Usability, so dass Interaktionsmöglichkeiten kaum oder nicht zu erkennen sind, unerwar-
tete Ergebnisse liefern oder auch verschieden zwischen den integrierten Komponenten
sind.
Er versteht die Komposition nicht Verständnisprobleme hinsichtlich der kompositen InfoVis
treten besonders dann auf, wenn in nicht vom Anwender erstellten, sondern in von ihm
geladenen Kompositionen Kommunikationskanäle zwischen den Komponenten existieren,
so dass die definierte Koordination unerwartete Ergebnisse liefert.
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Er versteht die Daten nicht Letztlich existiert das Problem, dass der Anwender die Daten nicht
versteht, da Labels oder Legenden fehlen, die Semantik von Begriffen oder Attributen
unklar sind oder die Instanzdaten nicht den Erwartungen entsprechen.
Anhand des Rollenmodells (vgl. Abschnitt 2.1.2) und auch der skizzierten Probleme wird
deutlich, dass die „Verteilung der Ressourcen“ kontraproduktiv für eine homogene Hilfe ist.
Komponentenentwickler kennen vorab die genaue Art der Daten nicht. Auch hat jeder Entwickler
ein anderes Verständnis von Hilfe, den Visualisierungskonzepten, die er beschreibt, sowie andere
Vorstellungen zur Umsetzung. Darüber hinaus kann von ihnen keine komponentenübergreifende
Unterstützung realisiert werden. Aus diesem Grund sind Konzepte zu schaffen, bei denen
die Kompositionsplattform viele Aufgaben übernimmt und gut handhabbare Regeln für die
Komponentenentwickler bereitstellt. Für sie muss es möglich sein, die Hilfen mit möglichst
geringem Aufwand zu nutzen. Die hierzu notwendigen softwarearchitektonischen Konzepte
werden gebündelt in Abschnitt 5.3 vorgestellt. Einführend werden die dem Endnutzer offerierten
fünf Konzepte zur User Assistance skizziert, um den oben definierten Problemen zu begegnen.
Die neuen Konzepte basieren weitestgehend auf der betreuten Diplomarbeit von Piccolotto
[Pic13].
Nach [Gap02] sind unter User Assistance Konzepte zu verstehen, die dem Menschen helfen,
seine Ziele effektiver zu erreichen. Im Gegensatz zur Supplementation erweitern sie nicht die
Fähigkeiten des Nutzers, um Ziele überhaupt zu erreichen. Für die Konzeption der Assistance
wurde auch auf [Rec07] zurückgegriffen, in der verschiedene wichtige Fragestellungen, wie etwa
Wo, Wann und für Wen die Hilfe gezeigt werden soll, definiert werden.
3.5.1 Erläuterung der Darstellung
Studien haben gezeigt [Ret91, Rie96], dass Endanwender Beschreibungen bzw. Tutorials nur
überfliegen, um ein grobes Verständnis von einer Software, hier von einer Komponente, zu
erlangen. Aus diesem Grund wird vorgeschlagen, eine überblicksartige Zusammenfassung über
eine Komponente (Intro) zu generieren. Diese kann durch den Endanwender bei Bedarf geöffnet
und in einem kleinen Hilfefenster präsentiert werden. Der Inhalt setzt sich hierbei aus den
folgenden drei Bestandteilen zusammen:
Art der Visualisierung Die Zusammenfassung sollte mit der Art der graphischen Repräsentation,
wie etwa Karte, überschrieben sein. Diese Information ist Bestandteil der Komponenten-
beschreibung und muss aus einem einheitlichem Vokabular, wie der VISO, stammen.
Beschreibung Da aus der Komponentenbeschreibung die Art der Visualisierung extrahiert
werden kann, können auch weiterführende Informationen zu dieser Darstellungsform aus
der VISO abgeleitet werden. Auf deren Basis muss beschrieben werden, für welche Daten
sich die Darstellung eignet und wie der grobe visuelle Aufbau ist. Sollten die Informationen
in der VISO mehrsprachig vorliegen, kann über das Nutzerprofil die passende Sprache
ermittelt und die Beschreibung gezielter präsentiert werden.
Genutzte Abbildungsregel Letztlich muss dem Nutzer prägnant gezeigt werden, welche Daten-
attribute auf welche visuellen Eigenschaften abgebildet wurden. Bzgl. des Szenarios aus
Abschnitt 2.1.1 ist dies bspw. die Abbildung der Kindersterblichkeit auf die Helligkeit
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eines Landes. Diese Mapping-Information, die auch bei der Integration der Komponente
genutzt wird, ergänzt eventuell fehlende Labels oder Legenden.
Grammel schlägt weiterhin vor [Gra12, S. 125], dem Nutzer auch die Vor- und Nachteile von
verschiedenen graphischen Repräsentationen bzw. die Effektivität des gefundenen Mappings zu
beschreiben, um den Lerneffekt des Endnutzers zu verbessern. Hierauf wird aus drei Gründen
verzichtet: 1) Der Endnutzer kann bereits im WFB erkennen, inwiefern eine Visualisierung für
seine Daten geeignet ist bzw. auch die Unterschiede hinsichtlich der Eignung für die aktuelle
Situation zwischen verschiedenen Arten einsehen und abwägen. 2) Es erscheint schwierig und
auch wenig sinnvoll zu versuchen, für alle Arten von Daten die Vor- und Nachteile bzgl. einer
Visualisierungstechnik als textuelle Beschreibung vorzuhalten. 3) Je mehr Text in der Intro
angezeigt wird, desto schneller geht der erwünschte Überblick verloren. Auch wird von dem
Vorschlag Abstand genommen, ein Tutorial für eine Visualisierungskomponente anzubieten.
Einerseits wäre wohl der Aufwand für den Entwickler hoch, andererseits entsteht auch hier das
Problem, dass Regeln und Methoden angeboten werden müssen, um für die Einheitlichkeit der
Anleitungen zu sorgen.
3.5.2 Unterstützung bei der Bedienung
Auch das zweite Konzept zielt auf die Situation ab, dass der Endanwender Probleme mit
der Nutzung einer Komponente hat. Ziel des Konzeptes ist die schnelle und verständliche
Erläuterung der Interaktionsmöglichkeiten. Nach [Rec07] ist neben der Klassifikation wann
geholfen werden soll, insbesondere auch die Modalität, wie die Assistance angeboten wird, von
Bedeutung. Studien wie in [May02] belegen, dass multimodale Erläuterungen effektiver als mo-
nomodale aufgenommen werden, da Menschen gleichzeitig visuelle und akustische Informationen
wahrnehmen. Letztere können heute aus formalen Beschreibungen, wie etwa aus Ontologien,
generiert und akustisch wiedergegeben werden [Bau11, Mat12]. Nach dem Prinzip „ein Bild sagt
mehr als tausend Worte“ ist ebenso die Nutzung von Bildern sehr hilfreich, um einzelne Schritte
der Bedienung zu verdeutlichen [May90]. Dies gilt insbesondere auch für Comics [McC93]. So
haben bspw. Usability Studien von Oracle gezeigt, dass Comics sehr gut geeignet sind, um
technische Funktionen zu schulen [Web12].
Doch letztlich wurde im Rahmen dieser Arbeit auf die akustische und damit die multimodale
Ausgabe aus folgendem Grund verzichtet. Die Synthese von menschlicher Sprache ist zwar schon
ein gereiftes Forschungsgebiet [Dut97], jedoch liegt die Evaluation von passenden Methoden und
Techniken für den gegebenen Anwendungsfall nicht im Kernbereich der Arbeit. Insbesondere
bedingt es Konzepte, um die schrittweise visuelle Darstellung an die generierte akustische
Ausgabe zeitlich anzugleichen, wie man es u. a. aus Animationsfilmen kennt [Sch11].
Ist dem Benutzer unklar, wie er mit einer Komponente interagieren kann, existieren zwei
unterschiedliche Gründe: 1) Er weiß nicht, welche Aktionen von der Komponente angeboten
werden und/oder 2) er weiß nicht, mit welchen Elementen er arbeiten kann und welche Aktionen
sie auslösen. Zur Lösung der Probleme wird ein Hilfe-Modus vorgeschlagen, der pro Komponente
aktiviert werden kann. Dieser wird durch die Plattform angeboten, die alle hierfür notwendigen
Informationen aus der Komponentenbeschreibung extrahieren kann (Detailinformationen zur
Beschreibung und Extraktion werden in Abschnitt 5.3 eingeführt). Daraufhin wird, wie in
Abbildung 3.12 dargestellt, neben der Komponente ein Fenster angezeigt, worin alle ausführbaren
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Aktionen gelistet werden. Bewegt der Nutzer die Maus über ein Listenelement, so werden die
zugehörigen Bereiche in der Komponente hervorgehoben. Umgekehrt kann der Nutzer die Maus







Abbildung 3.12: Anzeige von Interaktionen bzw. interaktiven Elementen
Wählt der Nutzer eine Aktion aus, wird ein Overlay angezeigt, welches die Interaktion durch
eine Aneinanderreihung von Bildern, d. h. ein Comic, visualisiert (vgl. Abbildung 3.13). Dieses
besteht bei einer atomaren Operation, z. B. einen Klick auf ein Element oder dem Scrollen, aus
drei Bildern. Im ersten Bild wird das Interaktionselement in der Gesamtkomponente hervor-
gehoben und durch ein Zoom-in fokussiert. Existieren wie im beispielhaften Balkendiagramm
mehrere Elemente im Document Object Model (DOM), dann wird das erste gewählt. Im zweiten
Bild des Comics wird die auszuführende Operation möglichst kurz textuell beschrieben. Genutzt
werden die Konzepte aus der VISO, wobei auch hier zur Laufzeit auf die Sprache des Anwenders
Rücksicht genommen werden sollte. Im dritten und letzten Bild wird das Ergebnis der Interak-
tion dargestellt. Handelt es sich nicht um eine atomare, sondern eine sequentielle komposite
Operation, so werden für die Einzelinteraktionen das Start- und Endbild generiert und im Comic
aneinander gefügt. Wie die Auszeichnung im DOM und in der Komponentenbeschreibung
erfolgen muss und wie die Generierung der Bilder funktioniert, wird in Abschnitt 5.2 und 5.3
erläutert.
Abbildung 3.13: Anzeige eines dreistufigen Comics, welches die Interaktion und deren Ergebnis
visualisiert
3.5.3 Erläuterung der Koordination
Wie einführend erläutert, können Endanwender auch Verständnisprobleme hinsichtlich der
Gesamtkomposition haben, die sich auf die Verdrahtung und damit den Nachrichtenaustausch
der Komponenten zurückführen lassen. So kann es passieren, dass Interaktionen mit einer
Komponente Änderungen in anderen hervorrufen, jedoch der Grund nicht klar ersichtlich
ist. Diese Situation tritt besonders dann auf, wenn der Endnutzer eine bestehende InfoVis-
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Anwendung lädt, die er eventuell auch nicht selbst erstellt hat. Um diesem Problem beizukommen,
wurde ein Konzept aufgestellt, das die Inter-Komponenten-Kommunikation sichtbar macht und






Abbildung 3.14: Visualisierung der Inter-Komponenten-Kommunikation
Die Erläuterung der Koordination erfolgt in einem separaten Hilfemodus, der wie bei der
Bedienungshilfe durch die Plattform pro Komponenten bereitgestellt wird. Existieren Kommu-
nikationsbeziehungen von oder zum gewählten Widget, werden diese, wie in Abbildung 3.14
gezeigt, über Pfeile samt eines Fragezeichens repräsentiert. Es wird darauf verzichtet, Kanäle
anzuzeigen, die nicht direkt mit der gewählte Komponente im Zusammenhang stehen, um die
Übersichtlichkeit zu wahren. Neben dieser statischen Variante können die Verknüpfungen auch
außerhalb des Hilfemodus kurzzeitig dynamisch eingeblendet werden, wenn eine Nachricht über
einen Kanal geschickt wird. Aus Gründen der Übersichtlichkeit und aufgrund einer kleinen
Nutzerstudie (vgl. Abschnitt 6.5.4) wird die statische Version bevorzugt.
Klickt der Anwender auf einen Pfeil bzw. das zugehörige Fragezeichen, so wird ihm die
Funktionsweise der Verbindung erläutert. Im Hinblick auf eine hohe Erwartungskonformität
wird hierzu ebenfalls ein Comic genutzt. Es besteht jedoch nur aus zwei Bildern, wobei das erste
das auslösende Element der sendenden Komponente fokussiert. Dies ist mit der auszuführenden
Aktion unterschrieben. Das zweite Bild hebt die Veränderung in der Zielkomponente hervor
und beschreibt, was passiert.
3.5.4 Erklärung von unbekannten Konzepten
Das dritte Verständnisproblem des Endanwenders existiert hinsichtlich der genutzten Daten. So
hat er bspw. das Datenattribut „GDP“ gewählt, bei dem er grob weiß, was hinter der Abkürzung
steht. Wie das Bruttoinlandsprodukt errechnet wird oder wie es zu anderen Größen wie dem
Human Development Index (HDI) steht, wissen jedoch die wenigsten Nutzer. Doch gerade solches
Kontextwissen hilft oft, um Daten besser interpretieren zu können. Glücklicherweise existieren
heute bspw. mit Wikipedia bzw. den Informationen der LOD-Cloud (vgl. Abschnitt 2.1.6) viele
frei zugängliche Wissensbasen, die das notwendige Kontextwissen beinhalten.
Die konzeptionelle Idee ist daher, die semantischen Datenquellen zur Laufzeit zu nutzen,
um deren Informationen zu integrieren bzw. zu verknüpfen. Problematisch ist hierbei, dass
der Entwickler nicht weiß, welche Art von Daten später durch deren Komponenten präsentiert
werden. Ein direktes Verlinken zur Designzeit ist demnach kaum möglich. Aus diesem Grund
müssen die Entwickler mit vordefinierten Selektoren ausgezeichnete Platzhalter im Markup
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Abbildung 3.15: Erläuterung von Begriffen mit Informationen aus der LOD-Cloud
einer Komponente einfügen, in denen zur Laufzeit bspw. die Legende automatisiert eingefügt
wird. Nach der abgeschlossenen Integration wird der eingefügte Text durch das User Assistance
Module ausgelesen und nach zugehörigen Konzepten in der LOD-Cloud gesucht. Basis hierzu
sind die bereits in der Analyse identifizierten Konzepte in den generischen Vokabularen (vgl.
Abschnitt 3.1.3). Existieren eindeutige Treffer, wird zunächst eine Kurzbeschreibung wenn
möglich in der Nutzersprache ausgelesen. Wie Abbildung 3.15 zeigt, werden anschließend für
alle gefundenen Konzepte Fragezeichen an den Stellen der Auszeichnung in die Komponente
eingefügt. Durch einen Klick wird die gewohnte Randspalte geöffnet, worin der Name, die
Kurzbeschreibung sowie der Link zur Informationsquelle angezeigt werden. Wurden mehrere
Treffer für einen Begriff gefunden, kann der Nutzer zwischen diesen wählen und sich dann die
Details ansehen. Insgesamt kann der Endanwender durch diese Hilfe effektiv Informationen
zu verschiedenen Konzepten nachlesen und besser verstehen, ohne extern zu suchen und
Medienbrüche in Kauf nehmen zu müssen.
3.5.5 Interpretationsunterstützung durch Kommentare





Abbildung 3.16: Beispiele für die unterschiedlichen Arten von Annotationen
Die Untersuchung des Standes der Forschung und Technik zeigte, dass kaum ein ausgereiftes
InfoVis-Werkzeug die Interpretation der Daten und deren Darstellung unterstützt (vgl. Ab-
schnitt 2.4). Gründe sind bspw., dass die Tools keinen Zugang zur Semantik der Daten, den
Visualisierungstechniken oder dem aktuellen Kontext des Nutzers, seiner Aufgabe und des
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Endgerätes haben. Eine speziell auf die Thematik ausgeweitete Recherche zeigte jedoch, dass
besonders Annotations- und Kommentarsysteme, die eine asynchrone Kollaboration [Ise11]
von Nutzern ermöglichen, für die Interpretation sehr zuträglich sind. Beispiele sind die auf
Endanwender fokussierten Tools sense.us [Hee07] und ManyEyes [Vie07] sowie der auf Domänen-
experten zugeschnittene Prototyp für ein BI-System aus [Eli12]. Mit diesen können Datenpunkte
oder Bereiche markiert und annotiert werden, um den anderen Nutzern Hinweise zu geben oder
ihnen Fragen zu stellen [Hee07]. Da durch die Arbeiten die Nützlichkeit dieser Assistenzfunktion
gezeigt wurden, wird nachfolgend ein Konzept für die Integration eines Kommentarsystems in
eine komposite RIA zur InfoVis vorgestellt.
Wie auch bei den anderen Assistenzfunktionen ist hier die wesentliche Herausforderung,
dass Black-Box-Komponenten die konzeptionelle Grundlage bilden. Unter Verwendung deren
Schnittstelle muss die Kommentarfunktion durch die Laufzeitumgebung auf die Komponenten
„aufgesetzt“ werden. Im Gegensatz zu den Konzepten aus [Hee07] und [Vie07] ist es Ziel, wenn
möglich die Kommentare direkt an die Daten und nicht die Visualisierung zu annotieren. Vorbild
hierfür ist [Eli12]. Dies hat den großen Vorteil, dass die Anmerkungen der Nutzer mit anderen
Komponenten wiederverwendet werden können. In Abbildung 3.16 werden die insgesamt drei
unterschiedlichen Klassen von Kommentaren bzw. Annotationen verdeutlicht, die durch das
Konzept unterstützt werden.
datenbezogene Annotation eines Bereiches Der Anwender besitzt die Möglichkeit, einen Bereich
in einer Komponente zu markieren. Wie Abbildung 3.16 zeigt, kann ein Bereich leer 1
oder mit einer Menge von Datenpunkten 3 unterlegt sein. Um den Datenbezug in einen
Bereich herstellen zu können, muss eine Komponente drei Voraussetzungen erfüllen:
1. Die InfoVis-Komponente muss mindestens eine Datenvariable mittels der visuellen
Eigenschaften Position, Höhe oder Breite abbilden, damit eine Transformation
zwischen kartesischen Koordinaten und den zugrundeliegenden Daten durchgeführt
werden kann.
2. Aufgrund des Black-Box-Charakters einer Komponente kann keine Annahme über
die verwendete Skala bei der Visualisierung der Daten getroffen werden. Aus diesem
Grund muss die Komponente Methoden bereitstellen, mit der kartesische Koordinaten
in der Darstellung in Daten und umgekehrt überführt werden können.
3. Es können nur die Daten kommentiert werden, die „roh“ über das gemeinsame Daten-
Backend durch alle Komponenten abgefragt werden können. Die Daten dürfen weder
durch die Komponente noch durch das Backend transformiert werden. Letzteres
kann durch die Laufzeitumgebung ausgeschlossen werden, da dieser bekannt ist, ob
durch den Nutzer im WFB eine Aggregationsfunktion gewählt wurde.
Wird mindestens eine Anforderung verletzt, kann die datenbezogene Annotation eines
Bereiches nicht angeboten werden. Um einen Bereichskommentar zu speichern, müssen im
Backend neben Metadaten, die für alle Arten von Kommentaren gleich sind (Datensatz,
Verfasser, URIs der visualisierten Konzepte samt der Datatype Propertys, . . . ), die von
der Komponente gelieferten Grenzwerte für die jeweilige Property gespeichert werden. Ist
die SoM der Datenvariable nominal, d. h. es existiert keine inhärente Ordnung, muss eine
Menge von gültigen Werten angegeben werden.
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datenbezogene Annotation eines Punktes Auch bei der Annotation eines Punktes wird voraus-
gesetzt, dass die originalen Daten in einer Komponente vorliegen. Es wird jedoch darauf
verzichtet, dass der Komponentenentwickler zwei Methoden zur Datentransformation
bereitstellen muss. Es besteht lediglich die Pflicht, die einzelnen Datenpunkte im DOM
mit den Informationen semantisch zu annotieren, die ohnehin für das Rendering genutzt
werden. Dies sind jeweils Triple mit den URIs der Instanz, der Datatype Property sowie
das Literal mit dem aktuellen Wert. Für die Auszeichnung wird die Nutzung von RDFa
[Her13] vorgeschlagen, da dieser Standard speziell für die Annotation von semantischen
Informationen im HTML-Markup definiert wurde. Das Hilfesystem kann diese Daten
auslesen, dem Anwender zur Markierung anbieten und schließlich zur Speicherung nutzen.
ortsbezogene Annotation Ähnlich wie in [Hee07] oder [Vie07] können auch Annotationen ohne
direkte Relation zu den Daten, sondern nur in Verbindung mit einer integrierten Kompo-
nente gespeichert werden. Die Nutzung dieser Art der Kommentierung kann zwei Gründe
haben: Entweder die Komponente verletzt die oben definierten Anforderungen für den
Datenbezug oder es werden Annotationen, wie etwa Text (vgl. Abbildung 3.16-2), erstellt,
die nicht direkt einem Datum zugeordnet werden können. Für die Speicherung der ortsbe-
zogenen Markierungen muss die Komponente die Voraussetzung des Memento-Patterns
[Gam94] erfüllen: Sie muss über die Schnittstelle alle zustandsgebenden Eigenschaften –
Propertys im Rahmen der Konzepte von CRUISe – bereitstellen und Änderungen zulassen,
so dass ein ursprünglicher Zustand wiederhergestellt werden kann. Wichtige Eigenschaften
sind u. a. die Dimensionen, die dargestellten Daten oder das Zoomlevel. Bei der Speiche-
rung einer ortbezogenen Annotation wird neben dem Memento noch die Art des Elements,
welches nach [Hee07] bestenfalls ein Pfeil, Text oder Rechteck ist, und dessen relative
Position abgelegt.
Nachdem die drei Klassen von Annotationen eingeführt wurden, werden nachstehend die
wesentlichen Features des Kommentarsystems skizziert.
Kommentare erstellen Die Basisfunktion ist die Erstellung textueller Kommentare. Hierbei
können existierende Kommentare referenziert werden, um wie in [Hee07] eine Diskussion
etablieren zu können. Aber es ist auch möglich, externe Quellen mittels einer URI
einzufügen. Dies erlaubt bspw. bei der Begründung einer Tatsache zusätzliche Materialien
zu integrieren, die nicht Bestandteil des Datensatzes sind. Eine weitere Semantik-getriebene
Unterstützung beim Schreiben erfährt der Nutzer durch eine Autocomplete-Funktion.
Zusätzlich zu den in der Komponente genutzten Instanzdaten, deren zugehörige Konzepte
und Propertys wird, wie u. a. in [Gar11], mit der VISO eine Ontologie als Datengrundlage
für dieses Feature herangezogen. Durch die Anwendung eines einheitlichen Vokabulars in
den Kommentaren wird vor allem das Verständnis der Leser gefördert.
Nach [Hee07, Eli12] wird der Wert eines Kommentars durch Annotationen, wie etwa Pfeile,
deutlich gesteigert. Demzufolge kann der Nutzer je nach Erfüllung der Voraussetzungen
der integrierten Komponente (siehe oben), unterschiedliche Arten von Annotationen zur
Erklärung seines Kommentars in die Komponente einfügen.
Kommentare anzeigen und lesen Erstellte Kommentare werden in dem bekannten Randfenster
neben der Komponente in einer Liste dargestellt. Sind Annotationen vorhanden, werden
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diese die InfoVis überlagernd angezeigt. Existieren besonders bei datenbezogenen Anno-
tationen Überschneidungen, werden sie zusammengefasst und deren kumulierte Anzahl
präsentiert. Wählt der Anwender eine oder mehrere Annotationen in der Komponente
aus, wird dadurch die Liste der Kommentare gefiltert.
Kommentare verwalten Neben dem Erstellen und Lesen vom Kommentaren ist es essentiell,
dass diese auch verwaltet werden können. Hierzu gehört das Editieren und Löschen. Beides
ist nötig, um u. a. Tipp- oder inhaltliche Fehler zu verbessern oder auch diffamierende
Kommentare zu entfernen. Um die Nachvollziehbarkeit zu gewährleisten, wird jedoch eine
Historie gepflegt, die ggf. genutzt werden kann, um Verständnislücken zu schließen.
Kommentare bewerten Aus Studien wie [Sie10, Che11] und auch aus der Nutzung von Question-
and-Answer-Systemen wie Stack Overflow12 wird deutlich, dass Kommentare unterschied-
lich wertvoll für eine Diskussion sind. Daher wird dem Nutzer auch in diesem Konzept
die Möglichkeit gegeben, Kommentare zu bewerten. Auch wenn unterschiedliche Skalen
denkbar sind, wird eine zweiwertige Skala der Form „Like/Dislike“ vorgeschlagen. Sie ist
durch verbreitete, auf den Endnutzer ausgerichtete Webplattformen, wie YouTube.com,
zur Bewertung von Kommentaren bekannt, ist einfach zu verstehen und hält den Nutzer
nicht durch eine zu hohe Komplexität von der Bewertung ab. Auch wurde ihre Effektivität
bspw. in [Del03] untermauert. Die Gesamtbeurteilung von Kommentaren kann neben dem
Zeitpunkt der Erstellung als Basis für deren Sortierung angewandt werden.
3.5.6 Zusammenfassung und Anforderungen
Im zurückliegenden Abschnitt wurden fünf Teilkonzepte zur User Assistance vorgestellt, um
dem Anwender bei der Bedienung und Interpretation seiner kompositen InfoVis zu helfen.
Ausgangsbasis hierzu ist die Klassifikation der Hilfesituationen in drei Teilbereiche: Verständnis-
probleme hinsichtlich der InfoVis-Komponente, der Komposition oder der Daten. Für Ersteres
wird eine kurze, textuelle Erläuterung der Visualisierung sowie die Darstellung und Beschreibung
der vorhandenen interaktiven Funktionen anhand von Comics vorgeschlagen. Da Probleme
hinsichtlich der Komposition vor allem aus der fehlenden Sichtbarkeit der Kommunikations-
kanäle hervorgehen, kann der Nutzer sich diese und deren Wirkung je Komponente anzeigen
lassen. Letztlich werden zwei Konzepte präsentiert, um das Nutzerverständnis bzgl. der Daten
zu verbessern. Einerseits werden externe Informationen aus der LOD-Cloud zu Erläuterung
von Konzepten integriert, andererseits wird Community-Wissen durch ein Kommentar- und
Annotationssystem gesammelt und angeboten.
Insgesamt konnten fünf verschiedene Konzepten für die drei unterschiedlichen Hilfesituationen
entworfen werden, so dass Anforderung P8 adressiert wird. Durch das Gesamtkonzept bietet sich
dem Endnutzer die Chance, die Visualisierung besser zu verstehen, sie effektiver zu nutzen und
ggf. die komposite InfoVis zu adaptieren. Gleichzeitig wird auch der Komponentenentwickler
entlastet, da er für seine Komponente keine eigene Hilfe entwickeln muss, sondern viele der
Aufgaben von der Plattform übernommen werden. Er muss lediglich Konventionen einhalten,
12 http://stackoverflow.com/
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wenige neue Methoden anbieten und insbesondere das gemeinsame, semantische Visualisierungs-
vokabular zur Auszeichnung der Komponenten anwenden. Neben den einheitlichen UI- und
Interaktionsmetaphern für alle Hilfefunktionen ist gerade die Nutzung des VISO-Vokabulars
ein großer Gewinn, da der Entwickler sich nicht über die richtige Bezeichnung und Erläuterung
von Konzepten Gedanken machen muss und auch die Komponenten für den Nutzer konsistent
beschrieben sind. Insgesamt ergeben sich aus den Konzepten folgende Anforderungen an die
VISO und die zu konzipierende Architektur.
VISO Um die eingeführten Assistenzfunktionen realisieren zu können, muss die Ontologie eine
Bandbreite von existierenden graphischen Repräsentationen formal aber auch menschen-
lesbar beschreiben. Neben dem Namen muss mindestens eine Kurzbeschreibung existieren.
Für die Erklärungen zur Bedienung von Komponenten und der Kommunikationskanäle
sind generische, teils visualisierungsspezifische Aktionen, wie z. B. Drill-Down oder Zoom,
und auch zumeist geräteabhängige Operationen, wie Mouse-Click oder Swipe-Gesture, zu
formalisieren, die für die Generierung der Comics eingesetzt werden.
Architektur Die Erweiterung der Softwarearchitektur aus CRUISe um die Funktionen der User
Assistance betrifft nahezu alle Teilkonzepte. So muss das Modell einer Visualisierungskom-
ponente für die datenbezogenen Kommentare Transformationsfunktionen anbieten. Diese
und die Operationen zur Erläuterung der Bedienung müssen in der SMCDL beschrieben
werden. Weiterhin muss im Backend die Generierung der Bilder für die Comics sowie die
Speicherung der Kommentare gewährleistet sein. Letztlich muss die Laufzeitumgebung
die Funktionen aller fünf Teilkonzepte, wie etwa das Abrufen der Informationen aus der
LOD-Cloud, anbieten.
3.6 Gewinnung und Wiederverwendung von Visualisierungswissen
Kann der Endnutzer durch die Konzepte aus dem vorherigen Abschnitt die Informationen der
InfoVis besser internalisieren (vgl. Abschnitt 2.3.2) und daraus Schlüsse ziehen, so bleibt dieses
neu geschaffen Wissen in ihm verborgen. Neben dem inhaltlichen Wissen, das aus den Daten
hervorgeht, behält der Nutzer insbesondere für sich, ob die Kombination aus gewählten Daten
und der Komponente letztlich gut oder schlecht gewählt war. Doch genau diese Information
ist für nachfolgende Visualisierungsprozesse von Bedeutung, da so die Qualität der Vorschläge
für Abbildungsregeln verbessert werden könnte. Basierend auf dem u. a. im Gebiet der KAV
geprägten Begriff der Externalisierung, wurde diese Notwendigkeit bereits in Anforderung P9
formuliert. Sie wird durch die in den beiden folgenden Abschnitten definierten Teilkonzepte mit
Leben gefüllt, indem erläutert wird, wie das Wissen externalisiert und genutzt werden kann.
Die Ausführungen basieren auf der betreuten Diplomarbeit von Franke [Fra11]. Ein solcher
zweiteiliger Prozess für die Bestimmung von interessanten Daten wurde bereits in Abschnitt 3.2.1
skizziert, da er einen geringeren Umfang besitzt und in diesem besser einzuordnen ist.
3.6.1 Wissensgewinnung
Der Prozess der Externalisierung kann grundsätzlich in die Beschaffung von explizitem und
implizitem Wissen unterteilt werden. Ersteres ist deutlich wichtiger, da der Endanwender
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gewillt ist, sein Wissen zu teilen und dies bewusst passiert. Bei der Erfassung von implizitem
bzw. „stillem“ Wissen werden hingegen durch das System automatisch Nutzerinteraktionen
erfasst und diese interpretiert [Ala01, Day05]. Dies führt zu einer nicht zu vernachlässigenden
Unsicherheit, die in der Konzeption zu beachten ist. Ein Beispiel hierfür ist, dass das Verweilen
auf einem „Item“ von großem Interesse zeugen kann, aber der Nutzer sich eventuell auch vom
Endgeräte entfernt hat [Sch07].
In den bisher vorgestellten Prozessschritten kommt das formale Visualisierungswissen der
VISO zum Einsatz. Dieses ist a priori bekannt und wird insbesondere durch Experten formalisiert.
Einmal definiert, kann dieses hauptsächlich strukturelle Wissen zwar über die Zeit angepasst
und erweitert werden, ist jedoch relativ statisch, da deren Anpassungen weitreichende Folgen für
alle Nutzer der VISO nach sich ziehen kann. Doch wie bereits in Abschnitt 3.3.2 erläutert wurde,
muss die VISO auch Faktenwissen beinhalten, um die Effizienz von Visualisierungstechniken
für gewählte Daten – und damit die identifizierten Abbildungsregeln – bewerten zu können.
Wie in Kapitel 4 im Detail ausgeführt wird, basiert das Faktenwissen auf den definierten
Konzepten und Relationen, kann jedoch problemlos über die Zeit weiterentwickelt werden.
Genauso verhält es sich bei der Externalisierung von explizitem Nutzerwissen zur Daten-
Komponenten-Passgenauigkeit.
Um Letztere explizit zu beurteilen, wird wie bereits bei der Bewertung von Kommentaren
in Abschnitt 3.5.5, eine binäre Skala der Form Like und Dislike eingesetzt, welche nach der
Komponentenintegration angeboten wird. Auch hier steht die Einfachheit und die intuitive Be-
nutzung im Vordergrund. Zwar könnte man mehrere Charakteristiken der Passgenauigkeit, z. B.
Aufgabenangemessenheit, visuelle Eignung oder die allgemeine Usability, getrennt voneinander
werten, doch für Endanwender ist die Differenzierung aufgrund des fehlenden Wissens nicht
trivial. Die Komplexität ist eher abschreckend, so dass weniger Bewertungen zu erwarten sind.
Wie Abbildung 3.17 verdeutlicht, besteht eine Bewertung aus vier Teilen. Der erste Teil ist die
numerische Bewertung (0,1) des Nutzers 2 . Die Referenz auf den Anwender für dessen eindeutige
Zuordnung ist der zweite Bestandteil 3 . Weiterhin wird auf ein generisches Datenschema 1
verwiesen, das während des Matchings (vgl. Abschnitt 3.3.2) aus den vom Nutzer gewählten
Datenstrukturen abgeleitet wird. Durch die Abstraktion wird erreicht, dass die Bewertungen
unabhängig von einem konkreten Datensatz sind und so breiter wiederverwendet werden können.
Es beinhaltet keine bestimmten Konzepte, Relationen oder Datenvariablen, sondern nur deren
Abstraktion sowie die zugehörigen Auszeichnungen aus der VISO. Eine Generalisierung des
Beispiels aus Abbildung 3.8 basierend auf OWL wird rechts in Abbildung 3.17 dargestellt. Den













:Datatype Property Mandatory | Quantitative | ...
Mandatory | Nominal | ...
Optional | Quantitative | ...
EXAMPLE DATA SCHEMA1 2
3
4
Abbildung 3.17: Konzeptioneller Überblick zur Speicherung der expliziten Bewertung und
beispielhaftes, generisches Datenschema
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Aufgrund der Unsicherheit der impliziten Bewertung wird diese nicht mit den expliziten
vermengt, sondern separat gespeichert. Weiterhin sind die interpretierten Interaktionen eher
als Tendenz für das Gefallen einer Komponente anzusehen, d. h. ob der Nutzer ein Widget
„eher mag“ (0.75) oder „eher nicht“ (0.25). Zur Vereinfachung wird daher darauf verzichtet, das
generische Datenschema mit zu persistieren. Zur Klassifikation von impliziten Bewertungen
unterscheidet u. a. Nichols [Nic98] eine Reihe von Aktionen, von denen die drei folgenden
relevant für das Szenario dieser Dissertation sind.
Repeated Use Es wird aufgezeichnet, wie oft ein Anwender eine Komponente in einem bestimm-
ten Zeitraum, bspw. einer Session, auswählt und integriert. Findet sie immer wieder
Anwendung, kann dies dafür sprechen, dass der Nutzer mit der Komponente gut zurecht-
kommt und sie gern verwendet. In diesem Fall wird eine Bewertung von 0.75 gespeichert.
Glimpse Wählt der Nutzer hingegen eine Komponente im WFB aus und entfernt sie nach
kurzer Zeit bzw. ohne jegliche Interaktion mit ihr wieder aus der Anwendung, so deutet
dies auf Missfallen hin. Es wird ein Rating von 0.25 im System abgelegt.
Related Rate Bewertet der Anwender explizit eine Daten-Komponenten-Kombination, so ge-
wichtet er auch implizit die Komponente. Diese implizite Wertung kann dann von Vorteil
sein, wenn er später andere Daten mit den ebenso passenden Komponenten visualisieren
möchte, es jedoch keine explizite Bewertung existiert. Aus diesem Grund wird für eine
explizite, positive Beurteilung auch eine implizite Wertung von 0.75 gespeichert. Gleiches
gilt für negative Wertungen, für die je ein implizites Rating von 0.25 abgelegt wird.
3.6.2 Wissensnutzung
Nachdem aufgezeigt wurde, welche Arten von Bewertungen und damit Wissen über die Eignung
von Komponenten – teils in Kombination mit den visualisierten Daten – gesammelt wird,
wird in diesem Abschnitt erläutert, wie dieses Wissen in den Semantik-gestützten InfoVis-
Prozess zurückfließt. Wie in Abschnitt 3.3.2 vorgestellt, ist der Ansatzpunkt das Ranking von
Abbildungsregeln, in dem das User-based Rating (ru) eingebunden wird. Die genaue Berechnung
von ru ist abhängig von den Bewertungen, die bis zum Zeitpunkt der Sortierung gesammelt
wurden. Da sie für den Nutzer unterschiedlich genau sind, werden sie in der nachstehenden
Reihenfolge überprüft.
direkte Nutzerwertung der Kombination In einem ersten Schritt wird für das identifizierte Map-
ping untersucht, ob der Nutzer die Kombination aus abstrakten Daten und Komponente
bereits bewertet hat. Ist dies der Fall, wird dementsprechend 0 oder 1 zurückgegeben.
indirekte Nutzerwertung der Kombination Liegt für die Abbildungsregel noch keine Beurteilung
des aktuellen Nutzers jedoch von anderen Anwendern vor, kann das Rating mittels CF
[Ric11] berechnet werden. Auf die Auswahl eines konkreten Ansatzes wird nachfolgend
näher eingegangen.
implizite Bewertung der Komponente Existieren keine oder zu wenige Bewertungen anderer
Anwender (Kaltstartproblem), wird als dritte Option geklärt, ob implizite Wertungen
des Nutzers für die in der Abbildungsregel verwendete Komponente vorliegen. Ist dies
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der Fall, sind die Werte zu mitteln, wofür das verbreitete, auch im Ranking angewandte
arithmetische Mittel vorgeschlagen wird. Hierbei würde sich ein Wert in [0.25, 0.75]
ergeben.
Konnte keine Bewertung für eine Abbildungsregel identifiziert werden, so wird ru für das
Ranking nicht berücksichtigt. Der Wert 0 kann nicht genutzt werden, da dessen Semantik
bereits mit einer negativen Wertung belegt ist.
Nach [Des11] können Konzepte zum CF grundsätzlich in die neighborhood- und model-based
Methode unterschieden werden. Erstere nutzen die Ratings direkt zur Vorhersage wohingegen
Letztere mit den Bewertungen zunächst ein Vorhersagemodell aufbauen, auf dessen Basis dann
die eigentliche Empfehlung errechnet wird. Da die neighborhood-based Methode im Gegensatz
zum model-based Verfahren einfach und effizient umgesetzt werden kann, wurde sich für diese
entschieden. Dies ist vor allem darin begründet, dass die initiale Trainingsphase entfällt und
auch beim Hinzufügen neuer Nutzer oder Komponenten kein erneutes Training notwendig ist.
Doch auch in diesem Teilgebiet kann zwischen zwei Arten, dem user-based und item-based CF,
differenziert werden. Um eine Entscheidung treffen zu können, bieten sich die fünf Kriterien zur
Evaluation aus [Des11] an, die nachfolgend kurz für diese Dissertation bewertet werden.
Accuracy Die Genauigkeit hängt insbesondere vom Verhältnis von Nutzer zu Items ab. Im
Rahmen des Szenarios der Dissertation ist davon auszugehen, dass deutlich mehr Nutzer
das System nutzen als InfoVis-Komponenten zur Verwendung bereitstehen. In diesem Fall
wäre die user-based Methode vorzuziehen.
Efficiency Auch die Effizienz ist an das Nutzer-Item-Verhältnis gebunden, doch im Kontrast
zur Genauigkeit nimmt die Effizienz ab, je mehr Nutzer existieren. Demzufolge ist die
Effizienz bei der Nutzung des item-based Ansatzes größer, wenn viele Nutzer das System
nutzen.
Stability Da zum aktuellen Zeitpunkt keine Annahme getroffen werden kann, wie oft Nutzer
ihre Wertung anpassen, kann die Stabilität nicht bewertet werden.
Justifiability Im item-based Konzept kann dem Anwender leichter eine Empfehlung begründet
werden, indem Wertungen ähnlicher Items angezeigt werden. Dies ist dann interessant,
wenn die anderen Berechnungen für die Sortierung der Mappings (vgl. Formel 3.11) nicht
berechnet werden können.
Serendipidy Durch die Verwendung der item-based Methode kann es zu einem „Login-Effekt“
für den Anwender kommen. Dieses Problem spielt im Szenario der Arbeit jedoch nur
eine untergeordnet Rolle, da die Empfehlung von passenden Komponenten von mehreren
Faktoren, wie etwa den Ausgangsdaten oder dem annotierten Domänenwissen, abhängt.
Die Bewertung zeigt, dass kein klarer Favorit hinsichtlich einer Methode existiert und
konzeptionell beide gut anwendbar sind.
3.6.3 Zusammenfassung und Anforderungen
In Abschnitt 3.6 wurden ein zweiteiliges Konzept zur Externalisierung und Wiederverwendung
von im InfoVis-Prozess geschaffenem Wissen aufgestellt. Letzteres bezieht sich nicht auf den
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internalisierten Inhalt, sondern auf die Eignung von Daten-Komponenten-Kombinationen. Zur
Wissensgewinnung wird vor allem auf die explizite Bewertung der Endnutzer mittels einer
binären Skala gesetzt. Weiterhin werden implizite Ratings aus Interaktionen abgeleitet. Da
diese jedoch von einer hohen Unsicherheit geprägt sind, werden diese gesondert gespeichert.
Die Wiederverwendung des externalisierten Wissens erfolgt, wie bereits in Abschnitt 3.3.2
eingeführt, beim Ranking der Mappings. Hat der Nutzer für eine Abbildungsregel noch keine
explizite Bewertung abgeben, so wird versucht, diese durch CF oder aus den impliziten Ratings
zu errechnen.
Durch die geschaffenen Konzepte wird eine Möglichkeit aufgezeigt, Wissen des InfoVis-
Prozesses in diesen zurückzuführen (Anforderung P9 ). Für ein laufendes, breit genutztes
InfoVis-System wird es somit ohne Beteiligung von Experten möglich, Fakten dazuzulernen
und so bessere Komponentenvorschläge zu machen. Zwar wurde ein solcher „Wissensfluss“
bereits im Gebiet der KAV skizziert (vgl. Abschnitt 2.3.2), jedoch noch nicht mit detaillierten
Konzepten untermauert. Für die VISO und die Architektur ergeben sich folgende zusätzliche
Anforderungen.
VISO Bei der Konzeption der VISO ist darauf zu achten, dass die Speicherung expliziter und
impliziter Bewertung, wie in Abbildung 3.17 skizziert, ermöglicht wird.
Architektur Die Laufzeitumgebung muss Funktionen bereitstellen, um dem Nutzer das explizite
Bewerten von integrierten Komponenten zu ermöglichen. Auch sind die in Abschnitt 3.6.1
definierten Aktionen zur Sammlung von implizitem Wissen zu berücksichtigen. Basierend
auf den VISO-Konzepten, muss im Backend das gesammelte Wissen gespeichert werden.
Ebenso ist hier das CF zu integrieren.
3.7 Zusammenfassung und Diskussion
In diesem Kapitel wurde mit dem mehrstufigen, Semantik-gestützten InfoVis-Prozess das zen-
trale Konzept der Dissertation vorgestellt. Aufgrund geeigneter UI- und Interaktionsparadigmen
sowie von Automatismen, die in verschiedenster Art und Weise eine gemeinsame, formale
Wissensbasis nutzen, wird es für den Endanwender möglich, die drei essentiellen Barrieren
des InfoVis-Prozesses – Datenauswahl, Erstellung von Abbildungsregeln und Interpretation
der Visualisierung – zu überwinden. Unter Bezugnahme auf die in Abschnitt 2.2 definier-
ten Anforderungen werden in den nachfolgenden Punkten die Alleinstellungsmerkmale und
wissenschaftlichen Beiträge der geschaffenen Lösungen zusammengefasst.
Transformation und Auszeichnung der Daten In Abschnitt 3.1 wurde eine mehrstufige, semi-
automatische Pipeline zur Transformation und Annotation semantischer Daten vorgestellt
und damit eine Lösung für die Anforderungen P1 und P2 erarbeitet. Hauptaugenmerk
lag auf der Datenanalyse, um in folgenden Prozessschritten die notwendigen Metainforma-
tionen zur Verfügung stellen zu können. Das Konzept ermöglicht es, dass Datensätze aus
unterschiedlichen Quellen und in verschiedenen Formate nahezu automatisch in ein Ziel-
format transformiert, dabei analysiert und annotiert werden können. Das Eingreifen des
Datenanbieters ist nur notwendig, um die Ergebnisse zu beurteilen und ggf. an Spezifika
des Datensatzes anzupassen, wenn die Annotationen nicht den Vorstellungen entsprechen.
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Endnutzer-gerechte Filterung der Daten Aufbauend auf den identifizierten, annotierten Meta-
informationen sowie auch auf Basis von gesammelten Informationen zum Nutzerverhalten
wurden in Abschnitt 3.2 Konzepte vorgestellt, die den Endanwender unterstützen, um
die Datenfilterung und -auswahl zu meistern. Hierzu wurden facettierte Filter definiert
sowie Zusatzinformationen und Empfehlungen berechnet, die teils allgemeingültig für den
Datensatz aber auch teilweise auf den Nutzer zugeschnitten sind. Sie alle sind wichtige
Grundlagen einer kompositen, auf Endanwender zugeschnittenen Benutzerschnittstelle,
die die Exploration im Datenraum, die Auswahl von Konzepten und damit insgesamt die
Datenfilterung (Anforderung P3 ) ermöglichen kann.
Kontextsensitive Auswahl von InfoVis-Komponenten In Abschnitt 3.3 wurden Konzepte vorge-
stellt, die dem Endanwender helfen, die zweite und höchste Hürde des Visualisierungs-
prozesses zu nehmen: Die Abbildung der gewählten Daten auf visuelle Strukturen und
Attribute. Hierzu wurde mit dem Konzept des WFB eine intelligente, für Endnutzer
einfach zu erschließende Benutzerschnittstelle vorgeschlagen. Diese nutzt die errechneten
Vorschläge eines Recommendation-Algorithmus, der die Semantik der Komponenten, der
Daten sowie Kontextinformationen ausnutzt (Anforderung P4 ). Mit den geschaffenen
Konzepten kann der Endnutzer iterativ seine teils unsicheren Suchkriterien definieren,
wobei er sofort Feedback über mögliche Visualisierungstechniken erhält (Anforderung P5 ).
Durch die Verwendung von Facetten sowie die automatische Berechnung von Abbildungs-
regeln von Daten auf Komponenten (Anforderung P6 ) wird seine kognitive Last und das
notwendige visualisierungsspezifische Vorwissen minimiert.
Integration und Konfiguration der kompositen InfoVis Für die automatische Integration der
vom Endnutzer selektierten Komponenten konnte mit wenigen Ausnahmen auf das existie-
rende Vorgehen der CRUISe-Plattform zurückgegriffen werden. So ist es für Endanwender
möglich, webbasierte InfoVis-Komponenten zu nutzen, ohne Programmierkenntnisse einset-
zen zu müssen (Anforderung A6 ). Das Hauptaugenmerk von Abschnitt 3.4 lag jedoch auf
der Klassifikation und Vorstellung von Adaptionstechniken für eine komposite InfoVis-RIA.
Neben der Wiederverwendung bereits existierender Techniken wurden auch neue Konzep-
te, wie z. B. für die Etablierung von Koordinationsmechnismen zwischen Komponenten,
definiert. Insgesamt machen die vorgestellten Ansätze die iterative, semiautomatische
Anpassung der Anwendung für den Endnutzer zur Laufzeit möglich (Anforderung P7 ).
Unterstützung bei der Nutzung der kompositen InfoVis In Abschnitt 3.5 wurden fünf Teilkon-
zepte zur User Assistance vorgestellt, um den Anwender bei der Bedienung und Interpre-
tation seiner kompositen InfoVis zu helfen (Anforderung P8 ). Insgesamt konnten mit den
Teilkonzepten Antworten auf die drei identifizierten Hilfesituationen gefunden werden.
Durch das Gesamtkonzept bietet sich dem Endnutzer die Chance, die Visualisierung
effektiver zu nutzen und zu verstehen. Gleichzeitig wird aber auch der Komponenten-
entwickler entlastet, da viele der Aufgaben von der Plattform übernommen werden. Er
muss vor allem Konventionen einhalten und insbesondere das gemeinsame, semantische
Visualisierungsvokabular zur Auszeichnung der Komponenten anwenden. Neben den ein-
heitlichen UI- und Interaktionsmetaphern für alle Hilfefunktionen ist gerade die Nutzung
des VISO-Vokabulars ein großer Gewinn für Nutzer und Entwickler. Letzterer muss sich
nicht über die richtige Bezeichnung und Erläuterung von Konzepten Gedanken machen,
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und für den Endanwender sind alle Komponenten konsistent beschrieben.
Wiederverwendung von Visualisierungswissen Letztlich wurde in Abschnitt 3.6 ein Konzept
zur Externalisierung und Wiederverwendung von im InfoVis-Prozess geschaffenem Wissen
aufgestellt (Anforderung P9 ). Unter Letzterem ist vor allem die Eignung von Daten-
Komponenten-Kombinationen zu verstehen. Zur Wissensgewinnung werden explizite
Bewertungen der Endnutzer mittels einer binären Skala sowie implizite, aus Interaktionen
abgeleitete Ratings eingesetzt. Die Wiederverwendung des externalisierten Wissens erfolgt
im in Abschnitt 3.3.2 eingeführten Ranking der Abbildungsregeln. Hat der Nutzer für eine
Abbildungsregel noch keine explizite Bewertung abgegeben, so wird versucht, diese durch
CF oder aus den impliziten Ratings zu errechnen. Für ein laufendes InfoVis-System wird
es somit ohne Beteiligung von Experten möglich, Fakten dazuzulernen und so bessere
Komponentenvorschläge zu machen.
An vielen Stellen des vorgestellten Prozesses wird deutlich, dass ein formales Wissensmodell
der InfoVis-Domäne notwendig ist,um die klaffende Wissenslücke zwischen InfoVis-Novizen und
Experten zu schließen. Dieses steht im Fokus des folgenden Kapitels.
4 Formalisierung von Visualisierungswissen als
Grundlage für InfoVis-Systeme
In diesem Kapitel wird die Konzeption einer Visualisierungsontologie, die vor allem den Anforde-
rungen des beschriebenen Semantik-gestützten InfoVis-Prozesses gerecht wird, präsentiert. Um
hierbei eine wissenschaftlich fundierte Verfahrensweise festzulegen, wird im ersten Abschnitt
ein Vorgehensmodell für die Entwicklung der VISO definiert. Aus diesem geht hervor, dass die
Basis für die Ontologie ein klarer Fokus (vgl. Abschnitt 4.2) sowie existierende Arbeiten zur
Strukturierung des Wissensgebiets der InfoVis-Domäne sein müssen (vgl. Abschnitt 4.3). Um
einen ganzheitlichen Überblick zur VISO in einem Kapitel zu erhalten, wird nach der Konzeption
(vgl. Abschnitt 4.4) auch deren bisherige Implementierung, Dokumentation, Veröffentlichung
und Evaluation in anderen Kontexten umrissen (vgl. Abschnitt 4.5 und 4.6).
Bei der Konzeption und Implementierung der VISO wurde teilweise mit Herrn Polowinski
[Pol13b] zusammengearbeitet, da er für seine wissenschaftlichen Arbeiten zur Entwicklung
einer Visualisierungssprache ebenfalls ein formales Visualisierungsvokabular benötigte (vgl.
Abschnitt 4.6). Die konstruktive Zusammenarbeit und Bündelung der Kräfte ermöglichte eine
Reduzierung der Aufwände sowie eine zeitnahe, gegenseitige Validierung der geschaffenen
Konzepte. Die Ausführungen in den folgenden Abschnitten spiegeln jedoch insbesondere das
eigene Vorgehen zur Schaffung einer formalen Wissensbasis der InfoVis-Domäne wider und
zeigen die für den Semantik-gestützten InfoVis-Prozess benötigten Konzepte auf. Gemeinsame
Arbeiten werden explizit erwähnt.
4.1 Vorgehensmodell zur Ontologieentwicklung
Die grundlegenden Eigenschaften von Ontologien bzw. von deren Entwicklungsprozessen (vgl.
Abschnitt 2.1.6) werden u. a. durch das in [Ber10] vorgestellte Vorgehensmodell berücksichtigt.
Hierbei wird insbesondere die Entwicklung von Domänenontologien, wie der VISO, in den
Vordergrund gerückt. Diese Arbeit diente als Grundlage für die Festlegung des – wie in [Sim06]
gefordert – eigenen Vorgehens, das in Abbildung 4.1 skizziert und nachfolgend kurz erläutert
wird. In den Erläuterungen wird auch auf einzelne Abschnitten der Dissertation verwiesen, in
denen die Phasen im Detail vorgestellt und diskutiert werden.
Die einzelnen Phasen des Vorgehensmodells sind:
Scoping & Analysis In der ersten Phase ist der genaue Fokus der Ontologie zu definieren
(Anforderung M2 ). Hierzu müssen die grundlegenden Szenarien abgesteckt werden, in
denen das Modell eingesetzt werden soll. Die Anwendungsfälle der VISO wurden für diese
Arbeit durch die einzelnen Phasen des Semantik-gestützten InfoVis-Prozesses spezifiziert.
In diesen wurden inhaltliche Anforderungen erarbeitet, die in Abschnitt 4.2 noch mal auf
den Punkt gebracht werden und die Voraussetzungen aus Abschnitt 2.2.2 ergänzen.
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Abbildung 4.1: Vorgehensmodell zur Entwicklung der VISO, angelehnt an Bergmann [Ber10]
Assemble Assets Auf der Analyse aufbauend werden passende Informationsquellen recherchiert
und ausgewertet. Dabei müssen die wesentlichen Konzepte der Domäne und deren Rela-
tionen untereinander identifiziert werden. Für diese Arbeit sind es existierende Arbeiten
aus der InfoVis-Domäne, wovon wichtige bereits eingeführt wurden (vgl. Abschnitt 2.1.3).
Da allerdings vorhandene InfoVis-Klassifikationen Domänenwissen besonders gut struktu-
rieren und demnach ein hohes Potential zur Wiederverwendung existiert, werden diese in
Abschnitt 4.3 noch näher untersucht.
Re-use Structure & Define Conceptual Structure Nachdem Informationen zusammengetragen
wurden, gilt es diese zu strukturieren und in einem mehr oder weniger detailliertem
Konzept zusammenzufassen. Insbesondere sind hier verschiedene Teilbereiche der Domäne
samt deren wesentlichen Konzepte abzugrenzen, um die Ontologie modular aufbauen zu
können. Falls sich in der vorhergehenden Phase herausstellt, dass bereits gute Modelle bzw.
Ontologien für die definierten Anforderungen existieren, so sollten diese wiederverwendet
werden, um von den oftmals langwierigen Arbeiten zur Findung eines gemeinsamen Kon-
senses zu profitieren (Anforderung M3 ). Die Konzeption der VISO wird in Abschnitt 4.4
vorgestellt.
Implement Ontology Aufbauend auf dem Konzept ist die Ontologie zu realisieren. Hierzu müssen
zunächst Basistechnologien gewählt (Anforderung M1 ) und Konventionen festgelegt
werden. Bei der Implementierung hat es sich bewährt, zuerst die Klassen und deren
Hierarchie, dann die Propertys und letztlich die Instanzen zu definieren [Ber10]. Weiterhin
spielt auch hier die Wiederverwendung eine zentrale Rolle, da Konzepte und Eigenschaften
existierender Modelle aber auch verbreiteter Vokabulare, wie das mehrfach genannte
schema.org, zu referenzieren bzw. einzusetzen sind. Letztlich ist noch hervorzuheben, dass
bei der Wiederverwendung stets die genutzten Quellen möglichst mithilfe semantischer
Technologien eindeutig zu referenzieren sind. Aus dieser Dokumentation kann später gut
geschlossen werden, wieso ein Konzept unter dieser Bezeichnung aufgenommen wurde
(Anforderung M7 ). Die Implementierung der VISO wird im Abschnitt 4.5 erläutert.
Use & Maintain Die implementierte Ontologie kann schließlich eingesetzt werden, was an mehre-
ren Stellen in den beiden folgenden Kapiteln gezeigt wird. Weiterhin wird die Verwendung
der VISO in anderen Kontexten in Abschnitt 4.6 skizziert. Bei der Nutzung ist stets zu
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prüfen, ob bspw. die erstellten Labels und Beschreibungen, die definierten Synonyme und
die geschaffenen Relationen korrekt und ausreichend sind. Die Abweichungen bzw. Lücken
sind zu dokumentieren.
Extend Die Entwicklung einer Ontologie ist weniger die Schaffung eines endgültigen „Produktes“
sondern ein steter Prozess (Anforderung M5 ), so dass die im vorhergehenden Schritt
aufgedeckten Punkte in der weiteren Implementierung zu berücksichtigen sind. Zudem
sollte die Ontologie durch die kontinuierliche Beobachtung der Domäne, bspw. durch
wissenschaftliche Artikel, oder durch die Diskussion mit anderen Experten gepflegt und
erweitert werden. Hierauf wird ebenfalls kurz in Abschnitt 4.6 eingegangen.
Extract Entities Die Extraktion von Entität baut ebenfalls auf den gesammelten Informationen
der zweiten Phase auf und passiert zeitgleich mit der Implementierung der Domänenontolo-
gie (vgl. Abschnitt 4.5). Wie bereits oben gesagt, ist stets zu prüfen, welche Informationen
grundlegende Konzepte sind und welche als Instanzen zu modellieren sind.
Create Factual Knowledge Existieren das Schema und auch die maßgeblichen Instanzinformatio-
nen, kann das Faktenwissen aufgebaut werden. Im Rahmen der Dissertation geschieht dies
an mehreren Stellen, wie etwa während der Realisierung der VISO (vgl. Abschnitt 4.5),
wo Faktenwissen zur Effektivität von Mappings zu spezifizieren ist. Weiterhin sind In-
foVis-Komponenten und Daten semantisch zu annotieren oder, wie in Abschnitt 3.6.1
definiert, die Nutzerbewertung für Mappings zu persistieren, deren Gesamtmenge eine
wichtige Wissensquelle für den InfoVis-Prozess darstellt.
Presentation Letztlich wird die Ontologie – zumindest Teile dieser – auch für den (End-)
Anwender sichtbar, wenn sie bspw. als gemeinsames Vokabular zur Kommunikation
zwischen Mensch und Maschine genutzt wird. Wie mehrfach angesprochen, ist aus diesem
Grund für eine verständliche Beschriftung, Beschreibung und Referenzierung der Konzepte
und Instanzen zu sorgen (Anforderung M7 ), die Basis für die intuitive Präsentation und
Interaktion sind (Anforderung M6 ). Wie die Präsentation konzeptionell aussieht, wurde
an vielen Stellen des Semantik-gestützten InfoVis-Prozesses erwähnt (vgl. Kapitel 3)
und wird exemplarisch auch in der Evaluation deutlich (vgl. Kapitel 6). Aber auch eine
webbasierte Dokumentation soll interessierten jedoch nicht Semantik-Web-affinen Personen
die Nutzung der VISO ermöglichen (vgl. Abschnitt 4.6).
Aufbauend auf dem skizzierten Vorgehensmodell werden im restlichen Kapitel insbesondere
die Phasen der Fokussierung, Informationsbeschaffung, Konzeption und Implementierung für
die VISO näher beleuchtet.
4.2 Zusammenfassung der Anforderungen
Jeweils in der Zusammenfassung der einzelnen Phasen des Semantik-gestützten InfoVis-Prozesses
(vgl. Kapitel 3) wurden inhaltliche Anforderungen an die VISO definiert. Um wie im vorherigen
Abschnitt gefordert die Zielrichtung der Ontologie zu schärfen, werden die Anforderungen
nochmals übersichtlich dargestellt. Sie ergänzen die eher nicht-funktionalen Anforderungen aus
Abschnitt 2.2.2.
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Daten Es wird ein Vokabular benötigt, mit dem Graph-basierte bzw. tabellarische Datensche-
mata generisch definiert werden können. Diese aber auch die zu visualisierenden Daten
sind weiterhin mit Metainformationen auszuzeichnen, wofür Konzepte zu identifizieren
und formal zu beschreiben sind.
Visualisierungskonzepte Es müssen Konzepte definiert werden, um das „Produkt“ des Visuali-
sierungsprozesses, die graphische Repräsentation, charakterisieren zu können, die von einer
InfoVis-Komponente angezeigt wird. Hierzu gehört neben dem Aufbau der generierten
Darstellung auch die genutzten visuellen Attribute.
Bewertung der Effektivität Für das Ranking identifizierter Abbildungsregeln von Daten auf
eine graphische Repräsentation ist deren Effektivität, daher der Grad der Eignung, formal
zu beschreiben.
Menschliche Interaktion Der Nutzer kann mit der kompositen InfoVis aber zumeist auch mit
einer Komponente interagieren. Für die Beschreibung der Interaktionstechniken ist ein
passendes Vokabular notwendig. Ebenso ist es erforderlich, wichtige Analyseaufgaben, wie
etwa das Vergleichen von Datenreihen, die mit einer Komponente durchgeführt werden
können, zu definieren.
Verlinkung zu Referenzontologien Mehrfach klang im Konzept an (vgl. u. a. Abschnitt 3.1), dass
Daten und Komponenten mithilfe von ontologischen Vokabularen ausgezeichnet werden
müssen, um bestmögliche Mappings zu finden. Hierzu sind Konzepte und Relationen zu
spezifizieren, die auch die Angabe des Grades der Passgenauigkeit ermöglichen.
Informationen über den Anwender Es sind Konzepte zu schaffen, um die expliziten und impli-
ziten Präferenzen des Nutzers hinsichtlich der Daten, der Komponenten und auch der
Abbildungsregeln zwischen beiden zu speichern. Weiterhin wird ein einfaches Benutzermo-
dell benötigt, um etwa die Sprache zu hinterlegen.
Informationen zum Endgerät Um situativ passende InfoVis-Komponenten zu finden, ist die
Speicherung von Kontextinformationen zu seinem Endgerät erforderlich. Hierzu gehören
Hard- und Softwarespezifikationen sowie auch gerätespezifische Interaktionsmodi, wie
Stift- oder Multi-Touch-Eingabe.
4.3 Wiederverwendung existierender Klassifikationen der
Visualisierungsdomäne
Nachdem mit den Anforderungen der Fokus der VISO geschaffen wurde, werden in diesem
Abschnitt die zu formalisierenden Informationen zusammengetragen (Assemble Assets). Das
Hauptaugenmerk liegt dabei auf der Identifikation und Untersuchung existierender Arbeiten aus
der InfoVis-Domäne. Vor allem sind bestehende Klassifikation interessant, da sie vorhandenes
Wissen strukturieren und dieses mehr oder weniger durch die Community, bspw. durch Peer-
Reviews von Konferenzbeiträgen oder Journalartikeln, bestätigt wurde.
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Basierend auf einer Untersuchung von über 50 Klassifikationen1, die Ausgangspunkt für den
Entwicklungsprozess der VISO sind, wird nachfolgend ein Überblick zu in der Visualisierungs-
domäne existierenden Terminologien, Taxonomien und Ontologien gegeben. Die detaillierte
Auseinandersetzung erfolgt in [Voi11]. Die erste Erkenntnis der Analyse war, dass die Klassifi-
kationen unterschiedliche, relativ disjunkte Bereiche bzw. Facetten der Domäne abdecken. Sie
werden nachfolgend kurz skizziert.
Daten Ein sehr wichtiger Aspekt ist, wie die zu visualisierenden Daten strukturiert und mit
verschiedenen Metainformationen beschrieben werden können. Eine gute Klassifikation
hierzu findet man bspw. in [And06b].
Graphische Repräsentationen Visualisierung ist ein Prozess, an dessen Ende ein Bild entsteht
(vgl. Abschnitt 2.1.3). Dieses wird in der Literatur meist als graphische Repräsentati-
on der Daten oder als Visualisierungstechnik bezeichnet, für die viele unterschiedliche
Klassifikationen, wie etwa [Len07], existieren.
Graphisches Vokabular Für die Beschreibung des Aufbaus einer graphischen Repräsentation
wird ein Vokabular benötigt, um bspw. visuelle Attribute zu definieren. Eine immer noch
gültige Grundlage bildet die Arbeit von Bertin [Ber83].
Menschliche Aktivitäten Die Visualisierung ist meist mit der Erfüllung von Aufgaben in unter-
schiedlichem Detailgrad bzw. mit der Ausnutzung von Interaktionstechniken verbunden.
Diesbezüglich wird die Klassifikation von Amar et al. [Ama05] oft zitiert.
Nutzermodellierung In wenigen Arbeiten wird darauf eingegangen, dass die Fähigkeiten und
Präferenzen des Anwenders mit in den Visualisierungsprozess einzubeziehen sind. Ein
Beispiel hierfür ist [ZS07].
Gerätemodelle Neben dem Nutzer ist natürlich auch sein Endgerät hinsichtlich Hard- und
Softwareressourcen für eine effektive Visualisierung bedeutend. Dies wird nur in wenigen
Klassifikationen, wie etwa [Pot06], betrachtet.
Domänenspezifische Konzepte Hin und wieder werden die Klassifikationen für bestimmte Do-
mänen entwickelt und so Querbezüge zwischen den Fachgebieten spezifiziert. Ein gutes
Beispiel ist die Visualisierung der Architektur von Gebäuden [Bur04].
Weitere Erkenntnisse der Analyse können aus Abbildung 4.2 entnommen werden. So struktu-
rieren ca. die Hälfte aller Klassifikationen das Wissen der Domäne hinsichtlich der Daten, der
graphischen Repräsentationen sowie der menschlichen Aktivität im InfoVis-Prozess. Hingegen
wird der Bezug zu Kontextinformationen des Nutzers und seines Endgerätes in nicht einmal
20% der Klassifikationen hergestellt. Weiterhin wird durch Abbildung 4.2-b verdeutlicht, dass
der Großteil der analysierten Arbeiten höchsten drei Wissensbereiche gemeinsam untersucht.
Es mangelt daher an einer „globaleren“ Sichtweise bei der Wissensorganisation.
Auch musste festgestellt werden, dass in ca. 90% der analysierten Arbeiten nur Terminologien
und Taxonomien definiert wurden. Es mangelt daher an formalen Klassifikationen, wie es
1 http://mmt.inf.tu-dresden.de/VO
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Abbildung 4.2: Statistischer Überblick der betrachteten Literatur. Diagramm a) zeigt, in wie
vielen der untersuchten Klassifikationen die sieben Aspekte der Visualisierung einbezogen wurden.
Diagramm b) stellt dar, wie viele der identifizierten Facetten gemeinsam in den Klassifikationen
beleuchtet wurden.
Ontologien sind. Da Letztere besonders interessant für die angestrebte Wiederverwendung von
Konzepten sind, werden diese etwas genauer vorgestellt und von der eigenen VISO abgegrenzt.
Duke et al. [Duk04] regten als Erste an, existierende Wissensfragmente der Visualisierungs-
domäne in einer Ontologie zu integrieren, die ein gemeinsames Vokabular für Menschen und
Maschinen bieten. Ihre Arbeit beinhaltet nur wenige Konzepten und Relationen, wie etwa
Daten, Aufgaben und graphischen Repräsentationen, und es wurde keine implementierte Version
geschaffen. Die initiale Idee der Visualisierungsontologie wurde in [Pot06] für die Beschreibung
von Visualisierungsressourcen aufgegriffen, wobei der Fokus auf der Beschreibung von Hard- und
Softwareeigenschaften lag. Doch es mangelt bei der Sichtweise an einem vollständigen Überblick
der Domäne und damit der Verwendung von Konzepten aus allen Wissensbereichen. Eine
öffentliche Version der Ontologie wurde ebenso nicht bereitgestellt. Im selben Jahr publizieren
Rhodes et al. [Rho06] eine Ontologie-basierte Methodik zur Kategorisierung von Systemen zur
Softwarevisualisierung. Hierbei werden die Arbeiten von Duke at al. einbezogen. Doch auch
hier fehlt eine Beschreibung, welche Konzepte wie realisiert wurden, und es mangelt an einer
zugänglichen, wiederverwendbaren Version. In der bereits erwähnten Arbeit von Gilson et al.
[Gil08] wird eine Visualization Representation Ontology als Teil eines Visualisierungswerkzeugs
vorgestellt. Diese beinhaltet Konzepte für graphische Repräsentationen und das graphische
Vokabular. Obwohl die Arbeit einen sehr großen Fortschritt darstellt, ist ihr Fokus begrenzt.
So werden bspw. menschliche Aktivitäten oder Nutzer nicht betrachtet. Die Ontologie aus
[Shu08] dient zur Beschreibung von Visualisierungsdiensten und basiert auf der initialen Arbeit
in [Duk04] und verschiedenen Taxonomien. Die Ontologie besitzt vier abstrakte Konzepte:
Data Model, Visualization Technique, Data Representation und Primitive Set. Facetten wie der
Nutzer und seine Aufgaben werden nicht adressiert. Ein weiterer großer Nachteil sind die für
den Menschen, insbesondere wenn Endanwender mit den Konzepten in Berührung kommen,
schwerverständlichen Bezeichner der Klassen, wie etwa EnS3 oder A3_3T4.
Der knappe Überblick zeigt, dass die existierenden Visualisierungsontologien bestehendes
Wissen aus anderen Klassifikationen nur ungenügend aufgreifen und formalisieren. Ein weiteres
großes Manko aller Ansätze ist, dass sie nicht zugänglich und damit nicht wiederverwendbar
bzw. referenzierbar sind, wie es in dieser Dissertation angestrebt wird.
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4.4 Konzeption der Visualisierungsontologie
Aufbauend auf den Anforderungen, den identifizierten Klassifikationen sowie den darin adres-
sierten Facetten der Visualisierungsdomäne wurde die VISO iterativ konzipiert (Re-Use &
Define Conceptual Structure). Hierzu wurden zunächst aus den Klassifikationen die wichtigsten
Konzepte extrahiert und tabellarisch je Teilbereich strukturiert. Dabei wurde darauf geach-
tet, Synonyme von Konzepten aufzulösen. Ein Beispiel ist das der Visual Variable und des
Visual Attributes. Auch wurde zwischen grundlegenden Konzepten, wie Klassen von visuellen
Attributen (Color, Shape), und deren Entitäten, z. B. die Instanziierung der Klassen (Blue,
Circle), unterschieden. Letztlich wurde die Anzahl des Auftretens der einzelnen Konzepte in
den Klassifikationen herangezogen, um eine Orientierung für deren Wichtigkeit in der Domäne
zu erhalten.
Alle gesammelten und bewerteten Informationen waren schließlich Grundlage für die Definiti-
on der Querbezüge zwischen den Konzepten, die zunächst in den einzelnen Bereichen und dann
übergreifend modelliert wurden. Insbesondere durch die Relationen zwischen den Wissensberei-
chen der Domäne konnte identifiziert werden, wie disjunkt die einzelnen Aspekte wirklich sind.
So war frühzeitig klar, dass die Konzepte zu graphischen Repräsentationen und dem graphi-
schen Vokabular schlecht zu trennen sind. Gleiches gilt für die der Interaktionstechniken und
Aufgaben. Abbildung 4.3 zeigt den finalen Stand des modularen VISO-Konzepts, das aus sieben,
sich mehr oder weniger referenzierenden Teilmodellen besteht, auf deren Inhalt im Folgenden
näher eingegangen wird. Das Facts-Modul ist symbolisch in der Mitte angeordnet, da es zur
Formalisierung von Faktenwissen auf die stabilen Konzepte aller Teilmodelle zurückgreifen kann.
Ein querschneidender Aspekt aller Module ist die einheitliche Annotation der formalisierten
Konzepte mit Referenzen zu den genutzten Quellen (Anforderung M3 ). Diese Thematik wird in




Abbildung 4.3: Konzeptioneller Überblick der VISO-Module
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4.4.1 Daten
Abbildung 4.4 zeigt die wichtigsten Bestandteile des Datenmoduls der VISO. Es enthält, wie
in den Anforderungen ausgedrückt, Vokabular zur abstrakten Definition von Datenstrukturen
und zur Beschreibung von Datenvariablen. Alle dargestellten Konzepte werden benötigt, um
die InfoVis-Komponenten zu beschreiben, wohingegen nur die Konzepte mit dem gepunkteten


























Abbildung 4.4: Überblick zum VISO-Data-Modul
Ein Data Schema einer Komponente kann tabellarisch oder Graph-basiert sein. Ersteres
besitzt genau eine Entity, wie etwa ein Land, das durch mehrere Data Variables, z. B. den Namen
oder die Anzahl der Einwohner, charakterisiert wird. Graph-basierte Schemen werden definiert,
indem zusätzliche Relations angelegt werden, die Entitys verbinden. So können unterschiedliche
Arten von gerichteten Graphen spezifiziert werden. Da es sehr oft vorkommt, dass in einer Graph-
basierten InfoVis die Relationen neben der eigentlichen Beziehung auch weitere Informationen
visualisieren, z. B. über die Farbe, kann auch hier eine Data Variable verknüpft werden. Data
Variables werden durch weitere Konzepte des Moduls, wie etwa der Scale of Measurement oder
Cardinality, näher charakterisiert. Hinzu kommt das geforderte, im Domänenmodul spezifizierte
Domain Assignment zur Referenzierung anderer, meist generischer Konzepte. Letztlich wird
noch definiert, mit welchem Visual Attribute die Daten visualisiert werden. Hierdurch wird bei
der Komponentenbeschreibung die Brücke zum Graphikmodul geschlagen.
Insbesondere bei der Untersuchung von zwei Begriffen des Datenmoduls war es schwierig,
einen passenden Konsens zu finden. Hierbei handelt es sich zum einen um die Dimensionalität
eines Datensatzes und zum anderen um die Skala einer Data Variable. Ersteres wird oftmals
als die Anzahl aller un-/abhängigen Data Variables gesehen – insbesondere weil der Begriff
der Dimension synonym zu Data Variable bzw. Data Attribute verwendet wird [Kei02, Tor04,
Maz09]. Hingegen bezieht sich die Dimensionalität bei Datenbanken und Datawarehouses
nur auf die Anzahl unabhängiger Variablen [And06b]. Da die Dimension anhand der in der
Datenstruktur beschriebenen Data Variables bestimmt werden kann, wird auf deren explizite
Definition verzichtet. Will man die Dimensionalität konkret benennen, so sind, wie in [Kem98]
vorgeschlagen, immer die Begriffe und Anzahl der un-/abhängigen Data Variable zu nennen.
Für die Definition der Scale of Measurement konnten in der Literatur drei Varianten identi-
fiziert werden. Die erste geht auf Stevens zurück [Ste46]. Er unterscheidet zwischen nominal,
ordinal, interval sowie ratio, welche u. a. durch [War04] und [Maz09] zu der verbreiteten Eintei-
lung categorical, ordinal und quantitative reduziert wurde. Eine zweite Möglichkeit ist nach
[Wil99] die Unterscheidung in sogenannte Basisklassen des internationalen Einheitensystems
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(vgl. u. a. [Tay08]), wie etwa Länge und Zeit, von denen wiederum neue Klassen, wie das
Flächenmaß, abgeleitet werden können. Als dritte Möglichkeit wird vor allem in [And06b]
darauf verwiesen, mathematische Eigenschaften der Daten, wie etwa der Ordnung, Distanz oder
der Kontinuität, zu verwenden. Im Rahmen der Konzeption wurde die gemeinsame Nutzung der
ersten beiden Ansätze als vielversprechend bewertet. Der erste ist weit verbreitet und ermöglicht
den Komponentenentwicklern eine einfache Beschreibung. Der zweite Ansatz, der durch das
vorgestellte Konzept des Domain Assignments realisiert werden kann, erlaubt wenn nötig ein
deutlich genaueres Mapping.
4.4.2 Graphisches Vokabular
Nach den Daten galt es auch Konzepte zur Charakterisierung visueller Darstellungen zu
definieren, um damit u. a. die InfoVis-Komponente zu annotieren. Als wichtigste Grundlage
hierzu wurde die Dissertation von Engelhardt [Eng02] identifiziert, die von der Detailtiefe über
die hier notwendigen Anforderungen deutlich hinaus geht. Abbildung 4.5 gibt einen Überblick
zu den wichtigsten Konzepten und deren Beziehung des geschaffenen Moduls.
Eine Graphic Representation steht für das fertig gerenderte Bild, daher das Ergebnis der
Visualisierungspipeline (vgl. Abschnitt 2.1.3). Mögliche Subklassen für die Graphic Repre-
sentation sind bspw. die ChoroplethMap, das PieChart oder die Treemap. Sie können nach
[Fre02, Len07] hinsichtlich des Level of Detail, wie Overview, Detail und Hybrid, sowie ihrer
Visual Complexity differenziert werden. Letztere, welches als Faktenwissen modelliert wird,
ergibt sich aus der Anzahl der Graphic Objects (in der Literatur oft auch als „Mark“ bezeichnet),






















Abbildung 4.5: Überblick zum VISO-Graphic-Modul
Die genannten Visual Attributes können nach [Ber83] und [Eng02] in die beiden wichtigen
Klassen Retinal, wozu bspw. die Farbe oder Textur gehört, und Spatial, z. B. Größe und
Ausrichtung, unterschieden werden. Deren einzelne Ausprägungen werden als Instanzen im
Modul bereitgestellt. Bei der Beschreibung von Graphic Objects ist zu beachten, dass die
Visual Attributes indirekt in Beziehung stehen. So kann z. B. die Farbe und Form unabhängig
voneinander geändert werden. Da sich jedoch bspw. die Fläche eines Rechtecks aus der Höhe
und Breite errechnet, können die drei Größen nicht unabhängig voneinander mit Werten belegt
werden. Ein weiteres Beispiel nach [Mac86] ist die Verwendung von extremen Werten. Wird
etwa die Größe des Graphic Objects sehr verkleinert, ist die Form nur noch sehr schlecht zu
erkennen.
4.4 Konzeption der Visualisierungsontologie 107
Letztlich ist noch zu erwähnen, dass Composite Graphic Objects eine Syntactic Structure
besitzen, die wie auch die Visual Attributes hinsichtlich des räumlichen Bezugs unterschieden
werden können. Strukturen ohne Raumbezug sind bspw. Relationen zwischen Objekten auf Basis
unterschiedlicher Farbe oder Form. Ein räumlicher Bezug kann hingegen durch Verbindungen
oder durch Verschachtelung erreicht werden. Relationen zum Raum entstehen durch Nutzung
unterschiedlicher Abstände.
4.4.3 Menschliche Aktivität
Human Activity Task Composite Task
Elementary TaskAction
Operation Device
Abbildung 4.6: Überblick zum VISO-Activity-Modul
Bei der genauerer Untersuchung existierender Taxonomien zur Modellierung menschlicher
Aktivität im Kontext der Visualisierung wurde festgestellt, dass diese teils große Unterschiede
aufweisen und somit nur schwer zu vereinheitlichen sind. Insbesondere die Granularität der
Modelle ist sehr unterschiedlich, so dass diese von Low-Level Interaktionen bis hin zu High-Level
Aufgaben reichen [Yi07]. Auch werden die Begriffe Interaktion und Aufgabe in der Literatur
oftmals synonym genutzt, so dass eine begriffliche Trennung der zwei Welten fehlt. Um diese
Hürden zu überwinden, hat sich die im HCI-Bereich etablierte Aktivitätstheorie als passendes
Rahmenwerk herauskristallisiert (siehe bspw. [Bar97]), die das menschliche Handeln in die drei
Ebenen Aktivität, Aktion und Operation differenziert. Wie Abbildung 4.6 zeigt, sind diese auch
zentraler Bestandteil des Moduls.
Nach [Pat01] sind zu erfüllende Tasks auf der Ebene der Aktivität angesiedelt, die definiert
„Warum“ ein Nutzer etwas macht. Jedoch existieren hierfür nur wenige Taxonomien, wie etwa
die von [Ama04]. Ein Beispiel für einen Task ist „Identifiziere grundlegende Marktprinzipien,
um Vorschläge für Investitionen zu geben“ [Got08]. Hieran erkennt man gut, dass Aufgaben
einer speziellen Domäne zugeordnet werden [Nig98]. Tasks besitzen einen kompositen Charakter,
so dass sie in spezifischere Teilaufgaben zerlegt werden können. Die Elementary Tasks bilden
die Brücke zu den Actions [Bez09]. Im Gegensatz zu Tasks, sind diese anwendungs- und
domänenunabhängig, so dass sie in verschiedensten Szenarien eingesetzt werden können. Der
Begriff der Action wird in den meisten Taxonomien nicht verwendet, obwohl diese zumeist
charakterisieren, wie der Anwender bewusst interagiert („Was macht er?“). Beispieltaxonomien
findet man in [Weh90, Zho98, Ama04], wobei konkrete Ausprägungen, wie z. B. Zoom und
Filter [Got08] oder Identify und Compare [Ber05], als Instanzen in der VISO modelliert werden.
Die Ebene mit der geringsten Semantik hinsichtlich der menschlichen Interaktion bilden die
Operations, die spezifizieren, „Wie“ der Anwender eine Visualisierung direkt manipuliert. Bspw.
können die in [Chi98, Fik07] definierten menschlichen Interaktionen auf dieser Ebene eingeordnet
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werden. Operations sind direkt vom Eingabegerät (Device) abhängig, was an den Beispielen
Mouse-Click, KeyPress oder der Swipe-Geste deutlich wird.
Für die spätere Nutzung der VISO im Kontext des Semantik-gestützten InfoVis-Prozesses
werden insbesondere Actions und Operations relevant sein. Vor allem durch die Verwendung von
Actions können die Funktionen von InfoVis-Komponenten generisch beschrieben werden, so dass
sie in verschiedenen Szenarien mit unterschiedlichen Daten gezielt vorgeschlagen und eingesetzt
werden können. Die Modellierung und Nutzung von konkreten Tasks wird hingegen für diese
Arbeit ausgeklammert, da sie zu spezifisch sind, und so einer breiten Wiederverwendung der
Komponenten entgegenstehen (Anforderung A2 ). Wie bereits in Abschnitt 3.4.2 erläutert wurde,
liegt es auch nicht im Fokus dieser Arbeit, spezifische Aufgaben einer oder mehrerer Domänen
zu definieren und diese zur Laufzeit zu erkennen.
4.4.4 Nutzer-, System- und Domänenwissen
Die Zusammenfassung der Anforderungen aber auch die Betrachtung existierender Klassifikatio-
nen macht deutlich, dass Konzepte zur Modellierung von Nutzer-, System- und Domänenkonzep-
ten notwendig sind, um u. a. bei der Identifikation passender InfoVis-Komponenten den Kontext
zu beachten. Die Entwicklung von Nutzermodellen stand in den letzten Jahrzehnten vor allem
in der HCI-Domäne, z. B. in [All97], und auch der der adaptiven Websysteme, wie in [Bru07],
im Fokus. Dabei spielen Begriffe wie Nutzer-, Design-, mentales bzw. kognitives Modell eine
wesentliche Rolle. Ohne diese hier genau gegenüberzustellen, besteht der wichtigste Unterschied
darin, dass das mentale Model im Kopf des Nutzers existiert, wohingegen das Nutzermodell
Informationen zum Anwender beinhaltet und diese im System gespeichert werden [All97]. Häufig
werden beide Begriffe in der Literatur, wie in [Tor04], jedoch nicht klar voneinander getrennt.
In der VISO ist die Modellierung von Wissen bzgl. des mentalen Models möglich und auch
wünschenswert, doch hinsichtlich der gestellten Anforderungen wird zunächst nur das Nutzer-
modell betrachtet. Eine Recherche bzgl. existierender Ontologie-basierter Modelle brachte einige
Ansätze aus verschiedenen Forschungsbereichen zum Vorschein. Bspw. in [Gol06, Gol07] wird
ein Modell entwickelt, um Basisinformationen, die Interessen oder das Können des Anwenders
zu hinterlegen. GUMO [Hec05] ist ein weiterer Ansatz, der neben dem bereits genannten FOAF
die Basis des Grapple User Modelings [Abe09] bildet. Letztlich bietet auch das am Lehrstuhl
Multimediatechnik entwickelte, in CRUISe genutzte und gut erweiterbare Context-Framework
CroCo [Pie08] Möglichkeiten, Nutzerinformationen formalisiert abzuspeichern und gezielt be-
reitzustellen. Gleiches gilt auch für die Formalisierung von Wissen über das Endgerät. Hierzu
existieren Konzepte und Instanzen für die Definition der Hard- und Softwarespezifikation.
Insgesamt spricht somit viel dafür, CroCo samt der enthaltenen Context Ontology für diese
Arbeit wiederzuverwenden.
Das Domain-Module enthält im Wesentlichen das Konzept des Domain Assignments, um die
Verknüpfung externer Ressourcen mit den Inhalten der VISO modulübergreifend zu ermöglichen.
Hierzu existiert ausgehend vom Domain Assignments eine Relation auf eine beliebige URI. Da
die Verknüpfung jedoch auch von Ungenauigkeit geprägt sein kann, wenn bspw. während der
Analysephase Synonyme herangezogen wurden (vgl. Abschnitt 3.1.3), ist stets ein nummerischer
Wert im Bereich [0,1] festzulegen.
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4.4.5 Faktenwissen
In allen bisher vorgestellten Modulen werden insbesondere Konzepte und Relationen formalisiert,
die relativ fest im Gemeinwissen der InfoVis-Community verankert sind. Daneben existieren in
der Domäne auch eine Vielzahl von Fakten, die mehr oder weniger empirisch belegt sind. Hierfür
wurde ein dediziertes Modul in der VISO konzipiert (vgl. Abbildung 4.7). Nach [Mac86, Sch00]
zählen zum Faktenwissen insbesondere die Expressiveness und Effectiveness einer InfoVis.
Ersteres ist primär abhängig von der Art der Daten, d. h. der Scale of Measurement, die
es mittels Visual Attributes bzw. Syntactic Structures zu visualisieren gilt. Sie sagt einfach
aus, ob durch das Mapping eine Visualisierung möglich ist oder nicht. Ein Beispiel ist, dass
ordinale bzw. quantitative Daten nicht durch verschiedene Formen dargestellt werden sollten,
da sie keine inhärente Ordnung besitzen [Ber83]. Die Effectiveness geht darüber hinaus, da sie
„Aufschluss über die Fähigkeit einer Darstellungsform, die in ihr enthaltenen Informationen zu
veranschaulichen und auf intuitive Weise an den Betrachter zu vermitteln“ [Sch00, S. 12], gibt.
Neben der Art der Daten ist bspw. auch deren Quantität bzw. der Typ der zu erfüllenden Tasks
Basis für die Bestimmung der Effectiveness. Aus zwei Gründen wird aber die Effectiveness ohne
Aufgabenbezug modelliert. Einerseits wurden, wie in Abschnitt 4.4.3 erläutert, in der Konzeption
keine konkreten Aufgabeninstanzen modelliert und an Komponenten annotiert. Andererseits
sind keine empirischen Untersuchungen bekannt, die Beziehungen zwischen konkreten Aufgaben,





















Abbildung 4.7: Konzepte des VISO-Facts-Modul (grün) und deren Relationen zu anderen
Konzepten
Während der Konzeption wurden verschiedene Arbeiten, wie etwa [Cle84, Mac86, Sto03,
Maz09], bzgl. der darin postulierten Effectiveness untersucht, um diese u. a. für das Ranking von
identifizierten Abbildungsregeln zu formalisieren. Aus der Abwägung der einzelnen Erkenntnisse
entstanden bspw. die in Tabelle 4.1 zusammengefassten Bewertungen, die auf einer rein ordi-
nalen Skala abgebildet werden. Die Nutzung einer quantitativen Skala erscheint nicht sinnvoll,
da die zusammengetragenen Fakten teils widersprüchlich waren und so keine genauen Aussagen,
die über eine Ordnung hinausgehen, getroffen werden können. Die Aufstellung beinhaltet zwei
Sortierungen und lässt somit zwei Leserichtungen zu: Ein Visual Attribute kann welche Art
von Daten bestmöglich darstellen (Tabellenzeile) und wie kann eine bestimmte Art von Daten
möglichst optimal visualisiert werden (Tabellenspalte).
Durch das Vokabular des Moduls wird jedoch auch weiteres Faktenwissen formalisiert. Hierzu
gehören bspw. die bereits in Abschnitt 4.4.2 vorgestellte Visual Complexity oder das für die
Wissensexternalisierung notwendige implizite und explizite Rating (vgl. Abschnitt 3.6.1), welche
die Brücke zwischen den Daten, dem Nutzer und den Komponenten schlagen. Weiterhin wurde















Position 40 – 80 – 90 –
Color 80 16 50 – 30 –
Shape,
Pattern
70 6 0 – 0 –
Size,
Granularity
0 – 70 5 50 –
Rotation,
Orientation
50 6 60 6 40 6
Tabelle 4.1: Ordinale Bewertung der Effectiveness je Visual Attribute und Scale of Measurement
mit der ggf. vorhandenen maximalen Quantity der Werte
das Konzept des Frequent Use entworfen, um, wie bei der Recherche identifiziert, Aussagen
treffen zu können, dass bestimmte Graphic Representations oft für die Darstellung bestimmter
Domänenkonzepte genutzt wird. Beispiele sind, dass Zeit oft in einem Liniendiagramm, Orte in
Karten oder Aktienkurse in Kerzendiagrammen visualisiert werden. Während der Spezifikation
des Moduls wurde aber auch von der Formalisierung von Konzepten abgesehen, wie etwa
der Angemessenheit einer InfoVis. Sie drückt „Aufwand und Kosten zur Durchführung des
Visualisierungsprozesses“ aus [Sch00, S. 12]. Dieser ist jedoch in einer verteilten, Komponenten-
basierten InfoVis-Umgebung, wie sie durch diese Dissertation angestrebt wird, schwer zu
berechnen. Jeder Komponentenentwickler müsste hinsichtlich gleicher Kriterien den Aufwand
der Implementierung und der Wartung quantifizieren, um eine Vergleichbarkeit zu gewährleisten.
Wie bereits erläutert, wird das Faktenwissen für die Bildung einer möglichst korrekten Rang-
folge von Mappings benötigt (vgl. Abschnitt 3.3.2). Hierbei kann zwischen Expertenwissen
(Expressiveness, Effectiveness, Visual Complexity und Frequent Use) und Nutzerwissen (Rating)
differenziert werden. Unter Verwendung des definierten Vokabulars können beide Wissensba-
sen über die Zeit problemlos erweitert bzw. angepasst werden, da die Fakten als Instanzen
repräsentiert und die genutzten Klassen, wie etwa Visual Attribute, fest verankert sind.
4.5 Basisimplementierung wichtiger Teile der Visualisierungsontologie
Wie im Vorgehensmodell beschrieben, wurde im Anschluss an die Konzeption gemeinsam
mit Herrn Polowinski die Implementierung der VISO vorgenommen. Hierzu wurde zunächst
der Namensraum (http://purl.org/viso) und Konventionen zur Benennung der Klassen,
Relationen und Instanzen festgeschrieben. Erstere werden bspw. groß geschrieben und Wörter
durch einen Unterstrich getrennt, z. B. Elementary_Task. Basierend auf der Anforderung
M1 erfolgte die Umsetzung mittels der W3C-Standards RDFS und OWL Full. Für Letzteres
sprach, dass die Entscheidbarkeit eine untergeordnet Rolle spielt, da die VISO insbesondere als
Vokabular und weniger zum deduktiven Schließen eingesetzt wird. Im Gegenzug war die größere
Ausdrucksstärke insbesondere bei der Definition von Annotationen wichtig, so dass nicht nur
mit Literalen, sondern auch mit Klassen und Instanzen ausgezeichnet werden konnte.
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Bei der Implementierung konnte die angestrebte Modularisierung (vgl. Abbildung 4.3) einge-
halten werden. Die entstandenen Teilontologien werden im Überblick in Abbildung 4.8 gezeigt.
Es wird deutlich, dass man durch die viso-main-annotated.owl Zugriff auf die komplette Wis-
senbasis erhält, die sich in die eigentlichen Inhalte (viso-main.owl) und die Zitierung der
Originalquellen (viso-anno.owl) unterteilt. Im Sinne der Trennung der Belange werden die
eigentlichen Zitate von der Bibliographie (viso-bibliography.owl) separiert. Die viso-main.owl
ist eher als „Metaontologie“ zu verstehen, die lediglich alle Teilmodelle importiert, aber kein
neues Wissen formalisiert. Aus Gründen der Übersichtlichkeit sind die während der Konzeption
spezifizierten Querbezüge zwischen den Modulen nicht dargestellt. Erwähnenswert ist die Diffe-
renzierung des Facts-Modules in das Basisvokabular zur Definition der Fakten (viso-facts.owl)
und die empirischen Daten selbst (viso-facts-empiric.owl). Dies ermöglicht, dass Faktenwissen
unterschiedlicher Studien getrennt voneinander modelliert und eingesetzt werden kann.
Abbildung 4.8: Überblick zu den implementierten VISO-Modulen
Die Anforderungen M3 und M7 machen deutlich, dass bei der Definition von Ressourcen
die Wiederverwendung von Wissen sowie deren korrekte und verständliche Zuordnung zu
den Originalquellen unabdingbar ist. Aus diesem Grund wurde das Annotation-Module (vgl.
Abbildung 4.3) konzipiert und realisiert. Die Analyse existierender Vokabulare für diesen An-
wendungszweck ergab, dass sich insbesondere die Bibliographic Ontology [D’A09] eignet, um die
Bibliographie zu verwalten. Sie baut auf den W3C-Standards auf, beinhaltet die notwendigen
Konzepte und hat einen gewissen Verbreitungsgrad erreicht. Für das Referenzieren von Zitaten
ausgehend von VISO-Ressourcen wurde eine Erweiterung mit wenigen Propertys definiert. So
können u. a. Aussagen getroffen werden, ob ein Konzept unmittelbar der Definition einer Litera-
turquelle entspricht (bixt:followsSource) oder dieser widerspricht (bixt:contradictsSource). Dies
wird durch 2 in Abbildung 4.9 beispielhaft illustriert. Weiterhin wird durch dass Dublin-Core-
Vokabular2 1 und die RDFS-Propertys, z. B. rdfs:label, 3 die Beschreibung und Benennung
der Ressourcen ermöglicht. Erwähnenswert ist weiterhin die Auszeichnung von Klassen und
Relationen hinsichtlich ihrer Reife mit swstatus:term_status3 4 sowie mit redaktionellen
Kommentaren mittels Simple Knowledge Organization System (SKOS) 5 .
2 http://dublincore.org/
3 http://www.w3.org/2003/06/sw-vocab-status/note.html
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Abbildung 4.9: Annotation eines VISO-Konzepts am Beispiel der Klasse Action
Zum gegenwärtigen Zeitpunkt (Stand 20.12.2013) ist die VISO zu einer beachtlichen Wissens-
basis herangewachsen. So wurden bisher über 300 Klassen und über 120 Relationen zwischen
diesen formalisiert. Hierzu existieren über 260 Zitate mit Referenzen auf die Originalquellen. Die
Ontologie ist für alle Interessierten unter ihrer URI http://purl.org/viso/ zugänglich
(Anforderung M4 ).
4.6 Dokumentation, Weiterentwicklung und Nutzung in anderen Kontexten
Wie bereits in den Grundlagen betont wurde (vgl. Abschnitt 2.1.6), lebt eine Ontologie u. a.
durch die Zugänglichkeit, die Wiederverwendung in anderen Kontexten und auch die stete
Weiterentwicklung durch die Community. Um dies zu fördern, wurde bereits im vorhergehenden
Abschnitt aufgezeigt, dass die VISO-Konzepte gut dokumentiert und öffentlich zugänglich sind.
Darauf aufbauend wurde eine webbasierte Dokumentation generiert, um vor allem die Lesbarkeit
für Interessierte ohne spezielle Semantic-Web-Kenntnisse zu gewährleisten. Basis hierfür ist das
LODE-Projekt4, welches aber aus zwei Gründen an die eigenen Bedürfnisse angepasst wurde.
Erstens stellte sich heraus, dass die Performance bei der Generierung zur Laufzeit sehr schlecht
ist. LODE wird demnach nur nach Änderungen an der VISO ausgeführt, so dass bei einem
Aufruf die erzeugten statischen Seiten angezeigt werden. Der zweite, viel wichtigere Grund
war jedoch, dass die Zitate extrahiert und verständlich dargestellt werden müssen. Da die
4 http://www.essepuntato.it/lode
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Generierung auf Extensible Stylesheet Language Transformations (XSLT) basiert, konnten die
Anpassungen leicht in den vorhanden Stylesheets vorgenommen werden. Abbildung 4.10 zeigt
einen Ausschnitt aus der webbasierten Dokumentation für das Konzept Action.
Abbildung 4.10: Beispiel für die generierte Dokumentation für das Konzept Action (vgl. Abbil-
dung 4.9)
Die Dokumentation stellt den Ausgangspunkt für die Diskussion des formalisierten Wissens
in der Community dar. Um vor allem die Auseinandersetzung mit den modellierten Ressourcen
zu fördern, wird ein Forum5 eingesetzt. Der Einstiegspunkt in die Diskussion ist entweder das
Forum selbst oder die Dokumentation, in der für jede Ressource ein „discuss“-Link ins Forum
existiert. Fehlt der zugehörige Eintrag in der Diskussionsplattform, so wird er automatisch
generiert. Abbildung 4.11 zeigt eine beispielhafte Diskussion, die von einem Domänenexperten
gestartet wurde. Eine Anmerkung zur VISO kann bewertet und kommentiert werden. Gemäß
dem definierten Vorgehensmodell (vgl. Abschnitt 4.1) werden die nützlichen Kommentare der
Experten gesammelt, durch einen VISO-Entwickler eingepflegt, die Dokumentation aktualisiert
und letztlich die Diskussion abgeschlossen. Dieser Workflow hat den Vorteil, dass nur Personen
mit Semantic-Web-Kenntnissen die Ontologie direkt manipulieren und so Modellierungsfehler
eingegrenzt werden können. Dennoch wäre es für künftige Arbeiten interessant, mithilfe ge-
5 http://www.question2answer.org/
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eigneter Tools auch dem Domänenexperten direkten Zugang zur VISO zu gewähren. Hierzu
müssten jedoch auch Fragestellungen wie Releaseplanung, Tests etc. genau geregelt werden, was
außerhalb des Fokus der Arbeit liegt.
Abbildung 4.11: Beispielhafte Diskussion von Konzepten im Forum
Zur Evaluation wird die geschaffene Ontologie in verschiedenen Bestandteilen der Softwarear-
chitektur eingesetzt, worauf in den beiden folgenden Kapiteln näher eingegangen wird. Darüber
hinaus wurde sie bereits in anderen Kontexten erfolgreich angewandt. Ein erstes Beispiel ist die
Beschreibung von Visualisierungstechniken aus der Baudomäne im Rahmen des Forschungspro-
jektes Mefisto [Voi13e]. Hierdurch konnte eine formale, facettenreiche Klassifikation geschaffen
werden, um graphische Repräsentationen für verschiedene Arten von Daten und Aufgaben
vorschlagen zu können. Das zweite und weitaus bedeutendere Beispiel für die Nutzung der VISO
ist die deklarative Visualisierungssprache RVL für ontologische Daten [Pol13b]. In ihr werden
verschiedenste Abbildungsregeln definiert, um Klassen, Relationen und instantiierte Werte
einer Ontologie auf die detaillierten graphischen Konzepte der VISO abzubilden und letztlich
eine Grafik zu synthetisieren. Im Gegensatz dazu ist es Ziel dieser Dissertation, existierende
InfoVis-Komponenten durch semantische Annotationen wiederzuverwenden. Abbildung 4.12
zeigt, wie sich RVL in den bekannten Visualisierungsprozess einordnet.
Abbildung 4.12: Einordnung von RVL in den Visualisierungsprozess, aus [Pol13b]
Insgesamt kann die VISO in vielen Szenarien problemlos eingesetzt werden, da das formalisierte
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Wissen einfach per URI6, referenziert werden kann. Sehr effizient kann der Anwendungsentwickler
so Beschriftung und Beschreibungen, Zusammenhänge oder Instanzen abfragen und in das
eigene System integrieren. Zum Beispiel existieren zur Zeit Bemühungen, einige Konzepte der
VISO in einem Framework zur Simulation von visuellen Suchstrategien wiederzuverwenden
[Ras13].
4.7 Zusammenfassung und Diskussion
Ausgehend von den Anforderungen des Semantik-gestützten InfoVis-Prozesses aus Kapitel 3 wird
in diesem Kapitel aufgezeigt, wie welches InfoVis-Wissen formalisiert wurde. Ausgangspunkt
war die Definition eines Vorgehensmodells (vgl. Abschnitt 4.1), um dem Entwicklungsprozess
die notwendige Struktur zu geben und auch zu verdeutlichen, wie das Modell künftig iterativ
weiterentwickelt werden kann (Anforderung M5 ). Zur bestmöglichen Fokussierung der On-
tologie (M2 ) wurden anschließend die inhaltlichen Anforderungen aus Kapitel 3 konsolidiert
und die wesentlichen Wissensgebiete herausgearbeitet. Da das formale Modell zwangsläufig
auf vorhandene Arbeiten aufbauen muss (M3 ), wurden in Abschnitt 4.3 wichtige Eckpunkte
einer Analyse von existierenden Klassifikationen der Domäne vorgestellt. So ist ersichtlich,
dass grundsätzlich sieben Wissensgebiete existieren, die bisher jedoch nie zusammen in einem
Modell gemeinsam betrachtet wurden. Auch wird das eingangs der Arbeit dargestellte Problem
bestätigt, dass es vor allem an formalen Modellen mangelt. Das Hauptaugenmerk des Kapitels
lag schließlich auf der Konzeption der modularen VISO in Abschnitt 4.4. Hierbei wurden die
zentralen Konzepte der einzelnen Module, die die identifizierten Wissensbereiche widerspiegeln,
überblicksartig vorgestellt und diskutiert. Anschließend wurde die bisherige Realisierung der
VISO skizziert. Die Ontologie wird mit Hilfe der W3C-Standards RDFS und OWL formalisiert
(M1 ) und ist frei zugänglich für alle Interessierte (M4 ). Ein Grundpfeiler der VISO und ein
Abgrenzungskriterium zu anderen Ontologien mit ähnlichem Fokus ist die Wiederverwendung
und Zitierung der zugrundeliegenden Literatur und damit der Definition der Begriffe innerhalb
des Modells, was besonders das Verständnis der VISO-Interessierten aber auch der Endnutzer
fördert (M3, M7 ). Hierzu wurde auch eine webbasierte Dokumentation samt eines Forums reali-
siert, so dass Domänenexperten ohne Semantic-Web-Kenntnisse das Wissensmodell zielgerichtet
nutzen, diskutieren und so zur Weiterentwickelung beitragen können (M6 ). Den Abschluss des
Kapitels bilden Beispiele, wie die geschaffene Ontologie auch über diese Dissertation hinaus
bisher genutzt und damit die Verwendbarkeit des Vokabulars evaluiert wurde.
6 bspw. http://purl.org/viso/graphic/Graphic_Representation
5 Softwarearchitektur für Ontologie-gestützte,
komponentenbasierte InfoVis-Systeme
Wie in Kapitel 3 diskutiert, bedarf es zur Realisierung des konzipierten Semantik-gestützten
InfoVis-Prozesses einer formalen Wissensbasis sowie einer flexiblen, intelligenten Softwarear-
chitektur. Nachdem erstes mit der VISO im vorhergehendem Kapitel im Detail vorgestellt
wurde, geht dieses Kapitel auf die Architektur für komponentenbasierte RIA ein. Sie bildet die
Grundlage für die spätere Validierung des geschaffenen Gesamtkonzeptes.
Der Ausgangspunkt für die Architektur sind die in Abschnitt 2.2.3 spezifizierten Anforderun-
gen, die in Kapitel 3 an mehreren Stellen unterstrichen und teils auch erweitert wurden. So
wurde deutlich, dass eine dedizierte Komponente zur Haltung, Analyse, Filterung und Empfeh-
lung von zu visualisierenden Daten benötigt wird. Weiterhin muss die Kalkulation der Facetten
des WFB aufgrund der zu erwartenden hohen Last serverseitig erfolgen und die impliziten und
expliziten Bewertungen des Endnutzers gesammelt, gespeichert und wiederverwendet werden.
Die zweite Grundlage für den Entwurf der Softwarearchitektur bilden, wie in Abschnitt 2.4
dargelegt, die Konzepte von CRUISe und den darauf aufbauenden Erweiterungen aus EDYRA
(vgl. Abschnitt 2.3.4), da sie viele der Anforderungen bereits adressieren Beispiele sind die
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Abbildung 5.1: Überblick zur komponentenbasierten Softwarearchitektur
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Abbildung 5.1 gibt einen Überblick zu den wesentlichen Konzepten der Softwarearchitek-
tur. Das DaRe ist ein Web Service 1 , der alle Funktionen rund um die Haltung, Analyse
und Bereitstellung der zu visualisierenden Daten beinhaltet (vgl. Abschnitt 5.1). Es offeriert
eine gemeinsame Datenschnittstelle samt einheitlichem Datenmodell aller Nutzdaten für die
anderen Architekturbestandteile (Anforderung A7 ). Dem gegenüber steht das CoRe 2 (vgl.
Abschnitt 5.3), welches u. a. die Verwaltung von und Suche nach Visualisierungskomponenten
(A4 und A5 ) basierend auf deren Beschreibung gewährleistet (A2 ). Diese erfolgt mittels der
erweiterten SMCDL 3 (vgl. Abschnitt 5.2). Auch wenn durch sie Komponenten mit und ohne
UI beschrieben werden können, werden im Rahmen der Arbeit insbesondere erstere adressiert, da
die Daten zentral über das DaRe bereitgestellt werden. Des Weiteren sollte dem Endnutzer stets
eine adäquate visuelle Repräsentation geboten werden, um eine Komponente effektiv bedienen
zu können. Dies betrifft insbesondere die sogenannten Logikkomponenten zur Manipulation und
Filterung der Daten, um sie hinsichtlich des CMV-Konzepts in der kompositen InfoVis nutzen zu
können (vgl. Abschnitt 3.4.2). Die Daten und auch die Komponenten bzw. deren Beschreibungen
sind mit Konzepten der VISO 4 ausgezeichnet, so dass wie in Abschnitt 3.3.2 beschrieben
Abbildungsregeln identifiziert und bewertet werden können. Die komposite Anwendung, die
letztlich den mehrstufigen InfoVis-Prozess aus Kapitel 3 realisiert, wird plattformunabhängig
mittels eines MCM 5 beschrieben (A3 ). Dieses Modell wird durch das MRE 6 interpretiert
(vgl. Abschnitt 5.4), welches die für den aktuellen Kontext 7 passenden Komponenten integriert
(A6 und A8 ). Abbildung 5.2 stellt im Überblick dar, in welchen Bestandteilen der skizzierten
Softwarearchitektur die systemseitigen Funktionen des InfoVis-Prozesses verortet sind. Weiter-
hin können die UI-Komponenten, u. a. zur Vorfilterung der Daten (vgl. Abschnitt 3.2), sowie die
Visualisierungskomponenten eher der Nutzerseite zugeordnet werden, da sie die Schnittstelle
für die Nutzerinteraktion bieten.
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Abbildung 5.2: Architekturbestandteile und ihre Zuordnung zu wesentlichen Funktionen des
InfoVis-Prozesses
In den folgenden Abschnitten werden die einzelnen Artefakte im Detail vorgestellt, ehe
abschließend eine Zusammenfassung und Diskussion des Erreichten erfolgt.
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5.1 Schaffung einer homogenen Datenschicht
Die Konzepte aus CRUISe erlauben bei passenden Schnittstellen die Komposition jeglicher
als Web Service gekapselter Datenquellen mit beliebigen UI-Widgets. Diese Verknüpfung von
Datenlieferanten mit Visualisierungskomponenten ist ebenso Ziel der vorliegenden Disserta-
tion, doch die Konzepte der Softwarearchitektur müssen in Bezug auf die Bereitstellung der
darzustellenden Daten aus folgenden Gründen angepasst werden.
Homogener Datenzugriff Daten für die InfoVis stammen nicht nur aus Web Services, sondern
auch aus herkömmlichen Quellen wie CSV- oder Excel-Dateien und Datenbanken. Für die
Entwickler der InfoVis-Komponenten ist es zu aufwändig, mehrere spezifische Formate und
Anfragesprachen zu unterstützen, so dass eine Zwischenschicht mit einer fest definierten,
homogenen Schnittstelle zu schaffen ist (Anforderung A7 ).
Analyse und Annotation Der Semantik-gestützte InfoVis-Prozess benötigt Mechanismen, um
die notwendige Semantik der Daten automatisiert zu extrahieren und an den Daten
zu annotieren (vgl. Abschnitt 3.1.3). Erste prototypische Tests zeigten schnell, dass
diese aufwendigen Analysen nicht zur Laufzeit durchführbar sind. Demzufolge muss die
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Abbildung 5.3: Wesentliche Bestandteile des DaRe zur Unterstützung von Schritten des defi-
nierten InfoVis-Prozesses (gelb hinterlegte Zahlen)
Aus den genannten Gründen wurde es nötig, eine gemeinsame Datenschicht für alle Kompo-
nenten, im Folgenden als DaRe bezeichnet, einzuführen. Abbildung 5.3 gibt einen Überblick zur
internen Strukturierung des Softwaremoduls, das aus vier wesentlichen Teilen besteht. Die Ab-
bildung gibt auch Aufschluss darüber, wie die Bestandteile im Rahmen des Semantik-gestützten
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InfoVis-Prozesses genutzt werden. Bereich A beinhaltet alle Funktionen zur Transformation,
Analyse und Annotation der Daten, wie es in Abschnitt 3.1 und 3.2.1 definiert wird. Sie werden
sequentiell in einer Pipeline abgearbeitet. Für die ersten beiden Funktionen wurde die Factory
als Entwurfsmuster gewählt [Gam94]. So können basierend auf festen internen Schnittstellen
auf einfache Art und Weise neue Datenquellen erschlossen (Data Access) und neue Funktionen
zur Datenanalyse (Analyzer) integriert werden. Vor allem die mögliche Wiederverwendung von
Frameworks und Bibliotheken zur Integration verteilter Datenquellen, wie etwa Talend1, oder
zum Data Mining, wie z. B. RapidMiner2, sprechen für das Muster. Für jeden bereitgestellten
Datensatz wird eine neue Augmentation-Pipeline instantiiert, so dass das Hinzufügen von
Datensätzen sehr gut parallelisierbar ist. Ähnliches gilt für die einzelnen Analyzer, die etwa mit
parallelen Programmierparadigmen wie Map Reduce realisierbar sind [Chu06].
Nach Abschluss der Augmentation werden die transformierten Daten und deren Annotationen
getrennt voneinander in einem Triple Store gespeichert B und stehen nun zur InfoVis zur
Verfügung. Für die Trennung der beiden Modelle spricht insbesondere, dass die Analyse erneut
durchgeführt werden kann ohne die Daten hochladen und transformieren zu müssen, wenn
bspw. neue Analyzer integriert worden sind. Da die Daten nur in seltenen Fällen in Gänze
abgerufen und genutzt werden, stehen verschiedene Filter und Funktionen zur Verfügung, um
die notwendigen Informationen vor allem für die Datenvorfilterung (vgl. Abschnitt 3.2.2) zu
extrahieren. Wichtig ist anzumerken, dass im Kontrast zur Augmentation alle Daten direkt
zur Laufzeit gefiltert bzw. berechnet werden. Durch die in Abbildung 5.3 am Data Handling
annotierten Referenzen wird deutlich, dass in nahezu allen Prozessschritten ein Zugriff auf die
Daten erfolgt.
In Abschnitt 3.5.5 wurde ein Konzept zur Kommentierung der Daten definiert, um dem
Endanwender eine Unterstützung bei der Interpretation zu bieten. Als Ort für die notwendigen
Create, read, update, and delete (CRUD) Funktionen zur Verwaltung der Kommentare bietet
sich das DaRe sehr gut an C , da hier die zu kommentierenden Daten samt Annotationen liegen.
Auch die Kommentare werden in einem gesondertem Modell vorgehalten, um einer Vermischung
mit den Daten vorzubeugen. Für den anwendungseitigen Zugriff auf die Daten besitzt das
DaRe eine Schnittstelle D , die Funktionen wie das Hochladen, Abrufen oder Filtern von Daten
bzw. den Zugriff auf die Kommentare ermöglicht. Eine praxisrelevante, plattformunabhängige
Möglichkeit zur Umsetzung wäre bspw. eine Web-Service-Schnittstelle basierend auf Simple
Object Access Protocol (SOAP) [Mit07] oder Representational State Transfer (REST) [Fie02],
was jedoch aus konzeptioneller Sicht offen gelassen werden kann.
Das vorgestellte technische Konzept bedingt, dass sich stets ändernde Daten, wie etwa
Börsen- oder Wetterdaten, periodisch abgerufen und im DaRe aktualisiert werden müssen.
Hierzu sind Synchronisierungsmechanismen notwendig, die neben dem Datenabruf auch die
Augmentation-Pipeline anstoßen und die resultierenden Daten mit der vorhandenen Datenbasis
abgleichen. Um die Performanz der Augmentation zu steigern, können einige Analysen, wie
etwa der Lexicographical Analyzer, ausgelassen werden, da sich die Schemainformationen nicht
oder selten ändern. Weil die Synchronisierung jedoch nicht von zentraler Bedeutung für die
Dissertation ist, wurde die Thematik nicht näher vertieft.
1 http://www.talend.com/products/data-integration
2 http://rapidminer.com/
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5.2 Erweiterung der Modelle und Beschreibungen
Wie einleitend erwähnt, kann ohne Abstriche auf das existierende Komponentenmodell und
dessen Beschreibung mittels SMCDL und MCDO [Pie12, S. 87ff.] aufgebaut werden. Wichtig
für das Szenario der Dissertation ist, dass die Verknüpfung von generischen, Ontologie-basierten
Datenschemata von vornherein über das Attribut type für Propertys und die Parameter möglich
ist. Jedoch sind Erweiterungen der Komponentenbeschreibung notwendig, um die Annotation von
Visualisierungseigenschaften (vgl. Abschnitt 3.3.2), das CMV-Paradigma (vgl. Abschnitt 3.4.2)
und die definierten Assistenzfunktionen (vgl. Abschnitt 3.5) zu unterstützen. Abbildung 5.4
zeigt die wesentlichen Bestandteile der SMCDL und deren Zusammenhänge, wobei an den rot













































Abbildung 5.4: Wesentliche Erweiterungen (rot umrandet) der SMCDL zur Unterstützung von
Schritten des Semantik-gestützten InfoVis-Prozesses
Component – das Hauptelement der Komponentenbeschreibung – wurde um optionale Attri-
bute für die User Assistance erweitert. So kann mit diesen definiert werden, ob eine InfoVis-
Komponente auch Daten an der gemeinsamen Datenschicht vorbei abfragt (loadsExternalData)
oder ob sie die aus dem DaRe bezogenen Daten manipuliert (doesDataProcessing). Das Meta-
data-Element, welches durch ein separates, in die SMCDL importiertes Modell definiert wird,
wurde erweitert, um InfoVis-Eigenschaften wie die Graphic Representation oder die Visual
Complexity mit Ressourcen aus der VISO zu annotieren. Weiterhin kann nun eine Property
durch die optionalen Attribute nature und interactionState hinsichtlich ihrer Eigenschaften
zur Koordination näher beschrieben werden. Propertys repräsentieren den Zustand einer Kom-
ponente, doch meist sind nicht alle notwendig, um das Memento einer Komponente für die
Kommentierung zu persistieren (vgl. Abschnitt 3.5.5). Aus diesem Grund kann durch das
Attribut isMemento spezifiziert werden, ob eine Property Teil des Mementos ist oder nicht.
Insbesondere für die Erläuterung der Bedienung einer Komponente (vgl. Abschnitt 3.5.2) war
es zwingend notwendig, das neben den Operations auch Events und Propertys mit Capabilitys
verknüpft werden können (rote Pfeile in Abbildung 5.4). Sie ermöglichen die Definition von
Aussagen, was (Action) womit (Entity) durch wen (Provider) gemacht werden kann. Die
Capability wurden hinsichtlich zweier Belange ergänzt: 1) Attribute, um zu definieren, ob für sie
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eine Hilfe angeboten werden soll oder nicht, und 2) die Verknüpfung mit einer oder mehreren
Atomic Operations. Diese stammen aus dem Activity Module der VISO (vgl. Abschnitt 4.4.3) und
drücken aus, mit welchen konkreten Interaktionstechniken eines Endgerätes, z. B. Mausklick oder
Tastendruck, die Action der Capability ausgeführt wird. Hierbei ist es auch möglich, mehrere
dieser Operationen zu definieren. Wichtig ist, dass für jede Atomic Operation mindestens
ein Objekt im DOM der Komponente bestimmt wird, auf denen sie ausgeführt wird. Die
Angabe kann über XML Path Language (XPath) [Cla99] oder über Cascading Style Sheets
(CSS)-Selektoren erfolgen und ermöglicht das zielgerichtete Erzeugen der Screenshots der
Bedienungshilfe. Letztlich ist noch für jede Atomic Operation ein Testdatensatz (exampleData)
zu definieren, mit denen die Vorschaubilder der Hilfe generiert werden. Ein beispielhafter
Ausschnitt einer SMCDL wird im Implementierungskapitel in Codebeispiel 6.3 gezeigt.
Neben der Komponentenbeschreibung muss auch das MCM [Pie12, S. 100ff.] an die neuen
Anforderungen adaptiert werden, um eine komposite RIA zur InfoVis definieren zu können.
Hierbei sind drei Teilmodelle betroffen. In das Conceptual Model, das die Komponenten der
Anwendung spezifiziert, müssen auch die Anpassungen der SMCDL übernommen werden.
Weiterhin ist das Communication Model für die Koordination von Propertys zu erweitern. Diese
werden normalerweise über einen PropertyLink synchronisiert. Tabelle 3.1 verdeutlichte jedoch,
dass nicht alle Kommunikationsbeziehungen bidirektional sind, so dass der PropertyLink um das
optionale Attribut unidirectionalSender ergänzt wird, das die sendende Property referenziert.
Eine weitere kleine Änderung basiert auf der Tatsache, dass die InfoVis-Anwendung einerseits
aus Komponenten besteht, die den Visualisierungsworkflow überhaupt erst ermöglichen und
somit nicht vom Anwender angepasst oder gar entfernt werden dürfen. Andererseits muss es
für den Endnutzer möglich sein, die integrierten InfoVis-Komponenten zu adaptieren (vgl.
Abschnitt 3.4.2). Für das Sperren von Komponenten kann das im Layout Model definierte
Attribut agile gut auf Komponentenebene wiederverwendet werden, welches auf false zu setzen
ist. Alle anderen Komponenten werden mit true zur Adaption freigegeben. Das Attribut wurde
bisher zur Unterscheidung genutzt, ob alle Komponenten eines Layouts durch den Nutzer
verschoben werden können oder nicht.
5.3 Erweiterung der Komponentenverwaltung
Die Anpassungen der Modelle, insbesondere der SMCDL und MCDO sowie die neuen Funktionen
für den Semantik-gestützten InfoVis-Prozess spiegeln sich schließlich auch in der Komponenten-
verwaltung wider. Abbildung 5.5 zeigt die essentiellen, funktionalen Bausteine des CoRe, wobei
Anpassungen und Erweiterungen rot hervorgehoben sind.
Für das reine Management der Komponenten A , d. h. die Registrierung und Bereitstellung
der Softwareartefakte, galt es die Validierung der Komponentenbeschreibungen (Validation) und
die Konvertierung von SMCDL-Instanzen in ihre semantische Form (Conversion) hinsichtlich
der neuen Elemente und Attribute anzupassen. Um die Informationen speichern zu können, war
die um die oben beschriebenen Konzepte angereicherte MCDO und die VISO (Vocabularies) zu
integrieren D . Wird zur Laufzeit eine Komponente zur Integration in eine InfoVis-Anwendung
benötigt und sind nur zu erfüllende Parameter bekannt, so wird der Integration-Bereich B
angesprochen, um passende Komponenten zu finden. Die bisherige Discovery unterscheidet
sich jedoch stark hinsichtlich des Matching und Ranking vom in Abschnitt 3.3.2 definierten



























































Abbildung 5.5: Erweiterung (rot) der wesentlichen Bestandteile des CoRes zur Unterstützung
von Schritten des Semantik-gestützten InfoVis-Prozesses
Algorithmus, so dass ein neues InfoVis Discovery Modul konzipiert wurde. Dieses generiert auch
die Abbildungsvorschrift von den originalen Nutzdaten auf die Datenschemata der Komponenten,
die zur Auslieferung der Daten während der Komponentenintegration (vgl. Abschnitt 3.4.1)
notwendig ist.
Da in Abschnitt 3.3.1 deutlich wurde, dass die Berechnungen für den WFB sehr aufwändig
sind, sind die Funktionen serverseitig vorzuhalten. Eine grundlegende Fragestellung war dabei,
ob die Funktionen im CoRe oder in einem separaten Softwareartefakt, z. B. in einem Web
Service, zu verorten sind. Für letztes spricht die Separation of Concerns (SoC), so dass die
Mechanismen, die nur für das Einsatzgebiet der InfoVis gedacht sind, von den allgemeinen,
Domänen-übergreifenden Funktionen des CoRe getrennt werden. Dagegen spricht jedoch, dass
bei der Generierung von Mappings im InfoVis Discovery Modul, welche Basis für den WFB sind,
schnell große Datenmengen entstehen können. Liegen bspw. einerseits 100 Komponenten mit
durchschnittlich drei Datenvariablen und andererseits zehn Propertys auf der Datenseite vor, so
würden im schlechtesten Fall 3000 Abbildungsregeln generiert. Diese müssten in ein passendes
Austauschformat serialisiert werden und im WFB-Backend wieder eingelesen werden. Um diesen
Aufwand im zeitkritischen Auswahlschritt 5 im definierten InfoVis-Prozess zu umgehen (vgl.
Abbildung 5.5), wird die Verortung im CoRe vorgeschlagen C .
Basierend auf den vom Nutzer gewählten Daten und den initial passenden Komponenten
werden hier die Facetten und deren Werte berechnet (Facet Generation). Das Query-Modul
wertet die von Endanwender erstellte Anfrage aus und aktualisiert gegebenenfalls vorher die
Liste identifizierter Mappings durch den Aufruf der InfoVis Discovery. Anschließend sortiert ein
dediziertes Ranking-Modul die Ergebnisliste wie in Abschnitt 3.3.1 beschrieben und es werden
die Facettenwerte auf den aktuellen Stand gebracht.
Eine weitere Erneuerung ist die serverseitige Generierung von Screenshots (Image Generation)
für die Bedienungshilfe (vgl. Abschnitt 3.5.2) als Bestandteil der User Assistance E . Da diese
Funktion unabhängig von der InfoVis-Domäne ist, ist sie im CoRe zu verorten. Wie Abbildung 5.6
zeigt, ist sie ein nachgeordneter Mechanismus der bisherigen Registrierung oder Aktualisierung
von Komponenten. Die Grundidee hierzu ist die Verwendung eines sogenannten „Headless
















Abbildung 5.6: Einordnung der Generierung der Bilder für die User Assistance im CoRe
Browsers“3, um die Komponenten zu laden, programmatisch die notwendigen Interaktionen
auszuführen und dabei Screenshots zu erstellen.
Zur Durchführung der Generierung wird neben dem CoRe auch das MRE benötigt, um
die Komponente in einer Testumgebung zu integrieren und mit den in der SMCDL definier-
ten Testdaten zu initialisieren. Anschließend werden alle Capabilitys, für die das Attribut
generateAssistance auf true gesetzt wurde, samt deren Metainformationen und verknüpften
Atomic Operations extrahiert. Letztere referenzieren zugehörige Objekte im DOM, die nun
hervorgehoben und fokussiert werden. Nach der Erstellung des ersten Screenshots wird der
Ursprungszustand wiederhergestellt. Darauf wird die in der Atomic Operation spezifizierte
Interaktion ausgelöst und nach einer definierten Wartezeit der zweite Screenshot vom Ergebnis
gemacht. Existieren weitere Operationen, so werden sie auf die gleiche Weise abgearbeitet.
Abschließend werden die Screenshots hinsichtlich ihrer Atomic Operation benannt, gespeichert
(Image Model), in der MCDO eine Referenz angelegt und diese über die API G bereitgestellt.
Schließlich wurde noch die Speicherung von externalisiertem Wissen basierend auf expliziten
und impliziten Bewertungen des Nutzers (vgl. Abschnitt 3.6.1) im CoRe verankert F , da
hier mit den Komponentenbeschreibungen sowie den identifizierten Mappings die Mehrheit
der benötigten Informationen vorliegen. Es enthält ein Manager-Modul, das die notwendigen
CRUD-Methoden für die Ratings anbietet und auch das geforderte item-based CF integriert. Die
Speicherung der Bewertungen erfolgt in zwei voneinander getrennten semantischen Modellen.
5.4 Erweiterung der Laufzeitumgebung
Letztendlich musste auch die in CRUISe und EDYRA entwickelte MRE [Pie12, S. 148ff.] hin-
sichtlich der Anforderungen des spezifizierten InfoVis-Prozesses erweitert werden. Abbildung 5.7
stellt die MRE-Architektur samt deren Teilmodulen im Überblick dar. Neuerungen waren
3 Hierbei handelt es sich um programmierbare Webbrowser ohne grafische Oberfläche.
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insbesondere durch die Etablierung des CMV-Paradigmas (vgl. Abschnitt 3.4.2), die Integration
der User Assistance (vgl. Abschnitt 3.5) und die Bewertung der integrierten Komponenten
(vgl. Abschnitt 3.6.1) erforderlich, auf die nachfolgend näher eingegangen wird. Aber auch die
Ergänzungen der MCM und der SMCDL müssen sich im Model Interpreter und Integration
Manager widerspiegeln. Letzterer muss auch die erweiterte, in Abschnitt 3.4.1 beschriebene,
Komponentenintegration realisieren.
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Abbildung 5.7: Wesentliche Erweiterungen (rot umrandet) des MREs
Um dem Endanwender zur Laufzeit die Möglichkeit zu geben, die Kommunikation zwischen
den integrierten Komponenten anzupassen, wurde der Coordination Manager konzipiert. Er
besitzt verschiedene Aufgaben während der Initialisierungs- und der folgenden Ausführungsphase
der Anwendung. In der ersten Phase muss er das MCM überprüfen, ob bereits mit dem agile-
Attribute ausgezeichnete Komponenten existieren, die koordiniert werden können bzw. müssen.
Dies ist immer dann der Fall, wenn eine erstellte komposite InfoVis geladen wurde. Für
die entsprechenden Komponenten werden alle mit den Attributen nature und interactionState
annotierten Propertys ausgelesen und im Manager vorgehalten. Gleiches gilt für die vorhandenen
PropertyLinks, die sofort nach der Initialisierung der zugehörigen Komponenten erstellt werden.
Weiterhin werden für alle extrahierten Propertys die möglichen Verknüpfungsoptionen im
Voraus in zwei Stufen berechnet. Im ersten, relativ einfachen Berechnungsschritt werden nur die
Kombinationsmöglichkeiten aus Tabelle 3.1 geprüft und nicht funktionierende Verknüpfungsmög-
lichkeiten eliminiert. Im zweiten Schritt wird für die Übrigen die Passgenauigkeit hinsichtlich der
Datenschnittstelle analysiert. Hier existiert das Problem, dass die Schnittstelle mit generischen
VISO-Konzepten annotiert ist, auf die zur Laufzeit die konkreten, zu visualisierenden Daten
abgebildet werden. Aus diesem Grund hält der Coordination Manager eine Tabelle mit den
Abbildungsregeln der Komponenten vor, die während der Integration angelegt wird. Auf diesen
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Informationen aufbauend kann bestimmt werden, welche realen Daten durch die Propertys
kommuniziert werden. Nicht passende Kombinationen werden wiederum entfernt. An dieser
Stelle könnte mit der bereits in CRUISe vorhandenen Mediation ein weiterer Schritt folgen, um
doch noch eine Kompatibilität zu erreichen. Doch hierzu müssten manuell Abbildungsregeln
zwischen semantischen Konzepten vordefiniert oder geeignete Ansätze zum Ontology Matching
[Shv05] identifiziert und integriert werden. Doch insbesondere die erste, manuelle Variante steht
den Zielen der Dissertation entgegen. Schließlich müssen während der Initialisierung noch die
Komponenten markiert werden, die der Endanwender verknüpfen kann. Grundlage sind die
vorab berechneten PropertyLinks.
Wird zur Laufzeit durch den Endnutzer eine neue Komponente zur Komposition hinzugefügt
oder entfernt, müssen die Berechnungen neu durchgeführt bzw. nicht mehr nutzbare Verknüp-
fungen eliminiert werden. Auch ist die Markierung der Komponenten zu aktualisieren. Um dem
Nutzer die Erstellung und Manipulation von Verknüpfungen zu ermöglichen, wurde in einem
Vorstadium der Dissertation ein Koordinationsdialog und eine Metavisualisierung entworfen
und realisiert (vgl. Abschnitt 6.5.4). Diese wurden später durch den hinsichtlich des Labelings
und Layoutings mächtigeren, in EDRYA entwickelten CapView abgelöst [Rad13]. Im Rahmen
dieser Arbeit nutzt er als Datengrundlage die Berechnungen des Coordination Managers.
Zum Sammeln der Bewertungen eines Nutzers wurde der Rating Manager in das MRE
integriert, der die in Abschnitt 3.6.1 beschriebenen Funktionen realisiert. Er wird durch den
Integration Manager aufgerufen, um die notwendigen Buttons zur expliziten Bewertung mit
Like und Dislike gut sichtbar an der Komponente einzufügen. Implizite Wertungen werden
nach den drei definierten Aktionen Repeated Use, Glimpse und Related Rate gesammelt. Alle
Informationen werden über den Service Access an das CoRe übergeben und dort persistiert.
Als letztes Modul wurde die Assistance ins MRE integriert, das wie der Rating Manager im
Wesentlichen autark agiert und durch Konfiguration vom Application Manager gestartet werden
kann. Das Modul realisiert jegliche clientseitige Funktion der in Abschnitt 3.5 entworfenen User
Assistance. Hierzu gehören u. a. die Integration von Buttons zum Starten der Hilfefunktionen,
die Generierung der notwendigen Views, bspw. für die Erläuterungen oder die Bedienung, und
die Kommunikation mit den Web Services. Dazu zählt das CoRe zur Abfrage von Informationen
der VISO, das DaRe mit den CRUD-Methoden für die Kommentare sowie SPARQL-Endpunkte,
um Informationen zu Konzepten aus der LOD abzurufen. Wie auch beim Coordination Manager
ergab sich eine kleine Anpassung des CapViews, der nun an den Pfeilen zur Visualisierung der
Kommunikationsbeziehungen die erforderlichen Fragezeichen darstellt, um die Hilfe anzeigen zu
können. Letztlich musste der Event Broker konzeptionell um zwei Methoden erweitert werden,
um die Propagation von Events auszusetzen und wiederaufzunehmen. Dies ist notwendig, um
bspw. bei der Erstellung von Kommentaren die Änderung des Inhalts der Komponente von
außen zu unterbinden.
5.5 Zusammenfassung und Diskussion
Die in diesem Kapitel erarbeiteten Konzepte für eine komponentenbasierte Softwarearchi-
tektur für Ontologie-gestützte InfoVis-Systeme vervollständigen die Vision der vorliegenden
Dissertation. Hierbei konnte, wie bereits in Abschnitt 2.4 identifiziert, zur Gewährleistung
der Komponentenorientierung gut auf die Ergebnisse von CRUISe und in Teilen auf die von
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EDYRA aufgebaut werden (Anforderung A1 ). Erweiterungen von bisherigen Konzepte waren
zur Beschreibung der Komponenten (A2 ) und der Komposition (A3 ) erforderlich, um vor allem
das CMV-Paradigma sowie die User Assistance zu integrieren (vgl. Abschnitt 5.2). Weiterhin
waren viele Ergänzungen im CoRe notwendig, um u. a. die Verwaltung der unterschiedlichen
Modelle (A4 ) und die Empfehlung von passenden InfoVis-Komponenten (A5 ) sicherzustellen. Zu
letztem zählen u. a. die aufwändigen Berechnungsfunktionen des WFB. Weitere neue Funktionen
des CoRe wurden aufgrund von Anforderungen der User Assistance und der Externalisierung
von Nutzerwissen ergänzt (vgl. Abschnitt 5.3). Diese beiden Konzepte sowie die Etablierung
der Inter-Komponenten-Kommunikation zur Laufzeit waren die Basis für die Erweiterung des
MRE, welches auch die Integration und Komposition von Komponenten zu einer ganzheitlichen
InfoVis-Anwendung steuert (A6 ). Das DaRe wurde komplett neu entworfen (vgl. Abschnitt 5.1).
Es schafft eine homogene Datenschnittstelle für alle Dienste der Softwarearchitektur und die
InfoVis-Komponenten (A7 ). Weiterhin übernimmt es die rechenintensive Analyse und An-
notation der zu visualisierenden Daten. Zur Sammlung, Konsolidierung und Verwaltung von
Kontextinformationen (A8 ) kann das bereits in CRUISe integrierte Framework CroCo [Pie12,
S. 163ff.] ohne Einschränkungen verwendet werden.
Zusammenfassend kann gesagt werden, dass durch die in den Kapiteln 3, 4 und 5 entworfenen
Konzepte alle in Abschnitt 2.2 spezifizierten Anforderungen adressiert werden konnten, um
eine kontextsensitive InfoVis mit kompositen RIA für Endnutzer zu ermöglichen. Ob die
Konzepte umsetzbar und praktikabel sind, muss jedoch noch überprüft und bewertet werden.
Das Folgekapitel beschreibt aus diesem Grund, wie die vorgestellte Architektur und damit
der definierte InfoVis-Prozess implementiert wurde. Weiterhin wird anhand von Evaluationen
untersucht, ob die Konzepte für den Endnutzern zweckdienlich sind.
6 Umsetzung und Validierung der Konzepte
In den drei zurückliegenden Kapiteln wurden einen Vielzahl von Konzepten vorgeschlagen,
um die zu Beginn identifizierten Probleme bei der Erstellung und Nutzung von kompositen,
webbasierten InfoVis-Anwendungen durch Endanwender zu begegnen. Dieses Kapitel erläutert
nun deren technische Realisierung und Validierung, die sich dementsprechend zunächst an
den vorgeschlagenen Architekturkonzepten (vgl. Abbildung 6.1) orientiert. Auf die Darlegung
und Diskussion der Implementierung des neu entwickelten DaRe in Abschnitt 6.1 folgen die
Ausführungen zu den Erweiterungen an der Komponentenbeschreibung (vgl. Abschnitt 6.2),
des CoRe (vgl. Abschnitt 6.3) sowie der Thin Server Runtime (TSR), die eine Beispielimple-
mentierung des MRE darstellt (vgl. Abschnitt 6.4). Darauf aufbauend zeigt der zweite Komplex
des Kapitels die Umsetzung des definierten Semantik-gestützten InfoVis-Prozesses anhand der
beiden CRUISe-basierten Anwendungen VizBoard und VizBoardAdmin (vgl. Abschnitt 6.5). Da
hier neben den funktionalen Konzepten ebenso Benutzerschnittstellen im Vordergrund stehen,
werden auch formative Untersuchungen der Gebrauchstauglichkeit vorgestellt. Nachdem alle
wesentlichen Aspekte der Implementierung beleuchtet wurden, wird dann die Effektivität und
teils auch die Effizienz bei der Semantik-gestützten Erstellung kompositer InfoVis durch den
Endanwender bewertet (vgl. Abschnitt 6.6). Grundlage hierfür ist eine abschließende Nutzer-
studie. Aus Gründen der Übersichtlichkeit wurde die Implementierung, die Verwendung in
verschiedenen Projektkontexten sowie die kontinuierliche Weiterentwicklung der VISO bereits






















Abbildung 6.1: Überblick zur umgesetzten Softwarearchitektur und den Anwendungen. Details
werden jeweils in den annotierten Abschnitten erläutert
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6.1 Implementierung des Data Repositorys
Angelehnt an die Strukturierung des DaRe in Abbildung 5.3 wird in den folgenden Abschnitten
dessen Realisierung diskutiert. Sie wurde u. a. im Rahmen diverser studentischer Arbeiten
kontinuierlich vorangetrieben (vgl. [Por11, Pic12, Pic13]).
6.1.1 Data Handling
Eine hohe Verfügbarkeit und ein schneller Zugriff auf die semantischen Nutzdaten durch alle
Softwareartefakte sind eine wichtige Grundlage eines Visualisierungsungsprozesses. Im Rahmen
der vorgestellten Architektur ist hierfür das DaRe und darin, wie in Abschnitt 5.1 vorgestellt,
das Data Handling verantwortlich. Um die entworfenen Konzepte auch mit mittleren bis großen
realen semantischen Datensätzen1 evaluieren zu können, galt es zunächst einen adäquaten
Triple Store zu identifizieren. Eine Untersuchung des Related Work, wie etwa [Has11], gab
zwar Hinweise auf akzeptable Lösungen, jedoch entsprach keines der Benchmarks allen eigenen
Anforderungen: Laden und Abfragen von realen Datensätzen, Nutzung von RDFS-Reasoning
und dem aktuellen SPARQL 1.1 Standard sowie parallele Abfragen, um ein Multiuser-Szenario
zu simulieren. Somit wurde ein eigenes Benchmark mit vier unterschiedlich großen Datensätzen
(vgl. Tabelle 6.1), die mit vier frei verfügbare Triple Stores getestet wurden, durchgeführt. Der
genaue Testaufbau und die detaillierten Ergebnisse können aus [Voi12a] entnommen werden.
NY Times Jamendo Movie DB YAGO2 Core
Größe (in MByte) 56,2 151,0 891,6 5427,2
Triple (in Mio) 0,35 1,05 6,15 35,43
Instanzen (in k) 13,2 290,4 665,4 2648,4
Klassen 19 21 53 292861
Propertys 69 47 222 93
Tabelle 6.1: Überblick zu den im Benchmark genutzten Datensätzen (nach [Voi12a]): New York
Times [The10], Jamendo2, Linked Movie Database3und YAGO2 Core [Suc07]
Abbildung 6.2 zeigt einen Auszug der Testergebnisse. Diagramm a) und b) stellen die durch-
schnittlichen Anfragezeiten von generischen SPARQL-Querys ohne und mit RDFS-Reasoning
im Hintergrund dar. Bereits anhand dieser Gegenüberstellung wird deutlich, dass Unterschiede
in den Anfragezeiten der Stores existieren, und das OWLIM Lite4 konstant gute Leistungen
erbringt. Aber bspw. bei den UPDATE-Anfragen (vgl. Abbildung 6.2-c) ist Virtuoso5 ca. vier-
bis achtmal so schnell wie der zweitschnellste Store Fuseki (inkl. des Jena TDB Backends6).
Auch andere Erkenntnisse, wie das Auftreten von datensatzspezifischen Ausreißern, z. B. bei
1 Im Rahmen der LOD-Cloud beinhaltet ein mittlerer Datensatz 0,5 Mio bis 10 Mio und ein großer Datensatz
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der Movie DB im Virtuoso (vgl. Abbildung 6.2-b), Performance-Einbrüche bei Multi-Client-
Szenarien (vgl. Abbildung 6.2-d) oder die Rückgabe von unterschiedlichen Ergebnissen der
Stores, obwohl Anfragen und Datensatz identisch sind, machen eine pauschale Empfehlung
unmöglich.
Abbildung 6.2: Ausgewählte Ergebnisse des Triple Store Benchmarks aus [Voi12a]: a) Vergleich
der durchschnittlichen Anfragezeit der generischen Querys je Datensatz und Triple Store ohne
RDFS-Reasoning, b) Vergleich der Durchschnittlichen Anfragezeit der generischen Querys je
Datensatz und Triple Store mit RDFS-Reasoning, wobei YAGO2 aufgrund verschiedener Fehler
nicht hinzugezogen wurde, c) Vergleich der Durchschnittlichen Anfragezeit der UPDATE-Querys
je Datensatz und Triple Store mit RDFS-Reasoning, und d) Vergleich der durchschnittlichen
Anfragezeit im Multi-Client-Szenario unter Verwendung des NY Times Datensatzes. Die Y-
Achsen sind jeweils aus Gründen der Übersichtlichkeit logarithmisch skaliert.
Letztlich wurde aus den folgenden praktischen Gründen das in Fuseki genutzte, leichtge-
wichtige Jena TDB gewählt. Betrachtet man alle Messgrößen (Ladezeit, Speicherverbrauch,
Anfragezeiten), so lag der Store insgesamt im Mittel. Weiterhin ist er nahtlos in das weitver-
breitete, gut dokumentierte, Java-basierte Apache Jena Framework7 integriert, welches eine
hervorragende Basis zum programmatischen Handling semantischer Daten im DaRe bietet.
Schließlich ist zu erwähnen, dass es nach Virtuoso, welches insbesondere für Unternehmensan-
wendungen gedacht ist [Has11], die wenigsten Fehler bei den Anfragen verursachte.
7 http://jena.apache.org/
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Die restlichen Funktionen des Data Handlings, wie z. B. der interne Datenzugriff oder das
Filtern von Ressourcen für das Frontend (vgl. Abschnitt 3.2.2), wurden mithilfe von Apache
Jena umgesetzt. Für alle Graph-spezifischen Berechnungen, wie etwa die Identifikation von
kürzesten Pfaden zwischen Ressourcen, wurde die Java-Bibliothek JGraphT 8 hinzugezogen.
6.1.2 Augmentation
Nachdem ein passendes Framework für die grundsätzliche Datenhaltung gefunden und realisiert
wurde, galt es die Konzepte zur Schaffung einer homogenen Datenschicht zu realisieren und
zu validieren. Hierzu zählen die Funktionalität zur Transformation, Analyse und Annotation
der zu visualisierenden Daten, die vor allem durch die Softwareartefakte der Augmentation
(vgl. Abbildung 5.3) abgedeckt werden. Für Ersteres wurden, wie durch das Factory-Pattern
vorgesehen, beispielhaft drei Implementierungen basierend auf der Klasse DataModelFactory
und dem Interface DataModel geschaffen, um die Nutzung von MySQL, Microsoft Excel-Dateien
und RDF zu ermöglichen. Alle drei Transformatoren müssen am Ende der Abarbeitung ein
Jena-Modell zurückliefern, auf dem die weitere Verarbeitung fußt.
Für die Transformation von Excel-Dateien in RDF wurde das Framework Apache POI 9
eingesetzt. Beispielhaft wird jedoch kurz auf die Konvertierung der Daten aus einer Datenbank
in RDF eingegangen. Hierzu wird das auf den benötigten Anwendungsfall zugeschnittene,
verbreitete und Java-basierte D2RQ-Framework10 genutzt. Es existieren zwar bspw. mit Reve-
lytix Spyder11 auch andere Werkzeuge, jedoch sind sie zumeist für Unternehmensanwendungen
zugeschnitten und überschreiten den notwendigen Funktionsumfang deutlich, so dass deren
Einsatz für unnötige Komplexität und für erhöhte Hardware-Anforderungen sorgen würde.
Listing 6.1 zeigt, wie einfach die Datentransformation mit D2RQ umzusetzen ist.
1 public void toJenaModel() throws DataModelException{
2 //setup genertaor
3 MappingGenerator gen = new MappingGenerator(jdbcUrl);
4 gen.setJDBCDriverClass("com.mysql.jdbc.Driver");
5 // ... and some more configuration here
6 //generate mapping
7 try {
8 PrintStream out = new PrintStream(new FileOutputStream(fileURI),true,"utf-8");
9 gen.writeMapping(out, System.err);
10 }
11 catch(Exception e){ ... }
12 //create D2RQ model
13 ModelD2RQ md= new ModelD2RQ(fileURI);









6.1 Implementierung des Data Repositorys 131
Neben der Transformation wurde für alle konzeptionell vorgesehenen Analysemethoden (vgl.
Abschnitt 3.1.3) ein Prototyp realisiert und in die Augmentation-Pipeline integriert. Neben
Eigenimplementierungen basierend auf den erwähnten Frameworks Apache Jena und JGraphT
wurden weitere Bibliotheken Dritter, wie für die KCE [Per08] im Schema Analyzer oder die
WordNet-API12 im Lexicographical Analyzer, eingesetzt. Gerade Letzteres galt es, wie in der
Konzeption verdeutlicht, zu evaluieren. Die grundsätzliche Frage ist, wie die Verwendung von
Synonymen bei der lexikalischen Analyse das Finden von Referenzen zu generischen Vokabularen
unterstützt. Hierzu wurden vier unterschiedliche Datensätze ins DaRe geladen und Zuordnungen
zum Vokabular von schema.org gesucht. Zunächst wurden keine Synonyme genutzt. Im zweiten
Durchgang wurden nur die direkten Synonyme einer Property und in einem dritten Versuch
auch die Synonyme zweiten Grades hinzugezogen. Die Plausibilität der Ergebnisse wurde durch
manuelle Bewertung von drei Personen vorgenommen, wobei die 2/3-Mehrheit für ein korrektes
Ergebnis nötig war.
DBpedia 3.9 World Dataset Global Hunger Index NY Times
Triple (in k) 15,1 29,7 46,8 350,5
Anzahl Propertys 1406 55 206 157
Dauer ohne Synonyme (in s) 2109 105 185 330
gefundene Annotationen 40 (3%) 2 (4%) 8 (4%) 14 (9%)
korrekte Annotationen 40 (100%) 2 (100%) 8 (100%) 14 (100%)
Dauer Synonyme 1. Grades (in s) 3114 143 228 501
gefundene Annotationen 113 (8%) 4 (7%) 11 (5%) 37 (24%)
korrekte Annotationen 83 (73%) 2 (50%) 9 (82%) 29 (78%)
Dauer Synonyme 2. Grades (in s) 13267 456 267 1988
gefundene Annotationen 203 (14%) 7 (13%) 11 (5%) 53 (34%)
korrekte Annotationen 83 (41%) 2 (29%) 9 (82%) 29 (55%)
Tabelle 6.2: Überblick zu den Ergebnissen der lexikalischen Analysen mit den Datensätzen:
DBpedia 3.913, World Dataset14, Global Hunger Index15und New York Times [The10]
Tabelle 6.2 gibt einen Überblick zu den genutzten Datensätzen und den Ergebnissen der
Untersuchung. Grundsätzlich wird deutlich, dass insgesamt nur wenige Referenzen in der Ziel-
Ontologie gefunden werden. Auch die Verwendung von Synonymen zweiten Grades trägt nur
wenig zur Verbesserung bei. Untersucht man die Schemata aller Datensätze, so wird deutlich,
dass der Grund einerseits in deren Spezialisierung und andererseits in der Verwendung zu-
sammengesetzter Bezeichner, wie etwa „isCountryLanguageInCountry“ liegt. Um dem ersten
Problem beizukommen, müssen neben generischen auch domänenspezifische Zielvokabulare
Einsatz finden. Das Problem der Wortzusammensetzungen lässt sich hingegen durch die Ent-
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wird insbesondere bei den DBpedia- und NY-Times-Daten deutlich, dass die Verwendung
von Synonymen zu mehr Annotationen bei noch akzeptabler Qualität führt, aber es ist auch
nicht zu übersehen, dass die Nutzung von Synonymen zweiten Grades (oder mehr) nicht sinn-
voll ist. Es werden zwar neue Mappings identifiziert, doch diese wurden durch die manuelle
Validierung als unpassend bewertet. Weiterhin dauerte der gesamte Analyseprozess bis zu
viermal länger, ohne einen Mehrwert zu bringen. Für künftige Weiterentwicklungen sollten
zur lexikographischen Analyse umfangreichere Frameworks, wie LDID16, in Betracht gezogen
werden, die mit verschiedenen, in vielen Projektkontexten genutzten Algorithmen zur Identity
Resolution aufwarten.
Die prototypische Realisierung des Semantic Clusterings stellte sich insgesamt als größte
Hürde heraus, da, wie in [Voi13f] erörtert, mit RapidMiner17 (Version 5.2) in Kombination
mit dem prototypischen RMonto Plugin [Pot11] bis dato nur ein Werkzeug existiert, um ein
Clustering von RDF-Daten umzusetzen. Da RMonto jedoch den OWL-spezifischen Pellet
Reasoner18 einsetzt, ist die Nutzung des Clustering auf OWL DL konforme Daten beschränkt,
was die Einsetzbarkeit in der Praxis drastisch einschränkt. Dennoch wurde zur Evaluation des
Konzeptes mithilfe von RapidMiner ein Analyseprozess definiert, der die semantischen Daten
lädt, alle Instanzen ohne Typisierung auswählt, die Unähnlichkeitsmatrix mit dem Operator
„Semantic K-medoids“ berechnet und schließlich ein Clusteringmodell ausgibt. Dieses beinhaltet
die Zuordnung aller Instanzen zu einem Cluster und definiert gleichzeitig eine repräsentative
Ressource je Cluster. Es konnte grundsätzlich festgestellt werden, dass sinnvolle Cluster generiert
werden, jedoch zeigten Testläufe auch, dass die Performance des Clusterings miserabel ist. Bevor
die Konzepte in die Praxis überführt werden können, gilt es effizientere Clustering-Bibliotheken
für RDF-Daten zu entwickeln.
1 @prefix vd: http://mmt.inf.tu-dresden.de/models/viso-data#
2 [mark:
3 (?s vd:hasMaxNumberofDistinctValues ?num)
4 le(?num, 6)
5 (?s rdfs:label "mark")
6 ->
7 (?s vd:hasScaleOfMeasurement vd:ordinalScaleOfMeasurement)]
Listing 6.2: Beispiel für eine Jena Rule zur Defintion der SoM
Wie im Konzept in Abschnitt 3.1.4 spezifiziert, ist es nach der automatischen Analyse oftmals
erforderlich, die Ergebnisse durch den Data Provider anzupassen oder sogar Fehler zu beseitigen.
Um keine programmatischen Anpassungen an den Analysemethoden durchführen zu müssen,
ist hierzu die flexible Verwendung von deklarativen Regeln vorgesehen, deren Ausführung den
RDF-Datensatz entsprechend anpasst. Zur Umsetzung dieses Features existieren bspw. mit
Jena Rules19, SPARQL oder SPARQL Inferencing Notation (SPIN) [Knu11] eine Reihe von
Implementierungsmöglichkeiten. Für die prototypische Umsetzung fiel die Entscheidung auf Jena
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ausreicht. Für ein Produktivsystem mit einer hohen Anzahl von Regeln, die sehr oft ausgeführt
werden, sollte hingegen auf das mächtigere SPARQL bzw. SPIN zurückgegriffen werden, um u. a.
von implementierten Optimierungsstrategien20 zu profitieren, die für Jena Rules nicht existieren.
Listing 6.2 zeigt eine beispielhafte (Forward-) Regel, um für Ressourcen, die eine Schulnote
repräsentieren, eine ordinale SoM zu definieren (Zeile 7). Bei der Definition des selektiven Teils
(Zeile 3-5) ist es wichtig, so speziell wie möglich zu sein, um die Ausführung zu beschleunigen.
Im letzten Schritt der Augmentation-Pipeline werden, wie konzeptionell vorgesehen, die
Analyseergebnisse an den jeweiligen Ressourcen annotiert und im Modell gespeichert.
6.1.3 Kommentare und API
Die Verarbeitung und Speicherung der Kommentare für die Nutzerunterstützung ist laut Konzept
ebenfalls im DaRe vorgesehen (vgl. Abbildung 5.3-c). Das dediziertes Modul (Handler) nimmt
Anfragen zur Speicherung und Ausgabe von Kommentaren sowie zur Bewertung entgegen
und validiert diese. Die Speicherung erfolgt mit dem bereits im DaRe integrierten Jena TDB,
jedoch in einem getrennten Modell. Für die Konvertierung der im JSON-Format ankommenden
Informationen nach RDF und umgekehrt wurde auf die weit verbreitete JSON-lib21 Bibliothek
zurückgegriffen.
Um den Zugriff auf die entwickelten Funktionen des DaRe zu ermöglichen, wurde auch die im
Konzept vorgesehene API realisiert. Zur Gewährleistung der Plattformunabhängigkeit war die
Bereitstellung des DaRe als Web Service zwingend. Hierbei fiel die Wahl auf REST, da diese
Technologie im Gegensatz zu SOAP deutlich leichtgewichtiger und auch der Zugriff von mobilen
Endgeräten leichter und effizienter zu realisieren ist. Ein weiterer, wichtiger Grund ist, dass
das leistungsfähigste MRE von CRUISe auf dem Prinzip der Thin Server Architecture [Pra07]
beruht und damit rein Browser-basiert ist (vgl. Abschnitt 6.4). Sollten die Konzepte später im
Unternehmensumfeld Einsatz finden, so dass bspw. Transaktionen oder die Datensicherheit eine
wichtige Rolle spielen, ist der Einsatz von SOAP in Erwägung zu ziehen.
Die folgende Auflistung gibt eine Übersicht der wichtigsten, mit Jersey22 realisierten öffentli-
chen Methoden des DaRe:
getFilelistByApikey(String apikey)
. . . ermöglicht die Ausgabe einer Liste mit allen für einen Anwender (apikey) zugänglichen
Datensätzen samt Metainformationen.
getDataByQuery(String query, String apikey, String fileid, String querytype)
. . . erlaubt Anfragen nach Daten an ein spezifiziertes Modell (fileid) mittels SPARQL und
liefert die Daten bei SELECT -Anfragen im SPARQL Query Results XML Format oder
bei CONSTRUCT -Anfragen als RDF/JSON.
uploadByFile(String apikey, String label, String desc, String filename)
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uploadByDb(String apikey, String user, String pass, String url, String label, String desc)
. . . zur Abfrage und Transformation von Daten einer MySQL-Datenbank.
relate(String apikey, String fileid, String uri1, String uri2)
. . . sucht alle Pfade zwischen den beiden als URI übergebenen Ressourcen.
getFacets(String apikey, String fileid)
. . . ermöglicht die Abfrage aller Metriken, wie etwa die Anzahl von Instanzen je Klasse,
eines Datensatzes.
add/get/delete/updateComment(String commentId, String comment)
. . . dient zur Abfrage, zum Löschen bzw. zum Aktualisieren eines Kommentars, wobei sich
die Parameter je nach Methode unterscheiden.
getComments(List<String> properties, List<String> components )
. . . erlaubt die Abfrage von Kommentaren, die bestimmten DataPropertys und/oder
Komponenten zugeordnet sind. Es wird jeweils eine Liste von URIs übergeben.
Somit kann das DaRe allen definierten Aufgaben plattformunabhängig nachkommen. Für
den Datenaustausch mit dem Web Service kommt stets JSON zum Einsatz.
6.2 Umsetzung der Beschreibung von InfoVis-Komponenten
Wie bereits in der Konzeption erläutert wurde, kann zur Beschreibung von Visualisierungs-
komponenten problemlos auf die SMCDL und MCDO aus CRUISe aufgebaut werden (vgl.
Abschnitt 5.2). Beide wurden bzgl. der vorgeschlagenen Konzepte in den jeweiligen Sprachen
XML und OWL, wie nachstehend skizziert, erweitert. Ein Codebeispiel (Listing 6.3) zeigte
eine SMCDL-Instanz einer interaktiven Komponente zur Darstellung einer Zeitlinie (vgl. Abbil-
dung 6.3), basierend auf der Simile Timeline23. Aus Gründen der Übersichtlichkeit werden nur
die Elemente, die im Rahmen der Arbeit wichtig sind, dargestellt. Ein weiteres Beispiel, das
andere Aspekte in den Vordergrund rückt, kann [Pie12, S. 91] entnommen werden.
Abbildung 6.3: Screenshot der SIMILE Timeline
Im Wurzelelement Component (Zeile 2) kann nun definiert werden, ob eine Komponente
die visualisierten Daten verändert (doesDataProcessing) oder ob auch externe Informationen
23 http://www.simile-widgets.org/timeline/
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geladen und angezeigt werden (loadsExternalData) - beides Eigenschaften zur Realisierung der
Kommentarfunktion (vgl. Abschnitt 3.5.5). Für die automatische Generierung der Bedienungs-
hilfe wurde die Beschreibung von Capabilitys erweitert (Z. 4–6), um zu definieren, dass eine
Hilfe benötigt wird (generateAssistance) und für welche atomare Operation die Bildvorschau zu
erstellen ist. Die für den Prototyp spezifizierten Operationen adressieren vorerst insbesondere
die in Webanwendungen am häufigsten genutzten Mausinteraktionen (type), wie etwa Scroll und
Click, die in der VISO definiert sind. Da nicht alle Funktionen einer Komponente Interaktionen
bedingen bzw. auch nicht immer eine Hilfe notwendig ist, können diese, wie in [Pie12] definiert,
spezifiziert werden (Z. 8). Das Attribut activity verweist dabei auf semantische Konzepte des
Activity-Moduls der VISO (vgl. Abschnitt 4.4.3).
Durch Metadaten (Z. 10–16) werden die nicht-funktionalen Eigenschaften einer Komponen-
te beschrieben, die insbesondere im Recommendation-Prozess (vgl. Abschnitt 3.3.2) genutzt
werden, um situativ passende Widgets zu identifizieren. Neben den aus CRUISe bekannten Cha-
rakteristiken, wie Dimension oder Price, wurden mit dem levelOfDetail, graphicRepresentation
und der visualComplexity drei neue Eigenschaften integriert, anhand deren der Endanwender
seine Suche nach passenden Komponenten eingrenzen kann. Alle drei verweisen auf Konzepte
des VISO-Graphic-Moduls (vgl. Abschnitt 4.4.2).
Letztlich gab es Anpassungen am Interface-Element (Z. 17–29), so dass u. a. für eine Property
bestimmt werden kann, ob deren Wertebelegung bei der Sicherung des Zustandes hinzugezogen
werden muss (isMemento). Die Operation updateTimelineData ist ein Beispiel für eine Methode,
um der Komponente die Daten zur Visualisierung zu übergeben (action:show). Im zugehörigen
Parameter wird auf das generische Datenschema exDT:tabSchemaSimileTimeline verwiesen,
das mithilfe des Vokabulars aus dem Data-Modul der VISO formalisiert wurde. Dieses wird
auszugsweise in Codebeispiel 6.4 illustriert. Hier wird zunächst das Schema (Z. 1–3) und deren
zugehörige Entität (Z. 4–6) samt Verweis auf vier Datenvariablen definiert. Eine Variable wird
in den Zeilen 7 bis 15 mit ihren Eigenschaften dargestellt. Durch die letzte Zeile werden zwei
Verweise auf Domain Assignments deutlich, die die Datenvariable näher definieren.
1 <?xml version="1.0" encoding="UTF-8"?>




4 <capability activity="action:Select" id="capSelect" entity="world:Movie" wait="5s
" generateAssistance="true">
5 <atomicoperation id="clickTapeLabel" element="div.timeline-event-label" type="
op:Click" modifier="op:LeftButton"/>
6 </capability>
7 <!-- additional capabilities with definitions for assistance generation ... -->
8 <capability activity="action:determineDistribution" entity="
exDT:tabSchemaSimileTimeline" provider="ui" id="dDCap"/>
9 <!-- additional capabilities without assistance generation ... -->
10 <meta:metadata>
11 <!-- additional meta information ... -->
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17 <interface>
18 <property isMemento="true" type="smcdl:hasWidth" required="true" name="width"/>
19 <!-- additional properties ... -->
20 <event name="eventSelected" dependsOn="capSelect">
21 <parameter name="uri" type="xs:anyURI"/>
22 </event>
23 <!-- additional events ... -->
24 <operation name="updateTimelineData">
25 <capability activity="action:show" entity="showEntity" id="showCap"/>
26 <parameter name="data" type="exDT:tabSchemaSimileTimeline"/>
27 </operation>
28 <!-- additional operations ... -->
29 </interface>
30 <binding bindingtype="mapping_simplewrapper">
31 <!-- dependencies and the constructor -->
32 </binding>
33 </component>
Listing 6.3: Beispiel einer (gekürzten) SMCDL für eine Zeitlinie
1 :tabSchemaSimileTimeline
2 a viso-data:TabularDataSchema ;
3 viso-data:hasEntity :eSimileTimeline .
4 :eSimileTimeline
5 a viso-data:Entity ;
6 viso-data:hasDataVariable :dvQuManTimelineStart , :dvQuOptTimelineEnd , :
dvNomOptTimelineText , :dvNomManTimelineTitle .
7 :dvQuManTimelineStart
8 a viso-data:DataVariable ;
9 viso-data:hasDataType "xsd:date"^^xsd:anyURI ;
10 viso-data:hasDataVariableRole viso-data:independentDataVariable ;
11 viso-data:hasName "start"^^xsd:string ;
12 viso-data:hasScaleOfMeasurement viso-data:quantitativeScaleOfMeasurement ;
13 viso-data:hasVisualAttribute viso-graphic:position ;
14 viso-data:isMandatory "true"^^xsd:boolean .
15 viso-domain:hasDomainAssignment :daSchemaDate2 , :daXsdDate2 .
Listing 6.4: Auszug eines beispielhaften generischen Datenschemas
Ein Ziel der Konzeption der Nutzerunterstützung in Abschnitt 3.5 war, dass diese mit so
wenig Aufwand wie möglich für den Komponentenentwickler verbunden ist. Nur so ist es
realistisch, dass dieser eine Hilfe anbietet und so den Endanwender unterstützt. Um den Ent-
wicklungsaufwand, der sich u. a. aus der Planung, Umsetzung und Validierung zusammensetzt,
im Rahmen einer studentischen Arbeit [Pic13] exemplarisch bewerten zu können, wurde die
Komponenten-spezifische Bedienungshilfe herangezogen (vgl. Abschnitt 3.5.2). Im Gegensatz
bspw. zur Kommentarfunktion ist diese Hilfe auch unabhängig von der Plattform realisierbar.
Als Testkomponente wurde die oben beschriebene Simile Timeline genutzt, da sie mehrere
Interaktionsmöglichkeiten bietet.
Zunächst wurde ein Student der Medieninformatik gebeten, sich die Komponente anzusehen
und für die wesentlichen Interaktionstechniken eine Assistenz zu konzipieren. Er entschied sich
für ein animiertes Bild, welches nach dem Laden der Komponente eingeblendet werden soll (vgl.
Abbildung 6.4). Die Konzeption, die Erstellung der Animationen sowie die Einbindung in den
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Code der Komponente dauert 43 Minuten. Zur Integration der in dieser Arbeit vorgeschlagenen
Bedienungshilfe musste die SMCDL annotiert werden. Hierzu wurde ein Tutorial erarbeitet und
einem Studenten gegeben, der sich mit der Implementierung und Beschreibung von CRUISe-
Komponenten auskennt, dem aber die SIMILE Timeline noch unbekannt war. Inklusive der
Einarbeitung in das Tutorial (10 Minuten) benötigte er 32 Minuten, um für die gleichen
Interaktionstechniken eine Hilfe deklarativ zu beschreiben (vgl. Codebeispiel 6.3, Zeilen 4–6) und
den Code der Komponente leicht zu modifizieren, um bspw. die notwendigen CSS-Annotationen
einzufügen.
Abbildung 6.4: Individuelle Erklärung der Funktionen der SIMILE Timeline durch Animatio-
nen (aus [Pic13])
Die zeitliche Differenz von 11 Minuten (25%) zeigt, dass das erarbeitete Konzept den Kompo-
nentenentwickler bei der Umsetzung einer gleichwertigen Hilfe tendenziell entlastet. Doch auch
ein weiterer Vorteil der Nutzung der Plattform-gebundenen Assistenzfunktionen wird deutlich:
Die Wartbarkeit. Ändern sich Funktionen der Komponente, so ist man bei der individuellen
Lösung gezwungen, erneut aufwändig Screenshots und Animationen zu erstellen. Demgegenüber
steht lediglich die Anpassung der Beschreibung. Ein anderer positiver Aspekt hinsichtlich der
Wartbarkeit ist, dass durch den Entwickler weniger Code in die Komponente zu integrieren ist,
als wenn die Hilfe vollständig entwickelt werden muss, was Fehlerquellen ausschließt und die
Übersichtlichkeit des Codes positiv beeinflusst.
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6.3 Realisierte Erweiterungen des Component Repositorys
Für die Realisierung der neuen Konzepte des CoRe aus Abschnitt 5.3 wurde auf dem bestehenden,
Java-basierten Prototyp des CRUISe-Projektes aufgebaut. Insgesamt konnten alle konzeptionell
vorgesehenen Funktionen umgesetzt werden. Diese werden anhand der nachstehenden API-
Erweiterung des CoRes kurz skizziert, ehe im Anschluss die Realisierung des zentralen Konzepts
der Discovery im Detail diskutiert wird.
getUIComponentsByData(UiFilterType vbFilterRequest)
. . . startet die InfoVis-Discovery und gibt eine sortierte Liste passender Komponenten
zurück. Diese Methode steht intern für den WFB sowie extern zur Verfügung.
getDataForComponent(String cID, String apikey, String fID, int mappingNR)
. . . liefert während der Komponentenintegration die passenden Daten zur Visualisierung
anhand gegebener IDs für die Komponente, den Nutzer, den Datensatz und das Mapping.
getImagesByComponentAndCapability(String cID, String capID)
. . . ruft für eine Komponente und eine derer Capabilitys die Informationen für die Bedie-
nungshilfe ab. Hierzu gehören die Metainformation zu den atomaren Operationen, z. B.
das Label, und vor allem den URI der zugehörigen, mit PhantomJS24 generierten Bildern.
addRating(String cID, String apikey, int rating, String fID, int mappingNR)
. . . speichert eine explizite oder implizite Bewertung eines Nutzers zur integrierten Kom-
ponente. Wird keine ID zum Datensatz und des Mappings übermittelt, wird eine implizite
Bewertung hinterlegt. Der Zugriff auf die Bewertungen ist nur intern im CoRe möglich. Für
das laut Konzept notwendige CF (vgl. Abschnitt 3.6) wurde aus Gründen der Justifiability
die verbreitete item-based Methode aus [Sar01] implementiert.
computeResults(List<RestrictionBean> query, int perc, int resultsToLoad)
. . . ist die wichtigste Methode des Frontends des WFB zum Zugriff auf den Datenbestand
des CoRe. Ihr werden die vom Nutzer selektierten Facettenwerte übergeben, wobei in
obligatorische und gewichtete, optionale Kriterien unterschieden wird. Weiterhin werden
zwei Schranken übermittelt, mit denen spezifiziert wird, zu wie viel Prozent die optio-
nalen Kriterien zutreffen müssen und wie viele Ergebnisse zurückgegeben werden sollen.
Die Rückgabe enthält Metainformationen zu den Komponenten sowie die zugehörigen,
gewichteten Mappings.
Abbildung 6.5 zeigt die wesentlichen Klassen und deren Querbezüge der neu geschaffenen
InfoVis-Discovery, die auf den Konzepten des Recommendation-Algorithmus aus Abschnitt 3.3.2
fußt. Weiterhin zeigt das Sequenzdiagramm in Abbildung 6.6 die wichtigsten Zusammenhänge
im Fluss. Erfolgt ein Aufruf der Discovery, die durch die Klasse VizboardMatching implementiert
ist, werden zunächst intern auf Grundlage der im CoRe verwalteten InfoVis-Komponenten soge-
nannte MatchingElements instantiiert, die alle notwendigen Informationen, wie das zugehörige
Datenschema, enthalten. Daraufhin wird die Preselection initialisiert, um die Kompatibilität
24 http://phantomjs.org/
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hinsichtlich der Plattform, den gewählten Visualisierungseigenschaften und Aufgaben sowie die
Übereinstimmung der notwendigen Datenvariablen zu prüfen. Weiterhin werden durch sie die
in den folgenden Schritten notwendigen semantischen Informationen aus dem DaRe abgerufen,
mit den die Datatype Propertys angereichert wurden (vgl. Abschnitt 6.1). Basierend auf den
verbleibenden MatchingElements, wird eine Instanz der MappingFactory erstellt. Diese abstra-
hiert Methoden zur Erstellung von Mappings, die im Detail tabellarisch oder Graph-basiert sind.
Ein Mapping ist stets einem MatchingElement zugeordnet und beinhaltet ein oder mehrere
MappingElements. Wie im Konzept beschrieben, umfassen diese Abbildungsregeln zwischen den
Datenvariablen auf Komponenten- und Datenseite und ggf. auch die für Graph-basierte Map-
pings notwendigen Pfade in Form von ClassMappings und ObjectPropertyMappings. Wurden alle
Abbildungsvorschriften berechnet, werden sie abschließend durch die Klasse VizboardRanking
gewichtet und sortiert. In dieser werden die konzeptionell vorgeschlagenen Berechnungsvorschrif-
ten (vgl. Abschnitt 3.3.2) genutzt, insofern die notwendigen Daten für das jeweilige Mapping
vorliegen.
Abbildung 6.5: Übersicht zentraler Klassen des implementierten Discovery Algorithmus
Um während der Implementierung das zeitliche Verhalten und damit die Leistungsfähigkeit
des realisierten Algorithmus einschätzen zu können (die Validität wird hingegen später in
Abschnitt 6.6 näher untersucht), wurde ein Benchmark konzipiert. Eine grundlegende Frage des
Versuchaufbaus war zunächst, wie viele InfoVis-Komponenten realistisch in einer „Bibliothek“
vorgehalten werden. Hierzu wurden insbesondere webbasierte JavaScript-Frameworks25, die
eine gute Basis für die Kapselung von InfoVis-Widgets sind (vgl. Abschnitt 2.3.3), aber auch
Desktop-Werkzeuge zur InfoVis untersucht. Auch wenn durch dieses Vorgehen keine allgemein-
gültige Aussage getroffen werden kann, sind jedoch Richtwerte erkennbar. Insgesamt stach das
webbasierte Framework D3.js hervor, welches eine Beispielgalerie26 von nahezu 160 unterschied-
25 Einen sehr guten Überblick zu existierenden Frameworks erhält man unter http://daniemon.com/blog/
list-of-javascript-charting-libraries/.
26 https://github.com/mbostock/d3/wiki/Gallery
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Abbildung 6.6: Übersicht wesentlicher Schritte des implementierten Recommendation Algorith-
mus anhand eines Sequenzdiagramms
lichen Darstellungen bot. Zum Vergleich bietet Microsoft Excel seinen Nutzern ca. 70 Varianten
zur Visualisierung der Daten. So wurde entschieden, sechs Testfälle für 50 bis 250 Komponenten
zu entwickeln. Weiterhin wurde ein einfacher Testdatensatz als Grundlage für die Identifikation
von Abbildungsregeln erstellt, der sechs Klassen, einige Querbezüge zwischen diesen sowie neun
Datenvariablen enthält, die mittels der Definition von rdfs:domain und rdfs:range den Klassen
zugeordnet sind. Die Größe entspricht dem angedachten Umfang eines Schemas, dass nach der
Vorfilterung der Daten durch den Endanwender (vgl. Abschnitt 3.2) übrig bleibt.
Um auch den Einfluss der sogenannten Pre-Selection identifizieren zu können (vgl. Ab-
schnitt 3.3.2), bei der die Menge der Komponenten vorab aufgrund von geforderten Funktionen
reduziert wird, wurden die Tests jeweils mit und ohne der Definition von benötigten Actions
durchgeführt. Die Vorfilterung bewirkte, dass ca. 60% der Komponenten vorab entfernt werden.
Zur Ausführung der Testfälle wurde die Methode getUIComponentsByData fünfmal nacheinan-
der mithilfe des Werkzeugs SoapUI27 aufgerufen, um eine durchschnittliche Zeit ermitteln zu
können. Die Punkte für die Zeitmessungen sind im Sequenzdiagramm 6.6 ersichtlich: Beginn
der Messung beim Methodenaufruf (1), nach der Ausführung der Pre-Selection (1.1), nach der
Erstellung der Mappings (1.3) sowie nach der Bildung der Rangfolge (1.4). Für die Ermittlung
der nachstehenden Ergebnisse kam ein Laptop mit einem Intel Core i7 (2,40GHz), Windows 8.1
sowie Java 1.7.0_11 zum Einsatz. Das CoRe wurde auf einem Apache Tomcat 7.0.47 in einer
Java Virtual Machine mit 4GB Arbeitsspeicher ausgeführt.
Abbildung 6.7 stellt die wesentlichen Ergebnisse des Benchmarks im Überblick dar. Im ersten
Diagramm ist zu erkennen, dass die benötigte Zeit für die Discovery direkt proportional zur
Menge der Komponenten ist (O(n)) und damit effizient skaliert. Weiterhin ist ersichtlich, dass
die Vorfilterung von Komponenten im Schnitt ca. 10% der Zeit spart. Gemessen daran, dass
ca. 60% der Komponenten aussortiert werden, ist der gewonnene Vorteil jedoch relativ gering.
Dies ist u. a. darin begründet, dass für die Filterung zusätzlich semantische Modelle im CoRe
abgefragt und ausgewertet werden müssen, was eine gewisse Zeit in Anspruch nimmt. Ungeachtet
dessen ist die Vorfilterung vorteilhaft.
27 http://www.soapui.org/
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Bei der erstmaligen Durchführung des Benchmarks wurde festgestellt, dass die Ausfüh-
rungszeiten mit bspw. über 20 Sekunden für 250 Komponenten klar hinter den Erwartungen
zurückblieben. Die Analyse des Sachverhaltes zeigte schnell, dass dies hauptsächlich an der
Abfrage der semantischen Metainformationen im DaRe am Ende der Pre-Selection liegt. Um
diesem Problem entgegenzuwirken, wurden zwei verschiedene Caching-Strategien umgesetzt.
Zunächst wurde die Datenhaltung im DaRe angepasst, so dass nach dem erstmaligen Zugriff auf
einen Datensatz dieser für eine konfigurierbare Zeit durch Jena TDB im Speicher gehalten wird.
Der zweite Teil der Caching-Lösung besteht darin, auch die Metainformation zu den bereits
abgefragten Datatype Propertys im CoRe für eine definierbare Zeit vorzuhalten. Damit kann
die SPARQL-Anfrage reduziert werden oder sogar komplett entfallen. Abbildung 6.7-b zeigt die
signifikante Auswirkung des Cachings: Nachdem der erste Aufruf bei 250 Komponenten 22,7s
dauerte, liegen die folgenden Aufrufe bei ca. 3s, was eine zeitliche Einsparung um den Faktor 7
gleichkommt. Die für Abbildung 6.7-a zugrundeliegenden durchschnittlichen Zeiten (bei fünf
Messungen) enthalten der Vollständigkeit halber den ersten Aufruf des CoRe, was zu den noch
immer hohen Zeiten führt. Um im Prototyp (vgl. Abschnitt 6.5) vom Caching profitieren zu
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Abbildung 6.7: Zusammenfassung der Ergebnisse des InfoVis-Discovery-Benchmarks: a) durch-
schnittliche Laufzeit der Discovery je Komponenten und b) Verdeutlichung der Effizienzsteige-
rung durch Caching bei 250 Komponenten mit Vorfilterung
Auf den identifizierten, sortierten Mappings fußend kann der Nutzer nun im WFB konkrete
Anforderungen an die zu visualisierenden Daten stellen und eine oder mehrere Komponenten
auswählen, die dann automatisch integriert werden (vgl. Abschnitt 5.3). Wichtig ist hierfür,
dass die Daten konform zum definierten Schema der Komponenten übermittelt werden. Die
Übersetzung wird anhand der identifizierten Mappings durch die Methode getDataForComponent
vorgenommen. In dieser wird eine SPARQL-CONSTRUCT Anfrage generiert, an das DaRe
gesendet und die Ergebnisse direkt weiter geleitet. Codebeispiel 6.5 zeigt eine exemplarische
Anfrage, in der im WHERE-Teil die gewählten Daten gesucht und mit CONSTRUCT ins neue
Format transformiert werden.
1 CONSTRUCT {
2 ?i0 a <.../vizBoardDataTypeExpressions#eScatterplot> .
3 ?i0 <.../vizBoardDataTypeExpressions#dvQuManScatterplotValueY> ?p0 .
4 ?i0 <.../vizBoardDataTypeExpressions#dvQuManScatterplotValueX> ?p1 .
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5 ?i0 <.../vizBoardDataTypeExpressions#dvNomOptScatterplotName> ?p2 .
6 }
7 WHERE {
8 ?i0 a <.../evaluation#IndicatorYear> .
9 ?i0 <.../evaluation#gdpPerCapita> ?p0 .
10 ?i0 <.../evaluation#lifeExpectancyAtBirth> ?p1 .
11 ?i0 <.../evaluation#hasCountry> ?i1 .
12 ?i1 a <.../evaluation#Country> .
13 ?i1 <.../evaluation#name> ?p2 .
14 }
Listing 6.5: Beispielhafte Generierung von Datenmappings für ein Scatterplot mit SPARQL
Letztlich konnte durch die generische Beschreibung von Datenstrukturen mithilfe des VISO-
Vokabulars, die in der SMCDL referenziert werden (vgl. Abschnitt 6.2), sowie den realisierten
Algorithmen zur Identifikation von Mappings und der Abfrage von Daten erfolgreich validiert
werden, dass durch die geschaffenen Konzepte ein Grundproblem der Dissertation gelöst wurde:
Die reale Trennung von domänenspezifischen Daten und generischen InfoVis-Komponenten (vgl.
Abschnitt 1.1.1).
6.4 Realisierte Erweiterungen der Thin Server Runtime
Wie in [Pie12, S. 192ff.] vorgestellt, existieren mehrere prototypische Implementierungen des
MRE mit unterschiedlichem Fokus und Funktionsumfang. Da in der Realisierungsphase dieser
Dissertation die TSR alle notwendigen Mechanismen stabil und zuverlässig anbot, wurden in
dieser Variante alle in Abschnitt 5.4 definierten Konzepte, wie die Koordination und Bewertung
der automatisch integrierten Komponenten, umgesetzt. Die TSR basiert auf den Prinzipien der
Thin Server Architecture [Pra07], so dass alle Funktionen für die Ausführung im Browser in
JavaScript zu realisieren sind. Als wesentliches Framework kommt ExtJS28 zum Einsatz, so
dass aufgrund der vorgegebenen Klassenstruktur die neuen Konzepte gut integrierbar waren.
Die umfangreichsten Erweiterungen der TSR mit über 2800 Codezeilen29 setzen die Techniken
zur Nutzerunterstützung (vgl. Abschnitt 3.5) um. Hierbei wurde lediglich das Konzept der
einführenden Erläuterung (vgl. Abschnitt 3.5.1) nicht realisiert, da der Endanwender bereits im
WFB einige der vorgeschlagenen Informationen erhält. Neben den schon genannten JavaScript-
Frameworks kommt hier insbesondere auch das verbreitete Backbone.js30 zur Anwendung, um
u. a. auch einen visuellen Kontrast der Hilfe zu der ansonsten ExtJS-spezifischen Oberfläche zu
erhalten. Die realisierten UI-Konzepte werden in Abschnitt 6.5.4 näher vorgestellt und anhand
von Untersuchungen mit Nutzern diskutiert.
6.5 Komponentenbasierte InfoVis für Endanwender mit VizBoard
In den letzten Abschnitten stand insbesondere die Realisierung und Validierung der softwarear-
chitektonischen Konzepte im Mittelpunkt. Darauf aufbauend wird in diesem Abschnitt gezeigt,
28 http://www.sencha.com/products/extjs/
29 Ohne Kommentare und Leerzeilen, gemessen mit cloc, http://sourceforge.net/projects/cloc/
30 http://backbonejs.org/
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wie die bisher noch nicht erwähnten Konzepte des Semantik-gestützten InfoVis-Prozesses im-
plementiert wurden. So wurde einerseits eine CRUISe-basierte Anwendung (VizBoardAdmin)
erstellt, die dem Data Provider ermöglicht, Daten bereitzustellen und deren Metainformatio-
nen anzupassen (vgl. Abschnitt 6.5.1). Zudem wurde die umfangreichere CRUISe-Anwendung
VizBoard realisiert, die Endanwender bei folgenden Aufgaben der InfoVis unterstützt: Die Selek-
tion der Daten (vgl. Abschnitt 6.5.2), die Identifikation passender InfoVis-Komponenten (vgl.
Abschnitt 6.5.3) sowie die Nutzung und Interpretation der Darstellung (vgl. Abschnitt 6.5.4).
Die Evaluation der Effektivität der Konzepte wird in Abschnitt 6.6 behandelt.
6.5.1 Administration der Nutzdaten
VizBoardAdmin ist eine separate, komposite Webanwendung für den Data Provider, um die in
Abschnitt 3.1 definierten menschlichen Interaktionen zu unterstützen. Dies betrifft einerseits das
Bereitstellen von Datensätzen zur InfoVis und andererseits die sogenannte Rule Adaption, die
das Anpassen der automatisch generierten Annotationen unterstützt. Abbildung 6.8 zeigt einen
Ausschnitt der Anwendung. In 1 erhält man einen Überblick zu allen Datatype Propertys
des aktuell gewählten Datensatzes. Basierend auf der Auswahl in der Liste werden unter 2
bspw. die SoM oder der Datentyp angezeigt sowie in 3 die zugehörigen Domain Assignments
gelistet. Nimmt der Data Provider Anpassungen vor, werden diese an das DaRe gesendet und
der aktuelle Datensatz angepasst.
Während der gemeinsamen Entwicklung der Anwendung mit studentischen Hilfskräften
wurde durch iterative Reviews im Entwicklerkreis geprüft, ob die Benutzerschnittstelle alle
notwendigen Funktionen des DaRe zielführend abbilden. Wie bereits im Konzept angemerkt
(vgl. Abschnitt 3.1), ist zum einen der Innovationsgrad der Benutzerschnittstelle gering und
zum anderen wird nicht der Endanwender adressiert, so dass keine detaillierte Untersuchung
hinsichtlich der Usability durchgeführt wurde.
Abbildung 6.8: Betrachtung und Anpassung von automatisch identifizierten Annotationen in
VizBoardAdmin
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6.5.2 Vorfilterung der Daten
Wie einleitend erwähnt, wurde mit VizBoard eine zweite, wesentlich umfangreichere komposite
Webanwendung basierend auf der erweiterten CRUISe-Plattform realisiert, die alle definierten
Schritte des InfoVis-Prozesses adressiert. Hierzu wurde ein Wizard auf Basis eines Screenflows
im MCM [Pie12, S. 115ff] definiert, der die Navigation zwischen den Schritten ermöglicht.
Ausgehend von der Auswahl des zu visualisierenden Datensatzes, der vom Data Provider
bereitgestellt wird (vgl. Abschnitt 6.5.1), gelangt der Endanwender zur Datenvorfilterung.
Abbildung 6.9 zeigt den finalen Implementierungsstand der in Abschnitt 3.2.2 vorgeschlagenen
Konzepte, dem jedoch ein iterativer Entwicklungsprozess vorausging. Dieser wird in [Voi13f]
im Detail vorgestellt. In den mit Endanwendern durchgeführten Zwischenstudien wurden zwei
wesentliche Probleme deutlich: Einerseits mangelt es den Endnutzern an Wissen und auch
Vorstellungskraft, um die wesentlichen Konzepte des Semantic Web, u. a. die Differenzierung in
Klassen, Eigenschaften und Instanzen, zu verstehen. Andererseits muss das UI so einfach wie
möglich gehalten und nur mit den wesentlichen Funktionen ausgestattet sein.
Der finale Stand der Komponente visualisiert die Metriken des Datensatzes in einem Hi-
stogramm 1 , welches auch zur Filterung genutzt werden kann. Der Endnutzer kann einfach
zwischen diesen wechseln, um sich die unterschiedlichen Ausprägungen anzusehen 2 . Die
Hauptdarstellung 3 ermöglicht das Browsen in den Klassen des Datensatzes und zeigt – soweit
vorhanden – die Beziehungen zwischen diesen an. Ist der Name von Klassen bekannt, kann
direkt gesucht werden 4 . Unterstützende Funktionen bei der Suche und Filterung, die in Ab-
schnitt 3.2.2 näher definiert werden, sind die Navigationshistorie 5 , Vorschläge für interessante
Klassen 6 und die Zwischenablage 7 .
Die Umsetzung der Datenvorauswahl erfolgte als eine in sich geschlossenen CRUISe-Komponente.
Die einzelnen Widgets wurden zur besseren Wartbarkeit und Erweiterbarkeit gekapselt sowie
die Kommunikation zwischen ihnen auf Basis des Mediator-Musters [Gam94] umgesetzt. Bei der
Implementierung kamen verschiedene JavaScript-Frameworks, wie ExtJS für das Grundgerüst
und D3.js für das Histogramm und die Graphdarstellung, zum Einsatz. Ein grundlegendes,
bei der Entwicklung festgestelltes Problem ist die Performanz beim Layouting und Rendering
großer Graphen mit mehr als 1000 Knoten, da hier die aktuellen Webbrowser an ihre Grenzen
stoßen. Dabei ist es unerheblich, ob die Knoten mit HTML-Elementen oder mittels SVG darge-
stellt werden. Für künftige Implementierung ist über alternative Darstellungen nachzudenken.
Letztlich ist noch zu erwähnen, dass die Konzepte und der Prototyp der Datenvorauswahl auch
erfolgreich in einem Werkzeug zur Semantik-gestützten Aufgabenmodellierung eingesetzt und
evaluiert wurden [Tie13].
6.5.3 Suche und Auswahl von InfoVis-Komponenten
Nachdem der Endanwender die für ihn interessanten Konzepte identifiziert hat, gelangt er zum als
CRUISe-Komponente realisierten WFB. Dieser erlaubt ihm, die konkreten, zu visualisierenden
Datatype Propertys sowie dafür passenden InfoVis-Komponenten auszuwählen. Zusammen mit
den im CoRe realisierten Backend-Methoden (vgl. Abschnitt 5.3) konnten alle im Konzept
vorgesehenen Funktionen (vgl. Abschnitt 3.3.1) umgesetzt werden. Technologische Basis für das
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Abbildung 6.9: Screenshot der iterativ entwickelten prototypischen Implementierung der Daten-
vorfilterung
UI ist Adobe Flex31 und JavaScript. Welche Facetten genutzt werden und auch das Layout der
Benutzerschnittstelle lässt sich deklarativ beschreiben, was die Anpassbarkeit, Erweiterbarkeit
und Wiederverwendbarkeit des WFB unterstützt.
Abbildung 6.10 zeigt den finalen Stand der Benutzerschnittstelle, die auch Grundlage für die
Evaluation der geschaffenen Konzepte in Abschnitt 6.6 ist. Sie beinhaltet, wie konzeptionell
vorgesehen, die indirekte Facette zur Auswahl der Daten 1 und direkte Facetten 2 , um notwen-
dige Eigenschaften der gesuchten InfoVis-Komponente definieren zu können. Die gewünschten
Facettenwerte werden mittels Doppelklick oder Drag&Drop der zweigeteilten Query Cloud 3
hinzugefügt, was die Suche nach adäquaten Komponenten im CoRe anstößt. Die Ergebnisse
werden sortiert in 4 dargestellt. Selektiert der Nutzer eine vorgeschlagene Komponente, werden
Detailinformationen in 5 präsentiert.
Um die Usability des WFB für die Suche nach InfoVis-Komponenten unabhängig vom
Recommendation-Algorithmus (vgl. Abschnitte 3.3.2 und 6.3) zu eruieren, wurde eine kleine
Nutzerstudie mit fünf Studenten der Medieninformatik (Alter MD32: 27) durchgeführt [Voi12d].
Sie haben ein grundlegendes Verständnis vom Faceted Browsing und von der InfoVis mit MS
Excel, jedoch keine Erfahrung mit semantischen Technologien. Zur Einführung in das Thema
31 http://www.adobe.com/de/products/flex.html
32 Median
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Abbildung 6.10: Screenshot des prototypisch realisierten WFB
wurde zunächst ein Screencast gezeigt, der alle wesentlichen Funktionen erläutert, sowie kurze
Zeit zur selbstständigen Exploration des Prototypen gegeben. Im Hauptteil der Untersuchung
galt es fünf Basisaufgaben, wie das Hinzufügen von Facettenwerten zur Query Cloud, und fünf
schwierigere Aufgaben zu erledigen. Eine beispielhafte Fragestellung hierfür war: „Stellen Sie
sich vor, dass Sie den Zusammenhang zwischen Städten und Musikgenres in einer interaktiven
Komponente untersuchen möchten. Der Zusammenhang soll bestenfalls durch die Position
visualisiert werden.“ Abschließend wurden die Teilnehmer hinsichtlich der Usability befragt.
Insgesamt konnten alle Probanden alle Aufgaben erfüllen, wobei jedoch bei den komplexen
Tasks teilweise Hilfe in Anspruch genommen wurde. Die Hauptursache war dabei das feh-
lende Verständnis von manchen der angebotenen Facettenwerten aber auch die baumartige
Darstellung der Daten. Im Gespräch mit den Testnutzern wurde klar, dass Letzteres in ei-
nem mangelnden Verständnis der Strukturierung semantischer Daten begründet ist. Weiterhin
wurde die Implementierung des optionalen Bereichs der Query Cloud diskutiert, da in der
Regel Definitionsbereiche auf- und nicht absteigend präsentiert werden. Dies ist jedoch den
Muss-Kriterien der Suche geschuldet, die prominent im linken Bereich angezeigt werden sollten,
um die Interaktionswege zwischen der wichtigen Datenfacette und der Ergebnisliste möglichst
kurz zu halten. Insgesamt wurde durch die formative Studie deutlich, dass die vorgeschlagenen
UI-Konzepte zweckdienlich für die unsichere Suche nach InfoVis-Komponenten sind. Ob das
WFB gemeinsam mit der serverseitigen Discovery den Endnutzer unterstützt, effizient passende
Komponenten zu identifizieren, wird in Abschnitt 6.6 näher untersucht.
6.5.4 Integration, Adaption und Nutzung der kompositen InfoVis
Hat der Endanwender InfoVis-Komponenten identifiziert, mit denen er die gewählten Daten
darstellen möchte, so wird deren Integration (vgl. Abschnitt 3.4.1) durch die TSR vom WFB
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angestoßen. Hierzu werden zunächst die Informationen zu den Komponenten (getMcdlByID)
und anschließend die zugehörigen Daten (getDataForComponent) vom CoRe abgerufen. Die
Integration erfolgt in einen dedizierten View des Screenflows, damit, wie in Abschnitt 5.2
definiert, die InfoVis-Komponenten und deren Komposition adaptiert werden können, ohne
dass der restliche Wizard beeinflusst wird.
Abbildung 6.11: Dialog zur Erstellung von Koordinationsbeziehungen zwischen Komponenten
(1) und Metavisualisierung der etablierten Verknüpfungen einer kompositen InfoVis (2)
In Abschnitt 3.4.2 wurden mehrere Adaptionstechniken für komposite, webbasierte InfoVis-
Anwendungen eingeführt, von denen die wesentlichen prototypisch umgesetzt wurden. So kann
der Endanwender ein anderes Mapping für eine Komponente wählen, weitere Komponenten
hinzufügen oder integrierte entfernen und auch die Kommunikationsbeziehung zwischen den
Widgets anpassen. Im Folgenden soll der Fokus auf dieser Technik liegen, da sie die elaborierteste
ist. Zur Verknüpfung klickt der Endnutzer auf den Coordination Button in der Titelleiste einer
Komponente, worauf koppelbare Widgets hervorgehoben werden (vgl. Abbildung 6.11-1). Ein
Klick auf einen grün umrandeten Button öffnet einen modalen Dialog, in der die genaue
Verknüpfung definiert werden kann. Um den Überblick zu den Kommunikationsbeziehungen
nicht zu verlieren, wird eine Metavisualisierung angeboten (vgl. Abbildung 6.11-2), die auch
Ausgangspunkt für die Bearbeitung und das Entfernen von Verknüpfungen ist.
Auch die implementierten Konzepte hinsichtlich der Koordination von InfoVis-Komponenten
wurden zur Validierung einer Nutzerstudie unterzogen. Neben der Untersuchung der Funktiona-
lität stand ebenso die Usability im Vordergrund. Es wurden 18 Probanden (Alter MD: 28,5)
6.5 Komponentenbasierte InfoVis für Endanwender mit VizBoard 148
gewonnen, wovon acht kaum oder keine Programmierkenntnisse aufweisen konnten. Weiterhin
gaben 14 Probanden an, eher selten bis nie (Werte 1 bis 3) Visualisierungen bspw. mit Microsoft
Excel oder Tableau zu erstellen. Damit ordnet sich der überwiegende Teil der Teilnehmer als
Endnutzer im Sinne der in Abschnitt 2.1.2 definierten Rolle ein. Nur vier der 18 Teilnehmer
kannten CMV-Konzepte. Nach einer Einführung in das Szenario sowie in die zu evaluierenden
Funktionen galt es sechs Aufgaben mit unterschiedlichem Schwierigkeitsgrad ohne Zeitbegren-
zung zu lösen (vgl. Anhang A.1). Im Anschluss mussten die Testpersonen Fragen hinsichtlich
der Gebrauchstauglichkeit des Prototyps schriftlich beantworten.
Abbildung 6.12: Statistiken der formativen Nutzerstudie zur Erstellung von Koordinationsbe-
ziehungen zwischen Komponenten: a) Durchschnittliche Dauer zur Lösung der Aufgaben nach
Nutzergruppen und b) Überblick zur Erfolgsquote der Aufgaben und Quote der in Anspruch
genommen Hilfe
Die Diagramme in Abbildung 6.12 zeigen wichtige Indikatoren der Studie. So spiegelt sich in
Diagramm a) der abwechselnde Schwierigkeitsgrad der Aufgaben anhand der aufgebrachten Zeit
wider. Weiterhin macht es deutlich, dass Nicht-Programmierer nahezu die doppelte Zeit (MD:
1,8) benötigen. Anhand der abschließenden Fragen wurde deutlich, dass dies insbesondere im
mentalen Modell der Probanden begründet ist, die das Konzept der Komponente samt deren ver-
knüpfbaren Propertys nicht gleichermaßen schnell verinnerlichen konnten. Das Balkendiagramm
b) stellt weiterhin dar, dass nahezu alle Probanden alle Aufgaben (MD: 97%) lösen konnten,
wobei jedoch in ca. 18% der Fälle geholfen wurde. Beispiele für die Nutzerunterstützung waren
zum einen Verständnisprobleme, wie welche Propertys verknüpft werden können, und zum
anderen nicht gefundene Funktionen.
Die abschließende Befragung zeichnet ein differenziertes Bild des Prototypen. So gaben 14
bzw. 16 Teilnehmer an, dass sie die getesteten Koordinierungsmechanismen verständlich fanden
und das Werkzeug gern in ähnlich gelagerten Szenarien einsetzen würden. Demgegenüber steht,
dass nur die Hälfte der Probanden die Konzepte für EUD geeignet finden. Einer schrieb: „Meine
Oma würde scheitern.“ Diese und ähnliche Aussagen deuten darauf hin, dass die Testpersonen
den Begriff des Endnutzers anders definieren als in dieser Dissertation. Hierzu hätte man den
Nutzern die Definition an die Hand geben müssen. Letztlich war auch das selbst eingeschätzte
Frust-Level relativ hoch (7/18 Personen), was jedoch mit den identifizierten Usability-Problemen,
wie etwa zu vielen Interaktionsschritten oder versteckten Funktionen, einher geht. Letztendlich
flossen die gewonnenen Erkenntnisse teilweise in den im EDYRA-Projekt entwickelten CapView
(vgl. Abschnitt 2.3.4) mit ein, der als Teilfunktion die Verdrahtung von Komponenten anbietet.
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Nach der Integration der gewählten Komponenten sowie der Anpassung der kompositen
InfoVis kann der Endanwender die Daten betrachten, mit diesen interagieren und sie schließlich
interpretieren. Doch, wie mehrfach in der Arbeit verdeutlicht (vgl. Abschnitt 2.2.1), können
in diesem letzten Schritt des InfoVis-Prozesses Verständnisprobleme aufkommen, die durch
unterstützende Mechanismen gemindert werden sollen (vgl. Abschnitt 3.5). Wie bereits erläutert
wurde, sind sie serverseitig im CoRe und DaRe sowie clientseitig in der TSR verortet. Nachfolgend
wird kurz vorgestellt, wie der Endanwender die Konzepte durch die prototypisch implementierten
Oberflächen nutzen kann und wie diese ihn in einer beispielhaften InfoVis unterstützen.
Abbildung 6.13 zeigt drei Ausschnitte einer beispielhaften, mit VizBoard erstellten InfoVis,
die Daten zu Filmen aus DBpedia in verschiedenen Komponenten anzeigt. Es wurden jeweils
unterschiedliche Hilfedialoge aufgerufen. In 1 ist die Erläuterung von Begriffen, hier „Minutes“
im Liniendiagramm, zu sehen, die durch einen Klick auf das automatisch annotierte Fragezeichen
geöffnet werden kann. Die ggf. verschiedenen Bedeutungen werden mit Beschreibungstext
angezeigt. Ausschnitt 2 präsentiert einen annotierten Kommentar in der bereits in Abschnitt 6.2
eingeführten Simile Timeline. Wiederum für das Liniendiagramm zeigt Bild 3 eine automatisch
generierte, Comic-basierte Bedienungshilfe zur Auswahl eines Filmes.
Abbildung 6.13: Drei unterschiedliche Ansichten der Nutzerunterstützung, teils aus [Pic13]:
Erklärung von Begriffen (1), Lesen von Kommentaren (2) und Comic-basierte Erläuterung von
Komponentenfunktionen (3)
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Um die Validität der entworfenen Konzepte frühzeitig zu prüfen, wurde im Rahmen einer
studentischen Arbeit [Pic13, S. 35ff.] u. a. eine Studie mit Paper-Mockups durchgeführt. In
der Untersuchung mit fünf Probanden ging es vornehmlich um das effiziente Auffinden der
Hilfefunktionen, das proaktive Anzeigen von Kommunikationskanälen sowie das allgemeine
Erscheinungsbild. Im weiteren Verlauf wurde ebenfalls in der genannten Diplomarbeit eine for-
mative Nutzerstudie der prototypischen Realisierung durchgeführt, um zum einen eine Tendenz
festzustellen, inwiefern die Konzepte den Endanwender unterstützen, und zum anderen Probleme
mit der Usability aufzudecken [Pic13, S. 106ff.]. Grundlage war der Prototyp zur visuellen
Untersuchung von Filmdaten. Es galt fünf Aufgaben mit unterschiedlichem Schwierigkeitsgrad
zu lösen, wofür verschiedene Funktionen aller integrierten Komponenten zu nutzen waren. Eine
beispielhafte Frage lautete: „Welcher der beiden Filme ist länger: ’Cassandras Dream’ oder
’Gaby: A true story?’“. Zur Durchführung wurden in einem öffentlichen Café sechs weibliche
und vier männliche Probanden im Alter von 27,5 (MD) gewonnen, wovon acht dem definierten
Profil eines Endnutzers (vgl. Abschnitt 2.1.2) entsprachen und zwei Softwareentwickler waren.
Den Teilnehmern wurde am Beispiel kurz erläutert, was ein Mashup ist, wie es funktioniert
und wie man die Hilfe aufruft. Nach der Vorstellung der Aufgaben sollten diese selbstständig
gelöst werden, wobei die Probanden nach den Hilfefunktionen fragen durften, wenn sie ihnen
entfallen waren. Abschließend wurden allgemeine Fragen zur Person sowie ein Fragebogen zur
SUS ausgefüllt. Letzterer bezog sich jedoch auf das gesamte Mashup, da in der Pilotierung
















































































Erfolg Hilfe genutzt Zeit
Abbildung 6.14: Statistiken der formativen Nutzerstudie zur Nutzerunterstützung: a) Quoten
zur erfolgreichen Durchführung und Nutzung der Hilfe sowie die durchschnittliche benötigte Zeit,
b) Bewertung der Gebrauchstauglichkeit anhand der System Usability Score je Proband
Wesentliche Resultate der Studie werden in Abbildung 6.14 dargestellt. Diagramm a) zeigt
den unterschiedlichen Schwierigkeitsgrad durch das Verhältnis der Erfolgsquote und benötigter
Zeit auf. Enttäuschend war insbesondere die geringe Nutzungsrate der Hilfe in nur 17 von 50
Fällen. Zwar verwenden sie 60% der Nutzer für die erste Aufgabe, doch im weiteren Verlauf
um so weniger. Vor allem bei der schwierigen Aufgabe 5 hätte sie eventuell zu einer höheren
Erfolgsquote geführt. Bei der Beobachtung der Probanden wurde deutlich, dass sie lieber nach
dem „Trial and Error“-Prinzip vorgehen, was sich mit den Erkenntnissen aus der Literatur deckt
(vgl. u. a. [Ret91, Rie96]). Um die Nutzungsrate der Hilfe zu erhöhen, könnten – aufbauend
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auf den bisherigen Konzepten – proaktive Mechanismen integriert werden, die je nach Kontext
passende Unterstützung liefern. Doch wie „Karl Klammer“ von Microsoft [Gen10] bzw. die
Studie in [Xia04] zeigt, ist der Akzeptanzgrad dieser Techniken sehr gering. Für den Einsatz im
Themengebiet der Dissertation ist demnach noch viel Forschung notwendig.
Das Diagramm b) in Abbildung 6.14 stellt die Wertungen der Gebrauchstauglichkeit auf
Basis der SUS dar, die im Mittel 73,75 (MD) Punkte erreicht. Nach [Ban09] entspricht dies
einem „Gut“. Auffällig ist dabei, dass vier Teilnehmer eine Wertung von ca. 50 Punkten
vergeben haben. Zwei von ihnen hatten jedoch keine offensichtlichen Schwierigkeiten, da
sie 9 von 10 Aufgaben überdurchschnittlich schnell erledigten. Im Detail wurden Probleme
mit der Gebrauchstauglichkeit vor allem bei der Bedienungshilfe sichtbar: Einerseits waren
die generierten Bilder nicht immer gut erkennbar, wenn die Komponenten nicht annähernd
quadratisch sind, und andererseits war die Beschreibung der notwendigen Operation nicht
immer verständlich genug. Hier müssen bei der Weiterentwicklung teilweise auch konzeptionelle
Verbesserungen geschaffen werden.
Insgesamt konnte durch die bisherigen Ausführungen in den Abschnitten 6.1 bis 6.4 gezeigt
werden, dass die vorgeschlagenen Architekturkonzepte für eine komposite, webbasierte und
Semantik-gestützte InfoVis umsetzbar sind, und dass die CRUISe/EDYRA-Plattform dafür eine
geeignete Grundlage darstellt. Weiterhin wurde anhand von Beispielanwendungen verdeutlicht,
dass die in Kapitel 3 entworfenen Konzepte eines Semantik-gestützten InfoVis-Prozesses auf Basis
der Architektur realisierbar sind. Es wurden die wesentlichen Eckpunkte des Gesamtkonzepts mit
formativen Nutzerstudien validiert, so dass ersichtlich ist, dass der Endanwender Unterstützung
bei der Daten- und Visualisierungsauswahl sowie beim Nutzen und Interpretieren der InfoVis
erfährt. Doch die bisherigen Untersuchungen sagen noch nichts über die Tatsache aus, inwiefern
die geschaffenen Mechanismen den Nutzern helfen, auch korrekte Entscheidungen im Prozess zu
treffen. Beispiele sind die Auswahl wesentlicher Konzepte eines Datensatzes in der Vorfilterung
oder die Wahl zweckmäßiger InfoVis-Komponenten im Folgeschritt, die am Ende zu einer
effektiven und auch effizienten InfoVis führen (können). Dieser Fragestellung wird im kommenden
Abschnitt nachgegangen.
6.6 Evaluation der Daten-und Visualisierungsauswahl
In den vorangegangenen Abschnitten des Kapitels wurde gezeigt, dass die entworfenen Konzepte
grundsätzlich realisierbar sind und damit dem Endanwender helfen, einen InfoVis-Prozess
unterstützt zu durchlaufen. Ziel dieses Abschnitts ist die Untersuchung, ob durch die geschaffenen
Algorithmen und Benutzerschnittstellen der Endnutzer befähigt wird, sein Ziel – das Visualisieren
und Verstehen der Daten – effektiv und effizient zu erreichen. Basis hierfür ist erstens, dass er in
der Vorfilterung eines Datensatzes die wesentlichen Entitäten identifizieren und auswählen kann,
sowie zweitens, für die gewählten Daten und seine Aufgabe effektive InfoVis-Komponenten
ermittelt. Aus den genannten Gründen werden in dieser abschließenden und damit summativen
Evaluation [Kro01] die zentralen Konzepte der Datenvorauswahl (vgl. Abschnitt 3.2) und der
kontextsensitiven Visualisierungsauswahl (vgl. Abschnitt 3.3) bewertet. Es wird jedoch nicht
bewertet, ob ein Nutzer die richtigen Erkenntnisse aus den Daten gewinnt, da dies von vielen,
schwer messbaren Kriterien abhängt [Nor06].
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Die Grundidee zum Aufbau der Studie ist, die gleichen Aufgaben von Endnutzern mit
Unterstützung des geschaffenen Werkzeugs VizBoard sowie von Experten ohne Hilfsmittel
lösen zu lassen. Anschließend soll geprüft werden, inwiefern die Endnutzer zu den gleichen
„Musterlösungen“ der Experten gelangen. Bei dieser Art des Vorgehens sind zwei Punkte als
kritisch zu bewerten: Zum einen wird eine genügend hohe Anzahl von Probanden benötigt, um
allgemeingültige Aussagen für das untersuchte Problem treffen zu können. Zum anderen ist die
Entscheidung, wann eine Person ein Experte in einer Domäne ist, ebenso von Subjektivität
geprägt. Aus den genannten Gründen sind die später vorgestellten Ergebnisse eher als eine
Tendenz anstatt als eine allgemeingültige Validierung anzusehen. Nachfolgend wird zunächst
das Szenario samt Aufgaben, die Probanden und die Durchführung kurz vorgestellt, ehe dann
die wesentlichen Ergebnisse erläutert und diskutiert werden.
Aufbau
Ähnlich wie im einführenden Beispiel in Abschnitt 2.1.1 erhält ein Endnutzer im angedachten
Szenario einen bisher unbekannten Datensatz und soll hierzu InfoVis-Komponenten identifizieren,
mit denen definierte Aufgaben gelöst werden können. Als Beispiel wurde ein Datensatz der
Weltbank33 mit Staaten und einigen ihrer Indikatoren gewählt, um für die breite Masse der
potentiellen Probanden eine verständliche Datenbasis vorweisen zu können. Ein Auszug befindet
sich in Anhang A.2.2. Dieser wurde in RDF konvertiert, bereinigt und um zusätzliche Klassen
der Domäne angereichert, um eine größere Menge an Konzepten in der Vorfilterung anzeigen zu
können. Auf den Daten aufbauend wurden die folgenden Fragen entwickelt, wobei die erste mit
der UI-Komponente zur Datenfilterung (vgl. Abschnitt 6.5.2) und die folgenden mit dem WFB
zu lösen sind:
1. Was ist Ihrer Meinung nach das wichtigste Konzept des Datensatzes?
2. Auf einer Webseite sollen die Länder des Datensatzes möglichst illustrativ zusammengefasst
werden, wobei die Länder mit der höchsten Internetnutzungsrate hervorstechen sollen.
Was wäre eine passende Visualisierung?
3. Wie sind die Staaten des Datensatzes auf der Karte verteilt? Es interessiert, auf welchem
Kontinent die meisten Staaten liegen.
4. Welches Land des Datensatzes hat die dritthöchste Bevölkerungszahl?
5. Es ist zu prüfen, ob eine Korrelation zwischen dem Bruttosozialprodukt und der Lebens-
erwartung der Länder besteht. Mit welcher Visualisierung geht dies am besten?
6. Es ist der Trend der Entwicklung der Arbeitslosigkeit von Spanien einem Publikum zu
präsentieren. Welches Diagramm ist passend?
Die Aufgaben unterscheiden sich hinsichtlich ihrer Komplexität substantiell. Weiterhin wurden
15 der in der Implementierungsphase entstandenen InfoVis-Widgets herangezogen, aus denen
der Endanwender später wählen muss. Diese unterscheiden sich bzgl. ihrer Art der graphischen
33 http://data.worldbank.org/german
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Repräsentation, ihrer generischen Datenschemata und auch den anderen, mittels der VISO
annotierbaren Eigenschaften, wie etwa den verfügbaren Actions oder der visuellen Komplexität.
Einen Überblick zu den Komponenten erhält man in Anhang A.2.3. Um die grundsätzliche
Machbarkeit der Studie vorab zu prüfen, wurde sie mit zwei Studenten, die kein Vorwissen
hinsichtlich der Konzepte dieser Dissertation besaßen, pilotiert.
Durchführung
Für die Durchführung der Evaluation konnten sechs Frauen und neun Männer mit einem
durchschnittlichen Alter von 30 Jahren (MD) gewonnen werden. Voraussetzung für die Auswahl
waren wegen des englischsprachigen Prototyps Grundkenntnisse in Englisch, Basiswissen in
Microsoft Excel, um einen Vergleich für die Erstellung von Diagrammen zu haben, sowie
dass die Probanden weitestgehend der Definition eines Endnutzers (vgl. Abschnitt 2.1.2)
entsprachen. Zur Feststellung wie ein Experte mit dem Werkzeug arbeitet, wurde jedoch auch
ein Verfahrenstechniker befragt, der täglich (wissenschaftliche) Visualisierungen erstellen muss.
Einen Gesamtüberblick zu allen Teilnehmern der Studie erhält man in Anhang A.2.1.
Die Studie wurde für jeden der Probanden in fünf Schritten durchgeführt. Eingangs wurden
die eben erwähnten, allgemeinen Informationen zu den Personen aufgenommen, worauf sich eine
Einführung in das Szenario, die Daten, in VizBoard – hier insbesondere in die Vorfilterung und
den WFB – sowie in die Aufgaben anschloss. Alle Teilnehmer konnten Fragen stellen und kurz
selbst das Werkzeug erkunden. Daraufhin wurde die eigentliche Untersuchung durchgeführt,
wobei die einzelnen Aufgaben sequentiell abzuarbeiten waren. Kam der Proband bei der ersten
Aufgabe zu einem falschen Resultat, wurde der Fehler vor den Folgeaufgaben behoben, da
ansonsten auch diese nicht lösbar wären. Es wurde stets die Zeit, der Erfolg, die Inanspruchnahme
von Hilfe und weitere Beobachtungen notiert. In der abschließenden Befragung galt es die
Gebrauchstauglichkeit basierend auf der SUS zu bestimmen. Weiterhin sollte der Proband
schätzen, wie er die gleichen Aufgaben mit Microsoft Excel gelöst hätte – hinsichtlich der Güte
des Ergebnisses und der aufzuwendenden Zeit.
Vor der Auswertung der Ergebnisse der Studie wurden die sechs Aufgaben durch Experten
ohne die Verwendung von VizBoard gelöst. Für die erste Aufgabe wurden drei Personen
mit Erfahrungen im Semantic-Web-Bereich gefragt, die den RDF-Datensatz mit TopBraid
Composer34 untersuchten. Alle Experten identifizierten die Klassen IndicatorYear und Country
als gleichermaßen wichtig. Für die Bewertung passender InfoVis-Komponenten wurden drei
Experten gewonnen, die Erfahrung in der Domäne aus Forschungsprojekten und der Lehre
aufweisen konnten. Als Informationsgrundlage wurden die wählbaren Komponenten samt
Metainformationen, der Datensatz sowie die Liste der Aufgaben ausgehändigt. Jeder konnte den
Eignungsgrad einer Komponente je Aufgabe mit sehr gut (2 Punkte), eventuell (1) und nicht
geeignet (0) beurteilen. Ein Widget gilt als passend, wenn es 2/3 der erreichbaren Punkte auf
sich vereinen kann. Anhang A.2.4 gibt einen Überblick zu den Ergebnissen, wobei die gewählten
grün markiert sind.
34 http://www.topbraidcomposer.org/
6.6 Evaluation der Daten-und Visualisierungsauswahl 154
Ergebnisse
In Abbildung 6.15 werden die wesentlichen Ergebnisse der Untersuchung zusammengefasst.
Diagramm a) zeigt, dass die Endanwender bei nahezu allen Aufgaben zu einer Lösung gekommen
sind, die, wie später diskutiert wird, jedoch nicht zwingend korrekt sein muss. Es ist auch
erkennbar, dass in ca. 1/3 (MD) der Fälle Hilfe von den Probanden in Anspruch genommen
wurde. Die Rückfragen waren jedoch nicht von inhaltlicher, sondern rein funktionaler Natur.
Beispiele waren nicht gefundene Funktionen in der Datenvorauswahl, unklare Bedeutung von
Facettenwerten, z. B. „showAction“, oder das Entfernen von Suchkriterien aus der Query Cloud
im WFB. Es ist anhand der beiden ersten Aufgaben ersichtlich, dass insbesondere ein initialer
Hilfebedarf und Einarbeitungsaufwand existiert. Diese Probleme der Gebrauchstauglichkeit
spiegeln sich auch in der Bewertung durch die SUS (vgl. Abbildung 6.15-c) wider, wo, ähnlich
zur Untersuchung des Hilfesystems (vgl. Abbildung 6.14-b), im Median ein Wert von 72,5
erreicht wird. Nach [Ban09] entspricht dies zwar einem „Gut“, macht indes auch deutlich, dass
noch Verbesserungsbedarf besteht. Letztlich benötigte ein Proband in Summe ca. 13 Minuten
(MD) zur Lösung aller Aufgaben.
Abbildung 6.15: Statistiken der abschließenden Nutzerstudie: a) Quoten zur erfolgreichen
Durchführung und Nutzung der Hilfe sowie die durchschnittlich benötigte Zeit, b) Bewertung der
Korrektheit der Ergebnisse und c) SUS-Gesamtpunktzahl je Proband
Die durchschnittliche Korrektheit der Ergebnisse je Aufgabe kann Abbildung 6.15-b ent-
nommen werden. Da Aufgabe 1 aufgrund der anderen Zielrichtung und Benutzerschnittstelle
nicht mit den restlichen fünf vergleichbar ist, wurde sie hier nicht aufgenommen. Für sie wurde
festgestellt, dass die Probanden in 13 von 15 Fällen (86,7%) eine der beiden von den Experten als
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essentiell identifizierten Klassen ausgewählt haben. Dies zeigt, dass die geschaffenen Konzepte
der Datenvorauswahl den Endanwender bei der Zielerreichung tendenziell gut unterstützen.
In Diagramm b) werden drei Sachverhalte je Aufgabe nebeneinander präsentiert: Haben die
Teilnehmer einen der ersten drei Vorschläge des WFB genutzt (Säule 1), stimmt die Auswahl der
Probanden mit einer Musterlösung überein (Säule 2) und ist mindestens eine der Musterlösungen
in den ersten drei Resultaten des WFB zu finden (Säule 3), so dass zumindest das Potential
bestand, eine korrekte Lösung zu wählen. Die Einschränkung auf die ersten drei Resultate
wurde aufgrund von Studien wie [Pan07] getroffen. Aus denen geht hervor, dass Suchende
in weniger als 1/3 der Fälle die Ergebnisse ab dem vierten Rank betrachten. Im Rahmen der
eigenen Evaluation kann festgehalten werden, dass die Probanden zu 80% einen der ersten
drei Vorschläge genutzt haben. Damit haben sie im Schnitt zu 80% ein korrektes, hilfreiches
Ergebnis erhalten. Diese Ergebnisse könnten sogar noch besser sein, da fast immer (93,3%) ein
richtiges Ergebnis unter den ersten drei Vorschlägen war. Dies wird insbesondere für Aufgabe
5 deutlich. Sie fällt so schlecht aus, da das System ein Scatterplot als wichtige und richtige
InfoVis-Komponente vorschlägt. Doch ca. die Hälfte der Probanden lehnten sie ab, da sie
sie nicht kannten oder als schwer zu interpretieren empfanden. Insgesamt ist dennoch eine
klare Tendenz ersichtlich, dass es für die Endnutzer mit dem System möglich ist, aufgrund der
Wahl richtiger und hilfreicher Komponenten eine effektive InfoVis zu erstellen. Die detaillierten
Ergebnisse der Aufgaben sind in Anhang A.2.5 zu finden.
Die Einschätzung der Effizienz bei der Erstellung einer InfoVis ist deutlich schwieriger, da
hier detaillierte, vergleichende Studien notwendig sind. Durch die Untersuchung des Standes
der Forschung und Entwicklung (vgl. Abschnitt 2.4) wurde jedoch klar, dass es insbesondere
an Lösungen mangelt, die dem Endanwender bei der Bewältigung der drei Hürden einer
InfoVis unterstützen. Ein direkter Vergleich mit Werkzeugen wie Excel, Tableau oder Choosel
wäre schwierig und nicht objektiv aufgrund der unterschiedlichen Ziele und Funktionen der
Anwendungen. Um jedoch eine Tendenz identifizieren zu können, ob die in VizBoard realisierten
Mechanismen und Oberflächen den Endanwender bei der effizienten Erstellung einer InfoVis
unterstützen, wurden die Probanden, wie oben beschrieben, nach ihrer subjektiven Meinung
gefragt. Hier schätzten 12 der 15 Personen (80%), dass sie mit VizBoard schneller als mit
Microsoft Excel zum Ziel kommen würden. Lediglich zwei sagten, dass sie ähnlich schnell sind
und einer schätzte die Arbeit mit Excel als schneller ein (Details in Anhang A.2.1). Dies ist vor
allem durch den häufigen Umgang mit den Tools begründet, so dass sich die Nutzer an gewohnten
Arbeitsschritten orientieren können. Weiterhin vermuteten 13 von 15 Probanden, dass sie mit
VizBoard mindestens zu gleich guten Resultaten gelangen. Auch wenn die Ergebnisse einer
subjektiven Einschätzung unterliegen, ist im Vergleich zu Werkzeugen mit wenigen oder keinen
Unterstützungsfunktionen, wie Excel, eine Steigerung der Effizienz durch die vorgeschlagenen
Konzepte zu erwarten.
Insgesamt konnte durch die Studie eine klare Tendenz festgestellt werden, dass die Endanwen-
der mit den geschaffenen Konzepten effektiv und effizient eine InfoVis erstellen können. Dies
ist eine gute Basis, um aus den zu betrachtenden Daten auch die richtigen Erkenntnisse zu
gewinnen. Die Untersuchung von Letzterem war indes nicht Bestandteil der Evaluation. Im fol-
genden Abschnitt werden die Erkenntnisse aus dem Implementierungs- und Validierungskapitel
zusammengefasst und diskutiert.
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6.7 Zusammenfassung und Diskussion
Nachdem in den Kapiteln 3 bis 5 die neuen wissenschaftlichen Konzepte zur kontextsensitiven
InfoVis in kompositen Webanwendungen für Endnutzer dargestellt wurden, widmet sich dieses
Kapitel ihrer Realisierung und Validierung. Die Evaluation der Konzepte der VISO erfolgte
bereits ausführlich in Kapitel 4.
Umsetzung und Validierung der homogenen Datenschicht
Ausgehend von den Architekturkonzepten stand in Abschnitt 6.1 zunächst die Implementierung
des DaRe als Java-basiertem Web Service im Mittelpunkt (Anforderung A7 ). Der Dienst
hat die zentralen, zeitkritischen Aufgaben der Verwaltung, Analyse und Augmentation der
zu visualisierenden Daten, so dass die Performanz der verwendeten Basistechnologien eine
wesentliche Rolle spielt. Aus diesem Grund wurde ein vielschichtiges Benchmark von freien,
auf große Datenmengen spezialisierten Triple Stores mit realen Daten durchgeführt. Leider
zeigten die Ergebnisse keinen klaren Gewinner, da jeder Store Kriterien- und Datensatz-
spezifische Stärken, Schwächen und Fehler aufweist. Aufgrund der guten Durchschnittswerte,
der geringen Fehlerzahl sowie der leichten Integration fiel die Entscheidung auf Jena TDB.
Für die spezifizierte Augmentation-Pipeline können aufgrund des Adapterkonzeptes leicht
unterschiedliche Datenquellen (Excel, MySQL und RDF) an das DaRe angebunden werden
(P1 ). Für die folgende Datenanalyse wurden alle definierten Analysemethoden erfolgreich
realisiert (P2 ), wozu bestehende Bibliotheken und Frameworks, z. B. KCE und RapidMiner,
aber auch Eigenimplementierungen eingesetzt wurden. Die Validierung brachte jedoch zwei
wesentliche Probleme ans Licht: Zum einen sind die Erkennungsraten der lexikalischen Analyse
zwar qualitativ hochwertig, jedoch werden zu wenige Verlinkungen in generische Vokabulare
identifiziert, so dass künftig auf bestehende externe Lösungen zu setzen ist. Zum anderen ist das
Clustering von RDF-Instanzen noch viel zu inperformant, so dass ein praxisnaher Einsatz nicht
denkbar ist. Bedauerlicherweise sind zur Zeit keine anderen Frameworks hierfür bekannt. Eine
Lösungsidee ist eine Eigenimplementierung, wie sie bspw. im Forschungsprojekt Topic/s zur
Identifikation von Themen im semantischen Datenraum realisiert wurde [Voi13a]. Letztlich kann
jedoch zusammengefasst werden, dass durch die Realisierung des DaRe das skizzierte Problem
des einheitlichen Handlings von und Zugriffs auf Nutzdaten gelöst wurde (vgl. Abschnitt 1.1.1).
Umsetzung und Validierung der kompositen InfoVis-Architektur
In den anschließenden Teilkapiteln 6.2 bis 6.4 wurde auf die Implementierungen der funktionalen
Erweiterung der bestehenden CRUISe-Plattform eingegangen (A1 ). Hierzu zählen auch die
Anpassungen an der SMCDL (A2 ) und am MCM (A3 ). Hinsichtlich der zusätzlichen Annotation
von Konzepten in der SMCDL zur automatisierten Generierung der Nutzerunterstützung kann
gesagt werden, dass der geringe Mehraufwand tragbar ist. In einer vergleichenden Untersuchung
wurde deutlich, dass die Implementierung einer Entwickler- und Komponenten-spezifischen Hilfe
etwas aufwändiger ist und Probleme wie eine komplizierte Wartbarkeit oder ein ungleiches Look
and Feel beinhaltet. Neben der notwendigen Anpassung an der Modellverwaltung (A4 ) stellt die
wesentliche, in das CoRe integrierte Funktion der in Abschnitt 3.3.2 definierte kontextsensitive
Discovery-Algorithmus dar (A5, A8 ). Für diesen wurde in Benchmarks festgestellt, dass der
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Abruf von annotierten Daten aus dem DaRe zeitkritisch ist, so dass zur Reduzierung des
Problems Caching-Strategien realisiert wurden. Diese erlauben die Suche nach passenden InfoVis-
Komponenten in einer praxistauglichen Laufzeit. Funktionen, wie die Komponentenintegration
(A6 ), die Etablierung der Koordination zwischen den Widgets (P7 ), Hilfefunktionen (P8 ) oder
die Bewertung der genutzten Komponenten (P9 ) wurden in der TSR umgesetzt, welche eine
umfangreiche, rein clientseitige Implementierung der MRE darstellt. Insgesamt wurde durch die
Erweiterungen der SMCDL samt des VISO-Vokabulars sowie der Discovery im CoRe gezeigt, dass
InfoVis-Komponenten eine generische Schnittstellenbeschreibung der Daten aufweisen können
und kontextsensitiv passende Abbildungsregeln von Daten auf die Komponenten generiert
werden können (vgl. Abschnitt 1.1.1). Dies führt zu einer breiten Wiederverwendbarkeit der
gekapselten Visualisierungstechniken in unterschiedlichen Domänen.
Umsetzung des Semantik-gestützten InfoVis-Prozesses
Nach der Diskussion der wesentlichen Architekturkonzepte wurde in Abschnitt 6.5 die Implemen-
tierung und Validierung des Gesamtprozesses aus Kapitel 3 erläutert. Die technische Umsetzung
erfolgte auf Basis von zwei mittels CRUISe realisierten kompositen Webanwendungen (A1 ). Die
erste dient dabei zur Bereitstellung der Daten und zur Bearbeitung der Annotationen durch den
Data Provider, womit die Machbarkeit von Prozessschritt 1 aus Abbildung 3.1 gezeigt wurde.
Die zweite, wesentlich komplexere Anwendung (VizBoard) adressiert direkt den Endanwender
und dient der Validierung der Schritte 3 bis 9 . Durch die Umsetzung der in der Konzeption
vorgeschlagenen UI zur Datenvorfilterung (P3 ) kann der Endanwender in einem semantischen
Datensatz browsen, ihn anhand von vordefinierten Facetten filtern und so relevante Konzepte
identifizieren. In den hierzu durchgeführten formativen Nutzerstudien wurde deutlich, dass
Endanwender große Probleme haben, die Konzepte des Semantic Web, wie Klassen, Propertys
und Instanzen, zu verstehen. Somit muss eine Benutzerschnittstelle soweit wie möglich von
diesen abstrahieren. Auch wurde bei der Implementierung ersichtlich, dass große semantische
Datensätze im Browser nur begrenzt visualisiert werden können, so dass eine adäquate Filterung
bzw. Abstraktion bereits serverseitig erfolgen muss.
Als zweites wesentliches Konzept wurde der WFB als Such-Frontend (P5 ) für den Recommen-
dation-Algorithmus (P4 ) umgesetzt. Die hierzu durchgeführte formative Nutzerstudie zeigt,
dass Endanwender gut ihre teils unsicheren Suchkriterien definieren können. Nach der Auswahl
einer oder mehrerer Komponenten werden diese ohne Zutun des Endanwenders integriert (A6 ),
wobei ein automatisches Mapping der Daten auf die Schnittstelle der Komponenten erfolgt
(P6 ). Hinsichtlich der Adaption der integrierten InfoVis-Anwendung wurde der Fokus auf
die Koordination der lose gekoppelten Widgets gelegt, um CMV-Techniken, wie bspw. Cross-
Filtering, realisieren zu können (P7 ). Die zugehörige formative Evaluation mit Experten und
Endnutzern zeigte, dass die Konzepte insgesamt verständlich und nützlich sind. Dennoch musste
auch festgestellt werden, dass Endanwender ca. doppelt so lang zur Durchführung der Aufgaben
benötigten. Um ihnen den Einstieg in die komposite, webbasierte InfoVis zu erleichtern, wurde
der Großteil der vorgeschlagenen Assistenzfunktionen erfolgreich realisiert (P8 ). Leider wurde
bei der Validierung der Implementierung mit Endnutzern festgestellt, dass sie auf die Hilfe nur
in ca. 1/3 der Anwendungsfälle zurückgreifen. An dieser Stelle ist die Integration von proaktiven
Hilfemechanismen vorstellbar, doch wie erläutert, ist deren Konzeption und Realisierung ein
Forschungsthema für sich. Die Untersuchungen in Abschnitt 6.5 legen dar, dass durch die
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vorgestellten, neuen Konzepte nun auch Endanwender in die Lage versetzt werden,effizient ohne
Programmier- und Visualisierungswissen mit Techniken des EUD komposite Webanwendung
zur InfoVis zu erstellen. Damit ist auch offensichtlich, dass die Konzepte zur Überwindung der
drei in Abschnitt 1.1.1 skizzierten Hürden eines InfoVis-Prozesses beitragen.
Validierung der wesentlichen Konzepte des Semantik-gestützten InfoVis-Prozesses
Die Tatsache, dass Endanwender in einem InfoVis-Prozess zum Ziel gelangen, sagt noch nichts
darüber aus, ob die vorgeschlagenen und letztlich integrierten Widgets effektiv und aufgaben-
angemessen sind. Aus diesem Grund wurde noch eine abschließende Evaluation durchgeführt
(vgl. Abschnitt 6.6). Der Fokus der Untersuchung lag hierbei auf der Identifikation essentieller
Konzepte in der Vorfilterung und der Wahl effektiver InfoVis-Komponenten. Es wurde jedoch
nicht untersucht, ob die Endanwender die präsentierten Daten korrekt interpretieren, da diese
Analyse zu vielschichtig und nicht Kern der Dissertation ist. Die Grundidee der Evaluation war,
Visualisierungsaufgaben durch Endnutzer mit Unterstützung von VizBoard sowie von Experten
ohne Assistenzsysteme zu lösen. Da für diese Analyse die Anzahl der Probanden und die Wahl
adäquater Experten wichtige Einflussfaktoren sind, deren notwendige Zahl bzw. Güte indes
schwer zu bestimmen ist, sollen die Ergebnisse eher als Tendenz denn als ein allgemeingültiges
Ergebnis verstanden werden. Die Ergebnisse hinsichtlich der Effektivität der Probanden sind
als gut zu bewerten. In der Vorfilterung haben 13 von 15 Probanden (ca. 86,7%) ein wichtiges
Konzept identifiziert. Und auch im WFB wählten im Schnitt 12 von 15 Probanden (80%) eine
auch von Experten empfohlene InfoVis-Komponente zur Lösung der jeweiligen Aufgabe. Da
sich die Effizienz der vorgeschlagenen Konzepte nur in einer vergleichenden Studie adäquat
untersuchen lässt, es aber an passenden Konkurrenzlösungen mangelt, wurden die Probanden
lediglich nach ihrer subjektiven Meinung gefragt. Im Vergleich zu Microsoft Excel, mit dem
alle Teilnehmer mindestens Grundkenntnisse aufweisen können, sagten 80% aus, dass sie mit
VizBoard bei mindestens gleich guten Ergebnissen schneller ans Ziel gelangen. So lässt sich zu-
sammenfassend sagen, dass die in VizBoard realisierten Konzepte den Endanwender tendenziell
schneller zu einer zielführenden InfoVis verhelfen.
Abschließend ist festzuhalten, dass die neuen Konzepte einer kontextsensitiven InfoVis für
Endanwender mithilfe von kompositen Webanwendungen eingehend umgesetzt und anhand
einer Vielzahl einfacher formativer sowie einer summativen Nutzerstudie validiert wurden. Trotz
kleiner Mängel hinsichtlich der Gebrauchstauglichkeit, die auf den prototypischen Charakter der
Implementierung zurückzuführen sind, erweisen sich die Konzepte als tragfähig und hilfreich für
den Endanwender. Im folgenden Kapitel werden die wissenschaftlichen Beiträge der Dissertation
zusammengefasst und Potentiale für weiterführende Arbeiten aufgezeigt.
7 Zusammenfassung, Diskussion und Ausblick
In der vorliegenden Arbeit wurde ein umfassendes Konzept für die kontextsensitive, Semantik-
gestützte InfoVis für Endanwender auf Basis kompositer RIA vorgestellt. In diesem letzten
Kapitel werden die erreichten Ergebnisse abschließend reflektiert. Dazu werden in Abschnitt 7.1
die einzelnen Kapitel zusammengefasst und deren Forschungsbeiträge hervorgehoben. Im An-
schluss werden die Ergebnisse in ihrer Gesamtheit diskutiert, die wissenschaftlichen Beiträge
verdeutlicht, aber auch die Grenzen der Konzepte beschrieben. Abschließend erfolgt in Ab-
schnitt 7.3 eine Darstellung möglicher weiterführender Arbeiten.
7.1 Zusammenfassung der Kapitel und ihrer Beiträge
Kapitel 1 | Einleitung
Im ersten Kapitel wurde die Arbeit motiviert und die Zielstellung einführend beschrieben.
Dabei wurde herausgearbeitet, dass das stete Wachstum der Datenmengen die Menschen heut-
zutage vor erhebliche Probleme stellt. Ein zentrales Problem ist die Extraktion relevanter
Informationen aus den Daten. Auch wenn diesbezüglich viele Werkzeuge zur InfoVis existieren,
sind sie entweder auf Experten zugeschnitten oder der Endanwender wird hinsichtlich seines
Handelns stark eingeschränkt. Weiterhin wurde identifiziert, dass heutige InfoVis-Lösungen nur
selten aktuelle Herausforderungen, wie die Nutzung und Wiederverwendung auf unterschied-
lichen mobilen Endgeräten, adressieren. Zwar stellt der Einsatz modellbasierter, kompositer
RIA einen scheinbar gut geeigneten Lösungsweg der Probleme dar, jedoch mangelt es an
auf den Endanwender und die Domäne abgestimmten Vorgehens- und Wissensmodellen, um
ad-hoc eine effiziente InfoVis-Anwendung zusammenzustellen. Davon ausgehend wurden die
Forschungsthesen aufgestellt sowie die wissenschaftliche Vision und die drei wesentlichen Zie-
le der Arbeit formuliert: die Definition eines Semantik-gestützten InfoVis-Prozesses für
Endanwender, die Schaffung einer modularen, erweiterbaren Visualisierungsontologie zur
Formalisierung von Expertenwissen der InfoVis-Domäne zur Nutzung im Prozess sowie eine
Softwarearchitektur für eine komposite InfoVis zur Realisierung des Semantik-gestützten
Prozesses. Abschließend wurde eine Abgrenzung zu anderen Forschungsfragen vorgenommen
und die einzelnen Kapitel im Überblick vorgestellt.
Kapitel 2 | Grundlagen sowie Stand der Forschung und Technik
In Kapitel 2 wurde zur Veranschaulichung der konzeptionellen und praktischen Herausforderun-
gen ein Anwendungsszenario für eine komposite, auf RIA basierende InfoVis für Endanwender
vorgestellt und diskutiert. Im weiteren Verlauf erfolgte die begriffliche und fachliche Einordnung
der Arbeit in den Forschungskontext. All diese Vorbetrachtungen bildeten den Grundstein für
die sich anschließende Definition von Anforderungen an das wissenschaftliche Konzept. Diese
können hinsichtlich der Endnutzerunterstützung, der Formalisierung von InfoVis-Wissen und
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der kompositen Softwarearchitektur unterschieden werden. Den dritten Komplex des Kapitels
stellte die Untersuchung des Standes der Forschung und Technik dar, die aus den vier Blick-
winkeln der automatisierten InfoVis, der KAV, der komponentenbasierten InfoVis und auch
der Semantik-gestützten Komposition von RIA erfolgte. Zur Strukturierung der Recherche
und der Auswertung der Ergebnisse wurden die identifizierten Anforderungen hinzugezogen.
Zusammenfassend ist zu erkennen, das noch keine wissenschaftlichen Konzepte oder technische
Lösungen existieren, die die angestrebte Vision ganzheitlich lösen. So mangelt es bspw. bei der
automatisierten InfoVis an Konzepten zur Nutzung semantischer (Kontext-) Informationen und
einer flexiblen, webbasierten Architektur, um den InfoVis-Prozess besser an die Belange des
Endnutzers zu adaptieren. Insgesamt waren die gewonnenen Erkenntnisse Grundlage für die
sich anschließende Konzeption.
Forschungsbeiträge: Das Kapitel liefert zwei Beiträge: Die Ableitung von aussagekräftigen, die
Zielerreichung stützenden Anforderungen sowie die kompakte Untersuchung, Zusammenfassung
und Bewertung des aktuellen Standes der Forschung und Technik in vier Forschungsfeldern.
Kapitel 3 | Semantik-gestützter Visualisierungsprozess für komposite Rich Internet
Anwendungen
Das dritte und umfangreichste Kapitel definierte den für diese Arbeit zentralen Semantik-
gestützten InfoVis-Prozess. Aufgrund von UI- und Interaktionsparadigmen sowie Automatismen,
die eine gemeinsame, formale InfoVis-Wissensbasis nutzen, wird es für den Endanwender
möglich, die drei essentiellen Barrieren des InfoVis-Prozesses – Datenauswahl, Erstellung von
Abbildungsregeln und Interpretation der Visualisierung – zu überwinden. Dafür wurden folgende
Teilkonzepte entworfen: (1) die semi-automatische Datentransformation sowie die Analyse
und Extraktion der Semantik eines Datensatzes, (2) die Endnutzer-gerechte Filterung großer
Datensätze, (3) die kontextsensitive Auswahl von InfoVis-Komponenten, (4) die Integration in
und Konfiguration von kompositen InfoVis-Anwendungen, (5) die Nutzerunterstützung bei der
Exploration und Interpretation der Daten sowie (6) die Gewinnung und Wiederverwendung
von Visualisierungswissen.
Forschungsbeiträge: Jedes der sechs genannten Teilkonzepte stellt einen eigenständigen For-
schungsbeitrag dar, die im Zusammenspiel den Semantik-gestützten InfoVis-Prozess abdecken
und damit das maßgebliche Konzept der Dissertation repräsentieren. Das Gesamtkonzept
wurde zunächst auf einem internationalen Workshop [Voi12c] und darauf aufbauend in ei-
nem Buchkapitel [Voi13d] veröffentlicht. Die einzelnen Beiträge der Teilkonzepte wurden in
einem internationalen Journal [Voi13c] sowie auf internationalen Tagungen und Workshops
[Voi12b, Voi12d, Voi13b, Voi13f, Tie13] vorgestellt.
Kapitel 4 | Formalisierung von Visualisierungswissen als Grundlage für InfoVis-Systeme
Für die Realisierung des entworfenen InfoVis-Prozesses ist eine adäquate, formale Wissensbasis
mit Domänenwissen notwendig, für deren Realisierung in Kapitel 4 zunächst ein Vorgehensmodell
als Grundlage für einen strukturierten Entwicklungsprozess erarbeitet wurde. Zur Fokussierung
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der VISO wurden inhaltliche Anforderungen aus Kapitel 3 konsolidiert und wesentliche Wis-
sensgebiete aus existierenden Klassifikationen der Domäne abgeleitet. Das Hauptaugenmerk
des Kapitels lag auf der Konzeption der modularen VISO. Es wurden zentrale Konzepte über-
blicksartig diskutiert sowie deren bisherige Realisierung mittels W3C-Standards, wie RDFS
und OWL, skizziert. Um die Wiederverwendung auch in anderen (Forschungs-) Kontexten
zu ermöglichen, was ein zentrales Anliegen bei der Ontologieentwicklung darstellt, ist sie frei
zugänglich, die geschaffenen Konzepte sind eindeutig zitiert sowie menschenlesbar annotiert
und es wurde eine webbasierte Dokumentation samt Forum realisiert, so dass Domänenexperten
ohne Semantic-Web-Kenntnisse das Wissensmodell zielgerichtet nutzen, diskutieren und so zur
Weiterentwickelung beitragen können.
Forschungsbeiträge: Der Kernbeitrag des Kapitels ist die modulare VISO, auf der sich der
spezifizierte InfoVis-Prozess abstützen kann. Im Gegensatz zu existierenden Ansätzen zur
Ontologie-basierten Formalisierung des InfoVis-Wissens fußen die Konzepte auf einer breiten
Recherche und verwenden existierendes Wissen zielgerichtet wieder. Des Weiteren ist die
geschaffene Ontologie die bisher einzig bekannte, frei zugängliche, formale Wissensbasis der
InfoVis-Domäne, die die Community zur Wiederverwendung und Weiterentwicklung einlädt.
Erste Ergebnisse der Literaturrecherche wurde in einem technischen Report [Voi11] und die
Ontologie auf einer einschlägigen, internationalen Tagung [Pol13a] vorgestellt. Weiterhin wurde
sie bisher in einem weiteren Forschungskontext [Pol13b] validiert.
Kapitel 5 | Softwarearchitektur für Ontologie-gestützte, komponentenbasierte InfoVis-Systeme
Gegenstand von Kapitel 5 waren Konzepte einer Softwarearchitektur für Ontologie-gestützte,
komponentenbasierte InfoVis-Systeme. Hierbei konnte auf die Ergebnisse der Forschungsprojekte
CRUISe und teils EDYRA aufgebaut und diese gezielt erweitert werden. Die neuen Konzepte
können in generische und InfoVis-spezifische unterschieden werden. Zu Ersteren gehören die der
User Assistance in den Modellen, dem CoRe und der MRE, so dass die zusätzlichen Funktionen
auch in künftigen CRUISe-Anwendungen eingesetzt werden können. Neue, InfoVis-spezifische
Konzepte sind bspw. der Recommendation-Algorithmus im CoRe oder der Web Service DaRe.
Dieser schafft eine homogene Datenschnittstelle für alle Dienste der Softwarearchitektur und
die InfoVis-Komponenten. Auch sind die rechenintensive Analyse und Annotation der zu
visualisierenden Daten darin verortet.
Forschungsbeiträge: Der wesentliche Beitrag des Kapitels liegt darin, dass die Architekturkon-
zepte für modellbasierte, komposite RIA erstmals durch zielgerichtete, konzeptionelle Erweite-
rungen in die InfoVis-Domäne übertragen und damit ein neues Anwendungsfeld erschlossen
wurde. Auf der anderen Seite steht nun erstmals für eine komposite, webbasierte InfoVis-Lösung
ein ganzheitliches Architekturkonzept zur Verfügung, das die Ausführbarkeit der Anwendungen
in der heute existierenden, heterogenen Landschaft der (mobilen) Endgeräte gewährleisten kann.
Auch die Architekturkonzepte wurden im Überblick in einem Buchkapitel [Voi13d] und im
Detail in einer Reihe von internationalen Publikationen veröffentlicht, wie etwa das DaRe samt
der Komponente zur Datenvorfilterung in [Voi13f, Tie13].
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Kapitel 6 | Umsetzung und Validierung der Konzepte
Kapitel 6 gibt einen Überblick zur technischen Realisierung und Validierung der geschaffenen
Konzepte, wobei die Evaluation der VISO bereits in Kapitel 4 erfolgte. Zunächst standen die
wesentlichen Architekturkonzepte im Vordergrund. Es konnte gezeigt werden, dass durch die
Realisierung des DaRe die skizzierten Probleme des einheitlichen Handlings von und Zugriffs auf
Nutzdaten gelöst wurde und auch maßgebliche Charakteristiken der Daten semi-automatisch
extrahiert werden können. Im Folgenden wurde durch die Erweiterungen der SMCDL samt
des VISO-Vokabulars sowie der Discovery im CoRe gezeigt, dass InfoVis-Komponenten eine
generische Schnittstellenbeschreibung der Daten aufweisen und kontextsensitiv passende Ab-
bildungsregeln von Daten auf die Komponenten generiert werden können. Dies führt zu einer
breiten Wiederverwendbarkeit der gekapselten Visualisierungstechniken in unterschiedlichen
Anwendungsfällen. Anschließend wurde die Realisierung und Validierung des Gesamtprozesses
aus Kapitel 3 anhand einer beispielhaften, kompositen InfoVis-Anwendung erläutert. Es war
ersichtlich, dass durch die neuen Konzepte nun auch Endanwender in die Lage versetzt werden,
mit Techniken des EUD komposite Webanwendung zur InfoVis zu erstellen, und dass die geschaf-
fenen Mechanismen und Benutzerschnittstellen zur Überwindung der drei in Abschnitt 1.1.1
skizzierten Hürden eines InfoVis-Prozesses beitragen. Verbesserungsbedarf wurde hinsichtlich der
Gebrauchstauglichkeit des Prototyps festgestellt. Dass Endanwender in einem InfoVis-Prozess
zum Ziel gelangen, sagt noch nichts über die Effektivität und Effizienz in den wesentlichen
Teilschritten aus. Aus diesem Grund wurde eine abschließende Evaluation vorgestellt, in der
insbesondere die Korrektheit bei der Identifikation von wichtigen Konzepten eines Datensatzes
und von passenden InfoVis-Komponenten eruiert wurde. Durch die Untersuchung konnte gezeigt
werden, dass die neuen wissenschaftlichen Konzepte den Endanwender tendenziell schnell zu
einer zielführenden InfoVis verhelfen.
Forschungsbeiträge: Durch die Implementierung entscheidender Architekturkonzepte sowie einer
beispielhaften Anwendung wurde die Tragfähigkeit der geschaffenen Konzepte nachgewiesen.
Anhand einer Vielzahl von formativen sowie einer summativen Nutzerstudien konnte validiert
werden, dass sich aus den geschaffenen Lösungen tendenziell Vorteile für den Endanwender bei
der Erstellung einer InfoVis ergeben. Trotz kleiner Mängel hinsichtlich der Gebrauchstauglichkeit,
die auf den prototypischen Charakter der Implementierung zurückzuführen sind, erweisen sich
die Konzepte als tragfähig und bilden damit eine solide Grundlage für Erweiterungen durch
angeschlossene Forschungsprojekte.
7.2 Diskussion, Beiträge und Grenzen
Nachdem im vorangegangen Abschnitt die einzelnen Kapitel zusammengefasst und deren
Forschungsbeiträge dargestellt wurden, wird im Folgenden die Zielerreichung diskutiert, die
wissenschaftlichen Beiträge zusammengefasst aber auch die Grenzen der vorgestellten Konzepte
verdeutlicht.
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7.2.1 Diskussion der Zielerreichung
Die in Abschnitt 1.1.2 aufgestellten Arbeitsthesen dienten in der gesamten Arbeit als Moti-
vation und Leitfaden. Sie lassen sich jedoch nicht allumfassend beweisen und sind nur durch
umfangreiche, teilweise langfristige Studien zu bewerten, wozu die vorliegende Arbeit einen
Grundstein legt. Um dennoch eine Bewertung vorzunehmen, können die aus den Thesen abge-
leiteten Forschungsziele herangezogen werden. In der Zusammenfassung (vgl. Abschnitt 7.1)
wurde bereits deutlich, dass alle angestrebten Ziele erreicht wurden. Sie werden nachstehend
näher untersucht.
Semantik-gestützter InfoVis-Prozess für Endanwender
Das zentrale Konzept dieser Dissertation stellt der Semantik-gestützte InfoVis-Prozess für
Endanwender dar. Er wurde erfolgreich validiert, so dass die in Abschnitt 1.1.1 skizzierten
Hürden der InfoVis überwunden werden können. Bisherige Lösungen, vor allem aus dem Gebiet
der automatisierten InfoVis (vgl. Abschnitt 2.3.1), rückten zumeist nur das Mapping von
den Daten auf die visuellen Strukturen und Attribute in den Vordergrund, ohne die Auswahl
von Daten oder die Erleichterung der Interpretation zu adressieren. Zur Unterstützung der
geschaffenen Automatismen ist formales Domänenwissen notwendig. Diese Dissertation liefert
erstmals detaillierte und vor allem validierte Konzepte für die durchgängige Nutzung von
in Ontologien formalisiertem Wissen in einem InfoVis-Prozess. Weiterhin können folgende
Teilaspekte des definierten Gesamtprozesses hervorgehoben werden:
• Eine wichtige Basis für den Prozess ist, dass verschiedene, gängige Datenformate in
ein gemeinsames Format (RDF) transformiert und dabei semi-automatisch alle not-
wendigen Metainformationen des Ausgangsdatensatzes extrahiert werden können (vgl.
Abschnitt 6.1). Für deren Speicherung und Nutzung werden semantische Modelle verwen-
det (vgl. Abschnitte 3.1 und 5.1), die u. a. ein einfaches, standardkonformes Referenzieren
und Annotieren von Schema- und Instanzdaten ermöglichen.
• Es wurde gezeigt, dass es durch die Kombination von automatisch extrahierten Metri-
ken eines Datensatzes und von einfachen, visuellen Filtertechniken dem Endanwender
ermöglicht wird, auch in unbekannten Datensätzen wichtige Konzepte zu identifizieren
(vgl. Abschnitte 6.5.2 und 6.6) und damit die Hürde der Datenauswahl zu minimieren
(vgl. Abschnitt 1.1.1).
• Durch die Konzepte des WFB (vgl. Abschnitt 3.3.1) kann der Endnutzer mithilfe eines ver-
breiteten Suchparadigmas iterativ nach InfoVis-Komponenten suchen, auch wenn einzelne
Kriterien anfangs noch vage sind. Der dahinter liegende Recommendation-Algorithmus
(vgl. Abschnitt 3.3.2) gleicht das fehlende InfoVis-Wissen des Endanwenders aus und
bietet effektive, für den aktuellen Kontext passende InfoVis-Komponenten an.
• Im Gegensatz zu existierenden webbasierten, kompositen InfoVis-Lösungen (vgl. Ab-
schnitt 2.3.3) können die identifizierten Widgets automatisch integriert und instantiiert
werden. Im Sinne des EUD kann die komposite InfoVis-Anwendung durch den Endnutzer
hinsichtlich seiner Bedürfnisse adaptiert werden (vgl. Abschnitt 6.5.4).
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• Bei der Interaktion mit der Anwendung bzw. mit den Daten können eine Reihe von
Verständnisproblemen auftreten. Daher wurden mehrere Unterstützungsmaßnahmen ent-
worfen und erfolgreich umgesetzt, die diesem Problem entgegenwirken (vgl. Abschnitte 3.5
und 6.5.4). Dabei wurde beachtet, dass für den Entwickler von InfoVis-Komponenten nur
ein geringer Mehraufwand entsteht (vgl. Abschnitt 6.2).
• Letztlich wurde erstmals ein Konzept zur Gewinnung und Wiederverwendung von neuem
InfoVis-Wissen durch die Nutzung eines Visualisierungswerkzeuges vorgestellt und reali-
siert (vgl. Abschnitte 3.6 und 6.3). Hierbei wird explizites und implizites Nutzerwissen
externalisiert, das aussagt, inwiefern die empfohlenen und integrierten Komponenten den
ursprünglichen Erwartungen und damit den Suchkriterien entsprechen.
Modulare Ontologie zur formalen Repräsentation von InfoVis-Wissen
Ebenso wurde das zweite Ziel der vorliegenden Arbeit – die Schaffung einer modularen VISO –
erreicht und auch in anderen Projektkontexten validiert. Die Ontologie enthält Konzepte, die
im Rahmen des neuen InfoVis-Prozesses und darüber hinaus verwendet werden können. Die
Konzeption baut auf einer breiten Literaturrecherche sowie einer manuellen Extraktion sowie
Disambiguierung von existierenden Konzepten und deren Relationen auf, wie es bei keinem der
bisher identifizierten Ontologien in der Domäne der Fall war. Ein weiteres Alleinstellungsmerkmal
ist die Dokumentation innerhalb der VISO: Es existieren Verweise auf die ursprüngliche
Literatur samt Informationen, wie die Konzepte übernommen wurden, und es wurde auf eine
durchgängige, menschenlesbare Beschreibung geachtet. Zusammen mit der Implementierung auf
Basis von Standardtechnologien und durch die freie Verfügbarkeit ist somit die Grundlage für
die Wiederverwendung, Weiterentwicklung aber auch Validierung durch die InfoVis-Community
gegeben.
Plattformunabhängige Architektur für die komponentenbasierte InfoVis
Das Ziel, eine Softwarearchitektur für die plattformunabhängige, komponentenbasierte InfoVis
zu entwickeln, wurde ebenfalls erreicht. Hierzu wurden einerseits Konzepte geschaffen, die die
komponentenbasierte RIA-Plattform CRUISe konzeptionell und prototypisch erweitern, und
andererseits Grundlage für die Realisierung des DaRe-Web-Service sind. Letzter ermöglicht den
zentralen, homogenen Zugriff auf die ansonsten in heterogenen Quellen vorliegenden Daten.
Durch die geschaffenen Konzepte ist es erstmals für eine webbasierte InfoVis-Lösung möglich,
je nach Endgeräte-, Laufzeitumgebungs- und Nutzerkontext adäquate InfoVis-Widgets auszu-
liefern und einzubinden, was im Resultat zu einem situativ passenden Visualisierungserlebnis
führt. Weiterhin werden durch die generische Datenbeschreibung sowie den neuen Discovery-
Algorithmus der Grad der Wiederverwendbarkeit von InfoVis-Techniken deutlich erhöht und
dabei Zeit- und Entwicklungskosten eingespart. Letztlich ist noch hervorzuheben, dass durch
das komposite UI sowie die Konzepte zur Etablierung von Koordinationstechniken verschiedene
Sichten auf einen Datensatz gezeigt und damit die Daten interaktiv gefiltert sowie exploriert
werden können. Dies ist in der Hinsicht neu, dass in bisherigen Werkzeugen die möglichen
Koordinationstechniken a priori implementiert sind.
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7.2.2 Wissenschaftliche Beiträge
Die maßgeblichen Beiträge dieser Dissertation wurden bereits in Abschnitt 7.1 je Kapitel
zusammengefasst. Dabei wurde auf deren Publikation in einem Buch und Journal sowie inter-
nationalen Tagungs- und Workshopbänden hingewiesen. Die Kernbeiträge können wie folgt
zusammengefasst werden:
• Konzeption eines ganzheitlichen, Semantik-gestützten InfoVis-Prozesses zur Unterstützung
des Endanwenders. Hier ordnen sich folgende Beiträge unter:
– Spezifikation von Mechanismen zur Identifikation interessanter und relevanter Kon-
zepte in großen, semantischen Datensätzen
– Konzeption eines Facetten-basierten, iterativen Suchkonzepts bei einem teilweise nur
vagen Verständnis der Suchkriterien
– Spezifikation eines Algorithmus zur kontextsensitiven, gewichteten Suche und Emp-
fehlung von InfoVis-Widgets
– Konzeption von Unterstützungsmechanismen für die Nutzungsphase einer kompositen
InfoVis
– Definition von Methoden zur Gewinnung undWiederverwendung von Nutzer-spezifischem
InfoVis-Wissen
• Identifikation, Formalisierung, Dokumentation und Publikation von InfoVis-Wissen in
Form einer modularen Ontologie
• Erweiterung und Adaption einer modell- und komponentenbasierten RIA-Plattform zur
Nutzung in der InfoVis-Domäne
7.2.3 Grenzen der Konzepte
Im Folgenden werden Einschränkungen und Defizite der Ergebnisse dieser Arbeit zusammen-
gefasst, die die Konzepte selbst betreffen oder deren Lösung den zeitlichen Rahmen dieser
Dissertation gesprengt hätte. Sie bieten allerdings Ausgangspunkte für künftige, auf dieser
Arbeit aufbauende Forschungsaspekte, auf die teilweise im anschließenden Abschnitt 7.3 näher
eingegangen wird.
Qualität und Verwendung der semantischen Modelle
Der wesentliche Beitrag dieser Arbeit besteht in einem durchgängig Semantik-gestütztem
InfoVis-Prozess. In Abschnitt 6.6 wurde gezeigt, dass der Endanwender durch die Konzepte
zu korrekten Lösungen bei der Identifikation von relevanten Daten und passenden InfoVis-
Komponenten gelangt. Ein wesentliches Kriterium für den Erfolg ist das Vorhandensein und
die adäquate Nutzung der zugrunde liegenden semantischen Modelle. Hierzu mangelt es noch
an ganzheitlichen Strategien zur Qualitätssicherung. Zwar konnte mit der VISO ein wichtiger
Beitrag zur Erstellung eines gemeinsamen InfoVis-Vokabulars geschaffen werden, jedoch haben
die verschiedenen, am Prozess beteiligten Rollen (vgl. Abschnitt 2.1.2) oft ein unterschiedliches
Verständnis zur Verwendung der Konzepte. Insbesondere sind die Komponentenentwickler
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gefragt, die eine Komponente möglichst ausführlich und korrekt beschreiben müssen. Weiterhin
wurde in Abschnitt 6.1.2 gezeigt, dass die Qualität der lexikalischen Analyse und damit die
automatische Datenannotation mit verbreiten, generischen Vokabularen hinter den Erwartungen
zurückbleibt. Um die Genauigkeit zu erhöhen, müssen ausgereiftere Konzepte und damit auch
leistungsfähigere Prototypen eingesetzt werden.
Bildung der Komponentenrangfolge während der Empfehlung
Wie die abschließende Untersuchung (vgl. Abschnitt 6.6) und auch andere Studien [Pan07]
gezeigt haben, spielt die Reihenfolge bei Empfehlungen eine maßgebliche Rolle für die getroffene
Auswahl. Für die Bildung der Rangfolge der identifizierten Abbildungsregeln und damit der
Komponenten wurde ein Konzept mit zunächst vier Kriterien entworfen, die gleichermaßen
gewichtet werden (vgl. Abschnitt 3.3.2). Im Rahmen dieser Arbeit konnten aufgrund des Fokus
und der zeitlichen Beschränkung indes nicht die notwendigen Studien durchgeführt werden,
die den genauen Einfluss der vier Größen messen, gegeneinander abwägen und demnach die
vorgeschlagene Gewichtung anpassen. Weiterhin wird die in der Discovery gebildete Reihenfolge
mit den vom Endnutzer im WFB vergebenen Gewichten im Verhältnis 50 zu 50 verrechnet.
Auch hier sollte eine Studie durchgeführt werden, um die Korrektheit der finalen Rangfolge
zu prüfen, damit ggf. die Qualität der Empfehlung zu verbessern und die Effektivität des
Gesamtprozesses zu steigern.
Gebrauchstauglichkeit für Endanwender
Die durchgeführten formativen Studien und die abschließende Evaluation (vgl. Abschnitt 6.7)
haben deutlich gezeigt, dass eine durchgängig gute Usability einer InfoVis-Anwendung für En-
danwender ein enormer Erfolgsfaktor ist. Insbesondere aufgrund des prototypischen Charakters
der Beispielanwendung bleiben diesbezüglich die Bewertungen hinter den Erwartungen zurück.
Aber auch auf konzeptioneller Ebene wurde Bedarf für Nachbesserungen identifiziert:
• Das konzeptionelle Datenformat im definierten InfoVis-Prozess ist RDF, was eine Interak-
tion des Endnutzers mit einem für ihn zumeist unbekanntem Format bedingt. Aus diesem
Grund wurden die Konzepte in der Datenvorauswahl und im WFB iterativ angepasst,
um die Einstiegshürde zu mindern. Trotzdem wurden diesbezüglich Probleme deutlich,
so dass weitere Anstrengungen nötig sind, um in den Benutzerschnittstellen von den
RDF-spezifischen Gegebenheiten noch mehr zu abstrahieren.
• Ein grundsätzliches Problem kompositer Anwendungen, was bisher kaum adressiert wurde,
ist die Heterogenität der Interaktionsmetaphern und -techniken. So kann bspw. in zwei
nebeneinander integrierten InfoVis-Komponenten das Mausrad unterschiedlich, etwa
zum Scrollen oder zum Zoomen, genutzt werden. Konzepte zur Bedienungshilfe (vgl.
Abschnitt 3.5.2) helfen zwar bei der Erläuterung der Komponentenfunktionen, jedoch
sollten Strategien entwickelt werden, die derartige Differenzen a priori ausschließen.
• Letztlich kann auch das Problem der nur selten genutzten Hilfe (vgl. Abschnitt 6.5.4) hier
eingeordnet werden. Obwohl Endanwender Probleme bei der Arbeit mit InfoVis haben,
nutzen sie nur selten die angebotene Hilfe und gehen nach dem „Trial and Error“-Prinzip
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vor. Denkbar wäre in diesem Fall, die Konzepte intelligenter zu machen und proaktiv
Unterstützung anzubieten.
7.3 Zukünftige Forschungsarbeiten
Die durch diese Dissertation geschaffenen Konzepte und deren prototypische Realisierung bieten
eine Reihe von Anknüpfungspunkten für nachgelagerte Forschungsarbeiten. Sie ergeben sich
zum einen aus der Fokussierung bzw. den identifizierten Grenzen dieser Arbeit und zum anderen
durch die Kombination mit Erkenntnissen anderer Forschungsgebiete. Durch die nachfolgenden
Punkte werden die wichtigsten und interessantesten Ansätze zusammengefasst.
Intelligente, proaktive Nutzerunterstützung
Wie aus der formativen Nutzerstudie hervorging (vgl. Abschnitt 6.5.4) und bereits im vorher-
gehendem Abschnitt diskutiert wurde, machen die Endnutzer zu wenig von den gegebenen
Hilfsmitteln Gebrauch und versuchen vermehrt durch Probieren zu einer Lösung zu gelangen.
Ein Ausweg sind proaktive Hilfen, die dem Nutzer kontextsensitiv Hinweise geben, welche
Aufgaben er erledigen bzw. Hilfen er aufrufen kann. Dass für diese Art der Unterstützung viel
Forschungsarbeit notwendig ist, um positive Effekte zu erzeugen, zeigen Studien wie in [Xia04]
oder Microsofts „Karl Klammer“ [Gen10]. Eine große Herausforderung ist, dass man nicht
standardmäßig auf Sensoren wie Elektroenzephalografie (EEG) oder Eyetracking zurückgreifen
kann [Li05, Lia06], um den Gemütszustand des Endnutzers zu erfahren. Deshalb stellt das
Konzept des Trace-based Reasoning [Mil13] eine interessante Alternative dar. Adaptiert auf den
aktuellen Problemkreis müssten Daten über den Nutzer, die Komposition, den Endgerätekontext
und die Interaktionen gesammelt werden, woraus automatisch Regeln abgeleitet werden können,
wann welche Hilfestellung passend ist. Kritisch für die Etablierung eines solchen Algorithmus
ist stets das Vorhandensein eines korrekten und genügend großen Trainingsdatensatzes. Ein
ähnlich gelagertes, in der Praxis erprobtes Konzept wird in [Li11] präsentiert. Hier wird item-
based CF eingesetzt, um im aktuellen Kontext hilfreiche Befehle in einer CAD-Anwendung1
anzuzeigen. Neben den im Hintergrund arbeitenden Algorithmen muss auch auf adäquate
Benutzerschnittstellen geachtet werden, die dem Endanwender dezent die Hilfe anbieten, anstatt
ihn zu belästigen bzw. abzuschrecken.
Hilfsmittel zur Wissensorganisation
Die Erstellung von InfoVis ist oftmals davon getrieben, neue Erkenntnisse aus einem Datensatz
oder gar einer neuen Domäne zu gewinnen. Hierbei erzeugen die Endnutzer gern Skizzen,
Stichpunkte oder Kommentare [Got08], um die Erkenntnisse festzuhalten. Die Unterstützung
dieses Erkenntnisprozesses wird durch die Kommentarfunktion (vgl. Abschnitt 3.5.5) ansatzweise
aber nicht umfänglich adressiert. Ein interessantes Ziel für folgende Forschungsarbeiten ist
daher die Integration eines sogenannten Knowledge Views, wie er u. a. in [Shr08] definiert und in
ein InfoVis-Werkzeug integriert wird. Aktuelle Arbeiten, wie das zum Mind-Mapping ähnliche
1 http://www.autodesk.de/
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Werkzeug OntoSketch [Bra13], bieten einerseits erweiterte, für mobile Endgeräte taugliche
Benutzerschnittstellen und zeigen andererseits, dass aus den Skizzen semantische Informationen
teils automatisch abgeleitet werden können. Dass die konzeptionelle Erweiterung des InfoVis-
Prozesses um einen Knowledge View weitere offene Forschungsfragen aufwirft, wird jedoch
durch die Studie in [Goy13] verdeutlicht, die die Nützlichkeit parallel verwendbarer Werkzeuge
für Notizen in Frage stellt.
Datensatz-übergreifende visuelle Analyse
Im vorgestellten Konzept des Semantik-gestützten InfoVis-Prozesses werden die Daten einheitlich
im RDF-Format vorgehalten. Ein großer Vorteil hiervon ist die einfache Verlinkung in der Schema-
und Instanzebene auf andere Ontologien und semantische Datensätze (vgl. Abschnitt 3.1).
Dies wird aktuell insbesondere für die Verknüpfung mit dem VISO-Vokabular und teils mit
generischen Ontologie zur Verbesserung der Discovery genutzt. Ansonsten werden die Datensätze
im DaRe getrennt voneinander ohne Querbezüge vorgehalten, so dass sich durch die (semi-)
automatische Verknüpfung zwischen diesen aber auch externen Datensätzen der LOD-Cloud
neue Perspektiven der visuellen Analyse bieten. Gerade im Bereich der Decision Support Systems
wird der Bedarf der Integration externer, semantischer Daten deutlich, um Entscheidungen auf
eine breite Wissensbasis stellen zu können [Blo12]. Mit einer Datensatz-übergreifenden visuellen
Analyse gehen eine Vielzahl von Forschungsfragen, wie die Qualität und Vertraulichkeit der
zu verknüpfenden Daten, die Skalierbarkeit großer semantischer Datenmengen oder geeignete
UI und Interaktionsmetaphern für Endnutzer (vgl. Abschnitt 7.2.3), einher, die in zukünftigen
Projekten zu klären sind.
Kollaborative Visualisierung
In immer mehr Kontexten der visuellen Datenanalyse spielt die Zusammenarbeit der Analysten
eine wichtige Rolle [Kim10], so dass sich das Themengebiet der kollaborativen Visualisierung
zu einem eigenen Forschungsgebiet entwickelt hat [Ise11]. Eine interessante Forschungsfrage
ist daher, wie die in dieser Dissertation geschaffenen Konzepte für die Kollaboration erweitert
werden können. Ein wichtiger Ausgangspunkt sind die beiden, ebenfalls auf CRUISe aufbauenden
Forschungsprojekte EDYRA2 und DoCUMA3. In Ersterem wird geforscht, wie mit kompositen
RIA Kollaborationsszenarien zwischen mehreren Endnutzern etabliert werden können. DoCUMA
adressiert hingegen die verteilte Verwendung von kompositen RIA auf mehreren Endgeräten.
Die Kombination der Konzepte beider Projekte mit denen dieser Arbeit deuten darauf hin,
dass eine kollaborative InfoVis realisierbar ist. Im Detail müssen jedoch Fragen, wie z. B.
adäquate Interaktionstechniken, Verteilung von Aufgaben sowie die Schaffung eines gemeinsamen
Verständnisses in der Gruppe, beantwortet werden. Auch existieren erhöhte Anforderungen an
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Abbildung A.1: Fragebogen Seite 1.
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Abbildung A.2: Fragebogen Seite 2.
A.2 Weiterführende Informationen zur Evaluation 172
A.2 Weiterführende Informationen zur Evaluation
A.2.1 Übersicht der Probanden
Abbildung A.3: Übersicht zu den Probanden der Evaluation.
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A.2.2 Daten
Abbildung A.4: Auszug des der Evaluation zugrundeliegenden Datensatzes vor der Konvertie-
rung in RDF
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A.2.3 InfoVis-Komponenten
Abbildung A.5: Verfügbare Komponenten, Teil 1
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Abbildung A.6: Verfügbare Komponenten, Teil 2
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Abbildung A.7: Verfügbare Komponenten, Teil 3
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Abbildung A.8: Verfügbare Komponenten, Teil 4
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A.2.4 Bewertung der InfoVis-Komponenten
Abbildung A.9: Übersicht der Expertenwertungen für die Eignung der verfügbaren InfoVis-
Komponenten je Aufgabe.
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A.2.5 Detaillierte Auswertung der WFB-Aufgaben
Abbildung A.10: Detaillierte Ergebnisse der zweiten Aufgabe.
Abbildung A.11: Detaillierte Ergebnisse der dritten Aufgabe.
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Abbildung A.12: Detaillierte Ergebnisse der vierten Aufgabe.
Abbildung A.13: Detaillierte Ergebnisse der fünften Aufgabe.
Abbildung A.14: Detaillierte Ergebnisse der sechsten Aufgabe.
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