Abstract. We develop a new local search approach based on a network ow model that is used to simultaneously evaluate several customer ejection and insertion moves. We use this approach and a direct customer swap procedure to solve the well-known Vehicle Routing Problem. The capacity constraints are relaxed using penalty terms whose parameter values are adjusted according to time and search feedback. Tabu Search is incorporated into the procedure to overcome local optimality. More advanced issues such as intensi cation and diversi cation strategies are developed to provide e ective enhancements to the basic tabu search algorithm. Computational experience on standard test problems is discussed and comparisons with best-known solutions are provided.
Introduction
The Vehicle Routing Problem (VRP) is an important management problem in the eld of physical distribution and logistics. A typical VRP can be described as the problem of designing least cost routes from one depot to a set of geographically scattered points, that can be cities, stores, warehouses, schools, customers, etc. The route must be designed in such a way that each point is visited once and only once by exactly one vehicle, all routes start and end at the depot, and the total demands of all points on one particular route cannot exceed the capacity of the vehicle that is assigned to execute that route.
The VRP may contain other real-world constraints, such as maximum route length, time windows, maximum number of points visited in one route, etc.
These side constraints complicate an already di cult problem. In practice, the VRP has been recognized as one of the great success stories of operations research. It is not di cult to nd VRP implementations resulting in millions of dollar savings (see Fisher et al 1982 , Bell et al 1983 , Brown et al 1987 . The economic importance of VRP applications cannot be overestimated. Given the fact that in 1991 approximately $506 billion was invested in the transportation and public utilities sector in the United States (Economic Report of the President, 1994) , even a minor improvement in route design methodology may result in signi cant savings.
The VRP has received extensive attention from operations researchers in the past three decades. Most of the research was reviewed in the survey by Bodin, et al. (1983) , the volume edited by Golden and Assad (1988) , and an article by Laporte (1992) . The VRP is a well-known NP-hard problem. Thus, the size of solvable instances of the VRP is limited. For example , Christo des (1985) reports solving a symmetric problem with 53 customers using a k-degree center tree algorithm, and Laporte, Mercure and Nobert (1986) have solved a randomly generated asymmetrical capacity constrained VRP with 260 customers using an assignment lower bound in a branch and bound procedure.
More recently, Fisher (1994) has solved a 100 customer problem in Christo des, Mingozzi and Toth (1979) and another ve real problems containing 25 to 71 customers using a branch and bound algorithm for the associated mininum Ktree problems. Since most practical problems are large, heuristics that attempt to quickly nd good feasible solutions have become the focus of VRP research.
Furthermore, heuristics can handle most practical constraints in a more exible way. Therefore, much of the current research e orts have been devoted to developing and re ning VRP heuristics.
Most early heuristics for the VRP concentrated on constructing routes based on savings criteria. Among them are Clarke and Wright (1964) , Gillett and Miller (1974) , and Mole and Jameson (1976) . These heuristics work fast, but the results could be easily improved by local search procedures such as 2-opt, 3-opt (Lin, 1965, Lin and Kernighan, 1973) and Or-opt (Or, 1976) . Later heuristics, that employed mathematical programming techniques to solve relaxations of the VRP (For example, Fisher and Jaikumar 1981 , Foster and Ryan 1976 , Cullen, Jarvis and Ratli 1981 , and Stewart and Golden 1984 , usually produced better solutions than the early heuristics. Recently, Harche and Raghavan (1993) employed a node swapping local search heuristic iterated over varying capacity constraints to produce good solutions for some problems. Noon, Mittenthal and Pillai (1994) used a Traveling Salesman subset tour relaxation to achieve good results.
One of the milestones in heuristic design for the VRP was the introduction of Tabu Search (TS). TS is a metaheuristic for combinatorial optimization that was pioneered by Glover (1986) . It explores the neighborhood of a solution and employs elegant recency-based memory structures to avoid being trapped in local optima. TS has received a growing awareness in the operations research community since its debut in 1986. There are numerous reports on successful applications of TS to VRP problems in the literature (i.e., Willard 1989 , Pureza and Fran ca 1991 , Osman 1993 , Taillard 1993 , Gendreau, Hertz, and Laporte 1994 , Rochat and Taillard, 1995 . Among them, several most recent papers, for example, Rochat and Taillard (1995) , Taillard (1993) and Gendreau, Hertz, and Laporte (1994) use the advanced diversi cation strategy embedded within a Tabu Search structure to outperform the previous heuristics.
In a recent working paper, Stewart, Kelly, and Laguna (1994) proposed a new algorithm that produced solutions that are better or as good as but more robust than that of Gendreau, Hertz, and Laporte using integer distances. They adapted Fisher and Jaikumar's formulation for VRP (Fisher and Jaikumar 1981) , modi ed their seed selection, and employed a more powerful heuristic that incorporates Tabu Search and ejection chains to quickly solve the generalized assignment problem to near-optimality. A signi cant contribution of their paper is the development of a network ow model to implement a diversi cation procedure. Their network ow model is further strengthened by TS through both short-term and long-term memory structures. This paper advocates the same network ow model used in Stewart, Kelly and Laguna (1994) as a general local search strategy to solve the VRP. Instead of employing the network ow model as a machanism to produce diversi ed moves and relying on solving the associated generalized assignment problems to obtain feasiblity as in Stewart, Kelly and Laguna (1994) , our use of the network ow model is more straightforward. We relax the hard side constraints by introducing a dynamic penalty system, and e ciently update and frequently solve the network ow model to nd the best customers to insert into new routes without the use of the generalized assignment algorithm. We present a new mechanism that couples the network ow model with the direct customer swap procedure. TS restrictions are applied to the operations of dropping a customer from its current route, inserting a customer into new route, and swapping two customers between di erent routes. The penalty parameters are changed such that the feasibility of the search is controlled. Computational experience is discussed and the results obtained from a set of well-known benchmark problems are presented. This paper is organized as follows. The network ow model and corresponding local search heuristic are described in Section 1. Computational experience from our heuristic and the comparisons with other heuristics are provided in Section 2. We summarize our ndings in Section 3 and report the new bestknown solutions found by our algorithm in the appendix.
Network Flow-Based TS Algorithm
In this section, we describe the network ow model, the direct swap procedure, TSP components, TS restrictions, diversi cation strategies, and the dynamic search procedure. We illustrate this methodology using the classical capacityconstrained VRP problem, though it can be readily extended to solve other variants of the VRP. We now describe the capacity-constrained VRP.
Let v 1 ; v 2 ; : : : ; v n be n customers each with demand q 1 ; q 2 ; : : : ; q n respectively, and v 0 be the depot where m identical vehicles with capacity Q are based. Denote R 1 ; R 2 ; : : : ; R m as the vehicle routes for vehicle 1; 2; : : : ; m, each contains a speci c permutation of a disjoint subset of customers and the depot.
The distance d ij is de ned over the arc (v i ; v j ) for any i; j 2 f0; 1; : : : ; ng. The object is to minimize the total distances on all routes such that the sum of customers' demands on each route does not exceed Q.
1.1. Network Flow Model. This model is an extension of the ejection chains model for Traveling Salesman Problem (TSP) that appeared in Glover (1992) . Stewart, Kelly and Laguna (1994) also use it as a part of a diversi cation and improvement mechanism. Its purpose here is to provide a mechanism for exchanging customers between routes such that distance and feasibility are simultaneously considered. The network model is shown in Figure 1 . The foregoing network ow model may be further simpli ed by connecting the source node S directly to each of the customer nodes. However, the current model is more generic and exible. For example, we can impose a bound on arcs of Level 1 to specify the maximum or minimum number of customers which are allowed to be removed from that vehicles route. We adhere to the complete model though the above \advanced" features are not implemented in this paper.
Let f l ij be the ow along the arc from node i to node j on level l, C l ij be the cost on that arc, L l ij and U l ij be the lower bound and upper bound on that arc respectively, then the mathematical representation of this model is given 
There are several interesting features of this model. Given that c and all the lower and upper bounds are integer, then the optimal ows must also be integer. The ows f 2 ij and f 3 ji are bounded by 0,1], and represent decision variables on the respective deletion and insertion operations. From a ow balance point of view, if a customer is to be removed from its current route, then it must also be assigned to another route. If c is xed to one, the model actually represents the best ejection/insertion move. For c larger than one, the model activates a composite move, that is a combination of multiple ejection/insertion moves. Non-permissible ejections/insertions can be modeled by either assigning a prohibitively large cost to the corresponding arcs or by changing the appropriate upper bounds to zero. For example, if customer j is currently in route i, then all arcs from route nodes other than i to customer node j in Level 2 are \infeasible", as well as the arc from customer node j to route node i in Level 3. Thus, this model can represent any customer-route con guration by appropriately changing the arc costs and/or upper bounds. Additionally, the model can be updated e ciently to accommodate the local search moves.
Since subsequent changes of customer-route con gurations only alter the cost coe cients and upper bounds, the standard primal simplex and dual simplex methods can be applied directly to obtain the new optimal ows.
One improvement in the e ciency of the heuristic could be obtained through the use of a network solver in place of the Linear Programming (LP) solver.
The authors did not have access to a good network solver and chose to use the well-known CPLEX LP solver instead of a generic network solver.
The cost terms C 1 si and C 4 kt are set to zero. All costs on \infeasible" moves are set to BIGM, a prohibitively large number and associated upper bounds are set to zero. The other cost terms C 2 ij and C 3 jk for i; k = 1; : : : ; m and j = 1; : : : ; n incorporate the net distance change by the respective move and a penalty term used to motivate satisfaction of the capacity constraints. More speci cally, let d 2 ij denote the net distance change by removing customer j from its route i, and d 3 jk be the net distance change by inserting customer j to route k, then
where ' 1 (x) and ' 2 (x) are piecewise functions such that ' 1 (x) = 8 > < > :
if Q < x Q + q 0 otherwise and p 1 , p 2 , p 3 are positive penalty parameters, while H 1 and L 1 (H 1 > L 1 ) are high and low threshold parameters for the total demand on each route respectively, and q is the average demand for all customer ( q = P n j=1 q j =n). d 2 ij can be calculated by removing customer j from route i. For d 3 jk , we need to nd the least cost insertion position in route k for customer j and the associated net distance change. If only a single customer is removed or inserted, then the associated net distance changes are exact. If several deletions/insertions occur in a single route simultaneously, then these calculations may only approximate the actual move costs.
The above cost calculations have an e ective encouragement or discouragement mechanism realized by the penalty terms. For example, in the calculation of C 2 ij , if P l2R i q l > H 1 , then the capacity of route i is \over-saturated" or \nearly-saturated" and will encourage the deletion of customer j from its current route i since the penalty term ' 1 ( P l2R i q l ) is negative. If P l2R i q l < L 1 , the vehicle is under-loaded and the calculation will discourage the deletion of customer j from route i by adding a positive penalty. Similarly, for C 3 jk , when customer j is inserted into route k when the vehicle is highly or moderately over-loaded, then ' 2 ( P l2R k q l ) is positive, and discourages the insertion through the cost term. The system provides a mechanism that considers the tradeo between distance minimization and feasibility. The feasibility can be controlled if the values of the penalty parameters are carefully selected and altered. where the p 4 is a positive penalty parameter that activates the encouragement/discouragement mechanism. feasibility, the swap will drive the search towards feasibility. In contrast, if the penalty term is small, then the swap may lead to a more distance-based customer clustering. One of the ndings of this work is that oscillating between swap and ejection/insertion moves is highly e ective.
1.3. TSP Component. Most VRP heuristics use TSP components to nd the best sequence of customers that are clustered into a route. In our case, we already consider optimizing the move costs (although they are approximate for some instances), so the TSP is merely employed as an improvement method.
Two types of TSP algorithms, namely the 3-opt and a stand-alone TS heuristic for TSP, are applied in our algorithm.
The 3-opt is a well-known local search improvement method for the TSP. Its moves delete three edges from a current existing route and reconnect them in di erent ways, attempting to nd a better route. Our 3-opt is preceded with a farthest insertion heuristic and a 2-opt procedure. Empirical experience shows that such a component works well for small TSP, however for larger TSP, the gap between the heuristic solution and the optimal route may be considerable.
We developed a simple TS component for the TSP (TSTSP) to reduce this gap.
In the TSTSP, two di erent moves are considered: ejection and swap. The former move will eject one customer to another position while the later will exchange two customers' positions. The cost of these moves are de ned by the net distance change. The TSTSP proceeds with the initial input sequence.
In each iteration, it evaluates all eligible candidate moves and selects the best move (not necessarily an improving one). Once a move is made, an opposite move that may lead the search back to the previous solution is tabu for a certain number of iterations (tabu tenure). However, the tabu status of a move may be overridden if such a move would lead to a new best solution (aspiration criterion).
1.4. Tabu Search Memory. The network ow-based method and swap procedure are local search approaches that may be easily trapped in local optima if no TS restrictions are imposed. TS restrictions with randomly generated tabu tenures are applied to three di erent neighborhood moves: dropping a customer from its current route, inserting a customer into a di erent route, and swapping two customers between routes. For a swap, in addition to tabu restrictions on future swaps, the associated ejections and insertions are also subject to tabu restrictions. Additionally, when a customer is moved to a new route, a tabu restriction that prevents its removal from that route is only activated when there are only a few customers (less than a pre-determined number) in the route.
When a move is marked as tabu, the associated costs are changed to BIGM so that such a move will be forbidden. When the tabu restriction of a move is released, the recalculation of its associated cost (changed from BIGM to its approximated move cost) is required. A recency-based memory structure is used to trace the tabu status for the tabu tenure, that is, when a move is to be tabu, we set tabu(move) = iter + tabu tenure:
where iter is the current iteration number. The tabu status can be determined by if iter tabu(move); then the move is tabu; else the move is permissible:
In this implementation, the tabu status is not overridden (aspiration criterion) until the search is restarted as a part of the diversi cation strategy. The local search will terminate at a pre-de ned maximum number of iterations (iter max).
1.5. Intensi cation and Diversi cation Strategies. Intensi cation and diversi cation may often improve the power of a metaheuristic search method.
In this research, we develop and implement a diversi cation strategy based on long term frequency memory and a intensi cation strategy based on advanced restart/recovery procedure.
(1) Frequency memory implementation: A frequency memory-based penalty is added to the move costs to break ties. This memory records the frequency of the customer being assigned to a speci c route. The frequency is normalized by dividing it by the maximum frequency and then is added to the move cost. It breaks ties by giving preference to those customers that appear less frequently in a speci c route. This strategy is easily implemented. However, since routes cannot be uniquely identi ed over the entire search, it is only used as a minor diversi cation strategy.
(2) Advanced restart/recovery strategy: The set of best feasible solutions produced by the search are de ned as elite solutions. A repository of elite solutions is maintained. Advanced restart is executed periodically during the late stages of the search. When restarting, the current solution is obtained from the repository and all tabu restrictions are released and all penalty parameters are initialized. This strategy is based on the assumption that there may exist short relinking paths in the search process from the restart points to new local or global optima. However, these paths may not be detected during the prior search due to the tabu restrictions and inappropriate penalty parameter values (these parameters are dynamically changed as described later). The advanced restart/recovery strategy may nd these paths and thereby lead the search to new local or global optima. It is crucial to select the right restart points. We keep the repository as a priority queue. The queue has the key value de ned by the objective value of the elite solution. Once a new solution is found better than the worst solution in the repository, the worst one is replaced by this solution. Furthermore, this repository is kept sorted so the worst solution can be immediately identi ed. For the purposes of better diversifying and sampling, the restart points in the pool should be somewhat distinct from each other. If a solution has the same key value as one in the repository, we compare their customer-route con guration to accept only the su ciently distinct solution (i.e., with more than two di erent routes). Thus, the restart points are more likely to be independent and the search process is more e ective.
1.6. Dynamic Search Procedure. The search procedure starts from any feasible or infeasible customer-route con guration. During the dynamic search, penalty parameters and search parameters are changed based on various scenarios which in turn depend on the current solution. Generally, if the capacity violation is high, the penalty parameters should be set to drive the search back to feasibility. If a solution is found close (may be infeasible with low capacity violation) to the current best solution, swaps move may be useful for producing feasible solutions with high quality.
Our search oscillates between network ow moves and direct swap moves.
While network ow moves dominate the search, swap moves are executed once every s 1 iterations, or are triggered by some speci c conditions described later. Recover the current solution by a selected elite solution if necessary. iter = iter + 1: The search starts at iter = 0 and p 4 is initialized to a small number 4 . At each iteration, a best move is determined by the network ow model or the swap procedure, and a new solution is found. If the search nds a solution that is within 1 of the best, and the capacity violation is limited ( < 1 ), running the direct swap procedure for n 1 iterations is then mandated, and its penalty parameter p 4 is set to an average value _ 4 . If 1 < 2 (indicates the capacity violation is su cient but not extremely high), p 4 is again reduced to a small number 4 . The search focuses on the distance minimization in this case. If the capacity violation is extremely high ( > 2 ), p 4 is set to a large number 4 that will drive the search towards feasibility. If a feasible solution is found within of the best (surpass or very close to the best), then n 2 more swap executions are added to enhance the search, and p 4 is set to an higher value 4 . Finally, after n 3 consecutive direct swap executions, the search will switch to the network ow model.
We now describe the mechanism that dynamically changes the penalty parameters for the network ow model. This leads the search to distance minimization with controlled feasibility. Let iter penalty represent the iteration counter such that the penalty parameters p 1 through p 3 are changed if and only if iter > iter penalty. De ne i as initial setting for p i , and r 1 and r 2 as multipliers of i where i = 1; 2; 3 . The pseudo-code of the dynamic parameters adjustment is de ned as follows. iter penalty = iter + n 9 ; p i = r 2 i for i = 1; 2; 3:
Pseudo-Code Listing
In the dynamic parameters adjustment procedure, the parameters are set to their initial value settings for n 4 iterations. In each iteration, their values are adjusted based on various scenarios of the capacity violation. If the capacity violation is extremely high ( > 2 ), then an immediate adjustment of parameters is mandated. If the capacity violation is not high ( 3 ), then all parameters are set to zero. Since this setting represents the most diversi ed case, it can be further reinforced by n 7 iterations when the search cannot improve the solution for the most recent n 6 iterations. If is moderate ( 3 < 2 ), then the parameters (p i ) are assigned to the average values r 1 i for n 8 iterations. If is extremely high ( 2 ), the parameters are set to r 2 i for n 5 iterations. In addition to the penalty parameters, the total number of network moves (value of c) is changed dynamically. Its value is reset periodically and can be determined by moving the pointer in a pre-de ned circular list. The larger the value of c, the more diverse the move is. However, extremely large values for c deteriorate the solution quality since cost estimations become less accurate as c is made larger.
We now brie y describe the TSP components of the search. First, the 3-opt are executed every n 9 iterations or when a feasible solution that is close to the best solution available is found (cur sol ? best sol 2 ). After 3-opt is completed, the TSTSP is executed only when cur sol ? best sol .
Repetitive executions of 3-opt and TSTSP can be avoided by using a checkthen-run strategy. To perform this, we label the routes that have been changed since the last execution of 3-opt and TSTSP. TSP heuristics are only performed on labeled routes.
Computational Experience
The computational tests were conducted on a set of benchmark problems with capacity constraints. These problems are taken from the literature and their characteristics are listed in Table 1 . Brie y, problems 1 through 7 are from Christo des, Mingozzi and Toth (1979) . In problems 1 through 5, customers are randomly generated in the plane, while in problems 6 and 7, they are in clusters. Problems 2a through 2d and 3b are problems 2 and 3 using di erent vehicle capacities and numbers of vehicles as suggested by Russell (1977) .
The last three problems (f44, f71 and f134) having 44, 71 and 134 customers respectively, are taken from Fisher (1994) . All fourteen problems have very tight capacity constraints, as the ratios of demand to capacity ( P n i=1 q i =(mQ)) in Table 1 Stewart, Kelly and Laguna, 1994) . There are no widely accepted rules on distance measures. On the other hand, we nd that the performance di erence due to the di erent distance calculations are quite signi cant, especially for those heuristics attempting to produce extremely high quality solutions, i.e., new best solutions. Therefore, to make direct comparisons with the most recent results, we report solutions using both real and rounded distances.
Our algorithm can start with any feasible or infeasible customer-route conguration. We use a sweep method to produce the initial con guration. Starting with any customer, it sweeps customers into a route by their polar angles until the capacity is saturated, and then continues with a new route. For problems in which the number of available vehicles is given, when the maximum number of vehicles are used, the remaining unclustered customers are assigned to neighboring routes. After the clusters are formed, we compute the center of gravity for each cluster (representing a route), and then assign each customer to its nearest route (in terms of the distance between the customer and the center of gravity of that route) in which the sum of demands (not including that of the inserting customer) on that route does not exceed the capacity.
This simple heuristic often produces inferior infeasible solutions. However, our algorithm is insensitive to the initial feasibility and solution quality.
The network ow model is solved using CPLEX 3.0. Once the initial LP model is solved, we only need to change the cost coe cients and upper bounds for the subsequent moves. Then, the revised model is solved by the dual simplex method. As mentioned previously, replacing the LP solver with a specialized network solver may increase the e ciency of the algorithm.
2.1. Parameter Settings. We use a dynamic tabu tenure that is generated from a uniform distribution from an interval a; b]. We use the interval 3,9] for di erent moves. After inserting a customer into a route, the customer is not tabu unless there are no more than two customers in the route. The search terminates when iter reaches iter max = 100; 000. The advanced restart/recovery strategy begins at iteration 20,000, and for every 750 iterations thereafter. Each recovered solution is selected by moving a pointer in the repository that stores 37 sorted elite solutions. The pointer is moved circularly in the repository, and starts from the worst solution.
The penalty parameters p 1 through p 4 are initialized to 1 through 4 , and may be reset to di erent settings on speci c conditions. Their values are listed in f1, 2, 3, 1, 2, 3, 1, 2, 3, 4g .
Clearly, the algorithm employs dynamic penalty functions that vary with di erent scenarios based on the feasibility and solution quality. Therefore many parameters are required. However, most of them are relatively insensitive to their values and were set via common sense. A few \sensitive" parameters are chosen through a handful of experiments on several problem instances (problem 1 through 7 using real distances). Using systematical ne-tuning procedure based on statistical tests (for example, Xu, Chiu and Glover, 1996) , one may nd more appropriate parameter value settings and further improve the performance of the procedure.
2.2. Comparisons. We conducted all testing on a DEC ALPHA workstation (DEC OSF/1 v3.0) and reported computation times in minutes. We rst present the performance of our algorithm on seven problems (problem 1 through 7) using real distances in Table 4 . We list times required by our algorithm, times required to obtain our nal solution, the best solutions published, times required to obtain the solutions within 5% and 1% of the best. The best solutions published are obtained from Taillard (1993) and Rochat and Taillard (1995) . Out of the seven best known solutions, the solution values for problem 1 (524.61) and problem 6 (819.56) were proven to be optimal by Hadjiconstantinou, Christo des and Mingozzi (1995) and Fisher (1994) The results in Table 4 show that our algorithm can nd high quality solutions in reasonable times. Out of the seven problems, we nd the best known solution for ve problems with up to 120 customers. For the two large problems with 150 and 199 customers (problem 4 and 5), the gaps between our solutions and the best known solutions are small (0.11% for problem 4 and 0.55% for problem 5). In addition, our algorithm can produce solutions within 1% of the best in relatively short times except in problem 5.
We compare our algorithm with several recent results on real distance from literature, namely, Osman (1993) , Taillard (1993) and Gendreau, Hertz and Laporte (1994) , as shown in Table 5 . Osman (1993) , our algorithm signi cantly improves in four cases and ties in the remaining three problems.
For solutions produced by Taillard (1993) , we obtain one slightly better solution and one slightly worse solution, and tie in the remaining ve cases. In contrast to Gendreau, Hertz and Laporte (1994) , we improve three cases and tie in four.
However, we need to point out that all these solutions by other heuristics were obtained by running with multiple parameter settings, therefore, our results yielded by a single pass appear to be more robust.
We now extend the tests to eleven problems with integer distances using the same algorithm and parameter settings as for the real distances. The results are reported in Table 6 . Similarly, we also list the time required by our algorithm, time required to obtain our nal solution, the best published solutions, and the times for obtaining solutions within 5% and 1% of the best. Again, the best solution for problem 1 (521) is known to be optimal by the analysis of Cornu ejols and Harche (1993) . Moreover, in two cases (problems 4 and 6), the best-known solutions were reported without indicating the speci c distance metric. Therefore, their true solution values for the rounded distance metric cannot be veri ed (see Gendreau, Hertz and Laporte, 1994 We observe from Table 6 that our algorithm yields good solutions for the real distance problems and can also produce high-quality solutions for the integer distance cases. For the nine problems whose best-known solutions are reliable, our algorithm improves the best published solutions for six problems, ties in one problem (optimal solution in this case) and produces inferior solutions in two problems. We list the new best solutions in the appendix. However, the performance gap due to these two di erent distance calculations is significant. The one which yields the best-known solution with one distance metric for a particular problem does not necessarily produce the best-known solutions with the other distance metric for the same problem. For example, although our algorithm produces the best-known solution for problem 3 with real distance, its integer solution is relatively poor. With this nding, we feel that fair comparisons include analysis using both real and integer distances.
To further evaluate our solution quality with integer distances, we compare them with the most recent integer results from the literature (Gendreau, Hertz and Laporte (1994) , Harche and Raghavan (1991) , Noon, Mittenthal and Pillai (1994) and Stewart, Kelly and Laguna (1994) ). The integer solutions of Gendreau, Hertz and Laporte were listed in the earlier version working paper, but were deleted from the same published paper. The comparisons are presented in As shown in Table 7 , we nd that our algorithm produces far better solutions than those by Harche and Raghavan (1991) and Noon, Mittenthal and Pillai (1994) . In contrast to Gendreau, Hertz and Laporte (1994) , we produce four better solutions, tie in two case, and fail to improve on the remaining one problem. Again, we need to point out that the solutions reported by Gendreau, Hertz and Laporte were obtained by running multiple parameter settings whereas our solutions are obtained from a single set of parameters.
Among eleven problems where comparisons are made with Stewart, Kelly and Laguna (1994) , our method improves on seven problems, ties in two cases and fails to improve on the remaining two. The results indicate that the network ow-based TS approach for the VRP is extremely e ective and e cient in determining high-quality solutions for a host of benchmark problems.
Although our algorithm is empirically ne-tuned based on the real distance results, it appears to perform better on integer cases. This may be due to the fact that some of the best heuristics such as Taillard (1993) and Rochat and Taillard (1995) did not report integer results. (For example, the integer solutions for problem 4 and 5 are 1016 and 1275 respectively by calculating the best real distance solutions using the rounded distance metric.) In addition, for integer distance cases, we can improve several solutions using di erent parameter settings. The improved solutions are 1017 for problem 4, 1021 for problem 2b and 1076 for problem 3b. This indicates the potential for further improvement of our algorithm. We also list the new best-known solutions for problem 2b and 3b in the appendix for future veri cation.
While the computational times represent an important aspect of the algorithm, direct comparisons may be misleading. Di erent platforms, operating systems, computer languages, and precisions impact computation times.
Furthermore, clever data structures and coding skills may also change computation times. For example, Gendreau, Hertz and Laporte (1994) reported computational times from 6 to 91 minutes on a Silicon Graphics workstation, and Stewart, Kelly and Laguna (1993) ran on a DEC 5000 machine from 40 minutes to more than a hundred hours. Most recently, Rochat and Taillard (1995) reported average computational times on a Silicon Graphics Indigo (100 Mhz). Our method requires moderate computational times that range from three minutes to four hours on a DEC ALPHA workstation, and far less times to obtain the solutions within the 1% of the best for most problems. We compare the times of obtaining solutions within 5% and 1% of the best with those reported by Rochat and Taillard (1995) in Table 8 . Though these two algorithms were not run on a same machine and cannot be directly compared, the correlation of the computing times between them is interesting. Rochat and Taillard (1995) We further test the algorithm on the three planar problems that appear in Fisher (1994) . These problems are generated from real applications and have 44, 71 and 134 customers respectively. All problems use real Euclidean distances. Fisher (1994) found the optimal solutions for problems f44 and f71 and Rochat and Taillard (1995) Table 9 : Tests on Fisher's Problems
From Table 9 , we see that our algorithm could not match the optimal or best-known solution for the two larger problems. However, the gaps are relatively small (within 1.2% of the best). For the problem with 134 customers, we can improve the solution to 1168.39 if we prolong the search to 20,000 iterations.
Two factors may be responsible for not producing the optimal or best-known solutions for these two problems. First, based on 2.3. Performance Analysis. Our algorithm produces high-quality solutions for a set of benchmark problems. We attribute this success to several factors.
First, neighborhood network-based moves provide a powerful search mechanism. Second, by combining the network ow-based moves and the simple customer swap moves, the algorithm produces much better solutions than those obtained by either method alone. Third, the tabu memories, especially the short term memory in this application, are e ective in preventing the search from being trapped at local optima. Fourth, the dynamic penalty functions can better handle the tradeo s between feasibility and solution quality. Finally, our unique restart/recovery strategy provides an e ective intensi cation strategy to locate better solutions in the late stages of the search.
We conducted some tests to identify the relative contributions of the various algorithm components. We limit our analysis to the performance on seven problems (1 through 7) with real distances. First, we report the experiments in which we (one at a time) disable the network ow moves, swap moves, tabu short term memory, restart/recovery strategy and TSTSP respectively. We compare our solutions (in Table 4 ) with the results of these experiments in The outcomes in Table 10 clearly demonstrate the dominance of our comprehensive algorithm, validating that the network ow moves, swap moves, TS Memory, restart/recovery strategy and TSTSP are necessary and e ective components of our algorithm. In particular, the TS memory and restart/recovery strategy e ectively help to locate extremely good solutions, and TSTSP provides an e ective enhancement over 3-opt to solve TSPs.
Our algorithm combines both network ow moves and swap moves with a certain frequency. Currently, we execute the swap moves once for every four iterations and several consecutive iterations under some speci c conditions. We nd from Table 11 that the performance of our algorithm is sensitive to the frequency which is used to combine the two di erent moves, especially for the two large problems (problems 4 and 5). Our algorithm performs best using a medium frequency.
Summary
In this paper, we develop a new local search approach based on a network ow model. This network ow model can determine several ejection/insertion moves simultaneously. We use this approach and a swap procedure to solve the well-known Vehicle Routing Problem. The capacity constraints are relaxed using penalty terms. Tabu Search is incorporated in the search procedure to overcome local optimality. Diversi cation strategies and restart strategies are discussed. Moreover, we design a dynamic search procedure that changes penalty parameters based on time and search feedback.
We present our computational experience on a set of benchmark test problems and compare them with the best-known solutions in the literature. The algorithm determine several new best-known solutions with one parameter setting on test problems based on integer distance. The algorithm is competitive or outperforms most recent heuristics on both real distance and integer distance.
One of the interesting ndings of this paper is the e ectiveness of the network ow model that was used to implement the generalized and more composite local search moves. Complex constraints can be relaxed by incorporating the penalties into the cost terms.
