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Abstract 
Load simulator is a key test equipment for aircraft actuation systems in hardware-in-the-loop-simulation. Static loading is an 
essential function of the load simulator and widely used in the static/dynamic stiffness test of aircraft actuation systems. The 
tracking performance of the static loading is studied in this paper. Firstly, the nonlinear mathematical models of the hydraulic 
load simulator are derived, and the feedback linearization method is employed to construct a feed-forward controller to improve 
the force tracking performance. Considering the effect of the friction, a LuGre model based friction compensation is synthesized, 
in which the unmeasurable state is estimated by a dual state observer via a controlled learning mechanism to guarantee that the 
estimation is bounded. The modeling errors are attenuated by a well-designed robust controller with a control accuracy measured 
by a design parameter. Employing the dual state observer is to capture the different effects of the unmeasured state and hence can 
improve the friction compensation accuracy. The tracking performance is summarized by a derived theorem. Experimental re-
sults are also obtained to verify the high performance nature of the proposed control strategy. 
Keywords: electro-hydraulic load simulator; robust control; friction compensation; feedback linearization; LuGre model; nonlin-
ear control; state estimation 
1. Introduction1 
Electro-hydraulic load simulator (EHLS)[1-2] is a 
widely used hardware-in-the-loop-simulation (HILS) 
assembly in flight control system development, which 
could simulate the air load executed on aircraft actua-
tion systems. Using EHLS to verify the control per-
formance of aircraft actuation systems is gradually 
becoming a basic flow in the development of aircraft 
actuation systems. The test of static/dynamic stiffness 
is an essential part in the development of the aircraft 
actuation system, especially the test of dynamic stiff-
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ness which is related to the attenuation ability of the 
hinge moment and the total structure stability of the 
aircraft actuation system. Therefore, improving the 
static loading performance of EHLS is very important 
for the testing and analysis of the static/dynamic stiff-
ness[3] of the aircraft actuation system. In history, the 
flutter caused by the coupling between the dynamic 
stiffness and the air load has lead to a failure in target 
practice of a missile[4]. The reason of this failure is at-
tributed to the lack of the overall test of the dynamic 
stiffness. The static loading of EHLS is defined as that 
the aircraft actuation system is controlled at a fixed 
position, while the EHLS is under the force tracking 
control to emulate various loading on the actuation 
systems[5]. That is to say, there is no disturbance for 
EHLS caused by the motion of the actuation system, 
and thus the tracking control of the EHLS is a pure 
force control with a flexible dynamic structure. How to Open access under CC BY-NC-ND license.
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improve the performance of the static loading of EHLS 
and satisfy the requirement of the stiffness testing and 
analysis are emphasized in this paper. 
In the past, much of work in the control of EHLS 
has focused on eliminating the motion disturbance 
coming from the operation of aircraft actuator, i.e. the 
suppression ability of the extraneous force [6-8], or im-
proving the robustness with the motion disturbance [5, 9-10]. 
In Ref. [5], Yao，et al. utilized the linearized system 
model, proposed an optimal scheme by online estima-
tion of the system gains and improved the tracking 
performance of EHLS. Compound control scheme with 
feedback and feed-forward controllers was also de-
signed in some literature [9-10]. To tackle with paramet-
ric uncertainties in EHLS, quantitative feedback theory 
(QFT) method [11], self-tuning proportional- inte-
gral-derivative (PID) control [12] and neural- net-
work-based methods [13-14] are widely employed. The 
aforementioned methods can improve the tracking 
performance and/or the robustness of EHLS with mo-
tion disturbance; however, they do little about the static 
loading accurately with friction disturbance. Thus, 
these methods are difficult to satisfy the high demand 
of the stiffness testing requirement, especially for that 
of the smart-compact aircraft actuator as its stiffness is 
rather low and sensitive to the loading accuracy of the 
static loading. Inexact loading will lead to the degrada-
tion of the testing confidence level. 
In addition, the static loading of EHLS also has 
slight displacement in force tracking due to the stiff-
ness of the torque sensor, connection shift and the air-
craft actuation system. The motion disturbance caused 
by this slight displacement can be ignored. But the 
friction dynamic characteristic caused by this slight 
displacement is very complex and cannot be ignored. 
This dynamic friction behavior can be modeled by the 
LuGre friction model [15] which is widely used in me-
chanical control [16-17]. In order to improve the tracking 
performance of static loading, the dynamic friction 
behavior caused by the slight displacement can be ap-
propriately compensated based on the LuGre model. To 
complete this mission, a state observer has to be de-
signed as an unmeasurable state exists in the LuGre 
model. Another difficulty of the friction compensation  
is that the LuGre model is piecewise continuous and 
thus is not differentiable for nonlinear control.  
Electro-hydraulic systems also have a number of 
characteristics which complicate the development of 
high-performance closed-loop controllers, including 
the nonlinear nature of the servo-valve, friction and 
uncertainties. Many researchers utilized the linearized 
model to synthesize the hydraulic controller. To name a 
few, Yao, et al. proposed a compound controller based 
on a dynamic inverse model of the linearized hydraulic 
model [18-19]. For the nonlinear system model of EHLS, 
Shang，et al. [20] proposed a comprehensive nonlinear 
model based on the previous work [21]. But the nonlin-
ear dynamics of the servo-valve are not considered 
accurately. Therefore, the nonlinear models of EHLS 
are derived firstly in this paper, and a robust controller 
is synthesized based on the feedback linearization 
method [22]. To account for the friction compensation 
based on the LuGre model, the idea of the dual state 
observer proposed by Tan，et al. [16] for a motor motion 
control is employed to estimate the unmeasurable state. 
But as appointed by Freidovich，et al. [23], the state 
observer dynamics to recover the unmeasurable inter-
nal state could become unstable. To avoid the unstable 
estimation, a controlled learning mechanism is pro-
posed in this paper to guarantee the boundedness of the 
estimated state. The theoretical and experimental re-
sults are obtained to verify the effectiveness of the 
proposed control scheme. 
2. Problem Formulation and Nonlinear Models 
The system under consideration is drafted in Fig. 1. 
The left part of it is the HILS systems which consist of 
the aircraft actuation system and EHLS. The right part 
is the structure of a dual vane hydraulic rotary actuator 
which acts as the actuator of EHLS. The goal of our 
controller design is to make the torque output track any 
specified torque trajectory as closely as possible on 
condition that the aircraft actuator is controlled at a 
fixed position. In this controller design, the torque 
feedback, position feedback (encoder) and the pressure 
feedback (pressure sensors) are available. 
Fig. 1  Architecture of electro-hydraulic load simulator (left) and rotary actuator (rigth). 
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The equation of the EHLS torque output can be de-
scribed by 
 L mT P D F= −  (1) 
where T, PL, Dm, F represent torque output, load pres-
sure between the two chambers of the actuator, the 
radian displacement of the dual vane hydraulic rotary 
actuator and the friction force in EHLS. PL =P1−P2, P1 
and P2 are the pressures inside the two chambers of the 
actuator. 
Though the actuation system is controlled at a fixed 
position, there is still a slight motion in the loading 
hydraulic rotary actuator in static loading due to the 
effect of the stiffness of the torque sensor, the shift axis 
and the actuation system. That is to say, the slight mo-
tion is proportional to the loading torque. The distur-
bance caused by this slight motion can be ignored be-
cause it is rather small, but the effect of friction caused 
by this slight motion cannot be ignored, for example, 
the Dahl effect, the switching of the stiction friction 
with respect to the velocity, which will obviously de-
grade the loading accuracy. The LuGre model can 
characterize this dynamic behavior of friction and will 
be utilized in this paper to compensate the effect of 
friction. The friction force F is modeled by the LuGre 
friction model with friction force variations 
 
d | |
d ( )
z z
t g
ωω ω= −  (2) 
where z is the friction state that physically stands for 
the average deflection of the bristles between two con-
tact surfaces, and ω is the rotor angular velocity of the 
hydraulic rotary actuator. The nonlinear function g(ω) 
is used to describe different friction effects and can be 
parameterized to characterize the Stribeck effect. Thus 
the LuGre friction model can be expressed by 
 0 1f z zσ σ= +   (3) 
where f is the modeled friction; σ0 and σ1 are the fric-
tion force parameters which can be physically inter-
preted as the stiffness of the bristles between two con-
tact surfaces and damping coefficient of the bristles, 
respectively. The viscous friction is ignored in Eq. (3) 
as the velocity is rather small. The nonlinear function 
g(ω) can be given by 
 
2
0 1
s
( ) expg ωω α α ω
⎛ ⎞⎛ ⎞= + −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
(4) 
where σ0α0 and σ0(α0+α1) represent the Coulomb fric-
tion fc and the stiction friction fs, i.e. 
 
2
0 c s c
s
( ) ( ) expg f f f ωσ ω ω
⎛ ⎞⎛ ⎞= + − −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
(5) 
and ωs is the Stribeck velocity. 
Furthermore, using similar techniques as in Ref. [15], 
it can be shown that with the initial state chosen such 
that |z(0)| ≤ α0+α1, the internal states of the LuGre 
model Eqs. (2)-(5) are always bounded above by the 
same upper bound, i.e., |z(t)|≤α0+α1, ׊t≥0.  
The pressure dynamics in the two chambers can be 
written as[24] 
 
e
1 t L 1
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2 t L 2
2
( )
( )
P C P Q
V
P C P Q
V
β
β
⎧ = − +⎪⎪⎨⎪ = −⎪⎩

  
(6) 
where V1 and V2 are the control volumes of the two 
chambers; βe is the effective bulk modulus; Ct is the 
coefficient of the internal leakage of the actuator; Q1 
and Q2 are the supplied flow rate to the forward cham-
ber and the return flow rate of the return chamber. Q1 
and Q2 are related to the spool valve displacement of 
the servo-valve, xv, by[24]  
 
1 q v v s 1 v 1 r
2 q v v 2 r v s 2
( ) ( )
( ) ( )
Q k x s x P P s x P P
Q k x s x P P s x P P
⎧ ⎡ ⎤= − + − −⎪ ⎣ ⎦⎨ ⎡ ⎤= − + − −⎪ ⎣ ⎦⎩
 (7) 
where  
 q d
2k C w ρ=  (8) 
and function s(*) is defined as 
 
1   if * 0
(*)
0  if * 0
s ⎧= ⎨ <⎩
≥
 (9) 
where kq is the valve discharge gain, Cd the discharge 
coefficient, w the spool valve area gradient, ρ the den-
sity of oil, Ps the supply pressure of the fluid, and Pr 
the return pressure. 
The effects of servo-valve dynamics have been in-
cluded by some researchers [25], but this requires an 
additional sensor to obtain the spool position and only 
minimal performance improvement is achieved for 
tracking performance, so many researchers neglect 
servo-valve dynamics [26]. Since a high-response servo- 
valve is used here, it is assumed that the control ap-
plied to the servo-valve is directly proportional to the 
spool position, then the following equation is given by 
xv =kiu, where ki is a positive electrical constant and u 
the input voltage. Thus, from Eq. (9), s(xv)=s(u). 
Thus, the Eq. (7) can be rewritten as 
 
1 s 1
2 s 2
Q g uR
Q g uR
=⎧⎨ =⎩  
(10) 
where gs=kikq and  
 
1 s 1 1 r
2 2 r s 2
( ) ( )
( ) ( )
R s u P P s u P P
R s u P P s u P P
⎧ = − + − −⎪⎨ = − + − −⎪⎩  
(11) 
In general, the nominal system nonlinear models can 
be represented by the hydraulic dynamics Eq. (1), Eq. 
(6), Eq. (10) and the friction dynamics Eqs. (2)-(5). 
As the pressure sensors and position encoder are 
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mounted in the system, the nonlinear function R1 and 
R2 can thus be calculated on line. The parameters gs, V1, 
V2 and Dm can be obtained from the specification cata-
log of relative products; βe, fs, fc and Ct can be identi-
fied off-line; the LuGre model parameters σ0, σ1 and ωs 
can be identified off-line using the method proposed by 
Yao，et al.[17]. Thus there is no uncertain parameter 
existing in the system nonlinear models. 
The nonlinear controller has to be designed based on 
the dynamic model of the system output torque T, i.e. 
the differential of Eq. (1). Noting that the LuGre model 
is piecewise continuous, i.e. a sign function exists in 
Eq. (2), it is difficult to develop a nonlinear controller 
due to the non-differentiable characteristics. To tackle 
this difficulty, substituting the Eq. (2) into Eq. (3), we 
have 
 0 1 1
| |
( )
f z
g
ωσ σ σ ωω
⎡ ⎤−= +⎢ ⎥⎣ ⎦  (12) 
Consider that the Eq. (12) consists of two parts, the 
differentiable part and the non-differentiable part, i.e., 
the time derivative of Eq. (12) can be written as 
 
0 1 1
0 1 1
| |
( )
| | | |
( ) ( )
f z f
g
z f
g g
ωσ σ σ ωω
ω ωσ σ ω σ ωω ω
⎡ ⎤−= + + =⎢ ⎥⎣ ⎦
⎡ ⎤ ⎡ ⎤− − + +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 
  (13)
 
where f is the effect of the non-differentiable part and 
will be attenuated by a robust controller which will be 
designed later. 
Thus, the Eq. (1) can be rewritten as 
 L mT P D f d= − −   (14) 
where d F f= − is the modeling error of the LuGre 
model. The time derivative of Eq. (14) can be obtained 
by 
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  
   (15) 
where 
 1 f dΔ σ ω= − − −
  
 (16) 
Based on the Eq. (6) and Eq. (10), we have 
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Thus, the Eq. (15) can be transformed to 
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where 
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(19) 
It is clear that the nonlinear functions f1 and f2 are 
known from the aforementioned discussion. Inciden-
tally, the parameter identification errors can also be 
lumped into the uncertain nonlinearities Δ if one cares 
about them. 
Before the controller design, we have the following 
assumption. 
Assumption 1 The desired torque trajectory Td is 
continuous and bounded; in addition, the uncertain 
nonlinearities satisfy 
 | |Δ δ ≤  (20) 
where δ is a known bound of Δ . 
In fact, Assumption 1 is not a strong assumption for 
one can always conservatively evaluate the maximum 
effect caused by the friction in practice. Thus the upper 
bound δ can be obtained. 
In practice, we also have the following assumption. 
Assumption 2 In practical hydraulic system under 
normal working conditions, P1 and P2 are both bound-
ed by Pr and Ps, i.e. 0<Pr<P1<Ps, 0<Pr<P2<Ps. 
Based on Assumption 2, it can be seen that f1>0. 
3. Controller Design 
3.1. Design model and projection mapping 
From Eq. (2) and Eq. (18), the entire system can be 
expressed in a state-space form as 
 2
0
1 2 1 2
d | |
d ( )
| |
( ) ( )
z z
t g
T f u f z z
g g
ωω ω
σ ω ωσ Δω ω
⎧ = −⎪⎪⎨⎪ = − + − +⎪⎩
   
(21) 
where z and T are treated as the system states. 
In Eq. (21), we have to assume that the friction force 
follows the dynamics in Eq. (2) and Eq. (3) but the 
specific value of the friction state z is neither known 
nor measurable. This assumption is inherited from the 
physical interpretation of model-based friction com-
pensation. Thus a state observer has to be design to 
estimate the unmeasurable state z for the nonlinear 
controller design via the measurable system state T. 
That is to say, the second dynamic equation of Eq. (21) 
is to be utilized to estimate the state z. It can be seen 
that the unmeasurable state z enters the second dy-
namic equation of Eq. (21) by different nonlinear 
characteristics, i.e. the state z is related to two different 
nonlinear functions σ0|ω|/g(ω) and σ1ω2/g2(ω). In order 
to handle different nonlinearities of z that are present in 
the system dynamics, a dual-observer structure was 
proposed by Tan, et al. [16]. But as appointed by Frei-
·958 · YAO Jianyong et al. / Chinese Journal of Aeronautics 25(2012) 954-962  No.6 
 
 
dovich，et al. [23], the state observer dynamics to re-
cover the unmeasurable internal state could become 
unstable in different working conditions. To avoid the 
unstable estimation, the unmeasurable friction state z is 
estimated by the following robust observers with pro-
jection type modifications respectively, based on the 
dual-observer structure: 
 
1
2
1 1
2 2
ˆ Proj ( )
ˆ Proj ( )
z
z
z
z
ι
ι
⎧ =⎪⎨ =⎪⎩

  (22) 
where 1 2ˆ ˆ,z z are estimates of the unmeasurable friction 
state z; ι1 and ι2 are learning functions to be synthesized 
later; the projection mapping Projζ(*) is defined by[27] 
 
max
min
ˆ0  if  and *>0
ˆProj (*) 0  if  and *<0
*   otherwise
ζ
ζ ζ
ζ ζ
⎧ =⎪⎪= =⎨⎪⎪⎩
 (23) 
where ζ is a symbol that can be replaced by z1 or z2. 
The observation bounds are set as z1max=z2max=zmax= 
α0+α1, z1min=z2min=zmin=−(α0+α1), which correspond 
to the physical bounds of the internal state of dynamic 
friction. 
Lemma 1  It can be shown that the above projec-
tion mappings have the following properties: 
 ( )
( )
1min 1 1max
2min 2 2max
1 1 1
2 2 2
ˆ
:  
ˆ
0ˆ
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z z z
z z z
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P2


≤ ≤
≤ ≤
≤
≤
 (24) 
where 1 1 2 2ˆ ˆ,z z z z z z= − = −  are the estimation errors 
which have the following dynamics 
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 (25) 
Proof of Lemma 1  The property P1 of Eq. (24) is 
obvious seen from the definition of the projection 
mapping Eq. (23) and thus can be ignored. Then we 
consider the proof of property P2. 
Noting Eq. (22) and Eq. (23), if 1 1maxzˆ z= and ι1 >0, 
i.e. 1ˆ 0z = and 1 1 1maxˆ 0z z z z z= − = − ≥ , then 
( )1 1 11 1 0ˆz zz ιι = −−  ≤  
Noting Eq. (22) and Eq. (23), if 1 1minzˆ z= and ι1 <0, 
i.e. 1ˆ 0z = and 1 1 1minˆ 0z z z z z= − = − ≤ , then 
( )1 1 11 1 0ˆz zz ιι = −−  ≤  
In the third case,
11 1 1
ˆ Proj ( )zz ι ι= = , thus 
( )1 1 1 0ˆz z ι =−  
This indicates that for any learning function ι1, the 
property P2 for the estimation of z1 is always satisfied. 
The proof of the case for z2 is the same. This ends the 
Proof of Lemma 1. 
Property P1 of Eq. (24) implies the state estimates 
are always within the known bound, that is to say, the 
process Eq. (22) is a controlled learning process. Prop-
erty P2 enables one to know that the use of projection 
modification to the traditional learning mechanism[16] 
holds the perfect learning capability of the traditional 
one.  
3.2. Robust controller design 
Define the tracking error e =T −Td, then its dynam-
ics can be obtained from Eq. (21) 
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1 2 1 d2
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e f u f z z T
g g
σ ω ωσ Δω ω= − + − − +
   (26) 
Based on the feedback linearization principles, a ro-
bust controller is given by 
 
m r
2
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m
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s
r
1
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u u u
f T z z
g gu
f
ke u
u
f
σ ω ωσω ω
= +⎧⎪⎪ + − +⎪⎪ =⎨⎪⎪ − +=⎪⎪⎩

 (27) 
where um functions as a model-compensation term; k is 
a positive constant feedback gain; us is a nonlinear ro-
bust term used to dominate the model uncertainties 
Δ with a given accuracy. 
Define the following positive-semi-definite (p.s.d.) 
Lyapunov function, 
 
21
2
V e=  (28) 
Based on the robust controller Eq. (27), the time de-
rivative of V can be written as 
 
2
0
1 2 1 d2
2
2 0
s 1 1 22
| |
( ) ( )
| |
( ) ( )
V ee
e f u f z z T
g g
ke e u z z
g g
σ ω ωσ Δω ω
σ ω ωσ Δω ω
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For the robust controller design, we make the robust 
term us be any function satisfying the following condi-
tions: 
 
2
0
s 1 1 22
| |
( ) ( )
e u z z
g g
σ ω ω εσ Δω ω
⎡ ⎤− + +⎢ ⎥⎣ ⎦
  ≤  (30) 
 s 0eu ≤  (31) 
where ε is a positive design parameter which can be 
arbitrarily small, represents the given robust accuracy. 
Many methods can be used to choose a robust term 
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us satisfying Eq. (30) and Eq. (31). The following 
lemma gives an example for us. 
Lemma 2  Let h be any smooth function satisfying 
 
22
2 20
M1 2
| |
( ) ( )
h z
g g
σ ω ωδ σω ω
⎡ ⎤+ +⎢ ⎥⎣ ⎦
≥  (32) 
where zM =zmax –zmin. Choosing us as 
 s s 2
hu k e eε= − = −  (33) 
where ks is a positive nonlinear gain. It can be shown 
that conditions (30) and (31) are satisfied. 
Proof of Lemma 2 Eq. (31) is obviously satisfied 
and the proof is ignored. Then we consider the proof of 
Eq. (30). Substituting Eq. (33) into the left part of Eq. 
(30) which is marked as Ξ, we have 
2
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Noting Assumption 1 and the Lemma 1, we have 
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| | | |
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Combining the definition of h, we have 
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≤
  Using the Young Inequation for the part 1 and part 2, 
we can get that 
N N
Part 1 Part 2
1 1
2 2
Ξ ε ε ε+ =≤  
Thus the Eq. (30) is satisfied. This ends the proof of 
Lemma 2. 
The designed robust controller Eq. (27) has the fol-
lowing performance theorem. 
Theorem 1 If the learning functions for state esti-
mation are chosen as 
 
0
1 1 1
2
1
2 2 2 2
| || | ˆ
( ) ( )
| | ˆ
( ) ( )
z e
g g
z e
g g
σ ωωι ω γω ω
σ ωωι ω γω ω
⎧ = − +⎪⎪⎨⎪ = − −⎪⎩
 
(34)
 
where 1γ  and 2γ  are learning gains, then the pro-
posed robust controller Eq. (27) guarantees the fol-
lowing situations. 
A. In general, all signals are bounded. Furthermore, 
the p.s.d. Lyapunov function V is bounded by 
 ( ) exp( 2 ) (0) [1 exp( 2 )]2
V t kt V kt
k
ε− + − −≤  (35) 
B. If after a finite time t0, 0Δ = , i.e. in the absence 
of any uncertainties, in addition to results in A, as-
ymptotic output tracking is also achieved, i.e. e→0 as 
t→∞. 
Proof of Theorem 1 Noting the Eq. (29) and the Eq. 
(30), the time derivative of V satisfies 
2V kV ε− + ≤  
which can lead to Eq. (35) by using the comparison 
lemma[28]. Then the tracking error e is bounded from 
Assumption 1. The boundedness of f1 and f2 can be 
obtained from Assumption 2. From the property P1 of 
Eq. (24), the state estimations are bounded. Thus, the 
control input u is bounded. This proofs the result A of 
Theorem 1. Now consider the situation in B of Theo-
rem 1. Choose a p.s.d. function Vs as 
1 2 1 2
s 1 1 2 2
1 1
2 2
V V z zγ γ− −= + +   
Based on Eq. (25) and Eq. (29), the time derivative 
of Vs can be rewritten as 
( )
( )
1 1
s 1 1 1 2 2 2
2
2 0
s 1 1 22
1 1
1 21 1 2 2
2 1 1 2
1 1 1 11 1
1 1 2
2 2 2 22 2
| |
( ) ( )
| | | |ˆ ˆ( ) ( )
( ) ( )
| |
ˆ
( )
| |
ˆ
( )
V V z z z z
ke e u z z
g g
z z z zz z
g g
ke z zz
g
z zz
g
γ γ
σ ω ωσω ω
ω ωω ωγ γω ω
ωγ γι ω
ωγ γι ω
− −
− −
− −
− −
= + + =
⎡ ⎤− + +− +⎢ ⎥⎣ ⎦
⎡ ⎤ ⎡ ⎤− − − −+⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
− + − +−
−−
      
 
  
 
 
≤  
Noting the property P2 of Eq. (24), we have 
2 1 2 1 2 2
s 1 1 2 2
| | | |
( ) ( )
V ke z z ke W
g g
ω ωγ γω ω
− −− − − −   ≤ ≤  
Thus, Vs(t)≤V(0), then W∈L2, while W∈L∞ from A 
of Theorem 1. It is easy to check thatW is bounded. So, 
W→0 as t→∞ by Barbalat’s lemma, which leads to B 
of Theorem 1.  
From Eq. (35) and noting the definition of V in Eq. 
(28), the tracking error can always be bounded by 
 
2| | exp( 2 ) (0) [1 exp( 2 )]e kt e kt
k
ε− + − −≤  (36) 
That is to say, results in A of Theorem 1 indicate that 
the proposed controller has an exponentially conver-
gence transient performance with the exponentially 
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converging rate 2k and the final tracking error is able 
to be adjusted via certain controller parameters freely 
in a known form. It is seen from Eq. (36) that k can be 
made arbitrarily large, and ε/k, the bound of e2(∞) (an 
index for the final tracking errors), can be made arbi-
trarily small by increasing gains k and/or decreasing 
controller parameter ε. Such a guaranteed transient 
performance is especially important for the control of 
electro-hydraulic systems since executing time of a run 
is very short. B of Theorem 1 implies that the effect of 
dynamic friction behavior may be reduced through 
state estimation and an improved performance is ob-
tained. 
Noting the robust law Eq. (33), we may implement 
the needed robust control term in the following two 
ways. The first method is to pick up a set of values zM, 
|g(ω)|, δ, and ε to calculate the left-hand side of Eq. (32) 
so that Eq. (30) is satisfied for a guaranteed global sta-
bility and a guaranteed control accuracy. This approach 
is rigorous and should be the formal approach to 
choose. However, it increases the complexity of the 
resulting control law considerably since it may need 
significant amount of computation time to calculate the 
lower bound of h. As an alternative, a pragmatic ap-
proach is to simply choose ks large enough without wor-
rying about the specific values of zM, |g(ω)|, δ, and ε. By 
doing so, Eq. (30) will be satisfied for certain sets of 
these values, at least locally around the desired trajectory 
to be tracked. In this paper, the second approach is used 
since it not only reduces the online computation time 
significantly, but also facilitates the gain tuning process 
in implementation. In addition, the second approach can 
also relax the Assumption 1 and the rigorous upper 
bound δ is not needed any more. 
4. Experimental Results 
The structure of the test rig is shown in Fig. 1 and 
the system parameters are listed in Table 1. 
Table 1 System parameters 
Parameter Value 
Dm/(m3·rad−1) 1.91×10−4 
V1=V2/m3 1.33×10−4 
gs/(m4·s−1·V−1·N−1/2) 3.97×10−8 
Ct/(m5·N−1·s−1) 7×10−12 
βe/MPa 273 
Ps/MPa 21 
Pr/MPa 0.5 
ωs/(rad·s−1) 1.7×10−2 
σ0/(N·m·rad−1) 2.86×104 
σ1/(N·m·s·rad−1) 500 
fc /(N·m) 70 
fs /(N·m) 90 
The following two controllers are compared to ver-
ify the effectiveness of the proposed control scheme. 
1) NRC: Nonlinear robust controller (NRC) pro-
posed in this paper whose parameters are k=40, ks=60, 
1γ = 1×10−5, 2γ = 1×10−5.  
2)PID: PID controller is commonly used in indus-
trial applications which can be treated as a reference 
controller for comparison. The controller parameters 
are kP=0.063, kI=1, kD=0，which represent propor-
tional, integral, derivative gains respectively. These 
controllers are tuned carefully via error-and-try method. 
One may argue that larger parameters can make better 
tracking performance. But these parameters are achi- 
eved ultimately and larger parameters will lead the 
system to unstable. Thus using the PID controller with 
these parameters to compare with the proposed NRC 
controller is fair. 
The comparison of experimental results with slowly 
developing desired trajectory is shown in Fig. 2, in 
which the trajectory is a sinusoidal signal with 500 N·m 
amplitude and 0.5 Hz frequency. It is clear from Fig. 2 
that the effect of the dynamic behavior of friction is 
severe and leads to a terrible tracking performance 
when controlled by PID controller. The proposed con-
troller, contrarily, improves the tracking accuracy from 
8% (PID) to 1% (NRC). Some burrs present in the 
tracking errors with NRC controller are caused by the 
dynamic estimation process in the direction switching 
of the output torque. It is clear that the effect of friction 
is greatly suppressed by the proposed friction compen-
sation strategy. 
 
Fig. 2  Results with low frequency and small amplitude 
sinusoidal signals. 
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For the large amplitude and high frequency sinusoi-
dal signals, the comparison results are presented in Fig. 3. 
The amplitude is 2 000 N·m and the frequency is 5 Hz. 
The proposed NRC controller achieves excellent 
tracking accuracy compared with PID controller from 
about 20% (PID) to about 2.5% (NRC). The maximum 
tracking error with PID controller is about 10 times of 
that with NRC controller. 
 
Fig. 3  Results with 5 Hz frequency and 2 000 N·m ampli-
tude sinusoidal signals. 
Figure 4 gives the comparison results with a high 
frequency sinusoidal trajectory whose amplitude is 
1 000 N·m and the frequency is 10 Hz. The tracking 
performance with PID controller presents some phase 
lag and amplitude decay, which might be nonaccept-
able. While the proposed NRC controller achieves an 
excellent tracking performance whose accuracy is 
about 5%, phase lag is less than 3° and the amplitude 
deviation is less than ±3%.  
 
 
Fig. 4  Results with 10 Hz frequency and 1 000 N·m ampli-
tude sinusoidal signals. 
5. Conclusions 
In this paper, instead of many previous linear control 
methods for hydraulic load simulator, a nonlinear ro-
bust force control is proposed based on the nonlinear 
system models for static loading of EHLS. The pro-
posed controller takes into account the dynamic be-
havior of friction which might degrade the tracking 
performance in static loading. A LuGre model-based 
friction compensation is utilized in which the unmeas-
urable state is estimated by a dual-observer. To tackle 
the non-differentiable LuGre friction model, a robust 
consideration is proposed. To guarantee the estimation 
process is bounded, a projection mapping is employed 
and the learning functions are synthesized by a 
Lyapunov function. The performance theorem is sum-
marized and the controller simplification is made. The 
effectiveness of the proposed controller is verified by 
experimental results compared with a PID controller. It 
is shown that the loading accuracy and the allowable 
bandwidth of EHLS in static loading are greatly en-
hanced by the proposed nonlinear robust control and 
friction compensation scheme. 
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