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1) QCD 尺度の正確化 
ソフトウェア開発の QCD を改善するには，その改善効果が計測可能でなければなら






















で表し，333 のプロジェクトに当てはめ，プロジェクト計画要因が QCD に与える計量的な
大きさと，外製程度が他の要因に与える影響の計量的影響を明らかにした． 
3)  他の影響力を取り除く測定 






ることで，測定を可能にすることを第 3 ステップとする．第 2 ステップでは手法・技法の
最も影響を及ぼすものは，外製程度であった．そこで外製程度が一定である場合の手法・
技法の QCD への効果測定モデルを提唱した．この効果測定モデルを 1,352 プロジェクトの
実データに当てはめ，そこで得られた各手法・技法の QCD への効果について論ずる． 
 4)  手法や技術を導入し定着させるための標準プロセスの設定 




つの方法を提唱し，この方法を 24 プロジェクトで実践した結果について論じた． 
 
これら，本論文のステップ毎の目的と方法を表したのが図 1.1 である．  
 
          目的            研究 






















































































































































































尚，3 章で使用したデータの除外理由に関し補足 1 で，また 5 章で使用した変数の分布















確にする．2.1 節では 3 章で論ずる「ソフトウェア QCD の標準見積」に関連する主要先行



























能力，ソフトウェア製品の複雑性に次いで第３番目に位置している（Boehm, et al.( 2000)）．  










 これらのことから本節では 2.1.1 節で開発プロジェクト全体の工数，2.1.2 節で工期，2.1.3




Jorgensen らはソフトウェア開発工数の推定に関し，76 の論文誌から 304 の研究をピック
アップし，種々の分類を行っている（Jorgensen et al.(2007)）．手法の分類は年代別に行われ
ているが，一番新しい年代の 2000～2004 年の 158 の研究では，多い順に回帰方式 51 件，
エキスパート方式 21 件，Analogy 方式 15 件となっている．回帰方式として最も著名なの




 ܲܯ ൌ 2.94	 ൈ ܵ݅ݖ݁ா 	ൈ 	∏ ܧܯଵ଻୧ୀଵ ݅																	･･･ሺ2.1ሻ 
 





ァクタは業務の開発経験度合いなど 5 つの開発組織の成熟度要因から構成される．EM は
Effort Multiplier の略で，ソフトウェア特性，利用上の制約，開発要員の能力・経験のカテ
ゴリーからの 14 要因と，ツールの使用頻度，開発拠点数，開発スケジュール制約からなる




























































2.2 ソフトウェア開発プロジェクト計画要素が QCD に及ぼす影響に関する先行研究 
ソフトウェア開発の主体がプロジェクト計画を立てる際，原則として自主的に定める主な
要素は，開発手法の策定，要員調達，工程配分となる．本論文の 4 章ではこれらの要素が




べ，2.2.5 節でこれらの研究に対する本研究の位置づけを述べる．  
2.2.1 ソフトウェア開発の生産性要因のリストアップ 
Macwell(1996)は過去に行われたソフトウェアの生産性に関する研究を網羅的に調査して





作業環境に関して示している．また Boehm(1981)，Vosburgh, et al.(1984)はハードウェアに関
して，Boehm(1981)，Jones(1991)，Lawrence(1981)，Thadhani(1984)，Vosburgh, et al.(1984)，
Walston and Felix(1977)は言語経験，Albrecht(1979)，Behrens(1983)，Conte,et al.(1986)，











表 2.1 過去に検討されたソフトウェアの生産性要因 
Factor *Case Factor *Case 
Modern Programming Practices 13 Overall Personnel Experience 5
Product Complexity 8 Customer Interface Complexity 5
Project Size 8 Development Environment(On-line) 4
Design Volatility 7 Analyst Capability 4
Application Experience 7 Team Size 4
Tool Use 7 Quality Assurance 3
Virtual Machine Experience 6 Hardware Concurrent Development 3
Programming Language Experience 6 Amount of Documentation 3
Language 6 Industrial/Business Environment 3
Duration 5 Required Software Reliability 2
Category/Type 5 Virtual Machine Volatility 2
Programmer Capability 5 Company 2
Execution Time Constraint 5 Country 2
Main Storage Constraint 5   
*Case：The number of Case that was studied as a factor of the productivity（Maxwell,et al.(1996)  2








る（Boehm(2000)）． ここで用いられる 17のコストドライバーの内，9個に関しTan,et al.(2009)
は，時間当たりのプログラム生産性との関連を示している． COTS（市販ソフト）に限った
比較研究としては Yang, et al.(2006)がある．14 の要因を挙げていて，本論文 4 章で論ずる要
因の専任率と開発手法に近い，Personnel Continuity と Technical Performance を各々2 番目，
12 番目に大きな影響力を持つものとして位置づけている． 
ソフトウェアメトリックスの調査機関では，非営利団体 ISBSG(International Software 














表 2.2 ソフトウェア開発効率の影響要因の分類と先行研究 






























































国際的に推進している非営利団体 ISBSG(International Software Benchmarking Standards 




センタ （ーSEC）が CoBRA という手法での見積ツールを提供している．（IPA/SEC(2013)）．
これらツールがどの様な要素を生産性要素としているかを表 2.3 に示す．  
 
表 2.3 各団体が提供する見積ツール 
方式 提唱者 ツール名 生産性の変動要因 
母集団を 
分割 

















































































が収集したプロジェクトデータの分析をしており，同様の発表を Tsunoda, et al.(2006)及び






















世界標準では ISO/IEC 12207 として，日本標準では JIS X 0160 として定められている．ま
た個別の開発・管理プロセスが守られ改善されていく枠組みとしてのプロセスアセスメン
トが世界標準では ISO/IEC 15504-1 として，日本標準では JIS X 0145-1 として定められてい






(1994) はプロジェクト開発管理支援機構である PMO(Project Management Office)との協業
を重視した開発プロセスを提案し，落水(2001)は地理的に分散した組織で共同開発を行う
ためのプロセスを提案している． 


















と QCD 推定精度向上を検証する．次に提案モデルが示す複数要因間の相関構造(Implied 





以下 3.1 節でモデルの考え方を示し，3.2 節でデータを示し，3.3 節で解析手法を示す．














 要員配置には図 3.1 に示すようにピーク時の要員数が平均要員数よりかなり多くなる
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(3)  ピーク要員比率の定義 
要員配置の尖鋭度と専任率が QCD に与える影響に関して記したが，プロジェクト管






                                                  
 





Peak はプロジェクトの MAX 要員数で，Average は平均要員数である． 
 
表 3.1 要員数と専任率 
 full-time rate 
Neglect Consider 
Persons Peak GPP 
(Gross Peak Persons) 
NPP 
(Net Peak Persons) 
Average GAP 
(Gross Average Persons) 
NAP 
(Net Average Persons) 
 
ピーク要員比率 PHR (Personnel Height Ratio)をピーク時の専任率を考慮しない見掛け上
の人数 GPP と専任率を考慮する平均の要員数 NAP を基に(3.2)式で定義する． 
 ܲܪܴ ൌ ܩܲܲܰܣܲ              ･･･ሺ3.2ሻ 




専任率を考慮した平均実効要員数NAPは工数 Ef  (Effort)を工期El (Elapse)で除したもの
となる（(3.3)式）． 
 ܰܣܲ ൌ ܧ݂ܧ݈             ･･･ሺ3.3ሻ 
 ここで，プロジェクト全体を通じての要員の平均専任率を AFR (Average full-time rate)と
すると，工数 Ef は見掛けの平均要員数 GAP に AFR と工期 El を掛けたものとなる（(3.4)
式）． 
  ܧ݂＝				ܩܣܲ ൈ ܣܨܴ ൈ 		ܧ݈     																																						 ･･･ሺ3.4ሻ 














次にピーク要員比率 PHR の具体例を示す．図 3.3 の場合，(3.2)式の GPP は 4 であり，








図 3.3  専任率が低い場合の例 
 
					ܰܣܲ ൌ ሺ2 ൈ 0.5 ൈ 2ሻ ൅ ሺ4 ൈ 0.5 ൈ 1ሻ ൅ ሺ2 ൈ 0.5 ൈ 1ሻ4 ൌ 1.25       ･･･ሺ3.6ሻ 
 ܲܪܴ ൌ ܩܲܲܰܣܲ ൌ
4
1.25 ൌ 3.2                 										  ･･･ሺ3.7ሻ 
 
ピーク要員比率が１を割る逆転現象も発生する．図 3.4 の例の様に，兼務が無く，プロ
グラム(Programming)時の平均作業時間が定時の 2 倍（専任率 200%）の場合，平均実効要
員数 NAP は(3.8)式で 5 となり，見掛けのピーク時要員数 GPP の 4 を超え，ピーク要員比
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図 3.5 ソフトウェア QCD 構造の仮説モデル 
 
図 3.5 で示されている外生変数から内生変数または内生変数から内生変数への因果関係
は，表 3.2 で示す仮説の設定とする．この中で，H1，H7，は COCOMOⅡで述べられてい




































本研究では ISBSG(International Software Benchmarking Standards Group)が国際的に収集し，























3.1.1 節で記した様に，ピーク要員比率は残業率が高い場合 1 を下回る．平日だけの場









因果モデルに投入される観測変数として使用する ISBSB でのデータ項目を表 3.3 に示
す．解析に用いた全変数のデータ分布を因果モデルの前提である正規分布に近づけるため






に対数変換を行う．規模(Size)，工数(Effort)，工期( Elapsed Time)，欠陥率( Defect Density)
何れに於いても，対数化後の値(logarithm)の方が正規分布であることを示す指標の歪度

















表 3.4 歪度及び尖度 


























Original-value Logarithm Original-value Logarithm 
Size 7.03 0.19 71.37 0.36 
PHR 16.81 1.14 320.38 5.08 
Effort 5.41 0.23 40.21 -0.20 
Elapsed Time 3.62 -0.01 22.20 0.14 
Defect Density 8.36 0.38 76.93 0.09 
 
表 3.5 解析に用いるデータ件数 









1,331 1,331 1,151 101 500 





ウェア AMOS を使用した．AMOS は，項目欠損のあるデータを解析から除外するのでも，






しないことを確認した．図 3.5 の仮説モデル構造で設定した表 3.2 の当初仮説の中で，有意
水準 5%で検証されなかった仮説は H3（規模(Size)の欠陥率(Defect density)に対する影響）の
みであった．図 3.5 から H3 のパスを除いた図 3.6 の因果モデルの CFI は 1.000 ，χ2 は 2.8，
自由度は 2 であり，データとの当てはまりの良さを示した．図 3.6 のパス係数の推定結果を
表 3.6 に示す． 
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表 3.6  
ime 

































































H8：Effort   → Defect Density .844 .57 4.219 *** 
H9：Elapsed →Defect Density -2.153 -.90 -6.098 *** 
Signif. codes:  ‘***’  0.001 
 
3.5 提案モデルに基づく推定精度改善 
本章では図 3.6 の因果モデルを提案モデルと呼び．複数要因間の相関構造(Implied 






 IPA の SEC 部門が発行している「ソフトウェア開発データ白書」（IPA/SEC(2012)）では
FP 値から(3.10)式の累乗関数で工数を推定している（ISBSG が提供するツールも同様の式で
推定している）． 
工数 ＝  A × FP 値 B          ･･･(3.10) 
（係数 A と指数 B は(3.10)式を母集団に当てはめ回帰分析により求める） 
 





Ef ＝ 42.977 × FP0.7359    









El＝2.15  ×  PM1/3             ･･･(3.12)                
 
(3.12)式の係数 2.15 と指数 1/3 は Boehm が研究に用いたプロジェクト群に当てはめて得ら
れたものである．そこで 3.2.4 節で述べた工期データを持つプロジェクト 1,151 件で開発工
数と開発工期の回帰分析をBoehmの回帰式に当てはめて行うと (3.13)式が得られる．但し，
ここでの工数は人時であり Ef で表す． 
 
El ＝ 0.3063 × Ef 0.388    




工数・工期・欠陥率の推定式は図 3.6 のモデルでの解析結果で得られた表 3.6 のパス係数
の非標準化推定値(Non-std. Estimate)と表 3.7 に示す切片(Intercept)からそれぞれ
(3.14)(3.15)(3.16)式で表すことが出来る． 
 
表 3.7 各従属変数の切片 
Signif. codes:  ‘***’  0.001 
 
logEf＝0.730logFP－0.287logPHR＋1.746                      ･･･(3.14) 
logEl＝0.041logFP＋0.519logPHR＋0.416logEf－0.897                 ･･･(3.15) 





Intercept Std. Error t –value Signif. Codes 
Effort 1.971 .068 28.931 ***
Defect Density 2.850 .563 5.66 ***







工期，欠陥率各々に対して行う．3.5.1 節で記した各々の推定式での決定係数は表 3.8 の様に
なる． 
 








る．一方提案モデル下の(3.14)式での決定係数は 0.44 であり，従来方式の決定係数 0.42 より
若干良くなっている．提案モデルは，表 3.6 及び図 3.6 のパス上に記した工数の要因の標準
化係数を見ると，規模の影響が 0.64，ピーク要員比率の影響が－0.16 となっており，工数に
対しピーク要員比率が規模の約 1/4 の影響力を持っていることを新たに示している． 





ピーク要員比率の影響が 0.47，規模の影響が 0.06 となっている． 
(3) 欠陥率 




欠陥率(Defect density)は，ピーク要員比率(Personnel Height Ratio)，工数(Effort)，工期(Elapsed 
  Boehm This paper 
Effort 0.42 0.44
Elapsed Time 0.41 .63




time)と 5%有意の偏回帰関係があり，これら 3 つを説明変数とする(3.16)式では 0.39 という
決定係数が得られた． 
3.5.2.2 推定式の予測精度の検証 





1989 年～2006 年のデータを使って得られる Boehm の推定式を対数変換すると(3.17)
式になる． 
 
El ＝ 0.3050 × Ef 0.388  
logEl=0.388logEf－0.5157                             ･･･(3.17) 
 
同様に 1989 年～2006 年のデータを使って共分散構造分析で計算される係数と切片か
ら工期に関する下記の推定式が得られる（(3.18)式）． 
logEl＝0.041logFP＋0.507logPHR＋0.413logEf－0.885                  ･･･ (3.18) 
 
これらの推定式を 2007～2008 年のデータでピーク要員比率が捕捉できている 17 件のプ
ロジェクトに当てはめ，真値との残差を比較評価する（表 3.9 参照）． 
 




MMRE: Mean Magnitude of Relative Error 
 
Boehm の方式よりバイアス(MMRE)もバラツキ(Standard Deviation)も少なく，結果として
誤差の平均二乗誤差（RMSE)が Boehm の工期推定式では 1.424 であるのに対し，本方式で
  Boehm  This paper 
MMRE 66.9% 39.8% 
Standard Deviation 1.257 0.755 





















データ区分 新規 新規 新規 新規&再構築





ロジェクト）において Analogy で推定した場合の MMRE を 60%としている．本研究の工
期の MMRE39.8％はこれより良い値になっている．RMSE を算出している先行研究は生産
性に関するものしか見当たらない．（Maxwell(1996)）はヨーロッパの宇宙・軍事・工業シ
ステムを対象とした 99 プロジェクトに関する工数と TOOL を説明変数にした生産性の推








1989 年～2006 年の平均欠陥率を用いる．1989 年～2006 年のデータを使って得られる平均
                                                  
 





値は 261.09/KFP になる． 
提案モデルによる欠陥率の推定式は 1989 年～2006 年のデータを使って得られる係数と
切片から(3.19)式となる． 
 


























  Average method This paper 
MMRE 1354.3% 188.5% 
Standard Deviation 12.407 3.104 













御変数の結果変数への影響力の大きさを示したものが表 3.12 となる． 
 




















Effort .730 -.287  
 Norm. .645 -.160 .  
Elapsed Time .345 .400 .416 
 Norm. .496 .363 .678 
Defect Density -.126 .730 -.052 -2.153 















Elapsed Time  










					ܰܣܲ ൌ ሺ4 ൈ 1ሻ ൅ ሺ6 ൈ 2ሻ ൅ ሺ5 ൈ 1ሻ4 ൌ 5.25						･･･ሺ3.20ሻ 
従ってピーク要員比率 PHR は(21)式となる 
 ܲܪܴ ൌ ܩܲܲܰܣܲ ൌ
6
5.25 ൌ 1.143      	･･･ሺ3.21ሻ 
このピーク要員比率が 1.143 から 2 倍の 2.286 になった場合，対数では 0.058 から 0.359
に変わることになり，差は 0.301 となる．表 3.11 でピーク要員比率(PHR)から工期(Elapsed 
Time)への非標準化パス係数が 0.400 になっているが，これはピーク要員比率の対数が 1 動
いた時，工期の対数が 0.400 動くことを示す．この例では 0.301 動くと仮定しているので，
工期の対数は 
0.301 × 0.400 ＝ 0.120 
動くことになる．この対数 0.120 の真数は 1.32 である．従ってピーク要員比率が 1.143 か
ら 2 倍の 2.286 になった時，工期は 1.32 ヵ月延びると推定できる（図 3.8）． 









































                                                  
 
4 ピーク要員比率を QCD 推定の説明変数とすること関する補足を補論 1 に記述する． 






























以降，4.1 節では構造モデルの設定，4.2 節では仮説的因果モデルの設定，4.3 節では検証










意のパスだけを残し，CFI での適合性 0.731 となる共分散構造モデルを得た．標準化総合効
果で，工数削減には手法先進性が 0.322，外製程度が 0.226，製造工程割合が 0.195 の順でプ
ラスの影響力があり，工期短縮には外製程度が 0.242，手法先進性が 0.099，製造工程割合
が 0.060 の順でマイナスの影響力があり，欠陥率の改善には手法先進性が 0.295 のプラスの














































示し，このプロセスの標準化を 24 プロジェクトで実施した結果について論じる． 










重要と認識されている．たとえば CMMI（Paulk, et al. (1993)）ではその根底をなす考え方
として「システムの生産性と品質を向上させる上で IT 技術や方法論より組織管理の方が重
要である」と述べている．CMMI ではこの組織管理能力を組織の成熟度として 5 つの段階
に分けている．この考え方は現在多くの支持を受けている．インドのソフトウェア開発能
力の高さが言われているが，そのことを裏付けるものとして CMMI 適応レベルで最高段階
の 5 を取得している企業が多いことが引き合いに出されている．そしてこの CMMI が示す
5 段階の成熟度レベルの 3 ではシステム開発プロセス標準を設定することが柱となってい
る． 
ソフトウェア取引の前提としてもシステム開発プロセス標準の必要性は認識されている．





を策定している．これはソフトウェア・ライフサイクルプロセス規格 ISO/IEC12207(JIS X 









































































を書いた方が表 6.1 のような利点があると考えた． 
 


























































































表 6.2 作成ドキュメントの絞込み 





















































 システム概念図 ◎ 
 業務フロー図 ◎ 
機能展開図(BFH) ◎ 
機能要求仕様記述 ◎ 
概念 ERD × 超大規模でなければ不要 
DFD(DataFlowDiagram) △ 大規模で事務フローを必須に
CD(Context Diagram) × DFD を省略するため 
 システム基盤記述 ソフトウェア構造 ◎ 
ハード／ネットワーク ◎ 
 安全性設計 ◎
 データベース設計 論理 ERD 〇 
表定義 ◎ 
表･機能マトリックス △ 大規模で必須に 
データモデル × 体系的な技術を要する 
項目･処理マトリックス × ドキュメント作成労力軽減 
DD(Data Dictionary) × 製造方法にまで言及のため 
 入出力定義 ◎ 
⑦ 総データ量，トランザクション量見積 △ 
画面帳票標準 △ 大規模以上で効果が大 
 規模＆スケジュール見積  
 移行設計  
⑩ 運用設計，総合テスト方式設計  

























































































度開発された 15 システム全部が標準の通り推進されることになった． 
(1) 要求仕様書の作成支援 
各業務システム担当者に対し，要求仕様書の作成方法の説明や作成物のレビューを












表 6.4 システム担当職員が要する時間の増減 
職員の時間が増えた面 職員の時間が減った面 


















CMMI の成熟度でいえば大方の組織と同じようにレベル 2 の半ばだった状態から，レベ
ル 3 の多くを達成できていると思われる水準にまで改善している（表 6.5 参照）． 
 
表 6.5 CMMI に即した成熟度の自己評価 






















































































































提起を行ったが，3 章で示した QCD 推定値精度の向上と要因間の影響力把握，4 章のプロ
ジェクト計画要素の QCD への影響測定，5 章の効果測定に際してのノイズ除去，が可視化



















補足 1 3 章で使用した，200 人時以下を除外した理由説明 










 1 26 1 1 100.0%
2 27 1.3 1 50.0%
3 48 1 2 66.7%
4 170 1 3 75.0%
5 193 2 3 60.0%
6 207 18 3 50.0%
7 220 1 4 57.1%
8 244 1.2 4 50.0%
9 296 2.2 4 44.4%
10 304 1 5 50.0%
11 330 2 5 45.5%
12 345 1 6 50.0%
13 363 2 6 46.2%
14 368 1 7 50.0%
15 406 1 8 53.3%
16 411 1 9 56.3%
17 434 1.8 9 52.9%
18 440 1 10 55.6%
19 441 1 11 57.9%
20 463 1.7 11 55.0%
21 487 1 12 57.1%





































































































から回答が得られた．プロジェクト毎の結果は表 1 の様になった． 
 


























効果 月 率 
PJ1 16.2% 23 0 1 8 1 12.5% 67% -50% -50% 0
PJ2 34.3% 23 ？ 1 8 1 12.5% 100% 10% -30% 0
PJ3 73.3% 4 0 0 7 0 0.0% 50%   -20% 0
PJ4 42.4% 3 0 0 5 1 20.0% 50%   -50% -30%
PJ5 14.2% 12 0 0 10 0 0.0% 67% 50% -50% -30%
PJ6 20.8% 12   1 ？     100%   -50% -20%
PJ7 71.4% 13 0 4 3 0 0.0%     -50%   
PJ8 99.0% 1 3 0 6 0 0.0% 0 10% 0 0
PJ9 95.4% 1 0 1 8 1 12.5% 25%   -20% 0
PJ10 99.4% 1 0 0 10 0 0.0% 25% 0 -20% 0
PJ11 23.9% 7 0 0 9     0 50%   0
PJ12 105.7% 5 0                 
PJ13 25.8% 7 1 0 8 1 12.5% 0   0 0
PJ14 98.5% 1 1 0 4.5 1 22.2% 100% 0 -30% 0
PJ15 99.9% 1 4 0 1 1 100.0% 25% 0 -50% -30%










れず（図 2 参照），落札率と品質との有意な相関も認められなかった（図 3 参照）． 
 
 
図 1 指名業者数と落札率との相関 
 
図 2 競争率と品質 

































図 3 落札率と品質 
 
また，落札率と遅延率の有意な相関も認められなかった（図 4 参照）． 
 
 
図 4 落札率と遅延率 
  
































全体としての結果は表 2 の様に纏められる． 
 
表 2 15 プロジェト実績に関するアンケート結果 
主な質問事項 回答内容 結果 
競争参加業者数  競争参加業者数  平均競争率：10.9 倍  
契約金額  落札金額 平均で予算の 48.7％ 
開発工期  月数  平均 8％遅れ 
既存業者有無  当該システムに従事していたか否か  14 システムで変更  
当該顧客での開発経験  他システムを含め，当該顧客での開発
経験年数  
8 システムで未経験  
顧客担当年数  保守も含めた当該顧客の担当年数  平均 7.2 ヵ月  
品質  従来通り，良くなった・・などの選択 平均で 51％改善  
顧客側負担  変わらない，増えた・・などの選択  平均で 6％増 
維持負担  減った  平均で 29%減  
業務改善効果  効果が少ない・・・などからの選択  平均で 10%改善  
コスト超過  金額  平均で 1.74%増  
遅延工期  月数  平均で 8.4%遅延  
発注側評価  今後の課題や，自由意見  システムの理解等  




























専任率を考慮しない，見掛けの平均要員数 GAP（ISBSG データ(ISBSG(2009))の Average 
Team Size）を用いないことのもう一つのメリットは，欠損値を少なくできることである．
(工数÷規模)で算出できる平均実効要員数は，1,151 件あるのに対し，Average Team Size が
あるのは 208 件でしか無い．説明変数と目的変数が揃っていないデータを削除した回帰分
析は，欠測が完全にランダム（Completely Missing at Random）でない限りバイアスが生じ
る(Little(2002))．一方本研究で行っている共分散構造モデル当てはめでは，欠測確率が欠測

















































































































































































































































































































































からである．しかし，この決定係数 0.41 ですら，図 3.6 として提案したモデルでの工期の
決定係数 0.63 を大きく下回る． 
 
② 最大要員数の場合  
次に，最大要員数を加えた場合は(A1.2)式が推定式として得られた． 
 




度 497)である．この場合の決定係数 0.44 も，図 3.6 の提案モデルでの工期の決定係数 0.63
を大きく下回る． 
 










規模も平均要員数も片側 10%有意にもならず，決定係数も 0.07 にしかならない．提案モ


















明力は 0.44，工期の説明力は 0.63，欠陥率の説明力は 0.39 となった．このことと A1.1.1
節及び A1.1.2 節で記述したことをまとめると表 A1.1 になる． 
 
表 A1.1 従来方式（要員数）との比較 




従来方式 説明変数 R2 説明変数 R2 
工期 COCOMO Ef, GAP 0.25 FP, Ef, PHR 0.63 
Ef, GPP 0.44 
Ef 0.41 






























言語 3GL を使用している場合は 1，他は 0 
      4GL を使用している場合は 1，他は 0 
プラットフォーム ﾒｲﾝﾌﾚｰﾑ(MF)の場合は 1，他は 0 
            Midrange(MR)の場合は 1，他は 0 






logEf= 1.453***+0.766***logFP + 0.112***3GL－0.070*4GL + 0.184***MF +0.147***MR 



































3GL，APG の 3 種類があるため，ボンフェローニの方法で調整すると P 値は 0.000103 で
あり，言語全体の影響は片側 0.1%有意となる．プラットフォーム MF の P 値も同様に片
側 0.1%有意となる．しかしこの回帰式で得られる工期の決定係数は，高々0.43 で，提案
モデルの 0.63 に比べ説明力は小さい． 
 
A1.2.3 欠陥率 












規模も片側 10%有意にもならず，有意性を示すのは 4GL の P 値 0.017 だけである．4GL
はダミー変数なのでボンフェローニの方法で調整すると P 値は 0.051 であり，片側 10%有






比較すると表 A1.2 となる． 
 














工数 0.47 0.49 4%
0.44 -6%
工期 0.43 0.63 47%

























































































































































































A1.4.1 PHR の予実誤差 
日本情報システム・ユーザ協会（JUAS）がソフトウェアマトリックス調査を行っており
（JUAS(2012)），その調査では工程別の工数と工期を計画段階と実績に分けてアンケート
している．2012 年度の調査で，有効データ 801 件中，227 プロジェクトで計画段階の値が
記入されている．そしてこの記入はファンクションポイント（FP）の計画値入力 202 プロ
 決定係数 
従来方式 提案モデル 改善率 
工数 0.47 0.49 4%
工期 0.43 0.65 51%











出する規模(FP)の予実誤差，MMRE16.6％，RSME0.27 より 1.6%多いだけになっている．  
 
A1.4.2 PHR の予実誤差及ぼす QCD 予測精度への影響 
 さらに，工期を例に PHR の予実差が及ぼす工期の予測精度への影響を検討する．提案モ
デルでの総合効果は 3 章の表 3.12 で示した．この表は各説明変数が各非説明変数に及ぼす
影響力の大きさを示している．標準化後の数値なので，大きさをそのまま横並びで比較す
ることが出来る．3 章の図 3.6 に於いて工期は PHR からの直接の影響と，工数を経由した
間接的影響を受けているが，総合効果はこの直接効果と間接効果を合わせたものになって
いる．PHR から工期へ及ぼす影響力は 0.363 になっているが，これは PHR が 1 動いた時，
工期は 0.363 動くことを示している．従って PHR の予実誤差 MMRE18.2%は，18.2%×0.363
で，工期予測精度 MMER に 6.6％の影響を及ぼすことになる．規模の予実誤差 MMER は
16.6%で，工期への標準化総合効果は 0.496 であるため，工期の予測精度 MMER への影響
は，16.6×0.496 で 8.2%の影響を及ぼすことになる．工期の予測に関しては PHR の予実誤
差より，規模の予実誤差が与える影響の方が大きいことになる． 
 前述の様に ISBSG データ(ISBSG(2009))の最大要員数と JUAS データ（JUAS(2012)）の最
大要員数の定義が若干異なるので，厳密には JUAS データ（JUAS(2012)）で求められる PHR
予実のMMERと ISBSGデータから算出される工期の標準値推定のMMERとを重ねること
は出来ない．しかし ISBSG データ(ISBSG(2009))の最大要員数もピーク工程要員比率だった
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