In statistical privacy, utility refers to two concepts: information preservation -how much statistical information is retained by a sanitizing algorithm, and usability -how (and with how much difficulty) does one extract this information to build statistical models, answer queries, etc. Some scenarios incentivize a separation between information preservation and usability, so that the data owner first chooses a sanitizing algorithm to maximize a measure of information preservation and, afterward, the data consumers process the sanitized output according to their needs [22, 46].
INTRODUCTION
In order to protect privacy, a dataset containing sensitive information must be fed into a sanitizing algorithm that proPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. duces sanitized data (e.g., perturbed/noisy datasets or query answers) which can be released to the public. The behavior of the sanitizing algorithm is guided by a privacy definition, such as differential privacy [16] , to ensure that the sanitized data is indeed safe to release.
Many algorithms can satisfy a given privacy definition, but their utility will often differ. Some algorithms will preserve statistical information better than others, and some will produce outputs that are easier to use than others (as an extreme example, an algorithm that encrypts its input also perfectly preserves information, but this information is computationally difficult to access).
Some applications incentivize a separation between information preservation and usability. That is, they treat measures of information preservation as optimization criteria in algorithm design [32, 29, 22, 5, 4, 6] . Once an algorithm is chosen, it is used to generate sanitized data and the data users must then process it to extract useful information.
One example is privacy-preserving data publishing, where the data owner plans a one-time publication of privacyenhanced data. In this case, the data owner seeks to maximize the information content of the sanitized data (subject to privacy constraints) and it is up to end-users, with the help of statistical experts, to process this data to build models, answer queries, etc.
Another example occurs when users have a fixed privacy budget [33] and must pay for privacy-preserving query answers [30, 21] . In this case, the data user wants the data owner to run sanitizing algorithms that maximize information content subject to privacy and cost constraints.
Finally, there is theoretical [22] and empirical [46] evidence suggesting that maximizing information first and then postprocessing it in a variety of ways allows the sanitized data to be used effectively for multiple purposes.
In this paper, we study measures of information preservation for sanitizing algorithms and methods for processing the output of these algorithms. In particular, we present a new estimation procedure for the sorted histogram problem (also known as the unattributed histogram problem) introduced by Hay et al. [24] . This procedure is motivated by our results on how to define measures of information preservation. We now describe these contributions in more detail.
Problematic Measures
There have been many proposals for measuring utility (e.g., [22, 13, 4, 6, 11] ). Which of these are suitable for measuring the amount of information preserved by a sanitizing algorithm? It is not always intuitive, and so this question must be answered using scientific criteria [27, 28] . Consider the following example. Algorithm M2 Algorithm M1 changes a "true" to "false" with probability 0.25 and changes "false" to "true" with probability 0.5. Algorithm M2 changes "true" to "false" and vice versa with probability 0.4. One popular utility measure µ is the negative of the worst-case error of a sanitizing algorithm. The maximum probability of error of M1 is 0.5 (which occurs when the input is "false") and so its utility is µ(M1) = −0.5. The maximum probability of error of M2 is 0.4 and so µ(M2) = −0.4. Therefore M2 has the higher utility score (−0.4 vs. −0.5) and would be chosen over M1.
However, we claim that M2 preserves less information than M1. To see why, consider an algorithm A that changes a "true" to a "false" with probability 0.2 and never changes a "false" to "true". Then running M2 on the data is equivalent to first running M1 and then running A on the result (i.e. M2 = A • M1). Therefore if the output of M2 can be used for an application then so can the output of M1 (because we can always simulate M2 by running A on the output of M1). Thus in the target applications of this paper, M1 should be preferred over M2 and so worst case error is not suitable as a measure of information preservation.
A fundamental property [28] of a measure µ of information preservation is that µ(M2) ≤ µ(M1) whenever M2 = A • M1 for some randomized algorithm A. That is, if M2 can be simulated by first running M1 on the sensitive data and then running A on the output of M1, then M1 provides more information than M2.
Kifer and Lin [28] provided anecdotal evidence of utility measures that do not satisfy this property but did not provide a systematic analysis of existing utility measures. Thus, one of our contributions is an analysis of many existing utility measures to determine which ones are suitable measures of a sanitizing algorithm's ability to preserve information.
We note that in other contexts and applications, it can be necessary for a utility measure ν to violate this fundamental property -that is, it may be the case that M2 = A • M1 yet ν(M2) > ν(M1). This can happen when M1 or A are computationally expensive or difficult to implement (hence the data owner or user could prefer M2); users might also prefer M2 if its output is already in a format that they can directly use (or can be put into that format without too much effort), such as a model parameter. We refer to these concerns collectively as usability. More work needs to be done to quantify such tradeoffs between information preservation and usability (it is outside the scope of this paper).
Axiomatically Justified Measures
Can any information preservation measures for a sanitizing algorithm be justified from first principles? We analyzed three utility axioms presented by [28] and derived the following result: those axioms imply that the ability of a data sanitizer M to preserve information should be measured as the average (over possible outputs of M) error of a Bayesian decision maker. This result is important because it provides support for a rarely used utility measure (we are only aware of its use by Alvim et al. [5, 4] ).
Note that the axioms themselves are not Bayesian: they do not mention subjective probabilities nor Bayes' rule. They are also different from the types of axioms used in statistics and economics to justify Bayesian decision theory (e.g., [35, 44, 43, 34] ). Thus, although such a link should be expected to exist, it was not obvious that these particular axioms would provide the formal link between sanitizing algorithms and decision theory.
Processing Sanitized Data
End-users need to process sanitized data to extract query answers and build predictive models while taking advantage of probabilistic knowledge and constraints that are known to hold (e.g., [22, 23, 46, 7, 24, 31, 38, 49, 36, 3] ). Since the ability of a sanitizing algorithm to preserve information should (according to the axioms) be measured as the expected error of a Bayesian decision maker, it stands to reason that this Bayesian methodology should play a more prominent role in the analysis of sanitized data
We apply this insight to the sorted histogram problem (also known as the unattributed histogram) first studied by Hay et al. [24] . The goal is to reconstruct a sorted histogram from differentially private sanitized data. The resulting sorted histogram can be used to study edge distributions in social networks, identify power laws, etc. [24] . Using hidden Markov models, we develop a reconstruction algorithm for the sorted histogram problem based on Bayesian decision theory. We show experimentally that our technique outperforms both the least-squares approach of Hay et al. [24] and maximum likelihood estimation.
Summary of Contributions
• In an attempt to identify measures of information preservation for sanitizing algorithms, we analyze many existing utility measures. Most of them have counterexamples similar to Example 1.1.
• We analyze the three utility axioms and show they imply that the ability of a data sanitizer M to preserve information should be measured as the average (over possible outputs of M) error of a Bayesian decision maker. The axioms themselves are not Bayesian per se (e.g. they do not mention subjective probabilities).
• We develop a new estimation algorithm for the privacypreserving sorted histogram problem [24] . It is based on the idea that Bayesian decision theory should play a role in data processing since information preservation should be measured as the expected error of a Bayesian decision maker. A thorough experimental analysis shows that our algorithm consistently and significantly outperforms competing approaches. This serves as a partial empirical validation of the theoretical axiomatic approach.
Open problems.
We leave open the question of general methods for computing measures of information preservation and optimizing algorithms based on them (this is a long-standing open problem for almost all utility measures; currently almost all utility results in the literature depend on highly inefficient/intractable algorithms or customized hand-crafted analyses [32, 29, 22, 5, 4, 6] ). Another open problem is quantifying the tradeoff between usability and information preservation.
Outline
We discuss related work in Section 2, introduce notation and terminology in Section 3, and review utility axioms from [28] in Section 4. After this we present the main contributions of this paper. We systematically analyze many existing utility measures in Section 5 to check whether they measure information preservation. We briefly review Bayesian decision theory in Section 6, after which we show that the average error of a Bayesian decision maker is an axiomatically justifiable measure of a data sanitizer's ability to preserve information. We present our decision-theoretic algorithm for the sorted histogram problem in Section 7, experiments in Section 8, and conclusions in Section 9.
RELATED WORK

Utility axioms for statistical privacy
Kifer and Lin [27, 28] proposed three axioms for measures of information preservation for sanitizing algorithms to aid in the scientific analysis of utility in statistical privacy. The axioms are discussed in more detail in Section 4. While our work follows their research direction, we have significant contributions of our own -new analyses of these axioms (including a proof of their connection to Bayesian theory) and a new estimation algorithm for privacy-preserving sorted histograms. We believe these analyses will have impact in future work on algorithm design for statistical privacy.
Bayesian decision theory
Axiomatic justifications for Bayesian decision theory are well-studied in statistics and economics. There are differences between our results and those from statistics and economics (e.g., [35, 44, 43, 34] ). The goals differ (i.e., how to assign a number to an algorithm vs. how a user should make decisions in the face of uncertainty) and the subjects of the axioms differ (i.e., an algorithm vs. a data user's preference over actions after seeing sanitized data). In a sense, our results extend prior work in that the axioms about algorithms imply the existence of actions (that an end-user must choose from after seeing sanitized data), user preferences over actions, priors, and behaviors (i.e., Bayesian updating) that are treated in other work (each paper infers the existence of some but not all of these components).
The mathematical existence of subjective prior probabilities was derived by de Finetti through the concepts of exchangeability and the Dutch Book argument [35] . Given objective probabilities and a choices for actions, von Neumann and Morgenstern [44] used axioms to show that a decision maker should take an action that maximizes expected utility. Savage [43] extended this result to show that a rational decision maker is mathematically equivalent to an individual who has subjective probabilities and chooses actions to maximize expected subjective utility. Myerson [34] proposed a set of axioms whose consequences are as follows: a user makes decisions by choosing a subjective prior, forms the posterior distribution upon seeing new evidence, and then takes an action to maximize expected utility (using the posterior to compute the expectation). The language of those axioms talks about prizes and lotteries. Prize X corresponds to an action (i.e. using X as a query answer or a model parameter) and lotteries refer to the possibility that a user may want to choose an action randomly instead of deterministically.
Utility measures
In the literature, the word utility is very closely associated with concepts we refer to as usability. That is, proposed techniques often follow the principle that a user should not have to treat sanitized data any differently from ordinary data (although, for power users, it is important to account for the additional uncertainty in sanitized data).
Early work on privacy considered utility to be a property of the sanitized data rather than a property of the data sanitizer. As a result, utility was often measured as some notion of "closeness" between the original data and sanitized data (see [13, 19, 2] for references to numerous utility metrics of this type) or "closeness" of a statistical analysis conducted on both datasets (e.g., [40, 1] , which do not use detailed knowledge of how the data sanitizer works). Choosing data sanitizers according to such metrics often leads to privacy vulnerabilities such as minimality attacks [47] .
In other cases, utility was recognized as a property of the data sanitizer but often was only defined for a restricted class of data sanitizers. For example, if we only consider data sanitizers that coarsen tuple attributes, one can measure utility based on the number of coarsening operations (e.g., [26] ) or if we only consider data sanitizers that add noise to query answers, one can measure variance of the noise (e.g., [2] ) or probability that the noise exceeds a certain bound (see [10, 15, 24, 11, 17] for variations).
One of the most fundamental results about utility for data sanitizers is due to Ghosh et al. [22] . They considered scenarios having the following four characteristics: (1) the data owner wants to answer a single counting query in a private manner; (2) each end-user has a prior distribution over possible true query answers; (3) each end-user has a personal similarity measure between possible true query answers and possible sanitized query answers; (4) each end-user wants the data owner to choose a data sanitizer that maximizes the end-user's expected similarity between true and sanitized query answers. Ghosh et al. showed that in many cases, the data owner should first achieve privacy using a data sanitizer called the Geometric mechanism [22] and then customize the result for each end-user by performing a lossy postprocessing that will maximize the end-user's personal utility measure (to improve usability). Later, Gupte and Sundararajan [23] extended this result to a class of minimax utility measures. Kifer and Lin [27] then investigated useful properties for measures of information preservation. They proposed several axioms and measures [27, 28] that avoid problems illustrated in Example 1.1. However, the measures proposed in [27, 28] were not suitable for practical applications since it was not clear how to choose one of the information preservation measures based on the application at hand.
Using sanitized data
Once sanitized data has been produced, a data analyst often wishes to estimate some quantity -a query answer, a model parameter, etc. The research community has recognized that to build a reliable estimator, it is often necessary to process sanitized data in special ways -to account for constraints that must hold (e.g., [7, 24, 14] ), to incorporate knowledge of how the data sanitizer works (e.g., [46, 29, 18, 39] ), and to account for specialized output formats that can be used to represent uncertainty (e.g., [49, 48, 25, 3] ). Bayesian methods (and Bayesian decision theory in particular) are not often used. This paper provides a formal link between measures of information preservation and tools for working with sanitized data via this statistical methodology.
NOTATION AND TERMINOLOGY
Let I = {D1, D2, . . . } be the input domain of possible datasets. Note that I is a countable set (since datasets must be encodable as finite bit strings on digital computers). A data sanitizer M is a deterministic or randomized algorithm whose domain is I and whose range is countable (for the same reason I is countable). Let
. . denote the vector corresponding to the probabilities of generating ω ∈ range(M). Note that it is defined even for deterministic sanitizers. A privacy definition Priv is a set of data sanitizers, with input domain I, all of which are trusted to protect the sensitive information contained in datasets from
I. An information preservation measure is a function µ I that assigns a real number µ I (M) to any data sanitizer M with domain I (for simplicity we disallow utility values of ±∞).
The data owner has a sensitive dataset D and can use any M ∈ Priv (i.e. any data sanitizer belonging to a prespecified 1 privacy definition Priv) to create sanitized data that can be released to the public. In an effort to preserve statistical information, the data owner will try to choose the data sanitizer M ∈ Priv that maximizes µ I (M). It is important that µ I properly captures the notion of "information".
Sometimes it is more convenient to talk about an information loss measure L I (M), which is simply the negative of an information preservation measure (i.e. L I (M) = − µ I (M)).
A REVIEW OF UTILITY AXIOMS
In this section we review axioms of information preservation from [27, 28] . Note that we do not present any new axioms -our contribution lies in new analyses of these axioms (Sections 5 and 6) and, especially, in a new data processing algorithm for the sorted histogram problem (Section 7).
Axiom 4.1. (Sufficiency [28] ). An information preservation measure µ I (resp., loss measure L I ) should satisfy the
for some (possibly randomized) algorithm A whose domain contains the range of M1.
The axiom of sufficiency essentially states that postprocessing by an algorithm A cannot increase the amount of information that is preserved. It is a fundamental axiom for any information measure.
However, note that postprocessing may improve usability. For example, A may take some of the information contained in the output of M1 and put it into a usable form, such as a model parameter or query answer. As we show in Section 6, Bayesian decision theory plays a key role in usability and leads to a new processing algorithm for the sorted histogram problem (Section 7).
Another useful axiom is continuity [28] . It states that small changes in the probabilistic 2 behavior of M result in small changes to the amount of information preserved. We rephrase it here using the following metric over the collection of data sanitizers with the same input domain. 
where the summation is over ω ∈ range(M1) ∪ range(M2).
Axiom 4.3. (Continuity [28] ). An information preservation measure µ I (resp., loss measure L I ) should be continuous with respect to the metric d
The final axiom we consider is called branching [28] . It quantifies how much information we expect to lose if we are only told that M has output either ω1 or ω2 (but we don't know which one). The branching axiom states that this decrease depends on the probabilities with which ω1 and ω2 could be generated but does not depend on events that did not occur (i.e., it does not depend on ω3, ω4, . . . ). [28] ). An information preservation measure µ I should satisfy the relation
Axiom 4.4. (Branching
for some function G, where
• ω1 and ω2 are the first two elements in range(M) (any arbitrary ordering will suffice).
• M is an algorithm with range(
and which behaves exactly like M except that M outputs ω * whenever M would have output ω1 or ω2.
•
. . corresponding to probabilities of generating ωi.
A loss measure L I should satisfy the same type of relation.
INFORMATION-PRESERVING PROPER-TIES OF EXISTING UTILITY MEASURES
Which utility measures satisfy the sufficiency axiom (and therefore are optimization criteria for algorithm design when information retention is the main concern)? In this section we analyze several popular utility measures.
Expected and worst-case discrepancy between input and output
We first consider two of the most popular classes of utility measures which compute the expected and worst-case discrepancy between the input and output of a data sanitizer M.
The components of these utility measures consist of a fixed set O * of possible outputs, a probability distribution P (D) over possible input datasets D ∈ I and either a quality function Q or an error function E. When using quality functions, the quantity Q(D,ω ) refers to the goodness of releasing sanitized output ω ∈ O * when the true input dataset is D (the higher the better). When using error functions, the quantity E(D,ω ) represents the dissimilarity between D and ω (such as a squared distance between queries computed over D and queries computed over ω).
The expected discrepancy can be used as a loss measure by defining it as the expected value of E (the expectation is with respect to the prior P and randomness in the sanitizing algorithm) and as a utility measure by defining it as the expected value of Q:
R (for loss), and a prior distribution P over I, define the following utility µ I SE and loss L I SE measures (defined for all M with range(M) ⊆ O * ) as follows:
On the other hand, instead of averaging over all inputs, one can simply drop the prior and consider the input that leads to the worst-case expected discrepancy (here the expectation is taken with respect to the randomness of a sanitizing algorithm, but not with respect to possible priors). 
For example, if each ω ∈ O * is interpreted as a query answer, set E(D,ω ) to be 0 if the noisy answer ω has absolute error at most δ (i.e. the distance between the ω and the query answer computed from D is at most δ, for some pre-specified δ); set E(D,ω ) = 1 otherwise. The worst-case discrepancy then measures the worst-case (over all datasets) probability that M did not answer the query accurately (i.e. with error at most δ).
Our analysis
The following two theorems show that no nontrivial instantiations of expected and worst-case discrepancy measures can satisfy the sufficiency axiom. For proof see Appendix B. Thus they are not strictly measures of information preservation; they trade some information loss for other factors (such as usability). Quantifying this tradeoff is an interesting direction for future work.
Expected error of most likely dataset
The next utility measure we analyze can satisfy Axiom 4.1 in some nontrivial situations. It was used by Askari et al. [6] , who observed that a sanitized output ω can provide information about the original inputs via maximum likelihood inference. Askari et al. [6] originally used this observation to define privacy loss, but the same formula can be used to define a utility measure as well.
The components of this measure are a prior probability distribution P Definition 5.5. (e.g., [6] ). Given an input domain I and error function E :
where
is the maximum a posteriori dataset (i.e. has the highest posterior probability). For the corresponding utility measure µ I
MAP
replace the error function E with a quality function Q.
Our analysis
For some choices of error function E and quality function Q, the result is a nontrivial measure of information preservation. 
where α is a nonnegative constant, f is an arbitrary function, and H(D, D) = 0 when D = D and equals 1 otherwise. The condition for the utility measure µ I MAP is that the corresponding quality function Q has the form
The "+f (D)" term in Theorem 5.6 only plays a trivial role. Its effect is to add a constant (i.e. the expected value D f (D)P (D)) to the utility/loss of every algorithm M. Similarly, the α is just a constant factor. Thus, without loss of generality, one can restrict attention to error functions E
MAP (M) is simply the probability of incorrectly guessing the true input.
AXIOMATICALLY DERIVED MEASURES
In this section, we present the second major contribution of this paper. We show that any loss measure L I that satisfies Axiom 4.1 (sufficiency)
This class of loss measures is rarely used in statistical privacy (we are only aware of work by Alvim et al. [5, 4] ). Our contribution is the result that these loss measures are precisely the ones that satisfy those 3 axioms. Without presupposing subjective probabilities it, strengthens the case for wider use of Bayesian methods in statistical privacy. In particular, this result motivated our algorithm for the sorted histogram problem (Section 7) since it implies that Bayesian decision theory is an appropriate methodology for dealing with the output produced by sanitizing algorithms (i.e. optimizing algorithms for information preservation becomes equivalent to optimizing the error of a Bayesian decision maker who will process the data).
We first review Bayesian decision theory and then we present our result.
Review of Bayesian decision theory, specialized to sanitized data
Bayesian decision theory is usually presented in very general language because it can be applied to many different types of problems. Since the context of interest is sanitized data, we specialize our discussion to how a user would use Bayesian decision theory to process sanitized data. The components of Bayesian decision theory are thus:
• A set I of possible datasets.
• A prior probability distribution over I.
• A set A of actions. This corresponds to the type of statistical analysis a user wants to perform. For example, if a user wants an estimate of an answer to a query, then A could be the set of possible query answers. The user's job is to select the best action a ∈ A based on uncertain/probabilistic information (e.g. the user's job is to estimate the answer to a query based on a noisy output from a data sanitizer).
• An error function E. The value E(D, a) corresponds to the error suffered by a user who selects action a ∈ A when the true (unknown) data is D. In the cases of query answers, a would be a candidate answer to a query and E(D, a) could be the absolute difference between the query answer a and the query answer computed from D.
• An output ω produced by a data sanitizer M that was run on the true data (which is unknown to the user).
The subjective expected error of selecting an action a ∈ A after observing sanitized data ω is
According to Bayesian decision theory, the user should choose an action that minimizes this expected error. Noting that the denominator is the same for all actions, this means that the optimal action a * is:
Other Bayesian and frequentist methodologies are also possible [20, 45] . However, our results in the next section indicate that choosing sanitizing algorithms to maximize information preservation is in some sense equivalent to choosing an algorithm whose outputs should be processed using Bayesian decision theory.
Expected error of a Bayesian decision maker:
an axiomatically justified loss measure
When a user choose an action a ∈ A (such as a specific estimate for query answers or model parameters) using Equation 3, the expected error of this action-selection strategy depends on a sanitizing algorithm M and thus can be viewed as a loss measure L I BDT :
. (Expected error of a Bayesian decision maker).
Given an input domain I, a prior over I, a set A of actions, and an error function E : I × A → R that is bounded from below (i.e. for all D and all a, E(D, a) ≥ β for some β) define the loss measure L I BDT as:
The error function has to be bounded below so that L I BDT is a real number (and not −∞). Also note that we can get a utility measure by taking the negative (i.e. − L I BDT (M)). The next theorem says that L I BDT avoids information paradoxes (such as Example 1.1) by satisfying Axiom 4.1 for all priors and all E that are bounded from below. More importantly, it shows that any loss measure that satisfies Axioms 4.1, 4.3, and 4.4 is equivalent to L I BDT for some set of actions A, some error function E (that is bounded from below), and some prior distribution P (D). See Appendix C for the proof.
Discussion
Traditionally, after seeing a sanitized output ω, Bayesian decision theory defines the expected error as:
(where P (ω) = D∈I P (D)P (M(D) = ω)). When we discuss expected error as a loss measure, we further must take the expectation with respect to ω as well (yielding the equation in Definition 6.1).
Note that measuring these quantities for sanitizing algorithms is generally a difficult problem as is optimizing algorithms based on these utility/loss measures. However, the same is true for almost all other types of utility and loss measures (the most common result is a hand-crafted asymptotic upper bound). Thus identifying tractable situations is an interesting area for future work.
We also expect that Bayesian methods for analyzing sanitized data will pose additional research challenges due to the type of noise that is added by the sanitization process [46] . We provide two pieces of evidence that research effort in this direction is worthwhile. The first is this theoretical argument that information preservation is the expected error of an analyst who uses Bayesian decision theory. The second is an empirical evaluation showing that our estimation algorithm for the sorted histogram problem outperforms prior non-Bayesian approaches. We describe the estimation algorithm in Section 7 and evaluate it in Section 8.
ALGORITHM FOR THE SORTED HIS-TOGRAM PROBLEM
We can put the theoretical results of Section 6 to the test by applying Bayesian decision theory to a problem in the analysis of sanitized data. The target application is the sorted histogram problem, introduced by Hay et al. [24] .
The Sorted Histogram Problem
A sorted histogram, also known as the unattributed histogram [24] , is a histogram in which the attribute names are not important so that the histogram buckets are sorted by their counts and the attribute labels are thrown away (for example, if the histogram counts are 5, 1, 0, 3, the corresponding sorted histogram S is 0, 1, 3, 5). It can be used to study structural properties of discrete distributions such as identifying power laws. For further motivation and a discussion of applications, see [24] .
When privacy is a concern, the sorted histogram can be protected with -differential privacy by adding independent Laplace(1/) noise (with density f (x) = 2 e −|x| ) to each cell [24] to get a noisy histogramS. The counts in this noisy version no longer appear in sorted order, so the challenge is to derive an estimator S of the underlying sorted histogram S. Thus the counts in S must also be in increasing order. This is where usability plays an important role. The noisy histogramS contains much information but it is not very useful for a user who wants to study the underlying sorted histogram. Thus to help such a user, we need to extract fromS a good estimate of the original histogram.
Hay et al. [24] proposed an estimator SLS whose squared distance fromS is smallest (using order-constrained leastsquares regression). Accuracy can be improved slightly by SHMM changing negative estimated cell counts to 0. Note that the counts in this estimator are generally not integers. Also note that this method does not use knowledge of the noise distribution. Thus we also consider another baseline: a maximum likelihood estimator SML (using the pool-adjacent violators algorithm [8, 41, 42] ) which is essentially the same as orderconstrained L1 regression [8, 41, 42] . Our competing estimation algorithm is described in Section 7.2.
The Algorithm
Applying Bayesian decision theory to the sorted histogram problem requires choosing a prior distribution, a set of actions, an error function E, and finally an algorithm to select the best action given the noisy histogramS. We note that the Bayesian approximation algorithm proposed by Williams and McSherry [46] is not applicable. First, [46] requires that the likelihood of the true input be modeled as an independent product distribution; this is not true of sorted histograms (in fact, we ended up modeling it as a Markov chain). Second, [46] provides an approximation scheme while our algorithm is exact. The estimation procedure is shown in Algorithm 1. In the rest of the section, we explain the algorithm and its derivation.
Choice of prior (Lines 1, 2, 3)
To ensure that our algorithm does not receive an unfair advantage (e.g., we should not use our knowledge of the distribution of degree sequences in typical social networks), we chose a uniform prior over sorted histograms with n cells. In order to do this, we first need an upper bound m on the maximum value of any cell in the true sorted histogram S. We set m = 500 + maxjS(j) (whereS is the publicly released noisy histogram). The addition of 500 ensures that for all choices of (parameter of the noise, see Section 7.1) between 0.1 and 1, m is larger than the true maximum of S with probability ≈ 1 (up to 22 decimal places).
There are m+n n sorted histograms with n cells and at most m elements per cell. Under our prior each one is equally likely. The crucial point is to recognize that this prior can be expressed as a non-stationary Markov chain.
A non-stationary Markov chain has a notion of time , a state S() at time , an initial distribution P (S(1) = k) at time = 1, a transition probability P (S( + 1) = a | S() = b), and a requirement called the Markov property: P (S( + 1) | S()) = P (S( + 1) | S(), S( − 1), . . . , S(1)).
To see how the uniform prior over sequences can be modeled as a Markov chain, we let time correspond to bucket id (which ranges from 1 to n) and we let the state at time be the count in bucket , which, by abuse of notation, we also refer to as S(). The initial probability is given by Line 2 of the algorithm (the numerator is the number of nondecreasing sequences that have count k in the first bucket and the denominator is the total number of nondecreasing sequences). The transition probabilities are given by Line 3. This is because each partial histogram for which we know S(1), . . . , S() and for which S() = b can be extended to a nondecreasing sequence with n buckets in m−b+n− n− ways. For m−a+n−−1 n−−1 of those ways, bucket + 1 has count S( + 1) = a. Note that both quantities are independent of the values of S (1), . . . , S( − 1) which implies that the Markov property holds and that the transition probability is their ratio (i.e. is shown in Line 3).
Note that we never see the true sorted histogram and thus we never get to observe the states. Instead, we observe noisy valuesS (1), . . . ,S(n) where the conditional distribution of the noisy count P (S(i) | S(1), . . . , S(n)) is equal to P (S(i) | S(i)) and has the density f (x) = e 2 e −|x−S(i)| since Laplace noise is added to each bucket. This is referred to as an emission probability and the overall process with the Markov chain prior and the emission probabilities is called a hidden Markov model [9] .
Choice of the set A of actions
The constrained least-squares regression in [24] produced a sorted histogram whose cell entries do not have to be integers. Likewise we set A, the set of actions, to be the set of all sorted histograms whose cell entries are bounded by m but are not necessarily integers (so an action a S ∈ A corresponds to using S as the estimator of the true sorted histogram).
Choice of error function
The constrained least-squares regression in [24] seeks to minimize the sum squared error between the noisy output S and the candidate estimator S. We use this sum squared error as our choice of error function E. This is also the error measure we will use to experimentally evaluate the quality of an estimator (out of fairness to the constrained least-squares regression, since that is what it attempts to optimize).
Computing the Estimator (Lines 4-8)
To use Bayesian decision theory, we need to take the noisy outputS and produce an action (sorted histogram) with least cost, as specified in Equation 3 (Section 6.1). Since the error function E is just sum-squared error, it is wellknown [9] that the optimal action (sorted histogram) is the expectation of the posterior distribution: (4) Note that here I is the set of sorted histograms, and S ∈ I is treated mathematically as a vector of dimension n. Equation 4 is indeed a sorted histogram as it is the weighted average of sorted histograms.
Lines 4-8 of Algorithm 1 are designed to compute this value as follows. Since S is modeled as a non-stationary Markov chain, then the noisy versionS becomes a hidden Markov model (HMM) with the same state transitions as S and with emissions probabilities specified by the Laplace(1/) distribution. The forward-backward [9, 37] algorithm for HMMs will produce the value of P (S, S[] = j) for all and j simultaneously; it is stored as the function z(, j). This is done in Line 5. Then Line 6 computes P (S). Now note that z(, j)/P (S) = P (S[] = j |S). Using this fact, the loop on Lines 7 and 8 computes the expected value E[S[] |S] so that the return value SHMM is the desired expectation from Equation 4.
EXPERIMENTS
We now compare our estimator (based on Bayesian decision theory) for the sorted histogram problem against the baselines of least-squares estimation [24] and maximum likelihood estimation. These experiments can also be viewed as a partial validation of the axiomatic approach to utility, since it implied that we should be using Bayesian decision theory to work with sanitized data.
The Setup
Datasets
For comparison with prior work [24] , we evaluate the estimators for the sorted histogram using the three datasets considered by Hay et al. [24] . These are the social network dataset (consisting of 11, 342 histogram cells), the net trace dataset (consisting of 65, 536 histogram cells), and the search logs dataset (consisting of 32, 768 histogram cells).
The Baselines
Let SHMM denote the estimator for the sorted histogram problem that is based on Bayesian decision theory (as described in Section 7.2). We compare our estimator against a maximum likelihood estimator SML. Because Laplace noise was added to the original sorted histogram S to get the noisy histogramS, a maximum likelihood estimator is simply the sorted histogram that is closest toS in the L1 distance. It can be found using the pool-adjacent violators (PAV) algorithm [8, 41, 42] . We also compare against SLS, the original solution of Hay et al. which returned the sorted histogram that is closest toS in terms of sum-squared error (i.e. L2 distance).
Implementation
We ran all of our experiments on computing clusters that used a variety configurations of the compute nodes, ranging from 4-6 core, 2.66-3.06 GhZ, and 48-96GB RAM. The code for SLS (from [24] ) was written in Python, as was our implementation of the SML, the maximum likelihood estimator. Our new estimator SHMM , based on Bayesian decision theory, was written in C -this is because it is significantly slower (the apparent cost for improved accuracy) and we needed to run thousands of experimental runs for this paper. For this reason we will later analyze both time complexity and wall-clock running time. 
Results
We now compare the three estimators SHMM , SML, and SLS on the three datasets social network, network trace, and search logs considered by [24] .
Accuracy
The baseline estimator SLS (from [24] ) was designed to minimize sum-squared error and thus our experiments compare the sum-squared error between an estimator and the true sorted histogram S.
Our first results are shown in Figure 1 . For each combination of dataset and value, we generated 100 noisy histogramsS1, . . . ,S100 by adding Laplace(1/) noise to each. For each of the hundredSi, we computed the estimators SLS, SML, SHMM and then computed the sum-squared error between the estimators and the true original sorted histogram. The values shown in Figure 1 are averaged over those 100 repetitions. It is clear thatSHMM outperforms the other estimators. For each dataset and value, the average error of SHMM was at least 26% less than the error of the others. We consider statistical significance next.
Statistical Significance and Consistency
For each dataset and value, we generated 100 noisy histogramsS1, . . . ,S100. For eachSi, we determined which of the 3 estimators had lowest error. We tabulated the results in Table 1 . As we can see, SHMM was consistently the best estimator, outperforming the others 100 out of 100 times for almost all experimental settings (the only exception was the network trace dataset with = 0.1 for which it was the best 99 out of 100 times). This is highly statistically significant with p-value less than 10 −29 .
Time Complexity and Running times
The time complexity of constrained least-squares regression for producing SLS is O(n) [24] , where n is the number of cells in the sorted histogram. Maximum likelihood inference for producing SML used our O(n log n) implementation of the pool-adjacent violators (PAV) algorithm [8, 41, 42] . The forward-backward algorithm for producing SHMM is O(nm 2 ) where m is the upper bound on the maximum value of any cell. Thus we see that improvements in accuracy come at the cost of running time. Experimentally, we saw that the running time for computing SHMM was ≈ 20 hours for network trace, ≈ 2.5 hours for search logs, and ≈ 4.5 hours for social network. On the other hand, computing SLS and SML often took less than a second (except for SML on network trace, which took < 5 seconds on average) .
Intangibles
Our experimental results showed that the improved estimation accuracy came at the cost of a higher running time. In general, for sophisticated end-users there are other considerations. Extracting utility from sanitized data is nontrivial: the constrained least-squares regression estimator SLS relies on a clever algorithm [24] as does the PAV algorithm [8, 41, 42] for the maximum likelihood estimator SML. Our HMMbased estimator relies on the nontrivial forward-backward dynamic programming algorithm with scaling factors for numerical stability [9] . Overall this points to exciting research opportunities in the statistical analysis of sanitized data.
CONCLUSIONS
In this paper we presented a new estimation algorithm for the sorted histogram that outperforms previous approaches.
The insight behind this estimation procedure came from a new analysis of utility axioms showing that the amount of information preserved by a sanitizing algorithm should be measured as the expected error of a Bayesian decision maker (hence Bayesian decision theory should play an important role in processing sanitized data). Key areas of future work include efficient Bayesian algorithms for the complex noise distributions created by data sanitizers, improved strategies for designing sanitizing algorithms for maximizing information retention, and efficient algorithms for estimating the amount of information retained.
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It is clear that such a Q implies a constant µ I SE . By way of contradiction, suppose that there exist ω1, ω2 ∈ range(M) and a D ∈ I such that Q(D,ω 1) < Q(D,ω 2) and P (D) > 0. Choose any p such that 1 > p > 0. Let M1 and M2 behave as follows.
Let A be an algorithm that always outputs ω2. Then M2 = A • M1. Using the assumption of Q(D,ω 1) < Q(D,ω 2): C. PROOF OF THEOREM 6.2
To prove theorem 6.2, we need the following technical result from [28] : where f is a continuous function that is concave over vectors with no negative components and f (cx ) = cf ( x) for all nonnegative c. then there exists a prior over I, a set of actions A, and an error function E (that is bounded from below) such the corresponding loss measure L I BDT equals L I .
Proof of (i):
We must first show that L I BDT is always finite and then we must show that Lemma C.1 applies. Let a be any action. 
Part ii-d: Finishing the proof. Since F is continuous, Equation 7 can be extended to all vectors with no negative components. Plugging this into Equation 6 will finish the proof once we show that E is bounded from below. Suppose E is not bounded from below. Then there is a sequence of (not necessarily distinct) inputs: D1, D2, D3, . . . It follows that
(1/|I|)(3 −i )(−3 i ) = −∞ This is a contradiction, so E is bounded from below.
