We study the propagation of acoustic waves in a uid that is contained in a thin two-dimensional tube, and that it is moving with a velocity prole that only depends on the transversal coordinate of the tube. The governing equations are the Galbrun equations, or, equivalently, the linearized Euler equations. We analyze the approximate model that was recently derived by Bonnet-Bendhia, Durué and Joly to describe the propagation of the acoustic waves in the limit when the width of the tube goes to zero. We study this model for strictly monotonic stable velocity proles. We prove that the equations of the model of Bonnet-Bendhia, Durué and Joly are well posed, i.e., that there is a unique global solution, and that the solution depends continuously on the initial data. Moreover, we prove that for smooth proles the solution grows at most as t 3 as t → ∞, and that for piecewise linear proles it grows at most as t 4 . This establishes the stability of the model in a weak sense. These results are obtained constructing a quasi-explicit representation of the solution. Our quasi-explicit representation gives a physical
Introduction
In this paper we study the following initial value problem, This mathematical model has been obtained by Bonnet-Bendhia, Durue and Joly [3] as an approximation in the study of a problem of aero-acoustics. They considered the propagation of acoustic waves in two dimensions in a uid that is contained in a thin tube. The function M (y) describes, in normalized coordinates, the lateral variations of the velocity of the uid. Actually, x is the coordinate along the axis of the tube and y is the transversal coordinate. The velocity of the uid is directed along x and it is given by M (y) at the point (x, y) of the tube. The model (1.1) was obtained in [3] by a formal asymptotic expansion on the width of the tube of the solution to Galbrun equations [5] , that are equivalent to the linearized Euler equations. Physically, the validity of our model requires that the transverse dimension of the tube is small with respect to the wavelength but no too small to justify the fact of neglecting the viscosity eects : in this sense, this model can be seen as a low frequency model. Another potential application of this study is the construction of eective boundary conditions -also called lining models -to take into account the modeling of boundary layers in aeroacoustics, which is a quite delicate issue from mathematical and numerical points of view (see for instance [4] ).
In [3] the analysis of equation (1.1) was reduced to a one dimensional problem by
Fourier transform along x, taking advantage of the fact that the velocity prole is only a function of the transversal coordinate y. This reduces the study of the solutions to (1.1) to the spectral theory of a non-local operator, A, that acts only on the transversal variable
2 . More precisely, setting
U (x, y, t) := u(x, y, t), (∂ t + M (y)∂ x )u(x, y, t) t and denoting byÛ (k, y, t) the Fourier transform along x of U (x, y, t) one has formally dÛ dt (k, ·, t) + i k AÛ (k, ·, t) = 0 =⇒Û (k, ·, t) = e −i k A tÛ (k, ·, 0).
It was shown in [3] that on spite of its apparent simplicity this problem has rather surprising properties. As the operator A is not normal, it can have complex (non-real) eigenvalues.
It was pointed out in [3] that a necessary condition in order that the problem (1.1) is well posed and stable -in the sense that the solutions do not grow exponentially in time-is that all the eigenvalues of A are real. These issues were studied in detail in [3] . General properties of A were obtained and the general structure of the point and continuous spectrum were analyzed. Moreover, several results on the existence and on the absence of complex eigenvalues of A were given. These results were illustrated numerically. Furthermore, it was conjectured in [3] that the condition that A has no complex eigenvalues is also sucient for the stability of the problem (1.1). Unfortunately, it does not seem that such a result can easily be deduced from the standard semi-group theory.
That is why, in this paper, we take a point of view that is slightly dierent from the one of [3] . Actually, we directly solve equations (1.1) by Fourier-Laplace transform. As usual, to prove that the solution does not grow exponentially in time it is necessary to deform the integration contour of the inverse Laplace transform to the real axis. This requires that the norming coecient, N (λ), in the inverse Laplace transform (see (3.7)) has no complex poles. It turns out that the poles of N (λ) in C \ Range M are precisely the eigenvalues of the operator A of [3] in C \ Range M , what means that we obtain, as to be expected, the same stability condition as in [3] . Moreover, N (λ) has, in general, a cut on Range M and, furthermore, it can blow up as we approach the cut from above and from below, what makes the issue of deforming the contour to the real axis on both sides of the cut quite delicate.
Although we think that our approach is quite general, it is dicult to state general results.
The method that we present here to construct a quasi-explicit representation of the solution and to prove stability can be applied to general proles, provided that one can analyze the limiting values of the norming factor N (λ) as λ tends to [M − , M + ] from above and from below. In this paper, we develop the well-posedness theory in two cases. First, we consider strictly monotonic and convex (or concave), smooth proles. In this case, we prove that the norming factors N (λ) of our proles have continuous limiting values as we approach the cut from above and from below, that are dierent. We use this result to prove that the problem (1.1) has a unique solution in the natural class of elds (1.3). Moreover, we prove that the solutions grow at most as t 3 as t → ∞. Then, we consider the case of piecewise linear proles for which the structure of N (λ) is quite dierent. In our mind, the interest of this class of proles (already considered in [3] as a theoretical tool) is to provide a safe way to get numerical approximations of the solution. We also prove that for these proles the problem (1.1) has a unique solution in the natural class of elds (1.3). However, in this case we prove that the solutions grow at most as t 4 as t → ∞. These results establish that the model is stable in a weak sense, and prove the conjecture of [3] for our class of proles.
For both cases of proles our method, that is based in the Fourier-Laplace transform, leads to a quasi-explicit representation of the solution, that gives a physical interpretation of the propagation of acoustic waves in the uid, and it provides an ecient way to compute numerically the solution. The numerical results are presented in [6] .
The paper is organized as follow. In Section 2 we briey state, for the reader's convenience, a derivation of the approximate model (1.1) from the Galbrun equations [5] that is slightly dierent from the one in [3] . In Section 3 we develop the well-posedness theory and we prove our results on the existence and uniqueness of solutions in the space of elds (1.3) and on the continuous dependence on the initial data for the two classes of proles (Subsections 3.3.1 and 3.3.2, respectively). Finally, in Section 4, we obtain a quasi-explicit representation of the solutions to (1.1), of which we give a physical interpretation.
Derivation of the quasi-1D model
We model this ow by means of the equations of Galbrun [5] where the unknown (u ε , v ε ), that are functions of (x, y, t), are the components of the Lagrange displacement of the uid. The governing equations are,
with the boundary condition that on the walls of the tube, y = ± ε, the normal component of the displacement is zero,
To determine formally the approximate model (see [3] ) let us rst perform a change of scale in y (y := y/ ε) to work in a xed domain and use a scaling of the unknown v ε (which we expect to tend to 0 since this function is dened on a thin domain and is imposed to 0 on the boundary of this thin domain). Let us denote,
3)
The equations in (u ε , v ε ) are given by, 4) with the boundary conditions,
(2.5)
We obtain the limit model by dropping the ε 2 term in the second equation of (2.4) : the
Then, there is a function of x, t only, that we denote by p(x, t), such that, ∂u ∂x + ∂v ∂y (x, y, t) = −p(x, t).
Integrating in y and as v(x, ± 1, t) = 0, we prove that,
The rst equation (2.4) writes
Finally, replacing p by its value given by (2.7) we obtain equation (1.1).
3 Well-posedness of the quasi-1D model
Preliminary material
In what follows we assume that M (y) is either increasing or decreasing and we denote,
We write (1.1) as follows,
where v → a(v) is the averaging operator in the y−direction: t. Then, the well-posedness of (1.1) is reduced to showing that it is possible to apply the inverse Fourier-Laplace transform, and also to obtain a priori estimates for a(u).
As usual, we dene the Fourier transform as an unitary operator on
After Fourier transform equation (3.1) becomes (this is nothing but (1.4) written is scalar second order form),
We take a point of view that is slightly dierent from the one of [3] . Instead of writing equation (3.3) as an evolution problem for a rst order system, and using semigroup theory to reduce the problem to the spectral analysis of the generator A(k) ≡ k A of the system, as it was done in [3] , we directly solve equation (3.3) by Laplace transform in time.
We denote byũ the Laplace transform in time ofû, REMARK 3.1. One easily checks that, for each k ∈ R, (3.3) admits a unique solution u(k, ·, t) which increases in time at most exponentially as (because A is bounded [3] , see
exp B|k|t with B := A > 0, so thatû(k, ·, t) has a well dened Laplace transform as soon as ω > B|k|.
After Laplace transform, (3.3) becomes,
where u(x, y, 0) = u 0 (x, y), and ∂ ∂t u(x, y, 0) = u 1 (x, y). Dividing both sides of (3.5) by
(ω − kM (y)) 2 and taking the average over y of both sides we prove that, 6) where N is the norming factor,
with,
Inverting the Laplace transform and changing the integration variable ω to λ = λ R +iλ I := ω/k, we obtain the following representation for a(û),
whereâ 0 (k, t) andâ 1 (k, t) are, respective, the contributions of the Cauchy data u 0 and u 1 and are given by:
where λ I > 0 for k > 0 and λ I < 0 for k < 0 with |λ I | large enough. Furthermore,
For proving the well-posedness of (1.1), our objective is to derive a priori estimates for a 0 (k, t) andâ 1 (k, t) as functions of k and t. Such estimates can not be deduced directly from ( 3.10, 3.11) as if λ is not real, the exponent in the right-hand side of (3.10) will blow up as k → ±∞, unless the initial data decays very fast as |k| → ∞, and we will not be able to invert the Fourier transform to compute a(u) (x, t). It is now imperative to transform the expressions (3.10, 3.11) using complex integration techniques (contour deformation).
This is the object of the next subsection.
A new expression forâ
We consider the case k > 0. For k < 0 the results are obtained in the same way, with obvious changes.
According to (3.10) and (3.11), we simply need to compute the integrals
Indeed, we immediately obtain from ( 3.10, 3.11)
(3.14)
We are going to compute the integrals (3.12) by using complex integration methods. For this, we need to describe in detail the analyticity properties of N (λ). From now on, we shall assume that, (H 1 ) M is a continuous function of y.
We set
the poles of N (λ) are contained in a bounded set of C. Since N (λ) = N (λ), we deduce that these poles are equally distributed with respect to the real axis. At this point, we need to make a fundamental assumption
This assumption is clearly related to the velocity prole M . The paper [3] gives explicit conditions on M that ensure that (H S ) is satised. We shall give another proof of such a result in Lemma 3.3. The paper [3] also gives examples of proles for which (H S ) does not hold. We shall say that a prole M is stable when the assumption (H S ) is satised. This denomination is justied by the fact that one easily proves that if (H S ) does not hold, the Cauchy problem is strongly ill-posed (see [3] -the complex poles of N (λ) are precisely the complex eigenvalues of the operator A of [3] ). The assumption (H S ) is thus a necessary condition for the well-posedness of (1.1). Our conjecture is that this condition is also sucient. The object of this paper is to show that this conjecture is true under additional technical assumptions on M .
Concerning the real poles of N (λ), we note (see again [3] for details) that N (λ) has at most one pole in (−∞, M − ) that we denote by λ − , if it exists, and at most one pole in (M + , ∞)
that we denote by λ + if it exists, and that these poles are simple. This is immediate since,
is positive for λ > M + and is negative for λ < M − . Furthermore, the residues of N (λ) at the poles are given by,
.
We make the additional assumption, (H RL ) M (y) takes the value M ± at a point where it has a right or a left derivative.
One easily sees (see also [3] ) that in this case F (λ) blows up to +∞ when λ approaches M ± , from real values, which ensures the existence of λ ± .
We now present our computations of I in the case k > 0. As mentioned above, for k < 0 the results are obtained in the same way. First, thanks to (H S ), we can deform the line Im λ = λ I into the contour C + δ that coincides with the real axis outside a δ-neighborhood of the poles λ ± and the cut [M − , M + ] (see Figure 1 ) to obtain (note that
decays to 0 when |Re λ| goes to innity): We claim that, 
Then, (3.18) is obtained from (3.19) by passing to the limit when R → +∞: the contribution of the integral along the semi-circle of radius R vanishes because it is inside the good complex half-space when k > 0 (for the exponential term) and because the function
decays at innity.
Finally adding (3.17) and (3.18), we obtain
where C δ is the closed contour of Figure 4 .
Im λ
Re λ
The integration contours C δ and S δ By the theorem of residues we also have: To get a more exploitable formula for I ,c (kt, y) , we would like to take the limit of the expression in the right-hand side when δ tends to 0. For this we need some additional information on the behaviour of N (λ) when λ approaches the segment [M − , M + ]. In the following we consider two dierent situations leading to quite dierent behaviours of N (λ)
• The case of a class of smooth proles with constant monotonicity and convexity (see • The case (already considered in [3] ) of a class of piecewise linear proles (see Subsection 3.3.2), typically with xed convexity . This case is interesting to provide a safe procedure for numerical approximations. In this situation, the function N (λ) is meromorphic (it is a rational fraction) with real poles distributed in [M − , M + ], as well as poles at λ ± .
Well-posedness results

For a class of smooth proles
We denote by 
In other words, a prole in the class C l,γ s is smooth, strictly monotonous and has a xed (strict) convexity. LEMMA 3.3. Suppose that M (y) belongs to the class C l,γ s for some l ≥ 2 and γ ∈]0, 1[. Then, it is stable in the sense that it satises the condition (H S ).
Proof: Without loss of generality, we can assume that M is increasing (changing M into −M simply exchanges the signs of the roots of F (λ) = 2) and that M − ≡ M (−1) = 0 (translating M simply translates the solutions of F (λ) = 2 parallel to the real axis). Since, by continuity, M (y) is bounded from below by a strictly positive constant, we can write
After integration by parts, we get
If F (λ) = 2 with λ I = 0, we have in particular 
Next, we claim that Re F (λ) < 0 so that , F (λ) = 2 is impossible. We distinguish two cases:
(i) M (y) > 0. In this case, Re F (λ) is clearly the sum of two negative terms.
(ii) M (y) < 0. In this case, we can write
The second inequality being deduced from (3.24). Then,
This achieves the proof.
Next, we wish to study F (λ) when λ approaches the segment
The idea is to use a well known result from the theory of Cauchy integrals (see [8] , [9] , and [10] ). Let us rst give some technical denitions.
DEFINITION 3.4. Dening the complex open halfspaces as
we say that h ± : C ± −→ C is locally Hölder continuous in C ± with exponent γ ∈ ]0, 1[ if
where B ± R = {λ ∈ C ± / |λ| ≤ R}. If the constant C R can be taken independent of R we say that h ± is Hölder continuous in C ± .
In the same way we say that h ± : C ± \ {M − , M + } −→ C is locally Hölder continuous in
We quote below a classical result in Cauchy integrals that we use. 
S(λ ± iε) = S ± (λ) := P.V. (3.27) where P.V. stands for the Cauchy principal value of the integral. The function In what follows, we assume that M ∈ C 3,γ s . For the sequel, it will be useful to introduce µ(z) the inverse function to M (y),
Changing the variable of integration to z = M (y), we have that, In order to apply Proposition 3.5, we integrate by parts in (3.30) and obtain that,
Applying Proposition 3.5 with g = µ , we get
and we can dene as in Proposition 3.5, formula (3.28), F ± (λ) as a function that is analytic in C ± and locally Hölder continuous with exponent γ in C ± \ {M − , M + }. Note that for 
Moreover, the function
is extended by continuity to C ± , with N ± (M ) = 0 for M = M + or M − , as a function analytic in C ± and Hölder continuous in C ± with exponent γ. Moreover, (3.35) where Re N is the common value of Re N + and Re N − and Im N := Im N + = −Im N − .
REMARK 3.7. One can easily obtain an explicit expression of Re N and Im N from (3.32) and (3.28). For instance, one has Such expressions are, in particular, useful for numerical computations (see [6] ).
Proof: The continuous extension by N ± (M ± ) = 0 is valid by (3.31). The local Hölder continuity of N ± in C ± \ {M − , M + } is inherited from the same property for F ± . The
Hölder continuity up to M ± remains to be claried. We consider the case of M + (M − is treated analogously) and introduce the function
We can conclude if we show that J + is Hölder continuous in a neighborhood of M + and does not vanish at M = M + . According to (3.31),
that we rewrite as
(3.37)
Consequently, since
• x → x log x is Hölder continuous with any exponent in (0, 1), 
We shall need an analogous result for N (λ), the derivative of N (λ). For this, we assume that M ∈ C 3,γ s
Applying Proposition 3.5 as for F (λ), we obtain Moreover, the function
is extended by continuity to C ± with
Then, N ± (λ) is analytic in C ± and Hölder continuous in C ± with exponent γ. Moreover, (3.43) where Re N is the common value of Re N + and Re N − and Im N = Im N + = −Im N − .
Proof: It is very similar to the proof of Lemma 3.3. From formula (3.38), using the same trick used for proving the Hölder continuity of J + (λ) (see the proof of Lemma 3.3), we deduce that:
It is then easy to conclude. REMARK 3.9. Again we can easily obtain an explicit expression of Re N and Im N from (3.39) and (3.34) (see [6] ).
With Lemmata 3.3 and 3.8, we now have all the needed information for studying the integrals I (kt, y), = 0, 1. We rst obtain a new expression for I ,c (kt, y):
If moreover, M ∈ C 3,γ s , then Proof: Let us start from the formula (3.22) for I 0,c (kt, y) that we can rewrite:
that we rewrite as 
The Hölder continuity of N ±,kt (λ) (see Lemma 3.3) implies I
(1,±) 0,c (kt, y) = 0. Then, it is sucient to apply again Proposition 3.5 with g = −N (λ) e −ikt to get the result.
For I 1,c (kt, y), we rst integrate by parts in (3.22 ) to obtain
We then proceed as above using N ±,kt (λ) = N ± (λ) − iktN ± (λ) e −iktλ and Lemma 3.8.
The details are left to the reader.
We are now in position to derive our estimates for I (kt, y), = 0, 1.
LEMMA 3.11. Assume that M ∈ C +1 s , = 1, 2. Then, there exists a constant I * > 0, depending only on and M , such that one has the uniform estimates: 
∆N (λ) := (N
P.V.
(3.50)
Finally, we remark that
Finally, if we set
we deduce from (3.49) and (3. 
which, using (3.48), gives:
Finally, since (see (3.21, 3.22)),
we obtain the inequality (3.46) for = 0 with
The inequality (3.46) for = 1 is derived analogously using (3.45) and Lemma 3.8. This time, instead of ∆N , we have to work with ∆N := N + − N − which fortunately satises
, thanks to (3.42). Note that the additional factor |kt| comes from the rst term in the right-hand side of (3.45).
We now go back to the estimates ofâ 0 andâ 1 . Using the fact that |a
, we deduce from (3.13) and Lemma 3.11 that
In the same way, from (3.14) and again Lemma 3.11, we obtain 
, (3.56) for n = 0, 1, · · · .
From (3.1), or equivalently (3.3), one easily deduces that for each y ∈] − 1, 1[ and t ≥ 0:
Taking the L 2 -norm in y and using (3.56), we easily obtain (with another constant C depending only on M ) for |â 0 (k, t)| and |â 1 (k, t)| up to an extra power of |k|. As a consequence, it is easy to obtain the following estimate for the mean value of a(u):
, n = 0, 1, · · · . Furthermore, taking the time derivative in both sides of (3.57), we obtain that,
In the proof of estimates (3.58, 3.59, 3.60) we were not bothered by factor 1/k in the right-hand side of equation (3.14) because we only needed to estimate ∂ 1+n a(u) ∂x 2 what implies that we have to multiplyâ(u) by (ik) 1+n , what removes the singularity at k = 0. However, as a(u) is a relevant physical variable it is important to estimate it directly. To do this we proceed below in a slightly dierent way. We dene, I(k, t, y) := 1 2πk I 1 (kt, y). 
We regularize the singularity at k = 0 in I as follows. By Cauchy's theorem,
and then,
It follows that, Deforming the contour of integration as above, we prove that,
where Note that as,
we have that,
As in the proof of Lemma 3.11 we prove that,
(3.69)
Arguing as above and using (3.9, 3.13, 3.14) Lemma 3.11, and (3.61-3.69) we prove that,
. 
admits a unique solution satisfying
)), (3.71) and the estimates (3.58, 3.59, 3.60) and (3.70) hold.
The estimates (3.58, 3.59, 3.60, 3 .70) deserve some comments.
• Concerning the mean value of the solution a(u), the estimate (3.70) predicts:
A loss of regularity in x (by one order of regularity) between the initial data and the solution at time t > 0.
A corresponding polynomial growth in time (t) of the solution. This phenomenon is similar to the one observed with weakly hyperbolic systems ( see [11] ).
Such a phenomenon does not occur, of course, in the case of a uniform reference ow but we think that these results are sharp in our case.
• Concerning the solution itself the estimate (3.58) announces a possible loss of regularity in x by three orders, together with a corresponding polynomial growth in time as t 3 . We do not know if this estimate is optimal: the way it has been obtained is by solving the square transport equation but ignoring that the right hand side depends on a(u), i. e., precisely on the solution we are looking for. It might be that the additional lost of two derivatives is an artefact introduced by our technique.
For piecewise linear proles
We consider now proles M (y) that are continuous, piece-wise linear and strictly increasing or strictly decreasing. That is to say, such that there are nite sequences, By eventually redening the partition we can always assume that α i+1 = α i .
By explicit computation we prove that,
We see that F (λ) extends to a meromorphic function on C and that the equation F (λ)−2 = 0 is a polynomial equation of order at most 2N (there can be cancelations).
We make now the assumption, Note that since N (λ) has the poles λ − < M − and λ + > M + necessarily L ≤ 2N − 2. In [3] it is proven that H SL holds if M (y) is odd increasing and convex or odd decreasing and concave. In both cases L = 2N − 2. Furthermore, [3] proves that H SL holds if M (y) is even, increasing or decreasing, and either convex or concave. In all these cases L = N − 1. theorem it is given by the sum of the residues of the integrand at the poles λ j , j = 1, 2, · · · , L and M (y). We have that. 
We prove the following estimates reordering the terms in I l,c , l = 1, 2, I c, , and developing Inverting the Fourier transform in (3.9) and using (3.13, 3.14), the rst equation in (3.22), and (3.773.80) we prove that,
, n = 0, 1, · · · ,
, n = 0, 1, · · · , (3.85) and using also (3.81), 
, n = 0, 1. · · · , it admits a unique solution satisfying
)), (3.87) and the estimates (3.823.86) hold.
Note that in comparison with the case of smooth proles we loose an extra order in regularity and we have an extra power of increase in time. We believe that this not just a consequence of our method, and that it is actually due to the discontinuity on the derivative of M .
4
A quasi-explicit representation of the solution and its physical interpretation
For a class of smooth proles
We consider that we are in the conditions of Subsection 3.3.1. Applying the inverse Fourier transform to (3.9), and using (3.13, 3.14) the rst equation in (3.22), (3.44, 3.45) and (3.61, 3.62, 3.64-3.67) and using the fact that multiplication by e −iks in Fourier space amounts to translation by −s in the physical x space, we obtain the following representation of a(u),
where, a p (u)(x, t) := 2a
is the contribution of the poles, λ ± , of N (λ) (or equivalently of the point spectrum of the operator A), and a c (u)(x, t) = −2a P.V. u(x, y, t) to problem (1.1).
Our quasi-explicit representation gives a nice physical interpretation for the propagation of acoustic waves in the uid, that we present below. Suppose for simplicity that u 1 ≡ 0. Equation (4.1) for the average of the solution can be written as follows, a(x, t) = a p (x, t) + P.V.
c (x, t, λ) +
c (x, λ, t), (4.4) where a p (x, t) is a solution of the generalized square transport equation, is also a solution of the square transport equation,
c (x, λ, t) = 0. In the case where u 1 = 0 we have a similar representation for ∂ ∂t a(u) (x, t).
For piecewise linear proles
We consider that we are in the conditions of Subsection 3.3.2. Applying the inverse Fourier transform to (3.9), and using (3.13, 3.14) the rst equation in (3.22), (3.61, 3.62, 3.643.67) and (3.743.76), and using the fact that multiplication by e −iks in Fourier space amounts to translation by −s in the physical x space, we obtain the following representation of a(u), a(u)(x, t) = a p (u)(x, t) + a c (u)(x, t), As for smooth proles we give a physical interpretation of the solution. For simplicity we consider only the case u 1 ≡ 0. Equation (4.10) can be written as follows.
a(x, t) = a p (x, t) + 
c (x, λ, t) = 0. 
