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Let X= {Xij : 1≤ i, j ≤ n} be an n×n array of independent random variables where n≥ 2. Let pi
be a uniform random permutation of {1,2, . . . , n}, independent of X, and let W =
∑n
i=1Xipi(i).
Suppose X is standardized so that EW = 0,Var(W ) = 1. We prove that the Kolmogorov dis-
tance between the distribution of W and the standard normal distribution is bounded by
451
∑n
i,j=1E|Xij |
3/n. Our approach is by Stein’s method of exchangeable pairs and the use
of a concentration inequality.
Keywords: combinatorial central limit theorem; concentration inequality; exchangeable pairs;
Stein’s method
1. Introduction and statement of the main result
Motivated by permutation tests in non-parametric statistics, Wald and Wolfowitz [23]
proved a central limit theorem for the combinatorial statistics
∑n
i=1 aibpi(i) where
{ai, bj: i, j ∈ [n] := {1,2, . . . , n}} are real numbers and pi is a uniform random permu-
tation of [n]. Their result was generalized to real arrays {cij : i, j ∈ [n]} by Hoeffding [14].
Extension to random arrays {Xij: i, j ∈ [n]} where the Xij are independent random vari-
ables was considered by Ho and Chen [13]. Using the concentration inequality approach
in Stein’s method, they proved a bound on the Kolmogorov distance between the dis-
tribution of
∑n
i=1Xipi(i) and the normal distribution with the same mean and variance.
The bound in Ho and Chen [13] is optimal only when |Xij | ≤C for some C > 0. A third-
moment bound for a combinatorial central limit theorem for real arrays {cij : i, j ∈ [n]}
was obtained by Bolthausen [2], who used Stein’s method and induction. However, the
absolute constant in the bound in Bolthausen [2] is not explicit. A bound with an ex-
plicit constant for real arrays with |cij | ≤C was obtained by Goldstein [11] using Stein’s
method and zero-bias coupling (see also Chen, Goldstein and Shao [6]). Under the same
setting as Ho and Chen [13], Neammanee and Suntornchost [18] stated a third-moment
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bound. They used the same Stein identity in Ho and Chen [13], which dates back to
Chen [3], and the concentration inequality approach. However, there is an error in the
proof in Neammanee and Suntornchost [18], where the first equality and the second in-
equality on page 576 are incorrect because of the dependence among S(τ),∆S and M(t).
Although the bound obtained by Neammanee and Rerkruthairat [17] (see Theorem 1.1
on page 1591) simplifies to a third-moment bound plus a term of a smaller order, the
latter contains an undetermined constant. Besides, the proof of Theorem 1.1 uses a re-
sult of Neammanee and Rattanawong [16] (see (23) on page 21), whose correctness is in
question.
In this paper, we give a different proof of the combinatorial central limit theorem. Our
result gives a third-moment bound with an explicit constant under the setting of Ho and
Chen [13]. Our approach is by Stein’s method of exchangeable pairs and the use of a
concentration inequality. The use of an exchangeable pair simplifies the construction of
a Stein identity as compared to the construction in Ho and Chen [13], Neammanee and
Suntornchost [18] and Neammanee and Rerkruthairat [17].
Stein’s method was introduced by Stein [21, 22] and has become a popular tool in
proving distributional approximation results because of its power in handling dependence
among random variables. We refer to Barbour and Chen [1] and Chen, Goldstein and
Shao [6] for an introduction to Stein’s method. The notion of exchangeable pair was
introduced by Stein [22], and first used in Diaconis [10]. The concentration inequality
approach was also introduced by Stein (see Ho and Chen [13]) and was developed by
Chen [4, 5] and Chen and Shao [7, 8]. This approach provides a smoothing technique and
a way of obtaining third-moment bounds on the Kolmogorov distance.
The following is our main result.
Theorem 1.1. Let X= {Xij : i, j ∈ [n]} be an n× n array of independent random vari-
ables where n≥ 2, EXij = cij , VarXij = σ2ij ≥ 0 and E|Xij |3 <∞. Assume
ci· = c·j = 0, (1.1)
where ci· =
∑n
j=1 cij/n, c·j =
∑n
i=1 cij/n. Let pi be a uniform random permutation of [n],
independent of X, and let W =
∑n
i=1Xipi(i). Then
(1)
Var(W ) =
1
n
n∑
i,j=1
σ2ij +
1
n− 1
n∑
i,j=1
c2ij , (1.2)
(2) assuming Var(W ) = 1, we have
sup
z∈R
|P (W ≤ z)−Φ(z)| ≤ 451γ, (1.3)
where Φ is the standard normal distribution function and
γ =
1
n
n∑
i,j=1
E|Xij |3. (1.4)
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Specializing Theorem 1.1 to the case where σij = 0, we have
sup
z∈R
|P (W ≤ z)−Φ(z)| ≤ 451
n
n∑
i,j=1
|cij |3. (1.5)
Moreover, if |cij | ≤C for all i, j ∈ [n], then
sup
z∈R
|P (W ≤ z)−Φ(z)| ≤ 451C. (1.6)
Remark 1.2. The constant 451 in (1.5), and therefore that in (1.6), can be reduced by
a modification of the proof of Theorem 1.1 for the special case where σij = 0. The error
bound in (1.5) was obtained by Bolthausen [2] except that the constant in his bound is
not explicit. In the case where |cij | ≤ C, the error bound in (1.6) is of the same order
as that in Goldstein [11] and in Theorem 6.1 of Chen, Goldstein and Shao [6], although
the constant in Theorem 6.1 of Chen, Goldstein and Shao [6] is 16.3, which is smaller.
The constant 16.3 is not directly comparable to the constant 451 in (1.3) and (1.5) as
the bounds in (1.3) and (1.5) are of third moment type, which may be smaller.
Remark 1.3. Any n× n array of independent random variables {Yij : i, j ∈ [n]} with
EYij = µij ,VarYij = σ
2
ij ≥ 0 and E|Yij |3 <∞ can be reduced to the array in Theorem 1.1
satisfying (1.1) by defining cij = µij − µi· − µ·j + µ·· and Xij = Yij − µi· − µ·j + µ··.
Theorem 1.1 has the following corollary for simple random sampling from independent
random variables.
Corollary 1.4. Let {Y1, . . . , Yn} be independent random variables with EYi = µi,
Var(Yi) = σ
2
i ≥ 0. For a positive integer k ≤ n, let {Yξ1 , . . . , Yξk} be uniformly chosen
from {Y1, . . . , Yn} without replacement, and let V =
∑k
i=1 Yξi . Then we have
sup
z∈R
∣∣∣∣P
(
V − kµ¯
σ
≤ z
)
−Φ(z)
∣∣∣∣
(1.7)
≤ 451
nσ3
[
k
n∑
i=1
E
∣∣∣∣kn (Yi − µi) + n− kn (Yi − µ¯)
∣∣∣∣
3
+ (n− k)
n∑
i=1
∣∣∣∣kn(µi − µ¯)
∣∣∣∣
3
]
,
where
µ¯=
n∑
i=1
µi/n, σ
2 =Var(V ) =
k
n
n∑
i=1
σ2i +
k(n− k)
n(n− 1)
n∑
i=1
(µi − µ¯)2,
and Φ is the standard normal distribution function.
Proof. Using the same idea as in the Poisson approximation for the hypergeometric
distribution in Corollary 3.4 of Chen [3], we let the n × n array Y be such that the
4 L.H.Y. Chen and X. Fang
first k rows are independent copies of {Y1, . . . , Yn} and the other rows are zeros. Then
L(∑ni=1 Yipi(i)) = L(∑ki=1 Yξi). Therefore, the bound (1.7) follows from Theorem 1.1 and
Remark 1.3. 
Our interest in Corollary 1.4 is motivated by the work of Wolff [24] who considered
sampling without replacement of independent random variables in the construction of
random embeddings which are with high probability almost isometric in the sense of
Johnson and Lindenstrauss [15]. In Corollary 1.4, if µi = 0 for all i ∈ [n], then σ2 =
k
n
∑n
i=1 σ
2
i and the error bound in (1.7) reduces to
451k
nσ3
∑n
i=1E|Yi|3. Wolff [24] studied
this special case and obtained the bound 3knσ3
∑n
i=1E|Yi|3 for the Wasserstein distance.
The case where σi = 0 for all i ∈ [n] in Corollary 1.4 was considered by Goldstein [12]
using zero-bias coupling, where a similar bound with a smaller constant was obtained for
the Wasserstein distance (see Theorem 5.1 of Goldstein [12]).
Although we will not consider Wasserstein distance in this paper, we wish to mention
that a Wasserstein distance bound can be obtained for the normal approximation for
L(W ) where W is defined in Theorem 1.1. The proof for the bound will not require a
concentration inequality and the bound will have a smaller constant. Indeed, a bound
with a smaller constant has been obtained for the Wasserstein distance in Theorem 6.1
of Goldstein [12] in the case where σij = 0.
In the next section, we prove a concentration inequality using exchangeable pairs
(Lemma 2.1) and apply it to random variables with a combinatorial structure similar
to that of W in Theorem 1.1. In Section 3, we prove our main result, Theorem 1.1, by
Stein’s method of exchangeable pairs and the concentration inequality approach.
2. A concentration inequality for exchangeable pairs
Assuming the existence of an exchangeable pair (S,S′) satisfying an approximate linearity
condition, the next lemma provides a bound on P(S ∈ [a, b]).
Lemma 2.1. Suppose (S,S′) is an exchangeable pair of square integrable random vari-
ables and satisfies the following approximate linearity condition
E(S′ − S|S) =−λS +R (2.1)
for a positive number λ and a random variable R. Then, for a < b,
P (S ∈ [a, b])
≤ E|S|+E|R|/λ
ES2 −E|SR|/λ− 1/2
(
b− a
2
+ δ
)
(2.2)
+
1
ES2 −E|SR|/λ− 1/2
√
Var
(
E
(
1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)|S
))
,
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where
δ =
E|S′ − S|3
λ
(2.3)
provided that ES2 −E|SR|/λ− 1/2> 0.
Remark 2.2. Bounding the last term on the right-hand side of (2.2) involves studying
the conditional distribution of (S′ − S)2 given S. Truncating |S′ − S| at δ allows us to
keep within third moments. Shao and Su [20] has also used a concentration inequality
for exchangeable pairs in their study of character ratios of the symmetric group. Their
concentration inequality, which is different from ours, is easier to prove than ours but
may not be easy to apply to the combinatorial central limit theorem.
Proof of Lemma 2.1. Without loss of generality, assume δ <∞. From the exchange-
ability of S and S′,
E(S′ − S)(f(S′) + f(S)) = 0 (2.4)
for all f such that the above expectation exists. Therefore,
E(S′ − S)(f(S′)− f(S)) = 2E(S − S′)f(S).
Using the approximate linearity condition (2.1) for the right-hand side of the above
equation, we have for absolutely continuous f ,
ESf(S) =
1
2λ
E(S′ − S)(f(S′)− f(S)) + 1
λ
ERf(S)
(2.5)
=
1
2λ
E(S′ − S)
∫ S′−S
0
f ′(S + t) dt+
1
λ
ERf(S).
The identity (2.4) was introduced by Stein [22] and (2.5) was obtained by Stein [22] in
the case R= 0 and by Rinott and Rotar [19] for R 6= 0.
Let f be such that f ′(w) = I(a − δ ≤ w ≤ b + δ) and f(a+b2 ) = 0. Therefore, |f | ≤
b−a
2 + δ. Using the property that for all w,w
′ ∈R,
(w′ −w)
∫ w′−w
0
f ′(w+ t) dt≥ 0,
we have
1
2λ
E(S′ − S)
∫ S′−S
0
f ′(S + t) dt
≥ 1
2λ
E(S′ − S)
∫ S′−S
0
f ′(S + t) dtI(|S′ − S| ≤ δ)I(S ∈ [a, b])
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= EI(S ∈ [a, b]) 1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)
= EI(S ∈ [a, b])
[
E
(
1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)|S
)
−E 1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)
]
+EI(S ∈ [a, b])E 1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)
:=−R1 +R2.
Using the Cauchy–Schwarz inequality,
R1 ≤
√
Var
(
E
(
1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)|S
))
.
From (2.1),
E(S′ − S)2 = 2ES(λS −R) = 2λES2 − 2ESR.
Therefore,
R2 = P (S ∈ [a, b])E 1
2λ
(S′ − S)2 −P (S ∈ [a, b])E 1
2λ
(S′ − S)2I(|S′ − S|> δ)
≥ P (S ∈ [a, b])
(
ES2 − ESR
λ
)
− P (S ∈ [a, b])1
δ
E|S′ − S|3
2λ
= P (S ∈ [a, b])
(
ES2 − ESR
λ
− 1
2
)
≥ P (S ∈ [a, b])
(
ES2 − E|SR|
λ
− 1
2
)
,
where in the last equality we used the definition of δ in (2.3). Using the fact that |f | ≤
b−a
2 + δ, we have
|ESf(S)| ≤
(
b− a
2
+ δ
)
E|S|,
∣∣∣∣ 1λERf(S)
∣∣∣∣≤
(
b− a
2
+ δ
)
E|R|
λ
.
The lemma is proved by applying all the above bounds to (2.5). 
Now we apply Lemma 2.1 to establish a concentration inequality for a sum S which is
defined as follows. Let X be the n× n array defined in Theorem 1.1 satisfying (1.1) and
1
n
n∑
i,j=1
σ2ij +
1
n− 1
n∑
i,j=1
c2ij = 1. (2.6)
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For n≥ 6 and m ∈ {2,3,4}, we remove the last m rows and columns from the original
array X. Let τ be an independent uniform random permutation of [n−m]. Define the
variable S by
S =
n−m∑
i=1
Xiτ(i). (2.7)
To prove a concentration inequality for S, we need the following lemma which estimates
the second moment of S.
Lemma 2.3. Let S be defined by (2.7) for some m ∈ {2,3,4} and n≥ 6. Suppose γ ≤
1/c0 where γ was defined in (1.4). Under the assumptions (1.1) and (2.6), we have
n− 1
n− 2 −
2n
(n− 4)c2/30
− 24n
(n− 5)2 ≤ ES
2 ≤ n
n− 5 +
24n
(n− 5)2 . (2.8)
Proof. Writing
∑
1≤i6=j≤n−m
∑
1≤k 6=l≤n−m as∑
1≤i,j,k,l≤n−m
−
∑
1≤i=j≤n−m
∑
1≤k,l≤n−m
−
∑
1≤i,j≤n−m
∑
1≤k=l≤n−m
+
∑
1≤i=j≤n−m
∑
1≤k=l≤n−m
and using the assumption (1.1),
ES2 = E
(
n−m∑
i=1
Xiτ(i)
)2
=
n−m∑
i=1
EX2iτ(i) +
∑
1≤i6=j≤n−m
EXiτ(i)Xjτ(j)
=
1
n−m
n−m∑
i,j=1
EX2ij +
1
(n−m)(2)
∑
1≤i6=j≤n−m
∑
1≤k 6=l≤n−m
EXikXjl
=
1
n−m
n−m∑
i,j=1
(c2ij + σ
2
ij) +
1
(n−m)(2)
∑
1≤i6=j≤n−m
∑
1≤k 6=l≤n−m
cikcjl
=
1
n−m
n−m∑
i,j=1
σ2ij +
1
n−m
n−m∑
i,j=1
c2ij (2.9)
+
1
(n−m)(2)
n−m∑
i,k=1
cik
(
n−m∑
j,l=1
cjl −
n−m∑
l=1
cil −
n−m∑
j=1
cjk + cik
)
=
1
n−m
n−m∑
i,j=1
σ2ij +
1
n−m− 1
n−m∑
i,j=1
c2ij
+
1
(n−m)(2)
n−m∑
i,j=1
cij
(
n∑
k,l=n−m+1
ckl +
n∑
k=n−m+1
cik +
n∑
l=n−m+1
clj
)
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with the falling factorial notation (n−m)(2) := (n−m)(n−m−1). Under the assumption
(2.6), ES2 is close to 1 intuitively. We quantify it as follows. From (1.1) and (2.6),
∣∣∣∣∣
n−m∑
i,j=1
cij
(
n∑
k=n−m+1
cik
)∣∣∣∣∣=
∣∣∣∣∣
n−m∑
i=1
(
n∑
k=n−m+1
cik
)2∣∣∣∣∣≤
∣∣∣∣∣
n−m∑
i=1
m
n∑
k=n−m+1
c2ik
∣∣∣∣∣≤m(n− 1).
Similarly,
∣∣∣∣∣
n−m∑
i,j=1
cij
n∑
l=n−m+1
clj
∣∣∣∣∣≤m(n− 1).
Moreover,
∣∣∣∣∣
n−m∑
i,j=1
cij
n∑
k,l=n−m+1
ckl
∣∣∣∣∣=
∣∣∣∣∣
(
n∑
k,l=n−m+1
ckl
)2∣∣∣∣∣≤m2
n∑
k,l=n−m+1
c2kl ≤m2(n− 1).
Therefore, from (2.9),
ES2 ≤ 1
n−m− 1
n∑
i,j=1
(σ2ij + c
2
ij) +
(2m+m2)(n− 1)
(n−m)(2)
≤ n
n− 5 +
24n
(n− 5)2 .
Now we prove the lower bound. Since γ ≤ 1/c0, using Ho¨lder’s inequality, we have
∑
1≤i,j≤n:i>n−m
or j>n−m
(σ2ij + c
2
ij) =
∑
1≤i,j≤n:i>n−m
or j>n−m
EX2ij ≤ (8n)1/3
(
n∑
i,j=1
E|Xij |3
)2/3
≤ 2n/c2/30 .
Therefore,
ES2 ≥ 1
n−m
n−m∑
i,j=1
(σ2ij + c
2
ij)−
24n
(n− 5)2
=
1
n−m
n∑
i,j=1
(σ2ij + c
2
ij)−
1
n−m
∑
1≤i,j≤n:i>n−m
or j>n−m
(σ2ij + c
2
ij)−
24n
(n− 5)2
≥ n− 1
n− 2 −
2n
(n− 4)c2/30
− 24n
(n− 5)2 . 
In the next proposition, we provide a concentration inequality for S.
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Proposition 2.4. Let S be defined by (2.7) for some m ∈ {2,3,4}. Suppose γ ≤ 1/c0
where γ was defined in (1.4), and c0 and n≥ 6 are large enough to satisfy
θ :=
1
2
− 2n
(n− 4)c2/30
− 24n
(n− 5)2 −
4
√
n
n− 4
√
n
n− 5 +
24n
(n− 5)2 > 0. (2.10)
Then for all a < b,
P(S ∈ [a, b])≤ c1(b− a) + c2γ, (2.11)
where
c1 =
(
1
2
√
n
n− 5 +
24n
(n− 5)2 +
2
√
n
n− 4
)
/θ (2.12)
and
c2 =
64n
n− 4c1 +
{[
8n
(n− 4)2 +
16n
n− 4 + 32
(
n
n− 4
)3][
32n
n− 4
]}1/2
/θ. (2.13)
Proof. For any m ∈ {2,3,4}, we construct an exchangeable pair (S,S′) by uniformly
selecting two different indices I, J ∈ [n − m] and letting S′ = S − XIτ(I) − XJτ(J) +
XIτ(J)+XJτ(I). An approximate linearity condition with an error term can be established
as
E(S′ − S|S)
=
1
(n−m)(2)
∑
1≤i,j≤n−m
E{[Xiτ(j) +Xjτ(i)]− [Xiτ(i) +Xjτ(j)]|S}
(2.14)
=
1
(n−m)(2)
E
{
2
n−m∑
i,j=1
Xij − 2(n−m)S
∣∣∣S
}
=−λS +R,
where λ= 2/(n−m− 1) and
R=
2
(n−m)(2)
E
(
n−m∑
i,j=1
Xij
∣∣∣S
)
.
To apply the concentration inequality in Lemma 2.1, we need to:
1. Bound
√
ER2/λ.
2. Bound
δ =
E|S′ − S|3
λ
. (2.15)
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3. Bound
B0 =
√
Var
(
E
(
1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)|S
))
.
First,
√
ER2
=
2
(n−m)(2)
√√√√
E
(
E
(
n−m∑
i,j=1
Xij
∣∣∣S
))2
=
2
(n−m)(2)
√√√√Var
(
E
(
n−m∑
i,j=1
Xij
∣∣∣S
))
+
(
E
n−m∑
i,j=1
Xij
)2
≤ 2
(n−m)(2)
√√√√Var
(
n−m∑
i,j=1
Xij
)
+
(
n−m∑
i,j=1
cij
)2
=
2
(n−m)(2)
√√√√n−m∑
i,j=1
σ2ij +
(
n∑
i,j=n−m+1
cij
)2
≤ 2
(n−m)(2)
√√√√n−m∑
i,j=1
σ2ij +m
2
n∑
i,j=n−m+1
c2ij
≤ 2
(n−m)(2)
√√√√m2
(
n∑
i,j=1
σ2ij +
n∑
i,j=1
c2ij
)
≤ 2m
√
n
(n−m)(2)
,
where we used the assumptions (1.1) and (2.6). Therefore,
√
ER2
λ
≤ 4
√
n
n− 4 . (2.16)
Next, we bound δ of (2.15). From the fact that
|Xiτ(j) +Xjτ(i) −Xiτ(i) −Xjτ(j)|3
(2.17)
≤ 16(|Xiτ(j)|3 + |Xjτ(i)|3 + |Xiτ(i)|3 + |Xjτ(j)|3),
we have
E|S′ − S|3
= E
1
(n−m)(2)
∑
1≤i,j≤n−m
E(|Xiτ(i) +Xjτ(j) −Xiτ(j) −Xjτ(i)|3|X)
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≤ E 16
(n−m)(2)
∑
1≤i,j≤n−m
E((|Xiτ(i)|3 + |Xjτ(j)|3 + |Xiτ(j)|3 + |Xjτ(i)|3)|X)
≤ 64n
(n−m)(2)
γ.
Therefore,
δ ≤ 32n
n− 4γ. (2.18)
Now we turn to the final step of bounding B0. Denote
ατij = (Xiτ(i) +Xjτ(j) −Xiτ(j) −Xjτ(i))2I(|Xiτ(i) +Xjτ(j) −Xiτ(j) −Xjτ(i)| ≤ δ).
We have
1
2λ
E((S′ − S)2I(|S′ − S| ≤ δ)|X, τ) = 1
4(n−m)
∑
1≤i6=j≤n−m
ατij .
Therefore, with | · | denoting cardinality when applied to a subset of [n],
B20 = Var
(
E
(
1
2λ
(S′ − S)2I(|S′ − S| ≤ δ)|S
))
≤ Var
(
1
2λ
E((S′ − S)2I(|S′ − S| ≤ δ)|X, τ)
)
=
1
16(n−m)2
{
2
∑
1≤i6=j≤n−m
Var(ατij) +
∑
1≤i,j,i′,j′≤n−m,
i6=j,i′ 6=j′,|{i,j,i′,j′}|=3
Cov(ατij , α
τ
i′j′ )
+
∑
1≤i,j,i′,j′≤n−m,
|{i,j,i′,j′}|=4
Cov(ατij , α
τ
i′j′)
}
:= R1 +R2 +R3.
The terms R1 and R2 are easy to bound.
|R1| ≤ 2
16(n−m)2
n−m∑
i,j=1
δE|Xiτ(i) +Xjτ(j) −Xiτ(j) −Xjτ(i)|3 ≤
8nδ
(n− 4)2 γ. (2.19)
From Cov(X,Y ) ≤ (Var(X) + Var(Y ))/2, (2.17) and the restriction that i 6= j, i′ 6= j′,
|{i, j, i′, j′}|= 3, we have
|R2| ≤ δ
16(n−m)2
∑
1≤i,j,i′,j′≤n−m,
i6=j,i′ 6=j′,|{i,j,i′,j′}|=3
E|Xiτ(i) +Xjτ(j) −Xiτ(j) −Xjτ(i)|3
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≤ δ
(n−m)2
∑
1≤i,j,i′,j′≤n−m,
i6=j,i′ 6=j′,|{i,j,i′,j′}|=3
(E|Xiτ(i)|3 +E|Xjτ(j)|3 +E|Xiτ(j)|3 +E|Xjτ(i)|3)
(2.20)
=
8δ(n−m− 2)
(n−m)2
[
(n−m− 1)
n−m∑
i=1
E|Xiτ(i)|3 +
∑
1≤i6=j≤n−m
E|Xiτ(j)|3
]
≤ 16nδ
n− 4γ.
Let αklij = (Xik +Xjl −Xil −Xjk)2I(|Xik +Xjl −Xil −Xjk| ≤ δ). For |{i, j, i′, j′}|= 4,
Cov(ατij , α
τ
i′j′) = Eα
τ
ijα
τ
i′j′ −EατijEατi′j′
=
1
(n−m)(4)
∑
1≤k,l,k′,l′≤n−m,
|{k,l,k′,l′}|=4
Eαklijα
k′l′
i′j′
−
[
1
(n−m)(2)
∑
1≤k 6=l≤n−m
Eαklij
][
1
(n−m)(2)
∑
1≤k′ 6=l′≤n−m
Eαk
′l′
i′j′
]
=
1
(n−m)(4)
∑
1≤k,l,k′,l′≤n−m,
|{k,l,k′,l′}|=4
EαklijEα
k′l′
i′j′
− 1
[(n−m)(2)]2
∑
1≤k,l,k′,l′≤n−m,
|{k,l,k′,l′}|=4
EαklijEα
k′l′
i′j′
− 1
[(n−m)(2)]2
∑
1≤k,l,k′,l′≤n−m,
k 6=l,k′ 6=l′,|{k,l,k′,l′}|≤3
EαklijEα
k′l′
i′j′
=
4(n−m)− 6
(n−m)(2)(n−m)(4)
∑
1≤k,l,k′,l′≤n−m,
|{k,l,k′,l′}|=4
EαklijEα
k′l′
i′j′
− 1
[(n−m)(2)]2
∑
1≤k,l,k′,l′≤n−m,
k 6=l,k′ 6=l′,|{k,l,k′,l′}|≤3
EαklijEα
k′l′
i′j′ .
Therefore,
|R3| ≤ 1
16(n−m)2
∑
1≤i,j,i′,j′≤n−m,
|{i,j,i′,j′}|=4
[
4(n−m)− 6
(n−m)(2)(n−m)(4)
∑
1≤k,l,k′,l′≤n−m,
|{k,l,k′,l′}|=4
E(αklij )
2 +E(αk
′l′
i′j′ )
2
2
+
1
[(n−m)(2)]2
∑
1≤k,l,k′,l′≤n−m,
k 6=l,k′ 6=l′,|{k,l,k′,l′}|≤3
E(αklij )
2 +E(αk
′l′
i′j′ )
2
2
]
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≤ 1
16(n−m)2
×
∑
1≤i,j,i′,j′≤n−m,
|{i,j,i′,j′}|=4
[
4
(n−m)(n−m− 1)2
×
( ∑
1≤k 6=l≤n−m
E(αklij )
2
/2+
∑
1≤k′ 6=l′≤n−m
E(αk
′l′
i′j′ )/2
)
(2.21)
+
4
(n−m)(n−m− 1)2
×
( ∑
1≤k 6=l≤n−m
E(αklij )
2
/2+
∑
1≤k′ 6=l′≤n−m
E(αk
′l′
i′j′ )
2
/2
)]
≤ 1
2(n−m)3(n−m− 1)2
∑
1≤i,j,i′,j′≤n−m,
|{i,j,i′,j′}|=4
∑
1≤k 6=l≤n−m
E(αklij )
2
≤ δ
2(n−m)3
n∑
i,j,k,l=1
E|Xik +Xjl −Xil −Xjk|3 ≤ 32
(
n
n− 4
)3
δγ.
From (2.19), (2.20), (2.21), and then applying (2.18), we obtain
B20 ≤
[
8n
(n− 4)2 +
16n
n− 4 + 32
(
n
n− 4
)3]
δγ
(2.22)
≤
[
8n
(n− 4)2 +
16n
n− 4 + 32
(
n
n− 4
)3]
32nγ2
n− 4 .
Now we are ready to obtain a concentration inequality for S using Lemma 2.1. From
(2.2), and applying the bounds (2.16), (2.8), (2.18), (2.22), we obtain
P (S ∈ [a, b])
≤
((√
n
n− 5 +
24n
(n− 5)2 +
4
√
n
n− 4
)
/(n− 1
n− 2 −
2n
(n− 4)c2/30
− 24n
(n− 5)2
− 4
√
n
n− 4
√
n
n− 5 +
24n
(n− 5)2 −
1
2
))(
b− a
2
+ δ
)
+
((√
8n
(n− 4)2 +
16n
n− 4 + 32
(
n
n− 4
)3√
32n
n− 4
)
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/(n− 1
n− 2 −
2n
(n− 4)c2/30
− 24n
(n− 5)2 −
4
√
n
n− 4
√
n
n− 5 +
24n
(n− 5)2 −
1
2
))
γ
≤ c1(b− a) + c2γ. 
Remark 2.5. Lemma 2.3 and Proposition 2.4 still hold if S is defined similarly as in
(2.7) but with any m rows and m columns removed from the array X where m= 2,3,4.
Remark 2.6. From Proposition 2.4, the error in Neammanee and Suntornchost [18] can
be corrected by conditioning on (using their notation)
J,K,L,M, τ(J), τ(K), τ(L), τ(M),
{Xˆij : i ∈ {J,K, τ−1(L), τ−1(M)}, j ∈ {L,M, τ(J), τ(K)}},
and by applying our Proposition 2.4 instead of their Proposition 2.7.
3. Proof of the main result
From (1.1), EW = 0. The variance of W can be calculated as follows. From (1.1),
Var(W ) = Var
(
n∑
i=1
Xipi(i)
)
=
n∑
i=1
Var(Xipi(i)) +
∑
1≤i6=j≤n
Cov(Xipi(i),Xjpi(j))
=
n∑
i=1
E(Xipi(i) − ci·)2 +
∑
1≤i6=j≤n
E(Xipi(i) − ci·)(Xjpi(j) − cj·)
=
1
n
n∑
i,j=1
E(Xij − ci·)2 + 1
n(n− 1)
∑
1≤i6=j≤n
∑
1≤k 6=l≤n
E(Xik − ci·)(Xjl − cj·)
=
1
n
n∑
i,j=1
(σ2ij + c
2
ij) +
1
n(n− 1)
∑
1≤i6=j≤n
∑
1≤k 6=l≤n
cikcjl
=
1
n
n∑
i,j=1
(σ2ij + c
2
ij) +
1
n(n− 1)
n∑
i,j=1
c2ij
=
1
n
n∑
i,j=1
σ2ij +
1
n− 1
n∑
i,j=1
c2ij .
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This proves the first part of the theorem. In the following, we work under the assumption
that Var(W ) = 1, that is,
1
n
n∑
i,j=1
σ2ij +
1
n− 1
n∑
i,j=1
c2ij = 1. (3.1)
We assume γ ≤ 1/451, that is, c0 = 451 in Proposition 2.4. Otherwise the bound (1.3) is
obviously true. From (3.1) and Ho¨lder’s inequality, we have
n− 1≤
n∑
i,j=1
EX2ij ≤ n2/3
(
n∑
i,j=1
E|Xij |3
)2/3
= n4/3γ2/3. (3.2)
Therefore it suffices to prove Theorem 1.1 for n≥ 203 000. For n≥ 203 000 and γ ≤ 1/451,
(2.10) is satisfied, and the concentration inequality (2.11) in Proposition 2.4 is applicable.
We follow the notation in Section 1 and construct an exchangeable pair (W,W ′) by
uniformly selecting two different indices I, J ∈ [n] (the ranges of I and J are different
from those in the proof of Proposition 2.4) and let W ′ =W −XIpi(I)−XJpi(J)+XIpi(J)+
XJpi(I). Following the argument as in (2.14), we have
E(W ′ −W |W ) =−λW +R, (3.3)
where λ= 2/(n− 1) and
R=
2
n(n− 1)E
(
n∑
i,j=1
Xij
∣∣∣W
)
.
The following bound on
√
ER2
√
ER2 ≤ 2
n(n− 1)
√√√√Var
(
n∑
i,j=1
Xij
)
=
2
n(n− 1)
√√√√ n∑
i,j=1
σ2ij ≤
2
(n− 1)√n (3.4)
is obtained by using the assumptions (1.1) and (3.1).
From the fact that (W,W ′) is an exchangeable pair and satisfies an approximate linear-
ity condition (3.3), the following functional identity can be proved by the same argument
as in (2.5).
EWf(W ) =
1
2λ
E(W ′ −W )(f(W ′)− f(W )) + ERf(W )
λ
. (3.5)
Let f be the bounded solution to the Stein equation
f ′(w)−wf(w) = I(w ≤ z)−Φ(z). (3.6)
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It is known that (Chen and Shao [9])
|f(w)| ≤
√
2pi
4
, |f ′(w)| ≤ 1 ∀w ∈R (3.7)
and
|(w+ u)f(w+ u)− (w+ v)f(w+ v)| ≤
(
|w|+
√
2pi
4
)
(|u|+ |v|). (3.8)
From (3.6) and (3.5), what we need to bound is
P(W ≤ z)−Φ(z)
= Ef ′(W )−EWf(W )
= Ef ′(W )
(
1− (W
′ −W )2
2λ
)
+
1
2λ
E(W ′ −W )
∫ W ′−W
0
(f ′(W )− f ′(W + t)) dt
− ERf(W )
λ
:=R1 +R2 −R3.
From (3.4) and (3.7), and recalling λ= 2/(n− 1), we have
|R3| ≤ 1/
√
n. (3.9)
To bound R1 and R2, we need the concentration inequality obtained in the last section.
From (3.3) and (3.4),
E(W ′ −W )2 = 2λ− 2EWR


≤ 2λ+ 2
√
ER2 ≤ 4
n− 1
(
1 +
1√
n
)
,
≥ 2λ− 2
√
ER2 ≥ 4
n− 1
(
1− 1√
n
)
.
(3.10)
We bound R2 first. From (3.6),
R2 =
1
2λ
E(W ′ −W )
∫ W ′−W
0
(Wf(W )− (W + t)f(W + t)) dt
+
1
4n
∑
1≤i6=j≤n
E(Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j))
×
∫ Xipi(j)+Xjpi(i)−Xipi(i)−Xjpi(j)
0
[I(U ≤ z −Xipi(i) −Xjpi(j))
− I(U ≤ z −Xipi(i) −Xjpi(j) − t)] dt
:= R2,1 +R2,2,
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where U =
∑
k/∈{i,j}Xkpi(k). Noting that U is independent of {Xipi(i),Xjpi(j),Xipi(j),Xjpi(i)}
given pi(i), pi(j), and that the conditional distribution of U given pi(i), pi(j) is the same as
that of S in (2.7) for m= 2 under a relabeling of indices, we can apply the concentration
inequality (2.11) to obtain the following upper bound on |R2,2|.
|R2,2| ≤ 1
4n
∑
1≤i6=j≤n
E(Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j))
×
∫ Xipi(j)+Xjpi(i)−Xipi(i)−Xjpi(j)
0
I(−(t∨ 0)≤ U − (z −Xipi(i) −Xjpi(j))
≤−(t∧ 0))dt
≤ 1
4n
∑
1≤i6=j≤n
E(Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j))
×
∫ Xipi(j)+Xjpi(i)−Xipi(i)−Xjpi(j)
0
(c1|t|+ c2γ)dt
=
c1
8n
∑
1≤i6=j≤n
E|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|3
+
c2γ
4n
∑
1≤i6=j≤n
E|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|2
≤ 8c1γ + c2γ
(
1 +
1√
n
)
.
In the last inequality, we used (2.17) and∑
1≤i6=j≤n
E|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|2 = n(n− 1)E(W ′ −W )2
≤ 4n
(
1+
1√
n
)
which follows from (3.10). For R2,1, from the property (3.8) of f with w = U , u=Xipi(i)+
Xjpi(j), v =Xipi(i) +Xjpi(j) + t,
|R2,1| ≤ 1
4n
∑
1≤i6=j≤n
E(Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j))
×
∫ Xipi(j)+Xjpi(i)−Xipi(i)−Xjpi(j)
0
(
|U |+
√
2pi
4
)
(2|Xipi(i) +Xjpi(j)|+ t) dt
=
1
4n
∑
1≤i6=j≤n
E
(
|U |+
√
2pi
4
)[
(Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j))22|Xipi(i) +Xjpi(j)|
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+
|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|3
2
]
≤ 24
(√
n
n− 5 +
24n
(n− 5)2 +
√
2pi
4
)
γ,
where we used (2.8), (2.17) and
|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|2|Xipi(i) +Xjpi(j)|
≤ 163 (|Xipi(j)|3 + |Xjpi(i)|3) + 323 (|Xipi(i)|3 + |Xjpi(j)|3).
Therefore, with
c3 :=
√
n
n− 5 +
24n
(n− 5)2 , (3.11)
|R2| ≤
(
8c1 + c2
(
1+
1√
n
)
+ 24c3+ 6
√
2pi
)
γ. (3.12)
Next, we bound R1.
R1 = Ef
′(W )
(
1− (W
′ −W )2
2λ
)
=
1
n2(n− 1)2
×
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
f ′(W )
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
|
I = i, J = j, pi(i) = k,pi(j) = l
)
=
1
n2(n− 1)2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
f ′(W )
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
|pi(i) = k,pi(j) = l
)
since X, pi and (I, J) are independent. For each choice of i 6= j, k 6= l, let Xijkl :=
{X ijkli′j′ : i′, j′ ∈ [n]} be the same as X except that {Xik,Xil,Xjk,Xjl} has been replaced
by an independent copy {X ′ik,X ′il,X ′jk,X ′jl}. Define
W ijkl =
n∑
i′=1
X ijkli′pi(i′).
Then,
W ijkl is independent of {Xik,Xil,Xjk,Xjl} and L(W ijkl) =L(W ). (3.13)
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Next, we define a new permutation piijkl coupled with pi such that
L(piijkl) = L(pi|pi(i) = k,pi(j) = l).
This coupling has been constructed by Goldstein [11]. Let τij denote the transposition
of i, j. Define
piijkl =


pi if l= pi(j), k = pi(i),
pi · τpi−1(k),i if l= pi(j), k 6= pi(i),
pi · τpi−1(l),j if l 6= pi(j), k = pi(i),
pi · τpi−1(l),i · τpi−1(k),j · τij if l 6= pi(j), k 6= pi(i).
(3.14)
Let
Wijkl =
n∑
i′=1
Xi′piijkl(i′).
Since Wijkl has the conditional distribution of W given pi(i) = k,pi(j) = l, and since X
and pi are independent, we have
E
(
f ′(W )
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
|pi(i) = k,pi(j) = l
)
= Ef ′(Wijkl)
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
.
Therefore,
R1 = Ef
′(W )
(
1− (W
′ −W )2
2λ
)
=
1
(n(n− 1))2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
(f ′(Wijkl)− f ′(W ijkl))
+
1
(n(n− 1))2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
f ′(W ijkl).
Define index sets I = {i, j, pi−1(k), pi−1(l)} and J = {k, l, pi(i), pi(j)}. Then |I| = |J | ∈
{2,3,4}. Letting S =∑i′ /∈IXi′pi(i′), we can write
Wijkl = S +
∑
i′∈I
Xi′piijkl(i′)
and
W ijkl = S +
∑
i′∈I
X ijkli′pi(i′).
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Since S is a function depending only on the components of X outside the square I ×J
and {pi(i): i /∈ I},
S is independent of
{
Xil,Xjk,Xik,Xjl,
∑
i′∈I
Xi′piijkl(i′),
∑
i′∈I
X ijkli′pi(i′)
}
(3.15)
given pi−1(k), pi−1(l), pi(i), pi(j).
The conditional distribution of S given pi−1(k), pi−1(l), pi(i), pi(j) is the same as that of
S in (2.7) under a relabeling of indices. From (2.8), E(|S||pi−1(k), pi−1(l), pi(i), pi(j))≤ c3
where c3 was defined in (3.11). From (3.13), (3.7) and (3.10),
1
(n(n− 1))2
∣∣∣∣ ∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
f ′(W ijkl)
∣∣∣∣
=
1
(n(n− 1))2
∣∣∣∣Ef ′(W ) ∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)∣∣∣∣
=
∣∣∣∣Ef ′(W )E
(
1− (W
′ −W )2
2λ
)∣∣∣∣≤ 1√n.
Therefore,
|R1| ≤
∣∣∣∣ 1(n(n− 1))2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
(f ′(Wijkl)− f ′(W ijkl))
∣∣∣∣
+
1√
n
=
∣∣∣∣ 1(n(n− 1))2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
×
(
f ′
(
S +
∑
i′∈I
Xi′piijkl(i′)
)
− f ′
(
S +
∑
i′∈I
X ijkli′pi(i′)
))∣∣∣∣+ 1√n
≤ R1,1 +R1,2 + 1√
n
,
where using the Stein equation (3.6),
R1,1 =
∣∣∣∣ 1(n(n− 1))2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
×
((
S +
∑
i′∈I
Xi′piijkl(i′)
)
f
(
S +
∑
i′∈I
Xi′piijkl(i′)
)
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−
(
S +
∑
i′∈I
X ijkli′pi(i′)
)
f
(
S +
∑
i′∈I
X ijkli′pi(i′)
))∣∣∣∣,
and
R1,2 =
∣∣∣∣ 1(n(n− 1))2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
×
(
I
(
S +
∑
i′∈I
Xi′piijkl(i′) ≤ z
)
− I
(
S +
∑
i′∈I
X ijkli′pi(i′) ≤ z
))∣∣∣∣.
Applying (3.8), (3.15), (2.8) and (3.1), R1,1 can be bounded as follows.
R1,1 ≤ 1
(n(n− 1))2
×
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
{
E(|S||pi−1(k), pi−1(l), pi(i), pi(j)) +
√
2pi
4
}
×E
{(∣∣∣∣∑
i′∈I
Xi′piijkl(i′)
∣∣∣∣+
∣∣∣∣∑
i′∈I
X ijkli′pi(i′)
∣∣∣∣
)
×
∣∣∣∣1− (Xil +Xjk −Xik −Xjl)22λ
∣∣∣∣|pi−1(k), pi−1(l), pi(i), pi(j)
}
≤ c3 +
√
2pi/4
n2(n− 1)2
×
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
max
{
E
(∑
i′∈I
|Xi′piijkl(i′)|+
∑
i′∈I
|X ijkli′pi(i′)|
)
,
4
2λ
E
(∑
i′∈I
|Xi′piijkl(i′)|+
∑
i′∈I
|X ijkli′pi(i′)|
)
(X2il +X
2
jk +X
2
ik +X
2
jl)
}
≤ c3 +
√
2pi/4
n2(n− 1)2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
max
{
E[|Xik|+ |Xjl|+ |Xpi−1(k)pi(i)|+ |Xpi−1(l)pi(j)|
+ |X ijklipi(i)|+ |X ijkljpi(j)|+ |X ijklpi−1(k)k|+ |X ijklpi−1(l)l|],
2
λ
E
(∑
i′∈I
4
3
|Xi′piijkl(i′)|3 +
∑
i′∈I
4
3
|X ijkli′pi(i′)|
3
+
16
3
(|Xil|3 + |Xjk|3 + |Xik|3 + |Xjl|3)
)}
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≤max
{
8(c3 +
√
2pi/4)
n2
n∑
i,k=1
E|Xik|,32
(
c3 +
√
2pi
4
)
n− 1
n
γ
}
≤max
{
8
(
c3 +
√
2pi
4
)
1√
n
,32
(
c3 +
√
2pi
4
)
n− 1
n
γ
}
,
where we used∣∣∣∣1− (Xil +Xjk −Xik −Xjl)22λ
∣∣∣∣≤max
{
1,
(Xil +Xjk −Xik −Xjl)2
2λ
}
(3.16)
and
n∑
i,k=1
E|Xik| ≤ n
√√√√ n∑
i,k=1
EX2ik ≤ n3/2.
Now we bound R1,2.
R1,2 =
∣∣∣∣ 1(n(n− 1))2
×
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
{
E
[(
1− (Xil +Xjk −Xik −Xjl)
2
2λ
)
×
(
I
(
S +
∑
i′∈I
Xi′piijkl(i′) ≤ z
)
− I
(
S +
∑
i′∈I
X ijkli′pi(i′) ≤ z
))
|
pi−1(k), pi−1(l), pi(i), pi(j)
]}∣∣∣∣
≤ 1
(n(n− 1))2
×
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
{
E
[∣∣∣∣1− (Xil +Xjk −Xik −Xjl)22λ
∣∣∣∣
× I
(
z −max
{∑
i′∈I
Xi′piijkl(i′),
∑
i′∈I
X ijkli′pi(i′)
}
≤ S ≤ z −min
{∑
i′∈I
Xi′piijkl(i′),
∑
i′∈I
X ijkli′pi(i′)
})
|
pi−1(k), pi−1(l), pi(i), pi(j)
]}
.
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Recall (3.15) and the fact that the conditional distribution of S given pi−1(k), pi−1(l),
pi(i), pi(j) is the same as that of S in (2.7) under a relabeling of indices. We can therefore
apply the concentration inequality (2.11) to obtain the following upper bound on R1,2.
R1,2 ≤ 1
(n(n− 1))2
∑
1≤i,j,k,l≤n,
i6=j,k 6=l
E
∣∣∣∣1− (Xil +Xjk −Xik −Xjl)22λ
∣∣∣∣
×
{
c1
(∣∣∣∣∑
i′∈I
Xi′piijkl(i′)
∣∣∣∣+
∣∣∣∣∑
i′∈I
X ijkli′pi(i′)
∣∣∣∣
)
+ c2γ
}
≤ c1max
{
8√
n
,32
n− 1
n
γ
}
+ c2
(
1 +
1√
n
)
γ,
where we used (3.16) and (3.10). Therefore,
|R1| ≤
(
c1 + c3 +
√
2pi
4
)
max
{
8√
n
,32
n− 1
n
γ
}
+ c2
(
1 +
1√
n
)
γ +
1√
n
. (3.17)
Summing (3.17), (3.12), (3.9) yields an upper bound on supz∈R |P (W ≤ z)−Φ(z)| as
sup
z∈R
|P (W ≤ z)−Φ(z)|
(3.18)
≤
(
40c1+ 2
(
1 +
1√
n
)
c2 + 14
√
2pi+ 56c3+ 2
(
n
n− 1
)3/2)
γ,
where we used (3.2). Recall c0 = 451 and n≥ 203 000. Using c0 = 451 and n= 203000, the
upper bound in (3.18) is calculated to be smaller than 451γ. Since c1, c2 and c3 decrease
as n increases, (1.3) holds for n≥ 203 000. This completes the proof of Theorem 1.1.
Remark 3.1. Radoslaw Adamczak has brought to our attention an inconsistency be-
tween (4.3) and (4.6) in Ho and Chen [13]. This error can be corrected by defining ρ given
(I,K,L,M) in (4.6) as piIKLM in (3.14) in this paper. This correction will not affect the
rest of Ho and Chen [13].
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