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a b s t r a c t
It is a well established fact that m-spotty byte error control codes provide a good source
for detecting and correcting errors in semiconductor memory systems using high-density
RAM chips with wide I/O data (e.g. 8, 16 or 32 bits). Recently, a MacWilliams identity that
establishes an important relation between an m-spotty weight enumerator of a binary
code and its dual has been proven in Kazuyoshi Suzuki et al. (2007) [5]. In this paper,
we introduce the m-spotty Lee weights and the m-spotty Lee weight enumerator of a
quaternary code and prove a MacWilliams type identity.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Byte error control codes play an important role in computer memory systems that use chips with 4-bit I/O data [1].
Recently, high-density RAM chips with wide I/O data of 8, 16 and 32 bits have also found applications. These chips are
quite vulnerable to multiple random error bits while being exposed to strong electromagnetic waves, radio active particles,
etc. Due to these facts, in order to be able to correct multiple errors a new spotty byte error called m-spotty byte error
is introduced in [2] for binary codes. Construction of codes correcting byte errors and properties of such codes are also
investigated. Some of the related work can be found in [3,4,2], etc. Recently, a MacWilliams identity has been proven form-
spotty byte error codes [5]. Most of the work on byte errors as known to the author is done over binary or extension fields
of binary fields. A link between binary codes and quaternary codes is established in [6] where some nonlinear codes are
represented as images of linear quaternary codes via a Gray map. This map allows us to investigate the structure of some
nonlinear binary codes while viewing them as quaternary linear codes. Since this connection was observed, researchers
have been investigating quaternary codes and their relations to binary codes [7]. Having these facts in hand, a natural
attempt would be to carry the work done for m-byte errors from binary codes to quaternary codes. Hence, in this paper,
we introduce m-spotty Lee byte errors for quaternary codes and establish a MacWilliams type identity for m-spotty Lee
weight enumerators.
Them-spotty Hamming distance is shown to be metric [2].
A linear code C of length n over Z4 = {0, 1, 2, 3} is defined to be an additive submodule of the Z4-module Zn4 .
The Lee weightswL of the elements 0, 1, 2 and 3 of Z4 are 0, 1, 2 and 1 respectively. Further the Lee weight of an n-tuple
in Zn4 is the sum of Lee weights of its components.
Let u = (u11, u12, . . . , u1b, . . . , un1, un2, . . . , unb) ∈ Zbn4 be a codeword of length N = bn. The first byte of u is the first b
entries denoted by u1 = (u11, u12, . . . , u1b). Hence, the ith byte of uwill be denoted by ui = (ui1, ui2, . . . , uib).
Definition 1.1 ([3]). An error e is called a spotty byte error or t/b-error if t or fewer bits within a b-bit byte are in error,
where 1 ≤ t ≤ b.
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Now, we adopt a definition similar to Hamming definition given in [2] form-spotty Lee weights as follows.
Definition 1.2. Let e be an error vector and ei be the ith byte of e where 1 ≤ i ≤ n. The number of t/b-errors in e, denoted
bywML(e), and calledm-spotty Lee weight is defined as
wML(e) =
n∑
i=1
⌈
wL(ei)
t
⌉
.
If t = 1, thenwML(e) = wL(e). Hence, them-spotty Lee weight coincides with usual Lee weight.
In a similar way, we define the m-spotty Lee distance of two codewords u and v as dML(u, v) =∑ni=1d dL(ui,vi)t e. Further,
it is also straightforward to show that this distance is a metric in ZN4 .
Let u = (u1, u2, . . . , un) and v = (v1, v2, . . . , vn) be two elements of Zn4 . An inner product of the elements u and v is
defined by 〈u, v〉 =∑ni=1 uivi.
Let C be a quaternary code. The set C⊥ = {v ∈ Zn4 |〈u, v〉 = 0 for all u ∈ C} is also a quaternary code and it is called the
dual code of C .
Them-spotty Lee weight enumerator of a quaternary code C is defined as
LC (z) =
∑
u=(u1,...,un)∈C
n∏
i=1
zdwL(ui)/te.
Let B = {0, 1, 2, . . . , b} ⊂ N. A(J1, J2, . . . , Jn) = |{u ∈ C |J(ui) = Ji}| where Ji ∈ B4. Ji = (ji0, ji1, ji2, ji3) ∈ B4 and
J(ui) = (ji0, ji1, ji2, ji3)where jik = |{r|uir = k}|.jik gives the number of entries in ui that equal to k.
J(ui) is called the spectra of the ith b-byte ui of u.Under the definitions given above, it is possible to interpret them-spotty
Lee weight enumerator of a quaternary code C in the following way:
LC (z) =
∑
(J1,J2,...,Jn)∈B4n
A(J1, J2, . . . , Jn)
n∏
i=1
zdρ(Ji)/te
where ρ(Ji) = ji1 + ji3 + 2ji2.
2. The identity
An important identity for codes in general is the identity that relates the weight enumerator of a code to its dual. This
identity is referred to as MacWilliams identity [8]. One of the applications of this identity is that if the weight enumerator
of a code with relatively small size compared to its dual is known, then the weight enumerator of its dual can be directly
computed by applying this identity. In this section, first we state a lemma then we prove the main theorem. Afterwards, we
illustrate the theorem by applying it to relatively small example in order tomake the examplemore accessible to the reader.
Lemma 2.1 ([7]). Let C be a quaternary code and f : Zn4 → C[z] (C denotes the set of complex numbers) be a function. Then,∑
v∈C⊥
f (v) = 1|C |
∑
u∈C
f˜ (u) (1)
where f˜ (u) =∑v∈Zbn4 I〈u,v〉f (v) and u ∈ Zbn4 and I2 = −1.
Theorem 2.1. Let C be a quaternary code. The relation between the m-spotty Lee weight enumerators of C and its dual is given
by
LC⊥(z) =
1
|C |
∑
u∈C
n∏
i=1
(
g(t)J (z)
)
= 1|C | LC
(
g(t)J (z)
)
(2)
where
g(t)J (z) =
3∏
k=0
 jik∑
s(k)i0 =0
jik−s(k)i0∑
s(k)i1 =0
jik−s(k)i0 −s(k)i1∑
s(k)i2 =0
jik!
s(k)i0 !s(k)i1 !s(k)i2 !s(k)i3 !
 Ik 3∑l=1 ls(k)il zd(s(k)i1 +2s(k)i2 +s(k)i3 )/te (3)
and J = (ji0, ji1, ji2, ji3).
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Proof. In Lemma 2.1, we set f (v) =∏ni=1 zdwL(vi)/te. Then,
f˜ (u) =
∑
v∈Zbn4
I〈u,v〉
n∏
i=1
zdwL(vi)/te
=
∑
v1∈Zb4
· · ·
∑
vn∈Zb4
I
b∑
i=1
b∑
j=1
uijvij n∏
i=1
zdwL(vi)/te
=
∑
v1∈Zb4
· · ·
∑
vn∈Zb4
n∏
i=1
I
b∑
j=1
uijvij
zdwL(vi)/te
=
n∏
i=1
∑
vi∈Zb4
I
b∑
j=1
uijvij
zdwL(vi)/te
 .
Now, since u is fixed, we may assume that J(ui) = (ji0, ji1, ji2, ji3) for all 1 ≤ i ≤ n. Further, since the vector v takes all
values in Zbn4 , we may classify the entries of vi with respect to the fixed vector ui in the following way. We let s
(k)
i0 , s
(k)
i1 , s
(k)
i2
and s(k)i3 be the number of entries of vi (the ith byte) with value zero, one, two and three respectively that share the same
index with the entries of ui whose number equals to jik where jik is the number of entries of ith byte of u that are equal to k.
For instance, if we let u = (0, 0, 1, 3, 0, 1, 2, 2) ∈ Z84 with b = 4, then J(u1) = (2, 1, 0, 1), and J(u2) = (1, 1, 2, 0). Now,
assume that v = (1, 2, 3, 0, 2, 1, 3, 3), where v1 = (1, 2, 3, 0) and v2 = (2, 1, 3, 3). For instance, the values corresponding
to v1 (the first byte), s
(0)
11 , s
(0)
12 , s
(3)
10 and s
(1)
13 equal to 1, and all other cases equal to zero. The values corresponding to v2 (the
second byte), s(0)22 , s
(0)
21 equal to one, s
(2)
23 equals to 2 and the rest equals to zero.
Now, consider 〈u, v〉 = ∑ni=1 (∑bj=1 uijvij). For fixed ith byte, we have∑bj=1 uijvij = ∑3k=0 k(s(k)i1 + 2s(k)i2 + 3s(k)i3 ) since
s(k)ij is the number of entries of vij that share the same index with the entries of ui that are equal to k. On the other hand, the
Lee weight of vi equals to
∑3
k=0(s
(k)
i1 + 2s(k)i2 + s(k)i3 ).
Next, we split the sum inside the parenthesis according to the index set of each b-byte components ui which are fixed
and by interpreting the inner sum accordingly, we have
f˜ (u) =
n∏
i=1
3∏
k=0
∑
3∑
l=0
s(k)il =jik
(
jik
s(k)i0 , s
(k)
i1 , s
(k)
i2 , s
(k)
i3
)
I
k
3∑
l=1
ls(k)il
zd
(
s(k)i1 +2s(k)i2 +s(k)i3
)
/te
.
Hence, we can rewrite the sum that depends on solutions of the Diophantine equation
∑3
l=0 s
(k)
il = jik. Thus,
f˜ (u) =
n∏
i=1
3∏
k=0
 jik∑
s(k)i0 =0
jik−s(k)i0∑
s(k)i1 =0
jik−s(k)i0 −s(k)i1∑
s(k)i2 =0
jik!
s(k)i0 !s(k)i1 !s(k)i2 !s(k)i3 !
 Ik 3∑l=1 ls(k)il zd(s(k)i1 +2s(k)i2 +s(k)i3 )/te
where s(k)i3 = jik − s(k)i0 − s(k)i1 − s(k)i2 .
f˜ (u) =
n∏
i=1
g(t)Ji(ui)(z).
By applying Lemma 2.1, we obtain the identity. 
Here, we give an example in order to illustrate the theorem.
Example. Let
G =
(
1 0 2 3 3 1 1 2 2 0 2 1
0 1 2 1 2 1 2 3 0 2 1 2
)
(4)
be the generator matrix of a quaternary code C of length 12. C is a free code and it has 16 codewords. The dual of C is
a quaternary code of length 12 and it has 410 codewords. Before we give the Lee m-spotty weight enumerator, we first
demonstrate how we apply the formulae given above. It is clear that the codeword u = (0, 1, 2, 1, 2, 1, 2, 3, 0, 2, 1, 2)
belongs to C . Let b = 6 and t = 2. Then, u = (u1, u2) and J(u1) = (1, 3, 2, 0) and J(u2) = (1, 1, 3, 1). Since, by Eq. (3),
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Table 1
Codewords and their corresponding terms.
Codewords J(u1), J(u2) g
(2)
J(u1)
(z)g(2)J(u2)(z)
(000000000000) (6, 0, 0, 0), (6, 0, 0, 0) a2
(012121230212) (1, 3, 2, 0), (1, 1, 3, 1) bc
(020202020020) (3, 0, 3, 0), (4, 0, 2, 0) bd
(032323210232) (1, 0, 2, 3), (1, 1, 3, 1) bc
(102331122021) (1, 2, 1, 2), (1, 2, 3, 0) bc
(110012312233) (2, 3, 1, 0), (0, 1, 2, 3) c2
(122133102001) (0, 2, 2, 2), (3, 2, 1, 0) cd
(130210332213) (2, 2, 1, 1), (0, 1, 2, 3) c2
(200222200002) (2, 0, 4, 0), (4, 0, 2, 0) cd
(212303030210) (1, 1, 2, 2), (3, 1, 1, 1) bd
(220020220022) (3, 0, 3, 0), (2, 0, 4, 0) bc
(232101010230) (1, 2, 2, 1), (3, 1, 1, 1) bd
(302113322023) (1, 2, 1, 2), (1, 0, 3, 2) bc
(310230112231) (2, 1, 1, 2), (0, 3, 2, 1) c2
(322311302003) (0, 2, 2, 2), (3, 0, 1, 2) cd
(330032132211) (2, 0, 1, 3), (0, 3, 2, 1) c2
Abbreviations: a = 1+78z+715z2+1716z3+1287z4+286z5+13z6, b = 1−6z+15z2−20z3+15z4−6z5+z6, c = 1−2z−5z2+20z3−25z4+14z5−3z6
and d = 1+ 6z − 29z2 + 36z3 − 9z4 − 10z5 + 5z6 .
g(2)J(u1)(z) = 1− 6z + 15z2 − 20z3 + 15z4 − 6z5 + z6 and g
(2)
J(u2)
(z) = 1− 2z − 5z2 + 20z3 − 25z4 + 14z5 − 3z6, the term
that is contributed to the weight enumerator by the codeword u is g(2)J(u1)(z)g
(2)
J(u2)
(z) = 1 − 8z − 165z4 + 528z5 + 22z2 +
32z11 − 154z10 + 1056z7 − 825z8 − 3z12 + 440z9 − 924z6.
If we compute J(ui) and their corresponding terms for each codeword, see Table 1, then we obtain the m-spotty Lee
weight enumerator of C as
LC (z) = 1+ z5 + 5z6 + 7z7 + 2z8.
Now, by Theorem 2.1 and the data from Table 1, we have
LC⊥(z) =
1
|C |
∑
u∈C
2∏
i=1
(
g(2)J (z)
)
= 1+ 7z + 457z2 + 7269z3 + 48652z4 + 166166z5
+ 301778z6 + 301658z7 + 166169z8 + 48723z9 + 7221z10 + 465z11 + 10z12.
3. Conclusion
In this paper, we definem-spotty Lee weight enumerators and we prove a MacWilliams identity form-spotty Lee weight
enumerators. Similar extensions of definitions to different rings and identities remain to be interesting problems. Further,
an attempt to investigate the structure of m-spotty error correcting codes over rings and relating them to binary codes is
also an interesting problem.
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