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1. Introduction
Here we will consider a fully hyperbolic thermoelastic beam model. That is to say, instead of the
classical thermoelastic system deﬁned by the Euler–Bernoulli equation coupled with the (parabolic)
heat equations, we will use the Timoshenko system coupled to a hyperbolic heat model deﬁned by
the Cattaneo law. From our point of view this model explains better the thermoelastic phenomenon.
Next we will explain the reasons of these changes.
The well-known Euler–Bernoulli model for the transverse vibration of a beam is not suitable for
all applications. The model permits transmission of energy at speeds approaching inﬁnity. Rayleigh
solved this problem in principle by introducing rotatory inertial but the corrections were insuﬃcient.
In 1921, Timoshenko made a further improvement by which shear deformation is taken into account.
The mathematical model consists of two partial differential equations presented as follows (see [22])
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ρ Iψtt = Mx − S. (1.2)
By t we denote the time variable, x is the space variable, ϕ is the transverse displacement, ψ is
the rotation of the transversal section of the neutral axes, ρ is the mass density, M is the curvature
moment, S is the stress, A is the area of the transversal section and I is the inertial moment of the
transversal section. The corresponding constitutive laws are given by
M = E Iψx − δθ, (1.3)
S = kAG(ϕx + ψ). (1.4)
In these equations δ denotes the density, E and G are the elastic constants and k is the shear
coeﬃcient. Finally by θ we are denoting the difference of temperature.
On the other hand, it is well known that the model for the temperature using Fourier’s law results
in a physical discrepancy of inﬁnite heat propagation speed of signals. In others words, any thermal
disturbance at a single point has an instantaneous effect everywhere in the continuous medium. For
some applications like laser cleaning computer chips with very short laser pulses, see the references
in [17]. It is worth while thinking of another model removing this paradox, but still keeping the es-
sentials of a heat conduction process. One such model is given by the simplest Cattaneo law replacing
Fourier’s law q = −k′∇θ (see [24]), that is
τqt + q + k′θx = 0,
now regarding the heat ﬂux vector as another function to be determined through the differential
equation. The positive parameter τ is the relaxation time describing the time lag in the response of
the heat ﬂux to a gradient in the temperature. To see the hyperbolic nature of this model, let us
combine the balance of the energy θt + qx = 0 with the Cattaneo law to obtain
τθtt − k′θxx + θt = 0,
which is the damped wave equation, once more we obtain the well-known exponential stability. That
is, both models, Fourier and Cattaneo, exhibit the same qualitative behavior, with both leading to
exponentially stable systems for pure heat conduction.
Therefore, from the constitutive laws (1.1)–(1.4) and the balance of the energy given by the Catta-
neo law, we get the system
	1ϕtt − κ(ϕx + ψ)x = 0 in ]0, l[× ]0,∞[, (1.5)
	2ψtt − bψxx + κ(ϕx + ψ) + δθx = 0 in ]0, l[× ]0,∞[, (1.6)
	3θt + qx + δψxt = 0 in ]0, l[× ]0,∞[, (1.7)
τqt + βq + θx = 0 in ]0, l[× ]0,∞[, (1.8)
where we are assuming 	1 = ρA, κ = kG A, 	2 = ρ I and b = E I . The positive constants 	3, τ , δ and
β relate to hypotheses in thermoelasticity.
Here we consider the following boundary conditions
ϕ(0, t) = ϕ(l, t) = ψx(0, t) = ψx(l, t) = θ(0, t) = θ(l, t) = 0, ∀t  0, (1.9)
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ϕ(x,0) = ϕ0(x), ϕt(x,0) = ϕ1(x), ψ(x,0) = ψ0(x), ψt(x,0) = ψ1(x),
θ(x,0) = θ0(x), q(x,0) = q0(x), ∀x ∈]0, l[. (1.10)
In all the literature concerning Timoshenko system, when only one dissipation is taking into ac-
count over the two-by-two Timoshenko system, the conclusion is that the exponential stability holds
if and only if the velocities of propagations are equal. That is to say, denoting by χ the difference of
velocities of propagations
χ = κ
ρ1
− b
ρ2
,
this conclusion can be written as: The semigroup associated to Timoshenko system is exponentially stable
if and only if χ = 0. Therefore χ is an important number that characterizes the asymptotic behavior
of the solutions to Timoshenko system. This was proved to memory viscoelastic constitutive laws in
[1,3,4,6,8,12]; to thermoelastic constitutive laws with Fourier law and also to thermoelastic dissipation
of type III in [10,12,23]; to Timoshenko system with boundary dissipation in [15,16] and also with
locally distributed dissipation [18–20]. Of course, since Timoshenko system is a two-by-two system
of hyperbolic equations, if there exist two dissipative mechanisms, we always get the exponential
stability, no matter if the velocities of propagations are equal or not, see [13,14,21].
Here we consider the Timoshenko beam model with thermal dissipation given by Cattaneo law. As
proved in [5] this dissipation is different to all studied in the above cited references. Moreover, the
stability number χ does not say anything about the exponential decay of the corresponding semi-
group. We can ask, why this fails?
It fails because all the thermal dissipations considered before [5], were of parabolic type. That is
to say, Timoshenko beam model was coupled to a heat equation of type
	3θt − k′θxx + δψxt = 0,
or with thermoelasticity of type III
	3θtt − κ1θxx − κ1θxxt + γψxtt = 0.
The latter model for the temperature was considered in [10]. Of course it is not 100% parabolic
in the classical sense, but the semigroup associated to this model (γ = 0) is analytical as proved
in [9]. Cattaneo’s law turns the Timoshenko beam model coupled with the heat equation, into a fully
hyperbolic system, this means that the temperature also has a ﬁnite speed of propagation which
plays an important role in the exponential stability. Here we prove that Cattaneo’s law modiﬁes the
stability number χ . Since the new hyperbolic system is now 3× 3 more conditions appear, therefore
we introduce a new stability number
χ0 :=
(
τ − 	1
	3κ
)(
	2 − b	1
κ
)
− τ	1δ
2
	3κ
.
In this paper we prove that the exponential decay holds if and only if χ0 = 0. Note that when
τ = 0, Cattaneo’s law turns into the Fourier law and the conditions over the new number χ0 are
equivalent to the old stability number. That is, we get the same result as such proved in [23] to
Timoshenko system with thermal dissipation given by the Fourier law. Moreover in case that χ0 = 0,
we prove that the system decays polynomially to zero as t−1/2. Finally, we prove that this rate of
decay is optimal. That is, this rate cannot be improved for any initial data in D(A).
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Huang theorem to dissipative systems. See also [7,11].
Theorem 1.1. Let S(t) = eAt be a C0-semigroup of contractions on Hilbert space. Then S(t) is exponentially
stable if and only if iR⊂ 	(A) and
lim|λ|→∞
∥∥(iλI −A)−1∥∥L(H) < ∞. (1.11)
On the other hand, to show the polynomial stability we use the result [2].
Theorem 1.2. Let S(t) be a bounded C0-semigroup on a Hilbert space H with generator A such that iR ⊂
	(A). Then
1
|λ|α
∥∥(iλI −A)−1∥∥L(H)  C, ∀λ ∈R ⇔ ∥∥S(t)A−1∥∥L(H)  ct1/α .
The paper is organized as follows. In Section 2 we will ﬁnd a necessary and suﬃcient condition to
get exponential stability. In Section 3 we will show that in general the Timoshenko–Cattaneo system is
polynomially stable, with rate of decay 1/
√
t . Additionally we show that this rate of decay is optimal.
2. The semigroup approach
In this section we will show that the system (1.5)–(1.10) is well posed using the semigroup tech-
niques. Let us denote for H = H10(0, l) × L2(0, l) × H1∗(0, l) × L2∗(0, l) × L2(0, l) × L2(0, l) the Hilbert
space with internal product given by
(U , V ) =
l∫
0
[
	1Φ
1Φ2 + κ(ϕ1x + ψ1)(ϕ2x + ψ2)+ 	2Ψ 1Ψ 2 + bψ1x ψ2x + 	3θ1θ2 + τq1q2]dx,
where U = (ϕ1,Φ1,ψ1,Ψ 1, θ1,q1)T and V = (ϕ2,Φ2,ψ2,Ψ 2, θ2,q2)T . Here
L2∗(0, l) =
{
f ∈ L2(0, l);
l∫
0
f dx = 0
}
, H1∗(0, l) = H1(0, l) ∩ L2∗(0, l),
and
H2∗(0, l) =
{
f ∈ H1∗(0, l); fx ∈ H10(0, l)
}
.
Let us deﬁne the operator A as
AU =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Φ
κ
	1
(ϕx + ψ)x
Ψ
b
	2
ψx − κ	2 (ϕx + ψ) − δ	2 θx
− 1	3 qx − δ	3 Ψx
β 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.− τ q − τ θx
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D(A) = H2(0, l) ∩ H10(0, l) × H2∗(0, l) ∩ H1∗(0, l) × H10(0, l) × H1(0, l).
Since the operator A is dissipative and
Re(AU ,U )H = −β
l∫
0
|q|2 dx, (2.1)
we conclude that
l∫
0
|q|2 dx ‖U‖H‖F‖H, (2.2)
where F = ( f1, f2, f3, f4, f5, f6)T .
As showed in [5] we have the following theorem:
Theorem 2.1. The operatorA is the inﬁnitesimal generator of a C0-semigroup of contractions over the Hilbert
spaceH.
3. Exponential stability
Here we will show the exponential stability. To do this we will show, following [11], that the
resolvent is uniformly bounded over the imaginary axes. Note that the resolvent system in terms of
the coeﬃcients is given by
iλϕ − Φ = f1, (3.1)
iλ	1Φ − κ(ϕx + ψ)x = 	1 f2, (3.2)
iλψ − Ψ = f3, (3.3)
iλ	2Ψ − bψxx + κ(ϕx + ψ) + δθx = 	2 f4, (3.4)
iλ	3θ + qx + δΨx = 	3 f5, (3.5)
iλτq + βq + θx = τ f6, (3.6)
where λ ∈ R. Our starting point is to show that iR ∩ σ(A) = ∅, where σ(A) is the spectrum of A.
Note that 0 ∈ 	(A) therefore A−1 is bounded and it is a bijection between H and the domain D(A).
Since D(A) has compact embedding into H it follows that A−1 is a compact operator, which implies
that the spectrum of A is discrete.
Lemma 3.1. Under the above notations we have that
iR⊂ 	(A).
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AW = iλW , λ ∈R.
From (2.1) we get q = 0, which implies that θ = 0. From Eqs. (3.3) and (3.5) we conclude that
ψ = Ψ = 0. Therefore from (3.4) we get ϕ = 0. This implies that W = 0. But this is a contradiction,
therefore there are not imaginary eigenvalues. 
Remark 3.1. In particular this result implies that the semigroup is strongly stable, that is
S(t)U0 → 0,
where S(t) := eAt is the C0-semigroup of contractions on Hilbert space H and U0 is the initial data.
Lemma 3.2. Under the above conditions we have that there exists a positive constant c such that
l∫
0
|θ |2 dx c‖Ψ ‖‖q‖ + c‖U‖H‖F‖H. (3.7)
Proof. From Eq. (3.5) we get
iλ	3
l∫
x
θ ds + [q(l) − q(x) + δ(Ψ (l) − Ψ (x))]= 	3
l∫
x
f5 ds.
Multiplying the above equation by
∫ l
0 qdx we have
iλ	3
l∫
x
θ ds
l∫
0
qdx+ [q(l) + δΨ (l)] l∫
0
qdx− q(x)
l∫
0
qdx− δΨ (x)
l∫
0
qdx = 	3
l∫
x
f5 ds
l∫
0
qdx.
Using Eq. (3.6) we obtain
iλ	3
l∫
x
θ
l∫
0
qdx = −	3
τ
l∫
x
θ ds
l∫
0
βq − τ f6 dx.
From there it follows that
[
q(l) + δΨ (l)] l∫
0
qdx = −	3
τ
l∫
x
θ ds
l∫
0
βq − τ f6 dx+ q(x)
l∫
0
qdx− δΨ
l∫
0
qdx+ 	3
l∫
x
f5 ds
l∫
0
qdx.
Integrating over [0, l] and using (2.2) we can conclude that
∣∣∣∣∣[q(l) + δΨ (l)]
l∫
qdx
∣∣∣∣∣ c‖θ‖‖q‖ + C‖Ψ ‖‖q‖ + C‖U‖H‖F‖H. (3.8)
0
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over [0, l] we obtain
iλτ
l∫
0
x∫
0
qds θ dx+ β
l∫
0
x∫
0
qds θ dx+
l∫
x
|θ |2 dx = τ
l∫
0
x∫
0
f6 ds θ dx.
From (3.5) we have
iλτ
l∫
0
x∫
0
qds θ dx = − τ
	3
l∫
0
x∫
0
qds iλ	3θ dx = τ
	3
l∫
0
x∫
0
qds (qx + δΨx − 	3 f5)dx
= τ
	3
[ l∫
0
qdx
[
q(l) + δΨ (l)]− l∫
0
|q|2 dx−
l∫
0
qΨ dx+ 	3
l∫
0
x∫
0
qds f5 dx
]
.
From (3.8) we have
∣∣∣∣∣iλτ
l∫
0
x∫
0
qds θ dx
∣∣∣∣∣ c‖θ‖‖q‖ + c‖Ψ ‖‖q‖ + c‖U‖H‖F‖H. (3.9)
Therefore we obtain
l∫
0
|θ |2 dx c‖θ‖‖q‖ + c‖Ψ ‖‖q‖ + c‖U‖H‖F‖H.
Using (2.2) our conclusion follows. 
Lemma 3.3. Under the above conditions we have that there exists a positive constant c such that
l∫
0
|Ψ |2 dx c‖U‖H‖F‖H + c|λ| ‖U‖H‖θ‖. (3.10)
Moreover for any ε > 0 there exists cε > 0 such that
l∫
0
|ψx|2 dx cε|λ| ‖U‖H‖θ‖ +
ε
|λ|2
l∫
0
|ϕx + ψ |2 dx+ cε‖U‖H‖F‖H, (3.11)
for |λ| large enough.
Proof. Multiplying Eq. (3.5) by
∫ x
0 Ψ ds we have
iλ	3
l∫
θ
l∫
Ψ dsdx+
l∫
qx
x∫
Ψ dsdx+ δ
l∫
|Ψ |2 dx = 	3
l∫
f5
x∫
Ψ dsdx.0 0 0 0 0 0 0
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δ
l∫
0
|Ψ |2 dx = 	3
l∫
0
f5
x∫
0
Ψ dsdx−
l∫
0
qx
x∫
0
Ψ dsdx
+ 	3
	2
l∫
0
θ
x∫
0
[−bψxx + κ(ϕx + ψ) + δθx − 	2 f4]dx.
From there it follows that
l∫
0
|Ψ |2 dx c‖U‖H‖F‖H + c|λ| ‖U‖H‖θ‖ + c‖θ‖‖ψx‖ + c‖θ‖
2.
Using Lemma 3.2 we arrive at
l∫
0
|Ψ |2 dx cε‖U‖H‖F‖H + c|λ| ‖U‖H‖θ‖ + c‖θ‖‖ψx‖. (3.12)
Multiplying Eq. (3.4) by ψ we get
b
l∫
0
|ψx|2 dx = −iλ	2
l∫
0
Ψψ dx− k
l∫
0
(ϕx + ψ)ψ dx− δ
l∫
0
θxψ dx+ 	2
l∫
0
f4ψ dx
 cε
l∫
0
|Ψ |2 dx+ ε|λ|2
l∫
0
|ϕx + ψ |2 dx+ c
l∫
0
|θ |2 dx
+ b
2
l∫
0
|ψx|2 dx+ c‖U‖H‖F‖H.
From Lemma 3.2 we arrive at
l∫
0
|ψx|2 dx 
l∫
0
|Ψ |2 dx+ |λ|2
l∫
0
|ϕx + ψ |2 dx+ c‖U‖H‖F‖H. (3.13)
From (3.12), (3.13) and Lemma 3.2 we conclude that
l∫
0
|Ψ |2 dx c‖U‖H‖F‖H + c|λ| ‖U‖H‖θ‖.
The proof is now complete. 
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l∫
0
|θ |2 dx c
[
c‖U‖1/2H ‖F‖1/2H +
c
|λ|1/2 ‖U‖
1/2
H ‖θ‖1/2
]
‖q‖ + c‖U‖H‖F‖H
 |λ| ‖U‖H‖θ‖ + c‖U‖H‖F‖H
 |λ|2 ‖U‖
2
H + c‖U‖H‖F‖H
for |λ| large enough.
Here we will introduce two important numbers we call as dissipative numbers, associated to
Timoshenko–Cattaneo systems:
χ0 :=
(
τ − 	1
	3κ
)(
	2 − b	1
κ
)
− τ	1δ
2
	3κ
, χ1 := τ − 	1
κ	3
. (3.14)
The above numbers will characterize the exponential and polynomial stability of the system.
Lemma 3.4. Let us suppose that χ1 = 0, then we have that
∣∣∣∣κχ1 − c|λ|2
∣∣∣∣
l∫
0
|ϕx + ψ |2 dx |χ0|
∣∣∣∣∣
l∫
0
ΨΦx dx
∣∣∣∣∣+ c|λ| ‖U‖H‖θ‖ + c‖U‖H‖F‖H.
If χ1 = 0 then we have
l∫
0
|ϕx + ψ |2 dx c
∣∣∣∣∣
l∫
0
ΨΦx dx
∣∣∣∣∣+ c|λ| ‖U‖H‖θ‖ + c|λ|2‖U‖H‖F‖H,
for |λ| large enough.
Proof. Multiplying Eq. (3.4) by ϕx + ψ and integrating by parts over [0, l] we get
κ
l∫
0
|ϕx + ψ |2 dx = − iλ	2
l∫
0
Ψϕx dx
︸ ︷︷ ︸
:=I1
− iλ	2
l∫
0
Ψψ dx
︸ ︷︷ ︸
:=I2
−b
l∫
0
ψx[ϕx + ψ]x dx
︸ ︷︷ ︸
:=I3
+ δ
l∫
0
θx[ϕx + ψ]x dx
︸ ︷︷ ︸
:=I4
+	2
l∫
0
f4[ϕx + ψ]dx.
Substituting ϕ , ψ and [ϕx + ψ]x given, respectively, by (3.1), (3.3), (3.3) into I1, I2, I3 and I4,
respectively, we get
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l∫
0
|ϕx + ψ |2 dx = −λ	2
l∫
0
Ψϕx dx− λ	2
l∫
0
Ψψ dx+ λ	1b
κ
l∫
0
ψxΦ dx− λ	1δ
κ
l∫
0
θΦ dx
+
l∫
0
f4[ϕx + ψ]dx
=
[
	2 − 	1b
κ
] l∫
0
ΨΦx dx− i λ	1δ
κ
l∫
0
θΦ dx− λ	2
l∫
0
Ψψ dx
− δ
κ
l∫
0
θ f2 dx+ 	2
l∫
0
Ψ f1,x dx− 	1b
κ
l∫
0
f3,xΦ dx+
l∫
0
f4[ϕx + ψ]dx
︸ ︷︷ ︸
:=R1
.
From where we have
κ
l∫
0
|ϕx + ψ |2 dx =
[
	2 − 	1b
κ
] l∫
0
ΨΦx dx− i λ	1δ
κ
l∫
0
θΦ dx+ 	2‖Ψ ‖2 + R1. (3.15)
On the other hand, multiplying Eq. (3.5) by Φ and integrating by parts we get
i
λ	1δ
κ
l∫
0
θΦ dx = 	1δ
	3κ
l∫
0
[−qx − δΨx + 	3 f5]Φ dx
= 	1δ
	3κ
l∫
0
qΦx dx− 	1δ
2
	3κ
l∫
0
ΨxΦ dx+ 	1δ
κ
l∫
0
f5Φ dx
= −	1δ
2
	3κ
l∫
0
ΨxΦ dx− i 	1δ
	3κ
l∫
0
λqϕx dx+ R2,
where
R2 = − 	1δ
	3κ
l∫
0
q f1,x dx+ 	1δ
κ
l∫
0
f5Φ dx.
Using (3.3) we get
i
λ	1δ
κ
l∫
0
θΦ dx = −	1δ
2
	3κ
l∫
0
ΨxΦ dx− i 	1δ
	3κ
l∫
0
λq[ϕx + ψ]dx
+ 	1δ
	3κ
l∫
qΨ dx− 	1δ
	3κ
l∫
q f3 dx+ R2. (3.16)0 0
M.L. Santos et al. / J. Differential Equations 253 (2012) 2715–2733 2725If χ1 = 0, then the substitution of (3.16) into (3.15) implies the second inequality. Let us suppose
that χ1 > 0. Then using (3.5) and (3.1) we have
λ	1δ
κ
l∫
0
θΦ dx = − 	1δ
	3κ
l∫
0
iλqϕx dx− 	1δ
2
	3κ
l∫
0
ΨxΦ dx+ R2, (3.17)
where R2  c‖U‖H‖F‖H . From (3.6) we get
− 	1δ
	3κ
l∫
0
iλqϕx dx = 	1δ
τ	3κ
l∫
0
βqϕx dx+ 	1δ
τ	3κ
l∫
0
θxϕx dx− 	1δ
	3κ
l∫
0
f6ϕx dx
︸ ︷︷ ︸
:=R3
,
that is to say,
− 	1δ
	3κ
l∫
0
iλqϕx dx = 	1δ
τ	3κ
l∫
0
θxϕx dx+ β	1δ
τ	3κ
l∫
0
qϕx dx+ R3, (3.18)
and using (3.4) we have
	1δ
τ	3κ
l∫
0
θxϕx dx = − 	1
τ	3κ
l∫
0
[
iλ	2Ψ − bψxx + κ(ϕx + ψ) − 	2 f4
]
ϕx dx
= 	1
τ	3κ
l∫
0
	2Ψλϕx dx+ 	1
τ	3κ
l∫
0
bψxxϕx dx− 	1
τ	3κ
l∫
0
κ(ϕx + ψ)ϕx dx
− 	1	2
τ	3κ
l∫
0
f4ϕx dx
= 	1
τ	3κ
l∫
0
	2ΨΦx dx− 	1
τ	3κ
l∫
0
	2Ψ f1,x dx+ 	1
τ	3κ
l∫
0
bψxx[ϕx + ψ]dx
− 	1
τ	3κ
l∫
0
bψxxψ dx− κ	1
τ	3κ
l∫
0
|ϕx + ψ |2 dx+ 	1
τ	3κ
l∫
0
κ(ϕx + ψ)ψ dx
− 	1	2
τ	3κ
l∫
0
f4ϕx dx.
From there it follows
	1δ
τ	3κ
l∫
θxϕx dx = 	1
τ	3κ
l∫
	2ΨΦx dx− 	1
τ	3κ
l∫
	2Ψ f1,x dx− b	1
τ	3κ
l∫
ψx[ϕx + ψ]x dx0 0 0 0
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τ	3κ
l∫
0
|ψx|2 dx− κ	1
τ	3κ
l∫
0
|ϕx + ψ |2 dx+ 	1
τ	3κ
l∫
0
κ(ϕx + ψ)ψ dx
− 	1	2
τ	3κ
l∫
0
f4ϕx dx.
Finally, using (3.2) we get
	1δ
τ	3κ
l∫
0
θxϕx dx = 	1
τ	3κ
l∫
0
	2ΨΦx dx− 	1
τ	3κ
l∫
0
	2Ψ f1,x dx− b	
2
1
τ	3κ2
l∫
0
ψxλΦ dx
+ b	1
τ	3κ
l∫
0
|ψx|2 dx− κ	1
τ	3κ
l∫
0
|ϕx + ψ |2 dx+ 	1
τ	3κ
l∫
0
κ(ϕx + ψ)ψ dx
− b	1
τ	3κ2
l∫
0
ψx f 2 dx− 	1	2
τ	3κ
l∫
0
f4ϕx dx,
or
	1δ
τ	3κ
l∫
0
θxϕx dx =
[
	1	2
τ	3κ
− b	
2
1
τ	3κ2
] l∫
0
ΨΦx dx+ b	1
τ	3κ
l∫
0
|ψx|2 dx
− κ	1
τ	3κ
l∫
0
|ϕx + ψ |2 dx+ 	1
τ	3κ
l∫
0
κ(ϕx + ψ)ψ dx
− b	1
τ	3κ2
l∫
0
ψx f 2 dx− 	1
τ	3κ
l∫
0
	2Ψ f1,x dx+ b	
2
1
τ	3κ2
l∫
0
f1Φ dx+ 	1	2
τ	3κ
l∫
0
f4ϕx dx
︸ ︷︷ ︸
:=R4
.
Substituting the above equality into (3.18) we get
− 	1δ
	3κ
l∫
0
iλqϕx dx =
[
	1	2
τ	3κ
− b	
2
1
τ	3κ2
]
Re
l∫
0
ΨΦx dx
− κ	1
τ	3κ
l∫
0
|ϕx + ψ |2 dx+ b	1
τ	3κ
l∫
0
|ψx|2 dx
+ 	1
τ	3κ
l∫
κ(ϕx + ψ)ψ dx+ β	1δ
τ	3κ
l∫
qϕx dx+ R3 + R4.0 0
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i
λ	1δ
κ
l∫
0
θΦ dx =
[
	1	2
τ	3κ
− b	
2
1
τ	3κ2
+ 	1δ
2
	3κ
]
Re
l∫
0
ΨΦx dx
− κ	1
τ	3κ
l∫
0
|ϕx + ψ |2 dx+ b	1
τ	3κ
l∫
0
|ψx|2 dx
+ 	1
τ	3κ
l∫
0
κ(ϕx + ψ)ψ dx+ β	1δ
τ	3κ
l∫
0
qϕx dx+ R2 + R3 + R4.
Inserting the above inequality into (3.15) we have
(
τκ − κ	1
	3κ
) l∫
0
|ϕx + ψ |2 dx =
[(
τ − 	1
	3κ
)(
	2 − b	1
κ
)
− τ	1δ
2
	3κ
] l∫
0
ΨΦx dx
+ β	1δ
	3κ
l∫
0
qϕx dx− b	1
	3κ
l∫
0
|ψx|2 dx+ τ	2
l∫
0
|Ψ |2 dx
− 	1
	3κ
l∫
0
κ(ϕx + ψ)ψ dx+ τ R1 + τ R2 + τ R3 + τ R4.
Taking the real part and then absolute value of the above expression and using
β	1δ
	3κ
l∫
0
qϕx dx = β	1δ
	3κ
l∫
0
q[ϕx + ψ]dx− β	1δ
	3κ
l∫
0
qψ dx,
we get
κχ1
l∫
0
|ϕx + ψ |2 dx χ0
∣∣∣∣∣
l∫
0
ΨΦx dx
∣∣∣∣∣+ c‖q‖‖U‖H + c
l∫
0
[|ψx|2 + |Ψ |2]dx
+ c|λ|2
l∫
0
|ϕx + ψ |2 dx+ c‖U‖H‖F‖H.
Using Lemma 3.3 and recalling the deﬁnition of χ0 and χ1 we get
(
χ1 − c|λ|2
) l∫
0
|ϕx + ψ |2 dx χ0
∣∣∣∣∣
l∫
0
ΨΦx dx
∣∣∣∣∣+ c|λ|2 ‖U‖H‖θ‖ + c‖U‖H‖F‖H, (3.19)
from where our conclusion follows. 
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Proof. Multiplying Eq. (3.2) by ϕ we get
	1
∫
|Φ|2 dx = κ
l∫
0
|ϕx + ψ |2 dx− κ
l∫
0
(ϕx + ψ)ψ dx+ 	1
l∫
0
f2ϕ dx.
From there it follows
	1
∫
|Φ|2 dx c
l∫
0
|ϕx + ψ |2 dx+ c
l∫
0
|Ψ |2 dx+ c‖U‖H‖F‖H.
Since χ0 = 0 we have that
(
τ − 	1
	3κ
)
︸ ︷︷ ︸
:=χ1
(
	2 − b	1
κ
)
= τ	1δ
2
	3κ
> 0.
Therefore χ1 = 0. Using the ﬁrst inequality in Lemma 3.4 for |λ| large enough we get
l∫
0
|ϕx + ψ |2 dx c‖q‖‖U‖H + c‖U‖H‖θ‖ + c‖U‖H‖F‖H. (3.20)
Then the above inequality together with Lemma 3.3 implies that
	1
∫
|Φ|2 dx c‖q‖‖U‖H + c‖U‖H‖θ‖ + c‖U‖H‖F‖H. (3.21)
From Lemma 3.3 we have
l∫
0
|Ψ |2 dx c‖U‖H‖F‖H + c‖U‖H‖θ‖. (3.22)
Lemma 3.3 together with inequality (3.20) also implies that
l∫
0
|ψx|2 dx c‖U‖H‖θ‖ + c‖q‖‖U‖H + c‖U‖H‖F‖H. (3.23)
Finally, Lemma 3.2 implies
l∫
|θ |2 dx c‖U‖H‖q‖ + c‖U‖H‖F‖H. (3.24)0
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‖U‖2H  c‖U‖H‖q‖ + c‖U‖H‖F‖H + c‖U‖H‖θ‖,
or
‖U‖2H  c0‖q‖2 + c0‖θ‖2 + c0‖F‖2H
 c1‖U‖H‖F‖H + c1‖U‖H‖q‖ + c0‖F‖2H,
which implies that there exists a positive constant c2 that does not depend on |λ| such that
‖U‖H  c2‖F‖H.
From there the exponential decay holds.
To show that the condition is also necessary let us assume that there exists U ∈ H such that
‖U‖H = 0. Without loss of generality we can take f1 = f3 = f4 = f5 = f6 = 0 and choose f2(x) =
sin(μx)/ρ1 in system (3.1)–(3.6) with l = π and such that F = (0, f2,0,0,0,0) is limited in H. Be-
cause of the boundary conditions (1.9) we can suppose that
ϕ = A sin(μx), ψ = B cos(μx), θ = D sin(μx), q = E cos(μx). (3.25)
Therefore, system (3.1)–(3.6) is equivalent to
[−	1λ2 + κμ2]A + κμB = 1, (3.26)
κμA + [−	2λ2 + bμ2 + κ]B + δμD = 0, (3.27)
i	3λD − μE − iδλμB = 0, (3.28)
(iτλ + β)E + μD = 0, (3.29)
where μ ∈N. So we have that
E = − μ
iτλ + β D.
Therefore we can rewrite the above system as
( p1 κμ 0
κμ p2 δμ
0 −iδλμ p3
)( A
B
D
)
=
(1
0
0
)
,
where
p1 = −	1λ2 + κμ2, p2 = −	2λ2 + bμ2 + κ, p3 = i	3λ + μ
2
iτλ + β .
Therefore
A = p2p3 + iλδ
2μ2
p p p + iλδ2μ2p − κ2μ2p =
K
p K − κ2μ2 , (3.30)1 2 3 1 3 1
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K = p2 + δ2μ2 −τλ
2 + iβλ
−	3τλ2 + iβ	3λ + μ2 .
Now, let us take λ such that p1(λ) = d, that is λ2 = κμ2/	1 − d/	1, where d ∈ R is going to be
ﬁxed later. Then we get
K = p2 + δ2μ2 −τκμ
2/	1 + τd/	1 + iβλ
(1− 	3τκ/	1)μ2 + 	3τd/	1 + iβ	3λ . (3.31)
Let us denote χ2 := 1− 	3τκ	1 . If χ1 = 0, then we have that χ2 = −
	3τκ
	1
χ1 = 0. In this case we take
d = 0, so K can be written as
K = −
(
	2κ
	1
− b
)
μ2 + κ + τ δ
2μ2
iβ	3
λ + δ
2μ2
	3
. (3.32)
Therefore since d = 0 we have that
A = − K
κ2μ2
= − τδ
2
iκ2β	3
λ + 1
κ
(
	2
	1
− b
κ
− δ
2
κ	3
)
− 1
κμ2
≈ − τδ
2
iκ2β	3
λ,
for λ large. Therefore
‖Uμ‖2H  	1‖Φμ‖2 = A2|λ|2	1
π∫
0
∣∣sin(μx)∣∣2 dx
= π
2
|A|2|λμ|2	1 ≈ π
2
τ 2δ4
κ4β2	23
|λμ|4	1. (3.33)
This implies that
‖Uμ‖H → ∞,
as μ → ∞. Finally, suppose that χ1 = 0 and χ0 = 0. Then from (3.31) we get
K = p2 + δ2μ2 −τκμ
2/	1 + τd/	1 + iβλ
χ2μ2 + 	3τd/	1 + iβ	3λ
= p2 − δ2μ2 (τκ/	1)
χ2
− (1− 2χ2)τd/	1 − iβλ
χ2(χ2μ2 + 	3τd/	1 + iβ	3λ)δ
2μ2
=
(
−	2 κ
	1
+ b − δ2 τκ/	1
χ2
)
μ2 + k + 	2d
	1
− (1− 2χ2)τd − iβλ
χ2(χ2μ2 + 	3τd/	1 + iβ	3λ)δ
2μ2.
We will take d such that(
−	2 κ
	
+ b − δ2 τκ/	1
χ
)
d = κ2 ⇒ d = 	1χ1
κχ
.1 2 0
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K = κ
2
d
μ2 + κ + 	2d
	1
− (1− 2χ2)τd − iβλ
χ2(χ2μ2 + 	3τd + β	3λ)δ
2μ2
≈ κ
2
d
μ2 + κ + 	2d
	1
+ iβδ
2
χ22
λ − (1− 2χ2)τdδ
2
χ22
for λ large. From (3.30) and recalling that λ is such that p1(λ) = d we have
A =
κ2
d μ
2 + κ + 	2d	1 + i
βδ2
χ22
λ − (1−2χ2)τdδ2
χ22
κd + 	2d2	1 + i
βδ2
χ22
dλ − (1−2χ2)τd2δ2
χ22
≈ − χ
2
2κ
	1βδ2d2
λ.
Therefore
‖Uμ‖2H  	1‖Φμ‖2 = A2|λ|2	1
π∫
0
∣∣sin(μx)∣∣2 dx
= π
2
|A|2|λμ|2	1 ≈ c0|λμ|4. (3.34)
This implies that
‖Uμ‖H → ∞
as μ → ∞. Therefore, our conclusion follows. 
4. Polynomial decay
In this section we will show that in general the Timoshenko system goes to zero polynomially as
1/
√
t .
Theorem 4.1. Let us suppose that χ0 = 0, then the semigroup is polynomially stable and
∥∥S(t)U0∥∥H  1√t ‖U0‖D(A).
Moreover, this rate of decay is optimal.
Proof. Let us suppose that χ1 > 0. Using Lemma 3.4 we get
l∫
0
|ϕx + ψ |2 dx c|χ0|
∣∣∣∣∣
l∫
0
ΨΦx dx
∣∣∣∣∣+ c|λ| ‖U‖H‖θ‖ + c‖U‖H‖F‖H
 c|λ|
∣∣∣∣∣
l∫
Ψϕx dx
∣∣∣∣∣+ c|λ| ‖U‖H‖θ‖ + c‖U‖H‖F‖H. (4.1)
0
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	1
∫
|Φ|2 dx c|λ|
∣∣∣∣∣
l∫
0
Ψϕx dx
∣∣∣∣∣+ c|λ| ‖U‖H‖θ‖ + c|λ| ‖U‖H‖Ψ ‖ + c‖U‖H‖F‖H.
From Lemma 3.3 and by the inequalities (2.2), (3.7), (3.10), (3.11) we get for |λ| large enough
‖U‖2H  c|λ|
∣∣∣∣∣
l∫
0
Ψϕx dx
∣∣∣∣∣+ c|λ| ‖U‖H‖θ‖ + c|λ| ‖U‖H‖Ψ ‖ + c‖U‖H‖F‖H
 1
8
‖U‖2H + c|λ|2
l∫
0
|Ψ |2 dx+ c‖θ‖2 + c‖F‖2H
 1
6
‖U‖2H + c|λ|‖U‖H‖θ‖ + c|λ|4‖F‖2H
 1
4
‖U‖2H + c|λ|2‖θ‖2 + c |λ|4‖F‖2H
 1
2
‖U‖2H + c |λ|4‖F‖2H.
From there it follows that
1
|λ|2 ‖U‖H  C‖F‖H,
which is equivalent to
∥∥(λI −A)−1∥∥L(H)  C |λ|2.
Then using Theorem 2.4 in [2], we obtain
∥∥S(t)A−1∥∥L(H) =O(t− 12 ) ⇒ ∥∥S(t)A−1F∥∥L(H)  C√t ‖F‖H.
Since 0 ∈ ρ(A), it follows that A is onto over H, then taking AU0 = F , we get
∥∥S(t)U0∥∥H  C√t ‖U0‖D(A).
Therefore the solution decays polynomially. In case of χ0 = 0 and χ1 = 0 we use the same ideas
as above. So the polynomial decay holds.
Finally, to show the optimality we follow the same ideas of the proof of Theorem 4.1 Note that in
case of χ1 = 0 or χ0 = 0, it is valid inequality (3.34), therefore
‖U‖2H  c0|λ|4 (4.2)
M.L. Santos et al. / J. Differential Equations 253 (2012) 2715–2733 2733for |λ| large enough. If we assume that the rate of decay can be improved from 1/t1/2 to 1/t1/(2−)
for some  > 0, then we will have that
1
|λ|2− ‖U‖H
must be bounded. But this is not possible because of the inequality (4.2). The proof is now com-
plete. 
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