Recently, two influential PNAS papers have shown how our preferences for 'Hello Kitty' and 'Harley Davidson', obtained through Facebook likes, can accurately predict details about our personality, religiosity, political attitude and sexual orientation (Konsinski et al. 2013; Youyou et al 2015) . In this paper, we make the claim that though the wide variety of Facebook likes might predict such personal traits, even more accurate and generalizable results can be reached through applying a contexts-specific, parsimonious data strategy. We built this claim by predicting present day voter intention based solely on likes directed toward posts from political actors. Combining the online and offline, we join a subsample of surveyed respondents to their public Facebook activity and apply machine learning classifiers to explore the link between their political liking behaviour and actual voting intention. Through this work, we show how even a single well-chosen Facebook like, can reveal as much about our political voter intention as hundreds of random likes. Further, by including the entire political like history of the respondents, our model reaches prediction accuracies above previous multiparty studies (60-70%). We conclude the paper by discussing how a parsimonious data strategy applied, with some limitations, allow us to generalize our findings to the 1,4 million Danes with at least one political like and even to other political multiparty systems.
Introduction
In the recent decades, the enormous growth in digital platforms has provided researchers with the possibility to study human behaviour on a whole new scale.
From being limited to a couple of thousand respondents in a survey, studies covering hundreds of thousands or even a million people have emerged within the field of computational social science generating important new knowledge on our online and offline lives. Following these new potentials of big social data and the use of machine-learning algorithms to find hidden patterns, the general trend has been towards bigger and broader data samples.
The promises of these novel possibilities have admirably been illustrated by the work of Konsinski and colleagues who, in two papers ranked among the top-10 most influential papers in the history of PNAS * , have shown how our personal traits can be predicted based solely from the digital traces that we leave behind from our Facebook interactions (1, 2) . Applying machine learning to search for patterns in the hundreds of Facebook likes, these already famous studies showed us how our preference for 'Hallo Kitty' and 'Harley Davidson' can reveal details of our personality, religiosity, political attitude and sexual orientation -often with a higher precision than humans.
In this paper, we make the claim that though our preference for 'Hallo Kitty' and 'Harley Davidson' might accurately predict such personal traits, more accurate and generalizable results can be reached through a more parsimonious data strategy. We explore the effectiveness of this ideal of data simplicity by studying individual party choice in a multiparty system (i.e. Denmark) through the single measure of 'political likes' consisting of public Facebook likes on post by politicians and parties. Through machine learning based prediction models, we test how such political likes are able to predict present day voter intention for a subsample of reveal as much about our political voter intention as hundreds of random likes. In doing this, we wish to challenge the current ideal of 'broader and bigger the better', suggesting that the field of computational social science are by now reaching a maturity that makes it timely to replace the ideal of building models of broad data with an ideal of building parsimonious models of selective data.
Related work
The representative opinion survey was once the pinnacle of empirical research in political science (3, 4) . In recent years, scholars have however noted a new landmark in the field, namely bigger and broader datasets, cheaply and easily collected from the traces left behind from our digital interactions (5) . This trend has caused the emergence of studies into both individual political orientation and election results.
Scholars within the subfield of election forecasting have shown the potential for predicting election outcomes based on digital data from a diverse list of platforms including Youtube (6) , Google(7), Twitter (8, 9) , Facebook (10, 11) and even Wikipedia (12) . The big social media platforms such as Facebook and Twitter have been the most successful data sources, which both in accuracy and scale have shown to outperform traditional polling(6, See 13 for a general review). As mentioned by (14) , this emerging field has focused mostly on predicting aggregated electoral results, most likely because of the straightforward application of such predictions. A smaller group of studies have however focused on the task of predicting the individual political orientation of people. It has been shown how political profiling with Twitter data can reach very high accuracies (13) . While most of these early studies attain high predictions accuracies, this accuracy is reached by using only the most active users and results are rarely validated against offline data such as questionnaires (15) .
Facebook too has been used as a data source to effectively make predictions on political orientations along with personality, sexuality and religious beliefs (1, 2, 11, (15) (16) (17) (18) (19) . A convincing example is David et al. who show how political orientation can be determined by comparing peoples' writing style with the writings on politicians' public Facebook profiles. Most notable is the work by Kosinski & colleagues who have showed how the same set of Facebook likes (20 -300) pertaining to everything from reality stars to soil types, can be used to make predictions about peoples' personality and political orientation -often better than assessments made by humans (1, 2).
While accuracies have generally been high in these studies, most of the studies have zoomed in on predicting political orientation in a two-party system, hereby avoiding the much more challenging task of making predictions in a multiparty setting (18) . Further, while the broad data approaches have been able to establish a link between 'Hello Kitty' and a democratic political attitude, they have mostly left us in the dark in understanding the reasons behind this behaviour (c.f.
20, 21).

Data source
We base our prediction primarily on likes † made on posts from public pages of Danish parties and politicians collected from January 2015 to 2017 through the public Facebook Graph API. Likes, a generic mechanism used by Facebook users to express their support of content, have already shown to be a good proxy for predicting both electoral results and personal traits (1, 2, 10) making it an immediate choice for exploring the possibility for predicting political orientation.
We relate post likes to a baseline model developed on questionnaire data including questions on sociodemographic and political values that are based on current 'bestpractice' within political science (See Table S5 in SI). Going forth from the baseline model we compare five logistic regression models trained on different selections of independent variables as shown in For use in the final analysis, we only include respondents, who were able (and willing) to share their public Facebook ID (N = 1216) and respondents who would vote for any of the 9 parties currently in parliament and had engaged with political actors within the period (N = 659). This is slightly less than what we should have expected based on our database of 1,4 million Danes with a political Facebook like.
This slightly dropout (~23%), we ascribe primarily to privacy concerns (See Table   S3 ).
As a result of this dropout, representativeness of the data sample becomes slightly distorted. However, for the most parts, the distortion simply reproduces Facebook's already skewed user groups. The only large skew in the data are thus age, with an underrepresentation of older users. A recent study in the neighbor country of Norway, however found that age had very limited effect on how often a person would like political actors (22) . The same study also found that women and people with lower education were more prominent in liking political actors, which are in line with our dataset's smaller skews along these characteristics (See nonresponse analysis in S3). While the representativeness is thus within the expected bounds of a study on Facebooks, we should remain attentive to groups of people who either do not act publicly or are not on Facebook at all (23) .
Data models and procedures:
The main purpose of this paper is to show how public Facebook activity can be effectively used to predict an individual's present day voter intention. To do this, we gradually compare a selection of multinomial logistic regression models all predicting which party a person would vote for, but modelled on different selections of Facebook data as well as combinations of Facebook and questionnaire data. Using L1 regularization LASSO (24) , only features that contribute significantly to the overall prediction are included in the models. In each model an L1-penalty was selected using 10-fold cross validation to avoid overfitting and account for variance in the prediction accuracy. The data process is illustrated in Figure 1 .0 while the models and results can be found in the section 
Results
All results presented in the current section depict the same outcome: which of the 9 parties in the Danish parliament a given person would vote for. The Null-hypothesis, which denotes no relationship between a given selection of independent variables, either sociodemographic characteristics or Facebook behaviour, and the prediction rate, how many respondents' party choice is correctly classified, has a prediction accuracy of 0.111 (H0: P = 1/9).
Establishing a baseline from sociodemographic and core political values
We initiate our analysis establishing a baseline model based on sociodemographic Table S5 ). This is in line with (25) which shows that core political values outperform sociodemographic characteristics and mediates personal values.
The power of a single political like
With an established baseline model, we turn toward our collected Facebook data, using the political post likes as independent variables of the logistic regression. As a quick experiment, we start out by creating a model that uses just a single feature, the latest like that the respondent has made to a post by a party or politician. This the suggestion is that likes to political posts is an extremely efficient predictor.
Including behaviour of friends and likeminded users
We now evaluate the prospect of increasing the accuracy of the model by adding political interaction with fellow Facebook users whose political observation have been predicted from likes. This idea builds on the insight established above: that likes to posts from parties and politicians by itself is a strong indicator of party affiliation and that this indicator can be used to classify users that we interact with.
We first use the finding in model 1 -that we can estimate users' political orientation from their political likes -to classify every unique user in our Facebook data (~1,4 million users). We then search our database for interactions where our 659 respondents have liked comments, tagged or been tagged by users with an ascribed party affiliation; if a respondent has tagged a user with a majority of likes going toward a specific party then that respondent gets one point to tags to/from that party (see S5 for a detailed explanation). Both features, tags and comment likes, are added to the original Model 2 for each of the 9 parties making the total number of features 27 for this model (model 3). The optimal L1-penalty is found to be 3.5 meaning that only 101 out of 224 coefficients are included, which is fairly close to the total number of coefficients in Model 2. We do however see several coefficients related to comment likes between the coefficients with the highest predictive strength. Model 3 yields an average accuracy of around 61.7% with a CI of 4%.
Prediction rate is marginally better than Model 2, but due to the relatively low sample size, still within the margin of error (± 4.0%). The main reason for this minimal increase in accuracy are to be found in a relative high degree of multicollinearity between post and comment likes (average R = 0.56), however comment likes and tags might also retain some noisy qualities because of the rather extensive data transformation process. We do however see a more significant rise in AUC (87.1), meaning that the raw prediction rate, when tested on this relatively small sample, is not much better, but overall the model is still better at separating the classes i.e. party choices. The right/left average accuracy is 93% which is somewhat better than model 2. Ultimately, it shows that there is relatively little to gain by going through the rather extensive process of moulding tags and commentlikes into meaningful variables. 
Optimizing political likes prediction rates with minimum like criteria
The previous models all propose political post likes as the single strongest variable for predicting individual party choice. It is therefore reasonable to consider if we can further optimize the use of this variable.
Since we normalize the values for number of posts liked across each of the 9 parties for each respondent, Model 2 and 3 might make overconfident predictions of respondents who have only liked a single political post. Also, it is sensible to assume that a person, for whom 90% of her likes goes to posts from the same party, might be more likely to vote for that particular party compared to someone who have liked posts from 3 or 4 parties an equal number of times. In figure 1.1, we explore the relationship between these two criteria, namely 1) Minimum likes, excluding respondents with less total likes than the threshold and 2) Party Like Cap, excluding respondents with less percentage of likes directed toward a single party than the threshold. Because the two criteria involve filtering out respondents effectively cutting down the sample size as shown in Table 1 .0, it is unfeasible to rely on the training of machine learning algorithms for classification. Thus, we made a simple algorithm, which makes predictions based on the party a respondent has liked the most at different intersections of the two criteria as shown in figure 1.1. We see that the simple model with Min Likes = 1 and Party Like Cap = 0.0 has an approximate accuracy of 56%, only slightly lower than Model 2, which used the same exact criteria but optimized by machine learning. Most importantly figure 1.1 shows that thresholding individuals on their total likes begin to converge significantly with a total minimum of 7 political likes. Setting the minimum likes criterion higher than 7 would significantly reduce sample size, but gain only little in total accuracy. We therefore interpret Min Likes = 7 as the best choice for a near optimal prediction rate.
Based on the information discussed in the above we deploy a fifth and final model that has the same features as Model 3, but only includes respondents with a total of 7 or more likes made to posts from parties or politicians. The effective sample size is now 468 and average prediction accuracy has increased to around 70% with a CI of 5.1%. It is indicative of better prediction rates by imposing a criterion for how many political likes a user should have in total. Accuracy for right/left is now 96%. *** = p < 0,001 ‡ Latest political like refers to the like that a given person has made at the point in time closest to where she filled out the questionnaire. § The confidence interval is calculated for the cross-validation error.
Implications, limitations and generalizability of the experiment
One of the great implications of our results is the potential for studying political behaviour on social media on a large scale and in near real time. The profiling of individual users through their political like history, which can be, associated with their actual voting intention with a relatively high accuracy, lends itself as a potential tool to study political interaction in many contexts. The amount of data that can be collected from Facebook is vast (see Table S2 ). Through collecting political likes, we become able to profile approximately 1.3 million Danes (25% of the entire population) with a least one political like and 1 million with at least seven. As pointed out above, the technique is limited in range the 25% of the Danes who have liked political actors within the studies 2 years' timeframe. Generalizing our findings outside these 25%, we should be attentive as to how the data sample reproduce some of the general skewness intrinsic to the Facebook platform, most prominently toward the younger generations, but also a slight bias toward women ** .
Further, one should also expect the 25% of the Danes with political likes to be slightly more political active than the remaining population (22) . Wanting to generalise our findings to the greater population of Denmark one should be attentive to these limitations. Our own future studies, i.e. predicting the electoral outcome based solely on political likes, are however comparable to most opinion polls, suggesting that the results should be scalable from the 25% of the population to the entire Danish population † † .
Preliminary explorations of similar data from neighboring multiparty countries also suggest that the technique can be generalized outside the Danish context, however again with some limitation. In our tentative explorations of Sweden, Norway, and Germany, Danes are thus responsible for marginally more political likes than our neighbours. This decrease should however be held against the overall numbers of political likes increasing rapidly in all 4 countries during the last two years, indicating that the difference might be equalized. Most importantly, we find no indications that the behaviour behind liking post from political actors should vary across the borders of these countries. On this background and in accordance with studies made on other social media platforms (13) Our response to this question is to re-articulate our initial claim: that likes comprise a generic mechanism for users to show their support. Our preliminary response to the question of why political liking predicts voting, is thus that political likes should be seen as a measure that captures a multitude of the above-mentioned -and probably also other -theories for why we vote (i.e. ideology, shared issue or personal identification). This response is in line with the overall high accuracies reached, which makes it difficult to imagine one single theoretical driver, along with the lack of complimentary effects seen in model IV, suggesting that likes encapsulate most of these different theoretical predictions.
The high accuracies and the lack of complimentary effects also indicate that most people are highly selective with their political likes. We should thus not think of political likes as a cost-free interaction that we carelessly direct toward any post that catches us attention, but rather as an interaction form that we apply when we are clearly aligned across one or even multiple axes of preferences. As such, political like should be seen as a behavioural measure that condensates a heterogeneous mixture of different motives and individual's inscription into politics.
These multiple, but also commonly unknown, motives behind a like also means that we should be wary of using political likes as a measure by itself (in e.g. We admire this foundational work by Kosinski & colleagues and share our colleagues within computational social science fascinating for the many stories about human behavior that apparently unrelated likes can tell us. However, we also feel that the field of computational social science have matured to a degree where it is timely to turn toward the ideal of parsimoniousness in our selection of data. The current study has shown how this strategy for two reasons, accuracies and generalizability, should be considered as a way forward when studying Facebook data.
Firstly, the study has shown how a parsimonious selection of data will tend to yield high accuracies. While the studies by Kosinski and colleagues should not be compared 1:1 due to differences in goals and context, it seems fair to note how using only the respondents single last political like, delivers a performance comparable to All data collected from interviewees used in this study were done with their full consent with each respondent retaining the right to have their data deleted at any time.
FACEBOOK DATA
All data were collected using the public Facebook Graph API 2.7 
S2. COMBINING FACEBOOK AND QUESTIONNAIRE DATA
In order to use our two data collections (questionnaire and Facebook) we had to create a sample cross cutting both collections. To explore different filters and samples we used a progressive filtering procedure meaning we kept adding filters gradually. The exploration is illustrated in the table below. The filter represented in each row includes both the filter described and all the above filters.
1 https://developers.facebook.com/docs/graph-api/reference/v2.7/. No filter, all respondents in questionnaire 3050
Only respondents who reported their public Facebook ID in questionnaire 1216
Only respondents who had liked at least one post on political pages corresponding to a party in parliament (used in baseline and model II -IV)
659
Only respondents who had liked at least 7 posts on political pages (used in model V) 468 We want to compare all our prediction models with the baseline model. Thus, we use the 
S3. NON-RESPONSE ANALYSIS
In order to address the significant decrease in sample size from the full questionnaire to the samples being used in our models, we have conducted a non-response analysis. The In order to find out how skewed the questionnaire features were, we did a 10000-fold permutation test of Chi-squared scores for each of the samples (see Table S4 ) Gender has an X-squared mean of 0.96, but the 95% confidence interval of N = 3050 has Xsquared values between 0 and 3.5, so the skew is not significant. However, the N = 659 has a Gender X-squared mean of 4.49 and is therefore considered to have a small skew; Whether a skew is small or large is determined by the relative skew from the largest to the smallest.
It is important to remember that the degree of skew for a single feature is determined by its relation to the statistical significance and not how skewed it actually is. For example, the most skewed feature, age, has a 10-percentage points difference between young and old. 
S4. POST LIKES NORMALIZATION
Post
S5. INCLUDING BEHAVIOUR OF FRIENDS AND LIKEMINDED USERS
The assumption behind tags is that they are primarily being used between friends since you have to know the name of the person you are tagging, even though it can also be used to tag The process is cumulative, so a new tags vector is added to the previous for each user for each tag that a user has made or received.
The same procedure is used for comment-likes, however only comments from politicians' pages or from media posts that have a high probability of having political content are included.
High probability of political content builds on the idea that posts with political content create political conjecture. It is therefore determined by the cosine distance between the aggregated post-likes vectors of users who have liked a post on a media page and the aggregated vectors of users who have commented on the same post. Only the 25% of media post with the highest cosine distance are considered to be high probability of political content.
To validate this, a random sample of 300 posts each were drawn, respectively, from the 25% of media post with the highest cosine distance and the remaining 75% of media posts.
Posts were manually labeled as either political or non-political and the two samples were compared to each other. Posts from the sample with high cosine distances contained almost exclusively political posts while the other sample was more of a mix. A Chi Squared test was performed to validate the statistical significance (p < 0.0001).
S6. REGRESSION MODELS
All data analysis is made with Python. The code used for the regression models can be attributed mainly to Turi's GraphLab Create 2 ; all other data analysis is original code. The data models are all based on GraphLab Create's Logistic Regression module and implement only L1 regularization (L2 is set to 0). L1 regularization is used for selecting the coefficients corresponding to the features, which deliver the best bias-variance tradeoff for generalizing the model. L1 regularization performs this selection by setting least important coefficients to exactly zero while decreasing other coefficients by a value relative to the chosen λ-value.
The least important coefficients can roughly be defined as those least related to (least
