I. INTRODUCTION
T HE ANALYSIS of machine vibrations has proven to be a valuable application of signal processing. A variety of well-known techniques used in this area [1] , [2] require that good period and periodic subsignal estimates can be made. Other applications of period estimation techniques are separation of periodic waveforms with overlapping spectra, finding musical rhythms, and generally finding patterns in a wide variety of data sources. The aim here is to develop a method for periodic subsignal estimation.
Related work includes the matrix algebraic separation (MAS) algorithm [3] - [5] for estimating two periodic subsignals and the work of [6] - [8] . In [6] , the authors suggest a double difference function (DDF) algorithm, where the composite signal is fed through two cascaded comb filters of the form . When the lag parameters correspond to the two periods, the output is everywhere zero. In [7] , the authors present a method of detecting subspace signals, in subspace interference, using oblique projections [9] . Applying their idea to the two period estimation problem, one can assume that the first periodic signal is the actual period and that the second periodic signal is the interference. In [8] , the authors introduce the concept of periodicity transforms (PTs). The PTs decompose a signal into a sum of periodic sequences by projecting onto sets of periodic subspaces. As the authors note, the results of the PTs depend on the order in which periodic signal components are extracted. The work presented here eliminates this problem by generating orthogonal periodic subspaces. In the specific case of dealing with the problem of recovery and detection of multiple sinusoidal signals, there is an entire class of estimators, including periodigram, Prony's Method, Piseranko harmonic decomposition (PHD), MUSIC, ESPRIT, and IQML. (For a review of these methods, see [10, ch. 11] and [11] ). This paper extends the results of [12] to multiple period estimation. It is a more detailed and thorough discussion of the work presented in [13] and [14] . The approach of this paper is to generate orthogonal subspaces that correspond to periods ranging from 1 up to the maximum expected subperiod of the received signal . Estimates of the subsignals and their energy are obtained by taking orthogonal projections of onto these different orthogonal subspaces. This paper begins by analyzing the one-and two-period estimation cases and then generalizes the results to multiple period estimation. Using a vibration signal recorded from a General Motors gear box, the techniques developed here are applied to real vibration data. This paper is organized as follows. Section II reviews the single period estimation results of [12] . Section III introduces the key concept of exactly periodic signals, and Section IV introduces exactly periodic and orthogonal subspaces. Results and implementation discussions are found in Section V. Finally, Section VI concludes with some final thoughts and future work.
II. SINGLE PERIOD ESTIMATION
This section reviews the results of [12] 
where is the projection of onto , which is the subspace corresponding to signals of period (i.e., mod , and ). Minimizing (1) is equivalent to maximizing the square of the 2-norm of (2) With , which is the unnormalized autocorrelation function of , defined as it is shown in [12] that (3) The first term in (3) grows linearly with . In order to eliminate some of the bias toward larger periods, in [12] , it is eliminated. The proposed period estimate in [12] is (4) and the signal estimates for are
The algorithm of [12] is applied to a simple signal of length 12:
The graph of Fig. 1 represents the energy of the projections of onto the corresponding subspaces calculated using (3) . Notice the following.
1) Although the signal is of period 2, there is significant energy at period 1 (the dc value) and at period 3. This is due to the nonzero dc component and the fact that a dc signal is also periodic with period 3. 2) The signal has equal energy at period 2 and 4. It is not clear whether the signal is of period 2, or 4, or both. Every signal that is period 2 is also period 4, but not every signal of period 4 is of period 2.
3) The basis set is an over-complete set. Therefore, the sum of the energies onto is larger than the energy of the signal. The graph of Fig. 2 represents the results of using the estimate in (4). The results are better, but the graph still shows significant energy at all periods. The challenge is to extend the results of [12] such that the ambiguities mentioned above are eliminated and to extend [12] to multiple periods. This is done in the next section.
III. EXACTLY PERIODIC SIGNALS
As shown in the previous section, the approach of [12] has several drawbacks, the most serious of which is the inability to tell whether a signal is of period or an integer multiple of . For integer , the subspace has a higher dimension than
. If the signal contains noise, the projection of onto will always have more energy than the projection of onto , and the method of [12] will always estimate a multiple of . There is no direct way to tell how much of the energy in comes from signals of period , how much from signals of period , and how much from signals of other periods that have a common divisor with . This difficulty stems from the fact that a signal of period is also of a period that is a multiple of . To eliminate this ambiguity, the following definition is introduced. With an unknown variance, the ML estimator maximizes the two norm of the sum of the estimates of the subsignals , using estimates and . Assume that there exists orthogonal subspaces corresponding to signals of exactly periods , this task is easy. To obtain the norm squared of , project onto the orthogonal subspaces to obtain estimates and add their squared norms
In other words, projecting onto orthogonal subspaces corresponding to signals of exactly period (with ranging from 1 to ), the ML estimator of periods selects the largest 2-norm projections. The next section deals with the existence of EPSs and their orthogonality.
IV. EXACTLY PERIODIC SUBSPACE DECOMPOSITION (EPSD)
This section finds the subspaces corresponding to signals of exactly period and shows that these subspaces are orthogonal to each other. The problem is studied in time and in frequency domain as each approach gives a slightly different insight into the problem.
A. Time Domain Interpretation
The study of this problem in the time domain begins with the following definition. (9 ), and R(9 ) are mutually orthogonal. R(9 ) = R(9 ) 8 R(9 ), and R(9 ) = R(9 ) 8 R(9 ).
Definition 2: Define , with divisors of , to be the matrix whose range is the orthogonal complement of inside Since is not empty. If are all the possible divisors of , including 1, then is the subspace corresponding to signals of exactly period . To prove this, the following lemma is introduced.
Lemma 1: Given a signal of length ( is a multiple of and ), let be the subspace corresponding to period and be the subspace corresponding to period . In addition, let be the subspace corresponding to period , where is the greatest common divisor of and . Then, is the intersection of and . Moreover, the orthogonal complement of in is orthogonal to the orthogonal complement of in . In other words, the three subspaces of Fig. 3 are mutually orthogonal.
Proof: Assume that the received signal contains two periodic signals of periods and and that is of length ( a multiple of and ). Using the notation of Section II, and are two subspaces corresponding to signals of period (and any of the subdivisors of ) and signals of period (and any of the subdivisors of ), respectively. For the sake of clarity, let and . By definition, and are with and . Let be the greatest common divisor of and . Any signal of period is in both and . In other words, . Next, any signal in must be of some period , with a divisor of , and any signal in must be of some period , with a divisor of . Therefore, any signal that is in both and must be of period , for which is a divisor of both and . In particular, is a divisor of , and any signal that is in both and must be in or . Thus, the intersection of and is , as shown in Fig. 3 .
Next, find subspaces and such that and . The claim is that subspaces and are
The proof of (6) and (7) is left for the Appendix. To prove (8) and (9), it is enough to show that is the orthogonal complement of in and that is the orthogonal complement of in . Clearly, any signal in can be written as a linear combination of vectors in and vectors in and similarly for . All that is left is to show that (10)
The first orthogonality is true since , and . It is similar for the second orthogonality. In other words (12) This completes the proof.
The next two theorems prove the orthogonality of subspaces corresponding to signals of exactly period . . In other words, the projection of onto is zero for all , and is exactly period . ); R(9 ); R(9 ); R(9 ); R(9 ), and R(9 ) are mutually orthogonal. Together, they span the entire subspace R(9 ).
Second, assume that is exactly period . By definition, and for any . In other words, is in the orthogonal complement of inside . Therefore, . A simple example is to find the basis of all EPSs included in . In other words, find the subspaces that span signals of exactly period 12, exactly period 6, exactly period 4, exactly period 3, exactly period 2, and exactly period 1, as shown in Fig. 4 . To find the subspace of exactly period 2, subtract the projection of the subspace onto , from . Proceed with the other EPSs in a similar fashion. The subspaces of (13), shown at the bottom of the next page, are obtained by repeated use of (8) and (9) . (The interested reader is encouraged to use the code from [15] .) Notice how each of the six subspaces are mutually orthogonal. For example, the basis vectors of are of period six but not of period 1, 2, or 3. It is also interesting to note that (8) and (9) resemble something of a Gram-Schmidt decomposition for subspaces. What is interesting is that the intersection of the two subspaces can be written as either (6) or (7) . In general, the intersection, as shown by (13), of two subspaces is not described by (6) or (7). This works only because of the special structure of the subspaces, as shown in Appendix.
1) Calculation of Orthogonal Projections:
This section discusses the computation of the projection of onto the orthogonal subspaces corresponding to exactly period . For this purpose, (3) can be used directly without ever explicitly forming the subspaces corresponding to exactly period . Again, let be all the possible divisors of (including 1 and not ). For , all the possible factors of 12 are 1, 2, 3, 4, and 6. Let the function AllPossibleFactors be a function that returns all these factors given . By definition, the subspace corresponding to signals of exactly period is the orthogonal complement of the union of the subspaces corresponding to exactly period inside . Theorem 1 then guarantees that subspace of exactly period subspace of exactly period (14) Using Matlab notation, the algorithm for calculating the projections and the dimensions of each EPS is depicted in Table I . More concretely, in the example of Fig. 4 , to find the projection onto , first find the projections onto and then subtract them from . To find the projection onto , subtract the projection onto from the projection onto , and so on, for the other projections.
B. Frequency Domain Interpretation
Viewing the problem in the frequency domain reveals a very fast algorithm for computing the EPS projections. Any signal of period can be written as a linear combination of the harmonics at frequencies . The harmonics at these frequencies form an orthonormal basis set for the subspace . The energy of the projection of onto can be calculated by summing up the squared magnitudes of the Fourier coefficients corresponding to all harmonics of the fundamental frequency . Formally, using the notation of Section II and with as the Fourier transform of , this means (15) This is the equivalent of (3) in the frequency domain. To find the projection of onto the EPS of period , only a subset of the harmonics is summed up. Going back to the example of (13) Fig. 5 . The harmonics spanning the subspace of exactly period 12 signals are the harmonics with . In general, the basis functions for the subspace of exactly period signals is spanned by the harmonics that are at multiples of the fundamental frequency but are not multiples of any frequency with . The algorithm of Table II is the algorithm of Table I translated in the frequency domain.
C. EPSD Properties and Discussions
The EPSD is a complete decomposition. Any signal can be completely decomposed into exactly periodic orthogonal components corresponding to each of the EPSs of and AllPossibleFactors . This is obvious from (14) since when . This also means that the sum of two exactly periodic signals will not be exactly periodic unless the two signals are exactly periodic with the same period.
(13) If , the signal is decomposed into signals of exactly period 1, 2, 3, 4, 6, and 12. Just like the Fourier decomposition, the EPSD decomposes the signal into orthogonal components. Unlike the Fourier transform, the EPSD is obtained by taking projections onto exactly periodic orthogonal multidimensional subspaces of periods that divide , whereas the discrete Fourier transform is obtained by taking orthogonal projections onto one-dimensional (1-D) complex exponentials with frequencies . The EPS is spanned by a collection of Fourier exponentials, which is dictated by the period. When searching for periodic components, this is the main advantage of the EPSD. By having subspaces of dimensions larger than one, the EPS can better capture, in one coefficient, the periodic energy than can the Fourier transform. Unlike the method of summing up all the harmonics to each fundamental frequency [12] , the EPS does not leave any ambiguity about the period of the signal. It does not estimate a multiple of the period, as [12] does, especially when noise is added.
Mathematically, a signal of length 12 can have subsignals of only periods 1, 2, 3, 4, 6, and 12. Looking for an exactly period 5 signal in a length 12 signal is done by assuming that the first ten samples repeat periodically. (If this assumption is not made, then there will be leakage effects similar to the Fourier transform, which is outside the scope of this paper.) A signal of exactly period 5 is orthogonal to a signal of exactly period 6 as long as they have the same length. In other words, both signals are of length multiple of 30, which is the least common multiplier of 5 and 6. When searching for periodic subsignals, the search needs to include periods that do not necessarily divide the length of . It turns out that as long as there is at least one period in , the EPSD can successfully recover one period of the exactly periodic subsignal with the assumption that signals repeat periodically, as above.
When decomposing the signal into EPSs of periods that divide the length of , the EPSD coefficients represent the different exactly periodic energies. The square root of the sum of the squares of the EPSD coefficients is the r.m.s. value of the signal . Using EPSD to decompose the signal into exact periods of 1, through some , the sum of the squares of the EPSD coefficients no longer adds up to the squared norm of unless all the periods less than divide the length of , and there are no exactly periodic signals of periods larger than . While the energy no longer sums up to the energy of , if is much smaller than the length of , the coefficients still represent a good approximation of the exactly periodic signals had the signal been extended such that all the EPSs up to period would be orthogonal. Finally, the energy of the projection of white noise on the EPSs is proportional to the dimension of the EPS. If the desire is to have an estimator such that for white noise no period is reported stronger than any other, then the energy of the projection of the signal on the EPS of period should be divided by the dimension of the subspace. (Note that the dimension of the EPS is always smaller than . When is a prime number the dimension is .)
V. EPS EVALUATION

A. Synthetic Signals
The first example compares the method of [12] , which is equivalent to summing up all harmonics to each fundamental frequency (15), to the new EPSD. The plot of Fig. 6 is obtained using the EPSD on the signal of Section II. The signal contains a subsignal of exactly period 1 and a subsignal of exactly period 2. There are no subsignals of exactly period 3 or exactly period 4. The subsignal of exactly period 1 is the dc component. In Fig. 1 , the fact that a dc signal is also considered to be of period 3 causes ambiguity in readings. From Fig. 1 , it is not immediately clear whether or not there is a hidden subsignal that is truly periodic, with period 3. That ambiguity is removed in Fig. 6 . With the introduction of the concept of exactly periodic signals, it is now obvious that there are no subsignals that are of exactly period 3. The idea of exactly periodic signals makes sense. A dc signal is not usually thought of as being of period three.
The second example is a synthetic signal generated by adding ramp signals of periods 6, 36, and 45. The ramp signals, in Matlab notation, are , and . The least common multiplier of 6, 36, and 45 is 180. To add these signals together, the signal length must be a multiple of 180. The signal length is , with the number of repetitions (24) being chosen arbitrarily. For convenience, the mean is taken out. The energy distribution obtained from the M-Best gamma corrected algorithm of [8] (Matlab program mbestgam.m of [16] ) is depicted in Fig. 7 , whereas the energy distribution using EPSD is depicted in Fig. 8 . Both algorithms predict large signal components of periods 36 and 45. Due to the order of projections in [8], a signal of exactly period 15 is considered to be of period 45. This is correct since a signal of exactly period 15 is also of period 45. However, a signal of exactly period 15 is not exactly period 45. This is the main difference between the two algorithms. The EPSD predicts high energy in the signal of exactly period 15, whereas the algorithm of [8] combines the exactly period 15 signal with the exactly period 45 signal to obtain a new periodic signal of period 45. The combined signal is no longer of exactly period 45. The synthetic signal contains signals of exactly period 12, 15, and 18. Moreover, the signals of exactly period 18 are larger than the signals of exactly period 2, as depicted in Fig. 8 . The periodicity transform of [8] detects subsignals of period 2 but does not detect subsignals of exactly period 18, which in fact are larger than the signals of exactly period 2. The EPS decomposes the synthetic signal into signals of exactly period 2, 3, 4, 5, 6, 9, 12, 15, 18, 36, and 45. When added together, the exactly periodic signals completely reconstruct the synthetic signal, and the decomposition is unique.
The third example compares the Fourier decomposition with the EPSD. A random signal of 320 samples is projected onto the EPS of period 32, and the result is repeated ten times to generate a periodic signal , with period 32. Fig. 9 depicts the magnitudes of the Fourier coefficients (a) of the synthetic signal (c).
With zero noise the frequency peaks are identified at multiples of . The EPSD [ Fig. 9(b) ] also clearly indicates large energy at period 32. After adding noise, the magnitude plot of the Fourier coefficients [ Fig. 10(a) ] is no longer as useful in estimating the period. Searching for the largest peak, the period is estimated at , whereas the EPSD continues to correctly identify the largest periodic energy to be at 32 [ Fig. 10(b) ]. The estimate of is obtained from the EPSD and is plotted together with the original signal in Fig. 10(c) . Unless the signal is a sinusoid, the Fourier transform has frequency peaks at multiples of . In this example, the signal has larger frequency response at higher frequencies. Searching for the largest peak in the frequency response estimates a multiple of the period. Things get even more complicated when there are multiple periodic signals, for it is no longer clear what frequency peaks belong to what period.
B. Vibration Data Signals
This section discusses the application of EPSD to real data vibration signals. One difficulty with almost any period estimation method is that the period of the analog signal does not contain an integer number of samples. The sampled data is never periodic. One approach to solving this problem is to force an integer number of samples per period by doing synchronous sampling. Instead of sampling the vibration signal using a fixed frequency clock, sampling is synchronized with the position of the gears. The intuition is that interesting subsignals are generated by defects in the gears and occur periodically at the same location relative to the position of the gears. Therefore, synchronous sampling provides an integer number of samples for these periodic subsignals. Fig. 11 contains the plot of , (4), calculated from vibration data obtained with synchronous sampling (b) and from vibration data obtained with a fixed 25-kHz sampling clock (c). The difference in the performance of the two approaches is obvious. Synchronous sampling gives almost ideal results on real vibration data, whereas using conventional sampling is less satisfactory. Using a fixed clock sampling rate, the peaks corresponding to are not as well defined as in the synchronous case.
The EPSD is applied to a real data vibration signal recorded from a General Motor gear box; see Fig. 11(a) . The signal length is , which is equivalent to 32 revolutions of the large wheel in Fig. 11(a) . The energy distribution shown in Fig. 12(a) is obtained by applying the EPSD to the vibration data. The first two peaks are at periods 164 and 329. Interestingly, , which seems to suggest that the signal of period 329 is nothing else but a duplicate of the signal of period 164. Nonetheless, the signal of exactly period 329 is not a repeat of the signal of exactly period 164, and the signal of exactly period 329 is orthogonal with the signal of exactly period 164 when the length of the signal is a multiple of 53 956, which is the least common multiplier of 329 and 164.
The sampling frequency is 1024 samples per revolution, and the gear box has 1750 r/min. This is equivalent to about 29-kHz sampling rate, which means that a signal of 60 Hz has about 497 samples per cycle. This means that there are 248 and 166 samples per cycle for the second and third harmonic, respectively. In Fig. 12(a) , there are large peaks at 493 and 164. This suggests that some of the large peaks are due to the electrical noise pickup in the system. In calculating the energy distribution, most of the computation is spent on (3). The autocorrelation function can be calculated efficiently using the fast Fourier transform. In Matlab, on a 700-MHz Pentium III, the EPSD spends a little less than 2 min on 32 768 points of vibration data. Using the method presented in [8] takes much longer. Using a C implementation, the period estimation program runs in real time (using a window of about 4000 data points) analyzing vibration data using the gear box of Fig. 11(a) .
VI. CONCLUSION
This paper introduced the concept of exactly periodic signals and EPSs. Through examples it compared this new approach to the Fourier transform and the period estimation approach of [8] , emphasizing the advantages of the new method. The EPSD is done by projecting the signal onto orthogonal EPSs, which is similar to Fourier and wavelet decompositions. The difference, however, is that unlike the Fourier or wavelet decomposition, which take projections onto orthogonal vectors, the EPSD takes projections onto orthogonal subspaces. APPENDIX PROOF OF (6) AND (7) This Appendix is concerned with the proof of (6) and (7) of Section IV. The key idea is that although the number of columns of the matrices and is not the same, the columns of the two matrices span the same subspace. To proves this the following claim is needed.
Claim 1: Let and be two relatively prime numbers. Form two vectors and , both of length ( is the least common multiplier), such that vector is formed by repeating the length sequence times, and vector is formed by repeating the length sequence times. Then, the dot product of and is one. Moreover, the dot product between any and (where and are circular shifted versions of and , respectively) is also one.
Proof: To get an intuitive idea, here is an example:
Period sequence Shifted period sequence
The proof is showing that a 1 from the first vector matches with a 1 from the second vector one and only one time. Instead of thinking of vectors, let us think of sequences of numbers. The first sequence of numbers is , and the second is . First, a 1 from the sequence matches with a 1 from the second sequence . To see this assume the first sequence is shifted . Then, a 1 is at position for integer . If the second sequence is shifted by , then a 1 is at position for integer . To have a match, it must be shown that for some integers or, equivalently (With the length of the two sequences as the product of and , there is no need to worry about any mod restrictions on and . All possible matchings happen in the first positions, and everything starts repeating after that.)
Since and are relatively prime, there exist integers and such that . Hence Therefore, there is at least one matching of ones. To see that there will not be two matchings is also quite trivial. Matchings of 1s cannot be less than apart. If they happened sooner, say , then and (recall that the distance between consecutive 1s in the two sequences is and , respectively). This contradicts the fact that and are relatively prime.
Next 
Claim 2: The subspace spanned by the columns of and the subspace spanned by the columns of is the same, and it is the intersection of the range of with the range of . Proof: The claim is proved in two steps. 1) First, assume and are relatively prime. If and are relatively prime, the intersection of the two subspaces is the dc subspace. Claims (1), (16) , and (17) imply that ones and ones . Hence, the range of each of the two matrices spans the dc subspace.
2) If and are not relatively prime, then let be the greatest common divisor of and . 
