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Naslov disertacije: Metaheuristi£ki pristup re²avanju jedne klase optimizacionih
problema u transportu
Rezime: Problem dodele vezova obuhvata nekoliko vaºnih odluka koje je potrebno
doneti da bi se dosegla maksimalna ekasnost luke. U luci, menadºeri terminala
treba da dodele slobodne vezove brodovima koji su najavili dolazak. Neophodno
je da se ta dodela izvr²i na na£in koji ¢e voditi ka optimalnoj vrednosti zadate
funkcije cilja. Kako su £ak i jednostavnije varijante problema alokacije vezova NP-
te²ke, metaheuristi£ki pristup u re²avanju ovog problema je mnogo pogodniji od
egzaktnih metoda, jer metaheuristike pronalaze kvalitetna re²enja u razumno krat-
kom vremenu izvr²avanja. Ova disertacija razmatra problem hibridne alokacije ve-
zova sa ksnim vremenom obrade brodova i sa ciljem minimizacije tro²kova (engl.
Minimum Cost Hybrid Berth Allocation Problem-MCHBAP) i to u dve varijante:
stati£koj (MCHBAP) i dinami£koj (engl. Dynamic Minimum Cost Hybrid Berth
Allocation Problem-DMCHBAP). U obe varijante problema, zadatak je minimizo-
vati funkciju cilja koja se sastoji od vi²e komponenata: tro²kova pozicioniranja,
tro²kova ubrzavanja broda, tro²kova £ekanja broda i tro²kova ka²njenja u obradi
brodova. Imaju¢i u vidu da je brzina pronalaºenja visoko kvalitetnih re²enja od
presudnog zna£aja za dizajniranje ekasnog i pouzdanog sistema podr²ke odlu£i-
vanju u kontejnerskom terminalu, metaheuristi£ke metode predstavljaju prirodan
izbor za re²avanje MCHBAP-a i DMCHBAP-a. U ovoj doktorskoj disertaciji, za
obe vatijante problema razmatrani su slede¢i metaheuristi£ki pristupi: dve varijante
optimizacije kolonijom p£ela (engl. Bee Colony Optimization-BCO), dve varijante
evolutivnog algoritma (engl. Evolutionary Algorithm-EA) i £etiri varijante metode
promenljivih okolina (engl. Variable Neighborhood Search-VNS). Sve metaheuri-
stike su testirane na istancama problema iz literature koje su dobijene na osnovu
realnih podataka, kao i na generisanim instancama ve¢ih dimenzija koje ranije nisu
razmatrane u literaturi. Dobijeni rezultati predloºenih metaheuristika su meu-
sobno uporeeni, a izvr²eno je i poreenje sa rezultatima egzaktih metoda koje su
ugraene u re²ava£ CPLEX. Analiza dobijenih rezultata pokazuje da su na real-
nim instancama sve metaheuristike uspele da pronau optimalno re²enje problema
u kratkom vremenu izvr²avanja. Egzaktni algoritam, usled nedostatka vremena ili
memorijskog prostora nije mogao da re²i kompjuterski generisane instance dok su
metaheuristike prilikom svakog izvr²avanja u kratkom vremenu izvr²avanja dale vi-
soko kvalitetna re²enja. Analizom eksperimentalnih rezultata, moºe se zaklju£iti
da predloºeni metaheuristi£ki pristupi predstavljaju pogodne metode za re²avanje
MCHBAP-a, DMCHBAP-a i sli£nih problema u pomorskom transportu.
Rezultati prikazani u ovoj disertaciji predstavljaju doprinos oblastima kombi-
natorne optimizacije, operacionih istraºivanja, metaheuristi£kih metoda i problemu
dodele vezova u kontejnerskim terminalima.
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Dissertation title: Metaheuristic approach for solving one class of optimization
problems in transport
Abstract: Berth Allocation Problem incorporates some of the most important de-
cisions that have to be made in order to achieve maximum eciency in a port.
Terminal manager of a port has to assign incoming vessels to the available berths,
where they will be loaded/unloaded in such a way that some objective function
is optimized. It is well known that even the simpler variants of Berth Allocation
Problem are NP-hard, and thus, metaheuristic approaches are more convenient than
exact methods, because they provide high quality solutions in reasonable compu-
tational time. This study considers two variants of the Berth Allocation Problem:
Minimum Cost Hybrid Berth AllocationProblem (MCHBAP) and Dynamic Mini-
mum Cost Hybrid Berth AllocationProblem (DMCHBAP), both with xed handling
times of vessels. Objective function to be minimized consists of the following com-
ponents: costs of positioning, speeding up or waiting of vessels, and tardiness of
completion for all vessels. Having in mind that the speed of nding high-quality
solutions is of crucial importance for designing an ecient and reliable decision
support system in container terminal, metaheuristic methods represent the natural
choice when dealing with MCHBAP and DMCHBAP. This study examines the fol-
lowing metaheuristic approaches for both types of a given problem: two variants of
the Bee Colony Optimization (BCO), two variants of the Evolutionary Algorithm
(EA), and four variants of Variable Neighborhood Search (VNS). All metaheuristics
are evaluated and compared against each other and against exact methods inte-
grated in commercial CPLEX solver on real-life instances from the literature and
randomly generated instances of higher dimensions. The analysis of the obtained
results shows that on real-life instances all metaheuristics were able to nd optimal
solutions in short execution times. Randomly generated instances were out of reach
for exact solver due to time or memory limits, while metaheuristics easily provided
high-quality solutions in short CPU time in each run. The conducted computational
analysis indicates that metaheuristics represent a promising approach for MCHBAP
and similar problems in maritime transportation.
The results presented in this paper represent a contribution to the elds of
combinatorial optimization, operational research, metaheuristic methods, and berth
allocation problem in the container terminals.
Keywords: Container terminal, Assignment of berths to vessels, Optimization,
Metaheuristic approach, Penalties, Cost minimization
Research area: Mathematics
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Optimizacija je proces u kome se pronalazi ekstremna vrednost neke funkcije pri
zadatim uslovima. Problemi globalne optimizacije bave se pronalaºenjem globalnog
optimuma za zadatu funkciju nad skupom ulaznih promenljivih uz denisan skup
ograni£enja. Skup D ⊆ S deni²e skup kojim se opisuju ograni£enja i naziva se pro-
stor pretraºivanja a njegovi elementi s su dopustiva re²enja problema optimizacije.
Kombinatorna optimizacija je grana globalne optimizacije kod koje je skup dopu-
stivih re²enja D kona£an ili prebrojiv. Neka je funkcija f denisana nad skupom S.
U op²tem slu£aju se problem globalne optimizacije moºe zapisati na slede¢i na£in:
min{f(s) : s ∈ D} (1.1)
gde je f(s) funkcija koju treba minimizovati a s ozna£ava dopustivo re²enje. Dopu-
stivo re²enje s∗ ∈ D problema (1.1) je optimalno ako vaºi
(∀s ∈ D) f(s∗) ≤ f(s) (1.2)
Analogno se deni²e maksimizacioni problem i uz iste oznake se moºe zapisati
na slede¢i na£in:
max{f(s) : s ∈ D} (1.3)
Re²enje s∗ problema (1.3) je optimalno ako vaºi
(∀s ∈ D) f(s∗) ≥ f(s) (1.4)
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Funkcija f koju je potrebno minimizovati ili maksimizovati se naziva funkcija ci-
lja. Funkcije koje naj£e²¢e treba minimizovati deni²u cenu, duºinu puta, procesor-
sko vreme, udaljenost, itd., dok se u slu£aju funkcija koje opisuju prot, ekasnost,
kapacitet, broj objekata naj£e²¢e zahteva maksimizacija. Cilj problema optimizacije
je prona¢i jedno ili vi²e optimalnih re²enja, ukoliko je to mogu¢e, a u suprotnom,
odrediti jedno ili vi²e re²enja koja su bliska optimumu i nazivaju se suboptimalna
re²enja. Kako je dopustiv skup re²enja u kombinatornoj optimizaciji diskretan i
prebrojiv, da bi lokalni minimum bio korektno denisan, neophodno je prvo uve-
sti pogodnu metriku, koja meri udaljenost izmeu re²enja. Ove metrike zavise od
konkretnog problema koji se razmatra i mogu se iskoristiti za denisanje strukture
okolina u prostoru pretrage. Lokalni optimum je re²enje problema optimizacije koje
ima minimalnu ili maksimalnu vrednost funkcije cilja u poreenju sa okolnim do-
pustivim re²enjima denisanim datom metrikom. Globalni optimum je optimalno
re²enje koje doseºe minimalnu ili maksimalnu vrednost na skupu svih dopustivih
re²enja. Na slici 1.1 je prikazan primer funkcije cilja sa vi²e lokalnih minimuma i
maksimuma. Vi²e o problemima optimizacije se moºe na¢i u [23, 46, 133, 169].




Metode za re²avanje problema optimizacije mogu se podeliti u tri osnovne grupe:
egzaktne metode, heuristike i metaheuristike. Egzaktne metode uvek pronalaze op-
timalno re²enje s∗ pod pretpostavkom neograni£enih resursa memorije i vremena.
Naj£e²¢e kori²¢ene egzaktne metode u optimizaciji su: dinami£ko programiranje
(engl. Dynamic Programming), metoda grananja i ograni£avanja (engl. Branch &
Bound), metoda odsecaju¢ih ravni (engl. Cutting Plane method), metoda grananja
i odsecanja (engl. Branch & Cut), metoda grananja i ocenjivanja (engl. Branch
& Price), pretraga u ²irinu (engl. Breadth First Search), pretraga u dubinu (engl.
Depth First Search) i druge. Vi²e o egzaktnim algoritmima moºe da se nae u [128].
Za razliku od egzaktnih metoda koje teorijski pronalaze optimalno re²enje, heuri-
sti£ke metode ne mogu da dokaºu optimalnost dobijenog re²enja. Meutim, ukoliko
su adekvatno prilagoene razmatranom problemu, heuristi£ke metode u kratkom
vremenu izvr²avanja dostiºu poznato optimalno resenje s∗ ili re²enje s
′
koje je bli-
sko optimlanom. Ekasnost heuristi£kih metoda u dobijanju kvalitentnih re²enja
je njihova prednost u odnosu na egzaktne metode. Pojam heuristike je prvi put
uveo Polya 1945. godine [140], a prve heuristi£ke metode su razvijene sedamdesetih
godina pro²log veka, kada su predloºene heuristi£ke metode za neke speci£ne pro-
bleme iz oblasti nauke i tehnike [12]. Neke od najpoznatih heuristi£kih metoda su
pohlepni algoritmi, podeli-pa-vladaj metoda, metode bazirane na dodeli prioriteta,
lokalno pretrazivanje, itd. Vi²e o heuristi£kim metodama i njihovoj primeni moºe
se na¢i u [182].
Metaheuristike su op²te tehnike koje se koriste za razvoj heuristi£kih algoritama
u re²avanju problema optimizacije. Termin metaheuristika je predloºen u [55] i
podrazumeva op²te (nadreene) heuristike koje imaju ulogu da usmeravaju druge
heuristike pri istraºivanju prostora re²enja. Neke od najpoznatijih metaheuristika
su: genetski algoritmi (engl. Genetic Algorithm), tabu pretraºivanje (engl. Tabu Se-
arch), simulirano kaljenje (engl. Simulated Annealing), memetski algoritmi (engl.
Memetic Algorithms), optimizacija kolonijom mrava (engl. Ant Colony Optimiza-
tion), inteligencija roja (engl. Swarm Intelligence), evolutivni algoritmi (engl. Evo-
lutionary Algorithm), ve²ta£ke neuralne mreºe (engl. Articial Neural Networks),
metoda promenljivih okolina (engl. Variable Neighborhood Search) i mnoge druge
metaheuristi£ke metode.
Veliki broj problema optimizacije su NP-te²ki, ²to ih £ini veoma sloºenim za re-
²avanje egzaktnim metodama. Egzaktne metode nisu pogodne za optimizaciju mno-
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gih prakti£nih problema jer njihovo vreme izvr²avanja zna£ajno raste sa porastom
dimenzije problema ili su egzaktne metode neekasne sa nekog drugog stanovi²ta
(npr. zahtevaju previ²e kompjuterske memorije). Kako su egzaktne metode obi£no
pogodne samo za male ili srednje veli£ine instanci, u slu£aju instanci velikih dimen-
zija neophodno je ºrtvovati zahtev za dobijanje optimalnog re²enja i zadovoljiti se
re²enjem dobrog kvaliteta dobijenim u relativno kratkom vremenu izvr²avanja, ²to
rezultira potrebom implementiranja heuristi£kih i metaheuristi£kih metoda. ak
iako ne garantuju optimalnost re²enja, heuristi£ke i metaheuristi£ke metode postaju
sve zastupljenije u oblasti optimizacije, jer su zasnovane na principima koji vode pro-
ces pretraºivanja do vrlo kvalitetnih re²enja bliskih optimumu. Osim toga, veoma
vaºna karakteristika ovih metoda je ekasnost u re²avanju problema velikih dimen-
zija kao i jednostavnost implementacije. Metode optimizacije se implementiraju u
formi algoritama, tako da se na osnovu podele samih metoda optimizacije moºe
napraviti analogna podela optimizacionih algoritama. Ova podela je predstavljena
na slici 1.2.
Slika 1.2: Podela optimizacionih algoritama
Za algoritam se kaºe da je deterministi£ki ako se za iste ulazne podatke uvek do-
bijaju iste izlazne vrednosti, bez obzira na uslove pod kojima se algoritam izvr²ava,
Egzaktni algoritmi spadaju u ovu grupu algoritama. Kod stohasti£kih algoritama,
na izvr²avanje pojedinih koraka algoritma uti£e jedan ili vi²e slu£ajnih elemenata,





Denicija 1. Kompleksnost algoritma P je maksimalno vreme izvr²avanja tP (n)
za sve ulaze veli£ine n.
Denicija 2. Neka su f i g pozitivne funkcije argumenta n iz skupa prirodnih
brojeva N . Za funkciju f(n) vaºi f(n) = O(g(n)), ako postoje pozitivne konstante
m i n0 takve da f(n) ≤ m · g(n) za svako n ≥ n0.
Denicija 3. Algoritam P je polinomske sloºenosti ako je njegova kompleksnost
tP (n) = O(n
k) gde je k pozitivna konstanta. Algoritam je eksponencijalne sloºenosti
ako je tP (n) ograni£en sa O(2nk) gde je k neka konstanta.
Uvoenjem ovih denicija omogu¢ena je i klasikacija problema optimizacije na
osnovu njihove sloºenosti. Kako se za dati problem optimizacije mogu razviti razli-
£iti algoritmi koji ga re²avaju, jasno je da se pri denisanju kompleksnosti problema
razmatra najekasniji algoritam. Problem pripada klasi P ako postoji algoritam
polinomske sloºenosti koji ga re²ava. Da bi se uvela slede¢a klasa problema i pojed-
nostavila razmatranja, posmatraju se samo problemi odlu£ivanja, tj. problemi na
koje se posle izvr²avanja nekog algoritma moºe odgovoriti sa da ili sa ne. Klasu
NP problema (engl. Nondeterministic Polynomial problems) £ine problemi kod ko-
jih se u polinomskom vremenu moºe proveriti da li je dati element dopustivog skupa
re²enje problema. O£igledno je da vaºi P ⊆ NP , ali jednakost jo² uvek nije doka-
zana. Problem je NP-teºak problem ako se svaki NP problem moºe u polinomijalnom
vremenu svesti na dati problem. NP-kompletne probleme £ine NP problemi koji su
istovremeno i NP te²ki. Za problem se kaºe da je NP-kompletan u jakom smislu
(engl. strongly NP-complete) ako ostaje NP-kompletan kada se veli£ina njegovih
numeri£kih parametara ograni£i nekim polinomom. Problem je NP-teºak u jakom
smislu (engl. strongly NP-hard) ako se na njega moºe polinomijalno redukovati neki
NP-kompletan problem u jakom smislu. Meusobni odnos klasa sloºenosti prika-
zan je na slici 1.3. Velika ve¢ina problema optimizacije spada u klasu NP-te²kih
problema [85]. Detaljne informacije o sloºenosti problema mogu se na¢i u [155].
Jedno od osnovnih pitanja pri re²avanju problema kombinatorne optimizacije je
da li postoji algoritam koji dati problem moºe da re²i u polinomijalnom vremenu u
odnosu na dimenziju datog problema. Vreme izra£unavanja se uzima kao indikator
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Slika 1.3: Klase sloºenosti problema
ekasnosti algoritma. Vreme izra£unavanja zavisi od sloºenosti problema, skupa
razmatranih parametara koji opisuju problem i njihove domene, dimenzije problema,
procedura i metoda koje algoritam koristi, ali i od na£ina implementacije algoritma.
U grupu NP-te²kih problema [77] kombinatorne optimizacije spadaju:
• problemi rutiranja (engl. routing), kod kojih je cilj prona¢i ekasne puteve
transporta kroz date mreºe;
• problemi rasporeivanja (engl. scheduling), obuhvataju dodelu resursa u cilju
izvr²avanja skupa poslova u zadatom vremenu;
• problemi dodele (engl. assignment), u kojima je neophodno grupu agenata
(ma²ina, procesora ili drugih resursa) rasporediti na skup zadataka;
• problemi pakovanja (engl. packing), kod kojih je cilj smestiti skup objekata u
jedno ili vi²e skladi²ta.
Problemi optimizacije u kontejnerskom terminalu
Ekasan kontejnerski terminal moºe zna£ajno da pobolj²a produktvnost luke
i da uti£e na dobru iskori²¢enost infrastrukture i lu£kih resursa (videti glavu 3).
Zato nije iznenauju¢e da optimizacija operacija kontejnerskog terminala predstavlja
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£estu istraºiva£ku temu u novijoj literaturi. U fokusu autora je veliki broj speci£nih
problema, kao ²to su problemi dodele vezova [26], dodele kranova [110], optimizacija
operacija transfera kontejnera [106], optimizacija operacija skladi²tenja [180], i neki
drugi problemi optimizacije karakteristi£ni za kontejnerski terminal.
Jedan od najvaºnijih problema koji je potrebno re²iti u kontejnerskom terminalu
je problem dodele vezova (engl. Berth Allocation Problem-BAP). Poznato je da ovaj
problem spada u grupu NP-te²kih problema kombinatorne optimizacije. Pojedine
varijante problema dodele vezova mogu se sagledati i kao problemi rutiranja, ra-
sporeivanja, dodele, ali i pakovanja. U ovoj disertaciji su razmatrane stati£ka i
dinami£ka hibridna varijanta problema dodele vezova u kontejnerskim terminalima.
Kontejnerski terminal predstavlja sistem u kojem se situacija konstantno menja i
podleºe nepredvidivim dogaajima koji zahtevaju da se preliminarno formirani pla-
novi vezivanja vrlo £esto moraju menjati. Promene planova vezivanja i dobijanje
novih informmacija o vezovima brodova moraju biti dostupni u najkra¢em mogu-
¢em roku. Imaju¢i u vidu da se odluke donose u realnom vremenu i zbog £injenice
da se ve¢e dimenzije problema dodele vezova ne mogu re²iti egzaktnim metodama
usled nedostatka memorije u ra£unarskim resursima ili im je potrebno neprihvatljivo
mnogo procesorskog vremena da nau optimalno re²enje, metaheuristi£ki pristup se
nametnuo kao adekvatan pristup. U ovoj disertaciji predloºeno je nekoliko metaheu-
risti£kih metoda za re²avanje stati£ke i dinami£ke varijante problema dodele vezova
u kontejnerskom terminalu.
Ostatak teze je organizovan na slede¢i na£in: U glavi 2 dat je pregled osnovnih
karakteristika metaheuristi£kih metoda i njihova klasikacija. Izloºeni su koncepti
naj£e²¢e kori²¢enih metaheuristi£kih metoda, sa posebmi osvrtom na tri metaheuri-
sti£ke metode: evolutivne algoritme, optimizaciju kolonijom p£ela i metodu promen-
ljivih okolina, koje su u tezi implementirane i prilagoene za re²avanje dve varijante
problema dodele vezova. Glava 3 sadrºi opis principa na kojima funkcioni²e kontej-
nerski terminal, denciju problema dodele vezova u kontejnerskim terminalima, kao
i denicije nekih problema koji nastaju kao posledica dodele vezova u kontejnerskom
terminalu. U nastavku glave 3 data je i klasikacija varijanti problema dodele ve-
zova koji su najzna£ajniji sa teorijskog i prakti£nog aspekta. Osim toga, u glavi 3 su
predstavljene naj£e²e prou£avane varijante problema dodele vezova i metaheuristi£ki
pristupi koji su naj£e²¢e kori²¢eni u literaturi za re²avanje ovog problema. Dat je i
pregled i diskusija frekvencije i raspodele zastupljenosti pojedinih metaheuristika u
zavisnosti od nekoliko parametara koji karakteri²u problem dodele vezova.
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U glavi 4 dat je detaljan opis matemati£kog modela stati£ke hibridne varijante
problema dodele vezova sa minimizacijom ukupnih tro²kova i izloºena je njena ma-
temati£ka formulacija. Zatim je uvedena dinami£ka hibridna varijanta problema
dodele vezova sa minimizacijom ukupnih tro²kova koja do sada nije razmatrana u
literaturi i predloºena je matemati£ka formulacija za novouvedenu varijantu pro-
blema. Polaze¢i od analize sloºenosti BAP-a iz [113], u glavi 4 je dokazano da su
obe varijante NP-te²ki problemi optimizacije.
U glavi 5 predstavljeni su detalji predloºenih metaheuristi£kih metoda za re²a-
vanje razmatranih varijanti problema dodele vezova. Navedeni su pseudokodovi i
detalji implementacije svake od metoda. Nakon uvoenja osnovnih denicija i nota-
cije slede dva odeljka koja prikazuju implementaciju dva evolutivna metaheuristi£ka
pristupa za re²avanje stati£ke i dinami£ke varijante razmatranog problema. Dat je
detaljan opis kodiranja i dekodiranja re²enja kao i speci£ne karakteristike evolutiv-
nih algoritama koje su rezultat prilagoavanja posmatranom problemu. Metaheuri-
sti£ki pristup re²avanju razmatranih varijanti problema dodele vezova, zasnovan na
inteligenciji roja opisan je u £etvrtom i petom potpoglavlju. Predstavljene su dve
varijante algoritma optimizacije kolonijom p£ela: konstruktivna varijanta i varijanta
sa popravkom kompletnog re²enja. U literaturi do sada nije primenjivana optimi-
zacija kolonijom p£ela na problem dodele vezova i sli£ne probleme u pomorskom
transportu. Implementacija sistemati£nog lokalnog pretraºivanja okolina dopusti-
vog re²enja je detaljno predstavljena u poslednjem potpoglavlju glave 5 kroz £etiri
varijante metode promenljivih okolina: metodu promenljivog spusta, vi²estartnu
metodu promenljivog spusta, op²tu metodu promenljivih okolina i adaptivnu me-
todu promenljivih okolina. Kori²¢eno je adekvatno kodiranje, sosticirane strukture
podataka i denisane su okoline za pretraºivanje u skladu sa prirodom problema.
Numeri£ki rezultati testiranja na instancama iz realnog ºivota poznatim iz lite-
rature, kao i na generisanim test instancama razli£itih dimenzija, dati su u glavi 6.
Test instance problema su najpre re²ene do optimalnosti, ukoliko je mogu¢e, pri-
menom komercijalnog CPLEX re²ava£a, u cilju evaluacije performasi predloºenih
metaheuristika u smislu kvaliteta re²enja i u²tede procesorskog vremena. Prikazani
su detaljni rezultati testiranja na svim klasama test instanci, koji pokazuju da meta-
heuristike uspe²no re²avaju realne i slu£ajno generisane probleme. Data je i detaljna
analiza uticaja tehnika popravke dopustivog re²enja na kvalitet dobijenog krajnjeg
re²enja algoritma. Prikazani su i efekti empirijske kalibracije pojedinih parametara
koji karakteri²u optimizaciju kolonijom p£ela. Glava 7 sadrºi pregled rezultata di-
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sertacije i glavnih nau£nih doprinosa. U istoj glavi su predloºene smernice za budu¢i




Metaheuristi£ki algoritmi su postali predmet interesovanja u operacionim istra-
ºivanjima sa publikovanjem rada Kirkpatrick-a i sar. [91] iz 1983. godine, u kome je
predlozeno simulirano kaljenje kao tehnika sa sposobno²¢u napu²tanja lokalnog mi-
nimuma. Od tada su metaheuristi£ke metode konstantno razvijane, ²to je omogu¢ilo
re²avanje sve ve¢eg broja problema optimizacije, koji su ranije smatrani te²kim ili
£ak nere²ivim. Termin metaheuristika je prvi put uveo Glover 1986. godine u radu
[55]. Ovaj termin poti£e od dve gr£ke re£i: heuriskein ²to se prevodi kao prona¢i,
dok preks meta ozna£ava na vi²em nivou.
Iako ne postoji precizna denicija termina metaheuristika, svi poku²aji deni-
sanja imaju neke zajedni£ke elemente, tako da se moºe re¢i da su metaheuristike
grupa algoritama za pretraºivanje koji mogu re²iti sloºene probleme optimizacije
koriste¢i skup nekoliko op²tih heuristi£kih principa. Metaheuristike se mogu deni-
sati i kao heuristike vi²eg nivoa koje su usko povezane sa stohasti£kim algoritmima
[114]. Stohasti£ki algoritmi su op²ta klasa algoritama i tehnika koje koriste odre-
eni stepen slu£ajnosti kako bi prona²li optimalna re²enja ili re²enja koja su ²to
bliºa optimalnim re²enjima. Metaheuristike su najop²tije metode i primenjuju se
na veoma ²irok spektar problema. Neke od najpoznatijih metaheuristika su: simu-
lirano kaljenje, tabu pretraºivanje, harmonijsko pretraºivanje, evolutivni algoritmi,
optimizacija kolonijom p£ela, optimizacija rojem £estica i druge [96, 114].
Sloºenost razmatranog problema optimizacije vrlo £esto onemogu¢ava pretra-
ºivanje svih dopustivih re²enja u cilju pronalaºenja optimalnog. Iz tog razloga,
postavlja se novi zadatak: prona¢i dobro re²enje u prihvatljivom vremenskom roku.
Metaheuristike spadaju u grupu aproksimativnih algoritama, ²to zna£i da ne mogu
garantovati kvalitet dobijenog re²enja, iako se neretko re²enje koje daje metaheu-
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ristika poklapa sa optimalnim. I pored toga, ²iroko se upotrebljavaju u re²avanju
problema optimizacije, jer metaheuristika £iji su elementi prilagoeni prirodi raz-
matranog problema daje re²enja bliska optimalnim ili dostiºe optimalna re²enja u
kratkom vremenu izvr²avanja.
Metaheuristike obi£no imaju iterativnu formu koja podrazumeva da se jedno ili
vi²e po£etnih re²enja pobolj²avaju u smislu vrednosti funkcije cilja koja se minimi-
zuje ili maksimizuje. Generalno, moºe se re¢i da se metaheuristi£ke metode uklapaju
u slede¢i iterativni postupak:
korak 1: generisati jedno ili vi²e po£etnih re²enja;
korak 2: popravljati po£etno re²enje (re²enja) do ispunjenja nekog kriterijuma
zaustavljanja;
korak 3: najbolje re²enje iz koraka 2 vrati kao izlaz algoritma.
Moºe se primetiti da postupak pronalaºenja dobrog re²enja nekog problema op-
timizacije obuhvata dva koraka: konstrukcija i popravak re²enja. U postupku kon-
strukcije (korak 1) gradi se jedno ili vi²e po£etnih re²enja koja predstavljaju polazne
ta£ke za proces pretrage. Metaheuristika pri konstrukciji po£etnog re²enja naj£e-
²¢e kre¢e od praznog re²enja u koje postepeno dodaje elemente re²enja grade¢i na
taj na£in parcijalno re²enje, i ponavlja ubacivanje novih komponenti sve dok se ne
formira dopustivo re²enje problema. Postoji i drugi pristup - slu£ajno generisanje
kompletnog re²enja nad kojim se primenjuju tehnike popravke ako re²enje nije do-
pustivo. U fazi popravke (korak 2), formirana re²enja se postepeno popravljaju,
sve dok se ne dostigne neki od kriterijuma zaustavljanja, nakon £ega se kao izlaz
algoritma, vra¢a najbolje re²enje (korak 3). Methaheuristike naj£e²¢e koriste jedan,
ili kombinaciju vi²e kriterijuma za zavr²etak rada algoritma: maksimalan broj ite-
racija, maksimalno vreme izvr²avanja, maksimalan broj popravki re²enja, dosegnut
odreeni stepen kvaliteta re²enja, itd.
Da bi se neka metaheuristika mogla okarakterisati kao dobra, mora da zadovolji
nekoliko op²tih principa [69]:
• jednostavnost-metaheuristika treba da bude zasnovana na jednostavnim prin-
cipima;
• preciznost-koraci metaheuristike su precizno denisani;
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• doslednost-koraci metode koja re²ava konkretan problem treba da slede pravila
kojima je metaheuristika denisana;
• efektivnost-metaheuristika treba da generi²e optimalna ili re²enja bliska opti-
mumu za ve¢inu test instanci problema;
• ekasnost-procesorsko vreme potrebno za pronalaºenje dobrog re²enja mora
biti prihvatljivo;
• robustnost-metaheuristika treba da pokazuje dobre performanse na raznim
skupovima test instanci;
• jasno¢a-metaheuristika treba da bude dobro opisana i jednostavna za imple-
mentaciju i upotrebu;
• inovativnost-dobre karakteristike metaheuristike omogu¢avaju modikacije i
hibridizaciju sa drugim metodama, kao i primenu na nove klase problema.
Od posebnog zna£aja pri dizajniranju metaheuristike je postizanje balansa iz-
meu intensikacije i diversikacije procesa pretraºivanja. Naime, neophodno je
brzo identikovati regione pretraºiva£kog prostora sa visokokvalitetnim re²enjima,
a sa druge strane, ne tro²iti previ²e vremena u regionima koji su ili ve¢ istraºeni ili
ne sadrºe kvalitetna re²enja. Metaheuristika treba da ima mogu¢nost da generi²e
nova re²enja koja ¢e generalno biti bolja od trenutnih re²enja. Osim toga, metahe-
uristika mora da ima mehanizme za spre£avanje zavr²etka u lokalnom optimumu,
odnosno za napu²tanje lokalizovane pretrage koja ne dovodi do optimalnog re²enja.
Komponenta diversikacije ima za zadatak generisanje raznovrsnih re²enja kako bi
svi delovi prostora re²enja bili obuhva¢eni pretragom, dok je cilj intensikacije foku-
siranje pretrage na lokalnom regionu koriste¢i informacije o poziciji dobrih re²enja
u prostoru pretrage.
Metaheuristike se mogu klasikovati na razne na£ine u zavisnosti od neke od
karakteristika, tako da u literaturi nalazimo slede¢e podele metaheuristi£kih metoda:
• metaheuristike inspirisane prirodom i one koje su inspirisane matemati£kim
konceptima;
• sa dinami£kom ili sa stati£kom funkcijom cilja;
• sa jednom ili vi²e struktura okolina koje se koriste u procesu pretrage;
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• metaheuristike koje popravljaju kompletno re²enje ili konstruktivne metaheu-
ristike;
• deterministi£ke ili stohasti£ke metaheuristike;
• metaheuristike koje koriste istoriju pretrage (memoriju) ili ne;
• metode trajektorije i populacione metaheuristike.
Slika 2.1: Podela metaheuristika na osnovu broja re²enja
Jedna od najpopularnijih klasikacija [10] deli metaheuristike na metode trajek-
torije (engl. trajectory methods) koje poku²avaju da pobolj²aju jedno re²enje i na
populacione metaheuristike (engl. population-based) koje rade nad vi²e re²enja u
prostoru pretrage i istovremeno poku²avaju da pobolj²aju svako od njih [10]. Gra-
£ki prikaz ove podele, kao i neke od reprezentativnih metaheuristika iz pojedinih
klasa, dati su na slici 2.1.
Metode trajektorije su dobile naziv prema £injenici da se proces pretraºivanja
kod ovih metoda odvija po putanji koju £ini niz re²enja u pretraºiva£kom prostoru.
Algoritam kre¢e od nekog po£etnog re²enja (inicijalnog stanja) i opisuje trajektoriju
u prostoru re²enja, pri £emu slede¢e re²enje moºe, ali i ne mora, da bude u okolini
prethodnog re²enja. Za razliku od njih, populacione metaheuristike u svakoj itera-
ciji algoritma formiraju skup re²enja (populaciju) i na taj na£in istraºuju prostor
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pretrage. Metaheuristike zasnovane na populaciji re²enja na po£etku kreiraju inici-
jalnu populaciju a zatim se faze kreiranja populacije i faze zamene teku¢e populacije
smenjuju naizmeni£no.
Primeri metaheuristika koje su zasnovane na pobolj²anju jednog re²enja su: me-
toda promenljivih okolina, simulirano kaljenje, tabu pretraºivanje, iterativno lokalno
pretraºivanje, itd. dok su primeri polulacionih metaheuristika evolutivni algoritmi
(uklju£uju¢i genetski algoritam), optimizacija kolonijom p£ela, optimizacija rojem
£estica, itd. Detaljan pregled metaheuristika i njihova klasikacija se moºe na¢i u
[10, 114, 162]. U nastavku je dat prikaz nekih naj£e²¢e kori²¢enih metaheuristika
pri re²avanju problema optimizacije.
2.1 Evolutivni algoritmi
Evolutivni algoritmi (engl. Evolutionary algorithms-EA) spadaju u grupu al-
goritama inspirisanih prirodom koji opona²aju evolutivni proces populacije jedinki
u kome se jedinke tokom vremena prilagoavaju svom okruºenju, a najotpornije
jedinke opstaju i reprodukuju se. Evolutivni algoritmi koriste skup jedinki kojima
su pridruºena pojedina£na re²enja problema. Sve jedinke sa£injavaju populaciju.
Veli£ina populacije je odreena brojem jedinki i moºe biti konstantna ili se menjati
tokom svoje evolucije. U svakoj iteraciji algoritma izvr²ava se niz operacija nad
jedinkama trenutne populacije da bi se formirala nova populacija. Evolucija popu-
lacije jedinki u evolutivnom algoritmu se sprovodi kroz uzastopne evolutivne korake
koji se nazivaju generacije.
U procesu kodiranja uspostavlja se veza izmeu skupa re²enja problema i skupa
jedinki, tako ²to se svako pojedina£no re²enje preslikava u denisanu strukturu je-
dinke poznate pod nazivom reprezentacija jedinke. Genetski materijal jedinke od-
nosno atributi koji je opisuju predstavljaju se genima. Reprezentacija jedinke se
naziva njegovim genetskim kodom ili hromozomom. Na£in reprezentacije jedinke je
odreen informacijama koje jedinke treba da sadrºe, imaju¢i u vidu da svaka jedinka
odgovara re²enju u pretraºiva£kom prostoru.
Funkcija koja meri kvalitet jedinke naziva se funkcija prilagoenosti (engl. t-
ness function). U procesu selekcije na osnovu mere kvaliteta jedinke, poznate pod
nazivom vrednost prilagoenosti (engl. tness value), jedinke se prosleuju u sle-
de¢u generaciju. Ukoliko se EA koristi u kombinatornoj optimizaciji, funkcija cilja
se obi£no upotrebljava kao funkcija prilagoenosti, koja svakoj jedinki dodeljuje
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vrednost prilagoenosti kao meru njenog kvaliteta. Jedinke koje imaju ve¢i kvalitet
imaju i ve¢u verovatno¢u preºivljavanja i ve¢u ²ansu da direktno prou u narednu
generaciju ili da u£estvuju u procesu strvaranja jedinki nove generacije.
Zadatak operatora varijacije (engl. variation operators) je kreiranje novih je-
dinki na osnovu starih. Operatori varijacije oslikavaju prirodni proces adaptacije
jedinki i obi£no se primenjuju nad jednom ili dve jedinke. Ukoliko je operator va-
rijacije unarnog tipa, nove jedinke nastaju promenom malog dela koda odabrane
jedinke, dok u slu£aju binarnog operatora nove jedinke nastaju razmenom informa-
cija izmeu jedinki odnosno nekom kombinacijom dela genetskog koda dve jedinke.
Operatori varijacije naj£e²¢e imaju stohasti£ku prirodu: izbor jedinki nad kojima
se primenjuje operator je slu£ajan kao i izbor dela jedinke nad kojom se operator
primenuje. Primena operatora varijacije obezbeuje raznovrsnost genetskog mate-
rijala i generalno vodi ka pobolj²anju kvaliteta populacije. Postoje razni operatori
varijacije kao ²to su inverzija, brisanje, migracija dela populacije, dok se naj£e²¢e
koriste ukr²tanje i mutacija. Izbor operatora varijacije direktno zavisi od reprezen-
tacije jedinke i treba da sledi op²ti princip o£uvanja dobrih karakteristika jedinke
nad kojom se primenjuje, ali i da ima mogu¢nost da proizvede nov genetski materijal
za narednu generaciju jedinki.
EA poku²ava da pobolj²a sveobuhvatni kvalitet populacije tako ²to je podvrgava
procesu koji opona²a proces prirodne evolucije jedinki. U ovom procesu, jedinke
razmenjuju informacije u cilju kreiranja novih ili u cilju transformacije postoje¢ih
re²enja. Jedinke koje u tom postupku razmenjuju informacije su jedinke roditelji,
a novoformirane ili modikovane jedinke £ine potomsto. Osim preko razmene infor-
macija izmeu roditelja, na kreiranje potomstva moºe da uti£e i istorija populacije,
odnosno, u toku evolucije populacije se sakupljaju korisne informacije, koje se ne
bi mogle dobiti jednostavnim posmatranjem samo trenutnog stanja u populaciji. U
slu£ajevima kada se cela populacija menja pri prelasku iz jedne generacije u drugu, u
pitanju je generacijska zamena (engl. generational replacement). Ako se samo deo
populacije menja u dve uzastopne generacije, evolutivni proces prati stacionarnu
politiku zamene generacija (engl. steady state replacement).
Proces preslikavanja jedinke u re²enje posmatranog problema naziva se deko-
diranje. Metoda dekodiranja direktno uti£e na ekasnost algoritma jer se u ovom
postupku lako mogu proizvesti nekorektne jedinke, koje odgovaraju nedopustivim
re²enjima. Prilikom ra£unanja funkcije prilagoenosti, nekorektne jedinke se mogu
popravljati do korektnih, moºe da se penalizuje njihova funkcija prilagoenosti ili
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se nekorektne jedinke jednostavno bri²u iz populacije.
Rezultat koji vra¢a EA je najbolja jedinka formirana u toku celokupnog rada
algoritma. Vi²e detalja o EA moºe se prona¢i u [181]. Pseudokod evolutivnog
algoritma sa svim karakteristi£nim koracima koje sadrºi, prikazan je u algoritmu 1.












Ve¢ina novijih implementacija evolutivnih algoritama poti£e od £etiri sli£na, ali
nezavisno razvijena pristupa: evolutivno programiranje razvijeno u [47, 48], evo-
lutivne strategije predloºene u [144], genetsko programiranje [102] i najpoznatiji
genetski algoritmi [78].
Evolutivno programiranje je originalno razvijeno kao poku²aj da se razvije ve-
²ta£ka inteligencija upotrebom kona£nih automata koji predstavljaju apstraktne ma-
²ine sposobne da transformi²u niz ulaznih simbola u niz izlaznih simbola. Evolutivno
programiranje podrazumeva evolutivnu promenu stanja kona£nih automata u cilju
predvianja dogaaja na osnovu ranijih posmatranja. Evolucija zavisi od kona£nog
skupa stanja automata i od kona£nog skupa tranzicionih pravila poznatih pod na-
zivom relacije prelaza. U tom kontekstu se performanse kona£nih automata mogu
meriti na osnovu mogu¢nosti predvianja, odnosno uporeivanjem izlaznih simbola
sa slede¢im ulaznim simbolima i merenjem stepena korisnosti predvianja uz kori-
²¢enje nekih speci£nih funkcija. Ova klasa algoritama koristi stohasti£ki operator
selekcije, mutaciju kao glavni operator varijacije i princip preºivljavanja u kreiranju
nove populacije.
Evolutivne strategije su prvenstveno razvijene sa ciljem re²avanja komplikova-
nih diskretnih i kontinualnih problema parametarske optimizacije. Kod evolutivnih
strategija se uglavnom u reprezentaciji jedinke koriste vektori sa realnim vredno-
stima i nad njima se u fazi modikacije jedinki primenjuje mutacija sa normalnom
distribucijom i rekombinacija kao esencijalni operator za istovremenu pretragu pro-
stora re²enja i prostora parametra strategije. Operator selekcije je deterministi£ki,
a populacije jedinki roditelja i jedinki potomaka su obi£no razli£ite dimenzije.
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Genetsko programiranje je klasa evolutivnih algoritama u kojima strukture poda-
taka koje se podvrgavaju adaptaciji imaju formu izvr²nog kompjuterskog programa
predstavljenog u vidu stabla, a izra£unavanje vrednosti funkcije prilagoenosti pod-
razumeva izvr²avanje kompjuterskog programa. Programske strukture u genetskom
programiranju evoluiraju primenom operatora ukr²tanja koji podrazumeva razmenu
podstabala dve jedinke roditelja.
Genetski algoritmi £esto koriste binarnu reprezentaciju jedinki ili reprezenta-
ciju koja ima formu niza £iji elementi su iz nekog kona£nog skupa. Kod genetskih
algoritama najvaºniji operatori transformacije jedinki su ukr²tanje i mutacija dok
je selekcija obi£no stohasti£ka. Detalji genetskog algoritma opisani su u slede¢em
odeljku.
Klasikacija evolutivnih algoritama u kombinatornoj optimizaciji moºe se na¢i
u [16].
Genetski algoritam
Genetski algoritam (engl. Genetic Algorithm-GA) je adaptivna metoda globalne
pretrage koja koristi koncept prirodnog prilagoavanja i selektivnog razmnoºava-
nja organizama [78]. Genetski algoritmi predstavljaju klasu evolutivnih algoritama
koji se zasnivaju na evolutivnim i genetskim principima. GA transformi²e popu-
laciju jedinki tako ²to iterativno primenjuje genetske operatore selekcije, ukr²tanja
i mutacije, do ispunjenja nekog kriterijuma zaustavljanja. U cilju obezbeivanja
dobrih performansi GA, potrebno je denisati adekvatnu reprezentaciju re²enja za
konkretan problem koji se razmatra, adekvatnu funkciju prilagoenosti za evalu-
aciju jedinki i osmisliti ogovaraju¢e genetske operatore. Funkcija prilagoenosti
meri kvalitet jedinke i zavisi od samog problema optimizacije i reprezentacije re-
²enja. Pregled osnovnih i naprednih GA metoda za re²avanje razli£itih NP-te²kih
problema optimizacije moºe se na¢i u [3, 4, 145, 162].
Prva faza implementacije GA algoritma podrazumeva denisanje reprezenta-
cije jedinki i njihovo pridruºivanje re²enjima problema. Reprezentacija jedinke ima
strukturu podataka zvanu hromozom i naj£e²¢e se sastoji od niza nula i jedinica, ali
postoje i druge metode kodiranja, kao ²to su vektori, celi brojevi ili realni brojevi
[32]. Adekvatan izbor reprezentacije i duºine jedinke je uslovljen prirodom problema
koji se re²ava. Kodiranje treba da bude takvo da se sve validne jedinke mogu pre-
slikati u re²enje problema, i obrnuto sva dopustiva re²enja problema mogu da se
predstave denisanom strukturom jedinke.
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Funkcija prilagoenosti je denisana preko funkcije cilja problema koji se re²ava,
i predstavlja meru kvaliteta jedinke odnosno meru kvaliteta re²enja u koje se je-
dinka dekodira. Na osnovu vrednosti funkcije prilagoenosti donosi se odluka da li
¢e jedinka preºiveti i ostati u populaciji ili ¢e biti eliminisana iz slede¢e generacije.
Jedinke koje imaju ve¢u vrednost funkcije prilagoenosti imaju ve¢u verovatno¢u
preºivljavanja. Na£ini ra£unanja funkcije prilagoenosti su razli£iti, tako da se u
literaturi mogu na¢i linearno skaliranje, skaliranje u jedini£ni interval, sigma odse-
canje, itd., a naj£e²¢i pristup je direktno preuzimanje u kojem vrednost funkcije
cilja postaje vrednost funkcije prilagoenosti jedinke.
Kod generisanja kodova jedinke de²ava se da kod ne odgovara ni jednom dopusti-
vom re²enju, odnosno da je jedinka nekorektna. U tim slu£ajevima, postoje razli£ite
strategije koje se mogu primeniti na nekorektne jedinke: startegija eliminacije u ko-
joj se nekorektne jedinke bri²u iz populacije postavljanjem funkcije prilagoenosti na
nula, strategija popravke jedinke dok ne postane korektna ili im se pomo¢u kaznenih
funkcija smanjuje vrednost prilagoenosti.
Na po£etku rada, GA na slu£ajan na£in generi²e populaciju jedinki koje od-
govaraju re²enjima problema. Naj£e²¢i pristup je generisanje populacije korektnih
jedinki nad kojima se primenjuju genetski operatori koju £uvaju korektnost. Uza-
stopnom primenom operatora mutacije, ukr²tanja i selekcije, trenutna populacija se
transformi²e u novu populaciju.
U procesu selekcije, zasnovanom na izra£unatim vrednostima prilagoenosti je-
dinki, biraju se kvalitetne jedinke za naredne faze algoritma. Operator selekcije
je naj£e²¢e dizajniran tako da se bira i mali procenat lo²ih jedinki ²to obezbeuje
raznovrsnost populacije i spre£ava prevremenu konvergenciju algoritma. Najzastu-
pljenije metode selekcije su: ruletska selekcija, turnirska selekcija, no gradirana
turnirska selekcija i selekcija zasnovana na rangu.
Ruletska selekcija je zasnovana na principu ruleta, pri £emu verovatno¢a da ¢e
jedinka biti izabrana direktno zavisi od vrednosti njene funkcije prilagoenosti. Je-
dinke boljeg kvaliteta imaju manju verovatno¢u da budu eliminisane iz populacije,
dok jedinke koje imaju manju vrednost funkcije prilagoenosti takoe imaju ²ansu
da se proslede u slede¢u generaciju. Ovo je dobra osobina ruletske selekcije, jer
i lo²ija re²enja mogu da nose gene koji mogu doprineti stvaranju kvalitetnijih je-
dinki potomaka prilikom ukr²tanja. Operator turnirske selekcije bira grupe jedninki
(broj jedinki u grupi je denisan veli£inom turnira), zatim se jedinke u svakoj grupi
uporeuju po kvalitetu i najbolja jedinka iz svake grupe se prosleuje u slede¢u
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generaciju. Veli£ina turnira je parametar koji posredno uti£e na to koje jedinke ¢e
biti odabrane. Naime, ako je veli£ina turnira velika, jedinke lo²ijeg kvaliteta imaju
manje ²anse da budu odabrane. U no gradiranoj turnirskoj selekciji se koristi
racionalni parametar koji ozna£ava prose£nu veli£inu turnira. Kod no gradirane
turnirske selekcije veli£ina turnira nije jedinstveno odreena ve¢ se koriste dve veli-
£ine turnira i za svaku se unapred odredi broj turnurira zadate veli£ine. Kao i kod
turnirske selekcije na slu£ajan na£in se bira podskup jedinki koje ulaze u turnir date
veli£ine, a najbolja jedinka turnira u£estvuje u stvaranju nove generacije. Preura-
njena konvergencija algoritma prevazilazi se selekcijom zasnovanom na rangu prema
prilagoenosti jedinke. Kod ovog operatora selekcije izbor jedinke zavisi samo od
pozicije u populaciji. Pozicija je dobijena rangiranjem jedinki u opadaju¢i redosled
vrednosti funkcije prilagoenosti.
Genetski algoritam koristi operatore rekombinacije ili ukr²tanja nad dve ili vi²e
jedinki i tako proizvodi novu jedinku, kao i operator mutacije ili modikacije koji
predstavlja prilagoavanje jedinke [5].
Operator ukr²tanja kombinuje delove genetskog koda dve ili vi²e jedinki roditelja
i kreira jednu ili vi²e jedinki potomaka. Uloga ovog operatora je da kombinuje dobre
delove genetskog koda koji odgovaraju dobrim komponentama re²enja, u cilju dobi-
janja novih re²enja boljeg kvaliteta. Postoji mnogo tehnika ukr²tanja a najpoznatije
su jednopoziciono (engl. one-point crossover), dvopoziciono (engl. two-point cros-
sover), vi²epoziciono ukr²tanje (engl. multy-point crossover) i uniformno ukr²tanje
(engl. uniform crossover). Kod jednopozicionog ukr²tanja hromozomi roditelja se
presecaju na slu£ajno izabranoj poziciji (ta£ka ukr²tanja), a rezultuju¢i delovi ge-
netskog koda roditelja se razmene. Operator dvopozicionog ukr²tanja na slu£ajan
na£in bira dve ta£ke ukr²tanja i genetski kod izmeu preseka se razmenjuje. Vi²e-
poziciono ukr²tanje se realizuje na sli£an na£in kao dvopoziciono, s tim ²to se bira
vi²e ta£aka ukr²tanja i jedinke roditelji razmenjuju delove genetskog koda izmeu
izabranih ta£aka. Uniformno ukr²tanje je vi²epoziciono ukr²tanje sa n − 1 ta£aka
prekida gde je n duºina jedinke. Ovaj operator ukr²tanja koristi strukturu maske
da bi fromirao jedinke potomke. Maska je na slu£ajan na£in generisan binaran niz
duºine n. Jedinke roditelji zadrºavaju vrednost gena na poziciji na kojoj maska ima
vrednost 1 dok na pozicijama koje sadrºe 0 razmenjuju vrednosti gena. Operatori
ukr²tanja su ilustrovani na slikama 2.2, 2.3 i 2.4.
Operator mutacije se realizuje promenama malih delova genetskog koda (naj-
£e²¢e pojedina£nih gena) koji su slu£ajno izabrani (slika 2.5). Promene vrednosti
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Slika 2.2: Jednopoziciono ukr²tanje
Slika 2.3: Dvopoziciono ukr²tanje
Slika 2.4: Uniformno ukr²tanje
pojedinih gena uti£u na pove¢avanje raznovrsnosti genetskog materijala u populaciji
i omogu¢avaju da algoritam lak²e napusti lokalni minimum. Kod binarne reprezen-
tacije jedinki naj£e²¢e se koristi operator proste mutacije kod kojeg se ispituje gen po
gen i za svaki se odreuje da li ¢e se mutirati ili ne. Da bi se ubrzao proces mutacije
koristi se binomna ili normalna raspodela. Kod mutacije pomo¢u binomne raspodele
broj mutiranih gena ima binomnu raspodelu B(n, p) gde je n duºina jedinke, a p ve-
rovatno¢a mutacije jednog gena. U slu£ajevima kada je potrebno neke delove koda
jedinke mutirati sa manjom a neke druge sa ve¢om verovatno¢om, koristi se mutacija
sa normalnom raspodelom ili eksponencijalna mutacija u kojoj broj mutiranih gena
eksponencijalno raste. Ako se u reprezentaciji jedinke koriste celi ili realni brojevi
primenjuju se drugi tipovi mutacije, kao ²to su zamena gena slu£ajno generisanim




Mutacija i ukr²tanje se vr²e na osnovu predenisanih vrednosti verovatno¢e mu-
tacije odnosno verovatno¢e ukr²tanja. Ako je verovatno¢a mutacije µ tada se slu-
£ajno odabrani gen menja sa verovatno¢om µ. Ako je verovatno¢a ukr²tanja υ tada
¢e sa tom verovatno¢om jedinke roditelji razmeniti delove genetskog koda i proizvesti
jedinke-potomke.
Slika 2.5: Prosta mutacija jedinke
Politika zamene generacija zna£ajno uti£e na kvalitet kona£nog re²enja GA. Po-
stoji nekoliko politika zamene: generacijska, stacionarna i elitisti£ka. Kod gene-
racijske zamene u svakoj generaciji menjaju se sve jedinke dok se kod stacionarne
zamene deo populacije prenosi iz postoje¢e u narednu generaciju a ostatak jedinki
se ponovo generi²e. Elitisti£ka zamena obezbeuje da se najbolja jedinka populacije
ili podskup najboljih jedinki direktno prosledi u slede¢u generaciju, ukoliko ve¢ nisu
odabrane u procesu selekcije.
Kod genetskog algoritma nakon generisanja po£etne populacije naizmeni£no se
smenjuju faze selekcije, ukr²tanja i mutacije. Ove faze formiraju iteraciju algoritma
koja se ponavlja sve dok se ne ispuni neki kriterijum zaustavljanja. Naj£e²i krite-
rijumi zaustavljanja GA metode su: maksimalan broj generacija, dovoljno dobar
kvalitet populacije, najbolja jedinka je ponovljena odreen broj puta, dokazana je
optimalnost jedinke (ako je to mogu¢e), formirano je unapred zadato suboptimalno
re²enje, itd.
Algoritamski koraci GA i njegova struktura dati su u pseudokodu predstavljenom
algoritmom 2.
2.2 Optimizacija kolonijom p£ela
Optimizacija kolonijom p£ela (engl. Bee Colony Optimization-BCO) spada u
grupu metaheuristika inspirisanih prirodom i lako se moºe modikovati i primeniti
za re²avanje brojnih problema optimizacije. BCO je prvi put opisan i predloºen
kao metoda optimizacije u [115] i od tada je pretrpeo nekoliko izmena koje su bile
usmerene prvenstveno ka pojednostavljivanju algoritma. Osim toga, razvijene su
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Algorithm 2 Genetski algoritam
procedure GA(popSize, µ, υ)
Pop← GenerateInitialPopulation(popSize)
Evaluate(Pop)
while ¬ kriterijum zaustavljanja do
















i neke nove varijante osnovnog algoritma, kao ²to je BCO zasnovan na popravci
kompletnog re²enja koji je poznat pod nazivom BCOi.
BCO simulira prirodni proces koji slede p£ele u postupku traºenja hrane. Ovaj
proces obi£no po£inje tako ²to p£ele izvia£i pretraºuju neko podru£je sa nektarom,
nakon £ega se vra¢aju u ko²nicu i prenose sakupljene informacije ostalim £lanovima
roja o poloºaju, kvalitetu i koli£ini hrane u istraºenom prostoru. Ako je p£ela izvia£
bila uspe²na u potrazi za nektarom, po povratku u ko²nicu izvodi ples koji ima ulogu
neke vrste reklamiranja istraºenog prostora i podsticanja ostalih £lanova ko²nice da
slede njenu putanju u traºenju hrane. P£ele koje se odlu£e da krenu u potragu za
nektarom slede ve¢ ispitanu rutu o kojoj ih je informisala neka od p£ela izvia£a.
Po povratku u ko²nicu, ove p£ele mogu da preduzmu razli£ite aktivnosti:
• da napuste prethodno odabranu putanju do hrane i da ponovo postanu neo-
predeljene;
• da izvedu ples i poku²aju da regrutuju jo² p£ela iz ko²nice;
• da nastave sakupljanje nektara bez regrutacije ostatka roja.
U osnovi BCO algoritma nalazi se populacija agenata-ve²ta£kih p£ela koji imi-
tiraju prirodni postupak traºenja hrane i pri tome pronalaze re²enja razmatranog
problema optimizacije. Da bi prona²le najbolje re²enje, ve²ta£ke p£ele razmenjuju
informacije i pretragu usmeravaju na delove prostora pretrage koji sadrºi re²enja
boljeg kvaliteta.
Pseudokod za BCO dat je u algoritmu 3. Ve²ta£ke p£ele sarauju u postupku
traºenja re²enja problema optimizacije. Svaka od B p£ela gradi po jedno dopustivo
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re²enje problema. Algoritam se satoji od dve faze: leta unapred (engl. forward
pass) u kome se pretraºuje prostor pretrage i leta unazad (engl. backward pass) u
kome p£ele razmenjuju informacije. Tokom leta unapred, p£ele konstrui²u parci-
jalno re²enje, dok se u letu unazad vr²i evaluacija kvaliteta formiranih parcijalnih
re²enja i razmenjuju se dobijene informacije. U toku leta unapred, p£ela koristi
NC konstruktivnih koraka za formiranje parcijalnog re²enja. Sa unapred denisa-
nom verovatno¢om, p£ela odlu£uje da li ¢e ostati lojalna svom re²enju, regrutovati
neopredeljene p£ele i sa njima nastaviti da gradi bolje parcijalno re²enje ili ¢e od-
baciti svoje trenutno re²enje, postati neopredeljena i nakon regrutacije nastaviti da
istraºuje prostor dopustivih re²enja. Ukoliko p£ela formira parcijalno re²enje dobrog
kvaliteta, ima i ve¢u verovatno¢u da ¢e mu ostati lojalna. Svaka neopredeljena p£ela
sa odreenom verovatno¢om bira koju ¢e lojalnu p£elu slediti i preuzeti njeno par-
cijalno re²enje. Bolja re²enja imaju ve¢u verovatno¢u da ¢e biti izabrana od strane
neopredeljenih p£ela. Nakon preuzimanja parcijalnog re²enja, p£ela nastavlja sa
konstukcijom re²enja u slede¢em letu unapred i moºe samostalno da donosi odluke
o narednim koracima. Let unapred i let unazad se smenjuju NC puta sve dok p£ela
ne generi²e kompletno re²enje problema. Nakon toga, meu svim re²enjima koje su
p£ele konstruisale odreuje se najbolje trenutno re²enje. Ovim re²enjem se aºurira
globalno najbolje re²enje ukoliko je boljeg kvaliteta. Zatim se svim p£elama dode-
ljuje prazno re²enje, i zapo£inje nova iteracija algoritma. Iteracije BCO algoritma
se smenjuju sve dok se ne ispuni neki kriterijum zaustavljanja: unapred denisano
procesorsko vreme, broj iteracija, broj iteracija bez popravke globalno najboljeg
re²enja, itd.
Verovatno¢a lojalnosti i regrutovanja se obi£no implementira izborom pomo¢u
ruleta (slika 2.6) koji omogu¢ava izbor svakog re²enja, pri £emu je verovatno¢a izbora
proporcionalna kvalitetu re²enja. Re²enja boljeg kvaliteta imaju ve¢u verovatno¢u
izbora, ali se ne garantuje da ¢e zaista i biti odabrana.
Verovatno¢a da ¢e b-ta p£ela na po£etku novog leta unapred biti lojalna svom




u , b = 1, 2, ..., B, (2.1)
gde je Ob normalizovana vrednost funkcije cilja parcijalnog ili kompletnog re²enja
koje je generisala b-ta p£ela, a u broja£ leta unapred koji moºe da uzima vrednosti
1, 2, . . . , NC.
Sa pove¢anjem vrednosti broja£a u leta unapred, pove¢ava se i uticaj ve¢ for-
miranog re²enja. To zna£i da se na po£etku pretrage p£ele lak²e odlu£uju za nova
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Algorithm 3 Optimizacija kolonijom p£ela
procedure BCO
Initialization(B,NC)
while ¬ kriterijum zaustavljanja do
for b← 1 to B do
solution(b)← GenerateSolution()
end for
for u← 1 to NC do




for b← 1 to B do
Loyalty(solution(b))
end for
for b← 1 to B do









Slika 2.6: Selekcija ruletom
re²enja. Kako proces pretrage odmi£e, p£ele se sve vi²e fokusiraju na poznata re-
²enja. Ova £injenica je izraºena pozicijom parametra u u imeniocu razlomka koji
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ima ulogu eksponenta u fomuli (2.1). Ve¢im vrednostima Ob odgovaraju kvalitetnija
re²enja, kao i ve¢a verovatno¢a da ¢e p£ela ostati lojalna svom re²enju.
Primenom formule (2.1) i izborom slu£ajnog realnog broja p iz intervala [0,1],
ve²ta£ka p£ela se odlu£uje da li ¢e postati neopredeljena i odbaciti svoje re²enje
ili ¢e ostati lojalna svom prethodnom re²enju. Ako je odabrani slu£ajni broj p
manji od izra£unate vrednosti verovatno¢e, p£ela ¢e ostati lojalna svom re²enju. U
suprotnom, ako je broj p ve¢i od vrednosti verovatno¢e pu+1b , ve²ta£ka p£ela postaje
nelojalna i odlu£uje se koje re²enje preuzima od neke lojalne p£ele (slika 2.7).
Slika 2.7: Odreivanje verovatno¢e i lojalnosti
Svaka neopredeljena p£ela bira koju lojalnu p£elu ¢e da prati, odnosno £ije re²enje
¢e preuzeti, uzimaju¢i u obzir kvalitet svih re²enja lojalnih p£ela. Verovatno¢a
da ¢e parcijalno ili kompletno re²enje lojalne p£ele b biti izabrano od strane neke






, b = 1, 2, . . . , R, (2.2)
gde je sa Ok predstavljena normalizovana vrednost funkcije cilja k-tog ponuenog
re²enja, a R ozna£ava broj lojalnih p£ela. Uzimaju¢i u obzir vrednosti izra£unate
formulom (2.2) i vrednost slu£ajno generisanog realnog broja u postupku selekcije
ruletom, svaka neopredeljena p£ela bira jednu lojalnu p£elu koju ¢e da sledi. U
implementaciji BCO algoritma, ovo zna£i da ¢e parcijalno ili kompletno re²enje
lojalne p£ele biti iskopirano u re²enje neopredeljene p£ele.
Optimizacija kolonijom p£ela sa popravkom kompletnog
re²enja
Postoje dve varijante algoritma optimizacije kolonijom p£ela: konstruktivna va-
rijanta i varijanta u kojoj se popravlja kompletno re²enje. Kod konstruktivne vari-
jante, ve²ta£ke p£ele postepeno grade re²enje u nizu konstruktivnih koraka dok ne
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Algorithm 4 Optimizacija kolonijom p£ela sa popravkom re²enja
procedure BCOi
Initialization(B,NC)
while ¬ kriterijum zaustavljanja do
for b← 1 to B do
solution(b)← CompleteSolution()
end for
for u← 1 to NC do
for b← 1 to B do
Improve(solution(b))
end for
for b← 1 to B do
Loyalty(solution(b))
end for
for b← 1 to B do









formiraju kompletno dopustivo re²enje problema. Za razliku od konstruktivne ver-
zije algoritma, kod BCOi algoritma, svakoj p£eli se na po£etku algoritma dodeljuje
kompletno re²enje koje ona dalje popravlja kroz iteracije algoritma. BCO algoritam
sa popravkom kompletnog re²enja predloºili su Davidovi¢ i sar. u radu [29].
Pseudokod varijante optimizacije kolonijom p£ela sa popravkom kompletnog re-
²enja dat je u algoritmu 4. BCOi implementacija se sastoji od pet koraka:
• prvi korak je predprocesiranje u kome se ulazni podaci transformi²u da bi se
smanjilo vreme izra£unavanja u kasnijim fazama algoritma;
• drugi korak je inicijalizacija kompletnih re²enja;
• u tre¢em koraku, p£ele kroz NC letova unapred (u jednoj iteraciji algoritma)
modikuju trenutna re²enja. Ovim korakom se obezbeuje da se ista re²e-




• £etvrti korak uklju£uje evaluaciju re²enja i njihovo uporeivanje po kvalitetu;
• peti korak predstavlja postupak regrutovanja.
Ideja popravke kompletnog BCOi re²enja moºe da se implementira na razli£ite
na£ine ²to za posledicu ima da ovaj pristup re²avanju problema moºe dati dobre
rezultate kod re²avanja te²kih problema optimizacije. U novijoj literaturi je BCOi
metoda uspe²no primenjena na re²avanje te²kih problema optimizacije u oblasti
rutiranja vozila [132], problemima zadovoljivosti u logici [159], dizajniranju mreºa
[131], itd.
2.3 Metoda promenljivih okolina
Metoda promenljivih okolina (engl. Variable Neighborhood Search-VNS) je jed-
nostavna ali ekasna metaheuristi£ka metoda zasnovana na proceduri lokalnog pre-
traºivanja [70]. VNS su prvi put predloºili Mladenovi¢ i Hansen 1997. godine u radu
[124], kao pogodnu metodu za re²avanje problema trgova£kog putnika. Osnovna
ideja VNS-a je sistematska promena okolina u fazi spu²tanja (engl. descent phase)
u kojoj se pronalazi lokalni optimum, i u fazi razmrdavanja (engl. shaking) koja za
cilj ima udaljavanje pretrage iz lokalnog optimuma. VNS metaheuristika se koristi
za re²avanje brojnih problema kombinatorne i globalne optimizacije [70], kao ²to
su problem trgova£kog putnika, problemi rasporeivanja, problemi teorije grafova,
pakovanja, rutiranja vozila, itd. Pregled varijanti VNS metode i primena VNS al-
goritma na razne probleme optimizacije moºe se na¢i u radovima Hansena i sar.
[67, 72].
VNS metoda se oslanja na tri jednostavna principa:
• lokalni minimum u odnosu na jednu okolinu ne mora biti i lokalni minimum u
odnosu na neku drugu okolinu;
• globalni minimum je lokalni minimum u odnosu na sve okoline;
• za ve¢inu problema, lokalni minimumi su meusobno bliski u odnosu na razne
okoline.
VNS ima dve osnovne komponente: proceduru razmrdavanja (engl. shaking)
koja menja re²enje i pomaºe algoritmu da izae iz lokalnog minimuma, i proceduru
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lokalne pretrage (engl. local search) koja, na osnovu predenisane strukture oko-
lina, pretraºuje okolinu trenutnog re²enja. Ako se prednost daje fazi razmrdavanja
poja£ava se diversikacija, dok stavljanje akcenta na drugu fazu pospe²uje intensi-
kaciju pretrage. Ove dve faze se iterativno ponavljaju do zadovoljenja nekog od
unapred denisanog kriterijuma zaustavljanja: maksimalno dozvoljeno vreme iz-
vr²avanja algoritma, broj iteracija izmeu dve popravke re²enja, maksimalan broj
iteracija algoritma, itd. Razvijene su brojne varijante osnovnog VNS algoritma koje
se razlikuju u jednoj ili obe glavne komponente algoritma: metoda promenljivog spu-
sta, redukovana metoda promenljivih okolina, op²ta metoda promenljivih okolina,
itd. Glavna razlika ovih varijanti VNS algoritma je u na£inu pretrage okolina koja
moºe da bude deterministi£ka, slu£ajna ili da bude kombinacija deterministi£ke i slu-
£ajne pretrage. Metoda promenljivog spusta je deterministi£ka, redukovana metoda
promenljivih okolina je stohasti£ka dok op²ta metoda promenljivih okolina koristi
kombinovanu metodologiju. Stohasti£ki pristup obezbeuje ve¢u diversikaciju dok
deterministi£ka pretraga akcenat stavlja na intensikaciji. Kod kombinovane meto-
dologije se uo£ava balans intensikacije i diversikacije, pa obi£no ove metode imaju
i ve¢u ²ansu da nau globalni optimum.
Osnovni parametar VNS metode je maksimalan broj okolina (kmax). U kombi-
natornoj optimizaciji, skup okolina se relativno lako moºe denisati odabirom nekog
operatora koji deni²e potez £ijom primenom se formira prva okolina, a svaka slede¢a
se dobija iterativnom primenom istog operatora.
Denicija 4. Neka je s dopustivo re²enje problema a Nk, k = 1, 2, . . . , kmax skup
denisanih okolina. Tada se za re²enje σ kaºe da je na rastojanju k od re²enja s u
odnosu na uvedenu metriku ako se σ moºe dobiti sa k transformacija iz re²enja s.
Skup Nk(s) svih re²enja σ predstavlja k-tu okolinu re²enja s.
Mnoge metaheuristike koriste u pretrazi jednu ili dve okoline. Na slici 2.8 ilu-
strovana je pretraga kroz vi²e denisanih okolina. Kod pretrage kroz vi²e okolina
potrebno je dobro denisati okoline i strategije pretrage, voditi ra£una o veli£ini i
redosledu okolina, smeru njihove pretrage, na£inima intensikacije i diversikacije
pretrage kao i o balansu izmeu spusta i penjanja.
Kod heuristika lokalnog pretraºivanja, polazna ta£ka je neko inicijalno re²enje
s, denisan smer spusta i okolina re²enja N(s) u okviru koje se vr²i pomeranje u
istom smeru do najmanje vrednosti f(s). Kao alternativa potpunom pretraºivanju,
koje je poznato pod nazivom strategija najboljeg pobolj²anja (engl. best improve-
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Slika 2.8: Lokalno pretraºivanje sa okolinama
ment), a koje moºe biti vremenski zahtevno, uvodi se strategiija prvog pobolj²anja
(engl. rst improvement). U slu£aju ove strategije, re²enja iz N(s) se razmatraju
sistemati£no, a pomeranje se vr²i odmah po pronalasku boljeg re²enja. Polaze¢i od
po£etnog re²enja s, LS ispituje vrednost funkcije cilja za svako re²enje iz okoline
N(s). Najbolje re²enje u celoj okolini £uva se kao smin. Nakon obilaska okoline
N(s), pretraga se preme²ta u okolinu N(smin). Postupak se nastavlja iterativno sve
dok u okolini N(smin) ima boljih re²enja. esto se de²ava da je okolina N(smin) ve-
like kardinalnosti, pa se pribegava raznim metodama redukovanja pretrage okoline
u cilju smanjenja utro²enog vremena i pove¢anja ekasnosti heuristike.
Metoda promenljivog spusta
Metoda promenljivog spusta (engl. Variable Neighborhood Descent-VND) je de-
terministi£ka varijanta metode promenljivih okolina. Koraci VND metode ilustro-
vani su u pseudokodu u algoritmu 5 i to za slu£aj algoritma koji re²ava problem
minimizacije vrednosti funkcije cilja f(s). Polaze¢i od generisanog po£etnog re²enja
s, VND u svakoj od denisanih okolina Nk, k = 1, 2, . . . , kmax vr²i lokalno pretraºi-
vanje. Sa kmax je ozna£en maksimalan broj okolina. Okolina N1(s) se pretraºuje sve
dok u njoj ima pobolj²anja re²enja. Trenutno najbolje re²enje se aºurira lokalnim
minimumom s1 iz okoline N1(s), i prelazi se na pretragu okoline N2. Ukoliko se
u nekoj okolini Nk, k = 1, 2, . . . , kmax pronae lokalni minimum s1 koji je bolji od
trenutno najboljeg re²enja sbest, prvo se aºurira sbest i pretraga se nastavlja u N1
okolini novog trenutno najboljeg re²enja. Ako ne doe do popravke trenutno najbo-
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ljeg re²enja, pretraga se preme²ta u slede¢u okolinu, pove¢avanjem broja£a okolina
k. Pretraga se zaustavlja ukoliko se trenutno najbolje re²enje ne moºe popraviti ni
u jednoj od okolina N1, N2, . . . , Nkmax .




while k ≤ kmax do
s1 ← BestNeighbor(s, k)









Vi²estartna metoda promenljivog spusta
Lokalna pretraga primenjena na probleme optimizacije £esto ostaje zarobljena
u lokanom optimumu. Uobi£ajen na£in re²avanja ovog problema je implementacija
vi²estartne metode lokalnog pretraºivanja. Vi²estartne metode lokalnog pretraºiva-
nja su iterativne procedure koje se sastoje od dve faze: u prvoj se generi²e po£etno
re²enje, u drugoj fazi se naj£e²¢e to re²enje popravlja nekom od heuristika zasno-
vanih na lokalnom pretraºivanju. Svaka iteracija algoritma proizvodi re²enje koje
je lokalni optimum, a najbolje re²enje iz svih iteracija je krajnji rezultat algoritma.
Interakcija izmeu dve faze treba da obezbedi ravnoteºu izmeu diverzikacije i in-
tenzikacije pretrage, u cilju dobijanja visoko kvalitetnih re²enja. Jedan od na£ina
interakcije pomenutih faza je da se po£etno re²enje u svakoj narednoj iteraciji gene-
ri²e iz lokalnog optimuma dobijenog u prethodnoj iteraciji adekvatnim metodama
perturbacije ili se po£etno re²enje za narednu iteraciju generi²e slu£ajnim izborom.
Na ovim jednostavnim idejama zasniva se i vi²estartna metoda promenljivog
spusta (engl. Multistart Variable Neighborhood Descent-MSVND). MSVND itera-
tivno pretraºuje prostor pretrage, tako ²to se VND procedura restartuje vi²e puta iz
razli£itih slu£ajno generisanih po£etnih re²enja i najbolji lokalni minimum se vra¢a
30
GLAVA 2. METAHEURISTIKE
kao re²enje problema. Procedura se zaustavlja kada se ispuni neki unapred de-
nisan kriterijum zaustavljanja. Implementacija MSVND metode je predstavljena
pseudokodom prikazanim u algoritmu 6.
Algorithm 6 Vi²estartna metoda promenljivog spusta
procedure MSVND
while ¬ kriterijum zaustavljanja do
s← RandomSolution()
k ← 1
while k ≤ kmax do
s1 ← BestNeighbor(s, k)










Redukovana metoda promenljivih okolina
Redukovana metoda promenljivih okolina (engl. Reduced Variable Neighborhood
Search-RVNS) je pogodna za primenu na instancama problema optimizacije velikih
dimenzija, na kojima je primena lokalnog pretraºivanja vremenski zahtevna. RVNS
metoda nema fazu lokalnog pretraºivanja, a zasnovana je na stohasti£kom izboru
jednog re²enja u svakoj od unapred denisanih okolina. Struktura RVNS metode
za re²avanje problema minimizacije predstavljena je algoritmom 7. Primena RVNS
metode zahteva deniciju strukture okolina re²enja Nk, k = 1, 2, . . . , kmax koja se
koristi u fazi razmrdavanja. Izbor slu£ajnog re²enja je implementiran u fazi razmr-
davanja kroz proceduru Shake(S,k) koja za dato re²enje s generi²e slu£ajno re²enje
iz njegove k-te okoline. Preostali koraci algoritma su identi£ni kao kod VND me-
tode. Na slu£ajan na£in se bira re²enje iz prve okoline. Ukoliko novo re²enje ima
bolju vrednost od vrednosti trenutnog re²enja pretraga se preme²ta u bolje re²enje
(s ← s1) a u suprotnom se pretraga nastavlja u slede¢oj okolini. Nakon pobolj²a-
nja u nekoj od okolina ili pretrage svih okolina, ponovo se prelazi u prvu okolinu i
postupak se ponavlja sve dok se ne ispuni kriterijum zaustavljanja.
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Algorithm 7 Redukovana metoda promenljivih okolina
procedure RVNS
s← InitialSolution()
while ¬ kriterijum zaustavljanja do
k ← 1
while k ≤ kmax do
s1 ← Shake(s, k)










Skup okolina Nk, k = 1, 2, . . . , kmax je naj£e²¢e ugneºden, odnosno svaka slede¢a
okolina sadrºi prethodnu, odatle proizilazi da dimenzije okolina obi£no rastu. Posle-
dica ove £injenice je da se temeljnije pretraºuju okoline koje su na malom rastojanju
od re²enja s u odnosu na one koje su na ve¢em rastojanju.
Osnovna metoda promenljivih okolina
Osnovna metoda promenljivih okolina (engl. Basic Variable Neighborhood Se-
arch-BVNS) nastaje kombinacijom deterministi£ke pretrage okolina i stohasti£kog
izbora po£etnog re²enja u trenutnoj okolini, nad kojim se vr²i lokalna pretraga.
Struktura BVNS metode za re²avanje problema mimimizacije date funkcije cilja ilu-
strovana je algoritmom 8. Primena faze razmrdavanja zahteva deniciju Nk, k =
1, 2, . . . , kmax okolina re²enja. U fazi razmrdavanja se bira slu£ajno re²enje iz k-
te okoline trenutnog re²enja, a zatim se nad razmrdanim re²enjem primenjuje faza
lokalnog pretraºivanja. Kao i kod prethodno izloºenih varijanti VNS algoritma, uko-
liko je dobijeni lokalni optimum bolji od trenutno najboljeg re²enja, aºurira se vred-
nost najboljeg re²enja i pretraga se nastavlja u njegovoj okolini N1. U suprotnom, se
pove¢ava broja£ okolina, i pretraga se nastavlja u slede¢oj nepose¢enoj okolini Nk.
Opisani koraci se iterativno ponavljaju dok se ne ispuni kriterijum zaustavljanja.
Faza razmrdavanja obezbeuje da se pretraºuju razli£iti regioni prostora pre-
trage. Okoline koje deni²u razmrdavanje i okoline u kojima se vr²i lokalna pretraga,
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Algorithm 8 Osnovna metoda promenljivih okolina
procedure BVNS
s← InitialSolution()
while ¬ kriterijum zaustavljanja do
k ← 1
while k ≤ kmax do
s1 ← Shake(s, k)
s2 ← LocalSearch(s1)










mogu ali i ne moraju biti jednake. Na slici 2.9 ilustrovana je promena okolina u
BVNS metodi sa strategijom prvog pobolj²anja.
Slika 2.9: Promena okolina u BVNS metodi
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Op²ta metoda promenljivih okolina
Osnovna razlika izmeu osnovne i op²te metode promenljivih okolina ogleda se
u fazi intenzikacije pretrage. Nakon faze razmrdavanja, op²ta metoda promenlji-
vih okolina (engl. General Variable Neighborhood Search-GVNS) umesto lokalne
pretrage, koristi metodu promenljivog spusta-VND. Koraci op²te metode promen-
ljivih okolina dati su u algoritmu 9. Okoline koje se koriste kod razmrdavanja i u
VND fazi mogu biti iste ili razli£ite, ili eventualno mogu da imaju neke zajedni£ke
elemente.
Algorithm 9 Op²ta metoda promenljivih okolina
procedure GVNS
s← InitialSolution()
while ¬ kriterijum zaustavljanja do
k ← 1
while k ≤ kmax do
s1 ← Shake(s, k)
s2 ← VND(s1)










Adaptivna metoda promenljivih okolina
Kod nekih prblema optimizacije, de²ava se da udaljeni regioni prostora pretrage
sadrºe re²enja bliska optimumu. U takvim slu£ajevima, neophodno je modikovati
osnovnu VNS metodu tako da se omogu¢i ispitivanje delova prostora pretrage koji
su udaljeni od trenutno najboljeg re²enja. Modikacija se sastoji u prihvatanju
re²enja bliskih trenutno najboljem re²enju, koja nisu nuºno bolja od trenutno naj-
boljeg re²enja. Dobijena varijanta VNS metode poznata je kao adaptivna metoda
promenljivih okolina (engl. Skewed Variable Neighborhood Search-SVNS).
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Algorithm 10 Adaptivna metoda promenljivih okolina
procedure SVNS
s← InitialSolution()
while ¬ kriterijum zaustavljanja do
k ← 1;
sbest ← s;
while k ≤ kmax do
s1 ← Shake(s, k)
s2 ← FirstImprovement(s1);
sbest ← FindBetter(sbest, s2);











Pseudokod ove metode je predstavljen algoritmom 10. Nakon razmrdavanja
trenutnog re²enja prihvata se prvo bolje re²enje s2 i pretraga se preme²ta u njegovu
okolinu ukoliko je vrednost izraza f(s2)−αρ(s2, S) manja od vrednosti funkcije cilja
trenutnog re²enja, £ak i pod uslovom da re²enje s2 nije bolje od trenutnog re²enja
s. Preme²tanje fokusa pretrage se kontroli²e izra£unavanjem vrednosti izraza
f(s2)− αρ(s2, S) gde je sa ρ(s2, S) ozna£ena meusobna udaljenost re²enja s2 i s a
α je parametar metode. Procedura FindBetter(a,b) uporeuje dva re²enja a i b
i bolje re²enje vra¢a kao izlaznu vrednost.
Parametar α se bira tako da omogu¢i pretragu udaljenih prostora re²enja. Ade-
kvatna vrednost α parametra se odreuje eksperimentalno i zavisi od prirode pro-
blema koji se re²ava. U slu£ajevima kada je udaljenost re²enja s2 i s mala, male
vrednosti parametra α spre£avaju £esta preme²tanja pretrage u re²enja bliska tre-
nutnom re²enju s. Osim na ovaj na£in, vrednost parametra α moºe da se odredi i
sosticiranim strategijama koje uklju£uju procese u£enja i preno²enja znanja.
Pored navedenih varijanti metode promenljivih okolina, u literaturi su poznate
i druge modikacije osnovne VNS metode:
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• metoda promenljivih okolina bazirana na dekompoziciji (engl. Variable neigh-
borhood Decomposition Search-VNDS);
• primalno-dualna metoda promenljivih okolina (engl. Primal-dual VNS-PDVNS );
• paralelna metoda promenljivih okolina (engl. Parallel Variable Neighborhood
Search-PVNS);
• metoda promenljivih formulacija (engl. Variable Neighborhood Formulation
Space Search-VNFSS);
• metoda programiranja promenljivih okolina (engl. Variable Neigborhood Pro-
gramming-VNP);
i druge. Detaljan pregled varijanti metode promenljivih okolina moºe se prona¢i u
radovima [71, 124, 135, 139].
2.4 Ostale metaheuristi£ke metode
U prthodnim potpoglavljima detaljnije su opisane metaheuristi£ke metode koje
su kori²¢ene u disertaciji. U nastavku je dat kratak pregled ostalih metaheuristi£kih
metoda koje se takoe £esto koriste za re²avanje problema optimizacije.
Tabu pretraºivanje (engl. Tabu Search-TS) je metaheuristika koja kontroli²e
heuristi£ku proceduru lokalnog pretraºivanja na na£in da se moºe prevazi¢i problem
zaglavljivanja u lokalnom optimumu. Ova metaheuristika je prvi put predloºena u
[55], a danas se £esto koristi u re²avanju kombinatornih optimizacionih problema. TS
se zasniva na kori²¢enju adaptivne memorije i pretrage tabu liste. Detalji algoritma
i noviji trendovi u primeni TS-a mogu se na¢i u [52, 53].
Pohlepna stohasti£ko-adaptivna procedura pretrage (engl. Greedy Randomized
Adaptive Search Procedure-GRASP) je metaheuristi£ki algoritam koji se sastoji od
dve faze: pohlepne stohasti£ko-adaptivne faze konstrukcije re²enja (engl. greedy
randomized solution constuction) i lokalnog pretraºivanja koje popravlja generisana
re²enja. Ove dve faze se naizmeni£no ponavljaju dok se ne ispuni kriterijum zau-
stavljanja. GRASP je predstavljen u radu [42]. U prvoj fazi, pohlepni algoritam
donosi odluke o narednom koraku u kreiranju re²enja. Algoritam uvek bira akcije
koje se £ine kao najbolje u tom momentu ²to rezultira u formiranju re²enja koja su




Optimizacija ²kripe¢eg to£ka (engl. Squeaky Wheel Optimization-SWO) je pre-
dloºena u [82] kao tehnika pretrage koja ima sposobnost re²avanja ²irokog spektra
optimizacionih problema. SWO koristi pohlepni pristup za konstrukciju po£etnog
re²enja. Nakon ove faze sledi postupak provere formiranih re²enja i pronalaºenja po-
tencijanlo dobrih mesta na kojima se po£etno re²enje i vrednost funkcije cilja mogu
popraviti. Uo£ena mesta popravke se koriste za denisanje prioriteta i redosleda
konstruktivnih koraka pohlepnog algoritma.
Kaljenje metala je prirodni proces u kome se metali prvo zagrevaju a zatim
postepeno hlade kako bi promenili zi£ke karakteristike i unutra²nju strukturu. Si-
mulirano kaljenje (engl. Simulated Annealing-SA) koje je razvijeno u [91] simulira
prirodni proces kaljenja metala tako ²to energiju sistema posmatra kao funkciju cilja.
Algoritam sa odreenom verovatno¢om menja trenutno re²enje sa slu£ajno generi-
sanim re²enjem. Verovatno¢a izbora novog re²enja zavisi od razlike u energijama
dva re²enja i od vrednosti parametra koji opisuje temperaturu. Kod velikih vredno-
sti temperature prihvataju se re²enja lo²ijeg kvaliteta. Temperatura se smanjuje u
toku izvr²avanja algoritma £ime se pretraga fokusira samo na re²enja boljeg kvali-
teta od trenutnog. Ekasnost SA zavisi od nekoliko parametara kao ²to su po£etna
temperatura, stepen hlaenja i vrednosti temperaturne razlike koja obi£no deni²e
veli£inu okoline za posmatrano re²enje. Sveobuhvatni pregled SA optimizacionog
algoritma dat je u [130, 160].
Optimizacija rojem £estica (engl. Particle Swarm Optimization-PSO) predlo-
ºena je u radu [86], kao tehnika optimizacije zasnovana na pona²anju ptica u jatu,
kretanju skupa £estica u prostoru. Kod PSO metode £estice odgovaraju re²enjima
problema i kre¢u se kroz prostor pretrage, koriste¢i sopstveno iskustvo i iskustvo
roja. Poziciju £estice karakteri²e vektor poloºaja, vektor brzine i pravac kretanja.
PSO po£inje sa po£etnim rojem £estica koje se rasporeuju na slu£ajne pozicije pre-
traºiva£kog prostora i dodeljuje im se slu£ajni pravac kretanja, a zatim se, dok se
ne ispuni neki kriterijum zaustavljanja, ponavljaju iteracije algoritma u kojima se
aºuriraju vektori poloºaja i kretanja £estica. Detaljno istraºivanje o modikacijama
i aplikacijama PSO-a moºe se prona¢i u [184].
Optimizacija kolonijom mrava (engl. Ant Colony Optimization-ACO) je meta-
heuristi£ka metoda predloºena u [24] i zasnovana na pona²anju mrava pri njihovom
poku²aju da pronau optimalan put od mravinjaka do lokacije hrane. Ve²ta£ki mrav
generi²e po jedno re²enje slu£ajnim izborom komponenti proporcionalno nivou dode-
ljenog feromona. Da bi se pove¢ala slu£ajnost pretrage i istraºivanje novih regiona
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koristi se £injenica da u prirodi feromon isparava s vremenom. Zbog toga, ACO
algoritam sadrºi parametar koji opisuje koecijent isparavanja, sa kojim se na kraju
svake iteracije aºurira vrednost feromona svake komponente. Vrednost feromona se
pove¢ava za komponente koje odgovaraju kvalitetnim re²enjima a feromon isparava
za komponente lo²ih re²enja, £ime se pove¢ava verovatno¢a izbora visokokvalitet-
nih re²enja u narednim iteracijama algoritma. Opis strukture algoritma i pregled
primene mogu se prona¢i u [35, 36].
Metaheuristika delimi£ne optimizacije uz posebne uslove intensikacije (engl.
Partial Optimization Metaheuristic Under Special Intensication Conditions -
POPMUSIC) zasniva se na ideji da se posmatrani problem moºe podeliti na manje
podprobleme koji se mogu dalje re²ti do lokalnog optimuma. Iz tog razloga POP-
MUSIC se moºe posmatrati kao algoritam lokalne pretrage koji se obi£no koristi u
speci£nim problemima sa mnogo okolina. U radu [161] POPMUSIC je predloºen
kao pogodna metoda za re²avanje kompleksnih kombinatornih problema.
U novijoj literaturi se pojavljuju algoritmi koji ne slede paradigmu samo jedne
tradicionalne metaheuristike ve¢ kombinuju komponente razli£itih algoritama koji
£esto poti£u iz razli£itih oblasti istraºivanja. Ovakav pristup kombinovanju metahe-
uristi£kih metoda naziva se hibridna metaheuristika. Hibridni algoritam je algoritam
koji se sastoji iz dva ili vi²e algoritama koji se izvr²avaju zajedno i sarauju u re²a-
vanju unapred denisanog problema tako da se nedostaci jednog algoritma elimini²u
prednostima drugog [148].
Kombinovanje algoritama koji se hibridizuju ne treba da bude slu£ajno ve¢ da se
bazira na detaljnoj analizi dobrih i lo²ih aspekata svakog algoritma. Spora konver-
gencija, lako zaustavljanje u lokalnom optimumu, ili neki sli£an nedostatak poni²tava
se kombinovanjem sa koracima drugog algoritma koji moºe da pobolj²a performanse
formirane strategije. Zbog toga, hibridni pristup re²avanju problema optimizacije
je generalno komplikovan proces koji zahteva ²iroka znanja i ekspertizu u raznim
podru£jima optimizacije.
Hibridni pristupi iz literature se ukratko mogu klasikovati kao [9]: hibridizacija
metaheuristike sa drugom metaheuristikom ili heuristikom, hibridizacija metaheu-
ristike i programiranja ograni£enja, hibridizacija metaheuristike i tehnike pretrage
stabla, hibridizacija metaheuristike i relaksacije problema, hibridizacija metaheuri-
stike sa dinami£kim programiranjem, i druge.
Neki od na£ina realizacije hibridizacije su: hibridi niskog nivoa (funkcija jed-
nog algoritma, obi£no funkcija pretrage, zamenjuje se metodom drugog algoritma),
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hibridi visokog nivoa (algoritmi se kombinuju bez menjanja na£ina funkcionisanja
pojedina£nih algoritama), globalni hibridi (svaki algoritam vr²i pretragu celog pro-
stora re²enja), parcijalni hibridi (svaki algoritam re²ava podproblem dobijen dekom-
pozicijom problema optimizacije koji se re²ava), kolaborativni hibridi (algoritmi se
izvr²avaju sekvencijalno ili paralelno), integrativni hibridi (jedan algoritam je na-
dreen a drugi podreen u zavisnosti od stepena u£e²¢a u procesu pretrage), i drugi
[168].
Preuranjena konvergencija je inherentna karakteristika GA. Hibridizacija evo-
lutivnog algoritma sa metodom lokalne pretrage vodi do konstrukcije memetskog
algoritma. Memetski algoritmi (engl. Memetic Algorithm-MA) su dizajnirani tako
da prevaziu ovu neºeljenu karakteristiku. MA je predloºen u [126] i primenjuje
operatore koji kombinuju lokalna pobolj²anja skupa po£etnih re²enja da bi formirali
novo re²enje. U osnovi, MA pretraºuje okolinu datog re²enja. Svaki MA prolaz
sastoji se od £etiri uzastopna koraka: odabira roditelja, uparivanja roditelja za for-
miranje nove generacije potomaka, lokalnog pobolj²avanja potomaka i aºuriranja
populacije. Detaljan pregled i opis MA algoritma, moºe se na¢i u [129].
Zbog napretka u razvoju egzaktnih metoda neki MILP modeli mogu da se re²e
do optimalnosti ili blisko optimumu u razumnom vremenu izra£unavanja. Ova £i-
njenica je podstakla istraºiva£e da dizajniraju heuristike koje u pojedinim fazama
koriste MILP modele ili matemati£ko programiranje. Ovakvom vrstom hibridiza-
cije formirane su takozvane matemati£ke metaheuristi£ke metode ili matheuristike
(engl. Matheuristics) [11]. Bitna karakteristika ovih metoda je upotreba matema-
ti£kog modela problema koji se re²ava, tako da su ove metode poznate jo² i pod
nazivom metaheuristike bazirane na modelu (engl. Model-based metaheuristics).
Postoje razni na£ini realizacije kombinovanja metaheuristike i matemati£kog pro-
gramiranja. U prvom pristupu, matemati£ko programiranje se izvr²ava nakon ²to je
metaheuristika vratila re²enje problema optimizacije, sa ciljem da se re²enje popravi
do optimalnosti. U drugom slu£aju koristi se obrnuti pristup, kvalitetno po£etno re-
²enje se generi²e matemati£kim programiranjem a zatim se nad njim primenjuje neka
metaheuristi£ka metoda. Poslednji, £esto kori²¢eni pristup je integracija matemati£-
kog programiranja direktno u neku od faza metaheuristike sa ciljem unapreivanja
procesa pretrage. Kompleksni problemi optimizacije se obi£no mogu razloºiti na
podprobleme koji se mogu re²iti nezavisno a zatim se re²enja podproblema kombi-
nuju u dopustivo re²enje problema. Kod matheuristikog pristupa re²avanju ovakvog




Hibridne metaheuristike su uspe²no primenjene pri re²avanju raznih problema
optimizacije u telekomunikacijama [178], obradi slika [6], analizi strukture proteina





Kontejnerski terminal (engl. container terminal -CT) se moºe opisati kao otvo-
reni sistem sa dva spoljna pristupna podru£ja u kojima se obavlja protok kontej-
nerskog tereta. Pristupna podru£ja su pristani²te (engl. quayside) u kome se teret
iskrcava ili ukrcava u brodove i kopneni prostor ili zalee (engl. landside) koje
predstavlja prostor eksternog transporta u kome se, obi£no kamionima i vozovima,
kontejnerski teret dalje prenosi van luke u ²ire kopneno podru£je do destinacija
korisnika. Kao spona izmeu pristani²ta i kopnenog prostora, u kontejnerskom ter-
minalu se obi£no grade jo² i transportni (engl. transport area) i skladi²ni prostor
(engl. yard area) [119]. Transportni prostor ima ulogu preno²enja kontejnerske robe
unutar samog terminala, dok se u skladi²nom prostoru privremeno sme²taju kon-
tejneri dok ne budu upu¢eni na krajnje destinacije. Slika 3.1 prikazuje prostornu
strukturu kontejnerskog terminala.
Slika 3.1: Prostorni prikaz kontejnerskog terminala
Kada brod stigne u pristani²te i dodeli mu se vez, treba istovariti kontejnere koje
je prevozio. Kranovi (engl. quay cranes-QC) preme²taju kontejnere sa broda na
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specijalizovana vozila (engl. automated guided vehicles) koja dalje prenose kontej-
nere do privremenog skladi²nog prostora u kome se kontejneri £uvaju odreeni kra¢i
vremenski period, sloºeni u veliki broj grupa u obliku traka (staza). Broj kontej-
nera koji ¢e biti utovaren ili istovaren je poznat unapred, tj., pre dolaska broda u
terminal. Broj kontejnera kojima CT moºe rukovati zavisi od broja i kapaciteta kra-
nova kojima je terminal snabdeven. Staze u koje su sme²teni kontejneri opsluºuju
specijalizovani kranovi (engl. automated stacking cranes-ASC) koji imaju ulogu da
preuzmu kontejner i smeste ga na predvieno mesto unutar postoje¢ih traka. Jedan
od najzagu²enijih delova CT-a je privremeni skladi²ni prostor u kome se sme²taju
prazni i puni kontejneri. Kako je jedan od zadataka menadºera terminala ekasna
organizacija kompletnog transporta kontejnera na terminalu, oni posebno vode ra-
£una da se ovo zagu²enje svede na minimum tako ²to skra¢uju vreme zadrºavanja
kontejnera u privremenim skladi²tima. Nakon odreenog perioda skladi²tenja, ASC
kranovi ponovo prenose kontejnere do specijalizovanih vozila koji ih dalje transpor-
tuju do barºi, brodova, kamiona ili vozova. Sli£an postupak se sprovodi i kada se
kontejneri utovaraju na kontejnerske brodove.
Problemi odlu£ivanja u pristani²tu imaju zna£ajan uticaj na operativne karak-
teristike CT-a. Produktivnost CT-a direktno zavisi od ekasnog na£ina planiranja
operacija povezanih sa utovarom i istovarom broda: alokacija vezova, dodela kra-
nova, rasporeivanje kranova i planiranje skladi²tenja kontejnera.
Alokacija vezova (engl. berth allocation) je kompleksan postupak rasporeivanja
brodova na unapred denisane pozicije duº slobodnih vezova u pristani²tu. Obi£no
se u pristani²tu u razmatranom vremenskom trenutku nalazi vi²e brodova, tako da
nekoliko parametara uti£e na dono²enje odluke o mestu vezivanja broda: omiljena
pozicija broda (engl. preferred berth), koja naj£e¢e predstavlja najbliºu poziciju
rezervisanom skladi²nom prostoru za kontejnere koji se transportuju, meusobni
raspored brodova koji treba da preuzmu kontejnere koji se samo pretovaraju ali
ne i skladi²te u terminal, visina i dohvat raspoloºivih kranova, visina i gaz broda
i neki drugi faktori. Dono²enje kvalitetnih odluka u procesu dodele vezova je vrlo
vaºan proces, jer uti£e na celokupan transport kontejnera kroz terminal, prvenstveno
zbog toga ²to dobra pozicija veza svakog broda skra¢uje ukupan preeni put ostalih
prevoznih sredstava u procesu protoka kontejnera kroz terminal. Aktivnosti vezane
za proces dodele vezova po£inju sa dolaskom broda u luku. Ukoliko su neki od
vezova slobodni, menadºer terminala donosi odluku o tome koji ¢e vez biti dodeljen.
U suprotnom, tj., ako nema raspoloºivih vezova, brod se stavlja u red £ekanja.
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Problem dodele kranova (engl. Quay Crane Assignment Problem-QCAP) ima za
cilj dodelu odreenog broja slobodnih kranova brodu kojem je prethodno dodeljen
vez. Problem dodele kranova se vrlo £esto posmatra zajedno sa problemom dodele
vezova. Ve¢i broj dodeljenih kranova skra¢uje vreme zauzetosti veza, jer se na
taj na£in skra¢uje vreme obrade broda i vez se brºe oslobaa za obradu slede¢eg
broda. Vreme obrade broda se deni²e unapred i svako prekora£enje vremena se
dodatno napla¢uje (kaºnjava). Nakon ²to je zavr²en proces dodele kranova, pristupa
se rasporeivanju kranova (engl. Quay Crane Scheduling Problem-QCSP), koje za
cilj ima denisanje optimalnog procesa utovara i istovara broda na kontejnerskom
nivou. U ovom procesu se uzimaju u obzir: raspored kontejnera na brodu (kako bi se
izbegao negativan meusobni uticaj kranova), produktivnost svakog pojedina£nog
krana, udaljenost kranova, struktura broda i drugi parametri.
Planiranje skladi²tenja (engl. yard planning) je postupak dodele skladi²nog pro-
stora pojedina£nim kontejnerima. Dodela skladi²ta se vr²i u zavisnosti od protoka
kontejnera (ponovo se ukrcavaju na brodove, prevoze se na kopno), vrste tereta koji
je sme²ten u kontejner (opasne materije, hrana), dimenzije kontejnera (standardne
dimenzije, predimenzionirani kontejneri), itd. Vrlo je vaºno obezbediti optimalan
raspored kontejnera u skladi²nom prostoru, jer je ponovno rukovanje i preme²tanje
(engl. housekeeping) ve¢ uskladi²tenih kontejnera sa jednog na drugo mesto unutar
skladi²ta nepoºeljno i uti£e na pove¢anje tro²kova CT-a.
Kako CT predstavlja neku vrstu spone izmeu raznih transportnih puteva, jasno
je da produktivnost CT-a direktno uti£e i na globalnu ekonomiju. Da bi privukli
²to vi²e prevoznika kontejnerske robe, menadºeri terminala sa jedne strane imaju
zadatak da ubrzaju ²to je mogu¢e vi²e operacija na terminalu i da pruºe informacije
o protoku kontejnera u realnom vremenu, a sa druge strane da smanje tro²kove
ekasnim kori²¢enjem vezova, kontejnerskog skladi²ta, kranova i ljudskih resursa.
Iz navedenih razloga, deni²u se razni ciljevi optimizacije, kao ²to su: minimizacija
tro²kova, maksimalna iskori²¢enost kranova, minimizacija preme²tanja kontejnera
u skladi²nom prostoru, maksimizacija produktivnosti obrade broda, minimizacija
ukupnog vremena obrade brodova, ali i neki drugi speci£ni ciljevi za konkretnu
realnu situaciju koji pove¢avaju ekasno poslovanje kontejnerskog terminala i luke.
Adekvatan broj vezova i njihova dobra iskori²¢enost mogu da pove¢aju produk-
tivnost CT-a. Menadºeri terminala poseduju sve informacije o brodovima koji dolaze
u terminal i koriste ih da bi brodu dodelili konkretan vez na kome ¢e biti izvr²ena
obrada (utovar i/ili istovar kontejnera) u odreenom vremenskom intervalu za dati
43
GLAVA 3. KONTEJNERSKI TERMINAL
planirani poslovni period. Naj£e²¢e se razmatra period od jedne ili dve radne nedelje
i za njega menadºeri terminala pripremaju plan vezivanja koji treba da garantuje
da ¢e svi najavljeni brodovi biti obraeni u najkra¢em vremenu i uz minimalne tro-
²kove. Da bi se ovi ciljevi ispunili potrebno je voditi ra£una o nekoliko faktora, kao
²to su: vreme, dubina veza, duºina broda, tip broda i ukupno vreme zadrºavanja
brodova u luci. Vremenski faktor zavisi od o£ekivanog vremena dolaska broda, ali
i od vremena dostupnosti veza. Da bi se obezbedilo sigurno kretanje broda unutar
veza, njegova dubina mora biti ve¢a od dubine gaza broda, dok duºina veza ta-
koe mora biti ve¢a od same duºine broda. Osim toga, vez mora imati i adekvatnu
opremu za ekasan utovar i istovar kontejnera. Tip broda, odnosno njegova veli£ina,
uti£e na broj kranova koji ¢e mu biti dodeljeni, a broj dodeljenih kranova deni²e
vreme zadrºavanja broda na vezu. Dostupnost vezova, vreme dolaska broda u luku,
vreme po£etka obrade broda, kao i vreme koje je potrebno da se zavr²i utovar i isto-
var kontejnera, uti£u na ukupno vreme zadrºavanja brodova u luci. Menadºeri luke
planiraju pre samog dolaska broda u luku sve aktivnosti vezane za obradu broda
da bi skratili vreme koje brod provodi na vezu, i da bi smanjili ukupno vreme koje
brod provodi u luci.
Generalno, odluke vezane za planiranje dodele vezova zasnivaju se na tehni£koj
specikaciji broda, kranova i vezova, prioritetu brodova, planiranom zadrºavanju
brovova u terminalu, itd. Odluke su usmerene ka formiranju plana vezivanja koji
¢e rasporediti brodove na optimalan na£in i pri tome denisati ekasan prostorni i
vremenski raspored brodova u terminalu. Pri dono²enju ovih odluka, kao smernice
se uzimaju ukupno vreme koje brod provede u luci od momenta dolaska do momenta
kada brod napusti terminal i svi tro²kovi koji bi mogli da optimizuju poslovanje luke.
Pregled literature koja razmatra probleme iz oblasti operacionih istraºivanja u
kontejnerskim terminalima moºe se na¢i u [38, 39, 100, 157].
3.1 Problem dodele vezova (BAP)
U radu [63] pod problemom dodele vezova smatra se problem dodele slobodnog
prostora na vezu brodovima koji su u lu£kom terminalu. Prema deniciji u radu
[125], problem dodele vezova se sastoji od odreivanja momenta vezivanja i pozicije
za svaki brod u lu£kom terminalu. Prema potpunijoj deniciji problem dodele ve-
zova obuhvata formiranje plana vezivanja na raspoloºive vezove za brodove koji se
nalaze u lu£kom terminalu, tako da je svaki brod vezan odreeni vremenski period
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u kojem se obavljaju aktivnosti utovara ili istovara sa ciljem smanjivanja operativ-
nih tro²kova. Kako je prostor pristani²ta limitiran, a dnevno se u terminalu rukuje
hiljadama kontejnera, ekasan na£in dodele vezova postaje presudan za uspe²nu
administraciju protoka kontejnera kroz terminal.
Kod problema dodele vezova pretpostavlja se da je zadata prostorna struktura
kontejnerskog terminala zajedno sa skupom brodova koje treba opsluºiti u razma-
tranom vremenskom intervalu (slika 3.2). Brodovi se karakteri²u skupom podataka,
kao ²to su: o£ekivano vreme dolaska, veli£ina, predvieno vreme obrade, preferirani
vez u luci, i drugim parametrima, u zavisnosti od varijante BAP-a koja se razmatra.
Cilj BAP-a je da se svaki brod priveºe na neki od raspoloºivih vezova u odreenom
vremenskom trenutku, tako da se vrednost zadate funkcije cilja optimizuje. Funkcija
cilja moºe biti denisana na razne na£ine: minimizacija ukupnih tro²kova vezivanja,
minimizacija vremena £ekanja i obrade brodova, minimizacija preuranjenosti i ka-
²njenja (engl. earliness and tardiness), minimizacija utro²ka goriva, maksimizacija
prota, maksimizacija iskori²¢enosti kranova, itd. Dokazano je da je BAP NP-teºak
problem optimizacije [113].
Pregled klasikacije varijanti BAP-a dat je u tabeli 3.1, dok se detaljnija klasi-
kaciona ²ema BAP-a moºe na¢i u [7]. Tabela 3.1 opisuje atribute i njihove skra¢enice
koje se koriste za BAP klasikacije u literaturi. Klasikacija se deni²e na osnovu
£etiri parametra: prostornog i vremenskog atributa, duºina obrade i merila perfor-
mansi.
Na osnovu prostornog atributa, varijante BAP-a se dele na diskretni, kontinualni,
hibridni ili zavistan od gaza broda. U diskretnom slu£aju, pretpostavlja se da je
pristani²te izdeljeno na sekcije koje se nazivaju vezovi. Svaki vez moºe da opsluºi
samo jedan brod u datom vremenskom trenutku. Osim toga, i vremenska osa moºe
biti izdeljena na diskretne jedinice, ²to omogu¢ava upotrebu celobrojne aritmetike
za ra£unanje vrednosti funkcije cilja. Kod kontinualne varijante BAP-a, brod koji
se obrauje moºe da se smesti na bilo koju poziciju uz o£uvanje zahteva da ne
dolazi do preklapanja sa ve¢ vezanim brodovima. Razli£ite kombinacije diskretnog
i kontinualnog BAP-a formiraju hibridnu varijantu [7, 8]. Kod BAP-a koji zavisi
od gaza broda, brodovi £iji gaz prevazilazi minimalnu propisanu dubinu vode u
vezu ne mogu se proizvoljno vezivati na svaki vez, ve¢ se pored drugih restikcija
u odabiru veza u obzir uzima i ovaj parametar. Navedene varijante BAP-a, kao i
jedan specijalan slu£aj BAP-a sa uvu£enim vezom, ilustrovani su na slici 3.2.
Najzastupljenije varijante BAP-a sa stanovi²ta vremenskog atributa su stati£ki
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Slika 3.2: Varijante izgleda pristani²ta
i dinami£ki BAP. U stati£koj varijanti BAP-a vremena dolaska brodova ili nisu
unapred ksirana ili ograni£enja koja deni²u vreme veza nisu stroga, pa i vreme
veza moºe da varira u ²irem vremenskom intervalu. U prvom slu£aju, pretpostavka
je da brodovi £ekaju u luci i da im se vez moºe dodeliti odmah nakon njegovog
oslobaanja, dok se u drugom slu£aju brodovi mogu ubrzavati ili usporavati uz
odreene tro²kove. Ako su vremena dolaska broda ksirana i brod se ne moºe
obraditi pre o£ekivanog vremena dolaska, takva varijanta BAP-a se klasikuje kao
dinami£ka.
Na osnovu duºine obrade, BAP se deli na £etiri podkategorije: sa ksnim vre-
menom obrade, vremenom obrade koje zavisi od pozicije veza, vremenom obrade
koje zavisi od dodele kranova ili od operativnog rasporeda kranova. Poslednji atri-
but, merilo performansi, u su²tini predstavlja opis funkcije cilja koja se optimizuje
u posmatranom BAP-u. Vrednost funkcije cilja moºe da zavisi od vremena £ekanja
broda, duºine obrade broda, vremena zavr²etka obrade broda, ubrzavanja brodova
da stignu u terminal pre o£ekivanog vremena dolaska, ka²njenja u odnosu na pred-
vieni rok zavr²etka obrade, dodele veza koji nije preferiran i nekih drugih £inilaca.
Razli£itim varijantama BAP-a se mogu pridruºiti neki srodni optimizacioni pro-
blemi. Tako se, na primer, kontinualna verzija BAP-a moºe posmatrati kao dvo-
dimenzionalni problem pakovanja (engl. Bin Packing Problem) sa jednodimenzi-
onalnim ograni£enjem resursa denisanog kranovima i sa promenljivom duºinom
obrade koja je odreena brojem kranova. Dvodimenzionalni problem se£enja (engl.
Cutting-stock problem) je takoe sli£an kontinualnoj verziji BAP-a u kojoj je broj do-
deljenih kranova ksan i gde se uzima da je jedna dimenzija vreme a druga veli£ina
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Tabela 3.1: Oznake za razli£ite varijante BAP-a
Prostorni atribut Vremenski atribut Duºina obrade
Skra¢enica Opis Skra¢enica Opis Skra¢enica Opis
disc diskretni stat stati£ki x ksna vremena
cont kontinualni dyn dinami£ki pos zavisno od poloºaja
hybr hibridni cycl cikli£ki QCAP QC dodela
draft gaz broda stoch stohasti£ki QCSP QC rasporeivanje
due rokovi stoch stohasti£ki
brodova [113]. Dinami£ki diskretni BAP se moºe modelovati kao problem raspo-
reivanja na heterogene procesorske sisteme (engl. Unrelated Machine Scheduling
Problem) [136]. Na osnovu ovih meusobnih povezanosti optimizacionih problema
i navedenih varijanti BAP-a, moºe se zaklju£iti da su one takoe NP-te²ki pro-
blemi optimizacije [51]. Problem rasporeivanja na jednoprocesorske sisteme (engl.
Single Machine Scheduling Problem) sa minimizacijom ukupnih tro²kova preuranje-
nosti [49] je specijalni slu£aj BAP-a. Kako se u ovom problemu odreuju samo po-
£etna vremena obavljanja poslova moºe se re¢i da je ovo jednodimenzionalna verzija
BAP-a. Hibridna varijanta BAP-a moºe se posmatrati kao problem rasporeivanja
na vi²eprocesorske sisteme (engl. Multiprocessor Task Scheduling Problem), jer u
toku utovara i istovara, brodovi mogu istovremeno da zauzmu vi²e susednih vezova.
Proces utovara i istovara se moºe smatrati za zadatak dok su vezovi ekvivalent za
procesore.
3.2 Metaheuristi£ki pristup za BAP
U dosada²njoj literaturi je predloºen mali broj egzaktnih algoritama koji re-
²avaju BAP. Uglavnom se zasnivaju na kori²¢enju me²ovitih celobrojnih formula-
cija problema (engl. Mixed-integer programming-MIP) u okviru komercijalnog re-
²ava£a CPLEX [75, 79, 170]. Kombinatrone formulacije BAP-a predloºene su u
[92, 93, 94, 95] i implementirane su u metodi grananja i ograni£avanja i tehnikama
pogleda unapred (engl. Lookahead techniques). Egzaktni algoritmi grananja i vred-
novanja (engl. Branch-and-price algorithms) za re²avanje BAP-a implementirani su
u [147, 174]. Bendersova kombinatorna odsecanja (engl. Combinatorial benders'
cuts) predloºena su kao metode za re²avanje BAP-a u [19]. Generalno, egzaktni
algoritmi mogu da daju optimalna ili dopustiva re²enja na instancama koja imaju
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5-40 brodova sme²tenih na 3-30 vezova. Generisane test instance ve¢ih dimenzija
su naj£e²¢e previ²e komplikovane za egzaktne algoritme. ak i u slu£aju instanci
manjih dimenzija, moºe se desiti da egzaktne metode ne daju optimalna re²enja,
posebno u slu£ajevima kada vi²e brodova pretenduje na isti omiljeni vez i/ili imaju
isto o£ekivano vreme dolaska. U navedenim primerima, egzaktni algoritmi mogu za-
htevati previ²e procesorskog vremena za re²avanje problema ili vrlo £esto ne mogu
da pronau ni po£etno dopustivo re²enje.
Uzimaju¢i u obzir ograni£enja egzaktnih metoda u re²avanju BAP-a, metaheu-
risti£ke metode su prirodan pristup re²avanju instanci BAP-a. U praksi je vaºno
razviti ekasan sistem podr²ke odlu£ivanju koji ¢e pomo¢i menadºeru terminala da
balansira izmeu zahteva za brzom obradom brodova i ekonomski isplativim kori-
²¢enjem dodeljenih vezova. Imaju¢i u vidu da su tro²kovi vezani za kori²¢enje lu£kih
resursa i obradu kontejnerskih brodova vrlo visoki, poºeljno je da se koriste ²to je
mogu¢e ekasnije.
U slede¢im odeljcima dat je pregled literature u kojoj su implementirani meta-
heuristi£ki pristupi u re²avanju BAP-a. I pored toga ²to je u procesu sakupljanja
pregledne literature kori²¢eno nekoliko baza za pretraºivanje (ScienceDirect, Sprin-
gerLink, IEEE Explorer, Web of Science, GoogleScholar, itd.), mogu¢e je da ovaj
pregled nije potpun.
Tabu pretraºivanje
TS heuristika je implementirana u [25] za re²avanje dinami£kog diskretnog BAP-
a. Autori su koristili model u kojem se minimizuje funkcija cilja denisana nad
ukupnim vremenom obrade brodova (za svaki brod se ra£una razlika izmeu mo-
menta dolaska broda u luku i vremena kad je zavr²ena obrada posmatranog broda).
Pri generisanju po£etnog re²enja autori koriste pohlepnu slu£ajnu proceduru (engl.
Random Greedy Procedure) i proceduru obrade po redosledu dolaska (engl. First
Come-First Serve). Inicijalno re²enje se modikuje preme²tanjem brodova sa tre-
nutno dodeljenog veza na novoodabrani vez. Ova preme²tanja deni²u okolinu te-
ku¢eg re²enja. Kada se brod pomeri sa trenutnog veza njegovo ponovno vra¢anje
na isti vez se zabranjuje u slede¢oj iteraciji algoritma postavljanjem tabu statusa
na unapred denisane atribute. Istraºivanje iz rada [25] je pro²ireno u radu [104]
u kojem autori koriste skup visoko kvalitetnih (elitnih) re²enja sa idejom da se po-
ve¢a ekasnost TS-a. Kori²¢ena je i dodatna okolina zasnovana na zameni brodova
(engl. swapping) u kojoj brodovi dodeljeni na isti vez ili na razli£ite vezove mogu da
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razmene svoje pozicije. TS heuristika generi²e nova re²enja algoritmom ponovnog
povezivanja puteva (engl. Path Relinking Algorithm) koji se iterativno ponavlja u
cilju pribliºavanja po£etnog re²enja skupu elitnih re²enja. Skup elitnih re²enja se u
ovom postupku aºurira ukoliko se pronae novo najbolje re²enje.
Dodela kranskih prola (engl. QC proles) karakteri²e takti£ku podvarijantu
BAP-a i predstavlja broj dostupnih kranova u svakom vremenskom segmentu ob-
rade broda. Autori u [54] re²avaju diskretni takti£ki BAP sa ciljem minimizacije
tro²kova ponovnog rukovanja i preme²tanja uzrokovanog tokovima pretovara izmeu
brodova, kao i maksimizacije ukupne vrednosti odabranih kranskih prola. Problem
je re²avan u dve faze: u prvoj fazi se za svaki brod identikuju proli kranova za
brod, dok se u drugoj fazi brodovima dodeljuju vezovi zasnovani na datom kran-
skom rasporedu. Autori u [54] su prilagodili TS heuirstiku ranije predloºenu u [25]
tako ²to je implementirana nova procedura za minimizaciju tro²kova ponovnog ru-
kovanja u skladi²tu koji nastaju usled protoka kontejnera izmeu brodova. U radu
[109] predstavljen je TS za re²avanje verijante BAP-a koja se odnosni na veliki
kontejnerski pretovarni £vor sa vi²e terminala, sa zadatkom da se minimizira uku-
pan unutarterminalski i meuterminalski tro²ak rukovanja kontejnerima. Autori u
[109] su ponudili hijerarhijsko re²enje terminalskog i pristani²nog problema dodele,
a TS heuristka je integrisana u heuristi£ku proceduru koja odreuje protok kontej-
nera u skladi²nom prostoru. Skladi²ni prostor se posmatra kao dvodimenzionalna
mreºa ograni£enog kapaciteta, a TS pronalazi dobar redosled u£itavanja na mreºu.
Problem upravljanja smetnjama u toku dodele vezova je takoe uspe²no re²en upo-
trebom TS metode u [183]. Kako nepredvieni problemi mogu uticati na planiranu
dodelu vezova inicijalni plan moºe zahtevati izmene jer je postao nedopustiv. Autori
su u [183] kombinovanjem TS-a i metode ponovne dodele ovaj problem re²ili lokalno
na mestima pojave smetnji, najpre u malim vremenskim i prostornim intervalima,
a zatim su intervali pro²irivani sve dok ne obuhvate ceo razmatrani horizont.
Pohlepna stohasti£ko-adaptivna procedura pretrage
Dve verzije GRASP-a koje minimizuju teºinsko ukupno vreme protoka za dina-
mi£ki kontinualni BAP su razvijene u [107]. U prvoj varijanti algoritma po£etno
re²enje se formira po pravilima pakovanja denisanog redosledom dolaska (engl.
rst-come-rst-pack rule), dok u drugoj verziji ne postoje dodatna ograni£enja pri
konstrukciji inicijalnog re²enja. U prvoj verziji GRASP-a iz [107], autori su im-
plementirali dve procedure lokalnog pretraºivanja: prva je zasnovana na razmeni
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susednih brodova u listi, a druga se bazira na A∗ proceduri pretrage stabla. Druga
verzija GRASP-a predloºena u [107] u osnovi ima istu ideju ali bilo koja dva broda
mogu razmeniti pozicije. Salido i sar. su u [152] razvili integrisani pristup zasnovan
na GRASP-u koji nezavisno razmatra problem slaganja kontejnera i BAP i uklju-
£uje funkciju cilja u kojoj se minimizuje vreme £ekanja brodova. U [153], Salido i
sar. su predloºili sistem podr²ke odlu£ivanju za kontejnerski terminal. Autori su
dodatno posmatrali problem dodele kranova (QCAP) integrisan sa BAP-om i ta-
koe predloºili GRASP kao heuristiku za re²avanje ovog problema. BAP i QCAP
koji minimizuju ukupno vreme £ekanja brodova razmatrani su i u [150] i dizajniran
je GRASP kao metoda re²avanja. Predloºeni GRASP iz [150] formira po£etno do-
pustivo re²enje odabirom brodova iz ograni£ene liste kandidata dobijene na osnovu
vrednosti pohlepne funkcije i vrednosti slu£ajnog parametra. Procedura lokalnog
pretraºivanja je kontrolisana pravilom otpu²tanja (engl. dispatching rule) zasnova-
nog na redosledu brodova denisanom na osnovu vremena vezivanja broda. Okolina
trenutnog rasporeda se dobija razmenom pozicija dva slu£ajno odabrana broda u
pravilu otpu²tanja.
Optimizacija ²kripe¢eg to£ka
Zhen i sar. su u [185] posmatrali istovremenu optimizacija BAP-a i QCAP-a za
pretovarna £vori²ta i predloºili su SWO za re²avanje realnih primera velikih dimen-
zija. Kako SWO formira nova re²enja razmenom pozicija samo susednih brodova
u trenutnom re²enju i preme²tanjem brodova sa velikom cenom na po£etak liste, u
radu [185] je predloºena kombinacija SWO i pretrage okoline kriti£nim pretresanjem
(engl. critical-shaking neighborhood search). Ova hibridna metoda bira unapred de-
nisani broj brodova sa najve¢om vredno²¢u tro²kova i na slu£ajan na£in menja
njihov prioritet kako bi se omogu¢io izlazak iz lokalnog optimuma. Nadovezuju¢i
se na prethodna istraºivanja o integrisanom BAP-u iz [120], Meisel i Bierwith u
[121] razmatraju QCAP i rasporeivanje kranova. SWO je u [121] upotrebljen u
fazi dodele vezova, kao i u fazi dodele kranova jer je dao bolje rezultate od TS-a.
SWO je takoe kori²¢en za re²avanje dinami£kog hibridnog BAP-a u [171]. Po-
£etno re²enje za dodelu vezova dobijeno je na osnovu redosleda dolaska (engl. rst
come-rst served) brodova koji se obrauju. Na kraju svake iteracije, na osnovu
trenutnog vremena obrade brodova, ra£una se njihov novi prioritet. Brod sa datim
prioritetom se sme²ta na vez koji minimizuje ukupno vreme obrade i vreme £ekanja
brodova, ali tek kad su svim brodovima sa ve¢im prioritetom ve¢ dodeljeni vezovi.
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Algoritam preme²ta brodove sa duºim vremenom obrade i duºim vremenom £ekanja
na po£etak liste prioriteta, ²to vodi ka pobolj²anju njihovog opsluºivanja. Opseºni
eksperimenti nad realnim podacima dobijenim iz luka rasutog tereta su pokazali da
SWO metoda iz [171] pronalazi re²enja bliska optimalnim za ve¢e instance problema.
Metoda promenljivih okolina
Diskretni BAP sa minimalnim tro²kovima je razmatran u [73] i re²avan varijan-
tom metode promenljivih okolina. Preciznije, predloºena je metoda poznata pod
imenom metoda spusta kroz promenljive okoline (engl. Variable Neighborhood De-
scent-VND) koja koristi tri okoline. Prva okolina zasnovana je na Or opt algoritmu.
Algoritam odabira jedan, dva ili tri broda i ume¢e ih izmeu bilo koja dva broda
koja se obrauju na istom vezu. Druga okolina razmenjuje rasporede dva broda koja
se opsluºuju na razli£itim vezovima, dok tre¢a okolina uklanja odabrani brod sa veza
i poku²ava da ga umetne na neku drugu raspoloºivu poziciju. U fazi razmrdavanja
su kori²¢ene dve ugneºdene okoline. U prvoj se za dva slu£ajno odabrana broda
razmenjuju njihovi vezovi i vremena dolaska. U drugoj okolini se slu£ajno odabrani
brod uklanja iz skupa obraenih brodova na datom vezu i dodaje se skupu brodova
na slu£ajno odabranom vezu u najpogodnijem redosledu. Takoe, u poreenju sa
genetskim i memetskim algoritmom, VND iz [73] pokazuje bolje performanse na
istom skupu instanci i na skoro svim instancama dostiºe poznata optimalna re²enja.
Simulirano kaljenje
Kontinualni BAP u kome se minimizuju tro²kovi vezivanja na neoptimalne pozi-
cije i tro²kovi ka²njenja prou£avan je u [90]. Upotrebljeni su takozvani x i y klasteri,
koji predstavljaju skupove brodova predstavljene pravougaonicima £ije se vertikalne
ili horizontalne strane dodiruju. Klasteri se nazivaju stabilnim ako se ne mogu po-
merati duº x ili y-ose. Stabilnost je kori²¢ena da bi se popravio kvalitet generisanog
re²enja. Oliveira i sar. su u [34] re²avali dinami£ki diskretni BAP kombinacijom
metode klasterskog pretraºivanja (engl. clustering search) i simuliranog kaljenja,
pri £emu funkcija cilja razmatranog problema minimizuje teºinsku sumu vremena
opsluºivanja. Na svakom nivou temperature, trenutno re²enje se menja procedurom
klaster pretrage. Tri razli£ita preureenja redosleda brodova koriste se za denisanje
okoline re²enja (reorder ships, reallocate ships, change ships). U cilju obezbeivanja
raznovrsnosti uzastopnih generisanih re²enja, brodovi se biraju nasumi£no i na njih
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se primenjuje jedan od tri tipa pomenutih preureenja. Kontinualni robustni BAP,
koji uzima u obzir neizvesnost u ka²njenju dolaska broda i vremenu obrade, razma-
tran je u radu [177]. Autori opisuju korisna svojstva optimalnog re²enja i koriste ih
za smanjivanje prostora pretrage. Prostor pretrage je podeljen u podskupove koji su
predstavljeni nizom brodova. Nad svakim od tih podskupova primenjena je tehnika
grananja i ograni£avanja da bi se na²lo optimalno re²enje podskupa, a heuristika
SA je kori²¢ena u cilju ekasnog pretraºivanja kompletnog prostora. Zhen i sar. su
u [186] prou£avali varijantu BAP-a uzimaju¢i u obzir odstupanja vremena dolaska
brodova i vremena rada kao faktora nesigurnosti sa zadatkom minimizacije tro²kova
takti£kog BAP-a i o£ekivane vrednosti tro²kova oporavka. Integrisani dinami£ki
kontinuirani BAP sa ograni£enjima za dubinu vode i QCSP re²avan je u [41]. Da
bi se odredio redosled vezivanja brodova, autori deni²u listu prioriteta brodova,
pri £emu veliki brodovi i oni sa ve¢im o£ekivanim vremenom zavr²etka imaju ve¢i
prioritet. SA se koristi za istraºivanje okoline liste prioriteta. Okolina je denisana
razmenom dva nasumi£no odabrana susedna broda u listi prioriteta. Kada se kon-
strui²e dopustivo re²enje primjenjuju se prostorna i vremenska pomicanja brodova
u cilju dobijanja kvalitetnijih re²enja.
Optimizacija rojem £estica
Ting i sar. su u [167] prvi put primenili PSO heuristiku za re²avanje BAP-a.
Autori su istraºivali dinami£ki diskretni BAP i posmatrali ga kao problem rutiranja
vozila sa vremenskim prozorima. Preciznije, vezovi odgovaraju vozilima, brodovi
su posmatrani kao korisnici, dok sekvenca obrade na odreenom vezu odgovara ruti
vozila. PSO se koristi za pretraºivanje prostora re²enja, a nakon svake iteracije
PSO-a primjenjuje se procedura lokalne pretrage, ali samo na najbolju pronaenu
£esticu zbog velike vremenske sloºenosti LS procedure.
Optimizacija kolonijom mrava
ACO algoritam sa vi²e kolonija mrava je kori²¢en u [22] za re²avanje vi²ekriteri-
jumskog BAP-a koji minimizuje ukupno vreme obrade brodova i ukupno ka²njenje
u odlasku brodova. Grupe mrava se koriste za traºenje jednog re²enja, a svaki mrav
je odgovoran za raspored brodova na jednom vezu. ACO predloºen u [22] koristi
elitisti£ku strategiju u cilju intenziviranja pretrage u okolinama pronaenih najbo-
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ljih re²enja. Takoe, koristi se vi²e heterogenih kolonija mrava koje se razlikuju u
feromonskoj matrici i u drugim ACO parametrima.
Evolutivni algoritmi
U literaturi su evolutivni algoritmi naj£e²¢i pristup za re²avanje raznih varijanti
BAP-a, a meu njima su najzastupljeniji genetski algoritmi. Vi²ekriterijumski EA
(engl. Multi-Objective EA-MOEA) je razvijen u [21] za re²avanje varijante vi²ekri-
terijumskog BAP-a sa ciljem istovremene minimizacije tri koniktna cilja, tro²kova
ukupnog vremena obrade, broja konikata i vremena £ekanja. Vreme £ekanja se sma-
njuje za svaki brod u skladu sa strategijom raniji dolazak - ranija obrada. MOEA
koristi jedinke ksirane duºine i na njima primenjuje operatore ukr²tanja i mutacije.
ema dekodiranja se zasniva na redosledu dodele (a ne na £e²¢e kori²¢enom redo-
sledu vezova) i podrazumeva da brodovi mogu da se priveºu samo u isto vreme ili
posle brodova koji im prethode. Autori su u [21] koristili ekasan redosled dodele u
optimizovanju kori²¢enja prostora za vez (brod se sme²ta na krajnju levu dopustivu
poziciju za vez sa najranijim vremenskim trenutkom raspoloºivim za vez).
Cheong i sar. su u [20] implementirali vi²ekriterijumski EA koji uklju£uje kon-
cept Pareto optimalnosti, primenjen na varijantu vi²ekriterijumskog BAP-a. Raz-
matrani su minimizacija vremena ukupne zauzetosti luke, ukupnog vremena £ekanja
i odstupanja od unapred denisanog prioritetnog rasporeda brodova. Da bi ovaj
problem bio re²en, razvijen je EA koji sadrºi lokalnu pretragu, hibridnu ²emu deko-
diranja re²enja i proceduru optimalne dodele vezova. EA iz [20] koristi hromozome
ksirane duºine jednake broju vezova, a svakom vezu se dodeljuje lista brodova koje
treba da opsluºi. Lokalna pretraga uklju£uje sortiranje brodova na nasumi£no oda-
branom vezu na osnovu njihovih prioriteta. Skup formiranih re²enja se dekodira i
rangira na osnovu Pareto ²eme, a lo²e rangirana re²enja se uklanjaju iz populacije.
Cheong i sar. u [20] koriste dve razli£ite ²eme dekodiranja (redosled vezivanja i
redosled dodele), i ispituju njihov uticaj na kvalitet re²enja. Operator ukr²tanja
nasumi£no bira vezove u oba roditelja i razmenjuje njihove liste brodova. U procesu
razmene lista brodova pojedini brodovi mogu nestati, i stoga se moraju ubaciti na
nasumi£no odabran vez. Verovatno¢a da je brod uba£en u odreeni vez je obrnuto
proporcionalna vremenu opsluºivanja broda na tom vezu.
Dinami£ki diskretni BAP sa stohasti£ki vremenom obrade brodova i poznatom
raspodelom verovatno¢e je uveden u [84]. Funkcija cilja obuhvata minimizaciju rizika
i ukupnog vremena obrade. Autori su u [84] predloºili na£in ra£unanja mere rizika
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za dati raspored na vezu, koji je zasnovan na raspodeli verovatno¢e. Za re²avanje
razmatrane varijante BAP-a, implementiran je vi²epopulacioni EA sa celobrojnom
reprezentacijom hromozoma i £etiri operatora mutacije: ubacivanje, zamena, me-
²anje i inverzija (engl. insert, swap, scramble, inversion). EA je kombinovan sa
Post-Pareto simulacijom zasnovanom na jednostavnom postupku Monte Carlo koja
se koristi za odabir jednog nedominantnog re²enja iz skupa svih ekasnih re²enja
(engl. Pareto front). Odabrano nedominantno re²enje predstavlja re²enje diskretnog
dinami£kog BAP-a.
Golias i sar. u [56] koriste GA i koncept vremenskih prozora za re²avanje di-
nami£kog diskretnog BAP-a. Cilj je istovremeno smanjiti tro²kove kasnog odlaska
brodova i maksimizirati korist od odlaska brodova pre i unutar traºenog vremen-
skog prozora. Pretpostavka je da na vreme uti£e poloºaj vezivanja, ²to odgovara
realnoj situaciji u luci. U radu [165], za re²avanje dinami£kog diskretnog BAP-a
predloºen je GA koji je nezavisan od funkcije cilja. Autori rada [56] su predloºili
GA u cilju minimizacije ukupnog teºinskog vremena obrade u kojem brodovi mogu
imati razli£ite prioritete obrade. GA iz [165] ne koristi ukr²tanje zbog velikog broja
nedopustivih jedninki koje ovaj operator generi²e. Pre formiranja slede¢e genera-
cije, primenjena je interna faza optimizacije na slu£ajno izabrani broj nedopustivih
jedinki. Algoritam grananja i ograni£avanja ponovo rasporeuje brodove dodeljene
svakom vezu uz minimiziranje ukupnog teºinskog vremena obrade za svaki brod.
Meutim, ekperimentalni rezultati su pokazali da je faza optimizacije vremenski
veoma zahtevna ako je broj vezova ve¢i od 5.
U radu [81] predloºen je GA za re²avanja BAP-a sa dve funkcije cilja koje mini-
mizuju teºinsko ka²njenje u odlasku brodova i ukupno vreme obrade. Ova dva cilja
su koniktna, a GA se koristi za identikaciju neinferiornih re²enja. GA se pokazao
kao ekasniji pristup u odnosu na metod subgradijentne optimizacije, posebno u
slu£aju preoptere¢enog terminala sa £estim dolaskom brodova i dugim vremenom
obrade brodova.
Vi²ekorisni£ki kontejnerski terminal s uvu£enim vezovima za brzo rukovanje me-
gakontejnerskim brodovima i minimizacijom ukupnog vremena obrade prou£avali
su Imai i sar. u radu [80]. Pretpostavka je da se nekoliko malih brodova moºe
istovremeno obraivati na vezu. Autori su pokazali da uvu£eni terminal opsluºuje
megakontejner brºe od konvencionalnog terminala. Sa druge strane, ukupno vreme
obrade za sve brodove je bilo duºe u poreenju sa neophodnim vremenom obrade
na standardnom terminalu. U predloºenom GA, svaki hromozom je predstavljen
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kao niz karaktera sa kratkom reprezentacijom £ija duºina jedinke je jednaka broju
brodova uve¢anom za broj vezova minus 1. Reprezentacija hromozoma jednostavno
deni²e odnos izmeu veza, broda i redosleda obrade. Umesto klasi£ne funkcije
prilagoenosti, koja je obi£no denisana kao recipro£na vrednost funkcije cilja, au-
tori u [80] koriste sigmoidalnu funkciju i eksperimentalno potvruju da GA sa tom
funkcijom prilagoenosti daje bolje rezultate.
BAP koji ima za cilj minimiziranje ukupnog vremena zadrºavanja broda u ter-
minalu i pobolj²anja ekasnosti rada terminala razmatran je u [65]. Varijanta GA
predloºena u [65] koristi Metropolis algoritam umesto operatora mutacije. Metro-
polis algoritam se primenjuje na svaku jedinku u svakoj GA generaciji, sa ciljem
izbegavanja lokalnog optimuma i pove¢anja prostora za pretraºivanje. Kori²¢enjem
Metropolis algoritma, izbegnute su pote²ko¢e oko izbora verovatno¢e mutacije, ²to
rezultira boljim pona²anjem GA pri pretraºivaju prostora re²enja. Implementirano
je jednopoziciono ukr²tanje, koje se primenjuje na slu£ajno odabranu jedinku i na
trenutno najbolju jedinku. Ukr²tanje moºe proizvesti jedinke potomke koje odgo-
varaju nedopustivim re²enjima. U tom slu£aju, vr²i se korekcija novog potomstva.
U radu [2] primenjena je kombinacija GA i simulacione tehike na diskretni BAP
koji razmatra slu£aj luke u Sevilji, sa ciljem minimizacije ukupnog vremena obrade
brodova. Predloºeni hibridni metod koristi strategiju dodele raniji dolazak-ranija ob-
rada. 20% jedinki u trenutnoj populaciji podleºe mutaciji dok se na ostatak od 80%
uti£e operatorom ukr²tanja. Eksperimentalni rezultati na realnim test primerima
iz luke u Sevilji su pokazali da predloºeni hibridni metod pobolj²ava performanse
ove luke i smanjuje vreme obrade za 14%, dok su maksimalna vremena obrade sma-
njena za 21%. Chang i sar. su u [18] prou£avali kombinaciju BAP-a i QCAP-a
koja za cilj ima minimizaciju odstupanja od lokacije veza, ukupnih penala i potro-
²nje goriva za kranove. Kombinacija BAP i QCAP je re²ena hibridnim paralelnim
GA. Po£etna populacija je generisana heuristi£kim algoritmom, dok se GA koristi
da pronae suboptimalno re²enje za BAP i QCAP. Autori u [111] uvode dinami£ku
dodelu kranova u BAP-u i predlaºu vi²ekriterijumski hibridni GA pristup sa meto-
dom kodiranja zasnovanom na prioritetima. Funkcije cilja smanjuju vreme £ekanja
i ka²njenja brodova, vreme rukovanja kontejnerima i kretanje kranova. GA se izvodi
u £etiri faze: kreiranje niza brodova prema njihovim prioritetima, dodeljivanje bro-
dova na vezove, dodeljivanje kranova brodovima i formiranje rasporeda vezivanja i
rasporeda kranova.
Hibridni vi²estepeni GA iz [112] koristi se za re²avanje operacionog nivoa BAP-a,
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u kombinaciji sa metodom kodiranja zasnovanom na prioritetu brodova. Predloºeni
GA razmatra protok kontejnera izmeu brodova i poku²ava da minimizuje ukupno
vreme njihovog rukovanja i vremena £ekanja brodova, kao i da minimizuje ka²njenje
i vreme £ekanja pretovara. Algoritam po£inje procedurom koja odlu£uje da li treba
izvr²iti direktnu uslugu pretovara izmeu parova brodova, a potom sledi GA od
£etiri faze predstavljen u [111].
BAP je formulisan kao vi²ekriterijumski me²oviti celobrojni optimizacioni pro-
blem u [58] i za njegovo re²avanje je predloºena varijanta GA bez operatora ukr-
²tanja. Duºina jedinke predloºenog GA je jednaka proizvodu broja vezova i broja
brodova. Da bi se sa£uvala raznolikost re²enja u Pareto frontu, koristi se vi²epopu-
lacijski vi²eselekcioni GA pristup. U svakoj iteraciji algoritma, mutirana populacija
se kopira u dva skupa. Prvi duplikat se koristi za odabir roditelja slede¢e generacije
zasnovan na optimalnom skupu Pareto Fronta. Drugi duplikat predstavlja eliti-
sti£ki skup koji se koristi za dobijanje pobolj²anih vrednosti funkcija cilja unutar
Pareto fronta. Slede¢a generacija mutiranih jedinki dobija se kombinovanjem ova
dva skupa.
U slu£aju dinami£kog diskretnog BAP-a Golias i Haralambides u [60] istovre-
meno minimiziraju ka²njenje brodova i njihovo vreme £ekanja i maksimiziraju prot
ostvaren ranim odlaskom brodova. U cilju re²avanja ovog problema, autori su kori-
stili GA koji je prethodno predstavljen u [61]. Primenjena GA metoda iz [61] koristi
celobrojnu reprezentaciju jedinki sa dva nivoa. Prvi nivo sadrºi vremena dolaska
brodova, dok drugi kodira redosled opsluºivanja brodova na svakom vezu. U sva-
koj iteraciji GA, primenjuju se sa istom verovatno¢om sva £etiri operatora mutacije
(insert, swap, scramble, invert), ali u kasnijim generacijama, teºina se pomera sa
inverzije i me²anja na umetanje i razmenu. Ovom strategijom dozvoljeni su veliki
skokovi u po£etnim iteracijama, dok se u kasnijim fazama pretraºivanja intezivira
pretraga manjeg, obe¢avaju¢eg regiona pretrage.
U [151] je prou£avan hijerarhijski pristup optimizacije za dinami£ki diskretni
BAP koji minimizira nezadovoljstvo korisnika i maksimizira protok robe kroz luku.
Na osnovu funkcija cilja formirana su dva nivoa hijerarhije. Na prvom nivou hije-
rarhije je denisan MILP sa ciljem minimizacije ukupnog vremena obrade brodova
svakog korisnika. Na drugom nivou se optimizuje protok robe kroz luku, minimi-
zacijom ukupnog vremena obrade svih brodova. Da bi re²ili problem optimizacije
sa koniktnim funkcijama cilja, autori su u [151] primenili GA zasnovan na k-tom
najboljem algoritmu za vi²ekriterijumsku optimizaciju na prvom nivou hijerarhije.
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Umesto da se u svakoj iteraciji algoritma sekvencijalno re²avaju oba nivoa hijerar-
hije, GA predloºen u [151] re²ava gornji nivo samo jednom. Dobijena GA re²enja
se sortiraju prema njihovom kvalitetu i ²alju na niºi nivo jedan po jedan, bez po-
novnog re²avanja problema vi²eg nivoa. Sli£an pristup, zasnovan na programskom
modelu u dva nivoa, je primenjen u [156] za re²avanje integrisanog problema dodele
vezova i dodele kranova. GA re²ava BAP kao gornji nivo, dok je QCAP re²en do
optimalnosti metodom grananja i ograni£avanja na niºem nivou.
U studijama [187] i [188], razmatran je dinami£ki diskretni BAP koji minimi-
zira ukupno vreme £ekanja brodova pri £emu se vremena dolaska i vremena obrade
brodova smatraju stohasti£kim parametrima koji prate normalnu distribuciju. Na
osnovu karakteristika optimalnog re²enja, razvijen je GA sa redukovanim prosto-
rom pretraºivanja. Jedinka je predstavljena sa dva niza, £ije su duºine odreene
brojem razmatranih brodova. Prvi niz sadrºi informacije o dodeljenom vezu, dok
drugi odreuje redosled brodova na svakom vezu. Brodovi se sortiraju na osnovu
vremena dolaska i primenom specijalne metode (engl. Order Limit Number). Ovom
metodom kodiranja smanjuje se prostor pretrage. Golias i sar. u [59] koriste lambda-
optimalnu heuristiku za re²avanje dinami£kog diskretnog BAP-a sa minimizaijom
vremena obrade i teºinskog vremena obrade. Lamda-optimalna heuristika prime-
njena na dinami£kom diskretnom BAP-u se koristi da garantuje lokalnu optimal-
nost u predenisanoj okolini re²enja u radu [59]. Autori u [59] predlaºu GA za
re²avanje srednjih i velikih instanci kako bi smanjili procesorsko vreme. Vrednost
funkcije prilagoenosti je obrnuto proporcionalna izra£unatoj vrednosti funkcije cilja
hromozoma. Kombinovanjem elitizma, polupohlepne strategije i selekcije ruletom,
pobolj²ane su performanse GA algoritma.
Evolutivni algoritam baziran na ugneºdenim petljama razvijen je u [179] s ciljem
ispitivanja interakcije izmeu BAP-a i QCAP-a. U algoritmu se koriste dve unutra-
²nje petlje i jedna spoljna petlja. GA je implementiran u unutra²njim petljama, koje
kao izlaz daju dopustiva BAP re²enja i odgovaraju¢a re²enja za QCAP, respektivno.
Prenos vrednosti promenljivih koje posreduju izmeu BAP-a i QCAP-a se realizuje
preko spoljne petlje. Ta petlja vra¢a dobijeni izlaz kao novi ulaz za prvu unutra²nju
petlju.
Robustni BAP i QCSP su istovremeno prou£avani u [66]. Za razliku od pristupa
u [187], autori su koristili raspodelu gustine verovatno¢e da bi opisali stohasti£ku
stranu problema. Autori u [66] koriste GA za pronalaºenje robusnih re²enja razma-
tranih problema. Procedura zasnovana na Monte Carlo simulaciji sa uzorkovanjem
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ocenjuje kvalitet svakog hromozoma. Optimizacioni dvokriterijumski model za ro-
bustni BAP je denisan u [57], u slu£aju neizvesnih vremena dolaska i vremena
obrade broda. U problemu razmatranom u [57] minimizuju se dve funkcije cilja:
prose£no ukupno vreme za obradu broda i opseg ukupnog vremena obrade. Po£etna
populacija je kreirana strategijama raniji dolazak-ranija obrada sa ranim po£etkom
i raniji dolazak-ranija obrada sa ranim zavr²etkom. Vrednost funkcije cilja svake
jedinke ra£una se heuristikom minimalne i maksimalne pretrage. Na svakom hro-
mozomu iz trenutnog Pareto fronta primenjuju se £etiri operatora mutacije koji
proizvode £etiri potomka. Jednopozicioni operator ukr²tanja se primenjuje na slu-
£ajno izabrane hromozome iz trenutnog Pareto fronta. Svi dobijeni potomci koriste
se za formiranje novog Pareto fronta.
Robustan dinami£ki kontinualni BAP i robustan QCSP su prou£avani u [149].
Da bi se predstavila robustnost unutar BAP-a autori koriste vremenske periode
(engl. buer times) koji su maksimizirani tako da apsorbuju eventualne incidente
ili kvarove, dok je ukupan period obrade dolaznih brodova minimiziran.
U radu [103] je prou£avan takti£ki BAP i predloºen je GA sa pristrasnim slu£aj-
nim klju£em (engl. biased random key) za re²avanje ove varijante BAP-a. Re²enja su
predstavljena dvosegmentnim hromozomima, a duºina svakog segmenta jednaka je
broju brodova. U prvom segmentu hromozoma nalazi se redosled vezivanja brodova,
dok drugi deo sadrºi informacije o prolima kranova koji su dodeljeni brodovima.
Slu£ajni klju£evi su integrisani u GA kako bi se re²io problem nedopustivih jedinki.
Slu£ajni klju£ je realan broj iz intervala [0,1), a svaki gen u hromozomu sastoji se
od jedne vrednosti slu£ajnog klju£a. Kori²¢enjem pristrasnog slu£ajnog klju£a, GA
populacija je podeljena u dva podskupa: elitni i neelitni skup. Iz svakog podskupa
se bira po jedna jedinka i na njima se primenjuje operator ukr²tanja koji im razme-
njuje genetski materijal. Potomstvo ima ve¢u verovatno¢u nasleivanja klju£eva od
svog elitnog roditelja.
Ganji i sar. su u [50] uspe²no re²ili kontinualni BAP primenom GA. Autori su
koristili celobrojnu reprezentaciju jedinki, sa duºinom hromozoma jednakom dvo-
strukom broju brodova. Prva polovina hromozoma predstavlja vreme obrade dok
druga polovina pokazuje lokacije vezova brodova. Jednopozicioni operator ukr²tanja
se primenjuje na slu£ajno odabranim parovma jedinki roditelja, dok broj generisa-
nih potomaka ne postane 90% trenutne populacije. Mutacija se primenjuje na 9%
od jedinki trenutne populacije.
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Memetski algoritmi
Mauri i sar. [118] su re²avali kontinualni BAP memetiskim algoritmom, koji
je zasnovan na kombinaciji genetskog algoritma i simuliranog kaljenja. Operator
mutacije u predloºenom MA se zasniva na tri procedure: zamene dva slu£ajno oda-
brana broda sa istog veza (engl. Re-order vessel), slu£ajno odabrani brod se sme²ta
na slu£ajno odabranu poziciju na drugi vez (engl. Re-allocate vessel), dva slu£ajno
odabrana broda sa slu£ajno odabranog veza razmenjuju pozicije (engl. Swap ves-
sels). Jedna slu£ajno odabrana procedura mutacije se takoe koristi u SA sa ciljem
diversikacije lokalne pretrage. Eksperimentalni rezultati predstavljeni u [118] po-
kazuju da MA u kratkom vremenu izvr²avanja daje re²enja koja malo odstupaju od
najboljih poznatih re²enja iz literature.
U radu [108], MA je uspe²no primenjen na varijantu BAP-a sa cikli£nom posetom
malih kontejnerskih brodova za razvoºenje robe (engl. feeder) i dodelu skladi²nog
prostora za protok kontjnera izmeu mati£nog broda i malih brodova za razvoºenje
kontejnera. Ma predloºen u [108] nastao je kombinovanjem GA i tabu pretraºivanja,
sa ciljem minimizacije ukupne razdaljine preme²tanja svih tokova kontejnera izmeu
pristani²ta i skladi²ta i da se minimizira jaz izmeu najve¢e i najmanje koli£ine posla
koji pri tome treba obaviti. Po£etna populacija se generi²e na slu£ajan na£in dok se
svaka slede¢a generacija jedinki dobija primenom genetskih operatora. TS procedura
se koristi za pobolj²anje potomaka generisanih GA operatorima. Slede¢a generacija
se formira na osnovu kvaliteta re²enja, tako ²to operator selekcije bira jedinke iz
trenutne populacije i iz skupa jedinki koje predstavljaju potomstvo.
Metaheuristika delimi£ne optimizacije uz posebne uslove
intensikacije
U slu£aju dinami£kog diskretnog BAP-a, Lalla-Ruiz i Voÿ u [105] koriste POP-
MUSIC sa ciljem minimizacije ukupnog vremena obrade. Problem je modelovan
kao generalizovana disjunktna podela skupa (engl. Generalized Set-Partitioning Pro-
blem) i re²en kori²¢enjem egzaktnog re²ava£a CPLEX. Pohlepna slu£ajna metoda
je kori²¢ena za dobijanje inicijalnog re²enja koje se zatim deli na vi²e delova. Broj
formiranih delova re²enja odgovara broju razmatranih vezova. Podproblemi su for-
mirani na osnovu slu£ajnog izbora jednog dela re²enja i njegovih najbliºih delova.
Kada se izvr²i POPMUSIC heuristika, dobijeni delovi re²enja se spajaju u jednu
celinu £ime se formira redukovana instanca problema koju CPLEX dalje re²ava do
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optimalnosti.
3.3 Pregled relevantne literature za BAP
Imaju¢i u vidu veliki prakti£ni zna£aj, BAP i njegove varijante prepoznate su kao
jedna od najistaknutijih tema vezanih za pomorski transport. Odeljak 3.3 klasikuje
50 relevantnih radova iz novije literature koji su objavljeni nakon 2003. godine. Sa
slike 3.3 moºe se videti da se BAP konstantno nalazi u fokusu istraºiva£a i da
generalno postoji trend rasta godi²njeg broja objavljenih radova na temu BAP-a.
Slika 3.3: Broj godi²nje objavljenih radova o BAP-u
Tabela 3.2 sumira pregledanu BAP literaturu, njenu klasikaciju i neke od naj-
vaºnijih BAP parametara koji karakteri²u modele iz pregledanih radova. U prvoj
koloni tabele 3.2 date su varijante BAP-a iz novije literature koje su ozna£ene u
Meiselovoj notaciji [7]. Iako ova notacija uklju£uje i meru performansi kao £etvrti
parametar, ona je izostavljena iz tabele 3.2, imaju¢i u vidu da su funkcije cilja opi-
sane u poglavlju 3.2. Osim toga, izostavljanjem mere performansi, mogu se bolje
uo£iti grupe sli£nih radova. Druga kolona tabele 3.2 sadrºi referencu na odgova-
raju¢i rad, a metaheuristi£ki algoritam koji se koristi kao pristup re²avanju BAP-a
je naveden u tre¢oj koloni. Poslednje tri kolone opisuju redom dimenzije BAP-a
u smislu broja brodova, broja vezova i duºine vremenskog horizonta. Neki unosi
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u tabeli 3.2 koji se odnose na broj brodova ozna£eni su terminom grupni dolazak
(engl. inter arrival time), ²to zna£i da grupa brodova stiºe u jednoj jedinici vremena
i njihov broj se obi£no deni²e eksponencijalnom raspodelom. U slu£aju neprekid-
nog BAP-a, broj vezova nije denisan, te podaci u odgovaraju¢oj koloni tabele 3.2
(prikazani u metrima) ozna£avaju duºinu veza. Ako neki od BAP parametara nije
jasno nazna£en u odgovaraju¢em radu, u tabeli 3.2 taj parametar je ozna£en *.
Iz tabele 3.2 moºe se videti da u dosada²njoj literaturi postoji veliki broj razli£i-
tih varijanti BAP-a. Generalno, problemi dodele vezova su te²ki za re²avanje. esto
i metaheuristi£ke metode prilagoene BAP-u te²ko pronalaze kvalitetna re²enja u
prihvatljivom procesorskom vremenu. Funkcija cilja igra zna£ajnu ulogu u deni-
sanju sloºenosti BAP-a, ali i ostali parametri klasikacije navedeni u prvoj koloni.
Na primer, te²ko je uporeivati sloºenost diskretnog i hibridnog BAP-a. Diskretni
BAP moºe imati neku simetriju, jer brodovi mogu zauzimati samo jedan vez, a
samim tim se mogu lako preme²tati sa jednog veza na drugi. Takoe, ve¢ raspore-
ene grupe brodova se mogu razmeniti izmeu dva susedna veza, ²to generalno nije
slu£aj u hibridnoj verziji BAP-a. To je razlog raznolikosti vrednosti u kolonoma ta-
bele 3.2 koje se odnose na broj brodova, vezova i duºine vremenskog perioda. Kako
broj razmatranih brodova raste, a kapaciteti luke ostaju ksni, gustina rasporee-
nih brodova takoe raste, i to moºe da dovede do pojave velikog broja instanci koje
nemaju dopustivo re²enje. Zbog toga, pri denisanju domena skupova parametara,
mora se napraviti balans izmeu zahteva da se re²e stvarne instance problema i da
se postignu dobre performanse algoritma.
U literaturi se koriste razli£iti modeli kako bi se predstavile osobine BAP-a koje
imaju prakti£ni zna£aj. Postoje¢i modeli se mogu klasikovati i opisati prostornim,
vremenskim i atributom duºine obrade [7]. Raspodela ovih parametara na osnovu
u£estalosti pojavljivanja u novijim relevantnim radovima predstavljena je na slici 3.4.
Prostorni atribut Vremenski atribut Duºina obrade
Slika 3.4: Frekvencija BAP varijanti u novijoj literaturi
to se ti£e prostornog atributa, ve¢ina kori²tenih modela je diskretna (44%), pra-
¢ena kontinualnim rasporedom (26%), a hibridni i modeli zavisni od gaza zastupljeni
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Tabela 3.2: Metaheursti£ki algoritmi za re²avanje BAP-a
Dimenzije problema
Klasikacija problema Rad Algoritam # brodova # vezova Vremenski horizont
disc | stat | pos,QCSP [2] GA 52 2 1 mesec
[156] GA 6 3 *
disc | dyn | QCAP [111] GA 11 4 24 h
[112] GA 11 4 *
[103] GA 10 do 50 3 do 8 56 h do 108 h
[54] TS 10 do 60 3 do 13 1 do 2 nedelje
disc | dyn | pos [58] GA 40 do 80 5 do 10 1 do 2 nedelje
[60] GA grupni dolazak 5 1 nedelja
[151] GA 50 5 do 10 1 do 2 nedelje
[57] GA grupni dolazak 4 do 5 1 nedelja
[167] PSO 25 do 60 5 do 13 *
[104] TS 25 do 60 5 do 13 600 vremenskih jedinica
[59] GA 40 do 80 5 1 do 2 nedelje
[61] GA grupni dolazak 5 *
[73] VNS 10 do 200 10 do 20 *
[165] GA 20-25 nedeljno 5 1 do 2 nedelje
[56] GA 9 2 *
[81] GA 24 4 1 nedelja
disc | dyn | pos, stoch [84] EA grupni dolazak 5 1 nedelja
disc | dyn,due | pos [105] POPMUSIC 40 do 55 5 do 7 600 vremenskih jedinica
[25] TS 25 do 35 5 do 10 *
disc | dyn, due | pos [34] SA 60 13 *
disc | dyn, due | f ix [108] MA 15 do 40 3 do 8 *
disc, draft | stoch | QCAP, stoch [66] GA 34 do 88 4 do 5 *
disc, draft | stoch, due | QCAP, stoch [187] GA 25 do 100 4 *
disc, draft | dyn | pos [65] GA 7 2 *
disc, draft | dyn, due | pos [188] GA 25, 50, 75, 100 5 do 8 *
cont | dyn | QCAP [18] GA 40 4 *
[179] GA grupni dolazak 800 m do 1600 m 1 nedelja
[149] GA 5 do 20 700 m *
[152] GRASP 20 * *
[153] GRASP 5 do 20 * *
[183] TS 26 1202 m 7 dana
cont | dyn | pos [50] GA 3 do 30 250 m do 3500 m *
cont | dyn | pos,QCAP [120] SWO 20 do 40 1000 m 1 nedelja
[121] SWO 40 1000 m 168 h
cont | dyn | QCAP,QCSP [150] GRASP 5 do 20 700 m *
cont | dyn | x [90] SA 7 do 40 1200 m 72 h
[177] SA 16 do 30 1200 m 2016 vremenskih jedinica
[107] GRASP 5 do 200 80 m do 100 m *
cont | stoch | stoch [186] SA 8 do 40 * *
cont, draft | dyn | pos,QCAP [41] SA 20 do 40 1000 m 168 h
cont | cycl, due | QCAP [185] SWO 15 do 60 500 m do 2000 m 1 nedelja
hybr | dyn | pos [118] MA 60 13 *
[109] TS 15 do 40 3 do 4 6 do 21 vremenskih jedinica
[80] GA * 2 *
hybr, draft | dyn | pos [20] EA 100 do 200 5 do 10 *
[22] ACO 100 5 *
[171] SWO 10 to 40 10 do 30 150 h
[21] EA 100 5 *
su u preostalih 30% pregledane BAP literature. Jo² ve¢a razlika se manifestuje u
vremenskom atributu, jer 73% radova pretpostavlja dinami£ki dolazak brodova, a
samo 8% modela razmatra stati£ke varijante. U najnovijoj literaturi uvedeni su ci-
kli£ki i stohasti£ki dolazak brodova. Cikli£ki dolazak pretpostavlja da brodovi dolaze
u luku povremeno, u ksnim vremenskim intervalima, dok u stohasti£kom slu£aju
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vreme dolaska zavisi od nekog stohasti£kog parametra. Vreme obrade uglavnom je
odreeno dodeljenim poloºajem veza (60%). S druge strane, resursi veza bazirani
na kranovima (QCAP + QCSP) uti£u na vreme obrade brodova u 28% ispitiva-
nih radova. Stohasti£ki atribut u vremenu obrade je skoro uveden i pojavljuje se
u 6% novije literature. Najjednostavniji slu£aj koji uklju£uje ksno vreme obrade
razmatran je samo u 6% modela.
Kako je dokazano da je BAP NP-teºak problem, u literaturi o£ekivano domi-
niraju algoritmi zasnovani na metaheuristi£kim pristupima. Leva strana slike 3.5
pokazuje metaheuristike koje se naj£e²¢e primenjuju na razne varijante BAP-a. Na
desnoj strani slike 3.5, te metaheuristike su grupisane na osnovu njihove prirode.
Evolutivni algoritmi dominiraju i kori²¢eni su u 51% BAP radova, od £ega su GA
primenjeni u 43% slu£ajeva. Tabu pretraga i simulirano kaljenje su uklju£eni u 18%
pristupa re²avanju BAP-a. Iznenauju¢e je da se inteligencija roja retko koristi,
samo u 6% algoritama. Pristupi zasnovani na lokalnom pretraºivanju su predloºeni
u 32% BAP literature.
Slika 3.5: Frekvencija metaheuristi£kih metoda za re²avanje BAP-a [96]
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matemati£ke formulacije
U dana²njoj ekonomiji, klju£ni ciljevi su maksimizacija produktivnosti i eka-
snosti, a da bi kontejnerske luke postigle ove ciljeve, potrebno je dobro upravljanje
terminalima [14, 172]. Menadºeri kontejnerskog terminala (CT) imaju zadatak da
maksimizuju produktivnost i minimizuju operativne tro²kove. Nivo konkurentnosti
i dostignu¢a na trºi²tu odreeni su vremenskim intervalima koje brodovi provode
na £ekanju u sidri²tu i u luci u toku istovara ili utovara [37]. Menadºeri kontejner-
skih terminala poku²avaju smanjiti tro²kove obrade brodova ekasnim kori²¢enjem
ljudskih resursa, vezova, kontejnerskih skladi²ta, kranova i druge opreme. Meu
svim resursima, vezovi su se pokazali kao najvaºniji a njihova dobra iskori²¢enost
pobolj²ava zadovoljstvo korisnika uslugom i pove¢ava protok kontejnera kroz termi-
nal, ²to dovodi do ve¢ih prihoda luke. Menadºeri terminala obi£no alociraju prostor
veza intuitivnom metodom probe i gre²ke i kori²¢enjem nekog gra£kog korisni£kog
interfejsa u ra£unarskom sistemu.
Cilj dodele vezova je minimizacija tro²kova nastalih usled ka²njenja u odlasku
brodova i dodatnih tro²kova manipulacije zbog neoptimalnih lokacija brodova na
vezu. Brodski prevoznici obi£no obave²tavaju operatere terminala o o£ekivanom
vremenu dolaska i traºenom vremenu odlaska broda iz luke. Na osnovu tih infor-
macija, operater terminala poku²ava da ispo²tuje zahteve svih brodova. Meutim,
kada je u£estalost dolazaka brodova visoka ili kada dolazi do neo£ekivanih najava
brodova, de²ava se da nije mogu¢e ispuniti sve zahteve o traºenim vremenima odla-
ska, pa odlasci nekih brodova mogu biti odloºeni.
Pozicija vezivanja broda je takoe vaºna za dono²enje odluka u formiranju plana
64
GLAVA 4. OPIS PROBLEMA I MATEMATIKE FORMULACIJE
vezivanja za odreeni period. Kontejneri koje brod treba da transportuje obi£no
pristiºu u skladi²te terminala nekoliko dana pre nego ²to brod stigne u luku. Ako
je brod postavljen na lokaciju blizu mesta gde su uskladi²teni kontejneri predvieni
za utovar, tro²kovi prevoza kontejnera unutar skladi²nog prostora terminala mogu
biti minimizovani [166]. Takoe, neke lokacije vezivanja mogu biti poºeljnije od
drugih lokacija zbog razli£itih faktora, kao ²to su: dugoro£ni ugovori za kori²¢enje
odreenih vezova, adekvatna dubina vode u vezu odreena dubinom gaza broda,
razli£iti nivoi talasa na razli£itim lokacijama veza, itd. Uop²teno govore¢i, pre samog
dolaska broda u terminal, operater terminala dodeljuje brodu najpovoljniju lokaciju
veza, takozvani omiljeni vez koji obezbeuje najmanju udaljenost veza do skladi²ta
kontejnera predvienih za utovar ili istovar.
Da bi se pobolj²ala operativna ekasnost i smanjili tro²kovi obrade, stvarno
vreme vezivanja broda treba da bude blizu o£ekivanog vremena dolaska broda u
terminal. Ukoliko je vreme vezivanja odloºeno, neophodno je da brod uspori plo-
vidbu pri dolasku u terminal ili da £eka na obradu u sidri²tu terminala, ²to pove¢ava
potro²nju goriva i uti£e na nastavak plana plovidbe broda. Opsluºivanje broda treba
da bude zavr²eno u planiranom vremenskom intervalu, tako da brod moºe da isplovi
iz terminala na vreme. Ka²njenja prouzrokuju dodatne tro²kove i smanjuju kvalitet
usluge kontejnerskog terminala [88].
Smanjenje vremena koje brod provodi u luci obezbeuje pove¢anje zadovoljstva
brodskih kompanija kao korisnika usluga terminala [173] i vodi do bolje iskori²¢enosti
infrastrukture terminala [1, 62]. Drugim re£ima, ovaj zahtev obezbeuje obostranu
korist i za CT i za korisnike [64, 74]. Zbog svega navedenog, minimizacija vremena
koje brodovi provode u luci je £esto deo odgovaraju¢ih matemati£kih modela u
literaturi [15, 40, 76], koji reektuje zahtev luka [43, 87, 141].
Da bi se ispunili navedeni zahtevi koji pove¢avaju produktivnost CT-a, potrebno
je kreirati matemati£ki model koji sadrºi sve navedene parametre i obezbezbeuje
realizuju svih procesa u predvienom vremenu uz minimalne tro²kove. U ovoj di-
sertaciji je predloºen model za problem minimizacije ukupnih tro²kova terminala
kod hibridne stati£ke i dinami£ke dodele vezova koji uzima u obzir zahteve vezane
za vreme, resurse i cenu. Detalji stati£kog i dinami£kog hibridnog modela koji opi-
suje problem dodele vezova uz minimizaciju ukupnih tro²kova dati su u nastavku
poglavlja.
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4.1 Stati£ki hibridni problem dodele vezova sa
minimizacijom tro²kova (MCHBAP)
Stati£ka varijanta BAP-a podrazumeva da vremena dolaska brodova nisu striktno
ograni£ena, odnosno, brod moºe da £eka u luci na obradu ili moºe da doe u luku pre
o£ekivanog vremena dolaska. Dozvoljeno je i poºurivanje broda, ali u tom slu£aju,
luka mora da plati izvesnu kaznu brodskoj kompaniji. Hibridna varijanta BAP-a
dozvoljava da brod istovremeno zauzima vi²e susednih vezova. Re²enje stati£kog
hibridnog BAP-a sa minimizacijom tro²kova (MCHBAP) deni²e pozicije vezova
i vremenske trenutke kada su vezovi dodeljeni skupu brodova koje treba opsluºiti
u unapred denisanom periodu planiranja, tako da dodeljene pozicije i vreme do-
dele obezbeuju minimizaciju ukupnih tro²kova vezivanja. Tro²kovi vezivanja se
sastoje od £etiri komponente: tro²kova pozicioniranja broda (ukoliko brod nije alo-
ciran na omiljeni vez), tro²kova ubrzavanja ili £ekanja uzrokovanih odstupanjem
od o£ekivanog vremena dolaska broda i tro²kova ka²njenja zavr²etka obrade broda.
Pretpostavka je da je vreme obrade svakog broda poznato unapred i da je to ulazni
parametar modela.
MCHBAP izu£avan je u radovima [27, 28, 92, 97, 98, 101]. U [28] predloºena je
MILP formulacija i kori²¢ene su matheuristike, u [92] predloºen je egzaktni algori-
tam zasnovan na kombinatornoj formulaciji koji se pokazao ekasnijim od CPLEX
re²ava£a, ali ipak instance sa vi²e od 50 brodova nije uspevao da re²i do optimal-
nosti. Od metaheuristi£kih metoda za MCHBAP, BCO je predloºen u [97], EA u
[98], a VND u [27]. Sve ove metode detaljno su opisane i u [101] gde je predloºen i
GVNS za MCHBAP. U narednom poglavlju dati su detalji implementacije svih me-
taheuristi£kih metoda predloºenih u navedenim radovima. U nastavku ovog odeljka
opisani su ulazni parametri, kombinatorna i MILP formulacija problema i dokazano
je da je problem NP-teºak u jakom smislu.
Na slici 4.1, kontejnerski terminal je predstavljen kao pravougaonik sa dve ko-
ordinatne ose. Dimenzije pravougaonika deni²u prostorna osa sa duºinom jedna-
kom broju raspoloºivih vezova u terminalu, i vremenska osa sa duºinom odreenom
periodom planiranja. U su²tini, MCHBAP podrazumeva pakovanje manjih pravou-
gaonika (brodova) u ve¢i pravougaonik koji obuhvata terminal i period planiranja.
Pretpostavka je da su obe koordinatne ose diskretnog tipa. Prostorna dimenzija je
modelovana rednim brojevima vezova, dok je dati vremenski interval podeljen na
segmente tako da se vreme vezivanja sakog broda moze prikazati kao celobrojna
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koordinata. Visine malih pravouganika jednake su duºini brodova izraºenih brojem
susednih vezova koje brod zauzima prilikom sme²tanja na vez, dok je ²irina pra-
vougaonika odreena duºinom obrade broda. Referentna ta£ka broda, na slici 4.1
predstavljena rednim brojem broda, je donji levi ugao pravougaonika £ije koordinate
odgovaraju poziciji veza i vremenskom trenutku po£etka obrade broda (trenutku ve-
zivanja broda). U ovoj disertaciji se podrazumeva da brodovi imaju ksno vreme
obrade. Dodela vezova je dopustiva ako su svi mali pravougaonici sme²teni unutar
velikog pravougaonika, bez meusobnog preklapanja (slika 4.1).
Slika 4.1: Ilustracija re²enja MCHBAP-a
Uvoenjem dvodimenzionalne reprezentacije terminala, MCHBAP se svodi na
dodelu rednog broja veza i vremenske koordinate sa ciljem minimizacije ukupnih
tro²kova. MCHBAP je opisan skupom ulaznih podataka, funkcijom cilja i sku-
pom ograni£enja koja deni²u dopustiva re²enja. U ovoj disertaciji nije razmatrana
dodela kranova, ve¢ se pretpostavlja da je svakom vezu dodeljen jedan kran. Na
osnovu notacije koju su predloºili Bierwirth i Meisel u [7], MCHBAP se klasikuje
kao hybr|stat|fix|
∑
(w1 pos + w2 speed + w3wait + w4 tard). Vrednost prostornog
atributa je hybr, jer je MCHBAP model razmatran u ovoj disertaciji zasnovan na
modelu koji su predloºili Rashidi i Tsang u [143] i odgovara varijanti prikazanoj
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na slici 3d iz [7]. Funkcija cilja u MCHBAP-u bazirana je na strukturi funkcije
cilja date u [143], i predstavlja teºinsku sumu £etiri komponente: tro²kova dodele
veza koji nije omiljen, tro²kova ubrzavanja ili £ekanja u odnosu na o£ekivano vreme
dolaska i tro²kova ka²njenja u odnosu na planirano vreme zavr²etka obrade broda.
Ulazni podaci za MCHBAP, gra£ki predstavljeni na slici 4.2, su:
l : Broj brodova koje treba opsluºiti;
m : Broj raspoloºivih vezova u terminalu;
T : Broj vremenskih segmenata u okviru kojih treba izvr²iti dodelu vezova;
vessels : Skup l ureenih 9-torki koje opisuju brodove,
vessels = {vesselk|k = 1, . . . , l},
gde je
vesselk = {ETAk, ak, bk, dk, sk, c1k, c2k, c3k, c4k}, k = 1, . . . , l.
Elementi ureene 9-torke vesselk su:
ETAk : O£ekivano vreme dolaska broda k;
ak : Vremene potrebno za utovar/istovar broda k kada je brodu dodeljen jedan
kran;
bk : Duºina broda k, izraºena brojem vezova koje zauzima;
dk : Predvieno vreme isplovljavanja broda k iz terminala;
sk : Omiljeni vez broda k;
c1k : Tro²kovi nastali dodelom veza koji nije omiljeni brodu k;
c2k : Tro²kovi (po jedinici) vremena koji nastaju ako brod k mora biti vezan pre
o£ekivanog vremena dolaska ETAk;
c3k : Tro²kovi (po jedinici) vremena koji nastaju ako brod k mora biti vezan nakon
o£ekivanog vremena dolaska ETAk;
c4k : Tro²kovi (po jedinici) vremena koji nastaju ako brod k mora ostati na vezu i
nakon predvienog vremena isplovljavanja dk.
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Slika 4.2: Ulazni parametri za MCHBAP
Dopustivo re²enje za MCHBAP se sastoji od ureenih parova (Bk, Atk), k =
1, 2, . . . , l gdeBk ozna£ava najmanji indeks veza dodeljenog brodu k, Bk ∈ {1, 2, . . . ,m}
a Atk najmanji indeks vremenskog segmenta obrade broda k, Atk ∈ {1, 2, . . . , T} (vi-
deti [92]). Ureeni par (Bk, Atk) odgovara referentnoj ta£ki broda k, k = 1, 2, . . . , l.
Dopustivo re²enje MCHBAP-a mora da zadovolji slede¢a ograni£enja:
Ograni£enje 1. U svakom vremenskom segmentu t, t = 1, . . . , T , vez je dodeljen
samo jednom brodu.
Ograni£enje 2. Vez je dodeljen brodu u vremenskom intervalu denisanom vre-
menom dolaska broda i vremenom isplovljavanja broda iz terminala.
Cilj MCHBAP-a je minimizovati ukupne tro²kove kontejnerskog terminala na-














{|i− sk| : pozicija (t, i) je dodeljena brodu k} ,
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(a− b)+ =
{
a− b , ako je a > b ,
0 , ina£e ,
pri £emu Dtk = Atk + dak/bke predstavlja vreme isplovljavanja broda k, Dtk ∈
{1, 2, . . . , T}. Ukoliko je za operaciju utovara ili istovara broda k upotrebljen samo
jedan kran, vreme obrade je ak. Meutim, ako brod k zauzima bk vezova, a po
pretpostavci, na svakom vezu se nalazi po jedan kran, vreme obrade se smanjuje
bk puta. Izraz (a − b)+ uti£e na vrednost funkcije cilja samo ako ima pozitivnu
vrednost.
Prema deniciji funkcije cilja iz [143], σk je zapisana u obliku dvostruke sume i
opisuje tro²kove terminala uzrokovane neadekvatnom dodelom vezova. Naime, brod
k ima samo jedan omiljeni vez, ali zbog svojih dimenzija moºe zauzeti vi²e vezova.
Osim omiljenog veza, svi ostali dodeljeni vezovi uzrokuju tro²kove. Nedostatak od-
govaraju¢ih resursa na ovim vezovima zahteva angaºovanje dodatne opreme i radne
snage, ²to pove¢ava tro²ak obrade broda. Izgled funkcije tro²kova za MCHBAP
prikazan je na slici 4.3. Na slici je ozna£ena idealna pozicija broda sa minimalnim
tro²kovima vezivanja, koja odgovara ta£ki sa koordinatama (sk, ETAk).
Slika 4.3: Zavisnost tro²kova od dodeljenog veza i vremena vezivanja
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Slika 4.4: Promenljive odlu£ivanja za MCHBAP
Kompletan matemati£ki model za MCHBAP u obliku me²ovitog celobrojnog
linearnog programa (engl. Mixed Integer Linear Programming - MILP) dat je u
[28]. MILP formulacija iz [28] koristi slede¢e promenljive odlu£ivanja:
• binarne promenljive xitk, zitk i vtk denisane sa:
xitk =
{








1, ako se brod k obrauje u trenutku t,
0, ina£e.
• celobrojne promenljive Atk iDtk koje uzimaju vrednosti iz skupa {1, 2, . . . , T}.
Gra£ki prikaz promenljivih odlu£ivanja dat je na slici 4.4. Kako MCHBAP
formulacija sadrºi nelinearnosti izraºene apsolutnim vrednostima, pozitivnim kom-
ponentama i uslovnim izrazima, potrebno je izvr²iti neka pretprocesiranja u cilju
formiranja jednostavnije MCHBAP formulacije. Tro²kovi alokacije za sve mogu¢e
pozicije broda su unapred izra£unati i sme²teni u pomo¢nim matricama E1tk, E2tk,
71
GLAVA 4. OPIS PROBLEMA I MATEMATIKE FORMULACIJE
D1tk i Zbik denisanim sa:
E1tk =
{

















Hk · c1k · (i1 − sk), ako je i1 ≥ sk,
Hk · c1k · (sk − i1), ina£e.
Pomo¢ni niz £iji su elementi Hk = dak/bke se moºe jednostavno unapred izra£u-
nati.
Polaze¢i od formulacije prikazane u [134] i opisane ²eme predprocesiranja, MILP





































xitk > ak, k = 1, 2, . . . , l (4.8)
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m∑
i=1
xitk 6M · vtk, t=1, . . . , T ; k = 1, 2, . . . , l (4.9)
m∑
i=1
xitk > vtk, t=1, . . . , T ; k = 1, 2, . . . , l (4.10)
(t+ 1) · vtk 6 Dtk, t=1, . . . , T ; k = 1, 2, . . . , l (4.11)
(t2 − t1 + 1) 6
t2∑
t=t1
vtk +M · (2− vt1k − vt2k), t1 =1, . . . , T − 1;




















































xitk 6M (1− vtk) , t=1, . . . , T ; k = 1, 2, . . . , l (4.17)
xitk, zitk, vtk ∈ {0, 1}, (4.18)
gde M predstavlja dovoljno veliku pozitivnu konstantu.
Funkcija cilja koju treba minimizovati data je jedna£inom (4.2) i predstavlja
teºinsku sumu tro²kova vezivanja brodova: tro²kova koji zavise od udaljenosti dode-
ljenog veza od omiljenog veza, tro²kova koji nastaju zbog vezivanja pre ili kasnije od
ETA i tro²kova koji nastaju usled ka²njenja u odnosu na planirano vreme zavr²etka
obrade broda. Prema ograni£enju (4.3), vez moºe biti dodeljen ta£no jednom brodu
u datom vremenskom trenutku. Ograni£enje (4.4) obezbeuje da svaki brod moºe
da ima samo jednu referentnu ta£ku. Ograni£enja (4.5) i (4.6) deni²u vrednosti
promenljivih koje odreuju vremenski interval obrade broda. Ograni£enja (4.7) ne
dozvoljavaju prekora£enje broja raspoloºivih vezova. Vreme obrade za svaki brod
je kontrolisano ograni£enjem (4.8). Ograni£enja (4.9) i (4.10) deni²u vezu izmeu
promenljivih vtk i xitk, dok ograni£enje (4.11) povezuje vremena isplovljavanja Dtk
sa promenljivom vtk. Kako je vrednost promenljive vtk jednaka 1 ako bar jedan kran
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opsluºuje brod k u vremenskom segmentu t, vreme isplovljavanja broda k mora biti
ve¢e ili jednako od t + 1. Neadekvatne vrednosti vtk eliminisane su ograni£enjima
(4.12) i (4.13). Naime, brod moºe biti obraivan samo ako mu je dodeljen najmanje
jedan vez u datom vremenskom segmentu. Ograni£enja (4.14)-(4.17) ozna£avaju da
xitk moºe imati vrednost 1 samo u okviru pravougaonika kojim je predstavljen brod.
Na osnovu izloºene MILP formulacije (4.2)-(4.29) sledi da je sloºenost MCHBAP-
a u odnosu na broj promenljivih O(mlT ). Preciznije, da bi problem bio re²en
potrebno je odrediti vrednosti za lT (2m+ 1) binarnih promenljivih i 2l celobrojnih
promenljivih, i izra£unati vrednost funkcije cilja, koja je u op²tem slu£aju realan
broj. Sloºenost problema u odnosu na broj ograni£enja je O(lT 2 +mT +ml).
MCHBAP je NP-teºak problem u jakom smislu, jer se moºe posmatrati kao
problem rasporeivanja [51, 136]. U nastavku je po prvi put u literaturi dat dokaz
da je £ak i najjednostavnija varijanta MCHBAP-a NP-teºak problem u jakom smislu.
Lema 1. MCHBAP je NP-teºak problem u jakom smislu. ak je i njegov pot-
problem dobijen odbacivanjem zahteva za omiljenim vezom u kojem funkcija cilja
predstavlja samo ukupno teºinsko ka²njenje takoe NP-teºak problem u jakom smi-
slu.
Dokaz. Za dokaz ove teoreme, dovoljno je pokazati da se poznati problem rasporei-
vanja identi£nih ma²ina sa vremenom pojavljivanja poslova i minimizacijom ukup-
nog teºinskog ka²njenja (engl. identical machine scheduling problem with release
dates and minimization of total weighted tardiness), moºe polinomijalno redukovati
na MCHBAP. U standardnoj troparametarskoj notaciji problema rasporeivanja
predloºenoj u radu Gareya i Johnsona [51], problem rasporeivanja identi£nih ma-
²ina klasikovan je kao Pm|rj|
∑
wjTj. Za potrebe dokazivanja teoreme, u izloºenoj
MCHBAP notaciji, pogodno je indeks j preimenovati u k. Pretpostavka je da svaki
brod predstavlja posao a da vez odgovara ma²ini. Posledi£no, vreme obrade broda
dato sa dak/bke odgovara vremenu izvr²avanja posla pk, dok o£ekivano vreme dolaska
broda ETAk odgovara vremenu pojavljivanja posla rk. Dodatno, vreme zavr²etka
posla odgovara vremenu isplovljavanja broda dk, dok se ka²njenje ra£una na stan-
dardni na£in, uz pretpostavku da je wk = c4k. Zahtev za omiljenim vezom, tro²kovi
poºurivanja i vreme £ekanja su ignorisani, postavljanjem odgovaraju¢ih tro²kova c1k,
c2k i c3k na vrednost nula. Poznato je da je formirani problem rasporeivanja ma²ina
NP-teºak problem u jakom smislu £ak i u slu£aju m = 1 (pogledati [136]). Dakle,
problem rasporeivanja identi£nih ma²ina sa vremenom pojavljivanja poslova i mi-
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nimizacijom ukupnog teºinskog ka²njenja je polinomijalno sveden na MCHBAP, a
kako je problem rasporeivanja NP-teºak problem u jakom smislu to je i MCHBAP
NP-teºak problem u jakom smislu, £ime je dokaz zavr²en.
4.2 Dinami£ki hibridni problem dodele vezova sa
minimizacijom tro²kova (DMCHBAP)
Prilikom dodele vezova nije realno o£ekivati da su svi brodovi ve¢ stigli u luku
i da £ekaju na utovar ili istovar. Prema radu [89], vremena dolaska brodova u
luku £esto podleºu promenama uzrokovanim zadrºavanjima u prethodno pose¢enim
lukama, vremenskim uslovima u toku plovidbe, promenama rute plovidbe, meha-
ni£kim problemima, itd. Zbog toga dinami£ki BAP bolje oslikava realnu situaciju u
luci od stati£ke varijante [154]. Takoe, analiziraju¢i pregledne radove iz literature
koji se odnose na BAP, moºe se uo£iti da se ve¢ina autora opredeljuje za izu£avanje
dinami£ke varijante dodele vezova [8, 96]. U novijoj literaturi je £ak sugerisano da
budu¢a izu£avanja budu fokusirana samo na dinami£ku varijantu BAP-a [17, 89].
Slika 4.5: Ulazne promenljive za DMCHBAP
Dinami£ki MCHBAP (DMCHBAP) je prvi put predstavljen u [99]. Prilikom re-
²avanja DMCHBAP-a cilj je minimizovati ukupne tro²kove dodele vezova brodova sa
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ksnim vremenom obrade, koje treba opsluºiti u odreenom vremenskom intervalu.
Za razliku od stati£ke varijante, DMHCBAP uklju£uje stroºa ograni£enja na vreme
vezivanja broda. Preciznije, brod ne moºe biti poºurivan pri plovidbi do terminala,
odnosno, brod ne moºe biti opsluºivan pre o£ekivanog vremena dolaska. Kao posle-
dica ovog jakog ograni£enja, dobijena je struktura tro²kova vezivanja koji se sastoji
od tri komponente: tro²kovi pozicioniranja broda na vez, tro²kovi £ekanja i tro²kovi
ka²njenja u zavr²etku obrade brodova. Brodovi su u DMCHBAP-u opisani skupom
parametara i vrednostima tro²kova. Na osnovu notacije predloºene u [7], DMCH-
BAP je klasikovan kao hybr|dyn|fix|
∑
(w1 pos + w2wait + w3 tard). Postoje¢i
dinami£ki modeli BAP-a se od DMCHBAP-a razlikuju po jednom ili vi²e parame-
tara klasikacije ili po funkciji cilja. Predloºeni DMCHBAP predstavlja uop²tenje
dinami£kog diskretnog BAP-a koji je najzastupljenija varijanta u literaturi.
U nastavku odeljka, predloºena je matemati£ka formulacija za DMCHBAP, koja
je dobijena modikacijom modela stati£kog MCHBAP-a iz [92] i njegovim prilago-
avanjem dinami£kim karakteristikama DMCHBAP-a. Na slici 4.5 predstavljeni su
ulazni podaci za DMCHBAP. Ulazni podaci DMCHBAP-a su sli£ni ulaznim poda-
cima stati£kog MCHBAP-a, ali je struktura ureene 9-torke koja se odnosi na brod
ne²to izmenjena:
l : Ukupan broj brodova koje treba opsluºiti;
m : Ukupan broj raposloºivih vezova;
T : Ukupan broj vremenskih intervala predvienih za obradu brodova
(²to iznosi T − 1 vremenskih segmenata);
vessels : Niz podataka koji opisuje l brodova, gde je
vessels = {vesselk : k = 1, . . . , l};
vesselk : ureena 9-torka, slede¢e strukture
vesselk = {ETAk, ak, bk, dk, LTDk, sk, c1k, c2k, c3k}, k = 1, . . . , l.
Elementi 9-torke ozna£eni sa ETAk, ak, bk, dk i sk imaju isto zna£enje kao i kod
MCHBAP-a, a preostali parametri su:
LTDk : Najkasnije vreme isplovljavanja broda k;
c1k : Tro²kovi koji nastaju ako brodu k ne moºe biti dodeljen omiljeni vez;
c2k : Tro²kovi (po jedinici vremena), koji nastaju ako brod k ne moºe biti vezan u
o£ekivanom vremenu dolaska ETAk;
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c3k : Tro²kovi (po jedinici vremena), koji nastaju ako brod k kasni sa zavr²etkom
obrade i isplovljava nakon vremena denisanog sa dk.
Referentne ta£ke brodova k su (Bk, Atk), k = 1, 2, . . . , l, gde je Bk ∈ {1, 2, . . . ,m}
i Atk ∈ {1, 2, . . . , T−1}, sa istim skupom oznaka i ograni£enja kao kod MCHBAP-a.
Dopustivo re²enje DMCHBAP-a se sastoji od l referentnih ta£aka. Cilj DMCHBAP-
a je minimizacija ukupnih tro²kova koje £ine tri gore navedene komponente. Preci-







pri £emu su σk, (a − b)+ i Dtk ∈ {1, 2, . . . , T} denisani na isti na£in kao kod
MCHBAP-a.
Slika 4.6 ilustruje re²enje DMCHBAP-a u prostorno-vremenskom dijagramu sa
diskretnim koordinatama.
Slika 4.6: Ilustracija DMCHBAP re²enja
Matemati£ka formulacija DMCHBAP-a, po prvi put predloºena u ovoj diserta-
ciji, koristi slede¢e celobrojne promenljive odluke:
Atk : Vreme vezivanja broda k, koje moºe uzimati vrednosti iz skupa {ETAk, . . . , T}.
Dtk : Vreme isplovljavanja broda k, koje moºe uzimati vrednosti iz skupa
{Atk + 1, . . . , LTDk}.
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Pk : Pozicija veza za brod k sa vrednostima iz skupa {1, . . . ,m}.
Binarne promenjive DMCHBAP modela su:
zijk : odnosi se na referentnu ta£ku (j, i) broda k:
zijk =
{
1, ako se brod k nalazi na vezu i u vremenskom trenutku j,
0, ina£e;
rk1k2 : relativna pozicija brodova k1 i k2 u odnosu na vremensku osu:
rk1k2 =
{
1, ako je brod k2 desno od broda k1 u odnosu na vremensku osu,
0, ina£e;
uk1k2 : relativna pozicija brodova k1 i k2 u odnosu na prostornu osu:
uk1k2 =
{
1, ako je brod k1 ispod broda k2 u odnosu na prostornu osu,
0, ina£e;
Radi dobijanja jednostavnije formulacije za DMCHBAP, neophodno je izvr²iti pred-
procesranje, odnosno uvesti nekoliko novih parametara, £ije se vrednosti lako ra£-
naju na osnovu ulaznih parametara modela:
• prvo je potrebno izra£unati vrednost niza H = (Hk), gde je Hk = dak/bke i
predstavlja vreme obrade broda k;
• a zatim denisati pomo¢ne matrice Ekj, Dkj i Zbki na slede¢i na£in:
Ekj =
{













Hk · c1k · (i1 − sk), ako je i1 ≥ sk,
Hk · c1k · (sk − i1), ina£e;
• na kraju, neophodno je denisati matricu Fijk:
Fijk = Zbki +Dkj + Ekj.
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Koriste¢i formulaciju dvodimenzionalnog problema pakovanja predloºenog u [137,
138] i gore izloºenu notaciju i promenljive odluke, DMCHBAP moºe biti zapisan u



















j · zijk = Atk, k = 1, 2, . . . , l (4.22)





i · zijk = Pk, k = 1, 2, . . . , l (4.24)
rk1k2 + rk2k1 + uk1k2 + uk2k1 ≥ 1,
k1 = 1, 2, . . . , l; k2 = 1, 2, . . . , l (k1 < k2) (4.25)
Atk1 − Atk2 + T · rk1k2 ≤ T −Hk1,
k1 = 1, 2, . . . , l; k2 = 1, 2, . . . , l (4.26)
Pk1 − Pk2 +m · uk1k2 ≤ m− bk1,
k1 = 1, 2, . . . , l; k2 = 1, 2, . . . , l (4.27)
ETAk ≤ Atk ≤ T −Hk + 1, k = 1, 2, . . . , l
Dtk ≤ LTDk, k = 1, 2, . . . , l (4.28)
1 ≤ Pk ≤ m− bk + 1, k = 1, 2, . . . , l
zijk, rk1k2, uk1k2 ∈ {0, 1}. (4.29)
Cilj DMCHBAP-a je minimizacija funkcije cilja (4.20) koja predstavlja ukupne tro-
²kove dodele vezova. Prvi deo funkcije cilja se odnosi na tro²ak koji nastaje zbog
vezivanja broda na vez koji nije omiljen, drugi deo deni²e tro²ak zbog dodele veza
nakon ETA, dok tre¢i deo predstavlja tro²ak koji nastaje kod isplovljavanja na-
kon predvienog vremena. Uloga ograni£enja (4.21) je da obezbedi da svi brodovi
imaju ta£no jednu referentnu ta£ku. Vreme vezivanja brodova je denisano ogra-
ni£enjem (4.22), ukupno vreme obrade ograni£enjem (4.23), a pozicija vezivanja
brodova ograni£enjem (4.24). Zabrana meusobnog preklapanja pravougaonika koji
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predstavljaju brodove denisana je ograni£enjima (4.25), (4.26) i (4.27). Ograni£e-
nja (4.28), (4.28) i (4.29) obezbeuju da postavljeni prostorni i vremenski uslovi ne
budu naru²eni: vezivanje broda ne moºe da prethodi ETA vrednosti, brod ne moºe
da ostane na vezu nakon predvienog vremena denisanog LTD parametrom, i ne
moºe biti prekora£en dostupan broj vezova i predvien broj vremenskih segmenata
u periodu planiranja. Na kraju, ograni£enja (4.29) deni²u tip promenljivih odluke.
Sli£no kao u slu£aju MCHBAP-a, moºe se pokazati da je najjednostavnija va-
rijanta DMCHBAP-a NP-teºak problem u jakom smislu, ²to je jedan od doprinosa
ove disertacije. Preciznije, vaºi slede¢a teorema, izloºena u radu [99].
Lema 2. DMCHBAP je NP-teºak problem u jakom smislu. ak je i njegov pot-
problem dobijen odbacivanjem zahteva za omiljenim vezom u kojem funkcija cilja
predstavlja samo ukupno teºinsko ka²njenje takoe NP-teºak problem u jakom smi-
slu.
Dokaz. U prethodnom odeljku, teoremom 1 je pokazano da je MCHBAP NP-teºak
problem u jakom smislu uspostavljanjem analogije sa problemom rasporeivanja
identi£nih ma²ina. Za dokaz sloºenosti DMCHBAP-a dovoljno je pokazati da se
MCHBAP moºe polinomijalno redukovati na DMCHBAP. Matemati£ke formulacije
MCHBAP-a i DMCHBAP-a imaju uglavnom iste parametre, pa nije potrebno nji-
hovo preimenovanje. Izuzetak su promenljive koje ozna£avaju pojedine tro²kove.
Tro²kovi iz DMCHBAP-a su preimenovani u tro²kove iz MCHBAP-a na slede¢i
na£in: tro²ak uzrokovan £ekanjem c2k postaje ekvivalentan tro²ku c3k iz MCHBAP-
a, dok tro²ak ka²njenja zavr²etka poslova c3k postaje ekvivalentan tro²ku c4k u
MCHBAP-u. DMCHBAP nema tro²kove vezivanja pre ETAk, tako da se para-
metar c2k u MCHBAP-u moºe ignorisati postavljanjem njegove vrednosti na nulu.
DMCHBAP uklju£uje dodatni parametar LTDk koji se ne pojavljuje u MCHBAP-
u. Kako dokaz teoreme 1 koristi samo vreme isplovljavanja brodova dk, i parametar
LTDk se takoe moºe ignorisati postavljanjem vrednosti na nulu. Na ovaj na£in
je uspostavljena analogija izmeu DMCHBAP-a i MCHBAP-a. Kori²¢enjem ove
analogije i imaju¢i u vidu teoremu 1, moºe se zaklju£iti da je DMCHBAP NP-teºak
problem u jakom smislu, jer se posredno svodi na problem rasporeivanja identi£nih
ma²ina (pogledati [136]).
U literaturi je najzastupljenija diskretna varijanta BAP-a (slika 3.4). Potrebno
je naglasiti da se MCHBAP i DMCHBAP jednostavno svode na diskretni slu£aj
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dodele vezova postavljanjem vrednosti promenljive bk na 1, tako da opisane hi-
bridne varijante ovih problema predstavljaju uop²tenje diskretnog slu£aja. Drugim






Op²te je poznato da su BAP i sve njegove varijante vrlo kompleksni za re²avanje,
£ak i u slu£ajevima instanci problema malih dimenzija. Davidovi¢ i sar. u radu [28]
navode MILP formulaciju za MCHBAP a kao metod re²avanja predlaºu CPLEX
komercijalni softver i tri MIP heuristike koje daju sub-optimalna re²enja. Autori
su u [28] ovim pristupom uspeli da re²e instance MCHBAP-a malih dimenzija koje
sadrºe do 20 brodova, dok su realne instance problema ostale van doma²aja egzakt-
nog solvera. Zbog toga, adekvatan pristup re²avanju MCHBAP-a i DMCHBAP-a
mora da obezbedi ekasno re²avanje problema u realnom vremenu, ali i da isprati
konstantne promene koje su odraz dinami£kog procesa dodele vezova.
Kako su stati£ki i dinami£ki MCHBAP NP-te²ki problemi u jakom smislu i ima-
ju¢i u vidu zahtev menadºera terminala da u procesu dono²enja odluka imaju na
raspolaganju prilagodljiv i ekasan softverski alat, o£igledno je da su metaheuristike
adekvatan pristup re²avanju ovih problema. Zbog toga je u nastavku rada predlo-
ºeno nekoliko metaheuristi£kih metoda za re²avanje MCHBAP-a i DMCHBAP-a:
evolutivni algoritmi, optimizacija kolonijom p£ela i metoda promenljivih okolina,
kao i neke njihove varijante.
5.1 Osnovne denicije i notacija
Sve metaheuristi£ke metode predloºene u ovoj disertaciji zasnovane su na kom-
binatornoj formulaciji MCHBAP-a i DMCHBAP-a. Osim toga, predloºene metode
koriste iste strukture podataka i obuhvataju istu fazu inicijalizacije (predprocesira-
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nja). Kombinatorna formulacija, strukture podataka i predprocesirenje po prvi put
su kori²¢eni u [92] prilikom razvoja egzaktnog kombinatornog algolitma za re²avanje
MCHBAP-a, a nakon toga kori²¢eni su i u implementaciji metaheuristi£kih metoda.
U fazi inicijalizacije, formira se lista ureenih trojki koje sadrºe informaciju o vezu,
vremenskoj koordinati i ukupnim tro²kovima broda pri izboru referentne ta£ke de-
nisane sa prve dve koordinate ureene trojke. Liste ureenih trojki, nazvane ξ-liste,
formirane su za svaki brod i sadrºe sve mogu¢e pozicije broda u datom planskom
periodu. Lista od l ξ-lista, gde svaka pojedina£na ξ-lista odgovara jednom brodu,
ozna£ena je sa Ψ.
U fazi inicijalizacije, ξ-liste su sortirane u neopadaju¢em redosledu vrednosti
tro²kova. Uloga ξ-liste je da obezbedi ekasnu pretragu prostora re²enja. Sadrºaj
ξ-liste se aºurira u svakom koraku pretrage, £ime se zna£ajno redukuje njena du-
ºina. Preciznije, svaka promena u rasporedu brodova u luci prouzrokuje promene
pripadaju¢ih ξ-listi. Aºuriranje obezbeuje da u svakom momentu ξ-lista sadrºi
samo elemente koji odgovaraju preostalim dopustivim pozicijama broda. U svakom
koraku pretrage, ξ-liste ostaju sortirane, ²to obezbeuje jednostavno pronalaºenje
pozicija koje imaju manje tro²kove od vrednosti tro²kova trenutne referentne ta£ke
broda (ukoliko takve pozicije postoje). Osim toga, struktura ξ-liste obezbeuje i
jednostavno detektovanje nedopustivih re²enja problema. Naime, ukoliko je za neki
brod pripadaju¢a ξ-lista prazna, formirano re²enje je nedopustivo.
Vaºni koraci u toku izvr²avanja metaheuristi£kih metoda su odabir broda koji
treba smestiti u luku i izbor adekvatne pozicije za taj brod u prostorno-vremenskoj
ravni. Ove odluke se donose stohasti£ki, ali na osnovu prioriteta brodova i vrednosti
tro²kova dopustivih pozicija. Prioritet broda u EA i BCO je linearna kombinacija
odgovaraju¢e vrednosti ETA parametra, veli£ine pravougaonika koji predstavlja
brod u dvodimenzionalnoj ravni, i izra£unate prose£ne vrednosti tro²kova za sve
elemente ξ-liste koja odgovara posmatranom brodu. Koecijenti ove linearne kom-
binacije su redom λ1, λ2 i λ3. Njihove vrednosti su dobijene eksperimentalno uz uslov
λ1 + λ2 + λ3 = 1. Na ovaj na£in izra£unati prioritet broda koristi se u kombinaciji
sa rulet selekcijom.
U BCO algoritmu, kao i u fazi inicijalizacije EA algoritma, odabir pozicije broda
je takoe stohasti£ki. Verovatno¢a selekcije neke pozicije je odreena ukupnim tro-
²kovima koji je karakteri²u. Pozicije sa manjim tro²kovima imaju ve¢u ²ansu da
budu odabrane u procesu rulet selekcije.
Koncept para sekvenci, predloºen u [127], upotrebljen je za reprezentaciju re²enja
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MCHBAP-a i DMCHBAP-a kod svih predloºenih metoda zasnovanih na lokalnom
pretraºivanju. Par sekvenci £ine dve permutacijeH i V koje opisuju pozicije brodova
u ravni. Permutacije H i V su kreirane po slede¢im pravilima:
(a) ako je brod j ispred broda i u permutaciji H, tada brod j ne vidi brod i u
pogledu levo-gore;
(b) ako je brod j ispred broda i u permutaciji V , tada brod j ne vidi brod i u
pogledu levo-dole.
Permutacije H i V ilustrovane su na slici 5.1. Pogledi levo-gore i levo-dole
predstavljeni su sivom bojom. Slika 5.1 prikazuje situaciju u kojoj brod j ne vidi
brod i u pogledu levo-gore i levo-dole, ²to zna£i da j prethodi i u permutaciji H
(levi deo slike), odnosno u permutaciji V (desni deo slike). Ilustracija na slici 5.1 ne
odgovara jedinstvenom ureenom paru (H,V ). Levi deo slike 5.1 prikazuje situaciju
u kojoj j predhodi i u permutaciji H, ali je pozicioniran posle i u permutaciji V .
Sli£no, na desnom delu slike 5.1, j se nalazi posle i u permutaciji H, ali prethodi i u
permutaciji V . Transformacija alokacije brodova u ureeni par (H,V ) je jedinstvena.
Sa druge strane, par permutacija (H, V ) predstavlja £itavu klasu alokacija.
Denicija H permutacije Denicija V permutacije
Slika 5.1: Ilustracija reprezentacije re²enja bazirane na paru sekvenci
Sve predloºene metaheuristi£ke metode £uvaju najbolje re²enje, vrednost ukup-
nih tro²kova najboljeg re²enja i procesorsko vreme prvog pojavljivanja najboljeg re-
²enja, redom u globalnim promenljivama Solution, GlobalBest i minT . Osim toga,
ukoliko metoda promenljivih okolina koristi fazu razmrdavanja, lokalno pobolj²anje
razmrdanog re²enja £uva promenljiva LocalBest.
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5.2 Implementacija evolutivnog algoritma za
MCHBAP
Predloºeni EA za MCHBAP koristi celobrojno kodiranje jedinki, ruletsku i tur-
nirsku selekciju, kao i £etiri tipa operatora mutacije. Nakon primene mutacije, u
svakoj generaciji su nad nekoliko odabranih jedinki primenjene dve procedure opti-
mizacije, koje imaju za cilj pobolj²anje kvaliteta odabranih jedinki. Prva procedura
pobolj²anja zasnovana je na promeni dodeljenih vezova, dok druga procedura dozvo-
ljava samo perturbacije redosleda brodova na odabranom vezu. Operator ukr²tanja
je isklju£en iz razmatranja, jer proizvodi veliki broj nekorektih jedinki zbog spe-
ci£nosti MCHBAP-a. U nastavku slede detaljni opisi svih aspekata predloºenog
EA.
Reprezentacija jedinki
Celobrojna reprezentacija jedinki se pokazala kao najpogodnija za MCHBAP.
Genetski kod (hromozom) svake jedinke £ini m podlisti. Svaka podlista odgovara
jednom vezu i sadrºi indekse brodova £ije referentne ta£ke pripadaju datom vezu.
Brodovi su u svakoj podlisti sortirani u redosledu koji odgovara redosledu dodele
pozicija na vezu.
Neka je dat primer sa m = 8 vezova, l = 5 brodova i T = 15 vremenskih
jedinica £iji su ulazni podaci dati u tabeli 5.1. Reprezentacija jedinke kojoj odgovara
dopustivo re²enje MCHBAP-a je:
Individual_1 :{{1}︸︷︷︸
1















Tabela 5.1: Ulazni podaci za problem m = 8, l = 5 i T = 15
vesselk ETAk ak bk dk sk c1k c2k c3k c4k
1 1 9 3 4 1 10 20 20 25
2 4 6 3 6 3 10 20 20 25
3 4 14 2 11 6 10 20 20 25
4 5 14 2 12 7 10 20 20 25
5 6 18 2 16 2 10 20 20 25
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Indeksi brodova £ije referentne ta£ke odgovaraju datom vezu su navedeni u zagra-
dama, dok su indeksi vezova dati ispod zagrada. Prikazana reprezentacija pokazuje
da vez 1 odgovara referentnoj ta£ki broda 1, dok su referentne ta£ke brodova 5 i
2 rasporeene na vez 2. Vezovi 5 i 7 sadrºe referentne ta£ke brodova 3 i 4 u tom
redosledu. Prazne zagrade iznad vezova sa indeksima 3, 4, 6 i 8 ukazuju da su ti
vezovi prazni, odnosno da im nije dodeljena ni jedna referentna ta£ka nekog broda.
Slika 5.2 ilustruje re²enje MCHBAP-a dobijeno dekodiranjem jedinke Indivi-
dual_1. Ako je referentna ta£ka broda dodeljena vezu sa indeksom k, indeks tog
broda je sme²ten u k-tu podlistu jedinke. Kako MCHBAP predstavlja hibridnu
varijantu BAP-a, brod moºe da zauzima vi²e susednih vezova.
Slika 5.2: Re²enje dobijeno dekodiranjem jedinke Individual_1
Slika 5.2 prikazuje situaciju u kojoj su brodovi 5 i 2 opsluºeni na vezu 2, ali njihov
redosled u odnosu na vremensku osu ne sledi redosled dat u reprezentaciji jedinke.
Kako je brod 5 alociran pre broda 2, on je zauzeo najjeftiniju poziciju. Tek nakon
sme²tanja broda 5, alociran je brod 2 tako ²to mu je dodeljena preostala najjeftinija
pozicija (koja ne mora da ima ve¢i indeks na vremenskoj osi). Reprezentacija je-
dinke Individual_1 prikazuje da je vez 3 prazan (nije mu dodeljena referentna ta£ka
broda). Meutim, nakon dekodiranja re²enja, imaju¢i u vidu da je re²avana hibridna
verzija BAP-a, vez 3 nije ostao neiskori²¢en, ve¢ je zauzet delovima brodova 1, 2 i 5.
Dekodirano re²enje MCHBAP-a se sastoji od ureenih trojki (vez, vreme, tro²kovi)
koje odgovaraju referentnim ta£kama brodova u dvodimenzionalnoj ravni. Jedinka
Individual_1 i odgovaraju¢a dodela vezova predtavljena na slici 5.2 predstavljaju
optimalno re²enje za primer sa podacima iz tabele 5.1.
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Reprezentacija jedinke moºe da vodi do alokacije brodova koja izlazi iz okvira
denisanih vremenskih i prostornih granica. U tom slu£aju, jedinka se smatra neko-
rektnom i elimini²e se iz populacije, jer nekorektne jedinke odgovaraju nedopustivim
re²enjima problema. Duºine brodova su poznate unapred kao ulazni parametri al-
goritma, ²to omogu¢ava jednostavnu proveru da li vez moºe da primi brod koji jo²
nije rasporeen u luku. Sa druge strane, dekodiranje korektnih jedinki u MCHBAP
re²enje je jedinstveno.
Generisanje po£etne populacije
Struktura procedure Initialize koja generi²e po£etnu populaciju nEA jedinki
je prikazana algoritmom 11. Ulazni parametri procedure Initialize su veli£ina
populacije (nEA) i veli£ina turnira koji selektuje vez za razmatrani brod. Za svaku
od nEA jedinki u po£etnoj populaciji, procedura Initialize formira odgovaraju¢u
Ψ-listu.
Algorithm 11 Generisanje po£etne EA populacije
procedure Initialize(nEA, size)
i← 1
while i ≤ nEA do
UnusedV essels← {1, 2, . . . , l}
individual(i)← m praznih lista
while UnusedV essels 6= ∅ do
ID ← Roulette(UnusedV essels, selectionCriteria)
Berths← Odredi sve podskupove susednih vezova
sa dovoljno slobodnog prostora za brod ID
berthID ← TournamentForBerths(size,Berths)
individual(i)← Stavi brod ID na poslednju poziciju u berthID







Struktura nove jedinke zavisi od redosleda alokacije brodova i od dodele indeksa
veza svakom brodu. Redosled izbora brodova zavisi od prioriteta, koji je denisan
kao teºinska suma tri komponente sa koecijentima λi, i = 1, 2, 3. Vrednosti ovih
koecijenata su odreene eksperimentalno. Prioritet broda je izra£unat na osnovu
inicijalne ξ-liste u kojoj se sve pozicije broda smatraju dopustivim. U toku alokacije
prioriteti brodova ostaju nepromenjeni.
Procedura Roulette koriste¢i pravilo rulet selekcije bira jedan po jedan brod iz
skupa neobraenih brodova. Verovatno¢a izbora broda je proporcionalna prethodno
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izra£unatom prioritetu broda. Duºine brodova i ukupan broj vremenskih segmenata
u periodu planiranja su poznati unapred. Zbog toga je jednostavno odrediti pod-
skup susednih vezova sa dovoljno slobodnog prostora za alokaciju odabranog broda.
Odabir indeksa veza za selektovani brod vr²i procedura TournamentForBerths.
Turnirskom selekcijom se za svaki nerasporeeni brod bira jedan vez iz skupa svih
mogu¢ih vezova sa dovoljno slobodnog prostora. Procedura sme²ta odabrani brod na
poslednju poziciju na vezu koji mu je dodeljen. Preciznije, indeks broda je sme²ten
na kraj podliste koja opisuje redosled alokacije na odabranom vezu.
Faze odabiranja brodova i dodele veza se smenjuju dok se ne rasporede svi indeksi
brodova u odgovaraju¢e podliste. Nakon toga sledi postupak dekodiranja jedinke u
re²enje koje sadrºi stvarne pozicije brodova u prostorno-vremenskoj ravni. Nedo-
pustive jedinke algoritam uklanja iz populacije. Postupak kreiranja novih jedinki
se ponavlja sve dok se ne formira nova populacija sa nEA dopustivih jedinki. Pro-
cedura Feasible ispituje da li je mogu¢e kreiranu jedinku dekodirati u dopustivo
re²enje. Korektne jedinke se evaluiraju tako ²to im se ra£una funkcija prilagoenosti
koja je jednaka odgovaraju¢oj vrednosti funkcije cilja.
EA operatori
Predloºeni evolutivni algoritam koristi koncept elite za formiranje nove gene-
racije jedinki. Elitu £ine jedinke visokog kvalieta koje direktno prelaze u slede¢u
generaciju sa ciljem o£uvanja dobrog genetskog materijala. U implementiranom EA
za MCHBAP, broj elitnih jedinki je eliteNO = 1
3
· nEA a preostalih 2
3
· nEA in-
dividua nove generacije odabrano je no gradiranom turnirskom selekcijom [44] sa
dve veli£ine turnira. Turnir veli£ine size1 je primenjen u 40% · (23nEA) slu£ajeva,
dok je ostalih 60% · (2
3
nEA) jedinki odabrano turnirom veli£ine size2, pri £emu
je size1 < size2. Operator turnirske selekcije pove¢ava ²ansu jedinkama lo²ijeg
kvaliteta da budu prosleene u slede¢u generaciju. Osim toga, turnirska selekcija
spre£ava duplikate jedinki da uu u slede¢u EA generaciju i obezbeuje raznovr-
snost genetskog materijala. Raznovrsne jedinke pomaºu EA algoritmu da prevazie
problem zavr²etka u lokalnom minimumu.
Pri re²avanju raznih problema optimizacije EA metaheuristikom, kori²¢eni su
razli£iti tipovi genetskih operatora, u skladu sa karakteristikama konkretnog pro-
blema. Na primer, EA algoritmi iz radova [117, 158] koriste operator ukr²tanja, dok
su u radovima [33, 142] primenjeni samo operatori mutacije. Implementirani EA
pristup za MCHBAP ne koristi operator ukr²tanja jer su svi ispitani tipovi operatora
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ukr²tanja formirali veliki broj nekorektnih jedinki. Generalno, postoje dve strategije
koje re²avaju problem pojave nekorektnih jedinki u toku rada EA: nekorektne je-
dinke se uklanjaju iz naredne generacije ili se popravljaju tako da postanu korektne.
Strategija uklanjanja velikog broja nekorektnih jedinki koje nastaju primenom ope-
ratora ukr²tanja je rezultirala u zna£ajnom smanjenju veli£ine populacije. Sa druge
strane, razne strategije korekcije nekorektnih jedinki su zna£ajno pove¢avale vreme
izvr²avanja algoritma i uticale na smanjenje njegove ekasnosti. Osim toga, kvalitet
najboljeg EA re²enja je bio lo²iji od implementiranih varijanti algoritma koje nisu
koristile operator ukr²tanja. Zbog toga, EA implementacija za MCHBAP koristi
samo operatore mutacije dizajnirane u skladu sa karakteristikama problema. Preci-
znije, implementirani EA koristi £etiri tipa mutacije: ubacivanje, inverziju, me²anje
i zamenu. Na svaku jedinku u populaciji, sa datom verovatno¢om µEA, primenjena
su sva £etiri operatora mutacije, £ime su kreirana najvi²e £etiri potomka mutirane
jedinke. Svi predloºeni operatori mutacije mogu da proizvedu promene u prostor-
nim i vremenskim koordinatama brodova jedinke koja je mutirana. Na taj na£in,
mutacija zna£ajno uti£e na strukturu jedinke i moºe dovesti do velikih promena u
vrednostima funkcije cilja. Zadatak primenjenih operatora mutacije je da poja£aju
diversikaciju pretrage prostora re²enja i spre£e algoritam da se zaustavi u lokalnom
optimumu.
EA za MCHBAP koristi mutaciju ubacivanja (engl. insert mutation), ilustrovanu
na slici 5.3. Ovaj operator na slu£ajan na£in bira dva broda iz hromozoma jedinke
i pomera drugi brod iza prvog broda u hromozomu. Na slici 5.3 je predstavljena
situacija u kojoj su iz hromozoma jedinke odabrani brodovi 3 i 2, a zatim je u
mutiranoj jedinki brod 2 pomeren iza broda 3.
Pre mutacije: Posle mutacije:
{{},{2,5},{},{},{3,1},{},{4},{}} {{},{5},{},{},{3,2,1},{},{4},{}}
Slika 5.3: Primer mutacije ubacivanja
Mutacija inverzije (engl. inversion mutation) na slu£ajan na£in bira dva broda i
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invertuje deo hromozoma izmeu njih, uklju£uju¢i i dva odabrana broda. Slika 5.4
prikazuje efekat mutacije inverzije: odabrani su brodovi 2 i 1, i okrenut je ceo podniz
izmeu njih, uklju£uju¢i i ta dva broda.
Pre mutacije: Posle mutacije:
{{2,3},{1},{4},{},{5},{},{},{}} {{1,3},{2},{4},{},{5},{},{},{}}
Slika 5.4: Primer mutacije invezije
Mutacija zamene (engl. swap mutation) na slu£ajan na£in bira dva broda i
zamenjuje njihove pozicije u hromozomu jedinke. Na slici 5.5 je prikazan efekat ovog
tipa mutacije: odabrani su brodovi 4 i 3 i razmenjene njihove pozicije u mutiranoj
jedinki.
Pre mutacije: Posle mutacije:
{{5},{1,2},{4},{},{3},{},{},{}} {{5},{1,2},{3},{},{4},{},{},{}}
Slika 5.5: Primer mutacije zamene
Mutacija me²anja (engl. scramble mutation) na slu£ajan na£in permutuje pod-
skup brodova u hromozomu. Na slu£ajan na£in se iz hromozoma biraju dva broda,
koji deni²u po£etnu i krajnju ta£ku podskupa brodova koji se permutuje. U nekim
slu£ajevima, mutacija me²anja moºe biti primenjena na ceo hromozom jer odabrani
brodovi mogu da pripadaju razli£itim podlistama brodova. Primer primene muta-
cije me²anja je prikazan na slici 5.6. Na slu£ajan na£in je permutovan podniz koji
£ine svi brodovi izmeu brodova 1 i 5, uklju£uju¢i i ta dva broda.
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Pre mutacije: Posle mutacije:
{{1},{2},{5},{},{3},{},{4},{}} {{2},{5},{1},{},{3},{},{4},{}}
Slika 5.6: Primer mutacije me²anja
Verovatno¢e primene operatora mutacije su odreene parametrom µEA i one
menjaju svoje vrednosti tokom izvr²avanja EA algoritma, sli£no strategiji predloºe-
noj u radu [165]. Na po£etku EA pretrage, favorizuju se mutacije inverzije i me²anja,
dok se u kasnijim fazama izvr²avanja EA, akcenat stavlja na mutacije ubacivanja
i razmene. Primenom ove strategije, favorizuju se zna£ajne promene hromozoma
jedinke na po£etku izvr²avanja algoritma ²to odgovara preme²tanju pretrage u uda-
ljene prostore re²enja. U kasnijim fazama algoritma, podsti£u se manje promene
hromozoma jedinke, ²to zna£i da se fokus preme²ta na pretragu u manjim regio-
nima prostora re²enja. Verovatno¢a primene mutacije me²anja i inverzije na gen
hromozoma tokom izvr²avanja algoritma se smanjuje prema formuli
µEA = 1− 0.9 · popID
nGen
, (5.1)
dok verovatno¢a mutacija ubacivanja i razmene raste po formuli
µEA = 0.9 · popID
nGen
, (5.2)
gde je sa popID ozna£en redni broj trenutne EA generacije, a nGen predstavlja
maksimalan broj EA generacija. Obe formule su dobijene na osnovu rezultata pre-
liminarhih eksprimenata u cilju odreivanja adekvatnih vrednosti EA parametara.
Nakon faze mutacije, predloºeni EA primenjuje fazu popravke pojedinih re²enja.
Turnirskom selekcijom, algoritam bira podskup jedinki iz populacije i nad njima
primenjuje proceduru popravke re²enja. Veli£ina turnira i broj selektovanih jedinki
za primenu strategije popravke su ulazni parametri EA algoritma. Promenom veli-
£ine turnira se jednostavno uti£e na kvalitet jedinki koje prolaze turnirsku selekciju
i ulaze u fazu popravke re²enja. Ve¢e veli£ine turnira daju manju ²ansu jedinkama
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lo²ijeg kvaliteta da budu izabrane za fazu popravke, i obrnuto, manje dimenzije
turnira favorizuju odabir jedinki lo²ijeg kvaliteta.
Pseudokod primenjene procedure popravke re²enja predstavljen je algoritmom 12.
Procedura Improve ima zadatak da u odabranoj jedinki pronae bolji raspored bro-
dova na svakom vezu. Procedura CheapestAllocation za svaki brod iz grupe
brodova datog veza pronalazi poziciju sa najmanjim tro²kovima na istom vezu. Na-
kon sme²tanja svih brodova na odgovaraju¢e vezove, algoritam poziva proceduru
Reorder koja sortira brodove u nerastu¢i redosled prema vrednostima tro²kova
u formiranoj dodeli vezova. Za svaki brod iz sortiranog niza brodova, procedura
popravke proverava ξ-liste. Ako postoji pozicija sa niºim tro²kovima, procedura
pomera razmatrani brod na tu poziciju, bez obzira da li pri tome dolazi do promene
dodeljenog veza. Pozicije sa niºim tro²kovima su identikovane pomo¢u procedure
ExistsCheaper. Faza popravke re²enja se zavr²ava pozivom procedure MakeIn-
dividual, £iji je zadatak da formira odgovaraju¢e promene u reprezentaciji popra-
vljene jedinke. Preciznije, brod koji je menjao poziciju veza u fazi popravke re²enja,
postaje prvi elemenat liste koja odgovara dodeljenom vezu. Redosled brodova u sva-
koj grupi se menja u skladu sa formiranom alokacijom, sa ciljem da se prvo razmotre
brodovi koji prouzrokuju ve¢e tro²kove.
Algorithm 12 Prva faza popravke EA re²enja
procedure Improve(ind)
for berth← 1,m do
group← ind(berth)






for i← 1, l do









U drugoj fazi popravke re²enja, na svaku pobolj²anu jedinku formiranu procedu-
rom Improve, primenjuje se procedura lokalne pretrage £ija je struktura prikazana
algoritmom 13. U ovoj fazi lokalne pretrage, procedura Rearrange formira nov
redosled brodova na odabranom vezu. Procedura CalculateCost ra£una ukupne
92
GLAVA 5. METAHEURISTIKI PRISTUP ZA MCHBAP I DMCHBAP
tro²kove grupe brodova. Algoritam prihvata novi redosled brodova ukoliko on vodi
ka smanjenju tro²kova alokacije. Opisani koraci algoritma se ponavljaju za svaku
grupu brodova na posmatranom vezu. Promena redosleda brodova ne moºe dove-
sti do koniktnih situacija i proizvesti nedopustivu jedinku. Naime, brodovi mogu
menjati pozicije samo ako rezultuju¢a alokacija ne vodi ka novim koniktima sa
brodovima na susednim vezovima.
Algorithm 13 Druga faza popravke re²enja-procedura lokalne pretrage za EA
procedure BerthLocalSearch(ind, sol)
for berth← 1,m do
group← ind(berth)
groupSol← Rearrange(group)







Posle faze popravke re²enja, algoritam ra£una funkcije prilagoenosti svih je-
dinki, i na osnovu njih formira slede¢u generaciju jedinki. Opisani koraci evolu-
tivnog algoritma se ponavljaju dok se ne ispuni neki od postavljenih kriterijuma
zaustavljanja. EA koristi kombinaciju dva kriterijuma zaustavljanja: ukupno utro-
²eno procesorsko vreme i maksimalan broj formiranih generacija. PromenljivaminT
£uva vrednost procesorskog vremena u kojem je algoritam prvi put prona²ao re²e-
nje najboljeg kvaliteta. Koraci evolutivnog algoritma za MCHBAP predstavljeni su
algoritmom 14.
EA za MCHBAP uklju£uje nekoliko parametara, kao ²to su: veli£ina populacije,
veli£ina turnira, kriterijumi zaustavljanja, verovatno¢e mutacije, broj jedinki na
koje se primenjuje faza popravke, itd. Ovi parametri su eksperimentalno pode²eni
na adekvatne vrednosti koje obezbeuju najbolje performanske EA algoritma.
5.3 Implementacija genetskog algoritma za
DMCHBAP
Genetski algoritmi spadaju u klasu evolutivnih algoritama, i u dosada²njoj BAP
literaturi su veoma zastupljeni kao popularan pristup re²avanju razli£itih varijanti
BAP-a. Glavni problem koji se javlja kod primene GA na BAP je formiranje velikog
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while (SessionT ime ≤ RunTime) ∧ (popID ≤ nGen) do
for svaka jedinka do
µEA← 0.9 · popID/nGen
newindividual1← InsertMutation(noGenes, µEA)
newindividual2← SwapMutation(noGenes, µEA)
newindividual3← InversionMutation(noGenes, 1− µEA)
newindividual4← ScrambleMutation(noGenes, 1− µEA)
end for
for noImprovements jedinki do
individualID ← TournamentForImprovement(size1, size2, cost)
{newindividualI, newSol} ← Improve(IndividualID)
newindividualI ← BerthLocalSearch(newIndividualI, newSol)
end for
Izra£unaj tro²kove za svaku jedinku




Kopiraj najboljih eliteNO jedinki u slede¢u generaciju
size1NO ← Round((nEA− eliteNO) · 0.4)
Odaberi size1NO jedinki turnirom veli£ine size1
size2NO ← nEA− eliteNO − size1NO
Odaberi size2NO jedinki turnirom veli£ine size2
popID ← popID + 1
end while
end procedure
broja nekorektnih jedninki koje odgovaraju nedopustivim re²enjima. Ovaj problem
se u literaturi obi£no prevazilazi izostavljanjem operatora ukr²tanja [60, 61, 98].
Algorithm 15 cGA za DMCHBAP
procedure cGA(vessels, nGA,RunTime, nGen, nImpr)
population← InitGA(nGA, vessels)
popID ← 1










popID ← popID + 1
end while
end procedure
U nastavku je dat opis kombinovanog genetskog algoritma (cGA) za dinami£ki
MCHBAP. Pseudokod predloºenog cGA dat je algoritmom 15. Broj jedinki u popu-
laciji, ozna£en sa nGA, je ulazni parametar algoritma. Na po£etku rada cGA poziva
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se procedura InitGA za generisanje nGA korektnih jedinki po£etne populacije koje
odgovaraju dopustivim DMCHBAP re²enjima. Nakon generisanja po£etne popula-
cije, cGA se izvr²ava kroz niz iteracija dok se ne ispuni jedan od dva postavljena kri-
terijuma zaustavljanja denisana maksimalnim vremenom izvr²avanja (RunTime)
i maksimalnim brojem generacija (nGen). Svaka iteracija cGA se sastoji od faze
selekcije, faze mutacije sa dva tipa operatora mutacije, i faze optimizacije u kojoj
algoritam poziva dve procedure popravke re²enja i formira statisti£ku jedinku. Po-
mo¢ne promenljive tempPop1 i tempPop2 su uvedene da bi se izbeglo vi²estruko
ra£unanje vrednosti funkcija cilja.
U slede¢im odeljcima detaljno su izloºeni svi aspekti predloºenog cGA pristupa
za re²avanje DMCHBAP-a.
Reprezentacija jedinki
Jedinka u cGA ima strukturu liste sa l podlisti, pri £emu svaka podlista odgo-
vara grupi brodova koji se istovremeno razmatraju u procesu alokacije, dok podliste
odgovaraju genima (delovima hromozoma). Pri alociranju brodova na vezove, algori-
tam razmatra grupe brodova u redosledu denisanom strukturom jedinke. Elementi
podliste su indeksi brodova sortirani u redosled u kojem su sme²teni na vezove. Me-
utim, ova reprezentacija ne garantuje da ¢e brodovi biti obraeni u istom redosledu
u kojem su alocirani na vezove. Svaki indeks broda je element ta£no jedne podliste
pa je ukupan broj elemenata podlisti takoe l.
Tabela 5.2 sadrºi ulazne podatke za primer sa m = 8 vezova, l = 6 brodova
i T = 15 vremenskih jedinica. Reprezentacija jedinke kojoj odgovara optimalno
re²enje ovog primera je:
Individual_2 :{{}, {3, 1}, {4}, {5}, {2}, {6}}.
U reprezentaciji jedinke Individual_2, indeksi brodova su podeljeni u 6 podlisti
jer je l = 6. Za razliku od reprezentacije re²enja kori²¢ene u EA pristupu za MCH-
BAP, cGA reprezentacija re²enja za DMCHBAP ne sadrºi informaciju o indeksu
veza na koji ¢e brodovi biti alocirani, ve¢ deni²e grupe brodova koje algoritam
istovremeno alocira i pri tome minimizuje njihove ukupne tro²kove alokacije. Na
osnovu reprezentacije jedinke Individual_2, moºe se videti da su brodovi 3 i 1 prvi
sme²teni u luku jer pripadaju prvoj nepraznoj podlisti. Nakon toga se alocira brod
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Tabela 5.2: Ulazni podaci za DMCHBAP m = 8, l = 5 i T = 15
vesselk ETAk ak bk dk LTDk sk c1k c2k c3k c4k
1 1 9 3 4 15 1 10 20 20 25
2 4 6 3 6 15 3 10 20 20 25
3 2 14 2 11 15 6 10 20 20 25
4 2 8 2 4 15 7 10 20 20 25
5 4 2 1 5 15 2 10 20 20 25
6 4 1 2 5 15 2 10 20 20 25
4 i to tako ²to se sme²ta na najeftiniju preostalu poziciju, a zatim se ista strategija
primenjuje na brodove 2 i 6.
Slika 5.7 ilustruje optimalno re²enje
{{1, 1, 90}, {3, 6, 150}, {6, 2, 70}, {1, 4, 180}, {3, 4, 25}, {4, 4, 30}}
DMCHBAP-a dobijeno dekodiranjem jedinke Individual_2.
Slika 5.7: Re²enje dobijeno dekodiranjem jedinke Individual_2
Sa slike 5.2 se vidi da brodovi 3 i 1 imaju referentne ta£ke koje odgovaraju
predvienom vremenu dolaska i omiljenoj poziciji. Ovakva alokacija je kreirana jer
su brodovi 3 i 1 elementi prve neprazne podliste, tako da su imali prioritet kod
sme²tanja na vezove. Kako idealnu referentnu ta£ku broda 4 blokira brod 3, brod
4 je sme²ten na najjeftiniju preostalu poziciju. Sledi alokacija broda 5, kojem brod
4 blokira idealnu poziciju, pa je brod 5 sme²ten na ne²to skuplju referentnu ta£ku
na vezu 3 u odnosnu na njegovu idelnu poziciju. Na kraju, vezovi se dodeljuju za
brodove 2 i 6, koji su takoe sme²teni na preostale dopustive najjeftinije pozicije.
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U ve¢ini slu£ajeva, reprezentacija jedinki koju koristi cGA omogu¢ava, dekodi-
ranje jedinke u dopustivo DMCHBAP re²enje. Kako pozicija veza nije nametnuta
reprezentacijom jedinke, retko se de²ava da na nekom od vezova nema dovoljno
slobodnog prostora za alokaciju broda. Ukoliko se nekorektna jedinka ipak pojavi,
algoritam je elimini²e iz populacije. Dekodiranje korektnih jedinki u dopustivo re²e-
nje DMCHBAP-a je jedinstveno, dok jednom dopustivom re²enju moºe da odgovara
vi²e razli£itih korektnih jedinki.
Faza inicijalizacije
U fazi inicijalizacije, procedura InitGA formira po£etnu cGA populaciju sa nGA
korektnih jedinki, pri £emu svaka jedinka odgovara jednom dopustivom DMCHBAP
re²enju. Osim toga, u fazi inicijalizacije, algoritam kreira Ψ-listu sa odgovaraju¢im
ureenim trojkama (vez, vreme, tro²ak) za sve dopustive pozicije brodova. Pri
formiranju jedinki, procedura bira brodove na slu£ajan na£in ruletskom selekcijom
na osnovu prioriteta denisanog kao linearna kombinacija ETA parametra, veli£ine
pravougaonika pridruºenog brodu u dvodimenzionalnoj ravni, i prose£nih tro²kova
elemenata ξ-liste posmatranog broda. Koecijenti linearne kombinacije su redom
λ1, λ2, i λ3. Pozicije alokacije brodova su takoe odreene stohasti£ki: pozicije sa
manjim tro²kovima imaju ve¢u ²ansu da budu izabrane.
Operator selekcije
Nova cGA generacija formirana je stacionarnom zamenom jedinki u populaciji,
pri £emu je kori²¢ena elitisti£ka strategija. Preciznije, tre¢ina najkvalitetnijih jedinki
populacije (elitne jedinke) se direktno prosleuje u slede¢u generaciju. Preostalih
2
3
nGA jedinki se biraju no gradiranom turnirskom selekcijom, ²to obezbeuje raz-
novrsnost genetskog materijala. Nekorektne jedinke eliminisane su iz populacije
postavljanjem vrednosti ukupnih tro²kova jedinke na beskona£no. Operator selek-
cije ne dozvoljava duplikatima jedinki da preu u slede¢u generaciju, ²to doprinosi
o£uvanju raznovrsnosti genetskog materijala i spre£avanju preuranjene konvergen-
cije algoritma.
Faza mutacije
Faza mutacije je implementirana procedurom Mutate, koja primenjuje na je-
dinke dva tipa mutacije: promeni podlistu i pomeri podlistu. Oba operatora muta-
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cije primenjena su na gene jedinke sa promenljivom verovatno¢om µGA. Mutacija
promeni podlistu na slu£ajan na£in bira brod i podlistu, a zatim odabrani brod pre-
bacuje na poslednju poziciju u podlisti. Za razliku od prvog tipa mutacije, mutacija
pomeri podlistu se primenjuje na slu£ajno odabranu podlistu. Algoritam preme²ta
selektovanu podlistu na prvu poziciju liste, £ime se obezbeuje da elementi podliste
imaju prioritet u dodeli vezova.
Verovatno¢a primene mutacije promeni podlistu opada po formuli
µGA = 1− 0.9 · popID
nGen
, (5.3)
dok verovatno¢a primene mutacije pomeri podlistu raste na osnovu vrednosti
µGA = 0.9 · popID
nGen
. (5.4)
Oba tipa mutacije obezbeuju promene prostornih i vremenskih koordinata brodova
i mogu zna£ajno da uti£u na promene vrednosti funkcije prilagoenosti. Pri tome,
ovi operatori mutacije proizvode samo nekoliko procenata nekorektnih jedinki. Je-
dinke dobijene nakom faze mutacije se evaluiraju, odnosno ra£una im se vrednost
funkcije prilagoenosti koja je jednaka funkciji cilja.
Slika 5.8 ilustruje rezultat primene operatora mutacije promeni podlistu. Ovaj
operator sme²ta slu£ajno odabrani brod u slu£ajno odabranu podlistu. U navedenom
primeru, brod 3 je iz druge podliste preme²ten u prvu podlistu koja je inicijalno bila
prazna. Promena podliste omogu¢ava da brod 3 bira poziciju nezavisno od brodova
2, 6 i 4. Osim toga, brod 3 ¢e biti alociran pre brodova 2, 6 i 4. Nakon dodele veza
brodu 3 i sme²tanja brodova 2, 6 i 4 na odgovaraju¢e vezove, alocirani su i brodovi
1 i 5. Brodovi 1 i 5 posmatrani su istovremeno jer pripadaju istoj podlisti.
Pre mutacije: Posle mutacije:
{{}, {2, 6, 4,3}, {}, {}, {1, 5}, {}} {{3}, {2, 6, 4}, {}, {}, {1, 5}, {}}
Slika 5.8: Primer mutacije promeni podlistu
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Slika 5.9 ilustruje efekat mutacije pomeri podlistu. U ovom primeru, podlista
koja sadrºi brod 3, preme²tena je sa poslednje na prvu poziciju liste. Na taj na£in
je brod 3 dobio prioritet kod dodele vezova. Nakon dodele pozicije brodu 3, alocirani
je prvo brod 2 a nakon njega brod 1, jer pripadaju drugoj i tre¢oj podlisti. Brodovi
5 i 4 su razmotreni istovremeno kao elementi £etvrte podliste i sme²teni su na neke
od dopustivih pozicija koje su preostale nakon alokacije brodova 3 i 1. Poslednji
elemenat podliste, brod 6, alociran je na najpogodniju preostalu poziciju.
Pre mutacije: Posle mutacije:
{{2}, {1}, {5, 4}, {}, {6},{3}} {{3}, {2}, {1}, {5, 4}, {}, {6}}
Slika 5.9: Primer mutacije pomeri podlistu
Broj gena na koje su primenjena oba operatora mutacije moºe biti l, k (1 ≤
k ≤ l) ili 1. Na taj na£in su dobijene tri varijante GA algoritma, ozna£ene sa GA-l,
GA-k i GA-1. Predloºeni cGA nastaje komninovanjem ove tri varijante na slede¢i
na£in. U prvoj tre¢ini od maksimalnog broja cGA iteracija (od iteracije 1 do 1
3
nGen)
primenjuje se GA-l varijanta. U drugoj tre¢ini generacija primenjen je GA-k, gde je
k slu£ajan celi broj iz intervala [1, l]. U poslednjoj tre¢ini ukupnog broja generacija
primenjena je varijanta GA-1. Kombinovanjem ove tri varijante GA, omogu¢ena je
intenzivnija diversikacija pretrage na po£etku izvr²avanja cGA algoritma, dok se u
kasnijim iteracijama algoritma favorizuje detaljnija pretraga okolina dobrih re²enja.
Faza optimizacije
Predloºeni cGA sadrºi dve dodatne faze: fazu kreiranja statisti£ke jedinke i fazu
pobolj²anja pojedinih jedinki.
Slede¢i ideje predloºene u radovima [98, 165], na deo populacije, odnosno, na
ta£no nImpr slu£ajno odabranih jedinki, primenjena je faza pobolj²anja. Faza po-
bolj²anja jedinke sadrºi dve procedure: u prvoj je dozvoljena promena veza za oda-
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brani brod, dok druga procedura izvr²ava lokalnu pretragu koja dozvoljava samo
promene redosleda alokacije brodova na odabranom vezu.
Statisti£ka jedinka ima ulogu preno²enja znanja formiranog prikupljanjem infor-
macija u prethodnim generacijama cGA algoritma. Ova ve²ta£ki formirana jedinka
sadrºi podskupove brodova sme²tene na pozicije sa najve¢im frekvencijama. Fre-
kvencije za pozicije svakog broda izra£unate su u odnosu na sva prethodno formirana
dopustiva re²enja. Preciznije, da bi statisti£ka jedinka statInd bila formirana, za
svaki brod se najpre identikuje najfrekventnija referentna ta£ka iz svih prethod-
nih cGA generacija, uklju£uju¢i i trenutnu generaciju tempPop1. Brod je ozna£en
kao re²en ako je alociran na istu referentnu ta£ku u 85% dopustivih re²enja koja
odgovaraju korektnim jedinkama u populaciji. Statisti£ka jedinka je kreirana formi-
ranjem liste jednoelementnih podlista na osnovu skupa re²enih brodova. Podliste
koje odgovaraju re²enim brodovima postavljene su na po£etak statisti£ke jedinke.
Primenom ove strategije, re²eni brodovi imaju ve¢i prioritet i mogu¢nost da u sle-
de¢oj generaciji ponovo budu sme²teni na najfrekventniju referentnu ta£ku.
Brodovi £ije najzastupljenije referentne ta£ke imaju frekvenciju manju od 85%
ozna£eni su kao nere²eni brodovi. Nere²eni brodovi se na osnovu meusobne kon-
iktnosti grupi²u u podliste koje se sme²taju na kraj jedinke. Postupak alokacije
podliste u koju su sme²teni nere²eni brodovi je isti kao u fazi formiranja po£etne
populacije.Elementi podliste sa vi²e brodova sortirani su u nerastu¢i redosled pro-
se£nih tro²kova dodele vezova u trenutnoj populaciji. Redosled podlisti u strukturi
statisti£ke jedinke dobijen je sortiranjem u neopadaju¢i redosled prose£ne vrednosti
ETA za brodove podliste. Statisti£ka jedinka se uklju£uje kao poslednja jedinka u
trenutnu populaciju, pod uslovom da jedinka sa istom reprezentacijom ve¢ ne postoji
u populaciji.
Nakon kreiranja statisti£ke jedinke, sledi faza popravke re²enja. Ulazni parame-
tar nImpr odreuje broj jedinki £ija re²enja algoritam popravlja u svakoj generaciji.
nImpr jedinki nad kojima je primenjena procedura popravke re²enja selektovane su
turnirskom selekcijom male konstantne veli£ine [145]. Nakon selekcije jedinki za
fazu popravke, cGA poku²ava da optimizuje alokaciju brodova denisanu struktu-
rom odabranih jedinki.
U reprezentaciji jedinke, brodovi su sortirani u nerastu¢em redosledu tro²kova
alokacije. Taj redosled ujedno deni²e redosled u kojem algoritam bira brodove
u postupku popravke re²enja. Za selektovani brod, na osnovu ξ-liste, algoritam
najpre odreuje sve pozicije sa niºim tro²kovima alokacije u odnosu na poziciju do-
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deljenu dekodiranjem jedinke. Nakon toga, za odabrani brod i svaku poziciju sa
niºim tro²kovima alokacije, algoritam formira grupe koniktnih brodova. Odabrani
brod se posmatra sa prvom grupom koniktnih brodova i, ukoliko je mogu¢e, for-
mira se nova dodela vezova koja smanjuje ukupne tro²kove posmatranog podskupa
brodova. U slu£ajevima kada realokacija podskupa brodova nije mogu¢a, prelazi
se na slede¢u formiranu grupu koniktnih brodova. Postupak se ponavlja sve dok
se za l brodova ne ispitaju sve mogu¢e pozicije sa niºim tro²kovima i sve grupe
koniktnih brodova. U ovom postupku, pojedini brodovi menjaju referentne ta£ke,
dok ostali ostaju ksirani na prethodno dodeljenim pozicijama. Zbog promene po-
zicije brodova, struktura podlisti jedinke moºe biti promenjena. Proces popravke
re²enja se zavr²ava adekvatnim transformacijama reprezentacije pobolj²ane jedinke.
Preciznije, ako je za neku grupu brodova odreen nov raspored sa manjim ukupnim
tro²kovima, date brodove je potrebno istovremeno razmatrati u procesu alokacije i
zato oni postaju elementi jedne podliste.
Na svaku pobolj²anu jedinku, primenjuje se procedura lokalne pretrage. U toku
lokalne pretrage, najpre se proverava da li je mogu¢e redukovati vrednost funkcije
cilja novim rasporedom brodova na nekom od vezova. Nov raspored je prihvatljiv
samo ako ne proizvodi dodatne konikte sa brodovima rasporeenim na susedne
vezove. Sve pobolj²ane jedinke zahtevaju ponovnu evaluaciju, prilikom koje se de-
kodiraju, i za njih se ra£una funkcija prilagoenosti jednaka vrednosti funkcije cilja.
Privremenim sme²tanjem pobolj²anih jedinki u promenljivu tempPop2 izbegnuto je
nepotrebno ra£unanje funkcije prilagoenosti za jedinke koje nisu menjale strukturu.
5.4 Implementacija metode optimizacije kolonijom
p£ela za MCHBAP
Konstruktivna varijanta BCO algoritma je prvi put primenjena na optimizacione
probleme pomorskog transporta u radu [97]. Re²avanje MCHBAP-a zahteva formi-
ranje populacije od B ve²ta£kih p£ela koje generi²u dopustivo re²enje problema u
NC koraka. Osim toga, predloºeni konstruktivni BCO algoritam sadrºi tri tehnike
popravke kompletnog re²enja. U nastavku odeljka dati su detalji implementacije
tehnika za popravku re²enja, kao i detalji svih ostalih faza predloºenog BCO algo-
ritma primenjenog na re²avanje MCHBAP-a.
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Detalji implementacije
Jedna iteracija BCO algoritma za re²avanje MCHBAP-a sastoji se od nekoliko
koraka i predstavljena je algoritmom 16. Na po£etku BCO iteracije, svakoj p£eli se
dodeljuje prazno re²enje i kreiraju se odgovaraju¢e Ψ-liste. U procesu konstrukcije
parcijalnog re²enja, u toku leta unapred, svaka p£ela donosi slede¢e dve odluke: oda-
bira d l
NC
e brodova i vr²i izbor dopustivih pozicija iz ξ-liste za selektovane brodove.
Algorithm 16 Iteracija BCO algoritma za MCHBAP
procedure Iteration(B,NC)





for u← 1, NC do
for b← 1, B do













Procedura SelectV bira brodove na osnovu prioriteta denisanog linearnom
kombinacijom £iji su koecijenti λi, i = 1, 2, 3, za koje vaºi
3∑
i=1
λi = 1. Vrednosti
ovih koecijenata odreeni su eksperimentalno. Novi brodovi koje procedura dodaje
u parcijalno re²enje, selektovani su ruletskom selekcijom na osnovu prioriteta, pro-
cedurom SelectV. Pozicija alokacije odabranog broda selektovana je iz skupa svih
dopustivih pozicija na osnovu njihovih tro²kova. Pozicije koje imaju niºe tro²kove
imaju ve¢u verovatno¢u izbora. Svaka p£ela izra£unava verovatno¢u izbora pozicije
iz ξ-liste i bira jednu od dopustivih pozicija. Pozicija broda se dobija procedurom
SelectP kori²¢enjem slu£ajno generisanog broja i ruletske selekcije. Nakon k-
siranja selektovanog broda na odabranu poziciju, procedura UpdateList aºurira
ξ-liste preostalih brodova koji jo² nisu alocirani na vezove.
Opisani proces selekcije broda i odabir pozicija se ponavlja d l
NC
e puta za svaku
p£elu, £ime se kompletira faza leta unapred. Vrednosti parametara NC i B su
odreene preliminarnim eksperimentima.
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Na po£etku leta unazad, procedura CalculateCost ra£una vrednost ukupnih
tro²kova za re²enje svake p£ele. Na osnovu kvaliteta formiranog re²enja, p£ela do-
nosi odluku da li ¢e ostati lojalna svom re²enju i regrutovati neopredeljene p£ele, ili
¢e postati neopredeljena i odbaciti svoje formirano re²enje. P£ela postaje nelojalna
svom re²enju ukoliko ne moºe da formira dopustivo parcijalno re²enje, odnosno kada
selektovani brod nema ni jednu dopustivu poziciju u ξ-listi. Ako parcijalno re²enje
p£ele vodi ka nedopustivoj dodeli vezova, p£ela postaje neopredeljena, ²to je imple-
metirano postavljanjem vrednosti funkcije cilja pridruºenog re²enja na beskona£no.
P£ele koje formiraju re²enja sa niºim ukupnim tro²kovima sa ve¢om verovatno¢om
ostaju lojalne svom re²enju. Na po£etku novog leta unazad, b-ta p£ela ostaje lojalna




u , b = 1, 2, ..., B , (5.5)
gde je Ob normalizovana vrednost ukupnih tro²kova re²enja b-te p£ele, dok u ozna-




Cmax−Cmin , if Cmax 6= Cmin ,
1 , if Cmax = Cmin ,
b = 1, 2, ..., B , (5.6)
gde su Cmin i Cmax minimalna i maksimalna vrednost ukupnih tro²kova re²enja,
formiranih u letu unapred.
Kao ²to je opisano u odeljku 2.2, na osnovu verovatno¢e lojalnosti i izbora slu-
£ajnog broja na intervalu [0,1] p£ela odlu£uje da li ¢e ostati lojalna svom re²enju ili
ne, na slede¢i na£in: ako je vrednost slu£ajno izbranog broja manja od verovatno¢e
lojalnosti, p£ela ¢e ostati lojalna, u suprotnom postaje neopredeljena. U okviru
procedure RecruitingProcess, primenom ruletske selekcije svaka neopredeljena
p£ela bira nov raspored brodova. Naime, u procesu regrutovanja neopredeljena
p£ela bira neki od rasporeda brodova lojalnih p£ela i preuzima ga kao sopstveno
parcijalno re²enje. Lojalne p£ele sa kvalitetnijim re²enjem, tj. re²enjem kojem od-
govaraju niºi ukupni tro²kovi alokacije brodova, sa ve¢om verovatno¢om regrutuju
nelojalne p£ele. Neopredeljene p£ele preuzimaju re²enja lojalnih p£ela ruletskom
selekcijom na osnovu verovatno¢a izra£unatih formulom (2.2). Osim toga, neopre-
deljena p£ela preuzima i Ψ-listu lojalne p£ele. BCO algoritam nastavlja fazom leta
unapred ukoliko re²enja nisu kompletna, odnosno ako neki brodovi jo² nisu alocirani
na vezove.
Faze leta unapred i leta unazad se smenjuju NC puta sve dok p£ele ne formi-
raju kompletna re²enja. Nakon NC koraka, neke p£ele su konstruisale kompletna
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(dopustiva) re²enja, dok su ostale p£ele formirale neadekvatne rasporede brodova
koji blokiraju sve dopustive pozicije za nerasporeene brodove. Najbolje dopustivo
re²enje sa najmanjim ukupnim tro²kovima algoritam koristi za aºuriranje najboljeg
globalnog re²enja, £ime je kompletirana jedna BCO iteracija. U BCO algoritam
za MCHBAP, implementirane su dodatne procedure koje imaju za cilj popravku
re²enja, a koje su opisane u nastavku teksta. Algoritam izvr²ava BCO iteracije i
procedure popravke re²enja dok se ne ispuni kriterijum zaustavljanja, koji je deni-
san kao maksimalno vreme izvr²avanja algoritma. Globalno najbolje BCO re²enje
se progla²ava za re²enje MCHBAP-a.
Tehnike popravke kompletnog BCO re²enja
U cilju pobolj²anja kvaliteta formiranog BCO re²enja, algoritam je pro²iren fa-
zom popravke kompletnog re²enja. Na kraju svake BCO iteracije, algoritam pri-
menjuje prvu proceduru popravke na svako kompletno re²enje. Svaka p£ela koja
je formirala kompletno re²enje poku²ava da ga popravi koriste¢i svoju nalnu ξ-
listu. Prolaze¢i kroz listu brodova, p£ela traºi brod sa najve¢im tro²kom alokacije
i nepraznom ξ-listom koja sadrºi element sa niºim tro²kovima dodele veza. Ako za
brod vk, k ∈ {1, ..., l} takva pozicija postoji, p£ela pomera brod na prvu (najjefti-
niju) poziciju u postoje¢oj ξ-listi. Nakon pomeranja broda na povoljniju poziciju,
p£ela detektuje nedopustive pozicije preostalih brodova nastale zbog nove situacije
u luci. Nedopustive pozicije se bri²u iz Ψ-liste. Isti postupak se primenjuje na sve
brodove za koje postoje povoljnije pozicije u postoje¢oj Ψ-listi. Usled promene re-
ferentnih ta£aka pojedinih brodova, neke od pozicija koje su bile prethodno zauzete
sada su osloboene za novu alokaciju. Meutim, u ovoj fazi se, zbog kompleksnosti
postupka, slobodne pozicije ne vra¢anja u Ψ-listu.
Pre popravke Posle popravke
Slika 5.10: Ilustracija prve popravke re²enja
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Algoritam primenjuje proceduru prve popravke re²enja na svaki brod. Nakon
izvr²avanja ove procedure neka kompletna re²enja su popravljena dok neka ostaju
nepromenjena. Za svako od formiranih kompletnih re²enja, algoritam ra£una vred-
nosti funkcije cilja i re²enje sa najmanjim ukupnim tro²kovima alokacije progla²ava
za najbolje globalno re²enje.
Slika 5.10 ilustruje primer alokacije brodova pre i posle primene prve popravke
kompletnog re²enja. Pozicije koje nisu osloboene za ponovnu alokaciju brodova
su ozna£ene crnom bojom. Nakon pomeranja broda 1, pozicije koje je ovaj brod
prethodno zauzimao ostaju neiskori²¢ene i pored toga ²to su su²tinski slobodne
za novu alokaciju. Kako Ψ-lista nije aºurirana ovim pozicijama, ostali brodovi
osloboene pozicije ne mogu razmotriti za potencijalnu realokaciju. Neka je za brod
3 pozicija na vezu 6 u vremenskom intervalu 3 jeftinija od njegove trenutne pozicije.
Da bi brod 3 mogao zauzeti tu poziciju, potrebno je prvo aºurirati Ψ-listu sa svim
osloboenim pozicijama nastalim realokacijom broda 1.
Algorithm 17 Prva popravka re²enja
procedure FirstImprovement(BeeΨ, BeeSol)
Sort(vessels)
for i ∈ vessels do
if ExistsSmallerCost(BeeSol(i)) then





Pseudokod algoritma 17 prikazuje korake prve popravke re²enja. Procedura Fir-
stImprovement primenjena je na kompletno re²enje svake p£ele. Brodovi su naj-
pre sortirani procedurom Sort u nerastu¢em poretku prema visini tro²kova. Proce-
dura ExistsSmallerCost vra¢a vrednost True ako lista Beeξ broda i, sadrºi bar
jedan element sa niºim tro²kom alokacije u odnosu na tro²kove trenutne pozicije. U
slu£aju da je pronaena povoljnija pozicija za posmatrani brod, procedura Upda-
teSol aºurira re²enje na adekvatan na£in. Kao poslednji korak faze prve popravke,
u okviru procedure BestSolUpdate, vrednost promenljive GlobalBest se aºurira
formiranim re²enjem Solution.
Procedura FirstImprovement za svaki brod vk, k = 1, . . . , l ispituje samo
prvu (najjeftiniju) poziciju iz postoje¢e ξ-liste. Za brod vk i prvi elemenat ξ-liste,
potrebno je proveriti da li postoji konikt sa preostalih vi, i = 1, . . . , l, i 6= k
brodova. Dakle, prva popravka re²enja se izvr²ava kroz dve petlje najvi²e l(l−1)
puta, ²to zna£i da sloºenost procedure FirstImprovement iznosi O(l2).
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Neka su brodovi vk, k ∈ {k1, . . . , ki}, 1 ≤ i ≤ l, koji su inicijalno bili sme²teni
na pozicije pk, prvom popravkom re²enja pomereni na pozicije nk. Pozicije pk su
slobodne i mogu¢e je da su neke od njih jeftinije od trenutnih pozicija pojedinih
brodova. Generalno, Ψ-lista ima mnogo elemenata i £esto aºuriranje njenog sadrºaja
moºe biti vremenski zahtevno. U cilju o£uvanja ekasnosti algoritma, Ψ-lista nije
korigovana slobodnim pozicijama u okviru prve popravke re²enja. Ideja vra¢anja
slobodnih pozicija u Ψ-listu je implementirana u drugoj popravci re²enja. Ova
procedura je primenjena samo na re²enje Solution sa najmanjom vredno²¢u tro²kova
GlobalBest.
Da bi pozicije pk iz re²enja Solution postale dostupne ostalim brodovima, po-
trebno je vratiti elemente Ψ-liste koji sadrºe pozicije pk. Zbog kompleksnosti po-
stupka, umetanje elemenata u Ψ-listu je izbegnuto kreiranjem nove alokacije bro-
dova. Brodovi vk, k ∈ {k1, . . . , ki} alocirani su na pozicije nk, dok su preostali
brodovi vk, k ∈ {1, . . . , l} \ {k1, . . . , ki} ksirani na pozicije pk. Alokacija startuje
od inicijalne Ψ-liste. Svaki brod vk, k ∈ {1, . . . , l} je alociran ili na poziciju nk
ili na poziciju pk i pri tome su redukovane ξ-liste ostalih brodova vn, n 6= k. Za
svaki brod vn, procedura proverava svaki element odgovaraju¢e ξ-liste u odnosu na
mogu¢i konikt sa dodeljenom pozicijom broda vk. Koniktne pozicije se bri²u iz
ξ-liste. Proces se iterativno ponavlja za sve brodove i njihove ksirane pozicije iz
globano najboljeg re²enja. Nakon postupka pre£i²¢avanja ξ-listi uklanjanjem kon-
iktnih elemenata, Ψ-lista je potpuno aºurirana i pozicije brodova su zapam¢ene
kao re²enje Solution. Postupak pre£i²¢avanja Ψ-liste naj£e²¢e vodi do oslobaanja
jeftinijih pozicija za neke brodove i omogu¢ava primenu druge popravke re²enja.
U cilju smanjenja ukupnog vremena izvr²avanja algoritma, druga popravka re-
²enja se primenjuje nakon NC iteracija. BCO algoritam poziva proceduru za drugu
popravku re²enja nakon ²to izvr²i NC iteracija, a zatim aºurira vrednosti promen-
ljivih Solution i GlobalBest. Brodovi su sortirani u nerastu¢i redosled tro²kova alo-
kacije u odnosu na re²enje Solution. Algoritam razmatra promenu pozicije za prvi
brod, koji ujedno predstavlja brod sa najve¢im tro²kovima. Brod menja poziciju ako
postoji dopustiva jeftinija pozicija od trenutne pozicije sa£uvane u Solution. Nakon
pomeranja broda algoritam aºurira Ψ-listu i ponovo sortira brodove. U slu£aju da
za posmatrani brod ne postoje jeftinije pozicije, njega je nemogu¢e realocirati, pa
algoritam razmatra slede¢i brod iz sortirane liste brodova. Algoritam ponavlja opi-
sanu proceduru sve dok je mogu¢e formirati re²enje sa manjim ukupnim tr²kovima,
odnosno, dok se bar jedan brod moºe realocirati.
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Pseudokod druge popravke re²enja dat je algoritmom 18. Procedura Secon-
dImprovement zapo£inje postavljanjem vrednosti Ψ-liste na inicijalnu vrednost
i pozivom procedure Sort koja sortira brodove u nerastu¢i redosled u odnosu na
njihove tro²kove alokacije. Procedura PossibleToMove vra¢a indeks prvog broda
iz sortirane liste brodova, za koji postoji pozicija sa manjim tro²kovima. Uloga
procedure FixAndClean je pomeranje posmatranog broda na poziciju sa manjim
tro²kovima i kompletno aºuriranje Ψ-liste, kao i odgovaraju¢eg re²enja Solution.






if Vm 6= {} then
FixAndClean(Ψ)
end if
until Vm = {}
BestSolUpdate()
end procedure
Iz strukture algoritma 18 moºe se videti da procedura SecondImprovement
sadrºi dodatne korake aºuriranja ξ-lista. Ovo aºuriranje zahteva dodatnih l(l−1)
operacija. Sli£no kao u slu£aju procedure FirstImprovement, potrebno je izvr-
²iti l(l−1) operacija da bi se za svaki brod i svaku prvu poziciju ξ-liste proverio
mogu¢i konikt sa preostalim brodovima. U dopustivom re²enju, svaki brod ima
poziciju trenutne alokacije kojoj odgovara neki tro²ak. Iz ξ-liste je potrebno selek-
tovati podskup jeftinijih pozicija i proveriti mogu¢e konikte. U najgorem slu£aju,
broj jeftinijih pozicija iznosi mT −1, ²to zna£i da vremenska sloºenost procedure
SecondImprovement iznosi O((l(l−1)+l(l−1)) · (mT−1)) = O(l2mT ).
Primer dodele vezova pre i posle primene druge popravke re²enja ilustrovan je na
slici 5.11. Nakon izvr²ene prve popravke i realokacije broda 1, neke pozicije (ozna-
£ene crnom bojom) ostaju nedostupne preostalim brodovima. Procedura druge
popravke aºurira Ψ-listu i za brod 3 oslobaa jeftiniju poziciju na vezu 6 u vre-
menskom segmentu 3. Sada brod 3 moºe zauzeti tu kvalitetniju poziciju sa manjim
tro²kovima. Ψ-lista ostaje potpuno aºurirana nakon svih realokacija.
Tre¢a tehnika popravke re²enja primenjuje se na najbolje re²enje, pri svakom
smanjenju vrednosti promenljive GlobalBest. Procedura tre¢e popravke za svaki
brod ispituje sve nedopustive pozicije sa manjim tro²kovima u odnosu na tro²kove
pozicije koja mu je trenutno dodeljena. Pozicija je nedopustiva ukoliko je ve¢ zauzeta
drugim brodom. Za brodove koji blokiraju jeftiniju poziciju, kaºe se da su u koniktu
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Pre popravke Posle popravke
Slika 5.11: Ilustracija druge popravke re²enja
sa posmatranim brodom. Procedura tre¢e popravke re²enja ima zadatak da razre²i
konikte, tako da realokacija koniktnih brodova redukuje ukupne tro²kove.
Slika 5.12 ilustruje tehniku tre¢e popravke re²enja. Neka je za brod 4 pozicija na
vezu 1 u vremenskom intervalu 2 jeftinija od trenutno dodeljene poziciije brodu 4.
Meutim, ova jeftinija pozicija je ve¢ blokirana brodom 1. Ako bi se pozicija na vezu
1 u vremenskom intervalu 2 razmotrila kao potencijalna referentna ta£ka broda 4,
nastao bi konikt sa brodovima 1 i 2. Zbog toga, procedura tre¢e popravke re²enja
poku²ava da realocira brodove 4, 1 i 2, tako da minimizuje ukupne tro²kove ova tri
broda. U ovom primeru, mala pomeranja brodova 1 i 2 omogu¢avaju pomeranje
broda 4 na jeftiniju poziciju i smanjivanje ukupnih tro²kova ova tri broda.
Pre popravke Posle popravke
Slika 5.12: Ilustracija tre¢e popravke re²enja
Struktura procedure tre¢e popravke re²enja je predstavljena algoritmom 19.
Sli£no kao i kod prve dve popravke re²enja, brodovi su najpre sortirani u nerastu¢i
redosled prema tro²kovima alokacije. Pojedini brodovi su sme²teni na pozicije sa
visokim tro²kovima usled postojanja konikta sa prethodno alociranim brodovima.
Ideja tre¢e popravke re²enja je da se razmotre sve jeftinije pozicije i razre²e konikti
realokacijom nekih brodova. Procedura ConflictVessels(i) za brod i i sve jefti-
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nije pozicije j formira podskup koniktnih brodova Vj. Generalno, ova pretraga ne
zahteva mnogo procesorskog vremena, jer su skupovi Vj male kardinalnosti.
Za svaku poziciju j, procedura istovremeno posmatra brod i i skup Vj. Ideja
je dozvoliti mala pomeranja brodova iz Vj na skuplje pozicije, tako da realokacija
dovede do smanjenja ukupnih tro²kova. Pomeranje brodova iz Vj na nove pozicije
oslobaa jeftinije pozicije za brod i. Na taj na£in dolazi do redukovanja ukupnih
tro²kova za brodove iz Vj i brod i u odnosu na njihove ukupne tro²kove denisane
re²enjem Solution.





for i ∈ vessels do
V ← ConflictVessels(i)





tempAllocation(movingV essels)← Solve(movingV essels,Ψ)
end for
MaxSavings(tempAllocation)





until temp = GlobalBest
end procedure
Zadatak funkcije Solve(s, Ψ) je da ispita sve jeftinije pozicije iz Ψ-liste i da
odredi nove pozicije za brodove u listi s. U slu£aju da je neki brod pomeren sa
originalne pozicije, nova alokacija je sa£uvana u promenljivoj tempAllocation, a
u suprotnom, tempAllocation je prazan skup. Funkcija MaxSavings identikuje
najbolju realokaciju sa najve¢om redukcijom ukupnih tro²kova. Ako su brodovi pro-
menili pozicije, funkcija MaxSavings formira novo re²enje Solution, u suprotnom,
vra¢a prazno re²enje. Procedura koristi vrednost promenljive Solution za aºurira-
nje vrednosti GlobalBest. Postupak tre¢e popravke se ponavlja dok ima pobolj²anja
vrednosti GlobalBest.
U proceduri tre¢e popravke re²enja, potrebno je za svaki brod vk, k = 1, . . . , l
odrediti podlistu jeftinijih pozicija od njihove trenutne pozicije. Za svaku jeftiniju
poziciju broda vk, neophodno je l(l−1)(mT−1) operacija za formiranje skupa brodova
koji su u koniktu. U najgorem slu£aju, broj jeftinijih pozicija je mT −1 i svaki
brod je u koniktu sa preostalih l−1 brodova. Dakle, procedura treba da odabere l
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. Kona£no, vremenska sloºenost jednog prolaza procedure tre¢e popravke















while SessionTime() ≤ RunTime do
Iteration(B,NC)
for b← 1, B do
FirstImprovement(BeeΨ(b), BeeSol(b))
end for









Struktura BCO algoritma je prikazana pseudokodom 20. Promenljiva run broji
iteracije algoritma. Kada algoritam izvr²i proceduru Iteration, zavr²ena je jedna
iteracija BCO algoritma. Algoritam nastavlja izvr²avanje pozivom procedure prve
popravke svih kompletnih re²enja. Drugo pobolj²anje re²enja primenjeno je samo
nad re²enjem kojem odgovara GlobalBest nakon NC iteracija. Tre¢a popravka se
koristi u cilju daljeg pobolj²anja globalno najboljeg re²enja, svaki put kada se ono
promeni, odnosno kada se redukuju ukupni tro²kovi. Posledica je da se tre¢a po-
pravka moºe primeniti nad globalno najboljim re²enjem odmah nakon prve popravke
re²enja. Procedura BCOforMCHBAP se izvr²ava do zadovoljenja kriterijum za-
ustavljanja, koji je u ovoj BCO implementaciji denisan maksimalnim vremenom
izvr²avanja algoritma.
Imaju¢i u vidu da BCO metoda sadrºi stohasti£ke elemente u procesu pretra-
ºivanja, veoma je vaºno garantovati da je implementirana na adekvatan na£in [30]
pri re²avanju MCHBAP-a. Drugim re£ima, potrebno je dokazati da se predloºe-
nim BCO algoritmom za MCHBAP moºe dosti¢i optimalno re²enje u kona£nom
broju BCO koraka. U nastavku je po prvi put u literaturi dat dokaz da BCO me-
toda moºe da formira optimalno re²enje za problem dodele vezova sa verovatno¢om
strogo ve¢om od nule.
Svako dopustivo re²enje MCHBAP-a mogu¢e je prikazati u vidu permutacije
indeksa brodova, ali obrnuto ne mora da vaºi i neka je sol neko dopustivo re²enje
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Slika 5.13: Ilustracija MCHBAP re²enja
MCHBAP-a predstavljeno u dvodimenzionalnoj ravni dimenzija m× T . Neka je sa
vsolk = (xk, yk) ozna£ena referentna ta£ka broda vk, k = 1, . . . , l. Na primer, na slici
5.13, brod sa indeksom 2 je alociran u ravni na referentnu ta£ku vfig12 = (2, 4), dok
brod 6 ima referentnu ta£ku vfig16 = (4, 13).
Denicija 5. Neka je dopustivom re²enju sol, dodeljena permutacija indeksa bro-
dova, ozna£ena sa perm(l)sol. Ova permutacije je generisana u odnosu na vsolk =
(xk, yk), k = 1, . . . , l po slede¢im pravilima:
• ako dva broda vi i vj, 1 ≤ i ≤ l, 1 ≤ j ≤ l, i 6= j imaju isto vreme vezivanja,
tj., yi = yj, i xi < xj, tada i prethodi j u permutaciji;
• ako su dva broda vi i vj, 1 ≤ i ≤ l, 1 ≤ j ≤ l, i 6= j sme²tena na isti vez, tj.,
xi = xj i yi < yj, tada i prethodi j u permutaciji.
Denicija 6. Permutacija je dopustiva ako odgovara dopustivoj alokaciji brodova.
Dopustivom re²enju prikazanom na slici 5.13 moºe se pridruºiti permutacija
permfig1(8) = (1, 4, 2, 3, 5, 8, 7, 6) koja ga opisuje. Svako dopustivo re²enje moºe
biti na jedinstven na£in predstavljeno permutacijom indeksa brodova. Meutim,
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obrnuto ne mora da vaºi, jer jedna permutacija moºe da se dekodira u vi²e razli£itih
dopustivih alokacija. Osim toga, kod dopustive alokacije brodova, za date indekse
brodova i i j, ne moºe istovremeno da vaºi xi = xj i yi = yj.
Teorema 1. Predloºena konstruktivna varijanta BCO algoritma za MCHBAP moºe
da vrati kao rezultat re²enje koje se poklapa sa optimalnim sa verovatno¢om strogo
ve¢om od nule.
Dokaz. Da bi BCO algoritam dostigao optimalno re²enje opt za MCHBAP, po-
trebno je da najmanje jedna p£ela generi²e optimalnu permutaciju indeksa brodova
permopt(l) i da alocira brodove na optimalne pozicije. P£ela generi²e permopt(l) sa
verovatno¢om




Prva nejednakost je ispunjena jer sve permutacije nisu dopustive za dati MCHBAP.
Neka su sa bk i hk = dak/bke ozna£ene redom visina i ²irina pravougaonika koji
predstavlja brod vk, k = 1, . . . , l. U procesu konstrukcije re²enja, verovatno¢a da je
brod v1 alociran na optimalnu poziciju iznosi










Pod pretpostavkom da su brodovi vj, 1 ≤ j < i alocirani na optimalne pozicije,
uslovna verovatno¢a da je brod vi, i = 2 . . . , l, alociran na optimalnu poziciju iznosi
p(vopti |v
opt













Prve nejednakosti u izrazima (5.8) i (5.9) vaºe, jer sve pozicije u ravni ne mogu
biti dopustive za brod vi. Drugim re£ima, brod vi ne moºe da izlazi van dimenzija
terminala datog pravougaonikom dimenzija m× T .
Verovatno¢a generisanja optimalnog re²enja jednaka je proizvodu svih prethodno





O£igledno, p∗ ima vrednost ve¢u od nule. Time je dokaz zavr²en.
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5.5 Implementacija verzije optimizacije kolonijom
p£ela sa pobolj²anjem kompletnog re²enja za
DMCHBAP
Za razliku od konstruktivne varijante BCO algoritma koji gradi re²enje problema
u vi²e iteracija, BCOi algoritam startuje od jednog ili vi²e dopustivih re²enja pro-
blema nad kojim(a) primenjuje tehnike popravke. Pseudokod BCOi metode imple-
mentirane za DMCHBAP dat je algoritmom 21. Na po£etku svake BCOi iteracije,
Algorithm 21 BCOi za DMCHBAP
procedure BCOi(vessels, B,NC,RunTime)
while SessionTime() ≤ RunTime do
BeeSol← InitialSolution(B, vessels)












procedura InitialSolution kostrui²e po£etna re²enja za svaku p£elu. U prvom
koraku, procedura svakoj p£eli dodeljuje Ψ-listu i prazno re²enje. U fazi konstrukcije
po£etnog re²enja, p£ela donosi dve odluke: selektuje jedan brod i za njega dopustivu
poziciju iz ξ-liste. Sli£no kao u slu£aju cGA algoritma, brodovi se biraju stohasti£ki
na osnovu prioriteta brodova primenom rulet selekcije. Prioritet je denisan kao li-
nearna kombinacija ETA parametra, veli£ine pravougaonika koji reprezentuje brod
u ravni i prose£nih tro²kova svih elemenata ξ-liste, sa koecijentima λ1, λ2, and λ3.
Svi elementi ξ-liste se razmatraju kao potencijalne pozicije za odabrani brod,
pri £emu pozicije sa manjim tro²kovima imaju ve¢u verovatno¢u izbora. P£ela ra-
£una verovatno¢u izbora za svaku dopustivu poziciju ξ-liste. Ruletskom selekcijom
i generisanjem slu£ajnog broja p£ela bira jednu poziciju na osnovu izra£unatih ve-
rovatno¢a izbora. Brod se alocira na odabranu poziciju, nakon £ega p£ela redukuje
ξ-liste preostalih brodova eliminacijom nedopustivih pozicija. Svaka p£ela ponavlja
ovaj proces l puta. P£ele koje ne mogu da formiraju dopustivu alokaciju brodova
preuzimaju kompletno re²enje druge p£ele u uobi£ajenom postupku regrutacije [30].
Globalno najbolje re²enje se aºurira najboljim formiranim dopustivim re²enjem u
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smislu minimalnih ukupnih tro²kova, £ime se zavr²ava faza inicijalizacije BCOi al-
goritma.
Svaka BCOi iteracija se sastoji od NC faza formiranih od leta unapred i leta
unazad. Let unapred formiraju dve uzastopne modikacije re²enja: prva i druga
transformacija. Ove modikacije su detaljno opisane u narednim odeljcima. U toku
leta unazad, p£ele donose odluke da ostanu lojalne svom re²enju ili da ga odbace
i postanu neopredljene. Ove odluke se donose stohasti£ki, ali na osnovu kvaliteta
re²enja. P£ela £ije re²enje ima niºe ukupne tro²kove ima ve¢u verovatno¢u da ostane
lojalna svom re²enju. P£ela odmah postaje neopredeljena ako druga transformacija
ne popravi njeno re²enje. Neopredeljene p£ele preuzimaju re²enje od lojalnih p£ela.
Odluka o lojalnosti i proces regrutovanja realizuju se na standardni na£in [30].
Na kraju BCOi iteracije, proceduraSmallestCost identikuje trenutno naj-
bolje re²enje currentBest koje se dalje prosleuje proceduri Update za aºuriranje
globalno najboljeg re²enja i vrednosti promenljive GlobalBest. U nastavku BCOi
algoritma, procedura Improve se primenjuje u cilju popravke globalno najboljeg
re²enja. Postupak popravke re²enja po£inje sortiranjem brodova u nerastu¢i pore-
dak prema visini tro²kova alokacije. Za svaki brod i i za svaku jeftiniju poziciju j iz
inicijalne Ψ-liste, procedura Improve formira podskupove koniktnih brodova Vj,
a zatim poku²ava da realocira brodove Vj i brod i tako da se minimiziraju tro²kovi
alokacije, pri £emu je kori²¢ena ideja tre¢e popravke BCO re²enja. Proces popravke
re²enja je deterministi£ki i ponavlja se sve dok je mogu¢e redukovati ukupne tro-
²kove. Zbog toga, ako je u prethodnim iteracijama algoritma globalno najbolje
re²enje ve¢ popravljano, procedura Improve poku²ava da popravi trenutno najbo-
lje re²enje currentBest. BCOi iteracije i koraci popravke re²enja se izvr²avaju dok
se ne ispuni kriterijum zaustavljanja, koji je u predloºenoj BCOi implementaciji
denisan maksimalnim vremenom izvr²avanja RunTime.
Prva transformacija
Prva transformacija, implementirana procedurom FirstTransformation, na
osnovu postoje¢ih ξ-lista popravlja kvalitet dopustivog re²enja svake p£ele. P£ela
formira skup brodova Vb = {vk1 , vk2 , ..., vkn} tako ²to identikuje brodove sa najma-
nje jednim elementom ξ-liste sa niºim tro²kovima u odnosu na tro²kove trenutne
pozicije broda. Na osnovu generisanog slu£ajnog broja sb ∈ [1, kn], p£ela formira
podskup od sb slu£ajno odabranih brodova iz skupa Vb. Za svaki brod iz skupa sb,
p£ela na slu£ajan na£in bira poziciju sa niºim tro²kovima iz postoje¢e ξ-liste, pri
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£emu kvalitetnije pozicije imaju ve¢u ²ansu izbora. Brodovi vk, k ∈ {k1, . . . , kn},
se zatim pomeraju na nove pozicije, a Ψ-lista se aºurira uklanjanjem pozicija koje
bi dovele do konikta brodova. Nakon aºuriranja Ψ-liste i formiranja nove situacije
na vezovima, moºe se desiti da neki od brodova iz skupa sb vi²e ne mogu da se
realociraju. Ovakvi brodovi se ignori²u i prelazi se na realokaciju slede¢eg broda
iz skupa sb. U cilju obezbeivanja dobrih performansi algoritma, u ovoj fazi se ne
oslobaaju prethodno zauzete pozicije brodova. Opisani koraci procedure se pona-
vljaju sb puta, pri £emu procedura pronalazi bolje re²enje problema, ili postoje¢e
re²enje ostavlja nepromenjeno ako je skup Vb prazan. Ako je Vb prazan jedini na£in
da p£ela popravi re²enje je primena druge transformacije. Zbog toga se re²enja sa
praznim skupovima Vb direktno prosleuju proceduri druge transformacije. Nakon
toga, procedura SmallestCost uporeuje kvalitet svih re²enja i pronalazi re²e-
nje sa minimalnim tro²kovima. P£ela koja je uspela da generi²e najbolje re²enje se
progla²ava za bestBee.
Pre transformacije: Posle transformacije:
sb={2,4,3}
Slika 5.14: Primer prve transformacije re²enja
Primer alokacije pre i posle primene prve transformacije prikazan je na slici 5.14.
Lista sb sa elementima 2, 4 i 3 deni²e redosled u kojem se brodovi razmatraju
za realokaciju. Nakon pomeranja brodova 2, 4 i 3 na nove pozicije, ξ-liste nisu
aºurirane na adekvatan na£in. Zbog toga, stare pozicije ovih brodova (ozna£ene
crnom bojom) ostaju blokirane i ne mogu biti razmatrane za alokaciju preostalih
brodova. Prvobitne pozicije brodova 2, 4 i 3 ostaju neiskori²¢ene, £ak i u slu£aju da
vode do alokacije sa niºim ukupnim tro²kovima.
Neka su brodovi vk, k ∈ {k1, . . . , ki}, 1 ≤ i ≤ l, pomereni sa inicijalnih pozi-
cija pk na nove pozicije nk. Pozicije pk su prazne i mogu¢e je da sadrºe jeftinije
pozicije za neke druge brodove. Da bi bilo mogu¢e ponovo iskoristiti pozicije pk za
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alokaciju preostalih brodova, potrebno je aºurirati Ψ-listu i izvr²iti drugu transfor-
maciju. Druga transformacija se izvr²ava samo nad najboljim re²enjem trenutnog
leta unapred ili nad re²enjem koje nije mogu¢e popraviti prvom transformacijom.
Druga transformacija
Procedura SecondTransformation po£inje aºuriranjem Ψ-liste re²enja koje
treba transformisati. Aºuriranjem Ψ-liste, pozicije pk postaju dostupne za alokaciju
ostalih brodova. Zbog jednostavnosti, postupak aºuriranja se svodi na novu aloka-
ciju. Brodovi vk, k ∈ {k1, . . . , ki}, se alociraju na pozicije nk, a preostali brodovi
vj, j ∈ {1, . . . , l} \ {k1, . . . , ki}, se ksiraju na inicijalne pozicije pj. Nakon alokacije
svakog broda, ξ-liste se redukuju, £ime se re²enje priprema za drugu transformaciju.
Sli£no kao kod prve transformacije, procedura SecondTransformation formira
skup Vb, zatim na slu£ajan na£in bira broj sb ∈ [1, |Vb|] i selektuje sb slu£ajnih bro-
dova. Odabrani brodovi se sme²taju na slu£ajno odabrane jeftinije pozicije, ako
je takva realokacija mogu¢a. Za razliku od procedure FirstTransformation,
u proceduri SecondTransformation elementi Ψ-liste se aºuriraju nakon svake
promene pozicije brodova.
Pre transformacije: Posle transformacije:
sb={4,3}
Slika 5.15: Primer druge transformacije re²enja
Polaze¢i od alokacije nastale nakon primene prve transformacije (druga ilustra-
cija na slici 5.14), nakon adekvatnog aºuriranja Ψ-liste, druga transformacija moºe
uspe²no da realocira brodove 4 i 3 na prethodno zabranjene pozicije ozna£ene crnom
bojom. Situacija u luci pre i posle druge transformacije je prikazana na slici 5.15.
Sli£no kao i u slu£aju kontruktivne verzije BCO algoritma, moºe se pokazati da
predloºeni BCOi moºe vratiti kao rezultat re²enje koje se poklapa sa optimalnim
re²enjem sa verovatno¢om strogo ve¢om od nule.
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5.6 Metode zasnovane na lokalnom pretraºivanju
za MCHBAP i DMCHBAP
Motivacija za primenu vi²e varijanti metode promenljivih okolina na re²avanje
MCHBAP-a i DMCHBAP-a bio je rad Hansena i sar. [73]. Autori su u [73] primenili
op²tu varijantu VNS metode (GVNS) na stati£ki diskretni BAP sa minimizacijom
tro²kova. GVNS iz [73] koristi tri okoline za minimizaciju funkcije cilja koju £ine
tro²kovi £ekanja i obrade, tro²kovi ka²njenja i premija za raniji zavr²etak obrade
brodova. Uz ignorisanje nekih ograni£enja, MCHBAP i DMCHBAP se mogu po-
smatrati kao problemi dvodimenzionalnog pakovanja.
Na prvi pogled, £ini se da VNS nije adekvatna metoda za re²avanje ovakvog tipa
problema zbog karakteristi£nih koraka koji forsiraju popravku re²enja. Meutim, u
radu [27] je pokazano da sosticirane strukture podataka i denicije okolina u VNS
metodi i njenim varijantama obezbeuju dobre performanse algoritma pri re²avanju
stati£kog MCHBAP-a. Zbog toga su u ovoj tezi predloºene £etiri varijante metode
promenljivih okolina za re²avanje MCHBAP-a i DMCHBAP-a: metoda promen-
ljivog spusta, vi²estartna metoda promenljivog spusta, op²ta metoda promenljivih
okolina i adaptivna metoda promenljivih okolina. Predloºeni VNS pristupi koriste
adekvatnu reprezentaciju re²enja, strukture okolina i strategije pretrage prilagoene
razmatranim varijantama BAP-a.
Implementacija metode promenljivog spusta za MCHBAP i
DMCHBAP
Reprezentacija re²enja metode promenljivog spusta (VND) za MCHBAP i DMCH-
BAP ima strukturu para sekvenci koju £ine dve permutacije H i V . U radu Murata
i sar. [127], par (H,V ) predstavlja re²enje problema projektovanja digitalnih kola
visokog stepena integracije sa ciljem minimizacije utro²enog porostora. Zbog toga
se postupak dekodiranja para (H,V ) predloºen u [127] ne moºe direktno primeniti
na MCHBAP i DMCHBAP, ve¢ je potrebno implementirati specijalnu proceduru
koja ¢e iz klase alokacija denisanih parom (H,V ) odabrati raspored brodova sa
minimalnim tro²kovima.
Tang i sar. su u radu [163] predloºili koncept najduºeg zajedni£kog podniza
(engl. longest common subsequence-LCS). LCS koncept obezbeuje dekodiranje
para permutacija (H,V ) u dopustivo BAP re²enje. Par sekvenci se moºe pove-
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zati sa usmerenim teºinskim acikli£nim grafom dodeljenim posmatranom problemu
pakovanja. Ovi grafovi oslikavaju horizontalnu i vertikalnu vezu izmeu elmenata
koji se pakuju. Horizontalni put u pakovanju je zajedni£ki podniz para sekvenci, i
obrnuto, zajedni£kom podnizu odgovara horizontalan put u pakovanju. Vertikalni
put se deni²e analogno, s tim ²to se prvi elemenat para sekvenci mora invertovati.
Najduºi teºinski zajedni£ki podniz u grafu, koji opisuje horizontalnu ili vertikalnu
povezanost elemenata, odgovara najduºem teºinskom putu u posmatranom grafu
[163]. Intuitivno, LCS se moºe posmatrati kao maksimalna horizontalna i verti-
kalna dimenzija potrebna za pakovanje datih elemenata.
Ukupno vreme obrade iz (5.11) Broj zauzetih vezova iz (5.12)
Slika 5.16: Ilustracija koncepta najduºeg zajedni£kog podniza
LCS koncept primenjen na MCHBAP i DMCHBAP razmatra permutacije H i
V kao teºinske nizove i pronalazi najduºi zajedni£ki podniz u paru teºinskih per-
mutacija. LCS se koristi u kombinaciji sa dimenzijama brodova u cilju provere
dopustivosti permutacija H i V . Dopustivost u odnosu na ukupan broj raspoloºi-
vih vezova ispituje se posmatranjem broja vezova koje brodovi zauzimaju, odnosno,
posmatranjem duºina brodova. Sli£no, ²irine brodova izraºene vremenom obrade
koriste se za proveru dopustivosti para (H,V ) u odnosu na vremensku osu. Dru-







≤ T , (5.11)
∑
vj∈LCS(HR,V )
bj ≤ m , (5.12)
gdeHR predstavlja obrnutuH permutaciju. Par (H, V ) koji ispunjava uslove (5.11)-
(5.12) naziva se dopustivi par (H,V ).
Slika 5.16 ilustruje dopustivi par (H,V ) = ({5, 4, 3, 2, 1}, {3, 2, 4, 5, 1}) i odgova-
raju¢e najduºe zajedni£ke podnizove u odnosu na prostornu i vremensku osu. LCS u
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odnosu na vremensku osu je {5, 1}, dok je LCS u odnosu na prostornu osu {2, 4, 5}.
Na slici 5.16, horizontalnom i vertikalnom strelicom su ozna£eni najduºi zajedni£ki
podnizovi permutacija H i V .
Na permutacijama H i V se za dva broda vi i vj deni²e binarna relacija C, u
oznaci CH i CV , na slede¢i na£in:
vi CH vj ⇔ vi se nalazi ispred broda vj u permutaciji H,
vi CV vj ⇔ vi se nalazi ispred broda vj u permutaciji V .
Postupak dekodiranja para sekvenci u re²enje MCHBAP-a ili DMCHBAP-a se
razlikuje od postupka predloºenog u [163]. Implementacija postupka dekodiranja
para (H, V ) u dopustivo re²enje MCHBAP-a ili DMCHBAP-a zahteva uvoenje
skupa oznaka i denicija, navedenih u nastavku teksta.
Na osnovu para (H,V ), za posmatrani skup brodova υ = {v1, v2, ..., vl} i brod
vj ∈ υ deni²u se disjunktni podskupovi L, R, A i B skupa υ:
L(vj) = {vi | vi CH vj ∧ vi CV vj ∧ vi ∈ υ} , (5.13)
R(vj) = {vi | vj CH vi ∧ vj CV vi ∧ vi ∈ υ} , (5.14)
A(vj) = {vi | vi CH vj ∧ vj CV vi ∧ vi ∈ υ} , (5.15)
B(vj) = {vi | vj CH vi ∧ vi CV vj ∧ vi ∈ υ} . (5.16)
Skup L formiraju svi brodovi koje treba alocirati levo od datog broda vj. Brodove
iz skupa R treba smestiti desno od broda vj. Skupovi A i B predstavljaju skupove
brodova £ije referentne ta£ke treba da budu iznad, odnosno ispod, alociranog broda
vj.
U postupku dekodiranja dopustivog para (H, V ), potrebno je odrediti raspored
brodova denisan permutacijama H i V koji minimizira ukupne tro²kove. U po-
stupku dekodiranja koriste se podskupovi R i A. U prvom koraku procedure za
dekodiranje Decode, identikuje se brod vk kojem odgovaraju prazni skupovi R i
A i za njega se odreuje najjeftinija pozicija. Brod vk je jedinstveno odreen - to
je brod koji je alociran krajnje gore desno u prostorno-vremenskoj ravni. Najjef-
tinija pozicija za brod vk je prva pozicija ξ-liste denisane parom (H, V ). Nakon
alokacije broda vk, procedura aºurira ξ-liste ostalih brodova, a brod vk se uklanja iz
podskupova R i A. Na ovaj na£in, izbegnut je konikt sa brodovima koji jo² nisu
alocirani. U nastavku rada, procedura selektuje brod vj koji ima prazne skupove R
i A i bira najjeftiniju poziciju iz ξ-liste odabranog broda koja ne naru²ava redosled
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denisan parom (H,V ). Ta pozicija postaje referentna ta£ka broda vj. Postupak se
ponavlja za sve nealocirane brodove. Vaºno je naglasiti da svaki brod ima najmanje
jednu dopustivu poziciju i da alokacija sigurno vodi do kompletnog re²enja, jer je
par (H, V ) dopustiv.
Algorithm 22 Dekodiranje para (H,V )
procedure Decode(H,V, vessels)
if Feasible(LCS(H,V)) then
for vi ∈ vessels do















Procedura dekodiranja para (H, V ) opisana je algoritmom 22. Za svaki posma-
trani brod, procedura Examine formira podskupove brodova R i A. Funkcija Fin-
dEmpty vra¢a indekse brodova sa praznim podlistama R i A. Procedura Clear
obezbeuje da se za dodelu vezova koriste samo dopustive pozicije denisane parom
(H,V ). Iz skupa dopustivih pozicija, funkcija FindCheapest selektuje poziciju sa
minimalnim tro²kovima, a procedura UpdateList aºurira sve ξ-liste nakon aloka-
cije brodova.
Pseudokod za VND je opisan algoritmom 24. Na po£etku VND algoritma proce-
dura InitialSolution formira inicijalno re²enje. Procedura ClusterPreferre-
dLocations kreira grupe koniktnih brodova u odnosu na omiljeni vez, a zatim se
kreirane grupe procedurom Sort ureuju u nerastu¢em poretku prema kardinalno-
sti. U formiranim grupama, brodovi su sortirani u neopadaju¢i redosled vrednosti
ETA parametra. Procedura Allocate redom alocira grupe brodova i pri tome
minimizira ukupne tro²kove alocirane grupe. Imaju¢i u vidu da je broj brodova u
grupi mali, uzimaju se u obzir sve mogu¢e permutacije redosleda brodova, a pro-
cedura bira redosled koji formira alokaciju sa minimalnim tro²kovima u odnosu na
dopustive pozicije iz ξ-liste. Brodovi koji nisu u koniktu sa ostalim brodovima
mogu da se smeste na prvu (ujedno i najjeftiniju) poziciju inicijalne ξ-liste. Ovaj
postupak opisuje Solution(groups(i))←− ξ(groups(i), 1) korak procedure Initial-
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Solution. Nakon sme²tanja broda na odgovaraju¢u poziciju, procedura Update
bri²e koniktne pozicije u Ψ-listi za sve preostale brodove. Inicijalno re²enje je for-
mirano kad su razmotrene sve grupe i alocirani svi brodovi. Za inicijalno re²enje se
kreira par permutacija (H, V ) kojim se opisuje kreirana alokacija brodova. Pseudo-
kod opisane procedure kojom se kreira inicijalno re²enje prikazan je algoritmom 23.






while i 6= Length(groups) do










Formirano inicijalno dopustivo re²enje se kodira odgovaraju¢im inicijalnim per-
mutacijama H i V . Osim toga, algoritam formira skup brodova ωS koji £ine brodovi
koji nisu rasporeeni na omiljene pozicije. Brodovi iz skupa ωS sortirani su u ne-
rastu¢i redosled tro²kova iz trenutno najboljeg re²enja. Prilikom svake modikacije
skupa ωS, njegovi elementi se ponovo sortiraju.
Uporeivanjem H i V permutacija dodeljenih inicijalnom i najboljem re²enju
razli£itih test instanci, zaklju£eno je da brodove iz skupa ωS, treba pomeriti samo
nekoliko pozicija levo ili desno u obe inicijalne permutacije H i V da bi se formirale
permutacije koje odgovaraju najboljem re²enju. Koriste¢i ovo zapaºanje, denisane
su strukture okolina za VND algoritam. VND koristi tri tipa okolina primenjenih
na brodove iz ωS. Brodovi se razmatraju u redosledu pojavljivanja u skupu ωS. Za
zadato k, k = 1, 2, 3, ...kmax, redosled okolina je slede¢i:
(i) ChangePositionH je prva okolina koja se formira pomeranjem odabranog
broda za k pozicija levo u permutaciji H. U slu£aju da promena permutacije
H smanjuje tro²kove alokacije, formirana permutacija postaje polazna permu-
tacija lokalne pretrage i broja£ k se postavlja na vrednost 1. Ako pomeranje
broda levo u permutaciji H ne popravlja re²enje, isti brod se pomera za k po-
zicija desno u permutaciji H. Pri transformaciji permutacije H, permutacija
V ostaje nepromenjena.
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Algorithm 24 VND algoritam za MCHBAP i DMCHBAP
procedure VND(vessels, kmax, RunT ime)
InitialSolution(vessels)
{H,V } ← Permutations()
ωS ← NotPreferredPosition()
k ← 1
while k ≤ kmax do
i← 1
noImprovement← True
while i ≤ Length(ωS) ∧ noImprovement do
H ← ChangePositionH(ωS(i), k)
temp← Decode(H,V, vessels)












while i ≤ Length(ωS) ∧ noImprovement do
V ← ChangePositionV(ωS(i), k)
temp← Decode(H,V, vessels)












while i ≤ Length(ωS) ∧ noImprovement do
{H,V } ← ChangePositionHV(ωS(i), k)
temp← Decode(H,V, vessels)














(ii) ChangePositionV je druga okolina, koja koristi analognu ideju iz denicije
prve okoline. Odabrani brod se prvo pomera k pozicija levo u permutaciji
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Po£etne permutacije: Rezultuju¢e permutacije:
H={2,3,1,4,5} V={1,2,5,4,3} H={3,2,1,4,5} V={1,2,5,4,3}
Slika 5.17: Rezultat primene okoline ChangePositionH na brod 2 pomeren k = 1
pozicija desno u permutaciji H
Po£etne permutacije: Rezultuju¢e permutacije:
H={4,2,5,3,1} V={3,2,1,5,4} H={4,2,5,3,1} V={2,3,1,5,4}
Slika 5.18: Rezultat primene okoline ChangePositionV na brod 3 pomeren k = 1
pozicija desno u permutaciji V
V , a zatim i desno, ako se ne popravi re²enje. Kod popravke re²enja, pre-
traga se nastavlja sa resetovanom vredno²¢u promeljive k, uzimaju¢i u obzir
transformisanu permutaciju V . U ovoj okolini se ne menja permutacija H.
(iii) ChangePositionHV je tre¢a okolina nastala kao kombinacija ChangePositionH
i ChangePositionV okolina. U okolini ChangePositionHV , razmatraju se
sve mogu¢e istovremene promene permutacija H i V .
Primeri okolina ChangePositionH, ChangePositionV i ChangePositionHV za
k = 1 su ilustrovani slikama 5.17-5.19. O£igledno je da parametar kmax moºe uzeti
vrednosti izmeu 1 i l−1, meutim, njegov stvarni raspon zavisi od trenutne pozicije
broda.
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Po£etne permutacije: Rezultuju¢e permutacije:
H={2,5,3,1,4} V={3,2,4,1,5} H={2,5,3,4,1} V={3,2,1,4,5}
Slika 5.19: Rezultat primene okoline ChangePositionHV na brod 4 pomeren k = 1
pozicija levo u permutaciji H i k = 1 pozicija desno u permutaciji V
Implementacija metode vi²estartnog promenljivog spusta za
DMCHBAP
Prethodno opisana VND metoda je deterministi£ka varijanta VNS-a. VND po-
lazi od jednog dopustivog re²enja i u fazi lokalne pretrage kre¢u¢i se kroz nekoliko
uzastopnih okolina formira krajnje re²enje problema. Bolju divesikaciju inicijal-
nog re²enja pruºa metoda vi²estartnog promenljivog spusta (MS-VND). Na po£etku
svake iteracije MS-VND algoritma, procedura Initialize konstrui²e po£etno re²e-
nje. Ova procedura gradi kompletno re²enje polaze¢i od praznog re²enja. U po-
stupku formiranja re²enja, procedura Initialize bira brod i dopustivu poziciju iz
ξ-liste za njegovu alokaciju. Kriterijum za selekciju broda je njegov prioritet deni-
san kao linearna kombinacija ETA parametra, veli£ine pravougaonika koji predsta-
vlja brod u ravni, i prose£nih tro²kova svih elemenata ξ-liste selektovanog broda, £iji
koecijenti su redom λ1, λ2, i λ3. Algoritam bira brod koriste¢i ruletsku selekciju
na osnovu izra£unatog prioriteta.
Algorithm 25 MSVND algoritam za DMCHBAP
procedure MS-VND(vessels, kmax, RunT ime, λ1, λ2, λ3)
while SessionTime() ≤ RunTime do
Solution← Initialize(vessels, λ1, λ2, λ3)
(H,V )← Permutations(Solution)
ωS ← NotPreferredPosition(Solution)
VND1((H,V ), ωS, kmax)
end while
end procedure
Prilikom selekcije pozicije broda posmatraju se sve dopustive pozicije u odnosu
na vrednost tro²kova. U fazi inicijalizacije MS-VND algoritma, selekcija pozicije je
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stohasti£ka i bazirana je na vredosti tro²kova pozicije. Jeftinije pozicije imaju ve¢u
²ansu da budu odabrane kroz proces ruletske selekcije. Procedura Initialize ra£una
verovatno¢e izbora svih dopustivih pozicija iz ξ-liste i bira jednu poziciju ruletskom
selekcijom i generisanjem slu£ajnog broja. Procedura ksira posmatrani brod na
odabranu poziciju i redukuje ξ-liste svih ostalih brodova. Procedura Initialize
ponavlja opisani postupak l puta.
Na osnovu formiranog po£etnog re²enja, algoritam formira par permutacija (H, V )
i grupu brodova ωS. Ovi parametri predstavljaju ulazne podatke procedure VND1
koja je sli£na VND algoritmu opisanom u prethodnom odeljku 5.6. Glavna razlika
VND i VND1 algoritma je u na£inu poziva procedura Permutations i NotPre-
ferredPosition. Procedura VND1 ima dodatne ulazne parametre ((H, V ), ωS)
a procedure Permutations i NotPreferredPosition se pozivaju van nje. Svi
koraci algoritma se ponavljaju dok se ne ispuni kriterijum zaustavljanja denisan
maksimalnim vremenom izvr²avanja RunTime. Re²enje MS-VND algoritma je naj-
bolje re²enje dobijeno nakon vi²estrukih VND prolaza. Pseudokod za metodu vi²e-
startnog promenljivog spusta primenjenu na DMCHBAP dat je algoritmom 25.
Implementacija op²te metode promenljivih okolina za
MCHBAP i DMCHBAP
Predloºena op²ta metoda promenljivih okolina (GVNS) za MCHBAP i DMCH-
BAP je implementirana sa ciljem pobolj²anja performansi VND-a i bolje diversi-
kacije re²enja. Predloºeni GVNS sadrºi fazu razmrdavanja i koristi ²est okolina
u VND-u. Procedura razmrdavanja je bazirana na stohasti£kim transformacijama
trenutno najboljeg re²enja u cilju diversikacije pretrage prostora re²enja. U fazi
lokalne pretrage, umesto uobi£ajene LS procedure, implementiran je VND koji na
sistemati£an na£in pretaºuje ²est okolina formiranog re²enja.
Pseudokod predloºene GVNS metode je predstavljen algoritmom 26. Prvi korak
predloºene implementacije GVNS metode je poziv procedure InitialSolution,
koja je opisana algoritmom 23 i ima za zadatak formiranje po£etnog re²enja. Za
razliku od VND-a, u nastavku GVNS algoritma potrebno je formirati grupe kon-
iktnih brodova. Brodovi se sme²taju u istu grupu ako su u koniktu pri alokaciji
na idealne pozicije denisane ETA parametrom i omiljenim vezom. Sve grupe kon-
iktnih brodova se sme²taju u strukturu liste, koja je sortirana u nerastu¢i redosled
prema broju elemenata. Posle faze formiranja inicijalnog re²enja GVNS naizmeni£no
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Algorithm 26 GVNS algoritam za MCHBAP i DMCHBAP
procedure GVNS(vessels, kmax, RunT ime)
{groups} ← InitialSolution(vessels)
{H,V } ← Permutations()
k ← 1
while SessionTime() ≤ RunTime do









k ← k + 1






izvr²ava procedure za razmrdavanje i VND, do zadovoljenja kriterijuma zaustavlja-
nja.
U fazi razmrdavanja novo re²enje se formira primenom dve transformacije:
(i) Prva transformacija podrazumeva slu£ajan izbor k grupa koniktnih brodova
koje se pomeraju na po£etak liste. Selekcija grupe je bazirana na izra£unatom
prioritetu koji je proporcionalan ukupnim tro²kovima grupe brodova;
(ii) U drugoj transformaciji se bira k slu£ajnih parova brodova na osnovu prio-
riteta, proporcionalnih tro²kovima brodova u trenutno najboljem re²enju, a
zatim se selektovanim parovima brodova razmene pozicije. Pri ovoj transfor-
maciji odabrani brodovi mogu, ali i ne moraju, da budu iz iste grupe konikt-
nih brodva.
Koraci faze razmrdavanja prikazani su algoritmom 27. Procedura Calculate-
Cost ima za cilj ra£unanje ukupnog tro²ka alokacije jednog broda ili grupe brodova
na osnovu tro²kova u trenutno najboljem re²enju. Na osnovu izra£unatog prioriteta,
porcedura SelectGroup bira jednu grupu brodova iz liste, a zatim procedura Pu-
tAsFirst preme²ta tu grupu na prvu poziciju u listi. Procedura Select2Vessels
selektuje dva broda na osnovu izra£unatih verovatno¢a izbora, a nakon toga pro-
cedura ExchangePositions razmenjuje njihove pozicije u listi grupa koniktnih
brodova.
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Algorithm 27 Faza razmrdavanja u GVNS algoritmu za MCHBAP i DMCHBAP




for i← 1, k do




for i← 1, k do
{v1, v2} ← Select2Vessels(vessels, p)





{H,V } ← ShakePerm(ShakeSol)
return (H,V, groups)
end procedure
Grupe brodova se alociraju na referentne ta£ke po istim pravilima kao u fazi
konstrukcije po£etnog re²enja. Formirana lista grupa brodova je ulazni parametar
procedure Allocate na osnovu koje procedura formira novo re²enje. Ako algori-
tam ustanovi da formirane grupe brodova vode do nedopustivog re²enja, na najbolje
re²enje se primenjuje procedura razmrdavanja sve dok se ne generi²e novo dopustivo
re²enje. Postupak razmrdavanja se ponavlja i u slu£aju kad je razmrdano dopustivo
re²enje ve¢ razmatrano u toku izvr²avanja algoritma. Procedura Feasible pro-
verava da li je formirano re²enje dopustivo ili ne, dok procedura New ispituje da
li je re²enje ranije razmatrano u toku izvr²avanja algoritma. Nakon ²to procedura
razmrdavanja formira dopustivo re²enje, poziva se procedura ShakePerm sa zadat-
kom da formira odgovaraju¢i par (H, V ) permutacija. U nastavku GVNS algoritma,
izvr²ava se lokalna pretraga dopustivog razmrdanog re²enja. Da bi prona²ao bolje
re²enje, u fazi lokalne pretrage GVNS koristi VND koji sistemati£no pretraºuje pro-
stor re²enja koriste¢i ²est okolina. Ove okoline menjaju permutaciju H ili V , ili
obe istovremeno, sa ciljem formiranja optimalnog para sekvenci. Za kreiranje kva-
litetnih re²enja, potrebno je iskoristiti dovoljno velike okoline i adekvatan redosled
transformacija permutacija. Standardne modikacije Swap i Move upotrebljene su
za transformacije permutacija H i V , u slede¢em redosledu:
(i) SingleSwapH selektuje dva broda i razmenjuje im pozicije u permutaciji H,
dok permutacija V ostaje nepromenjena;
(ii) SingleSwapV selektuje dva broda i razmenjuje im pozicije u permutaciji V
dok permutacija H ostaje nepromenjena;
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(iii) SingleMoveH selektuje dva broda vi i vj i pomera brod vj iza broda vi u
permutaciji H, bez obzira na prethodni redosled brodova vi i vj;
(iv) SingleMoveV pomera selektovani brod vj iza broda vi u permutaciji V bez
obzira da li je brod vi bio ispred ili iza broda vj u trenutnoj permutaciji;
(v) DoubleSwapHV sastoji se od jedne SingleSwapH i jedne SingleSwapV modi-
kacije koje nisu obavezno primenjene na istom paru brodova;
(vi) DoubleMoveHV izvr²ava jednu SingleMoveH i jednu SingleMoveV transfor-
maciju koje nisu obavezno realizovane nad istim parom brodova.
Opisane Swap i Move okoline ilustrovane su na slikama 5.205.25. Pseudokodovi
procedura SingleSwapH, SingleMoveV i DoubleMoveHV dati su u tom redosledu
algoritmima 2830, dok ostale procedure imaju sa njima analogne strukture.
Po£etne permutacije: Rezultuju¢e permutacije:
H={1,4,3,2,5} V={1,2,5,3,4} H={1,4,2,3,5} V={1,2,5,3,4}
Slika 5.20: Ilustracija okoline SingleSwapH
Po£etne permutacije: Rezultuju¢e permutacije:
H={5,4,3,2,1} V={3,2,4,5,1} H={5,4,3,2,1} V={3,2,4,1,5}
Slika 5.21: Ilustracija okoline SingleSwapV
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Po£etne permutacije: Rezultuju¢e permutacije:
H={3,1,2,textbf4,5} V={1,2,5,3,4} H={4,1,2,3,5} V={2,1,5,3,4}
Slika 5.22: Ilustracija okoline DoubleSwapHV
Po£etne permutacije: Rezultuju¢e permutacije:
H={2,5,4,3,1} V={2,3,4,1,5} H={5,4,2,3,1} V={2,3,4,1,5}
Slika 5.23: Ilustracija okoline SingleMoveH
Po£etne permutacije: Rezultuju¢e permutacije:
H={2,5,3,1,4} V={3,2,4,1,5} H={2,5,3,1,4} V={2,4,3,1,5}
Slika 5.24: Ilustracija okoline SingleMoveV
Kao ²to je prikazano algoritmom 28, SingleSwapH poziva proceduru SwapH.
Zadatak procedure SwapH je razmena pozicija brodova u trenutnoj permutaciji
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Po£etne permutacije: Rezultuju£e permutacije:
H={2,3,1,5,4} V={2,4,1,5,3} H={2,4,3,1,5} V={2,1,5,3,4}
Slika 5.25: Ilustracija okoline DoubleMoveHV
Algorithm 28 Procedura SingleSwapH
procedure SingleSwapH(noImprovement)
ExistsTransformation← True
while ExistsTransformation ∧ noImprovement do
{H1, ExistsTransformation} ← SwapH(tempH)
temp← Decode(H1, tempV, vessels)











Algorithm 29 Procedura SingleMoveV
procedure SingleMoveV(noImprovement)
ExistsTransformation← True
while ExistsTransformation ∧ noImprovement do
{V1, ExistsTransformation} ←MoveV(tempV )
temp← Decode(tempH, V1, vessels)











H sme²tenoj u promenljivoj tempH. Osim toga, procedura SwapH u promenljivoj
ExistsTransformation evidentira informaciju o postojanju dopustivih modika-
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Algorithm 30 Procedura DoubleMoveHV
procedure DoubleMoveHV(noImprovement)
ExistsTransformation← True
while ExistsTransformation ∧ noImprovement do
{H1, V1, ExistsTransformation} ←MoveHV(tempH, tempV )
temp← Decode(H1, V1, vessels)











cija razmene koje nisu primenjene na permutaciju tempH u prethodnim koracima
algoritma. Globalne promenljive Solution, GlobalBest i minT se aºuriraju pri sva-
koj promeni najboljeg re²enja. Istovremeno, broja£ k dobija vrednost 1, £ime je
omogu¢ena pretraga novog najboljeg re²enja u prvoj okolini.
U predloºenom GVNS algoritmu, okoline se smenjuju u redosledu u kojem su
i denisane. Implementirani VND u fazi lokalne pretrage koristi strategiju prvog
pobolj²anja. Preciznije, nakon svakog pobolj²anja trenutnog re²enja u nekoj od ²est
okolina, broja£ okolina dobija vrednost 1 i algoritam nastavlja pretragu u okolini
SingleSwapH novog re²enja. Vrednost parametra kmax je postavljena na l i deni²e
maksimalnu dimenziju okoline za razmrdavanje. GVNS algoritam se izvr²ava dok se
ne ispuni kriterijum zaustavljanja, odnosno, dok se ne dostigne predenisano vreme
izvr²avanja.
Implementacija adaptivne metode promenljivih okolina za
DMCHBAP
Pri pove¢avanju broja okolina, VNS ima tendenciju degenerisanja u vi²estartnu
heuristiku. U cilju prevazilaºenja ovog problema, Hansen i Mladenovi¢ [68] su pre-
dloºili novu varijantu VNS-a, adaptivnu metodu promenljivih okolina (SVNS). Mo-
tivacija za primenu SVNS metode na DMCHBAP proiza²la je iz £injenice da pri-
hvatanje lokalnog optimuma koji je neznatno lo²iji od trenutno najboljeg re²enja,
obezbeuje bolje performanse algoritma pri re²avanju instanci problema koje imaju
nekoliko razdvojenih i naj£e²¢e udaljenih okolina sa re²enjima bliskim optimumu
[68, 70].
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Algorithm 31 SVNS algoritam za DMCHBAP
procedure SVNS(vessels, kmax, α,RunT ime)
{Solution, groups} ← InitialSolution(vessels)
GlobalBest← Cost(Solution)
while SessionTime() ≤ RunTime do
(H,V )← Permutations(Solution)
k ← 1
while k ≤ kmax do





















Pseudokod SVNS metode primenjene na DMCHBAP dat je algoritmom 31.
Struktura SVNS algoritma je sli£na strukturi GVNS algoritma opisanog u prethod-
nom odeljku. Kako SVNS dopu²ta prihvatanje lo²ijeg re²enja od trenutno najbo-
ljeg, neophodno je uvesti novu globalnu promenljivu LocalBest. Inicijalno re²enje je
sme²teno u promenljivu Solution koja ulazi u proceduru Shake. U fazi lokalne pre-
trage, re²enje dobijeno razmrdavanjem se popravlja procedurom VND koja prolazi
kroz ²est okolina u redosledu denisanom algoritmom 31. Na kraju lokalne pretrage,
algoritam £uva dobijeni lokalni optimum u promenljivoj LocalBest. Razlika algo-
ritama za GVNS i SVNS se ogleda u kriterijumu prihvatanja rezultata VND faze,
odnosno lokalnog optimuma LocalBest. SVNS prihvata lokalni optimum LocalBest
koji ima lo²iju vrednost funkcije cilja od trenutnog re²enja Solution, pri £emu je ste-
pen tolerancije prihvatanja lo²ijeg re²enja kontrolisan parametrom α > 0. Preciznije,
ako je vrednost izraza Cost(LocalBest)− α|Cost(LocalBest)− Cost(Solution)|ma-
nja od vrednosti Cost(Solution), pretraga kre¢e od prve okoline (k = 1) re²enja
LocalBest. U toku izvr²avanja algoritma, potrebno je £uvati informaciju o glo-
balno najboljem re²enju i aºurirati vrednost promenljive GlobalBest prilikom svake




U literaturi koja se bavi problemom dodele vezova ne postoje univerzalne test
instance (engl. benchmark instances) koje bi mogle da posluºe za adekvatno testira-
nje predloºenih algoritama za re²avanje MCHBAP-a i DMCHBAP-a. Zbog toga su
u ovoj disertaciji generisane test instance na slu£ajan i sistemati£an na£in. Meta-
heuristike razvijene za MCHBAP i DMCHBAP su testirane na nekoliko klasa test
instanci £ije dimenzije su predloºene u radu Giallombarda i sar. [54]. U ovoj diserta-
ciji su razmotrene samo najsloºenije klase problema iz rada [54]. Ove test instance su
postavljene online na adresi http://www.mi.sanu.ac.rs/tanjad/DMCHBAP.htm.
Eksperimenti koji se odnose na MCHBAP izvr²eni su na dva skupa instanci. Prvi
skup sadrºi realne instance dobijene na osnovu test primera koje su predloºili Chang
i sar. u [18]. Ovaj skup instanci karakteri²e l = 21 brod, m = 12 vezova i horizont
planiranja od T = 54 vremenskih jedinica. Primer predloºen u [18] pro²iren je
novim brodovima, tako da su u ovoj tezi testirane instance koje odgovaraju realnim
situacijama koje sadrºe izmeu 21 i 28 brodova.
Drugi skup test instanci za MCHBAP je generisan sa l = 35 brodova u slu£aju
m = 8 vezova i T = 112 vremenskih jedinica. Ove test instance su veoma te²ke
za re²avanje imaju¢i u vidu njihovu dimenziiju kao i sloºenost problema. Za ove
instance egzaktni re²ava£ SEDA zasnovan na kombinatornoj optimizaciji, nije uspeo
da generi²e optimalna re²enja [93] zbog neprihvatljivo velikog vremena izvr²avanja.
Egzaktni re²ava£ je testiran na ra£unarskoj platformi sa procesorom Intel Core i7
CPU Q720 @ 1.60GHz i 6 GB RAM memorije, pod 64-bitnim operativnim sistemom
Microsoft Windows 7.
U slu£aju DMCHBAP-a, generisane su £etiri klase test instanci, koje karakteri²u
slede¢i parametri:
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• prva klasa instanci : l = 10, 15 brodova, m = 8 vezova, planski period od
T = 15 vremenskih jedinica, l = 20 brodova,m = 8 vezova, horizont planiranja
od T = 20 vremenskih jedinica i l = 25 brodova, m = 8 vezova, vremenski
horizont od T = 25 jedinica;
• druga klasa instanci : l = 35, 40, 45 brodova, m = 8 vezova, vremenski horizont
od T = 112 jedinica;
• tre¢a klasa instanci : l = 50, 55, 60 brodova,m = 13 vezova, vremenski horizont
od T = 112 jedinica;
• £etvrta klasa instanci : l = 70, 80, 90, 100 brodova, m = 13 vezova, i vremenski
horizont od T = 112 jedinica.
Uobi£ajeni vremenski horizont planiranja od 2 nedelje podeljen je na segmente
od 3 sata, tako da 112 vremenskih jedinica odgovara planskom periodu od 2 radne
nedelje. Za svaku dimenziju test instanci, generisano je po 10 test primera koji se
razlikuju po podacima koji se odnose na brodove.
Podaci koji karakteri²u tipove brodova dati su u tabeli 6.1 a preuzeti su iz radova
Meisela [119] i Bierwirtha i Meisela [7]. Test instance sadrºe tri tipa brodova: male,
srednje i velike. Za svaki tip broda, u tabeli 6.1 je dat procenat zastupljenosti u
test instancama, opseg u kome se kre¢e vreme obrade, vrednosti tro²kova izraºene
u jedinicama od US$1000 i broj vezova koje brod zauzima. Distribucija omiljenog
veza je homogena u svakom test primeru.
Tabela 6.1: Specikacije brodova za generisane test instance
Tip broda Zastupljenost Vreme obrade C1 C2 C3 C4 Broj vezova
mali 60% 1 do 3 2 3 3 9 1
srednji 30% 4 do 5 3 6 6 18 2
veliki 10% 6 do 8 4 9 9 27 3
Svi implementirani metaheuristi£ki algoritmi za MCHBAP i DMCHBAP kodi-
rani su u Wolfram Mathematica v8.0 programskom jeziku. Za razliku od klasi£nih
programskih jezika,Mathematica interpretira instrukcije, ²to moºe da rezultira pove-
¢anjem vremena izvr²avanja algoritma. Meutim, komparativna analiza algoritama
je korektna, imaju¢i u vidu da su svi metaheuristi£ki algoritmi izvr²avani pod istim
uslovima. Svi eksprimenti su izvr²eni na istoj ra£unarskoj platformi sa procesorom
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Intel Pentium 4 3.00-GHz i 512 MB RAM memorije pod 32-bitnim operativnim
sistemom Microsoft Windows XP Professional Version 2002 Service Pack 2.
Za generisanje optimalnih re²enja instanci malih dimenzija, MILP model je iz-
vr²avan na komercijalnom CPLEX re²ava£u (verzija 12.3) na istoj ra£unarskoj plat-
formi na kojoj su testirane i metaheuristike. Izvr²na verzija CPLEX 12.3 je opti-
mizovana za ovu platformu, ²to zna£i da je CPLEX 12.3 favorizovan u odnosu na
ostale implementirane algoritme.
Stabilnost metaheuristika kao stohasti£kih metoda, ispitivana je vi²estrukim iz-
vr²avanjem na svakoj test instanci. Na svakoj test instanci iz odgovaraju¢ih skupova,
predloºene EA, cGA, BCO, BCOi, GVNS, MS-VND i SVNS metode su izvr²avane
po 10 puta uz vremensko ograni£enje od 10 minuta, odnosno, promenljiva RunTime
je u svim eksperimentima bila ksirana na 600 sekundi. Izuzetak je VND metoda,
koja je zbog svojih deterministi£kih karakteristika izvr²avana samo jednom na svakoj
test instanci.
Pode²avanje parametara
Svaka od predloºenih metaheuristika zavisi od jednog ili vi²e parametara. Skup
vrednosti ovih parametara moºe zna£ajno da uti£e na performanse algoritama.
Stoga su, za svaku od implementiranih metaheuristika, izvr²eni preliminarni te-
stovi na odgovaraju¢im podskupovima test instanci u cilju odreivanja adekvatne
vrednosti parametara.
Tabela 6.2: Vrednosti paramatara predloºenih metaheuristka
Vrednosti parametara
Metaheur. kmax RunTime α λ1 λ2 λ3 nGA nGen nImpr NC B size1 size2
EA - 10 minuta - 0.12 0.13 0.75 20 40 5 - - 3 5
cGA - 10 minuta - 0.12 0.13 0.75 20 40 5 - - - -
BCO - 10 minuta - 0.8 0 0.2 - - - 2 4 - -
BCOi - 10 minuta - 0.8 0 0.2 - - - 4 4 - -
VND l - - - - - - - - - - - -
MS-VND l 10 minuta - 0.8 0 0.2 - - - - - - -
GVNS l 10 minuta - - - - - - - - - - -
SVNS l 10 minuta 0.25 - - - - - - - - - -
Tabela 6.2 prikazuje rezultate preliminarnih eksperimenata, odnosno vrednosti
parametara koje vode do najboljih performansi svake pojedina£ne metaheuristike.
U prvoj koloni tabele 6.2 je naziv metaheuristike implementirane za MCHBAP ili
135
GLAVA 6. EKSPERIMENTALNI REZULTATI
DMCHBAP. Druga kolona tabele, ozna£ena sa kmax, sadrºi maksimalan broj oko-
lina za VNS metode. Tre¢a kolona sadrºi vrednosti parametra RunTime, jednog od
kriterijuma zaustavljanja, koji predstavlja maksimalno vreme izvr²avanja metaheu-
ristike. U £etvrtoj koloni tabele 6.2, prikazane su vrednosti parametra α kori²¢enog
u SVNS metodi. Vrednosti koecijenata λ1, λ2 i λ3 linearne kombinacije koja de-
ni²e prioritet brodova, dati su redom u petoj, ²estoj i sedmoj koloni. Broj jedinki
nGA u svakoj generaciji EA i cGA algoritma dat je u koloni osam. Maksimalan
broj generacija nGen evolutivnog i genetskog algoritma prikazan je u devetoj koloni,
dok je u desetoj koloni dat broj jedinki nImp nad kojima EA i cGA metode vr²e
popravku. Jedanaesta i dvanaesta kolona deni²e vrednosti parametara u metodi
optimizacije kolonijom p£ela, broj p£ela B i broj letova unapred NC. Poslednje dve
kolone ozna£ene sa size1 i size2 prikazuju veli£ine turnira no gradirane turnirske
selekcije u EA algoritmu.
U nastavku teksta su dati rezultati najzna£ajnijih preliminarnih testova izvr²enih
u cilju pode²avanja parametara predloºenih metaheuristika.
Pode²avanje parametara za SVNS metaheuristiku
Jedini parametar predloºenih VNS metoda je kmax. Njegova vrednost je posta-
vljena na l da bi se obezbedilo pretraºivanje celog prostora re²enja. SVNS metoda
ima dodatni parametar α koji omogu¢ava kontrolisanje stepena tolerancije prihvata-
nja lo²ijeg re²enja i £iju vrednost treba odrediti eksperimentalno. U cilju pobolj²anja
performansi predloºene SVNS metode za re²avanje DMCHBAP-a, sproveden je niz
preliminarnih testova za pode²avanje parametra α. Testovi su izvr²eni na 12 test
instanci odabranih iz druge i tre¢e klase generisanih test instanci za DMCHBAP.
Odabrane su po dve instance iz svake od grupa primera za l ∈ {35, 40, 45, 50, 55, 60}.
Pri testiranju ispitivane vrednosti parametra α ∈ {0.05, 0.10, 0.25, 0.50, 0.75, 0.90},
SVNS je izvr²avan na svakoj instanci po deset puta sa vremenskim ograni£enjem od
10 minuta.
Dobijeni rezultati su predstavljeni tabelom 6.3, koja ima slede¢u strukturu. U
prvoj koloni, dat je redni broj testirane instance. Test instance su sortirane u ne-
opadaju¢i poredak prema broju brodova l. U drugoj koloni je prikazana najbolja
poznata vrednost BK funkcije cilja posmatrane instance, dobijena nekom od pre-
dloºenih metaheuristika. Tabela 6.3 sadrºi ²est delova iste strukture, pri £emu deo
odgovara jednoj testiranoj vrednosti α parametra, koja je nazna£ena u nazivu ko-
lona tabele. Svaki od ²est delova tabele se sastoji od £etiri kolone u kojima su
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Tabela 6.3: Testiranje parametra α u SVNS metodi za DMCHBAP
α = 0.05 α = 0.10 α = 0.25
i BK Best AvgCost AvgMinT GAP% Best AvgCost AvgMinT GAP% Best AvgCost AvgMinT GAP%
1 757 757 757.00 2.20 0.00 757 757.00 1.85 0.00 757 757.00 1.54 0.00
2 818 818 820.30 214.75 0.28 818 821.50 217.65 0.43 818 824.20 180.25 0.76
3 587 587 587.00 2.01 0.00 587 587.00 1.52 0.00 587 587.00 2.07 0.00
4 570 570 573.00 126.89 0.53 570 573.10 101.33 0.54 570 572.00 122.14 0.35
5 602 602 602.00 11.57 0.00 602 602.00 8.65 0.00 602 602.00 10.02 0.00
6 813 829 832.20 62.15 2.36 824 831.10 104.48 2.23 824 832.70 51.84 2.42
7 504 504 504.00 8.05 0.00 504 504.00 9.62 0.00 504 504.00 8.55 0.00
8 688 688 688.20 62.53 0.03 688 688.00 143.00 0.00 688 688.00 188.10 0.00
9 929 930 930.00 110.56 0.11 929 930.80 189.38 0.19 930 930.00 114.99 0.11
10 1045 1045 1045.00 65.92 0.00 1045 1045.00 99.35 0.00 1045 1045.00 44.50 0.00
11 822 822 822.60 98.40 0.07 822 823.20 65.18 0.15 822 822.90 57.96 0.11
12 863 877 879.70 73.44 1.94 877 880.60 0.30 2.04 874 880.20 0.55 1.99
prosek: 749.83 752.42 753.42 69.87 0.44 751.92 753.61 78.53 0.46 751.75 753.75 65.21 0.48
α = 0.50 α = 0.75 α = 0.90
i BK Best AvgCost AvgMinT GAP% Best AvgCost AvgMinT GAP% Best AvgCost AvgMinT GAP%
1 757 757 757.00 1.39 0.00 757 757.00 1.99 0.00 757 757.00 1.84 0.00
2 818 818 820.00 179.33 0.24 818 823.80 180.26 0.71 818 820.20 280.74 0.27
3 587 587 587.00 2.13 0.00 587 587.00 2.19 0.00 587 587.00 1.59 0.00
4 570 570 571.90 152.13 0.33 570 570.00 135.13 0.00 570 570.20 146.70 0.04
5 602 602 602.00 9.68 0.00 602 602.00 10.80 0.00 602 602.00 9.59 0.00
6 813 824 832.60 66.85 2.41 824 832.00 51.11 2.34 826 832.80 97.96 2.44
7 504 504 504.00 7.68 0.00 504 504.00 7.62 0.00 504 504.00 7.82 0.00
8 688 688 688.00 157.86 0.00 688 688.00 160.21 0.00 688 688.00 111.16 0.00
9 929 930 930.00 157.52 0.11 930 930.00 105.98 0.11 930 930.20 120.50 0.13
10 1045 1045 1045.00 49.13 0.00 1045 1045.00 62.76 0.00 1045 1045.00 46.60 0.00
11 822 822 822.60 97.88 0.07 822 822.30 86.79 0.04 822 822.30 85.64 0.04
12 863 876 880.00 134.84 1.97 877 880.50 79.86 2.03 877 879.40 130.43 1.90
prosek: 749.83 751.92 753.34 84.70 0.43 752.00 753.47 73.72 0.43 752.17 753.18 86.71 0.40
prezentovane najbolja vrednost funkcije cilja Best (najmanji tro²kovi) dobijena u
deset uzastopnih pu²tanja SVNS algoritma sa ksiranom vrednosti parametra α,
prose£na vrednost funkcije cilja AvgCost za SVNS re²enja dobijena u 10 izvr²ava-
nja, prose£no vreme izvr²avanja SVNS metode AvgMinT i prose£no procentualno
odstupanje GAP% dobijenih SVNS re²enja od najbolje poznate vrednosti funkcije
cilja BK za posmatranu instancu. Sva vremena prikazana u tabeli 6.3 su izraºena
u sekundama. Najbolje vrednosti funkcije cilja i najmanje vrednosti GAP% su
istaknute za svaku test instancu. U poslednjem redu tabele 6.3, nazvane prosek,
prikazane su prose£ne vrednosti svih rezultata iz posmatrane kolone.
Za testiranu vrednost parametra α = 0.90, SVNS algoritam generi²e re²enja koja
najmanje odstupaju od najboljih poznatih re²enja. Ostale razmatrane vrednosti
parametra α vode ka re²enjima koja imaju neznatno ve¢a prose£na odstupanja od
najboljih poznatih re²enja. Za vrednost α = 0.25, implementirani algoritam za
SVNS je pokazao najbolje performanse u pogledu prose£nog vremena izvr²avanja
algoritma, a njegova vrednost GAP% = 0.48 neznatno odstupa od ostalih testiranih
vrednosti. Iz tog razloga je vrednost α = 0.25 uzeta kao najpogodnija za SVNS
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algoritam za re²avanje DMCHBAP-a. U svim narednim eksperimentima sa SVNS
metodom kori²¢ena je vrednost α = 0.25.
Pode²avanje parametara za BCO metaheuristiku
Performanse BCO algoritma zavise od parametara B i NC, kao i od vredno-
sti koecijenata λ1, λ2 i λ3 linearne kombinacije koja deni²e prioritete brodova.
Adekvatne vrednosti ovih parametara treba da obezbede ekasno izvr²avanje BCO
algoritma.
Kako su instance ve¢ih dimenzija generisane po uzoru na realne, eksperimenti
sa pode²avanjem parametera B, NC, λ1, λ2 i λ3, su izvr²eni na najve¢oj realnoj
instanci sa l = 28 brodova. Vrednost parametra RunTime koji deni²e maksimalno
vreme izvr²avanja algoritma postavljena je na 600 sekundi. Pri svakom pobolj²anju
vrednosti trenutno najboljeg re²enja, procesorsko vreme je sa£uvano u promenljivoj
minT . Na kraju izvr²avanja algoritma, promenljiva minT sadrºi informaciju o pro-
cesorkom vremenu za koje je algoritam dostigao najbolje re²enje. Za svaku vrednost
parametra koji se testira, algoritam je izvr²en 10 puta, a nakon toga je izra£unata
vrednost promenljive avgMinT kao prose£na vrednost sa£uvanih minT vrednosti iz
svakog od 10 izvr²avanja. U prvoj fazi testiranja, odreene su vrednosti parametara
B i NC, dok su sva tri λ parametra postavljena na vrednost 1
3
. Cilj primenjene
strategije pri pode²avanju parametara je da se najpre dobiju intervali pogodnih
vrednosti B parametra. Na slici 6.1 prikazane su vrednosti promenljive avgMinT
kao funkcija parametara B i NC. Preliminarni testovi su pokazali da vrednosti
parametra B imaju veliki uticaj na vrednost promenljive avgMinT i da ona postaje
esktremno velika kada B dobija vrednosti preko 10 (pogledati sliku 6.1). Zbog toga,
u svim ostalim eksperimentima B uzima vrednost iz skupa {2, 3, 4, 5, 6, 7, 8, 9, 10}
dok je NC ∈ {1, 2, 4, 7, 14, 28}.
Kriterijum lojalnosti izraºen jedna£inom (2.1) je naj£e²¢e kori²¢en u literaturi
(videti [30]). Maksimovi¢ i Davidovi¢ su u radu [116] predloºili tri dodatna kriteri-
juma lojalnosti, tako da su ukupno testirali i poredili 4 kriterijuma. Ovi kriterijumi














− (1−Ob) b = 1, 2, ..., B (6.3)
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Slika 6.1: Prose£no procesorsko vreme generisanja optimalnog re²enja izraºeno kao
funkcija parametara B i NC
LC4 : p
4
b = Ob b = 1, 2, ..., B. (6.4)
Glavna karakteristika LC1 je da sa porastom broja letova unapred/unazad raste i
verovatno¢a da p£ela ostane lojalna svom generisanom re²enju. Sa idejom smanjiva-
nja zavisnosti izmeu verovatno¢e lojalnosti i broja letova unapred/unazad, u izraz
za LC2 je dodat koren u imenilac razlomka. Kriterijum LC3 je denisan u cilju eva-
luacije performansi algoritma u slu£aju kada verovatno¢a ne zavisi od broja letova
unapred/unazad, dok LC4 deni²e vrednost verovatno¢e jednaku sa normalizovanoj
vrednosti funkcije cilja parcijalnog/kompletnog re²enja b-te p£ele.
U nastavku eksperimenata, dodatno su testirani svi predloºeni kriterijumi lo-
jalnosti, odnosno, ispitivani su slede¢i parametri BCO algoritma: λi, i = 1, 2, 3,
B, NC i LCi, i = 1, 2, 3, 4. U novom skupu eksperimenata, promenljive λi,




λi = 1, za sve kombinacije vrednosti parametara λi. Drugim
re£ima, razmatrano je svih 66 ureenih trojki razli£itih kombinacija λ parametara
koje zadovoljavaju navedene kriterijume. Parametar NC uzima vrednosti iz skupa
{1, 2, 4, 7, 14, 28}, dok je B ograni£eno na vrednosti iz skupa {2, 3, 4, 5, 6, 7, 8, 9, 10},
jer su preliminarni testovi pokazali da ve¢e vrednosti parametra B nisu pogodne za
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problem dodele vezova. Takoe, razmotrena su sva £etiri kriterijuma lojalnosti, tako
da je ukupan broj razli£itih kombinacija parametara 14256 = 9 · 6 · 66 · 4. Metoda
BCO ima stohasti£ku prirodu, i zato je svaka od 14256 kombinacija parametara te-
stirana 5 puta da bi se pove¢ao statisti£ki zna£aj eksperimenata, odnosno, izvr²eno
je 14256 · 5 = 71280 testova.
Rezultati eksperimenata, izvr²enih za pode²avanja vrednosti parametara BCO
metode, prikazani su u tabeli 6.4. Vrednost promenljive avgMinT je izra£unata
kao prose£na vrednost pet vrednosti sa£uvanih u promenljivoj minT . Osim toga,
vrednost Tmin je dobijena kao prose£na vrednost najboljih vremena sa£uvanih u
promenljivoj minT , dok je vrednost avgT izra£unata kao average(avgMinT ) za
14256 testova. Dobijene vrednosti su prikazane u drugoj koloni tabele 6.4, zajedno sa
njihovim standardnim devijacijama. Preostali deo tabele 6.4 sadrºi grupe od po dve
kolone sa zaglavljima parametar i x̄±σ, gde je parametar B, NC, λi; i = 1, 2, 3 ili
LC. Kolona parametar sadrºi sve razmatrane vrednosti odgovaraju¢eg parametra.
Promenljiva x̄ uzima vrednosti avgT u gornjem delu, odnosno Tmin u donjem
delu tabele 6.4. Vrednost promenljive se ra£una na osnovu podskupa test podataka
dobijenog ksiranjem vrednosti za parametar, dok ostali parametri uzimaju sve
razmatrane vrednosti. Za standardnu devijaciju je upotrebljena uobi£ajena oznaka
σ. Na primer, za B = 2, vrednost prose£nog vremena x̄ se ra£una kao prosek za
6 · 66 · 4 · 5 = 7920 sa£uvanih avgMinT vrednosti. U svakoj koloni tabele 6.4 su
istaknute najbolje vrednosti x̄± σ.
Na osnovu rezultata prikazanih u tabeli 6.4, moºe se zaklju£iti da kriterijumi
lojalnosti LC2 i LC3 vode ka ne²to boljim vrednostima avgT i Tmin, u poreenju
sa vrednostima dobijenim za LC1 i LC4, ali te razlike nisu zna£ajne. Vaºno je
primetiti da je u svakom od 71280 izvr²avanja, BCO algoritam uspeo da generi²e
optimalno re²enje, odnosno, promenljiva minT odgovara procesorskim vremenima
za koje je BCO dostigao optimalna re²enja.
U procesu pode²avanja vrednosti parametara, ako se svaki parametar tretira ne-
zavisno od preostalih (ne uzimaju¢i u obzir vrednosti ostalih parametara), najbolje
vrednosti za sve parametre se mogu direktno preuzeti iz tabele 6.4. Meutim, vred-
nosti u tabeli 6.4 su sli£ne i nije jasno da li su meusobne razlike statisti£ki zna£ajne.
Iz tog razloga, neophodno je izvr²iti dodatne analize.
U£enje stablom odlu£ivanja (engl. decision tree learning) je metoda koja se £e-
sto koristi u istraºivanju podataka (engl. data mining) i nadgledanoj klasikaciji
(engl. supervised classication). U£enje stablom odlu£ivanja je neparametraska me-
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Tabela 6.4: Prose£ne vrednosti merenih performansi algoritma i njihove standardne
devijacije sa jednim ksiranim parametrom
Promenljiva x̄± σ B x̄± σ NC x̄± σ λ1 x̄± σ λ2 x̄± σ λ3 x̄± σ LC x̄± σ
avgT 20.06±3.96 2 15.74±2.77 1 19.60±3.81 0.0 20.14±4.02 0.0 20.09±3.94 0.0 20.01±3.91 1 20.10±3.93
3 16.72±2.90 2 19.81±3.88 0.1 20.12±3.85 0.1 19.97±4.02 0.1 19.88±3.90 2 19.96±3.97
4 18.05±3.00 4 19.90±3.94 0.2 20.04±3.94 0.2 20.11±3.87 0.2 20.05±3.99 3 20.03±4.01
5 19.08±2.81 7 20.17±3.97 0.3 20.07±4.07 0.3 20.06±4.01 0.3 20.12±3.99 4 20.14±3.93
6 20.27±2.95 14 20.38±4.04 0.4 20.09±4.02 0.4 20.05±4.03 0.4 20.11±3.94
7 21.23±2.84 28 20.48±4.02 0.5 20.05±3.92 0.5 20.00±3.96 0.5 20.00±3.97
8 22.16±2.89 0.6 20.05±3.97 0.6 20.12±3.95 0.6 20.06±4.06
9 23.09±2.87 0.7 20.10±3.88 0.7 20.09±3.93 0.7 20.29±3.92
10 24.16±2.82 0.8 19.87±3.89 0.8 20.08±3.95 0.8 20.18±3.90
0.9 19.65±3.95 0.9 19.99±3.90 0.9 20.30±4.21
1.0 19.62±3.89 1.0 19.95±3.71 1.0 20.32±3.78
Tmin 13.02±4.68 2 8.71±3.77 1 12.55±4.59 0.0 13.09±4.73 0.0 13.03±4.62 0.0 12.90±4.64 1 13.05±4.68
3 9.82±3.73 2 12.80±4.62 0.1 13.13±4.67 0.1 12.96±4.73 0.1 12.89±4.64 2 12.96±4.71
4 10.86±3.78 4 12.96±4.61 0.2 12.94±4.67 0.2 13.02±4.60 0.2 13.01±4.72 3 12.97±4.69
5 12.03±3.80 7 13.04±4.78 0.3 13.06±4.70 0.3 13.04±4.65 0.3 13.05±4.82 4 13.10±4.64
6 13.19±3.91 14 13.34±4.73 0.4 13.11±4.71 0.4 13.07±4.76 0.4 13.18±4.64
7 14.02±3.80 28 13.44±4.70 0.5 13.04±4.64 0.5 13.01±4.75 0.5 12.98±4.66
8 15.23±3.78 0.6 12.97±4.68 0.6 13.09±4.75 0.6 13.09±4.70
9 16.19±3.81 0.7 13.02±4.68 0.7 12.97±4.68 0.7 13.29±4.62
10 17.15±3.80 0.8 12.83±4.61 0.8 13.01±4.68 0.8 13.02±4.57
0.9 12.54±4.68 0.9 13.11±4.60 0.9 13.08±4.87
1.0 12.53±4.55 1.0 12.88±4.67 1.0 13.37±4.54
toda koja ulazne podatke deli na podskupove koriste¢i niz rekurzivnih razdvajanja.
Polaze¢i od korena, stablo se grana na osnovu unapred denisanog testa nekog atri-
buta instance, dodeljenog svakom unutra²njem £voru stabla. Granama koje izlaze
iz £vorova odluke odgovaraju razli£ite vrednosti atributa, a listovima odgovaraju
vrednosti funkcije cilja. Iz £vorova odluke, pretraga kre¢e nekom od grana, u za-
visnosti od izlazne vrednosti testa. Proces se iterativno ponavlja dok se ne stigne
do krajnjeg £vora, odnosno lista stabla. List sadrºi izlaznu oznaku, odnosno klasu,
koja je ista za sve instance koje pripadaju regionu denisanog £vorom.
Ova ideja klasikacije se primenjuje kod regresionih stabala (engl. regression
tree) koja se koriste u slu£aju kada je o£ekivani izlaz klasikacije numeri£ka vred-
nost. Kod regresionog stabla, svaki list predstavlja srednju vrednost svih instanci
koje su pridruºene listu [13]. U ovom slu£aju, instancu deni²e konguracija para-
metara i odgovaraju¢e prose£no vreme izvr²avanja metode. U stablu pretraºivanja
koristi se kriterijum razdvajanja zasnovan na maksimalnoj redukciji o£ekivane gre-
²ke. Ovim kriterijumom pronalazi se najpogodnija promenljiva na osnovu koje se
razdvaja podskup instanci. Gre²ka razdvajanja se ra£una na osnovu standardne
devijacije grana. Grananje se prekida kada je izra£unata vrednost standardne devi-
jacije instanci koje su dostigle trenutni £vor zanemarljiva u odnosu na standardnu
devijaciju prvobitnog skupa instanci. Drugi kriterijum zaustavljanja grananja je
kada preostane samo nekoliko instanci za klasikaciju.
Za primenu u£enja regresionim stablom u cilju pode²avanja parametara BCO
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algoritma, kori²¢en je besplatni softver Weka [176] koji ima ugraeno regresiono
stablo pod nazivom M5′ [175]. Odnos veli£ine stabla i gre²ke kontroli²e se brojem
instanci koje se dalje razdvajaju, a koji je u ovoj analizi postavljen na 1000. Re-
gresiono stablo zavisne promenljive Tmin, koje je generisano na osnovu M5′ stabla
ima 49 pravila, dok odgovaraju¢e regresiono stablo zavisne promenljive avgT ima
47 £vorova. Oba generisana stabla su formirala isti skup vrednosti za parametre B,
NC, λ1, λ2 and λ3. Sugerisane vrednosti za navedene parametre su redom 4, 2, 0.8,
0.0 i 0.2. Ovoj konguraciji parametara odgovara Tmin vrednost od 7.722 sekundi
i avgT = 14.707 sekundi.
Izvr²eni eksperimenti i analiza regresionog stabla su potvrdili op²teprihva¢ene
stavove da broj p£ela u BCO algoritmu treba da bude mali [31, 116] i da parametar
NC treba da ima vrednost manju od 10 [31]. Eksperimentalni rezultati su pokazali
da koecijent λ2 nema uticaja na vreme potrebno da se generi²e optimalno re²enje,
odnosno da veli£ina pravougaonika ne uti£e na prioritet broda, jer su najbolji re-
zultati dobijeni kada koecijenti λ1, λ2 i λ3 u linearnoj kombinaciji uzimaju redom
vrednosti 0.8, 0.0 i 0.2.
Analiza uticaja tehnika popravke re²enja na performanse
predloºenog BCO algoritma
Za analizu uticaja predloºenih tehnika popravke re²enja u BCO algoritmu, upo-
trebljene su realne instance iz rada Changa i sar. [18], koje karakteri²e broj brodova
u intervalu od 21 do 28 (pogledati sliku 6.2), 12 vezova i 54 vremenske jedinice u
horizontu planiranja. U ovim testovima je kori²¢ena kombinacija vrednosti parame-
tara prethodno odreena preliminarnim testovima za kalibraciju parametara: NC
je 2 (u svakom letu unapred je dodato najvi²e 14 brodova u trenutno re²enje), B je
4, a koecijenti λ1, λ2 i λ3 su postavljeni redom na vrednosti 0.8, 0.0 i 0.2. Uticaj
tehnika popravke re²enja na performanse algoritma je prikazan u tabeli 6.5.
U svakom od 10 izvr²avanja BCO algoritma na svakoj instanci, sa£uvana je
vrednost funkcije cilja najboljeg re²enja. Osim toga, ukoliko neka p£ela generi²e
re²enje koje se poklapa sa optimalnim ili se optimalno re²enje dostigne primenom
neke tehnike popravke re²enja, pove¢ava se vrednost broja£a dostignutih optimuma,
a istovremeno se odgovaraju¢e procesorsko vreme memori²e u promenljivoj optT .
Nakon 10 izvr²avanja BCO algoritma, ra£una se prose£na vrednost tro²kova i pro-
se£na vrednost vremena potrebnih da se korstrui²u re²enja koja se poklapaju sa
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Slika 6.2: Optimalno re²enje realne test instance za MCHBAP sa l = 28, m = 12,
T = 54
optimalnim. Ove vrednosti su prikazane u tabeli 6.5 u redovima ozna£enim kao
avgCost i avgOptT. U redu err% tabele 6.5 prikazan je procenat relativne gre²ke
koji se ra£una po formuli 100 · (avgCost − OPT )/OPT . U poslednjem redu ta-
bele 6.5 dat je procenat generisanih optimalnih re²enja koji odgovara verovatno¢i
da neka od varijanti BCO algoritma dostigne poznato optimalno re²enje. Promen-
ljiva opt% se ra£una kao prose£na vrednost koli£nika broja generisanih optimalnih
re²enja i ukupnog broja iteracija u jednom izvr²avanju algoritma. Za svaku instancu
su u tabeli 6.5 istaknute najbolje vrednosti avgCost i avgOptT. U nastavku teksta
su kori²¢ene oznake I, II i III, za prvu, drugu i tre¢u tehniku popravke re²enja.
U prvoj koloni tabele 6.5 nalazi se broj brodova koji karakteri²e realnu instancu,
dok je u drugoj koloni prikazana oznaka merene vrednosti: avgCost, err%, avgOptT
i opt%. Rezultati osnovnog BCO algoritma, bez tehnika popravke re²enja, su pri-
kazani u tre¢oj koloni. Kolone 4-6 prikazuju performanse osnovnog BCO algoritma
pro²irenog sa jednom od tehnika popravke I, II ili III. Odgovaraju¢i rezultati dobi-
jeni za sve kombinacije dve od tri tehnike popravke, prikazani su u kolonama 7-9. Na
osnovu opisa predloºenih tehnika popravke u odeljku 5.4, o£igledno je da se redosled
poziva procedure popravke I i II ne moºe menjati, kao ni redosled popravki I i III,
jer se tehnika popravke I primenjuje nad kompletnim re²enjem koje je generisala
p£ela, dok se popravke II i III primenjuju nad globalno najboljim re²enjem. Osim
toga, tehnika III mora da se primenjuje nakon tehnike II, jer nema smisla razma-
trati mala pomeranja brodova u trenutnoj alokaciji, ako postoje jeftinije dopustive
pozicije za neke od brodova. Tehnika III treba da se izvr²ava samo u slu£aju kada ni
za jedan brod ne postoje jeftinije pozicije u ξ-listi. Poslednja kolona prikazuje rezul-
tate predloºenog BCO algoritma, pro²irenog sa sve tri procedure popravke re²enja
143
GLAVA 6. EKSPERIMENTALNI REZULTATI
Tabela 6.5: Uticaj tehnika popravke na kvalitet re²enja: realne test instance
l Bez popravke I II III I+II I+III II+III Sve
21 avgCost 37378.10 6128.24 4916.82 37353.00 4893.40 5568.28 4805.87 4779.00
err% 682.13 28.23 2.88 681.61 2.39 16.52 0.56 0.00
avgOptT * * 8.06 * 3.83 * 7.56 8.41
opt% 0.00 0.00 28.57 0.00 29.03 0.00 50.00 100.00
22 avgCost 38684.00 6448.18 5122.10 38551.60 5093.12 5796.93 5007.77 4983.00
err% 676.32 29.40 2.79 673.66 2.21 16.33 0.50 0.00
avgOptT * * 11.56 * 12.02 * 11.19 4.97
opt% 0.00 0.00 16.00 0.00 20.40 0.00 51.16 100.00
23 avgCost 40078.60 6828.48 5379.50 40078.60 5307.21 6075.53 5211.61 5193.00
err% 671.78 31.49 3.59 671.78 2.20 17.00 0.36 0.00
avgOptT * * 5.97 * 7.70 * 10.36 4.25
opt% 0.00 0.00 10.00 0.00 18.75 0.00 59.09 100.00
24 avgCost 44004.00 7793.16 5846.10 44150.30 5779.21 6658.66 5664.85 5643.00
err% 679.80 38.10 3.60 682.39 2.41 18.00 0.39 0.00
avgOptT * * 11.30 * 4.66 * 13.59 13.52
opt% 0.00 0.00 5.88 0.00 19.23 0.00 58.53 100.00
25 avgCost 46306.40 8110.76 6175.34 46147.70 6117.24 6948.15 5984.40 5953.00
err% 677.87 36.25 3.74 675.20 2.76 16.72 0.53 0.00
avgOptT * * 15.84 * 14.06 * 7.17 5.30
opt% 0.00 0.00 4.87 0.00 12.19 0.00 22.50 100.00
26 avgCost 46151.50 8913.48 6535.69 46218.00 6529.44 7408.07 6324.18 6298.00
err% 632.80 41.53 3.77 633.85 3.68 17.63 0.42 0.00
avgOptT * * 15.44 * 14.38 * 5.94 18.25
opt% 0.00 0.00 7.69 0.00 20.51 0.00 42.10 100.00
27 avgCost 48499.30 9545.76 6722.13 48274.80 6704.24 7816.04 6511.13 6478.00
err% 648.68 47.36 3.77 645.21 3.49 20.66 0.51 0.00
avgOptT * * 12.00 * 16.64 * 16.59 8.14
opt% 0.00 0.00 13.15 0.00 8.11 0.00 48.38 100.00
28 avgCost 50863.10 10273.10 7391.71 50648.40 7295.54 8428.57 7084.62 6980.00
err% 628.70 47.18 5.90 625.62 4.52 20.75 1.50 0.00
avgOptT * * * * * * 23.80 18.12
opt% 0.00 0.00 0.00 0.00 0.00 0.00 12.00 100.00
u redosledu opisanom u odeljku 5.4. U tabeli 6.5 je kori²¢ena oznaka ∗ za vrednosti
promenljive avgOptT koje se ne mogu izra£unati jer u posmatranom slu£aju algori-
tam nije prona²ao optimalna re²enja, a odgovaraju¢a vrednost promenljive opt% je
nula.
Na osnovu rezultata prikazanih u tabeli 6.5, moºe se zaklju£iti da BCO nije
dovoljno ekasan da bi formirao re²enja razmatranih primera koja se poklapaju
sa optimalnim. Prva tehnika popravke re²enja je previ²e jednostavna da bi vodila
ka generisanju visokokvalitetnih re²enja, prvenstveno jer se primenjuje samo nad
dostupnim dopustivim pozicijama brodova selektovanim ruletskom selekcijom iz ξ-
liste. Tre¢a tehnika popravke takoe ne daje dobre rezultate kad se primenjuje
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samostalno. Uzrok je u £injenici da nema razloga dozvoliti perturbacije i pove¢a-
nje tro²kova alokacije, ako se ta alokacija moºe popraviti pomeranjem brodova na
slobodne pozicije sa manjim tro²kovima u ξ-listi. Kombinacija prve i tre¢e tehnike
popravke formira kvalitetnija re²enja od re²enja generisanih samo sa tre¢om po-
pravkom, ali se optimum ne moºe dosegnuti. U pojedinim testovima, optimum je
dostignut kombinacijom prve i druge tehnike popravke, ali ne i u slu£aju instance
sa 28 brodova. Naime, optimum se moºe dosti¢i kombinacijom prve i druge teh-
nike popravke u slu£ajevima kada je razmotren pogodan redosled brodova i kada su
brodovi alocirani na pozicije tako da ne blokiraju ostale brodove prilikom pomera-
nja na jeftinije slobodne pozicije postoje¢e ili aºurirane ξ-liste. Meutim, redosled
brodova i povoljne pozicije nisu poznati unapred, ve¢ se mogu samo generisati na
slu£ajan na£in. Druga i tre¢a tehnika u kombinaciji sa BCO algoritmom, u nekim
slu£ajevima generi²u re²enje koje se poklapa sa optimalnim za sve testirane instance,
ali generalno, rezultati dobijeni na ovaj nacin jo² nisu zadovoljavaju¢eg kvaliteta.
Tek povezivanjem sve tri tehnike dobijaju se mnogo kvalitetnija re²enja posebno u
pogledu smanjenja procenta prose£ne gre²ke, uz malo pove¢anje prose£nog vremena
avgOptT. O£igledno, dobar pravac istraºivanja pri re²avanju problema dodele vezova
je razvoj ekasnih tehnika popravki re²enja za BCO algoritam.
Osim opisanih testova na realnim instancama, izvr²eno je i 50 dodatnih testova
nad generisanim instancama £ije dimenzije odgovaraju najve¢oj realnoj instanci
(l = 28, m = 12 i T = 54) sa ciljem ocene kvaliteta tehnika popravki re²enja i
da se utvrdi adekvatan redosled njihove primene. Instance su formirane na osnovu
specikacije brodova datih u tabeli 6.1.
Korak algoritma sastoji se od jedne iteracije BCO algoritma nad jednom test
instancom sa odabranim tipom BCO algoritma ozna£enim kao BCOType i vred-
nostima promenljivih B, NC, λ1, λ2 i λ3 postavljenim redom na 4, 2, 0.8, 0.0
i 0.2. Tip BCO algoritma je denisan brojem i kombinacijom kori²¢enih teh-
nika popravke re²enja. Promenljiva AlgN broji korake algoritma. Na kraju sva-
kog koraka algoritma, u pomo¢noj promenljivoj bestBCO memori²e se vrednost
funkcije cilja kompletnog re²enja sa najmanje tro²kova. Ako je generisano opti-
malno re²enje, broja£ OptN pove¢ava vrednost za 1 a odgovaraju¢e procesorsko
vreme kada je optimum formiran, sme²ta se u promenljivu optT . Izvr²avanje al-
goritma podrazumeva uzastopne pozive koraka algoritma dok se ne ispuni kri-
terijum zaustavljanja denisan maksimalnim vremenom izvr²avanja algoritma od
600 sekundi. Nakon izvr²avanja algoritma, ra£una se vrednost bestSolution kao
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min(bestBCO). Eksperiment se sastoji od deset uzastopnih izvr²avanja algoritma
za istu test instancu. Jedan test £ine uzastopni eksperimenti sa ksiranom vred-
no²¢u BCOType primenjeni nad 50 generisanih test instanci. Nakon svakog testa,
ra£unaju se srednje vrednosti tro²kova i srednje vrednosti tro²kova najboljih re²e-
nja kao avgCost = average(bestBCO) i avgBest = average(bestSolution). Osim
toga, nakon svakog testa ra£una se i avgOptT denisan kao average(optT ). Proce-
nat relativne gre²ke (100 · (avgCost− average(OPT ))/average(OPT )) prikazan je
u promenljivoj avgErr%. U slu£ajevima kada je vrednost promenljive opt% nula,
odgovaraju¢a vrednost avgOptT se ne moºe izra£unati. Zbog toga je za takve vred-
nosti avgOptT u tabeli 6.5 kori²¢ena oznaka ∗. Sve opisane promenljive i njihove
vrednosti prikazane su u tabeli 6.6, dok su istaknute najbolje vrednosti avgCost i
avgOptT .
Tabela 6.6: Uticaj tehnika popravke na kvalitet re²enja na skupu generisanih test
instanci
BCOTypes avgCost avgErr% avgBest avgOptT OptN AlgN
NoImpr 4366.41 1146.69 3270.70 * 0 4049
I 679.69 94.06 531.10 570.31 1 7352
II 429.28 22.57 400.64 36.12 596 7285
III 4355.29 1143.52 3173.08 * 0 7636
I+II 425.42 21.46 400.28 82.72 663 7205
I+III 502.75 43.55 421.48 85.28 25 5134
II+III 402.46 14.91 398.84 27.86 575 5520
All 350.24 0.00 350.24 28.86 833 833
Osnovni BCO algoritam, pro²iren tehnikama popravke I+II+III, moºe da gene-
ri²e optimalno re²enje u 100% svih testova. Poslednji red tabele 6.5, pokazuje da
za realne primere sa 28 brodova, samo BCO tipovi algoritama sa kombinacijama
II+III i I+II+III mogu da dostignu optimalna re²enja u bar jednom izvr²avanju
algoritma, dok su za generisane test instance uspe²ni i BCO tipovi algoritma sa
II tehnikom popravke i kombinacijom I+II. Analizom razmatranih generisanih test
primera identikovan je razlog ove pojave. U nekim primerima postoje male grupe
brodova kojima odgovaraju veliki pravougaonici i koji imaju sli£ne inicijalne re-
ferentne ta£ke, dok su svi ostali brodovi uniformno rasporeeni u ravni. Ako u
inicijalnoj fazi algoritam uspe²no odredi dobre pozicije vezivanja za velike brodove,
popravka II moºe da generi²e optimalno re²enje. Meutim, £ak i tada je procenat
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uspe²nosti manji od 10.5%. Tehnika popravke I i kombinacija tehnika I+III moºe
povremeno da nae optimum u malom broju eksperimenata, ²to dokazuje procenat
od samo 0.5% optimalnih re²enja. Osnovni BCO, i BCO u kombinaciji sa tre¢om
tehnikom popravke re²enja nije generisao optimalno re²enje ni u jednom testu. Na
osnovu izloºenih rezultata u tabeli 6.5, zaklju£uje se da tehnike popravke re²enja
imaju zna£ajan uticaj na ekasnost BCO algoritma i njegove performanse.
Slika 6.3: avgOptT za 50 generisanih test instanci
Slika 6.3 prikazuje distribuciju vrednosti promenljive avgOptT za 50 generisanih
test instanci nad kojima je primenjen predloºeni BCO algoritam pro²iren tehnikama
popravke re²enja. Najkra¢e vreme je bilo potrebno za re²avanje instance 41, jer je
za ovu instancu optimalno re²enje dostignuto za 7.95 sekundi u proseku. Algoritam
je pokazao najlo²ije performanse u slu£aju primera 17 i 31 kod kojih avgOptT iznosi
64.98 sekundi. U poslednjem redu tabele 6.6 prikazana je prose£na vrednost svih 50
vrednosti avgOptT predloºenog BCO algoritma, koja iznosi 28.86 sekundi. Vaºno je
primetiti da je 62% svih avgOptT vrednosti ispod 30 sekundi dok je £ak 94% manje
od 60 sekundi. O£igledno je da BCO moºe da nae optimalna re²enja test instanci
sli£nih realnim instancama u vrlo kratkom procesorskom vremenu.
6.1 Rezultati i poreenja za MCHBAP
Stati£ka varijanta alokacije brodova MCHBAP testirana je na dva skupa in-
stanci: realnim i generisanim. Poreenje rezultata na realnim test primerima dato
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je u tabeli 6.7. Prva kolona tabele 6.7 prikazuje broj brodova svake instance. Vred-
nost funkcije cilja (vrednost tro²kova alokacije) koja odgovara optimalnom re²enju
ozna£ena je sa Opt, i prikazana je u drugoj koloni tabele. Optimalne vrednosti
Opt dobijene su primenom egzaktnog re²ava£a iz rada [93]. Tre¢a kolona tabele 6.7
sadrºi promenljivu T koja odgovara vremenima (izraºenim u sekundama) neophod-
nim egzaktnom re²ava£u da generi²e optimalno re²enje (vaºno je primetiti da je
egzaktni re²ava£ testiran na mnogo boljoj platformi u odnosu na platformu na ko-
joj su testirane metaheuristike). Slede¢e dve kolone u tabeli 6.7 sadrºe rezultate
dobijene primenom evolutivnog algoritma EA: prose£na vrednost tro²kova (AvgC)
deset najboljih re²enja generisanih EA algoritmom i odgovaraju¢e prose£no mini-
malno procesorsko vreme (AvgT ) za koje je EA generisao najbolja re²enja. Rezultati
implementiranih cGA, BCO i GVNS metoda su prikazani na identi£an na£in kao i
za EA. Kako je VND deterministi£ke prirode, dve kolone koje se odnose na VND
sadrºe najniºe tro²kove (Best) iz jednog VND prolaza i odgovaraju¢e vreme izvr²a-
vanja VND algoritma T . Poslednji red tabele 6.7 ozna£en sa prosek sadrºi prose£ne
vrednosti predstavljenih rezultata po kolonama. Svi rezultati u tabeli 6.7 koji se
odnose na vremena izvr²avanja dati su u sekundama. Najbolji rezultati prikazani u
tabeli 6.7 su istaknuti (boldovani).
Tabela 6.7: Eksperimentalni rezultati za MCHBAP na realnim test primerima:
m = 12, T = 54
Egzaktni re²ava£ EA cGA BCO VND GVNS
l Opt T AvgC AvgT AvgC AvgT AvgC AvgT Best T AvgC AvgT
21 4779 4.22 4779 14.86 4779 1.57 4779 11.43 4779 0.50 4779 0.08
22 4983 6.14 4983 21.10 4983 1.53 4983 30.82 4983 0.55 4983 0.08
23 5193 8.14 5193 24.83 5193 3.74 5193 22.51 5193 0.61 5193 0.09
24 5643 8.43 5643 31.25 5643 3.10 5643 21.95 5643 0.66 5643 0.09
25 5953 15.00 5953 36.47 5953 4.17 5953 47.45 5953 0.67 5953 0.10
26 6298 64.88 6298 33.72 6298 8.52 6298 43.93 6298 0.83 6298 0.12
27 6478 66.28 6478 41.12 6478 7.38 6478 56.46 6478 0.89 6478 0.13
28 6980 326.77 6980 67.06 6980 10.06 6980 186.87 6980 0.95 6980 0.14
prosek: 5788.4 62.48 5788.4 33.80 5788.4 5.01 5788.4 52.68 5788.4 0.71 5788.4 0.10
Na osnovu rezultata prikazanih u tabeli 6.7, o£igledno je da su sve predloºene
metaheuristi£ke metode dostigle optimalno re²enje dobijeno egzaktnim re²ava£em iz
[93]. Osim toga, vaºno je ista¢i da su EA, cGA, BCO i GVNS formirale optimalno
re²enje u svih deset izvr²avanja algoritma. Sve metaheuristi£ke metode su nadma²ile
148
GLAVA 6. EKSPERIMENTALNI REZULTATI
egzaktni re²ava£ u odnosu na prose£no vreme izvr²avanja, dok su cGA, VND i
GVNS pokazali bolje performanse od egzaktnog re²ava£a na svakoj test instanci.
Meu £etiri predloºene metaheuristike, najkra¢e prose£no vreme izvr²avanja na svim
realnim test instancama ima GVNS. U tabeli 6.7 istaknuta su najkra¢a prose£na
vremena izvr²avanja za svaku test instancu.
Tabela 6.8 sadrºi poreenja rezultata predloºenih metaheuristi£kih metoda za
MCHBAP na generisanim test primerima. Egzaktni re²ava£ predloºen u radu [93]
nije mogao da re²i ove test instance do optimuma. Prva kolona tabele 6.8, ozna£ena
sa i, sadrºi redni broj test instance, dok se u drugoj koloni, ozna£enoj sa BK, nalazi
najmanja poznata vrednost tro²kova alokacije brodova za datu test instancu. Slede¢e
£etiri kolone se odnose na rezultate EA metaheuristike. U koloni Best prikazana je
najbolja vrednost ukupnih tro²kova dobijena nakon deset izvr²avanja EA algoritma.
Prose£ni ukupni tro²kovi AvgC i odgovaraju¢e prose£no minimalno vreme izvr²ava-
nja AvgT su prikazani u slede¢e dve kolone. U cilju merenja kvaliteta dobijenih EA
re²enja, u koloni G% prikazano je prose£no procentualno odstupanje generisanog
re²enja u odnosu na najbolje poznato re²enje, dobijeno kao 100 · AvgC−BK
BK
.
Rezultati za cGA, BCO i GVNS su u tabeli 6.8 prikazani analogno kao i u slu£aju
EA metode. Zbog deterministi£kih karakteristika VND algoritma, kolona AvgC je
za VND metodu izostavljena iz tabele 6.8, dok kolona T prikazuje vreme izvr²a-
vanja VND metode dobijeno u jednom prolazu. Posledi£no, prose£no procentualno
odstupanje generisanog re²enja VND metode se ra£una kao 100 · Best−BK
BK
. Da bi
se u tabeli 6.8 lak²e uo£ile metode sa najboljim performansama u odnosu na kva-
litet generisanog re²enja, za svaku instancu je istaknuto najbolje poznato re²enje.
Osim toga, za najbolju metodu u odnosu na vreme izvr²avanja, istaknuta su i naj-
kra¢a prose£na vremena izvr²avanja za svaku test instancu. Poslednji red tabele 6.8





























Tabela 6.8: Eksperimentalni rezultati za MCHBAP na generisanim test primerima: l = 35, m = 8, T = 112
EA cGA BCO VND GVNS
i BK Best AvgC AvgT G% Best AvgC AvgT G% Best T G% Best AvgC AvgT G% Best AvgC AvgT G%
1 717 717 717.0 104.44 0.00 717 717.0 152.99 0.00 718 718.0 143.75 0.14 717 21.16 0.00 717 717.0 1.04 0.00
2 491 491 491.3 369.58 0.06 491 491.0 22.23 0.00 491 491.0 54.00 0.00 493 1.91 0.41 491 491.7 49.61 0.14
3 683 683 683.6 280.23 0.09 683 683.0 51.28 0.00 683 683.0 51.80 0.00 683 22.47 0.00 683 683.0 1.09 0.00
4 554 554 554.0 148.58 0.00 554 554.0 60.83 0.00 554 554.0 237.64 0.00 554 162.91 0.00 554 555.8 42.95 0.32
5 594 594 594.0 63.59 0.00 594 594.0 39.59 0.00 594 594.0 40.41 0.00 594 121.67 0.00 594 594.0 6.48 0.00
6 486 486 486.0 115.40 0.00 486 486.0 24.04 0.00 486 486.0 41.42 0.00 492 2.38 1.23 486 486.0 201.44 0.00
7 543 543 543.0 133.57 0.00 543 543.0 16.55 0.00 543 543.0 34.09 0.00 543 203.13 0.00 543 543.0 21.81 0.00
8 554 554 554.0 351.20 0.00 554 554.0 34.80 0.00 554 554.0 52.30 0.00 554 3.02 0.00 554 554.0 0.19 0.00
9 531 531 532.4 364.74 0.26 531 531.0 76.11 0.00 531 531.0 34.84 0.00 537 1.86 1.13 531 532.2 15.73 0.23
10 486 486 486.3 304.19 0.06 486 486.0 100.47 0.00 486 486.0 42.31 0.00 486 2.00 0.00 486 486.0 0.14 0.00
11 480 480 480.3 82.47 0.06 480 480.0 12.43 0.00 480 480.0 190.81 0.00 480 1.92 0.00 480 480.0 0.14 0.00
12 573 573 573.3 272.73 0.05 573 573.0 66.39 0.00 573 573.0 145.77 0.00 578 2.73 0.87 573 575.3 327.26 0.40
13 520 520 520.0 115.42 0.00 520 520.0 45.84 0.00 520 520.0 47.23 0.00 520 9.52 0.00 520 520.0 94.45 0.00
14 557 557 557.0 116.96 0.00 557 557.0 57.83 0.00 557 557.0 59.77 0.00 569 5.02 2.15 557 560.6 179.80 0.65
15 627 627 631.8 266.14 0.77 627 627.0 32.95 0.00 627 627.0 124.95 0.00 627 6.47 0.00 627 627.0 0.37 0.00
16 479 479 479.0 125.14 0.00 479 479.0 14.02 0.00 479 479.0 26.28 0.00 479 385.70 0.00 479 479.0 8.49 0.00
17 452 452 452.0 135.09 0.00 452 452.0 31.03 0.00 452 452.0 20.62 0.00 452 71.25 0.00 452 452.0 9.77 0.00
18 595 595 595.0 134.57 0.00 595 595.0 38.77 0.00 595 595.0 43.64 0.00 595 6.22 0.00 595 595.0 0.34 0.00
19 580 580 580.1 159.45 0.02 580 580.0 90.29 0.00 580 580.0 53.67 0.00 582 104.80 0.34 580 584.6 349.92 0.79
20 577 577 577.0 309.37 0.00 577 577.0 26.97 0.00 577 577.0 150.28 0.00 583 149.70 1.04 577 581.8 38.16 0.83
21 623 623 623.0 131.14 0.00 623 623.0 28.20 0.00 623 623.0 34.84 0.00 623 78.16 0.00 623 623.0 34.33 0.00
22 495 495 495.3 354.55 0.06 495 495.0 30.26 0.00 495 495.0 110.23 0.00 496 4.28 0.20 495 495.8 20.87 0.16
23 459 459 459.0 138.90 0.00 459 459.0 32.27 0.00 459 459.0 108.55 0.00 459 225.39 0.00 459 459.0 23.85 0.00
24 514 514 514.0 139.03 0.00 514 514.0 148.42 0.00 514 514.0 40.03 0.00 514 121.97 0.00 514 514.0 21.70 0.00
25 613 613 613.0 134.45 0.00 613 613.0 112.82 0.00 613 613.0 104.45 0.00 645 512.64 5.22 613 628.2 190.54 2.48
26 477 477 477.0 148.93 0.00 477 477.0 27.62 0.00 477 477.0 35.94 0.00 477 108.45 0.00 477 477.0 40.15 0.00
27 517 517 517.0 144.85 0.00 517 517.0 18.73 0.00 517 517.0 48.69 0.00 517 2.84 0.00 517 517.0 0.18 0.00
28 517 517 517.0 209.62 0.00 517 517.0 214.09 0.00 517 517.0 27.19 0.00 634 560.95 22.63 517 517.0 21.05 0.00
29 464 464 464.0 132.01 0.00 464 464.0 16.74 0.00 464 464.0 55.52 0.00 467 2.25 0.65 464 464.3 147.64 0.06
30 592 592 592.0 330.95 0.00 592 592.0 35.27 0.00 592 592.0 32.02 0.00 592 1.81 0.00 592 592.0 0.13 0.00
31 665 665 665.2 229.23 0.03 665 665.0 63.55 0.00 665 665.0 200.38 0.00 675 196.95 1.50 665 672.0 178.60 1.05
32 495 495 495.0 183.15 0.00 495 495.0 31.09 0.00 495 495.0 90.05 0.00 495 172.83 0.00 495 495.0 66.54 0.00
33 481 481 481.0 153.04 0.00 481 481.0 31.88 0.00 481 481.0 48.23 0.00 481 6.94 0.00 481 481.0 14.78 0.00
34 539 539 539.0 231.52 0.00 539 539.0 26.06 0.00 539 539.0 58.23 0.00 539 160.14 0.00 539 539.0 7.02 0.00





























Tabela 6.9: Eksperimentalni rezultati za MCHBAP na generisanim test primerima: l = 35, m = 8, T = 112
(nastavak)
EA cGA BCO VND GVNS
i BK Best AvgC AvgT G% Best AvgC AvgT G% Best AvgC AvgT G% Best T G% Best AvgC AvgT G%
36 522 522 522.6 253.14 0.11 522 522.0 20.76 0.00 522 522.0 199.94 0.00 522 55.52 0.00 522 522.0 15.94 0.00
37 467 467 467.0 318.14 0.00 467 467.0 17.30 0.00 467 467.0 342.61 0.00 467 1.83 0.00 467 467.0 0.13 0.00
38 479 479 480.4 254.55 0.29 479 479.0 22.32 0.00 479 479.0 63.61 0.00 518 6.66 8.14 479 483.5 109.43 0.94
39 534 534 534.0 136.48 0.00 534 534.0 110.91 0.00 534 534.0 136.67 0.00 534 40.56 0.00 534 534.0 2.99 0.00
40 574 574 575.5 114.58 0.26 574 574.0 33.40 0.00 574 574.0 213.41 0.00 574 1.25 0.00 574 574.0 58.36 0.00
41 554 554 555.5 477.55 0.27 554 554.0 28.64 0.00 554 554.0 60.45 0.00 563 237.05 1.62 554 560.7 377.57 1.21
42 448 448 448.0 142.48 0.00 448 448.0 10.00 0.00 448 448.0 35.55 0.00 448 1.77 0.00 448 448.0 0.13 0.00
43 529 529 534.0 590.94 0.95 529 529.0 33.01 0.00 529 529.0 35.47 0.00 529 151.89 0.00 529 532.9 43.75 0.74
44 553 553 553.0 209.99 0.00 553 553.0 71.17 0.00 553 553.0 62.02 0.00 553 34.20 0.00 553 554.2 108.80 0.22
45 478 478 478.0 134.73 0.00 478 478.0 21.90 0.00 478 478.0 72.12 0.00 478 1.86 0.00 478 478.0 0.13 0.00
46 575 575 575.0 230.33 0.00 575 575.0 153.35 0.00 575 575.0 109.73 0.00 575 119.75 0.00 575 575.1 94.92 0.02
47 554 554 558.2 386.90 0.76 554 554.0 35.71 0.00 554 554.0 90.06 0.00 554 256.53 0.00 554 563.3 226.79 1.68
prosek: 538.8 538.8 539.3 212.77 0.087 538.8 538.8 50.90 0.000 538.9 538.9 86.29 0.003 544.1 92.63 1.003 538.8 540.3 67.14 0.254
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Iz rezultata prikazanih u tabeli 6.8, moºe se videti da EA, cGA i GVNS dostiºu
najbolja poznata re²enja za sve test instance. BCO metoda nije uspela da gene-
ri²e najbolje poznato re²enje samo u slu£aju prve test instance, dok VND nije bio
uspe²an u 14 od 47 slu£ajeva. Osim toga, VND ima najve¢e prose£no procentualno
odstupanje generisanog re²enja u odnosu na najbolje poznato re²enje. Kao ²to se
vidi iz odgovaraju¢ih vrednosti u G% koloni, BCO je uspeo da generi²e najbolje
poznato re²enje u svih deset prolaza algoritma za sve generisane instance, sem u
slu£aju prve. Predloºene EA, BCO i GVNS implementacije imaju male vrednosti
prose£nog procentualnog odstupanja generisanog re²enja, ali se na osnovu poreenja
vrednosti u G% koloni moºe zaklju£iti da je BCO ne²to pouzdanija metoda. Isti za-
klju£ak se moºe izvesti i u odnosu na vrednosti prose£nih tro²kova AvgC, odnosno,
BCO u proseku daje re²enja sa najniºim vrednostima funkcije cilja u odnosu na EA
i GVNS. Meutim, cGA pokazuje najbolje rezultate u odnosu na prose£ne tro²kove
AvgC i u odnosu na prose£no procentualno odstupanje formiranih re²enja G%.
Najbolje rezultate u odnosu na prose£no minimalno procesorsko vreme pokazuje
cGA, a zatim slede GVNS, BCO, VND i EA. Prose£no minimalno procesorsko vreme
za cGA, GVNS, BCO, VND i EA je 50.90, 67.14, 86.29, 92.63 i 212.77 sekundi, u
datom redosledu. Odnosno, moºe se re¢i da je cGA za MCHBAP 31.91% brºi od
GVNS metode, 69.52% brºi od BCO metode, 81.99% brºi od VND metode i 318.01%
brºi od EA algoritma.
Na osnovu prikazanih eksperimentalnih rezultata za MCHBAP, moºe se zaklju-
£iti da je u odnosu na vremena potrebna za generisanje najboljih re²enja cGA supe-
riornija metoda u odnosu na ostale predloºene metaheuristi£ke metode za MCHBAP
na generisanim test instancama. Predloºena GVNS metoda je najbolja na realnim
test instancama iz literature, a cGA je sledi sa prose£nim vremenom izvr²avanja
od 5.01 sekunde. Imaju¢i u vidu da i ostale metaheuristi£ke metode imaju malo
prose£no procentualno odstupanje od najboljeg formiranog re²enja, i da su perfor-
manse cGA algoritma dobre na obe klase test instanci, cGA se moºe smatrati za
najpogodniju metodu za re²avanje stati£kog MCHBAP-a.
6.2 Rezultati i poreenja za DMCHBAP
Pretraºuju¢i postoje¢u literaturu o varijantama BAP-a i analiziraju¢i pregledne
radove koje se odnose na ove probleme, moºe se uo£iti da je rad Umanga i sar. [171]
jedini rad koji se bavi hibridnom varijantom dinami£kog alociranja brodova. Autori
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su razmatrali hibridni BAP u lukama rasutog tereta sa ciljem minimizacije ukupnog
vremena obrade brodova, primenom optimizacije ²kripe¢eg to£ka (SWO). Predlo-
ºeni SWO algoritam iz rada [171] ne moºe se direktno primeniti na DMCHBAP
razmatran u ovoj disertaciji, imaju¢i u vidu da je funkcija cilja DMCHBAP-a razli-
£ita od funkcije cilja u radu [171]. Osim toga i tip tereta je razli£it, jer DMCHBAP
uklju£uje kontejnerski teret.
Slede¢i ideje iz rada Umanga i sar. [171], razvijeno je nekoliko razli£itih varijanti
SWO algoritma prilagoenih za re²avanje DMCHBAP-a. Sve varijante SWO algo-
ritma polaze od dopustivog re²enja koje se dinami£ki menja na osnovu prioriteta
brodova. Brodovi sa ve¢im tro²kovima u trenutnom re²enju imaju ve¢i prioritet,
odnosno, ve¢u verovatno¢u da budu ranije izabrani u narednoj alokaciji brodova.
Nakon formiranja po£etnog re²enja, svi brodovi se sortiraju u nerastu¢i redosled
tro²kova trenutne alokacije. Brodovi se redom alociraju na dopustive pozicije oda-
brane ruletskom selekcijom na osnovu tro²kova alokacije. U slu£aju kada ovako
opisana alokacija vodi ka nedopustivom re²enju, formira se novo slu£ajno generi-
sano po£etno re²enje. U suprotnom, ako alokacija vodi ka kompletnom dopustivom
re²enju, algoritam zapo£inje novu iteraciju tako ²to ponovo sortira brodove i dode-
ljuje im nove prioritete. Kao i kod ostalih metaheuristika, kriterijum zaustavljanja
za SWO metodu je maksimalno vreme izvr²avanja od 10 minuta. SWO algoritam
je implementiran u Wolfram Mathematica v8.0 programskom jeziku i testiran je na
istoj platformi kao i predloºene metaheuristike. Na svakoj test instanci SWO je te-
stiran 10 puta. U nastavku ovog odeljka, prikazani su samo rezultati najbolje SWO
varijante.
Dinami£ka varijanta alokacije brodova, DMCHBAP, je testirana na £etiri klase
generisanih test instanci. U tabelama 6.10 i 6.11 prikazani su rezultati poreenja
CPLEX re²ava£a i implementiranih metaheuristi£kih metoda za DMCHBAP na pr-
voj klasi test instanci. Prva kolona tabele 6.10, ozna£ena sa Klasa sadrºi dimenziju
instance u formi m × T − l, gde m predstavlja broj vezova, T prikazuje broj vre-
menskih jedinica u horizontu planiranja, dok je sa l ozna£en broj brodova. Druga
kolona sadrºi identikator (indeks) svake instance u odgovaraju¢oj klasi. Slede¢e
dve kolone se odnose na rezultate CPLEX re²ava£a, i sadrºe vrednost funkcije ci-
lja optimalnog re²enja OPT i odgovaraju¢e vreme izvr²avanja dato u sekundama,
ozna£eno sa Time. Rezultati koji se odnose na najbolju SWO varijantu su prika-
zani u slede¢e £etiri kolone. U koloni Best data je vrednost najmanjih ukupnih
tro²kova dobijena nakon deset izvr²avanja SWO metode, dok slede¢e dve kolone sa-
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drºe prose£ne vrednosti ukupnih tro²kova AvgC i prose£no vreme izvr²avanja AvgT,
dobijene na osnovu deset izvr²avanja. Da bi se odredio kvalitet generisanih SWO
re²enja, u koloni G% je prikazano prose£no procentualno odstupanje koje se ra£una
po formuli 100 · AvgC−OPT
OPT
. Slede¢e tri kolone tabele 6.10 sadrºe rezultate koji se
odnose na VND metaheuristiku. Kolona Best sadrºi vrednost ukupnih tro²kova za
najbolje generisano re²enje problema, dok kolona Time prikazuje procesorsko vreme
(izraºeno u sekundama) potrebno da VND metoda generi²e najbolje re²enje. Pro-
centualno odstupanje G% najboljeg VND re²enja od najboljeg poznatog se ra£una
prema formuli 100 · Best−OPT
OPT
. Rezultati za MS-VND, GVNS i SVNS u tabeli 6.10,
prikazani su na isti na£in kao i za SWO metodu. Poslednji red tabele 6.10 pred-
stavlja prose£ne vrednosti svih predstavljenih rezultata po kolonama. Radi lak²eg
uo£avanja metode sa najboljim performansama u odnosu na kvalitet re²enja, u ta-
beli 6.10 je istaknuto najbolje poznato (optimalno) re²enje za svaku instancu. Osim
toga, u tabeli 6.10 je istaknuto je i najbolje prose£no procesorsko vreme za metodu
sa najboljim performansama u odnosu na vreme izvr²avanja.
Na osnovu rezultata prikazanih u tabeli 6.10, moºe se uo£iti da sve £etiri metahe-
uristike zasnovane na lokalnom pretraºivanju, za svaki test primer malih dimenzija,
generi²u optimalno re²enje dobijeno CPLEX re²ava£em. Najbolju stabilnost po-
kazuje SVNS metoda sa prose£nim procentualnim odstupanjem od 0%. Drugim
re£ima, SVNS je dostigao optimalno re²enje u svih deset izvr²avanja za svaku test
instancu. Rezultati iz kolone G% ukazuju da su MS-VND i GVNS metode ta-
koe stabilne, sa odgovaraju¢im prose£nim procentualnim odstupanjima od 0.03%
i 0.09%. Metoda ²kripe¢eg to£ka je pokazala lo²e performanse na skupu instanci
malih dimenzija. Re²enja SWO metode su daleko od optimalnih vrednosti za sve
razmatrane test primere. Re²enja najbolje varijante SWO metode odstupaju od
optimalne vrednosti za £ak 79.68%.
U odnosu na vremena izvr²avanja, GVNS metoda je najbrºe generisala najbolja
re²enja, a za njom slede VND, SVNS i MS-VND, dok je SWO najsporija metoda.
Svih pet predloºenih metaheuristika su zna£ajno brºe u odnosu na CPLEX re²ava£,
kojem je u proseku potrebno 2436.81 sekundi da generi²e optimalno re²enje na test
primerima iz prvog skupa instanci. Prose£na vremena izvr²avanja predloºenih VNS
metaheuristika su: 15.74 s za GVNS, 19.58 s za VND, 25.44 s za SVNS i 77.34 s
za MS-VND, dok je SWO metodi potrebno prose£no 241.40 s da generi²e najbolje
re²enje. Drugim re£ima, predloºeni GVNS je vi²e od 154 puta brºi od CPLEX-a,
dok je 1.24, 1.62, 4.91 i 15.34 puta brºi od VND, SVNS, MS-VND i SWO metode,
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u tom redosledu.
Na osnovu rezultata prikazanih u tabeli 6.10, o£igledno je da £ak i najbolja vari-
nata SWO metode nema zadovoljavaju¢e rezultate u odnosu na kvalitet DMCHBAP
re²enja i u odnosu na vreme izvr²avanja na instancama iz prve grupe, koje su malih
dimenzija. Zbog toga je SWO isklju£en iz narednih eksperimenata na instancama
ve¢ih dimenzija.
Tabela 6.11 sadrºi poreenja rezultata CPLEX re²ava£a i predloºenih varijanti
VNS metode, na skupu najve¢ih primera iz prve klase instanci, koje karakteri²u
dimenzije m = 8, T = 25, l = 25. Imaju¢i u vidu da se odluke u luci donose veoma
brzo (na nivou minuta), za ovaj skup instanci je izvr²avanje CPLEX-a vremenski
ograni£eno na 1 sat.
Prva kolona tabele 6.11 sadrºi specikaciju test primera, dok druga kolona, ozna-
£ena sa BK, sadrºi najbolju poznatu vrednost funkcije cilja dobijenu CPLEX-om
ili nekom od predloºenih VNS metaheuristika. Slede¢e dve kolone se odnose na
CPLEX re²ava£ i sadrºe donje i gornje ograni£enje vrednosti funkcije cilja opti-
malnog re²enja. Ostatak tabele 6.11 prikazuje rezultate predloºenih VNS metoda:
VND, MS-VND, GVNS i SVNS. Rezultati ovih metaheuristika su prikazani na isti
na£in kao u slu£aju tabele 6.10. Poslednji red tabele 6.11 je prosek i sadrºi prose£ne
vrednosti rezltata prikazanih u kolonama.
Rezultati prikazani u tabeli 6.11 pokazuju da su sve £etiri predloºene VNS me-
taheuristike pobolj²ale gornje granice dobijene CPLEX-om, osim u slu£aju jedne
instance kada se najbolje re²enje £etiri metaheuristike poklapa sa gornjom granicom
optimalnog re²enja koju je vratio CPLEX. Kao i u slu£aju test instanci manjih di-
menzija iz prvog skupa i za skup instanci prvog skupa sa dimenzijom 8x25-25, VND
i SVNS pokazuju najbolju stabilnost, sa prose£nim procentualnim odstupanjima od
0.11% i 0.47%. Za MS-VND i GVNS metode, vrednosti za G% su redom 1.04% i
2.42%, ²to ukazuje da ove dve VNS metode takoe imaju dobru stabilnost. U pro-
seku, VND se pokazao kao najbrºi metod na prvom skupu instanci ve¢ih dimenzija,
a zatim slede GVNS, SVNS i MS-VND. Prose£na vremena izvr²avanja predloºenih
VNS metaheuristika su: 30.75 s za VND, 103.47 s za GVNS, 129.36 s za SVNS i
178.63 s za MS-VND. To zna£i da je predloºeni VND 3.36, 4.21 i 5.81 puta brºi od





























Tabela 6.10: Rezultati dobijeni CPLEX re²ava£em i SWO i VNS meteheuristikama za DMCHBAP na prvoj klasi test instanci
(m = 8, T = 15, 20, l = 10, 15, 20)
CPLEX SWO VND MS-VND GVNS SVNS
Klasa i OPT Time Best AvgC AvgT G% Best Time G% Best AvgC AvgT G% Best AvgC AvgT G% Best AvgC AvgT G%
8x15-10 1 369 40.03 465 483.9 143.52 31.14 369 97.31 0.00 369 369 97.25 0.00 369 369 9.86 0.00 369 369 9.66 0.00
2 208 10.90 291 332.1 270.82 59.66 208 0.10 0.00 208 208 0.10 0.00 208 208 0.02 0.00 208 208 0.01 0.00
3 188 18.19 303 332.9 171.51 77.07 188 13.69 0.00 188 188 13.82 0.00 188 188 1.39 0.00 188 188 1.41 0.00
4 180 18.36 340 398.5 293.66 121.39 180 0.28 0.00 180 180 0.26 0.00 180 180 0.03 0.00 180 180 0.03 0.00
5 225 12.48 360 396.7 227.04 76.31 225 0.12 0.00 225 225 0.12 0.00 225 225 0.02 0.00 225 225 0.02 0.00
8x15-15 1 360 1402.45 614 641.5 169.84 78.19 360 2.95 0.00 360 360 104.26 0.00 360 360 36.67 0.00 360 360 54.13 0.00
2 269 486.57 511 576.5 233.45 114.31 269 0.83 0.00 269 269 28.20 0.00 269 269 12.68 0.00 269 269 12.06 0.00
3 362 203.32 527 551 222.75 52.21 362 32.00 0.00 362 362 55.21 0.00 362 362 18.40 0.00 362 362 13.85 0.00
4 404 547.02 624 680.1 183.04 68.34 404 1.22 0.00 404 404 26.58 0.00 404 404 21.95 0.00 404 404 37.94 0.00
5 553 1500.74 719 790.8 227.08 43.00 553 5.14 0.00 553 553 3.62 0.00 553 553 11.08 0.00 553 553 2.69 0.00
8x20-20 1 565 4323.16 856 986.2 275.29 74.55 565 5.22 0.00 565 565 5.13 0.00 565 565 0.54 0.00 565 565 0.53 0.00
2 416 5391.39 731 850.9 362.84 104.54 416 6.81 0.00 416 416 93.05 0.00 416 416 25.31 0.00 416 416 37.55 0.00
3 392 4732.67 799 862.1 292.24 119.92 392 23.81 0.00 392 392.6 266.54 0.15 392 392 43.38 0.00 392 392 53.53 0.00
4 509 3214.67 923 958.8 251.23 88.37 509 84.38 0.00 509 509.1 177.48 0.02 509 509 13.38 0.00 509 509 18.97 0.00
5 600 14650.23 1034 1117.5 296.70 86.25 600 19.84 0.00 600 602 288.54 0.33 600 608.4 41.34 1.40 600 600 139.15 0.00
prosek: 373.33 2436.81 606.47 663.97 241.40 79.68 373.33 19.58 0.00 373.33 373.51 77.34 0.03 373.33 373.89 15.74 0.09 373.33 373.33 25.44 0.00
Tabela 6.11: Rezultati dobijeni CPLEX re²ava£em i VNS meteheuristikama za DMCHBAP na prvoj klasi test instanci
(m = 8, T = 25, l = 25)
CPLEX VND MS-VND GVNS SVNS
Klasa i BK LB UB Best Time G% Best AvgC AvgT G% Best AvgC AvgT G% Best AvgC AvgT G%
8x25-25 1 505 395 534 505 49.93 0.00 505 505.00 115.64 0.00 505 505.00 7.16 0.00 505 505.00 45.28 0.00
2 645 349 887 646 43.59 0.16 645 660.80 285.09 2.45 646 657.00 181.34 1.86 645 647.20 137.45 0.34
3 395 346 395 395 12.26 0.00 395 395.00 6.23 0.00 395 395.00 88.41 0.00 395 395.00 27.76 0.00
4 474 376 485 474 41.25 0.00 474 481.70 114.96 1.62 474 494.40 92.58 4.30 474 479.70 213.03 1.20
5 508 318 667 510 6.71 0.39 508 513.8 371.24 1.14 508 538.1 147.87 5.93 508 512.1 223.28 0.81
prosek: 505.40 356.80 593.60 506.00 30.75 0.11 505.40 511.26 178.63 1.04 505.60 517.90 103.47 2.42 505.40 507.80 129.36 0.47156
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Tabele 6.12, 6.13 i 6.14 prikazuju rezultate testiranja na drugom, tre¢em i £e-
tvrtom skupu instanci. Ove tri klase test primera sadrºe instance ve¢ih dimenzija
koje CPLEX nije re²io do optimalnosti. Zbog toga, tabele 6.12, 6.13 i 6.14 sadrºe
samo poreenja rezultata predloºenih metaheuristika za re²avanje DMCHBAP-a,
odnosno rezultate dobijene sa BCOi, cGA, VND, MS-VND, GVNS i SVNS meto-
dom. Prva kolona tabele 6.12 sadrºi broj brodova l. Druga kolona, koja ima naziv i,
prikazuje indeks posmatrane instance, dok se tre¢a kolona sa nazivom BK, odnosi
na najbolju poznatu vrednost tro²kova. Rezultati za BCOi, cGA, VND, MS-VND,
GVNS i SVNS su prikazani na isti na£in kao i u tabeli 6.10. Kako optimalno re-
²enje za ove instance nije poznato, prose£no procentualno odstupanje G% za VND
se ra£una kao 100 · Best−BK
BK
, dok se G% za BCOi, cGA, MS-VND, GVNS i SVNS
ra£una po formuli 100 · AvgC−BK
BK
. U tabeli 6.12 su istaknuta najbolja poznata re-
²enja i najkra¢a vremena izvr²avanja predloºenih metoda za svaku test instancu.
Tabele 6.13 i 6.14 imaju istu strukturu kao tabela 6.12, i sadrºe poreenja rezultata
predloºenih metaheuristika pri re²avanju DMCHBAP primera iz tre¢eg i £etvrtog
skupa instanci.
Kao ²to se vidi iz tabele 6.12, BCOi i cGA su dobili najbolje poznato re²enje za
sve primere iz druge klase instanci. Osim toga cGA je generisao najbolje poznato
re²enje u svih deset prolaza za sve instance ove klase, dok je BCOi u svih deset
izvr²avanja algoritma uspeo da generi²e najbolje re²enje za 26 od 30 test instanci.
Drugim re£ima, prose£no procentualno odstupanje cGA i BCOi metode od najboljeg
re²enja je redom 0.00% i 0.01%. Od 30 test instanci iz drugog skupa, VND, MS-
VND, GVNS i SVNS su generisali najbolje poznato re²enje u 12, 12, 15 i 22 primera.
Meutim, i pored toga, prose£na procentualna odstupanja od najboljeg re²enja za
ove metode su veoma mala: 3.30% za VND, 3.57% za MS-VND, 2.56% za GVNS
i 1.08% za SVNS. U odnosu na prose£no minimalno vreme izvr²avanja, najbolje
performanse pokazuje MS-VND, a zatim slede GVNS, VND, cGA, BCOi i SVNS.
Odgovaraju¢a prose£na minimalna vremena izvr²avanja su redom 3.74, 5.37, 8.55,
33.38, 48.60 i 74.35 sekundi. To zna£i da je MS-VND 1.44 puta brºi od GVNS
metode, 2.29 puta brºi od VND metode, 8.92 puta brºi od cGA, 12.99 puta brºi od
BCOi i 19.88 puta brºi od SVNS metode.
Rezultati prikazani u tabeli 6.13 na test instancama ve¢ih dimenzija iz tre¢e
grupe, pokazuju da cGA ostaje superioran metod u pogledu kvaliteta re²enja, u
poreenju sa ostalih pet predloºenih metoda. Predloºeni kombinovani GA je gene-
risao najbolje re²enje najmanje jednom u deset izvr²avanja za svaki test primer iz
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tre¢e klase instanci. BCOi je formirao najbolje re²enje u svih deset izvr²avanja u
22 od 30 primera, dok je SVNS bio uspe²an u svih deset izvr²avanja na 19 od 30
primera iz tre¢eg skupa. Predloºeni cGA samo u slu£aju tri od 30 test instanci ne
dostiºe najbolje poznato re²enje u svakom izvr²avanju. U slu£aju instance l = 55 i
i = 3 iz tre¢eg skupa test primera, BCOi, MS-VND, GVNS i SVNS imaju prose£nu
vrednost tro²kova AvgC = 1129.00 (²to odgovara najboljem re²enju), dok je cGA
formirao neznatno lo²ije re²enje sa prose£nom vredno²¢u tro²kova AvgC = 1130.00.
Za instancu l = 60 i i = 2 iz istog skupa primera, SVNS je jedini pokazao bolje
performanse u poreenju sa cGA u odnosu na kvalitet prose£nih tro²kova. U slu£aju
instance l = 60 i i = 2, SVNS je generisao prose£ne tro²kove jednake najboljim tro-
²kovima AvgC = 1167.00 dok cGA ima neznatno ve¢u vrednost AvgC = 1167.10.
Tre¢i slu£aj kada predloºeni cGA ne generi²e u svakom izvr²avanju najbolje re²enje
je za instancu l = 60 and i = 5, ali u tom slu£aju cGA ima najbolje prose£ne tro-
²kove AvgC = 1135.30. Predloºeni BCOi i SVNS imaju sli£ne performanse: BCOi
generi²e bar jednom najbolje re²enje u 28 od 30 instanci dok SVNS generi²e najbolje
re²enje u 24 od 30 primera. Drugu grupu metoda sa sli£nim performansama u po-
gledu kvaliteta re²enja £ine VND, MS-VND i GVNS. VND generi²e najbolje re²enje
u 16 od 30 slu£ajeva, MS-VND u 15 od 30 primera i GVNS u 21 od 30 primera.
Sve predloºene metode imaju malo prose£no procentualno odstupanje od najboljeg
re²enja: 0.01% za cGA, 0.04% za BCOi, 0.80% za SVNS, 1.32% za GVNS, 1.67%
za VND i 1.84% za MS-VND. Najkra¢e vreme izvr²avanja ima MS-VND sa 8.38
s, a zatim slede VND (13.84 s), GVNS (14.06 s), cGA (41.14 s), BCOi (43.35 s)
i SVNS (45.49 s). Dakle, MS-VND je 1.65 puta brºi od VND, 1.68 puta brºi od
GVNS, 4.91 puta brºi od cGA, 5.17 puta brºi od BCOi i 5.43 puta brºi od SVNS.
Na osnovu prikazanih rezultata eksperimenata, moºe se uo£iti da su prose£na
procentualna odstupanja od najboljeg re²enja kao i vremena izvr²avanja predloºe-
nih algoritama vrlo mala za sve implementirane metode, i zbog toga se sve pre-
dloºene metode mogu smatrati pogodnim za re²avanje DMCHBAP-a. Meutim, u
odnosu na kvalitet generisanih re²enja, na obe klase test instanci najbolje perfor-
manse pokazuje cGA, dok MS-VND generi²e kvalitetna re²enja u kratkom vremenu
izvr²avanja.
Rezultati i poreenja predloºenih metaheuristika na £etvrtom skupu instanci,
koje imaju najve¢u dimenziju, dati su u tabeli 6.14. Ove test instance su ujedno i
najkomplikovanije, jer sa porastom broja brodova, raste i stepen njihove konikt-
nosti. Naime, sve vi²e brodova pretenduje na iste referentne ta£ke, ²to u velikoj
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meri komplikuje ekasno alociranje brodova. Rezultati prikazani u tabeli 6.14 poka-
zuju da svih ²est metoda zadrºavaju stabilne performanse sa pove¢anjem dimenzije
problema. Predloºeni cGA u 32 od 40 testiranih instanci iz £etvrte grupe generi²e
najbolje re²enje, a u slu£aju 10 instanci generi²e najbolje re²enje u svih deset izvr-
²avanja. U proseku, najbrºi metod je VND (77.75 s), meutim, ova metaheuristika
ima najve¢e prose£no procentualno odstupanje od najboljeg re²enja (4.80%) u od-
nosu na ostale metode. Meutim, i ostalih pet predloºenih metoda takoe imaju
mala vremena izvr²avanja, bez zna£ajnih razlika. Vremena izvr²avanja za BCOi,
cGA, MS-VND, GVNS i SVNS, se nalaze u intervalu izmeu 111.30 s i 138.63 s. U
proseku, VND je 1.43 puta brºi od cGA, 1.50 puta brºi od GVNS, 1.59 puta brºi
od SVNS, 1.70 puta brºi od BCOi i 1.78 puta brºi od MS-VND, na instancama
iz £etvrte klase. Predloºene populacione metode, cGA i BCOi, pokazuju najbolje
performanse u pogledu stabilnosti, jer su prose£na procentualna odstupanja od naj-
boljeg re²enja 1.63% i 1.88%. Meutim, i implementirane VNS metode imaju vrlo
mala odstupanja od najboljeg re²enja (sve vrednosti G% su ispod 5%).
Rezultati prikazani u tabeli 6.14 pokazuju da sve predloºene metode za re²avanje
DMCHBAP-a, ostaju stabilne i pokazuju dobre performanse kad se primene na te²ke
test instance sa velikim brojem alociranih brodova. Ovi rezultati potvruju da sve
predloºene metaheuristike predstavljaju pogodne metode za re²avanje DMCHBAP-
a. Sve metode daju re²enja sa malim odstupanjem od najboljih vrednosti, dok






























Tabela 6.12: Rezultati dobijeni BCOi, cGA i VNS meteheuristikama za DMCHBAP na drugoj klasi test instanci
(m = 8, T = 112, l = 35, 40, 45)
BCOi cGA VND MS-VND GVNS SVNS
l i BK Best AvgC AvgT G% Best AvgC AvgT G% Best T ime G% Best AvgC AvgT G% Best AvgC AvgT G% Best AvgC AvgT G%
35 1 527 527 527.00 49.80 0.00 527 527.00 27.97 0.00 527 8.25 0.00 527 527.00 3.53 0.00 527 527.00 11.23 0.00 527 527.00 5.41 0.00
2 711 711 711.00 0.21 0.00 711 711.00 6.47 0.00 711 0.66 0.00 711 711.00 0.27 0.00 711 711.00 0.15 0.00 711 711.00 0.08 0.00
3 973 973 973.00 0.19 0.00 973 973.00 5.58 0.00 973 0.63 0.00 973 973.00 0.25 0.00 973 973.00 0.15 0.00 973 973.00 0.08 0.00
4 566 566 566.00 0.35 0.00 566 566.00 3.84 0.00 566 0.58 0.00 566 566.00 0.24 0.00 566 566.00 0.15 0.00 566 566.00 0.08 0.00
5 536 536 536.00 7.01 0.00 536 536.00 10.58 0.00 536 6.97 0.00 536 536.00 2.99 0.00 536 536.00 0.79 0.00 536 536.00 0.38 0.00
6 528 528 528.00 0.18 0.00 528 528.00 3.95 0.00 528 0.58 0.00 528 528.00 0.26 0.00 528 528.00 0.15 0.00 528 528.00 0.08 0.00
7 757 757 757.00 17.23 0.00 757 757.00 7.19 0.00 787 3.83 3.96 787 787.00 1.62 3.96 784 786.70 0.48 3.92 757 773.40 169.04 2.17
8 567 567 567.00 12.77 0.00 567 567.00 6.73 0.00 583 0.63 2.82 598 598.00 0.26 5.47 583 583.00 0.16 2.82 567 572.60 81.77 0.99
9 957 957 957.00 0.19 0.00 957 957.00 7.69 0.00 957 0.69 0.00 957 957.00 0.28 0.00 957 957.00 0.16 0.00 957 957.00 0.08 0.00
10 818 818 818.00 12.54 0.00 818 818.00 5.61 0.00 831 1.34 1.59 831 831.00 0.54 1.59 818 829.50 0.20 1.41 818 821.30 200.55 0.40
40 1 540 540 540.00 66.28 0.00 540 540.00 14.87 0.00 540 213.19 0.00 540 540.00 93.62 0.00 540 540.30 105.09 0.06 540 540.00 48.33 0.00
2 577 577 577.00 0.49 0.00 577 577.00 7.03 0.00 577 0.8 0.00 577 577.00 0.34 0.00 577 577.00 0.18 0.00 577 577.00 0.09 0.00
3 587 587 587.00 7.15 0.00 587 587.00 5.16 0.00 762 0.73 29.81 762 762.00 0.31 29.81 587 681.50 37.10 16.10 587 594.10 69.11 1.21
4 874 874 874.00 36.23 0.00 874 874.00 10.96 0.00 920 0.53 5.26 920 920.00 0.25 5.26 888 910.90 0.26 4.22 874 875.40 159.17 0.16
5 649 649 649.00 0.41 0.00 649 649.00 7.54 0.00 649 0.69 0.00 649 649.00 0.30 0.00 649 649.00 0.18 0.00 649 649.00 0.10 0.00
6 852 852 852.00 26.51 0.00 852 852.00 37.53 0.00 915 0.84 7.39 915 915.00 0.40 7.39 873 903.20 0.25 6.01 852 862.60 88.32 1.24
7 570 570 570.00 80.35 0.00 570 570.00 8.92 0.00 594 1.47 4.21 594 594.00 0.67 4.21 576 587.80 0.50 3.12 570 574.20 67.91 0.74
8 655 655 655.00 0.29 0.00 655 655.00 11.10 0.00 655 0.84 0.00 655 655.00 0.38 0.00 655 655.00 0.21 0.00 655 655.00 0.11 0.00
9 651 651 651.60 31.07 0.09 651 651.00 121.48 0.00 723 0.73 11.06 723 723.00 0.33 11.06 699 717.40 0.22 10.20 660 680.40 232.42 4.52
10 951 951 951.00 74.77 0.00 951 951.00 34.01 0.00 967 1.02 1.68 967 967.00 0.46 1.68 967 967.00 0.22 1.68 967 967.00 0.12 1.68
45 1 693 693 693.00 0.37 0.00 693 693.00 16.56 0.00 693 1.17 0.00 693 693.00 0.52 0.00 693 693.00 0.22 0.00 693 693.00 0.11 0.00
2 826 826 826.60 131.66 0.07 826 826.00 129.87 0.00 844 1.03 2.18 844 844.00 0.45 2.18 844 844.00 0.26 2.18 844 844.00 0.12 2.18
3 848 848 848.00 187.27 0.00 848 848.00 13.76 0.00 857 1.2 1.06 857 857.00 0.54 1.06 848 854.30 0.35 0.74 848 848.90 176.12 0.11
4 879 879 880.20 91.28 0.14 879 879.00 42.33 0.00 885 1.16 0.68 922 922.00 0.49 4.89 885 885.00 0.29 0.68 879 882.00 139.15 0.34
5 602 602 602.00 30.36 0.00 602 602.00 16.91 0.00 656 0.94 8.97 656 656.00 0.42 8.97 623 636.90 0.63 5.80 602 611.30 236.51 1.54
6 1123 1123 1123.00 13.06 0.00 1123 1123.00 301.78 0.00 1212 0.8 7.93 1212 1212.00 0.36 7.93 1212 1212.00 0.24 7.93 1123 1203.10 99.02 7.13
7 759 759 759.00 102.05 0.00 759 759.00 40.38 0.00 786 1.06 3.56 786 786.00 0.45 3.56 770 782.60 0.35 3.11 761 768.80 248.18 1.29
8 1044 1044 1044.10 262.29 0.01 1044 1044.00 50.83 0.00 1045 1.63 0.10 1045 1045.00 0.69 0.10 1045 1045.00 0.33 0.10 1045 1045.00 0.16 0.10
9 813 813 813.00 111.50 0.00 813 813.00 15.41 0.00 834 1.34 2.58 834 834.00 0.56 2.58 834 834.00 0.30 2.58 824 832.80 75.42 2.44
10 942 942 942.00 104.04 0.00 942 942.00 29.49 0.00 981 1.17 4.14 992 992.00 0.55 5.31 981 981.00 0.30 4.14 956 981.90 132.63 4.24





























Tabela 6.13: Rezultati dobijeni BCOi, cGA i VNS meteheuristikama za DMCHBAP na tre¢oj klasi test instanci
(m = 13, T = 112, l = 50, 55, 60)
BCOi cGA VND MS-VND GVNS SVNS
l i BK Best AvgC AvgT G% Best AvgC AvgT G% Best T ime G% Best AvgC AvgT G% Best AvgC AvgT G% Best AvgC AvgT G%
50 1 575 575 575.00 17.53 0.00 575 575.00 9.86 0.00 575 44.63 0.00 575 575.00 48.02 0.00 575 575.00 76.30 0.00 575 575.00 26.63 0.00
2 677 677 677.00 20.69 0.00 677 677.00 18.64 0.00 677 14.70 0.00 677 677.00 16.85 0.00 677 677.00 33.54 0.00 677 677.00 17.03 0.00
3 798 798 798.00 0.90 0.00 798 798.00 8.27 0.00 798 1.31 0.00 798 798.00 1.26 0.00 798 798.00 0.28 0.00 798 798.00 0.15 0.00
4 532 532 532.00 0.46 0.00 532 532.00 7.19 0.00 532 1.42 0.00 532 532.00 1.35 0.00 532 532.00 0.28 0.00 532 532.00 0.15 0.00
5 893 893 893.00 1.06 0.00 893 893.00 6.93 0.00 893 1.45 0.00 893 893.00 1.50 0.00 893 893.00 0.33 0.00 893 893.00 0.17 0.00
6 504 504 504.00 22.05 0.00 504 504.00 11.01 0.00 530 1.50 5.16 530 530.00 1.59 5.16 504 511.00 25.15 1.39 504 504.00 198.51 0.00
7 823 823 823.00 0.98 0.00 823 823.00 27.23 0.00 823 1.38 0.00 823 823.00 1.54 0.00 823 823.00 0.31 0.00 823 823.00 0.16 0.00
8 688 688 688.00 48.81 0.00 688 688.00 5.09 0.00 689 1.36 0.15 689 689.00 1.47 0.15 688 688.90 0.34 0.13 688 688.00 79.20 0.00
9 1003 1005 1006.90 126.75 0.39 1003 1003.40 330.27 0.04 1095 5.58 9.17 1095 1095.00 5.64 9.17 1009 1073.00 1.09 6.98 1005 1024.60 98.76 2.15
10 926 926 926.00 0.95 0.00 926 926.00 42.24 0.00 926 1.34 0.00 926 926.00 1.35 0.00 926 926.00 0.32 0.00 926 926.90 28.64 0.10
55 1 634 634 634.00 0.48 0.00 634 634.00 6.40 0.00 634 1.56 0.00 634 634.00 1.58 0.00 634 634.00 0.30 0.00 634 634.00 0.16 0.00
2 911 911 912.50 143.53 0.16 911 911.00 17.25 0.00 917 1.61 0.66 917 917.00 1.60 0.66 911 915.30 53.21 0.47 911 911.00 69.64 0.00
3 1129 1129 1129.00 4.25 0.00 1129 1130.00 23.31 0.09 1129 8.13 0.00 1129 1129.00 8.19 0.00 1129 1129.00 1.10 0.00 1129 1129.00 0.46 0.00
4 1033 1033 1033.00 0.60 0.00 1033 1033.00 25.57 0.00 1033 1.72 0.00 1033 1033.00 1.72 0.00 1033 1033.00 0.43 0.00 1033 1033.00 0.18 0.00
5 1025 1025 1025.00 1.46 0.00 1025 1025.00 19.70 0.00 1025 2.17 0.00 1025 1025.00 2.09 0.00 1025 1025.00 0.50 0.00 1025 1025.00 0.21 0.00
6 741 741 741.00 0.57 0.00 741 741.00 15.73 0.00 741 3.17 0.00 741 741.00 3.12 0.00 741 741.00 0.61 0.00 741 741.00 0.26 0.00
7 881 881 881.00 0.46 0.00 881 881.00 13.73 0.00 881 1.75 0.00 881 881.00 1.69 0.00 881 881.00 0.45 0.00 881 881.00 0.19 0.00
8 1017 1017 1017.00 26.20 0.00 1017 1017.00 19.99 0.00 1073 1.70 5.51 1073 1073.00 1.64 5.51 1073 1073.00 0.45 5.51 1047 1070.40 32.01 5.25
9 929 929 929.00 15.98 0.00 929 929.00 32.14 0.00 944 3.06 1.61 944 944.00 2.97 1.61 935 941.90 0.69 1.39 935 939.90 73.58 1.17
10 1045 1045 1045.00 61.81 0.00 1045 1045.00 18.15 0.00 1106 1.84 5.84 1106 1106.00 1.83 5.84 1106 1106.00 0.44 5.84 1050 1085.10 103.70 3.84
60 1 991 991 992.77 367.84 0.18 991 991.00 21.34 0.00 1003 253.69 1.21 1003 1003.00 119.42 1.21 991 991.00 115.15 0.00 991 991.00 57.62 0.00
2 1167 1168 1168.00 13.69 0.09 1167 1167.10 18.23 0.01 1168 33.08 0.09 1168 1168.00 13.25 0.09 1167 1187.90 105.33 1.79 1167 1167.00 67.09 0.00
3 783 783 783.00 0.63 0.00 783 783.00 12.52 0.00 783 2.42 0.00 783 783.00 0.91 0.00 783 783.00 0.42 0.00 783 783.00 0.24 0.00
4 822 822 822.20 15.63 0.02 822 822.00 21.75 0.00 825 4.58 0.36 825 825.00 1.98 0.36 825 825.00 0.67 0.36 822 824.70 38.63 0.33
5 1134 1134 1137.10 242.56 0.27 1134 1135.30 303.33 0.11 1166 4.70 2.82 1166 1166.00 2.02 2.82 1166 1166.00 0.69 2.82 1166 1166.00 0.35 2.82
6 1143 1143 1143.00 2.24 0.00 1143 1143.00 87.60 0.00 1143 2.06 0.00 1201 1201.00 0.90 5.07 1143 1143.00 0.47 0.00 1143 1189.40 37.98 4.06
7 732 732 732.00 0.71 0.00 732 732.00 23.38 0.00 732 2.09 0.00 732 732.00 0.95 0.00 732 732.00 0.50 0.00 732 732.00 0.24 0.00
8 863 863 863.70 116.52 0.08 863 863.00 44.91 0.00 881 2.27 2.09 881 881.00 0.97 2.09 876 880.00 0.71 1.97 875 878.70 259.06 1.82
9 978 978 978.00 22.16 0.00 978 978.00 16.41 0.00 1126 2.91 15.13 1126 1126.00 1.28 15.13 978 1081.50 0.84 10.58 978 999.20 148.42 2.17
10 1311 1311 1311.10 23.06 0.01 1311 1311.00 26.10 0.00 1314 6.11 0.23 1314 1314.00 2.64 0.23 1314 1314.00 0.89 0.23 1311 1313.40 25.34 0.18





























Tabela 6.14: Rezultati dobijeni BCOi, cGA i VNS meteheuristikama za DMCHBAP na £etvrtoj klasi test instanci
(m = 13, T = 112, l = 70, 80, 90, 100)
BCOi cGA VND MS-VND GVNS SVNS
l i BK Best AvgC AvgT G% Best AvgC AvgT G% Best T ime G% Best AvgC AvgT G% Best AvgC AvgT G% Best AvgC AvgT G%
70 1 652 670 670.00 151.97 2.76 652 652.00 84.24 0.00 670 308.26 2.76 652 658.90 418.89 1.06 668 674.20 280.49 3.40 664 672.40 483.81 3.13
2 1284 1290 1290.00 8.55 0.47 1284 1284.00 54.05 0.00 1290 8.94 0.47 1284 1288.80 85.96 0.37 1290 1290.00 0.95 0.47 1290 1290.00 1.05 0.47
3 806 806 806.00 100.75 0.00 806 806.00 102.36 0.00 808 17.44 0.25 808 808.00 17.88 0.25 808 808.00 1.76 0.25 808 808.00 1.97 0.25
4 905 907 907.00 186.21 0.22 905 905.00 68.00 0.00 943 10.03 4.20 905 937.90 104.17 3.64 906 932.90 1.07 3.08 905 914.90 191.48 1.09
5 848 848 848.00 5.73 0.00 848 848.00 60.15 0.00 848 9.53 0.00 848 848.00 9.87 0.00 848 848.00 0.94 0.00 848 848.00 1.10 0.00
6 1014 1116 1143.20 118.89 12.74 1014 1082.80 42.96 6.79 1161 9.44 14.50 1138 1158.70 64.80 14.27 1088 1133.50 268.69 11.79 1115 1153.00 146.23 13.71
7 930 930 930.00 8.00 0.00 930 930.00 76.54 0.00 930 12.49 0.00 930 930.00 12.94 0.00 930 930.00 1.31 0.00 930 930.00 1.46 0.00
8 1073 1073 1073.00 196.48 0.00 1073 1079.60 69.71 0.62 1142 14.34 6.43 1073 1088.40 585.77 1.44 1081 1129.80 83.14 5.29 1073 1078.60 280.10 0.52
9 1488 1488 1488.00 239.62 0.00 1488 1529.20 128.06 2.77 1488 796.38 0.00 1488 1488.00 208.97 0.00 1488 1488.00 82.29 0.00 1488 1488.00 82.20 0.00
10 841 841 842.60 196.22 0.19 841 841.00 66.58 0.00 861 12.47 2.38 841 844.00 378.09 0.36 841 851.80 362.36 1.28 841 852.80 153.01 1.40
80 1 698 699 699.00 3.66 0.14 698 698.00 29.42 0.00 698 132.17 0.00 698 698.70 172.03 0.10 698 698.10 180.78 0.01 698 698.20 164.34 0.03
2 775 775 776.40 148.33 0.18 775 777.00 84.42 0.26 782 12.20 0.90 775 779.70 127.29 0.61 775 780.00 159.63 0.65 779 779.90 228.20 0.63
3 1026 1026 1026.00 17.23 0.00 1030 1035.00 91.03 0.88 1026 26.95 0.00 1026 1026.00 25.01 0.00 1026 1026.00 2.70 0.00 1026 1026.00 2.75 0.00
4 1700 1714 1726.80 272.56 1.58 1700 1741.60 99.73 2.45 1778 15.03 4.59 1778 1778.00 16.04 4.59 1778 1778.00 1.78 4.59 1751 1774.60 197.96 4.39
5 1238 1238 1238.00 4.70 0.00 1238 1238.40 93.36 0.03 1238 16.15 0.00 1238 1238.00 15.46 0.00 1238 1238.00 1.72 0.00 1238 1238.00 1.71 0.00
6 872 882 882.00 196.98 1.15 872 873.20 75.72 0.14 888 17.51 1.83 883 887.50 95.95 1.78 879 887.10 43.71 1.73 878 878.00 43.22 0.69
7 1075 1076 1076.00 9.61 0.09 1076 1083.60 130.95 0.80 1076 17.28 0.09 1075 1075.90 124.86 0.08 1076 1076.00 1.61 0.09 1076 1076.00 1.61 0.09
8 1086 1131 1131.00 268.21 4.14 1086 1133.20 175.02 4.35 1141 13.79 5.06 1141 1141.00 13.28 5.06 1141 1141.00 1.44 5.06 1141 1141.00 1.44 5.06
9 815 820 828.60 245.66 1.67 815 817.40 65.05 0.29 863 16.27 5.89 817 850.30 255.10 4.33 863 863.00 1.76 5.89 863 863.00 1.75 5.89
10 765 765 765.00 10.84 0.00 765 765.00 103.17 0.00 765 17.10 0.00 765 765.00 15.98 0.00 765 765.00 1.69 0.00 765 765.00 1.69 0.00
90 1 1246 1292 1315.20 233.23 5.55 1246 1284.20 70.95 3.07 1408 22.29 13.00 1250 1346.20 314.04 8.04 1248 1282.20 385.92 2.91 1253 1278.70 347.53 2.62
2 1056 1065 1065.00 123.50 0.85 1081 1093.80 70.44 3.58 1072 16.65 1.52 1072 1072.00 15.95 1.52 1056 1070.40 69.91 1.36 1056 1069.20 171.40 1.25
3 1014 1044 1044.00 112.95 2.96 1014 1022.00 119.40 0.79 1084 17.30 6.90 1077 1083.30 118.53 6.83 1017 1047.10 274.55 3.26 1017 1025.70 347.21 1.15
4 1593 1660 1709.20 111.07 7.29 1593 1641.00 110.85 3.01 1906 13.25 19.65 1906 1906.00 12.56 19.65 1783 1881.70 1.26 18.12 1906 1906.00 1.47 19.65
5 1548 1551 1551.00 147.39 0.19 1548 1563.20 40.55 0.98 1634 43.21 5.56 1634 1634.00 38.94 5.56 1634 1634.00 4.66 5.56 1570 1621.20 192.27 4.73
6 1518 1523 1525.40 277.25 0.49 1518 1527.00 155.45 0.59 1535 16.58 1.12 1535 1535.00 15.47 1.12 1535 1535.00 1.91 1.12 1535 1535.00 1.75 1.12
7 1930 1964 1964.00 230.74 1.76 1930 2005.20 189.69 3.90 2042 70.94 5.80 1931 2023.70 583.92 4.85 1942 1996.70 383.17 3.46 1942 1981.70 304.55 2.68
8 982 992 992.00 99.40 1.02 982 987.60 233.15 0.57 988 194.46 0.61 998 998.00 16.00 1.63 991 995.60 141.56 1.38 993 996.00 170.25 1.43
9 1078 1174 1174.00 214.69 8.91 1078 1102.00 130.42 2.23 1286 24.41 19.29 1286 1286.00 24.03 19.29 1094 1214.40 539.30 12.65 1111 1235.50 324.48 14.61
10 1482 1482 1567.80 120.79 5.79 1492 1549.60 116.79 4.56 1911 15.48 28.95 1911 1911.00 15.06 28.95 1760 1876.50 3.38 26.62 1711 1871.10 3.02 26.26
100 1 1534 1535 1535.00 144.71 0.07 1535 1593.00 80.40 3.85 1587 161.04 3.46 1534 1572.30 345.39 1.15 1536 1551.70 358.63 1.15 1536 1572.00 451.42 2.48
2 1195 1199 1199.00 156.97 0.33 1195 1195.00 127.89 0.00 1253 26.30 4.85 1253 1253.00 24.90 4.85 1195 1195.90 327.84 0.08 1237 1251.40 3.36 4.72
3 1282 1366 1366.00 151.33 6.55 1282 1302.00 164.81 1.56 1416 16.66 10.45 1343 1408.70 208.42 9.88 1302 1315.50 314.50 2.61 1289 1396.30 278.56 8.92
4 1387 1387 1387.00 52.07 0.00 1396 1404.40 189.74 1.25 1387 92.83 0.00 1387 1387.00 80.41 0.00 1387 1387.00 9.27 0.00 1387 1387.00 8.20 0.00
5 1786 1788 1791.60 141.81 0.31 1786 1808.00 152.64 1.23 1797 108.37 0.62 1797 1797.00 98.08 0.62 1797 1797.00 11.32 0.62 1797 1797.00 9.91 0.62
6 1783 1783 1783.00 109.37 0.00 1783 1813.30 175.13 1.70 1831 14.33 2.69 1831 1831.00 13.40 2.69 1808 1824.70 32.66 2.34 1800 1825.60 52.40 2.39
7 1233 1257 1257.00 127.53 1.95 1233 1234.00 198.34 0.08 1259 26.09 2.11 1235 1256.30 349.91 1.89 1259 1259.00 3.08 2.11 1259 1259.00 2.73 2.11
8 1157 1157 1157.00 104.42 0.00 1182 1185.20 124.47 2.44 1161 659.30 0.35 1163 1169.30 144.68 1.06 1170 1170.00 2.14 1.12 1168 1169.80 2.49 1.11
9 1530 1573 1573.00 183.34 2.81 1540 1563.00 162.92 2.16 1754 21.96 14.64 1530 1730.90 318.63 13.13 1533 1558.10 306.24 1.84 1530 1548.00 264.49 1.18
10 1418 1436 1436.00 42.37 1.27 1418 1426.00 137.30 0.56 1436 64.82 1.27 1436 1436.00 58.34 1.27 1436 1436.00 7.05 1.27 1436 1436.00 12.87 1.27




Problem dodele vezova (BAP) je jedan od najzastupljeniji problema u literaturi
koja se bavi operacionim istraºivanjima u pomorskom transportu. Poslednjih dece-
nija, to dokazuje konstantan rast broja relevantnih radova koji se bave alokacijom
brodova. Ekasno funkcionisanje kontejnerskog terminala je od posebnog zna£aja i
za luku i za brodske kompanije koje zahtevaju brzu i kvalitetnu uslugu. Neophodno
je da terminal pruºa usluge koje omogu¢avaju kratko vreme zadrºavanja brodova
u luci, ali istovremeno i usluge koje redukuju operativne tro²kove terminala. To je
razlog zbog kojeg menadºeri terminala teºe ka razvijanju mehanizama koji pove¢a-
vaju produktivnost terminala. Brzina generisanja kvalitetnih re²enja je od najve¢eg
zna£aja za dizajniranje ekasnih i pouzdanih sistema podr²ke dono²enju odluka u
kontejnerskom terminalu.
Ekasna dodela vezova mora da ispo²tuje nekoliko vaºnih zahteva: stvarno vreme
vezivanja broda treba da bude blizu o£ekivanog vremena dolaska broda u terminal,
vremenski interval koji brod provodi na £ekanju u sidri²tu i duºina vremena istovara
ili utovara broda moraju se svesti na minimum, potrebno je maksimalno smanjiti
tro²kove nastale usled ka²njenja u odlasku broda i dodatne tro²kove manipulacije
zbog neoptimalnih lokacija brodova na vezu. Da bi se ispunili navedeni zahtevi koji
pove¢avaju produktivnost terminala i pri tome uzimaju u obzir zahteve vezane za
vreme, resurse i cenu, u ovoj disertaciji je razmatran problem minimizacije ukupnih
tro²kova terminala kod hibridne stati£ke i dinami£ke dodele vezova. Preciznije,
razmatrane su stati£ka (MCHBAP) i dinami£ka (DMCHBAP) varijanta hibridne
alokacije brodova sa minimizacijom ukupnih tro²kova alokacije, koje su od velikog
zna£aja u pomorskom transportu.
Za obe varijante problema predloºeni su matemati£ki modeli koji sadrºe sve na-
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vedene parametre i obezbezbeuju realizaciju svih procesa u predvienom vremenu
uz minimalne tro²kove. Stati£ka varijanta BAP-a podrazumeva da vremena dola-
ska brodova nisu striktno ograni£ena: brod moºe da £eka u luci na opsluºiavnje
ili moºe da doe u luku pre o£ekivanog vremena dolaska, tj. dozvoljeno je i po-
ºurivanje broda. U modelu za MCHBAP, tro²kovi vezivanja se sastoje od £etiri
komponente: tro²kova pozicioniranja broda (ukoliko brod nije alociran na omiljeni
vez), tro²kova ubrzavanja i £ekanja uzrokovanih odstupanjem od o£ekivanog vre-
mena dolaska broda i tro²kova ka²njenja zavr²etka obrade broda. Dinami£ki BAP
bolje oslikava situaciju u luci od stati£ke varijante, jer nije realno o£ekivati da su svi
brodovi ve¢ stigli u luku i da £ekaju na opsluºivanje. DMHCBAP uklju£uje stroºa
ograni£enja na vreme vezivanja broda: brod ne moºe biti poºurivan u dolasku, od-
nosno, brod ne moºe biti opsluºivan pre o£ekivanog vremena dolaska. Zbog toga je
u predloºenom modelu za DMCHBAP dobijena struktura tro²kova vezivanja koji se
sastoji od tri komponente: tro²kovi pozicioniranja broda na vez, tro²kovi £ekanja i
tro²kovi ka²njenja u zavr²etku obrade brodova. U ovoj disertaciji je dokazano da
MCHBAP i DMCHBAP spadaju u klasu NP-te²kih problema u jakom smislu.
Imaju¢i u vidu ograni£enja egzaktnih metoda pri re²avanju komplikovanih va-
rijanti MCHBAP-a i DMCHBAP-a, aproksimativne tehnike re²avanja problema se
name¢u kao adekvatan pristup. U ovoj disertaciji su predloºene i implementirane
ekasne metode za dobijanje kvalitetnih re²enja MCHBAP-a i DMCHBAP-a u krat-
kom vremenu izvr²avanja: evolutivni algoritam (EA), kombinovani genetski algori-
tam (cGA), optimizacija kolonijom p£ela (BCO), optimizacija kolonijom p£ela sa
popravkom kompletnog re²enja (BCOi), metoda promenljivog spusta (VND), vi²e-
startna metoda promenljivog spusta (MS-VND), op²ta metoda promenljivih okolina
(GVNS) i adaptivna metoda promenljivih okolina (SVNS).
Stati£ka varijanta razmatranog BAP-a je u ovoj disertaciji re²avana primenom
EA, BCO, cGA, VND i GVNS metode. Za DMCHBAP je razvijeno ²est metoda,
BCOi, cGA, VND, MS-VND, GVNS i SVNS. Metaheuristike primenjene na MCH-
BAP i DMCHBAP koriste sosticiranu strukturu liste, koja predstavlja osnovu nji-
hovih implementacija. Za svaki brod formirana je lista ureenih trojki koje sadrºe
informaciju o vezu, vremenskoj koordinati i ukupnim tro²kovima broda. Implemen-
tirane metaheuristike konstantno aºuriraju ove liste i na taj na£in obezbeuju da u
svakom momentu lista sadrºi samo elemente koji odgovaraju preostalim dopustivim
pozicijama broda. Osim toga, liste su sortirane tako da obezbeuju jednostavno
pronalaºenje pozicija koje imaju manje tro²kove od vrednosti tro²kova trenutne re-
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ferentne ta£ke broda i jednostavno detektovanje nedopustivih re²enja problema.
Sve predloºene metaheuristike za MCHBAP su poreene meusobno, kao i sa
egzaktnim re²ava£em, na dva skupa test instanci: realnim test primerima poznatim
iz literature i na skupu generisanih test instanci. Sve metaheuristi£ke metode su do-
stigle optimalno re²enje dobijeno egzaktnim re²ava£em na realnim primerima. Osim
toga, EA, cGA, BCO i GVNS su dostigle optimalno re²enje u svakom izvr²avanju
algoritma. Sve metaheuristi£ke metode su nadma²ile egzaktni re²ava£ u odnosu na
prose£no vreme izvr²avanja, dok su cGA, VND i GVNS imale kra¢e prose£no vreme
izvr²avanja u odnosu na egzaktni re²ava£ na svakoj test instanci. Meu £etiri pre-
dloºene metaheuristike za MCHBAP, najkra¢e prose£no vreme izvr²avanja na svim
realnim test instancama ima GVNS. Na generisanim test instancama MCHBAP-
a, cGA pokazuje najbolje performanse u odnosu na druge metaheuristi£ke metode
u pogledu vremena potrebnih za generisanje najboljih re²enja. Imaju¢i u vidu da
i ostale metaheuristi£ke metode imaju malo prose£no procentualno odstupanje od
najboljeg formiranog re²enja, i da su performanse cGA algoritma dobre na obe
klase test instanci, cGA se moºe smatrati za najpogodniju metodu za re²avanje
MCHBAP-a.
Ekasnost predloºenih metaheuristika pri re²avanju DMCHBAP-a, meusobna
poreenja i poreenje sa egzaktnim re²ava£em CPLEX, su ispitivani testiranjem na
£etiri klase generisanih test instanci. Eksperimentalni rezultati su pokazali da sve
£etiri VNS metaheuristike, za svaki test primer malih dimenzija, dostiºu optimalno
re²enje dobijeno CPLEX re²ava£em. Najbolju stabilnost pokazuje SVNS metoda,
dok je u odnosu na vremena izvr²avanja GVNS metoda imala najbolje rezultate. Sve
predloºene metaheuristike su zna£ajno brºe u odnosu na CPLEX re²ava£ i pokazuju
dobru stabilnost sa malim odstupanjima od optimuma. Na test instancama ve¢ih
dimenzija, cGA je superioran u odnosu na ostale predloºene metaheuristi£ke metode
u smislu kvaliteta generisanih re²enja. Prose£na procentualna odstupanja najboljih
re²enja predloºenih metaheuristika od najboljih poznatih re²enja, kao i odgovaraju¢a
prose£na vremena izvr²avanja su veoma mala. Iz tog razloga se sve predloºene me-
tode mogu smatrati pogodnim za re²avanje DMCHBAP-a. Ipak, u pogledu kvaliteta
generisanih re²enja, na svim klasama test instanci najbolje performanse pokazuje
cGA. Eksperimentalni rezultati pokazuju da BCOi, cGA, VND, MS-VND, GVNS i
SVNS metode prilagoene za re²avanje DMCHBAP-a, ostaju stabilne i zadrºavaju
dobre performanse i pri re²avanju te²kih test instanci sa velikim brojem alociranih
brodova. Osim toga, o£ekivano vreme izvr²avanja na velikim instancama ostaje u
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okviru poºeljnih, malih vrednosti. Dobijeni rezultati potvruju da sve predloºene
metaheuristike predstavljaju adekvatan prisup re²avanju DMCHBAP-a.
Nau£ni doprinos ove disertacije je vi²estruk. Preciznije, glavni nau£ni rezultati
teze su:
• sistemati£an pregled nau£ne literature koja se bavi problemom dodele vezova
u kontejnerskim terminalima;
• uvoenje nove varijante problema dinami£ke hibridne dodele vezova u kontej-
nerskom terminalu, koja za cilj ima minimizaciju ukupnih tro²kova nastalih
zbog sme²tanja broda na vez koji nije ozna£en kao omiljen, £ekanja broda u
odnosu na o£ekivano vreme dolaska i ka²njenja u odnosu na planirano vreme
zavr²etka obrade;
• formulisanje novog matemati£kog modela me²ovitog celobrojnog linearnog pro-
gramiranja za dinami£ku hibridnu varijantu dodele vezova u kontejnerskom
terminalu sa minimizacijom ukupnih tro²kova;
• analiza sloºenosti stati£ke i dinami£ke varijante problema i prilagoeni dokazi
da su obe varijante dodele vezova jako (engl. strongly) NP-te²ki problemi £ak i
u pojednostavljenoj verziji u kojoj se ignori²u zahtevi za omiljenim lokacijama
veza a funkcija cilja minimizira samo ukupno teºinsko ka²njenje brodova;
• dokaz da BCO metoda moºe da formira optimalno re²enje za problem dodele
vezova sa verovatno¢om strogo ve¢om od nule;
• dizajniranje i implementacija metaheuristi£kih algoritama iz klase evolutiv-
nih algoritama, inteligencije roja i promenljivih okolina za re²avanje stati£ke i
dinami£ke varijante dodele vezova. Predloºeni algoritmi su prilagoeni speci-
£nim karakteristikama razmatranih DMCHBAP i MCHBAP varijanti dodele
vezova ali se istovremeno lako mogu dalje transformisati i primeniti kao meta-
heuristi£ke tehnike za re²avanje sli£nih problema optimizacije u kontejnerskom
terminalu;
• implementirana softverska re²enja mogu biti primenjena kao nezavisni alati
u lu£kim terminalima u cilju formiranja planova dodele vezova ili mogu biti
integrisana u kompleksniji sistem za podr²ku dono²enju odluka koji ¢e da-




Rezultati prikazani u ovoj disertaciji predstavljaju doprinos oblastima kombina-
torne optimizacije, operacionih istraºivanja, metaheuristi£kih metoda i izu£avanju
problema dodele vezova u kontejnerskim terminalima.
Zbog raznovrsnosti i velikog broja ve¢ razvijenih BAP modela, otvorene su ra-
zne mogu¢nosti daljeg istraºivanja BAP-a. Ve¢ina postoje¢ih modela primenjenih
na BAP razmatra deterministi£ke parametre, i pored toga ²to su stohasti£ke vred-
nosti i modeli koji uklju£uju neki stepen neizvesnosti realniji. U budu¢im istraºi-
vanjima trebalo bi razmotriti i stohasti£ke parametre uklju£ene u metode re²avanja
MCHBAP-a i DMCHBAP-a, kao i njihove robustne varijante.
I pored toga ²to je ovo istraºivanje pokazalo da je metaheuristi£ki pristup po-
godan za re²avanje problema dodele vezova, egzaktne metode (posebno one koje
se baziraju na kombinatornoj optimizaciji i sosticiranim tehnikama optimizacije)
predstavljaju dobar osnov za budu¢a istraºivanja. Kontejnerski terminal je dinami-
£an sistem, a alokacija vezova (kao jedan od njegovih najbitnijih segmenata), ima
direktan uticaj na ostale faze utovara/istovara kontejnera. To prouzrokuje da i mala
odstupanja od optimalnih alokacija brodova mogu zna£ajno da uti£u na pove¢anje
transportnih tro²kova i da negativno uti£u na ekonomiju luke. Zbog toga razvoj
egzaktnih metoda i njihovo kombinovanje sa metaheuristikama i dalje treba da ima
zna£ajan udeo u istraºivanjima.
Performanse metaheuristi£kih algoritama primenjenih na MCHBAP ili DMCH-
BAP instance velikih dimenzija mogu se unaprediti upotrebom hibridnih tehnika
re²avanja, (posebno hibridnih metaheuristika) kao adekvatnijeg pristupa re²avanju
minimizacije tro²kova u BAP-u. Takoe, hibridizacija predoºenih metaheuristika sa
egzaktnim algoritmima moºe pobolj²ati kvalitet re²enja MCHBAP-a i DMCHBAP-
a. Jedna od mogu¢ih strategija hibridizacije je primena metaheuristika za dobijanje
dobrih po£etnih re²enja za egzaktne metode. Sa druge strane, egzaktne metode
mogu da se upotrebe kao alati za re²avanje delova kompleksnih MCHBAP-a ili
DMCHBAP-a, posebno u slu£ajevima kada je mogu¢e problem razdvojiti na manje
podprobleme.
Implementacije pristupa re²avanju MCHBAP-a i DMCHBAP-a se na jednosta-
van na£in mogu paralelizovati, posebno kod diskretnih varijanti ovih problema, kada
vezovi nezavisno jedan od drugog opsluºuju brodove. Takoe, mnoge instance
MCHBAP-a i DMCHBAP-a imaju karakteristike koje omogu¢avaju razdvajanje
skupa brodova na klastere. U tim slu£ajevima, formirane grupe brodova se mogu
alocirati konkurentno. Posmatraju¢i MCHBAP i DMCHBAP na taj na£in, i uzima-
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ju¢i u obzir njihove opisane karakteristike, o£igledno je da paralelizacija predloºenih
implementacija predstavlja dobar pravac daljeg istraºivanja.
Zbog svega navedenog, postoje¢e metaheuristi£ke algoritme predloºene u ovoj
disertaciji u budu¢im istraºivanjima trebalo bi nadograditi tehnikama koje podrazu-
mevaju paralelizaciju, hibridizaciju i elemente robustne optimizacije. Perspektivan
pristup daljem unapreenju predloºenih metaheuristi£kih metoda je integracija sa
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