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Since the pioneering work of Cook and Karp, an extensive effort has been made in 
identifying hundreds of apparently intractable (i.e., NP-complete) problems. At the same time, 
attempts were also made to discover new methods to establish computational intractability. 
Notably, Adleman and Manders showed some number-theoretic problems to be intractable 
basing their intractability claim on the (stronger) assumption NP # co-NP rather than the 
usual assumption P#NP. The key idea behind the extension proposed by Adleman and 
Manders was to use a more genera1 type of reduction (called y-reduction) in the problem 
transformation. Specifically, the reduction was allowed to be nondeterministic. Timothy Long 
attempted to study the nature of y-reduction and its natural extension called <y-reduction 
from a structure-theoretic point of view. It was open whether the latter reduction was really a 
practical tool, i.e., whether it can be used to prove the intractability of “natural” problems, 
particularly problems of combinatorial type. In this paper we answer this question in the affir- 
mative. Our work was, of course, motivated by a problem in concrete complexity that we 
wanted to analyze It arises from the testing of comparator networks of which a sorting 
network is a well-known example. Suppose we want to test if a given comparator network is a 
sorting network. This problem turns out to be coNP-complete. Also “sortedness” is a hard 
property to test based on input-output behavior in the sense that one has to test an exponen- 
tial number of strings to decide if a network is a sorting network. Our main result is a 
generalization of this correlation between intractability and the size of the number of 
inputoutput tests: “The problem of testing if a network has a given ‘property’ whose testing 
requires an exponentially large number of input-output tests is (apparently) intractable, 
i.e., it is not in P unless NP=co-NP.” On our way to the main result, we also show the 
NP-completeness or the coNP-completeness of some fundamental network testing problems. 
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1. INTROD~JCTI~~I 
The seminal work of Cook [COOK711 and Karp [ KARP72] has provided 
us with a powerful tool, that of NP-completeness, to classify certain important 
computational problems to be intractable (i.e., not in P) with a high degree of 
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confidence (i.e., unless P = NP, which is believed to be very unlikely). While this 
tool has been successfully applied to hundreds of computational problems, there are 
some important problems which have eluded this approach. An important tech- 
nique to handle problems that appear to be intractable, but have resisted a proof of 
NP-completeness was proposed by Adleman and Manders [ADLE77]. We briefly 
sketch their approach: Note that central to the theory of NP-completeness is the 
notion of a reduction. Cook originally used reductions based on oracles (called a 
Turing reduction), but Karp found it sufficient to use many-one reductions, a 
restricted form of Turing reduction. Many-one reductions have been most widely 
used since. Such a reduction is carried out by a deterministic Turing transducer 
(a Turing machine with an input and an output) running in polynomial time. 
Adleman and Manders suggest the use of a nondeterministic transducer. Their 
reduction, called a y-reduction, is defined as follows: A problem A is said to be 
y-reducible to B (A <? B) if there exists a polynomial time-bounded nondeter- 
ministic Turing machine transducer M which has the following properties called 
“reliable” and “nice,” respectively: For any input x: (i) at least one computation 
path of M produces an output y and (ii) for every output y produced, x is in A if 
and only if y is in B. It is easy to show that if A Gy B for all A E NP, then B is not in 
P, under the assumption NP #co-NP (a hypothesis widely believed to be true.) 
This can be viewed as an evidence of the intractability of B. (B was called a 
y-complete problem.) Adleman and Manders showed some number-theoretic 
problems to be y-complete, and these problems are not known to be NP-complete. 
Our work was originally motivated by a class of problems in concrete complexity 
theory (outlined in the following paragraphs). We wanted to show that these 
problems are intractable. We succeeded in showing that some natural and impor- 
tant special cases are NP-complete. Then we wanted to handle the general problem 
in a unified manner. It turned out that the tool we needed was a reduction known 
as <y reduction (strong non-deterministic Turing reduction), a natural extension 
of y-reduction, defined and studied earlier by Long [LONG82]. The < y reduction 
of Long is also a weaker form of a nondeterministic reduction studied by Ladner. 
Lynch, and Selman [LADN75] and Selman [SELM78]. 
A problem A is said to be < 7 reducible to B (written A <y B) if there exists a 
polynomial time-bounded nondeterministic Turing machine A4 using an oracle for 
problem B having the following two properties (“reliable” and “nice”): (i) for any 
input x, at least one computation path of M halts and (ii) every halting com- 
putation on x leads to acceptance (rejection) if x is in A (x is not in A). Observe 
that a y-reduction is a many-one version of an <y reduction. Let B be a problem 
(or a language). If A <;” B for all A in NP, then B is said to be <y-complete for 
NP. The intractability conclusion for the <;“- reductions is the same as that of the 
y-reductions, namely if B is <; -complete for NP, then B is not in P unless 
NP = co-NP. The primary goal of this paper is to show the Q y-completeness for 
NP of a class of combinatorial problems described below. 
Our problem arises from the study of a simple model of computation called the 
“comparator network” [KNUT73] (network, for short.) This model owes its 
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significance to the fact that it is a natural model to study the problem of parallel 
sorting. Throughout this paper, we are interested in the analysis of the networks, 
i.e., to test if a nework has a given property. An n-input network has n lines through 
which n inputs (which we assume to be non-negative integers) of the network pass 
and a collection of comparators, which are the elemental processing elements, 
connecting some pairs of lines such as shown in Fig. 1.1. (Comparators are shown 
by vertical lines.) A comparator compares a pair of numbers entering as inputs, and 
places the smaller number at the top and the larger at the bottom. The figure also 
shows how the network processes the input (4 3 1 2). 
Suppose we wish to know, by observing the input-output behavior of a given 
network, if it is a sorting network, i.e., if it sorts all the inputs. Testing the proper- 
ties of a network solely on the basis of the input-output behavior constitutes a 
simple model of computation that we call the “black-box model.” The zero-one 
principle [KNUT73] states that a network (with n-inputs) is a sorting network if 
and only if it sorts all the 2” input sequences of O’s and l’s correctly. In view of the 
zero-one principle (and its generalization for the testing of other properties), we 
assume throughout this paper that an input to a network is a sequence of O’s and 
l’s, which can also be viewed as a binary string. In a companion paper 
[CHUN88], the authors obtained an exponential lower bound on the number of 
input-output tests needed to test if a network is a sorting network and for testing 
other fundamental properties. (An exact statement of this result is given in 
Lemma 2.1 below.) Thus the problem of testing if a network is a sorter has 
exponential complexity under the black box model. Now we generalize the problem 
of testing to an arbitrary property defined as follows. A property 17 is any subset of 
(0, 1 }*. We say that a network has a property 17 if there exists an input for which 
the output produced by the network is in l7. We consider the following decision 
problem associated with a property n: “Given the encoding of a network H, does it 
have the property 17 ‘7” Note by the standard convention of the present day 
complexity theory that the above decision problem is required to be solved using a 
multi-tape Turing machine. Our main result can now be stated, rather informally, 
as follows: 
“For any property l7 whose testing requires exponentially many input-output 
tests, the associated decision problem is <y-complete for NP.” 
The question of the practical utility of nondeterministic reductions in com- 
binatorial complexity was raised in [ADLE79] (Open Problem 5) and [LONG821 
(Open Problem 1). To the best of our knowledge, our result is the first attempt to 
address their question, although not literally since their question was specially 
directed at the y-reductions. 
2. PRELIMINARIES 
An n-input network H is a sequence of pairs of the form [a,, b,][a,, b2] . . . 
[a,, b,], where 1~ aj < bi d n. A network operates on an n-vector of inputs, 
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FIG. 1.1. A compare-interchange network. 
producing an n-vector of outputs. [ai, bi] is a comparator that interchanges the 
a,th and the bith input numbes if they are out of order (i.e., if the a,th number 
is larger than the b,th number.) The network in Fig. 1.1 is represented as 
[l, 3][2,4][1,2][3,4]. In view of 0, l-principle we shall consider only 0, l- 
sequences as inputs. Thus any input to an n-input network H is an n-tuple over 
(0, 1 }. Equivalently, the input can be viewed as a string obtained by concatenating 
the successive bits of the n-tuple, e.g., 0110 denotes the 4-tuple (0 1 1 0). The output 
of H on input cr will be denoted by H(a). For a string cr, we denote the substring 
starting at the ith bit (from left) ending at the jth bit by oiLi. The single bit uiZi will 
be denoted by ei. The number of zeroes and ones in CY are denoted by 1 CT lo and 
1 CT 1 1, respectively. An encoding of the network [a,, b,] [a,, b,] ... [a,, 6,] is the 
string l”[bin(u,)#bin(b,)][bin(u,)#bin(b,)] ... [bin(u,)#bin(b,)], where n is 
the number of inputs to the network and bin(r) denotes the binary representation 
of the integer r. We define the size of a network H to be the length of the string that 
encodes H using the above encoding. 
Next, we shall define a property and a test set for verifying a property. 
DEFINITION. A property ZZ is any subset of the set { 0, 1) *. An n-input network 
H is said to possess a property I7 if there is a string c (of length n) such that 
H(a) E 17. We call (T a witness for the property 17. 
Throughout the paper, we shall restrict our attention to properties Lr such that 
for a given CT, CJ is in 27 can be decided in time polynomial in the size of CJ. 
Next we state two of the basic properties of networks whose complexity, 
established in the next section, form the basis for the main result of this paper. 
DEFINITION. A string is said to be sorted if it is of the form 0’1’ for some i, j> 0. 
The property “non-sort” is defined as the set NON-SORT = {Q 1 CT is not a sorted 
string}. Also define the “out of place” property as the set OOP = (0 1 CT~~,~, = 1 and 
8, = 0, where n is the length of c}. (The rn/2]th and the nth outputs are out of 
place). 
Obviously, a network is a sorting network if and only if it does not possess the 
property NON-SORT. Observe that the memberships in OOP and NON-SORT 
can be decided in constant and linear time, respectively. 
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Let n be a non-negative integer. Next we define an n-test set Tc { 0, 1)” for a 
property 17. The basic idea behind this notion is that in order to test if an arbitrary 
network has a property Z7, it is sufficient to test the strings in T, i.e., H has property 
n if and only if H(a) E z for some (T E T. 
DEFINITION. Let 17 be a property and n an integer. A set TG (0, 1 }” is a n-test 
set (or simply a test set when no ambiguity arises) for Z7 if for every n-input 
network H, the following holds: There is a string cr E { 0, 1 }” such that H(o) E Z7 if 
and only if there is (r E T such that H(a) E Z7. 
Note that the above definition does not assume anything about the complexity 
of T. 
We now state the following result from [CHUN88]. 
LEMMA 2.1. Let o be any non-sorted string in (0, 1 }“. There exists an n-input 
network H, such that H, sorts all strings (of length n) except a. Further, for a given 
a, H, has size polynomial in n and can be constructed (deterministically) in time 
bounded by a polynomial in n. 
3. COMPLEXITY OF TESTING OOP AND RELATED PROBLEMS 
In this section,, we investigate the complexity of testing a given network for some 
fundamental properties. Let us formally state the decision problem associated with 
a property ZZ as follows. 
INSTANCE. The encoding of a network H. 
QUESTION. Does H have property ZZ? i.e., does there exist a string a E { 0, 1 } * 
such that H(a) E l7? 
We denote the above decision problem by Pn. We use <g to denote a 
polynomial time many-one reduction [GARE79]. We say that a problem B is 
NP-complete if it is in NP and it is hard in NP with respect to <g reductions. 
Recall the properties OOP and NON-SORT introduced in Section 2. We show that 
the problems Poor and PNoN_soRT are NP-complete. 
THEOREM 3.1. P,,, is NP-complete. 
ProoJ: It is easy to observe that Poe, is in NP. Let 3-SAT denote the problem 
of testing if a given boolean formula in conjunctive normal form with exactly three 
literals per clause is satisfiable. We prove that Poo, is NP-hard by showing that 
3-SAT<g P,,,. Let W= C,C,,...C,, a well-formed formula in CNF with 
variables xi, x1, . . . . x,, be an instance of the 3-SAT problem. We construct a 
network H with (6m + 4n + 2) input lines such that w is satisfiable if and only if 
there is a binary string a of length 6m + 4n + 2 such that (H(a)),,+ 2n+ 1 = 1 and 
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FIG. 3.1. A part of H, for the variable x, 
(H(a)) 6m +4n + Z = 0. The network H consists of two components H, and H,. H, 
enforces consistent assignments to inputs (namely, a variable xi and its complement 
Xi are not both assigned 1) and checks that the initialization is “acceptable” (the 
meaning of this will become apparent once H is completely described). H, enforces 
the satisfiability condition under a consistent input. More specifically, there is an 
input c to the network such that (H(a)),, +4n+ z = 0 if and only if the consistency 
criteria are met, while (H(o)),,+ *,, + 1 = 1 if and only if W is satisfiable. H is 
obtained by cascading H, and H, in order. (See the example in Fig. 3.5.) 
We now describe H,. The following lines and comparators are introduced for 
each variable xi. Suppose xi appears in clauses j, , j,, . . . . j, and its complement Xi 
appears in clauses k,, k,, . . . . k,. We introduce a set of input lines xf , xh, . . . . x+ and 
261 32 Xk,. We also introduce additional lines ai and 6, for the variable xi and 
const;uct’;he structure as shown in Fig. 3.1. Note that ai = 0 after passing through 
H, implies that either all the x, lines (those above the line ai) have a 0 input, or all 
:-_ 
.._r 
Rl 
I I / 
FIG. 3.2. Enforcer to avoid a variable x and its complement j getting 1. 
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FIG. 3.3. A part of HI that enforces C, = 0 for all i. 
the xi lines (below the line ai) have a 0 input. Informally, then, ai = 0 guarantees 
that the variable xi and Xi are not simultaneously assigned value 1 which we call the 
“consistency” condition. To verify simultaneously that all the a,ls are 0, we use 
an additional input line R, and the structure in Fig. 3.2. Note that R, = 0 implies 
that for all i, ui= 0. Thus R, =0 implies that all afs simultaneously satisfy 
the consistency condition. 
We need an additional consistency requirement. For each j, 1~ i < m, the 
network has a line dj corresponding to the clause Cj. These lines dj are below the 
lines corresponding to xi and Xi, for all i,j. (See Fig. 3.5 for an example.) We 
enforce the condition that the clauses Cj be initialized to 0 so that after passing 
through Hz, if all the Cis become 1, we can infer that this was indeed due to the 
fact that H, met the satisliability condition. The network in Fig. 3.3 enforces this 
since the output at R, is 0 implies that the inputs on lines dj’s should be 0. 
Note that the “consistency” requires that a variable and its complement be not 
simultaneously assigned a 1. However, we do not mind if both are assigned a 0. 
Such a variable is a don’t cure, i.e., we can find a satisfying assignment by assigning 
“true” (value 1) or “false” (value 0) arbitrarily. (This will be clear from the 
correctness proof for the construction presented later.) Note also that after passing 
through the portion of the network in Fig. 3.1, the “truth values” assigned to xi and 
Zi lines can change. In particular, exactly one xi could change from 1 to 0. Similarly 
exactly one Xi line could change from 1 to 0. The important point is that such a 
change introduces only a 0, and not a 1, so the consistency is not affected. 
. 
. 
. 
d m-1 
FIG. 3.4. A part of H, that ensures that R, = 1 iff dis are all 1. 
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FIG. 3.5. The network corresponding to the formula (x1 +q + x,)(F + x2 +X,)(x, +x2 +x) 
Next, we describe the construction of the component H,. This requires only an 
additional line R2, a set of dummy lines, and some comparators. We add com- 
parators in the network so that di becomes 1 if the corresponding clause Ci is 
satisfied. To achieve this, we add the comparators as follows. If a literal xi appears 
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in a clause Cj, connect the line x{ to the line dj and if Zi appears in Cj, connect X{ to 
dj. Assuming that all the di were initialized to 0 (as required by the consistency 
criterion), the output on line dj is 1 if and only if the jth clause is satisfiable. 
Finally, we enforce that R2 = 1 only if dj = 1 for all j. This is realized as in Fig. 3.4. 
Finally a collection of 2m + 2n dummy lines are added just above the line R, so 
as to make the line R2 the middle line of the network, as required by Poop. As an 
illustration of our reduction, we have an example in Fig. 3.5 of the network which 
was constructed from the formula (xi + % + x3)& + x2 + sS;)(x, + x2 + q). 
Let us now show that W= C,C, ... C, is satisfiable if an only if 
(H(a)) 3n1+2n+l=~ and Vf(‘~)),,+4n+2= 0 for some CJ. Suppose that W is 
satisfiable. Then there is a truth assignment xi =yi that satisfies W. Define an 
input (T to H as follows. Set R, = 0, R, = 1, and all di = 0. If yi = true, then set xi = 1 
and Xj= 0 for all j, ai = 1, and bi= 0. If yi = false, then set xi= 0 and X;‘= 1 
for all j, a, = 0, and bi = 1. It is easy to observe that (H(O)),,+ 2,,+, = 1 and 
(H(a)) 6m+4n+2 = 0. Conversely, if there is a string 0 such that (H(a)),,+ 2n+ 1 = 1 
and (H(e)) 6,,,+4,,+2 = 0, then we can find an assignment that satisfies the formula 
W. One such assignment is as follows. If the bit corresponding to line xi in 0 is a 1 
for at least one j, assign xi = 1. In the same way, if the position corresponding to 
line X{ (in g) is 1 for at least one j, assign xi = 0. It is evident from the consistency 
condition that this rule of assigning values does not have conflicts. Further, it is 
easy to see that W is satisfiable under this interpretation. We also see that the 
above transformation can be carried out in polynomial time. Since 3-SAT is 
NP-complete, the desired result follows. 1 
Define the property MOOP = (01 0‘Tn,2, = 1 and G~,,,~, +1 =O}, i.e., the middle 
two bits of g are “out of place.” We show: 
COROLLARY 3.1. Poe, <& PMoop, so P,oo, is NP-complete. 
Proof: Let an n-input network H be an instance of Poop. We construct H’ with 
2n-inputs as shown in Fig. 3.6. We now show that H has OOP-property if and only 
if H’ has MOOP-property. 
In Fig. 3.6, there are five comparators in addition to two copies of H. These five 
comparators connect live lines (rn/2lth and the nth of the two copies of H, and the 
first line of the second copy of H). Call these lines a, b, c, d, and e, respectively, as 
shown in Fig. 3.6. 
Let HE P,,,. Then there is a string u of length n such that (H(G))~,,~, = 1 and 
(H(a)), = 0. It is easy to check that (H’(w)), = 1 and (H’(oa)),+ 1 = 0, i.e., CXJ is a 
witness to the MOOP property H’. 
Conversely let H’ E P,,,,. We shall show that HE P,,,. It is convenient to use 
the following notation. When r is input to H’, the two copies of the network 
perform comparisons. After these comparisons are over, there are five additional 
comparators. We divide this part of the network into five time regions as shown in 
Fig. 3.6. We shall use the following notation: For example, b(3) would denote the 
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value of the Mine at time 3, i.e., the value pointed by a arrow in the figure, etc. 
Suppose that b(5) = 1 and c(5) = 0 for some input r of H’. we will show that either 
u(l)= 1 and b(l)=O, or d(l)= 1 and e(l)=O. There are two cases. 
(i) Case 1. e(l)=O. Note that e(3)=e(l)=O. The condition 6(5)=1 
implies that either a(4) = 1 or b(4) = 1. However, b(4) cannot be 1 since b(4) = 1 
implies that b(3) = 1 and e(3) = 1, a contradiction to the assumption that e(3) = 0. 
Thus a(4) should be 1, which implies that u(2) = a( 1) = 1 and d(2) = d( 1) = 1. Thus 
d( 1) = 1 and e( 1) = 0, as required. 
(ii) Case 2. e(l)= 1. Again note that e(3) =e(l)= 1. The condition c(5)=0 
implies that either c(4) = 0 or e(4) = 0. However, e(4) cannot be 0 since e(3) = 1. It 
follows that c(4) = 0. Hence, b( 1) = 0 and c( 1) = 0. The condition b(5) = 1 implies 
that either b(4) = 1 or u(4) = 1. Since b( 1) = 0, b(4) cannot be 1. That is, u(4) 
should be 1, which implies that a( 1) = 1 and d( 1) = 1. Thus we have a( 1) = 1 and 
b(l)=O. 
This completes the proof. 1 
THEOREM 3.2. P,,,.,,,, is NP-complete. 
Proof. Clearly, PNoN-soRT is in NP. We show that P,,, is reducible to 
P NON-SORT’ Let H be an n-input network that is an instance of Poop. We assume 
that n is even (the proof for the case when n is odd is essentially the same). Let 
t=O “+ 110”‘21n. Figure 3.7 shows the construction of a network H’ such that H’ is 
a non-sorting network if and only if H satisfies the property OOP. H’ has 2n-inputs. 
H, used in the transformation is from Lemma 2.1 (i.e., H, is such that it sorts all the 
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FIG. 3.7. H' used in Theorem 3.2. 
strings of length 2n except r). The outputs at the n/2th line and the nth lines of H 
are bypassed through a (2n - 2) sorter such as Batcher’s odd-even merge sorter 
[BATC68]. H, can be constructed in polynomial time as seen from Lemma 2.1. 
Note that the standard construction of Batcher’s network can be carried out in 
polynomial time. Thus the total time required to construct H’ from H is bounded 
by a (deterministic) polynomial in n. 
We show that H’ has the property NON-SORT if and only if H has the property 
OOP. Suppose H has property OOP. Then there exists a string 0 such that 
(H(a)),,, = 1 and (H(o)), = 0. Let 0’ = op, where ~1 is a string of length n such that 
10’ lo = n - 1 and 1 o’ ) 1 = n + 1. It is easy to see that H’(a’) is not sorted. Conversely, 
if cr’ is a string such that H’(o’) is not sorted, then the string that enters H, when cr’ 
given as input is r. Thus 0 = a;:, has the property that (H(a)),,, = 1 and 
(H(a)), = 0. This shows that H possesses the property OOP. This completes the 
proof. Q 
It follows from Theorem 3.2 that it is coNP-complete to test if a given network is 
a sorting network. This result was obtained earlier by Rabin [JOHN821 by 
reducing the 3-dimensional matching problem to P,o,_,o,,. 
DEFINITION. Let H be an n-input network, and C be a compaator in H. C is said 
to be redundant in H if the removal of C from H (call the resulting network as H’) 
does not change the input-output behavior of H, i.e., H(a)= H’(o) for all 
QE (0, 11". 
COROLLARY 3.2. The following decision problem is NP-complete. 
IMAGE PROBLEM 
INSTANCE. A network H and a string cr. 
QUESTION. Is there a cr’ such that H(a’) = a? 
COROLLARY 3.3. The following problems are coNP-complete. 
REDUNDANCY PROBLEM 
INSTANCE. A network H and a comparator C in H. 
QUESTION. Is C redundant in H? 
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EQUIVALENCE PROBLEM 
INSTANCE. Two networks H, and H, with the same number of inputs. 
QUESTION. Is H, 3 Hz, i.e., is H,(a) = H,(a) for all o? 
The proofs of the above corollaries are direct from the earlier results. 
4. RELATING THE SIZE OF THE TEST SET TO THE COMPLEXITY OF TESTING 
In this section, we prove the main result of this paper. Let ZZ be any property 
such that for all sufficiently large n, the size of the smallest test set for I7 is at least 
c .2” for some c > 0. We prove that P, is < y- complete for NP. Before we present 
the technical details, let us outline our approach intuitively. Our basic idea is to 
show that there is a nondeterministic algorithm for P,,,, (which was shown in 
Corollary 3.1 to be NP-complete) using an oracle for P,, which is nice and reliable. 
It turns out that it sufices to provide a nondeterministic polynomial time algorithm 
(which is not required to be reliable) for the complement of P,oop using an oracle 
for P,. In what follows, we outline informally how we prove this. Suppose I7 is a 
property such that for all large n, the size of the smallest n-test set for R is exponen- 
tially large in n. Lemma 4.3 states that, for all large n, there exists an n-input 
network N having property 17 which also satisfies the following: (1) any cr that is a 
witness to N must have a specific syntactic form and (2) there is a witness z for N 
such that t has a large number O’s in the left end and a large number l’s in its right 
end. (Call such a string rich.) An important point is that the proof of this claim, is 
non-constructive. Thus when this lemma is applied, the construction of N, T, etc. 
have to be performed nondeterministically. Let H be a network and T a “rich” 
string having the specific syntax form referred to in the earlier claim. Lemma 4.4 
states that there is a network H’ such that: (1) if H has MOOP property then there 
is a string (r such that H’(a) = T and (2) if H does not have MOOP, then for any 0, 
H’(o) does not have the specific syntactic form stated above. Now we sketch a non- 
deterministic algorithm for PMoop using an oracle for P,. By Lemma 4.3 stated 
above, there is a network N and a witness T satisfying (1) and (2) above. N and r 
are guessed. Their correctness is verified as follows: Use an oracle call to Pn to 
check that N has property 17. (1) is verified by constructing a network N’ from N 
by blocking all the strings that do not have the required syntactic form; suppose an 
oracle call to N’ is answered with a “no.” Then (1) must be true. (2) is easy to 
verify; all that is needed is to check that z is “rich” and to verify that N(T)E IZ. 
Now Lemma 4.4 is used derive a network H’. Using H’ and N, we can determine 
membership in PMoop, the details of which are provided in Theorem 4.2. 
We now present the technical details. We start with some definitions and 
preliminary results regarding < ; reductions. The following definitions are due to 
Long [LONG82]. 
DEFINITION. Let A and B be two problems (or languages). We say that A <$ B 
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if there exists a nondeterministic polynomial time algorithm using an oracle for B 
such that, on input x, 
(i) some computation sequence of M with oracle B halts and either accepts 
or rejects, and 
(ii) all such halting paths accept if XE A and reject if x&A. 
DEFINITION. A set B is said to be 6 y-complete for NP if 
(i) BENP, 
(ii) For any A E NP, A <y B. 
Note that the many-one-reduction < ; is a special case of the < y-reduction, and 
that the <F-reduction is transitive. 
LEMMA 4.1. A <y B if and only if A E NPB n co-NPB. 
Proof: (if) Let A E NPB n co-NPB. Then there exist nondeterministic polynomial 
time algorithms M, and M2 for A and A, respectively, both using an oracle for B. 
First, modify these algorithms by replacing any reject configuration by an infinite 
loop. Now, design another algorithm by alternating the steps of the two algorithms. 
If M, accepts an input string then accept. If Mz accepts an input string, then reject. 
Clearly, the resulting algorithm satisfies the conditions (i) and (ii) in the above 
definition. 
(only if) Suppose A <y B. Then, by definition, there exists an algorithm satisfying 
conditions (i) and (ii) above. Clearly, the algorithm AeNPBn co-NPB. 1 
THEOREM 4.1. If B is NP-complete with respect to <y-reductions, then NP # 
co-NP implies that B 4 P. 
Proof: See [LONG82]. 1 
Recall that the notion of redundant comparator was defined in Corollary 3.3. We 
call a network redundant if it has a redundant comparator. 
LEMMA 4.2. (Graham). Any n-input network H with more than (‘;) comparators is 
redundant. 
Proof: See [KNUT73], Problem 40, Section 5.3.4 for this result. The notion of 
redundancy used in this problem is different from our definition of redundancy but 
it is easy to see that our notion is weaker, hence the conclusion in this problem is 
applicable in our context. a 
In view of Lemma 4.2, whenever the existence of a network with certain proper- 
ties is asserted, an additional property that the number of comparators is at most 
(;) is tacitly assumed. This assumption is important in asserting that the algorithm 
AMOOP presented in Theorem 4.2 runs in polynomial time. 
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LEMMA 4.3. Let II be a property such that the size of the smallest test set for II is 
at least c .2” for some c > 0 and let k be a positive integer such that (a)k < E < c for 
some constant E, 0 < E -c c. Then for all suf$ciently large n and for all sequences of k 
“designated input lines” i,, i,, . . . . ik such that 1 Q i,, . . . . ik < n, and i, + 1 < ii,, .for 
1 <j < k, there exists an n-input network N with the properties: 
(A) For every CJE (0, l}“, N(a)eII implies that a,,= 1 and CT,,+, =0 for some 
j, 1 <j<k. 
(B) There exists a ZE (0, l}” such that Ir,:L4n,9,10>jn/9J, IT~~~~~,+,.J~> 
Ln/9], and N(z) E II. 
Proof: For simplicity, we assume in what follows that n is divisible by 9k. (A 
minor modification of the proof works for the general case.) Suppose that there is 
no network that satisfies (A). Then the set T = {o 1 ai, < oI, + , for all j, 1 Q j < k } is a 
test set for l7. The size of T, 1 T 1 = 3k. 2n-2k = (a)k .2” < c. 2”, a contradiction. 
Therefore, we conclude that there are networks that satisfy (A). 
Let ??be the subset of the set of all n-input networks satisfying the following 
properties: each N in ??has property II and satisfies (A) of the lemma. Suppose no 
NE ??satisfies (B). This leads to a contradiction as shown below. 
Let T’= {zl Jz,:,,,,),<n/9 or lt5n,9+I:n11 <n/9}. We show that Tu T’ is a test 
set for 17. Let N be a network that has property Z7. We consider the following cases: 
Case 1. NE Jf. From the assumption that there is no NE •J that satisfies B, it 
is clear that if t is such that N(r) is in Z7, then r E T’. Further, N has property Z7, so 
such a t exists. 
Case 2. N$ _,V. Thus N does not satisfy the condition A. Thus there exists a cr 
in T such that N(a) E ZZ. 
This shows that Tu T’ is a test set for 17. Further, I T’ 1 < 2’+ 5”‘9 . cjnEo (“y!‘) 6 
2’ +5ni9+(4n’9).H(1’4) < 2d” for some d < 1 (the second inequality is a well-known 
combinatorial inequality, see, e.g., Theorem 1.4.5 in [LINT82]), where X’(p) 
denotes the entropy function S(p) = -p logp - (1 -p) log( 1 -p). Let us choose n 
large enough that 2d” < (c - E) .2”. Thus, I T u T’ I d (3)“. 2” + (c - E) .2” < E .2” + 
(c - E) .2” d c. 2”, for a sufficiently large n, a contradiction. Thus there exists a 
network satisfying the hypotheses of the lemma. 1 
LEMMA 4.4. Let k>O be an integer constant. Let H be a network with n inputs, 
where n is an even number. Let 4kn + (2i - 1) n/2, for 1 < i < k, be a sequence 
of k “designated input lines.” Let T E (0, 1 }9kn be such that I ~,:4~~ lo 2 kn, 
IT 5kn + I :9kn I 1 2 kn such that T4kn + (2i ~ 1 ),,p = 1 and T4kn + (2i ~ I ),,/2 + I = 0, for some i, 
1 < i < k. Then there is a network H’ (with 9kn inputs) that depends on H and 5 such 
that: 
(A) rf H has MOOP, then there exists o E (0, 1}9k” such that H’(a) = T. 
(B) If H does not have MOOP, then for all QE (0, 1}9k”, (H’(cr))4k,+,,,_,,,1, 
d (H’(a)) 4kn+(Zi_1)n/Z+1for all i, 1 <i<k. (Thus H’(a)#r for any cr.) 
571/39/l-2 
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line number 
0 9R 1 
I 
1 99 1 
0 100 1 
I 108 I 
________________________A 
FIG. 4.1. The network H’. 
Proof. We shall describe a deterministic algorithm to construct H’ from H and 
z. H’ requires k copies H used in parallel (in a non-overlapping way) along with 
some additional comparators that lie to the right of the comparators of H, as 
shown in Fig. 4.1. We call the additional comparators “post-comparators.” Now we 
describe what these “post-comparators” are. 
Let i,, i,, . . . . ikn be the first kn bits such that zi, = 0 for all f, 1~ I< kn, and 
. . l1 ,Jz,..., j,,, be the last kn bits such that rj, = 1 for all 1, 1 < 1~ kn. Clearly, il < 4kn 
and j, 2 5kn + 1, for all 1. Let M = {m, , . . . . m,} be the set of lines among the lines 
(4kn + (2i - 1) n/2 11~ i < k} such that T,,,, = 1 and TV,+ I = 0. Next we describe two 
sets U and T as 
For definiteness, let U = {u,, . . . . uq}, and T= {t,, . . . . t,}, where u1 c u2 < . . . c uq 
and t, c t, -K . . . <t,. Before we proceed further, we give an example to illustrate 
our notation. 
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EXAMPLE. Suppose k = 3, n = 4 and suppose rdk,, + ,:5kn = r49:60 = 1100 0011 0101. 
Then using our notation, p = 2, m, = 50, and m, = 58. The sets U and T are 
U = { 49, 55, 56, 60) and T = { 52, 53, 54, 57}, respectively. 
Continuing, note that 1 <q, r < kn. We are now ready to describe the post- 
comparators to be added. Add the comparators [ii, a,], [Ii,, uz], . . . . [i,, uq]. 
Also add Ct,Jll, Cb,jJ, . . . . [t,,j,]. Finally for each i such that 1 d i < k 
and 4kn + (2i - 1) n/2 F$ M, add the comparator [4kn + (2i - 1) n/2, 4kn + 
(2i - 1) n/2 + 11. This completes the description of H’. Figure 4.1 shows an example 
of H’, with n = 4, k = 3, p = 2, and r = 048 1100 0011 0101 14*. Note that only lines 
that have a post-comparator connected to it are shown. 
We next show that H’ satisfies requirements (A) and (B). 
Argument for (A). Let H have MOOP. Let 0 be a witness of H for MOOP, i.e., 
(H(a)),,, = 1 and (H(a)),,,+ I = 0. We show that there exists 0’ E { 0, 1 )9kn such that 
H’(d) = t. One such CT’ is xtrky, where crk is the concatenation of k copies of CJ and 
x, YE (0, 1}4k” are described below. Let x = x1 x2 . . . x4kn. We assign xi: (i) if the line 
i of H’ is not connected to any post-comparator, then set xi = zi; (ii) otherwise, x, 
is assigned as follows. Let [i, j] be the post-comparator connecting line i to some j, 
4kn+l<_j<5kn. Letj=(4k+Z)n+t for some 1, O<l<k. Note that 1 and t are 
determined uniquely. (Actually I denotes the copy number of H and t is the line 
number within the copy of H corresponding to the “global” line number j.) From 
the construction of H’, it follows that ti= 0 and ~~ = 1. Now the choice of X, 
depends on the bit (H(o)),: if (H(a)), = 0, then set xi = 1, else set xi= 0. The choice 
of y is made in an analogous manner. It is easy to prove that H’(xoky) = z. An 
example is shown in Fig. 4.1, where H(a) = 0101. The relevant bits of x and y are 
also shown in the figure. 
Argument for (B). Suppose H does not have MOOP. We show that for all 
rr’~ (0, 1}9kn, (H’(a’))4k,+(,i~l)n,2~(H’(b’))4kn+(Zi- Ijn,~+l for all i, l<iGk. We 
consider two cases: 
Case 1. i# M. In this case, whatever the earlier comparisons are, the com- 
parator [4kn f (2i - 1) n/2, 4kn + (2i - 1) n/2 + l] would enforce the desired 
inequality. 
Case 2. iE M. Then note that there are no post-comparators connecting 
the lines 4kn + (2i - 1) n/2 and 4kn + (2i - 1) n/2 + 1. Thus (H’( d))4kn + czi _ I jn,2 
is the same as (H(4kn+ I:5kn))n/2, and tH’ta))4kn+(2i- lp/2+ 1 is the same as 
(ff(a 4kn+1:5kn))n,2+1. Thus, if (H’(d)4k, + (2i- l)n/2 = 1 and tH’ta’))4kn + (zl I ),,/z + 1 
= 0, then dkn + I:5kn would be a witness of H for MOOP, a contradiction. 
This completes the proof of Lemma 4.4. 1 
We now prove the main result. 
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4hn+n/2 
4kn+n,2+, 
N 
5kn-n/2 
5kn~n,2+1 
9kn : 
FIG. 4.2. The network N’. 
THEOREM 4.2. Let 17 be any property such that the size of the smallest n-test set 
for lI is at least c. 2” for some fixed c > 0 and for all sufficiently large n. Then P, is 
< y-complete for NP. 
ProoJ Recall that we consider only properties 17 such that given H and a, it can 
be decided in polynomial time whether H(a) E 17. Given H, a a can be guessed and 
it can be verified that H(a) E 17. Thus P, E NP. We shall prove that P, is < y-hard 
for NP. We show this by proving that P,,,, <y P,. (Note that PMoop is <y- 
complete for NP since <m P-completeness for NP implies < y-completeness for NP.) 
By Lemma 4.1, this is equivalent to showing that P,oO,~NPPnnco-NPP”. Since 
P MooP E NP, our claim is further reduced to showing that PMoop E co-NPP”, i.e., to 
showing that P,,,, E NP ‘“. We show this below. In what follows, we present a 
nondeterministic polynomial time algorithm AMOOP for PMoop using an oracle 
for P,. 
Let H be an instance for the problem PMoop. Let the number of inputs to H be 
n. For simplicity, assume that n is even. 
ALGORITHM AMOOP (input : H). 
Step 1. 
Step 2. 
Step 2.1. 
Step 2.2. 
Step 2.3. 
Step 3. 
//This step guesses a network N with 9kn inputs and a string z of length 9kn satisfying the 
requirements of Lemma 4.3 using the k “designated lines” 4kn + (2i - 1) n/2, i = 1,2, . . . . k. // 
Guess a network N with 9kn inputs and a string r E {0, 1}9k”. 
//This step verifies the correctness of the guesses made in Step l.// 
Call the oracle P, with input N. If the oracle answers “no,” reject the input Hand halt; else 
continue. 
//Verification of (A) of Lemma 4.3// 
For all i, connect the comparators [4kn + (2i- 1) n/2, 4kn + (2i - 1) n/2 + 1 ] to the left of N 
to form a network N’ as in Fig. 4.2. 
Call the oracle P, with input N’. If the oracle answers “yes,” then reject the input Hand halt; 
else continue. 
//Verification of (B) of Lemma 4.3// 
Verify that N(T)EJI If N(T)E II, then continue; else reject H and halt. 
Use the (deterministic) algorithm of Lemma 4.4 to construct H’ from H (the input) and z 
(guessed in Step 1.) 
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Step 4. Cascade H’ and N in order (i.e., N is physically to the right of H’) to form a network N,. 
Call the oracle P, with input N,. 
If the oracle answers “yes” then reject H else accept H. 
Step 5. Halt. 
We show the correctness of the above algorithm. This requires showing: ( 1) If 
H$P MOOP 7 then at least one path of the algorithm accepts, and (2) if HE PM,,,, 
no path of the algorithm accepts. 
Proof of (1). Suppose that H$ PMoop. From Lemma 4.3, it is obvious that 
there is at least one path which successfully constructs N and r. By Lemma 4.4(B), 
for any GE (0, 1}9kn, (H’((T))~~“+(~~_,)~,~~ (H’(o))4kn+(Zi_l)n,2+I for all i. We claim 
that in Step 4, oracle P, with input N’ must respond “no.” Suppose not. Then there 
is 6~ (0, 1}9k” such that N,(C)EI~. Since N,(6) = N(H’(S)), it follows from 
Lemma4.3 that (H’(6)),,,+~,i_l~n,2= 1 and (H’(~))4kn+(2i~l)n!2+, =0 for some i. 
This contradicts Lemma 4.4(B). 
Proof of (2). Assume the contrary, i.e., suppose H has an accepting computation. 
Note that the only way to accept the input is in Step 4, which means this 
computation has successfully produced N and T, and passed Steps 1 and 2 without 
rejection. Also in Step 4, P, must have answered “no,” thus N, 4 P,. By the 
assumption, HE PMoop so by Lemma 4.4, there is a string ~7 such that H’(a) = T. 
Thus N,(a) = N(H’(a)) = N(r) E I7, a contradiction to the oracle’s response in 
Step 4. 
This completes the proof. 1 
We conjecture that the bound on the size of the test set in Theorem 4.1 can be 
improved from c. 2” to 2’” for any c > 0. 
5. CONCLUDING REMARKS 
The main contribution of this work is the demonstration of the usefulness of < F- 
reductions as a practical tool. Note that many of the specific instances of our 
problem can be shown NP-complete, but the general result appears to make a 
crucial use of nondeterminism permitted in a < F- reduction. One might encounter a 
similar situation in other problem areas, such as graph problems, in which there are 
hundreds of disparate NP-completeness results. One might hope to synthesize them 
by applying similar techniques. Such a study, in addition to providing a tool for 
establishing the complexity of problems on a wholesale basis, might also enable us 
to understand better what causes a problem to be intractable. 
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