Abstract An orientation of an undirected graph G is a directed graph obtained by replacing each edge {u, v} of G by exactly one of the arcs (u, v) or (v, u). In the min-sum k-paths orientation problem, the input is an undirected graph G and ordered pairs (s i , t i ), where i ∈ {1, 2, . . . , k}. The goal is to find an orientation of G that minimizes the sum over all i ∈ {1, 2, . . . , k} of the distance from s i to t i . In the min-sum k edge-disjoint paths problem, the input is the same, however the goal is to find for every i ∈ {1, 2, . . . , k} a path between s i and t i so that these paths are edgedisjoint and the sum of their lengths is minimum. Note that, for every fixed k ≥ 2, the question of NP -hardness for the min-sum k-paths orientation problem and for the min-sum k edge-disjoint paths problem has been open for more than two decades. We study the complexity of these problems when k = 2. We exhibit a PTAS for the min-sum 2-paths orientation problem. A by-product of this PTAS is a reduction from the min-sum 2-paths orientation problem to the min-sum 2 edge-disjoint paths problem. The implications of this reduction are: (i) an NP-hardness proof for the min-sum 2-paths orientation problem yields an NP-hardness proof for the min-sum 2 edge-disjoint paths problem, and (ii) any approximation algorithm for the min-sum 2 edge-disjoint paths problem can be used to construct an approximation algorithm for the min-sum 2-paths orientation problem with the same approximation guarantee and only an additive polynomial increase in the running time. 
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Introduction
In communications, Multihoming is the process of communicating through more than one connection. The goal is to increase communication reliability. Now imagine that each connection must be made between two distinct entities, for example, if a customer has numerous internet providers, each with a distinct entry point that requires a connection to a distinct end-point, see [1, 8] . This is the case we deal with here.
In order to optimize reliability when using multiple connections, a natural goal is that the channels are disjoint. We model the problem of determining whether such channels exist with the k edge-disjoint paths problem, where the input is an instance consisting of a graph and pairs of vertices {s i , t i }, where i ∈ {1, 2, . . . , k}, and the goal is to find k edge-disjoint paths between the k pairs {s i , t i }. Robertson and Seymour proved in [7] that, for fixed k, this problem is in P.
However, just having k edge-disjoint paths is often not sufficient. A natural requisite is that the paths found are optimized according to some condition. Such conditions can be minimum maximal length or minimum sum of lengths. These conditions lead to two optimization problems: the first is known as the min-max k edge-disjoint paths problem; and the latter as the min-sum k edge-disjoint paths problem. In [6] Li et al. show that the min-max k edge-disjoint paths problem is NP-hard, even when k = 2 and {s 1 , t 1 } = {s 2 , t 2 }. In contrast, the question of NP-hardness of the min-sum k edge-disjoint paths problem for fixed k ≥ 2 has been open for more than twenty years.
An orientation of an undirected graph G is a directed graph obtained by replacing each edge {u, v} of G by exactly one of the arcs (u, v) or (v, u) . In the min-sum kpaths orientation problem, the input instance is an undirected graph G and ordered pairs (s i , t i ), where i ∈ {1, 2, . . . , k}. The goal is to find an orientation of G in which the sum over all i ∈ {1, 2, . . . , k} of the distance from s i to t i is minimized. The min-sum k-paths orientation problem is a relaxation of the min-sum k edge-disjoint paths problem in the following sense: if the requirement for a path between s i and t i for each i ∈ {1, 2, . . . , k} is replaced by the requirement for an unsplittable flow of size 1 from s i to t i for each i ∈ {1, 2, . . . , k} and these flows may share edges if they are in the same direction, then we get the min-sum k-paths orientation problem. We note that the question of NP-hardness for the min-sum k-paths orientation problem, for fixed k ≥ 2, has also been open for more than twenty years. In this paper we focus on the min-sum 2-paths orientation problem and its relation with the min-sum 2 edge-disjoint paths problem.
There have been a number of results for the min-sum k edge-disjoint paths problem. Zhang and Zhao [10] have shown that in general graphs for general k the min-sum k edge-disjoint paths problem is FP NP -complete. They gave a bicriteria approximation algorithm for the problem. There have also been a number of results for the min-sum 2 edge-disjoint paths problem. Zhang and Zhao have shown that this problem has a constant factor approximation. Kobayashi and Sommer [5] showed that the problem is in P if G is planar and s 1 , t 1 , s 2 and t 2 are on at most two faces of the graph. Kammer et al. [4] showed that it is in P if G is a chordal graph. For a comprehensive discussion of results, see Kobayashi and Sommer [5] .
Finally, the min-sum k-paths orientation problem has been studied by Hassin and Megiddo [2] . There they showed that this problem is NP -hard for general k. They also studied the min-max k paths-orientation problem. They proved that this problem is NP -hard even for k = 2. In [3] , Ito et al. also studied these two problems. They showed that, for unrestricted k, the min-sum k-paths orientation problem does not have a polynomial time algorithm with an approximation factor of 2 or less, unless P = NP . They presented approximation algorithms for restricted variations of this problem, for example, for certain classes of graphs, such as cacti.
In this paper, we exhibit a PTAS for the min-sum 2-paths orientation problem. A by-product of this PTAS is a reduction from the min-sum 2-paths orientation problem to the min-sum 2 edge-disjoint paths problem. The implications of this reduction are: (i) that an NP -hardness proof for the min-sum 2-paths orientation problem yields an NP -hardness proof for the min-sum 2 edge-disjoint paths problem, and (ii) that any approximation algorithm for the min-sum 2 edge-disjoint paths problem can be used to construct an approximation algorithm for the min-sum 2-paths orientation problem with the same approximation guarantee and only an additive polynomial increase in the running time. Our results suggest that if indeed the min-sum 2-paths orientation problem is NP -hard, then proving this may be more difficult than it seems because of the implication for the min-sum 2 edge-disjoint paths problem. Making use of results by Kobayashi and Sommer [5] and Kammer et al. [4] for the minsum 2 edge-disjoint paths problem, this reduction also implies that the orientation problem is in P if G is chordal or if it is planar and s 1 , t 1 , s 2 and t 2 are on at most two faces of the graph.
One of the key ingredients we use is a structural lemma that states that, for any given input instance (G, s 1 , t 1 , s 2 , t 2 ), if there exists an orientation in which the distances from s 1 to t 1 and from s 2 to t 2 are both finite, then the following holds: there exists an optimal orientation with two min-sum directed paths, one P 1 from s 1 to t 1 and the other P 2 from s 2 to t 2 , such that either (i) P 1 and P 2 are arc-disjoint, or (ii) P 1 and P 2 are not arc-disjoint but their common arcs form a directed path. We obtain the reduction to the min-sum 2 edgedisjoint paths problem by showing that if, on the same input instance, we execute an algorithm for the min-sum 2 edge-disjoint paths problem and another algorithm that works if (ii) holds, then the better result is optimal. We obtain the PTAS in a similar manner, by showing that a PTAS exists for instances for which (i) holds.
The rest of this paper is organized as follows: Section 2 contains the necessary graph theoretic preliminaries; Section 3 gives an overview of the main algorithm and its accompanying definitions; Sections 4 and 5 each present an algorithm for a different case of the problem, and these two algorithms are used as subroutines in the main algorithms in Section 6; and the Appendix contains the case analysis required for the algorithm described in Section 4.
Preliminaries
We use [k] to denote the set {1, 2, . . . , k}. An undirected graph is an ordered pair G = (V , E), where V is a set of vertices and E is a set of edges, each edge being a subset of V of size two. A directed graph is an ordered pair G = (V , E), where V is a set of vertices and E is a set of ordered pairs of vertices of V called arcs. We use the notation V (G) for the set of vertices of G or G and E(G) for the set of edges of G, and E(G) for the set of arcs of G. When it is clear from the context, we normally write n for |V (G)|.
but not both. We use the notation H G to denote that H is an orientation of G.
, respectively, and u 1 , u 2 , . . . , u k are all distinct. The length of P or P, denoted by len(P ) or len(P), respectively, is k − 1. The tuple (u, . . . , v) in G or G is a path or dipath, respectively, from u to v. We use the notation P u,v or P u,v to indicate that the path or dipath, respectively, is from u to v.
is a path and {u k , u 1 } ∈ E(G). Note that we often consider a path to be a subgraph.
A path P = (u 1 , . . . , u ) in a graph is a subpath of the path
The distance between vertices u and v in V (G), denoted by dist G (u, v) , is the length of a shortest path between u and v in G if such a path exists, and dist G (u, v) = ∞ otherwise. So, if P u,v is a subpath of P , then distg P (u, v) = len (P u,v ) . The distance between a pair of paths P and P in G, denoted by distg G (P , P ), is the minimal distance between a vertex in V (P ) and a vertex in V (P ). (u, v) , is the length of a shortest dipath from u to v in G if such a dipath exists, and dist G (u, v) = ∞ otherwise. When the graph under consideration is clear from context, we simply write dist (u, v) . We make the following definition in order to recast the problem in terms of undirected graphs.
Definition 5 [Non-conflicting paths and optimal paths]
,v 2 are dipaths; they are optimal if they are non-conflicting and len(
We observe that, for any optimal orientation H G of an instance (G, s 1 , t 1 , s 2 , t 2 ), any two shortest dipaths (s 1 , . . . , t 1 ) and (s 2 , . . . , t 2 ) in H G are an optimal pair of paths and are therefore non-conflicting. We note that checking whether two paths are non-conflicting can easily be done in polynomial time. By the following simple observation, we see that, in order to show that OP T (G, s 1 
Assumption 1 For every given instance
, we assume that G is connected, the vertices s 1 , t 1 , s 2 and t 2 are distinct, and that OP T < ∞.
Without loss of generality, we may make this assumption since it is straightforward to decide whether OP T = ∞ and the problem on an instance (G, s 1 , t 1 , s 2 , t 2 ) for which s 1 , t 1 , s 2 and t 2 are not distinct can be easily reduced to the problem on an instance (G , s 1 , t 1 , s 2 , t 2 ) where s 1 , t 1 , s 2 and t 2 are distinct.
Algorithm Overview and Definitions
We start by giving an algorithm that finds an optimal pair of paths for a restricted set of instances. Afterwards we explain how to obtain our claimed results by extending this algorithm.
Let (G, s 1 , t 1 , s 2 , t 2 ) be an instance that has an optimal pair of edgedisjoint paths P s 1 ,t 1 and P s 2 ,t 2 such that dist (P s 1 
Since any path between s 1 and t 1 that intersects P s 2 ,t 2 must be of length at least 2 · dist (P s 1 ,t 1 , P s 2 ,t 2 ) > dist (s 1 t 1 ), it follows that no shortest path between s 1 and t 1 intersects P s 2 ,t 2 . Consequently, for such an instance, finding an optimal pair of paths can be done as follows: (i) find a shortest path P s 1 ,t 1 (ii) let G be the graph resulting from removing the edges of P s 1 ,t 1 from G, and (iii) find a shortest path P s 2 ,t 2 in G . We refer to this as the Simple Algorithm.
Observe that G contains all the edges of P s 2 ,t 2 . Hence, len(P s 2 ,t 2 ) ≤ len(P s 2 ,t 2 ). Since P s 1 ,t 1 is also a shortest path, len(P s 1 ,t 1 ) ≤ len(P s 1 ,t 1 ). Therefore, P s 1 ,t 1 and P s 2 ,t 2 are an optimal pair of paths.
We have demonstrated that, if an instance has optimal pair that are sufficiently far from each other, then the problem of finding an optimal pair of paths requires only polynomial time. The distance between the paths of an optimal pair is crucial for our results. Hence, we make the following definition. 
. Now apply the following algorithm, which we call the Basic Algorithm: (i) find a shortest path P s 1 Therefore, for the rest of this section, we assume that ≥ . In order to deal with this case, we now prove a structural result that states that any non-trivial instance is of at least one of the following two types. 
. . , R k are all pairwise edge-disjoint, and these subpaths are all non-trivial with the possible exception of Q 0 , Q k , R 0 and R k . Now let P s 1 ,t 1 and P s 2 ,t 2 be an optimal pair of paths for which the number of maximal common subpaths k is as small as possible. If k = 0 then they are disjoint and if k = 1 they are intersecting, as required. So we may assume therefore that k ≥ 2.
Suppose first that there exist i, j, j ∈ [k] such that j < j , π(j) = i and π(j ) = i + 1.
Note that, in this case, P π(j ) = P i and P π(j ) = P i+1 . We consider the subpaths Let {m 1 , m 2 } be a pivot and P m 1 ,m 2 be a shortest path. The naive way of proceeding is to first use a min-cost single source flow algorithm to find a flow of size 4 as follows: (i) let G be obtained from G by adding a vertex a and four edges: two between a and m 1 and two between a and m 2 ; (ii) solve the min-cost single source flow with a being the source, s 1 , t 1 , s 2 and t 2 being the targets, and all edges of G having capacity and cost 1. This will produce four min-sum edge-disjoint paths P x 1 ,m 1 , P x 2 ,m 1 , P x 3 ,m 2 , P x 4 ,m 2 , where {x 1 , x 2 , x 3 , x 4 } = {s 1 , t 1 , s 2 , t 2 }. Now the natural conjecture is that a non-conflicting pair of paths can be found in the graph consisting of all vertices and edges of these four paths and P m 1 ,m 2 . However, this idea does not work when the configuration obtained is like that in Fig. 1 .
Thus, a different strategy is required. The strategy we use in Section 4 is to first find a min-sum edge-disjoint pair P s 1 ,m i , P t 2 ,m 3−i , where i ∈ {1, 2}, and then a minsum edge-disjoint pair P s 2 ,m j , P t 1 ,m 3−j , where j ∈ {1, 2}. We shall show that the graph consisting of the vertices and edges of these four paths and P m 1 ,m 2 is sufficient for finding the required non-conflicting pair of paths.
In Section 5, we give pseudo-code for the algorithm that deals with the case when > and in Section 6 we prove the main results. We introduce here the algorithm for the case when is small ( ≤ ), and hence δ is even smaller.
We prove the following lemma in the Appendix. 
Lemma 2 Let
) ≤ (1 + 2δ) · OP T .
The running time of Algorithm 1 is bounded by a polynomial function of n. [Note that if the input instance is intersecting, then δ = 0 and hence Algorithm 1 returns an optimal pair of paths]
Proof Finding the paths in Steps 3 and 4 can be done by reducing the problem to finding edge-disjoint paths from a single vertex as follows. Add to the graph G , computed in Step 2, a vertex a and edges {a, m 1 } and {a, m 2 }. Then find a pair of min-sum edge-disjoint paths from a to s 1 and t 2 in Step 3, and then a pair from s 2 to t 1 in Step 4. According to Yang et al. [9] this requires a running time of O(n 2 ). By Lemma 2 above, Step 6 requires a running time that is polynomial in n. Since all other steps take polynomial running time and there are fewer than n 2 iterations of Steps 1 to 6, the overall running time is polynomial in n.
Suppose that {m 1 , m 2 } is a pivot with associated optimal pair of paths P s 1 ,t 1 
Consequently, since ξ ≤ OP T , they are an optimal pair of paths.
Algorithm 2: the Case >
The input to Algorithm 2 consists of an instance (G, s 1 , t 1 , s 2 , t 2 ) together with two additional parameters, γ > 0 and d ∈ [n]. The additional parameter d is required so this algorithm can be used in both the additive and multiplicative approximation modes. We prove here that, if γ · OP T ≤ γ d ≤ · OP T , then Algorithm 2 returns an optimal pair of paths in time (n/(γ d)) O(1/γ ) ·poly(n). We note that, when > , the required output for the multiplicative approximation will be returned if γ = and d = OP T . We show in Section 6 that we can ensure that d = OP T by trying all integers in a range of length not exceeding OP T .
Algorithm 2 is a variation of the Basic Algorithm described in Section 3, which works when the input instance has an optimal pair of paths that are far from each other. We next explain how it differs from the Basic Algorithm.
Suppose that the instance (G, s 1 , t 1 , s 2 , t 2 ) satisfies γ · OP T ≤ γ d ≤ · OP T and that P s 1 ,t 1 and P s 2 ,t 2 are an optimal pair of paths that are · OP T apart. Recall that the Basic Algorithm utilizes a special set of vertices u 1 , u 2 , . . . , u h ∈ V (P s 1 ,t 1 ) . Such a set of vertices can be found by exhaustive search over all relevant subsets of V (G). Algorithm 2 is almost the same as the Basic Algorithm except that the vertices u 1 , u 2 , . . . , u h are selected from a subset of V (G), which we call representatives, and this subset may be significantly smaller than V (G).
A set of representatives S has the property that every vertex in V (G) is very close to a vertex in S. Consequently, the approach used in the Basic Algorithm will work when using representatives. We now formally define the set of representatives and prove that such a set always exists. We then present the algorithm and prove its correctness. 
Definition 9 [Rep G ( )]
Given
Theorem 4 Let
γ > 0 and d ∈ [n]. If (G, s 1 , t 1 , s 2 , t 2 ) is disjoint and γ · OP T ≤ γ d ≤ · OP T ,
then Algorithm 2 will return an optimal pair of paths. The running time of Algorithm 2 is (n/(γ d)) O(1/γ ) · poly(n).
Proof The running time follows, since the iteration in Step 3 is executed about 8n/(γ d) choose O(1/γ ) times. The other steps in the algorithm only increase the running time by a multiplicative factor that is polynomial in n.
Let P s 1 ,t 1 , P s 2 ,t 2 be an optimal pair of paths such that dist ( 
Step 3 of Algorithm 2 iterates over every subset of REP G (γ d/4) of size at most 8/γ . Hence S * = Q for some iteration of Step 3. Let P s 1 ,t 1 and P s 2 ,t 2 be the paths found in Steps 3a and 3b, respectively, immediately after the iteration with S * = Q.
We observe that, by the definition of U , for every vertex v ∈ V (P s 1 ,t 1 ) there exists a vertex u ∈ U such that dist G (v, u) < γ d/4. By the choice of Q, for every u ∈ U , we have dist G (q u , u) < γ d/4. Consequently, by the triangle inequality, for every vertex v ∈ V (P s 1 ,t 1 ) there exists a vertex q u ∈ Q such that dist G (v, q u 
Main Results
We start this section by proving the reduction from the min-sum 2-paths orientation problem to the min-sum 2 edge-disjoint paths problem. Afterwards we prove the additive approximation result and we conclude the section by proving the multiplicative approximation result.
Theorem 5 If there exists an approximation algorithm for the min-sum 2 edgedisjoint paths problem with time complexity T (n), then there exists an algorithm for the min-sum 2-paths orientation problem with time complexity T (n) + poly(n) and the same quality of approximation.
Proof Given an instance (G, s 1 , t 1 , s 2 , t 2 ) , we solve the min-sum 2-paths orientation problem as follows: (i) execute Algorithm 1 with input (G, s 1 , t 1 , s 2 , t 2 ); (ii) execute the approximation algorithm for the min-sum 2 edge-disjoint paths problem with input (G, s 1 , t 1 , s 2 , t 2 ); and then (iii) return the better solution.
If the input instance is intersecting then, by Theorem 3, Algorithm 1 returns an optimal pair of paths. If the input instance is not intersecting then, by Lemma 1, it is disjoint. So G has an optimal pair of edge-disjoint paths. Thus, the paths returned by the approximation algorithm for the min-sum 2 edge-disjoint paths problem are also an approximate solution for the min-sum 2-paths orientation problem. 
Corollary 1 If the min-sum 2-paths orientation problem is
Proof To obtain the required paths we perform the following steps: (i) execute Algorithm 1 with input (G, s 1 , t 1 , s 2 , t 2 ) ; (ii) execute Algorithm 2 with input (G, s 1 , t 1 , s 2 , t 2 ) , γ = α and d = n; (iii) return the better solution.
The bound on the running time is immediate from Theorems 3 and 4. By Theorem 3, Algorithm 1 returns a pair of non-conflicting paths P * s 1 ,t 1 and P * s 2 ,t 2 whose sum of lengths does not exceed (1 + 2δ) · OP T . If δ = 0, this will be an optimal pair of paths. We assume therefore that δ > 0, in which case OP T ≤ n. Now, the theorem clearly holds if δ · OP T ≤ αn, since in this case 
Proof To obtain the required paths we perform the following steps. Figs. 3 and 4 -the union of the parts of the paths not shown in these figures form part (possibly all) of the cycle depicted using thick lines. The two non-conflicting paths go through the cycle in the same direction, which may be either clockwise or counter-clockwise.
Let P s 1 ,t 2 be the union of the paths P s 1 ,m 1 , P m 1 ,m 2 and P t 2 ,m 2 , and let f 1 be the first vertex on P t 1 ,m 3−j that is also on P s 1 ,t 2 ; similarly, let f 2 be the first vertex on P s 2 ,m j that is also on P s 1 ,t 2 .
We define a hop to be a path P u,v in Q that is edge-disjoint from P s 1 ,m 1 and P t 2 ,m 2 , where u is in the former path and v in the latter, or vice versa. We note that P m 1 ,m 2 is a hop.
Let P l 1 ,a 1 be the hop for which dist P t 1 ,m 3−j (t 1 , l 1 ) is minimum. The vertex l 1 must exist, since m 3−j is in P t 1 ,m 3−j and P m 3−j ,m j is a hop. In the same manner, let P l 2 ,a 2 be the hop for which dist P s 2 ,m j (s 2 , l 2 ) is minimum. It is easy to see that f 1 and l 1 must both be in P s 1 ,m 1 or they must both be in P t 2 ,m 2 , and similarly for f 2 and Proof We only prove the proposition for the case when f 2 and l 2 are in P s 1 ,m 1 . The proofs for the other cases are similar. We note that, since P l 2 ,a 2 is the hop for which dist P s 2 ,m j (s 2 , l 2 ) is minimum, the subpath of P s 2 ,m 1 from f 2 to l 2 is disjoint from P t 2 ,m 2 . Therefore, the subpath of P s 2 ,m 1 from f 2 to l 2 must be at least as long as the subpath of P s 1 ,m 1 from f 2 to l 2 , since otherwise we could find a shorter path from s 1 to m 1 that is disjoint from both P t 2 ,m 2 and P m 1 ,m 2 , this contradicts the way these paths are selected in Step 3 of Algorithm 1.
Proof of Lemma 2
Let Q be the union of P s 1 ,t 2 , P t 1 ,f 1 , P s 2 ,f 2 , P l 1 ,a 1 and P l 2 ,a 2 . Clearly, Q contains at least one non-conflicting pair of paths and has at most ξ edges.
Fig. 4 Three hops
If f 1 occurs before f 2 on P s 1 ,t 2 , then Q contains paths from s 1 to t 1 through f 1 and from s 2 to t 2 through f 2 that are clearly edge-disjoint; see, for example, Fig. 2a . Since these two paths are edge-disjoint, the sum of their lengths cannot exceed the number of edges in Q , which is bounded above by ξ .
We now consider the case when f 2 occurs before f 1 on P s 1 ,t 2 . Let C be P m 1 ,m 2 if both P l 1 ,a 1 and P l 2 ,a 2 are P m 1 ,m 2 ; otherwise let C be the cycle that includes both P l 1 ,a 1 and P l 2 ,a 2 , and usually edges from P s 1 ,m 1 and P t 2 ,m 2 (see, for example, the thick line cycles in Figs. 3 and 4) .
If C is P m 1 ,m 2 , then using Proposition 8 it is easy to see that Q contains a pair of non-conflicting paths, the only edges common to both paths of the pair are those of P m 1 ,m 2 and the subpaths of P s 1 ,t 2 from f 1 to l 1 and f 2 to l 2 . Thus, by Proposition 8, their sum of lengths is bounded above by ξ .
If Q contains a non-conflicting pair of paths such that one of the two paths does not include any edge from C, as in Fig. 3a , then the only edges common to both paths of the pair are in the subpaths of P s 1 ,t 2 from f 1 to l 1 and f 2 to l 2 . Thus, by Proposition 8, their sum of lengths is bounded above by ξ .
Consequently, it remains to deal with the case when C is a cycle and both paths in every non-conflicting pair in Q contain some edges from C. It is easy to show that in this case we can construct two non-conflicting pairs of paths, where: (i) both paths, go through C in the same direction, clockwise for one pair and counter-clockwise for the other pair, (ii) the two pairs have exactly the same edges outside of C, and (iii) in both pairs the only edges common to both paths of the pair are either in C or in the subpaths of P s 1 ,t 2 from f 1 to l 1 and f 2 to l 2 . Thus, by Proposition 8, the sum of the lengths of the four paths in the above two pairs is at most twice the number of edges in Q and hence bounded above by 2ξ . Consequently, the sum of the lengths of the paths in at least one of these pairs is bounded above by ξ .
Finally, the running time is polynomial since the number of potential pairs of nonconflicting paths in Q is a constant. Finding Q and checking each of the potential pairs requires time polynomial in n, and therefore finding the best one takes time polynomial in n.
