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Ck WEAKLY HOLOMORPHTC FUNCTIONS 
ON AN ANALYTIC CURVE 
by Joseph Beckerl and John C. Polking2 
Let V be a complex analytic set and let s E V .  Let B ( V ) ,  8 ( ~ ) ,  C h ( V ) ,  
and Cm(V)  denote respectively the rings of germs at x of holomorphic, 
weakly holomorphic, Ic-times continuo~lsly differentiable, and infinitely dif- 
ferentiable functions on V .  In [7]  Malgrange proved that C m ( V )  n 8 ( ~ )  
= O(V). Spallek [9] improved this result by showing that for sufficiently 
large k ,  Ch(V)  n 8 ( ~ )  = O(V). We will let k denote the smallest integer 
for which Ch(V)  n &V) = O(V). It remains an open question to determine 
k .  In the special case when x is an isolated singularity, Stutz [ lo]  has given 
an upper bound for k in terms of some properties of the singularity of V 
by looking at the degree of the differential operators on the normalization 
of V which do not push forward to differential operators on V .  In a recent 
thesis, Martha Jaffe [6] has refined the argument of Bloom [2] and Stutz 
[I03 to its ultimate by determining a11 the differential operators involved 
on the curves zP = lvq in C2 with p and q relatively prime. These argu- 
ments prove that k 5 3 ( p -  1) (q - 1)/2. Bloom L33 has given an  example 
where k > I . 
In this paper we study curves in CZ which have a normalization of the 
form t -+ (t$tpu(t))  where p and q are relatively prime integers, p > y, 
and u(0) # 0 .  For the case when u I our result is the following: 
Theorem A. C h ( v ]  n 8 ( ~ )  = O(V) ij' arfd only if k 1 p(q -2)lq.  
Let Dh(V) denote the rings of germs at x of functions on V which are 
the restrictions to V of fiinctions which are k-times continuously difTeren- 
tiable near V ,  and moreover are holomorphic in a neighborhood of the 
regular points of V .  Clearly Dk(V) c Ck(V)  n Q V )  and it might be thought 
that the opposite inclusion is true as well. This is not tr~re in general. In 
fact for the curves under consideration here, we havethe following result: 
Theorem 3. Dh(V) = Q(V)  i f  and only i f  lk 2 y - 1 . 
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In section 1 we find a basis for the finite C-module &(v)/O(V). Tn section 2 
we prove Theorem B and in section 3 Theorem A. In each case the theore~n 
is proved by determining the precise differentiability class of each basis 
fi~llction deternlined in section 1. In section 4 we prove a result which gives 
a dityerentiability condition which is sufficient to ensure that a weakly 
hololnorphic function is holomorphic. This result is valid for arbitrary 
curves. 
$1. The germ at the origin of any irreducible analytic curve V in C2 
car1 be normalized by a map O ( t )  = (t" ipu( t ) ) ,  where p > q , q does not 
divide p ,  and u(t) is a holoinorphic function with u(0) = 1 . If V is s ing~~lar  
at the origin, that is if g 2 2 ,  tllen p and q are invariant under biholo- 
morphic change of coordinates. We will restrict our attention to the case 
where p and q are relatively prime, although this does not include all 
irreducible varieties (e.g., the curve normalized by t 4 (t4, f6 + t7)) .  
A monic holomorphic polynornial P(z, w) = ,v" aal(z)wq-% ... + an,(:) 
such that V is the zero locus of P can be constructed as follows: for each 
z E C, z # 0, there are q points ( z ,  u j )  E V,  where x,(z) = zPlq w p j  L L ( Z ~ / " W J ) ,  
and w is a primitive qth root of unity. Let 
(1 (1 
P(z,+v) = IT (W -a j ( z ) )  = C ai(z)lvq-'; then 
j = 1  i = O  
ai = a,(cc,(z), ..., a,(z)) E O(C - ( O } ) ,  where oi is the elementary symmetric 
polynomial of degree i .  The coefficients ai are bounded as z 4 0 and 
hence extend to holomorphic functions on C by the Riemann removable 
singularity theorem. 
We need some preliminary results about weakly holomorphic functions. 
A holomorphic function u(z, w) E O(V) is said to be a universal denominator 
if v& c 0 .  It is well known that aP/dw is a universal denominator 181; 
however, this turns out to be insufiicient for our needs. Let I be the ideal 
of O(V) of all functions vanishing on Sing ( V ) ,  and J the ideal of all uni- 
versal denominators for V .  Then J c I alld the zero locus of J and I 
are the same. So by the Hilbert Nullstellensatz, there is a positive integer n 
such that I" c J .  Since the origin is an isolated singularity, z" E J .  Also, 
the projection 71: c2 4 C defined by ~ ( z ,  w) = z induces a l~omomorphism 
O(C) 4 O(V) making O(V) into a finitely generated O(C) module with 
generators 1, w, ..., wq-' . Hence for any weakly holomorphic function 
.f(z, W )  , z x z ,  W )  = X:, b i ( ~ ) ~ v q - i - '  in O(V).  
Even better results can be obtained by arguing more directly. Let 
N = [p(q- l)/q], where [x] is the largest integer which is less than or 
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equal to x . Notice that p- 2 2 N _2 q - 1 .  Write p = Cplqlq + I., where I. 
is a positive integer and 0 < I. < q . 
Lemma 1. zN i s  a universal denortiinator for V .  
roof. Let f ( z ,  l v )  be a weakly holomorphic fi~nction on V; then 
= f(B(t)) is a holomorphic function on C .  Extend zNf to C2 by 
The coefficients are given by 
e hatted terms are deleted. The functions b,(z) are well defined and 
morphic for z # 0 .  It remains only to show that zbi(z) 4 0 as z -t 0 .  
making the substitution z = t4 ,  we have: 
aj(z)  = tPy,(t), yj(t) = mjP11(tc0j), . f ( z ,  'Yj) = g(tmj) 
nd q are relatively prime so yj(0) - y,(O) = ojP - o" # 0 .  Hence 
ces to point out that q(N + 1) > p(q - 1). 
orem 1. If ~ E & v )  there are unique constants b,,, szlclt that 
- 2::: x ~ ~ ~ b , v ~ " z v - N ~  O(V). Furtlzermore b,,, = 0 if pp + qv 
of. By Lemma 1, zNf = C ~ = ~ W ' % ~ - , -  , (z) , so dividing by z N  and 
g the power series expansion of each bq-,-,(z) = C b,,,zv we have 
4 - 1  N - 1  
f = C, b , , , ~ " z ' - ~  + h(z,  w ) ,  h E B(V). 
,=o v = o  
posing with 8 yields that Cifzi ~ , " ~ , ' b v r ~ ( t ) ~ t P i 1 i ( * v - 4 N  is bounded 
0 .  Let o be the smallest value of p,~i + qv - qN occurring in the 
sum for which b,,, # 0 .  If a < 0 ,  t" 3 co as t -+ 0 ,  SO this term must 
ncelled by another term in the sum with the same o .  But if 
qv, - qN = pp, + qv, - qN with 1 5 pj < q , then necessarily 
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p1 = p2 and v ,  = v, because p  and q are relatively prime. Hence o 2 0 
and any terms with p = 0  are impossible because pO + q ( N -  1) < q N .  
To show that the constants are unique, it suffices to show that if 
g(z ,  w) = C ~ ~ t b , v ~ p z v - N ~  O(V)  then necessarily all the coeffi- 
cients are zero. Again we consider g(B(t)) and let a be the smallest value 
of pp  + q(v-  N )  for which b,,, # 0. Since g E O(V) ,  the t" term in g(B(t))  
must be cancelled by a holomorphic monomial cijwiz', and consequently 
a = pi + q j  with both i and j non-negative. As before, this is impossible 
since p and q are relatively prime. 
Corollary. wq-- ' /z  is the most differentiable element of 6- L".  
Proof. Let f  €6 - O be represented as in Theorem 1, j be the lowest 
exponent in the sum C b , , ~ " z " ~  such that bj ,  # 0  for some p ,  and i 
the lowest exponent so that bji  f 0 .  Then letting g = wq- ' - ' zN- j - ' f ,  we 
have g = b j i w y l / z  + holomorphic terms so g is precisely as differentiable 
as w q - l / z .  But g is clearly at least as differentiabIe as f .  
At this point with little extra effort we can give an algebraic interpre- 
tation of the number N .  
Proposition 1. N is the smallest integer such that lN c J.  
Proof. Since wq- - ' / z N c  &(v) and wq- l / z  # O(V) it is clear that zN- '#  J.  
Thus no smaller integer will work. 
To show the inclusion we must consider the polynomial P(z ,  w )  more 
carefully. We have P(z ,w)  = X~=oav ( z )w" -v ,  and the coefficients are given 
by av ( z )  = ov(ccl(z), . .. , aq(z)) where a j ( z )  = z P 1 q c o p i ~ ( ~ l l q ~ j ) .  Thus av(s)  
= o(\ ~ 1 ~ ' ' ~ )  as z -t 0 .  
As elements of O(V) we have therefore 
4 
= C ( a l a v  - a,+,)wVv 
v = 1  
where we have set a ,  = 0  if v > q .  More generally we have wq*+' 
= C:=, C L W ~ - " ~  where the coefficients satisfy the recurrence relations 
0 I cV = -a,, c i f  ' = c,, , - a,c:. By the above a,(z) = 0 ( (  z  lPv14) as z -+ 0, 
and by induction it is easily seen that ck(z) = 0(l as z _t 0 .  
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NOW let i + j 2 N .  We wish to show that wizz' is a universal denomina- 
tor, and therefore that W ' Z ' W " Z ~ - ~ E  O(V) if py + qv 2 qN. This is im- 
rnediateif j+v 2 N ,  SO supposej+v 5 N-1.  Then2N 2 i + j + p y / q  
+ Y  5 N-1 + i + p y / q , s o i + p y / q  2 p(q-l)/q,andfinally i + p > q i / p  
~h~~ , v i + ~ z i + v - N  - Z i + v - N  
+ p  2 9-1.  Cf= C ~ + " - ~ ( Z ) W ~ - ' .  This last 
is holomorphic if j + v - N + p(i + p-q + I)/q > - 1 for 
l s l s q .  Since j + v - N + p ( i + p - q + l ) / q  = (v+py/q--N) + 
( j  + pilq) - p(q - 1119 2 j + i - ~ ( 9  - l)/q 2 N - p(q - l)/q > - 1 , we 
are through. 
emark. We have actualIy shown that wizi is a universal denomina- 
provided that pi + q j  2 qN.  
92. Let h,, = w % " - ~ .  Theorem B is a direct result of the following 
more precise result. 
eorem 2. h,, E Dk(V) if and only if k _i y + q(v-N)jp . 
see that Theorem B follows from Theorem 2, we note first that 
,,_, E D~-'(V) O(V). TO show that D"-'(v) = O(V), suppose on 
contrary that f E Dq-l(v) - O(V). Then by the argument used in the 
llary to Theorem I, k,-,,N-, E D " ~ .  This contradicts Theorem 2. 
e extend h,, to a function H,, which is holomorphic 
V -  (0).  Choose 4 E Cm(R) whose values are in the closed interval 
Set @(z, w) = $(I z I P / I  w 1'). Then E C"(CZ - I,())). Let 
Then 
re exists a ball B of some small radius about the origin such that 
B c N2 because for (z, w) = O ( t ) ,  
The function H,, = ah,, E Cm(CZ - (0)) since equals zero where h,l, 
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blows up; also H,, = h,,, is l~olo~norphic n ( N ,  n B) - ( 0 )  which is a 
neighborhood of V - (0 ) .  We need only to check the differentiability of 
HI,, near 0 .  
111 a neighborhood of the origin, we have for ( z ,  IV)  E N 3 ;  
I H,,,,(z, W )  1 < 3"141 z I P ~ l l l l i Y - N ;  the same estimate holds, of course, for 
( z ,  w) q! N ,  . Similarly 
where D" is the differential operator ( k ~ 1 ( $ ~ 2 ( & ~ ( $ ~ 4  and a is 
the multi-index (a,, a2,a3,r , ) .  It follows that H,,, E Ch(C2) for all 
k = I a1 < p + q(v -N) /p .  We can take some extra continuous derivatives 
with respect to 2 ,  a total of [p,u/q] + v-N to be exact. However, it is easy 
to see this extension H,,, does not have any extra continuous derivatives 
with respect to rv beca~tse for ( z ,  w )  E N 2 ,  DaH,,, has a lower bound similar 
to the above upper bound. 
To show that h,,, has no better extension we set f ( t )  = 11,,(O(t)) = tUu(t), 
where a = pp + q(v - N) and u(0) # 0 .  Suppose h,,, E D ~ " / P ~ +  ' and set 
f.(l) = ( ~ ~ 1 ( ~ ~ 2 1 ~ 1 ' v ( 0 ( t ) ) / r !  for multi-indices a = (.,,a,) with 1 r 1 $ K 
= [alp] + 1 .  Then by Taylor's theorem 
f is)  - C ,f,(t) - act))" = .(I O(s) - K t )  l K )  . 
la1 5 K 
If we restrict to the Iines s = wJt for j = 1,2 ,  .-.,K $ q - 1, where is 
a primitive qth root of unity, the only terlns that: remain in the above sun1 
are those corresponding to multi-indices of the form a = ( 0 ,  I )  and we have 
Since KII  > rr we l-tavc 
as i + 0 .  Now the ( K -  I )  x ( K -  1) matrix whose ( j ,  1)th entry is 
[w'"u(wJt) - u(t)Ii is invertible for small t (to see this we calcitlate the de- 
terminant directly by noting the similarity to the Vandermonde determinant; 
at t = 0 we get fl::,'(ojp - 1 )  f l j< l (wjp  - uip) # 0 ) .  Consequelltly 
lim,+,fo,,(t)tfl-" = o, exists for 1 j I $ K - 1, and we have )3:;;'a,(wJp- I)' 
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'" - l)v(O) for 1 5 j 5 K . It follows that the determinant of the 
[(w" - 1) (wP - 1) (on - 1)' ... (COP - 1)- 1 
zero. However a compi!ta;iol~, using a metllod suggested by R. Dunn, 
ows that the determinant is not zero. 
determinant is calculated by a series of row and coli~mn operations 
will be presented in the form of an algorithm. Set Xi = wPi- 1 
i 2 0 , a n d X i = O f o r i 5  O.SetXl,j = Clal=i-ll-l Xqlx;: . . . . p x;:,; I ; 
e sum is over all multi-indices a = (a,, ..., a,,,,) with ] a1 = a, + a, + 
+ = j - n - 1 . Notice that in particular Xf f j  = 0 if j iz and 
+, = 1 .  In  addition we have the fundamental relation 
e algorithm is as follows: 
. Subtract row K - j from row K - j + 1 successively for , j  = 1 , 2  ..., 
I. Factor o"- 1 from coli[rnrl I .  
Factor wP- 1 from c01~1mn j for j = 2, . .+, K 
Factor wP('-l) from row i for i = 1,2, ..., K .  
At this point the matrix is (T!~) where 
111. Set n = 2 .  
V. Subtract row K - j  from row K - j  + I successively for j = 1,2,. .. , 
Now the 17th column of the matrix consists of all zeros except for 1 in 
e (n -  1)st place. Thus the following step does not alter the determinant. 
V, Set each element of the (11- 1)st row eq~ial to zero except for the nth 
(which is already = 1). 
. Factor wa-"("-') - 1 from column I . 
Factor wP" - 1 from coli~mn j for j = n + 1;-.,K. 
Factor up('-"' from row i for i = n, ..-, K .  
RICE UNIVERSITY STUDIES 
The matrix is now (Y,lfj) where 
[di,j-l if i < n  
VII. If n S K - 1 set n = n + 1 and go to IV. 
If n = K stop. 
The final matrix is (5:) which has determinant ( -  l l K .  Taking into 
account all of the factors we see that the determinant of the original matrixis 
$3. For a restricted class of curves in C2 we can determine the precise 
differentiability class of each of the basis functions described in section 1. 
Theorem 3. Let V denote the curve in C2 dejined by z" = wq where 
p and q are  relatively prime and q < p .  Suppose 1 5 y 5 q - 1 and 
o = py - q v  >= 0 .  Therz h,,,(z, w) = w"z-'E Ck(v) if and only if 
k 5 max(alp, (a  - ( P -  q )  (q -~ ) ) l q ) .  
Remark. Theorem A is an immediate consequence of Theorem 3 and 
the corollary to Theorem 1. We can extend part of Theorem A to a more 
general class of curves as follows. 
Theorem 4. Let O ( t )  = (t" tpu(t)) wlzere p and q are relatively prime, 
q < p ,  and 11 is a Irolor~zoi.phicfunction dtlfinecl )near 0 witlz u(0) + 0.  Let 
V = {O(t) : t E C) . Then Ch(V) n 8 ( ~ )  = O(V)  if' k > p(q - 2)lq . 
Proof of Theorem 3. Theorem 2 provides an extension of h,, to a 
neighborhood of V which beIongs t o  C q o r  k < alp. i t  remains to describe 
an  extension which belongs to Ch for k < (a  - (p - q) (q - ,~i))/q . Again we 
can write down such an extension. Choose $ E Cm(R) which satisfies 
4(t) = 0 if t 2 2 and $(t) = 1 if t 5 1 . Set H,,,(z, w) = $(I w 111 z l )  1 z l z ~ ~ / q Z - ~ ~ - ~ W v f i  . I~ is eas ly seen that H,,, is an extension of h,, and has 
the required differentiability. 
To prove the converse, suppose lz,,, has an extension F E Ck where 
k > max(a/p,(o-(p- q (q-p))/q) . Let P denote the Taylor polynomial of 
degree k for F at 0 .  Set B(t) = (tq , tP) and define fa(t) = Da(F- P)(B(t)), 
a4 
where a = (u,,~,,K,,E,J 
= (&)"'(;)"'(&J'(Gj . Then 
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) = f,(t) is a real analytic function on C with a power series expansion 
) = C aij  tit' when a,, # 0 since o is not of the form pa + qb with a 
d b non-negative integers. 
We wish to compare f (o t )  and f ( t )  where o is a primitive qth root of 
This is impossible to do directly so instead we consider a weighted 
off over all roots of unity. Set 
Then we have 
dition we have g(t) = g,(t) = C' n Z j t i i J ,  where the primed summation 
ver (i , j)  for which i - j = o(mod q ) .  Since a,, # 0 we know that 
From (3.2) we see that 
provided that 1 a1 > (cr - qk)/(p - q). Since k > o/p it is clear that 
k > (o - qk)/(p- q) and we have (3.5) a t  least for 1 a ]  = k. We will prove 
that (3.5) holds for all a by backwards induction on Ial . Suppose (3.5) 
holds for all ICY[ 2 i t  1,  where 15 (o-qk)/(p-q). Then for l a ]  = 1 
we have, by (3.1), (3.3) and the induction hypothesis, that 
The coefficient w"-~("~-"" - 1 is zero if and only if a, - a, - /*(mod q). 
This cannot happen if la1 = 1 < min(p,q-p). Thus the induction will 
be complete provided that (a  - qk)/(p - q) < min(/*, q - p). This is guaranteed 
by the hypothesis on k. Consequently we have (3.5) for cc = 0, which 
contradicts (3.4). 
10 RICE UNIVERSITY STUDIES 
Proof of Theorem 4. The proof is similar to the proof of the collverse 
part of Theorem 3. Suppose Ic > p(q-2) /q  and C ~ V )  n@(v) # O(V) .  
Then by the corollary to Theorem 1 ,  h(z,\v) = wq-'z-' E c'(v). Let 
F E  C h ( c 2 j  be an exte~lsioll of h and let P be the Taylor polynomial of 
degree Ic for F at 0 .  Set f,(t) = D,[F - P]  ( O ( t ) )  . Then . f ( t )  = f,(t) is a real 
alialytic f~lnction and has a power series expansion f ( t )  = 2 n,,tiij. Let 
7 = p(q- 1) - q .  Then either a,, # 0 ,  or the tT term in F(O(t)) has to be 
callcelled by a term in P(O(t)). In this case a,,, f 0 for some G < z of' the 
form a = p p  f q v ,  where 11 > 0 and v 2 0. In  either case we have that 
there is a o 5 p(q- 1 )  - q ,  s~rch that ci,, # 0 with G = pp(mod q )  and 
1 5 ~1 5 q - 1. 0 1 1  the other hand. if w is a primitive clth root of unity 
we have 
. f '(wt) - f ( t )  = C .f,(t) [O( i~ t )  - U(t)]" + m ( l  O(ot)  - O(t) l k )  . 
i s l a l s h  
Since O(wt) - O(tj = ( 0 ,  t"(wPu(wt) - ~r ( t ) ) )  and fu(t) = o(l f lHh-["ll) we 
have f ( w t )  - f ( t )  = o(I t 1"" '-9 = =(It lP('l-l)-p). This i~llplies that a,,= 0, 
a contradiction. 
$4. For the general class of c ~ ~ r v e s  it is possible to give a ditlerentiability 
condition which will ensure that a weakly holomorphic filnction is holo- 
~norphic. While this condition is not precise, it does have the advantage 
that i t  is expressed in ternls of well-ktlown i~ivariants of the curve. 
For a curve V c C" with sing(Vj = [Oj , let I denote the ideal of sing(V) 
and let J denote the ideal of u~liversal de~~ominators for V. The slnallest 
integer N For which I" c J is called the contluctor n u n ~ b e r  of V (that N 
is finite is a conseqLtence of the Nilbert Nullstellensatz). 
Theorem 5. Suppose V is ail arlalytic curve. Let N be tlre cor~rlucroi. 
riumber of V .  Their C"(V) n 8 ( v j  = B ( V ) .  
Remark. It is an appealing coi~jecture that this result is true for all 
varieties (it is true for hypersurfaces LlJ) .  If true this wo~lld imply Siu's 
result that the integer k for which C Y V )  n @(v) = & ( V )  is bounded above 
on compact sets, because of the collerence of the ideal sheaves of I and J. 
Remark. That the conductor nt~rnber is not the best possible is clear 
froin the previous sections. For the curve z" i v h i t h  p and 9 relatively 
prime, N = [p(q - I ) /q]  , while Ch(V)  n @(v) = IO(V) if k 2 p(q - 2)lq . 
We may assulne that the curve V c C" has a normalization of the forin 
O(t) = ( t p ' ,  t"2~z(f),~+~,tP1ir,t(t)) where p,  < p,, 2 5 .j 5 n ,  and u,(O) = 
1 . 2 5 i  g I t .  
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The key to the proof is the folIowing Iemma which is taken from [9]. 
Lemma 2. Supposef E Ck(V) n 8 ( ~ ) . ~ h e n  there is a lzolomorphic poly- 
nomial H(z) in Cn such that f (z )  - H(z) 0(1 z lk) for z E V. 
oof. Suppose f = F/V where F G Ck(c"). Let P denote the Taylor 
nomial of degree k for F at 0 .  Let P(z, 5) = H(z) + A(z, 5) where H is 
orphic and A contains no holomorphic terms. Then O*(f - P) 
- H) f O*(A) is a real analytic function, O*(f- H) is holornorphic, 
@"A) has no holomorphic terms. Consequently, since 
- P)(t) = o(1 tlLpl),  its ho10morphic part O*(f - H)(t) = o(l t l k t ) .  
,f(z) - H(z) 3 o(\ zl l k )  = o(I zlL) 011 V. 
oof of Theorem 5. Let f G cN(v )  n a(V). Then by lemma 2 there 
holomorphic polynomial H such that 0*( f - H)(t) = o(] t lNpl). Thus 
-H)(t) = tNplg(t). If we write g(t)  = O*G(t) where G E ~ ( V )  we have 
= ZTG on V. Since zy is a universal denominator, we have 
4 Z ~ G  E O(V) . 
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