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We present a computational study of L-edge resonant inelastic x-ray scattering (RIXS) in corre-
lated 3d transition-metal oxides using an ab initio method based on local density approximation +
dynamical mean-field theory (DMFT). The present method, building on Anderson impurity model
with an optimized continuum bath within DMFT, is an extension of the cluster model to include un-
bound electron-hole pair excitations as well as material-specific charge-transfer excitations with less
empirical parameters. We find a good agreement with available experimental data. The relationship
between correlated bands and fluorescence-like feature in the RIXS spectra is discussed.
I. INTRODUCTION
Thanks to a remarkable improvement of its energy res-
olution in the last decade, resonant inelastic x-ray scat-
tering (RIXS) has become a valued tool for studying ma-
terials with strongly correlated electrons [1]. It is sen-
sitive to a broad range of excitations from spin, orbital,
charge and lattice excitations on the 10-100 meV scale [2–
7] to atomic-multiplet or charge-transfer (CT) excitations
on the eV scale [8–12]. Excitations that are not visible to
other scattering techniques, such as dipole forbidden ex-
citons, can be observed with RIXS [13, 14]. This comes
with a price of complex spectra even including multi-
particle excitations, which makes direct interpretation
impractical and theoretical modeling indispensable.
Numerical simulations of RIXS in solids usually start
from either of two limits: the non-interacting solid
or the atomic limit. The former is based on band
theory of effectively non-interacting electrons with the
electron-hole excitations described using Bethe-Salpeter
approach [15, 16]. It provides only a crude approxima-
tion of many-body effects in the ground state as well as in
the excited states of correlated materials. The latter ap-
proach is built around exact diagonalization of the atomic
problem and captures the atomic multiplets accurately.
Charge transfer to and from the excited transition metal
(TM) atom can be incorporated by the cluster model in-
cluding the nearest-neighbor ligands [12, 17, 18] or its
extension to multi-site clusters [19] with more than one
TM atom. A rapid growth of the computational cost with
the number of sites and orbitals poses a severe limitation
on the multi-site extension.
In this paper, we calculate L-edge RIXS spectra for a
series of TM oxides using an ab initio approach based on
local density approximation (LDA) + dynamical mean-
field theory (DMFT) [20–22]. This approach [23, 24] is
a generalization of the cluster model. It allows to in-
clude the continuum of unbound electron-hole pairs as
∗ A.H and M.W contributed equally to this work
well as the CT excitations in a material-specific manner,
while retaining the single-impurity description. To take
into account the hybridization within valence bands and
local electronic correlations, described by LDA+DMFT,
as well as the core-valence interaction, the Hilbert space
of the auxiliary Anderson impurity model (AIM) is ex-
tended by the core orbitals involved in the RIXS pro-
cess. The RIXS spectra are then calculated with the
configuration-interaction impurity solver [25]. This ap-
proach not only allows modelling continuum electron-
hole excitations, but eliminates most of the empirical pa-
rameters of the traditional cluster model [23, 25].
While the present approach lacks the momentum de-
pendence of bound electron-hole excitations such as
magnons or excitons, it allows a non-perturbative de-
scription of the initial (final) and intermediate states of
the RIXS process, the continuum of unbound electron-
hole pairs and multi-particle excitations. Therefore it
provides a good description of the incident photon en-
ergy ωin-dependence of the RIXS spectra, which contains
information on electron localization in the intermediate
states of RIXS. A complex situation arises when forma-
tion of core-valence excitons compete with continuum ex-
citations in intermediate states at a given ωin [23, 26].
This is manifested, for example in high-valence nicke-
lates [27] and titanium heterostructures [26], by coex-
istence of Raman-like (RL) and fluorescence-like (FL)
features near the x-ray absorption edge. In this work,
we examine the ωin-dependence of the RIXS spectra of
in NiO, Fe2O3 and cobaltites, typical representatives of
correlated 3d TM oxides.
II. COMPUTATIONAL METHOD
The computation of L-edge RIXS spectra proceeds
in two steps. First, a standard LDA+DMFT calcula-
tion is performed as follows. LDA bands obtained with
Wien2K package [28] are projected [29, 30] onto a dp
tight-binding model spanning the TM 3d and O 2p or-
bitals. The dp model is augmented with the electron-
electron interaction within the TM 3d shell. The on-
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site Coulomb interaction is parametrized by U = F 0 and
J = (F 2 + F 4)/14 [31, 32], where F 0, F 2, and F 4 are
the Slater integrals [33]. U and J values for the stud-
ied compounds are given in Sec. III. The double-counting
term µdc, which corrects for the d–d interaction present in
the LDA calculation, renormalizes the bare p–d splitting.
While several ad hoc schemes exist to compute µdc we
treated µdc as adjustable parameter fixed by comparison
to valence XPS data. The strong-coupling continuous-
time quantum Monte Carlo impurity solver [34–37] was
used within the self-consistent DMFT calculation. After
reaching convergence, the hybridization density V (ε) is
computed on the real frequency axis following the ana-
lytic continuation of the self-energy [38, 39].
In the second step, we compute L-edge RIXS spectra
for the AIM with DMFT hybridization function V (ε) and
TM 2p core states [25]. The AIM Hamiltonian HAIM has
the form
HˆAIM = HˆTM + Hˆhyb.
The on-site Hamiltonian HˆTM is given as
HˆTM =
∑
γ,σ
ε˜d(γ)dˆ
†
γσdˆγσ + Udd
∑
γσ>γ′σ′
dˆ †γσdˆγσdˆ
†
γ′σ′ dˆγ′σ′
− Udc
∑
γ,σ, ζ,η
dˆ †γσdˆγσ(1− cˆ †ζη cˆζη) + Hˆmultiplet.
Here, dˆ †γσ (dˆγσ) and cˆ
†
ζη (cˆζη) are creation (annihilation)
operators for TM 3d and 2p electrons, respectively. The
γ (ζ) and σ (η) are TM 3d (2p) orbital and spin indices.
The TM 3d site energies are given as ε˜d(γ) = εd(γ)−µdc,
where εd(γ) are the energies of the Wannier states and
µdc is the double-counting term mentioned above. The
isotropic part of the 3d – 3d (Udd) and 2p – 3d (Udc)
interactions are shown explicitly, while terms containing
higher Slater integrals and the spin-orbit interaction are
contained in the Hˆmultiplet term. The spin-orbit coupling
within the TM 2p and 3d shell and the anisotropic part of
the 2p-3d interaction parameters F k, Gk are calculated
with an atomic Hartree-Fock code [40]. The computed
values of F k and Gk are scaled by 80% [41] and we
fix the isotropic part of the core-valence interaction by
the empirical relation Udc = 1.2 × Udd [9, 12, 40, 42].
The Hˆhyb term describes hybridization with the fermionic
bath
Hˆhyb =
∑
α,γσ
α,γσ vˆ
†
α,γσ vˆα,γσ +
∑
α,γσ
Vα,γσ(dˆ
†
γσ vˆα,γσ + h.c).
The first term represents the energies of the auxiliary
orbitals and the second term describes the hopping be-
tween the TM 3d state and the auxiliary orbitals with
the amplitude Vα,γσ. Here, vˆ
†
α,γσ (vˆα,γσ) is the creation
(annihilation) operator for the auxiliary state with en-
ergy α,γσ. The amplitude Vα,γσ relates to the DMFT
hybridization density V 2γσ(ε) by
V 2γσ(ε) = −
1
pi
Im
∑
α
V 2α,γσ
ε− εα,γσ .
The V 2γσ(ε) encodes the information about electron hop-
ping between a given TM orbital γ (spin σ) and the rest of
the crystal [22, 25]. In practice, V 2γσ(ε) obtained with the
LDA+DMFT calculation is represented by 25 discretized
bath states α for each orbital γ and σ [43]. The RIXS
intensity at finite temperature T is given by [9, 12, 44]
F
(n)
RIXS(ωout, ωin) =
∑
f
∣∣∣∣∣∑
m
〈f |Te|m〉〈m|Ti|n〉
ωin + En − Em + iΓ
∣∣∣∣∣
2
× δ(ωin + En − ωout − Ef ) (1)
=
∑
f
∣∣∣∣〈f |Te 1ωin + En −HAIM + iΓTi|n〉
∣∣∣∣2
× δ(ωin + En − ωout − Ef ). (2)
Here, |n〉, |m〉, and |f〉 represent the initial, intermedi-
ate, and final states with energies En, Em, and Ef , re-
spectively. The individual contributions from the initial
states are averaged over, weighted with the Boltzmann
factors [23, 25]. Γ is the inverse lifetime of the core-
hole in the intermediate state, set to 300 meV through-
out the present study. Ti (Te) is the transition oper-
ator that describes the x-ray absorption (emission) in
the RIXS process and encodes the experimental geom-
etry [18]. In the present study, we use a setting, in
which the polarization of the x-rays is perpendicular (par-
allel) to the scattering plane for NiO, Fe2O3 (cobalti-
ties) [45]. The scattering angle is set to 90◦ with the
grazing angle of 20◦ for the incident x-rays, simulating
a typical experimental setup. The incident (emitted) x-
ray has the energy ωin (ωout) and energy loss is given
by ωloss = ωin − ωout. The configuration interaction
scheme is employed to compute the RIXS intensity for
the AIM [23, 25]. The initial states are computed us-
ing the Lanczos method. Their propagation by the re-
solvent (ωin + En −HAIM + iΓ)−1Ti|n〉 is computed us-
ing conjugate-gradient-based method. Though the RIXS
calculation for different photon energies ωin can be par-
allelized in a straightforward way, one can also adopt
the shift and seed-switching techniques in the conjugate-
gradient-based method (for constant Γ case) [46, 47], see
Appendix. I.
The x-ray absorption spectroscopy (XAS) is simulated
with the same AIM as RIXS. The XAS final states are the
intermediate states of the RIXS process. The XAS spec-
tra are therefore closely related to the ωin-dependence of
the RIXS intensities. The contribution to XAS from an
initial state |n〉 is given by
F
(n)
XAS(ωin) = −
1
pi
Im
∑
n
〈n|T †i
1
ωin + En −HAIM + iΓTi|n〉.
For comparison, we present L-edge XAS and RIXS
spectra calculated by the cluster model. The on-site
Hamiltonian of the cluster model has the same form as
HˆTM, while the hybridization part takes into account
only molecular orbitals composed of nearest-neighboring
FIG. 1. (a) LDA+DMFT valence spectra of NiO. The experimental data (black, dotted) are taken from Ref. 48. (b) DMFT
hybridization function. (c) Ni L3-edge XAS calculated by LDA+DMFT (solid), cluster model (blue, dashed) and the experi-
mental data in Ref. 49. RIXS spectra calculated by (d) LDA+DMFT. (e) experimental data [50]. (f) RIXS spectra calculated
by the cluster model. (g) RIXS spectra calculated without hybridization intensities from −2.0 to 0.0 eV. The RIXS intensities
above the horizontal lines (white) are magnified by a factor indicated in panels. The spectral broadening is taken into account
using a Gaussian of 150 meV for RIXS, a Lorentzian 300 meV for XAS, and a Gaussian 600 meV for valence XPS.
ligand p states, thus inevitably excitations are bounded
within the cluster. Our construction of the cluster model
can be found in Ref. 51.
III. RESULTS AND DISCUSSION
A. NiO
Fig. 1a shows the valence spectra of NiO calculated
by LDA+DMFT in the antiferromagnetic state at T =
300 K (below the experimental Ne´el temperature of
525 K). We employed U = 7.0 eV and J = 1.1 eV [25].
We find a fair agreement with experimental photoemis-
sion and inverse photoemission data [48] for µdc in the
range of 50 − 52 eV (The µdc-dependence of valence,
XAS and RIXS spectra can be found in Appendix. II.).
Here we present the result obtained with µdc = 50 eV.
Fig. 1c shows Ni L2,3-edge XAS calculated using the
LDA+DMFT and cluster model, together with the ex-
perimental data [49]. The Ni L2,3 XAS is composed of
the main line (ωin between 850 − 855 eV), correspond-
ing to |cd9〉 final-state configuration, and the weak satel-
lite (ωin ∼ 856 eV), corresponding to |cd10v〉 configu-
ration. Here, c and v denote a hole in 2p core level
and valence bands, respectively. The LDA+DMFT and
cluster-model results are almost identical to each other
and show a good agreement with the experimental data.
The match of the two is expected as the CT screening
from the surrounding atoms is rather weak in the XAS
final states.
Fig. 1d shows Ni L3-RIXS map obtained by
LDA+DMFT. For comparison, Figs. 1ef show the
cluster-model result and the experimental data [50].
Three distinct RIXS features are observed: RL d–d ex-
citations (ωloss = 1 − 4 eV); CT excitations (ωloss =
4 − 8 eV) showing a broad-band feature along ωloss; FL
feature, showing a linear increasing feature with ωin. The
RL and CT excitations resonate mainly at the L3 main
line, while the FL feature appears for ωin > 855 eV.
The LDA+DMFT result shows a good overall agreement
with the experimental data. In the cluster-model result,
though the RL feature is reproduced, the CT feature
is found at a sharp ωloss and the FL feature is miss-
ing due to the lack of the unbound electron-hole pair
(EHP) continuum in this description. The lowest d–d
peak at 1.0 eV in the experimental data, corresponding
to a single excitation from t2g orbit to eg orbit in the
one-electron picture [52], is located at around 0.85 eV
in both the LDA+DMFT and cluster-model results, see
also Appendix. II. The quantitative discrepancy could be
attributed to underestimation of the eg–t2g splitting due
to covalency in the present LDA calculation [17].
The FL feature originates from unbound EHP excita-
tions. The low ωloss-region of the FL features reflects the
EHPs that involve low-energy valence bands, as demon-
strated in Fig. 1g. There the hybridization intensities
V (ε) (from −2 to 0 eV), see Fig. 1b, is numerically re-
moved, that forbids residence of a hole in the low-energy
valence bands in the RIXS process. This eliminates the
low-ωloss FL feature around 4− 6 eV.
Finally we comment on a character of the FL RIXS fea-
FIG. 2. (a) LDA+DMFT valence spectra of Fe2O3 with the experimental data (black) [53, 54]. (b) DMFT hybridization
function V (ε). (c) Fe L2,3-edge XAS spectra calculated by LDA+DMFT (solid), cluster model (dashed) and experimental data
(dotted) [55]. (d) RIXS spectra calculated by LDA+DMFT. The intensities above the horizontal lines (white) are magnified by
the factor indicated in panels. (e) RIXS spectra calculated at selected incident photon energies, see panel (c). The experimental
data are taken from Ref. 56 (A-C corresponds to 3, 5, 7 in the reference). The spectral broadening is taken into account using
a Gaussian of 200 meV for RIXS, a Lorentzian 300 meV for XAS, and a Gaussian 600 meV for valence XPS.
ture in a large-gap insulator. In Appendix. III, we show
the RIXS spectra calculated while excluding a CT from
x-ray excited Ni ion to the conduction bands above Fermi
energy EF , that forbids the excitation of UH states (d
9)
outside the excited Ni ion in the RIXS process. This
results in only a minor intensity modulation of the FL
feature, suggesting that the FL L3-RIXS feature of NiO
reflects projected EHP continuum with an extra d elec-
tron sitting on the excited Ni site (local UH state) and
a hole propagating in the LH or O 2p bands. This ob-
servation would be common in a large-gap system and
qualitatively differs from the behavior of the FL feature
in high-valence TMO with a small gap [23].
B. Fe2O3
Fig. 2a shows the valence spectra of Fe2O3 obtained
by LDA+DMFT in the experimental corundum struc-
ture [57] and antiferromagnetic state at T = 300 K (the
experimental Ne´el temperature is 950 K). We employ
U = 6.8 eV and J = 0.86 eV following previous DFT
studies [58, 59]. A reasonable agreement with experimen-
tal photoemission and inverse photoemission data [53, 54]
is found in the range µdc = 30.6 − 32.6 eV. Thus we
present the result obtained with µdc = 31.6 eV. The
µdc-dependence of valence, XAS and RIXS spectra can
be found in Appendix. II. The hybridization density in
Fig. 2b shows the spin dependence reflecting the antifer-
romagnetic ordering. Fig. 2c shows Fe L2,3-edge XAS
calculated by LDA+DMFT and the cluster model, to-
gether with the experimental data [55]. The two methods
yield almost identical results and show a good agreement
with the experiment. The shape of the Fe L3-edge main
line (706 – 711 eV), that corresponds to the |cd6〉 final
state, is known to be sensitive to the local multiplet struc-
ture [60, 61], indicating the accuracy of the parameters
in the present local Hamiltonian HˆTM.
Fig. 2d shows Fe L3-RIXS map obtained by the
LDA+DMFT approach. The RIXS intensities calculated
at selected photon energies are shown in Fig. 2e with re-
cent high-resolution experimental data [56]. Fe L3 RIXS
shows rich d–d features (ωloss = 1 – 5 eV) and a com-
plex ωin dependence due to a variety of multiplets in the
d5 manifolds. The LDA+DMFT result reproduces the
position and ωin-dependence of low-energy features rea-
sonably well.
C. Cobaltites
We present Co L-edge RIXS spectra in representa-
tive cobaltites; SrCoO3, LaCoO3 and LiCoO2. The
comparison among the three enables to explore how
RIXS features vary with valency or lattice geometry.
SrCoO3 and LaCoO3 crystallize in the corner-sharing
perovskite structure, while LiCoO2 crystallizes in a quasi-
two-dimensional structure with edge-sharing CoO6 octa-
hedra. Formally Co ion is trivalent (3d6) in LaCoO3
and LiCoO2, while it is tetravalent (3d
5) in SrCoO3.
Due to its small CT energy, SrCoO3 possesses a dom-
inant d6 configuration (plus one hole in ligands) in the
FIG. 3. LDA+DMFT Valence spectra and hybridization intensities of (a,d) SrCoO3, (b,e) LaCoO3 and (c,f) LiCoO2. Co
t2g orbitals split into egpi and a1g orbitals due to trigonal distortion in LaCoO3 and LiCoO2. The experimental valence
photoemission data for SrCoO3−δ [62], LaCoO3 (Sr 0.2% doped) [63] and LiCoO2 [64] are shown together. The Co L3-edge
XAS and RIXS spectra calculated for (g,j) SrCoO3, (h,k) LaCoO2 and (i,l) LiCoO2, together with the experimental XAS data
(dashed lines) [65–67]. The RIXS intensities above horizontal lines (white) are magnified by a factor indicated in panels. The
spectral broadening is taken into account using a Gaussian of 150 meV for RIXS, a Lorentzian 300 meV for XAS.
ground state [68–70]. The Co d6 manifolds have rich
low-energy multiplets characterized by low-spin (S = 0,
LS), intermediate-spin (S = 1, IS) and high-spin (S = 2,
HS) states. The ground states of the three compounds at
low-temperatures are well known; LaCoO3 and LiCoO2
are band insulators (insulating gap ∼ 0.5 eV) with the
LS configuration, while SrCoO3 is a ferromagnetic metal
with an admixture of the HS state and charge fluctua-
tions around it [68]. Note that some of the present au-
thors reported the (bound) excitonic dispersion of the IS
state in L3-edge RIXS spectrum of LaCoO3 [13], which
cannot be captured in the present AIM approach and
thus is out of the scope of this study. The LDA+DMFT
calculations are performed in the experimental crystal
structure reported well below possible spin-state transi-
tion temperatures. Following previous DFT studies for
LaCoO3 [71], we use U = 6.0 eV and J = 0.8 eV.
Figs. 3abc show the LDA+DMFT valence spectra, to-
gether with experimental data. Due to its LS charac-
ter, t2g states are almost fully occupied in LaCoO3 and
LiCoO2, while the HS character in SrCoO3 yields con-
siderable eg weights below EF in the majority-spin chan-
nel [68]. Figs. 3def show the hybridization intensities
V 2(ε). The intensities around −8 to −2 eV (−2 to 4 eV)
represent the hybridization with O 2p (Co 3d) states
though explicit decomposition of contributing states in
the continuum bath is impossible [51]. Despite the sim-
ilar LS valence spectra in LiCoO2 and LaCoO3, we find
a clear difference in V 2(ε) for the eg orbital between
the two. LaCoO3 shows sizable hybridization intensities
above EF , while LiCoO2 shows only below EF (around
−2 eV). In LaCoO3 with nearly 180◦ of Co-O-Co bonds,
inter-orbital (eg-t2g channel) hopping between neighbor-
ing Co sites is forbidden, while it is allowed in LiCoO2 ow-
ing to the edge-sharing CoO6 octahedra. The eg-eg hop-
ping, on the other hand, is allowed/forbidden in the for-
mer/latter geometry. This explains the presence/absence
of the hybridization intensities with the empty eg bands
above EF in LaCoO3/LiCoO2. In this way, V
2(ε) en-
codes the lattice environment around the impurity site.
Since an extra d electron, excited by the local x-ray ab-
sorption, goes into the empty eg states in the LS con-
figuration, the hybridization properties of eg orbital is
important to understand possible EHP excitations in the
RIXS spectra.
Figs. 3ghi show the Co L3-XAS spectra calculated
by LDA+DMFT. In both trivalent [65] and tetravalent
cases [70], the Co L3-XAS is sensitive to the spin-state
character on the Co atom in the ground state. Thus the
overall good agreement with the available experimental
data [65–67] suggests that the spin state in the ground
state is well described within the LDA+DMFT scheme.
Figs. 3jkl show the RIXS spectra calculated across the
Co L3 edge. The d–d excitations in LaCoO3 and LiCoO2
resemble each other due to the similar local multiplet
structures above the LS ground state, while those in
SrCoO3 are rather obscure mainly due to the thermal
mixture of the HS multiplets. Despite the similarity of
the d–d excitations, the FL feature in LaCoO3/LiCoO2 is
visible/invisible. This difference originates from the hy-
bridization of the excited Co ion with the continuum of
conduction states above EF , that differs in the two lattice
geometries as mentioned above. The presence/absence
of the FL feature in the corner/edge sharing structure
resembles the behavior of the FL feature isoelectronic
high-valence cuprates (LaCuO3 and NaCuO2), theoreti-
cally predicted recently [23]. The FL feature in SrCoO3
is more intense compared to that in LaCoO3 despite com-
parable hybridization intensities above EF between the
two, see Figs. 3de. This is because, in SrCoO3, metallic-
ity due to negative CT energy favors EHP excitations.
IV. CONCLUSION
We presented numerical simulations of L-edge RIXS
spectra of typical 3d transition-metal oxides: NiO, Fe2O3
and cobaltites obtained using LDA+DMFT approach.
The present method is based on the Anderson impurity
model with the DMFT continuum bath augmented by
the relevant core states. It provides an extension of the
cluster model to include unbound EHP excitation as well
as the CT excitation in material-specific manner. The ap-
proach reproduces well the experimental RIXS and XAS
data of the studied materials which includes NiO, Fe2O3
and several cobaltites. Taking cobaltities as an example,
we examined the change of RIXS features with valency
or crystal geometry. We found substantial differences in
RIXS spectra of isoelectronic LaCoO3 and LiCoO2 de-
spite their almost identical valence photoemission and
XAS spectra. The difference between the two compounds
lies in the decoration of the crystal lattice with CoO6 oc-
tahedra, which is encoded the DMFT hybridization func-
tion. This example demonstrates that the information
contained in the RIXS spectra cannot be extracted from
one-particle spectral function, e.g. by convolution.
The present method provides computationally-feasible
material specific approach to RIXS spectra in wide range
of materials including the strongly correlated ones.
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APPENDIX. I: SHIFTED
CONJUGATE-GRADIENT METHOD IN RIXS
CALCULATION
Here we introduce numerical methods for computing
RIXS intensities. The initial states |n〉, that contribute
to thermal average at the simulated temperatures, are
calculated using the Lanczos method. The complete
spectrum of the intermediate states {|m〉} in Eq. (1) is
usually not available for a large Hamiltonian. As seen
in Eq. (2), however for computing RIXS intensities, one
FIG. 4. The double-counting correction µdc dependence of
(a) valence spectra, (b) Ni L2,3-XAS spectra and (c-e) Ni L3-
RIXS spectra of NiO calculated by LDA+DMFT. The RIXS
intensities above the horizontal lines (white) are magnified by
a factor indicated in panels.
only needs propagated vectors |xn(ωin)〉 = (ωin + En −
HAIM + iΓ)
−1Ti|n〉. To obtain the |xn(ωin)〉 vectors, the
(high dimensional) linear equations are solved using the
conjugate-gradient-based (CG) method. Note that, be-
cause of the presence of the (inverse) lifetime term iΓ,
one should adopt conjugate-orthogonal CG (COCG) [72]
method for real HAIM (i.e. HAIM − iΓ is not Hermite
but symmetric) and use bi-conjugate gradient (BiCG)
method for complex HAIM (i.e. HAIM− iΓ is neither Her-
mite nor symmetric). Though the CG method searches
for the solution of the linear equation above with (sparse)
large HAIM in an efficient way, the most computationally
demanding part is the iterative matrix-vector product in
the subspace construction. A straightforward way is to
parallelize the intermediate-state calculation for different
photon energies ωin. Another route is to use the so-called
shifted CG technique [46, 47] that builds on the (scalar)
shift invariance of the Krylov subspace with fixed start-
ing vector (|n〉)
Kk(ωI + hn, |n〉) = Kk(hn, |n〉),
where hn = ωref +En−HAIM + iΓ and ωref is a reference
photon energy. TheKl denotes the Krylov subspace with
k-th order defined as
Kk(hn, |n〉) := span{|n〉, hn|n〉, h2n|n〉, · · · , hk−1n |n〉}.
Using the shift invariance property of the Krylov sub-
space, one can solve the COCG/BiCG recursion formula
ωin=853eV
ωin=855eV
FIG. 5. Ni L3-RIXS intensities calculated by LDA+DMFT
(µdc=50 eV) for selected ωin. The experimental data are
taken from Ref. 50.
for the target photon energy ωin (appear via ω = ωin −
ωref) without any matrix-vector products, see Refs. 46
and 47 for shifted COCG and Ref. 73 for shifted BiCG
and its variants. The main advantage of the shift tech-
nique over a brute parallelization over photon energies is
saving the computational sources/memory, perhaps be-
ing an issue for huge HAIM or dense ωin mesh. How-
ever a tricky issue in the shift technique is that one may
need a prior knowledge for the dimensions of the Krylov
subspace necessary for achieving the converged solution
for all photon energies. In L3-edge RIXS calculations,
the convergence usually depends strongly on the photon
energies ωin; the convergence for localized intermediate
states (e.g. near the L3 main edge) is rather fast, while
that for the continuum ones (e.g. far above the main
edge) sometime requires 100–1000 iterations. In prac-
tice, we recommend that one starts the calculation with
the highest photon energy (far above the target edge) as a
reference energy ωref and subsequently approaches to the
main edge using the shifted technique. When further ex-
pansion of the Krylov subspace is necessary, one could use
the seed switching technique [46, 47], that avoids restart-
ing the subspace construction for a new photon energy.
APPENDIX. II: DOUBLE-COUNTING
CORRECTION DEPENDENCE
Figures 4 and 6 summarize the µdc-dependence of the
LDA+DMFT result for valence, XAS and RIXS spectra
in NiO and Fe2O3, respectively.
In NiO, the one-particle gap reduces with µdc increase
(corresponding to decrease of the CT energy ∆CT), as
expected in the CT-type insulator [74]. The satellite and
lower Hubbard band are observed around 9 eV and 1 eV,
respectively [75]. We obtained a reasonable agreement
with the experimental photoemission and inverse pho-
toemission data [48] in the range of µdc = 50 − 52 eV.
The µdc-dependence of the Ni L2,3-XAS spectra is rather
weak since the spectral shape is mostly dominated by the
local multiplet interaction and the crystal-field splitting.
The onset of the FL feature in the ωin-ωloss plot relates
to the one-particle gap in the valence spectra. Fig. 5
shows the RIXS intensities calculated by LDA+DMFT
for selected photon energies ωin, together with the ex-
perimental data [50].
In Fe2O3, a reasonable agreement with experimental
photoemission and inverse photoemission data [53, 54] is
found in the range of µdc = 30.6− 32.6 eV. The Fe L2,3-
edge XAS spectra are rather insensitive to the choice of
the double-counting corrections, indicating the spectral
features are dominated by the local multiplets [60, 61].
APPENDIX. III: WITH/WITHOUT UPPER
HUBBARD BAND
Figure 7 shows the calculated L3-RIXS map of NiO,
in which a charge-transfer channel from the x-ray excited
Ni ion and the conduction states above EF is eliminated
in the RIXS process. In practice, the V (ε) intensities
are set to zero for ε > 0 eV by hand in the whole RIXS
calculation. The V (ε) above EF mainly corresponds to
the hybridization with the UH states outside the impurity
Ni site. Thus the unbound EHP excitations with the UH
states outside the excited Ni site are forbidden in the
resultant spectra.
FIG. 6. The double-counting correction µdc dependence of
(a) valence spectra, (b) Fe L2,3-XAS spectra and (c-e) Fe
L3-RIXS spectra of Fe2O3 calculated by LDA+DMFT. The
RIXS intensities above the horizontal lines (white) are mag-
nified by a factor indicated in panels.
FIG. 7. (Left) Ni L3-RIXS map of NiO calculated by exclud-
ing a CT between x-ray excited Ni ion and conduction states
above Fermi energy EF . (Right) Ni L3-RIXS map of NiO
calculated by LDA+DMFT. The RIXS intensities above the
horizontal lines (white) are magnified by a factor indicated in
panels.
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