We propose in this paper the Wavelet-based Edge Multiscale Parareal (WEMP) Algorithm to efficiently solve parabolic equations with heterogeneous coefficients. This algorithm combines the advantages of multiscale methods that can deal with heterogeneity in the spacial domain effectively, and the strength of parareal algorithms for speeding up time evolution problems when sufficient processors are available. We derive the convergence rate of this algorithm in terms of the mesh size in the spatial domain, the level parameter used in the multiscale method, the coarse-scale time step and the fine-scale time step. Several numerical tests are presented to demonstrate the performance of our algorithm, which verify our theoretical results perfectly.
Introduction
We consider in this paper a new efficient multiscale parareal algorithm for parabolic problems with heterogeneous coefficients. We first formulate the heterogeneous parabolic problems to present our new multiscale methods. Let where the force term f ∈ L 2 ([0, T ];Ḣ 2 (D)) satisfying ∂ t f ∈ L 2 ([0, T ]; L 2 (D)), the initial data u 0 ∈ H 3 (D) ∩ H 1 0 (D) and the permeability coefficient κ ∈ C ∞ (D) with α ≤ κ(x) ≤ β almost everywhere for some lower bound α > 0 and upper bound β > α. Furthermore, the compatibility condition holds: f (·, 0) + ∇ · (κ∇u 0 ) ∈ H 1 0 (D). Here,Ḣ 3 (D) ⊂ L 2 (D) is a Hilbert space to be defined in Section 2. We denote by Λ := β α the ratio of these bounds, which reflects the contrast of the coefficient κ. To simplify the notation, let I := [0, T ]. Note that the existence of multiple scales in the coefficient κ rends directly solving Problem (1.1) challenging, since resolving the problem to the finest scale would incur huge computational cost. The accurate description of many important applications, e.g., composite materials, porous media and reservoir simulation, involves mathematical models with heterogeneous coefficients. In order to adequately describe the intrinsic complex properties in practical scenarios, the heterogeneous coefficients can have both multiple inseparable scales and high-contrast. Due to this disparity of scales, the classical numerical treatment becomes prohibitively expensive and even intractable for many multiscale applications. Nonetheless, motivated by the broad spectrum of practical applications, a large number of multiscale model reduction techniques, e.g., multiscale finite element methods (MsFEMs), heterogeneous multiscale methods (HMMs), variational multiscale methods, flux norm approach, generalized multiscale finite element methods (GMsFEMs) and localized orthogonal decomposition (LOD), have been proposed in the literature [19, 7, 20, 4, 8, 29, 23] over the last few decades. They have achieved great success in the efficient and accurate simulation of heterogeneous problems. Recently, a so-called Wavelet-based Edge Multiscale Finite Element Method (WEMsFEM), c.f. Algorithm 1, was proposed within the framework of GMsFEMs [8] that facilitates deriving a rigorous convergence rate with merely mild assumptions [22, 14, 15] . The main idea of this method is to utilize wavelets as the basis functions over the coarse edges, and transform the approximate rate over the edges to the convergence rate in each local region. Then the Partition of Unity Method (PUM) [30] is applied to derive the global convergence rate. The motivation for using wavelets as the ansatz space is that due to the existence of heterogeneity, the solution has a low regularity, and wavelets are known to be efficient in approximating functions with low regularity. We will apply this method in this paper to handle the heterogeneity in the spatial domain D.
Furthermore, motivated by the great demand for an efficient solver with high accuracy as well as a reasonable computing time in many practical applications, e.g., financial mathematics [3] , fluid mechanics and fluid-structure interaction [11, 12, 13] , oceanography [25] , chemistry [27, 5] and quantum chemistry [28] , and the increasing computational capacity of current computers, a variety of efficient numerical schemes exploiting parallel computing architectures emerge during the last few decades. Among them, the parareal algorithm is one of the most popular and success algorithms. The parareal algorithm facilitates speeding up the numerical simulation of the solutions to time dependent equations on the condition of sufficient processors [2] , which is an iterative solver based on a cheap inaccurate sequential coarse-scale time solver and expensive accurate fine-scale time solvers that can be performed in parallel. It was introduced by Lions, Mayday and Turinici [24] . The convergence analysis is studied for nonlinear system of ordinary differential equations and partial differential equations [16, 3] . Recently, new parareal algorithms are developed to solve problems involving discontinuous right-hand sides [17, 18] . Coupling of parareal algorithm and some other techniques has been developed in many literatures, see [10, 6, 21, 1] . One of these is the coupling of parareal algorithm and model reduction techniques. In [21] , a micro-macro parareal algorithm for the time-parallel integration of multiscale-in-time systems is introduced to solve singularly perturbed ordinary differential equations. One contribution of this paper is that the fast variables are eliminated from the coarse propagator, therefore, the associated algorithm only evolves the slow variables. A new coupling strategy for the parareal algorithm with multiscale integrators is introduced in [1] .
In this paper, we incorporate the parareal algorithm into WEMsFEM to numerically calculate the time evolution problems efficiently. This new algorithm is called WEMP Algorithm, c.f. Algorithm 2. This algorithm is divided into two steps: a multiscale space V EW ms, based on WEMsFEM with as the wavelets level parameter is constructed in the first step, and then we apply the parareal algorithm by using V EW ms, as the ansatz space in the second step to obtain the solution more efficiently. The convergence rate of this algorithm is studied in Theorem 5.1. We proved
where u(·, T n ) and U n k are the numerical solution at T n = n×∆T for n = 2, · · · derived from the backward Euler conforming Galerkin method and WEMP algorithm. The notations ∆T and δt represent for the coarse time step size and fine time step size, respectively. H, and k are the space domain mesh size, the level parameter and iteration number. This implies that taking = O(| log H|) and k = O(| log δt/ log ∆T |), we recover O(H 2 + δt) error, which actually is the error for the backward Euler conforming Galerkin method. Furthermore, the singularity of the solution for t → 0 is reflected in the coefficient of the last term, namely,
To demonstrate the performance of our proposed algorithm we present several numerical tests using backward Euler and Crank-Nicolson schemes for the fine time step solver, respectively. Our numerical tests indicate similar convergence as derived in the theoretical results. Furthermore, we take different coarse time steps and observe similar convergence behavior.
The paper is organized as follows. We present the basics on the discretization of Problem (1.1) and the framework of Generalized Multiscale Finite Element Methods (GMsFEMs) in Section 2. Then in Section 3, we present the construction of multiscale space V EW ms, by WEMsFEMs and its approximation properties. Our main proposed algorithm is presented in Section 4. Its convergence rate is derived in Section 5. Extensive numerical tests are presented in Section 6. Finally, we complete our paper with concluding remarks in Section 7.
Problem setting
We present in this section the discretization of problem (1.1). Firstly, we define the Hilbert spaceḢ s (D), which is analogous to [31, Chapter 3] .
Let {(λ m , φ m )} ∞ m=1 be the eigenpairs of the following eigenvalue problems with the eigenvalues arranged in a nondecreasing order,
Note that the eigenfunctions {φ m } ∞ m=1 form an orthonormal basis in L 2 (D), and consequently, each v ∈
, we obtain
Indeed, u 0 allows the expression
Taking L 2 (D)-norm after Operating L on both sides and utilize the definition (2.1), we obtain the desired assertion (2.2).
Next we recap the regularity results to problem (1.1), which can be found, e.g., in [9] :
To discretize problem (1.1), we first introduce fine and coarse grids. Let T H be a regular partition of the domain D into finite elements (triangles, quadrilaterals, tetrahedral, etc.) with a mesh size H. We refer to this partition as coarse grids, and its elements as the coarse elements. Then each coarse element is further partitioned into a union of connected fine grid blocks. The fine-grid partition is denoted by T h with h being its mesh size. Let F h (or F H ) be the collection of all edges in T h (or T H ). Over the fine mesh T h , let V h be the conforming piecewise linear finite element space:
where P 1 (E) denotes the space of linear polynomials on the fine element E ∈ T h . The time interval I := [0, T ] is decomposed into a sequence of coarse subintervals [T n , T n+1 ] for n = 0, 1, · · · , M ∆ of size ∆T with ∆T := T /M ∆ for some M ∆ ∈ N + and T 0 := 0. Each coarse time interval [T n , T n+1 ] is further discretized with a fine time step δt. Let t n = n × δt for n = 0, 1, · · · , M δ with M δ := T × δt −1 . Note that ∆T δt. To simplify the notations, backward Euler method is utilized to discretize the time variable, and we use conforming Galerkin method for the discretization in the spatial variable throughout this paper. Then the fine-scale solution u n h ∈ V h for n = 1, 2, · · · , M δ satisfies
Here, the bilinear form a(·, ·) on V × V is defined by
The fine-scale solution u n h will serve as a reference solution in Section 6. Note that due to the presence of multiple scales in the coefficient κ, the fine-scale mesh size h should be commensurate with the smallest scale and thus it can be very small in order to obtain an accurate solution. This necessarily involves huge computational complexity, and more efficient methods are in great demand.
In this work, we are concerned with flow problems with high-contrast heterogeneous coefficients, which involve multiscale permeability fields, e.g., permeability fields with vugs and faults, and furthermore, can be parameter-dependent, e.g., viscosity. Under such scenario, the computation of the fine-scale solution u h is vulnerable to high computational complexity, and one has to resort to multiscale methods. The GMsFEM has been extremely successful for solving multiscale flow problems, which we briefly recap below.
The GMsFEM aims at solving Problem (1.1) on the coarse mesh T H cheaply, which, meanwhile, maintains a certain accuracy compared to the fine-scale solution u h . To describe the GMsFEM, we need a few notations. The vertices of T H are denoted by {O i } N i=1 , with N being the total number of coarse nodes. The coarse neighborhood associated with the node O i is denoted by
(2.5)
We refer to Figure 1 for an illustration of neighborhoods and elements subordinated to the coarse discretization T H . Throughout, we use ω i to denote a coarse neighborhood. Furthermore, let F h (∂ω i ) (or F H (∂ω i )) be the restriction of F h on ∂ω i (or F H on ∂ω i ). Next, we outline the GMsFEM with a conforming Galerkin (CG) formulation. Let 1 ≤ i ≤ N be a certain coarse node. Note that ω i is the support of the multiscale basis functions to be identified, and i ∈ N + is the number of those multiscale basis functions associated with ω i . They are denoted as ψ ω i k for k = 1, · · · , i . Throughout, the subscript i denotes the i-th coarse node or coarse neighborhood. Generally, the GMsFEM utilizes multiple basis functions per coarse neighborhood ω i , and the index k represents the numbering of these basis functions. In turn, the CG multiscale solution u ms is sought as
where V ms denotes the multiscale space spanned by these multiscale basis functions and I ms is a projection operator from V to V ms . Note that we need to build the multiscale space V ms to solve for u n ms from (2.6) for n = 1, · · · , M δ . The construction of V ms will be presented in Section 3. Note also that we need a very tiny fine-scale time step δt to guarantee a reasonable approximation property of u n ms to u(·, t n ) for n = 1, · · · , M δ due to, e.g., the singularity of the solution u(·, t) at t = 0 when the source term f fails to belong to certain smooth functional space. Consequently, the computational complexity of the multiscale method (2.6) can be extremely expensive. For this reason, we present in Section 4 a multiscale algorithm incorporated with the parareal algorithm to reduce further this part of computational cost.
We end this section with assumptions on the permeability field κ:
Here
Multiscale space construction
This section is concerned with the construction of the multiscale space by means of the Wavelet-based Edge Multiscale Finite Element Methods (WEMsFEM) [22, 15] . The algorithm is presented in Algorithm 1. Given the level parameter ∈ N, and the type of wavelets on each edge of the coarse neighborhood ω i , one can obtain the local multiscale space V i, on ω i by solving 2 +2 local problems as in Step 2. In Step 3, we can use these local multiscale space to build the global multiscale space V EW ms, by multiplying the partition of unity functions χ i . Finally, we can solve the multiscale problem (2.6) using this global multiscale space.
To this end, we begin with an initial coarse space
The functions χ i are the standard multiscale basis functions on each coarse element K ∈ T H defined by
where g i is affine over ∂K with g i (O j ) = δ ij for all i, j = 1, · · · , N . Recall that {O j } N j=1 are the set of coarse nodes on T H . Next we define the weighted coefficient:
Algorithm 1 Wavelet-based Edge Multiscale Finte Element Method (WEMsFEM)
Input: The level parameter ∈ N; coarse neighborhood ω i and its four coarse edges Γ i,k with k = 1, 2, 3, 4,
Solve for (2.6) by conforming Galerkin method in V EW ms, to obtain u EW,n ms, for n = 1, · · · , M δ .
In the following, we define the L 2 (∂ω i )-orthogonal projection P i, onto the local multiscale space up to level by P i, :
Here, we denote ψ j for j = 1, · · · , 2 +2 as the Haar wavelets defined on the four edges of ω i of level and the local operator L i is defined as in Algorithm 1. Let L := −∇ · (κ∇·) be the elliptic operator defined on H 1 κ (D), and P be the projection onto the multiscale space V EW ms, given by
Furthermore, the following result holds. 
4 Wavelet-based Edge Multiscale Parareal Algorithm
We construct in this section the Wavelet-based Edge Multiscale Parareal (WEMP) Algorithm, cf. Algorithm 2, which is divided into two main steps. In the first step, the multiscale space V EW ms, for ∈ N + is built based on Section 3. This multiscale space serves as the trial space and test space for our conforming Galerkin method, cf. (2.6). Then the parareal algorithm is utilized in the second step to solve the problem.
We first recap a few terminologies commonly appeared in parareal algorithm. The one step coarse solver on the time domain (0, T ) is
which yields U n+1 (or U n+1 ms, ) as a coarse approximation to u(·, T n+1 ), provided with an approximation U n (or U n ms, ) of u(·, T n ). In matrix form, it reads
Here, A and M are the mass matrices and stiffness matrices corresponding to the discretization of the elliptic operator −∇ · (κ∇·) in the finite element space yields an approximation ψ(·, s + σ) (or ψ ms, (·, s + σ)) to the solution u(·, s + σ) with the initial condition ψ(·, s) = φ (or ψ ms, (·, s) = P (φ)) and a uniform discrete time step δ for all s ∈ (0, T ) and σ ∈ (0, T − s) in the infinite dimensional space V (or in the ansatz space V EW ms, ) with s/δt ∈ N + . We also define the semi-discretization in space solver
which yields an approximation u ms, (·, s + σ) to the solution u(·, s + σ) with initial condition u ms, (·, s) =
We will denoteĒ ms, ∆ (T n , U n ms, ) as the one step coarse solver with f = 0. We will defineF ms, (s, σ, φ) andF ms, δ (s, σ, φ) analogously. Note that the cheap multiscale coarse solver E ms, ∆ is sequentially utilized over the global time interval I to provide a rough approximation to u(·, T n+1 ), while the expensive accurate multiscale fine solver F ms, δ is applied in each subinterval [T n , T n+1 ] for n = 0, 1, · · · , M ∆ − 1 independently. This local fine solver will embed more detailed information to the approximation of u(·, T n+1 ), which usually differs from the one obtained from the global coarse solver. In the process of parareal algorithm, a correction operator is very important to improve the approximation to u(·, T n+1 ) based on the discrepancy between the coarse solver and fine solver, which is defined by S(T n , U n ms, ) := F ms, δ (T n , ∆T, U n ms, ) − E ms, ∆ (T n , U n ms, ) and U 0 ms, = P u 0 for all n = 0, 1, · · · , M ∆ − 1. Now we are ready to present our main algorithm, i.e., Algorithm 2. To obtain a good approximation to the solution of (1.1) at discrete time points {T n } for n = 1, · · · , M ∆ , we first construct a proper multiscale space V EW ms, based on the WEMsFEM, i.e., Algorithm 1, which corresponds to Steps 1 to 3. This allows one to solve (2.6) using the constructed multiscale space V EW ms, and obtain an intermediate solution u EW,n ms, with certain accuracy depending on the spatial coarse mesh size H and level parameter . This solution will only be utilized in the convergence analysis.
In order to further reduce the computational cost, we apply the parareal algorithm in the following. Given the iteration parameter k, we apply the global coarse solver (4.1) in Step 6 to obtain U n+1 k , which is an approximation to the intermediate solution u EW,n+1 ms, from Algorithm 1. Using the coarse solution U n k as the initial condition, the fine solver (4.2) subsequently is used to calculate the fine solution u n+1 k in paralell on each local time subinterval [T n , T n+1 ]. Then we calculate the discrepancy between the coarse solution and the fine solution in Step 8 on each discrete coarse time point T n for n = 1, 2, · · · , M ∆ , and denote it as S(T n−1 , U n−1 k ). Subsequently, this jump term is utilized in Step 9 to update the coarse solution via the global coarse solver (4.1). This process will be performed iteratively until certain tolerance on the jump terms is satisfied.
Convergence study
We present in this section the convergence analysis for Algorithm 2. To this end, we first prove the boundedness and Lipschitz continuity properties of the coarse solver E ms, ∆ and the jump operator S in the multiscale space V EW ms, :
Lemma 5.1. For all n ∈ {1, · · · , M ∆ − 1}, the following properties hold. 
2. The jump operator S is an approximation of order 1 with Lipschitz regularity. For all v 1 , v 2 ∈ V EW ms, , there holds
Choosing w ms := e n+1 ms leads to e n+1 ms 2
Finally an application of the Young's inequality proves the first assertion.
Algorithm 2 Wavelet-based Edge Multiscale Parareal (WEMP) Algorithm
Input: The initial data u 0 , the source term f ; tolerance ; the level parameter ∈ N; coarse neighborhood ω i and its four coarse edges Γ i,j with j = 1, 2, 3, 4, i.e.,
Then the number of basis functions in V i, is 4 × 2 = 2 +2 . Denote these basis functions as v k for k = 1, · · · , 2 +2 . 2: Calculate local multiscale basis Compute the jumps for n = 1, · · · , M ∆ :
9:
Compute the corrected coarse solutions U n+1 k+1 for n = 0, · · · , M ∆ − 1:
10:
Calculate the error:
k ← k + 1 11: end while 12: U n := U n k and U := [U 0 , · · · , U M ∆ ].
2. To prove the second assertion, let
=: e n+1 ms,δ − e n+1 ms,∆ .
To estimate e n+1 ms , we only need to derive the estimate for e n+1 ms,δ and e n+1 ms,∆ , separately. To this end, let v n+1 ms,i := v ms,i (·, T n+1 ) := F ms, (T n , ∆T, v i ) for i = 1, 2, we first construct the equation for e n+1 ms,∆ by the definitions of the coarse solver (4.1) and fine solver (4.2). There holds ∀w ms ∈ V EW ms, :ˆD e n+1 ms,∆ w ms dx + ∆TˆD κ∇e n+1 ms,∆ · ∇w ms dx =ˆD w 0 · w ms dx.
Here,
Note that
An adaptation of the proof to [31, Lemma 3.2] shows
Consequently, we derive
Choosing w ms := e n+1 ms,∆ leads to e n+1
Consequently, an application of the Young's inequality implies e n+1 ms,∆ L 2 (D)
Analogously, we can obtain the estimate for e n+1 ms,δ , which reads e n+1 ms,δ L 2 (D)
Note that δt
∆T , then a combination of the two estimates above with the triangle inequality, shows the second assertion.
Remark 5.1. Lemma 5.1 indicates that the approximation property of the jump operator S(T n , ·) deteriorates when T n is small.
We present in the next theorem the convergence rate of Algorithm 2 to Problems (1.1) in pointwisein-time in L 2 (D)-norm. To derive it, we first decompose the error from Algorithm 2 as a summation of the error from WEMsFEM and the error from parareal algorithm. Then we estimate the former by energy method using argument analogous to [31, Theorem 1.5], and the latter can be estimated in a similar manner as in [16, Theorem 1].
Theorem 5.1 (Error estimate of Algorithm 2 to Problem (1.1) in L 2 (D)-norm). Let Assumption 2.1 hold. Assume that the source term f ∈ L 2 ([0, T ];Ḣ 2 (D)) satisfying ∂ t f ∈ L 2 ([0, T ]; L 2 (D)) and initial data u 0 ∈Ḣ 3 (D) ∩ H 1 0 (D). Let ∈ N + be the level parameter. The coarse time step size and fine time step size are ∆T and δt. Let u(·, t) ∈ V be the solution to Problem (1.1) and let U n k be the solution from Algorithm 2 with iteration k ∈ N + . There holds
Proof. We first define the multiscale solution to Problem (1.1) using Algorithm 1. Find u EW,m ms, for m := ∆T /δt × n.
Note that T n = t m . Therefore, we can replace T n with t m . Similarly, let m := ∆T /δt × (n − 1), then it holds t m = T n−1 .
Step 1. To estimate the first term u(·, t m ) − u EW,m ms,
, let e m ms := u(·, t m ) − u EW,m ms, , then for all j ≥ 1 it holds ∀w ms ∈ V EW ms, :ˆD(e j ms − e j−1 ms )w ms dx + δtˆD κ∇e j ms · ∇w ms dx =ˆD w j · w ms dx
Subsequently, similar proof to [31, Theorem 1.5] leads to
Here, we have applied estimates (3.7), (2.2) and (2.3) in the last inequality.
Step 2. We estimate the error induced by parareal algorithm in the multiscale method, i.e., the second term u EW,m ms,
. We will prove:
We can obtain from Algorithm 2:
Consequently, an application of Lemma 5.1 leads to
.
Whereas similar trick as in the proof of [16, Theorem 1] can be utilized here to prove estimate (5.5) . Then a combination with (5.4) results in the desired estimate.
Note that Theorem 5.1 indicates that the Error estimate for Algorithm 2 to Problems (1.1) in L 2 (D)norm will deteriorate when the time step approaches the original t = 0. This blow-up of error is produced by the parareal algorithm (Step 2 in the proof to Theorem 5.1), which essentially arises from the approximation property of the jump operator (5.1). This estimate can be improved to
when v 1 , v 2 ∈Ḣ 4 (D). However, the estimate above has different norms on both sides of the inequality. This makes the argument in Step 2, proof to Theorem 5.1 invalid.
When iteration k = 0, an application to Step 1, proof to Theorem 5.1 results in
Remark 5.2. Algorithm 2 outweighs Algorithm 1 only when the former achieves similar accuracy to the latter within a very few iteration k M ∆ . Therefore, we are not interested in the case when k ≥ M ∆ or the error at time level T n with k ≥ n.
Numerical Results
In this section, we perform a series of numerical experiments to demonstrate the performance of the proposed WEMP Algorithm, i.e. Algorithm 2.
We consider the parabolic equation (1.1) in the space domain D := [0, 1] 2 and the time domain [0, T ] = [0, 1]. The permeability coefficient κ is depicted in Figure 2 (left figure) , which is high-contrast and heterogenous. The smooth initial data tested in our numerical experiments is chosen to be u 0 := x(1 − x)y(1 − y). We refer to Figure 2 (right figure) for an illustration. Analogously, the relative errors for our proposed algorithm with iteration k ∈ N in L 2 (D)-norm and H 1 κ (D)norm are
× 100
with m := ∆T /δt × n.
Our numerical experiements include testing nonzero source term in section 6.1 and zero source term in section 6.2. We test what differences backward Euler Galerkin Method and Crank-Nicolson Galerkin Method will make to the error. We also study how fine solver and coarse solver will influence the error and iteration number.
Numerical tests with nonzero source term
To define nonzero source term, we take time-dependent smooth function f (x, y, t) := 200π 2 sin(πx) sin(πy) sin(10πtx).
Since there is no analytic solution to system (1.1), we need to find an approximation of the exact solutions. To this end, we take time step size δt = 10 −4 and use backward Euler Galerkin Method in (2.4) to obtain the reference solutions u n h . Note that we use a much finer time step size to simulate the reference solution. We plot the reference solutions u n h for n = 10 3 , 3 × 10 3 , 5 × 10 3 and 10 4 in Figure 3 . In the rest of this subsection, we will present numerical tests using backward Euler scheme with ∆T δt = 100 in Experiment 1, Crank-Nicolson scheme with ∆T δt = 100 in Experiment 2 and backward Euler scheme with ∆T δt = 10 in Experiment 3. For all the three experiments, our proposed algorithm, i.e. Algorithm 2, can generate numerical solutions by a few iterations at least of the same accuracy as the multiscale solutions from Algorithm 1.
Experiment 1: Backward Euler with ∆T δt = 100
We test in this experiment the performance of Algorithm 2 with a fine time step δt = 10 −3 and a coarse time step ∆T = 0.1. The backward Euler scheme is utilized for the time discretization.
The multiscale solutions u EW,m ms, for m = 100, 300, 500, 1000 from Algorithm 1 are presented in Figure  4 . In comparison, we present the numerical solutions U n k for n = 1, 3, 5, 10 from Algorithm 2 with iteration number k = 0, 1 and 2 in Figure 5 . One can observe that U n k converges to the multiscale solution u EW,n ms, as the iteration k increases. We present the convergence history of Algorithm 2 in relative L 2 (D) error and relative H 1 κ (D) error in Tables 1 and 2 . In each table, the second column displays the relative error between numerical solutions u EW,n ms, from Algorithm 1 and reference solutions u n h . The relative errors between numerical solutions U n k from Algorithm 2 and reference solutions u m h are displayed from the third column towards the last column. One can observe from Tables 1 and 2 that 4 iterations is sufficient for Algorithm 2 to attain the same accuracy as Algortithm 1 for all discrete time levels under the L 2 (D)-norm, while 2 iterations under H 1 κ (D)norm. For each iteration, it involves solving the original system for 10 times using coarse solver and using fine solvers for 100 times on each time interval in parallel. However, to obtain multiscale solutions from Algorithm 1, it involves solving original system for about 1000 times. So, with the aid of large number of processors, it could save a lot of time to obtain numerical solutions from Algorithm 2.
Experiment 2: Crank-Nicolson with ∆T δt = 100 Since the backward Euler scheme is only first order accurate, a higher order accurate scheme can improve the performance of Algorithm 1 and Algorithm 2. This can be seen from the proof to Theorem 5.1. In this section, we will present the numerical tests with Crank-Nicolson scheme for both algorithms.
A direct application of Crank-Nicolson scheme as a time discretization fails to maintain second order accuracy due to the possible blow up of the eigenvalues of the elliptic operator −∇·(κ∇·) when η max → ∞. To improve its performance and maintain second order convergence rate, we use 3 steps of backward Euler scheme before Crank-Nicolson scheme kicks in [26, 31] .
The multiscale solutions from Algorithm 1 with Crank-Nicolson scheme are presented in Figure 6 . We present the numerical solutions U n k for n = 1, 3, 5, 10 from Algorithm 2 with iteration k = 0, 1, 2 in Figure  7 . One can observe the same convergence behavior as in Experiment 1. The convergence history of Algorithm 2 in L 2 (D)-norm and H 1 κ (D)-norm is presented in Tables 3 and  4 , respectively. Similar to Experiment 1, we observe that 4 iterations is sufficient for Algorithm 2 to reach the same accuracy as Algorithm 1 at all discrete time levels under the L 2 (D)-norm, while 2 iterations under the H 1 κ (D)-norm. Comparing Table 1 with Table 3 , one observes that Algorithm 2 with Crank-Nicolson scheme outperforms that with backward Euler scheme under L 2 (D)-norm. We are also interested in studying how the coarse solver and fine solver affect the performance of our proposed WEMP algorithm. To this end, we choose ∆T = 10 −2 , δt = 10 −3 and utilize backward Euler scheme in time discretization. Note that the ratio between the coarse time step and fine time step is smaller than that in Experiment 1.
The multiscale solutions from Algorithm 1 with backward Euler scheme are presented in Figure 8 . We present the numerical solutions U n k for n = 10, 30, 50, 100 from Algorithm 2 with iteration number k = 0, 1, 2 in Figure 9 . One can observe the same convergence behavior as in Experiment 1. The convergence history of Algorithm 2 in L 2 (D)-norm and H 1 κ (D)-norm is presented in Tables 5 and 6. Comparing Table 1 with Table 5 , one can see 1 iteration is sufficient for the numerical solutions from Algorithm 2 to reach the same accuracy as multiscale solutions from Algorithm 1 under L 2 (D)-norm and H 1 κ (D)-norm when the coarse time step ∆T = 10 −2 becomes smaller. However, this involves more coarse solvers for each iteration. Furthermore, a decreased coarse time step is only practical when sufficient processors are available. 
Numerical tests with zero source term
In this section, we test the performance of Algorithm 2 for Problem (1.1) with backward Euler scheme and Crank-Nicolson scheme. The source term f := 0. Consequently, the solution decays rapidly to 0. To generate solutions with reasonable size, we set the final time T = 0.1, the coarse time step ∆T := 10 −2 and the fine time step δt = 10 −3 . The initial data and permeability are the same as in the previous section. We use backward Euler scheme with time step 10 −3 to solve for the reference solutions u n h . The reference solutions u n h for n = 10, 30, 50, 100 are plotted in Figure 10 . The multiscale solutions u EW,n ms, for n = 10, 30, 50, 100 from Algorithm 1 with backward Euler scheme and time step size δt = 10 −3 are presented in Figure 11 . We present the numerical solutions U n k for n = 1, 3, 5, 10 from Algorithm 2 with iteration number k = 0, 1, 2 in Figure 12 . One can observe U n k converges to u EW,n ms, as the iteration number k increases. The convergence history of Algorithm 2 in L 2 (D)-norm and H 1 κ (D)-norm is presented in Tables 7 and  8 . From the two tables, we see that 1 iteration is sufficent for the numerical solutions from Algorithm 2 with backward Euler to converge under L 2 (D)-norm and H 1 κ (D)-norm. We can conclude that our proposed algorithm with backward Euler scheme is effective in solving Problem (1.1) with zero source term. Table 7 : Convergence history of Algorithm 2 in relative L 2 (D) error for f = 0: backward Euler scheme with ∆T = 10 −2 and δt = 10 −3 . Table 8 : Convergence history of Algorithm 2 in relative H 1 κ (D) error for f = 0: backward Euler scheme with ∆T = 10 −2 and δt = 10 −3 .
Our last experiment is replacing backward Euler scheme by Crank-Nicolson scheme for the above problem. The corresponding multiscale solutions from Algorithm 1 are presented in Figure 13 . We present the numerical solutions U n k from Algorithm 2 for n = 1, 3, 5, 10 with iteration number k = 0, 2, 4 in Figure 14 . The convergence history of Algorithm 2 in L 2 (D)-norm and H 1 κ (D)-norm is presented in Tables 9 and 10. One observes that it takes 4 iterations to converge under L 2 (D)-norm and 3 iterations to converge under H 1 κ (D)-norm when using Algorithm 2 with Crank-Nicolson scheme. Comparing Table 7 with Table  9 , we can see that Algorithm 2 with the Crank-Nicolson scheme yields a better accuracy than that with the backward Euler scheme. We conclude that Algorithm 2 with backward Euler scheme converges faster than that with Crank-Nicolson scheme, while Algorithm 2 with Crank-Nicolson scheme generate solutions with a higher accuracy for Problem (1.1) with zero source term. Table 9 : Convergence history of Algorithm 2 in relative L 2 (D) error for f = 0: Crank-Nicolson scheme with ∆T = 10 −2 and δt = 10 −3 . 
Conclusion
We propose in this paper a new efficient algorithm for parabolic problems with heterogeneous coefficients. This algorithm is named as the Wavelet-based Edge Multiscale Parareal (WEMP) Algorithm, which incorporates parareal algorithm into the Wavelet-based Edge Multiscale Finite Element Methods (WEMsFEMs). Therefore, it can handle parabolic problems with heterogeneous coefficients more efficiently if multiple processors are available. We derive the convergence rate of this algorithm, and verify its performance by several numerical tests. Future work includes the investigation of WEMP algorithm for time-fractional diffusion problems with heterogeneous coefficients.
