To better predict and analyze gene associations with the collection of phenotypes organized in a phenotype ontology, it is crucial to effectively model the hierarchical structure among the phenotypes in the ontology and leverage the sparse known associations with additional training information. In this paper, we first introduce Dual Label Propagation (DLP) to impose consistent associations with the entire phenotype paths in predicting phenotype-gene associations in Human Phenotype Ontology (HPO). DLP is then used as the base model in a transfer learning framework (tlDLP) to incorporate functional annotations in Gene Ontology (GO). By simultaneously reconstructing GO term-gene associations and HPO phenotype-gene associations for all the genes in a protein-protein interaction network, tlDLP benefits from the enriched training associations indirectly through relation with GO terms. Results: In the experiments to predict the associations between human genes and phenotypes in HPO based on human protein-protein interaction network, both DLP and tlDLP improved the prediction of gene associations with phenotype paths in HPO in cross-validation and the prediction of the most recent associations added after the snapshot of the training data. Moreover, the transfer learning through GO term-gene associations significantly improved association predictions for the phenotypes with no more specific known associations by a large margin. Examples are also shown to demonstrate how phenotype paths in phenotype ontology and transfer learning with gene ontology can improve the predictions. Availability and Implementation: Source code is available at
Introduction
To understand the relation between phenotypes and genes, many studies used molecular profiling and sequencing at a genome-wide scale of individuals with particular phenotypes to identify phenotype-gene associations. For example, in OMIM (Online Mendelian Inheritance in Man), gene associations with more than ten thousands of genetic disorders are documented. Using the discovered associations, quite a few computational techniques have been developed to predict new OMIM associations based on networks of OMIM disease phenotype similarities and gene relations (Chen et al., 2011; Franke et al., 2006; Hwang and Kuang, 2010; Hwang et al., 2011; Kö hler et al., 2008; Lage et al., 2007; Li and Patra, 2010; Linghu et al., 2009; Mehan et al., 2010; Vanunu et al., 2010; Wu et al., 2008; Yang et al., 2011) .
There are two major limitations in the current studies. First, there is a lack of a computational framework to predict gene associations with phenotypes organized in an ontology. In the literature, the most commonly used approach is to organize a controlled vocabulary of a full collection of phenotypes (called phenome) in a phenotype ontology (Edwards and Batley, 2004; Freimer and Sabatti, 2003; Scriver, 2004) . In particular, Human Phenotype Ontology (HPO) presents a standardized vocabulary of the phenotypic features of human diseases. For example, the HPO term HP:0002367, visual hallucinations, is a phenotype of Lewy body dementia (OMIM:127750) and myoclonic epilepsy of Lafora (OMIM:254780). The hierarchical structures among the phenotypes in an ontology pose several challenges in the prediction since the prediction should be based on the evaluation of the associations between a gene and all the phenotypes on the paths from more specific phenotypes at deeper levels to the root in the ontology. For example, in the Human Phenotype Ontology illustrated in Figure 1 , gene NHLRC1 is also associated with HP:0000738 and HP:0000708, both of which are ancestors of HP:0002367 in the ontology.
Second, there are only few known associations available for training. For example, in HPO, more than half of the phenotypes are annotated with no or only one gene association, and the sparsity makes prediction impossible or much less reliable even if gene-gene interactions can be introduced as additional training information.
To tackle the two limitations, we first introduce Dual Label Propagation (DLP) to impose consistent associations with entire phenotype paths in the ontology and then the transfer learning framework (tlDLP) to incorporate functional annotations in gene ontology (GO) for additional training information. As illustrated in Figure 1 , the DLP model predicts the associations of genes with their most specific annotated phenotypes in HPO utilizing both the connections in the PPI network and HPO to allow ontology-based predictions. By simultaneously reconstructing GO term-gene associations and HPO phenotype-gene associations, tlDLP applies transfer learning to utilize enriched training associations through relation with GO terms. Transfer learning was widely applied by combining base learning models with additional regularizations on the structures among the variables (Long et al., 2012; Luo et al., 2008) and was previously shown improving cancer biomarker discovery across multiple types of cancers (Zhang et al., 2013) . In this context, transfer learning between phenotype ontology and Gene Ontology bridges the knowledge of phenotypes and gene functions through their gene associations. In the experiments, the DLP and tlDLP methods are comprehensively evaluated by prediction of associations in HPO based on human protein-protein interaction network and Gene Ontology. We also demonstrate how ontology-based dual label propagation and transfer learning with gene ontology can improve the predictions with real examples. Finally, additional experiments also suggest that the dual label propagation and transfer learning model can also improve gene function predictions.
Methods
In this section, we first introduce the mathematical notations and then a base label propagation model that is widely used for phenotype-gene association prediction based on PPI network. We next introduce dual label propagation (DLP) for multi-task learning and then further extend the DLP model into the transfer learning framework (tlDLP) to incorporate gene functional annotations in gene ontology (GO).
Notations
The notations to define the models are summarized in Table 1 . Let m be the number of genes, N Y be the number of phenotypes in the Human Phenotype Ontology (HPO), and N X be the number of gene functions in Gene Ontology (GO) and S be the protein-protein interaction (PPI) network. The PPI network S is used to construct a normalized graph Laplacian L ¼ I À S, where
2 , and D is a 
Phenotype-gene associations to learn (non-negative) X 2 R !0 NX Âm GO function-gene associations to learn (non-negative) diagonal matrix with the row-sum of S on the diagonal entries. Similarly, the Human Phenotype Ontology G Y and the Gene Ontology G X are used to construct the normalized graph Laplacian L GY and L GX so that
The known phenotypegene associations for training are represented by a binary matrix b Y with 1 for entries of known association and 0 otherwise. Similarly, the known GO term-gene associations for training are represented by a binary matrix b X with 1 for entries of known association and 0 otherwise. When transfer learning is applied, a GO term-phenotype associ-
is also constructed based on the known phenotypegene associations and GO term-gene associations.
Label propagation base model
As a base model, we first introduce the label propagation algorithm which was applied to successfully predict phenotype-gene associations in several variations (Hwang and Kuang, 2010; Li and Patra, 2010; Mehan et al., 2010; Vanunu et al., 2010) . Given the PPI network S and a target phenotype p, the objective of label propagation is to learn an assignment function y 2 R as associations with the phenotype p as illustrated in Figure 2A . The initial labeling
e. the pth row of the known association matrix b Y . Label propagation assumes that genes should be assigned the same label if they are connected in the PPI network, which leads to the following objective function,
where h 2 ð0; 1Þ is a parameter to balance the contributions of the two terms in Equation (1), the first of which is the Laplacian term encouraging consistent labeling in the network and the second is the fitting term to initial labeling. Specifically, for any pair of genes connected by an edge, there is a cost proportional to the difference in the labels and the edge weight. Large difference between coefficients on two genes connected with a highly weighted edge will result in a large cost in the objective function. Thus, the objective function encourages assigning similar weights to genes connected by edges of larger weights. The smaller the h parameter, the more importance put on the network information. Equation (1) can be extended to predict associations with all the phenotypes as following,
where trð•Þ is the trace function and jj•jj F is the Frobenius norm. Note that this model learns each row in Y independent as shown in Figure 2A and thus is not a multi-task learning model.
Dual label propagation model
To introduce multi-task learning among all the phenotypes in the ontology, we present a dual label propagation method on the associations in Y. The dual label propagation model (DLP) shown in Figure 2B combines the label propagation in Equation (2) for both PPI network and HPO. DLP extends the base model by coupling two smoothness terms: the first term imposes the smoothness in the PPI Network such that interacting genes tend to be associated with the same phenotype; and a new second term imposes the smoothness in the HPO such that the connected phenotypes (parent-child pairs) are encouraged to be associated with the same genes. This dual coupling introduces multi-task learning since the gene associations of all the phenotypes are predicted all together. DLP works with the following objective function,
where b ! 0; c ! 0 are tuning parameters and the binary indicator matrix W ij ¼ dð b Y ij Þ only selects the known associations to penalize as follows,
In Equation (3), while trðYL S Y T Þ imposes smoothness among the genes for association with a phenotype (a row in Y), trðY T L GY YÞ imposes smoothness among the phenotypes for association with a gene (a column in Y). Thus, dual label propagation imposes double smoothness among the associations by genes or phenotypes, and this dependence among both columns and rows introduces multi-task learning. The algorithm for solving DLP is described in the Supplementary Material.
Transfer learning across ontologies
To extend the DLP model for transfer learning between phenotype ontology and gene ontology, we introduce the transfer learning Dual Label Propagation (tlDLP) model to simultaneously learn gene function-gene associations and phenotype-gene associations shown in X, the tlDLP model jointly learns Y and X minimizing the following objective function,
where
is the phenotype-gene function association estimated from the training labels and b X ! 0; b Y ! 0; c X ! 0; c Y ! 0 and f ! 0 are five regularization parameters. In the transfer learning model, the additional cost term jj b Z À XY T jj 2 F measures an agreement between the predicted phenotype associations and gene function associations through common genes, i.e. for phenotypes and gene functions associated with overlapping genes in the training associations are also more likely to be associated with the same genes in the predicted associations. This cost term utilizes training information in one domain as additional training information in the other domain. We adopt an alternating optimization strategy to alternatingly learn X and Y. The complete algorithm is described in the Supplementary Material.
Alternative methods for comparison
For more insight into the ontology-based prediction problem, we compared DLP and tlDLP with two alternative multi-task learning models for joint prediction for all the phenotypes in the ontology: ontology-guided group Lasso and Bi-Random Walk.
Ontology-guided group Lasso
The first alternative model, ontology-guided group Lasso model (OGL) utilizes ontology-guided group Lasso as structures on the associations in Y (Kim et al., 2012) . OGL combines the label propagation model in Equation (2) and a group Lasso derived from the ontology with the following objective function,
where b ! 0; c ! 0 are tuning parameters and the binary indicator matrix W ij is the same introduced in Equation (4). In the group Lasso terms in Equation (6), r Y g ¼ 1 jgj for any g 2 G Y is the normalization weight by group size. Each Y ðgÞi selects the entries in the i column of Y which are members of phenotype group g and the 2-norm group Lasso imposes smoothness among the entries for consistent prediction within the group. The ontology-guided group Lasso captures the hierarchical structures in the phenotype ontology structure that aggregate phenotypes in the same annotation paths to root. Note that imposing smoothness in the groups of phenotypes consisting paths in ontology does not differentiate the parental relations in the path, i.e. the direct parental relations are not different from the more distance relations in the ontology. The algorithm is described in the Supplementary Material.
Bi-random walk
Another alternative model is the direct adoption of Bi-Random Walk (BiRW) (Xie et al., 2012 (Xie et al., , 2015 . BiRW performs random walk on the Kronecker product graph between the PPI network and the HPO network. It has been shown to be an effective algorithm for phenotype-gene association prediction by combining PPI network and phenotype similarity network. Similarly, BiRW can iteratively perform random walk steps using the PPI-Network and the HPO according the following equation:
where a ! 0 is a tuning parameter, P and G represents the normalized PPI-Network and HPO, respectively and Y t is the estimation of associations at iteration t. BiRW performs a bi-random walk based on a correspondence between the clusters in the two networks as bimodules.
Software package
A MATLAB/Octave software package is available through GitHub at http://compbio.cs.umn.edu/ontophenome containing all the source code used to run DLP and tlDLP as well as the baseline methods tested in the experiments. The package allows the execution of cross-validation for parameter selection and model training with the selected optimal parameters to reproduce the results. More information on how to run the program and interpret the generated results can be found in the source code documentation.
Experiments
In the experiments, we evaluated the methods by predicting the phenotype-gene associations in HPO based on human protein-protein interaction network and gene ontologies by both crossvalidation and the prediction of the most recent associations added after the snapshot of the training data. Several examples are also shown to demonstrate how the dual label propagation and transfer learning with gene ontology can benefit the predictions. In the transfer learning, tlDLP was used with either biological process (tlDLP BP) or molecular function (trlDLP MF). tlDLP and DLP were compared three other methods, LP [Label Propagation in Equation (1)], BiRW [Bi-Random Walk in Equation (7)] and OGL [Ontologybased Group Lasso in Equation (6)]. (Peri et al., 2003) . The PPI network contains 145 856 binary interactions between 18 533 genes. We downloaded two ontologies, molecular function and biological process, from the Gene Ontology Consortium (Ashburner et al., 2000; Consortium et al., 2015) . The molecular function ontology contains 17 721 genes and 3797 gene functions, and the biological process ontology contains 17 720 genes and 12 034 gene functions.
Data preparation
In the experiments, the set of common genes by intersection of the datasets were used. In the experiments with the molecular function ontology, the dataset consists of 138 943 binary associations between 2302 genes and 6253 phenotypes and 40 052 associations between the genes and 3797 molecular functions. In the experiments with the biological process ontology, the dataset consists of 138 966 binary associations between 2298 genes and 6253 phenotypes and 204 913 associations between the genes and 12 034 biological processes. A more recent version of the HPO, from September 2015, was used to measure the performance of the models for predicting new associations. In this experiment, all the models were trained using the snapshot of the HPO from September 2014, and the trained model was used to predict the 8554 new associations that are only included in the newer September 2015 version.
HPO association prediction in cross-validation
To measure the prediction performance, 5-fold cross-validation (CV) was designed to randomly partition all known phenotype-gene associations into five equal-sized subsets, one of which was held out for testing, and the remaining four subsets were used for training. Specifically, the 138 943 known phenotype-gene associations are approximately divided into five sets with four sets of training associations and one set of test associations in each experiment. The test associations are randomly selected from any level in the ontology. For each test association between a gene g and a phenotype p, the associations between gene g and all the descendant phenotypes of phenotype p are all removed. After the removal, all the descendant phenotypes in the full branch below the phenotype p are not associated with gene g. Our objective is to recover gene g as the associated gene for all the phenotypes under the branch. Since the parent nodes are always associated with all the genes associated with their descendant nodes and could introduce a strong bias in the evaluation, we only focused on the results of the leaf phenotypes in these branches which account for about 77% of all the most specific gene associations. In each of the 5-fold cross-validation, another crossvalidation is applied within the four training folds to obtain the optimal hyper-parameters. After fitting the models to the training data, the prediction performance of each method was evaluated by the ranking of the genes associated with each phenotypes in the test set. Figure 3A and B show the results of phenotype-gene association prediction in the 5-fold cross-validation. The transfer learning methods tlDLP MF and tlDLP BP performed best among all the methods with an improvement by a large margin over DLP (0.987 and 0.986, respectively versus 0.939 by AUC) with additional training information transferred from GO term-gene associations. The single task method LP performed significantly worse than any of the other methods for low rank positions, indicating that a path dependence among the phenotypes is crucial for making accurate predictions. DLP performed better than the other two multi-task learning methods, BiRW (AUC of 0.893) and OGL, respectively. OGL captures the ontology structure by a group Lasso smoothness among the phenotypes on the same phenotype paths. However, the large overlaps among the groups (paths) from the leaf phenotypes to the root introduced a strong bias towards more general terms in the ontology. BiRW imposes a smoothness between phenotype-gene pairs in the Kronecker product graph capturing joint subnetwork bimodules between and within the two networks, which might not be a good fit to the ontology structure. Note that LP was not able to make prediction for the target genes that are not connected in the same component in the PPI and OGL makes sparse predictions such that many predictions cannot be ranked for calculating the AUC. Thus, the AUC plot is not shown for LP and OGL.
Supplementary Table S1 shows a pair-wise comparison among the methods in the cross-validation experiment. For each pair of the compared methods, we show how many cases of the association predictions by the first method were better, equal or worse than the second method, where the equity means that the absolute difference between the ranks are smaller than or equal to 5. The table also shows the P-values of rank sum test between methods, which indicate a high confidence for the results reported. The comparisons show that the two transfer learning methods are significantly better than the other methods.
Prediction of new HPO associations
To further demonstrate that DLP and tlDLP are not overfitting the training data, we evaluated the models by predicting a set of new associations that were added into HPO between September 2014 and September 2015. In this experiment, all the models were trained using the snapshot of the HPO from September 2014, and the trained model was used to predict the 8554 new associations. The hyper-parameters are tuned with a cross-validation within the September 2014 data. Figures 3C and D shows the overall results. With help of transfer learning, tlDLP consistently outperformed the other four methods at all the thresholds. tlDLP MF and tlDLP BP achieved the same AUC 0.778, versus 0.752 for DLP and 0.694 for BiRW. The pair-wise comparison in Supplementary Table S2 validates that the improvement by tlDLP is significant. The result confirms that transfer learning with GO and GO term-gene association is helpful for improving the prediction. Figure 4 compares the performance of each method by categorizing the new associations by the number of steps between each new association and the nearest known association of the same gene with another phenotype in the ontology. For example, if there is a new association to be predicted between gene g and phenotype p, and the model was trained with the same gene g associated to the grandparent phenotype of p, then the step to this nearest known association will be 2. The categorization divides the test cases such that as the distance increases, less training information is known about this new association. The bottom plot in Figure 4 shows the number of the new associations in each category. About two thirds of the new associations have another known associations with the same gene within three steps in HPO, and there are only very few cases that need larger than six steps. In the distance 1-3, tlDLP BP and tlDLP MF is clearly performing better with both lower mean and variance. DLP is the next best and followed by BiRW. LP and OGL performed the worst.
When the distance is 4 or larger, the ontology brought in too many false positives, all the models performed similarly with the mean rank close to random. In particular, when the distance is larger than 6, the transfer learning and the multi-task learning methods relying on the ontology structure make prediction worse than random. Interestingly OGL performed similarly at all the levels of difference. It is possible that the group Lasso imposed on groups of phenotypes from leaf/internal nodes to the root was able to capture weak training information from some of the long distance relations in the phenotype path due to the bias introduced by the overlapping paths. The observation indicates that the ontology-guided graph Lasso might not be a good choice for the prediction problem.
Examples of HPO association predictions
Figures 5 show two specific examples of phenotype-gene association predictions to demonstrate the role of the multi-task structure in DLP model and the role of transfer learning with GO in the tlDLP model in the experiments. Figure 5A shows a subnetwork centered at phenotype HP:0003003 (Colon Cancer). Phenotype HP:0003003 is associated with five genes in the training data, TP53, MSH2, MLH1, BMPR1A and RPS19. In the new HPO, HP:0003003 is associated with three additional genes: SMAD4, APC and MUTYH, shown by the connections with dotted lines. DLP predicted a better rank for all the three new gene associations. Specifically, DLP ranked gene APC at 7 versus 372 by LP, 33 by BiRW and 294 by OGL, gene SMAD4 at 96 versus 373 by LP, 361 by BiRW and 243 by OGL and gene MUTYH at 6 versus 338 by LP, 6 by BiRW and 25 by OGL. In the figure, APC is ranked high because it is associated with the ascendant phenotypes HP:0100834 and SMAD4 is ranked high because it interacts with gene CTNNB1 which is associated with the ascendant phenotype HP:0100273. MUTYH is ranked high because it interacts with gene MSH2. Two more interesting genes connected by dashed lines are also ranked high by DLP, EPCAM and MLH3, which are connected to several types of cancer.
Figure 5B shows a subnetwork centered around phenotype HP:0012126 (Stomach Cancer). Phenotype HP:0012126 is associated with nine genes in the training data, APC, ERBB2, PIK3CA, FGFR2, CHEK2, CASP10, IRF1, KLF6 and MUTYH. In the new HPO HP:00121126 is associated with two other genes: CDH1 and KRAS, shown by the connection with dotted lines. tlDLP predicted a better rank for both new gene associations. Specifically, tlDLP ranked gene CDH1 at 27 versus 217 by LP, 71 by BiRW, 120 by OGL and 28 by DLP and gene KRAS at 26 versus 200 by LP, 260 by BiRW, 103 by OGL and 66 by DLP. KRAS shows the same annotation GO:0032555 'purine ribonucleotide binding' with PIK3CA, FGFR2, CHEK2 and ERBB2 and thus are ranked high. Three more interesting genes connected by in dashed lines are also ranked high by tlDLP, BMPR1A, CTNNB1 and AXIN2, which are all known cancer genes. The examples clearly demonstrate how GO termgene-phenotype associations combined with the PPI network collectively enable the transfer learning for better prediction of new phenotype-gene associations.
GO associations prediction
To better understand the transfer learning between HPO and GO, we also measured the performance of predicting GO term-gene associations in the molecular function ontology in an additional 5-fold cross-validation experiment. The results are shown in Figure 6A and B. Similarly, tlDLP and DLP also performed better than the other methods, with AUC of 0.965 and 0.962, respectively, versus 0.937 for BiRW. The results suggest that leveraging the training information with ontology structure and phenotype-gene associations can also improve gene function prediction. Potentially, this dual label propagation and transfer learning paradigms can be integrated with other gene function prediction methods for further enhancement.
Discussion
In this paper, we studied how multi-task learning could better predict phenotype-gene associations in HPO by effectively summarizing the ontology structure, and how transfer learning across HPO and GO could further bring useful training information. The comparison to Label Propagation, which essentially represents singletask learning methods, suggests that multi-task learning can combine relevant training associations and the predictions along the ontology structure so that the training information from one entity is propagated to the others, resulting in an overall improvement.
The comparison to Bi-Random Walk and ontology-guided group Lasso suggest that, although all the three multi-task learning methods use exactly the same information, Dual Label Propagation is probably a better (easier) fitting to the ontology structure. The network propagation performed by BiRW emphasizes phenotype-gene bi-modules in the Kronecker Product graph between PPI network and HPO graph and thus, not a suitable choice for ontology. In contrast, DLP performs the two propagations separately on the two graphs such that the gene clusters are summarized for each phenotype and the ontology path is summarized for each gene. The . The performance of predicting gene ontology term-gene associations using the molecular function gene ontology. We can see that DLP and tlDLP outperformed the baseline methods, suggesting that it is also a good method to be used in this configuration.
comparison to ontology-guided group Lasso method (OGL) shows that, imposing smoothness in the groups of phenotypes consisting paths in ontology does not differentiate the parental relations in the path such that the direct/strong relations are diluted with indirect/ weak relations, which also explains why OGL is insensitive to the distance to the known association to the same gene in Figure 4 . It is also interesting that Kahanda et al. (2015) applied a multiple-kernel method to combine multiple sources of information including PPI network, GO associations and two other types of features for predicting HPO associations. It was shown that the GO association features contributed only marginal improvement in the overall performance of phenotype-gene association prediction as features fed into a SVM classifier. However, our experiments have shown that transfer learning strongly improved the prediction results by providing relevant gene functional relations for training through the GO. The observation suggests that transfer learning might be a more effective framework for data integration for phenome-genome association prediction. This is particularly beneficial for phenome-genome association analysis since there are very limited annotations of phenotype-gene associations. Transfer learning can fulfill prediction with missing training information by the relation among GO and HPO. The results on predicting GO gene functions further support the conclusion that transfer learning across the two domains is beneficial to both learning tasks.
