The CIPS-SIGHAN CLP 2010 Chinese Word Segmentation Bakeoff was held in the summer of 2010 to evaluate the current state of the art in word segmentation. It focused on the crossdomain performance of Chinese word segmentation algorithms. Eighteen groups submitted 128 results over two tracks (open training and closed training), four domains (literature, computer science, medicine and finance) and two subtasks (simplified Chinese and traditional Chinese). We found that compared with the previous Chinese word segmentation bakeoffs, the performance of cross-domain Chinese word segmentation is not much lower, and the out-of-vocabulary recall is improved.
Introduction
Chinese is written without inter-word spaces, so finding word-boundaries is an essential first step in many natural language processing tasks ranging from part of speech tagging to parsing, reference resolution and machine translation. SIGHAN, the Special Interest Group for Chinese Language Processing of the Association for Computational Linguistics, successfully conducted four prior word segmentation bakeoffs, in 2003 (Sproat and Emerson, 2003 ), 2005 (Emerson, 2005 , 2006 (Levow, 2006) and 2007 (Jin and Chen, 2007) , and the bakeoff 2007 was jointly organized with the Chinese Information Processing Society of China (CIPS). These evaluations established benchmarks for word segmentation with which researchers evaluate their segmentation system. After years of intensive researches, Chinese word segmentation has achieved a quite high precision, though the out-of-vocabulary problem is still a continuing challenge. However, the performance of segmentation is not so satisfying for out-of-domain text.
The CIPS-SIGHAN CLP 2010 Chinese Word Segmentation Bakeoff continues the ongoing series of the SIGHAN Chinese Word Segmentation Bakeoff. It was organized by Institute of Computing Technology, Chinese Academy of Sciences (abbreviated as ICT below). It focused on the cross-domain performance of Chinese word segmentation algorithms. And the bakeoff results will be reported in conjunction with the First CIPS-SIGHAN joint conference on Chinese Language Processing, Beijing, China.
Details of the Evaluation

Corpora
There are two kinds of corpora in the evaluation, with one using the simplified Chinese characters and another using the traditional Chinese characters. For the simplified Chinese corpora, the test corpora, reference corpora, and the unlabeled training corpora were provided by ICT, and the labeled training corpus (1 month data of The People's Daily in 1998) was provided by Peking University. For the traditional Chinese corpora, all the training, test and reference corpora were provided by the Hongkong City University.
There are four domains in this evaluation. Before the releasing of the test data, two of them (literature and computer science, we abbreviate "computer science" to "computer" below) are known to the participants (we provided the corresponding unlabeled training Table 2 . Participating groups (◆=closed track, ◇=open track, there are four domains on every track) corpora for each during the training phrase), and another two domains (medicine and finance) are unknown to the participants (without any indomain training corpora). All corpora are UTF-8 encoded. Details on each corpus are provided in Table 1 . We introduce a type-token ratio (TTR) to indicate the vocabulary diversity in each corpus. During the process of building the reference corpora for the simplified Chinese word segmentation subtask, we manually check the automatically segmented results of the test data against the standard provided in "The Specification for the Basic Processing of Contemporary Chinese Corpus from Peking University". In this process, we refer to the labeled training data frequently with a view to keep the annotation consistency between these two kinds of corpora. Furthermore, we made a comparison test which compared the segmentation of the same character strings present in both corpora automatically, and corrected the inconsistent cases. However, in the labeled training corpus, there are minor incorrect segmentation cases against the standard from Peking University, such as "赢 家 " (yin2 jia1, with the meaning of "the winner", this word should be regarded as a word according to the above-mentioned standard), and there are also a few interior inconsistent cases in this corpus, such as "患 有＂ and "患 有＂ (huan4 you3, with the meaning of "suffer from"). Whenever the segmentation of the reference corpora was different from the above-mentioned incorrect or inconsistent segmentation in the training corpus, we followed the standard from Peking University. All the evaluation corpora can be accessible from the Chinese Linguistic Data Consortium at: http://www.chineseldc.org.
Rules and Procedures
This bakeoff followed a strict set of guidelines and a rigid timetable. The detailed instructions for the bakeoff can be found at http://www.cipsc.org.cn/clp2010/cfpa.htm. The training material of simplified Chinese word segmentation was available starting April 1, the training material of traditional Chinese word segmentation was available April 23, testing material was available June 9, and the results had to be returned to the organizer by email by June 11 no later than 18:00 Beijing time.
The participating groups ("sites") of CIPS-SIGHAN CLP 2010 Bakeoff registered by email. There are two subtasks in this evaluation: word segmentation for simplified Chinese text and word segmentation for traditional Chinese text. The participating sites were required to declare which subtask they would participate in. The open and closed tracks were defined as follows:
For the closed training evaluation, participants can only use data provided by the organizer to train their systems. Specifically, the following data resources and software tools are not permitted to be used in the training: 1. Unspecified corpus; 2. Unspecified dictionary, word list or character list: include the dictionaries of named entity, character lists for specific type of Chinese named entities, idiom dictionaries, semantic lexicons, etc.; 3. Human-encoded rule bases; 4. Unspecified software tools, include word segmenters, part-of-speech taggers, or parsers which are trained using unspecified data resources. The character type information to distinguish the following four character types can be used in training: Chinese characters, English letters, digits and punctuations.
In the Open training evaluation, participants can use any language resources, including the training data provided by the organizer.
Participants were asked to submit their data using specific naming conventions, and from the result file name we can see in which track the result was run, as well as other necessary information. Of course, the results on both tracks are welcomed.
Scoring was done automatically using a combination of Perl and shell scripts. The scripts (Sproat and Emerson, 2003, 2005) used for scoring can be downloaded from http://www.sighan.org/bakeoff2005/. The bakeoff organizer provided an on-line scoring system to all the participants who had submitted their bakeoff results for their follow-up experiments.
Participating sites
Eighteen sites submitted results and a technical report. Mainland China had the greatest number with 14, followed by Taiwan (2), the United States (1) and Australia (1). A summary of participating groups and the tracks for which they submitted results can be found in Table 2 on the preceding page. There are more sites who had registered for the bakeoff. However, several of them withdrew due to technical difficulties or other problems. Altogether 128 runs were submitted for scoring.
Results
Baseline and topline experiments
Following previous bakeoffs, to provide a basis for comparison, we computed baseline and topline scores for each of the corpora. When computing a baseline, we compiled a dictionary of all the words in the labeled training corpus, and then we used this dictionary with a simple left-to-right maximal match algorithm to segment the test corpus. The results of this experiment are shown in Table 3 . We expect systems to do at least as well as the baseline. The topline employed the same procedure, but instead used the dictionary of all the words in the test corpus. These results are presented in Table 4 . We expect systems to generally underperform this topline, because no one could exactly know the set of words that occur in the test corpus.
In these and subsequent tables, we list the word count for the test corpus, test recall (R), test precision (P), balanced F score (where F = 2PR/(P+R)), the out-of-vocabulary (OOV) rate on the test corpus, the recall on OOV words (Roov), and the recall on in-vocabulary words (Riv).
Raw scores
All the results are presented in Tables 5-20 . Column headings are as above, except for "Cr" and "Cp" for which see Section 3.3. All tables are sorted by F score.
Statistical significance of the results
Following previous bakeoffs, let us assume that the recall rates represent the probability p that a word will be successfully identified, and let us further assume the binomial distribution is appropriate for this experiment. Given the Central Limit Theorem for Bernouli trialse.g. (Grinstead and Snell, 1997) , then the 95% confidence interval is given as 2 (1 )/ p p n ± − , where n is the number of trials (words). The recall-based confidences ( 2 (1 )/ p p n ± − ) are given as "Cr" in Tables 5-20 . Similarly, we can assume the precision rates represent the probability that a character string that has been identified as a word is really a word. And the precision-based confidences are given as "Cp" in the tables. They can be interpreted as follows: To decide whether two systems are significantly different (at the 95% confidential level), one just has to compute whether their confidence intervals overlap. If at least one of the "Cr" and "Cp" are different, we can treat these two systems as significantly different (at the 95% confidential level). Using this criterion all systems in this bakeoff are significantly different from each other.
Discussion
Comparison between open and closed tracks
In this bakeoff, there are 8 systems that ran on both closed and open tracks, which result in 32 pairs of scores for F measure and OOV recall respectively. 
Improved OOV recall over the prior bakeoffs
From all the results, we can see that the widest variation among systems lies in the OOV recall rate. And dealing with unknown words is still the most difficult problem of Chinese word segmentation. However, while comparing the top OOV recall rates of this bakeoff with those of the prior four bakeoffs, we found the OOV recall rates of this bakeoff achieved an obvious improvement. Table 22 shows the comparisons. We managed to find four pairs of test corpora with similar OOV rates for comparisons. In the comparisons, most top OOV recall rates of bakeoff 2010 are much higher than their counterparts of prior bakeoffs. An exception comes from the open track of medicine domain for traditional CWS subtask, and because only 3 systems submitted results, this comparison seems less meaningful.
Performance under different domains
We listed the top performance by F measure on every track, domain and subtask on Table 23 .
Generally we think that cross-domain word segmentation will lead to a lower performance than in-domain word segmentation. In this bakeoff, it seems that the best performance of cross-domain word segmentation is at almost the same level of that of the prior bakeoffs. We know that the performance of different test set is incomparable. However, the performance in the out-of-domain text is somewhat surprising to us. We guess one reason may be the usage of domain adaptive technology, another reason may be the new technologies used by the participants. We hope to see the exact reasons in the technological reports of participants in the coming conference.
We provided unlabeled data to two domains. However, we did not see significant difference on the performance of closed test between these domains and other domains. Some participants pointed out that it is because the size of the unlabeled data is rather small.
And we found that among four domains, the performance (by the value of F measure and OOV recall, with scores in bold in the table) on finance is always the best or very close to the best. Perhaps this is because the OOV rate on finance test corpus is rather low.
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