Abstract The Global Carbon Assimilation System that assimilates ground-based atmospheric CO 2 data is used to estimate several key parameters in a terrestrial ecosystem model for the purpose of improving carbon cycle simulation. The optimized parameters are the leaf maximum carboxylation rate at 25°C (V The spatial distribution of the total soil carbon pool size after optimization is compared favorably with the gridded Global Soil Data Set for Earth System. The results also suggest that atmospheric CO 2 data are a source of information that can be tapped to gain spatially and temporally meaningful information for key ecosystem parameters that are representative at the regional and global scales.
Introduction
Carbon fluxes of terrestrial ecosystems play a key role in regulating atmospheric CO 2 concentrations. There are two common types of method to quantify global distributions of net carbon fluxes. One is atmospheric inversion by utilizing atmospheric CO 2 measurements to inversely estimate the net carbon fluxes . Many efforts were devoted to develop individual atmospheric inversion systems (Chevallier et al., 2010; Gurney et al., 2008; Peters et al., 2010; Rayner et al., 2008; Rodenbeck et al., 2003) since the first comprehensive effort dating back to the 1980s (Enting & Mansbridge, 1989; Tans, Conway, & Nakazawa, 1989) . This approach deduces spatiotemporal patterns of land/ocean net carbon fluxes at the global scale. However, a disadvantage of the approach is that it cannot provide predictions for the future .
Data assimilation techniques have recently been developed to combine these two common types of method. Through using these techniques, carbon fluxes modeled by a TBM can be optimized using atmospheric CO 2 mole fraction measurements. Some data assimilation systems can also optimize parameters in TBMs using atmospheric CO 2 concentration measurements (Kaminski et al., 2002) . The carbon cycle data assimilation system (CCDAS) Rayner et al., 2005) was a significant development in TBM parameter optimization . In later studies, CCDAS has been extended for use of various types of observation, for example, fPAR (Kaminski, Knorr et al., 2012; Knorr et al., 2010) , eddy correlation fluxes (Kato et al., 2013) , and satellite-derived atmospheric CO 2 column-averaged volume mixing ratio . Other studies also focused on estimating land surface carbon fluxes (Kaminski, Rayner, et al., 2012; Koffi et al., 2012) , constraining TBM parameters (Kaminski et al., 2002; Koffi et al., 2013; , and reducing uncertainties (Kuppel et al., 2013; Ziehn et al., 2012) using CCDAS.
Although substantial efforts have been directed toward estimating parameters in TBMs using CO 2 concentration measurements, TBM parameters were optimized as averages for individual plant functional types (PFTs) (Kaminski et al., 2002; Koffi et al., 2013; . In addition, seasonal variations of TBM parameters were also rarely discussed at the global scale. In fact, high spatiotemporal variabilities of some key and common parameters were proved at the field scale by many previous studies (He et al., 2014; Mahecha et al., 2010; Wang et al., 2007) . To reduce uncertainties of TBMs applied over the globe, it is needed to investigate spatiotemporal variabilities of TBM parameters at the global scale This study aims at exploring spatiotemporal variations of TBM parameters using atmospheric CO 2 concentration data through the newly developed Global Carbon Assimilation System (GCAS). GCAS is developed for optimizing global land surface net carbon fluxes and TBM parameters at 1°resolution at weekly time intervals Zhang et al., 2014 Zhang et al., , 2015 Zheng et al., 2014 Zheng et al., , 2015 .
Data and Model

Prediction Model
The prediction model (M) is used to predict a distribution of atmospheric CO 2 concentration (c f t ) in the tth assimilation window. It contains a TBM (B) with a set of parameters (x t ) and an atmospheric transport model (T). The TBM is employed to estimate net ecosystem productivity (NEP t ) of terrestrial ecosystems in the tth assimilation window. Then the atmospheric transport model is used to predict the distribution of atmospheric CO 2 concentration (c f t ) with NEP t , background fluxes (F t , e.g., ocean fluxes and fossil fuel emissions) in the tth assimilation window, and the distribution of atmospheric CO 2 concentration in the t À 1 assimilation window (c a tÀ1 ). The prediction model can be written as
(1)
TBM
The TBM used in this study is BEPS (Boreal Ecosystem Productivity Simulator) (Chen et al., 1999; Ju et al., 2006) , which integrates principal processes and mechanisms that are associated with energy partitioning and carbon uptake. BEPS uses leaf-level photosynthetic parameters, such as the maximum carboxylation rate (V max ) and the maximum electronic transport rate (J max ), to simulate the photosynthesis rates of sunlit and shaded leaves, and the canopy-level GPP is obtained by integrating results from these two leaf groups. It is used to estimate NEP at 1°resolution driven by climate data from NCEP reanalysis data set (Kalnay et al., 1996) for the period from 2000 to 2008. Each grid cell can be made up of any mixture of seven PFTs (Table 1) . The PFT named "Others" includes some plant function types that are not listed in the Table 1 , such as cropland and grassland. Figure 1 shows the distribution of PFTs with the largest area in each 1°grid and locations of CO 2 concentration observation sites. An area-weighted averaging procedure is followed to integrate NEPs of seven PFTs for each grid. The detail information about BEPS has been described in previous studies : Mo et al., 2008 . A brief description for BEPS is shown in Text S1 in the supporting information.
Atmospheric Transport Model
The global chemical transport Model for OZone And Related chemical Tracers (MOZART, Emmons et al., 2010) is used to predict distributions of atmospheric CO 2 concentration at 1°resolution for the period from 2002 to 2008. It is driven by NEPs, background fluxes, a meteorological forcing data set from NCAR reanalysis (Kalnay et al., 1996) , and an initial CO 2 concentration distribution. The initial CO 2 concentration distribution at the beginning of the optimization period (2002) was obtained through a 2 year transport model spin-up procedure for the period from 2000 to 2002. The chemistry module of MOZART was closed in the transport simulations for two reasons: (1) data for anthropogenic emissions of all gases that will eventually be converted to CO 2 were insufficient at the global scale, while the consumption of CO 2 by atmospheric chemistry was small, and (2) it helped reduce the computational demand for the high-resolution transport simulations.
Observations and Background Fluxes
CO 2 measurements include observations of air samples at surface sites and quasi-continuous CO 2 time series from towers. The CO 2 measurements of the period from 2002 to 2008 on 92 sites ( Figure 1) were obtained from the ObsPack product (Masarie et al., 2014) distributed through NOAA-ESRL. More than 50,000 CO 2 measurements observed during 12:00-16:00 LST were used in this study. The observation uncertainties were also provided by ObsPack.
Background fluxes contain fossil fuel emissions, ocean fluxes, and fluxes from vegetation fire. The background fluxes are not optimized in GCAS, since the optimized background fluxes from CarbonTracker2013 (CT2013) (Peters et al., , 2010 were selected as inputs to GCAS. The temporal resolution of background fluxes is 3 h. The vegetation fire fluxes were modeled using the Carnegie-Ames-Stanford Approach based on Global Fire Emission Database (van der Werf et al., 2006) . The ocean fluxes were from ocean interior pCO 2 inverse estimates recalculated to the air-sea partial pressure difference and pCO 2 -Clim prior estimates derived from the climatology of seawater pCO 2 (Takahashi et al., 2009) . The fossil fuel emissions were preprocessed by CarbonTracker2011 from Carbon Dioxide Information and Analysis Center (Marland et al., 2007) and Open-source Data Inventory of Anthropogenic CO 2 emission (Oda & Maksyutov, 2011) .
The optimized background fluxes from CT2013 were used as inputs of GCAS, but the land surface fluxes (prior fluxes) used in GCAS and CT2013 were different. These differences caused some substantial deviations of CO 2 Figure 1 . The distribution of plant function types and CO 2 concentration observation sites.
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concentration predictions from GCAS and CT2013. A data assimilation system utilizes differences between observations and predictions to optimize the prior fluxes. Therefore, the information used to optimize fluxes and parameters is totally different in GCAS and CT2013. Although optimized background fluxes from CT2013 are used in GCAS, the parameter optimization in GCAS is independent from that in CT2013. Another obvious advantage of using optimized background fluxes from CT2013 is that the errors of the background fluxes had been minimized by CT2013 and can be ignored in GCAS.
LAI Data
TBM models usually use LAI to calculate the canopy radiation absorption and productivity. In this study, a global LAI product in 8 day intervals with an 8 km resolution, which was generated by fusion of MODIS and AVHRR data, was used . The LAI data were averaged for each PFT type in each 1°modeling grid for the calculation of GPP for each PFT in a grid.
GCAS
Optimized Parameters
GCAS is designed for optimizing parameters in BEPS at 1°resolution using CO 2 concentration measurements. The optimized parameters are the maximum carboxylation rate at 25°C (V 25 max ) for leaf photosynthesis, the temperature sensitivity of heterotrophic respiration (Q 10 ), and the adjustment factor for initial total soil carbon pool sizes (λ). Different optimization strategies are applied to estimate these parameters.
Errors of CO 2 concentration from the prediction model are usually composed of systemic biases and random errors. The systemic biases cause overestimations or underestimations of CO 2 concentration in all prediction steps. The overestimations or underestimations are accumulated over a prediction period, and therefore, they are easily detected in a long period of time (e.g., annual scale). Unlike the systemic biases, positive random errors of the prediction model in a time step may be offset by negative random errors in another step when CO 2 concentration is accumulated in time. The random errors are therefore difficult to detect after a long prediction time. In GCAS, the initial soil carbon sizes are accumulated over thousands of years. They hardly change in a short period. The errors caused by overestimations or underestimations of the initial carbon pool sizes can be accumulated in time. Unlike the errors from the initial carbon pools, errors related to V 25 max and Q 10 would offset each other as these two parameters have opposite effects on the net carbon fluxes influencing the atmospheric CO 2 concentrations. Based on above descriptions, the errors related to the initial carbon pool sizes are treated as systemic biases. The errors related to V 25 max and Q 10 are considered as random errors.
To correct systemic biases and random errors, a two-step optimization method is developed and used in GCAS. The systemic biases are first corrected by adjusting initial total carbon pool sizes using CO 2 concentration measurements in the last week of the years during the period from 2002 to 2008. The optimized carbon pool sizes are kept constant in the next step. Then the random errors are corrected through using weekly CO 2 concentration measurements to adjust V 25 max and Q 10 . The flowchart of GCAS is shown in Figure 2. 
Determination of Initial and Optimized Soil Carbon Pool Sizes
The initial soil carbon pool sizes are determined through a spin-up procedure based on an assumption that C dynamics is approximately in equilibrium before industrialization (Chen et al., 2003) . The initial soil carbon pool sizes are set to 0 at the beginning of the spin-up procedure. Then they are accumulated when the BEPS model is running until soil respiration and NPP arrive at the equilibrium. In fact, the C dynamics is not in equilibrium in 2000 due to industrialization. According to Le Quéré et al. (2014) , NPP is about 2 PgC larger than heterotrophic respiration in 2000. Therefore, the carbon pool sizes are multiplied by a factor (0.95) so that the global NEP simulated by BEPS is equal to 2 PgC in 2000. Finally, the carbon pools are used as 
(2)
where t represents the tth assimilation window. M, T, and B are the prediction model, MOZART, and BEPS, respectively. x ini,t is a vector containing initial parameters in BEPS. F t represents the background fluxes. C is a vector of the initial soil carbon sizes. In BEPS, there are nine soil carbon pools, namely, coarse and dead wood detritus pool, surface structural pool, surface metabolic pool, surface microbial pool, fine-root structural litter pool, fine-root metabolic pool, soil microbial pool, slow carbon pool, and passive carbon pool. c f tÀ1 is the distribution of CO 2 concentration in the t À 1 assimilation window.
The mismatches between CO 2 concentration measurements and simulations are used to optimize the initial carbon pool sizes through estimating the adjustment factors (λ). The following objective function (equation (3)) is minimized to obtain λ.
where λ is a scaling factor at 1°resolution. It is independent of time and the same for all carbon pools in each 1°grid. Q is the error covariance matrix of the initial carbon pools. The standard deviations of the initial carbon pools are set equal to 10% of the initial carbon pool sizes. c is a vector of CO 2 concentration measurements. O is the observation error covariance matrix. P c is the error covariance matrix of the prediction model. Posterior scaling factors (λ) and carbon pool sizes (Ĉ) can be estimated as
State Variables
As described by Zhang et al. (2014 Zhang et al. ( , 2015 , the ensemble Kalman filter was used in GCAS. The length of an assimilation window is set to 1 week. Within the tth week, a vector of the state variables (x t ) contains two parameters of the BEPS model: the maximum carboxylation rate at 25°C for leaf photosynthesis (V 25 max ) and the temperature sensitivity of heterotrophic respiration (Q 10 ).
There are up to seven PFTs in every 1°grid cell. It is hard to obtain the optimized V Table 1 . It can be calculated as equation (8b) 
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Therefore, the state vector in the tth assimilation window can be written as
About 26,000 parameters are estimated in an assimilation window.
Calculate Perturbed Forecasts and Forecast Errors
The perturbed CO 2 concentration forecasts are obtained using the prediction model (M) with perturbed state vectors. It can be expressed as
where x i t is the ith member of the perturbed state vectors in tth assimilation window. The total number of ensemble members is 50. A random perturbation technique is applied to generate the ensemble state vectors in every assimilation window. The ensemble parameters are sampled from Gaussian distributions with prior mean values (x m ) and prior standard deviations at the beginning of the optimization (Table 1) .
Then, x m and the standard deviations are taken from the analysis state in the last assimilation window. c
is the ith ensemble member of CO 2 concentration predictions in the tth assimilation window. M is the prediction model with the state vector
is the optimized distribution of CO 2 concentration in the t À 1 assimilation window.
The error covariance matrix (P) of the prediction model is estimated as
where n is the total ensemble number. Because only one transport model is used in GCAS, the transport uncertainty is not explicitly evaluated. However, the forecast error of the prediction model is estimated using the perturbed states vectors, and therefore, the transport uncertainty is included as a part of the forecast error to consider its influence on the parameter optimization.
Calculate the Analysis State
In the tth assimilation window, the following objective function (equation (13)) is minimized to obtain the optimized state vector (x a t ) and postparameter uncertainties (R post ).
where x a t is the optimized state vector at 1°resolution, R is the error covariance matrix of the prior model parameters, c is a vector of CO 2 concentration measurements, O is the error covariance matrix of observations that is built based on the observation uncertainty from ObsPack, and P is the error covariance matrix of the prediction model. The finite difference method is used to estimate M. The uncertainty reduction rate is defined as
Then BEPS with the optimized state vector (x a t ) is used to estimate optimized NEP (NEP a t ). The optimized distribution of CO 2 concentration (c a t ) is also estimated by using the prediction model driven by optimized NEP and background fluxes, as follows:
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4. Results
NEP
The results of optimized NEP by GCAS are summarized in Table 2 . The NEP results from CT2013 ) among all systems, while the value by GCAS is 2.20 PgC yr À1 . The differences between GCAS and CT2013 are probably more related to the prior net carbon fluxes from land surface models. Although the average annual NEP estimated by CT2013 is about twice as large as the value from GCAS, interannual variabilities of NEPs from these two systems are similar. For instance, less/more carbon uptake in 2005/2008 is observed by both GCAS and CT2013.
The distributions of the average annual NEP estimated by BEPS, GCAS, and CT2013 are shown in Figure 3 . BEPS, GCAS, and CT2013 exhibit a large carbon uptake over the northern hemisphere and tropical areas. GCAS and BPES display weaker carbon uptake than CT2013 in most areas. Many significant differences between BEPS/GCAS and CT2013 are discovered in the southern part of South America, Eurasia boreal regions, North America boreal regions, etc. GCAS and BEPS show a carbon sink over the southern part of South America, while a carbon source is produced in CT2013. The carbon sinks from GCAS over Eurasia boreal regions and America boreal regions are much weaker than the sinks from CT2013. Some spatial patterns of NEP are also somewhat different between the results from GCAS and CT2013, such as those over Australia and South America. The spatial pattern of NEP from GCAS is similar to that from BEPS. However, GCAS also makes many substantial changes over BEPS. For example, GCAS enhanced carbon sinks over Eurasia boreal regions and tropical regions. These changes are supported by CT2013. 20°S-20°N) . BEPS, GCAS, and CT2013 have good agreement in midlatitudes of the northern hemisphere. In high-latitude regions of the northern hemisphere, GCAS is consistent with BEPS and produces lower sinks than the sinks from CT2013. A large carbon uptake is produced by CT2013 over high-latitude regions of the northern hemisphere, especially over Eurasia boreal regions (Figure 3 ), such as Russia. NEPs from BEPS, GCAS, and CT2013 are 0.24, 0.31, and 1.08 PgC yr À1 over Russia,
respectively. An independent study of Dolman et al. (2012) used three methods based on forest inventory, eddy covariance carbon flux measurements, and atmospheric inversion to estimate the net carbon flux over Russia. Their results suggested that the average carbon uptake from the three methods is about 0.61 PgC yr À1 . The carbon uptake estimates range from 0.34 to 1.35 PgC yr
À1
. The result from GCAS is close to the lower boundary of these estimates, while the result from CT2013 is close to the upper boundary. These large uncertainties of NEPs from different systems and studies may be due to the lack of CO 2 concentration observations in this region.
Land surface fluxes retrieved from inversion and data assimilation systems often differ substantially, due to different choices for the spatial/temporal flux resolution, prior fluxes, transport models, and observational constraints (Gurney et al., 2004) . It is useful to assess the results from GCAS by comparing with the results of other atmospheric CO 2 inversion systems. Eleven atmospheric CO 2 inversion systems used by Peylin et al. (2013) are selected to compare with GCAS. The results from the inversion systems were obtained from network (http://transcom.lsce.ipsl.fr/). The values of "Fossil-corrected Natural Fluxes" from 1996 to 2008 were read from "bar plots" published in the website. "Natural Fluxes" are defined as total fluxes minus fossil fuel emissions. To transform NEP to "Natural Fluxes," the NEP values from CT2013 and GCAS are subtracted by Note. The BEPS model was driven by the default parameters shown in Table 1 .
Journal of Geophysical Research: Biogeosciences The boxes in Figure 5 present minimum and maximum extents of the natural carbon fluxes from the CO 2 inversion systems. The horizontal lines in the boxes display the mean natural fluxes of the inversion systems. The natural fluxes by GCAS fall into the ranges of the fluxes from the inversion systems. The results of GCAS are similar to those of CT2013 except over Eurasia boreal regions. CT2013 indicates a large carbon sink, while a moderate carbon uptake is produced by GCAS. Figure 5 therefore shows that the optimized NEPs from GCAS are comparable to the ensemble means of the inversion results for most regions.
Error Analysis
BEPS is run with default parameters shown in Table 1 and optimized parameters from GCAS to estimate prior NEPs and optimized NEPs, respectively. These NEP fields and the background fluxes are used to force MOZART (Figure 6a ). The RMSE between simulated and observed concentrations is significantly reduced from 4.67 to 3.43 ppm when optimized NEPs are used. Then the prediction model was driven by NEPs from BEPS, GCAS, and CT2013 to predict CO 2 concentrations for the period from 2005 to 2008. The predictions were compared with independent observations of CO 2 concentration from the comprehensive observation network for trace gases by airliner (CONTRAIL). The RMSEs for the predictions from the prediction model driven by NEPs from BEPS, GCAS, and CT2013 are 5.03, 3.96, and 1.91 ppm, respectively (Figure 6b ). Although the RMSE value for GCAS is larger than that for CT2013, the results suggest that the performance of BEPS with optimized parameters is substantially better than that with default parameters.
Chi-square statistics (χ 2 ) are usually used to test the error covariances or the innovations in a data assimilation system Zupanski & Zupanski, 2006) . For the tth time step, it is defined as
where N obs is the number of observations. If χ 2 follows a chi-square distribution, its mean value and variance of should be close to 1 and 2. If χ 2 departs significantly from the value of 1, it indicates the divergence of the filter. χ 2 values of GCAS range from 1 to 2.5 with a mean of 1.53 ( Figure 7 ). It is reasonable and consistent with the results from GCAS without error inflations . A clear seasonality of χ 2 can be found in (20)) or errors (R, O t , and P t in equation (20)) in GCAS, since the χ 2 value is a ratio between the differences and the errors (equation (20)). χ 2 values are always larger than 1 in Figure 7 because the errors estimated in GCAS are less than the differences between observations and forecasts. The global carbon sinks from both observations and forecasts in northern winter are much less than the sinks in northern summer. Then the deviations of forecasts from observations are commonly smaller in northern winter than in northern summer. In addition, due to the small ensemble size in GCAS, the prediction errors may be underestimated. Since the uncertainties are usually related to the magnitude of carbon fluxes, GCAS may have more underestimation of the prediction errors in northern summer than in northern winter. Therefore, the χ 2 values are commonly larger in northern summer than in northern winter in GCAS (Figure 7 ). There are some ways to help reduce errors in a data assimilation system. Our previous results showed that the inflations on forecast errors and observation errors applied to GCAS can improve the estimation of error statistics . Furthermore, more observations used or control variables optimized in a data assimilation system also can help reduce the errors (Zupanski & Zupanski, 2006) .
Optimized Soil Carbon Pool Sizes
A gridded Global Soil Data Set for Earth System models (GSDE, Figure 8a ) (Shangguan et al., 2014) developed based on soil databases and soil maps is selected as a reference data to be compared with the initial 
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and optimized soil carbon pool sizes. The soil carbon pool sizes from GSDE are large over high latitudes of the northern hemisphere and small over the arid and semiarid areas. The distribution of initial soil carbon pool sizes (ISCD) from BEPS is shown in Figure 8b . It also depicts similar spatial patterns as GSDE. However, many differences between GSDE and ISCD are also detected. For instance, ISCD gives higher values than GSDE in the eastern America, boreal Europe regions, the southern China, and tropical regions of South America. The distribution of the ratio between GSDE and ISCD indicates that magnitudes of GSDE are more/less than 1.2/0.8 times of ISCD in most regions of the world (Figure 8c ). The possible explanation is that spatial scale of GSDE and ISCD are different. GSDE is retrieved from field measurements at a fine scale (about 10 km), while ISCD is obtained at 1°resolution. Although magnitudes of the soil carbon density from ISCD and GSDE are quite different, GSDE implies overestimations and underestimations of soil carbon pool sizes in ISCD. The spatial pattern of the adjustment multipliers for ISCD (λ, equation (4)) derived by GCAS is shown in Figure 8d . The spatial scale of the adjustment multipliers is also different from GSDE. It is not surprising that magnitudes of the adjustment multipliers are significantly smaller than the ratios between GSDE and ISCD. However, the distribution of the adjustment multipliers is supported by the ratio. For example, the adjustment multipliers are less than 1 over North America and western regions of boreal Europe where GSDE is less than ISCD. These results suggest that GCAS effectively utilizes information in CO 2 concentration measurements to improve ISCD. other regions. An exception is that a center with low Q 10 values appears over Eurasia regions where annual average temperature is also low. The center with low Q 10 values is also found by Zhou et al. (2009) .
The optimized Q 10 shows stronger seasonal variability in high-latitude regions than in tropical or middle latitude regions (Figure 13 ). Time series of optimized Q 10 suggest that Q 10 values change little all year round over tropical regions, while their seasonal fluctuations become larger at higher latitudes. Seasonal variation in Q 10 is probably related to the variation in temperature. For instance, the highest Q 10 value is observed in winter, while the lowest Q 10 value is found in summer over highlatitude regions (red and yellow line shown in Figure 13 ). The seasonal variation patterns of Q 10 shown in Figure 13 confirm the conclusions drawn by Kirschbaum (1995 Kirschbaum ( , 2010 , who indicated that the temperature dependence of organic matter decomposition is greater at lower temperatures.
There are two types of methods for estimating Q 10 from observations. One type estimates apparent Q 10 , which is the temperature sensitivity of ecosystem respiration controlled by environmental factors. Another type derives intrinsic Q 10 , which represents the unconfounded temperature sensitivity of ecosystem respiration. Mahecha et al. (2010) argued that intrinsic Q 10 values for ecosystem respiration show global convergence to small values (about 1.4), while apparent Q 10 values have large variabilities (0.21 to 5.65, see supporting information (S4) in Mahecha et al., 2010) . In fact, most studies including this work could not minimize the influence of confounding environmental effects. Apparent Q 10 is retrieved usually. Q 10 values derived from field observations usually varied in a range of almost one order of magnitude (Janssens & Pilegaard, 2003; Lloyd & Taylor, 1994; Mahecha et al., 2010) . The spatiotemporal distributions of the optimized Q 10 confirm to the existing understanding of its geographical and seasonal patterns. These results could not be obtained from averaging limited site data and therefore have credibility for regional ecosystem modeling. This successful exploration in using the CO 2 concentration in this way may open doors for further investigations of the spatiotemporal behavior of this important parameter when more atmospheric CO 2 data become available.
Uncertainty Reduction
The distributions of uncertainty reduction rate for V over tropical regions both in northern summer and winter. The distributions of uncertainty reduction rates for Q 10 in northern summer and winter are similar. The rates for Q 10 over tropical regions are larger than over middle and high latitudes. Uncertainty reduction rates over regions with dense observation networks are not larger than the rates over regions with sparse observation networks. However, a dense observation network provides more detail information about the distribution of uncertainty reduction rates. For example, the uncertainty reduction rates for Q 10 over tropical regions with a sparse observation network are much larger than the rates over regions with a dense observation network (e.g., North America and Europe), while the distribution of the rates over North America and Europe is more complex than the distribution over tropical regions (Figures 14c and 14d) . The rates of uncertainty reduction for different seasons were also calculated and shown in Figure S1 in the supporting information. The distributions of seasonal reduction rates are similar to the distributions of the rates for two specific dates. The leaf-level photosynthesis calculation scheme proposed by Farquhar et al. (1980) has been widely used by TBMs. V 25 max is a key parameter in Farquhar's scheme. Many efforts have been made to investigate photosynthetic capacity based on a large number of species (De et al., 2015; Niinemets et al., 2015; Medlyn et al., 1999; Reich et al., 2007; Wilson et al., 2000] . However, due to high variability of V 25 max (Medlyn et al., 2002) , it is difficult to describe the spatial pattern of V Kattge et al. (2009) and Ali et al. (2015) . A possible explanation is that plants from temperate regions have higher nitrogen use efficiency than plants from tropical regions (Ali et al., 2015) . Other studies supposed that V 25 max values that increase with latitude could be acclimation of plants to environment factors. (Hikosaka et al., 2006; Kattge & Knorr, 2007; Yamori et al., 2005) .
Previous studies observed seasonal fluctuations of V 25 max in some specific plants (Croft et al., 2015; Grassi et al., 2002; Wang et al., 2007; Wilson et al., 2000) . It is hard to describe the seasonal variation patterns of V (Grassi et al., 2002; Han et al., 2004; Misson et al., 2006) . In fact, variations of leaf nitrogen content are also correlated with variations of leaf mass per area (Reich et al., 1995; Reich & Walters, 1994) . To find a possible explanation for the regular seasonal variation patterns of V (Figure 15c ). Growth/senescence of leaf area and increase/decrease in leaf photosynthetic capacity occur simultaneously in the yearly cycle, leading to the similar seasonal variation patterns between LAI and optimized V 25 max for midlatitude and high-latitude plant functional types. This broad pattern of synchronicity between LAI and V 25 max could be partly explained by the allocations of leaf nitrogen to Rubisco (Hrstka, Urban, & Babák, 2012; Wilson et al., 2000) and leaf chlorophyll pigments (Croft et al., 2017) that increase most rapidly in growing leaves or decrease rapidly in senescing leaves. So far there have been limited reports on the seasonal variations of leaf chlorophyll content and V 25 max . The results in this study suggest that this is an area deserving close attention in ground-based measurement programs.
One important result of this study is the spatial distribution and seasonal variation of V 25 max at the global scale. The result confirms the conclusions drawn by previous studies at leaf, canopy, or field scale. This is not just merely to show that results from GCAS agree with existing ones, but this is the first time to show that atmospheric CO 2 does have the information on the seasonal variation of this key photosynthetic parameter, and therefore, the V 25 max maps produced in this study would be a leap forward from limited ground points to 
Errors in GCAS
Errors in an optimization study are due to a combination of three factors: a limited number of measurements, errors in prediction models, and errors in input data (Carvalhais et al., 2008) . The limited number of measurements usually causes underdetermination problems in assimilation systems. In the case of CCDAS , it optimized model parameters as averages for individual PFT to reduce the dimension of the state variables. In GCAS, there are about 26,000 parameters estimated in an assimilation window. The underdetermination problem is solved in GCAS in two steps. In the first step, regional fluxes (e.g., Transcom regions) can be constrained well using CO 2 concentration measurements, as shown by many previous atmospheric inversion studies . A regional flux is the accumulation of fluxes from all grids in the region. The contribution from every grid to the regional flux is different. Therefore, the regional flux retrieved from assimilation/inversion systems can be downscaled to the fine spatial resolution using information provided by the distribution of prior fluxes from TBMs. Since LAI data from remote sensing were used as input to the BEPS model, the distribution of prior fluxes simulated by BEPS is reliable in terms of the spatial patterns of the fluxes. In this way, fluxes with a high spatial resolution could be optimized by a limited number of CO 2 concentration measurements (Zhang et al., 2014) . In the second step, parameters can be estimated using the high resolution fluxes as observations at the fine spatial resolution in an assimilation system. Ideally, each parameter should be optimized using independent observations. However, one type of observation is usually used to estimate more than one parameter due to lack of observations (Yuan et al., 2012) . For instance, two or five parameters were determined from CO 2 flux observations using data assimilation techniques (He et al., 2014; Mo et al., 2008) . Multiple years of CO 2 and water fluxes observations were used to estimate more than 10 parameters using nonlinear inversion methods (Braswell et al., 2005; Moore et al., 2008; Santaren et al., 2007; Wolf et al., 2006) . Almost all parameter estimation studies use covariance matrixes of prediction models to determine a set of optimal parameters when observations are limited. As shown in Text S2, the sensitivities of parameters are estimated and contained in an error covariance matrix (e.g., P in equation (12)) to apportion model-data mismatches to various parameters. A larger sensitivity of the cost function to a given parameter indicates that this parameter is more adjusted than others, and the parameter with a larger sensitivity is therefore more tightly constrained by the measurements (Santaren et al., 2007) . Like many previous studies, the error covariance matrixes for the prediction model (M), which represent sensitivities and correlations of NEP to V 25 max and Q 10 , were used to provide the necessary information for optimizing these two parameters using only CO 2 concentration measurements in GCAS. The sensitivities of the CO 2 concentrations to photosynthetic and respiratory parameters are estimated based on the physical principles of BEPS. Models may not be reliable to estimate the magnitudes of various fluxes but may be far more reliable to estimate the sensitivities of the fluxes to key model parameters. Because of this, the partition of the total errors in simulating the CO 2 concentration at a given time into respiratory and photosynthetic flux errors is mostly credible. Nevertheless, more types of observations can be integrated into GCAS to reduce the impacts of the uncertainty in the sensitivities of parameters to one type of observation.
Furthermore, the errors from the prediction model also contribute errors to optimized results. The errors from the prediction model arise from parameter errors and model errors. In GCAS, only two parameters (V 25 max and Q 10 ) and the size of soil carbon pools are optimized. However, other parameters may also have contributed to the variations in CO 2 concentrations. The errors related to other parameters may be folded into the three parameters in GCAS. This means that the values V 25 max and Q 10 optimized this way may be biased if other parameters of importance to photosynthesis and respiration have large errors. For the model errors, the forecast error matrixes of the prediction model (section 2.1) were estimated using a perturbed ensemble of model parameters under an ensemble Kalman filter (section 3.3). Since only one transport model is used in GCAS, the transport uncertainty is not evaluated. In fact, Stephens et al. (2007) indicated that errors in vertical transport contribute significantly to the seasonal errors of CO 2 concentration perditions. In future studies, these errors from transport models may be assessed using simulation experiments as done by Chevallier, Breon, and Rayner (2007) . In addition, errors caused by simulations of the boundary layer height in the transport model also must be considered in the future. The height of the boundary layer is a critical parameter in atmospheric transport models, since it controls the extent of the vertical mixing of trace gases emitted near the surface (Koffi et al., 2016) .
Finally, uncertainties in the forcing data also contribute to errors in GCAS. The optimized background fluxes from CT2013 were used as inputs to GCAS. The background CO 2 concentration distribution at the beginning of the optimization period (2002) was obtained through a 2 year transport model spin-up procedure. Although the errors from these background fluxes are mostly minimized by CT2013, the background fluxes also need to be optimized in GCAS in the future. In addition, errors from meteorological forcing data for BEPS and MOZART are also projected into the optimized parameters. For example, errors in temperature variation can be mapped into V 25 max , and uncertainties in precipitation can influence the optimized value of Q 10 because soil moisture is not optimized in GCAS.
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Conclusion
In this study, the Global Carbon Assimilation System (GCAS) is used to investigate the spatiotemporal variations of terrestrial ecosystem model parameters. The following conclusions are drawn:
1. The spatial patterns of V 25 max and Q 10 are explored in this study. Mean values of optimized V 25 max for C4 plants, evergreen conifers forests, deciduous conifers forests, broadleaf evergreen forests, shrubs, and other types plants are 100.3, 62.5, 39.1, 28.8, 57.6, and 89 3. The spatial distribution of the size of soil carbon pools optimized based on atmospheric CO 2 data improved the comparison with the gridded Global Soil Data Set for Earth System models retrieved from measurements, suggesting that the temporal variations of atmospheric CO 2 concentration contains information on the strength of heterotrophic respiration that can be effectively tapped through data assimilation techniques.
