Summary. Asymmetry of a univariate continuous distribution is commonly described as skewness. The well-known classical skewness coefficient is based on the first three moments of the data set, and hence it is strongly affected by the presence of one or more outliers. In this paper we propose several new measures of skewness which are more robust against outlying values. Their properties are compared using both real and simulated data.
Introduction
Statistical models often assume symmetric distributions, and when the data are asymmetric we try to apply a symmetrizing transformation first. The latter is not always possible, however. Sometimes the asymmetry is an inherent factor. Asymmetry is described by skewness. A symmetric distribution has zero skewness, an asymmetric distribution with the largest tail to the right has positive skewness, and a distribution with a longer left tail has negative skewness. To measure the skewness of a univariate data set sampled from a continuous distribution one typically uses the classical skewness coefficient denote the third and second empirical moments of the data. However, " may be strongly affected by even a single outlier. Therefore, we will investigate several measures of skewness which are less sensitive to outlying values. We introduce these measures and we discuss their properties in Section 2. In Section 3 we look at their performance at symmetric and asymmetric distributions. Their robustness towards outlying values is studied in Section 4. The limiting distribution of these skewness measures is studied in Section 5. Finally, Section 6 contains some conclusions and directions for further research.
New Measures of Skewness

Definitions
We first investigate skewness measures based on certain quantiles of the data. This is in analogy with the median which estimates the center of the data, and with the interquartile range which estimates its scale in a robust way. Hinkley (1975) suggested to use the following class of skewness measures
The medcouple is then defined as
where we assume
Instead of taking the median over all couples or triples of data points, we can also use a repeated median. In this way, we obtain two other estimators which are computationally more complex. The repeated medcouple is defined as The approach to define estimators based on pairs or triples of observations is not new. In the location setting we have the Hodges-Lehmann estimator (Hodges and Lehmann, 1963) , given by
As a robust measure of scale we mention the £ estimator (Rousseeuw and Croux, 1993) that is defined as the first quartile of the set of pairwise distances
In simple regression the Theil-Sen estimator (Theil, 1950; Sen, 1968) and the repeated median line (Siegel, 1982) are based on all pairwise slopes through two data points. Moreover, Rousseeuw and Hubert (1996) have constructed scale estimators based on the vertical height of the triangle formed by three data points.
Mathematical and Statistical Properties
Let ' denote any of the six skewness measures defined in Section 2.1, and 
is symmetric around its median, then
. Properties 1 and 2 follow immediately from the definitions, and imply Property 3. All of them express natural requirements of any skewness measure. It is also straightforward to show that all new measures are bounded.
Finally let us compare the robustness of the skewness measures towards contamination. For this, we use the breakdown value ¤ ¦ ¥ which roughly measures the maximum proportion of outliers an estimator can resist without achieving its extreme values (Rousseeuw and Leroy, 1987) . Table 1 lists the breakdown values of all the new estimators. We see that they all have a positive breakdown value, ranging from 12.5% up to even 50%. The classical skewness coefficient " on the other hand is based on moments of the data set, and thus it has zero breakdown value. To reduce space we do not include the proofs here. The results for QS and OS are trivial. To obtain the breakdown values of MC, MT, RMC and RMT one can use similar arguments as in Rousseeuw and Hubert (1996) . From these proofs it appears that breakdown occurs when all the outliers are placed at the extreme side of the data set and when the distance between adjacent outliers increases when we move from the innermost to the outermost one.
Note that we also could have considered other skewness measures from the class (1). But here we see that, from the robustness point of view, we can only compete with the other measures by choosing ! around 25%. 
Performance at Non-contaminated Distributions
In this section we will compare the performance of First, we have generated 1000 samples of each
observations from § ¡ with ranging from 0 to 2. The average estimated skewness obtained with QS, OS, MC, MT, RMC and RMT versus the value of is depicted in Figure 2 . From this figure the monotone relationship between the parameter of the population distribution and the estimated skewness is obvious. Moreover we see that MT, MC, and RMT behave similarly, while QS and RMC give on average smaller and OS on average larger values for the skewness. This gap between the three groupes of curves widens when becomes larger. Figure 3 shows the relationship between the parameter and the average estimated classical skewness coefficient over 1000 samples of size
. Also here we observe a monotone relationship between over it is interesting to see how both curves become more and more discrepant when the skewness increases. This is due to the fact that samples of size 1000 are more likely to contain very large values as increases. Figure 3 thus shows how " explodes in the presence of this kind of outliers. We will investigate this behaviour in more detail in Section 4.
Let us now concentrate on the behaviour of the estimators at a symmetric distribution. For this, we consider the simulation for . In Table 2 we have listed the average estimated skewness and the standard error of the different estimators. We see that the average estimate is close to zero for all of them, and that MT and RMT have the smallest variation. The classical skewness " on the other hand displays more variation. This is not surprising because of its greater range. This behaviour appeared to be similar at the larger samples with
. At right-tailed distributions we expect the estimated skewness to be positive. Therefore we focus now on the previous simulations for distributions with U . Tables 3 and 4 give the frequency of strictly positive values for all the skewness measures for several values of . We want this frequency to be close to 1. From the two tables we conclude that the classical skewness " , the medtriple MT and the repeated medtriple RMT are the best estimators to detect small positive skewness. The quartile skewness QS and the repeated medcouple RMC perform much worse than the others. 
Performance Under Contamination
As mentioned before, the classical skewness " can be highly influenced by a few outliers. Let us first illustrate this on a real data set.
The speed of light data set (available at the Data and Story Library at http:// lib.stat.cmu.edu/DASL/) measures the time required for light to travel from a laboratory to a mirror and back, over a total distance of 7400m. This data set contains 66 observations. From the boxplot in Figure 4 it is clear that they are sampled from a symmetric distribution. Moreover, there are two clear outliers. The skewness estimates for this data set are given in Table 5 . We see that " is heavily influenced by the outlying observations and that it suggests a left-tailed distribution. The QS and OS are slightly positive, hence they are not attracted by the outliers and even detect a very small right tail. The other estimators reflect very well the symmetry of the regular data points.
Next, we have performed several simulations. As before, data sets of size
were drawn from a § ¡ the boxplots of the skewness estimates on 1000 random data sets are shown in Figure 5 . We see again that the distribution of " has a long tail to the right, due to samples containing points far in the tail of the distribution. For the other values of we obtained comparable results. ) with outliers spread out far in the right tail of the samples. The boxplots of the estimates on these contaminated samples are shown in Figure 6 . We see that the median value and the dispersion of To compare the sensitivity of the six new estimators QS, OS, MC, MT, RMC and RMT in more detail, we have plotted in Figure 7 for each measure and for several values of the difference between the average estimated value at the contaminated and at the original data sets. From this figure it is seen that with a contamination of ( ¡ RMC and QS are less influenced than MC, OS and RMT, while MT is the most influenced by a small fraction of contamination. The differences between the measures remain quite stable when we vary the skewness parameter of the underlying distribution.
Next, we have repeated the simulation with 15% of contamination. The corresponding sensitivity curves are shown in Figure 8 . Compared to Figure 7 we see that QS, RMC, RMT and MT behave approximately the same with respect to each other. The medcouple MC shows somewhat more sensitivity and comes close to RMT. But the largest change is due to the octile skewness OS which is clearly heavily influenced by the outlying values. This is caused by its low breakdown value of only 12.5%. Finally we were interested to see how the different skewness measures react when contamination is added in the right tail of a symmetric distribution. For this we have made boxplots of the estimated skewness measures on 1000 samples from § © with 5% contamination (Figure 9 ). Here, we see that MC, RMC, QS and OS are the most robust estimators, while MT and RMT very often estimate positive skewness. As in Figure 6 the classical measure " always yielded very large values (with median 5.05) and was therefore omitted from this plot.
Limiting Distributions
To study the limiting distribution of the different estimators, we have made normal QQ-plots of the estimated skewness based on samples of size
from § © and § (see Figure 10 to Figure 15 ). The QQ-plot of the RMT could not be made due to its computational complexity.
In Moors et al. (1996) it is shown that " , QS and similarly OS are asymptotically normal distributed. Figure 10 shows that the rate of convergence of " is very slow at asymmetric distributions, whereas QS ( Figure 11 ) and OS ( Figure 12 ) converge much faster. For the other estimators the limiting distribution is still unknown, but Figures 13, 14 and 15 suggest that normality is indeed satisfied and that it is reached at a faster rate than for 
Conclusions
In this paper we have proposed several new measures of skewness that are not based on moments of the data. Therefore they are not as vulnerable towards outliers as the classical skewness " . When we compare the performance of these measures at uncontaminated symmetric and asymmetric distributions, our preference goes to MT, RMT and computation of MT and RMT, but it is too slow for large data sets. Therefore we will focus our further research on constructing a faster algorithm for MC. In the meantime, we recommend to use the OS estimator as a faster alternative to MC.
Apart from these computational aspects, we will also study the influence function and limiting distribution of the medcouple. 
