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TERMS IN PRIME POSITION IN A RECURRENT
SEQUENCE
JULIAN ROSEN
Abstract. For a sequence an satisfying a linear recurrence re-
lation over Q, we prove some results about the residue classes ap
mod p as p ranges over the primes.
1. Introduction
A recurrent sequence (over Q) is an infinite sequence a0, a1, . . . ∈ Q
that satisfies a linear recurrence relation
(1.1) an = c1an−1 + . . .+ ckan−k, n ≥ k,
with ci ∈ Q. The most famous example is the sequence of Fibonacci
numbers Fn, satisfying F0 = 0, F1 = 1, and
Fn = Fn−1 + Fn−2, n ≥ 2.
It is a classical result (see [6], p. 60) that for p 6= 2, 5 a prime, the
Fibonacci numbers satisfy
(1.2) Fp ≡
{
1 : p ≡ ±1 mod 5,
−1 : p ≡ ±2 mod 5.
The purpose of this paper is to generalize (1.2) to an arbitrary recurrent
sequence.
1.1. Results. Our first result is a classification of the possible sets of
primes
{p : ap ≡ r mod p}
when (an) is a recurrent sequence and r ∈ Q. Adding a constant to
a recurrent sequence gives another recurrent sequence, so it suffices to
consider the case r = 0.
Definition 1.1 ([9], §3.3). A set P of primes is Frobenian if there exist
a finite Galois extension L/Q and a subset C ⊂ Gal(L/Q) closed under
conjugation such that P has finite symmetric difference with the set
{p : φp ⊂ C},
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where φp ⊂ Gal(L/Q) is the conjugacy class of the Frobenius at p.
The Chebotarev density theorem implies that the natural density of
a Frobenian set exists and is a rational number, and that the density
is positive if the set is infinite.
We prove the following theorem.
Theorem 1.2. Let P be a set of primes. Then there exists a recur-
rent sequence (an) with P = {p : ap ≡ 0 mod p} if and only if P is
Frobenian.
Remark 1.3. The Skolem-Mahler-Lech Theorem describes the possible
sets {n : an = 0}. The theorem is not effective, and given (an), there
is no known algorithm to determine whether {n : an = 0} is empty.
By constrast, Theorem 1.2 is effective, and there is an algorithm to
determine whether {p : ap ≡ 0 mod p} is empty.
If (an) is an arbitrary recurrent sequence, there need not exist a
finite list r1, . . . , rk ∈ Q such that for every p, ap ≡ ri mod p for some
i. However, our next theorem says that there is always a polynomial
f(x) such that ap is a root of f(x) modulo p for every p. Recall that
the characteristic polynomial of the recurrence (1.1) is the polynomial
Xk − c1X
k−1 − c2X
k−2 − . . .− ck ∈ Q[x].
Theorem 1.4. For every recurrent sequence (an), there exists a non-
zero polynomial f(x) ∈ Q[x] such that
(1.3) f(ap) ≡ 0 mod p
for all primes p. Moreover, every f satisfying (1.3) for all p has a
rational root. If the characteristic polynomial of the recurrence satisfied
by (an) splits over an abelian extension of Q, we can choose f to have
all rational roots.
The polynomial f(x) given by Theorem 1.4 is usually not irreducible,
and for each of its irreducible factors fi(x) (at least one of which must
be linear), the set {p : fi(ap) ≡ 0 mod p} is Frobenian, hence has
rational density. Our next result concerns the density of this set.
Theorem 1.5. Fix a polynomial f(x) ∈ Q[x] with no rational root.
Then for every recurrent sequence (an), there is a strict inequality
(1.4) δ
({
p : f(ap) ≡ 0 mod p
})
< δ
({
p : f has a root mod p
})
,
where δ denotes natural density. The inequality (1.4) is sharp: given
f , we can choose the sequence (an) so that (1.4) is arbitrarily close to
an equality.
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1.2. Finite periods. A period is a complex number that, roughly
speaking, arises from integrating an algebraic differential form. The
set of all periods is a countable subalgebra of C containing Q. It has
been observed (see e.g. [3], [4], [8]) that certain elements of the ring
A :=
∏
p Z/pZ⊕
p Z/pZ
act like analogues of periods. Each recurrent sequence (an) is p-integral
for all sufficiently large p, so determines an element
(an)A :=
(
ap mod p
)
p
∈ A.
In Sec. 4, we explain how the elements (an)A should be viewed as the
A-valued analogues of the algebraic numbers.
2. Functions on a Galois group
In this section we show that a recurrent sequence determines a func-
tion on a Galois group. Let L/Q be a finite Galois extension, with ring
of integers OL and Galois group Γ := Gal(L/Q).
Definition 2.1 ([7], §2). We define A(L) to be the set of functions
g : Γ→ L satisfying
(2.1) g(στσ−1) = σ(g(τ))
for all σ, τ ∈ Γ. Pointwise addition and multiplication make A(L) into
a commutative Q-algebra of finite dimension.
For g ∈ A(L), let p be a rational prime unramified in L that is
coprime to the denominators of all values of g. Let P be a prime of L
over p, with Frobenius element φP ∈ Γ. It follows from (2.1) that the
residue class
(2.2) g(φP) mod P
is fixed by φP, so (2.2) is an element of Z/(p) ⊂ OL/P. It can be
checked that the value of g(φP) mod P is independent of the choice
of P|p (see [7], §4), and we write g(φp) mod p for this residue class in
Z/(p). We leave g(φp) mod p undefined for the finitely many primes
that are ramified in L or not coprime to the denominators of g.
The following result is the key ingredient in the proofs that appear
in Sec. 3.
Theorem 2.2. If (an) is a recurrent sequence over Q, there exist a
finite Galois extension L/Q and an element g ∈ A(L) such that
(2.3) ap ≡ g(φp) mod p
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for all sufficiently large p. Conversely, given L and g ∈ A(L), there
exists a recurrent sequence (an) such that (2.3) holds for all sufficiently
large p.
Proof. Let (an) be a recurrent sequence. There exist column vectors u,
v and an invertible matrix M (with entries in Q) such that
an = u
TMnv
for all n ∈ Z. There is a Jordan-Chevalley decomposition
M = MssMu,
where Mss is semi-simple, Mu is unipotent, and Mss commutes with
Mu. For every prime p larger than the size of Mu that is coprime to
all denominators appearing in Mu, the p-th power M
p
u is congruent
to the identity matrix modulo p, and if in addition p is coprime to
denominators appearing in u and v, then
(2.4) ap ≡ u
TMpssv mod p.
Let L be a finite Galois extension of Q over which Mss diagonalizes,
let λ1, . . . , λk ∈ L be the eigenvalues of Mss, and write Γ = Gal(L/Q).
Using the Jordan normal form of Mss, it follows from (2.4) that there
are elements b1, . . . , bk ∈ L such that
ap ≡
∑
i
biλ
p
i mod p,
and Γ permutes the pairs bi, λi, i.e. the element
α :=
∑
i
bi ⊗ λi ∈ L⊗Q L
is invariant under the diagonal action of Γ. There is a canonical iso-
morphism
ϕ : L⊗Q L→ Hom(Γ, L),
x⊗ y 7→
(
σ 7→ xσ(y)
)
taking the Γ-invariant elements of L ⊗ L to A(L), and we let g =
ϕ(α) ∈ A(L). If p is a rational prime unramified in L coprime to every
denominator of the values of g, then for every prime P of L over P ,
g(φP ) =
∑
i
biφP (λi)
≡
∑
i
biλ
p
i mod P
≡ ap mod P.
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This proves the first part of the theorem.
Conversely, suppose g ∈ A(L) is given, and let
ϕ−1(g) =
∑
i
bi ⊗ λi ∈ (L⊗ L)
Γ.
Then the sequence
an :=
∑
i
biλ
n
i
is recurrent, and takes values in Q because
∑
bi⊗λi is Γ-invariant. By
the computation above, we see that
ap ≡ g(φp) mod p
for all sufficiently large p. This completes the proof.

3. Proofs of the theorems
In this section, we prove Theorems 1.2, 1.4, and 1.5.
Theorem 1.2 is a direct consequence of Theorem 2.2.
Proof of Theorem 1.2. Suppose (an) is a recurrent sequence. Let g ∈
A(L) be as in the statement of Theorem 2.2. Then for all p unramified
in L coprime to the numerators and denominators of all non-zero values
of L and all P|p, we have
ap ≡ 0 mod p⇔ g(φP) = 0.
So we may take C = {σ ∈ Gal(L/Q) : g(σ) = 0}, which is a union of
conjugacy classes by (2.1).
Conversely, suppose L/Q and C ⊂ Gal(L/Q) are given. Let g ∈
A(L) be the characteristic function of C, and let an be a recurrent
sequence such that
ap ≡ g(φp) mod p
for all but finitely many p (which exists by Theorem 2.2). Then {p :
ap ≡ 0 mod p} has finite symmetric difference with {p : φp ⊂ C}.
We can multiply the sequence through by a constant rational number
to modify {p : ap ≡ 0 mod p} by any finite set. This completes the
proof. 
Theorem 1.4 also follows from Theorem 2.2.
Proof of Theorem 1.4. Given a recurrent sequence (an), let L/Q and
g ∈ A(L) be given by Theorem 2.2. Since A(L) is finite-dimensional,
there is a non-zero f(x) ∈ Q[x] such that f(g) = 0, which implies
(3.1) f(ap) ≡ f(g(φp)) ≡ 0 mod p
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for all sufficiently large p. We can scale f(x) by a rational constant to
make (3.1) hold for all p.
Now suppose we are given f(x) ∈ Q[x] with f(ap) ≡ 0 mod p for all
p. There are infinitely many primes p that split completely in L, and
for all but finitely many of these p, we have
(3.2) f(ap) ≡ f(g(1)) ≡ 0 mod p,
where 1 ∈ Gal(L/Q) is the identity element. Since (3.2) holds for
arbitrarily large p, it follows that f(g(1)) = 0. Finally, (2.1) implies
that g(1) ∈ Q, so we conclude f(x) has a rational root.
If the characteristic polynomial of (an) splits over an abelian exten-
sion, then we may choose L to be abelian. In this case every element
of A(L) takes only rational values, so we can choose f(x) to have all
rational roots. 
Before proving Theorem 1.5, we need some preliminary results. Sup-
pose f(x) ∈ Q[x] is monic, and let L/Q be a finite Galois extension
over which f(x) splits into linear factors. Define Γ := Gal(L/Q).
Let α1, . . . , αn be the roots of f in L, and for 1 ≤ i ≤ n set Γi =
Gal(L/Q(αi)) ⊂ Γ.
Lemma 3.1. Let p be a rational prime unramified in L that is coprime
to the denominators of coefficients of f . Then f(x) has a root modulo
p if and only if the Frobenius conjugacy class φp ⊂ Γ is contained in
S1 :=
⋃
i
Γi.
Proof. There is a root of f(x) in Z/(p) if and only if for some (equiva-
lently, every) prime P of L over p, there is some i for which αi mod P
is in Z/(p) ⊂ OL/P. Now, αi mod P is in Z/(p) if and only if
φP(αi) = αi, which happens if and only if φP ∈ Γi. So f has a root
in Z/(p) if and only if there exists P|p with φP ∈
⋃
Γi. Since
⋃
Γi
is closed under conjugation, this is equivalent to the condition that
φp ⊂
⋃
Γi. 
We also need the following fact.
Lemma 3.2. Define a set
S2 :=
⋃
i
{
σ ∈ Γ : CΓ(σ) ⊂ Γi
}
,
where CΓ(σ) is the centralizer of σ inside Γ. The for every g ∈ A(L),
we have
(3.3)
{
σ ∈ Γ : f(g(σ)) = 0
}
⊆ S2,
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and there exists g ∈ A(L) for which (3.3) is an equality of sets.
Proof. If f(g(σ)) = 0, then g(σ) = αi for some i. By (2.1), g(σ) is
fixed by CΓ(σ), so we must have CΓ(σ) ⊂ Gal(L/Q(αi)) = Hi. This
proves the containment (3.3). To show that we can choose g ∈ A(L)
for which (3.3) is equality, let σ1, . . . , σk ∈ Γ be a system of conjugacy
class representatives. For 1 ≤ j ≤ k, if there does not exist i for which
CΓ(σj) ⊂ Hi, then define g to be 0 on the conjugacy class of σj . If
there does exist i, the define g on the conjugacy class of σj by
g(τσjτ
−1) = τ(αi).
We have g ∈ A(L) and {σ : f(g(σ)) = 0} = S2. 
We also need a group-theoretic fact about.
Lemma 3.3. Let Γ and A be finite groups, with A abelian, and consider
the wreath product
Γ′ := AΓ ⋊ Γ.
Let π : Γ′ → Γ be the projection. Then at least(
1−
|Γ|2
|A|
) ∣∣Γ′∣∣
elements ξ ∈ Γ′ satisfy
(3.4) π
(
CΓ′(ξ)
)
⊂ 〈π(ξ)〉.
Proof. We identify elements of Γ′ with pairs (ϕ, σ), where ϕ : Γ → A
and σ ∈ Γ. Under this identification, multiplication in Γ′ is given by
(ϕ, σ) ◦ (ψ, τ) =
(
ϕ+ ψ ◦Rσ, στ
)
(here Rσ : Γ → Γ is right multiplication by σ). A direct computation
shows that (ϕ, σ), (ψ, τ) ∈ Γ′ commute if and only if σ and τ commute
and
(3.5) ϕ− ϕ ◦Rτ = ψ − ψ ◦Rσ.
For η : Γ→ A, there exists ψ : Γ→ A with η = ψ− ψ ◦Rσ if and only
if
(3.6)
ord(σ)−1∑
n=0
η ◦Rσn = 0.
Combining (3.5) and (3.6), we see that, if ϕ, σ, and τ are fixed, then
there exists ψ such that (ϕ, g) and (ψ, h) commute if and only if
(3.7)
ord(σ)−1∑
n=0
(
ϕ ◦Rσnτ − ϕ ◦Rσn
)
= 0.
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For each σ, τ ∈ Γ, define a group homomorphism
χσ,τ : A
Γ → A,
ϕ 7→
ord(σ)−1∑
n=0
(
ϕ(σnτ)− ϕ(σn)
)
.
If τ 6∈ 〈σ〉, then the elements σn and σnτ are all distinct. In this case
χσ,τ is seen to be surjective, and the kernel of χσ,τ has index |A| in
AΓ. It follows from (3.7) that, for fixed τ , σ with τ 6∈ 〈σ〉, there are at
most |A||Γ|−1 functions ϕ : Γ→ A for which τ ∈ π(CΓ′((σ, ϕ)). Taking
the union over all σ, τ ∈ Γ with τ 6∈ 〈σ〉, we find that the number of
elements ξ ∈ Γ′ for which (3.4) does not hold is at most
|Γ|2|A||Γ|−1.
This completes the proof. 
We are now ready to prove Theorem 1.5.
Proof of Theorem 1.5. We are given a polynomial f(x) ∈ Q[x] having
no rational root. Let Γ ⊃ S1 ⊃ S2 be as in the statements of Lemmas
3.1 and 3.2. By the Chebotarev density theorem,
δ
({
p : f has a root modulo p
})
=
#S1
#Γ
,
max
g∈A(L)
δ
({
p : g(φp) ≡ 0 mod p
})
=
#S2
#Γ
.
We get the strict inequality (1.4) of Theorem 1.5 because the identity
element of Γ is in S1 but not in S2. To show that the inequality is
sharp, we pass from L to an extension L′/L with the property that
in Gal(L′/Q), most elements have small centralizers (in a sense to be
made precise).
For L′/Q a finite Galois extension containing L, write Γ′ = Gal(L′/Q)
and π : Γ′ ։ Γ for the restriction map. Let
Γ′i = π
−1(Γi) = Gal(L
′/Q(αi)) ⊂ Γ
′,
for i = 1, . . . , n. If an element σ ∈ Γ′i satisfies
(3.8) π
(
CΓ′(σ)
)
⊂ 〈π(σ)〉,
then CΓ′(σ) ⊂ Γ
′
i. We will show that for every ǫ > 0, we can choose
the L′/L so that (3.8) holds for at least (1 − ǫ)|Γ′| elements σ of Γ′.
This will prove the theorem.
Let ǫ > 0 be given, and choose a positive integer r such that
|Γ|2
2r
< ǫ.
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Let p1, . . . , pr be distinct rational primes that split completely in the
Hilbert class field of L. For each i, let βi ∈ OL be a generator for
a (necessarily degree 1 and principal) prime of L over pi. Let L
′ be
the extension of L obtained by adjoining a square root of σ(βi) for all
σ ∈ Γ and 1 ≤ i ≤ r. Then Γ′ is isomorphic to a wreath product
Γ′ ∼= AΓ ⋊ Γ,
with A = (Z/2)r. The result now follows from Lemma 3.3. 
Given a recurrent sequence (an), let f(x) ∈ Q[x] be a non-zero poly-
nomial of minimal degree such that f(ap) ≡ 0 mod p for all p (which
exists by Theorem 1.4). Then f(x) = f1(x) . . . fr(x) for distinct irre-
ducible polynomials fi ∈ Q[x]. For 1 ≤ i ≤ r, the set
Vi :=
{
p : fi(ap) ≡ 0 mod p
}
has some positive density δi, which is rational. The densities δi satisfy∑
δi = 1, and for each i such that deg(fi) ≥ 2, there is strict inequality
δi < δ
({
p : fi has a root modulo p
})
.
Given (an), the irreducible polynomials f1, . . . , fr and densities δ1, . . . , δr
can be computed explicitly. For example, the (shifted) tribonacci num-
bers are defined by T0 = T1 = 0, T1 = 1, and
Tn = Tn−1 + Tn−2 + Tn−3, n ≥ 3,
and we find (with the help of a computer):
fi(x) δi
x 1
6
x2 − x+ 3
11
1
3
x3 − x2 + 3
11
x+ 7
22
1
2
In [2], it is shown (Theorem 1.1) that for p ≥ 23, Tp ≡ 0 mod p if and
only if p can be written in the form p = x2 + 11y2, with x, y ∈ Z.
4. Periods
In this section we use the ring
A :=
∏
p Z/pZ⊕
p Z/pZ
.
An element of A is a prime-indexed sequence (ap)p, with ap ∈ Z/pZ,
and two sequences are equal in A if they agree for all sufficiently large
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p. If (an) is a recurrent sequence over Q, then only finitely many primes
divide denominators of terms in the sequence, so we get an element
(an)A :=
(
ap mod p
)
p
∈ A.
Separately, for each finite Galois extension L/Q, there is a Q-algebra
homomorphism
perA : A(L)→ A,
g 7→
(
g(φp) mod p
)
p
.
Theorem 2.2 is the statement that the set of elements of A of the form
(an)A equals the set of elements of the form perA(g).
Definition 4.1. We define P0A ⊂ A to be the set of elements of the
form (an)A, or equivalently, the set of elements of the form perA(g).
It can be seen that P0A is a countable Q-algebra.
Here we give another description of P0A. Let L/Q be a finite Galois
extension, with ring of integers OL. For each rational prime p, the p-th
power map is a Z/pZ-algebra endomorphism Fp,L of OL/pOL, which is
an automorphism if p is unramified in L. There is an isomorphism of
A-algebras
L⊗Q A ∼=
∏
pOL/p⊕
pOL/p
.
Definition 4.2. TheA-valued Frobenius automorphism is theA-algebra
automorphism FA,L of L⊗Q A induced by Fp,L in the p-th factor.
If we choose a basis for L as a Q-vector space, we can represent FA,L
by a square matrix with entries in A, and the Q-span of the matrix
entries does not depend on the choice of basis.
Theorem 4.3. The subspace P0A ⊂ A is equal to the Q-span of matrix
entries for FA,L as L ranges over all finite Galois extensions of Q.
Proof. We prove the stronger statement that for each fixed L, the Q-
span of matrix coefficients for FA,L is equal to the image of A(L) under
perA.
The Q-span of matrix coefficients for FA,L is the image of the map
L∨ ⊗ L→ A,(4.1)
ϕ⊗ y 7→
(
ϕ(yp) mod p
)
p
.
Here L∨ is the Q-linear dual of L, and the tensor product is over Q.
The trace form induces an isomorphism of L with L∨, so the image of
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(4.1) is equal to the image of
L⊗ L→ A,
x⊗ y 7→
((∑
σ∈Γ
σ(xyp)
)
mod p
)
p
,
where Γ = Gal(L/Q).
It follows from the proof of Theorem 2.2 that perA(A(L)) is equal to
the image of the map
(L⊗ L)Γ → A,
∑
i
xi ⊗ yi 7→
((∑
i
xiy
p
i
)
mod P
)
p
,
where for each p we have chosen a prime P of L over p. The result now
follows from the fact that
L⊗ L→ (L⊗ L)Γ,
x⊗ y 7→
∑
σ
σ(x)⊗ σ(y)
is surjective. 
We may view L as the algebraic de Rham cohomology of the 0-
dimensional variety Spec(L). Thus P0A is the Q-span of the matrix
coefficients for the isomorphism
H0dR(Spec(L))⊗A
∼
−→ H0dR(Spec(L))⊗A,
for L ranging over the finite Galois extensions of Q. If instead we look
at de Rham-Betti comparison isomorphisms
H0dR(Spec(L))⊗ C
∼
−→ H0B(Spec(L))⊗ C
for varying L, the Q-span of the matrix coefficients is Q. For this
reason, we view P0A ⊂ A as analogous to Q ⊂ C. By contrast, the
integral closure of Q inside A is uncountable.
4.1. Generalization to positive-dimensional varieties. The pre-
ceeding construction of P0A can be generalized to give elements of A
associated with an arbitrary algebraic variety. If X is a variety de-
fined over Q, then for all sufficiently large p, there is a distinguished
automorphism
(4.2) Fp,X : H
∗
dR(X)⊗Qp
∼
−→ H∗dR(X)⊗Qp
coming from crystalline cohomology (see [5]). Each matrix coefficient
for (4.2) is p-integral for all sufficiently large p, so reduction modulo
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p (for all large p at once) gives an element of A. These elements are
called A-valued periods in [8]. It is convenient to allow Tate twists,
which means we divide out by a suitable power of p before reducing
modulo p. Details can be found in §6 of [8].
If we instead use the de Rham-Betti comparison isomorphism
H∗dR(X)⊗ C
∼
−→ H∗B(X)⊗ C,
matrix coefficients are the ordinary (complex) periods of X .
Remark 4.4. In the language of motives, the ring A(L) defined in Sec.
2 is the ring of de Rham motivic periods of Spec(L) (see [1], §1.2, and
[7], §5).
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