Data from surveys are increasingly available as the internet provides a new medium for conducting them. A typical survey consists of multiple questions, each with a menu of responses that are often categorical and qualitative in nature, and respondents are heterogeneous in both observed and unobserved ways. Existing methods that construct summary indices often ignore discreteness and do not provide adequately capture heterogeneity among individuals. We capture these features in a set of low dimensional latent variables using a Bayesian hierarchical latent class model that is adapted from probabilistic topic modeling of text data. An algorithm based on stochastic optimization is proposed to estimate a model for repeated surveys when conjugate priors are no longer available. Guidance on selecting the number of classes is also provided. The methodology is used in three applications, one to show how wealth indices can be constructed for developing countries where continuous data tend to be unreliable, and one to show that there is information in Michigan survey responses beyond the consumer sentiment index that is officially published. Using returns to education as the third example, we show how indices constructed from survey responses can be used to control for unobserved heterogeneity in individuals when good instruments are not available. JEL Classification: mixture models, hierarchical, LDA, latent class, Likert scale.
Introduction
Empirical work in economics are traditionally based on continuous data and a variety of dimension reduction methods are at the disposal of researchers to cope with the ever growing amount of information available. Sources of high-dimensional unconventional data for economic analysis are also growing. For example, in recognition of the value of text data in data analysis, new tools have been developed to estimate low-dimensional topics from collections of documents. There is, however, a third type of data that are crucial to many socio-economic analyses but for which fewer dimension reduction tools are available. Such data are categorical in nature and typically collected through surveys. This paper proposes a new framework for clustering ordered and unordered categorical survey responses into latent classes while allowing for group-specific class assignment probabilities. Mixed continuous and categorical data can be modeled with simple extensions.
Survey data are used in a variety of applications. They are frequently used in economic analysis when reliable continuous measures are lacking. In developing countries where data on income and wealth are not available, indicators of ownership of assets and housing characteristics are often used as proxies of economic well-being. For example, the Demographic and Health Surveys (DHS) and Living Standard Measurement Surveys (LSMS) have been used to build social and economic indicators to guide policies. A second use of categorical data arises when subjective assessments are sought, for example of health and disability status, expectations and sentiments towards the economy, the environment, or politics. As attitudes and performance cannot be represented metrically, respondents are only asked in surveys to provide ordinal rankings on a Likert scale. Examples in psychology and education research include evaluations of a teacher's performance and customer service. Large scale surveys include the University of Michigan Consumer Survey which, for example, queries current and future economic conditions, and respondents are asked to give a response of 'good', 'normal', or 'bad. Another example is the Gallup Poll Social Series which have been tracking a variety of societal views since 2001. Though traditional face-to-face and telephone surveys have declined, do-it-yourself web-based surveys are becoming more popular. As Callegaro and Yang (2018) noted, Survey Monkey alone generates 90 million surveys per month worldwide. One can expect more data of this type to be available as surveys can now be easily conducted through the internet and mobile phones.
Economic and policy analysis often requires reducing information into a few low dimensional statistics, and in a big data era, the need for interpretable and scalable dimension reduction only increases. The Michigan survey is a special case in which the data collecting agency publishes a summary index in the form of Michigan Index of Consumer Sentiment. This index is obtained by first calculating for each question posed in the survey, the difference between the percentage of respondents giving favorable and unfavorable responses, and subsequently combining the responses over questions. It is essentially an aggregate of responses to disparate questions with qualitative response categories. While this one-dimensional index serves a lot of purposes, other aspects of the survey responses may still be of interest.
1 And in most surveys, an index is not even available without a researcher having to aggregate and summarize the data on his/her own. As will be seen from our literature review in Section 2, existing methods that extract summary statistics from categorical data are far from satisfactory. They either treat discrete data as if they were continuous, or ignore the distance between the ordered outcomes, or are computationally burdensome, or entail converting the multinomial outcomes into distinct binary responses, which induces spurious correlation in the data. Though the Grade of Membership approach of Erosheva, Fienberg, and Joutard (2007) is developed specifically to analyze survey responses, it estimates individual-level rather than aggregate indices from surveys, and the model is overly rich for our needs.
Our key insight is that if we study the frequencies of survey responses aggregated over groups instead of modeling the discrete responses directly, survey response modeling has much in common with probabilistic topics modeling of text data, the best known being the Latent Dirichlet Allocation of Blei, Ng, and Jordan (2003) . But there are also important differences. Whereas each document is a collection of individual words to be organized into latent topics, each group of survey respondents has a set of individuals that are to be organized into latent classes, each with responses to multiple questions. Our contribution comes in finding a tractable way to measure a parsimonious and interpretable form of heterogeneity in survey data within the confines of a Bayesian hierarchical latent class model. In the dynamic case when conjugate priors are no longer available, an algorithm based on stochastic optimization is proposed. The result is a dimension reduction tool that yields summary statistics that can relate observed and unobserved heterogeneity in individuals responding to surveys, and such that sampling uncertainty can be assessed. MCMC estimation provides posterior estimates of the latent processes, not just the parameters that characterize them.
When estimated in conjunction with economic restrictions, the indexes can be given a meaningful interpretation. Since our framework is an adaptation of LDA to survey response data, we refer to our approach as LDA-S.
Recent Bayesian analysis of discrete data in the economics literature include the analysis of consumer choice in Ruiz, Athey, and Blei (2018) ; Athey, Blei, Donnelly, Ruiz, and Schmidt (2018) , CEO management practices in Bandiera, Hansen, Prat, and Sadun (2017) , and text analysis of central bank communication in Hansen, McMahon, and Prat (2018) . We suggest that appropriately designed Bayesian methods can also be used to analyze discrete survey responses. At its core, LDA-S is a Bayesian latent class hierarchical model with Dirichlet priors that uses a mixture likelihood to model multivariate categorical data when class membership is unknown. The mixture aspect is important because as Dominitz and Manski (2011) argues, survey data responses are best understood as coming from a mixture of discrete types in the population, each with their own type of economic expectations. We propose a general framework that estimates such a structure in a set of categorical survey responses.
We first present the standard Bayesian latent class model in Section 2 to make clear the con-1 Ludvigson (2004) finds that the index to have little to no forecasting power for consumer spending patterns beyond what is found in aggregate statistics on actual consumer purchases.
ditional independence assumptions that need to be modified when we allow class membership probabilities to be group-specific in Section 3, where we also add dynamics. In Section 4, we discuss implementation issues. Then, we consider three applications. The first is a descriptive exercise, using the DHS data for Latin America and the Caribbean, to illustrate the flexibility of a static hierarchical latent variable model in producing interpretable indices compared to traditional PCA-based measures. The second example estimates dynamic indices from the Michigan data to show that there is useful low-dimensional information about heterogeneous expectations in the survey data beyond the aggregate consumer sentiment index. Estimates of an individual's latent class membership can actually be used to control for unobserved heterogeneity, in the same spirit that common factors estimated from continuous data can be used to control for cross-section dependence. This is illustrated in our third example which re-examines the returns to education application in Card (1995) .
A Brief Literature Review
A variable is continuous if it can take on an infinite number of values between any two points in a range. This contrasts with categorical or discrete data which can only take on distinct number of values. According to the statistical package SPSS, there are three types of categorical variables:
nominal variables which represent unordered categories (such as zip code and NAICS codes), ordinal data (such as satisfaction ratios of excellent/good/bad), and numerical (count) data, which represent ordered data such as age. Nominal and ordinal data are said to be non-metrical because the distance between two categories has no interpretation.
If the observed and latent variables were both continuous, a popular unsupervised framework for dimension reduction is principal components, or a factor model if a parametric structure is desired.
If the data are discrete and the latent variables are continuous, the framework is known in the literature as 'item-response' modeling. We consider the case when survey responses are all categorical and the latent variables are discrete class memberships. Several aspects of survey responses make tools for analyzing continuous data ill-suited for the task. The difference in categorical responses across questions may not be equal, and even if they are, the numerical values have no meaningful interpretation. Continuous distributions cannot be expected to fit discrete data well in general.
Another non-trivial issue is that missing responses or 'don't know' responses are very common in survey data, and refusing to answer certain questions could be relevant to characterizing an individual. Most methods described in this subsection assume some order on the response categories, so require dropping all respondents that have missing data or imputing their responses. This can involve a significant loss of information and decrease in sample size. It is thus desirable to have a method that keeps this information loss to a minimum.
The setting of interest is a dataset with N survey respondents, each responds to J survey questions, and question j has L j possible outcomes. A missing or don't know response is included in {1, . . . , L j }. Each (i, j) entry of the N × J data matrix X is thus the categorical score of question j reported by individual i. The goal is to recover a low-dimensional representation of survey responses. Below, we summarize some of the methods used to reduce the dimension of categorical data and highlight their limitations.
Simple Averaging Whether the data are continuous or discrete, simple averaging can always be used as a dimension reduction device. For example, an individual-level index can be created by averaging the raw data X or some function of it, such as the z-score for each of the responses.
In the case of ordered multivariate discrete survey data, a naive approach is to average over the numerical value that each ordered outcome is assigned. This is used, for example, in Bloom and Reenen (2010) PCA Type Methods An equally simple but imperfect approach is to treat ordered discrete data X as if they were continuous, and then apply PCA to the scaled X directly. Vyas and Kumaranayake (2006) discusses the advantages and limitations of using PCA to construct indices of socio-economic status. Furthermore, like averaging, PCA also ignores the fact that the distance between different categories may not be constant.
The method of Filmer and Pritchett (2001) has been widely used to construct well-being indices for developing countries from unordered categorical variables. This method, which has over 5000 citations, first converts each categorical variable with multiple outcomes to a L j − 1 binary variables to arrive at the so-called adjacency matrix Y. Rows of that contain missing data are first dropped.
An N × ∑ j L j − 1 matrixỸ is obtained by standardizing each column. Let S be the ∑ j (L j − 1) × ∑ j (L j − 1) sample covariance matrix ofỸ matrix. Applying PCA to S gives an index defined by the eigenvector corresponding to the largest eigenvalue of S. The Filmer-Pritchett index is thus a weighted sum of indicators for each of the possible responses in the survey, using as weights the linear combination that explains the maximum variance inỸ. The problem is that converting multinomial outcomes to binary variables will introduce spurious negative correlations within the multiple columns that are mapped from a single question. As a consequence, the directions of maximum variance may be related to the spurious negative correlations in the augmented data matrix rather than in directions that correspond to differences in wealth between households in the survey. The factors extracted from matrix factorization, then, are not an optimal low-dimensional representation of the data. These issues are known, but no clear alternatives are available. See, for example, Kolenikov and Angeles (2009) .
Homogeneity analysis (also known as correspondence and latent discriminant analysis) finds groups of objects in categorical data by first optimally scaling and then quantifying the raw data X so that a correlation matrix that depends on the nature of discreteness can be computed.
For example, a tetrachoric correlation is appropriate for measuring the correlation of two binary variables, while a polychoric correlation is appropriate for ordered data. The correlation matrix can be used as S in PCA. The first eigenvector of S can be taken as an individual level index. Gifi systems are generalizations of homogeneity analysis that are exploratory in nature and algorithmic in focus. 2 Instead of distributional assumptions, monotonicity and restrictions are imposed so that the fit respects the ordinal features of the data, as in Young, Takane, and de Leeuw (1978) .
Intuitively, the idea is to generate continuous data from discrete data before performing PCA. While the idea is conceptually simple, implementing the constraints can be computationally challenging.
This work was mainly developed by psychologists and is largely unknown to economists, except for the introduction given in Ng (2015) .
Structural Equation Models
Structural equation modeling (or factor analysis) of categorical variables were considered in Mislevy (1986) , Bartholomew (1980) , Lee, Poon, and Bentler (1992) , Joreskog (1994) , among many others. In these models, a categorical variable x ij is observed when its underlying latent variable crosses certain thresholds. After estimating the thresholds, an appropriate correlation matrix is computed. If two variables underlying the ordinal data are jointly normal, its contingency table can be seen as discretization of the joint distribution. The polychoric correlation is then the linear correlation of the assumed joint normal distribution. The parameters of the model can be estimated by maximizing the Gaussian likelihood, or by minimizing the weighted distance between the sample and the model based correlations. The precise implementation depends on the nature of the categorical data. However, just like maximum likelihood of classical factor models for continuous data, one can consistently estimate the parameters of the model but not the factors. We are interested in estimating the latent variables themselves, so require a factor model designed specifically for ordered and unordered categorical data.
As noted in the introduction, we will be adapting Bayesian methods developed for topics modeling to survey responses. Doing so requires that we make explicit what generates the variation in survey responses. We assume that there is a low-dimensional set of 'profiles' akin to common factors, and each profile induces different responses to the survey questions. The starting point for this approach involves presenting a brief review of a basic latent class model for survey responses.
Latent Class Models
Latent class analysis falls within the latent variable framework of Muthén (1983 Muthén ( , 1984 in which the observables used to determine the latent classes can be continuous or discrete. A latent variable model is defined by a set of measurement equations that relate the underlying latent variables to the data, and a set of structural equations that characterize the latent variables.
3 A latent variable model becomes a latent class model when the observed and latent variables are both discrete.
These observed variables, also called 'manifest variables', can be thought of as imperfect indicators of the true latent class memberships. Latent class models were first introduced in Lazarsfeld (1950) to model dichotomous attributes based on a survey sample consisting of individuals from distinct 2 A historical perspective can be found in de Leeuw and Rijckevorsel (1988) , Tenenhaus and Young (1985) , and van der Heijden and van Buuren (2016). In order to make the joint distribution tractable, assumptions are needed. Assuming independence of individual responses conditional on class membership, the latent class measurement model can be summarized by the density
The unknown parameters of the model are β as well as the class proportion π = (π 1 , . . . , π k ). The object β is made up of J ⋅K class-specific response-probabilities β jk,∶ , itself a L j -dimensional vector.
It is required that ∑ k π k = 1 and ∑ L j =1 β jk = 1. Note that the labeling of π k is arbitrary, a problem often referred to as 'label switching'. Latent class models are evidently finite mixture models in which the distribution of the values of the observables are a mixture of K classes whose membership is unknown. 5 We will hereafter use the term 'latent class models' and 'mixture models' interchangeably. Treating class membership as missing values allows maximum likelihood estimation using the EM algorithm of Dempster, Laird, and Rubin (1977) . The complete data density for a single individual i is
The E-step estimates expected class membership z ik for each individual i and class k, and the M-step maximizes the complete data likelihood from the E-step. Mixture models are susceptible to weak and under identification, and the researcher must also be alert to label switching as the 4 These models are typically applications specific. For recent work, see Vermunt (2008) , Hu, Reiter, and Wang (2018) . and references therein. See Masyn (2013) for a recent review of the literature. 5 Finite mixture models have been used to cluster a variety of discrete outcome types: poisson for count data, Gaussian for continuous data, and multinomial for categorical data. See Titterington, Smith, and Makov (1985) .
ordering of the estimated latent class is arbitrary.
Bayesian Latent Class Models
A Bayesian latent class model assumes that the parameters are random and models all latent variables explicitly, which means specifying their stochastic process and making precise how they generate the discrete data. It is thus fully parametric. The joint distribution is p(β, π, z, X) = p(β, π)p(z|β, π)p(X|z, β, π).
(1)
In the computer science literature, this approach is referred to as specifying a generative model, since the process generating the full joint distribution of the data along with the assumptions are made explicit.
Assumption LC Let x ij be observed response of individual i to question j, z i be the latent true class assignment of i, and π be a vector of mixture proportions.
1. Conditional independence of class assignments given mixture so that p(z|π, β) = ∏ N i=1 p(z i |π).
Given class assignment
3. Conditional independence of questions given class assignments so that
4. Conditional independence of profiles so that β jk,∶ ⊥ β jh,∶ for h ≠ k, and conditional independence of profiles and mixtures so that β ⊥ π.
Using Assumption LC4 to factorize the first term of the joint distribution given in (1), LC2 to factorize the second term, and LC1 to factorize the third term leads to the following.
Lemma 1 The joint distribution of a Bayesian latent class model under Assumptions
The next step is to impose parametric assumptions on the distributions. For i = 1, . . . N , j = 1, . . . J, and k = 1, . . . K, a Bayesian multinomial latent class model with Dirichlet priors (LC)
is defined as follows.
with ∑ K k=1 π k = 1 and ∑ L j =1 β jk = 1. Each individual's discrete valued survey responses corresponds to a class-specific multinomial distribution over responses for each question parameterized by β j,z i .
Class membership is drawn from a single multinomial distribution parameterized by a vector π. The Dirichlet distribution is used because it is conjugate for the multinomial distribution. In addition, the Dirichlet priors η j,∶ and α incorporate a priori information about the sparsity and asymmetry of β and π. The assumption that the outcome variables are multinomial is robust to both ordered and unordered categorical data. In this Bayesian Latent Class model, a missing response can be included as a possible categorical outcome, as long as it is not too rare (see the discussion in Section 4).
The above model provides summary indexes in the form of latent classes. It represents discrete data by discrete distributions which is a more appealing than imposing continuous distributions on categorical variables. But it assumes that the distribution over classes is the same for every individual i, which ignores possible observed heterogeneity, and could be too restrictive. Consider the DHS data on asset ownership for households from a variety of different Latin American countries.
Suppose that there are only K = 2 classes, one for high and one for low standard of living. If π is constant across countries, then households from Columbia (a much richer country) and Nicaragua (a poorer country) would have the same probability of being assigned to the high standard of living class. This is akin to restricting homogeneous slope coefficients in cross-country regressions.
Generalizing π from a vector to a matrix relaxes this constraint. This leads to hierarchical latent class models.
Bayesian Hierarchical Latent Class Analyses of Survey Responses
We are interested in summarizing discrete survey responses using a hierarchical latent class model that we will refer to as LDA-S.
6 As a hierarchical model, LDA-S allows for group-specific class memberships for each of the G groups pre-defined by a researcher on the basis of observed heterogeneity.
This means that Π will be a G × K matrix instead of a 1 × K vector π, where each π g,∶ is a 1 × K vector indicating the group-specific multinomial distribution over classes, with ∑ K k=1 π gk = 1. Each respondent i is assigned to a group g ∈ {1, ⋯, G}; let d i be this assignment. Since it is no longer the case that each individual has the same probability distribution over classes π, Assumption LC1 is replaced by LDA-S1 below, and assumption LDA-S5 is added.
Assumption LDA-S1: Class assignment of individual i is independent of class assignment of individual h conditional on the class mixture Π, so that p(z|Π,
Assumption LDA-S5: For group g, the group-specific mixture over classes π g is independent of the mixture for group f ,π f , for f ≠ g, so p(Π; α) = ∏ G g=1 p(π g,∶ ; α).
Lemma 2 Under Assumption LDA-S (consisting of LDA-S1, LC2, LC3, LC4, and LDA-S5), the joint distribution of the Bayesian hierarchical latent class model is given by
An LDA-S model is fully specified by (2a), (2c), (2d), and with (2b) replaced by the following:
Given the conditional distributions, estimation is a straightforward application of Gibbs Sampling.
One cycles through draws from conditional distributions of z, β, and π until convergence. A byproduct is the posterior mean of Π, where each row represents a group-level profile, analogous to a group-level factor in a hierarchical factor model for continuous data. They differ only in that a profile is represented by a discrete distribution.
Relation to GoM, LDA, and NMF
An LDA-S model is actually a marriage of two Bayesian hierarchical models. The first is the Grade of Membership (GoM) used in Erosheva, Fienberg, and Joutard (2007) to analyze individual level profiles from individual level responses of a disability survey. Since the GoM is designed for analyzing survey data, it too assumes that the questions are conditionally independent for the same reason explained above, namely that modeling the joint distribution of questions directly would render the model computationally intractable. However, a GoM assumes that the mixtures over classes are individual specific since their goal is to recover continuous-valued individual level indexes from the responses. As a consequence, Π is N × K rather than G × K. Furthermore, since
GoM assumes that an individual's responses to different questions in the survey can be assigned to different classes, its profile assignment variable Z is a N × J matrix instead of a N × 1 vector. As a consequence, GoM has many more parameters to estimate. Assuming conditional independence of assignments given mixtures and conditional independence of individuals and questions given assignments lead to the GoM joint density
For our goals, allowing each individual to be a mixture of classes offers perhaps too much flexibility, and comes at the cost of increasing the number of latent variables which potentially makes identification more challenging. 7 LDA-S uses observed heterogeneity, represented by group membership, to vary class membership probabilities across individuals, but assumes that each individual is a member of only a single class, which improves interpretation and identification of the model.
We refer to our model as LDA-S because it is most closely related to the Latent Dirichlet Allocation (LDA) developed in Blei, Ng, and Jordan (2003) for estimating topics in a corpus of documents. In topics modeling, the singular value decomposition of a word-document frequency matrix Y D is known as Latent Semantic Indexing (LSI). A probabilistic variation of it, known as pLSI, was developed in Hoffmann (1999), Hofmann (2001) . pLSI treats the document-specific mixture over topics as a fixed parameter, and the documents as a fixed collection. LDA is the Bayesian version of pLSI, which treats document-specific mixtures over topics as random, as specified by a Dirichlet distribution. This allows documents which have not been observed to be analyzed by the model. 8 The joint likelihood for LDA can be factorized:
LDA-S can be mapped into LDA for text data as follows:
7 In some settings that we have explored, the posterior likelihoods were not single-peaked, and estimation and interpretation of the latent variables was quite difficult. 8 Buntine (2002); Buntine and Jakulin (2012) show that LDA is a type of independent component analysis, while Canny (2004) shows that LDA is a type of factor analysis for discrete data.
LDA-S for classes in responses
LDA for topics in documents
Mixture size G, number of groups D, number of documents Class assignment z i assignment of individual i to class z i assignment of word i to topic When the latent class assignments z i are integrated out, LDA can also be seen as factorizing the D × V (document-term) matrix Y D into two low rank matrices, one representing the probability of topics given document, and one representing probability of words given topics. In lieu of svd, it is also possible to obtain a non-negative matrix factorization (NMF) of Y D = W D H D into two rank K matrices, W D and H D , both with non-negative entries. 9 In LDA-S, the discrete data
In our analysis, class assignments z i is itself of interest, so we do not integrate it out. But if this were done, the frequency matrix Y S , also known as contingency table, can also be seen as a product of two low rank matrices: Y S = H S W S . The matrix H S represents the probability of responses given class assignment and can be compared to a flattened version of the 3-dimensional matrix β, while W S is the probability of class assignment for each group.
Though the NMF approach is non-parametric and does not specify a probability distribution for the latent variables, the low rank factorization perspective is helpful in understanding the issues to be discussed in Section 4. repeatedly over time. Blei and Lafferty (2006) incorporates dynamics for class proportions Π and allows the topic distributions β to evolve according to different documents that are observed over time, for example scientific papers published in each month. This contrasts with our setting in which different individuals are observed in each time period. We assume that the changing pattern of survey responses over time is due to changes in the proportions of each latent class as given by π t,∶ , but that the predominant types, or classes, in the population are fixed. Thus the variation in survey responses over time are driven by a finite set of types, which can correspond to different ways that individuals acquire information and incorporate it into beliefs about the present and future, as described in Dominitz and Manski (2011) in the context of survey data measuring stock market expectations. As a result, we keep β and hence the class-specific distributions constant over time. We add dynamics to the mixture parameters π t,∶ which can be viewed as a multinomial version of a linear state space model.
Dynamic
In what follows, we will continue to work with a N × J matrix of survey response data. A dynamic version of LDA-S is obtained by reinterpreting groups in the static model (previously identified by g) as time. For clarity, groups are now labeled in this section by t. In more familiar time series terminology, a class is a state. s i ∈ {1, . . . , T } indicates at which time the responses were collected for individual i. Class assignment now depends on the period t in which the response was observed. Whereas the groups are independent in the static LDA-S and the mixture proportions are π g,∶ ∈ R K with ∑ K k π gk = 1, now ∑ K k=1 π tk = 1 in the dynamic model which will be referred to as LDA-DS. Assumptions 1-4 of LDA-DS are the same as in LDA-S. To allow for time dependence, we now assume that π t,∶ is a first order Markov process. Assumption LDA-S5 is replaced by LDA-DS5:
Assumption LDA-DS5: π t,∶ is a first order Markov process: π t,∶ is independent of π t−s,∶ conditional on π t−1,∶ for s > 1. In particular, for k = 1, . . . , K and t = 1, . . . , T , π tk = exp(π tk )/
is lognormal,π tk evolves as:π tk =π t−1,k + w t , w t ∼ N (0, σ 2 k ).
Lemma 3 Under Assumption LDA-DS1-5, the joint probability distribution of the dynamic hierarchical latent class model is
An LDA-DS model can be fully characterized as follows, for i = 1, . . . , N , j = 1, . . . , J, t = 1, . . . , T and k = 1, . . . , K, Figure 1 presents a graphical view that concisely summarizes the differences across models. Figure   (a) shows the standard LC model. Figure (b) shows that LDA-S is the same as an LC model without hierarchical structure, except that (i) z i is now a descendant of π d rather than a common π, which means z i is now independent of z j upon conditioning on a group-specific mixture, rather than an aggregate mixture π. These changes from the basic model allow for more heterogeneity in the patterns of class assignment within the population. Comparing the GoM in (d) to the LDA-S in (b), the plate surrounding a row of Π is now N -dimensional, and the J-subscripted plate now incorporates both x ij and z ij since Z is now N × J.
A Graphical View
The LDA for text data in (c) is also similar to the LDA-S in (b), with the important difference that x i,∶ in LDA-S is J-dimensional, but w i in LDA is not. This is not just a modeling choice but is in some sense necessary. Modeling the J responses for each individual as one outcome would require dealing with the joint distribution of responses for each individual, which would then be a multinomial distribution over all possible response permutations for a survey. For J that is larger than a handful of questions, this is too high-dimensional. Observe that in the LDA-S model, there is no link between π g and π h except through their common prior. But in LDA-DS there is a direct link between π s and π s+1 . The rest of the model remains the same, so we assume that the time-specific mixture over classes captures all the time dependence in the model.
Implementation Issues
This section discusses three implementation issues: estimation of the latent classes, identification for a given number of classes K, and the choice of K.
Sampling Algorithms
The key to the success of LDA is the hierarchical structure that makes the model interpretable and computationally feasible, and LDA-S inherits these appealing features. We can also exploit computational tools developed for estimating LDA, which is a heavily researched topic in the last two decades. LDA can be estimated using either MCMC or variational inference methods. The latter approximates posterior distributions using optimization techniques and is reviewed in Blei, Kucukelbir, and McAuliffe (2017) .
For this paper, we will use MCMC methods, which are familiar to economists. In the static case, conjugacy of the Dirichlet distribution makes deriving a Gibbs sampler for posterior estimation quite simple. In each step of a Gibbs sample, each variable is sampled from its conditional distribution, conditional on all other variables in the model. 1. Sample z i conditional on x i,∶ , β, and π d i ,∶ . The conditional distribution of z i is multinomial:
2. Sample β conditional on η, X, and z. The conditional distribution of β jk,∶ is Dirichlet, with:
3. Sample π g,∶ conditional on α and z. The conditional distribution of π g is Dirichlet, with:
Steps 1 and 2 of the LDA-DS sampler are the same as in LDA-S. But Step 3 is more complicated because the dynamic model does not have a conjugate prior distribution for the state mixtures π t,∶ . (2018) and Linderman, Johnson, and Adams (2015) replace the lognormal formulation to improve sampling speed and convergence.
Figure 1: Probabilistic Graphs for Hierarchical Latent Variable Models
Rather than changing the formulation for the dynamics, we adapt recent advances in MCMC methods to improve sampling speed and convergence. We use a sampling approach similar to the one in Bhadury, Chen, Zhu, and Liu (2016), which is a method known as Stochastic Gradient
Langevin Dynamics (SGLD) developed in Welling and Teh (2011) for learning Bayesian models from large scale datasets. In brief, SGLD works as follows. For parameter of interest θ, prior p(θ), and data (x 1 , . . . , x N ), let the likelihood be L(θ). Instead of using the full sample gradient
of the log posterior distribution to find the mode, SGLD updates θ at step r according to To use this approach in our setting requires making precise the density of interest and its derivative. Let φ(⋅) be the standard normal density function. The condition distribution ofπ t+1 is proportional to:
Then, the SGLD step forπ tk is a combination of gradient descent towards the maximum of the posterior distribution and additional noise that ensures the full posterior distribution is explored.
Our approach nonetheless differs from SGLD in one way. In the original paper, the gradient descent step is taken with respect to a random subsample of data (ie. the mini-batch). For many survey datasets and certainly applications considered in this paper, the number of respondents is small enough that we do not need to take subsamples when updating the parameters. Hence we use the batch size that equals the size of the dataset. In step r of the Gibbs Sampler, for each k = 1, . . . , K,
The first derivative is easily computed as follows:
We follow the literature and use a step size of r = a(b + r) −c at step r with a = 0.01, b = 1 and c = 0.5. Tuning these parameters to get fast convergence and good posterior exploration can be challenging. Welling and Teh (2011) shows that as r decreases, the acceptance probability approaches 1, so that a Metropolis-Hastings test is unnecessary as the acceptance probability is close to 1. The last part of the sampler for LDA-DS involves σ 2 k , which, conditional on all the other variables in the model, has an Inverse Gamma distribution. Let v 1 = v 0 + T and s 1k =
Identification and Choice of Priors
Since LDA-S is a variation of LDA, it helps to understand the identification issues concerning needed. This is not surprising because the LDA is a mixture model known to be non-identifiable without further assumptions. The Bayesian approach is to impose non-exchangeable priors. For 10 For uniqueness of the non-negative matrix factorization problem, see Gillis (2014) , Moussaoui, Brie, and Idier (2005) Hoyer (2004), Huang, Sidiropoulous, and Swami (2014) .
Dirichlet priors 11 , Griffiths and Steyvers (2007) shows that the posterior distributions of β and π in LDA have a mode of:
where C word is a K × V matrix of word counts for each topic, and C doc is a D × K matrix of document counts for each topic. From this representation, it is clear that the prior only shrinks towards but does not restrict β or π to any particular value.
Like LDA, the LDA-S decomposition is not unique. Following the literature, we impose nonexchangeable priors to ensure that the same class is identified in each MCMC draw. This is achieved by making assumptions on η jk , the L j × 1 Dirichlet prior for β jk , the class specific multinomial distribution for question j. Since we also use a Dirichlet prior, the posterior expected values for β and Π that emerge from steps 2 and 3 of the Gibbs Sampler are analogous to the two expressions for LDA just presented, with C word replaced by counts for the responses for a question and C doc replaced by counts for each group.
In the examples that follow, we impose that η jkm = 1 for k ≠ m, and η jkk = 10 otherwise. Effectively, each class is associated with distinct prior response for at least one question in the survey. For example, the Michigan Survey of Consumers, we assume that the first class has a higher probability on the first categorical response compared to other responses for all questions. The first question asks respondents about their financial condition compared to a year ago and the first categorical response to this question is 'better now'. We thus interpret the first class estimated in multiple MCMC procedures to be the 'optimistic' one. The dynamic model has K more parameters to estimate, σ 2 k , which has its own priors. Otherwise it is the same; we impose the same kind of prior restrictions on β.
An additional issue relating to identification is that the frequency response matrix cannot have columns or rows that are near zero. This effectively rules out including questions with very rare responses; in some applications, responses are dropped or combined with more common responses. This condition, however, can be checked ahead of estimation.
The Choice of K
Many solutions have been proposed to determine the number of latent classes in continuous data, but each has some shortcomings. Calculating the Bayes Factor for this type of hierarchical mixture model is computationally challenging due to the intractable integral over the parameter space required to compute the integrated likelihood. Other methods that integrate model selection into the MCMC procedure are complex and require specification of pseudo priors. Cross-validation is popular in the machine learning literature, but it is sensitive to the number of folds and the splits taken. Analyses on choosing the number of latent classes in discrete data are more limited. Early work by McHugh (1956) and Goodman (1974) provided insightful results for simple latent class models without a hierarchical structure. Simulation studies have considered different criteria with no clear recommendation.
We use insights from both matrix factorization and statistical model selection to guide the choice of K. We first check that there is enough 'degrees of freedom' for a non-negative matrix factorization of Y S . This is a simple counting exercise: the number of independent observations in Y is G × (L − J); the number of free parameters for H S and W S is, respectively, K × (L − J), and Though we are ultimately interested in parametric estimation of LDA-S, this algebraic result serves as a useful benchmark.
We run Monte-Carlo simulations to examine the implications of this identification condition in practice. Data are simulated using LDA-S as DGP under two settings, one where the counting rule is satisfied and the others where it is violated. We evaluate the posterior mean of β 11,∶ from the MCMC procedure, as well as H S obtained from NMF with rows normalized to sum to one. Table 1 reports the correlation between the posterior mean of β 11,∶ and the true β 11,∶ , averaged across 500
replications. In scenario 1, LDA-S recovers the parameters well, as indicated by the correlation of the estimates with the true value approaching 1 as the sample size increases. This suggests that LDA-S is recovering the unique solution to the problem. On the other hand, in Scenario 2 when the model is underidentified and our counting rule fails, the model does not yield estimates that improve as the sample size increases because there are multiple solutions by design. This suggests that the counting rule is a useful check of identifiability. An important advantage of LDA-S over NMF is that it also estimates class memberships z, which are useful in economic analysis post estimation.
In analysis of continuous data, it is well known from the Eckart-Young theorem that the best rank K approximation of Y S is spanned by the eigenvectors corresponding to the K largest eigenvalues of Y S Y T S . A similar idea can be expected to hold when Y S is a function of discrete data. The eigenvalues of Y S Y T S can be used to generate a scree plot. If Y has rank K, there should be K eigenvalues that are significantly larger than the rest. This can be used to guide the number of classes needed to explain a prescribed fraction of the variance of Y S . Though this method is informal, it is useful in applications because this can be checked ahead of estimation.
In the applications below, we use the BIC to approximate the Bayes factor. Let L(θ k ) be the maximum likelihood value of the data and θ be the set of parameters in the model. For a model with k classes, BIC k = −L(θ k ) + 1 2 p k log(N ) whereθ k is the maximum likelihood value of the parameters and p k is the number of model parameters when the number of classes in the model is k. We approximate the maximum likelihood value of the parameters using the posterior meanθ k from the MCMC draws. The BIC considered is
where the sample size N is the number of individuals.
In simulations, this approximated BIC criterion reliably selects K for models where the order condition for identification is met, even as we vary the form of the priors. In simulations, the K chosen by the BIC tends to coincide with the number of eigenvalues that explain over 90% of variation in Y S .
Applications
This section consists of three parts. Subsection 1 uses an LDA-S model to obtain economic wellbeing indices for developing countries. The goal is to show that interpretation of the LDA-S indices is much easier than the principal components obtained from the Filmer-Pritchett method.
The second application estimates multiple classes of respondents from the Michigan data using an LDA-S model. The goal is to show that while the proportion of optimistic respondents over time matches up well with the published index, the other predominant response patterns in the data convey additional useful information on recession recovery and economic uncertainty. The third example uses the data analyzed in Card (1995) to illustrate how the estimated individuallevel latent class assignments can be used to control for unobserved heterogeneity in subsequent 'augmented regressions'.
Country-Level Socio-Economic Status Indices Using DHS Data
Since the 1990s, the Demographic and Health Survey has been collecting survey responses on demographics, health, and economic outcomes from millions of developing world households. As
Young (2012) We estimate an LDA-S model with K = 3. Table 2 reports the estimates of the LDA-S based class probabilitiesπ g1 , . . .π g3 as well as the 2011 per-capita GDP in current US dollars for each country from the World Bank. In this data, Colombia is the wealthiest country by per-capita GDP, and Haiti is the poorest. One appeal of the LDA-S approach is that interpretation of the countryspecific indices is straightforward due to the structural nature of the model. The country-specific class probabilities π gk in Table 2 can be interpreted as a country-specific economic well-being index. For example, π CO,k indicates that a Colombian household has a 83 % chance of assignment to class 2, a 14 % chance of assignment to class 3, and a 3% chance of assignment to class 1. To understand what this means for a household in Colombia, we can examine β jk,∶ , the probability of asset ownership for asset j, given a household is assigned to class k. The mode of the distribution for class 1 lies at the lowest quality water, toilet, and floor, and no asset ownership for each of the assets, so we may interpret class 1 as 'minimal standard of living'. Class 2 is the 'high standard of living' profile. Class 3 households have a low probability of having expensive appliances such as a tv or motorbike, but a higher probability of having access to more 'essential' goods like electricity, and high water quality. So class 3 can be given a 'basic standard' label.
With this interpretation, we can examine how observed heterogeneity, which is an individual's country, each with a different level of aggregate wealth, relates unobserved heterogeneity, as measured by the country-varying prevalence of common types of households, as measured by classes in LDA-S. Colombia, the wealthiest country in the sample, has very few households in the minimal standard class and a high proportion in the high standard class, class 2. Nicaragua, the second poorest country by GDP/capita, has the highest probability of assignment to the minimal standard class, even slightly higher than a Haitian household. Even though Nicaragua's GDP looks higher than Haiti's, for the sample of households surveyed by the DHS, Nicaragua actually has slightly more households with the weakest asset measures and household infrastructure compared to Haiti; both still have a small proportion of households in class 2 with a high standard of living.
Peru, a middle income country relative to the sample, has most households in either class 2 or class 3. These estimated probabilities capture country-specific heterogeneity in asset ownership by household, which can be useful in designing country-specific economic policies.
Heterogeneous Expectations: the Michigan Data
The The ICS is an aggregate index and is often found to have little independent predictive power for real consumer spending. We will argue that there is unexploited information in the survey beyond the ICS. To make this point, we analyze 204,944 survey responses collected between January 1978 and May 2019. We do not model the repeated interviewing that occurs in the Michigan data. We use LDA-DS to analyze an additional 9 questions in the survey related to sentiment that have been asked since 1978. A challenge in using this data is missing values as many survey respondents may not answer all questions. An appeal of LDA-DS is that it does not require each question to have similar response categories, and it does not require dropping or imputing responses that are incomplete, as long as they are not too rare in the sample.
We estimate an LDA-DS model with K = 4 classes. The number of components was chosen for ease of exposition and interpretation, but was close to the BIC-selected value for K, which was 5. Class 2 captures individuals that are likely to fill out the survey with lots of incomplete or missing responses. This decreases over time, we assume with changes in survey collection practices.
We plot the class proportions π 1t in Figure 2 where π 1t , is the probability that an individual responding at time t is assigned to class 1. A high π 1t corresponds to a high probability of responding optimistically to the survey questions on sentiment at time t. As seen from Figure 2 , this index is highly correlated with the rescaled Michigan ICS. Figure 2 also plots π 3t and π 4t with a rescaled news based uncertainty index and the unemployment rate. While π 4t often peaks before or at the beginning of the recession, π 3t peaks towards the end or after the recession. Examining the class-specific multinomial distributions, a few of which are plotted in Figure 3 , suggests that Class 4 is associated with a negative response to most questions, reflecting consumers' sentiment that the economy is in bad shape and will continue to be so. The probability of assignment to this 'pessimism' profile decreases when times are good in the economy. In contrast, class 3 can be understood as a recovery profile since the respondents believe they will likely be better off a year from now, in spite of a reasonably high probability that they have experienced bad times recently.
We have identified class 4 as negative economic outlook. Next, we can use the assignment probability to this class to show how negative outlook has an aggregate and an individual-specific component. To make this point, we make use of the fact that the Michigan Survey includes demographic variables and permits analysis by education. We reclassify individuals according to education: low (who received 0-8 years of education and has no high school diploma), and high (for those who received 17 years or more of education and have a college degree). For each education classification, the estimated class probabilities are then regressed on a) Baker, Bloom, and Davis (2016)'s news-based economic policy uncertainty index; b) monthly returns in the S&P 500, and c) the unemployment rate. Table 3 shows that the pessimism of lower education individuals are less correlated with news-based uncertainty and financial market disruption than the higher education individuals. On the other hand, the pessimism of more educated individuals is less affected by unemployment.
Unobserved Heterogeneity and Returns to Education
In this subsection, we illustrate how the class assignments z i can be used to control for unobserved heterogeneity in subsequent regressions. It is well known that unobserved characteristics that are correlated with observed covariates will introduce bias in parameter estimates. With panel data, time-invariant characteristics can be controlled for by differencing or demeaning. These options are not available to cross-sectional data, and instrumental variable estimation is often used. Our approach is to incorporate a high-dimensional set of auxiliary categorical information for controlling for omitted variable bias and for estimating interpretable heterogeneous effects, without introducing too many new parameters into the model.
Our application concerns estimating returns to education. Using the U.S. National Longitudinal Survey of Young Men from 1966 to 1976 , Card (1995 considers the regression model
where y i is the outcome variable (income), x i is a covariate of interest (education), w i is a small set of important controls, a i is unobserved heterogeneity, and v i = a i + e i is not observed directly.
E[e i x i ] = 0, but E[a i x i ] ≠ 0. In Card (1995) , w i includes covariates such as region, race, ability test scores, and parental education, and proximity to college is then used as instrument, orthogonal to a i , to estimate returns to education β 1i = β 1 .
The parameter of interest is the average return to education for all of the men in the sample. In Card (1995) , the IV estimate is only valid for men that would change their choice of education if the instrument was changed, meaning that they move near to a college from far away. Card explained that the IV estimate of returns to education is so much higher than the OLS estimate partly due to correction of omitted variable bias, but also because being near to a college only changes the education choice of a subpopulation (likely made up of more economically disadvantaged young men) that have a average higher return to education than a random individual.
We consider a scenario where a convincing instrumental variable is not available, or where the IV estimate is for a complier sub-population that is not the population of interest. Obviously, this is not possible without additional assumptions. Suppose we are willing to assume that the population is comprised of a finite mixture of types and that each individual is assigned to a single type. Doing so turns modeling unobserved heterogeneity into mixture analysis which is a form latent class modeling. For example, assuming that individual heterogeneity is discrete, Kasahara and Shimotsu (2009) estimates the parameters and class membership simultaneously. Bonhomme and Manresa (2015) and Bonhomme, Lamadon, and Manresa (2017) relax assumptions on the parametric form of discrete heterogeneity and uses k-means clustering in a first step to approximate individual-specific effects.
Our approach uses elements from Kasahara and Shimotsu (2009) and Bonhomme, Lamadon, and Manresa (2017) . We parameterize a i as a function of individual's class membership:
In addition to this Chamberlain type approach to fixed effects modeling, we further assume that the slope parameters also depend on class membership so that
Though p is not observed, we can estimate these latent class probabilities if additional data are available. As mentioned in the Introduction, education research relies heavily on survey responses.
There are hundreds of categorical variables available in the NLSYM survey waves that were not used in Card (1995) . Therefore, in the first step, we estimate a model that allows the probabilities of class membership to vary based on groupings of individuals by the interaction between whether or not they had a library card in the household at age 14, and whether or not they had a single mother at age 14. In a second step we use the posterior probabilities of class membership to generate individual specific intercept and slope parameters. Returns to education are then estimated by OLS in the following specification:
To illustrate, we use 2,830 of the original 3,010 men from Card (1995) . We include (i) 11
variables from the 1976 survey wave which administered the Rotter questionnaire, a locus of control psychological questionnaire that determined whether or not people believed their own actions determined outcomes or if external factors were to blame. We also include (ii) an additional 3 variables from the 1966 survey, on attitudes about high school and high school courses. It would be difficult to include all of these variables directly in the regression, to measure heterogeneous effects, without some method of grouping individuals, since the dimensionality of 14 categorical variables with many different response categories is high. LDA-S overcomes this problem since the information in the categorical variables for an individual is now summarized into interpretable class probabilities, which are low in dimension. The proposed method is analogous to using common factors in augmented regressions to control for cross sectionally dependent errors in regressions using continuous data.
The first stage of the exercise consists of estimating posterior probability of individual i assignment to class k in an LDA-S model from the auxiliary data in the NLSYM related to attitudes and ability. If the class assignment provides a good proxy for the omitted variable a i , then the bias on β 1i is reduced, and will be eliminated entirely if the class assignment probability captures any relationship that a i has with x i , or with y i . In practice, the reduction in least squares bias will depend on the correlation between the omitted variable and the covariate of interest and the outcome, and how closely the one-dimensional class membership summarizes the omitted variable.
It could be argued that some of the psychological variables used to construct the latent classes are endogenous themselves. But, our maintained assumption is that the exogenous inherent ability or attitude is well approximated by the common component of these observables as represented by z i , which seems quite defensible.
We estimate an LDA-S model with K = 3, where individuals are grouped by the possible combinations of having a library card and having a single mother at age 14, which we posit might effect the attitudes of an individual. Table 4 contains the results for a replication of Card (1995) 's most basic OLS specification in column (1), as well as the results from estimating Equation 4 in column (2). The mean return to education does not change significantly when the auxiliary categorical data are added; this is similar to what is found in Card (1995) , where the OLS coefficient changes little as additional controls are added beyond the basic specification.
Though the mean return to education does not change materially, there is meaningful heterogeneity in returns to education across classes. The expected return to education for an individual assigned to class 1 with probability 1 is 5.7%, while the return of an individual assigned class 2 with probability 1 is 7.9%. To interpret these differences, we examine β jk,∶ . In Figure 4 , we plot the posterior means of β jk,∶ for the three questions j that vary the most between class 1 and class 2, as measured by the Rao distance (see Rao (1945) ), between β j1,∶ and β j2,∶ . Responses 1 to 2 to the survey questions are responses labelled 'most internal' and indicate the individual believes success is a matter of internal drive, persistence, and leadership ability. Responses 3 and 4 are labelled 'most external', and correspond to individuals believing success is a matter of luck, status, or other factors outside your control. Individuals assigned to class 1, which has significantly higher mean income but significantly lower returns to education, believe that work ethic and inherent ability leads to success with a higher probability than individuals assigned to class 2. This result is intuitive; individuals who believe that their work ethic determines their success, rather than external factors, are more likely to be successful with or without a formal education, so have a lower return to education than individuals who believe external factors determine their success.
Conclusion
This paper proposes obtaining summary indexes from categorical responses by adapting Bayesian hierarchical models developing for topics modeling to model survey data. Whereas each document is simply a collection of words, each survey has many questions and each question has many responses. Our contribution comes in finding a tractable way to handle the structure of surveys within the framework of a hierarchical latent class model, and to reduce the dimension of the categorical survey response data in an interpretable way. Unlike existing dimension reduction methods, the discrete nature of the data is explicitly recognized. The proposed framework can be easily modified to handle mixed continuous and discrete responses, or to a mixture of conventional and unconventional discrete data on an individual, such as text or social media data. This can be useful for analysis of experimental data and other complex survey datasets. We also show that the methodology can be used to control for unobserved heterogeneity when valid instruments may not be available. Counting Rule Satisfied: J = 1, L = 5, G = 4, K = 2 N=100 N=500 N=1000 N=10000 LDA-S 0.982 0.992 0.992 0.997 Counting Rule Violated: J = 1, L = 5, G = 2, K = 4 N=100 N=500 N=1000 N=10000 LDA-S 0.970 0.970 0.972 0.969 (1) (c) Rotter K: What happens to me is in my control, or not?
