In this paper, we present a novel approach to recognize motion styles and identify people using the Multi Factor Tensor (MFT) model. We apply a musical information analysis method in segmenting the motion sequence relevant to the keyposes and the musical rhythm. We define a task model by considering the repeated motion segments, where the motion is decomposed into a person-invariant factor task and a persondependent factor style. Given the motion data set, we formulate the MFT model, factorize it efficiently in different modes, and use it in recognizing the tasks and the identities of the persons performing the tasks. We capture the motion data of different people for a few cycles, segment it using the musical analysis approach, normalize the segments using a vectorization method, and realize our MFT model. In our experiments, Japanese traditional dance sequences performed by several people are used. Provided with an unknown motion segment which is to be probed and which was performed at a different time in the time space, we first normalize the motion segment and flatten our MFT model appropriately, then recognize the task and the identity of the person. We follow two approaches in conducting our experiments. In one experiment, we recognize the tasks and the styles by maximizing a function in the tensor subdomain, and in the next experiment, we use a function value in the tensorial subdomain with a threshold for recognition. Interestingly, unlike the first experiment, we are capable of recognizing tasks and human identities that were not known beforehand. We conducted various experiments to evaluate the potential of the recognition ability of our proposed approaches, and the results demonstrate the high accuracy of our model.
Introduction
Recognizing human motion style is an important and challenging task in recognition analysis. Although it is difficult to measure the style of each person categorically, people are largely capable, without intention, of recognizing other individuals by the style of their motions, even under unfamiliar conditions such as a dark environment or a sighting from a far distance. Sometimes, even before confirming the identity of the person by a clue such as a face, under uncertain circumstances, one is capable of recognizing a loved person or a close relative only by his or her motion styles, such as walking style or hand movement. Also, by analyzing the style of a written document or the style of a signature, people are capable of recognizing the identity of the person by whom it was written. This is perhaps done by matching the new probe data to the classes that are already known to the person and selecting the closest class as the identification result.
Motion analysis has attracted a considerable amount of interest in recent years. Within motion analysis, style is a unique factor that symbolizes and demonstrates the individuality of each person. It is known that when people perform dance or move in a certain musical environment, they tend to inject their emotions to produce individual motion styles. Therefore, even though a person repeats the same action again and again, the motion style varies with the change of the time domain as a whole. Unuma et al. [1] decomposed example motions into high and low frequencies using Fourier analysis and analyzed how to model human behaviors with emotions. In [2] , Cao et al, discussed the problem of editing recorded emotional facial motion data. Pullen et al. [3] proposed a technique that decomposed the motion into frequency bands, where lower and higher frequency components represented the base motion and the style of the motion respectively. Brand et al. [4] utilized Hidden Markov Models to detect the style variations in sample data and applied the results to novel dance sequences. In [5] techniques from signal processing were used in analyzing emotional motion. Recently, Hsu et al investigated style and performed style translation [6] between input and output models using an iterative motion warping method.
Several other approaches have been proposed in investigating style in various problems. Tenenbaum et al. introduced a bilinear model [7] for two-factor problems in separating style and content factors. They displayed two-mode examples in extrapolating fonts for unseen letters and translating face postures to new illuminations [8] . Given several sequences of walking silhouettes of different people, Su Lee et al. decomposed the intrinsic body configuration through the action (content) from the appearance (or shape) of the person performing the action (style) [9] and used the results for recognition. The style and content were separated on a nonlinear manifold and applied in interpolating the modes of gait styles and manner of smiling [10] . Gao et al. [11] , [12] proposed a three-model principal component model and recognized the expressiveness in the style of human action when carrying different weights and when varying the walking pace of different people. Kannapan et al. [13] , [14] also recognized the effort in human actions within a threemode principal component analysis (PCA) framework.
Vasilescu used tensor algebra [15] to recognize the hu- In this paper, we present a multi factor tensor (MFT)-based framework for decomposing motion data and recognizing tasks and motion styles or human identities. In our model, we follow a novel approach that considers higher order tensor Factorization [21], [22] . We captured dance sequences performed by different people using a motioncapturing system. The captured motion sequences were segmented by a musical analysis method [23] that considered keyposes and musical rhythm information. All the segmented motion data were mapped on to a human physical model specified beforehand and normalized using a vectorization method.
We define task models by grouping those segments that have similar actions. There are different ways of decomposing the tensors [24] . In the task model, we decompose human motion into a task factor and a style factor. The task is person-invariant and the style is person-dependent. During the motion decomposition process, the MFT model was formulated with the attributes of position, people, and the task, and the tensor was factorized appropriately into different mode spaces.
We adopt two approaches in recognizing tasks and analyzing styles in extrapolated time frames. In one approach we maximize a function in tensor subspace. Under this approach we recognize a motion segment that was performed at a different time in the time space, but we assume that the person and the task type to be probed are already contained in the MFT model. In the other approach we utilize a function value and a threshold in recognizing the motion segment to be probed. In this case, the motion can belong to any person or any type of task that is not used for training in the MFT model. We conducted various experiments and succeeded in showing the efficiency of our framework under different situations.
One of the most valuable contributions of our novel approach is its high accuracy rate in recognizing tasks and motion styles. Also, a major advantage of our approach is its ability to handle both situations described above, such as when the motion segment to be probed belongs to a person or a task that is already contained in the database or when the person and the task category are completely new. The task models that we used for our experiments are not completely separable from each other. Even though two motion segments belong to different tasks, they are often very similar if we focus on particular actions such as when the leg steps forward. Therefore, under numerous seemingly different conditions, our framework produces accurate results.
The remainder of this paper is organized as follows. Section 2 explains segmentation of motion sequence by analyzing music information. Section 3 describes the MFT model and the recognition process with different approaches.
In Sect. 4 we describe our experiments and present the results we achieved. In Sect. 5 we discuss the general issues involving our framework. Finally, in Sect. 6 we present conclusions and describe future work.
Segmentation of Motion Sequence
In this section, we describe a method to segment a dance motion sequence [23] . We focus on two characteristics of dance performance: (1) dancers usually perform dance based on the musical rhythm, and (2) a stop motion, which we call a keypose, often appears at a certain time in musical rhythm. In order to segment the dance motion, we estimate the rhythm of played music and detect the keypose candidates from the motion data. Finally, the motion sequence is segmented using results of both analyses.
Rhythm Tracking
To extract the music rhythm, we make the following assumptions:
Assumption 1 A sound is likely to be produced with the timing of the rhythm. Assumption 2 The interval of the onset component is likely to be equal to that of the rhythm.
We developed a rhythm tracking method based on the onset component. Figure 1 illustrates onset component calculation. By using Assumption 1, we calculate an onset component per frequency [25] , where the power increase from the previous time frame t-1 defined as d(t,f).
( 1) where interval. And, to estimate timing of the rhythm start, we calculate the cross-correlation function between D(t) and a pulse sequence whose interval is the estimated rhythm interval. However, in practice, a rhythm interval sometimes changes slightly due to the performers' sensibilities, etc., and errors caused by these slight rhythm changes make rhythm tracking impossible. So our method determines the local maximum around the estimated rhythm based on Assumption 1.
Extraction of Keypose Candidates
As described above, keyposes of dance motion are stop motions of dance motion. In order to detect the keypose candidates, we consider speed of hands and feet because movement of hands and feet is related to whole body expression in most dance performances. We also consider speed of the center of mass (CM) to recognize the movement of the whole body.
In the case of hand motion, the speed of the hands is calculated in the body center coordinate system. Its origin is the waist position, Z axis is the direction from waist to body, Y axis is the frontal direction, and X axis is perpendicular to these axes. The speed of the feet and the CM are calculated in the global coordinate system.
After calculating speed, the system extracts the keypose candidates from each movement sequence. Figure 2 illustrates processes of keypose candidate extraction from motion sequences of the hands and feet. The candidates for hands and CM are defined as the local-minimum point that satisfies the following two criteria:
1. Each candidate is a local minimum in speed sequence and the local minimum is less than the minimum-speed threshold. 2. The local maximum between two successive candidates is larger than the maximum-speed threshold.
The second assumption is required in order to satisfy the criterion that the dancers move their body parts clearly between neighboring candidates. This helps to avoid extracting the second local minimum point from the right side in Fig. 2 as a candidate. Hence, this stops errors that occur due to noise. 
Normalization
During a dancing performance, the dancer moves freely across the 3D space. As shown in Fig. 9 , even though the same task is performed during a different cycle, that is, at a different instance in the time space, the position and the orientation of the dancer vary relative to a fixed position in the 3D space. At the same time, the appearance of each person changes from person to person. These differences among different people are shown in the top row of Fig. 6 . Here, one person might be taller than the others or one person might have longer limbs than the others. Before formulating our MFT model, we normalize the human motion data as described below. We use a vectorization process for the normalization in the prescribed order.
The appearance of each person is made equal to a predefined physical model during the normalization. The length of each link is predefined. In Fig. 10 , let the origin of the local coordinate system be at the joint connecting the link to the parent link. Let x, y, z denote the axes in the local coordinate system. In the local coordinate system, the x and y axes lie on the plane where the present link and the parent link lie. Here the y axis direction is the line connecting one of the joints of the parent link, which is not connected to the present link, and the joint that is connected to the present link. The x axis is perpendicular to the y axis, which is decided by considering human body kinematics. The z axis is perpendicular to both the x and y axes. Let LctP and Lct+1P denote the link position of the joint to the child link with regard to the local coordinate system at two consecutive time intervals before normalization, where Lc represents the local coordinate system and t represents the time. Then NrtP and Nrt+1P denote the normalized vector Style: In (a) and (b), frames of the same task performed by different people used for the experiments are displayed. Style variation is observed among the motions. These frames are extracted by keeping the time interval between each frame fixed. spectively, we define the Rotation R as follows: 
where GPn-1mnp and NrPn-1mnp are the parent positions of GPnmn before and after the normalization process. GPnmn is the position in the global coordinate system before normalization for link mn, which is in level n. The above process is repeated for all the remaining frames in the segment. The bottom row in Fig. 6 shows the appearance of the body after the normalization process. We consider a third order tensor: 
Here, k denotes the cluster index of the training sample, and wi denotes a weight for the q-mode factorization of the model. k is dependent on the mode of factorization and it represents the person identity index or the task identity index of the training samples, depending on the mode of factorization in person-mode or task-mode respectively. The parentheses surrounding (Sq) indicate the multiplication process. W is the weight matrix obtained by applying weight wi to the diagonal elements of the identity matrix. A reasonable choice of values is selected for the weight matrix by observing the motion sequence beforehand. Weights are assigned in increasing order by considering the number of links to the body center. Where we had few selections within the specified ranges, the one with the least style variation in the tensor subdomain was selected. 
Discussion
The most remarkable aspect of our framework is the high accuracy of the recognition results. We are able to segment the dance motion sequence quite efficiently and extract the tasks. Among the two types of approaches that we followed, we were able to achieve a very high accuracy. As stated in certain cases above, from the possible variations of selecting a group for training and for the probed sequence of identification, we selected the set randomly and performed a satisfactory number of tests. We believe that the number of times we conducted the experiments is quite enough to show the potential of our model in task recognition, style identification, and human identity recognition processes, but we plan to perform the testing for many other variations and for different selections in the future. The tasks that we have used in our experiments are from different classes. Some tasks contain common elements (e.g. common body part motions) among different classes. For example, the lower body part motion during several task categories looks similar when performed by the same person and the similarity varies with different people. So the tasks are not separable completely because they contain common style elements [26] of motion.
The weights in the weight matrix are assigned in increasing order considering the number of links to the body center. So the positions directly connected to the body center with only one link have the lowest level of values, and the positions that are connected with another link belong to the second level of values, and so on. We assume that the elasticity of the human body is negligible for some positions directly connected to the body center and that there are no stretching effects compared to other positions. The weights are assigned considering the above factors.
Although segmentation accuracy plays a significant role in the accuracy of the recognition results of our model, we tested our framework when segmentation results were not as accurate by manually segmenting the motion sequence. Even under these circumstances our framework produced a quite similar accuracy rate in recognition. However, our segmentation method relevant to music is very important as it is extremely difficult to manually segment the motion sequences in a huge database. We also tested cases where the number of motion segments in generating 
