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Let α be an irrational number with 0 < α < 1, and let fα be the characteristic word of
α. The location of a factor w of fα is defined to be the set of all positions in fα at which w
occurs. In this paper, an explicit formula of the location of each factor w of fα is obtained.
The decompositions REDα(w) and SODα(w) of fα associated with w are established. The
former one involves all return words of w while the latter one involves all occurrences of
w and the corresponding separate factors and overlap factors. These results generalize the
work by the present authors (2005), Z.-X. Wen and Z.-Y. Wen (1994), G. Melançon (1999),
W.-T. Cao and Z.-Y. Wen (2003), I.M. Araújo and V. Bruyère (2005), and A. Glen (2006).
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1. Introduction
The characteristic word fα = fα(0, 1) of an irrational number α with 0 < α < 1 is an infinite word over the alphabet
{0, 1}, whose nth letter is [(n+ 1)α] − [nα], n ≥ 1.When α = 3−
√
5
2 , fα is called the infinite Fibonacci word and is denoted
by F .
In [23], Wen and Wen defined a sequence {tn} of singular words by
x−1 = 1, x0 = 0, xn = xn−1xn−2 (n ≥ 1)
tn =
{
0 xn 1−1 (n odd)
1 xn 0−1 (n even).
They showed that for n ≥ −1, each tn is a factor of F , and any two occurrences of tn in F do not overlap. More precisely, if
w = tn, then F has an associated decomposition of the form
F =
(
n−1∏
j=−1
tj
)
w(1)y1w(2)y2w(3)y3 · · · , (1.1)
where w(r) denotes the rth occurrence of w, yr ∈ {tn+1, tn−1} is a separate factor of w(r) and w(r+1), and y1y2 · · · is F over
the alphabet {tn+1, tn−1}. Noticing that each tn is a singular factor of F as well as a palindrome having the same length as xn,
which is a word in the standard sequence of F , this result was generalized later to the case in which w is a singular factor
of a characteristic word fα (Melançon [20], Cao and Wen [2]), a palindromic factor or a factor having the same length as a
standard word of fα (Glen [16]).
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Let fα[p; q] denote the factor of fα that starts at position p in fα and has length q.Wewrite fα[p] for fα[p; 1]. For any factorw
of fα , letw(r) denote the rth occurrence ofw in fα , and let nr be the position in fα atwhichw(r) occurs, r ≥ 1. If nr+1−nr < |w|
(resp., nr+1−nr > |w|), we say thatw(r) andw(r+1) have an overlap (resp., separate) factor fα[nr+1; |w|− (nr+1−nr)] (resp.,
fα[nr + |w|; (nr+1 − nr)− |w|]); if nr+1 − nr = |w|, we say that w(r) and w(r+1) are adjacent. In any case fα[nr; nr+1 − nr ]
is called the rth return word ofw and is denoted by Rr(w), or simply Rr . Clearly Rr = w(r)yr , where
yr =
u
−1, ifw(r) andw(r+1) have an overlap factor u ∈ {0, 1}+
v, ifw(r) andw(r+1) have a separate factor v ∈ {0, 1}+
ε, ifw(r) andw(r+1) are adjacent.
(1.2)
Here ε denotes the empty word and u−1 denotes the inverse of u in the free group G over {0,1}. It is also quite clear that, in
terms of the return words ofw, we have
fα = sR1R2R3 · · · , (1.3)
and thus, in terms of all occurrencesw(r) and the corresponding yr ofw, we have
fα = sw(1)y1 w(2)y2 w(3)y3 · · · , (1.4)
where
s is a prefix of fα, (1.5)
and
each yr belongs to a subsetBα(w) of the free group G over {0, 1}. (1.6)
DefineRα(w) = {Rr : r ≥ 1}. In [22], Vuillon proved thatRα(w), and henceBα(w), is always a 2-element set.
Let C = {x, y} ⊂ {0, 1}∗ with x 6= y and let β be an irrational number with 0 < β < 1. We say that z1z2z3 · · · is given by
fβ over the alphabet C if, for r ≥ 1,
zr =
{
x whenever fβ [r] = 0,
y whenever fβ [r] = 1.
In each of the generalizations mentioned above,
y1 y2 y3 . . . is given by a characteristic word fβα(w) over the
2-element alphabetBα(w), where βα(w) is an irrational number. (1.7)
Also, it was shown that if w is a singular word or adjoining word (resp., palindrome), the overlap factors and separate
factors, if any, are singular words or adjoining words (resp., palindromes) (see [2,16,20]). For any prefix w of f ,Rα(w) has
been determined (see [1]). We note that s and yr in (1.4) depend on both α and w. The decomposition (1.4) of fα reveals all
occurrences ofw and the overlapping property ofw in fα; from it, the positions ofw in fα can be determined (see [16]). The
decomposition (1.3) of fα is denoted by REDα(w), if
R1R2R3 · · · is given by a characteristic word fβα(w) over
the alphabetRα(w), where βα(w) is an irrational number. (1.8)
The decomposition (1.4) of fα satisfying (1.5)–(1.6) is denoted by SODα(w), if (1.7) also holds.
We say that a factor w of fα occurs at position m in fα if fα[m; |w|] = w. The locationΛα(w) of a factor w of fα is defined
to be the set of all positions in fα at whichw occurs.
For the case α = 3−
√
5
2 (
√
5−1
2 , as well), the locations of all factors of fα have been determined by the present authors [11].
Their result includes, in particular, the locations of letters (Knuth [18]), singular words (Wen and Wen [23]), squares and
standard words of F (Iliopoulos et al. [17]), factors of F of Fibonacci lengths (Chuan [3]). For the general case, the locations
have been determined only for certain factorsw of fα (see [16]).
In this paper, we obtain an explicit formula for computingΛα(w) for each factor w of fα (see Theorem 4.3). To this end,
factors of fα are encoded according to their lengths and the positions of their first occurrences. The same toolsweuse to prove
this result also lead to the decompositions REDα(w) and SODα(w) of fα and explicit formulae for computingRα(w), Rr in
(1.3), the length of s, yr in (1.4),Bα(w) in (1.6) andβα(w) in (1.7), for each factorw of fα (see Theorems 5.2–5.5). As examples,
we show that those known results mentioned above can be deduced from our results. We also look at squares, and factors
of fα of special lengths.
2. Preliminaries
Let X be an alphabet. Let X∗ be the monoid of all words over X . Let ε denote the empty word, and let X+ = X∗\{ε}. Let
G denote the free group over X . If w = d1d2 · · · dn, where di ∈ X, 1 ≤ i ≤ n, then the positive integer n is called the length
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of w, denoted by |w|. Define |ε| = 0. A word w ∈ X+ is said to be primitive if w 6= uk for all u ∈ X+ and integer k ≥ 2. The
operators∼ and T on X+ are defined by
w˜ = dndn−1 · · · d1
T (w) = d2 · · · dnd1
T−1(w) = dnd1d2 · · · dn−1,
for n ≥ 1, w = d1d2 · · · dn, di ∈ X, 1 ≤ i ≤ n. Let T 0 denote the identity operator on X+. For j ≥ 1, let
T j = T (T j−1), T−j = T−1(T−(j−1)). A word u is called a conjugate of a wordw if u = T j(w) for some integer j. The word w˜ is
called the reversal of the wordw. A wordw is said to be a palindrome if w˜ = w.
Let u, w ∈ X+. The word u is called a factor of w, denoted by u < w, if u 6= w and there exists p, q ∈ X∗ such that
w = puq. If p = ε and q 6= ε (resp., q = ε and p 6= ε), then u is said to be a prefix (resp., suffix) of w, denoted by
u <p w (resp., u <s w). We write u ≤ w (resp., u ≤p w, u ≤s w) if u < w (resp., u <p w, u <s w) or u = w. Define
F (w) = {u ∈ X+ : u ≤ w}, P (w) = {u ∈ F (w) : u is a palindrome}. Let w be a nonempty palindrome and let v = ε
or v ≤p w. Define med(w, |v|) = v−1wv˜−1 ∈ G. w is said to have a canonical palindromic factorization (CPF) if there exists
unique palindromes u ∈ X+ and v ∈ X∗ such thatw = uv. Denote u and v bywL andwR respectively. Factor, prefix, suffix,
F (w), andP (w) of an infinite wordw over X are defined similarly. Letw = d1d2d3 · · · be any finite or infinite word where
each dn ∈ X . Denote by w[p; q] (p, q ≥ 1) the factor dpdp+1 · · · dp+q−1 of w, i.e., w[p; q] ∈ F (w) starts at position p in w
and has length q. We writew[p] forw[p; 1]. Whenw is infinite, define S j(w) = dj+1dj+2dj+3 · · · , j ≥ 0.
Throughout the paper, let X = {0, 1}. Let α be an irrational number with continued fraction expansion α = [0; a1 +
1, a2, a3, . . .]. For simplicity, we sometimes write f ,F and P for fα,F (f ),P (f ) respectively.
Define a morphism E on X+ by setting E(0) = 1, E(1) = 0. Since E(fβ) = f1−β for any irrational number β with
0 < β < 1 (see [19]), results concerning fβ can be obtained from results concerning f1−β (or vice versa) by exchanging 0 and
1. Also, note that β = [0; 1+ b1, b2, b3, . . .]with b1 ≥ 1 if and only if 1−β = [0; 1, b1, b2, b3, . . .]. Therefore, by replacing
α by 1− α if necessary, we may assume that a1 ≥ 1.
DefineM = {(n, i) ∈ Z × Z : n ≥ 1, 1 ≤ i ≤ an}. For (n, i), (m, j) ∈ M , we write (n, i) < (m, j) if either (a) n < m or (b)
n = m and i < j. We write (n, i) ≤ (m, j) if (n, i) < (m, j) or (n, i) = (m, j).
Define
αn,i = [0; an − i+ 1, an+1, an+2, . . .], αn = αn,an (n ≥ 1, 0 ≤ i ≤ an).
Note: α1,0 = α, αn,0 = 1− αn−1, n ≥ 2. Define words
x−1 = 1, x0 = 0,
xn,i = xin−1xn−2
(
(n, i) ∈ M
)
, xn = xn,an (n ≥ 1),
t−1 = 0, t0 = 1,
tn,i =
{
0 xn,i 1−1 (n odd)
1 xn,i 0−1 (n even)
(
(n, i) ∈ M
)
,
tn = tn,an (n ≥ 1),
and numbers
q0 = 1, q1 = a1 + 1,
qn,i = iqn−1 + qn−2
(
(n, i) ∈ M
)
, qn = qn,an (n ≥ 1).
Define xn,0 = xn−2, tn,0 = tn−2, qn,0 = qn−2 (n ≥ 1).
Note: |xn,i| = qn,i (n ≥ 1, 0 ≤ i ≤ an), x1,i = 0i1, t1,i = 0i+1, q1,i = i+ 1 (1 ≤ i ≤ a1). The sequence {xn} is called the
standard sequence with directive sequence {an} or the standard sequence for α (see [19] and each xn is called a standard word
of fα). The words tn,i have been studied in [2,4–8,10,14]. In [2], the words tn and tn,an−1 are called the singular words of fα and
the adjoining word of tn, respectively.
Define
Q = X ∪ {w ∈ X+ : w is a conjugate of some xn,i, where (n, i) ∈ M}
S = {tn,i : (n, i) ∈ M}.
It is worthwhile to note that the setQ coincides with the set of all α-words derived from (1,0) associatedwith the infinite
sequence {a1, a2, a3, . . .}. The notion of α-word was introduced by Chuan [4]. Thus each member ofQ can be obtained, just
like thewords xn,i, by recursive concatenation ofmembers ofQ of shorter lengths starting from the pair (1,0) of initial words.
Many interesting combinatorial properties of α-words have been obtained (see [4–10]).
Some properties of the words xn,i and tn,i are given in the following lemma (see [4]). Define, for n ≥ 1,
cn =
{
01 (n odd)
10 (n even).
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Lemma 2.1. (a) xn,i = hn,icn, where hn,i is a palindrome, for (n, i) ∈ M.
(b) xnxn−1c−1n+1 = xn−1xnc−1n , n ≥ 1.
(c) The following words are prefixes of f : x0; x2n for n ≥ 2; x21 if a2 ≥ 2; x211−10 if a2 = 1; xn,i, for (n, i) ∈ M and
n ≥ 2; x1,i1−1 for 1 ≤ i ≤ a1 − 1.
(d) tn,i =
{
0 hn,i 0 (n odd)
1 hn,i 1 (n even)
(
(n, i) ∈ M
)
.
From parts (a) and (d) of Lemma 2.1, we see that S ⊂ P . Also, it is easy to see that hn,i is nonempty if and only if
(n, i) > (1, 1).
Define morphisms ϕ and θi (i ≥ 1) on X+ by
ϕ(0) = 0, ϕ(1) = 01,
θi = ϕi−1Eϕ.
In the following lemma, we list some formulae concerning the action of these morphisms on characteristic words fαn,j (see
[19, pp. 72–76]).
Lemma 2.2. Let n ≥ 1. Then
ϕi(0) = 0, ϕi(1) = 0i1 (2.1)
θi(0) = 0i−11, θi(1) = 0i−110 (i ≥ 1) (2.2)
θa1+1θa2 · · · θan(0) = xn, θa1+1θa2 · · · θan(1) = xnxn−1 = xn+1,1 (2.3)
ϕ(fαn,i+1) = fαn,i (0 ≤ i ≤ an − 1) (2.4)
θan−i+1(fαn+1,1) = fαn,i (1 ≤ i ≤ an) (2.5)
θa1+1θa2 · · · θan(fan+1,1) = f . (2.6)
Proposition 2.3. Let n ≥ 0, 0 ≤ i ≤ an+1. Then
fαn+1,i(xn, xn+1,i) = f (2.7)
fαn+1,i+1(xn, xn+1,i+1) = fαn+1,i+1(xn, xnxn+1,i) = fαn+1,i(xn, xn+1,i) (i < an+1) (2.8)
fαn+2,1(xn+1, xn+2,1) = fαn+2,1(xan+1−in xn+1,i, xan+1−in xn+1,ixn) = fαn+1,i(xn, xn+1,i). (2.9)
Proof. Since
fα1,i(x0, x1,i) = fα1,i(0, 0i1)= ϕi(fα1,i) (by (2.1))= fα1,0 (by (2.4))= f (since α1,0 = α),
(2.7) holds for n = 0. To prove the case n ≥ 1, let θ = θa1+1θa2 · · · θan . Then
fαn+1,i(xn, xn+1,i) = fαn+1,i(xn, xi−1n xn+1,1)= θ(fαn+1,i(0, 0i−11)) (by (2.3))= θϕi−1(fαn+1,i) (by (2.1))= θ(fαn+1,1) (by (2.4))= f (by (2.6)).
This proves (2.7). Now (2.8) and (2.9) follow from (2.7) immediately. 
Remark 2.4. (1) Eq. (2.7) gives various decompositions of f as n and i varies. Denote it by Dn+1,i. In each of these
decompositions, two of the xm,j’s are used as building blocks of f .
(2) Another way to prove (2.8) is to apply the morphism ψ given by ψ(0) = xn, ψ(1) = xn+1,i to the equations
fαn+1,i(0, 1) = ϕfαn+1,i+1(0, 1) = fαn+1,i+1(0, 01),
which follow from (2.4). This proof indicates that, for i ≥ 1 (resp., i = 0), the decomposition Dn+1,i of f can be obtained from
Dn+1,i+1 as follows:
(i) Each short block xn in Dn+1,i+1 is a short (resp., long) block in Dn+1,i.
(ii) Each long block xn+1,i+1 in Dn+1,i+1 is a concatenation xnxn+1,i of a short (resp., long) block xn and an adjacent long (resp.,
short) block xn+1,i in Dn+1,i.
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Similarly by applying ψ to the equations
fαn+2,1(0
an+1−i1, 0an+1−i10) = θan+1−i+1fαn+2,1(0, 1) = fαn+1,i(0, 1),
which follow from (2.2) and (2.5), we obtain (2.9). This implies that the blocks xn+1 and xn+2,1 in Dn+2,1 can be obtained by
concatenating certain blocks in Dn+1,i too.
This observation will be used to prove Theorem 4.3.
Finally we show that the suffix S jf has a decomposition analogous with (2.7).
Lemma 2.5. Let n ≥ 0, 0 ≤ i ≤ an+1, 0 ≤ j < min{qn, qn+1,i}. Then
S jf = fαn+1,i(T j(xn), T j(xn+1,i)).
Proof. If n = 0, then j = 0 and so the result is given by (2.7). Now let n ≥ 1. Since xn <p xn+1,i if i ≥ 1 and xn+1,i = xn−1 <p
xn if i = 0, we can write xn = uz and xn+1,i = uv where |u| = j. Let {x′r} be the standard sequence for αn+1,i. Then,
x
′
r(xn, xn+1,i) = x
′
r(uz, uv)
<p x
′
r(uz, uv)u
= ux′r(zu, vu)
= ux′r(T j(xn), T j(xn+1,i)).
Hence, by (2.7),
f = fαn+1,i(xn, xn+1,i) = ufαn+1,i(T j(xn), T j(xn+1,i)).
Thus the result follows. 
3. Factors of fα
The following two lemmas are known (see [19,2] for the first one and [4] for the second one).
Lemma 3.1. (a) For k ≥ 1, f has exactly k+ 1 factors of length k.
(b) Let β be an irrational number with continued fraction expansion β = [0; b1+1, b2, . . .]where b1 ≥ 1. Then there are either
b1 or b1 + 1 0’s between any two consecutive 1’s.
Lemma 3.2. For (n, i) ∈ M, T j(xn,i) (0 ≤ j ≤ qn,i − 1) and tn,i are the qn,i + 1 factors of f of length qn,i.
For n ≥ 0, and qn ≤ k < qn+1, define
z(k, j) =
{
f [j+ 1; k] (0 ≤ j ≤ qn − 1)
f [j+ qn+1 − k; k] (qn ≤ j ≤ k). (3.1)
Since xn+1hn+1 <p f , it is clear that
z(k, j) <p
{
T j(xn+1) (0 ≤ j ≤ qn − 1)
T j+qn+1−k−1(xn+1) (qn ≤ j ≤ k).
We have seen that in each decomposition Dn+1,i of f , the words xn and xn+1,i play the role of building blocks of f . In the
following proposition, it will be proved that, for each k ≥ 1, there is a decomposition Dn+1,i of f such that any factor of f
of length k that occurs at position j + 1 of any block xn (or xn+1,i) can be identified as a z(k, r) defined above. Note that r
depends on n, i and j, but not the position in f at which the block occurs. As an immediate consequence, we will see that the
factors z(k, 0), (k, 1), . . . , z(k, k) are distinct.
Throughout the rest of this paper, we partition the setN of positive integers into intervals In+1,i, n ≥ 0, 0 ≤ i ≤ an+1−1,
where
In+1,0 = {k ∈ N : qn ≤ k < qn+1,1} (3.2)
In+1,i = {k ∈ N : qn+1,i ≤ k < qn+1,i+1} (i ≥ 1). (3.3)
Proposition 3.3. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1. If a block xn and a block xn+1,i in Dn+1,i starts at position
m1 + 1 and m2 + 1 in f respectively, then
f [m1 + j+ 1; k] = z(k, j) (0 ≤ j ≤ qn − 1) (3.4)
f [m2 + j+ 1; k] =
{
z(k, j) (0 ≤ j ≤ qn+1,i+1 − k− 2) (3.5)
z(k, r) (qn+1,i+1 − k− 1 ≤ j ≤ qn+1,i − 1), (3.6)
where r = j− qn+1,i + k+ 1.
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Proof. Since αn+1,i = [0; an+1− i+ 1, an+2, an+3, . . .], it follows from Lemma 3.1(b) that each block xn in Dn+1,i is followed
by xtnxn+1,ix
an+1−i
n for some 0 ≤ t ≤ an+1 − i and each block xn+1,i is followed by xan+1−in xn+1,i or xan+1−i+1n xn+1,i.
We first consider the case n ≥ 1. To prove (3.4), let 0 ≤ j ≤ qn − 1, u = f [m1 + 1; j], andw = f [m1 + j+ 1; k]. Then
uw <p xn(xtnxn+1,ix
an+1−i
n )
= xt+i+1n xn−1xan+1−in , (3.7)
for some 0 ≤ t ≤ an+1 − i. Since |uw| ≤ qn + qn+1,i+1 − 2, (3.7) implies that
uw ≤p xi+2n xn−1c−1n+1 = xi+1n xn−1xnc−1n (by Lemma 2.1(b))
<p f (by Lemma 2.1(c)).
Thusw = f [j+ 1; k] = z(k, j), proving (3.4).
To prove (3.5) and (3.6), let 0 ≤ j ≤ qn+1,i − 1, u = f [m2 + 1; j], andw = f [m2 + j+ 1; k]. Then
uw <p xn+1,ix
an+1−i
n xn+1,i = xn+1,ixan+1n xn−1
or
uw <p xn+1,ix
an+1−i+1
n xn+1,i = xn+1,ixan+1+1n xn−1.
If 0 ≤ j ≤ qn+1,i+1 − k− 2, then |uw| ≤ qn+1,i+1 − 2, and so
uw ≤p xn+1,ixnc−1n = xinxn−1xnc−1n = xi+1n xn−1c−1n+1 (by Lemma 2.1(b))
<p xn+1,i+1 <p f (by Lemma 2.1(c)).
Thusw = f [j+ 1; k] = z(k, j), proving (3.5). If qn+1,i+1 − k− 1 ≤ j ≤ qn+1,i − 1, then
qn+1,i+1 − 1 ≤ |uw| ≤ qn+1,i + qn+1,i+1 − 2 ≤ qn+1,i + qn+1 − 2.
Hence, uw ≤p xn+1,ihn+1. Therefore, xan+1−in uw ≤p xn+1hn+1 <p f , by Lemma 2.1(c), and hence w = f [(an+1 − i)qn + j +
1; k] = z(k, r),where r = j− (qn+1,i+1 − k− 1)+ qn satisfies qn ≤ r ≤ k. This proves (3.6).
Next we consider the case n = 0. Note that k = i+ 1. If 0 ≤ j ≤ q0 − 1, then j = 0, and so
f [m1 + j+ 1; k] = f [m1 + 1; k] = 0i+1 = z(k, j),
proving (3.4). Note that there is no j satisfying the inequalities in (3.5). Now if q1,i+1 − k− 1 ≤ j ≤ q1,i − 1, then 0 ≤ j ≤ i.
Therefore
f [m2 + j+ 1; k] = 0i−j10j
= f [a1 − (i− j)+ 1; i+ 1] (since (0a11)a20(0a11) = x31 <p f )
= f [j+ 1+ q1 − k; k]
= z(k, j+ 1),
proving (3.6). 
Eqs. (3.4)–(3.6) can be expressed in terms of runs as follows. For positive integers p, k, h, define
RUN(p, k, h) = (f [p; k], f [p+ 1; k], . . . , f [p+ h− 1; k]).
RUN(p, k, h) is called a run of h consecutive factors of f of length k starting at position p in f .
Corollary 3.4. Let k, n, i,m1,m2 be as in Proposition 3.3. Then
RUN(m1 + 1, k, qn) = (z(k, 0), z(k, 1), . . . , z(k, qn − 1)) (3.8)
RUN(m2 + 1, k, qn+1,i) = (z(k, 0), z(k, 1), . . . , z(k, qn+1,i+1 − k− 2), z(k, qn), z(k, qn + 1), . . . , z(k, k)). (3.9)
Corollary 3.5. Let k ∈ N. Then z(k, 0), z(k, 1), . . . , z(k, k) are the k + 1 distinct factors of f of length k and they are listed in
the order of their first occurrences in f .
Proof. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1. By Proposition 3.3, each factor of f of length k, no matter where it
occurs, is equal to a member of the set {z(k, j) : 0 ≤ j ≤ k}. Hence the first assertion follows from Lemma 3.1(a).
In Dn+1,i : f = fαn+1,i(xn, xn+1,i) = xan+1−in xn+1,i · · · , a block xn starts at rqn + 1 position in f , where 0 ≤ r ≤ an+1 − i− 1
and a block xn+1,i starts at (an+1 − i)qn + 1 position in f . Thus (3.8) and (3.9) imply that
RUN(rqn + 1, k, qn) = (z(k, 0), z(k, 1), . . . , z(k, qn − 1)) (0 ≤ r ≤ an+1 − i− 1), (3.10)
RUN((an+1 − i)qn + 1, k, qn+1,i) = (z(k, 0), z(k, 1), . . . , z(k, qn+1,i+1 − k− 2), z(k, qn), z(k, qn + 1), . . . , z(k, k)).
(3.11)
Consequently, the second assertion follows. 
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4. Locations of factors of fα
We will determine the location of each factor z(k, j) of f , where k ≥ 1, 0 ≤ j ≤ k.
The following proposition is a consequence of Corollary 3.4 and Proposition 2.3.
Proposition 4.1. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1.
(a) If 0 ≤ j ≤ qn+1,i+1 − k− 2, then z(k, j) occurs at position j+ 1 of each block xn, xn+1,i in Dn+1,i, and nowhere else.
(b) If qn+1,i+1− k− 1 ≤ j ≤ qn− 1, then z(k, j) occurs at position j+ 1 of each block xn, xn+1,i+1 in Dn+1,i+1, and nowhere else.
(c) If qn ≤ j ≤ k, then z(k, j) occurs at position qn+1 − k+ j of each block xn+1, xn+2,1 in Dn+2,1, and nowhere else.
Proof. Clearly part (a) follows from Corollary 3.4.
(b) If qn+1,i+1 − k − 1 ≤ j ≤ qn − 1, then, by Corollary 3.4, z(k, j) occurs at position j + 1 of each block xn in Dn+1,i and
nowhere else. By (2.7), (2.8) and Remark 2.4(2), the result follows.
(c) If qn ≤ j ≤ k, then, by Corollary 3.4, z(k, j) occurs at position qn+1,i − k + j of each block xn+1,i in the Dn+1,i and
nowhere else. By (2.7), (2.9) and Remark 2.4(2), the result follows. 
Plainly, we need to find out where, in each decomposition Dn+1,i of f , the blocks xn, xn+1,i occur in f . Indeed, a more
general result is obtained.
Lemma 4.2. Let β be an irrational number with 0 < β < 1 and let g = fβ(x, y), where x, y ∈ X+. Then for t ≥ 1, the tth block
in fβ(x, y) starts at position Nt + 1 in g, where Nt = [tβ](|y| − |x|)+ (t − 1)|x|.
Proof. Since
∑t−1
i=1 ([(i+ 1)β] − [iβ]) = [tβ], the prefix of fβ(0, 1) of length t − 1 contains [tβ] 1’s and t − 1− [tβ] 0’s. It
follows that the tth block in fβ(x, y) starts at position [tβ]|y| + (t − 1− [tβ])|x| + 1, and so the result follows. 
We are now able to describeΛα(z(k, j)) completely. For simplicity, we writeΛ(w) forΛα(w).
Theorem 4.3. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1.
(a) If 0 ≤ j ≤ qn+1,i+1 − k− 2, then
Λ(z(k, j)) = {[tαn+1,i](qn+1,i − qn)+ (t − 1)qn + j+ 1 : t ≥ 1}. (4.1)
(b) If qn+1,i+1 − k− 1 ≤ j ≤ qn − 1, then
Λ(z(k, j)) = {[tαn+1,i+1]qn+1,i + (t − 1)qn + j+ 1 : t ≥ 1}. (4.2)
(c) If qn ≤ j ≤ k, then
Λ(z(k, j)) = {[tαn+2,1]qn + tqn+1 − k+ j : t ≥ 1}. (4.3)
Note that since αn+1,0 = 1 − αn, n ≥ 1, αn can be used to compute Λ(z(k, j)). Indeed, for qn ≤ k < qn+1,1, 0 ≤ j ≤
qn+1,1 − k− 2,we have
Λ(z(k, j)) = {[tαn](qn − qn−1)+ (t − 1)qn−1 + j+ 1 : t ≥ 1}. (4.4)
Example 4.4. When α = [0; 1 + 1, 1, 1, . . .] = 3−
√
5
2 , Theorem 4.3 reduces to Corollary 3.6 of [11] by observing that
αn = αn,1 = 1 − α =
√
5−1
2 , qn−2 = Fn, n ≥ 1, where {Fn} is the sequence of Fibonacci numbers defined by
F1 = F2 = 1, Fn = Fn−1 + Fn−2, n ≥ 3.
We remark that from Proposition 4.1 or Theorem 4.3, for each factor w of f with qn ≤ |w| < qn+1, w has no overlap in
f if and only ifw = z(|w|, j), where qn ≤ j ≤ |w|.
5. Two decompositions of fα associated with each factor
Wehave already seen that each factorw of f determines two decompositions (1.3) and (1.4) of f satisfying (1.5) and (1.6).
The former one involves returnwords ofw and the latter one involves separate factors and overlap factors ofw.Wewill show
that these decompositions are respectively REDα(w) and SODα(w), in whichRα(w), Rr , βα(w), |s|,Bα(w) and yr , r ≥ 1,
will be computed. For simplicity, wewriteR(w),B(w), β(w), RED(w), and SOD(w) forRα(w),Bα(w), βα(w), REDα(w),
and SODα(w) respectively.
The following lemma is a consequence of Lemma 2.5.
Lemma 5.1. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1.
(a) If 0 ≤ j ≤ qn+1,i+1 − k− 2, then
f = sfαn+1,i(T j(xn), T j(xn+1,i)), (5.1)
where |s| = j.
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(b) If qn+1,i+1 − k− 1 ≤ j ≤ qn − 1, then
f = sfαn+1,i+1(T j(xn), T j(xn+1,i+1)), (5.2)
where |s| = j.
(c) If qn ≤ j ≤ k, then
f = sfαn+2,1(T qn+1−k+j−1(xn+1), T qn+1−k+j−1(xn+2,1)), (5.3)
where |s| = qn+1 − k+ j− 1.
Proof. Let 0 ≤ j ≤ qn+1,i+1 − k− 2. Then
j ≤
{
qn+1,i+1 − qn+1,i − 2 = qn − 2 < qn if i ≥ 1,
qn+1,1 − qn − 2 = qn−1 − 2 < qn−1 if i = 0.
In either case, j ≤ min{qn, qn+1,i}. By Lemma 2.5, (a) follows. Similarly, (b), (c) follow from Lemma 2.5. 
Using Lemma 5.1, we can restate Theorem 4.3 in the following way.
Theorem 5.2. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1.
(a) If 0 ≤ j ≤ qn+1,i+1−k−2, then z(k, j) occurs at position 1 of each block T j(xn) and each block T j(xn+1,i) in the decomposition
(5.1) of f , and nowhere else.
(b) If qn+1,i+1 − k − 1 ≤ j ≤ qn − 1, then z(k, j) occurs at position 1 of each block T j(xn) and each block T j(xn+1,i+1) in the
decomposition (5.2) of f , and nowhere else.
(c) If qn ≤ j ≤ k, then z(k, j) occurs at position 1 of each block T qn+1−k+j−1(xn+1) and each block T qn+1−k+j−1(xn+2,1) in the
decomposition (5.3) of f , and nowhere else.
Corollary 5.3. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1.
(a) If 0 ≤ j ≤ qn+1,i+1 − k− 2, then
R(z(k, j)) = {T j(xn), T j(xn+1,i)}. (5.4)
(b) If qn+1,i+1 − k− 1 ≤ j ≤ qn − 1, then
R(z(k, j)) = {T j(xn), T j(xn+1,i+1)}. (5.5)
(c) If qn ≤ j ≤ k, then
R(z(k, j)) = {T qn+1−k+j−1(xn+1), T qn+1−k+j−1(xn+2,1)}. (5.6)
The above corollary implies that |R(w)| = 2 for all factors w of f , which has been proved by Vuillon [22]. It is also
interesting to note thatR(w) is always a subset ofQ.
From Theorem 5.2 and Corollary 5.3, it is now clear that (5.1)–(5.3) actually gives decomposition RED(w) of f involving
return words of any factorw of f . Thus we obtain the following theorem.
Theorem 5.4. Let k ≥ 1, 0 ≤ j ≤ k andw = z(k, j). If k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1− 1, then f has a decomposition
RED(w) with |s| given by Lemma 5.1, R1R2R3 · · · given by fβ(w) over the alphabetR(w), where
β(w) =
{
αn+1,i (0 ≤ j ≤ qn+1,i+1 − k− 2)
αn+1,i+1 (qn+1,i+1 − k− 1 ≤ j ≤ qn − 1)
αn+2,1 (qn ≤ j ≤ k),
(5.7)
andR(w) is given by (5.4)–(5.6).
We remark that in the special case in which w is a prefix of f (that is, j = 0, k = |w|), R(w) and β(w) have been
computed by Araújo and Bruyère [1].
Theorem 5.5. Let k ≥ 1, 0 ≤ j ≤ k andw = z(k, j). If k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1−1, then f has a decomposition
SOD(w) with |s| and β(w) given by Lemma 5.1 and (5.7) respectively. Moreover:
(a) If 0 ≤ j ≤ qn+1,i+1 − k− 2, thenB(w) = {u−1, v−1}, where u = (T j(xn))−1w ∈ X∗, v = (T j(xn+1,i))−1w ∈ X∗.
(b) If qn+1,i+1 − k− 1 ≤ j ≤ qn − 1, thenB(w) = {u−1, v}, where u = (T j(xn))−1w ∈ X∗, v = w−1T j(xn+1,i+1) ∈ X+.
(c) If qn ≤ j ≤ k, thenB(w) = {u, v}, where u = w−1T qn+1−k+j−1(xn+1) ∈ X+, v = w−1T qn+1−k+j−1(xn+2,1) ∈ X+.
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Proof. (a) Let 0 ≤ j ≤ qn+1,i+1 − k− 2. Since max{qn, qn+1,i} ≤ k = |w|, it follows from Theorem 5.2(a) that
w = T j(xn)u = T j(xn+1,i)v (5.8)
for some words u, v ∈ X∗ with |u| = k− qn ≥ 0 and |v| = k− qn+1,i ≥ 0. By Theorem 5.2(a) and (5.8),
f = sfαn+1,i(wu−1, wv−1)
= sw(1)y1w(2)y2 · · · ,
where |s| = j, and y1y2y3 · · · is given by fαn+1,i over the alphabetB(w) = {u−1, v−1}.
(b) Let qn+1,i+1 − k− 1 ≤ j ≤ qn − 1. Since qn ≤ k = |w| < qn+1,i+1, it follows from Theorem 5.2(b) that
w = T j(xn)u, T j(xn+1,i+1) = wv, (5.9)
where |u| = k− qn ≥ 0 and |v| = qn+1,i+1 − k > 0. By Theorem 5.2(b) and (5.9), the result follows as in part (a).
(c) Let qn ≤ j ≤ k. Since |w| < min{qn+1, qn+2,1}, it follows from Theorem 5.2(c) that
T qn+1−k+j−1(xn+1) = wu, T qn+1−k+j−1(xn+2,1) = wv, (5.10)
where |u| = qn+1 − k > 0 and |v| = qn+2,1 − k > 0. By Theorem 5.2(c) and (5.10), the result follows as in part (a). 
6. Some subclasses ofF (f )
In this section we will determine the location Λ(w), the values of |s|, and β(w) in RED(w), and the alphabet B(w) in
SOD(w), for each word w in some subclass of F . Using the results in Sections 4 and 5, we can do so once we know the
interval in which |w| lies and the value of j for whichw = z(|w|, j). The subclasses of F that we are interested in areQ, S,
and {w ∈ F : w = u2 for some u ∈ F } in this section and P in the next section.
Note thatw ∈ Q ∪ S if and only if |w| = q0 or qn,i for some n ≥ 1, 1 ≤ i ≤ an.
Lemma 6.1. (a) If n ≥ 0, then T j(xn) = z(qn, j), 0 ≤ j ≤ qn − 1; tn = z(qn, qn).
(b) If n ≥ 0, and 1 ≤ i ≤ an+1 − 1, then
T j(xn+1,i) =
{
z(qn+1,i, j) (0 ≤ j ≤ qn − 2)
z(qn+1,i, j+ 1) (qn − 1 ≤ j ≤ qn+1,i − 1)
tn+1,i = z(qn+1,i, qn − 1).
Proof. (a) follows immediately from Lemma 2.1(c).
(b) Let d be the last letter of xn+1,i. Since x
an+1−i
n x2n+1,id−1 <p x
2
n+1d−1 <p f , it follows that for 0 ≤ j ≤ qn+1,i −
1, T j(xn+1,i) = f [(an+1−i)qn+j+1; qn+1,i].Now the result for T j(xn+1,i) follows from (3.11). By Lemma3.2 and Corollary 3.5,
the result for tn+1,i then follows. 
The following theorem, which determines the location of factors of f of length q0 or qn+1,i, n ≥ 0, 1 ≤ i ≤ an+1, is an
immediate consequence of Lemma 6.1, Theorem 4.3, and (4.4).
Theorem 6.2. Let n ≥ 0, 1 ≤ i ≤ an+1 − 1.
(a) (i) If 0 ≤ j ≤ qn−1 − 2, then
Λ(T j(xn)) = {[tαn](qn − qn−1)+ (t − 1)qn−1 + j+ 1 : t ≥ 1}.
(ii) If qn−1 − 1 ≤ j ≤ qn − 1, then
Λ(T j(xn)) = {[tαn+1,1]qn−1 + (t − 1)qn + j+ 1 : t ≥ 1}.
(b) Λ(tn) = {[tαn+2,1]qn + tqn+1 : t ≥ 1}.
(c) (i) If 0 ≤ j ≤ qn − 2, then
Λ(T j(xn+1,i)) = {[tαn+1,i](qn+1,i − qn)+ (t − 1)qn + j+ 1 : t ≥ 1}.
(ii) If qn − 1 ≤ j ≤ qn+1,i − 1, then
Λ(T j(xn+1,i)) = {[tαn+2,1]qn + tqn+1 − qn+1,i + j+ 1 : t ≥ 1}.
(d) Λ(tn+1,i) = {[tαn+1,i+1]qn+1,i + tqn : t ≥ 1}.
In the following lemma, we prove some factorizations of members of the setQ ∪ S in terms of other members ofQ ∪ S.
These factorizations will be used to determine the setB(w) in SOD(w), whenw ∈ Q ∪ S.
Lemma 6.3. Let n ≥ 1, 1 ≤ i ≤ an. Then
(a)
T j(xn,i) = T j(xn−1)T j(xn,i−1) (0 ≤ j ≤ qn,i − 2) (6.1)
= T j(xrn−1)T j(xn,i−r) (0 ≤ j ≤ qn,i−r+1 − 2, 1 ≤ r ≤ i) (6.2)
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(b)
T qn,i−1(xn,i) = tn−1tn,i−1 (6.3)
(c)
T qn−1−1(xn,i) = tn,i−1tn−1 (6.4)
(d)
tn,i = T qn−1−1(xn−1)tn,i−1 (6.5)
(e)
T (an−i)qn−1+j(xn) = T j(xn,i)T j(xan−in−1 ) (0 ≤ j ≤ qn,i + qn−1 − 2, 1 ≤ i ≤ an) (6.6)
(f)
T (an−i)qn−1+j(xn+1,1) = T j(xn,i)T j(xan−i+1n−1 ) (0 ≤ j ≤ qn,i + qn−1 − 2, 1 ≤ i ≤ an) (6.7)
Proof. The proof is straightforward for (n, i) ≤ (2, 1), and (n, i) = (3, 1). Now assume that (n, i) > (2, 1) and (n, i)
6= (3, 1).
(a) Let 1 ≤ i ≤ an, 0 ≤ j ≤ qn,i − 2.Write j = rqn−1 + e,where
0 ≤ r ≤ i− 1, 0 ≤ e ≤ qn−1 − 1, (6.8)
or
r = i, 0 ≤ e ≤ qn−2 − 2. (6.9)
If (6.8) holds, write xn−1 = uv,where |u| = e. Then
T j(xn−1) = vu
T j(xn,i) = T rqn−1+e(xrn−1uvxi−r−1n−1 xn−2) = vyu,
where y = xi−r−1n−1 xn−2xrn−1. If e = 0, the result is clear. Now suppose that e > 0. If i > 1, then u <p y; so y = uz for some
word z. Thus,
zu = T e(uz) = T e(y) = T rqn−1+e(xi−1n−1xn−2) = T j(xn,i−1),
and so T j(xn,i) = (vu)(zu) = T j(xn−1)T j(xn,i−1). If i = 1, then r = 0 = i− 1, j = e, and y = xn−2. Since
u <p yu = xn−2u <p xn−2xn−1 <p xan−1+2n−2 ,
xn−2u = uz,where z = T e(xn−2) = T j(xn−2). Hence
T j(xn,i) = (vu)(z) = T j(xn−1)T j(xn−2).
If (6.9) holds, the proof is similar. This proves (6.1). By applying (6.1) repeatedly, we have (6.2).
(b) Write cn−1 = cdwhere c, d ∈ X . Then
T qn,i−1(xn,i) = T−1(xin−1xn−2) = T−1(xn−1xn,i−1)
= (cxn−1d−1)(dxn,i−1c−1) = tn−1tn,i−1.
(c) This follows immediately from (b).
(d) Let c, d be as in the proof of (b). Then
tn,i = dxn,ic−1 = dxn−1xn,i−1c−1
= (dxn−1d−1)(dxn,i−1c−1)
= T qn−1−1(xn−1)tn,i−1.
(e) Let 1 ≤ i ≤ an − 1. By (6.2), T j(xn) = T j(xan−in−1 )T j(xn,i), for 0 ≤ j ≤ qn,i+1 − 2.
Now the result follows immediately.
(f) If i, j are as given, then
T (an−i)qn−1+j(xn+1,1) = T (an−i)qn−1+j(xn)T (an−i)qn−1+j(xn−1)
(by (6.1) and the fact that 0 ≤ (an − i)qn−1 + j ≤ qn+1,1 − 2)
= T j(xn,i)T j(xan−in−1 )T j(xn−1) (by (6.6))
= T j(xn,i)T j(xan−i+1n−1 ). 
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We next determine |s|, β(w) andB(w) in SOD(w) of f forw ∈ Q ∪ S.
Theorem 6.4. Let n ≥ 0.
(a) Letw = T j(xn).
(i) If 0 ≤ j ≤ qn−1 − 2, then |s| = j, β(w) = αn+1,0, andB(w) = {ε, (T j(xn,an−1))−1}.
(ii) If qn−1 − 1 ≤ j ≤ qn − 1, then |s| = j, β(w) = αn+1,1, andB(w) = {ε, T j(xn−1)}.
(b) Ifw = tn, then |s| = qn+1 − 1, β(w) = αn+2,1, andB(w) = {tn+1,an+1−1, tn+1}.
(c) Letw = T j(xn+1,i), where 1 ≤ i ≤ an+1 − 1, 0 ≤ j ≤ qn+1,i − 1.
(i) If 0 ≤ j ≤ qn − 2, then |s| = j, β(w) = αn+1,i, andB(w) = {(T j(xn+1,i−1))−1, ε}.
(ii) If qn − 1 ≤ j ≤ qn+1,i − 1, then |s| = (an+1 − i)qn + j, β(w) = αn+2,1, andB(w) = {T j(xan+1−in ), T j(xan+1−i+1n )}.
(d) Ifw = tn+1,i, where 1 ≤ i ≤ an+1 − 1, then |s| = qn − 1, β(w) = αn+1,i+1, andB(w) = {(tn+1,i−1)−1, tn}.
Proof. Let k = |w|. Clearly k = qn ∈ In+1,0 in (a) and (b), and k = qn+1,i ∈ In+1,i in (c) and (d). Let l be the unique integer
such thatw = z(k, l).
(a) By Lemma 6.1(a), l = j.
(i) If 0 ≤ j ≤ qn−1 − 2 = qn+1,i+1 − k − 2, then, by Theorem 5.5(a), |s| = j, β(w) = αn+1,0, and B(w) = {u−1, v−1},
where
u = (T j(xn))−1w = ε
v = (T j(xn+1,0))−1w = (T j(xn−1))−1T j(xn) = T j(xn,an−1) (by (6.1)).
(ii) If qn−1 − 1 ≤ j ≤ qn − 1, then, by Theorem 5.5(b), |s| = j, β(w) = αn+1,1, andB(w) = {u−1, v},where
u = (T j(xn))−1w = ε
v = w−1T j(xn+1,1) = (T j(xn))−1T j(xn+1,1) = T j(xn−1) (by (6.1)).
(b) By Lemma 6.1(a), l = qn. Therefore, by Theorem 5.5(c), |s| = qn+1 − k + l − 1 = qn+1 − 1, β(w) = αn+2,1 and
B(w) = {u, v},where
u = t−1n T qn+1−1(xn+1) = tn+1,an+1−1 (by (6.3))
v = t−1n T qn+1−1(xn+2,1) = tn+1 (by (6.4)).
(c) (i) If 0 ≤ j ≤ qn − 2 = qn+1,i+1 − k − 2, then, by Lemma 6.1(b), l = j. Therefore, by Theorem 5.5(a),
|s| = j, β(w) = αn+1,i andB(w) = {u−1, v−1},where
u = (T j(xn))−1T j(xn+1,i) = T j(xn+1,i−1) (by (6.1))
v = (T j(xn+1,i))−1T j(xn+1,i) = ε.
(ii) If qn−1 ≤ j ≤ qn+1,i−1 = k−1, then, by Lemma 6.1(b), l = j+1. By Theorem 5.5(c), |s| = (an+1− i)qn+ j, β(w) =
αn+2,1, andB(w) = {u, v},where
u = (T j(xn+1,i))−1T (an+1−i)qn+j(xn+1) = T j(xan+1−in ) (by (6.6))
v = (T j(xn+1,i))−1T (an+1−i)qn+j(xn+2,1) = T j(xan+1−i+1n ) (by (6.7)).
(d) By Lemma 6.1(b), l = qn−1. Therefore, by Theorem 5.5(b), |s| = l = qn−1, β(w) = αn+1,i+1, andB(w) = {u−1, v},
where
u = (T qn−1(xn))−1tn+1,i = tn+1,i−1 (by (6.5))
v = (tn+1,i)−1T qn−1(xn+1,i+1) = tn (by (6.4)). 
It is worthwhile to note that in Theorem 6.4, for each w ∈ Q (resp., S), B(w) is described in terms of members of Q
(resp., S), and by using Lemma 3.10 of [5], the corresponding prefix s of f can always be expressed in terms of the xn’s which
are members ofQ.
Part (a) and (b) and the case w = tn,an−1, n ≥ 1, of Theorem 6.4 have been obtained by Glen (with a different proof),
except that both s and B(w) obtained are described in terms of the palindromes tn’s and tn,an−1’s (see Remark 4.2 and
Theorem 6.2 of [16]).
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The following description of squares in f was obtained by Damanik and Lenz [13] (cf. [2]).
Lemma 6.5. Let u ∈ F . Then u2 ∈ F if and only if u is one of the following forms:
T j(xpn) where n ≥ 0, 1 ≤ p < 1+
an+1
2
, 0 ≤ j ≤ qn − 1 (6.10)
T j(xpn) where n ≥ 0, an+1 is even, p = 1+
an+1
2
, 0 ≤ j ≤ qn−1 − 2 (6.11)
T j(xn+1,p) where n ≥ 1, 1 ≤ p ≤ an+1 − 1, 0 ≤ j ≤ qn − 2. (6.12)
For eachw = u2 ∈ F ,where u is of the form (6.10)–(6.12), we first identifyw as a z(|w|, l).
Lemma 6.6. Let n ≥ 0 andw = (T j(xpn))2 in (a)–(c), and let n ≥ 1, 1 ≤ i ≤ an+1−1 andw = (T j(xn+1,i))2 in (d). Let k = |w|.
Let l be the unique integer with 0 ≤ l ≤ k such thatw = z(k, l).
(a) If 1 ≤ p ≤ an+12 and 0 ≤ j ≤ qn − 1, then
l = j. (6.13)
(b) If an+1 is odd and p = an+1+12 , then
l =
{
j (0 ≤ j ≤ qn−1 − 2) (6.14)
an+1qn + j+ 1 (qn−1 − 1 ≤ j ≤ qn − 1). (6.15)
(c) If an+1 is even, p = 1+ an+12 , and 0 ≤ j ≤ qn−1 − 2, then
l =
{
qn+1 + j (an+2 = 1) (6.16)
(an+1 + 1)qn + j+ 1 (an+2 > 1). (6.17)
(d) For 0 ≤ j ≤ qn − 2,
l =
{
qn+1,i + j+ 1 (2i+ 1 ≤ an+1) (6.18)
(an+1 − i)qn + j (2i ≥ an+1). (6.19)
Proof. We first consider the casew = (T j(xpn))2 and k = 2pqn. Let
v =
{
d−1 n ≥ 0
hn−1 n ≥ 2, where d is the last letter of xn. (6.20)
Since x2n+2 <p f , and xnv <p xn−1xn,we have
xan+1n xnv <p x
an+1
n xn−1xn = xn+1xn ≤p xn+2 <p f (6.21)
xan+2n+1 x
an+1+2
n v <p x
an+2
n+1 xnx
an+1
n xn−1xn ≤p x2n+2 <p f . (6.22)
If 1 ≤ p ≤ an+12 , then qn ≤ k < qn+1. Therefore, for 0 ≤ j ≤ qn−1, it follows from (6.21) and (3.1) that l = j. This proves
(a).
If an+1 is odd and p = an+1+12 , then qn+1 ≤ k = (an+1 + 1)qn < qn+2. Hence, for 0 ≤ j ≤ qn−1 − 2 (and n ≥ 2),
(6.14) follows from (6.21) and (3.1); for qn−1 − 1 ≤ j ≤ qn − 1, (6.15) follows from (6.22), (3.1) and the inequalities
qn+1 ≤ an+1qn + j+ 1 ≤ k. This proves (b).
Now let an+1 be even, p = 1+ an+12 , and 0 ≤ j ≤ qn−1−2 (and n ≥ 2). If an+2 = 1, then qn+2 < k = (an+1+2)qn < qn+3,
and so (6.16) follows from (6.22), (3.1), and the inequalities 0 ≤ qn+1 + j ≤ qn+2 − 1. If an+2 > 1, then qn+1 < k < qn+2,
and so
w = f [an+2qn+1 + j+ 1; k]
= f [((an+1 + 1)qn + j+ 1)+ qn+2 − k; k]
= z(k, (an+1 + 1)qn + j+ 1),
according to (6.22), (3.1) and the inequalities qn+1 ≤ (an+1 + 1)qn + j+ 1 ≤ k. This proves (c).
We next consider the casew = (T j(xn+1,i))2. Since
xan+1−in x2n+1,ixnc
−1
n = xn+1xinxn−1xnc−1n = xn+1xi+1n xn−1c−1n+1 <p x2n+1 <p f ,
it follows that, for 0 ≤ j ≤ qn − 2,
w = f [(an+1 − i)qn + j+ 1; k], (6.23)
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where k = |w| = 2qn+1,i. If 2i+ 1 ≤ an+1, then qn < k < (2i+ 1)qn + qn−1 ≤ qn+1, hence
w = f [qn+1 + (qn+1,i + j+ 1)− 2qn+1,i; k] = z(k, qn+1,i + j+ 1),
according to (6.23), (3.1), and the inequalities qn < qn+1,i + j+ 1 < k. This proves (6.18). If 2i ≥ an+1, then
qn+1 < qn+1 + qn−1 ≤ k < 2qn+1 < qn+3,
0 < qn ≤ (an+1 − i)qn + j ≤ iqn + (qn − 2) ≤ qn+1 − 2,
and so (6.19) follows from (6.23) and (3.1). This proves (d). 
Letting p = 1 in Lemma 6.6, we obtain the following corollary.
Corollary 6.7. Let n ≥ 0.
(a) If an+1 ≥ 2, then (T j(xn))2 = z(2qn, j), 0 ≤ j ≤ qn − 1.
(b) If an+1 = 1, then
(T j(xn))2 =
{
z(2qn, j) (0 ≤ j ≤ qn−1 − 2)
z(2qn, qn + j+ 1) (qn−1 − 1 ≤ j ≤ qn − 1).
The factorizations of conjugates of powers of members in Q given in the following lemma will be used to determine
B(w) for squaresw in f .
Lemma 6.8. Let n ≥ 1 and let 1 ≤ i ≤ an+1 in (6.33)–(6.36). Then
T qn+j(xn+1,1) =
{
T j(xn−1)T j(xn) (0 ≤ j ≤ qn+1,1 − 2) (6.24)
T j(xn)T qn+j(xn−1) (0 ≤ j ≤ qn−1 − 2) (6.25)
T j(xrn) = T j(xn+1,r−1)T j(xn,an−1) (1 ≤ r ≤ an+1 + 1, 0 ≤ j ≤ qn − 2) (6.26)
T an+2qn+1+j(xn+2) = T j(xan+1+1n )T j(xn−1)T j(xan+2−1n+1 ) (0 ≤ j ≤ qn+1,1 − 2) (6.27)
T an+2qn+1+j(xn+3,1) = T j(xan+1+1n )T j(xn−1)T j(xan+2n+1 ) (0 ≤ j ≤ qn+1,1 − 2) (6.28)
T an+2qn+1+j(xn+2) = T j(xan+1+2n )T qn+j(xn−1)T j(xn+1,an+1−1)T j(xan+2−2n+1 ) (an+2 ≥ 2, 0 ≤ j ≤ qn−1 − 2) (6.29)
T an+2qn+1+j(xn+3,1) = T j(xan+1+2n )T qn+j(xn−1)T j(xn+1,an+1−1)T j(xan+2−1n+1 ) (an+2 ≥ 1, 0 ≤ j ≤ qn−1 − 2) (6.30)
T j(xan+1+2n ) = T qn+1+j(xn+2)T j(xn,an−1) (an+2 = 1, 0 ≤ j ≤ qn − 2) (6.31)
T qn+1+j(xn+3,1) = T j(xan+1+2n )T qn−2+j(xn−1)T j(xn+1,an+1−1) (an+2 = 1, 0 ≤ j ≤ qn−1 − 2) (6.32)
T (an+1−i)qn+j(xn+1) = T j(x2n+1,i)T j(xn,an−1)T j(xan+1−2i−1n ) (2i+ 1 ≤ an+1, 0 ≤ j ≤ qn − 2) (6.33)
T (an+1−i)qn+j(xn+2,1) = T j(x2n+1,i)T j(xn,an−1)T j(xan+1−2in ) (2i ≤ an+1, 0 ≤ j ≤ qn − 2) (6.34)
T j(x2n+1,i) = T (an+1−i)qn+j(xn+1)T j(xn+1,2i−an+1) (2i ≥ an+1, 0 ≤ j ≤ qn+1,1 − 2) (6.35)
T j(x2n+1,i) = T (an+1−i)qn+j(xn+2,1)T j(xn+1,2i−an+1−1) (2i > an+1, 0 ≤ j ≤ qn+1,1 − 2) (6.36)
Proof. By (6.1), for 0 ≤ j ≤ qn+1,1 − 2, we have
T qn+j(xn+1,1) = T qn(T j(xn+1,1)) = T qn(T j(xn)T j(xn−1)) = T j(xn−1)T j(xn),
proving (6.24); for 0 ≤ j ≤ qn−1 − 2, we have
T qn+j(xn+1,1) = T qn+j(xn)T qn+j(xn−1) = T j(xn)T qn+j(xn−1),
proving (6.25). By (6.1) and (6.2), for 1 ≤ r ≤ an+1 + 1 and 0 ≤ j ≤ qn − 2,
T j(xrn) = T j(xr−1n )T j(xn)
= T j(xr−1n )T j(xn−1)T j(xn,an−1)
= T j(xn+1,r−1)T j(xn,an−1),
proving (6.26). By (6.2), for 0 ≤ j ≤ qn+1,1 − 2,
T an+2qn+1+j(xn+2) = T an+2qn+1(T j(xan+2n+1 )T j(xn))
= T j(xn)T j(xn+1)T j(xan+2−1n+1 )
= T j(xn)T j(xan+1n )T j(xn−1)T j(xan+2−1n+1 )
= T j(xan+1+1n )T j(xn−1)T j(xan+2−1n+1 ),
proving (6.27). Eq. (6.28) follows immediately from (6.1) and (6.27). Eqs. (6.29)–(6.36) can be proved in a similar fashion. 
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We now compute, for each squarew ∈ F , the quantities |s|, β(w) andB(w) in SOD(w). For simplicity, in the following
theorem, we write β ,B for β(w) andB(w) respectively.
Theorem 6.9. Let w = (T j(xpn))2, where n ≥ 0, 0 ≤ j ≤ qn − 1, in (a)–(c), and w = (T j(xn+1,i))2, n ≥ 1, 1 ≤ i ≤
an+1 − 1, 0 ≤ j ≤ qn − 2 in (d), (e). Let k = |w|.
(a) If 1 ≤ p ≤ an+12 , then k ∈ In+1,2p−1, |s| = j and
β = αn+1,2p−1,B = {(T j(x2p−1n ))−1, (T j(xn,an−1))−1}, 0 ≤ j ≤ qn−1 − 2;
β = αn+1,2p,B = {(T j(x2p−1n ))−1, T j(xn−1)}, otherwise.
(b) If an+1 is odd, p = an+1+12 , then k ∈ In+2,0, and
|s| = j, β = αn+2,0,B = {(T j(xn,an−1))−1, (T j(xan+1n ))−1}, 0 ≤ j ≤ qn−1 − 2;
|s| = an+2qn+1 + j, β = αn+3,1,B = {T j(xn−1)T j(xan+2−1n+1 ), T j(xn−1)T j(xan+2n+1 )}, otherwise.
(c) If an+1 is even, p = 1+ an+12 , and 0 ≤ j ≤ qn−1 − 2, then |s| = an+2qn+1 + j, β = αn+3,1. In addition,
k ∈ In+3,0,B = {(T j(xn,an−1))−1, T qn−2+j(xn−1)T j(xn+1,an+1−1)}, if an+2 = 1;
k ∈ In+2,1,B = {T qn−2+j(xn−1)T j(xn+1,an+1−1)T j(xan+2−2n+1 ), T qn−2+j(xn−1)T j(xn+1,an+1−1)T j(xan+2−1n+1 )}, if an+2 > 1.
(d) If 2i+ 1 ≤ an+1, then k ∈ In+1,2i, |s| = (an+1 − i)qn + j, β = αn+2,1, and
B = {T j(xn,an−1)T j(xan+1−2i−1n ), T j(xn,an−1)T j(xan+1−2in )}.
(e) If 2i ≥ an+1, then |s| = (an+1 − i)qn + j.Moreover,
k ∈ In+2,0, β = αn+2,1,B = {(T j(xn−1))−1, T j(xn,an−1)} if 2i = an+1;
k ∈ In+2,1, β = αn+2,1,B = {(T j(xn+1,2i−an+1))−1, (T j(xn+1,2i−an+1−1))−1}, if 2i > an+1, and an+2 > 1;
k ∈ In+3,0, β = αn+3,0,B = {(T j(xn+1,2i−an+1−1))−1, (T j(xn+1,2i−an+1))−1}, if 2i > an+1, and an+2 = 1.
Proof. Weprove only the first case of (c) and (d). Other cases can be proved in a similarway. First suppose that the conditions
in (c) hold. Then k = 2pqn. If an+2 = 1, then Lemma 6.6(c) implies thatw = z(k, l),where l = qn+1 + j. Since
qn+2 < k = (an+1 + 2)qn < qn+3,1, and qn+3,1 − k− 1 ≤ l ≤ qn+2 − 1,
Theorem 5.5(b) implies that, in SOD(w), |s| and β are given by Lemma 5.1(b) and (5.7) respectively, and B = {u−1, v},
where
u = (T l(xn+2))−1T j(x2pn ) = T j(xn,an−1)
v = (T j(x2pn ))−1T l(xn+3,1) = T qn−2+j(xn−1)T j(xn+1,an+1−1),
by (6.31) and (6.32) respectively. This proves the first case of (c).
Next suppose that the conditions in (d) hold. Then, by Lemma 6.6(d),w = z(k, l),where k = 2qn+1,i and l = qn+1,i+j+1.
Since
qn ≤ qn+1,2i < k = 2qn+1,i < qn+1,2i+1 ≤ qn+1, and qn ≤ l < 2qn+1,i = k,
Theorem 5.5(c) implies that, in SOD(w),
|s| = qn+1 − k+ l− 1 = (an+1 − i)qn + j (by Lemma 5.1(c)),
β = αn+2,1(by (5.7)), and B = {u, v}, where
u = (T j(x2n+1,i))−1 T (an+1−i)qn+j(xn+1) = T j(xn,an−1)T j(xan+1−2i−1n ) (by (6.33))
v = (T j(x2n+1,i))−1T (an+1−i)qn+j(xn+2,1) = T j(xn,an−1)T j(xan+1−2in ) (by (6.34)). 
For each square w ∈ F , we have computed, in Lemma 6.6, the integer l for which w = z(|w|, l) and, in Theorem 6.9,
the interval In+1,i in which w lies. With these quantities, we can now apply Theorem 4.3 to obtain easily the location of w.
However, instead of writing down the statement for squares in f , which is lengthy, we only write down the statement for
the squares of conjugates of xn as an example.
Theorem 6.10. Letw = T j(x2n) with n ≥ 0 and 0 ≤ j ≤ qn − 1.
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(a) If an+1 ≥ 2, then
Λ(w) =
{{[tαn+1,1]qn−1 + (t − 1)qn + j+ 1 : t ≥ 1}, 0 ≤ j ≤ qn−1 − 2
{[tαn+1,2]qn+1,1 + (t − 1)qn + j+ 1 : t ≥ 1}, otherwise.
(b) If an+1 = 1, then
Λ(w) =
{{[tαn+1](qn+1 − qn)+ (t − 1)qn + j+ 1 : t ≥ 1}, 0 ≤ j ≤ qn−1 − 2
{[tαn+3,1]qn+1 + tqn+2 − qn + j+ 1 : t ≥ 1}, otherwise.
Proof. Weprove the second case of (b) only. The proof of the other cases are similar. Let an+1 = 1 and qn−1−1 ≤ j ≤ qn−1.
By Corollary 6.7(b), w = z(k, l), where k = |w| = 2qn, and l = qn + j + 1; by Theorem 6.9(b), k ∈ In+2,0. Since
qn+1 ≤ l ≤ 2qn = k, it follows from Theorem 4.3(c) that
Λ(w) = {[tαn+3,1]qn+1 + tqn+2 − k+ l : t ≥ 1};
hence the result follows. 
7. Palindromic factors of fα
To find out which factors z(k, j) of f are palindromes, we first determine the reversal of each z(k, j). It is of the form
z(k, l), where l is uniquely determined by j.
Lemma 7.1. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1, and 0 ≤ j ≤ k. Let l ≥ 0 be such that 0 ≤ l ≤ k and
z(k, l) = (z(k, j))∼. Then
l =

qn+1,i+1 − k− 2− j (0 ≤ j ≤ qn+1,i+1 − k− 2) (7.1)
qn+1,i+1 + qn − k− 2− j (qn+1,i+1 − k− 1 ≤ j ≤ qn − 1) (7.2)
k+ qn − j (qn ≤ j ≤ k) (7.3)
Proof. We prove only the case 0 ≤ j ≤ qn+1,i+1 − k− 2. By (3.1), uz(k, j) <p f where u <p f and |u| = j. Since |uz(k, j)| =
j+ k ≤ qn+1,i+1 − 2,we have uz(k, j) ≤p hn+1,i+1; hence (z(k, j))∼u ≤s hn+1,i+1. Therefore, (z(k, j))∼ = f [l+ 1; k],where
l = qn+1,i+1 − 2− k− j. Since 0 ≤ l ≤ qn+1,i+1 − k− 2, it follows from (3.1) that (z(k, j))∼ = z(k, l). 
Lemma 7.2. Let n ≥ 0.
(a) qn+1,i and qn are relatively prime, 0 ≤ i ≤ an+1.
(b) For 0 ≤ i ≤ an+1 − 1, exactly one of qn+1,i+1, qn+1,i, and qn is even.
Proof. Part (a) has been proved in [21, p. 40]. Now (b) follows from (a) and the equation qn+1,i+1 = qn+1,i + qn. 
Corollary 7.3. Let k ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1. Let
j1 = 12 (qn+1,i+1 − k− 2), (7.4)
j2 = 12 (qn+1,i+1 − k− 2+ qn), (7.5)
j3 = 12 (k+ qn). (7.6)
(Note: j1, j2, j3 may not be integers.)
(a) For 0 ≤ j ≤ k, z(k, j) ∈ P if and only if j ∈ {j1, j2, j3}.
(b) For even k ≥ 1, f has exactly one palindromic factor of length k, namely,{z(k, j1) if qn+1,i+1 is even (i.e., qn, qn+1,i are odd),
z(k, j2) if qn+1,i is even,
z(k, j3) if qn is even.
(c) For odd k ≥ 1, f has exactly two palindromic factors of length k, namely,{z(k, j1), z(k, j2) if qn is even,
z(k, j1), z(k, j3) if qn+1,i is even,
z(k, j2), z(k, j3) if qn+1,i+1 is even (i.e., qn, qn+1,i are odd).
Proof. Part (a) is an immediate consequence of Lemma 7.1. For part (b) and (c), we first look at the case in which both k and
qn+1,i+1 are even. By Lemma 7.2(b), qn+1,i and qn are both odd; hence, j1 ∈ Z while j2, j3 /∈ Z . Therefore, by (a), z(k, j1) is the
only palindromic factor of f of length k. Other cases are proved similarly. 
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We remark that we have just demonstrate another proof of a well-known result, proved by Droubay and Pirillo [14]: For
each k ≥ 1, there is exactly one (resp., two) palindromic factor of f of length k if k is even (resp., odd). Furthermore, we have
identified these palindromic factors as well.
Combining Corollary 7.3(a) with Theorem 4.3 (resp., Theorem 5.4, Theorem 5.5) the location Λ(w) (resp., the
decomposition RED(w), SOD(w)) of each palindromic factor w of f can be obtained immediately. In Theorem 7.4 below,
we will express the overlap factors and the separate factors ofw in terms of the tn,i’s. LetP = {u ∈ G : u ∈ P or u−1 ∈ P }.
Theorem 7.4. Letw ∈ P with k = |w| ∈ In+1,i, where n ≥ 0, 0 ≤ i ≤ an+1 − 1, let j1, j2, j3 be as in Corollary 7.3. Then:
(a) If j1 ∈ Z andw = z(k, j1), thenB(w) = {u−1, v−1}, where
u = med(tn+1,i, j1 + 1), v = med(tn, j1 + 1).
(b) If j2 ∈ Z andw = z(k, j2), thenB(w) = {u−1, v}, where
u = med(tn+1,i+1, j2 + 1), v = med
(
tn,
1
2
(k− qn+1,i)
)
.
(c) If j3 ∈ Z andw = z(k, j3), thenB(w) = {u, v}, where
u = med
(
tn+1,an+1−1,
1
2
(k− qn)
)
, v = med
(
tn+1,
1
2
(k− qn)
)
.
Proof. We prove part (b) only. Since qn+1,i+1− k− 1 ≤ j2 ≤ qn− 1, (3.1) implies that zw <p f ,where z <p f with |z| = j2
and Theorem 5.5(b) implies that
w = T j2(xn)u, and T j2(xn+1,i+1) = wv. (7.7)
Clearly u = εwhen k = qn.Now suppose that k > qn. Sincew is a palindrome, z˜u <p f .Now since |u|+2|z| = qn+1,i+1−2,
we see that u˜ = med (hn+1,i+1, j2). Therefore u is a palindrome and by Lemma 2.1(d), u = med (tn+1,i+1, j2 + 1).
Since |v| = qn+1,i+1 − k ≤ qn, and qn − |v| = k− qn+1,i is even, we can write tn = xy˜x, where |x| = 12 (k− qn+1,i) and|y| = |v|. Then |xy| = j2 + 1. Therefore, by (6.3),
T j2(xn+1,i+1) = T j2+1(T−1(xn+1,i+1)) = T j2+1(tntn+1,i) = (˜x tn+1,ix)(y), (7.8)
hence, v = y = med (tn, 12 (k− qn+1,i)). 
Remark 7.5. (a) Note that from (7.7) and (7.8), it follows thatw = z(k, j2) = x˜tn+1,ix, where x <p tn, with |x| = 12 (k−qn+1,i).
Similarly, when j3 ∈ Z,we havew = z(k, j3) = x˜tnx,where x <p tn+1,an+1−1,with |x| = 12 (k− qn).
(b) The fact that any overlap factor u of w ∈ P ∩ X+ is always a palindrome can be proved as follows: let x, y ∈ X+ be
such thatw = xu = uy and xuy ∈ F . Then u˜˜x = w˜ = w = uy and so u ∈ P .
(c) It can be proved, without using the conclusion of Theorem 7.4, that for eachw ∈ P , and its separate factor v (if exists),
wv is the CPF of the corresponding return word, which is a member ofQ.
Indeed, it is quite easy to see that if y ∈ X+ has a CPF, then so does each conjugate of y and
|(T j(y))L| ≡ |yL| − 2j (mod |y|) (0 ≤ j ≤ |y| − 1).
In particular, the primitivity of T−1(xn,i) and (6.3) actually give a CPF of T−1(xn,i) (see [12]), and hence the following
result.
Lemma 7.6. Each conjugate of xn,i ((n, i) ∈ M) has a CPF, and
|(T j(xn,i))L| ≡ qn−1 − 2− 2j (mod qn,i) (0 ≤ j ≤ qn,i − 1). (7.9)
Now under the condition of Theorem 7.4(b),Eq. (7.7) holds as in the proof of Theorem 7.4(b), and hence, by (6.1),
T j2(xn+1,i) = uv. By (7.9), |(T j2(xn+1,i+1))L| ≡ qn − 2− 2j2 ≡ k = |w| (mod qn+1,i+1). Therefore, w = (T j2(xn+1,i+1))L, and
u = (T j2(xn+1,i))L, v = (T j2(xn+1,i))R = (T j2(xn+1,i+1))R are palindromes. Similarly, under the condition of Theorem 7.4(c),
we have
w = (Tm(xn+1))L = (Tm(xn+2,1))L, and
u = (Tm(xn+1))R, v = (Tm(xn+2,1))R are palindromes,
wherem = qn+1 − k+ j3 − 1.
Another way to describe palindromic factors of f is by making use of the palindromic prefixes of f .
Define
Hn,1 = {med(hn,1, r) : 0 ≤ r ≤ qn−2 − 1}, n ≥ 2
Hn,i = {med(hn,i, r) : 0 ≤ r ≤ qn−1 − 1}, n ≥ 1, 2 ≤ i ≤ an
P1,1 is empty, Pn,i = P (hn,i), (n, i) ∈ M, (n, i) > (1, 1), Pn = Pn,an , n ≥ 1.
In particular,H1,i = {0i−1}, 2 ≤ i ≤ a1, H2,1 = {0a1},
H2,2 = {0r10r : 0 ≤ r ≤ a1}, P1,i = {0r : 1 ≤ r ≤ i− 1}, 2 ≤ i ≤ a1, P2,1 = {0i : 1 ≤ i ≤ a1}.
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Lemma 7.7. Let c, d ∈ X be such that cd ≤s xn.
(a) If n ≥ 2, 2 ≤ i ≤ an, then
(i) hn,i = hn−1dtn,i−2dhn−1 = xn−1hn,i−2˜xn−1
(ii) med(hn,i, r) first occurs at position r + 1 in f for 0 ≤ r ≤ qn−1 − 1.
(b) If n ≥ 3, then
(i) hn,1 = hn−2ctn−1,an−1−1chn−2 = xn−2hn−1,an−1−1˜xn−2
(ii) med(hn,1, r) first occurs at position r + 1 in f for 0 ≤ r ≤ qn−2 − 1.
Proof. (a) (i)
hn,i = xn,i(cd)−1 = xn−1xi−2n−1xn−1xn−2(cd)−1
= hn−1dcxi−2n−1xn−2xn−1(dc)−1
= hn−1d(cxn,i−2d−1)dhn−1 = hn−1dtn,i−2dhn−1.
(ii) By (i), tn,i−2 is amedian factor ofmed(hn,i, r), 0 ≤ r ≤ qn−1−1. Theorem6.2 implies that tn,i−2 first occurs at position
qn−1 in f ; hence the result follows.
(b) The proof is similar to part (a). 
Lemma 7.8. (a) Pn,i = Pn,i−1⋃˙Hn,i, n ≥ 1, 2 ≤ i ≤ an.
(b) Pn,1 = Pn−1⋃˙Hn,1, n ≥ 2.
Proof. (a) Clearly the result is truewhen n = 1. Now let n ≥ 2. Since hn,i−1 <p hn,i,we haveP (hn,i−1)∪Hn,i ⊂ P (hn,i).We
claim that P (hn,i−1) ∩Hn,i is empty. Ifw ∈ Hn,i, then, for some r with 0 ≤ r ≤ qn−1 − 1, w = med(hn,i, r) = f [r + 1, k],
where k = |w| = qn,i − 2 − 2r. By Lemma 7.7, the first occurrence of w ends at position qn,i − 2 − r in f . Since
qn,i − 2− r ≥ qn,i−1 − 1, w /∈ P (hn,i−1). This proves our claim. Thus
Pn,i−1
⋃˙
Hn,i ⊂ Pn,i. (7.10)
Finally, we prove that
Pn,i ⊂ Pn,i−1
⋃˙
Hn,i. (7.11)
Letw ∈ Pn,i. Thenw ≤ hn,i. Ifw ∈ Pn,i−1, then we are done. Suppose thatw /∈ Pn,i−1.Write hn,i = hn,i−1ch, where c ∈ X .
By Lemma 7.7(a)(i), tn,i−2 is a median factor of hn,i. Since
1
2
(|hn,i| − |tn,i−2|) = 12 (qn,i − 2− qn,i−2) = qn−1 − 1 = |h|,
we see that hn,i = h˜tn,i−2h.Write hn,i = uwv = v˜wu˜. Since w  hn,i−1, we have |u| ≤ |h| and |v| ≤ |h|; so tn,i−2 ≤ w.
Write h˜ = uu1, h = v1v. Then w = u1tn,i−2v1. If |u1| 6= |v1|, say |u1| > |v1|, then hn,i = u˜v1tn,i−2˜u1v and |u˜v1| < |uu1| =
|h| = qn−1 − 1. But Theorem 6.2 implies that tn,i−2 first occurs at position qn−1 in f , contradiction. Thus |u1| = |v1| and so
|u| = |v| andw = med(hn,i, |u|). Since 0 ≤ |u| ≤ qn−1 − 1, w ∈ Hn,i. This proves (7.11) and hence (a) holds.
(b) The proof is similar to part (a). 
Note: In the proof of part (a) of Lemma 7.8, after proving (7.10), one could use the known formula: |P (s)| = |s| for all s ∈ P
(see [15]) to prove that |Pn,i−1⋃˙Hn,i| = |Pn,i|, and then conclude that (a) holds.
Proposition 7.9. Let (n, i) ∈ M with (n, i) > (1, 1).
(a) Pn,i = ⋃˙{Hm,j : (m, j) ∈ M, (1, 1) < (m, j) ≤ (n, i)}.
(b) P = ⋃˙{Hn,i : (n, i) ∈ M, (n, i) > (1, 1)}.
Proof. (a) This follows from Lemma 7.8.
(b) For each w ∈ P , w ≤ hn,i, that is w ∈ Pn,i, for some (n, i) ∈ M with (n, i) > (1, 1). Therefore the result follows
from part (a). 
We remark that Proposition 7.9(b) and Lemma 7.7(a)(ii) imply the known result of Droubay, Justin, and Pirillo: The first
occurrence of each palindromic factor of f is a median factor of a palindromic prefix of f (see [15]).
The following result identifies each palindromic factorw =med(hn,i, r) ∈ Hn,i as a z(k, j),where k = qn,i− 2− 2r , and
determines |s|, β(w), andB(w) in SOD(w).
Theorem 7.10. Let (n, i) ∈ M and (n, i) > (1, 1). Let w = med(hn,i, r) ∈ Hn,i, that is, 0 ≤ r ≤ qn−1 − 1 if i ≥ 2, and
0 ≤ r ≤ qn−2 − 1 if i = 1. Let k = |w| = qn,i − 2− 2r. Then, in the decomposition SOD(w) of f , |s| = r, β(w) = αn,i−1, and
B(w) = {u−1, v−1}, where u = med(tn,i−1, r + 1) and v = med(tn−1, r + 1).
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(a) For i ≥ 2,
(i) If 0 ≤ r ≤ 12 (qn−1 − 2), then k ∈ In,i−1, w = z(k, r).
(ii) If 12 (qn−1 − 2) < r ≤ 12 (qn,i−1 − 2), then k ∈ In,i−2, w = z(k, r).
(iii) If i = 2 and 12 (qn,1 − 2) < r ≤ qn−1 − 1, then qn−2 ≤ k < qn−1, w = z(k, qn,1 − r − 1).
(b) For i = 1,
(i) If 0 ≤ r ≤ 12 (qn−2 − 2), then k ∈ In,0, w = z(k, r).
(ii) If 12 (qn−2 − 2) < r ≤ 12 (qn−1 − 2), then k ∈ In−1,an−1−1, w = z(k, r).
(iii) If an−1 = 1 and 12 (qn−1 − 2) < r ≤ qn−2 − 1, then qn−3 ≤ k < qn−2, w = z(k, qn−1 − r − 1).
Proof. (a) Let n ≥ 1, i ≥ 2. Let w = med(hn,i, r), where 0 ≤ r ≤ qn−1 − 1, and let k = |w| = qn,i − 2 − 2r. Since
hn,i <p f , w = f [r + 1; k]. From the inequalities qn,i−2 = qn,i − 2qn−1 ≤ k < qn,i, we see that there are two cases to
consider: (α) qn−1 ≤ k (that is, 0 ≤ r ≤ 12 (qn,i−1− 2)), (β) i = 2 and qn−2 ≤ k < qn−1 (that is, 12 (qn,1− 2) < r ≤ qn−1− 1).
If (α) holds, (3.1) implies that w = z(k, r). Clearly, k ∈ In,i−1 if 0 ≤ r ≤ 12 (qn−1 − 2), and k ∈ In,i−2 otherwise. In the
former case, 0 ≤ r ≤ qn,i − k − 2, and so the assertions about |s| and β(w) (resp., B(w)) follow from Theorem 5.5 (resp.,
Theorem 7.4(a)). In the latter case, since qn,i−1 − k− 1 ≤ r ≤ qn−1 − 1, the formulas for |s| and β(w) (resp.,B(w)) follow
from Theorem 5.5 (resp., Theorem 7.4(b)).
If (β) holds, let j = qn,1 − r − 1. Then qn−2 ≤ j ≤ k. By (3.1), w = f [r + 1; k] = f [j + qn−1 − k; k] = z(k, j). Now
the results hold by Theorem 5.5, Theorem 7.4(c), and the fact that tn,1 = tn−2tn−1,an−1−1tn−2. Note that when n = 1, only
condition (α) holds andw = h1,i = z(i− 1, 0).
(b) Let n ≥ 2, i = 1. Thenw = hn,1[r + 1; k] = f [r + 1; k]. Since qn−1,an−1−1 ≤ k = qn,1 − 2− 2r ≤ qn,1 − 2, there are
two cases to consider: (α) qn−2 ≤ k ≤ qn,1 − 2 (that is, 0 ≤ r ≤ 12 (qn−1 − 2)), (β) an−1 = 1 and qn−3 ≤ k < qn−2 (that is,
1
2 (qn−1 − 2) < r ≤ qn−2 − 1).
If (α) holds, then (3.1) implies that w = z(k, r). Clearly, k ∈ In,0 if 0 ≤ r ≤ 12 (qn−2 − 2), and k ∈ In−1,an−1−1,
otherwise. In the former case, 0 ≤ r ≤ qn,1 − k − 2, and so the results follow from Theorem 5.5, and Theorem 7.4(a).
In the latter case, qn−1 − k − 1 ≤ r ≤ qn−2 − 1, and so the results follow from Theorem 5.5, Theorem 7.4(b), and the fact
that fαn−1(0, 1) = fαn,0(1, 0).
If (β) holds, let j = qn−1 − r − 1. Then qn−3 ≤ j ≤ k, and so, by (3.1), w = f [r + 1; k] = f [j + qn−2 − k; k] = z(k, j),
and by Theorem 5.5, |s| = qn−2 − k + j − 1 = qn,1 − 2 − k − r = 2r − r = r. Now the results follow from Theorem 5.5,
Theorem 7.4(c), and the facts that fαn−1(0, 1) = fαn,0(1, 0), and tn−1 = tn−1,1 = tn−3tn−2,an−2−1tn−3. 
Finally, we remark that the result on SOD obtained in Theorem 7.10 is essentially the following theorem due to A. Glen
(Theorem 5.1 of [16]).
Glen’s Theorem. Letw be a palindromic factor of fα with |w| ≥ 2.
(a) Suppose thatw = vUn,i˜v, where n ≥ 1, 0 ≤ i ≤ an+1 − 2, v <s vn−2 or v = ε. Then
fα = sw(1)z1w(2)z2 · · · , (7.12)
where s =
(
n−2∏
j=−1
vj
)
v−1, z1z2z3 · · · is given by fβ over the alphabet {(vUn,i−1˜v)−1, v˜−1wnv−1}, and β = αn+1,i+1.
(b) Suppose thatw = vUn,i˜v, where n ≥ 1, 0 ≤ i ≤ an+1 − 1, v <s wn−1 or v = ε. Then
fα = sw(1)z1w(2)z2 · · · (7.13)
where s =
(
n−3∏
j=−1
vj
)
v−1, z1z2z3 · · · is given by fβ over the alphabet
{(vUn,i−1˜v)−1, (vUn−1,an−2˜v)−1}, and β = αn+1,i.
Moreover, ifw = 0k for some 2 ≤ k ≤ a1 − 1, then
fα = w(1)z1w(2)z2 · · · ,
where z1z2z3 · · · is given by fβ over the alphabet {(0k−1)−1, 1}, and β = α1,k.
In order to obtain Glen’s Theorem from Theorem 7.10, we first give some definitions. The palindromic factorswn (n ≥ 0)
and vn (n ≥ −1) of fα in Glen’s Theorem (see also Melanco¸n [20], and Cao and Wen [2]) are respectively tn and tn+2,an+2−1
in this paper.wn (resp., vn) is called the nth singular word (resp., nth adjoining (singular) word) in [16,20,2].
Definew−2 = v−2 = ε,w−1 = 0. For n ≥ 0, and−1 ≤ i ≤ an+1 − 1, define
Un,i = (wn−1vn−2)iwn−1,
Un,i = (vn−2wn−1)ivn−2.
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Note that Un,i = tn+1,i (i ≥ 0) (by (6.3) and (6.5)), wn−1 = Un,0 and vn−1 = Un,an+1−1 = Un+1,0, for n ≥ 0.U0,i−1
= 0i = U0,i, 1 ≤ i ≤ a1 − 1.
It has been proved that each palindromic factorw of fα , with |w| ≥ 2, is one of the following forms
w = vUn,i˜v, where n ≥ 0, 0 ≤ i ≤ an+1 − 2, v = ε or v <s vn−2 (7.14)
or
w = vUn,i˜v, where n ≥ 0, 0 ≤ i ≤ an+1 − 1, v = ε or v <s wn−1 (7.15)
(see [2,16]).
The following equations are easy to obtain:
Un,i+1 = vn−2Un,ivn−2 (n ≥ 0, 0 ≤ i ≤ an+1 − 2)
wn−1vn−2Un,ivn−2wn−1 = tn+1,i+2 (n ≥ 0,−1 ≤ i ≤ an+1 − 2) (7.16)
wn−1Un,iwn−1 = Un,i+1 = tn+1,i+1 (n ≥ 0,−1 ≤ i ≤ an+1 − 1) (7.17)
wn−1vn−2 = dxnd−1 = dc−1wn (n ≥ 0) (7.18)
wn−1 = d
n−3∏
j=−1
vj (n ≥ 2), where d is the last letter of xn, c ∈ X, d 6= c. (7.19)
Proof of Glen’s Theorem. (a) If w satisfies (7.14), then (7.16) implies that w = med(hn+1,i+2, qn − |v| − 1) ∈ Hn+1,i+2. It
then follows from part (a) of Theorem 7.10 that SOD(w) gives (7.12) with |s| = qn − |v| − 1, β = αn+1,i+1 and the alphabet
isB(w) is{(
med(tn+1,i+1, qn − |v|)
)−1
,
(
med(tn,qn − |v|)
)−1}
.
By (7.16),
med(tn+1,i+1, qn − |v|) = med(hn+1,i+1, qn − |v| − 1) =
{
v Un,i−1˜v (n, i) 6= (0, 0),
ε (n, i) = (0, 0).
Sincewn = tn,we have(
med(tn, qn − |v|)
)−1 = med(tn, |v|) = v˜−1wnv−1.
Since |s| = qn − |v| − 1, it follows from (7.19) that s =
(∏n−2
j=−1 vj
)
v−1, or ε. In particular, when n = 0, the result for
w = 0i+1 = U0,i,where 1 ≤ i ≤ a1 − 2 is included in the above proof.
(b) Ifw satisfies (7.15) with n ≥ 1, then (7.17) implies that
w = med(hn+1,i+1, qn−1 − |v| − 1) ∈ Hn+1,i+1.
Now by Theorem 7.10, SOD(w) gives (7.13) with |s| = qn−1 − |v| − 1, β = αn+1,i, and the alphabetB(w) is{(
med(tn+1,i, qn−1 − |v|)
)−1
,
(
med(tn, qn−1 − |v|)
)−1}
,
in which
med(tn+1,i, qn−1 − |v|) = med(wn−1Un,i−1wn−1, qn−1 − |v|) (by (7.17))
= v Un,i−1˜v,
med(tn, qn−1 − |v|) = med(wn−2vn−3Un−1,an−2vn−3wn−2, qn−1 − |v|) (by (7.16))
= med(cd−1wn−1Un−1,an−2wn−1d−1c, qn−1 − |v|) (by (7.18))= v Un−1,an−2˜v. 
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