The tempered evolution equation describes the trapped dynamics, widely appearing in nature, e.g., the motion of living particles in viscous liquid. This paper proposes the fast predictor-corrector approach for the tempered fractional ordinary differential equations by digging out the potential 'very' short memory principle. The algorithms basing on the idea of equidistributing are detailedly described; their effectiveness and low computation cost, being linearly increasing with time t, are numerically demonstrated.
Introduction
The tempered fractional calculus is a mathematical tool to describe the transition between normal and anomalous diffusions (or the anomalous motion in finite time or bounded physical space). The motion of a Lévy flight particle can be characterized by the continuous time random walk (CTRW) model with a jump distribution function φ(x) ∼ |x| −(1+α) (1 < α < 2) and exponential waiting time distribution. The stable Lévy measure for particle displacement makes arbitrarily large jumps possible and then results in divergent spatial moments [14] . However, the infinite spatial moments are not always appropriate for the physical processes; e.g., see [1, 2, 3] . Exponentially tempering the Lévy measure is a popular way to make the moments of Lévy distributions finite in transport models. Then we get the spatially tempered fractional Fokker-Planck equation [3, 18] . This paper focuses on the time tempered fractional derivative, which appears in the Fokker-Planck equation being derived from the CTRW model with tempered power law waiting time distribution [11, 15, 20] . The tempered power law waiting time measure has finite first moment and makes the trapped dynamics more physical; since sometimes it is necessary to make the first moment of the waiting time measure finite, e.g., the biological particles moving in viscous cytoplasm and displaying trapped dynamical behavior just have finite lifetime. The time tempered dynamics describes the phenomena of the coexistence/transition of subdiffusion and normal diffusion (or the subdiffusion in finite time) which was empirically confirmed in a number of systems [15, 16] . More applications for the tempered fractional derivatives and tempered differential equations can be found, for instance, in poroelasticity [12] , finance [2] , ground water hydrology [15] , and geophysical flows [16] . Tempered fractional calculus is the generalization of fractional calculus. Comparing with the classical differential equations, one of the big challenges we have to face when solving the (tempered) fractional equations is the expensiveness of its computation cost besides its complexity, this is because fractional operators are pseudodifferential operators which are non-local [19] . This paper focuses on providing the fast predictor-corrector approach for the following tempered fractional ordinary differential equation denotes the tempered fractional derivative in the Caputo sense [13, 19] , defined by [17] . Note that when λ = 0, the Caputo tempered fractional derivative reduces to the Caputo fractional derivative.
One of the effective and popular methods for numerically solving the initial value problem (1.1)-(1.2) with λ = 0 is the predictor-corrector approach, raised by Diethelm et al [7, 8, 9] . This method is improved in the Preliminary and Appendix sections of [5] (or see the review article [6] ), where around half of the computation cost seems to be cut off and the convergence order is improved from min{1 + α, 2} to min{1 + 2α, 2}. Some efforts have been made to reduce the computation cost by using the nested meshes basing on the fixed memory principle [17] and the short memory principle [10] of fractional operator when α ∈ (0, 1) in (1.1), and the short memory principle is apprehended from a new point of view in [4] which extends its effective range to α ∈ (0, 2). With the nested meshes, the computation cost can be reduced from
while not losing the numerical accuracy, but its seems that this is more theoretical claims rather than numerical practices; in fact the numerical simulation results in [4, 10] show this. More recently, the so called Jacobian-predictor-corrector approach, is introduced by Zhao and Deng [22] , in which the accuracy is greatly improved while the computation cost is not increased. In this paper, we dig out the potential of the short memory principle of tempered fractional operators and apply it felicitously to reduce the computation cost by using the idea of equidistributing meshes [21] for numerically solving the initial value problem (1.1)-(1.2) with the predictor-corrector method. In the next section, we introduce the techniques of equidistributing meshes, present the detailed numerical schemes, and describe the algorithms by pseudo codes. Numerical examples to illustrate the efficacy of the algorithm are given in Section 3. We conclude the paper with some remarks in the last section.
Predictor-corrector Algorithms with Equidistributing Meshes
The initial value problem (1.1)-(1.2) is equivalent to the following Volterra integral equation [13] 
For uniform nodes t n+1 = (n + 1)h, n = 0, 1, · · · , N , with h = T /N being the steplength of numerical computation, the above equation can be recast as [4, 5] 
For the single step integral
we can employ the rectangle or trapezoidal quadrature formula to approximate it, i.e.,
So, obviously, for the numerical approximations of (2.2) and (2.3), the main computational cost comes from the term tn 0 · dτ . Luckily when t n+1 → +∞, (t n+1 − τ ) α−1 decays algebraically with the order 1 − α for α ∈ (0, 1], and (t n+1 − τ ) α−1 − (t n − τ ) α−1 decays with the order 2 − α for α ∈ (0, 2), these are the so-called short memory principle [10] and the one apprehended from a new point of view [4] ; both the integral kernels
ponentially decay. We felicitously apply these decay properties to reduce the computation cost based on equidistributing meshes rather than roughly using the nested meshes. The linearly increasing computation cost with time t is shown in the following simulations.
Algorithms for (2.2) when α ∈ (0, 1]
In this subsection, we design numerical schemes for α ∈ (0, 1] by using (2.2) with the kernel e −λ(tn+1−τ ) (t n+1 − τ ) α−1 . As mentioned above, how to compute the integral
is the key of reducing the computation cost to obtain the numerical approximations to x(t n+1 ). In the previous predictor-corrector work introduced in [7, 8, 9] , as well as its improved version in [5, 6] , n steps' calculations are used to approximate the integral tn 0 · dτ . While, by noticing that (t n+1 − τ ) α−1 decays with power 1 − α, and e −λ(tn+1−τ ) damps exponentially (see figures below), we can actually select less mesh points, say 0 = τ 0,n < τ 1,n < · · · < τ mn,n = t n , (2.6) at which to approximate the term tn 0 · dτ by compounding two-point trapezoidal quadrature formula. In the following, we list two ways of choosing the mesh points {τ i,n }.
Two equidistributing options for selecting the quadrature nodes
Assuming that we have already get the points τ i,n , 0 ≤ i < m n . For not losing the accuracy but reducing the computation cost, the first way of selecting the next point τ i+1,n is based on the principle that the values of the function y(τ ) = e −λ(tn+1−τ ) (t n+1 − τ ) α−1 are equally distributed, i.e.,
where ∆y is a given small positive real number. Since (2.7) is a nonlinear equation w.r.t.τ i+1,n , we use its linear part instead to select the wanted point, and add another condition that promise τ i+1,n is at least one step away from τ i . That is, let
(2.8) where 'solve(equ, var)' means the solution of 'equ' with unknown variable 'var'. Secondly, to avoid involving non-equal divided nodes, we take
Figs. 2.1-2.2 and Algorithm 1 illustrate this equal-height distribution method more clearly. 
in the algorithm of equal-height distribution, where ∆y = h = 1/10, t n+1 = 2, λ = 1, and α = 0.2.
The second way of choosing the mesh points {τ i,n } is to make the integrations of y(τ ) = e −λ(tn+1−τ ) (t n+1 − τ ) α−1 w.r.t. τ on any interval are almost the same, i.e.,
where ∆s is a given small positive real number. Also, since (2.10) is a nonlinear function w.r.t.τ i+1,n , we simply approximate it by 
in the algorithm of equal-height distribution, where ∆y = h = 1/10, t n+1 = 2, λ = 1, and α = 0.8.
and then by taking 
with the decrease of α, for fixed h and fixed ∆y in the equal-height distribution method or fixed ∆s in the equal-area one, the less α is, the fewer the quadrature nodes {τ i,n } are selected. This is different from the predictor-corrector approach proposed in [7, 8, 9] or the improved version in [5] , in which the integral tn 0 ·dτ is always approximated on all the mesh points {t j } n j=0 and the nodes number is unrelated to the value of α.
Predictor-corrector approach for (2.2) when α ∈ (0, 1]
Since the mesh nodes {τ i,n } chosen from Algorithm 1 or Algorithm 2 still belong to the set of the uniform nodes, we denote 
in the algorithm of equal-area distribution, where h = 1/10, ∆s = h, t n+1 = 2, λ = 1, and α = 0.8.
,n = τ c + h; % make τ i+1,n be one step away from τ i,n else τ i+1,n = τ i+1,n /h * h; % let τ i+1,n belong to the uniform mesh points {t j } n j=0
end if τ c = τ i+1,n ; i = i + 1; end while where t j = jh. Note that t n0 = 0 and t nm n = t n . In this way, by using the product trapezoidal quadrature formula to replace the integral, there is
Algorithm 2 The pseudocode of equal-area distribution algorithm for (2.12)-(2.13) i = 0; τ i,n = 0; % τ 0,n = 0; τ c = 0; % current node is τ 0,n while τ c < t n do τ i+1,n = τ c + ∆s
end if τ c = τ i+1,n ; i = i + 1; end while
Assume that the approximations x j ≈ x(t j ), j = 1, 2, · · · , n, have been obtained. Then by combining with the one step approximations (2.4) and (2.5), the predictor-corrector approach to compute x n+1 ≈ x(t n+1 ) for α ∈ (0, 1] can be yielded as Case 1 (n = 0):
Case 2 (n ≥ 1):
where 19) If no equidistributing principle is adopted, i.e., n i = i, the predictor-corrector approach for (2.2) to compute x n+1 ≈ x(t n+1 ) is described as Case 1 (n = 0): being the same as (2.16);
Case 2 (n ≥ 1): 20) where 
Proof. Combining Appendix A of [5] with Theorem 2.5 and Lemma 3.1 of [9] , we can obtain the result of this theorem.
Algorithms for (2.3) when α ∈ (0, 2)
Now we apply the predictor-corrector algorithms to Eq. (2.3) for α ∈ (0, 2). To begin, we analyze the properties of the kernel function
On one hand, by noticing λ > 0, there is
together with the short memory principle [10, 4] that (t n+1 − τ ) α−1 − (t n − τ ) α−1 decays with the order 2 − α, we can see that y(τ ) decays faster than exponential order λ for fixed τ when t n → ∞. On the other hand, it can be seen from
that y(τ ) < 0 if α ∈ (0, 1]; and if α ∈ (1, 2) and when t n+1 − τ < α−1 λ , i.e., τ > t n+1 − α−1 λ , there is y(τ ) > 0; while if α ∈ (1, 2) and when t n − τ > α−1 λ , i.e., τ < t n − α−1 λ , there is y(τ ) < 0. Also, y(τ ) is lower bounded. Specifically,
that is, y(τ ) is very close to zeros when it is negative; thus, we can directly neglect the part when y(τ ) < 0. Basing on this fact, similar to the case of dealing with (2.2) when α ∈ (0, 1], we can explore more efficient ways to approximate the integral
trapezoidal quadrature formula. Corresponding to Algorithm 1 and Algorithm 2, we provide equal-height as well as equal-area distribution methods for choosing the quadrature nodes in the subsection below.
Two equidistributing options for selecting the quadrature nodes
Suppose that those to be chosen points {τ i,n } are sequential as in (2.6), and we have already got the points τ i,n , 0 ≤ i < m n . By the analysis above, we further let τ 1,n ≥ min{t n , t n+1 − α−1 λ } for α ∈ (1, 2). Like the equal-height distribution principle in Subsection 2.1, an intuitive way of selecting the next point τ i+1,n is, firstly, let
where ∆y is a given small positive real number, and if α ∈ (0, 1), −∆y is used, else, if α ∈ (1, 2), it is replaced by ∆y. That is,
(2.26) Since the above equation is nonlinear w.r.t.τ i+1,n , we use its linear part instead to select the wanted point. That is,τ i+1,n = max
Then, to avoid being non-equal divided nodes, we take
The above descriptions are demonstrated more clearly by Figs. 2.5-2.8 and Algorithm 3. Similar to the equal-area idea in Subsection 2.1, here for the second way of choosing the mesh points {τ i,n }, we expect firstly that
where ∆s is a given small positive real number, and if α ∈ (0, 1), −∆s is used, else, if α ∈ (1, 2), it is replaced by ∆s. Again, since it is a nonlinear equations w.r.t.τ i+1,n , we approximate it by
Then by taking 
Algorithm 3
The pseudocode of equal-height distribution algorithm for (2.27)-(2.28) i = 0; τ i,n = 0; % τ 0,n = 0; τ c = 0; % current node is τ 0,n if 0 < α ≤ 1 then ∆y = −∆y; % if α ∈ (0, 1], take negative value else τ 1,n = t n+1 − α−1 λ ; % start from the point t n+1 − α−1 λ , where y(τ ) > 0 τ 1,n = τ i,n /h · h; % let τ 1,n belong to the uniform mesh {t j } n j=0 i = 1; τ c = τ 1,n ; % current node is τ 1,n end if while τ c < t n do τ i+1,n = τ c + ∆ye
end if τ c = τ i+1,n ; i = i + 1; end while 2.2.2 Predictor-corrector approach for (2.3) when α ∈ (0, 2)
We still denote the mesh nodes {τ i,n } chosen from Algorithm 3 or Algorithm 4 as done in (2.14). Also, by noticing that t n0 = 0 and t nm n = t n , from (2.16), we can get
where {a i,n+1 } mn i=0 are defined in (2.18), and the definitions of c i,n+1 , i = 0, 1, · · · , m n , are obtained by replacing n + 1 of (2.18) corresponding to a i,n+1 , i = 0, 1, · · · , m n , with n. However, it should be noted that c i,n+1 = a i,n , because n k = (n − 1) k for k = 1, 2, · · · .
Assume that we have calculated the approximations x j ≈ x(t j ), j = 1, 2, · · · , n. Then by combining with the one step approximations (2.4) and (2.5), the predictor-corrector approach to compute x n+1 ≈ x(t n+1 ) for α ∈ (0, 2) can be yielded as Algorithm 4 The pseudocode of equal-area distribution algorithm for (2.31)-(2.32) i = 0; τ i,n = 0; % τ 0,n = 0; τ c = 0; % current node is τ 0,n if 0 < α ≤ 1 then ∆s = −∆s; % if α ∈ (0, 1], take negative value else τ 1,n = t n+1 − α−1 λ ; % start from the point t n+1 − α−1 λ , where y(τ ) > 0 τ 1,n = τ i,n /h · h; % let τ 1,n belong to the uniform mesh {t j } n j=0 i = 1; τ c = τ 1,n ; % current node is τ 1,n end if while τ c < t n do τ i+1,n = τ c + ∆se
end if τ c = τ i+1,n ; i = i + 1; end while Case 1 (n = 0):
3 Numerical Examples Example 1. Our first example deals with the case that the unknown solution x(t) has a smooth derivative of order α. Specifically, we shall consider the following equation as in [7, 9] :
with the initial condition(s) x(0) = 0 (and e λt x(t) t=0 = 0 if 1 < α ≤ 2).
The exact solution of this initial value problem is
so, the right function
and α ∈ (0, 2). Table 1 verifies that, by choosing suitable parameters ∆y or ∆s for different α ∈ (0, 1], the equidistributing predictor-corrector methods can reach to the convergence order min{1 + 2α, 2} as given in Theorem 1. Also, it can be seen that when the time interval is not very large (T = 1) and λ = 1, the equal-area distribution predictor-corrector methods have already shown their benefits in computation cost for α ∈ (0, 1]. As for the case of α ∈ (1, 2), both equidistributing methods show their huge superiority in the aspects of numerical accuracy as well as computation cost. Noting that to compute x n+1 , the least three required quadrature nodes are 0, t n , and t n+1 , except when n = 0, only two points 0 and t 1 are employed. So, given h and T , the total times of the quadrature nodes being used in the procedure is 2 + 3( Table 1 ; while the total times of the quadrature nodes being used for nonequidistributing scheme (2.16) and (2.20)-(2.21) are 65, 230, 860, 3320, and 13040, separately. That means, when α ∈ (1, 2), while keeping high numerical accuracy, the computation cost of the equidistributing methods are linearly increasing with time, comparing with the O(h −2 ) expenditure in the predictor-corrector methods of [7, 5] .
Remark 2. For not losing accuracy, the basic strategy of choosing the values of ∆y or ∆s is: 1) for the algorithms generated from (2.2) where α ∈ (0, 1), if α is close to 1, ∆y or ∆s is approximately equal to h, and if α is close to 0, ∆y or ∆s can be bigger than h, say, 10h; 2) for the algorithms generated from (2.3) where α ∈ (0, 2), when α is closer to 1, ∆y or ∆s should be smaller (much smaller than h if α ∈ (0, 1) and around h if α ∈ (1, 2)).
Example 2. Next we come to the case that the unknown solution x(t) itself is a smooth function, but the given function f (t, x(t)) has weak regularity. Specifically, we consider the linear equation:
with the initial condition(s) x(0) = 0 (and e λt x(t) t=0 = −1 if 1 < α ≤ 2).
is continuous, but its first order derivative is infinite at t = 0. Table 2 shows that when the time interval is larger (T = 5), the advantage of computation cost for equidistributing schemes becomes more obvious. For α ∈ (1, 2), the proposed methods of this paper possess more obvious advantages; they can even reach to the convergence order of 2, although the function f (t, x(t)) has a weak regularity. Moreover, as discussed in Example 1, the total times of the quadrature nodes being used are nearly equal to 2 + 3( T h − 1) for α ∈ (1, 2), which means the computation cost of the equidistributing methods increases linearly with the time evolution. We can have a better view from Fig. 3 .1 with α = 0.5 and Fig. 3 .2 with α = 1.5, where the equidistributing methods manage to linear growth of CPU time for long time interval (T = 50). In this section, all numerical computations are done in Matlab 7.11.0 on a normal laptop with 1GB of memory. Table 1 . The maximum errors (e max ), convergence rates (CO), and the total times of quadrature nodes being used (M ) of Example 1 at T = 1 and λ = 1, by using the equal-height distribution as well as the equal-area distribution ones, for different α, h, ∆y, and ∆s, respectively. Table 2 . The maximum errors (e max ), convergence rates (CO), and the total times of quadrature nodes being used (M ) of Example 2 at T = 5 and λ = 1, by using the equal-height distribution as well as the equal-area distribution ones, for different α, h, ∆y, and ∆s, respectively. equation describing this type of trapped dynamics is the tempered fractional operator. Since the tempered fractional operator is still nonlocal, generally the computation cost of numerically solving the tempered time-dependent problem is quadratically increasing with time t. This paper provides the predictor-corrector approach with theoretically proved convergence order min{1 + 2α, 2} for the tempered fractional differential equation. The proposed predictor-corrector schemes on equidistributed meshes are detailedly discussed. In fact, the main contribution of this paper comes from the proposed equidistributing schemes which have linearly increasing computation cost with time t while keeping the accuracy; when α ∈ (1, 2), the numerical results show that the convergence order can even exceed 4. And the larger the time is, the more benefits are obtained for the equidistributing methods.
