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Abstract
A real polynomial P of degree n in one real variable is hyperbolic if its roots are all real. A real-valued
function P is called a hyperbolic polynomial-like function (HPLF) of degree n if it has n real zeros and
P (n) vanishes nowhere. Denote by x(i)
k
the roots of P (i), k = 1, . . . , n − i, i = 0, . . . , n − 1. Then in the
absence of any equality of the form x(j)
i
= x(l)
k
(∗) one has ∀i < j , x(i)
k
< x
(j)
k
< x
(i)
k+j−i (∗∗) (the Rolle
theorem). For n 4 (resp. for n 5) not all arrangements without equalities (∗) of n(n+1)/2 real numbers
x
(i)
k
and compatible with (∗∗) (we call them admissible) are realizable by the roots of hyperbolic polyno-
mials (resp. of HPLFs) of degree n and of their derivatives. For n = 5 we show that from 286 admissible
arrangements, exactly 236 are realizable by HPLFs; from these 236 arrangements, 116 are realizable by
hyperbolic polynomials and 24 by perturbations of such.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The present is the last of three papers dealing with the question how many non-degenerate
arrangements compatible with the Rolle theorem are realizable by the roots of a hyperbolic
polynomial-like function of degree 5 and its derivatives. Recall first that a real polynomial in
one real variable is (strictly) hyperbolic if it has only real (real and distinct) roots. Hyperbolic
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polynomials).
Notation 1. Denote by x(k)1 < · · · < x(k)n−k the roots of the kth derivative of a strictly hyperbolic
polynomial. We set x(0)j = xj . In this paper we consider mainly polynomials of degree 5, so we
use also the simpler notation f1 < f2 < f3 < f4, s1 < s2 < s3, t1 < t2, l1 for the roots respectively
of its first, second, third and fourth derivative.
Definition 2. Denote by P a hyperbolic polynomial. The arrangement (or configuration) of the
roots of P , P (1), . . . ,P (n−1) is defined when writing all these roots in a sequence in which
consecutive roots are connected with a sign < or =. This arrangement is non-degenerate (resp.
degenerate) if it does not contain (resp. if it contains) equalities between roots, i.e. equalities of
the form x(j)i = x(r)q . A partial arrangement is the arrangement of the roots of only part of the
derivatives P (k), k = 0,1, . . . , n− 1. We use partial arrangements of the roots of P (1) and P (3).
Remark 3. Consider the question: Which arrangements of the n(n+ 1)/2 real numbers x(k)j are
realizable by the roots of a hyperbolic polynomial P and its derivatives? This question is inter-
esting because the roots of P (1) and P (2) indicate the places where the graph of P has horizontal
tangent lines and inflection points; if one wants to obtain the same geometric information about
the graphs of P (1) and P (2), one must consider the roots of P (3) and P (4) etc.
The classical Rolle theorem when iterated j − i−1 times implies that there hold the following
inequalities between the roots of P (i) and P (j):
∀i < j, x(i)k  x(j)k  x(i)k+j−i (1)
The left and right inequality must hold or not hold simultaneously, i.e.((
x
(i)
k = x(j)k
)
or
(
x
(j)
k = x(i)k+j−i
))⇒ (x(i)k = x(j)k = x(i)k+j−i) (2)
Remark 4. The number N(n) of non-degenerate arrangements compatible with (1) is given by
the formula (see [10])
N(n) =
(
n+ 1
2
)
! 1!2! · · · (n− 1)!
1!3! · · · (2n− 1)!
For n = 1,2,3,4,5,6 one has respectively N(n) = 1,1,2,12,286,33592.
Convention 5. In what follows we assume that all arrangements which we consider satisfy con-
ditions (1) and (2).
We write “HP” for “hyperbolic polynomial”.
We say for short that an arrangement is realizable by an HP (instead of “by the roots of an HP
and its derivatives”).
When not specified “arrangement” means “non-degenerate arrangement”.
The Rolle theorem provides only necessary conditions for the answer to the question from
Remark 3. Indeed, for n = 1,2,3 all arrangements (degenerate or not) are realizable by HPs,
but for n = 4 two out of twelve non-degenerate arrangements are not realizable (see [1] or [3]
or [8]). For n = 5 only 116 out of 286 non-degenerate arrangements are realizable by HPs,
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that the proportion of realizability should drop further due to the lack of dimension – up to an
affine transformation and multiplication by a non-zero constant, an HP P is defined by n − 2
coefficients (the first three of them can be transformed into (1,0,−1) or (1,0,0), in the second
case the only such HP is xn) while the set of roots of P , P (1), . . . ,P (n−1) is defined by n(n+1)2 −2
parameters (after an affine transformation one can have x1 = 0, xn = 1 or x1 = xn = 0, the second
case corresponds to xn).
For n = 4 the two non-degenerate arrangements which are not realizable by HPs can be re-
alized by perturbations of such. Moreover, the Rolle theorem applies not only to HPs, but to
smooth functions. Therefore it is natural to try to enlarge the class of HPs in the tentative to
realize all arrangements
Definition 6. A polynomial-like function (PLF) of degree n is a C∞-smooth function whose nth
derivative vanishes nowhere. Hence, a PLF has at most n real roots counted with the multiplici-
ties. A PLF of degree n is called (strictly) hyperbolic if it has exactly n real (and distinct) roots.
In what follows all PLFs are assumed hyperbolic.
Example 7. The function f (x) := ex − x424 − x
3
4 − x
2
2 − x − 1 is a PLF of degree 5 because one
has f (5)(x) = ex which is > 0. One checks directly that f has a triple zero at 0, that f (3)(0) < 0,
which together with limx→±∞ f (x) = ±∞ implies that f has a simple positive and a simple
negative root. Hence, f is hyperbolic but not strictly hyperbolic. For ε > 0 small enough the
function f + εx is a strictly hyperbolic PLF of degree 5 – the triple root at 0 splits into three
simple real roots.
Definition 8. A perturbation of an HP P is a linear combination P(x)+ εg(x) where g ∈ C∞ is
with compact support, and ε ∈ (R,0) is so small that one has (P + εg)(n)(x) > 0 for all x ∈ R.
Sometimes we may write that g is a polynomial which means that for each function φ ∈ C∞
with compact support and for ε small enough P + εφg is a perturbation of P in the above sense.
For n = 4 PLFs realize all arrangements, see [4]. Moreover, one can choose these PLFs to be
either HPs of degree 4 or non-hyperbolic polynomials of degree 6. In particular, the PLFs realiz-
ing the two non-degenerate arrangements not realizable by HPs are non-hyperbolic polynomials
of degree 6 which are perturbations of HPs.
Definition 9. We distinguish four types of arrangements:
HP – the ones realizable by HPs;
PHP – the ones realizable by perturbations of HPs but not by HPs;
PLF – the ones realizable by PLFs but not of type HP or PHP;
N – the ones not realizable by PLFs.
Using the abbreviations HP and PLF with two different meanings does not lead to confusion.
When n = 5, then PLFs do not realize all non-degenerate arrangements; the first series of
counterexamples was given in [5]. Therefore the case n = 5 is the first one which shows that the
non-realizability of certain arrangements cannot be explained only by the lack of dimension in
the parameter space.
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f1 < f2, s1 there exists a PLF F (called pseudopolynomial by the authors) such that its roots
equal x1, x2, x3, the ones of F (1) and F (2) equal respectively f1, f2 and s1. In paper [5] some of
the ideas from [9] are used.
In the present paper we finish the study of the question for n = 5 which non-degenerate
arrangements are realizable by PLFs. Non-degenerate arrangements are stable under perturba-
tions while degenerate ones occur typically only in families whose number of parameters depends
on the number of equalities between roots in the arrangement. Therefore non-degenerate arrange-
ments are of primary importance to us.
The partial arrangements of the roots of the first and third derivatives of a PLF define four
possible cases two of which are symmetric, see Section 3. Two of the cases have been studied in
papers [6] and [7]. The present paper offers the thorough study of the other two cases, and sums
up the results concerning all four cases in the following theorem.
Theorem 11. In the case n = 5, out of 286 non-degenerate arrangements, the numbers of
arrangements of type HP, PHP, PLF and N equal respectively 116, 24, 96 and 50.
The theorem is proved in Section 4. The answer to the question which arrangements are of
type HP, PHP, PLF and N will be given in Remark 22.
Remark 12. It would be interesting to know the answer to the question whether for n → ∞ the
ratio R(n)/N(n) tends to 0, where N(n) is defined in Remark 4, and R(n) is the number of
non-degenerate arrangements realizable by HPs or by PLFs.
2. Partially filled matrices and configuration vectors
We define arrangements with the help of configuration vectors (CVs). On a CV the positions
of the roots of P , P (1), P (2), P (3), P (4) are denoted by 0, f , s, t , l. Commas separate the distinct
roots. Coinciding roots are put in square brackets. Which roots coincide is specified underneath.
Example 13. For n = 5 the CV (compatible with (1) and (2))
(0, f, s, t, l, [0f 0sf t0sf 0])
x2 f2 x3 s2 f3 t2 x4 s3 f4 x5
(3)
indicates that one has
x1 < f1 < s1 < t1 < l1 < x2 = f2 = x3 = s2 = f3 = t2 = x4 = s3 = f4 = x5
Non-degenerate arrangements are denoted also by means of partially filled matrices in which
the roots of the ith derivative occupy the “ith floor”. When we use
..., this means that any per-
mutation (compatible with (1) and other restrictions already imposed) of the surrounded roots is
allowed.
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t1 < x3 and one with t1 > x3.
... t
...
s
...
... s
f f
...
... f
0 0
... 0
... 0
Partial arrangements are defined by partial CVs. When the partial arrangements are the ones
of the roots of P (1) and P (3) we omit the commas. E.g. the notation (f tf tff ) means that one
has f1 < t1 < f2 < t2 < f3 < f4.
Definition 15. A degenerate arrangement (V ) is adjacent to the (degenerate or not) arrangement
(W) if (W) is obtained from (V ) by replacing one or several equalities between roots by strict
inequalities. We say also that (W) is obtained from (V ) by perturbation.
Example 16. For n = 4 the arrangement
([0f 0], s, f, [t0], s, f,0)
x1 f1 x2 t1 x3
is adjacent to and only to the following five arrangements:
(0, f,0, s, f, [t0], s, f,0)
t1 x3
,
([0f 0], s, f, t,0, s, f,0)
x1 f1 x2
,
([0f 0], s, f,0, t, s, f,0)
x1 f1 x2
and the two arrangements from Example 14, the only non-degenerate ones.
Proposition 17. If a degenerate arrangement (V ) is realizable by a PLF f of degree n, then all
arrangements to which (V ) is adjacent are realizable by PLFs which are perturbations of f .
The proposition is proved in [6].
3. The four cases
In what follows we consider mainly non-degenerate arrangements. One can have one of the
four partial arrangements between the roots of P (1) and P (3) where P is a PLF:
(ff ttff ), (f tf tff ), (ff tf tf ), (f tff tf ) (4)
Indeed, one has f1 < t1 < f3 and f2 < t2 < f4, see (1). One can have either f2 < t1 or f2 > t1,
and f3 < t2 or f3 > t2.
Definition 18. We say that two arrangements are symmetric (to one another) if the symmetry is
induced by the change x → −x. Example: the arrangement symmetric to the one defined by the
CV (3) is defined by the CV
([0f 0sf t0sf 0], l, t, s, f,0)
x f x s f t x s f x1 1 2 1 2 1 3 2 3 4
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present paper treats the cases (f tf tff ) and (ff tf tf ). In fact, we consider only the first of these
cases, the symmetry defined above allows one to transfer the results directly to the second one. In
[6] a geometric motivation of the definition of the four cases is also given. The study is subdivided
into several cases because the number 286 of arrangements (see the formula in Remark 4 with
n = 5) is high.
Remark 20. For each of the four cases (see (4)) the number of all non-degenerate arrangements
and the number of the ones of type HP, PHP and PLF from the above definition are given in
the following table. For the numbers 116, 102, 72, 66 and 25 see [2], Observations 24 and 25
and Lemmas 40, 41, 42 and 43. The numbers from the first line (resp. from the fourth line and
the numbers 5) are justified in [6] (resp. in [7]). One has the formula “All arrangements” =
HP + PHP + PLF + N.
Case All arrangements HP PHP PLF N
(ffttff) 40 0 6 10 24
(ftftff) 72 25 5 29 13
(fftftf) 72 25 5 29 13
(ftfftf) 102 66 8 28 0
Total 286 116 24 96 50
Remark 21. The counterexamples given in [5] account for almost all non-degenerate arrange-
ments of type N, namely, for 46 out of 50. For these 46 arrangements one has either x2 > s1,
x3 > s2 and t1 > f2, or x4 < s3, x3 < s2 and t2 < f3. We denote their set by Δ. Each of the
cases (f tf tff ) and (ff tf tf ) contains 13 arrangements from the set Δ. The four remaining
arrangements (of type N and not from the set Δ) are contained in the case (ff ttff ).
Remark 22. For the cases (ff ttff ) and (f tff tf ) the answer to the question which non-
degenerate arrangements are of type HP, PHP, PLF and N is given respectively in Theorem 1.14
of [6] and in Remark 1.16 of [7].
In the case (f tf tff ), the 25 arrangements of type HP are described as follows. Define first
an arrangement of degree 4:
t
s s
f f f
0 0 0 0
(5)
Consider the non-degenerate arrangements obtained by perturbing the polynomial x(x − 1)4,
i.e. arrangements of the form
(0, f, s, t, l,R) (6)
whereR stands for any of the 5 arrangements of degree 4 (the roots are x2, . . . , x5, not x1, . . . , x4,
and accordingly for fi , si , ti ) with t2 < f3 and different from (5).
In each of the arrangements (6) one has the following ordering of the roots: · · · < s1 < t1 <
l1 < x2 < f2 < · · ·. To obtain the remaining 20 arrangements of type HP one has to replace the
permutation (s, t, l,0, f ) corresponding to this chain of inequalities by one of the following four
(the other inequalities between roots do not change):
(s, t,0, l, f ), (s, t,0, f, l), (s,0, t, f, l), (0, s, t, f, l)
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In the case (f tf tff ) the five arrangements of type PHP are arrangement (6) with R as in
arrangement (5), and four arrangements which can be obtained by perturbing arrangement (17)
and which are not of type HP. All this can be deduced from Observation 33 in [2]. The six
arrangements which are obtained by perturbing arrangement (17) are defined by the following
matrix:
... l
...
t
...
... t
s
... s
... s
f f
...
... f f
0 0
... 0
... 0 0
The two with l1 < s2 < x3 or l1 < x3 < s2 are of type HP, the remaining four are of type PHP.
In the case (f tf tff ) the arrangements of type N are the 13 ones from the set Δ. The arrange-
ments of type PLF are the remaining 29 ones.
4. Proof of Theorem 11
4.1. Plan of the proof
Instead of Theorem 11 we prove another theorem from which the former one follows.
Theorem 23. In the case (f tf tff ) all non-degenerate arrangements not from the set Δ are
realizable by PLFs.
Deduce Theorem 11 from Theorem 23. Consider the line of the case (f tf tff ) in the table
from Remark 20. The numbers 72 and 25 from that line are justified in [2]. The number 5 is
justified in Corollary 3.3 of [7]. Theorem 23 justifies the numbers 13 and 29 (see also Remark
21). The line of the case (ff tf tf ) follows then from the one of the case (f tf tff ) by symmetry
(see Definition 18). The lines of the cases (ff ttff ) and (f tff tf ) being justified in papers [6]
and [7], to obtain the proof of Theorem 11 there remains only to sum up the numbers in each
column.
To prove Theorem 23 we define six degenerate arrangements (7)–(12) (see Lemma 24) each
of which is adjacent to exactly one of the 72 arrangements from the case (f tf tff ), and to each
of these 72 arrangements there is one of the six degenerate ones adjacent to it. Thus the set of 72
arrangements is divided into six non-intersecting subsets denoted by N1, . . . ,N6.
We define arrangement (13) to which arrangement (7) is adjacent, and which serves to justify
the realizability of 12 out of 24 arrangements from the set N1, see Lemma 25. From the remaining
12 arrangements from the set N1, 6 belong to the set Δ, hence, they are of type N, and the set of
the remaining 6 is denoted by N01 .
Next, we define the degenerate arrangement (19) adjacent to arrangement (8) and realizable
by a PLF. With the help of arrangement (19) one justifies the realizability of 4 out of 6 arrange-
ments from the set N01 , and the one of all arrangements from the set N2, see Corollary 29. The
realizability of the last two arrangements from the set N01 is justified by Lemma 30 and Corol-
lary 31.
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32 and 33.
4.2. Proof of Theorem 23
Lemma 24. 1) The following six CVs define degenerate arrangements from which one can obtain
by perturbation all 72 non-degenerate arrangements from the case (f tf tff ). In the CVs one has
P = (t, l,0) or (t,0, l) or (0, t, l);
Q= (s, t,0) or (s,0, t) or (0, s, t);
R= (s, l, t,0) or (s, l,0, t) or (s,0, l, t) or (0, s, l, t).
(0, f, s, [0t], f, [0sl], t, f, [0s], f,0)
x2 t1 x3 s2 l1 x4 s3
(7)
(0, f, s, [0t], f, [sl], t,0, f, [0s], f,0)
x2 t1 s2 l1 x4 s3
(8)
(0, f, s,P, f,Q, f, [0s], f,0)
x4 s3
(9)
(0, f,0, s, t, [f l], Q, f, [0s], f,0)
f2 l1 x4 s3
(10)
(0, f,0, s, t, f,0, l, s, t, f, [0s], f,0)
x4 s3
(11)
(0, f,0, s, t, f,R, f, [0s], f,0)
x4 s3
(12)
2) Denote by N1, . . . ,N6 the set of non-degenerate arrangements from the case (f tf tff )
which can be obtained by perturbing respectively arrangements (7), . . . , (12). Then for i 	= j
one has Ni ∩Nj = ∅.
Proof of Lemma 24. 10. Prove part 2) of the lemma first. For the arrangements from N1 ∪N2 ∪
N3 (resp. N4 ∪ N5 ∪ N6) one has s1 < x2 (resp. s1 > x2), therefore one has (N1 ∪ N2 ∪ N3) ∩
(N4 ∪N5 ∪N6) = ∅.
Give a table of inequalities fulfilled on the sets N1, N2 and N3 which show that these sets do
not intersect two by two:
N1 x3 < t2 f2 < l1
N2 x3 > t2 f2 < l1
N3 f2 > l1
Give a similar table for the sets N4, N5, N6:
N4 l1 < x3 s2 > l1
N5 l1 > x3 s2 > l1
N6 s2 < l1
Hence, for i 	= j one has Ni ∩Nj = ∅.
20. Having proved part 2) of the lemma, to prove part 1) it suffices to count the number of
non-degenerate arrangements that can be obtained by perturbing each of arrangements (7)–(12),
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the equality s3 = x4 when perturbed gives either s3 < x4 or s3 > x4. In (7) and (8) (resp. in (10))
the equality t1 = x2 (resp. f2 = l1) when perturbed gives either t1 < x2 or t1 > x2 (resp. either
f2 < l1 or f2 > l1). The equalities x3 = s2 = l1 (see (7)) when perturbed give one of the six
permutations of x3, s2, l1. Therefore for the numbers (Nj ) of arrangements in the sets Nj one
has
(N1) = 2 × 6 × 2 = 24 (N2) = 2 × 2 × 2 = 8 (N3) = 3 × 3 × 2 = 18
(N4) = 2 × 3 × 2 = 12 (N5) = 2 (N6) = 4 × 2 = 8
Hence, (N1)+ · · · + (N6) = 24 + 8 + 18 + 12 + 2 + 8 = 72 = ((f tf tff )). 
Arrangement (7) is adjacent to the arrangement
(0, f, s, [0t], f, [0sl], t, f, s,0, f,0)
x2 t1 x3 s2 l1
(13)
Lemma 25. 1) Arrangement (13) is realizable by a hyperbolic PLF.
2) Arrangement (13) is adjacent to exactly 12 non-degenerate arrangements from the case
(f tf tff ). Hence, part 1) of the lemma and Proposition 17 imply that they are all realizable by
PLFs.
Remark 26. The numbers of arrangements from the sets Nj ∩ Δ,j = 1, . . . ,6 (see Remark 21)
equal respectively 6, 0, 3, 2, 1, 1. This can be checked directly.
Proof of Lemma 25. 10. The proof of part 2) can be done by analogy with 20 of the proof of
Lemma 24 and we skip it off. Prove part 1).
Consider the polynomial
PΣ := x5 − x3 + 9x100 = x
(
x2 − 1
10
)(
x2 − 9
10
)
(14)
One has P (3)Σ = 60(x2 − 110 ), hence, PΣ is divisible by P (3)Σ . The polynomial PΣ defines the
arrangement
(0, f, s, [0t], f, [0sl], f, [0t], s, f,0)
x2 t1 x3 s2 l1 x4 t2
(15)
This is to be checked directly.
Consider the polynomial
PR := x5 − x3 + x4 = x
(
x2 − 1
2
)2
(16)
It defines the arrangement
([0f 0], s, [f t], [0sl], [f t], s, [0f 0])
x1 f1 x2 f2 t1 x3 s2 l1 f3 t2 x4 f4 x5
(17)
(to be checked directly).
Definition 27. A C4-smooth function is called an almost PLF (APLF) if its fifth derivative is
positive and has at most finitely many points of discontinuity where there exist finite limits from
left and right.
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(0, f, s, [0t], f, [0sl], [f t], s, [0f 0])
x2 t1 x3 s2 l1 f3 t2 x4 f4 x5
(18)
It equals PΣ(x) for x < 0 and aPR(bx) for x > 0, where a > 0, b > 0 are defined from the
conditions the derivatives of order  4 of the APLF to be continuous at 0. One has P (k)Σ (0) =
aPR(bx)
(k)|x=0 = 0, k = 0,2,4, so one has to check continuity at 0 only of the first and of the
third derivatives. One must have
P
(1)
Σ (0) =
9
100
= ab
4
= (aPR(bx)(1))∣∣x=0,
P
(3)
Σ (0) = −6 = −6ab3 =
(
aPR(bx)
(3))∣∣
x=0
which yields b = 53 , a = 27125 . Set P1(x) := 27125PR( 5x3 ).
30. Denote by g and h the rightmost roots respectively of P (3)1 and of P1. Hence, h > g.
Denote by φ a C∞-smooth function with compact support which equals 1 for x ∈ [−h−1, h+1].
Set H(x) := x6(x−g)4(x−h). For ε > 0 small enough the APLF which equals PΣ(x) for x < 0
and P2(x) := P1(x)+ εφ(x)H(x) for x > 0 realizes the arrangement
(0, f, s, [0t], f, [0sl], [f t], s,0, f,0)
x2 t1 x3 s2 l1 f3 t2
This follows from the orders of the zeros of H at 0, g and h. Set P3(x) := P2(x) for x < 0 and
P3(x) := P2(x)+ ε1φ(x)H1(x), H1(x) := x6(x − g)2, for x > 0, where ε1 > 0, |ε1|  |ε|. One
checks directly that H(3)1 (g) > 0. The APLF P3 realizes arrangement (13). When ε and ε1 are
small enough, the functions P2 and P3 are APLFs.
40. Consider the APLF P3 as the result of a five-fold integration of P (5)3 (integration starts al-
ways at 0). Modify the graph of P (5)3 for x > 0 and close to 0 so that P (5)3 becomes a C∞-smooth
positive-valued function. If one keeps the same constants of integration, and if the modification
is small enough, then the modified function is a PLF realizing arrangement (13). 
Lemma 28. The following arrangement (adjacent to arrangement (8)) is realizable by a PLF:
(0, f, s, [0t], f, [sl], [0t], f, [0s], f,0)
x2 t1 s2 l1 x3 t2 x4 s3
(19)
Corollary 29. 1) Arrangement (8) is realizable by a PLF.
2) All arrangements from the set N2 are realizable by PLFs.
3) The following four arrangements from the set N1\Δ are realizable by PLFs:
... l
...
... t
...
...
... t
s
...
...
... s
... s
f
...
... f
...
... f f
0
... 0
...
...
... 0 0 0
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Proof of Lemma 28. 10. Recall that the polynomial PΣ was defined by equality (14) and that
the common roots of PΣ and P (3)Σ equal ± 1√10 . Define first an APLF L (realizing arrangement
(19)) which equals PΣ(x) + ε(x + 1√10 ) for x < 0 (where ε < 0), and which equals aP0(bx)
(a > 0, b > 0) for x > 0 where the polynomial P0 is defined below.
20. Set P0 := x5 − x3 + dx + h; hence, the roots of P (3)0 equal ± 1√10 , the ones of P
(2)
0 equal
0 and ±
√
3
10 . We require the following conditions to hold:
a) 1√
10
to be a root of P0;
b)
√
3
10 to be a root of P0.
Conditions a) and b) imply d = 27+6
√
3
100 , h = − 18+6
√
3
100
√
10
. Hence, d > 0, h < 0. We do not claim
that the polynomial P0 is hyperbolic.
30. The derivatives of order 2 and 4 of L at 0 are continuous and equal 0 (to be checked
directly). The conditions its derivatives of order 0, 1 and 3 to be continuous at 0 imply the
following system of equations:
PΣ(0)+ ε√
10
= ε√
10
= ah = aP0(0) (20)
P
(1)
Σ (0)+ ε =
9
100
+ ε = dab = (aP0(bx)(1))∣∣x=0 (21)
P
(3)
Σ (0) = −6 = −6ab3 =
(
aP0(bx)
(3))∣∣
x=0 (22)
Eqs. (20) and (21) imply
√
10ah+ 9
100
= dab (23)
Expressing a from Eq. (22) and inserting in (23) gives
√
10h+ 9
100
b3 − db = 0 (24)
Eq. (24) has a solution b > 0 (recall that h < 0). Knowing this solution, one finds a > 0 from
(22) and ε < 0 from (20).
40. Consider the APLF L as the result of a five-fold integration (starting at 0) of L(5). One
can modify the graph of L(5) on some interval [−η,0] (where η > 0 is small) to make L(5) C∞-
smooth. By doing so one, in general, destroys the equality x2 = t1. Equalities between positive
roots of L and its derivatives are not affected by the modification because one starts integration
at 0 and L(5) is not changed for x > 0. Denote the modified function by L˜.
To restore the equality x2 = t1 one can add to L˜ a C∞-smooth function ϕ with compact
support (centered at x2 and containing no roots of L˜ or its derivatives other than x2 and t1) and
such that ϕ(x2) 	= 0, ϕ(3)(x2) = 0.
Such a function ϕ exists. Indeed, consider the function ψ equal to e−1/(x−1)2 e−1/(x+1)2 for
|x| 1 and to 0 for |x| > 1. One can set ϕ(x) = γψ(αx+β) for suitable α,γ ∈ R∗, β ∈ R where
α and β depend only on t1. When the modification of L(5) is small enough, then γ is also small
enough and L˜+ ϕ is a PLF realizing arrangement (19). More precisely, one can find a family of
modifications depending smoothly on η for which one has γ (η) → 0 when η → 0. The details
are left for the reader. 
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(0, f, s, [0t], f, s, [0l], t, f, [0s], f,0)
x2 t1 x3 l1 x4 s3
(25)
Corollary 31. The two arrangements
l
... t
... t
s
...
... s s
f
...
... f f f
0
... 0
... 0 0 0
(26)
are realizable by PLFs.
Proof of Lemma 30. 10. Define the function F by
F(x) =
⎧⎨
⎩
x5 − x3 − 7x2 + 7x, x > 0
α2x5 − x3 − 7x2 + 7x
= 1
α3
(
(αx)5 − (αx)3 − 7α3x2 + (−7α√
10
+ 9100
)
(αx)
)
, x < 0
where
α = −7 +
√
371/5
14
√
10
> 0.
One checks directly that
1) for x 	= 0 one has F (5) > 0; moreover, F (5) is constant for x > 0 and for x < 0;
2) F , F (1), F (2), F (3) and F (4) are continuous at 0.
Hence, F is an APLF of degree 5.
20. Three of the roots of F are x2 := − 1
α
√
10
(which is also a root of F (3)), x3 := 0 (which is
also a root of F (4)), x4 := 1 (which is also a root of F (2)). One has
α2F (1)(x2) = 7α√
10
− 16
100
= −51 +
√
1855
100
< 0, F (1)(x4) = −5 < 0
(to be checked directly). As limx→±∞ F(x) = ±∞, it is clear that F has also a root x1 < x2 and
a root x5 > x4. Hence, F is a hyperbolic APLF.
30. The roots of F (3) equal t1 := − 1
α
√
10
and t2 := 1√10 . One has F (1)(t2) = −
1
4 − 14√10 +7 > 0,
hence, one has x3 < t2 < f3.
One has F (2)(0) < 0, hence, s2 < x3 = l1 = 0. This implies that the APLF F realizes arrange-
ment (25). 
Proof of Corollary 31. Consider the APLF F from the proof of Lemma 30 as the result of a
five-fold integration of F (5) (integration starts always at 0). One can perturb F (5) near t1 and
near s3 to change in the arrangement respectively [0t] to (0, t) or (t,0) and [0s] to (0, s). After
this one can modify the graph of F (5) on some interval [0, ε] where 0 < ε < t2 to make F (5)
C∞-smooth. If the modification is small enough, then all strict inequalities between roots in the
arrangement are preserved. Thus the only remaining equality is x3 = l1 which can be changed to
V.P. Kostov / Bull. Sci. math. 131 (2007) 477–492 489x3 < l1 (without changing any of the inequalities between roots) by adding to F a small positive
constant. 
Lemma 32. All arrangements from the set N3\Δ with P = (t, l,0) (see Remark 26) are of type
PHP.
Proof of Lemma 32. The polynomial T := x(x−1)4 defines the arrangement (3). By perturbing
the polynomial T one can obtain all arrangements to which arrangement (3) is adjacent, except
the arrangement
l
t t
s s s
f f f f
0 0 0 0 0
(which is the only one from N3 ∩Δ when P = (t, l,0)). This is proved in [7] and can be deduced
from Fig. 8 in [2]. 
Lemma 33. All arrangements from the sets Nj\Δ, j = 3,4,5,6, are realizable by PLFs.
Proof of Lemma 33. 10. We prove the lemma for j = 3 in 10–50, for j = 4 in 60–80, for j = 5
in 90 and for j = 6 in 100. Fix an arrangement (A) from the set N3\Δ with P = (t, l,0). Denote
by F the PLF realizing it. We change F to another PLF which realizes the arrangement obtained
from (A) when P is replaced by (t,0, l) or (0, t, l) the rest of the arrangement being the same.
This amounts to proving the lemma for j = 3.
20. Consider F as the result of a five-fold integration of F (5) (integration starts always at a
fixed point a ∈ (x2, f2)). Consider the function F1 which equals F for x > a and which equals
F + α(x − a)5 for x < a, α  0. As F (5)1 has a single discontinuity, at a, and as F (5)1 > 0, this is
an APLF.
30. When α grows starting at 0, then the roots x1 and x2 coalesce for some value α0 > 0 of
α. It is clear that there exists a value α1 ∈ (0, α0) for which one has x2 = l1. Hence, for α > α1
(α being close to α1) the APLF F1 realizes the arrangement (B) obtained from (A) when P is
replaced by (t,0, l).
40. There exists a value α2 ∈ (α1, α0) for which one has x2 = t1. Hence, for α > α2 (α being
close to α2) the APLF F1 realizes the arrangement (C) obtained from (A) when P is replaced by
(0, t, l).
50. One can approximate the APLFs realizing arrangements (B) and (C) by PLFs which realize
the same arrangements. This is done by analogy with 40 of the proof of Lemma 25.
60. Prove the lemma for j = 4. Continue the reasoning from 40. There exists a value α3 ∈
(α2, α0) for which one has x2 = s1. Hence, for α > α3 (α being close to α3) the APLF F1
realizes the arrangement (D) obtained from (A) when the part (s,P) of (A) (with P = (t, l,0)) is
replaced by (0, s, t, l) After this the APLF is transformed into a PLF as in 50. Thus one realizes
all arrangements obtained from (10) by replacing [f l] by (l, f ).
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of (A) (with P = (t, l,0)) is replaced by (0, s, t, f, l). One has
(E) =
l
t
... t
...
s
... s
...
... s
...
f f
...
... f
...
... f
0 0
... 0
...
... 0
... 0
where in the column between the first pair of
..., s is put to the left and t to the right to remind that
one has s2 < t2.
Lemma 34. The two arrangements (E) with s2 < x3 < t2 (and with s3 < x4 or s3 > x4) are
realizable by PLFs.
The lemma is proved after the proof of Lemma 33. In order to realize arrangement (E) for the
other possible permutations of s2, x3 and t2 consider first the non-degenerate arrangements
(F ) =
l
t
... t
...
s
... s
...
... s
...
f f
...
... f
...
... f
0 0
... 0
...
... 0
... 0
(obtained from (E) by exchanging the positions of s1 and x2).
When s2 < t2 < x3, they are obtained by perturbing arrangement (8), hence, are realizable by
some PLFs; this follows from part 1) of Corollary 29.
When x3 < s2 < t2 and s3 < x4, they are obtained by perturbing arrangement (18), hence, they
are again realizable by some PLFs. Indeed, one can realize arrangement (18) by an APLF M with
a single discontinuity of M(5) at 0 (one can perform a reasoning similar to the one from 20–40
of the proof of Lemma 25). One can next modify the graph of M(5) to obtain a PLF realizing
arrangement (F) (by using the same ideas as in 40 of the proof of Lemma 25 – we skip off the
details here).
When x3 < s2 < t2 and x4 < s3, then this is an arrangement from the set Δ, hence, we are not
interested in this case.
80. Denote by b some number from the interval (t1, f2). Consider H as the result of a five-fold
integration of H(5) the integration beginning always at b. Consider the APLF H1 which equals H
for x > b and H + β(x − b)5 for x < b where β  0. There exists a value β1 > 0 of β for which
one has x2 = s1, and for β > β1 (β being close to β1) the APLF H1 realizes arrangement (E).
There remains to approximate H1 by a PLF realizing also arrangement (E).
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defined by the matrix
l
t t
... s
... s s
f
...
... f f f
0
... 0
... 0 0 0
with x2 < s1. Consider the arrangement (H) obtained from the same matrix for s1 < x2. It can be
obtained by perturbing arrangement (13), hence, it is realizable by some PLF G. Thus arrange-
ment (G) is realizable by the APLF G1 which equals G for x > c, c ∈ (x2, t1), and G+γ (x−c)5
for x < c for a suitably chosen γ > 0 (the reasoning here is analogous to the one from 80 and
we skip off the details). There remains to approximate the APLF G1 by a PLF realizing also
arrangement (G).
100. Prove the lemma for j = 6 (by analogy with 80 and 90). Present an arrangement from
the set N6\Δ in the form (K):= (0, f,0, s,K). Hence, the arrangement (L):= (0, f, s,0,K) can
be obtained by perturbing either arrangement (8) (for R = (s, l, t,0)) or arrangement (18) (for
R = (s, l,0, t) or (s,0, l, t) or (0, s, l, t)), and can be realized by a PLF K ; the reasoning here
is analogous to the one from 70. Thus the APLF K1 which equals K for x > c, c ∈ (x2, t1), and
K + δ(x − c)5 for x < c for a suitably chosen δ > 0, realizes arrangement (K). There remains to
approximate K1 by a PLF realizing also arrangement (K). 
Proof of Lemma 34. 10. Consider the polynomial T := x5 − x3 + x4 −
√
3
25
√
10
. One checks
directly that
T
(√
3
10
)
= T (2)
(√
3
10
)
= 0, T (1)
(
1√
10
)
= T (3)
(
1√
10
)
= 0.
Moreover, one has T (0) < 0, T ( 1√
10
) > 0 (hence, T has a root in (0, 1√
10
)) and T (1)(
√
3
10 ) < 0
(hence, T has a root >
√
3
10 , since limx→+∞ T (x) = +∞). Thus for x > 0, T has exactly 3 real
roots.
20. One has T = x(x2 − 12 )2 −
√
3
25
√
10
. Hence, the graph of T is obtained by shifting downward
the one of x(x2 − 12 )2 (the latter is readily drawn) which means that T is not hyperbolic. The
polynomial T realizes the arrangement (. . . , [sl],0, [tf ], [s0], f,0) (we are not interested in the
roots of T and its derivatives for x < 0).
30. Consider the polynomial Ug := gx5 − x3 + x4 −
√
3
25
√
10
, g  0. (One has U1 = T .) The
polynomial U0 has a single negative root. The polynomial U1 has no negative root at all; it has a
local maximum at − 1√
2
with U1(− 1√2 ) < 0. Hence, there exists g0 ∈ (0,1) such that Ug0 has a
double negative root.
One has U(3)g0 (
1√
10g0
) = 0, U(1)g0 ( 1√10g0 ) = −
1
4g0 + 14 < 0. Hence, the polynomial Ug0 realizes
the arrangement ([0f 0], s, t, f, . . .) (we are not interested in roots of Ug0 and of its deriva-
tives for x > 0). Thus for g1 < g0 and close to g0 the polynomial Ug1 realizes the arrangement
(0, f,0, s, t, f, . . .).
492 V.P. Kostov / Bull. Sci. math. 131 (2007) 477–49240. Consider the APLF Y which equals Ug1 for x < 0, and T for x  0. It realizes the arrange-
ment
(E0) := (0, f,0, s, t, f, [sl], 0, [tf ], [s0], f,0)s2 l1 t2 f3 s3 x4
which is adjacent to (E). One can modify the graph of Y on some interval [−ε,0] where ε > 0 is
small enough to obtain a PLF Y1 realizing again arrangement (E0). After this one can perturb Y1
(see Proposition 17) to obtain a PLF realizing arrangement (E) withQ= (s,0, t) and J = (s,0)
or (0, s). 
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