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Resumo
Nas últimas décadas tem-se verificado um interesse considerável nas fontes de energia renovável, com
o intuito de substituir as energias fósseis esgotáveis. A energia solar é uma grande resposta a todas
as necessidades que a humanidade enfrenta neste momento. Para além de limpa e renovável está
prontamente acessível, só é necessário encontrar veículos que a possam colher de modo eficiente.
Desde a década de 70 têm sido desenvolvidas células solares que, devido aos grandes avanços
tecnológicos da ciência, têm resultado em boas respostas de eficiência na conversão da energia solar
em energia eléctrica. Das várias gerações de células, surgem as células solares de terceira geração, nas
quais se incluem as celulas fotoelectroquímicas (PECs). Estas células possuem grandes vantagens,
pois tanto podem ser usadas para a geração de energia eléctrica (células solares sensibilizadas com
corante - DSCs), bem como podem fornecer combustível (H2) a partir da eletrólise da água (células
fotoelectroquímicas para a fotoelectrólise da água). Perante tal vantagem, tendo em conta o custo,
só temos de desenvolver estratégias que possam melhorar a sua eficiência.
Os grandes avanços na nanotecnologia e nanociência nas últimas décadas vieram auxiliar esta
demanda. Em particular, as nanoestruturas, que exibem propriedades físicas muito diferentes quando
comparadas com as exibidas no seu estado normal, têm dado uma resposta perfeita e adequada a
este propósito. Assim, têm sido explorados vários materiais com as mais variadas geometrias (filmes
finos, nanoparticulas, nanoporos, dendrites, nanofios, nanotubos, etc.) com o fim de obter uma maior
eficiência na fotoresposta. Recentemente, os nanotubos (NTs) têm sido bastante explorados para
aplicações em PECs. Uma vez que exibem uma arquitectura a 1D (a uma dimensão), têm mostrado
serem bastante vantajosos para o transporte eficiente das cargas (electrões e lacunas) no semicondutor.
O transporte das cargas tem um papel de máxima importância na fotoresposta de uma célula
fotoelectroquímica. Com os desenvolvimentos da anodização na década de 90, nomeadamente da
alumina nanoporosa, é agora possível obter nanotubos (NTs) e nanoporos auto-organizados de vários
tipos de semicondutores. Assim sendo, esta tese incide no desenvolvimento de semicondutores em
estruturas tubulares (NTs) através da anodização de metais, com o fim de serem aplicados em PECs.
Desenvolvemos nanoestruturas (foto-ânodos) para células solares, em particular para células solares
sensibilizadas com corante (DSCs) e PECs para geração de combustível H2 a partir da fotoelectrólise
da água. Descrevemos a síntese, optimização e caracterização de matrizes hexagonais anódicas de NTs
de TiO2, HfO2 (para aplicações nas DSCs) e de α-Fe2O3 (para PECs para a separação da água por
fotoelectrólise). A optimização destes NTs foi feita com grande detalhe e minúcia, com o intuito de
contribuir para o enriquecimento do conhecimento cientifico nesta área. De facto, exploramos pontos
cruciais durante o processo de síntese que até hoje ninguém se tinha debruçado. Apresentamos, ainda,
uma descrição dos trabalhos desenvolvidos durante todo o percurso Doutoral.
Foram sintetizados NTs de TiO2, altamente ordenados, a partir da anodização de folhas de Ti.
Investigou-se o efeito da rugosidade da superfície de Ti (aplicando diferentes pré-tratamentos antes da
anodização) sobre o comprimento, a taxa de crescimento e o grau de auto-organização das matrizes
de NTs obtidas. Os mecanismos relacionados com a formação e crescimento dos NTs de TiO2
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foram correlacionados não só com as curvas de anodização, mas também com as suas derivadas (1a
ordem) e integração, para revelar o início e fim dos diferentes regimes electroquímicos. Isso permite
uma interpretação profunda (e discernimento físico-químico), dos diferentes níveis de rugosidade da
superfície e características topográficas. Descobrimos que os pré-tratamentos, que levam a uma
rugosidade superficial no Ti extremamente pequena, oferecem aos NT um comprimento reforçado e
também proporcionam uma melhoria significativa na qualidade de organização (matrizes hexagonais
de NTs altamente ordenadas com áreas maiores), devido à topografia da superfície optimizada.
Apresentamos também uma nova abordagem estatística para avaliar estas áreas de NTs ordenadas
hexagonalmente. Foram obtidos grandes domínios com estruturas de NTs idealmente dispostas
representados por matrizes de forma compacta hexagonal (6.61 µm2), com áreas semelhantes às do
diâmetro do menor grão de uma folha de Ti, e três vezes maiores do que aquelas até agora reportados
na literatura. O uso de pré-tratamentos optimizados evita a necessidade de uma segunda anodização,
permitindo a fabricação de amostras de NTs altamente auto-ordenados em matrizes hexagonais com
grandes domínios organizados, com reduzido tempo e custo.
Num trabalho diferente, exploramos as condições do electropolimento (EP), antes da anodização
submetendo as folhas de Ti a potenciais diferentes. A rugosidade da superfície de Ti desempenha um
papel importante na nucleação dos poros aumentando o efeito de focagem local do campo eléctrico.
Além disso, o EP induz a formação de estruturas onduladas sobre a superfície do metal, que podem
funcionar como um pré-padrão antes da anodização. Estas ondulações levam a uma nucleação dos
poros preferencialmente ordenados, oferecendo uma melhor organização dos NTs. Descobrimos que,
dependendo do potencial aplicado de EP, a rugosidade e o período espacial das estruturas onduladas
varia de 2-8 nm e de 30-122 nm, respectivamente. Essa sintonia permitiu-nos concentrar na influência
das características iniciais de topografia do Ti no comprimento, organização e arranjo hexagonal,
diâmetro e densidade dos NTs. Os nossos resultados mostram que um EP com 10 V é o mais
adequado para obter uma rugosidade superficial do Ti pequena, NTs com um maior comprimento
(40%), e uma melhoria efectiva da organização das matrizes hexagonais de NTs em áreas maiores.
Além disso, também as dimensões dos NTs (diâmetros de poro e densidade) dependem da topografia
da superfície inicial de Ti. A utilização de um processo de EP optimizado permite assim a obtenção
de amostras de alta auto-organização hexagonal num tempo reduzido e de baixo custo.
Os extensos trabalhos em NTs de TiO2 tem proporcionado uma ampla estrutura experimental em
que os modelos teóricos já estão a ser integrados. A compreensão fundamental do crescimento da
barreira de óxido (δb) no fundo dos NTs foi aqui estabelecida e comparada com a teoria clássica de
oxidação dos metais de Mott e Cabrera. O papel de δb na fabricação dos NTs de TiO2 sob diferentes
potenciais (V ) e tempos (t) foi analisado utilizando microscopia eletrónica de varrimento e transmissão
(STEM). Contrariamente ao caso bem conhecido de óxido anódico de alumínio, descobrimos que a
δb de NTs de TiO2 cresce progressivamente ao longo do tempo de anodização devido ao seu regime
de anodização não-estável. Até agora não foi encontrado na literatura nenhum modelo que integra
ambos os parâmetros, V e t, na dependência de δb. Então estabelecemos uma relação fenomenológica
entre o crescimento de δb com o tempo e tensão aplicada [δb(V, t)], usando a teoria de condução
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a alto campo de Mott e Cabrera. O modelo desenvolvido mostrou-se em excelente concordância
com os dados experimentais, do STEM e dos valores extraídos das curvas de anodização. Com base
nestes resultados, a dependência de δb no tempo de anodização e potencial aplicado pode ser agora
entendida quantitativamente.
A forma exacta e as propriedades físico-químicas dos NTs de TiO2 são questões-chave para permitir
a sua aplicação prática. Nesta tese, foram também descritas as características gerais que governam a
porosidade e os parâmetros geométricos (diâmetro dos poros, distância inter-poro, parede dos tubos e
espessura da barreira de óxido) dos NTs de TiO2. Observou-se uma tendência da porosidade de forma
cíclica e complexa durante a anodização a tensão constante. Propomos assim, que estas mudanças
de porosidade sejam o resultado dos mecanismos microscópicos subjacentes à formação e crescimento
dos NT, relacionados com os processos não equilibrados de oxidação/dissolução na parte inferior dos
tubos, sendo profundamente dependentes do pH do eletrólito. Assim, foi encontrado um regime de
auto-organização dos NTs de TiO2 NTs para valores de porosidade na gama de 5 a 5.6 %. Finalmente,
uma análise detalhada das curvas de anodização permitiu-nos extrair informações significativas e
abrangentes sobre os mecanismos de organização dos NTs durante o processo de crescimento.
Foram sintetizados matrizes hexagonais de NTs e nanoporos altamente ordenadas de HfO2
por anodização eletroquímica de folhas de Hf. Neste trabalho, investigamos o crescimento do
óxido anódico de hafnium (OAH) em estruturas nanoporosas/NTs, optimizando uma condição de
anodização eletroquímica, especificamente, o solvente orgânico do eletrólito utilizado: etileno glicol,
dimetil sulfóxido, formamida e N-metilformamida. O solvente revelou ser um parâmetro de anodização
que afecta a morfologia e a estrutura do OAH, nomeadamente, a estrutura auto-organizada, a taxa
de crescimento e o comprimento do OAH. Foi obtido OAH com estruturas nanoporosas e NTs assim
como diferentes formas de morfologia (nanoporos, nanoagulhas, nanoflocos, nanofios aglomerados).
Foram obtidos NTs de hematite (α-Fe2O3) altamente ordenados através da oxidação eletroquímica
de folhas de Fe. Foi obtido um rápido crescimento destes NTs com um potencial de anodização de
50 V. Determinou-se a morfologia dos NTs, bem como o diâmetro e comprimento. Em seguida, as
amostras foram submetidas a um recozimento térmico sob diferentes condições (tempo e temperatura)
numa atmosfera de oxigénio, a fim de obter NTs de óxido de ferro cristalinos. Observou-se
que, após 1 h os NTs de óxido de Fe começam a cristalizar a temperaturas superiores a 400◦C.
O espectro de difracção de raios-X revelou duas fases de óxido de ferro: magnetite (Fe3O4) e
hematite (α-Fe2O3). Estes resultados foram corroborados pela dependência da magnetização com a
temperatura, mais precisamente pela presença de uma transição da magnetização a 123 K, decorrente
da transição eletrónica da Fe3O4 (transição de Verwey). Além disso, e uma anomalia a 197 K foi
observada,correspondente à transição spin-flop antiferromagnética da α-Fe2O3 (transição de Morin).
Os histereses magnéticos provam que todos os NTs de óxido são ferromagnéticos à temperatura
ambiente com campos coercivos de 150 Oe e até 400 Oe para baixas temperaturas. A maior
contribuição de hematite foi observada em NTs mais pequenos (com menos tempo de anodização)
e para temperaturas de recozimento de 600◦C. Aumentando a temperatura de recozimento, a
contribuição da hematite diminui e da magnetite aumenta (para além de surgirem outras fases de
xiii
óxidos). A caracterização fotoelectroquímica foi feita pelas curvas de fotocorrente-potencial (J − V ),
onde avaliamos o desempenho dos NTs de hematite. As melhores eficiências de conversão solar-para-
corrente foram observadas para NTs mais pequenos e com a temperaturas de recozimento térmico de
500◦C.
Finalmente, incluímos um capítulo final com o trabalho em curso, onde foram desenvolvidos novos
fotoânodos promissores: filmes finos de hematite através da deposição por feixe de iões. Foram
desenvolvidos filmes finos de hematite sem qualquer dopagem de Si (ou quaisquer catalisadores) por,
primeiro depositamos um filme fino de Fe e depois fizemos uma recozimento térmico para o converter
na fase cristalina hematite. As condições de recozimento térmico (temperatura e tempo) foram
vigorosamente exploradas desejando uma conversão total do filme de Fe na fase hematite. Depois de
optimizarmos estas condições, obtivemos um excelente desempenho da fotocorrente de 0.5 mA.cm −2
a 1.45 VRHE [V vs RHE (electrodo de hidrogénio reversível)]
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Abstract
During the last decades, a considerable interest in renewable sources has ocurred, aiming to replace
the exhaustible fossil fuels with renewable energy. Solar energy is a great answer to all the needs that
humanity currently faces. Apart from being clean and renewable, it is readily available, so we just
need to have efficient ways of harvesting it. Since the 70s, solar cells have been developed, following
the great technological advances in science. In fact, since then, great efficiency responses have been
reached, regarding solar harvesting and conversion into electrical energy. From the several known
solar cell generations, the photoelectrochemicals cells (PEC); (semiconductor with an electrolyte)
have emerged, which can be used for the generation of both electricity (dye-sensitized solar cells
- DSCs) and fuel (H2); (Photoelectrochmeical cells for water splitting). Given this advantage, we
should develop strategies to improve these cells quality: higher efficiency but at lower cost.
The great advances in nanotechnology and nanoscience during the last decades have assisted this
demand. In particular, nanostructured materials, which exhibit very different physical properties
when compared with the materials' bulk state, have been a flawless response for this purpose.
Moreover, various nanomaterials with different geometries (e.g. thin films, nanoparticles, nanopores,
dendrites, nanowires, nanotubes, etc.) have been explored in order to obtain an enhanced efficiency
in the photoresponse. Recently, the nanotubes (NTs) have been widely exploited for applications
in PECs (for both, DSCs and to split water). Displaying a one dimentional architecture, they
have shown to be quite advantageous for an efficient charge transport (electrons and holes) in a
semiconductor. The charge transport has been proven to perform a role of utmost importance in the
PEC photoresponse. With the developments made in the 90s, in particular on the Al anodization
that leads to an anodic nanoporous oxide, it is now possible to obtain self-organized nanotubes
and nanopores of different types of semiconductors. This thesis focuses on the development of
semiconductors with a tubular structure (NTs) by anodizing metals, in order to apply them as
photoanodes. We developed nanostructured photoanodes for solar cells, in particular for DSCs and
PECs for H2 fuel generation by water splitting. We describe the synthesis and characterization of
anodic hexagonally ordered NT arrays of TiO2, HfO2 (for DSCs applications) and α-Fe2O3 (PECs
for water splitting). The optimization of these NTs was made with great detail and thoroughness in
order to contribute to the scientific community in this topic. Indeed, we have explored crucial points
during the synthesis process that, until now, no one has perched. We present a description of the
work developed during the PhD.
Highly ordered TiO2 NTs were synthesized by electrochemical anodization of Ti foils. We
investigated the effect of the Ti surface roughness (applying different pre-treatments, such as the
electropolishing, chemical etching and mechanical polishing) prior to the anodization, on the length,
growth rate and degree of self-organization of the obtained NT arrays. The mechanisms related to
the TiO2 NT formation and growth were correlated not only with the corresponding anodization
curves but also with their appropriate derivatives (1st order) and suitable integrated and/or obtained
parameters, to reveal the onset and end of different electrochemical regimes. This enables an in-depth
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interpretation (and physical-chemical insight), for different levels of surface roughness and topographic
features. We found that pre-treatments lead to an extremely small Ti surface roughness, offer an
enhanced NT length and also provide a significant improvement in the template organization quality
(highly ordered hexagonal NT arrays over larger areas), due to the optimized surface topography.
We present a new statistical approach for evaluating highly ordered hexagonal NT array areas. Large
domains with ideally arranged NT structures represented by a hexagonal closely packed array were
obtained (6.61 µm2), close to the smallest grain diameter of the Ti foil and three times larger than
those so far reported in the literature. The use of optimized pre-treatments then allowed avoiding
a second anodization step, ultimately leading to highly hexagonal self-ordered samples with large
organized domains at reduced time and cost.
In a different work, we explored the elctropolishing (EP) conditions (prior to the anodization)
by subjecting the Ti foils to different EP applied potentials. The Ti surface roughness plays an
important role during the pore nucleation in enhancing the local focusing effect of the electrical
field. Additionally, EP induces the formation of dimple structures on the metal surface, which can
work as a pre-pattern prior to anodization. These shallow ripples lead to a preferentially ordered
pore nucleation, offering an organizational improvement of the anodic oxide NTs. We found that,
depending on the EP applied potential, the roughness and the spatial period of the ripple-like
structures vary from 2 - 8 nm and from 30 - 120 nm, respectively. Such tuning allowed us to focus
on the influence of the initial Ti pre-surface topography features on the NTs' length, organization,
and hexagonal arrangement quality, as well as diameter and density. Our results show that an EP
under 10 V is the most suitable value to obtain a small Ti surface roughness, the largest NT length
(40% enhancement), and the effective improvement of the ordered hexagonal NTs' arrays over larger
areas. Furthermore, the NTs' dimensions (pore diameters and density) were also found to depend
on the initial Ti surface topography. The use of optimized EP allows us to obtain highly hexagonal
self-ordered samples at a reduced time and cost.
Recent work on the formation of anodic TiO2 NTs has provided a broad experimental frame into
which theoretical models are now being integrated. The fundamental understanding of the growth
of the oxide barrier layer (δb) at the NTs' bottom, was established and compared with the classical
metal oxidation theory from Mott and Cabrera. The role of δb in the anodization of TiO2 NTs
under different applied potentials (V )and times (t) was analyzed using scanning transmission electron
microscopy (STEM). Contrary to the well-known case of anodic aluminum oxide, we found that δb
of TiO2 NTs progressively grows over time due to the non-steady anodization regime. No model had
yet been found in the literature with the integration of both parameters, V and t, on δb dependency.
In this work, we established a relation between the phenomenological growth of the barrier layer
with time and applied voltage [δb(V, t)] using the high-field Mott and Cabrera conduction theory.
The developed model was found to be in excellent agreement with the experimental data from both
STEM and anodization curves. On the basis of these results, the relationship between δb and the
anodization time and potential can now be quantitatively understood.
Precise shape engineering and physicochemical properties of TiO2 NTs obtained by electrochemical
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anodization are key-issues to enable their practical applications. We described the general features
that rules the porosity and the geometrical parameters (pore diameter, interpore distance, wall
and barrier layer thickness) of self-ordered TiO2 NTs. A complex cyclic porosity trend during
constant voltage anodization was observed. We propose that these porosity changes are the outcome
of the microscopic mechanisms behind NT formation and growth, aligned with non-equilibrium
oxidation/dissolution processes at their bottom, being deeply dependent on the electrolyte pH. The
self-ordered regime of TiO2 NTs was found for porosity values in the range of 5 to 5.6%. Finally,
a detailed analysis of the anodization curves enabled us to extract significant and comprehensive
information on the NTs organization mechanisms during the growth process.
Highly ordered anodic hafnium oxide (AHO) nanoporous/nanotubes(NTs) were synthesized by
the electrochemical anodization of Hf foils. In this work, we investigate the growth of self-ordered
AIO nanoporous/NTs templates by optimizing one electrochemical anodization parameter condition,
specifically, the solvent-based electrolyte using: ethylene glycol, dimethyl sulfoxide, formamide and
N-methylformamide organic solvents. Electrolyte solvent has revealed to be a anodization parameter
that affects the AHO morphology, namelly the self ordered structure, the growth rate and length. As
a result, AHO nanoporous and NTs arrays were obtained, as well as different shapes and morphologies
(nanoporous, nanoneedles, nanoflakes, nanowires-aglomerations).
We synthesized self-ordered iron oxide NTs by Fe electrochemical anodization. Fast-growth of
such NT arrays were obtained with an anodization potential of 50 V. The NTs morphology was
then determined, unveiling NTs features, diameter and length. Afterwards, the as-prepared NT
samples were annealed under different conditions, time and temperature, in an oxygen atmosphere
in order to obtain crystalline iron oxide NTs. It was observed that after 1 h the iron oxide NTs
start to crystallize at temperatures above 400◦C. The X-ray diffraction spectrum disclosed that two
iron oxide phases are always present: magnetite (Fe3O4) and α-Fe2O3. These achievements were
further corroborated by the temperature dependence of magnetization measurements, namely by the
presence of a breakdown of magnetization magnitude at 123 K, arising from the electronic transition
of Fe3O4 (Verwey transition). Additionally, one anomaly at 197 K is also presented due to the
antiferromagnetic spin flop transition of the α-Fe2O3 (Morin transition). The isothermal hysteresis
loop proves that all the oxide NTs are ferromagnetic at room temperature with coercive fields ∼ of
150 Oe and up to 400 Oe for low temperatures. We obtained higher hematite contribution at shorter
NTs (smaller time anodizing) and annealing temperatures of 600◦C. Further increasing the annealing
temperature, hematite contribution decreases, while the magnetite increases (along with other oxide
phases). The photoelectrochemical caracterization was performed by photocurrent-voltage (J − V )
curves, to evaluate the efficiency performance of the NTs hematite photoanodes. The best solar-to-
current conversions were attained for shorter NTs with annealeing temperatures of 500◦C.
Finally we include a final chapter with an ongoing work, were we developed new promising
photoanodes: hematite thin films by ion beam deposition. Hematite thin films without any Si doping
(or any catalysts) were devepoled depositing, first deposite a Fe thin film and then perform an
annealing to convert it into the hematite oxide phase. Annealing conditions (temperature and time)
xvii
were vigorously explored aiming a full conversion of the Fe thin film into the hematite phase. After
the optimizing these conditions, we achivied an excellent photocurrent performance of 0.5 mA.cm−2
at 1.45 VRHE [V vs RHE (reversible hydrogen electrode)].
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Thesis Outline
The world is in great need of advanced technologies providing renewable energy. The challenge is
how to meet the acceptable increasing global energy consumption without undermining our future
environment. More solar energy hits the earth in one hour than all the energy consumed by mankind
in one year. Solar energy is clean and continuously renewed, being a key component in any program
for the future. The purpose of solar cell research is to increase the solar harvesting efficiency at low
cost, leading to a cost-effective sutainable energy source. There are various types of solar cells, but
in particular the photoelectrochemical cells (using a semiconductor in contact with an electrolyte)
show great potentialities and specific advantages in certain key applications. The major aim of this
thesis was to develop new nanostructures to be used in photoanodes for solar cells, in particular for
dye-sensitized solar cells (DSCs) and photoelectrochemical cells (PECs) for H2 fuel generation from
water splitting.
This thesis reports the work developed on the synthesis and characterization of anodic hexagonally
ordered arrays of TiO2 nanotubes (NTs) and HfO2 NTs, both for DSCs applications, and α-Fe2O3
NTs for PECs for water sppliting. All nanotubular structures were obtained by (the simple and low
cost method) electrochemical anodization of the corresponding metal: Ti for TiO2 NTs, Hf for HfO2
NTs, and Fe for α-Fe2O3 NTs.
This PhD work has been performed under the collaboration between the research group of
Multifunctional Magnetic Materials and Nanostructures (MMMN) from Instituto de Física dos
Materiais da Universidade do Porto (IFIMUP-IN  Institute of Nanoscience and Nanotechnology)
at the Faculty of Sciences of the Porto University (FCUP) led by Prof. João Pedro Araújo, and the
research Laboratory for Process, Environment, Biotechnology and Energy Engineering (LEPABE) at
the Faculty of Engineering of the Porto University (FEUP) led by Prof. Adélio Mendes.
The work performed in this thesis research was only possible after the implementation and
development of several new experimental techniques for the synthesis of NTs. In particular, these NTs
were produced for the first time, at the IFIMUP-IN research group (MMMN), iniciating a new-line
of research on this topic.
This thesis is structured in ten chapters, comprising an Introduction, the Experimental techniques,
six chapters on the main Results and Discussions, a chapter reporting ongoing (follow up) research
work, and a chapter with Conclusions and Future Perspectives. A brief summary is given:
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• Chapter 1 introduces the field of solar cells, focusing on the present status of their efficiencies.
We present the basic principles of the third generation of solar cells, DSCS and PECs, giving
an historical background; also the main materials used and the nanostructure's advantages on
solar harvesting are introduced. A brief description is given on the bottom-up nanofabrication
technique used to synthesize the nanotubular architectures for such applications, in particular,
the electrochemical anodization of metals as Ti, Hf and Fe that are the aim of this thesis.
• In Chapter 2 we present a summary of the experimental techniques used. This comprises
the synthesis method (the electrochemical andodization of metals), followed by a detailed
description of the characterization techniques (as the Atomic Force Microscopy, Electron
Microscopy, X-Ray diffraction, Superconducting Quantum Interference Device magnetometer,
Ion Beam Deposition, Photocurrent-Voltage (I − V ) technique.
• Chapter 3 deals with the synthesis of highly ordered TiO2 NTs by electrochemical anodization
of Ti foils. We investigated the effect of the Ti surface roughness (applying different pre-
treatments, electropolishing, chemical etching and mechanical polishing, prior to anodization)
on the length, growth rate and degree of self-organization of the obtained NT arrays. We
found that the Ti surface roughness plays an important role in the onset of pore nucleation in
enhancing the local focusing effect of the electrical field.
• Chapter 4 describes the optimization methods of the electropolishing pre-treatment of the
Ti foils, to obtain highly ordered TiO2 NTs through subsequent electrochemical anodization.
We developed the electroplishing technique, optimizing the process by fine adjustment of the
electropolishing voltage. Here we observed that the electropolishing has the capability of
nanopattern the Ti surface, that in turn affects the pore nucleation stage and ultimaly leads to
optimized NTs.
• In Chapter 5 we describe the fundamental understanding of the growth of the oxide barrier
layer (δb) of the anodic TiO2 NTs' bottom. The effects of the δb growth are here established
and compared with the classical high-field metal oxidation theory of Mott and Cabrera. A new
model is proposed where both the time and anodization potential are taken into account in the
description of δb evolution.
• In Chapter 6 we present the general features that rule the porosity and the geometrical
parameters (pore diameter, inter-pore distance, wall and barrier layer thickness) of self-
ordered TiO2 NTs. A complex cyclic porosity trend during constant voltage anodization
was observed. We propose that these porosity changes are associated with the microscopic
mechanisms underlying NT formation and growth. In turn, these processes reflect non-
equilibrium oxidation/dissolution conditions at the NTs' bottoms, which are deeply dependent
on the electrolyte pH. The self-ordered regime of TiO2 NTs was found for porosity values in the
range of 5.0 to 5.6%.
• In Chapter 7 we developed the overlooked Hf anodization that lead us to self-ordered
HfO2 nanoporous and NTs arrays. By performing the Hf anodization in fluoride containing
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electrolytes with different organic solvents, we studied their effects on the lenght, growth and
structure of the anodic HfO2.
• Chapter 8 deals with the synthesizes of anodic iron-oxide NTs, via an electrochemical
anodization of Fe foil. The aim of the work was to obatin hematite NTs, for the PEC
applications. By changing the annealing conditions and NTs length, we were able to identify
the optimized conditions to obtain the as-prepared NTs conversion into hematite. Our strategy
was to conduct a detailed study with the assistance of magnetic and structural characterization
techniques.
• Chapter 9 contains a brief presentation of the research work currently being developed, namely,
the preparation of hematite thin films by ion beam deposition. Hematite thin films performance,
without any doping (or catalysts), were improved through the optimization of the annealing
conditions, achieving the excellent photocurrent performance mark of 0.5 mA/cm2.
• Finally, the Main Conclusions and Perspectives are summarized in Chapter 10.
placeholder
Chapter 1
Introduction
1.1 Harvesting solar energy - Solar cells
One of the great challenges in today's society is finding and developing low-cost, environmentally
friendly energy sources that can meet the growing demands of an expanding population. Extensive
research is ongoing to optimize materials and architectures towards a new generation of solar cells
with diversified and tailored optoelectronic properties. Solar energy provides clean, sustainable and
abundant energy [1] and stands as a front candidate regarding energy sources. The purpose of solar
cell research is to increase the solar energy conversion efficiency (into electrical energy) at low cost,
making solar radiation a widespread and cost-effective sustainable energy source. The aim of solar
cell research is to increase the solar energy conversion efficiency at low cost to provide a cost-effective
sustainable energy source. Portugal together with Spain are the European countries with the highest
solar incidence (Fig. 1.1) [1]. It is then reasonable to invest in the development of solar harvesting
technologies.
There are presently three technologies based on sun energy: thermal solar panels, photovoltaic
(PV) panels and solar power concentrators. However, these technologies have some limitations to
store energy; solar power concentrators use huge tanks to store melted salts that can be transformed
into electricity whenever necessary [3]. On the other hand, PV cells convert sunlight directly into
electricity, and due to the variability of daily solar radiation an effective method to store energy for
later dispatch is therefore needed [1]. Photovoltaics are now giving important steps into electricity
mass production for commercial and residential use. There are today large incentives for urban
planners and architects to incorporate these technologies into their designs, especially focusing in the
classic PV systems (based on Si) [4]. Recent advances in nanofabrication aligned with the progress
in the characterization techniques have yielded new generation of solar cells, allowing a whole up of
new promising opportunities, which compete with the conventional devices. Until now, the typical
photocurrent-generated device was the typical solid state junction devices (as the Si). Dye-sensitized
solar cells (DSCs) are one of the candidates to take over the existing Si technology in the long-
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Figure 1.1: Solar spectrum of Portugal and Spain solar map (2001-2007) [2].
term, but many challenges stand ahead, regarding stability and manufacturability of such cells with
attractive efficiencies [510]. There are several types of solar cells and some of them will be mentioned
here.
The calculation of the maximum theoretical efficiency of a solar cell was established by the
Shockley-Queisser (S-Q) limit [11]. The solar cell efficiency is due to the energy mismatch between
the bandgap and the solar photons. During the absorption of electromagnetic radiation the photons
with energy higher than the band gap cause photoexcitation (generating free electron and hole), but
their extra energy is lost, dissipating as heat. The ideal solar cell, assuming a single p-n junction,
should have a bandgap of 1.34 eV, that marks the maximum theoretical energy conversion efficiency
of 33.7% [11].
Approaching the S-Q limit is not only an engineering problem, it involves physical/chemical
insights as plasmonics, nanophotonics, light-trapping, etc. One should reshape the absorbing device
to obtain a better matching with light spectrum. Wide range of photovoltaic types and inherent
emerging technologies are seeking for solar cells with high efficiency, to compete with fossil fuel
electrical generation. The solar cells maxima efficiencies for different technologies are reported by
National Renewable Energy Laboratory (NREL) [12], since 1976, (Fig. 1.2) for research devices. The
solar cell's efficiency are organized within different families of semiconductors: (1) multijunction cells,
(2) single-junction gallium arsenide cells, (3) crystalline silicon cells, (4) thin-film technologies, and
(5) emerging photovoltaics.
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Figure 1.2: The world record solar cells efficiencies for different families (colored) and technologies
since 1976. Some 26 different subcategories are indicated by distinctive colored symbols. The company
or group that fabricated the device for each record is bolded on the plot. The highest efficiency
is highlighted along the right edge in a flag, containnig the efficiency and the technology symbol.
(Courtesy of the National Renewable Energy Laboratory, Golden, CO [12]).
First-Generation Solar Cells. First generation of solar cells are the traditional cells made from
silicon, being the most efficient solar cells available for residential use. Generally these cells are
more efficient and durable than non silicon based cells. However, at higher temperatures they show
more trend to lose some efficiency when comparing with thin-film solar cells [13, 14]. There are
currently four types of silicon-based cells, specifically: monocrystalline silicon cells (they have the
higher efficiency, 27.6% ), polycrystalline silicon cells, amorphous silicon cells and hybrid silicon cells
(Fig. 1.2).
Second-Generation Solar Cells. The second-generation of solar cells are based on thin-films
of semiconductor materials. Using less material and lower cost manufacturing processes allow the
manufacturers to produce solar panels at a much lower cost. However, they still have lower efficiencies
(23.3%) than the traditional Si based cells (27.6%). There are basically three types of these cells:
amorphous silicon, cadmium telluride (CdTe) and copper indium gallium diselenide (CIGS) (Fig. 1.2)
[15, 16].
Third-Generation Solar Cells. Third-generation of solar cells [17] are potentially able to
overcome the S-Q limit. These devices are based on multiple technologies and are represented
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by the families of multijunction cells, single-junction gallium arsenide cells and the emerging
photovoltaics (Fig. 1.2). They include the most advanced materials and configurations such as, non-
semiconductor (conductive plastics, polymers), tandem/multi-junction cells, silicon nanostructures,
thermo photovoltaics, hot carriers cells, quantum dots, organic dyes etc. Notably, in 2013 the multi-
layer ("tandem") cells of four-layer GaAs achieved 41.6% efficiency [17]. However, this remarkable
higher efficiency is obtained at the cost of increased complexity and manufacturing price, obtaining a
higher price-to-performance ratio, which severely limits their use. Thus, the research community of
photovoltaics has to rethink the strategy of using PV and seeking for an ideal solar cell technology.
The smart answer should rise on the sacrifice of efficiency by the low cost. A cleaver idea is to
manipulate low cost materials into nanostructures and approach the S-Q limit.
Dye-Sensitized Solar Cells (DSCs) could be one of the answers to this quest (Fig. 1.3) [18, 19].
DSCs were first introduced by Professor Michael Graetzel and co-workers in 1988, but only in 1991
it was achieved a high efficiency of 11% [18]. Nowadays, these cells reached a maximum of 13% [20].
Figure 1.3: Prototypes dye-sensitized solar cell panel [21].
Although its conversion efficiency is less than the best thin-film cells, or even the conventional
Si-based photovoltaics, their price-to-performance ratio should be suitable to compete with the
traditional fossil fuel electrical generation. The DSCs exhibit unique characteristics when comparing
with traditional silicon or thin-film solar cells. Although showing lower efficiencies than the commom
silicon solar cells, they have reduced costs due to materials and easy manufacturing methods
(analogous to printing) and having a broad and fancy flexibility for design applications. Additionally,
due to the dye attractive colors, new design and developments can be made, making them very
appealing for new and modern buildings architectures (Fig. 1.4).
Currently there is some research and development on DSCs, trying to take full advantage of
their characteristics, aiming their full commercialization. Though DSCs are made from inexpensive
components and have an easy-fabrication via low-cost manufacturing processes, they had little
commercial impact since 1988. In fact, DSCs showed inherent limitations [25]: limited long-term
stability and durability, the organic electrolyte (that contains iodide/tri-iodide redox couple) is
corrosive and prone to leakage, and it can react with the dye and other cell components. However,
DSCs can now become more viable thanks to a new advance in 2012 of DSCs with perovskites
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Figure 1.4: 1. Pictures painted with colors on glass plates are like stained glass and absorb light to
generate electricity. Screen printing is used for each of the four dyes, and a picture of marigolds is
formed by applying colors with four levels of density ((left) [22] (right) [23]); 2. Semi-transparent DSCs
windows by Dyesol [24]; 3. Prototype building using DSCs in the house of the future (MetaboliCity)
at Sydney Olympic Park ( external view) [24]. The MetaboliCity is a lightweight structure woven from
millimeter-thick fiberglass rods supports plant life. The structure also includes organic, dye-sensitized
solar cells. The energy harvested powers a pump system that monitors and feeds the plants.
(solid-state DSCs). These have gained great attention in recent years since this new-generation
of DSCs has high performances with long-term stability at low cost. Introduced by Mercouri G.
Kanatzidis [26] and co-workers, they report a new type of all-solid-state inorganic solar cell system
that consists of the p-type direct bandgap semiconductor CsSnI2.95F0.05 doped with SnF2, and n-
type nanoporous TiO2 with the N719 dye [cis-diisothiocyanato-bis(2,29-bipyridyl-4,49-dicaboxylato)
ruthenium(II) bis-(tetrabutylammonium)]. A DSCs-branched field has born, with the solid-state
DSCs showing conversion efficiencies up to 10.2% [26].
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Astonishing results have been marked with the perovskite solar cells, reaching nowadays the
remarkable efficiency of 20.1% (Fig. 1.2). Similar to the sensitization in DSCs, sensitized perovskite
solar cells, consists of a layer of mesoporous TiO2 which is coated with the perovskite absorber. The
most commonly studied perovskite absorbers are methylammonium lead trihalide (CH3NH3PbX3,
where X is a halogen ion such as I−, Br−, Cl−), and formamidinum lead trihalide (H2NCH3NH3PbX3)
[27].
1.2 Photoelectrochemical Cells: semiconductor-electrolyte cell
There are three different routes to obtain fuel or electricity from solar radiation: photoshyntesis,
phototovoltaics and photoelectrochemical cells (Fig. 1.5) [28]. In photosynthesis, plants use sunlight
together with CO2 and water to create sugars (the fuel) and O2. The photovoltaics convert directly
solar energy into electricity. A photovoltaic solar device is based on a semiconductor that when
illuminated with solar radiation creates free electrons that leave the semiconductor towards the metal
electrode creating electric current. With the photoelectrochemical cells device the semiconductor
material and metal electrode are immersed in a electrolyte. This device converts solar energy into
electricity or fuel (hydrogen gas from water splitting).
Figure 1.5: Sunlight can be harnessed and converted into fuel or electricity by 3 energy-conversion
strategies: photoshynteses, phototovoltaics and photoelectrochemical cells. The semiconducting
material (blue) and metal electrode (green) [28].
The emergence of photoelectrochemical cells (semiconductor in contact with an electrolyte)
has challenged the solid state photovoltaic technologies. Basically a photoelectrochemical cell
1.2 Photoelectrochemical Cells: semiconductor-electrolyte cell 15
(PEC) differs from the typical solid state junction devices replacing the phase in contact with
the semiconductor by an electrolyte (liquid, gel or organic solid)[19]. A photoelectrochemical cell
consists on two electrodes, a semiconductor either n- or p- type featuring as the working electrode,
and a metal (e.g. Pt) or semiconductor that works as the counter electrode, both immersed in
the electrolyte containing suitable redox couples [19]. By illuminating the semiconductor-electrolyte
system with a photon energy greater than semiconductor bandgap leads to the creation of electron-
holes pairs due to the photoexitation. These photogenerated electrons-holes are then divided by the
electric field present in the space-charge layer. The photogenerated minority carriers travels to the
semiconductor-electrolyte interface, while the photogenerated majority carriers travels trought the
bulk semiconductor to the current collector. The later are guided then trough an external circuit
and then collected in the counter electrode, where these carriers electrochemically react with the
electrolyte. Traditionally in conventional solid state PV cells, the potential of the working electrode
is maintained at a constant level with respect to the reference electrode. In these cells the working
electrode potential can be varied with respect to the reference electrode by an external voltage source
bias that is connected between working and counter electrode [19]. The PEC cells are very attractive
and shows advantages when compared with the classical solid state PV: i)low cost, flexibility and
simple fabrication, i.e. the solid/liquid junction is easy to manufacture ultimately leading to a
reduced fabrication price; ii)there are not sensitive to the defects in semiconductors; iii) possibility
of the direct conversion of photon energy to chemical energy [19, 29].
The photoelectrochemical concept was first introduced by Becquerel (motivated by photography)
obtaining a photocurrent between two platinum electrodes immersed in the electrolyte containing
metal halide salts [30]. Later on, by adding a dye to silver halide emulsions leads to photosensitivity
extended to longer wavelengths [31]. Since then, the interest in photoelectrochemistry of semicon-
ductors led to the pioneering wet-type PEC solar cells [32].It was shown that electron transfer is
predominant mechanism for photoelectrochemical sensitization processes. Graetzel has then marked
a milestone extending the photoelectrochemical concept to DCSs [19].
There are two types of photoelectrochemical cells: a) regenerative-type cell producing an electric
current from sunlight (DSCs); b) Photosynthetic cell that generates a chemical fuel, H2, through
the photo-cleavage of water [Photoelectrochemical cells (PECs) for water splitting; generation of H2].
The investigations focused on two types of cells whose principle of operation are shown in (Fig. 1.6).
1.2.1 Dye-sensitized solar cells
Basic principles
The first type of PEC is the regenerative cell, where the photogenerated energy is converted in to
electric current without any chemical change [Fig. 1.6 (a)] [19, 33, 34]. First reported studies of these
cells were using thin films of CdS, CdSe [33] and of CdTe [34]. A novel aproach of these cells are now
known as dye-sensitized solar cells (DSCs), which are based on a dye sensitized porous nanocrystalline
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Figure 1.6: The principle of operation of photoelectrochemical cells (n-type semiconductors). There
are two types of cells: (a) Regenerative-type cell producing electric current from sunlight; (b)
Photosyntetic cell that generates a chemical fuel (hydrogen) through the water sppliting [19].
TiO2 photoanode reported by Graetzel [19]. The conventional photovoltaics cells (as the Si) is a p-n
junction, that simultaneously absorbs light, creating e-h pairs, and the transports the charge carriers.
However in DSSc, the dye has the function of light absorption and charge generation, while the charge
transport occurs both in the semiconductor and in the electrolyte.
Let us look upon the basic principles of the regenerative cell. Consider a n-type photoactive
semiconductor working electrode being illuminated, a electrolyte containing the redox couple (O/R),
and a metal counter electrode. Photons with energy higher than the band gap generate electron-hole
pairs that are separated by an electric field in the space-charge region. The electrons (majority charge
carriers) are driven through the bulk of the semiconductor until reaching the current collector and
the external circuit. The positive holes (minority charge carriers) move towards the semiconductor
surface where they are reduced with R, oxidizing it: h+ + R → O. The hole is recovered by an
electron from the redox electrolyte: the oxidized form (O) is reduced back to R by the electrons
arriving from the external circuit. Most of the developments have been made in n-type (II/VI or
III/V) semiconductors using sulphide/polysulphide-based electrolytes, vanadium(II)/vanadium(III)
or I2/I redox couples [19].
Materials
Since Fujishima and Honda first reported the photo-assisted water splitting using TiO2 photoanode
[35], in 1972, TiO2 has become a well-known photocatalyst. TiO2 is very stable, readily available
and highly photoeffcient but due to its large band gap (3.2 eV) the absorption spectrum is limited
to the UV range (Fig. 1.7). TiO2 has been the favored semiconductor for DSCs developments, using
dye and mesoporous TiO2 photoanodes, since first introduced by Graetzel et al. [1820, 3638]
Despite being one of the candidates to take over the Si technology in the long-term, many challenges
still exist, namely the stability and manufacturability of DSCs with attractive efficiencies [9, 10]. In
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Figure 1.7: Band positions of several semiconductors (oxides and non-oxides) in contact with aqueous
electrolyte at pH = 1. The band gap is shown as well as its band edges: lower edge of the conduction
band (red) and upper edge of the valence band (green). The energy scale is in electron volts using
the normal hydrogen electrode (NHE) or the vacuum level as a reference [19].
the basic version (Fig. 1.8), a DSC consists of two glass substrates on which a transparent conducting
oxide (TCO, e.g. SnO2:F) with high optical transmission and low electric resistance is deposited. On
the photoelectrode side, a TiO2 mesoporous layer (10-12 µm) composed by nano-sized particles (10-
20 nm) is deposited by screen printing. A monolayer of a sensitizing dye is then adsorbed on the TiO2
particles. The counter-electrode consists of a catalytic amount of platinum (10 nm of thickness). After
illumination, the dye molecules are promoted into an exited state. The electrons from the ground state
of the dye are then injected into the conduction band of the semiconductor. The dye is regenerated
by electron donation from the triiodide redox couple (I−/I−3 ) in the electrolyte producing iodide ions
that diffuse back to the counter-electrode to react with another electron. Finally, encapsulation of
the cell is typically made with a polymer hotmelt seal foil (Surlyn or Bynel), but this kind of material
does not withstand temperatures above 65-80◦C for a long time. In fact, up to now, the results
obtained with these sealants do not guarantee long-term stability. A leak in internal sealing, for
instance, with possible mass transport between cells in a module, will cause electrophoresis of the
electrolyte under illumination (the redox couple I−/I−3 is separated). Additionally, loss of the liquid
electrolyte decreases the photo-voltage of the cell or module and so its efficiency [9, 10, 40].
The presented traditional DSC semiconductor has a mesoporous structure with a large internal
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Figure 1.8: Schematic illustration of a generic DSC [39].
surface area (with a porosity of 50%) when compared to a flat photoanode of the same size [19]. Such
surface area, turns the photoanode electronically addressable, having higher surface area available
for dye chemisorption and absorption coefficient. An efficient charge transport of a photoanode
material can be evaluated by extrinsic factors such as the recombination and/or trapping centers
across grain boundaries and defects [40, 41]. Indeed, charge trapping and electron hole recombination
are some limitation problems that other nanostructures could introduce profound advantages in
the photoelectrochemical properties [40, 41]. Moreover, the light scattering in nanostructured
morphology, such a nanowire (NW) or a nanotube (NT) enhances the absorption coefficient [41].
In addition, the 1D nature of NT architecture can ensure efficient charge transport: helps a faster
electron transfer towards the electric contact, while the holes have to travel only short distances
before reaching the surface. This minimizes the chance for charge trapping and e-h recombination
loss [4144](Fig. 1.9).
Figure 1.9: The NT architecture (a) versus traditional nanoparticles in DSCs. The NTs geometry
ensures a faster electron transfer towards the electric contact (red arrows) when comparing with a
nanoparticles structure (b), minimizing the chance for charge trapping and e-h recombination loss.
One strategy to increase the performance of these cells, considers the development and optimization
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(low-cost) of semiconducting nanotubes. Accordinly, this thesis focus on the synthesis of TiO2
semiconductors by a simple and low cost synthesis process: the electrochemical anodization. Their
structural optimization that is reported to be fundamental for efficient DSCs with maximized charge
transport and reduced recombination processes is addressed [42, 43]. It is important to stress out
that fundamental studies on the syntheses conditions, as well on their complex intrinsic processes,
are needed to later provide a straight forward approach application of DSCs, simultaneously allowing
new vistas of applications.
1.2.2 Photoelectrochemical cells for water splitting
Basic principles
The second type of PECs are the photosynthetic cells, also known as photoelectrochemical cells for
water splitting [Fig. 1.7 (b)] [19]. They operate on the similar principle as the regenerative cells
(DSCs) except that there are two redox systems. Basically, the cell is made of a semiconductor
photoanode that when receives a photon of sufficient energy (higher energy then the semiconductor
band gap) creating electron-hole pairs. The electrons from the valence band are injected into the
conduction band of the semiconductor, while the holes moves towards the semiconductor surface.
The photogenerated electrons in the conduction band diffuse across the semiconductor towards the
external circuit, reaching then the counter-electrode (e.g. Pt). Here, the hydrogen is formed according
to the reduction reaction (for basic pH): 4H2O + 4e− → 4OH− + 2H2. The hole reacts at the
semiconductor surface, according to: 4OH− + 4h+ → 2H2O + O2, forming oxygen. The overall
reaction is the water splitting by sunlight:
2hν + H2O→ H2(g) + 1/2O2(g), (1.1)
where hν is the photon energy, ν as the frequency and h as the Planck's constant.
Materials
The water-splitting phenomenon was first reported in 1972 in a pioneering work by Fujishima and
Honda [35] using TiO2, providing the possibility to convert solar energy into chemical/electrical
energy in a renewable and cheap way. Since then, solar-light-driven water oxidation has received great
attention due to the potential technology for the production of green and renewable fuel [45, 46]. The
development of photoelectrochemical cells that use visible light to efficiently obtain hydrogen could
be an anwser for such quest [19].
There are many semiconductors available, most of them characterized during the 70s and 80s [47].
However, several of them have energy band gaps that does not fits with the reduction and oxidation
potential edges of water. When they do, the band gap is too large and they show a limited ability
to harvest sunlight (Fig. 1.7). The favoured semiconductors for PEC watter splitting studies has
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been TiO2 and Fe2O3 [41]. TiO2 unfortunately, has a large band gap, 3.2 eV, which limits its light
absorption spectrum to the UV range. The practical application of TiO2 is limited because it can only
be excited with light of wavelength near or shorter than 385 nm. Most research efforts aimed shifting
the optical absorption towards the visible part of the spectrum, reducing its band gap, by doping
TiO2 (iron, cromion, nitrogen, carbon or sulfur etc)[41]. Since its band gap receives additional energy
levels from the dopants, the electron excitation from these levels to the conduction band requires less
energy than those of the valence band. However, despite inducing a broader light absorption spectrum
to TiO2, these modiffications do not turn the water-splitting reaction more efficient [48].
On the other hand, hematite (α-Fe2O3) has a smaller bandgap, 2.2 eV, absorbing all wavelengths
smaller than 600 nm. Hematite presents a high stability against (photo)corrosion in water and
relatively low cost and has been used in several applications ranging from gas sensing, lithium-ion
battery production, catalysis, solar energy cells, water purification and water splitting [49].
Nanostructures for Photoelectrochemical cells
Several authors have made predictions for the maximum attainable efficiency based on the bandgap
of the material [50]. The spectral region in which the semiconductor absorbs light is determined by
the bandgap of the material, where its minimum is determinated by the energy required to split the
water (1.23 eV) [41, 51]. Hematite per se can not accomplish both water photo-oxidation and photo-
reduction. The conduction band edge is positioned at a more positive bias voltage than the reduction
potential of water (see Fig.1.7). Thus additional bias voltage from an external source (e.g. DSC cell)
is required to promote the reduction reaction at the cathode. The maximum hydrogen production
efficiency could reach is 2.5% when 0.2 V positive bias is applied. However, photoelectrochemical
devices are in principle able to attain much higher eficiencies. A maximum efficiency of 16.8% for a
ideal material with a bandgap of 2.03 eV was predicted [50]. Therefore, direct water-splitting can only
be accomplished if the photoanode has the required properties and namely if it has the right band gap
and bang edge potentials that straddle the reduction and oxidation potentials of water. Moreover, it
must be stable and show high light absorption and charge transfer eficiencies. Such a semiconductor
based on presently available morphologies does not exist [41]. However, conventional nanostructured
materials can exhibit very different and improved properties concerning charge transfer of the electron-
hole pair to the photocatalyst surface, energy band gap, and band edges shift [52].
Althought the research on solar water-splitting by photoelectrolysis started in 1972 with the pioneer
work of Fujishima and Honda [35], it was only after 2005 that a renewable interest in this area began,
when Graetzel and co-workers obtained tandem photoelectrochemical cell based on a mesoscopic α-
Fe2O3 (hematite) thin film. These mesoscopic rough films, prepared by deposited by spray pyrolysis
exhibited much higher photo activity than the regular smooth thin films [53]. This arrangement was
stable but needed an extra bias and showed limited energy conversion efficiency. Nevertheless, there
are several limitations to overcome before the effective application of such material, like the poor
conductivity and the high electron-hole recombination loss, as well as the short hole diffusion length.
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In order to overcome these limiting challenges and successfully improve the hematite photoresponse
(over the years) the heteroatom doping and the material's architecture control with nanostructuring
techniques have been the strategies mostly addressed [41]. A large number of heteroatom (e.g., Si,
Pt and Ta) doping has been carried out, leading to an hematite conductivity increase, that enhances
the photoresponse [5457].
Recently, the semiconductors' nanostructuring showed photoanodes with improved properties.
With the emergence of the nanostructuring techniques, the hematite morphology control has been
highly explored (Fig. 1.11). The nanostructured morphology of such architectures (e.g. NTs, NWs
) besides enhancing the light absorption coefficient, allows to control the direction and path of
the charge carriers through quantum confinement [52, 5658] (Fig. 1.11; Fig. 1.12; Fig. 1.13;). In
particular, the light scattering in semiconductor media with a nanostrutured morphology enhances
the absorption coeficient. In addition, the high aspect ratio of nanostructures ensures that the holes
travel shorter distances before reaching the surface, minimizing the possibility of charge trapping and
recombination [41] (Fig. 1.13).
In 2006, Graetzel et al. reported an exceptionally high photocurrent of 2.7 mA.cm−2 [at a bias of
1.23 V vs reversible hydrogen electrode(RHE); under simulated AM 1.5 sunlight] for Si-doped porous
films synthesized using atmospheric pressure chemical vapor deposition (APCVD). Here, it can be
seen the introduction of key features for the high performance of these films: i) Si doping; ii) dentritic
morphology; iii) the presence of an ultrathin (1 nm) SiO2 interfacial layer between the hematite and
the transparent conducting substrate, and iii) the addition of a cobalt catalyst. By using highly
efficient dendritic α-Fe2O3 photoanodes, overall solar-to-hydrogen efficiencies of 2.2% were reached
[54, 55].
The diversified demand to find optimized nanoarchitectures to control the quantum confinement
within the range of the hematite diffusion length minority charge carriers (∼4 nm [41, 44, 52]) has
been vigorously explored. Since the self-organized nanostructures appearance to reduce some trapping
problems of the charge carriers, the self-organized NTs and NWs rapidly emerged in this quest [41]. If
the photoanode is constituted by an array of NWs, in which each NW consists of a suficiently narrow
single crystallite, one-dimensional quantum confinement can occur [41, 52](Fig. 1.12). It was reported
a significant blue-shift for hematite NWs with primary rod diameter of 4-5 nm, with upward shift
of the conduction band [52]. The reported NWs hematite exhibit two interesting features: improved
charge transfer rate and blueshift [52]. The blue-shift effect is related to the onset of light absorbance,
which moves towards the higher energies, i.e. to the blue side of the light spectrum; this means that a
larger band gap is observed. The band gap of hematite is 2.1-2.2 eV, whereas hematite NW can show
a band gap of 2.4-2.8 eV with an upwind shift of the reduction band edge. This indicates that an
array of NW of hematite can, in principle, accomplish per se the photo-oxidation and photo-reduction
of water (without an additional bias).
In the case of the NTs geometry, a further reduction in the wall thickness together with an
enhanced crystallinity can be expected to improve the photoconversion efficiencies through the
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Figure 1.10: Several hematite structures. Scanning electron microscopy (SEM) images of: A) fractal
shaped TiO2 deposited by chemical vapour deposition; B) Hematite nanobelts obtained by oxidizing
Fe foil at 800◦C in air; C) and D) Hematite nanoflakes obtained by oxidizing Fe foil at 450◦C in air;
E) 100 nm hematite film obtained by thermal oxidation of an electrodeposited Fe film at 450◦C in
air; F) same as E) but for a film with twice the thickness [41].
reduction of recombination and/or trapping centers across the grain boundaries, defects and remaining
amorphous oxide sites. This NT configuration morphology with ultra-thin walls, showed improved
charge transport properties and excellent photoactivity compared to other structures [41, 44]. An easy
way for the preparation of hematite NTs structures is by the simple and low cost, Fe electrochemical
anodization process [44, 6063] (Fig. 1.12). In this thesis, we address the fabrication and detailed
characterization of such hematite NTs (obtained by electrochemical anodization). To obtain such
NTs for the photoelectrochemical purposes, it is of utmost importance to optimize the synthesis
conditions as well a proper characterization. Here we performed an important intervention, since we
were able to identify certain synthesis parameters, through magnetic characterizations (not common
in Fe anodizing literature), that influences the NTs photoresponse.
More recently, the integration of hematite nanostructures under different strategies occured.
Localized photon absorption can be accomplished through incorporation of plasmonic metallic
nanostructures into the semiconductor photoanode electrode, enhancing the photocurrents based
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Figure 1.11: Structure of the hematite nanowires and nanoscrolls: (A) low-magnification Transmis-
sion Electron Microscopy (TEM) image of the nanowires along wan electron diffraction pattern of
a single nanowire (inset); (B) High-Resolution Transmission Electron Microscopy (HRTEM) image
of a single nanowire; (C) low-magnification TEM image of a single nanosroll. Bottom left inset:
high-magnification TEM image of the nanoscroll tip. Top right inset: HRTEM image of the same
nanoscroll in the shaft region [59].
on localized surface plasmon resonance [64]. A cyanobacteria improves sustainable the energy
generation. Bora et al. implement this process for photo-electrochemical cells and similar energy
device applications. A hematite phycocyanin integrated system showed that plays an important role
in improving their performance for the generation of solar hydrogen. Phycocyanins protein present
in cyanobacteria, has light-harvesting properties, capturing light energy and funnel it to reaction
centers during photosynthesis. Here, a smart way of increasing the photocurrent of hematite is
reported [65]. Recently, combining hematite with ZnO or ZnFe2O4 leads to nanostructured composits
α-Fe2O3/ZnFe2O4 that showed a significantly enhanced photocurrent response when compared to
single α-Fe2O3 [66].
The recent efforts toward developing the iron oxide for water splitting have been focused
on the fabrication of hematite nanostructures with desired feature sizes commensurate with the
minority carrier diffusion length, which should significantly reduce unwanted recombination of the
photogenerated charge carriers. In this thesis we developed nanostructures with tubular geometry:
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Figure 1.12: SEM images of hematite anodic nanotubes: top view (A) and (C); cross-section view
(B) and (D) [61].
Figure 1.13: Nanowires [41] and nanotubes [44] schematics showing the advantages of such nano-
geometries: (a)light scattering enhancement; (b) electro-hole recombination decreases, since the NTs
structure ensures a faster electron transfer to the electric contact while the hole moves to the surface.
hematite NTs for PECs for water splitting and TiO2 (and HfO2) NTs for DSCs applications. The
next section we discuss how to fabricate these oxide nanotubes in a simple way and at low cost:
electrochemical anodization.
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1.3 Electrochemical Anodization: onto self-ordered nanoporous and
nanotubes structures
The electrochemical anodization is a process to form oxides on metals using an electrolyte under an
electric field. The valve metals (metals that develop a stable passivating oxide layer when contacting
air/water) are commonly used in electrochemical anodizations. Among them are aluminum, titanium,
hafnium, vanadium, zirconium, niobium, tantalum, tungsten and others. Since the 1920's the anodic
oxide aluminum revolutionized the industry due to its excellent corrosion resistance, strength, easy
and low cost fabrication, flexibility, durability as well as other commercially desirable qualities related
to the attractive surface finishing for applications [67]. While the technique itself has been known for
almost a century, only with the Keller and co-workers publication (in 1953) [68] it got the attention
of the research community: porous anodic aluminum oxide arrays with an hexagonal close-packed
distribution where then obtained over a barrier anodic oxide layer. In fact, the electrochemical
oxidation of metals can lead to (i) stable continuous oxide films, if the oxide is insoluble in the
electrolyte, or to (ii) nanoporous oxide films if the oxide is fairly soluble in the presence of an acidic
electrolyte [69]. However, only in the 90s, thanks to the work of Masuda and Fukuda [70], a milestone
was reached with the simple and revolutionary approach based on a two-step anodization process
which led to porous Anodic Aluminium Oxide (AAO) arrays with remarkable self-order degree. Easy
fabrication and low cost of the nanoporous AAO has motivated and stimulated the electrochemical
anodization of titanium to obtain nanostructure arrays, due to its scientific and technological interest
for extensive and diversified applications. In particular, electrochemical anodization of Ti enables to
obtain highly ordered nanotube's (NTs) arrays of TiO2, and due to their distinct properties, opened a
wide field of applications, such as photoelectrochemical cells for H2 production (water splitting) [41],
supercapacitors [71], biosensors [72] and particularly for dye-sensitized solar cells (DSCs) [18, 19, 73].
The discovery of anodic TiO2 nanopores and nanotubes is more recent, dating back to 1984 [74], but
the key contributions to the topic are generally considered to be from Zwilling et al. in 1999 [75, 76]
and from Gong et al. in 2001 [77].
In addition to TiO2 and AAO arrays, the synthesis of anodized porous and tubular structures has
also been extended to other valve metals such as Hf [7880], W [81], Zr [82], Ta [83], Nb [84], V [85],
as well as to non-valve metals such as Fe [44, 6062], Co [86], and Ga [87]; all of them have been
successfully converted into self-organized porous/tubular anodic oxides.
1.3.1 Ti anodization: TiO2 nanotubes
Extensive research is ongoing to develope low-cost and efficient materials to meet the demand for
new generation of solar cells. Particularly, the DSCs using TiO2 as a photoanode receive increasing
attention due to their advantageous and attractive features when compared with common silicon-
based photovoltaic devices. These include a small cost, limited corrosion problems, sensibility to
visible light, indoor high performance and under low light conditions, a large variety of designs
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Figure 1.14: Surface SEM images of AAO nanoporous template grown at 40 V (left), at 195 V
(middle) and cross section view of the AAO template grown at 195 V (right).
Figure 1.15: SEM images of TiO2 NTs: top-view, grown at 50 V (left, top); bottom-view, grown
at 60 V (right, top); cross section view of NTs template, grown at 60 V (left, bottom); and STEM
image of a single nanotube, grown at 60 V (right, bottom).
and colors [7, 8, 18, 19, 73]. High aspect-ratio nanostructures such as TiO2 NTs further offer
enhanced electron transport and charge separation efficiency. In fact, TiO2 NTs offer direct pathways
for electrons up to the collecting electrode and fewer trapping sites when compared with TiO2
nanoparticles or thin films [41, 8890].
One of the most common methods to obtain TiO2 tubular nanostructures is by electrochemical
anodization techniques. TiO2 NTs can be easily obtained by electrochemical anodization of Ti in
fluoride containing electrolytes. The first known manuscript on (ordered) porous anodized titania
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(lengths of 300 nm) was reported by Assefpour-Dezfuly et al. in 1984, where Ti metal was firstly
etched in an alkaline peroxide and then anodized in chromic acid [74]. Since then, several generations
of different electrolytes and conditions led to different NTs generations. The first generation, on
anodic TiO2 NT synthesis prepared in hydrofluoric acid electrolytes, was reported by Zwilling et al.
in 1999, obtaining a limited thickness of 500 nm [75, 76]; this was followed by Gong and co-workers
in 2001 [77], also using an HF-based electrolyte. Under the adopted acid conditions (pH < 5) the
chemical dissolution is very high, severely limiting the tube's length. Since then great effort has been
made to increase the NT length and to improve its synthesis. A 2nd generation of NTs grown in water
based electrolytes containing fluorine salts was introduced by Cai et al. that, by finely controlling
the pH (to reduce the chemical dissolution rate of TiO2), obtained NTs with a few micrometers
length (5 µm) [91]. The recent breakthrough to obtain longer NTs, was to add organic electrolytes
to further suppress chemical dissolution, providing ordered NTs arrays of TiO2 with hundreds of
microns [90, 92]. The pioneer work of Grimes et al., by introducing several organic electrolytes
including ethylene glycol (EG), dimethyl sulfoxide (DMSO), formamide (FA) and N-methylformamide
(NMF), was found to be the key to successfully achieve smooth, with no ribs (unlike the 1st and 2nd
generations) long nanotube arrays, up to 100-1000 µm [90, 92, 93]. Significantly higher lengths and
smoother morphologies are obtained using EG and glycerol [9496]. But, due to its smaller viscosity,
EG became the main chosen organic electrolyte for the growth of long (hundreds of microns) and
ordered arrays of TiO2 NTs [96, 97]. With organic electrolytes the donation of oxygen is more difficult
in comparison to aqueous electrolytes (reducing the tendency to form oxide, which slows down the
NT-growth processe), and thus one achieves very long nanotube arrays [90, 92, 93]. More recently,
NTs with a length of 150 µm were obtained in 1 h of anodization with EG electrolytes containing
lactic acid [98]. However, differently from the case of Al anodization, several reports have indicated
that the length of the TiO2 NTs reaches a maximum after a given anodizing time. This is attributed
to the onset of an additional chemical dissolution process at the NTs top, and to the progressive
failure of the dissolution at the NTs bottom [94, 99103].
1.3.1.1 Mechanism formation of TiO2 NTs
Chemistry involved during the anodizing process
The key processes responsible for the formation of TiO2 NTs is considered to be the same as that of
anodization of aluminium, following the field-assisted dissolution model [90, 93, 96, 104106]. The
surface of titanium operating in an electrolyte is oxidized under a high electric field and an anodic
film then grows (Fig. 1.16). The reactions occurring at the anode are oxidation of the metal, that
releases Ti4+ ions and electrons Eq. (1.2):
Ti −→ Ti4+ + 4e−. (1.2)
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Whereas in the electrolyte one has the dissociation of water:
H2O −→ OH− + H+; (1.3)
OH− −→ O2− + H+. (1.4)
The cations move towards the cathode and the oxidation occurs at the metal/oxide interface, with
the recombination of Ti4+ ions with OH− and O2− (oxide ions migrate through the oxide layer):
Ti4+ + 4OH− −→ Ti(OH)4; (1.5)
Ti4+ + 2O2− −→ TiO2; (1.6)
Ti(OH)4 −→ TiO2 + 2H2O. (1.7)
This results in the formation of the titanium hydrated oxide Eq. (1.5), and of the titanium oxide
[Eq. (1.6)]. Further titanium oxide is subsequently produced when the hydrated anodic layer
releases water by a condensation reaction [Eq. (1.7)]. The formation of the hydroxide is based
on the observation of the double-layer wall of the TiO2 nanotubes [106, 107]. The reactions on
Eqs. [(1.2), (1.5), (1.6), (1.7)] represent the field-assisted oxidation processes, since the applied field
(potential) controls the rate of ion migration within the metal/oxide interface. At the cathode, there
is hydrogen evolution:
4H+ + 4e− −→ 2H2. (1.8)
Summing the above reactions [Eqs. (1.2), (1.5), (1.6), (1.7), (1.8)] one can obtain the overall process
of oxide formation as follows:
Ti + 2H2O −→ TiO2 + 2H2. (1.9)
In addition, when a relatively strong acidic fluoride (ions-containing) electrolyte is used the ions
can chemically dissolve the formed TiO2 (and the hydrated layer) [Eqs. (1.10), (1.11)] at both
electrolyte/oxide and metal/oxide interfaces; in fact, due to the rapid fluoride migration the F−
ions are quite mobile in under an applied electric field [90, 93, 96, 100, 108]. It should be taken into
acount that a combined action of fluoride ions (chemical dissolution) and the electric field weakens
the bond between adjacent Ti and O (field-assisted dissolution). Additionaly, the fluoride ions in the
electrolyte can react with Ti4+ [Eqs. (1.12)], leading to the formation of fluoro-complexes ([TiF6]2−).
The formation of these fluoro-complexes is also assisted by the electric field, that drives the F− ions
inward as the Ti4+ ions migrate outward. These processes are described by the following equations:
TiO2 + 6F− + 4H+ → [TiF6]2− + 2H2O, (1.10)
Ti(OH)4 + 6F
− → [TiF6]2− + 4OH−, (1.11)
Ti4+ + 6F− → [TiF6]2−. (1.12)
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The competition between the formation of TiO2 [Eqs. (1.5, 1.6, 1.7)] and its dissolution
[Eqs. (1.10), (1.11), (1.12)], is a key factor in determining the anodic titanium oxide structure
produced. So far, in a steady state anodization, the side-reaction on the evolution of oxygen at
the anode [Eqs. (1.13)], has been largely overlooked [109]. However, it has been recently reported
that it may be a factor affecting the morphology of the anodic layer. Indeed, the oxygen evolution
is more significant in aqueous based electrolytes [110, 111], but it was also suggested that in organic
electrolytes with relatively small amounts (up to 5 vol.%) of water, it could affect the NTs growth
efficiency [110, 112].
2H2O→ O2 + 4H+ + 4e−. (1.13)
Figure 1.16: Shematic diagram showning the several ions intervenient on TiO2 NTs formation.
Typical TiO2 nanotubes formation and growth mechanism
It has been accepted that the development of nanoporous in AAO is based on the the field assisted
dissolution process [67, 113117]. The porous structures are mainly governed by the equilibrium
between electric field enhanced dissolution and oxidation in the electrolyte/oxide and oxide/metal
interfaces under the classical high-field regime [67, 107, 113117]. The self-adjustment of pores arises
from mechanical stress (associated with the expansion of the metal during oxide formation) and from
the field-enhanced dissolution at the pore bottom that results in repulsive forces between neighboring
pores, leading to self-ordering [107, 118]. Thus, the vertical porous growth with a constant barrier
oxide layer at the porous bottom is ensured by the accurate balance between the field-enhanced
oxidation and the dissolution process.
The formation of TiO2 NTs can be based on the same classical interpretation. The NTs growth
with constant oxide barrier layer thickness at the bottom is based on two continuous competitive
processes: electric-field assisted oxide dissolution at the electrolyte/oxide interface and electric-field
driven oxidation of metal at the oxide/metal interface [67, 113, 114, 117, 118].
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Recently, a challenging theory has emerged for both oxides (but mainly for AAO): the field assisted
flow model, where the oxide grows via viscous flow at the pore bottom towards the pore wall [119123].
However, in this thesis our approach will be based on the classical model of the field- assisted
dissolution process. [67, 106, 107, 113, 114, 117, 124].
For Ti anodization, the main mechanisms responsible for the formation of NT arrays in fluoride
containing electrolytes, include three simultaneous processes: (1) electric field-assisted oxidation
of Ti to form TiO2 (at Ti/oxide interface); (2) electric field-assisted dissolution of the TiO2
(at oxide/electrolyte interface); (3) chemical dissolution of TiO2 (at oxide/electrolyte) and Ti
(oxide/metal interface) due to the etching of F− ions. The relevant and general chemical reactions
are as follows:
Ti + 2H2O→ TiO2 + 4H+ + 4e−, (1.14)
as the oxidation reaction,
TiO2 + 6F− + 4H+ → [TiF6]2− + 2H2O, (1.15)
as the dissolution reaction.
In the case of Ti and other valve metals (Al, Hf, Ta, W, etc.), the anodic growth of the oxide is
determined by the high-field mechanism regime [125]. Then the ions have a specific mobility within
the anodic oxide layer under an electric field and the oxide porous/tubular films largely grows at the
metal/oxide interface. According to the underlying theory, the "rate-determining step" depends on
the movement of ions within the oxide. The relation between current density (j) and the electric field
strength E (> 106 V/cm) is given by:
j = α expβE , (1.16)
where α and β are electrolyte and material dependent constants. E is expressed by the ratio between
potential drop (V ) across the barrier layer and its thickness (E = V/δb) [100, 125, 126]. The current
density (j) across the oxide has an ionic (janions, jcations) and an electronic (jelectrons) component, so
that j = janions + jcations + jelectrons. As the oxide grows, the electric field across the barrier layer
continuously decreases, leading to an exponential decrease of j [125]. Moreover, j at the steady-state
stage increases with V , since higher potentials induce greater ionic driving forces [100, 125, 126].
The growth process of self-ordered TiO2 nanotube arrays may be divided into three sequencial
main processes: (i) initial barrier layer formation by field-assited oxidation; (ii) pore-nucleation and
formation by field assisted plus chemical oxide dissolution and (iii) separation of interconnected pores
into nanotubes. Let us analyse in detail each of these processes.
(i) A continuous anodic oxide layer is first formed under high electric field on the metal substrate
(Fig. 1.17 A). The ion formation/transport process (migration) is controlled by the field across the
oxide layer according to the previously described high conduction theory [Eq. (1.16)].
(ii) In a second stage, pits are generated (pore nucleation) due to field-enhanced dissolution on the
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topographic minima at the oxide surface (Fig. 1.17 B). These irregularities cause local inhomogeneus
electric fields that are more intense on the particular sites which enhance E, thus promoting the
starting points of pores growth. Additionally, stress can lead to initial formation of the pores [105].
Stress is created due to the volume expansion while the oxide is formed (Pilling-Bedworth ratio
[127]) and could be enhanced by electrostriction stress (voltage induced electrostrictive forces) [128,
129]. But, in general, any defects in the oxide layer can lead to pore nucleation. Afterwards, the
electric field distribution at the pore bottom promotes higher oxidation and dissolution rates, and
the pores tend to enlarge their pore size, expanding their diameters (Fig. 1.17 C). The pores move
towards each other (enlarging their diameter) until they reach each other and adjust themselves at the
pore base, in a self-ordering process, ultimately reaching an optimized distance (Fig. 1.17 D). Also,
electrostriction stress, [130] and mechanical stress can help plastic deformation of the oxide layer [131]
to achieve a uniform field distribution leading to the self-adjustment distances among neighbouring
pores, ultimately leading to the formation of a hexagonal pore array. The mechanical stress from
the volume expansion causes repulsive force between the neighbouring pores and contributes to the
self-organization of the hexagonal pore arrays [118]. The 2D hexagonal lattice naturally arises when
equal-diameter entities just touch, forming a close-packed structure.
Figure 1.17: Shematic diagram showing the several stages of TiO2 NTs formation.
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(iii) The separation of interconnected pores into nanotubes, i.e. the formation of gaps between
TiO2 is a different feature from the AAO nanoporous morphology. Several approaches have been
explored to explain the formation of gaps between the TiO2 NTs. It was first proposed that during
the anodization, the oxidation and field-assisted dissolution that occur on the NTs bottom also take
place on the Ti surface gaps between the NTs, i.e. simultaneous growth of voids (regions between
pores) and pores [89, 132]. However, it remains unclear why during the oxide volume expansion and
NTs self-adjustment, these small voids are not submerged. Raja et al. sugested that the separation
of pores into individual nanotubes is the result of repulsive force between cation vacancies [129].
Zhou et al. proposed the formation of an hydroxide phase layer, based on the observation of the
double layer wall of NTs (Fig. 1.18). In particular, the inner layer was TiO2 and the outer layer
was an unknown titanium hydroxide phase [106, 109, 124]. To form a titanium hydroxide layer, the
OH− anions migrate through the oxide layer, from the electrolyte/oxide interface to the oxide/metal
interface. The dissociation of water into hydroxyl anions, and their subsequent reaction with Ti can
be written as:
Ti + xOH− → Ti(OH)2−x + xe−, (1.17)
where x can range from 1 to 4. The general formula that describes of the oxide is TiO2.xH2O, to
represent the inner (de-hydroxylated) and outer (hydrated) anodic oxide. However this hydrated
layer is currently considered to be Ti(OH)4 [133]. The model was supported by TEM, XPS (X-ray
Photoelectron Spectroscopy) and FTIR (Fourier Transform InfraRed) measurements [106, 134136].
The results led to the explanation of the two-layer walls and also to the O-rings formation, usually
found in TiO2 NTs. The formation of a gap between the nanotubes is explained by the dehydration
process wchich causes the hydroxide layer to retract (shrink), thus causing the gap [106] (Fig. 1.18).
If the retraction direction is parallel to the NT wall the O-ring features arise. Thus, if the retraction
is normal or parallel to the NTs wall, the double layer structure or the periodic surface ridges form,
respectively. Additionally, in [106] the authors also observed that in the upper parts of the NTs,
the hydroxide layer has been replaced by some clusters of titania nanocrystallites (monoclinic β-
TiO2)(Fig. 1.19).
Schmuki and co-workers however, suggested that the NT separation is due to a fluoride-rich layer
between NTs (Fig. 1.20) [104, 105, 137]. The migration velocity of the F− ions within the oxide
layer is much faster than that of other ions, being able to concentrate F− at the NTs bottom and
walls. Thus, the NTs interfaces are chemical etched due to the high F− content, changing the oxide
structure from nanoporous to a nanotubular morphology.
One concludes that the fine details and the exact formation of the nanotubular TiO2 arrays have
not been determined, being still under discussion.
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Figure 1.18: TiO2 NTs double layer wall: TEM image (the outer layers of titanium oxide hydroxide
are indicated by the 2 arrows) (a) and schematic (b); TiO2 NTs O-rings structures: SEM image (c)
and schematic (d). Adapted from Su et al. [106, 109].
Figure 1.19: TEM images of the TiO2 NTs double layer (A) NTs lower part: the outer layers of
titanium oxide hydroxide are indicated by the 2 arrows; (B) the NTs upper part showing the clusters
of titania nanocrystallites; (C) HRTEM showing the image of the nanocrystallites clusters [106].
Typical growth mechanism during the anodization
Differently from the Al valve metal anodization, where a steady state process is achieved, in the case
of Ti anodization the NT parameters, mainly the length, are severely influenced by the additional
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Figure 1.20: Schematic picture of the TiO2 nanotubular morphology due to the fluoride rich layer
between NTs [105].
chemical dissolution that occurs at each NT top and bottom [90, 93, 96, 99, 100]. In a steady state
anodization, the equilibrium between oxidation and dissolution processes at the pore bottom leads
to a constant oxide barrier layer thickness (δb). However, Ti anodization exhibits a non-steady state
with higher oxidation than dissolution rates. This is due to the progressive decrease of F− ions
coming from the electrolyte to the NT bottoms, since they are difficult to replace by new ones due
to the high electrolyte viscosity and increasing length of the pores (diffusion-limited process). This
results in the progressive increase of δb which significantly extends the required ionic diffusion paths
along the oxide barrier [96], thus inhibiting the transport of F−, Ti4+ and O2− ions across δb and
so, limiting the TiO2 NTs growth [90, 93, 100]. Notice that while the highly studied AAO presents
a constant (time independent) δb [117, 138141], the TiO2 NTs non-steady state anodization leads
to a progressive increase of δb over time [142]. Furthermore, as the anodization proceeds, additional
chemical dissolution effects occur at the NTs bottom and tops. The increasing concentration of H+
(produced by oxidation) leads to local acidification, and so to a pH decrease at the electrolyte/oxide
interface [96, 99, 100, 134]. As the anodization proceeds the electric field-driven motion of the H+
ions from the oxide barrier layer towards the NTs top results in the NTs top dissolution, usually
observed for longer anodizations [99, 100, 143145]. In fact, the chemical dissolution process results
in thinner NT walls and larger inner diameters at the NT tops (V-shape morphology) [143145].
Anodization curves: current density-time analysis The current density-time [j(t)] transient
allows the different stages of anodic film growth to be monitored. While for a continuous oxide barrier
layer type [67] the current density simply decays as the anodic layer thickens (following the high-field
mechanism regime [125]), for a porous oxide layer different stages can be identified. Typically the
porous-type oxide growth can be divided in four main stages (Fig. 1.21), that are easily identified
by monitoring j(t) during the anodization process (for anodizations at constant potential) [67] or
by direct observation using high-resolution electron microscopy. In this section, we show the typical
stages of TiO2 NTs formation through the analysis of the j(t) curves, comparing with a similar
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j(t) analysis for AAO. Figure 1.21 illustrates the transients observed for AAO grown in oxalic acid
(at 40 V) and for TiO2 NTs grown in an organic (EG) and fluoride-based electrolyte (at 60 V).
Immediately after switching-on the anodic potential, a barrier oxide layer starts to grow (stage I)
as a continuous (highly resistive) TiO2 layer, and so the rapid increase of resistance (R) leads to
a j decrease. The subsequent lower rate (slight) j decrease (until jmin) marks the onset of NT
nucleation, likely on the surface valley-type irregularities where the higher electric field enhances
oxide dissolution and pore formation (at the expenses of the initially continuous TiO2 resistive layer).
Further anodizing results in the propagation of individual paths through the barrier oxide (stage
III) and consequently, the TiO2 layer effective thickness starts to decrease, while the formation of
a porous/tubular structure accelerates. This is evidenced by the increase of j until a maximum is
reached (jmax), forming a barrier layer at the NTs bottom. This is due to a decrease in the resistance
of the TiO2 layer thickness as more paths are available for ionic species in the electrolyte. Notice
that, there is a competition between oxide barrier increase (increasing R) and increasing the barrier
oxide degradation (decreasing R) due to further pore formation. Between j = 0 and j = jmin the
first factor dominates; at j = jmin both factors are balanced; and for j > jmin the pore formation
factor dominates.
Finally, a steady-state pore structure is formed by cylindrical cells, each containing a pore at
the center and separated from the metal by δb (stage IV). As the anodization proceeds, the formed
NTs grow at a constant rate (stage IV) and δb would remain constant if Ti oxidation balances
oxide dissolution [90, 93, 96, 99] as is the case of AAO (see j(t) constant over time). Notice that,
the transition from stage III to IV is marked by jmax, when metal-oxidation is balanced by the
correspondig oxide dissolution.
However, as can be seen in Fig. 1.21, for TiO2 j(t) curve at stage IV ( j > jmax), the
oxidation/dissolution processes rapidly get out of balance since the oxidation becomes stronger than
the dissolution. This leads to the systematic decay of j(t) during the Ti anodization, in contrast with
the constant j for the AAO case. Thus, while in Al anodization we have constant growth rates of
the nanoporous structure, in TiO2 NTs' the growth rate is not constant. As discussed previously, the
progressively failure of F− ions at the NT bottoms during the anodization leads to an oxidation process
faster than the dissolution rate, and so to an increase of δb at the NTs' bottom, and the consequent
j decrease. This significantly extends the ionic migration paths along the oxide barrier [96], thus
inhibiting the transport of the governing ions (F−, Ti4+ and O2−) across δb which subsequently
limits the growth. The result is a typical non-steady-state anodization equilibrium between oxide
formation and dissolution rate and a deceleration of the template growth [126, 144].
1.3.1.2 Influence of the electrochemical anodization conditions
In the TiO2 NTs formation there are several anodization parameters, such as the electrolyte type and
concentration, pH, temperature, applied potential and Ti (initial foil) surface roughness that influence
the NTs template structure and geometry: interpore distance, diameter, wall thickness, NTs length,
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Figure 1.21: Current density vs time [j(t)] behavior during AAO and TiO2 NTs formation and
schematic diagram of porous structure growth.
quality and organization [40, 9099, 101, 102, 146148].
Similar to the AAO case [138141], linear dependences between the anodization potential and the
diameter (D), as well as with the interpore distance (Dint) and δb, with respective proportionality
constants of 0.50 nm/V, 2.41 nm/V and 2.2 nm/V were reported [126, 149151]. However, these
"constants" can be different, depending on the electrolyte composition. While the highly studied
AAO presents a constant (time independent) δb [138141], the TiO2 NTs non-steady state anodization
leads to a progressive increase of δb over time. However, it is usually stated that the final δb value of
both anodic oxides, for long anodizations, is not considerably changed with time, but depends linearly
(and exclusively) on the applied potential (δb = kV ) [149]. Particularly, Macak et al. reported this
linear relation between applied potential and δb for TiO2 NTs (experimental range from 10 to 40 V),
with k = 2.2 nm/V [149]. However, other δb(V ) dependencies were described [124]. Schultze et
al. also reported that k in TiO2 NTs depends slightly on the experimental conditions, particularly
the anodization time [150]. Therefore, most of the reports focus on the relation between δb and the
anodization voltage [124, 149, 152]; so far, it has not been reported the evolution of δb with time. In
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this thesis we present a model that incorporates the influence of both parameters, e.g. the anodization
potential and time (Chapter 5).
Using the geometrical experimental parameters Dp (pore diameter) and Dint, the degree of self-
ordering of an anodic NT/pore array in an hexagonal arrangement can be described by the porosity
(P ):
P =
2pi√
3
(
Dp/2
Dint
)2
, (1.18)
A benchmark porosity of 10% was reported for the self-ordering of AAO templates. For TiO2 NTs,
Su et al. proposed for both AAO and TiO2 an equifield strength model to determine P , based on the
relative dissociation of water [106, 124]. The porosity was also found to decrease with the applied
voltage [124, 126]. Sulka et al. described an exponential dependence of the porosity on the anodization
potential[126]. All these approaches only consider the P (V ) dependence but, since a steady-state is
never reached for TiO2 NTs, is of importance to underline that one must also consider time as
a parameter that could actively influence the porosity. However, limited data is available on the
evolution of the porosity and other structural features with the anodization time [106, 124, 126, 149].
A clear understanding of the porosity behaviour during the anodization is provided in this thesis
(Chapter 6).
Differently from the Al case (constant anodization rate), several reports indicate that the length
of TiO2 NTs reaches a maximum after a period of anodizing time. This is attributed to the onset of
additional chemical dissolution (etching) on the NTs top and to the progressive failure to ensure the
continuous dissolution at NTs bottom (and consequently higher oxidation) resulting in a limited TiO2
NTs lenght [94, 99103]. To increase the NTs rate formation, one should suppress the dissolution
at the top ensuring the continuous dissolution at the bottom, leading to a steady-state equilibrium
between the oxide rate formation and dissolution at the NTs bottom. To find the accurate balance
between the intervenient ionic concentrations, several studies analyzed the effect of NH4F and H2O
concentrations (spanning 0.1-0.5 wt% and 0-15%, respectively) with ethylene glycol-based electrolytes
on the NT length [90, 96, 97, 100]. The water content controls the dissolution reaction, since H+ ion
concentration is reduced by limiting the water content. The key to obtain long NTs is the reduction of
the water content to < 5% [90]. Also, decreasing too much the F− concentration, there is not enough
F− ions for the oxide dissolution. On the other hand, increasing too much the F− concentration
(almost at the solubility limit in the solvent) causes a tendency for clogging effects [90, 92]. The
fastest growth rate obtained (using only EG; and with 60 V) was with 2% water and 0.3 wt% of
NH4F, attaining NTs of 220 µm lenght in 17 h [90]. With the aim to achieve even longer NTs, several
studies on other anodization parameters have been performed. Firstly, since the electric field drives
both the electronic and anodic currents, it is ultimately responsible for the electric field-assisted
dissolution and oxidation during the anodization process. The NT diameter and length increases
with the potential, more precisely, the diameter increases linearly with electric field, whereas the NTs
lenght (and consequently the growth rate) increases exponentially with the field [100, 153]. Thus, high
anodization voltages lead to longer NTs, while low voltages the chemical dissolution effects dominate
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the growth process and limit the NT growth [100, 101, 153]. However, for high-field hard anodization
processes (from 90 to 220 V; giving ∼100 µm NTs in only 4 h) the NT diameters, wall and barrier
layer thickness greatly increase as they grow in length [144]. The migration path along the oxide
barrier, for the ions involved in the NT formation is then significantly extended. This leads to a
non-steady-state equilibrium between oxide formation and dissolution rates, and to the deceleration
of the NT growth [126, 144].
Nanotube's morphology organization
In contrast to the factors that increase the NT length, few studies target the organization and final
ordering of the TiO2 NTs in a hexagonal closely-packed array [126, 143, 154156]. Structural order is
fundamental for several applications, particularly for efficient DSCs with maximized charge transport
and reduced recombination processes [42, 43]. In TiO2 NTs the order is mainly influenced by the Ti
foil purity [Fig. 1.22 (a) and (b)] and the anodization voltage. By increasing the voltage above 50
V the order degree is improved, whereas at voltages lower than 30 V no regular NTs array order is
reached [143]. Also, the local initial surface morphologies of the Ti substrate can influence the NTs
TiO2 formation and organization. For an irregular surface with many inter-grains, the inhomogeneous
distribution of the electric field (being higher in the valleys) provides preferential sites for NT growth
[157]. Thereby, since the NTs nucleation can be induced by the substrate topography, self-organized
TiO2 NTs arrays can be grown on the whole surface using Ti substrates with regular and ordered
topographic minima. By performing dimples in a regular or periodic manner in a valve metal, we can
improve the degree of organization of the NTs array distribution, inhibiting their random nucleation.
The two-step anodization process, which is crucial and mandatory to improve organization in AAO,
[70, 158] was also used to improve the structural order of TiO2 NT-arrays [126, 143, 154]. On the
other hand, the pre-treatment of the initial metal foil was shown to be a simple and efficient method to
induce a high degree of organization in AAO templates [159]. In the TiO2 NT array case, studies using
pretreatments such as electropolishing (EP) or mechanical polishing indicate that a Ti smooth surface
is crucial to obtain highly ordered NT arrays since it ensures a uniform electric field distribution over
the Ti surface during the anodization [154156, 160]. In particular, Lee et al. showed that a decrease
of the surface roughness by EP leads to NTs with a more uniform length and a higher density, but
almost no hexagonal NT domains were observed [Fig. 1.22 (c) and (d)] [155]. Here the NTs (bottoms)
demonstrated a non-like NTs hexagonal shape, being completely circular with many spaces between
each other, thus showing lack of organization [155].
Combining EP with the two-step anodization (typical of the AAO procedure), the obtained
TiO2 structure was more similar to a TiO2 nanoporous template rather than to a TiO2 NTs array
[Fig. 1.23 (a)] [154]. These results clearly point to considerable complexities beyond the straight appli-
cation of an EP pre-treatment. So far high hexagonal ordering has only been achieved using expensive
techniques like ion beam or nanoimprint lithography (Fig. 1.24) [161, 162]. Furthermore, a direct
correlation with the underlying formation and growth mechanisms, using a high resolution analysis
of the anodization curves, was overlooked in previous reports [126, 143, 154, 156, 160, 161].Therefore,
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a detailed description of the anodization curves obtained by changing the Ti surface conditions is
provided in this thesis. In additon, the NTs structural order, that is fundamental for efficient DSCs,
was also improved in our work (Chapters 3 and 4).
Figure 1.22: SEM bottom views of TiO2 nanotubes: grown on Ti with 99.99% purity after 1st (a)
and 2nd (b) anodization step [143]; grown after two-step anodization (24 h) on a non-polished (c)
and electropolished (d) Ti foil [155]. Adapted from [143] and [155].
Figure 1.23: SEM top-view images anodized TiO2 nanoporous arrays formed: (a) by a two-step
anodizing process after the Ti electropolishing. Fouriers transform patterns of the SEM images are
shown in the inset indicating the hexagonal order of the nanoporous TiO2 [154];(b) by a three-step
anodizing process after a Ti chemical etching and electropolishing. The duration of the third step
was 30 min [126]. Adapted from [126] and [154].
1.3.2 Hf Anodization: HfO2 nanotubes
Advances in nanoscience and nanotechnology are interconnected with the development of new
platforms where physical properties like size, porosity, geometry and surface functionalization can
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Figure 1.24: Anodized TiO2 nanotube arrays under the guidance of hexagonal FIB (Focused Ion
Beam) pattern with different interpore distance: (a) 200 nm, (b) 300 nm, first inset is the backside
view of the anodic TiO2 nanotube arrays. The inset (2) in (b) is the cross-section of the anodized
TiO2 nanotubes. The scale bars in all the insets are 500 nm [161].
be controlled at the nanoscale. The potential applications offered by such structures in several
areas [163166] is nowadays pushing fast the research on this field. As an example, metal-oxide nano-
structures, e.g. nanotube arrays, arouse great interest due to their demand for optoelectronics, energy
storage, solar cells, catalysis and biomedical sensors [163165]. HfO2 with its high thermal, chemical
and mechanical stability, as well as its high refractive index and dielectric constant is remarkably
appealing for new nanostructure architectures like nanoporous NTs arrays.
Recently, the combination of a HfO2 compact layer on DSCs resulted in an improved photovoltaic
performance of 66%, compared to a DSCs with a conventional sol-gel processed TiO2 compact
layer [167]. Having into account the emerging field of the synthesis of anodic TiO2 nanotubes for
applications in DSCs, the self-ordered arrays of anodic HfO2 may be applied for the same purpose.
Self-organized porous anodic hafnium oxide (AHO) layers were first successfully obtained by
Schmuki et al. via electrochemical anodization of hafnium foils [78]. Using 50 V in 1M H2SO4
+ 0.2 wt% NaF electrolyte at room temperature, high-aspect-ratios AHO nanoporous templates
with several tens of micrometers in thickness were obtained. The pore diameter increased with the
anodization potential, the later being a factor that affected the morphology and the structure of the
porous oxide.
The transition to highly ordered HfO2 NT arrays was made through an electrochemical anodization
in NH4F and EG based electrolytes [79, 80], benefiting from the accumulated knowledge in the widely
developed topic of self-ordered TiO2 NTs arrays. The authors found that the pore diameter (Dp) and
interpore distance (Dint) and wall thickness w depend linearly on the applied voltage (in the range
10 to 40 V), as commonly observed in nanoporous/tubular anodic oxides [79]. Additionally, they
obtained a ratio Dint/V = 2.66 nm.V1 and a porosity near the 10% AAO benchmark [138]. Later on,
Qui et al. studied the formation and growth mechanism of HfO2 NTs arrays by investigating the j(t)
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characteristics. It was believed that the formation of nanotube arrays follows the similar processes of
TiO2 NTs, i.e. the combination of anodic oxide growth and its dissolution [79, 80]. However, it was
not described in detail the underlying processes regarding the NTs mechanism and growth, neither
the correlation with the current density curves. In this thesis we add a more detailed description of
the current density curves, by varying the electrolyte conditions (Chapter 7).
Figure 1.25: Different generations of self-organized anodic hafnium oxide: HfO2 nanoporous (a) [78]
and nanotubes (b) [79] arrays. Adapted from [78] and [79].
1.3.3 Fe Anodization: α-Fe2O3 nanotubes
The research on solar water-splitting by photoelectrolysis goes back to 1972 with the pioneering work
of Fujishima and Honda [35], and since then a quest started to high photelectrochemical performances.
In particular, great effort has been made to obtain hematite nanostructures for H2 photochemical
release (see section 1.2.2).
In the case of hematite NTs' geometry, the one-dimensional 1D nature of such configuration allows
to enhance the photoconversion efficiencies, improving charge transport properties and showing an
excellent photoactivity compared to other structures [41, 44]. This NT configuration morphology with
ultra-thin walls, showed improved charge transport properties when compared to other structures
[41, 44, 60]. The preparation of hematite NTs structures can be performed by Fe electrochemical
anodization [44, 6063].
Grimes and co-workers, that had know-how of synthesizing self-organized anodic TiO2 NTs (using
organic ethylene glycol fluoride based electrolytes) [90, 92, 93], were the first group to report
the preparation of hematite nanoporous structures by the simple and low cost Fe electrochemical
anodization process [60]. They studied the effect of electrolytic composition, anodization bath
temperature and applied potential on the dimensions of the as-synthesized nanoporous structure.
Highly self-organized nanopores were obtained in electrolytes consisting of 1% HF + 0.2% HNO3 +
NH4F (0.5 wt% and 1 wt%) in glycerol media, at different temperatures (4 and 10◦C) and applied
potential (40, 60 and 90 V). Depending on the applied potential and electrolytic composition, the
pore diameters ranged from 50 to 250 nm with a nanoporous oxide layer thickness of 500 nm. After
thermal annealing (on a N2 atmosphere at 400◦C) the crystallized nanoporous film exhibited a net
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photocurrent density of 0.26 mA.cm−2 at 0.6 V vs Ag/AgCl (in 1M NaOH solution) and 0.51 mA.cm−2
at 0.6 V vs Ag/AgCl (in 0.5M H2O2 + 1M NaOH) under simulated AM 1.5 sunlight.
Later on, Misra et al. reported the structure conversion from nanoporous to nanotubes through
sonoelectrochemical anodization of a Fe foil, using the electrolytes at room temperature [44]. Ethylene
glycol based electrolytes has been found to be the most suitable solvent to form smooth NTs (as
observed for TiO2 NTs). In fact, they obtained nanoporous and nanotubular oxide layers by just
controlling the synthesis conditions. With a 50 V potential and a suitable electrolyte (EG solvent
with 3% H2O + 0.5 wt% NH4F) at room temperature, smooth and self-standing iron oxide NTs
were obtained. By varying the anodization time (2 min, 6 min and 13 min) different structures were
attained (thin film, nanoporous, nanotubes, respectively). The formation of smooth and self-standing
iron oxide NTs with pore diameters of 50-55 nm with 3-4 µm long were found in 13 min. Iron oxide
NTs annealed under O2 and H2 atmospheres showed photocurrent density of 0.810 mA.cm−2 at 0.5 V
vs Ag/AgCl and 1.41 mA.cm−2 at 0.5 V vs Ag/AgCl, respectively (under AM 1.5 illumination in
1M KOH solution). It was suggested that the lower efficiency, under O2, was due to magnetite
contributions.
Figure 1.26: Different generations of anodic iron oxide: nanoporous (a) [60] and nanotubes arrays
(b) [44], (c) [61]. Adapted from [60], [44] and [61].
In the same year, Grimes et al. presented the same anodic NTs structures obtained by Fe
anodization, but with an improved morphology [61]. They observed that the nanotube's formation
is strongly dependent on the anodization parameters: fluoride and H2O contents, electrolyte
temperature and applied potential. In particular, they varied the potential from 30 to 60 V, the
NH4F (0.2-0.5 wt%) and the H2O (2-4%) electrolyte's contents (with EG), the temperatures from
22 to 75◦C. Highly ordered iron oxide NTs were obtained with length from 2.6 to 4 µm in 180 s.
They found that the NTs length and pore diameter increases with the electrolyte temperature and
anodization potential. Additionally, it was obtained a nanoporous surface at the lower anodization
temperatures and a NTs structure at higher temperatures. Furthermore, NTs have been prepared
with an improved hematite phase by using different atmospheres (air, N2, Ar, H2) during the thermal
annealing (at 400◦C). While the hydrogen-annealed sample showed magnetite contribution [by the
X-Ray diffraction (XRD) analyses] the sample annealed in air atmosphere showed predominately
hematite contribution. In this work it was suggested that more detailed studies were needed to
determine the anodic iron oxide NTs optimal annealing conditions (for a hematite full conversion)to
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improve the efficiency.
In summary, there is not a consensus in the literature regarding the annealing conditions.
The above reports describe that the as-synthesized iron oxide nanotube arrays best crystallization
conditions (to have isolated hematite phase) are achieved through annealing, either with an oxygen-
deficient ambient [44] or with oxygen-deficient ambient [61].
In our point of view, a proper characterization of such anodic structures has been overlooked,
being crucial for a full understanding, to have more oxide physical/chemical insights beyond the
semiconductor/electronic properties. It is required a complete and detailed characterization of the
different iron oxides that may be involved, which in turn can lower the photocurrents (as suggested by
[44]). We believe that the route of magnetic characterization (combined with XRD analyses) can be
a good hypothesis to extend the knowledge to obtain a complete hematite conversion on the anodic
NTs. In this context, we present in this thesis a complete strutural and magnetic characterization of
these anodic iron oxide NTs, in order to improve the hematite conversion (Chapter 8).

Chapter 2
Experimental and characterization
techniques
In this chapter we present a summary of the overall experimental techniques used. This description
can be divided into two parts: a first section which comprises the synthesis method, followed by a
detailed description of the used characterization techniques.
2.1 Materials and methods
In this section we present a detailed description of the experimental procedures that have been used
throughout this PhD work. The electrochemical anodization setup implemented at IFIMUP-IN is
shown.
2.1.1 Materials
We present a list of the several reagents and materials used on the work presented in this thesis.
Cleaning:
C2H6O, Ethanol (Aga, 99% Vol.);
CH3COCH3, Acetone (Sigma Aldrich, > 99.5% Vol.)
Electropolishing/ chemical etching:
H2SO4, Sulfuric acid (Sigma Aldrich);
HF, Hydrofluoric acid (Sigma Aldrich, > 48%);
H2O2, Hydrogen peroxide solution (Sigma Aldrich, > 30%).
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Mechanical polishing:
Polycrystalline diamond suspension (1, 3, 6, 9 µm) from ATM GmbH;
Colloidal silica polishing suspension (0.06 µm, from Buehler).
Metal Foils:
High purity Titanium foil (99.99+%), 0.127 mm thick from Alfa Aesar;
High purity Iron foil (99.99%), 0.25 mm thick from Alfa Aesar;
High purity Hafnium foil (99.5%), 0.75 mm thick from Alfa Aesar.
Electrolyte anodization composition (Ti, Fe, Hf):
NH4F, Ammonium Fluoride (Alfa Aesar, 98% min);
C2H6O2, Ethylene glycol (Acros Organic, 99.81%);
(CH3)2SO, Dimethyl sulfoxide (DMSO) (Sigma Aldrich, 99.7%);
HCONH2, Formamide (FA) (Sigma Aldrich, > 99.5%);
HCONHCH3 N-methylformamide (NMF)(Sigma Aldrich, 99%).
Reference iron oxide powders:
Maghemite, nano ARC Fe2O3 98% γ-phase, 20-40 µm;
Hematite, Fe2O3 99% α-phase, 20-60 µm;
Magnetite, Fe3O4, in-house nanofabrication [168], 100 nm.
2.2 Methods
2.2.1 Substrate Cleaning
The metal foils were cut in pieces with the desired sample dimensions. Prior to the anodization,
different cleaning treatments were employed on metal pieces: (i) Ti and Hf (1 × 1 cm2 pieces) were
ultrasonically cleaned in ethanol and deionized water for 10 minutes (each step); (ii) Fe (1.5×1.5 cm2
pieces) were cleaned with acetone.
2.2.2 Electropolishing
Electropolishing is the electrolytic removal of a metal in a ionic solution by means of an electrical
potential and is used to remove a thin layer of undesired materials on the surface of the metal and for
metal micro-polishing to obtain smooth and highly reflective surfaces. In our electropolishing set-up
(Fig. 2.1), the metal substrate is the anode and a Pt mesh is used as the cathode (distance between
them ∼ 2.5 cm). Both electrodes are submerged in the electrolyte solution (mechanically stirred),
establishing an electrical circuit where a DC voltage is applied. The electric field lines tend to be
concentrated at the edges of irregular topographic points, compared to the rather smooth valleys
regions. Therefore hilly points in the metal surface will be removed faster than the ones at valleys,
2.3 Characterization Techniques 47
resulting in a smooth and clean metal surface with a mirror-like finishing. The electropolishing was
used prior to Ti anodization, in the works described in Chapters 3 and 4. The solution used for Ti
electropolishing was HF/H2SO4 (8:3), kept at room temperature. The conditions were optimized as
described in Chapter 4.
Figure 2.1: Scheme of the electropolishing experimental setup.
2.2.3 Electrochemical Anodization
Here, we decribe the electrochemical anodization setup used to obtain TiO2 NTs, HfO2 NTs and iron
oxide NTs. A typical electrochemical cell used in anodization is depicted in Fig. 2.2. The anodization
cell consists of a teflon container where at the bottom we place the metal foil (in contact with Cu
plate), Ti, Hf or Fe (working electrode), that acts as the anode and an inert Pt mesh inserted at the top
(counter electrode) used as the cathode. During the anodization, the temperature of the electrolyte
solution was maintained constant and stirred at ∼ 80 rpm. The anodization area has a circular
shape with a diameter of 0.5 cm2 for Ti and Hf, and 1 cm2 for Fe. The anodization was conducted
under constant potential and the time evolution of the current density [j(t)] curves were recorded
and monitored during the anodization using a Keithley 2004 Sourcemeter remotely controlled by a
home-developed LabView application. The Keithley operates in potentiostat and galvanostat modes
with working ranges of either 0 - 210 V (potentiostatic mode) and 0 - 110 mA (galvanostatic mode).
The LabView application was locally developed to control automatically the anodization experiments,
monitoring the current density evolution [j(t)] during the whole experimental run, within the user-
defined conditions (anodization time, applied voltage).
2.3 Characterization Techniques
In this section we present a summary of the overall characterization techniques used at Instituto
de Física de Materiais da Universidade do Porto (IFIMUP-IN  Institute of Nanoscience and
Nanotechnology), Centro de Microscopia da Universidade do Porto (CEMUP) and at the Laboratory
for Process, Environment, Biotechnology and Energy Engineering (LEPABE).
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Figure 2.2: Home-made anodization cell: (a); (b) photographies and (c) scheme.
2.3.1 Atomic Force Microscopy
Atomic Force Microscopy (AFM) is a high resolution surface microscopy technique and can enable
ultra-high resolution imaging under certain conditions. It a is very different to techniques like optical
(light) microscopy (OM) or electron microscopy (EM) since it is a mechanical microscope. AFM is
a relatively new technique, first used in 1986, compared to the optical microscopy, OM (1665), or
electron microscopy (EM) (1932). With both OM and EM, we think of image formation in terms of
concepts like illumination, focussing, scattering/ reflection / transmission of energy, depth of field,
etc, being the resulting images look rather like what you would see with a powerful magnifying glass.
Has for the AFM, it has no sample illumination or focusing, zero depth of field, no energy collected,
and the images often look nothing like optical images. AFM works by scanning a sharp tip over the
sample, and monitoring the deflection of the cantilever that the tip is mounted on. The force applied
by the tip to the sample (usually lower than 10-9 Newtons) is kept constant by moving the sample
/ tip up and down as they scan. The deflection of the tip is generally monitored by an optical level
(usually a laser). The sample is moved laterally and vertically by a piezoelectric element (accuracy
< nm). Thus, AFM can scan in a large range of "magnifications" (from 1 nm to 200 µm), as well
in a range of environments, and the above factors explain the great resolution of AFM. There are
several AFM modes, it can involve contact with the sample, and or in "non-contact". A very wide
range of experiments that can be carried out with standard AFM instruments, can measure properties
other than topography, measuring physical properties of the sample, molecular interactions, magnetic
electrical, hardness/softness.
AFM results from the combination of basically with 4 components: sharp probe (tip)+ cantilever,
the very sensitive optical lever, and the piezo-XYZ scanner. A very sharp (end radius of 10 nm)
probe along the sample surface is scanned, carefully maintaining the force between the probe and
surface. The probe is formed by a cantilever and a sharp tip. A laser is focused on the on the back
of the cantilever detecting all the vertical cantilever deflections due to forces acting on the tip. The
laser is reflected by the cantilever being directed to the photodetector. As the laser spot moves on
the photodetector it gives an enhanced measurement of such probe movement. This set-up is known
as an optical lever. The probe is moved over the sample by highly precise movements by a scanner
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with a piezoelectric element.
In Tapping Mode, the optical lever technique reflects a laser beam off the back of the oscillating
cantilever, thence to a segmented photodiode. The differential signal between the top and bottom
photodiode segments provides a sensitive measure of cantilever deflection. As the sample is scanned,
analog circuitry determines the RMS value of the rapidly changing cantilever deflection signal. The
RMS value of the cantilever deflection signal corresponds to the amplitude of the cantilever oscillation.
Changes in amplitude of the cantilever oscillation is controlled by the feedback system to track the
sample surface.
We studied the Ti surface topography in Tapping Mode (Chapters 3 and 4) using a Nanoscope Mul-
timode Atomic Force Microscope from Veeco Instruments at Centro de Microscopia da Universidade
do Porto (CEMUP).
2.3.2 Electron microscopy
The electron microscopy is based on the use of an accelerated electron beam in order to examine and
obtain samples images of different materials. The wave function associated to the each electron has a
wavelength λ = h/(mν) (where m is the mass of the electron; ν the velocity of the electron; and the
Planck's constant) given by the de Broglie relation. One notices that λ decreases with the increase
of the kinetic energy, being less than 0.1 nm under the ordinary conditions of operation in electron
microscopy. Thus, it is possible, without appreciable effects of diffraction, to achieve an extremely
small electron beam diameter and angular aperture, allowing to obtain a much higher resolving power
and field depth than those obtained with light microscopy. The electronic microscopic system is based
on the production of an electron beam with controlled kinetic energy and the use of a electrostatic
and magnetic lenses (electric and magnetic fields with proper conformation and intensity) to electron
beam setting and focusing. The conditions for the electron beam generation and propagation require
the use of high-vacuum chambers, which impose some restrictions on the characteristics of the samples
for observation. Depending on the characteristics of the lighting system (the incident electron beam
generation and guidance control), the mode to detect radiation emerging from the sample (under
the electron beam impact) and the image construction, one can consider several methods of electron
microscopy (SEM, STEM, EDS and TEM).
2.3.2.1 Scanning electron microscopy (SEM)
The morphology of the nanostructures was studied by scanning electron microscopy (SEM). SEM
yields images with a resolution from a few millimeters down to 5 nm. In a SEM microscope, the
surface of the sample is irradiated with high energy electrons. A set of magnetic lenses moves the
focused beam back and forth across the specimen. As the electron beam hits each spot on the sample,
both electrons and photons are emitted by the specimen surface, and their intensity is used to form
the SEM image when all the spots are convoluted. The signals most commonly used are the secondary
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electrons, the backscattered electrons and X-rays.
Secondary electrons are specimen electrons that obtain energy from inelastic collisions caused by the
incident beam electrons. They are defined as electrons emitted from the specimen with energy less
than 50 eV. On the other hand, backscattered electrons are the primary incoming beam electrons that
experience an elastic backscattering with sample electrons. The number of backscattered electrons
will produce a contrast depending on the mean atomic number of the illuminated spot. That way,
2D phase analysis can be performed comparing the different contrasts.
SEM was employed to characterize samples with surface and cross-section views using a FEI Quanta
400FEG high resolution scanning electron microscope (SEM).
2.3.2.2 Scanning transmission electron microscopy (STEM)
The transmission electron microscope (STEM) uses a high energy electron beam transmitted through
the sample to image and analyze the microstructure of materials. The electrons are focused with
electromagnetic lenses and the image is recorded by a digital camera. The electrons are accelerated
at 20 keV, giving wavelengths around 0.25 Å. The major limitation of this technique is the aberrations
inherent to the electromagnetic lenses, to about 1-2 Å. Even for very thin samples (< 50 nm), the
atomic resolution is not achieved.
The high resolution-imaging mode of the microscope allows the observation of samples morphology,
planar and line defects, grain boundaries and interfaces. The STEM analysis were performed in the
same equipment of SEM analysis, in an integrated FEI Quanta 400FEG system.
2.3.2.3 Electron diffraction spectroscopy (EDS)
Features seen in SEM or STEM may then be immediately analyzed to obtain the corresponding
elemental composition, using the Energy Dispersive Spectroscopy (EDS) analysis of X-rays. The
electron beam interacts with the sample atoms through the ionization of an inner shell electron.
The resultant vacancy is filled by an outer electron, which releases its energy with the emission of
Auger electrons or X-rays. Since these emissions are specific for each element, the composition of the
material can be deduced. This can be used to provide qualitative and/or quantitative information
about the elements present at different points of the samples, and it is also possible to map the
concentration of an element as a function of the position.
2.3.3 X-Ray diffraction (XRD)
The X-ray diffraction (XRD) allows the identification and structural characterization of crystalline
nanostructures. The X-rays interact with the electrons in the atoms, when passes through the sample,
resulting in scattering of the radiation. The wavelength of the X-ray radiation has values of 1 Å in
the order of the lattice parameters in crystalline solids. Thus, if distance between the atoms has the
same magnitude as the wavelength of the X-rays, interference of the scattered waves in these solids
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will occur and form a diffraction pattern with constructive and destructive interferences. The X-rays
are scattered at characteristic angles based on the spaces between the atomic planes defining their
crystalline structure. Since most crystals have several sets of planes passing through their atoms,
each of them has a specific interplanar distance and will originate a characteristic angle of diffracted
X-rays. The intensity maximum of the diffraction pattern will appear for scattering directions which
are univocally related with specific reciprocal lattice vectors of the solid. These directions determine
the so called Bragg reflections (giving Bragg peaks in the spectra) and a set of Miller indexes (hkl) can
be assigned to them. The relationship between wavelength (λ) atomic spacing (dhkl) and diffraction
angle θ, is given by the Bragg's law:
nλ = 2dhkl sin θ, (2.1)
where λ is the wavelength of the incident wave, dhkl is the distance between the planes with the miller
indexes (hkl), and θ the angle formed by the propagating vectors of the incident and scattered waves.
Our XRD spectra were performed with a Philips X-Pert difractometer at IFIMUP (Universidade do
Porto).
2.3.4 Magnetometry (SQUID)
The magnetic properties of the compounds were studied with a Quantum Design Superconducting
Quantum Interference Device (SQUID) magnetometer at IFIMUP (Universidade do Porto). The
Quantum Design SQUID magnetometer is an integrated device containing a superconducting coil
in a helium bath and a corresponding control system. This system allows accurate magnetization
measurements in the 5 - 380 K temperature range, and thus the determination of the critical
temperatures (in the case of our samples, we perform the measurements in the 5 - 300 K range;
see Chapter 8). For this purpose, the temperature dependence of the magnetization (in low fields, H
= 50 Oe) was measured in increasing temperatures, but only after the sample had been cooled without
any. The obtained M(T ,H) = constant, low field) curve in increasing temperature is denominated a
zero-field-cooled (ZFC) magnetization. On the other hand, when the sample is cooled with H, the
obtained M(T , H) = constant, low field) curve in increasing temperature is denominated a field-
cooled (FC) magnetization.
Isothermal M vs H measurements were performed as a function of the applied magnetic field (H
varied from -50 to 50 kOe) to obtain the saturation magnetization (Ms) and the coercive fields (Hc).
2.3.5 Ion Beam Deposition (IBD)
We used an IBD system from Commonwealth Scientific Corporation for Fe thin film deposition
(Chapter 9).
This system possess two 3-cm diameter Kaufman dc ion sources, one for film deposition and the
other for assisted deposition or ion-milling. In both cases, an Ar flow is used. For Ar ionization, a W
filament, working as the cathode, is heated releasing thermionic electrons. The cathode current is set
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and measured at the terminals of this W filament (and is typically 5.0-7.0 A); magnets placed around
the anode confine the electron paths thus enhancing ionization rate. After the plasma is formed it
is extracted only when a voltage is applied to Mo grids, placed at the exit of the ion sources. The
two Mo grids are used in a focused configuration (with the focal point at the target). The inner grid
prevents the erosion of the outer (acceleration) grid, where the voltage for beam extraction is applied.
Both ion sources are equipped with neutralizer filaments for deposition/milling of dielectric materials.
The deposition ion source is placed 10 cm away from the target, which is tilted by 45 degrees. The
sputtered atoms hit the substrate that directly faces the target. The IBD chamber reaches a base
pressure of less than 10−7 Torr. The work pressure depends on the gas flow used for deposition, but
is generally of 1.5× 10−4 Torr.
2.3.6 Photoelectrochemical Characterization
The photocurrent-photovoltage (I − V ) technique provides an overall quantitative evaluation of
photoelectrochemical (PEC) cells performance, by applying an external potential bias to the cell
and measuring the generated photocurrent obtained. The I − V characteristics are recorded using a
potentiostat attached to the PEC cell, for enforcing the controlled potential. In the lab test bench
a ZENNIUM (Zahner Elektrik, Germany) workstation was used together with the Thales software
for data acquisition (Fig. 2.3). The potential was reported against the reversible hydrogen electrode
(RHE). The measurements were performed in the dark and under simulated sunlight (Oriel solar
simulator, 150 W Xe lamp, AM 1.5 G, 1000 W.m−2) at a scan rate of 10 mV.s −1 for the potential
range between 0.6 VRHE and 1.8 VRHE. The light beam was calibrated with a c-Si photodiode.
The PEC cell device, known as "cappuccino", was chosen to perform the electrochemical
characterization. The cappuccino cell (Fig. 2.4) is made of polyetheretherketone (Erta PEEK) and has
a 20 mm diameter uncoated fused silica window (Robson Scientific, England) pressed against an o-ring
by a metallic window part. A standard three-electrode configuration was used with the photoanode as
the working electrode-WE, a 99.9% pure platinum wire (Alfa Aesar, Germany) as counter-electrode
(CE) and an Ag/AgCl/Sat.KCl (Metrohm, Switzerland) as a reference electrode (RE). The cell was
filled with an electrolyte aqueous solution of 1M NaOH with a maximum electrolyte volume of 15
mL. The total immersed active surface area of photoelectrode was approximately 2.5 cm2, but only
0.5 cm2 was illuminated through an external mask.
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Figure 2.3: Experimental test bench used to characterize the PEC cell by I − V curves.
Figure 2.4: Details of the PEC device used: a) the cappuccino PEC cell supported on the precision
rail and carrier in a 3-electrode configuration; b) the cappuccino PEC cell with a hematite sample
placed on the sample holder.

Chapter 3
The role of the Ti surface roughness in
the selfordering of TiO2 nanotubes: a
detailed study of the growth mechanism
In this chapter we concentrate on the syntheses of highly ordered TiO2 nanotubes (NTs) by
electrochemical anodization of Ti foils. We investigated the effect of the Ti surface roughness
(applying different pre-treatments prior to the anodization) on the length, growth rate and degree of
self-organization of the obtained NT arrays. This chapter is based on the published work:
A. Apolinário, C. T. Sousa, J. Ventura, J. D. Costa, D. C. Leitão, J. M. Moreira, J. B. Sousa, L.
Andrade, A. M. Mendes and J. P. Araújo, Journal of Materials Chemistry A, 2014, 2, 9067-9078.
3.1 Overview
TiO2 NTs can be obtained by the electrochemical anodization of Ti in fluoride-based electrolytes.
The addition of ethylene glycol was later found to lead to longer (hundreds of microns) and more
ordered arrays of TiO2 NTs [90, 92, 93]. In contrast to the well-known case of Al anodization, the
Ti anodization presents a non-steady state due to the out of equilibrium dissolution and oxidation
processes on the NT bottom and to the additional chemical dissolution process at the NT's top[94, 99
103]; (see section 1.3.1.1). This unbalanced anodization leads to a maximum TiO2 NT length after a
given anodizing time [94, 99103]. So far, intense research has been focused on factors (e.g. electrolyte
type, water and NH4F concentrations, pH, temperature, anodization voltage etc.) that increase the
NTs length (and growth rate) [7577, 9093, 9698, 100, 101, 126, 144, 153]; (see sections 1.3.1;
1.3.1.2).
On the other hand, few works targeted the organization of TiO2 NTs in a closed-packed hexagonal
array [126, 143, 154156]. The organization of TiO2 NTs is mainly influenced by the Ti foil purity,
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the anodization voltage [143], and the local initial surface morphology of the Ti substrate [154
156, 156]. Regular or periodic dimples in a valve metal surface can lead to an improvement of the
organization degree of NT arrays, inhibiting their random nucleation [129, 157]. In this context, the
two-step anodization process was found to be mandatory to improve organization in AAO and has
been widely used to improve the structural order of TiO2 NT arrays [126, 143, 154, 159]. On the other
hand, an electropolishing (EP) pre-treatment of the metal foil prior to the anodization was shown
to be highly suitable to induce a high degree of organization in AAO [159]. In the case of TiO2 NT
arrays, several pre-treatments [such as EP, mechanical polishing (MP), or chemical etching (CE)] were
also studied, targeting smoother Ti surfaces. This ensures that a highly homogeneous electric field
distribution is obtained over the Ti surface during the initial anodization stages, a crucial condition
to reach highly ordered NT arrays [154156, 160]. In particular, EP pre-treatments were shown to
decrease the Ti foil surface roughness, resulting in more uniform NT length and higher NT density
[154156, 160]. Furthermore, a detailed description of the TiO2 NTs growth mechanisms (using the
anodization curves analysis) by changing the Ti surface conditions (topography) was overlooked in
previous reports [90, 126, 154156, 160].
In this work, we describe the microscopic mechanisms involved in the TiO2 NT nucleation,
formation and growth, which are key issues of the degree of self-organization and growth rate. This
information was extracted from a detailed interpretation of the anodization curves: current density
curves j(t), their derivative (dj/dt), barrier layer thickness (δb) and charge (Q). This procedure
was systematically applied to the study of NT arrays obtained from initial Ti foils with different
surface roughnesses (employing different pre-treatments). We were then able to achieve an integrated
view on the processes underlying the formation of the NTs and their direct impact on the length
and organization of the obtained arrays. We focused on the factors limiting the NT length and the
critical balance between oxidation/dissolution processes, establishing a relationship between these
phenomena and identifiable parameters induced by the different pre-treatments employed. A new
statistical methodology to characterize ordering by SEM images is presented. This work reveals a
new overriding anodization parameter capable of inducing a higher growth rate and improved self-
organization of TiO2 NT arrays: the Ti surface roughness prior to the anodization, a parameter which
has so far been overlooked. By tuning the Ti roughness using adequate pre-treatments, a single-step
anodization process readily produces highly ordered hexagonal closely packed arrays of TiO2 NTs
with lengths above 100 µm.
3.2 Experimental details
Ti foils (1× 1 cm2) were ultrasonically cleaned in ethanol and deionized water for 10 minutes. Prior
to the anodization, three different pre-treatments were performed on 1 cm2 pieces of the as rolled
(AR) Ti foil: (i) chemical etching (CE) in a 4% (wt%) HF aqueous solution for 15 min at room
temperature [144]; (ii) mechanical polishing (MP) on a plane disc at 150 rpm in three steps of 10 min
each. In the first two steps we used an ultrapol-cloth with 6 and 3 µm diamond particle suspensions;
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in the third step a silica colloidal suspension (0.05 µm) with H2O2 (30% concentration in volume)
on a microcloth was used; (iii) electropolishing (EP) in a H2SO4-HF (8:3) solution, with an applied
potential of 10 V between the Ti foil and an inert Pt mesh (distance 2.5 cm) for 4 min; the solution
was mechanically stirred (300 rpm) and kept at room temperature [169].
After each pre-treatment the corresponding Ti foil samples, as well as an AR Ti sample without
treatment, were analyzed using Atomic Force Microscope (AFM) to study the surface roughness
(Rq). Subsequently, the samples were electrochemically anodized in an in-house anodization cell
(section 2.2.3). The time evolution of the current density [j(t)] was monitored during the anodization
(using 100 ms acquisition step in the first 5 min). Electrochemical anodization was carried out
for each sample at a constant potential of 60 V for 17 h, in a freshly prepared ethylene glycol
solution containing NH4F (0.3 wt%) and H2O (2 wt%) at room temperature with mechanical stirring
[90]. The NT morphology was evaluated by Scanning Electron Microscopy (SEM) using the cross-
sectional (for the NT length calculation) and surface top and bottom views. The bottom views were
prepared by natural peeling-off, becoming a free-standing non-curling membrane (detachment occurs
without any assistance or other methods as described elsewhere) [43, 170]. From the SEM images, a
statistical analysis was performed enabling a quantitative evaluation of the organization pattern and
NT structure dimensions.
3.3 Ti surface topography analyses
The surface topography of the Ti samples with different pretreatments (and one as-rolled) was
investigated by Atomic Force Microscopy (AFM). Fig. 3.1 shows representative 1 µm2 images of
such Ti surfaces. The average surface roughness was extracted from the topography, defined as the
root-mean-square value of the image pixel height. The AR sample presents a significant surface
roughness of 8.3 nm [Fig. 3.1 (a)]. After the CE pre-treatment, the Ti foil showed a highly damaged
surface, characteristic of a chemical attack, giving a higher etching rate on surface defects, namely
grain boundaries [156]. This led to the highest Rq value of all the studied samples [37 nm; Fig. 3.1 (b)].
In contrast, a significantly smoother surface was obtained in the MP and EP samples with the Rq
of 1.0 nm and 2.4 nm, respectively [Fig. 3.1 (c) and (d)]. With the MP pre-treatment, the Ti foil
surface became smooth and fairly plane. On the other hand, the Ti surface after EP revealed a
dimple-pattern structure. This shallow ripple-like structure is an EP characteristic of metals [169]
and can be used as a pre-pattern prior to anodization to obtain highly ordered oxide nanostructures,
as shown in the case of Al [159, 169, 171174]. The electrochemical polishing of Ti is usually achieved
in sulphuric acid-based electrolytes, which results in smooth surfaces [175]. However, in this work the
EP conditions used (electrolyte type and voltage) resulted in organized dimple patterns [169], with
an inter-ripple spacial period 〈λ〉 = 97 nm [Fig. 3.1 (e)].
58
The role of the Ti surface roughness in the selfordering of TiO2 nanotubes: a detailed study of the
growth mechanism
Figure 3.1: Ti surface topography prior to the anodization obtained using AFM and the corre-
sponding Rq: (a) as-rolled, (b) chemical etching, (c) mechanical polishing and (d) electropolishing;
(e) profile height for the EP sample.
3.4 Growth mechanisms of anodization current density curves
The mechanisms that lead to the formation and growth of the NTs can be monitored during the
anodization process using the current density curves and the corresponding time derivative, as shown
for the EP sample in Fig. 3.2 (a) and (b). The evolution of the TiO2 barrier layer thickness (δb) at the
bottom of the NTs was also estimated from the j(t) curve [Fig. 3.2 (c)]. According to the high-field
conduction theory, the current density (j) is related to the voltage (V ) drop across the barrier layer
as follows:
j = α expβE , (3.1)
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where α and β are electrolyte and material dependent constants (2.4×10−37 A.nm−2 and 56 nm.V−1,
at room temperature respectively) and the (V /δb) ratio is the effective electric-field across δb [100,
125, 126]. From Eq. (3.1) we obtain,
δb =
βV
ln( jα)
, (3.2)
during the anodization. Note that even if the effective area changes during the anodization, its impact
on the extracted value δb is small, justifying the use of Eq. (3.1).
Since the electrical resistance (R) across the Pt electrode-electrolyte-Ti electrode is initially small,
the current density starts with a large value, j(t ≈ 0) ≈ 65 mA.cm−2 [Fig. 3.2 (a)]. Then, a
continuous TiO2 barrier layer is rapidly formed, substantially increasing R (rapid j decrease; stage 1)
until a minimum (jmin) is reached (stage 2). This minimum corresponds to the maximum of δb. The
subsequent increase of j (stage 3) indicates a δb decrease, which persists until j reaches a maximum
(jmax) and δb reaches a local minimum (stage 4). From this point onwards new electrochemical
processes come into play, as evidenced from the slow j decrease, indicating a slow-rate increase of δb
(stage 5).
Commonly, jmin is associated with the onset of NT nucleation [158], likely on the surface valley-
type irregularities, where the higher electric field enhances oxide dissolution and hole formation. To
deeply study the effects of topography on NT nucleation and growth, high resolution measurements
of the time derivative (dj/dt vs. t) were used to investigate the subtle features present in j(t)
[Fig. 3.2 (b)]. One sees that dj/dt exhibits no singularity or change of behavior at j = jmin and thus
jmin cannot represent the beginning of the nucleation stage. In fact, considerably before reaching
jmin [jI in Fig. 3.2 (a)], dj/dt significantly slows down likely reflecting early random nucleation
and pore formation by chemical dissolution (F− ions) in favorable spots of the TiO2 surface [117].
Although δb is still increasing [Fig. 3.2 (c)], indicating Ti oxidation dominance, the progressive
emergence of the pores (the local dissolution of δb gradually increases) reduces the effective barrier
resistance-rate increase. There is then a competition between electrochemical Ti oxidation (increasing
R) at the Ti/oxide interface and TiO2 dissolution (lowering R) at the oxide/electrolyte interface.
Accordingly jmin marks the balance between the two processes, thus the limiting oxide thickness
(δmaxb ). In other words, oxidation is weakened by the increase of δb, which progressively restrains
O2− electromigration through the thick TiO2 barrier, whereas the F− dissolution processes continue
smoothly at the TiO2/electrolyte interface (Fig. 3.3). Consequently, δb decreases after jmin (smaller
rate of Ti oxidation), while the tube formation accelerates, as evidenced by the increase of dj/dt up
to the j(t) inflexion point at jII (maximum dj/dt). It is likely that a sufficient number of NTs already
exist at jII, but the tube-formation process goes on until it effectively eliminates the available oxide
regions for nucleation. Ultimately, saturation occurs at jmax, where dj/dt=0 (and δb is minimum).
From this point onwards, the incipient NTs adjust and compete among themselves to improve the
degree of order in a self-organized process. In this stage, δb slightly increases, particularly between
jmax and jIII, which marks the onset of a new regime. Notice that the nucleation time can now be
defined as ∆tn=tnIII-tnI, where tnIII marks the kink at jIII and tnI marks the beginning of nucleation
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at jI. As the anodization proceeds, the formed NTs grow at a constant rate and δb would remain
constant if Ti oxidation balanced oxide dissolution [90, 93, 96, 99]. However, at this stage (j < jIII),
the oxidation/dissolution processes are not quite in equilibrium, the TiO2 dissolution being lower
than its formation. This results in a smooth increase of δb after the jIII kink and the consequent
slow decay of j(t) (stage 5). This is related to the lack of F− ions at the NT bottoms, since they are
difficult to replace by fresh ones due to the high viscosity of the electrolyte. As the NTs grow, large
diffusion distances (lengths) must be travelled and thus longer times are required to renew the F−
concentration at the pore bottom. Consequently, the oxidation at this stage becomes higher than the
dissolution, leading to an increase of δb that further inhibits the transport of F−, Ti4+ and O2− ions
across the barrier [96] (Fig. 3.3) and further limits NT growth (stage 6).
3.4.1 Growth mechanisms for different levels of roughness
The j(t) curves of the samples subjected to different pre-treatments used in this work are shown
in Fig. 3.4 (a). The j(t) transient of the MP sample substantially differs from all others in two
critical aspects: (i) an extended period of time over which low-rate pore nucleation smoothly takes
place and (ii) the fairly small j(t) values over such a region, indicating the growth of a thicker TiO2
barrier layer [Fig. 3.4 (c)]. This is at first sight unexpected when compared to the EP sample, which
presents similar Rq values (2.4 nm versus 1.0 nm of the MP sample). However, the MP sample has an
almost flat and smooth surface, whereas the EP surface reveals unique periodical rippled structures
[Fig. 3.1 (d) and (e)]. These ripple structures act as nucleation points (valleys) so that nucleation
occurs simultaneously on many sites, making the overall nucleation time fairly short. In opposition,
the lack of topographic irregularities in the MP sample leads to longer nucleation times (longer ∆tn)
and a fairly low jmin value (∼ 1.5 mA.cm−2), i.e. a thicker δb. The rapid dissolution rate of the
EP sample is clearly observed in the dj/dt and δb curves [Fig. 3.4 (b) and (c)]: after jmin the pore
dissolution accelerates as δb decreases, with dj/dt rapidly reaching its maximum value at the inflexion
point (jII), appearing much earlier than for the MP sample. Additionally, the MP sample exhibits
a much higher and broader δmaxb peak [Fig. 3.4 (c)], confirming the much slower dissolution rate
during the porous formation. The consequence is the absence of the typical shoulder-like behavior in
j(t) ascribed to the competition between growing NTs and consequent organization quality [70, 159],
being more readily organized during the slow oxide-dissolution process. On the other hand, in the EP
sample the vigorous faint dissolution rapidly leads to a pronounced jmax and a shoulder-like trend.
Furthermore, in the inset of Fig. 3.4(c) we notice that at the end of the anodization, samples with
lower Rq (MP and EP) exhibit a final δb-value lower than samples with higher Rq (CE and AR).
Figure 3.5 shows a SEM image (backscattered mode) of the MP sample, with δb = 73 nm, in excellent
accordance with the value obtained using the curve δb(t) [Fig. 3.4 (c)] after 17 h of anodization. The
j(t) curve of the AR sample presents a similar shape to that of the EP sample, i.e. a smaller ∆tn
despite its larger Rq. This shows that both samples have enough easy-nucleation spots related to the
topographic valleys. Nevertheless, the ripple EP valley structure favors earlier and faster organized
nucleation (smaller ∆tn) than the broader random valleys of the AR sample.
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Figure 3.2: (a) Transient period of the anodization curves for the EP sample; (b) the corresponding
derivate and (c) δb associated with different stages of the TiO2 NT growth mechanisms.
The previous analysis of the anodization curves of the MP, EP and AR samples clearly reveals
the importance of the surface topography details (smooth, ripple-like and random broad valleys) in
promoting effective nucleation spots and thus the earlier emergence of NT nucleation and lower ∆tn:
∆tn(EP) < ∆tn(AR) < ∆tn(MP). Figure 3.6 shows jmin and jmax − jmin as a function of Rq for the
AR, EP and MP samples. With the decrease of Rq, jmin and also decreases and higher jmax − jmin
values are reached. Therefore, Ti surfaces with lower Rq lead to higher TiO2 oxide barriers (δmaxb )
and quality, since less defects are present in the primordial Ti surface, and the dominant oxidation
process [at stage (1)] delays dissolution. Moreover, lower Rq leads to thinner δminb and δb during the
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Figure 3.3: Schematic diagram illustrating the ion diffusion profiles inside the NTs during the
anodization. The dissolution of TiO2 occurs at both the top and the bottom of the NTs, while the
oxidation occurs only at the bottom.
anodization, which allows higher j(t) (due to a more uniform and optimized electric field and current)
and consequently an increase of the NT growth rate.
3.4.2 The particular case of high roughness
The particular case of high roughness. The sample pretreated with CE shows different j(t) behavior
from those previously discussed (or shown in the literature) due to severe chemical etching effects
(rise of Rq from 8.3 nm to 37 nm; see Fig. 3.1). In particular, it is difficult to directly extract key-
values such as Dtn from the j(t) curves. One simply observes a monotonic decrease of j along the
whole anodization period, indicative of stronger oxidation than dissolution processes. This explains
the absence of the typical transient period with nucleation and dissolution stages, as well as jmax and
jmin . The AFM topographic imaging was performed after 17 h of anodization and after removal of
the TiO2 NT template (Fig. 3.7). The Ti surface revealed the characteristic pre-pattern left by the
NTs, but different areas of organization and depth can be observed [zones 1 and 2 in Fig. 3.7 (a)].
The regions with higher depth (zone 2) reached a higher anodization growth rate since these areas
correspond to the primordial etched Ti surface with valleys (topographic minima). In contrast, the
regions with hills had a lower anodization growth rate and showed a lower depth (zone 1). Therefore,
the measured macroscopic j(t) curve has contributions from many different anodization zones.
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Figure 3.4: (a) Current density anodization curve transient for 8 min of anodization (inset: 17 h
of anodization); (b) corresponding derivatives; (c) TiO2 barrier layer thickness (δb) for 8 min of
anodization (inset: 17 h of anodization) for the AR, CE, MP and EP samples.
3.5 Growth rate of anodization charge curves
Figure 3.8 shows the charge curves Q(t) obtained from the j(t) data. The Q(t) curves of all samples
present non-linear shapes characteristic of non-steady state processes. The decrease of the slope during
the Ti anodization is due to the lack of an oxidation-dissolution balance (Ti oxidation is higher than
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Figure 3.5: (a) Measurements of δb after 17 h of anodization for the MP sample in SEM backscattered
mode.
Figure 3.6: jmin and jmax − jmin values as a function of the surface roughness for: AR, EP and MP
samples.
TiO2 dissolution) that leads to an increase of δb as the anodization proceeds [Fig. 3.4 (c)].
The Q(t) slope of the EP and MP samples is higher than that of AR and CE samples for the
entire anodization period (Fig. 3.8). This behavior is related to the steady-state balance between
the oxidation and dissolution processes in the EP and MP samples. Even though the MP and
EP samples have almost the same final charge transfer of 3900 C after 17 h, the slope's trend is
significantly different: whereas Q(t) behavior in the MP sample is rather linear, providing an almost
constant rate growth, the EP presents two distinct growth regimes. After 500 min of anodization
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Figure 3.7: (a) AFM image of the Ti surface of the CE sample after 17 h of anodization and removal
of the TiO2 NT template; after the anodization the Ti surface reveals the NT array hexagonal pattern.
There are two different zones with different growth rates: zone 1 with a slower anodization growth
rate and zone 2 with a higher anodization growth rate; (b) the corresponding section of the height
profile.
time, the growth rate of the EP sample slows down due to the thicker δb [Fig. 3.4 (c)] ultimately
being surpassed by the MP sample.
The charge transferred during the anodization process was found to be related to the surface Rq.
Lower Rq samples present higher j(t) and Q(t) values, since a more homogeneous electric field over
the whole sample is reached, originating an oxidation/dissolution process more equally balanced and
delaying the additional chemical effects that limit NT growth. As a higher final Q(t) indicates higher
NT template thickness (L), one expects L(MP) > L(EP) > L(AR) > L(CE).
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Figure 3.8: Charge [Q(t)] curves obtained by integrating the j(t) anodization curves of the studied
AR, CE, MP and EP samples; the EP sample slows down due to the thicker δb [Fig. 3.4(c) inset]
ultimately being surpassed by the MP sample.
3.6 Nanotube growth
Figure 3.9 shows SEM cross-sectional and top view images of the NT templates for all samples after
17 h of anodization. The resulting template thicknesses are shown in Table 1. The AR sample has a
mean NT template thickness (〈L〉) ou of approximately 89 µm, while the CE sample has 〈L〉=83 µm.
On the other hand, the EP and MP samples show a rapid NT growth and enhanced mean lengths
of 125 µm and 128 µm, respectively, i.e. a length increase of over 40% when compared with the AR
and CE samples.
Table 3.1: TiO2 NTs' template thickness results: mean 〈L〉 and maximum Lmax length.
AR CE MP EP
〈L〉 (µm) 88.93 82.50 128.33 124.77
Lmax (µm) 91.50 85.00 130.50 126.50
Comparing 〈L〉 with the Rq results, one can infer that the surface topography is directly correlated
with the NT growth and template thickness (Fig. 3.10). In fact, the pre-anodizing surface conditions
are crucial to reach higher growth rates and thicker NTs, i.e. by decreasing Rq , longer NTs are
obtained. It is important to notice that the large Rq value of the CE sample is responsible for
the decrease of the NT growth rate and length up to 660 min anodization time. However, due to
the acidity increase of the electrolyte at the NT top (top dissolution), the F− ions can then more
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Figure 3.9: Top view and cross-section (insets) of the TiO2 NT templates from the different samples
after 17 h of anodization: (a) AR Ti foil, (b) CE, (c) MP and (d) EP.
Figure 3.10: TiO2 NT template thickness average (〈L〉) as a function of the Ti surface Rq.
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easily reach the NT bottom, being readily available to again increase the NT growth rate. This is
clearly seen in the j(t) curve presented in the inset of Fig. 3.4 (a), where a j increase is observed at
t = 660 min, indicating that L restarts to increase. The enhancement of the growth rate concerning
EP and MP samples should result from the decrease of Rq and the presence of small nucleation
sites (see Fig. 3.11). A smoother surface favors to the mobility of ions in the dominant anodization
processes, promoting greater accessibility of F− ions that reach the Ti surface and thus favoring
the dissolution processes. On the other hand, the additional chemical effects (namely pH decrease
throughout the anodization) are retarded since the anodization growth limit (i.e. when oxidation
surpasses the dissolution, causing a thick δb) is delayed. Also, for samples with low Rq, the δb
increase during the anodization is slower [inset of Fig. 3.4 (c)], which promotes ion electromigration
(F− and O2−) through the δb, fundamental for the dissolution/oxidation balance processes. This is
clearly visible in the MP and EP samples (Rq of 1 and 2.4 nm, respectively) that reach a template
thickness enhancement of over 40%, keeping an almost intact oxide nucleation layer after 17 h of
anodization.
3.7 Nanotube array organization
To reveal the degree of organization of the produced NT arrays, we performed a statistical evaluation
of SEM images (25 000×) of the NT template bottoms in a random area of each sample. Since the
analyses of the top surface would show the initial random nucleation pores, the bottom analyses arise
as a more adequate technique to evaluate the degree of organization [143, 155].
Based on this analysis the following parameters were quantified: (i) the NT hexagonal domain area
(delimited area where the NTs have a hexagonal arrangement); (ii) the organized area (% organized
area/total evaluated area); and (iii) the NT density (number of NTs per unit area) and NT diameter
distribution.
3.7.1 NT hexagonal domain area
The degree of order of the NT domains as a function of their hexagonal arrangement and individual
shape was analyzed [143]. The NT organization increases as the NTs tend to pack themselves in a
closely packed hexagonal arrangement, leading to tubes with a hexagonal section. The deviations
from this shape due to Ti defects and grain boundaries result in pentagons, heptagons or circular
shapes.[143] To quantify the order-degree of the domains, they were first classified into two types
of classes: class 1 has a lower order degree domain with an ideal Hexagonal Closely Packed Array
(HCPA) structure, exhibiting NTs with diverse polygon shapes other than hexagonal; and class 2
domains having a higher order-degree domain with the same HCPA structure, but each NT exhibiting
a hexagonal shape (Fig. 3.12). To calculate the domain areas, the HCPA areas of each SEM image
were delimited and labeled using ImageJ [176]. Figure 3.13 shows SEM images of the bottoms of the
NT layers of each sample (AR, CE, MP and EP). For each SEM image, besides the delimitation of
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Figure 3.11: Schematic diagram illustrating the influence of the Ti surface Rq (prior to the
anodization) and topography on the growth mechanisms at the nucleation stage, NT ordering and
length. To have longer and more ordered NTs steady-state anodization, that delays the δb increase,
is crucial.
these HCPA domains, the maximum sized ones were differently colored as class 1 (orange) and class 2
(green). Fig. 3.14 displays the statistical results of the analyzed SEM images. The CE sample displays
large areas with completely disorganized NT arrays (darker areas) of small diameter [Fig. 3.13 (b)
and (f)]. Therefore, for the CE sample the statistical calculations were only possible on the small
areas with NTs of large diameters, where some degree of organization occurs [inset of Fig. 3.13 (b)].
These domains correspond to the valleys present in the Ti foils after the CE pre-treatment (see AFM
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Figure 3.12: Bottom TiO2 NTs for the two different classes. (a) Class 1: lower order (hexagonal
arrangement; NTs without a hexagonal shape), (b) class 2: higher order (hexagonal arrangement;
NTs with a hexagonal shape).
images in Fig. 3.7) where the anodization rate is higher. In this sample, the obtained ordered array size
presents an average value of 0.92 µm2. However, the organized area represents only 75% of the total
area from the considered SEM image. The AR, MP and EP samples have the same organized area
fraction (∼96%), with the MP and EP samples clearly having larger average domain sizes (0.80 and
0.92 µm2, respectively) than the AR sample (0.50 µm2). Note that, while the AR sample presents a
class 1 maximum domain size of 1.8 µm2, the EP and MP samples show much larger class 2 maximum
domain sizes (6.61 and 4.32 µm2, respectively). Therefore, a clear improvement of the NT quality and
organization was obtained with the simple application of pre-treatments such as EP and MP in the Ti
foil before anodization. The most relevant improvement found was the increase of the class 2 domain
size from the EP sample. It is also important to mention that the area for the class 2 domains in
the EP sample (or even in the MP sample) largely exceeds the maximum value of 1.83 µm2 reported
in the literature [126] (or in the case of nanoporous template structures the reported domain area is
about 0.25-1 µm2)[154]. In fact, the use of these pre-treatments pushed NT domain sizes close to the
smallest grain diameter of commercial Ti sheets (5 to 50 µm2 on average)[177].
3.7.2 NT density: number of NTs per unit area and NT diameters
Figure 3.15 shows the results of the NT density and diameter (D) of the studied samples. The
average diameter was estimated from the histogram of the size distribution, which was then fitted to
a log-normal distribution (inset of Fig. 3.15). The decrease of Rq in the MP and EP samples leads
to a decrease in the NT density since D increases. The NT density is therefore also determined by
the Ti Rq prior to the anodization. According to this relationship one would expect the EP sample,
which has a slightly higher Rq than the MP sample, to have a higher NT density (and a slightly
smaller D). The observed smaller density of the EP sample is related to the fact that this sample has
NT arrays with less space between the hexagon corners than the MP sample. It should be noted that
the EP sample surface showed a pattern with small ripple-like structures, which act as nucleation
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Figure 3.13: SEM images of the TiO2 NT bottoms from the different samples: (a) AR, (b) CE,
(c) MP and (d) EP. For each sample, a SEM image was analyzed [(e), (f), (g) and (h)]: the domain
areas (µm2) were delimited, labeled (not readable small white labels within each domain) and the
maximum domain area in the image colored with the corresponding class types (class 1 and class 2).
Figure 3.14: Statistical results of the analyzed NT bottom SEM images for the different samples,
indicating the results obtained for the mean and maximum domain areas (class 1 and class 2) and
the organized area (%).
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points on the valleys, forcing the nucleation to occur simultaneously in an organized manner. Since
this periodical structure has a spacial period of 〈λ〉 =97 nm (D = 157 nm), each valley behaves as a
single nucleation site. The NTs then turn to be more packed and with slightly higher diameters due
to an increase of the current flowing through these sites. Thus, almost no competition exists between
the NTs, resulting in optimized structures. As for the CE sample, the darker disorganized regions
correspond to NTs with small diameters (D = 130 nm and σ = 29.4 nm) and a NT density of 57
NTs per µm2. On the other hand, the highly organized areas (zone 2) have NTs with much larger
D (196 nm and σ = 0.286 nm) and a density of 32 NTs per µm2. This increase of the diameter is
associated with the surface topography that increases the electric field in the valley-sites.
In the case of the CE sample, the previously mentioned trend of increasing D (and consequently
the NT density) with decreasing Rq (Fig. 3.15) is not completely valid. Although nonorganized
areas indeed show the expected trend, in the organized areas, the Rq increase leads to an increase in
D. Remember the special behavior of this sample (in subsection 3.4.2 The particular case of high
roughness.), where two different areas cause different anodization conditions and consequently NT
organization, diameters and density.
Indeed, Raja et al. suggested that pore ordering originates from the effect of local surface
perturbations that causes the increase of the strain energy, i.e. electrostriction, electrostatic and
recrystallization stresses at the valleys [129]. Since the surface energy acts as a stabilizing force on
a plane surface, when perturbed by a sinusoidal morphology the energy density varies across the
hills and valleys, showing higher stress concentration and strain energy on the latter and leading
to F− migration and adsorption where the NT structure first occurs. Thus, due to the periodic
perturbations of such ripples, the electric field is higher on the valleys, which results in NT growth
in these sites. Therefore, one of the main achievements of this study is the experimental proof that
the NT diameter is not only associated with the anodization potential but also with the Ti surface
conditions.
3.7.3 Electropolishing as a one step anodization route
MP and EP pre-treatments led to the best results, both regarding the total NT length and their level of
organization. Despite not leading to the smallest Rq values, the EP pre-treatment actually facilitates
NT growth and organization due to the intrinsic formation of the periodic ripples prepatterned in
the Ti surface. This process is similar to the two step anodization where the dimple pattern left by
the first anodization is crucial to achieve the ideal hexagonal ordering in the second step [158]. These
dimples on the Ti surface act as initiation sites for tube growth and thus may well be a pre-condition
to obtain extended order.
Macak et al. showed that performing two step anodization on Ti foils significantly improves the
hexagonal ordering, decreasing the number of packing errors (pentagons, heptagons, etc.), although
it further increases the number of anodization steps [143]. In the present work, we explained that MP
and EP pre-treatments successfully led to the best results: NT length and their level of organization,
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Figure 3.15: Density [number of NTs per area (NTs per µm2)], NT diameter (D) and standard
deviation (σ) for the AR, MP and EP samples. D and σ were calculated by performing an histogram
of the NT diameter distribution and a log-normal fit; the upper inset shows the NT D histogram and
log-normal fit of the EP sample.
avoiding the second anodization. However, to achieve MP samples with a high level of smoothness
(Rq ∼1 nm) is a long, hard and expensive process with low reproducibility. The use of EP pre-
treatment leads to organization at a reduced time and cost. In this context, the EP process becomes
more attractive and easy to perform.
Furthermore, the degree of order can be evaluated calculating the porosity (P ) of the NT arrays.
For an ideal hexagonal arrangement of pores, P can be estimated using:
P =
2pi√
3
(
Dp/2
Dint
)2
, (3.3)
where the pore diameter is Dp = 2r and Dint is the interpore distance. Using ImageJ we calculated a
mean wall thickness of w ∼ 51.78 nm (SEM image of the MP sample of Fig. 3.5) and with the external
diameter previously extracted from the histogram analyses (D = 158.3 nm), we obtain the internal
diameter Dp = 54.78 nm. Due to the hexagonal geometry, we considered the interpore distance (Dint)
equal to the external diameter (D = Dint ). Using Eq. 3.3, Dp = 54.8 nm and Dint = 158.3 nm,
we obtain a porosity of P ∼ 10.8%. The NT templates thus present a porosity close to the 10%
benchmark reported for the self-organized-regime in AAO templates [138].
The closely packed hexagonal structure with a degree of order comparable to that of AAO
templates was not reported so far for TiO2 templates. Comparing the results achieved in this work
with the already reported domains of 1.837 µm2 with 20% of porosity [126], the proposed approach
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contributes to the improvement of both ordered (HCP) domain areas and porosity of hexagonal arrays
of TiO2 nanotubes.
3.8 Conclusions
By bonding the formation and growth mechanisms of the TiO2 NTs with the analyses of the
anodization curves, this work reveals a new overriding anodization parameter, the Ti surface
roughness, capable of inducing a higher growth rate (extended NT length) and improved self-
organization.
The analyses of the anodization curves, j(t), dj/dt and Q(t), clearly revealed the importance of
the surface topography details: ripple-like (EP) and random broad (AR) valleys promote effective
nucleation spots and thus the earlier emergence of NT nucleation and lower ∆tn than a smoother
topography (MP). Furthermore, the samples with lower Rq (and the presence of small nucleation
sites) show a uniform enhancement of the growth rate as well as a highly organized array. With a
lower surface Rq, we obtain a more homogeneous electric field over the sample surface, causing a
thinner δb that promotes ionic electromigration (F− and O2−) through δb. This is fundamental for
the dissolution/oxidation balance in steady state anodization. Indeed, samples with smoother surface
Rq (MP and EP) presented higher j(t) and Q(t), a thinner δb and a smaller δb(t) increase during the
anodization. Furthermore, a smoother surface promotes a higher mobility of F− ions in the dominant
anodization processes, promoting greater accessibility of F− ions to reach the Ti surface (and thus
favoring the dissolution processes), overcoming the main cause of increasing δb. Also, the additional
chemical effects (namely pH decrease throughout the anodization), which limit the NT growth and
lead to a non-steady state anodization, are delayed since the anodization growth limit is postponed.
We observed that the degree of ordering is highly extended by decreasing Rq. We developed a new
method to quantify the degree of such organization including the measurement of HCPA domain
areas. Large areas with an ideal structure represented by a HCPA of hexagonally arranged cells
were obtained (4.32 and 6.61 µm2 for MP and EP samples respectively), two times larger than those
previously reported. Furthermore, the obtained TiO2 NT array structures present a degree of order
comparable to that of AAO templates (a porosity of 11%).
Finally, we emphasize that by using a single anodization step with the presented optimized pre-
treatments one can produce high quality TiO2 NT arrays, with large organized domains at a reduced
time and cost, making it a straightforward application on Ti foils.
Chapter 4
Tailoring the Ti surface via
electropolishing nanopatterning as a
route to obtain highly ordered TiO2
Highly ordered TiO2 nanotubes (NTs) were synthesized by the electrochemical anodization of Ti foils
subjected to electropolishing (EP) pre-treatment. In this chapter we describe the optimization of the
EP pre-treatment on Ti foils, by varying the EP voltage. We found that, EP besides decreasing the
Ti surface roughness leads to shallow ripples structures that influences the onset of pore nucleation,
offering an organizational improvement of the anodic oxide NTs. This chapter is based on the
published work:
A. Apolinário, C. T. Sousa, J. Ventura, L. Andrade, A. M. Mendes and J. P. Araújo, Nanotechnology,
2014, 25, 485301.
4.1 Overview
Electropolishing is a well-known technique [178] for metal removal at the micrometer level [169,
175, 179, 180] and to obtain smooth and highly reflective surfaces. While (mostly) at the industrial
level the process is best known for the surface bright polish, at the research level other important
benefits, often overlooked, arise. Besides the usual advantages, like microfinishing improvement or
size control, the EP surface 'waviness' offers great promise to improve the organization of anodic
oxide nanopores or NTs. A new overriding application of EP arises to create nanopatterns in the
surface of aluminum, titanium, zirconium, tantalum, and tungsten [169, 180], working as a pre-
pattern prior to the anodization and ultimately leading to highly ordered oxide nanostructures. In
fact, the EP of Al foils was shown to be a simple and efficient method to induce a high degree of
organization in AAO templates, since the shallow ripple-like structures it produced favor a preferential
ordered pore nucleation [159, 169, 171, 173, 174, 181183]. In Al, the EP process has been widely
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studied and optimized, and EP parameters, such as temperature, time, stirring, distance to the
electrode, and electrolyte type were found to play an important role in the process [172, 173].
Nevertheless, a parameter of crucial importance is the EP applied voltage, since its variation can
result in features like stripes or hexagonally ordered dimples (from 50 - 150 nm) [169, 171174].
However, the nanopatterning of a Ti foil by varying the EP potential has been overlooked so far. EP
of Ti is usually performed using sulphuric acid-based electrolytes, which results in smooth surfaces
[175], although other EP conditions (e.g., H2SO4/HF electrolyte under an applied voltage of 15 V)
lead to an organized dimple-pattern structure at the Ti surface [169].
In this work the growth of TiO2 NTs is optimized by tuning the Ti foil surface roughness, using
different EP conditions: in particular, adjusting the EP applied potential (V EP). An integrated
approach, based on previously optimized anodization parameters [90100, 102, 103, 126, 129, 143, 146
148, 152, 154157, 184, 185] and directly focused on the effect of the Ti surface roughness and
topographic features on the length and organization of the obtained NT arrays, was followed here.
By varying V EP and comparing with an as-rolled (AR) Ti foil, our results show the critical role played
by the Ti surface topography and roughness, prior to the anodization on the maximum NT length,
and their organization in a regular hexagonal pattern. By tuning V EP, adequate EP conditions were
found that enable highly ordered hexagonal closely-packed arrays of TiO2 NTs with lengths above
100 µm.
4.2 Experimental details
Ti foil pieces (1×1 cm2) were ultrasonically cleaned in ethanol and deionized water for 10 min. Prior
to the anodization, the pieces of the AR Ti foil were pre-treated by an EP in a H2SO4/HF (8:3)
solution under applied potentials (V EP) between the Ti foil and an inert Pt mesh (at a distance of
2.5 cm) for 4 min. Several samples were fabricated with different V EP of 5, 10, 15, 18, and 20 V;
the solution was mechanically stirred (300 rpm) and kept at room temperature [142, 169]. The Ti
surfaces of all electropolished samples, as well as an AR Ti sample, were analyzed using Atomic
Force Microscopy (AFM). Subsequently, the samples were electrochemically anodized a the home-
made anodization cell (section 2.2.3). The time evolution of the current density [j(t)]curves were
monitored during the anodization. The electrochemical anodization was carried out for all samples
at a constant potential of 60 V for 17 h in a freshly prepared ethylene glycol solution containing
NH4F (0.3 wt %) and H2O (2 wt %) at room temperature with mechanical stirring [142]. The NTs'
morphology was evaluated by Scanning Electron Microscope (SEM), using surface top and bottom
views and cross-sections for the NTs' length calculation. The bottom views were obtained by natural
peeling-off, originating free-standing and non-curling membranes. Using SEM images, a statistical
analysis (with the ImageJ image processing software) [176] was performed, enabling an evaluation of
the organization pattern and NT structure dimensions (diameters and density).
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4.3 AFM imaging analyses: surface topography and roughness
characterization
The surface topography of the Ti samples with EP pre-treatments at different V EP and one AR were
investigated by AFM imaging. 1 × 1 µm2 topographic images of Ti surfaces were obtained for each
sample and then analyzed in terms of surface roughness (Rq), defined as the root-mean-square value
of the images' pixel height. Figure 4.1 shows illustrative AFM images of the Ti surfaces of each
sample as well as the Rq values extracted from the measured topography. For the unpolished sample
(AR), we observe an irregular surface with a roughness of 8.3 nm that is slightly increased upon a 5
V EP [Figs. 4.1 (a) and (b)]. Nonetheless, the latter shows broad random topographic features (hills),
whereas the former shows steeper hills. In contrast, a significantly smoother surface was obtained in
other EP samples, particularly the 10 V sample with an Rq of 2.4 nm [Fig. 4.1 (c)]. By increasing
V EP, the Ti foil surface became slightly rougher: Rq = 3.4, 4.7, and 3.1 nm measured for samples
15, 18, and 20 V, respectively. Additionally, the Ti surface after EP revealed a periodic dimple-
pattern structure whenever V EP was no smaller than 10 V. This shallow ripple-like structure is an
EP characteristic of metals [33, 41] and can be used as a pre-pattern prior to anodization to obtain
highly ordered oxide nanostructures, as profusely shown in the case of Al [159, 169, 171174]. In fact,
studies in Al foils demonstrated that, by combining adequate EP voltage and time, dimple-patterns
from striped to hexagonal arrangements can be obtained [159, 169, 171174]. However, EP of Ti is
usually performed in sulphuric acid-based electrolytes that lead to smooth and plane surfaces [175].
Nonetheless, EP with HF-electrolytes can also result in organized dimple patterns under certain
conditions (time, temperature, voltage) [142, 169].
Our results clearly demonstrate that the EP voltage also determines the ripple-like structures of
the Ti surface, particularly the inter-ripple spatial period (SP ). Figure 4.1 (e) shows AFM images'
profiles of each V EP sample, giving the mean inter-ripple spatial periods: SP 5V = 122 nm, SP 10V
= 97 nm, SP 15V = 194 nm, SP 18V = 30 nm, and SP 20V = 73 nm. The variation of the Ti surface
waviness with V EP allows its adequate tuning for particular purposes; in our case, we will demonstrate
that it makes possible the creation of self-organized hexagonal and long TiO2 NTs by a single electro-
chemical anodization. The Ti pre-pattern can be the vehicle to achieve, in an easy way, ordered
hexagonally arranged NTs and to enhance the NTs' growth rate, avoiding the later chemical effects
that limit the NTs' growth.
4.4 Anodization curves
4.4.1 Typical growth mechanism
The evaluation of the mechanisms that lead to the formation and growth of the NTs can be studied
using current density [j(t)] curves [142]. For the samples AR, 5 V, and 10 V, these curves present
the typical behaviour for Ti anodization and the successful formation of TiO2 nanotubes (Fig. 4.2)
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Figure 4.1: Ti surface topography prior to the anodization, obtained using AFM and correspondent
Rq: (a) as-rolled, (b) 5 V, (c) 10 V, (d) 15 V, (e) 18 V, and (f) 20 V of V EP; (g) profile height of
each sample with different V EP; table with the Rq and SP results for each V EP.
[90, 92, 93, 100, 126, 155]. After applying the anodization potential (60 V), a continuous TiO2 layer
is rapidly formed, increasing the resistance (rapid j decrease). The following slight j-decrease marks
the onset of NT nucleation, likely on the surface valley-type irregularities where the higher electric
field enhances oxide dissolution and hole formation (dissolution promoted by F− ions in favourable
spots of the TiO2 surface) [142]. Consequently, the TiO2 layer thickness starts to decrease while
the pores' (tubes') formation accelerates. This is evidenced by the increase of j until a maximum
is reached (jmax), forming a barrier layer at the NTs' bottoms. Afterwards, the emerging NTs will
adjust and compete with each other in a self-organization process.
As the anodization proceeds, the formed NTs grow at a constant rate, and the barrier layer
thickness (δb) would remain constant if the Ti oxidation balanced the oxide dissolution [90, 92, 93,
96, 99]. However, at this stage, the oxidation/dissolution processes are not in equilibrium, with the
TiO2 dissolution lower than its formation, resulting in a slow decay of j(t) during the anodization.
This is associated with the progressive depletion of F− ions (which are crucial to the electrolyte/oxide
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interface dissolution process) at the NT bottoms during the anodization. Given the high viscosity of
the electrolyte and increasing length of the NTs (diffusion limited process), such ions are difficult to
replace by new ones at the NT bottom. As a result, the oxidation process is faster than dissolution (j
slowly decrease with time), leading to a progressive increase of the oxide δb at the NTs' bottoms. Thus,
the ionic migration path along the oxide barrier [96] significantly extends, inhibiting the transport of
F−, Ti4+, and O2− ions across δb (Ti4+ and O2− for oxidation, F− for dissolution), which subsequently
limits further NT growth.
Figure 4.2: Current density anodization curves during the 17 h of anodization [inset shows the
transient period (5 min)] for the AR, 5 V, 10 V, 15 V, 18 V, and 20 V samples.
4.4.2 Dependence of the anodization curves on different electropolishing voltages
According to the j(t) behaviours shown in Fig. 4.2, we can divide the produced samples into two
groups: the AR sample and samples with lower V EP (5 V and 10 V) that present lower j-values and
the initial transient regime typical of valve metals' anodization; and samples with VEP ≥ 15 V that
have higher j-values and an absence of initial j-transients.
For the first group of samples the j(t) curves show the typical behaviour [90, 92, 93, 100, 126, 155]
of mild-anodizations (anodizations under low potentials, < 60 V) [126, 139, 186]. Within this group,
samples with higher Rq (5 V, 9.13 nm, and AR, 8.3 nm), have lower j-values, indicating lower ionic
current during the anodization. Thus, high Rq hinders F− from reaching the surface and causes an
inhomogeneous electric field over the sample's area, which is a crucial parameter for a proper oxide
dissolution. At this point, the oxidation/dissolution processes are not in equilibrium (non-steady-
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state anodization), with the TiO2 dissolution lower than its formation, which limits further NT
growth. The AR and 5 V samples present similar Rq (although the Rq of the 5 V sample is slightly
higher, since HF works as a chemical etcher of the Ti surface) [142, 144] but different topographic
features that cause the differences in the j values and initial transient period. As shown in the AFM
results, the 5 V sample presents higher and broader random topographic features than the AR sample
which, in turn, shows much steeper hills. This allows the formation of a thicker initial oxide layer
(lower j) and a longer transient period (nucleation, oxide dissolution, tube-formation stages). On the
other hand, the AR sample presents steep nucleation spots that allow a faster nucleation and oxide
dissolution and thus a more rapid formation of the NTs.
The 10 V sample shows the lowest surface Rq (2.4 nm), a reduction of 70% when compared
to that of AR. Its anodization curve reveals a more stable j(t), which is fundamental for a longer
balance of the oxidation/dissolution processes and indicates higher NT growth rates and thus longer
NTs. Besides, this sample reveals unique periodical rippled structures [Fig. 4.1 (c)] that are a key
characteristic for pore formation, since they act as nucleation points (valleys), making the overall
nucleation time short. This allows rapid oxide dissolution, leading to a pronounced jmax (inset of
Fig. 4.2), a shoulder-like trend which is usually ascribed to an optimized hexagonal arrangement of
the network. Thus, the ripples of the 10 V sample lead to earlier and more rapidly organized NT
nucleation than the random valleys of the AR and 5 V samples, explaining the shorter nucleation
and dissolution stages.
For the second group of samples (15, 18, and 20 V), the j(t) curves show a different behaviour
from those previously discussed, due to topography effects. The main differences in j(t) focus on two
critical aspects: (i) a stronger monotonic decrease of j(t) along the whole anodization period, and
(ii) the absence of the typical j(t) transient related with the initial growth mechanisms of the TiO2
NTs.
Regarding the first point, the almost exponential j(t) decay is typical of hard-anodization (HA)
curves (anodizations under high potentials, > 60 V) and indicates a predominance of oxidation over
dissolution [126, 139, 186]. This HA behaviour can be ascribed to local burning defects on the Ti
surface caused by the high EP potentials (15 - 20 V; Fig. 4.3) [187]. Under these conditions, the
current will flow predominantly through the local features, resulting in a rapid growth of the oxide
layer. The migration path of the ionic species along the barrier is then significantly extended, and a
non-steady-state anodization occurs from the very beginning. Therefore, the stronger oxidation ionic
current seen in the j(t) curve decay of these samples encourages this type of HA behaviour.
It was recently reported [142] that a chemical etching pre-treatment also gives rise to anodization
curves without the initial typical transient (NTs' nucleation and growth). The severe chemical etching
effects observed in that case damaged the surface, creating areas of different heights and NT growth
rates (higher at the valleys). The obtained macroscopic j(t) curve is then the sum of the microscopic
j contributions from the different anodization zones. In this way, we may realize that the 15, 18, and
20 V samples (presenting lower Rq and ripples) have a non-homogeneous surface topography over the
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total area. In particular, the lower Rq and ripples that promote rapid nucleation (as in the 10 V case)
are masked by the anodization areas, where the Ti surface was damaged by the high EP potentials.
Figure 4.3: Top view SEM image of the Ti surfaces of the (a) AR Ti foil and electropolishing samples
under (b) 5 V, (c) 10 V, (d) 15 V, (e) 18 V, and (f) 20 V. The images of samples with V EP > 10 V
show representative areas of the whole sample surface.
4.5 NTs' length and organization
4.5.1 Length
Figure 4.4 shows an SEM cross-section and top view images of the NT templates for all samples after
17 h of anodization. The resulting template thicknesses (L) are shown in Table 4.1. The AR sample
has a mean NT template thickness of 89 µm, while the 5 V sample has a slighter smaller thickness,
L = 83 µm. On the other hand, for V EP = 10 and 15 V, a rapid NT growth occurs, leading to a
length increase of more than 40% (L = 125 and 101 µm, respectively) when compared with the AR
or 5 V samples. Nonetheless, by further increasing V EP, L decreases to 88.7 and 76.4 µm for 18 and
20 V, respectively.
Comparing L with the Rq results, one can infer that the NTs' growth and template thickness
is directly correlated with the surface topography (Fig. 4.5). By decreasing Rq, as for the 10 and
15 V samples, we achieved an enhancement of the growth rate (and L). In fact, the pre-anodization
surface conditions with the lowest Rq of 2.4 nm and the presence of small nucleation sites are crucial
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Table 4.1: TiO2 NTs' template thickness results: mean 〈L〉, maximum Lmax length, and SD.
AR 5 V 10 V 15 V 18 V 20 V
〈L〉 (µm) 88.93 82.50 124.2 101.6 85.70 76.40
Lmax (µm) 91.50 89.84 125.0 114.5 88.70 82.75
SD (µm) 4.012 8.772 1.217 4.865 2.372 15.24
Figure 4.4: Top view and cross-section (insets) of the TiO2 NT templates from the different samples
after 17 h of anodization: (a) AR Ti foil, (b) 5 V, (c) 10 V, (d) 15 V, (e) 18 V, and (f) 20 V.
to reach higher growth rates and thicker NTs (125 µm). For samples with a lower Rq, we obtain
a more homogeneous electric field distribution over the whole sample surface, causing a slower δb
increase during the anodization. Such thinner δb then promotes an easier ionic electromigration (F−
and O2−) through the oxide layer, fundamental for the existence of balanced dissolution/oxidation
processes and thus of steady state anodization. Also, a smoother surface favours the mobility of
the ions involved in the dominant anodization processes, promoting the availability of F− at the Ti
surface (thus favouring dissolution). On the other hand, the additional chemical effects occurring
later in the anodization (namely the pH decrease) are delayed, since the anodization growth limit
caused by the too-thick δb is also belated.
As discussed before, further increasing V EP to 18 V and 20 V, besides decreasing the Rq values
and causing topographic ripple-like structures, also leads to areas with defects (burning) and cracks
(Fig. 4.3). These defects relentlessly influence the anodization rate, decreasing the NT's growth
rate and lowering the final L compared to the AR sample. The anodizing current is, in this case,
preferentially directed toward those defective and cracked areas, discouraging the NT's growth on the
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rest of the surface sample. The current is thus not homogeneous in the whole sample, resulting in a
slower NT growth rate with final thinner and inhomogeneous [increase of standard deviation (SD)
in the 20 V sample] thicknesses.
After 17 h of anodization, the oxide nucleation layer of the 10 V sample remains almost intact,
while those with a larger V EP have been partially dissolved (see top view SEM images shown in
Fig. 4.4 [142]. As the anodization proceeds, a local pH decrease occurs at the NTs' bottom [100],
with the electric field driving the H+ ions towards the NTs' top (V-shaped NTs) [100, 143, 144],
resulting in the oxide nucleation layer dissolution [142]. Consequently, the F− ions can again easily
reach the bottom of the tubes, being more readily available to increase the NTs' growth rate. This
is clearly seen in the 15 and 20 V j(t) curves presented in the inset of Fig. 4.2 , where a j-increase is
observed at instants 820 min and 940 min, respectively, indicating an upsurge in the NTs' template
thickness. Note that the smaller SP of the 18 V sample led to a rather homogeneous template.
Nevertheless, top-view images revealed that the NT's top in this sample was also dissolved after 17 h.
Figure 4.5: TiO2 NT mean template thickness (L) and Ti surface roughness (Rq) as a function of
V EP.
4.5.2 NTs' organization, diameter, and density
The degree of organization of the obtained NT arrays can be evaluated by the study of the NTs'
bottoms. Since top analysis shows the first oxide nucleation pore distribution (that follows the initial
non-optimized topography), the bottom analysis arises as the best method to evaluate organization
[126, 142, 155]. The order-degree was evaluated as a function of the NTs' hexagonal arrangement
[ideal Hexagonal Closely-Packed Array (HCPA) structure] and their individual shapes [142, 143].
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The NTs' organization increases as they pack themselves in a closely-packed hexagonal arrangement,
leading to tubes with a hexagonal section. The deviations from this shape due to Ti defects and grain
boundaries result in pentagons, heptagons, or circular shapes [21, 41].
Our results show that only the 10 and 18 V samples present both the HCPA structure and NT of
hexagonal shape (Fig. 4.6). Therefore, the samples with the highest Rq (AR, 5 V) and the 15 and
20 V samples present a smaller degree of organization since, although having some HCPA domains,
the NTs' shape is not a perfect hexagon.
The NTs' organization is also related to the surface parameters. The combination of the Rq and
topographic periodic ripples leads to an almost perfect organization. The 10 V sample presents the
lowest Rq (2.4 nm) with an SP of 97 nm, while the 18 V sample has an Rq ∼ 5 nm, and SP =
30 nm. These small topographic features lead to a more uniform electric field distribution, causing
a much easier NT nucleation and inducing an ideal NT array distribution from the beginning of the
anodization. Thus, the smallest SP could be considered as an important advantage in terms of the
NTs' organization.
The 20 V sample, although having a similar SP to that of the 10 V and a lower Rq than that
of the 18 V, shows worse organization (and smaller L), since these factors are shadowed by the EP
potential-induced catastrophic defects. This leads to a non-efficient anodization due to the focusing
of the electric field on these defects.
Figure 4.6: SEM images of the TiO2 NT bottoms of the different samples: (a) AR Ti foil and after
an EP of (b) 5 V, (c) 10 V, (d) 15 V, (e) 18 V, and (f) 20 V.
Based on the bottom NTs' analysis, the NTs' diameter (D) and density (number of NTs per unit
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area) were also quantified (Fig. 4.7). The average diameter was estimated from the size-histogram,
which was then fitted to a log-normal distribution. (The inset of Fig. 4.7 presents an example for the
10 V sample.) The NTs' density was calculated by counting the NTs in the same single domain area
where D was estimated.
A correlation between Rq and D (and consequently with the density) could then be determined:
by decreasing the surface Rq, the NTs' diameter increases, and the corresponding density decreases.
The lowest Rq achieved under 10 V leads to the highest and more uniform (SD of 0.2 nm) diameter
obtained after the anodization. Accordingly, the slight Rq increase (for the 15 and 18 V samples) was
also reflected in a slight decrease of the NTs' diameter. The same correlation is followed by the 20 V
sample, in which an Rq decrease leads to a D increase. The same parameters were also determined
Figure 4.7: Density (number of NTs per area (NTs/µm2)), NTs' diameter (D), Ti electropolished
ripples' spacial period (SP ), and the Rq as a function of the V EP. D and σ (standard deviation)
were calculated by performing a histogram of the NTs' diameter distribution and a log-normal fit for
each sample; the upper inset shows the NTs' D histogram and log-normal fit of the 10 V sample.
for the AR sample (D = 144.7 nm, and density = 55.03 NTs µm2). According to these relations,
the NTs' D and density are determined by the Ti Rq prior to the anodization. However, no direct
relation between SP and the NTs' diameter was obtained (Fig. 4.7). The 10 V sample has periodic
ripple-like structures with an SP of 97 nm that causes a final diameter of 157 nm. Both doubling
the ripples' SP (15 V sample) and decreasing the SP to 30 nm (18 V sample) lead to a D decrease.
However, notice that both 15 and 18 V samples present higher Rq than the 10 V sample, which leads
us to conclude that an accurate balance between these two features (Rq and SP) affects D and the
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NTs' organization. Such balance results in a higher and more uniform D and more organized NT
distribution for V EP = 10 V. As discussed before, the patterned Ti with small ripple-like structures,
which act as nucleation points, forces nucleation to occur on those topographic minima. Since this
periodical structure for 10 V has SP = 97 nm, each valley behaves as a single nucleation site, forcing
the NTs' nucleation to occur simultaneously in an organized manner (see Fig. 4.4 (c); the 10 V
sample shows more ordered pore distribution in the initial nucleation layer) and leading to NTs with
diameters of the same order (D ∼ 157 nm). The NTs are then more packed and with slightly higher
diameters due to an increase of the current flowing through these sites. (Almost no competition exists
between the NTs.)
Notice that increasing the SP (15 V sample) leads to a less optimized electric field on the resulting
large valleys and thus in the NTs' competition during the anodization. This in turn decreases the
degree of organization (NTs with no hexagonal shape) and the NTs' diameter. On the other hand,
by just decreasing SP but increasing Rq (18 V sample), we obtain highly organized NTs but with
much lower D.
A direct correlation between Rq and D was determined, refining the usually stated linear relation
between the anodization potential and D [139, 149, 150]. Using the same anodization potential of
60 V, we can obtain different diameters just by tuning Rq and SP , using different electropolishing
potentials.
4.6 Conclusions
The influence of the Ti surface topography on the anodization quality and organization was evaluated.
We found that by optimizing the EP potential, the Ti surface roughness can be decreased by about
70%. The combination of a lower roughness and the ripple-like structures patterned by the EP leads
to the enhancement of both the degree of order and NT length. An EP under 10 V led to thick TiO2
NT templates and to NTs' bottoms with a highly hexagonal array distribution.
The analysis of the anodization curves revealed the importance of the surface roughness and
topography (such as SP ripple-like structures), where the valleys promote effective nucleation spots
and thus the earlier emergence of NT nucleation. It was shown that Ti surfaces with a lower
Rq and adequate SP (V EP = 10 V) lead to a more homogeneous electric field over the sample
surface. This causes a thinner δb that facilitates ionic electromigration, leading to an optimized
steady state anodization. In fact, the use of adequate electropolishing electrochemical conditions
allows a larger potential window for NT optimized formation and enhances the rate of migration
of the metal/oxide interface into the substrate. Electropolishing under a potential of 10 V is the
pre-determined parameter best suited for 60 V anodization, since, besides decreasing Rq, it leads to
the appropriated ripples' SP . Higher EP voltages (above 10 V) cause local burning of the Ti surface,
originating areas with defects.
Additionally, one of the main achievements of this study is the experimental demonstration that
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the NTs' diameter is not only associated with the anodization potential but also with the Ti surface
conditions. This work revealed new overriding anodization parameters, the Ti surface roughness and
the SP dimples' topography, that can be tuned to accomplish a higher growth rate, longer NT length,
and improved self-organization. It is also important to emphasize that a single anodization step was
used in this method, making it a straightforward application on Ti foils.

Chapter 5
Modeling the growth kinetics of anodic
TiO2 nanotubes
In this chapter we describe the fundamental understanding of the oxide barrier layer (δb) growth on
the anodic TiO2 nanotubes (NTs). The rule of δb growth depending on applied potential and time,
is here established and compared with the classical high-field metal oxidation theory from Mott and
Cabrera. This chapter is based on the work:
A. Apolinário, P. Quitério, C. T. Sousa, J. Ventura, J. B. Sousa, L. Andrade, A. M. Mendes and J.
P. Araujo, Journal of Physical Chemistry Letters, 2015, 6 (5), 845-851.
5.1 Overview
Theory of the oxidation of metals goes back to the late 1940s, when Mott and Cabrera discussed
the growth of oxide thin films formed by anodic oxidation under an applied electric field [125]. In
the Mott-Cabrera picture, the oxide growth of Ti and other valve metals (Al, Hf, Ta, W, etc.) is
governed by the high-field conduction mechanism [125, 150, 188]. Under higher fields, the entry of a
cation across the metal-oxide interface into the oxide is the oxide growth rate-determining step. Thus,
during oxidation, both the rate of oxidation and the rate-limiting process depend on the thickness
of the oxide [125]. According to the underlying theory, the growth kinetics of the passive film is
described by the relation between current density (j) and the electric field strength (E=V /δb, where
V is the applied potential and δb the oxide thickness):
j = α expβE , (5.1)
Under this approach, the electrochemical oxidation of metals can lead to a continuous δb or to a
nanoporous oxide (with a δb at the porous/tubes bottom), if the oxide is insoluble or soluble in the
presence of acidic electrolytes, respectively [69]. Indeed, the growth of the barrier layer thickness
(δb) at the TiO2 NTs bottom in the anodization is governed by this high-field conduction mechanism
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[125, 150, 188]. While the highly studied nanoporous Anodic Aluminium Oxide (AAO) presents a
steady state anodization, that results in a constant oxide δb at the pore bottom (time independent)
[117, 138], TiO2 NTs present a non-steady state anodization that leads to the progressive increase of
δb over time and limits the growth of NTs [90, 91, 100, 142, 189]; (see section 1.3.1.1). Generally, it is
considered that δb (for both oxides) does not significantly changes with time (for long anodizations).
Usually, δb is considered to depend linearly (and exclusively) on the applied anodization:
δb = kV , (5.2)
where k is a constant of 1.3 nm/V and 2.2 nm/V for AAO and TiO2 NTs, respectively [138, 140,
149]. However, it was reported that k in TiO2 NTs depends slightly on the anodization conditions,
particularly the anodization time [150].
Following the metal oxidation theory of Cabrera and Mott [125], the oxide initially grows very
rapidly, since the strong electric field (E > 106 V/cm) highly enhances ionic transport. However, as
the oxidation proceeds, the increasing thickness of the oxide will slow ionic diffusion (longer pathway
for ions to cross) and thus the oxide growth rate is limited. This gives rise to the logarithmic law:
1
δb
= A− B ln(t), (5.3)
where A and B are material and temperature dependent constants.
Several kinetic models of oxide growth for TiO2 NTs have been reported, mostly concerning the
influence of the anodization voltage [124, 149, 152], but limited data were reported on the evolution
of δb with time, and no model incorporating both anodization potential and time is available in the
literature.
In this work we studied the effect of the anodization potential and time on the growth rate of the
TiO2 NTs barrier layer. We performed a systematic study on the electrochemical anodization of Ti
under a wide range of applied potentials (20-80 V; at fixed anodization time) and time (0.5-72 h; at
constant potential). A relation between the δb experimental data and the classical theoretical model
of Cabrera and Mott is here established; we propose a equation ruling the growth of δb depending both
on V and on time [δb(V ,t)]. Our relation gives crucial information on the oxide growth phenomena
occurring at the bottom of the NTs and allows us to predict the δb state at any anodization moment.
By reaching a more concrete relationship than Eq. (5.2), we here provide a detailed description of k
(usually described as a material constant).
5.2 Experimental Details
Ti foils pieces with 1×1 cm2, were ultrasonically cleaned sequentially with ethanol and deionized water
(10 minutes). Afterwards, the electrochemical anodization were performed using the home-made
setup described in section 2.2.3. The electrolyte used was an ethylene glycol solution containing
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NH4F (0.3 wt%) and H2O (2 wt%), at room temperature, with magnetic stirring [142]. Current
density curves j(t) were controlled and monitored during the anodization. Two sets of anodized
samples were prepared: (i) TiO2 NTs with applied potentials ranging from 20 to 80 V (for 3 h); (ii)
TiO2 NTs with anodization times ranging from 0.5 to 72 h (at an applied potential of 60 V). After
the anodization, each sample was sequentially rinsed in ethanol, deionized water and dried with a
nitrogen stream. The TiO2 NT template were then mechanically detached from the Ti foil and their
morphology was characterized by Scanning Transmission Electron Microscopy (STEM) and Scanning
Electron Microscopy (SEM) techniques. This allowed us to determine δb at the bottom of the NTs
using ImageJ open source software [176].
5.3 Barrier layer thickness for different applied potentials and
anodization time
The main mechanisms responsible for the NTs formation in Ti anodization processes are: (a) electric
field-assisted oxidation at the metal/oxide interface, forming a TiO2 layer, (b) field-assisted dissolution
of the oxide layer (at the oxide/electrolyte interface) and (c) oxide chemical dissolution. While
processes (a) and (b) occur at the bottom of the NTs, process (c) occurs at both the NTs top and
bottom [90, 91, 99, 100, 189]. Differently from the Al valve metal anodization case, where a steady
state process is achieved, in the case of Ti anodization the NT parameters, mainly the length, are
severely influenced by the additional chemical dissolution processes that occur at the NTs top and
bottom.[99, 124] In a steady state anodization, the equilibrium between oxidation and dissolution
processes at the pore bottom leads to a constant δb, while a non-steady state with higher oxidation
than dissolution rates results in the progressive δb increase [142].
Figures 5.1 and 5.2 show STEM images of the NTs barrier layer, for 3 h anodizations under different
V and for different anodization times under 60 V, respectively. In general, the NTs present similar
morphologies, with a smooth structure and well defined bottoms, characteristic of anodizations in
ethylene glycol-based electrolytes [90, 96]. Only the 80 V sample presents a different NT morphology,
typical of hard anodization conditions with very irregular shape, no smooth walls and with ridges
along them (Fig. 5.1). The STEM images allowed us to extract the δb values of both sets of samples.
These measurements were carefully performed on the NTs bottom, since the wall thickness varies
along its length. In fact, the chemical dissolution process results in thinner NT walls and larger
inner diameters at the NT tops (V-shape morphology) [143145]. The expected linear dependence
on V is observed, with δb = 1.24V + 10.3 for an anodization time of 3 h [Fig. 5.3 (a)]. Indeed, the
charge transfer during the anodization increases with increasing potential, enhancing oxidation over
dissolution and resulting in a δb increase. Notice that even for the lowest potential (20 V; with δb =
34.39 nm) we are in the strong-field regime with E = (V/δb) ∼ 5.81×106 V/cm, above the minimum
field condition (E > 106 V/cm) assumed in the high-field conducting oxidation theory [125]. The
results obtained for the different anodization times (under V= 60 V) are presented in Fig. 5.3 (b).
Unlike AAO, where δb depends only on the applied potential [138, 190], in anodic titanium oxide,
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δb increases with time. In fact, we see an initially rapid growth of δb (up to 3 h), followed by a
slower growth, since the increase of δb decreases the ionic flow. Nevertheless, δb is still growing at
72 h, not reaching a stationary state as usually predicted. The δb growth with time, follows the
logarithm relation δb = 74.4+ 5.42 ln(t−0.43). This progressive increase of δb indicates a non-steady
anodization evolution during the oxidation/dissolution processes (oxidation rate is higher than the
dissolution) at the bottom of the NTs (as discussed in section 5.4.2). Time is thus a crucial factor
that cannot be neglected when modeling the growth of anodic δb, as occurred up to now.
Figure 5.1: STEM images of TiO2 NT bottoms and respective measurements of the barrier layer
thickness (δb) of samples anodized for 3 hours under different potentials: (a) 20 V; (b) 40 V; (c) 60 V;
(d) 70 V and (e) 80 V.
Figure 5.2: STEM images of TiO2 NT bottoms and respective measurements of the barrier layer
thickness (δb) of samples anodized under 60 V and different anodization time: (a) 1 h, (b) 5 h, (c)
10 h, (d) 24 h and (e) 72 h.
5.4 Barrier layer thickness growth model
5.4.1 The Mott and Cabrera logarithmic law of oxide growth
In the Mott-Cabrera model, the rate-limiting step is the entry of cations (in our case Ti4+) into the
oxide from the metal. During oxidation, both the rate of oxidation and the rate-limiting process
depend on the oxide thickness, giving the characteristic logarithmic growth law. In other words, the
potentiostatic film growth is self-limiting as E is lowered with increasing film thickness. In this high-
field conduction theory, the growth kinetics of the oxide film is described by j and related with the
voltage drop across the oxide barrier by Eq. (5.1). The growth of δb is accompanied by an exponential
decrease of j as E across the oxide continuously decreases [125]. When E is strong (> 106 V/m),
5.4 Barrier layer thickness growth model 93
Figure 5.3: Evolution of barrier layer thickness (δb) in TiO2 nanotubes as function of (a) potential
(V ; with constant anodization time of t = 3 h), showing a linear dependency on V (correlation
parameter estimated from the linear regression is k = 1.24 nm.V−1) and (b) anodization time (t;
with a constant anodization potential of V = 60 V) showing a logarithmic growth with t.
the rate of oxidation is determined only by the rate at which ions leave the metal. In the case of an
electrolyte-assisted oxidation (with O2− anions), the growth rate of the anodic oxide film is given by:
dδb
dt
= ue
δb1
δb = ueβE , (5.4)
with
u = N ′Ωνe
(
− W
kBT
)
, (5.5)
and
δb1 =
qa′V
kBT
= βV , (5.6)
where W is the activation energy for an ion to be removed from the metal surface; it then moves by
field-assisted into an interstitial position of the oxide (W ∼ eV; see below); N ′ is the number of ions
at the metal interface per surface area (surface density of mobile defects; set to 1/a2, where a is the
inter atomic distance of the oxide); Ω is the oxide volume per defect (set to a3); ν(∼ 1012 s−1) is the
atomic frequency vibration of the oxide; we thus have N ′Ων ∼ 1011 nm/s. On the other hand, a′ is
the hopping distance (relevant activation distance near the metal/oxide interface); q = Ze is in the
order of the effective defect charge (with Z and e as the cation and electron charges, respectively); kB
is the Boltzmann constant and T the temperature (kBT = 0.025 eV at room temperature). Finally,
u is the velocity at which the cation thermally escapes from the potential barrier to an interstitial
position, i.e. in the absence of E [125]. One assumes that the oxide growth is dominated by cation
injection at defective sites that correspond to low energy spots at the metal interface and is thus
dominated by W . Equation (5.4) is only valid for δb  δb1 and shows that the growth rate is very
large for small δb. A consequence of Eq. (5.4) is that, for constant V and low T (kBT  W ), u is
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negligibly small and the oxide grows up to a certain limiting thickness (δbL). For practical purposes,
is defined as δbL the oxide thickness that makes the growth rate
dδb
dt = 10
−6 nm/s (about one atomic
layer added in 105 s). With this condition and N ′Ων ∼ 1011 nm/s inserted in Eq. (5.4) one has
e
(
δb1
δbL
− W
kBT
)
= 10−17. Using now Eq. (5.6), δbL can be estimated [125]:
δbL =
qa′V
W − 39kBT = β
′V . (5.7)
On the other hand, for higher temperatures (above W/39kB) there is no limiting thickness and the
initial rapid growth rate turns into a parabolic growth law [125]. Thus, growth is self-limiting as E
is lowered with increasing δb. For δb  δb1, the integration of Eq. (5.4) neglecting terms higher than
δb/δb1, leads to:
δb1
δb
= − ln
(
δb1ut
δ2bL
)
. (5.8)
One notices that the δb1/δbL ratio is independent of V , q and a′ so that we can obtain W [using
Eqs. (5.6) and (5.7)] as:
W =
(
δb1
δbL
− 39
)
kBT ) (5.9)
From Eq. (5.8) we obtain the logarithmic growth law:
1
δb
= A− B ln(t), (5.10)
with:
A =
[
ln
(
β′2V
uβ
)]
× 1
βV
(5.11)
and
B =
1
βV
. (5.12)
Thus, the ruling oxide growth equation as a function of V and t is given by:
1
δb(V, t)
=
[
ln
(
β′2V
uβ
)
1
βV
− 1
βV
ln(t)
]
. (5.13)
The A and B parameters can be estimated using theoretical material-temperature dependent
quantities: u, δb1 and δbL. In the case of AAO (oxidation rate = dissolution rate; E and δb1 constant
); all parameters are known and one has: a = 0.4785 nm, ν ∼ 1012 s−1,W = 1.8 eV, a′ = 0.35 nm and
kBT = 0.025 eV [125], giving: u = 2.57× 10−20 nm.s−1; δb = 42V (β = 42 nm.V−1). For V = 60 V
we obtain δb1 = 2250 nm; δbL = 1.27V = 76.4 nm. Replacing u, δb1 and δbL in Eqs. (5.11) and (5.12)
we obtain the theoretical estimations (for 60 V): AT = 0.01823 nm−1 and BT = 3.97× 10−4 nm−1.
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5.4.2 The case of TiO2 nanotubes formation
In the formation of NTs by Ti anodization, the relevant oxide thickness growth is the NTs bottom
barrier layer. Its growth rate is also limited by the migration of ionic species under the effect of
a high applied electric field, where the movement of the Ti-TiO2 interface involves the transport
of metal cations (Ti4+) in the direction of the electrolyte and the oxygen ions (and probably some
incorporated anions) in the direction of the metal [152]. Under the high field model, δb depends on
E (and V ) according to Eq. (5.1), fostering faster ionic transport with higher potentials (interface
reaction becomes rate-determining), as already discussed. In AAO case the limiting δb value is
reached when the oxide formation rate is equal to the dissolution rate [149, 150], while in TiO2 NTs it
increases with time. In the latter case, the lack of equilibrium between the dissolution and oxidation
processes during the anodization, turns time as a parameter to consider [142].
Schultze et al. reported that the TiO2 barrier layer growth has a rate parameter
dδb
dV with values
between 1.3-3.3 nm.V−1 (depending on the anodization conditions) and the native oxide layer stands
in the range δb0 = 1.3-5.4 nm [150]. In this context, our δb(V ) experimental values, obtained from the
STEM images of the 3 h anodized samples, showed that the linear fit [using the traditional Eq. (5.2) ]
leads to a constant growth rate of k = 1.24 nm.V−1 with an intercept at V = 0 of δb0 = 10.3 nm, which
is too large to be attributed to the stable native oxide layer. Therefore, by using the experimental
data, we aim to fit the full equation behind δb(V, t) that comprehensibly describes the detailed growth
dependencies.
Figure 5.4 shows the experimental data, considering 1/δb for a constant potential (V = 60 V)
with different anodization times. We can use the high-field Cabrera and Mott logarithmic growth law
model.[Eq. (5.10)] to obtain the A [Eq. (5.11)] and B [Eq. (5.12)] experimental parameters. Plotting
the experimental data as 1/δb vs ln(t) (inset of Fig. 5.4), we obtain a linear fit described by the
equation:
1
δb(t)
= 0.0128− 5.96× 10−4 × ln(t− 0.43). (5.14)
One notices that the obtained A and B values are in the same order of magnitude with the estimated
ones for the case of AAO (AT = 0.0182 nm−1, and BT = 3.97 × ×10−4 nm−1). Introducing the
obtained parameters A and B in Eq. (5.11) and Eq. (5.12), respectively, we have:
0.0128 = [ln(cV )]× 1
βV
, (5.15)
5.96× 10−4 = 1
βV
(5.16)
where c is the β
′2
uβ ratio. Since V = 60 V, we obtain β = 27.98 nm.V
−1 and c = 3.534 × 107 h.V−1.
Considering Eq. (5.13) in the form of Eq. (5.2) and the calculated A and B constants, we can model
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a relation between δb and V , t as:
δb(V, t) =
[
27.98
ln(3.53× 107V )− ln(t− 0.43)
]
V . (5.17)
Figure 5.4: Inverse of δb as function of anodization time (t) for V = 60 V and corresponding fit with
the high-field Cabrera and Mott logarithmic growth law model [Eq. (5.10)]. Inset shows the linear fit
of 1/δb vs ln(t).
Equation (5.17) describes the increase of the barrier thickness with V and t, giving the k
corresponding dependency, k = 27.98
ln(3.53×107V )−ln(t−0.43) nm.V
−1. If we consider the same anodization
time (t = 3 h) and different anodization potentials, 20 and 60 V, we obtain k = 1.43 and k =
1.36 nm.V−1, respectively. If we now consider the same potential (60 V) but different anodization
times, t = 3 and t = 72 h, we obtain, k = 1.36 and k = 1.63 nm.V−1 respectively. Thus, k stands
as a variable parameter and not as a material constant as for AAO [138, 140] and TiO2 NTs [149]
templates. Note that the obtained k are in the range of the reported ones (1.3-3.3 nm.V−1) [150].
Figure 5.5 displays the δb values for different potentials extracted from the experimental STEM
images, calculated using the j(t) curves (see section 5.4.3) and Eq. (5.17) from our model (with β =
27.98 nm.V−1, c = 3.534× 107 h.V−1 and t = 3 h). The calculated δb(V, t) [Eq. (5.17)] is remarkably
close to the experimental data, with only a small deviation at low V values. Notice that Eq. (5.17)
predicts a zero δb if no voltage is applied, discarding the presence of the thin native oxide layer
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present on the surface of the Ti metal. Despite this, the final δb(V, t) is in good agreement with the
Ti anodization experimental results in the considered working range, indicating the validity of the
developed model.
Figure 5.5: Barrier layer thickness (δb) values for different potentials obtained from the STEM
measurements, from the model [Eq. (5.17))] and from the j(t) curves.
From the obtained results we can now extract phenomenological constants, a′ and W . In fact,
from Eq. (5.6) with β = 27.98 nm.V−1, we obtain the hopping distance, a′ = 0.1749 nm. On the
other hand, from the ratio c = β
′
uβ , replacing β by Eq. (5.6), β
′ by Eq. (5.7) and u by Eq. (5.5), using
the constant's values (a′ = 0.1749 nm, c = 3.534× 107 h.V−1) and solving the equation as a function
ofW we obtain, W = 0.98 eV. Additionally, taking into account Eq. (5.6) and Eq. (5.7) for V = 60 V,
one finds δb1 = 1679 nm (which satisfies the condition imposed by the model, δb1  δb) and the
limiting thickness, δbL = 8394 nm. A representative value of δbL should be obtained, in principle, in
steady state conditions, which is not the case of Ti anodization. Notice that using the ratio δb1/δbL
in Eq. (5.9) we also obtain W = 0.98 eV, supporting the previous calculation.
5.4.3 Barrier layer thickness from the anodization curves
During anodization, the evolution of the current density (j) with time is a direct indication of the
oxide growth state, i.e. NTs formation and growth. The 3 h anodization curves for the first set of
samples featuring under V (from 20 to 80 V) are shown in Fig. 5.6(a). The time evolution of δb
during the anodization [Fig. 5.6(b)] can be directly extracted from the j(t) curves, since one can
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rewrite Eq. (5.1) as:
δb =
βV
ln( jα)
, (5.18)
with
α = N ′qνe
(
−W
kBT
)
, (5.19)
and
β =
qa′
kBT
(5.20)
where α = 4.2 × 10−9 mA.cm−2 (using W = 0.98 eV) and β = 27.98 nm.V−1 for TiO2 in the
present anodization conditions. Using Eq. (5.18), the δb(t) values during the anodization, and each
potential, are obtained [inset of Fig. 5.6 (b)]. The Ti anodizations from 20 to 60 V present the
typical initial current density transients for anodic NTs oxide (Fig. 5.6): the sharp initial j decrease
corresponds to the rapid (and continuous) oxide barrier formation, followed by a lower-rate j decrease
that marks the beginning of pore nucleation on the oxide topographic minima due to the field assisted
dissolution, until j minimum (jmin) is reached (maximum δb). Afterwards, the pore formation arises,
which is translated by a δb slight decrease until a minimum is seen (corresponding to jmax). From
this point onwards the NTs start to grow, but δb continues to slowly increase [inset of Fig. 5.6(b)]
as the anodization proceeds, due to the out-balanced oxidation/dissolution processes characteristic
of the Ti non-steady state anodization [142]. This is related with gradual failure of F− ions (crucial
for the dissolution process) at electrolyte/TiO2 interface, which are difficult to replace by new ones,
giving the high viscosity of the electrolyte and the increasing NTs length (diffusion limited process).
Therefore, the oxidation process is faster than the dissolution resulting in the slowly δb increase (and
j decrease) with time [Fig. 5.6 (a) and (b)] [142].
We notice that j increases with the applied potential in agreement with Eq. (5.1), since higher
potentials induce larger driving forces for ionic migration [100, 125, 126]. The ionic current is directly
related with the applied potential responsible for the field-enhanced oxidation and dissolution and thus
to the processes responsible for oxide formation, pore nucleation and pore growth. Thus, increasing
the electric field leads to higher growth rates. Up to 60 V one finds that pore nucleation, jmin and
jmax are steadily being reached sooner, since 60 V is the most favorable regime for pore growth.
The j(t) curves at higher potentials (70 and 80 V), besides being irregular with an oscillatory
tendency, show a noticeable decrease over the whole anodization period with the absence of the
nucleation stage, jmin and jmax. These j(t) curves show the typical hard anodization behavior, being
indicative of much strong oxidation than dissolution throughout the anodization process [126, 139,
186]. With these conditions, the intense and much higher currents, resulting from a stronger ionic
flow, lead to a more rapid increase of δb over time, extending the ionic diffusion path and preventing
a balanced steady-state anodization. The non-homogeneous field distribution over the sample due
to the typical topography of a Ti foil should originate different anodization growth rates, with the
macroscopic j(t) curve being the reflection of all anodization zones [142].
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Figure 5.6: (a) Current density j(t) anodization curves; (b) TiO2 barrier layer thickness δb(t);
curves during anodization time, for samples anodized with a potential range from 20 to 80 V. The
first 8 minutes are presented [normalization of the δb transient period to compare with j(t) transient
period]. The insets represent the complete anodization time (3 hours).
Finally, we were able to additionally calculate δb(V ) using the anodization curves (Fig. 5.5red
squares). To this end, δb(V ) was obtained using Eq. (5.6) (with α = 4.2 × 10−9 mA.cm−2, β =
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27.98 nm.V−1) and the final j(t) value (jfinal) for each V anodization curves. Such values are in
excellent agreement with the STEM data and the deduced model curve, reinforcing the validity of
our calculations.
5.5 Conclusions
Up to now, TiO2 NT reports have considered that, as in AAO, δb is constant with time. Our results
show that, since the oxidation and dissolution processes are not in equilibrium during the anodization
of Ti, δb increases with time, and a more realistic and complete expression for δb was obtained. We
then established a relationship between δb and the applied voltage and time [δb(V, t)]. This implies
that the growth constant k (until now considered only material-dependent) is also governed by the V
and t anodization parameters. The theoretical model is in excellent agreement with the experimental
data and can be used to predict the δb outcome for different anodization voltages and time.
Chapter 6
The cyclic nature of porosity in anodic
TiO2 nanotube arrays
In this chapter we present the general features that rules the porosity and the geometrical parameters
(pore diameter, interpore distance, wall and barrier layer thickness) of self-ordered TiO2 nanotubes
(NTs). We discuss de porosity dependence on the anodization potential and time. We found out that
the porosity varies cyclically during the anodization. We propose that these complex cyclic porosity
changes are due to the microscopic mechanisms and the non-equilibrium oxidation/dissolution
processes at the NTs bottom, that strongly depends on the electrolyte pH. This chapter is based
on the published work:
P. Quitério, A. Apolinário, C. T. Sousa, J. D. Costa, J. Ventura, and J. P. Araújo, Journal of Materials
Chemistry A, 2015, 3, 3692-3698.
6.1 Overview
Precise shape engineering and physicochemical properties of TiO2 NTs obtained by electrochemical
anodization are key-issues to enable their practical applications. Understanding the electrochemical
mechanisms behind the formation and growth of such TiO2 NTs is of key importance to control
anodization conditions and to obtain optimized 1D structures with increased applicability on extended
fields.
Contrarily to Anodic Aluminum Oxide (AAO) [117, 138141], TiO2 NTs presents a non-
steady-state anodization, where the overall oxidation rate is higher than dissolution (see section
1.3.1.1), leading to a progressive increase of δb during the anodization [142]. This unbalance
between the dissolution and oxidation processes at the NTs bottom, combined with the additional
chemical dissolution process at the NTs top, limits the overall length of TiO2 NTs [40, 90, 92
94, 96, 99102, 134]. Thus, the anodization conditions determine the dynamic equilibrium between
these processes, which in turn control the NTs morphological properties. In particular, the NTs
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geometrical parameters are controlled by the electrolyte type (e.g. concentration and pH), anodization
temperature and applied potential.[40, 9095, 9799, 101, 102, 146, 148].
Usually stated, for both anodic oxides (AAO and TiO2 NTs), the values of δb, pore diameter
(Dp), interpore distance (Dint) and wall thickness (w) show a linear dependence on the anodization
potential (V ), with the respective proportionality constants k, Cpore, and Cwall [126, 139, 141, 149
151]. Until now, it is possible to fabricate well-defined self-ordered TiO2 NTs with Dint ranging from
86 to 171 nm, Dp from 15 to 350 nm and barrier layers from 21 to 85 nm [109, 126, 149, 151]. The
degree of self-ordering of an anodic NT/pore array in a hexagonal arrangement can be described by
the porosity (P ) by :
P =
2pi√
3
(
Dp/2
Dint
)2
, (6.1)
For AAO templates a porosity rule of 10% was reported [138]. For TiO2 case it has been proposed
several P dependencies. The P depends on the relative dissociation of water by the relation:
P=n/n+2, where n are the moles of water dissociated [106, 124]. On the other hand, P shows
an exponential decrease with the field strenght and anodization potential (V ), [P (V )] [106, 124, 126].
However, the evolution of the porosity with time was never reported (as well as for other
geometrical parameters). Since for TiO2 we have a non steady-state anodization, it is crutial to
consider time (t) as a parameter that affects the porosity. In this work we studied the effect of the
anodization potential (20 - 80 V for 3 h) and time (0.5 - 72 h at 60 V) on the porosity and geometrical
parameters (δb, Dp, Douter, Dint, w) of TiO2 nanotubes. A new and complex P (t) trend was found,
with the porosity varying cyclically during the anodization. These porosity changes undergoing on
the NTs are a reflection of the microscopic mechanisms and the non-equilibrium oxidation/dissolution
processes at their bottom, which strongly rely on the electrolyte pH. Furthermore, the same cyclic
behavior is visible in the current density curves [j(t)], corroborating the achieved results. The
phenomenological study performed, combined with the transient curve analysis, gives significant
information on the mechanisms behind NT organization during the anodization process.
6.2 Experimental details
The electrochemical anodizations of Ti foils pieces (1× 1 cm2) were performed using the anodization
home-made setup, as described in section 2.2.3. Prior to the anodization, the samples were
ultrasonically cleaned with ethanol and deionized water (10 minutes), respectively.The electrolyte used
was an ethylene glycol solution containing NH4F (0.3 wt %) and H2O (2 wt %) at room temperature
[142]. Current density curves j(t) were controlled and monitored during the anodization. Two sets of
anodized samples were prepared (ii) with applied potential ranging from 20 to 80 V (for 3 h); (ii) with
anodization time ranging from 0.5 to 72 h (at a constant potential of 60 V). After anodization, each
sample was sequentially rinsed with ethanol, deionized water and dried with a nitrogen stream. The
TiO2 NTs templates were mechanically detached from the Ti foil and the morphology of the resulting
nanotubes was analyzed in detail by scanning transmission electron microscopy (STEM) and scanning
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electron microscopy (SEM) techniques The geometrical parameters (δb, Dp, Douter, Dint, w and 〈L〉)
dimensions were determined using ImageJ open source software [176]. For each sample, an average
of 10 to 15 NTs were used to obtain δb, Dp, w statistical measurements, from the STEM images.
For Douter and Dint, an average of 60 NTs bottoms randomly picked from the SEM images were used
(Fig. 6.1). For each parameter, we calculate the respective arithmetic mean and standard deviation.
The porosity was determined using Eq. (6.1) and the respective error was determined by applying
the general error propagation formula to the porosity function [Eq. (6.1)], with the Douter and Dint
respective standard deviations.
Figure 6.1: (a) STEM and (b) SEM images of TiO2 NTs bottoms, with the respective geometrical
parameters barrier layer thickness δb, pore Dp and outer Douter diameters, interpore distance (Dint)
and wall thickness (w).
6.3 Dependence of TiO2 nanotube architecture with anodization
potential and time
From the STEM and SEM images [Fig. 6.2 and 6.3, respectively] we extracted the geometric
parameters (δb, Dp, Douter, Dint and w) of the sets of TiO2 NT arrays [Figs. 6.4(a) and 6.5 (a)].
We found a linear relation between the NTs geometrical parameters (δb, Dp, Douter, Dint, w) and the
anodization voltage [Fig. 6.4 (a)], similar to the observed for AAO templates [114, 116, 139141]. The
porosity determined using Eq. 6.1 shows an exponential decay with V , varying from 7.7% for 20 V
to 4.8% for 70 V [Fig.6.4 (b)]. Increasing the electric field (E) and consequently the current flow,
enhances the non-equilibrium between oxidation and dissolution, favoring oxidation over dissolution
which leads to a decrease in P . According to the Su et al. model, this is related with the increase of
the dissociation rate of water with E [124].
The time dependence of the porosity is shown in Fig. 6.5 (b). Strikingly, we found that the
porosity varies during a constant voltage anodization. In fact, Fig. 6.5 (b) clearly reveals the existence
of different porosity regimes, i.e. contrarily to the P (V ) exponential trend usually stated for both
AAO and TiO2 NTs [114, 116, 124, 126, 139141], P (t) in TiO2 NTs shows a non-monotonous behavior
with five different regimes.
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Figure 6.2: (a) STEM images of TiO2 NT bottoms of samples anodized:(a) for 3 h under different
potentials: 20, 40, 50, 60 and 70 V and (b) under 60 V with different anodization time: 1, 10, 17, 24
and 72 h.
Figure 6.3: SEM images of TiO2 NT bottoms of samples anodized with: (a) different potentials: 20,
40, 50, 60 and 70 V and (b) different time: 1, 10, 17, 24 and 72 h. Insets show high magnification
images of NT arrays.
The first regime is characterized by a slight P -decrease up to 10 h (from 6.4% to 4.3%), due to
the increase of Dint and Dp in the same time range [Fig. 6.5 (b)]. In the TiO2 NTs non-steady-state
anodization process, the electric field (E) drives the H+ (F−) ions to the nanotubes top (bottom;
Fig. 6.6 A). As the anodization proceeds, the progressive decrease of the concentration of F− ions
at the NT bottoms due to the high viscosity of the electrolyte [96] and to the increase of the NTs
length leads to a diffusion limited process. The faster oxidation than dissolution results in the gradual
increase of δb (and Douter, Dp, and w) at the NTs bottom [Fig. 6.6 B and Fig. 6.5 (a)]. The δb increase
during the anodization shows a characteristic logarithmic growth [Fig. 6.5 (a)] in accordance with
the high-field conduction theory [125], which describes the oxide growth as a self-limiting process.
A clear regime change is visible above 10 h, for which P starts to increase (regime II). The
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Figure 6.4: (a) Evolution of interpore distance (Dint), outer (Douter) and pore (Dp) diameters, barrier
layer thickness (δb), and wall thickness (w) as a function of anodization potential, with the respective
constants ζ = 2.41 V nm−1 (for Douter and Dint), Cpore = 0.50 V nm−1, k = 1.21 V nm−1 and Cwall
= 1.08 V nm−1. (b) Porosity of TiO2 NTs as function of anodization potential. The porosity shows
an exponential decrease with anodization potential.
Figure 6.5: Porosity of TiO2 NTs as function of anodization time, showing a cyclical behaviour
with 5 growth regimes. (b) Porosity of TiO2 NTs as function of anodization time, showing a cyclical
behaviour with 5 growth regimes. Two porosity peaks were found, the first at 25 h and the second at
47 h, due to electrolyte acidification. The shaded brands and the error bars mark the time intervals
corresponding to, respectively, the beginning of the dissolution (∆t min) that leads to the increase of
porosity, and the maximum of dissolution (∆t max) corresponding to the maximum of porosity. The
yellow box indicates the optimum porosity regime.
continuous increase of the H+ ions concentration on the NTs bottom [H+ resulting from oxidation;
Eq. (6.1) in Fig. 6.6] that, due to the high viscous electrolyte, are slowly driven to the NTs top, leads
to a local pH decrease with time (Fig. 6.6 C) [96, 99, 100, 134], resulting in the increase of P . In
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Figure 6.6: Schematic diagram illustrating the porosity different regimes and cycles along the
anodization time: illustration of the ions diffusion profiles inside the NTs during the anodization in
the different porosity regimes; the dissolution of TiO2 occurs at both top and bottom of the NTs,
while the oxidation occurs only at the bottom; pH evolution; chemical reactions of oxidation and
dissolution.The pronounced undulations inside the NTs (scheme III to V) are only illustrative of the
oxidation/dissolution phenomena, and not at scale.
fact, from 10 to 25 h (regime II], this behavior ascribed to the additional chemical effects, leads to a
P increase up to a maximum of 8.7% [Fig. 6.5 (b)]. Therefore, a Dp increase and w decrease for the
same period is seen, while δb remains relatively constant [Fig. 6.5 (a)]. Additionally, in this regime,
the E-driven motion of the H+ ions from the oxide barrier layer towards the NTs top results in the
NTs top dissolution usually observed for longer anodizations (Fig. 6.6 C) [100, 143, 144].
From 25 to 40 h a new regime is seen, characterized by the decrease of P . The NTs top
dissolution [100, 143, 144] allow the renewal of the electrolyte in the NTs bottom and promotes
fresh F− ions to reach the electrolyte/oxide interface. This process restarts the F− field-assisted
dissolution enhancing oxidation and establishing a new oxidation/dissolution balance at this point of
the anodization (oxidation-dissolution rate again re-equilibrates). The additional etching promoted by
the pH changes is thus less pronounced at this stage, leading to a P decrease down to a new minimum
of 5% [Fig. 6.5 (b) and 6.6 D]. In regime IV (40 to 47 h), the progressive electrolyte acidification
again originates a P increase up to a maximum of 7% reached for 47 h [Fig. 6.5 (b)]. Similarly to
regime II, the additional chemical etch results from the pH decrease due to H+ accumulation during
the enhancement of the oxidation in the last regime [96, 99, 100], leading to a w decrease and Dp
increase [Fig. 6.5 (a)]. Notice that, while in regime II, δb was not significantly affected, it now shows
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a considerable decrease: at this stage, although the electric field drives H+ ions towards the top,
the electrolyte is completely saturated which hinders the electrolyte renewal at the NTs bottom and
increases the chemical etching of the oxide barrier-layer (Fig. 6.6 E). From the 47 h point onwards
(regime V), P decreases reaching again the value of 5.5% for 72 h [Fig. 6.5 (b) and 6.6 F]. After
47 h the oxidation-dissolution rate again re-equilibrates since the thinner δb (that occurred in the
previous regime IV) promotes higher ionic diffusion (F−, Ti4+ and O2− ions) across the oxide layer
which enhances the oxidation and thus favors the decrease of the porosity. This process additionally
results in the acceleration of the NTs template growth (Fig. 6.6 F).
The corroboration of this cyclical P behavior is given by the current density [j(t)] anodization
curve of the 72 h sample at 60 V [Fig. 6.7 (a)], being representative of the entire time range tested for
the porosity. After the typical initial transient [emergent NTs nucleation and growth; inset A in Fig.
6.7 (a)], j(t) shows a monotonic decrease over time, typical of Ti anodization [142]. As mentioned
above, this slow decay indicates that the oxidation is stronger than the dissolution throughout the
anodization due to the δb increase owing to additional chemical effects and diffusion length limitations.
The initial sharp drop of j [stages 1 and 2 in Fig. 6.7 (a)] translates the initial rapid growth rate
(133 nm min−1) of the NTs length (L) [Fig. 6.7 (b)]. Subsequently, a less accentuated j drop arises
[stage 3 in Fig. 6.7 (a) and inset B], resulting in a growth rate deceleration (63.89 nm min−1). Then,
at ∼22.5 h one can see a sudden j increase [Fig. 6.7 (a); inset C], which indicates that, at this point,
dissolution became higher than oxidation, i.e. the local pH decrease at the pore bottom results in
the increase of Dp and P [notice that at 25 h we reach the first P-maximum; Fig. 6.5 (b)]. This
behavior is again observed at 50 h, where the next P cycle arises (second P-maximum). This current
bump lasts up to ∼27 h, time at which P begins to decrease [Fig. 6.5 (b)]. This behavior (j increase)
is again observed at ∼ 43.5 h, exactly when the next P cycle arises (second P -maximum) and last
up to ∼ 50.5 h [when a new P decrease is seen at this time; Fig. 6.5 (b)]. Therefore, such j(t)
peaks (j1st and j2nd) occur at the critical times where the porosity heads for the cycle's maxima
previously described. This cyclical dissolution phenomena (with these j1st and j2nd bumps in the
current) of which the 72 h sample is representative, were also visible in several other samples with
long anodization time [Fig. 6.8 (a)]. The analysis of these curves showed a beginning of the first
dissolution stage (j1st) that leads to the first cycle (P -maximum) at 22.3 ± 2.4 h (∆t min) until a
maximum of the current is reached at 27.3 ± 2.5 h (∆t max). The second (j1st) dissolution stage
leads to the second cycle that starts at 44.8 ± 3.2 h (∆t min) and lasts until 50.8 ± 2.5 h (∆t max)
[see Fig. 6.5 (b); shaded brands and error bars]. Notice that the 72 h curve lies precisely in that time
range.
Such phenomenon of cyclic local variations of pH, leading to several rebalances of the oxidation-
dissolution rates also have a significant impact in the NTs growth [Fig. 6.7 (b)]: (i) after 24 h the
F− ions are renewed inside the NTs due to the top layer dissolution [see Fig. 6.9 (b)], allowing the
oxidation-dissolution re-equilibrium and, although δb is not affected, a new increase of the growth rate
is achieved (stage 4); (ii) after 50 h, the electrolyte is completely saturated with H+ allowing again
the oxidation-dissolution rate to re-equilibrate since the thinner δb promotes higher ionic diffusion
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Figure 6.7: (a) Current density anodization curve [j(t)] of the 72 h sample (insets show different
stages of the anodization); (b) TiO2 NTs average length (L) as a function of time (insets show the
top SEM images views for the samples with 10, 24, 53 and 72 h).
which subsequently enhances the NTs growth (stage 5). Notice that L first decreases after 50 h due to
the progressive acidification in the NTs top which leads to their dissolution [see Fig. 6.9 (c)], followed
by a sudden acceleration of L. Top view SEM images confirm the NTs top dissolution due to the
local acidification [Figs. 6.9 (b) to (d)]. In addition, at the final stages of the presented j(t) curve,
exactly 25.5 h after the beginning of the second cycle (j2nd) at 43.5 h) a new j increase arises (j3rd
at 69 h) corresponding to a third cycle [inset E from Fig. 6.7 (a)]. Notice that the small current
density fluctuations visible in the anodization curve from Fig. 6.7 (a), after ∼ 0.3 h (inset A) or
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in the critical time dissolutions stages (inset C), are indications of periodical pH burst at the pore
bottom and subsequent subsequent morphological ridges [see the STEM images from 10 to 24 h in
Fig. 6.2 (b)] [191].
Figure 6.8: TiO2 NTs current density anodization curves [j(t)] with: (a) 72 h - the inset A shows
the j1st bump (j1st min until j1st max) and the j2nd bump (j2nd min until j2nd max) and inset B
shows the beginning of a third current bump (j3rd min); (b) with 19.5 h sample - the inset shows a
current density stable period ( 1.4 h) before the j1st bump. Example of anodization corresponding
to a stable self-ordering regime.
Figure 6.9: SEM images of TiO2 NTs tops of samples anodized with different time: (a) 10, (b) 24,
(c) 53 and (d) 72 h. Above 24 h, the higher dissolution of the NTs tops becomes clearly visible.
6.4 Porosity rule for TiO2 NTs - The self-ordered regime
Nielsch et al., in their crutial 10% porosity rule work for AAO, stated that the mean ratio of the radius
of the pores (r) and the interpore spacing (Dint) is constant for all self-ordered regimes (0.2 ± 0.02)
[138]. Indeed, the obtained AAO arrays anodized in H2SO4 (at 25 V), (COOH)2 (at 40 V), and
H3PO4 (at 195 V) electrolytes, presented porosities of 12%, 8% and 9%, respectively, leading to a
mean value of 9.6% and to the 10% rule [138]. In the experiments with different potentials, with 60 V
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we obtained P = 5.02%, that was expected to remain constant throughout the anodization time, as
usually reported in the literature [106, 124, 126].
However, in our P (t) experiments under a constant anodization voltage, we obtained variable P (t)-
values with a mean of 5.6% (mean r/Dint ratio of 0.12 ± 0.01). Furthermore, a porosity regime of
self-ordering strictly based on the average of P (t)-values should not be considered. A more complete
study of the P (t) results, combined with the j(t) curves of the respective samples was necessary to
determine the self-ordering regime in the case of TiO2 NT arrays. The ideal regime is taken to occur
just before P starts to increase (where the additional pH affects take over). At this critical stage, a
stable j (i.e. balanced oxidation/dissolution rate) corresponds to the initial stage of the j bumps (j1st
and j2nd) phenomena just before j increases. Such an ideal P -regime corresponding to the j1st and
j2nd minima can be easily monitored by the anodization curves. After each bump, j always returns
to the normal decreasing trend with time, where P assumes values in the self-ordering range. Out
of this optimum P -range, there are additional chemical effects associated with local pH deviations
that influence the porosity and the geometrical parameters of the NTs. The samples with 18.7 h
(P = 5.55%), 19.5 h (P = 5.42%) and 21.6 h (5.49%), for the first cycle, and samples 40 h (P=
5.04%) and 42.5 h (P = 4.99%), for the second cycle, were strategically interrupted at j1st and j2nd
respectively, avoiding entering in the P dissolution regime. These samples will then portray a regime
in which j is approximately constant for some time [∼1 h; see Fig. 6.8 (b)], or at a turning point, i.e.
where there is a transition from a j-decrease (oxidation rate higher than dissolution) to a j-increase
(dissolution rate higher than oxidation) trend. Before j starts to increase, these samples represent the
anodization times where the current density remains constant with an oxidation-dissolution balance,
corresponding then to the ideal P -regime. Thus, the P self-ordered has P values ranging from 5.0%
and 5.6%, with a mean value of 5.3% [see Fig. 6.5 (b); coloured box]. This cyclical P self-ordered
regime is seen at the 17-21.5 h, 35-40 h and 60-72 h intervals. Because at the initial stages (up to
10 h) the NTs are still increasing (Dint and Dp are in the initial growth phase), we did not consider
the existence of a self-ordered regime within this time of range.
6.5 Conclusions
In short, we observed a cyclic porosity behavior due to local acidifications of the NTs over time. It
takes 25 h to reach the first cycle and P -maximum [j(t) increases]. At this point, more F− ions
become available and δb(t) is not significantly affected. Then, as the anodization proceeds, we reach
the second cycle with another P -maximum at t = 47 h [second j(t) increase, accompanied by a δb(t)
decrease]: saturation of H+ ions along the NTs. Because δb is now much thinner, one sees a higher
oxidation rate and an astonishing increase of δb (and L) as the anodization proceeds (after 50 h).
The long duration of the cycles is attributed to the slow ionic diffusion (H+ to NTs tops and F−
to NTs bottom), due to the high electrolyte viscosity and diffusion limitations [96]. Our proposed
cyclic porosity model is then based on the equilibrium between the oxidation and dissolution reactions
typical of Ti anodizations, allowing us to extract different regimes that periodically repeat. This effect
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was described by the microscopic mechanisms taking place during the NTs formation and growth. The
observed porosity regimes can therefore explain the deviations of self-ordered arrays from constant
growth after long anodization times. Finally, we demonstrated how the proposed porosity model can
guide us to a porosity optimum value that lies between 5 and 5.6%.

Chapter 7
Electrolyte effect on the morphology of
anodic hafnium oxide
In this chapter, we investigate the growth of self-ordered anodic hafnium oxide (AHO)
nanoporous/nanotubes templates synthesized via electrochemical anodization of Hf foils, by opti-
mizing a fundamental anodization parameter, the solvent-based electrolyte.
7.1 Overview
After the first generation of anodic TiO2 nanotubes (NTs) arrays fabricated by anodization using an
aqueous HF based electrolyte, with lengths of about 500 nm, the fabrication process has come a long
way [77]. The pioneer work of Grimes et al., introduced a variety of organic electrolytes including
ethylene glycol (EG), dimethyl sulfoxide (DMSO), formamide (FA) and N-methylformamide (NMF),
was found to be the key to successfully achieve long NT arrays (hundreds of microns) and ordered
arrays of TiO2 NTs [90, 92]. With organic electrolytes, the donation of oxygen is more difficult in
comparison to aqueous electrolytes, resulting in a reduced propensity to form oxide and leading to
longer NT arrays. On the other hand, adding organic-electrolytes enables to lower the anodic oxide
film relative permittivity and thus increasing its dielectric breakdown potential and the attainable
range of anodization potentials [192]. By mimicking the electrolyte used in TiO2 NTs, Qiu et al.
obtained self-organized nanoporous anodic hafnium oxide (AHO) NTs introducing the ethylene glycol
(with NH4F) based electrolytes [79, 80].
In this work we investigate the growth of self-ordered AHO nanoporous/nanotubes templates
synthesized by the electrochemical anodization of Hf foils. Several organic solvents, EG, DMSO,
FA and NMF, combined with fluoride ions were used to understanding the influence of the solvent
in the fabrication of AHO. The electrolyte solvent was found to be a key factor in the morphology
and the structure of AHO. Vertically oriented nanoporous and NT arrays were obtained, as well as
other different shapes and morphologies. We found that the organic solvent used in the electrolyte
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plays a main role, affecting the transition from pores to tubes and determines the regularity of the
self-ordered structures. Additionally, different lengths of such oxide structures were found to be
dependent on the solvent type leading to thicknesses of several tens of micrometers. Moreover, the
growth mechanism and formation stages of such structures were analyzed through the anodization
curves (density current vs anodization time) and charge curves.
7.2 Experimental details
Hf foils were cutted in 1 × 1 cm2 pieces and ultrasonically cleaned in ethanol and deionized water for
10 minutes, prior to the anodization. Afterwards, the samples were electrochemically anodized in an
in-house made anodization cell (described in section 2.2.3). The time evolution of the current density
[j(t)] was monitored and record during the anodization. The electrochemical anodization was carried
out in four different samples with freshly prepared electrolyte solutions containing NH4F (0.3 wt%)
(source of fluoride ions), H2O (2 wt%) and different organic solvents: ethylene glycol (EG), formamide
(FA), N-methylformamide (NMF), dimethyl sulfoxide (DMSO). All the anodizations were perform
under a constant potential of 60 V for 1 h, at room temperature and with mechanical stirring [90].
From now on, the samples for each electrolyte solvent will be referred as EG, FA, NMF and DMSO.
The NTs morphology was evaluated by a Scanning Electron Microscopy (SEM) using cross-section
(for the AHO templates length calculation) and surface top views.
7.3 Growth mechanism: dependence of the anodization curves on
organic solvents
The main mechanisms responsible for the formation of NTs in Hf anodization processes are: (a)
electric field-assisted oxidation at the metal/oxide interface, forming a HfO2 layer, (b) field-assisted
dissolution of the oxide layer (at the oxide/electrolyte interface) and (c) chemical dissolution of the
oxide by F− ions at the metal/oxide and electrolyte/oxide interfaces. The electrochemical equations
of HfO2 formation are:
Hf + 2H2O→ HfO2 + 4H+ + 4e−, (7.1)
and,
HfO2 + 6F− + 4H+ → [HfF6]2− + 2H2O, (7.2)
for oxidation and dissolution reactions, respectively.
Differently from the Al valve metal anodization case, where a steady state condition is achieved
(oxidation rate is balanced with the dissolution rate), in the case of Hf anodization, there are
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additional chemical dissolution effects during the anodization that affect the oxidation/dissolution
equilibrium and limit NTs growth. This is typical of non-steady state anodization process with higher
oxidation than dissolution rates. Such effects severely compromise the attainable HfO2 NTs length
and growth [142].
The evaluation of the mechanisms that lead to the formation and growth of self-ordered AHO
templates can be studied using current density [j(t)] curves [142, 158]. j(t) curves for all the samples
(EG, FA, NMF and DMSO) present the anodization transient (inset of Fig. 7.1) characteristic of
the successful formation of nanopore/nanotube arrays (as in the cases of Al or Ti). After applying
the anodization potential (60 V), a continuous HfO2 layer is rapidly formed increasing the resistance
(rapid j decrease) (inset of Fig. 7.1). The following slight j decrease marks the initiation of pore
nucleation, likely on the surface valley-type irregularities where the electric field enhances oxide
dissolution and promotes hole formation (i.e, the dissolution promoted by F− ions in favourable
spots on the HfO2 surface) [142]. Consequently, the HfO2 layer thickness starts to increase, while
the pores/tubes formation accelerates. This is evidenced by the increase of j until a maximum is
reached, forming a barrier layer thickness (δb) at the pores/tubes bottom. Afterwards, the emerging
porous NTs will mechanically adjust and compete with each other in a self-organization process.
The differences in the j(t) transient period between samples clearly reveal the importance of the
solvent type in promoting effective nucleation spots and can be evaluated taking into account three
main aspects: the earlier emergence of NT nucleation, the lower j(t) values and the smaller nucleation
time. That is the case of FA, followed by NMF, EG and finally DMSO. As the anodization proceeds,
j(t) of samples EG and FA present similar trends with the typical j(t)-decay of Ti anodization in
fluoride based electrolytes with EG. This arises from non-equilibrium in the oxidation/dissolution
processes, being the HfO2 dissolution lower than its formation, resulting in a slow decay of j(t)
during the anodization. This is associated with the progressive depletion of F− ions (which are
crucial in the electrolyte/oxide interface for the dissolution process) at the NT bottoms during the
anodization. Given the increasing length of the NTs and the high viscosity of these organic solvents,
the F− ions are difficult to replace by new ones at the NT bottom. As a result, oxidation is faster
than dissolution (j slowly decrease with time), leading to a progressive increase of δb at the NTs'
bottom. Consequently, the ionic migration path along the oxide barrier [96] significantly extends,
inhibiting the transport of F−, Hf4+ and O2− ions across δb (Hf4+ and O2− for oxidation, F− for
dissolution) which subsequently limits further NTs growth. Additionally, chemical effects, such as
local pH decrease occuring throughout the anodization lead to the chemical dissolution of the NTs
wall preferentially at the NTs tops [90, 92, 100]. Following the Ti anodization approach, these effects
promoted by the electric field force on the H+ ions towards the NTs top and lead to a V-shape NTs
that ultimatly limits the NTs growth [100]. The NMF j(t) curve presents a large decay up to 8 min,
alike EG and FA, but then an overall constant j(t) emerges, although with some singularities during
the anodization.
On the other hand, in the anodization of Al the nanoporous template grow in steady-state
at a constant rate (and no limit in the lengh is imposed), since δb remains constant due to an
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Figure 7.1: Current density anodization curves throughout the anodization [inset shows the transient
period (1 min)] for all samples.
oxidation/dissolution equilibrium (no additional chemical effects occur in this anodization) [158]. This
is the case of the DMSO j(t) curve, which remains approximately constant along the anodization,
indication a fully optimized process, with a balanced oxidation/dissolution that leads to a constant
growth rate. In fact, the j(t) of the DMSO sample substantially differs from all others in tree main
points: i) an extended period of time over which low-rate pore nucleation takes place; ii) the fairly
small j(t) values over such region, indicating the growth of a thicker HfO2 barrier layer and (iii) j(t)
remains rather constant throughout the remaining of the anodization.
7.4 Growth rates with different organic solvents
Figure 7.2 shows the charge curves Q(t) obtained from the integration of the j(t) data. The Q(t)
slope of the NMF and DMSO samples is higher than that of the EG and FA samples for the entire
anodization period (Fig. 7.2). This indicates that higher charge transfer is occuring, leading to
higher growth rates. The charge transferred during the anodization process can then be related with
the solvent characteristics and Q(t) values. As a higher final Q(t) indicate higher AHO template's
thickness (L), one expects L(NMF) > L(DMSO) > L(FA) > L(EG).
The measured Q(t) curves present significantly different slope's trend: whereas in NMF and DMSO
samples is rather linear, providing an almost constant AHO growth rate, for the EG and FA samples
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Figure 7.2: Charge curves during the first hour of anodization for the EG, FA, NMF and DMSO
samples.
Q(t) has a non-linear slope and presents two distinct growth rate regimes. After 13 min and 20 min
of anodization time, for EG and FA respectively, the growth rate slows down. The δb increase along
the anodization leads to a constant Q(t) over time (and significantly lower Q(t) values). As discussed
before, the δb increase is due to lack of oxidation-dissolution balance, being the HfO2 dissolution
smaller than its formation, ultimately limiting the NTs lenght (as comproved by the lower final Q
values).
7.5 Morphology and AHO layer thickness
Figures 7.3, 7.4, 7.5 and 7.6 show SEM cross-section and top view images of the AHO for all samples
after 1 h of anodization. Comparing the different samples one sees that the electrolyte solvent has
a critical impact on the AHO morphology, growth rate and template thickness. From the top view
images we can see that FA leads to a nanoporous template (Fig. 7.3), while the EG and DMSO
samples show highly ordered HfO2 NTs arrays with hexagonal closely packed distribution (Figs. 7.4
and 7.5). The geometrical parameters, as the pore diameter (Dp), outer diameter (Douter), wall
thickness (w) and interpore distance (Dint) were extracted from the SEM image analyses (Table 7.1).
No significant variations between samples were found except for the DMSO sample that shows a
smaller Dp and higher Dint when compared with the other samples. This could be related with
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the DMSO optimized steady state anodization, as discussed in the j(t) and Q(t) curves, where the
DMSO inhibits the chemical dissolution effects. As for the NMF (Fig. 7.6), instead of smooth NTs
or nanoporous structures we obtained different morphologies in the same sample, ranging from thick
oxide (a), nanoporous (b), nanoneedles (c), nanoflakes and (d) aglomerated nanowires (e).
Table 7.1: HfO2 nanoporous or NTs geometrical parameters.
Dp (nm) Douter (nm) w (nm) Dint (nm)
FA 38.08 - - 104.5
EG 39.30 89.84 24.89 89.84
DMSO 27.50 69.63 20.76 146
Figure 7.3: Cross-section (a) (inset at lower magnification) and (b) top view SEM images of the
nanoporous AHO templates after 1 h hour of anodization for the FA sample.
Figure 7.4: Cross-section (a) (inset at lower magnification) and (b) top view (inset higher
magnification)SEM images of the AHO NTs templates after 1 h of anodization for the EG sample.
The resulting AHO layer thicknesses are shown in Table 7.2. The EG, FA and DMSO samples
have a mean AHO layer thickness (〈L〉) of approximately 8, 23.6 and 37.26 µm, respectively. On the
other hand, the NFM sample shows a rapid AHO growth with a mean length of 94.75 µm, much larger
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Figure 7.5: Cross-section (a) and (b) top view SEM images of the AHO NTs templates after 1 h of
anodization for the DMSO sample.
Figure 7.6: SEM images of the AHO structures after 1 h of anodization for the NMF sample.
Cross-section thick oxide layer (a) shows (higher magnification) nanoflakes at the layers' top (b) and
(higher magnification) nanoporous structures (c); top view shows nanoneedles (d) nanoflakes (e) and
nanowires-aglomerations (f).
Table 7.2: Solvents classification, dielectric constant (ε), viscosity (η) (both at room temperature),
the resulting AHO mean layer thickness 〈L〉 and the obtained different structures.
Solvent's Classification ε η (cP) 〈L〉 (µm) AIO structure
EG Polar protic 37.7 13.5 8 NTs
FA Polar protic 109.5 3.302 23.65 Nanoporous
DMSO Polar aprotic 46.7 1.996 37.26 NTs
NMF Polar protic 182.4 1.65 94.75 Several structures
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than the other samples. Nevertheless, a non-optimized structure was obtained, i.e, a faulty structure
without self-ordered nanoporous or tubes [only some areas revealed nanoporous Fig. 7.6 (c)]. Indeed,
a much faster oxidation than field-enhanced dissolution occurred along the anodization, being the
process out of the steady state anodization conditions, which is mandatory for nanoporous/tubes
uprise. We believe that at the initial anodization stages, nanoporous/NTs formation occurred [see
initial j(t) transient Fig. 7.1 and SEM image in Fig. 7.6 (c)], but the high NMF solvent dielectric
constant (Table 7.2) leads to a much fast Hf4+ extraction, leaving no time for the structures to
maintain the self-organization regime, i.e, to have a proper dissolution rate that counter-balances the
high speed oxidation rate. FA also has a relatively high dielectric constant but has a slightly higher
viscosity than NMF. This seems to be enough to establish the necessary conditions for the formation
of structures with self-organization. High dielectric constant leads to a higher electrolyte capacitance
(for a constant potential) that induces more charges to be formed on the oxide layer, improving
extraction of the Hf4+ ions, leading to high oxidation rates. On the other hand, the higher electrolyte
polarity allows NH4F to be easily dissolved, facilitating the F− availability at the HfO2/electrolyte
interface.
The main differences remain in the DMSO and EG samples. Both own a similar dielectric constant
value, being much smaller than the one from the previously discussed samples. However, EG has a
much higher viscosity that makes the F− ions more difficult to replace by new ones at the NTs bottom.
As a result, oxidation is faster than dissolution and a j(t) decrease along the anodization is perceived,
indicating the progressive increase of the oxide barrier layer (δb) at the NTs' bottom. Thus, the ionic
migration path along the oxide barrier [96] significantly extends, inhibiting the transport of F−, Hf4+
and O2− ions across δb (Hf4+ and O2− for oxidation, F− for dissolution) which subsequently limits
further NT growth. On the other hand, from the dissolution reaction [Eq. 7.2] one can see that the
failure of F− leads to H+ excess and thus to additonal chemical dissolution effects also resulting in
limited NTs growth. Indeed, DMSO showed a perfect balance between oxidation and dissolution,
being j(t) constant along the anodization. This is rather similar to Al anodization. The increased
nanotube-array length with a DMSO electrolyte appears to be due to the steady-state anodization
since the chemical dissolution effects are controlled.
Thus, the manner to successfully obtain long NT arrays is to minimize the pH decrease promoted by
H+ additional etching. The DMSO aprotic photophilic solvent accepts a H+ from NH4F and reduces
its activity. This allowed the DMSO NTs to grow deep into the hafnium foil without any significant
loss at the tube tops. The presence of DMSO modifies the space charge region in the pores, thereby
also avoids the lateral etching and leads to a steady-state pore growth and low chemical etching of
the NT walls.
7.6 Conclusions
We investigated the growth of self-ordered anodic hafnium oxide (AHO) by using different solvent-
based electrolyte: EG, FA, NMF and DMSO. We found that the solvents are a key factor affecting the
7.6 Conclusions 121
morphology and the structure of the AHO. We found that EG and DMSO allow the AHO vertically
oriented growth in self-ordered NTs arrays, due to the low dielectric constant, the high viscosity (in
the case of EG) and phorofilic character (in the case of DMSO) of the solvents. On the other hand,
FA and NMF present much higher dielectric constants, leading to nanoporous AHO (for FA), and to
diverse nano-shapes were formed, including nanoflakes, nanoneedles, nanotubes-aglomerations and
thick continuous oxide (for NMF). Also the j(t) and Q(t) curve analyses showed that an accurate
balance between the oxidation and dissolution rates during the anodization is mandatory to obtain
optimized self-ordered nanostructures.
This study clearly reveals that the organic solvent is a main factor affecting the transition from
pores to tubes and the regularity of the structures, as well as the anodization growth rates. While
DMSO led to the higher NT array lengths, NMF led to the thicker HfO2 oxide layer and the FA is
the more appropriated to obtain a nanoporous template.

Chapter 8
Magnetic and structural study of anodic
iron oxide nanotubes
In this chapter, we discuss the synthesis of Anodic Iron Oxide (AIO) nanotubes (NTs) via Fe
electrochemical anodization method. Highly-ordered AIO NTs with fast-growth rates were obtained.
Furthermore, we have made a detailed annealing study, aiming the AIO NTs conversion in hematite for
photoelectrochemical purposes. The magnetic, structural and photoelectrochemical characterization
of such structures was performed. The conclusions of these characterization studies lead us to
the route of the best conditions to have more hematite conversion and thus, best photocurrent
performances.
8.1 Overview
In this work, we have synthesized AIO NTs starting from an iron foil in fluoride containing electrolytes
via an electrochemical anodization method. Up to now hematite NTs templates exhibits good solar-
to-current efficiencies (see section 1.3.3) [44, 60]. However, NTs efficiencies could be improved by
optimizing the synthesis process. Grimes et al. suggested that the increase of the NTs barrier layer
thickness during the annealing, could inhibit the photogenerated electrons pass to the substrate,
ultimately leading to a limited photocurrent [60]. On a different approach, Misra et al. suggested
that the mixture of magnetite and hematite oxide phases decreases the efficiencies [44]. These unclear
explanation arises from the absence of a thorough annealing conditions study since there is no clear
agreement about the temperature and/or atmosphere that favors the formation of hematite NTs. As
it has been described in section (1.3.3), some authors defended that as - synthesized AIO arrays best
crystallization conditions (to have isolated hematite phase) have been achieved through annealing
either with an oxygen deficient ambient [44], whereas other authors argued that it is with an oxygen
ambient [61]. From our point of view a proper characterization of the anodic structures has been
overlooked, and that is crucial to fully understand the iron oxide physico-chemical insights beyond
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the semiconductor/electronic properties. Therefore, a magnetic and structural characterization is
needed in order to tune the hematite conversion namely, the study of the magnetic properties
of the nanostructures could be the rote to evaluate mixtures of magnetic Fe-oxides because their
magnetic transitions are fingerprints of the different phases. In fact, many nanostructures have showed
characteristic magnetic transitions from hematite. In bulk hematite the magnetic state is well known
as an antiferromagnetic (AF) material (Néel transition at 960 K; saturation magnetization of Ms =
0.5 emu/g) that above the Morin transition (TM), at 260 K, exhibits weak ferromagnetism (WF)
due to a small misalignment of the spins lying in the basal plane [rhombohedral(111)], created by a
slight spin canting of the two magnetic sublattices [193, 194]. Bellow TM, hematite transforms to an
AF with the two antiparallel magnetic sublattices lying along the c-axis (there is no spin-canting)
resulting into a perfect AF and thus lowering the magnetization value. Hematite magnetic properties
are strongly dependent on the crystallinity, lattice strain and defects and on the shape and size effects
of the nanostructures [193, 195199]. TM values decreases with the nanostructure dimension and even
vanishes for dimensions lower then than 20 nm [195199]. Many works on hematite nanostructures
have reported that the reduced values of the Morin magnetic transition in the range of temperatures
of 120 K [195198]. In particular, transition temperatures of NWs at 123 K [197] and 125 K [198],
nanorods at 120 K [196] and NTs from 125 to 127 K [195], have been atributed to the hematite Morin
transition. However, the Verwey electronic transition (TV) of magnetite oxide is at 120 K [193, 194],
indicating that a possible misunderstanding can be found regarding the magnetic characterization
of hematite nanostructures. A deep understanding was done in this thesis, once there are some
contradictions in the literature regarding the oxide magnetic contributions on the nanostructures.
In this work we have prepared anodic iron oxide (AIO) NTs by electrochemical anodization.
We studied the effect of length and annealing temperature on the conversion of AIO NTs into
hematite. Two sets of samples were prepared: (i) annealing temperature (T ann) of 500◦C with
different anodization time (t = 2, 5 and 10 min) and, (ii) anodization time (t = 5 min) and T ann
between 400◦C and 700◦C. Aiming the improvement of an hematite isolated phase (or even its total
conversion), we have performed a detailed structural and magnetic characterization of the prepared
AIO NTs. To the best of our knowledge, the characterization of AIO NTs through their exhibited
magnetic properties has not been broadly employed before. The reason for that may be the progressive
(and unavoidable) oxidation of the nanostructures and the complex magnetism of the Fe oxide phases
[200]. The present structural and magnetic study of these AIO NTs templates aims to highlight the
different oxide contributions. We have studied the effect of the T ann and NTs' length on the conversion
of AIO NTs into iron-oxide (mainly hematite and magnetite)
8.2 Experimental details
The electrochemical anodization was performed (section 2.2.3). on Fe foil pieces with the dimensions
1.5 × 1.5 cm2 (previously cleaned with high purity acetone) under the potential of 50 V, with an
electrolyte of ethylene glycol solution containing NH4F (0.5 wt %) and H2O (2 wt %), magnetically
8.2 Experimental details 125
stirred at 45◦C [61]. After the anodization each sample was sequentially rinsed in high purity ethanol
and H2O2. The current density [j(t)] were monitored during the anodization. Afterwards, the as-
prepared AIO NTs were subjected to a thermal annealing in an O2 atmosphere. The two sets of
anodized samples were prepared as described in the Table 8.1.
Table 8.1: Experimental conditions of anodization time (t) and annealing temperature (T ann) of the
studied AIO NTs' samples.
Anodization time t (min) T ann (◦C); time (h)
2 500; 1
5 500; 1
10 500; 1
5 400; 1
5 500; 1
5 600; 1
5 700; 1
Since the hematite crystallization starts after 390◦C [201] and it was reported that the ideal
annealing temperature for complete conversion (in nanoparticles) into hematite occurs up to 1000◦C
[202], our starting T ann was 400◦C and the final at 700◦C. Unfortunately, we are experimentally
limited to 700◦C, since further increase of T ann destroys the AIO NTs template/substrate system.
The iron-oxide NTs morphology was characterized by Scanning Electron Microscopy (SEM). Cross
section images led us to calculate NTs' length whereas, surface top and bottom views allowed us to
determine the NTs' structure dimensions (length and pore diameters). The structural characterization
of the NTs was performed using X-Ray Diffraction (XRD). For each sample, the XRD measurements
were performed in the incorporated AIO NTs templates on the Fe foil substrate. The temperature
dependence of the magnetization, M(T ) curves, under an applied magnetic field of 50 Oe was
measured in the zero field cooled (ZFC) and field cooled (FC) regimes between 5 and 300 K. Isothermal
magnetization as a function of the applied field, M(H), were measured up to applied field values of
H = 50 kOe at 5 and 300 K. To prepare the samples for the magnetic measurements, the AIO
NTs templates were carefully mechanically detached from the Fe ferromagnetic foil (avoiding any
contact with metallic tools) in order to eliminate the substrate ferromagnetic contribution. Thus,
the magnetic measurements on the obtained detached AIO NTs were performed without any specific
orientation toward the magnetic field.
The photocurrent-voltage (J − V ) characteristic curves were recorded applying an external
potential bias to the cell and measuring the generated photocurrent using the workstation available
in the test bench as described in section 2.3.6. The measurements were performed in the dark and
under simulated sunlight for the potential range of 0.6-1.8 VRHE [V vs RHE (reversible hydrogen
electrode)]. The two sets of samples were prepared as described in the Table 8.2.
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Table 8.2: Experimental conditions of the AIO NTs' samples characterized by photoelectrochemical
curves.
Anodization time t(min) T ann (◦C); time (h)
2 500; 1
5 500; 1
10 500; 1
2 600; 1
5 600; 1
10 600; 1
8.3 Growth mechanisms of anodic iron oxide nanotubes
The evaluation of the growth mechanism that leads to the formation and growth of self-ordered AIO
templates was studied using the current density [j(t)] curves. Figure 8.1 shows the j(t) curve obtained
during the Fe anodization for 5 min. The j(t) curve is similar to the one observed during the growth
of TiO2 NTs in ethylene glycol fluoride based electrolytes. The similar j(t) profile, which is usually
observed during the growth anodic alumina nanoporous templates as well as TiO2 NTs, indicates the
formation of AIO porous structure [90, 92, 142]. Nevertheless, the j(t) mean value observed in Fe
anodization is ten times larger than in the other typical valve metals (Al or Ti anodization), indicating
higher NTs growth rate. Anodic polarization behavior of Ti and Fe metals using an aqueous fluoride
electrolyte were carried out by Misra et al. obtaining higher passive current densities for Fe. This
indicates that the oxidative corrosion is faster for Fe than Ti [44].
The AIO NTs formation in fluoride containing electrolytes is the result of three simultaneous
key processes: (1) the field-assisted oxidation of Fe metal to form iron oxide; (2) the field-assisted
dissolution of iron oxide in the oxide/electrolyte interface and (3) the chemical dissolution of Fe and
iron oxide due to the fluoride ions etching. The relevant and general chemical reactions are:
2Fe + 3H2O→ Fe2O3 + 3H2, (8.1)
Fe2O3 + 12F− + 6H+ → 2[FeF6]3− + 3H2O, (8.2)
for oxidation and dissolution reactions, respectively.
As in the cases of Ti and Al anodizations, the oxide growth in porous/tubes structure is due to
the balance between the Fe oxidation (through the electromigration of O2−) and Fe2O3 dissolution
(through the F−). The analysis of j(t) curve, allowed us to prove the different stages of the NTs
formation (Fig. 8.1). After applying the anodization potential (50 V), a rapid j decrease is observed
(stage 1 of Fig. 8.1) which corresponds to the formation of a continuous iron oxide layer. Then the
slight j decrease is indicative of the initiation of pore nucleation. The electric field enhances the
dissolution on the oxide surface valley-type irregularities being promoted the pore formation on those
sites (stage 2 of Fig. 8.1). Consequently, the oxide thickness starts to decrease leading to the formation
of the pores (tubes). This is evidenced by the increase of j values until a maximum is reached (stage
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3 of Fig. 8.1). Due to the oxide volume expansion and inhomogeneous electric field distribution,
mechanical stress in created on the Fe/Fe2O3 interface ultimately leading to repulsive forces between
neighbour pores and, the NTs will adjust and compete with each other in a self-organization process
(stage 4 of Fig. 8.1). The equilibrium between the rate of oxidation and dissolution allows the
formation of a oxide barrier layer thickness (δb) at the NTs bottom allowing the NTs' vertical growth
over time.
Figure 8.1: Scheme (top) and current density anodization curve j(t) during 5 min (bottom), showing
the NTs' growth mechanisms on the different stages.
8.4 Morphological characterization
SEM images revealed vertical self-order AIO NTs in a hexagonal closely-packed array distribution.
The NTs' geometry and structure is maintained after thermal treatment [(Fig. 8.2 (a), (b), (c) and
(d)] and for all samples the measured averages of the inner, outer NT diameter and wall thickness
were of 50, 77 and 17 nm, respectively. However, bottom-view SEM images [(Fig. 8.2 (d)] revealed
lack of NTs organization in hexagonal packed distribution and also some NTs with smaller diameters
than the mean value [(Fig. 8.2 (d)]. Since the original Fe foil was not pre-patterned, with a first
anodization step or, the surface smoothed, with an electropolishing or mechanical polishing, the
high level of roughness of the as-rolled foil, plays a crucial role in the optimized formation and
organization of the growing NTs [142, 203]. Additionally, the cross-section view of the AIO templates
[Fig. 8.3 (a) and (b)] show that for different anodization time we obtain dissimilar NTs' mean length
〈L〉: for t = 2 min (t2min) we obtained 〈L〉 = 1.85 µm and for t = 5 min (t5min ) we determinated
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〈L〉 = 3.8 µm. These values led to growth rates of 0.925 µm/min and 0.770 µm/min, respectively.
These large growth rates are confirmed by the high current density curves (order tens of mA.cm−2)
typically from Fe anodization [44]. However, the sample with t = 10 min (t10min) displays a non-
stable NTs structural morphology: NTs template with 〈L〉 ∼ 2.5 µm [Fig. 8.3 (c)] and a non-porous
oxide layer with 〈L〉 ∼ 2.5 µm thick [Fig. 8.3 (d)]. Similarly to Ti electrochemical anodization in
aqueous fluoride ethylene glycol (EG) electrolytes, Fe presents a non steady-state anodization (non-
balance between the oxidation and dissolution rate) that results from the onset of additional chemical
dissolution mainly at NTs' top [90, 100, 142, 203]. This leads to the progressive failure of the NTs
growth (rate slows down) and after 5 min the NTs template structure growth stops. Additionally,
the auto acidification of the electrolyte etches the NTs top (decreasing their length) and an emergent
non-porous oxide layer starts to grow. We believe that after 5 min of anodization these non-steady
anodization conditions are enhanced leading to a non-porous regime. The oxidation is much larger
than the dissolution, suppressing completely the dissolution rate and forming a continuous and thick
anodic oxide layer.
Figure 8.2: SEM images of the AIO NTs templates: top view (a) and (b); bottom view (c) and
cross-section view(d).
Moreover, the increase of electrolyte's temperature during the anodization leads to high speed
growth rates and thus, the anodization regime were the additional chemical effects limits the NTs
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growth (Ti case), takes place earlier in the case of Fe. The fact that the oxidation is higher than
dissolution rate, leads to the increase of the barrier layer thickness during the anodization. This is
related to the lack of F− ions at the NTs' bottoms, since they are difficult to replace by fresh ones
due to the high viscosity of the electrolyte and due to the large diffusion distances as the NTs growth.
Consequently, the increase of barrier layer thickness further inhibits the transport of F−, Fe3+ and
O2− ions across the barrier limiting the NT growth. We found that, in the case of Fe, after 5 min
of anodization the barrier layer thickness is just too thick that turns the porous-like anodic regime
into a non-porous one (growing a barrier-thick film). Additionally, we also should take into account
the oxygen evolution side reaction (often overlooked) that occurs at the Fe anode. In the case of
Fe anodization this reaction is more visible: a large oxygen evolution occurs when comparing with
the Ti case. It has been reported in studies of Ti anodization, that when working with aqueous
based electrolytes oxygen evolution should be considered since it has been suggested to play a role in
the formation of the nanotubular structure [110, 112]. More precisely, it was observed an influence
on the formation of irregular NTs and on the presence of oxide rings. We will not take in serious
consideration the t10min sample for the remaining studies, due to its non-stable structure.
Figure 8.3: SEM cross-section views of the AIO NTs templates with anodization times: 2 min (a);
5 min (b); 10 min (c) and (d).
8.5 Structural characterization
Figure 8.4 displays the room temperature X-Ray Diffraction (XRD) patterns of the set of samples
annealed at T ann = 400, 500, 600 and 700◦C. The as-prepared NTs must be amorphous and thus,
undetectable oxide peaks were observed by XRD. Thought, the two diffraction peaks on the XRD
pattern were indexed as the Bragg reflections of BCC (body centered cubic) Fe [204] corresponding to
the Fe substrate. However, after 500◦C T ann the NTs starts to crystallize and the XRD patterns reveal
their polycrystalline character (see Fig. 8.4). The main diffraction peaks of the diffraction profiles were
indexed as the Bragg reflections of hematite (space group R3C; JCPDS n◦ 33-0664) and magnetite
(space group Fd3m; JCPDS n◦ 19-0629). At room temperature hematite shows a rhombohedral
(111) (a = b = 5.038 Å, c = 13.772 Å) and magnetite shows a cubic structure (a = b = c = 8.397
Å)[193, 194]. From the spectra, one can infer that the preferential growth is strongly textured along
two predominantly peaks (2θ = 33 and 35◦). These results indicate the major contribution of hematite
because the main reflections correspond to the dominant (104) reflection, which pertains to a near-
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basal plane [205], and to the (110) reflection, that belongs to a plane parallel to the c-axis. However,
the later coincides with the magnetite (311) reflection. The XRD peaks are narrower and its intensity
is enhanced for samples with higher T ann, indicating the increase of the NTs' crystallinity. Moreover,
it may be noted that the hematite (110) reflection gradually increases on the sample with T ann=
600◦C, resulting from the vertical alignment of the NTs with the growth direction [197]. However, for
the samples with T ann of 700◦C, magnetite (400) reflection arises indicating the preferential textural
growth along this direction. Regarding the samples synthesized at different anodization times the
XRD pattern of the sample t2min and T ann = 500◦C (not shown) presented a similar pattern to the
sample t5min (i.e. mixture of hematite and magnetite phases). Although sample t2min showed XRD
peaks with lower intensity, since this sample contains less material when compared with the t5min.
Since the sample t10min presented a non-stable structural morphology (revealed by SEM images) for
the remaining studies this sample was not taken into account.
In addition, we should not rule out the maghemite presence along with the previously identified
oxides (hematite and magnetite). It is well known the resemblance (or convolution) between
maghemite and magnetite Bragg reflections, being their distinction rather difficult through XRD.
Though, maghemite shows isolated (210) and (211) reflections that were not detectable in our spectra.
We believe that if maghemite is present, its contribution must be under the minimum coherence length
to be detected by XRD probably due to its reduced dimensions.
Notice that the intensity of the XRD peaks from the Fe substrate contribution decreases as the
T ann increases. In fact, they almost vanish at T ann of 700◦C. This means that during annealing we
are simultaneously oxidizing the amorphous NTs and the iron substrate. In fact, no traces of pure
iron could be detected on the diffractogram of the sample with T ann of 700◦C.
8.6 Magnetic properties
Figure 8.5 displays the field-cooled (FC) and zero-field cooled (ZFC) M(T ) curves of the NTs with
different anodization times and for the NTs with dissimilar Tann (sets of samples of Table 8.1). For
both groups of samples it is observed a wide transition temperature at 123 K changing from a high
magnetic state to a lower magnetic state. This feature is characteristic to the Verwey temperature
transition (TV) of magnetite. In bulk form magnetite is a ferrimagnet (FIM) material (Curie transition
at 860 K; Ms = 92 emu/g) that presents at 120 K an electronic transition - Verwey transition [193, 194]
and which also undergoes a structural change from cubic phase (being at a metal state) to monoclinic
phase. This confirm that our samples present a magnetite amount, thus being in accordance with our
XRD data. Nevertheless, for the smaller NTs (t2min) an additional (smoother) transition at 196.6 K is
observed [inset of Fig 8.5 (a)]. We ascribe this transition to the antiferromagnetic spin flop transition
of hematite, the Morin transition (TM).
As discussed before, the TM depends on the shape and size of the nanostructures, particularly TM
value decreases with the nanostructure dimension [195, 206]. The reduction of TM from the typically
8.6 Magnetic properties 131
Figure 8.4: Room temperature X-Ray Diffraction patterns (from bottom to top) of: reference
commercial powders of hematite, magnetite and maghemite with the corresponding positions of Bragg
reflections; AIO NTs as-prepared and annealed at Tann = 400◦C, 500◦C, 600◦C and 700◦C, with 5 min
of anodization time.
260 K (bulk) to 196.6 K, due to a nanotube configuration, agrees with previous behaviour found in
other nanostructures [206]. On the other hand, many works found in the literature regarding the
magnetic characterization of hematite nanostructures, have reported TM at 120 K [196198], but
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Figure 8.5: Temperature dependence magnetization measurements M(T ) recorded in the Field-
Cooled (FC) and Zero-Field-Cooled (ZFC) regimes under an applied magnetic field of 50 Oe for
(a) different anodization times and (b) different annealing temperatures. Verwey transition (TV) is
identified.
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presenting a transition similar to the one that we observe and attribute to TV of magnetite. It is
noteworthy that a small amount of magnetite on a nanostructure has the effect of "shadowing" the
hematite AF contribution [Ms(hematite) = 0.5 emu/g and Ms(magnetite) = 92 emu/g)]. Furthermore,
the sample with T ann of 700◦C exhibits an additional transition at 194.5 K since the moment after
the transition decreases [inset of Fig 8.5 (b)]. In this case we cannot attribute it to TM since it should
be expected an opposite effect (increasing the magnetic moment on heating since hematite show WF
at room temperatures).
Figure 8.6 display the magnetization versus magnetic field, M(H), at 5 and 300 K for both groups
of samples. The data show hysteresis loops with higher coercivities (Hc) at 5 K than at 300 K and
high magnetic moment which is clearly indicating the presence of the FIM contribution of magnetite.
Fig. 8.7 (a) and (b) display the evolution of Hc and Ms, with anodization time (NTs length). One can
observe that Hc increases with the NTs' length whereas Ms decreases, being in well agreement with the
Bloch law. Overall, longer NTs (t5min) display higher Hc indicating an increase of the ferromagnetism
contribution of magnetite, reinforcing the previous results that shorter NTs (t2min), with lower Hc),
presents higher hematite (AF) contribution. It should be remember that the sample with 10 min of
anodization time is an exception due to the non-steady state conditions.
Figure 8.6: Magnetization versus magnetic field [M(H)] curves at 300 and 5 K for samples with
anodization times [(a) and (b)] and annealing temperatures [(c) and (d)], respectively.
Furthermore, increasing Tann (for both, 5 K and 300 K) Hc is reduced, while the Ms increases
according to the Bloch law [Fig. 8.6 (c) and (d); Fig. 8.7 (c) and (d)]. The obtained magnetic
moment is exclusive from the magnetite contribution since the hematite magnetic moment is almost
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zero. The sample with Tann of 400◦C presents the highest Hc and lowest Msvalues probably due to the
amorphous phase oxide contribution. However, increasing Tann to 500, 600◦C the magnetic moment
greatly increases, so does the magnetite contribution (and possibly the hematite contribution). We
would expect that the magnetic moment of the sample with Tann = 700◦C should decrease due to
the contribution of hematite. Surprisingly this was not the case [Fig. 8.7 (d)] suggesting suggesting
that an increase of magnetite is much higher than hematite contribution.
Figure 8.7: Extracted values of Hc and Ms from M(H) hysteresis loops (at 300 and 5 K) vs
anodization time [(a);(b)] and annealing temperatures [(c);(d)], respectively.
Once the previously presented XRD patterns have been made on the NTs templates with the Fe
substrate, (which also oxidizes and contributes to the final spectrum), we cannot directly compare
the magnetic results of the dispersed NTs with the XRD results of NTs template in Fe substrate.
Thus, we performed high resolution XRD measurements of the samples with Tann 600 and 700◦C
since they seem to present the best results in terms of larger hematite contributions. Quantitative
analysis of the different Fe-oxide phases was performed by the Rietveld refinement of the patterns
using the Fullprof package. As expected, the dispersed NTs with Tann = 600◦C presented hematite
(82%) and magnetite (17%) contributions. On the other hand, for the NTs with Tann = 700◦C, the
following percentages were obtained: hematite - 11.7%; magnetite - 45.9%; wustite - 38.2% and iron,
Fe - 4.2%. These XRD results lead us to two main conclusions: (i) an impressive decrease of hematite
contribution on the sample with Tann = 700◦C (together with an increase of magnetite), that explains
the enhancement of the magnetic moment from 600 to 700◦C; (ii) the additional transition observed
on the M(T ) curves at 194.5 K [see inset of Fig. 8.5 (b)] corresponds to the Néel transition of the AF
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wustite contribution [194]. Wustite (FeO) is an AF that undergoes the Néel transition in the range
of 203 to 211 K in the bulk form [193, 194]. It is usually non-stoichiometric (O-deficient) and this
oxide can disproportionate to Fe metal and Fe3O4 when slowly cooled to temperatures lower than
567◦C (explaining the 4.2% Fe appearance on the high resolution XRD analyses of the sample Tann
= 700◦C )[193, 194].
Thus, we can assure that the best Tann in terms of the largest hematite conversion, is the sample
with Tann = 600◦C. Annealing at higher temperatures, lead to the appearance of larger contributions
of magnetite and also other residual oxides (wustite). Indeed, one should expect that with higher
Tann we should obtain higher hematite conversion [202]. Although, since pure hematite above TM
is a WF and at temperatures lower than TM is a perfect AF, the Hc (5 K) value should be smaller
than Hc(300 K); which is not the case for the sample with Tann = 700◦C [Hc(5 K) = 252.4 Oe and
Hc(300 K) = 122.25 Oe ]. This result highlights our previous stated conclusions, i.e. at 700◦C we
have more magnetite and thus more ferromagnetism contribution.
8.7 Delving the hematite conversion in the AIO nanotubes
Our correlated study of the structural and magnetic properties of samples synthesized at different
Tann and anodization times, lead us to conclude that the best route to obtain NTs with more hematite
conversion are: Tann = 600◦C and shorter NTs (t2min). On the one hand, NTs with shorter lengths
allow an easier exposure of O2 during the annealing, reaching more easily the hematite form. On the
other Tann = 600◦C is enough to ride the oxide into to an almost complete conversion in the hematite
stable phase. Further Tann increase (700◦C) leads to other undesirable Fe oxides contributions
(namely wustite). However, magnetite is always present in the sample t2min or with Tann = 600◦C,
as corroborated through the appearance of TV transitions on M(T ) curves. Besides, even when its
quantity is much smaller than the hematite (sample with Tann = 600◦C), the Ms of magnetite is 90
times larger than the Ms of hematite. Thus the magnetic signal of hematite will be always weakened
by the magnetite magnetic contribution.
In this context, we believe that the oxide NTs annealing does not occurs as a homogeneous
oxidation, but instead occurs in a layer-by-layer oxidation mechanism while the O2 penetrates into
the NT. We propose that the oxidation route [193] for the hematite formation (from Fe) in our case is:
wustite (FeO) → Magnetite (Fe3O4) → Maghemite (γ-Fe2O3) → Hematite (α-Fe2O3). Hematite is
the last state of oxidation being extremely stable, and it is often the end member of transformations
of other iron oxides. Considering that diffusion of oxygen through the amourphous NTs oxide is a
low process, oxidation occurs in phases. We believe that the NTs oxidation state occurs yielding
oxide layers with increasing the oxidation [207] (see sheme of Fig.8.8). This processe occurs from the
inner surface NTs' walls to the oxide interior, and suggests a controlled hematite formation due to
the limited diffusion of O2. Notice that during the annealing the NTs are distributed is compact NTs
template being the inner surfaces of the NTs (pores), more easily exposed to oxygen and temperature.
Thus, the inner surface will contain the hematite layer and the outer surface magnetite.
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Figure 8.8: Scheme of AIO nanotubes templates oxidation.
8.8 Photoelectrochemical performance
The AIO nanotubes were prepared varying the anodization time and and the thermal annealing
conditions to evaluate the NTs photocurrent performance. Taking into account the magnetic and
structural results, we only considered samples with Tann = 500 and 600◦C (but with different
anodization time)(see Table 8.2). The AIO nanotubes prepared at Tann > 600◦C) became strongly
damaged with visible cracks.
The photocurrent-voltage (J − V ) characteristic curves were recorded applying an external
potential bias to the cell and measuring the generated photocurrent. For the samples prepared
with Tann = 600◦C, it was obtained higher currents in the dark [Fig. 8.9 (b)]. This can be associated
to the corrosion of the iron substrate and the template NTs damaging, since islands-like NTs areas
appeared. On these cracking areas the electrolyte can directly contact with the iron substrate, which
causes the increase of the dark current. In fact, there were some template areas where the NTs
detached from the Fe substrate.
The best performances were obtained for the group samples with Tann = 500◦C [Fig. 8.9 (b)].
In particular, the best photocurrent was achieved for shorter NTs lengths (with 2 min). Under
dark conditions, the current-density rises steeply for voltages higher than 1.6 VRHE [voltage versus
RHE (reversible hydrogen electrode)], starting the so-called dark-current. Under illumination, the
current-density produced was around 0.06 mA.cm−2 and 0.1 mA.cm−2 at 1.23 VRHE and 1.45 VRHE,
respectively. Further studies using iron substrates as the photoanode contact should be performed
in order to reduce the obtained current under the dark conditions. The best performances reached
for the the sample with 2 min of anodization time and Tann = 500◦C. This result reinforces the
previously magnetic results, where M(T ) curves for the sample t2min showed the TM indicating more
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hematite conversion.
The magnetic results pinpoint to higher hematite conversion for shorter AIO NTs (2 min; 500◦C).
Additionally, the XRD quantative analysis showed almost an hematite full conversion at Tann =
600◦C. However, with this Tann the NTs template structure is damaged, increasing the cracks between
NTs areas, which in turn decrease the photoresponse. Thus, a photocurrent performance improvement
is expected with the NTs template structure prepared at 500◦C (with 2 min) and increasing the
annealing time, i.e. we should preserve the NTs template structure while increasing the hematite
phase.
Figure 8.9: Photocurrent density-voltage characteristic curves of the hematite NTs photoanodes
with different anodization time (2 min, 5 min and 10 min), for (a) Tann = 500◦C and for (b) Tann =
600◦C ; under in dark (dashed line) and under 1 sun simulated light conditions with a 1.0 M NaOH
electrolyte solution.
8.9 Conclusions
We synthesized iron oxide NTs by electrochemical anodization and their formation and growth
mechanisms with the analyses of the anodization curves were here analyzed. High growth rates
were revealed under the described anodization conditions. For different anodization times we obtained
different NTs length, but after 10 min of anodization time the NTs stable growth and formation finishes
and an oxide film starts to grow. The structural analysis of the NTs and the substrate/template
through XRD revealed the contribution of different oxides mixtures (hematite and magnetite).
Moreover, the magnetic measurements corroborated the presence of these two oxides because M(T )
curves revealing the existence of Verwey and Morin magnetic transitions of magnetite and hematite,
respectively. NTs with lenghts of ∼ 2µm (with 2 min of anodization) and with Tann of 600◦C, showed
the highest hematite contribution (even though magnetite is always present). Photoelectrochemical
measurements showed best solar-to-current performances for shorter NTs with Tann of 500◦C. Further
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increase of Tann damages the NTs' structure. The correlated analysis of the structural and magnetic
properties of the samples showed the importance of the different oxide contributions. This work
reveals a new overriding consideration: the mixture of oxides phases that could be capable of inducing
less conductivity of hematite contribution and ultimately decreases the photoactivity.
Chapter 9
Work in Progress
In this chapter we developed new promising photoanodes: hematite thin films by ion beam deposition.
Hematite thin films performance without any Si doping (or any catalysts) were developed by
optimizing the annelaing conditions, achiving the excellent photocurrent performance of 0.5 mA.cm−2
at 1.45 VRHE.
9.1 Hematite photoanodes for photoelectrochemical water splitting
prepared by ion beam deposition
Aiming the design of more efficient and less expensive water splitting devices, hematite thin-film
photoanodes were prepared. The purpose was to perform optimized hematite thin films without any
Si doping (or any catalysts) with enhanced performance [207]. After achieving the best performance
with an undoped hematite film, new photoanodes can be then designed by adding dopant materials,
by coupling other nanostructures or by optimizing the preparation processes. This provides new
opportunities to develop new design strategies for PEC devices and also to achieve the scientific
breakthroughs needed to implement solar-to-chemical energy conversion on a massive scale. In
this work, we fabricated new promising photoanodes: hematite thin films by Ion Beam Depositon
(IBD) [208]. The technique consists on a simple sputtering Fe deposition under TCO substrate
and further annealing in order to convert into hematite. We then perform a systematic study of
annealing conditions for the full conversion of the Fe thin films into hematite-oxide phase. Several
samples were prepared; varying the as-prepared Fe thin films thickness and the annealing conditions
as the temperature an time. TCO substrates coated with hematite films were obtained for structural
and morphological characterization as well as for photoelectrochemical characterization by J − V
measurements. Besides the evaluation in terms of generated current density under illumination,
the hematite thin films were also characterized in terms of morphology and structure. The best
photoanode produced a photocurrent density of around 0.5 mA.cm−2 at 1.45 VRHE (with 60 nm
thickness and 600◦C annealing temperature).
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9.2 Methods
9.2.1 Preparation of the hematite thin films
Conducting fluorine-doped tin oxide (F:SnO2) glass substrates with dimensions 1×3 cm2 (FTO-
TEC8, Pilkington, 8 O/square, 0.5 cm thick) were cleaned ultrasonically in acetone, ethanol and
deionized water and dried under nitrogen flow. Fe was deposited onto the cleaned substrates using
ion beam deposition technique. The IBD chamber reaches a base pressure of less than 10−7 Torr.
The deposition occurred using a 5.0 sccm flow of Ar leading to a work pressure of 1.5 × 10−4 Torr.
The beam current of about 10 mA was obtained with the following source parameters: beam voltage
1000 V, acceleration voltage 150 V and cathode current 2.0 mA. With these conditions a deposition
rate of 3.42 nm/min for Fe was obtained. Films in the range of 10 to 70 nm were obtained. Afterwards,
the as-prepared Fe thin films were thermally oxidized in an O2 atmosphere in order to convert them
into the desired hematite (α-Fe2O3) phase. Aiming the Fe thin films fully oxidized into hematite
phase, the thermal annealing was then carried out under different conditions: varying the annealing
temperature and annealing time. The hematite thin films thicknesses were varied from 10 to 70 nm
, with two different annealing temperatures (500 and 600◦C) and different annealing times (1, 6 and
10 h). Table 9.1 summarizes the operating conditions of the prepared samples.
Table 9.1: Description of the prepared hematite thin films.
Deposition time (min); Fe Thickness (nm) Annealing temperature (◦C); time(h)
3; 10 500; 1
6; 20 500; 1
12; 40 500; 1
18; 60 500; 1
20; 70 500; 1
3; 10 600; 1
6; 20 600; 1
12; 40 600; 1
18; 60 600; 1
20; 70 600; 1
12; 40 500; 6
18; 60 500; 6
12; 40 600; 6
18; 60 600; 6
12; 40 500; 10
18; 60 500; 10
12; 40 600; 10
18; 60 600; 10
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9.2.2 Hematite thin films characterization
Structural characterization was performed by X-Ray Diffraction, The thin films morphology
was evaluated by Scanning Electron Microscopy (SEM) using surface top views. Photocurrent-
photovoltage (I − V ) curves provide general performance information of the photoelectrochemical
cell. Photocurrent response was measured using a standard three-electrode configuration with an
Ag/AgCl/Sat. KCl electrode as reference electrode, a 99.9% pure platinum wire as counter-electrode
and the prepared hematite photoanodes as working electrode. The cell was filled with an alkaline
electrolyte solution: 1.0 M NaOH (pH 13.6) or 1.0 M KOH (pH 14). The photocurrent-voltage (J−V )
characteristic curves were recorded applying an external potential bias to the cell and the generated
photocurrent was measured using the workstation available in the test bench. The measurements
were performed in the dark and under simulated sunlight ( 1000 W.m−2, 25◦C) at a scan rate of 10
mV.s−1 for the potential range of 0.6-1.8 VRHE. The α-Fe2O3 electrodes were illuminated through
electrolyte side and illumination area was 0.5 cm2.
9.3 Results and Discussion
Figure 9.1 shows a SEM image (top-view) of hematite thin film morphology (20 nm thick with
thermal annealing of 600◦C and 1 h. All samples showed highly homogeneous and continuous thin
films [Fig. 9.1 (a)], with a granular morphology. The thin films showed elevated roughness [Fig. 9.1 (a)
and (c)] since the TCO substrate displays a rough topography [Fig. 9.1 (b)].
Figure 9.1: SEM morphology characterization of hematite thin films with TCO substrates (a) with
6 min of Fe IBD deposition (corresponding to Fe 20 nm) and after a thermal annealing of 600◦C
during 1 h; (b) TCO substrate without a thin film.(c) higher magnification of hematite thin film in
TCO substrate.
The structural analyses of the thin films were performed using XRD. Figure 9.2 displays the
room temperature XRD patterns of the samples annealed at 500 and 600◦C and TCO substrate.
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After the annealing the as-prepared Fe thin films show stars to crystallize and the diffraction profiles
reveal smooth XRD peak (at 2θ = 33.3◦) that can be indexed to the hematite crystallographic (104)
Bragg reflection (space group R3C; JCPDS no 33-0664). At room temperature hematite shows a
rhombohedral (111) (a = b = 5.038 Å, c = 13.772 Å) [193, 194]. Thus, the preferential growth is
strongly textured along this XRD peak (at 2θ = 33.3◦), which pertains to a near-basal plane [205].
XRD peaks concerning the TCO substrate contribution are also shown. Notice that our XRD patterns
shows low-resolution: the thin hematite films contribution is very difficult to be observed due to the
limitations of the XRD experimental apparatus. In addition, we should not rule out the presence of
other oxides(wustite, magnetite and/or maghemite). Their contribution must be under the minimum
coherence length to be detected by (low-resolution) XRD probably due to its reduced dimensions.
Figure 9.2: Room temperature X-Ray Diffraction patterns of (from bottom to top) of : TCO
substrate, hematite thin films with annealing temperatures with 500 and 600◦C (during 6 h). Positions
of hematite Bragg reflection (104) represented by +, and the XRD peaks from the TCO substrate
represented by *.
The J − V characteristics were obtained in dark and under sunlight conditions (Fig. 9.3). Under
dark conditions, the current-density rises steeply for voltages higher than 1.6 VRHE, starting the
dark-current. Under illumination, for the samples with annealing temperatures of 500◦C (1 h), the
current-densities produced range from 0.151 mA.cm−2 to 0.438 mA.cm−2 at 1.45 VRHE, i.e. the
photocurrent increases with film thickness [Fig.9.3 (a) and (c)]. On the other hand, for the samples
with annealing temperatures of 600◦C (1 h) the current-densities produced range from 0.05 mA.cm−2
to 0.5 mA.cm−2 at 1.45 VRHE. However in this case, the thicker sample (with 70 nm) did not showed
9.3 Results and Discussion 143
the best photocurrent; instead, it was obtained for the sample with 60 nm of Fe and annealed at 600◦C
with 0.5 mA.cm−2 at 1.45 VRHE [Fig. 9.3 (b) and (c)]. Overall, samples with higher Fe thickness
(above 40 nm) have shown better performances, both for materials annealed at temperatures of 500
and 600◦C. Thicker hematite films seem to be more active, however, the photocurrent-density does
not necessary increase (e.g. 500◦C sample); actually it decreases (600◦C) for much higher thicknesses
(70 nm).
Figure 9.3: Photocurrent density-voltage characteristic curves of the hematite thin films prepared
with an annealing temperature of 500◦C (a) and 600◦C (b) for different thicknesses. The tests were
performed in the dark (dashed lines) and under 1 sun simulated light conditions (solid lines) in 1M
NaOH electrolyte solution. (c) Current-density (at 1.45 VRHE) behavior as a function of the Fe thin
films thicknesses for the two different annealing temperatures: higher thickness presents the best
photocurrent-performance.
Aiming to obtain higher photocurrents further annealing studies were performed, i.e., the annealing
time was studied (1, 6 and 10 h). Since thicker films (and thinner than 70 nm) have revealed higher
efficiencies, the annealing time was increased for the samples with 40 and 60 nm, for the temperatures
of 500 and 600◦C. Figure 9.4 shows the counterplots for both temperatures with the current-density
values obtained at 1.45 VRHE. For samples annealed at 500◦C, higher currents were observed for
higher thicknesses and lower annealing time [Fig. 9.4 (a)]. By increasing the annealing temperature
to 600◦C the same trend was evidenced, but the increase of annealing time did not favored the
photocurrent, as shown in Fig. 9.4 (b). Therefore, increasing the annealing time did not necessary
improves the photocurrent.
In this context, we believe that the thin films annealing does not fully convert the entire Fe film.
Hematite is in a higher state of oxidation being extremely stable and is often the end member of
transformations of other iron oxides. Our RXD spectra indeed suggests only the oxide hematite
conversion, but as discussed before, the low-resolution XRD pattern could limit the measurement of
the contribution of other mixture of oxides (or even Fe). We believe that our Fe thin film oxidation
route occurs in a layer-oxidation mechanism, while the O2 penetrates the Fe material. Oxide route
for the hematite formation (from Fe) is: Wustite (FeO) −→ Magnetite (Fe3O4) −→ Maghemite (γ-
Fe2O3) −→ Hematite (α-Fe2O3)[193]. Therefore, the oxidation state occurs yielding oxide layers. A
gradual oxidation occurs from the film outer surface to the interior and suggests a diffusion limited
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Figure 9.4: Counterplots showing the obtained currents at 1.45 VRHE trends for hematite thin film
different thickness from 40 nm to 60 nm and for 500◦C (a) 600◦C (b).
formation of the oxide layers (due to the limited diffusion of O2). Thus, in the outer surface a hematite
layer should appear, and as we go deep towards to the TCO interface, one could find layers-traces
of maghemite, magnetite, wustite and Fe. This could ultimatly limit the photoresponse. Important
to notice that, wustite is unstable; this phase disproportionates to Fe metal and Fe3O4 when slowly
cooled to temperatures lower than 567◦C and a non-stoichiometric form can be obtained. Also,
maghemite has a metastability property, that is, it has a strong tendency to convert in hematite but
it can also convert to the form of magnetite during the heating.
Further studies need to be done in order to elucidate us about the contribution of other oxide
phases that can be interfering with the photocurrents performances. Moreover, the present results
are very promising, since the first hematite thin films without doping (or any catalysts), reported
on literature, showed photocurrents in the order of 0.014 mA.cm−2 at 1.23 VRHE and less than
0.500 mA.cm−2 at 1.45 VRHE [53]; or more recently sputtered Fe deposition much lower annealing
temperature of 255◦C 0.180 mA.cm−2 at 1.23 VRHE, was achieved for a 40 nm film [207].
9.4 Conclusions and Future Work
In this work a systematic study of annealing conditions was performed for the fully hematite
conversion. Highly active hematite thin films (without doping or catalysts) were prepared obtaining
a remarkable photocurrent density of 0.5 mA.cm−2, for a 600◦C annealing during 1 h. We found
out that, the photocurrent density increases with the thin films thickness. However, for the highest
thickness value (70 nm) the photocurrent density does not necessary increases: for the sample with
annealing temperature of 500◦ (1 h) it smoothly increases, but for the sample with the annealing
temperature of 600◦ (1 h) it decreases. Increasing the annealing time for 6 h or 10 h, for both
temperatures, did not necessary improved the photocurrent. We believe that the oxide conversion
obeys the oxidation route and leaves traces of other oxides, e.g. magnetite (Fe3O4), maghemite (γ-
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Fe2O3)and wustite (FeO) or even a small Fe contribution, that in turn can decrease the photocurrent
performances. By increasing film thickness, non-hematite oxide phases could be increasingly present
as we go from the surface towards the TCO interface. This trend is highlighted for thicker films
justifying the photocurrent performance decrease for the 70 nm films. However, our results consist of
a major hematite contribution after the annealing that led to the exceptional photocurrent density
of 0.5 mA.cm−2.
As for future work, further studies need to be done in order to clarify the contribution (or not) of
other oxide phases limiting the photocurrent performance. The following points should be done: (i)
Perform high resolution XRD diffraction measurements for all the convenient samples. (ii) Measure
the thickness of the thin films after the annealing. During the oxidation, while converting Fe into
hematite there is a oxide volume expansion. Thus we need to measure the thin films in its oxide
form (that should be, in principle thicker). (iii) J − V photoelectrochemical characterization test on
the samples with the back-side illumination form is needed to perceive if there is still a Fe-layer not
completely oxidized that can reduce the efficiency.

Chapter 10
Conclusions and Perspectives
In this chapter we summarize the main conclusions and achievements accomplished in this thesis
during these last four years. First we will focused on the novel results developed, presenting the
most important conclusions regarding our main results published (submitted or in preparation for
publication) in international journals with impact factor. Subsequently, we will give an outlook for
future perspectives.
The first step in this thesis was to develop and optimize the anodization conditions for different
metals, Ti, Hf and Fe. The IFIMUP had the technical and in-house experimental facilities for the Al
anodization along with an extensive experience in the fabrication of nanoporous alumina templates
developed in the recent years. The LEPABE group knew specifically, the photelectrochemical cells
(PECs) needs and priorities to obtain high efficiency performances. Combining IFIMUP's know-
how (and supervision) on the nanostructures synthesis and characterization, with LEPABE extensive
experience on PECs (and supervision), it was possible to build a solid correlation between the needs
and objectives with the final results of this thesis. So, it was crucial the cooperation between the two
institutions and supervisors to guide the PhD objectives. During the past four years, we focused on
developing and understanding the underlying physical and chemical processes beyond the formation
and growth of nanotubular structures of TiO2, HfO2 and α−Fe2O3. We focus on some issues poorly
developed, without consensus and not explored in the literature, that have proven to be quite critical
taking into acount the results of this thesis. We believe that these PhD results have and will have a
direct impact on the literature and also on the community.
The main scientific achievements in this thesis, involved highlighting the TiO2 nanotubes (NTs)
underlying processes. In general, we focused mainly on understanding the microscopic mechanisms
processes on the TiO2 NTs formation as well on their improvement in terms of organization quality
and length. A new overriding anodization parameter was found, the Ti surface roughness (Rq), that
revealed to be capable of inducing a higher growth rate (extended NT length) and improved self-
organization. By varyng the surface Rq with different pretreatments, electropolishing (EP), chemical
etching (CE) and mechanical polishing (MP) prior to anodization and compare with an non-polished
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sample (AR), we found that this feature has a direct impact in the formation, growth and auto-
organization of TiO2 NTs. j(t), dj/dt and Q(t) anodization curves were analysed revealing that
different Ti surface topography as, ripple-like (from EP) and random broad (fromMP) valleys promote
effective nucleation spots and thus the earlier NT nucleation (lower nucletion time) when compared
with a smoother topography (MP). We evaluted the degree of organization of the NTs distribution
by developing a new method to quantify the level of ordering. Large areas with hexagonally closely
packed array (HCPA) distribution were found by decreasing Rq. HCPA areas with 4.32 and 6.61 µm2
for MP and EP samples respectively, were achivied with two and three times larger than those
previously reported.
A systematic study on the EP was performed by tuning the EP applied voltage (V EP ). EP
besides smoothing the Ti surface (lower Rq), also was able to nanopattern the Ti surface. This
proved to be a great asset, since such ripple-like structures patterned promotes the enhancement of
both, the degree of order and NT length. Varing the V EP we obtained different Rq values as well
as different spacial period (SP ) of the dimples structure. We found that an EP under 10 V led to
longer TiO2 NTs with an improved order degree, with highly hexagonal array distribution. The EP
with 10 V besides obtained the lowest Rq, we believe that owns an adequate SP that leds to a more
homogeneous electric field over the sample surface, promoting the pore nucleation in ordered manner
on the ripple-like structure valleys. This leads to an optimized steady state anodization due to the
thinner δb, under these conditions, that facilitates ionic electromigration. Additionally, during this
study we where able to demonstrate that the NTs' diameter is not only defined by the anodization
potential but also with the Ti surface conditions.
From above results, we verified by the detailed analyses of the j(t) curves, that δb grows along
the anodizing process. Therefore, we performed the experimental evidence of such growth over time.
We used Scanning Transmission Electron Microscopy (STEM) to determine the measurments of δb
from 0.5 to 72 h. Our results showed that since the oxidation and dissolution processes are not in
equilibrium during the anodization of Ti, leading to δb increase over time. The reports found in
literature have considered that, δb is constant with time, depending excluvely on V . In this work we
demonstrated a more realistic and complete expression for δb, establishing a relationship between δb
and the applied voltage and time [δb(V, t)] using the classical high-field Mott and Cabrera conduction
theory. Our theoretical approach and experimental evidence was found to be in excellent agreement.
Up to now, TiO2 NT reports have considered that, as in anodic aluminium oxide, the porosity
P is constant with time. In our work, we analysed the NTs geometric parameters and porosity
values during the anodization by STEM, and convluded that these NTs features changes with the
anodization time. Indeed, the P changes along the anodization allowing us to identify different regimes
that periodically repeat. It takes 25 h to reach the first cycle with a P -maximum (more F− ions
become available) and then as the anodization proceeds we reach the second P cycle (with another
P -maximum) at 47 h (saturation of H+ ions along the NTs). This cyclic behavior was corroborated
by j(t) bumps [j(t) sudden increase ; that corresponds to higher dissolution rates] exacly at the time
where we obtained the P cycles with P maxima. In this work we propose a cyclic porosity model
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based on the non-equilibrium between the oxidation and dissolutions reactions in the Ti anodization.
We also proposed a self-ordered porosity optimum regime that lies between 5 and 5.6%.
We also investigate the growth of self-ordered anodic hafnium oxide (AHO) by using different
organic solvents-based electrolyte: ethylene glycol (EG), dimethyl sulfoxide (DMSO), formamide
(FA) and N-methylformamide(NMF). Different organic solvents revealed to affect the morphology
structure leading to HfO2 self-ordered nanoporous (with FA) or NTs (with EG and DMSO) or
different nano-shapes, including nanoporous, nanoflakes, nanoneedles, nanowires-aglomerations and
thick oxide (with NMF). We proposed that electrolyte solvent parameters such as dielectric constant
and viscosity play an important role on the nanostructures morphology and growth. The organic
solvent's is a factor that affects the nano-structures, as well as the anodization growth rates and
length. While DMSO led to the higher NTs array length's, NMF lead to the thicker HfO2 oxide layer.
Iron oxide NTs were prepared by electrochemical anodization. The formation and growth
mechanisms were discussed taking into acount the analyses of the anodization curves. These NTs
attained much higher growth rates when compared with other typical anodizations, Al, Ti or Hf. For
different anodization times (2 min and 5 min) we obtained increased NTs length, but with 10 min
of anodization a non-stable structure arose. As-prepared NTs with different length were subjected
under different thermal annealings temperatures in order to obtain higher hemtite convertion for PECs
applications. Two groups of samples were prepared (i) annealing temperature of 500◦C with different
anodization time (2, 5 and 10 min) and, (ii) anodization time (of 5 min) and annealing temperature
between 400◦C and 700◦C. XRD structural and magnetic analyses revealed the contribution of
different oxides mixtures (hematite and magnetite) for all samples. The magnetic measurements
M(T ) showed presence of two transitions: one attributed to the magnetite - the Verwey transition
(at 123 K); and other, attributed to the hematite transition - Morin transition (at 197 K). The first
transition was presented for all the samples (indicating the presence of magnetite) and the later was
only present in shorter NTs with 500◦C. The high resolution XRD measurements with quantitative
analysis of the different Fe-oxide phases revealed that the sample with 5 min of anodization time
and with annealing temperature of 600◦C shows higher hematite contribution. Further increase of
the annealing temperature led to a decrease of hematite contribution (while the magnetite increased)
and to the formation of other oxide contribution (wustite). The photoelectrochemical caracterization
(J − V curves) showed that the best solar-to-current efficiencies were attained for shorter NTs with
an annealing temperature of 500◦C. With 600◦C the NTs structure becames highly damaged leading
poor performances.
In this thesis we also presented an ongoing research work. We prepared hematite thin films on
TCO (transparent conducting oxide) substrate for photoelectrochemical caracterization. In a first
stage, we prepared Fe thin films by ion beam deposition with different thickness, from 10 to 70 nm.
Afterwards, a systematic study of annealing conditions (temperature and time) was performed in
order to obtain the total hematite conversion. Highly active hematite thin films (without doping or
catalysts) were prepared obtaining a remarkable photocurrent density of 0.5 mA.cm−2 at 1.45 VRHE
for a 600 ◦C for a sample annealed during 1 h. We believe that the oxide conversion obeys the
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oxidation route and leaves traces of other oxides, namely magnetite (Fe3O4), maghemite (γ-Fe2O3),
wustite (FeO) or even a small Fe contribution, that can decrease the photocurrent performances. As
for future work, further studies need to be done in order to reinforce our conclusions. We should
clarify that the contribution of other oxide phases could limit the photocurrents performances. We
will carried out: high resolution XRD diffraction measurements; measure the hematite thin films
thickness and test the photoelectrochemical characterization under back-side illumination form.
From all the results obtained throughout these four years, we can now propose some of the most
interesting future works that can be developed following this thesis.
TiO2 NT arrays have been successfully synthesized by electrochemical anodization from Ti foil.
We optimized the synthesis process and overcome some difficulties related to a NT growth limitation
problem and array organization. The next step will consider the fabrication of completed DSCs and
the corresponding characterization by electrochemical methods:
(i) We already succeeded to transport the as-prepared NT membranes to TCO coated glass
substrates to be used as photoanodes in DCSs. The adhesion of the TiO2 NTs template was
successfully achieved by pre-treating the glass substrates with a TiCl4 solution. This very promising
result was confirmed by SEM analysis but further efforts must be performed to ensure that this
method is reproducible and scalable.
(ii) At IFIMUP we succeeded to grow TiO2 NT directly onto glass substrates; by performing the
anodization of Ti thin films that were previously deposited onto glass substrates using an electron
beam evaporator. This constitutes an ambitious approach, since we intend to obtain highly ordered
TiO2 NT arrays directly onto TCO substrates.
(iii) Combine the developed TiO2 NTs membranes with perovskites (the new generation of solid
state DSCs). After the succefully integration of TiO2 NTs with TCO substrate (by (i) or (ii)
strategies), it should be very interesting to acomplish their combination with the perovskites. So far,
this new generation of DSCs, has been tested only on the traditional TiO2 nanoparticles. Thought,
as decribed before, the geometry of the NTs can bring many advantages, that could ultimatly lead
to excellent efficiency marks when integrated with perovskites.
Nonetheless, concerning the synthesis many approaches can be developed:
(i) Develop hierarchically branched NTs of TiO2. These branched structures, so called dendrites,
are well known and fairly developed in nanoporous alumina templates. Usually, they are achieved by
two different approaches: non-steady state reduction of the barrier layer thickness or by a steady-state
reduction. It is already found in literature the development of TiO2 dendrites structures under the
steady state approach. However, it should be quite interesting to develop branched structures by the
non-steady state reduction strategy. This is only possible due to the advances on this thesis, regarding
the barrier layer behaviour. The development of TiO2 structures with hierarchically branched tubes
should have interesting applications in DSCs since the effective surface area highly increases, that
subsequently leads to increase of the coefficient of absorption of the solar radiation.
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(ii) Metals electrodeposition in TiO2 NTs templates. Recently, some outcomes concerning the
deposition of metals whithin the TiO2 NTs were obtained at our institute. A TiO2 NTs free standing
membrane was produced under the developed pretreatments techniques (EP, MP and CE) described
on Chapter 3. The NTs bottoms were opened (using the step increase potential) and metallic Ni was
electrodeposited inside TiO2 NTs. 10 µm long Ni NWs were electrodeposited inside TiO2 NTs, but
not in homogeneus way. We should make effort on this topic since this could bring a wide range of
advantages for several applications, including: Fe deposition to further convert in hematite (PEC cell
with two semiconductores); Ag deposition for to increase the DSCs efficiency by plamosnic effects.
Iron oxide and HfO2 NTs arrays that have been successfully synthesized by electrochemical
anodization from Fe and Hf foil, respectively, should now be improved in terms of organization.
The next step that should be considered, is to improve the developed iron oxide NTs(and HfO2 NTs)
with suitable polishing treatments on the metal foils. This could lead to overcome the difficulties
related with the non-homogeneous iron oxide NTs template (displaying cracks between NTs areas)
that, in turn affected the photoresponse.
It should be performed the analysis of the NTs geometric parameters and porosity values during the
anodization by STEM, in a similar approach as described in this thesis for TiO2 NTs. The iron oxide
and HfO2 NTs geometric parameters should have similar behavior as the one described for TiO2.
Namely, the δb and porosity trend with anodization time should be a crucial point to be developed,
since there are still few studies regarding these metals anodization (when compared with Ti). Indeed,
it shall be very enlightening to evaluate if the δb and porosity behaviour of iron oxide and HfO2 NTs,
mimics the observed for TiO2.
Develop new nanostructured metal plasmonic materials to increase the efficiency of PECs. In
particular, new PECs cells for water splitting can be generated by the integrating the developed
hematite NTs and thin films (during this thesis), with metallic nanoparticles/nanowires (Au and
Ag). This enables light trapping by scattering and antenna from metallic nanoparticles. After
the incorporation of these nanostructures in the hematite NTs or thin films, one could expect
enhanced efficiency. This novel approach deals with localize photon absorption at the semiconductor
surface by using localized surface plasmon-induced near-field enhancement, as recently experimentally
demonstrated for Si photovoltaics with a photocurrent enhancement factor of 18.
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