Degenerate parabolic equations of Kolmogorov type occur in many areas of analysis and applied mathematics. In their simplest form these equations were introduced by Kolmogorov in 1934 to describe the probability density of the positions and velocities of particles but the equations are also used as prototypes for evolution equations arising in the kinetic theory of gases. More recently equations of Kolmogorov type have also turned out to be relevant in option pricing in the setting of certain models for stochastic volatility and in the pricing of Asian options. The purpose of this paper is to numerically solve the Cauchy problem, for a general class of second order degenerate parabolic di¤erential operators of Kolmogorov type with variable coe¢ cients, using a posteriori error estimates and an algorithm for adaptive weak approximation of stochastic di¤erential equations. Furthermore, we show how to apply these results in the context of mathematical …nance and option pricing. The approach outlined in this paper circumvents many of the problems confronted by any deterministic approach based on, for example, a …nite-di¤erence discretization of the partial di¤erential equation in itself. These problems are caused by the fact that the natural setting for degenerate parabolic di¤erential operators of Kolmogorov type is that of a Lie group much more involved than the standard Euclidean Lie group of translations, the latter being relevant in the case of uniformly elliptic parabolic operators.
Introduction
The simplest form of an operator of Kolmogorov type is the following degenerate parabolic operator in R 2n+1 , n X j=1 @ 2 @x 2 j + 2n X j=n+1 x j n @ @x j @ t :
(1.1)
The operator in (1.1) was introduced by Kolmogorov in 1934 in order to describe the density of a system with 2n degrees of freedom. In particular, here R 2n represents the phase space where (x 1 ; :::; x n ) and (x n+1 ; :::; x 2n ) are, respectively, the velocity and position of the system, see [17] . An area of applied mathematics where operators of Kolmogorov type recently have turned out to be relevant is that of mathematical …nance and option pricing. Degenerate equations of Kolmogorov type arise naturally in the problem of pricing path-dependent contingent claims referred to as Asian-style derivatives, see [7, 8, 9] and the references therein. In particular, after some manipulations the pricing of a geometric average Asian option in the standard Black-Scholes model is equivalent to solving the Cauchy problem for the operator (1.1), in this case n = 1, in R 2 [0; T ] with Cauchy data, also called terminal data, de…ned by the pay-o¤ of the contract. Moreover, the Cauchy problem for operators of Kolmogorov type, more general than the one stated in (1.1) and with variable coe¢ cients, also appear in the pricing of general European derivatives in the framework of the stochastic volatility model suggested by Hobson and Rogers, see [8, 11] . The purpose of this paper is to apply and work out, for the backward in time Cauchy problem for a general class of second order degenerate parabolic partial di¤erential operators of Kolmogorov type, the approach concerning a posteriori error estimates and adaptive weak approximations of stochastic di¤erential equation due to Szepessy, Tempone and Zouraris, see [27] . Furthermore, we show how this approach can be applied to problems in mathematical …nance and option pricing where degenerate parabolic operators of Kolmogorov type occur. In particular, we consider operators of the form
c ij x i @ @x j + @ @t (1.2) where (x; t) 2 R n R, m is a positive integer satisfying m n, (x; t) = f ij (x; t)g : R n R + ! M (n; m; R), M (n; m; R) is the set of all n m-matrices with real valued entries and is the transpose of the matrix . [ ] ij (x; t) denotes the (i; j) entry of the matrix [ ](x; t). The functions f ij ( ; )g and fb i ( ; )g are continuous with bounded derivatives and the matrix C := fc ij g is a matrix of constant real numbers. Note that we are particularly interested in the case m < n. Given T > 0 we consider the problem Lu(x; t) = 0 whenever (x; t) 2 R n (0; T ); u(x; T ) = g(x) whenever x 2 R n ;
(1.3)
where g is a given function. The problem in (1.3) represents the backward in time Cauchy problem for the operator L with terminal data g. Concerning structural assumptions on the operator L we assume that A(x; t) = fa ij (x; t)g; a ij (x; t) := [ ] ij (x; t); is symmetric; (1.4) and that there exists a 2 [1; 1) such that
a ij (x; t) i j j j 2 whenever (x; t) 2 R n+1 ; 2 R m : (1.5)
Note that in (1.5) we are only assuming ellipticity in m out of n spatial directions. Let A(x; t) = f a ij (x; t)g denote, whenever (x; t) 2 R n+1 , the unique m m-matrix which satis…es A(x; t) A(x; t) = A(x; t). For (x 0 ; t 0 ) 2 R n+1 , …xed but arbitrary, we introduce the di¤erential operators
c ij x i @ @x j + @ @t
a ij (x 0 ; t 0 ) @ @x j ; i 2 f1; ::; mg; (1.6) as well as the operator
c ij x i @ @x j + @ @t :
(1.7)
To compensate for the lack of ellipticity, see (1.5) , we assume that L =L (x 0 ;t 0 ) is hypoelliptic for every …xed (x 0 ; t 0 ) 2 R n R + :
Let Lie(X 0 ; X 1 ; ::; X m ) denote the Lie algebra generated by the vector …elds X 0 ; X 1 ; ::; X m . It is well-known that (1.8) can be stated in terms of the following Hörmander condition:
rank Lie(X 0 ; X 1 ; ::; X m ) = n + 1 at every point (x; t) 2 R n+1 : (1.9)
Another condition, equivalent to (1.8) and (1.9) , is that there exists a basis for R n such that the matrix C has the form 0
where C j , for j 2 f1; ::; lg, is a m j 1 m j matrix of rank m j , 1 m l ::: m 1 m 0 and m 0 + m 1 + ::: + m l = n while represents arbitrary matrices with constant entries. For a proof of the equivalence between the conditions stated above we refer to [19] .
The problem in (1.3) can be approached using either techniques from the area of partial di¤erential equations (PDEs) or from the area of stochastic di¤erential equations (SDEs). Focusing, to start with, on the PDE-perspective we note that the problem in (1.3) is very well understood, both from a theoretical as well from a numerical perspective, in the case m = n as in this case, the operator in (1.2) is uniformly elliptic. In particular, Cauchy problems for uniformly elliptic parabolic operators is a classical topic in the numerical analysis of partial di¤erential equations and we refer to [20] for the …nite-di¤erence method and to [3, 5, 20] for the …nite element method. In the case m < n, the problem in (1.3) is less developed, in particular from a numerical perspective and concerning the theoretical aspects of the Cauchy problem in (1.3), for the operators in (1.2) in the case m < n, we refer to [9, 12] and the references therein. Concerning numerical methods based on partial di¤erential equations and …nite-di¤erence schemes we are aware of a few papers focusing on degenerate parabolic operators of Kolmogorov type and in these works the authors attempt to develop appropriate …nite-di¤erence schemes for the problem at hand, see [1, 8, 7, 23] . To understand the di¢ culties involved when discretizing the problem (1.3), in the case m < n and using …nite-di¤erences, and this is in contrast to the case m = n, we recall that the natural setting for operators satisfying a Hörmander condition is that of the, to the Lie algebra, associated Lie group. In particular, as shown in [19] the relevant Lie group related to the operatorL in (1.7), and hence to degenerate parabolic operators of Kolmogorov type, is de…ned using the group law (x; t) (y; s) = (y + E(s)x; t + s); E(s) = exp( sC ); (x; t); (y; s) 2 R n+1 :
(1.11)
Moreover, based on the block structure of C de…ned in (1.10) there is a natural family of dilations r = diag(r q 0 I m ; r q 1 I m 1 ; ::; r q l I m l ; r 2 ); r > 0; q k = 2k + 1; k 2 f0; 1; :::; lg; (1.12) associated to the Lie group. In (1.12) I k , k 2 Z + , is the k-dimensional unit matrix and r is by de…nition a diagonal matrix. Moreover,
is said to be the homogeneous dimension of R n+1 de…ned with respect to the dilations f r g r>0 . Furthermore, we split the coordinate (x; t) 2 R n+1 as (x; t) = (x (0) ; x (1) ; :::; x (l) ; t) where x (0) 2 R m and x (j) 2 R m j for all j 2 f1; ::; lg. Based on this we de…ne
and we note that jj r (x; t)jj = rjj(x; t)jj. The problem when discretizing the problem in (1.3) using …nite-di¤erences, in the case m < n, stems from the fact that the discretization has to respect the more involved Lie group structure as well as the anisotropic dilations f r g r>0 . In particular, standard rectangular grids used for elliptic problems can be proved to not perform optimal in the case m < n, see [7] for instance. Concerning the potential use of the …nite element method, in the case m < n, we refer to [13] and the references therein. Next, focusing on the SDE-perspective we note that there are several algorithms for solving the problem in (1.3) using the Feynman-Kac formula, stochastic representation formulas and Euler schemes for the underlying system of stochastic di¤erential equations and we refer to [2, 16, 27, 28] for details. In particular, the rate of convergence, in the setting of the Euler scheme, for smooth functions g and uniform time-steps, as well as a priori error expansion, are presented in [2, 28] . The a priori error expansion established in [28] is proved to be valid, assuming in addition that the underlying partial di¤erential operator ful…lls a Hörmander condition, also in the case when g is only measurable and bounded. Another approach is presented in [21] and uses cubature formulas on Wiener spaces. In this case there is no need to assume ellipticity for the underlying partial di¤erential operator, instead the usefulness of the method depends on how well the coe¢ cients can be approximated with polynomials. Finally, in [27] a method based on a posteriori error estimates and adaptive weak approximations of SDEs is presented in the case m = n. In this paper we focus on the case m < n and we show, by applying and building on the pioneering work in [27] , that one can circumvent all of the problems described above in the context of …nite-di¤erence schemes, by using a posteriori error estimates and adaptive weak approximations of SDEs. We are convinced that the approached presented in this paper will be useful in many areas where degenerate parabolic operators of Kolmogorov type occur. Moreover, to our knowledge the analysis developed in this paper has previously not been discussed in the literature in the setting of degenerate parabolic operators of Kolmogorov type even though the case m = n, i.e., the case of uniformly elliptic operators, is developed in [27] . Finally, for more general descriptions of the Monte Carlo method we refer to [6, 10, 24] .
To brie ‡y outline the way we proceed we …rst note that we throughout the paper consider the problem in (1.3) assuming that (1.5) holds and that C satis…es (1.10). Moreover, concerning regularity the appropriate regularity assumptions on A i;j , b i and g are de…ned and discussed in the bulk of the paper. We approach the problem in (1.3) using stochastic di¤erential equations and we let
(1.15) for i 2 f1; :::; ng. We let X(t) = (X 1 (t); :::; X n (t)) denote the corresponding vector. In (1.15) (W (t)) 0 t T , W (t) = (W 1 (t); :::W m (t)) , is a standard Brownian motion in R m de…ned on a …ltered probability space ( ; F; (F t ) 0 t T ; P ) with the usual assumptions on (F t ) 0 t T . By a standard Brownian motion in R m we mean that the components are independent onedimensional Brownian motions. Note that the vector b(x; t) = (b 1 (x; t); :::; b n (x; t)) satis…es b m+1 ::: b n 0. Assuming appropriate regularity conditions on the coe¢ cients b i , ij , this will be discussed in detail below, one can combine results in [9, 26] to ensure existence and uniqueness, assuming that (1.5) holds and that C is as in (1.10), of a solution to the system in (1.15) . For simplicity in the following
c ij x i for i 2 f1; :::; ng (1.16) and we rewrite (1.15) as
Moreover, assuming that g is su¢ ciently regular one can use the Feynman-Kac formula to conclude that the unique solution to the problem in (1.3) is given as
Based on (1.18) we construct an approximation of the solution to (1.3) using the Euler scheme associated to the system in (1.15) . In particular, given a time horizon of T we let ft k g N k=0 de…ne a partition of the interval [0; T ], i.e., 0 = t 0 < t 1 < :::: < t N 1 < t N = T , and we let t k = t k+1 t k for k 2 f0; :::; N 1g. Let fX(t); t 2 [0; T ]g solve (1.15) . In the following we let fX (t); t 2 [0; T ]g denote the continuous Euler approximation of fX(t); t 2 [0; T ]g de…ned as follows. X (t) satis…es, for k 2 f0; :::; N 1g, the di¤erence equation
. Moreover, fX (t); t 2 ft 0 ; :::; t N gg is often referred to as the associated discrete Euler approximation. In the following we will also make use of the function '(t) = supft i : t i tg which is de…ned whenever t 2 [0; T ]. Using this notation we de…ne fX (t); t 2 [0; T ]g through the relation
T ]g is referred to as the continuous Euler approximation. Let u (x; t k ) = E[g(X (T ))jX (t k ) = x] for k 2 f0; :::; N 1g; x 2 R n :
(1.21)
The standard stochastic method for determining u (x) = u (x; 0) is to use the Monte Carlo estimator
where M is some positive integer and f! l g M l=1 represents M realizations of the discrete Euler approximation of fX(t) : t 2 [0; T ]g. In particular, we see that
where E d (x) and E ;M s (x) represent, respectively, the time-discretization error and the statistical error. While E ;M s (x) can be controlled using the central limit theorem and the Berry-Esséen theorem, see Section 4, E d (x) can be expressed as
where the error indicator k (x; ! l ) is, as indicated, computable based on the scenarios f! l g M l=1 while the reminder R ;M (x) is of lower order compared to the …rst term to the right in (1.24).
In particular, (1.24) is an expansion of E d (x) which is computable in a posteriori form. Based on (1.24) one can then proceed as [27] to de…ne an adaptive algorithm based on which one can ensure, with high probability, that the time-discretization errors, as well as the statistical errors, are within a user de…ned error tolerance. The rest of the paper is organized as follows. In Section 2, which is of preliminary nature, we introduce notation and brie ‡y review a few fact from the Malliavin calculus, the latter being an important tool in the forthcoming sections. In this section we also derive a priori estimates for degenerate parabolic equations. In Section 3 we derive the expansion of the time-discretization error, E d (x), described above. In Section 4 we brie ‡y discuss how to control E ;M s (x). In Section 5 we apply the method developed to the problem of pricing European derivatives in the framework of the stochastic volatility model suggested by Hobson and Rogers, see [11] . Moreover, we compare the e¢ ciency of the method outlined to the recently developed methods in [7] which are based on …nite-di¤erences. We emphasize that one important advantage of the method outlined in this paper, compared to others, and in particular to the method developed in [7] , is that one can ensure, with high probability, that the method presented here produces a result, given a user de…ned error tolerance, which is within the error tolerance of the correct value.
Preliminaries and notation
Throughout the paper we will write @ i f for @f @x i ; @ ij f for @ 2 f @x i @xj and so on. If f = f (x; t); (x; t) 2 R n R + ; then in general @ i ; @ ij and so forth will only refer to di¤erentiation with respect to the space variable x. For a multiindex = ( 1 ; 2 ; :::; n ); i 2 Z + ; we de…ne j j = 1 + 2 + ::: + n and we let @ denote di¤erentiation with respect to the space variables according to the multiindex . Given an open set O
Furthermore, we let C k b (R n R + ), k 2 Z + , denote the space of all functions de…ned on R n R + which have continuous and bounded partial derivatives, in both space and time, up to order k. Note that to be in the space C k b (R n R + ) the function it self does not have to be bounded. We
; is a stochastic process satisfying (1.17) then we, at some instances, let X t (x) denote the process X(t) with initial data X(0) = x. For a random variable X we denote the variance by Var[X]. Finally, given a set I R we let I denote the indicator function of the set I.
In the following we will brie ‡y introduce some basic facts from Malliavin calculus which we will use in the forthcoming sections and we will, in particular, prove an a priori estimate for degenerate parabolic equations. For expositions of the Malliavin calculus we refer to [14, 22] and we refer to [18, 25] for a somewhat di¤erent approach to stochastic ‡ows. Below we follow [22] and we will use the notation introduced in [22] . In particular, to proceed we let ( ; F; (F) t ; P ) be a probability space with a …ltration generated by a Wiener process W (t) 2 for some functions f 2 C 1 p (R n ) and h i 2 L 2 [0; T ]; i 2 f1; 2; :::; ng: The …rst order derivative of a smooth random variable F 2 S is a stochastic process DF = fD t F g t2[0;T ] given by
We consider DF as an element of L 2 ([0; T ] ; B(T ) F; dt P ) where B denotes the -algebra of Borel sets on R. We let
and we let D 1;p be the closure of S with respect to this norm. The domain of the derivative operator D, in L p ( ), is D 1;p . The k-th order derivative of F is de…ned as
and we let D k;p be the closure of S with respect to
For the proof of the following two theorems we refer to Theorem 2.2.2 and Theorem 1.5.1 in [22] .
; be a stochastic process satisfying (1.17) and assume that
Assume, in addition that i (0; t) and ij (0; t) are bounded for all t 2 [0; T ]. Then X i (t) 2 D 1 for all t 2 [0; T ]:
In this section we prove the following lemma.
Assume that (1.5) holds and that C satis…es (1.10). Let i be de…ned as in (1.16) and assume that
; be a stochastic process satisfying (1.17) with deterministic initial value. Then
is a solution to (1.3). Furthermore, u(x; t) is in…nitely di¤erentiable and there exists for every multiindex , constants c , q 2 Z + ; such that
In particular, u is the unique in…nitely di¤erentiable solution satisfying the growth condition in (2.9).
Proof. Using the assumptions on i , ij and X(t) together with Theorem 2.1 it follows that X i (t) 2 D 1 for all t 2 [0; T ]: Actually, following [18, 25] , there exists a smooth version of the stochastic ‡ow x 7 ! X t (x): For k 2 Z + the family of processes f@ X t (x) : j j kg solves a system of SDEs with Lipschitz coe¢ cients. Moreover, assuming g 2 C 1 p (R n ) and using Theorem 2.2, we see that g(X(t)) 2 D 1 for all t 2 [0; T ]. As a consequence there exist constants c and q such that
Above we used that when we have Lipschitz coe¢ cients
for some increasing function K(T ); see [16] : By induction it can be shown that for j j k there exist constants c and q such that
The existence of a classical solution to (1.3) was proved in [9] and that u given by (2.8) is indeed a solution to (1.3) follows from an application of Itô´s lemma to u(t; X t ) in analogue with the proof of the Feynman-Kac formula, see Theorem 5.7.6 in [15] . Finally, note that uniqueness follows immediately. Indeed assuming we have two smooth solutions u and v with polynomial growth, we may apply Itô´s lemma to u and v: Then
Now, since the terminal data coincide and since Lu = Lv = 0; we may take expected values to obtain u(
3 An a posteriori error expansion
In this section we show how to derive, by using the regularity theorem of the previous section and by proceeding as in [27] , the a posteriori error expansion for the time-discretization error, E d (x), referred to in the introduction. Throughout the section we will impose the following assumption. 
; for all i 2 f1; ::; ng; j 2 f1; ::; mg; and that g 2 C 1 p (R n ).
The assumptions above di¤ers from the assumptions made in [27] in that we consider a wider class of operators L at the expense of more regularity assumptions on i and ij : In [27] they only need to assume that i ; ij 2 C m 0 b (R n R + ) for some m 0 > [n=2] + 10 and in contrast with our approach they have a stochastic initial datum X(0) (see Lemma 2.1 on p.6 in [27] ). In the following we reuse the notation introduced in the introduction and in particular we let fX (t); t 2 [0; T ]g denote the continuous Euler approximation introduced in (1.20) and associated to the partition de…ned by ft k g N k=0 , 0 = t 0 < t 1 < ::: < t N 1 < t N = T . Recall that '(t) := supft i ; t i tg: In the following, let i (X (t); t) = i (X ('(t)); '(t)); i (X (t); t) = i (X ('(t)); '(t)); a ij (X (t); t) = a ij (X ('(t)); '(t));
(3.1) whenever t 2 [0; T ]. We will derive the appropriate error expansion based on Assumption 3.1.
To proceed we …rst introduce, in analogue with [27] , appropriate dual functions. In particular, we de…ne, whenever i 2 f1; :::; ng and x 2 R n ,
The discrete dual functions, associated to g(X(T )), are de…ned, whenever i 2 f1; :::; ng, recursively as follows
The …rst variations of the dual functions are de…ned as
and they satisfy, whenever i; j 2 f1; :::; ng and k 2 f0; :::
We also introduce, for k 2 f1; ::; N 1g, the variance
The purpose of the section is to derive the following a posteriori error expansion of the discretization error.
Theorem 3.2 Assume that X(t) = (X 1 (t); :::; X n (t)) 2 R n , t 2 [0; T ], solves (1.17) and that Assumption 3.1 holds.
where and 0 are the discrete dual functions satisfying (3.3) and (3.5) and
The random variable p M I k;M converges, as M ! 1; for each k 2 f0; 1; ::; N 1g, to a normally distributed random variable with zero mean and variance 2 k , see (3.6). By Assumption 3.1 we are assuming that g 2 C 1 p (R n ). However, for the proof of Theorem 3.2 we only have to assume that j@ g(x)j c (1 + jxj q );
(3.9)
for some constants c 2 [1; 1); q 2 Z + , for all multiindices ; j j 6: Furthermore, we emphasize that Theorem 3.2 was proved in [27] in the case m = n, i.e., in the uniformly elliptic case, and, in fact, in the case m < n one can proceed along the same lines once the appropriate regularity theory for u is established.
Proof of Theorem 3.2
We divide the proof of Theorem 3.2 into a number of lemmas. We emphasize that we proceed along the same lines as in [27] , the only changes being in motivating regularity and boundedness. In doing so we note that the variational processes described in [27] are nothing but stochastic ‡ows and we use results from Malliavin calculus to complete the proofs. 
Proof. As a consequence of Lemma 2.3, u(x; t) = E[g(X(T )jX(t) = x] is su¢ ciently smooth to allow us to apply Ito's lemma to the function u(X (t); t). One can now proceed as in the second half of the proof of Lemma 2.1. in [27] We next prove the following lemma. 
Proof. We let
whenever t k t < t k+1 , k 2 f0; ::; N 1g, and we letf (t) be a piecewise linear function such thatf (t k ) = f (X (t k ); t k ) for every k 2 f0; ::; N g:
Moreover, as
we see that to prove the …rst estimate in Lemma 3.4 it is enough to estimate the integral in (3.15) . Let k 2 f0; ::; N 1g. Then, using integration by parts and (3.14)
Next using Itô's lemma, the conditions on i ; ij stated in Assumption 3.1, Lemma 2.3 as well as the di¤erentiability of f , we see that
where L is de…ned as in (1.2). Moreover, L 2 f (X (t); t) is a sum of terms, each consisting of products of i , i , a kl , a kl and derivatives of order less than or equal to four of these functions as well as derivatives of u of order less than or equal to …ve. Furthermore, as derivatives of i , a kl are bounded and as for all multiindices there exist constantsc ,q 2 Z + , see Lemma 2.3, such that j@ u(x; t)j c (1 + jxjq ) it follows that
for some constants e c 2 R + ; e q 2 Z + : As the initial condition is deterministic and i ; ij 2
c for some constant b c 2 R + ; depending on i ; ij ; n; x; p; t and . In particular, for the proof of this in case of X(t) we refer to Theorem 4.5.4 in [16] and we note that the result for the Euler discretization can be proved similarly. Put together, we see that there exist a constant c 2 R + such that
whenever t 2 [t k ; t k+1 ) and hence the …rst conclusion of the lemma follows. The second conclusion of the lemma can be proved in a similar manner and in this case the only di¤erence is that we now have to handle derivatives of u(x; t) of order less than or equal to six. We omit the details.
Note that when proving this lemma we did follow the lines of the proof of Lemma 2.3 in [27] , the di¤erence is our motivation of the conclusion d 2
c. Furthermore, it should be clear that the assumptions were necessary for Lemma 3.4 to hold. 
Proof. We will use the same techniques as in the proof of Lemma 2.4 in [27] . To be able to do that we will note that the so called variational processes are in fact stochastic ‡ows, and our assumptions imply a nice behavior of these ‡ows, to be speci…ed below. In this setting it is reasonable to consider two separate cases, namely when and are independent respectively dependent on t: We only supply the proof of the lemma assuming that , are independent of t: The general case then follows by introducing the additional variable X n+1 = t. The idea of the proof is to write down explicit expressions for @ (u u ) in terms of derivatives of g and certain processes associated to X(t) and X (t) and then to use Itô's lemma repeatedly. In particular, the stochastic representation formulas for u and u can be expressed as
where X T t (x) is the stochastic process X(T t) which solves (1.17) but with initial condition
can, as we are assuming that i and ij are independent of t, also be interpreted as the stochastic process X(T ) with initial datum X(t) = x resulting in the above expressions for u and u respectively. Using the assumption that i ; ij 2 C 1 b (R n ) it follows, see Theorem 2.1, that X(t) 2 (D 1 ) n . Moreover, the to X(t) associated …rst variation process X (1) 
ij (t)g, which is a stochastic ‡ow, see Section 2.3 in [22] , is in (D 1 ) n n and satis…es, for t > 0, the stochastic di¤erential equation
where ij is the Kronecker delta. Similarly, the to X(t) associated second variational process X (2) (t) = fX (2) ijk (t)g, satis…es, for t > 0, the stochastic di¤erential equation
Finally, the to X(t) associated third and fourth variational processes, X (3) (t) = fX (3.29) respectively. In particular. X (1) ; X (2) ; X (3) and X (4) are matrix valued processes of dimension n n; n n n; n n n n and n n n n n respectively. Moreover, by our assumption on i ; ij , all components of X (1) ; X (2) ; X (3) and X (4) belong to D 1 , see [22] . Let Y (t) := (X(t); X (1) (t); X (2) (t); X (3) (t); X (4) (t)). Then there exist, as i , ij 2 C 1 b (R n ), matrix valued functions M; S 2 C 1 (R n R n n R n n n R n n n n R n n n n n ) such that
where I n denotes the n n identity matrix. In particular, Y (t) is a vector of d(n) := n + n 2 + ::: + n 5 = n(n 5 1)=(n 1) elements. As all components of Y belong to D 1 we see that
We have omitted to explicitly write down the dependency on the initial condition X(0) = x although it should be clear that Y (t) indeed depends on x: For a general multiindex we have
for an appropriate function f . It is worth noting that the Euler approximation of the variational process is equal to the variational process of the Euler approximation, i.e.,
where X (1); (T t) is the continuous Euler approximation of X (1) (T t). To proceed we let, for j j 4, v solve the problem
and we let A ij (y; t) = 1 2
[SS ] ij (y; t) whenever (y; t) 2 R n(n 5 1)=(n 1) R + : (3.35) Furthermore, given a partition we let Y be the to the vector valued process Y , see (3.30), associated continuous Euler approximation and we let M (Y (t); t) and A (Y (t); t) be de…ned in analogue with the de…nitions in (3.1). Arguing as in Lemma 3.3
In particular, we introduce the short notation
for the formula derived in the last display and for an appropriate functions b f : F t denotes the -algebra generated by fW (s) : 0 s tg. Let L denote the operator
Then, again using Itô's lemma we get, for t k s < t k+1 ,
The equality in the last display follows from the fact that M; S 2 C 1 b : The proof of the …rst statement in the lemma is therefore complete. To prove the second statement, we de…ne
Again using itô's lemma we see, for t k s < t k+1 , that
Note that L e f splits into two parts f 1 := ( i i )v and f 2 := v@ (u u ), with v being a smooth, polynomially bounded, function. Terms of type f 1 equals zero for t = t k and using Itô's lemma and the fact that each component of Y belongs to D 1 on [t k ; t k+1 ),
(3.42)
Terms of type f 2 can be treated by using (3.22) and we get
Put together these estimates complete the proof of the second statement in the lemma. The third statement in the lemma follows similarly. We omit the details.
Finally, we note that to prove the following two lemmas one can proceed as in the proof of Lemma 2.5 in [27] . 
Assume that the assumptions in Theorem 3.2 are ful…lled. Let F t denote thealgebra generated by fW (s) : 0 s tg and let the dual functions and 0 satisfy (3.3) and (3.5) . Then
Combining the lemmas above we see that
) :
(3.47) Theorem 3.2 now follows readily from (3.47).
Controlling the discretization error
Using the notation in (3.47) we let, for k 2 f0; :::; N 1g and l 2 f1; :::; M g,
Furthermore, we introduce
We note that E ;M ds can be handled using the techniques brie ‡y described in Section 4 below and therefore we here discuss, following [27] , how to control the error E ;M d in (3.49) and in particular how to use iterative re…nements of the mesh t = ft 0 ; t 1 ; :::; t N g in order ensure that E ;M d is below a pre-speci…ed error tolerance denoted by T OL d : In particular, let at step j in the re…nement procedure, a time discretization t[j] = ft 0 ; t 1 ; :::; t N [j] g of [0; T ] be given and assume that we have generated M [j] trajectories from the underlying model. Let 
is the number of steps of the partition t: In particular, the idea is to minimize the size of t [j] in order to have as few time-steps as possible, i.e., to minimize N [j] while the error
, de…ned in (3.49), is below a given threshold, T OL d , as in the de…nition (3.54) of K [j] . Furthermore, using Lagrange multipliers one can prove that the minimizer equals
The statistical error
Let Y be a random variable de…ned on a probability space ( ; F; P ) and let fY (! l )g M l=1 , ! j 2 , denote M independent samples of Y . We let
Then M(M ; Y ) and S(M ; Y ) denote the sample average and sample standard deviation respectively. Moreover, let = (E(jY E(Y )j 2 )) 1=2 and assume that
Let (z), z 2 R, be the cumulative distribution function for a standard normal random variable with mean 0 and standard deviation equal to 1 and let F Z M (z) = P (Z M z). Then using the Berry-Esséen theorem, see for example Theorem 2.4.10 in [4] ,
In particular, if we introduce the error E S (M ;
Let M = 2 6 where 1 and let be de…ned through the relation (c 0 ) = . Combining the estimates in the last two displays we see that
In particular, if we let 2 14400 and c 0 1:96 then P jE S (M ; Y )j c 0 p M 0:90. Moreover, we can ensure, with high probability, that
where we have used S(M ; Y ) as an approximation of . More details on when this can be done (i.e. the size of M ) can be found in [6] chapter 2 or [24] Section 14.1 and the references therein.
An application: pricing European options in the Hobson-Rogers model for stochastic volatility
In this section we apply the approach outlined in the previous sections to the problem of pricing European options in the setting of the stochastic volatility model proposed by Hobson and Rogers in [11] . In this model the underlying partial di¤erential equation is a degenerate parabolic equation of Kolmogorov type. For comparison we note that the numerical aspects of the pricing of European options in this model have recently also been investigated by Di Francesco, Foschi and Pascucci in [7] and therein the authors develop, in particular, a …nite-di¤erence scheme for the underlying operator tailored to the speci…ed contract. What makes this task more complicated, compared to the case of uniformly elliptic operators, i.e., the case m = n, is that in the case of degenerate parabolic operators of Kolmogorov type, the grids used can no longer be chosen with respect to the Euclidean geometry. Instead one has to investigate the geometry induced by the underlying Lie-group structure. As stated in the introduction, by going down the stochastic route one can circumvent all explicit problems related to the presence of a more involved Lie-group structure.
To proceed we next brie ‡y outline the Hobson-Rogers model but for full details we refer the reader to [11] . Let T 2 R + ; the time to maturity, be …xed and let W (t); t 2 [0; T ], be a standard one-dimensional Brownian motion de…ned on a probability space ( ; F; fF t g; P ). Let S(t) denote the price of an asset at time t 2 [0; T ] and let r denote the risk-free short rate. For t 2 [0; T ] we introduce the discounted log-price Z(t) = log(e rt S(t)) and, for …xed > 0,
D(t) can be thought of as a measure of the deviation of the discounted log-price Z(t) from a trend and is the rate at which information from the past is discounted. Moreover we assume that dZ(t) = (D(t))dt + (D(t))dW (t) (5.2) where and are deterministic functions and is positive. Using a Girsanov transformation one can prove, see Section 4.1 in [11] , that there exists a new probability space on which
In (5.3), W (t); t 2 [0; T ], now denotes a Brownian motion on the new probability space. We next introduce U (t) = Z(t) D(t), t 2 [0; T ]; and we note that
For simplicity we in the following assume that r = 0: Using this notation, and after these transformations, we see that the pay-o¤ for a European option, originally written on S, become g(z; ) in the variables z, . Hence, the price of this option, at time t 2 [0; T ], is, as r = 0, given by u(Z(t); U (t); t) = E[g(Z(T ); U (T ))jF t ]: Furthermore, using the Feynman-Kac's formula we can conclude, if we assume appropriate regularity on and g, that u is the solution to
Recall that a degenerate parabolic operator of Kolmogorov type is an operator of the form
and if we let @ 1 = @ @z ; @ 2 = @ @u then we see that (5.5 ) is a degenerate parabolic operator of Kolmogorov type with m = 1; n = 2;
Furthermore, for (z; u) …xed we see that the operator in (5.5) satis…es the condition in (1.9) which ensure that the operator is hypoelliptic. In particular, if and g are such that Assumption 3.1 is satis…ed, then we can apply the methodology outlined in the previous sections.
To completely specify our numerical application we in the following focus on a particular problem assuming that the Hobson-Rogers model is valid. In particular, as in [11] and [7] we assume, for some large positive constant M , that
where > 0, > 0. The cuto¤ is necessary to avoid Z and U from exploding. By using a smooth approximation of in a neighborhood of the cuto¤ we are still able to use the algorithm. We set g(z; u) = (K e z ) + which corresponds to a European put option with strike K: Likewise we use a smooth approximation of g in a neighborhood of the cusp 1 Thus Z(0) = 0; and U (0) = 0:1: We will consider two cases, in the …rst case = 0:2 and T = 0:25 and in the second case = 0:7 and T = 0:75. Our goal is to approximate E[g(Z(T ))] := E[(1 e Z(T ) ) + ] with a prescribed accuracy T OL and the results are presented in table 1 and table 2 . Recall the dual functions and 0 de…ned in (3.3)-(3.5) which in turn are used to compute the error functions as in (3.48) . To approximate E[g(Z(T ))] we perform a Monte Carlo simulation, using antithetic variates, see [10] . In particular, assume that we have a discretization = ft k g N k=1 of [0; T ] and that we have computed samples Z (t k ; ! l ) M l=1 from Z (t k ), for k = 1; :::; N , using the discrete Euler approximation, see (1.19) . Then
(1 e Z (T;! l ) ) + : (5.11)
As outlined in the previous sections, this approximation induces the three errors, due to the use of …nite samples of g(Z (T; ! l )): We wish to get below a pre-speci…ed accuracy T OL and we divide our tolerance into three pieces, one for each error above. That is, we set T OL = T OL ds + T OL d + T OL s : To be more precise we set T OL ds = T OL=9, T OL d = 2T OL=9 and T OL s = 2T OL=3:
We are now ready to set up an algorithm for this problem. In the following we have chosen to formulate the algorithm using a number of sub-algorithms. The exact details of these subalgorithms can be found in the appendix. The results from applying the algorithm are shown in table 1 and table 2 . Error % is the tolerance level T OL which we have as input in algorithm Adaptive, given in percent of the true value of the price. The reference value, or 'true value', of the price was obtained by repeatedly using Monte Carlo simulations with antithetic variates simulating 2 10 9 realizations. The discretization of the time interval was unifom with N = 50: It seemed to produce an estimate of the price, good enough, for us to talk about a relative error of 0:1%. M (0) and N (0) are the starting values for M -the number of realizations f! l g M l=1 , and N -the number of points in the discretization = ft k g N k=1 :
We emphasize the importance of not choosing M (0) and N (0) at random. As pointed out in Remark A.2 we choose M (0) 14400 6 where is the third central moment. To do this we …rst simply approximate using a Monte Carlo simulation. Since we do not control the error we might, for example, double this value, or in some other way make sure we do not underestimate , when choosing M are controlled in the order indicated above. The rightmost column …nally shows the true error in percent of the true value. Table 3 then visualizes how the algorithm iterates to bound the errors for = 0:7, T = 0:75 and for a relative error tolerance T OL of 0:1%: Furthermore, the re…nement of the mesh is visualized in Figure 1 Table 3 : The iteration procedure for = 0:7; T = 0:75 when the input tolerance is 0:1%:
Finally, we brie ‡y emphasize that the algorithm we have presented is applicable in situations far more general than the one considered in the example above and this is di¤erent compared to [7] were the …nite-di¤erence schemes have to be sort of tailored to the operator at hand. The drawback of the algorithm outlined, in the case of option pricing when the pay-o¤ usually is only Lipschitz, is that in Theorem 3.2 we assume i ; ij 2 C 1 b (R n R + ) for all i 2 f1; ::; ng; j 2 f1; ::; mg and that g 2 C 1 p (R n ): As previously pointed out, we can in some cases circumvent this problem. The real problem is when we have a jump discontinuity as we then have to smooth out the pay-o¤ in an "neighborhood at the expense of creating large partial derivatives. Whether or not these derivatives can be suppressed, using ", depends on the problem at hand. 
Concluding remarks
In this paper we have shown how to use a posteriori error estimates and adaptive weak approximations of stochastic di¤erential equations to numerically solve, with control of the timediscretization error and the statistical errors, the backward in time Cauchy problem for a general class of second order degenerate parabolic partial di¤erential operators of Kolmogorov type. Moreover, we have demonstrated the e¤ectiveness of the methodology outlined when pricing European derivatives in the framework of the stochastic volatility model suggested by Hobson and Rogers, see [11] . In particular, we have compared the e¢ ciency of our method to …nite-di¤erence methods recently developed in [7] . This comparison highlights an important advantage of the method outlined in this paper, compared to several other techniques, and that is that one can ensure, with high probability, that the method presented here produces a result, given a user de…ned error tolerance, which is within the error tolerance of the correct value. Furthermore, the algorithms considered are generally applicable to the large class of second order degenerate parabolic partial di¤erential operators of Kolmogorov type.
The interested reader might have noted that in [27] two algorithms are presented, one with deterministic time steps and one with stochastic time steps. The adaptive algorithm with stochastic time steps can also be proved for degenerate parabolic equations of Kolmogorov type. We have chosen not to include it in our paper, since the expected number of time steps is larger in the stochastic time step algorithm at the same time as the error functions are more complicated than in the deterministic algorithm. However, if the coe¢ cients i (x; t) and
ij (x; t) has a singularity at x 0 the stochastic time step algorithm is likely to perform better. The bene…t of using the stochastic time step algorithm comes from the fact that if X (t k ; ! l ) is near x 0 one only has to re…ne the mesh at t k for the realization ! l instead of re…ning the mesh at t k for all realizations:
A Algorithms
For the convenience of the reader we include, in detail, the algorithms used in the numerical example. These algorithms were introduced in [27] and while we have made some changes concerning how to choose M [0] and ; see Remark A.2, they are essentially the same. Finally, we note that to speed up computations various variance reduction techniques might be used. In our example we used antithetic variates. More information on this are available in, for example, [6, 10] and the references therein.
A.1 Auxiliary algorithm
Our …rst task is to use the Euler scheme de…ned in (1.19) to approximate X(t): This is made in algorithm Euler.
Algorithm Euler Purpose: Compute M realizations of the discrete Euler approximation X (t) of X(t) 2 R n .
Input:
M -number of realizations m-dimension of the Wiener process driving X x = X(0)-intitial value t = [t 0 ; :::; t N ]-a discretization of [0; T ] Output: X i (t k ; ! l ), i = 1; ::; n, k = 1; :::; N and l = 1; :::; M Method: t i = t i+1 t i , Compute an N M m matrix W whose components W ik 2 R m are independent samples from N m (0; I m t k ). Use the Euler scheme (1.19) to compute X i (t k ; ! l ) for i = 1; ::; n, k = 1; :::; N and l = 1; :::; M .
A.2 Reliability of estimates -statistical error control
We propose two algorithms, algorithm StatisticalError and algorithm ChangeM, which combined will control the statistical error in accordance with Section 4.
