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We study the transport of bacteria in a porous media modeled by a square channel containing one cylindrical
obstacle via molecular dynamics simulations coupled to a lattice Boltzmann fluid. Our bacteria model is a rod-
shaped rigid body which is propelled by a force-free mechanism. To account for the behavior of living bacteria,
the model also incorporates a run-and-tumble process. The model bacteria are capable of hydrodynamically
interacting with both of the channel walls and the obstacle. This enables the bacteria to get reoriented when
experiencing a shear-flow. We demonstrate that this model is capable of reproducing the bacterial accumulation
on the rear side of an obstacle, as has recently been experimentally observed by [G. L. Miño, et al., Advances in
Microbiology 8, 451 (2018)] using E.coli bacteria. By systematically varying the external flow strength and the
motility of the bacteria, we resolve the interplay between the local flow strength and the swimming characteristics
that lead to the accumulation. Moreover, by changing the geometry of the channel, we also reveal the important
role of the interactions between the bacteria and the confining walls for the accumulation process.
I. INTRODUCTION
A growing number of emergent technologies take advantage
of bacteria metabolisms to provide novel, environmentally-
friendly, and more efficient alternatives to classical physico-
chemical methods. This is, for example, the case in the fields
of pollution reduction [1, 2], oil recovery [3–5] biocalcification
for soil reinforcement [6, 7], or to heal cement cracks [8, 9].
However, one of the problems researchers face when trying
to optimize these processes is the limited understanding of
the role that bacterial motility plays at the pore scale [10–12].
Indeed, we know now that flagellated microorganisms such
as E.coli or sperm cells display a great variety of swimming
behaviors like upstream motions [13–15], drift trajectories on
surfaces [16, 17] or helicoidal trajectories in a flow [18, 19].
These motions contribute significantly in the trapping of bac-
teria in pores as well as in determining their hydrodynamic
dispersion [20]. The aim of this work is to elucidate the im-
portant role that motility and geometric confinement play at
the pore scale for the accumulation of bacteria on surfaces in
a complex geometry.
Our model for a microporous environment consists of a
cylindrical obstacle placed under a microfluidic flow, mimick-
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ing the experimental setup of Ref. [21]. This geometry has
been chosen because it contains the basic ingredients found
in porous media: solid surfaces, velocities that vary along
the stream lines, and stagnant flow zones (regions of low ve-
locities). The referred experimental article will also serve to
validate our simulation approach. Our model for E.coli bac-
teria is based on the one proposed in Ref. [22]. Here we
couple hundreds of these dipolar force-free swimmers to a
lattice-Boltzmann fluid to capture the hydrodynamic interac-
tions between bacteria and a fluid, e.g., water. We are thus able
to follow single bacterial trajectories in detail, and by doing
this for a sufficient number of trajectories we can study the
bacterial distribution in our flow cell.
After having validated our simulation method, we will fur-
ther investigate the influence of the local flow speed on the
accumulation of the swimmers on the confining walls by vary-
ing the external flow strength. This can be easily done as we
have full control over the flow boundary conditions. Since
the change in confinement can alter the swimming trajectory,
we also compare a vertically open system against the confined
system. This sheds light on trajectories that swimmers make
when arriving at the obstacle, and thus on the role of the bac-
terial interactions with the confining walls. Next, the effect
of the run-and-tumble motion on the bacterial accumulation
is investigated, by changing the persistent swimming length
scale from almost passive Brownian particles to very persistent
swimmers that rarely change their swimming directions. We
discuss the optimal persistence in swimming that maximizes
the accumulation. We also find that a non-convex boundary is
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2FIG. 1. The simulation set-up consists of a rectangular fluid-filled channel of size (L,W,H) = (500 µm, 200 µm, 20 µm) with a cylindrical
obstacle of radius 80 µm placed at the center of the box. Inside the channel are up to 159 swimmers, each consisting of five interaction sites with
the lattice-Boltzmann fluid, that are capable of performing run-and-tumble motions as indicated on the inset. The fluid is driven by an external
force density. The stream lines and the colormap represent the driven flow-field projected on to the xy-plane normalized by the swimming
speed Us.
better suited to confine the accumulated swimmers for a longer
time.
The paper is organized as follows. In Section II, we ex-
plain the simulation details, i.e., the system geometry, the flow
dynamics, and the swimmer model. Section III starts with
demonstrating that our results are comparable with the exist-
ing experimental observation. We then further discuss the
various factors that can affect bacterial accumulation. The
paper ends with our concluding remarks in Section IV.
II. SIMULATION SET-UP
A. Geometry and flow simulation
The boundary geometry for the fluid and the bacteria is set
up according to the experimental design in Miño et al. [21]
as shown in Fig. 1. It comprises a rectangular channel of size
L×W×H and a cylindrical obstacle of radius R at the center
of the box, which we define as the origin of our coordinate
system. The frame of reference is the laboratory frame.
We solve the dynamic flow problem by means of the lattice-
Boltzmann (LB) method [23, 24] which can be regarded as a
Navier-Stokes solver. The advantages of the algorithm are the
simple implementation of complex boundary conditions and
the possibility to couple the fluid simulation to the molecu-
lar dynamics simulation of the swimmers. Periodic boundary
conditions are used along the x-direction, and a no-slip bound-
ary condition is imposed on the top and bottom surfaces (at
z = −H/2 and z = H/2), on the lateral walls (at y = −W/2
and y = W/2) of the flow cell, and on the surface of the cylin-
drical obstacle. The flow is driven through the channel by
applying a constant force density onto each lattice-Boltzmann
node. To test the correctness of our LB implementation and to
investigate the severity of grid artifacts we performed a com-
putational fluid dynamics simulation of the channel using a
finite element method. The comparison can be found in the
supplementary material.
The system’s geometry and the resulting flow field are de-
picted in Fig. 1. We characterize the flow strength by the aver-
age value uavg := 1W×H
∫ H/2
−H/2
∫ W
2
−W
2
u(x = 250 µm, y, z)dy dz,
i.e., measured at the outlet of the channel. For all performed
simulations, the Reynolds number of the flow is very small
Re ∼ 10−2. This is manifested through the spatial symmetries
of the flow field with respect to the center of the box. Note that
from now on, we always normalize the flow strength by the
swimming speed Us of our model bacteria unless otherwise
stated.
B. Swimmer model
In order to reproduce the elongated shape of E.colithe bacte-
ria are modeled as a rigid collection of five aligned molecular
dynamics particles (see Fig. 1). A detailed description of the
model is given in Ref. [22].
A short ranged non-bonded Weeks-Chandler-Anderson in-
teraction potential between the particles making up a swimmer
is used to incorporate the swimmers’ excluded volume. The
body extension is ls ∼ 5 µm, and the flagella are not mod-
elled explicitly. All molecular dynamics particles are coupled
to the underlying lattice Boltzmann fluid via a point-friction
coupling scheme according to Ref. [25–28].
3The swimmers perform a run-and-tumble motion as ob-
served in some flagellated bacteria like E.coli. The dynamics
are characterized by straight swimming phases (runs), inter-
rupted by sudden changes in direction (tumbles) [29–31].
Straight swimming motion is, in the present study, obtained
by applying a body-fixed force along the main axis of the
swimmer. To ensure the force-free swimming mechanism and
to mimic the propulsion by flagella rotation, a counter force
of equal strength but opposite direction is applied to the fluid
behind the swimmer [22]. During the runs, the swimmers can
thus be understood as a force-dipole pusher with a constant
swimming velocity Us [27, 28]. The numerical parameters
(listed in the electronic supplementary information (ESI) [32])
are chosen such that Us = 24 µm/s, which is very close to the
average velocity of the bacteria used by Miño et al. [21].
A tumbling motion is initiated by applying two opposite
forces at the two terminating molecular dynamics particles
of the swimmer, perpendicular to the swimmer’s long axis.
The two opposite forces create a rotating torque. Again, both
forces are balanced by counter-forces on the fluid away from
the swimmer to ensure a net-torque-free rotation.
During the simulation, the durations of run and tumble
phases, as well as the tumble angles, are randomly drawn
from the respective distributions. They reproduce the correct
statistics of the run-and-tumble motion such that the average
run and tumble durations are Tr = 1 s and Tt = 0.1 s, re-
spectively [29–31]. Also note that rotation or translation of
a swimmer through thermal noise is not considered in our
study since the effects of thermal diffusion are several orders
of magnitude lower than those of the run-and-tumble motion.
The swimmers’ motion can be characterized by a swimming
Péclet number
Pes =
lper
ls
=
2UsTr
ls
, (1)
which represents the persistent swimming length lper in rela-
tion to the body length ls (see ESI [32] for the derivation of
the second equality.). In our simulations, lper = 24 µm and
Pes = 4.8, unless otherwise stated.
We introduce N = 159 swimmers to the system to achieve
the low density of bacteria used in [21]. In the following we
analyze the swimmer distribution in the channel in various
situations. We hence define the swimmer distribution ρ(r) as
ρ(r) = 1
T
N∑
i=1
∫ T
0
δ3(ri(t) − r)dt , (2)
where ri(t) is the ith swimmer’s position at time t, andT the to-
tal simulation length. It is a time-averaged one-particle distri-
bution. The projection onto the xy-plane is then done by taking
the average over the z-direction: ρ(x, y) = 1H
∫ H/2
−H/2 ρ(r)dz.
We make the swimmer distribution ρ(r) dimensionless by
normalizing it with the homogeneous swimmer density ρh =
N/Vbox, whereVbox is the volume of the simulation box that is
accessible to swimmers, i.e., excluding the volume occupied
by the obstacle.
Here, we define some quantities that are useful in de-
scribing our observation. The swimmer distribution around
the obstacle ρobs(θ) as a function of polar angle θ is
given by ρobs(θ) = 1850 µm2
∫ 90 µm
80 µm ρ(r, θ)r dr . Similarly, the
swimmer distribution on the lateral walls ρwall(x) at y =
−W/2 and y = W/2 as a function of lateral position x is
ρwall(x) = 12×10 µm (
∫ −90 µm
−100 µm ρ(x, y)dy +
∫ 100 µm
90 µm ρ(x, y)dy).
Consequently, we calculate the swimmer density behind the
obstacle using ρbehind
obs
= 1pi
∫ 2pi
pi
ρobs(θ)dθ and on the lateral
walls using ρwall = 1L
∫ L/2
−L/2 ρwall(x)dx.
III. RESULTS
A. Accumulation is caused by niches
Figure 2 shows the spatial distribution of swimmers calcu-
lated using Eq. (2) inside the system box for different flow
conditions. Furthermore, Fig. 3(a) and Fig. 4 quantitatively
present the spatial distribution of the swimmers around the
obstacle and on the lateral walls, respectively. Notice first that,
in the absence of flow, a significantly large fraction of swim-
mers (i.e., ρ > ρh) is distributed both on the lateral walls and
around the obstacle. The bulges of the blue curve in Fig. 3(a)
at θ = 0◦ and 180◦, as well as that of the blue curve in Fig. 4 at
x = 0 show a small enhancement of the accumulation at places
where the obstacle and the lateral walls are closest. We refer
to these regions as constrictions. The homogeneous swimmer
accumulation on the surfaces, i.e., both on the lateral walls and
on the obstacle, is to be expected [33–36], since at the cho-
sen swimming Péclet number, the persistent swimming length
scale (lper = 24 µm) is comparable to the length scales in the
channel; because the swimmers swim in all possible directions
with equal probability, at some point they will touch a surface
and stay there until tumble events orient their swimming di-
rections away from the surface.
Additionally, we observe that more swimmers are accumu-
lated on the lateral walls than around the obstacle. This can
be explained by the geometric characteristics of the surfaces.
The obstacle is a convex surface, and not capable of containing
swimmers for as long as the flat walls can do. We attribute
this to the simple fact that the swimmers will depart from any
convex surface merely by swimming straight in any direction
that was initially tangent to the surface. The influence of the
convexity will become more significant with increasing Pes.
Introducing an external flow, wemeasure an inhomogeneous
distribution of swimmers on the surfaces. A larger number of
swimmers accumulates on the downstream side of the obsta-
cle while the density of swimmers on the upstream side of the
obstacle is reduced, falling below the homogeneous swimmer
density ρh. For uavg/Us = 0.2 nearly three times more swim-
mers per unit of volume are located at the rear of the obstacle
than anywhere else in the fluid. This finding is in agreement
with the observation made in the experiment Miño et al. [21].
We furthermore find that stronger flow velocities reduce the
extension of the regions where the accumulation is observed.
Consequently, the swimmer densities ρbehind
obs
behind the ob-
stacle and ρwall on the lateral walls reduce with increasing
4(a) uavg/Us =0.0
u < Us
(b) uavg/Us =0.4
u > Us
(c) uavg/Us =0.8
u > Us
(d) uavg/Us =1.2
u > Us
0 2 4 6
ρ(x, y)/ρh
FIG. 2. The swimmer distribution ρ(x, y) normalized with the homogeneous swimmer distribution ρh in the channel for various external flow
inputs. The dashed lines are contours, separating the regions where the magnitude of flow velocity u(x, y), averaged in the z-direction, is greater
than the magnitude of the swimming velocity Us.
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FIG. 3. The normalized swimmer distribution around the obstacle
ρobs/ρh in (a) the simulation and (b) the experiment (Ref. [21]) as a
function of the polar angle around the center of the obstacle. θ = 0
and 180 correspond to the lateral sides, and θ = 90◦ and θ = 270◦ to
the upstream and downstream sides, respectively. The blue, orange
and red lines in (a) stand for the velocity ratios uavg/Us = 0.0, 0.4,
and 1.2.
external flow strength, as indicated by the solid lines in Fig. 5.
To explain this, we mark the regions where the magnitude of
the local flow velocity is higher than the swimming velocity
Us in Fig. 2. For uavg/Us < 1.0, the regions where u > Us are
localized in the constrictions. At the strongest external flow
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FIG. 4. The normalized swimmer distribution along the lateral walls
ρw/ρh for different flow velocities. The blue, orange and red lines
stand for uavg/Us = 0.0, 0.4, and 1.2, respectively.
(uavg/Us = 1.2), the region covers the entire channel apart
from two small domains located at the rear and front of the
obstacle, and parts of the lateral walls located away from the
constrictions.
Higher local flow speed regions act as one way streets; all
swimmers are moving down-stream regardless of their swim-
ming direction, since they cannot compete with the flow. The
borders of the stronger flow regions therefore act as a “niches”
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FIG. 5. Main: The average swimmer density ρbehind
obs
behind the
obstacle (blue solid line), and ρwall on the walls (orange solid line)
as a function of the external flow strength uavg/Us in the presence
of the lateral walls, as well as the average swimmer density behind
the obstacle in the absence of the lateral walls (red dashed line). Top
inset: the flow velocity u(θ, r = 34σ)/uavg around the obstacle as
a function of polar angle θ for both cases, with (blue), and without
(red) the lateral walls.
FIG. 6. Blue solid line: The ratio of the number Eup of events
where upstream swimmers enter behind the obstacle to that of E
events where swimmers enter behind the obstacle regardless of their
swimming directions. Red: The time averaged ratio of the number
Nup of swimmers that swim upstream in the whole system to the total
number N of swimmers. A swimmer is counted as upstreaming if the
x-component of its velocity in the laboratory frame is non-positive.
Inset: A schematic visualization of events E and Eup.
in which the upstream swimmers stay until they reorient. This
effect leads to an asymmetric distribution of swimmers, with
a higher density in the right half of the channel.
The niche argument implies that many swimmers that ac-
cumulate behind the obstacle are swimming against the local
flow direction. To support this argument we calculate, as
shown in Fig. 6, the ratio of the number Eup of events where
a swimmer enters the accumulation region by swimming up-
stream to the total numberE of entering events. This ratio stays
roughly constant at a high value of about 70% irrespectively
of the increasing external flow. This is in contrast to the ratio
of upstream swimming bacteria in the whole system (Nup/N),
which decreases monotonically with increasing external flow.
From the two curves we can conclude that the smaller number
of accumulated swimmers behind the obstacle is due to the
fact that the total number of swimmers that are capable of ac-
cumulating is reduced. The mechanism of accumulation itself
(upstream swimming into niches) remains unaltered despite
the increasing external flow.
The accumulation behind the obstacle (blue curve in Fig. 5)
displays a non-monotonic behavior which can be explained as
follows. With a very weak external flow, the available space
for the swimmers to accumulate is relatively large. The num-
ber of swimmers reaching the rear is thus reduced, because
a large fraction is accumulated elsewhere. The accumulation
exhibits a maximum around uavg/Us = 0.2. This value coin-
cides with the flow strength at which the local flow speed at
the constriction becomes larger than the bacterial swimming
speed. The one way street mechanism now leads to the maxi-
mum accumulation because the constrictions effectively block
the upstream swimmers but the overall flow speed is not yet
strong enough to flush the swimmers. With a further increase
of the external flow strength, the size of the niche shrinks, as
can be observed in Fig. 2. Naturally, this limits the accessible
surface area, and therefore the accumulation decreases.
B. Role of lateral walls on accumulation
In this part we will analyze in detail the effects that the
lateral walls play in the bacterial accumulation. Looking back
again into Figure 2, we also note the preferential accumulation
of the bacteria in the right half of the channel. This means
that the niche argument also applies to the accumulation on
the lateral walls. Moreover, a significant number of bacteria
accumulate on the walls regardless of external flow strength.
We argue that these accumulated swimmers on the walls can
potentially migrate to the obstacle.
Due to the geometry, the lateral walls orient the swimmers to
the±x directions as they slide along. The upstreaming fraction
can travel along the channel even under strong external flow,
as the no-slip boundary condition provides niches of low flow
velocities. Using this route, a swimmer can move up to the
constriction with a high probability. Behind the constriction,
the streamlines fan out and depart from the wall. This flow
away from the walls causes the bacteria to reorient and turn
towards to the cylinder, as can be seen in Vid. S1, ESI[32].
The swimmers’ transitions from one surface to another can
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FIG. 7. Transition rates Ko,o for the from-obstacle-to-obstacle and
Kw,o for the from-wall-to-obstacle as a function of external flow
strength. The green curve represents the combined number of transi-
tions per second.
be easily calculated from the trajectories, and the results are
displayed in Fig. 7. In Fig. 7 one can see that the from-wall-
to-obstacle transition Kw,o happens more often than the from-
obstacle-to-obstacle transition Ko,o across the board. Thus,
without lateral walls, one may expect a smaller accumulation
around the obstacle.
To quantify our argument above, we also performed a
new set of simulations in which the lateral walls were re-
moved and replaced by a periodic boundary condition in
the y direction. To make the new system as comparable
to the one with walls, the system size is also changed to
(L,W,H) = (500 µm, 500 µm, 20 µm). In addition, we adjusted
the force densities, such that the flow velocity and profile
around the obstacle are as close as possible to the original ge-
ometry (see the top right inset in Fig. 5). The total number of
swimmers is changed from 159 to 248 to obtain better statis-
tics. Notice that the change in the total number of swimmers
does not affect the overall dynamics of the total system since
we remain in the low density limit.
In the absence of lateral walls, only a relatively minor ac-
cumulation behind the obstacle is found, except for the first
two smallest external flow conditions as represented by the red
dashed line in Fig. 5. This is because with a very weak external
flow strength, the swimmers can accumulate on any surface.
Without the lateral walls, it is natural that more swimmers
accumulate at the cylinder. The swimmers without a lateral
confinement will only end up behind the obstacle if a tumble
happens at the right time with the right angle to allow them to
come close to the surface of the obstacle. Therefore, for most
of the time, the bacteria are just following the fluid flow.
Notice also that in Fig. 7 the green curve, i.e., the total
number of transitions per second, as well as the from-wall-
to-obstacle transition Kw,o as a function of the external flow
strength resemble that of the normalized swimmer density
in Fig. 5. To explain this we resort to Fig. 4. If the external
flow strength is very weak, the swimmers on the walls are
distributed rather homogeneously, meaning that many of the
swimmers are located far away from the obstacle. The migra-
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FIG. 8. The normalized swimmer density ρbehind
obs
/ρh behind the
obstacle (blue solid line) and ρwall/ρh on the lateral walls (orange
solid line) as a function of the swimming Péclet number Pes
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FIG. 9. Transition rates for the from-obstacle-to-obstacle Ko,o and
for the from-wall-to-obstacle rate Kw,o as a function of the swimming
Péclet numberPes. The green curve represents the combined number
of transitions per second.
tion from the walls to the obstacle, consequently, happens less
frequently. As the external flow gets stronger, however, the
swimmers preferably accumulate on the wall at x ∼ 120 µm,
which is close to the obstacle. Now the swimmers have to
overcome a shorter distance to arrive at the obstacle, which
enhances the from-wall-to-obstacle transition Kw,o.
C. Influence of swimming characteristics
In order to understand the physics behind the bacterial ac-
cumulation mechanisms better, we also investigate the influ-
ence of the swimming Péclet number Pes. We change the
average run duration, effectively altering the persistent swim-
ming length. We keep the external flow strength fixed at
uavg = 0.6Us. In Fig. 8 we display the swimmer densities
behind the obstacle and on the lateral walls as a function of
Pes ∈ [0.8, 100]. Intriguingly, the swimmer accumulation
behind the obstacle peaks, and then decreases, whereas the
bacterial density on the walls monotonically increases. Both
7phenomena can be explained in terms of the persistent swim-
ming length of the bacterial motion. When Pes is very small,
the behavior of the swimmers is similar to Brownian motion
of passive particles. As they change their direction rapidly,
their swimming only leads to enhanced diffusion, but not to
persistent motion. For a visualisation of this effect we refer to
Vid. 2, ESI [32]. The lack of persistent motion yields a very
small accumulation density on the boundaries.
AsPes increases, the swimmers start showing an increasing
persistent and directed motility that allows them to swim for a
sufficient amount of time to reach the boundaries.
With a very large Pes > 18, however, the situations on
the walls and behind the obstacle start diverging. This is
primarily due to the shape of the boundaries as mentioned
in Section III A. The swimmers with very high Pes number
rarely change their directions. Therefore, the walls can trap
swimmers much longer than the obstacle due to its convex
surface.
The swimming Péclet number plays a substantial role in the
transition behavior as well (see Fig. 9). As Pes gets larger, the
migration from the walls to the obstacle happens more often.
On the other hand, the from-obstacle-to-obstacle transition
happens less frequent with increasing Pes. One shall keep in
mind, however, that this transition at a very smallPes is a rather
trivial transition. At very small Pes a swimmer is essentially
a passive Brownian particle, jiggering back and forth to the
obstacle, making a number of meaningless “transitions”. Such
transitions, however, become less probable as Pes increases.
The number of transitions per second in Fig. 9 also increase
with growing Pes until Pes = 35.3, and then start decreasing.
Fixed by the system’s geometry, we can find the optimal swim-
ming Péclet number for the accumulation behind the obstacle
around Pes ∼ 20 (i.e. for lper = 100 µm ) from Figs. 8 and 9.
D. Limits of the coarse-grained bacterial model
Our bacterial model and the simulation could reproduce
qualitatively the preferred accumulation behind the obstacle
as observed in the experiment of Miño et al. [21], but there
remains a quantitative discrepancy. The simulations overall
yielded a smaller accumulation density around the obstacle
than found in the experiment. In the simulation, the swimmers
were mostly washed away when the average flow speed ex-
ceeded uavg = 1.2Us, whereas in the experiment, the bacteria
could manage to accumulate even under a stronger external
flow of uavg ∼ 2.2Us. The difference in accumulation density
was found particularly pronounced in front of the obstacle.
Despite the fact that one should not over-interpret results ob-
tained by coarse-grained models, we present three reasons for
this discrepancy. First, the swimming speed of our bacterial
model was kept constant in the simulation in order to achieve
a better understanding of the interplay between the local flow
field and the swimmers’ motility. In the experiment, the bacte-
rial swimming speed distribution follows a half-normal distri-
bution with a standard deviation that is roughly of size Us [21].
This means that numerous bacteria are able to swim faster
thanUs and therefore more of them can accumulate behind the
obstacle. In addition to this, the discrepancy may also be due
to the fact that we did not introduce any attractive interaction
between the swimmers and the boundaries. It is well known
that E.coli can adhere to surfaces via a short range electrostatic
interaction [37, 38], and they also can interact with the obsta-
cle via pili. Finally, we neglected the rotation of the bacterial
body around its main axis and the counter-rotation of the flag-
ella that causes the bacteria to swim in circular trajectories on
surfaces [16]. This will result in a lower effective diffusivity,
and can cause the bacteria to explore less space in a given time
compared to straight swimming. In front of the obstacle, bac-
teria will escape the region of small flow by swimming in any
direction (except straight into the cylinder), so only circular
swimming could cause the prolonged residence time in this
area.
IV. CONCLUSIONS
Our conclusions are twofold. First, our simulations demon-
strated that motile microorganisms preferably accumulate in
regions where the fluid speed is lower than the swimming
speed. For the geometry considered here, such zones are
located behind the obstacle (in direction of the external force
density). The size of these trapping zone decreases as the fluid
velocity increases. The confinement by lateral walls also plays
a substantial role on the swimmer accumulation behind the
obstacle. These walls produce additional zones of small fluid
velocity due to the no-slip boundary condition which provide
a pathway for the bacteria to swim upstream. This mechanism
is an important element since it allows swimmers to come
closer to the constrictions, from which the swimmers can
migrate to the obstacle. Finally, we observe that an optimal
bacterial accumulation can be obtained when the persistence
length of the swimmer is of the order of the size of the pore.
These observations can help to design and optimize strategies
to sort and trap microorganisms. It also can reveal insights
into the physical mechanisms important for the filtration of
motile bacteria in porous media.
Second, our study shows that the bacterial model coupled
to a LB fluid in a microporous channel is an efficient
technique to simulate motile microorganisms at the pore
scale including hydrodynamic interactions. The LB method
enables us, in principle, to consider arbitrary complex 3D
pore geometries and flow conditions [39] easily. A strong
advantage of the model is the ability to simulate many
interacting micro swimmers, opening up the possibility to
study collective effects in denser solutions. The bacterial
swimming characteristics can be easily adapted to reproduce
other types of bacteria. In the present article, the swimmers
are of the pusher type, like E.coli, but the method can be
implemented to consider neutral swimmers or pullers as
well. Some algae, for example, fall into the last category.
Another advantage of our model is that the persistence
swimming time and the tumbling dynamics can also be
modified to incorporate more complex stochastic dynamics.
8In total our model could be easily extended to investigate
other important systems from the point of view of applications.
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2I. PARAMETER CHOICE
The parameters for the lattice Boltzmann simulations are:
LB grid spacing: ∆x = 1,
LB time step: τ = 1,
LB fluid density: ρ = 1,
LB kinematic viscosity: η = 0.1,
LB bare friction coefficient: ξ = 0.25.
On top of the LB, theMD simulation is running to compute the swimmers’ equations of motions.
The effective size of a single bead that occupy the space is realized by theWeeks-Chandler-Andersen
(WCA) potential [1]:
MD time step: ∆t =
τ
5
= 0.2,
Effective diameter of a bead: σ = ∆x = 1,
WCA potential strength:  = 1,
WCA cutoff radius: r0 = 2
1
6∆x.
At a low Reynolds number, the flow velocity scales linearly with the external force density.
In the case where the system is (L,H,W) = (500 µm, 200 µm, 20 µm) with a periodic boundary
condition in the x direction, the average flow speed in the channel uavg is given by
uavg = 17.7 × force density. (1)
On the other hand, when the system is constructed as (L,H,W) = (500 µm, 500 µm, 20 µm) with a
periodic boundary condition in the x and y directions, the average flow speed uavg scales
uavg = 40.1 × force density. (2)
As such the swimmer speed is determined by the dipole force strengh fdp with a scaling factor, i.e.,
the effective friction ξeff
Us = ξeff fdp, (3)
where
Us = 6.67 × 10−5
fdp = 7.52 × 10−5
ξeff = 0.89.
(4)
3The dimensionless parameters above can be related to those of the experiment done by Miño
et al. by specifying conversion factors for the length Cs, time Ct , and mass Cm.
Starting with the length conversion factor, we match the radius of the obstacle:
Radius: R = 32σ = 80 µm,
which yield us the length conversion factor:
Cx = 2.5 µm.
The mass conversion factor can be found by matching the LB fluid density with the density of
water:
10−15 kg/µm3 = 1Cρ = 1Cm
C3x
→ Cm = 1.56 × 10−14 kg.
The last conversion factor, the time, can be found by comparing the time scales of the simulation
and the experiment. We relate the swimmer’s swimming velocity. E.coli bacteria swim at around
24 µm/s. In our simulations, our swimmers swim atUs = 6.67 × 10−5CmCτ , thus the time conversion
factor is
24 µm/s = 6.67 × 10−5Cm
Cτ
→ Cτ = 6.94 × 10−6 s.
Note that this time conversion factor is 10 times larger than the value that one would have obtained
via the viscosity of water. This is because we scale up the velocities of the experiment by a factor
of 10. It is possible as long as the system is at sufficiently low Reynolds numbers (Re). Our
simulation and the experiment show Re ∼ 10−2 and ∼ 10−3, respectively.
These three conversion factors uniquely map any number that carry a dimensionality in our
simulation to its physical counterpart.
II. DERIVATION OF THE SWIMMING PÉCLET NUMBER
The formal definition of the swimming Péclet number is
Pes :=
UeffTc
ls
, (5)
4where Tc and Ueff are the correlation time and the effective swimming speed, respectively, which
are given by [3]
Tc =
Tr + Tt
1 − 〈cos θ〉 , (6)
Ueff =
Tr
Tr + Tt
Us (7)
with θ being tumble angles. For the case of E.coli, it is found that 〈cos θ〉 ≈ 0.5 [3]. This yields
Pes =
2UsTr
ls
. (8)
III. VIDEOS
We include three videos to supplement our arguments. Those videos show three different
Péclet numbers Pes ∈ {1.5, 16, 100}, whose filenames are S1_pe_1_5.mp4, S2_pe_16.mp4, and
S3_pe_100.mp4, respectively. The other parameters are kept the same.
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FIG. 1. A flow field comparison between a Lattice-Boltzmann Method (LBM) simulation and Finite
Element Method (FEM) simulation. The upper plot shows the flow fields projected to the xy plane from
both simulations. The lower plot qualitatively compares the flow strength around the obstacle as a function
of the polar angle θ.
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FIG. 2. (a): Ki, j refers to a transition rate from i to j with i, j ∈ {o,w}. “o” and “w” denote the obstacle
and the wall, respectively. The green curve represents the total number of the transitions per second. (b):
dissecting Kw,w into two parts; the trivial transition between the same wall kw= and the migration between
the upper and lower walls kw± . (c): it shows the average time spent on/in α, 〈Tα〉, with α ∈ {o,w,f} indicating
the obstacle, the walls, and the fluid. T is the total measurement time. All the data are plotted as a function
of the external flow strength.
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FIG. 3. (a): Ki, j refers to a transition rate from i to j with i, j ∈ {o,w}. “o” and “w” denote the obstacle
and the wall, respectively. The green curve represents the total number of the transitions per second. (b):
dissecting Kw,w into two parts; the trivial transition between the same wall kw= and the migration between
the upper and lower walls kw± . (c): it shows the average time spent on/in α, 〈Tα〉, with α ∈ {o,w,f} indicating
the obstacle, the walls, and the fluid. T is the total measurement time. All the data are plotted as a function
of the swimming Péclet number Pes.
