Abstract. In this mainly expository paper, we review some convolution algebras for the category of smooth representations of G, and discuss their properties. Most important for us is the relation of these algebras with the Bernstein center algebra Z(G).
1. Introduction
An indispensable tool in the representation theory of reductive
Lie groups is to associate to an admissible representation π of a connected reductive group G a representation, also denoted as π, of the enveloping algebra U(Lie(G)) of the Lie algebra Lie(G) of G. If the admissible representation π is irreducible, then Schur's lemma states the center U(Lie(G)) acts as scalar operators. The center Z(U(Lie(G))) of U(Lie(G)) can be viewed as the differential operators on the manifold G which are left and right translation invariant, and this interpretation provides a concrete method to realize elements of the center. Furthermore, a fundamental result of Harish-Chandra determines the algebraic structure of the center Z(U(Lie(G))).
An analogue of the center of the enveloping algebra for the representation theory of reductive p-adic groups has taken much longer to emerge, and is due to Bernstein (see [BD] ). Certain aspects of the Bernstein center, in particular, explicit construction of elements in the center are still in a stage of development. Suppose F is a non-archimedean local field of characteristic zero, i.e., a p-adic field, and G = G(F ) the group of F -rational points of a connected reductive group G. Let C ∞ c (G) denote the vector space of locally constant compactly supported (complex valued) functions on G. We follow standard terminology and refer to a linear functional D : C ∞ c (G) −→ C as a distribution (see section 1991 Mathematics Subject Classification. Primary 22E50, 22E35. The first author is partly supported by Research Grants Council grants HKUST6112/02P, and CERG #602505. The second author is partly supported by Croatian Ministry of Science, Education and Sports grant # 037-0372794-2804.
1.2.
In this mainly expository paper, we review some convolution algebras for the category of smooth representations of G, and discuss their properties. Most important for us is the relation of these algebras with the Bernstein center algebra Z(G).
For example in Bernstein's notes [B] , he considers the Hecke algebra H(G) of compactly supported locally constant distributions, as well as the algebra U c (G) of compactly supported distributions, and the endomorphism algebra End C (C ∞ c (G)) (see section 3.1). In [BD: §1.4 ], Bernstein, and Deligne consider the algebra
than H(G) b , but both U(G), and H(G) b share many properties. Obviously, the center Z(U(G)) of U(G), and the center Z(H(G) b ) of H(G) b , is the Bernstein center Z(G). We remark that U(G), like the enveloping algebra U(Lie(H)) of a reductive Lie group H, has natural adjoint operation * . The algebra H(G) b does not have an adjoint operation.
We point out the similarity of the real and p-adic situations. The category of g-modules is equivalent to the category of U(g)-modules. The center of this category, i.e., the algebra of all natural transformations of the identity functor, is isomorphic to the center of U(g). In particular, the center of g is insufficient for describing the center of the category. A similar situation occurs in the p-adic case. The category Alg(G) of smooth representations of G is equivalent to the category of non-degenerate modules over the Hecke algebra H(G) of G. But, neither the center of G, nor the center of H(G), is sufficient to describe the center of the category Alg(G). However, Alg(G) is also equivalent to the category of non-degenerate U(G)-modules, and its center Z(Alg(G)) is isomorphic to the center Z(U(G)) = Z(G) of U(G).
In [MT2] , we mentioned some basic properties of U(G). Here, we provide proofs of those properties and establish additional properties of the convolution algebra U(G) and the closely related algebras mentioned above. We do this in section 3, after some preliminaries in section 2. Two highlights of section 3 are Theorem 3.4o and Theorem 3.5e. The former states in particular for any smooth representation (π, V ) that π(H(G) b ) equals End C (V ). The latter states every D ∈ H(G) b is tempered.
In section 4, we give some examples of explicit constructions of elements in the Bernstein center. It is rather hard but also rather important to describe explicitly distributions in the Bernstein center Z(G). These distributions are tempered and invariant. A big source of tempered invariant distributions are orbital integrals. These distributions are of principal interest in harmonic analysis on G, as well as in the modern theory of automorphic forms. Unfortunately, these distributions are rarely in the Bernstein center (see section 2.3). However, some natural linear combinations of the orbital integrals do belong the Bernstein center. In [MT2] , the authors have constructed a large family of Bernstein center distributions in terms of orbital integrals. This is an interesting interplay between two types of very important distributions; namely, between orbital integral distributions, for which we have explicit formulas, but for which we do not have (in principle) explicit knowledge of their Fourier transforms, and Bernstein center distributions, for which (in principle) we know their Fourier transforms, but for which we have little explicit knowledge. We finish by formulating the main result of [MT2] .
The convolution algebras H(G) b and U(G)
2.1. Recall our already established notation from section 1: F is a non-archimedean local field of characteristic zero, i.e., a p-adic field, G = G(F ) the group of F -rational points of a connected reductive group G, C 
The sets V X,J are finite dimensional vector spaces. They have a natural topology on them (given, for example, by the standard supreme norm ||f || = sup { |f (x)| | x ∈ X }). A sequence of functions f n is said to converge to f ∈ C ∞ c (G) precisely if there is a compact subset X of G and an open compact subgroup J of G so that all the f n 's and f in are in V X,J , and we have convergence in that space. This defines the topology T on C 
Define the left and right translation action of
respectively. These two actions of G on C ∞ c (G) obviously commute with one another. A distribution D is said to be
2.3. Suppose θ, f ∈ C ∞ c (G). Fix a choice of Haar measure on G. The convolution product θ f ∈ C ∞ c (G), which is a generalization of multiplication in the group algebra of a finite group, is defined as:
The distribution
(2.3d) With (2.3d) as a model, we define, for an arbitrary distribution D, and
Similarly, we define
Both D f , and f D are locally constant functions on G, but a-priori there is no reason they should be in C ∞ c (G). An illuminating example of this is an orbital integral. Suppose y ∈ G. Let O := O(y) denote the conjugacy class of y. Then, O is a manifold isomorphic to the homogeneous space G/C G (y), where C G (y) is the centralizer of y in G, and there is a G-invariant measure dµ O on O, which is unique up to scalar. Then,
is a G-invariant distribution. If 1 J is the characteristic function of an open compact subgroup J, then λ g1J is the characteristic function of gJ, and
In particular, the function µ O 1 J is compactly supported if and only if O is a compact orbit. An elementary argument then says for arbitrary f ∈ C ∞ c (G), the convolution µ O f is compactly supported if and only if O is a compact orbit. An example of such compact orbits is the conjugacy class of a central element z ∈ G, for which the associated G-invariant distribution is the delta function δ z .
The Hecke algebra
(ii) D is locally constant, i.e., there exists a compact open subgroup
If D is a compactly supported distribution, and f ∈ C ∞ c (G), it is elementary both D f and f D are compactly supported functions. Furthermore, the function D f (resp. f D) is right (resp. left) Jinvariant for a sufficiently small open compact subgroup J. 
, and we have the formula:
To see that the convolution product is associative, we compute:
, and
(2.4f) The convolution product therefore makes H(G) b into an algebra. We note that for any g ∈ G, the delta distribution δ g at g belongs to H(G) b , and the delta function δ 1 G at the identity 1 G is the identity element of
The algebra H(G) b (see [BD: §1.4] ) is a projective completion of the Hecke algebra H(G). As a (left-sided) analogue of the (right-sided)
) As an analogue of (2.4d), and (2.4e) we have
In particular, (2.4i) defines an associative convolution product on the space b H(G).
As a more symmetrical version of the two algebras H(G) b , and b H(G), we set
We remark that for D 1 , D 2 ∈ U(G), formulae (2.4e) and (2.4i) provide two ways to define the convolution D 1 D 2 ; namely as
and
We show these two are the same. We first recall the identity
The Hecke algebra H(G) is a right ideal of b H(G) and a two-sided ideal of U(G).
The center Z(U(G)) of U(G) is the subspace:
(2.4n) This is also the center of H(G) b and b H(G).
Let
For any g ∈ G, the delta function δ g at g belongs to A. From this, we deduce that any (left) A-module V is a representation of the group G. Recall that if J is an open compact subgroup of G, then the function
is an idempotent of C ∞ c (G), i.e., e J e J = e J . An A-module V is said to be non-degenerate if for any v ∈ V there exists an open compact subgroup J v so that e Jv v = v. Since δ g e Jv = e Jv for all g ∈ J v , it follows δ g v = v for all g ∈ J v . Thus, a non-degenerate representation of A is a smooth representation of G. Note that an A-module V is non-degenerate if and only if V = π((H(G))(V ). The only if part is obvious. To see the if part, suppose V = π((H(G))(V ), and v ∈ V . Write v as v = f w, and take
Conversely, we now explain how a smooth representation (π, V ) leads to a non-degenerate representation of A.
Thus, a smooth representation of G is precisely the an A-module V which is non-degenerate.
If (π 1 , V 1 ) and (π 2 , V 2 ) are two smooth representations, and T :
(2.5e)
To see this, suppose v ∈ V 1 . Consider v, and T (v) . Choose an open compact subgroup J which fixes both v and T (v), and consider D e J . We have
is itself a G-morphism. In this way, to each G-invariant essentially compact distribution, there is a naturally attached endomorphism of each object in the category of smooth reprsentations, which commutes with the morphisms of the category.
The algebra U(G) is easily made into a -algebra as follows: For
, and for D ∈ U(G), define the adjoint D to be the distribution D (f ) := D(f ). In particular, the adjoint of the delta distribution δ g is the delta distribution δ g −1 . It is not hard to see the -involution swaps H(G) b , and b H(G).
Some properties of the convolution algebras H(G) b
and U(G) 3.1. In this section we compare the algebras H(G) b , b H(G), and U(G) to several related algebras. These other algebras are as follows.
Algebra of distributions with compact support. This algebra of distributions is defined as
(3.1d)
is an algebra homomorphism of A into End C (C ∞ c (G)). Since we can recover the essentially compact linear functional D from T D by the formula
the algebra homomorphism is an injection.
We apply formula (3.2a) to D T :
It can be seen from this that, in general, the linear functional D T is not essentially compact. In particular, the algebra monomorphism
. This is one half the definition for the linear functional D T to be essentially compact.
so, the linear functional D T is both essentially compact and G-invariant, i.e., in the center of A. Thus, the map (3.2b) is an isomorphism of Z(A) with End G×G (C ∞ c (G)), see [B] . At this point it is natural to recall the following theorem of Bernstein (see [BD: §1.9 .1] as well as [B: §4.2 
]).
Proposition 3.2g. The center of the category Alg(G) of smooth representations of G is isomorphic to Z(G).
Proof. An element z of the center Z(Alg(G)), also called an endomorphism of the catgeory, is an assignment to each object, i.e., smooth representation (π, V ), a morphism z(π) : V → V so that if (π 1 , V 1 ) and (π 2 , V 2 ) are two smooth representations and φ : V 1 → V 2 is a morphism, then the following diagram commutes.
and (π 2 , V 2 ) are smooth representations, and φ :
, is clearly a homomorphism of rings. We prove it is an isomorphism. We view C ∞ c (G) as a smooth representation of G via left translations λ.
Hence, we deduce T ∈ End G×G (C ∞ c (G)), and so there exists D ∈ Z(G) so that T = T D . This proves the claim.
In particular, it follows the map Γ is an injection. To prove Γ is an isomorphism, it suffices to show any z ∈ Z(Alg(G)) is completely determined by z(λ) (see also the remark in [BDK: §2.2]). To do this, choose D ∈ Z(G) so that z(λ) = T D . Suppose (π, V ) is a smooth representation, v ∈ V , and v is fixed by the open compact subgroup J.
, and thus Γ is an isomorphism as required. 
is cofinal among the neighborhoods of the identity, if given a neighborhood V of the identity, there exists a J r so that V ⊃ J r . For such a cofinal sequence J , set
(3.3b)
Note that
Furthermore, if (π, V ) is a smooth representation of G, and Im(π(∆ i )) denotes the image subspace of the operator π(∆ i ), then V decomposes as a direct sum
and we have
Proposition 3.3g. Suppose J = {J i } is a decreasing sequence of compact open subgroups of G which is cofinal among the neighborhoods of the identity, and define e i , ∆ i , and
In particular, we have a decomposition of the delta distribution δ 1 G as
This immediately implies (i) holds for i > N . The series of part (ii), when evaluated at f ∈ C ∞ c (G), has only a finite number of non-zero terms; therefore, the equality is obvious.
3.4. The motivation for the next result is to take D ∈ U(G) and two partitions of the delta distribution at the identity, δ 1 G = D ∆ {J ,i} , and δ 1 G = D ∆ {K,j} , and then justify the identity
Definition 3.4a. Let C be an Abelian group, and g i,j ∈ C a two parameter family of elements of C. We say this family is locally finite if when we fix i 0 , then the cardinality of { j | g i 0 ,j = 0 } is finite, and when we fix j 0 , then the cardinality of { i | g i,j 0 = 0 } is finite. 4c) and to ∆ {D,(J ,K),(i,j)} , let D {(J ,K),(i,j)} be the associated distribution as in (2.3b). Then,
. For i + j sufficiently large, the two convolutions
equal the zero function.
(3.4e)
Moreover, both of the two-parameter families ∆ {D,(J ,K),(i,j)} , as well as D {(J ,K),(i,j)} , are locally finite. (iii) Suppose g i,j ∈ C ∞ c (G) for i, j ≥ 1 is a locally finite collection of smooth functions. Set
4f)
and let D ∆ {(J ,K),g i,j } be the associated distribution as in (2.3b). Then, for any f ∈ C ∞ c (G), for i + j sufficiently large, we have f ∆ {(J ,K),g i,j } = 0 = ∆ {(J ,K),g i,j } f . In particular, holds D ∆ {(J ,K),g i,j } (f ) = 0, and
defines an essentially compact distribution. (iv) Every essentially compact distribution is realizable in the form (3.4g).
4h) and let D ∆ {(K,J ),g j } be the associated distribution as in (2.3b). Then, for any f ∈ C ∞ c (G), for j sufficiently large we have
is an essentially compact distribution.
Proof. (i) To prove (i), we have ∆
{D,(J ,K),(i,j)} f = ∆ {J ,i} D ∆ {K,j} f . Choose j 0 so that ∆ {K,j} f = 0 for j ≥ j 0 . For each j in the range 1 ≤ j < j 0 , choose N j so that if i ≥ N j , then ∆ {J ,i} D ∆ {K,j} = 0. Then, for i + j ≥ N r := max{N j | 1 ≤ j < j 0 } + j 0 , we have either ∆ {K,j} f = 0 or ∆ {J ,i} D ∆ {K,j} = 0, hence ∆ {D,(J ,K),(i,j)} f = 0. Similarly, there is a N l so that for i+j ≥ N l , we have f ∆ {D,(J ,K),(i,j)} = 0. Thus, if i + j ≥ max(N r , N l ) we have both f ∆ {D,(J ,K),(i,j)} = 0 = ∆ {(J ,K),(i,j)} f , i.e.,
the assertion (i).
(ii) Formula (3.4d) is an immediate consequence of (i).
by (3.3d). In the same way one proves the second property for local finiteness. This implies the family ∆ {D,(J ,K),(i,j)} is locally finite, and so the family D {(J ,K),(i 0 ,j)} is locally finite. (iii) Choose i 0 so that f is constant on left J i 0 -classes. Then, for i > i 0 , by (3.3d), we have f ∆ {J ,i} = 0, and so f ∆ {J ,i} g i,j ∆ {K,j} = 0. Since g i,j is a locally finite family, we can find j 0 such that if j > j 0 , then g i,j = 0 for all i ≤ i 0 . This imples that f ∆ {J ,i} g i,j ∆ {K,j} = 0 for i + j > i 0 + j 0 . Similarly, we prove ∆ {J ,i} g i,j ∆ {K,j} f = 0 for sufficienly large i + j.
,g i,j } . By the previous paragraph, this is a finite sum. Furthermore, f D ∆ {(J ,K),g i,j } are compactly supported smooth functions; therefore,
, use that ∆ {J ,i} and ∆ {K,j} are idempotents, and apply (ii).
(v) This assertion is a special case of (iii).
We now give a description of the algebra H(G) b analogous to Proposition 3.4b for U(G), 
4k)
and to ∆ {D,K,j} , let D {D,K,j} be the associated distribution as in (2.3b). Then:
For j sufficiently large, the convolution ∆ {D,K,j} f is the zero function.
(ii) We have a decomposition of D as
} is a sequence of smooth functions. Let D g j ∆ {K,j} be in (2.3b). Then, for any f ∈ C ∞ c (G), for sufficiently large j, (g j ∆ {K,j} ) f = 0, and so D g j ∆ {K,j} (f ) = 0, and
(iv) Every distribution in H(G) b is realizable in the form (3.4m).
Proof. Observe that (i) follows from (i) of Proposition 3.3g. Further, (ii) follows from (ii) of the same proposition. The third claim follows from (i) of the same proposition. The last claim follows from the first two claims.
Therefore, in the above proposition we are working implicitely with elements of the projective limit.
Recall that if V is an infinite dimensional vector space and W a non-trivial vector space, then the space Hom C (V, W ) has dimension at least the continuum.
Theorem 3.4o. Suppose (π, V ) is a smooth representation of a (connected) reductive p-adic group G. Write π also for the associated nondegenerate representation of H(G) b on V . Then, we have:
Equality holds if π is admissible. (ii) This assertion is obvious, since we know these inclusions for the corresponding algebras.
(iii) Suppose J is an open compact subgroup of G. Write V J for the finite dimensional subspace of V fixed by J. For convenience, we fix a Haar measure on G, and therefore an identification of the subspace
and select a basis v s −1 +1 , . . . , v s for Im(π(∆ )). That (3.3e) holds means the sequence { v k } is a basis for V . To show (3.4r), it is enough to show for an arbitrary sequence of
Take a sequence J = { J } as in (3.3a) so that w 1 , . . . , w s are fixed by J . We can then find Q ∈ H(J \G/K ), the subspace of compactly supported J -leftinvariant and K -right-invariant distributions, so that π(Q )(
This proves (3.4r) when V is infinite dimensional.
(iv) Suppose π is irreducible and infinite dimensional. We observe that π( H(G) ) consists of finite rank operators, while π( U c (G) ) contains some operators with infinite dimensional rank, and therefore,
Recall that the space of finite rank operators in End C (V ) has dimension the continuum. Therefore, since H(G) is countable dimensional, we can find a finite rank operator A on V which is not in π(H(G)).
(3.4v)
We now give a direct proof of this statement, which we will then modify to show π(
Choose an open compact subgroup J which fixes v. Write the product set XJ as a disjoint union
(3.4w)
Clearly, the distribution D e J has support contained in XJ, and is J-right-invariant. It follows
Therefore, we have proved for a fixed compact subset X ⊂ G, and v ∈ V , there exists a finite dimensional subspace
We now apply Cantor's diagonal argument. Take a basis {v i } of V , and write G = ∪ ∞ i=1 X i as a union of increasing compact subsets X i . For each X i , and v i choose a finite dimensional space
This is a contradiction. So, the claim is proved, and (3.4v) follows immediately.
We now refine the above proof of (3.4v), to show that π( U c (G) ) π( U(G) ). Define a strictly increasing sequence of indexes t 1 < t 2 < . . . as follows: Let s := dim( Im(π(∆ 1 +· · ·+∆ )) ) be as in (3.4s). Choose
By (v) of Proposition 3.4b, this is an essentially compact distribution, i.e., D ∈ U(G). For all i = 1, 2, . . . , we have
} by the choice of t i . This is a contradiction, and therefore π( U c (G) ) π( U(G) )). The proof of (iv) is now complete. (v) Since π is irreducible and finite dimensional, we have π(H(G)) = End C (V ).
3.5.
In this section we show any essentially compact distribution is tempered, i.e., extends to a continuous linear functional of the Schwartz space C (G) of G. We begin by briefly recalling its definition. More details and proofs can be found in [W] .
Let A ∅ be denote a maximal split F -torus in G, and M ∅ its Fcentralizer. Denote the maximal compact subgroup of M ∅ by o M ∅ . Fix a minimal F -parabolic subgroup P of G containing A ∅ . Let K be a special good maximal compact subgroup of G. The selection of P determines the set of simple roots (with respect to A ∅ ), which further defines a cone M + ∅ in A ∅ . Then we have Cartan decomposition
(3.5a)
Thus, we have a bijection
M ∅ is a lattice, and we fix a norm || || on this lattice, which is invariant for the action of the Weyl group of A ∅ . Denote by δ P the modular character of P . Extend δ P to a K-invariant function on G via the Iwasawa decomposition, i.e., by the formula δ P (pk) = δ P (p) for p ∈ P and k ∈ K. Set Ξ to be the K-spherical function
We recall that Ξ is the matrix coefficient of the K-spherical vector in the unitary principal series induced representation from the trivial character of M ∅ . Denote by C ∞ (G) the space of complex locally constant functions on G. For r a positive integer, and f ∈ C ∞ (G), set
The functions v r define semi-norms on C (G, J), and the collection of these semi-norms yields a topology on C (G, J) so that it is a Fréchet space. Furthermore, functions in C (G, J) are square integrable, and thus the convolution of two such functions can be defined by the usual formula. The convolution again belongs to C (G, J), and multiplication is continuous. In this way, C (G, J) is a Fréchet algebra. The system C (G, J), as J runs over the open subgroups of K, is an inductive system in the category of locally convex topological vector spaces, and the Schwartz space C (G) is the inductive limit of this family. The Schwartz space is a complete locally convex space. Since the spaces C (G, J) are Fréchet algebras, the mapping (f 1 , f 2 ) → f 1 f 2 is a continuous linear mapping C (G) → C (G) whenever we fix either
A distribution D on G is said to be tempered, if it extends to a continuous linear functional on C (G). Each compactly supported distribution is tempered. We shall see that this is a special case of a more general fact:
Theorem 3.5e. Any distribution in H(G) b is tempered. In particular, any essentially compact distribution, and therefore, any D ∈ Z(U(G)), is tempered. 
We observe that if f has compact support, then
L is an open compact subgroup of J, by associativity of convolution, and the hypothesis f , hencef is J-bi-invariant, we have
In particular, we conclude D # is a well-defined extension of the linear functional D to elements f ∈ C (G). To prove D # defines a continuous extension, it is enough to prove its restriction to the subspace C (G, J) of J-bi-invariant functions is continuous. The map D # : C (G, J) −→ C is the composition of three continuous maps
and therefore continuous.
We remark that by slight modification, this proof also applies to the algebra b H(G) too.
Some explicit G-invariant essentially compact distributions
4.1. The results of the sections 2 and 3 establish the algebras H(G) b and U(G) as suitable p-adic analogues of the enveloping algebra of the Lie algebra of a connected reductive Lie group. The center of each is precisely the Bernstein center of G-invariant essentially compact distributions. In the notes [B] , Bernstein raised the problem of explicit construction of G-invariant essentially compact distributions. In this section we give examples of such distributions, ending with recent results of the authors [MT2] .
4.2.
We begin with an example of Bernstein's from his notes [B] .
4.2a. Bernstein's example. Suppose G = SL(n)(F ), ψ : F → C a nontrivial additive character, and θ is the continuous G-invariant function θ(g) := ψ(trace(g)). Then, the G-invariant distribution
is essentially compact.
Proof. We observe that it is enough to show θ 1 J is compactly supported for any open compact subgroup J. This is because given f ∈ C
As a second observation, we note that it is enough to restrict J to be congruence subgroups K m of the maximal compact K = SL(n)(R F ). Here, R F is the ring of integers in F . So, suppose J = K m . To show
is compactly supported, we use the Cartan decomposition G = KA + K to write g as g = k 1 dk 2 , where k 1 , k 2 ∈ K, and d is a diagonal matrix with ascending powers of the uniformizing element on the diagonal
(4.2e)
In the last line, we have used the fact that K normalizes the subgroup J = K m . To see why the integral vanishes for g, i.e., d outside a bounded set, we consider the case of SL(2). This case illustrates the basic idea. Let ℘ denote the prime ideal in R F . We have:
We have
If g is sufficiently large, i.e., the integer a is large positive, then will ψ( a (k 2,1 (x 1,2 + k 2,2 x 2,2 ))) and ψ( a k 2,2 ) be identically 1 for all elements x 1,2 , x 2,2 ∈ ℘ m . Thus, for a sufficiently large positive, we have
The important term is the 2nd term. We coordinatize the group J by elements
(4.2j) For a sufficiently large, since k ∈ SL(2)(R F ), the inner integral over ℘ m × ℘ m is clearly zero. Therefore, the distribution D θ is essentially compact.
4.3.
It is very tempting to try to generalize the distribution g → ψ(trace(g)) as follows:
(1) For x ∈ G = SL(n)(F ), let c 1 (x) denote the trace of x, and more generally c k (x) the coefficient of the t n−k in the characteristic polynomial p x (t) of x. Consider the class functions and distributions
Which D k belong to the Bernstein center? The class function g → c k (x) is in fact the character of an irreducible finite dimensional F -representation of SL(n). Take V = F n to be the standard defining representation of G = SL(n)(F ). For 0 ≤ k ≤ n, consider the exterior power Λ k V representation of G. Then,
If a distribution D is essentially compact, then, it is obvious, the distributionĎ : f → D(f ) is also essentially compact. For g ∈ SL(n)(F ), we have c 
x 3,2 1 + x 3,3 x 3,4 x 2,1 1 + x 2,2 x 2,3 x 2,4 t (1 + x 1,1 ) t x 1,2 t x 1,3 t x 1,4     . (4.3g) So, c 2 (dkx) = −t x 4,2 x 3,1 + x 4,3 x 2,1 − x 4,1 x 3,2 − x 4,1 x 2,3 + (1 + x 4,4 )(1 + x 1,1 ) + (1 + x 3,3 )(1 + x 2,2 ) − x 3,2 x 2,3 − x 4,1 x 1,4 + t x 3,4 x 1,2 + x 2,4 x 1,3 − x 3,2 x 1,4 − x 2,3 x 1,4 .
(4.3h)
The assumption ℘ m ⊂ Ker(ψ) means ψ(c 2 (dkx)) = ψ( −t x 4,2 x 3,1 + x 4,3 x 2,1 − x 4,1 x 3,2 − x 4,1 x 2,3 ) · ψ(1) 2 .
(4.3i)
The variables x 4,4 , x 4,3 , x 4,2 , x 4,1 , x 3,2 , x 3,1 , x 2,3 , x 2,1 run freely over ℘ m . The resulting integral is a Kloosterman sum, and it is non-zero for t >> 0. Hence, Θ 1 J (dk) = 0 for t >> 0, so the distribution Θ is not essentially compact.
Remark 4.3j. The above proof and counterexamples can be adapted to the following situations.
(1) Suppose G = Sp(2m), and ρ : G −→ GL(2m)(F ) the natural defining representation. Then, the G-invariant distribution associated to the class function g → ψ(trace(ρ(g))) is essentially compact. (2) Suppose E/F is a quadratic extension of F and G = SU(2, 1), and ρ : G −→ GL(2m)(E) the natural defining representation. Then, the G-invariant distribution associated (using Haar measure) to the class function g → ψ(trace E/F (trace(ρ(g)))) is not essentially compact.
4.4.
One plentiful, but mysterious source of elements in the Bernstein center is the set of irreducible supercuspidal representations.
4.4a. Supercuspidal characters. Suppose G = G(F ) is a semisimple group. If (π, V ) is an irreducible supercuspidal representation of G, then the character θ π of π is an element of the Bernstein center.
Proof. We may assume π is infinite dimensional. The hypothesis G is semisimple means π is unitary. Let , be a G-invariant hermitian form on the space V of π, and let { v i i ∈ N } be an orthonormal basis. We have θ π (g) = The operator π(e J ) projects V π to the finite dimensional space of J-fixed vectors. We may choose the orthogonal basis so the span{v 1 , . . . , v r } is V The assumption that π is supercuspidal means each of the matrix coefficients h → π(h −1 )v i , v i (4.4f) is supported on a compact set. In particular, their finite sum, i.e., θ π e J has compact support.
4.5.
As mentioned in section 2, if O is a conjugacy class in a connected reductive p-adic group, the orbital integral distribution (2.3g) is essentially compact if and only if O is compact. The authors have discovered for non-compact classes in SL(2)(F ) that certain linear combination of orbital integral are essentially compact (see [MT1] ). These combinations can be predicted by the asymptotical behavior of the orbits at infinity. Furthermore, the authors have obtained a generalization of the SL(2)(F ) results to hyperbolic conjugacy classes in quasi-split groups. We finish by formulating the main result of [MT2] .
We assume G is the group of F -rational points of a connected reductive quasi-split F -group G. Let A ∅ be a maximal split F -torus, M ∅ = C G (A ∅ ), and B = P ∅ a Borel F -subgroup containing M ∅ . Let D : M ∅ −→ R denote the Weyl denominator.
For t ∈ M ∅ , define the normalized orbital integral of the conjugacy class Ad(G)(t) in the usual way, i.e., 4.5d. Linear combination of orbital integrals. Let γ 0 , γ ∈ M ∅ . Suppose that γ 0 (w · γ) is regular for every w ∈ W G (A ∅ ). It means that if w ∈ W , and w (γ 0 w(γ)) = γ 0 w(γ), then w = 1. Then, the distribution
belongs to the Bernstein center.
