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Optimal Rank-1 Hankel Approximation of Matrices:
Frobenius Norm, Spectral Norm and Cadzow’s Algorithm
Hanna Knirsch, Markus Petz, and Gerlind Plonka
Abstract. In this paper we derive optimal rank-1 approximations with Hankel or
Toeplitz structure with regard to two different matrix norms, the Frobenius norm
and the spectral norm. We show that the optimal solutions with respect to these two
norms are usually different and only coincide in the trivial case when the singular value
decomposition already provides an optimal rank-1 approximation with the desired
Hankel or Toeplitz structure. We also show that the often used Cadzow algorithm for
structured low-rank approximations always converges to a fixed point in the rank-1
case, however, it usually does not converge to the optimal solution – neither with
regard to the Frobenius norm nor the spectral norm.
1 Introduction
Structured low-rank approximations are widely used in many signal processing problems
as in system theory, parameter identification and signal analysis, e.g. singular spectral
analysis (SSA) [11]. Applications include minimal partial realizations in linear system
theory, multi-input, multi-output systems, system identification problems or approxima-
tion with finite rate of innovation signals [9, 17, 29]. Low-rank Hankel approximation is
closely related to Prony’s method [24], or related modifications [5, 20, 30].
Generally, a low-rank Hankel approximation problem can be written as a non-convex
optimization problem. For a given matrix A ∈ CM×N we want to find a Hankel matrix
Hr of rank at most r < min{M, N}, such that
Hr := argmin
H Hankel
rank H≤r
‖A−H‖, (1.1)
where the considered matrix norm is usually taken to be a (weighted) Frobenius norm.
Statement of the problem. In this paper, we want to solve the problem of low-rank
Hankel approximation for rank r = 1 analytically for the Frobenius norm and the spectral
norm. To state the problem precisely, we start with some notations.
For a given matrix A = (aj,k)
M−1,N−1
j,k=0 ∈ CM×N we define the Frobenius norm and the
spectral norm of A as
‖A‖F :=

M−1∑
j=0
N−1∑
k=0
|aj,k|2

1/2 , ‖A‖2 := max‖x‖2=1 ‖Ax‖2 = (ρ(A∗A))1/2 ,
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where ‖x‖2 := (
∑N−1
j=0 |xj |2)1/2 denotes the Euclidean vector norm,A∗ := A
T
, and ρ(A∗A)
is the spectral radius of the positive semi-definite matrix A∗A, i.e., the largest eigenvalue
of A∗A. Throughout the paper we assume that A∗A possesses a single largest eigenvalue
σ20 = ‖A‖22 > σ21 which is bounded away from the second largest singular value.
Hankel matrices are of the form
H := (hk+ℓ)
M−1,N−1
k,ℓ=0 =


h0 h1 h2 · · · hN−1
h1 h2 hN
h2
...
...
...
hM−1 hM hM+1 · · · hM+N−2


∈ CM×N .
In this paper, we are interested in optimal approximations of a given matrix A ∈ CM×N
by a rank-1 Hankel matrix H1 of the same size, i.e., we want to solve
min
H1∈CM×N
‖A−H1‖2F or min
H1∈CM×N
‖A−H1‖22, (1.2)
under the restriction that H1 is a Hankel matrix of rank 1. While we will always consider
Hankel matrices in this paper, we want to remark that the minimization problems in (1.2)
can be rewritten using Toeplitz matrices instead of Hankel matrices. Toeplitz matrices
are given by
T = (hk−ℓ)
M−1,N−1
k,ℓ=0 ,
and it can be simply observed that any Toeplitz matrix T ∈ CM×N can be presented as
T = HJN ,
where H is a Hankel matrix and
JN :=


0 . . . 0 1
... 1 0
0
...
1 0 . . . 0

 ∈ C
N×N (1.3)
denotes the counter identity matrix. The optimal approximation of a given matrix A ∈
C
M×N by a rank-1 Toeplitz matrix T1 = H1JN of the same size, can therefore be trans-
ferred to the problem of rank-1 Hankel approximation of AJN ,
min
T1∈CM×N
‖A−T1‖2F = min
H1∈CM×N
‖A−H1JN‖2F = min
H1∈CM×N
‖AJN −H1‖2F .
This transfer works likewise for the spectral norm.
Related approaches. It is well-known that for the Frobenius norm and the spectral norm
an optimal (unstructured) low-rank approximation can be found by applying the singular
value decomposition. However, the obtained low-rank approximation usually does no
longer possess the wanted structure, in our case, Hankel or Toeplitz structure.
The minimization problems in (1.1) and in (1.2) are non-convex. There are different
optimization approaches in the literature to tackle this problem. A heuristic approach,
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often used in practice because of its simplicity, is Cadzow’s algorithm [6, 7]. This method
is based on alternating projection.
The problem in (1.1) can also be rewritten as a non-linear structured least squares
problem (NSLSP), see e.g. [8, 10, 14, 15, 16, 18, 19, 27], or as a nonlinear eigenvalue
problem [5, 20, 30]. When applying the NSLSP methods one usually assumes that the
initial matrix A itself already is structured (here Hankel or Toeplitz).
Some methods are based on relaxation of the optimization problem using the nuclear
norm [9], convex envelopes [2, 12] or subspace based methods [17, 28].
A completely different idea to study the structured low-rank approximation problem
arises from the AAK theory [1] for optimal low-rank approximation of Hankel operators.
The AAK theory shows that infinite Hankel matrices (with certain decay properties of their
components) can always be approximated by infinite Hankel matrices of lower rank with
optimal error. This means, similarly as in the case of unstructured matrices, the (operator
norm) error of the rank-r approximation is given by the (r + 1)-st largest singular value
of the Hankel operator. These optimal infinite low-rank Hankel matrices can also be
computed numerically, see [4, 22], and have been used to compute adaptive Fourier series
with exponential decay for large function classes in [23]. Unfortunately, this approach
cannot be directly transferred to finite matrices, [4].
In this paper we aim at a direct analytic approach for rank-1 Hankel approximation.
To the best of our knowledge, there is only one other paper, where an exact optimal
structured low-rank approximation has been studied for a weighted Frobenius norm using
algebraic geometry, namely [21]. This paper did not specify on Hankel or Toeplitz matrices
and considers a reformulation of the structured low-rank approximation problem using
multivariate polynomials of high order.
Organization of this paper. In Section 2 we show that Hankel matrices of rank 1 have
a special structure and can be determined by two complex parameters c and z.
In Section 3 we show how the optimal rank-1 approximation with regard to the Frobe-
nius norm can be obtained. The main theoretical results are already stated in Theorems
3.1 and 3.3 in the complex case. In Theorem 3.3 we show in which case the optimal rank-1
approximation error coincides with the error achieved for unstructured rank-1 approxi-
mation. Further, we will present a series of results that simplify the computation of the
rank-1 Hankel approximation in the real case.
In Section 4, we solve the rank-1 Hankel approximation problem with regard to the
spectral norm. This norm is considerably more difficult to handle than the Frobenius
norm. Therefore we restrict ourselves to real symmetric matrices in these considerations.
The result also gives rise to a corresponding algorithm. Surprisingly, the optimal rank-1
Hankel approximations for the Frobenius norm and the spectral norm usually differ.
Section 5 is devoted to Cadzow’s algorithm, which is (despite a lot of existing optimiza-
tion approaches) the most popular method for low-rank Hankel approximation in practice.
We give a direct proof, that the Cadzow algorithm always converges to a fixed point in
the rank-1 case. However, we observe in our numerical examples that it usually does not
converge to the optimal solution – neither with regard to the Frobenius norm nor the
spectral norm. It may even fail completely, as Example 5.6 shows.
3
2 Rank-1 Hankel Matrices
Our goal is to find the optimal Hankel-structured rank-1 approximation of a given matrix
A ∈ CM×N . Therefore we first look at a characterization of Hankel matrices of rank 1.
Let
eN := (0, . . . , 0, 1)
T ∈ CN and e˜N := (1, 0 . . . , 0)T ∈ CN . (2.1)
Further, for any complex number z and N ∈ N we define
zN (z) = zN :=
(
zk
)N−1
k=0
=
(
1, z, z2, . . . , zN−1
)T
. (2.2)
We use the convention that zN (z) is abbreviated by zN if it depends just on z as given in
(2.2). Then we have
Lemma 2.1. A complex rank-1 matrix H1 ∈ CM×N with min{M, N} ≥ 2 has Hankel
structure if and only if it is of the form
H1 = c zM z
T
N = c
(
zk+ℓ
)M−1,N−1
k,ℓ=0
or H1 = c eM e
T
N =
(
0 0
0 c
)
,
where c ∈ R \ {0}, z ∈ C, and eN as in (2.1).
Proof. 1. Obviously, the two matricesH1 = c zM z
T
N andH1 = c eM e
T
N are rank-1 matrices
with Hankel structure. 2. We show that each rank-1 Hankel matrix H1 = (hk+ℓ)
M−1,N−1
k,ℓ=0
with h0 6= 0 has the form H1 = c zM zTN for some z ∈ C. Since H1 has rank 1, we obtain
the representation
H1 = (hk+ℓ)
M−1,N−1
k,ℓ=0 = xy
T
for some vectors x = (x0, . . . , xM−1)T ∈ CM and y = (y0, . . . , yN−1)T ∈ CN . The imposed
Hankel structure implies the conditions
xkyℓ = xmyn, for k + ℓ = m+ n, (2.3)
where k,m = 0, . . . ,M − 1 and ℓ, n = 0, . . . , N − 1. Since we have assumed that h0 =
x0y0 6= 0, we can define z := x1/x0. It follows from (2.3) with k + ℓ = 1, i.e., from
x0y1 = x1y0, that z = y1/y0, and thus
x1 = zx0, y1 = zy0. (2.4)
We show by induction that xj = z
j x0 for j = 1, . . . ,M − 1, and yj = zj y0 for j =
1, . . . , N − 1. For 0 < j < M − 1, we obtain from (2.3) that
xj+1y0 = xjy1 = (z
jx0)(zy0) = z
j+1x0y0. (2.5)
Since y0 6= 0, this leads to xj = zjx0, for j = 1, . . . ,M−1. Analogously, for 0 < j < N−1,
we have
x0yj+1 = x1yj = (zx0)(z
jy0) = z
j+1x0y0. (2.6)
Since x0 6= 0, we obtain yj = zjy0, for j = 1, . . . , N−1. Thus,H1 has the desired structure
c zM z
T
N with z = x1/x0 and c = x0 y0.
3. If h0 = x0 y0 = 0 then either x0 = 0 or y0 = 0. Thus, either the complete first row
or the complete first column of H1 = xy
T contains only zeros. By obeying the Hankel
structure and the rank-1 condition, we inductively obtain that then all the entries of xyT
are zero except for the last one c := xM−1yN−1 6= 0. Thus H1 = c eMeTN .
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Remark 2.2. 1. The matrix H1 = c zM z
T
N possesses the non-zero singular value
|c| ‖zM‖2 ‖zN‖2 (2.7)
with corresponding left and right singular vectors zM and z¯N , respectively.
2. Considering the rank-1 Hankel representation c
zM z
T
N
‖zM‖2 ‖zN‖2 with normalized vectors
zM
‖zM‖2 and
zN
‖zN ‖2 the special case in Lemma 2.1 can also be understood as the limit case
for z →∞.
3. If we define
wN (z) = wN :=
(
zN−1−k
)N−1
k=0
=
(
zN−1, zN−2, . . . , z, 1
)T ∈ CN (2.8)
instead of zN (z) in (2.2), we can show analogously to Lemma 2.1 that a rank-1 Hankel
matrix H1 ∈ CM×N is of the form
H1 = cwM w
T
N or H1 = c e˜M e˜
T
N
with e˜M := (1, 0, . . . , 0)
T ∈ CM . Obviously, we have the connection
zN (z) = JN wN (z) = z
N−1wN
(
1
z
)
.
In particular, for the special case in Lemma 2.1 we have c eM e
T
N = cwM (0)wN (0)
T .
4. To solve the minimization problems in (1.2), we can restrict ourselves to rank-1
Hankel matrices of the form c zM z
T
N , and instead consider the problem for A and for
JMAJN , since we observe for the Frobenius norm as well as for the spectral norm,∥∥∥JMAJN − c zM zTN∥∥∥2 = ∥∥∥A− cJM zM zTN JN∥∥∥2 = ∥∥∥A− cwM wTN∥∥∥2 .
For the Frobenius norm we even have
min
c∈C
∥∥∥A− c eM eTN∥∥∥2
F
=
∥∥∥A− aM−1,N−1 eM eTN∥∥∥2
F
= ‖A‖2F − |aM−1,N−1|2.
Therefore, aM−1,N−1 eM eTN cannot be the optimal rank-1 Hankel approximation of A if
|a0,0| ≥ |aM−1,N−1|. Hence, we always assume this condition in Section 3. If |a0,0| ≥
|aM−1,N−1| is not satisfied, then we can replace A by JM AJN .
3 Optimal Rank-1 Hankel Approximation in the Frobenius Norm
3.1 Complex Rank-1 Hankel Approximations
First we consider the minimization problem (1.2) in the Frobenius norm. Using the struc-
ture of a rank-1 Hankel matrix from Lemma 2.1 and Remark 2.2 we can formulate the
minimization problem as
min
c,z∈C
∥∥∥A− c zM zTN∥∥∥2
F
, (3.1)
i.e., we only need to find the two constants c ∈ C \ {0} and z ∈ C, such that the error
A− c zM zTN is minimized in the Frobenius norm.
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Theorem 3.1. Let A = (aj,k)
M−1,N−1
j,k=0 ∈ CM×N with M,N ≥ 2 and |a0,0| ≥ |aM−1,N−1|.
Assume that rank(A) ≥ 1. Then an optimal rank-1 Hankel approximation H1 = c˜ z˜M z˜TM
of A is determined by
z˜ ∈ argmax
z∈C
|z∗MAzN |
‖zM‖2 ‖zN‖2 , c˜
:=
z˜∗MAz˜N
‖z˜M‖22 ‖z˜N‖22
, (3.2)
where the vectors z˜M and z˜N are defined by z˜ via (2.2) and z˜
∗ := z˜T .
Proof. Using the definition of the Frobenius norm, we obtain
∥∥∥A− c zM zTN∥∥∥2
F
=
M−1∑
j=0
N−1∑
k=0
∣∣∣aj,k − c zj+k∣∣∣2
=
M−1∑
j=0
N−1∑
k=0
|aj,k|2 +
M−1∑
j=0
N−1∑
k=0
(
−c aj,k zj+k − c aj,k zj+k + |c|2 |z|2j+2k
)
= ‖A‖2F − c zTM AzN − c z∗MAzN + |c|2(z∗MzM )(z∗NzN ), (3.3)
where z∗M := z
T
M . To solve the minimization problem in (3.1), we apply variable projection
and consider the first derivatives with respect to c1 and c2, where c = c1+ic2 with c1, c2 ∈ R
to obtain the necessary conditions
∂
∂c1
∥∥∥A− c zM zTN∥∥∥2
F
= −2Re(z∗MAzN ) + 2 c1 ‖zM‖22 ‖zN‖22 = 0,
∂
∂c2
∥∥∥A− c zM zTN∥∥∥2
F
= −2 Im(z∗MAzN ) + 2 c2 ‖zM‖22 ‖zN‖22 = 0.
These yield the optimal c˜ =
z∗
M
AzN
‖zM‖22 ‖zN‖22
. After substituting c˜ into (3.3) it remains to solve
min
z∈C
(
‖A‖2F − 2
|z∗MAzN |2
‖zM‖22 ‖zN‖22
+
|z∗MAzN |2
‖zM‖42 ‖zN‖42
‖zM‖22 ‖zN‖22
)
= min
z∈C
(
‖A‖2F −
|z∗MAzN |2
‖zM‖22 ‖zN‖22
)
.
Therefore,
z˜ ∈ argmax
z∈C
|z∗MAzN |2
‖zM‖22 ‖zN‖22
= argmax
z∈C
|zTMAzN |
‖zM‖2 ‖zN‖2
as claimed.
Remark 3.2. 1. By Theorem 3.1, the computation of the optimal rank-1 Hankel approxi-
mation of the matrix A reduces to the problem of finding a position, where the maximum
of the complex rational function |F (z)| with
F (z) :=
zTMAzN
‖zM‖2‖zN‖2
is attained. According to Theorem 3.1, we obtain z˜ = argmaxz |F (z)| and c˜ = F (z˜)‖z˜M‖2‖z˜N‖2 .
Since ‖zM‖2 ≥ 1 for all z ∈ C and all integers M ≥ 2, the function F (z) has no poles.
Moreover, |F (z)| is bounded by ‖A‖2, which follows from the proof of the next theorem.
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2. For |z| → ∞, we obtain lim|z|→∞ |F (z)| = |aM−1,N−1|. This corresponds to the case
that the optimal rank-1 approximation of A is given by aM−1,N−1 eM eTN , see also Remark
2.2.
3. In particular for M = N , F (z) does not have any poles either. If additionally
A ∈ RN×N is symmetric or A ∈ CN×N is Hermitian, then F (z) is a Rayleigh quotient and
thus λmin ≤ F (z) ≤ λmax, where λmin and λmax are the smallest and largest eigenvalue
of A, respectively, see e.g. [13], p. 176.
4. The value z˜ in (3.2) may not be unique, i.e., maxz∈C |F (z)| may be attained for
different values z˜. In this case, any of these values leads to an optimal Hankel rank-1
approximation. If for exampleA = (aj,k)
M−1,N−1
j,k=0 ∈ CM×N is itself a Hankel matrix where
aj,k = 0 if j+k is odd, then z˜ ∈ argmaxz∈C |F (z)| implies that also −z˜ ∈ argmaxz∈C |F (z)|.
We may ask, how well a matrix A can be approximated by a rank-1 Hankel matrix H1.
More precisely, we ask in which cases the Hankel-structured rank-1 approximation is as
good as the unstructured rank-1 approximation. The unstructured low-rank approxima-
tion is given by the singular value decomposition according to the Eckart-Young-Mirsky
Theorem. Let u0 ∈ CM and v0 ∈ CN denote the normalized singular vectors correspond-
ing to the largest singular value σ0 = ‖A‖2 of A. Then u0 and v0 are determined by the
following set of equations
AA∗u0 = σ20u0, A
∗Av0 = σ20v0, and u0 =
1
σ0
Av0, v0 =
1
σ0
A∗u0. (3.4)
We show that the optimal approximation error can only be achieved if the singular vec-
tors u0 and v0 corresponding to the largest singular value σ0 have the special structure
zM/‖zM‖2 and zN/‖zN‖2, respectively, for some z ∈ C.
Theorem 3.3. The optimal rank-1 Hankel approximation error satisfies
min
c,z∈C
∥∥∥A− c zMzTN∥∥∥2
F
=
∥∥∥A− c˜ z˜M z˜TN∥∥∥2
F
= ‖A‖2F − σ20 = ‖A‖2F − ‖A‖22, (3.5)
if and only if the two singular vectors of A in (3.4) corresponding to the largest singular
value σ0 are of the form u0 =
1
‖z˜M‖2 z˜M and v0 =
1
‖z˜N‖2 z˜N , where z˜M , z˜N are defined by
z˜ via (2.2), and where z˜ and c˜ are given by (3.2).
Proof. 1. Considering the singular value decomposition of A we obtain an optimal (un-
structured) rank-1 approximation of A with respect to the Frobenius norm of the form
σ0 u0 v
∗
0 with u0, v0 in (3.4). If now u0 =
1
‖z˜M‖2 z˜M and v0 =
1
‖z˜N‖2 z˜N , then it follows
with c˜ from (3.2) that
c˜ z˜M z˜
T
N =
z˜∗MAz˜N
‖z˜M‖22 ‖z˜N‖22
z˜M z˜
T
N = (u
∗
0Av0)u0 v
∗
0 = σ0 u0 v
∗
0,
i.e., the unstructured and the structured rank-1 approximation coincide.
2. Assume that the structured low-rank approximation c˜ z˜M z˜
T
N provides the optimal
error in (3.5). According to equation (3.3) from the proof of Theorem 3.1 we have
∥∥∥A− c˜ z˜M z˜TN∥∥∥2
F
= ‖A‖2F −
|z˜∗M Az˜N |2
‖z˜M‖22 ‖z˜N‖22
(3.6)
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and it follows on the one hand
σ20 = ‖A‖22 =
|z˜∗M Az˜N |2
‖z˜M‖22 ‖z˜N‖22
. (3.7)
On the other hand, the Theorem of Rayleigh-Ritz (see [13], p. 176) implies
|z˜∗M Az˜N |2
‖z˜M‖22 ‖z˜N‖22
=
(z˜∗M A) z˜N z˜
T
N (A
∗z˜M )
‖z˜M‖22 ‖z˜N‖22
(⋆)
≤ ‖z˜N z˜
T
N‖2
‖z˜N‖22
‖A∗z˜M‖22
‖z˜M‖22
=
‖A∗z˜M‖22
‖z˜M‖22
(⋄)
≤ ‖A‖22.
Here, equality at (⋆) only holds if A∗z˜M is an eigenvector of z˜N z˜TN to the non-zero
eigenvalue ‖z˜N‖22. Equality at (⋄) is achieved if moreover z˜M is an eigenvector of AA∗ to
the largest eigenvalue σ20 = ‖A‖22. The assertion now follows by comparison with (3.4).
In the remainder of this section, we will derive further properties of the optimal value z˜
in (3.2) in order to provide an efficient algorithm to compute z˜ and c˜. First we consider the
possible range of z˜. For this purpose, we recall that a rank-1 Hankel matrixH1 can also be
represented asH1 = cwM w
T
N with wN = wN (z) in (2.8), where zN (z) = z
N−1wN
(
1
z
)
.
Theorem 3.4. Let A ∈ CM×N with M,N ≥ 2, |a0,0| ≥ |aM−1,N−1|, and rank(A) ≥ 1. Let
F (z) :=
z∗M AzN
‖zM‖2 ‖zN‖2 , F1(z)
:=
z∗M JM AJN zN
‖zM‖2 ‖zN‖2
with JN as in (1.3). Let M0 := max|z|≤1 |F (z)| and M1 := max|z|≤1 |F1(z)|. Then the
optimal rank-1 Hankel approximation H1 = c˜ z˜M z˜
T
N of A is determined by
z˜ ∈


argmax|z|≤1 |F (z)| if M0 ≥M1,(
argmax|z|<1 |F1(z)|
)−1
if M1 > M0,
c˜ :=
z˜∗MAz˜N
‖z˜M‖22 ‖z˜N‖22
.
Proof. We show that |F1(z)| = |F (1/z)|, then the assertion of the theorem follows from
Theorem 3.1. First, we observe that
JNzN (z) = wN(z) = z
N−1zN
(
1
z
)
.
Thus, we have in particular ‖zN‖2 = ‖wN‖2 and it follows
|F1(z)| = |z
∗
MJM AJN zN |
‖zM‖2‖zN‖2 =
|w∗MAwN |
‖wM‖2‖wN‖2 =
|z|N+M−2 |zM (1z )∗AzN (1z )|
|z|N+M−2‖zM (1z )‖2‖zN (1z )‖2
=
∣∣∣∣F
(
1
z
)∣∣∣∣ .
Remark 3.5. Using Theorem 3.4, we can restrict the search for an optimal value z˜ to the
unit disc {z : |z| ≤ 1} if we consider the two functions F (z) and F1(z).
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3.2 Real Rank-1 Hankel approximations
In the following we will consider real matrices A ∈ RM×N and restrict the search to real
optimal rank-1 Hankel approximations, i.e., we search for real parameters c˜ and z˜. Then
we can derive further conditions on z˜ that simplify the computation of the optimal rank-1
Hankel approximation of A.
Theorem 3.6. Let A ∈ RM×N with M,N ≥ 2, |a0,0| ≥ |aM−1,N−1|, and rank(A) ≥ 1. If
H1 = c˜ z˜M z˜
T
N is an optimal rank-1 Hankel approximation of A, then
Q(z˜) := a′(z˜) p(z˜)− a(z˜) p′(z˜) = 0,
with
a(z) := zTMAzN =
N−1∑
j=0
N−1∑
k=0
aj,k z
j+k,
p(z) := ‖zM‖2 ‖zN‖2 =
(
M−1∑
k=0
z2k
)1/2 (N−1∑
k=0
z2k
)1/2
≥ 1.
Here, a′(z) and p′(z) denote the first derivatives of a(z) and p(z), respectively.
Proof. According to Theorem 3.1 we obtain z˜ as
z˜ ∈ argmax
z∈R
|F (z)| with F (z) = (z
T
MAzN )
‖zM‖2‖zN‖2 =
a(z)
p(z)
.
Thus, F (z˜) is an extremal value of F , i.e., F ′(z˜) = 0. The first derivative of F is given by
F ′(z) =
(
a′(z)p(z) − a(z)p′(z)
p(z)2
)
.
Since p(z) ≥ 1 for all z ∈ R, we obtain for z˜ the necessary condition
a′(z˜)p(z˜)− a(z˜)p′(z˜) = 0,
as was claimed.
Looking at the coefficients aℓ of the polynomial
a(z) = zTMAzN =
M−1∑
j=0
N−1∑
k=0
aj,k z
j+k =:
M+N−2∑
ℓ=0
aℓ z
ℓ (3.8)
in more detail, we can conclude even more.
Corollary 3.7. Let A be a real M × N matrix with M,N ≥ 2, |a0,0| ≥ |aM−1,N−1|, and
rank(A) ≥ 1. Let a(z) be given as in (3.8) and
z˜ ∈ argmax
z∈R
(zTMAzN )
2
‖zM‖22‖zN‖22
= argmax
z∈R
(
a(z)
p(z)
)2
.
1. If aℓ ≥ 0 for ℓ = 0, . . . ,M +N − 2 and a0 ≥ aM+N−2, then there exists z˜ ≥ 0.
2. If aℓ ≥ 0 for ℓ even and aℓ ≤ 0 for ℓ odd, then there exists z˜ ≤ 0.
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Proof. The first assertion follows directly from the observation that a(z) ≥ a(−z) for z ≥ 0
while p(z) = p(−z) is an even function. In the second case we have a(−z) ≥ a(z) for all
z ≥ 0, and the assertion follows similarly.
Often, we have the special case that A is a real N × N matrix with non-negative
components. If the coefficients of the corresponding polynomial a(z) in (3.8) are non-
negative and monotonically decreasing, then we can easily find z˜ and thereby generate the
optimal rank-1 Hankel matrix.
Theorem 3.8. Let A be a real N × N matrix and let a(z) be given as in (3.8) with aℓ ≥
0 for ℓ = 0, . . . , 2N − 2. Assume that the two sequences (a2ℓ)N−1ℓ=0 and (a2ℓ+1)N−2ℓ=0 are
monotonically decreasing with a0 > a2N−2 and a1 > 0. Then, there exists z˜ ∈ (0, 1) with
z˜ ∈ argmax
z∈R
(zTNAzN )
2
‖zN‖42
= argmax
z∈R
(
a(z)
p(z)
)2
determining the optimal (real) rank-1 Hankel approximation of A. Moreover, z˜ is the only
positive zero of Q(z) = a′(z) p(z) − a(z) p′(z). Here p(z) = zTNzN =
∑N−1
ℓ=0 z
2ℓ.
Proof. By Theorem 3.6, the desired value z˜ is a zero of the polynomial Q(z). Corollary
3.7 yields that there exists z˜ ≥ 0 maximizing the function
(
a(z)
p(z)
)2
. Therefore, it suffices
to show that Q(z) possesses only one zero in [0,∞) which is in (0, 1).
First, we observe that
Q(0) = a′(0) p(0) − a(0) p′(0) = a1 > 0
since p(0) = 1 and p′(0) = 0. With p(1) = N and p′(1) = N(N − 1) we obtain that
Q(1) = a′(1) p(1) − a(1) p′(1) = N

2N−2∑
j=0
j aj

−N(N − 1)

2N−2∑
j=0
aj


= N

2N−2∑
j=0
(j −N + 1) aj

 = N

N−1∑
j=0
j (aN−1+j − aN−1−j)

 < 0,
since (a2ℓ)
N−1
ℓ=0 and (a2ℓ+1)
N−2
ℓ=0 are monotonically decreasing and a0 > a2N−2. Thus Q(z)
possesses at least one zero z˜ in (0, 1).
We show that Q(z) possesses only this one positive root z˜. To this end we will consider
Q(z) · (1− z2)2. Note that for any z ∈ (0, 1) we have
p(z) =
1− z2N
1− z2 , and p
′(z) =
(2N − 2)z2N+1 − 2Nz2N−1 + 2z
(1− z2)2
by the quotient rule. Thus we obtain
R(z) := Q(z) · (1− z2)2 =
(
a′(z) p(z) − a(z) p′(z)
) (
1− z2
)2
=

2N−2∑
j=1
j ajz
j−1

(1− z2N)(1− z2)−

2N−2∑
j=0
ajz
j

[(2N − 2)z2N+1 − 2Nz2N−1 + 2z]
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=
2N−2∑
j=0
[
j ajz
j−1 − (j + 2) ajzj+1 + (2N − j) ajz2N−1+j − (2N − 2− j) ajz2N+1+j
]
.
An index shift j′ = j + 2 implies
R(z)=
2N−2∑
j=0
[
jajz
j−1 + (2N − j)ajz2N−1+j
]
−
2N∑
j′=2
[
j′aj′−2zj
′−1 − (2N − j′)aj′−2z2N−1+j′
]
=

2N−2∑
j=2
j (aj − aj−2)zj−1

+ [a1 − (2N − 1) a2N−3z2N−2 − 2N a2N−2z2N−1]
+

2N−2∑
j=2
(2N − j)(aj − aj−2)z2N−1+j

+[2N a0z2N−1 + (2N − 1) a1z2N − a2N−3z4N−2]
= a1z
0 +
2N−2∑
j=2
j (aj − aj−2)︸ ︷︷ ︸
≤0
zj−1 − (2N − 1) a2N−3z2N−2 + 2N (a0 − a2N−2)︸ ︷︷ ︸
≥0
z2N−1
+ (2N − 1) a1z2N +
2N−2∑
j=2
(2N − j) (aj − aj−2)︸ ︷︷ ︸
≤0
z2N−1+j − a2N−3z4N−2. (3.9)
Thus, the sequence of coefficients of the polynomial R(z) = Q(z)·(1−z2)2 possesses exactly
three changes of sign. In this case, the rule of Descartes implies that R(z) has either one or
three real positive roots (counted according to their multiplicity). Since (1− z2)2 already
has the positive zero 1 with multiplicity 2, we conclude that Q(z) has exactly one root in
R
+. By the preceding considerations, this zero is contained in (0, 1).
Remark 3.9. In the special case of Theorem 3.8, we can find z˜ efficiently by employing a
Newton method with starting value z0 = 1 to obtain z˜.
Corollary 3.10. Let A be a real N × N matrix and let a(z) be given as in (3.8) with
aℓ ≥ 0 for ℓ = 0, . . . , 2N − 2. Assume that the two sequences (a2ℓ)N−1ℓ=0 and (a2ℓ+1)N−2ℓ=0 are
monotonically increasing with a0 < a2N−2 and a2N−3 > 0. Then, there exists z˜ ∈ (1,∞)
with
z˜ ∈ argmax
z∈R
(zTNAzN )
2
‖zN‖42
= argmax
z∈R
(
a(z)
p(z)
)2
determining the optimal (real) rank-1 Hankel approximation of A. Moreover, z˜ is the only
positive zero of Q(z) = a′(z) p(z) − a(z) p′(z).
Proof. For z ∈ (1,∞), we observe that
a(1/z)
p(1/z)
=
a(1/z)
z−2N+2p(z)
=
2N−2∑
j=0
ajz
2N−2−j
p(z)
=
a˜(z)
p(z)
,
where the polynomial a˜(z) has the coefficients a˜j = a2N−2−j , j = 0, . . . , 2N − 2. Thus,
the sequences (a˜2ℓ)
N−1
ℓ=0 and (a˜2ℓ+1)
N−2
ℓ=0 are monotonically decreasing with a˜1 = a2N−3 > 0
and a˜0 > a˜2N−2. The assertion now follows from Theorem 3.8 applied to a˜(z).
Corollary 3.11. Let A be a real N×N matrix and let a(z) be given as in (3.8). Assume that
z˜ is a value determining the optimal (real) rank-1 Hankel approximation of A. Further,
let Q(z) be given as in Theorem 3.8.
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1. If (a2ℓ)
N−1
ℓ=0 is a non-negative monotonically decreasing sequence with a0 > a2N−2 ≥ 0
and (a2ℓ+1)
N−2
ℓ=0 is a non-positive monotonically increasing sequence with a1 < 0, then
there exists z˜ ∈ (−1, 0) that maximizes
(
a(z)
p(z)
)2
, and moreover, it is the only negative
zero of Q(z).
2. If (a2ℓ)
N−1
ℓ=0 is a non-positive monotonically decreasing sequence with 0 ≥ a0 > a2N−2
and (a2ℓ+1)
N−2
ℓ=0 is a non-negative monotonically increasing sequence with a2N−3 > 0,
then there exists z˜ ∈ (−∞,−1) that maximizes
(
a(z)
p(z)
)2
, and moreover, it is the only
negative zero of Q(z).
Proof. 1. We consider the first assertion. Corollary 3.7 implies that we can find z˜ ≤ 0 that
maximizes
(
a(z)
p(z)
)2
. We apply Theorem 3.8 and show that Q(z) possesses only one negative
zero, which is in (−1, 0). Let a˜2ℓ+1 := −a2ℓ+1 for ℓ = 0, . . . , N − 2. Then (a˜2ℓ+1)N−2ℓ=0 is a
non-negative, monotonically decreasing sequence with a˜1 > 0. We can write
a(z) = α(z) + β(z) with α(z) =
N−1∑
ℓ=0
a2ℓz
2ℓ, β(z) =
N−2∑
ℓ=0
a2ℓ+1z
2ℓ+1
and
a˜(z) = α(z) − β(z) =
N−1∑
ℓ=0
a2ℓz
2ℓ +
N−2∑
ℓ=0
a˜2ℓ+1z
2ℓ+1.
Further, let Q˜(z) := a˜′(z) p(z) − a˜(z)p′(z). By Theorem 3.8, Q˜(z) possesses only one
positive zero and this zero is in (0, 1). For the polynomial Q(z) it follows in this case
Q(z) = a′(z) p(z) − a(z) p′(z) = (a′0(z) + a′1(z)) p(z) − (a0(z) + a1(z)) p′(z)
= (−a′0(−z) + a′1(−z)) p(−z) − (a0(−z)− a1(−z))(−p′(−z))
= −a˜(−z)p(−z) + a˜(−z)p′(−z) = −Q˜(−z).
Thus Q(z) possesses exactly one zero in (−∞, 0), and this zero is in (−1, 0).
2. The second assertion follows similarly from Corollary 3.7 and Corollary 3.10.
Remark 3.12. For Hankel matrices, the decay condition of Theorem 3.8 is satisfied if the
sequence ((ℓ + 1)aℓ) is non-negative and monotonically decreasing, i.e. (aℓ) decays faster
than (ℓ+1)−1. The reconstruction of real (usually even exponentially) decreasing sequences
by very short exponential sums occurs for example in analyzing large fluorescence lifetime
imaging (FLIM), see e.g. [31].
Finally, we want to answer the following question: Given a real matrix A, can we
restrict the search for the optimal parameters c and z to real numbers, or can we achieve
better results by allowing complex parameters? The following example shows that indeed
complex parameters may provide better approximations.
Example 3.13. We want to find an optimal rank-1 Hankel approximation for
A =

 1 −
1
2 −1
−12 −1 −12
−1 −12 1

 .
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This matrix has the eigenvalues 2.0, −1.366025 and 0.366025 and the Frobenius norm
‖A‖F = 2.449490. Using Theorem 3.6 we find two solutions for the optimal real parametrs
(z˜, c˜) = (−0.129135, 1.045778) and (z˜, c˜) = (−7.743849, 0.000291). The obtained Frobe-
nius norm of the error is ‖A− c˜ z˜ z˜T ‖F = 2.206570 (for both solutions).
If we allow c˜ and z˜ to be complex, we obtain with (z˜, c˜) = (i, 59 ) as well as with
(z˜, c˜) = (−i, 59) the smaller error ‖A− c˜ z˜ z˜T ‖F =
√
261
9 = 1.7950055.
Remark 3.14. For non-negative matricesA it can be shown that the optimal rank-1 Hankel
approximation is always real.
4 Optimal Rank-1 Hankel Approximation in the Spectral Norm
We consider the minimization problem (1.2) in the spectral norm. The structure of the
rank-1 Hankel matrix in Lemma 2.1 and Remark 2.2 imply that we need to solve the
minimization problem
min
c,z∈C
∥∥∥A− c zM zTN∥∥∥2
2
. (4.1)
This problem is much more difficult to solve than the minimization in the Frobenius norm.
Therefore, we restrict our considerations to real symmetric matrices A ∈ RN×N and show
how to obtain the real optimal rank-1 Hankel approximation H1 in this case.
We will use the following notation: Let λ0, . . . , λN−1 denote the eigenvalues of A which
are ordered by modulus |λ0| > |λ1| ≥ |λ2| . . . ≥ |λN−1|, and assume that |λ0| occurs with
multiplicity 1. Further we assume that λ0 = ‖A‖2 > 0. The values |λj | coincide with the
singular values ofA. With {v0, . . . ,vN−1} we denote the orthonormal basis of eigenvectors
in RN satisfying
Avj = λj vj , j = 0, . . . , N − 1.
Since we only consider square matrices, we simplify the notation and write
z := zN =
(
1, z, . . . , zN−1
)T
(4.2)
for a structured vector which is determined by z ∈ R. Further, for z ∈ R and λ2 ∈ (λ21, λ20)
let
f(z, λ2) :=
1
zT z
N−1∑
j=0
(vTj z)
2
λ2j − λ2
=
zT (A2 − λ2I)−1z
zT z
. (4.3)
The second equality in (4.3) follows with z =
∑N−1
j=0 (v
T
j z)vj from the observations
zT
(
A2 − λ2I
)−1
z =
N−1∑
j=0
(
vTj z
)2 (
vTj
(
A2 − λ2I
)−1
vj
)
and (λ2j − λ2)−1 = vTj (A2 − λ2I)−1vj. The function f(z, λ2) is well defined as long as λ2
is not an eigenvalue of A2. Moreover, f(z, λ2) is differentiable, and limλ2→λ2
0
f(z, λ2) is
bounded if and only if vT0 z = 0. Similarly, f(z, λ
2
1) := limλ2→λ2
1
f(z, λ2) is bounded if and
only if vTj z = 0 for all vj corresponding to eigenvalues λj with λ
2
j = λ
2
1. Further, for any
fixed λ2 ∈ (λ21, λ20), the function f(z, λ2) is bounded from above and from below by
min
{
(λ2 − λ2N−1)−1, (λ20 − λ2)−1
}
≤ f(z, λ2) ≤ max
{
(λ20 − λ2)−1, (λ2 − λ2N−1)−1
}
,
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since it can be seen as a Rayleigh quotient for the matrix (A2 − λ2I)−1. For fixed z,
f(z, λ2) is strictly monotonically increasing.
The main theorem of this section contains two parts. The first part generalizes the
result from [3] and states exact conditions ensuring that the rank-1 Hankel approximation
achieves the same error as the unstructured rank-1 approximation. This error is given by
|λ1| and achieved e.g. by truncated SVD. The second part of the theorem states condi-
tions that enable us to derive an algorithm to compute the exact optimal rank-1 Hankel
approximation also in the case that the error |λ1| cannot be achieved.
In the course of this section we will consider the case λ2 ∈ [λ21, λ20). If λ2 = λ21 then
we will find that necessarily vTj z = 0 whenever λ
2
j = λ
2
1 = λ
2. In order to keep f in (4.3)
well-defined without any additional notation, from now on we always use the convention
0
0 = 0. To remind the reader that such terms may occur in the sum, we will use the
notation
∑′ instead of ∑.
Theorem 4.1. Let A = (aj,k)
N−1,N−1
j,k=0 ∈ RN×N be symmetric with N ≥ 2. Assume that
rank(A) > 1 and λ0 = ‖A‖2 > |λ1|. Let H1 = c˜ z˜ z˜T be an optimal rank-1 Hankel
approximation of A with regard to the spectral norm.
(1) The optimal error bound ‖A−H1‖22 = ‖A− c˜ z˜ z˜T ‖22 = λ21 is achieved if and only if
there exists z˜ ∈ R such that the vector z˜ in (4.2) satisfies
vTj z˜ = 0, for all λj with |λj | = |λ1| and f(z˜, λ21) =
1
‖z˜‖22
N−1∑′
j=0
(vTj z˜)
2
λ2j − λ21
≥ 0, (4.4)
and if c˜ is chosen such that
N−1∑′
j=0
(vTj z˜)
2
λj + |λ1| ≤
1
c˜
≤
N−1∑′
j=0
(vTj z˜)
2
λj − |λ1| . (4.5)
(2) If there is no z˜ satisfying (4.4), then the optimal rank-1 Hankel approximation of A
possesses the error
λ˜ := ‖A−H1‖2 =
∥∥∥A− c˜ z˜ z˜T ∥∥∥
2
∈ (|λ1|, λ0),
where λ˜ is the minimal number in (|λ1|, λ0) satisfying the relation
max
z∈R
f(z, λ˜2) = 0, (4.6)
and we have z˜ ∈ argmaxz∈R f(z, λ˜2). Further,
c˜ :=
(
N−1∑
k=0
(vTk z˜)
2
λk − λ˜
)−1
=
(
z˜T
(
A− λ˜I
)−1
z˜
)−1
> 0. (4.7)
To prove this theorem we need some preliminary observations. We start with the
following lemma, which can also be found in [3].
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Lemma 4.2. Let D = diag(d0, . . . , dN−1) ∈ RN×N , b = (b0, . . . , bN−1)T ∈ RN , and c ∈ R.
Then the matrix B := D+ cbbT has the determinant
det(B) = det(D) + c
N−1∑
j=0
b2j

N−1∏
k=0
k 6=j
dk

 .
If D is invertible, we have
det(B) = det(D)

1 + cN−1∑
j=0
b2j
dj

 .
Proof. We employ the rule for computing determinants of block matrices, see [26],
det
(
D −b
cbT 1
)
= det(1 ·D+ cbbT ) = det(B),
and use an expansion of the determinant with respect to the last column.
Further we can show
Lemma 4.3. Let N ≥ 2, Λ = diag(λ0, . . . , λN−1) with λ0 > |λ1| ≥ |λ2| ≥ . . . , |λN−1| ≥ 0,
c > 0 and µ = (µ0, . . . , µN−1)T ∈ RN with µ0 6= 0. Further let |λ1| ≤ λ < λ0. Then
M1(λ) := (λI −Λ) + cµµT is positive semidefinite if and only if
N−1∑′
j=0
µ2j
λj − λ ≥
1
c
, (4.8)
where µj = 0 in the case where j corresponds to λj = |λ1| = λ. Moreover, if λ > |λ1| and
the inequality in (4.8) is strict, then M1(λ) is even positive definite.
Proof. According to [25], M1(λ) is positive semidefinite if and only if all its principal
minors, i.e., the determinants of all possible r × r principal submatrices of M1(λ) for
r = 1, . . . , N , are non-negative.
We observe that M1(λ) as well as all its principal submatrices are of the form B in
Lemma 4.2. Let J ⊆ {0, 1, . . . , N − 1} be a subset with cardinality |J | = r, 1 ≤ r ≤ N .
Denote by (M1(λ))J the principal submatrix obtained by restricting M1(λ) to the rows
and columns with indices in J . Applying Lemma 4.2, we need to distinguish two cases:
First, λj < λ for all λj with j 6= 0, i.e., λ > |λ1|, and second, λ = λj = |λ1| for some j (note
that |λ1| can come with higher multiplicity). With ΛJ := diag((λj)j∈J), µJ := (µj)j∈J ,
and with the r × r identity matrix Ir, we obtain the principal minors of M1(λ) as
det(M1(λ))J =


det (λIr −ΛJ) ·

1 + c ∑
j∈J
µ2j
λ− λj

 if λj 6= λ ∀j ∈ J , (4.9a)
c
∑
j∈J
µ2j

∏
k∈J
k 6=j
(λ− λk)

 if ∃j ∈ J : λj = λ, (4.9b)
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for all possible subsets J , where for r = N we have det(M1(λ))J = detM1(λ). Observe
that the second case can only occur if λj = λ = |λ1| for some j ∈ J .
For λ > |λ1| we conclude:
If 0 6∈ J , then det(λ Ir −ΛJ) > 0 since λ− λj > 0 for j = 1, . . . , N − 1. Furthermore, all
terms
µ2j
λ−λj in the sum are non-negative, such that the condition det(M1(λ))J > 0 holds.
If 0 ∈ J , then det(λ Ir −ΛJ ) < 0 since λ− λ0 < 0. Thus, the condition det(M1(λ))J ≥ 0
is satisfied, if we have 1 + c
∑
j∈J
µ2
j
λ−λj ≤ 0. This condition is always satisfied, if
1 + cN−1∑
j=0
µ2j
λ− λj

 ≤ 0, (4.10)
since all terms
µ2
j
λ−λj , j = 1, . . . , N − 1, are non-negative. A strict inequality in (4.10) even
leads to det(M1(λ))J > 0.
For λ = λj = |λ1| we conclude:
Taking the subset J = {0, j} for any j with λj = |λ1| = λ, it follows from (4.9b) that
det(M1(λ))J = c µ
2
j (λ − λ0) = c µ2j (λj − λ0). Since c > 0 and λ − λ0 < 0, the condition
det(M1(λ))J ≥ 0 can thus only be satisfied if µj = 0. W conclude that
µj = 0 for all indices j with λj = |λ1| = λ. (4.11)
It follows easily from (4.9b) that (4.11) is sufficient to ensure det(M1(λ))J ≥ 0 for all
subsets J containing at least one index j with λj = λ.
Further, for all subsets J with 0 6∈ J and λj 6= λ for all j ∈ J , we derive with the same
argument as before that det(M1(λ))J > 0.
Finally, for all subsets J with 0 ∈ J and λj 6= λ for all j ∈ J , the condition det(M1(λ))J ≥
0 is satisfied if 
1 + cN−1∑
j=0
µ2j
λ− λj

 ≤ 0 (4.12)
while (4.11) holds.
All together, the matrix M1(λ) is positive semidefinite if and only if we have
0 <
1
c
≤
N−1∑′
j=0
µ2j
λj − λ, (4.13)
and if additionally (4.11) holds in the case λ = λj = |λ1|. If λ > |λ1| and 1c <
N−1∑
j=0
µ2
j
λj−λ ,
we even have det(M1(λ))J > 0 for all J , and thus M1(λ) is positive definite.
Lemma 4.4. Let N ≥ 2, Λ = diag(λ0, . . . , λN−1) with λ0 > |λ1| ≥ |λ2| ≥ . . . , |λN−1| ≥ 0,
c > 0 and µ = (µ0, . . . , µN−1)T ∈ RN with µ0 6= 0. Further let |λ1| ≤ λ < λ0. Then
M2(λ) := (λI +Λ)− cµµT is positive semidefinite if and only if
N−1∑′
j=0
µ2j
λj + λ
≤ 1
c
, (4.14)
where µj = 0 in the case where j corresponds to λj = |λ1| = λ. Moreover, if λ > |λ1| and
the inequality in (4.14) is strict, then M2(λ) is positive definite.
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Proof. We use a similar notation for the submatrices of M2(λ) as in Lemma 4.3. First we
consider λ > |λ1|. To ensure that M2(λ) is positive semidefinite, we find the condition
det(M2(λ))J = det(λIr +ΛJ )

1− c∑
j∈J
µ2j
λ+ λj

 ≥ 0
for all possible subsets J ⊂ {0, . . . , N −1}, where for |J | = r = N we have det(M2(λ))J =
detM2(λ). This time, we have det(λ Ir + ΛJ) > 0 for all subsets J . Since c > 0 and all
terms
µ2
j
λ+λj
, j = 0, . . . , N − 1, are positive, these conditions are satisfied if and only if

1− c N−1∑
j=0
µ2j
λ+ λj

 ≥ 0. (4.15)
Now we consider λ = |λ1|. For j ∈ J with −λj = λ = |λ1|, we find from Lemma 4.2
− c
∑
j∈J
µ2j

∏
k∈J
k 6=j
λ+ λk

 ≥ 0. (4.16)
In particular, taking J = {0, j} for some j with −λj = |λ1| = λ, (4.16) can only be
satisfied if µj = 0. For J not containing any j with −λj = |λ1| = λ we find similarly to
(4.12) 
1− cN−1∑
j=0
µ2j
λ+ λj

 ≥ 0. (4.17)
Together, it follows that M2(λ) is positive semidefinite if and only if
N−1∑′
j=0
µ2j
λj + λ
≤ 1
c
, (4.18)
where µj = 0 for −λj = |λ1| = λ. For |λ1| < λ and strict inequality in (4.18), we observe
that M2(λ) is even positive definite.
Proof (of Theorem 4.1). Throughout this proof, let
λ˜ :=
∥∥∥A− c˜ z˜ z˜T ∥∥∥
2
(4.19)
denote the optimal rank-1 approximation error, i.e., the parameters z˜, c˜ generate an opti-
mal rank-1 Hankel approximation of A.
1. We reformulate (4.19) in order to apply Lemma 4.2 – 4.4: By (4.19) it follows that λ˜
or −λ˜ is an eigenvalue of the symmetric matrix A− c˜ z˜ z˜T . Using the basis transform with
the orthogonal matrix V = (v0 . . .vN−1) of eigenvectors of A, we have Λ := VTAV =
diag(λ0, . . . , λN−1) with the eigenvalues of A ordered by modulus, λ0 > |λ1| ≥ . . . ≥
|λN−1| ≥ 0. Further, let µ := VT z˜ = (µ0, . . . , µN−1)T . In other words,
z˜ = Vµ =
N−1∑
j=0
µj vj , with µj = v
T
j z˜, j = 0, . . . , N − 1,
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is the representation of z˜ in the orthogonal basis {v0, v1, . . . , vN−1}. Formula (4.19) is now
equivalent to
λ˜ =
∥∥∥A− c˜ z˜ z˜T ∥∥∥
2
=
∥∥∥VTAV− c˜VT z˜ z˜TV∥∥∥
2
=
∥∥∥Λ− c˜µµT ∥∥∥
2
.
Therefore, (4.19) holds if and only if the two symmetric matrices
M1(λ˜) := λ˜ I−Λ+ c˜µµT , M2(λ˜) := λ˜ I+Λ− c˜µµT (4.20)
are positive semidefinite, and at least one of the two matrices possesses the eigenvalue 0.
2. We show upper and lower bounds for the optimal approximation error λ˜: By the
Eckart-Young-Mirsky theorem it follows that λ˜ ≥ |λ1|. We prove that the optimal error
λ˜ satisfies λ˜ < λ0 by showing that we can always find values z˜ and c˜ such that M1(λ0)
and M2(λ0) are even positive definite. This implies that λ0 cannot be the optimal error:
Obviously, the diagonal matrix λ0I − Λ is positive semidefinite. Therefore, the matrix
M1(λ0) is positive definite for c˜ > 0 and any µ with first component µ0 6= 0, i.e., for any
value z˜ ∈ R with µ0 = vT0 z˜ 6= 0. Furthermore, λ0I + Λ is positive definite with smallest
possible singular value λ0 − |λ1| > 0. Thus, M2(λ0) is positive definite for any z˜ ∈ R as
long as c˜ < λ0−|λ1|‖µ‖2
2
= λ0−|λ1|‖z˜‖2
2
. Hence, the optimal error is bounded from above and below
by |λ1| ≤ λ˜ < λ0.
The optimal parameter z˜ necessarily satisfies µ0 = v
T
0 z˜ 6= 0, since otherwise we would
find (A−c˜ z˜ z˜T )v0 = Av0 = λ0v0 contradicting λ˜ < λ0. Moreover, we obtain the necessary
condition c˜ > 0 since for c˜ ≤ 0 we would add a positive semidefinite matrix to A thereby
enlarging the spectral norm,
‖A− c˜ z˜z˜T ‖2 = max‖v‖2=1 |v
T (A− c˜ z˜z˜T )v|
≥ vT0Av0 − c˜ (vT0 z˜)2 = λ0 + |c˜| (vT0 z˜)2 ≥ λ0.
3. Now we derive necessary and sufficient conditions for the optimal parameters c˜ > 0,
z˜ ∈ R and λ˜ ∈ [|λ1|, λ0) by inspecting the matrices M1(λ˜) and M2(λ˜). Thereby we prove
part (1) of Theorem 4.1. >From Lemma 4.3 and Lemma 4.4 it follows that M1(λ˜) and
M2(λ˜) are both positive semidefinite if and only if
N−1∑′
j=0
µ2j
λj + λ˜
≤ 1
c˜
≤
N−1∑′
j=0
µ2j
λj − λ˜
, (4.21)
and if in case of λ˜ = |λ1| moreover µj = vTj z˜ = 0 for all λj with |λj| = λ˜. Obviously, a
parameter c˜ satisfying (4.21) only exists, if
N−1∑′
j=0
µ2j
λj − λ˜
−
N−1∑′
j=0
µ2j
λj + λ˜
= 2λ˜
N−1∑′
j=0
µ2j
λ2j − λ˜2
≥ 0.
W.l.o.g. we can assume that λ˜ 6= 0 since otherwise the matrix A would be a Hankel matrix
of rank 1 already. Thus, for the function f(z, λ2) from (4.3) it follows that f(z˜, λ˜2) ≥ 0,
and we conclude (4.4) and (4.5) for λ˜ = |λ1|.
4. Finally we prove part (2) of Theorem 4.1. So we assume that (4.4) is not satisfied for
any z˜ ∈ R, i.e., λ˜ > |λ1|. Inspecting the two sums in (4.21), we observe that the left sum
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increases for decreasing λ˜ while the right sum decreases with decreasing λ˜. Thus, (4.21)
implies the equalities
N−1∑
j=0
µ2j
λj + λ˜
=
1
c˜
=
N−1∑
j=0
µ2j
λj − λ˜
, (4.22)
for the minimal error λ˜. Otherwise, we could find a parameter c˜ such that the two
inequalities in (4.21) are strict. But then, Lemma 4.3 and Lemma 4.4 yield that the two
matricesM1(λ˜) andM2(λ˜) are even positive definite, and we could find some |λ1| ≤ λ < λ˜
such that M1(λ) and M2(λ) are still positive semidefinite. This would contradict our
assumption (4.19).
Relation (4.22) directly implies that detM1(λ˜) = detM2(λ˜) = 0, or equivalently, that
λ˜ as well as −λ˜ are eigenvalues of A − c˜ z˜ z˜T . Assertion (4.7) now follows from (4.22).
Further, we conclude
N−1∑
j=0
µ2j
λj + λ˜
−
N−1∑
j=0
µ2j
λj − λ˜
= 2λ˜
N−1∑
j=0
µ2j
λ2j − λ˜2
= 0.
Since λ˜ > |λ1| ≥ 0, this shows that f(z˜, λ˜2) = 0.
Finally, we consider ‖z‖22f(z, λ˜2) as a polynomial in z for the fixed optimal error λ˜ and
show that f(z, λ˜2) ≤ 0 for all z ∈ R. Assume to the contrary that there is some z with
f(z, λ˜2) > 0. With the same arguments as before, we then obtain a range for the choice of
c˜. But then c˜ can be taken such that the two matricesM1(λ˜) andM2(λ˜) are even positive
definite. In that case λ˜ is no longer the optimal error, contradicting our assumption. Thus
we have shown (4.6).
Remark 4.5. 1. The conditions (4.4) in Theorem 4.1 are particularly satisfied if z˜ is of the
form z˜ = ‖z˜‖2 v0, where v0 is the eigenvector corresponding to the largest eigenvalue λ0
of A. In this case (4.4) simplifies to
(vT0 z˜)
2
λ20 − λ21
=
‖z˜‖22
λ20 − λ21
≥ 0,
since vTj z˜ = 0 for j = 1, . . . , N − 1.
2. Theorem 4.1 provides a solution to the rank-1 Hankel approximation problem with
respect to the spectral norm. However, the solution parameters (z˜, c˜) need not be unique.
In the case when (4.4) is satisfied and the optimal error ‖A − c˜z˜z˜T ‖22 = λ21 is attained,
there are several possible choices for c˜ if the inequality in (4.5) is strict. But even in the
case when (4.4) cannot be satisfied and c˜ is determined uniquely by (4.7), it may occur
that z˜ ∈ argmaxz∈R f(z, λ˜2) is not unique, as can be seen in Example 5.6.
The conditions shown in Theorem 4.1 can be used to provide an algorithm for comput-
ing the optimal rank-1 Hankel approximation numerically. First, we can verify whether
(4.4) can be satisfied. For this purpose, we compute all real roots of the polynomial
v1(z) := v
T
1 z of degree N − 1. Then, for each z satisfying v1(z) = 0 we check, whether
0 ≤ f(z, λ21) < ∞. If this is the case for some zero z of v1(z), then we set z˜ := z and
determine c˜ by (4.5).
If there is no zero of v1(z) satisfying (4.4), then we have to employ the relations (4.6)
and (4.7) in Theorem 4.1 to determine z˜ and c˜.
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For fixed λ2 ∈ (λ21, λ20) define fλ(z) := f(z, λ2). Since for fixed z, f(z, λ2) is strictly
monotonically increasing in λ2, formula (4.6) implies:
If maxz fλ(z) > 0, then the optimal error λ˜ in (4.19)satisfies λ˜
2 < λ2.
If maxz fλ(z) < 0, then the optimal error satisfies λ˜
2 > λ2.
If maxz fλ(z) = 0, then the optimal error satisfies λ˜
2 = λ2 and the rank-1 Hankel approx-
imation is generated by this zero z˜ ∈ argmaxz fλ(z) and c˜ from (4.7).
To find a simple range, where we have to search for the maximum of fλ, we can again
apply an observation similar to that used in Theorem 3.4 for the Frobenius norm. Let
f
(1)
λ (z) :=
1
‖z‖22
N−1∑
j=0
(vTj JNz)
2
λ2j − λ2
,
where JN denotes the counter identity in (1.3). Then we observe for z 6= 0 because of
zN−1 z(1/z) = (zN−1, . . . , z, 1)T = JN z(z) = JN z that
fλ
(
1
z
)
=
1
‖z(1/z)‖22
N−1∑
j=0
(
vTj z(1/z)
)2
λ2j − λ2
=
1
‖z(z)‖22
N−1∑
j=0
(
vTj JNz(z)
)2
λ2j − λ2
= f
(1)
λ (z).
Thus, we only have to search for the maximum of fλ(z) in the interval [−1, 1] and for
the maximum of f
(1)
λ (z) in (−1, 1). We obtain the following algorithm to compute the
optimal rank-1 Hankel approximation of A with respect to the spectral norm as well as
the corresponding error.
Algorithm 4.6 (Computation of optimal rank-1 Hankel approximation w.r.t. spectral norm).
Input: symmetric matrix A ∈ RN×N with single largest singular value λ0 > 0,
threshold ǫ > 0.
1. Compute the SVD of A to obtain the singular values λ0 > |λ1| ≥ . . . ≥ |λN−1| ≥ 0
and the normalized eigenvectors v0, . . . ,vN−1 such that V = (v0 . . .vN−1) is an
orthogonal matrix.
2. Compute the set Σ of joint real zeros of the polynomials vj(z) := v
T
j z of degree N−1
corresponding to eigenvalues λj with |λj | = |λ1| and with z as in (4.2). For each
z ∈ Σ compute
‖z‖22 fλ1(z) =
N−1∑′
j=0
(vTj z)
2
λ2j − λ21
.
If one value z ∈ Σ satisfies fλ1(z) ≥ 0 then set
λ˜ := |λ1|, z˜ := z, c˜ :=

N−1∑′
j=0
(vTj z˜)
2
λj − |λ1|

−1 .
3. If Σ = ∅ or if there is no z ∈ Σ satisfying fλ1(z) ≥ 0 then apply the following
bisection iteration:
Set a := |λ1| and b := λ0. While b− a > ǫ iterate:
a) Compute x := a+b2 . Find the maximal value W of
‖z‖22 fx(z) =
N−1∑
j=0
(vTj z)
2
λ2j − x2
for z ∈ [−1, 1]
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and of
‖z‖22 f (1)x (z) =
N−1∑
j=0
(vTj JNz)
2
λ2j − x2
for z ∈ (−1, 1).
b) If W = 0, then we have found the optimal solution, go to 4.
If W > 0, then b := x, else a := x.
4. Set λ˜ := a. If fλ˜ possesses a zero z in [−1, 1] then z˜ := z, otherwise, if f (1)λ˜ possesses
a zero z in (−1, 1) then set z˜ := 1/z. Compute
c˜ :=

N−1∑
j=0
(vTj z˜)
2
λj − λ˜

−1 .
Output: z˜, c˜ generating an optimal rank-1 Hankel approximation of A with respect to
the spectral norm, error λ˜ = ‖A− c˜ z˜z˜T ‖2.
Remark 4.7. Obviously, the optimal rank-1 Hankel approximation depends on the dis-
tribution of all eigenvalues of A as well as on the structure of the eigenvectors of A.
In particular the optimal parameters z˜ and c˜ generating the optimal rank-1 Hankel ap-
proximation of A with regard to the spectral norm usually do not coincide with those
parameters found for the Frobenius norm.
Example 4.8. We consider the Hankel matrix
A :=


3 2 1 1
2 1 1 2
1 1 2 5
1 2 5 2


with the eigenvalues (rounded to 6 digits)
λ0 = 8.421093, λ1 = −3.155074, λ2 = 3.009151, λ3 = −0.275170.
With Theorem 3.1, for the optimal rank-1 Hankel approximation with regard to the Frobe-
nius norm, we obtain the parameters
z˜ = 1.225640, c˜ = 1.020343, (4.23)
and the error ‖A − c˜ z˜ zT ‖F = 4.568510. The spectral norm of the obtained matrix is
‖A− c˜ z˜ zT ‖2 = 3.208509.
Now we consider the rank-1 Hankel approximation with regard to the spectral norm.
In this example, the polynomial v1(z) := v
T
1 z possesses three real zeros at z1 = −0.391861,
z2 = 0.193813, and z3 = 1.126551. At these points, we find
f(z1, λ
2
1) = −0.455125, f(z2, λ21) = −0.808914, f(z3, λ21) = −0.002521.
Therefore, we cannot achieve the error |λ1| = 3.155074. Algorithm 4.6 provides the optimal
parameters
z˜ = 1.143122, c˜ = 1.595173,
and we obtain the error ‖A− c˜ z˜ zT ‖2 = 3.159482. At the same time, for these parameters
we get the Frobenius norm ‖A− c˜ z˜ zT ‖F = 4.932743.
For comparison, the Cadzow algorithm (considered in the next section) provides, after
15 iterations the parameters z = 1.252213 and c = 0.936695 and achieves the error norms
‖A− c˜ z˜ zT ‖2 = 3.239722 and ‖A− c˜ z˜ zT ‖F = 4.574811.
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Remark 4.9. The AAK theory for infinite Hankel matrices tells us, that the optimal param-
eter z˜ should be a zero of the Laurent polynomial obtained from the (infinite) eigenvector
corresponding to the second singular value σ1, see e.g. [4, 22]. Transferred to our case of
finite matrices, we have to inspect all zeros of the polynomial v1(z) = v
T
1 z. This is exactly,
what we are doing already, when we want to check, whether the error known from the
unstructured case can be achieved, see Algorithm 5.1, step 2. As we have seen in the ex-
ample above, non of the zeros of v1(z) provides the optimal parameter, but z3 = 1.126551
is close to z˜ in (4.23). We refer to [4] for further error estimates.
5 Rank-1 Hankel approximation using the Cadzow Algorithm
Finally, in this section we will consider the Cadzow algorithm. We will show, that the
Cadzow iteration for rank-1 Hankel approximation always converges to a fixed point.
However, we will also see that the obtained result is usually not optimal with regard to
the Frobenius norm or the spectral norm.
Without loss of generality we assume that M ≤ N . For a matrix A = (aj,k)M−1,N−1j,k
let P (A) be the Hankel matrix given by
P (A) := (hk+ℓ)
M−1,N−1
k,ℓ=0 ∈ CM×N
with
hℓ :=


1
ℓ+1
ℓ∑
r=0
ar,ℓ−r for ℓ = 0, . . . ,M − 1,
1
M
M−1∑
r=0
ar,ℓ−r for ℓ =M, . . . ,N − 1,
1
M+N−1−ℓ
M−1∑
r=ℓ+1−N
ar,ℓ−r for ℓ = N, . . . ,N +M − 2.
Then the Cadzow algorithm can be stated as follows.
Algorithm 5.1 (Cadzow algorithm for rank-1 Hankel approximation).
Input: A ∈ CM×N with rankA ≥ 1 and single largest singular value.
1. Compute the largest singular value σ0 of A and the corresponding normalized sin-
gular vectors u0, v0, such that
A0 := σ0 u0 v
∗
0
is the best (unstructured) rank-1 approximation of A.
2. For j = 1, 2, . . . do
a) A˜j := P (Aj−1)
b) Compute the optimal (unstructured) rank-1 approximation of A˜j ,
Aj := σj uj v
∗
j ,
where σj is the largest singular value of A˜j with normalized singular vectors
uj , vj .
Output: u := lim
j→∞
uj , v := lim
j→∞
vj , σ := lim
j→∞
σj.
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As we will see, this algorithm can be understood as an alternating projection algorithm.
In case of convergence, we usually obtain a rank-1 Hankel approximation σ uv∗ of A. We
will show convergence of Algorithm 5.1 to a fixed point. To analyse the convergence
properties of Algorithm 5.1, we start with the following lemmata:
Lemma 5.2. Let M, N ∈ Z with 2 ≤ M ≤ N . For a = (a0, . . . , aM−1)T ∈ CM and
b = (b0, . . . , bN−1)T ∈ CN let P (a b∗) be the Hankel matrix obtained by counter diagonal
averaging, i.e.,
P (a b∗) := (hk+ℓ)
M−1,N−1
k,ℓ=0
with
hℓ :=


1
ℓ+1
ℓ∑
r=0
ar bℓ−r for ℓ = 0, . . . ,M − 1,
1
M
M−1∑
r=0
ar bℓ−r for ℓ =M, . . . ,N − 1,
1
M+N−1−ℓ
M−1∑
r=ℓ+1−N
ar bℓ−r for ℓ = N, . . . ,N +M − 2.
(5.1)
Then
‖P (a b∗)‖2 ≤ ‖P (a b∗)‖F ≤ ‖a b∗‖F = ‖a b∗‖2 = ‖a‖2 ‖b‖2,
and the equality ‖P (a b∗)‖F = ‖a b∗‖F holds, if and only if there exists z ∈ C such that
a = zM = (1, . . . , z
M−1)T and b = zN = (1, . . . , zN−1)T or a = eM = (0, . . . , 0, 1)T and
b = eN = (0, . . . , 0, 1)
T .
Proof. First note that the Frobenius norm can be written as ‖a b∗‖2F =
∑M−1
k=0 σ
2
k, where
σk denote the non-zero singular values of a b
∗. But since a b∗ has rank 1 it only possesses
one non-zero singular value and hence we have ‖a b∗‖F = ‖a b∗‖2 = ‖a‖2‖b‖2, for the
last equality, see Remark 2.2.
We obtain by definition
‖P (a b∗)‖22 ≤ ‖P (a b∗)‖2F
=
M−1∑
ℓ=0
(ℓ+ 1) |hℓ|2 +
N−1∑
ℓ=M
M |hℓ|2 +
N+M−2∑
ℓ=N
(N +M − 1− ℓ) |hℓ|2
=
M−1∑
ℓ=0
1
ℓ+ 1
∣∣∣∣∣
ℓ∑
r=0
arbℓ−r
∣∣∣∣∣
2
+
N−1∑
ℓ=M
1
M
∣∣∣∣∣
M−1∑
r=0
ar bℓ−r
∣∣∣∣∣
2
+
N+M−2∑
ℓ=N
1
M +N − 1− ℓ
∣∣∣∣∣∣
M−1∑
r=ℓ+1−N
ar bℓ−r
∣∣∣∣∣∣
2
≤
M−1∑
ℓ=0
ℓ∑
r=0
|ar bℓ−r|2 +
N−1∑
ℓ=M
M−1∑
r=0
|ar bℓ−r|2 +
M+N−2∑
ℓ=N
M−1∑
r=ℓ+1−N
|ar bℓ−r|2
= ‖a b∗‖2F = ‖a b∗‖22 = ‖a‖22 ‖b‖22,
where we have used that for any integer L > 0 and any c = (c0, . . . cL−1)T ∈ CL,∣∣∣∣∣
L−1∑
k=0
ck
∣∣∣∣∣
2
≤ L
L−1∑
k=0
|ck|2.
Here, equality only holds, if for any two indices k, ℓ we have 2Re (ck cℓ) = |ck|2 + |cℓ|2,
i.e., if ck = cℓ, thus only, if c is a constant vector of the form c = c (1, . . . , 1)
T with some
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c ∈ C. Therefore, in the above computation, ‖P (a b∗)‖2F = ‖a b∗‖2F is satisfied, if and
only if for each ℓ ∈ {0, . . . , N − 1}, we have arbℓ−r = cℓ ∈ C for r = max{0, ℓ + 1 −
N}, . . . ,min{ℓ,M − 1}, or in other words, if a b∗ is already a Hankel matrix, such that
a b∗ = P (a b∗). By Lemma 2.1 this implies the assertion.
Lemma 5.2 implies that, restricted to the set of rank-1 matrices, P is an orthogonal
projector to the Hankel matrices with regard to the spectral norm as well as to the Frobe-
nius norm, i.e., P 2 = P and P has norm 1. For general matrices A, this is still true with
respect to the Frobenius norm since P is a linear operator. Taking the singular value
decomposition A =
∑M−1
k=0 σkukv
∗
k with normalized singular vectors uk, vk to the singular
values σk of A, we have
‖P (A)‖2F =
∥∥∥∥∥P
(
M−1∑
k=0
σk uk v
∗
k
)∥∥∥∥∥
2
F
=
∥∥∥∥∥
M−1∑
k=0
σk P (uk v
∗
k)
∥∥∥∥∥
2
F
≤
M−1∑
k=0
‖σkP (uk v∗k)‖2F ≤
M−1∑
k=0
σ2k ‖uk v∗k‖22 =
M−1∑
k=0
σ2k = ‖A‖2F .
Since the map from A˜j onto its optimal rank-1 approximation Aj = σj uj v
∗
j in Algo-
rithm 5.1 also is an orthogonal projection, the Cadzow algorithm is indeed an alternating
projection algorithm.
In the next lemma, we need the following concept: For vectors a = (a0, . . . , aM−1)T ∈
C
M and b = (b0, . . . , bN−1)T ∈ CN we define the convolution vector a ⋆b ∈ CM+N−1 with
components
(a ⋆ b)ℓ =
∑
j∈Z
aj bℓ−j, ℓ = 0, . . . ,M +N − 2,
where we set aj = 0 for j ∈ Z \ {0, . . . ,M − 1} and bj = 0 for j ∈ Z \ {0, . . . , N − 1}.
Then we have
Lemma 5.3. For M, N ∈ Z, 2 ≤ M ≤ N , vectors a, c ∈ CM , and vectors b, d ∈ CN we
have
c∗ P (a b∗)d = (c ⋆ d)∗D−1 (a ⋆ b)
= (a ⋆ b)∗D−1 (c ⋆ d) = a∗ P (cd∗)b, (5.2)
with D := diag(1, 2, . . . ,M − 1, M, . . . ,M, M − 1, . . . , 2, 1) ∈ R(M+N−1)×(M+N−1), where
the component M occurs (N −M + 1) times in D.
Proof. First, we observe that P (a b∗) = (hk+ℓ)
M−1,N−1
k,ℓ=0 with
h := (h0, . . . , hM+N−2)T = D−1 (a ⋆ b)
as a direct consequence of (5.1). We set cj = 0 for j ∈ Z \ {0, . . . ,M − 1} and dj = 0 for
j ∈ Z \ {0, . . . , N − 1}. Then we find
c∗ P (a b∗)d = c∗ (hk+ℓ)
M−1,N−1
k,ℓ=0 d
=
N−1∑
ℓ=0
M−1∑
k=0
hk+ℓ ck dℓ =
M+N−2∑
r=0
hr
∑
k∈Z
ck dr−k
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=
M+N−2∑
r=0
hr (c ⋆ d)r = h
T (c ⋆ d) = (a ⋆ b)∗D−1 (c ⋆ d)
= (c ⋆ d)∗D−1 (a ⋆ b) = a∗ P (cd∗)b.
The Cadzow iteration in Algorithm 5.1 implies the following iteration formulas for
j = 1, 2, . . .,
uj := argmax
‖u‖2=1
u∗ A˜j A˜∗j u = argmax
‖u‖2=1
u∗ P (uj−1 v∗j−1)P (uj−1 v
∗
j−1)
∗ u, (5.3)
vj := argmax
‖v‖2=1
v∗ A˜∗j A˜j v = argmax
‖v‖2=1
v∗ P (uj−1 v∗j−1)
∗ P (uj−1 v∗j−1)v, (5.4)
σ2j := max‖v‖2=1
v∗ A˜∗j A˜j v = max‖v‖2=1
v∗
(
σ2j−1 P (uj−1 v
∗
j−1)
∗ P (uj−1 v∗j−1)
)
v. (5.5)
These iterations can also be written jointly as
(uj ,vj) = argmax
‖u‖2=1,‖v‖2=1
|u∗P (uj−1v∗j−1)v|, σj = σj−1 max‖u‖2=1,‖v‖2=1|u
∗P (uj−1v∗j−1)v|.
(5.6)
Observe that |u∗j P (uj−1 v∗j−1)vj | = u∗j P (uj−1 v∗j−1)vj > 0, since uj and vj are the left
and right singular vectors of P (uj−1 v∗j−1) to its largest singular value
σj
σj−1
. We can now
prove convergence of the Cadzow algorithm 5.1.
Theorem 5.4 (Convergence of Cadzow’s algorithm for rank-1 Hankel approximation). Let
A ∈ CM×N with 2 ≤M ≤ N and rank(A) ≥ 1. Then the sequences (uj)∞j=0, (vj)∞j=0 and
(σj)
∞
j=0 in the Cadzow iterations (5.3)− (5.5) converge.
If σ = limj→∞ σj > 0, then the Cadzow algorithm 5.1 provides an approximation σ uv∗
of Hankel structure, i.e., there exists z ∈ C such that
u := lim
j→∞
uj =
1
‖zM‖2 zM and v
:= lim
j→∞
vj =
1
‖zN‖2 zN
with zM and zN as in (2.2), or u = eM , v = eN .
If σ = limj→∞ σj = 0, then Cadzow’s algorithm converges to the zero matrix, while
the matrix uv∗ generated by u := limj→∞ uj and v := limj→∞ vj does not have Hankel
structure.
Proof. 1. If the normalized singular vectors u0 and v0 of A to the largest singular value
σ0 are already of the form u0 =
1
‖zM‖2 zM , v0 =
1
‖zN‖2 zN with zM and zN as in (2.2),
or u0 = eM , v0 = eN , then the optimal rank-1 approximation of A has already Hankel
structure, i.e., by definition of P , we have
P (σ0u0 v
∗
0) = σ0u0 v
∗
0,
and the algorithm immediately stops, since we find constant sequences (uj)
∞
j=0, (vj)
∞
j=0
and (σj)
∞
j=0.
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2. Assume now that u0 and v0 neither satisfy the condition u0 =
1
‖zM‖2 zM , v0 =
1
‖zN‖2 zN for some z ∈ C, nor u0 = eM , v0 = eN . Then, by Lemma 5.2, we find for the
largest singular value of A˜1 = P (σ0 u0 v
∗
0)
σ1 = ‖P (σ0 u0 v∗0)‖2 < σ0‖u0 v∗0‖2 = σ0.
For any j ≥ 1 we obtain analogously
σj+1 = ‖P (σj uj v∗j)‖2 < σj‖uj v∗j‖2 = σj ,
and this inequality is indeed strict as long as uj and vj do not have the wanted structure
uj =
1
‖zM‖2 zM , vj =
1
‖zN‖2 zN for some z ∈ C or uj = eM , vj = eN . Thus, the sequence
of singular values (σj)
∞
j=0 decreases monotonically. Since σj ≥ 0 for all j, convergence
follows, and we write σ := limj→∞ σj.
3. Since the matrix D given in Lemma 5.3 is positive definite, so is D−1. Therefore
D−1 induces a scalar product and a corresponding norm,
〈a, b〉D−1 := a∗D−1 b, ‖a‖2D−1 := 〈a, a〉D−1 , a, b ∈ CM+N−1.
Then it follows with Lemma 5.3 that
0 ≤ ‖(uj ⋆ vj)− (uj−1 ⋆ vj−1)‖2D−1
= ‖(uj ⋆ vj)‖2D−1 + ‖(uj−1 ⋆ vj−1)‖2D−1 − 2Re
(
(uj ⋆ vj)
∗D−1 (uj−1 ⋆ vj−1)
)
= u∗j P (uj v
∗
j )vj + u
∗
j−1 P (uj−1 v
∗
j−1)vj−1 − 2Re
(
u∗j P (uj−1 v
∗
j−1)vj
)
. (5.7)
But from definition (5.6) it follows that u∗j P (uj−1 v
∗
j−1)vj =
σj
σj−1
is real. Further, for all
j > 0 we conclude from (5.6) that
u∗j−1 P (uj−1 v
∗
j−1)vj−1 ≤ max‖u‖2=1,‖v‖2=1 |u
∗ P (uj−1 v∗j−1)v|
= u∗j P (uj−1 v
∗
j−1)vj .
Together with (5.7), we obtain
u∗j P (uj v
∗
j )vj ≥ u∗j−1 P (uj−1 v∗j−1)vj−1.
In other words, the sequence (‖uj ⋆ vj‖2D−1)∞j=0 is monotonically increasing. At the same
time ‖(uj⋆vj)‖2D−1 = u∗j P (uj v∗j )vj is bounded by 1, since ‖P (uj v∗j )‖2 ≤ ‖uj‖2 ‖vj‖2 = 1
by Lemma 5.2. Therefore we conclude that the sequence (uj ⋆ vj)
∞
j=0 converges to a limit
vector u ⋆ v ∈ CM+N−1. This limit vector defines
P (uv∗) =
((
D−1(u ⋆ v)
)
k+ℓ
)M−1,N−1
k,ℓ=0
,
and we obtain the two vectors u and v via (5.3) and (5.4), i.e., we find u = limj→∞uj
as the normalized singular vector of P (uv∗)P (uv∗)∗ to its largest singular value, and
v = limj→∞ vj as the normalized singular vector of P (uv∗)∗ P (uv∗) to its largest singular
value.
4. We now distinguish two cases.
First, assume that u∗ P (uv∗)v = limj→∞(u∗j P (uj v
∗
j)vj) = 1. In particular, it fol-
lows that ‖P (uv∗)‖2 = 1 = ‖uv∗‖2, and by Lemma 5.2, this directly implies that
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u = limj→∞ uj = 1‖zM‖2zM and v = limj→∞ vj =
1
‖zN‖2 zN , for some z ∈ C, or that
u = eM and v = eN . Thus, the Cadzow algorithm converges to a rank-1 matrix c zM z
T
N
with c = σ‖zM‖2 ‖zN‖2 , where the existence of σ had been shown in the second part of the
proof. Obviously, we always have have σ ≤ σ0.
In the second case, assume that u∗ P (uv∗)v = limj→∞(u∗j P (uj v
∗
j )vj) = L < 1. Since
(u∗j P (uj v
∗
j )vj)
∞
j=0 has been monotonically increasing, it follows for all j
σj+1 = σj u
∗
jP (uj−1 v
∗
j−1)vj ≤ σj L,
and thus limj→∞ σj ≤ σ0 limj→∞Lj = 0. In this case, Cadzows algorithm converges to
the zero matrix. Moreover, Lemma 5.2 implies that the limit vectors u and v cannot be
of the wanted structure to generate a rank-1 Hankel matrix.
Remark 5.5. During the Cadzow iteration it may happen that the largest singular value
of A˜j is not unique, even if the original matrix A has a single largest singular value. This
means that the obtained approximation is not necessarily unique.
Example 5.6. We show in a special example that Cadzow’s algorithm for rank-1 Hankel
approximation may indeed converge to the zero matrix. We consider the matrix
A :=

 1 0 1/20 1/2 0
1/2 0 1


with eigenvalues 32 ,
1
2 ,
1
2 . The singular vector to the largest singular value
3
2 is of the form
u0 = v0 =
1√
2
(1, 0, 1)T .
Thus we find
P (u0 v
∗
0) =
1
2

 1 0 2/30 2/3 0
2/3 0 1

 =

1/2 0 1/30 1/3 0
1/3 0 1/2

 .
Now, u1 = v1 =
1√
2
(1, 0, 1)T is the singular vector of P (u0 v
∗
0) to the largest singular
value 5/6. Further iterations yield
uj = vj =
1√
2
(1, 0, 1)T , σj =
3
2
·
(
5
6
)j
.
Obviously, (uj)
∞
j=0 and (vj)
∞
j=0 are constant sequences with limit vector
1√
2
(1, 0, 1)T , and
limj→∞ σj = 0. In other words, the Cadzow algorithm fails to converge to a rank-1 matrix.
For comparison, Theorem 3.1 provides the optimal rank-1 Hankel approximation with
regard to the Frobenius norm c˜ z˜ z˜T with
z˜ = argmax
z∈R
(
zT Az
zT z
)2
= argmax
z∈C
1 + 32z
2 + z4
1 + z2 + z4
= argmax
z∈C
z2
1 + z2 + z4
.
We obtain the two solutions z˜ = 1 and z˜ = −1. For both, z = 1 and z = −1, we find
c˜ = z
T
A z
(zT z)2
= 718 . Thus, we get indeed two optimal solutions, namely
7
18

1 1 11 1 1
1 1 1

 and 7
18

 1 −1 1−1 1 −1
1 −1 1

 .
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Both solutions possess the error
‖A− c˜ z˜ z˜T ‖F =
∥∥∥∥∥∥∥
1
18

11 ±7 2±7 2 ±7
2 ±7 11


∥∥∥∥∥∥∥
F
=
√
450
18
= 1.178511.
The spectral norm for this error matrix is ‖A− c˜ z˜ z˜T ‖2 = 1.045820.
Finally, let us consider the optimal rank-1 Hankel approximation of A with respect to
the spectral norm. We observe that the eigenvectors of A corresponding to 32 ,
1
2 ,
1
2 are
v0 =
1√
2
(1, 0, 1)T , v1 = (0, 1, 0)
T , v2 =
1√
2
(1, 0, −1)T .
The optimal error λ˜ is in the interval [12 ,
3
2). Since v1(z) = v
T
1 z and v2(z) = v
T
2 z have no
common zeros, we obtain Σ = ∅ in Algorithm 4.6. We need to find λ˜2 and z˜, such that
f(z˜, λ˜2) satisfies (4.6), i.e., maxz∈R fλ˜(z) = 0 and z˜ ∈ argmaxz∈R fλ˜(z). We obtain
‖z˜‖22fλ(z) =
(vT0 z)
2
9
4 − λ2
+
(vT1 z)
2
1
4 − λ2
+
(vT2 z)
2
1
4 − λ2
=
1
2 + z
2 + z
4
2
9
4 − λ2
+
z2
1
4 − λ2
+
1
2 − z2 + z
4
2
1
4 − λ2
=
1(
9
4 − λ2
) (
1
4 − λ2
) ((5
4
− λ2
)
z4 +
(
1
4
− λ2
)
z2 +
(
5
4
− λ2
))
=
5
4 − λ2(
9
4 − λ2
) (
1
4 − λ2
)



z2 −

 λ2 − 14
2
(
5
4 − λ2
)



2 +

1−

 λ2 − 14
2
(
5
4 − λ2
)

2



 ,
where we assume in the last line that λ2 6= 54 . A direct inspection of fλ(z) provides that
maxz fλ˜(z) = 0 if and only if
1−

 λ˜2 − 14
2
(
5
4 − λ˜2
)

2 = 0,
i.e., if λ˜2 = 1112 . We thus obtain from (4.6) and (4.7)
z˜2 =
λ˜2 − 14
2
(
5
4 − λ˜2
) = 1112 − 14
2
(
5
4 − 1112
) = 1, c˜ =

 2
3
2 −
√
11
12
+
1
1
2 −
√
11
12
+ 0

−1 = 2
3
,
and therefore again the two solutions z˜ = 1 and z˜ = −1. For the obtained error matrix
we have ∥∥∥∥∥∥∥A−
2
3

1 1 11 1 1
1 1 1


∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥
1
6

 2 ±4 −1±4 −1 ±4
−1 ±4 2


∥∥∥∥∥∥∥
2
=
√
11
12
= 0.957427,
while for the Frobenius norm we get ‖A− c˜ z˜ z˜T ‖F = 1.443376. By construction, the error
matrix A− c˜ z˜ z˜T possesses the eigenvalues
√
11
12 , −
√
11
12 , and
1
2 .
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Example 5.7. Finally, we consider Example 5 in [10]. Given the matrix
Aa =
(
a 1 a 1 a
1 a 1 a 1
)T
,
we obtain for a = 0 with the Cadzow algorithm and with the optimal Frobenius approxi-
mation in Section 3, respectively,
HCadzow =
(
0 0 0 0 0
0 0 0 0 1
)T
,
HFrob =
(
±0.446855 0.467001 ±0.488054 0.510057 ±0.533051
0.467001 ±0.488054 0.510057 ±0.533051 0.557083
)T
.
For the Frobenius norm, we find two optimal solutions, (z˜, c˜) = (1.045082, 0.446855), and
(z˜, c˜) = (−1.045082, −0.446855), producing the same optimal error. We obtain
‖A− c˜ z˜ z˜T ‖F = 1.577594, ‖A−HCadzow‖F = 2.
Note that the two algorithms HSVD and HTLS studied for comparison in [10], completely
fail in this case.
For a = 2 we get
HCadzow =
(
1.5629 1.5369 1.5113 1.4861 1.4614
1.5369 1.5113 1.4861 1.4614 1.4370
)T
,
HFrob =
(
1.556291 1.533373 1.510793 1.488545 1.466626
1.533373 1.510793 1.488545 1.466626 1.445028
)T
.
For the Frobenius norm, we have the solution parameters (z˜, c˜) = (0.985274, 1.556291).
We obtain
‖A− c˜ z˜ z˜T ‖F = 1.577618, ‖A−HCadzow‖F = 1.577681.
While for a = 0, Cadzows algorithms provides a solution error which is significantly
larger than the optimal error, we get for a = 2 an error which is almost optimal.
Conclusion and Outlook
In Section 2 we showed that a rank-1 Hankel matrixH1 is always of the formH1 = c zM z
T
N
or H1 = c eM e
T
N with zN and eN defined in (2.2) and (2.1). This observation enabled us
to analytically solve
min
H1∈CM×N
‖A−H1‖2F and min
H1∈CM×N
‖A−H1‖22.
In the case of the Frobenius norm our results apply to general matrices A ∈ CM×N . For
the spectral norm we considered real symmetric matrices. Our theoretical results gave rise
to algorithms to compute the optimal rank-1 Hankel approximations for the Frobenius and
spectral norm. In particular, the optimal solutions for the two norms usually differ. This
is in contrast to well-known results for unstructured optimal low-rank approximations.
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We showed that the well-known Cadzow algorithm applied for rank-1 Hankel approx-
imation always converges to a fixed point. However, it can happen that the algorithm
converges to the zero matrix. Even if Cadzow’s method converges to a rank-1 Hankel
matrix it usually does not converge to the optimal solution, neither with respect to the
Frobenius norm nor with respect to the spectral norm. We conjecture that the fixed
point reached by the Cadzow algorithm coincides with the optimal rank-1 Hankel approx-
imation with respect to the Frobenius or spectral norm only in the trivial case, if the
unstructured rank-1 approximation obtained by the singular value decomposition already
has the wanted Hankel structure. In this case, Cadzow’s algorithm stops already after one
iteration step.
A natural extension of our results would be to ask for analytic solutions to the ap-
proximation problem for Hankel matrices with rank r > 1. However, due to an increasing
number of special cases regarding the structure of higher-rank Hankel matrices, this prob-
lem is much more difficult to solve. For the Frobenius norm, we will consider applying our
algorithm iteratively in order to get a Hankel approximation of higher rank and study the
obtained results in comparison to other numerical methods for low-rank Hankel approxi-
mation.
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