Abstract. We propose a hybrid genetic algorithm for the hexagonal tortoise problem. We combined the genetic algorithm with an efficient local heuristic and aging mechanism. Another search heuristic which focuses on the space around existing solutions is also incorporated into the genetic algorithm. With the proposed algorithm, we could find the optimal solutions of up to a fairly large problem.
Introduction
Hexagonal tortoise problem (HTP), also known as Jisuguimundo, is a numerical puzzle which was invented by medieval Korean scholar and minister Suk-Jung Choi (1646-1715) [1] . The problem is to assign the consecutive numbers 1 through n to the vertices in a graph, which is composed of hexagons like beehives, to make the sum of the numbers of each hexagon the same. Figure 1 shows two example hexagonal tortoises. Choi showed a 30-node hexagonal tortoise in his book along with other various kinds of magic squares.
The HTP is somewhat similar to the magic squares. As for the magic squares, there is no known method that generates solutions for an arbitrary HTP, either. A special kind of HTPs, diamond HTPs, have a particular solution using their symmetry [2] . Figure 1(a) shows the particular solution of a 30-node HTP.
We consider a generalized problem to minimize the variance of hexagonal sums. In this paper, we propose an efficient local optimization heuristic for the HTP using problem-specific knowledge. We also combined a hybrid genetic algorithm with aging mechanism and another search heuristic which focuses on the space around existing solutions.
The rest of this paper is organized as follows. In Section 2, we describe some properties of the hexagonal tortoise problem. In Section 3, we describe our local optimization heuristic. In Section 4, we describe the proposed hybrid genetic algorithm in detail. In Section 5, we show the experimental results. Finally, the conclusion is given in Section 6. 
Hexagonal Tortoise Problem
Hexagonal tortoise problem is to assign a sequence of numbers to vertices in a graph with a fixed topology. The graph is composed of a number of overlapping hexagons. The numbers are typically consecutive integers from 1 to n, where n is the number of vertices in the graph. The term "tortoise" comes from the fact that the overall shape of the graph resembles the theca (or shell) of a turtle. Each number has to be assigned to a vertex exactly once. A hexagonal sum is defined to be the sum of the six numbers of a hexagon. The objective is to find an assignment of the numbers to the vertices so that the standard deviation (or variation) of the hexagonal sums is zero. In this paper, we consider a special type of hexagonal tortoise, a k × k diamond hexagonal tortoise problem, which arrangement of hexagons is like diamond shape [3] . Figure 1 (a) shows a solution of 3 × 3 diamond hexagonal tortoise. A typical HTP has many solutions with different hexagonal sums, which means that the fitness landscape of the problem is multimodal. For example, in the 16-node HTP, we found 140,915 different optimum solutions among 2 32 random permutations; from this, we presume there are more than 6 × 10 8 optimum solutions among total 16! possible assignments for the 16-node HTP. The difficulty of multimodal space search with respect to genetic algorithms was pointed out in the literature [4] [5] [6] .
To get more insight into the fitness landscape of the problem, we examined the fitness-distance correlation (FDC) [7] , which is a popular measure for predicting the difficulty of a problem. We compared it with that of the traveling 
Local Optimization Heuristic

Consecutive Exchange
A simple 2-Opt heuristic can be used as a local optimization method for most combinatorial optimization problems [8] . Figure 2 shows the outline of the 2-Opt heuristic for the HTP. It examines all possible n 2 pairs of genes. When it finds a pair with positive gain, it exchanges them greedily. The gain is defined as gain(i, j) = (fitness after exchanging the genes at i and j) -(fitness before the exchange).
We used a variant of 2-Opt in the following reasons. When we investigated the gene pairs whose exchanges led to fitness improvements, we found that the gene pairs with small gene-value differences were more probable. Figure 3 shows the frequencies of the gene-value differences for the pairs that led to fitness
Frequencies of the gene value of the pairs differences that led to fitness improvements (HTP160) improvement in a typical run of our genetic algorithm for the 160-node HTP. For initial chromosomes, the number of the pairs whose difference in value is only one was more than 30% of the total number of pairs. And the number grew further to more than 50% at the 100 th generation. This means that the 2-Opt heuristic would waste most time in vainly examining changes of big differences. This is more serious when high-quality solutions are locally optimized.
We designed a local optimization heuristic which examines only the gene pairs whose values are differed by one. We call it consecutive exchange. Figure 4 shows the outline of the consecutive exchange. For the problem of size n, while the time complexity of the inner loop of the original 2-Opt exchange in Figure 2 is Θ(n 2 ), that of the consecutive exchange is Θ(n). Comparisons of performances of the 2-Opt and consecutive exchanges are presented in Table 2 which are described in the next section.
for each pair l0, l1 by the exchanging policy if (gain(l0, l1) > 0) { exchange the gene at l0 with the gene at l1;
exchange the gene at l0 with the gene at l1; 
Further Optimization Using Tabu Search
In the process of local optimization, there are gene pairs whose exchanges do not affect fitness. Exchanging them may help improvement in other gene positions since it changes the distribution of the hexagonal sums. Usually, there are a great number of equi-fitness solutions near a solution. We adopted tabu search to search these solutions efficiently; we kept a list of the visited equi-fitness solutions and prevented revisiting them.
Tabu search is a meta-heuristic for optimization problems invented by Glover [9] . The tabu search keeps one or more lists of recently visited solutions to prevent the search from revisiting the visited solutions before. Figure 5 shows the outline of our local optimization incorporated with tabu search. The performances of the 2-Opt heuristic and the consecutive exchange with and without tabu search are summarized at Table 2 . We tested them with a traditional genetic algorithm of population size 1,000. We used the number of fitness calculation as the index of processor time. Table 2 shows the numbers of fitness calculations of the heuristics for the initial chromosomes and the chromosomes in 100 th generation, respectively. In both cases, the 2-Opt heuristic had slightly lower standard deviation of hexagonal sums (higher fitness) than that of the consecutive exchange. But, the 2-Opt was much slower than the consecutive exchange, especially with tabu search. Table 2 indicates that the consecutive exchanges is more effective in later generations.
The Hybrid Genetic Algorithm for the Hexagonal Tortoise Problem
A notable feature of our hybrid genetic algorithm is that it is combined with another search heuristic to search the space around the solutions in the current population. We call it nearby search. This scheme can be regarded as a three level optimization; the GA is used for large-scale search, the nearby search is used for medium-scale search, and the local optimization is used for small-scale search.
The overall structure of the proposed hybrid genetic algorithm is described in Figure 6 . In the main loop, offsprings are generated and local-optimized as in a typical hybrid GA. Then, the nearby search is applied to all the chromosomes in the population.
The details of the algorithm are as follows.
-Problem Encoding: Each locus is numbered top to bottom in zigzag order. Figure 7 shows indices of vertices in the 30-node HTP. The zigzag order was chosen to reflect more geographic localities of genes in the chromosome. -Fitness and Selection: The fitness of a chromosome is defined as
where σ 2 is the variance of hexagonal sums. Note that the fitness values are negative. Selection is done based on the rank of the effective fitness that is slightly modified from the above fitness. The effective fitness is described in Section 4.2.
-Population: We set the population size to be 512. -Local optimization: Local optimization used in our algorithm was explained in Section 3. -Modification: This is used in the nearby search and described in Section 4.1.
-Repair: Since crossover or mutation can generate infeasible solutions (i.e., one number is assigned to more than one node), repair is needed. In repair process, gene values are replaced with their sorted orders. If there are genes with the same value, they are randomly reordered. Figure 8 shows an example of the process. -Stop Condition: The algorithm stops when an optimum is found or the number of generations reaches a threshold.
Nearby Search
Since the HTPs have significantly rugged landscapes as mentioned before, traditional GAs do not solve well the HTPs with dozens or more nodes, even if they are combined with some local optimization heuristics. We adopted another search heuristic which focuses on the space around the solutions in the current population. This heuristic is similar to the idea of iterated local search [10] . But our approach is based on population and the search is applied to each chromosome once at each generation. From the viewpoint of high-quality solutions that survive over a number of generations, the heuristic is similar to iterated local search or large-step Markov chain [11] .
Nearby search is applied to every chromosome in the population at the end of each generation. Each chromosome is modified and the local optimization heuristic is applied to it. If the fitness of the newly generated chromosome is not worse than the original one, the original chromosome is replaced by the new one.
We devised a guided modification which uses problem-specific knowledge. We define the error for a gene k as follows:
where H k is the set of hexagons that include k, s(h) is the hexagonal sum of hexagon h, and µ is the mean of hexagonal sums.
The modification decreases the value of the gene whose error is the largest to positive and increases the value of the gene whose error is the largest to negative. It compulsorily alleviates the worst defect caused by those genes and lets the local optimization heuristic to cope with the change in hexagonal sums afterward.
Since the perturbation of the applied modification is weak, many of the modified solutions return to the original ones by the local optimization heuristic. In our algorithm, we look up the tabu list of the original solutions as well as that of the new ones so that the new chromosomes are different from the original ones.
Experimental results for the nearby search are presented in Section 4.3.
Aging
Since the HTPs have very rugged landscapes, most of the population is often occupied by local optima that contribute little to find the global optima. We adopted a kind of aging mechanism [12] [13] in which the fitness of a chromosome decreases over the generations of the genetic algorithm. The age of a newly generated solution is set to zero. At each generation, the age increases by one. The effective fitness considering the aging is defined as follows:
where H is the number of hexagons in a graph. The coefficient 1 10H is chosen by the following reasons. Since low-quality solutions are easily replaced by better solutions even without aging, we focused on high-quality solutions. High-quality solutions that can be found in a mature population usually have the property that most of its hexagonal sums have the same value and only a few of the sums are larger or smaller by one. For a chromosome having i hexagons with hexagonal sum S + 1, j hexagons with hexagonal sum S − 1 and H − i − j hexagons with hexagonal sum S, the variance of its hexagonal sums is
For small i and j, σ 2 ≈ i+j H . So the variances of hexagonal sums of high-quality solutions are discrete and the interval between them is about Table 3 shows the effects of nearby search and aging. The 96-node HTP was used for the test. We set four versions of GA depending on the uses of nearby search and aging. All the versions except version I, which is a standard hybrid GA, found optimal solutions on every run.
Performance Improvement by Nearby Search and Aging
When we compare version I and Version II, we can see the usefulness of nearby search. Version II was significantly better and faster than Version I. Version III was also similarly better and faster than Version I. Version IV, which combines nearby search and aging, showed further improvement over version II and III. 
Experimental Results
Our official version is the GA with the nearby search and aging mechanism. The algorithm was implemented in C and run on Pentium4 1.5 GHz. Table 4 shows the experimental results of our algorithm for various instances. The result of the 160-node HTP is from 50 runs and those of the rest are from 100 runs. We found the optimal solutions for up to the 160-node HTP in reasonable time. Also, we could find some optimal solutions of the 198-node HTP in a few days. The average time to find the optimal solutions increases exponentially with respect to the problem size. For the problem of sizes 30, 48, 70, 96, and 126, the algorithm found optimal solutions on every run. Figure 9 shows one of the solutions that we found for the 198-node HTP.
Conclusion
We proposed an efficient local optimization heuristic for the hexagonal tortoise problem using some problem-specific knowledge. The hybrid GA was further improved by the addition of nearby search. The proposed GA can be regarded as a three level optimization. Another notable aspect of our algorithm is the aging mechanism. It helps the GA to weed out local optima that contribute little to find global optima.
The proposed GA found optimal solutions for up to the 198-node hexagonal tortoise problem. This seems to be a fairly good achievement considering the extreme ruggedness of the problem. Future studies may include investigating larger size of HTPs, probably with parallel computing, applying the developed ideas to other combinatorial optimization problems, and further refining the GA.
