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Re´sume´
L’objectif de cette the`se est d’e´tudier sous divers angles certains processus ponc-
tuels sur l’espace des trajectoires continues C := C([0,1],Rd). Il s’agit de champs de
Gibbs (respectivement champs de Gibbs canoniques) qui sont de´finis comme des pro-
babilite´s sur l’espace des mesures ponctuelles sur C, localement absolument continues
par rapport au processus de Poisson et dont les densite´s locales sont construites a`
partir d’une fonctionnelle d’e´nergie H appele´e hamiltonien.
Nous donnons diverses caracte´risations et un proce´de´ de construction de champs de
Gibbs (resp. champs de Gibbs canoniques). En particulier, nous exhibons une for-
mule d’inte´gration par parties sous la mesure de Campbell d’un processus ponctuel
caracte´risant les champs de Gibbs canoniques et ce, pour une vaste classe d’hamilto-
niens locaux. Un the´ore`me de “recollement”, permettant de construire des champs de
Gibbs sur C a` partir de champs de Gibbs sur Rd et de marques ale´atoires sur C, est
e´galement pre´sente´ et utilise´ en particulier pour identifier les lois de certains syste`mes
d’e´quations diffe´rentielles stochastiques (dits gradients) comme des champs de Gibbs
sur C.
Ces syste`mes infini-dimensionnels, dont l’e´tude est propose´e au chapitre 4, sont du
type suivant :{
dXi(t) = dWi(t)− 12
∑
j 6=i
∇ϕ(Xi(t)−Xj(t))dt, i ∈ N∗,t ∈ [0,1],
Xi(0) = xi, i ∈ N∗,
ou` (Wi)i∈N∗ est une famille de mouvements browniens inde´pendants a` valeurs dans
Rd et ϕ une fonction re´gulie`re ge´ne´rant l’interaction entre les particules. R. Lang fut
le premier a` e´tudier ces syste`mes et a` prouver en 1977 l’existence et l’unicite´ de solu-
tions fortes en re´gime stationnaire. Ne´anmoins, notre travail se base essentiellement
sur des re´sultats ulte´rieurs dus a` J. Fritz dans lesquels il prouve l’existence et l’unicite´
de solutions fortes avec une condition initiale de´terministe.
Si l’on repre´sente une solution de ce syste`me par la mesure ponctuelle
∑
i∈N∗ δXi sur
C, nous montrons alors l’e´quivalence, en dimension d ≤ 3, entre eˆtre la loi d’une so-
lution d’un syste`me gradient dont la condition initiale est un champ de Gibbs sur Rd
et eˆtre un champ de Gibbs sur C associe´ a` un hamiltonien spe´cifique.
De manie`re plus ge´ne´rale, nous montrons que, sous certaines conditions de re´gularite´,
tout champ de Gibbs sur C d’hamiltonien local H peut eˆtre repre´sente´ comme la
loi d’un syste`me infini-dimensionnel d’e´quations diffe´rentielles stochastiques dont on
peut expliciter la de´rive (en ge´ne´ral non markovienne) en fonction de H . Dans un
dernier chapitre, nous donnons plusieurs applications de ces re´sultats, notamment au
sujet du retournement du temps et sur la re´gularisation des solutions de syste`mes
gradients.
Notre e´tude se situe a` l’interface de deux domaines distincts de la The´orie des Pro-
babilite´s, celui des processus ponctuels et celui des diffusions, solutions d’e´quations
diffe´rentielles stochastiques. La principale originalite´ de cette the`se est d’utiliser les
me´thodes de l’un pour re´soudre certains proble`mes de l’autre, et re´ciproquement.
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Notations
Espaces ou ensembles :
X : Rd ou C § 2.1.1
C : fonctions continues de [0,1] dans Rd § 2.1.1
B(X) : borne´s de X § 2.1.1
M(X) : mesures σ-finies sur X, de masse infinie § 2.1.1
M(X) : mesures ponctuelles sur X § 2.1.1
P(M(X)) : processus ponctuels sur X § 2.1.1
MϕE (Rd) : mesures ponctuelles ϕ-tempe´re´es sur Rd § 2.4.1
MϕE (C) : mesures ponctuelles ϕ-tempe´re´es sur C § 2.5.1
G(h,m) : champs de Gibbs sur Rd d’hamiltonien h
et de mesure de re´fe´rence m § 2.3.4
G(H,ν) : champs de Gibbs sur C d’hamiltonien H
et de mesure de re´fe´rence ν § 2.3.4
Gc(h,m) : champs de Gibbs canoniques sur Rd d’hamiltonien h
et de mesure de re´fe´rence m § 2.3.4
Gc(H,ν) : champs de Gibbs canoniques sur C d’hamiltonien H
et de mesure de re´fe´rence ν § 2.3.4
E : fonctions en escalier de [0,1] dans Rd § 3.2.1
Fb : fonctions test sur R
d ×M(Rd) § 3.2.1
W : fonctions test sur C § 3.2.1
W : fonctions test sur C ×M(C) § 3.2.1
W 1,2 : fonctionnelles D-diffe´rentiables sur C § 3.2.1
W
1,2
: fonctionnelles D-diffe´rentiables sur C ×M(C) § 3.2.1
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Probabilite´s et mesures de re´fe´rence :
γ : mesure ponctuelle sur Rd § 2.1.1
Γ : mesure ponctuelle sur C § 2.1.1
m : mesure σ-finie sur Rd § 2.1.1
λ : mesure de Lebesgue sur Rd § 2.1.1
ν : mesure σ-finie sur C § 2.1.1
̟m : mesure de Wiener a` condition initiale m § 2.1.1
µ : processus ponctuel sur Rd § 2.1.1
P : processus ponctuel sur C § 2.1.1
P˜ : probabilite´ sur CN∗ § 2.2.3
πm : processus de Poisson sur Rd d’intensite´ m § 2.2.1
Πν : processus de Poisson sur C d’intensite´ ν § 2.2.1
C !µ : mesure de Campbell re´duite associe´e a` µ sur R
d ×M(Rd) § 2.2.2
C !P : mesure de Campbell re´duite associe´e a` P sur C ×M(C) § 2.2.2
Fonctions, fonctionnelles et ope´rateurs :
(θi(γ))i∈N∗ : fonctionnelle nume´rotant les points de γ § 2.1.3
(Θi(Γ))i∈N∗ : fonctionnelle nume´rotant les trajectoires de Γ § 2.1.3
h : hamiltonien local sur Rd ×M(Rd) § 2.3.1
H : hamiltonien local sur C ×M(C) § 2.3.1
ψ : interaction sur Rd § 2.3.2
Ψ : interaction sur C § 2.3.2
ϕ : potentiel sur Rd § 2.3.2
Φ : interaction sur C associe´e a` ϕ § 4.3
Eϕ(γ) : fluctuation logarithmique d’e´nergie de γ § 2.4.1
‖Γ‖ϕE : fluctuation logarithmique d’e´nergie uniforme de Γ § 2.5.1
ζη, ζlog : fonctions de fluctuation ponde´re´e § 2.5.2
Dg : ope´rateur de de´rivation de Malliavin dans la direction de g § 3.2.1
Dx,g : ope´rateur de de´rivation sur C dans la direction de (x,g) § 3.2.1
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Chapitre 1
Introduction
Les premie`res e´tudes de dynamiques ale´atoires en tant que mesures de Gibbs sur
un espace de trajectoires remontent sans doute aux travaux de F. Spitzer dans les
anne´es 1970 [54]. Il conside`re la loi d’une chaˆıne de Markov a` espace d’e´tats fini S
comme une probabilite´ sur l’espace SN
∗ ⊂ SZ. L’espace des sites Z repre´sente ainsi
la dimension temporelle de la chaˆıne de Markov et l’espace des spins S repre´sente
sa dimension spatiale. Si l’on conside`re maintenant une diffusion a` valeurs dans Rd
indexe´e par le temps t ∈ R+ alors sa loi est une probabilite´ sur C(R+;Rd) ⊂ (Rd)R.
Vue sous cet angle, elle peut dans de nombreux cas eˆtre interpre´te´e comme une mesure
de Gibbs sur (Rd)R. Cette approche fut introduite et de´veloppe´e par Ph. Courre`ge,
P. Renouard dans [4] et G. Royer, M. Yor dans [51]. De nouveau, remarquons que
l’espace des sites R de´crit la dimension temporelle de la diffusion alors que l’espace
des spins Rd de´crit sa dimension spatiale.
Or habituellement, en me´canique statistique, dans la repre´sentation d’une proba-
bilite´ par une mesure de Gibbs, l’espace des sites est interpre´te´ d’un point de vue
spatial. Ainsi, le mariage de la vision spatiale usuelle de l’espace des sites avec la
vision temporelle e´voque´e ci-dessus semble naturelle.
A` cet e´gard, il existe un certain nombre de travaux concernant aussi bien des dy-
namiques ale´atoires indexe´es par un temps discret que des diffusions a` temps continu,
aborde´es sous l’angle des mesures de Gibbs spatio-temporelles. Dans le cadre de dyna-
miques a` temps discret, citons par exemple les travaux de S. Goldstein, R. Kuik, J.L.
Lebowitz et C. Maes [27], qui caracte´risent la loi d’automates cellulaires probabilistes
(a` valeurs dans SZ
d
) comme un certain type de mesures de Gibbs sur SZ
d+1
. L’espace
des sites Zd+1 se de´compose ainsi en une partie spatiale Zd et une partie temporelle
Z. Dans le cadre des diffusions, les travaux de P. Dai Pra, R. Minlos, S. Rœlly et H.
Zessin [5], [6] mettent en e´vidence la nature gibbsienne sur RZ
d×R de diffusions infini-
dimensionnelles ge´ne´rales (i.e. non force´ment markoviennes) indexe´es par le re´seau
Zd, chacune d’elles e´tant a` valeurs dans R.
Rappelons ne´anmoins que la structure gibbsienne sur C([0,T ],R)Zd de diffusions
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infini-dimensionnelles a` horizon de temps borne´ T , fut de´montre´e pour la premie`re
fois par J.-D. Deuschel en 1987 [10]. Dans ce cas, la dimension temporelle (borne´e) de
la diffusion est incluse dans l’espace des spins C := C([0,T ];R). L’analyse de syste`mes
re´ticule´s de diffusions comme mesures de Gibbs sur CZd s’est ave´re´e de`s lors tre`s fruc-
tueuse, cf. [3].
L’objectif de cette the`se est de ge´ne´raliser ces re´sultats a` des syste`mes dits conti-
nus. Les particules sont alors indistingables et diffusent dans Rd en e´tant soumises
a` une interaction par paires qui ne de´pend que de leurs positions relatives respec-
tives. Ces mode`les, e´tant moins caricaturaux que ceux ou` les particules qui diffusent
sont indexe´es par les points d’un re´seau, sont donc physiquement plus inte´ressants.
Ne´anmoins, les difficulte´s techniques (calculs d’estime´es a` priori, non explosion...) sont
telles que beaucoup moins d’avance´es ont e´te´ re´alise´es pour cette classe de syste`mes
que pour les syste`mes re´ticule´s.
Nous repre´sentons la diffusion infini-dimensionnelle par un processus ponctuel sur C
et notre objectif est d’e´tudier sa loi en tant que champ de Gibbs sur l’espace C. Notre
re´sultat principal est l’e´quivalence, en dimension d ≤ 3, entre eˆtre une diffusion infini-
dimensionnelle d’un mode`le continu de type gradient et eˆtre un champ de Gibbs sur
C associe´ a` un certain type d’hamiltonien. Nous donnerons e´galement plusieurs appli-
cations de ce re´sultat notamment a` propos du retournement du temps, ainsi qu’une
caracte´risation de champs de Gibbs et champs de Gibbs canoniques par des formules
d’inte´gration par parties sous la mesure de Campbell.
Pre´sentons plus pre´cise´ment le contenu de la the`se, en donnant un re´sume´ des cha-
pitres a` suivre.
Chapitre 2 : Processus ponctuels gibbsiens sur C. Proprie´te´s fines des
trajectoires.
Dans ce chapitre, nous introduisons les objets de base de cette the`se, i.e. les
processus ponctuels et en e´tudions certaines proprie´te´s indispensables pour la suite.
Au cours de la the`se, nous ne conside´rerons des processus ponctuels que sur Rd ou
C. Meˆme si les topologies de ces deux espaces sont tre`s diffe´rentes, leur e´tude, en
pratique, est assez semblable car nous utilisons essentiellement la structure d’espace
me´trique complet sous-jacente.
Nous de´finissons e´galement la notion de mesure de Campbell (en (2.6)) directement
associe´e aux processus ponctuels, puis les classes fondamentales de champs de Gibbs
(de´finition 2.15), et champs de Gibbs canoniques (de´finition 2.16); ces processus ponc-
tuels sonts de´finis comme e´tant localement absolument continus par rapport au pro-
cessus de Poisson avec pour densite´ l’exponentielle renormalise´e d’un hamiltonien a`
volume fini construit a` partir d’un hamiltonien local (voir de´finition 2.7). Nous ver-
rons aussi comment un hamiltonien local peut eˆtre construit a` partir d’une interaction
(voir (2.16)) et analysons plus pre´cise´ment le cas des interactions par paires super-
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stables.
Dans la deuxie`me partie, nous e´tudions des fonctionnelles de mesures ponctuelles
permettant de controˆler uniforme´ment la re´partition des points et de l’e´nergie dans
Rd. Entre autres, nous comparons les diffe´rentes notions de mesures ponctuelles
“tempe´re´es” sur Rd existant dans la litte´rature. Dans le dernier paragraphe, nous
introduisons des fonctionelles majorant les fluctuations des trajectoires des mesures
ponctuelles sur C autour de leurs positions initiales et les comparons aux fonctionnelles
introduites par J. Fritz, pour pouvoir controˆler uniforme´ment en temps la fluctuation
logarithmique d’e´nergie.
Chapitre 3 : Diverses caracte´risations de champs de Gibbs et champs
de Gibbs canoniques sur Rd puis sur C. Relations entre ces notions.
Dans ce chapitre, nous pre´sentons diverses caracte´risations de champs de Gibbs et
champs de Gibbs canoniques. Nous commeno¸ns par celles valables sur un espace polo-
nais X quelconque. La plupart des caracte´risations que nous utilisons sont base´es sur
celles utilisant la mesure de Campbell, que nous rappelons ici : un processus ponctuel
P sur X est un champ de Gibbs (respectivement un champ de Gibbs canonique) si et
seulement si la mesure de Campbell re´duite C !P associe´e a` P a la forme particulie`re
(3.5) (respectivement (3.7)).
Ensuite, dans le cas particulier ou` X = Rd ou C, nous e´tablissons des caracte´risations
de type infinite´simal a` l’aide de formules d’inte´gration par parties sous la mesure de
Campbell. Il nous faut alors distinguer les deux cas :
- X = Rd : on montre que, sous certaines conditions, µ est un champ de Gibbs cano-
nique sur Rd de mesure de re´fe´rence la mesure de Lebesgue λ et d’hamiltonien local
re´gulier h si et seulement si, pour toute fonction test re´gulie`re f ,
C !µ(∇xf) = C !µ(f∇xh).
- X = C : sous certaines conditions, P est un champ de Gibbs canonique sur C de
mesure de re´fe´rence la mesure de Wiener ̟λ a` condition initiale λ et d’hamiltonien
local re´gulier H si et seulement si, pour toute fonction test re´gulie`re F et toute
fonction g en escalier sur [0,1],
C !P
(
F
∫ 1
0
g dX
)
= C !P
(
Dx,gF − F Dx,gH
)
(1.1)
ou`
∫ 1
0
g dX est l’inte´grale de Wiener de g et D est un raffinement de l’ope´rateur de
de´rivation de Malliavin.
Enfin, la dernie`re section de ce chapitre est consacre´e a` diverses proprie´te´s per-
mettant de relier les notions de champs de Gibbs sur Rd ou C et celle de mesure de
Gibbs sur CN∗ . Ainsi, supposons qu’a` toute mesure ponctuelle γ sur Rd on associe une
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probabilite´ P˜ γ sur CN∗ . Quelles sont alors les conditions sur la famille (P˜ γ)γ∈M(Rd)
et sur le processus ponctuel µ sur Rd pour que le processus ponctuel P sur C, de´fini
pour toute fonction test F par∫
M(C)
F (Γ)P (dΓ) =
∫
Rd
∫
CN∗
F (
∑
i∈N∗
δXi)P˜
γ(d(Xi)i∈N∗)µ(dγ),
soit un champ de Gibbs (respectivement un champ de Gibbs canonique) sur C d’ha-
miltonien H et de mesure de re´fe´rence ν?
Le the´ore`me 3.18 y re´pond de la fac¸on suivante :
P est un champ de Gibbs (respectivement un champ de Gibbs canonique) sur C d’ha-
miltonien H et de mesure de re´fe´rence ν =
∫
Rd
νxν0(dx) si et seulement si les trois
conditions suivantes sont satisfaites :
- µ est un champ de Gibbs (respectivement un champ de Gibbs canonique) sur Rd
d’hamiltonien local h, que l’on peut expliciter et de mesure de re´fe´rence ν0
- pour µ-presque tout γ =
∑
i∈N∗ δxi, P˜
γ est une mesure de Gibbs sur CN∗ d’hamil-
tonien H˜ construit a` partir de H (voir e´quation (3.23)) et de mesure de re´fe´rence
⊗i∈N∗νxi ,
- la famille (P˜ γ)γ∈Rd est compatible (respectivement faiblement compatible); voir
de´finitions 3.16 et 3.17 pour les notions de compatibilite´.
Chapitre 4 : Syste`me de particules browniennes en interaction et champs
de Gibbs associe´s
Dans la premie`re partie de ce chapitre nous pre´sentons le syste`me de particules
browniennes en interaction; celui-ci repre´sente un syste`me infini de particules qui
diffusent dans Rd selon un mouvement brownien et dont l’interaction par paires entre
les particules est induite par le gradient du potentiel ϕ. On mode´lise ce syste`me par
la diffusion infini-dimensionnelle suivante :{
dXi(t) = dWi(t)− 12
∑
j 6=i
∇ϕ(Xi(t)−Xj(t))dt, i ∈ N∗,t ∈ [0,1],
Xi(0) = xi, i ∈ N∗
(1.2)
ou` (Wi)i∈N∗ est une famille de mouvements browniens inde´pendants a` valeurs dans
Rd et (xi)i∈N∗ une suite localement finie de points de Rd.
Physiquement, le syste`me (1.2) mode´lise un syste`me de particules en interaction
et en suspension dans un fluide lorsque le coefficient τ = m
f
, grandeur appele´e temps
de relaxation en physique, est tre`s petit, m de´signant la masse d’une particule et
f le coefficient de frottement fluide induit par le fluide ambiant sur la particule. Un
syste`me de particules en interaction et en suspension dans un fluide est habituellement
mode´lise´ par l’e´quation de Langevin qui suit : Xi et Vi repre´sentent la position et la
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vitesse de la ie`me particule, et sont solutions du syste`me{
dVi(t) = Fi(t)dt− fVi(t)dt− 12
∑
j 6=i
∇ϕ(Xi(t)−Xj(t))dt, i ∈ N∗,t ∈ [0,1],
dXi(t) = Vi(t)dt, i ∈ N∗,t ∈ [0,1]
(1.3)
ou encore,
∂2Xi(t)
∂t2
= Fi(t)− f ∂Xi(t)
∂t
(t)− 1
2
∑
j 6=i
∇ϕ(Xi(t)−Xj(t)), i ∈ N∗,t ∈ [0,1],
ou` Fi(t) est la force ale´atoire au temps t induite par le fluide ambiant. Dans [46],
il est de´montre´ que dans le cas ou` le temps de relaxation τ est petit (voir [46] pour
des chiffres pre´cis, un exemple ou` τ = 1.5 10−10s est donne´), le syste`me (1.3) peut
eˆtre approxime´ par le syste`me (1.2). Le mouvement brownien Wi mode´lise ainsi le
mouvement ale´atoire de la ie`me particule soumise uniquement a` la force ale´atoire Fi.
L’inte´reˆt de cette approximation est de diminuer l’ordre du syste`me (1.3) (on passe
de l’ordre 2 a` l’ordre 1) et ainsi de rendre son e´tude mathe´matique plus simple.
Dans ce travail, une solution de (1.2) sera toujours repre´sente´e par le processus ponc-
tuel sur C de´fini par Γ =∑i∈N∗ δXi . Cette diffusion dite de type gradient fut e´tudie´e
pour la premie`re fois par R. Lang [32] qui prouva l’existence et l’unicite´ des solutions
en re´gime stationnaire. Le cadre de notre e´tude de´passant le cas stationnaire, nous
nous appuyons sur les re´sultats de J. Fritz, rappele´s dans le the´ore`me 4.2, qui prouva
l’existence et l’unicite´ forte des solutions pour toute configuration initiale de´terministe
γ =
∑
i δxi d’e´nergie de fluctuation logarithmique Eϕ(γ) finie (voir la de´finition en
(2.25)). La deuxie`me section est consacre´e a` une e´tude pre´cise des fluctuations des
particules au cours de la diffusion. On montre que la loi de la variable
ζlog(Γ) = sup
X∈Γ
sup
t∈[0,1]
|X(t)−X(0)|
1 + ln(1 + |X(0)|)
de´croˆıt exponentiellement quand Γ est solution du syste`me (1.2); le nombre ale´atoire
de particules qui interagissent, au cours de la diffusion, avec une particule donne´e est
de l’ordre de grandeur de (ζlog ln(ζlog))
d.
Graˆce a` cette e´tude approfondie, on de´montre dans la troisie`me section un des the´ore`mes
principaux de la the`se (The´ore`me 4.11) qui affirme l’e´quivalence entre les deux pro-
prie´te´s suivantes :
- eˆtre la loi sur M(C) des solutions du syste`me (1.2) pour une condition initiale de
loi gibbsienne associe´e a` un hamiltonien local h
- eˆtre un champ de Gibbs sur C pour l’hamiltonien local h(X(0),Γ(0)) + HΦ(X,Γ),
se de´composant donc en une partie provenant de la condition initiale et une partie
purement dynamique ; l’expression explicite de HΦ est donne´ en (4.15).
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Chapitre 5 : Applications et ge´ne´ralisation :
Dans un premier temps, nous donnons quelques applications directes des chapitres
pre´ce´dents. Notamment, nous de´montrons que si la condition initiale au syste`me (1.2)
est un champ de Gibbs (respectivement un champ de Gibbs canonique), alors la loi
du syste`me, a` tout temps t ∈ [0,1], est encore un champ de Gibbs (respectivement un
champ de Gibbs canonique) dont on peut expliciter l’hamiltonien local et la mesure
de re´fe´rence (voir lemme 5.1). Il y donc conservation de la gibbsiannite´ au cours de la
diffusion. On montre e´galement que si la condition initiale est quelconque (ale´atoire
ou non), alors la loi du syste`me, a` tout temps t ∈]0,1], est un champ de Gibbs cano-
nique de mesure de re´fe´rence la mesure de Lebesgue λ et d’hamiltonien local difficile
a` expliciter. On en de´duit par exemple que les mesures stationnaires ( i.e. invariantes
par translation du temps) sont des champs de Gibbs canoniques.
Nous obtenons e´galement des re´sultats sur les mesures re´versibles pour cette dyna-
mique. Dans [33], R. Lang fut le premier a` montrer que les mesures re´versibles du
syste`me (1.2) sont les champs de Gibbs canoniques de Gc(hϕ,λ), ou`
hϕ(x,γ) =
∑
y∈γ
ϕ(x− y).
Nous rede´montrons ce re´sultat, en en affaiblissant conside´rablement les hypothe`ses.
Dans la deuxie`me partie de ce chapitre, nous pre´sentons au the´ore`me 5.10 la ge´ne´ralisation
suivante de la re´ciproque du the´ore`me 4.11 : tout champ de Gibbs P sur C d’hamil-
tonien local H re´gulier est la loi d’une diffusion brownienne infini-dimensionnelle - cf
(5.16)- dont la de´rive (βt(X,Γ))t∈[0,1] a la forme explicite suivante :
βt = −C !P (DtH|Ft).
L’outil principal pour de´montrer ce re´sultat est la formule (1.1) d’inte´gration par
parties sous la mesure de Campbell.
Puis nous donnons une application a` l’analyse du retournement du temps sur un
champ de Gibbs canonique ge´ne´ral P sur C. Par le the´ore`me 5.10, on peut associer
a` un tel champ des dynamiques forward et backward non markoviennes a` priori. La
projection a` tout temps t > 0 de P est un champ de Gibbs sur Rd d’hamiltonien
local note´ ht, et nous pre´sentons dans la formule (5.21) le lien entre ht et les de´rives
forward et backward associe´es a` P . Cette formule est une ge´ne´ralisation au cadre des
syste`mes continus du re´sultat obtenu par H. Fo¨llmer et A. Wakolbinger [19] pour des
syste`mes inde´xe´s par un re´seau, lui-meˆme version infini-dimensionnelle du cas fini-
dimensionnel traite´ tout d’abord par A.N. Kolmogorov [31] puis par H. Fo¨llmer [18].
Dans le cas particulier ou` le champ de Gibbs canonique P est la loi du syste`me (1.2)
avec comme condition initiale un champ de Gibbs canonique, alors la formule (5.21)
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s’e´crit sous la forme plus simple suivante :
−∇xht(x,γ) = −1
2
∇xhϕ(x,γ) + bˆ1−t(x,γ), λ-p.s., (1.4)
ou` ht est l’hamiltonien local du champ de Gibbs canonique repre´sentant la loi au
temps t de la solution du syste`me (1.2) et − 1
2
∇xhϕ (respectivement bˆt) la de´rive for-
ward (respectivement backward) du syste`me. On en de´duit dans le corollaire 5.15,
une repre´sentation de l’hamiltonien local des mesures stationnaires du syste`me (1.2).
Dans une dernie`re section, nous revisitons les re´sultats de la the`se dans le cas ou`
d > 3. Nous analysons, en fonctions de d, les re´sultats qui restent vrais et proposons
dans certains cas de nouvelles de´monstrations permettant ainsi de traiter les cas par-
ticuliers.
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Chapitre 2
Processus ponctuels gibbsiens
sur C. Proprie´te´s fines des
trajectoires.
Dans ce chapitre, nous allons introduire l’objet mathe´matique central de cette
the`se, i.e. les processus ponctuels gibbsiens. Les ouvrages de re´fe´rence sur lesquels
nous nous sommes base´s pour les notions ge´ne´rales concernant les processus ponc-
tuels, sont les livres de K. Matthes, J. Kerstan et J. Mecke [36] et de Ch. Preston
[43].
Dans le cadre de cette the`se, nous ne conside´rerons des processus ponctuels que sur
Rd ou C, C de´signant l’ensemble des fonctions continues de [0,1] dans Rd. De nom-
breuses de´finitions et proprie´te´s e´tant identiques pour Rd ou C, nous choisissons donc
de poser X un espace ge´ne´rique repre´sentant aussi bien Rd que C.
Dans un premier temps, nous de´finissons pre´cise´ment la notion de processus ponctuel
et introduisons les mesures de re´fe´rence et la notion de champ de Gibbs sur X, en en
rappelant quelques proprie´te´s. Dans un deuxie`me temps, nous e´tudions des fonction-
nelles permettant de controˆler les mesures ponctuelles. Entre autres, nous comparons
les diffe´rentes notions de mesures ponctuelles “tempe´re´es” dans Rd existant dans la
litte´rature. Le dernier paragraphe traite, lui, de diffe´rents types de controˆle des me-
sures ponctuelles sur C.
2.1 De´finitions
2.1.1 Mesures ponctuelles sur l’espace polonais X = Rd ou C
A partir de maintenant et dans toute la the`se, X de´signe indiffe´remment Rd ou C.
On munit X de sa tribu bore´lienne σ(X). B(X) et S(X) sont, quant a` eux, deux sous-
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ensembles de σ(X), que l’on pre´cisera plus tard selon la valeur de X. M(X) de´signe
l’ensemble des mesures positives diffuses de masse infinie et σ-finies sur X, c’est-a`-dire
les mesures de masse infinie sur X qui sont finies sur les sous-ensembles de B(X) et
nulles sur les sous-ensembles de S(X).
On note M¯(X) l’ensemble des mesures Γ de masse infinie sur X telles que
∀B ∈ B(X), Γ(B) ∈ N,
et M(X) le sous-ensemble de M¯(X) suivant :
M(X) =
{
Γ ∈ M¯(X) telle que, pour tout S ∈ S(X), Γ(S) ≤ 1
}
.
On ne conside`re donc que des mesures ponctuelles chargeant une infinite´ de points.
On munit M¯(X) de la tribu σ(M¯(X)) engendre´e par les ensembles
{Γ ∈ M¯(X),Γ(Λ) = n}
ou` n parcourt N∗ et Λ parcourt B(X). La tribu σ(M(X)) deM(X) est obtenue comme
la tribu trace de σ(M¯(X)) sur M(X). Il est bien connu (voir par exemple [36]) que
les mesures Γ ∈ M¯(X) ont une repre´sentation en termes de configurations de points.
En effet, pour tout Γ ∈ M¯(X), il existe une suite infinie de points (Xi)i∈N∗ dans X,
sans accumulation dans aucun ensemble de B(X), telle que
Γ =
∑
i∈N∗
δXi , (2.1)
ou` δX repre´sente la mesure de Dirac en X ∈ X.
Pour X ∈ X et Γ ∈M(X), on de´finit la mesure ponctuelle Γ\X par
Γ\X = Γ− δX si Γ(X) = 1, et Γ\X = Γ sinon.
Lorsque Γ est dans M(X) on impose en plus a` la suite (Xi)i∈N∗ de satisfaire pour
tout S ∈ S(X) la condition : Card {i ∈ N∗ tel que Xi ∈ S} ≤ 1.
Par la suite, nous nous inte´resserons essentiellement a`M(X); nous avons de´fini M¯(X)
uniquement dans le but d’e´claircir les questions de topologie sur M(X), ce que nous
pre´senterons dans le paragraphe 2.1.2.
Si X = Rd, on particularise les notations X,Γ en x,γ. On choisit pour B(Rd) (respec-
tivement S(Rd)) l’ensemble usuel des borne´s de Rd (respectivement des singletons de
Rd) :
B(Rd) =
{
B ∈ σ(Rd) tel que sup
x∈B
|x| < +∞
}
,
S(Rd) =
{
B ∈ σ(Rd) tel que Card B = 1
}
.
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Par conse´quent,
M(Rd) =
{
m, mesure positive diffuse σ-finie sur Rd telle que m(Rd) = +∞
}
et
M(Rd) =
{
γ, mesure ponctuelle simple sur Rd telle que γ(Rd) = +∞
}
.
On note dans toute la the`se par λ la mesure de Lebesgue sur Rd ; λ est ainsi la mesure
de re´fe´rence de M(Rd).
Si X = C, B(C) et S(C) sont les ensembles suivants :
B(C) =
{
B ∈ σ(C) tel que {X(0) : X ∈ B} ∈ B(Rd)
}
,
S(C) =
{
B ∈ σ(C) tel que {X(0) : X ∈ B} ∈ S(Rd)
}
.
Par conse´quent,
M(C) =
{
ν, mesure positive sur C telle que sa marginale au temps 0 soit dans M(Rd)
}
et
M(C) =
{
Γ, mesure ponctuelle sur C telle que sa marginale au temps 0 soit dans M(Rd)
}
.
On note dans toute la the`se par ̟m la mesure de Wiener de condition initiale m ∈
M(Rd) ; ̟λ est ainsi la mesure de re´fe´rence deM(C). Par abus de notation, ̟x = ̟δx
(x ∈ Rd) repre´sente la mesure de Wiener sur C partant de x.
Remarquons que M(C) est un sous-ensemble strictement inclus dans l’ensemble des
mesures ponctuelles simples de masse infinie sur C.
Pour Λ ∈ B(Rd), on notera CΛ l’ensemble de B(C) suivant :
CΛ =
{
X ∈ C tel que X(0) ∈ Λ
}
. (2.2)
En notant P(M(X)) l’ensemble des probabilite´s sur M(X), alors pour tout Γ ∈
M(X), P ∈ P(M(X)) et Λ ∈ σ(X), on note ΓΛ la projection sur Λ de Γ et PΛ la
projection sur MΛ(X) de P , ou` MΛ(X) est l’espace des mesures poncutelles sur Λ
qui sont obtenues par restriction a` Λ de mesures ponctuelles de M(X).
Pour Γ ∈ M(C) et t ∈ [0,1] on note Γ(t) la mesure
Γ(t) =
(∑
i∈N∗
δXi
)
(t) =
∑
i∈N∗
δXi(t).
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Remarquons que Γ(t) n’est pas ne´cessairement dans M(Rd), excepte´ dans le cas
particulier ou` t = 0. Pour X ∈ C et Γ ∈M(C), on note pr 0 la projection au temps 0
de X, Γ ou (X,Γ) sur Rd, M(Rd) ou Rd ×M(Rd) :
pr0 : C −→ Rd
X 7−→ X(0),
pr0 : M(C) −→ M(Rd)
Γ 7−→ Γ(0),
pr0 : C ×M(C) −→ Rd ×M(Rd)
(X,Γ) 7−→ (X(0),Γ(0)).
Si pour t ∈ [0,1], Γ(t) ∈ M(Rd), alors on ge´ne´ralise les projections ci-dessus au
temps t et on les note pr t. Enfin, pour P ∈ P(M(C)), on note P0 ∈ P(M(Rd)) et
P γ ∈ P(M(C)) les probabilite´s suivantes :
P0 = P ◦ pr−10 , P γ = P ( |Γ(0) = γ). (2.3)
Quand il n’y a pas de confusion possible, (Ft)t∈[0,1] de´signe indiffe´remment la filtration
canonique de C,M(C) ou C×M(C) engendre´e par les projections aux temps t ∈ [0,1]
sur les espaces respectifs.
2.1.2 Topologie sur M(X)
Donnons dans ce paragraphe une structure topologique a` M¯(X); celle-ci nous sera
utile pour justifier les calculs de lois conditionnelles effectue´s dans M(X). On note
dX la distance sur X. Dans le cas de R
d, dX est la distance euclidienne et dans le cas
de C, on choisit la norme uniforme.
Soit Γ et Γ′ dans M¯(X) et leurs repre´sentations Γ = ∑i∈N∗ δXi , Γ′ = ∑i∈N∗ δYi;
alors pour tout ρ ≥ 0, on note Iρ = {i ∈ N∗ tel que dX(Xi,0) < ρ} et Jρ = {j ∈
N∗ tel que dX(Yj,0) < ρ}. Pour ε > 0 et n ∈ N, on dit que Γ et Γ′ sont des (ε,n)-
voisins s’il existe une injection f d’un sous-ensemble D ⊂ N∗ dans N∗ telle que
In−ε ⊂ D, Jn−ε ⊂ f(D),
∀i ∈ D, dX(Xi,Yf(i)) < ε.
En posant dn = inf{ε > 0 tel que Γ et Γ′ sont des (ε,n)-voisins } et
dM¯(X)(Γ,Γ
′) =
∑
i∈N
1
2n
dn,
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on trouve dans [36], page 110, la preuve que dM¯(X) est une distance sur M¯(X). De
plus on a la proposition suivante
Proposition 2.1 (Proposition 1.15.2 [36]). M¯(X) muni de la distance dM¯(X) est
un espace me´trique complet se´parable.
Par conse´quent l’espace M(X), qui sera notre espace de base, est inclus dans
un espace polonais. Ne´anmoins, M(X) n’est pas un espace polonais car il n’est pas
ferme´ dans M¯(X). En effet, il est facile de construire une suite de mesures ponctuelles
simples de M(X) qui converge vers une mesure ponctuelle non simple dans M¯(X).
L’inclusion de M(X) dans un espace polonais est suffisante pour justifier les calculs
de lois conditionnelles effectue´s par la suite. En effet, il sera licite de de´sinte´grer les
mesures sur M(X), et de les repre´senter comme des me´langes de noyaux.
2.1.3 Nume´rotation des points dansM(Rd) et M(C)
Afin d’identifier les mesures ponctuelles simples sur Rd (respectivement sur C) avec
des suites de points distincts de Rd(respectivement de C), on introduit les fonctions
(θi)i∈N∗ et (Θi)i∈N∗ suivantes.
Soit ≺ un ordre total sur Rd compatible avec l’ordre partiel sur Rd induit par la norme
euclidienne (∀x,y ∈ Rd ve´rifiant |x| < |y| , alors x ≺ y). Pour construire un tel ordre,
on peut par exemple conside´rer l’ordre sur la sphe`re Rd induit par les d − 1 angles
naturels et le combiner, graˆce a` l’ordre lexicographique, avec l’ordre partiel induit
par la norme euclidienne sur Rd. Construisons maintenant les fonctions (θi)i∈N∗ et
(Θi)i∈N∗ : de la simplicite´ des mesures ponctuelles, on de´duit pour tout γ ∈ M(Rd),
l’existence d’une unique suite (θi(γ))i∈N∗ de Rd qui ve´rifie
γ =
∑
i∈N∗
δθi(γ) et
(
θi(γ)
)
i∈N∗ est strictement croissante dans R
d pour l’ordre ≺ .
De meˆme, pour Γ ∈M(C), il existe une unique suite (Θi(Γ))i∈N∗ de C qui ve´rifie
Γ =
∑
i∈N∗
δΘi(γ) et
(
Θi(Γ)(0)
)
i∈N∗ est strictement croissante pour l’ordre ≺ .
On note ainsi θ l’application de M(Rd) dans (Rd)N∗ de´finie par :
θ : M(Rd) −→ (Rd)N∗
γ 7−→ (θi(γ))i∈N∗ . (2.4)
De meˆme Θ de´signe l’application de M(C) dans CN∗ de´finie par :
Θ : M(C) −→ CN∗
Γ 7−→ (Θi(Γ))i∈N∗ . (2.5)
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Notre choix de ne conside´rer que des mesures ponctuelles simples est ne´cessaire pour
pouvoir introduire les fonctions (θi). En effet, il nous sera indispensable par la suite
de pouvoir nume´roter de fac¸on unique les points charge´s par les mesures ponctuelles.
D’autre part, nous ne conside´rons que des mesures ponctuelles de masse infinie car
il est plus pratique d’indexer les familles θ et Θ par N∗ que par des ensembles
e´ventuellement finis mais ale´atoires. Ne´anmoins, tous les re´sultats de la the`se res-
tent vrais dans le contexte des mesures ponctuelles finies.
2.2 Mesures de re´fe´rence
2.2.1 Processus de Poisson
Le processus de Poisson est le processus de re´fe´rence par excellence des processus
ponctuels. Redonnons en tre`s brie`vement les proprie´te´s fondamentales et une esquisse
de construction. Soit ν une mesure deM(X); on note alors Πν le processus de Poisson
sur X d’intensite´ ν, c’est-a`-dire la probabilite´ sur M(X) de´finie comme suit :
Proposition 2.2. Πν est caracte´rise´ par les trois proprie´te´s suivantes
i) pour tout n ∈ N∗, tout Λ1, . . . ,Λn de B(X) disjoints
ΓΛ1, . . . ,ΓΛn sont inde´pendants sous Π
ν
ii) ∀Λ ∈ B(X),
Γ(Λ) suit une loi de Poisson de parame`tre ν(Λ) sous Πν
iii) pour tout n ∈ N, Λ ∈ B(X) et pour toute fonction F mesurable borne´e de MΛ(X)
dans R, on a∫
MΛ(X)
F (Γ)ΠνΛ
(
dΓ
∣∣Γ(Λ) = n) = ∫
Λn
F (δX1 + . . . δXn)
( 1
ν(Λ)
νΛ
)⊗n(
dX1, . . . ,dXn
)
.
Les proprie´te´s ii) et iii) permettent de construire les marginales de Πν sur tout
sous ensemble Λ de B(X). En conside´rant une partition de´nombrable de X constitue´e
de sous-ensembles de B(X) et graˆce a` la proprie´te´ i) on construit le processus de
Poisson sur X par recollement. On remarque aise´ment que le processus ainsi construit
est inde´pendant de la partition choisie. 
Dans le cas X = Rd, on note πm le processus de Poisson sur Rd d’intensite´ m ∈
M(Rd). Le processus de Poisson sur C d’intensite´ ν ∈M(C) est note´ quant a` lui Πν .
Toute mesure m de M(Rd) e´tant diffuse, le processus de Poisson associe´ πm est
simple, c’est-a`-dire qu’il ne charge que des mesures ponctuelles simples sur Rd.
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2.2.2 Mesure de Campbell re´duite
Il existe de nombreux outils mathe´matiques pour caracte´riser et identifier les pro-
cessus ponctuels et notamment les champs de Gibbs que nous de´finirons dans la
section 2.3; on peut citer par exemple des caracte´risations de champs de Gibbs utili-
sant une formule d’inte´gration par parties surM(Rd) [1], une formule d’e´quilibre sur
les conditionnements [21], une formule de dualite´ entre l’ope´rateur inte´gral de Skoro-
hod et l’ope´rateur des diffe´rences finies [44], le noyau de Papangelou [48] ou encore
les fonctions de corre´lation [53].
Dans ce travail, nous nous baserons essentiellement sur des caracte´risations faisant
intervenir la mesure de Campbell re´duite associe´e a` un processus ponctuel P ∈
P(M(X)).
De´finition 2.3. Soit P une probabilite´ de P(M(X)); la mesure de Campbell re´duite
C !P est la mesure sur X ×M(X) satisfaisant pour toute fonction mesurable, borne´e
de X×M(X) dans R+, l’e´galite´∫
X×M(X)
F (X,Γ)C !P (dX,dΓ) =
∫
M(X)
∫
X
F (X,Γ\X)Γ(dX)P (dΓ). (2.6)
La mesure de Campbell C !P d’un processus P donne de l’information sur la loi
conjointe d’un “point typique” de la configuration et du reste de la configuration.
Il est important de noter que deux processus ponctuels distincts ont des mesures
de Campbell diffe´rentes. La mesure de Campbell C !P caracte´rise donc entie`rement le
processus ponctuel P . A titre d’exemple, on a la proposition suivante, qui montre a`
quel point cela peut apporter un e´clairage instructif que d’analyser les proprie´te´s d’un
processus ponctuel via sa mesure de Campbell.
Proposition 2.4 (Theorem 5.4.1 [36]). Soit ν une mesure σ-finie sur X et P ∈
P(M¯(X)); alors P est le processus de Poisson Πν si et seulement si
C !P = ν ⊗ P. (2.7)
Ce re´sultat nous dit que l’environnement typique vu d’un point du processus de
Poisson Πν est semblable au processus de Poisson Πν ; le point suit, quant a` lui, la
“distribution ν”. La structure produit de C !Πν prouve l’inde´pendance entre le point
typique et son environnement. Cela met en e´vidence une grande re´gularite´ dans la
re´partition des points du processus de Poisson. La proposition 2.4 se ge´ne´ralise au
cas des me´langes de processus de Poisson. Dans [37], il est de´montre´, dans le cas ou`
ν est de masse infinie, qu’un processus ponctuel P sur X est un me´lange de processus
de Poisson de la forme suivante : ∫
R+
Πzν ϑ(dz),
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ou` ϑ est une probabilite´ quelconque sur R+ si et seulement s’il existe une mesure Q
σ-finie sur X telle que
C !P = ν ⊗Q. (2.8)
Le cas particulier, ou` X = Rd et ν est la mesure de Lebesgue, est traite´ dans [9] de
fac¸on simple et e´le´gante.
Dans le chapitre 3, nous donnerons une ge´ne´ralisation de ces caracte´risations aux cas
des champs de Gibbs (Proposition 3.1) et champs de Gibbs canoniques (Proposition
3.2).
2.2.3 Mesure de Gibbs sur CN
∗
Bien que le cadre de cette the`se soit essentiellement celui des champs de Gibbs
et non celui des mesures de Gibbs sur un re´seau, a` plusieurs reprises nous utiliserons
des re´sultats concernant les mesures de Gibbs sur CN∗ . Nous allons donc en donner
ici une de´finition pre´cise et concise. Parmi les ouvrages de re´fe´rence sur les mesures
de Gibbs sur un re´seau, nous pouvons citer les livres [23], [28], [39], [43] et [45].
On note B(N∗) l’ensemble des parties borne´es de N∗, w = (wi)i∈N∗ la variable ca-
nonique sur CN∗ et ς = ⊗i∈N∗ςi une mesure de probabilite´ de re´fe´rence sur CN∗ . On
appelle hamiltonien une famille de fonctions mesurables H˜ = (H˜∆)∆∈B(N∗) de CN∗
dans R satisfaisant pour un sous-ensemble RH˜ ⊂ CN
∗
les proprie´te´s suivantes :
i) ∀∆ ∈ B(N∗), ∀w′ ∈ RH˜
Z∆(w
′
∆c) =
∫
C∆
e−H˜∆(w∆w
′
∆c
)ς(dw∆) < +∞,
ii) ∀∆′ ⊂ ∆ ∈ B(N∗),∀w′ ∈ RH˜ , pour ς∆′c∩∆-presque tout w∆′c∩∆,(
1
Z∆(w
′
∆c)
e−H˜∆(w∆w
′
∆c
)ς∆
)(
dw∆′
∣∣w∆′c∩∆) = 1
Z∆′(w∆′c∩∆w′∆c)
e−H˜∆′ (w∆w
′
∆c
)ς∆′
(
dw∆′
)
.
La condition i) est ne´cessaire pour de´finir a` partir de H˜∆ le noyau de probabilite´
1
Z∆(w
′
∆c)
e−H˜∆(w∆w
′
∆c)ς∆
(
dw∆
)
. L’hypothe`se ii) garantit quant a` elle la compatibilite´ de
ces noyaux.
De´finition 2.5. Une probabilite´ P˜ sur CN∗ est une mesure de Gibbs d’hamiltonien
H˜ = (H˜∆)∆∈B(N∗) et de mesure de re´fe´rence ς si P˜ (RH˜) = 1 et si pour tout ∆ ∈ B(N∗)
et P˜ -presque tout w∆c on a
P˜
(
dw∆
∣∣w∆c) = 1
Z∆(w′∆c)
e−H˜∆(w∆w
′
∆c)ς∆
(
dw∆
)
. (2.9)
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Les e´quations (2.9) sont dites DLR, car elles sont dues a` Dobrushin, Landford et
Ruelle. E´nonc¸ons la proposition suivante qui nous sera utile par la suite.
Proposition 2.6 ( Theorem 1.33 [23]). P˜ est une mesure de Gibbs si et seulement
si les e´quations DLR sont satisfaites pour les sous-ensembles de la forme ∆i = {i},
i ∈ N∗.
Faisons une dernie`re remarque sur l’existence et la non unicite´ des mesures de
Gibbs. Bien que les noyaux de probabilite´ du membre de droite de (2.9) soient parfai-
tement de´finis pour toute partie finie ∆ ∈ B(N∗), et donc uniques, il n’est pas garanti
qu’il existe une mesure de Gibbs P˜ satisfaisant (2.9). De plus, si elle existe, rien n’as-
sure qu’elle soit unique; on parle alors de transition de phase. Un objet fondamental
de la me´canique statistique est d’exhiber des conditions garantissant l’existence et
l’unicite´ des mesures de Gibbs associe´es a` un hamiltonien donne´.
2.3 Champ de Gibbs et champ de Gibbs canonique
sur X
De manie`re similaire aux mesures de Gibbs sur un re´seau, les champs de Gibbs sont
des probabilite´s surM(X) localement absolument continues par rapport au processus
de Poisson. Le noyau de densite´ s’exprime comme l’exponentielle d’un hamiltonien
a` volume fini renormalise´. Nous nous appuierons syste´matiquement sur un hamilto-
nien local pour de´finir l’hamiltonien a` volume fini. Ce cadre est plus large que celui
d’hamiltoniens construits a` partir d’une interaction; nous traiterons ce cas particulier
dans le paragraphe 2.3.2 et comparerons les deux notions.
Parmi les ouvrages de re´fe´rence sur les champs de Gibbs, le lecteur pourra consulter
[21], [35], [39], [43], [47], [56].
2.3.1 Hamiltonien local
De´finition 2.7. Un hamiltonien local H est une fonction mesurable de X ×M(X)
dans R qui ve´rifie : ∀X1,X2 ∈ X, ∀Γ ∈M(X),
H(X1,Γ) +H(X2,Γ + δX1) = H(X2,Γ) +H(X1,Γ + δX2). (2.10)
Nous pouvons alors de´finir l’hamiltonien a` volume fini HΛ de la fac¸on suivante :
∀Λ ∈ B(X),∀Γ ∈M(X) tel que ΓΛ =
∑n
i=1 δXi , on pose
HΛ(ΓΛ,ΓΛc) = H(X1,ΓΛc) +H(X2,ΓΛc + δX1) + . . .+H(Xn,ΓΛc + δX1 + . . . δXn−1).
HΛ(ΓΛ,ΓΛc) repre´sente l’e´nergie de la configuration ΓΛ dans Λ par rapport a` la confi-
guration ΓΛc exte´rieure a` Λ. L’objectif e´tant de construire des spe´cifications locales,
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c’est-a`-dire des noyaux de probabilite´, nous allons de´finir un sous-ensemble de configu-
rations Γ pour lesquelles l’exponentielle de l’hamiltonien −HΛ(.,ΓΛc) sera inte´grable
sous le processus de Poisson ΠνΛ. Ainsi, pour un hamiltonien local H et une mesure
de re´fe´rence ν ∈M(X), on note
MH,ν(X) =
⋂
Λ∈B(X)
{
Γ ∈ M(X),
∫
M(Λ)
e−HΛ(.,ΓΛc )dΠνΛ < +∞
}
. (2.11)
MH,ν(X) est le support des champs de Gibbs que nous de´finirons un peu plus tard.
De´finissons maintenant la famille de noyaux de probabilite´ (ΥΛ,H,ν)Λ∈B(X) associe´e aux
champs de Gibbs sur X d’hamiltonien local H et de mesure de re´fe´rence ν ∈M(X) :
Pour tout Λ ∈ B(X), ΥΛ,H,ν est de´fini de MH,ν(X) dans P(MΛ(X)) par la formule
suivante :
ΥΛ,H,ν(dΓΛ,ΓΛc) =
1
ZΛ(ΓΛc)
exp
(−HΛ(ΓΛ,ΓΛc))ΠνΛ(dΓΛ), (2.12)
ou` ZΛ(ΓΛc) est la constante de renormalisation.
Le lemme suivant donne une condition ne´cessaire sur les hamiltoniens locaux et sur
les mesures de re´fe´rence pour que deux familles de noyaux soient e´gales. La preuve
est e´vidente.
Lemme 2.8. Soit H, H ′ deux hamiltoniens locaux sur X et ν, ν ′ deux mesures de
M(X); alors les familles de noyaux (ΥΛ,H,ν)Λ∈B(X) et (ΥΛ,H′,ν′)Λ∈B(X) sont e´gales si et
seulement si ν = ν ′, MH,ν(X) =MH′,ν(X) et si pour tout Γ ∈MH,ν(X),
H(X,Γ) = H ′(X,Γ) ν-p.s.
Inte´ressons nous maintenant aux spe´cifications locales des champs de Gibbs cano-
niques. Donnons tout d’abord leurs supports, celui-ci e´tant plus grand que celui des
champs de Gibbs.
MH,ν,c(X) =
⋂
Λ∈B(X)
n∈N
{
Γ ∈M(X),
∫
M(Λ)
e−HΛ(Γ
′,ΓΛc)dΠνΛ(dΓ
′|Γ′(Λ) = n) < +∞
}
.
(2.13)
De´finissons e´galement la famille de noyaux de probabilite´ (Υn,Λ,H,ν)n∈N∗,Λ∈B(X) as-
socie´e aux champs de Gibbs canoniques sur X d’hamiltonien local H et de mesure de
re´fe´rence ν ∈M(X) : Pour tout n ∈ N∗, tout Λ ∈ B(X), ΥΛ,H,ν est de´fini deMH,ν,c(X)
dans P(MΛ(X) ∩ {Γ(Λ) = n}) par la formule suivante :
Υn,Λ,H,ν(dΓΛ,ΓΛc) =
1
ZΛ,n(ΓΛc)
exp
(−HΛ(ΓΛ,ΓΛc))ΠνΛ(dΓΛ|Γ(Λ) = n), (2.14)
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ou` ZΛ,n(ΓΛc) est la constante de renormalisation.
De meˆme donnons une condition ne´cessaire et suffisante sur les hamiltoniens locaux
et sur les mesures de re´fe´rence pour que deux familles de noyaux soient e´gales.
Lemme 2.9. Soit H, H ′ deux hamiltoniens locaux sur X et ν, ν ′ deux mesures de
M(X); alors les familles de noyaux (Υn,Λ,H,ν)n∈N∗,Λ∈B(X) et (Υn,Λ,H′,ν′)n∈N∗,Λ∈B(X) sont
e´gales si et seulement si ν = ν ′, MH,ν,c(X) = MH′,ν,c(X) et s’il existe une fonction
G de M(X) dans R telle que, pour tout Γ ∈MH,ν,c(X),
H(X,Γ) = H ′(X,Γ) +G(Γ) ν-p.s.
et qui soit constante sur les classes d’e´quivalence de la relation binaire R de´finie par
∀Γ,Γ′ ∈ M(X), Γ R Γ′ ⇐⇒ ∃Λ ∈ B(X), ΓΛc = Γ′Λc . (2.15)
Preuve :
La re´ciproque est facile a` ve´rifier. Pour le sens direct, on remarque aise´ment que
H(X,Γ)−H ′(X,Γ) est une fonction de Γ pour tout Γ ∈MH,ν,c(X) et ν-presque tout
X, on la note G(Γ).
La condition d’additivite´ (2.10), permet d’affirmer que pour tout Γ ∈ MH,ν,c(X) et
ν-presque tout X et Y , alors G(Γ+δX) = G(Γ+δY ). Il est alors facile de voir que cela
est e´quivalent au fait que G soit constante sur les classes d’e´quivalence de la relation
binaire R. 
On en de´duit que, pour toute mesure ν ∈M(X) et tout hamiltonien local H sur X, les
hamiltoniens locaux H(X,Γ) et H(X,Γ\X) de´finissent les meˆmes familles de noyaux
car la mesure ν ne charge pas les points de X.
2.3.2 Interaction
Souvent, on construit un hamiltonien local a` partir d’une interaction. Nous expo-
sons cette situation dans ce paragraphe.
On note F(X) l’ensemble des parties finies de X.
De´finition 2.10. Une interaction Ψ est une application de F(X) dans R mesurable
pour la tribu canonique sur F(X) :
Ψ : F(X) −→ R
K 7−→ Ψ(K).
Lorsque Ψ(K) = 0 pour toute partie K de F(X) telle que Card(K) 6= 2, alors
Ψ est dite interaction par paires. De meˆme Ψ est appele´e interaction par triplets si
Ψ(K) = 0 pour tout K de F(X) telle que Card(K) 6= 3. Une interaction par paires Ψ
invariante par translation, c’est-a`-dire ve´rifiant
∀X1,X2,a ∈ X, Ψ({X1,X2}) = Ψ({X1 + a,X2 + a}),
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peut eˆtre repre´sente´e a` l’aide d’une fonction paire Φ de X dans R, de´nomme´e potentiel,
de la fac¸on suivante :
Ψ({X1,X2}) = Φ(X1 −X2).
En supposant que la somme ci-dessous ait un sens, on construit l’hamiltonien local
HΨ a` partir de l’interaction Ψ de la fac¸on suivante :
HΨ(X,Γ) =
∑
K∈F(X)
K⊂Γ
Ψ(K ∪ {X}). (2.16)
Lorsque l’interaction Ψ provient d’un potentiel Φ on notera HΦ au lieu de HΨ.
Inte´ressons nous maintenant a` la de´marche inverse : e´tant donne´ un hamiltonien local
H , existe-t-il une interaction Ψ telle que H = HΨ. E. Glo¨tzl et O. Kozlov y re´pondent
partiellement dans [25] et [30].
2.3.3 Superstabilite´
Nous allons pre´senter dans ce paragraphe diffe´rentes notions de stabilite´ pour des
interactions par paires dans Rd provenant d’un potentiel ϕ. On dit que ϕ est stable
(cf [53] page 131) si :
∃A ≥ 0 tel que, pour toute suite finie de points x1,x2, . . . ,xn de Rd,∑
1≤j<k≤n
ϕ(xk − xj) ≥ −nA ;
Pour k = (k1, . . . ,kd) ∈ Zd, on note Dk le cube de Rd centre´ en k et de coˆte´ 1 :
Dk = [k1 − 1
2
,k1 +
1
2
[× . . . [kd − 1
2
,kd +
1
2
[.
Les ensembles (Dk)k∈Zd forment ainsi une partition de Rd. On peut maintenant in-
troduire la notion de superstabilite´. Un potentiel ϕ est dit superstable (cf [53] page
131) si :
∃A ≥ 0, ∃B > 0 tels que, pour toute suite finie de points x1,x2, . . . ,xn∑
1≤j<k≤n
ϕ(xk − xj) ≥ −nA +
∑
k∈Zd
γ(Dk)
2, (2.17)
ou` γ =
∑n
i=1 δxi .
Dans le livre de D. Ruelle [52], on trouve une autre de´finition de la superstabilite´,
plus faible que celle e´voque´e ci-dessus. Son interpre´tation physique est plus simple
mais elle est moins inte´ressante du point de vue mathe´matique. Elle s’exprime de la
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fac¸on suivante : ∃A ≥ 0, ∃B > 0 tels que, pour tout M > 0 et toute suite finie de
points x1,x2, . . . ,xn dans [−M,M ]d,
∑
1≤j<k≤n
ϕ(xk − xj) ≥ −nA + B
Md
n2. (2.18)
Il est facile de voir que (2.18) implique (2.17). Il semblerait qu’en toute ge´ne´ralite´
(2.17) n’implique pas (2.18); ne´anmoins nous n’avons pas trouve´ de contre-exemple
explicite.
Dans [16], J. Fritz introduit une notion de superstabilite´, en apparence diffe´rente
de celle que nous venons d’exposer en (2.17). E´tant donne´ que par la suite, nous
utilisons des re´sultats provenant de cet article, nous de´montrons l’e´quivalence entre
la de´finition de superstabilite´ donne´e par J. Fritz et celle donne´e par D. Ruelle.
Proposition 2.11. Soit R un re´el quelconque strictement positif. Alors, (2.17) est
e´quivalente a` l’assertion suivante :
∃A ≥ 0, ∃B > 0 tels que pour toute suite finie de points x1,x2, . . . ,xn de Rd,∑
1≤j<k≤n
ϕ(xk − xj) ≥ −nA +BN, (2.19)
ou` N est le nombre de couples (j,k) tels que |xk − xj | ≤ R.
Preuve :
Soit Nk le sous-ensemble de Z
d de´fini par
Nk =
{
k′ ∈ Zd tel que ∃x ∈ Dk, ∃y ∈ Dk′, |x− y| ≤ R
}
;
on a la majoration e´vidente suivante :
Card Nk ≤ Vol B
(
0,R+
3
2
√
d
)
:= Cd,R,
ou` B(x,r) est la boule de Rd de centre x et de rayon r. On en de´duit que, pour toute
suite finie de points x1,x2, . . . ,xn de R
d et en posant γ =
∑n
i=1 δxi,
N ≤
∑
k∈Zd
γ(Dk)
∑
k′∈Nk
γ(Dk′)
≤
∑
k∈Zd, k′∈Nk
(1
2
γ(Dk′)
2 +
1
2
γ(Dk)
2
)
≤ Cd,R
∑
k∈Zd
γ(Dk)
2. (2.20)
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Partitionnons le cubeD0 en une suite de nd,R cubes
(
D˜i
)
1≤i≤nd,R de diame`tres infe´rieurs
a` R :
D0 =
⋃
1≤i≤nd,R
D˜i, ∀i 6= j ∈ {1, . . . ,nd,R}, D˜i∩D˜j = ∅ et ∀i ∈ {1, . . . ,nd,R}, sup
x,y∈D˜i
|x−y| ≤ R.
Par conse´quent, on en de´duit
N ≥
∑
k∈Zd
∑
1≤i≤nd,R
γ
(
D˜i + k
)2
≥
∑
k∈Zd
1
nd,R
( ∑
1≤i≤nd,R
γ
(
D˜i + k
))2
=
1
nd,R
∑
k∈Zd
γ(Dk)
2. (2.21)
En associant (2.20) et (2.21), on trouve
1
nd,R
∑
k∈Zd
γ(Dk)
2 ≤ N ≤ Cd,R
∑
k∈Zd
γ(Dk)
2.
L’e´quivalence entre (2.17) et (2.19) est alors e´vidente et la proposition est de´montre´e. 
Dans [16], J. Fritz conside`re des potentiels ϕ a` support compact, c’est-a`-dire qui sa-
tisfont :
∃R0 ≥ 0 tel que ∀|x| ≥ R0, ϕ(x) = 0.
La de´finition de superstabilite´ qu’il choisit est alors celle donne´e en (2.19) avec
R = R0. La proposition 2.11 prouve que cette de´finition est e´quivalente a` celle donne´
par D. Ruelle.
Nous allons maintenant comparer les notions de superstabilite´ et de stabilite´. La pro-
prie´te´ de superstabilite´ semble beaucoup plus forte que celle de stabilite´. En re´alite´,
elles sont presque e´quivalentes comme le de´montre la proposition suivante. On en
trouve un e´nonce´ sans de´monstration au paragraphe 3.2.9 de [52].
Proposition 2.12. Un potentiel ϕ est superstable si et seulement s’il est la somme
d’un potentiel stable ϕ1 et d’un potentiel ϕ2 positif, strictement positif en 0 et continu
en 0 :
ϕ = ϕ1 + ϕ2.
Preuve :
De´montrons tout d’abord la re´ciproque. Soit ϕ := ϕ1 + ϕ2 un potentiel tel que ϕ1
soit stable et ϕ2 positif, strictement positif en 0 et continu en 0 et de´montrons qu’il
est superstable. Par continuite´ de ϕ2 en 0, il existe ε > 0 et R > 0 tels que ϕ2(x) soit
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supe´rieur ou e´gal a` ε pour tout x dans la boule B(0,R). On en de´duit que pour toute
suite finie de points x1,x2, . . . ,xn de R
d,
∑
1≤j<k≤n
ϕ(xk − xj) =
∑
1≤j<k≤n
ϕ1(xk − xj) + 1
2
∑
1≤j,k≤n
ϕ2(xk − xj)− 1
2
nϕ2(0)
≥ −n
(
A+
1
2
ϕ2(0)
)
+
N
2
ε, (2.22)
ou` A est la constante provenant de la de´finition de la stabilite´ du potentiel ϕ1 et N
le nombre de couples (j,k) tels que |xk − xj | ≤ R. Graˆce a` la proposition 2.11 et a`
l’ine´galite´ (2.22), cela montre que ϕ est superstable.
De´montrons maintenant le sens direct. Soit ϕ un potentiel superstable. D’apre`s la
proposition 2.11, il existe A ≥ 0 et B > 0 tels que, pour toute suite finie de points
x1,x2, . . . ,xn de R
d, ∑
1≤j<k≤n
ϕ(xk − xj) ≥ −nA +BN, (2.23)
ou` N est le nombre de couple (j,k) telles que |xk − xj | ≤ 1. Posons ϕ2 un potentiel
satisfaisant les conditions suivantes :
ϕ2 est continu en 0, ∀x ∈ B(0,1), 0 ≤ ϕ2(x) < 2B et ∀x ∈ B(0,1)c, ϕ2(x) = 0.
En e´crivant ϕ de la fac¸on suivante
ϕ = (ϕ− ϕ2) + ϕ2,
il nous reste a` de´montrer que le potentiel ϕ − ϕ2 est stable. Soit x1,x2, . . . ,xn une
suite finie de points de Rd, alors
∑
1≤j<k≤n
(ϕ− ϕ2)(xk − xj) =
∑
1≤j<k≤n
ϕ(xk − xj)− 1
2
∑
1≤j,k≤n
ϕ2(xk − xj) + 1
2
nϕ2(0)
≥ −nA +BN − 1
2
N(2B)
≥ −nA.
Le potentiel ϕ− ϕ2 est donc stable et la proposition est de´montre´e. 
Remarquons qu’un potentiel superstable est ne´cessairement strictement positif en 0.
En dehors de l’origine, il peut prendre des valeurs positives et ne´gatives; ne´anmoins
les parties ou` il est ne´gatif sont susceptibles de rompre la superstabilite´. Citons main-
tenant un exemple de ce phe´nome`ne :
Pour M > 0,r2 > r1 > 0, on note ϕM,r1,r2 la fonction continue a` droite de R
+ dans R
de´finie par la figure 2.1. Dans [52], D. Ruelle montre que pour tout r2 > r1 > 0, le
potentiel ϕ(x) = ϕ11,r1,r2(|x|) n’est pas superstable dans R3. De plus, tout potentiel
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Fig. 2.1 – Graphe de la fonction ϕM,r1,r2
domine´ par un potentiel de ce type est e´galement non superstable. E´tant donne´ que
la partie ne´gative de ϕ11,r1,r2 est tre`s petite quand r2 − r1 est petit, cela de´montre a`
quel point un potentiel ayant une partie ne´gative est difficilement superstable au sens
de Ruelle.
Dans [53], on trouve plusieurs conditions suffisantes pour qu’un potentiel soit super-
stable. Par exemple, la Proposition 1.4 [53] ( voir aussi [11] et [14]) garantit la super-
stabilite´ pour des potentiels suffisamment explosifs en ze´ro et suffisamment de´croissant
a` l’infini. On construit donc facilement des potentiels superstables de type “sphe`re
dure” (i.e. il existe R > 0 tel que ϕ(x) = +∞, pour |x| ≤ R) ayant des parties
ne´gatives. Ne´anmoins, il existe des potentiels superstables borne´s, a` support com-
pact et ayant une partie ne´gative. La proposition ci-dessous exhibe un tel potentiel
en dimension d = 3. On ge´ne´ralise facilement cet exemple a` la dimension d quelconque.
Proposition 2.13. Dans R3, le potentiel ϕ de´fini par ϕ(x) = ϕ383,1.8,1.9(|x|) est
superstable au sens de Ruelle.
Preuve :
Soit x un point de R3 appartenant donc a` un certain Dk, k ∈ Z3; alors tout point
y ∈ R3 satisfaisant 1.8 ≤ |x−y| ≤ 1.9 est contenu dans unDk′ ⊂ B(k,
√
3
2
+1.9+
√
3) ⊂
B(k,4.5). Par conse´quent, en notant
Nk =
{
k′ ∈ Z3 tel que ∃x ∈ Dk ∃y ∈ Dk′, 1.8 ≤ |x− y| ≤ 1.9
}
,
on a
Card Nk ≤ 4
3
π(4.5)3 ≤ 382.
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Soit x1, . . . ,xn n points de R
3 et γ =
∑n
i=1 δxi; alors on a∑
1≤i,j≤n
ϕ383,1.8,1.9(|xi − xj|) ≥ 383
∑
k∈Z3
γ(Dk)
2 −
∑
k∈Z3
γ(Dk)
∑
k′∈Nk
γ(Dk′)
≥ 383
∑
k∈Z3
γ(Dk)
2 −
∑
k∈Z3,k′∈Nk
(1
2
γ(Dk)
2 +
1
2
γ(Dk′)
2
)
≥ (383− 382)
∑
k∈Z3
γ(Dk)
2
≥
∑
k∈Z3
γ(Dk)
2
Par conse´quent,
∑
1≤i<j≤n
ϕ383,1.8,1.9(|xi − xj |) = −1
2
nϕ383,1.8,1.9(0) +
1
2
∑
1≤i,j≤n
ϕ383,1.8,1.9(|xi − xj |)
≥ −383
2
n+
1
2
∑
k∈Z3
γ(Dk)
2. 
Si on note ϕM le potentiel dans R
3 de´fini par ϕM(x) = ϕM,1.8,1.9(|x|), alors on
a montre´ que ϕM est superstable si M = 383; d’apre`s le contre-exemple e´voque´
pre´ce´demment, ϕM n’est pas superstable pour M = 11; il existe donc une frontie`re
11 ≤M0 ≤ 383 se´parant les potentiels superstables de ceux qui ne le sont pas.
Dans [53], on trouve une ge´ne´ralisation de la de´finition d’interaction superstable
pour des interactions plus ge´ne´rales que celles par paires. Nous la pre´sentons ci-
dessous.
De´finition 2.14. Une interaction ψ est dite superstable s’il existe deux constantes
A ≥ 0 et B > 0 telles que, pour toute configuration finie de points γ = δx1 + δx2 +
. . .+ δxn, ∑
K⊂{x1,x2,...,xn}
ψ(K) ≥ −nA +B
∑
k∈Zd
γ(Dk)
2.
2.3.4 De´finitions de champ de Gibbs et champ de Gibbs
canonique sur X
Donnons maintenant la de´finition de champ de Gibbs sur X. Paralle`lement a` la
de´finition de mesures de Gibbs sur CN∗ , les champs de Gibbs sur X sont les probabilite´s
absolument continues par rapport au processus de Poisson avec comme famille de
densite´es locales, appele´es spe´cifications locales, la famille de noyaux de´finie en (2.12).
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De´finition 2.15. G(H,ν), l’ensemble des champs de Gibbs d’hamiltonien local H et
de mesure de re´fe´rence Πν , est l’ensemble des probabilite´s P ∈ P(M(X)) telles que
P (MH,ν(X)) = 1 et telles que, pour tout Λ ∈ B(X), P − p.t. ΓΛc,
P
(
dΓΛ
∣∣ΓΛc) = ΥΛ,H,ν(dΓΛ,ΓΛc).
Pre´sentons e´galement la classe des champs de Gibbs canoniques, qui contient celle
des champs de Gibbs.
De´finition 2.16. Gc(H,ν), l’ensemble des champs de Gibbs canoniques d’hamiltonien
local H et de mesure de re´fe´rence Πν, est l’ensemble des probabilite´s P ∈ P(M(X))
telles que P (MH,ν,c(X)) = 1 et
pour tout Λ ∈ B(X),n ∈ N∗, pour P - p.t.ΓΛc,
P
(
dΓΛ
∣∣ΓΛc ,Γ(Λ) = n) = Υn,Λ,H,ν(dΓΛ,ΓΛc).
Faisons quelques remarques sur la ge´ome´trie des ensembles G(H,ν) et Gc(H,ν).
Il est tout d’abord inte´ressant de remarquer qu’ils peuvent eˆtre vide. En fait, e´tant
donne´ que ces deux ensembles sont convexes, trois cas se pre´sentent : ils peuvent eˆtre
vides, re´duit a` un singleton ou encore avoir une infinite´ de points.
La proposition suivante prouve que, pour une vaste classe d’hamiltoniens locaux, il
existe des champs de Gibbs associe´s.
Proposition 2.17 (Theorem 5.5 [53]). Soit ϕ un potentiel par paires sur Rd,
superstable au sens de Ruelle, tel que∫
Rd
|1− e−ϕ(x)|dx < +∞,
et ϕ(x) ≥ −ϕ˜(|x|), ou` ϕ˜ est une fonction positive de´croissante de R+ dans R+ satis-
faisant ∫ +∞
0
td−1ϕ˜(t)dt < +∞.
Alors G(hϕ,zλ) est non vide pour tout z ∈ R+.
D. Ruelle pre´cise encore ce re´sultat dans le sens ou` il de´montre que, pour z petit
(z est appele´ activite´), l’ensemble G(hϕ,zλ) est re´duit a` un singleton :
Proposition 2.18 (Theorem 5.7 [53]). Soit ϕ un potentiel par paires sur Rd,
superstable au sens de Ruelle, tel que∫
Rd
|1− e−ϕ(x)|dx < +∞,
et ϕ(x) ≥ −ϕ˜(|x|), ou` ϕ˜ est une fonction positive de´croissante de R+ dans R+ satis-
faisant ∫ +∞
0
td−1ϕ˜(t)dt < +∞.
Alors pour z suffisamment petit, G(hϕ,zλ) est re´duit a` un singleton.
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Il est inte´ressant de noter que la Proposition 2.18 ci-dessus n’implique pas que,
pour z suffisament grand, G(hϕ,zλ) ne soit pas re´duit a` un singleton. Lorsque ce
phe´nome`ne a lieu, on parle alors de transition de phase. Meˆme si la transition de
phase apparaˆıt souvent en physique, il est tre`s difficile d’en fournir des preuves
mathe´matiques rigoureuses dans le contexte des syste`mes continus. Un des rares
re´sultats dans cette direction est celui de [34].
L’ensemble Gc(H,ν) est, lui, souvent de cardinal infini. En effet, il suffit que pour deux
re´els strictement positifs z1 et z2, les ensembles G(H,z1ν) et G(H,z2ν) soient non vides
pour que Gc(H,ν) soit de cardinal infini, puisque d’apre`s le paragraphe 3.1.1, Gc(H,ν)
contient tous les me´langes des champs de Gibbs de G(H,z1ν) et de G(H,z2ν).
2.4 Controˆle de la re´partition des points dans Rd
et de l’e´nergie associe´e
Dans cette section, nous allons pre´senter diverses notions ou quantite´s permettant
de controˆler la re´partition des points d’une configuration dans Rd et de l’e´nergie
associe´e. Il existe dans la litte´rature diffe´rentes techniques pour maˆıtriser la ge´ome´trie
des mesures ponctuelles γ; ci-dessous, nous citons celles que nous utilisons et les
comparons avec d’autres existantes. Enfin dans le dernier paragraphe nous analysons
la loi de ces quantite´s sous certains champs de Gibbs sur Rd.
2.4.1 Fluctuation logarithmique d’e´nergie
Dans ce paragraphe, nous allons de´finir la fluctuation logarithmique d’e´nergie
d’une configuration γ. Cette notion fut introduite par R. Dobrushin et J. Fritz dans
[12]. Dans [16], J. Fritz l’utilise pour controˆler la re´partition des particules au cours de
la diffusion de type gradient que nous pre´sentons dans le chapitre 4. Nous reviendrons
sur ces re´sultats dans ce meˆme chapitre.
On fixe jusqu’a` la fin du chapitre 2 un potentiel ϕ de Rd, superstable et a` support
compact. Soit γ ∈M(Rd), l ∈ Zd, et ρ > 0; on note
Eϕ(γ,l,ρ) =
∑
x∈γ:|x−l|≤ρ
(
1 + A+
∑
y∈γ\x:|y−l|≤ρ
ϕ(x− y)
)
,
ou` A est la constante de superstabilite´ de ϕ de´finie en (2.19). Remarquons que
Eϕ(γ,l,ρ) est une valeur positive et qu’elle domine le nombre de points de la configu-
ration γ dans la boule de centre l et de rayon ρ ainsi que l’e´nergie de γ restreinte a`
cette meˆme boule. En conside´rant la fonction
g(x) = (1 + ln(1 + x))
1
d , (2.24)
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on de´finit la fluctuation logarithmique d’e´nergie par
Eϕ(γ) = sup
l∈Zd
sup
r∈N∗
[(
rg(|l|))−d Eϕ(γ,l,rg(|l|)) + 1
]
. (2.25)
Eϕ(γ) est ainsi une borne uniforme en espace de la quantite´ Eϕ(γ,l,ρ) renormalise´e;
elle permet de controˆler la non accumulation des points et de l’e´nergie dans Rd. On
note
MϕE (Rd) =
{
γ ∈M(Rd) tel que Eϕ(γ) < +∞
}
.
Ce sont les mesures ponctuelles dites ϕ-tempe´re´es – au sens de Fritz–.
Une probabilite´ µ de P(M(Rd)) est dite ϕ-tempe´re´e si µ(MϕE (Rd)) = 1.
On de´duit facilement de la de´finition de Eϕ(γ) le lemme suivant :
Lemme 2.19. Soit γ ∈MϕE (Rd); alors γ ve´rifie la proprie´te´ de croissance suivante :
∀n ∈ N∗, γ(B(0,n)) ≤ ndEϕ(γ).
De plus on a un controˆle de la dispersion des points dans l’espace :
∀k ≥ 2, θk(γ) ≥
(
k − 1
Eϕ(γ)
) 1
d
.
2.4.2 Comparaison de diffe´rentes de´finitions de “tempe´re´”
Il existe d’autres de´finitions de mesures ponctuelles tempe´re´es, le terme “tempe´re´”
signifiant ge´ne´ralement “physiquement raisonnable”. Rappelons la de´finition intro-
duite par D. Ruelle (page 149 [53]) et comparons-la avec celle provenant de J. Fritz
et que nous venons d’exposer.
Pour k = (k1, . . . ,kd) ∈ Zd, on note |k| = maxi=1,...,d |ki|;
une mesure ponctuelle γ est dite tempe´re´e au sens de Ruelle si
sup
n∈N∗
1
nd
∑
k∈Zd,|k|≤n
γ(Dk)
2 < +∞. (2.26)
Remarquons que cette de´finition de mesure ponctuelle tempe´re´e ne de´pend d’aucun
potentiel ϕ; elle est dans un certain sens plus universelle. Pour simplifier la comparai-
son, nous allons supposer ϕ = 0; nous cherchons donc a` comparer la condition (2.26)
et la condition E0(γ) < +∞ . Qualitativement, on peut de´ja` noter des diffe´rences. En
effet, dans l’e´quation (2.25) on conside`re une borne uniforme du nombre de points
dans des ensembles appartenant a` une grande famille de sous-ensembles de Rd alors
que dans l’e´quation (2.26), on conside`re une borne uniforme des carre´s du nombre
de points – ce qui semble plus contraignant – mais pris uniforme´ment par rapport a`
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une famille plus petite de sous-ensembles de Rd. Les deux notions de “tempe´re´” ne
peuvent pas se hie´rarchiser l’une par rapport a` l’autre, tout du moins pour ϕ0 ≡ 0;
donnons en une preuve dans la proposition suivante.
Proposition 2.20. Il existe γ1 et γ2 dansM(Rd) telles que γ1 soit tempe´re´e au sens
de Ruelle sans eˆtre ϕ0-tempe´re´e et telles que γ2 soit ϕ0-tempe´re´e sans l’eˆtre au sens
de Ruelle.
Preuve :
On se place dans le cas d = 1, les preuves se ge´ne´ralisant facilement a` d quelconque.
Etant donne´ deux suites a` valeurs dans N, (Nn)n∈N∗ et (ln)n∈N∗ ou` ln est suppose´e
strictement croissante, on peut construire une mesure ponctuelle γ telle que, pour tout
n ∈ N∗, γ ait Nn points dans Dln et 0 point dans tous les autres Dk. En choisissant
astucieusement les suites ln et Nn, on construit les mesures ponctuelles γ1 et γ2 par
ce proce´de´.
Pour γ1, on pose ln = n
2 et Nn = [
√
n],ou` [.] est la fonction partie entie`re. Ve´rifions
que γ1 est tempe´re´e au sens de Ruelle;
sup
n∈N∗
1
nd
∑
k∈Zd,|k|≤n
γ(Dk)
2 = sup
n∈N∗
1
ln
n∑
k=1
γ(Dlk)
2
≤ sup
n∈N∗
1
n2
n∑
k=1
n
≤ sup
n∈N∗
n(n + 1)
2n2
≤ 1.
Par contre, γ1 n’est pas ϕ0-tempe´re´e car
E0(γ1) ≥ sup
n∈N∗
Nn
g(ln)
= +∞.
Le choix de ln et Nn pour la construction de γ2 e´tant plus complexe, de´montrons tout
d’abord le lemme suivant
Lemme 2.21. Il existe une suite (Nn)n∈N telle que pour tout n ∈ N∗
Nn = [
1
2
g(
n−1∑
k=0
Nk)],
ou` [.] est la fonction partie entie`re. De plus, cette suite Nn est croissante et tend vers
l’infini.
Preuve :
On construit Nn par re´currence en initialisant N0 = 0 et N1 = 1 et en passant de
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Nn a` Nn+1 par l’hypothe`se de re´currence. Il est alors facile de voir que la suite ainsi
construite est croissante et tend vers l’infini. 
Pour construire γ2 on choisit Nn comme dans le lemme 2.21 et ln =
∑n
k=1Nk. En
utilisant simplement le fait que Nn tend vers l’infini, on montre que (2.26) n’est pas
satisfaite pour γ2 car
sup
n∈N∗
∑n
k=1N
2
k
ln
= sup
n∈N∗
∑n
k=1N
2
k∑n
k=1Nk
= +∞;
γ2 n’est donc pas tempe´re´e au sens de Ruelle.
Montrons qu’elle est ϕ0-tempe´re´e : pour toute boule B(x,ρ) dans R telle que x > 0 et
ρ > g(l), on pose
n0 = inf
(
k tel que Dlk ∩B(x,ρ) 6= ∅
)
,
n1 = sup
(
k tel que Dlk ∩ B(x,ρ) 6= ∅
)
.
D’apre`s la construction de la suite Nn, et donc de ln, les entiers n0 et n1 sont bien
de´finis et n1 > n0. De plus, on a les ine´galite´s suivantes
γ2(B(l,ρ)) ≤
n1∑
k=n0
Nk,
2ρ ≥ ln1 − ln0 ≥
n1∑
k=n0+1
Nk.
Il est alors facile de voir que
1
2ρ
γ2(B(x,ρ)) ≤ 2.
On en de´duit aise´ment que Eϕ0(γ2) ≤ 2. 
2.4.3 Champ de Gibbs sur Rd ϕ-tempe´re´
L’objectif de ce paragraphe est de de´montrer une estime´e de la queue de la loi de
Eϕ(γ) sous certains champs de Gibbs de Rd. On rappelle que ϕ est un potentiel de
Rd superstable et a` support compact. Nous montrerons au passage que beaucoup de
champs de Gibbs sur Rd sont ϕ-tempe´re´s. E´nonc¸ons tout d’abord un re´sultat duˆ a` D.
Ruelle.
Lemme 2.22 (Corollaire 2.8 [53]). Soit µ un champ de Gibbs de G(hψ,λ) ou` ψ
est une interaction ge´ne´rale superstable et infe´rieurement re´gulie`re (voir [53] page
131, pour la de´finition d’interaction inferieurement re´gulie`re); alors il existe deux
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constantes a1 et b1 telles que, pour tout sous-ensemble fini ∆ de Z
d et tout u > 0, on
ait l’ine´galite´ suivante :
µ
({
γ,
1
Card ∆
∑
k∈∆
γ(Dk)
2 ≥ u
})
≤ e−(au+b)card ∆. (2.27)
Le lemme 2.22 ainsi que le lemme de Borel-Cantelli permettent de conclure que
tout champ de Gibbs sur Rd satisfaisant aux hypothe`ses du lemme 2.22 est tempe´re´
au sens de Ruelle. Nous allons montrer dans la proposition suivante qu’il est aussi ϕ-
tempe´re´. De plus, nous de´montrons une estime´e de la queue de la loi de la fluctuation
logarithmique d’e´nergie.
Proposition 2.23. Soit µ un champ de Gibbs sur Rd de G(hψ,λ) ou` ψ est une inter-
action ge´ne´rale superstable et infe´rieurement re´gulie`re; alors il existe deux constantes
strictement positives a2 et b2 telles que, pour tout u ≥ 0,
µ
({
γ, Eϕ(γ) ≥ u
})
≤ a2e−b2u.
En particulier, µ est ϕ-tempe´re´e (voir paragraphe 2.4.1).
Preuve :
Soit γ ∈ M(Rd), x un point de γ et k ∈ Zd tel que x ∈ Dk; comme ϕ est a` support
compact il existe un ensemble fini ∆ ⊂ Zd de cardinal C0 inde´pendant de x tel que
pour tout y ∈ Rd n’appartenant pas a` ∪k′∈∆Dk+k′, ϕ(x− y) = 0.
Pour tout l ∈ Zd et ρ ≥ 1, il existe un sous-ensemble minimal El,ρ de Zd tel que
B(l,ρ) ⊂
⋃
k∈El,ρ
Dk.
On en de´duit les ine´galite´s suivantes :
Eϕ(γ,l,ρ) ≤
∑
k∈El,ρ
(
(1 +A)γ(Dk) + ‖ϕ‖∞
∑
k′∈(k+∆)∩El,ρ
γ(Dk)γ(Dk′)
)
≤
∑
k∈El,ρ
(
(1 +A)γ(Dk)
2 +
1
2
‖ϕ‖∞
∑
k′∈(k+∆)∩El,ρ
(
γ(Dk)
2 + γ(Dk′)
2
))
≤
∑
k∈El,ρ
(
1 + A+ C0‖ϕ‖∞
)
γ(Dk)
2
D’apre`s le lemme 2.22, il existe deux constantes C1 et C2 telles que pour tout u ≥ 0,
µ
(Eϕ(γ,l,ρ)
ρd
≥ u
)
≤ eρd(C2−C1u). (2.28)
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Analysons maintenant la queue de la variable ale´atoire Eϕ(γ).
Eϕ(γ) = sup
l∈Zd
sup
r∈N∗
((
rg(|l|))−d Eϕ(γ,l,rg(|l|)) + 1
)
= sup
n∈N∗
(
ρ−dn Eϕ(γ,ln,ρn) + 1
)
ou` la suite (ln,ρn)n∈N∗ est telle que les deux ensembles suivant co¨ıncident{
B(l,rg(|l|)), l ∈ Zd, r ∈ N∗
}
=
{
B(ln,ρn),n ∈ N∗
}
et (ρn)n∈N∗ soit croissante.
Donnons une minoration de ρn. Soit n ∈ N∗, on a{
B(l,rg(|l|)),l ∈ Zd r ∈ N∗ tel que rg(|l|) ≤ ρn
}
⊂
⋃
1≤r≤ρn
{
B(l,rg(|l|)),l ∈ Zd tel que |l| ≤ g∗(ρn)
}
,
ou` g∗ est la fonction inverse de g. On en de´duit qu’il existe une constante C3 telle
que, pour n suffisamment grand, on ait
Card
{
B(l,rg(|l|)),l ∈ Zd r ∈ N∗ tel que rg(|l|) ≤ ρn
}
≤ C3g∗(ρn)d+1;
ainsi, puique C3g
∗(ρn)d+1 est plus grand que n, cela entraine
ρn ≥ g
((
n
C3
) 1
d+1
)
≥ C4 ln(C5n) 1d , (2.29)
ou` C4 et C5 sont des constantes positives. En re´ajustant les constantes C4 et C5, on
montre que la formule (2.29) est vraie pour tout n ∈ N∗.
Des formules (2.28) et (2.29), on de´duit pour u ≥ C2
C1
∑
n≥1
µ
(Eϕ(γ,ln,ρn)
ρdn
≥ u
)
≤
∑
n≥1
eρ
d
n(C2−C1u).
≤
∑
1≤n≤ 1
C5
eC2−C1u +
∑
n≥
[
1
C5
]
+1
eC
d
4 ln(C5n)(C2−C1u)
≤ e
C2
C5
e−C1u +
∑
n≥
[
1
C5
]
+1
(C5n)
Cd4 (C2−C1u).
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Pour u ≥ C2
C1
+ 2
C1Cd4
, on a
∑
n≥1
µ
(Eϕ(γ,ln,ρn)
ρdn
≥ u
)
≤ e
C2
C5
e−C1u +
(
C5
([ 1
C5
]
+ 1
))Cd4 (C2−C1u) ∑
n≥
[
1
C5
]
+1
(
n[
1
C5
]
+ 1
)−2
≤ a2e−b2u,
ou` a2 et b2 sont des constantes positives. On en de´duit, pour u ≥ C2C1 + 2C1Cd4 ,
µ(Eϕ(γ) ≥ u) ≤ µ
(
sup
n∈N∗
(
ρ−dn Eϕ(γ,ln,ρn) + 1
)
≥ u
)
≤
∑
n≥1
µ
(Eϕ(γ,ln,ρn)
ρdn
≥ u
)
≤ a2e−b2u.
On ge´ne´ralise l’ine´galite´ a` tout u ≥ 0 en re´ajustant les constantes a2 et b2. 
Dans [12],[13],[16], J. Fritz prouve que de vastes classes de champs de Gibbs sont ϕ-
tempe´re´es pour des potentiels ϕ divers ; on y trouve notamment le cas ou` ϕ est borne´
et a` support compact, ou encore le cas ou` ϕ est de´ge´ne´re´ en 0 (explosion en 0, sphe`re
dure, etc.). L’inte´reˆt de la Proposition 2.23 re´side donc dans l’estime´e pre´cise de la
queue de la loi de Eϕ(γ), ce que J. Fritz n’explicite pas ; il se contente de de´montrer
que la variable Eϕ(γ) est finie presque-suˆrement. Dans le chapitre 4, nous utiliserons
ce re´sultat pour un potentiel ϕ re´gulier et a` support compact. Nous n’avons donc
pas besoin de plus de ge´ne´ralite´ sur ϕ. Ne´anmoins, il semble envisageable de pouvoir
obtenir des estime´es similaires pour des potentiels ϕ plus ge´ne´raux.
2.5 Controˆle uniforme des trajectoires de C et de
leurs fluctuations
Dans cette section, de fac¸on analogue a` la section pre´ce´dente, nous allons pre´senter
deux quantite´s permettant de controˆler la re´partition des trajectoires d’une configura-
tion Γ deM(C) et leurs fluctuations : la fluctuation logarithmique d’e´nergie uniforme
et des fonctions de fluctuations ponde´re´es. Ensuite, nous les comparerons.
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2.5.1 Fluctuation logarithmique d’e´nergie uniforme
La fluctuation logarithmique d’e´nergie uniforme est une borne uniforme en temps
de la fluctuation logarithmique d’e´nergie de Γ(t), t ∈ [0,1].
De´finition 2.24. Soit Γ ∈ M(C); on appelle fluctuation logarithmique d’e´nergie
uniforme de Γ la quantite´ suivante :
‖Γ‖ϕE = sup
t∈[0,1]
Eϕ(Γ(t)).
Un e´le´ment Γ de M(C) est dit ϕ-tempe´re´ si ‖Γ‖ϕE < +∞; on note MϕE (C) l’en-
semble des mesures ponctuelles ϕ-tempe´re´es deM(C) et une probabilite´ P surM(C)
est dite tempe´re´e si P (MϕE (C)) = 1. Donnons quelques proprie´te´s e´le´mentaires des
mesures ponctuelles de MϕE (C).
Lemme 2.25. Soit Γ ∈ MϕE (C); alors Γ ve´rifie la proprie´te´ de croissance uniforme
suivante :
∀n ∈ N∗, sup
t∈[0,1]
Γ(t)
(
B(0,n)
) ≤ nd‖Γ‖ϕE .
De plus on a un controˆle uniforme en temps de la dispersion des points dans l’espace :
∀t ∈ [0,1],∀k ≥ 2, θk(Γ(t)) ≥
(
k − 1
Eϕ(Γ(t))
) 1
d
≥
(
k − 1
‖Γ‖ϕE
) 1
d
.
Preuve :
C’est une conse´quence imme´diate du lemme 2.19. 
La fluctuation logarithmique d’e´nergie uniforme permet un bon controˆle de la ge´ome´trie
des configurations Γ(t) pour tout t ∈ [0,1]. Par contre, elle ne donne pas directement
d’informations sur les trajectoires de Γ, notamment sur les fluctuations de celles-ci.
Les fonctions de fluctuations ponde´re´es que l’on va de´finir dans le paragraphe suivant
sont, quant a` elles, beaucoup plus riches en informations trajectorielles.
2.5.2 Fonctions de fluctuation ponde´re´e ζη et ζlog
Nous allons introduire une famille de fonctions ζη, η ∈]0,1[, et une fonction ζlog
afin de controˆler les fluctuations des trajectoires des processus ponctuels de M(C).
L’inte´reˆt d’introduire plusieurs fonctions de fluctations ponde´re´es est, d’une part, de
pouvoir calibrer pre´cise´ment quel est le niveau de fluctuation des trajectoires d’un
processus ponctuel donne´ et, d’autre part, de pouvoir imposer a priori des hypothe`ses
optimales sur les fluctuations d’un processus ponctuel que l’on veut e´tudier.
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De´finition 2.26. On de´finit les fonctions de fluctuation ponde´re´e de la fac¸on sui-
vante : soit Γ ∈M(C),
ζη(Γ) = sup
X∈Γ
sup
0≤t≤1
|X(t)−X(0)|
(1 + |X(0)|)η , η ∈]0,1[,
ζlog(Γ) = sup
X∈Γ
sup
0≤t≤1
|X(t)−X(0)|
1 + ln(1 + |X(0)|) .
Ces fonctions de fluctuation permettent, lorsqu’elles sont finies, ce qui de manie`re
ge´ne´rale n’est pas du tout assure´, de controˆler l’ordre de grandeur des fluctuations
des trajectoires en fonction de leur condition initiale. Dans le cas de ζη, l’ordre de
grandeur est polynomial en la condition initiale et dans le cas de ζlog, l’ordre de
grandeur est logarithmique en la condition initiale.
Remarquons que les quantite´s ζη(Γ) et ζlog(Γ) ne donnent aucune information sur la
position relative des points de Γ(t), t ∈ [0,1].
2.5.3 Comparaison de ces notions
Par la suite, nous supposerons souvent la double hypothe`se suivante : ‖Γ‖ϕE < +∞
et max
(Eϕ(Γ(0)),ζη(Γ)) < +∞; le propos de ce paragraphe est de montrer que l’une
des deux hypothe`ses n’entraˆıne pas syste´matiquement l’autre. Dans la proposition
suivante, on prouve que l’une peut-eˆtre vraie sans que l’autre le soit et vice et versa.
Proposition 2.27. Il existe au moins deux configurations Γ1 et Γ2 dans M(C) telles
que
‖Γ1‖ϕE < +∞ et ζη(Γ1) = +∞,
‖Γ2‖ϕE = +∞ et max
(Eϕ(Γ2(0)),ζη(Γ2)) < +∞.
Preuve :
On note rθ, θ ∈ [0,2π], la rotation dans Rd de centre l’origine et d’angle θ. Soit γ une
configuration tempe´re´e de Rd (Eϕ(γ) < +∞); on construit Γ1 de la fac¸on suivante :
Γ1(t) = rπt(γ).
Γ1 est trivialement tempe´re´e dans M(C), par contre la fluctuation ponde´re´e d’une
trajectoire X ∈ Γ e´tant e´gale a` 2|X(0)|
(1+|X(0))η , ζη(Γ1) est toujours e´gale a` l’infini, et ceci
quelque soit η ∈]0,1[.
Pour construire Γ2, on conside`re le cas particulier d = 1 et ϕ = 0; il sera facile de
ge´ne´raliser cet exemple au cas ge´ne´ral.
On note In, n ∈ N∗ l’intervalle suivant [nα,nα + (1 + nα)η], ou` α = 21−η . Il existe
alors un entier n0 tel que pour tout n 6= m et n,m ≥ n0, In ∩ Im = ∅. Alors on pose
Γ2 =
∑
k∈N∗ δXk ou` (Xk)k∈N∗ est la suite de trajectoires de´finie par{
Xk(t) = k si k /∈ ∪n≥n0In
Xk(t) = n
α + (1− t)(k − nα) si k ∈ In(n ≥ n0).
48 Processus ponctuels gibbsiens sur C. Proprie´te´s fines des trajectoires.
En d’autres termes, la trajectoire Xk part de k puis elle est constante si k n’appartient
pas a` un des In pour n assez grand et est line´aire jusqu’a` n
α si k appartient a` In,
pour n ≥ n0. Il est facile de voir que ζη(Γ2) = 1; par contre ‖Γ2‖0E = +∞; en effet, la
configuration Γ2(1) a exactement [(1 + n
α)η] points en nα, et donc
‖Γ2‖0E ≥ Eϕ(Γ2(1)) ≥ sup
n
[(1 + nα)η]
g(nα)
= +∞. 
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Chapitre 3
Diverses caracte´risations de
champs gibbsiens sur Rd puis sur C.
Relations entre ces notions.
Dans ce chapitre, nous allons pre´senter diverses caracte´risations de champs de
Gibbs et champs de Gibbs canoniques. Nous commencerons par celles valables sur
un espace X polonais quelconque. Nous donnerons ainsi des caracte´risations par la
mesure de Campbell des champs de Gibbs et champs de Gibbs canoniques, apre`s avoir
caracte´rise´ ces derniers par une proprie´te´ de me´lange. Ensuite, dans le cas particulier
ou` X = Rd ou C, nous e´tablirons des caracte´risations de type infinite´simal a` l’aide de
formules d’inte´gration par parties sous la mesure de Campbell. Il nous faudra alors
distinguer les deux cas. Dans le paragraphe 3.2.2, on traitera le cas de Rd puis dans
le paragraphe 3.2.3 celui de C. Enfin, la dernie`re section de ce chapitre sera consacre´e
a` diverses proprie´te´s permettant de relier les notions de champ de Gibbs sur Rd ou
sur C et celle de mesure de Gibbs sur CN∗ .
3.1 Champ gibbsien sur X quelconque
Dans cette section, nous allons pre´senter des re´sultats valables pour un espace po-
lonais X quelconque, e´tant entendu que par la suite, nous les appliquerons au cas par-
ticulier ou` X = Rd ou C. Dans un premier temps nous pre´sentons une caracte´risation
des champs de Gibbs canoniques comme des me´langes de champs de Gibbs a` acti-
vite´ ale´atoire. Puis, dans un deuxie`me temps, nous exposerons une caracte´risation de
champs de Gibbs et champs de Gibbs canoniques via leur mesure de Campbell.
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3.1.1 Champ de Gibbs canonique en tant que me´lange de
champs de Gibbs
Soit ν une mesure de re´fe´rence σ-finie de M(X) et H un hamiltonien local sur X;
soit ϑ une probabilite´ sur R+, et (P z)z∈R+ une famille de champs de Gibbs sur C telle
que P z ∈ G(H,zν). Il est alors clair que la probabilite´
P =
∫
R+
P zϑ(dz), (3.1)
est un champ de Gibbs canonique de Gc(H,ν). Re´ciproquement, sous certaines condi-
tions topologiques sur Gc(H,ν) (voir [21] et the´ore`mes 2.1 et 2.2 de [43]), tout champ
de Gibbs canonique P de Gc(H,ν) admet la repre´sentation (3.1).
Ainsi tout champ de Gibbs canonique peut eˆtre interpre´te´ comme un champ de Gibbs
en milieu ale´atoire, plus pre´cise´ment a` activite´ ale´atoire.
La caracte´risation ci-dessus donne du relief a` la notion de champ de Gibbs canonique.
En effet, supposons que l’on exhibe une proprie´te´ satisfaite par des champs de Gibbs
et que de plus cette proprie´te´ soit line´aire en la mesure; ce qui signifie que αP1+ βP2
ve´rifie cette proprie´te´ pour tout α,β ∈ R+, de`s que P1 et P2 satisfont cette meˆme pro-
prie´te´. Alors, l’ensemble des probabilite´s sur X satisfaisant cette proprie´te´ contient
au moins la classe des champs de Gibbs canoniques. La re´versibilite´ des mesures pour
les dynamiques de type gradient, traite´e au chapitre 5, sera un parfait exemple de
proprie´te´ line´aire en la mesure et satisfaite par les champs de Gibbs. On y montrera
d’ailleurs que les champs de Gibbs canoniques correspondent exactement a` la classe
des mesures re´versibles.
Dans le paragraphe qui suit, nous donnons explicitement la mesure de Campbell des
champs de Gibbs de G(H,ν); il sera alors facile d’obtenir par me´lange, la mesure de
Campbell des champs de Gibbs canoniques. Nous montrons e´galement que la struc-
ture de la mesure de Campbell caracte´rise entie`rement les champs de Gibbs et les
champs de Gibbs canoniques sur X.
3.1.2 Caracte´risation d’un champ de Gibbs par sa mesure de
Campbell
Dans la Proposition 2.4 du chapitre 2, on a rappele´ que la structure produit de
la mesure de Campbell caracte´rise les processus de Poisson (champs de Gibbs sans
interaction, H=0). Il existe une ge´ne´ralisation importante de ce re´sultat au cas avec
interaction due a` X.X. Nguyen et H. Zessin ([41]); ils y de´montrent que P est un
champ de Gibbs de G(H,ν) si et seulement si
P (MH,ν(X)) = 1, C !P = exp(−H) ν ⊗ P. (3.2)
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Par la suite, nous utiliserons d’avantage la proprie´te´ suivante, plus faible que (3.2) :
C !P ∼ ν ⊗ P. (3.3)
En effet, la proprie´te´ (3.3) est e´quivalente au fait qu’il existe une fonction H˜ quel-
conque telle que
C !P = exp(−H˜) ν ⊗ P ; (3.4)
l’inte´reˆt de (3.3) par rapport a` (3.2) re´side dans le fait que H˜ n’est pas a` priori un
hamiltonien local, ce qui signifie que H˜ ne ve´rifie pas ne´cessairement la proprie´te´
d’additivite´ (2.10) et que P n’est pas a` priori a` support dans MH,ν. L’hypothe`se
P (MH,ν) = 1 e´tant tre`s contraignante, il sera indispensable, par la suite, de pouvoir
s’en passer. C’est pourquoi nous pre´sentons la caracte´risation suivante due a` E. Glo¨tzl,
qui ame´liore les re´sultats de X.X. Nguyen et H. Zessin.
Proposition 3.1 (Satz 1, [26]). Soit H˜ une fonction mesurable de X×M(X) dans
R, ν une mesure de re´fe´rence de M(X) et P une probabilite´ sur M(X); alors, P
satisfait
C !P = exp(−H˜) ν ⊗ P (3.5)
si et seulement si H˜ est ν ⊗ P -p.s e´gale a` un hamiltonien local et P ∈ G(H˜,ν).
3.1.3 Caracte´risation d’un champ de Gibbs canonique par sa
mesure de Campbell
D’apre`s la Proposition 3.1, il est facile de voir que pour tout champ de Gibbs
canonique P de Gc(H,ν) admettant la repre´sentation de me´lange (3.1) on a
C !P =
∫
R+
C !P zϑ(dz)
=
∫
R+
exp(−H) zν ⊗ P z ϑ(dz)
= exp(−H) ν ⊗Q, (3.6)
ou`Q est la mesure surM(X) e´gale a` ∫
R+
zP zϑ(dz). Re´ciproquement, on peut montrer
que toute probabilite´ P sur M(X) a` support dans MH,ν,c satisfaisant (3.6) pour
une mesure Q quelconque sur M(X), est un champ de Gibbs canonique de Gc(H,ν).
Ce re´sultat se de´montre en utilisant la caracte´risation de H.-O. Georgii des champs
de Gibbs canoniques ([22], The´ore`me1). Nous ne rentrons pas dans les de´tails de
cette de´monstration car nous allons exposer dans la Proposition 3.2 un re´sultat plus
fort. Comme dans le cas des champs de Gibbs, l’hypothe`se P (MH,ν,c) = 1 est trop
contraignante dans le cadre de ce travail. Nous allons donc pre´senter un re´sultat
analogue a` la Proposition 3.1.
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Supposons qu’il existe une fonction H˜ mesurable de X ×M(X) dans R et Q une
mesure sur M(X) telles que
C !P = exp(−H˜)ν ⊗Q; (3.7)
il est clair que l’on peut remplacer dans le membre de droite le couple (H˜,Q) par le
couple (H˜ ′,Q′) de´fini par
H˜ ′(X,Γ) = H˜(X,Γ) +G(Γ), Q′ = eGQ,
ou` G est une fonction mesurable de M(X) dans R. Par conse´quent, l’e´quation (3.7)
ne garantit pas que la fonction H˜ soit un hamiltonien local, ce qui est pourtant le
cas de l’e´quation (3.5). On en de´duit donc que le meilleur re´sultat possible serait
que l’e´quation (3.7) implique l’existence d’une fonction G telle que P soit un champ
de Gibbs canonique de Gc(H˜(X,Γ) + G(Γ),ν). Ce re´sultat a e´te´ de´montre´ par A.
Wakolbinger et G. Eder; nous l’e´nonc¸ons dans la proposition suivante.
Proposition 3.2 (Theorem 2.10, 2.11 et 5.6 [57] ). Soit H˜ une fonction mesu-
rable de X×M(X) dans R, ν une mesure de re´fe´rence de M(X) et P une probabilite´
sur M(X); alors, il existe une mesure Q sur M(X) tel que
C !P = exp(−H˜) ν ⊗Q
si et seulement s’il existe une fonction G de M(X) dans R telle que H˜ ′(X,Γ) :=
H˜(X,Γ) +G(Γ) soit ν ⊗Q-p.s e´gale a` un hamiltonien local et P ∈ Gc(H˜ ′,ν).
La fonction G qui apparaˆıt dans la proposition pre´ce´dente est dans un certain sens
que l’on va pre´ciser ci-dessous, unique. En effet, supposons qu’il existe deux fonctions
G1 et G2 de M(X) dans R telles que H˜(X,Γ) + G1(Γ) et H˜(X,Γ) + G2(Γ) soient
ν ⊗ Q-p.s e´gales a` un hamiltonien local; alors d’apre`s la proprie´te´ d’additivite´ on a
que G1 −G2 est constante sur les classes d’e´quivalence de R de´finie en (2.15) et par
conse´quent d’apre`s le lemme 2.9 les hamiltoniens H˜(X,Γ)+G1(Γ) et H˜(X,Γ)+G2(Γ)
de´finissent les meˆmes noyaux de probabilite´. G1 et G2 ne sont donc par ne´cessairement
e´gales, mais les spe´cifications locales sous-jacentes des champs de Gibbs canoniques
le sont. Par exemple, si la fonction H˜ de la Proposition 3.2 est un hamiltonien local,
alors on peut choisir la fonction G e´gale a` 0.
3.2 Caracte´risation par une formule d’inte´gration
par parties sous la mesure de Campbell
Dans cette section nous allons donner une caracte´risation des champs de Gibbs
sur Rd et C graˆce a` une formule d’inte´gration par parties satisfaite sous la mesure
de Campbell. L’utilisation d’ope´rateurs de de´rivation nous contraint a` conside´rer des
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mesures de re´fe´rence re´gulie`res et meˆme tre`s particulie`res. Nous allons les expliciter
dans le paragraphe suivant et de´finir e´galement les ope´rateurs conside´re´s ainsi que les
classes de fonctions et fonctionnelles sur lesquelles ils agissent.
3.2.1 De´finitions et premie`res proprie´te´s
Dans toute cette section, ϕ de´signe un potentiel superstable a` support compact.
Les mesures de re´fe´rence pour les processus de Poisson - et donc pour les champs de
Gibbs associe´s - sont la mesure de Lebesgue λ sur Rd et sur C la mesure de Wiener
̟λ a` condition initiale la mesure de Lebesgue λ.
Une fonction F de X dans R est dite localement dans L2(X,ν) si pour tout Λ ∈ B(X),
la restriction de F a` Λ appartient a` L2(XΛ,νΛ); on note alors F ∈ L2loc(X,ν).
On note E l’ensemble des fonctions en escalier de [0,1] dans Rd :
E =
{
g : [0,1]→ Rd
∣∣∣ g = u11I[0,t1[ + u21I[t1,t2[ + . . .+ un1I[tn,1]}.
Fb de´signe l’ensemble des fonctions borne´es de R
d×M(Rd) dans R nulles de`s que |x|
ou Eϕ(γ) est au voisinage de l’infini, et dont la de´rive´e en x existe et est borne´e :
Fb =

f : Rd ×M(Rd)→ R
∣∣∣∣∣
∃M,M ′ ∈ R+ tels que ∀(x,γ) ∈ Rd ×M(Rd),
|f(x,γ)| ≤M, |∇xf(x,γ)| ≤M
et f(x,γ) = 0 de`s que |x| ≥M ′ ou Eϕ(γ) ≥M ′.


W de´signe quant a` lui l’ensemble des fonctionnelles de C dans R du type
f(X(0),X(t1), . . . ,X(tn)), ou` f est une fonction de classe C
1 a` support compact :
W =
{
F : C → R
∣∣∣∣ ∃f ∈ C1K
(
(Rd)n+1,R) telle que
F (X) = f(X(0),X(t1), . . . ,X(tn))
}
,
ou` C1K
(
(Rd)n+1,R) de´signe les fonctions de classe C1 a` support compact de (Rd)n+1
dans R.
Plus ge´ne´ralement, W est l’ensemble des fonctionnelles de C ×M(C) dans R du type
f(X(0),X(t1), . . . ,X(tn),Γ) ou` f est une fonction borne´e, nulle de`s que |X(0)|,|X(t1)|, . . . ,|X(tn)|
ou Eϕ(Γ(0)) est au voisinage de l’infini, et dont les de´rive´es par rapport a` ses (n+1)-
premie`res variables existent et sont borne´es :
W =
{
F : C ×M(C)→ R
∣∣∣∣ ∃f ∈ C1K
(
(Rd)n+1 ×M(C),R) telle que
F (X,Γ) = f(X(0),X(t1), . . . ,X(tn),Γ)
}
,
ou` C
1
K
(
(Rd)n+1 ×M(C),R) est l’ensemble suivant :
f : (R
d)n+1 ×M(C)→ R
∣∣∣∣∣∣∣∣
∃M,M ′ ∈ R+ tels que ∀(x0, . . . ,xn,Γ) ∈ (Rd)n+1 ×M(C),
|f(x0, . . . ,xn,γ)| ≤M, |∇xif(x0, . . . ,xn,γ)| ≤M ∀i
et f(x0, . . . ,xn,Γ) = 0 de`s que
max0≤i≤n(|xi|) ≥M ′ ou Eϕ(γ) ≥ M ′.

 .
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De´finissons maintenant un ope´rateur de de´rivation sur C que nous notons D,
celui-ci ge´ne´ralisant l’ope´rateur de de´rivation D de Malliavin. Une fonctionnelle F
de L2loc(C,̟λ) est dite D-diffe´rentiable s’il existe une fonctionnelle D.F de [0,1] × C
dans Rd appartenant a` L2loc([0,1]× C,λ[0,1] ⊗̟λ) et une fonctionnelle D0F de C dans
Rd appartenant a` L2loc(C,̟λ) telles que, pour toute fonction g de [0,1] dans Rd de
carre´ inte´grable sous λ[0,1] et tout x ∈ Rd, on ait
Dx,gF (X) = lim
ε→0
ε−1
(
F
(
X + εx+ ε
∫ .
0
g(t)dt
)− F (X))
= x.D0F (X) +
∫ 1
0
g(t).DtF (X)dt,
la limite e´tant prise au sens L2loc(C,̟λ) et le produit scalaire de u,v ∈ Rd e´tant note´
u.v.
Dans le cas ou` la fonctionnelle F est assez re´gulie`re (en particulier, si F ∈ W), la
Dx,g-diffe´rentiabilite´ correspond a` la Gaˆteaux diffe´rentiabilite´ dans C, dans la direction
x +
∫ .
0
g(t)dt. Remarquons que D0,g = Dg, ou` Dg est l’ope´rateur de Malliavin bien
connu. Pour plus de de´tails sur D, on pourra consulter notamment [42].
On note W 1,2 l’ensemble des fonctionnelles D-diffe´rentiables de C dans R :
W 1,2 =
{
F ∈ L2loc(C,̟λ) telle que F soit D-diffe´rentiable
}
.
De fac¸on similaire, on noteW
1,2
l’ensemble des fonctionnelles F de C×M(C) dans
R D-diffe´rentiables par rapport a` la premie`re variable pour tout Γ ∈MϕE (C) :
W
1,2
=
{
F : C ×M(C)→ R
∣∣∣ pour tout Γ dans MϕE (C),
F (.,Γ) est dans W 1,2.
}
.
Ainsi, toute fonctionnelle F de W est dans W 1,2 et on a si
F (X,Γ) = f(X(0),X(t1), . . . ,X(tn),Γ)
alors
Dx,gF (X,Γ) =
( n∑
i=0
∂f
∂xi
(X(0),X(t1), . . . ,X(tn),Γ)
)
.x
+
n∑
i=1
∂f
∂xi
(X(0),X(t1), . . . ,X(tn),Γ).
∫ ti
0
g(s)ds.
Donnons d’autres exemples de fonctionnelles D-diffe´rentiables. Dans le lemme suivant,
nous prouvons la D-diffe´rentiabilite´ d’une fonctionnelle de type inte´grale.
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Lemme 3.3. Soit f une fonction de classe C1 de Rd dans R a` support compact. Alors
la fonctionnelle F de C dans R de´finie par
F (X) =
∫ 1
0
f(X(s))ds,
est D-diffe´rentiable et admet pour diffe´rentielle
DtF (X) =
∫ 1
t
∇f(X(s))ds, D0F (X) =
∫ 1
0
∇f(X(s))ds.
Preuve :
E´tant donne´ que les fonctions f et ∇f sont borne´es, il est facile de montrer que le
taux d’accroissement
f
(
X(s) + εx+ ε
∫ s
0
g(t)dt
)
− f
(
X(s)
)
ε
converge, quand ε tend vers 0, dans L2loc(C,̟λ) vers
∫ 1
0
∇f(X(s)).
(
x+
∫ s
0
g(t)dt
)
ds,
ce qui peut encore s’e´crire
x.
∫ 1
0
∇f(X(s))ds+
∫ 1
0
g(t).
∫ 1
t
∇f(X(s))ds dt. 
Il est inte´ressant de remarquer que dans l’exemple ci-dessus D0F (X) = D0F (X). En
ge´ne´ral, cette e´galite´ n’est pas satisfaite; il suffit de conside´rer une fonctionnelle F
de la forme f(X(0)) pour s’en convaincre. Par contre, ce n’est pas un hasard si dans
le cas du lemme 3.3, l’e´galite´ est satisfaite : en effet, lorsque la fonctionnelle F est
re´gulie`re “au voisinage du temps t = 0” alors on a D0F (X) = D0F (X). Donnons
une explication de ce phe´nome`ne. Soit gn une suite de fonctions de [0,1] dans R
+
satisfaisant : ∫ 1
0
gn(t)dt = 1, ∀δ > 0, lim
n→∞
∫ 1
δ
gn(t)dt = 0,
et F une fonctionnelle de C dans R D-diffe´rentiable “re´gulie`re en 0” au sens ou` les
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limites et les interversions de limite ci-dessous sont justifie´es; alors on a
x.D0F (X) = lim
ε→0
F (X + εx)− F (x)
ε
= lim
ε→0
lim
n→∞
F
(
X + (ε
∫ 1
0
gn(t)dt)x
)
− F (x)
ε
= lim
n→∞
lim
ε→0
F
(
X + (ε
∫ 1
0
gn(t)dt)x
)
− F (x)
ε
= lim
n→∞
∫ 1
0
gn(t)x.DtF (X)dt
= x.D0F (X).
On remarque donc que, dans ce cas, D0F (X) = D0F (X).
Dans la chapitre 4, on montrera que des fonctionnelles F de C ×M(C) dans R du
type
F (X,Γ) =
∑
Y ∈Γ
∫ 1
0
f(X(s)− Y (s))ds,
ou` f est choisie comme dans le lemme 3.3, sont e´galement D-diffe´rentiables par rap-
port a` la premie`re variable et ce, pour Π̟
λ
-presque tout Γ. Pour le moment, il nous
manque quelques proprie´te´s sur Π̟
λ
pour de´montrer ce re´sultat. Nous le ferons dans
le chapitre 4.
Pour terminer ce paragraphe, e´nonc¸ons un lemme de densite´ dont on trouvera une
de´monstration dans [42].
Lemme 3.4. W est dense dans W 1,2 pour la norme L2loc(C,̟λ).
3.2.2 Le cas des champs de Gibbs canoniques sur Rd
Dans ce paragraphe, nous allons donner une caracte´risation inte´gro-diffe´rentielle
de champs de Gibbs canoniques sur Rd. Cela supposera que la mesure de re´fe´rence
du processus de Poisson sous-jacent soit la mesure de Lebesgue λ et que les hamilto-
niens locaux associe´s aux champs de Gibbs canoniques soient suffisamment re´guliers.
Donnons tout d’abord un lemme bien connu permettant de caracte´riser la mesure de
Lebesgue sur Rd.
Lemme 3.5. Une mesure m sur Rd σ-finie est un multiple de la mesure de Lebesgue
si et seulement si, pour toute fonction f de Rd dans R de classe C1 et a` support
compact, ∫
Rd
∇f(x)m(dx) = 0.
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En utilisant la caracte´risation des champs de Gibbs canoniques par leur mesure
de Campbell (Proposition 3.2) et le lemme ci-dessus, nous pouvons de´montrer la
proposition suivante :
Proposition 3.6. Soit h un hamiltonien local sur Rd, diffe´rentiable en sa premie`re
variable x pour tout (x,γ) tel que Eϕ(γ) < +∞. Soit µ ∈ P(MϕE (Rd)) telle que pour
tout M > 0,
C !µ
((
1 + eh(x,γ)
)(
1 + |∇xh(x,γ)|
)
1I[0,M ]2(|x|,Eϕ(γ))
)
< +∞; (3.8)
alors µ est un champ de Gibbs canonique de Gc(h,λ) si et seulement si l’e´quation de
dualite´ suivante est satisfaite :
∀f ∈ Fb, C !µ(∇xf) = C !µ(f∇xh). (3.9)
Preuve : Tout d’abord remarquons que l’hypothe`se (3.8) donne un sens aux
termes de l’e´quation de dualite´ (3.9). De´montrons le sens direct : soit µ ∈ G(h,λ);
d’apre`s la Proposition 3.2, il existe une mesure µ˜ sur M(Rd) telle que µ satisfasse
l’e´quation
C !µ = e
−hλ⊗ µ˜;
on obtient ainsi
C !µ
(
∇xf − f∇xh
)
=
∫
M(Rd)
∫
Rd
∇x(f(x,γ)e−h(x,γ))λ(dx)µ˜(dγ)
= 0.
Pour la re´ciproque, on pose C˜ !µ(dx,dγ) = e
h(x,γ)C !µ(dx,dγ). On de´duit de (3.9) l’e´quation
suivante
∀f ∈ Fb, C˜ !µ(∇xf) = 0;
graˆce au lemme 3.5, on prouve que, pour C !µ-presque tout γ, la mesure C
!
µ( |γ) est
un multiple de la mesure de Lebesgue λ. Par conse´quent, il existe une mesure µ˜ sur
M(Rd) telle que C˜ !µ = λ⊗ µ˜ et donc C !µ = e−hλ⊗ µ˜; on conclut la preuve graˆce a` la
Proposition 3.2. 
A titre d’exemple, remarquons que l’hamiltonien local hϕ de´fini par
hϕ(x,γ) =
∑
y∈γ\x
ϕ(x− y), (3.10)
satisfait l’hypothe`se (3.8) pour toute probabilite´ µ ϕ-tempe´re´e sur M(Rd) lorsque ϕ
est de classe C1 et a` support compact.
Dans [1], Theorem 4.3, des champs de Gibbs associe´s a` une interaction par paires
sont caracte´rise´s par une dualite´ plus complexe que (3.9), l’ope´rateur de de´rivation
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conside´re´ agissant sur les fonctions de M(Rd) dans R. Notre approche via la mesure
de Campbell permet de n’utiliser que des techniques de de´rivation e´le´mentaires sur
Rd, et ce, pour des interactions plus ge´ne´rales.
Un champ de Gibbs e´tant un champ de Gibbs canonique, l’e´quation (3.9) est satisfaite
par tous les champs de Gibbs de G(h,λ); par contre cette e´quation ne les caracte´rise
pas. Il aurait e´te´ inte´ressant d’exhiber une e´quation similaire a` (3.9) caracte´risant
les champs de Gibbs de Rd. Nous n’en avons pas trouve´e. Du moins, celles que nous
avons obtenues ne nous semblaient pas suffisamment e´le´gantes et efficaces pour jus-
tifier le fait qu’on les pre´sente ici. Par contre, dans le cas de C il existe une formule
d’inte´gration par parties sous la mesure de Campbell caracte´risant les champs de
Gibbs. Elle est due a` S. Rœlly et H. Zessin et nous la pre´sentons dans le paragraphe
suivant.
3.2.3 Le cas des champs de Gibbs et champs de Gibbs cano-
niques sur C
Dans ce paragraphe nous allons tout d’abord pre´senter la caracte´risation des
champs de Gibbs sur C que l’on vient d’e´voquer. Puis nous donnons une ge´ne´ralisation
au cas des champs de Gibbs canoniques. Ensuite, nous discuterons de l’importance
d’avoir choisi l’ope´rateur de de´rivation D dans notre e´quation de dualite´ (3.13).
Soit P une probabilite´ sur M(C); alors on note νP la mesure intensite´ de P sur C
de´finie par :
∀B ∈ B(C), νP (B) = EP (Γ(B)).
Proposition 3.7 (The´ore`me 2 [50]). Soit P une probabilite´ sur M(C) et νP sa
mesure intensite´ que l’on suppose σ-finie. Soit H un hamiltonien local satisfaisant :
∀M > 0, ∀t ∈ [0,1],
C !P
((
1 + eH(X,Γ)
)(
1 + |X(t)|)1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
< +∞;
alors P est un champ de Gibbs de G(H,ρλ) si et seulement si, pour tout x ∈ Rd, toute
fonction g ∈ E et toute fonctionnelle F ∈ W,∫
C×M(C)
(
eH(X,Γ)F (X,Γ)
∫ 1
0
g(s)dXs
)
C !P (dX,dΓ) = νP ⊗ P (Dx,gF ). (3.11)
Nous n’utiliserons pas ce re´sultat dans la suite; ne´anmoins nous avons de´cide´ de
le pre´senter car c’est la premie`re caracte´risation dans la litte´rature utilisant a` la fois
la mesure de Campbell et le calcul de Malliavin. L’inte´reˆt de ce me´lange re´side de
nouveau dans la simplicite´ de l’ope´rateur de de´rivation utilise´. En effet, graˆce a` la
mesure de Campbell, il n’est pas ne´cessaire d’introduire un ope´rateur de de´rivation
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agissant sur les fonctionnelles de M(C) mais uniquement sur les fonctionnelles de C.
L’ope´rateur D est donc parfaitement adapte´ a` cette situation.
Remarquons que (3.11) est encore satisfaite par les champs de Gibbs de G(H,ρλ) si
l’on remplace l’ope´rateur Dx,g par l’ope´rateur de Malliavin Dg; il suffit de prendre
x = 0, et c’est d’ailleurs sous cette forme que l’e´quation (3.11) est donne´e dans
[50]. Ne´anmoins, dans ce cas , la famille d’e´quations (3.11) ou` x = 0, ne caracte´rise
plus les champs de Gibbs de G(H,ρλ), car tout champ de Gibbs de G(H,ρm), ou` m
est une mesure quelconque σ-finie de M(Rd), satisfait l’e´quation (3.11) avec x = 0.
Re´ciproquement, toute probabilite´ P satisfaisant (3.11) avec x = 0 appartient a` la
classe suivante : ⋃
m∈M(Rd)
G(H,̟m).
Nous ne donnons pas de de´monstration de cette affirmation car nous reviendrons par
la suite sur le roˆle de l’ope´rateur de de´rivation D par rapport a` celui de Malliavin D.
Donnons maintenant, une nouvelle caracte´risation des champs de Gibbs canoniques
sur C. Celle-ci s’inspire de celle donne´e a` la Proposition 3.7 et nous sera a` plusieurs
reprises utile dans le chapitre 5.
The´ore`me 3.8. Soit H un hamiltonien local sur C appartenant a` W 1,2 et P une
probabilite´ tempe´re´e sur M(C).
Si P est un champ de Gibbs canonique de Gc(H,̟λ) satisfaisant la proprie´te´ d’inte´grabilite´
suivante : ∀M > 0, ∀t ∈ [0,1],
C !P
((|X(t)|+ |D0H|+ ∫ 1
0
|DsH|ds
)
1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
< +∞, (3.12)
alors P satisfait la formule d’inte´gration par parties suivante :
pour tout x ∈ Rd, toute fonction g de [0,1] dans Rd de carre´ inte´grable et toute
fonctionnelle F de W
1,2
borne´e et de de´rive´e borne´e,
C !P
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
= C !P
(
Dx,gF (X,Γ)− F (X,Γ)Dx,gH(X,Γ)
)
. (3.13)
Re´ciproquement, si de plus H(.,Γ) est suppose´ Gaˆteaux differentiable pour tout Γ ∈
MϕE (C) et si P satisfait l’hypothe`se d’inte´grabilite´ suivante :
∀M > 0, ∀t ∈ [0,1], ∀x ∈ Rd, ∀g ∈ E
C !P
((
1+eH(X,Γ)
)(
1+|X(t)|+|D0H|+
∫ 1
0
|DsH|ds
)
1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
< +∞,
(3.14)
ainsi que l’e´quation (3.13) pour tout x ∈ Rd, tout g ∈ E et tout F ∈ W, alors P est
un champ de Gibbs canonique de Gc(H,̟λ).
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Avant de passer a` la preuve de ce the´ore`me, rappelons dans le lemme suivant une
caracte´risation de la mesure de Wiener.
Lemme 3.9 (The´ore`me 1.2 [49]). Soit ν une mesure σ-finie sur C telle que pour
tout M > 0 et tout t ∈ [0,1]
Eν
(
|X(t)|1I[0,M ](|X(0)|)
)
<∞;
alors il existe une mesure m σ-finie sur Rd pour laquelle ν = ̟m si et seulement si :
∀g ∈ E, ∀F ∈ W, Eν
(
F (X)
∫ 1
0
g(s)dX(s)
)
= Eν
(
DgF (X)
)
. (3.15)
La formule d’inte´gration par parties (3.15) a e´te´ introduite pour la premie`re fois
par B. Gaveau et P. Trauber dans [20]. Dans [49], il est de´montre´ que non seulement
toute mesure de Wiener la satisfait, mais qu’elles sont de plus caracte´rise´es par cette
dualite´. Bien que l’e´quation (3.15) soit tre`s riche en informations sur la dynamique du
processus canonique sous ν (loi des (X(t)−X(0))), elle ne caracte´rise aucunement la
projection au temps 0 de la mesure ν. Cela est duˆ a` la forme spe´cifique de l’ope´rateur
de de´rivation de Malliavin. En effet, pour calculer DF , on ne conside`re, comme per-
turbations des trajectoires, que des trajectoires nulles en 0 de type
∫ .
0
g(r)dr. Par
conse´quent, Eν
(
DgF (X)
)
ne tient pas compte de la loi initiale de ν. De meˆme,
l’inte´grale stochastique ne de´pend pas de la loi de X(0) mais uniquement de la loi
de la dynamique de X. C’est pour reme´dier a` cela que l’on a introduit l’ope´rateur de
de´rivation D qui est en fait un raffinement de D. Le lemme suivant apporte la preuve
de son efficacite´.
Proposition 3.10. Soit ν une mesure σ-finie sur C telle que pour tout M > 0 et tout
t ∈ [0,1],
Eν
(
|X(t)|1I[0,M ](|X(0)|)
)
<∞;
alors ν est un multiple de ̟λ si et seulement si :
∀x ∈ Rd,∀g ∈ E et ∀F ∈ W, Eν
(
F (X)
∫ 1
0
g(s)dX(s)
)
= Eν
(
Dx,gF (X)
)
.
(3.16)
Preuve :
Montrons tout d’abord que l’e´quation (3.16) est satisfaite si ν = ̟λ. Soit F une
fonctionnelle de C dans R du type suivant :
F (X) = f
(
X(0)
)
k
(
X(t1)−X(0),X(t2)−X(0), . . . ,X(tn)−X(0)
)
, (3.17)
ou` f et k sont des fonctions re´gulie`res a` support compact. Dans ce cas, montrons que
E̟λ
(
Dx,gF
)
= E̟λ
(
DgF
)
. (3.18)
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Pour cela, un calcul e´le´mentaire permet de montrer que
Dx,gF = DgF + k
(
X(t1)−X(0),X(t2)−X(0), . . . ,X(tn)−X(0)
)
∇f(X(0)).x.
On en de´duit que
E̟λ
(
Dx,gF
)
−E̟λ
(
DgF
)
=
∫
Rd
∫
C
k
(
X(t1)− y, . . . ,X(tn)− y
)
∇f(y).x ̟y(dX)λ(dy)
=
∫
Rd
∫
C
k
(
X(t1), . . . ,X(tn)
)
∇f(y).x ̟0(dX)λ(dy)
=
∫
Rd
∇f(y).xλ(dy)
∫
C
k
(
X(t1), . . . ,X(tn)
)
̟0(dX)
= 0.
Par densite´ des combinaisons line´aires de fonctionnelles de type (3.17) dans W, on
montre que (3.18) est satisfaite pour toute fonctionnelle deW. L’e´quation (3.16) avec
ν = ̟λ de´coule alors imme´diatement du lemme 3.9.
Re´ciproquement, il est facile de voir que l’e´quation (3.16) implique que ν est un
multiple de ̟λ. En effet, graˆce au lemme 3.9 et en prenant x = 0, on sait que ν
est une mesure de Wiener. Il reste donc a` identifier la mesure initiale; pour cela, on
applique l’e´quation (3.16) a` des fonctionnelles de type F (X) = f(X(0)) et le lemme
3.5 permet de conclure. 
Donnons maintenant la preuve du The´ore`me 3.8 :
Commenc¸ons par la premie`re implication; soit P un champ de Gibbs canonique de
G(H,̟λ). D’apre`s la Proposition 3.2 on a, pour une certaine mesure Q,
C !P = e
−H̟λ ⊗Q.
Remarquons que l’hypothe`se (3.12) donne un sens aux termes de l’e´quation (3.13).
On en de´duit, graˆce a` la proposition 3.10,
C !P
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
=
∫
C
∫
M(C)
e−H(X,Γ)F (X,Γ)
∫ 1
0
g(s)dX(s) ̟λ(dX)Q(dΓ)
=
∫
C
∫
M(C)
Dx,g
(
e−H(X,Γ)F (X,Γ)
)
̟λ(dX)Q(dΓ)
=
∫
C
∫
M(C)
e−H(X,Γ)Dx,gF (X,Γ) ̟λ(dX)Q(dΓ)
−
∫
C
∫
M(C)
e−H(X,Γ)F (X,Γ)Dx,gH(X,Γ) ̟λ(dX)Q(dΓ)
= C !P
(
Dx,gF (X,Γ)− F (X,Γ)Dx,gH(X,Γ)
)
.
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L’e´quation (3.13) est de´montre´e.
Dans le calcul pre´ce´dent, il n’est peut-eˆtre pas licite de diffe´rencier la fonctionnelle
e−H(X,Γ)F (X,Γ); en effet celle-ci peut ne pas eˆtre, pour P -presque tout Γ, dans
L2loc(C,̟λ). Pour contourner ce proble`me, nous allons utiliser la technique classique
de localisation suivante. Soit τn une suite de fonctions C
1 croissantes de R+ dans R+
satisfaisant : 

τn(x) = x si x ≤ n
τ ′(x) ≤ 2 si n < x < n+ 1
τn(x) = n+ 1 si x ≥ n+ 1.
Alors on a,
=
∫
C
∫
M(C)
e−H(X,Γ)F (X,Γ)
∫ 1
0
g(s)dX(s) ̟λ(dX)P (dG)
= lim
n→∞
∫
C
∫
M(C)
τn
(
e−H(X,Γ)
)
F (X,Γ)
∫ 1
0
g(s)dX(s) ̟λ(dX)P (dG)
= lim
n→∞
∫
C
∫
M(C)
τn
(
e−H(X,Γ)
)
Dx,gF (X,Γ) ̟λ(dX)P (dG)
− lim
n→∞
∫
C
∫
M(C)
Dg,xH(X,Γ)e−H(X,Γ)τ ′n
(
e−H(X,Γ)
)
F (X,Γ) ̟λ(dX)P (dG)
=
∫
C
∫
M(C)
e−H(X,Γ)Dx,gF (X,Γ) ̟λ(dX)P (dG)
−
∫
C
∫
M(C)
e−H(X,Γ)F (X,Γ)Dx,gH(X,Γ) ̟λ(dX)P (dG).
De´montrons maintenant la seconde implication du The´ore`me 3.8.
L’hypothe`se de Gaˆteaux diffe´rentiabilite´ sur H est introduite afin que le terme Dx,gH
de l’e´quation (3.13) ait un sens sous la mesure C !P dont le support est a priori inconnu.
On note C˜ !P la mesure e
HC !P ; graˆce a` l’hypothe`se (3.14) et au lemme 3.4, cette me-
sure est σ-finie et on peut appliquer l’e´quation (3.13) a` des fonctionnelles du type
eH(X,Γ)F (X,Γ), ou` F est dans W . On en de´duit l’e´quation suivante :
∀x ∈ Rd, ∀g ∈ E, ∀F ∈ W
C˜ !P
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
= C˜ !P
(
Dx,gF (X,Γ)
)
.
Par conse´quent pour C˜ !P -presque tout Γ, on obtient∫
C
F (X)
∫ 1
0
g(s)dX(s)C˜ !P (dX|Γ) =
∫
C
Dx,gF (X)C˜ !P (dX|Γ),
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et donc graˆce a` la proposition 3.10, on en de´duit qu’il existe une constante C(Γ) telle
que
C˜ !P ( . |Γ) = C(Γ)̟λ.
Il en de´coule qu’il existe une mesure Q sur M(C) telle que
C˜ !P = ̟
λ ⊗Q
et donc
C !P = e
−H̟λ ⊗Q;
on conclut la preuve du the´ore`me graˆce a` la Proposition 3.2. 
Pour terminer ce paragraphe, nous allons nous attarder sur l’importance de l’ope´rateur
D. Nous avions remarque´ que l’e´quation (3.15) ne permettait pas de caracte´riser la loi
initiale de la mesure de Wiener. L’e´quation (3.16) dans laquelle intervient l’ope´rateur
D permet de re´soudre ce proble`me. Pour l’e´quation (3.13), le proble`me est identique,
voire plus complexe. En effet, si l’on remplace dans l’e´quation (3.13) l’ope´rateur Dx,γ
par l’ope´rateur de Malliavin Dg alors celle-ci ne caracte´rise plus les champs de Gibbs
canoniques de Gc(H,̟λ); ne´anmoins on aurait pu s’attendre au fait qu’elle caracte´rise
les champs de Gibbs canoniques de
⋃
m∈M(Rd) Gc(H,̟m). Cela aurait e´te´ l’analogue
de la situation lie´e a` l’e´quation (3.15) ou encore (3.11). Il n’en est rien. En effet,
les “de´gaˆts” sont bien plus importants, car on perd meˆme la nature Gibbsienne des
probabilite´s P ne satisfaisant l’e´quation d’e´quilibre (3.13) que pour x = 0. Dans la
Proposition (3.11) qui suit, nous allons analyser ce phe´nome`ne dans le cas tre`s simple
ou` H = 0.
On dit qu’une probabilite´ P ∈ P(M(C)) est un champ de trajectoires browniennes
si pour P0-presque tout γ =
∑
i∈N∗ δxi la probabilite´ P
γ est la loi de
∑
i∈N∗ δxi+Xi , ou`
(Xi)i∈N∗ est une famille infinie de mouvements browniens inde´pendants d-dimensionnels
partant de 0.
Proposition 3.11. Soit P ∈ P(M(C)) telle que P0 soit tempe´re´e et telle que : ∀M >
0, ∀t ∈ [0,1],
C !P
(
|X(t)|1I[0,M ]2(X(0),ξ(Γ(0))
)
< +∞;
alors P est un champ de trajectoires browniennes si et seulement si :
∀g ∈ E, ∀F ∈ W
C !P
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
= C !P
(
DgF (X,Γ)
)
. (3.19)
Avant de donner la de´monstration de cette proposition, faisons quelques com-
mentaires lie´s aux remarques pre´ce´dentes. Graˆce a` cette proposition, il est facile de
construire des probabilite´s sur M(C) qui ne soient pas des champs de Gibbs cano-
niques de
⋃
m∈M(Rd) Gc(0,̟m) et qui satisfassent tout de meˆme l’e´quation (3.13) avec
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H = 0 et x = 0. En effet, il suffit de conside´rer un champ de trajectoires brow-
niennes P dont la condition initiale n’est pas un champ de Gibbs canoniques de⋃
m∈M(Rd) Gc(0,m). P satisfait alors (3.13) avec H = 0, x = 0 et n’est pas un champ
de Gibbs canonique de
⋃
m∈M(Rd) Gc(0,̟m) car sa projection au temps 0 serait alors
un champ de Gibbs de
⋃
m∈M(Rd) Gc(0,m)( voir lemme de projection 3.12). La non
gibbsianite´ de la condition initiale empeˆche la loi du processus d’eˆtre un champ de
Gibbs sur C.
La Proposition 5.4 du chapitre 5 exhibe un exemple similaire, dans le cas ou` H est
non nul, de probabilite´ satisfaisant l’e´quation (3.13) avec x = 0 sans que celle-ci soit
un champ de Gibbs canonique de
⋃
m∈M(Rd) Gc(H,̟m).
Preuve de la Proposition 3.11 :
Remarquons tout d’abord que les hypothe`ses faites sur P donnent un sens aux termes
de l’e´quation de dualite´ (3.19). En e´crivant Γ =
∑
i∈N∗ δXi ou` Xi = Θi(Γ) et en
de´sinte´grant la mesure de Campbell, on obtient
C !P
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
=
∫
M(Rd)
∫
M(C)
∑
i∈N∗
F (Xi,Γ\Xi)
∫ 1
0
g(s)dXi(s)P
γ(dΓ)P0(dγ)
Le sens direct est alors e´vident car il suffit d’appliquer pour chaque i ∈ N∗ la formule
(3.15) du lemme 3.9; on obtient ainsi
C !P
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
=
∫
M(Rd)
∫
M(C)
∑
i∈N∗
DgF (Xi,Γ\Xi)P γ(dΓ)P0(dγ)
= C !P
(
DgF (X,Γ)
)
.
Pour la re´ciproque, en de´sinte´grant l’e´quation (3.19) pour une fonctionnelle F˜ du type
F˜ (X,Γ) = f(x)k(γ)F (X)G(Γ), on obtient∫
M(Rd)
∑
i∈N∗
f(θi(γ))k(γ\θi(γ))
∫
M(C)
F (Xi)G(Γ\Xi)
∫ 1
0
g(s)dXi(s)P
γ(dΓ)P0(dγ)
=
∫
M(Rd)
∑
i∈N∗
f(θi(γ))k(γ\θi(γ))
∫
M(C)
DgF (Xi)G(Γ\Xi)P γ(dΓ)P0(dγ).
On en de´duit que pour P0-presque tout γ et tout entier i,
EP γ
(
F (Xi)G(Γ\Xi)
∫ 1
0
g(s)dXi(s)
)
= EP γ
(
DgF (Xi)G(Γ\Xi)
)
.
Par conse´quent, pour P γ-presque tout Γ\Xi on a
EP γ( . |Γ\Xi)
(
F (Xi)
∫ 1
0
g(s)dXi(s)
)
= EP γ( . |Γ\Xi)
(
DgF (Xi)
)
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et donc d’apre`s le lemme 3.9, Xi est un mouvement brownien sous P
γ( . |Xj, j 6= i);
On en de´duit que (Xi)i∈N∗ est une famille de mouvements browniens inde´pendants
sous P γ et donc que P est un champ de trajectoires browniennes. 
3.3 Relations entre champs de Gibbs sur Rd et C
et mesures de Gibbs sur CN
∗
Dans cette section, nous allons mettre en lumie`re des liens qui existent entre les
champs de Gibbs sur C, les champs de Gibbs sur Rd et les mesures de Gibbs sur CN∗ .
Nous allons nous poser les trois questions suivante dont les re´ponses co¨ıncident avec
les trois paragraphes a` suivre :
- Est-ce que les projections temporelles sur M(Rd) d’un champ de Gibbs sur C sont
des champs de Gibbs sur Rd? et qu’en est-il des projections temporelles des champs
de Gibbs canoniques sur C ?
- Lors de la de´sinte´gration d’un champ de Gibbs sur C par rapport a` sa condition
initiale, obtient-on une mesure de Gibbs sur CN∗? En d’autres termes, est-ce que la
probabilite´ P γ ◦ Θ−1 est une mesure de Gibbs sur CN∗ lorsque P est un champ de
Gibbs sur C?
- Re´ciproquement, a` quelle condition
∫
M(Rd) P
γP0(dγ) est-il un champ de Gibbs sur
C sachant que P γ ◦Θ−1 est une mesure de Gibbs sur CN∗ pour P0-presque tout γ?
3.3.1 Projection au temps t surM(Rd) d’un champ de Gibbs
(respectivement champ de Gibbs canonique) sur C
Dans le lemme suivant on montre que la projection sur M(Rd) a` tout temps
t ∈ [0,1] d’un champ de Gibbs (respectivement d’un champ de Gibbs canonique) est
un champ de Gibbs (respectivement un champ de Gibbs canonique) sur Rd.
Lemme 3.12. Soit H un hamiltonien local sur C, ν une mesure de re´fe´rence deM(C)
telle que, pour tout t ∈ [0,1], la mesure ν ◦ pr−1t appartienne a` M(Rd).
Soit P une probabilite´ sur M(C). Si P est un champ de Gibbs de G(H,ν), alors en
posant
ht(x,γ) := logC
!
P
(
eH(X,Γ)
∣∣∣X(t) = x,Γ(t) = γ) (3.20)
:= − log
∫
C
∫
M(C)
e−H(X,Γ)ν
(
dX
∣∣X(t) = x) ⊗ P (dΓ∣∣Γ(t) = γ)
on obtient que Pt = P ◦ pr−1t , loi de Γ(t) sous P , est un champ de Gibbs sur Rd
e´le´ment de G(ht,ν ◦ pr−1t ) pour tout t ∈ [0,1].
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Si P est un champ de Gibbs canonique de Gc(H,ν), alors en posant
ht(x,γ) := logC
!
P
(
eH(X,Γ)
∣∣∣X(t) = x,Γ(t) = γ), (3.21)
il existe une fonction ft(γ) telle que P ◦ pr−1t soit un champ de Gibbs canonique de
Gc(ht(x,γ) + ft(γ),ν ◦ pr−1t ) pour tout t ∈ [0,1].
Preuve :
Soit P ∈ G(H,ν); d’apre`s la Proposition 3.1 on a
C !P = e
−Hν ⊗ P.
En projetant cette dernie`re au temps t ∈ [0,1], on obtient
C !P
(
eH(X,Γ)
∣∣∣X(t) = x,Γ(t) = γ)C !Pt(d(x,γ)) = ν ◦ pr−1t ⊗ Pt(d(x,γ))
ou encore
C !Pt
(
d(x,γ)
)
=
[ ∫
C
∫
M(C)
e−H(X,Γ)ν
(
dX
∣∣X(t) = x)⊗P (dΓ∣∣Γ(t) = γ)]ν◦pr−1t ⊗Pt(d(x,γ));
or, toujours d’apre`s la Proposition 3.1, cela implique que Pt est un champ de Gibbs de
G(ht,ν ◦pr−1t ). Remarquons qu’il n’e´tait pas e´vident a priori que la fonction ht de´finie
par (3.20) soit un hamiltonien local et que Pt(Mht,ν◦pr−1t (Rd)) = 1; Cela souligne
l’efficacite´ de la caracte´risation de E. Glo¨tzl rapport a` celle de X.X. Nguyen et H.
Zessin [41].
Dans le cas ou` P est un champ de Gibbs canonique, la de´monstration est similaire : en
effet si P est un champ de Gibbs canonique de Gc(H,ν), alors d’apre`s la Proposition
3.2, il existe une mesure Q sur M(C) telle que
C !P = e
−Hν ⊗Q.
En projetant cette e´quation au temps t, on obtient
C !P
(
eH(X,Γ)
∣∣∣X(t) = x,Γ(t) = γ)C !Pt(d(x,γ)) = ν ◦ pr−1t ⊗Qt(d(x,γ)),
qui, d’apre`s la Proposition 3.2, implique l’existence d’une fonction ft deM(Rd) dans
R telle que P ◦ pr−1t soit un champ de Gibbs canonique de Gc(ht(x,γ) + ft(γ),ν ◦
pr−1t ). 
Remarquons que dans le cas ou` P est un champ de Gibbs canonique et si ht de´fini en
(3.21) satisfait la proprie´te´ d’additivite´ (2.10), alors on peut prendre ft = 0.
Il est e´galement inte´ressant de noter qu’il est possible d’avoir une mesure ν σ-finie
sur C sans que, pour tout t > 0, ν ◦ pr−1t le soit sur Rd. Dans le lemme suivant nous
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donnons une condition suffisante sur la mesure m sur Rd pour que la mesure ̟m
admette pour tout t ∈ [0,1] une projection σ-finie sur Rd au temps t.
Lemme 3.13. Soit m une mesure sur Rd telle que m([−A,A]d), A ∈ R, soit domine´
par un polynoˆme en A; alors, ̟m admet a` tout temps t ∈ [0,1] une projection σ-finie
sur Rd.
Preuve :
Montrons que pour tout t > 0 et tout A ∈ R, la quantite´ ̟m ◦ pr−1t ([−A,A]d) est
finie.
̟m ◦ pr−1t ([−A,A]d) =
∫
C
∫
Rd
1I[−A,A]d(X(t))̟
x(dX)m(dx)
=
∫
C
∫
Rd
1I
t−
1
2 [−A−x,A−x]d(X(1))̟
0(dX)m(dx)
=
∫
Rd
∫
Rd
1I[−A−x√
t
,A−x√
t
]d(y)N (0,1)(dy)m(dx);
or la queue de la loi normale N (0,1) e´tant sous exponentielle, la quantite´ ci-dessus
est finie. 
Remarquons, graˆce au calcul pre´ce´dent, que la mesure ̟m ◦pr t n’est pas σ-finie pour
tout t > 0 lorsque m(dx) = ex
4
dx.
Terminons ce paragraphe en soulignant le phe´nome`ne de re´gularisation suivant. Soit
P un champ de Gibbs canonique de Gc(H,̟m), ou` m est une mesure de M(Rd)
telle que ̟m admette une projection σ-finie sur Rd a` tout temps t ∈ [0,1]; alors la
projection de P sur M(Rd) au temps t est un champ de Gibbs canonique de mesure
de re´fe´rence mt = ̟
m ◦pr−1t . Or, quelque soit la re´gularite´ de la mesure m, la mesure
mt (pour t > 0) est absolument continue par rapport a` la mesure de Lebesgue λ.
Dans le chapitre 5, nous utiliserons cette remarque pour montrer une proprie´te´ de
re´gularisation des solutions du syste`me de particules browniennes en interaction.
3.3.2 De´sinte´gration d’un champ de Gibbs sur C en une famille
de mesures de Gibbs sur CN
∗
Dans ce paragraphe, nous allons montrer que pour tout champ de Gibbs canonique
P de Gc(H,ν), alors les probabilite´s (P γ ◦ Θ−1)γ sont des mesures de Gibbs sur CN∗ ,
pour lesquelles on pre´cisera la mesure de re´fe´rence et l’hamiltonien.
Proposition 3.14. Soit H un hamiltonien local sur C, ν une mesure de M(C) ad-
mettant la repre´sentation suivante :
ν =
∫
Rd
νxν0(dx) ou` ∀x ∈ Rd, νx ∈ P(C) et ν0 ∈M(Rd). (3.22)
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Soit P un champ de Gibbs canonique de Gc(H,ν); alors, pour P0-presque tout γ =∑
i∈N∗ δxi, P˜ = P
γ ◦ Θ−1 est une mesure de Gibbs sur CN∗ d’hamiltonien H˜ de´fini,
pour tout i ∈ N∗, par
H˜{i}(w) = H(wi,
∑
j 6=i
δwj ) (3.23)
et de mesure de re´fe´rence ⊗i∈N∗νxi.
Preuve :
Comme P est un champ de Gibbs canonique d’hamiltonien local H on a, pour Λ ∈
B(Rd) et pour P0-presque tout γ,
P (dΓCΛ|ΓCcΛ ,Γ(0) = γ) =
exp
(−HCΛ(ΓCΛ ,ΓCΛc))
Z˜(ΓCΛc ,γ)
Πν,γCΛ (dΓCΛ), (3.24)
ou` CΛ est le sous-ensemble de B(C) de´fini en (2.2) et Z˜(ΓCΛc ,γ) la constante de renor-
malisation. Soit i ∈ N∗; en choisissant Λ de tel sorte que
xi ∈ Λ et ∀j 6= i, xj /∈ Λ,
on montre que l’e´galite´ (3.24) est e´quivalente a`
P˜ γ
(
dwi
∣∣(wj)j 6=i) = 1
Zi
(
(wj)j 6=i,γ
) exp (− H˜{i}(w))νθi(γ)(dwi),
ce qui correspond a` l’e´quation DLR au site i pour la mesure P˜ γ. Graˆce a` la Propo-
sition 2.6, on conclut que P˜ est une mesure de Gibbs d’hamiltonien H˜ et de mesure
de re´fe´rence ν. 
A plusieurs reprises dans les chapitres 4 et 5, nous utiliserons ce lemme afin de pou-
voir utiliser des re´sultats existant de´ja dans le cadre re´seau. Nous nous servirons
notamment de certains re´sultats provenant de [3].
3.3.3 Recollement d’une famille de mesures de Gibbs sur CN
∗
en un champ de Gibbs sur C
Il est naturel de s’inte´resser a` la re´ciproque de la Proposition 3.14. Ce sera le
propos de ce paragraphe.
La question sous sa forme ge´ne´rale est la suivante : soit H un hamiltonien local sur
C, ν une mesure de M(C) admettant la repre´sentation (3.22) ; soit P0 une probabilite´
sur M(Rd) et (P˜ γ)γ∈M(Rd) une famille de mesures de Gibbs sur CN∗ d’hamiltonien
H˜ = (H˜{i})i∈N∗ sur CN∗ de´fini en (3.23) et de mesures de re´fe´rence ⊗i∈N∗νθi(γ). Alors
que peut-on dire de la probabilite´
P =
∫
M(Rd)
P˜ γ ◦Θ P0(dγ)
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surM(C)? Quand est-elle un champ de Gibbs sur C? ou un champ de Gibbs canonique
sur C?
D’apre`s le lemme 3.12 une condition ne´cessaire pour que P soit un champ de Gibbs
(respectivement un champ de Gibbs canonique) sur C est que P0 soit un champ de
Gibbs (respectivement un champ de Gibbs canonique) sur Rd. Dans le The´ore`me
3.18 de recollement que nous e´noncerons et de´montrerons un peu plus loin dans ce
paragraphe, nous verrons que cette condition n’est pas suffisante. Avant de de´montrer
cela, e´nonc¸ons le lemme suivant :
Lemme 3.15. Pour tout γ ∈M(Rd), γ =∑i∈N∗ δxi et tout i ∈ N∗, on suppose que
EP˜ γ (e
H˜{i}) < +∞;
alors pour tout i ∈ N∗, il existe une mesure de Gibbs Q˜γi sur CN∗ d’hamiltonien H˜ et
de mesure de re´fe´rence ⊗j∈N∗νθj(γ\xi) telle que
1
EP˜ γ (e
H˜{i})
eH˜{i}P˜ γ(dw) = νxi(dwi)⊗ Q˜γi (d(w1, . . . ,wi−1,wi+1, . . .)).
(3.25)
Preuve :
Soit i ∈ N∗ et ∆ ∈ B(N∗) tel que i ∈ ∆; on note ∆i le sous-ensemble suivant :
∆i = {j ∈ N∗ tel que j ∈ ∆, j < i} ∪ {j − 1 ∈ N∗ tel que j ∈ ∆, j > i}.
Alors, en appliquant l’e´quation DLR a` P˜ γ sur le sous-ensemble ∆, on obtient
eH˜{i}
EP˜ γ(e
H˜{i}(w))
P˜ γ(dw) =
eH˜{i}(w)−H˜∆(w)
EP˜ γ(e
H˜{i})Z∆(w∆c)
⊗j∈∆ νxj (dwj)⊗ P˜ γ(dw∆c)
=
e−H˜∆i((w1,...,wi−1,wi+1,...))
EP˜ γ (e
H˜{i})Z∆(w∆c)
⊗j∈∆ νxj (dwj)⊗ P˜ γ(dw∆c)
= νxi(dwi)⊗ e
−H˜∆i((w1,...,wi−1,wi+1,...))
EP˜ γ (e
H˜{i})Z∆(w∆c)
⊗j∈∆−{i} νxj (dwj)⊗ P˜ γ(dw∆c)
= νxi(dwi)⊗ Q˜γi (d(w1, . . . ,wi−1,wi+1, . . .)).
Ce calcul permet de montrer que la mesure eH˜{i}P˜ γ renormalise´e se de´couple en le
produit de νxi et d’une certaine mesure Q˜γi . Les diverses identifications de Q˜
γ
i , as-
socie´es a` chaque sous-ensemble ∆, permettent d’affirmer qu’elle est bien la mesure de
Gibbs sur CN∗ annonce´e. 
Remarquons que Q˜γi et P˜
γ\xi sont deux mesures de Gibbs sur CN∗ de meˆme hamil-
tonien H˜ et de meˆme mesure de re´fe´rence ⊗j∈N∗νθj(γ\xi). Ne´anmoins rien ne garantit
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que ces deux mesures soient e´gales. En effet, dans le cas ou` il y a transition de phase,
il est facile d’imaginer un exemple ou` ces deux probabilite´s seraient diffe´rentes. C’est
pour cela que l’on introduit la de´finition suivante.
De´finition 3.16. La famille de mesures de Gibbs (P˜ γ)γ∈M(Rd) est dite compatible si
pour tout γ ∈M(Rd) et tout i ∈ N∗, les probabilite´s P˜ γ\θi(γ) et Q˜γi - de´finie par (3.25)
- sont e´gales.
D’apre`s la remarque pre´ce´dente, s’il n’y a pas de transition de phase pour les
mesures de Gibbs sur CN∗ d’hamiltonien H˜ et de mesure de re´fe´rence ν, alors la
famille (P˜ γ)γ∈Rd est automatiquement compatible.
Avant d’e´noncer et de de´montrer le the´ore`me de recollement, il nous faut introduire
la de´finition de famille faiblement compatible.
De´finition 3.17. La famille de mesures de Gibbs (P˜ γ)γ∈M(Rd) est dite faiblement
compatible si pour tout γ ∈M(Rd) et tout i ∈ N∗, la probabilite´ Q˜γi de´finie par (3.25)
ne de´pend que de γ\θi(γ) ; on la note alors P˜ ∗γ\xi.
Remarquons qu’une famille compatible est faiblement compatible et que dans ce
cas P˜ ∗
γ\xi
= P˜ γ\xi. De plus, si on suppose qu’il y a transition de phase pour les
mesures de Gibbs sur CN∗ de´finissant la famille (P γ)γ∈M(Rd), alors il est facile de
construire une famille faiblement compatible qui ne soit pas compatible. Les deux
notions sont donc bien distinctes.
The´ore`me 3.18. Soit H un hamiltonien local sur C et ν une mesure de M(C) ad-
mettant la repre´sentation (3.22) ; soit P0 une probabilite´ sur M(Rd) et (P˜ γ)γ∈M(Rd)
une famille de mesures de Gibbs sur CN∗ d’hamiltonien H˜ = (H˜{i})i∈N∗ de´fini en
(3.23) et de mesures de probabilite´ de re´fe´rence ⊗i∈N∗νθi(γ). On suppose que, pour
tout γ ∈ M(Rd) et tout i ∈ N∗, EP˜ γ (eH˜{i}) < +∞, ce qui permet de de´finir l’hamil-
tonien local sur Rd suivant :
h0(θi(γ),γ\θi(γ)) = log
(
EP˜ γ(e
H˜{i})
)
.
Si P0 est un champ de Gibbs canonique de Gc(h,ν0), ou` h est un hamiltonien local
quelconque sur Rd, alors la probabilite´ P de´finie par
P =
∫
M(Rd)
P˜ γ ◦Θ P0(dγ)
est un champ de Gibbs canonique de Gc(H + h − h0,ν) si et seulement si la famille
(P˜ γ)γ∈M(Rd) est faiblement compatible.
De plus, si P0 est un champ de Gibbs de G(h,ν0), alors P est un champ de Gibbs de
G(H + h− h0,ν) si et seulement si la famille (P˜ γ)γ∈M(Rd) est compatible.
Preuve :
Soit P0 un champ de Gibbs canonique de Gc(h,ν0); d’apre`s la Proposition 3.2, il existe
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une mesure µ0 sur M(Rd) telle que
C !P0 = e
−hν0 ⊗ µ0. (3.26)
Soit Q une mesure sur M(C); de´finissons, pour toute fonctionnelle F borne´e mesu-
rable, les deux quantite´s suivantes :
C !P
(
exp
(
H(X,Γ) + h(X(0),Γ(0))− h0(X(0),Γ(0))
)
F (X,Γ)
)
, (3.27)
∫
C
∫
M(C)
F (X,Γ)ν(dX)⊗Q(dΓ). (3.28)
D’apre`s la Proposition 3.2, P est un champ de Gibbs canonique de Gc(H + h− h0,ν)
si et seulement si, pour une certaine mesure Q, les termes (3.27) et (3.28) sont e´gaux.
De´veloppons-les et montrons qu’il existe Q telle que (3.27) et (3.28) soient e´gaux si
et seulement si la famille (P˜ γ) est faiblement compatible. On aura alors montre´ la
premie`re partie du the´ore`me.
Pour le premier terme (3.27) on a
C !P
(
exp
(
H(X,Γ) + h(X(0),Γ(0))− h0(X(0),Γ(0))
)
F (X,Γ)
)
=
∫
M(Rd)
∫
M(C)
∫
C
exp
(
H(X,Γ) + h(X(0),γ)− h0(X(0),γ)
)
F (X,Γ\X)Γ(dX)P γ(dΓ)P0(dγ)
=
∫
M(Rd)
∑
i∈N∗
eh(θi(γ),γ)
(∫
M(C)
exp
(
H(Θi(Γ),Γ)− h0(θi(γ),γ)
)
F (Θi(Γ),Γ\Θi(Γ))P γ(dΓ)
)
P0(dγ)
=
∫
M(Rd)
∑
i∈N∗
eh(θi(γ),γ)
(∫
CN∗
1
EP˜ γ (e
H˜{i})
eH˜{i}(w)F (wi,
∑
j 6=i
δwj)P˜
γ(dw)
)
P0(dγ)
=
∫
M(Rd)
∑
i∈N∗
eh(θi(γ),γ)
(∫
CN∗
F (wi,
∑
j 6=i
δwj ) ν
θi(γ)(dwi)⊗
Q˜γi (d(w1, . . . ,wi−1,wi+1, . . .))
)
P0(dγ). (3.29)
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La dernie`re e´galite´ provient de (3.25). De´composons maintenant la quantite´ (3.28) :∫
C
∫
M(C)
F (X,Γ)ν(dX)⊗Q(dΓ)
=
∫
Rd
∫
M(Rd)
(∫
C
∫
M(C)
F (X,Γ)νx(dX)⊗Qγ(dΓ)
)
ν0(dx)⊗Q0(dγ)
(3.30)
Supposons maintenant la famille (P˜ γ)γ∈M(Rd) faiblement compatible; alors, de l’e´galite´
(3.29) on de´duit que
C !P
(
exp
(
H(X,Γ) + h(X(0),Γ(0))− h0(X(0),Γ(0))
)
F (X,Γ)
)
=
∫
M(Rd)
∑
i∈N∗
eh(θi(γ),γ)
(∫
CN∗
F (wi,
∑
j 6=i
δwj)ν
θi(γ)(dwi)⊗
P˜ ∗
γ\xi
(d(w1, . . . ,wi−1,wi+1, . . .))
)
P0(dγ)
=
∫
M(Rd)
∫
Rd
eh(x,γ)
(∫
C
∫
M(C)
F (X,Γ)νx(dX)⊗ P˜ ∗γ\x ◦Θ(dΓ)
)
γ(dx)P0(dγ)
= C!P0
(
eh(x,γ)
∫
C
∫
M(C)
F (X,Γ)νx(dX)⊗ P˜ ∗γ ◦Θ(dΓ)
)
=
∫
Rd
∫
M(Rd)
(∫
C
∫
M(C)
F (X,Γ)νx(dX)⊗ P˜ ∗γ ◦Θ(dΓ)
)
ν0(dx)⊗ µ0(dγ).
(3.31)
Il est alors clair que (3.31) et (3.30) sont e´gaux si on pose Qγ = P˜ ∗
γ ◦Θ et Q0 = µ0;
par conse´quent (3.27) et (3.28) sont e´gaux si on pose Q =
∫
M(Rd) P˜
∗γ ◦ Θµ0(dγ). On
en de´duit que P est un champ de Gibbs canonique de Gc(H + h− h0,ν).
De´montrons la re´ciproque, a` savoir que la famille (P˜ γ)γ∈M(Rd) est faiblement compa-
tible si on suppose que P est un champ de Gibbs canonique de Gc(H + h− h0,ν).
Soit P est un champ de Gibbs canonique de Gc(H + h− h0,ν); d’apre`s la Proposition
3.2, il existe une mesure Q sur M(C) telle que
C !P = e
−(H+h−h0)ν ⊗Q.
En projetant cette ine´galite´ au temps t = 0, on en de´duit que
C !P0 ∼ ν0 ⊗Q0;
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or, d’apre`s (3.26) on a
C !P0 ∼ ν0 ⊗ µ0,
ce qui, d’apre`s la Proposition 3.2, entraˆıne qu’il existe une fonction mesurable f
strictement positive de M(Rd) dans R+ telle que
Q0(dγ) = f(γ)µ0(dγ). (3.32)
On peut ainsi de´velopper l’expression (3.30) de la fac¸on suivante :∫
C
∫
M(C)
F (X,Γ)ν(dX)⊗Q(dΓ)
=
∫
Rd
∫
M(Rd)
(∫
C
∫
M(C)
f(γ)F (X,Γ)νx(dX)⊗Qγ(dΓ)
)
ν0(dx)⊗ µ0(dγ)
= C !P0
(
eh(x,γ)
∫
C
∫
M(C)
f(γ)F (X,Γ)νx(dX)⊗Qγ(dΓ)
)
=
∫
M(Rd)
∫
Rd
eh(x,γ)
(∫
C
∫
M(C)
f(γ\x)F (X,Γ)νx(dX)⊗Qγ\x(dΓ)
)
γ(dx)P0(dγ)
=
∫
M(Rd)
∑
i∈N∗
eh(θi(γ),γ)
(∫
CN∗
F (wi,
∑
j 6=i
δwj ) ν
θi(γ)(dwi)⊗
(
f(γ\θi(γ))Qγ\θi(γ) ◦Θ−1
)
(d(w1, . . . ,wi−1,wi+1, . . .))
)
P0(dγ). (3.33)
De l’e´galite´ entre (3.33) et (3.29), on de´duit que pour P0-presque tout γ et tout i ∈ N∗,
Q˜γi = f(γ\θi(γ)) Qγ\θi(γ) ◦Θ−1. (3.34)
Il est alors clair que Q˜γi ne de´pend que de γ\θi(γ); la famille (P˜ γ)γ∈Md est donc
faiblement compatible.
De´montrons maintenant l’e´quivalence pour les champs de Gibbs : si P0 est un champ
de Gibbs de G(h,ν0), alors P est un champ de Gibbs de G(H+h−h0,ν) si et seulement
si la famille (P˜ γ)γ∈M(Rd) est compatible.
On va reprendre les calculs de la preuve de l’e´quivalence pre´ce´dente. Supposons que
la famille (P˜ γ)γ∈M(Rd) soit compatible; alors d’apre`s les calculs pre´ce´dents on a que
(3.27) et (3.28) sont e´gaux avec Q =
∫
M(Rd) P˜
γ ◦ Θµ0(dγ). Or, dans le cas ou` P0 est
un champ de Gibbs de G(h,ν0), µ0 = P0; par conse´quent Q = P et donc on a
C !P = e
−(H+h−h0)ν ⊗ P,
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ce qui prouve, d’apre`s la Proposition 3.1, que P est un champ de Gibbs de G(H +
h− h0,ν).
Re´ciproquement, supposons que P soit un champ de Gibbs de G(H +h−h0,ν); alors
d’apre`s (3.34), on a que
Q˜γi = f(γ\θi(γ)) P γ\θi(γ) ◦Θ−1; (3.35)
or, dans le cas ou` P0 est un champ de Gibbs de G(h,ν0), la fonction f est e´gale a` 1 et
donc la famille (P˜ γ)γ∈M(Rd) est compatible. 
Dans le chapitre 4 qui suit, nous utiliserons ce The´ore`me 3.18 pour de´montrer
que la loi d’un syste`me de particules browniennes en interaction est un champ de
Gibbs (respectivement un champ de Gibbs canonique) sur C lorsque la condition ini-
tiale est un champ de Gibbs (respectivement un champ de Gibbs canonique) sur Rd.
Nous utiliserons donc ce the´ore`me de recollement exactement sous la forme e´nonce´e
ici. Ne´anmoins, il est possible de le ge´ne´raliser dans un cadre bien plus large qui est
celui des champs de Gibbs marque´s. On obtient alors un the´ore`me de construction de
champs de Gibbs sur M(Rd × S), ou` S repre´sente alors l’espace des marques.
Dans [3], les auteurs de´montrent dans le cadre re´seau, un lemme de recollement simi-
laire a` celui pre´sente´ ici. Leur condition ne´cessaire et suffisante pour que le recollement
soit une mesure de Gibbs sur CZd est de nature diffe´rente de celle que nous proposons.
En effet, il s’agit dans leur cas d’une condition d’inde´pendance de deux variables sous
une mesure et dans le noˆtre d’une condition de compatibilite´ d’une famille de mesures.
Nous aurions pu construire une condition similaire a` la leur, mais nous avons pre´fe´re´
de´velopper un crite`re d’un autre type, a` notre sens plus explicite.
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Syste`me de particules browniennes
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L’objectif de ce chapitre est de pre´senter et d’e´tudier le syste`me de particules
browniennes en interaction et d’en exhiber ses proprie´te´s gibbsiennes. Nous commen-
cerons donc par sa pre´sentation et nous donnerons le mode`le physique sous-jacent
dont il est inspire´. Ensuite des the´ore`mes d’existence et d’unicite´ seront rappele´s. Ce-
pendant, notre propos n’est pas de construire des solutions de ce syste`me mais d’en
e´tudier les proprie´te´s. La section 4.2 sera d’ailleurs consacre´e a` l’e´tude des proprie´te´s
de localite´ des solutions. Nous montrerons, par exemple, qu’il n’y a qu’un nombre fini
de particules qui interagissent avec une particule donne´e pendant un laps de temps
fixe´. Enfin la dernie`re section est le coeur de ce chapitre et de la the`se. On y de´montre
l’e´quivalence entre eˆtre la loi d’un syste`me de particules browniennes en interaction
et eˆtre un champ de Gibbs sur l’espace des trajectoires pour un hamiltonien local
spe´cifique.
4.1 Syste`me de particules browniennes en interac-
tion
Dans cette section, nous allons de´finir le syste`me de particules browniennes en
interaction qui nous inte´resse. L’interaction conside´re´e sera toujours de type gradient
et induite par un potentiel syme´trique ϕ de classe C3 et a` support compact :
∀x ∈ Rd, ϕ(x) = ϕ(−x) et ∃R > 0 tel que ϕ(x) = 0 pour |x| > R.
De plus on suppose ϕ superstable. Ensuite, nous pre´senterons des re´sultats d’existence
et d’unicite´ pour les solutions de tels syste`mes. Les premiers re´sultats sont dus a` R.
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Lang en 1977 dans [32]; il de´montre l’existence et l’unicite´ des solutions tempe´re´es en
re´gime stationnaire. Le cadre non stationnaire fut de´veloppe´ dix ans plus tard par J.
Fritz dans [16]. Nous pre´senterons ces re´sultats dans le paragraphe 4.1.2.
4.1.1 Pre´sentation du syste`me
Le syste`me de particules browniennes en interaction que nous conside´rons est
un syste`me infini de particules qui diffusent dans Rd de fac¸on brownienne et dont
l’interaction par paires entre les particules est induite par le gradient du potentiel ϕ.
On mode´lise ce syste`me par la diffusion infini-dimensionnelle suivante :{
dXi(t) = dWi(t)− 12
∑
j 6=i
∇ϕ(Xi(t)−Xj(t))dt, i ∈ N∗,t ∈ [0,1],
Xi(0) = xi, i ∈ N∗
(4.1)
ou` (Wi)i∈N∗ est une famille de mouvements browniens inde´pendants a` valeurs dans
Rd et (xi)i∈N∗ une suite localement finie de points de Rd.
Dans notre cas, on s’inte´resse d’avantage au syste`me (4.1) en terme de mesures ponc-
tuelles; en posant Γ =
∑
i∈N∗ δXi ∈ M(C), γ =
∑
i∈N∗ δxi ∈ M(Rd), le syste`me (4.1)
s’e´crit alors{
dΘi(Γ)(t) = dWi(t)− 12∇xhϕ
(
Θi(Γ)(t),Γ(t)
)
dt, i ∈ N∗
Γ(0) = γ,
(4.2)
ou` hϕ est l’hamiltonien local associe´ a` ϕ de´fini en (3.10). Le propos de la section 4.3
est d’e´tudier la nature gibbsienne de la loi sur M(C) des solutions du syste`me (4.2).
En effet, dans le The´ore`me 4.11, nous montrons que la loi de toute solution tempe´re´e
du syste`me (4.2), dont la loi de la condition initiale est gibbsienne, est un champ de
Gibbs sur C pour un certain hamiltonien que l’on pre´cisera plus tard. Re´ciproquement,
tout champ de Gibbs pour ce meˆme hamiltonien est la loi de la solution tempe´re´e du
syste`me (4.2). E´tant donne´ que nous nous inte´ressons essentiellement au loi des solu-
tions du syste`me (4.2), nous donnons une version faible des solutions de ce syste`me :
soit µ ∈ P(M(Rd)); alors la probabilite´ Q sur M(C) est solution faible du syste`me
infini-dimensionnel d’e´quations diffe´rentielles stochastiques de type gradient avec la
condition initiale µ si

i)
(
Θi(Γ)(t)−Θi(Γ)(0) +
∫ t
0
1
2
∇xhϕ
(
Θi(Γ)(s),Γ(s)
)
ds
)
i∈N∗
est une famille de Ft-mouvements browniens de Rd inde´pendants sous Q
ii) Q ◦ pr−10 = µ.
(4.3)
Une solution Q du syste`me (4.3) sera dite re´versible si, pour tout t ∈ [0,1], les couples
(Γ(0),Γ(t)) et (Γ(t),Γ(0)) ont meˆme loi sous Q. De meˆme, on dira que la solution est
4.1 Syste`me de particules browniennes en interaction 77
stationnaire si, pour tout t ∈ [0,1], les processus Γ(0) et Γ(t) ont meˆme loi sous Q. Il
est alors e´vident que les solutions re´versibles sont stationnaires. De`s que la solution du
syste`me (4.3) est unique parmi une classe de probabilite´s que l’on pre´cisera plus tard,
on la note alors Qµ. On dit que µ est re´versible (respectivement stationnaire) lorsque
Qµ est re´versible (respectivement stationnaire). Rappelons maintenant les re´sultats
existant dans la litte´rature, d’existence et d’unicite´ pour les solutions de ce type de
syste`mes.
4.1.2 Re´sultats d’existence et d’unicite´
R. Lang fut le premier a` e´tudier ce syste`me (4.1) dans le cadre re´versible. Dans
[32], il prouve l’existence et l’unicite´ des solutions du syste`me (4.1) dans le cas ou` la
condition initiale, ale´atoire, est un champ de Gibbs canonique d’hamiltonien local hϕ.
Il de´montre que ces champs de Gibbs canoniques sont les seules mesures re´versibles
pour cette diffusion, parmi une classe de mesures re´gulie`res et localement a` densite´.
Il se place donc dans le cadre des processus stationnaires. Donnons pre´cise´ment le
the´ore`me d’existence et d’unicite´ en question.
The´ore`me 4.1 (Satz 2 et Satz 3 [32]). Soit µ un champ de Gibbs canonique de
Gc(hϕ,λ); alors il existe une unique solution Qµ au syste`me (4.3) telle que ζlog < +∞,
Qµ-presque-suˆrement.
Il y a donc existence et unicite´ des solutions stationnaires au syste`me (4.3) au
sein de la classe des probabilite´s sur M(C) pour lesquelles la variable ζlog est finie
presque-suˆrement.
Par la suite, J. Fritz dans [16] prouve l’existence et l’unicite´ forte des solutions
tempe´re´es du syste`me (4.2) pour d ≤ 4 quand la condition initiale est de´terministe
et de fluctuation logarithmique d’e´nergie finie. Notre travail se basant essentiellement
sur ces re´sultats, nous les rappelons dans le the´ore`me suivant :
The´ore`me 4.2 (theorem 2 [16]). Si d ≤ 4, alors pour toute configuration tempe´re´e
γ ∈ MϕE (Rd), il existe une unique solution forte tempe´re´e pour le syste`me (4.2) de
condition initiale γ.
On note Qγ ∈ P(MϕE (C)) la loi de la solution tempe´re´e au syste`me (4.2). Dans le
The´ore`me 4.1, R. Lang prouve que la variable ζlog est finie sous la loi de la solution
du syste`me. J. Fritz ne donne pas de proprie´te´s similaires dans [16]. Ne´anmoins, dans
[17] les auteurs de´montrent que les variables ale´atoires ζη, η ∈]0,1[, sont finies presque
suˆrement sous Qγ . Un des objectifs de la section suivante est d’affiner ces re´sultats en
donnant, de plus, une estime´e de la queue de la loi des variables ζlog et ζη, η ∈]0,1[.
La condition d ≤ 4 est indispensable dans le The´ore`me 4.2; l’existence de solutions
non stationnaires au syste`me (4.2) en dimension d > 4 est un proble`me ouvert. De
plus, le lemme 4.4 suivant, e´galement duˆ a` J. Fritz, n’est valide que dans le cas d ≤ 3.
Notre travail s’appuyant sur ces re´sultats, nous supposerons de´sormais dans la suite
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de la the`se que d ≤ 3, excepte´ dans le paragraphe 5.3 ou` le cas d quelconque sera
envisage´ et e´clairci.
4.2 E´tude des proprie´te´s de localite´
Comme e´crit pre´ce´demment, l’un des objectifs de cette section est de donner des
estime´es de la queue de la loi sous Qγ des variables ζlog et ζη, η ∈]0,1[; un autre
objectif sera de donner des estime´es du nombre de particules qui interagissent au
cours de la diffusion avec une particule donne´e. Ces estime´es nous seront par la suite
tre`s utiles pour controˆler la non explosion de la de´rive et de l’hamiltonien dynamique
du syste`me (4.3).
4.2.1 Estime´es de la loi des fonctions de fluctuations ponde´re´es
ζη et ζlog
Pour Γ ∈ M(C) et γ ∈ M(Rd), on pose comme pre´ce´demment Xi = Θi(Γ) et
xi = θi(γ). Notre e´tude de la localite´ consiste a` estimer la queue des lois des variables
ale´atoires ζlog et ζη. E´tant donne´ que ζη ≤ η−1ζlog, nous allons nous contenter de
donner dans la proposition suivante l’estime´e de ζlog, mais il est e´vident que celle-ci
est encore valable pour tout ζη, η ∈]0,1[.
Proposition 4.3. Pour tout ε > 0, il existe deux re´els a3 et b3 strictement positifs
tels que, pour tout γ ∈MϕE (Rd) et tout u ≥ 0, on ait l’ine´galite´ suivante
Qγ (ζlog ≥ u) ≤ a3Eϕ(γ)2 exp
(
− b3Eϕ(γ)2u
1−ε
)
. (4.4)
En particulier, ζlog est finie Q
γ-presque suˆrement, et a des moments de tous ordres
sous Qγ.
La preuve de cette proposition repre´sente l’essentiel de ce paragraphe 4.2.1. Com-
menc¸ons par donner quelques lemmes pre´liminaires. Le premier est duˆ a` J. Fritz et
concerne l’estime´e de la queue de la loi de la variable ‖Γ‖Eϕ.
Lemme 4.4 ([16] Proposition 2). Soit d ≤ 3; alors pour tout ε ∈]0,1[, il existe
deux re´els a4 et b4 strictement positifs tels que, pour tout γ ∈ MϕE (Rd) et tout u > 0
on ait l’ine´galite´
Qγ(‖Γ‖Eϕ > u) ≤ a4 exp
(
− b4Eϕ(γ)2u
1−ε
)
.
On note N(t,k) pour t ∈ [0,1] et k ∈ N∗, le nombre ale´atoire de particules au
temps t dans la boule centre´e en Xk(t) et de rayon R :
N(t,k) = Γ
(
B(Xk(t),R)
)
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et N la variable ale´atoire suivante
N = 1 + sup
k∈N∗
sup
0≤t≤1
N(t,k)
1 + ln(1 + |Xk(t)|) = 1 + supk∈N∗ sup0≤t≤1
N(t,k)
g(|Xk(t)|)d ,
ou` g est la fonction de´finie en (2.24). On a le lemme suivant
Lemme 4.5. Pour tout ε ∈]0,1[, il existe deux re´els a5 et b5 strictement positifs tels
que, pour tout γ ∈MϕE (Rd) et tout u ≥ 0, on ait l’ine´galite´
Qγ(N ≥ u) ≤ a5 exp
(
− b5Eϕ(γ)2u
1−ǫ
)
.
En particulier, N est fini Qγ-presque suˆrement.
Preuve :
On pose R′ = e((R+
√
d)d−1) − 1; ainsi, pour tout x ∈ Rd ve´rifiant |x| ≥ R′, alors
∃l ∈ Zd tel que |x− l| <
√
d et B(x,R) ⊂ B (l,g(|l|)) ; (4.5)
Soit t ∈ [0,1] et k ∈ N∗. Deux cas se pre´sentent :
Soit |Xk(t)| ≤ R′; alors B(Xk(t),R) ⊂ B(0,R′ + R), et en utilisant le lemme 2.25 on
obtient
N(t,k) ≤ ‖Γ‖Eϕ(R′ +R + 1)d.
Soit |Xk(t)| > R′; alors par (4.5) il existe un point l du re´seau Zd tel que B(Xk(t),R) ⊂
B(l,g(|l|)) et graˆce au lemme 2.25, on en de´duit
N(t,k) ≤ g(|l|)d‖Γ‖Eϕ ≤ g(|Xk(t)|+
√
d)d‖Γ‖Eϕ .
Par conse´quent,
N ≤ 1 + ‖Γ‖Eϕ sup
k∈N∗
sup
0≤t≤1
max
(
g(|Xk(t)|+
√
d)d
g(|Xk(t)|)d ,(R
′ +R+ 1)d
)
;
or, la fonction g(x+
√
d)d
g(x)d
e´tant borne´e, on en de´duit aise´ment, graˆce au lemme 4.4, les
estime´es souhaite´es pour la queue de la variable N . 
On note (Bk)k∈N∗ la famille suivante de processus :
Bk(t) = Xk(t)−Xk(0) + 1
2
∫ t
0
∑
i6=k
∇ϕ(Xk(s)−Xi(s))ds. (4.6)
Notons que la famille (Bk(t))k∈N∗ est une famille de mouvements browniens inde´pendants
sous Qγ .
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Pour tout k ∈ N∗, on a
|Xk(t)−Xk(0)| ≤
∫ t
0
∑
i6=k
1
2
|∇ϕ(Xk(s)−Xi(s))|ds+ |Bk(t)|.
On en de´duit
|Xk(t)−Xk(0)| ≤ (1
2
‖∇ϕ‖∞ + 1)N
∫ t
0
g(Xk(s))
dds+ |Bk(t)|.
On rajoute 1 a` la constante multiplicative 1
2
‖∇ϕ‖∞ pour s’assurer que cette constante
soit strictement positive. Si on poseXk = sup0≤t≤1 |Xk(t)−Xk(0)| la variable ale´atoire
de la variation de la trajectoire de la kie`me particule par rapport a` sa position initiale,
alors on a
Xk ≤ ξ
(
g(|Xk(0)|)d + g(Xk)d
)
, (4.7)
ou` ξ est la variable ale´atoire
ξ =
(1
2
‖∇ϕ‖∞ + 1
)(
N + sup
k∈N∗
sup
0≤t≤1
|Bk(t)|
g(|Xk(0)|)d
)
.
Montrons le lemme suivant.
Lemme 4.6. Pour tout ε > 0, il existe deux re´els a6 et b6 strictement positifs tels
que, pour tout γ ∈MϕE (Rd) et tout u ≥ 0, on ait l’ine´galite´ suivante
Qγ(ξ ≥ u) ≤ a6Eϕ(γ)2 exp
(
− b6Eϕ(γ)2u
1−ε
)
;
en particulier, ξ est finie Qγ−presque suˆrement.
Preuve :
Graˆce au lemme 4.5, il suffit de controˆler la loi de la queue de la variable ale´atoire
sup
k∈N∗
sup
0≤t≤1
|Bk(t)|
g(|Xk(0)|)d .
Soit ε > 0 et γ ∈MϕE (Rd); de la loi du supre´mum du mouvement brownien on de´duit
qu’il existe une constante C1 > 0 telle que, pour tout u ≥ 0,
Qγ
(
sup
0≤t≤1
|Bk(t)| ≥ ug(|Xk(0)|)d
)
≤ C1 exp
(
− 1
2
u2g(|Xk(0)|)2d
)
.
Pour u ≥ 1, on en de´duit
Qγ
(
sup
0≤t≤1
|Bk(t)| ≥ ug(|Xk(0)|)d
)
≤ C1 exp
(
− 1
4
u2
)
exp
(
− 1
4
g(|Xk(0)|))2d
)
.
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Remarquons que
∑
k∈N∗ exp
(
− 1
4
g(|Xk(0)|)2d
)
est finie et donnons-en une majoration
en fonction de Eϕ(γ). Il existe une constante C2 > 0 telle que
∀x ≥ C2, g(x)2d ≥ 8d ln(x).
Ainsi, en utilisant le lemme 2.25, on obtient pour k plus grand que k0 = Eϕ(γ)Cd2 + 1
exp
(
− 1
4
g(|Xk(0)|)2d
)
≤ Eϕ(γ)
1
(k − 1)2 .
Par conse´quent il existe une constante C3 > 0 telle que
∑
k≥1
exp
(
− 1
4
g(|Xk(0)|)2d
)
≤ Eϕ(γ)Cd2 +
∑
k≥k0
exp
(
− 1
4
g(|Xk(0)|)2d
)
≤ C3Eϕ(γ)2 (4.8)
On en de´duit que, pour tout u > 1,
Qγ
(
sup
k∈N∗
sup
0≤t≤1
|Bk(t)|
g(|Xk(0)|)d ≥ u
)
≤ C1C3Eϕ(γ)2e− 14u2 .
Il existe donc une constante C4 > 0 telle que, pour tout u > 0,
Qγ
(
sup
k∈N∗
sup
0≤t≤1
|Bk(t)|
g(|Xk(0)|)d ≥ u
)
≤ C4Eϕ(γ)2e− 14u.
En compilant ce re´sultat avec le lemme 4.5, on prouve le lemme 4.6. 
Nous pouvons de´sormais terminer la preuve de la Proposition 4.3. Revenons a` l’ine´galite´
(4.7)
Xk − ξ
(
1 + ln(1 +Xk)
) ≤ ξ(1 + ln(1 + |Xk(0)|)).
Pour re´soudre cette ine´galite´, de´montrons le lemme technique suivant dont nous n’uti-
liserons qu’une partie des re´sultats; le lemme dans sa globalite´ nous servira dans le
paragraphe suivant.
Lemme 4.7. Pour tout η ∈]0,1[, il existe une constante strictement positive C(η)
telle que, pour tout x ∈ R+ et tout τ > 0,
x− τ(1 + ln(1 + x)) ≥ 1
2
x− 1
2
− τ ln(2τ), (4.9)
x− τ(1 + x)η ≥ 1
2
x− 1− C(η)τ 11−η . (4.10)
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Preuve :
En e´tudiant la fonction x 7→ 1
2
x−τ(1+ln(1+x)), on constate que sa de´rive´e s’annule
en 2τ − 1. Le minimum de cette fonction est donc atteint en cette valeur et vaut
−1
2
− τ ln(2τ). La premie`re ine´galite´ est donc de´montre´e. Pour la seconde, on utilise
la meˆme de´marche et on obtient le re´sultat attendu. 
Des ine´galite´s (4.7) et (4.9), on de´duit
Xk ≤ 1 + 2ξ ln(2ξ) + 2ξg(|Xk(0)|)d.
Donc, pour tout ε > 0, il existe une constante C5 > 0 telle que
Xk ≤ C5ξ 11−εg(|Xk(0)|)d. (4.11)
Par conse´quent,
Qγ
(
sup
k∈N∗
sup
0≤t≤1
|Xk(t)−Xk(0)|
g(|Xk(0)|)d ≥ u
)
≤ Qγ
(
ξ ≥
( u
C5
)1−ε)
≤ a6Eϕ(γ)2 exp
(
− b6
Eϕ(γ)2C(1−ε)5
u1−ε
)
,
ou` a6, b6 sont les constantes associe´es a` ε dans le lemme 4.6. La proprie´te´ (4.4) est
alors de´montre´e. 
Donnons un corollaire de la Proposition 4.3; ce sera d’avantage sous cette forme que
nous utiliserons la proprie´te´ de localite´ de la dynamique.
Corollaire 4.8. Soit µ un champ de Gibbs d’hamiltonien local hψ, ou` ψ est une
interaction superstable infe´rieurement re´gulie`re; alors pour tout η ∈]0,1[, les variables
ζη et ζlog admettent des moments de tous ordres sous Q
µ.
Preuve : de´montrons le corollaire pour la variable ζlog. L’ine´galite´ ζη ≤ η−1ζlog
permet de conclure dans le cas ge´ne´ral. Estimons donc la queue de la variable ζlog
sous Qµ. D’apre`s les Propositions 4.3, 2.23 et en prenant ε = 1
2
on obtient
Qµ
(
ζlog ≥ u
)
≤ Qµ
(
ζ ≥ u,Eϕ(Γ(0)) ≤ u 15
)
+Qµ
(
ζ ≥ u,Eϕ(Γ(0)) ≥ u 15
)
≤ a1u 25 exp
(
− b1u 110
)
+ a4 exp(−b4u 15 ).
Il est alors clair que ζlog admet des moments de tous ordres sous Q
µ. 
Ce re´sultat est extreˆmement important, car il prouve la localite´ de la dynamique
du syste`me (4.3) pour les solutions tempe´re´es, c’est a` dire que l’on sait majorer
pre´cise´ment l’ordre de grandeur des fluctuations des particules autour de leur position
initiale.
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4.2.2 Estime´e du nombre de particules en interaction
Dans un premier temps, nous allons controˆler l’emplacement initial des particules
qui s’approchent a` un moment quelconque a` une distance infe´rieure a` 2R de la par-
ticule Xi0 , ou` i0 est un entier fixe´ jusqu’a` la fin de ce paragraphe 4.2.2. Par la suite,
nous donnerons une estimation du nombre de particules susceptibles de s’approcher
a` distance 2R de la particule Xi0 . On fixe e´galement η ∈]0,1[.
Lemme 4.9. Il existe deux fonctions K1 et K2 croissantes de R
+ dans R+ telles que,
pour tout Γ ve´rifiant ζη(Γ) < +∞ et pour lequel
∃i ∈ N∗, ∃t ∈ [0,1] tel que |Xi(t)−Xi0(t)| ≤ 2R,
alors
|Xi(0)| ≤ K1(|Xi0(0)|) +K2(|Xi0(0)|)ζ
1
1−η . (4.12)
De plus, si ζlog < +∞, alors
|Xi(0)| ≤ K1(|Xi0(0)|) +K2(|Xi0(0)|)ζlog ln(ζlog). (4.13)
Preuve :
Soit Γ ∈ M(C) tel que ζη(Γ) < +∞. On rappelle que xi = Xi(0) pour tout i ∈ N∗.
Soit i ∈ N∗ et t ∈ [0,1] ve´rifiant |Xi(t)−Xi0(t)| ≤ 2R ; alors on a
|xi| ≤ |Xi(t)− xi|+ |Xi(t)−Xi0(t)|+ |Xi0(t)− xi0 |+ |xi0 |
≤ ζ(1 + |xi|)η + 2R+ ζ(1 + |xi0 |)η + |xi0 |,
donc
|xi| − ζ(1 + |xi|)η ≤ ζ(1 + |xi0 |)η + 2R+ |xi0 |. (4.14)
En utilisant l’ine´galite´ (4.10), on prouve facilement (4.12). L’ine´galite´ (4.13) se de´montre
de la meˆme manie`re en utilisant (4.9). 
Soit βη et βlog, les fonctions de R
+ ×M(Rd)× N∗ dans N de´finies par
βη(z,γ,i) = γ
(
B
(
0,K1(|xi|) +K2(|xi|)z
1
1−η
))
,
βlog(z,γ,i) = γ
(
B
(
0,K1(|xi|) +K2(|xi|)z ln(z)
))
.
Pour Γ ∈M(C) satisfaisant ζη(Γ) < +∞ (respectivement ζlog(Γ) < +∞), βη(ζη,Γ(0),i0)
(respectivement βlog(ζlog,Γ(0),i0)) est un majorant du nombre de particules suscep-
tibles de passer a` un moment a` une distance infe´rieure ou e´gale a` 2R de la particule i0.
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Cette distance de se´curite´ de 2R est fondamentale pour la suite, car elle correspond
a` la porte´e de l’hamiltonien HΦ(X,Γ) que l’on va analyser dans la section 4.3 qui
suit. Graˆce aux estime´es pre´cises de la fonction βη et βlog, donne´es par le lemme 4.10
qui suit, et graˆce a` la Proposition 4.3 nous allons pouvoir nous ramener par la suite
et pour certaines de´monstrations au cadre re´seau de´veloppe´ dans [3].En effet, nous
allons controˆler le “brassage” des particules au cours de leur e´volution, et transformer
la notion de voisinage d’un point au sein d’une mesure ponctuelle en une notion de
voisinage de type re´seau qui concerne d’avantage les nume´ros des particules.
Lemme 4.10. Il existe deux fonctions K3 et K4 deMϕE (Rd)×N∗ dans R+ telles que,
pour tout z ∈ R+ ,γ ∈MϕE (Rd) et i ∈ N∗,
βη(z,γ,i) ≤ K3(γ,i) +K4(γ,i)z
d
1−η ,
βlog(z,γ,i) ≤ K3(γ,i) +K4(γ,i)zd lnd(z).
De plus, si i et γ,γ ′ ve´rifient Eϕ(γ) ≤ Eϕ(γ′) et |θi(γ)| ≤ |θi(γ′)| alors
K3(γ,i) ≤ K3(γ′,i) et K4(γ,i) ≤ K4(γ′,i).
Preuve :
D’apre`s le lemme 2.19, pour tout γ ∈ MϕE (Rd), le nombre de points dans la boule
B
(
0,K1(|xi|)+K2(|xi|)z
1
1−η
)
est domine´ par (K1(|xi|)+K2(|xi|)z
1
1−η )dEϕ(γ). En cou-
plant cette remarque avec le lemme 4.9 on prouve imme´diatement les proprie´te´s at-
tendues de la fonction βη. On fait de meˆme pour la fonction βlog. 
4.3 Syste`me de particules browniennes en tant que
champ de Gibbs sur C
L’objectif de cette section est de montrer que la probabilite´ solution du syste`me
(4.3) dont la condition initiale est un champ de Gibbs µ d’hamiltonien local h est un
champ de Gibbs sur l’espace des trajectoires, d’hamiltonien local h◦pr 0+HΦ, ou` HΦ
est un hamiltonien local que l’on explicitera ci-dessous. Re´ciproquement, on montre
e´galement que les champs de Gibbs sur C dont l’hamiltonien local est de la forme
h ◦ pr 0 + HΦ sont, sous certaines hypothe`ses, les probabilite´s solutions de syste`mes
de type (4.3) avec comme condition initiale un champ de Gibbs d’hamiltonien h .
Avant d’e´noncer pre´cisement notre the´ore`me, pre´sentons l’hamiltonien local HΦ.
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Pour X ∈ C et Γ ∈M(C), on pose
HΦ(X,Γ) =
1
2
∑
Y ∈Γ\X
(
ϕ(X(1)− Y (1))− ϕ(X(0)− Y (0))
−
∫ 1
0
(∆ϕ− 1
2
|∇ϕ|2)(X(s)− Y (s))ds
)
+
∑
{Y,Z}⊂Γ\X
1
4
∫ 1
0
[
∇ϕ(X(s)− Y (s)).∇ϕ(X(s)− Z(s))
+∇ϕ(Y (s)−X(s)).∇ϕ(Y (s)− Z(s))
+∇ϕ(Z(s)−X(s)).∇ϕ(Z(s)− Y (s))
]
ds. (4.15)
Notons que HΦ provient de l’interaction par paires et par triplets Φ suivante :
Φ({X,Y }) = 1
2
(
ϕ(X(1)− Y (1))− ϕ(X(0)− Y (0))
−
∫ 1
0
(∆ϕ− 1
2
|∇ϕ|2)(X(s)− Y (s))ds
)
Φ({X,Y,Z}) = 1
4
∫ 1
0
[
∇ϕ(X(s)− Y (s)).∇ϕ(X(s)− Z(s))
+∇ϕ(Y (s)−X(s)).∇ϕ(Y (s)− Z(s))
+∇ϕ(Z(s)−X(s)).∇ϕ(Z(s)− Y (s))
]
ds.
Φ(K) = 0 pour Card(K) /∈ {2,3}
HΦ(X,Γ) n’est pas de´finie pour tout X ∈ C et tout Γ ∈ M(C). Pour le moment,
l’hamiltonien local HΦ n’est donc de´fini que formellement. On verra par la suite
qu’on peut le de´finir presque suˆrement. E´nonc¸ons maintenant le the´ore`me principal
de ce chapitre.
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The´ore`me 4.11. Soit h un hamiltonien local sur Rd et m une mesure de re´fe´rence
σ-finie de M(Rd); alors les deux assertions suivantes sont vraies :
pour tout µ ∈ G(h,m) ϕ-tempe´re´e, alors Qµ ∈ G(h ◦ pr 0 +HΦ,̟m);
pour tout µ ∈ Gc(h,m) ϕ-tempe´re´e, alors Qµ ∈ Gc(h ◦ pr 0 +HΦ,̟m).
Re´ciproquement, soit P un champ de Gibbs canonique tempe´re´ de Gc
(
h ◦ pr0 +
HΦ,̟m
)
. S’il existe η ∈]0,1[ tel que la variable ζη admet un moment d’ordre 2d1−η
sous P , alors P est la loi Qµ solution du syste`me (4.3), ou` la loi initiale µ = P0 est
un champ de Gibbs canonique de Gc(h,m). De plus, si P ∈ G
(
h◦pr 0+HΦ,̟m
)
, alors
P0 ∈ G(h,m).
Avant d’aborder la de´monstration de ce the´ore`me, faisons une remarque sur l’hy-
pothe`se d’inte´grabilite´ de la variable ζη introduite dans la seconde partie du the´ore`me.
Le corollaire 4.8 prouve que cette hypothe`se est raisonnable, puisque la variable ζη a
des moments de tous ordres sous Qµ pour une classe tre`s large de mesures µ.
Preuve du The´ore`me 4.11 : Sens direct
Commenc¸ons par de´montrer la premie`re partie du the´ore`me en donnant tout
d’abord un lemme exhibant une proprie´te´ de de´couplage pour le mode`le continu
que l’on conside`re. En effet, la loi du syste`me dans lequel on isole une particule sans
modifier les interactions, est la loi du syste`me dans lequel on remplace cette particule
par une particule libre, sans interaction avec le reste du syste`me, pourvu que l’on
corrige par l’adjonction d’une fonction de densite´ qui est, en fait, l’e´nergie locale.
Lemme 4.12. Soit γ ∈MϕE (Rd); pour tout i0 ∈ N∗ et toute fonction F mesurable et
borne´e de C ×M(C) dans R on a
∫
M(C)
exp
(
HΦ(Θi0(Γ),Γ)
)
F (Θi0(Γ),Γ\Θi0(Γ))Qγ(dΓ)
=
∫
M(C)
∫
C
F (X,Γ)Qγ\θi0 (γ) ⊗̟θi0(γ)(dΓ,dX).
Preuve :
Il faut tout d’abord noter que le lemme 4.9 permet de donner un sens a` l’expres-
sion formelle de l’hamiltonien HΦ (4.15) pour Γ ve´rifiant ζlog(Γ) < +∞, ceci e´tant
satisfait Qγ−p.s. graˆce a` la Proposition 4.3. En effet, les sommes qui interviennent
dans la formule (4.15) sont finies Qγ-presque suˆrement : pour Γ ∈ M(C) satisfaisant
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ζlog(Γ) < +∞, on a d’apre`s la de´composition Γ =
∑
i∈N∗ δXi ,
HΦ(Xi0,Γ) =
1
2
∑
i6=i0
1≤i≤βlog(ζlog,γ,i0)
(
ϕ(Xi0(1)−Xi(1))− ϕ(Xi0(0)−Xi(0))
−
∫ 1
0
(
∆ϕ− 1
2
|∇ϕ|2
)
(Xi0(s)−Xi(s))ds
)
+
∑
i,j 6=i0
1≤i<j≤βlog(ζlog,γ,i0)
1
4
∫ 1
0
(
∇ϕ(Xi0(s)−Xi(s)).∇ϕ(Xi0(s)−Xj(s))
+∇ϕ(Xi(s)−Xi0(s)).∇ϕ(Xi(s)−Xj(s))
+∇ϕ(Xj(s)−Xi0(s)).∇ϕ(Xj(s)−Xi(s))
)
ds.
(4.16)
Nous allons transformer l’hamiltonien local pour que eH(X,Γ) apparaisse comme une
Qγ−martingale exponentielle. On ne va pas re´duire brutalement les sommes a priori
infinie de la formule (4.15) comme dans (4.16) car on veut mettre en e´vidence la
famille, de´finie en (4.6), de processus (Bk)k∈N∗ qui apparaˆıt dans H(X,Γ) et qui est,
sous Qγ , une famille de mouvements browniens inde´pendants. On part donc de l’ex-
pression initiale tout en sachant que celle-ci est parfaitement de´finie pour Γ ve´rifiant
ζlog(Γ) < +∞, hypothe`se que l’on suppose ve´rifie´e dans la suite des calculs. On a
donc
HΦ(X,Γ) =
1
2
∑
Y ∈Γ\X
(
ϕ(X(1)− Y (1))− ϕ(X(0)− Y (0))
−
∫ 1
0
(
∆ϕ− 1
2
|∇ϕ|2
)
(X(s)− Y (s))ds
)
+
∑
{Y,Z}⊂Γ\X
1
4
∫ 1
0
(
∇ϕ(X(s)− Y (s)).∇ϕ(X(s)− Z(s))
+∇ϕ(Y (s)−X(s)).∇ϕ(Y (s)− Z(s))
+∇ϕ(Z(s)−X(s)).∇ϕ(Z(s)− Y (s))
)
ds.
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Regroupons diffe´remment les termes, pour obtenir
HΦ(X,Γ) =
1
2
∑
Y ∈Γ\X
(
ϕ(X(1)− Y (1))− ϕ(X(0)− Y (0))−
∫ 1
0
∆ϕ(X(s)− Y (s))ds
)
−
∑
Y ∈Γ\X
1
2
∫ 1
0
∇ϕ(X(s)− Y (s)).
∑
Z∈Γ\Y
1
2
∇ϕ(Y (s)− Z(s))
+
1
2
∫ 1
0
1
4
∣∣∣∣ ∑
Y ∈Γ\X
∇ϕ(X(s)− Y (s))
∣∣∣∣
2
ds
−1
2
∑
Y ∈Γ\X
∫ 1
0
1
4
|∇ϕ(X(s)− Y (s))|2 ds.
En utilisant la repre´sentation de Γ sous la forme
∑
i∈N∗ δXi , on obtient
HΦ(Xi0 ,Γ) =
1
2
∑
i6=i0
(
ϕ(Xi0(1)−Xi(1))− ϕ(Xi0(0)−Xi(0))−
∫ 1
0
∆ϕ(Xi0(s)−Xi(s))ds
)
−
∑
i6=i0
1
2
∫ 1
0
∇ϕ(Xi0(s)−Xi(s)).
∑
j 6=i
1
2
∇ϕ(Xi(s)−Xj(s))
+
1
2
∫ 1
0
1
4
∣∣∣∣∑
i6=i0
∇ϕ(Xio(s)−Xi(s))
∣∣∣∣
2
ds
−1
2
∑
i6=i0
∫ 1
0
1
4
|∇ϕ(Xi0(s)−Xi(s))|2 ds. (4.17)
Par hypothe`se, remarquons que la famille de processus (Bi)i∈N∗ est une famille de
mouvements browniens inde´pendants sous Qγ . En appliquant la formule d’Itoˆ pour
chaque i ∈ N∗ diffe´rent de i0 on obtient
ϕ(Xi0(1)−Xi(1))− ϕ(Xi0(0)−Xi(0)) =
∫ 1
0
∇ϕ(Xi0(s)−Xi(s))(dXi0(s)− dXi(s))
+
∫ 1
0
∆ϕ(Xi0(s)−Xi(s))ds.
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En inse´rant ce re´sultat dans la formule (4.17) on trouve
HΦ(Xi0 ,Γ) =
1
2
∑
i6=i0
(∫ 1
0
∇ϕ(Xi0(s)−Xi(s))dXi0(s)−
∫ 1
0
∇ϕ(Xi0(s)−Xi(s))dXi(s)
)
−
∑
i6=i0
1
2
∫ 1
0
∇ϕ(Xi0(s)−Xi(s)).
∑
j 6=i
1
2
∇ϕ(Xi(s)−Xj(s))ds
+
1
2
∫ 1
0
1
4
∣∣∣∣∑
i6=i0
∇ϕ(Xio(s)−Xi(s))
∣∣∣∣
2
ds
−1
2
∑
i6=i0
∫ 1
0
1
4
|∇ϕ(Xi0(s)−Xi(s))|2 ds
HΦ(Xi0 ,Γ) =
∫ 1
0
1
2
∑
i6=i0
∇ϕ(Xi0(s)−Xi(s))dBi0(s) (4.18)
+
∑
i6=i0
∫ 1
0
−1
2
∇ϕ(Xi0(s)−Xi(s))dBi(s)
−1
2
∫ 1
0
∣∣∣∣12
∑
i6=i0
∇ϕ(Xio(s)−Xi(s))
∣∣∣∣
2
ds
−1
2
∑
i6=i0
∫ 1
0
∣∣∣∣12∇ϕ(Xi0(s)−Xi(s))
∣∣∣∣
2
ds. (4.19)
Nous allons maintenant exploiter le fait que ζlog(Γ) < +∞. Les sommes infinies qui
apparaissent dans l’e´galite´ (4.18) sont en fait finies et contiennent au plus βlog(ζlog,γ,i0)
termes non nuls.
HΦ(Xi0,Γ) =
∫ 1
0
1
2
∑
i6=i0
1≤i≤βlog(ζlog,γ,i0)
∇ϕ(Xi0(s)−Xi(s))dBi0(s)
−1
2
∫ 1
0
∣∣∣∣∣12
∑
i6=i0
1≤i≤βlog(ζlog,γ,i0)
∇ϕ(Xio(s)−Xi(s))
∣∣∣∣∣
2
ds
+
∑
i6=i0
1≤i≤βlog(ζlog,γ,i0)
∫ 1
0
−1
2
∇ϕ(Xi0(s)−Xi(s))dBi(s)
−1
2
∑
i6=i0
1≤i≤βlog(ζlog,γ,i0)
∫ 1
0
∣∣∣∣12∇ϕ(Xi0(s)−Xi(s))
∣∣∣∣
2
ds.
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Sous cette forme l’hamiltonien local apparaˆıt comme le log d’une martingale locale
exponentielle. On de´finit la famille de processus (Ai)i∈N∗ de la fac¸on suivante :
Ai(s) =


1
2
∑
j 6=i0
1≤j≤βlog(ζlog,γ,i0)
∇ϕ(Xi0(s)−Xj(s)) si i = i0
1
2
∇ϕ(Xi(s)−Xi0(s)) si i 6= i0.
(4.20)
Remarquons que le processus Ai est adapte´ malgre´ une de´finition qui fait intervenir
la variable ale´atoire ζlog qui est F1-mesurable. En fait, nous aurions pu e´crire une
somme infinie, le processus Ai aurait e´te´ identique. Nous avons pre´fe´re´ tronquer la
somme pour indiquer qu’elle est finie Qγ-presque suˆrement.
On note M = (Mi)i∈N∗ la martingale locale infini-dimensionnelle sous Qγ suivante :
Mi(t) =
∫ t
0
Ai(s)dBi(s).
Alors, on a
exp
(
HΦ(Xi0 ,Γ)
)
= Exp(M)(1) Qγ − p.s.
ou` Exp(M) repre´sente la martingale locale exponentielle de M ,
Exp(M)(t) = exp
(
+∞∑
i=1
(
Mi(t)− 1
2
< Mi > (t)
))
. (4.21)
Remarquons que le processus (C i0i )i∈N∗ de´fini comme ceci
Ci0i (t) = −
1
2
∑
j∈N∗
∇ϕ(Xi(t)−Xj(t)) + Ai(t), t ∈ [0,1],
repre´sente la de´rive d’un syste`me de type (4.1), mais ou` la particule i0 est de´couple´e
du reste du syste`me. On note Qγi0 la loi de ce syste`me, c’est a` dire que
Qγi0 = Q
γ\xi0 ⊗̟xi0 .
Revenons a` la preuve du lemme 4.12; on souhaiterait appliquer une version infini-
dimensionnelle du the´ore`me de Girsanov. En effet on montrerait que Qγ est absolu-
ment continue par rapport a` Qγi0 avec pour densite´ Exp(M)(1). Or, il faudrait prouver
que la martingale locale Exp(M) est une martingale, ce qui est difficile a` priori dans
notre cas, car la de´rive n’est pas borne´e et la martingale M(t) est a` valeurs dans RN
∗
.
En fait, nous allons obtenir cette proprie´te´ comme conse´quence de re´sultats ge´ne´raux
de J. Jacod ( the´ore`mes 12.57 et 12.73 de [Ja]) qui affirment que Qγi0 est absolument
continue par rapport Qγ avec Exp(M)(1) pour densite´ de`s que
∑
i
∫ 1
0
|Ai(t)|2dt < +∞ Qγi0-p.s. ;
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or, ∑
i
∫ 1
0
|Ai(t)|2dt =
∫ 1
0
∣∣∣∣12
∑
j 6=i0
j≤βlog(ζlog,γ,i0)
∇ϕ(Xj(t)−Xi0(t))
∣∣∣∣
2
dt
+
∑
i6=i0
i≤βlog(ζlog,γ,i0)
1
4
∫ 1
0
|∇ϕ(Xi(t)−Xi0(t))|2dt. (4.22)
D’apre`s la Proposition 4.3, on sait que la variable ζlog est finieQ
γ presque suˆrement.
Dans le cas pre´sent, c’est la finitude de ζlog sous Q
γ
i0
qui nous inte´resse; pour cela il
suffit de remarquer que
ζlog = max
(
sup
k 6=i0
sup
0≤t≤1
|Xk(t)− xk|
gd(|xk|) , sup0≤t≤1
|Xi0(t)− xi0 |
gd(|xi0|)
)
et que
sup
0≤t≤1
|Xi0(t)− xi0 |
gd(|xi0 |)
< +∞ ̟xi0 -p.s.,
et
sup
k 6=i0
sup
0≤t≤1
|Xk(t)− xk|
gd(|xk|) < +∞ Q
γ\xi0 -p.s.
Ainsi, les sommes dans le terme de droite de l’e´galite´ (4.22) sont finies Qγi0-p.s. et
leurs termes borne´es. On en de´duit
∑
i
∫ 1
0
|Ai(t)|2dt < +∞ Qγi0-p.s.
Par conse´quent
exp
(
HΦ(Xi0,Γ)
)
Qγ = Qγi0 ,
et le lemme 4.12 est de´montre´. 
Terminons maintenant la preuve de la premie`re partie du The´ore`me 4.11. D’apre`s le
lemme 4.12, pour tout γ ∈MϕE (Rd) et tout i ∈ N∗, la mesure Qγ ◦Θ−1 sur CN
∗
ve´rifie
Qγ ◦Θ−1(dw) = exp(−H˜Φ{i}(w))̟θi(γ)(dwi)Qγ\θi(γ) ◦Θ−1(dw1, . . . ,dwi−1,dwi+1, . . .),
(4.23)
ou` H˜Φ{i} est l’hamitonien sur CN
∗
construit a` partir de HΦ comme dans (3.23). En
conditionnant l’e´galite´ (4.23) par la variablew{i}c on obtient directement queQγ ◦Θ−1(dw)
satisfait l’e´quation DLR pour le site {i}, avec l’hamiltonien H˜Φ{i} et la mesure de
re´fe´rence (̟θi(γ))i∈N∗ . On en de´duit, graˆce a` la Proposition 2.6, que Qγ ◦ Θ−1 est
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une mesure de Gibbs sur CN∗ pour l’hamiltonien et la mesure de re´fe´rence cite´s ci-
dessus. De plus, l’e´galite´ (4.23) prouve directement que la famille (Qγ ◦Θ−1)γ∈M(Rd)
est compatible (voir de´finition 3.16) et on a
EQγ◦Θ−1
(
e
H˜Φ{i}
)
= 1.
En appliquant le the´ore`me de recollement 3.18, la premie`re partie du The´ore`me 4.11
est de´montre´e.
Preuve de la re´ciproque :
Soit P un champ de Gibbs canonique d’hamiltonien local HΦ + h et de mesure de
re´fe´rence ̟m; d’apre`s le lemme 3.14, pour P -presque tout γ, P˜ γ = P γ ◦Θ−1 est une
mesure de Gibbs sur CN∗ d’hamiltonien
H˜Φ{i}(w) =
1
2
∑
j 6=i
(
ϕ(wi(1)− wj(1))− ϕ(wi(0)− wj(0))
−
∫ 1
0
(∆ϕ +
1
2
|∇ϕ|2)(wi(s)− wj(s))ds
)
+
∑
j<k,j 6=i,k 6=i
1
4
∫ 1
0
[
∇ϕ(wi(s)− wj(s)).∇ϕ(wi(s)− wk(s))
+∇ϕ(wj(s)− wi(s)).∇ϕ(wj(s)− wk(s))
+∇ϕ(wk(s)− wi(s)).∇ϕ(wk(s)− wj(s))
]
ds, (4.24)
et de mesure de probabilite´ de re´fe´rence ⊗i∈N∗̟θi(γ).
Nous allons appliquer a` P˜ γ le The´ore`me 4.9 de [3]. Celui-ci affirme que toute mesure de
Gibbs sur CN∗ d’hamiltonien (H˜Φ{i})i∈N∗ satisfaisant certaines hypothe`ses de re´gularite´
est la loi d’une diffusion de type gradient associe´e a` (h˜ϕi )i∈N∗ . Enonc¸ons et de´montrons
dans le lemme suivant les proprie´te´s d’inte´grabilite´ ne´cessaires pour avoir le droit
d’appliquer le the´ore`me en question.
Lemme 4.13. Pour P -presque tout γ, P˜ γ ve´rifie
∀t ∈ [0,1], ∀i ∈ N∗, EP˜ γ (|wi(t)|) < +∞. (4.25)
et
EP˜ γ (
∑
j∈N∗
∫ 1
0
|∇j∇ih˜ϕ{i}(w(t))|2dr) < +∞, (4.26)
ou`
h˜ϕ{i}(w(t)) =
∑
j 6=i
ϕ(wi(t)− wj(t)).
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De plus, la fonction H˜Φ{i} est L
2-diffe´rentiable et on a
EP˜ γ (
∫ 1
0
|DirH˜Φ{i}|dr) < +∞. (4.27)
Notons que (4.25) (respectivement (4.26)) correspond a` la proprie´te´ (2.12) (res-
pectivement (4.10)) de [3].
Preuve :
Soit η ∈]0,1[ tel que ζη ait un moment d’ordre 2d1−η . On pose alors ζ˜η la fonction
suivante de´finie sur CN∗
ζ˜η(w) = sup
i∈N∗
sup
0≤t≤1
|wi(t)− wi(0)|
(1 + |wi(0)|)η = ζη ◦Θ
−1.
Pour tout i ∈ N∗ et tout t ∈ [0,1] on a
|wi(t)| ≤ |wi(0)|+ |wi(t)− wi(0)|
≤ |wi(0)|+ ζ˜η(w)(1 + |wi(0)|)η;
or ζ˜η a un moment d’ordre
2d
1−η > 1 sous P˜
γ ce qui prouve (4.25).
Remarquons que la fonction hi est bien de´finie P˜
γ-presque suˆrement car les sommes
sont finies P˜ γ-presque suˆrement; en effet
h˜ϕ{i}(w(t)) =
∑
j 6=i
j≤βη(ζ˜η ,γ,i)
ϕ(wi(t)− wj(t)) P˜ γ-p.s.
Les calculs ci-dessous ont donc bien un sens P˜ γ-presque suˆrement;
∑
j∈N∗
∫ 1
0
|∇j∇ih˜ϕ{i}(w(t))|2dt =
∑
j≤βη(ζ˜η ,γ,i)
∫ 1
0
|∇∇ϕ(wi(t)− wj(t))|2dt
≤ ‖∇∇ϕ‖∞βη(ζ˜η,γ,i)
≤ ‖∇∇ϕ‖∞(K3(γ,i) +K4(γ,i)ζ˜
d
1−η
η ),
ou`K3,K4 sont les fonctions qui apparaissent dans le lemme 4.10. Il est alors clair qu’en
combinant l’ine´galite´ ci-dessus et l’hypothe`se d’inte´grabilite´ de ζη, on prouve (4.26).
Il reste a` de´montrer que H˜Φ{i} est L2-diffe´rentiable et que (4.27) est satisfaite. Les
sommes de H˜Φ{i} e´tant finies finies sous P˜ γ et e´tant clairement Gateaux-diffe´rentiable,
il est facile de voir que H˜Φ{i} est L2-diffe´rentiable. Pour prouver (4.27), il suffit de
remarquer que les sommes de Hi contiennent au plus βη(ζ˜η,γ,i)
2 termes, et donc en
de´rivant on aura e´galement au plus C1βη(ζ˜η,γ,i)
2 termes, ou` C1 est une constante
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positive; chacun de ces termes e´tant borne´ par une constante commune C2. Ainsi
l’ine´galite´
∫ 1
0
|DirH˜Φ{i}|dr ≤ C1C2βη(ζ˜η,γ,i)2
≤ C1C2
(
K3(γ,i) +K4(γ,i)ζ˜
d
1−η
η
)2
et l’hypothe`se d’inte´grabilite´ de ζη prouvent (4.27). 
Nous pouvons de´sormais nous inte´resser a` la loi du processus (wi)i∈N∗ sous P˜ γ.
Lemme 4.14. La famille infinie de processus
wi(t)− θi(γ) +
∫ t
0
1
2
∑
j 6=i
∇ϕ(wi(r)− wj(r))dr
est, sous P˜ γ, une famille de mouvements browniens de Rd inde´pendants partant de 0.
Preuve :
Le lemme 4.13 prouve que les hypothe`ses du The´ore`me 4.9 de [3] sont ve´rifie´es. ce
the´ore`me affirme que toutes mesures de Gibbs sur CN∗ d’hamiltonien (H˜Φ{i})i∈N∗ sa-
tisfaisant certaines hypothe`ses de re´gularite´ est la loi d’une diffusion de type gradient
associe´ a` (h˜ϕ{i})i∈N∗ . On peut donc l’appliquer a` P˜
γ, et le lemme est de´montre´. Rappe-
lons, par souci de clarte´, les grandes lignes de la de´monstration de ce The´ore`me 4.9.
Comme P˜ γ est un champ de Gibbs sur CN∗ , on a pour toute partie finie Λ de N∗
P˜ γ ≪
(⊗
i∈Λ
̟θi(γ)
)
⊗ P˜ γΛc .
On en de´duit l’existence d’un processus adapte´ αi tel que le processus
wi(t)− θi(γ)−
∫ t
0
αi(s)ds
soit un mouvement brownien partant de 0 sous P˜ γ. De plus, il est clair que la famille,
indexe´e par i ∈ N∗, des mouvements browniens ci-dessus est inde´pendante. Graˆce a`
(4.25) on prouve que αi est inte´grable sous P˜
γ.
Puis on cherche a` identifier le processus αi. On utilise alors une formule d’inte´gration
par parties caracte´risant P˜ γ en tant que mesure de Gibbs. Graˆce aux proprie´te´s (4.25)
et (4.26) les calculs sont possibles, et on montre que
∀j ∈ N∗ αj(r) = −1
2
∇j h˜ϕ{j}(w(r)).
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On a donc de´montre´ que la famille infinie de processus
wi(t)− θi(γ) +
∫ t
0
1
2
∑
j 6=i
∇ϕ(wi(r)− wj(r))dr
est, sous P˜ γ, une famille de mouvements browniens inde´pendants partant de 0. Le
lemme 4.14 est de´montre´. 
On de´duit du lemme 4.14 que la famille infinie de processus(
wi(t)− wi(0) +
∫ t
0
1
2
∑
j 6=i
∇ϕ(wi(r)− wj(r))dr, i ∈ N∗,t ∈ [0,1]
)
est inde´pendante de la loi initiale
(
P ◦Θ−1) ◦ w(0)−1, car les lois conditionnelles des
processus ci-dessus ne de´pendent pas de Γ(0). En remontant ce re´sultat sur l’espace
M(C), on prouve que P est solution de (4.3), i). Il nous reste donc a` identifier la loi
initiale P0 = P ◦ Γ(0)−1.
Puisque P est un champ de Gibbs canonique sur C, alors d’apre`s le lemme 3.12, P0
est un champ de Gibbs canonique sur Rd de mesure de re´fe´rence m et d’hamiltonien
local h(x,γ) + f(γ), ou` f est une fonction inconnue et h la fonction de´finie par
h(x,γ) = logC !P
(
exp
(
h ◦ pr 0 +HΦ
)∣∣∣Γ(0) = γ,X(0) = x),
pour x ∈ Rd et γ ∈ M(Rd) telle que γ(x) = 0. Soit i ∈ N∗ tel que x = θi(γ + δx);
alors
h(x,γ) = logEP
(
exp
(
h(x,γ) +HΦ(Θi(Γ),Γ\Θi(Γ))
)∣∣∣Γ(0) = γ)
= h(x,γ) + logEP γ
(
exp
(
HΦ(Θi(Γ),Γ\Θi(Γ)
))
.
D’apre`s la fin de la preuve du lemme 4.12, exp
(
H(Θi(Γ),Γ\Θi(Γ)
)
est une Qγ-
martingale exponentielle e´value´e au temps 1. Mais d’apre`s le raisonnement ci-dessus
P γ = Qγ ; on en de´duit que h(x,γ) = h(x,γ). Or, h est un hamiltonien local, par
conse´quent on peut prendre f = 0 et donc P0 ∈ Gc(h,m).
Dans le cas ou` P est un champ de Gibbs, le lemme de projection 3.12 prouve que
P0 est un champ de Gibbs sur R
d de mesure de re´fe´rence m et d’hamiltonien local
h; en reprenant les calculs ci-dessus, on montre facilement que h = h et donc que
P0 ∈ G(h,m). 
Donnons une application imme´diate de ce the´ore`me. Soit H un hamiltonien local
sur C et m une mesure de re´fe´rence sur C; alors on pose G◦(H,̟m) le sous-ensemble
de G(H,̟m) suivant :
G◦(H,̟m) =
{
P ∈ G(H,̟m),∃η ∈]0,1[ tel que EP(ζ 2d1−ηη ) < +∞
}
.
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Du The´ore`me 4.11, on de´duit le corollaire fondamental suivant.
Corollaire 4.15. Il y a une bijection entre les deux ensembles suivants :
G(h,m) ∩ P(MϕE (Rd)) −→ G◦
(
h ◦ pr0 +HΦ,̟m
) ∩ P(MϕE (C))
µ 7−→ Qµ .
En particulier, si G(h,m) ∩ P(MϕE (Rd)) est re´duit a` un singleton (non transition de
phase) alors G◦(h ◦ pr 0 +HΦ,̟m) ∩ P(MϕE (C)) est e´galement re´duit a` un singleton
(non transition de phase dynamique).
La Proposition 2.18 fournit des hypothe`ses suffisantes sur ψ, interaction par paires,
pour qu’il n’y ait qu’un seul champ de Gibbs dans G(hψ,zλ), de`s que z > 0 est
suffisamment petit. On en de´duit alors, que, sous ces meˆmes hypothe`ses, il n’y a pas
de transition de phase dynamique, ou encore que G◦(hψ ◦pr 0+HΦ,z̟m)∩P(MϕE (C))
est re´duit a` un seul e´le´ment. Cela permet ainsi d’exhiber un crite`re d’unicite´ de
champs de Gibbs sur C, espace sur lequel il n’existait jusqu’alors aucun crite`re de non
transition de phase.
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Chapitre 5
Applications et ge´ne´ralisation
5.1 Quelques conse´quences de la gibbsianite´ du
syste`me de particules browniennes en interac-
tion
Dans cette section, nous allons donner les premie`res applications des re´sultats
des chapitres pre´ce´dents. Dans un premier temps, nous e´tudions des proprie´te´s de
re´gularisation et de structure de la loi du syste`me de particules browniennes au cours
de son e´volution. Ensuite nous de´montrons que la formule d’inte´gration par parties
(3.13) du paragraphe 3.2.3 est satisfaite, avec H = HΦ et x = 0, sous la loi du syste`me
de particules browniennes a` condition initiale quelconque. Ce re´sultat donne, d’une
part, un exemple de champ non gibbsien sur C satisfaisant cette e´quation et d’autre
part, une formule d’inte´gration par parties satisfaite sous la mesure de Campbell de
champs de C dont la dynamique est celle du syste`me de particules browniennes en
interaction. L’application au retournement du temps en re´gime stationnaire pour le
syste`me de particules browniennes, de´veloppe´e dans le troisie`me paragraphe, reposera
sur cette formule.
5.1.1 Gibbsianite´ de la loi du syste`me de particules brow-
niennes au cours de son e´volution
Dans ce paragraphe, nous allons e´tudier la re´gularite´ au temps t ∈ [0,1] de la loi
du syste`me de particules browniennes en interaction. Nous remarquons un effet de
re´gularisation de la solution ainsi que la propagation de la gibssianite´ de la loi. Par
exemple, si la condition initiale du syste`me (4.3) est un champ de Gibbs (respective-
ment un champ de Gibbs canonique), alors la loi a` tout temps t ∈ [0,1] de la solution
du syste`me (4.3) est encore un champ de Gibbs (respectivement un champ de Gibbs
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canonique) surM(Rd). Plus pre´cise´ment, on a le corollaire suivant du The´ore`me 4.11.
Corollaire 5.1. Soit m une mesure σ-finie de M(Rd) telle que, pour tout t ∈ [0,1],
mt = ̟
m ◦ pr−1t soit σ-finie sur Rd et h un hamiltonien local sur Rd.
Si µ est un champ de Gibbs tempe´re´ de G(h,m), alors en posant
ht(x,γ) := logC
!
Qµ
(
eh(X(0),Γ(0))+H
Φ(X,Γ)
∣∣∣X(t) = x,Γ(t) = γ) (5.1)
:= − log
∫
C
∫
M(C)
e−h(X(0),Γ(0))−H
Φ(X,Γ)̟m
(
dX
∣∣X(t) = x)⊗Qµ(dΓ∣∣Γ(t) = γ)
on a que Qµ ◦ pr−1t , loi au temps t du syste`me (4.3) a` condition initiale µ, est un
champ de Gibbs de G(ht,mt) pour tout t ∈ [0,1].
Si µ est un champ de Gibbs canonique tempe´re´ de Gc(h,m), alors en posant
ht(x,γ) := logC
!
Qµ
(
eh(X(0),Γ(0))+H
Φ(X,Γ)
∣∣∣X(t) = x,Γ(t) = γ), (5.2)
il existe une fonction ft(γ) telle que Q
µ ◦ pr−1t soit un champ de Gibbs canonique de
Gc(ht(x,γ) + ft(γ),mt) pour tout t ∈ [0,1].
Preuve :
C’est une compilation du The´ore`me 4.11 et du lemme de projection 3.12. 
Il est donc inte´ressant de remarquer que la nature gibbsienne se propage au cours
du temps. Plus exactement, les champs de Gibbs (respectivement champs de Gibbs
canoniques) se transforment en champs de Gibbs (respectivement champs de Gibbs
canoniques). Il y a donc stabilite´ de la structure gibbsienne. Ainsi, si l’on note
Gt(h,m) =
{
Qµ ◦ pr−1t : µ ∈ G(h,m)
}
,
– en particulier G0(h,m) = G(h,m)– on a alors Gt(h,m) ⊂ G(ht,mt); nous n’avons
pas re´ussi a` de´montrer l’inclusion inverse. Ne´anmoins la question est inte´ressante, car
dans le cas ou` Gt(h,m) = G(ht,mt) , alors la non transition de phase dans G(h,m)
peut eˆtre transporte´e dans G(ht,mt). Ainsi, il serait possible d’obtenir des crite`res de
non transition de phase dans G(ht,mt), a` partir de crite`res de non transition de phase
dans G(h,m).
Le corollaire 5.1 exhibe e´galement une proprie´te´ de re´gularisation des solutions du
syste`me (4.3). En effet, quelque soit la re´gularite´ de la mesure m, la mesure mt,
pour t > 0, est absolument continue par rapport a` la mesure de Lebesgue. On peut
encore aller plus loin, graˆce a` la proposition suivante, qui affirme que, quelque soit la
condition initiale µ (gibbsienne ou non), la loi de Γ(t) sous Qµ, pour t > 0, est un
champ de Gibbs canonique de mesure de re´fe´rence la mesure de Lebesgue λ sur Rd.
Proposition 5.2. Soit µ ∈ P(MϕE (Rd)); alors, pour tout t ∈]0,1], il existe un hamil-
tonien local ht sur R
d tel que
Qµ ◦ pr−1t ∈ Gc(ht,λ).
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Preuve :
Soit µ ∈ P(MϕE (Rd)) et t ∈]0,1]; alors pour tout Λ ∈ B(Rd) et toute fonction f
mesurable borne´e et positive de M(Rd) dans R on a∫
Rd×M(Rd)
1IΛ(x)f(γ)C
!
Qµ◦pr−1t
(dx,dγ)
=
∫
C×M(C)
1IΛ
(
X(t)
)
f
(
Γ(t)
)
C !Qµ(dX,dΓ)
=
∫
M(Rd)
∫
M(C)
∑
i∈N∗
1IΛ
(
Θi(Γ)(t)
)
f
(
Γ(t)\Θi(Γ)(t)
)
Qγ(dΓ)µ(dγ),
ce qui d’apre`s le lemme 4.12, est encore e´gal a`
=
∫
M(Rd)
∫
M(C)×C
∑
i∈N∗
1IΛ
(
X(t)
)
f
(
Γ(t)
)
exp
(−HΦ(X,Γ))Qγ\θi(γ) ⊗̟θi(γ)(dΓ,dX)µ(dγ)
Sachant que la loi de X(t) sous ̟θi(γ) est e´quivalente a` la mesure de Lebesgue λ sur
Rd, on en de´duit que ∫
Rd×M(Rd)
1IΛ(x)f(γ)C
!
Qµ◦pr−1t (dx,dγ) = 0
pour toute fonction f si et seulement si λ(Λ) = 0. Ce qui prouve que, pour C !
Qµ◦pr−1t
-
presque tout γ, la mesure C !
Qµ◦pr−1t
(dx|γ) est e´quivalente a` λ. On en de´duit l’existence
d’une mesure Q˜ sur M(Rd) telle que
C !
Qµ◦pr−1t ∼ λ⊗ Q˜
et donc d’apre`s la Proposition 3.2, cette proposition est de´montre´e. 
L’inte´reˆt de la proposition pre´ce´dente est de pouvoir obtenir une structure gibbsienne
de la loi du syste`me 4.3 a` tout temps t > 0 lorsque la condition initiale est quelconque;
elle peut eˆtre de´terministe ou ale´atoire. Par contre, il semble tre`s difficile de calculer
explicitement l’hamiltonien ht ou de prouver sa re´gularite´. C’est donc un re´sultat
essentiellement structurel.
On en de´duit le corollaire suivant sur les mesures stationnaires :
Corollaire 5.3. Les mesures stationnaires tempe´re´es pour la dynamique du syste`me
(4.3) sont des champs de Gibbs canoniques de mesure de re´fe´rence λ et d’hamiltonien
local inde´termine´.
Preuve :
Soit µ une mesure stationnaire tempe´re´e; d’apre`s la Proposition 5.2, Qµ ◦ pr−11 est
un champ de Gibbs canonique et comme µ = Qµ ◦ pr−11 , le corollaire est de´montre´.

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5.1.2 Une formule d’inte´gration par parties dans un cadre
non gibbsien
Dans ce paragraphe nous allons comple´ter les re´sultats du paragraphe 3.2.3 au su-
jet de la formule d’inte´gration par parties inte´gre´e sous la mesure de Campbell. Dans
le The´ore`me 3.8, on a montre´ que la formule d’inte´gration par parties (3.13) e´tait
satisfaite par les champs de Gibbs canoniques de Gc(H,̟λ) satisfaisant la condition
d’inte´grabilite´ (3.12). Par conse´quent, graˆce au The´ore`me 4.11, pour tout champ
de Gibbs canonique tempe´re´ µ de G(h,λ), la probabilite´ Qµ satisfait la formule
d’inte´gration par parties (3.13) avec H = h ◦ pr 0 +HΦ. Le lemme 5.5 prouve que la
condition d’inte´grabilite´ (3.12) est satisfaite sous Qµ.
Analysons la situation dans le cas ou` µ n’est pas un champ de Gibbs canonique. Dans
ce cas, Qµ ne peut pas satisfaire la formule d’inte´gration par parties (3.13) pour tout g,
F et x, puisque la partie re´ciproque du The´ore`me 3.8 permettrait de prouver alors que
Qµ est un champ de Gibbs canonique. Or, ceci est impossible a` cause du Lemme 5.2
de projection, qui entraˆınerait que µ est un champ de Gibbs canonique. Ne´anmoins,
nous allons montrer que Qµ satisfait la formule (3.13) avec H = HΦ, pour tout g et F
mais seulement quand x = 0. Ce re´sultat a` un double inte´reˆt : le premier est d’exhiber
une formule d’inte´gration par parties satisfaite par toute solution du syste`me (4.3)
et ceci quelque soit la condition initiale µ. Cette formule nous sera tre`s utile dans le
paragraphe 5.1.3 suivant pour de´montrer que les mesures re´versibles tempe´re´es pour
la dynamique du syste`me (4.3) sont des champs de Gibbs canoniques d’hamiltonien
local hϕ. Le deuxie`me inte´reˆt est de donner un exemple, moins trivial que celui de la
Proposition 3.11, de champ non gibbsien satisfaisant une formule d’inte´gration par
parties.
Proposition 5.4. Soit µ ∈ P(MϕE (Rd)); alors, pour tout g ∈ E et tout F ∈ W, on a
C !Qµ
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
= C !Qµ
(
DgF (X,Γ)− F (X,Γ)DgHΦ(X,Γ)
)
. (5.3)
Preuve :
De´montrons tout d’abord le lemme suivant qui permettra de prouver que les termes
de l’e´quation (5.3) sont bien de´finis.
Lemme 5.5. Soit µ ∈ P(MϕE (Rd)); alors pour tout M > 0 et t ∈ [0,1] on a
C !Qµ
((|X(t)|+ ∫ 1
0
|DsHΦ|ds
)
1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
< +∞; (5.4)
Preuve :
Pour Γ ∈ M(C), on note Xi = Θi(Γ), xi = Xi(0). Pour tout t ∈ [0,1], M > 0 et tout
i ∈ N∗ tels que xi ∈ B(0,M) on a
|Xi(t)| ≤ M + ζ 1
2
(1 +M)
1
2 .
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Le lemme 2.25 permettant de controˆler le nombre de points dans toute boule, on en
de´duit
C !Qµ
(
|X(t)|1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
≤
∫
M(C)
∫
C
(
|X(t)|1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
Γ(dX)Qµ(dΓ)
≤
∫
M(C)
(M + ζ 1
2
(1 +M)
1
2 )Md+11I[0,M ]2(|X(0)|,Eϕ(Γ(0)))Qµ(dΓ).
Or, d’apre`s la Proposition 4.3, la variable ale´atoire ζ 1
2
1I[0,M ](Eϕ(Γ(0))) a des moments
de tous ordres sous Qµ; la quantite´ C !Qµ
(|X(t)|1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))|) est donc bien
finie. Il reste donc a` majorer le terme suivant :
C !Qµ
(∫ 1
0
|DsHΦ(X,Γ)|ds1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
≤
∫
M(C)
∑
1≤i≤Md+1
∫ 1
0
|DsHΦ(Xi,Γ)|ds1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))Qµ(dΓ)
Dans la preuve du lemme 4.13, on a de´ja` remarque´ que DsH
Φ(Xi,Γ) est bien de´fini
sous Qγ et qu’il existe une constante C1 telle que
|DsHΦ(Xi,Γ)| ≤ C1β(ζ 1
2
,γ,i)2.
D’apre`s le lemme 4.10, il existe deux constantes C2,C3 telles que
C !Qµ
(∫ 1
0
|DsHΦ(X,Γ)|ds1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
≤
∫
M(C)
Md+1C1(C2 + C3ζ
4d
1
2
)1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))Qµ(dΓ).
Or, la variable ale´atoire ζ 1
2
1I[0,M ](Eϕ(Γ(0))) a des moments de tous ordres sous Qµ.
Par conse´quent, le terme C !Qµ
(
|X(t)|1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
est e´galement finie et
le lemme est de´montre´. 
Revenons a` la preuve de la Proposition 5.4 : soit g ∈ E et F ∈ W ; graˆce au lemme
pre´ce´dent, les calculs ci-dessous sont le´gitimes.
C !Qµ
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
=
∫
M(Rd)
∑
i
∫
M(C)
(
F (Xi,Γ\Xi)
∫ 1
0
g(s)dXi(s)
)
Qγ(dΓ)µ(dγ).
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Par le lemme 4.12, on obtient
C !Qµ
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
=
∫
M(Rd)
∑
i
∫
M(C)
(
exp
(−HΦ(X,Γ))F (X,Γ\X) ∫ 1
0
g(s)dX(s)
)
̟xi ⊗Qγ\xi(dX,dΓ)µ(dγ)
En utilisant la formule d’inte´gration par parties sous ̟xi (lemme 3.9) et en utilisant
la technique de localisation expose´e lors de la preuve du The´ore`me 3.8, on trouve
C !Qµ
(
F (X,Γ)
∫ 1
0
g(s)dX(s)
)
=
∫
M(Rd)
∑
i
∫
M(C)
(
−DgHΦ(X,Γ) exp
(−HΦ(X,Γ))F (X,Γ\X)
+DgF (X,Γ\X) exp
(−HΦ(X,Γ)))̟xi ⊗Qγ\xi(dX,dΓ)µ(dγ)
=
∫
M(Rd)
∑
i
∫
M(C)
(
−DgHΦ(Xi,Γ)F (Xi,Γ\Xi)
+DgF (Xi,Γ\Xi)
)
Qγ(dΓ)µ(dγ)
= C !Qµ
(
−DgHΦ(X,Γ)F (X,Γ) +DgF (X,Γ)
)
. 
5.1.3 Application a` la re´versibilite´
Rappelons qu’une probabilite´ µ ∈ P(MϕE (Rd)) est dite re´versible pour la dyna-
mique du syste`me (4.3), si pour tout t ∈ [0,1], les processus (Γ(s))s∈[0,t] et (Γ(t− s))s∈[0,t]
ont la meˆme loi sous Qµ .
Dans [33], R. Lang fut le premier a` montrer que les mesures re´versibles du syste`me
(4.3) sont les champs de Gibbs canoniques de Gc(hϕ,λ). Nous proposons de rede´montrer
ce re´sultat, en en affaiblissant conside´rablement les hypothe`ses. En effet, pour de´montrer
que les mesures re´versibles sont des champs de Gibbs canoniques, R. Lang suppose
a priori la mesure re´versible tempe´re´e au sens de Ruelle et localement a` densite´
par rapport au processus de Poisson d’intensite´ λ avec des proprie´te´s de re´gularite´ et
d’inte´grabilite´ sur les densite´s. Ici, nous supposons uniquement les mesures re´versibles
a priori tempe´re´es au sens de Fritz sans aucune autre re´gularite´. D’apre`s la Proposition
2.20, les notions de tempe´re´ au sens de Fritz et au sens de Ruelle n’e´tant pas force´ment
comparable, notre re´sultat semble donc meilleur. Avant d’e´noncer et de de´montrer
ce re´sultat, introduisons les notations suivantes : pour X ∈ C, Γ ∈ M(C) et P ∈
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P(M(C)) on note Xˆ (respectivement Γˆ) les processus (Xˆ(t))t∈[0,1] = (X(1− t))t∈[0,1]
(respectivement Γˆ(.) = Γ(1− .)) et Pˆ la loi de Γˆ sous P .
Proposition 5.6. Une probabilite´ µ ∈ P(MϕE (Rd)) est re´versible pour la dynamique
du syste`me (4.3) si et seulement si µ ∈ Gc(hϕ,λ).
Preuve :
Commenc¸ons par montrer que µ ∈ Gc(hϕ,λ) implique µ re´versible. Soit µ ∈ Gc(hϕ,λ);
d’apre`s le The´ore`me 4.11, Qµ ∈ Gc
(
hϕ ◦ pr0 +HΦ,̟λ
)
. Or, l’hamiltonien local hϕ ◦
pr0 +H
Φ est invariant par retournement du temps :
(hϕ ◦ pr 0 +HΦ)(X,Γ) =
1
2
hϕ(X(0),Γ(0)) +
1
2
hϕ(X(1),Γ(1))
−
∑
Y ∈Γ\X
∫ 1
0
(∆ϕ− 1
2
|∇ϕ|2)(X(s)− Y (s))ds
+
∑
{Y,Z}⊂Γ\X
1
4
∫ 1
0
[
∇ϕ(X(s)− Y (s)).∇ϕ(X(s)− Z(s))
+∇ϕ(Y (s)−X(s)).∇ϕ(Y (s)− Z(s))
+∇ϕ(Z(s)−X(s)).∇ϕ(Z(s)− Y (s))
]
ds.
= (hϕ ◦ pr 0 +HΦ)(Xˆ,Γˆ),
et ̟λ = ˆ̟ λ; par conse´quent Qˆµ est encore un champ de Gibbs canonique appartenant
aussi a` Gc
(
hϕ ◦ pr0 + HΦ,̟λ
)
. Nous allons donc appliquer le The´ore`me 4.11 a` la
probabilite´ Qˆµ. Il faut donc que Qˆµ en ve´rifie les hypothe`ses, ce qui revient a` montrer
qu’il existe η ∈]0,1[ tel que ζη ait un moment d’ordre 2d1−η sous Qˆµ. En fait, nous allons
montrer que pour tout η ∈]0,1[, ζη a des moments de tous ordres sous Qˆµ. Ceci est
e´quivalent a` montrer que la variable ale´atoire ζˆη suivante
ζˆη = sup
X∈Γ
sup
t∈[0,1]
|X(t)−X(1)|
(1 + |X(1)|)η ,
a des moments de tous ordres sous Qµ.
Lemme 5.7. Pour tout η ∈]0,1[ et tout champ de Gibbs canonique tempe´re´ µ de
Gc(hϕ,λ), la variable ζˆη a des moments de tous ordres sous Qµ.
Preuve :
D’apre`s la de´finition de ζη, on a
|X(1)−X(0)| ≤ ζη(1 + |X(0)|)η
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et donc
|X(1)| ≥ |X(0)| − ζη(1 + |X(0)|)η.
En utilisant l’ine´galite´ (4.10), on obtient
|X(1)| ≥ 1
2
|X(0)| − 1− C(η)ζ
1
1−η
η
et en inse´rant cette ine´galite´ dans le calcul de ζˆη on trouve
ζˆη ≤ sup
X∈Γ
sup
t∈[0,1]
|X(t)−X(1)|
max
(
1,
(
1
2
|X(0)| − C(η)ζ
1
1−η
η
)η)
≤ 4 sup
X∈Γ
sup
t∈[0,1]
|X(t)−X(0)|
max
(
1,
(
1 + |X(0)| − C(η)ζ
1
1−η
η
)η) . (5.5)
Prouvons maintenant un lemme technique.
Lemme 5.8. ∀a ≥ 1, ∀b ≥ 0
1
max
(
1,(a− b)η
) ≤ (1 + b)η
aη
. (5.6)
Preuve :
L’ine´galite´ est e´vidente pour b ≥ a− 1; dans le cas ou` b ≤ a− 1, (5.6) est e´quivalente
a`
(1 + b)η(a− b)η
aη
≥ 1. (5.7)
En posant c = a− b, (5.7) s’e´crit
cη(1 + a− c)η
aη
≥ 1. (5.8)
Or, a` c > 1 fixe´, il est clair que la fonction
a→ c
η(1 + a− c)η
aη
,
est croissante sur [c, +∞] et qu’elle vaut 1 en a = c. On en de´duit donc aise´ment
l’ine´galite´ (5.8) et par conse´quent (5.6). 
En utilisant l’ine´galite´ (5.6) dans l’expression (5.5), on obtient
ζˆη ≤ 4 sup
X∈Γ
sup
t∈[0,1]
|X(t)−X(0)|
(1 + |X(0)|)η
(
1 + C(η)ζ
1
1−η
η
)η
≤ 4ζη
(
1 + C(η)ζ
1
1−η
η
)η
. (5.9)
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ζη ayant des moments de tous ordres sous Q
µ, l’ine´galite´ (5.9) prouve qu’il en est de
meˆme pour ζˆη. Le lemme 5.7 est de´montre´. 
Nous pouvons donc appliquer la re´ciproque du The´ore`me 4.11 a` la probabilite´ Qˆµ
et en de´duire qu’elle est solution faible du syste`me (4.3) avec la condition initiale
Qµ ◦ pr−11 . Par unicite´ des solutions tempe´re´es au syste`me (4.3), il suffit de montrer
que Qµ ◦ pr−11 = µ, pour de´montrer que Qµ = Qˆµ. Pour cela, on introduit
ν = Qµ ◦ pr−11
2
= Qˆµ ◦ pr−11
2
.
Comme Qµ et Qˆµ sont les lois de solutions du syste`me (4.3), Qµ ◦ pr−11 est la loi de
Γ(1
2
) sous Qν et µ = Qˆµ ◦ pr−11 est e´galement la loi de Γ( 12) sous Qν . Par conse´quent,
µ = Qµ ◦ pr−11 et Qµ = Qˆµ. Ainsi, Qµ reste inchange´ par retournement du temps
sur l’intervalle [0,1]. Par un raisonnement similaire, on montre l’invariance de la loi
Qµ par retournement du temps sur l’intervalle [0,t], pour tout t ∈]0,1[. Donc µ est
re´versible.
Montrons maintenant qu’une mesure re´versible tempe´re´e µ est un champ de Gibbs
canonique. Soit ~u un vecteur de Rd et f une fonction de Fb. Ecrivons l’e´quation (5.3)
pour
g(s) = −~u, et F (X,Γ) = f(X(0),Γ(0));
on obtient
C !Qµ
(
~u.(X(0)−X(1))f(X(0),Γ(0))
)
= C !Qµ
(
D~uH
Φ(X,Γ)f(X(0),Γ(0))
)
;
(5.10)
de meˆme e´crivons l’e´quation (5.3) pour
g(s) = ~u et F (X,Γ) = k(X(0))f(X(1),Γ(1))1I[0,M ](Eϕ(Γ(0))),
ou` k est une fonction C1 de Rd dans R borne´e et a` support compact; on obtient
C !Qµ
(
~u.(X(1)−X(0))f(X(1),Γ(1))k(X(0))1I[0,M ](Eϕ(Γ(0)))
)
= C !Qµ
(
−D~uHΦ(X,Γ)f(X(1),Γ(1))k(X(0))1I[0,M ](Eϕ(Γ(0)))
+~u.∇xf(X(1),Γ(1))k(X(0))1I[0,M ](Eϕ(Γ(0)))
)
. (5.11)
Comme µ est re´versible on peut retourner le temps dans l’e´quation (5.11) et ensuite
faire tendre k vers 1 et M vers l’infini; on obtient
C !Qµ
(
~u.(X(0)−X(1))f(X(0),Γ(0))
)
= C !Qµ
(
−D~uHΦ(Xˆ,Γˆ)f(X(0),Γ(0)) + ~u.∇xf(X(0),Γ(0))
)
. (5.12)
106 Applications et ge´ne´ralisation
On de´duit de (5.10) et (5.12) l’e´quation suivante
C !Qµ
(
(D~uH
Φ(X,Γ) +D~uH
Φ(Xˆ,Γˆ))f(X(0),Γ(0))
)
= C !Qµ
(
~u.∇xf(X(0),Γ(0))
)
. (5.13)
Soit i0 un entier positif, calculons sous Q
γ le terme D~uH
Φ(Xi0 ,Γ). Pour cela utilisons
l’expression (4.17) de HΦ(Xi0 ,Γ) ; on obtient
D~uH
Φ(Xi0,Γ)
=
1
2
∑
i6=i0
(
~u.∇ϕ(Xi0(1)−Xi(1))−
∫ 1
0
s~u.∇∆ϕ(Xi0(s)−Xi(s))ds
)
−1
4
∑
i6=i0
∫ 1
0
s
(
~u.∇∇ϕ(Xi0(s)−Xi(s))
)
.
∑
j 6=i
∇ϕ(Xi(s)−Xj(s))ds
+
1
4
∫ 1
0
s
(∑
i6=i0
∇ϕ(Xio(s)−Xi(s))
)
.
(∑
i6=i0
~u.∇∇ϕ(Xio(s)−Xi(s))
)
ds.
On en de´duit
D~uH
Φ(Xi0 ,Γ) +D~uH
Φ(Xˆi0 ,Γˆ)
=
1
2
∑
i6=i0
(
~u.∇ϕ(Xi0(1)−Xi(1)) + ~u.∇ϕ(Xi0(0)−Xi(0))
)
−1
2
∑
i6=i0
∫ 1
0
~u.∇∆ϕ(Xi0(s)−Xi(s))ds
)
−1
4
∑
i6=i0
∫ 1
0
(
~u.∇∇ϕ(Xi0(s)−Xi(s))
)
.
∑
j 6=i
∇ϕ(Xi(s)−Xj(s))ds
+
1
4
∫ 1
0
(∑
i6=i0
∇ϕ(Xio(s)−Xi(s))
)
.
(∑
i6=i0
~u.∇∇ϕ(Xio(s)−Xi(s))
)
ds.
(5.14)
D’apre`s la formule d’Itoˆ, on a pour tout i ∈ N∗
∇ϕ(Xi0(1)−Xi(1)) = ∇ϕ(Xi0(0)−Xi(0))
+
∫ 1
0
∇∇ϕ(Xi0(s)−Xi(s)).(dXi0(s)− dXi(s)) +
∫ 1
0
∇∆ϕ(Xi0(s)−Xi(s))ds;
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en inse´rant ce re´sultat dans l’e´galite´ (5.14) et en regroupant les termes, on trouve
D~uH
Φ(Xi0,Γ) +D~uH
Φ(Xˆi0 ,Γˆ)
= ~u.
∑
i6=i0
∇ϕ(Xi0(0)−Xi(0))
−1
2
∑
i6=i0
∫ 1
0
~u.∇∇ϕ(Xi0(s)−Xi(s))
(
dXi(s) +
1
2
∑
j 6=i
∇ϕ(Xi(s)−Xj(s))ds
)
+
1
2
∑
i6=i0
∫ 1
0
~u.∇∇ϕ(Xi0(s)−Xi(s))
(
dXi0(s) +
1
2
∑
j 6=i0
∇ϕ(Xio(s)−Xj(s))ds
)
Or, on sait que pour tout i ∈ N∗ le processus
Xi(t)−Xi(0) + 1
2
∫ t
0
∑
j 6=i
∇ϕ(Xi(s)−Xj(s))ds,
est un mouvement brownien sous Qγ . Par conse´quent, on a
EQγ
((
D~uH
Φ(Xi0 ,Γ) +D~uH
Φ(Xˆi0 ,Γˆ)
)
f(Xi0(0),Γ(0))
)
= EQγ
((
~u.∇xhϕ(Xi0(0),Γ(0))
)
f(Xi0(0),Γ(0))
)
.
En de´sinte´grant la mesure de Campbell dans l’e´galite´ (5.13), et en inse´rant le re´sultat
ci-dessus, on prouve l’e´galite´ suivante
C !Qµ
(
~u.∇xhϕ(X(0),Γ(0))f(X(0),Γ(0))
)
= C !Qµ
(
~u.∇xf(X(0),Γ(0))
)
.
D’apre`s la proposition 3.6, cela prouve que µ est un champ de Gibbs canonique d’ha-
miltonien local hϕ. 
Remarque :
Pour de´montrer qu’une mesure re´versible est un champ de Gibbs canonique, nous
avons utilise´ uniquement le fait que Qµ = Qˆµ, ce qui est a` priori plus faible que la
re´versibilite´, puisque l’on ne suppose l’invariance de Qµ que sous l’action du retour-
nement du temps en 1 : s 7→ 1− s et non pour tout t ∈ [0,1] : s 7→ t− s.
5.2 Champs de Gibbs ge´ne´raux sur C interpre´te´s
comme diffusions
Dans le premier paragraphe de cette section, nous allons de´montrer une ge´ne´ralisation
de la re´ciproque du The´ore`me 4.11, dans le cas ou` H est un hamiltonien local quel-
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conque re´gulier. Nous montrons que tout champ de Gibbs canonique d’hamiltonien lo-
cal H suffisamment re´gulier est solution faible d’un syste`me d’e´quations diffe´rentielles
stochastiques dont la de´rive sera donne´e explicitement en fonction deH . Ensuite, dans
le deuxie`me paragraphe, on applique ce re´sultat pour e´tudier l’action du renverse-
ment du temps sur des champs de Gibbs sur C. Cela fournira ainsi une ge´ne´ralisation
des re´sultats de H. Fo¨llmer et A. Wakolbinger aux syste`mes continus. Le dernier
paragraphe traitera, quant a` lui, le cas du retournement du temps en re´gime non
stationnaire pour le syste`me de particules browniennes. Une application aux mesures
invariantes sera e´galement donne´e.
5.2.1 Repre´sentation comme diffusion d’un champ de Gibbs
canonique quelconque sur C
L’objectif de ce paragraphe est d’aboutir au The´ore`me 5.10 qui permet de repre´senter
une vaste classe de champs de Gibbs canoniques sur C comme des diffusions brow-
niennes infini-dimensionnelles.
E´nonc¸ons et de´montrons tout d’abord le lemme suivant :
Lemme 5.9. Soit (bt)t∈[0,1] une famille de fonctionnelles sur C⊗M(C) Ft-adapte´es et
P une probabilite´ sur M(C) telle que C !P soit σ-finie; alors les propositions suivantes
sont e´quivalentes :
i) La famille de processus
Wi,t := Θi(Γ)(t)−Θi(Γ)(0)−
∫ t
0
bs(Θi(Γ),Γ\Θi(Γ))ds, i ∈ N∗, t ∈ [0,1],
est une famille de Ft-mouvements browniens partant de 0 sous P.
ii) Le processus
Wt := X(t)−X(0)−
∫ t
0
bs(X,Γ)ds, pour t ∈ [0,1],
est un Ft-mouvement brownien partant de 0 sous 1I[0,M ](X(0))C !P , pour tout M > 0.
Preuve :
De´montrons que i) implique ii). Prouvons que Wt est une Ft-martingale de variation
quadratique t sous 1I[0,M ](X(0))C
!
P qui est par hypothe`se une mesure finie pour tout
M . Soit Fs une fonctionnelle deW , Fs-mesurable pour s ∈ [0,1]; alors on a pour t ≥ s
C !P
(
Fs(X,Γ)(Wt −Ws)
)
(5.15)
=
∫
M(Rd)
∑
i∈N∗
∫
M(C)
Fs(Θi(Γ),Γ\Θi(Γ))(Wi,t −Wi,s)P γ(dΓ)P0(dγ).
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Pour tout i ∈ N∗,Wi,t est un Ft-mouvement brownien sous P . DoncWi,t est inde´pendant
de la tribu F0, et est donc e´galement un Ft mouvement brownien sous P γ. Par
conse´quent, de l’e´quation (5.15) on de´duit
C !P
(
Fs(X,Γ)(Wt −Ws)
)
= 0;
Wt est une Ft-martingale. De la meˆme manie`re on montre que W 2t − t est une Ft-
martingale et on en de´duit ii).
Montrons maintenant que ii) implique i) : Soit γ ∈ M(Rd) et i ∈ N∗, Wt est un
Ft-mouvement brownien sous 1I[0,M ](X(0))C !P ; il est donc inde´pendant de F0 et par
conse´quent Wt est un Ft-mouvement brownien sous C !P
( |X(0) = θi(γ),Γ(0) =
γ\θi(γ)
)
.Or,
C !P
(
(dX,dΓ)
∣∣∣X(0) = θi(γ),Γ(0) = γ\θi(γ)) = P γ((dΘi(Γ),d(Γ\Θi(Γ)))),
donc Wi,t est un mouvement brownien sous P
γ. En re´inte´grant par la condition ini-
tiale, on montre que pour tout i ∈ N∗,Wi,t est un mouvement brownien sous P . 
Remarque : Dans la proposition i) on n’affirme pas que la famille de mouvements
browniens est inde´pendante.
Nous pouvons de´sormais e´noncer et de´montrer le the´ore`me principal de ce paragraphe.
The´ore`me 5.10. Soit P ∈ Gc(H,̟m) un champ de Gibbs canonique tempe´re´ sur C,
ou` m est une mesure σ-finie de M(Rd) et H un hamiltonien local de W
1,2
satisfaisant
la condition d’inte´grabilite´ (3.12); alors, en notant pour i ∈ N∗ Xi = Θi(Γ), la famille
de processus (
Xi(t)−Xi(0)−
∫ t
0
bs
(
Xi,
∑
j 6=i
δXj
)
ds
)
i∈N∗,t∈[0,1]
(5.16)
est une famille de P -mouvements browniens inde´pendants de Rd, ou` (bt(X,Γ))t∈[0,1]
est le processus adapte´ sur C ×M(C) de´fini par
bt(X,Γ) = −C !P
(
DtH(X,Γ)
∣∣∣Ft), pour λ p.t. t ∈ [0,1].
Preuve :
P est un champ de Gibbs canonique; par conse´quent d’apre`s la proposition 3.2, il
existe une mesure P˜ sur M(C) telle que C !P soit absolument continue par rapport a`
̟m⊗P˜ et donc a` fortiori la mesure finie 1I[0,M ](X(0))C !P est aussi absolument continue
par rapport a` ̟m ⊗ P˜ ; on en de´duit l’existence d’un processus adapte´ (bt)t∈[0,1] sur
C ⊗M(C) tel que le processus
X(t)−X(0)−
∫ t
0
bs(X,Γ)ds
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soit un Ft-mouvement brownien partant de 0 sous 1I[0,M ](|X(0)|)C !P , pour toutM ≥ 0.
D’apre`s le lemme 5.9, cela entraˆıne que pour tout i ∈ N∗
Bi(t) := Xi(t)−Xi(0)−
∫ t
0
bs
(
Xi,
∑
j 6=i
δXj
)
ds
est un Ft-mouvement brownien de Rd sous P . Montrons l’inde´pendance de ces mou-
vements browniens : d’apre`s le lemme 3.14, P γ ◦Θ−1 est une mesure de Gibbs sur CN∗ .
Par conse´quent, pour toute partie finie Λ de N∗, P γ ◦ Θ−1 est absolument continue
par rapport a`
(⊗
i∈Λ̟
θi(γ)
)⊗
(P γ ◦ Θ−1)Λc sur CN∗ et il existe donc un processus
(bΛi,t)i∈Λ tel que (
wi(t)− wi(0)−
∫ t
0
bΛi,s(w)ds
)
i∈Λ
soit une famille de mouvements browniens inde´pendants. Ce qui e´quivaut a`
(
Xi(t)−Xi(0)−
∫ t
0
bΛi,s(X1,X2, . . .)ds
)
i∈Λ
(5.17)
est une famille de mouvements browniens inde´pendants sous P γ.
Par unicite´ de la de´composition des semi-martingales, la famille de mouvements brow-
niens (Bi)i∈Λ a meˆme loi que la famille de mouvements browniens de´finie en (5.17),
ce qui entraˆıne l’inde´pendance de la famille (Bi)i∈N∗ .
Il nous reste a` identifier le processus (bt(X,Γ))t∈[0,1]. Le processus X(t) − X(0) −∫ t
0
bs(X,Γ)ds e´tant un Ft-mouvement brownien, c’est donc une Ft-martingale sous
1I[0,M ](|X(0)|)C !P ; on en de´duit l’e´quation fonctionnelle suivante :
C !P
(
Fs(X,Γ)
(
X(t)−X(s)−
∫ t
s
br(X,Γ)dr
))
= 0 (5.18)
pour tout 0 ≤ s ≤ t ≤ 1, et toute fonctionnelle Fs de W Fs-mesurable.
En comparant cette e´quation a` la formule d’inte´gration par parties (3.13) du The´ore`me
3.8 applique´e a` g = 1I]s,t] et Fs, on obtient
C !P
(
Fs(X,Γ)
(∫ t
s
(
br(X,Γ) +DrH(X,Γ)
)
dr
))
= 0.
On en de´duit que pour s ∈ Q ∩ [0,1] et toute fonction Fs de la forme
Fs(X,Γ) = f
(
X(t0,1 ∧ s), . . . ,X(t0,n ∧ s),Θ1(Γ)(t1,1 ∧ s), . . . ,Θ1(Γ)(t1,n ∧ s),
. . . ,Θn(Γ)(tn,1 ∧ s), . . . ,Θn(Γ)(tn,n ∧ s)
)
,
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ou` (t0,1, . . . ,tn,n) ∈ (Q∩[0,1])n(n+1) et f appartient a` un ensemble de´nombrable de fonc-
tions dense dans l’ensemble des fonctions continues a` support compact de (Rd)n(n+1)
dans R, l’e´quation suivante est satisfaite pour λ-presque tout r ∈ [0,1]
C !P
(
1Is≤rFs(X,Γ)
(
br(X,Γ) +DrH(X,Γ)
))
= 0.
En faisant tendre s vers r et en appliquant le the´ore`me de convergence domine´ on
obtient que pour λ-presque tout r ∈ [0,1]
br(X,Γ) = −C !P
(
DrH(X,Γ)
∣∣∣Fr). 
Afin de mieux comprendre ce que repre´sente la mesure C !P ( |Fs), nous e´nonc¸ons et
de´montrons le lemme suivant. On note X[0,t] (respectivement Γ[0,t]) le processus X
(respectivement Γ) restreint a` l’intervalle [0,t].
Lemme 5.11. Soit P une probabilite´ sur M(C) telle que C !P soit σ-finie; alors, pour
tout t ∈ [0,1], C !P -presque tout Γ ∈ M(C) et pour tout X ∈ C, on a
C !P
(
dX, dΓ
∣∣∣ X[0,t], Γ[0,t]) = P(dXi, d(Γ\Xi) ∣∣∣ Γ[0,t] + δX[0,t]), (5.19)
ou` i est l’entier tel que θi(Γ(0) + δX(0)) = X(0).
Preuve :
On a pour tout t ∈ [0,1] et toutes fonctions F et Ft de C ×M(C) dans R, telles que
Ft soit Ft-mesurable, les e´galite´s suivantes :
C !P
(
Ft(X,Γ)F (X,Γ)
)
=
∫
M(C)
∫
C
Ft(X,Γ\X)F (X,Γ\X)Γ(dX)P (dΓ)
=
∫
M(C)
∫
M(C)
∫
C
∫
C
Ft(X,Γ\X)F (X,Γ\X)
Γ(dX|X[0,t])Γ(dX[0,t])P (dΓ|Γ[0,t])P (dΓ[0,t])
=
∫
M(C)
∫
C
∫
M(C)
∫
C
F (X,Γ\X)Γ(dX|X[0,t])P (dΓ|Γ[0,t])
Ft(X,Γ\X)Γ(dX[0,t])P (dΓ[0,t])
=
∫
M(C)
∫
C
∫
M(C)
F (Xi,Γ\Xi)P (dΓ|Γ[0,t]\X[0,t] + δX[0,t])
Ft(X,Γ\X)Γ(dX[0,t])P (dΓ[0,t])
=
∫
C×M(C)
[ ∫
M(C)
F (Xi,Γ\Xi)P (dΓ|Γ[0,t] + δX[0,t])
]
Ft(X,Γ)C
!
P (dX[0,t],dΓ[0,t]),
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ou` i est un entier qui de´pend de X(0) et Γ(0) de la fac¸on indique´e dans l’e´nonce´ du
lemme. Il est alors e´vident que pour tout t ∈ [0,1], C !P -presque tout Γ ∈M(C) et tout
X ∈ C on a l’e´galite´ (5.19) attendue. 
5.2.2 Application au retournement du temps
Dans ce paragraphe, nous allons donner une application au retournement du temps
pour des diffusions provenant d’un champ de Gibbs canonique sur C. Soit P un champ
de Gibbs canonique sur C. Le lemme 3.12 affirme que la projection de P surM(Rd), a`
tout temps t ∈ [0,1], est un champ de Gibbs canonique sur Rd d’hamiltonien local ht.
Le The´ore`me 5.10 affirme quant a` lui que P et Pˆ sont les lois de diffusions browniennes.
L’objectif du The´ore`me 5.12 suivant est d’exhiber une relation entre l’hamiltonien ht
et les de´rives associe´es a` P et Pˆ . Dans [18], H. Fo¨llmer fut le premier a` de´montrer
cette formule dans le cas fini-dimensionnel; ensuite une version infini-dimensionnelle
sur CN∗ fut donne´e dans [19] par H. Fo¨llmer et A. Wakolbinger (cf aussi [38]).
Dans la suite, on note Hˆ(X,Γ) l’hamiltonien local H(Xˆ,Γˆ).
The´ore`me 5.12. Soit P ∈ Gc(H,̟λ) un champ de Gibbs canonique tempe´re´ sur C,
ou` H est un hamiltonien local tel que H et Hˆ soient dans W
1,2
et qu’ils ve´rifient la
condition d’inte´grabilite´ suivante :
∀M > 0, ∀t ∈ [0,1]
C !P
((|X(t)|+ ∫ 1
0
(|DsH|2 + |DsHˆ|2)ds
)
1I[0,M ]2(|X(0)|,Eϕ(Γ(0)))
)
< +∞; (5.20)
alors, en notant pour i ∈ N∗, Xi = Θi(Γ), il existe deux processus adapte´s (bs)s∈[0,1]
et (bˆs)s∈[0,1] de C ×M(C) dans R tels que la famille(
Xi(t)−Xi(0)−
∫ t
0
bs
(
Xi,
∑
j 6=i
δXj
)
ds
)
i∈N∗, t∈[0,1]
soit une famille de P -mouvements browniens inde´pendants et tels que(
Xi(t)−Xi(0)−
∫ t
0
bˆs
(
Xi,
∑
j 6=i
δXj
)
ds
)
i∈N∗ t∈[0,1]
soit une famille de Pˆ -mouvements browniens inde´pendants. Donc b et bˆ sont les
de´rives forward et backward associe´es a` P .
En notant ht l’hamiltonien local du champ de Gibbs canonique Pt = P ◦ pr−1t , on a
pour λ-presque tout t ∈ [0,1] et pour Pt-presque tout γ,
− ∇˜xht(x,γ) = C !P
(
bt(X,Γ) + bˆ1−t(Xˆ,Γˆ)
∣∣∣X(t) = x, Γ(t) = γ) λ-p.t. x,
(5.21)
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ou` ∇˜ est l’ope´rateur gradient faible au sens des distributions dans H1,2(Rd,λ). Dans
le cas d = 1, l’e´quation (5.21) est encore vraie si l’on remplace le gradient faible ∇˜
par l’ope´rateur gradient ∇ ordinaire.
Preuve :
Comme P est un champ de Gibbs canonique de Gc(H,̟λ), en remarquant que ˆ̟ λ =
̟λ on a que Pˆ ∈ Gc(Hˆ,̟λ). Donc l’existence des de´rives bt et bˆt est une conse´quence
du The´ore`me 5.10.
Par le The´ore`me 3.8, la formule d’inte´gration par parties (3.13) est satisfaite sous C !P .
En l’appliquant a` g = 1I[s,t] et a` F (X,Γ) = f(X(t),Γ(t)), on obtient que
C !P
(
f(X(t),Γ(t))
(
X(t)−X(s))) = (t− s)C !P(∇xf(X(t),Γ(t))
−C !P
(
f(X(t),Γ(t))D1I[s,t]H(X,Γ)
)
.
En retournant le temps dans le membre de gauche on obtient
C !
Pˆ
(
f(X(1− t),Γ(1− t))(X(1− t)−X(1− s)))
= (t− s)C !P
(
∇xf(X(t),Γ(t)
)
− C !P
(
f(X(t),Γ(t)))D1I[s,t]H(X,Γ)
)
.
En divisant par t − s et en faisant tendre t vers s, on trouve pour λ-presque tout
t ∈ [0,1]
−C !
Pˆ
(
f(X(1− t),Γ(1− t))bˆ1−t(X,Γ)
)
= C !P
(
∇xf(X(t),Γ(t))
)
+C !P
(
f(X(t),Γ(t))bt(X,Γ)
)
,
ce qui peut encore s’e´crire
− C !Pt
(
∇xf(x,γ)
)
= C !Pt
(
f(x,γ)q(x,γ)
)
(5.22)
ou` q(x,γ) = C !P
(
bˆ1−t(Xˆ,Γˆ) + bt(X,Γ)
∣∣X(t) = x, Γ(t) = γ).
Le lemme 3.12 prouve que Pt est un champ de Gibbs canonique de Gc(ht,λ), ou` ht
est un hamiltonien local inconnu. Par conse´quent, d’apre`s la Proposition 3.2, C !Pt =
e−htλ⊗Qt et l’e´quation (5.22) peut s’e´crire, pour Qt-presque tout γ,∫
Rd
∇xf(x,γ)e−ht(x,γ)λ(dx) = −
∫
Rd
f(x,γ)q(x,γ)e−ht(x,γ)λ(dx). (5.23)
La forme explicite des de´rives b et bˆ prouve que celles-ci sont dans L2(C !P ). Par
conse´quent la fonction qui a` x associe q(x,γ) est, pour Pt-presque tout γ, dans
L2(e−ht(x,γ)λ(dx)) et donc d’apre`s [2], elle est e´gale a` la de´rive´e logarithmique de la
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mesure e−ht(x,γ)λ(dx), dont nous rappelons, dans la proposition suivante, la de´finition
et la proprie´te´ que nous utilisons.
Proposition 5.13 (proposition 1.5 [2]). Une fonction v de Rd dans Rd est dite la
de´rive´e logarithmique de la mesure σ-finie m sur Rd, si pour toute fonction f de Rd
dans R a` support compact et de classe C1, on a∫
Rd
∇xf(x)m(dx) = −
∫
Rd
f(x)v(x)m(dx).
Si de plus, la fonction v est dans L2(m(dx)), alors il existe une fonction w dans
H1,2(Rd,λ) telle que
m(dx) = ew(x)λ(dx) et v = ∇˜w.
De cette proposition, on en de´duit que −ht(x,γ) est pour Pt-presque tout γ dans
H1,2(Rd,λ) avec pour gradient faible q(x,γ). En dimension d=1, l’e´quation (5.23)
prouve directement que pour Pt-presque tout γ, −ht(x,γ) est diffe´rentiable pour λ-
presque tout x et admet comme fonction gradient q(x,γ). 
5.2.3 Retournement du temps pour le syste`me de particules
browniennes
Dans ce paragraphe, nous allons appliquer le The´ore`me 5.12 du paragraphe pre´ce´dent
au cas particulier du syste`me de particules browniennes (4.3). Ensuite, nous donne-
rons une application aux mesures invariantes.
Corollaire 5.14. Soit µ un champ de Gibbs canonique tempe´re´ de Gc(h,λ), ou` h est
un hamiltonien local tel que, pour tout γ ∈MϕE (Rd), h(.,γ) est dans H1,2(Rd,λ) et
C!Qµ
(
|∇˜xh(X(1),Γ(1))|2
)
< +∞; (5.24)
alors pour tout t ∈ [0,1], il existe une fonction mesurable bˆt de Rd ×M(Rd) dans R
tel que la famille
(
Xi(t)−Xi(0)−
∫ t
0
bˆs
(
Xi(s),
∑
j 6=i
δXj(s)
)
ds
)
i∈N∗, t∈[0,1]
soit une famille de Qˆµ-mouvements browniens inde´pendants.
De plus, pour tout t ∈ [0,1] Qµ ◦ pr−1t est un champ de Gibbs canonique de Gc(ht,λ),
ou` ht satisfait pour λ-presque tout t et Q
µ ◦ pr−1t -presque tout γ
− ∇˜xht(x,γ) = −1
2
∇xhϕ(x,γ) + bˆ1−t(x,γ) λ-p.s. (5.25)
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Preuve :
On remarque tout d’abord graˆce au The´ore`me 4.11 que Qµ est un champ de Gibbs
canonique de Gc(h ◦ pr 0 + HΦ). De plus, graˆce a` l’hypothe`se (5.24) et a` un calcul
similaire a` celui de´veloppe´ dans la de´monstration du lemme 5.5, on montre que h◦pr 0+
HΦ satisfait la condition d’inte´grabilite´ (5.20). On peut donc appliquer le The´ore`me
5.12; la nature markovienne du syste`me (4.3) et donc de son renverse´ permet d’obtenir
une de´rive bˆt plus simple car markovienne. L’expression (5.21) admet donc e´galement
la forme plus simple (5.25). 
Nous pouvons de´duire de ce corollaire une information sur les mesures stationnaires
pour la dynamique du syste`me (4.3).
Corollaire 5.15. Soit µ une mesure stationnaire tempe´re´e pour le syste`me (4.3);
alors il existe un hamiltonien local hµ sur R
d telle que µ soit un champ de Gibbs
canonique de Gc(hµ,λ).
Si de plus, on suppose que pour C !µ-presque tout γ ∈ MϕE (Rd), hµ(.,γ) est dans
H1,2(Rd,λ) et
C!µ
(
|∇˜xhµ|2
)
< +∞, (5.26)
alors il existe un hamiltonien local hˆϕµ sur R
d tel que la famille(
Xi(t)−Xi(0) +
∫ t
0
1
2
∇˜hˆϕµ
(
Xi(s),
∑
j 6=i
δXj(s)
)
ds
)
i∈N∗ t∈[0,1]
soit une famille de Qˆµ-mouvements browniens inde´pendants et tel que, pour C !µ-
presque tout γ,
hµ(x,γ) =
1
2
hϕ(x,γ) +
1
2
hˆϕµ(x,γ) λ-p.s.. (5.27)
Preuve :
C’est une application directe de la Proposition 5.3 et du Corollaire 5.14. 
Il existe depuis longtemps la conjecture que les mesures stationnaires pour le syste`me
(4.3) sont les champs de Gibbs canoniques d’hamiltonien local hϕ et de mesure de
re´fe´rence λ. D’apre`s le Corollaire 5.15, une mesure stationnaire est un champ de Gibbs
canonique d’hamiltonien local hϕ si et seulement hˆϕµ = h
ϕ. Cette approche, base´e sur
le retournement du temps, n’ayant pas porte´ ses fruits pour montrer que, dans le cadre
des diffusions indexe´es par le re´seau Zd, les mesures stationnaires sont re´versibles, il
semble peu probable que la formule (5.27) permette de de´montrer la conjecture dans
le cadre des syste`me continus.
Ne´anmoins, une re´ponse partielle a` cette question fut apporte´e par J. Fritz , S. Rœlly
et H. Zessin [17]. En effet, ils de´montrent, en dimension d ≤ 3, que, sous l’hypothe`se
supple´mentaire d’entropie spe´cifique finie, les mesures stationnaires invariantes par
translation sont des champs de Gibbs canoniques d’hamiltonien local hϕ.
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5.3 Le cas d ≥ 4
Certains re´sultats pre´sente´s dans la the`se restent exacts dans le cas d ≥ 4.
En effet, dans le cas d = 4, le The´ore`me 4.11 est encore vrai; on en donnera l’e´nonce´
pre´cis et la preuve dans le The´ore`me 5.16. Par contre les techniques que nous de´veloppons
ici pour d ≤ 3 ne permettent pas de de´montrer le lemme 4.8 dans le cas d = 4, et donc
on ne peut pas cerner quand l’hypothe`se d’existence de moments pour la variable ζη,
dans la partie re´ciproque du The´ore`me 5.16, est satisfaite. De meˆme, la de´monstration
de la Proposition 5.6 n’est pas adaptable dans le cas d = 4, car elle s’appuie sur la
Proposition 5.4 dont la de´monstration ne´cessite des moments pour la fonction ζη.
Dans le cas d > 4, il n’existe pas de preuve d’existence de solution faible au syste`me
(4.3) hormis le cadre stationnaire de´veloppe´ par R. Lang. Dans ce cas le The´ore`me
4.11 reste valable du moment que h = hϕ (voir The´ore`me 5.19). Par contre, la
de´monstration du lemme 4.8 n’est pas adaptable dans le cadre stationnaire et donc,
de manie`re analogue au cas d = 4, on ne peut pas cerner quand l’hypothe`se d’exis-
tence de moments pour la variable ζη du The´ore`me 5.19 est satisfaite.
Les The´ore`mes 5.10 et 5.12 restent quant a` eux e´videmment vrais pour d quelconque;
la dimension d ≤ 3 n’intervient a` aucun moment ni dans les e´nonce´s, ni dans les
preuves. Par contre l’application que l’on peut en faire pour le syste`me (4.3), co-
rollaires 5.14 et 5.15, n’est valable qu’en dimension d ≤ 3 car l’hypothe`se sur les
moments de ζη est indipensable dans la preuve que nous donnons de ces corollaires.
E´nonc¸ons tout d’abord le the´ore`me analogue au The´ore`me 4.11 dans le cas ou` d = 4.
The´ore`me 5.16. Soit h un hamiltonien local sur R4 et m une mesure de re´fe´rence
σ-finie de M(R4); alors les deux assertions suivantes sont vraies :
pour tout µ ∈ G(h,m) ϕ-tempe´re´e, alors Qµ ∈ G(h ◦ pr 0 +HΦ,̟m),
pour tout µ ∈ Gc(h,m) ϕ-tempe´re´e, alors Qµ ∈ Gc(h ◦ pr 0 +HΦ,̟m).
Re´ciproquement, soit P un champ de Gibbs canonique tempe´re´ de Gc
(
h ◦ pr0 +
HΦ,̟m
)
. S’il existe η ∈]0,1[ tel que la variable ζη admette un moment d’ordre 81−η
sous P , alors P est la loi Qµ solution du syste`me (4.3), ou` la loi initiale µ = P0 est
un champ de Gibbs canonique de Gc(h,m). De plus, si P ∈ G
(
h◦pr 0+HΦ,̟m
)
, alors
P0 ∈ G(h,m).
Preuve :
Elle est identique a` la preuve du The´ore`me 4.11. Il suffit de remarquer que la variable
ζlog est finie Q
µ-presque suˆrement. En effet, la Proposition 4.3 n’est pas de´montrable
dans le cas d = 4, mais elle peut eˆtre remplace´e par la proposition suivante, qui prouve
que ζlog est finie Q
γ-presque suˆrement, meˆme si les estime´es sur la queue de la loi de
ζlog de la Proposition 4.3 ne sont plus de´montre´es dans le cas d = 4.
Proposition 5.17. Pour tout γ ∈MϕE (R4), ζlog est finie Qγ-presque suˆrement.
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Preuve :
La de´monstration est identique a la de´monstration de la Proposition 4.3 de´veloppe´e
dans le paragraphe 4.2.1. hormis le fait qu’elle ne s’appuie plus sur le lemme 4.4, qui
n’est pas de´montre´ dans le cas d = 4, mais sur le lemme suivant qui est e´galement duˆ
a` J. Fritz.
Lemme 5.18 ([16] Proposition 2). Pour tout γ ∈ MϕE (R4), ‖Γ‖Eϕ est finie Qγ-
presque suˆrement.

Donnons maintenant le the´ore`me analogue au The´ore`me 4.11 dans le cadre station-
naire avec d quelconque.
The´ore`me 5.19. Soit d un entier positif; alors les deux assertions suivantes sont
vraies :
pour tout µ ∈ G(hϕ,λ) tempe´re´ au sens de Ruelle , alors Qµ ∈ G(hϕ◦pr 0+HΦ,̟m),
pour tout µ ∈ Gc(hϕ,λ) tempe´re´ au sens de Ruelle , alors Qµ ∈ Gc(hϕ◦pr0+HΦ,̟m).
Re´ciproquement, soit P un champ de Gibbs canonique de Gc
(
hϕ ◦ pr 0+HΦ,̟m
)
. S’il
existe η ∈]0,1[ tel que la variable ζη admette un moment d’ordre 2d1−η sous P , alors P
est la loi Qµ solution du syste`me (4.3), ou` la loi initiale µ = P0 est un champ de Gibbs
canonique de Gc(hϕ,m). De plus, si P ∈ G
(
hϕ ◦ pr 0 +HΦ,̟m
)
, alors P0 ∈ G(hϕ,m).
Preuve :
La preuve est identique a` celle du The´ore`me 4.11 en remarquant que ζlog est finie
Qµ-presque suˆrement graˆce au The´ore`me 4.1. 
5.4 Perspectives
Sur la base du travail pre´sente´ ici, il reste bien e´videmment de nombreuses pistes
a` explorer et d’applications a` de´velopper.
Il semble par exemple possible d’utiliser la structure gibbsienne des solutions du
syste`me (1.2) pour en e´tudier la limite hydrodynamique, c’est-a`-dire la limite quand
ε tend vers 0 de la loi de εΓ(ε−2t) lorsque Γ est solution du syste`me (cf [55]).
Une autre piste envisageable est la ge´ne´ralisation du the´ore`me d’e´quivalence du cha-
pitre 4, entre eˆtre une diffusion infini-dimensionnelle de type gradient et eˆtre un champ
de Gibbs sur C, a des diffusions infini-dimensionnelles plus ge´ne´rales; par exemple,
dans le cas ou` la de´rive n’est plus a` porte´e finie ou est de type hardcore, etc.
Enfin, le point de vue des champs de Gibbs espace-temps (donc concernant un ho-
rizon de temps infini) est une autre piste qui semble prometteuse pour les syste`mes
continus puisque dans le cadre des syste`mes re´ticule´s, elle a permis d’obtenir (cf [5])
118 Applications et ge´ne´ralisation
des re´sultats d’existence et d’unicite´ de diffusions infini-dimensionnelles a` de´rives non-
markoviennes .
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