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  à	  corriger	  le	  reste	  des	  fautes	  présentes	  dans	  ce	  manuscrit.	  	  
	  
Je	  ne	  pouvais	  pas	  aussi	  ne	  pas	  remercier	  tout	  mes	  amis	  et	  collègues	  qui	  m'on	  permis	  
de	  me	   changer	   les	   idées	   durant	  mes	   études	   supérieures	   et	   désolé	   par	   avance	   pour	  
ceux	  que	  je	  vais	  oublier	  de	  citer.	  Donc	  merci	  à	  :	  Max	  l'homme	  à	  l'harmonica	  plus	  connu	  
sous	  le	  nom	  de	  l'ours	  des	  Carpates	  ;	  Mika	  qui	  aujourd'hui	  ne	  se	  fait	  pas	  de	  sushis	  ;	  JB	  
mi-­‐homme	  mimolette	  ;	  Nemo	  le	  poisson	  qui	  fait	  des	  bulles	  en	  verres	  ;	  Remi	  dit	  le	  lapin	  
et	   je	   veux	   pas	   savoir	   pourquoi	   ;	   Manu	   ou	   John	   ou	   Manu	   ah	   je	   sais	   plus	   !	   ;	   Eden	  
l'homme	   à	   la	   basse	   acoustique	   ;	   Robin	   mais	   kesseu-­‐c'est	   ?	   ;	   Toftof	   qui	   a	   reçu	  
l'illumination	   divine	   ;	   Erwin	   et	  Mathias	   	   mes	   senpai	   geek	   ;	   Simon	   ;	   	   Bertrand	   ;	   Ju	   ;	  
Yoan	  ;	  ...	  	  
	  
Un	   merci	   un	   peu	   spécial	   à	   tous	   ces	   professeurs	   du	   cycle	   secondaire	   qui	   pensaient	  
détenir	   la	   panacée,	   alors	  qu'ils	   n'ont	   jamais	   compris	   les	  problèmes	  engendrés	  par	   la	  
dyslexie.	  Ces	  derniers	  pensaient	  que	  je	  n'avais	  pas	  la	  capacité	  intellectuelle	  pour	  avoir	  
le	   bac	   et	   que	   l'obtention	  d'un	  BEP	   serait	   déjà	   un	  exploit	   en	   soi	   dans	  mon	   cas.	  Donc	  
merci	  à	  eux	  car	  ils	  m'ont	  finalement	  donné	  envie	  de	  leur	  donner	  tort,	  ce	  qui	  a	  souvent	  
été	  une	  source	  de	  motivation	  durant	  mes	  études	  supérieures.	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Introduction	  Générale	  	  
	   Les	   océans	   sont	   des	   systèmes	   complexes	   très	   variables	   comportant	   de	  
nombreux	   forçages	   spatiaux	   et	   temporels	   à	   multi-­‐échelle.	   Cette	   variabilité	   est	  
généralement	   plus	   marquée	   dans	   les	   zones	   côtières.	   Actuellement,	   il	   n'y	   a	   pas	   de	  
consensus	   qui	   aboutisse	   à	   une	   définition	   unanime	  des	   écosystèmes	   côtiers,	  mais	   on	  
peut	  citer	  une	  définition	  liée	  aux	  sciences	  océanographiques	  qui	  a	  été	  proposée	  par	  B.	  
Quéguiner	   en	   2011	   (Quéguiner,	   2011)	   :	   "Les	   écosystèmes	   côtiers	   sont	   des	   entités	  
géomorphologiques	  assurant	  la	  transition	  entre	  le	  continent	  et	  l'océan.	  Par	  rapport	  au	  
domaine	  océanique	  les	  caractéristiques	  majeures	  de	  ces	  écosystèmes	  sont	   leur	  faible	  
profondeur,	  leur	  volume	  restreint	  et	  l'influence	  des	  apports	  d'eau	  douce,	  ainsi	  qu’une	  
variabilité	   à	   haute	   fréquence	   directement	   reliée	   à	   celle	   des	   facteurs	   physiques	  
(marées,	  vents,	  débits	  fluviaux)".	  	  
	   Les	  écosystèmes	  côtiers	  marins	  sont	  parmi	  les	  écosystèmes	  les	  plus	  fertiles	  sur	  
terre	   (Polis	   and	   Hurd,	   1996).	   Les	   perturbations	   anthropiques	   qui	   vont	   impacter	   ces	  
systèmes	  vont	  majoritairement	   toucher	   le	  premier	  échelon	  du	   réseau	   trophique,	  qui	  
est	   principalement	   constitué	   par	   le	   phytoplancton.	   Les	   pollutions	   d'origine	   chimique	  
engendrent	  des	  phénomènes	  d'eutrophisation	  et	  d'eaux	  rouges	  (Lancelot	  and	  Mathot,	  
1987,	  Ménesguen,	   2003).	   Depuis	   les	   années	   1980,	   les	   côtes	   de	   la	  Manche	   orientale	  
sont	   soumises	   à	   un	   apparent	   dérèglement	   dans	   les	   successions	   d'espèces	  
phytoplanctoniques	  qui	  ont	  lieu	  au	  cours	  des	  blooms	  printaniers.	  Ce	  dérèglement	  est	  
caractérisé	  par	  des	  concentrations	  de	  Phaeocystis	  globosa	   très	   importantes	  dans	  ces	  
blooms.	  Des	  études	  montrent	  que	  ce	  phénomène	  pourrait	  être	  dû	  à	  une	  combinaison	  
entre	   des	   anomalies	   climatiques	   (Peperzak,	   2003,	   Harley	   et	   al.,	   2006,	   Gómez	   and	  
Souissi,	  2008)	  et	  des	  rejets	  de	  sels	  nutritifs	  dans	  les	  fleuves	  liés	  à	  l'activité	  anthropique	  
tels	  que	   les	  nitrates	   (Menesguen	  et	   al.,	   2001,	   Lefebvre,	   2008,	   Lefebvre	  et	   al.,	   2008).	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Contrairement	   à	   leurs	   homologues	   pélagiques,	   les	   écosystèmes	   côtiers	   ont	   une	  
réponse	   plus	   rapide	   aux	   différentes	   perturbations	   qu'ils	   peuvent	   subir	   (Paerl,	   2006,	  
Gypens	  et	  al.,	  2007,	  Heisler	  et	  al.,	  2008,	  Spilmont	  et	  al.,	  2009a,	  Richlen	  et	  al.,	  2010),	  ce	  
qui	  rend	  l'étude	  de	  leurs	  dynamiques	  relativement	  ardue.	  
	   Au	  cours	  des	  20	  dernières	  années,	  grâce	  aux	  multiples	  travaux	  de	  vulgarisation	  
effectués	  par	  l'ensemble	  de	  la	  communauté	  scientifique,	  il	  y	  a	  eu	  un	  début	  de	  prise	  de	  
conscience	  de	   la	   part	   des	   organisations	   publiques	   et	   privées	   de	   l'impact	   négatif	   que	  
pouvait	  avoir	   l'homme	  sur	   le	  milieu	  marin.	   La	   zone	   littorale	  étant	   la	  première	  à	  être	  
impactée	  par	  cette	  pollution	  anthropique,	  il	  va	  donc	  y	  avoir	  des	  retombées	  directes	  sur	  
l'économie	  de	  toutes	  les	  villes	  qui	  bordent	  l'ensemble	  des	  littoraux	  ;	  étant	  donné	  que	  
l'économie	  de	  ces	  villes	  est	  en	  grande	  majorité	   liée	  aux	  activités	  nautiques	  (pêche	  et	  
transformation	  de	  poisson,	   activités	  de	   loisirs	  nautiques,	   stations	  balnéaires...).	  Dans	  
ce	   cadre-­‐là,	   de	   nombreux	   programmes	   internationaux	   (OSPAR	   pour	   OSlo	   PARis),	  
nationaux	   (Natura	   2000,	   parcs	   marins	   et	   ZNIEFF	   pour	   Zones	   Naturelles	   d'Intérêt	  
Ecologique	  Faunistique	  et	  Floristique),	  ayant	  pour	  objectif	  de	  contrôler	  l'état	  des	  zones	  
côtières	  et	  de	  les	  amener	  vers	  un	  "bon	  état",	  ont	  vu	  le	  jour.	  Des	  réseaux	  de	  suivis	  de	  la	  
qualité	   des	   eaux	   (SOMLIT,	   SRN	   et	   REPHY)	   ont	   été	   mis	   en	   place	   sur	   l'ensemble	   du	  
littoral	   français.	   Les	   prélèvements	   d'eau	   de	   mer	   manuels	   liés	   à	   ces	   réseaux	   sont	  
effectués	  avec	  une	  périodicité	  bimensuelle	  :	  par	  conséquent	  on	  les	  qualifie	  de	  réseaux	  
basses	   fréquences.	   Il	   est	   de	   plus	   en	   plus	   manifeste	   que	   les	   fréquences	   temporelles	  
liées	   à	   ce	   type	   de	   réseaux	   ne	   sont	   pas	   suffisantes	   pour	   expliquer	   l'ensemble	   des	  
phénomènes	  présents	  en	  milieu	  côtier	  (Blain	  et	  al.,	  2004).	  
	   La	  miniaturisation	  et	  l'automatisation	  des	  capteurs	  océanographiques	  a	  permis	  
la	   création	   de	   systèmes	   automatisés	   possédant	   des	   fréquences	   d'échantillonnage	  
inférieures	  à	  une	  heure,	  qui	  sont	  qualifiés	  de	  hautes	  fréquences.	  Les	  bases	  de	  données	  
qui	  résultent	  de	  ces	  systèmes	  vont	  permettre	  de	  palier	  au	  manque	  d'information	  des	  
réseaux	  basses	  fréquences.	  Mais	   les	  outils	  méthodologiques	  qui	  prennent	  en	  compte	  
la	   dynamique	   non-­‐linéaire	   induite	   par	   les	   forçages	   à	  multi-­‐échelle	   présents	   dans	   les	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zones	   côtière,	   ne	   sont	   pas	   standardisés.	   Cette	   thèse	   est	   donc	   une	   contribution	   au	  
développement	   et	   à	   l'adaptation	   de	   méthodes	   d'analyses	   des	   séries	   temporelles	  
hautes	  fréquences	  à	   long	  terme	  dans	   le	  milieu	  marin.	  Les	   interactions	  et	  couplages	  à	  
échelles	   multiples	   demandent	   une	   méthodologie	   particulière	   qui	   est	   capable	   de	  
décrire	  l'intensité	  de	  ces	  phénomènes,	  compte	  tenu	  de	  leur	  caractère	  aléatoire.	  Dans	  
ce	   cadre-­‐là,	   les	   analyses	   spectrales	   généralement	   utilisées	   dans	   le	   milieu	   de	   la	  
turbulence,	  seront	  un	  atout	  de	  taille	  dans	  la	  caractérisation	  de	  ces	  dynamiques	  à	  multi-­‐
échelles.	  	  
	   Cette	  étude	  se	  présente	  sous	  la	  forme	  de	  3	  chapitres.	  Le	  chapitre	  I	  Matériels	  et	  
Méthodes	  expose	  les	  réseaux	  basse	  fréquence	  et	  haute	  fréquence	  dont	  sont	  issues	  les	  
bases	  de	  données	  que	  nous	  utilisons	  dans	  cette	  étude,	  les	  paramètres	  analysés	  et	  les	  
outils	  méthodologiques	   qui	   sont	   utilisés	   sur	   les	   séries	   temporelles.	   Le	   chapitre	   II	   est	  
consacré	   à	   l'étude	   de	   la	   dynamique	   de	   la	   biomasse	   phytoplanctonique.	   On	   regarde	  
tout	  d'abord	  la	  dynamique	  interannuelle	  et	  celle	  des	  extrêmes,	  puis	  la	  dépendance	  qui	  
existe	  entre	   la	   fluorescence	  et	   les	  autres	  paramètres,	  par	   l'intermédiaire	  une	  analyse	  
multi-­‐variée.	   On	   utilise	   la	   méthode	   Empirical	   Mode	   Decomposition	   (EMD)	   et	   les	  
densités	   de	   probabilités,	   ou	   Probability	   Density	   Function	   (PDF)	   pour	   affiner	   notre	  
analyse	  sur	  la	  dynamique,	  ainsi	  que	  des	  analyses	  spectrales	  basées	  sur	  la	  transformée	  
de	  Hilbert.	  Pour	  finir	  sur	   les	  relations	  entre	   la	  dynamique	  de	  fluorescence	  et	   l'impact	  
potentiel	  de	  la	  stratification	  sur	  ces	  mécanismes.	  	  
	   Le	  chapitre	  III	  présente	  une	  étude	  comparative	  portant	  sur	  plusieurs	  réseaux	  de	  
surveillance	  en	  milieu	  côtier.	  Dans	  cette	  optique,	  on	  débute	  avec	  deux	  comparaisons	  :	  
les	   réseaux	   hautes	   fréquences	   versus	   basses	   fréquences	   et	   les	   réseaux	   hautes	  
fréquences	   versus	   hautes	   fréquences.	   Puis	   on	   teste	   la	   dépendance	   qu'il	   pourrait	  
exister	   entre	   les	   températures	   de	   la	   Manche	   occidentale	   et	   orientale,	   par	  
l'intermédiaire	   de	   deux	   méthodes	   de	   cross-­‐corrélation.	   La	   première	   méthode	   est	  
plutôt	   classique	   et	   se	   base	   sur	   le	   co-­‐spectre.	   Quant	   à	   la	   deuxième	   il	   s'agit	   de	   la	  
méthode	  Time	  Dependent	   Intrinsic	  Correlation	  Analysis	   (TDIC)	  qui	  permet	  de	  donner	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une	   corrélation	   sous	   la	   forme	  de	  plusieurs	   fenêtres	   graphiques	  qui	  ont	   chacune	  une	  
échelle	   caractéristique.	  Ce	   chapitre	   se	   termine	   sur	  une	   comparaison	  des	   spectres	  de	  
températures	  issues	  des	  différents	  systèmes	  automatisés	  hautes	  fréquences	  à	  travers	  
le	  monde.	  A	   la	   fin	  de	  ce	  manuscrit	  en	  annexe	  nous	  avons	  aussi	  étudié	   la	   réponse	  de	  
différentes	  méthodes	  spectrales	  au	  manque	  de	  données	  dans	  les	  séries	  temporelles.	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1.	  Introduction	  
	   La	  biodiversité	  présente	  dans	  les	  écosystèmes	  côtiers	  est	  la	  plus	  importante	  du	  
milieu	  marin	  (Gray,	  1997).	  Ces	  zones	  côtières	  sont	  également	  les	  premières	  soumises	  
aux	   impacts	   anthropiques,	   tels	   que	   les	   rejets	   provenant	   des	   industries	   et	   des	  
particuliers	  majoritairement	  transportés	  par	  les	  fleuves,	  les	  dragages	  effectués	  lors	  des	  
opérations	  de	  désenvasement	  et	  les	  phénomènes	  de	  pêcherie	  intensive.	  Or	  cet	  impact	  
anthropique	  ne	  va	  pas	   se	   limiter	  aux	   zones	   côtières,	   la	  pollution	  va	   transiter	  par	   ces	  
zones	  avant	  d'être	  dispersée	  par	   les	   courants	  et	   l'activité	  biologique,	   sur	   l'intégralité	  
des	  mers	  et	  des	  océans	  du	  globe	  (Smith,	  2003).	  
	   Pour	   comprendre	   l'impact	   que	   peut	   exercer	   l'homme	   sur	   ces	   écosystèmes,	  
nous	   avons	   besoin	   de	   séries	   temporelles	   à	   long	   terme,	   qui	   vont	   nous	   donner	   des	  
indices	   pour	   retracer	   l'évolution	   des	   mécanismes	   présents	   dans	   le	   milieu	   et	   leur	  
évolution	   au	   cours	   du	   temps.	   Pour	   répondre	   à	   ce	   type	   de	   problématique,	   L'INSU	  
(Institut	   National	   des	   Sciences	   de	   l'Univers)	   a	   mis	   en	   place	   en	   1997	   le	   programme	  
SOMLIT	  (Service	  d'Observation	  en	  Milieu	  LITtoral).	  Ce	  programme	  consiste	  à	  effectuer	  
des	  relevés	  de	  manière	  bimensuelle	  en	  point	  fixe	  sur	  une	  radiale,	  en	  différents	  points	  
du	   littoral	   français.	   Le	   Programme	   SOLMIT	   comprend	   la	   mesure	   de	   16	   paramètres	  
biogéochimiques,	   qui	   ont	   été	   choisis	   pour	   leur	   pertinence	   en	   tant	   qu'indicateur	   de	  
"l'état	   de	   santé"	   de	   l'écosystème.	   En	   1992	   IFREMER	   (Institut	   Français	   de	   Recherche	  
pour	  l'Exploitation	  de	  la	  MER)	  a	  lancé	  son	  propre	  programme	  de	  surveillance	  du	  littoral	  
qui	  a	  été	  appelé	  SRN	  (Suivi	  Régional	  des	  Nutriments).	  Les	  paramètres	  enregistrés	  sont	  
quasiment	   les	  mêmes	  que	  dans	   le	   programme	   SOMLIT.	   La	   différence	   entre	   les	   deux	  
programmes	   est	   principalement	   liée	   à	   la	   géographie	   des	   zones	   d'études,	   car	  
contrairement	   à	   SOMLIT,	   le	   programme	   SRN	   se	   limite	   à	   la	   Manche	   Orientale	   qui	  
comprend	  la	  région	  des	  littoraux	  du	  Pas-­‐de-­‐Calais	  et	  de	  la	  Picardie.	  	  
	   L'évolution	  de	   la	   technologie	  a	  permis	   la	  mise	  en	  place	  de	   systèmes	  capables	  
d'effectuer	  des	   relevés	  de	  manière	  autonome,	  avec	  une	   fréquence	  d'échantillonnage	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beaucoup	   plus	   importante.	   Ces	   systèmes	   automatisés	   sont	   capables	   d'effectuer	   des	  
échantillonnages	  avec	  une	  périodicité	  s'étalant	  sur	  une	  plage	  allant	  de	  10	  minutes	  à	  12	  
heures,	   selon	   la	   conception	  du	   système	  pris	  en	   compte,	  ou	   les	  paramètres	  mesurés.	  
Une	   collaboration	   entre	   l'état,	   le	   FEDER	   (Fonds	   européen	   de	   Développement	  
Economique	   et	   Régional),	   le	   conseil	   régional	   du	   Nord-­‐Pas-­‐de-­‐Calais,	   l'IFREMER	   et	   le	  
CNRS	   (Centre	   National	   de	   la	   Recherche	   Scientifique)	   a	   permis	   la	   mise	   en	   place	   du	  
système	  MAREL	  Carnot,	  à	  la	  sortie	  de	  la	  rade	  du	  port	  de	  la	  ville	  de	  Boulogne-­‐sur-­‐Mer.	  
Notre	  étude	  portera	  principalement	  sur	  les	  données	  enregistrées	  par	  ce	  dispositif.	  En	  
mars	  2014	  MAREL	  Carnot	  a	  fêté	  ses	  10	  ans	  de	  mise	  en	  service,	  il	  en	  résulte	  donc	  une	  
importante	   série	   temporelle.	   Les	   paramètres	   enregistrés	   par	   MAREL	   Carnot	   sont	  
quasiment	  les	  mêmes	  que	  ceux	  relevés	  par	  le	  programme	  SOMLIT	  et	  permettent	  donc	  
un	  suivi	  de	  "l'état	  de	  santé"	  d'un	  écosystème.	  Nous	  comparerons	  les	  jeux	  de	  données	  
provenant	   de	  MAREL	   Carnot	   à	   d'autres	   systèmes	   automatisés	   à	   point	   fixe	   d'origines	  
diverse	  :	  à	  Brest,	  à	  Roscoff,	  au	  Royaume-­‐Uni	  et	  au	  Canada.	  
	   La	   différence	   de	   périodicité	   entre	   les	   différents	   types	   échantillonnages	   nous	  
permet	   de	   qualifier	   les	   programmes	   SOMLIT	   et	   SRN	   d'échantillonnages	   basses	  
fréquences,	   en	   opposition	   aux	   échantillonnages	   effectués	   par	   des	   systèmes	  
automatisés	   que	   nous	   qualifierons	   de	   hautes	   fréquences.	   Pour	   analyser	   ces	   séries	  
temporelles,	  nous	  utiliserons	  différentes	  méthodes	  statistiques	  inspirées	  des	  domaines	  
de	   la	   physique	   statistique	   et	   de	   la	   turbulence.	   Nous	   utiliserons	   aussi	   une	   méthode	  
innovante	   d'analyse	   des	   séries	   temporelles,	   intitulée	   EMD	   (Empirical	   Mode	  
Decompostion)	   (Huang	  et	  al.,	  1998).	  Elle	  a	  été	  proposée	  à	   la	   fin	  des	  années	  1990,	  et	  
rencontre	  actuellement	  un	  grand	  succès	  dans	   les	  sciences	  de	   la	   terre	  et	  de	   l'univers,	  
avec	  plus	  de	  9500	  citations	  dans	  des	  revues	  internationales.	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2.	  Présentation	  des	  réseaux	  d'analyses	  Basse	  fréquence	  
2.1	  SOMLIT	  
	   Le	   programme	   SOMLIT	   est	   un	   service	   d'observation	   labélisé	  mis	   en	   place	   en	  
1997	   sous	   la	   tutelle	   de	   l'INSU.	   Il	   a	   pour	   principale	   fonction	   de	   suivre	   l'évolution	  
temporelle	   sur	   le	   long	   terme	  d'un	  ensemble	  de	  paramètres	  biogéochimiques	   le	   long	  
des	  côtes	  françaises	  (Cariou	  et	  al.,	  2002).	  Les	  objectifs	  définis	  lors	  de	  la	  création	  de	  ce	  
réseaux	  basse	  fréquence	  sont	  les	  suivants	  :	  
• Examiner	  les	  changements	  sur	  le	  long	  terme	  dans	  les	  écosystèmes	  côtiers,	  puis	  
quantifier	  la	  part	  de	  variations	  climatiques	  et	  anthropiques.	  	  
• Homogénéiser	   l'acquisition	   d'un	   ensemble	   de	   paramètres	   (hydrologiques,	  
climatiques,	   chimiques	   et	   biologiques)	   et	   les	   rendre	   accessibles	   à	   la	  
communauté	  scientifique.	  
• Définir	  une	  situation	  de	  "normalité"	  sur	  les	  3	  façades	  du	  littoral	  français,	  dans	  
le	  but	  d'effectuer	  des	  comparaisons.	  
• Etablir	  un	  cadre	  spatio-­‐temporel	  pour	  les	  actions	  de	  recherche,	  afin	  d'expliquer	  
les	  variations	  observées.	  	  
Ce	  réseau	  regroupe	  actuellement	  9	  stations	  marines,	  avec	   l'intégration	  assez	  récente	  
en	  2012	  de	  la	  station	  de	  La	  Rochelle	  (voir	  le	  	  tableau	  1-­‐1.	  et	  la	  figure	  1-­‐1.).	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Station	  Marine	   Site	  de	  
prélèveme
nt	  
Coordonnées	   Début	  de	  la	  
série	  
Fréquence	  
d'échantillonnage	  
Niveau	  de	  
prélèvement	  
Arcachon	   Eyrac	   1°10'00	  W	  
44°40'00N	  
Décembre	  
1996	  
2	  semaines	   Surface/Fond	  et	  
profils	  
Banyuls	   Sola	   03°08'70E	  
42°29'30N	  
Mars	  1997	   1	  semaine	   Surface/Fond	  et	  
profils	  
Brest	   Portzic	   4°33'07W	  
48°21'32N	  
Mars	  1998	   1	  semaine	   Surface	  
	  
	  
Gironde	  
Pk	  86	   0°57'00W	  
45°31'00N	  
Mars	  1997	   	  
	  
1	  mois	  
	  
	  
Surface/Fond	  Pk	  52	   0°43'50W	  
45°14'80N	  
1978	  
Pk	  30	   0°40'54W	  
45°06'04N	  
1984	  
La	  Rochelle	   Antioche	   1°18'30W	  
46°05'03N	  
Juin	  
2011	  
2	  semaines	   Surface	  
Luc-­‐sur-­‐Mer	   LucL	   0°20'47W	  
49°19'7N	  
Janvier	  2007	   2	  semaines	   Surface	  
Marseille	   Frioul	   05°17'30E	  
43°14'30N	  
Mars	  1994	   2semaines	   Surface/Fond	  et	  
profils	  
	  
Roscoff	  
Estacade	   3°58'58W	  
48°43'56N	  
Janvier	  1985	   	  
2	  semaines	  
Surface	  
Astan	   3°56'15W	  
48°46'40N	  
Janvier	  2000	   Surface/Fond	  et	  
profils	  
Villefranche	   Point	  B	   7°19'00E	  
43°41'00N	  
Aout	  
1991	  
1	  semaine	   Surface	  et	  profils	  
	  
Wimereux	  
Point	  C	   1°31'17E	  
50°40'75N	  
	  
Novembre	  
1995	  
	  
2	  semaines	  
	  
Surface/Fond	  et	  
profils	  Point	  L	   1°24'60E	  
50°40'75N	  
Tableau	  1-­‐1.	  Récapitulatif	  de	  toutes	   les	  stations	  de	  prélèvements	  SOMLIT	   implantées	  
le	  long	  des	  trois	  façades	  maritimes.	  (http://somlit.epoc.u-­‐bordeaux1.fr)	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Figure	  1-­‐1.	  Les	  stations	  de	  prélèvements	  SOMLIT	  réparties	  le	  long	  des	  côtes	  françaises.	  
(http://somlit.epoc.u-­‐bordeaux1.fr)	  	  
	  
	   Le	  protocole	  d'analyses	  SOMLIT	  est	  commun	  à	  toutes	  les	  stations	  du	  réseau.	  Il	  
est	   basé	   sur	   le	   "Manuel	   des	   Analyses	   Chimiques	   en	   Milieu	   Marin"	   (Aminot	   and	  
Chaussepied,	  1983).	  Depuis	  2006	   le	   réseaux	  SOMLIT	   s'est	  aligné	   sur	   la	  norme	  NF/EN	  
ISO/CEI	  17025	  et	  depuis	  1999	  une	  inter-­‐comparaison	  est	  effectuée	  chaque	  année	  dans	  
les	  différentes	   stations	  marines	   faisant	  partie	  du	  programme	   (voir	   tableau	  1-­‐2.),	   afin	  
d'avoir	   une	   calibration	   commune	   des	   appareils	   de	  mesure,	   dans	   le	   but	   d'éviter	   des	  
biais	   éventuels.	   Les	   différents	   paramètres	   mesurés	   par	   le	   réseau	   SOMLIT	   sont	  
communs	   à	   toutes	   les	   stations	   et	   ont	   été	   choisis	   pour	   leur	   pertinence	   en	   tant	  
qu'indicateur	  de	  "l'état	  de	  santé"	  de	   l'écosystème.	  A	   l'heure	  actuelle	  ces	  paramètres	  
biogéochimiques	   sont	   au	   nombre	   de	   16	   (voir	   tableau	   1-­‐3.)	   :	   la	   température,	   la	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fluorescence,	   la	   salinité	   et	   le	   P.A.R	   (Photosynthetically	   Available	   Radiation)	   sont	  
mesurés	   in	   situ,	   par	   l'intermédiaire	   d'une	   sonde	   CTD	   (Conductivity	   Temperature	  
Depth).	  Contrairement	  à	  tous	  les	  autres	  paramètres	  qui,	  quant	  à	  eux,	  sont	  mesurés	  ex	  
situ,	   les	  prélèvements	  d'eau	  de	  mer	  sont	  tout	  d'abord	  effectués	  à	  l'aide	  de	  bouteilles	  
Niskin,	   puis	   apportés	   en	   laboratoire	   pour	   analyses.	   La	   fréquence	   d'échantillonnage	  
varie	  selon	  les	  stations	  entre	  1	  semaine	  et	  1	  mois.	  Le	  tableau	  1	  recense	  les	  différentes	  
fréquences,	  ainsi	  que	  les	  stations	  qui	  leurs	  sont	  associées.	  	  
	   Dans	   le	   cadre	   de	   notre	   étude,	   nous	   nous	   focaliserons	   principalement	   sur	   la	  
station	   SOMLIT	   de	   Wimereux.	   Les	   prélèvements	   sont	   effectués	   de	   manière	  
bimensuelle	   quand	   le	   temps	   le	   permet,	   en	   Manche	   orientale	   au	   sud-­‐ouest	   de	  
Boulogne-­‐sur-­‐Mer.	  Ces	  prélèvements	   sont	  effectués	  à	  bord	  du	  N/O	  SEPIA	  et	   répartis	  
sur	  deux	   zones	   :	   le	  point	   côte	   (1°31'17'	  E	   ;	  50°40'75	  N)	  et	   le	  point	   large	   (1°24'60	  E	   ;	  
50°40'75	  N).	  Pour	  les	  deux	  zones,	  un	  échantillonnage	  proche	  du	  fond	  et	  de	  la	  surface	  
est	  effectué,	  en	  plus	  d'un	  profil	  CTD	  récolté	  lors	  de	  la	  remontée	  de	  la	  sonde.	  Dans	  cette	  
étude,	   nous	   nous	   servirons	   principalement	   des	   données	   provenant	   du	   point	   côte	   et	  
des	  données	  de	  surface.	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Année	   Station	  Organisatrice	  
1999	   Marseille	  
2000	   Arcachon	  
2001	   Wimereux	  
2002	   Banyuls	  
2003	   Roscoff	  
2004	   Villefranche-­‐sur-­‐Mer	  
2005	   Brest	  
2006	   Banyuls	  
2007	   Arcachon	  
2008	   Marseille	  
2009	   Roscoff	  
2010	   Luc-­‐Sur-­‐Mer	  
2011	   Villefranche-­‐sur-­‐Mer	  
2012	   Brest	  
2013	   Wimereux	  
2014	   La	  Rochelle	  
Tableau	   2.	   Stations	   marines	   labélisées	   SOMLIT	   accueillant	   l'inter-­‐comparaison	   pour	  
une	  calibration	  commune.	  (http://somlit.epoc.u-­‐bordeaux1.fr)	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Paramètre	   Type	  d'échantillonnage	  
Température	   	  
In	  situ	  (sonde	  CTD)	  Fluorescence	  
P.A.R	  (lumière)	  
Salinité	  
pH	   	  
	  
	  
	  
	  
	  
Ex	  situ	  (Bouteille	  Niskin	  et	  analyses	  en	  
laboratoire)	  
Ammonium	  (NH4)	  
Nitrates	  (N03)	  
Nitrites	  (N02)	  
Phosphates	  (PO4)	  
Silicates	  (SIOH4)	  
Carbone	  Organique	  Particulaire	  (COP)	  
Azote	  Organique	  Particulaire	  (NOP)	  
Matière	  en	  suspension	  (MES)	  
Chlorophylle	  a	  (CHLA)	  
Delta	  Azote	  isotopique	  (Delta	  15N)	  
Delta	  carbone	  isotopique	  (Delta	  13C)	  
Pico	  et	  nanoplancton	  
Tableau	  3.	   Les	   16	   paramètres	   biogéochimiques	   communs	   enregistrés	   sur	   l'ensemble	  
du	  réseau	  SOMLIT.	  (http://somlit.epoc.u-­‐bordeaux1.fr)	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2.2	  SRN	  et	  REPHY	  
	   Le	   réseau	   SRN	   qui	   a	   débuté	   en	   1992	   est	   le	   fruit	   d'une	   collaboration	   entre	  
l'Agence	   de	   l'Eau	   Artois	   Picardie	   et	   l'Ifremer.	   L'objectif	   principal	   de	   ce	   réseau	   est	  
d'évaluer	  l'influence	  des	  apports	  continentaux	  sur	  le	  milieu	  côtier,	  sur	  l'ensemble	  des	  
littoraux	   des	   régions	   Nord-­‐Pas-­‐de-­‐Calais	   et	   Picardie.	   Les	   prélèvements	   pour	   ce	   suivi	  
sont	  effectués	  de	  manière	  mensuelle,	  à	  part	  pendant	  les	  périodes	  de	  bloom	  printanier	  
entre	  mars	  et	  juin,	  où	  la	  fréquence	  d'échantillonnage	  augmente	  de	  manière	  à	  devenir	  
bimensuelle.	  Ce	  programme	  SRN	  mesure	  13	  paramètres	  biogéochimiques	  qui	  sont	  les	  
suivants	   :	   la	   température,	   la	   salinité,	   la	   turbidité,	   les	  MES	   (minérales	   et	  organiques),	  
l'ammonium,	   le	   nitrate,	   l'acide	   silicique,	   la	   chlorophylle	   a,	   les	   phéopigments	   et	   la	  
biomasse	  phytoplanctonique	   totale.	  Ces	  échantillonnages	   sont	   repartis	   sur	  3	   radiales	  
qui	  ont	  été	  choisies	  pour	  leurs	  spécificités	  :	  
• La	   radiale	  de	  Dunkerque	  qui	  est	   sous	   l'influence	  de	   la	  Mer	  du	  Nord	  et	  
qui	  est	  partiellement	  eutrophisée.	  
• La	  radiale	  de	   la	  Baie	  de	  Somme	  qui	  permet	   l'étude	  de	   l'influence	  de	   la	  
dynamique	  du	  fleuve.	  
• La	   radiale	   de	   Boulogne-­‐sur-­‐Mer	   qui	   permet	   de	   s'intéresser	   à	   l'impact	  
fort	  anthropique	  subit	  dans	  la	  zone.	  	  
Un	   récapitulatif	   des	   radiales	   et	   de	   la	   localisation	   des	   stations,	   effectué	   au	   cours	   du	  
programme	  SRN,	  est	  disponible	  sur	  le	  tableau	  1-­‐4.	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Radiales	  
Stations	  
Dunkerque	   Boulogne	   Baie	  de	  Somme	  
Station	  0	   	   	   BIF	  
50°12'88N	  
1°35'96N	  
Station	  1	   	  
RNO	  1	  
51°04'30N	  
2°20'20E	  
	  
	  
50°43'90N	  
1°33'00E	  
MIMER	  
50°13'30N	  
1°32'40E	  
MIMER'	  
50°14'12N	  
1°31'08E	  
Station	  2	   	   OPHELIE	  ou	  
APPROCHE	  
50°43'90N	  
1°30'90E	  
ASTO	  
50°13'60N	  
1°28'50E	  
Station	  3	   RNO	  3	  
51°06'70N	  
2°17'20E	  
ZC1	  
50°45'02N	  
1°27'15E	  
MER	  1	  
50°13'60N	  
1°27'20E	  
Station	  4	   RNO	  4	  
51°09'20N	  
2°15'10E	  
	   MER	  2	  
50°13'15N	  
1°26'75E	  
Tableau	  1-­‐4.	  Coordonnées	  des	  3	  stations	  SRN	  sur	  les	  3	  radiales.	  (Modifié	  d'après	  :	  Suivi	  
régional	   des	   nutriments	   sur	   le	   littoral	   Nord-­‐Pas-­‐de-­‐Calais/Picardie-­‐Bilan	   de	   l'année	  
2005	  (Lefebvre	  and	  Bonte,	  2006,	  Lefebvre	  and	  Mégret,	  2014).	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   l'Ifremer	   a	   aussi	   mis	   en	   place	   en	   1984	   un	   réseau	   de	   surveillance	   qui	   porte	  
uniquement	   sur	   l'étude	   des	   taxons	   phytoplanctoniques	   et	   des	   phycotoxines.	   Ce	  
programme	   est	   intitulé	   REPHY	   (Réseau	   de	   Surveillance	   du	   PHYtoplancton	   et	   des	  
PHYcotoxines),	  on	  peut	  noter	  que	  le	  programme	  SRN	  est	  une	  adaptation	  régionale	  de	  
ce	  dernier	  avec	  une	  extension	  vers	  le	  large	  et	  l’ajout	  de	  paramètres	  complémentaires.	  
Contrairement	  au	  programme	  SRN,	  ce	  réseau	  ne	  se	  limite	  pas	  à	  la	  zone	  Manche/Mer	  
du	   Nord,	   il	   est	   réparti	   sur	   l'ensemble	   des	   littoraux	   français	   et	   géré	   par	   neuf	  
laboratoires	   IFREMER	  différents.	  Dans	   la	   région	  Nord-­‐Pas-­‐de-­‐Calais,	   les	  prélèvements	  
pour	  le	  programme	  REPHY	  sont	  effectués	  en	  même	  temps	  que	  les	  prélèvements	  SRN.	  
Une	  fois	  les	  analyses	  en	  laboratoire	  effectuées	  pour	  les	  deux	  réseaux,	  les	  données	  sont	  
centralisées	  dans	  la	  base	  de	  données	  Quadrige2	  qui	  est	  aussi	  gérée	  par	  l'Ifremer.	  Pour	  
plus	  de	  détails	   sur	   les	  protocoles	  et	   les	  méthodes	  utilisées,	   se	   référer	   au	   rapport	  de	  
"Suivi	  régional	  des	  nutriments	  sur	  le	  littoral	  Nord-­‐Pas-­‐de-­‐Calais/Picardie"	  (Lefebvre	  and	  
Bonte,	  2006)	  disponible	  en	  libre	  accès	  sur	   le	  site	   internet	  d'Ifremer	  et	  au	  "Cahier	  des	  
procédures	  REPHY"	  (Belin,	  2001).	  Dans	  le	  cas	  de	  notre	  étude,	  nous	  nous	  concentrerons	  
plus	  particulièrement	  sur	  les	  données	  SRN	  qui	  sont	  issues	  de	  la	  première	  station	  de	  la	  
radiale	  effectuée	  dans	  la	  zone	  côtière	  de	  Boulogne-­‐sur-­‐Mer	  (voir	  figure	  1-­‐2).	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Figure	   1-­‐2.	   Localisation	   des	   points	   de	   prélèvements	   SRN	   le	   long	   de	   la	   radiale	   de	  
Boulogne-­‐sur-­‐Mer.	   (Source	   :	  Suivi	   régional	  des	  nutriments	  sur	   le	   littoral	  Nord-­‐Pas-­‐de-­‐
Calais/Picardie-­‐Bilan	  de	  l'année	  2005	  (Lefebvre	  and	  Bonte,	  2006)).	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3	  Les	  réseaux	  automatisés	  hautes	  fréquences	  	  
3.1	  Les	  dispositifs	  MAREL	  	  
	   Les	  dispositifs	  	  MAREL	  (Mesures	  Automatisées	  en	  Réseau	  pour	  l'Environnement	  
Littoral)	  peuvent	  exister	  sous	  plusieurs	  formes	  telles	  que	  des	  bouées,	  des	  pylônes	  ou	  
des	   pontons	   flottants.	   La	   pluralité	   dans	   les	   formes	   des	   ces	   dispositifs	   a	   pour	   but	   de	  
s'adapter	   aux	   milieux	   dans	   lesquels	   elles	   sont	   implantées.	   Suite	   à	   un	   manque	   de	  
budget	  adéquat	  pour	   l'entretien	  de	  ces	  stations	  automatisées,	  plusieurs	  d'entre	  elles	  
ont	  été	  arrêtées	  (par	  exemple	  en	  Baie	  de	  Seine	  dans	  les	  années	  2000).	  Grâce	  au	  gain	  
d'information	   apporté	   par	   ce	   type	   de	   système	   automatisé	   haute	   fréquence	   et	   à	   la	  
volonté	   de	   certaines	   équipes	   locales,	   plusieurs	   dispositifs	   MAREL	   sont	   toujours	   en	  
service,	  comme	  par	  exemple	  MAREL	  Iroise,	  dans	  la	  rade	  de	  Brest.	  
	  
3.1.1	  MAREL	  Carnot	  
	   L'intensité	   et	   la	   durée	   des	   blooms	   de	   Phaeocystis	   sont	   en	   constante	  
augmentation	   dans	   la	  Mer	   du	   Nord	   (Lancelot,	   1995),	   qui	   est	   voisine	   de	   notre	   zone	  
d'étude.	  Depuis	  quelques	  années,	  on	  semble	  pouvoir	  retrouver	  la	  même	  tendance	  en	  
Manche	  orientale	  avec	  des	  blooms	  de	  Phaeocystis	  qui	  s'étendent	  sur	  une	  période	  de	  6	  
à	  7	  semaines	  (Lefebvre,	  2006).	  Malheureusement,	  les	  réseaux	  basses	  fréquences	  (SRN	  
et	   SOMLIT)	   ne	   génèrent	   pas	   assez	   de	   données	   pour	   fournir	   une	   explication	   à	   ce	  
phénomène.	  Ce	  qui	  a	  donné	  l'impulsion	  à	   la	  création	  d'un	  système	  automatisé	  haute	  
fréquence,	  qui	   a	  aussi	  pour	  but	  de	   suivre	   la	  pollution	  anthropique	  et	  d'alimenter	   les	  
modèles	   hydrodynamiques	   (Lefebvre,	   2006).	   La	   région	   Nord-­‐Pas-­‐de-­‐Calais,	   dans	   le	  
cadre	   du	   CPER	   (Contrat	   de	   Projet	   Etat-­‐Région)	   et	   d'un	   partenariat	   entre	   l'Etat,	   le	  
FEDER,	  le	  Conseil	  Régional	  du	  Nord-­‐Pas-­‐de-­‐Calais,	   l'IFREMER	  et	  l'INSU	  (via	  le	  CNRS),	  a	  
donc	  fait	  installer	  un	  de	  ces	  dispositifs	  au	  bout	  de	  la	  digue	  Carnot	  (50.7404	  N,	  1.5676	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W)	  et	  a	  nommé	  ce	  dernier	  par	  conséquent	  MAREL	  Carnot	  (voir	  figure	  1-­‐3).	  Ce	  dispositif	  
qui	   a	   commencé	   à	   fonctionner	   en	  mars	   2004	   est	   toujours	   opérationnel	   et	   vient	   de	  
fêter	   ses	   10	   ans.	   A	   l'occasion	   de	   cet	   anniversaire,	   un	   colloque	   sur	   l'importance	   des	  
systèmes	  automatisés	  dans	   la	  compréhension	  des	  mécanismes	  en	  milieu	  côtier	  a	  été	  
organisé	  à	  Boulogne-­‐sur-­‐Mer3.	  	  
	  
	  
Figure	  1-­‐3.	  Station	  MAREL	  Carnot	  installée	  sur	  la	  digue	  Carnot	  à	  la	  sortie	  de	  la	  rade	  du	  
port	  de	  Boulogne-­‐sur-­‐Mer	  :	  la	  station	  est	  le	  tube	  situé	  à	  gauche	  du	  phare	  sur	  la	  photo.	  
(Photographie	  F.	  G.	  Schmitt)	  
	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3	  http://conference-­‐marelcarnot2014.fr/Accueil.html	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Figure	   1-­‐4.	   Représentation	   schématique	   du	   dispositif	   placé	   à	   l'intérieur	   du	   tube	   de	  
MAREL	  Carnot.	  (1)	  Débulleur	  ;	  (2)	  Vanne	  et	  débitmètre	  ;	  (3)	  Chambre	  de	  mesures	  des	  
paramètres	  physico-­‐chimiques	  et	   système	  d'antifouling	   ;	   (4)	   Système	  de	   roulement	   ;	  
(5)	  Perche	  de	  prélèvement	  ;	  (6)	  Flotteur	  ;	  (7)	  Analyseur	  de	  nutriments	  ;	  (8)	  Automate	  
de	  la	  station	  de	  mesures.	  	  
(Source	  :	  http://www.ifremer.fr/dtmsi/programmes/marel/marel.htm)	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   Le	  dispositif	  MAREL	  Carnot	  se	  présente	  sous	  la	  forme	  d'une	  bouée	  fixe,	  munie	  
d'un	  flotteur	  sur	   lequel	  sont	   installés	   les	   instruments	  de	  mesure	  (voir	   figure	  1-­‐4),	  qui	  
sont	   capables	   de	   fonctionner	   de	   manière	   continue	   et	   autonome	   (Berthome,	   1994,	  
Woerther,	  1998,	  Blain	  et	  al.,	  2004,	  Zongo	  and	  Schmitt,	  2011a).	  Le	  flotteur	  a	  été	  placé	  
dans	  un	  tube	  (voir	  figure	  1-­‐3),	  afin	  que	  les	  mesures	  soient	  effectuées	  à	  point	  fixe	  et	  les	  
capteurs	  sont	  en	  permanence	  émergés	  à	  1,5	  mètre	  quel	  que	  soit	  le	  marnage	  grâce	  à	  ce	  
système	  de	  flotteur.	  Le	  système	  a	  une	  fréquence	  d'échantillonnage	  de	  20	  minutes	  pour	  
l'ensemble	   des	   paramètres	   pris	   en	   compte,	   à	   l'exception	   des	   sels	   nutritifs	   qui	   sont	  
enregistrés	   toutes	   les	  12	  heures	   (Zongo	  and	  Schmitt,	  2011b).	  Les	  paramètres	   relevés	  
par	  MAREL	  Carnot	  sont	  proches	  de	  ceux	  mesurés	  par	  le	  programme	  SOMLIT	  et	  sont	  les	  
suivants	   :	   la	   température	  de	   l'air	  et	  de	   l'eau,	   la	   salinité,	   la	  concentration	  en	  oxygène	  
dissous	   et	   son	   pourcentage	   de	   saturation,	   le	   pH,	   la	   turbidité,	   la	   concentration	   en	  
nitrates,	   phosphates	   et	   acide	   silicique,	   la	   fluorescence,	   la	   direction	   et	   la	   vitesse	   du	  
vent,	  l'humidité	  relative,	  la	  pression	  atmosphérique	  et	  le	  P.A.R..	  Le	  tableau	  5	  présente	  
les	   principaux	   paramètres	   mesurés	   par	   la	   balise	   ainsi	   que	   leur	   gamme	   et	   leur	  
incertitude.	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PARAMETRES	  	  
PHYSICO-­‐CHIMIQUES	  
GAMME	   INCERTITUDE	  
Température	  de	  l’eau	   -­‐5	  à	  +30°C	   0.1	  °C	  
Conductivité	   0	  à	  70	  mS/cm	   0.3	  mS/cm	  
Oxygène	  dissous	   0	  à	  20	  mg/l	   0.2	  mg/l	  
PH	   6.5	  à	  8.5	  UpH	   0.2	  UpH	  
Turbidité	   0	  à	  4000	  NTU	   10	  %	  
Chlorophylle	   0	  à	  50	  FFU	   10%	  
PARAMETRES	  ADDITIONNELS	   	  	   	  	  
Nitrates	   0.1	  à	  100	  μmol/l	   5%	  
Silicates	   0.1	  à	  100	  μmol/l	   5%	  
Phosphates	   0.1	  à	  100	  μmol/l	   5%	  
Azote	  ammoniacale	   0.05	  à	  100	  μmol/l	   5%	  
Fugacité	  de	  CO2	   200	  à	  1000	  μatm	   1	  μatm	  
	  
	  
	  
Tableau	   1-­‐5.	   	   Récapitulatif	   des	   paramètres	  mesurés	   de	  manière	   automatique	   par	   la	  
station	  MAREL	   Carnot	   avec	   les	   gammes	  des	   paramètres	   ainsi	   que	   leurs	   incertitudes.	  	  
(Source	  :	  http://www.ifremer.fr/dtmsi/programmes/marel/marel.htm)	  
	  
	   Bien	   que	  MAREL	   Carnot	   soit	   équipée	   d'un	   système	   de	   chloration	   de	   l'eau	   de	  
mer	  par	  électrolyse	  pour	  protéger	  les	  capteurs	  contre	  le	  développement	  du	  biofouling	  
(Lefebvre,	  2008),	  cela	  n'empêche	  pas	  les	  périodes	  de	  trous	  dans	  les	  bases	  de	  données.	  
Ces	  périodes	  manquantes	  sont	  principalement	  dues	  aux	  périodes	  de	  maintenance,	  aux	  
pannes,	  aux	  bugs	  internet	  du	  système	  et	  au	  vandalisme	  (Dur	  et	  al.,	  2007).	  Le	  tableau	  6	  
présente	   le	   pourcentage	   d'acquisition	   des	   principaux	   paramètres	   qui	   seront	   utilisés	  
dans	  cette	  étude,	  ainsi	  que	  le	  nombre	  de	  données	  présentes.	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Paramètres	   Fluoresce
nce	  
Tempér
ature	  
P.A.R	   Silicates	   Nitrates	   Phosphates	  
Périodes	   2004	  à	  
2011	  
2004	  à	  
2010	  
2004	  à	  
2011	  
2004	  à	  
2009	  
2004	  à	  
2009	  
2004	  à	  
2009	  
Nombre	  de	  
données	  présentes	  
168948	   138574	   92204	   3175	   3029	   2719	  
Pourcentage	  
d'acquisition	  
80%	   88%	   44%	   72%	   69%	   62%	  
fréquence	   20	  min	   20	  min	   20	  min	   12h	   12h	   12h	  
Tableau	  1-­‐6.	  Principaux	  paramètres	  de	  MAREL	  Carnot	  utilisés	  dans	  cette	  étude,	  ainsi	  
que	  leur	  pourcentage	  d'acquisition	  des	  valeurs	  et	  leur	  fréquence.	  	  
	  
	   Les	  données	  brutes	  enregistrées	  par	  le	  système	  vont	  être	  transmises	  deux	  fois	  
par	  jour	  au	  centre	  Ifremer	  de	  Boulogne-­‐sur-­‐Mer,	  par	  l'intermédiaire	  d'une	  liaison	  GSM	  
(Global	  System	  for	  Mobile).	  Ensuite,	  Ifremer	  va	  effectuer	  une	  phase	  de	  prétraitement	  
sur	   les	  données	  brutes	   et	   va	   indexer	  un	  niveau	  de	  qualité	   à	   chaque	   relevé	  qui	   varie	  
entre	  0	  et	  9	  (voir	  tableau	  1-­‐7).	  Dans	  le	  cadre	  de	  notre	  étude,	  nous	  prenons	  en	  compte	  	  
les	  niveaux	  de	  qualité	  allant	  de	  0	  à	  3	  pour	  effectuer	  nos	  analyses.	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Niveau	  de	  qualité	  pour	  	  
les	  données	  MAREL	  
	  
0	  	  →	  Non	  qualifié	  
1	  	  →	  Bon	  
2	  	  →	  Hors	  statistique	  
3	  	  →	  Douteux	  
4	  	  →	  Faux	  
9	  	  →	  Manquant	  
tableau	  1-­‐7.	  Code	  qualité	  établi	  par	  Ifremer	  pour	  labéliser	  les	  données	  MAREL	  Carnot.	  
	  
3.1.2	  MAREL	  Iroise	  
	   La	  balise	  MAREL	   Iroise	   a	   été	  mise	   à	   flot	   au	   cours	  de	   l'année	  2000.	   Elle	   est	   le	  
résultat	   d'une	   collaboration	   entre	   l'Ifremer	   de	   Brest	   et	   l'IUEM	   (Institut	   Universitaire	  
Européen	   de	   la	   Mer).	   Ce	   dispositif	   MAREL	   se	   présente	   sous	   forme	   d'une	   bouée	  
immergée	  à	  point	  fixe	  (voir	  figure	  1-­‐5)	  à	  l'entrée	  de	  la	  rade	  de	  Brest	  (48°21’28.66’’	  N,	  
4°33’05.48’’	  O).	  Comme	  MAREL	  Carnot,	  il	  s'agit	  d'une	  bouée	  instrumentée	  autonome,	  
qui	   possède	   une	   fréquence	   d'échantillonnage	   de	   20	   minutes.	   Mais	   MAREL	   Iroise	  
n'enregistre	  que	  7	  paramètres	  physico-­‐chimiques	  qui	  sont	  les	  suivants	  :	  la	  température	  
;	   la	   conductivité	   (salinité)	   ;	   l'oxygène	   dissous	   ;	   la	   turbidité	   ;	   la	   fluorescence	   de	   la	  
chlorophylle	  ;	  le	  pH	  ;	  le	  CO2	  dissous	  ;	  et	  le	  P.A.R.	  Les	  prélèvements	  sont	  effectués	  à	  une	  
profondeur	   de	   deux	  mètres.	   Dans	   le	   cadre	   de	   cette	   étude,	   nous	   nous	   intéresserons	  
principalement	  aux	  données	  de	  fluorescence	  et	  de	  température	  issues	  de	  ce	  système.	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Figure	   1-­‐5.	   Bouée	  MAREL	   Iroise	   dans	   la	   rade	   de	   Brest	   (source	   :	   Michel	   Répécaud	   ;	  
Ifremer)	  	  
3.2	  Seabird	  Roscoff	  
	   La	   station	  marine	   de	   Roscoff	   (Université	   Pierre	   et	  Marie	   Curie	   et	   le	   CNRS)	   a	  
installé	  en	  janvier	  2006,	  un	  mouillage	  sur	  le	  plancher	  océanique	  de	  la	  baie	  de	  Morlaix	  
(voir	   figure	   1-­‐6),	   plus	   précisément	   au	   point	   Estacade	   (3°58.58W,	   48°43.56N).	  
Contrairement	  aux	  bouées	  MAREL,	  il	  n'y	  a	  pas	  de	  flotteur	  installé	  sur	  ce	  dispositif,	  donc	  
il	  reste	  immergé	  à	  une	  profondeur	  moyenne	  de	  5,8	  mètres.	  Ce	  mouillage	  a	  été	  équipé	  
d'une	  sonde	  de	  type	  SeaBird	  (SBE39)	  (voir	  figure	  1-­‐7)	  qui	  mesure	  la	  température	  avec	  
une	  précision	  de	  0.01°C	  et	  la	  pression	  avec	  une	  précision	  de	  0,1	  dbar.	  Les	  données	  sont	  
enregistrées	  avec	  une	  périodicité	  de	  10	  minutes	  et	  elles	  sont	  récupérées	  tous	  les	  deux	  
mois	  par	  une	  équipe	  de	  plongeurs.	  Nous	  utiliserons	  dans	  cette	  étude	   les	  données	  de	  
températures	   issues	   de	   cette	   sonde	   Seabird,	   qui	   nous	   ont	   été	   transmises	   par	   Pascal	  
Morin.	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Figure	   1-­‐6.	   Position	   des	   stations	   Estacade	   et	  Astan	   en	  Manche	  occidentale	   (source	   :	  
Pascal	  Morin)	  
	  
	  
Figure	  1-­‐7.	  Photographie	  de	  la	  sonde	  SBE39.	  (source	  :	  Pascal	  Morin)	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3.3	  Station	  L4	  (UK)	  
	   La	   station	   marine	   de	   Plymouth	   en	   Angleterre	   dans	   le	   cadre	   du	   programme	  
NERC	  (Natural	  Environment	  Reacher	  Cuncil)	  Oceans	  2025,	  a	  fait	  installer	  en	  1999	  une	  
bouée	   autonome	   (voir	   figure	   1-­‐8)	   en	   point	   fixe	   en	  Manche	   orientale	   (50°	   15.0'	   N	   ;	  
4°13.0'	   W).	   	   Ce	   dispositif	   a	   été	   nommé	   "L4	   station",	   il	   enregistre	   10	   paramètres	  
physico-­‐chimiques	   avec	   une	  périodicité	   d'une	  heure.	   Les	   paramètres	   pris	   en	   compte	  
par	   cette	   balise	   sont	   les	   suivants	   :	   la	   direction	   et	   la	   force	   des	   vents	   ;	   la	   pression	  
atmosphérique	  ;	  le	  P.A.R	  ;	  la	  température	  de	  la	  mer	  et	  de	  l'air	  ;	  la	  salinité	  ;	  l'oxygène	  ;	  
la	   chlorophylle	   a	   et	   la	   turbidité.	   Dans	   le	   cadre	   de	   notre	   étude	   nous	   utiliserons	  
principalement	  la	  température	  et	  la	  fluorescence	  issues	  de	  cette	  station	  L4.	  	  
	  
	  
Figure	   1-­‐8.	   Station	   L4	   en	   Manche	   occidentale	   du	   côté	   anglais	   (Source	   :	  
http://www.westernchannelobservatory.org.uk/buoys.php)	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3.4	  Programme	  VENUS	  (Canada)	  
	   L'université	   de	   Victoria	   au	   Canada	   a	   lancé	   en	   2006	   un	   programme	   de	   très	  
grande	  envergure	  nommé	  VENUS	  (Victoria	  Experimental	  Network	  Under	  the	  Sea)	  qui	  
s'étend	   sur	   l'intégralité	   du	   détroit	   de	  Géorgie	   (49°	   18'N	   ;	   123°48'W).	   Ce	   programme	  
comprend	  quatre	  mouillages	   en	   réseau	   repartis	   sur	   le	   fond	   du	   détroit	   :	   Station	   East	  
Node	  (profondeur	  300	  m);	  Station	  Centre	  Node	  (profondeur	  170	  m)	  ;	  Station	  Saanich	  
(profondeur	   100	   m);	   Station	   Secondary	   Node	   (profondeur	   108	   m).	   En	   plus	   des	   ces	  
mouillages,	  le	  programme	  comprend	  aussi	  :	  une	  ferry	  box	  ;	  deux	  gliders	  ;	  un	  profileur	  ;	  
et	  un	  AUV	   (Autonomus	  Underwater	  Vehicle).	  Chacun	  des	  mouillages	  est	  équipé	  d'un	  
ADCP	  (Acoustic	  Doppler	  Current	  Profiler),	  d'un	  sonar,	  et	  de	  capteurs,	  qui	  mesurent	  5	  
paramètres	   avec	   une	   périodicité	   de	   1	   minute,	   qui	   sont	   les	   suivants	   :	   l'oxygène	   ;	   la	  
température	  ;	  la	  pression	  ;	  la	  salinité	  et	  la	  turbidité.	  Dans	  le	  cadre	  de	  notre	  étude	  nous	  
utiliserons	  les	  données	  de	  températures	  issues	  du	  mouillage	  East	  Node	  (voir	  figure	  1-­‐
9).	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Figure	  1-­‐9.	  Mouillage	  East	  Node	  placé	  à	  une	  profondeur	  de	  300	  mètres	  sur	  le	  fond	  du	  
détroit	  de	  Géorgie	  au	  Canada.	  (source	  :	  http://venus.uvic.ca/)	  	  
4	  Barrage	  Marguet	  
	   Le	  pont-­‐barrage	  Marguet	  (voir	  figure	  1-­‐10)	  se	  trouve	  entre	  l'embouchure	  de	  la	  
Liane	  et	   la	   rade	  du	  port	  de	  Boulogne-­‐sur-­‐Mer.	  Ce	  barrage	   joue	  un	   rôle	   important	  en	  
tant	  que	  porte	  d'évacuation	  en	  mer	  de	  crues	  via	  le	  bassin	  Fréderic	  Sauvage	  (Marendet	  
and	  Lamps,	  1989).	  Par	  sa	  situation	  géographique,	  la	  Liane	  est	  fortement	  impactée	  par	  
les	   pollutions	   anthropiques	   d'origines	   diverses	   telles	   que	   les	   rejetés	   industriels,	  
urbains,	   et	   les	   rejetés	   liés	   à	   l'agriculture	   intensive	   (engrais,	   azote,	   herbicides	   et	  
insecticides).	  L'ouverture	  des	  portes	  du	  barrage	  Marguet	  pour	  contrôler	  le	  débit	  de	  la	  
Liane	  vont	  permettre	   l'intrusion	  de	  ces	  pollutions	  d'origine	  anthropique	  dans	   la	   rade	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du	  port	  de	  Boulogne-­‐sur-­‐Mer.	  La	  balise	  MAREL	  Carnot	  (voir	  paragraphe	  3.1),	  au	  vu	  de	  
sa	   localisation,	   risque	   fort	   d'être	   impactée	   lors	   de	   ces	   piques	   de	   pollutions	   liés	   à	  
l'ouverture	   des	   portes	   du	   barrage.	   La	   direction	   déléguée	   d'exploitation	   du	   port	   de	  
Boulogne-­‐sur-­‐Mer,	   par	   l'intermédiaire	   de	   la	   région	   Nord-­‐Pas-­‐de-­‐Calais,	   nous	   a	  
cordialement	  fourni	   les	  données	  concernant	   les	  horaires	  et	   les	  hauteurs	  d'ouvertures	  
de	   la	  porte	  du	  barrage	  Marguet	  entre	  2004	  et	  2012.	  Ce	  qui	  nous	  a	  permis	  de	  mener	  
une	   rapide	   étude	   d'impact	   de	   l'influence	   du	   barrage	   Marguet	   sur	   la	   balise	   MAREL	  
Carnot.	  
	  
	  
Figure	  1-­‐10.	  Pont-­‐barrage	  Marguet	  à	  marée	  basse.	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5.	  Les	  paramètres	  analysés	  
	   La	  section	  suivante	  référence	  les	  paramètres	  biogéochimiques	  qui	  sont	  utilisés	  
dans	  cette	  étude.	   	  Ce	  choix	  n'a	  pas	  été	  effectué	  de	  manière	  anodine,	   les	  paramètres	  
choisis	  permettent	  de	  rendre	  compte	  de	   l'état	  de	  santé	  d'un	  écosystème	  marin	   (voir	  
paragraphe	   2.1	   SOMLIT)	   et	   sont	   couramment	   utilisés	   dans	   les	   programmes	   de	  
surveillance	   sur	   la	   qualité	   des	   eaux	   (Aminot	   and	   Chaussepied,	   1983,	   Aminot	   et	   al.,	  
1998,	  Aminot	  and	  Kérouel,	  2004).	  	  
5.1	  Les	  sels	  nutritifs	  
	   Dans	  le	  milieu	  marin,	   l'oxygène,	   le	  carbone	  et	   l'hydrogène	  sont	  disponibles	  en	  
abondance,	   contrairement	   à	   l'azote	   et	   au	   phosphore	   qui	   sont	   souvent	   limitants	  
(Aminot	  and	  Kérouel,	  2004).	  Ces	  deux	  éléments	  sont	  indispensables	  au	  développement	  
du	   phytoplancton	   en	   milieu	   marin,	   certains	   taxons	   comme	   les	   diatomées	   et	   les	  
silicoflagellés	  sont	  aussi	  dépendants	  de	  la	  silice,	  car	  leurs	  frustules	  (voir	  figure	  1-­‐11)	  ou	  
leurs	   squelettes	   sont	   majoritairement	   constitués	   de	   cet	   élément.	   De	   nombreuses	  
études	   ont	   démontré	   que	   les	   concentrations	   en	   milieu	   marin	   en	   ce	   qui	   concerne	  
l'azote	   (Gentilhomme	  and	  Lizon,	  1997),	   les	  phosphates	   (Thingstad	  et	  al.,	  1998)	  et	   les	  
silicates	   (Martin-­‐Jézéquel	   et	   al.,	   2000,	   Gilpin	   et	   al.,	   2004),	   sont	   directement	   sous	  
l'influence	   de	   la	   biomasse	   phytoplanctonique.	   Depuis	   la	   période	   préindustrielle,	   la	  
pollution	   anthropique	   est	   responsable	   du	   doublement	   des	   flux	   d'azote	   et	   de	  
phosphore	  dans	  le	  milieu	  marin	  (Smith	  et	  al.,	  2003).	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Figure	  1-­‐11.	  Images	  de	  frustules	  de	  diatomées	  issues	  d'un	  microscope	  électronique.	  (A)	  
Biddulphia	  reticulata	  ;	  (B)	  Diploneis	  sp.	  ;	  (C)	  Eupodiscus	  radiatus	  ;	  	  (D)	  Melosira	  varians.	  	  
(Bradbury,	  2004)	  	  
	  
	   Le	  phytoplancton	  étant	  majoritairement	  responsable	  de	  la	  production	  primaire	  
en	   milieu	   marin,	   c'est-­‐à-­‐dire	   qu'il	   transforme	   la	   matière	   minérale	   en	   matière	  
organique,	   un	   dérèglement	   dans	   les	   flux	   de	   sels	   nutritifs	   va	   avoir	   un	   impact,	   par	   un	  
effet	  de	  cascade,	  sur	  tout	   le	  reste	  du	  réseau	  trophique.	  Par	  conséquent	  si	   le	  premier	  
échelon	   du	   réseaux	   trophique	   d'un	   écosystème	   est	   impacté,	   cet	   impact	   va	   se	   faire	  
ressentir	   sur	   l'intégralité	   de	   l'écosystème.	   D'où	   l'importance	   de	   comprendre	   et	   de	  
surveiller	   les	   flux	  et	  concentrations	  de	  nitrates,	  silicates	  et	  phosphates	  dans	   le	  milieu	  
marin.	   Dans	   cette	   étude,	   nous	   étudierons	   donc	   principalement	   les	   sels	   nutritifs	  
suivants	  :	  les	  nitrates,	  les	  nitrites,	  l'ammonium,	  les	  phosphates	  et	  l'acide	  silicique.	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5.2	  Les	  différents	  proxy	  de	  la	  biomasse	  et	  le	  P.A.R	  
	   La	   Chlorophylle	   a	   est	   le	   principal	   pigment	   responsable	   des	   mécanismes	   de	  
photosynthèse.	   Il	   est	   utilisé	   comme	   indicateur	   ou	   "proxy"	   de	   la	   biomasse	  
phytoplanctonique	   (Neal	   et	   al.,	   2006).	   La	   chlorophylle	   a	   est	   probablement	   le	  
paramètre	   biochimique	   le	   plus	   mesuré	   en	   océanographie	   (Jeffrey	   and	   Mantoura,	  
1997).	   Ce	   proxy	   est	   lié	   à	   un	   paradigme,	   il	   est	   communément	   admis	   que	   le	   rapport	  
carbone	   sur	   chlorophylle	   a	   ([C]/[Chl	   a])	   varie	   peu,	   avec	   des	   valeurs	   généralement	  
comprises	  entre	  40	  et	  50.	  Mais	  dans	  certains	  cas,	  si	  le	  milieu	  est	  fortement	  oligotrophe	  
ou	   inversement,	   fortement	   eutrophe,	   ce	   rapport	   peut	   considérablement	   varier,	   les	  
concentrations	   de	   certaines	   espèces	   phytoplanctoniques	   peuvent	   aussi	   influencer	   ce	  
rapport	  (Eppley	  et	  al.,	  1977).	  Ce	  rapport	  pourrait	  donc	  au	  final	  varier	  entre	  10	  et	  300	  
(Cloern	  et	  al.,	  1995),	  mais	  apparemment	  cette	  gamme	  de	  variations	  extrêmes	  n'est	  pas	  
présente	  dans	  nos	  régions,	  ce	  qui	  en	  fait	  globalement	  un	  bon	  traceur	  de	  la	  biomasse	  
phytoplanctonique	   (Aminot	   and	   Kérouel,	   2004).	   Il	   est	   aussi	   important	   de	   noter	   que	  
dans	   cette	   étude,	   certains	   programmes	   comme	   SOMLIT	   ou	   SRN	   mesurent	   la	  
chlorophylle	  a	  ex	  situ	  en	  laboratoire	  par	  une	  méthode	  de	  filtration.	  Dans	  ce	  cas,	  l'unité	  
de	   mesure	   de	   la	   chlorophylle	   a	   sera	   en	   µg/L.	   Alors	   que	   globalement,	   les	   systèmes	  
automatisés	  comme	  MAREL	  Carnot	  par	  exemple,	  effectuent	  ces	  mesures	  de	  manière	  in	  
situ	   et	   ce	   paramètre	   sera	   donc	   mesuré	   en	   FFU	   (Fluoresceine	   Fluorescene	   Unit).	   La	  
dualité	   dans	   les	   unités	   utilisées	   pour	   le	   proxy	   de	   la	   biomasse	   phytoplanctonique	   ne	  
représente	  pas	  un	  frein	  dans	  notre	  étude,	  car	  nous	  nous	  concentrons	  ici	  sur	  l'étude	  de	  
sa	  dynamique.	  
	   Les	  organismes	  photosynthétiques	  requièrent	  un	  apport	  extérieur	  de	  photons,	  
pour	   mettre	   en	   marche	   leur	   mécanisme	   de	   photo-­‐respiration	   indispensable	   à	   leur	  
survie.	   C'est	   par	   conséquent	   la	   lumière	   qui	   va	   globalement	   être	   le	   principal	   facteur	  
limitant	   de	   la	   production	   primaire	   marine	   (Hesse	   et	   al.,	   1995).	   La	   chlorophylle	   a	  
présente	  en	  milieu	  aqueux	  possède	  2	  maximums	  d'absorption	  spectrale,	  le	  premier	  est	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aux	   environs	   de	   430-­‐440	   nm	   (violet-­‐bleu)	   et	   le	   deuxième	   se	   situe	   aux	   environs	   de	  
670nm	  (rouge-­‐orange)	  (Raven	  et	  al.,	  2005).	  Les	  capteurs	  de	  P.A.R	  mesurent	  la	  lumière	  
pour	   un	   spectre	   compris	   entre	   400	   et	   700	   nm,	   ce	   qui	   leur	   permet	   de	   couvrir	  
entièrement	   la	   gamme	   spectrale	   de	   la	   chlorophylle	   a.	   La	   forme	   de	   ces	   capteurs	   est	  
généralement	   sphérique,	   ce	  qui	   leur	  permet	  une	   captation	  de	   lumière	  provenant	  de	  
n'importe	  quelle	  direction.	  Le	  P.A.R	  est	  un	  acronyme	  anglais	  pour	  "Photosynthetically	  
Available	   Radiation"	   et	   il	   se	   mesure	   en	   micro-­‐Einstein	   par	   centimètre	   carré	   par	  
seconde.	  	  
5.3	  La	  température	  et	  la	  salinité	  	  
	   La	   plupart	   des	   sondes	   et	   des	   programmes	   océanographiques	   mesure	   les	  
paramètres	   de	   température	   et	   de	   salinité,	   car	   ils	   sont	   considérés	   comme	   des	  
indicateurs	   de	   base	   pour	   la	   connaissance	   d'un	   milieu	   marin	   (Guilyardi,	   2001).	   Les	  
températures	   dans	   les	   masses	   d'eau	   de	   surface	   sont	   beaucoup	   plus	   soumises	   aux	  
variations	   saisonnières	   que	   leurs	   homologues	   en	   profondeur.	   La	   température	   et	   la	  
salinité	   sont	   responsables	   de	   la	   stratification	   entre	   les	   différentes	   masses	   d'eau	  
présentes	  dans	   les	  océans.	  Les	  brusques	  variations	  saisonnières	  des	  températures	  de	  
surface	   sont	   l'un	   des	   principaux	   facteurs	   liés	   au	   déclenchement	   des	   blooms	  
phytoplanctoniques	   printaniers	   (Peterson,	   1979).	   Ce	   phénomène	   est	   nommé	  
"production	   nouvelle"	   et	   les	   températures	   vont	   continuer	   à	   jouer	   un	   rôle	   dans	   le	  
maintien	   dans	   le	   temps	   de	   ce	   bloom	   printanier,	   avec	   les	   mécanismes	   liés	   à	   la	  
"production	  régénérée"	   (Bode	  et	  al.,	  2002).	  La	  définition	  et	   la	  calibration	  des	  sondes	  
de	  température	  sont	  actuellement	  soumises	  à	  une	  échelle	  internationale	  appelée	  ITS-­‐
90	  (Preston-­‐Thomas,	  1990,	  Lide,	  2004).	  
	   La	  salinité,	  qui	  était	  anciennement	  exprimée	  en	  ‰	  ou	  en	  PSU	  (Practical	  Salinity	  
Unit),	  est	  aujourd'hui	  exprimée	  sans	  unité.	  Cette	  salinité	  avoisine	  généralement	  les	  35	  
sur	   les	   océans	   du	   globe,	   elle	   va	   diminuer	   vers	   l'Equateur	   et	   les	   pôles	   (Aminot	   and	  
Kérouel,	   2004),	   et	   augmenter	   dans	   les	  mers	   comme	   par	   exemple	   en	  Méditerranée.	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Comme	  pour	  la	  température,	  la	  salinité	  possède	  une	  définition	  internationale	  appelée	  
PSS78	   (Lewis	   and	   Perkin,	   1981),	   et	   l'utilisation	   de	   cette	   définition	   est	   recommandée	  
par	   l'Unesco	   (United	   Nations	   Educational	   Scientific	   and	   Cultural	   Organiztion).	   La	  
salinité	  est	  mesurée	  indirectement	  par	  l'intermédiaire	  de	  la	  conductivité	  présente	  dans	  
l'eau	  de	  mer,	   plus	   la	   salinité	   est	   élevée,	   plus	   la	   concentration	   en	   sel	   dissous	   va	   être	  
importante.	   Selon	   la	   PSS78,	   la	   conversion	   de	   la	  mesure	   résultant	   du	   conductimètre	  
vers	   la	   valeur	   de	   salinité	   doit	   être	   effectuée	   à	   pression	   et	   température	   définies	   et	  
constantes.	   En	   océanographie,	   la	   salinité	   est	   souvent	   utilisée	   comme	   traceur	   des	  
masses	   d'eau	   douce.	   Couplée	   à	   la	   température	   elle	   permet	   le	   calcul	   des	   masses	  
volumiques	   de	   l'eau	   de	   mer	   (Dauvin	   et	   al.,	   1989,	   Sournia	   and	   Birrien,	   1995).	   Cette	  
combinaison	   température/salinité	   est	   aussi	   couramment	   utilisée	   en	   océanographie	  
physique	   avec	   les	   diagrammes	   TS	   (Température	   Salinité)	   pour	   caractériser	   les	  
différentes	  masses	  d'eau	  et	  comprendre	  la	  circulation	  océanique	  (Newton	  and	  Mudge,	  
2003).	  La	  température	  et	  la	  salinité	  interviennent	  dans	  beaucoup	  d'autres	  paramètres	  
mesurés	  en	  science	  de	  l'environnent.	  Par	  exemple,	  le	  pH	  dépend	  de	  la	  température,	  et	  
les	  relevés	  d'oxygène	  dissous	  sont,	  quant	  à	  eux,	  dépendant	  de	  nos	  deux	  paramètres	  c.-­‐
à-­‐d.	  la	  salinité	  et	  la	  température	  (Aminot	  and	  Kérouel,	  2004).	  
6	  Les	  outils	  méthodologique	  
6.1	  Rappels	  sur	  la	  théorie	  de	  la	  turbulence	  	  
Dans	   cette	   étude,	   nous	   utilisons	   des	   outils	   qui	   proviennent	   du	   domaine	   de	   la	  
turbulence.	  En	  mécanique	  des	  fluides,	  les	  équations	  de	  Navier-­‐Stokes	  ont	  été	  établies	  
au	   19ème	   siècle	   (Pope,	   2000)	   dans	   le	   but	   de	   décrire	   le	   mouvement	   des	   fluides	  
newtoniens.	  Ces	  équations	  s'écrivent	  pour	  un	  fluide	  incompressible	  :	  	  
	  
	   𝜕!𝑢 + 𝑢 ∙ ∇ 𝑢 = ∇𝑝𝜌 + 𝑣∆𝑢 + 𝑓, ∇ ∙ 𝑢 = 0	   (1)	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où	  𝑢	   est	   le	   vecteur	   vitesse,	  𝑝	   la	   pression,	  𝜌	   la	   densité,	   f	   une	   force	   extérieur	   et	  𝑣	   la	  
viscosité	  cinématique.	  L'écoulement	  est	  contrôlé	  par	  le	  nombre	  de	  Reynolds	  :	  
	  
	   𝑅𝑒 = 𝑈𝐿𝑣 	  
	  
(2)	  
Avec	  U	  une	  vitesse	  typique	  et	  L	  une	  échelle	  typique.	  Lorsque	   le	  nombre	  de	  Reynolds	  
est	  élevé,	  l'écoulement	  est	  turbulent	  et	  lorsqu'il	  est	  faible,	  l'écoulement	  est	  laminaire.	  
Dans	  l'océan,	  si	  on	  prend	  𝑈 ≈ 1  𝑚/𝑠,	  𝐿 ≈ 100  𝑚,	   (système	  côtier)	  et	  𝑣 = 10!!𝑚!/𝑠	  
on	   a	   𝑅𝑒 = 10!	   ce	   qui	   correspond	   à	   une	   situation	   fortement	   turbulente	   appelée	  
"turbulence	   pleinement	   développée".	   Ces	   équations	   non-­‐linéaires	   de	   Navier-­‐Stokes	  
sont	   le	   dernier	   domaine	   de	   la	   physique	   classique	   non	   résolus	   mathématiquement	  
(Feynman	   et	   al.,	   1965,	   Tsinober,	   2001).	   Néanmoins,	   des	   approches	   statistiques	  
simplifiées	  existent	  comme	  la	  célèbre	   la	   loi	  de	  Kolmogorov	  (Kolmogorov,	  1941).	  Pour	  
illustrer	  cela,	  on	  peut	  citer	  une	  phrase	  d'un	  météorologique	  du	  début	  du	  20ème	  siècle	  
(Richardson,	  1922)	  :	  "Les	  gros	  tourbillons	  ont	  de	  petits	  tourbillons	  qui	  se	  nourrissent	  de	  
leur	  vitesse	  et	  les	  petits	  tourbillons	  en	  ont	  de	  plus	  petits	  et	  ainsi	  jusqu'à	  la	  viscosité".	  Ce	  
transfert	  d'énergie	  en	   cascade	  des	   grandes	  échelles	   vers	   les	  petites	  échelles,	   jusqu'à	  
arriver	  à	  échelle	  de	  la	  viscosité,	  est	  illustré	  en	  figure	  1-­‐12.	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Figure	  1-­‐12.	  Cascade	  de	  Richardson,	  (L)	  grande	  échelles	  ;	  (η)	  échelle	  de	  Kolmogorov	  ;	  
échelles	  intermédiaires	  ;	  (ε)	  dissipation.	  	  
	  
Reprenant	   les	   idées	   de	   Richardson,	   Kolmogorov	   en	   1941	   a	   proposé	   une	   analyse	  
dimensionnelle	   pour	   décrire	   les	   fluctuations	   de	   la	   vitesse	   (∆𝑣!),	   sous	   la	   forme	  
suivante	  :	  
	  
	   ∆𝑉! = 𝐶𝜀!/!𝑙!/!	   (3)	  
	  
Avec	   ε	   qui	   représente	   la	   dissipation	   et	   𝑙	   l'échelle	   de	   longueur.	   Cette	   relation	   est	  
vérifiée	  dans	  domaine,	  qu'on	  appelle	  "régime	  inertiel",	  donné	  par	  l'intervalle	  suivant	  :	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   𝜂 ≤ 𝑙 ≤ 𝐿	   (4)	  
	  
où	  L	  est	  l'échelle	  d'injection	  d'énergie	  (grande	  échelle)	  et	  η	  est	  la	  plus	  petite	  échelle	  de	  
ce	  régime	  inertiel.	  En	  raison	  de	  la	  viscosité	  du	  fluide,	  l'énergie	  est	  convertie	  en	  chaleur	  
pour	  les	  échelles	  de	  l'ordre	  de	  grandeur	  de	  𝜂	  et	  plus	  petites.	  Dans	  la	  littérature	  𝜂	  est	  
appelée	   "échelle	   de	   Kolmogorov"	   et	   est	   exprimée	  de	   la	  manière	   suivante	   (Tennekes	  
and	  Lumley,	  1972)	  :	  	  
	  
	   𝜂 = 𝑣!𝜀 !/!	   (5)	  
	  
Dans	   l'océan,	   la	   viscosité	  𝑣	   dépend	   faiblement	   de	   la	   température	   (𝑣	   varie	   de	   0,8	   à	  
1,5.10-­‐6	  m2/s)	  et	  donc	  𝜂	  dépend	  surtout	  de	  l'écoulement	  et	  de	  la	  valeur	  de	  𝜀.	  Plus	  la	  
dissipation	   est	   forte,	   plus	   𝜂	   est	   petite.	   En	   pratique	   𝜂	   varie	   de	   0,1	   à	   10	   mm.	   Cette	  
échelle	  sépare	  le	  régime	  turbulent	  des	  régimes	  visqueux.	  Un	  étudiant	  de	  Kolmogorov,	  
a	  utilisé	  les	  spectres	  de	  puissance	  (voir	  ci-­‐dessous)	   issus	  des	  champs	  de	  vitesses	  pour	  
obtenir	  la	  loi	  de	  puissance	  en	  "5/3"	  (Obukhov,	  1941)	  :	  
	  
	   E 𝑘 = C!ε!/!𝑘!!/!	   (6)	  
	  
où	  C0	  est	   la	  constante	  de	  Kolmogorov,	  K	   le	  nombre	  d'ondes	  et	  E	   la	  densité	  spectrale	  
d'énergie	  (Preumont,	  1990,	  Frisch,	  1995).	  Ces	  deux	  exposants	  de	  1/3	  (voir	  équation	  3)	  
et	  5/3	  (voir	  équation	  6)	  sont	  équivalents	  mathématiquement	  et	  ont	  été	  vérifiés	  dans	  
de	  nombreuses	  expériences	  (Grant	  et	  al.,	  1962,	  Anselmet	  et	  al.,	  1984).	  Pour	  un	  scalaire	  
passif	   advecté	   par	   la	   turbulence,	   comme	   la	   température,	   la	   salinité,	   ou	   la	  
concentration	   d'une	   quantité	   chimique	   inerte,	   on	   a	   aussi	   une	   loi	   d'échelle	   dans	   le	  
domaine	  spectral	  :	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   𝐸! 𝑘 = 𝐶!𝜀!!/!𝜒𝑘!!/!	   (7)	  
	  
où	  χ	  est	  la	  dissipation	  de	  variance	  de	  scalaire	  passif	  (équivalent	  de	  la	  dissipation	  ε	  pour	  
le	   champ	   θ).	   Cette	   loi,	   due	   à	   Obukhov	   	   et	   Corrsin	   (Obukhov,	   1941,	   Corrsin,	   1951)	  
caractérise	   un	   scalaire	   passif.	   Lorsqu'on	   obtient	   un	   spectre	   de	   -­‐5/3	   pour	   la	  
fluorescence,	  pour	  certaines	  échelles,	  on	  peut	  supposer	  que	   le	  phytoplancton	  est	  un	  
scalaire	   passif	   pour	   ces	   échelles,	   et	   donc	   que	   la	   physique	   (advection	   turbulente)	   a	  
dominé	   la	   biologie	   (Platt	   and	   Denman,	   1975,	   Seuront	   et	   al.,	   1996b,	   Seuront	   et	   al.,	  
1996a,	  Seuront	  et	  al.,	  1999).	  Réciproquement,	   lorsque	   le	  spectre	  est	  différent	  de	  5/3	  
on	  peut	  supposer	  une	  activité	  biologique	  ou	  biogéochimique.	  	  
	  
6.2	  La	  méthode	  EMD	  
	   La	   méthode	   de	   décomposition	   modale	   empirique	   (EMD	   en	   anglais	   pour	  
Empirical	   Mode	   Decomposition),	   est	   une	   méthode	   d'analyse	   récente	   en	   temps-­‐
fréquence	  qui	  est	  particulièrement	  adaptée	  pour	   les	   séries	   temporelles	  non-­‐linéaires	  
et	   non-­‐stationnaires	   (Huang,	   2009,	   Flandrin	   et	   al.,	   2004).	   Cette	   méthode	   a	   été	  
proposée	   il	   y	   a	   une	   quinzaine	   d'années	   par	   des	   scientifiques	   de	   la	   NASA	   (National	  
Aeronautics	   and	   Space	   Administration)	   (Huang	   et	   al.,	   1998).	   Durant	   ces	   quinze	  
dernières	  années,	  plus	  de	  9500	  articles	  ont	  utilisé	  cette	  méthode.	  Ces	  utilisations	  ont	  
été	   effectuées	   dans	   des	   domaines	   très	   variés	   qui	   vont	   de	   l'analyse	   des	   roulement	   à	  
billes	   (Yu	  et	  al.,	  2005)	  aux	   réseaux	  neuronaux	   (Deng	  et	  al.,	  2001),	  en	  passant	  par	   les	  
analyses	   sur	   l'ADN	   (Bai	   et	   al.,	   2011).	   La	  méthode	   EMD	   permet	   de	   décomposer	   une	  
série	   temporelle	   en	   une	   somme	   de	   séries	   temporelles	   appelées	   "modes",	   chacune	  
ayant	  une	  fréquence	  caractéristique.	  La	  décomposition	  est	  faite	  de	  manière	  itérative,	  
en	   considérant	   à	   chaque	   étape	   le	   signal	   comme	   étant	   la	   somme	   d'une	   composante	  
basse	   fréquence	   et	   d'une	   composante	   haute	   fréquence	   (Rilling	   et	   al.,	   2003).	  
Empiriquement,	   une	   série	   temporelle	   multi-­‐échelle	   comportant	   N	   point	   sera	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décomposée	   en	   n	   mode,	   avec	  𝑛 ≈ log!𝑁(Flandrin	   et	   al.,	   2004,	   Huang	   et	   al.,	   1998,	  
Schmitt	   et	   al.,	   2009).	   A	   la	   fin	   de	   la	   décomposition,	   la	   méthode	   exprime	   une	   série	  
temporelle	  x(t)	  comme	  la	  somme	  d'un	  nombre	  fini	  de	  modes	  Ci(t)	  et	  d'un	  résidu	  final	  
r(t)	  (Huang	  et	  al.,	  1998)	  :	  
	  
	   𝑋 𝑡 = 𝐶!!!!! 𝑡 + 𝑟(𝑡)	  
	  
(8)	  
La	  méthode	  EMD	  est	  aussi	  utilisée	  pour	  lisser	  une	  série	  temporelle,	  ou	  en	  extraire	  une	  
tendance.	   Cette	   opération	   peut	   être	   réalisée	   en	   sélectionnant	   un	   mode	   n0	  
correspondant	  à	  une	   fréquence	  donnée	  au-­‐dessus	  de	   laquelle	   le	   lissage	  est	  effectué.	  
On	   peut	   donc	   écrire	   la	   série	   temporelle	   d'origine	   comme	   une	   tendance	   (en	   version	  
lissée)	  et	  un	  terme	  haute	  fréquence	  x'(t)	  :	  	  
	  
	   𝑋 𝑡 = 𝑋 𝑡 + 𝑥′(𝑡)	  
	  
(9)	  
où	  la	  tendance	  et	  la	  haute	  fréquence	  s'écrivent	  :	  	  
	  
	   𝑋 𝑡 = 𝐶!!!!!! 𝑡 + 𝑟 𝑡 	  
	  
(10)	  
	   𝑥! 𝑡 = 𝐶!!!!!!!! 𝑡 	   (11)	  
	  
Ici	   le	   mode	   n0	   sépare	   la	   tendance	   et	   la	   haute	   fréquence.	   Un	   exemple	   de	   filtration	  
effectuée	  sur	  un	  mouvement	  brownien	  avec	  la	  méthode	  EMD	  est	  présenté	  en	  la	  figure	  
1-­‐13	  et	  on	  peut	  aussi	  voir	  la	  décomposition	  EMD	  de	  ce	  mouvement	  brownien	  en	  figure	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1-­‐14.	  Nous	  verrons	  dans	  les	  prochains	  paragraphes	  que	  cette	  méthode	  peut	  également	  
être	  utilisée	  pour	   les	  études	  spectrales	  et	  pour	  effectuer	  des	  comparaisons	  de	  séries	  
temporelles	  en	  fonction	  de	  leurs	  fréquences.	  	  
	  
	  
Figure	  1-­‐13.	  En	  haut	  :	  le	  mouvement	  brownien	  ;	  En	  bas	  :	  exemple	  de	  filtration	  EMD	  à	  
partir	  du	  mode	  9.	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Figure	   1-­‐14.	   Décomposition	   EMD	   mode	   à	   mode	   effectuée	   à	   partir	   du	   mouvement	  
brownien	  présent	  en	  figure	  12.	  Les	  modes	  1	  à	  12	  vont	  de	  la	  haute	  fréquence	  à	  la	  basse	  
fréquence.	  	  
6.3	  Rappels	  de	  statistiques	  et	  probabilité	  
6.3.1	  Les	  Fonctions	  de	  densité	  de	  probabilité	  
	   La	  densité	  de	  probabilité	  (PDF	  en	  anglais)	  est	  une	  fonction	  𝑝(𝑥)	  qui	  représente	  
une	  probabilité,	  et	  qui	  a	  les	  2	  propriétés	  suivantes	  :	  
• 𝑝(𝑥) ≥ 0	  
• 𝑝 𝑡 𝑑𝑡 = 1	  
La	   seconde	   propriété	   indique	   que	   la	   somme	   des	   somme	   des	   probabilités	   vaut	   1.	  
Ensuite,	  la	  probabilité	  que	  𝑥	  soit	  entre	  a	  et	  b	  s'écrit	  :	  	  
	  
	   𝑃 𝑎 < 𝑋 ≤ 𝑏 = 𝑓 𝑢 𝑑𝑢!! 	   (12)	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On	  peut	  aussi	  noter	  la	  fonction	  de	  répartition	  :	  
	  
	   𝐹 𝑥 = Pr 𝑥 ≥ 𝑎 = 𝑝 𝑡 𝑑𝑡!! 	   (13)	  
	  
Il	  existe	  une	  infinité	  de	  lois	  𝑝(𝑥)	  discrètes	  ou	  continues.	  Nous	  référons	  à	  Evans	  (Evans	  
et	   al.,	   2001)	   pour	   une	   liste	   des	   propriétés	   de	   certaines	   lois	   plus	   classiques.	   La	   loi	  
normale	  ou	  Gaussienne	  commune	  à	  la	  PDF	  suivante	  :	  	  
	  
	   𝑝 𝑥 = !! !! 𝑒!!! !!!! ²	  	   (14)	  
	  
où	  𝜇	   est	   la	  moyenne	   et	  𝜎	   l'écart	   type.	   La	   loi	   normale	   a	   comme	   particularité	   le	   fait	  
d'avoir	   des	   extrêmes	   qui	   décroissent	   de	   façon	   très	   rapide,	   en	   𝑒!!!!    𝜆 > 0 .	   D'un	  
autre	  côté,	  une	  loi	  très	  répandue	  en	  biologie	  marine	  pour	  représenter	  l'abondance	  des	  
espèces,	  est	  la	  loi	  log-­‐normale.	  Cette	  loi	  suppose	  que	  le	  log	  de	  la	  variable	  ait	  une	  PDF	  
normale.	  Son	  expression	  mathématique	  est	  la	  suivante	  :	  	  	  
	  
	   𝑓 𝑥; 𝜇,𝜎 = !!" !! 𝑒 ! !"!!! !!!! 	  	  	  	  	   (15)	  
	  
où	  𝜇  est	  la	  moyenne	  et	  𝜎	   l'écart	  type	  de	  log(x).	  En	  biologie	  marine,	  la	  loi	  log-­‐normale	  
est	   utilisée	   de	   façon	   quasi	   systématique	   pour	   approximer	   les	   données	   liées	   à	  
l'abondance	   qui	   comporte	   de	   fortes	   fluctuations,	   sans	   qu'il	   n'y	   ait	   vraiment	   de	  
justification	   réelle	   et	   sans	   que	   cette	   loi	   soit	   explicitement	   mentionnée.	   Des	   tests	  
statistiques	   sont	   appliqués	   de	   manière	   classique	   sur	   log(A+1)	   où	   A	   est	   l'abondance	  
(Wang	  et	  al.,	  2006,	  Widdicombe	  et	  al.,	  2010,	  Feuchtmayr	  et	  al.,	  2012).	  La	  valeur	  "+1"	  a	  
été	  implémentée	  pour	  éviter	  les	  problèmes	  liés	  au	  log(0).	  D'après	  la	  définition	  même	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de	  la	  formule,	  cela	  implique	  que	  le	  logarithme	  de	  l'abondance	  est	  distribué	  de	  manière	  
à	   suivre	   une	   loi	   normale	   (équation	   (14)),	   donc	   que	   la	   PDF	   de	   l'abondance	   est	   log-­‐
normale.	  	  
	   Un	  autre	  type	  de	   loi	  correspond	  à	  des	  décroissances	  en	   loi	  de	  puissance	  pour	  
les	  grandes	  valeurs,	  de	  la	  forme	  :	  	  
	  
	   𝑝(𝑥) = 𝐶𝑥!! 	  	  	  	  	   (16)	  
	  
où	  𝐶	   est	   une	   constante	   et	  𝛼	   un	   exposant	   de	   loi	   de	   puissance.	   Les	   lois	   de	   puissance	  
permettent	   de	   décrire	   des	   phénomènes	   qui	   contiennent	   une	   invariance	   d'échelle	  
(Clauset	  et	  al.,	  2009).	  Dans	  une	  représentation	  log-­‐log,	  cette	  loi	  va	  se	  présenter	  sous	  la	  
forme	  d'une	  droite.	  Ce	  type	  de	  loi	  est	  utilisé	  dans	  de	  nombreux	  domaines	  scientifiques,	  
tels	  que	  celui	  de	  la	  physique	  fondamentale	  (Klein	  and	  Meakin,	  1989,	  Choptuik,	  1993),	  
et	  des	  sciences	  économiques	  (Gabaix	  et	  al.,	  2003).	  L'application	  la	  plus	  connue	  de	  cette	  
loi	   reste	   liée	  aux	   sciences	  de	   la	   terre,	  dans	   le	   cadre	  de	   l'étude	  des	   tremblements	  de	  
terre,	   il	   s'agit	   de	   l'échelle	   de	   Richter	   (Gutenberg	   and	   Richter,	   1956).	   Lorsque	   la	  
constante	   de	   puissance	  𝛼 = 2,	   on	   obtient	   la	   loi	   de	   Cauchy.	   Cette	   loi	   ne	   possède	   ni	  
écart	  type,	  ni	  espérance,	  et	  elle	  n'a	  pas	  de	  moyenne	  ;	  on	  utilise	  la	  médiane	  à	  la	  place.	  
La	  loi	  des	  grands	  nombres	  ne	  s'y	  applique	  pas	  et	  elle	  possède	  des	  probabilités	  à	  queue	  
longue.	  La	  loi	  de	  Cauchy	  est	  définie	  de	  la	  manière	  suivante	  :	  
	  
	   𝑝(𝑥; 𝑥!,𝑎) = 1𝜋 𝑎𝑥 − 𝑥! ! + 𝑎! 	  
	  
(17)	  
où	  𝑥!	   et	  𝛼	   sont	   des	   constantes.	   Un	   comparatif	   entre	   la	   loi	   log-­‐normale	   et	   la	   loi	   de	  
puissance	  est	  effectué	  dans	  cette	  étude	  au	  niveau	  du	  paramètre	  de	  fluorescence,	  afin	  
de	  voir	   la	  loi	  qui	  approxime	  le	  mieux	  le	  proxy	  de	  cette	  abondance	  phytoplanctonique	  
dans	  notre	  zone	  d'étude.	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6.3.2	  Energie	  spectrale	  :	  spectre	  d'énergie	  en	  espace	  de	  Fourier	  	  	  
	   Les	   analyses	   spectrales	   sont	   utilisées	   depuis	   longtemps	   dans	   le	   domaine	   de	  
l'océanographie	   (Legendre	   and	   Legendre,	   2012,	   Platt	   and	  Denman,	   1975,	   Seuront	   et	  
al.,	   1996a,	   Seuront	   et	   al.,	   1996b,	   Schmitt	   et	   al.,	   2008,	   Grant	   et	   al.,	   1962).	   Pour	   une	  
série	  temporelle	  𝑥(𝑡),	  son	  spectre	  d'énergie	  𝐸!(𝑓)	  indique	  comment	  l'énergie	  de	  cette	  
série	   temporelle	  va	  varier	  en	   fonction	  de	   la	   fréquence	  𝑓.	   Le	   spectre	  d'énergie	  𝐸!(𝑓)	  
selon	  sa	  définition	  correspond	  au	  module	  au	  carré	  de	  la	  transformée	  de	  Fourier	  :	  
	  
	   𝐸! 𝑓 = V 𝑓 ! 	   (18)	  
	  
où	  𝑉 𝑓 	  est	  la	  transformée	  de	  Fourier	  de	  X	  :	  
	  
	   𝑉 𝑓 = 𝑒!!!"#𝑋 𝑡 𝑑𝑡!!! 	   (19)	  
	  
L'estimation	   des	   spectres	   d'énergie	   par	   la	   méthode	   FFT	   requiert	   qu'il	   y	   ait	   une	  
équidistance	  dans	   la	   série	   temporelle	  𝑥(𝑡),	   ce	  qui	   va	  poser	  un	  problème	  dans	  notre	  
cas	  :	   les	   bases	   de	   données	   issues	   de	   systèmes	   automatisés	   comportent	   souvent	   des	  
valeurs	  manquantes	   (voir	  paragraphe	  3).	  La	   fonction	  d'auto-­‐corrélation	  exprimée	  par	  
la	  relation	  de	  Wiener-­‐Khinchine	  (Bendat	  and	  Piersol,	  2011,	  Lampard,	  1954),	  appliquée	  
en	   amont	  de	   la	  méthode	   FFT,	   est	   un	  moyen	  de	   remédier	   à	   ce	  problème	   (Dur	   et	   al.,	  
2007).	  La	  relation	  de	  Wiener-­‐Khinchine	  exprime	  le	  fait	  que	  le	  spectre	  d'énergie	  est	   la	  
"cosinus"	  transformée	  de	  Fourier	  de	  la	  fonction	  d'auto-­‐corrélation	  :	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   𝐸! 𝑓 = 2 𝑅(𝑡) cos 2𝜋𝑓  𝑑𝑡!! 	   (20)	  
	  
où	   𝑅 𝜏 = 𝑥 𝑡 𝑥(𝑡 + 𝜏)	   (21)	  
	  
Une	   étude	   comparative	   entre	   ces	   différentes	  méthodes	   spectrales	   a	   été	   réalisée	   en	  
annexe	  1.	  	  
	  
6.3.3	  Analyse	  spectrale	  de	  Hilbert	  et	  méthode	  EMD	  
	   Nous	  avons	  déjà	  vu	  dans	  le	  paragraphe	  4.2	  que	  la	  méthode	  EMD	  pouvait	  être	  
utilisée	  pour	   décomposer	   et	   filtrer	   un	   signal.	  Nous	   allons	  maintenant	   introduire	   une	  
deuxième	   étape,	   la	   transformée	   de	   Hilbert-­‐Huang.	   Cette	   transformée	   va	   nous	  
permettre	   de	   réaliser	   l'analyse	   spectrale	   de	   Hilbert	   ou	   en	   anglais	   la	   HSA	   (Hilbert	  
Spectral	  Analysis)	   (Huang	  et	  al.,	  1998,	  Huang	  et	  al.,	  1999).	   La	   transformée	  de	  Hilbert	  𝐶(𝑡)	  est	  défini	  comme	  suit	  :	  	  
	  
	   𝐶 𝑡 = 1𝜋 𝑃 𝐶(𝑡!)𝑡 − 𝑡′𝑑𝑡′!!! 	   (22)	  
	  
où	  	  ′𝑃′	  désigne	  la	  valeurs	  principale	  de	  Cauchy	  (Cohen,	  1995,	  Long	  et	  al.,	  1995,	  Huang	  
et	  al.,	  1998).	  La	  transformée	  de	  Hilbert	  de	  chaque	  mode,	   issu	  d'une	  série	  temporelle	  
de	  départ,	  est	   calculée,	  puis	  utilisée	  pour	  calculer	  un	  signal	  analytique	   (𝑌 = 𝐶 + 𝑗𝐶),	  
c'est-­‐à-­‐dire	   	  qu'on	  obtient	  un	  nombre	  complexe	  avec	  sa	  partie	  réelle,	  qui	  correspond	  
au	  mode,	   et	   sa	   partie	   imaginaire,	   qui	   correspond	   à	   la	   transformée	   de	   Hilbert	   de	   ce	  
mode.	  Ensuite,	  à	  partir	  de	  ce	  signal	  analytique,	  on	  calcule	  la	  fréquence	  instantanée	  et	  
l'amplitude	  :	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   𝑌 = 𝐴(𝑡)𝑒!"(!)	   (23)	  
	  
où	   A(t)	   est	   l'amplitude	   instantané,	   θ(t)	   la	   phase	   donnant	   ω(t)=dθ/dt	   la	   fréquence	  
instantanée.	  	  
	   La	  HSA	  est	  une	  technique	  d'analyse	  de	  la	  fréquence	  en	  temps/amplitude;	  ce	  qui	  
signifie	   qu'à	   chaque	   pas	   de	   temps,	   une	   amplitude	   et	   une	   fréquence	   peuvent	   être	  
extraites	  pour	  chaque	  mode.	  En	  considérant	  l'intégralité	  de	  la	  méthode	  EMD-­‐HSA,	  on	  
obtient	  à	  chaque	  pas	  de	   temps,	  n	  valeurs	  de	   fréquences	  et	  d'amplitudes	   (une	  valeur	  
pour	  chaque	  mode).	  L'énergie	  locale	  est	  𝐴! 𝜔, 𝑡 ,	  où	  A	  est	  l'amplitude	  et	  𝜔	  le	  temps,	  
et	  on	  peut	  exprimer	  le	  spectre	  de	  puissance	  de	  Hilbert	  comme	  suit	  :	  
	  
	   ℎ 𝜔 = 1𝑇 𝐴! 𝜔, 𝑡 𝑑𝑡!! 	   (24)	  
	  
où	   T	   est	   la	   période	   de	   temps	   pour	   calculer	   le	   spectre.	   Cette	   approche,	   qui	   utilise	   la	  
méthode	  HSA	  pour	  le	  calcul	  d'un	  spectre	  de	  puissance,	  est	  très	  similaire	  à	  celle	  utilisée	  
pour	   les	   spectres	   de	   puissance	   de	   Fourier	   (Kantz	   and	   Schreiber,	   2004)	   :	   il	   a	   été	  
démontré	   que	   les	   spectres	   de	   puissance	   de	   Hilbert	   et	   de	   Fourier	   avaient	   le	   même	  
comportement	   pour	   les	   processus	   d'échelle	   (Huang	   et	   al.,	   2008,	   Huang	   et	   al.,	   2009,	  
Huang,	  2009).	  Dans	  cette	  étude,	  nous	  utiliserons	  principalement	  la	  méthode	  HSA	  dans	  
les	   analyses	   spectrales,	   car	   cet	   algorithme	   peut	   être	   utilisé	   avec	   des	   données	  
irrégulières	   (Huang,	   2009,	   Huang	   and	   Schmitt,	   2014),	   ce	   qui	   inclut	   les	   bases	   de	  
données	  possédant	  des	  valeurs	  manquantes.	  La	  figure	  1-­‐15	  montre	  une	  comparaison	  
entre	   le	  spectre	  de	  Fourier	  et	   le	  spectre	  de	  Hilbert,	  pour	  des	  données	  de	  turbulence,	  
issues	  de	  la	  thèse	  de	  Yongxiang	  Huang,	  soutenu	  en	  2009.	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Figure	  1-­‐15.	  Comparaison	  du	  spectre	  de	  Hilbert	  (ligne	  pointillé	  mixte)	  et	  du	  spectre	  de	  
Fourier	  (ligne	  pointillée)	  (Huang,	  2009).	  
	  
6.4	  Méthodes	  comparatives	  entre	  séries	  temporelles	  
6.4.1	  Co-­‐spectre	  
	   Le	   co-­‐spectre,	   ou	   spectre	   croisé,	   est	   un	   outil	   statistique	   qui	   permet	   de	  
caractériser	   l'ampleur	  de	  la	  transition	  énergétique	  entre	  deux	  paramètres.	  En	  d'autre	  
termes,	  on	  regarde	   le	  niveau	  de	  co-­‐variabilité	  entre	  deux	  séries	  temporelles	  T1	  et	  T2.	  
Pour	  cela,	  on	  considère	  la	  cohérence	  spectrale	  𝑅!!,!! 	  	  comme	  suit	  (Bendat	  and	  Piersol,	  
2011)	  :	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   𝑅!!,!!(𝑓) = 𝐸!!,!!(𝑓)𝐸!! 𝑓 𝐸!!(𝑓)	   (24)	  
	  
où	   𝐸!!,!!(𝑓) 	   équivaux	   au	  module	   du	   co-­‐spectre	   et	   𝐸!! 𝑓 𝐸!!(𝑓)	   correspond	   à	   la	  
racine	  carrée	  du	  produit	  des	  deux	  spectres.	  	  
	  
	   𝐸!!,!! 𝑓 = 𝑇! 𝑓 𝑇!∗(𝑓)	   (25)	  
	  
où	  𝑥∗	  est	  le	  conjugué	  de	  𝑥.	  On	  voit	  que	  𝐸!!,!! 	  est	  en	  général	  complexe,	  d'où	  le	  module.	  
Quand	   il	   y	   a	   une	   relation	   linéaire	   entre	   les	   T1	   et	   T2,	   la	   cohérence	   R	   est	   égale	   à	   1	  
(Lumley,	  2007,	  Lumley,	  1970).	  Donc	  si	  R	  est	  plat,	  on	  suppose	  une	  dépendance	  entre	  les	  
deux	   bases	   de	   données	   utilisées	   en	   entrée.	   Inversement,	   quand	   la	   cohérence	   R	   est	  
proche	  de	  0,	  on	  peut	  supposer	  que	   les	  processus	  sont	  décorrélés.	  Dans	  notre	  étude,	  
cette	  méthode	  sera	  utilisée	  pour	  comparer	  les	  données	  issues	  de	  différents	  systèmes	  
automatisés	   qui	   enregistrent	   des	   paramètres	   communs,	   afin	   de	   voir	   s'il	   existe	   une	  
liaison	  dynamique	  entre	  les	  zones	  considérées.	  	  
	  
6.4.2	  TDIC	  
	   La	   méthode	   TDIC	   (Time	   Dependent	   Intrinsic	   Correlation	   Analysis)	   est	   une	  
nouvelle	  méthode	   de	   cross-­‐corrélation	   basée	   sur	   la	  méthode	   EMD	   (voir	   paragraphe	  
6.2).	  Cette	  dernière	  utilise	  la	  méthode	  EMD	  pour	  estimer	  une	  fenêtre	  adaptative,	  dans	  
le	  but	  de	  calculer	   la	  corrélation	  intrinsèque	  en	  fonction	  du	  temps	  (Chen	  et	  al.,	  2010).	  
L'idée	  en	  effet,	  est	  de	  considérer	  que	  la	  corrélation	  classique	  demande	  que	  les	  séries	  
en	   entrée	   soient	   stationnaires.	   La	   méthode	   TDIC	   s'applique	   à	   des	   séries	   non	  
stationnaires	  et	  permet	  de	  considérer	  une	  corrélation	  locale	  à	  une	  échelle	  donnée.	  En	  
ce	  sens,	  cette	  méthode	  est	  une	  généralisation	  de	  la	  corrélation	  classique.	  Pour	  chaque	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paire	  de	  modes,	  cette	  corrélation	  intrinsèque	  en	  fonction	  du	  temps	  (TDIC)	  est	  définie	  
comme	  suit	  :	  	  
	  
	   𝑅!" 𝑡!! = 𝐶𝑜𝑟𝑟(𝐶!,! 𝑡!! 𝐶!,! 𝑡!! )	   (26)	  
	  
où	  𝐶𝑜𝑟𝑟	   est	   le	   coefficient	   de	   cross-­‐corrélation	   des	   deux	   séries	   temporelles	   et	   𝑡!! =𝑡! − 𝑛𝑡!/2   ∶ 𝑡! + 𝑛𝑡!/2 .	  La	  taille	  minimale	  de	  la	  fenêtre	  glissante	  pour	  estimer	  une	  
corrélation	  locale	  a	  été	  choisie	  comme	  suit	  :	  𝑇! = max  (𝑇!! 𝑡! ,𝑇!! 𝑡! ),	  où	  𝑇!! 	  et	  𝑇!! 	  
sont	   les	  périodes	   instantanée	  𝑇 = 𝜔!!,	   et	  𝑛	   est	  un	  nombre	   réel	  positif	   (Chen	  et	   al.,	  
2010).	  
	   Cette	  méthode	   conserve	   les	  mêmes	   avantages	   que	   la	  méthode	   EMD,	   c'est-­‐à-­‐
dire	  que	   les	   analyses	   effectuées	  ne	   sont	  pas	   sensibles	   à	   la	  non-­‐stationnarité	   et	  non-­‐
linéarité	  des	  bases	  de	  données	  utilisées	  en	  entrée	  (Flandrin	  et	  al.,	  2004,	  Huang	  et	  al.,	  
1999,	  Huang	   et	   al.,	   1998).	   Contrairement	   à	   la	  méthode	  des	   co-­‐spectres,	   la	  méthode	  
TDIC	  a	  aussi	  l'avantage	  nous	  donner	  une	  corrélation	  sous	  la	  forme	  d'un	  graphique	  pour	  
chaque	   échelle	   caractéristique.	   Ici,	   pour	   réaliser	   la	  méthode	   TDIC,	   nous	   utilisons	   un	  
code	   en	   langage	  Matlab	   écrit	   par	   Yongxiang	   Huang	   (Huang	   and	   Schmitt,	   2014).	   	   Ce	  
code	  est	  lui	  même	  basé	  sur	  un	  code	  écrit	  par	  Chen	  et	  Huang	  (Chen	  et	  al.,	  2010)4.	  	  	  
7	  Le	  langage	  de	  programmation	  Matlab	  	  	  
	   Matlab	  est	  un	   langage	  de	  programmation	  développé	  par	   la	  société	  Mathwork	  
en	  1984	  ;	  son	  nom	  vient	  du	  diminutif	  anglais	  de	  "Matrix	  Laboratory".	  Ce	  langage	  a	  été	  
inventé	   à	   la	   fin	   des	   années	   1970	   par	   le	   mathématicien	   Cleve	   Moler,	   à	   partir	   des	  
bibliothèques	  Fortran,	  LINPACK	  et	  EISPACK	  (Moler,	  1980a,	  Moler,	  1980b).	  Cela	  permet	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4	  Le	  code	  TDIC	  est	  disponible	  en	  libre	  accès	  sur	  le	  site	  web	  suivant	  :	  	  
http://www.fg-schmitt.fr/EMD_and_multifractals.html.	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d'effectuer	  des	  calculs	  rapidement	  ou	  d'utiliser	  des	  bases	  de	  données	  importantes.	  Il	  a	  
aussi	   l'avantage	   de	   pouvoir	   directement	   effectuer	   des	   calculs	   matriciels.	   Par	  
conséquent,	  sans	  ce	  type	  de	  logiciel,	   il	  nous	  serait	   impossible	  d'effectuer	  les	  analyses	  
spectrales	  de	  manière	   interannuelle	  (plus	  de	  200000	  points)	  sans	  saturer	   la	  mémoire	  
vive	   de	   nos	   ordinateurs.	   Matlab	   permet	   la	   création	   de	   scripts	   et	   de	   fonctions	   qui	  
peuvent	   être	   appelés	   indépendamment	   ou	   combinés,	   afin	   de	   reproduire	   un	   même	  
type	   d'algorithme	   sur	   des	   bases	   de	   données	   différentes.	   Il	   existe	   aussi	   une	  
communauté	  importante	  qui	  implante	  des	  "toolbox"	  à	  ce	  logiciel,	  en	  plus	  de	  l'éditeur	  
qui,	  pour	  chaque	  mise	  à	  jour	  bimensuelle	  (version	  a	  et	  b),	  en	  fournit	  de	  nouvelles.	  Ce	  
qui	   permet	   d'avoir	   un	   catalogue	   important	   de	   fonctions	   mathématiques	  
préprogrammées,	  indispensables	  à	  nos	  analyses.	  	  
	   Dans	  cette	  étude,	  les	  différents	  programmes	  Matlab	  qui	  effectuent	  les	  analyses	  
spectrales	   basées	   sur	   la	   méthode	   des	   FFT	   (voir	   paragraphes	   6.3.2	   et	   6.4.1)	   ont	   été	  
codés	  par	  le	  Dr	  François	  Schmitt.	  Et	  les	  programmes	  qui	  utilisent	  la	  méthode	  EMD	  (cf.	  
paragraphes	  6.2,	  6.3.3	  et	  6.4.2)	  ont	  été	  modifiés	  par	   le	  Dr	  Yongxiang	  Yuang,	  à	  partir	  
des	   codes	   de	   Patrick	   Flandrin	   (Flandrin	   et	   al.,	   2004)	   et	   de	   Chen	   et	   Huang	   pour	   la	  
méthode	  TDIC	  (Chen	  et	  al.,	  2010).	  Dans	  tous	  les	  cas,	  ces	  programmes	  Matlab	  ont	  été	  
remodifiés	   pour	   s'adapter	   au	   mieux	   à	   nos	   jeux	   de	   données	   issues	   des	   multiples	  
systèmes	   automatisés	   (voir	   paragraphe	   3).	   Toutes	   les	   analyses	   réalisées	   dans	   cette	  
étude	   ont	   été	   effectuées	   avec	   le	   logiciel	   Matlab,	   ainsi	   que	   les	   graphiques	   qui	   en	  
résultent,	  hormis	  les	  cartes	  pour	  la	  localisation	  des	  différents	  dispositifs.	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1	  Introduction	  
	   En	   géosciences,	   la	   majorité	   des	   domaines	   et	   des	   processus	   possèdent	   des	  
fluctuations	  stochastiques	  qui	  varient	  très	   fortement	  sur	  une	   large	  gamme	  d'échelles	  
spatiales	   et	   temporelles.	   Ces	   fluctuations	   sont	   généralement	   la	   résultante	   de	   la	  
superposition	   de	   variations	   déterministiques	   associées	   au	   forçage	   astronomique	  
comme	  les	  cycles	  annuels,	  saisonniers,	  journaliers,	  ou	  liés	  à	  la	  marée.	  Dans	  ce	  chapitre	  
nous	   allons	   nous	   concentrer	   sur	   l'étude	   de	   l'abondance	   phytoplanctonique	   par	  
l'intermédiaire	   de	   son	  proxy,	   la	   fluorescence.	   Ce	   paramètre	   biogéochimique	   joue	  un	  
rôle	  clé	  dans	   les	  écosystèmes	  marins,	  mais	   l'étude	  de	  sa	  dynamique	  est	  relativement	  
complexe	   :	   d'un	   côté	   il	   est	   soumis	   à	   des	   variations	   stochastiques	   importantes	   en	  
relation	  avec	  la	  turbulence,	  la	  dynamique	  des	  populations,	  la	  lumière,	  les	  sels	  nutritifs,	  
le	   broutage	  par	   le	   zooplancton	   ;	   et	   de	   l'autre,	   il	   est	   lié	   à	   des	   variations	   saisonnières	  
déterministiques	  sous	  la	  forme	  de	  forçage.	  En	  effet,	  la	  croissance	  du	  phytoplancton	  est	  
influencée	   par	   la	   disponibilité	   en	   sels	   nutritifs	   dans	   le	   milieu,	   la	   température,	   et	   la	  
lumière	  reçue.	  Dans	  tous	  les	  cas,	  ces	  domaines	  ont	  des	  cycles	  annuels	  très	  marqués.	  La	  
grande	  majorité	  de	  cette	  étude	  a	  été	  réalisée	  avec	  les	  données	  provenant	  du	  système	  
automatisé	   MAREL	   Carnot	   (voir	   paragraphe	   3.1.1	   ,	   chapitre	   1),	   qui	   est	   localisé	   en	  
Manche	   orientale.	   Dans	   cette	   zone,	   Phaeocystis	   est	   la	   principale	   espèce	  
phytoplanctonique	   responsable	   des	   blooms	   (Schapira	   et	   al.,	   2008,	   Monchy	   et	   al.,	  
2012).	   Il	   a	   aussi	   été	   montré	   que	   cette	   espèce	   avait	   un	   impact	   important	   sur	   les	  
écosystèmes	  marins	  côtiers	  (Dauvin,	  2008,	  Seuront	  and	  Vincent,	  2008,	  Spilmont	  et	  al.,	  
2009b,	  Grattepanche	  et	  al.,	  2010).	  Plusieurs	  méthodes	  ont	  été	  utilisées	  pour	  surveiller	  
l'abondance	   de	  Phaeocystis	   dans	   cette	   région,	   y	   compris	   les	   échantillonnages	   in	   situ	  
(Grattepanche	   et	   al.,	   2010,	   Lefebvre	   et	   al.,	   2011,	   Houliez	   et	   al.,	   2013),	   les	   relevés	  
satellites	  couleurs	  de	  l'océan	  (Lubac	  et	  al.,	  2008),	  et	  les	  systèmes	  automatisés	  à	  hautes	  
fréquences	  (Zongo	  and	  Schmitt,	  2011a).	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   Les	   systèmes	   automatisés	   à	   point	   fixe	   enregistrent	   simultanément	   plusieurs	  
paramètres	   biogéochimiques.	   Ce	   chapitre	   est	   focalisé	   sur	   l'étude	   de	   la	   biomasse	  
phytoplanctonique	   par	   l'intermédiaire	   de	   son	   proxy,	   la	   fluorescence.	   D'autres	  
paramètres	  liés	  à	  la	  fluorescence	  sont	  indispensables	  à	  son	  étude	  :	  la	  température	  de	  
l'eau,	  la	  concentration	  en	  sels	  nutritifs	  et	  la	  lumière.	  L'objectif	  principal	  de	  ce	  chapitre	  
est	  d'avoir	  une	  meilleure	  compréhension	  de	  la	  dynamique	  de	  la	  fluorescence	  lors	  des	  
épisodes	   de	   blooms.	   Pour	   cela	   nous	   utiliserons	   les	   distributions	   de	   probabilité,	   les	  
distributions	  en	  temps-­‐fréquence	  et	  l'impact	  des	  autres	  paramètres.	  Bien	  que	  dans	  ce	  
chapitre	  les	  analyses	  soient	  concentrées	  sur	  les	  données	  provenant	  du	  système	  MAREL	  
Carnot,	   les	   dynamiques	   d'abondance	   seront	   aussi	   comparées	   à	   celles	   provenant	   de	  
deux	   autres	   systèmes	   automatisés	   en	   Manche,	   la	   station	   l4	   (voir	   paragraphe	   3.3	   ,	  
chapitre	  1)	  et	  la	  bouée	  MAREL	  Iroise	  (voir	  paragraphe	  3.1.2	  ,	  chapitre	  1).	  Les	  profils	  de	  
températures	  issues	  des	  échantillonnages	  SOMLIT	  sur	   la	  radiale	  de	  Boulogne-­‐sur-­‐Mer	  
(voir	  paragraphe	  2.1	  ,	  chapitre	  1)	  seront	  aussi	  mis	  à	  contribution.	  	  	  
2	  Présentation	  des	  données	  et	  analyses	  préliminaires	  
2.1	  Présentation	  des	  données	  et	  climatologie	  
	   La	   figure	   2-­‐1	   montre	   les	   données	   brutes	   de	   fluorescence	   et	   de	   température	  
relevées	  par	  le	  système	  MAREL	  Carnot	  entre	  2004	  et	  2011.	  Elle	  illustre	  parfaitement	  le	  
comportement	  stochastique	  de	  ces	  deux	  paramètres	  ainsi	  que	   les	  variations	  à	  multi-­‐
échelle.	   Théoriquement,	  MAREL	   Carnot	   effectue	   un	   relevé	   toutes	   les	   vingt	  minutes.	  
Dans	  un	  cas	  parfait,	  une	  année	  d'enregistrement	  comporterait	  donc	  26280	  points	  de	  
mesure.	  En	  fait,	  ce	  type	  de	  système	  ayant	  des	  pannes,	  et	  devant	  aussi	  être	  interrompu	  
pour	   des	   maintenance,	   le	   taux	   d'acquisition	   pour	   la	   fluorescence	   est	   de	   80%	   entre	  
2004	  et	  2011,	  avec	  un	  total	  de	  168948	  points.	  En	  ce	  qui	  concerne	  la	  température,	  on	  
peut	   voir	   clairement	   sur	   la	   figure	   2-­‐1	   qu'il	   y	   a	   un	   problème	   avec	   l'année	   2011	   qui	  
semble	  visuellement	  avoir	  une	  discontinuité	  non	  réaliste.	  Afin	  d'éviter	  de	  biaiser	  nos	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résultats,	   les	   analyses	   menées	   dans	   ce	   chapitre	   ne	   prennent	   pas	   en	   compte	   cette	  
année,	  ce	  qui	  donne	  un	  taux	  d'acquisition	  de	  88%	  pour	  la	  température	  entre	  2004	  et	  
2010,	  avec	  un	  total	  de	  138574	  points	  dans	  notre	  base	  de	  données.	  	  
	  
	  
Figure	  2-­‐1.	  Données	  brutes	  MAREL	  Carnot	  entre	  2004	  et	  2011	  pour	  la	  fluorescence	  (en	  
bleu)	   et	   la	   température	   (en	   vert).	   Les	   lignes	  pointillées	   verticales	   (en	   cyan)	   séparent	  
chaque	  année.	  	  
	  
	   La	  figure	  2-­‐2	  représente	  la	  climatologie	  de	  la	  température	  et	  de	  la	  fluorescence.	  
Pour	   réaliser	   cette	  moyenne	   des	   variations	   interannuelles,	   une	  moyenne	   journalière	  
est	  tout	  d'abord	  réalisée	  sur	  les	  données	  brutes,	  c'est-­‐à-­‐dire	  que	  nous	  n'avons	  plus	  que	  
365	   points	   par	   année,	   au	   lieu	   des	   26280	   théoriques,	   chaque	   jour	   est	   donc	   une	  
moyenne	  de	  576	  points	  (72x8).	  Puis	  on	  moyenne	  ces	  années	  entre	  elles	  pour	  obtenir	  la	  
climatologie	   présentée	   en	   figure	   2-­‐2,	   ce	   qui	   nous	   permet	   de	  mieux	   comprendre	   les	  
variations	  de	  ces	  deux	  paramètres	  sur	  une	  saison.	  La	  climatologie	  des	  températures	  de	  
l'eau	  de	  mer	  varie	  entre	  6-­‐7°C	  en	  hiver	  et	  entre	  18-­‐19°C	  en	  été,	  avec	  le	  maximum	  des	  
températures	  qui	  est	   compris	  entre	   le	  30	   juillet	  et	   le	  20	   septembre.	   Les	  données	  de	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fluorescence	   comportent	   des	   fluctuations	   beaucoup	   plus	   importantes	   que	   la	  
température	   et	   par	   conséquent,	   leur	   courbe	   moyenne	   est	   beaucoup	   moins	   lisse;	  
cependant,	   on	   voit	   très	   clairement	   apparaitre	   la	   dynamique	   saisonnière,	   avec	   un	  
bloom	  moyen	  qui	  est	  compris	  entre	  le	  jour	  70	  (10	  Mars)	  et	  le	  jour	  150	  (1er	  Juin),	  un	  peu	  
avant	   que	   le	   plateau	   qui	   comporte	   les	   températures	   maximales	   ne	   fasse	   son	  
apparition.	  	  	  
	  
	  
Figure	   2-­‐2.	   Climatologie	   calculée	   à	   partir	   des	   moyennes	   interannuelles	   journalières	  
MAREL	  Carnot.	  Pour	  la	  température	  en	  bleue	  entre	  2004	  et	  2010,	  et	  la	  fluorescence	  en	  
vert	  entre	  2004	  et	  2011.	  
2.2	  Extrêmes	  et	  temps	  de	  retour	  	  
	   Dans	  cette	  section	  nous	  considérons	  les	  valeurs	  extrêmes,	  	  afin	  d'avoir	  une	  idée	  
préliminaire	  sur	  la	  dynamique	  de	  la	  fluorescence	  et	  de	  la	  température.	  Pour	  cela	  nous	  
utiliserons	   la	  méthode	  des	  quantiles,	  qui	   se	  base	  sur	   la	   fonction	  de	  distribution	  t	  qui	  
est	  définie	  comme	  suit	  :	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   𝐹 𝑥 = Pr 𝑋 ≤ 𝑥 = 𝑝 𝑡 𝑑𝑡!!! 	   (27)	  
où	  𝑝(𝑡)	  est	  la	  densité	  de	  probabilité,	  𝑋	  correspond	  aux	  données	  étudiées	  et	  𝑥	  est	  un	  
seuil	  donné.	  Le	  quantile	  10	  qui	  est	  utilisé	  pour	  les	  valeurs	  extrêmes	  faibles	  est	  noté	  𝑥!"	  
et	  le	  quantile	  90	  qui	  est	  utilisé	  pour	  les	  valeurs	  extrêmes	  fortes	  est	  noté	  tel	  que	  :	  	  
	  
	   𝐹 𝑥!" = 0,1	  𝐹 𝑥!" = 0,9	   	  (28)	  
	  
Les	  quantiles	  𝑥!"	  et	  𝑥!"	  sont	  alors	  estimées	  en	  inversant	  la	  fonction	  𝐹(𝑥)	  :	  
	  	  
	   𝑥!" = 𝐹!!(0,1)	  𝑥!" = 𝐹!!(0,9)	   	  (29)	  
	  
2.2.1	  Extrêmes	  des	  températures	  
	   Nous	  avons	  calculé,	  sur	  la	  période	  de	  2004	  à	  2010,	  les	  quantiles	  10	  et	  90	  de	  la	  
température	   :	   T10	   =	   6,3°C	   et	   T90	   =	   18,8°C.	   La	   figure	   2-­‐3	   présente	   la	   fonction	   de	  
distribution	  cumulative	  de	  ces	  températures.	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Figure	  2-­‐3.	  Fonction	  de	  distribution	  cumulative	  de	  température	  entre	  2004	  et	  2010.	  En	  
rouge	  le	  quantile	  10	  et	  en	  vert	  le	  quantile	  90.	  	  
	  
	   La	  figure	  2-­‐4	  représente	  les	  données	  brutes	  de	  températures	  issues	  du	  système	  
automatisé	  MAREL	  Carnot,	  année	  par	  année	  entre	  2004	  et	  2011	  (courbes	  bleues).	  Les	  
lignes	   horizontales	   rouges	   correspondent	   au	   quantile	   10,	   et	   les	   lignes	   horizontales	  
vertes	  correspondent	  au	  quantile	  90.	   Il	  est	   important	  de	  noter	  que	  dans	   les	  deux	  cas	  
pour	  le	  quantile	  10	  et	  90,	  les	  calculs	  sont	  effectués	  à	  partir	  des	  donnée	  brutes	  MAREL	  
Carnot	   de	   température	   entre	   2004	   et	   2010,	   car,	   comme	   nous	   l'avions	   déjà	   fait	  
remarquer	   (voir	   paragraphe	   2.1,	   chapitre	   2),	   l'année	   2011	   est	   trop	   bruitée.	   Cette	  
année	   apparait	   donc	   juste	   à	   titre	   indicatif,	   en	   ce	   qui	   concerne	   le	   paramètre	   de	  
température.	  Mais	   nous	   verrons	   dans	   le	   prochain	   paragraphe	   que	   cette	   année	   sera	  
considérée	  pour	  la	  fluorescence.	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Figure	  2-­‐4.	  Données	  brutes	  de	   température	  MAREL	  Carnot	  en	   fonction	  des	  quantiles	  
10	   et	   90	   (T10	   =	   6,3°C	   ;	   T90	   =	   18,8°C).	   Les	   courbes	   bleues	   représentent	   les	   données	  
brutes	  de	   température.	   Les	   lignes	  horizontales	   vertes	  montrent	   le	   quantile	   10	   et	   les	  
lignes	  horizontales	  rouges	  le	  quantile	  10.	  	  
	  
	   On	  peut	  voir	   très	  clairement	  sur	  cette	   figure	  2-­‐4	  qu'il	  existe	  un	  pattern	  plutôt	  
stable,	  qui	   semble	  se	   reproduire	  d'une	  année	  sur	   l'autre	  pour	   les	  données	  brutes	  de	  
température	   MAREL	   Carnot.	   Ce	   qui	   dénote	   une	   certaine	   stabilité	   au	   niveau	   de	   la	  
dynamique	  interannuelle	  de	  ce	  paramètre.	  On	  remarque	  aussi	  que	  pour	  l'année	  2007	  il	  
n'y	   pas	   de	   valeur	   en	   dessous	   de	   la	   limite	   du	   quantile	   10	   et	   on	   retrouve	   le	   même	  
phénomène	   en	   2008,	   où	   il	   y	   a	   très	   peu	   de	   valeurs	   qui	   franchisent	   cette	   limite.	   Ces	  
années	  ont	  donc	  une	  tendance	  à	  ne	  pas	  atteindre	  des	  valeurs	  extrêmes	  froides.	  Il	  en	  va	  
de	  même	  en	  2004,	  mais	  la	  station	  MAREL	  Carnot	  a	  été	  mise	  en	  service	  en	  Mars	  2004,	  
donc	  nous	  ne	  disposons	  pas	  des	  données	  de	  température	  sur	  le	  début	  de	  cette	  année;	  
or	   quand	   on	   regarde	   les	   autres	   années,	   on	   voit	   que	   c'est	   précisément	   durant	   cette	  
période	  que	  les	  températures	  les	  plus	  froides	  sont	  généralement	  atteintes,	  il	  est	  donc	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difficile	  de	  tirer	  des	  conclusions	  en	  ce	  qui	  concerne	  le	  quantile	  10	  pour	  cette	  année.	  En	  
ce	   qui	   concerne	   le	   quantile	   90,	   on	   voit	   que	   toutes	   les	   années	   ont	   des	   valeurs	   qui	  
dépassent	   cette	   limite,	   il	   y	   a	   donc	  une	   tendance	   généralisée	   à	   atteindre	  des	   valeurs	  
extrêmes	   chaudes,	  mais	  nous	  allons	   voir	   cela	  plus	  en	  détail	   par	   l'intermédiaire	  de	   la	  
figure	  2-­‐5.	  	  
	  
	  
Figure	  2-­‐5.	  Périodes	  cumulatives	  (en	  jour)	  des	  données	  brutes	  de	  température	  MAREL	  
Carnot	  entre	  2004	  et	  2011	  en	  dessous	  du	  quantile	  10	  (figure	  en	  haut)	  et	  au-­‐dessus	  du	  
quantile	  90	  (figure	  en	  bas).	  	  
	  
	   La	  figure	  2-­‐5	  représente	  les	  périodes	  cumulatives	  en	  jours	  des	  données	  brutes	  
de	  température	  MAREL	  Carnot	  en	  dessous	  du	  quantile	  10	  et	  au-­‐dessus	  du	  quantile	  90.	  
L'histogramme	  en	  haut	  de	  la	  figure	  2-­‐5	  montre	  ces	  périodes	  cumulées	  en	  dessous	  du	  
quantile	  10	  et	  l'on	  voit	  très	  clairement	  que	  la	  distribution	  des	  valeurs	  extrêmes	  froides	  
n'est	  pas	  homogène	  entre	   les	  années.	  Pour	   les	  années	  2004,	  2006,	  2007	  et	  2008,	   les	  
périodes	   cumulées	   inferieures	   au	   quantile	   10	   sont	   négligeables.	   Quant	   aux	   autres	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années,	  il	  y	  a	  une	  gradation	  dans	  l'augmentation	  des	  ces	  périodes	  cumulées	  :	  en	  2005	  
on	  est	  proche	  de	  30	  jours,	  en	  2009	  cette	  période	  a	  quasiment	  doublé	  (≈60	  jours)	  et	  on	  
atteint	  un	  maximum	  en	  2010	  avec	  environ	  90	  jours.	  Ces	  trois	  années	  comportent	  donc	  
à	  elles	  seules	  la	  quasi-­‐totalité	  des	  périodes	  cumulées	  en	  dessous	  du	  quantile	  10,	  avec	  
l'année	   2010	   qui	   a	   une	   période	   particulièrement	   importante	   ;	   cette	   dernière	   est	  
pratiquement	   égale	   à	   la	   somme	   de	   2005	   et	   2009.	   Ceci	   semble	   indiquer	   que	   ces	  
dernières	  années,	  les	  hivers	  ont	  été	  plus	  froids.	  
	   En	  ce	  qui	  concerne	  les	  périodes	  cumulées	  supérieures	  au	  quantile	  90,	  elles	  sont	  
toutes	  très	  proches	  de	  40	  jours	  (avec	  2006	  qui	  est	  légèrement	  plus	  importante),	  mises	  
à	  part	  les	  années	  2007	  et	  2008	  où	  ces	  périodes	  sont	  respectivement	  d'environ	  10	  et	  20	  
jours.	   Il	   ne	   semble	   pas	   y	   avoir	   de	   lien	   direct	   entre	   les	   patterns	   interannuels	   des	  
périodes	   inferieures	  au	  quantile	  10	  et	  supérieures	  au	  quantile	  90	   ;	  par	  exemple	  pour	  
les	  années	  2007	  et	  2008,	  les	  périodes	  cumulées	  sont	  faibles	  dans	  le	  cas	  des	  quantiles	  
10	   et	   90,	  mais	   on	   ne	   retrouve	   pas	   le	  même	  phénomène	   en	   2006,	   où	   la	   période	   est	  
faible	   en	   dessous	   du	   quantile	   10	   et	   très	   importante	   au-­‐dessus	   du	   quantile	   90.	  
Globalement,	  ceci	  semble	  indiquer	  qu'il	  n'y	  a	  pas	  d'augmentation	  de	  la	  température	  en	  
été.	  	  
	  
2.2.2	  Extrêmes	  de	  la	  fluorescence	  	  
	   Nous	  nous	   intéressons	   ici	  aux	  quantiles	  10	  et	  90	  estimés	  pour	   les	  données	  de	  
fluorescence	  entre	  2004	  et	  2011	  :	  F10	  =	  0,19FFU	  et	  F90	  =	  3,97FFU.	  La	  figure	  2-­‐6	  présente	  
la	  fonction	  de	  distribution	  cumulative	  de	  cette	  fluorescence.	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Figure	  2-­‐6.	  Fonction	  de	  distribution	  cumulative	  de	  fluorescence	  entre	  2004	  et	  2011.	  En	  
rouge	  le	  quantile	  10	  et	  en	  vert	  le	  quantile	  90.	  	  
	  
	   La	   figure	  2-­‐7	  utilise	   le	  même	  protocole	  que	   celui	   présenté	  pour	   la	   figure	  2-­‐4,	  
excepté	  que	  dans	  le	  cas	  présent,	  nous	  utilisons	  les	  données	  de	  fluorescence	  provenant	  
de	  la	  balise	  MAREL	  Carnot	  et	  que	  l'année	  2011	  est	  prise	  en	  compte	  pour	  les	  calculs	  de	  
quantiles.	   Le	   code	   couleur	   a	   également	   été	   préservé,	   c'est-­‐à-­‐dire	   que	   les	   lignes	  
horizontales	  rouges	  symbolisent	  la	  limite	  du	  quantile	  10,	  les	  lignes	  horizontales	  vertes	  
la	   limite	   du	   quantile	   90	   et	   la	   courbe	   bleue	   représente	   les	   données	   brutes	   de	  
fluorescence.	  Contrairement	  à	   la	   température,	   les	  patterns	  de	   fluorescence	  sont	   très	  
variables	   en	   intensité	   d'une	   année	   à	   l'autre	   ;	   comportent	   des	   fluctuations	   annuelles	  
beaucoup	  plus	   importantes	  ;	  et	   les	   limites	  composées	  par	   les	  quantiles	  10	  et	  90	  sont	  
atteintes	   pour	   chaque	   année.	   	   Les	   valeurs	   extrêmes	   au-­‐dessus	   du	   quantile	   90	   de	  
fluorescence	   semble	   beaucoup	   plus	  marquées	   en	   2004	   et	   2006	   que	   pour	   les	   autres	  
années	  présentées	  dans	  cette	  figure	  2-­‐7.	  Nous	  verrons	  si	  cette	  tendance	  se	  confirme	  
avec	  l'histogramme	  des	  périodes	  cumulées	  présenté	  en	  figure	  2-­‐8.	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Figure	  2-­‐7.	  Données	  brutes	  de	   fluorescence	  MAREL	  Carnot	  en	   fonction	  des	  quantiles	  
10	  et	  90	  (F10	  =	  0,19FFU	  ;	  F90	  =	  3,97FFU).	  Les	  courbes	  bleues	  représentent	  les	  données	  
brutes	  de	   température.	   Les	   lignes	  horizontales	   vertes	  montrent	   le	   quantile	   10	   et	   les	  
lignes	   horizontales	   rouges	   le	   quantile	   10.	   La	   ligne	   pour	   F10	   est	   très	   proche	   des	  
abscisses.	  
	  
	   La	   figure	  2-­‐8	   représente	   les	  périodes	  cumulatives	  en	   jour	  des	  données	  brutes	  
de	  fluorescence	  MAREL	  Carnot	  en	  dessous	  du	  quantile	  10	  et	  au-­‐dessus	  du	  quantile	  90,	  
de	   la	   même	  manière	   que	   ce	   qui	   est	   présenté	   en	   figure	   2-­‐4	   pour	   les	   températures.	  
Comme	   pour	   les	   températures,	   il	   y	   a	   une	   grande	   variabilité	   interannuelle	   entre	   les	  
périodes	  cumulatives	  en	  dessous	  du	  quantile	  10,	  mais	  dans	  le	  cas	  présent,	  on	  peut	  voir	  
se	  dessiner	  un	  pattern	  :	  une	  décroissance	  apparaît	  dans	  les	  périodes	  comprises	  entre	  
2006	   et	   2008	   et	   le	   même	   phénomène	   se	   reproduit	   entre	   2009	   et	   2011.	   Il	   serait	  
intéressant	   d'avoir	   plus	   d'années	   à	   disposition,	   afin	   de	   voir	   si	   ce	   pattern	   est	  
reproductible	   dans	   le	   temps	   ;	   on	   constate	   bien	   une	   diminution	   entre	   2004	   et	   2005,	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mais	   malheureusement	   nous	   n'avons	   pas	   les	   données	   de	   2003,	   qui	   pourraient	  
confirmer	  ou	  infirmer	  cette	  hypothèse.	  
	   On	   retrouve	   aussi	   une	   grande	   variabilité	   interannuelle	   pour	   les	   périodes	  
cumulatives	  supérieures	  au	  quantile	  90.	  On	  peut	  voir	  un	  autre	  pattern	  se	  dessiner	  avec	  
une	  alternance	  de	  période	  de	  durée	  importante	  et	  faible	  :	  en	  2004,	  on	  est	  proche	  de	  
70	  jours,	  puis	  en	  2005	  de	  20	  jours,	  en	  2006	  de	  60	  jours,	  ...	  L'année	  2011	  semble	  être	  
aussi	  dans	   le	  même	  rythme,	  mais	  avec	  une	  décroissance	  moins	   importante.	  Bien	  que	  
les	   périodes	   liée	   au	   quantile	   10	   et	   90	   possèdent	   toutes	   les	   deux	   un	   pattern,	   il	   ne	  
semble	  pas	  y	  avoir	  d'interaction	  commune	  ;	  dans	  le	  premier	  cas,	  nous	  avons	  un	  cycle	  
possible	  de	  trois	  ans	  et	  dans	  le	  deuxième,	  une	  alternance	  d'intensité	  annuelle.	  
	   Pour	  résumer,	  il	  y	  a	  une	  grande	  variabilité	  interannuelle	  dans	  tous	  les	  extrêmes	  
de	  température	  et	  de	  fluorescence,	  	  cependant	  on	  peut	  distinguer	  deux	  pattern	  dans	  
les	   extrêmes	   de	   fluorescence,	   contrairement	   aux	   extrêmes	   de	   température	   qui	  
semblent	  avoir	  un	  comportement	  plus	  stochastique.	  Dans	  tous	  les	  cas,	  il	  ne	  semble	  pas	  
y	  avoir	  une	  dynamique	  globale	  claire	  à	  la	  hausse	  ou	  à	  la	  baisse	  concernant	  la	  "durée"	  
des	  blooms,	   le	  mot	  durée	  consistant	  ici	  à	  compter	  les	  périodes	  cumulées	  supérieures	  
au	  quantile	  90.	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Figure	  2-­‐8.	  Périodes	  cumulatives	  en	   jour	  des	  données	  brutes	  de	   fluorescence	  MAREL	  
Carnot	  entre	  2004	  et	  2011	  en	  dessous	  du	  quantile	  10	  (figure	  en	  haut)	  et	  au-­‐dessus	  du	  
quantile	  90	  (figure	  en	  bas).	  	  
	  
2.2.3	  temps	  de	  retour	  
	   Le	   calcul	   des	   temps	   de	   retour	   est	   une	   méthode	   souvent	   utilisée	   dans	   le	  
domaine	   des	   géosciences,	   dans	   le	   but	   de	   caractériser	   la	   périodicité	   moyenne	   entre	  
deux	   événements	   extrêmes	   sur	   une	   période	   de	   temps	   donnée	   généralement	   assez	  
long.	   Cette	  méthode	   est	   appliquée	   pour	   les	   tremblements	   de	   terre	   (Iervolino	   et	   al.,	  
2011),	   les	  périodes	  de	  crues	  (Pall	  et	  al.,	  2011),	   les	  pluies	  (Kharin	  et	  al.,	  2013,	  Schmitt	  
and	   Nicolis,	   2002),	   ...	   En	   d'autre	   terme,	   le	   temps	   de	   retour	   va	   définir	   un	   temps	  
statistique	  entre	  2	  occurrences	  d'un	  événement	  d'intensité	  similaire,	  avec	  𝐼	  l'intervalle	  
entre	  ces	  deux	  événements	  qui	  peut	  être	  défini	  comme	  suit	  :	  	  
	  
	   𝐼 = 𝑛𝑚	   (30)	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où	   𝑛	   est	   le	   nombre	   d'années	   prises	   en	   compte	   et	  𝑚	   est	   le	   nombre	   d'occurrences	  
enregistrées	   de	   l'événement	   étudié.	   La	   figure	   2-­‐9	   présente	   les	   temps	   de	   retour	   en	  
fonction	  d'un	  seuil	  de	  fluorescence	  donné.	  Les	  temps	  de	  retour	  sont	  exprimés	  en	  jour	  
sur	   une	   échelle	   logarithmique.	   On	   voit	   se	   dessiner	   une	   tendance	   générale	   sur	   cette	  
figure	   :	   plus	   la	   valeur	   seuil	   augmente,	   plus	   le	   temps	   de	   retour	   augmente.	  Mais	   l'on	  
peut	  voir	  une	  rupture	  de	  pente	  aux	  alentours	  de	  la	  valeur	  seuil	  de	  30,	  et	  à	  partir	  de	  la	  
valeur	  seuil	  de	  48,	  on	  atteint	  un	  plateau	  avant	  une	  brusque	  chute	  du	  temps	  de	  retour	  
après	  le	  seuil	  58.	  Ces	  dates	  correspondent	  aux	  fluctuations	  assez	  fortes,	  visibles	  sur	  les	  
graphiques,	  pendant	  les	  blooms.	  Ces	  fluctuations	  font	  que	  le	  temps	  de	  retour	  moyen	  
entre	   deux	   pics	   décroit.	   Ainsi,	   on	   pourrait	   considérer	   que	   la	   valeur	   F0=29	   observée	  
pour	  ce	  décrochage	  serait	  une	  valeur	  admissible	  d'un	  "seuil	  de	  bloom".	  
	  
	  
Figure	   2-­‐9.	   Temps	   de	   retour	   de	   la	   fluorescence	   MAREL	   Carnot.	   L'axe	   des	   y	   est	   en	  
échelle	  log	  et	  les	  temps	  de	  retour	  sont	  en	  jour.	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3	  Analyses	  multi-­‐variées	  	  
	   La	  figure	  2-­‐1	  présentée	  dans	  le	  précédent	  paragraphe	  montre	  que	  l'intensité	  du	  
bloom	  possède	  un	   forte	   variabilité	   à	   différentes	   échelles	   de	   temps.	   Si	   le	  mécanisme	  
des	  blooms	  est	  partiellement	  compris	  —	  il	  a	  besoin	  de	  sels	  nutritifs,	  de	  l'augmentation	  
des	  températures	  printanières,	  et	  d'un	  bon	  niveau	  de	  turbulence	  (Steele	  and	  Gifford,	  
2010)	  —	  le	  mécanisme	  précis	  n'est	  pas	  encore	  compris	  et	  la	  raison	  des	  blooms	  de	  forte	  
ou	  faible	  intensité	  est	  toujours	  inconnue.	  Dans	  cette	  étude,	  nous	  essayons	  de	  trouver	  
des	  relations	  statistiques,	  afin	  de	  comprendre	  ce	  déterminisme.	  Nous	  considérons	  les	  
données	   de	   fluorescence	   année	   par	   année,	   et	   étudions	   les	   différentes	   covariations	  
qu'il	  existe	  entre	  les	  quantités	  mesurées.	  	  	  
3.1	  Analyse	  en	  composante	  principale	  (ACP)	  
	   Afin	   d'estimer	   globalement	   quelle	   quantité	   a	   le	   plus	   d'influence	   sur	   la	  
dynamique	  de	  fluorescence,	  nous	  avons	  réalisé	  une	  analyse	  en	  composante	  principale	  
(ACP).	  L'ACP	  est	  une	  approche	  à	  la	  fois	  géométrique	  et	  statistique	  qui	  permet	  de	  voir	  
les	  corrélations	  (et	  décorrélations)	  présentes	  au	  sein	  d'un	  jeu	  de	  données	  multi-­‐varié.	  
Les	  variables	  utilisées	  dans	  cette	  analyse	  sont	  la	  fluorescence,	  la	  température,	  le	  P.A.R,	  
les	   silicates,	   les	   phosphates	   et	   les	   nitrates.	   La	   base	   de	   données	   multiparamétrique	  
utilisée	  pour	  une	  ACP	  doit	  être	  complète,	  or	  dans	   le	   tableau	  1-­‐6	   (voir	   chapitre	  1)	  on	  
avait	  vu	  que	  les	  séries	  temporelles	  de	  P.A.R	  et	  de	  sels	  nutritifs	  comportaient	  beaucoup	  
de	  valeurs	  manquantes.	  Dans	  ce	  cadre-­‐là,	  on	  a	  dégradé	  les	  séries	  temporelles	  utilisées	  
en	   entrée	   de	   l'ACP	   à	   une	   échelle	   mensuelle,	   c'est-­‐à-­‐dire	   	   qu'une	   année	   pour	   un	  
paramètre	   est	   constituée	   de	   12	   points	   (1	   par	   mois)	   et	   chacun	   de	   ces	   points	   est	   la	  
résultante	  d'une	  moyenne	  mensuelle.	  	  
	   La	   figure	   2-­‐10	   montre	   une	   ACP	   en	   trois	   dimensions,	   ainsi	   que	   ses	   trois	  
composantes	   principales.	   Dans	   tout	   les	   cas,	   la	   température	   et	   la	   fluorescence	   sont	  
toujours	   proches.	   Ce	  qui	   signifie	   qu'il	   y	   a	   probablement	  une	   relation	   forte	   entre	   ces	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deux	  paramètres.	  La	  lumière	  disponible	  (P.A.R)	  arrive	  en	  deuxième	  position	  et	  semble	  
aussi	  avoir	  une	   influence	  sur	   la	   fluorescence.	  En	  ce	  qui	  concerne	   les	  sels	  nutritifs,	   les	  
silicates	   et	   les	   nitrates	   semblent	   avoir	   une	   influence	   faible	   sur	   la	   fluorescence,	  
cependant	  les	  phosphates	  sont	  assez	  proches	  de	  la	  fluorescence,	  en	  particulier	  quand	  
nous	  considérons	  la	  composante	  3	  et	  1.	  	  
	  
	  
Figure	  2-­‐10.	  Analyse	  en	  composante	  principale	  (ACP)	  en	  trois	  dimensions,	  avec	  les	  jeux	  
de	  données	  MAREL	  Carnot	  pour	  la	  fluorescence,	  la	  température,	  le	  P.A.R,	  les	  silicates,	  
les	  phosphates	  et	  les	  nitrates.	  En	  haut	  à	  gauche	  :	  vue	  en	  perspective,	  composantes	  1,	  2	  
et	  3	  ;	  à	  droite	  composantes	  1	  et	  2.	  En	  bas	  à	  gauche	  :	  composantes	  1	  et	  3	  et	  à	  droite,	  
composante	  2	  et	  3.	  	  
3.2	  Relation	  avec	  la	  fluorescence	  
	   En	   suivant	   les	   indications	   de	   l'ACP,	   nous	   avons	   d'abord	   considéré	   la	   possible	  
influence	   de	   la	   température	   sur	   l'intensité	   du	   bloom.	  Une	   étude	   antérieure	   réalisée	  
dans	   la	   même	   zone	   géographique,	   c'est-­‐à-­‐dire	   en	   Manche	   orientale	   propose	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l'hypothèse	   selon	   laquelle	   plus	   les	   températures	   hivernales	   seraient	   froides,	   plus	   le	  
bloom	  printanier	  suivant	  aurait	  une	  forte	  intensité	  (Gómez	  and	  Souissi,	  2008).	  On	  peut	  
résumer	   l'explication	   de	   ce	   phénomène	   fourni	   par	   ces	   deux	   auteurs	   de	   la	   manière	  
suivante	  :	  lorsque	  les	  température	  hivernales	  sont	  froides,	  la	  stratification	  des	  eaux	  de	  
surface	   augmenterait,	   ce	   qui	   aurait	   pour	   effet	   d'augmenter	   la	   concentration	   en	   sels	  
nutritifs	   et	   la	   turbidité	   dans	   la	   couche	   de	   surface	   ;	   l'augmentation	   de	   la	   turbidité	  
entrainerait	  une	  diminution	  de	   la	   lumière	  dans	  cette	  couche,	  ce	  qui	  défavoriserait	   la	  
prolifération	   de	   Phaeocystis,	   ce	   qui	   par	   conséquent	   laisserait	   le	   champs	   libre	   aux	  
diatomées	   et	   avec	   les	   fortes	   concentrations	   en	   sel	   nutritifs,	   ce	   dernier	   taxon	   serait	  
favorisé.	   Dans	   le	   but	   de	   vérifier	   cette	   hypothèse	   avec	   les	   jeux	   de	   données	   hautes	  
fréquences	  MAREL	  Carnot,	  nous	  avons	  tracé	  la	  figure	  2-­‐11,	  dans	  laquelle	  on	  retrouve	  
les	  moyennes	  annuelles	  de	  fluorescence	  (qui	  sont	  dominées	  par	  le	  bloom)	  en	  fonction	  
des	  moyennes	  de	  températures	  hivernales	  avant	  ces	  blooms.	  Il	  y	  a	  une	  forte	  variabilité	  
et	   seulement	   8	   points,	  mais	   il	   y	   a	   aussi	   une	   tendance	   visible	   qui	   se	   dessine,	   où	   les	  
basses	   températures	   hivernales	   pré-­‐bloom	   sont	   associées	   aux	   blooms	   de	   faible	  
intensité.	   Par	   conséquent,	   nous	   trouvons	   la	   relation	   inverse	  de	   l'hypothèse	  qui	   avait	  
été	  proposée	  précédemment	  (Gómez	  and	  Souissi,	  2008).	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Figure	   2-­‐11.	   Moyenne	   de	   fluorescence	   annuelle	   versus	   moyenne	   des	   températures	  
hivernales	  pré-­‐bloom.	  	  	  
	  
	   Les	   sels	   nutritifs	   sont	   indispensables	   à	   la	   croissance	   du	   phytoplancton;	   la	  
disponibilité	  de	  ces	  sel	  nutritifs	  en	  période	  printanière	  est	  l'une	  des	  conditions	  sine	  qua	  
non	  au	  départ	  de	  ce	  bloom,	  et	  nous	  allons	  ici	  vérifier	  si	  l'abondance	  de	  ces	  sels	  nutritifs	  
est	  directement	  en	  relation	  avec	  l'intensité	  des	  blooms.	  	  Les	  moyennes	  de	  fluorescence	  
annuelles	  sont	  comparées	  aux	  différents	  sels	  nutritifs	  qu'enregistre	  MAREL	  Carnot.	  La	  
figure	  2-­‐13	  est	  donc	  obtenue	  en	  fonction	  des	  silicates,	   la	   figure	  2-­‐14	  en	  fonction	  des	  
phosphates,	   la	   figure	   2-­‐15	   en	   fonction	   des	   nitrates	   et	   la	   figure	   2-­‐12	   en	   fonction	   du	  
P.A.R..	  Les	  moyennes	  de	  P.A.R	  et	  de	  sels	  nutritifs	  sont	  directement	  comparées	  avec	  les	  
moyennes	  de	  fluorescence	  de	  la	  même	  année,	  contrairement	  à	  ce	  qui	  a	  été	  présenté	  
en	  figure	  2-­‐11.	  	  
	  
Chapitre	  2.	  Analyses	  de	  la	  dynamique	  de	  la	  fluorescence	  
83	  
	  
	  
Figure	  2-­‐12.	  Moyenne	  de	   fluorescence	  annuelle	  versus	  moyenne	  P.A.R	   (sans	   la	  nuit),	  
dans	  les	  deux	  cas,	  les	  moyennes	  sont	  effectuées	  durant	  les	  périodes	  de	  blooms.	  
	  
	   Pour	   les	   données	   de	   P.A.R	   (voir	   figure	   2-­‐12),	   la	  moyenne	   a	   été	   calculée	   avec	  
uniquement	   les	   données	   durant	   la	   journée	   :	   un	   seuil	   a	   été	   appliqué	   pour	   enlever	  
toutes	   les	   mesures	   enregistrées	   pendant	   la	   nuit.	   Dans	   cette	   figure,	   nous	   avons	  
uniquement	   considéré	   les	   périodes	   de	   bloom	   pour	   le	   P.A.R	   comme	   pour	   la	  
fluorescence.	  Les	  silicates	  et	  les	  phosphates	  ne	  semblent	  pas	  avoir	  d'influence	  directe	  
sur	   le	   bloom.	   En	   ce	   qui	   concerne	   les	   phosphates	   et	   le	   P.A.R,	   nous	   trouvons	   un	  
coefficient	  de	  corrélation	  similaire	  à	  celui	  qu'il	  y	  a	  entre	  les	  données	  de	  température	  et	  
de	  fluorescence	  (voir	  figure	  2-­‐11).	  	  
	   Par	  conséquent,	  seuls	  la	  température,	  les	  phosphates	  et	  le	  P.A.R	  semblent	  avoir	  
un	  impact	  direct	  sur	  la	  fluorescence;	  ces	  résultats	  sont	  cohérents	  avec	  les	  observations	  
faites	  sur	  la	  figure	  2-­‐10.	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Figure	   2-­‐13.	   Moyennes	   de	   fluorescence	   annuelles	   versus	   moyennes	   annuelles	   des	  
silicates.	  
	  
	  
Figure	   2-­‐14.	   Moyennes	   de	   fluorescence	   annuelles	   versus	   moyenne	   annuelle	   des	  
phosphates.	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Figure	   2-­‐15.	   Moyennes	   de	   fluorescence	   annuelles	   versus	   moyennes	   annuelles	   des	  
nitrates.	  
4	   Analyses	   des	   distributions	   de	   probabilité	   et	   de	   la	  
dynamique	   via	   la	   décomposition	   modale	   empirique	  
(EMD)	  	  
4.1	  Analyse	  de	  la	  distribution	  de	  probabilité	  
4.1.1	  Distribution	  de	  probabilité	  des	  données	  MAREL	  Carnot	  
	   Les	  statistiques	  de	  fluorescence	  du	  bloom	  sont	  étudiées	  par	  l'intermédiaire	  de	  
la	   PDF	   de	   l'ensemble	   du	   jeu	   de	   données	  MAREL	   Carnot,	   qui	   se	   compose	   de	   168948	  
points	  pour	  une	  durée	  totale	  de	  8	  années.	  La	  figure	  2-­‐16	  montre	  cette	  PDF	  en	  échelle	  
log-­‐log	   :	   on	   voit	   que	   les	   valeurs	   du	   proxy	   de	   la	   biomasse	   phytoplanctonique	   sont	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réparties	  sur	  une	  large	  gamme.	  Pour	  les	  valeurs	  comprises	  1	  et	  30,	  la	  courbe	  en	  échelle	  
log-­‐log	  est	  quasiment	   linéaire.	   Lorsqu'on	  effectue	  un	  ajustement	  en	   loi	  de	  puissance	  
(voir	   équation	   3	   dans	   le	   chapitre	   1)	   sur	   cette	   PDF,	   le	   coefficient	   de	   pente	   α	   qui	   en	  
résulte	  est	  égal	  à	  2,	  seulement	  les	  valeurs	  au-­‐dessus	  de	  30	  FFU	  ne	  suivent	  pas	  cette	  loi.	  
Nous	  traçons	  aussi	  sur	  la	  même	  figure	  un	  ajustement	  log-­‐normal	  avec	  une	  moyenne	  et	  
un	   écart	   type	   qui	   sont	   calculés	   à	   partir	   du	   logarithme	   de	   données	   de	   fluorescence	  
(moyenne	  du	  log	  =	  -­‐0,27	  ;	  écart	  type	  du	  log	  =	  1,22	  ).	  L'ajustement	  log-­‐normal	  n'est	  pas	  
mauvais,	  mais	  clairement	  l'ajustement	  en	  loi	  de	  puissance	  est	  plus	  proche	  de	  notre	  jeu	  
de	  données.	  	  
	  
	  
Figure	   2-­‐16.	   Fonction	   de	   densité	   de	   probabilité	   en	   échelle	   log-­‐log	   sur	   les	   données	  
MAREL	   Carnot	   de	   fluorescence	   entre	   2004	   et	   2011	   (courbe	   bleue).	   La	   courbe	   rouge	  
représente	  un	  ajustement	  effectué	  avec	  la	  loi	  log-­‐normale	  et	  la	  droite	  noire	  représente	  
un	  ajustement	  en	  loi	  de	  puissance.	  	  
	  
	   	  Nous	  avions	  déjà	  vu	  dans	  le	  chapitre	  1	  Matériels	  et	  Méthode	  (voir	  paragraphe	  
6.3.1)	  que	  ce	  type	  d'ajustement	  été	  utilisé	  de	  façon	  quasi	  dogmatique	  dans	  le	  domaine	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de	   la	   biologie	   pour	  modéliser	   les	   données	   liées	   à	   l'abondance.	  Nous	   avions	   aussi	   vu	  
que	   l'utilisation	   de	   cette	   loi	   impliquait	   que	   le	   logarithme	   des	   données	   d'abondance	  
soient	   distribuées	   de	   manière	   à	   suivre	   une	   loi	   normale	   et	   que	   par	   conséquent,	  
l'abondance	  devait	  être	  log-­‐normale.	  Il	  s'agit	  donc	  d'un	  point	  à	  considérer	  de	  plus	  près	  
avec	  un	  test	  de	  lognormalité	  :	  la	  droite	  en	  pointillée	  noire	  sur	  la	  figure	  2-­‐17	  représente	  
une	   fonction	   log-­‐normale	   et	   les	   croix	   bleues	   représentent	   nos	   données	   de	  
fluorescence.	  Si	  la	  PDF	  de	  nos	  données	  était	  log-­‐normale,	  on	  devrait	  avoir	  une	  droite,	  
mais	  clairement	  dans	  notre	  cas,	  cela	  ne	  se	  vérifie	  que	  pour	  une	  petite	  plage	  de	  valeurs	  
(entre	  0,06	  et	   2).	   Par	   conséquent,	   cette	  hypothèse	  n'est	   pas	   valide,	   nos	  données	  de	  
fluorescence	  ne	  sont	  donc	  pas	   log-­‐normales.	  L'ajustement	  en	   loi	  de	  puissance	  est	  un	  
meilleur	   modèle	   pour	   nos	   données	   d'abondance	   et	   la	   pente	   issue	   de	   cette	   loi	   est	  
proche	  de	  2	   (voir	   figure	  2-­‐16),	   ce	  qui	  montre	  que	  notre	  PDF	  est	  proche	  d'une	   loi	  de	  
Cauchy	  (voir	  chapitre	  1	  ;	  paragraphe	  6.3.1	  ;	  équation	  16).	  	  
	   	  
	  
Figure	  2-­‐17.	  Test	  de	  la	  distribution	  lognormale	  sur	  les	  données	  de	  fluorescence	  MAREL	  
Carnot.	  La	  ligne	  droite	  en	  pointillée	  noire	  correspond	  à	  la	  distribution	  lognormale	  et	  les	  
croix	  bleues	  représentent	  les	  donnée	  de	  fluorescence.	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   La	  figure	  2-­‐18	  montre	  les	  PDF	  d'abondance	  de	  manière	  annuelle	  entre	  2004	  et	  
2011.	   On	   constate	   qu'un	   ajustement	   en	   loi	   de	   puissance	   peut	   être	   proposé	   pour	  
chaque	  année,	  avec	  souvent	  pour	  les	  valeurs	  les	  plus	  extrêmes	  une	  décroissance	  plus	  
rapide	  de	   type	  exponentielle.	  A	   l'exception	  de	   l'année	  2005	  où	   cet	   ajustement	  n'est	  
pas	  très	  bon,	  la	  loi	  de	  puissance	  est	  malgré	  tout	  valide	  sur	  une	  gamme	  de	  valeurs	  assez	  
étendues.	  Nous	  avons	  estimé	  le	  coefficient	  de	  pente	  pour	  chacune	  des	  années	  à	  partir	  
de	  l'équation	  (15)	  présentée	  dans	  le	  chapitre	  1.	  Ce	  coefficient	  n'est	  plus	  égal	  à	  2,	  mais	  
il	   varie	   entre	   un	   minimum	   de	   1,2	   pour	   l'année	   2004	   et	   un	   maximum	   de	   2,3	   pour	  
l'année	  2009.	  Cet	  exposant	  caractérise	  une	  structuration	  des	  données	   :	  plus	   la	  pente	  
est	   faible,	   plus	   les	   grandes	   valeurs	   seront	   relativement	   présentes	   par	   rapport	   aux	  
autres,	  et	  plus	  les	  variations	  entre	  les	  extrêmes	  seront	  grandes.	  Nous	  réutiliserons	  ces	  
coefficients	  de	  pente	  α	  dans	  le	  paragraphe	  5	  de	  ce	  chapitre	  comme	  un	  indicateur	  de	  la	  
dynamique	  de	   l'abondance	  annuelle.	   La	   figure	  2-­‐19	   représente	   le	   coefficient	  α	   selon	  
les	  années	  :	  on	  constate	  une	  légère	  tendance	  globale	  à	  la	  hausse,	  avec	  des	  variations	  
d'une	  année	  sur	  l'autre.	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Figure	  2-­‐18.	  PDF	  annuelles	  des	  données	  de	  fluorescence	  (courbe	  bleue)	  en	  échelle	  log-­‐
log	   et	   lois	   de	   puissance	   associées	   (ligne	   en	   pointillée	   noire),	   avec	   les	   coefficients	   de	  
pente	  α.	  	  
	  
	  
Figure	   2-­‐19.	   Pentes	   α	   (PDF)	   versus	   années	   ;	   en	   rouge	   (horizontal)	   la	   pente	   α	  
interannuelle	  (2004	  à	  2011).	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4.1.2	  PDF	  sur	  d'autres	  systèmes	  automatisés	  	  
	   Nous	   allons	   ici	   utiliser	   des	   jeux	   de	   données	   provenant	   d'autres	   systèmes	  
automatisés	   capables	   de	   mesurer	   la	   fluorescence	   dans	   la	   Manche,	   afin	   de	   voir	   s'il	  
existe	  un	  comportement	  commun	  au	  niveau	  de	  ce	  paramètre	  et	  de	  ses	  extrêmes.	  Nous	  
utilisons	   donc	   le	  même	   protocole	   que	   celui	   présenté	   dans	   le	   paragraphe	   précédent	  
pour	   réaliser	   la	   figure	   2-­‐16	   et	   l'appliquons	   sur	   le	   jeu	   de	   données	   de	   fluorescence	  
provenant	  de	  la	  bouée	  MAREL	  Iroise	  (voir	  chapitre	  1;	  paragraphe	  3.1.2),	  ainsi	  que	  celui	  
provenant	  de	  la	  station	  automatisée	  anglaise	  L4	  (voir	  chapitre	  1;	  paragraphe	  3.3).	  	  
	  
	  
Figure	   2-­‐20.	   Fonction	   de	   densité	   de	   probabilité	   en	   échelle	   log-­‐log	   sur	   les	   données	  
MAREL	   Iroise	   de	   fluorescence	   entre	   2004	   et	   2011	   (courbe	   bleue).	   La	   courbe	   rouge	  
représente	  un	  ajustement	  effectué	  avec	  la	  loi-­‐normale	  et	  la	  droite	  noire	  représente	  un	  
ajustement	  en	  loi	  de	  puissance.	  	  
	  
	   La	   figure	   2-­‐20	   montre	   la	   PDF	   en	   échelle	   log-­‐log	   du	   proxy	   de	   la	   biomasse	  
phytoplanctonique	   enregistrée	   entre	   2004	   et	   2011,	   ainsi	   qu'un	   ajustement	   en	   loi	   de	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puissance	   et	   un	   autre	   en	   loi	   log-­‐normale.	   La	   fréquence	   d'échantillonnage	   de	  MAREL	  
Iroise	  est	  la	  même	  que	  celle	  de	  MAREL	  Carnot,	  c'est-­‐à-­‐dire	  20	  minutes.	  	  La	  pente	  issue	  
de	  la	  loi	  de	  puissance	  est	  au	  environ	  de	  4,	  ce	  qui	  est	  quasiment	  le	  double	  de	  la	  pente	  
trouvée	   avec	   les	   données	  MAREL	   Carnot.	   L'ajustement	   en	   loi	   de	   puissance	   est	   bon	  
pour	   les	   valeurs	   comprises	   entre	   1	   et	   10,	   et	   contrairement	   à	   la	   précédente	   PDF	  
présentée	  en	  figure	  2-­‐16,	  dans	  le	  cas	  présent,	  les	  données	  dépassent	  très	  rarement	  les	  
15	  FFU.	   La	   figure	  2-­‐21	  quant	  à	  elle	   reprend	   le	  même	  protocole,	  à	   l'exception	  du	   fait	  
que	  le	  jeu	  de	  données	  utilisé	  provenant	  de	  la	  station	  L4	  est	  plus	  petit	  :	  il	  se	  situe	  entre	  
2009	  et	  2012	  pour	  un	  total	  de	  3	  ans,	  contrairement	  aux	  8	  ans	  pris	  en	  compte	  dans	  nos	  
précédentes	  analyses.	   	  La	  fréquence	  d'échantillonnage	  de	  ce	  système	  est	  de	  1	  heure,	  
et	   la	   pente	   issue	  de	   la	   loi	   de	  puissance	  est	   égale	   à	   3,6,	   ce	  qui	   est	   plus	  proche	  de	   la	  
pente	  de	  MAREL	  Iroise	  que	  de	  celle	  de	  MAREL	  Carnot.	  Cet	  ajustement	  est	  bon	  pour	  les	  
valeurs	   comprises	   entre	   1	   et	   8,	   mais	   encore	   une	   fois	   les	   valeurs	   extrêmes	   fortes	  
dépassent	  rarement	  les	  10	  FFU.	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Figure	  2-­‐21.	  Fonction	  de	  densité	  de	  probabilité	  en	  échelle	   log-­‐log	  sur	   les	  données	  de	  
fluorescence	   de	   la	   station	   L4	   entre	   2004	   et	   2011	   (courbe	   bleue).	   La	   courbe	   rouge	  
représente	  un	  ajustement	  effectué	  avec	  la	  loi	  log-­‐normale	  et	  la	  droite	  noire	  représente	  
un	  ajustement	  en	  loi	  de	  puissance.	  	  
	  
	   Dans	   les	   deux	   cas	   présentés	   dans	   ce	   paragraphe,	   l'ajustement	   en	   loi	   de	  
puissance	   est	   meilleur	   que	   l'ajustement	   en	   loi	   log-­‐normale,	   sauf	   pour	   les	   valeurs	  
extrêmement	  petites	  comprises	  entre	  0	  et	  1.	  Les	  grandes	  valeurs	  extrêmes	  issues	  de	  la	  
station	   L4	  et	  de	  MAREL	   Iroise	  dépassent	  difficilement	   les	  15	  FFU,	   contrairement	  aux	  
valeurs	  issues	  de	  MAREL	  Carnot	  qui	  peuvent	  atteindre	  dans	  de	  rares	  cas	  les	  40	  FFU.	  Il	  y	  
a	  quasiment	  un	  facteur	  2	  entre	  la	  pente	  α	  MAREL	  Carnot	  et	  la	  pente	  α	  MAREL	  Iroise.	  
On	  constate	  que	  :	  	  
• Pour	   différents	   jeux	   de	   données	   la	   fluorescence	   (et	   donc	   l'abondance	  
phytoplanctonique)	   ont	   une	   PDF	   qui	   obéit	   approximativement	   à	   une	   loi	   de	  
puissance.	  
• Le	  coefficient	  α	  par	  contre,	  ne	  semble	  pas	  universel.	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• Le	   paradigme	   utilisé	   en	   écologie	   qui	   voudrait	   que	   les	   données	   d'abondance	  
soient	   distribuées	  de	  manière	   log-­‐normale	  ne	   semble	  pas	   se	   vérifier	   pour	   les	  
différentes	   productions	   primaires	   étudiées	   dans	   les	   zones	   côtières	   de	   la	  
Manche.	  	  	  
4.2	  Analyses	  basées	  sur	  la	  méthode	  EMD	  
4.2.1	  Décomposition	  et	  filtration	  	  
	   Ici	  nous	  appliquons	   la	  méthode	  EMD	  sur	   les	  séries	   temporelles	   interannuelles	  
MAREL	  Carnot	  de	  température	  et	  de	  fluorescence.	  Il	  y	  a	  respectivement	  20	  (voir	  figure	  
2-­‐23)	   et	   17	  modes	   (voir	   figure	   2-­‐22)	   en	   plus	   des	   résidus.	   Dans	   les	   deux	   cas,	   si	   l'on	  
somme	  la	  totalité	  des	  modes	  en	  plus	  des	  résidus,	  on	  retrouve	  exactement	  nos	  signaux	  
de	   fluorescence	   et	   température	   interannuelle	   post-­‐décomposition.	   Comme	   son	   nom	  
l'indique,	  la	  méthode	  EMD	  est	  une	  méthode	  empirique,	  le	  nombre	  de	  mode	  qui	  résulte	  
de	   la	   décomposition	   n'est	   pas	   dépendant	   de	   la	   longueur	   de	   la	   série	   sur	   laquelle	   on	  
l'applique,	  mais	  dépend	  plus	  de	  la	  complexité	  et	  de	  l'hétérogénéité	  de	  cette	  dernière.	  
Comme	  le	  montrent	   les	  figures	  2-­‐22	  et	  2-­‐23,	  deux	  séries	  temporelles	  distinctes,	  mais	  
s'étalant	  sur	  la	  même	  durée	  n'auront	  pas	  forcement	  le	  même	  nombre	  de	  modes	  après	  
la	  décomposition.	  Par	  contre,	  pour	  une	  série	  temporelle	  donnée,	  le	  nombre	  de	  modes	  
après	  la	  décomposition	  est	  stable.	  Par	  exemple,	  si	  l'on	  prend	  la	  matrice	  contenant	  les	  
températures	  MAREL	  Carnot	  entre	  2004	  et	  2011,	  quel	  que	  soit	  le	  nombre	  d'itérations	  
que	   l'on	   pourrait	   effectuer	   avec	   la	   méthode	   EMD	   sur	   le	   signal	   de	   départ,	   la	  
décomposition	  finale	  comportera	  toujours	  17	  modes	  et	  un	  résidu.	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Figure	  2-­‐22.	  Décomposition	  EMD	  en	  18	  modes	  des	  données	  brutes	  de	   températures	  
issues	  de	  MAREL	  Carnot	  entre	  2004	  et	  2011.	   Il	   s'agit	  de	   l'ensemble	  des	  données	   ;	   le	  
mode	  1	  correspond	  à	  la	  plus	  haute	  fréquence	  et	  le	  mode	  17	  à	  la	  plus	  basse	  fréquence.	  
Le	  mode	  18	  est	  le	  résidu.	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Figure	   2-­‐23.	   Décomposition	   EMD	   en	   21	  modes	   des	   données	   brutes	   de	   fluorescence	  
issues	  de	  MAREL	  Carnot	  entre	  2004	  et	  2011.	   Il	   s'agit	  de	   l'ensemble	  des	  données	   ;	   le	  
mode	  1	  correspond	  à	  la	  plus	  haute	  fréquence	  et	  le	  mode	  20	  à	  la	  plus	  basse	  fréquence.	  
Le	  mode	  21	  est	  le	  résidu.	  	  
	  
	   Comme	  nous	   l'avons	  déjà	  vu	  dans	   le	  paragraphe	  consacré	  à	   la	  méthode	  EMD	  
dans	   le	   chapitre	   1	   (Matériels	   et	   Méthodes),	   chaque	   mode	   possède	   une	   fréquence	  
moyenne	   caractéristique.	   La	   figure	   2-­‐24	   montre	   les	   modes	   de	   nos	   deux	   séries	  
interannuelles	  de	  fluorescence	  et	  de	  température	  entre	  2004	  et	  2011	  en	  fonction	  de	  
leur	   temps	   moyen	   caractéristique	   associé.	   Nous	   avons	   ici	   converti	   les	   fréquences	  
caractéristiques	  en	  temps	  caractéristiques	   (𝑓 = !!   𝑡 = !!),	  afin	  de	  faciliter	   la	   lecture	  
de	   cette	   figure.	   Il	   y	   a	   une	   croissance	   exponentielle,	   qui	   correspond	   à	   une	  
décomposition	   quasi-­‐dyadique.	   Comme	  on	   pouvait	   s'y	   attendre,	   les	   premiers	  modes	  
correspondent	  à	   la	  plus	  petite	  échelle	  de	   temps,	  et	  plus	   les	  modes	  sont	  grands,	  plus	  
l'échelle	  moyenne	  est	  grande.	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Figure	  2-­‐24.	  Evolution	  de	  l'échelle	  de	  temps	  moyen	  pour	  chaque	  mode,	  en	  fonction	  du	  
nombre	  de	  modes,	  pour	  les	  données	  de	  température	  et	  de	  fluorescence	  ;	  une	  relation	  
exponentielle	  est	  visible	  dans	  les	  deux	  cas.	  
	  
	   Nous	   avons	   choisi	   de	   filtrer	   les	   données	   en	   utilisant	   le	   mode	   𝑛! = 12	   qui	  
correspond	  à	  une	  moyenne	  de	  5,07	  jours.	  La	  figure	  2-­‐25	  montre	  pour	  l'année	  2006,	  les	  
données	  brutes	  de	  fluorescence	  durant	   la	  période	  de	  bloom,	   la	  partie	  avec	  une	  large	  
échelle	  correspond	  à	  la	  somme	  des	  modes	  13	  à	  20,	  en	  plus	  du	  résidu	  ;	  et	  en	  dessous,	  la	  
partie	   haute	   fréquence	   correspond	   à	   la	   somme	   des	   modes	   1	   à	   11.	   Cette	   approche	  
permet	  de	  visualiser	  de	  façon	  plus	  claire	  la	  dynamique	  et	  par	  conséquent,	  on	  discerne	  
plus	  facilement	  les	  périodes	  de	  début	  et	  de	  fin	  du	  bloom	  printanier.	  	  
	   Cependant,	   il	   faut	   noter	   que	   les	   variations	   à	   haute	   fréquence	   provenant	   des	  
données	  de	   fluorescence	  durant	   la	  période	  de	  bloom	  ne	   sont	  pas	  un	  bruit	  que	  nous	  
devons	  supprimer	  ;	  il	  s'agit	  d'un	  signal	  à	  haute	  fréquence	  montrant	  la	  spécificité	  de	  la	  
dynamique	   du	   bloom,	   avec	   des	   oscillations	   à	   hautes	   fréquences	   qui	   rappellent	   les	  
systèmes	  hors	  d'équilibre,	  comme	  par	  exemple	  les	  tremblements	  de	  terre	  (voir	  figure	  
2-­‐26).	   Cette	   analogie	   est	   également	   renforcée	   par	   le	   fait	   que	   les	   intensités	   dans	   les	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deux	  cas	  suivent	  une	  loi	  de	  puissance	  :	  pour	  les	  tremblements	  de	  terre,	  c'est	  la	  loi	  de	  
Gutenberg-­‐Richter.	   A	   quand	   l'utilisation	   d'une	   magnitude	   logarithmique	   pour	  
l'intensité	  des	  blooms	  ?	  	  
	   Nous	   avions	   vu	   précédemment	   que	   les	   blooms	   d'importante	   intensité	  
possédaient	   des	   fluctuations	   plus	   importantes	   entre	   leurs	   valeurs	   extrêmes	   (ils	   sont	  
plus	   hétérogènes)	   :	   ces	   dernières	   sont	   visibles	   par	   l'intermédiaire	   de	   la	   filtration	  
réalisée	  avec	  la	  méthode	  EMD.	  	  Seules	  les	  données	  issues	  des	  systèmes	  automatisés	  à	  
haute	   fréquence	   permettent	   de	   détecter	   ce	   type	   de	   comportement,	   	   ce	   qui	   nous	  
apporte	   des	   nouvelles	   connaissances,	   et	   nous	   ouvre	   les	   portes	   d'importantes	  
possibilités	  de	  recherches	  futures.	  Il	  s'agit	  en	  effet	  de	  l'un	  message	  de	  cette	  thèse	  :	  on	  
constate	  que	  les	  blooms	  ne	  sont	  pas	  "lisses"	  et	  comportent	  en	  interne,	  d'importantes	  
fluctuations.	  Ces	  fluctuations	  sont	  sans	  doute	  en	  rapport	  avec	  la	  turbulence	  qui	  agit	  sur	  
le	  transport	  de	  matière	  et	  génère	  des	  hétérogénéités	  multi-­‐échelles.	  Ceci	  est	  considéré	  
dans	  la	  prochaine	  section.	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Figure	  2-­‐25.	  Données	  brutes	  de	   fluorescence	  MAREL	  Carnot	  sur	   la	  période	  de	  bloom	  
en	  2006,	  superposées	  à	  la	  tendance	  estimée	  en	  utilisant	  la	  méthode	  EMD,	  des	  modes	  
12	  à	  20,	  correspondant	  à	  un	  lissage	  à	  l'échelle	  de	  5	  jours.	  En	  dessous	  :	  la	  partie	  haute	  
fréquence	  correspondant	  à	  la	  somme	  des	  modes	  1	  à	  11.	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Figure	  2-­‐26.	  Exemple	  d'une	  séquence	  de	  tremblement	  de	  terre.	  	  
(http://www.okgeosurvey1.gov/level2/ok.grams/R990703.html)	  
	  
4.2.2	  Analyses	  spectrales	  HSA	  
	   Nous	  considérons	  maintenant	   l'information	  sur	   les	  dynamiques	  provenant	  des	  
séries	   temporelles	   haute	   fréquence	   de	   température	   et	   de	   fluorescence	   de	   MAREL	  
Carnot,	   par	   l'intermédiaire	   de	   la	   méthode	   EMD-­‐HSA	   (voir	   chapitre	   1	   ;	   paragraphe	  
4.3.5),	   afin	   d'estimer	   les	   spectres	   de	   puissance.	   En	   cas	   d'invariance	   d'echelle,	   ces	  
spectres	  en	  loi	  de	  puissance	  sont	  constitués	  comme	  suit	  :	  
	  
	   ℎ(𝜔) ≈ 𝜔!(!!!)	   (31)	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où	  𝛽	  est	  l'échelle	  de	  l'exposant	  de	  cette	  loi	  de	  puissance,	  avec	  𝛽	  qui	  est	  égal	  à	  0	  pour	  
un	   bruit,	   2	   pour	   un	  mouvement	   brownien	   et	   5/3	   pour	   la	   turbulence	   (Huang	   et	   al.,	  
2008).	  La	  figure	  2-­‐27	  montre	  qu'il	  y	  a	  une	  pente	  de	  1,75	  pour	  la	  température	  et	  de	  1,24	  
pour	  la	  fluorescence.	  La	  valeur	  de	  pente	  pour	  nos	  températures	  est	  proche	  de	  5/3	  ce	  
qui	  est	  le	  signe	  de	  la	  turbulence	  pleinement	  développée	  (Kolmogorov,	  1941,	  Obukhov,	  
1941,	  Frisch,	  1995).	  Nous	  pouvons	  également	  voir	  un	  léger	  pic	  vers	  les	  12	  heures,	  qui	  
est	   probablement	   lié	   à	   l'impact	   que	   les	   cycles	   jour/nuit	   induisent	   sur	   la	   biomasse	  
phytoplantonique	   par	   l'intermédiaire	   des	   mécanismes	   photosynthétiques.	   Ces	  
propriétés	  des	   lois	  de	  puissance	  et	   leur	  pente	  associée	  ont	  déjà	  été	  consignées	  dans	  
des	   études	   antérieures	   (Huang	   and	   Schmitt,	   2014,	   Zongo	   and	   Schmitt,	   2011b),	  mais	  
avec	  des	  séries	   temporelles	  de	   fluorescence	  portant	  sur	  de	  plus	  courtes	  périodes.	  Le	  
fait	   que	   𝛽	   pour	   la	   fluorescence	   soit	   proche	   de	   1,2	   ne	   reçoit	   pour	   le	   moment	   pas	  
d'explication	   théorique.	   Une	   telle	   valeur	   a	   déjà	   été	   relevée	   auparavant	   à	   partir	   de	  
données	  hautes	  fréquences	  (Zongo	  and	  Schmitt,	  2011b).	  Nous	  constatons	  néanmoins	  
une	  loi	  d'échelle	  pour	  la	  dynamique	  de	  la	  fluorescence	  ;	  une	  telle	  loi	  d'échelle	  pourrait	  
être	   certainement	   liée	   à	   la	   turbulence.	   Le	   fait	   que	  𝛽	   ne	   soit	   pas	   5/3	  montre	   que	   la	  
fluorescence	  est	  un	  scalaire	  actif,	  ayant	  une	  dynamique	  propre,	  en	  plus	  du	  transport	  
turbulent.	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Figure	   2-­‐27.	   Spectres	   de	   puissance	   en	   échelle	   log-­‐log,	   pour	   les	   données	   brutes	   de	  
fluorescence	  et	  de	  température	  MAREL	  Carnot,	  estimé	  en	  utilisant	   la	  méthode	  EMD-­‐
HSA.	  	  
5	  Relation	  avec	  la	  dynamique	  de	  la	  fluorescence	  	  
5.1	  Relation	  α	  
	   Les	   spectres	   de	   puissance	   sont	   un	   indicateur	   de	   structuration	   dynamique,	  
tandis	  que	  les	  PDF	  sont	  en	  relation	  avec	  la	  structuration	  statistique,	  mais	  n'apportent	  
pas	  d'information	  sur	  la	  temporalité.	  Nous	  considérons	  ici	  les	  liens	  possibles	  entre	  les	  
deux	   approches.	   La	   figure	   2-­‐28	  montre	   les	   moyennes	   annuelles	   de	   fluorescence	   en	  
fonction	   des	   pentes	  𝛼	   issues	   des	   PDF	   annuelles	   (voir	   figure	   2-­‐18)	   ;	   le	   coefficient	   de	  
corrélation	  R²	  est	  quasiment	  égal	  à	  0,7,	  ce	  qui	  atteste	  une	  relation	   importante	  entre	  
ces	  2	  paramètres.	  	  
	   On	   voit	   apparaitre	  une	   tendance	  générale	  décroissante	   :	   plus	   les	  pentes	   sont	  
faibles,	   plus	   on	   a	   des	   abondances	   moyennes	   importantes.	   Ceci	   indique	   qu'il	   y	   a	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globalement	   une	   forte	   hétérogénéité	   ou	   intermittence	   quand	   les	   blooms	   sont	  
importants	  :	  les	  blooms	  de	  forte	  intensité	  possèdent	  des	  fluctuations	  fortes.	  	  
	  
	  
Figure	   2-­‐28.	   Moyennes	   annuelles	   de	   la	   fluorescence	   en	   fonction	   des	   coefficients	   α	  
issus	  des	  PDF	  de	  fluorescence.	  	  
	  
	   De	  la	  même	  manière,	  en	  figure	  2-­‐29,	  nous	  avons	  mis	   les	  pentes	  α	  en	  fonction	  
des	  trois	  taxons	  phytoplanctoniques	  les	  plus	  représentatifs	  de	  notre	  zone	  d'étude,	  c.-­‐à-­‐
d.	   :	   les	   Cryptophyta	   (cryptophycées);	   Bacillariophyta	   (diatomée);	   Prymnesiophyceae	  
(Phaeocystis).	  	  Pour	  chaque	  taxon,	  nous	  avons	  créé	  une	  moyenne	  annuelle	  à	  partir	  des	  
moyennes	  annuelles	  des	  comptages	  SOMLIT	  et	  REPHY.	  Dans	  les	  deux	  cas	  les	  données	  
utilisées	   pour	   réaliser	   ces	  moyennes	   proviennent	   du	   point	   le	   plus	   proche	   de	   la	   côte	  
(radiale	  Boulogne-­‐sur-­‐Mer)	  et	  des	  échantillonnages	  de	  surface.	  Pour	  les	  cryptophycées	  
et	  les	  diatomées,	  on	  peut	  voir	  que	  leurs	  coefficients	  de	  corrélation	  R²	  est	  très	  proche	  
de	   0,9,	   ce	   qui	   implique	   une	   très	   forte	   relation	   de	   décroissance	   mutuelle	   entre	   la	  
structuration	   statistique	   de	   ces	   blooms	   et	   les	   concentrations	   cellulaires	   de	   ces	   deux	  
taxons.	   	  Au	  vu	  de	   la	   relation	  proposée	  dans	   la	   figure	  2-­‐28,	  on	  peut	   supposer	  un	   lien	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entre	   les	   concentrations	   cellulaires	   de	   diatomée	   et	   cryptophycées	   et	   l'intensité	   des	  
blooms.	  	  
	  
	  
Figure	   2-­‐29.	   Relation	   entre	   les	   coefficients	   α	   issus	   des	   PDF	   de	   fluorescence	   et	   trois	  
taxons	  phytoplanctoniques	  (Prymesiophycae	  ;	  Bacillaniophyta	  ;	  Crypotophyceae)	  	  
	  
	  
	   La	   figure	   2-­‐30	   montre	   que	   plus	   les	   blooms	   sont	   importants,	   plus	   les	  
concentrations	  de	  ces	  deux	  taxons	  diminuent.	  On	  peut	  donc	  présumer	  que	   les	  fortes	  
fluctuations	   que	   contiennent	   les	   blooms	   d'intensités	   importantes	   perturbent	   les	  
mécanismes	   de	   succession	   des	   cryptophycées	   et	   des	   diatomées,	   contrairement	   aux	  
prymnesiophycées,	   qui	   ne	   semblent	  ni	   être	   influencées	  par	   l'intensité	  des	  blooms	  ni	  
par	   leurs	   structurations	   statistiques.	  Une	  étude	  menée	  dans	   la	  Mer	  du	  Nord,	  qui	  est	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encore	   plus	   fortement	   touchée	   par	   les	   concentrations	   importantes	   de	   Phaeocystis	  
dans	   ces	   blooms,	  montre	   que	   les	   faibles	   concentrations	   en	   nitrates	   sont	   un	   facteur	  
limitant	   pour	   ce	   taxon	   (Riegman	   et	   al.,	   1992).	   Pour	   être	   plus	   précis,	   les	  
prymnesiophycées	   profitent	   des	   changements	   de	   régime	   dans	   le	   milieu	   entre	   les	  
nitrates	   et	   les	   phosphates,	   un	   rapport	   N/P	   élevé	   pourrait	   donc	   favoriser	   donc	   les	  
proliférations	  de	  cette	  espèce.	  	  
	  
	  
Figure	   2-­‐30.	   Relation	   entre	   les	   moyennes	   annuelles	   de	   fluorescence	   et	   trois	   taxons	  
phytoplanctoniques	   (Prymesiophycae	   en	   haut	   ;	   Bacillaniophyta	   au	   milieu	   ;	  
Crypotophyceae	  en	  bas)	  	  
	  
	   	  
Chapitre	  2.	  Analyses	  de	  la	  dynamique	  de	  la	  fluorescence	  
105	  
	  
	   La	  figure	  2-­‐31	  se	  base	  sur	  ces	  constations	  et	  l'on	  voit	  très	  clairement	  l'influence	  
de	  ce	  changement	  de	  régime	  :	  plus	  le	  rapport	  N/P	  augmente,	  plus	  les	  concentrations	  
cellulaires	   de	   Phaeocystis	   sont	   importantes.	   Une	   synthèse	   récente	   montre	   que	   les	  
apports	  azotés	  sous	  une	  forme	  bio-­‐disponible	  sont	  en	  constante	  augmentation	  dans	  le	  
milieu	  marin	   (Schlesinger,	   2009).	   Actuellement,	   il	   y	   aurait	   plus	   de	   124	   teragrammes	  	  
d'azote	   par	   an	   qui	   se	   retrouveraient	   dans	   le	  milieu	  marin	   sur	   les	   150	   teragrammes	  
d'azote	   par	   an	   déversés	   sur	   la	   terre	   par	   les	   hommes	   :	   cette	   importante	   quantité	  
d'azote	   est	   transportée	   par	   divers	   mécanismes	   comme	   la	   percolation	   des	   eaux	  
souterraines,	   les	   apports	   fluviatiles,	   les	   apports	   atmosphériques...	   On	   peut	   donc	  
supposer	   que	   le	   facteur	   anthropique	   conditionne	   la	   dynamique	   interannuelle	   de	  
prymnesiophycées,	   qui,	   à	   son	   tour,	   influence	   indirectement	   la	   dynamique	  
interannuelle	  de	  cryptophycées	  et	  des	  diatomées.	   La	   figure	  2-­‐32	  met	  ce	  phénomène	  
en	  avant,	  mais	  les	  diatomées	  ne	  semblent	  pas	  subir	  d'impact	  direct	  de	  Phaeocystis	  :	  ce	  
mécanisme	  s'explique	  facilement	  par	  le	  fait	  que	  les	  diatomées	  sont	  physiologiquement	  
dépendantes	  des	  silicates	  contrairement	  aux	  prymnesiophycées,	   il	  n'y	  a	  donc	  aucune	  
compétition	  entre	  ces	  deux	  espèces	  au	  niveau	  de	  ce	  sel	  nutritif.	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Figure	   2-­‐31.	   En	   haut	   :	   relation	   entre	   les	  moyennes	   annuelles	   de	   phosphates	  MAREL	  
Carnot	  et	  les	  concentrations	  cellulaires	  de	  prymesiophycées.	  Au	  milieu	  :	  	  relation	  entre	  
les	  moyennes	  annuelles	  de	  nitrates	  MAREL	  Carnot	  et	  les	  concentrations	  cellulaires	  de	  
prymesiophycées.	  En	  bas	  :	  relation	  entre	  les	  moyennes	  annuelles	  du	  rapport	  N/P	  et	  les	  
concentrations	  cellulaires	  de	  prymesiophycées	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Figure	   2-­‐32.	   En	   haut	   :	   relations	   entre	   les	   prymesiophycées	   et	   les	   cryptophycées.	   En	  
bas:	  	  relations	  entre	  les	  prymesiophycées	  et	  les	  diatomées.	  	  
	  
5.2	  Relation	  β	  
	   Dans	  la	  figure	  2-­‐33,	  nous	  comparons	  la	  dynamiques	  des	  périodes	  de	  bloom	  à	  la	  
dynamique	  des	  périodes	  pré-­‐bloom.	  Afin	  qu'il	  n'y	  ait	  aucune	  ambigüité	  sur	  les	  dates	  de	  
début	   et	   de	   fin	   de	   bloom,	   nous	   avons	   filtré	   les	   données	   de	   fluorescence	   avec	   la	  
méthode	  EMD	  (voir	  paragraphe	  6.2)	  pour	  obtenir	  une	  séparation	  temporelle	  précise.	  
Les	   périodes	   pré-­‐bloom	   correspondent	   à	   la	   totalité	   des	   périodes	   entre	   les	   blooms,	  
c'est-­‐à-­‐dire	  que	  ces	  périodes	  sont	  à	  cheval	  sur	  deux	  années.	  Par	  exemple	  la	  période	  de	  
bloom	   en	   2010	   est	   comparée	   à	   la	   somme	   des	   périodes	   post-­‐bloom	   en	   2009	   et	   des	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périodes	   pré-­‐bloom	   en	   2010.	   La	   figure	   2-­‐31	   compare	   les	   structurations	   dynamiques	  
des	  périodes	  pré-­‐bloom	  à	  celles	  des	  périodes	  de	  bloom,	  et	  comme	  dans	  le	  paragraphe	  
4.2.2	   de	   ce	   chapitre,	   les	   pentes	   spectrales	   β	   sont	   calculées	   à	   partir	   de	   la	   méthode	  
EMD-­‐HSA.	  On	  peut	   voir	   sur	   cette	   figure	  qu'il	   y	   a	  une	  assez	  bonne	   relation	  entre	   ces	  
deux	  coefficients	  de	  pente	  spectrale,	  ceci	  implique	  que	  la	  dynamique	  post-­‐bloom	  joue	  
un	  rôle	  important	  sur	  la	  dynamique	  du	  futur	  bloom	  qui	  va	  se	  produire.	  	  
	  
	  
Figure	  2-­‐33.	  Pentes	  spectrales	  pré-­‐bloom	  en	  fonction	  des	  pentes	  spectrales	  durant	   la	  
période	  de	  bloom.	  Les	  pentes	  spectrales	  sont	  calculées	  avec	  la	  méthode	  EMD-­‐HSA.	  	  
	  
5.3	  Relation	  α	  vs	  β	  
	   Nous	  avons	  vu	  dans	   la	  figure	  2-­‐11	  qu'il	  existait	  un	   lien	  entre	   les	  températures	  
hivernales	   et	   la	   fluorescence.	   Pour	   continuer	   dans	   la	   même	   direction,	   nous	   avons	  
considéré	   la	   relation	   entre	   les	   pentes	   spectrales	   𝛽	   (méthode	   EMD-­‐HSA)	   des	  
températures	   pendant	   l'hiver	   et	   la	   fluorescence.	   La	   figure	   2-­‐34	   représente	   𝛽	   en	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fonction	   de	   𝛼:	   les	   pentes	   hyperboliques	   de	   la	   fluorescence	   suivent	   les	   pentes	  
spectrales	   des	   températures	   hivernales.	   Dans	   le	   cas	   présent,	   pour	   le	   calcul	   des	  
périodes	   hivernales,	   nous	   avons	   utilisé	   l'hiver	  météorologique	   qui	   correspond	   aux	   3	  
mois	  statistiquement	  les	  plus	  les	  froids	  de	  l'année,	  c'est-­‐à-­‐dire	  dans	  l'hémisphère	  Nord	  
les	  mois	  de	  décembre,	  janvier	  et	  février.	  On	  voit	  clairement	  se	  dessiner	  une	  tendance	  
globale	   avec	   un	   R²	   qui	   est	   quasiment	   égal	   à	   0,9,	   ce	   qui	   indique	   que	   les	   années	   qui	  
possèdent	  d'importantes	  plages	  de	  variations	  entre	  leurs	  valeurs	  extrêmes	  (valeurs	  de	  𝛼	  faibles)	  sont	  associées	  en	  moyenne	  avec	  les	  pentes	  spectrales	  𝛽	  faibles,	  c'est-­‐à-­‐dire	  
ayant	  plus	  d'intermittence	  temporelle.	  	  	  
	  
	  
Figure	  2-­‐34.	  Pentes	   spectrales	   (β)	   issues	  des	  hivers	  météorologiques	  en	   fonction	  des	  
coefficients	  α	  issus	  des	  PDF	  de	  fluorescence.	  	  
	  
	   Les	   pentes	   spectrales	   sont	   également	   un	   indicateur	   de	   la	   structuration	  
temporelle	   :	   plus	   l'indice	   de	   Hurst	   est	   faible	   (pour	   un	   mouvement	   brownien	  
fractionnaire	  nous	  avons	  H=((β-­‐1)/2)),	  moins	  il	  y	  a	  des	  répétitions	  dans	  les	  données	  et	  
plus	   leurs	   hétérogénéité	   est	   importante.	   Cette	   relation	   peut	   indiquer	   que	   plus	   la	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structuration	  temporelle	  et	   les	  fluctuations	  hivernales	  sont	   importantes,	  plus	  on	  aura	  
tendance	  à	  avoir	  de	   forte	  variation	  entre	   les	  données	  extrêmes	  dans	   les	  données	  de	  
fluorescence	   l'année	   suivante.	   La	   figure	   2-­‐35	   utilise	   les	   même	   pentes	   spectrales	   β	  
(pour	   les	   températures	   hivernales),	   mais	   ces	   dernières	   sont	   mises	   en	   fonction	   des	  
moyennes	  annuelles	  de	  fluorescence	  pour	  les	  périodes	  de	  bloom	  suivant	  ces	  hivers.	  Il	  y	  
a	   toujours	   une	   relation	   entre	   les	   deux	   paramètres,	   mais	   elle	   est	   beaucoup	   moins	  
importante	   que	   celle	   que	   l'on	   avait	   trouvée	   pour	   la	   figure	   2-­‐34	   :	   les	   valeurs	   de	   β	  
élevées	  sont	  associées	  à	  des	   fluorescences	   faibles.	  Les	   figures	  2-­‐28	  et	  2-­‐34	  sont	  bien	  
sûr	  complètement	  compatibles	  avec	  la	  figure	  2-­‐35.	  	  
	  
	  
Figure	  2-­‐35.	   	  Pentes	  spectrales	  (β)	   issues	  des	  hivers	  météorologiques	  en	  fonction	  des	  
moyennes	  annuelles	  de	  fluorescence.	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5.4	  La	  stratification,	  explication	  du	  mécanisme	  ?	  	  
5.4.1	  Profils	  	  
	   Nous	   venons	   de	   voir	   que	   la	   température	   avait	   un	   impact	   important	   sur	   la	  
dynamique	  des	  blooms.	  On	  peut	  donc	  présupposer	  une	   influence	  de	   la	  stratification.	  
Malheureusement,	   les	   jeux	  de	  données	   issues	  du	  système	  automatisé	  MAREL	  Carnot	  
ne	  nous	  permet	  pas	  d'avoir	  des	  profils	  de	  températures,	  nous	  allons	  donc	  utiliser	   les	  
profils	   réalisés	   durant	   les	   échantillonnages	   SOMLIT	   (point	   côte	   de	   la	   radiale	   de	  
Boulogne-­‐sur-­‐Mer).	  La	  figure	  2-­‐36	  compile	  les	  profils	  de	  températures	  réalisés	  durant	  
l'année	   2008	   :	   plus	   les	   couleurs	   tendent	   vers	   le	   rouge,	   plus	   les	   températures	   sont	  
chaudes.	   On	   voit	   un	   phénomène	   de	   stratification	   se	  mettre	   en	   place	   sur	   la	   période	  
comprise	   entre	   le	   jour	   120	   et	   250,	   avec	   une	   différence	   assez	   marquée	   entre	   les	  
températures	  de	  surface	  et	  de	  fond	  (nous	  verrons	  plus	  bas	  comment	  utiliser	  un	  indice	  
plus	  quantitatif	  de	   la	   stratification).	  Chaque	  bande	  verticale	  colorée	  correspond	  à	  un	  
profil	   de	   température,	   on	   peut	   voir	   encore	   plus	   clairement	   la	   formation	   de	   ce	  
phénomène	  de	  stratification	  si	  l'on	  prend	  un	  profil	  de	  manière	  autonome.	  La	  figure	  2-­‐
37	  montre	   le	   profil	   de	   température	   SOMLIT	   réalisé	   au	   cours	   du	  mois	   de	   septembre	  
2008	  :	  on	  voit	  clairement	  qu'il	  y	  a	  une	  différence	  de	  environ	  1,4°C	  entre	  la	  surface	  et	  le	  
fond,	   la	   couche	   de	   mélange	   a	   une	   épaisseur	   d'environ	   10	   m.	   Ceci	   correspond	   à	  
0,14°/m,	  ce	  qui	  est	  le	  même	  ordre	  de	  grandeur	  que	  la	  stratification	  observée	  en	  milieu	  
profond	   (16°	   sur	  200m	  soit	   0,08°/m)	   (Cronin	   and	  Sprintall,	   2009).	  Notons	  également	  
que	  dans	  une	  étude	  en	  milieu	  côtier,	  une	  stratification	  a	  été	  mise	  en	  évidence	  avec	  la	  
formation	  d'une	  pycnocline	  vers	  les	  trois	  mètres	  ;	  cette	  couche	  de	  surface	  aurait	  une	  
influence	   sur	   les	   sels	   nutritifs	   et	   par	   conséquent	   sur	   les	   blooms	   phytoplanctoniques	  
(Hanson	   and	   Donaghay,	   1998).	   Cette	   référence,	   et	   l'ordre	   de	   grandeur	   de	   la	  
stratification	   moyenne	   observée,	   expliquent	   que	   nous	   considérons	   ici	   une	   légère	  
stratification	  en	  surface,	  bien	  que	  généralement,	  en	  raison	  du	  caractère	  énergétique	  et	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méga-­‐tidal	   de	   la	  Manche	   orientale,	   il	   soit	   considéré	   que	   la	  Manche	   orientale	   est	   un	  
milieu	  assez	  homogène	  selon	  la	  verticale.	  	  
	  
	  
Figure	  2-­‐36.	   Profil	   annuel	   des	   température	   SOMLIT	  en	  2008	  pour	   le	  point	   côte.	  Une	  
légère	  stratification	  est	  visible	  à	  certains	  moments	  de	  l'année.	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Figure	  2-­‐37.	   Profil	   des	   températures	   SOMLIT	  pour	   le	  point	   côte	  en	   septembre	  2008.	  
Ceci	   correspond	   à	   une	   couche	   de	   mélange	   (mixed	   layer)	   d'environ	   10m,	   avec	   une	  
différence	  d'environ	  1,4°C,	  soit	  0,14°C/m.	  	  
5.4.2	  Dynamique	  de	  la	  stratification	  
	   La	  figure	  2-­‐38	  met	  en	  parallèle	  les	  deltas	  de	  température	  surface/fond	  issus	  des	  
profils	   SOMLIT	  entre	  2007	  et	  2011	  pour	   le	  point	   côte	  de	   la	   radiale	  de	  Boulogne-­‐sur-­‐
Mer	  et	  les	  données	  brutes	  de	  fluorescence	  MAREL	  Carnot	  pour	  les	  mêmes	  années.	  On	  
voit	  globalement	  que	  la	  stratification	  apparait	  durant	  la	  période	  printemps/été	  ;	  nous	  
avions	  vu	  dans	  le	  paragraphe	  2-­‐1	  de	  ce	  chapitre	  que	  la	  climatologie	  était	  un	  bon	  outil	  
pour	  se	  rendre	  compte	  de	  la	  dynamique	  interannuelle	  d'un	  paramètre.	  La	  figure	  2-­‐39	  
se	  base	  sur	  cette	  constatation	  et	  présente	  la	  climatologie	  des	  deltas	  de	  températures	  
SOMLIT.	   Un	   tendance	   claire	   à	   la	   stratification	   se	   dégage	   durant	   la	   période	  
printemps/été	  (forte	  augmentation	  des	  deltas	  T°C).	  On	  peut	  aussi	  voir	  qu'entre	  Janvier	  
et	  Mars,	   le	  delta	  de	  température	  augmente	  doucement	  et	  à	  partir	  de	  fin	  Mars,	   il	  y	  a	  
une	  rupture	  de	  pente	  :	  la	  dynamique	  du	  delta	  de	  température	  augmente	  brusquement	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et	  rapidement	  jusqu'à	  la	  fin	  du	  moi	  de	  Mai.	  Puis	  la	  courbe	  se	  met	  à	  décroitre	  de	  façon	  
assez	  homogène	  de	  Juillet	  à	  Octobre.	  	  
	  
	  
Figure	   2-­‐38.	   Superpositions	   des	   profils	   de	   fluorescence	  MAREL	   Carnot	   et	   des	   deltas	  
surface-­‐fond	  SOMLIT	  pour	  le	  point	  côte	  entre	  2007	  et	  2011.	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Figure	   2-­‐39.	   Climatologie	   des	   deltas	   de	   températures	   (entre	   la	   surface	   et	   le	   fond)	  
SOMLIT	  pour	  le	  point	  côte	  entre	  2007	  et	  2011.	  	  
	  
5.4.3	  Relation	  avec	  la	  stratification	  
	   Nous	  venons	  de	  voir	  avec	  la	  climatologie	  présentée	  en	  figure	  2-­‐39	  qu'il	  y	  avait	  
une	  brusque	  et	   rapide	  augmentation	  de	   la	  stratification	  entre	  mi-­‐mars	  et	  mi-­‐juin.	  Ce	  
phénomène	  est	   intéressant	  car	  cette	  période	  correspond	  au	  début	  du	  printemps.	  Sur	  
la	  figure	  2-­‐40,	  nous	  avons	  donc	  mis	  en	  relation	  les	  moyennes	  annuelles	  des	  deltas	  de	  
températures	  entre	  le	  15	  avril	  et	  le	  15	  mai	  et	  les	  moyennes	  annuelles	  de	  fluorescence	  
MAREL	  Carnot.	  On	  voit	  qu'il	  y	  a	  une	  bonne	  relation	  entre	  les	  deux	  paramètres	  avec	  le	  
coefficient	   de	   corrélation	   R²	   proche	   de	   0,7	   :	   plus	   la	   stratification	   au	   printemps	   est	  
importante,	  plus	  les	  blooms	  qui	  vont	  suivre	  ont	  tendance	  à	  avoir	  une	  intensité	  faible.	  
On	  peut	  donc	  présupposer	  que	   la	  stratification	  dans	  notre	  zone	  d'étude	   joue	  un	  rôle	  
de	   facteur	   tampon	   en	   bloquant	   	   la	   disponibilité	   en	   sels	   nutritifs	   dans	   la	   couche	   de	  
surface.	  La	  stratification	  printanière	  dans	  les	  eaux	  de	  surface	  en	  milieu	  côtier,	  qui	  est	  
généralement	   très	   peu	   étudiée	   car	   considérée	   comme	   négligeable,	   pourrait	   en	   fait	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jouer	   un	   rôle,	   par	   des	   mécanismes	   de	   rétroaction	   qui	   influenceraient	   directement	  
l'intensité	  des	  blooms	  qui	  vont	  suivre.	  	  
	  
	  
Figure	  2-­‐40.	  Moyenne	  des	  deltas	  de	  températures	  SOMLIT	  pour	  le	  point	  côte	  entre	  le	  
15	  avril	  et	  le	  15	  mai	  en	  fonction	  des	  moyennes	  annuelles	  de	  fluorescence.	  	  
6	  Discussion	  	  
	   Les	   mesures	   hautes	   fréquences	   à	   point	   fixe	   sont	   considérées	   comme	   étant	  
indispensables	   pour	   la	   compréhension	   des	   mécanismes	   multi-­‐échelles	   qui	   sont	  
présents	  dans	  l'océan	  (Dickey,	  1991,	  Dickey	  et	  al.,	  1993,	  Chavez	  et	  al.,	  1997,	  Chang	  and	  
Dickey,	  2001,	  Bensoussan	  et	  al.,	  2004,	  Nam	  et	  al.,	  2005,	  Dur	  et	  al.,	  2007).	  Durant	  ces	  
dernières	   années,	   les	   systèmes	   automatisés	   à	   point	   fixe	   ont	   commencé	   à	   se	  
démocratiser	  en	  milieu	  côtier,	  ils	  sont	  installés	  dans	  de	  nombreux	  endroits	  à	  travers	  le	  
monde,	  comme	  à	  Venise	  (Lovato	  et	  al.,	  2013),	  en	  Corée	  du	  sud	  (Nam	  et	  al.,	  2005),	  ou	  
en	  Californie	  (Frieder	  et	  al.,	  2012).	  Des	  discussions	  sont	  également	  en	  cours	  en	  France	  
au	  niveau	  national,	  pour	  équiper	  les	  services	  d'observation	  SOMLIT	  de	  systèmes	  haute	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fréquence.	   Ces	   systèmes	   automatisés	   à	   point	   fixe	   sont	   essentiels	   pour	   mieux	  
comprendre	  les	  mécanismes	  complexes	  présents	  dans	  les	  écosystèmes	  côtiers.	  	  
	   Le	  phytoplancton	  est	  un	  élément	  essentiel	  dans	   les	  écosystèmes	  marins	  et	   sa	  
dynamique	   est	   soumise	   à	   de	   nombreux	   forçages	   à	  multi-­‐échelles	   qui	   apportent	   une	  
grande	  hétérogénéité	  (Turchin,	  2003,	  Ritchie,	  2009).	  Les	  données	  d'abondance	  sous	  la	  
forme	   de	   séries	   temporelles	   comportent	   d'importantes	   fluctuations	   (Blarer	   and	  
Doebeli,	   1999),	   d'où	   l'importance	   de	   l'utilisation	   des	   jeux	   de	   données	   hautes	  
fréquences,	   qui	   nous	   permettent	   d'étudier	   et	   de	   détecter	   leurs	   intermittences	   très	  
localisées.	  Il	  est	  donc	  important	  d'utiliser	  des	  outils	  numériques	  capables	  de	  s'adapter	  
aux	   jeux	  de	  données	  hautes	  fréquences,	  et	  aux	  fortes	  fluctuations	  subies	  par	  ce	  type	  
de	  système.	  Les	  études	  préliminaires	  menées	  sur	  les	  quantiles	  de	  la	  température	  et	  de	  
la	   fluorescence	   laissent	   apparaitre	   une	   grande	   variabilité	   interannuelle	   dans	   leurs	  
extrêmes.	  On	  voit	  qu'il	  y	  a	  deux	  patterns	  dans	  les	  extrêmes	  de	  fluorescence	  :	  	  
• Un	   cycle	   possible	   de	   trois	   ans	   avec	   une	   décroissance	   dans	   les	   périodes	  
cumulatives,	  dans	  le	  cas	  du	  quantile	  10.	  
• Une	   alternance	   annuelle	   entre	   les	   périodes	   importantes	   et	   faibles,	   pour	   le	  
quantile	  90.	  
On	  relève	  un	  comportement	  plus	  stochastique	  au	  niveau	  des	  quantiles	  10	  et	  90	  de	  la	  
température.	   Pour	   la	   fluorescence,	   il	   y	   a	   aussi	   une	   tendance	   à	   l'augmentation	  
conjointe	  entre	  les	  valeurs	  seuils	  et	  les	  temps	  de	  retour.	  	  
	   Ces	  systèmes	  automatisés	  hautes	  fréquences	  engendrent	  des	  bases	  de	  données	  
très	  importantes	  (dans	  le	  cas	  de	  MAREL	  Carnot	  plusieurs	  dizaines	  de	  milliers	  de	  points),	  
il	   est	   donc	   possible	   de	   construire	   des	   PDF	   très	   précises.	   Nous	   avons	   pu	   mettre	   en	  
évidence,	   à	   l'aide	   d'une	   PDF	   réalisée	   sur	   les	   données	   interannuelles	  MAREL	   Carnot,	  
que	  l'on	  pouvait	  modéliser	  l'ensemble	  de	  cette	  PDF	  et	  de	  ses	  extrêmes	  avec	  une	  loi	  de	  
puissance,	   et	   que	   le	   modèle	   log-­‐normal	   couramment	   utilisé	   pour	   approximer	   les	  
abondances,	  bien	  que	  non	  loin	  de	  notre	  PDF	  s'était	  révélé	  plus	  imparfait.	  Cette	  loi	  log-­‐
normale	   communément	   utilisée	   en	   écologie	   (Wang	   et	   al.,	   2006,	  Widdicombe	   et	   al.,	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2010,	  Feuchtmayr	  et	  al.,	  2012,	  Tsirtsis	  et	  al.,	  2008,	  Segura	  et	  al.,	  2013),	  a	  été	  remise	  en	  
question	  à	  plusieurs	  reprises	  (Nummelin,	  1998,	  Williamson	  and	  Gaston,	  2005).	  On	  a	  pu	  
constater	  une	  certaine	  généralité	  d'une	  PDF	  en	   loi	  de	  puissance	  dans	  deux	  différents	  
systèmes	   pour	   la	   fluorescence.	   Par	   contre,	   l'exposant	  𝛼	   de	   l'invariance	   d'échelle	   est	  
variable,	  allant	  de	  2	  (MAREL	  Carnot)	  à	  3,6	  (L4	  station)	  voire	  4,0	  (MAREL	  Iroise).	  
	   En	  ce	  qui	   concerne	   le	  déterminisme	  dans	   les	  blooms	  et	   ses	   relations	  avec	   les	  
différents	  forçages,	  nous	  avons	  ici	  montré	  que	  les	  températures	  et	   la	  disponibilité	  en	  
lumière	  et	  en	  phosphate	  avaient	  un	  impact	  direct	  sur	  les	  abondances	  de	  fluorescence.	  
En	  premier	  lieu,	  nous	  avons	  trouvé	  que	  les	  températures	  hivernales	  pré-­‐bloom	  avaient	  
une	   influence	   sur	   leur	   intensité	   :	   les	   faibles	   températures	  hivernales	  engendrent	  des	  
blooms	   de	   forte	   intensité	   le	   printemps	   suivant.	   Comme	   nous	   l'avons	   vu	   par	  
l'intermédiaire	  de	  la	  figure	  2-­‐40,	  ce	  phénomène	  est	  possiblement	  lié	  à	  la	  stratification	  
des	   eaux	   de	   surface	   :	   pour	   des	   faibles	   températures	   hivernales,	   la	   brusque	  
augmentation	   des	   températures	   printanières	   pourrait	   créer	   une	   plus	   grande	  
stratification,	   ce	  qui	  diminuerait	   l'apport	  de	  sels	  nutritifs	  dans	   les	  eaux	  de	  surface	  et	  
donnerait	   naissance	   à	   des	   blooms	   de	   plus	   faible	   intensité.	   Dans	   ce	   cadre,	   il	   serait	  
intéressant	  dans	  les	  années	  à	  venir	  de	  continuer	  dans	  cette	  voie-­‐là,	  tout	  en	  prenant	  en	  
compte	   l'intensité	   des	   vents,	   qui	   peut	   avoir	   un	   impact	   sur	   la	   stratification	   en	  milieu	  
côtier	   (Haapala,	   1994),	   ainsi	   que	   les	   apports	   d'eau	   douce	   (Simpson	   et	   al.,	   1990).	  
Comme	   l'on	  pouvait	   s'y	  attendre,	   la	  disponibilité	  de	   la	   lumière	  est	  aussi	  directement	  
liée	   à	   l'intensité	   des	   blooms.	   Cette	   relation	   n'est	   pas	   surprenante,	   au	   vu	   des	  
connaissances	   actuelles.	   Enfin,	   nous	   avons	   trouvé	   une	   relation	   inverse	   entre	  
l'abondance	  en	  phosphates	  et	  l'intensité	  des	  blooms.	  	  
	   En	   regardent	   plus	   précisément,	   à	   une	   échelle	   annuelle,	   la	   relation	   entre	   les	  
moyennes	  annuelles	  de	  fluorescence	  et	  les	  pentes	  issues	  de	  leur	  PDF	  (voir	  figure	  2-­‐28),	  
nous	   avons	   constaté	   que	   les	   blooms	   de	   forte	   intensité	   comportaient	   d'importantes	  
fluctuations.	  Cela	  montre	  que	  ces	  blooms	  intermittents	  ne	  sont	  absolument	  pas	  lisses,	  
compte	   tenu	   de	   l'advection	   turbulente	   et	   de	   la	   complexité	   des	   dynamiques	   de	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populations.	  Ce	  type	  de	  bloom	  comporte	  par	  conséquent	  des	  épisodes	  d'oscillations	  à	  
hautes	  fréquences.	  	  
	   La	   méthode	   EMD	   permet	   la	   visualisation	   de	   ces	   oscillations	   en	   séparant	   la	  
tendance	   des	   fluctuations	   (voir	   figure	   2-­‐25).	   Cette	   méthode	   a	   aussi	   l'avantage	   de	  
pouvoir	   être	   utilisée	   sur	   des	   séries	   temporelles	   hautes	   fréquences	   comportant	   des	  
valeurs	   manquantes,	   afin	   d'isoler	   la	   tendance	   et	   d'en	   extraire	   localement	   les	  
fluctuations	   hautes	   fréquences.	   Cette	   méthode	   est	   aussi	   utilisée	   pour	   calculer	   les	  
spectres	   de	   puissance	   à	   partir	   des	   données	   irrégulières,	   de	   manière	   à	   analyser	  
localement	   la	   dynamique	   et	   d'en	   extraire	   des	   informations	   sur	   l'amplitude	   et	   la	  
fréquence.	  Nous	  l'avons	  ici	  utilisée	  pour	  faire	  un	  lien	  entre	  la	  structuration	  temporelle	  
des	   températures	   hivernales	   (par	   l'intermédiaire	   des	   pentes	   spectrales)	   et	   la	  
structuration	  de	  l'intensité	  de	  la	  fluorescence.	  Cette	  forte	  corrélation	  que	  nous	  avons	  
trouvée	   n'a	   pas	   d'explication	   mécanique	   ;	   cependant,	   elle	   peut	   être	   utilisée	   pour	  
effectuer	  des	  prédictions	  sur	   l'intensité	  et	   la	  structuration	  des	  blooms	  printaniers,	  en	  
se	  basant	  sur	  les	  températures	  hivernales	  en	  amont.	  	  
	   Nous	   avons	   aussi	   vu	   que	   les	   cryptophycées	   et	   les	   diatomées	   étaient	  
dépendantes	   de	   la	   structuration	   statistique,	   ainsi	   que	   de	   l'intensité	   des	   blooms,	  
contrairement	   aux	   prymnesiophycées	   qui	   quant	   à	   elles,	   sont	   influencées	   par	   les	  
changements	   de	   régime	   entre	   les	   nitrates	   et	   les	   phosphates,	   elles	   sont	   donc	   sous	  
l'influence	   directe	   du	   rapport	   N/P.	   Les	   concentrations	   en	   prymnesiophycées	  
augmentent	   de	   manière	   conjointe	   avec	   les	   concentrations	   en	   cryptophycées,	   ce	  
phénomène	  a	  probablement	  un	  lien	  avec	  la	  production	  régénérée.	  	  
	   La	   dynamique	   des	   blooms	   phytoplanctoniques	   est	   complexe,	   liée	   à	   moult	  
paramètres	   et	   différents	   forçages,	   assujettie	   à	   des	   relations	   non-­‐linéaires	   et	  
stochastiques.	   Leurs	   dynamiques	   comportent	   différentes	   échelles	   et	   l'utilisation	   des	  
données	  hautes	  fréquences	  est	  nécessaire	  à	  l'extraction	  et	  à	  l'étude	  de	  ces	  domaines.	  
Ici	  nous	  avons	  utilisé	  un	   jeu	  de	  données	  multiparamétrique	  hautes	  fréquences	   issues	  
de	   systèmes	   automatisés	   pour	   étudier	   les	   blooms	   de	   phytoplancton	   dans	   le	   milieu	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côtier	  à	  hautes	  fréquences.	  Plusieurs	  lois	  on	  été	  trouvées,	  néanmoins	  leur	  universalité	  
reste	   à	   évaluer.	   Cependant	   l'utilité	  méthodologique	   des	   approches	   ici	   proposées	   est	  
susceptible	  d'être	  universelle.	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1	  Introduction	  
	   Nous	   avons	   vu	   dans	   les	   chapitres	   précédents,	   que	   les	   séries	   temporelles	   en	  
géosciences	   issues	   du	   milieu	   côtier	   étaient	   soumises	   à	   une	   série	   de	   variations	  
déterministes	  liées	  à	  plusieurs	  forçages	  (astronomiques,	  annuels,	  journaliers,	  les	  cycles	  
de	  marées,...).	  Et	  à	  une	  série	  de	  fluctuations	  stochastiques,	  qui	  sont	  réparties	  sur	  une	  
large	  échelle	  spatiale	  et	  temporelle.	  Les	  températures	  de	  surface	  semblent	  avoir	  une	  
influence	   sur	   le	  phytoplancton	   (Derot	  et	  al.,	  2014,	  Devreker	  et	  al.,	  2010,	  Gómez	  and	  
Souissi,	  2008)	  qui	  est	   le	  premier	  échelon	  du	  réseaux	  trophique	  dans	   les	  écosystèmes	  
marins	  (voir	  chapitre	  1	  ;	  paragraphe	  5.1).	  Dans	  ce	  chapitre,	  nous	  nous	  concentrons	  sur	  
la	  comparaison	  entre	  différents	  réseaux	  de	  surveillance	  (basses	  et	  hautes	  fréquences).	  
Un	   intérêt	   tout	   particulier	   sera	   porté	   à	   l'étude	   de	   la	   variabilité	   temporelle	   des	  
températures	  sur	   les	  côtes	  françaises	  de	  la	  Manche,	  en	  utilisant	  des	  jeux	  de	  données	  
provenant	   de	   deux	   systèmes	   automatisés	   à	   point	   fixe.	   Le	   premier	   est	   un	  mouillage	  
équipé	   d'une	   sonde	   SeaBird,	   localisé	   dans	   en	  Manche	   occidentale,	   plus	   précisément	  
dans	   la	   baie	   de	   Morlaix	   (voir	   chapitre	   1	   ;	   paragraphe	   3.2).	   Et	   le	   second	   est	   notre	  
système	   automatisé	   MAREL	   Carnot,	   qui	   est	   située	   en	   Manche	   orientale,	   plus	  
précisément	   à	   la	   sortie	   du	   port	   de	   Boulogne-­‐sur-­‐Mer	   (voir	   chapitre	   1	   ;	   paragraphe	  
3.1.1).	  Dans	  les	  deux	  cas,	  les	  données	  provenant	  de	  ces	  systèmes	  automatisés	  ont	  été	  
enregistrées	  à	  haute	  fréquence,	  c'est-­‐à-­‐dire	  que	  nous	  disposons	  de	  plus	  d'une	  mesure	  
par	   heure.	   Actuellement,	   de	   nombreuses	   études	   ont	   mis	   en	   avant	   l'importance	   de	  
l'utilisation	  de	   ce	   type	  de	  bases	  de	  données	   (Chang	  and	  Dickey,	   2001,	  Chavez	  et	   al.,	  
1997,	  Dickey,	  1991,	  Dickey	  et	  al.,	  1993,	  Zongo	  and	  Schmitt,	  2011b,	  Blain	  et	  al.,	  2004,	  
Schmitt	  et	  al.,	  2011,	  Etcheber	  et	  al.,	  2011,	  Lanoux	  et	  al.,	  2013,	  Maneux	  et	  al.,	  2010),	  
pour	  avoir	  une	  meilleure	  compréhension	  des	  mécanismes	  qui	  pourraient	  interagir	  avec	  
le	  milieu	  marin.	  Deux	  colloques	  sur	  ce	  sujet	  ont	  été	  organisés	  ces	  derrières	  années	  :	  un	  
colloque	   RESOMAR	   en	   septembre	   2009,	   et	   un	   colloque	   "hautes	   fréquences"	   pour	  
marquer	   les	  10	  années	  du	   système	  MAREL	  Carnot	  en	   juin	  2014	  à	  Boulogne-­‐sur-­‐Mer.	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Un	  ouvrage	   collectif	   est	   en	  préparation	   suite	   à	   ce	   colloque,	   à	   paraître	   en	   2015	   chez	  
CNRS	  Editions.	  	  
	   Dans	   un	   premier	   temps,	   nous	   avons	   comparé	   les	   réseaux	   hautes	   fréquences	  
aux	  réseaux	  basses	  fréquences,	  qui	  sont	  localisés	  en	  Manche	  orientale.	  Dans	  ce	  cadre-­‐
là,	  nous	  verrons	  aussi	  l'impact	  potentiel	  que	  pourrait	  avoir	  le	  barrage	  Marguet	  sur	  les	  
bases	  de	  données	  enregistrées	  par	   la	  balise	  MAREL	  Carnot.	  Puis,	  nous	  avons	  regardé	  
l'impact	  que	  pourrait	  avoir	  les	  températures	  de	  la	  Manche	  occidentale	  sur	  la	  Manche	  
orientale,	   à	   plusieurs	   échelles	   de	   temps.	   Pour	   cela	   nous	   disposons	   de	   7	   années	  
communes	   entre	   les	   bases	   de	   données	   issues	   de	   MAREL	   Carnot	   et	   de	   la	   Seabird	  
implantée	   à	   Roscoff.	   Comme	   dans	   le	   chapitre	   précédent,	   nous	   regarderons	   la	  
climatologie	  de	  ces	  jeux	  de	  données,	  avant	  d'étudier	  leurs	  structurations	  dynamiques	  
par	   l'intermédiaire	   d'analyses	   spectrales.	   Nous	   comparerons	   aussi	   ces	   séries	  
temporelles	   en	   utilisant	   la	   méthode	   des	   co-­‐spectres	   (voir	   chapitre	   1	   ;	   paragraphe	  
6.4.1),	   ainsi	   que	   la	   récente	  méthode	   TDIC	   (voir	   chapitre	   1	   ;	   paragraphe	   6.4.2).	  Nous	  
fermerons	   ce	   chapitre	   par	   une	   comparaison	   spectrale	   des	   températures	   qui	   se	   base	  
sur	  les	  quatre	  systèmes	  automatisés	  en	  milieu	  côtier	  suivants	  :	  MAREL	  Carnot,	  MAREL	  
Iroise,	  VENUS	  et	  la	  SeaBird	  Roscoff.	  	  
2	  Réseaux	  hautes	  fréquences	  versus	  basses	  fréquences	  	  
	   Dans	   ce	   paragraphe	   nous	   comparons	   le	   système	   de	   suivi	   haute	   fréquence	  
MAREL	   Carnot	   aux	   deux	   réseaux	   de	   suivi	   basse	   fréquence	   SOMLIT	   et	   SRN.	   Dans	   le	  
cadre	  de	  cette	  comparaison,	  nous	  utiliserons	  les	  séries	  temporelles	  les	  plus	  proches	  de	  
MAREL	   Carnot	   pour	   les	   réseaux	   basses	   fréquences,	   c'est-­‐à-­‐dire	   les	   points	   les	   plus	  
proches	  de	  la	  côte	  et	  qui	  sont	  effectués	  en	  surface.	  Tout	  au	  long	  de	  ce	  paragraphe,	  le	  
code	   couleur	   utilisé	   pour	   comparer	   les	   données	   brutes	   est	   identique	   :	   les	   courbes	  
vertes	  pour	  les	  données	  MAREL	  Carnot,	  les	  points	  rouges	  pour	  les	  données	  SOMLIT	  et	  
les	  croix	  bleues	  pour	  les	  données	  SRN.	  Les	  différents	  paramètres	  mis	  en	  parallèle	  dans	  
cette	   étude	   sont	   les	   suivants	   :	   la	   température,	   les	   proxys	   de	   la	   biomasse	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phytoplanctonique,	   l'oxygène	  dissous	   les	   nitrates,	   les	   silicates	   et	   les	   phosphates.	   Les	  
bases	  de	  données	  MAREL	  Carnot,	  au	  niveau	  des	  sels	  nutritifs,	  comportent	  un	  nombre	  
conséquent	   de	   valeurs	   manquantes.	   Dans	   ce	   contexte	   nous	   effectuons	   aussi	   une	  
comparaison	  des	  moyennes	   annuelles	   entre	   les	  différents	   réseaux.	   	  Nous	   finirons	   ce	  
paragraphe	   sur	   l'une	   des	   causes	   potentielles	   à	   ce	   si	   grand	   nombre	   de	   valeurs	  
manquantes	  dans	  le	  jeux	  de	  données	  de	  sels	  nutritifs	  MAREL	  Carnot.	  	  
2.1	  Comparaison	  température,	  fluorescence,	  oxygène	  dissous	  	  
	   La	   figure	   3-­‐1	   montre	   une	   comparaison	   des	   températures	   entre	   nos	   trois	  
réseaux	   de	   surveillance	   (SOMLIT,	   SRN	   et	  MAREL	   Carnot).	   A	   première	   vue,	   il	   y	   a	   une	  
bonne	  concordance	  entre	  nos	  trois	  types	  de	  séries	  temporelles.	  On	  peut	  tout	  de	  même	  
voir	  un	  point	  du	  réseau	  SRN	  en	  2008	  vers	  le	  jour	  180	  qui	  semble	  être	  erroné.	  En	  2006,	  
on	  peut	  relever	  une	  autre	  discontinuité	  dans	  la	  concordance	  :	  vers	  le	  jour	  200,	  MAREL	  
Carnot	  a	  capté	  une	  courte	  période	  plus	  chaude	  qui	  n'a	  pas	  été	  détectée	  par	   les	  deux	  
réseaux	  basses	  fréquences.	  On	  peut	  se	  poser	  la	  question	  suivante	  :	  cette	  anomalie	  est-­‐
elle	  la	  résultante	  d'une	  hétérogénéité	  à	  petite	  échelle,	  ou	  les	  températures	  présentes	  
dans	  la	  rade	  du	  port	  de	  Boulogne-­‐sur-­‐Mer	  auraient	  été	  plus	  chaudes	  ?	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Figure	   3-­‐1.	   Comparaison	   des	   suivis	   basses	   fréquences	   (SOMLIT	   et	   SRN)	   et	   hautes	  
fréquences	  MAREL	  Carnot,	  pour	  la	  température	  entre	  2005	  et	  2010.	  	  
	  
	   Nous	  avions	  vu	  dans	  le	  chapitre	  1	  Matériel	  et	  méthodes	  au	  paragraphe	  3.2	  que	  
MAREL	  Carnot	  utilisait	  la	  fluorescence	  (mesurée	  en	  FFU)	  comme	  proxy	  de	  la	  biomasse	  
phytoplanctonique,	   contrairement	   à	   SRN	   et	   SOMLIT	   qui	   utilisaient	   la	   chlorophylle	   a	  
comme	   proxy	   (mesurée	   en	   µg/L).	   On	   ne	   peut	   donc	   pas	   effectuer	   de	   comparaison	  
directe.	   Nous	   allons	   par	   conséquent	   comparer	   leurs	   dynamiques	   :	   pour	   cela,	   nous	  
avons	  normalisé	  nos	  trois	  séries	  temporelles	  par	  leur	  propre	  moyenne	  annuelle,	  ce	  qui	  
nous	  permet	  de	  faire	  abstraction	  des	  unités.	  Comme	  pour	  les	  températures	  (voir	  figure	  
3-­‐1),	  il	  y	  a	  une	  bonne	  concordance	  au	  niveau	  des	  dynamiques	  du	  proxy	  de	  la	  biomasse	  
phytoplanctonique	   (voir	   figure	   3-­‐2).	   Mais	   l'on	   voit	   clairement	   que	   les	   deux	   réseaux	  
basses	   fréquences	   ne	   captent	   pas	   les	   valeurs	   extrêmes	   et	   les	   fortes	   fluctuations	   qui	  
leurs	  sont	  associées	  à	  haute	  fréquence	  (voir	  chapitre	  2).	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Figure	   3-­‐2.	   Comparaison	   des	   suivis	   basses	   fréquences	   (SOMLIT	   et	   SRN)	   et	   hautes	  
fréquences	   MAREL	   Carnot,	   pour	   la	   fluorescence	   entre	   2005	   et	   2010.	   Les	   graphes	  
représentent	  les	  séries	  temporelles	  divisée	  par	  leur	  propre	  moyenne	  annuelle.	  	  	  
	  
	   La	   figure	  3-­‐3	  montre	  une	  comparaison	  entre	  nos	  trois	   réseaux	  de	  surveillance	  
au	  niveau	  du	  paramètre	  d'oxygène	  dissous	  :	  seulement	  3	  années	  sont	  utilisées	  (2008,	  
2009,	   2010),	   car	   la	   base	   de	   données	   MAREL	   Carnot	   comporte	   trop	   de	   valeurs	  
manquantes	   pour	   les	   années	   comprises	   entre	   2004	   et	   2007.	   La	   concordance	   est	  
beaucoup	  moins	  bonne	  que	  dans	  les	  deux	  précédents	  cas	  (température	  et	  proxy	  de	  la	  
biomasse	  phytoplanctonique).	  A	  première	  vue,	  les	  données	  SRN	  semblent	  plus	  proches	  
de	   celles	   relevées	   par	   MAREL	   Carnot	   que	   celles	   enregistrées	   durant	   SOMLIT.	   La	  
dynamique	   annuelle	   des	   données	   SOMLIT	   semble	   suivre	   la	   même	   dynamique	   que	  
MAREL	  Carnot	  mais	   avec	  un	  décalage	  d'environ	  3	  mg/L,	   il	   s'agit	   peut-­‐être	   d'un	  biais	  
systématique	   lié	   au	   protocole	   de	   mesure	   ;	   pour	   rappel,	   les	   données	   MAREL	   sont	  
mesurées	   in	   situ	   et	   les	   données	   SOMLIT	   ex	   situ.	   Contrairement	   à	   la	   dynamique	   des	  
données	   SRN,	   où	   seulement	   certaines	   périodes	   de	   2008	   et	   2009	   coïncident	   avec	   les	  
données	  MAREL,	  en	  ce	  qui	  concerne	  l'année	  2010,	  la	  concordance	  est	  meilleure	  pour	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ces	  deux	  suivis.	  On	  peut	  aussi	  remarquer	  qu'au	  cours	  de	  cette	  année	  2010,	  le	  capteur	  
d'oxygène	  de	  MAREL	  Carnot	  semble	  déréglé	  pour	  la	  période	  comprise	  entre	  le	  jour	  190	  
et	  220,	  car	  les	  valeurs	  extrêmes	  sont	  vraisemblablement	  trop	  importantes.	  	  	  
	  
	  
Figure	   3-­‐3.	   Comparaison	   des	   suivis	   basses	   fréquences	   (SOMLIT	   et	   SRN)	   et	   hautes	  
fréquences	  MAREL	  Carnot,	  pour	  l'oxygène	  dissous	  entre	  2008	  et	  2010.	  
	  
2.2	  Comparaison	  des	  sels	  nutritifs	  
2.2.1	  Comparaison	  des	  données	  brutes	  
	   Comme	  on	  peut	  le	  voir	  sur	  les	  figures	  de	  comparaison	  de	  données	  brutes	  (voir	  
figures	   3-­‐4,	   3-­‐6,	   3-­‐8),	   les	   jeux	   de	   données	   MAREL	   Carnot	   pour	   les	   sels	   nutritifs	  
comportent	  beaucoup	  de	  valeurs	  manquantes	   (lignes	  droites	  continues	  vertes).	  Dans	  
le	   but	   d'avoir	   une	   vue	   d'ensemble	   des	   variations	   interannuelles,	   nous	   avons	   aussi	  
recoupé	   les	  moyennes	   annuelles	   issues	   des	   nos	   3	   réseaux	  de	   surveillance	  du	   littoral	  
(voir	   figures	   3-­‐5,	   3-­‐7,	   3-­‐9).	   Pour	   MAREL	   Carnot,	   nous	   comparons	   les	   moyennes	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provenant	   de	   ces	   données	   brutes,	   ainsi	   que	   les	   moyennes	   issues	   de	   ces	   séries	  
temporelles	   après	   une	   étape	   de	   filtration	   (méthode	   EMD),	   afin	   d'enlever	   l'influence	  
des	  fluctuations	  contenues	  dans	  ces	  jeux	  de	  données	  hautes	  fréquences	  (voir	  chapitre	  
2,	  paragraphe	  4.2.1)	  .	  	  	  
	  
	  
Figure	   3-­‐4.	   Comparaison	   des	   suivis	   basses	   fréquences	   (SOMLIT	   et	   SRN)	   et	   hautes	  
fréquences	  MAREL	  Carnot,	  pour	  les	  nitrates	  entre	  2005	  et	  2009.	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Figure	   3-­‐5.	   Comparaison	   des	   moyennes	   des	   suivis	   basses	   fréquences	   et	   hautes	  
fréquences,	  pour	  les	  nitrates	  entre	  2005	  et	  2009.	  En	  bas,	  les	  moyennes	  sont	  calculées	  à	  
partir	  des	  données	  brutes	  et	  en	  haut,	  à	  partir	  des	  données	  filtrées	  par	  l'intermédiaire	  
de	  la	  méthode	  EMD.	  	  
	  
	   Il	  y	  a	  une	  mauvaise	  concordance	  entre	  les	  données	  brutes	  hautes	  fréquences	  et	  
basses	  fréquences	  pour	  les	  nitrates	  (voir	  figure	  3-­‐4)	  et	  les	  phosphates	  (voir	  figure	  3-­‐5),	  
contrairement	   aux	   données	   brutes	   de	   silicates	   (voir	   figure	   3-­‐8)	   où	   la	   concordance	  
semble	  un	  peu	  plus	   importante.	  D'une	  manière	  générale,	   les	  données	  SRN	  semblent	  
plus	  proches	  des	  données	  MAREL	  Carnot	  que	  les	  données	  SOMLIT;	  dans	  tous	   les	  cas,	  
les	   concentrations	   en	   sels	   nutritifs	   MAREL	   Carnot	   restent	   plus	   importantes	   que	   les	  
concentrations	   enregistrées	   par	   les	   réseaux	   basses	   fréquences.	   Cette	   tendance	   se	  
confirme	  alors	  qu'on	   regarde	   les	   figures	  en	   lien	  avec	   les	   comparaisons	  de	  moyennes	  
annuelles	  (voir	  figures	  3-­‐5,	  3-­‐7,	  3-­‐9),	  à	  part	  dans	  le	  cas	  des	  silicates	  pour	  l'année	  2005	  
(voir	   figure	   3-­‐9).	   Toutes	   les	   autres	   moyennes	   annuelles	   MAREL	   sont	   supérieures,	  
même	  dans	  les	  cas	  des	  moyennes	  issues	  des	  données	  filtrées	  par	  la	  méthode	  EMD	  qui	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enlève	  l'influence	  des	  fluctuations	  qui	  pourraient	  tirer	  ces	  moyennes	  vers	  le	  haut.	  Les	  
moyennes	   annuelles	   SOMLIT	   ont	   une	   tendance	   générale	   à	   être	   plus	   proches	   des	  
moyennes	   SRN	   que	   des	   moyennes	   MAREL,	   à	   part	   entre	   2005	   et	   2008	   pour	   les	  
phosphates	   (voir	   figure	   3-­‐7)	   où	   les	   moyennes	   annuelles	   SRN	   sont	   plus	   proches	   de	  
celles	  de	  MAREL	  Carnot.	  
	  
	  
Figure	   3-­‐6.	   Comparaison	   des	   suivis	   basses	   fréquences	   (SOMLIT	   et	   SRN)	   et	   hautes	  
fréquences	  MAREL	  Carnot,	  pour	  les	  phosphates	  entre	  2005	  et	  2009.	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Figure	   3-­‐7.	   Comparaison	   des	   moyennes	   des	   suivis	   basses	   fréquences	   et	   hautes	  
fréquences,	   pour	   les	   phosphates	   entre	   2005	   et	   2010.	   En	   bas,	   les	   moyennes	   sont	  
calculées	   à	   partir	   des	   données	   brutes	   et	   en	   haut,	   à	   partir	   des	   données	   filtrées	   par	  
l'intermédiaire	  de	  la	  méthode	  EMD.	  	  
	  
	   Pour	   résumer,	   les	  moyennes	   annuelles	  MAREL	   Carnot	   sont	   généralement	   les	  
plus	  élevées.	  On	  pourrait	   trouver	  des	  explications	  à	   ce	  phénomène	  parmi	   les	  quatre	  
facteurs	  suivants	  :	  	  
• Le	  système	  automatisé	  MAREL	  Carnot	  est	  situé	  à	  la	  sortie	  de	  la	  rade	  du	  port	  de	  
Boulogne-­‐sur-­‐Mer	   (voir	   chapitre	   1	   ,	   paragraphe	   2.2.1),	   or	   cette	   zone	  
géographique	  est	  fortement	  soumise	  à	  l'influence	  des	  pollutions	  anthropiques.	  	  
• Les	   capteurs	   du	   système	   MAREL	   Carnot	   effectuent	   des	   mesures	   in	   situ,	  
contrairement	  aux	   réseaux	  basses	   fréquences	  où	   les	  analyses	   sont	  effectuées	  
en	  laboratoire,	  il	  pourrait	  donc	  y	  avoir	  un	  biais	  systématique.	  
• L'existence	   d'une	   hétérogénéité	   à	   petites	   échelle	   dans	   la	   zone	   côtière	   de	  
Boulogne-­‐sur-­‐Mer.	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• Les	   valeurs	   extrêmes	   fortes,	   présentes	   dans	   les	   fluctuations	   enregistrées	   par	  
notre	  système	  haute	  fréquence,	  auraient	  tendance	  à	  tirer	  les	  moyennes	  vers	  le	  
haut.	  
On	  peut	  voir	  que	  les	  moyennes	  MAREL	  Carnot	  filtrées	  sont	  moins	  importantes	  que	  les	  
moyennes	  non	  filtrées,	  	  mais	  ces	  moyennes	  délestées	  de	  leurs	  fluctuations	  restent	  tout	  
de	  même	  plus	   importantes	  que	   les	  moyennes	   issues	  des	   réseaux	  basses	   fréquences.	  
On	  peut	  donc	  invalider	   l'hypothèse	  de	  l'influence	  des	  données	  hautes	  fréquences	  sur	  
les	  moyennes	  MAREL	  Carnot.	  La	  raison	  principale	  des	  concentrations	  plus	  élevées	  est	  
sans	  doute	  liée	  aux	  activités	  anthropiques,	  mais	  nous	  verrons	  cela	  plus	  en	  détail	  dans	  
le	  prochain	  paragraphe.	  La	  différence	  entre	  les	  moyennes	  SOMLIT	  et	  SRN	  laisse	  penser	  
qu'il	  y	  a	  bien	  une	  hétérogénéité	  à	  petite	  échelle,	  mais	  il	  ne	  faut	  pas	  oublier	  que	  chaque	  
année,	   il	   y	   a	   une	   inter-­‐calibration	  du	   réseau	   SOMLIT,	   or	   il	   n'y	   a	   pas	   inter-­‐calibration	  
SRN/SOMLIT.	  Il	  est	  donc	  difficile	  de	  pouvoir	  tirer	  des	  conclusions	  avec	  certitude	  et	  de	  
savoir	   si	   cet	   écart	   entre	   leurs	   moyennes	   est	   lié	   à	   une	   différence	   de	   protocole,	   à	  
l'hétérogénéité	  à	  petite	  échelle,	  ou	  à	  une	  combinaison	  de	  ces	  deux	  facteurs.	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Figure	   3-­‐8.	   Comparaison	   des	   suivis	   basses	   fréquences	   (SOMLIT	   et	   SRN)	   et	   hautes	  
fréquences	  MAREL	  Carnot,	  pour	  les	  silicates	  entre	  2005	  et	  2009.	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Figure	   3-­‐9.	   Comparaison	   des	  moyennes	   des	   suivis	   basses	   fréquences	   SRN	   et	   hautes	  
fréquences	  MAREL	  Carnot,	  pour	  les	  silicates	  entre	  2005	  et	  2009.	  En	  bas,	  les	  moyennes	  
sont	  calculées	  à	  partir	  des	  données	  brutes	  et	  en	  haut,	  à	  partir	  des	  données	  filtrées	  par	  
l'intermédiaire	  de	  la	  méthode	  EMD.	  
	  
2.2.2	  Influence	  potentielle	  du	  Barrage	  Marguet	  	  
	   Nous	   venons	   de	   voir	   que	   les	   jeux	   de	   données	   de	   sels	   nutritifs	   provenant	   de	  
MAREL	  Carnot	  comportaient	  un	  nombre	  important	  de	  valeurs	  manquantes,	  et	  que	  ce	  
système	   était	   localisé	   dans	   une	   zone	   fortement	   influencée	   par	   les	   pollutions	  
anthropiques.	  Or	  dans	  le	  chapitre	  1	  Matériel	  et	  méthodes	  au	  paragraphe	  5.1,	  on	  avait	  
mis	  en	  avant	  que	  ce	  type	  pollution	  impactait	  principalement	  les	  concentrations	  en	  sels	  
nutritifs,	   et	   dans	   la	   conclusion	   du	   chapitre	   2	   (voir	   paragraphe	   6.)	   que	   cet	   impact	  
anthropique	   était	   en	   constante	   augmentation.	   Cette	   conclusion	   rappelait	   aussi	   que	  
l'un	   des	   principaux	   vecteurs	   de	   cette	   pollution	   anthropique	   était	   les	   apports	   d'eau	  
douce	  acheminée	  par	  les	  fleuves.	  	  Or,	  dans	  le	  chapitre	  1	  paragraphe	  5,	  on	  avait	  montré	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que	  le	  barrage	  Marguet	  contrôlait	  l'arrivée	  de	  ces	  eaux	  douces	  dans	  la	  rade	  du	  port	  de	  
Boulogne-­‐sur-­‐Mer	   et	   dans	   le	   paragraphe	   5.3,	   on	   mentionnait	   que	   la	   salinité	   était	  
généralement	  utilisée	  comme	  un	   traceur	  des	  masses	  d'eau	  douce.	  Pour	   cette	  étude,	  
nous	  utiliserons	   les	  données	  de	  hauteur	  d'ouverture	  de	   la	  porte	  du	  barrage	  Marguet	  
qui	  nous	  ont	  été	  cordialement	   transmises	  par	   les	   services	  portuaires,	  en	  passant	  par	  
l'intermédiaire	   de	   la	   Région	   Nord-­‐Pas-­‐de-­‐Calais.	   Il	   est	   important	   de	   noter	   qu'aucun	  
débitmètre	  n'est	  installé	  à	  la	  sortie	  de	  ce	  barrage	  et	  qu'il	  y	  n'a	  pas	  de	  relation	  précise	  
entre	  la	  hauteur	  d'ouverture	  de	  la	  porte	  et	  la	  quantité	  d'eau	  douce	  relarguée	  dans	  la	  
rade	  du	  port.	  Nous	  utiliserons	  donc	  la	  salinité	  estimée	  au	  point	  MAREL	  Carnot	  comme	  
un	  indicateur	  supplémentaire.	  	  
	   Cette	   étude	   a	   pour	   but	   d'évaluer	   l'impact	   potentiel	   que	   pourrait	   avoir	  
l'ouverture	  des	  portes	  du	  barrage	  Marguet	  sur	   les	  séries	  temporelles	  de	  sels	  nutritifs	  
enregistrées	  par	  MAREL	  Carnot.	   	  Dans	  ce	  cadre-­‐là,	  nous	  avons	  arbitrairement	  pris	  en	  
compte	   les	   hauteurs	   d'ouverture	   de	   porte	   de	   l'année	   2009,	   pour	   les	   mettre	   en	  
parallèle	  avec	   les	  concentrations	  de	  sels	  nutritifs	  et	   la	  salinité	   (proxy	  de	   l'eau	  douce)	  
relevés	   par	   MAREL	   Carnot	   (voir	   figures	   3-­‐10,	   3-­‐11,	   3-­‐12).	   Dans	   tous	   les	   cas,	   on	  
remarque	  le	  lien	  étroit	  qu'il	  y	  a	  entre	  les	  périodes	  d'ouverture	  du	  barrage	  et	  les	  chutes	  
brutales	  de	   la	  salinité.	   	  Ces	  périodes	  vont	  très	  probablement	  être	  à	   l'origine	  d'apport	  
de	  pollution	  anthropique	  dans	  notre	  zone	  d'étude	  et,	  par	  conséquent,	  faire	  augmenter	  
les	   concentrations	   en	   sels	   nutritifs.	   Il	   est	   très	   intéressant	   de	   voir	   que	   ces	   périodes	  
d'apport	  d'eau	  douce	  coïncident	  quasi-­‐systématiquement	  avec	  les	  périodes	  de	  valeurs	  
manquantes	   dans	   les	   séries	   temporelles	   de	   sels	   nutritifs	   et	   cela	   quel	   que	   soit	   le	  
paramètre	  concerné	  (nitrates,	  silicates	  et	  phosphates).	  	  
	   Boulogne-­‐sur-­‐Mer	   a	   la	   plus	   grande	   densité	   de	   population	   et	   est	   la	   deuxième	  
ville	   la	  plus	  peuplée	  du	  département	  Pas-­‐de-­‐Calais,	   on	  peut	  donc	  aisément	   imaginer	  
que	   les	   rejets	   anthropiques	   sont	   importants	   et	   que	   la	   Liane	   est	   l'un	   des	   principaux	  
vecteurs	  de	  transition	  de	  cette	  pollution	  vers	  la	  mer.	  On	  peut	  donc	  supposer	  qu'il	  y	  a	  
un	  problème	  	  de	  mesures	  avec	  les	  fortes	  concentrations	  en	  sels	  nutritifs	  au	  niveau	  du	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système	   MAREL	   Carnot.	   Mais	   la	   cause	   exacte	   de	   ces	   valeurs	   manquantes	   reste	  
indéterminée	   et	   l'on	   ne	   peut	   que	   faire	   des	   supposions,	   comme	   par	   exemple	   :	   la	  
gamme	  de	  valeurs	  que	  mesure	  les	  capteurs	  serait	  trop	  faible	  pour	  détecter	   les	  fortes	  
concentrations	  en	  sels	  nutritifs	  ;	  le	  prétraitement	  des	  données	  pourrait	  considérer	  des	  
valeurs	  trop	  importantes	  comme	  fausses	  ...	  On	  pourrait	  encore	  trouver	  moult	  raisons,	  
mais	  il	  faut	  surtout	  retenir	  que	  les	  périodes	  manquantes	  sont	  très	  vraisemblablement	  
liées	  à	  la	  pollution	  anthropique,	  qui	  est	  elle-­‐même	  contrôlée	  par	  l'ouverture	  des	  portes	  
du	  barrage	  Marguet.	  	  
	  
	  
Figure	  3-­‐10.	  En	  haut	  :	  données	  brutes	  des	  nitrates	  MAREL	  Carnot	  en	  2009	  ;	  au	  milieu	  :	  
hauteur	  d'ouverture	  de	  la	  porte	  du	  barrage	  Marguet	  en	  2009	  ;	  en	  bas	  :	  données	  brutes	  
de	  conductivité	  (salinité)	  MAREL	  Carnot	  en	  2009.	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Figure	   3-­‐11.	   En	   haut	   :	   données	   brutes	   des	   phosphates	  MAREL	   Carnot	   en	   2009	   ;	   au	  
milieu	   :	   hauteur	   d'ouverture	   de	   la	   porte	   du	   barrage	   Marguet	   en	   2009	   ;	   en	   bas	   :	  
données	  brutes	  de	  conductivité	  (salinité)	  MAREL	  Carnot	  en	  2009.	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Figure	  3-­‐12.	  En	  haut	  :	  données	  brutes	  des	  silicates	  MAREL	  Carnot	  en	  2009	  ;	  au	  milieu	  :	  
hauteur	  d'ouverture	  de	  la	  porte	  du	  barrage	  Marguet	  en	  2009	  ;	  en	  bas	  :	  données	  brutes	  
de	  conductivité	  (salinité)	  MAREL	  Carnot	  en	  2009.	  	  
	  
3	  Comparaison	  des	  réseaux	  hautes	  fréquences	  	  
3.1	  Présentation	  des	  données	  
	   La	   figure	  3-­‐13	  présente	   les	  données	  brutes	  de	  MAREL	  Carnot	  et	  de	   la	  SeaBird	  
Roscoff	   pour	   le	   paramètre	   de	   température	   entre	   2005	   et	   2011.	   La	   série	   temporelle	  
MAREL	  a	  été	  coupée	  pour	  que	  les	  périodes	  analysées	  soient	  les	  mêmes.	  La	  fréquence	  
d'échantillonnage	  de	   la	  Seabird	  Roscoff	  est	  de	  10	  minutes,	  alors	  que	  celle	  de	  MAREL	  
est	   deux	   fois	   plus	   grande,	   avec	   un	   pas	   de	   temps	   de	   20	   minutes.	   Ces	   deux	   jeux	   de	  
données	   brutes	  mettent	   en	   avant	   le	   comportement	   stochastique	   et	   les	   variations	   à	  
multi-­‐échelle	  présentes	  dans	  les	  données	  hautes	  fréquences.	  La	  figure	  3-­‐14	  présente	  la	  
climatologie	  des	   températures	  MAREL	  Carnot	  et	  de	   la	   SeaBird	  Roscoff	  entre	  2005	  et	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2011	  (voir	  figure	  3-­‐13).	  Cette	  figure	  suit	  le	  même	  protocole	  que	  la	  figure	  2-­‐2	  présentée	  
dans	  le	  chapitre	  précédent,	  donc	  pour	  plus	  de	  détails	  sur	  sa	  construction,	  se	  référer	  au	  
paragraphe	  2.1	  du	  chapitre	  2.	   Le	  mouillage	   installé	  dans	   la	  baie	  de	  Morlaix	  n'est	  pas	  
équipé	   de	   capteur	   de	   fluorescence,	   il	   nous	   sera	   donc	   impossible	   de	   comparer	   la	  
dynamique	  de	  production	  primaire	  de	  cette	  zone	  géographique	  et	  celle	  de	  Boulogne-­‐
sur-­‐Mer.	  	  
	  
	  
Figure	  3-­‐13.	  Données	  brutes	  de	  températures	  MAREL	  Carnot	  (en	  bleu)	  et	  Roscoff	  (en	  
vert)	   entre	   2005	   et	   2011.	   Les	   lignes	   pointillées	   verticales	   (en	   cyan)	   séparent	   chaque	  
année.	  	  
	  
	   On	   voit	   sur	   la	   figure	   3-­‐14	   que	   les	   températures	   minimales	   et	   maximales	   en	  
Manche	  occidentale	  (Roscoff)	  sont	  respectivement	  de	  9°C	  et	  16°C,	  ce	  qui	  nous	  donne	  
un	  delta	  de	  température	  de	  7°C.	  Alors	  que	  le	  delta	  de	  température	  pour	  MAREL	  Carnot	  
est	  plus	  élevé	  avec	  une	  valeur	  de	  12°C,	  et	  ses	   températures	  minimales	  et	  maximales	  
sont	   comprises	  entre	  6°C	  et	  18°C.	  Dans	   les	  deux	   cas,	   les	   courbes	   sont	  assez	   lisses,	   à	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Boulogne-­‐sur-­‐Mer	   les	   étés	   sont	   plus	   chauds	   et	   les	   hivers	   plus	   froids,	   il	   y	   a	   un	  
croisement	   des	   courbes	   aux	   jours	   150	   et	   300,	   soit	   le	   1er	   Juin	   et	   le	   10	   Septembre	  
environ.	   L'intensité	   plus	   modérée	   de	   la	   dynamique	   interannuelle	   des	   températures	  
présentes	  à	  Roscoff	  montre	  que	  nous	  avons	  un	  climat	  plus	  tempéré	  que	  dans	  la	  zone	  
de	  Boulogne-­‐sur-­‐Mer.	  La	  figure	  3-­‐15	  présente	  la	  PDF	  de	  la	  différence	  des	  températures	  
entre	  Boulogne-­‐sur-­‐Mer	  et	  Roscoff.	  On	  voit	  que	  cette	  écart	  est	  majoritairement	  réparti	  
sur	  une	  plage	  comprise	  entre	  -­‐4°C	  et	  4°C,	  avec	  un	  pic	  vers	  les	  -­‐2°C.	  	  
	  
	  
Figure	   3-­‐14.	   Climatologie	   des	   températures	   Roscoff	   (en	   vert)	   et	   MAREL	   Carnot	   (en	  
bleu)	  entre	  2005	  et	  2011.	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Figure	  3-­‐15.	  Fonction	  de	  densité	  de	  probabilité	  de	  la	  différence	  entre	  les	  températures	  
de	  Boulogne-­‐sur-­‐Mer	  et	  Roscoff.	  	  
3.2	  Etude	  spectrale	  	  
	   Nous	   avons	   comme	   objectif	   de	   comparer	   les	   séries	   temporelles	   hautes	  
fréquence	  entre	  la	  Manche	  occidentale	  et	  orientale.	  Dans	  ce	  cadre-­‐là,	  nous	  réaliserons	  
une	   analyse	   co-­‐spectrale	   dans	   les	   paragraphes	   suivants.	   Cette	   méthode	   utilise	   la	  
transformée	   de	   Fourrier	   comme	   pour	   les	   analyses	   spectrales	   classiques.	   Ces	   deux	  
méthodes	   partagent	   donc	   la	   même	   problématique	   :	   les	   bases	   de	   données	   utilisées	  
doivent	  avoir	  un	  pas	  de	   temps	  équidistant	   (voir	   chapitre	  1	   ;	  paragraphe	  6.3.2).	  Dans	  
cette	  optique,	  les	  deux	  jeux	  de	  données	  qui	  seront	  utilisés	  dans	  l'analyse	  du	  co-­‐spectre	  
doivent	   aussi	   avoir	   une	   fréquence	   d'échantillonnage	   identique,	   ce	   qui	   va	   être	  
problématique	  dans	  le	  cas	  de	  notre	  comparaison,	  car	  la	  balise	  MAREL	  Carnot	  effectue	  
un	   enregistrement	   toutes	   les	   20	   minutes,	   alors	   que	   la	   SeaBird	   Roscoff	   effectue	   la	  
même	   opération	   toutes	   les	   10	  minutes.	   Afin	   de	   résoudre	   ce	   problème,	   nous	   avons	  
dégradé	   la	   résolution	   temporelle	   des	   températures	   relevées	   à	   Roscoff,	   pour	   que	   la	  
fréquence	  de	  cette	  dernière	  concorde	  avec	  celle	  de	  MAREL	  Carnot	  (20	  minutes).	  Cette	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dégradation	   temporelle	   a	   été	   effectuée	   par	   l'intermédiaire	   	   d'une	   méthode	  
d'interpolation	   linéaire	   classique.	   La	   figure	   3-­‐16	   met	   en	   évidence	   la	   PDF	   de	   la	  
différence	  entre	  les	  pas	  de	  temps	  (non-­‐équidistants)	  pour	  MAREL	  Carnot	  (en	  rouge)	  et	  
pour	   la	   SeaBird	   Roscoff	   (en	   bleu).	   Cette	   figure	   est	   construite	   avec	   les	   différences	  
temporelles	  entre	  les	  éléments	  adjacents	  de	  la	  manière	  suivante	  :	  [X(2)-­‐X(1)	  X(3)-­‐X(2)	  
…	  X(n)-­‐X(n-­‐1)].	  On	  peut	  voir	  que	  les	  pas	  de	  temps	  irréguliers	  chutent	  de	  manière	  très	  
rapide	  pour	  les	  données	  MAREL	  Carnot,	  et	  en	  ce	  qui	  concerne	  Roscoff,	  ces	  irrégularités	  
sont	   de	   petites	   tailles	   et	   en	   nombre	   limité.	   Ce	   qui	   nous	   permet	   donc	   d'utiliser	   la	  
méthode	  FFT	  (après	  interpolation	  des	  deux	  séries	  temporelles)	  sans	  que	  cela	  n'apporte	  
un	   biais	   significatif	   à	   nos	   analyses	   sur	   la	   structuration	   dynamique	   de	   ces	   bases	   de	  
données.	  	  
	  
	  
Figure	  3-­‐16.	  Fonction	  de	  densité	  de	  probabilité	  en	  échelle	  log-­‐log	  pour	  les	  données	  de	  
températures	  MAREL	  Carnot	  et	  la	  Seabird	  Roscoff.	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   Les	  analyses	  spectrales	  utilisant	  la	  transformée	  de	  Fourrier	  (voir	  équation	  (19)),	  
sont	   couramment	   utilisées	   dans	   les	   différents	   domaines	   des	   sciences	  
océanographiques	  depuis	  plusieurs	  décennies	  (Legendre	  and	  Legendre,	  2012,	  Platt	  and	  
Denman,	   1975,	   Seuront	   et	   al.,	   2002,	   Seuront	   et	   al.,	   1999,	   Seuront	   et	   al.,	   1996a,	  
Seuront	  et	  al.,	  1996b,	  Winder	  and	  Cloern,	  2010,	  Lefebvre	  and	  Lagache,	  2008,	  Grant	  et	  
al.,	  1962).	  Il	  est	  important	  de	  rappeler	  que	  l'exposant	  issu	  des	  pentes	  spectrales	  peut	  
être	  interprété	  :	  quand	  il	  est	  proche	  de	  0,	  il	  s'agit	  d'un	  bruit,	  quand	  il	  est	  aux	  abords	  de	  
2,	  nous	  sommes	  en	  présence	  d'un	  mouvement	  brownien	  et	  pour	  5/3	  c'est	  le	  signe	  de	  
la	   turbulence	   (Huang	   et	   al.,	   2008).	   On	   peut	   voir	   sur	   la	   figure	   3-­‐17	   que	   les	   3	   pentes	  
spectrales	   sont	  proches	  de	  5/3,	  bien	  que	   la	  pente	  de	  Roscoff	   (en	   rouge)	   soit	  un	  peu	  
plus	   éloignée	   que	   les	   deux	   autres.	   Une	   valeur	   proche	   de	   5/3	   est	   attendue	   pour	   la	  
turbulence	  pleinement	  développée	  (Kolmogorov,	  1941,	  Obukhov,	  1941,	  Frisch,	  1995).	  
En	  continuant	  l'observation	  de	  notre	  figure	  3-­‐17,	  on	  constate	  également	  certains	  pics	  :	  
les	  pics	  notés	   (1)	  sur	   la	   figure	  sont	  des	  sous-­‐harmoniques	  de	   la	  marée	   (12h)	   ;	   le	  pics	  
marqué	  (2)	  correspond	  à	  la	  marée,	  (3)	  au	  cycle	  journalier	  et	  (4)	  au	  cycle	  annuel.	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Figure	  3-­‐17.	  Spectre	  de	  puissance	  (méthode	  FFT)	  pour	  les	  températures	  MAREL	  Carnot	  
(Ex),	  la	  Seabird	  Roscoff	  (Ey)	  et	  leurs	  normes	  (Exy).	  Plusieurs	  pics	  sont	  visibles	  :	  (1)	  pour	  
les	   sous-­‐harmoniques	   de	   la	   marée,	   (2)	   pour	   la	   marée,	   (3)	   pour	   le	   jour	   et	   (4)	   pour	  
l'année.	  	  
3.2.1	  Co-­‐spectre	  	  
	   Le	  but	  de	   la	   figure	  3-­‐18	  est	  de	  caractériser	   l'échelle	  de	   la	   transition	  d'énergie	  
entre	   les	   masses	   d'eau	   présentes	   à	   Roscoff	   et	   à	   Boulogne-­‐sur-­‐Mer.	   Pour	   cela	   nous	  
utilisons	  la	  méthode	  des	  co-­‐spectres	  décrite	  dans	  le	  chapitre	  1	  paragraphe	  6.4.1	  	  (voir	  
équation	   (24)).	   Nous	   avions	   vu	   que	   lorsque	   R	   était	   égal	   à	   1,	   il	   y	   avait	   une	   relation	  
linéaire	  entre	  les	  deux	  paramètres	  (Lumley,	  2007).	  Quand	  R	  est	  faible	  (décroissant	  vers	  
0)	   les	  deux	  séries	  n'ont	  plus	  de	  relation	  statistique	  (indépendance).	  Selon	   la	  figure	  3-­‐
18,	  pour	  les	  basses	  fréquences,	  pour	  172	  jours	  et	  au-­‐delà,	  la	  corrélation	  est	  très	  forte	  
entre	   les	   séries.	   Ensuite	   celle-­‐ci	   décroit,	   de	   172	   à	   11	   jours	   environ	   pour	   les	   hautes	  
fréquences,	  au-­‐delà	  de	  11	  jours	  la	  corrélation	  est	  faible,	  et	  atteint	  un	  plateau.	  	  
	   La	   vitesse	   moyenne	   des	   courants	   de	   surface	   dans	   notre	   zone	   d'étude	   est	  
d'environ	  0,5m/s	   (Danilo,	  2009,	  Nøst	  and	   Isachsen,	  2003),	   et	   la	  distance	  entre	  nos	  2	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systèmes	   automatisés	   est	   d'environ	   650km.	   Par	   conséquent,	   l'échelle	   temporelle	  
correspondante	   est	   d'environ	   15	   jours	   (650000/0,5),	   cette	   échelle	   caractéristique	  
(T0=15j)	   de	   décorrélation	   entre	   les	   deux	   séries	   temporelles	   est	   compatible	   avec	   le	  
pattern	  représenté	  en	  figure	  3-­‐18	  :	   les	  échelles	  T>T0	  présentent	  des	   liens	  statistiques	  
entre	   les	   séries	   de	   plus	   en	   plus	   marqués,	   et	   pour	   les	   deux	   séries,	   elles	   deviennent	  
indépendantes.	  	  
	  
	  
Figure	  3-­‐18.	  Co-­‐spectre	  utilisant	  la	  méthode	  FFT,	  en	  échelle	  semi-­‐log	  (axe	  des	  x),	  pour	  
les	  séries	  temporelles	  MAREL	  Carnot	  et	  Roscoff.	  	  
3.3	  Méthode	  TDIC	  
	   Dans	   ce	   paragraphe,	   nous	   allons	   utiliser	   la	   méthode	   TDIC	   (voir	   chapitre	   1	   ;	  
paragraphe	  6.4.2)	  pour	  essayer	  de	  déterminer	   les	   corrélations	  en	   fonction	  d'échelles	  
caractéristiques	  au	  niveau	  des	  températures	  de	  surface	  entre	  la	  Manche	  occidentale	  et	  
la	   Manche	   orientale.	   Malheureusement,	   l'utilisation	   de	   cette	   méthode	   est	  
extrêmement	   gourmande	   en	   mémoire	   vive,	   la	   RAM	   disponible	   sur	   un	   ordinateur	  
"classique"	  ne	  nous	  permet	  pas	  d'utiliser	  nos	  séries	  temporelles	  avec	   leur	  périodicité	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de	  20	  minutes.	  Dans	  ce	  cadre-­‐là,	  nous	  avons	  dû	  dégrader	  le	  pas	  de	  temps	  de	  nos	  deux	  
jeux	  de	  données	  à	   l'échelle	  de	   la	   journée.	   La	   figure	  3-­‐19	  montre	   les	  nouvelles	   séries	  
temporelles	  qui	  on	  été	  utilisées	  pour	  cette	  analyse.	  Un	  fois	  la	  méthode	  TDIC	  appliquée	  
sur	  nos	  deux	  séries	  temporelles	  dégradées,	  il	  en	  résulte	  7	  fenêtres	  de	  corrélation	  TDIC,	  
avec	  des	  échelles	  caractéristiques	  comprises	  entre	  3	  et	  736	  jours	  :	  3,6	  jours	  (voir	  figure	  
3-­‐20),	  8,3	  jours	  (voir	  figure	  3-­‐21),	  17,95	  jours	  (voir	  figure	  3-­‐22),	  40,16	  jours	  (voir	  figure	  
3-­‐23),	  151,5	  jours	  (voir	  figure	  3-­‐24),	  388	  jours	  (voir	  figure	  3-­‐25)	  et	  735	  jours	  (voir	  figure	  
3-­‐26).	  
	   On	  voit	  apparaître	  un	  pattern	  pour	  les	  quatre	  premiers	  graphes	  TDIC	  (jusqu'au	  
jour	   40)	   :	   pour	   chacune	   de	   ces	   années,	   il	   y	   a	   un	   patch	   bleu	   durant	   leurs	   périodes	  
estivales	   et	   un	   rouge	  durant	   leurs	   périodes	  hivernales.	   Ceci	   qui	   signifie	   qu'il	   y	   a	   une	  
corrélation	  en	  hiver	  et	  une	  anti-­‐corrélation	  en	  été.	  Quand	  l'on	  regarde	  vers	  le	  haut	  du	  
triangle	   pour	   ces	   4	   fenêtres,	   il	   ne	   semble	   pas	   y	   avoir	   de	   corrélation	   pour	   le	   jour	   3,	  
contrairement	  aux	   jours	  8,	  18	  et	  40	  où	   l'on	  voit	   apparaître	  dans	   chaque	  cas	  un	  gros	  
patch	  orange	  relativement	  homogène.	  	  
	   La	  méthode	  TDIC	  est	  utilisée	  et	   interprété	  de	   la	  manière	  suivante	  :	  plus	  on	  se	  
déplace	  vers	  la	  pointe	  supérieure	  du	  triangle,	  plus	  on	  regarde	  les	  corrélations	  avec	  un	  
décalage	   temporel.	   Donc	   l'apparition	   des	   ces	   patchs	   oranges	   semble	   confirmer	  
l'interaction	   des	   températures	   de	   surface	   de	   Roscoff	   et	   des	   les	   températures	   de	  
surface	   de	   Boulogne-­‐sur-­‐Mer,	   avec	   une	   période	   de	   temps	   comprise	   entre	   11	   et	   172	  
jours.	  Nous	  n'avons	  pas	  la	  base	  de	  la	  fenêtre	  du	  jour	  151,	  mais	  quand	  on	  regarde	  dans	  
la	   partie	   haute	   du	   triangle,	   on	   peut	   voir	   un	   patch	   bleu	   (pas	   de	   corrélation)	   dans	   la	  
partie	  gauche	  et	  un	  patch	  de	  corrélation	  rouge	  dans	  la	  partie	  droite.	  Il	  s'agit	  peut-­‐être	  
du	   signe	   de	   la	   fin	   du	   changement	   de	   régime,	   où	   les	   températures	   de	   Roscoff	  
commencent	  à	  ne	  plus	  avoir	  d'influence	  sur	  celles	  de	  Boulogne-­‐sur-­‐Mer.	  	  
	   Sur	  la	  fenêtre	  qui	  correspond	  au	  jour	  388,	  on	  remarque	  un	  important	  patch	  de	  
corrélation	   rouge	   situé	   à	   gauche	   ;	   quant	   à	   la	   partie	   droite,	   elle	   est	   principalement	  
bleue.	   Ce	   pattern	   pourrait	   être	   lié	   à	   l'amplitude	   du	   signal	   de	   température	   entre	   les	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zones	   qui	   sont	   assez	   proches	   pour	   les	   années	   2007	   et	   2008	   (voir	   figure	   3-­‐13).	   Au	  
contraire,	   en	   2009	   et	   2011,	   les	   amplitudes	   de	   température	  MAREL	   Carnot	   sont	   plus	  
importantes	   que	   celles	   relevées	   à	   Roscoff,	   ce	   qui	   pourrait	   expliquer	   cette	  
décorrélation,	   car	  pour	   cette	   fenêtre	  nous	   sommes	  à	   l'échelle	  de	   l'année.	   Le	  dernier	  
graphique	   TDIC	   (voir	   figure	   3-­‐26)	   comporte	   trop	   de	   valeurs	  manquantes,	   il	   est	   donc	  
impossible	  de	  l'interpréter.	  	  
	  
Figure	  3-­‐19.	  Dégradation	  des	  données	  brutes	  MAREL	  Carnot	  et	  Roscoff	  à	  l'échelle	  de	  la	  
journée.	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Figure	   3-­‐20.	   Corrélation	   croisée	   entre	  MAREL	   Carnot	   et	   la	   Seabird	   Roscoff	   pour	   les	  
températures,	   utilisant	   la	   méthode	   TDIC.	   Avec	   une	   période	   caractéristique	   de	   3,65	  
jours.	  	  
	  
	  
Figure	   3-­‐21.	   Corrélation	   croisé	   entre	   MAREL	   Carnot	   et	   la	   Seabird	   Roscoff	   pour	   les	  
températures,	   utilisant	   la	   méthode	   TDIC.	   Avec	   une	   période	   caractéristique	   de	   8,33	  
jours.	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Figure	   3-­‐22.	   Corrélation	   croisé	   entre	   MAREL	   Carnot	   et	   la	   Seabird	   Roscoff	   pour	   les	  
températures,	   utilisant	   la	  méthode	   TDIC.	   Avec	   une	   période	   caractéristique	   de	   17,95	  
jours.	  	  
	  
	  
Figure	   3-­‐23.	   Corrélation	   croisé	   entre	   MAREL	   Carnot	   et	   la	   Seabird	   Roscoff	   pour	   les	  
températures,	   utilisant	   la	  méthode	   TDIC.	   Avec	   une	   période	   caractéristique	   de	   40,16	  
jours.	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Figure	   3-­‐24.	   Corrélation	   croisé	   entre	   MAREL	   Carnot	   et	   la	   Seabird	   Roscoff	   pour	   les	  
températures,	  utilisant	   la	  méthode	  TDIC.	  Avec	  une	  période	  caractéristique	  de	  151,52	  
jours.	  	  
	  
	  
Figure	   3-­‐25.	   Corrélation	   croisé	   entre	   MAREL	   Carnot	   et	   la	   Seabird	   Roscoff	   pour	   les	  
températures,	  utilisant	   la	  méthode	  TDIC.	  Avec	  une	  période	  caractéristique	  de	  388,29	  
jours.	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Figure	   3-­‐26.	   Corrélation	   croisé	   entre	   MAREL	   Carnot	   et	   la	   Seabird	   Roscoff	   pour	   les	  
températures,	   utilisant	   la	  méthode	   TDIC.	   Avec	   une	   période	   caractéristique	   de	   735,5	  
jours.	  	  
3.4	   Comparaison	   spectrale	   des	   températures	   en	   différentes	  
région	  du	  globe.	  	  
3.4.1	  Présentation	  des	  données	  
	   La	   figure	  3-­‐27	  présente	   les	  données	  brutes	   issues	  de	  4	  systèmes	  automatisés,	  
dont	  deux	  sont	  localisés	  en	  Manche	  occidentale,	  un	  en	  Manche	  orientale	  et	  le	  dernier	  
est	   localisé	   dans	   un	   détroit	   au	   Canada	   (voir	   chapitre	   1,	   paragraphe	   3.4).	   La	   base	   de	  
données	  MAREL	   Carnot	   ici	   utilisée	   s'étend	   sur	   une	   période	   comprise	   entre	   2004	   et	  
2010	   (voir	   figure	   3-­‐27,	   courbe	   bleue),	   	   pour	  MAREL	   Iroise	   entre	   2004	   et	   2011	   (voir	  
figure	  3-­‐27,	  courbe	  verte),	   	  pour	  la	  SeaBird	  Roscoff	  entre	  2005	  et	  2011	  (voir	  figure	  3-­‐
27,	  courbe	  rouge)	  et	  pour	  le	  mouillage	  East	  Node	  entre	  2006	  et	  2010	  (voir	  figure	  3-­‐27,	  
courbe	  magenta).	  L'amplitude	  des	  variations	   interannuelles	  de	  températures	  est	  plus	  
importante	   pour	   la	   base	   de	   données	   MAREL	   Carnot,	   contrairement	   à	   la	   base	   de	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données	   Venus	   où	   ces	   variations	   sont	   très	   faibles.	   Graphiquement,	   les	   variations	  
d'amplitude	   de	   MAREL	   Iroise	   et	   de	   la	   SeaBird	   Roscoff	   sont	   assez	   proches,	   ce	  
phénomène	  est	  dû	  à	   leur	  proximité	  géographique.	  Les	  séries	   temporelles	  de	  ce	  deux	  
systèmes	  ne	  sont	  pas	  non	  plus	  exactement	  similaires,	  mais	  nous	  verrons	  cela	  plus	  en	  
détail	  dans	  le	  prochain	  paragraphe,	  où	  les	  quatre	  séries	  temporelles	  que	  nous	  avons	  ici	  
présenté	  sont	  utilisées	  pour	  réaliser	  une	  étude	  spectrale.	  	  
	  
	  
Figure	  3-­‐27.	  Données	  brutes	  de	  températures	  pour	  les	  systèmes	  automatisés	  suivants	  :	  	  
MAREL	  Carnot	  (en	  bleu),	  Seabird	  Roscoff	  (en	  vert),	  MAREL	  Iroise	  (en	  rouge)	  et	  Venus	  
(en	  magenta).	  	  	  
	  
3.4.2	  Etude	  spectrale	  
	   Nous	  avons	  vu	  à	  plusieurs	  reprises	  qu'une	  pente	  spectrale	  proche	  de	  5/3	  était	  
le	  signe	  de	  la	  turbulence	  pleinement	  développée	  (Kolmogorov,	  1941,	  Obukhov,	  1941,	  
Frisch,	  1995).	  Or	  sur	  la	  figure	  3-­‐28,	  dans	  le	  cas	  de	  MAREL	  Carnot	  et	  MAREL	  Iroise,	  avec	  
respectivement	   1,72	   et	   1,71,	   ces	   deux	   pentes	   spectrales	   sont	   proches	   de	   5/3.	   Il	   est	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important	  de	  noter	  que	  ces	  deux	  systèmes	  sont	  équipés	  d'un	  flotteur,	  par	  conséquent	  
leur	  profondeur	  d'échantillonnages	  reste	  identique	  quel	  que	  soit	  le	  niveau	  de	  la	  marée.	  
Les	   pentes	   des	   deux	   autres	   systèmes	   automatisés	   (SeaBird	   Roscoff	   et	   East	   Node	  
Venus)	  s'éloignent	  du	  signal	  de	  la	  turbulence	  pleinement	  développée	  ;	  cet	  éloignement	  
de	  la	  valeur	  référence	  5/3	  pourrait	  avoir	  un	  lien	  avec	  les	  deux	  facteurs	  suivants	  :	  	  
	  
• Les	   capteurs	   de	   l'East	   Node	   et	   la	   Seabird	   Roscoff,	   contrairement	   aux	   deux	  
systèmes	  MAREL,	  ne	  sont	  pas	  installés	  sur	  un	  flotteur,	  mais	  directement	  sur	  un	  
mouillage.	   Leur	   profondeur	   d'échantillonnage	   est	   donc	   dépendante	   du	  
marnage.	  	  
• Ces	  deux	  mouillages	  sont	  situés	  dans	  des	  zones	  géographiques	  assez	  enclavées,	  
le	   réseaux	   Venus	   mesure	   des	   données	   dans	   un	   détroit	   (voir	   chapitre	   1,	  
paragraphe	  3.4)	  et	  la	  Seabird	  Roscoff	  est	  installée	  à	  mi-­‐chemin	  entre	  la	  pointe	  
de	  la	  ville	  de	  Roscoff	  et	  l'île	  de	  Batz	  	  (voir	  voir	  figure	  1-­‐6,	  chapitre	  1,	  paragraphe	  
3.2).	  
Dans	   le	   but	   de	   tester	   ces	   deux	   hypothèses,	   il	   serait	   intéressant	   d'avoir	   à	   disposition	  
deux	  autres	  bases	  de	  données	  de	  températures	  enregistrées	  à	  long	  terme	  ;	  la	  première	  
provenant	  d'un	  mouillage	  dans	  une	  zone	  "géographiquement	  ouverte"	  et	  la	  deuxième	  
provenant	   d'un	   système	   automatisé	   équipé	   d'un	   flotteur,	   installé	   dans	   une	   zone	  
géographiquement	  enclavée.	  	  Nous	  pourrions	  alors	  plus	  facilement	  quantifier	  l'impact	  
qu'apportent	   les	  milieux	   enclavés	   et	   les	   systèmes	   automatisés	   (sans	   flotteur)	   sur	   les	  
analyses	   spectrales.	  On	   peut	   aussi	   constater	   qu'il	   n'y	   a	   aucune	  différence	   entre	   le	   β	  
estimé	  avec	  la	  méthode	  EMD	  (voir	  figure	  3-­‐28)	  et	  le	  β	  estimé	  avec	  la	  méthode	  FFT	  (voir	  
figure	  3-­‐17),	  au	  niveau	  de	  la	  Seabird	  Roscoff	  et	  MAREL	  Carnot.	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Figure	  3-­‐28.	  Analyses	  spectrales	  sur	  les	  températures	  issues	  des	  systèmes	  automatisés	  
suivants	  :	  	  MAREL	  Carnot	  (en	  bleu),	  Seabird	  Roscoff	  (en	  vert),	  MAREL	  Iroise	  (en	  rouge)	  
et	  Venus	  (en	  magenta).	  	  	  
4	  Conclusion	  
	   La	   comparaison	   entre	   les	   réseaux	   de	   surveillance	   du	   littoral	   basses	   et	   hautes	  
fréquences	  dans	  la	  zone	  de	  Boulogne-­‐sur	  mer	  montre	  qu'il	  y	  a	  une	  bonne	  concordance	  
pour	   les	   séries	   temporelles	   de	   températures	   et	   le	   proxy	   de	   la	   biomasse	  
phytoplanctonique.	   Cette	   concordance	   est	   beaucoup	   moins	   bonne	   pour	   l'oxygène	  
dissous,	  les	  nitrates	  et	  les	  phosphates,	  mais	  elle	  semble	  légèrement	  meilleure	  pour	  les	  
silicates.	   Ces	   manques	   de	   concordance	   pourraient	   être	   liés	   à	   une	   hétérogénéité	   à	  
petite	  échelle	  dans	  notre	  zone	  d'étude.	  En	  ce	  qui	  concerne	  la	  comparaison	  des	  réseaux	  
basses	  fréquences	  SOMLIT	  et	  SRN,	   il	   faut	  garder	  à	   l'esprit	  qu'aucune	   inter-­‐calibration	  
n'est	   réalisée	   (contrairement	   à	   l'ensemble	   du	   réseau	   SOMLIT).	   Les	   importantes	  
périodes	  de	  valeurs	  manquantes	  dans	  les	  jeux	  de	  données	  de	  sels	  nutritifs	  enregistrés	  
par	  MAREL	  Carnot	  sont	  probablement	  liées	  à	  la	  pollution	  anthropique.	  	  Les	  apport	  de	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cette	  pollution	   sont	   contrôlés	  par	   l'ouverture	  des	  portes	  du	  barrage	  Marguet.	  Or	   les	  
fortes	   concentrations	   en	   sels	   nutritifs	   semblent	   avoir	   un	   impact	   négatif	   sur	  
l'enregistrement	  de	  ces	  séries	  temporelles	  relevées	  par	  la	  balise	  MAREL	  Carnot.	  	  
	   Nous	  avons	  vu	  par	   l'intermédiaire	  de	   l'analyse	  spectrale	   (voir	  paragraphe	  3.2)	  
que	   les	   principaux	   forçages	   qui	   semblaient	   impacter	   les	   températures	   de	   surface	  
devaient	  partager	  un	  lien	  étroit	  avec	  les	  cycles	  suivants	  :	  	  jours/nuits,	  marées,	  saisons	  
et	   grandes	   marées.	   Ces	   types	   de	   forçages	   sont	   majoritairement	   contrôlés	   par	   les	  
mécanismes	   astronomiques.	   L'analyse	   du	   co-­‐spectre,	   réalisée	   dans	   le	   paragraphe	  
3.2.1,	   met	   en	   évidence	   les	   relations	   qu'ont	   les	   températures	   de	   surface	   de	   Roscoff	  
avec	   les	   températures	   de	   surface	   présentes	   à	   Boulogne-­‐sur-­‐Mer.	   Nous	   avons	   aussi	  
montré	  que	  cette	  corrélation	  aurait	  une	  échelle	  caractéristique	  de	  15	  jours,	  avec	  une	  
transition	  entre	  11	  et	  172	  jours.	  Cette	  échelle	  de	  temps	  est	  validée	  par	  l'analyse	  TDIC,	  
avec	   laquelle	   nous	   avons	   trouvé	   de	   bonnes	   corrélations	   entre	   nos	   deux	   systèmes	  
automatisés	  durant	  cette	  période.	  	  
	   Les	  conclusions	  de	  l'analyse	  du	  co-­‐spectre	  et	  celles	  de	  la	  méthode	  TDIC	  qui	  est	  
très	  performante,	  convergent	  vers	  la	  même	  direction,	  et	  nous	  ont	  permis	  de	  mettre	  en	  
avant	   le	   lien	   qui	   existe	   entre	   la	   Manche	   occidentale	   et	   orientale,	   ainsi	   que	   de	  
caractériser	  son	  échelle	  de	  transition.	  	  
	   Nous	   pouvons	   désormais	   poser	   l'hypothèse	   suivante	   :	   comme	   la	   circulation	  
remonte	   globalement	   vers	   le	   détroit,	   allant	   de	   l'Atlantique	   vers	   la	  Mer	   du	  Nord,	   les	  
températures	  de	  surface	  présentes	  à	  Roscoff	  influencent	  les	  températures	  de	  surface	  à	  
Boulogne-­‐sur-­‐Mer,	  avec	  un	  temps	  caractéristique	  de	  15	  jours	  correspond	  à	  une	  durée	  
de	  transport	  moyen.	  	  
	   Nous	   aurions	   besoin	   de	   bases	   de	   données	   comportant	   plus	   d'années	   pour	  
affiner	  notre	  analyse.	  Il	  serait	  aussi	  intéressant	  de	  pouvoir	  utiliser	  un	  calculateur,	  afin	  
d'utiliser	  la	  méthode	  TDIC	  sur	  nos	  séries	  temporelles	  sans	  avoir	  besoin	  de	  les	  dégrader.	  
De	  cette	  manière,	  nous	  pourrions	  avoir	  plus	  de	  fenêtres	  TDIC,	  ce	  qui,	  potentiellement,	  
nous	   permettrait	   de	   rétrécir	   notre	   période	   de	   transition	   entre	   nos	   deux	   zones	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géographiques.	   Par	   conséquent,	   avec	   plus	   d'années	   disponibles	   et	   une	   puissance	   de	  
calcul	   accrue,	   nous	   disposerions	   d'une	   période	   d'impact	   affinée,	   qui	   pourrait	  
éventuellement	   être	   utilisée	   dans	   des	   modèles	   numériques	   d'écologie	   côtière	  
appliqués	   à	   la	   Manche.	   Nous	   avons	   vu	   dans	   la	   fenêtre	   TDIC	   proche	   de	   l'échelle	  
annuelle	   (voir	   figure	   3-­‐25)	   que	   les	   années	   2009	   et	   2010	   semblaient	   avoir	   une	  
corrélation	   moins	   importante	   que	   les	   autres	   années	   prises	   en	   compte	   dans	   cette	  
étude.	   Nous	   pourrions	   considérer	   dans	   nos	   travaux	   futurs,	   si	   cette	   décorrélation	  	  
pourrait	   avoir	   un	   lien	   avec	   les	   variations	   de	   la	  NAO	   (North	  Atlantic	  Oscillations),	   car	  
une	   étude	   récente,	   utilisant	   les	   données	   provenant	   de	  MAREL	   Iroise	   (Tréguer	   et	   al.,	  
2014),	  indique	  qu'il	  semble	  y	  avoir	  un	  lien	  entre	  les	  températures	  de	  surface	  présentes	  
dans	  la	  rade	  de	  Brest	  et	  les	  fluctuations	  de	  cette	  NAO.	  	  
	   La	   comparaison	  de	   la	   structuration	  dynamique	  de	  quatre	   jeux	  de	  données	  de	  
températures	   issues	   de	   systèmes	   automatisés	   hautes	   fréquence,	   par	   l'intermédiaire	  
d'analyses	   spectrales	   (méthode	   EMD-­‐HSA),	   montre	   que	   les	   pentes	   β	   provenant	   des	  
deux	   systèmes	   MAREL	   étaient	   proches	   du	   signal	   de	   la	   turbulence	   pleinement	  
développée.	  Au	   contraire	   les	  deux	  autres	   systèmes	  automatisés	  étudiés	   (Venus	  et	   la	  
SeaBird	  Roscoff)	  qui	  ont	  des	  pentes	  β	  plus	  éloignées	  de	  5/3,	  alors	  que	  dans	  la	  figure	  3-­‐
27	   les	   séries	   temporelles	   de	   MAREL	   Iroise	   et	   Roscoff	   semblaient	   proches.	   Cette	  
différence	  entre	  les	  pentes	  spectrales	  pourrait	  être	  due	  à	  la	  conception	  des	  systèmes,	  
car	  les	  deux	  balises	  MAREL	  ont	  leurs	  capteurs	  installés	  sur	  des	  flotteurs,	  contrairement	  
aux	   deux	   autres	   systèmes	   qui	   ont	   leurs	   capteurs	   installés	   sur	   des	   mouillages	   fixes.	  
Cette	   différence	   pourrait	   aussi	   avoir	   un	   lien	   avec	   la	   topographie	   des	   zones	   d'étude.	  
Afin	   de	   voir	   si	   les	   pentes	   spectrales	   de	   températures	   sont	   soumises	   à	   l'impact	   de	   la	  
géographie	   ou	   du	   marnage,	   il	   faudrait	   disposer	   de	   deux	   autres	   bases	   de	   données	  
hautes	   fréquences	   :	   la	   première	   issue	   d'une	   zone	   géographique	   ouverte	   où	   les	  
capteurs	   seraient	   installés	   sur	   un	  mouillage	   ;	   et	   la	   deuxième	   provenant	   d'une	   zone	  
géographique	  enclavée	  où	   les	  capteurs	  seraient	   installés	  sur	  un	   flotteur.	  La	  méthode	  
spectrale	  utilisée	  (EMD-­‐HSA	  ou	  FFT)	  sur	   les	   jeux	  de	  données	  de	  températures	  MAREL	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Carnot	   et	   la	   Seabird	   ne	   semble	   pas	   avoir	   d'impact	   sur	   les	   pentes	   spectrales	   α,	   nous	  
avions	   montré	   par	   l'intermédiaire	   de	   la	   figure	   3-­‐16	   que	   les	   périodes	   manquantes	  
n'étaient	  pas	  assez	  importantes	  pour	  avoir	  une	  réelle	  influence	  sur	  ces	  analyses.	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Conclusion	  générale	  et	  perspectives	   	  
	   L'objectif	   principal	   de	   cette	   thèse	   était	   d'étudier	   des	   séries	   temporelles	  
biogéochimiques	   à	   long	   terme	   issues	   des	   systèmes	   automatisés	   hautes	   fréquences.	  
Nous	   avons	   principalement	   analysé	   des	   jeux	   de	   données	   provenant	   d'écosystèmes	  
côtiers	  marins	  qui	  possèdent	  des	  dynamiques	  non-­‐linéaires.	  Ces	  séries	  comportent	  de	  
nombreuses	  interactions	  et	  couplages	  à	  multi-­‐échelles,	  nous	  avons	  donc	  du	  trouver	  et	  
développer	  des	  outils	  méthodologiques	   capables	  de	  décrire	   l'intensité	  et	  de	  prendre	  
en	   compte	   leur	   caractère	   aléatoire.	   Nous	   avons	   surtout	   essayé	   de	   comprendre	   la	  
dynamique	  de	  la	  production	  primaire	  et	  les	  interactions	  qu'il	  pourrait	  y	  avoir	  avec	  les	  
autres	  paramètres	  enregistrés	  par	  ces	  systèmes	  hautes	  fréquences	  :	  concentrations	  en	  
sels	  nutritifs,	  températures,	  salinité,	  P.A.R.	  Afin	  de	  décrypter	  et	  caractériser	  ce	  type	  de	  
dynamique	   non-­‐linéaire,	   nous	   nous	   sommes	   concentrés	   sur	   l'étude	   des	   fluctuations.	  
Pour	   cela,	   nous	   avons	   tout	   d'abord	   utilisé	   des	   méthodes	   d'analyses	   classiques	   :	  
quantiles,	   PDF,	   ACP,	   temps	   de	   retour	   et	   climatologie.	   Puis	   nous	   avons	   utilisé	   la	  
méthode	   EMD	   pour	   séparer	   les	   hautes	   fréquences	   des	   basses	   fréquences	   dans	   nos	  
séries	   temporelles,	   et	   couplé	   cette	   méthode	   avec	   la	   transformée	   de	   Hilbert	   pour	  
effectuer	   des	   analyses	   spectrales,	   moins	   sensibles	   aux	   manques	   de	   données.	   La	  
méthode	   EMD	   a	   aussi	   été	   utilisée	   dans	   les	   analyses	   TDIC,	   qui	   nous	   ont	   permis	   au	  
niveau	  des	  données	  de	  température	  dans	  la	  Manche,	  de	  caractériser	  les	  changements	  
de	   régime	   plus	   finement	   qu'avec	   des	   méthodes	   de	   cross-­‐corrélation	   classiques	   (co-­‐
spectres).	  	  
	  
	   Cette	  thèse	  est	  constituée	  de	  trois	  grands	  chapitres	  et	  de	  plusieurs	  annexes	  :	  
	   	   -­‐	  Chapitre	  1.	  Matériels	  et	  méthodes	  
	   	   -­‐	  Chapitre	  2.	  Analyses	  de	  la	  dynamique	  de	  la	  fluorescence	  
	   	   -­‐	  Chapitre	  3.	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  des	  réseaux	  de	  surveillance	  en	  milieu	  côtier	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   Nous	   avons	   commencé	   par	   considérer	   la	   dynamique	   interannuelle	   des	   séries	  
temporelles	   de	   températures	   et	   de	   fluorescences	   issues	   de	   la	   balise	  MAREL	   Carnot.	  
Cette	  étude	  nous	  a	  permis	  de	  mettre	  en	  avant	   le	   fait	  que	   les	   jeux	  de	  données	  de	   la	  
fluorescence	   comportent	   beaucoup	  plus	  de	   fluctuations	  que	   ceux	  des	   températures.	  
Puis	  on	  a	  étudié	  les	  extrêmes	  de	  ces	  deux	  paramètres	  par	  l'intermédiaire	  des	  quantiles.	  
On	   a	   pu	   voir	   que	   les	   extrêmes	   de	   température	   semblaient	   avoir	   un	   comportement	  
stochastique,	  contrairement	  à	  la	  fluorescence	  qui	  semble	  posséder	  un	  pattern	  avec	  un	  
cycle	   de	   trois	   ans	   pour	   le	   quantile	   10	   et	   un	   cycle	   de	   deux	   ans	   pour	   le	   quantile	   90.	  
L'analyse	  multi-­‐variée	  a	  montré	  que	  la	  fluorescence	  dans	  cette	  zone	  d'étude	  (Manche	  
orientale)	   était	   principalement	   dépendante	   de	   la	   température,	   puis	   de	   la	   lumière	   et	  
des	  phosphates.	  On	  a	  vérifié	  ces	  dépendances	  au	  cas	  par	  cas,	  ce	  qui	  nous	  a	  permis	  de	  
mettre	   en	   avant	   la	   tendance	   à	   l'augmentation	   d'intensité	   des	   blooms	   quand	   les	  
températures	   diminuaient	   ;	   ce	   résultat	   s'oppose	   à	   une	   précédente	   hypothèse,	  
formulée	  dans	  une	  étude	  menée	  dans	  la	  Manche	  (Gómez	  and	  Souissi,	  2008).	  	  
	   Par	  l'intermédiaire	  des	  PDF,	  nous	  avons	  montré	  que	  les	  fit	  en	  loi	  de	  puissance	  
étaient	   meilleurs	   que	   ceux	   en	   loi	   log-­‐normale	   pour	   approximer	   les	   données	   de	  
production	  primaire.	  Les	  études	  spectrales	  ont	  montré	  que	  le	  coefficient	  de	  pente	  β	  de	  
température	   était	   proche	   du	   signe	   de	   la	   turbulence	   pleinement	   développée	   et	   que	  
pour	   la	   fluorescence	   son	   β	   était	   proche	   des	   valeurs	   précédemment	   constatées	   dans	  
cette	  zone	  (Zongo	  and	  Schmitt,	  2011b).	  Le	  coefficient	  α	  issu	  des	  PDF	  peut	  être	  utilisé	  
comme	  un	   indicateur	  de	   la	  structuration	  statistique	  et	   le	  coefficient	  β	  provenant	  des	  
études	  spectrales	  comme	  un	  indicateur	  de	  la	  structuration	  dynamique.	  Dans	  ce	  cadre-­‐
là,	  nous	  avons	  aussi	  testé	  les	  relations	  de	  ces	  coefficients	  avec	  différents	  paramètres	  et	  
nous	  avons	  réussi	  à	  dégager	  plusieurs	  lois,	  néanmoins	  leur	  universalité	  reste	  à	  prouver.	  
Nous	   avons	   également	  montré	   que	   les	   périodes	   de	   bloom	   n'étaient	   pas	   lisses,	  mais	  
possédaient	  de	  fortes	  fluctuations	  visibles	  par	  les	  temps	  de	  retour	  mais	  également	  en	  
filtrant	   les	   données	   avec	   la	   méthode	   EMD	   ;	   ce	   comportement	   s'apparente	   aux	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séismogrammes	  observés	   lors	  des	   tremblements	  de	   terre	   :	  par	  analogie	  avec	  ceux-­‐ci	  
on	  pourrait	  parler	  de	  bloom	  d'intensité	  8	  sur	  l'échelle	  Derot-­‐Schmitt.	  	  
	   Pour	  conclure	  ce	  chapitre,	  nous	  avons	  mis	  en	  avant	  que	  la	  stratification	  pourrait	  
être	  l'un	  des	  mécanismes	  responsable	  de	  la	  tendance	  de	  l'augmentation	  de	  l'intensité	  
des	  blooms	  quand	  la	  température	  diminue.	  	  
	   	  
	   Le	  chapitre	  3	  débute	  par	  une	  comparaison	  entre	  le	  système	  automatisé	  hautes	  
fréquences	  MAREL	  Carnot	  et	  deux	  programmes	  de	  surveillance	  du	  littoral	  (SOMLIT	  et	  
SRN)	  dans	  la	  même	  zone	  géographique.	  Bien	  qu'il	  y	  ait	  une	  bonne	  concordance	  entre	  
certains	  paramètres	   (températures	   et	   production	  primaire),	   cette	   comparaison	   sous-­‐
entend	  qu'il	   pourrait	   y	   avoir	  une	  hétérogénéité	  à	  petite	  échelle.	  Nous	  avons	  ensuite	  
mené	  une	  étude	  qualitative	  sur	  l'impact	  de	  l'ouverture	  des	  portes	  du	  barrage	  Marguet,	  
ce	   qui	   nous	   a	   permis	   d'expliquer	   en	   partie	   le	   nombre	   important	   de	   valeurs	  
manquantes	  dans	  les	  séries	  temporelles	  de	  sels	  nutritifs	  relevées	  par	  la	  balise	  MAREL	  
Carnot.	  Puis	  nous	  avons	  essayé	  de	  quantifier	   l'échelle	  de	  transition	  des	  températures	  
de	   surface	   entre	   la	   Manche	   occidentale	   et	   orientale,	   par	   l'intermédiaire	   de	   deux	  
méthodes	  de	  cross-­‐corrélation,	  l'une	  classique	  et	  l'autre	  assez	  novatrice	  se	  basant	  sur	  
la	  méthode	  EMD.	  La	  méthode	  TDIC	  a	  l'avantage	  de	  créer	  des	  fenêtres	  de	  corrélation	  en	  
fonction	   de	   plusieurs	   temps	   caractéristiques	   ;	   cependant,	   bien	   que	   l'analyse	   de	   ces	  
deux	   séries	   temporelles	   à	   long	   terme	   avec	   cette	   méthode	   soit	   plus	   précise,	   ces	  
résultats	  convergent	  tout	  de	  même	  avec	  ceux	  de	  l'analyse	  du	  co-­‐spectre.	  Ce	  chapitre	  
se	   ferme	   sur	   une	   comparaison	   des	   pentes	   spectrales	   de	   températures	   issues	   de	  
systèmes	   automatisés	   hautes	   fréquences,	   localisés	   dans	   des	   zones	   géographiques	  
variées.	   Les	   deux	   systèmes	  MAREL	   (Carnot	   et	   Iroise)	   présentent	   des	   coefficients	   de	  
pente	   spectrale	   proches	   du	   signe	   de	   la	   turbulence	   pleinement	   développée,	  
contrairement	   aux	  deux	  autres	   systèmes	  pris	   en	   compte	   (SeaBird	  Roscoff	   et	  VENUS)	  
avec	   leurs	   coefficients	   qui	   s'éloignent	   un	   peu	   plus	   de	   5/3.	   Pour	   expliquer	   cette	  
éloignement,	  on	  a	  donc	  posé	   l'hypothèse	  suivante	   :	   la	  géomorphologie	  des	  zones	  où	  
Conclusion	  générale	  et	  perspectives	  
164	  
	  
sont	   installés	   ces	   systèmes	   et	   le	   fait	   que	   leurs	   capteurs	   embarqués	   ne	   puissent	   pas	  
varier	  en	  fonction	  du	  marnage,	  pourrait	  induire	  un	  biais	  dans	  les	  résultats	  des	  analyses	  
liées	  à	  la	  théorie	  de	  la	  turbulence.	  	  	  
	  
	   Cette	   thèse	   conforte	   l'idée	   proposée	   par	   plusieurs	   auteurs	   (Dickey,	   1991,	  
Dickey	   et	   al.,	   1993,	   Chavez	   et	   al.,	   1997,	   Chang	   and	  Dickey,	   2001,	   Bensoussan	   et	   al.,	  
2004,	  Nam	  et	  al.,	   2005,	  Dur	  et	   al.,	   2007,	   Etcheber	  et	   al.,	   2011,	  Maneux	  et	   al.,	   2010,	  
Blain	  et	  al.,	  2004)	  que	  les	  mesures	  hautes	  fréquences	  à	  point	  fixe	  sont	  indispensables	  
pour	  la	  compréhension	  des	  mécanismes	  multi-­‐échelles	  présents	  en	  milieu	  marin.	  Dans	  
ce	   cadre-­‐là,	   il	   est	   particulièrement	   important	   d'avoir	   une	   méthodologie	   adaptée	   à	  
l'étude	  de	  ce	  type	  de	  bases	  de	  données.	  Les	  outils	  utilisés	  doivent	  aussi	  être	  robustes	  
quant	  aux	  périodes	  manquantes,	  car	  il	  s'agit	  d'un	  problème	  inhérent	  à	  ce	  type	  de	  série	  
temporelle.	   La	   méthode	   EMD	   et	   les	   PDF	   répondent	   parfaitement	   à	   cette	  
problématique	   et	   nous	   ont	   permis	   de	  mettre	   en	   évidence	   plusieurs	   lois	   dans	   notre	  
zone	  d'étude	  :	  	  
• Plus	   la	   structuration	   dynamique	   (β)	   des	   températures	   durant	   les	   hivers	  
métrologiques	   augmente,	   plus	   la	   structuration	   dynamique	   annuelle	   de	   ces	  
mêmes	  températures	  augmente.	  	  
• Plus	   la	   structuration	   dynamique	   (β)	   des	   températures	   durant	   les	   hivers	  
métrologiques	   augmente,	   plus	   la	   structuration	   statistique	   (α)	   des	   blooms	  
augmente.	  	  
• Plus	   la	   structuration	   statistique	   (α)	   des	   blooms	   est	   importante,	   plus	   les	  
abondances	  moyennes	  de	  ces	  mêmes	  blooms	  ont	  tendance	  à	  être	  importantes.	  	  	  
• Plus	   la	   concentration	   en	   cryptophycées	   et	   en	   diatomées	   augmente,	   plus	   la	  
structuration	  statistique	  (α)	  des	  blooms	  diminue.	  	  
• Plus	   les	   rapports	  N/P	   augmentent,	   plus	   la	   concentration	   en	  prymesiophycées	  
augmente.	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• Il	  y	  a	  une	  évolution	  conjointe	  entre	   les	  concentrations	  en	  prymesiophycées	  et	  
cryptophycées.	  	  
• Les	   faibles	   températures	  hivernales	  ont	   tendance	  à	  engendrer	  des	  blooms	  de	  
forte	  intensité	  les	  printemps	  suivants.	  	  
• Plus	  le	  delta	  des	  températures	  surface/fond	  (stratification)	  augmente	  durant	  la	  
période	   pré-­‐bloom	   (15	   avril	   au	   15	   mai),	   plus	   les	   moyennes	   annuelles	   de	  
fluorescence	  ont	  tendance	  à	  diminuer.	  	  
Il	   y	   a	   certainement	   un	   lien	   étroit	   entre	   les	   deux	   dernières	   lois	   évoquées.	   Par	  
l'intermédiaire	  de	  la	  méthode	  EMD,	  on	  a	  constaté	  que	  les	  blooms	  n'étaient	  pas	  "lisses"	  
et	  comportaient	  en	  interne	  d'importantes	  fluctuations.	  Ces	  fluctuations	  ont	  sans	  doute	  
un	   rapport	   avec	   la	   turbulence,	   qui	   agit	   sur	   le	   transport	   de	   la	  matière	   et	   génère	   des	  
hétérogénéités	   à	  multi-­‐échelles.	   L'étude	  des	  PDF	  de	   fluorescence	   issues	  de	  plusieurs	  
systèmes	   automatisés	   nous	   a	   aussi	   permis	   de	   remettre	   en	   cause	   le	   paradigme	  
couramment	   utilisé	   en	   écologie	   (Wang	   et	   al.,	   2006,	   Widdicombe	   et	   al.,	   2010,	  
Feuchtmayr	  et	  al.,	  2012,	  Tsirtsis	  et	  al.,	  2008,	  Segura	  et	  al.,	  2013)	  qui	  utilise	  le	  modèle	  
lognormal	  pour	  approximer	  les	  données	  d'abondance.	  Nous	  avons	  montré	  dans	  cette	  
étude	  que	  la	  loi	  de	  puissance	  permettait	  un	  meilleur	  ajustement	  des	  données	  du	  proxy	  
de	   la	   biomasse	   phytoplanctonique.	   La	   comparaison	   réalisée	   entre	   les	   réseaux	   de	  
surveillance	   basses	   fréquence	   et	   la	   balise	   automatisée	   hautes	   fréquences	   MAREL	  
Carnot,	  nous	  a	  permis	  de	  nous	  poser	  la	  question	  de	  l'existence	  d'une	  hétérogénéité	  à	  
petite	   échelle	   qui	   serait	   induite	   par	   la	   turbulence.	   Les	   études	   sur	   la	   structuration	  
dynamique	  des	   températures	   sur	   l'ensemble	  de	   la	  Manche	   (orientale	  et	  occidentale)	  
ont	  montré	  que	  les	  forçages	  subis	  par	  ce	  paramètre	  étaient	  majoritairement	  contrôlés	  
par	  les	  mécanismes	  astronomiques.	  Nous	  avons	  mis	  en	  avant,	  grâce	  à	  la	  méthode	  des	  
co-­‐spectres	  et	  TDIC,	  une	  corrélation	  qui	  aurait	  une	  échelle	  caractéristique	  de	  10	  jours,	  
avec	  une	  transition	  comprise	  entre	  11	  et	  172	  jours,	  pour	  les	  températures	  de	  surface	  
entre	  la	  Manche	  orientale	  et	  occidentale.	  Nous	  avons	  donc	  posé	  l'hypothèse	  suivante	  :	  
globalement,	   les	   courants	   des	   surfaces	   dans	   la	   Manche	   remontent	   vers	   le	   détroit,	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allant	   de	   l'Atlantique	   vers	   la	  Mer	  du	  Nord.	   Les	   températures	   de	   surface	  présentes	   à	  
Roscoff	   influencent	   les	   températures	  de	   surface	   à	  Boulogne-­‐sur-­‐Mer,	   avec	  un	   temps	  
caractéristique	  de	  15	  jours	  correspondant	  à	  une	  durée	  de	  transport	  moyen.	  Plusieurs	  
lois	  et	  échelles	  caractéristiques	  ont	  été	  trouvées,	  néanmoins	   leur	  universalité	  reste	  à	  
évaluer.	   Cependant	   l'utilité	   méthodologique	   des	   approches	   proposées	   dans	   cette	  
thèse	  est	  susceptible	  d'être	  universelles.	  	  
	  
	   Les	  travaux	  menés	  dans	  cette	  thèse	  ouvrent	  la	  voie	  à	  différentes	  perspectives.	  
Nous	   avons	   confirmé	   que	   les	   séries	   temporelles	   hautes	   fréquences	   à	   long	   terme	  
étaient	   indispensables	   pour	   la	   compréhension	   des	  mécanismes	   en	  milieu	   côtier.	   Les	  
fortes	   fluctuations	   contenues	   dans	   les	   bases	   de	   données	   issues	   de	   ces	   systèmes	  
automatisés	  en	  point	  fixe	  et	  l'utilisation	  de	  nouvelles	  méthodes	  (EMD,	  TDIC,	  EMD-­‐HSA)	  
nous	   ont	   permis	   d'extraire	   des	   lois	   et	   de	   poser	   des	   hypothèses	   qu'il	   faut	   désormais	  
confirmer.	  Afin	  de	  tester	  l'universalité	  de	  ces	  lois,	  il	  faudrait	  pouvoir	  utiliser	  les	  mêmes	  
protocoles	  que	  nous	  avons	  proposés	  dans	  cette	  étude	  sur	  d'autres	  bases	  de	  données	  
issues	   des	   systèmes	   automatisés	   hautes	   fréquences	   à	   point	   fixe	   en	   milieu	   côtier,	   à	  
travers	   le	  monde.	   En	   parallèle,	   pour	   éviter	   de	   biaiser	   ces	   futurs	   analyses,	   il	   faudrait	  
aussi	  vérifier	  si	  le	  positionnement	  des	  capteurs	  sur	  un	  flotteur	  et	  la	  géomorphologie	  de	  
la	   zone	   d'étude	   impactent	   les	   analyses	   spectrales.	   En	   ce	   qui	   concerne	   les	   études	  
menées	  sur	  les	  PDF	  de	  la	  production	  primaire,	  nous	  avons	  constaté	  un	  bon	  ajustement	  
hyperbolique	   (PDF	  en	   loi	  de	  puissance).	   Il	   serait	  donc	   intéressant	  des	  continuer	  dans	  
cette	  voix,	  afin	  de	  voir	  l'évolution	  du	  comportement	  du	  coefficient	  de	  pente	  (α)	  issu	  de	  
leurs	   ajustements	   en	   loi	   de	   puissance	   en	   fonction	   des	   zones	   géographiques	  
considérées.	  	  
	   Des	   séries	   temporelles	   plus	   longues	   seraient	   aussi	   un	   atout	   de	   taille	   dans	   ce	  
type	   d'étude,	   cela	   nous	   permettrait	   par	   exemple	   de	   confirmer	   ou	   d'infirmer	   la	  
présence	   des	   patterns	   relevés	   dans	   les	   extrêmes	   de	   fluorescence,	   ou	   de	   mieux	  
comprendre	   les	   hétérogénéités	   à	  petite	   échelle	  dans	   le	  milieu	  marin,	   induites	  par	   la	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turbulence.	   Dans	   le	   cas	   où	   les	   lois	   que	   nous	   avons	   ici	   proposées	   tendraient	   à	   se	  
confirmer,	  cela	  pourrait	  permettre	  :	  
• D'utiliser	   les	   mécaniques	   ainsi	   découverts	   dans	   des	   modèles	   numériques	  
biogéochimiques	  adaptés	  au	  milieu	  côtier.	  	  
• D'avoir	  des	  modèles	  se	  basant	  sur	   les	  températures	  hivernales	  qui	  prédiraient	  
l'intensité	  des	  blooms	   ;	   ce	   type	  de	  modèle	  pourrait	   aussi	   utiliser	   les	   rapports	  
N/P	   et	   les	   pentes	   issues	   des	   lois	   de	   puissance	   (α),	   afin	   de	   donner	   des	  
prédictions	   sur	   la	   concentration	   des	   taxons	   phytoplanctoniques	   qui	   seraient	  
alors	  présents,	  ainsi	  que	  leur	  ordre	  de	  succession	  dans	  ces	  blooms.	  	  
Des	   modèles	   prédictifs	   capables	   de	   déterminer	   l'intensité	   et	   la	   composition	   d'un	  
bloom,	   avec	   une	   échelle	   de	   trois	   mois	   en	   se	   basant	   principalement	   sur	   les	  
températures	   hivernales,	   intéresseraient	   sans	   doute	   les	   organismes	   publics	  
responsables	   de	   la	   surveillance	   des	   littoraux	   et	   encouragerait	   le	   développement	   des	  
systèmes	  automatisés	  sur	  les	  côtes	  françaises.	  	  
	   L'utilisation	   de	   la	   méthode	   TDIC	   étant	   très	   gourmande	   en	   mémoire	   vive,	   il	  
serait	   intéressant	  de	  pouvoir	  refaire	  nos	  analyses	  en	  utilisant	  un	  puissant	  calculateur,	  
afin	  d'éviter	  de	  devoir	  dégrader	  nos	  séries	  temporelles.	   Il	  résulterait	  de	  cette	  analyse	  
un	  plus	  grand	  nombre	  de	  fenêtres	  de	  corrélation,	  ce	  qui	  nous	  permettrait	  d'affiner	  nos	  
conclusions	   et	   de	   réduire	   l'intervalle	   de	   transition	   que	   nous	   avons	   ici	   proposé.	  
Conjointement,	   une	  étude	  des	   variations	  des	   cycles	   de	   la	  NAO	  pourrait	   être	  menée,	  
afin	   d'avoir	   une	   meilleure	   compréhension	   des	   mécanismes	   qui	   impactent	   la	  
dynamique	  des	  températures	  de	  surface.	  	  
	  
	   Depuis	  la	  nuit	  des	  temps	  l'homme	  crée	  des	  technologies	  pour	  rendre	  ses	  tâches	  
quotidiennes	  plus	  performantes	  et	  plus	  simples.	  Or	  la	  révolution	  industrielle	  a	  marqué	  
le	   début	   du	   développement	   quasi-­‐exponentiel	   de	   ces	   technologies,	   aidé	   par	  
l'avènement	   de	   l'informatique.	  A	   l'heure	   actuelle,	   la	   tendance	   à	   l'automatisation	   est	  
globale	   et	   les	   sciences	   océanographiques	   ne	   sont	   pas	   épargnées	   :	   systèmes	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automatisés	   à	   point	   fixe,	   glider,	   profileur,	   ferry	   box,	   scanner	   à	   phytoplancton	   et	   à	  
zooplancton,	   ...	  Nous	  avons	  déjà	  vu	  que	  les	  systèmes	  automatisés	  se	  développent	  de	  
plus	  en	  plus	  dans	  tous	  les	  océans	  du	  monde,	  et	  une	  chose	  est	  sûre,	  cette	  tendance	  ne	  
risque	  pas	  de	  s'inverser.	  Mais	  comme	   le	  sous-­‐entendaient	  déjà	   les	  philosophes	  grecs	  
avec	   le	   mythe	   du	   roi	   Minos,	   les	   nouvelles	   technologies	   engendrent	   de	   nouvelles	  
problématiques	  :	  création	  d'une	  vache	  en	  bois	  donnant	  naissance	  au	  minotaure,	  puis	  
création	   du	   labyrinthe	   de	   Dédale	   pour	   contenir	   le	   minotaure,	   puis	   création	   du	   fil	  
d'Ariane	  afin	  que	  Thésée	  retrouve	  son	  chemin	  dans	  le	  labyrinthe	  et	  création	  de	  paires	  
d'ailes	  par	   l'ingénieur	  du	   labyrinthe	  pour	   lui	  permettre	  de	   fuir	   la	  colère	  du	  roi	  Minos	  
avec	  son	  fils	  Icare.	  	  
	  
	   Cette	   thèse	   cherche	   donc	   à	   répondre	   à	   la	   problématique	   engendrée	   par	  
l'arrivée	  des	  bases	  de	  données	  hautes	  fréquences	  à	  long	  terme	  en	  apportant	  des	  outils	  
méthodologiques	  adaptés	  à	  leur	  étude.	  Nous	  espérons	  par	  conséquent	  que	  les	  lois	  et	  
les	  méthodes	  présentées	  dans	  ce	  manuscrit	  pourront	  être	  réutilisées	  et	  modifiées	  par	  
une	  partie	  de	  la	  communauté	  océanographique,	  afin	  de	  faire	  avancer	  la	  connaissance	  
sur	   la	   compréhension	   des	   mécanismes	   complexes	   présents	   dans	   les	   écosystèmes	  
marins	  côtiers.	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1	  Introduction	  
	   L'un	   des	   axes	   principaux	   de	   cette	   thèse	   est	   de	   trouver	   une	   méthodologie	  
adaptée	  à	   l'étude	  des	   séries	   temporelles	  hautes	   fréquences	   sur	   le	   long	   terme	   issues	  
des	   systèmes	  automatisés	  à	  point	   fixe.	   Les	  analyses	   spectrales	  permettent	  d'extraire	  
des	  informations	  sur	  la	  structuration	  dynamique	  des	  bases	  de	  données,	  afin	  d'étudier	  
les	   fluctuations.	   Mais	   comme	   nous	   l'avons	   déjà	   vu	   précédemment,	   un	   problème	  
inhérent	   au	   système	   automatisé	   est	   la	   non-­‐équidistance	   dans	   les	   fréquences	  
d'échantillonnage	   liée	   à	   de	   multiples	   facteurs	   (bug	   du	   système,	   période	   de	  
maintenance,	  vandalisme,	  ...).	  Dans	  cette	  annexe	  nous	  allons	  donc	  tester	  la	  robustesse	  
de	   différentes	   méthodes	   spectrales	   :	   FFT,	   auto-­‐corrélation,	   cross-­‐corrélation,	   Lomb,	  
Fast-­‐Lomb,	  et	  EMD-­‐HSA.	  Ces	  tests	  sont	  réalisés	  sur	  un	  mouvement	  brownien	  auquel	  on	  
a	  progressivement	  enlevé	  des	  périodes	  correspondant	  à	  un	  pourcentage	  de	  manière	  à	  
suivre	  une	  suite	  géométrique	  :	  	  
	  
	   𝑈!!! = 𝑈! ∗ 𝑟  𝑒𝑡  𝑈! = 𝑈! ∗ 𝑟!	   (32)	  
	  
où	  𝑈! = 5,	  la	  raison	  𝑟 = 5	  et	  on	  enlève	  un	  pourcentage	  jusqu'à	  𝑈!(40%).	  On	  utilise	  un	  
algorithme	  qui	  va	  retirer	  le	  pourcentage	  voulu	  de	  deux	  manières	  différentes	  :	  	  
• Les	   données	   manquantes	   sont	   reparties	   de	   manière	   consécutive	   entre	   trois	  
périodes.	  	  
• Les	  données	  manquantes	  sont	  reparties	  de	  manière	  totalement	  aléatoire.	  
Dans	   un	   second	   temps,	   on	   réutilisera	   le	   même	   protocole,	   mais	   en	   remplaçant	   les	  
valeurs	  manquantes	  par	  des	  zéros.	  Le	  but	  de	  cette	  annexe	  est	  de	  confirmer	  le	  choix	  qui	  
a	  été	  effectué	  au	  niveau	  de	  la	  méthode	  d'analyse	  spectrale	  utilisée	  dans	  cette	  thèse.	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2	  La	  méthode	  Lomb-­‐Scargle	  et	  Fast	  Lomb	  
	   La	   méthode	   de	   Lomb-­‐Scargle,	   aussi	   appelée	   analyse	   spectrale	   des	   moindres	  
carrés	  ou	  LSSA	  en	  anglais	   (Least-­‐Squares	  Spectral	  Analysis),	  est	  une	  analyse	  spectrale	  
basée	   sur	   une	   régression	   des	  moindres	   carrés	   sinusoïdale.	   Cette	  méthode	   est	   assez	  
couramment	  appliquée	  dans	   les	   sciences	  de	   l'environnement	   (Schulz	   and	  Stattegger,	  
1997,	  Fenoglio-­‐Marc,	  2001,	  Love	  and	  Rigler,	  2014),	  car	  elle	  peut	  être	  utilisée	  sur	  des	  
bases	   de	   données	   non-­‐équidistantes	   (Press	   and	   Rybicki,	   1989,	   Scargle,	   1982,	   Lomb,	  
1976).	  Contrairement	  à	  la	  méthode	  FFT	  qui	  utilise	  directement	  les	  produits	  scalaires,	  la	  
méthode	   de	   Lomb-­‐Scargle	   calcule	   un	   décalage	   𝜏	   de	   manière	   à	   ce	   qu'une	   paire	   de	  
sinusoïdes	  soit	  mutuellement	  orthogonale	  à	  un	  échantillon	  de	  temps	  (𝑡!).	  Le	  retard	  de	  
temps	  est	  défini	  par	  la	  formule	  suivante	  :	  	  
	  
	   tan 2𝜔𝜏 = sin 2𝜔𝑡!!cos 2𝜔𝑡!! 	   (33)	  
	  
Et	  le	  spectre	  pour	  une	  fréquence	  𝜔	  est	  alors	  estimé	  comme	  suit	  :	  	  
	  
	   𝑃! 𝜔 = 12 𝑋! cos𝜔 𝑡! − 𝜏! 𝑐𝑜𝑠!𝜔 𝑡! − 𝜏! ! + 𝑋! sin𝜔 𝑡! − 𝜏! !𝑠𝑖𝑛!𝜔 𝑡! − 𝜏! 	   (34)	  
	  
	   Il	  existe	  aussi	  une	  autre	  version	  de	  cet	  algorithme	  appelé	  Fast	  Lomb	  (Press	  and	  
Rybicki,	   1989)	   qui	   se	   base	   sur	   une	   recherche	   orthogonale	   rapide	   (Korenberg	   et	   al.,	  
1997,	  Korenberg,	  1989).	  Cette	  méthode	  a	  l'avantage	  d'optimiser	  les	  temps	  de	  calcul,	  ce	  
qui	  permet	  l'étude	  de	  bases	  de	  données	  plus	  importantes.	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3	  Mouvement	  Brownien	  	  
	   Le	  mouvement	  brownien	  tire	  sont	  nom	  du	  botaniste	  Robert	  Brown,	  qui	  en	  1827	  
décrivait	   pour	   la	   première	   fois	   ce	   type	   de	   comportement	   aléatoire	   en	   étudiant	   les	  
mouvements	   des	   particules	   à	   l'intérieur	   d'un	   grain	   de	   pollen	   (Brown,	   1828).	  
Actuellement,	   ce	  mouvement	   brownien	   est	   surtout	   utilisé	   en	   physique	   pour	   décrire	  
mathématiquement	  le	  mouvement	  aléatoire	  d'une	  particule	  immergée	  dans	  un	  fluide	  
qui	  n'est	  soumis	  à	  aucune	  autre	  interaction	  que	  les	  chocs	  provenant	  de	  particules	  plus	  
petites.	   Cette	   modélisation	   est	   également	   très	   utilisée	   en	   mathématique,	   appelée	  
"processus	  de	  Wiener"	  et	  en	  finance	  pour	  modéliser	  les	  fluctuations	  des	  cours.	  Il	  s'agit	  
donc	   d'un	   processus	   stochastique	   très	   classique.	   Son	   spectre	   d'énergie	   possède	   une	  
invariance	   d'échelle	   avec	   un	   exposant	   Eb(f)=cf-­‐2,	   cette	   propriété	   sera	   utilisée	   pour	  
tester	  les	  méthodes	  spectrales.	  	  
3.1	  Présentation	  des	  données	  
	   Pour	   construire	   le	   mouvement	   brownien	   utilisé	   dans	   nos	   tests,	   nous	   avons	  
procédé	  de	  la	  manière	  suivante	  :	  une	  distribution	  normale	  aléatoire	  a	  été	  créée	  avec	  
8192	  points	   (voir	   figure	  4-­‐1	  en	  haut),	  puis	  nous	  avons	   calculé	   la	   somme	  cumulée	  de	  
cette	  distribution,	  afin	  d'obtenir	  notre	  mouvement	  brownien	  (voir	  figure	  4-­‐2	  en	  bas).	  Il	  
est	   important	  de	  noter	  que	  nous	  utiliserons	  toujours	   le	  même	  mouvement	  brownien	  
tout	  au	  long	  de	  cette	  analyse.	  Et	  que	  le	  nombre	  de	  points	  utilisés	  pour	  sa	  création	  ne	  
dépasse	  pas	   les	  9000	  points,	  ce	  qui	  permet	  d'effectuer	   les	  calculs	   liés	  aux	  différentes	  
analyses	   spectrales	   lors	   du	  même	   run	  pour	   le	   besoin	   de	   notre	   comparaison	   ;	   ce	   qui	  
aurait	  été	  impossible	  avec	  un	  signal	  d'entrée	  plus	  long.	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Figure	   4-­‐1.	   Mouvement	   brownien	   utilisé	   dans	   les	   comparaisons	   des	   méthodes	  
spectrales.	   En	   haut	   :	   distribution	   cumulative	   réalisée	   avec	   8192	   points.	   En	   bas	   :	  
mouvement	  brownien	  réalisé	  avec	  la	  somme	  cumulée	  de	  la	  distribution.	  	  
3.2	  Analyses	  spectrales	  	  
	   La	   figure	   4-­‐2	   présente	   les	   résultats	   des	   différentes	   méthodes	   d'analyses	  
spectrales	   effectuées	   avec	   notre	   mouvement	   brownien	   sans	   aucune	   période	  
manquante	  ou	  de	  zéros.	  Une	  pente	  spectrale	  proche	  de	  2	  est	  attendu,	  donc	  plus	   les	  
résultats	  s'approchent	  de	  cette	  valeur,	  plus	   la	  méthode	  est	  précise.	  Dans	   le	  cas	  de	   la	  
figure	  4-­‐2,	  on	  voit	  que	  les	  méthodes	  EMD-­‐HSA,	  FFT,	  et	  d'auto-­‐corrélation	  (irrégulière)	  
donnent	   une	   meilleure	   réponse.	   Et	   que	   les	   deux	   méthodes	   de	   Lomb	   (classique	   et	  
rapide)	   s'éloignent	   fortement	   de	   2.	   La	   figure	   4-­‐3	  montre	   les	   deux	   spectres	   issus	   des	  
méthodes	   de	   Lomb	   sans	   filtration,	   on	   peut	   voir	   en	   utilisant	   cette	   approche	   que	   les	  
pentes	  spectrales	  calculées	  sont	  beaucoup	  plus	  proches	  de	  2.	  On	  constate	  aussi	  que	  les	  
résultats	  de	  ces	  deux	  méthodes	  sont	  quasi-­‐similaires	  avec	  des	  pentes	  spectrales	  égales	  
à	   1,8.	   L'application	   d'une	   filtration	   sur	   les	   données	   brutes	   issues	   de	   la	  méthode	   de	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Lomb	  est	  à	  proscrire,	  car	  cette	  dernière	  va	  fortement	  biaiser	  le	  coefficient	  de	  la	  pente	  
spectrale.	  Pour	  des	  raisons	  de	  lisibilité,	  nous	  avons	  donc	  séparé	  les	  figures	  contenant	  
les	  spectres	  de	  Lomb	  non	  filtrés	  et	  les	  autres	  analyses	  spectrales,	  dans	  le	  reste	  de	  cette	  
étude	  comparative.	  	  
	  
	  
Figure	   4-­‐2.	   Test	   de	   comparaison	   des	   différentes	  méthodes	   spectrales	   réalisé	   sur	   un	  
mouvement	   brownien	   non	   dégradé.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	  
méthode	  est	   la	   suivante	   :	   bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation	   ;	  
cyan	  Lomb	  ;	  violet	  Fast	  Lomb	  ;	  jaune	  cross-­‐corrélation	  (irrégulière)	  ;	  noir	  EMD-­‐HSA.	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Figure	  4-­‐3.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  sans	  filtration.	  	  
	  
4	  Tests	  avec	  des	  répartitions	  continues	  
4.1	  Présentation	  des	  données	  	  
	   Dans	  cette	  partie	  4,	  nous	  allons	   tester	   la	   robustesse	  des	  méthodes	   spectrales	  
en	   dégradant	   le	   signal	   de	   notre	   mouvement	   brownien	   de	   manière	   à	   avoir	   trois	  
périodes	  consécutives	  correspondantes	  à	  des	  valeurs	  manquantes	  ou	  à	  des	  zéros.	  Les	  
figures	  4-­‐4	  à	  4-­‐7	  présentent	  les	  données	  qui	  sont	  utilisées	  en	  entrée	  de	  nos	  tests,	  avec	  
en	  bas,	   les	  signaux	  altérés	  correspondant	  aux	  périodes	  manquantes,	  et	  au	  milieu,	   les	  
mêmes	  périodes	  mises	  à	  zéros.	  Chaque	  figure	  correspond	  à	  un	  pourcentage	  de	  signal	  
dégradé	  :	  5%	  pour	  la	  figure	  4-­‐4	  ;	  10%	  pour	  la	  figure	  4-­‐5	  ;	  20%	  pour	  la	  figure	  4-­‐6	  ;	  40%	  
pour	  la	  figure	  4-­‐7.	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Figure	  4-­‐4.	   Visualisation	  du	  mouvement	  brownien	  avec	  5%	  de	  dégradation	  du	   signal	  
réparti	   entre	  3	  périodes	   consécutives.	   En	  haut	   :	  mouvement	  brownien	  non	  dégradé.	  
Au	   milieu	   :	   période	   manquante	   remplacée	   par	   des	   zéros.	   En	   bas	   :	   périodes	  
manquantes.	  	  
	  
Figure	  4-­‐5.	  Visualisation	  du	  mouvement	  brownien	  avec	  10%	  de	  dégradation	  du	  signal	  
réparti	   entre	  3	  périodes	   consécutives.	   En	  haut	   :	  mouvement	  brownien	  non	  dégradé.	  
Au	   milieu	   :	   période	   manquante	   remplacée	   par	   des	   zéros.	   En	   bas	   :	   périodes	  
manquantes.	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Figure	  4-­‐6.	  Visualisation	  du	  mouvement	  brownien	  avec	  20%	  de	  dégradation	  du	  signal	  
réparti	   entre	  3	  périodes	   consécutives.	   En	  haut	   :	  mouvement	  brownien	  non	  dégradé.	  
Au	   milieu	   :	   période	   manquante	   remplacée	   par	   des	   zéros.	   En	   bas	   :	   périodes	  
manquantes.	  
	  
Figure	  4-­‐7.	  Visualisation	  du	  mouvement	  brownien	  avec	  40%	  de	  dégradation	  du	  signal	  
réparti	   entre	  3	  périodes	   consécutives.	   En	  haut	   :	  mouvement	  brownien	  non	  dégradé.	  
Au	   milieu	   :	   période	   manquante	   remplacée	   par	   des	   zéros.	   En	   bas	   :	   périodes	  
manquantes.	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4.2	  Analyses	  spectrales	  	  	  
4.2.1	  Tests	  avec	  zéros	  
	   Dans	  cette	  partie,	  on	  va	   tester	   le	   comportement	  de	  nos	  méthodes	  d'analyses	  
spectrales,	  quand	   les	  valeurs	  manquantes	  sont	  remplacées	  par	  des	  zéros	  et	  réparties	  
de	  manière	   consécutive.	  On	   réalise	  quatre	   tests	  des	  périodes	  dégradées	  de	  manière	  
progressive	   :	  5%	  (voir	   figures	  4-­‐8	  et	  4-­‐9)	   ;	  10%	  (voir	   figures	  4-­‐10	  et	  4-­‐11)	   ;	  20%	  (voir	  
figures	  4-­‐12	  et	  4-­‐13)	   ;	  40%	  (voir	  figures	  4-­‐14	  et	  4-­‐15).	  Le	  tableau	  4-­‐1	  consigne	  toutes	  
les	  pentes	  spectrales	  qui	  résultent	  de	  ce	  test.	  Nous	  avons	  aussi	  calculé	   les	  moyennes	  
pour	   chaque	   type	   de	   méthode	   ici	   analysée,	   ainsi	   que	   leur	   écart-­‐type	   et	   leur	  
"éloignement	  moyen"	   (2-­‐moyenne	  du	  type	  de	  pente	  spectrale	  considérée),	  que	  nous	  
avons	  nommé	  écart	  dans	  le	  tableau.	  	  
	   Les	  périodes	  mises	   à	   zéros	  de	  manière	   consécutive	  ne	   semblent	  pas	  avoir	  un	  
fort	  impact	  sur	  les	  méthodes	  testées,	  à	  part	  dans	  le	  cas	  de	  la	  méthode	  EMD-­‐HSA.	  On	  
voit	   qu'a	   partir	   de	   20%	   de	   dégradation	   (voir	   figures	   4-­‐12	   et	   4-­‐14),	   le	   coefficient	   de	  
pente	  s'éloigne	  de	  plus	  en	  plus	  de	  2,	  pour	  atteindre	  les	  3,26	  pour	  40%.	  La	  méthode	  de	  
cross-­‐corrélation	   (irrégulière)	   est	   la	   plus	   adaptée	   à	   ce	   type	   de	   dégradation,	   avec	   un	  
écart-­‐type	  (STD)	  de	  0,03	  et	  une	  valeur	  d'écartement	  à	  la	  moyenne	  de	  0,04.	  La	  méthode	  
de	  cross-­‐corrélation	  et	  d'auto-­‐corrélation	  donnent	  aussi	  de	  bons	  résultats,	  mais	   il	  y	  a	  
respectivement	   un	   écart	   à	   la	   moyenne	   et	   un	   écart-­‐type	   plus	   important.	   Quant	   aux	  
deux	  méthodes	  de	  Lomb,	  elles	   sont	   très	   stables	  avec	  des	  écart-­‐types	   faibles	  égaux	  à	  
0,02,	  mais	  il	  semble	  y	  avoir	  un	  biais	  systématique	  d'environ	  0,20.	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Figure	   4-­‐8.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	  brownien	  dégradé	  avec	  5%	  de	  zéros	  répartis	  de	  manière	  consécutive.	  La	  
correspondance	  entre	   les	  couleurs	  et	   les	  méthodes	  est	   la	  suivante	   :	  bleu	  FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	  	  
	  
Figure	  4-­‐9.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  5%	  de	  zéros	  répartis	  de	  
manière	  consécutive.	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Figure	   4-­‐10.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	  brownien	  dégradé	  avec	  10%	  de	  zéros	  répartis	  de	  manière	  consécutive.	  La	  
correspondance	  entre	   les	  couleurs	  et	   les	  méthodes	  est	   la	  suivante	   :	  bleu	  FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	  	  
	  
Figure	  4-­‐11.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  10%	  de	  zéros	  répartis	  
de	  manière	  consécutive.	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Figure	   4-­‐12.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	  brownien	  dégradé	  avec	  20%	  de	  zéros	  répartis	  de	  manière	  consécutive.	  La	  
correspondance	  entre	   les	  couleurs	  et	   les	  méthodes	  est	   la	  suivante	   :	  bleu	  FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	  	  
	  
Figure	  4-­‐13.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  20%	  de	  zéros	  répartis	  
de	  manière	  consécutive.	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Figure	   4-­‐14.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	  brownien	  dégradé	  avec	  40%	  de	  zéros	  répartis	  de	  manière	  consécutive.	  La	  
correspondance	   entre	   les	   couleurs	   et	   les	  méthode	  est	   la	   suivante	   :	   bleu	   FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	  	  
	  
Figure	  4-­‐15.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  40%	  de	  zéros	  répartis	  
de	  manière	  consécutive.	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Zéros	  repartie	  de	  manier	  consécutive	  
	  	   α	  FFT	   α	  auto-­‐cor	   α	  Cross	   α	  Lomb	   α	  Fast	  Lomb	   α	  cross	  (irr)	   α	  EMD	  
100%	  val	   -­‐1,96	   -­‐2,13	   -­‐2,09	   -­‐1,80	   -­‐1,80	   -­‐2,03	   -­‐1,95	  
95%	  val	   -­‐1,92	   -­‐2,01	   -­‐2,03	   -­‐1,82	   -­‐1,82	   -­‐2,02	   -­‐1,82	  
90%	  val	   -­‐1,93	   -­‐2,02	   -­‐2,07	   -­‐1,82	   -­‐1,82	   -­‐2,08	   -­‐1,95	  
80%	  val	   -­‐1,91	   -­‐2,01	   -­‐2,05	   -­‐1,78	   -­‐1,78	   -­‐2,06	   -­‐2,70	  
60%	  val	   -­‐1,93	   -­‐1,98	   -­‐2,05	   -­‐1,79	   -­‐1,79	   -­‐2,03	   -­‐3,26	  
Moyenne	   -­‐1,93	   -­‐2,03	   -­‐2,06	   -­‐1,80	   -­‐1,80	   -­‐2,04	   -­‐2,34	  
STD	   0,02	   0,06	   0,02	   0,02	   0,02	   0,03	   0,62	  
Ecart	   0,07	   0,03	   0,06	   0,20	   0,20	   0,04	   0,34	  
Tableau	   4-­‐1.	   Récapitulatif	   des	   pentes	   spectrales	   issues	   des	   tests	   réalisés	   avec	   les	  
signaux	  dégradés	  :	  zéros	  répartis	  entre	  3	  périodes	  consécutives.	  	  
4.2.2	  Tests	  avec	  périodes	  manquantes	  	  
	   Dans	  cette	  partie,	  on	  utilise	  le	  même	  protocole	  que	  précédemment	  (voir	  partie	  
4.2.1),	   mais	   ici	   la	   dégradation	   est	   effectuée	   avec	   des	   périodes	   consécutives	  	  
manquantes	  :	  5%	  (voir	  figure	  4-­‐16	  et	  4-­‐17)	  ;	  10%	  (voir	  4-­‐18	  et	  4-­‐19)	  ;	  20%	  (voir	  4-­‐20	  et	  
4-­‐21)	  ;	  40%	  (voir	  figure	  4-­‐22	  et	  4-­‐23).	  Les	  résultats	  de	  cette	  étude	  sont	  consignés	  dans	  
le	   tableau	   4-­‐2.	   Avec	   un	   écart-­‐type	   de	   0,02	   et	   une	   valeur	   de	   0,05	   pour	   l'écart	   à	   la	  
moyenne,	  la	  méthode	  FFT	  est	  la	  plus	  adaptée	  à	  cette	  problématique,	  suivie	  de	  près	  par	  
la	  méthode	  de	  cross-­‐corrélation	  et	  EMD-­‐HSA.	  	  Nous	  avions	  vu	  dans	  le	  tableau	  4-­‐1	  que	  
les	   résultats	   des	   deux	   méthodes	   de	   Lomb	   étaient	   quasiment	   les	   mêmes,	   or	   ici	   la	  
méthode	   classique	   est	   légèrement	   plus	   performante,	   mais	   le	   biais	   systématique	   de	  
0,20	  semble	  toujours	  présent.	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Figure	   4-­‐16.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	  brownien	  dégradé	  avec	  5%	  de	  périodes	  manquantes	  réparties	  de	  manière	  
consécutive.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	  méthodes	   est	   la	   suivante	   :	  
bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	  
(irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐17.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   5%	   de	   périodes	  
manquante	  réparties	  de	  manière	  consécutive.	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Figure	   4-­‐18.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   10%	   de	   périodes	   manquantes	   réparties	   de	  
manière	   consécutive.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	   méthodes	   est	   la	  
suivante	   :	   bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐
corrélation	  (irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐19.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   10%	   de	   périodes	  
manquante	  réparties	  de	  manière	  consécutive.	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Figure	   4-­‐20.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   20%	   de	   périodes	   manquantes	   réparties	   de	  
manière	   consécutive.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	   méthodes	   est	   la	  
suivante	   :	   bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐
corrélation	  (irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐21.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   20%	   de	   périodes	  
manquante	  réparties	  de	  manière	  consécutive.	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Figure	   4-­‐22.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   40%	   de	   périodes	   manquantes	   réparties	   de	  
manière	   consécutive.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	   méthodes	   est	   la	  
suivante	   :	   bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐
corrélation	  (irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐23.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   40%	   de	   périodes	  
manquantes	  réparties	  de	  manière	  consécutive.	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Trous	  repartie	  de	  manier	  consécutive	  
	  	   α	  FFT	   α	  auto-­‐cor	   α	  Cross	   α	  Lomb	   α	  Fast	  Lomb	   α	  cross	  (irr)	   α	  EMD	  
100%	  val	   -­‐1,96	   -­‐2,13	   -­‐2,09	   -­‐1,80	   -­‐1,80	   -­‐2,03	   -­‐1,95	  
95%	  val	   -­‐1,97	   -­‐2,13	   -­‐2,09	   -­‐1,79	   -­‐1,72	   -­‐2,03	   -­‐1,86	  
90%	  val	   -­‐1,97	   -­‐2,16	   -­‐2,08	   -­‐1,79	   -­‐1,71	   -­‐2,12	   -­‐1,88	  
80%	  val	   -­‐1,92	   -­‐2,11	   -­‐2,06	   -­‐1,78	   -­‐1,76	   -­‐2,23	   -­‐1,91	  
60%	  val	   -­‐1,92	   -­‐2,03	   -­‐2,02	   -­‐1,76	   -­‐1,67	   -­‐2,36	   -­‐1,93	  
Moyenne	   -­‐1,95	   -­‐2,11	   -­‐2,07	   -­‐1,78	   -­‐1,73	   -­‐2,15	   -­‐1,90	  
STD	   0,02	   0,05	   0,03	   0,02	   0,05	   0,14	   0,04	  
Ecart	   0,05	   0,11	   0,07	   0,22	   0,27	   0,15	   0,10	  
Tableau	   4-­‐2.	   Récapitulatif	   des	   pentes	   spectrales	   issues	   des	   tests	   réalisés	   avec	   les	  
signaux	  dégradés	  :	  3	  périodes	  manquantes	  réparties	  de	  manière	  consécutives.	  	  
5	  Tests	  avec	  des	  répartitions	  aléatoires	  
5.1	  Présentation	  des	  données	  
	   Dans	   cette	   section	   5,	   nous	   allons	   continuer	   de	   tester	   la	   robustesse	   des	  
méthodes	  spectrales,	  mais	  contrairement	  à	  la	  partie	  4,	  le	  mouvement	  brownien	  est	  ici	  
dégradé	  de	  manière	  aléatoire	   (valeurs	  manquantes	  et	   zéros).	   Les	   figures	  4-­‐24	  à	  4-­‐27	  
présentent	   les	   données	   qui	   sont	   utilisées	   en	   entrée	   de	   nos	   tests,	   avec	   en	   bas	   les	  
valeurs	   manquantes	   et	   au	   milieu	   les	   mêmes	   valeurs	   mises	   à	   zéros.	   Chaque	   figure	  
correspond	  à	  un	  pourcentage	  de	  signal	  dégradé	  :	  5%	  pour	  la	  figure	  4-­‐24	  ;	  10%	  pour	  la	  
figure	  4-­‐25	  ;	  20%	  pour	  la	  figure	  4-­‐26	  ;	  40%	  pour	  la	  figure	  4-­‐27.	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Figure	  4-­‐24.	  Visualisation	  du	  mouvement	  brownien	  avec	  5%	  de	  dégradation	  du	  signal	  
répartie	   aléatoirement.	   En	   haut	   :	   mouvement	   brownien	   non	   dégradé.	   Au	   milieu	   :	  
valeurs	  manquantes	  remplacées	  par	  des	  zéros.	  En	  bas	  :	  valeurs	  manquantes.	  	  
	  
	  
Figure	  4-­‐25.	  Visualisation	  du	  mouvement	  brownien	  avec	  10%	  de	  dégradation	  du	  signal	  
répartie	   aléatoirement.	   En	   haut	   :	   mouvement	   brownien	   non	   dégradé.	   Au	   milieu	   :	  
valeurs	  manquantes	  remplacées	  par	  des	  zéros.	  En	  bas	  :	  valeurs	  manquantes.	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Figure	  4-­‐26.	  Visualisation	  du	  mouvement	  brownien	  avec	  20%	  de	  dégradation	  du	  signal	  
répartie	   aléatoirement.	   En	   haut	   :	   mouvement	   brownien	   non	   dégradé.	   Au	   milieu	   :	  
valeurs	  manquantes	  remplacées	  par	  des	  zéros.	  En	  bas	  :	  valeurs	  manquantes.	  	  
	  
	  
Figure	  4-­‐27.	  Visualisation	  du	  mouvement	  brownien	  avec	  40%	  de	  dégradation	  du	  signal	  
répartie	   aléatoirement.	   En	   haut	   :	   mouvement	   brownien	   non	   dégradé.	   Au	   milieu	   :	  
valeurs	  manquantes	  remplacées	  par	  des	  zéros.	  En	  bas	  :	  valeurs	  manquantes.	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5.2	  Analyses	  spectrales	  	  	  
5.2.1	  Tests	  avec	  zéros	  
	   	  Dans	   cette	   partie,	   on	   effectue	   nos	   tests	   avec	   un	   pourcentage	   de	   valeurs	  
manquantes	  mises	  à	  zéros	  :	  5%	  (voir	  figures	  4-­‐28	  et	  4-­‐29)	  ;	  10%	  (voir	  figures	  4-­‐30	  et	  4-­‐
31)	   ;	  20%	   (voir	   figures	  4-­‐32	  et	  4-­‐33)	   ;	  40%	   (voir	   figures	  4-­‐34	  et	  4-­‐35).	   Le	   tableau	  4-­‐3	  
consigne	   les	   résultat	   des	   analyses	   spectrales,	   on	   voit	   clairement	   que	   dans	   ce	   cas	   de	  
figure,	   aucune	   méthode	   ne	   donne	   de	   réponse	   correcte.	   La	   méthode	   de	   cross-­‐
corrélation	   (irrégulière)	   avec	   sa	   moyenne	   des	   pentes	   spectrales	   de	   1,41	   est	   la	   plus	  
proche	   de	   2,	   et	   son	   écart-­‐type	   est	   le	   plus	   faible	   avec	   une	   valeur	   de	   0,39.	   Le	  
remplacement	  des	  valeurs	  manquantes	  par	  des	  zéros	  dans	   les	  séries	   temporelles	  est	  
donc	  à	  proscrire	  pour	  les	  méthodes	  d'analyses	  spectrales	  qui	  sont	  ici	  présentées.	  	  
	  
	  
Figure	   4-­‐28.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   5%	   de	   zéros	   répartis	   de	   manière	   aléatoire.	   La	  
correspondance	  entre	   les	  couleurs	  et	   les	  méthodes	  est	   la	  suivante	   :	  bleu	  FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	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Figure	  4-­‐29.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  5%	  de	  zéros	  répartis	  de	  
manière	  aléatoire.	  	  
	  
Figure	   4-­‐30.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   10%	   de	   zéros	   répartis	   de	  manière	   aléatoire.	   La	  
correspondance	  entre	   les	  couleurs	  et	   les	  méthodes	  est	   la	  suivante	   :	  bleu	  FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	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Figure	  4-­‐31.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  10%	  de	  zéros	  répartis	  
de	  manière	  aléatoire.	  	  
	  
Figure	   4-­‐32.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   20%	   de	   zéros	   répartis	   de	  manière	   aléatoire.	   La	  
correspondance	  entre	   les	  couleurs	  et	   les	  méthodes	  est	   la	  suivante	   :	  bleu	  FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	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Figure	  4-­‐33.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  20%	  de	  zéros	  répartis	  
de	  manière	  aléatoire.	  	  
	  
Figure	   4-­‐34.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   40%	   de	   zéros	   répartis	   de	  manière	   aléatoire.	   La	  
correspondance	  entre	   les	  couleurs	  et	   les	  méthodes	  est	   la	  suivante	   :	  bleu	  FFT	   ;	   rouge	  
auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	   (irrégulière)	   ;	   noir	  
EMD-­‐HSA.	  	  
Annexe	  1.	  Comparaison	  des	  méthodes	  spectrales	  
196	  
	  
	  
Figure	  4-­‐35.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	  réalisées	  sur	  un	  mouvement	  brownien	  dégradé	  avec	  40%	  de	  zéros	  répartis	  
de	  manière	  aléatoire.	  	  
	  
Zéros	  repartie	  de	  manier	  aléatoire	  
	  	   α	  FFT	   α	  auto-­‐cor	   α	  Cross	   α	  Lomb	   α	  Fast	  Lomb	   α	  cross	  (irr)	   α	  EMD	  
100%	  val	   -­‐1,96	   -­‐2,13	   -­‐2,09	   -­‐1,80	   -­‐1,80	   -­‐2,03	   -­‐1,95	  
95%	  val	   -­‐1,17	   -­‐1,35	   -­‐1,18	   -­‐0,47	   -­‐0,47	   -­‐1,50	   -­‐1,02	  
90%	  val	   -­‐1,02	   -­‐1,20	   -­‐1,00	   -­‐0,34	   -­‐0,34	   -­‐1,33	   -­‐0,91	  
80%	  val	   -­‐0,86	   -­‐1,05	   -­‐0,87	   -­‐0,24	   -­‐0,24	   -­‐1,17	   -­‐0,78	  
60%	  val	   -­‐0,69	   -­‐0,86	   -­‐0,70	   -­‐0,20	   -­‐0,20	   -­‐1,01	   -­‐0,63	  
Moyenne	   -­‐1,14	   -­‐1,32	   -­‐1,17	   -­‐0,61	   -­‐0,61	   -­‐1,41	   -­‐1,06	  
STD	   0,49	   0,49	   0,54	   0,67	   0,67	   0,39	   0,52	  
Ecart	   0,86	   0,68	   0,83	   1,39	   1,39	   0,59	   0,94	  
Tableau	   4-­‐3.	   Récapitulatif	   des	   pentes	   spectrales	   issues	   des	   tests	   réalisés	   avec	   les	  
signaux	  dégradés	  :	  zéros	  répartis	  aléatoirement.	  	  
	  
	  
	  
Annexe	  1.	  Comparaison	  des	  méthodes	  spectrales	  
197	  
	  
5.2.2	  Tests	  avec	  périodes	  manquantes	  
	   Dans	   cette	   partie,	   on	   effectue	   nos	   tests	   avec	   un	   pourcentage	   croissant	   de	  
valeurs	  manquantes	   réparties	   de	  manière	   aléatoire	   :	   5%	   (voir	   figures	   4-­‐36	  et	   4-­‐37)	   ;	  
10%	  (voir	  figures	  4-­‐38	  et	  4-­‐39)	  ;	  20%	  (voir	  figures	  4-­‐40	  et	  4-­‐41)	  ;	  40%	  (voir	  figures	  4-­‐42	  
et	  4-­‐43).	  Le	  tableau	  4-­‐4	  consigne	  les	  résultats	  des	  analyses	  spectrales,	  on	  voit	  que	  les	  
méthodes	  EMD-­‐HSA	  et	  FFT	  sont	  les	  plus	  adaptées	  aux	  valeurs	  manquantes	  aléatoires	  ;	  
avec	   dans	   les	   deux	   cas	   un	   écart	   aux	   pentes	  moyennes	   de	   0,04	   et	   des	   écart-­‐type	   de	  
0,01.	  La	  méthode	  de	  cross-­‐corrélation	  qui	  donnait	  la	  meilleure	  réponse	  dans	  le	  cas	  des	  
périodes	  consécutives	  mises	  à	  zéros	  (voir	  partie	  42.1),	  est	  beaucoup	  moins	  robuste	  à	  
ce	   type	   de	   répartition	   aléatoire.	   Mais	   comme	   nous	   l'avons	   vu	   précédemment	   (voir	  
partie	  5.2.1)	  l'utilisation	  des	  zéros	  dans	  les	  séries	  temporelles	  pour	  combler	  les	  valeurs	  
manquantes	  peut	  fortement	  biaiser	  les	  pentes	  spectrales.	  Les	  deux	  méthodes	  de	  Lomb	  
donnent	  toujours	  un	  résultat	  très	  proche,	  avec	  une	  grande	  stabilité	  (écart-­‐type	  faible),	  
mais	  la	  présence	  d'un	  biais	  systématique	  de	  0,20	  semble	  se	  confirmer.	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Figure	   4-­‐36.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	  brownien	  dégradé	  avec	  5%	  de	  périodes	  manquantes	  réparties	  de	  manière	  
aléatoire.	  La	  correspondance	  entre	  les	  couleurs	  et	  les	  méthodes	  est	  la	  suivante	  :	  bleu	  
FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐corrélation	  
(irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐37.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   5%	   de	   périodes	  
manquantes	  réparties	  de	  manière	  aléatoire.	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Figure	   4-­‐38.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   10%	   de	   périodes	   manquantes	   réparties	   de	  
manière	   aléatoire.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	   méthodes	   est	   la	  
suivante	   :	   bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐
corrélation	  (irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐39.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   10%	   de	   périodes	  
manquantes	  réparties	  de	  manière	  aléatoire.	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Figure	   4-­‐40.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   20%	   de	   périodes	   manquantes	   réparties	   de	  
manière	   aléatoire.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	   méthodes	   est	   la	  
suivante	   :	   bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐
corrélation	  (irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐41.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   20%	   de	   périodes	  
manquantes	  réparties	  de	  manière	  aléatoire.	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Figure	   4-­‐42.	   Comparaison	   de	   différentes	   méthodes	   spectrales	   réalisées	   sur	   un	  
mouvement	   brownien	   dégradé	   avec	   40%	   de	   périodes	   manquantes	   réparties	   de	  
manière	   aléatoire.	   La	   correspondance	   entre	   les	   couleurs	   et	   les	   méthodes	   est	   la	  
suivante	   :	   bleu	   FFT	   ;	   rouge	   auto-­‐corrélation	   ;	   vert	   cross-­‐corrélation;	   jaune	   cross-­‐
corrélation	  (irrégulière)	  ;	  noir	  EMD-­‐HSA.	  	  
Figure	  4-­‐43.	  Comparaison	  des	  méthodes	  de	  Lomb	  classique	  (en	  cyan)	  et	  Fast	  Lomb	  (en	  
magenta),	   réalisées	   sur	   un	   mouvement	   brownien	   dégradé	   avec	   40%	   de	   périodes	  
manquantes	  réparties	  de	  manière	  aléatoire.	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Trous	  repartie	  de	  manier	  aléatoire	  
	  	   α	  FFT	   α	  auto-­‐cor	   α	  Cross	   α	  Lomb	   α	  Fast	  Lomb	   α	  cross	  (irr)	   α	  EMD	  
100%	  val	   -­‐1,96	   -­‐2,13	   -­‐2,09	   -­‐1,80	   -­‐1,80	   -­‐2,03	   -­‐1,95	  
95%	  val	   -­‐1,96	   -­‐2,14	   -­‐2,10	   -­‐1,79	   -­‐1,73	   -­‐1,75	   -­‐1,96	  
90%	  val	   -­‐1,97	   -­‐2,18	   -­‐2,12	   -­‐1,79	   -­‐1,73	   -­‐1,55	   -­‐1,97	  
80%	  val	   -­‐1,95	   -­‐2,16	   -­‐2,09	   -­‐1,81	   -­‐1,80	   -­‐1,41	   -­‐1,95	  
60%	  val	   -­‐1,95	   -­‐2,14	   -­‐2,08	   -­‐1,81	   -­‐1,75	   -­‐1,13	   -­‐1,96	  
Moyenne	   -­‐1,96	   -­‐2,15	   -­‐2,09	   -­‐1,80	   -­‐1,76	   -­‐1,57	   -­‐1,96	  
STD	   0,01	   0,02	   0,02	   0,01	   0,04	   0,34	   0,01	  
Ecart	   0,04	   0,15	   0,09	   0,20	   0,24	   0,43	   0,04	  
Tableau	   4-­‐4.	   Récapitulatif	   des	   pentes	   spectrales	   issues	   des	   tests	   réalisés	   avec	   les	  
signaux	  dégradés	  :	  périodes	  manquantes	  réparties	  aléatoirement.	  
	  
6	  Conclusion	  	  
	   Les	   deux	   méthodes	   de	   Lomb	   (classique	   et	   Fast)	   couramment	   utilisées	   en	  
science	   de	   l'environnement	   pour	   répondre	   à	   la	   non-­‐équidistance	   dans	   les	   jeux	   de	  
données	   (Schulz	   and	   Stattegger,	   1997,	   Fenoglio-­‐Marc,	   2001,	   Love	   and	   Rigler,	   2014),	  
sont	   effectivement	   très	   robustes.	   Elles	   présentent	   dans	   tout	   les	   cas	   des	   écart-­‐types	  
faibles,	   mais	   les	   résultats	   de	   nos	   tests	   mettent	   en	   avant	   un	   biais	   systématique	  
d'environ	  0,20.	   Il	  serait	   	   intéressant	  de	  pouvoir	  refaire	  des	  tests	  avec	  un	  mouvement	  
brownien	  plus	   long	  en	  entrée,	  afin	  de	  voir	  si	  ce	  biais	  persiste.	  Dans	   le	  cas	  où	  ce	  biais	  
tendrait	   à	   diminuer	   avec	   l'utilisation	   de	   bases	   de	   données	   plus	   importantes,	   la	  
méthode	  Fast	  Lomb	  semble	  une	  bonne	  alternative	  avec	  des	  temps	  de	  calcul	  beaucoup	  
moins	  importants	  que	  la	  méthode	  classique.	  
	   Les	   tests	   ici	   effectués	   ont	   été	   principalement	   séparés	   en	   deux	   parties	   :	   une	  
partie	  teste	  la	  réponse	  aux	  périodes	  manquantes	  consécutives,	  et	  l'autre,	  aux	  valeurs	  
réparties	   de	   manière	   totalement	   aléatoire.	   Dans	   la	   réalité,	   les	   séries	   temporelles	  
comportent	   généralement	   des	   valeurs	   manquantes	   réparties	   sur	   des	   périodes	  
consécutives	  (par	  exemple	  liées	  à	  la	  maintenance	  d'un	  système),	  ainsi	  que	  des	  valeurs	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manquantes	   ponctuelles	   aléatoires.	   Il	   s'agit	   donc	   d'un	   composite	   des	   deux	  
problématiques	  abordé	  par	  nos	  tests.	  	  
	   Nous	  avons	  aussi	  vu	  que	  le	  remplacement	  des	  ces	  valeurs	  manquantes	  par	  des	  
zéros	   était	   à	   proscrire	   (voir	   partie	   5.2.1).	   Donc	   dans	   le	   cas	   des	   tests	   réalisés	   avec	  
uniquement	  des	  valeurs	  manquantes,	  qu'elles	   soient	   réparties	  consécutivement	   (voir	  
partie	  4.2.2)	  ou	  aléatoirement	  (voir	  partie	  5.2.2),	   les	  méthodes	  EMD-­‐HSA	  et	  FFT	  sont	  
les	  plus	  précises.	  Or,	  mathématiquement,	   la	   transformée	  de	  Fourrier	   requiert	  un	  pas	  
de	  temps	  constant,	  ce	  qui	  n'est	  pas	  le	  cas	  de	  la	  méthode	  EMD.	  Dans	  ce	  cadre-­‐là,	  nous	  
avons	   choisi	   de	   favoriser	   l'utilisation	   de	   la	   méthode	   EMD-­‐HSA	   pour	   les	   analyses	  
spectrales	  réalisées	  dans	  cette	  thèse.	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  l'article	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  nous	  avons	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Journal	  of	  Marine	  Systems.	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Abstract	  page	  
In	  this	  paper	  high	  frequency	  fluorescence	  fluctuations	  recorded	  using	  an	  autonomous	  
underwater	  monitoring	  at	  20	  minutes	  time	  resolution	  system	  are	  analyzed,	  from	  2004	  
to	   2011.	   Annual	   blooms	   are	   visible,	   superposed	   to	   multiscale	   fluctuations.	   The	  
probability	   density	   function	   (pdf)	   of	   the	   fluorescence	   time	   series	  obeys	   a	  power	   law	  
with	   slope	   -­‐2.	  The	  pdf	   for	  annual	  portions	  obeys	  also	  power	   laws,	  with	   slopes	  which	  
are	   related	   to	   the	   annual	   average.	   	   Empirical	  mode	  decomposition	   (EMD)	   is	   used	   to	  
study	   the	   dynamics	   and	   display	   the	   power	   spectrum,	   which	   is	   different	   from	   the	  
temperature	   power	   spectrum.	   EMD	   is	   also	   used	   to	   extract	   a	   trend	   and	   isolate	   the	  
blooms	  from	  the	  high	  frequency	  dynamics.	  
 
Keywords:	   Phytoplankton	   blooms;	   Autonomous	   monitoring;	   Power	   spectra;	   EMD	  
method;	  Probability	  density	  functions;	  Power	  laws;	  English	  Channel.	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Introduction 
	   [1]	   In	   the	   geosciences,	   fields	   and	  processes	   possess	   highly	   variable	   stochastic	  
fluctuations	  on	  a	  large	  range	  of	  spatial	  and	  temporal	  scales,	  often	  superposed	  to	  more	  
regular,	   deterministic	   variations	   associated	   with	   astronomical	   forcing,	   such	   as	   the	  
annual,	   daily	  or	   tidal	   cycles.	  Here	  we	   focus	  on	  phytoplankton	  abundance,	   a	  quantity	  
which	  plays	  an	   important	  role	   in	  aquatic	  ecosystems,	  and	  which	  possesses	  stochastic	  
fluctuations	   as	   well	   as	   deterministic	   aspects	   linked	   with	   seasonal	   variations.	   Indeed	  
phytoplankton	  growth	   is	   influenced	  by	  nutrients,	   temperature,	  and	  needs	   light,	  both	  
fields	   having	   a	   strong	   annual	   cycle.	   In	   the	   Eastern	   English	   channel,	   the	  main	   species	  
responsible	  of	  phytoplankton	  blooms	  is	  Phaeocystis	  (Schapira	  et	  al.,	  2008;	  Monchy	  et	  
al.,	  2012).	  It	  has	  been	  shown	  to	  have	  impacts	  on	  the	  coastal	  ecosystem	  (Dauvin,	  2008;	  
Seuront	  and	  Vincent,	   2008;	   Spilmont	  et	   al.,	   2009;	  Grattepanche	  et	   al.	   2011).	   Several	  
methods	   have	   been	   used	   to	   monitor	   the	   Phaeocystis	   abundance	   in	   this	   region,	  
including	  in	  situ	  sampling	  (Grattepanche	  et	  al.,	  2011;	  Lefebvre	  et	  al.,	  2011;	  Houliez	  et	  
al.,	   2013),	   ocean	   color	   inversion	   (Lubac	   et	   al.,	   2008),	   or	   automatic	   high	   frequency	  
sampling	  (Zongo	  et	  al.,	  2011).	  
	   [2]	  We	  analyze	  here	  a	  time	  series	  recorded	  at	  a	  fixed	  coastal	   location,	  at	  high	  
frequency	   (20	  minutes	   intervals)	   during	   several	   years	   in	   the	  eastern	   English	  Channel	  
(the	   French	   La	  Manche).	   This	   fixed	   buoy	   station	   can	   record	   various	   biogeochemical	  
parameters	   simultaneously;	   we	   focus	   in	   this	   study	   on	   fluorescence	   data,	   proxy	   of	  
phytoplankton	   abundance,	   and	   on	   other	   quantities	   that	   can	   be	   linked	   to	   its	  
determinism:	   water	   temperature,	   nutrients	   concentration,	   light.	   Our	   objective	   is	   to	  
have	   a	   better	   understanding	   of	   the	   fluorescence	   bloom	   dynamics:	   its	   probability	  
distribution,	   its	   time-­‐frequency	   distribution,	   its	   structuration	   in	   relation	   with	   other	  
variables.	  The	  next	  section	  presents	  the	  material	  and	  methods:	  first	  the	  databases	  are	  
presented,	  and	  then	  analyses	  methods	  are	  presented;	  the	  following	  section	  shows	  the	  
results	  and	  the	  last	  one	  is	  a	  discussion	  and	  conclusion.	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Material	  and	  methods	  	  
MAREL	  database	  	  
	   [3]	   The	   time	   series	   analyzed	   here	   belongs	   to	   the	  MAREL	   network	   (Automatic	  
monitoring	  network	  for	  littoral	  environment,	  IFREMER,	  France),	  which	  is	  based	  on	  the	  
deployment	   of	   moored	   buoys	   equipped	   with	   physico-­‐chemical	   measuring	   devices,	  
working	   in	  continuous	  and	  autonomous	  conditions	   (Berthome	  1994;	  Woerther	  1998;	  
Blain	   et	   al.	   2004;	   Zongo	   et	   al.	   2011).	   These	   stations	   use	   automatic	   systems	   for	  
seawater	   analysis	   and	   real	   time	   data	   transmission,	   and	   record	   several	   parameters,	  
such	   as	   temperature,	   salinity,	   nutrients,	   dissolved	   oxygen,	   pH,	   and	   turbidity,	   with	   a	  
fixed	  time	  resolution.	  Other	  time	  series	   from	  the	  MAREL	  network	  have	  been	  studied	  
previously:	   Dur	   et	   al.	   (2007),	   Schmitt	   et	   al.	   (2008)	   and	   Zongo	   and	   Schmitt	   (2011)	  
considered	  data	  recorded	  in	  the	  Seine	  estuary;	  Maneux	  et	  al.	  (2010),	  Sottolichio	  et	  al.	  
(2011),	   Etcheber	   et	   al.	   (2011)	   and	   Lanoux	   et	   al.	   (2013)	   studied	   time	   series	   in	   the	  
Gironde	   estuary,	   in	   relation	   to	   water	   quality	   monitoring	   and	   hypoxia	   studies.	   The	  
measuring	   station	   used	   here,	   the	   MAREL	   Carnot	   station,	   is	   situated	   in	   the	   eastern	  
English	   Channel	   in	   the	   coastal	   waters	   of	   Boulogne-­‐	   sur-­‐mer	   (France)	   at	   position	  
50.7404	  N,	   1.5676	  W	   (Fig.	   1)	   and	   records	   data	  with	   a	   20	  min	   resolution	   except	   the	  
nutrients	  which	  are	  recorded	  with	  a	  periodicity	  of	  12	  hours	  (Zongo	  et	  al.	  2011).	  Water	  
depth	  at	  this	  position	  varies	  between	  5	  and	  11	  m;	  the	  measurements	  are	  done	  using	  a	  
floating	   system	   inserted	   in	   a	   tube,	   1.5	  m	  below	   the	   surface.	   Previously,	   two	   studies	  
have	   been	   published	   using	   this	   dataset:	   Zongo	   and	   Schmitt	   (2011)	   considered	   the	  
scaling	  properties	  of	  pH	  fluctuations	  and	  Huang	  and	  Schmitt	  (2014)	  studied	  the	  cross-­‐
correlation	  between	  temperature	  and	  oxygen	  data.	  The	  MAREL	  Carnot	  buoy	  registers	  
since	   2004	   more	   than	   fifteen	   physico-­‐chemical	   parameters;	   Table	   1	   presents	   the	  
parameters	  used	  in	  the	  present	  study,	  as	  well	  as	  their	  range	  and	  their	  incertitude.	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   [4]	  In	  this	  study	  we	  focus	  mainly	  on	  temperature	  and	  fluorescence	  data.	  Due	  to	  
maintenance	  and	   failure	  of	   the	  automatic	  devices,	  many	  missing	  data	  are	  present	   in	  
the	   series	   (Dur	   et	   al.	   2007).	   The	   percentage	   for	   fluorescence	   is	   close	   to	   80%,	  which	  
represents	   168948	   data	   acquired,	   and	   for	   temperature	   it	   is	   close	   to	   88%,	   which	  
represents	  138574	  data	  acquired	  (see	  Table	  1).	  Since	  we	  perform	  here	  analyses	  on	  an	  
annual	  basis,	  we	  selected	  years	  from	  2004	  to	  2011	  (included).	  	  
[Figure 1 here] 
[Table 1 here] 
 
Probability	  density	  function	  estimation	  
	   [5]	   Since	   there	   are	   tens	   or	   even	   hundreds	   thousands	   data	   points,	   probability	  
densities	   can	   be	   estimated	   using	   narrow	   intervals.	   In	   order	   to	   focus	   on	   all	   values,	  
medium,	  large	  and	  extremes,	  we	  will	  display	  the	  probability	  density	  functions	  in	  log-­‐log	  
plots	  and	  compare	  experimental	  curves	  with	  theoretical	  ones,	  including	  lognormal	  and	  
power-­‐law	  curves.	  This	  is	  a	  direct	  and	  visual	  approach,	  complementary	  than	  statistical	  
tests	  providing	  only	  a	  number.	  
	  	  	  
Empirical	  mode	  decomposition	  	  
	   [6]	  We	   use	   Empirical	   Mode	   Decomposition	   (EMD)	   to	   extract	   the	   trend	   from	  
time	  series,	  and	  Hilbert-­‐Huang	  transform	  (HHT)	   to	  estimate	  power	  spectra.	  Empirical	  
Mode	  Decomposition	  is	  a	  fully	  adaptive	  technique	  which	  has	  been	  proposed	  around	  15	  
years	  ago,	  to	  study	  the	  nonlinear	  and	  nonstationary	  properties	  of	  time	  series	  (Huang	  et	  
al.	   1998;	   1999;	   Frandrin	   et	   al.	   2004).	   The	  main	   idea	   of	   EMD	   is	   to	   locally	   separate	   a	  
given	  multiscale	  signal	  into	  a	  sum	  of	  a	  local	  trend	  and	  a	  local	  detail,	  respectively	  for	  a	  
low	  frequency	  part	  and	  a	  high	   frequency	  part	   (Rilling	  et	  al.	  2003).	  Here	  we	  give	  only	  
the	  main	  idea	  of	  the	  method;	  for	  a	  complete	  description	  one	  can	  refer	  to	  Huang	  et	  al.	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(1998),	  Flandrin	  et	  al.	  (2004)	  or	  more	  recently,	  for	  the	  spectral	  analyses,	  Huang	  et	  al.	  
(2008,	  2009)	  and	  Schmitt	  et	  al.	  (2009).	  	  
	   [7]	  The	  EMD	  method	  works	  as	  an	  algorithm	  which	  is	  data-­‐driven	  and	  expresses	  
a	  multiscale	   time	   series	   as	   the	   sum	  of	   a	   finite	   number	  of	   simpler	   time	   series,	   called	  
modes:	  each	  mode	  is	  an	  oscillating	  time	  series	  having	  a	  zero	  mean	  and	  a	  characteristic	  
time	  scale.	  The	  first	  mode	  corresponds	  to	  the	  high	  frequency	  and	  the	  larger	  the	  mode	  
number,	   the	   lower	  the	  characteristic	   frequency.	  Empirically,	  multiscale	  time	  series	  of	  
length	  N	  data	  points	  have	  𝑛 = 𝑙𝑜𝑔!𝑁	  modes	  (Flandrin	  et	  al.	  2004;	  Huang	  et	  al.	  2008;	  
Huang	   et	   al.	   2009;	   Schmitt	   et	   al.	   2009);	   hence	   here	   for	   130	   to	   180	   thousands	   data,	  
there	   should	   be	   around	   17	   or	   19	  mode	   numbers.	   At	   the	   end	   of	   the	   decomposition	  
algorithm,	  the	  original	   time	  series	  X(t)	   is	  written	  as	  the	  sum	  of	  modes	  and	  a	  residual	  
r(t):	  
	  
	   𝑋 𝑡 = 𝐶𝑖𝑛𝑖=1 𝑡 	   	   (1)	  
	   	   	  
	   [8]	   The	   smoothing	   of	   a	   time	   series,	   or	   the	   trend	   extraction,	   can	   be	   done	   by	  
selecting	   a	   mode	   number	   n0	   correponding	   to	   a	   given	   frequency	   above	   which	   the	  
smoothing	   is	   performed.	   Hence	   the	   original	   time	   series	   can	   be	   written	   as	   a	   trend	  
(smoothed	  version)	  and	  a	  high	  frequency	  term	  x’(t):	  
	  
	   𝑋 𝑡 = 𝑋 𝑡 + 𝑥′(𝑡)	   (2)	  
	  
where	  the	  trend	  and	  high	  frequency	  write:	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   𝑋 𝑡 = 𝐶𝑖𝑛𝑖=𝑛0 𝑡 + 𝑟 𝑡   
𝑥′(𝑡) = 𝐶𝑖𝑛0−1𝑖=1 𝑡 	  
	  
	  
	  
(3)	  
Hilbert	  Spectral	  Analysis	  	  
	   [9]	  The	  EMD	  method	  is	  useful	  to	  perform	  detrending	  and	  denoising.	  It	  has	  also	  
been	   introduced	   as	   a	   preparation	   to	   a	   second	   step,	  Hilbert-­‐Huang	   transform.	   This	   is	  
done	  by	  the	  so-­‐called	  “Hilbert	  Spectral	  Analysis”	  (HSA)	  (Huang	  et	  al.	  1998).	  The	  Hilbert	  
transform	  of	  each	  mode	  time	  series	   is	  estimated,	  and	  used	  to	  compute	  an	  analytical	  
signal,	   i.e.	   a	   complex	   number	   whose	   real	   part	   is	   the	   mode	   and	   imaginary	   part	   the	  
Hilbert	   transform	   of	   the	   mode.	   Then	   an	   instantaneous	   frequency	   and	   amplitude	   is	  
computed	  from	  this	  analytical	  signal.	  The	  HSA	   is	  a	  time-­‐amplitude	  frequency	  analysis	  
technique;	   it	   means	   that	   at	   each	   time	   step,	   an	   amplitude	   and	   a	   frequency	   can	   be	  
extracted,	   for	   each	  mode.	   By	   considering	   the	   full	   EMD-­‐HSA	  method,	   one	   obtains	   at	  
each	  time	  step,	  n	   instantaneous	   frequency	  and	  amplitude	  values	   (one	  value	  for	  each	  
mode).	   The	   local	   energy	   is	   𝐴!(𝜔, 𝑡),	   where	   A	   is	   the	   amplitude	   and	  ω	   time,	   and	   a	  
Hilbert	  power	  spectrum	  can	  be	  estimated	  as:	  
	  
	   ℎ 𝜔 = 1𝑇 𝐴2(𝜔, 𝑡)𝑑𝑡𝑇1 	   	   (4)	  
	  
where	  T	   is	   the	   time	  period	   to	   calculate	   the	   spectrum.	  This	   approach	   can	  be	  used	   to	  
calculate	   power	   spectra	   using	   the	   HSA	   approach,	   which	   is	   similar	   to	   Fourier	   power	  
spectra	  (Kantz	  &	  Schreiber	  2004):	  it	  has	  been	  shown	  in	  Huang	  et	  al.	  (2008,	  2009)	  that	  
both	  Fourier	  and	  Hilbert	  power	  spectra	  have	  the	  same	  behavior	  for	  scaling	  processes.	  
Fourier	   power	   spectra	  were	   used	   in	   previous	   studies	   in	   aquatic	   sciences	   for	   several	  
decades	   (Platt	  &	  Denman	   1975;	   Legendre	  &	   Legendre	   1998;	   Seuront	   et	   al.	   1996a,b,	  
Annexe	  2.	  
214	  
	  
1999,	  2002;	  Winder	  &	  Cloern	  2010);	  however	  here	  we	  estimate	  power	  spectra	  using	  
the	   Hilbert	   approach,	   since	   the	   algorithm	   can	   be	   implemented	   for	   irregular	   data,	  
including	  data	  with	  missing	  values.	  
	  
Results	  	  
Statistics	  :	  climatology	  and	  probability	  density	  function	  
	   [10]	  Figure	  2	  shows	  the	  raw	  fluorescence	  and	  temperature	  data	  between	  2004	  
and	   2011,	   illustrating	   their	   multiscale	   and	   stochastic	   behavior.	   Figure	   3	   shows	   the	  
climatology	   of	   temperature	   and	   fluorescence:	   the	   average	   inter-­‐annual	   variations,	  
estimated	   by	   averaging	   for	   each	   calendar	   day,	   72x8=576	   values.	   The	   temperature	  
climatology	  is	  shown	  to	  illustrate	  the	  seasonal	  variability	  in	  this	  temperate	  climate:	  the	  
average	  water	   temperature	  varies	  between	  6-­‐7	   °C	   in	  winter	  and	  18-­‐19°C	   in	  summer,	  
with	  a	  maximum	  temperature	  between	  30	  July	  and	  20	  September.	  Fluorescence	  data	  
show	  more	   fluctuations	  and	   the	  average	  curve	   is	   less	   smooth;	  however	   the	  seasonal	  
dynamics	   is	   still	   clear,	   and	   a	   bloom	   is	   found	   in	   average	   between	   days	   70	   and	   150,	  
hence	  between	  10	  March	  and	  1	   June.	  The	  maximum	  of	   fluorescence	  happens	  about	  
100	  days	  before	  the	  beginning	  of	  the	  maximum	  temperature	  plateau.	  	  
	   [11]	  The	  fluorescence	  bloom	  statistics	  are	  studied	  by	  considering	  the	  PDF	  of	  the	  
global	   data	   set,	   composed	   of	   168948	   data	   points	   over	   a	   total	   duration	   of	   8	   years.	  
Figure	  4	  represents	  the	  PDF	  in	  log-­‐log	  plot,	  showing	  the	  large	  range	  of	  values	  reached	  
by	  this	  proxy	  of	  phytoplankton	  abundance.	  For	  values	  between	  1	  and	  30,	   the	   log-­‐log	  
plot	  of	  the	  PDF	  is	  quasi-­‐linear.	  A	  power-­‐law	  fit	  of	  slope	  α=2	  for	  hyperbolic	  PDF	  of	  the	  
form:	  
	  
	   𝑝(𝑥) = 𝐶𝑥−𝛼	   (5)	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is	  shown	  for	  comparison	  (C	  is	  a	  constant);	  only	  values	  above	  30	  do	  not	  follow	  this	  law.	  
We	  also	  plot	  in	  the	  same	  figure	  a	  lognormal	  fit	  with	  the	  mean	  and	  standard	  deviation	  
computed	   from	   the	   log-­‐fluorescence	   data	   (mean	   =	   37.8;	   standard	   deviation	   =	   21.9).	  
The	  lognormal	  fit	  is	  not	  bad,	  but	  clearly	  the	  power-­‐law	  fit	  is	  closer	  to	  the	  data.	  Let	  us	  
note	  that	  it	  is	  rather	  classical	  (without	  real	  justification)	  in	  marine	  biology	  to	  take	  the	  
logarithm	   of	   abundance	   data,	   since	   these	   quantities	   display	   too	   huge	   fluctuations.	  
Statistical	   tests	   are	   classically	   applied	   to	   the	   log(A+1)	   time	   series	   (Wang	   et	   al.	   2006;	  
Widdicombe	  et	  al.	  2010;	  Feuchtmayr	  et	  al.	  2012)	  where	  A	  is	  the	  abundance	  data	  (the	  
value	  +1	  is	  introduced	  to	  avoid	  the	  problem	  of	  log(0)).	  It	  is	  clear	  that	  this	  corresponds	  
to	   assume	   that	   the	   logarithm	   abundance	   is	   normally	   distributed,	   hence	   that	   the	  
abundance	  has	  a	  lognormal	  PDF.	  This	  is	  thus	  a	  point	  to	  consider	  more	  closely:	  we	  plot	  
in	   Figure	   5	   a	   lognormal	   graph	   for	   the	   fluorescence	   data.	   For	   a	   lognormal	   PDF	   this	  
should	  be	  a	  straight	   line;	   it	   is	  visible	  that	  this	   is	  the	  case	  over	  only	  a	   limited	  range	  of	  
values.	  Hence	  the	  lognormal	  hypothesis	  is	  not	  verified	  for	  the	  fluorescence	  data.	  The	  -­‐
2	  power	  slope	  found	  here	  shows	  that	  the	  PDF	  is	  close	  to	  a	  Cauchy	  law.	  
[Figure 2 here] 
[Figure 3 here] 
[Figure 4 here] 
[Figure 5 here] 
 
Multivariate	  analysis	  
	   [12]	  Figure	  2	  showed	  that	  the	  bloom	  intensity	  is	  quite	  variable	  according	  to	  the	  
year.	   If	   the	   bloom	   mechanism	   is	   partly	   understood	   —	   it	   needs	   nutrients,	   spring	  
increasing	   temperatures,	   a	   good	   turbulence	   level	   (Steele	   et	   al.	   2010)	  —	   the	   precise	  
mechanism	  is	  still	  not	  understood	  and	  the	  reason	  of	  high	  or	   low	  blooms	  years	   is	  still	  
unknown.	   Here	   we	   try	   to	   statistically	   analyze	   some	   relations	   with	   the	   objective	   to	  
know	  more	  about	  this	  determinism.	  We	  consider	  annual	  portions	  of	  the	  fluorescence	  
data,	  and	  study	  various	  covariations	  between	  measured	  quantities.	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   [13]	  In	  order	  to	  estimate	  globally	  which	  quantity	  has	  the	  most	  influence	  on	  the	  
fluorescence	  dynamics,	  we	  first	  used	  principal	  component	  analysis	  (PCA).	  The	  variables	  
introduced	   were	   fluorescence,	   temperature,	   photosynthetically	   available	   radiations	  
(PAR),	  silicates,	  phosphates,	  and	  nitrates.	  Figure	  6	  shows	  a	  PCA	  in	  three	  dimensions,	  to	  
show	   the	   3	   principal	   components.	   In	   each	   case	   fluorescence	   and	   temperature	   are	  
always	  very	  close.	  This	  means	  there	  is	  probably	  a	  close	  relationship	  between	  these	  two	  
parameters.	  The	  light	  available	  (PAR)	  comes	  second	  and	  seems	  to	  have	  some	  relation	  
with	   the	   fluorescence.	   Concerning	  nutrients,	   silicates	   and	  nitrates	   seem	   to	  have	   less	  
relationship	  with	  the	  fluorescence,	  whereas	  the	  phosphates	  are	  close	  to	  fluorescence,	  
especially	  when	  we	  are	  considering	  the	  components	  3	  and	  1.	  
	   [14]	   Following	   the	   PCA	   indications,	   we	   have	   first	   considered	   a	   possible	  
temperature	  influence	  on	  the	  bloom	  magnitude.	  An	  earlier	  study	  in	  the	  same	  area	  has	  
proposed	   that	   low	   winter	   temperatures	   are	   associated	   with	   low	   bloom	   intensities	  
(Gomez	   and	   Souissi	   2008).	   In	   order	   to	   check	   this,	   we	   plotted	   in	   Figure	   7	   the	  mean	  
annual	   fluorescence	   (which	   is	   dominated	   by	   the	   bloom)	   versus	   the	   mean	   winter	  
temperature	  of	  the	  previous	  winter.	  There	  is	  some	  variability	  and	  only	  8	  points,	  but	  a	  
trend	   is	   visible,	   with	   higher	   winter	   temperatures	   associated	   with	   lower	   bloom	  
intensity,	   hence	   a	   relation	  which	   is	   the	   inverse	   of	   the	   one	   suggested	   in	   Gomez	   and	  
Souissi	  (2008).	  	  
	   [15]	   Phytoplankton	   growth	   needs	   nutrients;	   the	   spring	   availability	   of	   the	  
nutrients	  is	  a	  perquisite	  for	  bloom	  initiation,	  and	  we	  cheek	  here	  if	  nutrients	  abundance	  
is	   directly	   related	   to	   the	   bloom	   magnitude.	   Figure	   8	   shows	   the	   mean	   fluorescence	  
versus	  nutrients	  abundance	  (nitrates,	  silicates	  and	  phosphates)	  and	  Figure	  9	  shows	  the	  
mean	   fluorescence	   versus	   PAR.	   The	  means	   of	   PAR	   and	  nutrients	   are	   compared	  with	  
annuals	  fluorescence	  means	  of	  the	  same	  year,	  unlike	  the	  figure	  7.	  For	  PAR	  data	  (Fig	  9)	  
the	   mean	   value	   is	   computed	   for	   daily	   data:	   a	   threshold	   is	   applied	   to	   remove	  
measurements	   during	   the	   night.	   In	   this	   figure,	   PAR	   as	   well	   as	   fluorescence	   are	  
considered	  only	  during	  the	  bloom	  periods.	  Silicates	  and	  nitrates	  do	  not	  appear	  to	  have	  
Annexe	  2.	  
217	  
	  
direct	  influence	  on	  the	  bloom.	  Concerning	  phosphates	  and	  PAR,	  we	  found	  a	  correlation	  
coefficient	   similar	   to	   the	   one	   between	   fluorescence	   and	   temperature	   data	   (Fig7).	  
Therefore,	   the	   temperature,	   phosphates	   and	   PAR	   seem	   to	   have	   an	   impact	   on	   the	  
fluorescence;	  these	  results	  are	  consistent	  with	  the	  observations	  made	  on	  the	  figure	  6.	  
[Figure 6 here] 
[Figure 7 here] 
[Figure 8 here] 
[Figure 9 here] 
 
 
Structuration	  and	  bloom	  relations	  
	   [16]	  Here	  we	  check	  if	  the	  annual	  abundance	  is	  linked	  with	  the	  structuration	  of	  
the	  data	  during	  the	  same	  year.	  Figure	  10	  shows	  the	  PDF	  estimated	  on	  a	  yearly	  basis	  on	  
the	  fluorescence	  data.	  It	  shows	  that	  the	  power-­‐law	  fit	  is	  always	  quite	  good,	  except	  for	  
2005	  where	  the	  range	  is	  still	  here	  but	  narrower	  than	  the	  other	  years.	  We	  estimate	  the	  
slope	  α	  for	  each	  year	  from	  Equation	  (5),	  which	  is	  not	  2	  anymore,	  but	  varies	  between	  
1.2	  and	  2.3.	  This	  exponent	  characterizes	   the	  structuration	  of	   the	  data:	   the	   lower	   the	  
slope,	   the	  more	   large	   values	   will	   be	   present	   relatively	   to	   the	   other	   ones,	   the	  more	  
intermittent	   the	   distribution,	   with	   many	   extremes.	   Figure	   11	   shows	   the	   mean	  
fluorescence	   value	   versus	   the	   slope	   α,	   indicating	   a	   general	   decrease:	   the	   slope	   is	  
smaller	   for	   larger	  values	  of	   the	  mean	  abundance.	   It	   indicates	   that	   there	   is	  globally	  a	  
larger	  heterogeneity	  or	  intermittency	  when	  blooms	  are	  more	  important:	  larger	  blooms	  
have	  larger	  fluctuations.	  	  
[Figure 10 here] 
[Figure 11 here] 
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Data	  filtering	  and	  power	  spectral	  analysis	  using	  EMD	  
	   [17]	   Here	   we	   apply	   the	   EMD	   method	   on	   the	   fluorescence	   and	   temperature	  
series.	  There	  are	   respectively	  20	  and	  17	  modes	  and	  a	   trend.	  Each	  mode	  has	  a	  mean	  
time	   scale;	   the	  mean	   scales	   of	   the	   first	   14	  modes	   are	   shown	   in	   Figure	   12,	   versus	   le	  
mode	   number.	   There	   is	   an	   exponential	   increase,	   corresponding	   to	   a	   quasi-­‐dyadic	  
decomposition.	  As	  expected,	   the	   first	  modes	  correspond	   to	   the	   smallest	   time	  scales,	  
and	  the	  larger	  the	  mode	  number,	  the	  larger	  the	  mean	  scale.	  We	  have	  chosen	  to	  filter	  
the	  data	  using	  mode	  n0=12,	  having	  a	  mean	  of	  5.07	  days.	  Figure	  13	  shows	  for	  the	  year	  
2006,	   the	   raw	   fluorescence	   data,	   the	   large	   scale	   part	   corresponding	   to	   the	   sum	   of	  
modes	  13	  to	  20	  and	  the	  trend,	  and	  below,	  the	  high	  frequency	  part	  (sum	  of	  modes	  1	  to	  
11).	  This	  approach	  helps	  to	  display	  more	  clearly	  the	  dynamics,	  and	  show	  more	  clearly	  
the	   beginning	   and	   end	   of	   the	   bloom.	   However,	   it	   must	   be	   noted	   that	   the	   high	  
frequency	  fluctuations	  of	  the	  fluorescence	  data	  during	  the	  bloom	  are	  not	  a	  noise	  that	  
should	  be	  removed;	  it	  is	  a	  high	  frequency	  signal,	  showing	  that	  bloom	  dynamics	  is	  quite	  
specific,	  with	  high	  frequency	  oscillations	  that	  recall	  out	  of	  equilibrium	  systems,	  such	  as	  
e.g.	   earthquakes.	   We	   have	   seen	   earlier	   that	   larger	   blooms	   have	   more	   intermittent	  
fluctuations	   (they	   are	   more	   heterogeneous):	   the	   latter	   are	   here	   visible	   using	   EMD	  
filtering.	  Only	  high	  frequency	  monitoring	  can	  detect	  such	  behavior,	  which	  is	  new	  to	  our	  
knowledge,	  and	  which	  is	  certainly	  a	  point	  to	  investigate	  further.	  
	   [18]	  We	  now	  consider	  dynamical	   information	   from	  these	  high	   frequency	   time	  
series	   use	   the	   EMD-­‐HSA	   approach	   to	   estimate	   power	   spectra	   for	   fluorescence	   and	  
temperature.	  The	  spectra	  are	  of	  the	  power-­‐law	  form:	  
	  
	   ℎ(𝜔) ≈ 𝜔−(1+𝛽)	   (6)	  
	   	   	   	   	   	  
Where	  β	   is	   the	  power-­‐law	   scaling	  exponent	  which	   is	  0	   for	   a	  noise,	  2	   for	   a	  Brownian	  
motion	   and	   5/3	   for	   turbulence	   (Huang	   et	   al.	   2008).	   Figure	   14	   shows	   that	   there	   is	   a	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slope	  of	  1.75	  for	  temperature,	  and	  1.24	  for	  fluorescence.	  The	  value	  for	  temperature	  is	  
close	   to	   5/3	   expected	   for	   fully	   developed	   turbulence	   (Kolmogorov	   1941,	   Obhukov	  
1949,	  Frisch	  1995).	  We	  can	  also	  see	  a	  slight	  peak	  close	  to	  12	  hours,	  which	  is	  probably	  
related	   to	   the	   impact	  of	  day/night	   cycles	  on	  photosynthetic	  mechanisms	   inherent	   in	  
phytoplankton	   biomass.	   Such	   power	   law	   property	   and	   slope	   values	   were	   already	  
reported	  in	  earlier	  studies	  (Zongo	  and	  Schmitt	  2011;	  Huang	  and	  Schmitt	  2014)	  but	  with	  
less	  data	  for	  the	  fluorescence	  time	  series.	  	  
	   [19]	  Power	  spectra	  reveal	  some	  dynamical	  structuration,	  whereas	  the	  PDF	  are	  
related	  to	  statistical	  structuration	  (with	  no	  time	  information).	  We	  have	  seen	  in	  figure	  7	  
that	  there	  is	  a	  link	  between	  winter	  temperatures	  and	  the	  fluorescence.	  For	  continuing	  
along	  the	  same	  line,	  we	  have	  considered	  the	  relation	  between	  the	  spectral	  slope	  β	  of	  
the	  temperature	  during	  winter	  time	  and	  fluorescence.	  Fig	  15a	  represents	  β	  versus	  α,	  
the	  fluorescence	  hyperbolic	  slope	  of	  the	  year	  following	  the	  winter	  temperature.	  Here	  
the	  winter	  temperature	  is	  the	  3	  coldest	  months	  of	  the	  year	  (meteorological	  winter).	  A	  
clear	  global	  trend	  can	  be	  found	  (R2=0.88),	  indicating	  that	  the	  more	  intermittent	  years	  
(low	   value	   of	   α)	   are	   associated	   in	   average	   with	   lower	   spectral	   slopes.	   The	   spectral	  
slope	  is	  also	  an	  indicator	  of	  time	  structuration:	  the	  lower	  the	  Hurst	  index	  (for	  fractional	  
Brownian	  motion	  we	  have	  H=((β-­‐1)/2),	  the	  less	  data	  are	  persistent	  and	  the	  larger	  their	  
heterogeneity.	   Such	   relation	   may	   indicate	   that	   larger	   time	   structuration	   and	  
fluctuations	   in	   winter	   temperature,	   give	   rise	   to	   larger	   intensity	   intermittency	   in	  
fluorescence	   data	   during	   the	   following	   year.	   	   Figure	   15b	   represents	   the	   same	  β	   (for	  
winter	  temperature)	  versus	  the	  same	  fluorescence	  annual	  mean	  during	  the	  next	  bloom	  
following	  this	  winter.	  There	  is	  still	  a	  relation,	  but	  less	  clear	  than	  found	  in	  Fig15a:	  high	  β	  
values	   are	  associated	  with	   lower	   fluorescence.	   Figure	  11	  and	  15a	  are	  of	   course	   fully	  
consistent	  with	  figure	  15b.	  	  
[Figure 12 here] 
[Figure 13 here] 
[Figure 14 here] 
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[Figure 15 here] 
 
Discussion	  and	  conclusion	  
	   [20]	   High	   frequency	   sampling	   at	   fixed	   location	   have	   been	   recognized	   to	   be	  
useful	  for	  studying	  the	  variability	  of	  oceanic	  quantities	  at	  many	  different	  scales	  (Dickey	  
1991;	  Dickey	  et	  al.	  1993;	  Chavez	  et	  al.	  1997;	  Chang	  &	  Dickey	  2001;	  Bensoussan	  et	  al.	  
2004;	  Nam	  et	  al.	  2005;	  Dur	  et	  al.	  2007).	  In	  recent	  years	  such	  automated	  systems	  which	  
record	  data	  at	  fixed-­‐point,	  are	  being	  democratization	  in	  coastal	  areas.	  They	  are	  being	  
installed	  in	  many	  places	  in	  the	  world,	  such	  as	  Venice	  (Lovato	  et	  al.	  2013)	  South	  Korea	  
(Nam	   et	   al.	   2005),	   or	   California	   (Frieder	   et	   al.	   2011).	   These	   automated	   fixed-­‐point	  
systems	   are	   essential	   to	   better	   understand	   the	   complex	  mechanisms	   present	   in	   the	  
coastal	  ecosystem.	  	  
	   [21]	   Phytoplankton	   is	   a	   crucial	   element	   in	   the	   marine	   ecosystems	   and	   its	  
dynamics	   is	   subject	   to	   numerous	   multiscale	   forcings	   which	   brings	   a	   great	  
heterogeneity	   (Ritchie	  2009;	  Turchin	  2003).	  The	  abundance	  data	  such	  as	   the	  present	  
time	  series	  tend	  to	  have	  many	  important	  fluctuations	  (Blarer	  and	  Doebeli	  1999),	  hence	  
the	   importance	   of	   using	   high	   frequency	   data	   in	   order	   to	   detect	   and	   study	   their	  
localized	  bursty	  dynamics.	  It	  is,	  therefore,	  important	  to	  use	  numerical	  tools	  adapted	  to	  
these	   high	   frequency	   data	   sets,	   and	   also	   to	   the	   study	   of	   these	   systems	   subject	   to	  
strong	  fluctuations.	  
	   [22]	   Such	   automatic	   high	   frequency	   sampling	   generates	   datasets	   with	   large	  
number	  of	  values	   (here	   several	   thousand),	  and	  hence	  precise	  PDF	  can	  be	  estimated.	  
We	   have	   shown	   the	   global	   fluorescence	   PDF	   and	   precisely	   estimated	   its	   extremes,	  
showing	   that	   while	   the	   lognormal	  model	   is	   not	   too	   far	   from	   the	   data,	   it	   is	   still	   not	  
convenient	  and	  phytoplankton	  abundance	  here	  does	  not	  obey	  a	   lognormal	   law.	  Such	  
law	   is	  often	  assumed	  (Wang	  et	  al.	  2006;	  Tsirtsis	  et	  al	  2008;	  Widdicombe	  et	  al.	  2010;	  
Feuchtmayr	  et	  al.	  2012;	  Segura	  et	  al.	  2013),	  but	  it	  has	  also	  been	  questioned	  (Nummelin	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1998;	  Williamson	  2005).	  With	  a	  precise	  plot	  of	   the	  PDF,	  we	  have	   shown	  here	   that	  a	  
Cauchy	   law	   (characterized	   by	   a	   hyperbolic	   slope	   of	   α=2)	   is	   closer	   to	   the	   data.	   Such	  
relation	  remains	  to	  be	  tested	  on	  other	  fluorescence	  time	  series	  to	  access	  its	  potential	  
universality.	  	  
	   [23]	   Concerning	   the	   bloom	  determinism	   and	   its	   relation	  with	   various	   forcing,	  
we	   have	   shown	   here	   that	   temperature,	   available	   light	   and	   phosphate,	   have	   some	  
direct	   relation	   with	   the	   fluorescence	   abundance.	   First	   of	   all	   we	   found	   that	   winter	  
temperature	  has	  influence	  on	  the	  bloom	  intensity:	  low	  winter	  temperature	  give	  rise	  to	  
large	  blooms	  in	  the	  next	  spring.	  This	  could	  be	  related	  to	  stratification:	  for	  winters	  with	  
low	  temperature,	   the	  spring	  temperature	   increase	  could	  create	  a	   larger	  stratification	  
giving	   a	   larger	   bloom.	   Also,	   as	   expected,	   available	   light	   is	   directly	   linked	   to	   bloom	  
intensity.	  Such	  relation	  is	  not	  surprising	  and	  consistent	  with	  current	  knowledge.	  Finally	  
we	  found	  an	  inverse	  relationship	  between	  phosphate	  abundance	  and	  bloom	  intensity.	  	  
	   [24]	   Looking	  more	   precisely,	   at	   an	   annual	   scale,	   on	   the	   relationship	   between	  
the	  mean	  annual	  fluorescence	  value	  and	  hyperbolic	  PDF	  slope	  of	  fluorescence	  (Fig	  11),	  
we	  found	  that	  larger	  blooms	  have	  larger	  fluctuations.	  This	  showed	  that	  bloom	  events	  
are	  not	  smooth	  mountain-­‐like,	  but	  due	  to	  turbulent	  advection	  and	  complex	  population	  
dynamics,	   bloom	  episodes	   display	   high	   frequency	  oscillations.	   Such	  oscillations	  were	  
visible	  using	  EMD	  to	  separate	  a	  trend	  and	  fluctuation	  (Fig	  13).	  This	  method	  can	  be	  used	  
on	  high	   frequency	  data	  with	  missing	  values,	  and	   is	  useful	   to	  detrend	  time	  series	  and	  
extract	   local	   high	   frequency	   fluctuation	   from	   trends.	   It	   can	  also	  be	  used	   to	  estimate	  
power	  spectra	  from	  irregular	  data,	  a	  way	  to	  analyze	  the	  dynamics	  and	  locally	  to	  extract	  
amplitude	  and	  frequency	  information.	  It	  was	  used	  here	  to	  relate	  the	  time	  structuration	  
of	   winter	   temperature	   (though	   its	   spectral	   slope)	   to	   the	   intensity	   structuration	   of	  
fluorescence.	   The	   high	   correlation	   which	   is	   found	   has	   presently	   no	   mechanistic	  
explanation;	   however	   it	   can	   be	   used	   to	   perform	   predictions	   on	   the	   intensity	   and	  
structure	  of	  the	  bloom	  in	  spring,	  based	  on	  previous	  winter	  temperature	  records.	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   [25]	   Phytoplankton	   bloom	   dynamics	   is	   complex,	   related	   to	   many	   different	  
forcing	   and	   parameters,	   though	   nonlinear	   and	   stochastic	   relations.	   Their	   dynamics	  
belongs	   to	   many	   different	   scales	   and	   high	   frequency	   measurements	   are	   needed	   to	  
extract	   and	   study	   such	   fields.	   Here	   high	   frequency	  monitoring	  multi-­‐parameter	   data	  
have	  been	  used	   to	   study	  phytoplankton	  bloom	  at	  high	   frequency.	   Several	   laws	  have	  
been	   found.	   Their	   universality	   remains	   to	   be	   assessed.	  However	   the	  methodological	  
usefulness	  of	  the	  approaches	  proposed	  here	  is	  likely	  to	  be	  universal.	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Tables	  	  
Parameter Fluo-
rescence 
Temp-
erature 
P.A.R Silicates Nitrates Phosphates 
Available data 2004 to 
2011 
2004 to 
2010 
2004 to 
2011 
2004 to 
2009 
2004 to 
2009 
2004 to 
2009 
Number of present 
data 
168948 138574 92204 3175 3029 2719 
% of acquisition 
values 
80 88 44 72 69 62 
frequency 20 min 20 min 20 min 12h 12h 12h 
Table	   1.	   The	   MAREL	   Carnot	   parameters	   used	   in	   the	   present	   study,	   with	   their	  
percentages	  of	  acquisition	  values	  and	  frequencies.	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Figures	  	  
 
Figure	   1.	   A	   map	   showing	   the	   measurement	   location	   in	   Boulogne-­‐sur-­‐mer’s	   coastal	  
waters	  (France)	  at	  position	  50.7404	  N,	  1.5676	  W,	  in	  the	  eastern	  English	  Channel. 
 
Figure	  2.	  Raw	  data	  from	  MAREL	  Carnot	  between	  2004	  and	  2011,	  the	  fluorescence	  (in	  
FFU)	  and	  below	  the	  temperature	  (in	  °C).	  Vertical	  lines	  separate	  each	  year.	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Figure	   3.	   The	   climatology	   of	   both	   fluorescence	   and	   temperature:	   inter-­‐annual	   daily	  
averages	  computed	  using	  the	  data	  from	  2004	  to	  2011.	  	  
 
Figure	  4.	  The	  probability	  density	  function	  in	  log-­‐log	  scale	  of	  fluorescence	  data,	  power-­‐
law	  and	  lognormal	  fits	  are	  shown	  for	  comparison.	  
	  
Annexe	  2.	  
233	  
	  
 
Figure	  5.	  Lognormal	  test	  of	  the	  fluorescence	  distribution,	  using	  the	  so-­‐called	  lognormal	  
probability	   plot;	   the	   black	   line	   is	   a	   straight	   line	   corresponding	   to	   the	   lognormal	  
distribution,	  and	  the	  dots	  are	  the	  fluorescence	  data.	  	  
 
 
Figure	   6.	   Principal	   component	   analysis	   represented	   in	   3D	   and	   2D	   for	   time	   series	   of	  
nitrates,	  phosphates,	  silicates,	  P.A.R,	  temperature	  and	  fluorescence.	  	  
	  
Annexe	  2.	  
234	  
	  
	  
Figure	   7.	   Annual	   fluorescence	   versus	   annual	   temperature.	   The	   global	   negative	  
relationship	  is	  the	  opposite	  as	  the	  one	  suggested	  in	  Gomez	  and	  Souissi	  (2008).	  
	  
Figure	   8.	   Annual	   fluorescence	   versus	   average	   nutrient.	   Abundance:	   (a)	   nitrate;	   (b)	  
phosphates	  and	  (c)	  silicates.	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Figure	  9.	  Annual	  fluorescence	  versus	  PAR.	  
	  
Figure	  10.	  PDF	  of	  fluorescence	  data,	  in	  log-­‐log	  scale	  for	  fluorescence,	  for	  each	  year.	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Figure	  11.	  The	  mean	  annual	   florescence	  value	  versus	   the	  hyperbolic	  PDF	  slope	  value	  
for	  the	  same	  period.	  	  
	  
Figure	  12.	  Evolution	  of	  the	  mean	  time	  scale	  of	  each	  mode,	  versus	  the	  mode	  number,	  
for	  temperature	  and	  fluorescence	  data;	  an	  exponential	  relation	  is	  visible	  in	  both	  cases.	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Figure	  13.	  Raw	  fluorescence	  data	  for	  the	  year	  2006,	  superposed	  to	  the	  trend	  estimated	  
using	  the	  EMD	  method,	  modes	  12	  to	  20,	  corresponding	  to	  a	  smoothing	  at	  scale	  5	  days.	  
Below:	  	  the	  high	  frequency	  part,	  corresponding	  to	  the	  sum	  of	  modes	  from	  1	  to	  11.	  
	  
	  Figure	  14.	  Power	  spectra	  in	  log-­‐log	  plot,	  of	  temperature	  and	  fluorescence,	  estimated	  
using	  the	  EMD-­‐HSA	  method.	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Figure	   15.	   Spectral	   slopes	   of	   temperature	   versus:	   (a)	   hyperbolic	   PDF	   slopes	   of	  
fluorescence	  for	  following	  year	  and	  (b)	  mean	  fluorescence	  abundance	  for	  the	  following	  
year.	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Résumé	  
	   L'objectif	   principal	   de	   cette	   thèse	   est	   la	   caractérisation	   des	   dynamiques	   hautes	  
fréquences	  en	  milieu	  côtier	  et	  en	  particulier	  de	  leurs	  extrêmes,	  par	   l'intermédiaire	  de	  l'étude	  
de	   séries	   temporelles	   biogéochimiques	   à	   long	   terme	   enregistrées	   par	   des	   systèmes	  
automatisés.	  
	  	  	  	  	  	  	  	  	  	  	  	  Les	   bases	   de	   données	   hautes	   fréquence	   utilisées	   dans	   cette	   étude	   proviennent	  
majoritairement	   du	   programme	   MAREL,	   qui	   a	   été	   mis	   en	   œuvre	   par	   l'Ifremer.	   Des	   séries	  
temporelles	  basses	  fréquences	  provenant	  des	  programmes	  de	  surveillance	  du	  littoral	  SOMLIT	  
(CNRS,	   INSU)	   et	   SRN	   (Ifremer)	   sont	   mises	   à	   contribution	   pour	   appuyer	   l'importance	   des	  
systèmes	  automatisés.	  La	  méthode	  EMD	  (Empirical	  Mode	  decompostion)	  nous	  a	  servi	  de	  base	  
dans	  de	  nombreuses	  analyses	  pour	  étudier	  ces	  séries	  temporelles.	  Nous	  avons	  aussi	  utilisé	  des	  
méthodes	   plus	   classiques	   empruntées	   aux	   domaines	   de	   l'analyse	   numérique	   et	   de	   la	  
turbulence.	   Cette	   étude	   se	   décompose	   en	   3	   parties,	   et	   plusieurs	   annexes.	   Les	   matériels	   et	  
méthodes	   sont	   présentés	   dans	   la	   première	   partie.	  Dans	   la	   seconde	  partie,	   la	  méthode	   EMD	  
nous	  a	  permis	  de	  mettre	  en	  avant	  les	  fortes	  fluctuations	  contenues	  dans	  les	  blooms,	  ainsi	  que	  
de	  mener	  des	  analyses	  spectrales	  grâce	  à	  un	  couplage	  avec	  la	  transformée	  de	  Hilbert.	  L'analyse	  
en	   composante	   principale	   (ACP)	   a	   mis	   en	   avant	   les	   principaux	   forçages	   exercés	   sur	   la	  
production	  primaire	  et	   les	  profils	  de	  températures	  SOMLIT	   laissent	  supposer	  un	   impact	  de	   la	  
stratification	  sur	  l'intensité	  des	  blooms.	  Dans	  la	  troisième	  partie,	  nous	  avons	  mené	  une	  étude	  
comparative	  entre	  les	  données	  basses	  fréquences	  et	  hautes	  fréquences.	  Et	  deux	  méthodes	  de	  
cross-­‐corrélation	  (TDIC	  et	  co-­‐spectre)	  nous	  ont	  permis	  de	  définir	  une	  échelle	  caractéristique	  de	  
transition	  entre	  les	  températures	  de	  la	  Manche	  occidentale	  et	  orientale.	  En	  annexe	  nous	  avons	  
testé	   la	   robustesse	   de	   différentes	   méthodes	   d'analyses	   spectrales	   quant	   au	   manque	   de	  
données	   dans	   les	   séries	   temporelles,	   qui	   est	   un	   problème	   inhérent	   aux	   bases	   de	   données	  
enregistrées	  par	  des	  systèmes	  automatisés,	  et	  nous	  avons	  reproduit	  un	  article	  qui	  est	  en	  cours	  
de	  soumission.	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  clés	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  Séries	  temporelles	  hautes	  fréquences	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  point	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   fluctuation,	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   turbulence,	   méthode	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   TDIC,	   bloom	  
phytoplanctonique,	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   transition,	   Manche,	   écosystème	   côtier,	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stratification.
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   The	   main	   objective	   of	   this	   thesis	   is	   the	   characterization	   of	   high	   frequency	  
dynamics	  in	  coastal	  areas	  and	  in	  particular	  their	  extremes,	  through	  the	  study	  of	  long-­‐
term	  biogeochemical	  time	  series	  registered	  by	  automated	  systems.	  
	   The	  majority	  of	  high-­‐frequency	  data	  sets	  used	  in	  this	  study	  came	  from	  MAREL	  
program.	   The	   low-­‐frequency	   time	   series	   from	   coastal	   monitoring	   programs	   SOMLIT	  
(CNRS,	  INSU)	  and	  SRN	  (Ifremer)	  are	  employed	  to	  support	  the	  importance	  of	  automated	  
systems.	  The	  EMD	  (Empirical	  Mode	  decomposition)	  method	  has	  provided	  a	  basis	  for	  us	  
to	  study	  several	  of	  these	  time	  series.	  We	  also	  have	  used	  some	  methods	  more	  classical	  
borrowed	  from	  numerical	  analysis	  field	  and	  turbulence.	  This	  study	  is	  organized	  in	  three	  
chapters,	   and	   several	   appendices.	   The	   first	   chapter	   is	   devoted	   to	   the	   material	   and	  
method.	  In	  the	  second	  chapter,	  using	  the	  EMD	  method	  we	  have	  highlighted	  the	  strong	  
fluctuations	  contained	   in	   the	  blooms,	  and	  we	  have	  performed	  spectral	  analyzes.	  The	  
principal	   component	   analysis	   (PCA)	   highlighted	   the	  main	   forcing	   exerted	   on	   primary	  
production	  and	  SOMLIT	  temperature	  profiles	  suggest	  an	  impact	  of	  stratification	  on	  the	  
intensity	  of	  blooms.	  In	  the	  third	  chapter,	  we	  conducted	  a	  comparative	  study	  between	  
low-­‐frequency	  and	  high-­‐frequency	  data.	  Two	  cross-­‐correlation	  methods	  (TDIC	  and	  co-­‐
spectra)	   allowed	   us	   to	   define	   a	   characteristic	   transition	   scale	   between	   the	  
temperatures	  of	  the	  western	  and	  eastern	  English	  Channel.	  In	  appendices	  we	  tested	  the	  
robustness	  of	  different	   spectral	  analysis	  methods	  about	   the	  missing	  data	   in	   the	   time	  
series,	   which	   is	   an	   underlying	   problem	   in	   the	   database	   registered	   by	   automated	  
systems,	  and	  we	  reproduce	  a	  paper,	  which	  is	  under	  submission.	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bloom,	   transition	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