Traditional compiler techniques developed for sequential programs do not guarantee the correctness (sequential consistency) of compiler transformations when applied to parallel programs. This is because traditional compilers for sequential programs do not account for the updates to a shared variable by different threads. We present a concurrent static single assignment (CSSA) form for parallel programs containing cobegin/coend and parallel do constructs and post/wait synchronization primitives. Based on the CSSA form, we present copy propagation and dead code elimination techniques. Also, a global value numbering technique that detects equivalent variables in parallel programs is presented. By using global value numbering and the CSSA form, we extend classical common subexpression elimination, redundant load/store elimination, and loop invariant detection to parallel programs without violating sequential consistency. These optimization techniques are the most commonly used techniques for sequential programs. By extending these techniques to parallel programs, we can guarantee the correctness of the optimized program and maintain single processor performance in a multiprocessor environment.
Introduction
Traditional compiler techniques developed for sequential programs do not guarantee the correctness (sequential consistency) of compiler transformations when applied to parallel programs. This is because traditional compilers for sequential programs do not account for the updates to a shared variable by different threads. We present a concurrent static single assignment (CSSA) form for parallel programs containing cobegin/coend and parallel do constructs and post/wait synchronization primitives. Based on the CSSA form, we present copy propagation and dead code elimination techniques. Also, a global value numbering technique that detects equivalent variables in parallel programs is presented. By using global value numbering and the CSSA form, we extend classical common subexpression elimination, redundant load/store elimination, and loop invariant detection to parallel programs without violating sequential consistency. These optimization techniques are the most commonly used techniques for sequential programs. By extending these techniques to parallel programs, we can guarantee the correctness of the optimized program and maintain single processor performance in a multiprocessor environment.
Under the shared memory parallel programming model, all threads in a job can access a global address space. Communication between threads is via reads and writes of shared variables rather than explicit communication operations. Processors may access a shared variable concurrently without any fixed ordering of accesses, which leads to data races [5, 9] and non-deterministic behavior.
Data races and synchronization make it impossible to apply classical compiler optimization and analysis techniques directly to parallel programs because the classical methods do not account.for updates to shared variables in threads other than the one being analyzed. Classical optimizations may change the meaning of programs when they are applied to shared memory parallel programs [23] . Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice-and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. PPoPP '99 5/99 Atlanta, GA, USA 8 1999 ACM l-581 13-lOO-3/99/0004...$5.00 is not what the programmer would expect, from an intuitive interpretation of the original program. By "the output the programmer expects," we mean the output attained by an execution that follows sequential consistency, which is the most, intuitive and natural memory consistency model for programmers. The intuitive interpretation would lead us to assume that if e is equal to 0, then c should be 1. The reason for this assumption is that if e is equal to 0, then e=a should have executed before a-l, which means b=l should have executed before c-b. We define sequential consistency [18] as follows. , where it is argued that future systems ought to implement, sequential consistency ss their hardware memory consistency model because the performance boost of relaxed memory consistency models does not compensate for the burden it places on system software programmers. We use sequential consistency as the correctness criterion for the execution of parallel shared memory programs.
In this paper, we present analysis and optimization techniques which guarantee sequential consistency. We assume either that sequential consistency is enforced by the target machine or, if the target machine has a relaxed memory consistency model, Figure 2 . The compiler that the back-end compiler optimizations discussed in inserts fences to enforce sethis paper together with quential consistency. One fence generation algorithms present a sequentially conpossible approach to enforce sistent view to the prosequential consistency is to grammer.
insert a fence instruction for each delay edge found by Shasha and Snir's delay set, analysis [28] . A better method is discussed in [19] and is beyond the scope of this paper.
Our techniques make it possible to correctly handle the situations like the one in the example of Figure 1 . Note that the problem arises from redundant load elimination (i.e., the reuse of symbolic register R13 in the intermediate code in Figure l (C) violates sequential consistency). The origin of the problem is that current, commercial compilers were not, implemented with sequential consistency or optimizations on shared variables in mind.
Under the assumption of sequentially consistent execution of the original program, the defining characteristic of a correct compiler transformation in this paper is subset correctness. The remainder of the paper is organized as follows. In the next section, we describe Shasha and Snir's delay set analysis. In Section 3, we present an extension of the static single assignment (SSA) form that makes it possible to handle nested parallel do and cobegin/coend constructs and the post/wait synchronization. We describe algorithms for copy propagation and dead code elimination in Section 4 and global value numbering in Section 5. We present applications of the global value numbering technique, such as common subexpression elimination, redundant, load/store eliminatidn, and hoi&able access detection (loop invariant detection) in Section 6. Section 7 presents related work, and Section 8 concludes our discussion.
Delay Set Analysis
Delays are the minimal ordering between shared variable accesses needed to guarantee sequential consistency. This minimal ordering is a subset of the ordering specified by the source program. It was shown by Shssha and Snir [28] that enforcing delays is sufficient, to guarantee sequential consistency. Thus, instructions not related by the minimal ordering can be exchanged without affecting sequential consistency.
Consider a program control flow graph (CFG). Let P be the ordering specified by the source program on the set, of variable accesses. P is the transitive closure of the ordering represented by the control flow edges in the CFG. Let, C be a conflict relation on the variable accesses. Two memory accesses conflict if they are in different threads that, could execute concurrently, reference the same memory location, and at least one is a write. Each element of C is represented as a bidirectional edge in the CFG. A critical cycle is a cycle of P U C that has no chords in P'. An edge (u,v) E P is 'For two nonadjacent nodes u and v in the cycle, a chord is a (t,l, al) and (a, and (a2, b2) should be enforced to ensure sequentially consisb2) should be enforced to entent execution. sure sequentially consistent execution.
a critical pair if it occurs in a critical cycle. The critical pair relation is a minimal ordering relation that enforces sequential consistency in any execution of the program.
For example, the code shown in Figure 3 (A)a gives a result x=1, y=l, X=0, and Y=l, which is not sequentially consistent, for the interleaving bl a2 b2 al. There is a critical cycle (bl , a2, b2, al, bl) in this program and the P edges in the cycle are (al, bl) and (a2, b2). Thus, the minimal ordering D = {(al, bl), (a2, b2))) must be enforced as delays to guarantee sequential consistency.
One outcome of the code shown in Figure 4 (A) is x=1, y=l, X=0, and Y=l. This is not sequentially consistent and is produced by the interleaving al al a2 b2 bl bl. There is a critical cycle (al, a2, b2, bl, al) in this program and the P edges in the cycle are (bl, al) and (a2, b2). Thus, the minimal ordering D = {(bl, al), (a2, b2))) must be enforced as delays. In other words, bl in iteration i must precede al in iteration i + 1, and a2 and b2 cannot be reordered.
Intermediate Representations
We briefly discuss the concurrent control flow graph (CCFG) and the concurrent static single assignment (CSSA) form in this section. We also discuss how an early form of these representations [20, 21, 221 has been extended to include both nested cobegin/coend and parallel do constructs with post/wait synchronization.
Concurrent Control Flow Graph
A basic block in a CCFG is a sequence of instructions where any branch is at the end and there is at most one shared variable access. If there is more than one shared variable access in an assignment, we decompose the assignment into several assignments so that each contains at most one shared variable access. The shared variable accew is located at the beginning of a basic block for a read access and at the end for a write access. Two basic blocks conflict if their variable P edge (u,v) . 2This example is taken from [28] .
accesses conflict. Conflict edges join conflicting basic blocks and are bidirectional. Each direction of a conflict edge has a label. The label is fit if it is from a definition to a use, 6" if it is from a use to a definition, and S" if it is from a definition to a definition. The labels appear at the head of conflict edges. A synchronization edge labeled c goes from post(S) to a wait(S) on the event variable S.
We have extended our early CCFG [20, 21, 221 to handle parallel do constructs. The definition of CCFG is in Appendix A [20, 21, 221 . Figure 6 shows the CCFG of the code in Figure 5 . The region labeled P represents a parallel do construct which is represented by a pdo node, followed by the representation of the loop body, followed by an endpdo node.
Each parallel do construct is represented using two copies of the and Yellick [15, 16, 171 . Therefore, one copy of the loop body contains conflict edges to itself for each loop carried dependence. Each statement in a copy of the loop body corresponds to a dual statement in the other copy. When we apply a compiler optimization to a parallel do construct, it must be applied to both dual statements symmetrically.
If this is impossible, we do not apply the optimization. 3They used two copies of a control flow graph of an SPMD program to perform delay set analysis. 
Concurrent
Static Single Assignment Form
The concurrent static single assignment (CSSA) form has these three confluence functions: 4 (which is the same as the SSA $-function [7] ) and two new functions: A and $J. These are defined as follows. [31, 321 , are placed at these new confluence points and summarize the interleaving of defining assignments of shared variables in cobegin/coend and parallel do constructs. However, +-assignments and +-assignments are insufficient to represent confluence of values because a definition of a shared variable may reach a use in a different thread. We place a n-function of a shared variable at the point where there is a use of the variable to summarize the confluence of values from different threads.
Like the SSA form for sequential programs, the CSSA form has the following properties: l all uses of a variable are reached by exactly one (static) assignment to the variable l for a variable, the definition dominates the uses if they are not arguments of I$--, *-, or n-functions Translating a CCFG of a parallel program into its CSSA form is a four-step process:
1. compute the execution ordering of basic blocks guaranteed by explicit synchronization 2. place &assignments and q-assignments 3. rename variables 4. place n-assignments
To compute execution ordering, we start with a CCFG G = (N, E,Ntype,Etype).
We compute a set Prec[n] of nodes m E N, which is guaranteed to precede n E N during execution. An iterative algorithm can be used to compute guaranteed execution ordering. The algorithm computes control and synchronization common ancestors of two nodes [8, 221. If there is a synchronization that depends on the loop index of a parallel do construct (e.g., synchronization using arrays) or that is control dependent on a node that uses the loop index of a parallel do, it is impossible to find statically the exact execution ordering with two copies of the loop body in the CCFG because we do not know which post will trigger which wait. We conservatively assume that there is no synchronization between two nodes that have such synchronization. However, there is the synchronization analysis technique developed by Callahan et al. [4] that can be applied to parallel do loops. It considers all the instances of statements in the iteration space and gives the ordering between them.
To insert (6-and +sssignments and rename variables, we can use the algorithm described by Cytron et al. [7] . At a coend and an endpdo nodes, $-assignments will be inserted instead of $-assignments.
The $-function can be removed (before renaming) if the arguments are ordered. The argument with the lowest precedence kills the definitions of all other arguments and can be used instead of the $-function. A similar optimization is used in [31] . A reaching definition of a shared variable to its use may not be one of the arguments of the r-function for the use if it is killed by another reaching definition, or if its defining assignment executes after the use. We assign the n-function to a new temporary variable and insert this assignment immediately before the use. The use is replaced by this temporary variable. The algorithm for placing n-assignments is presented in Appendix B.
The CSSA form of the CCFG in Figure 6 is shown in Figure 7 . For simplicity, conflict edges are omitted.
The $-assignments in the lower left corner (in box R) were removed because they are redundant.
Note that we do not place a $-assignment of the parallel do loop index i in the endpdo node because it is killed by the assignment to i in the endpdo node.
After optimizations and transformations on a CSSA form, we convert it into some executable form. Basically, we restore the original shared variable name and remove r-, $-, and #- functions. An example is presented in Figure 8 . Removing #-assignments for a local variable is the same as in the sequential SSA form. Because the $-assignment b2=$(bl, b4) is in the exit node of an outermost parallel construct, we replace the $-function with the original shared variable b and replace the definitions of its arguments bl and b4 with b. The r-function in t0 = r (aO,al,a3) is replaced with a, and then all definitions of its arguments al and a3 are replaced with an assignment to a. Because the $-assignment an=+ (al, a3) is not in the exit node of the outermost parallel construct and the definitions of its arguments are already replaced by a, it is just removed. Also, the use a2 that is not an argument of a $J-, 6 or r-function is replaced by a. Since the definition a2 by $-assignment a2=$(al,a3) reaches a4=#(a2,aO), a4+a2,aO)
is removed, and the use of a4 is replaced by a. We insert an assignment a-a0 at the beginning of the outermost parallel construct because the definition of argument a0 comes from outside the outermost parallel construct. The untouched variables a0, a5, and b2 are treated as different variables from a.
Copy Propagation and Dead Code Elimination
For a copy assignment t-a, we can substitute a for t at every useutoftif[1,3]:
1. the assignment t=a is the only definition of t reaching ut 2. there are no assignments to a between t=a and ut in any program execution
Classical copy propagation may violate sequential consistency in parallel programs. Consider the two threads in Figure 9 (A). After replacing t with a in k=t, we have the code in Figure 9 (B) which can produce an incorrect result t=O ,k=l. This copy propagation violates sequential consistency. The other thread modifies the variable a between t=a and k=t.
In the CSSA form [ Figure 9 (C)], if the propagated variable is shared, a local copy is always used for copy propagation because of r-assignments. Thus, the case in Figure 9 (B) never occurs [ Figure 9 (D)]. Also, the case where the substituted variable is shared never occurs if we do not allow copy propagation when the substituted variable is in a $-, $-, or r-function. Thus, the conventional copy propagation can be directly used if we do not propagate to a +-, $J-, or r-functions and the parallel program is in CSSA form [Figure 9(C) and (D)].
An instruction I is dead if the values it computes are not used in any executable path starting at 1 [25] . Some optimizations, such as copy propagation, produce dead instructions.
In the sequential case, we mark essentialinstructions and follow use-def chains for the variables used in the instructions.
If an instruction is in the chain, it cannot be dead coded. The essential instructions are those that might affect observable behaviors of the program, such as input/output, function call, and control flow instructions4 [3, 251. Dead code elimination for parallel programs is essentially the same as the sequential case but we must consider interactions between threads through shared variables. The CSSA form is useful for dead code elimination in parallel programs because it contains inter-thread use-def chains. The dead code elimination algorithm for parallel programs in CSSA form is the same as the sequential one except definitions from another thread are considered.
Global Value Numbering
The equivalence of variables in sequential programs is defined by Alpern et al. in [2] . This definition is used as a basis for their SSA based value partitioning algorithm. We use the same definition for equivalence of variables in parallel programs. corresponding operand with respect to the operation. The operation label 4 of a node that corresponds to a #-function is subscripted by the CCFG node where the &function is placed. An example of the value graph of a CSSA form is in Figure 10 . The first condition is the same as that of the sequential case. To explain the reason behind the second condition, consider Figure 11 . Assume congruence between a0 and b0 and between al and bl. Also, aSsume the value of t0 is al in execution. Because the value of a n-function can be any of of its arguments, the value of tl will not necessarily be that of bl in the execution. Thus, the first condition cannot be the condition that entails congruence between t0 and tl. We assume a nfunction or a $-function is congruent to its arguments when all the arguments are congruent. Intuitively, a w-function has the same value as its arguments if all the arguments have the same value.
Because of the subscripts, two #-functions in different CCFG nodes are never considered congruent. If the corresponding condition expression for a @function is known, the condition can be incorporated to determine congruence of #-functions in different CCFG nodes [2] .
The concurrent global value numbering (CGVN) algorithm is an optimistic partitioning algorithm to find congruent variables. The algorithm is an extension of a global value numbering algorithm for sequential programs that was developed by Cooper and Simpson [6,  The concurrent global value numbering algorithm is shown in Figure 12 . In concurrent global value numbering, all variables (nodes in the value graph) are initially placed in the same partition and therefore assumed to be congruent. This assumption is refined until a fixed point is reached. The algorithm proceeds in a sequence of steps. In each step, all the nodes in the CCFG are traversed in reverse post order of a spanning tree. The process continues until a fixed point is reached. In step i, (i) a variable (node), whose operation label is not A or $, is in the same partition as another node if they were in the same partition in step i-l, and the corresponding destination of the edges leaving the nodes were pairwise in the same partition in step i-l, or (ii) if the operation label is rr or $J, and its arguments were all in the same partition in step i-l, the node is still in the same partition as its arguments. Without loss of generality, we assume that all definitions in a CSSA form are in one of the following forms: x=y, x=y op 2, x=+(vi,. . . ,Vm), x=$(211,. . . ,v,), and x=r (vi, . . . , urn) , where x is a variable and y and z are either constants or variables. In this algorithm, a value number is a variable name. The function LookUp(index,, v) searches a hash table with a variable v and the hash index index, of its defining expression e. If the value number of the hash index is not defined (i.e., T), it assigns the value number v to i&exe and returns v. Otherwise, it returns the value number of index6. The array ValNum maps a variable or a constant to its value number. In the first for loop, the algorithm gives the same value number to all the nodes of the value graph. The partitions of variables in Figure 10 (B) after the global value numbering is in Figure 10( We will use the result of Corollary 5.5 for our extension A variable is active at a moment during execution if and of common subexpression elimination in the next section.
CGVN treats x-functions and $-functions conservatively in the presence of imprecisely introduced arguments due to imprecise synchronization analysis. Because two ?r-functions ($-functions) are congruent if and only if all their arguments are congruent and because the value of a n-function ($-function) will be the value of one of its arguments, an imprecise argument cannot affect the value of those two Afunctions ($-functions).
6 ADDkatiOnS of Concurrent Global V&ke Numbering
In this section, we discuss some applications rent global value numbering.
Common
Subexpression tion of the concurElimina-
(4 W (C) Figure 13 . Since there exists a critical cycle ( (1), (2), (3), (4), (l)) (i.e., the &like shape in (B)), we have to enforce delays on program edges ((l),(2)) and ((3),(4)) to get sequentially consistent execution. After CSE is done in (C), the CSE violates sequential consistency. The result yl=3, bl=S, al=3, and zl=O of the code in (C) is not possible from the code in (B). and zl=a2+1 after inserting on that of the critian assignment t=a2+1 immediately becal thread Thread2. fore xl-a2+1. CSE introduced two new shared variable accesses (i.e., t).
Common subexpression elimination (CSE) is one of the most common optimization techniques for sequential programs [25] . However, it cannot be applied directly to parallel programs. Consider the code in Figure 13 (A) and its CSSA form in (B). Because a0 and al are congruent, t0 is congruent to a0 and al. Also, xl is congruent to a0 and al. Thus, xl and t0 are congruent. Because x1=3 dominates tO=r(aO, al), XI and t0 have the same value at the point immediately after tO=n(aO,al). Thus, if we apply classical CSE to XI and to, we obtain the program in Figure 13 (C). Doing CSE in this case is equivalent to moving the statement tO=7r(al,a2) to the point immediately after x1=3 and executing it together with x1=3. This makes the result of the program the same as if the order of execution were tO=r(aO,al), yl=tO, al=3, tl=n(bO,bl), zl=tl, bl=5. The result from this execution does not correspond to any result from the original program, and therefore applying classical CSE leads to incorrect results. The problem can be identified by applying delay set analysis, which would show that t0=7r(aO ,al> must execute after b1=5, and al=3 must execute before tl=n(bO,bl). That is, the delay edges in Figure 13 (B) must be enforced. This order is violated by the execution sequence associated with the CSE translation.
As seen in Figure 14 , applying CSE may introduce a shared variable access (t in Figure 14 ). This could be unprofitable depending on the size of the common subexpression, because shared variable accesses take more time than local variable accesses.
Thus, in order to do CSE in parallel programs, we must make use of delay set analysis and we must consider profitability. 
Redundant Load/Store Elimination
Register allocation is an important optimization for sequential programs because the number of machine registers are limited and because register operations are much faster than memory operations. The conventional register allocation algorithm would work well on parallel programs were it not for optimizations, such as loop invariant code motion and redundant load elimination (RLE) applied in the middle of or before the register allocation phase; The sequential consistency violation example in Figure 1 comes from RLE. The redundant store elimination (RSE) removes store operations Let G = (IV, E, Ntype, Etype) be the given CCFG in CSSA form. Done is an array that indicates if a variable is already processed or not. Temp is an array that contains a temporary variable used in CSE for each variable if there is one for the variable. InnermostPC is an array that contains the innermost parallel construct for each node in the CSSA form. First(W) returns the first element in the list W and remove it from W. Children [n] is the set of children of n in the dominator tree. The algorithm traverses the dominator tree in breadth first manner.
Do the delay set analysis on the CSSA form. Do the concurrent global value numbering on the CSSA form. Construct the dominator tree of the CSSA form. let P be the root of the dominator tree.
Wt?-for each node n E N in the CSSA form let h be the innermost parallel construct that contains n that write the same value that was previously written to the same memory location, such that memory traffic is reduced. If we treat the variable in the load or store instruction as an expression, the CCSE can be used for both RLE and RSE of parallel programs without violating any correctness criteria. The CSSA form of the example in Figure 1 is shown in Figure 17 . If we apply CGVN in this form, tl and t2 are not congruent, nor are t4 and t5. The reason is that a0 and a3 are not congruent, nor are a0 and al. Thus, the application of RLE does not change the program.
Hoistable Access Detection
Loop invariant code motion is another common optimization technique for sequential programs. Consider the code in Figure 18 might make the loop infinite. This does not happen in the original program (i.e., the loop invariant code motion violates subset correctness). For conventional compilers doing single threaded analysis, it is common to move a load instruction of a variable in a loop outside the loop if the load instruction is loop invariant. However, if we do not consider modification of the variable by another thread, moving load instructions is another source of sequential consistency violations. We define a hoistable access for parallel programs that is a counterpart to a loop invariant in sequential programs.
Definition
6.1 (Hoistable access) We call any computation in a loop that can be moved outside the loop without affecting the meaning of the given program a hoistable access.
Similar to CSE, the notion of hoistable accesses also involves code motion. Thus, we must guard against sequential consistency violations. We mark a n-assignment in a loop hoistable if moving it outside the loop does not violate ordering enforced by delays and if all its arguments are congruent. If all the variable accesses in an instruction in a loop are hoistable, then the instruction can be moved outside the loop. The They used two copies of a control flow graph of a parallel SPMD program and inserted conflict edges in between these two copies. The graph is used for detecting critical cycles [28] . Also, they present optimization techniques such as communication optimization, message pipelining, and eliminating remote accesses through data reuse for SPMD programs [15, 16, 171. Midkiff, Padua, and Cytron [24] extended Shasha and Snir's delay set analysis [28] to subscripted variables (i.e., arrays) by using a statement instance level flow graph. Knoop, Steffen, and Vollmer [14, 13) presented a unidirectional bit vector data flow analysis frame work based on abstract interpretation and showed that it can be used for code motion and partial dead code elimination. Their framework handles the cobegin/coend construct but not synchronization mechanisms.
Lee, Midkiff, and Padua proposed the CSSA form based on CCFGs for parallel programs with cobegin/coend construct and the post/wait synchronization mechanism. They have extended Wegman and Zadeck's [33] sparse conditional constant propagation algorithm for parallel programs [20, 21, 221 . The CCFG and CSSA form has been extended to handle the parallel do construct in this paper.
Previous work in this field has concentrated mostly on techniques for analyzing parallel programs. There is little work on optimization techniques. We have presented several optimization techniques for parallel programs that extend common optimization techniques for sequential programs such as common subexpression elimination, copy propagation, dead code elimination, loop invariant code motion, and redundant load/store elimination.
Most of the previous work either ignores or avoids using sequential consistency as a correctness criterion.
Our analysis and optimization techniques guarantee sequential consistency. In addition, our work is more general than previous work in representing parallel constructs such as cobegin/coend, parallel do, and post/wait synchronization constructs and in dealing with non-deterministic parallel programs. The CSSA form handles parallel programs with truly shared memory semantics that cannot be handled with copy-in/copy-out semantics.
Conclusions
We proposed two intermediate representations, the concurrent control flow graph and the concurrent static single assignment form, for shared memory parallel programs with nested cobegin/coend and parallel do constructs and post/wait synchronization mechanisms. Like the conventional SSA form, the CSSA form has the following properties: l all uses of a variable are reached by exactly one (static) assignment to the variable. l for a variable, the definition dominates the uses if they are not arguments of 6, ?I-, or 7r-functions Sequential consistency and subset correctness are our correctness criteria for execution and compiler transformations. We have presented a conservative analysis technique called concurrent global value numbering that is used to detect equivalent variables in parallel shared memory programs. We have extended some classical scalar optimization techniques to guarantee sequential consistency on parallel pro-grams in CSSA form. 
