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Esercizi per il corso di Metodi Matematici
Avanzati della Fisica
Alexandre Kamenchtchik
Problema No 1
Costruire un atlante per la sfera n-dimensionale
Sn = {(x1, . . . , xn+1) ∈ Rn+1|
n+1∑
i=1
(xi)2 = 1}.
Soluzione
Prendiamo
U1 = {(x1, . . . , xn+1) ∈ Sn|xn+1 > −1}
= Sn − {il polo Sud},
U2 = {(x1, . . . , xn+1) ∈ Sn|xn+1 < 1}
= Sn − {il polo Nord}.
Introduciamo le coordinate
αi =
xi
1 + xn+1
, i = 1, . . . , n; , xn+1 6= −1,
βi =
xi
1− xn+1 , i = 1, . . . , n; x
n+1 6= 1.
Queste coordinate corrispondono alle proiezioni stereografiche dal polo Sud
e dal polo Nord, rispettivamente. Il cambiamento delle coordinate e` infinita-
mente differenziabile su
α(U1 ∩ U2) = β(U1 ∩ U2) = Rn − {0}.
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Quindi, l’insieme di due carte {(U1, α), (U2, β)} e` un C∞ - atlante.
Davvero,
xi = αi(1 + xn+1);
βi =
αi(1 + xn+1)
1− xn+1 ;
n∑
i=1
(αi)2 =
∑n
i=1(x
i)2
(1 + xn+1)2
=
1− (xn+1)2
(1 + xn+1)2
=
1− xn+1
1 + xn+1
.
Quindi,
βi =
αi∑n
i=1(α
i)2
,
e, viceversa
αi =
βi∑n
i=1(β
i)2
.
Entrambi i sistemi di funzioni sono infinitamente differenziabili se non tutti
αi o βi sono uguali a zero, cioe´ in Rn − {0}.
Problema No 2
Costruire un atlante per il piano proiettivo P 2.
Soluzione
Introduciamo tre carte di coordinate omogenee. La prima carta include
tutte le rette che non giacciono nel piano z = 0. Le coordinate in questa
carta sono
u =
x
z
, v =
y
z
, (1)
dove x, y, z sono coordinate di un punto in R3 che attraversa la retta che
passa anche attraverso l’origine (0, 0, 0) e z 6= 0. Le coordinate x e y possono
avere qualsiasi valore reale e questo e` vero anche per le coordinate omogenee
u e v. La carta (1) non include le rette che giacciono nel piano z = 0 e
dobbiamo introdurre altre due carte:
p =
x
y
, q =
z
y
, (2)
dove y 6= 0 e
r =
y
x
, s =
z
x
, (3)
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dove x 6= 0. Tre carte (1), (2) e (3) costituiscono un atlante del piano
proiettivo P 2. E` facile controllare che le funzioni di transizione tra queste
carte sono differenziabili. Per esempio,
p =
u
v
e` differenziabile quando v 6= 0, cioe` quando y 6= 0, ma l’intersezione della
carta (2) con la carta (1) include solo i punti dove y 6= 0.
Problema No 3
Dimostrare che la parentesi di Lie per i campi vettoriali [X, Y ] soddisfa
l’identita` di Jacobi [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0.
Soluzione
Calcoliamo la doppia parentesi di Lie [X, [Y, Z]]:
[X, [Y, Z]] = X i
∂
∂xi
(
Y j
∂
∂xj
Zk
∂
∂xk
− Zk ∂
∂xk
Y j
∂
∂xj
)
−
(
Y j
∂
∂xj
Zk
∂
∂xk
− Zk ∂
∂xk
Y j
∂
∂xj
)
X i
∂
∂xi
= X i
∂Y j
∂xi
∂Zk
∂xj
∂
∂xk
−X i∂Z
k
∂xi
∂Y j
∂xk
∂
∂xj
− Y j ∂Z
k
∂xj
∂X i
∂xk
∂
∂xi
+Zk
∂Y j
∂xk
∂X i
∂xj
∂
∂xi
+X iY j
∂2Zk
∂xi∂xj
∂
∂xk
−X iZk ∂
2Y j
∂xi∂xk
∂
∂xj
.
Facendo permutazioni cicliche dei campi vettoriali X, Y e Z e cambiando
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propriamente gli indici, arriviamo a
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]]
= X i
∂Y j
∂xi
∂Zk
∂xj
∂
∂xk
−X i∂Z
k
∂xi
∂Y j
∂xk
∂
∂xj
− Y j ∂Z
k
∂xj
∂X i
∂xk
∂
∂xi
+Zk
∂Y j
∂xk
∂X i
∂xj
∂
∂xi
+X iY j
∂2Zk
∂xi∂xj
∂
∂xk
−X iZk ∂
2Y j
∂xi∂xk
∂
∂xj
+Y i
∂Zj
∂xi
∂Xk
∂xj
∂
∂xk
− Y i∂X
k
∂xi
∂Zj
∂xk
∂
∂xj
− Zj ∂X
k
∂xj
∂Y i
∂xk
∂
∂xi
+Xk
∂Zj
∂xk
∂Y i
∂xj
∂
∂xi
+ Y iZj
∂2Xk
∂xi∂xj
∂
∂xk
− Y iXk ∂
2Zj
∂xi∂xk
∂
∂xj
+Zi
∂Xj
∂xi
∂Y k
∂xj
∂
∂xk
− Zi∂Y
k
∂xi
∂Xj
∂xk
∂
∂xj
−Xj ∂Y
k
∂xj
∂Zi
∂xk
∂
∂xi
+Y k
∂Xj
∂xk
∂Zi
∂xj
∂
∂xi
+ ZiXj
∂2Y k
∂xi∂xj
∂
∂xk
− ZiY k ∂
2Xj
∂xi∂xk
∂
∂xj
= 0.
Problema No 4
Dimostrare la formula LXY = [X, Y ] usando un sistema di coordinate
locale.
Soluzione
Supponiamo di avere un sistema di coordinate locale xi intorno al punto P
di varieta` differenziabile M . Supponiamo di avere anche due campi vettoriali
X e Y . Consideriamo una curva integrale del campo vettoriale X cha passa
attraverso il punto P . Sia punto P ′ un punto che appartiene a questa curva
tale che ϕt(P
′) = P , laddove ϕt e` un diffeomorfismo, appartenente al gruppo
1-parametrico (locale) generato dal campo vettoriale X. Le coordinate locali
del punto P ′ xi
′
possono essere rappresentati come le funzioni delle coordinate
locali del punto P : xi
′
(xj). Le curva a cui il campo vettoriale Y e` tangente
nel punto P ′ e`
xi
′
(s) = xi
′
(P ′) + Y i
′
(P ′)s+ o(s), (4)
dove il valore s = 0 corrisponde al punto P ′ e Y i
′
sono componenti del
vettore Y rispetto alla base olonoma ∂
∂xj
′ . Il diffeomorfismo ϕt trasforma
questa curva in una curva che passa attraverso il punto P :
xi(s) =
∂xi
∂xi′
(xi
′
(P ′) + Y i
′
(P ′)s) + o(s) (5)
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e il campo vettoriale
(ϕt)∗Y i(xj) =
∂xi
∂xi
′ Y
i
′
(xj
′
). (6)
Per i valori del parametro t piccoli abbiamo
xi = xi
′
+ tX i(xj
′
) + o(t). (7)
Prendendo in considerazione (7), troviamo che (6) diventa
(ϕt)∗Y i(xj) = Y i(xj) + (X i,jY
j − Y i,jXj)t+ o(t). (8)
Finalmente otteniamo
lim
t→0
Y i − (ϕt)∗Y i
t
= −X i,jY j + Y i,jXj = [X, Y ]i. (9)
Problema No 5
Usando coordinate locali, dimostrare che il diffeomorfismo della varieta` M
commuta con la parentesi di Lie di due campi vettoriali su questa varieta`,
cioe`
[ϕ∗(A), ϕ∗(B)] = ϕ∗([A,B]). (10)
Soluzione
Consideriamo un punto p della varieta` M che in un sistema di coordinate
locale ha le coordinate xi. Supponiamo che il diffeomorfismo ϕ trasporta
questo punto nel punto p′ con le coordinate
x′i = x′i(xj).
Se i campi vettoriali A e B nel punto p hanno la forma
A(xj) = Ai(xj)
∂
∂xj
B(xj) = Bi(xj)
∂
∂xj
le loro curve integrali vicino a questo punto saranno
xi(t) = xi + Ait,
xi(s) = xi +Bis.
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Il diffeomorfismo ϕ trasporta queste curve nel punto p′, dove le loro coordi-
nate si comportano come
x′i(t) = x′i(xj + Ajt) = x′i(xj) +
∂x′i
∂xj
Ajt+ o(t),
x′i(s) = x′i(xj +Bjs) = x′i(xj) +
∂x′i
∂xj
Bjs+ o(s).
Rispettivamente, i campi vettoriali trasportati nel punto p′ hanno la forma
ϕ∗(A)i =
∂x′i
∂xj
Aj
∂
∂x′i
ϕ∗(B)i =
∂x′i
∂xj
Bj
∂
∂x′i
.
Calcoliamo la parentesi di Lie di questi campi vettoriali nel punto p′:
[ϕ∗(A), ϕ∗(B)]
=
∂x′i
∂xj
Aj
∂
∂x′i
∂x′k
∂xl
Bl
∂
∂x′k
− ∂x
′k
∂xl
Bl
∂
∂x′k
∂x′i
∂xj
Aj
∂
∂x′i
.
Notando che
∂
∂x′i
=
∂xj
∂x′i
∂
∂xj
,
possiamo riscrivere la parentesi di Lie come
[ϕ∗(A), ϕ∗(B)]
=
∂x′i
∂xj
AjBl
∂2x′k
∂xl∂xr
∂xr
∂x′i
∂
∂x′k
− ∂x
′k
∂xl
BlAj
∂2x′i
∂xj∂xr
∂xr
∂x′k
∂
∂x′i
+
∂x′i
∂xj
Aj
∂Bl
∂xr
∂x′k
∂xl
∂xr
∂x′i
∂
∂x′k
− ∂x
′k
∂xl
Bl
∂Aj
∂xr
∂x′i
∂xj
∂xr
∂x′k
∂
∂x′i
.
Ora, usando l’uguaglianza
∂x′i
∂xj
∂xr
∂x′i
= δrj ,
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possiamo riscrivere l’espressione precedente come
[ϕ∗(A), ϕ∗(B)]
= AjBl
(
∂2x′k
∂xl∂xj
∂
∂x′k
− ∂
2x′i
∂xl∂xj
∂
∂x′i
)
+
∂x′k
∂xl
Aj
∂Bl
∂xj
∂
∂x′k
− ∂x
′i
∂xj
Bl∂Aj∂xl
∂
∂x′i
=
∂x′k
∂xl
(
Aj
∂Bl
∂xj
−Bj ∂A
l
∂xj
)
∂
∂x′k
= ϕ∗([A,B]).
Problema No 6
Sia T un tensore di tipo (r, s), quanti tensori diversi si possono costruire
da questo tensore usando la contrazione n volte, laddove n ≤ r e n ≤ s ?
Soluzione
Abbiamo r!
n!(r−n)! modi di scegliere n apici del tensore T , che parteciper-
anno alle contrazioni. L’ordine di scelta di questi apici non e` importante;
quindi, prendiamo il numero di combinazioni. Poi dobbiamo scegliere n
pedici, che saranno contratte, e in questo caso l’ordine e` importante, poiche´
esso definisce quale pedice viene contratto con quale apice. Quindi, prendi-
amo il numero di disposizioni s!
(s−n)! . Il prodotto di questi due numeri
r!s!
(r − n)!(s− n)!n!
e` un numero di tensori diversi.
Problema No 7
Dimostrare che l’equazione
d2ζ i = 0,
laddove ζ i e` una forma di Maurer-Cartan di un certo gruppo di Lie e` equiv-
alente all’identita` di Jacobi, espressa nei termini delle costanti di struttura
dell’algebra di Lie:
[Ak, Al] = f
i
klAi,
laddove Ak sono i campi vettoriali della base dell’algebra di Lie duale alla
base delle forme ζ i.
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Soluzione
L’equazione di Maurer-Cartan e`
dζ i = −1
2
f iklζ
k ∧ ζ l.
Applicando a questa equazione la differenziazione esterna d, avremmo
0 = d2ζ i = −1
2
f ikldζ
k ∧ ζ l + 1
2
f iklζ
k ∧ dζ l
=
1
4
f iklf
k
rsζ
r ∧ ζs ∧ ζ l − 1
4
f iklf
l
rsζ
k ∧ ζr ∧ ζs.
Cambiando i ruoli degli indici k e l nell’ultimo termine e usando l’antisimmetria
del prodotto esterno di tre 1-forme, otteniamo
fkrsf
i
klζ
l ∧ ζr ∧ ζs = 0
da qui segue che
fkrsf
i
kl + f
k
slf
i
kr + f
k
lrf
i
ks = 0. (11)
Dall’altro lato
0 = [Ar, [As, Al]] + [As, [Al, Ar]] + [Al, [Ar, As]]
= −fkslf ikrAi − fklrf iksAi − fkrsf iklAi,
che da` la stessa relazione (11) tra le costanti di struttura.
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Problema No 8
Controllare che la parentesi di Lie graduata di derivazioni graduate
[D1, D2] = D1D2 − (−1)k1k2D2D1 (12)
soddisfa la regola di Leibniz graduata
D(ω ∧ ω′) = Dω ∧ ω′ + (−1)krω ∧Dω, (13)
laddove ω′ ∈ Dr(M); e` graduatamente antisimmetrica
[D1, D2] = −(−1)k1k2 [D2, D1] (14)
e soddisfa l’identita` di Jacobi graduata.
[D1, [D2, D3]] = [[D1, D2], D3] + (−1)k1k2 [D2, [D1, D3]]. (15)
Soluzione
D2(ω ∧ ω′) = D2ω ∧ ω′ + (−1k2rω ∧D2ω′;
D1D2(ω ∧ ω′) = D1D2ω ∧ ω′ + (−1k1(r+k2)D2ω ∧D1ω′
+(−1)k2rD1ω ∧D2ω′ + (−1)(k1+k2)rω ∧D1D2ω′;
(D1D2 − (−1)k1k2D2D1)(ω ∧ ω′) = D2ω ∧ ω′ + (−1)k2rω ∧D2ω′
+(−1)k2rD1ω ∧D2ω′ + (−1)(k1+k2)rω ∧D1D2ω′
−(−1)k1k2 [D2D1ω ∧ ω′ + (−1)k2(r+k1)D1ω ∧D2ω′
+(−1)k1rD2ω ∧D1ω′ + (−1)(k1+k2)rω ∧D2D1ω′]
= (D1D2 − (−1)k1k2D2D1)ω ∧ ω′ + (−1)(k1+k2)r(ω ∧ (D1D2 − (−1)k1k2D1D2)ω′).
Quindi, abbiamo dimostrato che la parentesi di Lie graduata (D1D2−(−1)k1k2D2D1)
e` una derivazione graduata di grado (k1 + k2) e soddisfa la regola di Leibniz
graduta (13).
Poi
[D2, D1] = D2D1−(−1)k1k2D1D2 = −(−1)k1k2(D1D2−(−1)k1k2D2D1) = −(−1)k1k2 [D1, D2].
Quindi la parentesi di Lie graduata (12) e` graduatamente antisimmetrica,
cioe` soddisfa l’identita` (14).
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Ora vogliamo verificare l’identita` di Jacobi graduata (15). Calcoliamo le
doppie parentesi di Lie graduate:
[D1, [D2, D3]] = D1(D2D3 − (−1)k2k3D3D2)− (−1)(k2+k3)k1(D2D3 − (−1)k2k3D3D2)D1
= D1D2D3 − (−1)k2k3D1D3D2 − (−1)(k2+k3)k1D2D3D1
+(−1)k2k3+k1(k2+k3)D3D2D1, (16)
[[D1, D2], D3] = D1D2D3 − (−1)k1k2D2D1D3
−(−1)k3(k1+k2)D3D1D2 + (−1)k3(k1+k2)+k1k2D3D2D1, (17)
(−1)k1k2 [D2, [D1, D3]] = (−1)k1k2D2D1D3 − (−1)k1(k2+k3)D2D3D1
−(−1)k1k2+k2(k1+k3)D1D3D2 + (−1)k1k2+k1k3+k2(k1+k3)D3D1D2. (18)
Sostituendo le espressioni (16), (17) e (18) nella formula (15), vediamo che
l’identita` di Jacobi graduata viene rispettata.
Problema No 9
Dimostrare che lo spazio R3 con la legge di moltiplicazione x1x2
x3
 ·
 y1y2
y3
 =
 x1 + y1x2 + y2
x3 + y3 + x1y2 − x2y1
 (19)
e` un gruppo di Lie e la sua azione a sinistra e` una rappresentazione affine.
Calcolare i coefficienti di struttura dell’algebra di Lie rispetto a una base
conveniente. Costruire la rappresentazione aggiunta e le forme di Maurer-
Cartan.
Soluzione
Verifichiamo l’associativita` della legge di composizione (19). x1x2
x3
 ·
 y1y2
y3
 ·
 z1z2
z3
 =
 x1 + y1x2 + y2
x3 + y3 + x1y2 − x2y1
 ·
 z1z2
z3

=
 x1 + y1 + z1x2 + y2 + z2
x3 + y3 + z3 + x1y2 − x2y1 + (x1 + y1)z2 − (x2 + y2)z1
 , (20)
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 x1x2
x3
 ·
 y1y2
y3
 ·
 z1z2
z3
 =
 x1x2
x3
 ·
 y1 + z1y2 + z2
y3 + z3 + y1z2 − y2z1

=
 x1 + y1 + z1x2 + y2 + z2
x3 + y3 + z3 + y1z2 − y2z1 + x1(y2 + z2)− x2(y1 + z1)
 . (21)
Confrontando le espressioni conclusive nelle equazioni (20) e (21), vediamo
che la legge di composizione (19) e` associativa.
E` facile vedere anche che la colonna 00
0

e` l’elemento neutro e la colonna  −x1−x2
−x3

e` l’elemento inverso dell’elemento x1x2
x3
 .
Considerando il prodotto (19) come un’azione a sinistra dell’elemento del
gruppo
 x1x2
x3
 sull’elemento dello spazio vettoriale R3, vediamo che questa
azione puo` essere rappresentata come
g(x)y = x+ Ay,
laddove A e` un’applicazione lineare (operatore lineare, tensore di tipo (1,1))
la cui matrice ha la seguente forma: 1 0 00 1 0
0 −x2 x1
 ,
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cioe` significa che questa azione a sinistra realizza una rappresentazione affine
del gruppo.
Vogliamo ora costruire l’algebra di Lie del nostro gruppo. Scegliamo nel
punto (0, 0, 0) il vettore con le componenti (1, 0, 0). Questo vettore sara`
tangente ad un una curva con le coordinate (t, 0, 0), laddove t e` il parametro
della curva. Sotto l’azione dell’elemento g(x) a sinistra, i punti di questa
curva trasformano come x1x2
x3
 t0
0
 =
 x1 + tx2
x3 − x2t
 .
Quindi, il campo vettoriale invariante e`
A1(g) =
 10
−x2
 = ∂
∂x1
− x2 ∂
∂x3
.
Analogamente il vettore A2(e) = (0, 1, 0) corrisponde al campo vettoriale
invariante
A2(g) =
 01
x1
 = ∂
∂x2
+ x2
∂
∂x3
e il vettore A3(e) = (0, 0, 1) produce il campo vettoriale invariante
A3(g) =
 00
1
 = ∂
∂x3
.
Ora e facile controllare che
[A1, A2] = 2A3
[A1, A3] = 0
[A2, A3] = 0.
Cerchiamo le forme di Maurer-Cartan ωi, i = 1, 2, 3 tali che
ωi(Aj) = δ
i
j.
La forma ω1 che si annulla su A3 deve avere la forma (a, b, 0). Per annullarsi
su A2:
ω1(A2) = b,
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il coefficiente b = 0. Quindi, a = 0 e
ω1 = dx
1.
Analogamente
ω2 = dx
2.
Cerchiamo la forma ω3 nella forma (c, d, 1). Per garantire il suo annullamento
su A1:
ω3(A1) = c− x2 = 0
scegliamo c = x2. Analognamente d = −x1 e, quindi,
ω3 = x2dx
1 − x1dx2 + dx3.
Costruiamo la rappresentazione aggiunta del gruppo. La curva integrale del
vettore A1 sotto l’azione dell’elemento del gruppo a sinistra e a destra ha la
forma:  x1x2
x3
 t0
0
 −x1−x2
−x3
 =
 t0
−2x2t
 .
Quindi, il vettore A1 sotto l’azione dell’automorfismo interno diventa
A˜1 =
 10
−2x2
 .
Similmente
A˜2 =
 01
2x1

e
A˜3 =
 00
1
 .
La matrice B(g) che realizza tale trasformazione e`
B(g) = B(x1, x2, x3) =
 1 0 00 1 0
−2x2 2x1 1
 .
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Queste matrici costituiscono un sottogruppo del gruppo GL(R)3 e la rap-
presentazione aggiunta del nostro gruppo. Questa rappresentazione non e`
fedele, perche´ alla stessa matrice B(g) corrispondono gli elementi del gruppo
con diversi valori di x3. Questa rappresentazione e` riducibile, perche´ il sot-
tospazio unidimensionale dei vettori di forma (0, 0, a) e` uno spazio invariante
rispetto all’azione delle matrici di tipo B(g).
Problema No 10
Trovare i campi vettoriali di Killing sulla sfera S2 di raggio unitario e
descrivere la loro algebra di Lie.
Soluzione
Nella base di coordinate (olonoma) di vettori ∂
∂θ
, ∂
∂φ
le componenti del
tensore metrico g sono
gθθ = 1, gθφ = 0, gφφ = sin
2 θ.
L’equazione di Killing per il tensore metrico e`
Lξg = gij,kξ
k + gikξ
k
,j + gkjξ
k
,i = 0.
Per i = j = θ questa equazione da`
ξθ,θ = 0. (22)
Per i = θ, j = φ l’equazione di Killing da`
sin2 θξφ,θ + ξ
θ
,φ = 0. (23)
Per i = j = φ abbiamo
2 sin θ cos θξθ + 2 sin2 θξφ,φ = 0. (24)
Dall’equazione (23) abbiamo
ξθ,φ = − sin2 θξφ,θ, (25)
e dall’equazione (24) abbiamo
ξφ,φ = − cot θξθ. (26)
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Differenziando l’equazione (26) rispetto a θ e prendendo in considerazione
l’equazione (22) otteniamo
ξφ,φθ =
1
sin2 θ
ξθ. (27)
Calcolando la derivata dell’equazione (25) rispetto a φ, otteniamo
ξθ,φφ = − sin 2θξφ,θφ. (28)
Sostituendo nel secondo membro dell’equazione (28) l’espressione (27), otte-
niamo
ξθ,φφ + ξ
θ = 0. (29)
La soluzione generale dell’equazione (29) e`
ξθ = A cosφ+B sinφ. (30)
Sostituendo l’espressione (30) nell’equazione (26) e integrandolo rispetto a φ,
otteniamo
ξφ = (B cosφ− A sinφ) cot θ + ξφ1 (θ), (31)
laddove ξφ1 (θ) e` una funzione che dipende solo da θ. Confrontando l’ultima
espressione con l’equazione (25), vediamo che la funzione ξφ1 e` una costante.
Quindi, la soluzione generale dell’equazione di Killing e`
ξθ = A cosφ+B sinφ,
ξφ = C − A sinφ cot θ +B cosφ cot θ. (32)
Possiamo scegliere i tre vettori di Killing come
ξ1 = sinφ
∂
∂θ
+ cosφ cot θ
∂
∂φ
,
ξ2 = cosφ
∂
∂θ
− sinφ cot θ ∂
∂φ
,
ξ3 =
∂
∂φ
. (33)
E` facile controllare che le parentesi di Lie di questi campi vettoriali di Killing
soddisfano la relazione
[ξi, ξj] = εijkξk (34)
e costituiscono l’algebra di Lie del gruppo SO(3).
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Problema No 11
Sia {ei, i = 1, . . . , n} una base di uno spazio vettoriale e {ω˜j} la sua base
duale di 1-forme. Dimostrare che {ω˜j ∧ ω˜i, j, k = 1, . . . , n} e` una base di
due-forme.
Soluzione
DImostriamo che una due-forma arbitraria α˜ puo` essere rappresentata come
α˜ =
1
2!
αij(ω˜
i ∧ ω˜j),
laddove
αij = α˜(ei, ej).
Davvero,
α˜(U, V ) = α˜(U iei, V
jej) = αijU
iV j.
Dall’altro lato
1
2
αij(ω˜
i ∧ ω˜j) = 1
2
αij(ω˜
i ⊗ ω˜j − ω˜j ⊗ ω˜i),
1
2
αij(ω˜
i ∧ ω˜j)(U, V ) = 1
2
αij(ω˜
i(U)ω˜j(V )− ω˜j(U)ω˜i)(V ))
=
1
2
αij(U
iV j − U jV i) = αijU iV j.
Il numero di due-forme indipendenti ω˜j ∧ ω˜k e` 1
2
n(n− 1), che e` la dimension-
alita` dello spazio di due-forme.
Problema No 12
Dimostrare che se p˜ e` una 1-forma e q˜ e` una 2-forma, allora
(p˜ ∧ q˜)ijk = piqjk + pjqki + pkqij = 3p[iqjk].
Soluzione
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Sappiamo che q˜ = 1
2
qjkω˜
j ∧ ω˜k e
p˜ ∧ q˜ = 1
3!
(p˜ ∧ q˜)ijkω˜i ∧ ω˜j ∧ ω˜k.
Poi
p˜ ∧ q˜ = 1
2!
piqjkω˜
i ∧ ω˜j ∧ ω˜k = 1
2!
p[iqjk]ω˜
i ∧ ω˜j ∧ ω˜k.
Poiche´ {ω˜i ∧ ω˜j ∧ ω˜k} costituiscono una base, concludiamo che
(p˜ ∧ q˜)ijk = 3!
2!
p[iqjk] =
1
2
(piqjk + pjqki + pkqij
−piqkj − pkqji − pjqik) = piqjk + pjqki + pkqij.
Problema No 13
Dimostrare la formula di commutazione per una p-forma p˜ ed una q-forma q˜:
p˜ ∧ q˜ = (−1)pq q˜ ∧ p˜. (35)
Soluzione
Per dimostrare la formula di commutazione, esprimiamo p˜ e q˜ come le
somme sulle loro componenti moltiplicate per i prodotti esterni di tipo ω˜i ∧
· · ·∧ ω˜j e ω˜k ∧ · · ·∧ ω˜l (p fattori e q fattori, rispettivamente, in ogni prodotto
esterno).
Consideriamo l’espressione
(ω˜i ∧ · · · ∧ ω˜j) ∧ (ω˜k ∧ · · · ∧ ω˜l).
Se due fattori sono intercambiati (per esempio, ω˜j con ω˜i), l’espressione cam-
bia segno. Per muovere ω˜j attraverso q fattori ω˜k ∧ · · · ∧ ω˜l, facciamo q
cambiamenti di questo tipo, quindi
(ω˜i ∧ · · · ∧ ω˜j) ∧ (ω˜k ∧ · · · ∧ ω˜l) = (−1)qω˜i ∧ · · · ∧ ω˜k ∧ · · · ∧ ω˜l ∧ ω˜j.
Facendo questo per ognuno dei p fattori ω˜i ∧ · · · ∧ ω˜j, otteniamo [(−1)q]p
volte, che dimostra la formula (35).
Problema No 14
17
Dimostrare che la differenziazione esterna commuta con i diffeomorfismi, us-
ando un sistema di coordinate locale.
Soluzione
Supponiamo di avere una p-forma che nel punto P della varieta` M puo`
essere rappresentata come
ω˜ = ωi1···ipdx
i1 ∧ · · · ∧ dxip . (36)
La sua derivata esterna e`
dω˜ =
∂
∂x[i
ωi1···ip]dx
i ∧ dxi1 ∧ · · · ∧ dxip . (37)
Un diffeomorfismo f della varieta` M che porta il punto P nel punto P ′ con
le coordinate locali xj
′
trasforma la p-forma ω˜ come segue:
f ∗ω˜ =
∂xi1
∂xi
′
1
· · · ∂x
ip
∂xi
′
p
ωi1···ipdx
i
′
1 ∧ · · · ∧ dxi′p . (38)
Lo stesso diffeomorfismo f induce la seguente trasformazione della (p+1)-
forma dω˜ data dall’equazione (37):
f ∗dω˜ =
∂xi
∂xi
′
∂xi1
∂xi
′
1
· · · ∂x
ip
∂xi
′
p
∂
∂x[i
ωi1···ip]dx
i
′ ∧ dxi′1 ∧ · · · ∧ dxi′p . (39)
La derivata esterna della forma f ∗ω˜ e`
d(f ∗ω˜) =
∂
∂x[i
′
[
∂xi1
∂xi
′
1
· · · ∂x
ip
∂xi
′
p]
ωi1···ip
]
dxi
′ ∧ dxi′1 ∧ · · · ∧ dxi′p
=
∂
∂x[i
′
[
∂xi1
∂xi
′
1
· · · ∂x
ip
∂xi
′
p]
]
ωi1···ipdx
i
′ ∧ dxi′1 ∧ · · · ∧ dxi′p
+
∂xi1
∂xi
′
1
· · · ∂x
ip
∂xi
′
p
∂xi
∂xi
′
∂
∂x[i
ωi1···ip]dx
i
′ ∧ dxi′1 ∧ · · · ∧ dxi′p . (40)
E` facile vedere che la differenza tra le espressioni (39) e (40) e` proporzionale
alle seconde derivate antisimemtrizzate delle coordinate locali del punto P
rispetto alle coordinate del punto P ′ : ∂x
i
∂x[j
′
∂xk
′
]
che, naturalmente, spariscono.
Quindi,
d(f ∗ω˜) = f ∗(dω˜). (41)
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Problema No 15
Sulla sfera S2 usare il teorema di Stokes per dimostrare che una 2-forma
ω˜ e` esatta solo se ∫
S2
ω˜ = 0. (42)
Dimostrare che la 2-forma
ω˜ = x1dx2 ∧ dx3 (43)
definita su R3, essendo integrata sulla sottovarieta` S2 da`∫
S2
ω˜|S2 = 4
3
pi. (44)
Dimostrare che ogni 1-forma β˜ chiusa su S2 e` esatta.
Soluzione
Se ω˜ = dα˜ allora
∫
ω˜ =
∮
α˜, ma il secondo membro di questa equazione
sparisce perche´ non c’e` un bordo.
dω˜ = dx1 ∧ dx2 ∧ dx3 e` una forma standard di volume, allora se B e` una
palla unitaria (dentro S2 in R3) allora
∫
B
dω˜ = volume di palla = 4
3
pi. Sec-
ondo il teorema di Stokes
∫
B
dω˜ =
∫
S2
ω˜|S2 . Ora, ogni 2-forma su una varieta`
di dimensionalita` 2 e` chiusa, poiche´ tutte le 3-forme spariscono. Quindi, ω˜ e`
chiusa, ma non e` esatta.
Consideriamo una 1-forma β˜ su S2 esatta. Integrando dβ˜ su ogni regione
di S2 limitata da una curva G chiusa, troviamo ∮G β˜ = 0 per ogni G. Questo
puo` essere vero se β˜ = df per una certa f . Infatti, la funzione f puo` essere
costruita scegliendo una valore arbitrario f0 in un punto P e integrando β˜
su ogni curva da P a Q, definendo f(Q) = f0 +
∫
β˜. La condizione
∮
β˜ = 0
garantisce l’indipendenza di f(Q) dal cammino da P a Q.
Problema No 16
a) Dimostrare che (n− 1)-forma definita su Rn,
ω˜ = εij···kxidxj ∧ · · · ∧ dxk
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e` diversa da zero dappertutto, quando essa e` ristretta sulla sfera Sn−1 definita
tramite (x1)2 + · · ·+ (xn)2 = 1.
b) Dimostrare che Hn−1(Sn−1) = R1 implica che se α˜ e` una (n−1)-forma
su Sn−1, allora α˜− aω˜ e` esatta, dove a = ∫
Sn−1 α˜/
∫
Sn−1 ω˜.
c) Mostrare che ogni funzione f su Sn−1 puo` essere rappresentata nella
forma f = c+ divωV per una costante c ed un campo vettoriale V su S
n−1.
d) Per un cerchio S1 dimostrare che H1(S1) = R1, costruendo una fun-
zione f tale che df = α˜− aω˜.
Soluzione
a) Tutte le coordinate xi che definiscono una sfera, non possono essere
uguali a zero simultaneamente.
b) Hn−1(Sn−1) e` lo spazio R1, quindi ogni classe di equivalenza e` un mul-
tiplo di ogni altra classe. Poiche´ ω˜ non e` esatta, essa appartiene ad una classe
diversa da zero. Ogni classe di equivalenza contiene un multiplo di ω˜, quindi
per ogni α˜ esiste un numero a tale che α˜− aω˜ ≈ 0, cioe` e` esatta. Integrando
su Sn−1, troviamo il valore di a.
c) Se α˜ − aω˜ = dβ˜, allora β˜ e` una (n − 2)-forma. Sia V il suo vettore
duale rispetto a ω˜, V =∗ β˜, o, β˜ = (−1)n(∗V ). Allora dβ˜ = (−1)n(divωV )ω˜.
Sia f duale di α˜, allora (f − a)ω˜ = (−1)n(divωV )ω˜.
d) In questo caso ω˜ = xdy − ydx = dθ, dove θ e` l’angolo polare. Ogni
altra 1-forma α˜ puo` essere scritta come g(θ)dθ. Troviamo f(θ) tale che
df = [g(θ)− a]dθ
df
dθ
= g(θ)− a,
f =
∫
gdθ − aθ.
Per garantire la continuita` di f , chiediamo f(0) = f(2pi) o
2pia =
∫ 2pi
0
gdθ.
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Quindi, H1(S1) = R1.
Problema No 17
a) Supponiamo che una 1-forma α˜ su M abbia la proprieta`
∫
G α˜ = 0 per
ogni curva chiusa G in M . Dimostrare che α˜ e` esatta.
b) Una varieta` connessa e` semplicemente connessa se ogni curva chiusa
puo` essere continuamente contratta ad un punto singolo. Dimostrare che M
e` semplicemente connessa se e solo se H1(M) = 0.
Soluzione
a) Possiamo costruire una funzione
f(Q) =
∫ Q
P
α˜ + f(P ).
Questa funzione non dipende dal cammino da P a Q grazie al fatto che∫
G α˜ = 0 per ogni curva chiusa in M .
b) Supponiamo che M sia semplicemente connessa, e sia α˜ una qualsiasi
1-forma chiusa. Allora
∫
G α˜ cambia in modo liscio quando la curva G viene
contratta. Pero` G puo` essere fatta abbastanza piccola per stare interamente
dentro una regione dove il lemma di Poincare´ e` applicabile e dove
∫
G α˜ = 0
per ogni curva chiusa. Allora, H1(M) = 0.
Dimostriamo l’affermazione inversa. Se H1(M) 6= 0, esiste una 1-forma
α˜ chiusa che non e` esatta. Quindi, non possiamo deformare in modo liscio
questa curva ad un punto, laddove sarebbe
∫
G′ α˜ = 0, per una contrazione G ′
di G abbastanza piccola.
Problema No 18
Dimostrare la formula
dω(X0, X1, . . . , Xr) =
r∑
i=0
(−1)iXi(ω(X0, . . . , Xˆi, . . . , Xr))
+
∑
0≤i<j≤r
(−1)i+jω([Xi, Xj], Xo, . . . , Xˆi, . . . , Xˆj, . . . , Xr),
dove ω e` una r-forma e laddove il simboloˆsignifica che il termine e` omesso.
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Soluzione
Usiamo il metodo dell’induzione matematica. Per r = 0, ω e` una funzione
e dω(X0) = X0ω e`, quindi, la formula presentata e` corretta. Assumiano che
la formula sia corretta per r − 1. Sia ω una r-forma. Allora,
dω(X,X1, . . . , Xr) = (iX ◦ dω)(X1, . . . , Xr)
= (LXω)(X1, . . . , Xr)− (d ◦ iXω)(X1, . . . , Xr).
(LXω)(X1, . . . , Xr) = X(ω(X1, . . . , Xr))
−
r∑
i=1
ω(X1, . . . , [X,Xi], . . . , Xr).
Poiche´ iXω e` una (r− 1)-forma, abbiamo, secondo l’assunzione di induzione
:
(d ◦ iXω)(X1, . . . , Xr) =
∑
i=1
(−1)i−1Xi(iXω(X1, . . . , Xˆi, . . . , Xr))
+
∑
1≤i<j≤r
(−1)i+j(iXω)([Xi, Xj], X1, . . . , Xˆi, . . . , Xˆj, . . . , Xr)
=
r∑
i=1
(−1)i−1Xi(ω(X,X1, . . . , Xˆi, . . . , Xr))
−
∑
1≤i<j≤r
(−1)i+jω([Xi, Xj], X,X1, . . . , Xˆi, . . . , Xˆj, . . . , Xr).
L’affermazione del nostro teorema segue da queste tre formule.
Problema No 19
Dimostrare che
Γk
′
j′i′ = Λ
k′
k Λ
i
i′Λ
j
j′Γ
k
ji + Λ
k′
k Λ
i
i′(∇iΛkj′), (45)
dove ∇iΛkj′ significa
dΛk
j′
dλi
e ei =
d
dλ
e Λkj′ viene trattata come una funzione
sulle curve integrali di ei.
Soluzione
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∇ei′ej′ = Γk
′
j′i′ek′ = Γ
k′
j′i′Λ
k
k′ek,
∇ei′ej′ = ∇Λii′ei(Λ
j
j′ej) = Λ
i
i′Λ
j
j′Γ
k
jiek + Λ
i
i′ej(∇iΛjj′).
Confrontando le due equazioni precedenti, otteniamo
Γk
′
j′i′Λ
k
k′ek = Λ
i
i′Λ
j
j′Γ
k
jiek + Λ
i
i′ek(∇iΛkj′).
Uguagliando i coefficienti presso i vettori ek, otteniamo
Γk
′
j′i′Λ
k
k′ = Λ
i
i′Λ
j
j′Γ
k
ji + Λ
i
i′(∇iΛkj′).
Moltiplicando l’ultima equazione per la matrice Λl
′
k , arriviamo all’equazione
(45).
Problema No 20
Dimostrare che
∇iω˜j = −Γjkiω˜k. (46)
Soluzione
∇i(ω˜j(ek)) = ∇iδjk = 0.
Usando la formula di Leibniz arriviamo a
∇iω˜j = −Γjkiω˜k.
Problema No 21
Dimostrare l’identita` di Bianchi:
Rlk[ij;m] = 0.
Dimostrare che in una base di coordinate questo risultato e` equivalente
all’identita` di Jacobi per le derivate covarianti.
Soluzione
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E` conveniente usare ancora le coordinate normali. Allora
Rlkij = Γ
l
kj,i − Γlki,j
e
Rlkij;m = R
l
kij,m = Γ
l
kj,im − Γlki,jm.
Il primo termine Γlkj,im e` simmetrico in pedici i e m ed il secondo termine
Γlki,jm e` simmetrico in pedici j e m. Quindi l’antisimmetrizzazione rispetto
agli pedici i, j,m elimina entrambi questi termini.
In una base olonoma
[∇i,∇j]ek = Rlkijel.
Applicando la derivata covariante ∇m a questa uguaglianza avremmo nelle
coordinate normali
[∇m, [∇i,∇j]]ek = Rlkij,mel
e facendo le permutazioni cicliche, vediamo che l’identita` di Jacobi per le
derivate covarianti segue dall’identita` di Bianchi.
Problema No 22
Dimostrare che sulla sfera S2 i grandi cerchi sono geodetiche.
Soluzione
La metrica sulla sfera S2 di raggio unitario ha le seguenti componenti
nella base di coordinate θ, φ:
gθθ = 1, gφφ = sin
2 θ, gθφ = 0. (47)
I simboli di Christoffel sono
Γφθφ = Γ
φ
φθ = cot θ, Γ
θ
φφ = − sin θ cos θ. (48)
Tutti gli altri simboli di Christoffel sono uguali a zero. L’equazione di geode-
tica per la coordinata φ e`
d2φ
dt2
+ 2Γφφθ
dθ
dt
dφ
dt
=
d2φ
dt2
+ 2 cot θ
dθ
dt
dφ
dt
= 0. (49)
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L’equazione (49) puo` essere riscritta come
d ln dφ
dt
dt
= −2d ln sin θ
dt
. (50)
Integrando questa equazione, otteniamo
dφ
dt
=
C
sin2 θ
, (51)
dove C e` una costante di integrazione. L’equazione di geodetica per la coor-
dinata θ e`
d2θ
dt2
+ Γθφφ
(
dφ
dt
)2
=
d2θ
dt2
− sin θ cos θ
(
dφ
dt
)2
= 0. (52)
Sostituendo (51) nell’equazione (52), otteniamo
d2θ
dt2
=
C2 cos θ
sin3 θ
. (53)
Moltiplicando l’equazione (53) per 2dθ
dt
, otteniamo
d
[(
dθ
dt
)2]
dt
= −
d
(
C2
sin2 θ
)
dt
. (54)
Integrando questa equazione, otteniamo
dθ
dt
= ±
√
D − C
2
sin2 θ
. (55)
Confrontando equazioni (51) e (55), otteniamo
dθ
dφ
= ± sin θ
√
A sin2 θ − 1, (56)
dove la costante A ≥ 1.
Ora ricordiamo, che un grande cerchio e` una intersezione della sfera con
un piano che include l’origine delle coordinate. L’equazione di questo piano
in coordinate cartesiane e`
αx+ βy + γz = 0. (57)
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Sostituendo nell’equazione (57) le espressioni di x, y e z tramite le coordinate
sferiche sulla sfera unitaria, abbiamo
α sin θ cosφ+ β sin θ sinφ+ γ cos θ = 0. (58)
Questa equazione implica
cot θ = B sin(φ+ φ0). (59)
Da questa equazione possiamo ottenere l’equazione differenziale
dθ
dφ
= ± sin θ
√
(1 +B2) sin2 θ − 1, (60)
che ha la stessa struttura dell’equazione (56).
Problema No 23
Sulla sfera S2 costruire una connessione affine tale che la curve di rotta
lossodromica diventino geodetiche.
Soluzione
Le curve di lossodromia sono quelle che intersecano i meridiani sotto lo
stesso angolo e quindi soddisfano all’equazione differenziale
dθ
dφ
= F sin θ, (61)
dove F e` una costante. I meridiani rimangono geodetiche, quindi, e` ragionev-
ole supporre che
Γθθθ = Γ
φ
θθ = 0, (62)
Γφφθ = cot θ, Γ
θ
φθ = 0. (63)
Pero` anche i paralleli diventano geodetiche. Questo signfica, che dovrebbe
essere
Γθφφ = 0 (64)
invece di Γθφφ = − sin θ cos θ. Il risultato (64) puo` essere raggiunto grazie
all’inclusione della torsione. Davvero, usando la formula
Γkij =
1
2
gkm((gim,j + gmj,i − gij,m) + ginT njm + gjnT nim) +
1
2
T kij, (65)
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vediamo che la torsione
T φφθ = cot θ (66)
implica la connessione (64). Inoltre, essa implica
Γφθφ = 0. (67)
Ora possiamo scrivere le equazioni per le geodetiche. La prima di queste
equazioni e`
d2θ
dt2
= 0, (68)
che implica
θ = Bt. (69)
La seconda equazione e`
d2φ
dt2
+ (Γφφθ + Γ
φ
θφ)
dφ
dt
dθ
dt
= 0, (70)
che si riduce a
d2φ
dθ2
+ cot θ
dφ
dθ
= 0. (71)
L’integrazione dell’equazione (71) da`
dφ
dθ
=
H
sin θ
, (72)
che e` equivalente all’equazione per le curve lossodromiche (61).
Problema No 24
Mostrare che in coordinate sferiche in R3 la divergenza del vettore
A = Ar
∂
∂r
+ Aθ
∂
∂θ
+ Aφ
∂
∂φ
(73)
e`
divA =
1
r2
∂
∂r
(r2Ar) +
1
sin θ
∂
∂θ
(sin θAθ) +
∂Aφ
∂φ
. (74)
Soluzione
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La 3-forma di volume nelle coordinate sferiche e`
ω˜ = r2 sin θdr ∧ dθ ∧ dφ. (75)
La 2-forma duale al vettore (73) rispetto alla forma (75) e`
ω˜(A) = r2 sin θ(Ardθ ∧ dφ− Aθdr ∧ dφ+ Aφdr ∧ dθ). (76)
La derivata esterna della 2-forma (76) e`
d[ω˜(A)] = sin θ
(∂r2Ar)
∂r
dr ∧ dθ ∧ dφ+ r2∂(sin θ)
∂θ
dr ∧ dθ ∧ dφ
+r2 sin θ
∂Aφ
∂φ
dr ∧ dθ ∧ dφ
=
(
1
r2
(∂r2Ar)
∂r
+
1
sin θ
∂(sin θ)
∂θ
+
∂Aφ
∂φ
)
r2 sin θdr ∧ dθ ∧ dφ
= (divAω˜. (77)
Dall’ultima formula l’espressione (74) segue immediatamente.
Problema No 25
Trovare la forma dell’operatore di Laplace di una funzione scalare in co-
ordinate sferiche.
Soluzione
L’operatore di Laplace di una funzione scalare puo` essere rappresentato
come
∆f = div gradf, (78)
dove gradf e` un vettore definito mediante azione del tensore metrico con-
travariante sulla 1-forma
df =
∂f
∂r
dr +
∂f
∂θ
dθ +
∂f
∂φ
dφ. (79)
Ricordando che
grr = 1, gθθ =
1
r2
, gφφ =
1
r2 sin2 θ
, (80)
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troviamo
gradf =
∂f
∂r
∂
∂r
+
1
r2
∂f
∂θ
∂
∂θ
+
1
r2 sin2 θ
∂f
∂φ
∂
∂φ
. (81)
Sostituendo l’espressione (81) nell’equazione (78) e usando la formula (74),
otteniamo
∆f =
1
r2
∂
∂r
(
r2
∂f
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂f
∂θ
)
+
1
r2 sin2 θ
∂2f
∂φ2
. (82)
Problema No 26
Derivare la formula che collega i simboli di Christoffel con le componenti
della metrica, della torsione e con i coefficienti di non-olonomita`.
Soluzione
La metrica e la derivata covariante sono compatibili se e solo se il prodotto
scalare di due vettori non cambia a causa del trasporto parallelo. Questo
succede se la derivata covariante del tensore metrico e` uguale a zero. Infatti,
(∇(g(A,B)) = (∇g)(A,B) + g(∇A,B) + g(A,∇B) = 0.
Poiche´ ∇A = ∇B = 0 per la definizione del trasporto parallelo, ∇g = 0. In
una base arbitraria, introduciamo
gij = g(ei, ej).
Allora
∇ekgij = ekgij = g(∇ekei, ej) + g(ei,∇ekej)
= g(Γniken, ej) + g(ei,Γ
n
jken)
= Γnikgnj + Γ
n
jkgin. (83)
Ora, e` conveniente rappresentare i coefficienti della connessione affine come
Γkij = Γ
k
(ij) + Γ
k
[ij], (84)
laddove la parte antisimmetrica di Γkij e`
Γk[ij] =
1
2
Ckji +
1
2
T kij.
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Riscrivendo la relazione (83) per diverse combinazioni di pedici, abbiamo
gij,k = Γ
n
ikgnj + Γ
n
jkgin,
gik,j = Γ
n
ijgnk + Γ
n
kjgin,
gkj,i = Γ
n
kignj + Γ
n
jigkn. (85)
La combinazione delle uguaglianze (85) da`
gkj,i + gik,j − gij,k = 2gnjΓn[ki] + 2ginΓn[kj] + 2gknΓn(ij). (86)
Dall’ultima equazione segue che
Γm(ij) =
1
2
gmk(gkj,i + gik,j − gij,k)
+gmkgnjΓ
n
[ik] + g
mkginΓ
n
[jk]. (87)
Finalmente,
Γmij =
1
2
gmk(gkj,i + gik,j − gij,k)
+
1
2
(gmkgnjC
n
ki + g
mkginC
n
kj + C
m
ji )
+
1
2
(gmkgnjT
n
ik + g
mkginT
n
jk + T
m
ij ). (88)
Nel caso quando la torsione e` assente sparisce la terza riga nell’espressione
(88). Quando la base e` olonoma, sparisce la seconda riga. Quando la base e`
scelta in tal modo che i coefficienti metrici non dipendono dalle coordinate
(per esempio, la base di tetrade gij = ηij), sparisce la prima riga.
Problema No 27
Calcolare il numero delle componenti indipendenti del tensore di cur-
vatura di Riemann metrico.
Soluzione
Scegliendo le coordinate normali avremo
Rijkl ≡ gimRmjkl =
1
2
(gil,jk − gik,jl + gjk,il − gjl,ik). (89)
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Da qui segue
Rijkl = Rklij. (90)
Il numero di coppie di indici ij o kl e` uguale a n(n − 1)/2. Il numero delle
componenti con due coppie uguali di tipo Rikik e` n(n− 1)/2. Il numero delle
componenti con due coppie di indici diverse e`
n(n− 1)
2
[
n(n− 1)
2
− 1
]
× 1
2
=
n2(n− 1)2
8
− n(n− 1)
4
.
Quindi, abbiamo
n2(n− 1)2
8
− n(n− 1)
4
+
n(n− 1)
2
=
n(n− 1)(n2 − n+ 2)
8
.
L’identia` ciclica Ri[kmn] = 0 e` non-banale quando tutti e quattro pedici
sono diversi. Abbiamo, quindi
C4n =
n(n− 1)(n− 2)(n− 3)
4!
vincoli. Finalmente, il numero delle componenti del tensore di Riemann
metrico e`
1
8
(n(n− 1)(n2 − n+ 2)− 1
24
n(n− 1)(n− 2)(n− 3) = 1
12
n2(n2 − 1).
Problema No 28
Dimostrare che il numero massimale di campi vettoriali di Killing in una
varieta` di n dimensioni e` n(n+ 1)/2.
Soluzione
L’equazione di Killing e`
Xi;j +Xj;i = 0 (91)
o
Xi,j +Xj,i − 2ΓmijXm = 0. (92)
Quindi, abbiamo n(n+1
2
equazioni differenziali di primo ordine. Dimostri-
amo, che le seconde derivate delle componenti dei vettori di Killing sono
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univocamente definite dai valori delle prime derivate di queste componenti
a dai valori delle componenti stesse nel punto scelto. Calcoliamo la derivata
dell’equazione (92) rispetto alla coordinata xk. Otteniamo
Xi,jk +Xj,ik − 2Γmij,kXm − 2ΓmijXm,k = 0. (93)
Facendo le permutazioni cicliche dei pedici i, j e k otteniamo altre due
equazioni:
Xk,ij +Xi,kj − 2Γmki,jXm − 2ΓmkiXm,j = 0 (94)
e
Xj,ki +Xk,ji − 2Γmjk,iXm − 2ΓmjkXm,i = 0. (95)
Sommando le equazioni (93) e (94) e sottraendo l’equazione (95), otteniamo
Xi,jk = (Γ
m
ij,k + Γ
m
jk,i − Γmki,j)Xm + (ΓmijXm,k + ΓmjkXm,i − ΓmkiXm,j). (96)
Questo significa che tutte le seconde derivate sono determinate dalle prime
derivate e dai valori delle componenti dei vettori di Killing.
Inoltre, non possiamo scegliere liberamente i valori iniziali per le prime
derivate, perche´ la combinazione simmetrica Xi,j + Xj,i e` determinata dai
valori delle componenti come si vede dalle equazioni di Killing (92). Quindi,
come le condizioni iniziali per le equazioni di Killing possiamo scegliere n
valori iniziali delle componenti di un vettore e n(n− 1)/2 combinazioni anti-
simmetriche delle sue prime derivate Xi,j −Xj,i. Questo definisce il numero
massimale possibile di campi di Killing linearmente indipendenti: n(n+1)
2
.
Problema No 29
Trovare i vettori di Killing per lo spazio Rn.
Soluzione
Nel caso di una base olonoma ei =
∂
∂xi
in Rn le componenti della metrica
sono
gij = δij
e l’equazione di Killing diventa
Xi,j +Xj,i = 0. (97)
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Dimostriamo che le seconde derivate delle componenti dei vettori di Killing,
che soddisfano l’equazione (97), sono uguali a zero. Differenziando l’equazione
(97) rispetto alla coordinata xk, abbiamo
Xi,jk = −Xj,ik.
Poi,
Xi,jk = −Xj,ik = −Xj,ki = Xk,ji = Xk,ij = −Xi,kj = −Xi,jk
e
Xi,jk = −Xi,jk = 0.
Quindi, le componenti dei vettori di Killing dello spazio Rn sono funzioni lin-
eari di coordinate e possono essere presentati nella seguente forma. Abbiamo
n vettori di Killing
X(i) =
∂
∂xi
, (98)
che descrivono le traslazioni dello spazio Rn e n(n−1)
2
vettori
X(ij) = xi
∂
∂xj
− xj ∂
∂xi
, (99)
che corrispondono alle rotazioni dello spazio Rn intorno all’origine del sis-
tema di coordinate cartesiane. Queste rotazioni costituiscono un sottogruppo
del gruppo di isometrie che si chiama gruppo di isotropia rispetto al punto
(0, . . . , 0). Naturalmente, si puo` scegliere un’altra base di vettori di Killing
che includera la sottoalgebra di Lie di traslazioni e il sottoalgebra di Lie di
rotazioni rispetto ad un altro (arbitrario) punto dell spazio Rn.
Il numero di tutti i campi di Killing e` uguale a n(n+1)
2
.
Problema No 30
Dimostrare che lo spazio-tempo con l’intervallo
ds2 = dt2 − exp 2t
R
(dx2 + dy2 + dz2)
e` lo spazio di de Sitter.
Soluzione
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Consideriamo uno spazio euclideo R5 con le coordinate Y 0, Y 1, Y 2, Y 3, Y 4
e i coefficienti metrici
g00 = −g11 = −g22 = −g33 = −g44 = 1. (100)
Consideriamo un iperboloide quadridimensionale immerso in questo spazio e
definito dall’equazione
(Y 0)2 − (Y 1)2 − (Y 2)2 − (Y 3)2 − (Y 4)2 = −R2. (101)
Si puo` parameterizzare queste 5 coordinate Y con 4 parametri t, x, y, z nel
modo seguente
Y 0 = R sinh
t
R
+ exp
(
t
R
)
x2 + y2 + z2
2R
,
Y 1 = exp
(
t
R
)
x,
Y 2 = exp
(
t
R
)
y,
Y 3 = exp
(
t
R
)
z,
Y 4 = R cosh
t
R
− exp
(
t
R
)
x2 + y2 + z2
2R
. (102)
La sostituzione delle formule (102) nell’equazione dell’iperboloide (101) mostra
che quest’ultima viene soddisfatta. Ora, i differenziali delle coordinate Y 0, . . . , Y 4
34
sono
dY 0 =
(
cosh
t
R
+ exp
(
t
R
)
x2 + y2 + z2
2R2
)
dt
+ exp
(
t
R
)
xdx+ ydy + zdz
R
,
dY 1 = exp
(
t
R
)(
dx+
x
R
dt
)
,
dY 2 = exp
(
t
R
)(
dy +
y
R
dt
)
,
dY 3 = exp
(
t
R
)(
dz +
z
R
dt
)
,
dY 4 =
(
sinh
t
R
− exp
(
t
R
)
x2 + y2 + z2
2R2
)
dt
− exp
(
t
R
)
xdx+ ydy + zdz
R
. (103)
Sostituendo le espressioni (103) nell’espressione per l’intervalo nello spazio di
5 dimensioni
ds2 = (dY 0)2 − (dY 1)2 − (dY 2)2 − (dY 3)2 − (dY 4)2, (104)
otteniamo
ds2 = dt2 − exp
(
2t
R
)
(dx2 + dy2 + dz2), (105)
cioe` l’intervallo per l’universo di Friedmann piatto, con la legge esponenziale
dell’espansione.
Problema No 31
Dimostrare che lo spazio-tempo con l’intervallo
ds2 = dt2 − sin2 t
R
(dχ2 + sinh2 χ(dθ2 + sin2 θdφ2))
e` uno spazio di anti-de Sitter.
Soluzione
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Consideriamo uno spazio R5 con l’intervallo
ds2 = (dY 0)2 + (dY 4)2 − (dY 1)2 − (dY 2)2 − (dY 3)2, (106)
e introduciamo in questo spazio un’ipersuperficie definita dall’equazione
(Y 0)2 + (Y 4)2 − (Y 1)1 − (Y 2)2 − (Y 3)2 = R2. (107)
Scegliamo su questa ipersuperficie le coordinate
Y 0 = R cos
t
R
,
Y 4 = R sin
t
R
coshχ,
Y 1 = R sin
t
R
sinhχ sin θ cosφ,
Y 2 = R sin
t
R
sinhχ sin θ sinφ,
Y 3 = R sin
t
R
sinhχ cos θ. (108)
I loro differenziali sono
dY 0 = − sin t
R
dt,
dY 4 = cos
t
R
coshχdt+R sin
t
R
sinhχdχ,
dY 1 = cos
t
R
sinhχ sin θ cosφdt+R sin
t
R
coshχ sin θ cosφdχ
+R sin
t
R
sinhχ cos θ cosφdθ −R sin t
R
sinhχ sin θ sinφdφ,
dY 2 = cos
t
R
sinhχ sin θ sinφdt+R sin
t
R
coshχ sin θ sinφdχ
+R sin
t
R
sinhχ cos θ sinφdθ +R sin
t
R
sinhχ sin θ cosφdφ,
dY 3 = cos
t
R
sinhχ cos θdt+R sin
t
R
coshχ cos θdχ
−R sin t
R
sinhχ sin θdθ. (109)
Sostituendo le espressioni (109) nell’equazione (106), otteniamo un’espressione
per l’intervallo sull’iperboloide di anti-de Sitter:
ds2 = dt2 −R2 sin2 t
R
(dχ2 + sinh2 χ(dθ2 + sin2 θdφ2)). (110)
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L’intervallo (110) rappresenta un universo di Friedmann aperto con le sezioni
spaziali che hanno la geometria di un iperboloide a due falde e la cui evoluzione
e` descritta da una legge periodica
a(t) = R sin
t
R
. (111)
Problema No 32
Trovare i vettori di Killing per uno spazio-tempo di Friedmann piatto
e i vettori di Killing per uno spazio di de Sitter, rappresentato come uno
spazio-tempo di Friedmann piatto.
Soluzione
Consideriamo un mondo di Friedmann piatto:
ds2 = dt2 − a2(t)(dx2 + dy2 + dz2). (112)
Le componenti della metrica diverse da zero sono
gtt = 1, gxx = gyy = gzz = −a2(t). (113)
Le componenti della metrica inversa sono
gtt = 1, gxx = gyy = gzz = − 1
a2(t)
. (114)
I simboli di Christoffel sono
Γxtx = Γ
y
ty = Γ
z
tz =
a˙
a
, Γtxx = Γ
t
yy = Γ
t
zz = a˙a, (115)
dove il punto significa la derivata rispetto al tempo cosmico t.
Le equazioni di Killing avranno la seguente forma
Xt,t = 0, (116)
Xt,x +Xx,t = 2
a˙
a
Xx, (117)
Xt,y +Xy,t = 2
a˙
a
Xy, (118)
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Xt,z +Xz,t = 2
a˙
a
Xz, (119)
Xx,x = a˙aXt, (120)
Xy,y = a˙aXt, (121)
Xz,z = a˙aXt, (122)
Xx,y +Xy,x = 0, (123)
Xy,z +Xz,y = 0, (124)
Xz,x +Xx,z = 0. (125)
Ora consideriamo diverse leggi dell’espansione dell’universo date dalla
forma della funzione a(t).
Nel caso quando l’universo e` statico a˙ = 0, le equazioni (116)–(125) si
trasformano nelle equazioni di Killing per lo spazio di Minkowski e ci saranno
10 campi di Killing, che costituiscono l’algebra di Lie del gruppo di Poincare´.
Se a˙ 6= 0, allora, integrando l’equazione (120) avremo
Xx = a˙a
∫
Xt(x, y, z)dx+ X˜x(y, z, t). (126)
Sostituendo l’espressione (137) nell’equazione (117) otteniamo
Xt,x + (a¨a− a˙2)
∫
Xt(x, y, z)dx+
(
˙˜Xx(y, z, t)− 2 a˙
a
X˜x(y, z, t)
)
= 0. (127)
Calcolando la derivata dell’equazione (127) rispetto al tempo e usando il fatto
che Xt non dipende dal tempo, otteniamo
d(a¨a− a˙2)
dt
∫
Xt(x, y, z)dx = − ∂
∂t
(
˙˜Xx(y, z, t)− 2 a˙
a
X˜x(y, z, t)
)
. (128)
Si vede che il primo membro dell’ultima equazione dipende da x e il sec-
ondo membro non dipende. Quindi entrambi membri devono essere uguali a
zero. Ci sono tre opzioni che garantiscono annullamento del primo membro
dell’equazione (128):
1. Xt = 0, a(t)-arbitrario;
2. a¨a− a˙2 = A2 = costante 6= 0;
3. a¨a− a˙2 = 0.
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La prima scelta riduce il sistema di equazioni di Killing (116)–(125) al
sistema di equazioni di Killing nello spazio euclideo tridimensionale. Le sue
soluzioni sono ovviamente tre vettori che corrispondono alle traslazioni e
tre vettori che descrivono le rotazioni. Non c’e´ l’invarianza rispetto alle
traslazioni temporali e rispetto ai boost.
Nel caso della seconda scelta, possiamo calcolare la derivata dell’equazione
(127) rispetto a x arrivando all’equazione
Xt,xx − A2Xt = 0, (129)
la cui soluzione generale e`
Xt = (B1 exp(Ax) +B2 exp(−Ax))X˜t(y, z). (130)
E` facile capire che la dipendenza di Xt da y e z e` analoga a quella da x e,
quindi,
Xt = (B1 exp(Ax) +B2 exp(−Ax))(C1 exp(Ay) + C2 exp(−Ay))
×(D1 exp(Az) +D2 exp(−Az)). (131)
Sostituendo l’espressione (131) all’equazione (120), otteniamo
Xx = a˙a
1
A
(B1 exp(Ax)−B2 exp(−Ax))(C1 exp(Ay) + C2 exp(−Ay))
×(D1 exp(Az) +D2 exp(−Az)) + X˜x(y, z, t) (132)
e analogamente
Xy = a˙a
1
A
(B1 exp(Ax) +B2 exp(−Ax))(C1 exp(Ay)− C2 exp(−Ay))
×(D1 exp(Az) +D2 exp(−Az)) + X˜y(x, z, t). (133)
Sostituendo le espressioni (132) e (133) all’equazione (123) otteniamo
a˙a(B1 exp(Ax)−B2 exp(−Ax))(C1 exp(Ay)− C2 exp(−Ay))
×(D1 exp(Az) +D2 exp(−Az))
+X˜x,y(y, z, t) + X˜y,x(x, z, t) = 0. (134)
Il primo addendo in questa equazione e` un prodotto di funzioni di x, di y e di
z e non puo` essere compensato dalla somma del secondo e del terzo addendo.
39
Quindi, dobbiamo ancora una volta chiedere che Xt = 0 e tornare al caso
dell’universo di Friedmann piatto con i sei vettori di Killing.
Nel caso della terza scelta, la funzione a(t) soddisfa l’equazione
a¨a− a˙2 = 0, (135)
la quale ha una soluzione generale
a(t) = exp
(
t
R
)
, (136)
laddove R e` una costante positiva. Notiamo, che nel limite R→∞, a(t)→ 1
e ci troviamo nello spazio-tempo di Minkowski.
Ovviamente, nel caso quando R 6=∞ tutti i sei campi vettoriali di Killing
del modello piatto di Friedmann sono presenti. Cerchiamo se possono esistere
altri campi vettoriali di Killing. Sostituendo (136) nelle equazioni (117)–
(122), otteniamo
Xt,x +Xx,t =
2
R
Xx, (137)
Xt,y +Xy,t =
2
R
Xy, (138)
Xt,z +Xz,t =
2
R
Xz, (139)
Xx,x =
1
R
exp
(
2t
R
)
Xt, (140)
Xy,y =
1
R
exp
(
2t
R
)
Xt, (141)
Xz,z =
1
R
exp
(
2t
R
)
Xt. (142)
Cercheremo il vettore di Killing, la cui componente temporale e` una costante,
per esempio
Xt = 1. (143)
Allora, le equazioni (137)–(139) danno
Xx = exp
(
2t
R
)
X˜x(x, y, z), (144)
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Xy = exp
(
2t
R
)
X˜y(x, y, z), (145)
Xz = exp
(
2t
R
)
X˜z(x, y, z). (146)
Sostituendo le espressioni (144)–(146) nelle equazioni (140)–(142), possiamo
vedere che le funzioni
X˜x =
x
R
, X˜y =
y
R
, X˜z =
z
R
(147)
soddisfano queste equazioni e inoltre loro soddisfano anche le equazioni (123)–
(125). Quindi, abbiamo trovato un altro campo vettoriale di Killing:
X(t) =
∂
∂t
− 1
R
(
x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
)
. (148)
Nel limite R → ∞ quando lo spazio-tempo diventa lo spazio-tempo di
Minkowski, il vettore (148) diventa il generatore degli spostamenti temporali.
Cerchiamo ora il campo vettoriale di Killing, la cui componente temporale
e`
Xt = x. (149)
Ora le equazioni (137)–(142) diventano
1 +Xx,t =
2
R
Xx, (150)
Xy,t =
2
R
Xy, (151)
Xz,t =
2
R
Xz, (152)
Xx,x =
1
R
exp
(
2t
R
)
x, (153)
Xy,y =
1
R
exp
(
2t
R
)
x, (154)
Xz,z =
1
R
exp
(
2t
R
)
x. (155)
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Dalle equazioni (151) e (152) troviamo
Xy = exp
(
2t
R
)
X˜y(x, y, z) (156)
e
Xx = exp
(
2t
R
)
X˜z(x, y, z). (157)
E` facile controllare che scegliendo
X˜y =
xy
R
, X˜z =
xz
R
(158)
riusciamo a soddisfare le equazioni (154) e (155). Inoltre, anche l’equazione
(125) viene soddisfatta.
Soluzione generale dell’equazione (150) e`
Xx =
R
2
+ exp
(
2t
R
)
X˜x(x, y, z). (159)
Sostituendo l’espressione (159) nell’equazione (153) otteniamo
X˜x =
x2
2R
+ X¯x(y, x). (160)
Sostituendo le espressione (158)–(160) nelle equazioni (123) e (124), troviamo
X¯x = −y
2 + z2
2R
. (161)
Finalmente, abbiamo trovato un altro campo vettoriale di Killing:
X(tx) = x
∂
∂t
+
(
y2 + z2 − x2
2R
− R
2
exp
(
−2t
R
))
∂
∂x
− xy
R
∂
∂y
− xz
R
∂
∂z
. (162)
Aggiungendo a questo vettore di Killing il vettore delle traslazioni ∂
∂x
con il
coefficiente R
2
e considerando il limite dell spazio-tempo di Minkowski R →
∞ arriviamo al vettore di Killing di boost nel piano xt dell’algebra di Lie
del gruppo di Poincare´ x ∂
∂t
+ t ∂
∂x
. Il vettore di Killing (162) descrive le
trasformazioni speciali conformi. Altri due vettori di Killing di questo tipo
sono
X(ty) = y
∂
∂t
+
(
x2 + z2 − y2
2R
− R
2
exp
(
−2t
R
))
∂
∂y
− xy
R
∂
∂x
− yz
R
∂
∂z
, (163)
X(tz) = z
∂
∂t
+
(
y2 + x2 − z2
2R
− R
2
exp
(
−2t
R
))
∂
∂z
− xz
R
∂
∂x
− yz
R
∂
∂y
. (164)
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Problema No 33
Derivare le espressioni per le componenti del tensore di Ricci, usando il
sistema di riferimento sincrono.
Soluzione
Consideriamo le varieta` spazio-temporali con l’intervallo
ds2 = dt2 − γαβdxαdxβ, (165)
dove α = 1, 2, 3. Il corrispondente sistema di riferimento si chiama “sincrono”
e la coordinata temporale t si chiama “tempo cosmico”. Nel sistema di
riferimento sincrono le linee di tempo sono le geodetiche dello spazio-tempo
quadridimensionale. Troviamo le espressioni per le componenti del tensore
di Ricci in questo sistema, separando in esse le operazioni di derivazione
spaziale da quelle di derivazione temporale. Poniamo
καβ =
∂γαβ
∂t
. (166)
Il tensore κ si chiama curvatura esterna o seconda forma fondamentale. E`
facile controllare che
καα = γ
αβ ∂γαβ
∂t
=
∂ ln γ
∂t
,
Γ000 = Γ
α
00 = Γ
0
0α = 0,
Γ0αβ =
1
2
καβ, Γ
α
0β =
1
2
καβ , Γ
α
βγ = λ
α
βγ, (167)
dove λαβγ sono i simboli di Christoffel tridimensionali dedotti dal tensore γαβ.
Sostituendo le espressioni (167) nelle formule per le componenti del tensore
di Ricci, otteniamo
R00 = −1
2
∂καα
∂t
− 1
4
κβακ
α
β ,
R0α =
1
2
(κβα;β − κββ;α),
Rαβ = Pαβ +
1
2
∂καβ
∂t
+
1
4
(καβκ
γ
γ − 2κγακβγ). (168)
Qui, il tensore Pαβ e` il tensore tridimensionale di Ricci costruito mediante
le componenti metriche γαβ. Il simbolo “punto e virgola” sta per le derivate
covarianti calcolate con uso di simboli di Christoffel tridimensionali λαβγ.
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Problema No 34
Dimostrare che l’algebra di Lie dei campi vettoriali appartenenti alla base
reciproca rispetto alla base dei vettori di Killing in uno spazio tridimensionale
omogeneo e` equivalente all’algebra di Lie dei vettori di Killing.
Soluzione
Supponiamo di avere 3 vettori di Killing tali che
[Xa, Xb] = C
c
abXc. (169)
Cerchiamo 3 campi vettoriali ea che commutano con i campi di Killing
[ea, Xb] = 0. (170)
Questi campi che costituiscono una base reciproca nell’algebra di campi vet-
toriali possono essere costruiti nel modo seguente. Scegliamo un punto P e
chiediamo che in questo punto
ea(P ) = Xa(P ). (171)
Poi possiamo fare il trasporto di Lie dei campi ea in altri punti dello spazio
usando i campi vettoriali di Killing. In questo caso le relazioni (170) saranno
rispettate e i campi ea costituiranno un’algebra di Lie tridimensionale con le
costanti strutturali Dcab:
[ea, eb] = D
c
abec. (172)
Vogliamo calcolare le costanti Dcab. Si possono rappresentare i campi vetto-
riali ea come combinazioni lineari dei campi di Killing:
ea = a
b
aXb, (173)
dove coefficienti aba dipendono dalle coordinate e nel punto P sono
aba(P ) = δ
b
a. (174)
La condizione (170) ora ha la forma
[ef , Xb] = [a
a
fXa, Xb] = a
a
fC
c
abXc − (Xbacf )Xc = 0. (175)
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Questo e` equivalente a
aafC
c
ab = (Xba
c
f ). (176)
Nel punto P la relazione (176) diventa
(Xba
c
f )(P ) = C
c
fb. (177)
La parentesi di Lie di vettori della base reciproca
[ef , eh] = [a
a
fXa, a
b
hXb] = a
a
fa
b
hC
c
abXc + a
a
f (Xaa
b
h)Xb − abh(Xbaaf )Xa
= Dpfhep = D
p
fha
c
pXc. (178)
Valutando la relazione (178) nel punto P e usando le equazioni (174) e (177),
otteniamo
Dpfh = −Cpfh. (179)
Questo significa che le algebre di Lie di tre vettori di Killing e di tre vettori
della base reciproca coincidono.
Problema No 35
Presentare la classificazione di Bianchi di algebre di Lie tridimensionali.
Soluzione
Consideriamo un’algebra di Lie tridimensionale con i coefficienti di strut-
tura Ccab che soddisfano l’identita` di Jacobi
CfabC
d
cf + C
f
bcC
d
af + C
f
caC
d
bf = 0. (180)
E` conveniente introdurre le matrici Cdc come
Ccab = εabdC
dc, (181)
dove εabc e` il simbolo di Levi-Civita. L’identita` di Jacobi assume la forma
εbcdC
cdCba = 0. (182)
Si puo` decomporre il tensore Cab nelle parti simmetrica ed antisimmetrica
Cab = nab + εabcac. (183)
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La sostituzione di questa espressione nella (182) conduce alla condizione
nabab = 0. (184)
(Per dimostrare questa uguaglianza si usano le identita` εabcn
bc = 0, εabcε
bcd =
2δda, ε
abcabac = 0.) Ora possiamo diagonalizzare il tensore simmetrico n
ab
usando una trasformazione di base appropriata e di trasformarlo a
nab = δabna. (185)
Senza perdere la generalita` si puo` porre
ab = δb1a (186)
e la relazione (184) si riduce a
n1a = 0, (187)
cioe` una delle grandezze a o n1 deve annullarsi. Le regole di commutazione
assumono la forma
[X1, X2] = −aX2 + n3X3,
[X2, X3] = n1X1,
[X3, X1] = n2X2 + aX3. (188)
Ora siamo pronti a descrivere la classificazione di Bianchi delle algebre
di Lie tridimensionali e dei corrispondenti modelli cosmologici spazialmente
omogenei. Prima, consideriamo i casi quando
a = 0. (189)
La prima scelta e che tutti e tre autovalori della matrice nab sono uguali a
zero, cioe` n1 = n2 = n3 = 0. Questo significa che tutti i campi di Killing
commutano tra loro. Questa algebra di Lie e la corrispondente famiglia di
modelli cosmologici si chiama Bianchi-I. La seconda scelta: solo uno degli
autovalori di n e` diverso da zero, si puo` sceglierlo come
n1 = 1, n2 = n3 = 0. (190)
L’unico commutatore dei vettori di Killing diverso da zero e`
[X2, X3] = X1. (191)
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Questo modello (algebra di Lie) si chiama Bianchi-II. La prossima scelta e`
quando due autovalori di n sono diversi da zero ed hanno lo stesso segno:
n1 = n2 = 1, n3 = 0. (192)
Questo e` un modello Bianchi-VII (a = 0). Nel prossimo caso i due autovalori,
diversi da zero, hanno i segni diversi:
n1 = 1, n2 = −1, n3 = 0. (193)
Questo e` il tipo Bianchi-VI (a = 0). Se tutti e tre autovalori sono uguali a 1:
n1 = n2 = n3 = 1, (194)
allora abbiamo il tipo Bianchi-IX. Se uno degli autovalori ha il segno negativo
ed altri due sono positivi
n1 = n2 = 1, n3 = −1, (195)
abbiamo l’universo di tipo Bianchi-VIII.
Adesso consideriamo i casi quando a 6= 0. In questo caso, n1 = 0 e
abbiamo una certa liberta` nello scegliere i valori di n2 e n3. Il caso
a = 1, n1 = n2 = n3 = 0 (196)
ci da` l’universo Bianchi-V. Il caso
a = 1, n1 = n2 = 0, n3 = 1 (197)
corrisponde al modello Bianchi-IV. Quando due autovalori di n sono diversi
da zero
n1 = 0, n2 = n3 = 1 (198)
arriviamo ad una famiglia di modelli Bianchi-VII (a 6= 0). Quando il loro
segni sono diversi e
a = 1, n1 = 0, n2 = 1, n3 = −1, (199)
abbiamo il modello Bianchi-III, e finalmente, quando
a 6= 1, a 6= 0, n1 = 0, n2 = 1, n3 = −1, (200)
otteniamo la famiglia di modelli Bianchi-VI (a 6= 1).
47
Problema No 36
Dimostrare il Lemma di Poincare´: Se α˜ e` una p-forma chiusa definita
dappertutto in una regione U della varieta` M e U abbia una 1-1 mappa
differenziabile su una palla aperta di raggio unitario in Rn, allora esiste una
(p− 1)-forma β˜ tale che α˜ = dβ˜.
Soluzione
Definiamo la (p− 1)-forma β˜ come
β˜ =
∫ 1
0
dttp−1iX α˜(tx1, . . . , txn),
dove il campo vettoriale X e` definito come
X = xi
∂
∂xi
.
Calcoliamo la derivata esterna dβ˜:
dβ˜ =
∫ 1
0
dttp−1diX α˜(tx1, . . . , txn) =
∫ 1
0
dttp−1LX α˜(tx1, . . . , txn),
dove abbiamo usato l’equazione
LX = diX + iXd
ed il fatto che la forma α˜ e` chiusa, cioe´ dα˜ = 0. Poi,
LX α˜(Y1, . . . , Yp) = X(α˜(tx1, . . . , txn)(Y1, . . . , Yp))
−
p∑
k=1
α˜(tx1, . . . , txn)(Y1, . . . , [X, Yk], . . . , Yp).
Notiamo che per qualsiasi funzione f(tx1, . . . , txn) vale l’uguaglianza
Xf(tx1, . . . , txn) = t
∂
∂t
f(tx1, . . . , txn). (201)
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Scegliamo come i campi vettoriali Yk campi vettoriali della base olonoma
Yk =
∂
∂xik
.
In questo caso
[X, Yk] = −Yk. (202)
Usando le uguaglianze (201) e (202), otteniamo
(LX α˜)i1...ip = t
∂
∂t
α˜i1...ip + pα˜i1...ip .
Quindi,
dβ˜ =
∫ 1
0
dt
(
tp
∂
∂t
α˜(tx1, . . . , txn) + pt
p−1α˜(tx1, . . . , txn)
)
=
∫ 1
0
dt
∂
∂t
(tpα˜(tx1, . . . , txn)) = α˜(x1, . . . , xn).
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