Abstract. We provide the first construction of a hash function into ordinary elliptic curves that is indifferentiable from a random oracle, based on Icart's deterministic encoding from Crypto 2009. While almost as efficient as Icart's encoding, this hash function can be plugged into any cryptosystem that requires hashing into elliptic curves, while not compromising proofs of security in the random oracle model. We also describe a more general (but less efficient) construction that works for a large class of encodings into elliptic curves, for example the Shallue-Woestijne-Ulas (SWU) algorithm. Finally we describe the first deterministic encoding algorithm into elliptic curves in characteristic 3.
Introduction
Hashing into Elliptic Curves. Many elliptic curve cryptosystems require to hash into an elliptic curve. For example in the Boneh-Franklin IBE scheme [4] , the public-key for identity id ∈ {0, 1} * is a point Q id = H 1 (id) on the curve. This is also the case in many other pairing-based cryptosystems including IBE and HIBE schemes [1, 17, 18] , signature and identity-based signature schemes [3, 5, 6, 12, 27] and identity-based signcryption schemes [8, 21] .
remains to determine which hashing algorithm should be used, and whether it is reasonable to see it as a random oracle.
In [4] , Boneh and Franklin use a particular supersingular elliptic curve E for which, in addition to the pairing operation, there exists a one-to-one mapping f from the base field F p to E(F p ). This enables to hash using H 1 (m) = f (h(m)) where h is a classical hash function from {0, 1}
* to F p . The authors show that their IBE scheme remains secure when h is seen as a random oracle into F p (instead of H 1 being seen as a random oracle into E(F p )). However, when no pairing operation is required (as in [9, 13, 20] ), it is more efficient to use ordinary elliptic curves, since supersingular curves require much larger security parameters (due to the MOV attack [23] ).
For hashing into an ordinary elliptic curve, the classical approach is inherently probabilistic: one can first compute an integer hash value x = h(m) and then determine whether x is the abscissa of a point on the elliptic curve:
otherwise one can try x + 1 and so on. Using this approach the number of operations required to hash a message m depends on m, which can lead to a timing attack (see [7] ). To avoid this attack, one can determine whether x + i is the abscissa of a point, for all i between 0 ≤ i < k, and use for example the smallest such i; here k is a security parameter that gives an error probability of roughly 2 −k . However, this leads to a very lengthy hash computation.
The first algorithm to generate elliptic curve points in deterministic polynomial time was published in ANTS 2006 by Shallue and Woestijne [25] . The algorithm has running time O(log 4 p) for any p, and O(log 3 p) when p ≡ 3 (mod 4). The rational maps in [25] were later simplified and generalized to hyper-elliptic curves by Ulas in [26] ; we refer to this algorithm as the Shallue-Woestijne-Ulas (SWU) algorithm. Letting f : F p → E(F p ) be the function defined by SWU, one can then hash in deterministic polynomial time using H(m) = f (h(m)) where h is any hash function into F p . Another deterministic hash algorithm for ordinary elliptic curves was recently published by Icart in [19] . The algorithm works for p ≡ 2 (mod 3), with complexity O(log 3 p). Given any elliptic curve E defined over F p , Icart defines a function f that is an algebraic function from F p into the curve. As previously given any hash function h into F p , one can use H(m) = f (h(m)) to hash into E(F p ). As shown in [19] , H is one-way if h is one-way.
The Random Oracle Model (ROM). Many cryptosystems based on elliptic curves have been proven secure in the random oracle model, see for example [1, 3, 4, 5, 6, 8, 9, 12, 17, 18, 20, 21, 27] . In the random oracle model [2] , the hash function is replaced by a publicly accessible random function (the random oracle); the adversary cannot compute the hash function by himself but instead he must query the random oracle. Obviously, a proof in the random oracle model is not fully satisfactory, because such a proof does not imply that the scheme will remain secure when the random oracle is replaced by a concrete hash function. Numerous papers have shown artificial schemes that are provably secure in the ROM but completely insecure when the RO is instantiated with any function family (see [11] ). Despite these separation results, a proof in the ROM is believed to indicate that there are no structural flaws in the design of the system, and that no flaw will suddenly appear when a "well designed" hash function is used instead.
For a cryptosystem that requires a hash function H into an ordinary elliptic curve (such as [9, 20] ), one possibility could be to use H(m) = f (h(m)) where f is either Icart or SWU's function and h is a hash function into F p . However we know that neither Icart nor SWU's function generate all the points of E; for example, Icart's function covers only ≃ 5/8 of the points [15, 16] ; moreover it is easy to see that the distribution of f (h(m)) is not uniform in Imf . Therefore the current proofs in the random oracle model for H do not guarantee the security of the resulting scheme when H(m) = f (h(m)) is used instead (even if h is assumed to be ideal). In other words, even if a proof in the random oracle for H can indicate that there are no structural flaws in the design of the cryptosystem, using H(m) = f (h(m)) could introduce a flaw that would make the resulting cryptosystem completely insecure (we give an example in Section 5.1).
Our Results. We provide the first construction of a hash function H into ordinary elliptic curves with the property that any cryptosystem proven secure assuming H is a random oracle remains secure when our construction is plugged instead (still assuming that the underlying h is a random oracle). For this we use the indifferentiability framework of Maurer et al. [22] . As shown in [14] , when a construction H is indifferentiable from a random oracle, such a construction can then replace a random oracle in any cryptosystem, and the resulting scheme remains secure in the random oracle model for h.
Since the output of Icart and SWU functions only covers a fraction of the elliptic curve points, we cannot use the construction H(m) = f (h(m)) for indifferentiable hashing. Our main result is to show that for Icart's function f , we can use the following alternative construction which is almost as efficient:
where h 1 , h 2 are two hash functions into F p , and + denotes elliptic curve addition. Therefore H(m) can be used in any cryptosystem provably secure with random oracle into elliptic curves, and the resulting cryptosystem remains secure in the random oracle model for h 1 and h 2 .
However the proof involves somewhat technical tools from algebraic geometry, and it is not so simple to adapt to other encodings such as the SWU algorithm. Therefore we describe a more general (but less efficient) construction that applies to a large class of encoding functions satisfying a few simple axioms.
Those encodings include Icart's function, the SWU algorithm, new deterministic encodings in characteristic 3, etc. More precisely, given an elliptic curve E defined over F p whose group of points is cyclic of order N with generator G, our general construction is as follows:
* → F p and h 2 : {0, 1} * → Z N are two hash functions, and f is SWU or Icart's function. We show that H(m) is indifferentiable from a random oracle when h 1 and h 2 are seen as random oracles. Intuitively, the term h 2 (m)G plays the role of a one-time pad; this ensures that H(m) can behave as a random oracle even though f (h 1 (m)) does not reach all the points in E. Note that one could not use H(m) = h 2 (m)G only since in this case the discrete logarithm of H(m) would be known, which would make most protocols insecure.
5
We also show how to extend the two previous constructions to hashing into the subgroup of an elliptic curve (with cyclic or non-cyclic group) and to hashfunctions into strings (rather than F p ). We also describe a slightly more efficient variant of the SWU algorithm when p ≡ 3 (mod 4). Finally, we describe the first deterministic encoding algorithm into elliptic curves in characteristic 3. We summarize in Table 1 the known hashing algorithms into ordinary elliptic curves.
Preliminaries

Icart's Function
Consider an elliptic curve E over a finite field F q , with q odd and congruent to 2 mod 3, with equation:
Icart's function is defined in [19] as the map f a,b :
where:
for u = 0, and f a,b (0) = O, the neutral element of the elliptic curve. When q ≡ 2 (mod 3) we have that x → x 3 is a bijection in F q so cube roots are uniquely defined with x 1/3 = x (2q−1)/3 . We recall the following properties of f a,b :
5 For example in Boneh-Franklin IBE one could then decrypt any ciphertext. Table 1 . Known deterministic hashing algorithms into ordinary elliptic curves with discriminant ∆ = 0. We denote by Q the set of quadratic residues. In char 2 we denote by n the extension degree.
Indifferentiability
We recall the notion of indifferentiability introduced by Maurer et al. in [22] . It is shown in [22] that the indifferentiability notion is the "right" notion for substituting one ideal primitive by a construction based on another ideal primitive. That is, if the construction C h is indifferentiable from an ideal primitive H, then C h can replace H in any cryptosystem, and the resulting cryptosystem is at least as secure in the h model as in the H model; see [22] or [14] for a proof.
Definition 1 (Indifferentiability [22]). A Turing machine C with oracle access to an ideal primitive h is said to be (t D , t S , q D , ε)-indifferentiable from an ideal primitive H if there exists a simulator S with oracle access to H and running in time at most t S , such that for any distinguisher D running in time at most t D and making at most q D queries, it holds that:
Pr D C h ,h = 1 − Pr D H,S H = 1 < ε C h is
Admissible Encodings and Indifferentiability
Our goal is to construct a hash function into elliptic curves that is indifferentiable from a random oracle. First, we introduce our new notion of admissible encoding. It can be seen as a generalization of the definition used in [4] . 
Definition 2 (Admissible Encoding
F is an admissible encoding if ε is a negligible function of the security parameter.
The following theorem shows that if F : S → R is an admissible encoding, then the hash function H : {0, 1} * → R with:
is indifferentiable from a random oracle into R when h : {0, 1} * → S is seen as a random oracle. This shows that the construction H(m) = F (h(m)) can replace a random oracle into R, and the resulting scheme remains secure in the random oracle model for h. Proof. We first describe our simulator; then we prove the indistinguishability property. As illustrated in Figure 1 , the simulator must simulate random oracle h to the distinguisher D, and the simulator has oracle access to random oracle H. It maintains a list L of previously answered queries. Our simulator is based on sampling algorithm I from F .
Simulator S:
Input: m ∈ {0, 1} 3. Append (m, s) to L and return s.
We must show that the systems (C h , h) and (H, S H ) are indistinguishable. We consider a distinguisher making at most q D queries. Without loss of generality, we can assume that the distinguisher makes all queries to h(m) (or S H ) for which there was a query to C h (m) (or H(m)), and conversely; this gives a total of at most 2q D queries. We can then describe the full interaction between the distinguisher and the system as a sequence of triples:
where
. Without loss of generality we assume that the m i 's are distinct.
In system (C h , h) we have that s i = h(m i ). Therefore the s i 's are uniformly and independently distributed in S. Moreover we have
In system (H, S H ) we have that r i = H(m i ). Therefore the r i 's are uniformly and independently distributed in R. Moreover we have s i = I(r i ) for all i. The proof of the following Lemma is given in the full version of the paper [10] :
Lemma 2. For r uniformly distributed in R, the distribution of s = I(r) is 2ε-statistically indistinguishable from the uniform distribution in S.
This implies that in system (H, S
H ) the distribution of s i = I(r i ) is 2ε-indistinguishable from the uniform distribution in S. Moreover from the definition of algorithm I we have that r i = F (s i ) except if s i = ⊥. Therefore, the statistical distance between View in system (C h , h) and View in system (H, S H ) is at most 4q D ε. This concludes the proof of Theorem 1.
⊓ ⊔
Our Main Construction
Let E be an elliptic curve over a finite field F q with q ≡ 2 (mod 3). Let f : F q → E(F q ) denote Icart's function to E. It is easy to see that Icart's function f is not an admissible encoding into E since as mentioned previously, the image of f comprises only a fraction of the elliptic curve points. Therefore we cannot use the construction H(m) = f (h(m)) for indifferentiable hashing (not even on Imf since the distribution of f (u) is not uniform in Imf for uniform u ∈ F q ).
In this section, we describe a different construction which is almost as efficient. Namely we prove that if h 1 , h 2 : {0, 1} * → F q are two hash functions in the random oracle model, then the hash function H : {0, 1}
*
is indifferentiable from a random oracle into the elliptic curve. 
Theorem 2 implies that this construction H(m) can be used in any cryptosystem provably secure with random oracles into elliptic curves, and the resulting cryptosystem remains secure in the random oracle model for h 1 and h 2 . We note that to prevent timing attacks (as in [7] ), our construction H can easily be implemented in constant time since Icart's function can be implemented in constant time.
To prove this result, it is enough, in view of Theorem 1, to show that the function F : (F q )
2 → E(F q ) given by:
is an ε-admissible encoding with ε = 2
F is clearly computable in deterministic polynomial time, so Criterion 1 of admissible encodings is satisfied. To prove Criterion 2, we denote for any ̟ ∈ E(F q ):
If q is an odd prime power congruent to 2 mod 3, and if the j-invariant of E is not in {0; 2592}, then for every point ̟ ∈ E(F q ) except at most 144, we have
and all the remaining points ̟ satisfy N (̟) ≤ 2 5 · q.
Sections A.1 and A.2 are devoted to the proof of this proposition. Intuitively, the idea of the proof is to show that, for all points ̟ ∈ E(F q ) except a few exceptional ones, F −1 (̟) is an irreducible algebraic curve of bounded genus in the affine plane A 2 over F q . The estimate for the number of points then follows from the Hasse-Weil bound.
In the full version of this paper, we show that Proposition 1 directly implies Criterion 2, and that Criterion 3 easily follows from the point counting of [15, 16] . Additionally, we prove that F is also an admissible encoding when using Icart's function f in characteristic 2.
A More General Construction
Our construction of Section 4 has the advantage of being simple and efficient as it only requires two evaluations of Icart's function. However, the proof involves somewhat technical tools from algebraic geometry, and it is not so simple to adapt to other encoding functions, such as the SWU algorithm.
At the cost of a small performance penalty, however, we describe a more general construction that applies to a large class of encoding functions satisfying a few simple axioms. Those encoding functions include Icart's function, a simpler variant of the SWU function, new deterministic encodings in characteristic 3, etc. We call them weak encodings. They are defined as follows.
Definition 3 (Weak Encoding). A function f : S → R between finite sets is said to be an α-weak encoding if it satisfies the following properties:
1. Computable: f is computable in deterministic polynomial time. 2. α-bounded: for s uniformly distributed in S, the distribution of f (s) is α-bounded in R, i.e. the inequality Pr s [f (s) = r] ≤ α/#R holds for any r ∈ R.
Samplable: there is an efficient randomized algorithm I such that I(r) in-
duces the uniform distribution in f −1 (r) for any r ∈ R. Additionally I(r) returns N r = #f −1 (r) for all r ∈ R.
The function f is a weak encoding if α is a polynomial function of the security parameter.
The main difference with an admissible encoding is that in Criterion 2, the distribution of f (s) is only required to be α-bounded instead of being ε-indistinguishable from the uniform distribution. More precisely Criterion 2 for a weak encoding requires:
From inequality (1) we have that any invertible function with bounded preimage and bounded #R/#S is a weak encoding; in particular, this is the case for Icart's function (the proof is given in the full version of the paper [10] ).
Lemma 3. Icart's function f a,b is an α-weak encoding from F q to E a,b (F q ), with α = 4N/q, where N is the order of E a,b (F q ).
When the output set is a group (such as the group of points on an elliptic curve), we demonstrate how to construct an admissible encoding from any weak encoding.
Theorem 3 (Weak → Admissible Encoding). Let G be cyclic group of order N noted additively, and let G be a generator of G. Let f : S → G be an α-weak encoding. Then the function F : S × Z N → G with F (s, x) := f (s) + xG is an ε-admissible encoding into G, with ε = (1 − 1/α) t for any t polynomial in the security parameter k, and ε = 2 −k for t = α · k.
We prove this theorem in the full version of this paper [10] . As a consequence, we get that if f : S → G is any weak encoding to a cyclic group with generator G, then the hash function H : {0, 1} * → G defined by:
where h 1 : {0, 1} * → F p and h 2 : {0, 1} * → Z N are two hash functions, is indifferentiable from a random oracle in the random oracle model for h 1 and h 2 . In particular, this is the case when f is Icart's function. We note that for elliptic curves with non-cyclic group, we can easily adapt the previous construction with G 2 ) are the generators of the group.
Discussion
We see that the construction H(m) = f a,b (h 1 (m)) + f a,b (h 2 (m)) of Section 4 requires two evaluations of Icart's function f a,b but no scalar multiplication. Since f a,b is essentially a field exponentiation, and in practice field exponentiation is roughly 10 times faster than scalar multiplication, the construction of Section 4 is approximately 5 times faster than the general construction of this section.
We note that for a number of existing schemes that are proven secure in the random oracle model into an elliptic curve, it would actually be sufficient to use H(m) = f a,b (h(m)) only. This is because for many existing schemes the underlying complexity assumption (such as CDH or DDH) has the random selfreducibility property. So in the security proof one "programs" the RO using a random instance generated from the original problem instance. Then instead of letting H(m) = P where P is from the random instance, one can adapt the proof by letting f (h(m)) = P . To make sure that h(m) is uniformly distributed, one can "replay" the random instance generation depending on the number of solutions to the equation f (u) = P , as we do in the proof of Theorem 3.
However it is easy to construct a cryptosystem that is secure in the ROM but insecure with H(m) = f (h(m)). Consider for example the following symmetrickey encryption scheme: to encrypt with symmetric key k, generate a random r and compute c = m+H(k, r) where the message m is a point on the curve and H hashes into the curve; the ciphertext is (c, r). This scheme is semantically secure in the ROM for H, since this is a one-time pad. But the scheme is insecure with H(k, r) = f (h(k, r)) because in this case H(k, r) is not uniformly distributed, and for two messages m 0 and m 1 the attacker has a good advantage in distinguishing between the encryption of m 0 and m 1 .
Extensions
Extension to a Prime Order Subgroup
In many applications only a prime order subgroup of E is used, so we show how to adapt the constructions of Sections 4 and 5 into a subgroup. Let E be an elliptic curve over F q with N points, and let G be a subgroup of prime order N ′ and generator G. Let ℓ be the co-factor, i.e. N = ℓ · N ′ . We require that N ′ does not divide ℓ (i.e. that (N ′ ) 2 does not divide N ), which is satisfied in practice for key size and efficiency reasons.
We show that it suffices to scalar multiply by co-factor ℓ the constructions of Sections 4 and 5 and the resulting constructions are still indifferentiable hash functions. More precisely, we consider the construction H : {0, 1} * → G with:
with h 1 , h 2 : {0, 1} * → F q and f a,b is Icart's function. 
Informally, we show that the composition of two admissible encodings remains an (almost) admissible encoding, and that multiplication by a co-factor is an ε-admissible encoding, with ε = 0. This proves that H is an indifferentiable hash function. See the full version of the paper [10] for the proof.
The same result holds for the construction of Section 5. In this case for both cyclic and non-cyclic elliptic curves we simply use H(m) = ℓf (h 1 (m)) + h 2 (m)G where G is a generator of the subgroup.
Extension to Random Oracles into Strings
The constructions in the previous sections are based on hash functions into F p n or Z N . However in practice a hash function outputs a fixed length string in {0, 1} ℓ . We can modify our construction as follows. We consider an elliptic curve E a,b over F p , with p a 2k-bit prime. We define the hash function H : {0, 1}
* → E a,b (F p ) with:
where h 1 and h 2 are two hash functions from {0, 1} * to {0, 1} 3k and f a,b is Icart's function. Informally, we first show that reduction modulo p is an admissible encoding from {0, 1} ℓ to F p if 2 ℓ ≫ p. Since the composition of two admissible encodings remains an (almost) admissible encoding, this shows that F (u, v) = f (u mod p)+ f (v mod p) is also an admissible encoding into E(F p ) and therefore H is an indifferentiable hash function. The same result holds for the general construction of Section 5. See the full version of the paper [10] for the proof.
In this section, we describe a slightly simpler variant of the Shallue-WoestijneUlas (SWU) algorithm over F q , for q ≡ 3 (mod 4). Note that this condition is usually satisfied in practice, since it enables to compute square roots efficiently.
Proposition 4 (Simplified Ulas maps). Let F q be a field and let g(x) := x 3 + ax + b, where a, b = 0. Let:
Proof. Let g(x) = x 3 + ax + b. Let u be a non-quadratic residue and consider the equation in x:
The first observation is that we can solve this equation for x because the terms of degree 3 cancel:
The second observation is that since u is not a square, either g(u · x) or g(x) must be a square. Therefore either x or u · x must be the abscissa of a point on the curve. Moreover when q ≡ 3 (mod 4) we have that −1 is a quadratic non-residue and we can take u = −t 2 . Finally from (3) we get:
which gives the maps of Proposition 4. ⊓ ⊔ Simplified SWU algorithm: Input: F q such that q ≡ 3 (mod 4), parameters a, b and input t ∈ F q Output: (x, y) ∈ E a,b (F q ) where E a,b :
In the full version of the paper [10] we show that our simplified SWU algorithm is a weak encoding into the curve. Therefore it can be used with the general construction from Section 5. An implementation is also provided in the full version of the paper [10] .
In characteristic 3 the normal form of an elliptic curve with j-invariant j = 0 and discriminant ∆ = 0 is:
It is easy to see that Icart's technique cannot work in characteristic 3, and the SWU algorithm does not work in characteristic 3 because the elliptic curve has a different equation. In this section we show the first deterministic 7 encoding algorithms for elliptic curves in characteristic 3. We denote by Q the set of quadratic residues in the field. An implementation of the three algorithms is provided in the full version of the paper [10] .
Algorithm for ∆ ∈ Q
Proposition 5. Let F be a field of characteristic 3 and g(x) = x 3 + ax 2 + b with a = 0 and ∆ = −a 3 b ∈ Q. Let η / ∈ Q and let c such that
Proof. As previously we choose u / ∈ Q and we consider the equation in x:
As previously the terms of degree 3 cancel, and using u 3 − 1 = (u − 1) 3 in char 3, we get:
Since ∆ = −a 3 b ∈ Q, we have −b/a ∈ Q so we can compute c such that c 2 = −b/a. Therefore we can take the following solution for equation (4):
For u we can take u = η · t 2 where η / ∈ Q is pre-computed. We recover the map X(t) of Proposition 5. Moreover from equation (4) since u 3 / ∈ Q either g(x) or g(u · x) must be a quadratic residue.
⊓ ⊔ From Proposition 5 we easily deduce a deterministic encoding algorithm.
Algorithm for
Proof. When ∆ / ∈ Q we have that g(x) = x 3 +ax 2 +b has a (unique) root x 0 ∈ F. Therefore we can let:
where b ′ = 2 · a · x 0 . A deterministic encoding for elliptic curves of equation [26] . Given u / ∈ Q one considers the equation in x:
Then either f (x) or f (u · x) is a square, which implies that either g(x + x 0 ) or g(u · x + x 0 ) is a square. Letting u = η · t 2 where η / ∈ Q one recovers the maps X(t), X 1 (t) and X 2 (t).
Algorithm for any ∆
In this section we describe a different encoding algorithm that works for any discriminant ∆. We pre-compute η / ∈ Q and z 0 , y 0 such that aη · z Deterministic Encoding Algorithm in char 3: Input: t ∈ F Output: (x, y) ∈ E(F) 1. Let z = (−z 0 t 2 + 2y 0 t − aηz 0 )/(aη − t 2 ) 2. Let y = y 0 + t · (z − z 0 ) 3. Let k = a/(b − y 2 ) 4. Find the unique solution α of the linear system α 3 + k · α = −k/a 5. Let x = 1/α and output (x, y)
We show in Appendix B that this also defines a deterministic encoding into elliptic curves.
Lemma 4. If j ∈ {0; 2592}, the subscheme C is a geometrically integral curve on P 1 × E with one triple point at infinity and no other singularity. Its normalization C is a smooth, geometrically integral curve of genus 7. The natural map h : C → E is a morphism of degree 4 ramified at 12 distinct finite points of E(F q ), with ramification index 2.
A.2 The Square Correspondence
In this context, the function (u, v) → f (u) + f (v) occurring in our hash function construction admits the following description. A point (u, v) in the affine plane A 2 , or more generally in P 1 × P 1 , corresponds to ̟ on the elliptic curve E if and only if there is some point (α, β) ∈ C × C over (u, v) such that h(α) + h(β) = ̟.
Consider the surface S = C × C, and define the following two morphisms. The map p : S → P 1 × P 1 is the square of the first projection, and s : S → E is obtained by composing h × h : S → E × E with the group law E × E → E. Then the set of points (u, v) ∈ P 1 × P 1 corresponding to a given ̟ ∈ E is exactly p(s −1 (̟)) (and we can take the intersection with A 2 if we are only interested in affine points). This allows us to give a geometric proof of Proposition 1.
Let us first describe the geometry of the fibers s −1 (̟). Denote by ρ 1 , . . . , ρ 12 the 12 geometric points of E over which h is ramified, and let R = {ρ i + ρ j } 1≤i,j≤12 ⊂ E. The map s is of rank 1 at (α, β) if and only if h is of rank 1 at at least one of α or β, which is certainly the case when h(α) or h(β) is not one the ρ i . Therefore, s is smooth of relative dimension 1 over the open subscheme E 0 = E − R, and all points in E 0 have smooth curves on S as fibers. The following lemma makes this more precise.
Lemma 5. The fibers of s at all geometric points of E 0 are smooth connected curves on SF q of genus 49.
