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Staggered Discontinuous Galerkin Method for Maxwell's equations 
Abstract 
We develop and analyze a new type of staggered discontinuous Galerkin methods for the 
three dimensional Maxwell's equations in this paper. Both time-dependent and time-harmonic 
Maxwell's equations are considered. The spatial discretization is based on staggered Cartesian 
grids which possess many good properties. First of all, our method has the advantages that the 
numerical solution preserves the electromagnetic energy and automatically fulfills a discrete 
version of the Gauss law. Second, the mass matrices are diagonal, thus time marching is ex-
plicit and is very efficient. Third, our method is high order accurate and the optimal order of 
convergence is rigorously proved. Fourth, it is also very easy to implement due to its Cartesian 
structure and can be regarded as a generalization of the classical Yee's scheme as well as the 
quadrilateral edge finite elements. Lastly, a superconvergence result, that is the convergence 
rate is one order higher at interpolation nodes, is proved. 
In this paper, we also provide several numerical results to verify the theoretical statements. 
We compute the numerical convergence order using L2-norm and discrete-norm respectively 
for both the time-dependent and time-harmonic Maxwell's equations. Also, we compute the 
numerical eigenvalues for the time-harmonic eigenvalue problem and compare the result with 
the theoretical eigenvalues. Lastly, applications to problems in unbounded domains with the 
use of PML are also presented. 














美匹配層(Perfect Matching Layer)吸收邊界的問題也有實行其數值結果。 
Staggered Discontinuous Galerkin Method for Maxwell’s equations iii
ACKNOWLEDGMENTS
My sincere gratitude goes to Prof. Eric T. Chung for his invaluable guidance throughout my
M.Phil. studies. He is always supportive and willing to explain patiently the problems and
ideas for me. His suggestions are key ingredients in the accomplishment of this thesis.
I want to thank Prof. ZOU Jun who aroused my interest in computational and applied mathe-
matics when I was taking his undergraduate courses.
Moreover, I want to thank my colleagues in the Department of Mathematics of CUHK, espe-
cially to Healy Lee Ho Fung, Lee Chak Shing, Leung Wing Tat and Hester Chan Hiu Ning, Xu
Xinyi, Liu Keji, Chow Yat Tin, Dai Lipeng, Yan Kan, Wang Shipping, Zhou Qianwen, Yang
Wen, Mak Tsz Fan, Cho Chi Lam, Zhang Qi and Yuen Man Chung for having substantial dis-
cussions with me, both on academic and daily life issues. I learned a lot from those discussions
and I would not have such a joyful postgraduate journey without them.
Lastly, I want to show my gratitude to my parents and my sister for giving me such a warm
family, letting me continue to study without much pressure and taking care of me every single
day. I deeply thank their selfless contribution, their tolerance to my bad temper and their smiles
in every morning.
Contents
1 Introduction and Model Problems 1
2 Staggered DG Spaces 4
2.1 Review on Gauss-Radau and Gaussisan points . . . . . . . . . . . . . 5
2.2 Basis functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Finite Elements space . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Method derivation 14
3.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Time discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 Energy conservation and Discrete Gauss law 19
4.1 Energy conservation . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.2 Discrete Gauss law . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5 Error analysis 24
6 Numerical examples 29
6.1 Convergence tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.2 Diffraction by a perfectly conducting object . . . . . . . . . . . . . . 30
6.3 Perfectly matched layers . . . . . . . . . . . . . . . . . . . . . . . . 37
7 Time Harmonic Maxwell’s equations 40
7.1 Model Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
iv
Staggered Discontinuous Galerkin Method for Maxwell’s equations v
7.2 Numerical examples . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.2.1 Convergence tests . . . . . . . . . . . . . . . . . . . . . . . . 41




Introduction and Model Problems
In this paper, we will develop and mathematically analyze a new class of staggered discon-
tinuous Galerkin (DG) methods for the time-dependent Maxwell’s equations in three space
dimensions. We will construct a class of methods that will provide the following advantages:
(1) high order accurate,
(2) optimal rate of convergence,
(3) conservation of the electromagnetic energy,
(4) diagonal mass matrix, and
(5) automatic fulfillment of a discrete Gauss law.
We start with a description of the problem setting. Let Ω be a bounded domain inℝ3 and 푇 > 0








+∇× 퐸⃗ = 0⃗, 푥⃗ ∈ Ω, 푡 ∈ (0, 푇 ), (1.2)
where 퐸⃗ and 퐻⃗ are the electric and magnetic fields to be approximated, 퐽⃗ is the given cur-
rent density, 휀 and 휇 are the electric permittivity and the magnetic permeability respectively.
Throughout the paper, vectors are denoted by bold face. The above problem is equipped with
1
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the perfect conductor boundary condition 퐸⃗ × 푛⃗ = 0⃗ on ∂Ω as well as initial conditions.
Furthermore, the exterior problem for the above Maxwell’s equations will be considered, for
which our method coupled with the perfectly matched layer (PML) will be used. In this case,
Ω represents the computational domain which contains the absorbing layers, see [1]. The main
significance of this paper is the spatial discretization of (1.1)-(1.2) on staggered Cartesian grids,
which will give the above desirable properties.
The study of numerical solutions of partial differential equations by the DG methods is a very
active research topic, see for example [3] for the application of DG method to the first or-
der hyperbolic system, [19] for the helmholtz equation and [14] for the convection-diffusion
equation. DG methods for the time dependent Maxwell’s equations are widely studied in lit-
erature. For instance, upwind type DG and central type DG are proposed and analyzed in
[21] and [18] respectively. In [20], the optimal convergence and energy conservation for the
interior penalty DG are proved. Besides, many DG methods are developed and analyzed for
the time harmonic Maxwell’s equations and the Maxwell eigenvalue problem, see for example
[2, 4, 5, 16, 17, 23, 24, 25, 30] and [11].
Recently, a new class of DG methods based on a non-standard type of staggered grid is intro-
duced in [9, 10] for the wave equations, in [11] for the curl-curl operator and in [12] for the
convection-diffusion equation. Moreover, wave transmission problems in the interface between
classical material and meta-material using this kind of method is proposed and analyzed in [6].
These methods have the advantages that the structures, such as energy and density, arising from
the partial differential equations are preserved. Moreover, for time-dependent problems, the re-
sulting mass matrices are block diagonal. The lowest order version of these methods is also
related to the co-volume method, see [7, 8], and the classical Yee’s scheme, see [31]. In this
paper, we will develop a new numerical method for the time-dependent Maxwell’s equations
based on this new staggered grid idea. We emphasize that, there are many methods in litera-
ture, but as far as we know, the method proposed in this paper is the first one that all the above
desirable properties are proved. We will develop two types of staggered DG elements. For
the first type, different components of the electric and magnetic fields will be approximated by
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different orders of polynomials, similar to the Nedelec’s first family, see [28, 22] and [27]. The
second type uses the same polynomial order for all components of electric and magnetic fields,
similar to the Nedelec’s second family, see [29]. One of the key differences is that our element
is globally discontinuous with local tangential continuity, contrary to the global tangential con-
tinuity of Nedelec’s elements. Another difference is that our element is defined on staggered
grids. All these differences result in the above advantages. Furthermore, a distinctive feature of
our method is that we use a combination of Gaussian points and Radau points as interpolation
points which gives diagonal mass matrix as well as energy conservation. Related work using
Gauss point mass-lumping can be found in [15].
In addition, we will prove a superconvergence result, which states that the convergence rate is
one order higher at the interpolation points. For elliptic problem, a related result is proved in
[13]. For Maxwell’s equations with Nedelec first type elements, superconvergence is shown
for the lowest order case in [26]. In this paper, we will prove a superconvergence result for
arbitrary order of approximation polynomial.
Chapter 2
Staggered DG Spaces
In this section, we will give the definitions of our staggered Cartesian grids as well as the
staggered DG finite element spaces. These spaces retain some good properties of the classical
Nedelec edge finite element spaces of the first and second types introduced in [28, 29] and at
the same time give more advantages. Furthermore, we will give a brief review of Gaussian and
Radau points which are used as interpolation points. These are the key ingredients that give
diagonal mass matrices and energy conservation.
We consider a rectangular domain Ω = [0, 퐿]3 on which a rectangular grid is defined with
mesh sizes ℎ1, ℎ2 and ℎ3 respectively in 푥, 푦 and 푧 directions. The nodal points 푥푖, 푦푗 , 푧푘 are
defined by 푥푖 = 푖ℎ1, 푦푗 = 푗ℎ2 and 푧푘 = 푘ℎ3, 푖, 푗, 푘 = 0, 1, 2, ⋅ ⋅ ⋅ . We call this rectangular
grid the initial grid. The finite element basis functions of 퐻⃗ and 퐸⃗ are defined on staggered
grids derived from the initial grid. For that, we need mid-points, with coordinates defined by
푥푖± 1
2
= (푖 ± 12)ℎ1, 푦푗± 12 = (푗 ±
1
2)ℎ2, 푧푘± 12 = (푘 ±
1
2)ℎ3. We emphasize that different
components of 퐻⃗ and 퐸⃗ are defined on different staggered grids.
Let 푝, 푝1, 푝2, 푝3 ≥ 0 be non-negative integers. We use the notation 푄푝1,푝2,푝3 to represent
the space of polynomials of degree 푝1 for 푥-variable, degree 푝2 for the 푦-variable and degree
푝3 for the 푧-variable. If 푝 = 푝1 = 푝2 = 푝3, we write 푄푝,푝,푝 = 푄푝. Moreover, we let
ℎ = max(ℎ1, ℎ2, ℎ3).
4
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2.1 Review on Gauss-Radau and Gaussisan points
To begin the description of our new DG method, we will first review the definitions of Gauss-
Radau points and Gauss-Radau quadrature. Let 푝 ≥ 0. Consider the interval [0, ℎ]. The
Gauss-Radau quadrature points 0 = 휉0 < 휉1 < 휉2 < ⋅ ⋅ ⋅ < 휉푝 < ℎ and the positive weights
푤0, 푤1, 푤2, ⋅ ⋅ ⋅ , 푤푝 are defined so that the following integration rule∫ ℎ
0




is exact for all polynomials of degree less than or equal to 2푝. The above formula is called
the Gauss-Radau quadrature. Furthermore, we will use these points as interpolation points to
define our basis functions. In particular, for a given 푖, 푖 = 0, 1, ⋅ ⋅ ⋅ , 푝, we define by 휂푝,푖(휉)
the unique polynomial of degree 푝 such that 휂푝,푖(휉푖) = 1 and 휂푝,푖(휉푖′) = 0 for 푖′ ∕= 푖. One
distinctive advantage is that these basis functions are orthogonal since by the Gauss-Radau
quadrature we have∫ ℎ
0
휂푝,푖(휉) 휂푝,푖′(휉) 푑휉 = ℎ
푝∑
푖′′=0
푤푖휂푝,푖(휉푖′′) 휂푝,푖′(휉푖′′) = ℎ푤푖훿푖푖′
where 훿푖푖′ = 1 if 푖′ = 푖 and 훿푖푖′ = 0 if 푖′ ∕= 푖.
Let 푝 ≥ 1. The Gaussian quadrature points 0 < 훾1 < 훾2 < ⋅ ⋅ ⋅ < 훾푝 < ℎ and the positive
weights 푐1, 푐2, ⋅ ⋅ ⋅ , 푐푝 are defined so that the following integration rule∫ ℎ
0




is exact for all polynomials of degree less than or equal to 2푝− 1. The above formula is called
the Gaussian quadrature. Furthermore, we will use these points as interpolation points to define
our basis functions. In particular, for a given 푖, 푖 = 1, ⋅ ⋅ ⋅ , 푝, we define by 휆푝,푖(훾) the unique
polynomial of degree 푝− 1 such that 휆푝,푖(훾푖) = 1 and 휆푝,푖(훾푖′) = 0 for 푖′ ∕= 푖. One distinctive
advantage is that these basis functions are orthogonal since by the Gaussian quadrature we have∫ ℎ
0
휆푝,푖(훾) 휆푝,푖′(훾) 푑훾 = ℎ
푝∑
푖′′=1
푐푖휆푝,푖(훾푖′′) 휆푝,푖′(훾푖′′) = ℎ푐푖훿푖푖′ .
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2.2 Basis functions
Our basis functions are defined by using interpolation points obtained from some tensor prod-
ucts of the above points. Consider a reference element 휏ˆ = [−ℎ, ℎ]3. In 휏ˆ , we define three
types of interpolation points, which are symmetric about the origin (0, 0, 0).
Zeroth type interpolation points:
We take 푝 ≥ 0. We will define three sets of interpolation points 푆(0)1 , 푆(0)2 and 푆(0)3 . 푆(0)1 is
defined by the tensor product of
{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}.
Similarly 푆(0)2 and 푆
(0)
3 are defined by the tensor products of
{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}.
and
{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}.
respectively.
First type interpolation points:
We take 푝 ≥ 1. We will define three sets of interpolation points 푆(1)1 , 푆(1)2 and 푆(1)3 . 푆(1)1 is
defined by the tensor product of
{−훾푝, ⋅ ⋅ ⋅ ,−훾1, 훾1, ⋅ ⋅ ⋅ , 훾푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}.
Similarly 푆(1)2 and 푆
(1)
3 are defined by the tensor products of
{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−훾푝, ⋅ ⋅ ⋅ ,−훾1, 훾1, ⋅ ⋅ ⋅ , 훾푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}.
and
{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−훾푝, ⋅ ⋅ ⋅ ,−훾1, 훾1, ⋅ ⋅ ⋅ , 훾푝}.
respectively.
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Second type interpolation points:
We take 푝 ≥ 0. We will define three sets of interpolation points 푆(2)1 , 푆(2)2 and 푆(2)3 . 푆(2)1 is
defined by the tensor product of
{−훾푝+1, ⋅ ⋅ ⋅ ,−훾1, 훾1, ⋅ ⋅ ⋅ , 훾푝+1}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}.
Similarly 푆(2)2 and 푆
(2)
3 are defined by the tensor products of
{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−훾푝+1, ⋅ ⋅ ⋅ ,−훾1, 훾1, ⋅ ⋅ ⋅ , 훾푝+1}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}.
and
{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−휉푝, ⋅ ⋅ ⋅ ,−휉1, 0, 휉1, ⋅ ⋅ ⋅ , 휉푝}×{−훾푝+1, ⋅ ⋅ ⋅ ,−훾1, 훾1, ⋅ ⋅ ⋅ , 훾푝+1}.
respectively. We remark that the superscripts in the above definitions denote the type of inter-
polation points. The main difference between the above three types of interpolation points is
that for the zeroth type, we use all Radau point. And that we use one more Gaussian point in
the second type compared with the first type for the same value of 푝.
2.3 Finite Elements space
With the above three types of interpolation points, we will define the finite element spaces for
퐻⃗ = (퐻1, 퐻2, 퐻3)
푡. As they will be illustrated below, the finite element functions for 퐻⃗ are
defined with respect to faces. Thus, we will call these high order face basis functions. These
are also related to the 퐻(div)-conforming finite elements, see [28, 29].
We begin by the definition of the finite element space 푈1 for the component 퐻1. Consider a
face 휅 of the initial grid that has normal direction parallel to the 푥-axis. We write
휅 = { 푥 = 푥푖, 푦푗 ≤ 푦 ≤ 푦푗+1, 푧푘 ≤ 푧 ≤ 푧푘+1}.
Then, associated to the face 휅, we define a cell 휏1(휅) as follows:




]× [푦푗 , 푦푗+1]× [푧푘, 푧푘+1].
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Figure 2.1: A macro cell 휏1(휅) with center point denoted by black square. This macro cell is
sub-divided into 8 sub-cells.
Correspondingly, our basis functions for 퐻1 will have support on 휏1(휅), for each face 휅 that
has normal direction parallel to the 푥-axis. Each 휏1(휅) is called a macro cell and is divided





12 internal faces parallel to the faces of 휏1(휅), see Fig 2.1. The space 푈1 is then defined as
the space of functions whose restriction to each macro cell 휏1(휅) are piecewise polynomials
with additional continuity requirement on the internal faces. Note that there is no continuity
requirement on the faces between two macro cells. We will define three types of staggered DG
spaces based on the three types of interpolation points defined above.
∙ Zeroth type basis functions for first component
For 푝 ≥ 1, these functions are piecewise polynomial on each macro cell 휏1(휅) that belong
to 푄푝 in each of the 8 sub-cells with the additional requirement that they are continuous
on the 12 internal faces of 휏1(휅). If the macro cell 휏1(휅) is mapped to the reference
element 휏ˆ with the center of 휏1(휅) mapped to the origin of 휏ˆ , then these functions can be
defined via the interpolation points 푆(0)1 . Thus, inside each macro cell, the functions are
continuous with respect to the 푥, 푦 and 푧 variables.
∙ First type basis functions for first component
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For 푝 ≥ 1, these functions are piecewise polynomial on each macro cell 휏1(휅) that
belong to 푄푝−1,푝,푝 in each of the 8 sub-cells with the additional requirement that they
are continuous on the 8 (out of 12) internal faces of 휏1(휅) that are parallel to the 푥-
axis. If the macro cell 휏1(휅) is mapped to the reference element 휏ˆ with the center of
휏1(휅) mapped to the origin of 휏ˆ , then these functions can be defined via the interpolation
points 푆(1)1 . Thus, inside each macro cell, the functions are continuous with respect to
the 푦 and 푧 variables while discontinuous with respect to the 푥 variable.
∙ Second type basis functions for first component
For 푝 ≥ 0, these functions are piecewise polynomial on each macro cell 휏1(휅) that belong
to 푄푝 in each of the 8 sub-cells with the additional requirement that they are continuous
on the 8 (out of 12) internal faces of 휏1(휅) that are parallel to the 푥-axis. If the macro
cell 휏1(휅) is mapped to the reference element 휏ˆ with the center of 휏1(휅) mapped to the
origin of 휏ˆ , then these functions can be defined via the interpolation points 푆(2)1 . Thus,
inside each macro cell, the functions are continuous with respect to the 푦 and 푧 variables
while discontinuous with respect to the 푥 variable.
Next, we define the finite element space 푈2 for the component 퐻2. To do so, we consider a
face 휅 that has normal direction parallel to the 푦-axis:
휅 = {푥푖 ≤ 푥 ≤ 푥푖+1, 푦 = 푦푗 , 푧푘 ≤ 푧 ≤ 푧푘+1 },
and introduce the corresponding macro cell 휏2(휅) by





This macro cell is then divided into 8 rectangular sub-cells by using the center point (푥푖+ 1
2
, 푦푗 , 푧푘+ 1
2
).
The space 푈2 is then defined as the space of functions whose restriction to each macro cell
휏2(휅) are piecewise polynomials with additional requirement on continuity on internal faces.
Note that there is no continuity requirement on the faces between two macro cells. We will de-
fine three types of staggered DG spaces based on the two types of interpolation points defined
above.
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∙ Zero type basis functions for second component
For 푝 ≥ 1, these functions are piecewise polynomial on each macro cell 휏2(휅) that belong
to 푄푝 in each of the 8 sub-cells with the additional requirement that they are continuous
on the 12 internal faces of 휏2(휅). If the macro cell 휏2(휅) is mapped to the reference
element 휏ˆ with the center of 휏2(휅) mapped to the origin of 휏ˆ , then these functions can be
defined via the interpolation points 푆(1)2 . Thus, inside each macro cell, the functions are
continuous with respect to the 푥, 푦 and 푧 variables.
∙ First type basis functions for second component
For 푝 ≥ 1, these functions are piecewise polynomial on each macro cell 휏2(휅) that
belong to 푄푝,푝−1,푝 in each of the 8 sub-cells with the additional requirement that they
are continuous on the 8 (out of 12) internal faces of 휏2(휅) that are parallel to the 푦-
axis. If the macro cell 휏2(휅) is mapped to the reference element 휏ˆ with the center of
휏2(휅) mapped to the origin of 휏ˆ , then these functions can be defined via the interpolation
points 푆(1)2 . Thus, inside each macro cell, the functions are continuous with respect to
the 푥 and 푧 variables while discontinuous with respect to the 푦 variable.
∙ Second type basis functions for second component
For 푝 ≥ 0, these functions are piecewise polynomial on each macro cell 휏2(휅) that belong
to 푄푝 in each of the 8 sub-cells with the additional requirement that they are continuous
on the 8 (out of 12) internal faces of 휏2(휅) that are parallel to the 푦-axis. If the macro
cell 휏2(휅) is mapped to the reference element 휏ˆ with the center of 휏2(휅) mapped to the
origin of 휏ˆ , then these functions can be defined via the interpolation points 푆(2)2 . Thus,
inside each macro cell, the functions are continuous with respect to the 푥 and 푧 variables
while discontinuous with respect to the 푦 variable.
Finally, we define the finite element space 푈3 for the component 퐻3. We consider a face 휅 that
has normal direction parallel to the 푧-axis:
휅 = { 푥푖 ≤ 푥 ≤ 푥푖+1, 푦푗 ≤ 푦 ≤ 푦푗+1, 푧 = 푧푘 },
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and introduce the corresponding macro cell 휏3(휅) by










The space 푈3 is then defined as the space of functions whose restriction to each macro cell
휏3(휅) are piecewise polynomials with additional requirement on internal faces. Note that there
is no continuity requirement on the faces between two macro cells. We will define three types
of staggered DG spaces based on the two types of interpolation points defined above.
∙ Zero type basis functions for third component
For 푝 ≥ 1, these functions are piecewise polynomial on each macro cell 휏3(휅) that belong
to 푄푝 in each of the 8 sub-cells with the additional requirement that they are continuous
on the 12 internal faces of 휏3(휅). If the macro cell 휏3(휅) is mapped to the reference
element 휏ˆ with the center of 휏3(휅) mapped to the origin of 휏ˆ , then these functions can be
defined via the interpolation points 푆(1)3 . Thus, inside each macro cell, the functions are
continuous with respect to the 푥, 푦 and 푧 variables.
∙ First type basis functions for third component
For 푝 ≥ 1, these functions are piecewise polynomial on each macro cell 휏3(휅) that
belong to 푄푝,푝,푝−1 in each of the 8 sub-cells with the additional requirement that they
are continuous on the 8 (out of 12) internal faces of 휏3(휅) that are parallel to the 푧-
axis. If the macro cell 휏3(휅) is mapped to the reference element 휏ˆ with the center of
휏3(휅) mapped to the origin of 휏ˆ , then these functions can be defined via the interpolation
points 푆(1)3 . Thus, inside each macro cell, the functions are continuous with respect to
the 푥 and 푦 variables while discontinuous with respect to the 푧 variable.
∙ Second type basis functions for third component
For 푝 ≥ 0, these functions are piecewise polynomial on each macro cell 휏3(휅) that belong
to 푄푝 in each of the 8 sub-cells with the additional requirement that they are continuous
on the 8 (out of 12) internal faces of 휏3(휅) that are parallel to the 푧-axis. If the macro
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cell 휏3(휅) is mapped to the reference element 휏ˆ with the center of 휏3(휅) mapped to the
origin of 휏ˆ , then these functions can be defined via the interpolation points 푆(2)3 . Thus,
inside each macro cell, the functions are continuous with respect to the 푥 and 푦 variables
while discontinuous with respect to the 푧 variable.
Next, we will give the definitions of the finite element spaces for 퐸⃗ = (퐸1, 퐸2, 퐸3)푡. These
spaces are defined with respect to edges. Thus, they are called high order edge basis functions.
These are also related to the 퐻(curl)-conforming finite elements, see [28, 29].
We first give the definition of the finite element space 푊1 for the component 퐸1. Consider an
edge 휎 that is parallel to the 푥-axis. We write
휎 = { 푥푖 ≤ 푥 ≤ 푥푖+1, 푦 = 푦푗 , 푧 = 푧푘 }.
Then we define the corresponding macro cell 휏1(휎):









This macro cell is then divided into 8 rectangular sub-cells by using the center point (푥푖+ 1
2
, 푦푗 , 푧푘).
We also consider three types of staggered DG spaces. The space푊1 is defined in the same way
as 푈1.
To define the finite element space 푊2 for 퐸2, we consider an edge 휎 that is parallel to the
푦-axis, and write
휎 = { 푥 = 푥푖, 푦푗 ≤ 푦 ≤ 푦푗+1, 푧 = 푧푘 },
and define the corresponding macro cell 휏2(휎):









The space 푊2 is defined in the same way as 푈2.
Likewise, for the finite element space 푊3 for 퐸3, we take an edge 휎 that is parallel to the
푧-axis, and write
휎 = { 푥 = 푥푖, 푦 = 푦푗 , 푧푘 ≤ 푧 ≤ 푧푘+1 },
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we define the corresponding macro cell 휏3(휎):













In this section, we will give a detail derivation of our new staggered DG method for the
Maxwell’s equations (1.1)-(1.2).
First, we recall that 휏1(휅), 휏2(휅) and 휏3(휅) are defined as the macro cells with respect to the
faces of the initial grid that have normal direction parallel to the 푥-axis, 푦-axis and 푧-axis
respectively. To derive our new staggered DG method, the key idea is to obtain an integral
form of the Maxwell’s equations on these staggered macro cells. We take a test function 휙⃗ =
(휙1, 0, 0)
푡 with 휙1 ∈ 푈1, multiply (1.2) by it and integrate the resulting equation over a macro



























































(퐸ℎ2푛3 − 퐸ℎ3푛2)휙1 푑푠.
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In the same way, we multiply (1.2) by a test function 휙⃗ = (0, 휙2, 0)푡 with 휙2 ∈ 푈2, integrate




































(퐸ℎ3푛1 − 퐸ℎ1푛3)휙2 푑푠.
Similarly, we multiply (1.2) by a test function 휙⃗ = (0, 0, 휙3)푡 with 휙3 ∈ 푈3, integrate the




































(퐸ℎ1푛2 − 퐸ℎ2푛1)휙3 푑푠.
We write 퐽⃗ = (퐽1, 퐽2, 퐽3)푡. Notice that 휏1(휎), 휏2(휎) and 휏3(휎) are macro cells that are defined
with respect to the edges of the initial grid that are parallel to the 푥-, 푦- and 푧-axis respectively.
Taking a test function 휓⃗ = (휓1, 0, 0)푡 with 휓1 ∈ 푊1, we multiply (1.1) by it and integrate the


























































(퐻ℎ2 푛3 −퐻ℎ3 푛2)휓1 푑푠.








































(퐻ℎ3 푛1 −퐻ℎ1 푛3)휓2 푑푠







































(퐻ℎ1 푛2 −퐻ℎ2 푛1)휓3 푑푠.
The above equations (3.2)-(3.7) define our new staggered DG method. One key feature of our
new method is that the solutions 퐻⃗ℎ and 퐸⃗ℎ appeared in the boundary integrals in (3.2)-(3.7)
are well-defined, and hence no numerical flux is needed. As an illustration, we consider the
boundary integrals in (3.5), the values of the corresponding components of 퐻⃗ℎ are continuous.
For instance, the first term of the boundary integral is∫
∂휏1(휎)








퐻ℎ2 (푥, 푦, 푧푘+ 1
2










퐻ℎ2 (푥, 푦, 푧푘− 1
2
)휓1(푥, 푦, 푧푘− 1
2
) 푑푦푑푥
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which requires continuity of 퐻ℎ2 with respect to the 푧-variable so that it can be well-defined.
By the definition of 휏2(휅), we see that the above integral corresponds to the integration on some
of the internal faces of 휏2(휅), and on these faces, 퐻ℎ2 is continuous with respect to the 푥 and 푧
variables.
The perfectly conducting boundary condition 퐸⃗ × 푛⃗ = 0 on ∂Ω, where 푛⃗ is the unit outward
normal vector to ∂Ω, is imposed strongly in the finite element spaces 푊1,푊2 and 푊3. We
will illustrate this for 푊1. Let 휎 be an edge that is parallel to the 푥-axis and let 휏1(휎) be the
corresponding macro cell. Since 휎 lies on the domain boundary ∂Ω, part of 휏1(휎) is outside
Ω. Thus, the degrees of freedom that are located outside of Ω are set to zero. To impose
the boundary condition for 퐸1, we set the degrees of freedom that lie on the intersection of
휏1(휎) and the domain boundary ∂Ω to zero. Therefore, 퐸1 is identically equal to zero on all
inner faces of 휏1(휎) that also belong to the domain boundary ∂Ω. We use the same method
respectively for 푊2 and 푊3. As a result, we have enforced strongly the boundary condition
퐸⃗ × 푛⃗ = 0 on ∂Ω.
3.2 Time discretization
We will use the classical leap-frog scheme for the time discretization of (3.2)-(3.4) and (3.5)-
(3.7). For a given time step Δ푡 > 0 and integers 푛 = 0, 1, 2, ⋅ ⋅ ⋅ , the magnetic field 퐻⃗ℎ will
be approximated at times (푛 + 12)Δ푡 and are denoted by 퐻⃗
ℎ,푛+ 1
2 . Similarly, the electric field
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This discretization is also used in (3.6) and (3.7). Therefore, given (퐻⃗ℎ,푛+
1
2 , 퐸⃗ℎ,푛), we can
find the numerical solution at the next time level (퐻⃗ℎ,푛+
3
2 , 퐸⃗ℎ,푛+1) by solving (3.8), (3.9)
and similar equations obtained from (3.3)-(3.4) and (3.6)-(3.7). It is well-known that this is a
second order in time approximation. Notice that since our basis functions in the spaces 푈푖 and
푊푖, 푖 = 1, 2, 3, are orthogonal, the resulting mass matrices are automatically diagonal. Hence,
the above time discretization will result in an explicit scheme.
Chapter 4
Energy conservation and Discrete
Gauss law
As we mentioned in the Introduction, our new staggered DG method is able to preserve the
electromagnetic energy as well as a discrete version of the Gauss law, which are desirable for
the numerical solutions of Maxwell’s equations in the time domain and are the main advantages
of our new method. In the following, we will prove these two results.
4.1 Energy conservation









To prove the energy conservation, we will take 휙푖 = 퐻ℎ푖 , 푖 = 1, 2, 3, in equations (3.2),
(3.3) and (3.4) respectively, and take 휓푖 = 퐸ℎ푖 , 푖 = 1, 2, 3, in equations (3.5), (3.6) and (3.7)














퐽⃗ ⋅ 퐸⃗ℎ 푑풙. (4.1)
When 퐽⃗ = 0⃗, we obtain
푑
푑푡
ℰ(퐻⃗ℎ, 퐸⃗ℎ) = 0
19
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which says that the electromagnetic energy is conserved. We observe that in order to obtain
(4.1), all terms in (3.2)-(3.7) related to the curl operator (that is, all terms between brackets
involving spatial derivatives and surface integrals) have to be cancelled. This is illustrated in
the following paragraphs.





















We recall that 휏1(휅) is a union of 8 sub-cells. Consider one of the 8 sub-cells 휏 := [푥푖− 1
2
, 푥푖]×
[푦푗 , 푦푗+ 1
2
] × [푧푘, 푧푘+ 1
2
] and only the terms between brackets. From (4.2), all these terms that













(퐸ℎ2푛3 − 퐸ℎ3푛2)퐻ℎ1 푑푠
where 휅1, 휅2 and 휅3 are the three faces of 휏 defined by
휅1 = {푥 = 푥푖− 1
2
} × [푦푗 , 푦푗+ 1
2
]× [푧푘, 푧푘+ 1
2
],
휅2 = [푥푖− 1
2
, 푥푖]× {푦 = 푦푗} × [푧푘, 푧푘+ 1
2
],
휅3 = [푥푖− 1
2
, 푥푖]× [푦푗 , 푦푗+ 1
2
]× {푧 = 푧푘}.




1 are all smooth over 휏 . Then, using the














(퐸ℎ2푛3 − 퐸ℎ3푛2)퐻ℎ1 푑푠 := 퐼1 + 퐼2 (4.3)
where 휅4, 휅5 and 휅6 are the remaining faces of 휏 :
휅4 = {푥 = 푥푖} × [푦푗 , 푦푗+ 1
2
]× [푧푘, 푧푘+ 1
2
],
휅5 = [푥푖− 1
2
, 푥푖]× {푦 = 푦푗+ 1
2
} × [푧푘, 푧푘+ 1
2
],
휅6 = [푥푖− 1
2
, 푥푖]× [푦푗 , 푦푗+ 1
2
]× {푧 = 푧푘+ 1
2
}.
For 퐼2, we have both 푛2 = 푛3 = 0 on 휅4 and therefore there is no contribution on 휅4. On 휅5,










Staggered Discontinuous Galerkin Method for Maxwell’s equations 21











































where {푦 = 푦푗+ 1
2





} denotes the union of all faces with 푧-coordinate equals 푧푘+ 1
2














































































































































where {푥 = 푥푖+ 1
2
} denotes the union of all faces with 푥-coordinate equals 푥푖+ 1
2
. Next, we
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Finally, adding (4.4)-(4.6) and (4.8)-(4.10), we obtain (4.1).

















퐻, 휓⃗) + 퐶휏2(휎)(
˜⃗






for all ˜⃗퐻, 휙⃗ ∈ 푈1 × 푈2 × 푈3 and ˜⃗퐸, 휓⃗ ∈푊1 ×푊2 ×푊3.
4.2 Discrete Gauss law
In this section, we will prove a discrete version of Gauss law for the first type element with
polynomial order 푝 ≥ 1. We recall that our initial grid is defined by using the nodal points
푥푖, 푦푗 , 푧푘 where 푖, 푗, 푘 = 0, 1, 2, ⋅ ⋅ ⋅ . Using this initial grid, we define the refined grid by using
the nodal points 푥푖, 푥푖+ 1
2
, 푦푗 , 푦푗+ 1
2
, 푧푘, 푧푘+ 1
2
where 푖, 푗, 푘 = 0, 1, 2, ⋅ ⋅ ⋅ . Thus, the refined
grid is obtained by uniformly subdividing each cell in the initial grid into eight cells. Let
푄푐푝+1 be the space of globally continuous piecewise polynomials with degree 푝 + 1 in each
variable with respect to the refined grid. That is, 푄푐푝+1 is the quadrilateral conforming finite
element space with respect to the refined grid. Let 푞 ∈ 푄푐푝+1 with the condition that 푞 = 0 on
∂Ω. Then it is easy to see that the first component of ∇푞 is continuous in the 푦, 푧 variables,
the second component of ∇푞 is continuous in the 푥, 푧 variables and the third component of
∇푞 is continuous in the 푥, 푦 variables. Moreover, in each cell of the refined grid, we have
∇푞 ∈ 푄푝,푝+1,푝+1 × 푄푝+1,푝,푝+1 × 푄푝+1,푝+1,푝. Thus, ∇푞 belongs to the first type staggered
DG space 푊1 ×푊2 ×푊3. Taking the first component of ∇푞 as test function in (3.5) and by
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Similarly, taking the second component of ∇푞 as test function in (3.6) and by following the








































































Adding (4.12)-(4.14) and using the continuity properties of ∇푞, we obtain the following dis-





⋅ ∇푞 푑풙 = −
∫
Ω
퐽⃗ ⋅ ∇푞 푑풙.





⋅ ∇푞 푑풙 = 0
which is a discrete version of the Gauss law for the magnetic field.
Chapter 5
Error analysis
In this section, we will prove the optimal convergence and superconvergence of our new stag-
gered DG method, defined by (3.2)-(3.7).





휙1 푑풙+퐵휏1(휅)(퐸⃗ − 퐸⃗ℎ, 휙⃗) = 0 . (5.1)
Let ˜⃗퐸 be the interpolant of 퐸⃗, that is, ˜⃗퐸 belongs to our staggered DG spaces and has the same







퐸 − 퐸⃗ℎ, 휙⃗) = −퐵휏1(휅)(퐸⃗ − ˜⃗퐸, 휙⃗) .







































퐶휏푖(휎)(퐻⃗ − ˜⃗퐻, ˜⃗퐸 − 퐸⃗ℎ)
(5.2)
where the last two summations are taken over all faces and edges in the initial grid respectively.
Let 휏 be a generic cell in the refined grid. We first observe that, for the zeroth and second type
24
Staggered Discontinuous Galerkin Method for Maxwell’s equations 25







퐻 − 퐻⃗ℎ) 푑풙
vanishes for functions 퐻⃗ in (푄푝)3, since in this case 퐻⃗ =
˜⃗
퐻 everywhere in 휏 . For the first type
element with polynomial order 푝 ≥ 1, the above functional also vanishes for any 퐻⃗ ∈ (푄푝)3
by the Gaussian and Radau quadrature rules since 퐻⃗ = ˜⃗퐻 at the interpolation nodes and the
quadrature rules exactly integrate polynomials of degrees 2푝 − 1 and 2푝 respectively. Hence,







퐻 − 퐻⃗ℎ) 푑풙 ≤ 퐶ℎ푝+1∣퐻⃗푡∣퐻푝+1(휏)3∥ ˜⃗퐻 − 퐻⃗ℎ∥퐿2(휏)3















퐸 − 퐸⃗ℎ) 푑풙 ≤ 퐶ℎ푝+1∣퐸⃗푡∣퐻푝+1(Ω)3∥ ˜⃗퐸 − 퐸⃗ℎ∥퐿2(Ω)3 .
In the following, we will estimate the remaining two terms in (5.2).















(퐸2 − 퐸˜2)푛3 − (퐸3 − 퐸˜3)푛2
)
휙1 푑푠.
Other terms can be estimated in a similar fashion. Notice that, in the definition of 푅, we use
휙1 to replace the first component of
˜⃗
퐻 − 퐻⃗ℎ. By definition,




]× [푦푗 , 푦푗+1]× [푧푘, 푧푘+1]





















[퐸2 − 퐸˜2]휙1 푑푠+
∫
휅2
[퐸3 − 퐸˜3]휙1 푑푠
(5.3)
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]× [푦푗 , 푦푗+1]×{푧 = 푧푘+ 1
2




]×{푦 = 푦푗+ 1
2
}×


























휅′1 := {푥 = 푥푖+ 1
2
} × [푦푗+ 1
2
, 푦푗+1]× [푧푘+ 1
2
, 푧푘+1],
휅′2 := [푥푖, 푥푖+ 1
2
]× {푦 = 푦푗+1} × [푧푘+ 1
2
, 푧푘+1],




, 푦푗+1]× {푧 = 푧푘+1}.
We note that 휅′1, 휅′2 and 휅′3 are normal to the 푥, 푦 and 푧 axis respectively. Consequently,














(퐸3 − 퐸˜3)푛2휙1 푑푠−
∫
휅′3
(퐸2 − 퐸˜2)푛3휙1 푑푠.
In the following, we will estimate 푅′ for the zeroth, first and the second type elements.
For the first type element:
We first consider the integral
∫
휏 ′(퐸2 − 퐸˜2)∂휙1∂푧 . We recall that ∂휙1∂푧 ∈ 푄푝−1,푝,푝−1 and 퐸˜2 ∈
푄푝,푝−1,푝. Moreover, the 푥 and 푧 coordinates of 퐸˜2 are defined using Radau points and the
푦 coordinate of 퐸˜2 are defined using Gaussian points. Then, by using Radau and Gaussian
quadrature rules, the integral vanishes for all functions 퐸2 in 푄푝+1,푝−1,푝+1, since, in this case,
the integrand belongs to 푄2푝,2푝−1,2푝. Similarly, we have
∫
휏 ′(퐸3 − 퐸˜3)∂휙1∂푦 vanishes for all
functions 퐸3 in 푄푝+1,푝+1,푝−1. Now we consider the two surface integrals in 푅′. Using the




(퐸2 − 퐸˜2)푛3휙1 푑푠 vanishes when 퐸2 ∈ 푄푝+1,푝−1,푝+1. Similarly, the integral∫
휅′2
(퐸3 − 퐸˜3)푛2휙1 푑푠 vanishes for all 퐸3 in 푄푝+1,푝+1,푝−1. Notice that, similar result hold for
the other 7 pieces in 푅. Moreover, from (5.3), we see that 푅 = 0 when 퐸2 = 푦푚 and 퐸3 = 푧푚
with 푚 = 푝, 푝+ 1. Consequently, 푅 vanishes for all polynomials of degree less than or equal
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to 푝+ 1. Hence, by the Bramble-Hilbert lemma, we obtain
푅 ≤ 퐶ℎ푝+1∣퐸⃗∣퐻푝+2(휏1(휅))3∥휙1∥퐿2(휏1(휅)).
For the zeroth type element:
We first consider the integral
∫
휏 ′(퐸2−퐸˜2)∂휙1∂푧 . We recall that ∂휙1∂푧 ∈ 푄푝,푝,푝−1 and 퐸˜2 ∈ 푄푝,푝,푝.
Moreover, the 푥, 푦 and 푧 coordinates of 퐸˜2 are defined using Radau points Then, by using
Radau quadrature rules, the integral vanishes for all functions 퐸2 in 푄푝,푝,푝+1, since, in this
case, the integrand belongs to 푄2푝,2푝,2푝. Similarly, we have
∫
휏 ′(퐸3 − 퐸˜3)∂휙1∂푦 vanishes for all
functions 퐸3 in 푄푝,푝+1,푝. Now we consider the two surface integrals in 푅′. Using the Radau
quadrature for the 푥 and 푦 variables, we see that the integral
∫
휅′3
(퐸2 − 퐸˜2)푛3휙1 푑푠 vanishes
when 퐸2 ∈ 푄푝,푝,푝+1. Similarly, the integral
∫
휅′2
(퐸3 − 퐸˜3)푛2휙1 푑푠 vanishes for all 퐸3 in
푄푝,푝+1,푝. Notice that, similar result hold for the other 7 pieces in 푅. Moreover, from (5.3),
we see that 푅 = 0 when 퐸2 = 푥푚, 푦푚, 푥푚푦푚 and 퐸3 = 푥푚, 푧푚, 푥푚푧푚 with 푚 = 푝 + 1.
Consequently, 푅 vanishes for all polynomials of degree less than or equal to 푝+ 1. Hence, by
the Bramble-Hilbert lemma, we obtain
푅 ≤ 퐶ℎ푝+1∣퐸⃗∣퐻푝+2(휏1(휅))3∥휙1∥퐿2(휏1(휅)).
For the second type element:
The proof for this case is essentially the same as the first type element. The main difference is
that, for 퐸˜2, one more Gaussian point is used for the 푦 variable and for 퐸˜3, one more Gaussian
point is used for the 푧 variable. By the same techniques, we see that 푅′ = 0 for all functions
퐸2 and 퐸3 in 푄푝+1,푝,푝+1 and 푄푝+1,푝+1,푝 respectively. This is also true for the other 7 pieces.
Moreover, from (5.3), we see that 푅 = 0 when 퐸2 = 푦푝+1 and 퐸3 = 푧푝+1. Consequently,
푅 vanishes for all polynomials of degree less than or equal to 푝 + 1. Hence, by the Bramble-
Hilbert lemma, we obtain
푅 ≤ 퐶ℎ푝+1∣퐸⃗∣퐻푝+2(휏1(휅))3∥휙1∥퐿2(휏1(휅)).
Combining the above results, we obtain the following theorem.
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Theorem 5.0.1 Let (퐻⃗ℎ, 퐸⃗ℎ) be the solution of the staggered DG method and let ( ˜⃗퐻, ˜⃗퐸) be
the interpolant of the exact solution into the staggered DG space. Then we have
∥휇 12 ( ˜⃗퐻 − 퐻⃗ℎ)∥+ ∥휀 12 ( ˜⃗퐸 − 퐸⃗ℎ)∥ ≤ 퐶ℎ푝+1.
In the above theorem, the norms on the left hand side are discrete 퐿2 norms measured at the
interpolation points. Thus, for the first type element, this is a superconvergence result since
the convergence rate is one order higher than that of the interpolation error. In the following
theorem, we state the error estimates with respect to 퐿2 norm. The proof is based on the use of
classical interpolation error estimates.
Theorem 5.0.2 Let (퐻⃗ℎ, 퐸⃗ℎ) be the solution of the staggered DG method and let (퐻⃗, 퐸⃗) be
the exact solution. Then we have
∥휇 12 (퐻⃗ − 퐻⃗ℎ)∥+ ∥휀 12 (퐸⃗ − 퐸⃗ℎ)∥ ≤ 퐶ℎ푝
for the first type element with 푝 ≥ 1 and
∥휇 12 (퐻⃗ − 퐻⃗ℎ)∥+ ∥휀 12 (퐸⃗ − 퐸⃗ℎ)∥ ≤ 퐶ℎ푝+1
for the second type element with 푝 ≥ 0.
Chapter 6
Numerical examples
In this section, we will present numerical examples to validate the high order of convergence
of our new DG method. Furthermore, we will provide results on simulation of wave diffraction
by perfectly conducting objects. We will also present an example with an unbounded domain
with the use of PML. For all examples below, we take the domain Ω to be [0, 1]푑, (푑 = 2, 3),
and a uniform grid with ℎ = ℎ1 = ℎ2 = ℎ3.
29
Staggered Discontinuous Galerkin Method for Maxwell’s equations 30
6.1 Convergence tests
In this section, we present a convergence rate test for a 3퐷 problem to validate our estimates
in Theorem 5.0.1 and Theorem 5.0.2. The exact solution of the problem is chosen as
퐸1(푥, 푦, 푧, 푡) = sin(휋푡) sin(휋푦) sin(휋푧)
퐸2(푥, 푦, 푧, 푡) = sin(휋푡) sin(휋푥) sin(휋푧)
퐸3(푥, 푦, 푧, 푡) = sin(휋푡) sin(휋푥) sin(휋푦)
퐻1(푥, 푦, 푧, 푡) = sin(휋푥) cos(휋푡)(cos(휋푦)− cos(휋푧))
퐻2(푥, 푦, 푧, 푡) = − sin(휋푦) cos(휋푡)(− cos(휋푧) + cos(휋푥))
퐻3(푥, 푦, 푧, 푡) = sin(휋푧) cos(휋푡)(cos(휋푥)− cos(휋푦))
퐽1(푥, 푦, 푧, 푡) = −휋 cos(휋푡) sin(휋푦) sin(휋푧)
퐽2(푥, 푦, 푧, 푡) = −휋 cos(휋푡) sin(휋푥) sin(휋푧)
퐽3(푥, 푦, 푧, 푡) = −휋 cos(휋푡) sin(휋푥) sin(휋푦)
We will compute the errors in 퐿2 for the zero type elements together with the errors in 퐿2 and
discrete 퐿2 norms for the first and second types elements with polynomial order 푝 = 1, 2 and
3 at the time 푇 = 1.1. The log-log plots of these errors against various mesh sizes are shown
in Figure 6.1, 6.2 and Figure 6.3, in which the dash lines represent the method with 푝 = 1,
the dash-dot lines represent the method with 푝 = 2 and the solid lines represent the method
with 푝 = 3. In Figure 6.2 , the errors measured in 퐿2 norm (left) and discrete 퐿2 norm (right)
are presented. We see that the order of convergence measured in the discrete 퐿2 norm is one
order higher than the order measured in the 퐿2 norm. From Figure 6.3, we see that the order of
convergence measured in both the 퐿2 and the discrete 퐿2 norms are the same. These confirm
our estimates in Theorem 5.0.1 and Theorem 5.0.2.
6.2 Diffraction by a perfectly conducting object
In this section, we will present simulation results for wave diffraction problems by perfectly
conducting objects. We will consider the TE mode in the domain [0, 1]2 with perfectly conduc-
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Figure 6.1: Rate of convergence in 퐿2 norm for the zero type element.
Figure 6.2: Rate of convergence in 퐿2 and discrete 퐿2 norms for the first type element.
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Figure 6.3: Rate of convergence in 퐿2 and discrete 퐿2 norms for the second type element.
tor boundary condition. The initial pulses are taken as 퐸1(0) = 퐸2(0) = 0 and
퐻3(푥, 푦, 0) =
⎧⎨⎩
sin(16휋푥), 0 ≤ 푥 ≤ 18 ,
0, otherwise.
The first example is the wave diffraction problem by a perfectly conducting object which is a
square centered at (0.5, 0.5) with width equal to 0.5, shown in Figure 6.4. In the following, we
present the behavior of 퐻3(푥, 푦, 푡) as a function of 푡 at three reference points defined respec-
tively by (0.125, 0.875), (0.5, 0.875) and (0.875, 0.875), shown again by black dots in Figure
6.4. The numerical simulations are computed by using our three types of DG methods. For
zeroth type, we computed for 푝 = 1, 2, 3 using a mesh size ℎ = 1/128. For first and second
type, we computed for 푝 = 3 and using a mesh size ℎ = 1/128.
Figure 6.4: Wave diffraction problems. Left: square obstacle. Right: L-shaped obstacle.
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Figure 6.5: 퐻3 at 푥 = 0.125 and 푦 = 0.875 for square obstacle.
Figure 6.6: 퐻3 at 푥 = 0.5 and 푦 = 0.875 for square obstacle.
In Figs. 6.5-6.7, we present the numerical solutions obtained by the zeroth type of DG method
and the reference solution at the three reference points. We use dash, dash-dot and solid lines
to denote the solutions with 푝 = 1, 2, 3 respectively. In all cases, we see that our methods with
varying 푝 = 1, 2, 3 produce almost identical solutions. In Fig. 6.5, we see that the wave arrives
at the point (0.125, 0.875) at time 0, and starting from the time 0.25, we see some reflections
coming from the objects. Similarly, in Fig. 6.6, we see the wave arrives at the point (0.5, 0.875)
at a time around 0.375, and then we see the reflected wave afterwards. In Figs. 6.5-6.6, we see
the different reflected waves from the two observation points.
In order to verify the accuracy of our method, we compare the numerical solution and the
reference solution obtained by the FDTD method. The reference solution is computed by by
using a fine grid with mesh size ℎ = 1/1024 for zero type while we use fine grid with mesh
size ℎ = 1/2048 for first and second type. In Figs. 6.8-6.10, we present the two solutions for
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Figure 6.7: 퐻3 at 푥 = 0.875 and 푦 = 0.875 for square obstacle.
Figure 6.8: Comparision of FDTD and solution with 푝 = 3 at 푥 = 0.125 and 푦 = 0.875.
Figure 6.9: Comparison of FDTD and solution with 푝 = 3 at 푥 = 0.5 and 푦 = 0.875.
the zero type at the three reference points: the two solutions are identical.
In Figure 6.11, we present the numerical solutions obtained by the first and second types of DG
methods and the reference solution at the three reference points. In these figures, we use solid
line to represent the reference solution, dash-dot line to represent the numerical solution using
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Figure 6.10: Comparison of FDTD and solution with 푝 = 3 at 푥 = 0.875 and 푦 = 0.875.
the first type DG space and dash line to represent the numerical solution using the second type
DG space It is clear that our method gives the correct behavior.
Figure 6.11: Square obstacle: comparision of our solution and the reference solution at the 3
reference points. Left: (0.125, 0.875). Middle: (0.5, 0.875). Right: (0.875, 0.875).
Next, we perform a similar simulation by using a L-shaped perfectly conducting obstacle de-
fined by [0.25, 0.75]2∖([0.25, 0.5] × [0.5, 0.75]) (see Figure 6.4), and the results are shown in
Figs. 6.12-6.17 for the zero type and 6.18 for the first and second type. We again see that our
method gives the correct behavior.
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Figure 6.12: 퐻3 at 푥 = 0.125 and 푦 = 0.875 for L-shaped obstacle.
Figure 6.13: 퐻3 at 푥 = 0.5 and 푦 = 0.875 for L-shaped obstacle.
Figure 6.14: 퐻3 at 푥 = 0.875 and 푦 = 0.875 for L-shaped obstacle.
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Figure 6.15: Comparision of FDTD and solution with 푝 = 3 at 푥 = 0.125 and 푦 = 0.875.
Figure 6.16: Comparison of FDTD and solution with 푝 = 3 at 푥 = 0.5 and 푦 = 0.875.
Figure 6.17: Comparison of FDTD and solution with 푝 = 3 at 푥 = 0.875 and 푦 = 0.875.
6.3 Perfectly matched layers
In this section, we will consider the wave propagation problem in an unbounded domain. The
initial pulses are chosen as
퐸1(푥, 푦, 0) = 퐸2(푥, 푦, 0) = 0 and 퐻3(푥, 푦, 0) = 푒−100((푥−0.5)
2+(푦−0.5)2).
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Figure 6.18: L-shaped obstacle: comparision of our solution and the reference solution at the
3 reference points. Left: (0.125, 0.875). Middle: (0.5, 0.875). Right: (0.875, 0.875).
We will apply PML (see [1]) in conjunction with our new DG method with 푝 = 1. In order
to test the accuracy of our method, we will compute a reference solution on a larger domain
[−0.5, 1.5]2 with only the perfectly conductor boundary condition. We then compute the dif-
ference between our solution and the reference solution in the original computational domain
[0, 1]2 at a time so that the wave does not hit the boundary of the enlarged domain [−0.5, 1.5]2.
In Figure 6.19, we present the errors computed by using the two types of DG methods. As we
can see from these figures, the errors for both type of methods are very small (having magnitude
of about 10−3).
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Figure 6.19: Errors for the unbounded domain example. Left: first type element. Right: second
type element.
Chapter 7
Time Harmonic Maxwell’s equations
7.1 Model Problems
First we describe the problem setting. Let Ω be a bounded domain in ℝ3. We consider the
following time harmonic Maxwell’s equations
휔2퐸⃗ −∇× 퐻⃗ = 퐽⃗, 푥⃗ ∈ Ω, (7.1)
퐻⃗ −∇× 퐸⃗ = 0⃗, 푥⃗ ∈ Ω, (7.2)
where 퐸⃗ and 퐻⃗ are the electric and magnetic fields to be approximated, 퐽⃗ is the given current
density, 휔 > 0 is a given angular frequency. The above problem is equipped with the perfect
conductor boundary condition 퐸⃗ × 푛⃗ = 0⃗ on ∂Ω. The spatial discretization of (7.1)-(7.2) is
the same as the previous chapters on a staggered Cartesian grids, as well as the three types
staggered DG space we use.
7.2 Numerical examples
In this section, we will present numerical examples to validate the high order of convergence
of our new DG method. We take the domain Ω to be [0, 1]3, with ℎ = ℎ1 = ℎ2 = ℎ3. Also, we
will consider the following eigenvalue problem
∇×∇× 퐸⃗ = 휆퐸⃗
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We will give the numerical eigenvalues and compared them with the theoretical one with the
Cube-Shape domain Ω = [0, 1]3 and L-Shape domain Ω = [0, 2] × [0, 2] × [0, 1] ∖ [1, 2] ×
[0, 1]× [0, 1]
7.2.1 Convergence tests
In this section, we present the convergence test for a 3퐷 problem. The exact solution is defined
as
퐸1(푥, 푦, 푧) = sin(휋푦) sin(휋푧)
퐸2(푥, 푦, 푧) = sin(휋푥) sin(휋푧)
퐸3(푥, 푦, 푧) = sin(휋푥) sin(휋푦)
퐻1(푥, 푦, 푧) = sin(휋푥)휋(cos(휋푦)− cos(휋푧))
퐻2(푥, 푦, 푧) = sin(휋푦)휋(cos(휋푧)− cos(휋푥))
퐻3(푥, 푦, 푧) = sin(휋푧)휋(cos(휋푥)− cos(휋푦))
퐽1(푥, 푦, 푧) = (2휋
2 − 1) sin(휋푦) sin(휋푧)
퐽2(푥, 푦, 푧) = (2휋
2 − 1) sin(휋푥) sin(휋푧)
퐽3(푥, 푦, 푧) = (2휋
2 − 1) sin(휋푥) sin(휋푦)
The 퐿2 error for three types of elements (푝 = 1, 2, 3) is obtained. As we can see from Fig.
7.2.1, 7.2.1 and 7.2.1, our method attains the expected high order rate of convergence.
7.2.2 Eigenvalues tests
We then compare the numerical eigenvalues with the theoretical eigenvalues for cube-shape
domain and L-shape domain using 푝 = 3 elements in Fig. 7.2.2 and 7.2.2.
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Figure 7.1: Rate of convergence in 퐿2 norm for the zeroth type element.
Figure 7.2: Rate of convergence in 퐿2 norm and discrete 퐿2 norms for the first type element.
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Figure 7.3: Rate of convergence in 퐿2 norm and discrete 퐿2 norms for the second type element.
Figure 7.4: First 9 Eigenvalues for the L-Shape domain.
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Figure 7.5: First 150 Eigenvalues for the cube-Shape domain.
Chapter 8
Conclusion
In this paper, we have developed and analyzed a new class of staggered DG method for the time-
dependent Maxwell’s equations as well as for the time-harmonic Maxwell’s equations. Three
types of staggered DG spaces are proposed which generalize the classical Nedelec first and
second family of finite elements. The new method has many advantages, namely, diagonal mass
matrices, energy conservation as well as automatic fulfillment of Gauss law. Moreover, the
method is high order accurate and the optimal error estimates are proved. A superconvergence
result, stating the convergence rate at the interpolation nodes is one order higher, is also proved.
Due to its Cartesian structure, the method is very easy to implement. Hence, our method gives
an attractive alternative to existing technologies. In the future, we plan to develop and analyze
these kind of staggered spaces for tetrahedral meshes.
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