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ON THE FORMAL AFFINE HECKE ALGEBRA
CHANGLONG ZHONG
Abstract. We study the action of the formal affine Hecke algebra on the
formal group algebra, and show that the the formal affine Hecke algebra has a
basis indexed by the Weyl group as a module over the formal group algebra.
We also define a concept called the normal formal group law, which we use to
simplify the relations of the generators of the formal affine Demazure algebra
and the formal affine Hecke algebra.
1. Introduction
Let R be a commutative ring and F be a formal group law over R. For the lattice
Λ of a root datum, the formal group algebra R[[Λ]]F was defined in [CPZ] and [CZZ].
It can be thought as an algebraic replacement of the algebraic oriented cohomology
theory (in the sense of Levine–Morel [LM]) of the classifying space BT of the torus
T . For each root α, they define the so-called Demazure–Lusztig type operator ∆Fα
acting on the formal group algebraR[[Λ]]F . The subring of endomorphisms ofR[[Λ]]F
generated by these operators were used to study the algebraic oriented cohomology
of flag varieties. Furthermore, generalizing the construction of the nil-Hecke algebra
of [KK86] and [KK90], in [HMSZ], these operators were constructed as elements
(called the formal Demazure elements XFα ) in the semidirect product of R[[Λ]]F and
the group ring R[W ] of the Weyl group W . The algebra generated by the formal
Demazure elements ∆α is called the formal affine Demazure algebra DF . Such
construction provides a more convenient way to study the equivariant cohomology
theory. For instance, in [CZZ] and [CZZ2], it is shown that the R[[Λ]]F -dual of DF
can be view as the T -equivariant algebraic oriented cohomology of complete flag
variety. Such algebraic language has been proved to be useful, for example, see
[MZZ] and [Zho].
On the other hand, in the classical theory of Hecke algebra the Demzaure element
∆α can be thought as degeneration of generator Tsα of affine Hecke algebra (see
[Lus], [CG] or [Gin]). Following this direction, in [HMSZ], for arbitrary formal
group law F , the formal affine Hecke algebra HF was defined to be generated by
TFsαi
for all simple roots αi. After this generalization, the classical affine Hecke
algebra becomes special case of HF when F is the multiplicative formal group
law. The reader could consult [HMSZ] for a more detailed introduction of classic
background.
For the formal affine Hecke algebra HF , the quadratic relations and the braid
type relations between the generators were constructed, but the latter ones come
with some mysterious auxiliary coefficients. As a result, the coefficient ring of HF
is certain enlarged version of the formal group algebra. The goal of this paper is to
study these coefficients and to show that this enlargement is not necessary. More
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precisely, we show in Theorem 4.10 that for each w ∈ W , we fix a reduced sequence
Iw of w, then the formal affine Hecke algebra is free with basis {TIw}w∈W as a
module over the formal group algebra (with the κα’s inverted, see the theorem for
precise statement). We also show in Theorem 4.11 that it could be identified as the
endomorphism subring of the formal group algebra generated by the formal group
algebra and the Demazure–Lusztig type operators. Moreover, in Corollary 4.13, we
provide a description of the center of HF . These results provide a solid foundation
for the formal affine Hecke algebra.
The second part of this paper considers formal affine Hecke algebra of some
specific types of formal group laws. For a (one-dimensional commutative) formal
group law
F (x, y) = x+ y +
∑
i,j≥1
aijx
iyj , aij ∈ R
such that a := a11 is invertible in R, we define a new formal group law F˜ and call it
the associated normalization of F . This new formal group law is isomorphic to F
but with more explicit and simple formal inverse element. With the normalization,
we simplify the notations and relations of the formal (affine) Demazure algebra DF
and the formal (affine) Hecke algebra HF . Moreover, we show that (Theorem 6.4),
when a is invertible, the coefficients appearing in the braid type relations of the
generators TFsαi belong to the formal group algebra for root systems of all types
(except for type G2). This provides a different proof of Theorem 4.10 with more
explicit coefficients. Moreover, this method does not use the torsion index, so it
could be generalized to the setting when one considers the corresponding formal
affine Hecke algebra of Kac-Moody algebras. This will be treated in a forthcoming
paper. Moreover, we hope that such simplification will make the study of the formal
affine Hecke algebra easier.
The paper is organized as follows: In Section 2 we recall the notation of formal
group algebra and the Demazure–Lusztig type operators, in Section 3 we recall the
definition of formal affine Demazure algebra and the formal affine Hecke algebra.
In Section 4 we consider the action of the formal affine Hecke algebra on the formal
group algebra, and prove the main result (Theorem 4.10). In Section 5 we define
the notion of normal formal group laws, and use it to simplify the notations of the
formal affine Demazure algebra and the formal affine Hecke algebra in Section 6.
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2. Formal group algebra and the Demazure–Lusztig type operators
Let R be a commutative ring with identity and let R[[x]] be the ring of formal
power series. Let F be a one-dimensional formal group law over R, i.e., a formal
power series F (x, y) = x + y +
∑
i,j≥1 aijx
iyj ∈ R[[x, y]] satisfying the following
properties
F (x, F (y, z)) = F (F (x, y), z), F (x, y) = F (y, x), F (x, 0) = x.
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We sometimes write x+F y for F (x, y), and denote the formal inverse of x by ıFx,
which has leading terms −x+ ax2 with a := a11 ∈ R. Denote
µF (x) =
ıF x
−x
∈ R[[x]], κF (x) = 1
x
+ 1
ıFx
∈ R[[x]].
2.1 Lemma. [HMSZ, Lemma 4.3] For any FGL F over R, κF (x) = 0 if and only
if µF (x) = 1, and if and only if F (x, y) = (x+ y)k(x, y) for some k(x, y) ∈ R[[x, y]].
If κF (x) 6= 0, since ıFx = −x+ ax2 + x3g(x) with g(x) ∈ R[[x]],
κF (x) = ax
2+x3g(x)
x(−x+ax2+x3g(x)) =
a+xg(x)
−1+ax+x2g(x) ,
we know that κF (x) is invertible in R[[x]] if and only if a is invertible in R, and
κF (x) is regular if a is regular [CZZ, Lemma 12.3].
2.2 Definition. We say κF = 0 (resp. κF is regular) if κF (x) = 0 (resp. if κF (x)
is regular).
2.3 Example. [HMSZ, Example 2.2] (1) The additive FGL Fa = x + y and the
Lorentz FGL Fl =
x+y
1+βxy with β ∈ R satisfy that κ
F = 0.
(2) The multiplicative FGL Fm(x, y) = x + y + axy with a regular in R satisfy
that κF is regular, and we have ıFm(x) =
u
−au−1 , µFm(x) =
1
1+au and κ
Fm(x) = −a.
(3) Let E be the elliptic curve defined by the Tate model:
v = u3 + a1uv + a2u
2v + a3v
2 + a4uv
2 + a6v
3,
then the elliptic FGL defined by E is
Fe(u, v) = u+ v − a1uv − a2(u
2v + uv2)− 2a3(u
3v + uv3) + (a1a2 − 3a3)u
2v2 + ...
over the ring R = Z[a1, a2, a3, a4, a6], and κ
Fe is regular.
(4) There is a universal formal group law Fu over the Lazard ring L, which is a
polynomial ring over Z with infinitely number of variables. Moreover, any formal
group law (R,F ) is given by a unique ring homomorphism φ : L → R such that
F (x, y) = φ(Fu(x, y)).
2.4 Definition. Let Λ be a free abelian group of rank n. Consider the polynomial
ring R[xΛ] in variables xλ with λ ∈ Λ. Let
ǫ : R[xΛ]→ R, xλ 7→ 0
be the augmentation map, and let R[[xΛ]] be the (ker ǫ)-adic completion of R[xΛ].
Let JF be the closure of the ideal of R[[xΛ]] generated by x0 and elements of the
form xλ1+λ2 − F (xλ1 , xλ2) for all λ1, λ2 ∈ Λ. Here x0 ∈ R[xΛ] is the element
determined by the zero element of Λ. The formal group algebra R[[Λ]]F is defined
to be the quotient
R[[Λ]]F = R[[xΛ]]/JF .
The augmentation map induces a ring homomorphism ǫ : R[[Λ]]F → R, and we
denote the kernel by IF . Then we have a filtration of ideals
R[[Λ]]F = I
0
F ⊇ I
1
F ⊇ I
2
F ⊇ · · ·
and the associated graded ring
GrR(Λ, F ) :=
∞⊕
i=0
IiF /I
i+1
F .
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For simplicity, we assume that I−nF = R[[Λ]]F for n > 0. By [CPZ, Lemma 4.2],
GrR(Λ, F ) is isomorphic to S
∗
R(Λ), the symmetric algebra. The isomorphism sends∏
xλi to
∏
λi. Moreover, if {wi}ni=1 is a basis of Λ, then R[[Λ]]F
∼= R[[w1, ..., wn]].
We recall the notation of root datum in [CZZ, §2]. Let Λ be a lattice and Σ ( Λ
be a non-empty finite subset. A root datum is an embedding Σ →֒ Λ∨, α 7→ α∨ of
Σ into the dual of Λ satisfying certain axioms. The elements of Σ are called roots,
and the sublattice Λr of Λ generated by Σ is called the root lattice. The dimension
of ΛQ is called the rank of the root datum. The root datum is called irreducible if
it is not direct sum of root data of smaller ranks. The set Λw := {w ∈ ΛQ|α∨(w) ∈
Z for all α ∈ Σ} is called the weight lattice. We assume that the root datum is
semisimple, i.e., Λr and Λ have the same rank. Then we have Λr ⊆ Λ ⊆ Λw. If
Λ = Λw (resp. Λ = Λr), then the root datum is called simply connected (resp.
adjoint), and is denoted by Dscn (resp. D
ad
n ), where D = A,B,C,D,E, F,G is one
of the Dynkin types and n is the rank. An irreducible root datum is uniquely
determined by its Dynkin type and the lattice Λ.
We assume that the rank of the root datum is n, and fix a basis Π := {α1, ..., αn} (
Σ. Denote [n] = {1, ..., n}. We call Π the set of simple roots. Then each root α is an
integral linear combination of αi with coefficients either all positive or all negative,
and we have a decomposition Σ = Σ− ⊔ Σ+ where Σ+ (resp. Σ−) is called the set
of positive (resp. negative) roots. The reflection Λ→ Λ, λ 7→ λ−α∨(λ)α is denoted
by sα, and the group W generated by sα, α ∈ Σ is called the Weyl group. Let ℓ be
the length function with respect to the set of simple roots Π, and let mij be the
order of sisj in W for i 6= j. Let w0 be the longest element in W , and let N be its
length.
Let t be the torsion index of the root datum, whose prime divisors are the
torsion primes of the associated simply connected root datum together with the
prime divisors of |Λw/Λ|. Clearly |Λw/Λ| divides |Λw/Λr|. We copy the table from
[CZZ, §2] (see [Dem] for the definition of torsion primes).
Type (s. connected) Al Bl, l ≥ 3 Cl Dl, l ≥ 4 G2 F4 E6 E7 E8
|Λw/Λr| l + 1 2 2 4 1 1 3 2 1
Torsion primes ∅ 2 ∅ 2 2 2,3 2,3 2,3 2,3,5
2.5 Definition. [CZZ, Definition. 4.4] Let Σ →֒ Λ∨ be a root datum. We say
that R[[Λ]]F is Σ-regular if for each α ∈ Σ, the element xα is regular in R[[Λ]]F .
By [CZZ, Lemma 2.2], R[[Λ]]F is Σ-regular if 2 is regular in R or if the root
datum does not contain an irreducible component Cscn . In this paper we always
assume that R[[Λ]]F is Σ-regular.
The action of the Weyl groupW on Λ extends to an action on R[[Λ]]F by sα(xλ) =
xsα(λ). For each root α, define the following operator
∆Fα (u) =
u−sα(u)
xα
.
By [CPZ, Corollary 3.4], for any u ∈ R[[Λ]]F , one has ∆Fα (u) ∈ R[[Λ]]F . In other
words, it is an R-linear operator on R[[Λ]]F , called the Demazure–Lusztig type op-
erator. For simplicity, we will write si = sαi and ∆i = ∆
F
αi
. If I = (i1, ..., im) is a
sequence in [n], we define l(I) = m and
∆I = ∆i1 ◦ · · · ◦∆im .
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We say that I is reduced if w(I) := si1 ...sim is reduced in W , i.e., when ℓ(w(I)) =
l(I). For w ∈ W , we can choose a reduced decomposition w = si1 . . . sim , then
Iw = (i1, ..., im) is called a reduced sequence of w. The definition of ∆Iw will
depend on the choice of Iw, unless F is the additive or a multiplicative FGL. We
denote κFα = κ
F (xα) =
1
xα
+ 1
x−α
.
2.6 Lemma. [CPZ] Let u, v ∈ R[[Λ]]F , α ∈ Σ and I be a sequence in [n], then
(1) ∆α(1) = 0 and xα∆α(u) = u− sα(u).
(2) ∆2α(u) = κα∆α(u), sα∆α(u) = −∆−α(u) and ∆αsα(u) = −∆α(u).
(3) ∆α(uv) = ∆α(u)v + sα(u)∆α(v) = ∆α(u)v +∆α(v)u − xα∆α(u)∆α(v).
(4) For any w ∈ W , w∆αw−1 = ∆w(α).
(5) ∆I is R[[Λ]]
W
F -linear and functorial with respect to maps of rings f : R→ R
′.
(6) We have ∆I(IiF ) ⊆ I
i−l(I)
F . Moreover, ∆I(I
i
F ) ⊆ I
i−l(I)+1
F if I is not
reduced.
The operator ∆α induces an operator Gr∆α on Gr
∗
R(Λ, F ) of degree −1. If we
denote by ∆Faα the classical Demazure–Lusztig operator on S
∗
R(Λ), i.e.,
∆Faα (λ) =
λ−sα(λ)
α
, λ ∈ Λ,
then by [CPZ, Proposition 4.11], Gr∆α exchanges with the operator ∆Faα via the
isomorphism Gr∗R(Λ, F )
∼= S∗R(Λ).
Let w0 be the longest element in W and let I0 be a reduced sequence of w0.
Let N be its length. By [CPZ, §5], there exists u0 ∈ INF such that ∆I0(u0) ≡ t
mod IF . Moreover,
2.7 Lemma. The element u0 satisfies the following properties:
(1) If l(I) ≤ N , then ǫ∆I(u0) = 0 unless l(I) = N and I is reduced, in which
case ∆I(u0) ≡ t mod IF .
(2) If t is invertible in R, then the matrix (∆Iv∆Iw(u0))(v,w)∈W×W is invert-
ible.
3. Formal affine Demazure algebra and formal affine Hecke algebra
In this section we recall the definitions and properties of the formal affine De-
mazure algebra DF and the formal affine Hecke algebra HF in [HMSZ] and [CZZ].
Let QF = R[[Λ]]F [
1
xα
|α ∈ Σ], i.e., the localization of R[[Λ]]F at {xα|α ∈ Σ}. The
action ofW on R[[Λ]]F extends to an action on Q
F . Define the twisted formal group
algebra to be the smash product QFW := Q
F ♯RR[W ]. That is, Q
F
W is Q
F ⊗R R[W ]
as an R-module, and the multiplication is given by
qδw · q
′δw′ = qw(q
′)δww′ , w, w
′ ∈W, q, q′ ∈ QF .
Notice that QFW is a free (left and right) Q
F -module with basis {δw}w∈W , but it is
not a QF -algebra since the embedding QF → QFW , q 7→ qδe is not central in Q
F
W .
Here e ∈W is the identity in W , and we denote δe by 1.
For each root α, we define the Demazure element
XFα :=
1
xα
(1− δsα) =
1
xα
− δsα
1
x−α
∈ QFW .
3.1 Definition. Define the formal affine Demazure algebra DF to be the R-
subalgebra of QFW generated by R[[Λ]]F and X
F
α for all root α.
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If there is no confusion, we will denote Xi = X
F
αi
and δi = δsi . If I = (i1, ..., il)
is a sequence in [n], we write
XI = Xi1i2...il = Xi1 · · ·Xil .
If Iw is a reduced sequence of w, then XIw depends on the choice of Iw , unless F
is an additive or a multiplicative FGL [CPZ, Theorem 3.10]. For any i 6= j ∈ [n],
we denote x±i = x±αi , xi±j = xαi±αj and define
κij = κ
F
ij =
1
xi+jxj
− 1
xi+jx−i
− 1
xixj
,(1)
which belongs to R[[Λ]]F by [HMSZ, Lemma 6.7].
In the following proposition, part (7) for any root datum that does not contain
an irreducible component of type G2 and part (1)–(6) for all root data are proved
in [HMSZ, §6]. Part (7) and part (8) for arbitrary root datum are proved in [CZZ,
Proposition 7.7 and Lemma 5.8]. The latter proof is uniform for root datum of any
type, but does not give the relations explicitly.
3.2 Proposition. Suppose that R[[Λ]]F is Σ-regular. The algebra DF satisfies
the following properties:
(1) For any q ∈ QF , we have qXα = Xαsα(q) + ∆α(q).
(2) For any root α, we have X2α = καXα.
(3) For any i 6= j, if (α∨i , αj) = 0, so that mij = 2, then Xij = Xji.
(4) For any i 6= j, if (α∨i , αj) = (α
∨
j , αi) = −1, so that mij = 3, then
Xjij −Xiji = κijXi − κjiXj .
(5) For any i 6= j, if (α∨i , αj) = −1 and (α
∨
j , αi) = −2, so that mij = 4, then
Xjiji −Xijij
= (κi+j,j + κij)Xij − (κi+2j,−j + κji)Xji +∆i(κi+j,j + κij) ·Xj +∆j(κi+2j,−j + κji)Xi.
(6) If the root datum does not contain any component of type G2, then as an
R-algebra, DF is generated by R[[Λ]]F and Xi, i ∈ [n] with relations (1) – (5) above.
(7) For each w ∈ W , choose a reduced decomposition of w and define XIw
correspondingly. Then {XIw}w∈W is a basis of DF as a left R[[Λ]]F -module.
(8) For any root datum, DF is the R-subalgebra of QW generated by R[[Λ]]F and
by Xα for all roots α.
3.3 Remark. The paper [HMSZ] treats DF as a right R[[Λ]]F -module while we
think it as a left R[[Λ]]F -module. One could use the identity in Proposition 3.2.(1)
to transform the coefficients from left to right.
3.4 Definition. [HMSZ] The Hecke algebra H of W is the Z[t, t−1]-algebra
generated by Ti with i ∈ [n] with the relations:
(1) (Ti + t
−1)(Ti − t) = 0 for all i ∈ [n].
(2) The braid relation TiTjTi · · · = TjTiTj · · · (mij factors on both sides) for
any i 6= j with sisj of order mij in W .
The affine Hecke algebra is Z[t, t−1][Λw] ⊗Z[t,t−1] H containing both Z[t, t
−1][Λw]
and H as subalgebras, and the commuting relations are
eαTi − Tie
si(λ) = (t− t−1) e
λ−esi(λ)
1−e−αi
.
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In the remaining part of this paper, we assume that either κF = 0 or κF is
regular (the latter being satisfied if a is regular in R). In the latter case we have
κFα is regular for any root α, because R[[Λ]]F is assumed to be Σ-regular. We work
under this assumption because if κF is not regular, then the RF [[Λ]]
κ
F defined below
is 0 and everything in the remaining part of this paper becomes trivial.
We recall the definition of the formal affine Hecke algebra. Fix a free abelian
group Γ of rank 1 and denote RF = R[[Γ]]F . Let γ be a generator of Γ and denote
by xγ the corresponding element in RF . Define ΘF = µF (xγ) − µF (x−γ). For
simplicity, we write µ = µF (xγ) and Θ = ΘF . We fix some notation:
RF [[Λ]]
κ
F =
{
RF [[Λ]]F if κ
F = 0,
RF [[Λ]]F [
1
κα
|α ∈ Σ] if κF is regular.
ϑα :=
{
2xγ , if κ
F = 0,
Θ
κα
, if κF is regular.
Denote ϑi = ϑαi . Let (Q
F )′ = RF [[Λ]]
κ
F [
1
xα
|α ∈ Σ]. Recall that F satisfies that
either κF = 0 or κF is regular, soRF [[Λ]]
κ
F ⊆ (Q
F )′. Let (QFW )
′ be the corresponding
twisted formal group algebra defined over RF , i.e., (Q
F
W )
′ = (QF )′♯RFRF [W ]. For
each root α, define the element
TFα := ϑαXα + µδα ∈ (Q
F
W )
′.
3.5 Definition. Define the formal affine Hecke algebra HF to be the RF -
subalgebra of (QFW )
′ generated by RF [[Λ]]
κ
F and T
F
αi
for all simple roots αi.
3.6 Remark. The original definition of DF and HF in [HMSZ] were for torsion-
free ring R and for Λ = Λw , i.e., for simply connected root data. The paper [CZZ]
generalizes the definition of DF to any any ring R and any root datum such that
R[[Λ]]F is Σ-regular (Definition 2.5), and we mimic this generalization in the present
paper for HF .
If the FGL F is clear in the context, we will write Q′ = (QF )′, Q′W = (Q
F
W )
′
and Ti = T
F
αi
for simplicity. Notice that Θ, µ and κα are invariant under sα, so
they commute with Xα and δα. We also have δwTαiδw−1 = Tw(αi).
For a sequence I = (i1, ..., il) in [n], we denote
TI = Ti1...il = Ti1 · ... · Til .
For each w, we choose a reduced sequence Iw . Then TIw depends on the choice of
Iw unless F is a multiplicative or the additive FGL. If κ
F is regular, let
κ′ij = (κ
F
ij)
′ = 1
κi+jxi+jκjxj
− 1
κi+jxi+jκix−i
− 1
κixiκjxj
∈ Q′.
Unlike κFij , a priori it is unclear whether (κ
F
ij)
′ belongs to RF [[Λ]]
κ
F (see Corollary
4.12 or Lemma 6.2).
The following proposition is from [HMSZ, §8], which is based on the assumption
that R is torsion free and the root datum is simply connected. It is not difficult
to check that its proof is purely formal and depends only on the assumption that
RF [[Λ]]F is Σ-regular.
3.7 Proposition. Suppose that RF [[Λ]]F is Σ-regular. For each w ∈ W , fix a
reduced decomposition and define TIw correspondingly. The algebra HF satisfies the
following properties:
(1) For any q ∈ Q′ and i ∈ [n], we have qTi − Tisi(q) = ϑi∆i(q).
(2) T 2i = ΘTi + 1. In particular, if κ
F = 0, then T 2i = 1.
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(3) For any i 6= j, we have
TjTiTj · · ·︸ ︷︷ ︸
mij terms
−TiTjTi · · ·︸ ︷︷ ︸
mij terms
=
∑
ℓ(w)≤mij−2
τIwij TIw
for some τIwij ∈ Q
′.
(4) For any i 6= j, if (α∨i , αj) = 0, so that mij = 2, then Tij = Tji.
(5) for any i 6= j, if (α∨i , αj) = (α
∨
j , αi) = −1, so that mij = 3, then
Tjij − Tiji = κ
′
ijΘ
2(Ti − Tj).
Moreover, κ′ij = κ
′
ji.
Define RF [[Λ]]
∼
F to be the subring of Q
′ generated by RF [[Λ]]
κ
F , and the elements
v(τIwij ) and ∆k(τ
Iw
ij ) for any i, j, k ∈ I and v, w ∈ W, ℓ(w) ≤ mij − 2. Let H
∼
F be
the RF -algebra generated by RF [[Λ]]
∼
F and Ti for all i.
(6) Suppose that the root datum is simply laced, i.e., mij ≤ 3 for all i 6= j ∈ [n].
As an RF -algebra, H
∼
F is generated by RF [[Λ]]
∼
F and Ti for all i ∈ [n] with
relations (1) – (5) above.
(7) The set {TIw}w∈W forms a basis of H
∼
F as a left RF [[Λ]]
∼
F -module.
The goal of this paper is to study the structure of HF and the mysterious coeffi-
cients τIwij . In Corollary 4.12, we show that they actually belong to RF [[Λ]]
κ
F , hence
RF [[Λ]]
∼
F = RF [[Λ]]
κ
F and HF = H
∼
F .
3.8 Remark. Similar as the case of DF , we treat HF as a left module. The
proof of Proposition 3.7.(3) is similar to that of [HMSZ, Proposition 6.8], but in
general the relationship between the coefficients τIwij and the coefficients in loc.it.
is unclear to us.
3.9 Remark. We have Tα = (µ −
ϑα
xα
)δα +
ϑ
xα
, and µ − ϑα
xα
is not invertible in
(QF )′. In other words, δα 6∈ HF and the set {TIw}w∈W is not a basis of (Q
F
W )
′. This
is different from the case if one considers the set {XIw}w∈W (cf. [CZZ, Corollary
5.6]). Besides, δα 6∈ HF also implies that Tα 6∈ HF unless α is a simple root.
Therefore, the definition of HF depends on the choice of simple roots. Note that
DF does not depend on such choice [CZZ, Lemma 5.8].
For any sequence I, let W (I) consist of w ∈W such that there exists a reduced
sequence Iw which is also a subsequence of I. If I = Iu is a reduced sequence of u,
then W (Iu) = {w ≤ u}.
3.10 Corollary. We fix a set of reduced sequences {Iw}w∈W .
(a) For any sequence I, we have TI =
∑
w∈W (I) qwTIw with qw ∈ Q
′.
(b) For any x ∈ Q′ we have
TIwx =
∑
u≤w
φIw ,Iu(x)TIu
such that φIw ,Iu(x) ∈ Q
′ and φIw ,Iw(x) = w(x).
Proof. (a) This follows from Proposition 3.7 and the embedding RF [[Λ]]
∼
F ⊆ Q
′.
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(b) From Proposition 3.7.(1)-(3) we know that TIwx =
∑
E⊂Iw
ψIw ,E(x)TE where
ψIw,E(x) ∈ Q
′. From part (a) we know that TE =
∑
u∈W (E) qE,uTIu , so
TIwx =
∑
E⊂Iw
∑
u∈W (E)
ψIw ,E(x)qE,uTIu =
∑
u≤w
φIw ,Iu(x)TIu .
Moreover, it follows from Proposition 3.7.(1)-(3) that φIw ,Iw(x) = w(x). 
4. Structure theorem of formal affine Hecke algebra
In the present section we introduce the action of the formal affine Hecke algebra
HF on the formal group algebra, and prove the main structure theorems ofHF . The
main idea is to generalize the idea of [CPZ, Proposition 6.6] and [CZZ, Proposition
6.2] to the setting of HF by enlarging the formal group algebra.
Unless otherwise stated, in the section we assume that 2t is regular in R, and
either κF = 0 or a is regular in R, where a = a11 is the coefficient of xy in the power
series F (x, y). In the latter case, the leading term of Θ is 2axγ , so Θ is regular in
R[[Γ]]F (see [CZZ, Lemma 12.3]). We define
RF =
{
R[[Γ]]F [
1
atΘ ] if a is regular,
R[[Γ]]F [
1
2txγ
] if κF = 0.
Q
′
:= RF [[Λ]]F [
1
xα
|α ∈ Σ], Q
′
W = Q
′
♯RFRF [W ],
Tα := ϑαXα + µδα ∈ Q
′
W ,
where the product structure of Q
′
W is similar as that of Q
F
W .
4.1 Definition. We define HF to be the RF -subalgebra of Q
′
W generated by
RF [[Λ]]F and Ti for all simple roots αi.
4.2 Lemma. If a is regular, then κα is invertible in RF [[Λ]]F for any root α, and
in particular ϑα ∈ RF [[Λ]]F . For a general F , µ −
ϑα
xα
∈ Q
′
is invertible and its
inverse is in RF [[Λ]]F .
Proof. Since κα has leading term a, it is invertible in RF [[Λ]]F . Concerning µ−
ϑα
xα
,
we only need to consider ϑα − µxα. Since RF [[Λ]]F is a power series ring and
subtracting a multiple of xα from ϑα does not change its constant term, it suffices
to show that ϑα is invertible in RF [[Λ]]F . If κ
F = 0, then ϑα = 2xγ , and if a is
regular, then ϑα =
Θ
κα
, so in both cases ϑα is invertible in RF [[Λ]]F . 
4.3 Corollary. We have inclusions RF [[Λ]]
κ
F ⊆ RF [[Λ]]F and HF ⊆ HF .
Proof. The first inclusion follows from Lemma 4.2, and consequently we have inclu-
sions (QW )
′ ⊆ Q
′
W , which induces the second inclusion by mapping Ti to Ti. 
4.4 Corollary. We have an isomorphism of RF [[Λ]]F -modules: HF ∼= RF [[Λ]]F⊗R[[Λ]]F
DF , and {XIw}w∈W is a basis of HF .
Proof. Note that δα = 1− xαXα, so
Tα = ϑαXα + µδα = µ+ (ϑα − µxα)Xα.
By Lemma 4.2, ϑα − µxα is invertible in RF [[Λ]]F , so HF is the RF -subalgebra of
Q
′
W generated by Xα for all roots α andRF [[Λ]]F , hence HF
∼= RF [[Λ]]F⊗R[[Λ]]FDF .
In particular, {XIw}w∈W is a basis of HF as a left RF [[Λ]]F -module. 
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4.5 Lemma. For each v ∈ W , we have
TIv =
∑
w∈W
av,wδw ∈ Q
′
W
for some av,w ∈ Q′ such that
(1) av,w = 0 unless w ≤ v with respect to the Bruhat order on W ,
(2) av,v =
∏
α∈v(Σ−)∩Σ+
(µ− ϑα
xα
).
Similar result holds for TIv . Moreover, {TIw}w∈W is a basis of Q
′
W as a left Q
′
-
module.
Proof. Note that Ti =
ϑi
xi
+ (µ− ϑi
xi
)δi. Then by direct computation similar as the
one in [CZZ, Lemma 5.4], we obtain the conclusion. The property for TIv follows
similarly.
For the last part, notice that the transition matrix from the basis {δw}w∈W to
the set {TIw}w∈W is lower triangular with µ −
ϑα
xα
on the diagonal, so by Lemma
4.2, this matrix is invertible. Hence, the conclusion follows. 
For each root α, we define an operator in EndRF (RF [[Λ]]
κ
F ):
τFα (u) = ϑα∆α(u) + µsα(u) ∈ RF [[Λ]]
κ
F , u ∈ RF [[Λ]]
κ
F .
Similarly we can define τFα in EndRF (RF [[Λ]]F ). For each sequence I = (i1, ..., im)
in [n], define
τFI = τ
F
αi1
◦ · · · ◦ τFαim .
Again, if Iw is a reduced sequence of w ∈ W , the operator τFIw will depend on Iw
unless F is the additive or a multiplicative FGL.
4.6 Lemma. The following formulas hold for any u, v ∈ RF [[Λ]]F and w ∈ W :
(1) τα(1) = µ, τα(uv) =
1
µxα−ϑα
[xατα(u)τα(v)−ϑα(τα(u)v+τα(v)u)+ϑαµuv].
(2) τ2α(u) = Θτα(u) + u and in particular, τ
2
α(u) = u if κ
F = 0.
(3) τα(sα(u)) = −τα(u) + µ(u + sα(u)).
(4) wταw
−1(u) = τw(α)(u).
(5) The operator τα is RF [[Λ]]WF -linear.
Proof. We obtain (1) and (3) by direct computation. For (2), it follows from com-
putation similar as in [HMSZ, Lemma 8.8]. The parts (4) and (5) follow from
corresponding properties of ∆α in Lemma 2.6. 
Let IF be the kernel of the augmentation map ǫ : RF [[Λ]]F →RF . We have
ǫ(ϑα) =
{
Θ
a
if a is regular,
2xγ if κ
F = 0.
Denote ϑ = ǫ(ϑα). By ∆α(IiF ) ⊆ I
i−1
F and sα(I
i
F ) = I
i
F , so τα(I
i
F ) ⊆ I
i−1
F . The
operator τα induces an operator on the associated graded ring
Grτα : Gr
∗
RF
(Λ, F )→ Gr∗RF (Λ, F )
of degree −1. Let Gr∆α : Gr
∗
RF
(Λ, F )→ Gr∗RF (Λ, F ) be the graded version of ∆α
(for example, see §
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4.7 Lemma. For any sequence I, we have:
(1) GrτI = ϑl(I)Gr∆I .
(2) τI(IiF ) ⊆ I
i−l(I)
F . If I is not reduced, then τI(I
i
F ) ⊆ I
i−l(I)+1
F .
Proof. (1) If I = (i1), we have
Grτi1 = ǫ(ϑi1)Gr∆i1 = ϑGr∆i1 .
Now let I = (i1, ..., im) and let I
′ = (i2, ..., im). Recursively, we have
GrτI(u) = Grτi1 ◦ GrτI′(u) = ϑGr∆i1 (ϑ
m−1Gr∆I′(u)) = ϑ
mGr∆I(u).
(2) By Lemma 2.6.(6), Gr∆I has degree −l(I), so by (1), τI(IiF ) ⊆ I
i−l(I)
F . If
I is not reduced, then by Lemma 2.6.(6), Gr∆I = 0, hence GrτI = 0, so τI(IiF ) ⊆
I
i−l(I)+1
F . 
Recall that by Lemma 2.7, there exists u0 ∈ INF such that ∆I0(u0) ≡ t mod IF .
The following lemma uses the proof of [CPZ, Proposition 6.6].
4.8 Lemma. The element u0 satisfies the following property: If l(I) ≤ N , then
ǫτI(u0) =
{
ϑNt if I is reduced and l(I) = N,
0 otherwise.
Consequently, the matrix (τIv τIw (u0))(v,w)∈W×W is invertible in RF [[Λ]]F .
Proof. If l(I) < N , or if l(I) = N and I not reduced, we have τI(u0) ∈ IF , so
ǫτI(u0) = 0. If l(I) = N and I reduced, then GrτI(u0) = ϑ
NGr∆I(u0) = ϑ
N
t, so
τI(u0) ≡ ϑNt mod IF .
Let us prove the second part. Since IF = ker ǫ is contained in the Jacobson rad-
ical of RF [[Λ]]F , it suffices to show that the determinant of (ǫτIv τIw (u0))(v,w)∈W×W
is invertible in RF . If we order the v’s by increasing length and the w’s by de-
creasing length, then by (1), the matrix (ǫτIv τIw (u0))(v,w)∈W×W is lower triangular
with ϑNt on the diagonal, so its determinant is a power of ϑNt, so the matrix is
invertible in RF . 
There is an action of Q′W on Q
′ by
(qδw) · q
′ = qw(q′), q, q′ ∈ Q′, w ∈W,
and clearly Tα · q = τα(q). Similarly, Q
′
W acts on Q
′
and Tα · q = τα(q). They
induce a map of RF -algebras
HF → EndRF (RF [[Λ]]
κ
F ), Tα 7→ τα,
and a map of RF -algebras HF → EndRF (RF [[Λ]]F ), Tα 7→ τα. If f ∈ HF ⊆ HF ,
then denote its image in HF by f ′, we then have a commutative diagram
(2) RF [[Λ]]
κ
F
f
//
⊆
RF [[Λ]]
κ
F
⊆
RF [[Λ]]F
f ′
// RF [[Λ]]F .
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4.9 Definition. We define the left RF [[Λ]]
κ
F -submodule of Q
′
W by
HˆF = {f =
∑
w∈W
qwTIw |qw ∈ Q
′ and f ·RF [[Λ]]
κ
F ⊆ RF [[Λ]]
κ
F}.
By Corollary 3.10, HˆF is an RF -algebra, and contains Ti and RF [[Λ]]
κ
F , so HˆF ⊇
HF .
We are ready to prove the main result of this paper:
4.10 Theorem. Suppose that 2t is regular in R, and either 2 ∈ R× or the root
datum does not have any irreducible component Cscn , n ≥ 1. Suppose that either
κF = 0 or a = a11 is regular in R. Then HˆF = HF with basis {TIw}w∈W as a left
RF [[Λ]]
κ
F -module.
Proof. Let f =
∑
w∈W qwTIw ∈ HˆF with qw ∈ Q
′. If we could show that qw ∈
RF [[Λ]]
κ
F for all w ∈ W , then {TIw}w∈W is a basis of HˆF as left RF [[Λ]]
κ
F -module,
so HˆF ⊆ HF .
Denote the image of f along the inclusion (QW )
′ ⊆ Q
′
W by f
′. Applying f ′ to
τIv (u0) ∈ RF [[Λ]]F for all v ∈W , we get a system of linear equations∑
w∈W
qwτIwτIv (u0) = f
′ · τIv (u0) ∈ RF [[Λ]]F .
By Lemma 4.8, we know that the matrix (τIwτIv (u0))(w,v)∈W×W is invertible, so
qw ∈ RF [[Λ]]F .
If κF = 0, then we have the following diagram of embeddings:
RF [[Λ]]F ⊆
⊆
RF [
1
2txγ
][[Λ]]F
⊆
RF [[Λ]]F [
1
xΣ
] ⊆ RF [
1
2txγ
][[Λ]]F [
1
xΣ
].
Here xΣ :=
∏
α∈Σ xα. By [CZZ, Corollary 3.4], we see that this square is cartesian,
so
qw ∈ RF [
1
2txγ
][[Λ]]F ∩RF [[Λ]]F [
1
xΣ
] = RF [[Λ]]F .
If κF 6= 0, replacing 2txγ by atΘ in the above diagram, and inverting {κα|α ∈ Σ}
in all four rings, then by [CZZ, Corollary 3.4], inside RF [
1
atΘ ][[Λ]]
κ
F [
1
xΣ
], we have
qw ∈ RF [
1
atΘ ][[Λ]]F ∩RF [[Λ]]
κ
F [
1
xα
|α ∈ Σ] = RF [[Λ]]
κ
F .
Here we are using the fact that RF [
1
atΘ ][[Λ]]F = RF [
1
atΘ ][[Λ]]
κ
F by Lemma 4.2. 
The following theorem was proved in [Gin, Proposition 12.2] if F is a multiplica-
tive FGL or the additive FGL (see also [CG, Theorem 7.2.16]), and was partially
proved in [HMSZ, Proposition 9.1] if a is invertible in R.
4.11 Theorem. Under the hypothesis in Theorem 4.10, then HF is isomor-
phic to the subalgebra of EndRF (RF [[Λ]]
κ
F ) generated by Ti for all i ∈ [n] and by
multiplications of elements in RF [[Λ]]
κ
F .
Proof. It suffices to show that the action of HF on RF [[Λ]]
κ
F is faithful. Let f =∑
w∈W cwTIw ∈ HF with cw ∈ RF [[Λ]]
κ
F such that f acts trivially on RF [[Λ]]
κ
F . In
particular f ·τIv (u0) = 0 for all v ∈ W . Via the inclusionHF ⊆ HF in Corollary 4.3,
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it induces f ′ :=
∑
w∈W cwTIw ∈ HF , and by (2), we have
∑
w∈W cwτIwτIv (u0) =
f ′ · τIv (u0) = 0 by viewing τIv (u0) in RF [[Λ]]F . By Lemma 4.8, the matrix
(τIwτIv (u0))(w,v)∈W×W is invertible in RF [[Λ]]F , so cw = 0 for all w ∈W . 
With weaker restriction on the coefficient ring R, using functoriality, we could
prove a weaker property of HF for any FGL F
4.12 Corollary. Suppose RF [[Λ]]F is Σ-regular and let F be any one-dimensional
FGL, then HF is a left RF [[Λ]]
κ
F -module with basis {TIw}w∈W .
Proof. Let Fu be the universal FGL over the Lazard ring L, and let Λr ⊆ Λ be
the root lattice. In this case the hypothesis of Theorem 4.10 is satisfied, hence
its conclusion holds for HΛrFu . In particular, the coefficients τ
Iw ,Fu
ij appearing in
Proposition 3.7 belong to LFu [[Λr]]
κ
Fu
. We then prove the the general case. Using
the identities (1)–(3) in Proposition 3.7 and Corollary 3.10, it suffices to prove that
the coefficients τIw ,Fij belong to RF [[Λ]]
κ
F .
By [CZZ, Proposition 5.9], We have the following commutative diagram
LFu [[Λr]]
κ
Fu
φ
//
⊆
RF [[Λ]]
κ
F
⊆
(QFu)′
φ
// (QF )′,
where φ is the map induced by the unique map of FGLs from (L, Fu) to (R,F ). It
also induces a map φ : HFu → HF sending T
Fu
i to T
F
i , hence it maps τ
Iw ,Fu
ij to
τIw ,Fij . So τ
Iw
ij ∈ RF [[Λ]]
κ
F for any i, j ∈ [n] and w ∈W . 
The following corollary generalizes [Lus, Theorem 6.5] and [CG, Theorem 7.1.14].
4.13 Corollary. Assume that R has characteristic 0, then (RF [[Λ]]
κ
F )
W is equal
to the center of HF .
Proof. Since R has characteristic 0, R[[Λ]]F is regular. By Corollary 4.12, {TIw}w∈W
is a basis of HF . By Proposition 3.7.(1), if q ∈ (RF [[Λ]]κF )
W , then si(q) = q and
∆i(q) = 0 for any i ∈ [n]. Then q belongs to the center of HF .
Let z =
∑
w∈W qwTIw be in the center of HF with qw ∈ RF [[Λ]]
κ
F , we show that
qw = 0 unless w = e and qe ∈ (R[[Λ]]
κ
F )
W . Here e ∈ W is the identity element. We
proceed by decreasing induction on ℓ(w). Let w0 be the longest element, and let α
be any root, then w0(α) 6= α. So xαz = zxα =
∑
w∈W qwTIwxα. By Corollary 3.10,
comparing the coefficients of TIw0 of the two sides, we see that qw0xα = qw0xw0(α),
hence qw0 = 0.
Now suppose qw = 0 for w such that ℓ(w) > l. Let v ∈ W with length l. We
choose β ∈ Σ+ such that v(β) 6= β. We have∑
ℓ(w)≤l
qwxβTIw = xβz = zxβ =
∑
ℓ(w)≤l
qwTIwxβ =
∑
ℓ(w)≤l
qw
∑
u≤w
φIw ,Iu(xβ)TIu .
Comparing the coefficients of TIv , we see that qvxβ = qvv(xβ), so qv = 0. So we
have qw = 0 for w 6= e, i.e., z ∈ RF [[Λ]]κF . We then have
zTi = Tiz = si(z)Ti + ϑi∆i(z),
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hence (z − si(z))Ti = ϑi∆i(z). Since {TIw}w∈W is linearly independent, z = si(z),
and z ∈ (RF [[Λ]]κF )
W . The proof is finished.

5. Normalization of formal group laws
In the remaining part of this paper, we assume that a = a11 is invertible in R.
In this section we study the notion of the so-called normal formal group law. Recall
that ıFx is the formal inverse of x, i.e., x+F ıFx = 0. Define
(3) h(x) = ıFx+x
ıF x
so that ıFx =
x
−1+h(x) .
The power series h(x) has leading term −ax, so it has a composition inverse. That
is, there is a power series f(x) ∈ xR[[x]] such that f(h(x)) = h(f(x)) = x.
Recall that a homomorphism of formal group laws g : F → G is a power series
g(x) ∈ R[[x]] such that
g(x) +G g(y) = g(x+F y).
5.1 Lemma. If a is invertible in R, then there exists a FGL F˜ over R such that
h : F → F˜ is an isomorphism with inverse f : F˜ → F . Moreover, ıF˜x =
x
x−1 ,
κF˜ (x) = 1 and µF˜ (x) =
1
1−x .
Proof. Define x+F˜ y = h(f(x) +F f(y)), then it is straightforward to show that F˜
is a FGL. Moreover,
h(x) +F˜ h(y) = h[f(h(x)) +F f(h(y))] = h(x+F y),
so h : F → F˜ defines a homomorphism of FGLs. It follows immediately that h is
an isomorphism with inverse f : F˜ → F .
Next we compute ıF˜x. Since
0 = h(f(x) +F ıF f(x)) = h(f(x) +F f(h(ıF f(x)))),
we have
ıF˜x = h(ıF f(x))
(3)
= h( f(x)
h(f(x))−1) = h(
f(x)
x−1 ).
Let z = f(x) hence x = h(z). We have
1 = z · ıF z ·
1
z·ıF z
(3)
= z · ıF z ·
h(ıF z)−1
ıF z
h(z)−1
z
= (h(z)− 1)(h(ıF z)− 1) = (x− 1)(h(
z
h(z)−1 )− 1)
= (x− 1)(h( f(x)
x−1 )− 1) = (x− 1)(ıF˜x− 1).
So ıF˜x =
x
x−1 , κ
F (x) = 1
x
+ 1
ıF˜ x
= 1 and µF˜ (x) =
ıF˜ (x)
−x
= 11−x . 
5.2 Definition. Suppose that a is invertible in R. We say that a FGL F is normal
if ıF (x) =
x
x−1 . If F is not normal but a is invertible in R, then the associated
normal formal group law F˜ as in Lemma 5.1 exists, and we call it the normalization
of F .
Clearly F is normalizable if and only if a is invertible in F . Moreover, if F is
normal, then its normalization is itself since in this case h(x) = x.
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5.3 Example. For multiplicative formal group law Fm(x, y) = x+ y + axy with
a invertible in R, we have ıFmx =
−x
1+ax , so hFm(x) = −ax. So its composition
inverse is fFm(u) = −
1
a
x. Therefore,
F˜m(x, y) = hFm(fFm(x) +Fm fFm(y)) = x+ y − xy.
This justifies the name “normalization”.
6. formal affine Demazure algebras and formal affine Hecke
algebras of normal formal group laws
In the present section, we apply the normalization of FGL to simplify the nota-
tions of the formal affine Demazure algebraDF and the formal affine Hecke algebra
HF . We assume that a is invertible in R. Recall that h(x) =
ıF x+x
ıFx
and f is its
composition inverse.
By functoriality in [CPZ, Lemma 2.6], we have canonical isomorphism of R-
algebras
φf : R[[Λ]]F → R[[Λ]]F˜ , xλ 7→ f(xλ)
with inverse
φh : R[[Λ]]F˜ → R[[Λ]]F , xλ 7→ h(xλ).
This isomorphism extends to RF [[Λ]]F ∼= RF˜ [[Λ]]F˜ , Q
F
W
∼= QF˜W and (Q
F
W )
′ ∼= (QF˜W )
′
immediately. Using the identity xiκ
F
i = h(xi), it is straightforward to check that
φf (X
F
i ) =
1
f(xi)
− 1
f(xi)
δi =
xi
f(xi)
X F˜i ,(4)
φf (xiκ
F
i ) = φf (h(xi)) = h(f(xi)) = xi,(5)
φf ((κ
F
ij)
′) = κF˜ij ,(6)
φf (µF (xγ)) = φf (
1
1−h(xγ)
) = 11−h(f(xγ)) =
1
1−xγ
= µF˜ (xγ),(7)
φf (ΘF ) = µF˜ (xγ)− µF˜ (x−γ) = ΘF˜ ,(8)
φf (T
F
i ) = T
F˜
i .(9)
We then have the following corollary:
6.1 Corollary. If a is invertible in R, then the map φf induces ring isomorphisms
φf : DF → DF˜ and φf : HF → HF˜ , where the latter maps T
F
i to T
F˜
i .
Proof. Since h(x) has leading term ax, f(x) has leading term 1
a
x, therefore, xi
f(xi)
is invertible in R[[Λ]]F˜ . Hence, by (4), φf : DF → DF˜ is surjective, hence, it is an
isomorphism. The conclusion for HF follows from (9). 
It’s interesting to note that φf preserves Ti but changes Xi. We do not have an
explanation about that.
6.2 Lemma. (a) If F is normal, then
(10) κFij =
1
xi+jxi
+ 1
xi+jxj
− 1
xi+j
− 1
xixj
.
Moreover, κFij = κ
F
ji = κ
F
−i,−j = κ
F
−i,i+j .
(b) If a is invertible in R, then (κF )′ij ∈ R[[Λ]]F . If in addition F is normal,
then (κFij)
′ = κFij.
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Proof. (a) By Lemma 5.1, we see that 1
x−i
= 1 − 1
xi
. Substituting it into κFij , we
get the formula (10), which is symmetric with respect to i and j, so κFij = κ
F
ji.
Moreover, we can verify that κFij = κ
F
−i,−j = κ
F
−i,i+j .
(b) Identity (6) implies that (κFij)
′ = φh(κ
F˜
i,j) ∈ R[[Λ]]F . In particular, if F is
normal, then κFi = 1 for all i, so by definition, (κ
F
ij)
′ = κFij . 
We simplify the presentations of DF and HF :
6.3 Theorem. Suppose that R[[Λ]]F is Σ-regular. If F is normal, the algebra DF
satisfies the following properties:
(1) For any α ∈ Φ, (XFα )
2 = XFα .
(2) If (α∨i , αj) = (α
∨
j , αi) = −1, so that mij = 3, then
XFjij −X
F
iji = κ
F
ij(X
F
i −X
F
j ).
Moreover, κFij is invariant under si and sj.
(3) If (α∨i , αj) = −1 and (α
∨
j , αi) = −2, so that mij = 4, then
XFjiji −X
F
ijij = (κ
F
ij + κ
F
i,i+j)(X
F
ij −X
F
ji).
Moreover, κFij + κ
F
i,i+j is invariant under si and sj.
Proof. (1) It follows from Proposition 3.2 and the identity κα = 1.
(2) By Lemma 6.2, we see that κFij = κ
F
ji. Moreover, direct computation shows
that si(κ
F
ij) = sj(κij) = κ
F
ij . The conclusion then follows from Proposition 3.2.
(3) By Lemma 6.2, we see that κFi+2j,−j = κ
F
−j,i+2j = κ
F
j,i+j . Moreover, direct
computation shows that κFij+κ
F
i,i+j is invariant under si and sj . Therefore, ∆i(κ
F
ij+
κFi,i+j) = ∆j(κ
F
ij + κ
F
i,i+j) = 0. The conclusion then follows from Proposition
3.2. 
6.4 Theorem. Suppose that RF [[Λ]]F is Σ-regular and that the root datum does
not contain an irreducible component of type G2. If F is normal, then the algebra
HF satisfies the following properties:
(1) If (α∨i , αj) = (α
∨
j , αi) = −1, so that mij = 3, then
TFjij − T
F
iji = Θ
2
Fκ
F
ij(T
F
i − T
F
j ).
(2) If (α∨i , αj) = −1 and (α
∨
j , αi) = −2, so that mij = 4, then
TFjiji − T
F
ijij = Θ
2
F (κ
F
ij + κ
F
j,i+j)(T
F
ij − T
F
ji ).
(3) RF [[Λ]]F = RF [[Λ]]
κ
F = RF [[Λ]]
∼
F .
(4) The set {TFIw}w∈W is a basis of HF as a left RF [[Λ]]F -module.
(5) As an R-algebra, HF is generated by RF [[Λ]]F and Ti, i ∈ [n] with relations
(1), (2) and (4) of Proposition 3.7 and (1) and (2) of this theorem.
If F is not normal but a is invertible in R, then HF satisfies the above properties
after replacing κFij (resp. κ
F
j,i+j) by (κ
F
ij)
′ (resp. (κFj,i+j)
′).
Proof. (1): It follows from Proposition 3.7 and the identity κα = 1.
(2): It follows from direct computation of Tjiji − Tijij .
(3): Since κα = 1 for all α, RF [[Λ]]F = RF [[Λ]]
κ
F . Since we only consider root
systems of type different from type G2, mij ≤ 4. Therefore, the elements τ
Iw
ij
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appeared in Proposition 3.7 belong to the set {κFij , κ
F
ij + κ
F
j,i+j} ( RF [[Λ]]F . So
RF [[Λ]]
∼
F = RF [[Λ]]F .
(4) and (5): These are direct consequence of (1)-(3) of this theorem and Propo-
sition 3.7.
If F is not normal but a is invertible, then its normalization F˜ exists. By (6), the
isomorphism φf : RF [[Λ]]F → RF˜ [[Λ]]F˜ maps (κ
F
ij)
′ to κF˜ij . Therefore, the R-algebra
HF satisfies the properties (1)-(5) above after replacing κ
F
ij by (κ
F
ij)
′. 
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