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Abstrat
We propose to test the homogeneity of a Poisson proess observed on a nite interval.
In this framework, we rst provide lower bounds for the uniform separation rates in L
2
norm over lassial Besov bodies and weak Besov bodies. Surprisingly, the obtained lower
bounds over weak Besov bodies oinide with the minimax estimation rates over suh lasses.
Then we onstrut non asymptoti and nonparametri testing proedures that are adaptive
in the sense that they ahieve, up to a possible logarithmi fator, the optimal uniform
separation rates over various Besov bodies simultaneously. These proedures are based on
model seletion and thresholding methods. We nally omplete our theoretial study with a
Monte Carlo evaluation of the power of our tests under various alternatives.
Mathematis Subjet Classiation: Primary: 62G10, Seondary: 62G20.
Keywords: Poisson proess, adaptive hypotheses testing, uniform separation rate, minimax
separation rate, model seletion, thresholding rule.
1 Introdution
Poisson proesses have been used for many years to model a great variety of situations: mahine
breakdowns, phone alls... Reently Poisson proesses beome popular for modeling ourrenes
of words or motifs on the DNA sequene (see Robin, Rodolphe and Shbath [24℄). In this ontext,
it is partiularly important to be able to detet abnormal behaviors.
With suh appliations in mind, we onsider in this paper the question of testing the homogeneity
of a Poisson proess N . Sine we an only observe a nite number of points of the proess, this
question has a sense only on a nite interval. For the sake of simpliity, we assume that the
Poisson proess N is observed on the xed set [0, 1], and that it has an intensity s with respet
to some measure µ on [0, 1] with dµ(x) = Ldx.
Denoting by S0 the set of onstant funtions on [0, 1], our aim is onsequently to test the null
hypothesis (H0) "s ∈ S0", against the alternative (H1) "s 6∈ S0".
This problem of testing the homogeneity of a Poisson proess has been widely investigated both
from a theoretial and pratial point of view (see Bain, Engelhardt, and Wright [2℄ or Cohen and
Sakrowitz [7℄ for a survey and Bhattaharjee, Deshpande, and Naik-Nimbalkar [5℄ for a more
reent work). In these papers, the alternative intensities are monotonous. Another related topi
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is the problem of testing the simple hypothesis that a stationary proess is a Poisson proess
with a given intensity. We an ite for instane the papers by Fazli and Kutoyants [12℄ where the
alternative is also a Poisson proess with a known intensity, Fazli [11℄ where the alternatives are
Poisson proesses with one-sided parametri intensities, or Dahian and Kutoyants [10℄, where
the alternatives are self-exiting point proesses. The paper by Ingster and Kutoyants [18℄ is the
losest one to the present work. The alternatives onsidered by Ingster and Kutoyants are Poisson
proesses with nonparametri intensities in a Sobolev or Besov B(δ)2,q(R) ball with 1 ≤ q < +∞
and known smoothness parameter δ.
However, in some pratial ases like the study of ourrenes of words or motifs on a DNA
sequene, suh smooth alternatives annot be onsidered. The intensity of the Poisson proess in
these ases may burst at a partiular position of speial interest for the biologist (see Gusto and
Shbath [14℄ for more details). The question of testing the homogeneity of a Poisson proess then
beomes "how an we distinguish a Poisson proess with onstant intensity from a Poisson proess
whose intensity has some small loalized spikes?". This question has already been partially
onsidered in the seventies in a preursory work by Watson [27℄: he proposed a test based on
the estimation of the Fourier oeients of the intensity without evaluating the power of the
resulting proedure.
In this paper, we fous on onstruting adaptive testing proedures i.e. whih do not use any
prior information about the smoothness of the intensity s, but whih however have the best
possible performanes (in a minimax sense).
From a theoretial point of view, we evaluate the performanes of the tests in terms of uniform
separation rates with respet to some presribed distane d over various lasses of funtions.
Given β ∈]0, 1[, a lass of funtions S1, and a level α test Φα with values in {0, 1} (rejeting
(H0) when Φα = 1), the uniform separation rate ρ(Φα,S1, β) of Φα over the lass S1 is dened
as the smallest positive number ρ suh that the test has an error of seond kind at most equal
to β for all alternatives s in S1 at an L2 distane ρ from S0. More preisely, if Ps denotes the
distribution of the Poisson proess N with intensity s,
ρ(Φα,S1, β) = inf
{
ρ > 0, sup
s∈S1,d(s,S0)>ρ
Ps(Φα = 0) ≤ β
}
(1.1)
= inf
{
ρ > 0, inf
s∈S1,d(s,S0)>ρ
Ps(Φα = 1) ≥ 1− β
}
. (1.2)
In view of the pratial situations of our interest, we study some lasses of alternatives that
an be very irregular, for instane that an have some loalized spikes. We then onsider some
lassial Besov bodies and also some spaes that an be viewed as weak versions of these lassial
Besov bodies and that are dened preisely in the following. The interested reader may nd in
Rivoirard [23℄ some illustrations of funtions in weak Besov spaes and how the smoothness
parameters of the funtions govern the proportion and amplitude of their spikes.
As a rst step, we evaluate the best possible value of the uniform separation rate over these
spaes. In other words, we give a lower bound for
ρ(S1, α, β) = inf
Φα
ρ(Φα,S1, β), (1.3)
where the inmum is taken over all level α tests Φα, and where S1 an be either a Besov body
or a weak Besov body. This quantity introdued by Baraud [3℄ as the (α, β)-minimax rate of
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testing over S1 or the minimax separation rate over S1 is a stronger version of the (asymptoti)
minimax rate of testing usually onsidered. The key referene for the omputation of minimax
rates of testing in various statistial models is the series of papers due to Ingster [16℄. Conerning
the Poisson model, Ingster and Kutoyants [18℄ give the minimax rate of testing for Sobolev or
Besov B(δ)2,q(R) balls with 1 ≤ q < +∞ and smoothness parameter δ > 0. They nd that this
rate of testing for the Sobolev or Besov norm or semi-norm is of order L
−2δ
4δ+1
. Let us note that
we nd here lower bounds for the lassial Besov bodies similar to Ingster and Kutoyants'ones.
Furthermore, our lower bounds for the weak Besov bodies are larger than the ones for lassial
Besov bodies. Alternatives in weak Besov bodies are in fat so irregular that it is as diult to
detet them as to estimate them. The problem of estimation in weak Besov spaes is solved by
using thresholding proedures: indeed the weak Besov spaes are losely related to the maxisets
of those proedures (see Kerkyaharian and Piard [19℄ in the Gaussian framework and Reynaud-
Bouret and Rivoirard [22℄ in a Poisson model). To our knowledge, no previous results of this
kind exist for weak Besov bodies in testing problems, even in more lassial statistial models,
like the density model. Despite the similarity of both models, our lower bounds over weak Besov
bodies annot however be straightly transposed to the density model sine our proofs heavily
rely on the Poissonian independene properties.
As a seond and main step, we onstrut non asymptoti level α tests whih ahieve, up to a
possible logarithmi fator, the minimax separation rates over many Besov bodies and weak Besov
bodies simultaneously, whereas using no prior information about the smoothness of the intensity
s. Our idea here is to ombine some model seletion methods that are eetive for alternatives
in lassial Besov bodies and a thresholding type approah, inspired by the thresholding rules
used for adaptive estimation in weak Besov bodies. Key tools in the proofs of our results are
exponential inequalities for U-statistis of order 2 due to Houdré and Reynaud-Bouret [15℄.
Of ourse, both model seletion and thresholding approahes have already been used to on-
strut adaptive tests in various statistial models. One an ite among others the papers by
Spokoiny ([25℄ and [26℄) in Gaussian white noise models or by Baraud, Huet and Laurent [4℄ in
a Gaussian regression framework. These papers propose adaptive tests whih ombine methods
losely related to both model seletion and thresholding ones. As for the density framework,
adaptive tests were proposed by Ingster [17℄ or Fromont and Laurent [13℄, using model seletion
type methods and by Butuea and Tribouley [6℄ using thresholding type methods.
The present work is organized as follows. In Setion 2, we provide lower bounds for the uniform
separation rates over various Besov bodies. Our testing proedures are dened in Setion 3, and
their uniform separation rates over Besov bodies are established in Setion 4. We arry out a
simulation study in Setion 5 to illustrate these theoretial results, and the proofs are postponed
to the last setion.
2 Lower bounds for the minimax separation rates over Besov
bodies
We onsider the Poisson proess N with intensity s with respet to some measure µ on [0, 1],
with dµ(x) = Ldx. In the following, we assume that s belongs to L2([0, 1]), and 〈., .〉, ‖.‖ and d
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respetively denote the salar produt
〈f, g〉 =
∫
[0,1]
f(x)g(x)dx,
the L
2−norm
‖f‖2 =
∫
[0,1]
f2(x)dx,
and the assoiated distane.
Let us denote the Haar basis of L
2([0, 1]) by {φ0, φ(j,k), j ∈ N, k ∈ {0, . . . , 2j − 1}} with
φ0(x) = 1[0,1](x),
and
φ(j,k)(x) = 2
j/2ψ(2jx− k), (2.1)
where ψ(x) = 1[0,1/2[(x)− 1[1/2,1[(x).
We set α0 = 〈s, φ0〉 and for every j ∈ N, k ∈ {0, . . . , 2j − 1}, α(j,k) = 〈s, φ(j,k)〉.
We an now introdue the Besov bodies dened for δ > 0, R > 0 by
Bδ2,∞(R) =
{
s ≥ 0, s ∈ L2([0, 1]), s = α0φ0 +
∑
j∈N
2j−1∑
k=0
α(j,k)φ(j,k),
∀j ∈ N,
2j−1∑
k=0
α2(j,k) ≤ R22−2jδ
}
, (2.2)
and more generally for p ≥ 1, R > 0 and δ > max(0, 1/p − 1/2),
Bδp,∞(R) =
{
s ≥ 0, s ∈ L2([0, 1]), s = α0φ0 +
∑
j∈N
2j−1∑
k=0
α(j,k)φ(j,k),
∀j ∈ N,
2j−1∑
k=0
|α(j,k)|p ≤ Rp2−pj
“
δ+ 1
2
− 1
p
”}
. (2.3)
As in Reynaud-Bouret and Rivoirard [22℄, we also introdue some weaker versions of the above
Besov bodies given for γ > 0 and R′ > 0 by
Wγ(R
′) =
{
s ≥ 0, s ∈ L2([0, 1]), s = α0φ0 +
∑
j∈N
2j−1∑
k=0
α(j,k)φ(j,k),
∀t > 0,
∑
j∈N
2j−1∑
k=0
α2(j,k)1α2(j,k)≤t
≤ R′2t 2γ1+2γ
}
. (2.4)
Fixing some levels of error α and β in ]0, 1[, and denoting by L∞(R′′) the set of funtions
bounded by R′′, our purpose in this setion is to nd sharp lower bounds for ρ(Bδ2,∞(R) ∩
Wγ(R
′) ∩ L∞(R′′), α, β), where ρ is dened by (1.3).
Starting from a general idea developed by Ingster [16℄, we obtain the following result.
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Theorem 1. Assume that R > 0, R′ > 0, and R′′ ≥ 2, and x some levels α and β in ]0, 1[ suh
that α+ β ≤ 0.59.
(i) If γ > max(2δ, 1/2), then
lim inf
L→+∞
(
L
lnL
) γ
1+2γ
ρ(Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), α, β) > 0.
(ii) If δ ≥ max(γ/2, γ/(1 + 2γ)), then
lim inf
L→+∞
L
2δ
1+4δ ρ(Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), α, β) > 0.
(iii) If δ < γ/(1 + 2γ) and γ ≤ 1/2, then
lim inf
L→+∞
L
1
2ρ(Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), α, β) > 0.
Comments.
1. For the whole set of parameters (δ, γ) suh that δ ≥ γ/(1+ 2γ), we prove in Setion 4 that
these lower bounds are atually sharp.
2. We have in ase (ii) lower bounds whih oinide with the minimax rates of testing obtained
by Ingster and Kutoyants [18℄ when testing that a periodi Poisson proess has a given
intensity in the Besov spaes B(δ)2,∞(R). We know (see Ingster [17℄ or Fromont and Laurent
[13℄ for instane) that suh rates an be ahieved by some multiple testing proedure based
on model seletion type methods. This is the priniple of our rst proedure desribed in
Setion 3.1.
3. We notie that the lower bounds obtained in ase (i) are equal to the minimax estima-
tion rates on the maxisets of the thresholding estimation proedure, namely Bγ/(1+2γ)2,∞ (R)∩
Wγ(R
′) (see Kerkyaharian and Piard [19℄, Rivoirard [23℄, or Reynaud-Bouret and Rivoirard
[22℄ for more details). This means that it is as diult to test as to estimate over suh
lasses of funtions, phenomenon whih is quite unusual. Sine the minimax estimation
rates on these lasses are ahieved by thresholding rules, it will be natural to onstrut
a testing proedure based on thresholding methods: this is the idea that originated our
seond proedure desribed in Setion 3.2.
3 Two tests of homogeneity
Let us reall that S0 denotes the set of onstant funtions on [0, 1] and that we assume that s
belongs to L
2([0, 1]).
In this setion, we onstrut level α tests of the null hypothesis (H0) "s ∈ S0", against the
alternative (H1) "s 6∈ S0", from the observation of the Poisson proess N , or the points {Xl, l =
1, . . . , NL} of the Poisson proess.
We introdue two testing proedures that ome from two dierent statistial approahes. The
rst one originates in general model seletion methods, while the seond one is loser to the
thresholding type methods.
5
In order to understand the global ideas of these proedures, let us notie that the squared
L
2−distane d2(s,S0) between s and the set of onstant funtions S0 an be rewritten as
d2(s,S0) =
∫
[0,1]
(
s(x)−
∫
[0,1]
s(y)dy
)2
dx,
= ‖s‖2 − α20,
=
∑
λ∈Λ∞
α2λ,
where α0 = 〈s, φ0〉, and for all λ ∈ Λ∞ = {(j, k), j ∈ N, k ∈ {0, . . . , 2j − 1}}, αλ = 〈s, φλ〉.
For every λ ∈ Λ∞, αλ an be estimated by
α̂λ =
1
L
∫
[0,1]
φλ(x)dNx,
whih is also equal to
α̂λ =
1
L
NL∑
l=1
φλ(Xl).
From this variable, we dedue an unbiased estimator of α2λ given by :
Tλ = α̂λ
2 − 1
L2
∫
[0,1]
φ2λ(x)dNx =
1
L2
NL∑
l 6=l′=1
φλ(Xl)φλ(Xl′). (3.1)
Our rst approah will onsist in onstruting estimators of d2(s,S0) =
∑
λ∈Λ∞
α2λ based on a
ombination of the Tλ's, and in rejeting the null hypothesis when one of these estimators is
too large. This was already the spirit of Watson's proedure (see [27℄). Our seond approah is
related to the test onsidered in Baraud et al. [4℄ to detet loal alternatives. It will onsist in
onsidering a set of Tλ's and rejeting the null hypothesis diretly when one of the Tλ's is too
large. Let us now preisely dene both proedures.
3.1 A rst proedure based on model seletion
Assuming that s ∈ L2([0, 1]), a natural idea is to onstrut a testing proedure from an estimation
of the squared L
2−distane d2(s,S0).
In order to estimate this funtional of s, following the ideas of Laurent [20℄ and Fromont and
Laurent [13℄, we introdue embedded nite dimensional linear subspaes of L
2([0, 1]). We hoose
here to onsider for J ≥ 1 the subspaes SJ generated by the subsets {φ0, φλ, λ ∈ ΛJ} of the
Haar basis dened by (2.1), with ΛJ = {(j, k), j ∈ {0, . . . , J − 1}, k ∈ {0, . . . , 2j − 1}}. Eah
subspae SJ is alled a model. We denote by DJ = 2
J
the dimension of SJ , and by sJ the
orthogonal projetion of s onto the model SJ .
Fousing on one model SJ , we estimate d
2(s,S0) = ‖s‖2 − α20 by the unbiased estimator of
‖sJ‖2 − α20 =
∑
λ∈ΛJ
α2λ given by
T ′J =
∑
λ∈ΛJ
Tλ, (3.2)
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with Tλ dened by (3.1). The estimator T
′
J obviously depends on the hoie of the model SJ .
Sine we do not want to hoose a priori suh a model, we onsider a olletion of models {SJ , J ∈
J } where J is a nite subset of N∗, and the orresponding olletion of estimators {T ′J , J ∈ J }.
The proedure that we introdue here then onsists in rejeting (H0) "s ∈ S0" when there exists
J in J suh that the estimator T ′J given by (3.2) is too large.
At this point there are several ways to deide when T ′J is too large.
In all ases, we use the well-known argument that, onditionally on the event "the number of
points NL falling into [0, 1] is n", the points of the proess obeys the same law as a n-sample
(X˜1, . . . , X˜n) with ommon density s/
∫
[0,1] s(x)dx. It follows that for all n ∈ N,
Ps
(
T ′J > q
′|NL = n
)
= P
 1
L2
∑
λ∈ΛJ
n∑
l 6=l′=1
φλ(X˜l)φλ(X˜l′) > q
′
 .
Under the null hypothesis, the intensity s is onstant on [0, 1], and the X˜l's are i.i.d., with uniform
distribution on [0, 1]. This distribution is free from the parameter s. As a onsequene, for every
u ∈]0, 1[, we an introdue and estimate by Monte Carlo experiments the (1− u) quantile of the
distribution of T ′J |NL = n under the null hypothesis, that we denote by q′(n)J (u).
We now onsider the test statistis:
T (1)α = sup
J∈J
(
T ′J − q′(NL)J (u′(NL)J,α )
)
, (3.3)
with u
′(NL)
J,α to be orretly hosen.
Finally, we dene the orresponding test funtion:
Φ(1)α = 1T (1)α >0
. (3.4)
And our rst test onsists in rejeting the null hypothesis (H0) when Φ
(1)
α = 1.
Let us see how we an hoose u
′(NL)
J,α so that our test has a level α.
An obvious possibility is to set
u
′(n)
J,α =
α
|J | for every J in J and n in N.
This hoie orresponds to a Bonferroni proedure and Φ
(1)
α atually denes a level α test. Indeed,
for s ∈ S0,
Ps
(
sup
J∈J
(
T ′J − q′(NL)J (u′(NL)J,α )
)
> 0
)
=
∑
n∈N
Ps
(
sup
J∈J
(
T ′J − q′(n)J
(
α
|J |
))
> 0
∣∣∣∣∣NL = n
)
Ps(NL = n)
≤
∑
n∈N
∑
J∈J
α
|J |Ps(NL = n)
≤ α.
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Our hoie for u
′(n)
J,α , inspired by Fromont and Laurent [13℄, leads to a less onservative proedure.
It onsists in setting
u
′(n)
J,α = e
−WJ sup
{
u ∈]0, 1[, sup
s∈S0
Ps
(
sup
J∈J
(
T ′J − q′(n)J (ue−WJ )
)
> 0
∣∣∣∣∣NL = n
)
≤ α
}
, (3.5)
where {WJ , J ∈ J } is a olletion of positive weights suh that∑
J∈J
e−WJ ≤ 1.
For the same reason, we still obtain a level α test and by denition, u
′(n)
J,α ≥ αe−WJ for every n
in N.
3.2 A seond proedure based on a thresholding approah
Let us reall here that the squared L
2−distane d2(s,S0) between s and the set of onstant
funtions S0 is equal to
∑
λ∈Λ∞
α2λ and that Tλ dened by (3.1) is an unbiased estimator of α
2
λ.
Based on general thresholding ideas, our seond proedure onsists in xing some J¯ ≥ 1 and
rejeting the null hypothesis (H0) when there exists λ in ΛJ¯ suh that Tλ is too large.
Let us now see what we mean by "Tλ is too large". We an still use the fat that
Ps (Tλ > q|NL = n) = P
 1
L2
n∑
l 6=l′=1
φλ(X˜l)φλ(X˜l′) > q
 ,
and that under the null hypothesis, the X˜l's are i.i.d., with uniform distribution on [0, 1]. We
therefore introdue and estimate by Monte Carlo experiments the (1 − u) quantile of the dis-
tribution of Tλ|NL = n under the null hypothesis, that we denote by q(n)λ (u). Notie that for
λ = (j, k) ∈ ΛJ¯ , q(n)λ (u) does not depend on k.
We set
T (2)α = sup
λ∈ΛJ¯
(
Tλ − q(NL)λ (u
(NL)
λ,α )
)
, (3.6)
with u
(NL)
λ,α to be orretly hosen.
We also dene
Φ(2)α = 1T (2)α >0
. (3.7)
Our test onsists in rejeting the null hypothesis (H0) when Φ
(2)
α = 1.
Let us now see how we hoose u
(n)
λ,α. An obvious hoie orresponding to the Bonferroni proedure
would be
u
(n)
(j,k),α =
α
2j J¯
for every (j, k) in ΛJ¯ and n in N.
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To obtain a less onservative proedure, we prefer setting
u
(n)
λ,α =
u
(n)
α
2j J¯
for every λ = (j, k) in ΛJ¯ and n in N, (3.8)
with
u(n)α = sup
{
u ∈]0, 1[, sup
s∈S0
Ps
(
sup
(j,k)∈ΛJ¯
(
T(j,k) − q(n)(j,k)
( u
2j J¯
))
> 0
∣∣∣∣∣NL = n
)
≤ α
}
. (3.9)
When s ∈ S0,
Ps
(
sup
λ∈ΛJ¯
(
Tλ − q(NL)λ
(
u
(NL)
λ,α
))
> 0
)
= Ps
(
sup
(j,k)∈ΛJ¯
(
T(j,k) − q(NL)(j,k)
(
u
(NL)
α
2j J¯
))
> 0
)
=
∑
n∈N
Ps
(
sup
(j,k)∈ΛJ¯
(
T(j,k) − q(n)(j,k)
(
u
(n)
α
2j J¯
))
> 0
∣∣∣∣∣NL = n
)
P(NL = n)
≤ α,
whih means that Φ
(2)
α denes a level α test.
Note that u
(n)
α ≥ α.
Comments.
1. Though the two testing proedures dened by (3.4) and (3.7) are very dierent by their
spirit, they an formally be written in a ommon way. For any subset Λ of Λ∞, we denote
by SΛ the subspae generated by {φ0, φλ, λ ∈ Λ}, by sΛ the orthogonal projetion of s onto
SΛ, and we introdue the unbiased estimator T
′′
Λ =
∑
λ∈Λ Tλ of ‖sΛ‖2 − α20 =
∑
λ∈Λ α
2
λ.
Then our test funtions an be written as
Φα = 1Tα>0, (3.10)
where
Tα = sup
Λ∈C
(
T ′′Λ − t′′Λ,α(NL)
)
,
and C is a nite olletion of subsets of Λ∞.
Notiing that T ′J = T
′′
ΛJ
, we an easily see that our rst test amounts in taking a olle-
tion C equal to {ΛJ , J ∈ J }, and t′′ΛJ ,α
(NL) = q
′(NL)
J (u
′(NL)
J,α ). Furthermore, our seond
test amounts in taking a olletion C omposed of all subsets of ΛJ¯ , and for Λ ⊂ ΛJ¯ ,
t′′Λ,α
(NL) =
∑
λ∈Λ q
(NL)
λ (u
(NL)
λ,α ). Indeed, there exists a subset Λ of ΛJ¯ suh that
∑
λ∈Λ Tλ >∑
λ∈Λ q
(NL)
λ (u
(NL)
λ,α ) if and only if there exists λ in ΛJ¯ suh that Tλ > q
(NL)
λ (u
(NL)
λ,α ).
Suh a ommon expression will be partiularly useful to derive the properties of the tests.
It also allows us to see our tests as multiple testing proedures. Indeed, we an onsider that
for eah Λ in C, we onstrut a test rejeting the null hypothesis when T ′′Λ − t′′Λ,α(NL) > 0.
We thus obtain a olletion of tests and we nally deide to rejet the null hypothesis when
it is rejeted for at least one of the tests of the olletion.
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2. Both proedures have a spei interest to prove the optimality of the lower bounds ob-
tained in Theorem 1. We will atually prove in the next setion that the rst one ahieves
the lower bounds obtained in ase (ii) of Theorem 1 (up to a possible logarithmi fa-
tor) whereas the seond one ahieves the lower bounds obtained in ase (i) of Theorem 1.
However, if we want a proedure that ahieves the lower bounds of ases (i) and (ii) simul-
taneously, we will have to onsider the test whih onsists in mixing the two proedures.
In this ase, we rejet the null hypothesis (H0) when sup{Φ(1)α/2,Φ
(2)
α/2} = 1.
4 Uniform separation rates
In this setion, we evaluate the performanes of our new testing proedures from a theoretial
point of view. More preisely, we prove that our proedures are optimal in the sense that their
uniform separation rates over Besov bodies are of the same order as the lower bounds for ρ
obtained in Setion 2. These results justify the onstrution of our proedures as well as they
provide the upper bounds needed for the exat evaluation of the minimax separation rates over
weak and lassial Besov bodies in the Poisson framework.
In the following, the expression C(α, β,R,R′, R′′, δ, γ, ...) or Ck(α, β,R,R
′, R′′, δ, γ...) is used to
denote some onstant whih only depends on the parameters α, β,R,R′, R′′, δ, γ, ..., and whih
may vary from line to line.
4.1 Uniform separation rates of the rst proedure
4.1.1 The error of seond kind
The aim of the following theorem is to give a ondition on the alternative so that our rst level
α test has a presribed error of seond kind.
Theorem 2. Assume that s ∈ L∞([0, 1]), and that L ≥ 1. Fix some levels α and β in ]0, 1[, and
let Φ
(1)
α be the test funtion dened by (3.4). There exist some positive onstants C1(||s||∞, β),
C2(β), C3(α, β), and C4(α) suh that when s satises
d2(s,S0) > inf
J∈J
{
||s− sJ ||2 + C1(||s||∞, β)
√
DJ
L
+ C2(β)
DJ
L2
+ C3(α, β)
∫
[0,1]
s(x)dx
(√
DJWJ
L
+
WJ
L
)
+ C4(α)
DJW
2
J
L2
}
(4.1)
then
Ps
(
Φ(1)α = 0
)
≤ β.
Comment. Considering here a multiple testing proedure instead of a simple one allows to obtain
in the right hand side of the inequality (4.1) an inmum over all J in J at the only prie of
introduing some terms in WJ . These last terms will appear in the following uniform separation
rates over lassial Besov bodies as a ln lnL fator, whih is now known to be the prie to pay for
adaptivity in some lassial statistial models. As a onsequene, our multiple testing proedure
is proved to be adaptive in Proposition 1 over lassial Besov bodies, whih would not our with
a simple testing proedure.
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4.1.2 Uniform separation rates over Besov bodies
In this setion, we evaluate the uniform separation rates ρ(Φ
(1)
α ,Bδ2,∞(R) ∩ L∞(R′′), β) where ρ
is dened by (1.1), and Bδ2,∞(R) is any Besov body dened by (2.2).
Let us rst notie that the funtions of Bδ2,∞(R) are well approximated by their projetions onto
subspaes of the olletion {SJ , J ∈ J } onsidered in our rst proedure, in the sense that if
s ∈ Bδ2,∞(R), then
‖s− sJ‖2 ≤ c(δ)R2D−2δJ .
As a onsequene we an use Theorem 2 to obtain upper bounds for the uniform separation rates
of our test.
We denote by ⌊x⌋ the integer part of x.
Proposition 1. Assume that ln lnL ≥ 1. Given some levels α and β in ]0, 1[, let Φ(1)α dened
by (3.4) with J = {1, . . . , ⌊log2(L2/(ln lnL)3)⌋} and WJ = ln |J | for every J in J .
For every δ > 0, there exists some positive onstant C(α, β,R′′, δ) suh that when s belongs to
Bδ2,∞(R) ∩ L∞(R′′) and satises
d2(s,S0) > C(α, β,R′′, δ)
R 24δ+1 (√ln lnL
L
) 4δ
4δ+1
+R2
(
(ln lnL)3
L2
)2δ
+
ln lnL
L
 ,
then
Ps
(
Φ(1)α = 0
)
≤ β.
In partiular, there exist some positive onstants L0(δ) and C(α, β,R,R
′′, δ) suh that if L >
L0(δ), then
ρ(Φ(1)α ,Bδ2,∞(R) ∩ L∞(R′′), β) ≤ C(α, β,R,R′′, δ)
(√
ln lnL
L
) 2δ
4δ+1
.
Comments.
1. Our rst testing proedure is therefore adaptive: indeed, for large L, it ahieves the lower
bounds for the minimax separation rates over all the spaes Bδ2,∞(R)∩Wγ(R′)∩L∞(R′′) with
δ ≥ max(γ/2, γ/(1 + 2γ)) simultaneously up to a possible ln lnL fator (see Theorem 1).
However it does not ahieve the optimal separation rates obtained in the ase where γ >
max(2δ, 1/2). In this range of parameters, the regularity in γ is higher than the regularity
in δ, meaning that the weak Besov body governs the separation rate. That is the reason
why we introdued the thresholding type proedure.
2. The upper bound for the uniform separation rate obtained here is exatly of the same order
as the (asymptoti) adaptive minimax rate of testing obtained by Ingster [17℄ in the density
model, replaing the parameter L of the Poisson model by the number n of observations in
the density model. In partiular the ln lnL fator is proved to be neessary in the density
model for adaptive proedures.
11
3. It is easy to see that Bδp,∞(R) ⊂ Bδ2,∞(R) when p > 2. So this result diretly leads to upper
bounds for the uniform separation rates ρ(Φ
(1)
α ,Bδp,∞(R) ∩ L∞(R′′), β) of the test over
the Besov bodies Bδp,∞(R) when p > 2. These rates, obtained in the Poisson framework,
orrespond to the ones in some Gaussian models (see Spokoiny [25℄ for instane) or in the
density model (see Ingster [17℄).
4. Note that one ould also onsider some tests based on the Fourier basis as well as the Haar
basis, as Fromont and Laurent [13℄ did in the density model. The theoretial results would
remain unhanged, and the pratial performanes of the proedure would be better when
onsidering smooth alternatives (see Fromont and Laurent [13℄ for more details and Setion
5). We have only onsidered here tests based on the Haar basis for the sake of simpliity.
4.2 Uniform separation rates of the seond proedure
4.2.1 The error of seond kind
From the ommon expression (3.10) of the test funtion for the two proedures, we obtain here
a result similar to Theorem 2 for the error of seond kind of our seond test.
Theorem 3. Assume that s ∈ L∞([0, 1]), and that L ≥ 1. Fix some levels α and β in ]0, 1[,
and let Φ
(2)
α be the test funtion dened by (3.7). Reall that for any subset Λ of Λ∞, SΛ and sΛ
respetively denote the subspae generated by {φ0, φλ, λ ∈ Λ} and the orthogonal projetion of s
onto SΛ. Denoting by DΛ the dimension of SΛ, there exist some positive onstants C1(||s||∞, β),
C2(β), C3(α, β), and C4(α) suh that when s satises
d2(s,S0) > inf
Λ⊂ΛJ¯
{
||s− sΛ||2 + C1(||s||∞, β)
(√
DΛ
L
+
2J¯/2
L3/2
)
+ C2(β)
2J¯
L2
+ C3(α, β)
∫
[0,1]
s(x)dx
DΛ ln(2
J¯ J¯)
L
+ C4(α)
DΛ2
J¯ ln2(2J¯ J¯)
L2
}
(4.2)
then
Ps
(
Φ(2)α = 0
)
≤ β.
4.2.2 Uniform separation rates over Besov bodies
Proposition 2. Assume that lnL ≥ 1. Given some levels α and β in ]0, 1[, let Φ(2)α be the test
dened by (3.7) with J¯ = ⌊log2(L/ lnL)⌋.
For every δ > 0 and γ > 0, there exists some positive onstant C(α, β,R′′, δ, γ) suh that if s
belongs to Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′) and satises
d2(s,S0) > C(α, β,R′′, δ, γ)
(
lnL
L
+R2
(
lnL
L
)2δ
+R′2
(
lnL
L
) 2γ
1+2γ
+R′2+4γ
(
lnL
L
)2γ )
,
then
Ps
(
Φ(2)α = 0
)
≤ β.
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In partiular, when δ ≥ γ/(1+2γ), there exist some positive onstants L0(δ, γ) and C(α, β,R,R′, R′′, δ, γ)
suh that if L > L0(δ, γ), then
ρ(Φ(2)α ,Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), β) ≤ C(α, β,R,R′, R′′, δ, γ)
(
lnL
L
) γ
1+2γ
.
Comments.
1. Our seond testing proedure is still adaptive: indeed, for large L, it ahieves the lower
bounds for the minimax separation rates over all the spaes Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′)
with γ/(1 + 2γ) ≤ δ < γ/2 simultaneously (see Theorem 1). In this ase, we also remark
that these rates are so large that there is no further prie to pay for adaptivity in the sense
that the upper bound does not involve any extra logarithmi fator. To our knowledge,
this phenomenon is ompletely new for nonparametri testing proedures.
2. Our seond proedure ahieves the lower bounds for the minimax separation rates over all
the spaes Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′) with γ/(1 + 2γ) ≤ δ < γ/2 simultaneously, but
it does not when δ ≥ max(γ/2, γ/(1 + 2γ)). To obtain a test that ahieves the minimax
separation rates in both ases, our two proedures need to be ombined.
4.3 Uniform separation rates of the ombined proedure
Corollary 1. Assume that ln lnL ≥ 1. Fix some level α and β in ]0, 1[. Let Φ(1)α/2 be the level
α/2 test dened by (3.4) with J = {1, . . . , ⌊log2(L2/(ln lnL)3)⌋} and WJ = ln |J | for every J
in J . Let Φ(2)α/2 be the level α/2 test dened by (3.7) with J¯ = ⌊log2(L/ lnL)⌋. We onsider
Φ
(3)
α = sup{Φ(1)α/2,Φ
(2)
α/2}.
(i) For all δ > 0 and γ > 0, there exist some positive onstants L0(δ) and C(α, β,R,R
′′, δ) suh
that if L > L0(δ), then
ρ(Φ(3)α ,Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), β) ≤ C(α, β,R,R′′, δ)
(√
ln lnL
L
) 2δ
4δ+1
.
(ii) For all (δ, γ) suh that γ/(2γ + 1) ≤ δ, there exist some positive onstants L0(δ, γ) and
C(α, β,R,R′, R′′, δ, γ) suh that if L > L0(δ, γ), then
ρ(Φ(3)α ,Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), β) ≤ C(α, β,R,R′, R′′, δ, γ)
(
lnL
L
) γ
1+2γ
.
Comment. Sine
Ps
(
Φ(3)α = 0
)
≤ inf
{
Ps
(
Φ
(1)
α/2 = 0
)
,Ps
(
Φ
(2)
α/2 = 0
)}
,
the proof of this result diretly omes from Proposition 1 and Proposition 2.
This nal proedure atually mathes the lower bounds of Theorem 1 and is onsequently adap-
tive for the whole set of parameters (δ, γ) suh that γ/(2γ + 1) ≤ δ (up to a ln lnL fator
when δ ≥ γ/2). This also proves that the lower bounds of Theorem 1 are sharp for this set of
parameters.
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5 Simulation study
We aim in this setion at studying the performanes of our tests from a pratial point of view.
We onsider several intensities s dened on [0, 1] suh that
∫ 1
0 s(x)dx = 1. N denotes here a
Poisson proess with intensity Ls on [0, 1] with respet to the Lebesgue measure, and Ps the
distribution of this proess. We denote by s0 the intensity whih is onstant (equal to 1) on
[0, 1]. We hoose L = 100 and a level of test α = 0.05.
Let us now reall that our rst proedure may be based on the test statistis
T (1)α = sup
J∈J
(
T ′J − q′(NL)J (u′(NL)α /|J |)
)
,
where q
′(n)
J (u) denotes the (1− u) quantile of T ′J |NL = n under the hypothesis that s = s0, and
u
′(n)
α is hosen suh that :
u′(n)α = sup
{
u ∈]0, 1[,Ps0
(
sup
J∈J
(
T ′J − q′(n)J (u/|J |)
)
> 0
∣∣∣∣∣NL = n
)
≤ α
}
.
The null hypothesis (H0) "s = s0" is rejeted when T (1)α > 0.
We hoose J = {1, . . . , 6}. For 40 ≤ n ≤ 160, we estimate the quantities u′(n)α and the quan-
tiles q
′(n)
J (u
′(n)
α /|J |) for all J in J . These estimations are based on the simulation of 200000
independent samples with size n, uniformly distributed on [0,1℄. Half of the samples is used
to estimate the quantiles q
′(n)
J (u/|J |) for u varying on a grid over [0, 1], and the other samples
are used to estimate the probabilities ourring in the denition of u
′(n)
α . Finally, u
′(n)
α is esti-
mated by the largest value on the grid suh that these estimated probabilities are smaller than α.
Let us also reall that our seond proedure is based on the test statistis
T (2)α = sup
λ∈ΛJ¯
(
Tλ − q(NL)λ (u
(NL)
λ,α )
)
,
where q
(n)
λ (u) denotes the (1− u) quantile of Tλ|NL = n under the hypothesis that s = s0. For
λ = (j, k) ∈ ΛJ¯ , u(n)λ,α = u(n)α /
(
2j J¯
)
with u
(n)
α dened by (3.9). The null hypothesis (H0) "s = s0"
is rejeted when T (2)α > 0.
We hoose J¯ = 6. For 40 ≤ n ≤ 160, we estimate the quantities u(n)α and the quantiles q(n)λ (u(n)λ,α)
for all λ ∈ ΛJ¯ . These estimations are based on the simulation of 200000 independent samples
with size n, uniformly distributed on [0,1℄. Half of the samples is used to estimate the quantiles
q
(n)
(j,k)
(
u/(2j J¯)
)
for u varying on a grid over [0, 1], and the other samples are used to estimate
the probabilities that our in (3.9). Finally, we estimate u
(n)
α in the same way as in the rst
proedure.
At this stage, we an estimate the powers of the two tests under various alternatives. The hosen
alternatives are intensities that have already been studied among others by Reynaud-Bouret and
Rivoirard [22℄, in the estimation problem. Sine we are partiularly interested in deteting the
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homogeneity of a Poisson proess when the alternatives may be very irregular, we fous on the
funtions dened by:
s1(x) = (1 + ε)1[0,0.125[(x) + (1− ε)1[0.125,0.25[(x) + 1[0.25,1](x),
s2(x) =
1 + η∑
j
hj
2
(1 + sgn(x− pj))
 1[0,1](x)
C2(η)
,
s3(x) = (1− ε)1[0,1](x) + ε
∑
j
gj
(
1 +
|x− pj|
wj
)−4 1[0,1](x)
0.284
,
where
p = [ 0.1 0.13 0.15 0.23 0.25 0.4 0.44 0.65 0.76 0.78 0.81 ℄
h = [ 4 -4 3 -3 5 -5 2 4 -4 2 -3 ℄
g = [ 4 5 3 4 5 4.2 2.1 4.3 3.1 5.1 4.2 ℄
w = [ 0.005 0.005 0.006 0.01 0.01 0.03 0.01 0.01 0.005 0.008 0.005 ℄
,
0 < ε ≤ 1, 0 < η ≤ 2, and C2(η) is suh that
∫ 1
0 s2(x)dx = 1.
These alternatives, for partiular values of the parameters, are represented in Figure 1.
In Figure 2, we represent the histograms of one simulated sample for some of these alternatives
and for a onstant intensity on [0, 1]. Note that these histograms are learly not suient to
separate the alternatives from the null hypothesis.
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15
0 0.5 1
0
2
4
6
8
10
12
s1, epsilon=0.7
0 0.5 1
0
2
4
6
8
10
12
s2, eta=1.5
0 0.5 1
0
2
4
6
8
10
12
s3, epsilon=0.5
0 0.5 1
0
2
4
6
8
10
12
s=1
Figure 2: Histograms of one simulated Poisson proess
We also onsider two monotonous alternatives dened by :
s4(x) = (1− ε)1[0,0.75[(x) + (1 + 3ε)1[0.75,1](x),
s5(x) = (1− ε)1[0,1](x) + εβxβ−11[0,1](x),
where 0 < ε < 1, and β > 1.
These alternatives, for partiular values of the parameters, are represented in Figure 3.
In Figure 4, we represent the histograms of one simulated sample for some of these alternatives.
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Figure 3: Funtions s4 and s5
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For eah alternative s, we simulate 20000 Poisson proesses with intensity Ls on [0, 1], and we
estimate the powers of our two tests by :
Pˆ1 =
1
20000
20000∑
k=1
1
T
(1),k
α >0
,
and
Pˆ2 =
1
20000
20000∑
k=1
1
T
(2),k
α >0
,
where T (1),kα and T (2),kα are the test statistis T (1)α and T (2)α omputed for the kth simulated
Poisson proess.
We ompare the obtained estimated powers with the estimated powers of the lassial Kol-
mogorov and Smirnov's test applied to the Poisson proess onditionally on the event "the num-
ber of points of the Poisson proess is n". The estimated powers of Kolmogorov and Smirnov's
test denoted by PˆKS are also obtained by 20000 simulations of a Poisson proess with intensity
Ls on [0, 1].
The estimated powers are furthermore ompared to the estimated powers of the tests studied in
pratie by the other authors. Suh tests are in fat devoted to the partiular ase of inreasing
alternatives, whih may be relevant in reliability ontexts involving repairable systems. Bain,
Engelhardt and Wright [2℄ and Cohen and Sakrowitz [7℄ onsider in these ontexts six well
known tests. They show that two of these six tests, namely the so-alled Laplae and Z tests
(respetively studied rst by Cox [8℄ and Crow [9℄) are preferable to use.
The Laplae test is based on the statistis
T (La)α =
NL∑
l=1
Xl − q(NL)La (α),
where (X1, . . . ,XNL) are the points of the proess, and for every n, q
(n)
La (α) is the (1−α) quantile
of the sum of n independent random variables uniformly distributed on [0, 1].
The Z test is based on the statistis
T (Z)α = 2
NL∑
l=1
ln(Xl) + q
(NL)
Z (α),
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where for every n, q
(n)
Z (α) is the α quantile of the hi square distribution with 2n degrees of
freedom.
Assuming that the intensity s is inreasing, the null hypothesis (H0) "s is onstant on [0, 1]" is
rejeted when T (La)α > 0 or T (Z)α > 0.
The readers need to be aware that these tests are espeially onstruted to detet homogeneity
against inreasing trend, when reading the estimated power tables.
Let us now present the results we obtained for the dierent tests. The estimated powers for Pois-
son proesses with intensities Ls1, Ls2, Ls3, Ls4, and Ls5 with various values of the parameters
are given in the following tables.
Alternatives s1:
ε 0 0.5 0.6 0.7 0.8 0.9 1
Pˆ1 0.05 0.25 0.39 0.56 0.73 0.89 0.98
Pˆ2 0.05 0.33 0.52 0.72 0.87 0.96 1
PˆKS 0.05 0.09 0.13 0.19 0.27 0.37 0.48
PˆLa 0.05 0.03 0.03 0.03 0.03 0.02 0.02
PˆZ 0.05 0.01 0.01 0.01 0.01 0.01 0.01
Alternatives s2:
η 0 0.5 1 1.5 2
C2(η) 1 2.27 3.54 4.81 6.08
Pˆ1 0.05 0.61 0.87 0.94 0.97
Pˆ2 0.05 0.41 0.64 0.75 0.80
PˆKS 0.05 0.14 0.25 0.34 0.39
PˆLa 0.05 0.05 0.06 0.06 0.06
PˆZ 0.05 0.26 0.39 0.46 0.51
Alternatives s3:
ε 0 0.2 0.3 0.4 0.5 0.6
Pˆ1 0.05 0.28 0.65 0.91 0.99 1
Pˆ2 0.05 0.20 0.43 0.71 0.90 0.98
PˆKS 0.05 0.11 0.21 0.37 0.56 0.76
PˆLa 0.05 0.01 0.00 0.00 0.00 0.00
PˆZ 0.05 0.02 0.02 0.02 0.02 0.01
Alternatives s4:
ε 0 0.1 0.2 0.3 0.4
Pˆ1 0.05 0.20 0.69 0.97 1
Pˆ2 0.05 0.17 0.62 0.95 1
PˆKS 0.05 0.26 0.77 0.98 1
PˆLa 0.05 0.37 0.82 0.98 1
PˆZ 0.05 0.24 0.57 0.85 0.97
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Alternatives s5:
(β, ε) (1.5, 0.2) (1.5, 0.6) (1.5, 1) (2, 0.2) (2, 0.6) (2, 1)
Pˆ1 0.20 0.49 0.79 0.24 0.62 1
Pˆ2 0.18 0.43 0.69 0.24 0.62 1
PˆKS 0.22 0.56 0.91 0.24 0.62 1
PˆLa 0.24 0.60 0.98 0.24 0.62 1
PˆZ 0.24 0.61 0.99 0.24 0.62 1
Comments.
1. It rst emerges from these results that when the alternatives are not inreasing, our two
tests have estimated powers signiantly larger than the Laplae and Z tests that are
designed for inreasing alternatives, but also than Kolmogorov and Smirnov's test. Fur-
thermore, we an not give prior arguments to hoose one of our two tests rather than the
other one in these ase. Indeed, we an notie that the rst one is more powerful than
the seond one for alternatives s2 whih are rather smooth, but also for alternatives s3
whih are very irregular. Thus, in the ase of non inreasing alternatives suh as s1, s2 and
s3, or in the pratial situations of our interest suh as the study of ourrenes on DNA
sequenes where the intensities may have some loalized spikes, this should argue in favor
of the hoie of our ombined proedure.
2. As for the inreasing alternatives, the spei Laplae and Z tests remain as expeted
the most powerful ones, exept for the alternatives s4, that are not as smooth as the s5
alternatives. Kolmogorov and Smirnov's test is also often more powerful than our tests.
However, we know that in the ase of smooth alternatives, we ould probably signiantly
improve the estimated powers of our rst test by using the Fourier basis instead of the
Haar basis. Sine our rst test is very similar to Fromont and Laurent's [13℄ one in the
density model, we refer to this paper for more details. We ould also onsider a new test
ombining for instane our rst test with the Laplae test.
6 Proofs
6.1 Proof of Theorem 1
Sine it is easier to argue in terms of errors of seond kind than in terms of minimax separation
rates diretly, we start by dening for all S ⊂ L2([0, 1]),
β(S) = inf
Φα
sup
s∈S
Ps(Φα = 0),
where the inmum is taken over all level α tests Φα and by stating a useful and well-known
lemma.
Lemma 1. Let r be a positive number, and S, S ′ be subsets of L2([0, 1]).
(i) If β({s ∈ S, d(s,S0) ≥ r}) ≥ β, then
ρ(S, α, β) ≥ r.
(ii) If S ′ ⊂ S, then β(S) ≥ β(S ′).
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The proof of the lemma is straightforward.
Our aim here is to onstrut nite sets SM,D,r suh that
SM,D,r ⊂ {s ∈ Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), d(s,S0) ≥ r}, (6.1)
and that
β(SM,D,r) ≥ β, (6.2)
with r as large as possible.
These nite sets are based on a family of funtions {ϕM,i, i ∈ {1, ...,M}} suh that for all
x ∈ [0, 1], ϕM,i(x) = ϕ(Mx− i+ 1), where ϕ is a funtion on [0, 1] suh that∫ 1
0
ϕ(x)dx = 0∫ 1
0
ϕ(x)2dx = 1 (6.3)
∀x ∈ [0, 1], |ϕ(x)| ≤ ρ.
For r > 0, and D ≤M , we introdue the set
SM,D,r =
{
sξ,∆,r = ρ1[0,1] + r
√
M
D
M∑
i=1
∆iξiϕM,i, ξ ∈ {−1,+1}M ,∆ ∈ {0, 1}M ,
M∑
i=1
∆i = D
}
.
(6.4)
As a rst step, we notie that the funtions sξ,∆,r's are positive as soon as r
2 ≤ D/M and that
for every sξ,∆,r ∈ SM,D,r, d(sξ,∆,r,S0)2 = ||sξ,∆,r − ρ1[0,1]||2 = r2 (see (6.3)).
As a seond step, we want to nd whih positive r leads to β(SM,D,r) ≥ β.
Let us reall a fundamental lemma whih an be found in Ingster [16℄ or Baraud [3℄ for other
frameworks.
Lemma 2. Let ν be a probability measure on SM,D,r and let σ ∼ ν. Let Pν be the distribution
of a point proess N suh that the onditional distribution of N given that σ = s is a Poisson
proess with intensity s. Let P0 be the distribution of a Poisson proess with onstant intensity
given by ρ1[0,1], and E0 denote the expetation with respet to P0. Let Lν be the likelihood ratio
Lν = dPν/dP0. Then
β(SM,D,r) ≥ 1− α− 1
2
(
E0[L
2
ν(N)]− 1
)1/2
.
Proof. The proof is obtained by rather straightforward omputations. One has
β(SM,D,r) ≥ inf
Φα
∫
Ps(Φα = 0)dν(s)
≥ 1− sup
Φα
∫
Ps(Φα = 1)dν(s)
≥ 1− sup
Φα
[|Pν(Φα = 1)− P0(Φα = 1)|+ |P0(Φα = 1)|]
≥ 1− α− ||Pν − P0||TV ,
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where ||.||TV orresponds to the total variation norm. Hene,
β(SM,D,r) ≥ 1− α− 1
2
E0
[∣∣∣∣dPνdP0 − 1
∣∣∣∣]
≥ 1− α− 1
2
E0
[
|Lν(N)− 1|2
]1/2
.
But E0[Lν(N)] = 1. So β(SM,D,r) ≥ 1− α−
(
E0[L
2
ν(N)]− 1
)1/2
/2. 
Regarding Lemma 2, we still have to nd a distribution ν and r suh that E0[L
2
ν(N)] ≤ 1+4(1−
α− β)2 whih implies that β(SM,D,r) ≥ β.
Let ξ = (ξ1, . . . , ξM ) be a random vetor, suh that the ξi's are i.i.d. Rademaher variables,
taking the values +1 and −1 with probability 1/2. Let ∆ = (∆1, . . . ,∆M ) be a random vetor,
independent of ξ and dened by ∆i = 1i∈I , where I is a set of D indies drawn at random from
{1, . . . ,M} without replaement.
Then the random funtion sξ,∆,r = ρ1[0,1]+r
√
M
D
∑M
i=1∆iξiϕM,i belongs to SM,D,r, whih allows
to take its distribution as ν.
Let us denote by Eξ the expetation with respet to the variable ξ and by EI the expetation
with respet to the random set I dened above. By denition, Lν =
∫
dPs/dP0dν(s). Hene
Lν(N) = EIEξ
[
exp
(∫ 1
0 ln(sξ,∆,r(x)/ρ)dNx
)]
. This an be rewritten as
Lν(N) = EIEξ
[
M∏
i=1
exp
(∫
] i−1M ,
i
M ]
ln
(
1 + r
√
M
D
ξi∆i
ϕM,i(x)
ρ
)
dNx
)]
= EI
[∏
i∈I
Ai
]
where
Ai =
1
2
(
exp
(∫
] i−1M ,
i
M ]
ln
(
1 + r
√
M
D
ϕM,i(x)
ρ
)
dNx
)
+
exp
(∫
] i−1M ,
i
M ]
ln
(
1− r
√
M
D
ϕM,i(x)
ρ
)
dNx
))
.
Let I ′ be a random set of indies with the same distribution as I and independent of I . Then,
E0[L
2
ν(N)] = E0EIEI′
[∏
i∈I
Ai
∏
i∈I′
Ai
]
= E0EIEI′[
∏
i∈I\I′
Ai
∏
i∈I′\I
Ai
∏
i∈I∩I′
A2i ]
But under the distribution P0, the variables Ai's are mutually independent sine they only depend
on the integrals of the Poisson proess on intervals with disjoint support. Consequently,
E0[L
2
ν(N)] = EIEI′
 ∏
i∈I\I′
E0[Ai]
∏
i∈I′\I
E0[Ai]
∏
i∈I∩I′
E0[A
2
i ]
 . (6.5)
We now need to ompute E0[Ai] and E0[A
2
i ], and we use the following lemma.
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Lemma 3. Let f be a funtion on [0, 1]. Then with the above notations,
E0
[
exp
(∫
] i−1M ,
i
M ]
f(x)dNx
)]
= exp
(∫
] i−1M ,
i
M ]
(exp(f(x))− 1) ρLdx
)
.
Proof. When N has the onstant intensity ρ1[0,1], we know that onditionally on the event
"the number of points NM,i = N
(]
i−1
M ,
i
M
])
falling into
]
i−1
M ,
i
M
]
is n", the points of the pro-
ess X1, . . . ,XNM,i in
]
i−1
M ,
i
M
]
obey the same law as a n-sample with uniform distribution on]
i−1
M ,
i
M
]
. Then, one an easily see that
E0
[
exp
(∫
] i−1M ,
i
M ]
f(x)dNx
)]
= E0
exp
NM,i∑
l=1
f(Xl)

= E0
NM,i∏
l=1
E
[
exp(f(Xl))
∣∣NM,i]

= E0
[
exp
(
NM,i ln
(∫
] i−1M ,
i
M ]
exp(f(x))Mdx
))]
.
Under P0, NM,i has a Poisson distribution with parameter ρL/M , therefore,
E0
[
exp
(
NM,i ln
(∫
] i−1M ,
i
M ]
exp(f(x))Mdx
))]
= exp
(
ρL
M
(∫
] i−1M ,
i
M ]
exp(f(x))Mdx − 1
))
.
This onludes the proof. 
From Lemma 3 and (6.3), one has that
E0[Ai] =
1
2
exp
(∫
] i−1M ,
i
M ]
(
r
√
M
D
ϕM,i(x)
ρ
)
ρLdx
)
+
1
2
exp
(∫
] i−1M ,
i
M ]
(
−r
√
M
D
ϕM,i(x)
ρ
)
ρLdx
)
= 1.
Moreover,
E0[A
2
i ] =
1
4
E0
[
exp
(∫
] i−1M ,
i
M ]
2 ln
(
1 + r
√
M
D
ϕM,i(x)
ρ
)
dNx
)]
+
1
4
E0
[
exp
(∫
] i−1M ,
i
M ]
2 ln
(
1− r
√
M
D
ϕM,i(x)
ρ
)
dNx
)]
+
1
2
E0
[
exp
(∫
] i−1M ,
i
M ]
ln
(
1− r2M
D
ϕ2M,i(x)
ρ2
)
dNx
)]
.
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Using Lemma 3 and (6.3) again, we nally obtain that
E0[A
2
i ] = cosh
(
r2L
ρD
)
.
Hene, equation (6.5) gives
E0[L
2
ν(N)] = EIEI′
[ ∏
i∈I∩I′
cosh
(
r2L
ρD
)]
= EIEI′
[
exp
(
|I ∩ I ′| ln cosh
(
r2L
ρD
))]
.
For xed I , |I ∩ I ′| is an hypergeometri variable with parameters (M,D,D/M). Hene, we
know from Aldous [1℄ p. 173, that there exists a binomial variable B with parameter (D,D/M)
suh that EI′
[
B
∣∣|I ∩ I ′|] = |I ∩ I ′|. By Jensen's inequality, we obtain that
E0[L
2
ν(N)] ≤ EIEI′
[
exp
(
B ln cosh
(
r2L
ρD
))]
.
Setting B =
∑D
i=1Bi where the Bi's are independent random Bernoulli variables with parameter
D/M , we easily obtain that
E0[L
2
ν(N)] ≤ exp
(
D ln
(
1 +
D
M
(
cosh
(
r2L
ρD
)
− 1
)))
. (6.6)
From equation (6.6) and Lemma 2, we see that if
exp
(
D ln
(
1 +
D
M
(
cosh
(
r2L
ρD
)
− 1
)))
≤ 1 + 4(1 − α− β)2,
then β(SM,D,r) ≥ β.
Following Baraud's idea [3℄ and setting c = 1+4(1−α−β)2, sine the funtion cosh is inreasing
on [0,+∞[, we have that if
r2 ≤ ρD
L
ln
1 + M
D2
ln c+
√
2
M
D2
ln c+
(
M
D2
ln c
)2 ,
then
cosh
(
r2L
ρD
)
− 1 ≤ 1
2
M
D2
ln c+
√
2
M
D2
ln c+
(
M
D2
ln c
)2
− 1

+
1
2
M
D2
ln c+
√
2
M
D2
ln c+
(
M
D2
ln c
)2
+ 1
−1
≤ M ln c
D2
.
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Hene
exp
(
D ln
(
1 +
D
M
(
cosh
(
r2L
ρD
)
− 1
)))
≤ exp
(
D ln
(
1 +
ln c
D
))
≤ c,
and β(SM,D,r) ≥ β. As a onlusion, we obtain the following result, where the seond part of
the Proposition omes from a diret omputation (see Baraud [3℄ for further details).
Proposition 3. Let c = 1 + 4(1− α− β)2 and SM,D,r be the nite set dened by (6.4). If
r2 ≤ D
M
and r2 ≤ ρD
L
ln
1 + M
D2
ln c+
√
2
M
D2
ln c+
(
M
D2
ln c
)2 , (6.7)
then SM,D,r ⊂ {s, s ≥ 0, d(s,S0) = r} and β(SM,D,r) ≥ β.
If α+ β ≤ 0.59 and
r2 ≤ D
M
∧
[
ρD
L
ln
(
1 +
M
D2
∨
√
M
D2
)]
,
then SM,D,r ⊂ {s, s ≥ 0, d(s,S0) = r} and β(SM,D,r) ≥ β.
As a third step, we are now in position to nd some r (as large as possible) suh that SM,D,r ⊂
{s ∈ Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′), d(s,S0) ≥ r} and that β(SM,D,r) ≥ β.
Let us onsider the set SM,D,r dened by (6.4) with ϕ = 1[0,1/2[ − 1[1/2,1[, M = 2J and ρ = 1.
Let s ∈ SM,D,r, then s an be rewritten as s = α0φ0 +
∑
j∈N
∑2j−1
k=0 α(j,k)φ(j,k), with
α0 = 1, α(j,k) = 0 if j 6= J, α2(J,k) =
r2
D
∆k+1 for k = 0, . . . 2
J − 1.
Sine
∑2J
k=1∆k = D, the ondition r
2 ≤ R22−2Jδ ensures that SM,D,r ⊂ Bδ2,∞(R).
Let us dene, for all t > 0,
H(t) =
2J∑
k=1
r2
D
∆k1 r2
D
∆k≤t
.
In order to ensure that s belongs to Wγ(R
′), the funtion H has to satisfy
∀t > 0,H(t) ≤ R′2t 2γ1+2γ .
Note that
H(t) = 0 for t <
r2
D
and H(t) = H
(
r2
D
)
for t ≥ r
2
D
.
Hene, we only need to have that
H
(
r2
D
)
≤ R′2
(
r2
D
) 2γ
1+2γ
,
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whih is equivalent to
r2 ≤ R′2(1+2γ)D−2γ .
Moreover, if r2 ≤ D/M , then ||s||∞ ≤ 2. Hene when R′′ ≥ 2, the ondition
r2 ≤ D
M
∧R2M−2δ ∧R′2(1+2γ)D−2γ (6.8)
ensures that SM,D,r ⊂ Bδ2,∞(R) ∩Wγ(R′) ∩ L∞(R′′). From Proposition 3, we an onlude that
when R′′ ≥ 2 and α+ β ≤ 0.59, if
r2 ≤ D
M
∧
(
ρD
L
ln
(
1 +
M
D2
∨
√
M
D2
))
∧R2M−2δ ∧R′2(1+2γ)D−2γ , (6.9)
then (6.1) and (6.2) are both satised.
We now onsider several ases, that are represented on the following gure.
0.5
0
0
1
2
3
4
5
δ = γ
δ = γ/2
δ = γ
1+2γ
γ
δ
In the following of this proof, C will denote a positive onstant that may depend on α, β,R,R′, R′′, δ, γ,
and that may vary from one line to another.
Case 1. If δ < γ/2, and δ ≥ γ/(1 + 2γ), we set
D =
⌊(
L
lnL
) 1
1+2γ
⌋
,
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and
M = 2J , with J =
log2( LlnL
) γ/δ
1+2γ
+ 1.
We rst hek that D ≤M for L large enough sine δ ≤ γ.
Then,
R′2(1+2γ)D−2γ ≥ C(L/ lnL) −2γ1+2γ ,
and
R2M−2δ ≥ C(L/ lnL) −2γ1+2γ .
Finally, sine
M
D2
≥ (L/ lnL)
γ/δ−2
1+2γ →L→+∞ +∞ when γ > 2δ,
then
D
L
ln
(
1 +
M
D2
∨
√
M
D2
)
≥ C(L/ lnL) −2γ1+2γ ,
and
D
M
≥ C(L/ lnL)
1−γ/δ
1+2γ ≥ C(L/ lnL) −2γ1+2γ for L large enough.
Case 2. If γ > 1/2 and δ ≤ γ/(1 + 2γ), one hooses
D =
⌊(
L
lnL
) 1
1+2γ
⌋
,
and
M = 2J with J = ⌊log2(L/ lnL)⌋+ 1.
We rst hek that D ≤M for L large enough sine γ > 0. Then,
R′2(1+2γ)D−2γ ≥ C(L/ lnL) −2γ1+2γ ,
and
R2M−2δ ≥ C(L/ lnL)−2δ ≥ C(L/ lnL) −2γ1+2γ .
Sine moreover
M
D2
≥ (L/ lnL)1− 21+2γ →L→+∞ +∞ when γ > 1/2,
D
L
ln
(
1 +
M
D2
∨
√
M
D2
)
≥ C(L/ lnL) −2γ1+2γ ,
and
D
M
≥ C(L/ lnL) −2γ1+2γ for L large enough.
Case 3. If δ ≤ γ ≤ 2δ, and δ ≥ γ/(1 + 2γ), one hooses
M = 2J with J =
⌊
log2(L
2/(1+4δ))
⌋
+ 1,
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and
D =
⌊
M δ/γ
⌋
.
With suh a hoie, one has that D ≤M and
R′2(1+2γ)D−2γ ≥ CL −4δ1+4δ ,
R2M−2δ ≥ CL −4δ1+4δ .
Furthermore
M
D2
∼M1−2δ/γ →L→+∞ 0 when δ > γ/2 and 1 when δ = γ/2.
Hene,
D
L
ln
(
1 +
M
D2
∨
√
M
D2
)
∼ C
√
M
L
≥ CL −4δ1+4δ ,
when δ ≥ γ/2, and
D
M
∼M δ/γ−1 ≥ L −4δ1+4δ ,
when δ ≥ γ/(1 + 2γ).
Case 4. If γ ≤ δ, one hooses M = D = 2J with J = ⌊log2(L2/(1+4δ))⌋+ 1.
With suh a hoie,
R′2(1+2γ)D−2γ ≥ R′2(1+2γ)D−2δ ≥ CL −4δ1+4δ ,
and
R2M−2δ ≥ CL −4δ1+4δ .
Moreover
M
D2
→L→+∞ 0,
so
D
L
ln
(
1 +
M
D2
∨
√
M
D2
)
∼
√
M
L
≥ L −4δ1+4δ ,
and
D
M
= 1 ≥ L −4δ1+4δ ,
for L large enough.
Case 5. If γ ≤ 1/2 and δ < γ/(1 + 2γ), one takes
M = 2J with J = ⌊log2 L⌋+ 1,
and
D = ⌊M1/(1+2γ)⌋.
We rst notie that D ≤M . Then,
R′2(1+2γ)D−2γ ≥ CL −2γ1+2γ ,
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and
R2M−2δ ≥ CL−2δ.
Moreover
M
D2
∼M 2γ−11+2γ →L→+∞ 0 when γ < 1/2, and 1 when γ = 1/2.
Hene,
D
L
ln
(
1 +
M
D2
∨
√
M
D2
)
∼ C
√
M
L
≥ CL−1/2,
and
D
M
≥ CL −2γ1+2γ ≥ CL−1/2 for L large enough.
This onludes the proof of Theorem 1.
6.2 Proofs of Theorem 2 and Theorem 3
6.2.1 Preliminary results
We onsider here the general test funtion Φα = 1Tα>0, dened by (3.10), where
Tα = sup
Λ∈C
(
T ′′Λ − t′′(NL)Λ,α
)
,
T ′′Λ =
∑
λ∈Λ Tλ, and C is a nite olletion of subsets of Λ∞. The olletion C and the quantile
t
′′(NL)
Λ,α will be hosen to t our two proedures respetively.
We begin to prove the following result.
Theorem 4. Let s ∈ L∞([0, 1]), and x α and β in ]0, 1[. Assume that there exists some positive
quantity AΛ,α,β suh that
Ps
(
t
′′(NL)
Λ,α ≥ AΛ,α,β
)
≤ β
3
.
We reall that DΛ denotes the dimension of SΛ and we set EΛ =
∑
j/(j,k)∈Λ 2
j
.
There exist some positive onstants C1(||s||∞, β) and C2(β) suh that when s satises
d2(s,S0) > inf
Λ∈C
{
||s − sΛ||2 + C1(||s||∞, β)
(√
DΛ
L
+
√
EΛ
L3/2
)
+ C2(β)
EΛ
L2
+AΛ,α,β
}
(6.10)
then
Ps (Φα = 0) ≤ β.
Proof. Let α and β in ]0, 1[, and s be a xed intensity.
Ps (Φα = 0) = Ps (Tα ≤ 0)
= Ps
(
∀Λ ∈ C, T ′′Λ ≤ t′′(NL)Λ,α
)
≤ inf
Λ∈C
Ps
(
T ′′Λ ≤ t′′(NL)Λ,α
)
.
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For every Λ in C, we an write T ′′Λ in the following way :
T ′′Λ =
1
L2
∑
λ∈Λ
(∫
[0,1]
φλ(x)dNx
)2
−
∫
[0,1]
φ2λ(x)dNx

=
1
L2
∑
λ∈Λ
(∫
[0,1]
φλ(x) (dNx − s(x)Ldx)
)2
+ 2
∫
[0,1]
φλ(x)dNx
∫
[0,1]
φλ(x)s(x)Ldx

− 1
L2
∑
λ∈Λ
(∫
[0,1]
φλ(x)s(x)Ldx
)2
+
∫
[0,1]
φ2λ(x)dNx
 .
By setting
UΛ =
1
L2
∑
λ∈Λ
(∫
[0,1]
φλ(x) (dNx − s(x)Ldx)
)2
−
∫
[0,1]
φ2λ(x)dNx

and
VΛ =
2
L
∫
[0,1]
(sΛ(x)− α0φ0(x)) (dNx − s(x)Ldx) ,
we obtain the following deomposition :
T ′′Λ = UΛ + VΛ + ‖sΛ‖2 − α20.
Sine d2(s,S0) = ‖s− sΛ‖2 + ‖sΛ‖2 − α20, it follows that
T ′′Λ = UΛ + VΛ + d
2(s,S0)− ‖s− sΛ‖2.
Hene,
Ps (Φα = 0) ≤ inf
Λ∈C
Ps
(
UΛ + VΛ + d
2(s,S0) ≤ ‖s− sΛ‖2 + t′′(NL)Λ,α
)
. (6.11)
The aim of the following lemmas is to dene positive quantities A
(1)
Λ,β and A
(2)
Λ,β, suh that
Ps
(
UΛ ≤ −A(1)Λ,β
)
≤ β
3
,
Ps
(
VΛ ≤ −A(2)Λ,β
)
≤ β
3
.
Using (6.11) and assuming that
Ps
(
t
′′(NL)
Λ,α ≥ AΛ,α,β
)
≤ β
3
,
we then obtain that as soon as there exists Λ in C suh that
d2(s,S0) > ‖s− sΛ‖2 +A(1)Λ,β +A(2)Λ,β +AΛ,α,β, (6.12)
then
Ps (Φα = 0) ≤ β.
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Lemma 4. There exists some positive onstant C suh that for all Λ ∈ C and for all x > 0,
Ps
(
−UΛ ≥ C
(
||s||∞
√
DΛ
L
√
x+ ||s||∞
√
DΛ
L
x+
√
||s||∞EΛ
L3
x3/2 +
EΛ
L2
x2
))
≤ 2.77e−x.
Proof. Let us rst notie that
UΛ =
1
L2
∑
λ∈Λ
[(∫
[0,1]
φλ(x)dNx
)2
−
∫
[0,1]
φ2λ(x)dNx
−2
(∫
[0,1]
φλ(x)dNx
)(∫
[0,1]
φλ(x)s(x)Ldx
)
+
(∫
[0,1]
φλ(x)s(x)Ldx
)2 ]
=
1
L2
∑
λ∈Λ
[
NL∑
l 6=l′=1
φλ(Xl)φλ(Xl′)− 2
(∫
[0,1]
φλ(x)dNx
)(∫
[0,1]
φλ(x)s(x)Ldx
)
+
(∫
[0,1]
φλ(x)s(x)Ldx
)2 ]
=
2
L2
∑
λ∈Λ
[∫ 1
0
∫ y−
0
φλ(x)φλ(y)dNxdNy
−
(∫ 1
0
∫ y−
0
φλ(x)φλ(y)dNxs(y)Ldy +
∫ 1
0
∫ 1
y−
φλ(x)φλ(y)dNxs(y)Ldy
)
+
∫ 1
0
∫ y−
0
φλ(x)φλ(y)s(x)Ldxs(y)Ldy
]
=
2
L2
∑
λ∈Λ
[∫ 1
0
∫ y−
0
φλ(x)φλ(y)dNxdNy
−
(∫ 1
0
∫ y−
0
φλ(x)φλ(y)dNxs(y)Ldy +
∫ 1
0
∫ x−
0
φλ(x)φλ(y)s(y)LdydNx
)
+
∫ 1
0
∫ y−
0
φλ(x)φλ(y)s(x)Ldxs(y)Ldy
]
=
2
L2
∑
λ∈Λ
[∫ 1
0
∫ y−
0
φλ(x)φλ(y)(dNx − s(x)Ldx)(dNy − s(y)Ldy)
]
.
Setting
HΛ(x, y) =
2
L2
∑
λ∈Λ
φλ(x)φλ(y), (6.13)
we dedue from Theorem 4.2 in Houdré and Reynaud-Bouret [15℄ that there exists some absolute
onstant κ > 0 suh that for all x > 0,
Ps
(
−UΛ ≥ κ
(
A1
√
x+A2x+A3x
3/2 +A4x
2
))
≤ 2.77e−x,
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where
A21 =
∫ 1
0
∫ y
0
H2Λ(x, y)s(x)Ldxs(y)Ldy,
A2 = sup
a,b,
R
a2(x)s(x)Ldx=
R
b2(x)s(x)Ldx=1
∫ 1
0
a(x)
(∫ 1
x
b(y)HΛ(x, y)s(y)Ldy
)
s(x)Ldx,
A23 = sup
y∈[0,1]
∫ 1
0
H2Λ(x, y)s(x)Ldx,
A4 = sup
x,y∈[0,1]
|HΛ(x, y)|.
Let us now evaluate A1, A2, A3 and A4 for every Λ ∈ C.
To give an upper bound for A21, we notie that
A21 ≤ ||s||2∞L2
∫ 1
0
∫ 1
0
H2Λ(x, y)dxdy.
Sine {φλ, λ ∈ Λ} is an orthonormal basis on [0, 1], one has
A21 ≤
4||s||2∞
L2
∫ 1
0
∫ 1
0
∑
λ∈Λ
φλ(x)
2φλ(y)
2dxdy
≤ 4||s||
2
∞DΛ
L2
.
For A2, we use Cauhy-Shwarz inequality to see that
A2 ≤ sup
b,
R
b2(x)s(x)Ldx=1
[∫ 1
0
(∫ 1
x
b(y)HΛ(x, y)s(y)Ldy
)2
s(x)Ldx
]1/2
,
and (∫ 1
x
b(y)HΛ(x, y)s(y)Ldy
)2
≤
(∫ 1
x
b2(y)s2(y)Ldy
)(∫ 1
x
H2Λ(x, y)Ldy
)
.
This implies that
A2 ≤ L
[∫ 1
0
||s||∞
(∫ 1
0
H2Λ(x, y)dy
)
s(x)dx
]1/2
≤ L||s||∞
[∫ 1
0
∫ 1
0
H2Λ(x, y)dxdy
]1/2
Sine {φλ, λ ∈ Λ} is an orthonormal basis on [0, 1], one has
A2 ≤ 2
L
||s||∞
[∫ 1
0
∫ 1
0
∑
λ∈Λ
φ2λ(x)φ
2
λ(y)dxdy
]1/2
≤ 2
L
||s||∞D1/2Λ .
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As for A3, we an prove in the same way that
A23 ≤
4||s||∞
L3
sup
y∈[0,1]
∑
λ∈Λ
φ2λ(y).
Moreover, for any y xed in [0, 1],∑
(j,k)∈Λ
φ2j,k(y) ≤
∑
j/(j,k)∈Λ
2j
≤ EΛ.
This implies that
A23 ≤
4||s||∞EΛ
L3
.
Furthermore, for x, y in [0,1℄,
|HΛ(x, y)| = 2
L2
∣∣∣∣∣∣
∑
(j,k)∈Λ
φ(j,k)(x)φ(j,k)(y)
∣∣∣∣∣∣
≤ 2
L2
∑
j/(j,k)∈Λ
2j
≤ 2EΛ
L2
.
Finally, A4 ≤ 2EΛ/L2, and this onludes the proof of Lemma 4. 
By taking x = ln(8.31/β) in Lemma 4, we obtain that a possible value for A
(1)
Λ,β is
A
(1)
Λ,β = C
(
||s||∞
√
DΛ
L
2 ln(8.31/β) +
√
||s||∞EΛ
L3
(ln(8.31/β))3/2 +
EΛ
L2
(ln(8.31/β))2
)
,
where C is an absolute positive onstant. We now use the following lemma, whih derives from
an analogue of Bennett's inequality (see proposition 7 of Reynaud-Bouret [21℄, for instane).
Lemma 5. There exists some positive onstant C suh that for all x > 0,
Ps
(
−VΛ ≥ 1
2
||s− α0φ0||2 − 1
2
||s− sΛ||2 + C||s||∞
L
x
)
≤ e−x.
Proof. Reall that
VΛ =
2
L
∫
[0,1]
(sΛ(x)− α0φ0(x)) (dNx − s(x)Ldx) .
Using proposition 7 of Reynaud-Bouret [21℄, we easily obtain that for all x > 0,
P
(
−VΛ ≥ 2
√
2x
||s||∞
L
||sΛ − α0φ0||2 + 2||sΛ − α0φ0||∞
3L
x
)
≤ e−x.
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First note that
||sΛ − α0φ0||∞ ≤ ||s||∞.
By using the elementary inequality 2ab ≤ a2/2 + 2b2, we obtain that
2
√
2x
||s||∞
L
||sΛ − α0φ0||2 ≤ 1
2
||sΛ − α0φ0||2 + 4x ||s||∞
L
≤ 1
2
||s− α0φ0||2 − 1
2
||s − sΛ||2 + 4x ||s||∞
L
.
We dedue that there exists C > 0 suh that for all x > 0,
P
(
−VΛ ≥ 1
2
||s− α0φ0||2 − 1
2
||s− sΛ||2 + C||s||∞
L
x
)
≤ e−x.

By taking x = ln(3/β) in Lemma 5, we obtain that a possible value for A
(2)
Λ,β is
A
(2)
Λ,β =
1
2
||s− α0φ0||2 − 1
2
||s− sΛ||2 + C||s||∞
L
ln(3/β).
Replaing A
(1)
Λ,β and A
(2)
Λ,β in (6.12) by the possible values obtained above nally leads to the
result of Theorem 4. 
We now prove the following lemma that will provide an upper bound for the quantity AΛ,α,β
ourring in Theorem 4.
Lemma 6. Let X˜1, . . . , X˜n be i.i.d. uniformly distributed on [0, 1]. For n ∈ N and Λ ⊂ Λ∞, let
T ′′Λ,n =
1
L2
∑
λ∈Λ
n∑
l 6=l′=1
φλ(X˜l)φλ(X˜l′).
Let DΛ denote the dimension of SΛ and EΛ =
∑
j/(j,k)∈Λ 2
j
. There exists some absolute onstant
C > 0 suh that for all x > 0,
P
(
T ′′Λ,n ≥
Cn
L2
(√
DΛx+ x+
EΛx
2
n ∨ 1
))
≤ 2.77e−x. (6.14)
Proof. If n ∈ {0, 1}, T ′′Λ,n = 0 hene (6.14) holds. Sine for all λ ∈ Λ∞, φλ is orthonormal to
φ0 = 1[0,1], it follows that the variables φλ(X˜l) are entered and we an apply Theorem 3.4 in
Houdré and Reynaud-Bouret [15℄. We now set HΛ(x, y) =
∑
λ∈Λ φλ(x)φλ(y)/L
2.We obtain that
there exists some absolute onstant C > 0 suh that for all x > 0,
P
(
T ′′Λ,n ≥ C
(
A˜1
√
x+ A˜2x+ A˜3x
3/2 + A˜4x
2
))
≤ 2.77e−x,
where
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A˜21 = n
2
E
[
H2Λ(X˜1, X˜2)
]
A˜2 = sup
{∣∣∣∣∣E
[
n∑
l=1
l−1∑
l′=1
HΛ(X˜1, X˜2)αl(X˜1)βl′(X˜2)
]∣∣∣∣∣ ,E
[
n∑
l=1
α2l (X˜l)
]
≤ 1,E
[
n∑
l=1
β2l (X˜l)
]
≤ 1
}
,
A˜23 = n sup
y∈[0,1]
∫ 1
0
H2Λ(x, y)dx,
A˜4 = sup
x,y∈[0,1]
|HΛ(x, y)|.
To evaluate A˜1, A˜2, A˜3, A˜4, we use arguments similar to the ones used in the proof of Lemma 4.
Sine {φλ, λ ∈ Λ} is an orthonormal basis on [0, 1],
A˜21 ≤
n2
L4
∫ 1
0
∫ 1
0
∑
λ∈Λ
φλ(x)
2φλ(y)
2dxdy
≤ n
2DΛ
L4
.
Let (α1, . . . , αn) and (β1, . . . , βn) suh that E
[∑n
l=1 α
2
l (X˜l)
]
≤ 1 and E
[∑n
l=1 β
2
l (X˜l)
]
≤ 1.
Then
∣∣∣∣∣E
[
n∑
l=1
l−1∑
l′=1
HΛ(X˜1, X˜2)αl(X˜1)βl′(X˜2)
]∣∣∣∣∣
=
n∑
l=1
l−1∑
l′=1
∫ 1
0
∫ 1
0
HΛ(x, y)αl(x)βl′(y)dxdy
=
1
L2
n∑
l=1
l−1∑
l′=1
∑
λ∈Λ
∫ 1
0
φλ(x)αl(x)dx
∫ 1
0
φλ(y)βl′(y)dy.
By using Cauhy-Shwarz inequality, we obtain∣∣∣∣∣E
[
n∑
l=1
l−1∑
l′=1
HΛ(X˜1, X˜2)αl(X˜1)βl′(X˜2)
]∣∣∣∣∣
≤ 1
L2
n∑
l=1
l−1∑
l′=1
[∑
λ∈Λ
(∫ 1
0
φλ(x)αl(x)dx
)2]1/2 [∑
λ∈Λ
(∫ 1
0
φλ(y)βl′(y)dy
)2]1/2
.
One has for all g ∈ L2([0, 1]), ∑λ∈Λ(∫ φλg)2 ≤ ∫ g2. As a onsequene,
A˜2 ≤ 1
L2
n∑
l=1
[∫ 1
0
α2l (x)dx
]1/2 n∑
l′=1
[∫ 1
0
β2l′(y)dy
]1/2
≤ n
L2
.
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We evaluate A˜23 and A˜4 in the same way as A
2
3 and A4 in the proof of Lemma 4. We obtain that
A˜23 ≤
nEΛ
L4
,
and
A˜4 ≤ EΛ/L2.
Finally, we proved that there exists some absolute onstant C > 0 suh that
P
(
T ′′Λ,n ≥ C
n
L2
(√
DΛx+ x+
√
EΛ√
n
x3/2 +
EΛ
n
x2
))
≤ 2.77e−x.
Sine
2
√
EΛ√
n
x3/2 ≤ x+ EΛ
n
x2,
we an simplify the above inequality : there exists some onstant C > 0 suh that
P
(
T ′′Λ,n ≥ C
n
L2
(√
DΛx+ x+
EΛ
n
x2
))
≤ 2.77e−x,
for all x > 0. This onludes the proof of Lemma 6. 
We are now in position to prove Theorem 2 and Theorem 3.
6.2.2 Proof of Theorem 2
Reall that the test funtion dened by (3.4) is of the same form as the test funtion (3.10) of
Theorem 4 with C = {ΛJ , J ∈ J }, and t′′(n)ΛJ ,α = q
′(n)
J (u
′(n)
J,α ), where q
′(n)
J (u) denotes the (1 − u)
quantile of T ′′ΛJ ,n. Sine u
′(n)
J,α dened by (3.5) satises u
′(n)
J,α ≥ αe−WJ for all n, one has that for
all n,
t
′′(n)
ΛJ ,α
≤ q′(n)J (αe−WJ ).
In order to use Theorem 4, we then need to nd some positive quantity AJ,α,β suh that
Ps
(
q
′(NL)
J (αe
−WJ ) ≥ AJ,α,β
)
≤ β
3
. (6.15)
Let us rst give an upper bound for q
′(n)
J (αe
−WJ ) for all n in N. We apply (6.14) with Λ = ΛJ
(note that DΛJ = EΛJ = DJ) and with x = ln(2.77/α) + WJ . There exists some absolute
onstant C > 0 suh that
q
′(n)
J (αe
−WJ ) ≤ C n
L2
(√
DJ (ln(2.77/α) +WJ) + ln(2.77/α) +WJ +
DJ
n ∨ 1(ln(2.77/α) +WJ)
2
)
.
This allows us to obtain some AJ,α,β suh that (6.15) holds. It atually gives that
q
′(NL)
J (αe
−WJ ) ≤ CNL
L2
(√
DJ (ln(2.77/α) +WJ) + ln(2.77/α) +WJ
)
+
DJ
L2
(ln(2.77/α)+WJ )
2.
Now, from Bernstein's inequality, we dedue that for all u > 0,
Ps
(
NL ≥
∫
[0,1]
s(x)Ldx+
√
2
∫
[0,1]
s(x)Ldxu+
1
3
u
)
≤ e−u.
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Hene a possible value for AΛJ ,α,β is
C
∫
[0,1] s(x)Ldx+ ln(3/β)
L2
(√
DJ (ln(2.77/α) +WJ) + ln(2.77/α) +WJ
)
+
DJ
L2
(ln(2.77/α)+WJ )
2.
Using Theorem 4 nally leads to the result of Theorem 2.
6.2.3 Proof of Theorem 3
Reall here that the test funtion dened by (3.7) is of the same form as the test funtion (3.10)
of Theorem 4 with C = {Λ, Λ ⊂ ΛJ¯}, and t′′(n)Λ,α =
∑
λ∈Λ q
(n)
λ
(
u
(n)
α /(2j J¯)
)
, where q
(n)
λ (u) denotes
the (1−u) quantile of Tλ onditionally on the event NL = n under the null hypothesis (H0) and
u
(n)
α dened by (3.9) satises u
(n)
α ≥ α for all n.
Hene, we an prove Theorem 3 by using Theorem 4 and some positive quantity AΛ,α,β suh that
Ps
 ∑
(j,k)∈Λ
q
(NL)
(j,k)
( α
2j J¯
)
≥ AΛ,α,β
 ≤ β
3
.
Following the same lines of proof as in the previous setion, let us rst give an upper bound for
q
(n)
(j,k)
(
α/(2j J¯)
)
.
Notie that q
(n)
(j,k)(u) is the (1− u) quantile of the variable T ′′Γ,n with Γ = {(j, k)}. Sine DΓ = 1
and EΓ = 2
j
, the inequality (6.14) implies that there exists some onstant C > 0 suh that for
all x > 0,
P
(
T ′′Γ,n ≥ C
n
L2
(√
x+ x+ 2j
x2
n ∨ 1
))
≤ 2.77e−x.
Taking x = ln(2.77) + ln(2j J¯/α) in this inequality leads to the onlusion that :
q
(n)
(j,k)
( α
2j J¯
)
≤ C n
L2
(√(
ln(2.77) + ln(2j J¯/α)
)
+ ln(2.77) + ln(2j J¯/α)
)
+
2j
L2
(ln(2.77)+ln(2j J¯/α))2.
From Bernstein's inequality, we dedue that a possible value for AΛ,α,β is
C
∑
(j,k)∈Λ
{∫
[0,1] s(x)Ldx+ ln(3/β)
L2
(√(
ln(2.77) + ln(2j J¯/α)
)
+ ln(2.77) + ln(2j J¯/α)
)
+
2j
L2
(ln(2.77) + ln(2j J¯/α))2
}
, (6.16)
for some positive onstant C.
Sine |Λ| = DΛ − 1 and EΛ ≤ 2J¯ , we obtain the result of Theorem 3.
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6.3 Proof of Proposition 1
Let us assume that s belongs to Bδ2,∞(R) ∩ L∞(R′′). We need to nd an upper bound for the
quantity
inf
J∈J
{
||s− sJ ||2 + C1(||s||∞, β)
√
DJ
L
+ C2(β)
DJ
L2
+ C3(α, β)
∫
[0,1]
s(x)dx
(√
DJWJ
L
+
WJ
L
)
+ C4(α)
DJW
2
J
L2
}
,
in Theorem 2.
We have already notied that when s belongs to Bδ2,∞(R), for all J ≥ 1,
‖s− sJ‖2 ≤ c(δ)R2D−2δJ .
Moreover, the onstant C1(‖s‖∞, β) an be replaed by C1(R′′, β), so we only need to nd an
upper bound for
C(α, β,R′′, δ) inf
J∈J
{
R2D−2δJ +
√
DJ
L
+
DJ
L2
+
√
DJWJ
L
+
WJ
L
+
DJW
2
J
L2
}
.
Taking WJ = ln |J | = ln
⌊
log2(L
2/(ln lnL)3)
⌋
, with ln lnL ≥ 1 leads to WJ ≤ 2.06 ln lnL, so
C(α, β,R′′, δ) inf
J∈J
{
R2D−2δJ +
√
DJ
L
+
DJ
L2
+
√
DJWJ
L
+
WJ
L
+
DJW
2
J
L2
}
≤ C ′(α, β,R′′, δ)
(
inf
J∈J
{
R2D−2δJ +
√
DJ ln lnL
L
+
DJ(ln lnL)
2
L2
}
+
ln lnL
L
)
.
Sine for all J in J , DJ ≤ L2/(ln lnL)3,
C ′(α, β,R′′, δ)
(
inf
J∈J
{
R2D−2δJ +
√
DJ ln lnL
L
+
DJ(ln lnL)
2
L2
}
+
ln lnL
L
)
≤ C ′′(α, β,R′′, δ)
(
inf
J∈J
{
R2D−2δJ +
√
DJ ln lnL
L
}
+
ln lnL
L
)
.
We have that R2D−2δJ <
√
DJ ln lnL/L if and only if J > log2
((
R4L2/ln lnL
)1/(1+4δ))
. Hene,
we introdue
J∗ =
⌊
log2
((
R4L2
ln lnL
) 1
1+4δ
)⌋
+ 1,
and we distinguish three ases.
When 1 ≤ J∗ ≤
⌊
log2(L
2/(ln lnL)3)
⌋
, then J∗ belongs to J and
inf
J∈J
{
R2D−2δJ +
√
DJ ln lnL
L
}
≤ R2D−2δJ∗ +
√
DJ∗ ln lnL
L
≤ (1 +
√
2)R
2
4δ+1
(√
ln lnL
L
) 4δ
4δ+1
.
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When J∗ >
⌊
log2(L
2/(ln lnL)3)
⌋
, this means that for all J in J , √DJ ln lnL/L ≤ R2D−2δJ . By
taking J∗ =
⌊
log2(L
2/(ln lnL)3)
⌋
, we obtain that
inf
J∈J
{
R2D−2δJ +
√
DJ ln lnL
L
}
≤ 2R2D−2δJ∗ ≤ 22δ+1R2
(
(ln lnL)3
L2
)2δ
.
Finally, when J∗ < 1, then for all J in J , R2D−2δJ ≤
√
DJ ln lnL/L, so by taking J
∗ = 1, we
obtain that
inf
J∈J
{
R2D−2δJ +
√
DJ ln lnL
L
}
≤ 2
√
2 ln lnL
L
.
This ends the proof.
6.4 Proof of Proposition 2
Let us assume that s belongs to Bδ2,∞(R)∩Wγ(R′)∩L∞(R′′). We now need to nd an adequate
upper bound for
inf
Λ⊂ΛJ¯
{
||s− sΛ||2 + C1(||s||∞, β)
(√
DΛ
L
+
2J¯/2
L3/2
)
+ C2(β)
2J¯
L2
+ C3(α, β)
∫
[0,1]
s(x)dx
DΛ ln(2
J¯ J¯)
L
+ C4(α)
DΛ2
J¯ ln2(2J¯ J¯)
L2
}
in Theorem 3.
As in the proof of Proposition 1, the onstant C1(‖s‖∞, β) an be replaed by C1(R′′, β). More-
over, with the hoie J¯ = ⌊log2(L/ lnL)⌋, we have that
2J¯/2
L3/2
≤ 1
L
√
lnL
,
2J¯
L2
≤ 1
L lnL
,
and ln(2J¯ J¯) ≤ lnL. So we only need to nd an upper bound for
C(α, β,R′′)
(
inf
Λ∈ΛJ¯
{
||s− sΛ||2 + DΛ lnL
L
}
+
1
L
√
lnL
)
.
Let us introdue for all integer D ≤ 2J¯ the subset Λ˜D of ΛJ¯ suh that the elements of {αλ, λ ∈
Λ˜D} are the (D − 1) largest elements in {αλ, λ ∈ ΛJ¯}.
We an notie that
||s− sΛ˜D ||
2 = ||s − sJ¯ ||2 + ||sJ¯ − sΛ˜D ||
2.
On the one hand, sine s belongs to Bδ2,∞(R),
‖s− sJ¯‖2 ≤ C(δ)R2
(
L
lnL
)−2δ
.
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On the other hand, sine s belongs to Wγ(R
′), then for all t > 0,
∑
j∈N
2j−1∑
k=0
1|α(j,k)|>
t
2
≤
∑
j∈N
2j−1∑
k=0
∑
l∈N
1
t
2
2l<|α(j,k)|≤
t
2
2l+1
≤
∑
l∈N
∑
j∈N
2j−1∑
k=0
( |α(j,k)|
t
22
l
)2
1|α(j,k)|≤
t
2
2l+1
≤ 4
∑
l∈N
2−2l
t2
∑
j∈N
2j−1∑
k=0
α2(j,k)1|α(j,k)|≤t2l
≤ 4
∑
l∈N
2−2l
t2
R′2
(
t222l
) 2γ
1+2γ
≤ C(γ)R′2t− 21+2γ .
Taking t suh that C(γ)R′2t−
2
1+2γ = D in the above inequality proves that all the oeients of
sJ¯ − sΛ˜D are smaller than t/2 and
||sJ¯ − sΛ˜D ||
2 ≤
J¯−1∑
j=0
2j−1∑
k=0
α2(j,k)1|α(j,k)|≤ t2
,
≤ C(γ)R′2+4γD−2γ .
Hene,
C(α, β,R′′)
(
inf
Λ∈ΛJ¯
{
||s− sΛ||2 + DΛ lnL
L
}
+
1
L
√
lnL
)
≤ C(α, β,R′′, δ, γ)
(
inf
1≤D≤2J¯
{
R′2+4γD−2γ +
D lnL
L
}
+R2
(
L
lnL
)−2δ
+
1
L
√
lnL
)
.
We have that R′2+4γD−2γ < D lnL/L if and only if D > R′2 (L/ lnL)1/(1+2γ). Hene, we
introdue
D∗ =
⌊
R′2
(
L
lnL
) 1
1+2γ
⌋
+ 1,
and we distinguish two ases.
When 1 ≤ D∗ ≤ 2J¯ , we learly obtain that
inf
1≤D≤2J¯
{
R′2+4γD−2γ +
D lnL
L
}
≤ R′2+4γD−2γ∗ +
D∗ lnL
L
.
On the one hand, when D∗ ≥ 2, this leads to
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inf
1≤D≤2J¯
{
R′2+4γD−2γ +
D lnL
L
}
≤ R′2+4γD−2γ∗ + 2
(D∗ − 1) lnL
L
≤ 3R′2
(
L
lnL
) −2γ
1+2γ
.
On the other hand, when D∗ = 1, sine R
′2+4γD−2γ∗ < D∗ lnL/L, one has
inf
1≤D≤2J¯
{
R′2+4γD−2γ +
D lnL
L
}
≤ 2lnL
L
.
Now, let us onsider the ase where D∗ > 2
J¯
. This means that for all D suh that 1 ≤ D ≤ 2J¯ ,
D lnL/L ≤ R′2+4γD−2γ . By taking D∗ = 2J¯ , we obtain that
inf
1≤D≤2J¯
{
R′2+4γD−2γ +
D lnL
L
}
≤ 2R′2+4γD∗−2γ
≤ 2R′2+4γ
(
L
2 lnL
)−2γ
.
This onludes the proof of Proposition 2.
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