Basic Fracture Principles
The mechanics of the fracture process (in either elastic or elastic-plastic conditions) is understood by considering a body with a crack length a subjected to an applied tensile stress ~. For purely brittle fracture originating from this crack, Griffith postulated that the critical rate of strain energy released during unstable crack extension, Gc, is related to the surface energy of the material, 7, as:
(Eq 1) (Eq 2) where Oc is the critical stress at the onset of fracture and E is the elastic modulus. From the linear elastic stress field ahead of a sharp crack, Irwin found that at regions very close to the crack tip, the stress normal to the fracture plane, ~yy, is related to the stress-intensity factor, K, as:
where K = 6"~-, ~ is applied stress, and r is the distance from the crack tip on the crack plane. K is a measure of buildup or concentration of stress at the tip of a sharp crack. If fracture occurs from the crack, then the local critical value of~yy at which fracture occurs (e.g., by cleavage) is reflected as the critical value of K. Irwin further showed that K and the strain energy release rate, G, are related as:
It then follows that fracture will occur from the crack when the critical stress intensity at the crack tip, K = Kc, is reached, corresponding to G = Gc. Due to this simplicity, Kc has been accepted as a useful parameter representing fracture resistance of materials in engineering applications. If the crack size is much smaller than the body dimensions, the relationship between fracture toughness, Kc, and fracture stress, oc, can be simply written as:
However, when the size of the crack from which fracture occurs is significant in relation to body dimensions:
/ where F(aAv) is a function that accounts for the effects due to the finiteness of the body and is dependent on the shape of the body. The values of these factors can be found in handbooks on fracture mechanics as well as in the ASTM standard for fracture toughness testing, E 399. The appendix of this Volume also contains updated information on geometry factors, F(a/W). The above fracture relationships are strictly applicable to brittle materials in which the energy dissipation due to plastic deformation is almost negligible. Many structural materials, particularly those in the high-strength category, show evidence of plastic deformation and have fracture toughness levels higher than those that can be estimated from surface energy (Eq 1) alone. Hence, the modified form of Eq 1 to account for this additional contribution to fracture resistance due to plastic deformation can be written as: 27+ F O'y6 c Gc = (elastic) (plastic) (Eq 7a) or in terms of fracture toughness:
K c = 2~/2E7+ F E (Yy~c (Eq 7b) where F is constant, ~y is the material yield stress, and fie is the critical opening displacement at the crack tip at the onset of fracture. The first term is the energy consumed in the creation of two fracture surfaces during fracture and is considered to be independent of microstructure. The second term, Oyfie, represents approximately the energy consumed in plastic deformation accompanying fracture, a strong function of microstructure. Because the latter is several times higher than the former, the surface energy term is often ignored in the case of metallic structural materials. From Table 1 it is evident that crack-tip plasticity accounts for much of the fracture resistance of structural metals. This fact makes it possible to alter microstructure for optimizing fracture resistance, through variables that influence strength and ductility, such as strain hardening, dislocation-panicle interactions, and slip behavior. The mechanism of crack propagation depends on microstructural features as classified by Schwalbe (Fig. 1) . This forms the basis of the discussion on individual alloys later. Further, due to an increase in elastic modulus, the ranges of fracture toughness values obtainable by microstructure manipulation increases in the order of aluminum alloys, titanium alloys, and iron alloys (Fig. 2) .
Fracture toughness values for materials are obtained by testing precracked compact tension or three-point bend specimens, following the ASTM E 399 test procedure. A measure of fracture resistance can also be obtained from Charpy specimens used in impact toughness testing. However, for comparison with linear elastic fracture mechanics specimens, precracked specimens are often used. Figure 3 illustrates the correlation between the critical strain energy release rates for fracture (Ktc2/E) and total energy absorbed per unit fracture area of precracked Charpy specimens, tested in slow bending, for different materials. This confirms that the critical strain energy release rate represents the energy required to cause fracture, even in the presence of plastic deformation. An approximate measure of this can also be obtained from simple Charpy specimens, as an alternative to the ASTM standard for fracture toughness test procedure.
Fracture Resistance of High-Strength Steels
Although engineering applications use many types of steels (such as mild steels, high-carbon steels, and alloy steels), only high-strength alloy steels are described in this article because of the general inverse relationship between strength and fracture toughness (Fig. 4) . Examples of such steels include high-strength low-alloy steels, tool steels, dual-phase steels, maraging steels, and precipitation-hardenable stainless steels. The development of strength and toughness in these steels is linked to such factors as the size and distribution of carbides and nitrides, relative proportions of martensite and austenite phases, and grain size. In general, as shown in Fig. 4 , highfracture-toughness steels have ductile (low-carbon) martensite and retained metastable austenite as dominant phases in the microstructure. Steels that contain predominantly ferritic and pearlitic structures have relatively low fracture toughness. Table 2 summarizes the effects of microstructure on toughness.
Maraging (martensite-aging) steels, based on the Fe-Ni-Ti system, have very high strength and high fracture toughness and are designed with very low levels of carbon (<0.05%) and high levels of alloying elements (typically 18% Ni, 3% Ti, and 1 to 2% Co). The benefit of low carbon is twofold: crack-initiating carbides are absent and the martensite matrix is more ductile. In addition, maraging steels contain retained austenite (due to the high nickel content), which causes extensive plastic deformation and strain-induced martensitic transformation at the crack tip during fracture, thus increasing the fracture resistance. The strengthening lost by the elimination carbides is followed by aging at high temperature in the oc + Y field. Metastable Austenite-Based Steels. Transformation-induced plasticity (TRIP) steels with high contents of nickel and manganese retain high-temperature face-centered cubic austenite (T) at room temperature, upon quenching. By a judicious choice of composition, this austenite is designed to be metastable after quenching and transformable during deformation. The deformation and the volume change accompanying the austenite-to-martensite transformation increase the energy required for extension of a moving crack, resulting in high fracture toughness. The fracture toughness of such steels depends on the stability of anstenite, measured in terms of the transformation coefficient, m, in the following relationship between the volume fraction of martensite formed (Va) and tensile strain (e): e a = m "~ (Eq 8)
The higher the tensile strain or crack opening displacement at the tip, the larger the volume fraction of transformed martensite and the higher the TRIP effect on toughness, as illustrated in Fig.  5 . These steels possess the highest fracture toughness levels attainable in steels and hence are used in mining, drilling, and other applications requiring wear and erosion resistance.
Quenched-and-Tempered Steels. Fracture resistance in quenched-and-tempered steels is achieved by eliminating coarse alloy carbides, increasing hardenability to minimize ferrite formation, and alloying to retain austenite at room temperature.
An increase in the austenitization temperature, besides coarsening the grain size, dissolves carbides and nitrides present in steels. This eliminates the crack nucleation from carbides, thereby increasing the fracture toughness, as shown in Fig. 6 for two steels. The required austenitization time is also critical, and both time and temperature are chosen according to the amount of carbon and alloying elements in the steel. The effect of tempering temperature on fracture toughness depends on the type of prior austenitization treatment (Fig. 7) . For example, the heat treatment involving austenitization at 1200 °C (2190 °F), followed by an ice brine quench and refrigeration in liquid nitrogen, results in high fracture toughness levels at all tempering temperatures, compared to austenitizing at 870 °C (1600 °F) and quenching in oil. The higher fracture toughness 384 / Fracture Mechanics, Damage Tolerance, and Life Assessment Tempering temperature, °C Fig. 7 The effect of tempering temperature on fracture toughness levels of the former is attributed to the formation of 100% refined martensite upon quenching. Heat treatment at 870 °C (1600 °F) results in a mixture of blocky ferrite and upper bainite having continuous films of carbides at lath boundaries. This leads to low fracture toughness due to easy crack propagation along the lath boundaries at low tempering temperatures. However, at higher tempering temperatures, elimination of continuous carbide film by spheroidization increases the fracture toughness. In addition, in some alloy steels, retained austenite contributes to further increases in fracture toughness, by either cracktip blunting or strain-induced transformation. Fracture toughness in steels also depends on the nature of martensite (low-carbon ductile martensite or high-carbon twinned martensite). Supersaturated carbon in martensite increases the twinning to accommodate the strains in iron lattice due to carbon. The low fracture toughness levels of some martensitic steels at low tempering temperatures are due to the presence of brittle twinned martensite. An increase in the twin density of martensite results in low fracture toughness, as shown in Fig. 8 .
Inclusions decrease fracture toughness ( Fig. 9 ) by promoting crack nucleation by inclusion fracture, void nucleation at the particle-matrix interface, and early coalescence. This reduces the extent of void growth before fracture, limiting the plastic energy absorption in the process zone at the crack tip. A decrease in sulfur level in steel increases the spacing between the inclusions, thereby increasing the size of the plastically deformed process zone. This contribution to increased fracture toughness can be rationalized in terms of Kraft's model:
where n is the monotonic strain hardening exponent and dT is the size of the process zone at the crack tip, proportional to the spacing between crack/void nucleating inclusions.
Fracture Resistance of Aluminum Alloys
Aluminum alloys based on AI-Cu (2xxx series), A1-Mg-Si (6xxx series), AI-Zn-Mg (7xxx series), and, recently, AI-Li (8xxx and 209x series) are the predominant age-hardenable alloys, used extensively in aerospace and other medium-to highstrength structural applications. Typical exampies are alloys 2024, 2124, 6061, 7075, 7150, 7475, 8090, and 2091 . Due to complex chemistry, precipitation, and intermetallic compound formation in aluminum alloys, control of the size and distribution of age-hardening coherent pre- Fig. 9 The effect of sulfur on the fractu re toughness vs. strength relationship Table 3 A list of precipitates and intermetallic compounds in aluminum alloys -T6  436  20  2024-T851  443  21  2124-T851  435  26  7075-T7351  391  31  7079-T651  502  27 cipitates and incoherent intermetallic phases is critical in achieving a balance of strength and resistance to fracture and stress-corrosion cracking. Table 3 lists some important precipitate phases and intermetallic compounds that form in aluminum alloys. While the precipitates control strength, intermetallic compounds that form during solidification primarily control ductility and fracture toughness. Typical heat treatment of an aluminum alloy involves solution treatment, quenching in water, and aging at a suitable temperature for a specified period of time. Additionally, warm or cold working, such as stretching after solution treatmeDt, is performed to control the size and distribution of precipitates. Such thennomechanical processing routes for high-strength aluminum alloys have been well developed to impart desirable combinations of strength, ductility, fracture toughness, and stress-corrosion cracking resistance.
Fracture resistance in aluminum alloys is strongly sensitive to purity, aging, the presence of Table 4 . Table 5 gives a list of variables and the nature of their effect on the fracture toughness of aluminum alloys. Figure 10 illustrates the effects of intermetallicforming elements (Cr, Zr, Fe, Si, and Mn) on fracture in terms of the relationship between fracture resistance (measured in terms of the unit propagation energy in fracturing a notched bar) and tensile yield strength for two different orientations of crack propagation. Zirconium addition is beneficial due to the grain-refining effect of A13Zr phase. Chromium and manganese primarily lead to intermetallic compound formation and hence must be reduced to achieve a combination of high fracture toughness and high strength. Most of the intermetallic compounds form at grain boundaries in wrought alloys and at interdendritic regions in cast alloys. This is the primary reason for lower levels of fracture toughness, especially when a crack propagates in the short transverse plane (plane of rolling), in which the grain boundary area intersected by the crack plane is high compared to other orientations.
The detrimental effect of intermetallic particles on fracture toughness can be understood from a simple relationship. The critical fracture strain, ec, of a ligament between the crack tip and a crack/void nucleating particle is related to the particle volume fraction, Vf, as:
The fracture toughness of aluminum alloys is related to the critical fracture sWain as:
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where C is a constant and v is the Poisson's ratio. As the volume fraction of brittle intermetallic particles is reduced, fracture toughness increases. For a given volume fraction of particles, fracture toughness also increases with increase in yield strength and the strain-hardening exponent of the matrix. From Eq 11, fracture toughness levels of several aluminum alloys can be predicted ( Fig. 11 ) with good accuracy. Figure 12 shows the effect of grain size on the fracture toughness of a 7xxx alloy tested with crack propagation in the long transverse direction. The decrease in fracture toughness is attributed to the increase in grain boundary fracture at large grain sizes. The increased intergranular fracture also coincides with the thickening of precipitates (e.g., the size of MgZn2 precipitates in Fig. 13 intergranular. This suggests that reduced grain boundary area accompanied by coarse grain boundary precipitation is detrimental to the fracture toughness of aluminum alloys. Figure 14 shows the broad range of data of fracture toughness and yield strength for both 2xxx and 7xxx alloys as affected by the degree of aging. Overaging generally results in low fracture toughness levels for a given yield strength and alloy type, compared with underaging. This is attributed to the increased occurrence of intergranular failure, consistent with the observations illustrated in Fig. 12 and 13 .
The variables influencing fracture toughness of AI-Li alloys are similar to those that affect other age-hardenable aluminum alloys. These include degree of aging, area fraction of grain boundary precipitates, impurities, and orientation. However, A1-Li alloys are more anisotropic due to strong texture formation, relative to aluminum alloys, and hence they show a much stronger sensitivity of fracture toughness to orientation.
Fracture Resistance of Titanium Alloys
Titanium alloys are primarily used in aerospace applications owing to their good combination of specific strength, ductility, and fracture toughness. As in steels and aluminum alloys, this combination is achieved by careful control of twophase microstructures. Among the two phases (c( and ~), [~ is more ductile and is preferable in increasing the fracture toughness of titanium alloys. The three broad classes of titanium alloys are near-c(, c( + ~, and ~ alloys, grouped according to the levels of c( or ~ stabilizing elements. Typically, 13 content by volume is: near-c(, < 10%; c( + ~, 10-25%; and ~, >25%. Figure 15 shows the fracture toughness/strength relationship maps for different titanium alloys. Metastable [3 alloys possess the highest combination of strength and toughness. This arises from a large volume fraction of 13 phase and fine aged-c( precipitates. Unlike steels and aluminum alloys, titanium alloys are generally free from inclusions and interrnetallics that form during solidification. Neither is there precipitation and coarsening of brittle phases, so the control of microstructure for fracture toughness is less difficult. Microstructure plays a major role in controlling the fracture toughness of titanium alloys. Microstructure control is primarily achieved by mechanical processes, such as hot/cold working and heat treatment involving solution treatment followed by quenching and aging or slow cooling. Table 6 lists the fracture toughness values of a typical titanium alloy under different microstructural conditions. In general, for a given [~ phase content, fracture toughness increases with an increase in the amount of lamellar c( as well as an increase in the aspect ratio of c( phase.
The dominant variables that influence fracture toughness in titanium alloys are the interstitial elements, grain size, microstructural morphology, and relative proportions of c( and [3 phases. Table 7 lists these variables and the nature of their effect on fracture toughness.
Figures 16 and 17 illustrate that increases in oxygen and hydrogen levels in Ti-6AI-4V alloy decrease fracture toughness. This is caused by an increase in the planarity slip, promoted by the ordering of Ti3Al phase, which causes easy crack nucleation at grain and phase boundaries. This tendency to ordering is also increased at high These particles drastically decrease the ductility as well as the fracture toughness of titanium alloys and hence must be eliminated. The effect of 13 grain size on fracture toughness is illustrated in Fig. 18 for Ti-5.2A1-5.5V-1Fe-0.5Cu alloy. There is an inverse relationship of fracture toughness to [3 grain size. As the grain size increases, the tendency to intergranular fracture increases, due to the weakening effect of fine 0.2 ~tm thick particles at the 13-13 grain boundary. This is primarily due t0 the increased density of grain boundary precipitates as a result of the reduction in available grain boundary area.
The same alloy was heat treated differently to produce thick continuous c~ phase at the grain boundary, which increased fracture toughness (Fig. 19) . However, for this to occur, the grain interior (aged 13 matrix) should be stronger than OL The orientation of crack plane in a fracture toughness test with respect to the rolling direction of the titanium alloy plate has a significant effect, due to the preferred orientation of hexagonal close-packed crystal grains having limited slip systems, relative to body-centered cubic and face-centered cubic crystals. The effect of orientation on the fracture toughness/strength relationship is illustrated in Fig. 20 . While a strong inverse relationship between fracture toughness and yield strength is seen for the longitudinal orientation, it is less strong in the transverse orientation. The effect of orientation on fracture 388 / Fracture Mechanics, Damage Tolerance, and Life Assessment Thickness of grain boundary c(, 10 -4 cm 12 Fig. 19 The effect of the thickness of grain boundary c~ phase on the fracture toughness of a titanium alloy toughness arises due to the relative orientation of slip systems such as {0001} <1120>, {1010} <1120> with respect to the crack plane. This is also evident from the variation of elastic modulus with orientation, presented in Table 8 . It is clear that the key to improving the combination of strength and toughness in titanium alloys is to increase 13 phase content, increase the lamellar (x volume fraction and the aspect ratio of (z phase, and reduce planarity of slip and interface embrittlement by reducing the levels of oxygen, hydrogen, carbon, and nitrogen. 
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Yield strength, MPa Ductile phases have been used to improve the fracture resistance of many structural materials, including ceramics, intermetallics, glasses, and other low-toughness materials, such as steels having a hard martensitic structure. Table 9 lists some brittle materials and the possible ductile phase reinforcements that can be used to improve the fracture toughness levels. Such an alloy design concept generally increases fracture toughness with little sacrifice in strength. The ductile phases absorb energy by plastic deformation during crack propagation. Bridging of the crack and the constrained deformation of ductile phase contribute to the increase in toughness. In general, the fracture toughness increases with an increase in the volume fraction of ductile phase (Fig. 21) . For such composites, the critical strain energy release rate, Gc, for unstable fracture can be expressed as the sum of fractional energy absorbed in fracturing the brittle and ductile phases: where a0 is the flow stress, a0 is the radius of ductile phase, Gm is the energy release rate of the brittle matrix, and X is a measure of microstructural constraint. A modified form for the above equation for the plane strain fracture toughness, K]c, can be written as:
where Ec and vc are respectively the elastic modulus and the Poisson's ratio of the composite, and Km, Em, and Vm are respectively the fracture toughness,
" o~"" .gd" r -'.77--"" EcJ(1 -v 2) and Ern/(l -V2m) are to be replaced by Ec and Era, respectively. The parameter Z (usually in the range of 2 to 6) is a measure of the constraint experienced by the ductile phase in the elastic matrix during deformation. If Z is known, in addition to matrix and particle properties, fracture toughness of the composite can be estimated with reasonable accuracy. Figure 22 shows the correlation between the measured fracture toughness and the calculated toughness, following Eq 13. The good agreement suggests that Eq 13 adequately represents the functional dependence of fracture toughness on important microstructural parameters of the composite. Increases in the size, volume fraction, and yield strength of the ductile phase, together with an increase in composite modulus, should significantly increase the fracture toughness. The effect of Young's modulus of matrix on the composite fracture toughness is not significant. A major contribution to fracture toughness is the constraint factor, which is a measure of increase in resistance to the in situ plastic deformation of ductile phase, as imposed by the surrounding elastic matrix.
WC-Co Cermets. The case of WC-Co cermets is similar to that of the above-described ductile phase composites, except that the ductile cobalt phase surrounds the brittle WC almost completely. Figure 23 illustrates the fracture path through the cermet microstructure. The volume fraction of cobalt in these cermets is usually be- Fig, 27 The effect of orientation and whisker volume fraction on the fracture toughness of composites based on 7075 aluminum alloy tween 0.1 and 0.3. The cermets are made by presintering WC to obtain a skeleton with continuous porosity and then infiltrating the skeleton with molten cobalt. In general, a decrease in WC particle size and an increase in cobalt volume fraction increases the fracture toughness of cermets (Fig. 24) . Because of the thin layer of cobalt present between WC grains, its in situ deformation behavior during fracture is similar to the deformation of a thin ductile copper strip sandwiched between hard tool steel platens. In order to estimate the fracture toughness of cermets, this deformation analogy can be incorporated in Eq ! 3 for the constraint factor Z, through the relationship
where (~0 is the bulk flow stress of the binder in the absence of any constraint and t~eff is the flow stress of the binder in situ in the microstructure. The constant k is defined as the maximum shear factor, which is taken as 0.577, and d and h are respectively the width of the rigid platen and the thickness of the ductile layer. In the case of cermets, as a first approximation, d and h can be considered to represent the mean WC particle diameter and the thickness of the cobalt binder, respectively. An increase in cobalt binder thickness and a decrease in WC particle size would therefore increase the constraint for deformation and hence the fracture toughness. Figure 25 compares experimental data with the theoretically calculated fracture toughness levels using Eq 13 and 14. The good correlation suggests that Eq 13 and 14 capture the effects of important microslructural parameters on the fracture toughness of cermets and can be used in the design of cermet composition and microstructure.
Metal-Matrix Composites. Light metals such as aluminum and magnesium are reinforced with particulates and whiskers based on SiC, A!203, TiC, and so on to increase the stiffness and hightemperature strength. These composites are made by dispersing reinforcements in liquid metal and casting or by mixing with metal powder and hot pressing. In general, the size and spacing of particles, the strength of the interface between the particles, and the aspect ratio of the whiskers influence the strength and fracture toughness of composites. Figure 26 illustrates the fracture toughness levels of aluminum alloys reinforced with second-phase particles, showing a decrease in fracture toughness at large particle volume fractions.
The fracture toughness of metal-matrix composites can be estimated approximately from: gi c oc E~yEf l* (Eq 15) where ~f is the fracture strain of the ligament between the crack tip and the closest particle and l* is the size of the process zone at the crack tip, usually taken as interparticle spacing. From this equation, it is clear that decreasing the interparticle spacing by increasing the volume fraction of dispersions reduces the fracture toughness of composites. Figure 26 shows two composites, 6061 AI-MgSi alloy reinforced with various amounts of SiC particles and a rapidly solidified AI-Fe-V-Si alloy containing intennetallic particles. The trend is similar for both materials. There are two mechanisms by which reinforcements can affect fracture toughness. First, plastic flow localization at the interface and interface decohesion can significantly reduce the extent of void growth before ultimate failure, thus reducing fracture toughness. This is the case for the particulate composites. Alternatively, crack-tip blunting and crack path deviation around whiskers can increase fracture toughness by increasing the energy required for crack extension. However, for this to occur, the matrix-whisker interface must be strong. In reality, the interface is weaker due to reaction between the matrix and the whiskers during processing and the presence of oxides on the surfaces of whiskers. This effect is illustrated in Fig. 27 , which shows that both orientations (whiskers oriented normal or parallel to crack plane) lead to a decrease in fracture toughness due to interface fracture. Figure 28 shows the crack path and whiskers are oriented differently with respect to the crack propagation direction in fracture toughness tests. The decrease in fracture toughness in the latter orientation is higher, due to increased weak interface area. 
