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Pauli channels are ubiquitous in quantum information, both as a dominant noise source in many
computing architectures and as a practical model for analyzing error correction and fault tolerance.
Here we prove several results on efficiently learning Pauli channels, and more generally the Pauli
projection of a quantum channel. We first derive a procedure for learning a Pauli channel on n qubits
with high probability to a relative precision ǫ using O
(
ǫ−2n2n
)
measurements, which is efficient
in the Hilbert space dimension. The estimate is robust to state preparation and measurement
errors which, together with the relative precision, makes it especially appropriate for applications
involving characterization of high-accuracy quantum gates. Next we show that the error rates for
an arbitrary set of s Pauli errors can be estimated to a relative precision ǫ using O
(
ǫ−4 log s log s/ǫ
)
measurements. Finally, we show that when the Pauli channel is given by a Markov field with at most
k-local correlations, we can learn an entire n-qubit Pauli channel to relative precision ǫ with only
Ok
(
ǫ−2n2 log n
)
measurements, which is efficient in the number of qubits. These results enable a
host of applications beyond just characterizing noise in a large-scale quantum system: they pave the
way to tailoring quantum codes, optimizing decoders, and customizing fault tolerance procedures
to suit a particular device.
I. INTRODUCTION
Pauli channels are among the most basic noise channels in quantum information science. Nearly
all theoretical studies of quantum error correction and fault tolerance, including most threshold
and overhead estimates, rely on modeling noise as a Pauli channel [1].
Originally, the theoretical focus on Pauli channels was primarily motivated by the ease with
which they can be theoretically analyzed and simulated on a classical computer. However, Pauli
channels are now justified by the technique of randomized compiling [2], which maps general
quantum noise to its Pauli projection, a Pauli channel having the same average fidelity to an ideal
channel. This addresses the concern that coherent noise, which is in general as hard to model as
full quantum computation, may create distorted comparisons with threshold error rates that were
computed using Pauli noise [3, 4]. Moreover, quantum error correction of coherent noise will, under
reasonable assumptions, lead to less coherent noise at the logical level, meaning that noise at that
level is better approximated by a Pauli channel [5, 6]. Finally, recent experiments [7] have shown
that enforcing the Pauli projection by randomized compiling works extremely well in practice,
further solidifying the importance of Pauli channels.
Despite the central role played by Pauli channels, to date there have been few systematic studies
of how to estimate them efficiently, meaning with a complexity that improves over what follows from
a naive application of full channel tomography. We will review the relevant literature below. Filling
this gap becomes even more pressing in light of work showing just how much the threshold changes
under biased or correlated noise models [8–11], in some cases by more than a factor of 4 for a code
capacity threshold [12, 13]. Such factors can be substantial because the logical error rate depends
exponentially on the distance below the threshold. Accurate estimation of the Pauli noise in an
architecture would allow for many applications, including tailoring codes and decoders to match
the noise [14], customizing fault-tolerance schemes [15], and accurate estimation of thresholds and
overheads [16].
2A. Summary of Results
In this paper, we give a comprehensive treatment of the sample complexity of Pauli channel
estimation. We will present three main results corresponding to efficient estimation procedures
with error guarantees for three separate and complementary regimes: estimation of a complete
Pauli channel, estimation of error rates for an arbitrary set of Pauli errors, and estimation of
a Pauli channel that factorizes over a bounded-degree factor graph. The latter is equivalent to
considering the Pauli error probability as a tensor network state comprised of tensors with a
bounded number of indices, but no restriction on the topology of the connections. This section
contains only informal statements of our results; the precise versions of these statements along
with rigorous proofs are given in the subsequent sections.
The basic procedure that we develop and analyze is a variant of randomized benchmarking [17–
19] and its recently introduced cousins, character benchmarking [20] and cycle benchmarking [21].
The procedure, defined in Section III, inherits the robustness to errors in state preparation and
measurement (SPAM) enjoyed by all benchmarking variants. It uses preparations and measure-
ments in a stabilizer basis (or equivalently, in the computational basis together with a single Clifford
group element), and repeated rounds of random Pauli gates to average over the noise. Our results
apply when the noise on the random Pauli gates, the state preparations, and the measurement all
obey certain mild regularity assumptions such as being gate-independent, time-stationary, Marko-
vian, and not too far from ideal. These assumptions can be relaxed still further, particularly the
gate-independence assumption [22–25]. The precise conditions on the noise for which our proofs
hold are given in Definitions 2 and 3. In this section, we informally refer to these restrictions as
“nice” noise.
Our first main result is that our procedure for estimating a complete Pauli channel on n qubits
requires only O
(
ǫ−2n2n
)
measurements to estimate the channel to constant relative precision ǫ
and with a constant success probability. This result forms a core subroutine in our subsequent two
results. The output is the vector p of all 4n Pauli error probabilities, which we achieve by using
the full power of n-bit measurements. Here the relative precision and robustness to SPAM are
crucial for applications, since average error rates in quantum gates are now routinely below 1%,
and in some cases as low as 10−6 [26]. In this regime, a meaningful additive error approximation
would require at least 1012 samples, making it far outside the realm of practicality even if it is still
technically “efficient”.
Result 1 (Informal summary of Propositions 8 and 9). For a nice Pauli channel on n qubits, the
Pauli error rates p can be estimated using O
(
ǫ−2n2n
)
measurements by pˆ such that
‖pˆ− p‖2 ≤ O(ǫ)(1 − p0),
holds with high probability, where p0 is the probability of no error.
We can apply a randomized sampling routine to estimate a subnormalized probability distribu-
tion over an arbitrary set E of size |E| = s. We note that the ǫ−4 scaling is an artifact of the proof
technique and expect it can be improved to ǫ−2 by a more careful analysis of the bias in the output
of the subroutine Ratio described in section IV.
Result 2 (Informal statement of Theorem 11). For a nice Pauli channel on n qubits, a subnor-
malized distribution over any set E of s Pauli errors can be estimated using O(ǫ−4 log(s) log(s/ǫ2))
measurements by pˆ such that
‖pˆ− p‖∞ ≤ O(ǫ)(1 − p0)
holds with constant probability, where p0 is the probability of no error.
The above sampling protocol can be applied directly to efficiently estimate the probability of
all low-weight Pauli errors, which will account for the majority of the distribution under realistic
3physical assumptions in near-term high-performance quantum systems. We also provide a tree-
based search heuristic that can be used to identify sets of errors of interest. Two natural candidates
for interesting sets of errors are the best s-sparse approximation without assuming local errors,
and high-weight Pauli errors that occur with probabilities that differ substantially from model
predictions. Although we do not give a formal analysis of the probability with which the search
heuristic identifies a correct set, when it finds a sparse set with large measure it is certifiably correct
as a description of the Pauli channel. This follows because theorem 11 can be applied to the final
output without accounting for failure probabilities from intermediate steps.
Our final main result is the efficient reconstruction of any nice n-qubit Pauli channel in polyno-
mial time in n whenever the channel has bounded-degree correlations and the local marginals are
positive, conditions which we quantify in section VII. We assume throughout that the correlations
are modeled by a factor graph with fixed known topology.
Result 3 (Informal statement of Proposition 18.). Let p be a nice n-qubit Pauli channel with
a k-degree factor graph and positive marginals. Then an estimate pˆ as a tensor network can be
obtained using Ok
(
ǫ−2n2 logn
)
measurements such that
‖pˆ− p‖1 ≤ O(ǫ)‖1I − p‖∞
holds with high probability. Moreover, an estimate proportional to pˆ can be found in time poly(n).
B. Proof techniques
As mentioned above, we make use of a variant of randomized benchmarking (RB). RB was
originally applied to the full unitary group and the Clifford group [17, 18], but subsequent work
has developed it for many different groups [27–34]; see Refs. [20, 35] for a general treatment. Our
work focuses on RB over the Pauli group, and introduces several important advances over prior
art.
As shown by Harper et al. [36], RB over the Clifford group provably gives relative precision
estimates of a single parameter associated to a quantum channel, the average error rate. Our
proof extends this to the case of RB over the Pauli group. The original proof of Ref. [36] isolates
a single exponential decay from an RB signal using the method from Ref. [37]. However, for the
case of interest here, the Pauli group, there are 4n parameters that must be learned instead of
just one. While a general solution exists to the problem of isolating exponential decays [20], prior
work estimates the individual decay rates serially using one-bit measurements. Our work greatly
improves this by showing how to take the natural n-bit measurements arising from measuring the
n individual qubits and using these measurements to estimate up to 2n parameters in parallel.
When sampled in this way, a Hadamard transformation can be done to isolate the exponentials
on all data collected from the n-bit measurements simultaneously, avoiding the need for serial
exponential fits. Our proof for the case of estimating probabilities for arbitrary sets of Pauli errors
uses the essential ideas above with random sampling techniques.
Finally, we assume that the Pauli channel error rates are given by a Markov random field over a
known factor graph. We can again apply the core subroutine for estimating Pauli channels to the
marginal channel on each of the factors and then round these estimated marginals into a coherent
global probability distribution using the Hammersley-Clifford theorem [38].
C. Comparison with Prior Work
These results comprise the first proofs in the literature of recovery guarantees for quantum
channels to relative precision while avoiding bias from SPAM errors. As noted above, this is
absolutely essential for applications. Furthermore, Results 2 & 3 are the first recovery guarantees
known that apply to broad classes of non-trivial quantum channels on n qubits with a scaling that is
efficient in n (when s = poly(n) or k = O(1), respectively). Lastly, although numerical practicality
4is not a focus of the present paper (it will be explored elsewhere [39]) we wish to stress that these
results are practical and immediately applicable to characterizing error rates in near-term devices,
such as the 50- and 72-qubit processors announced by IBM and Google respectively. To emphasize
this last point, the results of our numerical simulations of these procedures on up to 100 qubits
show excellent performance, and we have successfully implemented a variant of the method on a
publicly accessible 14-qubit quantum device [39]. To put this in perspective, the previous record for
quantum channel tomography is of a 3-qubit quantum gate [40], which was only made possible by
employing sophisticated methods from compressed sensing [41–43]. It is clear from these examples
that our results represent a qualitative shift in the characterization of quantum devices.
Let us compare the scaling of our procedures to the best previously known results from the lit-
erature. A naive, non-adaptive application of channel tomography with (single-copy) two-outcome
measurements [44] would require O˜
(
d4
ǫ2
)
state preparations and measurements to achieve an addi-
tive precision ǫ in, say, the average fidelity of the channel, where d = 2n for n qubits. Applying
the best known procedures for state tomography [45–47] to the Choi state of the channel using
a collective measurement requires Θ˜
(
d4
ǫ2
)
copies, so this is roughly tight. For sparse channels in
a known superoperator basis (such as the Pauli basis), Ref. [43] argues from the theory of com-
pressed sensing that O(s log d) random product basis measurements should suffice to reconstruct
an s-sparse channel in the Pauli basis, but it is not clear that the technical “incoherence” or re-
stricted isometry properties that are used for efficiently reconstructing sparse vectors are satisfied
in this case [42]. The recently introduced procedure of shadow tomography [48] could achieve an
estimate of the Pauli error rates with a small (poly log d) number of copies of the Choi matrix
for the channel, but at the cost of a large (poly(d)) amount of nontrivial quantum computation
and a copy complexity of 1/ǫ5 with respect to the additive error. Our procedure uses much more
trivial quantum resources, and with a circuit depth that is independent of the dimension. The idea
of tomography of matrix product states [49] has been extended to matrix product operators that
are unitary in the numerical work of Ref. [50]. There is as yet no systematic mathematical treat-
ment of matrix product operator tomography, or tomography of quantum channels with bounded
correlations of the kind discussed in this paper.
The above tomographic techniques only provide additive precision estimates rather than the
relative precision estimates achieved here. Furthermore, these tomographic methods are not ro-
bust against SPAM errors, which create an unknown systematic error, or, equivalently, places an
absolute floor on the achievable additive precision that can be obtained using these tomographic
techniques [51]. The magnitude and complexity of SPAM errors scales with the system size, so
that the achievable precision decreases for larger numbers of qubits. These tomographic techniques
could be made robust to SPAM errors using gate-set tomography [51, 52], at the cost of substan-
tially increasing the resources required. However, it is unclear how to obtain relative-precision
estimates from any of these methods.
We achieve multiplicative precision and robustness to SPAM errors by using techniques origi-
nating from randomized benchmarking. Randomized benchmarking tomography [53] also employs
randomized benchmarking techniques to achieve robustness to SPAM, and can obtain tomographic
reconstructions using O
(
d2 log(d)
)
randomized benchmarking experiments with an additive recon-
struction error that scales as O(d/
√
log d) [54]. Note that the additive error is essentially funda-
mental to the approach used in randomized benchmarking tomography because the decay rates are
the fidelities between the noisy process and distinct Clifford gates. These fidelities are significantly
less than 1—even for ideal noise processes—resulting in rapid decays that are difficult to estimate
precisely.
Besides the prior work on quantum tomography, there has also been a large amount of prior
work on learning Markov random fields, both in terms of parameter estimation (including hardness
results [55]) and in terms of learning the structure of the factor graph [56–61]. These results are
certainly relevant, but to make a direct comparison to the present results is complicated by the
fact that our probability distribution contains variables that might be called “quasi-latent”, in the
sense that they are not observable to all queries, only to some, and queries that probe one variable
must necessarily hide others. This is due to the symplectic structure of the Pauli group: we can
5only simultaneously measure observables that commute. Therefore learning a “symplectic Markov
field” seems to be an inherently different task from what has been previously considered.
II. MATHEMATICAL PRELIMINARIES
Given a set of n qubits with Hilbert space dimension d = 2n, let us introduce the following
notation. Let Pn denote the group of Pauli operators acting on n qubits, and Pn = Pn/〈i〉 be
the quotient of Pn with its center. The group Pn is Abelian and isomorphic to Z2n2 , so we will
label elements in Pn by bit strings of length 2n. We will abuse notation and talk about a ∈ Pn
when we mean a matrix Pa ∈ Pn up to an overall phase. For concreteness, for a bit string a and a
single-qubit Pauli operator A we write A[a] =
⊗
ai∈aA
ai and choose the elements of Pn to be
Pa = P(ax,az) = i
ax·azX [ax]Z[az] (1)
where a ∈ Z2n2 and X and Z are the standard single-qubit Pauli matrices. The choice of phase is
arbitrary but this choice of phase ensures that every Pa is Hermitian. For any two Pauli matrices
Pa and Pb with respective images a and b in Z
2n
2 , we have PaPb = (−1)〈a,b〉PbPa where
〈a, b〉 = ax · bz + az · bx mod 2 (2)
is a binary symplectic form, and so it is symmetric and linear in each argument. We will typically
omit the mod 2 because it is clear from context.
We define a stabilizer group to be a linear subspace of Z2n2 such that 〈a, b〉 = 0 for all a, b ∈ S.
Therefore every stabilizer group is a group S ⊂ Pn whose elements all commute as matrices. Note
that stabilizer groups are often defined in terms of the matrices with specific phase conventions [62].
The commutant of a set G ⊆ Pn is the group CG ⊆ Pn that is orthogonal to G according to the
binary symplectic form. That is,
CG = {a ∈ Pn : ∀g ∈ G, 〈a, g〉 = 0}. (3)
We refer to CG as the commutant because every element of CG commutes with every element of G
as matrices in Pn. When G is a group (i.e., closed under multiplication), CCG = G by the double
commutant theorem. We define the anti-commutant AG of G ⊆ Pn to be the quotient group Pn/CG.
Any b ∈ Pn can be uniquely decomposed as
b = a+ c (4)
for some a ∈ AG and c ∈ CG.
Any element of the Pauli group Pn commutes with exactly half of the other elements in the
group. A similar statement is true for any subgroup of Pn, and we have the following lemma.
Lemma 1. For any Pauli a ∈ Pn and any group G ⊆ Pn,
1
|G|
∑
b∈G
(−1)〈a,b〉 = 1[a ∈ CG].
Our Pauli estimation procedure varies over states and measurements whose stabilizer groups
have elements that cover some set X of errors. This motivates the following definition.
Definition 1 (Stabilizer coverings). A stabilizer covering O of a set X ⊆ Pn is a set of stabilizer
groups O = {Sj} such that X ⊆
⋃
j Sj .
For important applications, X will not necessarily be a group. For example, X could be the set
of Pauli errors with weight ≤ w, which is not generally a group. The next lemma bounds the size
of a stabilizer covering for any set X, and in some cases we can improve over the trivial bound.
6Lemma 2. For any set X ∈ Pn there exists a stabilizer covering O of X with cardinality
|O| ≤ min{|X|,√|〈X〉/SX|+ 1} , (5)
where 〈X〉 is the group generated by the elements of X and SX is any maximal stabilizer subgroup
of 〈X〉. In particular, the bound is tight when X is a group, and |O| ≤ 2n + 1 unconditionally.
Proof. For any set X, a simple construction of a stabilizer covering is the set of all two-element
stabilizer groups generated by each nontrivial element of X. That is, O = {〈r〉 : r ∈ X\{0}}.
Clearly this set has |O| ≤ |X|.
Now consider a stabilizer covering of 〈X〉, which obviously will also cover X. As a subgroup of
Pn, the generators can be partitioned into s generators of a stabilizer group SX and 2k generators
of the quotient 〈X〉/SX. The quotient comprises k logical qubits, so it is isomorphic to Pk and has
4k elements. Then we can construct O to be the stabilizer groups of a complete set of |O| = 2k+1
mutually unbiased bases (MUBs) [63] acting on the k logical qubits, where each MUB is taken in
direct sum with SX. The cardinality of this choice for O is just 2
k + 1 =
√
4k + 1, as claimed.
The MUBs give a minimal covering when X is a group, as there are at most 2k − 1 non-identity
Pauli elements in a stabilizer group on k qubits, so at least 2k+1 stabilizer groups are required to
cover all 4k − 1 non-identity elements of Pk.
A. States and measurements
We will use the following states and measurements constructed from stabilizer groups. For every
a ∈ Pn and every stabilizer group S,
ρS,a =
1
d
∑
s∈S
(−1)〈s,a〉Ps (6)
is a valid quantum state, known as a stabilizer state. Note that for any a ∈ Pn and b ∈ CS,
ρS,a+b = ρS,a and so we can uniquely label stabilizer states by the error syndromes e ∈ AS.
Moreover,
ES =
{
ES,e =
d
|AS|ρS,e : e ∈ As
}
(7)
is a valid measurement, otherwise known as a syndrome measurement. The normalization is such
that each ES,e is an orthogonal projector. If dim S = n, then ρS,e is a pure state and ES is a rank-1
projective measurement.
B. Quantum channels
We wish to partially characterize a general linear map L : Cd×d → Cd×d which has a Kraus
operator representation
L(M) =
∑
k
AkMB
†
k. (8)
We will generally be interested in completely positive (CP) maps, where we can choose Ak = Bk
for all k. A specific class of channels that we frequently use are CP maps with a single unitary
Kraus operator U . For any unitary matrix U ∈ U(d), we implicitly define the corresponding ideal
channel U that maps an arbitrary matrix M to UMU †. Note that the implicit function is many
to one, as it maps phase multiples of a unitary matrix to the same channel. For any a, b ∈ Pn,
Pa(Pb) = PaPbP †a = (−1)〈a,b〉Pb. (9)
7We will partially characterize a general linear map by performing a Pauli twirl of the channel to
reduce the effective channel to a Pauli channel, that is, to a linear map with a Kraus representation
E(ρ) =
∑
a∈Pn
paPaρPa (10)
where the pa are Pauli error rates with pa ≥ 0 for CP maps. For any set T ⊂ U(d), we define the
T-twirl of a channel L to be
LT = 1|T|
∑
T∈T
T LT †. (11)
In Kraus form, we have
LT(M) = 1|T|
∑
T∈T
∑
k
T (Ak)ρT (Bk)†. (12)
As we now show, the Pauli-twirled channel LPn is a Pauli channel where the error rates are directly
related to the Kraus operators of the untwirled channel L.
Lemma 3 (Pauli error rates). For a linear map L(M) as in eq. (8) with Kraus operators Ak =∑
a∈Pn lk,aPa and Bk =
∑
b∈Pn rk,bPb, the Pauli error rates pa of the twirled channel LP
n
are given
by
pa =
∑
k
lk,ar
∗
k,a. (13)
Proof. From eq. (12),
LPn(M) = |Pn|−1
∑
c∈Pn
∑
k
Pc(Ak)MPc(Bk)†.
As the Pauli matrices are a Hermitian orthogonal basis for Cd×d, we can expand the Kraus operators
as Ak =
∑
a∈Pn lk,aPa and Bk =
∑
b∈Pn rk,bPb, so that
LPn(M) = |Pn|−1
∑
k
∑
a,b,c∈Pn
lk,ar
∗
k,b(−1)〈c,a+b〉PaMPb
=
∑
k
∑
a,b∈Pn
lk,ar
∗
k,b1[a = b]PaMPb
=
∑
a∈Pn
(∑
k
lk,ar
∗
k,a
)
PaMPa,
(14)
where in the second line we have used lemma 1 with the fact that CPn = 0.
In the most important case of a CP map, lk,a = rk,a and the error rates are manifestly nonneg-
ative. However, effective negative error rates are possible in the presence of initial correlations,
and this would correspond to the inner product in eq. (13) being negative. It is also noteworthy
that this definition is independent of the freedom in the Kraus operators of a CP map, since the
unitary freedom on the index k above does not change the inner product.
We can simplify the representation of Pauli channels using the vectorization map, a linear map
| · ) : X → |X) that acts by stacking the columns of X in a given basis and satisfies the identity
|AXB†) = BT ⊗A|X). In this notation, the dual vectors map to scalars via the Hilbert-Schmidt
inner product, (A|B) = Tr(A†B). Then we can write the action of a channel L as a superoperator
acting via left multiplication so that L|ρ) = ∣∣L(ρ)). Note that we overload our notation by using
the same symbol for the abstract channel and the superoperator matrix.
Any Pauli channel can be expressed as a superoperator in the Pauli basis as
E = 1
d
∑
a,b∈Pn
(−1)〈a,b〉pb|Pa)(Pa|. (15)
8It is convenient to make the following two simplifications. First, we note that |Pa) is not a
normalized vector, so we adopt the convention that
|a) = 1√
d
|Pa) (16)
so that (a|b) = 1dTr(P †aPb) = δa,b. This notation is unambiguous as long as we distinguish carefully
between a and Pa from the given context inside the vectorization map. Second, for any two sets
of Pauli matrices A,B ⊆ Pn, we define a Walsh-Hadamard transform WA,B : C|B| → C|A| whose
matrix representation is
WA,B =
∑
a∈A,b∈B
(−1)〈a,b〉|a)(b|. (17)
As we prove in lemma 4 below, this transformation is proportional to an isometry for specific
groups A and B.
Given these definitions, the vector of Pauli error rates p is related to the superoperator repre-
sentation in terms of the Pauli fidelities, defined as,
f =Wp, (18)
where we have simplified the notation by using W =WP,P. After this change of variables we have
simply
E =
∑
a∈Pn
fa|a)(a|. (19)
With this convention, f0 =
∑
a pa ≤ 1 with equality if the channel is trace preserving, and all
other channel eigenvalues lie inside the interval [−f0, f0] if the channel is completely positive. We
are most interested in channels that are close to the identity in the sense that the eigenvalues
are in some small, strictly positive interval [ǫ, 1], which is appropriate when the noise is weak.
Consequently, for any h ∈ Pn and any set A ⊆ Pn we define
rh = 1− fh, rA =
∑
a∈A
ra|a), 1A =
∑
a∈A
|a). (20)
We will omit the subscripts from the vector notation when A = Pn.
In what follows, our estimation strategy will be to infer both r and, by then doing the inverse
transform, p =W−1(1− r), where we can evaluate the inverse using the following lemma.
Lemma 4. For any subgroups A,B ⊆ Pn, WA,B satisfies
W
†
A,BWA,B = |A|
∑
b,b′∈B:b+b′∈CA
|b′)(b|.
In particular, when CA ∩ B is trivial, we have that WA,B is proportional to an isometry, with
W
†
A,BWA,B = |A|ΠB where ΠB =
∑
b∈B |b)(b| is the projector onto B.
Proof. From eq. (17),
W
†
A,BWA,B =
∑
a,a′∈A
∑
b,b′∈B
(−1)〈a,b〉+〈a′,b′〉|b′)(a′|a)(b|
=
∑
b,b′∈B
(∑
a∈A
(−1)〈a,b+b′〉
)
|b′)(b|
= |A|
∑
b,b′∈B
1[b′ + b ∈ CA]|b′)(b|,
where we have used lemma 1 to obtain the third line.
When B is a group and CA ∩ B is trivial, b+ b′ ∈ CA if and only if b′ = −b = b.
9Finally, we can evaluate the quality of a reconstructed set of errors pˆ either in terms of a norm
‖pˆ− p‖ or a figure of merit on the space of linear maps. The natural norm would be the 1-norm,
which is related to the average gate infidelity r(E) of E to the identity channel and diamond distance
from the identity ǫ⋄(E) by
1
2‖|0)− p‖1 = ǫ⋄(E) = (1 + 1/d)r(E), (21)
which holds for Pauli channels [64].
However, motivated by physical considerations we will project reconstructions into the nearest
point in the set of probability distributions, or potentially to the set of subnormalized probability
distributions. The nearest point is not uniquely defined in general according to some norms, such
as the 1-norm, and so in some cases we will instead use the 2-norm for which the nearest point is
uniquely defined.
C. Model assumptions
Our procedure makes use of the following primitives: preparations of stabilizer states, Pauli
transformations, and syndrome measurements. An experimental implementation of our procedure
will necessarily involve noisy versions of all primitives. For clarity, we always denote the noisy
version of a primitive with an overset ∼, e.g., A˜ is a noisy implementation of the ideal operation
A (whether A is a state preparation, a measurement operator, or a channel).
For ease of analysis, we assume that the noise on the primitives is independent, time-stationary,
and Markovian. In particular, we assume that the noisy preparation of a state ρ and a noisy
syndrome measurement of a stabilizer group H are independent of the circuit to be applied, so
that they can be written as a density operator ρ˜ and a positive-operator-valued measure (POVM)
{E˜H,e : e ∈ EH} respectively.
Similarly, we require that the noise in the implementations of a set of twirling channels T are
independent of the particular twirl being implemented and the remainder of the circuit and so
can be written as T˜ = T Λ for some fixed completely positive (CP) map Λ. We codify this in the
following definition.
Definition 2 (GTM noise). A noise model is time-stationary if the noisy implementation U˜(t) of a
gate U at time t is a linear map that is independent of t and if state preparations and measurements
are respectively described by fixed density operators and POVMs. A noise model for the Pauli
group is called GTM (gate-independent, time-stationary, Markovian) if it is time-stationary and
there exists a completely positive trace-preserving map Λ such that P˜ = PΛ for all P ∈ Pn.
The above assumption is routinely assumed in analyses of RB for groups X that contain complex
circuits of multi-qubit gates and can be relaxed with sufficient effort [22–24]. In contrast, we only
make the assumption for groups consisting of tensor products of channels acting on individual
qubits.
The other assumption we will make on the noise is that it is sufficiently weak that we can ignore
certain algebraic limitations in the use of our specific estimators. In particular, we will assume that
our noise and the state preparation and measurements (SPAM) satisfy the following definitions for
choices of a parameter c that we will specify later.
Definition 3 (Weak, stable). A noise map L is c-weak if the Pauli twirl LPn is close to the
identity channel in the operator norm, ‖I −LPn‖ ≤ c. A SPAM parameter A is called c-stable if
A ≥ 1− c.
The first definition is equivalent to saying that the Pauli twirl LPn has Pauli fidelities f that
all lie in the interval [1 − c, 1]. It is likely that this assumption too can be relaxed, but to do so
would require different estimators than the ratio estimator that we use below. We note that a
simple sufficient condition to ensure that a CP map is c-weak is that the Pauli error rate for the
identity, p0, obeys p0 ≥ 1 − c2 . This can be verified from the inequality fi ≥ 2p0 − 1 [21]. The
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second definition will become clearer once we define (in eq. (23) below) how the SPAM parameters
Aj in the definition depend on the noisy state preparations and measurements. Intuitively, it just
ensures that the measurements are sufficiently good to give a reasonable signal, so a c-stable SPAM
parameter is c-close to being ideal.
III. ESTIMATION PROCEDURE AND SAMPLE COMPLEXITY
We now specify a procedure for estimating the Pauli fidelities of a noisy implementation of the
Pauli group Pn, where we prepare states using a fixed stabilizer group G and we make syndrome
measurements of a second, possibly different, stabilizer group H. As we will see below, for this
procedure to yield useful information about the noise we will choose H ⊆ G, but we do not require
this choice in our proofs. The backbone of the procedure is running a generalized cycle benchmark-
ing sequence of length m [21] and recording the result of a syndrome measurement. One of the
core innovations of the present procedure is to consider measurements of general stabilizer groups,
which enables us to obtain more information from each experiment. Character benchmarking [20]
over the Pauli group, direct RB [65] with the Pauli group as the generator distribution, and cycle
benchmarking with no interleaved gate [21] can all be rephrased in terms of the following more
general procedure by choosing the measurement to be of a two-element stabilizer group, that is, a
group generated by a single Pauli operator.
RunCB(G,H,m)
1. Prepare the approximate stabilizer state ρ˜G,0.
2. For each i = 0, . . . ,m, apply a Pauli gate Pai ∈ Pn uniformly at random.
3. Perform a syndrome measurement of H and record the outcome b ∈ AH from the
noisy POVM element E˜b.
4. Return z ∈ AH such that b+
∑
i ai ≡ z.
We will use the shorthand RunCB(G,m) = RunCB(G,G,m) for the special case G = H. The
following proposition exactly characterizes the output ofRunCB(G,H,m) under gate-independent
and time-stationary noise. We note that RunCB(G,H,m) can be straightforwardly generalized to
include interleaved gates [21]; this will be explored in future work.
Proposition 5. Let Z = Z(G,H,m) be the random variable taking values z ∈ EH that results from
one call to the subroutine RunCB(G,H,m). Under GTM noise with P˜ = PΛ for all P ∈ Pn, Z
has the probability distribution function
Pr
(
Z = z
)
=
1
|AH|
∑
h∈H
fmh (−1)〈h,z〉Ah (22)
where the fh = (h|Λ|h) are the Pauli fidelities of Λ, and
Ah =
∑
b∈AH
(−1)〈h,b〉(E˜H,b|h)(h|Λ|ρ˜G,0). (23)
Proof. By the linearity of the Born rule for density matrices, the probability of a given instantiation
Z = z is the sum of all the probabilities of random noisy Pauli gates and measurement outcomes
that would lead to that result. This is equivalent to first writing the entire joint distribution
over any possible sequence, and then marginalizing over the specific sequences of Pauli gates and
measurement outcomes that give the same value of z.
Under the assumption of GTM noise, the probability of choosing a0, a1, . . . , am and obtaining
the outcome b is
Pr(a0, . . . , am, b) = |Pn|−m(E˜H,b|
(
1∏
i=m
PaiΛ
)
|ρ˜G,0),
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where for non-commutative products we use the convention
∏b
i=a xi = xa . . . xb (i.e., the lower
index is on the left of the product). We can rewrite the probability as
Pr(a0, . . . , am, b) = |Pn|−m(E˜H,b|Pa′m
(
0∏
i=m−1
Pa′iΛPa′i
)
Λ|ρ˜G,0),
where we set a′0 = a0 and recursively define a
′
i = ai + a
′
i−1 for i = 1, . . . ,m− 1, where a′m =
∑
i ai
(recall that addition is mod 2). Averaging uniformly and independently over the ai is equivalent to
averaging uniformly and independently over the a′i because P
n is a group. Therefore the marginal
probability of a′m ∈ Pn and b ∈ EH is
Pr(a′m, b) = |Pn|−m
∑
a′
1
,...,a′m−1∈Pn
(E˜H,b|Pa′m
(
0∏
i=m−1
Pa′iΛPa′i
)
Λ|ρ˜G,0)
= |Pn|−1(E˜H,b|Pa′m
(
0∏
i=m−1
ΛP
n
)
Λ|ρ˜G,0)
= |Pn|−1
∑
h∈Pn
fmh (E˜H,b|Pa′m |h)(h|Λ|ρ˜G,0)
= |Pn|−1
∑
h∈Pn
(−1)〈h,a′m〉fmh Ab,h
by eqs. (9) and (19), where in particular we use (h|ΛPn |h) = (h|Λ|h) = fh and we define Ab,h =
(E˜H,b|h)(h|Λ|ρ˜G,0).
Splitting a′m = a+c where a ∈ AH and c ∈ CH and averaging over c gives the marginal probability
Pr(a, b) =
∑
c∈CH
Pr(a+ c, b)
= |AH|−1
∑
h∈Pn
(−1)〈h,a〉fmh Ab,h|CH|−1
∑
c∈CH
(−1)〈h,c〉
= |AH|−1
∑
h∈Pn
(−1)〈h,a〉fmh Ab,h 1
[
h ∈ CCH
]
by lemma 1. Now by the double commutant theorem we have CCH = H for any group H ⊆ Pn, so
Pr(a, b) = |AH|−1
∑
h∈H
(−1)〈h,a〉fmh Ab,h .
The probability of obtaining the outcome z ∈ AH is then
Pr(Z = z) =
∑
a,b∈AH:a+b=z
Pr(a, b)
=
∑
b∈AH
Pr(z + b, b)
= |AH|−1
∑
b∈AH
∑
h∈H
(−1)〈h,b+z〉fmh Ab,h
= |AH|−1
∑
h∈H
(−1)〈h,z〉fmh Ah
which completes the proof.
We remark that the coefficients Ah appearing in proposition 5 are 1 for ideal states, measure-
ments, and transformations. Indeed, setting ρ˜G,0 = ρG,0, Λ = 1 and E˜H,b = EH,b for any fixed
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outcome b ∈ AH in eq. (23) and substituting in eqs. (6) and (7), we have that
(EH,b|h)(h|ρG,0) = 1
d|AH|
∑
g∈G
∑
h′∈H
(−1)〈h′,b〉(Ph′ |h)(h|Pg)
=
(−1)〈h,b〉
|AH| 1[h ∈ G ∩ H],
where we have used the normalization from eq. (16). Plugging this into eq. (23), we find that in
the ideal case,
Ah = 1[h ∈ G ∩ H]. (ideal case)
We refer to the coefficients Ah as SPAM coefficients (despite having a contribution from edge
noise terms) because the coefficients are the only model parameters affected by errors in the state
preparations and measurements. We see that the information contained in the likelihood function
is maximized when H = G.
Proposition 5 exactly quantifies the output of one call to RunCB(G,H,m). One could naively
obtain many samples ofRunCB(G,H,m) for different values ofm and perform a multi-exponential
fit to estimate the model parameters {Ah, fh : h ∈ H}. However, there are exponentially many such
parameters, making the fit and a rigorous theoretical treatment nigh impossible. We can resolve this
problem by transforming the output using the following lemma to obtain a new random variable
with a single exponential decay as in [20]. We note that considering syndrome measurements
instead of the two-outcome measurements considered in Refs. [20, 21] allows us to estimate multiple
random variables from the same data using the following procedure, which can significantly reduce
the sample complexity.
V(X,G, t,m): Estimator function for vector of SPAM-dependent Pauli fidelities.
1. Set V := 0.
2. For k = 1, . . . , t, Do
• Set z := RunCB(G,m),
• Set V +=∑x∈X(−1)〈x,z〉|x).
3. Return Vˆ = 1tV .
The elements in the output ofV(X,G, t,m) are correlated binomial variables, but their covariance
can also be exactly computed using the following lemma.
Lemma 6. Let V be the output of V(X,G, t,m). Under GTM noise, we have
µ = E[V ] =
∑
x∈X
Ax⊥f
m
x⊥ |x)
E
[
V V †
]
=
∑
x,x′∈X
1[x+ x′ ∈ Pn/G]Ax+x′ fmx+x′ |x)(x′|
where x⊥ is the component of x in Pn/G and the Ax are as in proposition 5, and, in particular,
are independent of m.
Proof. As the calls to RunCB(G,m) are independent, the expectation value of V is
µ = E[V ] =
∑
x∈X
∑
z∈AG
(−1)〈x,z〉Pr(Z = z)|x).
For any fixed x ∈ X, substituting in proposition 5 with H = G, noting we RunCB(G,m)), and
using lemma 1 gives
(x|µ = 1|AG|
∑
z∈AG
∑
g∈G
(−1)〈x+g,z〉fmg Ag
=
∑
g∈G
1[x+ g ∈ CAG ]fmg Ag.
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Note that for a stabilizer group G, CAG = P
n/G. The result then follows as G is a group and Pn
splits into G⊕ Pn/G.
Similarly, for fixed x, x′ ∈ X we have
(x|E[V V †]|x′) = ∑
z∈AH
(−1)〈x+x′,z〉Pr(Z = z) = (x+ x′|E[V ],
which completes the proof.
Since the elements of V are bounded, an average of sufficiently many independent samples will
converge quickly to the mean. The next proposition provides a simple and conservative tail bound
on the probability of estimates obtained using T samples will deviate from their mean by more
than ǫ. Specifically, we bound the failure probability of the following procedure, where we allow
X ⊆ G both for later analysis and to illustrate the fundamental scaling.
Proposition 7. Let G be a stabilizer group, X ⊆ G, and Vˆ be the output of V (X,G, t,m) for some
fixed positive integers t and m. Then for any ǫ > 0,
Pr(‖Vˆ − E(Vˆ )‖∞ ≥ ǫ) ≤ 2|X| exp(−tǫ2/2).
Proof. The proof follows trivially from the union bound and Hoeffding’s inequality [66] where each
element of Vˆ is in the interval [−1, 1].
Note that the above bound is very loose because, as shown in lemma 6, there are correlations
between the elements of Vˆ that are neglected when applying the union bound. However, we still
see that the sample complexity above in estimating Ajf
m
j is independent of the Pauli fidelities.
The precision in estimating the fidelities fj with a fixed failure probability will, however, depend
on the bare precision ǫ and on the specific values of m that we choose. In the next section we will
analyze a specific procedure and estimator to get bounds on this dependency.
IV. DATA FITTING AND ERROR ANALYSIS
To understand how the sequence lengths should be chosen to get a precise estimate of a Pauli
channel, we must introduce a specific estimation strategy. We use an estimator that samples Afm
at exponentially increasing values of m, and then we use only the data at the endpoints to obtain
a ratio estimator. We also ignore repeated elements from distinct stabilizer groups in a stabilizer
covering of a set. Our estimation strategy throws away a lot of data, but it has two advantages.
First, it is easy to analyze explicitly, and our proof is a straightforward adaption of the theorem
presented in Ref. [36]. Second, the endpoints are where the data are most sensitive, so discarding
the intermediate data is not as damaging as one might expect since not all points contribute equally
to the variance in the estimator. In what follows we use the notation Vi(g) = (g|Vi for the gth
element of Vi since the subscript real estate is occupied by the iteration index i.
Ratio(O,X, t) Ratio estimator for exponential regression of a stabilizer covering O of
a set X.
1. Set rˆx = NaN for all x ∈ X.
2. Set A := ∅.
3. For all G ∈ O, Do
(a) Set X′ := G\A.
(b) Set A := A ∪ G.
(c) Set Vˆ := V(X′,G, t, 0).
(d) Set m := 1.
(e) While ∃x ∈ X′ such that rˆx = NaN, Do
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• Set Wˆ := V(X′,G, t,m),
• For all x ∈ X′ such that rˆx = NaN, Do
– Set v := Vˆ (x) and w := Wˆ (x).
– If w ≤ v/3 and w, v > 0, Set rˆx := 1−
(
w/v
)1/m
;
– Else If w ≤ 0 or v ≤ 0, Set rˆx := 1.
• Set m := 2m
4. Return rˆX =
∑
x∈X rˆx|x).
This ratio estimator guarantees a pointwise multiplicative precision estimate of rX, at least
when certain mild assumptions hold that place us close to the regime of interest. This is where
the notions of c-weak and c-stable from section II C come into play. We will assume that the noise
map is 12 -weak, which in particular implies that fh ≥ 12 , or equivalently, that rh ≤ 12 . We will
also assume that each SPAM parameter Ah from eq. (23) is
1
2 -stable, so that Ah ≥ 12 . However,
the only thing that our proof really requires is that both A and f are bounded from below by a
positive constant, and the specific choice of 12 is motivated only by convenience.
We note that an equivalent theorem to the following can be proven if we remove the 12 -stable as-
sumption and instead assume that ǫ is chosen to give a relative precision proportional to minhAhfh
at each step instead of only a constant. However, this makes the statements about sample com-
plexity dependent on the SPAM parameters Ah. This obfuscates the actual sample complexity of
the procedure, so we prefer to add the stability assumption.
To understand how the set of sequence lengths κ should be chosen to get a precise estimate of
a Pauli channel, we must introduce the spectral gap of the channel, or of a subset of the channel
corresponding to the Paulis in the set X. Since a Pauli channel is already diagonal in the Pauli
basis, as in Eq. (19), and every trace-preserving channel has a largest absolute eigenvalue of 1, the
spectral gap ∆X = ∆X(Λ) of the Pauli channel Λ over the set X is given by
∆X = 1− max
j∈X\0
|fj |. (24)
In the most interesting regime, Λ is ǫ-weak for some ǫ < 1, and the absolute value is not necessary
because then all fidelities are positive. In that case, we have ∆X = minx∈X rx. When X = Pn, this
is exactly the spectral gap of the superoperator for the channel. Note that ∆X ≥ ∆Pn .
As we will now show, one can completely learn all the Pauli fidelities in X with relative precision
ǫ using a set κ of sequence lengths with |κ| = O(log 1∆X ) and mmax = maxκ = O( 1∆X ).
Proposition 8. Let X ⊆ Pn and O be a stabilizer covering of X. For any sufficiently small ǫ, δ > 0
and assuming 12 -weak,
1
2 -stable, GTM noise, the following holds with probability 1 − δ. Running
Ratio(O,X, t) with t = 2ǫ2 log
( 2|X||κ|
δ
)
uses a set κ of at most O
(
log 1∆X
)
sequence lengths m with
mmax = O
(
1
∆X
)
. Moreover, the output rˆX satisfies
|rˆx − rx| ≤ O(ǫ)rx .
Proof. The following proof of multiplicative precision is a modification of a similar result proven
recently in Ref. [36].
We begin by considering each iteration of the loop in step 3. Let t be a fixed integer, G ∈ O
be a fixed group, and X′ be the value in step 3a in the corresponding iteration of Ratio(O,X, t).
The inner loop (e) yields estimators Vˆm = V(X
′,G, t,m) for each m ∈ κ = {0, 1, 2, 4, . . . ,mmax}
for some yet-unspecified terminating sequence length mmax. Note that we do not store all these
intermediate estimators in the procedure as we only use them to prove correctness.
By proposition 7 and the union bound, for any fixed ǫ > 0,
|Vˆm(x)−Axfmx | ≤ ǫ
with probability at least 1 − δX′ where δX′ = 2|κ||X′| exp(−tǫ2/2). To bound the terminating
value mmax for each G ∈ O and hence prove the stated sample complexity, fix g ∈ G, let m
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be the corresponding value in the procedure when rˆx is assigned and w = Vˆm(X
′,G, t,m) and
u = Vˆm(X
′,G, t, ⌊m/2⌋). Then u, v, w satisfy the following inequalities
w
v
≤ 1
3
<
u
v
. (25)
For simplicity, we now use the notation f = fg and A = Ag. We also assume that m > 1 as
otherwise the proof is trivial. Let us define the deviations of u, v, w from their mean,
w −Afm =: ǫw , u−Afm/2 =: ǫu , and v −A =: ǫv .
By proposition 7, |ǫx| ≤ ǫ for x = u, v, w. Using the fact that A ≥ 1/2 for 12 -stable noise,
w
v
=
Afm + ǫw
A+ ǫv
=
(
1 + ǫvA
)−1 (
fm + ǫwA
) ≥ (1 + 2ǫ)−1 (fm − 2ǫ) . (26)
Similarly,
u
v
≤ (1− 2ǫ)−1
(
fm/2 + 2ǫ
)
(27)
w
v
≤ (1− 2ǫ)−1 (fm + 2ǫ) . (28)
Substituting eqs. (26) and (27) into eq. (25), we have(
1− 8ǫ
3
)2
< fm ≤ 1 + 8ǫ
3
. (29)
We have that r = 1 − f ≥ ∆X, and note that fm = (1 − r)m will satisfy eq. (29) for fixed ǫ if
and only if m = Θ(1/r).
To show that |rˆ− r| ≤ O(ǫ)r, we have to analyze the accuracy of the estimator (w/v)1/m. Using
eqs. (26) and (28), we have
(
fm + 2ǫ
1− 2ǫ
)1/m
≥ fˆ ≥
(
fm − 2ǫ
1 + 2ǫ
)1/m
. (30)
We can factor out the fm (since f > 0 as we have assumed the noise is 1/2-weak) and use the
lower bound from eq. (29) to find
f
(
1− 18ǫ/(1− 8ǫ)2
1 + 2ǫ
)1/m
< fˆ < f
(
1 + 18ǫ/(1− 8ǫ)2
1− 2ǫ
)1/m
. (31)
For sufficiently small ǫ, this implies
f
(
1−O(ǫ))1/m ≤ fˆ ≤ f(1 +O(ǫ))1/m . (32)
Now we Taylor expand around ǫ = 0 for sufficiently small ǫ and use 1m = Θ(r) to obtain the stated
accuracy.
Now let g ∈ X be the element that requires the largest value of mmax. Then the set of
sequence lengths κ used to estimate all the fa to within the stated precision with probabil-
ity at least 1 − δX′ is κ = {2i : i = 0, . . . , ℓ = log2(mmax)}. As mmax = Θ(1/rg), we have
|κ| − 1 = log2mmax = O
(
log 1∆X
)
, which is well defined as the noise is 1/2-weak by assumption.
The total failure probability is then at most δ where δ = 2|κ||X| exp(−2tǫ2/2) by the union bound.
Rearranging gives the stated sample complexity.
V. RECONSTRUCTING ERROR RATES FOR A GROUP
We have seen how we can estimate each of the Pauli fidelities fa of a Pauli channel for all a ∈ X
with a number of measurements that scales like O
(|O| log |X|) for any stabilizer covering O of X,
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assuming that ǫ, δ and the channel spectral gap ∆X are fixed. When X is a group, we can choose
O such that |O| ≤ √|X| + 1 using the construction in lemma 2, so the total number of samples
is at most O(
√|X| log |X|) (or even less if X has a nontrivial stabilizer subgroup). Moreover, the
precision of these estimates is multiplicative. We now show how the estimates of Pauli fidelities
can be used to estimate Pauli error rates.
Suppose we estimate all the Pauli fidelities of some group G (which could be the full Pauli group).
Then eq. (18) becomes
fG =WG,Pnp, (33)
where we use the shorthand vG to denote the vector with entries {vg : g ∈ G}. The columns
of WG,Pn for Paulis that differ by an element of CG are identical and so the corresponding Pauli
error rates cannot be distinguished using only the estimated Pauli fidelities. That is, we can
only reconstruct a marginal or coarse-grained probability distribution pAG over AG with marginal
probabilities
pAG,a =
∑
c∈CG
pa+c (34)
for a ∈ AG via
fG =WG,AGpAG . (35)
When G is the group generated by the stabilizers and logical operators of an error-correcting code,
the marginal probabilities give exactly the distribution of logical errors for each syndrome. This
marginal distribution can therefore be used to construct the maximum likelihood decoder for the
actual noise afflicting a device.
In practice, inverting eq. (35) to find the marginal error rates might be solved using, for example,
a non-negative least squares solver, being careful to take the nontrivial covariance into account as
well when estimating the errors. However, to prove concrete theorems, we will use the estimator
pˆAG =
[
W−1
G,AG
fˆG
]
D =
[|G|−1WAG,GfˆG]D (36)
using lemma 4. Here we use the notation [v]D to mean taking a k-dimensional vector v and
projecting it to the nearest point (according to a Euclidean metric) in the k-point simplex, which
we denote D, with the dimension being inferred from the context. The informal statement in
result 1 follows as ‖rG‖∞ ≤ 2(1− p0) by [21, Lemma 4].
Proposition 9. Let G be a group of Pauli matrices with a maximal stabilizer subgroup S. Then,
under the conditions of proposition 8, an estimator pˆAG of pAG satisfying
‖pˆAG − pAG‖2 ≤ O(ǫ)‖rG‖∞
with probability at least 1− δ can be obtained using t = 2ǫ2 log
( 2|κ||G|
δ
)
measurements per round for
|κ|(√|G/S|+ 1) rounds, where |κ| = O(log 1∆G ) and mmax = O( 1∆G ) is the longest sequence length
used.
Proof. Suppose we have an estimator rˆG satisfying
‖rˆG − rG‖∞ ≤ ǫ0.
First note that projecting to the simplex can only decrease the error, that is,
‖pˆAG − pAG‖2 ≤ ‖|G|−1WAG,G(rˆG − rG)‖2.
By lemma 4 and using CAG ∩G = 0, |G|−1/2WAG,G is a unitary transformation on the space vG, so,
using a standard norm equivalence,
‖pˆAG − pAG‖2 ≤ |G|−1/2‖rˆG − rG‖2 ≤ ‖rˆG − rG‖∞ ≤ ǫ0. (37)
Under the conditions of proposition 8, ǫ0 ≤ O(ǫ)‖rG‖∞. The bound on the number of rounds and
the total number of measurements follows from the bound on the size of a stabilizer covering of G
from lemma 2.
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In the special case that the group G = Pn, proposition 9 provides a direct method for estimating
the Pauli projection of a noise channel and gives pointwise precision to within O(ǫ)(1− p0), where
p0 is the probability of no error. Because of its frequent use in applications, it may be desirable to
state the following corollary of proposition 9 in terms of the diamond distance.
Corollary 10. Let Λ = EPn ∣∣
G
be the restriction to a subgroup G ⊆ Pn of the Pauli projection of a
channel E. For any sufficiently small ǫ, δ ≥ 0, an estimate Λˆ of any 12 -weak, 12 -stable, GTM noise
model Λ can be reconstructed with
‖Λˆ− Λ‖⋄ ≤ O(ǫ)‖IG − Λ‖F
using O
[
|κ||G|1/2
ǫ2 log
( |κ||G|
δ
)]
samples with |κ| = O(log(1/∆)) and sequence lengths at most O(1/∆).
Proof. This follows from eq. (37) in proposition 9 using the norm equivalence
|G|−1/2‖pˆAG − pAG‖1 ≤ ‖pˆAG − pAG‖2 ,
with ‖rˆG−rG‖2 ≤ O(ǫ)‖rG‖2 from proposition 8 and ‖rG‖2 = ‖IG−Λ‖F , where IG is the restriction
of the identity channel to G.
VI. RECONSTRUCTING A SUBSET OF ERRORS
We have shown that all Pauli error rates for a marginal model can be reliably reconstructed
with substantially fewer resources than might have been anticipated. However, reconstructing an
exponential number of probabilities is manifestly inefficient. We now show how to reconstruct the
dominant error rates in an approximately sparse noise model. The motivating application is that
errors can be divided into a “background” noise process due to, e.g., T1/T2 lifetimes, and some
additional errors that arise from unknown couplings. The goal is to learn these couplings and
either determine the physical mechanism causing them and eliminate them via re-engineering the
device or to introduce compensating pulses.
To set the scale for the number of dominant error rates, consider a background local depolarizing
process on n qubits where independent single-qubit errors occur with probability p. Then a weight
w error (that is, an error that acts nontrivially on w qubits) occurs with probability
(
n
w
)
(1 −
p)n−wpw. For np ≪ 1 (where, e.g., 50 qubits with p = 0.001 is approximately the current state
of the art), the probability of an error with more than weight 1 is approximately (np)2/2. Now
suppose an additional noise process is mixed in that, with probability p′ uniformly at random
applies one of t additional errors with no a priori structure, representing, e.g., unknown correlated
errors. Then 3n+ t errors account for almost all of the errors in the device.
We first show how to use the Ratio subroutine to estimate the probabilities of all errors within
an arbitrary set E. Formally, we will prove pointwise precision to within O(ǫ)(1 − p0), where p0
is the probability of no error. By eq. (21) we have 1 − p0 = (1 + 1/d)r where r is the so-called
average error rate. We will then present a divide-and-conquer routine to efficiently identify a set
E of fixed size that can be used to identify correlated errors. The informal version of the following
theorem stated as result 2 in the introduction follows from using the trivial stabilizer covering O
of X with |O| = |X|.
Theorem 11. For any set E ⊆ Pn, an estimator pˆE of pE satisfying
‖pˆE − pE‖∞ ≤ O(ǫ)(1 − p0)
with probability at least 1 − δ can be obtained from the output of Ratio(O,X, t) using a random
set X ⊆ Pn with |X| = 1ǫ2 log(4|E|/δ), any stabilizer covering O of X, and t = 1ǫ2 log(4|X||κ|/δ)
measurements per round for |O| rounds.
18
Proof. By eq. (18) and lemmas 1 and 4, we have
pa = (a|W−1f = 1|Pn|Wa,Pf
= Eb∈Pn
[
(−1)〈a,b〉fb
]
= 1[a = 0]− Eb∈Pn
[
(−1)〈a,b〉rb
]
for any a ∈ Pn. Let X ⊆ Pn be a set with |X| elements sampled independently and uniformly at
random without replacement and
p˜a = 1[a = 0]− Eb∈X
[
(−1)〈a,b〉rb
]
.
By [21, Lemma 4], we have rb ∈ [0, 2(1− p0)] for all b ∈ Pn. Applying Serfling’s inequality [67] to
the first term gives
Pr
(|p˜a − pa| ≥ ǫ(1− p0)) ≤ 2e−|X|ǫ2/2(1−|X|/|Pn|) ≤ 2e−|X|ǫ2/2 =: δ/2. (38)
Now suppose we have estimates rˆb of rb for all b ∈ X and let
pˆa = 1[a = 0]− Eb∈X
[
(−1)〈a,b〉rˆb
]
. (39)
By the triangle inequality and eq. (38), we have that with probability at least 1− δ/2,
|pˆa − pa| ≤ ǫ(1− p0) +
∣∣Eb∈X(−1)〈a,b〉(rˆb − rb)∣∣ .
By proposition 8, |rˆb − rb| ≤ O(ǫ)rb with probability at least 1 − δ/2 using t = 2ǫ2 log
( 4|X||κ|
δ
)
measurements per round. Therefore by the union bound, we have that with probability at least
1− δ,
|pˆa − pa| ≤ O(ǫ)(1 − p0)
for any a ∈ Pn. The final result holds for any set E ⊆ Pn by the union bound, redefining
δ → δ/|E|.
We now provide a search heuristic to identify sets E of interest using a function Select that
returns the indices (as Pauli operators) of entries in a vector p of probabilities satisfying a desired
condition. We use three additional subroutines in what follows. Choose(A, b) returns a set of
min{b, |A|} elements of A chosen uniformly at random without replacement. Cover(F) returns any
valid stabilizer covering of a set F ⊆ Pn. Ratio is as described in section IV. For any A ⊂ N, let
PA
∼= P|A| be the set of Pauli operators that act trivially on all qubits not in A and the support of
a set supp(X) ⊆ Pn be the set of qubits that are acted on nontrivially by some element of X.
TreeReconstruction(t,Select, u, n) Reconstruct an n-qubit error model using a
function Select to select error terms at each stage of the iteration.
1. Set E′ := {P{j} : j ∈ Zn}.
2. For j = 0, 1, . . . , ⌈log2 n⌉, Do
(a) Set E := E′.
(b) Set F := ∅.
(c) For each e ∈ E, Do
• Set F := F ∪Choose(Psupp(e), u).
(d) Set O := Cover
(∪f∈F f).
(e) Set r := Ratio(O,∪f∈F f, t).
(f) Set E′ := ∅.
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(g) For k = 0, 1, . . . , |E| − 1, Do
• Set p :=
∑
e∈Ek
Ex∈Fk(−1)〈e,x〉rx|e).
• Set Ek := Select(p).
• If k is odd, Set E′ := E′ ∪ {Ek−1 ⊗ Ek}.
(h) If |E| is odd, set E′ := E′ ∪ {E|E|−1}.
3. Return p :=
∑
e∈E0
Ex∈F0(−1)〈e,x〉rx|e).
Theorem 12. Let Select be any function, u be any positive integer and Cover(X) return the
trivial cover from lemma 2. Then for sufficiently large t, TreeReconstruction(t,Select, u, n)
uses O
(
utn log(1/∆)
)
measurements.
Proof. At step 2(c) in the jth iteration, we are guaranteed that each of the at most 2j subsets
of F each contain at most u terms. Therefore | ∪f∈F f | = |O| ≤ 2⌈log2(n)⌉−ju in each iteration.
For sufficiently large t, Ratio(O,∪f∈F f, t) uses t measurements for each of |O||κ| rounds where
|κ| = O(log 1∆). Therefore the jth iteration uses O(2⌈log2(n)⌉−jut log 1∆) measurements. Summing
over j = 0, . . . , ⌈log2 n⌉ completes the proof.
A natural choice of Select is the function that returns the indices of the s largest elements of
the input p. With this function, TreeReconstruction will heuristically return a set E that is
a good s-sparse approximation of the Pauli channel. We note that we do not attempt to prove
that the resulting set is a best s-sparse approximation, that is, that it is a maximizer (or near-
maximizer) of ‖pE‖1 over all E of size s. It would be possible to prove an upper bound on how close
it gets to an optimal approximation by estimating the precision of each error in the set to high
precision and backtracking if
∑
e∈Ek pe is below some threshold value at any iteration. However, a
rigorous statement along these lines would likely only hold with impractical amounts of resources
or a tighter analysis of the distribution of the output of Ratio. We leave the question of provable
approximation ratios to future work.
We also note that a better run-time may be achieved in this setting using methods for recon-
structing a sparse signal from few measurements [68–70]. Specifically, the present variant can
be cast in a similar form to sparse Fourier and Hadamard transforms [71–74]. However, it is an
open question if the methods in those references can be adapted to the symplectic structure of the
Pauli group to achieve near-optimal sparse reconstruction. Moreover, while finding such a set is
desirable, we do not require any property of the set E for the reconstruction of pE to be pointwise
convergent. Thus, when the heuristic converges to a sparse set with large measure it is a certificate
of correctness since each estimate in the set is pointwise accurate.
Another interesting choice of Select is a function that returns the indices of errors that do not fit
a background model. The most natural background model is for independent single-qubit errors,
which can be directly estimated using theorem 11.
VII. BOUNDED DEGREE GRAPHICAL MODELS
In this section we show how the reconstruction procedures above for complete Pauli channels
can be used to learn a Pauli channel on n qubits with bounded degree correlations. It will be
convenient to adopt a slightly different notation than what was used previously that treats the
probability distribution p over Pauli errors as a function of a random variable rather than a vector.
That is, we write p(x) for the probability of the string of Paulis x, p(x|y) for the conditional
probability of x given y, and so on. In particular, if p(x,y) is a joint distribution, then we write
p(x) for the marginal. We will now review some concepts from the field of probabilistic graphical
models; see Ref. [75] for an introduction.
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FIG. 1. An example of a factor graph. The factors are the black squares and the variable nodes are the
white circles. This is also an example of a bounded degree factor graph because each each variable belongs
to at most 4 factors, and each factor couples only 4 variables.
Probabilistic graphical models are, at the most basic level, probability distributions over collec-
tions of random variables where the dependency structure between the variables is specified by a
bipartite graph called a factor graph. Consider a collection of random variables with xj denoting
the jth random variable. The variable x will be a random n-qubit Pauli, with xj being the jth
tensor factor (i.e., the single-qubit Pauli acting on qubit j), but we leave the discussion more gen-
eral for the moment. Suppose that there exist factors Ck that are subsets of the random variables
such that the joint probability distribution p over all the xj obeys
p(x) =
1
Z
∏
k
φk(xCk), (40)
where φk : xCk → R+ are strictly positive functions called factor potentials supported on the
factors; the argument of φk is shorthand notation for the subset of variables contained in a factor,
xC = {xj : j ∈ C}; and Z is a normalization constant called the partition function. (Note that
some authors use the term factor potential to refer instead to logφk.) Then the factor graph for
this model is the bipartite graph with one set of nodes labeled by the variable labels j and the
other set of nodes labeled by the factors Ck, and an edge between j and Ck if and only if xj ∈ Ck.
Such a factorized strictly positive probability distribution is known as a Gibbs random field since
the factor potentials play the role of exponentiated energy potentials in the Gibbs distribution
of a statistical mechanical model. Note that there always exists a Gibbs random field for any
probability distribution, although the factor graph may be trivial, that is, contain only one factor.
The structure of a nontrivial factor graph implies that not all variables in x can be arbitrarily
correlated. In particular, the correlation is controlled by the Markov blanket x∂S of a subset of
variables xS , where the set ∂S is defined as
∂S =
⋃
k
{Ck : Ck ∩ S 6= ∅} − S. (41)
That is, it is the set of variables that are adjacent to S via a factor node in the factor graph, but
excluding S itself. We will refer to both ∂S and x∂S as the Markov blankets of both S and xS
with context resolving any ambiguity. The closure S¯ is the union of a set and its Markov blanket,
S¯ = S ∪ ∂S.
The celebrated Hammersley-Clifford theorem [38, 76] describes how the Markov blanket controls
the dependency between variables in a Gibbs random field. The variables xA and xAc , where A
c is
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the complement of A, obey the following conditional independence relation in terms of the Markov
blanket of A,
p(xA|xAc) = p(xA|x∂A). (42)
This relation, known as the local Markov property, states that the variables in a set A have only
bounded correlation in the sense that they are conditionally independent of any other variables
outside of their Markov blanket ∂A.
To illustrate some of these concepts, consider the example factor graph given in fig. 1. Here
the factors are the neighborhoods of the black squares, so for example C1 = {x1, x2, x5, x6}. The
Markov blanket of x1 is given by {x2, x5, x6}, and the Markov blanket of {x1, x5} is {x2, x6, x9, x10}.
The closure of {x1, x2} is {x1, x2, x3, x5, x6, x7}. The variable x1 is conditionally independent
of every variable except {x2, x5, x6} and the set of random variables {x6, x7, x10, x11} depends
conditionally on every other variable.
We will provide an estimate of a Gibbs random field by estimating the factor potentials. We will
not provide estimates for the partition function because estimating general partition functions is
believed to be computationally hard [77, 78], and so properly normalizing our probability estimate
will in general be intractable. However, there are still several cases of practical interest where this is
provably not the case. For example, when the factor graph is a tree, and when p(0) is not too small
to be estimated via sampling. Even without being able to efficiently compute the normalization
exactly, either heuristics could be used, or ratios of probabilities can be used unconditionally.
Ratios of probabilities are all that is needed in, for example, most Monte Carlo methods. However,
as we now show, the error on the renormalized distribution can be bounded by the error on the
factor potentials without needing to obtain the partition functions.
Lemma 13. Let p and q be Gibbs random fields with the same factor graph and factorizations
p(x) = 1Zp
∏
C φp,C(xC) and q(x) =
1
Zq
∏
C φq,C(xC) respectively. Then
‖p− q‖1 ≤
∑
C
max
xC
|log φp,C(xC)φq,C(xC) |.
Proof. We begin by recalling Pinsker’s inequality [79], one form of which is given by
‖p− q‖21 ≤ D(p‖q) +D(q‖p) (43)
where D(p‖q) is the relative entropy, defined by
D(p‖q) =
∑
x
p(x) log p(x)q(x) .
Thus it suffices to bound the symmetric relative entropy, which simplifies to
D(p‖q) +D(q‖p) =
∑
x
[p(x)− q(x)] log p(x)q(x)
for any probability distributions p and q. Substituting the definitions of the Gibbs random fields
into the logarithms, we have
D(p‖q) +D(q‖p) =
∑
x
[p(x)− q(x)]
[
log
Zp
Zq
+
∑
C
log
φp,C
φq,C
]
=
∑
C
∑
x
[p(x)− q(x)] log φp,Cφq,C ,
where to obtain the second line we have used the fact that Zp and Zq are independent of x and that∑
x
p(x) − q(x) = 0, which holds as p and q are probability distributions. By applying Holder’s
inequality separately for each C, we obtain
D(p‖q) +D(q‖p) ≤
∑
C
‖p− q‖1max
x
| log φp,Cφq,C |
≤
∑
C
‖p− q‖1max
xC
| log φp,Cφq,C |,
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where the second line follows from the bounded dependence of the factors. Substituting the bound
on the symmetric relative entropy into eq. (43) and canceling the common factor of ‖p− q‖1 gives
the desired result.
Given a probability distribution p(x) that is a Gibbs random field, the choice of factor potentials
and partition function are not unique. However, the Hammersley-Clifford theorem also gives an
explicit description of a certain canonical choice for the factor potentials as a function of the
marginal probability distributions on the factors and their Markov blankets, as well as an explicit
partition function. It is this description that we will use for our estimators below. We use the
parameterization from Abbeel et al. [57] that applies directly to factor graphs (as opposed to less
general formulations like Bayesian networks or Markov random fields) and makes explicit use of
the local Markov property. We first fix a fiducial assignment to x which we call 0. This is simply
a reference value and can be any arbitrary fixed assignment to x; however we will see below that
a convenient choice for our purposes will be to choose as a reference value the “identity Pauli”
outcome for each variable. Next we will augment the factors in our graph and consider 2Ck , the set
of all subsets of Ck. The union of all of these, minus the empty set, defines a new, larger collection
of factors C∗, given explicitly by
C
∗ =
⋃
k
2Ck − ∅. (44)
Next, given a factor C∗k ∈ C∗, define the canonical factor potential for C∗k by
logφk(xC∗k ) =
∑
S⊆C∗k
(−1)|C∗k |−|S| log p(xS |0∂S). (45)
Let Cj be a factor such that C
∗
k ∈ 2Cj . Then every S ⊂ C∗k is also a subset of Cj and so every
probability on the right-hand-side of eq. (45) depends only upon C¯j , the closure of Cj with its
Markov blanket. That is, for all S in the sum we have
S ⊆ C∗k ∪ ∂C∗k ⊆ Cj ∪ ∂Cj = C¯j . (46)
Therefore each φk is determined by p(xC¯j) for some factor Cj . If each C¯j has constant size, each
logφk is completely determined by a small amount of data.
The Gibbs random field can now be expressed in terms of the canonical factor potentials as
p(x) = p(0)
∏
C∗j ∈C∗
φj(xC∗j ). (47)
We note that 1/p(0) plays the role of the partition function Z and can be independently estimated
via theorem 11.
The error bounds below are derived assuming that an independent estimate is obtained for each
of the raw factors in the canonical factor decomposition. This adds a constant factor overhead to
the overall sample complexity (when the degree of the factor graph is bounded). This overhead
could be avoided by using estimates from a covering set of marginals and then directly computing
estimates of the marginals on the subfactors, that is, on the subsets of the factors. However, this
might bias the overall estimate somewhat and would complicate the analysis presented below, so
we leave an understanding of this more efficient protocol to future work.
Importantly, the estimates for the individual raw factors will not generally be self-consistent, and
expressing this requires careful notation. Let pˆS(xS) denote an empirical estimate of the marginal
distribution p(xS) for a set S, which in our case will be obtained from proposition 9. Then for
two sets A,B such that S ⊂ A, S ⊂ B and A 6= B, the two marginal distributions obtained over
S from the empirical estimates do not need to agree, that is,∑
xA−S
pˆA(xA−S,xS) 6=
∑
xB−S
pˆB(xB−S ,xS) . (48)
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Indeed, they will generically not agree in the presence of sampling errors. Moreover, neither
will generally agree with the corresponding marginal of the global reconstruction q obtained by
substituting the pˆS into eq. (45). Thus, the canonical factor potentials are essential to round each
of the local empirical marginals into a global coherent probability distribution with self-consistent
local marginals.
As a final difficulty, we cannot use an estimate of p(0) as the partition function to exactly
normalize the empirically reconstructed distribution. Fortunately, as shown in lemma 13, we do
not need to know the exact value of the partition function for the empirical distribution to bound
the error between our empirical estimate and the true distribution.
Our estimator of the global Gibbs distribution is as follows. We will simply use the expressions
in eqs. (45) and (47) where empirical estimates of the local conditional probabilities are used in
place of the exact distributions. These can be obtained by using proposition 9 to estimate the
complete marginal on the closure of each factor, C¯. When an estimate q is obtained in this way,
we say that q is a canonical estimator of p.
Definition 4 (Canonical estimator). Given a Gibbs random field p with known factor graph C,
a distribution q = q
({pˆC¯ : C ∈ C⋆}) obtained by substituting empirical estimates {pˆC¯ : C ∈ C⋆}
into eqs. (45) and (47) is called a canonical estimator of p.
We now bound the error on our empirical estimate assuming it has been properly normalized.
In order to obtain a nontrivial bound, we require that the empirical estimates of the marginal
probabilities used to estimate the factor potentials are sufficiently close to their true values. We
also require that the true and estimated values are strictly positive, a point that we will quantify
below. Finally, we will also use the bound on the number of variables that are in any given factor,
defining
ν := max
C∈C
|C| (49)
to be the maximum degree of all the factors.
Lemma 14. Let p be a Gibbs random field with a factor graph C and factorization 1Zp
∏
C∈C φp,C ,
let N be the number of factors in C, and let ν be the maximum degree of all the factors. Then any
canonical estimator q satisfies
‖p− q‖1 ≤ N3ν max
xC
∣∣log p(xC |0∂C)pˆC¯(xC |0∂C) ∣∣, (50)
where the maximum is over all variables xC in either a factor or a subfactor in C.
Proof. Applying lemma 13 to the canonical factor decomposition gives
‖p− q‖1 ≤
∑
Ck∈C
∑
S⊆Ck
max
xS
∣∣log φp,S(xS)φq,S(xS) ∣∣.
Using the canonical factor potentials from eq. (45), we have
(−1)|S| log φp,S(xS)φq,S(xS) =
∑
R⊆S
(−1)|R| log p(xR|0∂R)pˆR¯(xR|0∂R) .
Taking the absolute value and using the triangle inequality over the 2|S| subsets of S, we obtain
‖p− q‖1 ≤
∑
Ck∈C
∑
S⊆Ck
∑
R⊆S
max
xR
∣∣log p(xR|0∂R)pˆR¯(xR|0∂R) ∣∣
≤ N3ν max
xC
∣∣log p(xC |0∂C)pˆC¯(xC |0∂C) ∣∣ ,
where in the last line we used the bound on the number of factors N , the bound on the degree of
the factors |Ck| ≤ ν, and the identity
∑
A⊆B⊆C 1 = 3
|C|. The maximization in the last line is over
all variables xC where C is a factor or a subfactor, and the result is immediate.
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The next lemmas let us translate the previous bound in terms of the logarithms of the conditional
marginals and their empirical estimates into a bound in terms of the quantities that we naturally
have control over, namely the (non-conditional) marginals and their empirical estimates.
Lemma 15. For ab > 0,
∣∣log ab ∣∣ ≤ |a−b|√ab .
Proof. This result is a consequence of a simpler inequality in terms of a single variable. For x ≥ 1
we can use the integral representation of log x and the Cauchy-Schwarz inequality to obtain
log x =
∫ x
1
1
z
dz ≤
(∫ x
1
dz
)1/2(∫ x
1
1
z2
dz
)1/2
=
√
x− 1√
x
(x ≥ 1).
Multiplying by −1, we find
− logx = log 1x ≥ −
√
x+
1√
x
,
and by letting 0 < z = 1/x ≤ 1, we see that the reverse inequality is true in the interval x ∈ (0, 1].
This establishes that for all x > 0,
|log x| ≤ ∣∣√x− 1√
x
∣∣.
The lemma follows by letting x = a/b for ab > 0 and using some basic algebra.
Lemma 16. For any two strictly positive probability distributions p(x, y), q(x, y) on alphabets X,Y
and for any fixed elements x ∈ X and y ∈ Y we have
∣∣log p(x|y)q(x|y) ∣∣ ≤ |p(x, y)− q(x, y)|+ |p(y)− q(y)|p(y)√p(x|y)q(x|y) .
Proof. By lemma 15, we have
∣∣log p(x|y)q(x|y) ∣∣ ≤ |p(x|y) − q(x|y)|√p(x|y)q(x|y) .
From the definition of conditional probability, the triangle inequality, and the fact that p and q are
probability distributions, we then have
|p(x|y)− q(x|y)| = 1
p(y)
∣∣p(x, y)− q(x, y) + q(x|y)[q(y)− p(y)]∣∣
≤ |p(x, y)− q(x, y)|+ |q(y)− p(y)|
p(y)
.
Combining these two inequalities yields the desired bound. We remark that this proof works equally
well with p ↔ q, so the p(y) in the denominator could also be replaced with max{p(y), q(y)} to
get a stronger bound.
The following definitions help facilitate a direct application of proposition 8 to the problem of
learning the parameters of a Pauli channel with a bounded-degree factor graph. Here, as before,
the minimizations in these definitions are over every factor or subfactor in the factor graph of p
and q. We first introduce a quantitative notion of positivity given by the minimum geometric mean
marginal probability over a factor C, defined by
G(p, q) := min
xC
√
p(xC |0∂C)q(xC |0∂C) (51)
for the fixed but arbitrary outcome 0∂C . We will also quantify the deviation of the local marginals
from their empirical estimates by introducing the following error parameters. Let
ǫ1 := max
xC
∣∣p(xC ,0∂C)− pˆC¯(xC ,0∂C)∣∣ and ǫ2 := max
∂C
∣∣p(0∂C)− pˆC¯(0∂C)∣∣ . (52)
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For Pauli channels with maximum degree ν, the triangle inequality shows that ǫ2 ≤ 4νǫ1. Finally,
we introduce
γ := min
∂C
p(0∂C) . (53)
From these definitions, we have the following lemma.
Lemma 17. Let p be a Gibbs random field with a factor graph C and factorization 1Zp
∏
C∈C φp,C ,
let N be the number of factors in C, and let ν be the maximum degree of all the factors. Then any
canonical estimator q satisfies
‖p− q‖1 ≤ N3
ν
γG
(ǫ1 + ǫ2), (54)
where G is as in eq. (51), ǫ1, ǫ2 are as in eq. (52), and γ is as in eq. (53).
Proof. The result follows immediately by combining lemma 14 with lemma 16 and the definitions
in eqs. (51) to (53).
Lemma 17 can be used together with our procedure for learning local marginal distributions
(that is, complete Pauli noise models on a subset of qubits) to obtain a global guarantee on the
1-norm error between our estimate and the true distribution. As we see in the lemma, the quality
of the estimate will depend on two quantities related to the local marginals as well as the precision
of our local estimate, ǫ from proposition 9. The first additional quantity is the local marginal that
is furthest from the noiseless case, as quantified by the 2-norm,
r⋆ = max
C
‖1I − p(xC¯)‖∞. (55)
Note that by eq. (21) we have ‖1I−p(xC¯)‖∞ ≤ ‖1I−p(xC¯)‖1 = 2 d+1d r ≤ 3r where r is the average
error rate of the local noise channel supported on C¯, so we expect that this term is small. The
second is the minimum geometric mean marginal probability from eq. (51). Finally, the geometry
of the factor graph is also important. We will need to use the bounded degree assumption to get a
bound on |C¯| that is independent of n and N . We will quantify the geometry of the factor graph
by defining, in analogy with the definition of ν from eq. (49),
ν¯ := max
C
|C¯| . (56)
In general ν¯ can depend on both n and N , but it is O(1) for factor graphs having factors of bounded
size and where each variable participates in a bounded number of factors. From these quantities,
we have the following global guarantee.
Proposition 18. Let p be a Gibbs distribution with a known factor graph C having N factors, n
variables, and ν¯ = O(1) such that p corresponds to the Pauli error rates for a quantum channel.
Suppose that this noisy channel is GTM, 12 -weak,
1
2 -stable, and that ∆C¯ = O(1). Then there exists
a canonical estimator q such that for all sufficiently small ǫ > 0, using T samples with
T = O
(
N2
G2ǫ2
log
(
N
δ
))
(57)
we have, with probability at least 1− δ,
‖p− q‖1 ≤ ǫr⋆ . (58)
Moreover, an estimate proportional to q can be found in time poly(n).
Proof. We construct the following canonical estimator q. Using RunCB and Ratio, we obtain
estimates of the marginal distribution pˆC¯(xC¯) for every factor C of the graph. By proposition 9,
each of these estimates can be obtained such that
‖pˆC¯(xC¯)− pC¯(xC¯)‖2 ≤ O(1)ǫr⋆ ,
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with probability δ using TC¯ = O
(
1
ǫ2 log
1
δ
)
samples per marginal. Here the big-O notation hides
factors of κ = O
(
log 1∆C¯
)
where ∆C¯ is the spectral gap of the marginal channel as defined in
eq. (24), but these are O(1) by assumption. By the triangle inequality, these bounds apply to
any marginals that are computed from these estimates as well, so they can also be applied to the
subfactors in the canonical factor decomposition.
The above bounds for the empirical marginals imply that ǫ1 and ǫ2 from eq. (52) are also both
bounded as ǫ1, ǫ2 ≤ O(1)ǫr⋆ with probability at least 1−Nδ. Because the noise is assumed to be
1/2-weak, we also have that γ from eq. (53) is bounded as γ ≥ 1/2. Now applying lemma 17, we
have a canonical estimator q such that with probability at least 1− δ
‖p− q‖1 ≤ O(1)N
G
ǫr⋆ (59)
using T = O
(
N
ǫ2 log
N
δ
)
samples.
This sample complexity can be improved by a factor of N as follows. Consider the graph whose
vertices are the closures of each factor, C¯, and whose edges are present if and only if C¯1 ∩ C¯2 6= ∅.
Because the factor graph is assumed to have constant degree, this adjacency graph also has constant
degree, and so the C¯ vertices can be partitioned into a constant number of independent sets. By
construction, nonadjacent factors are conditionally independent, and so they can be estimated from
the same sample. That is to say, each independent set can be chosen to comprise Ω(N) vertices,
and the constituent marginals associated to these factors can be estimated in parallel. Such a
choice can be found in polynomial time in N using, e.g., a greedy algorithm. The estimation is
repeated across the O(1) distinct independent sets, which reduces the sample complexity by a
factor of O(N), as claimed.
The final result is obtained by rescaling ǫ to ǫ/N . As all the factors are assumed to have size
O(1), the canonical estimator q can be constructed in polynomial time in n (or equivalently N)
except for the normalizing factor.
Finally, we demonstrate that significantly better bounds that scale as
√
n can be obtained in
terms of the differences between the marginal distributions of p and q. The following bound
is difficult to apply theoretically because we cannot directly compute or bound the marginals
of the empirical distribution without first computing or bounding the partition function for the
reconstructed distribution. However, the marginals of the true probability distribution can be
accurately estimated by proposition 8 and the marginals of the empirical distribution can be
estimated heuristically by Monte Carlo sampling from the factor potentials.
Lemma 19. Given two Gibbs random fields p and q on n variables with the same factor graph,
we have the bound
‖p− q‖1 ≤
√
nmax
u
1√
q⋆u
∥∥p(xu¯)− q(xu¯)∥∥2, (60)
where q⋆u = minxu¯ q(xu¯) and u¯ denotes the closure u ∪ ∂u of u.
Proof. We will bound the relative entropy and then use Pinsker’s inequality. Recall the chain rule
for relative entropy [80],
D
(
p(x, y|z)‖q(x, y|z)) = D(p(y|z)‖q(y|z))+D(p(x|y, z)‖q(x|y, z)).
By iteratively applying the chain rule to each variable, we have
D
(
p‖q) = n∑
u=1
D
(
p(xu|x>u)‖q(xu|x>u)
)
=
n∑
u=1
D
(
p(xu|x∂+u)‖q(xu|x∂+u)
)
,
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where in the second step we use the local Markov property to restrict the conditioning to the
remaining part of the Markov blanket of u, which we denote x∂+u. Because the relative entropy
is positive, the chain rule also proves that marginalizing or conditioning on random variables only
decreases the relative entropy. Therefore, we can add back the variables from the Markov blanket
of u to get the upper bound
D
(
p‖q) ≤ n∑
u=1
D
(
p(xu¯)‖q(xu¯)
)
.
Now we note that from log x ≤ x− 1 we have
D
(
p‖q)+D(q‖p) =∑
x
(
p(x)− q(x)
)
log p(x)q(x) ≤
∑
x
(
p(x)− q(x))2
q(x)
≤ 1
minx q(x)
∥∥p− q∥∥2
2
.
The result then follows by applying this bound term by term, taking a maximum, and then
substituting into eq. (43).
VIII. CONCLUSION
We have shown that Pauli channels can be learned with high precision using far fewer resources
than previous methods. As noise can be engineered to be effectively Pauli noise using randomized
compiling [2], the methods described here should be broadly applicable to learning the residual
noise under randomized compiling for large-scale devices, and, as such, represent a paradigm shift
for characterizing quantum hardware.
We envision hardware developers using the description of the noise to efficiently discover pre-
viously unknown properties of devices beyond regimes that have been explored at present. This
should enable engineering effects to be concentrated on removing the most relevant residual er-
rors. Moreover, we envision theoretical efforts that will result in error mitigation and correction
techniques that are tailored to the specific noise afflicting a device as reconstructed using the
methods in this paper. Such techniques will result in substantially better device performance by
enabling optimized design of codes and decoders, bespoke fault tolerance schemes, and error-aware
compiling for quantum simulation.
While we have proven rigorous upper bounds, many interesting open questions remain. For
example, we have not attempted to prove lower bounds on the problems that we study in this work.
It would be interesting to prove such bounds or to find procedures with even better asymptotic
scaling.
Other natural avenues for future work are to explicitly prove robustness to gate-dependent noise
and to generalize the method to estimate the noise on an interleaved Clifford gate [81]. We have
also proven our convergence guarantees in the idealized “single-shot” regime of Ref. [82]. It should
be straightforward to generalize our arguments to handle the reuse of individual sequences instead
of using a fresh random sequence each time. We have also made exclusive use of the qubit Pauli
group, but it would be interesting to extend this work to d-level quantum systems as well and more
formally incorporate techniques from compressed sensing.
For the reconstruction of Pauli channels as Markov random fields, it should also be possible
to incorporate structure learning techniques [56–60] to learn the dependency structure. If the
correlations are promised to be bounded degree, then we expect that structure learning can be
also be done efficiently, in time poly(n) in the number of qubits. The sample complexity can be
improved by making use of parallel samples on the same system so long as the measurements being
used in parallel lie in disjoint neighborhoods of the factor graph. This can be used to improve the
efficiency still further. Finally, a natural generalization of this idea is to learn a matrix product
operator quantum channel [83, 84]. The state and unitary analogs of this idea have been explored
before [49, 50], but not yet in a way that is robust to SPAM errors. Perhaps combining the ideas
in the present paper with those of Kimmel et al. [53] could lead to a more general procedure.
28
Finally, there is the practical application of our methods to real world quantum devices. A first
exploration along these lines can be found in a companion paper by R. Harper and the present
authors [39].
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