ABSTRACT. In this article we provide new explicit Chebyshev's bounds for the prime counting function ψ(x). The proof relies on two new arguments: smoothing the prime counting function which allows to generalize the previous approaches, and a new explicit zero density estimate for the zeros of the Riemann zeta function.
This estimate is a core tool in solving many problems in number theory and an explicit form of it turns out to be very useful in a wide range of problems. In this article, we investigate explicit bounds (also known as Chebyshev's bounds) for the error term
For instance, the main article of reference [20] in this subject is extensively used in various fields including Diophantine approximation, cryptography, and computer science. Moreover, breakthroughs concerning Goldbach's conjecture (see the work of Ramaré [18] , Tao [25] , and Helfgott [6] [7] ) rely on sharp explicit bounds for finite sums over primes. We combine a new explicit zero density estimate for ζ(s) and an optimized smoothing argument to prove Theorem 1.1. Let b 0 ≤ 9963 be a fixed positive constant. Let x ≥ e b 0 . Then there exists ǫ 0 > 0 such that E(x) ≤ ǫ 0 , where ǫ 0 is given explicitly in (3.9) and is computed in Table 3 .
Corollary 1.2. For all x ≥ e
20 , E(x) ≤ 5.3688 · 10 −4 .
A classic explicit formula that relates prime numbers to non-trivial zeros of ζ is given by [1, §17, (1)]:
when x is not a prime power. As the sum over the zeros is not absolutely convergent, it is impossible to directly use this formula to bound the error term E(x). To bypass this problem, the standard argument is to apply an explicit formula to an average of ψ(x) on a small interval containing [0, x] . In 1941 Rosser [22, Theorem 12] provides an explicit version of this proof. In 1962 Rosser and Schoenfeld [23, Theorem 28 ] improve on this method by introducing further averaging. Later results of Rosser and Schoenfeld [24] , Dusart [2] [3] , and very recently Nazardonyavi and Yakubovich [14] all use the argument of [23] . They successively obtain smaller bounds for the error term as a consequence of improvements concerning the location of the non-trivial zeros of the Riemann zeta function, namely the verification of the Riemann Hypothesis up to a fixed height H, and an explicit zero-free region of the form Res ≥ 1 − 1 R log |Ims| and |Ims| ≥ 2, where R is a computable constant. On the other hand Theorem 1.1 relies on new arguments. We introduce a smooth weight f and compare ψ(x) to the sum
. In Section 3.1 we choose f in a close to optimal way so as to make the bound on E(x) as small as possible. We also observe that Rosser and Schoenfeld's averaging method is a special case of this smoothing method (see Section 3.4 for further discussion). In Theorem 2.3 we establish a general explicit formula for S (x). A large contribution to the size of E(x) arises from a sum over the non-trivial zeros of the form ρ x ρ−1 F (ρ), where F is the Mellin transform of f . This sum is studied in Section 2.3. We split it so as to isolate zeros closer to the 1-line (say of real part larger than a fixed σ 0 ) as they contribute the most to the sum. In section 2.3.2 we estimate this contribution by using for the first time explicit estimates for the zero density N(σ 0 , T ) (as given in article [9] ). This allows an extra saving over previous methods as they are of size between log T and T smaller than N(T ). Finally Theorem 2.8 provides a general form for the bound of the error term E(x).
We provide here a history of numerical improvements for Theorem 1.1 in the case where b 0 = 50. At the same time we mention which height H and constant R were used. Note that when we use the same values for H and R than [3] and [14] , our bounds for E(x) are consistently smaller than theirs (for all b 0 except for b 0 = 10 000 in the case of [3] 
and |Ims| ≥ 2.
Let T ≥ 2 and N(T ) be the number of non-trivial zeros ̺ = β + iγ in the region 0 ≤ γ ≤ T and 0 ≤ β ≤ 1. In 1941, Rosser [22, Theorem 19] proved Theorem 1.5. Let T ≥ 2,
and a 1 = 0.137, a 2 = 0.443, a 3 = 1.588. Then
We recall that N(σ 0 , T ) is the number of non-trivial zeros in the region σ 0 ≤ Res ≤ 1 and 0 ≤ Ims ≤ T . In [9] the second author proved explicit upper bounds for N(σ 0 , T ): Theorem 1.6. Let 3/5 ≤ σ 0 < 1. Then there exists constants c 1 , c 2 , c 3 such that, for all T ≥ H,
The c i 's depend on various (hidden) parameters and it is possible to choose these so as to make the above bound smaller when T is asymptotically large or when it is close to H, the height of the numerical verification of RH. Table 2 at the end of this paper list values for the c i 's in these respective cases. For instance, it gives N(89/100, T ) ≤ 0.4617T + 0.6644 log T − 340 272, which provides a saving of about 1/3(log T ) compared to Theorem 1.5.
When T is near H, Theorem 1.6 yields values for the c i 's which provide a bound for N(σ, T ) of size about log H. For instance, it gives that N(99/100, H) ≤ 78 while Rosser's Theorem gives 5.2 · 10 10 .
GENERAL FORM OF AN EXPLICIT INEQUALITY FOR ψ(x).
2.1. Introducing a smooth weight f .
and there exist positive constants a k such that
We now consider
Let δ > 0. We denote f − and f + for the function f defined above with the choices a = 1−δ, b = 1 and a = 1, b = 1 + δ respectively. We also define S − and S + the sums S associated to f − and f + respectively. Observe that
The Mellin Transform of f is given by
We recall the property (see [10, page 80, (3.1.
3)]): if there exist α and β such that α < β and, for
It follows from our choice of f that F is analytic in Res > 0. Moreover, we have the inverse Mellin transform formula
Let k be a non-negative integer. We define
We now record some properties of F . 
Proof. The identity (2.6) follows immediately from the definition of f . We now use Condition 1 and Condition 2. We have
We integrate by parts once and observe that F (s) =
G(s) s
, where
is an entire function. The residue of F at s = 0 is G(0) = 1. Let Res ≤ 1 and k = 0, . . . , or m. Inequality (2.7) is obtained by integrating F by parts k + 1 times:
We consider
Since f (i) vanishes at both a and b for all i = k, . . . , m, we have
Thus F only has a pole at s = 0 and is analytic everywhere else.
An explicit formula for a smooth form of ψ(x).
We use classical techniques to rewrite S (x) as a complex integral, shift the integration contour to the left, and collect all the poles of the integrand so as to obtain a smooth analogue of the classical explicit formula (1.1).
Let f be a function satisfying Definition 2.1 and F its Mellin transform. Then
where ρ runs through all the non-trivial zeros ρ = β + iγ of the Riemann zeta function.
Proof. We insert (2.4) in (2.1):
Fix k ∈ R\2N and T ≥ 2 such that T does not equal an ordinate of a zero of ζ. Observe that the integrand has a pole at s = 0 with residue − ζ ′ ζ (0), a pole at s = 1 with residue xF (1), poles at the non-trivial zeros of zeta ρ = β + iγ with residue −x ρ F (ρ), and poles at the trivial zeros of zeta s = −2n, n ∈ N, with residue −x −2n F (−2n). We move the vertical line of integration extending from 2 − iT to 2 + iT to the line of integration extending from −k − iT to −k + iT so as to form the rectangle R. Thus
where I 1 , I 2 , I 3 are respectively integrating along the segments
together with inequality (2.7) for F , and obtain
We conclude that lim k,T →+∞ |I 1 (T, k)| = 0. Note that I 3 (T, k) = I 1 (−T, k) converges to 0 by a similar argument. For I 2 (T, k), we combine (2.7) with [1, inequality (8)]:
A general form of explicit bounds for ψ(x).
We deduce from (2.7) that
Together with the above, (2.6), and −
, it follows that
To study the sum over the zeros, we introduce the notation * H > 0 is such that if ζ(β + iγ) = 0 and 0 < γ < H, then β = 1/2, * T 0 > 0 is such that 0<γ<T 0 γ −1 can be directly computed, * T 1 is a parameter satisfying T 0 < T 1 < H, * R is a constant so that ζ(σ + it) does not vanish in the region
and |t| ≥ 2, * σ 0 is a parameter satisfying 3/5 ≤ σ 0 < 1, * c 1 > 0, c 2 > 0, c 3 < 0 depend on σ 0 so that
Using the symmetry of the zeros of zeta and using the notation * = 1 2
we have:
We now separate the zeros vertically at H: (2.14)
We split Σ 1 vertically at T 1 and use (2.7) to bound |F (ρ)| with k = 0 when γ ≤ T 1 , and k = m when T 1 < γ ≤ H respectively. Thus (2.15)
Moreover, we split the first sum at height T 0 ≤ T 1 and denote s 0 a close upper bound for
In [24] , the authors use T 0 = 158.84998 and s 0 = 0.8113925. We use here a computation of Darcy Best (personal communication) based on Odlyzko's list of zeros [15] : T 0 = 1 132 491 and s 0 = 11.637732. We use (2.7) with k = m for Σ 2 and split it horizontally at σ 0 . Together with the zero-free region given in Theorem 1.4 and the fact that x β−1 + x −β increases with β, we obtain
We denote
We have (2.18)
We conclude by inserting (2.18) in (2.11). 
and M(a, b, m) and the s i 's are defined in (2.5) and (2.17) respectively.
Note that for a, b, m, σ 0 fixed constants, K(x, a, b, m, σ 0 ) decreases with x. Thus, for all x ≥ x 0 (2.20)
, and s 3 (m). We apply here a result from Rosser and Schoenfeld [24] . It uses explicit estimates for N(T ) as given in Theorem 3.4 to bound certain sums over the zeros of zeta.
Lemma 2.5. [24, Lemma 7] Let 1 < U ≤ V , and let Φ(y) be nonnegative and differentiable for
Let Y be one of U, V, W which is neither greater than both the others or less than both the others. Choose j = 0 or 1 so that (−1)
where the error term E j (U, V ) is given by
Corollary 2.6. [24, Corollary of Lemma 7]
If, in addition, 2π < U, then
, where q(y) = a 1 log y + a 2 y log y log(y/2π) .
Moreover, if j = 0 and W < U, then
We give details on how we apply Corollary 2.6 and (2.21) to s 1 , s 2 , and s 3 . We take respectively
In each case, Φ ′ (y) ≤ 0 for all y, and we choose W < U, Y = U, and j = 0. Since
we obtain:
23) 
Proof. We have 0 ≤ N(σ 0 , y) ≤ c 1 y + c 2 log y + c 3 . Our assumptions ensure us that
and we integrate by part to complete the proof.
For s 4 (m, σ 0 ), we take Φ(y) = We obtain (2.27)
Let z > 0, w ≥ 0. We appeal to the theory of the following modified Bessel function
We do the variable change y = e z 2m
t , take z = 2
log Y, and
We use [24, Lemma 4] which asserts that if w > 1 then (2.28)
In this case, we have W < H, Y = H. We insert (2.29) in (2.27) and obtain
We conclude that if log x < mR(log H) 2 then (2.30) 
where the B i 's are defined in (2.22), (2.23), (2.24), (2.25), and (2.30).
NEW EXPLICIT BOUNDS FOR ψ(x).
3.1. Choosing the smooth function. We want to find a function g satisfying Definition 2.1 and so that the quotient
is as small as possible. By the Cauchy-Schwarz inequality we have
It follows from Calculus of Variations (see [4, Chapter 2, §11] ) that the function g optimizing the
is given by
We observe that our choice of kernel is a primitive of the one used in the context of short intervals containing primes by Ramaré & Saouter [21] . This is not surprising as our object of study is n≥1 Λ(n)f (n/x), while theirs is essentially n≥1 Λ(n) (f (n/y) − f (n/x)). Since y is close to x, this is approximately n≥1 Λ(n)f ′ (n/x). With definition (3.2), we find
We use (3.1) to provide a simple bound for M(a, b, m). Since g(1) = 0, g(0) = 1, and g (2m+2) (x) = 0 for all 0 < x < 1, integrating by parts m-times leads to
Thus (3.1) becomes
From (3.2), we recognize that
where P m is the m th Legendre polynomial as given by Rodrigues'formula (see [11, formula (0.4) ]):
They can be written explicitly (see [11, formula (0. 2)]):
These polynomials are well-known and are among the built-in functions of PARI/GP. Since the sign of P m alternates between its roots, M(a, b, m) can be computed directly from
3.2. New explicit bounds for ψ(x). We rewrite Theorem 2.8 with g as chosen in ( 
The definition for ǫ 0 follows directly from (2.2) and Theorem 3.1:
To compute ǫ(b 0 , 1, 1 + d, m, σ 0 , T 1 ), we choose a value for σ 0 in Table 2 , an integer value larger than 2 for m, and a value for δ with up to 4 significant digits. Then we choose a value for T 1 which is either T 0 , H or so that it satisfies
We do the same to compute ǫ(b 0 , 1 − δ, 1, m, σ 0 , T 1 ). All values for σ 0 , m, and δ are chosen to make ǫ 0 as small as possible.
3.4.
Comparison with Rosser and Schoenfeld's method. (In order to make Rosser and Schoenfeld's article consistent with our setup, we replace their δ with our δ/m.) Implementing the explicit formula (1.1) in the right integrals together with the fact that ψ(x + z) ≤ ψ(x) leads to [22, Theorems 12 and 14] :
We recall that we obtain (3.10) with
We recognize that I m,δ is indeed the Mellin transform of
where 1 is the indicator function on (0, 1). Instead we use the function f given by Definition 2.1 and (3.2):
We now compare the size of each Mellin transform. Rosser establishes (see [22, Theorem 15] ) that
while we have from (2.7) and (3.5)
It follows from Stirling Formula that the quotient
decreases rapidly to 0 as m grows. For instance it is 0.0083 . . . when we take m = 23 for b 0 = 50. To verify the values for the c i 's, we refer the reader to [9, Section 6]: we choose the parameters from this article to be H = H 0 − 1, σ 0 = 0.522817 for σ = 0.60 and σ 0 = 0.5208 otherwise. 
