The surface-drag coefficients of two versions of the ECMWF's atmosphere-wave model are compared with those of uncoupled model versions and with those of inertial-dissipation measurements in the open ocean made by the RRS Discovery. It is found that the mean drag resulting from the latest coupled version is on average equal to that of the uncoupled version. However, both have a positive bias when compared with the RRS Discovery observations. This bias is discussed, also in the light of other observational open ocean data. In the second part of the paper, bulk parameterizations with and without parameters of collocated sea-state data are validated against the Discovery observations. Using published estimates of the error in friction velocity and the neutral 10-m winds, all bulk parameterizations score low on goodness-of-fit tests. The lowest scores are obtained for the constant Charnock parameter case, whereas the highest scores are obtained for a wave-age-dependent parameterization. On-off experiments are made for the corrections to the inertial-dissipation data that have been proposed in previous studies. These corrections concern the measurement height and the direct wave-induced turbulence in the lower atmosphere. The first correction results in a slightly better agreement, but the second reduces the goodness-of-fit of the bulk parameterizations.
Introduction
The momentum exchange at the atmosphere-ocean interface is a key quantity in analyses and predictions of the sea state, weather, and climate (see, e.g., WGASF 2000) . Therefore, accurate measurements and model parameterizations of the wind stress are essential for an increasing reliability of these analyses and predictions.
Quantitatively, the momentum exchange is expressed in terms of the wind stress (e.g., Stull 1988; Garrat 1992) . The magnitude of the kinematic surface wind stress is given by 2 2 2 1 / 2
where uЈ, Ј, and wЈ are the turbulent fluctuations of the 3D components of the near-surface wind. The ov-erbar denotes the averaging over a suitable time period (approximately 20 min). Equation (1) is the definition of the friction velocity u * , which is the scale parameter for the turbulent motions in the shear flow.
In general, it is not feasible to model the evolution of the turbulent quantities of equation (1) explicitly. Therefore, is parameterized in terms of surface and near-surface variables (first-order turbulent closure). The wind stress strongly depends on the mean nearsurface wind u. This dependence is expressed by the bulk transfer formula 2 2 ϭ u ϭ C u , d * (2) where C d is the drag coefficient. The theoretical basis for the parameterization of C d is the Monin-Obukhov similarity theory, which was originally developed for wind stress over land (e.g., Monin and Obukhov 1954; Stull 1988; Garrat 1992) . This theory relates the vertical profile of the wind shear to the aerodynamical roughness of the surface and the stability of the atmosphere. The profile is given by (e.g., Garrat 1992) u
where is the von Kármán constant (0.40), z the reference height, z 0 the aerodynamical surface roughness length, L the Obukhov stability length, and m () the stability correction function. The Obukhov stability length is the height at which the shear production equals the buoyancy production (destruction) of turbulent kinetic energy (TKE). Depending on L, the stability correction m (z/L) is, respectively, positive, zero, or negative for unstable, neutral, or stable atmospheric stratifications. Over land, the aerodynamical roughness of the surface is in general static, because a one-to-one correspondence can be made between z 0 and the typical roughness elements for the different vegetations, rocks, or land use, etc. (e.g., Stull 1988) . However, over the ocean the aerodynamical roughness is dynamically determined by the presence of time-varying gravity waves, capillary waves, white caps, etc. The oceanic aerodynamical roughness length z 0 has the following functional form (Smith 1988) 2 z ϭ 0.11/u ϩ ␣u /g. 0 * *
The first term is the roughness length for smooth surfaces, where the drag is produced by viscous friction ( is the molecular viscosity of air). This term is significant for the light wind cases (u 10n Ͻ 5 m s Ϫ1 ). The second term is the roughness length for rough flow conditions, where the drag is brought about by turbulence. This term dominates z 0 for wind speeds over 5 m s Ϫ1 . Its functional form has been proposed by Charnock (1955) assuming a dominant role of gravity waves for the momentum transfer. The parameter ␣ is the dimensionless aerodynamical surface roughness or Charnock parameter. Over the open ocean the atmosphere is usually neutral or slightly unstable. For moderate to strong winds (6-25 m s Ϫ1 ) focused on in this paper the stability corrections are very small. This makes it meaningful to write
with ␦ S K 1. The so-called neutral drag coefficient
in turn defines the neutral wind speed u ϭ u*/͙C .
zn dzn
These equations show that z 0 is the quantity of central interest. Therefore, we will focus on a comparison of observed and modeled values of z 0 .
Equations (6) and (7) are usually applied at 10-m height. In the rest of this paper we will use the notation C d10n and u 10n . These quantities can be interpreted as the drag coefficient and the 10-m wind that would be obtained for the given roughness but under neutral conditions.
The literature on ocean drag coefficients and Charnock parameters is very extensive. Most studies have confirmed an increase of C d10n with u for wind speeds larger than approximately 5 m s Ϫ1 . However, a subject of debate is the parameterization of the effects of seastate variability. Important questions are 1) Can the adjustment of the aerodynamical roughness be considered as (quasi-) instantaneous to u or should the drag relation (6) include explicit parameters of the sea state? 2) If any, which sea-state parameters should be included? The literature on this issue has been reviewed by, for example, Donelan (1990) , hereafter (D90) and . Komen et al. (1998) have stressed that the range of sea-state conditions is not easily described by a single parameter (such as wave age). They concluded that ideal stress measurements would include the full two-dimensional spectrum of the surface waves.
In the spring of 1998, the European Centre for Medium-Range Weather Forecasts (ECMWF) introduced the coupling of its atmospheric forecast model to a wave model to include sea-state information in the model determination of surface winds and wind stress. The coupling follows the ideas of Janssen (1989 Janssen ( , 1991 and the wave model used is the WAM (Komen et al. 1994) . In particular, the Charnock parameter, which was previously used as a constant with a value of 0.018, was made dependent on the 2D spectrum of the modeled surface waves. The coupling has a beneficial impact on the ECMWF's short and medium-range forecasts (e.g., Janssen et al. 1999 ). In addition, Janssen and Viterbo (1996) made an extensive study regarding the impact of the coupling on the wind and wave climate. With new versions of the ECMWF model, validation of the surface fluxes remains an important issue.
To support climate variability studies and seasonal forecasting, the ECMWF assimilates archived observations in lengthy reanalyses of the atmosphere. A 15-yr reanalyses from 1979 and to 1994 (ECMWF ReAnalysis 15, hereafter ERA15) has been successfully completed (Gibson et al. 1997) . This reanalysis has used the uncoupled ECMWF model, that is, ␣ ϭ 0.018. A new reanalysis will be generated for the period 1958-98 (ERA40) with a coupled wind-wave model (Uppala et al. 2000) . In this study, we will compare the mean drag coefficients from ERA15 and ERA40 test experiments.
Wind stress or u * can be measured and several recent experiments have produced valuable new sets of observed wind stress and other near-surface data. Examples of such experiments include the Southern Ocean Waves Experiments (SOWEX; Banner et al. 1999) , the Fronts and Atlantic Storm Tracks Experiment (FAS-TEX; e.g., Hare et al. 1999; Eymard et al. 1999) , and the wind stress observations obtained from the Royal Research Ship Discovery (Yelland and Taylor 1996) . These and other studies have confirmed the increase of C d10n with the mean wind speed, which is often expressed as
However, empirical studies differ with respect to lo-cation, month, length, mean geophysical conditions, measurement accuracy, and quality of wave measurements (if any). As a result, there is a lot of scatter in the drag coefficients suggested by the different experiments (e.g., Banner et al. 1999, their Fig. 1 ). Instrumentation, measurement technique, and restricted sampling lengths introduce systematic and random errors in observed wind stresses. In every experiment these errors obscure the influence of the varying geophysical conditions. Systematic errors caused by external factors (flow distortion, measurement height) or theoretical shortcomings are sometimes compensated for. However, corrections are often approximations with new errors. Some studies have made an assessment of the random errors on the basis of statistical analyses (e.g., Sreenivasan et al. 1978) or on the basis of intercomparisons and sensitivity studies (Yelland et al. 1994; Yelland 1997 ). These studies demonstrate that the size of random errors is comparable to the variability observed for a given range of the mean wind speed. This makes the identification of geophysical variability (e.g., induced by the varying sea state) a difficult task.
The most extensive dataset of wind stress observations is the Discovery dataset (Yelland and Taylor 1996) . A few thousands of wind and wind stress measurements were gathered during several cruises of the research vessel in the Southern Ocean. The measurement technique was the inertial-dissipation (ID) method. Yelland et al. (1998) have corrected the Discovery data for flow distortion by the ship. Others have suggested additional corrections. In particular, Janssen (1999, hereafter J99) has suggested that the ID method neglects fluctuations in the balance of turbulent kinetic energy caused by the surface waves. The result of this neglect may be an underestimation of the wind stress, especially for large wind speeds. J99 has proposed a correction to the ID method based on a simple spectral form for the wind waves. This correction for ocean wave effects is still a matter of debate (Taylor and Yelland 2001; Janssen 2001) . Finally, D90 suggested that observed wind stresses need a correction for large (Ͼ10 m) measurement heights.
In this paper, we report our work on the validation of open ocean wind stress parameterizations in the successive versions of ECMWF's atmospheric model. Our focus is on wind stress at the open ocean and on the wind stress product from the ECMWF reanalyses. In particular, we verify the following two requirements (in decreasing order of importance). 1) Model wind stress should not be largely biased with respect to observed wind stress. 2) The parameterization should give a fair description of observed geophysical variability. We use the Discovery dataset as the main observational dataset. The length of this set is very relevant for validation studies; it enables a more rigorous statistical assessment (see also, e.g., Janssen 1997) of the mean and deviations from the mean for various wind speed ranges. Wind stress measurements of other open ocean experiments are used as a background check. We also consider the combined impact of the measurement height (D90) and the J99 corrections on the comparison.
In addition, and related to the assessment of ECMWF's drag coefficients, we revisit the question whether the Discovery data support sea-state dependent bulk parameterizations. On the basis of a rough estimate of the peak velocity of the waves, Yelland et al. (1998) have concluded that a wave-age dependent (e.g., Smith et al. 1992 ) parameterization of the wind stress is redundant for the Discovery data. However, they did not compare the goodness-of-fit of this parameterization with other parameterizations. In this paper, we have made a statistical assessment of a hierarchy of parameterizations ranging from the constant Charnock parameter case to a parameterization that depends on the waveinduced stress (Janssen 1991) . We have used the estimates of Yelland (1997) for the random measurement errors of the Discovery data. Collocated wave data required for the sea-state-dependent parameterizations are obtained from the uncoupled WAM model run as described in J99. In this part of the study, only winds stronger than 8 m s Ϫ1 are used to diminish the effects of atmospheric (in)stability and to enhance the relative importance of wind waves in the total wave spectrum. An attempt is made to answer the question to what extent the variance could be explained by experimental noise or by geophysical variance. Again we consider the combined impact of the measurement height and the J99 corrections.
The outline of the paper is as follows. Section 2 contains a description of the ECMWF parameterization of the wind stress. The description of the surface stress observations by the RRS Discovery follows in section 3. The direct comparison of drag coefficients from the different ECMWF model versions with observations is given in section 4. The statistical assessment of the hierarchy of parameterizations for the Discovery data is presented in section 5. Finally, we discuss and summarize our results in section 6.
ECMWF wind stress data
In the ECMWF atmospheric model, wind stress is calculated from surface quantities and parameters at the lowest model level z l , which is at about 24 m for both reanalyses. The calculations are based on the MoninObukhov similarity theory. The drag coefficient is determined using the vertical profile of Eq. (3) and a roughness length given by Eq. (4). The exact formulation can be found in section 3.4 of ECMWF (1998) .
The modeling of the aerodynamical roughness length for rough flow [second term of Eq. (4)] has been the subject of modification in the recent model versions. Originally, in the uncoupled model versions, a constant value of ␣ ϭ 0.018 was used. From June 1998 onward, ␣ is determined from the surface wave spectrum modeled by the WAM wave model (Komen et al. 1994) Jan 1979 -Feb 1994 May 1986 -Jun 1989 May 1987 -Oct 1987 Jul 1987 -Nov 1987 Jan 1979 -Feb 1994 coupled to the atmospheric model. More precisely, the Charnock parameter is determined from the ratio of the wave-induced stress w and the total momentum flux as (Janssen 1991) . The parameter is set to 0.010. The ␣ wave-induced stress w is given by the following integral
w ͵͵ ⑀ where ␥ is the wave growth rate, ⑀ the air-water density ratio, N the action density spectrum, and k the wavenumber. The dynamical evolution of the wave spectrum is calculated in the WAM model over a finite frequency range. Bidlot et al. (1999) have reported a modification to the high-frequency cutoff value f c of this range. The main reason was a more realistic simulation of the mean square slope. In the old version f c is set to the maximum of 2.5 times the mean frequency and 4 times the Pierson-Moskowitz frequency (e.g., Pierson and Moskowitz 1964) . The latter alternative was originally introduced to include the wind sea in the frequency range for cases with both swell and wind sea. In the new version (here called ''coupled new'') the alternative is canceled, setting f c to 2.5 times the mean frequency. The modification has consequences for the wind stress, as will be shown in section 4. Several experiments with different coupled model configurations have been performed at ECMWF. The experiments considered in this paper are summarized in Table 1 . Both ERA15 and AVOT used ␣ ϭ 0.018. Differences between the two runs were the period and horizontal resolution. AW5D and 0147 are experiments with the old and the new version of the WAM model, respectively. The 0147 configuration is suggested to be used for ERA40. Finally, in the OLERA15 experiment, the drag coefficients are calculated from the hindcast run of Sterl et al. (1998) . In this run the WAM model is forced with the ERA15 surface winds. The drag coefficients are calculated on the basis of Eq. (9). In this case, the wind stresses do not feed back on the dynamic evolution of the atmosphere.
For all the test experiments, ECMWF has archived the horizontal wind fields at the height of 10 m. Here we use the 10-m wind fields of the daily analysis at 1200 UTC. In addition, for the coupled models the twodimensional fields of the Charnock parameter ␣ are stored. Neutral drag coefficients are calculated from Eq. (6) and the second term of (4), which are solved implicitly for u * using a Newton iteration method and approximating ϭ C d by ϭ C d10n . In this way 2 2 2 2 u u u u 10 10 * * the effects of stability (Eq. 3) and the viscous roughness term [first term of Eq. (4)] are neglected. This is justified for moderate to strong winds (6-25 m s Ϫ1 ) and for the slightly unstable condition of the open ocean. Differences in terms of C d10n and C d (z l ϭ 10 m) are less than 2%.
In this way we have prepared a standard dataset for each of the runs of Table 1 , containing u 10n , z 0 , ␣, and C d10n . These will be used in section 4 for the comparison with observations.
Observational data
The drag coefficient measurements of the RRS Discovery (Yelland and Taylor 1996) are used for a comparison with the drag parameterizations of the ECMWF model. The RRS Discovery has made several cruises in the Southern Ocean in the period from December 1992 to April 1993. The friction velocity u * was measured with the inertial-dissipation method. Yelland et al. (1998) applied a correction for the flow distortion by the ship and used the imbalance term as described in Yelland and Taylor (1996) . In a subsequent study, Taylor and Yelland (2000) concluded that the (empirically determined) Yelland and Taylor (1996) imbalance can be explained by the random errors in the u * determination. They reprocessed the Yelland et al. (1998) data without an imbalance term, but with the Henjes et al. (1999) correction for the pulse averaging and with an alternative method for the iterative calculations. In this study we use the Taylor and Yelland (2000) reprocessed Discovery data (Disc2000) as the basic observational dataset for the comparisons with the ECMWF model stress data.
Observational data from other open ocean experiments are also available for comparison. Table 2 lists the measurement experiments considered in this paper. Smith (1980) and Eymard et al. (1999) [Couplage avec l'atmosphère en Conditions Hivernales (CATCH)/FAS-TEX] applied only the eddy correlation (EC) method and the ID method, respectively, whereas in the experiments of Banner et al. (1999) (SOWEX) and Hare et al. (1999) (FASTEX) both the EC and ID were used. Finally, from the Tropical Ocean Global Atmosphere Comprehensive Ocean-Atmosphere Response Experiment (TOGA COARE) (Fairall et al. 1996) only the ID measurements as compiled by Zeng et al. (1998) are used.
In both the EC and ID method, the wind stress (or u * ) is calculated from the fluctuations in wind mea- (2000) EC and ID ID ID EC and ID EC ID
surements. These calculations cannot be made without random sampling errors due to the turbulence and instrumental shortcomings. For the eddy correlation method Sreenivasan et al. (1978) argued that the sampling errors in u * can be considered as normally distributed and they give the following estimate for their relative magnitude, 7.5z
where ⍀ is the duration of the sampling record and z obs the measurement height. Yelland et al. (1994) have made an intercomparison of u * observations from setups with different anemometers. The spread found is an approximation of the instrumentation errors in their ID method. In addition, Yelland (1997) has made several sensitivity checks and concluded that good estimates for the combined instrumentation and sampling error for u * and u 10n are
For a duration of the sampling record of 30 min and for u 10n ഠ 10 m s Ϫ1 the estimates (12) and (11) have the same magnitude, suggesting that the EC and ID method are equally accurate with respect to the sampling errors.
The sampling errors in u * and u 10n have serious consequences for the random errors in the neutral drag coefficient C d10n and the Charnock parameter ␣. Assuming that the random errors for u * and u 10n are independent, the corresponding relative error for C d10n is in first order approximated by
This value exceeds 2⑀ u * by only 1.4%. Hence, the sampling error in C d10n is dominated by the sampling error of u * and, consequently, the distribution of the C d10n is fairly symmetric. In addition, the exponential dependence of the Charnock parameter ␣ on u * and u 10n has serious consequences for the size and distribution of random errors of ␣. Neglecting the viscous surface roughness, ␣ is computed from Eqs. (4) and (6) as
2 u* u*
The values for the Discovery data are shown in Fig. 1 . The plot shows a large scatter with a highly skewed distribution in every wind speed range. The largest scatter is for the lower wind speeds. Neglecting the sampling errors in u 10n , the conditional probability distribution function (PDF) of ␣ for a fixed value of u 10n can be inferred from (15) using the normal distribution of the u * . This conditional PDF is given by Figure 2 demonstrates that for larger ⑀ the distribution is very skewed. Relative errors in ␣ exceeding 50% are not exceptional. A consequence of the skewness of the distribution (16) is that an averaged ␣ for a fixed wind speed bin as computed, for example, by (Hare et al. 1999, Fig. 5) , has a positive bias with respect to the expected (true) value of ␣ due to the observational errors in u * . Actually, the factor / 2 u * ␣[u 10n Ϫ 2u * ] is neglected. The effect is illustrated in Fig. 3 . The overestimation is strongest for lower wind speeds, which confirms the strong scatter in Fig. 1 for this range. The median value of ␣ in the wind speed bin remains unbiased and is therefore a better estimator of the expected ␣. For the same reason an unweighted least squares fitting to observed ␣ values, as used, for example, by Banner et al. (1999) is questionable with random errors in u * larger than 3%. Not only random but also systematic errors may have a serious impact on observed wind stresses. D90 noted that the assumption of a constant stress layer, which is the basis for the logarithmic profile [e.g., Eq. height wind stress may decay with height. Without correction this may result in an underestimation of the stress. He estimated the decay as cf z
[ ]
where c ഠ 12 and f coriolis ϭ 1.454 ϫ 10 Ϫ4 sin (latitude)
is the Coriolis parameter. For the measurement height (ഠ17.50) and latitude (ഠ45ЊS) of the Discovery data, the estimate (17) corresponds to an increase in wind stress of approximately 5% (2%) for moderate (strong) winds. Another correction for wind stress measurements with the ID method has been suggested by J99. The common ID method neglects the effect of surface waves VOLUME 32 
1 ϩ I* w where is an estimation of the nondimensional TKE I* w associated with wave-induced pressure fluctuations. Here is larger than because is negative. The cor org u u I * w * * strongest effect is for the highest wind speeds (J99, his Fig. 3 ). The J99 correction does not apply to EC method, because the observed turbulent wind fluctuations [Eq.
(1)] must include the wave-induced motions in the atmosphere. In this paper the combined effects of the measurement height (MH) and the J99 correction [where the estimate is taken from Janssen (2001) ] are studied I* w in additional on-off experiments.
Comparison of mean drag coefficients
For all the ECMWF test experiments of Table 1 wind stresses are calculated from the 10-meter wind analyses of 1200 UTC and the Charnock parameter as described in section 2. Data are selected from 65Њ to 40ЊS and from 10ЊW to 90ЊE. This area overlaps the cruises of the RRS Discovery. The selected time period is from 1 August 1987 to 14 August 1987. The calculated drag coefficients are divided into u 10n bins of 0.5 m s Ϫ1 . The resulting curves for the various experiments are plotted in Fig. 4 together with the mean drag coefficients of the Disc2000 data.
All model-derived C d10n -u 10n relations are significantly higher than that of the Disc2000 data. Closest to the observations are the ERA15 and the 0147 (ERA40) model (overestimation of 10%). The 0147 has slightly lower drag coefficients for the wind speed range of 6-12 m s Ϫ1 . For wind speeds over 12 m s Ϫ1 , the 0147 drag coefficients are larger. As a result, the slope of the 0147 slope is more consistent with the observations. For the old coupled model (AW5D) the differences with the Disc2000 data are substantially larger (25%), which has also been reported by Bidlot et al. (1999) and Yelland and Taylor (1999) . The curve from AVOT is not shown because it nearly overlaps that of ERA15. This suggests that the differences found between the model curves are solely due to the wave coupling and not to the increase in resolution. Finally, the largest difference is obtained for the offline model run (30%-40%). In this run the drag coefficient is directly calculated from the WAM model output by applying Eq. (9) without feedback to the surface wind. Differences between the uncoupled and the offline model have been discussed in detail by Sterl and Bonekamp (2000) . They suggested that part of the difference can be explained from the absence of the wave-to-atmosphere feedback, which would enhance the shear, lower the u 10n wind speeds, and subsequently, lower the stress.
The difference in the scatter of the Charnock parameter of the old and new coupled model is investigated by sorting the data into two-dimensional bins with the inverse wave age u * /c p (c p is the peak phase velocity of the surface waves) on the x axis and the magnitude of ␣ on the y axis. This is shown in Fig. 5 for all wind speed classes. The gray scales in Fig. 5 give the percentage of the total number of data and indicate the scatter of ␣. First, from Eq. (9) the model Charnock parameters are bound to be larger than ϭ 0.01. This ␣ means that the many observed low values (Fig. 2 ) cannot be modeled. Thus, a large value of is a possible ex-␣ planation for the model drag coefficients to be higher than those in the Disc2000 dataset. Second, the scatter of the old coupled model is much larger than that of the new coupled model, especially for the older waves. In these cases the alternative cutoff frequency (based on the Pierson-Moskowitz frequency, see section 2) may be active. Third, as a reference the linear relation, ␣ ϭ 0.5 u * /c p , (dashed line) is plotted in Figs. 5a and 5b. In the new coupled model, this line is a fair guide for the most likely ␣'s given a fixed wave age. Moreover, the modeled ␣'s are fairly symmetrically distributed around this line, which suggests that, theoretically, a wave-age-dependent Charnock parameter as considered by, for example, Smith et al. (1992) is a good approximation for the sea-state dependency of surface roughness. The goodness of fit of this parameterization is tested for the Disc2000 dataset in section 5. The Charnock parameters of the old coupled model (Fig. 5a ) are often much higher than the indicated linear relation, which is a clear explanation for the higher neutral drag coefficients in this case (see Fig. 4 ).
As pointed out in section 3 the Disc2000 data are possibly subject to systematic errors, which can be corrected for. The impact of the MH and J99 correction is demonstrated in Fig. 6 . The MH correction has a small impact. The absolute correction of C d10n increases only slowly with u 10n . However, the impact of the J99 correction is larger for wind speeds above 10 m s Ϫ1 . The correction increases with u 10n . The combined MH and J99 corrections give C d10n 's that are nearly equal to the new coupled model values for the highest wind speeds (ഠ20 m s Ϫ1 ). For moderate winds only the MH corrections reduces the bias, but a significant overestimation of the model remains.
Finally, to further investigate the bias between the new coupled model and the Disc2000 data a comparison with the neutral surface drag of other open ocean experiments is made. The measurement technique used by the experiments and the application of a flow distortion correction are listed in Table 2 . The comparison in terms of median and average Charnock parameters is shown in Fig. 7a . Clearly, as discussed in this section, inaccuracies in the plotted points and curves may be large (10%-40%) due to the large sampling errors and (in many cases) small number of observations. The random uncertainty is illustrated in the bottom panel of Fig. 7 . Ninety percent error bars are plotted for the Disc2000 values and those of Banner et al. (1999) . The first have the smallest random errors in the median values due to the large number of observations, whereas the latter may have the largest uncertainty due to the small number of observations. The random errors in the median (mean) values of the other experiments may lie in between. First, the median values of the uncorrected Disc2000 data (dashed line) are in good agreement with the bulk parameterization of Smith (1980) , who found C d10n ϭ 0.27 ϩ 0.082 as the best fit for u 10n Ͼ 9 m s Ϫ1 (note that the often cited C d10n ϭ 0.61 ϩ 0.063u 10n is for the full range of wind speeds). Also the mean ID measurements (open circles) of Hare et al. (1999; Fig. 5 ) look fairly (but slightly less) similar to those of Smith (1980) . However, their mean EC measurements (filled circles) tend to be higher and less biased with respect to the ECMWF model values. The difference between the ID and EC values of Hare et al. (1999) may originate from the differences of the applied flow distortion correction, which in general results in lower Charnock parameters. For the EC method Hare et al. (1999) Hare et al. (1999) and Disc2000 data, while reducing it for the ECMWF data. However, according to Drennan (2000, personal communication) the deviations with Smith (1980) are too large to be solely explained by flow distortion. The extent of flow distortion correction in this case should be further investigated. Finally, for the moderate wind cases the Charnock parameters corresponding to the mean neutral drag coefficients of (Zeng et al. 1998 , Fig. 1b ) are shown. These values are based on the ID measurements in the Tropical Pacific during the TOGA COARE experiment. The Zeng et al. (1998) values are slightly higher than those of the new coupled model, but they are also not corrected for flow distortion and they may have a positive bias due to the stability correction (Taylor and Yelland 2000) . In conclusion, the other observational datasets are equivocal with respect to the right magnitude of the Charnock parameter-they all lie between the values given by the Disc2000 and the new version of the coupled ECMWF model.
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Statistical analyses of different parameterizations
Figure 5 has shown that a wave-age-dependent ␣ is a viable approximation of the drag data of the new coupled model. In this section, we investigate how well the Discovery data support a wave-age-dependent parameterization when compared with wind speed only parameterizations. In fact, we make several statistical tests to assess the goodness-of-fit of three parameterizations (Taylor and Yelland 2000) . Open (filled) symbols indicate data without (with) the correction of Janssen (1999) . The circles (triangles) indicate data without (with) the correction of Donelan (1990) .
to the observed data on the basis of the estimates of the random errors discussed in section 3. The three parameterizations are listed in Table 3 . In these tests, only Discovery data with a wind speed larger than 8 m s
Ϫ1
and with a wind angle within 10Њ of the bow of the ship are used. The first restriction excludes instances of very dominant swell. The latter selects the data that are corrected for flow distortion by the same simulation of the flow around the ship (Yelland et al. 1998 ). The restrictions reduce the total number of data to n ϭ 730.
The first two parameterizations of Table 3 do not have an explicit parameter of the sea state. The first, the constant Charnock parameter case corresponds to the old version of the ECMWF version, see section 2. The second parameterization is the widely used linear regression with u 10n . According to Yelland et al. (1998) , this parameterization provides a good description of the observed data, given the random errors. However, as a theoretical parameterization C d10n ϭ a ϩ bu 10n is incomplete without a scaling of the b term. This scaling may be sea-state related, but it does not necessarily have to be a wave age. Specifying alternative scalings of the b-term is beyond the scope of paper. Therefore, the linear relation is used in the statistical comparison as it is.
The last parameterization depends on the wave age . Following J99, sea-state information is taken from an uncoupled WAM model run and is collocated on the cruises of the RRS Discovery. Several choices for can be made as will be discussed below. The most detailed results are shown for
wam u* where and c p are the collocated WAM model fricwam u * tion velocity and peak wave speed, respectively. This estimator is consistent with the modeled wave spectrum and does not depend on the observed friction velocity . A disadvantage of this estimator is the hampered obs u * representation of high frequent variability due to the 6-hourly update of both and c p .
wam u * The parameterizations are fitted to the Disc2000 data using a weighted least squares method. To make a justifiable fit, several aspects with respect to the observational errors and data distribution should be taken into account. First, least squares fitting is based on the Gaussianity of the residuals. This requirement can hardly be fulfilled when modeled ␣'s are fitted to the observed ones, because the distribution of the random errors in the latter are very skewed. Instead, friction velocity approximations from the bulk parameterizations are For the last parameterizations of Table 3 is calculated par u * from and () by solving z 0 ϭ ␣ /g implicitly for obs 2 u u 10n * u * . Second, the weighting factors of the fit must account for the random errors in the observations and in the VOLUME 32 where ⑀ u * and ⑀ u are the estimates of Yelland et al. (1994) [see Eqs. (12) and (13)], and ⑀ wave the additional random error in u * due to random errors in . The latter is zero for the first two parameterizations of Table 3 , but for the wave-age-dependent parameterization ⑀ wave equals to 0.03. This value is derived from Monte Carlo simulations with the wave-age parameterization. In these simulations the representativeness error of c p is assumed to be Gaussian with a standard deviation of 30%. This deviation is based on the inaccuracy of the WAM c p approximation (ഠ10%) and the effect of collocating over the WAM model grid and time step (an additional factor 3). Here equals 6.7% and 7.4% for eff ⑀ u * the wind-speed-only and wave-age-dependent parameterizations, respectively.
Third, as can be seen in Fig. 1 the observations are unequally distributed over different wind speed classes. To avoid a too strong weighting of the moderate wind observations, the observed values are divided over wind speed bins. The reciprocal of the number of observations in the wind speed bin is used as an additional weighting. Hence, the quadratic cost function for the parameterized friction velocity is given by In Fig. 8 u * larger than this error estimate, which suggests that there might be other sources of variability than just the random errors in the observations (e.g., Drennan et al. 1999 ). For wind speeds over 18 m s Ϫ1 , is rather j u * large when compared to the standard deviation of scatter. The latter may be somewhat noisy possibly due to the limited number of observations. However, in the case of really accurate EC measurements the error estimate would increase less strongly for the high j u * wind speeds due to the 1/ factor in ⑀ u * [see Eq. ͙u 10n (11)]. Considering this, the estimate may be some-
what pessimistic for the Disc2000. On the other hand, the ID method may really be less accurate for the high wind speeds when compared to accurate EC measurements. Additional calculations in which ⑀ u * was scaled with 1/ are made (assuming ⑀ u * ϭ 0.06 for u 10n ͙u 10n ϭ 10 m s Ϫ1 ). The results of these calculations are not shown in this paper because, qualitatively, they give the same answers as those discussed below.
To test the goodness-of-fit of the parameterized friction velocity three statistics are considered. The first is a 2 statistic for the individual values of u * . It is given by
The statistic is equal to J except for the weighting 2 p factor (1/n j ). In addition, a 2 statistic for the mean values in the wind speed bins is calculated. This statistic is defined as Finally, a root-mean-square error
u* is calculated to have a measure that is independent of . eff ⑀ u * The values of J, r, and the 2 statistics for the uncorrected Disc2000 data are listed in part I of Table 4 . The bulk parameterization with the lowest cost J/n is the wave-age-dependent fit. The second best fit in terms of J/n and r is for the (C d10n ϭ a ϩ bu 10n ) parameterization. Remarkably, the value is the lowest, despite 2 b the low value of . This suggests that the difference eff ⑀ u * in goodness of fit with that of the wave-age parameterization is small. The poorest case by far is the constant ␣ bulk parameterization. The values of J, r, , and 2 p exceed significantly those of the other two. a chi-squared distribution as already suggested by their names. These are well known and can be expressed as Gamma distributions (see, e.g., Press et al. 1992 ) with (n Ϫ k) and (m Ϫ k) degrees of freedom, respectively. Here k is the number of optimized constants (either 1 or 2). For both statistics, the probabilities of exceedence, P p and P b , are calculated. These are the probabilities that we make an error if we reject the fit given the estimate for the random errors. The largest probability of exceedence is the P b for the (C d10n ϭ a ϩ bu 10n ). The value is 73%, which suggest that this parameterization is a fairly good description for the mean relation be- (Taylor and Yelland 2000) . The dashed-dotted (dotted) line is inferred from the bulk formula of Smith (1980) (Eymard et al. 1999) . The estimated median observations of Banner et al. (1999) and the mean observations of Hare et al. (1999) are plotted as triangles and circles, respectively. For the latter, the filled (open) circles refer to the eddy correlation (inertial dissipation) method. (b) Indications of the random errors in the median values of Taylor and Yelland (2000) and Banner et al. (1999) . The error bars are an approximation of the 90% confidence interval.
tween the wind and wind stress. The second highest value is for the fit of wave-age parameterization (P b ϭ 56%). All other values of both P p and P b are smaller than 0.1%. Therefore, P p and P b are not listed in Table  4 . To summarize, on the basis of all 2 statistics and the assumed error estimates, all three parameterizations must be considered as incomplete descriptions of the uncorrected observed surface drag.
Next, we discuss the combined impact of the measurement height and J99 corrections. The bulk parameterizations of Table 3 are fitted to corrected data in the same manner as has been done for the uncorrected data. The results of the optimal fits and the statistical test are listed in Table 4 , with parts II, III, and IV for the MH, the J99, and the combined MH and J99 correction, respectively. When only the height is corrected, all bulk parameterizations have lower values for the cost function and the probabilities of exceedence for the 2 statistics are slightly higher. Thus, the height correction improves the goodness of fit. However, whenever the J99 correction is applied the goodness of fit deteriorates considerably. The largest deterioration is observed for the constant Charnock case. The J99 correction enlarges the difference between the surface drag coefficients at the low and high wind speeds (see Fig. 6 ). Clearly, the single Charnock parameter is not able to account for this effect.
As stated above, an important issue is the approximation of the wave age. A drawback of c p / is its wam u * reduced representation of high frequent variability due VOLUME 32 In part II to IV, the MH, J99, and the combined MH and J99 corrections are applied, respectively. to the WAM time step of 6 h. To explore the impact of this choice, calculations with three reasonable alternatives are made. u * the goodness of fit of the bulk parameterization. On the other hand, an argument for using this wave age is that it might be the best representation of the wave-age variability given the available data. This parameterization is still an incomplete description of the observed variability in the surface drag, because /(n Ϫ k) ϭ 1.04 2 p gives a P p of 23%, which is a too small probability of exceedence. The worst results are obtained with the last wave age, c p / . In this case the r value is slightly obs u 10n lower than that of the (C d10n ϭ a ϩ bu 10n ) bulk parameterization, despite the extra variability due to u 10n . Similar results are obtained for the corrected Disc2000 data. In short, the effects of different wave-age approximations on the goodness of fit of the wave-age bulk parameterization are considerable, but for the qualitative comparison with the other bulk parameterization the impact is small.
The comparable quality of the C d10n ϭ a ϩ bu 10n and the ␣ ϭ a( /c p ) b parameterizations is depicted in wam u * Figs. 9 and 10. In Fig. 9 , C d10n is plotted as a function of u 10n .Clearly, the increase of the C d10n with u 10n of the wave-age parameterization is practically equal to the slope of the (C d10n ϭ a ϩ bu 10n ). In addition, for fixed wind speeds it has slightly more variability. However, the magnitude of this variability combined with the estimated observational errors is still insufficient to explain the total scatter in the wind speed bins as is demonstrated by the 2 statistics. In Fig. 10 , ln(␣) is plotted as a function of the WAM inverse wave age. As a result of the observational errors, many log(␣) observations are much smaller than the optimal fits (see section 3). Both fits depict an increase of ␣ with the inverse wave age, but for the C d10n ϭ a ϩ bu 10n parameterization the increase with the inverse wave age is smaller. This lower increase results in rather low ␣'s for wave ages smaller than 20 and high ␣'s for wave ages higher than 30.
To further explore the difference between the C d10n ϭ a ϩ bu 10n and the ␣ ϭ a( /c p ) b parameterization, wam u * the distributions of the residuals in wind stress ( obs Ϫ par ) are analyzed. These analyses are made for different wave-age classes. The distribution of the residuals is compared with a modeled ''error'' distribution. The modeled error distribution is generated by a Monte Carlo simulation of the wind stress residuals that are solely due to the random errors in the observed u * (6%), u 10n (3%), and (if applicable) the modeled wave age ( / wam u * c p ) (30%). For these values of the relative errors, the error distribution of residuals are dominated by the errors in u * . In Fig. 11 , the distributions are plotted for the classes of old waves (top panels), waves with an intermediate age (middle panels), and young waves (bottom panels). For both bulk parameterization, the differences between the observed and estimated error VOLUME 32 Press et al. 1992, p. 621) . This is a nonparametric statistical test based on the maximum positive and maximum negative difference (V kp ) in the cumulative distributions. The probabilities of exceedence (P kp ) are calculated from the associated probability density function. The Kuiper values V kp and the probabilities P kp are displayed at the top of the panels. The Kuiper statistics give in general low probabilities of exceedence. These low values confirm that the bulk parameterizations are an incomplete representation of the observed data given the estimates of the relative errors. However, for the young wave class the P kp value of the C d10n ϭ a ϩ bu 10n parameterization (0%) is considerably smaller than that of the ␣ ϭ a( /c p ) b pawam u * rameterization (7%). This suggests that the latter bulk parameterization provides a better representation of the observed wind stress for the class of young waves. However, the value of P kp (7%) is not large enough to accept the wave-age parameterization with a large (e.g., 10%) significance level.
Discussion and conclusions
As depicted in Figs. 4 and 7, there is some controversy about the magnitude of the Charnock parameter and hence the drag coefficient. The controversy is most vivid in the comparison of, on the one side, the new ECMWF model (C d10n ഠ 0.00135 for u 10n ϭ 10 m s Ϫ1 ), and, on the other side, the observations of Taylor and Yelland (2000) (C d10n ഠ 0.00115 for u 10n ϭ 10 m s Ϫ1 ). First we discuss the observations.
One may assume the position that the open ocean drag coefficients of Taylor and Yelland (2000) are too low. Comparisons with some other open ocean experiments (see Fig. 7 ) hint upon this view. These experiments are TOGA COARE (Fairall et al. 1996) for the moderate wind speeds, SOWEX (Banner et al. 1999) and FASTEX, that is, the eddy correlation of Hare et al. (1999) and the ID measurements of Eymard et al. (1999) . Other careful wind stress measurements find even higher drag coefficients. A good example is the Humidity Exchange over the Sea (HEXOS) experiment (Smith et al. 1992) . However, there is still a lot of ongoing discussion about the quality of these measurements and their interpretation of systematic errors. For example, Eymard et al. (1999) did not apply a correction for flow distortion by the ship. In the case of Banner et al. (1999) , the number of observations are too small to make firm statements. The HEXOS experiment was made in a coastal area. It is still a matter of research under which conditions these observations may be representative for the open ocean. Therefore, one should be reluctant in drawing conclusions from elementary comparisons.
Following the assumption that the Disc2000 drag data are too low, two corrections have been considered in this paper to enhance them. These are the correction for the measurement height (MH) and for the neglect of fluctuations in the TKE balance caused by the surface waves (J99). Both corrections are unable to solve the controversy. First, the MH correction is of the right sign to reduce the discrepancy with, for example, the new coupled model. In addition, it gives a correction for all wind speed ranges and the goodness of fit of the bulk parameterizations to the observed data increases (Table  4) . However, the correction is by far too small to explain the magnitude of the bias. Second, the J99 correction has the right sign and magnitude, but only for the strong winds. In addition the J99 increased the lack of fit of widely used bulk parameterizations. The magnitude of the J99 correction is still under discussion (Taylor and Yelland 2001; Janssen 2001) . The alternative point of view is that the mean values of Disc2000 are of the right magnitude. The Disc2000 dataset is by far the longest record, which implies that many different geophysical conditions are sampled by a reasonable number of observations. In addition, Yelland et al. (1998) , Henjes et al. (1999) , and Taylor and Yelland (2000) have made a careful study of the flow distortion problem and possible shortcomings of their ID method. Other cruises with the same setup confirm the Disc2000 magnitude of the stress. Strongest support from a different source are the EC measurements of Smith (1980) , because they are made from a well-exposed anemometer. Also the ID measurements of Hare et al. (1999) are in the range of the Disc2000 data. We now come to the model data. In section 4, the mean surface-drag coefficients of different versions of ECMWF's coupled atmosphere-wave model were tested against those from the uncoupled model and those from VOLUME 32 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y observations. For all wind speed ranges, the old coupled model has a positive bias with respect to the uncoupled model (␣ ϭ 0.018). However, the mean drag coefficients resulting from the new coupled model (ERA40) version are on average nearly equal to those of the uncoupled (ERA15) version. The drag coefficient of the new coupled version is slightly smaller (larger) for wind speeds smaller (larger) than 12 m s Ϫ1 , which results in better agreement with the slope of the Disc2000 C d10n -u 10n relation (see Fig. 4 ). When compared with the Disc2000 observations, all model drag coefficients have a significant positive bias for all wind speeds. However, with TOGA COARE, SOWEX, and the results of Eymard et al. (1999) the new coupled model has a fair agreement.
Next, we discuss the results of statistical analyses of the different bulk parameterizations. To make justifiable fits to the data, an approximation of the random observation error in u * as function of u 10n was derived on the basis of published estimates of these errors (e.g., Yelland et al. 1994; Sreenivasan et al. 1978) . According to the derived estimate ( ) not all of the scatter in wind stress eff ⑀ u * for a fixed wind speed can be attributed to the random observational errors in u * and u 10n (see Fig. 8 ). Consequently, it is conceivable that a third (geophysical) parameter explains the surplus of variance. Sea-state parameters are good candidates and therefore the wave age is checked by statistical tests.
First, the positive bias of the ECMWF model when compared with the Disc2000 data is confirmed by the computed constants of the bulk parameterization in section 5. For example, in the constant Charnock case for the uncorrected Disc2000 data, ␣ equals 0.010 rather than 0.018, which is used in the uncoupled model. Second, from the statistics of the optimal fits of the bulk parameterizations to the corrected and uncorrected open ocean measurements it is concluded that all the considered bulk parameterizations can be statistically rejected as sufficiently complete descriptions of the surface drag given the estimate of the random errors in the observed data.
The largest lack of fit is obtained for the constant Charnock parameter case. This fact confirms the conclusion of Yelland et al. (1998) that this bulk parameterization is inferior to describe the Discovery data. In addition, a similar result was found by (Janssen 1997) for the HEXOS data.
Third, with respect to wind speed bin-averaged wind stresses, the wave-age-dependent and C d10n ϭ a ϩ bu 10n bulk parameterization perform equally well to the goodness-of-fit test. However, the first parameterization scores slightly better on the tests for the individual points. This difference suggests a small preference for a wave-age-dependent bulk parameterization, because it hints upon an improved description of the geophysical variance.
As a final remark, we note that all bulk parameterizations considered in this paper had to be rejected as fully explaining the observed variance. This may hint at some interesting underlying physics, but it could also be due to the choice of the bulk parameterization, or to our use of modeled wave data (for lack of direct observations) or shortcomings in the error estimates. To fully resolve these issues further research is needed as was also noted recently by the WCRP/SCOR working group on air-sea fluxes (WGASF 2000, chapter 12) . We hope that the discussions in this paper will contribute to the preparation of future experiments, which would, in our opinion, only make sense if they involve long records of high quality measurements for a broad range of experimentally resolved geophysical conditions. The adequate assessment of observational errors will continue to be important.
