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Abstract
Let G be a domain in the complex plane, which is symmetric with respect to the real axis and contains [− 1; 1]. For
a measure  on [ − 1; 1] satisfying a regularity condition, we determine the geometric rate of the error of integration,
measured uniformly on the class of functions analytic in G and bounded by 1, if the -integrals are replaced by optimal
interpolatory quadrature formulas with n nodes. We show that this rate is obtained for modi4ed Gauss-quadrature formulas
with respect to certain varying weights. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Gaussian quadrature rules are a basic tool for the construction of feasible algorithms in di:erent
areas of applied mathematics. Sometimes, the classes of functions which are to be integrated bear
an additional structure. In particular, the functions analytic in a given neighborhood of the interval
of integration have been a class of intensive research (see, for instance, [5,6,8] and the references
therein).
In a recent interesting paper, Petras [9] considers Gauss-quadrature formulas for a positive measure
d(x) = w(x) dx on [− 1; 1] of Szego˝-type, i.e., for which∫ 
0
logw(cos t) dt exists: (1)
He compares these formulas with arbitrary interpolatory quadrature formulas of the form
Qn[g] =
n∑
j=1
jg(xj); (2)
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where j ∈ C and xj ∈ [− 1; 1] or, more generally, of Bakhvalov-type (see [5])
Qn[g] =
m∑
j=1
{j Re g(xj) + j Re g′(xj) + j Im g(xj) + j Im g′(xj) }
+
n∑
j=m+1
{j Re g(xj) + j Re g(xj) + j Im g(xj) + j Im g(xj)}; (3)
where x1; : : : ; xm ∈ R, xm+1; : : : ; xn ∈ C and j; j; j; j ∈ C.
To state one of his results in a way suitable for our purposes, suppose G is a planar domain, sym-
metric with respect to the real axis and containing the interval [−1; 1]. Let  be a 4nite Borel-measure
on [− 1; 1] and denote by A1(G) the class of functions analytic in G and in absolute value bounded
by 1. For a quadrature formula as in (2) or (3) (with all nodes contained in G, as we will henceforth
assume), de4ne the A1(G)-error
(Qn;A1(G)) := sup
g∈A1(G)
∣∣∣∣Qn[g]− ∫ g(x) d(x)∣∣∣∣ : (4)
In addition, set
n(A1(G)) := inf
Qn
(Qn;A1(G)); (5)
where the in4mum is taken over all interpolatory quadrature formulas of the form (2) or (3). For
the Gauss-quadrature formulas Qgn associated with a measure d=w(x) dx satisfying (1), Petras ([9],
see also [5]) was able to show that in the special case when G is simply connected,
lim
n→∞
2n
√
n(A1(G)) = lim
n→∞
2n
√
(Qgn;A1(G)) (=1=r) (6)
if and only if G is the interior of an ellipse with foci at ±1 (and sum of the semi-axes equal to
r ¿ 1).
This raises the question of how to construct optimal formulas if G is not an ellipse. For simply
connected G, one may use a conformal mapping (for details, see [9]), but this approach does not
work for multiply connected domains.
We want to motivate our potential theoretic approach in the following way: Relation (6) resembles
the classical Bernstein theorem concerning polynomial approximation of analytic functions, for which
a propagation of convergence is restricted to the largest ellipse of analyticity. Due to the interaction
of approximation theoretical techniques with classical logarithmic potential theory it is possible to
extend the Bernstein result to the approximation by rational functions with suitably prescribed poles
[14,4]. This approach turns out to be optimal for arbitrary G, even in the sense of nth width [15]. The
geometric rate of convergence can be expressed in terms of the capacity of a condenser. Keeping this
in mind, it is natural to expect that modi4ed Gaussian formulas with respect to a measure varying
with a reciprocal of suitably prescribed polynomials can be good candidates for optimal formulas.
Moreover, for general G, the limit in (6) should be expressable in terms of a condenser modulus.
In Section 3, we will use potential theoretic notation (which will be introduced in Section 2) in
order to describe the limit of the 2nth root of n(A1(G)) for quite general G and . In addition,
we will suggest nearly optimal formulas, that can be constructed from Gaussian formulas subject to
varying weights.
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The proofs of these results can be found in Section 4. They are based on logarithmic potential
theory and on the theory of orthogonal polynomials with respect to varying weights.
2. Notation from potential theory
Suppose  is a (positive Borel-) measure with compact support in C. We call
U (; z) :=
∫
log
1
|z − t| d(t) (z ∈ C)
the logarithmic potential of .
Let k stand for the space of (complex) polynomials of degree 6k. If p(z) = akz k + · · · is a
polynomial of degree k, we denote by p the unit measure associating with each zero  of multiplicity
m the equal weight m=k. For the logarithmic potential of this so-called zero counting measure of
p we clearly have
U (p; z) =
1
k
log
|ak |
|p(z)| (z ∈ C):
This simple, but fundamental formula shows that all information on a polynomial p is contained
in the potential U (p; ·) and its leading coeNcient. In Section 4, we will often use the relation
|p(z)|=|ak |= exp{−kU (p; z)} to estimate the growth of the polynomial.
We will now recall the condenser problem (see [3]). Suppose E and F are disjoint compact
subsets of C such that C \ (E ∪F) is regular with respect to the Dirichlet problem. We call the pair
(E; F) a condenser. There exist unique unit measures E on E and F on F with minimal energy
I(E; F) =
∫
U (E; t) dE(t) +
∫
U (F; t) dF(t)− 2
∫
U (E; t) dF(t)
subject to all choices of unit measures located on E and F , respectively. They are characterized by
the fact that for certain real constants VE ¿VF ,
U (E; z)− U (F; z)

=VE; z ∈ E;
=VF; z ∈ F;
∈ [VF; VE]; z ∈ C:
(7)
Clearly, I(E; F)=VE−VF . This quantity is called the modulus of the condenser (E; F) and denoted
by mod(E; F). Its reciprocal 1=mod(E; F) is known as the capacity, and the signed measure E −F
as the equilibrium distribution of (E; F).
The measures E and F are supported by the boundaries of E and F , respectively. It follows
from the representation [3, p. 315] that the modulus is invariant under conformal mappings de4ned
on C \ (E ∪ F), taking into account the boundary correspondence. We also note that by means of a
M%obius transform, these notions are extended to compact subsets of the Riemann sphere C ∪ {∞}
in a straightforward way (see, for details, [3]).
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3. Gaussian quadrature with varying weight versus optimal quadrature
Suppose that  is a 4nite measure on [− 1; 1]. To avoid trivial situations, we assume that its
support consists of in4nitely many points.
Let f be a continuous positive function on [− 1; 1]. We denote by (p(f)n )∞n=0 the sequence of
polynomials p(f)n (x) = 
(f)
n x
n + · · · ∈ n, (f)n ¿ 0, orthonormal with respect to the measure =f2 on
[− 1; 1]:∫ 1
−1
p(f)m (x)
f(x)
p(f)k (x)
f(x)
d(x) =
{
0 if m = k;
1 if m= k:
Suppose G is a domain regular with respect to the Dirichlet problem, symmetric with respect to the
real axis and containing the interval [− 1; 1]. For simplicity, we will for the moment assume that
@G is bounded, but with appropriate modi4cations the following extends easily to the general case.
Let (q2n−1) be a sequence of real polynomials q2n−1 of degree 2n − 1 or 2n − 2 with leading
coeNcients ±1 and the following property: The zero-counting measures q2n−1 have support in a
4xed bounded subset of C\G and converge to the F-component F of the equilibrium distribution
of the condenser (E; F) := ([− 1; 1]; @G) in the weak-star sense, i.e.,
lim
n→∞
∫
h d2n−1 =
∫
h dF (h ∈ C(C)):
For de4niteness we will assume that these polynomials are positive on [− 1; 1].
The prototype of such polynomials is as follows:
Take any array of points y(n)1 ; : : : ; y
(n)
n ∈ @G such that the unit measures associating with each point
y(n)i the mass 1=n converge to F in the weak-star sense (e.g., rational Fekete-points on @G [10,
p. 396], rational FejOer–Walsh-points on @G [12], rational Leja-points on @G [4, p. 99] or weighted
Fekete-points on @G with a suitable weight [10, p. 143]) and set
q2n−1(x) := (±1)
n−1∏
i=1
(x − y(n−1)i )(x − y(n−1)i ) ∈ 2n−2: (8)
Since ([−1; 1]; @G) is a symmetric condenser, which implies the symmetry of F , these polynomials
have the desired property.
Switching back to the general situation, denote by
Q∗n [g] =
n∑
j=1
'(n)j g(x
(n)
j ) (9)
the nth Gauss-quadrature formula associated with the measure =q2n−1, which integrates all
polynomials in 2n−1 exactly. Note that the x
(n)
j are the zeros of the polynomial p(f)n , where f :=
(q2n−1)1=2. It is well known that they are all simple and contained in the open interval ]− 1; 1[.
Consider the modi4ed quadrature formula
Q˜n[g] :=
n∑
j=1
'(n)j q2n−1(x
(n)
j )g(x
(n)
j ):
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Theorem 1. With R := exp(mod([− 1; 1]; @G)); there holds:
lim sup
n→∞
2n
√
(Q˜n;A1(G))6
1
R
: (10)
Remark. The proof of Theorem 1 is merely based on the possible rate of approximation of analytic
functions by rational functions with prescribed scheme of poles (see [14,4] and for recent devel-
opments [1,2]). Walsh [14] uses interpolation by suitable rational interpolants and represents the
remainder via the Hermite-interpolation formula. Taking a look at these representations one can 4nd
that under stronger assumptions on @G, e.g., if @G consists of 4nitely many smooth Jordan curves
or arcs, for some constant C0,
(Q˜n;A1(G))6C0
1
R2n
:
That under certain regularity assumptions on  the proposed quadrature formula Q˜n is optimal in the
2nth root sense can be seen from the lower bound in the following theorem. From now on, we drop
the condition that @G be bounded, a condition that was only needed for a simpli4ed introduction of
the polynomials q2n−1.
Theorem 2. Suppose d=w(x) dx satis5es the Szego˝-condition (1) and that @G consists of at most
countably many components. Then
lim inf
n→∞
2n
√
n(A1(G))¿
1
R
; (11)
where R := exp(mod([− 1; 1]; @G)) .
In the case that G is simply connected, the assumptions on  can be weakened. We say that
d= w(x) dx is an Erdo˝s-weight, if
w(x)¿ 0 almost everywhere on [− 1; 1]: (12)
Theorem 3. Suppose G is simply connected and d = w(x) dx satis5es the Erdo˝s-condition (12).
Then
lim inf
n→∞
2n
√
n(A1(G))¿
1
R
; (13)
where R := exp(mod([− 1; 1]; @G)).
Combining Theorems 2 and 3 with the upper bound from Theorem 1 gives:
Corollary. Under the assumptions of Theorems 2 or 3,
lim
n→∞
2n
√
n(A1(G)) =
1
R
:
Remark. (i) In the case that G is simply connected, Petras [9] suggests to construct optimal quadra-
ture formulas by transforming ordinary Gauss-quadrature formulas via the inverse of the conformal
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mapping that maps G onto the interior of an ellipse with foci ±1, keeping [− 1; 1] invariant. Only
in special cases this conformal mapping is explicitly known, otherwise one has to approximate this
mapping, for instance, via extremal point methods. Theorem 1 suggests to take appropriate extremal
points as zeros for the denominator polynomials in order to obtain asymptotically optimal formulas.
(ii) Suppose that the zeros of the prototype polynomials q2n−1 in (8) do not depend on n, i.e.,
yi = y
(n)
i = y
(m)
i for i6n6m, as, for example, in the case of rational Leja-points [4, p. 99] or
appropriate weighted Leja-points [10, p. 258] on @G. Then q2n−1(z) = (z − yn)(z − Pyn)q2n−3(z).
Denoting by (p(2k−1)n )
∞
n=0 the sequence of polynomials orthonormal with respect to dw=q2k−1, we
may write
p(2n−3)n (z)(z − yn)(z − Pyn) =
n+2∑
i=0
dip
(2n−1)
i (z):
Since the left-hand side is orthogonal to n−1 with respect to =q2n−1, this leads to four-term recursion
formulas as, for instance,
dn+2p
(2n−1)
n+2 (z) = p
(2n−3)
n (z)(z − yn)(z − Pyn)− dn+1p(2n−1)n+1 (z)− dnp(2n−1)n (z):
4. Proofs
Proof of Theorem 1. Let g ∈ A1(G). Let +¿ 0. By [14, Chapter VIII], the function g can be
approximated by rational functions with prescribed denominator q2n−1 exponentially well: There
exists a sequence of polynomials (p∗2n−1) of degree 62n−1 and a constant M0 =M0(+; G) such that∥∥∥∥g− p∗2n−1q2n−1
∥∥∥∥
[−1;1]
6M0‖g‖G
(
1
R
+ +
)2n−1
: (14)
Now, since Q∗n is exact for polynomials of degree 62n− 1, the error of integration can be written
in the form∫
g d− Q˜n[g] =
(∫
g d−
∫ p∗2n−1
q2n−1
d
)
+ (Q∗n [p
∗
2n−1]− Q˜n[g]): (15)
For the 4rst term in the sum on the right-hand side, we have∣∣∣∣∫ (g− p∗2n−1q2n−1
)
d
∣∣∣∣6M0 ( 1R + +
)2n−1
([− 1; 1]): (16)
Taking into account the polynomial exactness of Q∗n and (14), the second term on the right-hand
side of (15) can in absolute value be estimated by∣∣∣∣∣∣
n∑
j=1
'(n)j p
∗
2n−1(x
(n)
j )−
n∑
j=1
'(n)j q2n−1(x
(n)
j )g(x
(n)
j )
∣∣∣∣∣∣6
n∑
j=1
'(n)j |q2n−1(x(n)j )|M0
(
1
R
+ +
)2n−1
= M0
(
1
R
+ +
)2n−1 ∫ q2n−1
q2n−1
d: (17)
Combining Eqs. (15)–(17) we obtain∣∣∣∣∫ g d− Q˜n[g]∣∣∣∣62M0 ( 1R + +
)2n−1
([− 1; 1]):
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Taking the supremum over all g ∈ A1(G), taking the limit superior of the 2nth root and letting
+→ 0 gives the desired estimate.
Proof of Theorem 3. It suNces to prove the theorem for the case when G is the interior E of
an ellipse with foci ±1. In fact, otherwise there exists a conformal mapping - from the simply
connected domain G onto the interior E of an ellipse with foci ±1, which keeps the interval [−1; 1]
invariant: -([−1; 1]) = [−1; 1]. Then by the conformal invariance of the modulus, mod([−1; 1]; @G)
= mod([− 1; 1]; @E). Moreover, indicating with respect to which measure the error has to be taken,
n(A1(G); ) = n(A1(E); ˜), where the transformed measure ˜, given by
˜([a; b]) = (-−1[a; b]) (−16a¡b61);
does also satisfy the Erdo˝s-condition. This shows that the problem is invariant under -.
Now, the domain G = E can be written in the form of
G = {z ∈ C: g(z;∞)¡R0};
where g(z;∞) = log |z +√z2 − 1| is the Green’s function of C\[− 1; 1] with pole at in4nity. The
branch of the root is taken to be positive for positive z. Denote by (p(1)m ) the sequence of polynomials
orthonormal with respect to .
It is shown in [9, Theorem 2:1] that
n(A1(E))¿
(
n∑
m=0
‖p(1)m ‖2PG
)−1
: (18)
On the other hand, each Erdo˝s-weight has a regular asymptotic behavior in the sense of Stahl and
Totik. Therefore (see [11, Theorem 3:2:1]),
lim sup
n→∞
‖p(1)n ‖1=nPG 6 sup
z∈ PG
exp{g(z;∞)}= exp(R0):
From this it is easy to obtain that
lim sup
n→∞
n
√√√√ n∑
m=0
‖p(1)m ‖2PG6exp(2R0): (19)
The assertion follows from (18), (19) and the relation R0 = mod([− 1; 1]; @G).
For the proof of Theorem 2, we need the notion of Szego˝’s function:
If d= w(x) dx is a measure on [− 1; 1] satisfying the Szego˝-condition (1), then this assumption
on w guarantees the existence of the so-called Szego˝-function Dw(z) associated with the weight w,
which we may write in the form of
Dw(z) = exp
{
1
4
∫ 
−
log(w(cos 0)|sin 0|)1 + ze
−i0
1− ze−i0 d0
}
(|z|¡ 1):
For the basic properties of this function, see [13, Chapters X, XII].
In the remaining part of this section, C1; C2; : : : ; and c1; c2; : : : ; will denote positive constants
possibly depending on  and G, but not on the parameters m or n.
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Proof of Theorem 2. Suppose 4rst that the domain G is bounded and that @G consists of 4nitely
many (suNciently smooth) mutually disjoint Jordan curves.
Let +¿ 0 be arbitrary. There exists a compact set F+ consisting of 4nitely many smooth Jordan
curves in C\ PG, symmetric with respect to the real axis and such that
mod([− 1; 1]; F+)6mod([− 1; 1]; @G) + +:
Since + is arbitrary, it suNces to show that
lim inf
n→∞
2n
√
n(A1(G))¿exp(−mod([− 1; 1]; F+)): (20)
Let 1 − 2 be the equilibrium distribution of the condenser ([− 1; 1]; F+) and denote by V1 and V2
the constants that U (1; ·)− U (2; ·) takes on [− 1; 1] and F+, respectively.
There exists a sequence (qn) of real monic polynomials of degree n such that for n¿1,
|U (2; z)− U (qn ; z)|6c1
log(n+ 1)
n
(z ∈ PG)
(for a possible choice of pn, see [7, Theorem 1]). Written in terms of the polynomials qn, this means
that for z ∈ PG,
(n+ 1)−c1 exp{−nU (2; z)}6|qn(z)|6exp{−nU (2; z)}(n+ 1)c1 : (21)
Consider the sequence of orthonormal polynomials (p(qn)m )
∞
m=0 associated with the weight d =
w=(qn)2 dx. Our 4rst goal is to give estimates for the uniform norm ‖p(qn)m =qn‖ PG. The following
lemma, which will be proved at the end of this section, plays a key role.
Lemma. There exist constants C0; 0; 0; 0¿ 0 such that for z= 12(+(1=)) with 0¡ ||¡ 1; and
for all n¿1; n¿m¿0;
|p(qn)m (z)| exp{nU (1; z)}6C0n0
1
|Dw()|
||−0n
(1− ||2)0 exp{nV1}:
For suNciently small t ¿ 0, Lt := {z: U (1; z)−U (2; z) = V1 − t} is a Jordan curve surrounding
[− 1; 1]. Let 0¡r2¡r1¡ 1 be such that
Lt ⊂
{
1
2
(
+
1

)
: r2¡ ||¡r1
}
:
In addition, set
Mn(r1; r2) := sup
||6r1
1
|Dw()|
r−0n2
(1− r22)0
:
Let n¿1, 06m6n. The lemma implies that for z ∈ Lt ,
|p(qn)m (z)| exp{nU (1; z)}6C0Mn(r1; r2)n0 exp{nV1}:
By the weighted Bernstein–Walsh Lemma [10, Theorem III.2.1], this estimate can be extended so
that for z on and exterior to Lt ,
|p(qn)m (z)| exp{nU (1; z)}6C0Mn(r1; r2)n0 exp{nV1}:
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Hence, taking into account (21) and (7) for z ∈ @G,
|p(qn)m (z)|
|qn(z)| 6C1Mn(r1; r2)n
c2 exp{n(−U (1; z) + V1 + U (2; z))}
6C1Mn(r1; r2)nc2 exp{n(V1 − V2)}:
But p(qn)m =qn is analytic in G, so that by the maximum principle we arrive at the desired uniform
estimate
‖p(qn)m =qn‖ PG = ‖p(qn)m =qn‖@G6C1Mn(r1; r2)nc2 exp{n(V1 − V2)}: (22)
We continue by modifying the method of Petras. Let Qn be an arbitrary quadrature formula of type
(2) or (3) with knots y1; : : : ; yn. Choose a polynomial Pn of degree n such that Pn(yi) = 0, i=1; : : : ; n,
and write Pn =
∑n
m=0 amp
(qn)
m . Set P
∗
n :=
∑n
m=0 Pamp
(qn)
m . We will now use the function
g :=
1
‖PnP∗n =(qn)2‖ PG
PnP∗n
(qn)2
∈A1(G)
to derive lower bounds for (Qn;A1(G)).
By the interpolating property of Pn, Qn[g]=0. Therefore, taking also into account the orthogonality
of the polynomials p(qn)m with respect to d= w=(qn)
2 dx, it follows that∣∣∣∣∣Qn[g]−
∫ 1
−1
gw dx
∣∣∣∣∣ = ‖PnP∗n =(qn)2‖−1PG
∫ 1
−1
(Pn=qn)2w dx
¿ ‖Pn=qn‖−2PG
n∑
m=0
|am|2: (23)
Moreover, by H%older’s inequality and (22),
‖Pn=qn‖2PG6
(
n∑
m=0
|am‖|p(qn)m =qn‖G
)2
6
 n∑
j=0
|aj|2
 (C2nc3Mn(r1; r2)2 exp{2n(V1 − V2)}):
Inserting this into (23) gives
(Qn;A1(G))¿
∣∣∣∣Qn[g]− ∫ gw dx∣∣∣∣¿C3 (exp{−(V1 − V2)})2nMn(r1; r2)2nc3 :
By taking the in4mum over all quadrature formulas Qn, and then the limit inferior of its 2nth root,
we obtain
lim inf
n→∞ n(A1(G))
1=2n¿ exp{−(V1 − V2)} lim inf
n→∞ (Mn(r1; r2))
−1=2n
= exp{−mod([− 1; 1]; F+)}r02 :
The desired estimate (20) follows by letting r2 → 1 (thus letting t → 0).
Now, suppose that G is just 4nitely connected. By the symmetry of G, there exists a conformal
mapping - de4ned on G such that the image -(G) is symmetric with respect to the real axis, @-(G)
consists of 4nitely many analytic Jordan curves and -([− 1; 1])= [− 1; 1]. The assertion in this case
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follows from the 4rst part of the proof, since the problem is invariant under conformal mappings
of such type. In fact, the modulus is a conformal invariant, and Szego˝-weights are transformed into
Szego˝-weights.
Finally, assume that @G is the countable union of mutually disjoint continua F1; F2; : : : : Denote by
Gk the component of C\⋃k1 Fj containing the interval [− 1; 1], which is of course 4nitely connected.
Then for each k,
lim inf
n→∞
2n
√
n(A1(G))¿ lim inf
n→∞
2n
√
n(A1(Gk))¿exp(−mod([− 1; 1]; @Gk));
and by the Choquet property of the condenser capacity,
mod([− 1; 1]; @G)= ↓ lim
k→∞
mod([− 1; 1]; @Gk):
Thus, the assertion follows by letting k tend to ∞.
It remains to prove the lemma. In the proof we will make use of the so-called arcsine distribution,
which is the unit measure ∗ on [− 1; 1] given by
d∗ =
1

1√
1− x2 dx (x ∈ ]− 1; 1[):
Its logarithmic potential satis4es (see [10, p. 45])
U (∗; z) = log 2− log |z +
√
z2 − 1|
{
= log 2 if z ∈ [− 1; 1];
6 log 2 for z ∈ C: (24)
Proof of the lemma. We start by constructing polynomials rn such that |rn=qn| is in some sense
nearly constant in a neighborhood of [−1; 1]. This will allow us to apply methods from the classical
Szego˝ theory.
It is easy to see that the measure 1 on [− 1; 1] has bounded density with respect to the arcsine
distribution ∗. Consequently, there exists a number M ∈ N such that (M + 1)∗ − 1 is a positive
measure on [− 1; 1] of total mass M . Consider the unit measure
4 := ((M + 1)∗ − 1)=M: (25)
There exists a sequence of real, monic polynomials rn of degree n such that
−c4
n
(
log(n+ 1) + log
1
d(z)
)
6U (4; z)− U (rn ; z)6c4
log(n+ 1)
n
(z ∈ C);
where d(z) denotes the distance from z to the interval [− 1; 1]. For instance, one may take rn as the
monic polynomial with zeros in the nth weighted Fekete points associated with the weight U (4; ·)
on [− 1; 1] (see, for details, [7, Theorem 1]).
The above potential estimate can in terms of the polynomials rn be written as
d(z)c4 (n+ 1)−c4 exp{−nU (4; z)}6|rn(z)|6exp{−nU (4; z)}(n+ 1)c4 : (26)
Note that for x ∈ [− 1; 1],
−MU (4; x) =− (M + 1)U (∗; x) + U (1; x) =−(M + 1) log 2 + V1 + U (2; x):
Thus, taking into account (21) and (26),
‖(rm)M=qn‖[−1;1]6(n+ 1)c5 exp{n(V1 − (M + 1) log 2)}: (27)
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From the orthonormality of the polynomials p(qn)m we have
1 =
∫ 1
−1
(
p(qn)m (x)(rn(x))
M
qn(x)(rn(x))M
)2
w(x) dx¿
1
‖(rn)Mqn‖2[−1;1]
∫ 1
−1
(p(qn)m (x)(rn(x))
M )2w(x) dx:
Applying the arguments in Szego˝ [13, p. 160(7.1.3–7.1.4)] to the polynomial p(qn)m (rn)
M of degree
6m+Mn we 4nd that, for z = 12(+ (1=)) with ||¡ 1,
|p(qn)m (z)(rn(z))Mm+MnDw()|26
1

1
1− ||2 ‖(rn)
Mqn‖2[−1;1]: (28)
Consequently, by (26) and (27),
|p(qn)m (z)| exp{nU (1; z)}
6
||−m−Mn√

√
1− ||2
(n+ 1)c6
|Dw()|
1
d(z)Mc4
exp{n(V1 − (M + 1) log 2 + U (1; z) +MU (4; z))}:
The proof of the lemma is completed by inserting d(z)¿(1− ||)2 and
− (M + 1) log 2 + U (1; z) +MU (4; z) =−(M + 1) log |z +
√
z2 − 1|60
(see (24) and (25)) into this estimate.
References
[1] A. Ambroladze, H. Wallin, Rational interpolants with pre-assigned poles, theory and practise, Complex Variables 34
(1997) 399–413.
[2] A. Ambroladze, H. Wallin, Balayage and convergence of rational interpolants, J. Approx. Theory 99 (1999)
230–241.
[3] T. Bagby, The modulus of a plane condenser, J. Math. Mech. 17 (1967) 315–329.
[4] T. Bagby, On interpolation by rational functions, Duke Math. J. 36 (1969) 95–104.
[5] N.S. Bakhvalov, On the optimal speed of integrating analytic functions, USSR Comput. Math. Math. Phys. 7 (1967)
63–75 (translated from Zh. vPychisl. Mat. mat. Fiz. 7 (1967) 1011–1020).
[6] W. Gautschi, R.S. Varga, Error bounds for Gaussian quadrature of analytic functions, SIAM J. Numer. Anal. 20
(1983) 1170–1186.
[7] M. G%otz, E.B. Sa:, Potential and discrepancy estimates for weighted extremal points, Constr. Approx. 16 (2000)
541–557.
[8] M.A. Kowalski, A.G. Werschulz, H. WoOzniakowski, Is Gauss quadrature optimal for analytic functions? Numer.
Math. 47 (1985) 89–98.
[9] K. Petras, Gaussian versus optimal integration of analytic functions, Constr. Approx. 14 (1998) 231–245.
[10] E.B. Sa:, V. Totik, Logarithmic Potentials with External Fields, Springer, Heidelberg, 1997.
[11] H. Stahl, V. Totik, General Orthogonal Polynomials, Cambridge University Press, Cambridge, 1992.
[12] G. Starke, FejOer–Walsh points for rational functions and their use in the ADI iterative method, J. Comput. Appl.
Math. 46 (1993) 129–141.
[13] G. Szego˝, Orthogonal Polynomials, AMS Colloquium Publications, Vol. 23, 4th Edition, American Mathematical
Society, Providence, RI, 1975.
[14] J.L. Walsh, Interpolation and Approximation by Rational Functions in the Complex Domain, AMS Colloquium
Publications, Vol. 10, 5th Edition, American Mathematical Society, Providence, RI, 1969.
[15] H. Widom, Rational approximation and n-dimensional diameter, J. Approx. Theory 5 (1972) 343–361.
