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Abstract
The current climate makes the need for sustainable energy production a priority, leading to keen
interest towards the advancement of “green” energy sources and technology. This necessity has
led to a multidisciplinary scientific approach with collaborations across various fields that are
looking to solve this extremely important problem. One such technology is thermoelectric
devices, which are attractive due to the fact that they provide direct solid-state conversion of heat
to electrical power, and vice versa. This in turn allows for both waste heat recovery and
sustainable refrigeration. One key aspect that is preventing the wide scale commercial use of
thermoelectric devices is the thermoelectric properties of the materials, in particular the
thermoelectric performance of p-type materials, as compared to n-type. A requirement for a good
thermoelectric material is low thermal conductivity. Therefore, the identification of new
materials that possess low thermal conductivity is vital in the enhancement of thermoelectric
performance. However, building on the current understanding of known materials is also
extremely necessary and a combination of these two approaches is explored in this dissertation.
The first material studied is the half-Heusler, NbFeSb, which has been shown to possess
promising thermoelectric properties, although it has relatively large thermal conductivity (> 6
W/m-K at room temperature). Ternary and quaternary chalcogenides often possess intrinsically
low thermal conductivity due to their structural complexity and are of interest in other energy
related fields, such as for photovoltaic applications, leading to the investigation into some
multinary chalcogenides.
vi

NbFeSb has been reported to have good p-type thermoelectric properties when doped, whereas
the un-doped material has low resistivity, a very small and negative Seebeck coefficient and a
large thermal conductivity. However our high-quality induction melted NbFeSb displays
markedly different behavior in the Seebeck coefficient, leading a comprehensive structural and
chemical analysis resulting in the interesting role of anti-phase boundaries on the electrical
transport. This work builds on the current understanding of this material and a further systematic
investigation was employed in order to identify a more consistent and reproducible synthesis
method for NbFeSb. A new reproducible method was achieved and was tested with the
successful synthesis of both a doped and a small-grain specimen that led to a significantly
reduced thermal conductivity.
The quaternary chalcogenide, Cu1+xMn2-xInTe4 (x = 0, 0.2, 0.3) was synthesized by direct
reaction, and a Cu-excess approach was chosen for doping due to its success in other quaternary
compositions. Structural and stoichiometric compositions were analyzed by a combination of Xray diffraction and Rietveld refinement. The temperature-dependent transport properties were
measured and their potential for thermoelectric applications is investigated.
In addition, the ternary chalcogenides, Cu4Bi4X9 (X = S, Se), were synthesized by direct
reaction. Their temperature-dependent thermal properties were studied and the mechanisms of
their intrinsically low thermal conductivity values discussed, including the reasons for the lower
values observed in the Se containing compound. The electrical properties of the S containing
compound were also measured. This investigation helps assess the suitability for these new
ternary chalcogenides for various applications.

vii

Chapter One: Introduction into Inorganic Polycrystalline Solids
A comprehensive understanding of crystals is necessary for a fundamental investigation into
novel inorganic crystalline solids with potential thermoelectric applications. This is due to the
fact that the electric and thermal transport depends directly on the crystal lattice (formed by a
periodic arrangement of the crystal). As an introduction to the investigations reported in this
dissertation, the mechanisms for charge and heat transport will be discussed in more detail in this
chapter, with a focus towards thermoelectric applications.
A large number of crystal lattice configurations are possible, which in part is dictated by how the
atoms bond together. In general, there are four types of bonds to consider; covalent, ionic,
metallic, and van der Waals. The first type of bonding we will discuss is covalent bonding,
which occurs when a valence electron from each neighboring atom is shared forming electron
pairs between the two respective atoms. [2, 3] These electrons are concentrated in-between
neighboring atoms, giving high strength and hardness to the crystal. To analyze this bonding
type, it is easy to look at Si (Group IV) that forms in a diamond structure, where Si shares its
four valence electrons with its four closest neighbors. [1] In this case the electrons can be
thought to be “halfway” between the two neighboring Si atoms. However, this is not typically
found in compounds that have different elements because the electrons will favor one atom and
orient closer to that atom (polar covalent) due to small differences in electronegativity. When
compared to Si the elements in the columns to the left (Group III) and right (Group V) are more
electropositive and electronegative, respectively. This means the Group III atoms will give up
electrons becoming cations and Group V will accept electrons becoming anions. [1-3] Although
covalent bonds dominate in the presence of small electronegativity differences, when the
difference in the electronegativity becomes larger its energetically favorable for the electron pair
to reside at one of the atoms. This is known as ionic bonding, when a valence electron from one
atom is given to another, leaving a cation and an anion. This bonding is then a result of the
1

coulomb attraction between the cation and anion, with the electrons located in clouds around the
anion. [1-3] Ionic solids are less strong with low hardness, for example NaCl. [2, 3] In NaCl the
Na atoms lose one electron becoming positively charged (cation) and the Cl atom picks up an
electron becoming negatively charged (anion). Consequently, the stability of this compound
requires it to form with each anion symmetrically surrounded by six cations. [1-3] This facecentered cubic (FCC) structure is often referred to as the rock-salt structure, noting that if all the
atoms were identical it would form in a simple cubic structure. Metallic bonding is bonding
through shared electrons; however, these bonds are impacted less by s-p hybridization, and form
in very closely packed structures where valence electron orbitals almost overlap. This leads to
strong, hard and ductile materials that typically form in close-packed hexagonal or FCC
structures. [2] Finally, van der Waals bonding occurs due to attraction between the two dipoles
formed by the polarization neutral neighboring atoms. These bonds are substantially weaker than
the previous three discussed, generally occurring in organic solids with low strength, hardness
and melting points. [1-3]
As previously discussed, semiconductors are of most interest as thermoelectric materials due to
their balance of properties with a mixture of bonding types often present in a particular crystal
lattice, although covalent bonding is the most frequent. The type of bonding not only effects the
crystal structure but also its capability for conduction of charge and thermal energy.
Electronic Properties of Solids
Electronic Structure
Electrons can move to a new state if that state is free and within kBT of its original state. Such
states are only found close to the Fermi level. Consequently, few electrons contribute to
conduction in metals, thus requiring a large mean free path that is not predicted by the classical
kinetic theory of gases. [1-3] Furthermore, the classical kinetic theory of gases fails to predict the
temperature dependence and the sign of charge carriers that is sometimes positive, observed in
the Seebeck coeeficient and Hall measurements. [2] However, these discrepancies can be
explained by the band-theory of solids.

2

In quantum mechanics an atoms electron can only occupy certain energy orbitals whose
parameters are quantized. The Pauli exclusion principle determines the number of allowed
electrons at each discrete state. [2] If we imagine a gas then the electron spectrum of each atom
is independent of one another due to the distance between the atoms. [1-3] However, if we
decrease the distance between the atoms so that the distance between nearest neighbor atoms is
close to that of the radii of their electron orbits, the energy spectrum of a single atom is no longer
independent of the other atoms in the system. [1-3] Thus, an electron in a crystal lattice is
influenced by a periodic potential due to the nuclei and other electrons in the system. To clarify,
electrons close to the nucleus (core shell) are not affected but the energy spectrums of the
valence electrons are, splitting the individual energy levels into bands due to the Pauli exclusion
principle. [2] It can be shown using the Bloch wave equation that an electron situated in a given
potential only has specific solutions that lie in specific energy bands separated by forbidden
bands. [1] The allowed energy for these wave vectors, k, are typically illustrated using a band
diagram, where the wave vectors are contained in the Brillouin zone. If a wave vector is not
contained in the first Brillouin zone one can add a reciprocal lattice vector fold the band back
without impacting its physical significance. [1, 2] It can be seen by looking at band-structure
diagrams that the energy bands do not typically follow the values predicted by the free-electron
gas (! ∝ ! ! ), except at the band edges where they are typically assumed to be parabolic. [1]
Then at the band edge for small values of E and k, one can write the same expression for a freeelectron gas with
!! ! !

! = !!! !∗

(1)

where m* is the effective mass and h is Planck’s constant. In this free-electron model, it is also
shown that the number of electron states permitted per unit volume in the energy interval E + dE
at the band edges is [1]
!

! ! !" =

!

!!(!!∗ )! ! ! ! !
!!

3

.

(2)

These equations differ from the classic free-electron model with the use of m* instead of m in
order to consider the influence of the periodic potential from the lattice on the electron transport.
These equations as stated are only useful near the band minimum and maximum. An
understanding of m* requires analysis of how its defined,
!
!∗

=

!!! ! ! !
! ! !! !

,

(3)

with negative values for m* when ! ! !/!! ! is negative. [1] Physically this means that the crystal
acts like it has carriers with negative mass and charge. It is advantageous to take these carriers as
being positive with positive mass, called holes, that is the absence of electrons, but behave as one
would expect a positively charged carrier. This is the reason why the Seebeck coefficient and
Hall data are positive. [1]
These energy bands help us describe the different behavior observed in the electrical
conductivity for metals, semiconductors and insulators. The fundamental difference between
metals and semiconductors/insulators is illustrated using the simplified energy diagrams shown
in Figure 1. We see that for conductors (Figure 1a) the Fermi level lies deep within the bands
(a)

(b)

Conduction Band

EF
Valence Band

Energy

Energy

Conduction Band

EF
Valence Band

Conductor

Semiconductor/Insulator

Figure 1. Simplified energy band diagrams for (a) conductors and
(b) semiconductors/insulators.
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Si
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Si

Si

Si
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Si

Si

(d)

(e)
Conduction Band

Ea

EF

Ed

Energy

Energy

Conduction Band

Valence Band

EF

Valence Band

Figure 2. Illustration of doping showing a square 2D intrinsic Si
lattice (a) with no impurity, (b) with an acceptor impurity and (c)
with a donor impurity. The modified energy bands for the (a)
acceptor and (b) donor impurities are shown in (d) and (e),
respectively.

leading to high electrical conductivity due to the large density of states. This means the energy
required to transition a valence electron of an atom in the system into a free state for a metal is
negligible. [2] It can be seen in Figure 1b that for semiconductors/insulators the Fermi level lies
in the gap between the valence band maximum and the conduction band minimum. At 0 K this
results in a completely filled valence band and an unoccupied conduction band, separated by a
forbidden energy gap, [1, 2] leaving no free states in the valence band for electrons to move and
no carriers in the conduction band. At temperatures greater than 0 K some carriers will be
excited from the valence band maximum to the conduction band minimum, although the
electrical conductivity will be small. [1, 2] The size of the energy gap determines if a material is
an intrinsic semiconductor (0.1 – 3 eV) or an insulator (6 - 8 eV). [2] Although it’s possible to
increase the conductivity of these semiconductors/insulators by introducing donor or acceptor
impurities into the system. An example of this can be seen in Figure 2 for a Si lattice. Figure 2a
shows an 2D square intrinsic Si system, whereas Figure 2b and c display the Si with Ga
(acceptor) and As (donor) impurities, respectively. Ga only has three valence electrons for
5

bonding leaving an absent electron (hole), and As has five valence electrons leaving a single
non-bonded electron. With respect to the energy diagrams the acceptors create free energy levels
in the valence band (Figure 2d) that may allow for excitation of electrons leaving other available
states. For donors they provide carriers to the lowest levels in the unfilled conduction band
(Figure 2e) that can be easily excited to the unoccupied energy levels in the conduction band. [1,
2] These added states generally lie close to the band edges. This type of impurity addition that
alter the carrier concentration is often referred to as doping, creating an extrinsic semiconductor.
Electronic Transport for Semiconductors
Before we can discuss electronic transport in semiconductors, we have to define some general
expressions for the electrical conductivity, σ, the Seebeck coefficient, S, and the electronic
contribution to the thermal conductivity, κe, that are three of the properties of interest for
thermoelectric materials. These expressions can be obtained by an approximation for a single
parabolic band, single carrier system where phonons are scattering centers and do not affect the
energy spectrum of the charge carriers. [1] This leads to a general expression for the integral,
KS, that is common in the derivation for σ, S and κe that has the form,

!! =

!!

!

!

!!

! !

!

(!∗ )! ! !!! ! + ! + ! (!! !)!!!!!

!

! !
! !!
!

! !" ,

(4)

where ξ = E/kBT is the reduced energy and the integral is known as the Fermi-Dirac integrals,
!! ! =

! !
! !!
!

! !" .

(5)

One can write the transport coefficients in terms of this general integral expression,

!=

! ! !!
!

,

!

(6)

!

! = ± !" ! − !! ,
!

and
6

(7)

!!

!

!! = ! ! !! − !! .

(8)

!

By using simple approximations for materials where the Fermi level, EF, is much greater or
much less than zero one can to get the Fermi distribution function. [1] The nondegenerate
conductor approximation is suitable when EF is in the forbidden gap far away from the band
edges, so when reduced Fermi energy is much less than zero, η = EF/kBT << 0. In order for
minority carriers to be neglected the EF should reside significantly closer to one band than the
other. In this case the Fermi-Dirac integrals become
! !
!
!

!! ! = exp (!)

exp −! !" = exp ! Γ ! + 1 = exp ! !Γ(!) ,

(9)

where ξ is the reduced energy (E/kBT) and n is an integer. Transport equations for electrical
conductivity, the Seebeck coefficient and electronic contribution to the thermal conductivity can
be derived for a single parabolic band, single carrier and all share the form [1]

!! =

!!

!

!

!!

! !

!

(!∗ )! ! !!! ! + ! + ! (!! !)!!!!! ! !!!!!!

where r and s are constants. Using the fact that Γ 1 2 = ! !

!! =

!!

!

!

!!

! !

!

(!∗ )! ! !!! ! + ! + !

!! !

!

!!!!! !

!

,

(10)

the transport integrals become

!

Γ ! + ! + ! exp (!).

(11)

The electrical conductivity in terms of the integrals Ks is given by Eq.11 and thus Ks becomes

!=

!!

!

!

!!

! !

! ! (!∗ )! ! !! !! !

!!! !

!

Γ ! + ! exp (!),

(12)

where this expression can be written as
! = !"# .

(13)
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The carrier concentration, n, is defined by

!=

!
!
!

!!!∗ !! ! ! !

! ! ! !" =

!!

exp (!)

(14)

and therefore, the mobility, µ, is

!=

!
!!! !

! !!! (!! !)!

Γ !+!

!∗

.

(15)

Note that µ does not appear to depend on the reduced Fermi energy, however the relaxation time,
τ0, and the position, r, are dependent on n if lattice scattering does not dominate. Furthermore, n
is dependent on m* and consequently changes for different bands, hence it’s known as the
effective density of states.
Similarly, from Eq. 7 and Eq. 11 one can write S as
!=±

!!
!

!

!− !+!

.

(16)

where (r+5/2) and -η can be thought of as the reduced kinetic energy transported due to the
current and the reduced potential energy for the carriers. [1] Thereby leading to the total energy
transported per unit charge as being equal to ST (Peltier coefficient). [1]
The Wiedemann-Franz relation is often used to define κe (=LσT), where L is the Lorenz number
that can be defined as
!

! = ! !!!

!!
!!

!!

− !!! ,
!

(17)

leading to
!=

!! !

!

!+! .

!

for the nondegenerate approximation. [1]
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(18)

However, the approximations change slightly for the degenerate conductors, or when the Fermilevel is deep within the conduction band for electrons and valence band for holes, EF/kBT >> 0.
This change of the Fermi level into the bands and out of the forbidden gap is due to heavy
doping of a semiconductor (degenerate semiconductor), leading to metallic behavior. In this
particular case the Fermi-Dirac integrals are better suited when written in the form of a rapidly
converging series [1]

!! ! =

! !!!
!!!

+

!!
!

!!!

!!!!! + !"# ! ! − 1 ! − 2 !!!! +….,

(19)

where one only needs the necessary number of terms to get a finite value for the respective
parameter. Only the first term is required for σ,

!=

! !

!!

!

!

!!

! ! (!∗ )! ! !! !!!!! ! .

(20)

It is necessary to take the first two values in the series for S, as the first term yields zero. This
outcome makes sense due to the very small S values observed in most metals,
!

!=

!! ! !!
∓ ! !! ! !

.

(21)

Similarly, for L the first two terms are required,

!=

! ! !! !
!

!

.

(22)

Eq. 22 differs from L for nondegenerate conductors, suggesting that it should be the same value
for all conductors. What this means is that L should not depend on the scattering law for charge
carriers. [1]

9

This provides a basis for the measurement and analysis of the electronic transport properties of
polycrystalline materials that are of interest for this fundamental research into novel materials
with possible thermoelectric applications.
Thermal Properties in Solids
Transport of Thermal Energy
We have just seen that charge carriers contribute to the transport of heat in the form of κe, which
results in the often large κ values observed for metals but does not explain why an electrical
insulator like diamond has a larger κ than most metals. [4] In the case of diamond the dominant
component of heat transfer is by phonons, which are waves created by vibrations of the crystal
lattice and transferred through the lattice atom by atom. [1]
The Debye model is an effective, but not perfect, way to inspect and understand the specific heat
and heat transfer in a solid. [5] Debye proposed that the vibrations on atoms are not independent,
meaning there is continuous movement of the elastic wave’s forwards and backwards through
the crystal. [5] In this model we have an elastic continuum where only certain modes are
available due to imposed boundary conditions. The Debye model uses the 3N (N = number of
atoms per unit volume) lowest frequency modes due to the discrete number of atoms. [1] At high
temperatures the Debye model with this vibrational mode restriction corroborates the DulongPetit law. The Dulong-Petit law defines the specific heat per atom to be 3kB. The number of
vibrational modes, dw, per unit volume that have frequencies in the interval υ → υ + dυ is

!" =

!!! ! !"
!!

,

(23)

where v is the average speed of sound. This average value constitutes of both the longitudinal
and transverse waves that are different values in a solid, although in a simple continuum it is
independent of frequency. [1] The dispersion curve (υ vs wave number) becomes nonlinear at
high frequencies for real materials. This is due to the fact that there are three acoustic branches
and 3(n-1) optical branches. The acoustic branches are made up of one for the longitudinal
vibrations and two for the transverse vibrations (two possible polarizations), while the optical
10

branches are dependent on the number of atoms in the primitive cell, n. [1] What is of interest to
heat transport for these dispersion curves is the slope of the curve, which is the group velocity
and is related to the rate of energy transport. This group velocity is therefore dependent on ω and
wave number and is different for the acoustic and optical branches. Typically, the optical
branches are much flatter than the acoustic branches, particularly at low wave numbers meaning
the majority of heat transport is by the acoustic waves.
This 3N limitation for the number of modes means that there is a limit to the highest possible
frequency υD, known as the Debye frequency that are related by integrating the number of
vibrational modes per unit volume for a given interval (Eq. 23) leads to
!
!!!!

!!

= 3! .

(24)

Part of the Debye model’s success at explaining the general behavior of the specific heat is its
use of quantum theory. [1] The average energy, W, for a given frequency mode, υ, is

!!

! = ℎ! exp

−1

!! !

!!

.

(25)

Using the above equations one can now find an expression for the specific heat at constant
volume, CV, by differentiating the internal energy with respect to temperature to give

!

!! = 9!!!

!

!!

!!

!!
!

.

(26)

where
!!

!!
!

=

! ! ! !"# (!)
!" ,
! (!"# ! !!)!

(27)

and θD is the Debye temperature, given by

!! =

!!!
!!

.
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(28)

θD takes different values for different materials and is often thought of as being related to the
rigidity of the respective crystal structure. Above θD the CV saturates with all phonon frequencies
excited. Plotting the specific heat versus the reduced temperature (T/θD) leads to certain behavior
that is observed experimentally, with CV proportional to T3 when the reduced temperature is less
than 1 and equal to the Dulong-Petit law when the reduced temperature is above 1. [1] Although
this matches relatively well with experimental data it is not a reliable indicator of the actual
vibrations in a crystal lattice and varies significantly from that of even a simple cubic lattice. [1]
The vibrational spectra can be found using neutron scattering. [6] In pure dielectric crystals it is
observed that κ varies with 1/T when T is not much lower than θD. [7] Debye’s continuum model
found that κ did not agree with the 1/T law with its failure due to the inability to consider the
anharmonicity that occurs in real crystals. [8] Atoms are often approximated as harmonic
oscillators in solids, but this is only true if the displacement of the atom is infinitesimal. In
reality, when the displacement is larger the restoring force is not just proportional to the
displacement, it includes higher order terms (anharmonic). [1] In regards to the crystal lattice,
this means that the elastic constants vary throughout the lattice due to the local displacements of
the atoms. [1] This elastic variation and density variation scatter vibrational waves, reducing
their mean free path and reducing κ.
This anharmonicity can be considered by quantizing the vibrational waves into phonon wave
packets. [9] These wave packets are just referred to as phonons and are responsible for heat
conduction by the lattice by transporting thermal energy. Using the kinetic theory of gases κl can
be written in terms of the mean free path of phonons, lp, i.e. the distance a phonon travels before
undergoing an inelastic collision. This leads to,
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At high temperatures the dominant phonon scattering process is phonon-phonon scattering. The
phonon-phonon scattering processes we need to consider are Normal (N-process) and Umklapp
(U-processes), involving three phonons. The difference between the two processes is that in Nprocesses energy and momentum are conserved, whereas in U-processes momentum is not
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conserved. N-processes do not contribute to thermal resistance, thus high-temperature κ is
controlled by U-processes. [1]
Here we shall note that the lower θD the lower T required to excite all available phonon
frequencies in the crystal, leading to larger displacement of the atoms from their atomic
positions. This excitement of all possible frequencies due to large atomic displacements leads to
anharmonicity and phonon scattering, as we just saw. Whereas a large θD means at lower
temperatures the atoms displacement is limited to small values, thereby behaving more
harmonically, scattering less phonons. This provides a little insight into why diamond has a
larger κ than metals, stemming from the fact that it’s very rigid with a θD of 2240 K, leading to
small anharmonicity and large lp.
As briefly discussed earlier the allowed region in wave-vector space containing the allowed
wave-vector values is called the Brillouin zone. In an N-process two wave-vectors interact,
forming a third, a1 + a2 = a3, where a3 remains inside the Brillouin zone. However, in the Uprocess the resultant a3 vector lies outside the Brillouin zone, requiring the subtraction of the
reciprocal lattice vector, G, to bring a3 back into the allowed region (a1 + a2 = a3 + G). [1] It was
shown that these U-processes become more probable with increasing temperature, while at low
temperatures they are less likely as the phonons will not have the required momentum. At low
temperatures the U-process will only occur if the two-interacting wave-vectors have the same
direction and magnitudes slightly greater than ¼ of the Brillouin zone. The number of phonons
that satisfy this is proportional to exp(-θD/2T), meaning at low temperatures lp is proportional to
[exp(-θD/bT)]-1, where b ≈ 2. This predicts that the 1/T dependence of κ observed for T above θD
will change to an exponential dependence for T below θD in a large pure crystal. Instead, it is
experimentally observed that at low temperatures the phonon-phonon dependence is dominated
by other scattering mechanisms, such as by point defects and grain boundaries.
Phonon Scattering in Imperfect Crystals
It is necessary to discuss these other scattering mechanisms as they can be used to reduce κ. As T
is reduced, κ increases to a maximum before decreasing towards zero as T → 0. If only phononphonon scattering processes occur then κ should increase exponentially as T decreases, with κ
13

proportional to T 3 at the lowest T values. [1] This T 3 is similarly observed at low temperature
for CV, implying that lp has reached its upper limit that is a value comparable to the dimensions
of the crystal and is attributed to phonons being scattered at the crystal boundaries. [10] We will
refer to this as grain-boundary scattering, because in polycrystalline specimens lp is limited by
the grain size. [1] Thus one can readily assume that a reduction in grain size will reduce lp as the
distance between the boundaries that scatter the phonons is smaller, reducing κl. Furthermore, in
amorphous compounds the phonons lp is close to the interatomic spacing and dominate heat
conduction.
Phonons can also be scattered by local variations in elasticity and density in the crystal caused by
point defects, known as point defect scattering. These defects occur in isomorphous compounds
or in compounds containing vacancies or impurities. [1] The relaxation time for point defect
scattering dictates that this scattering mechanism does not have an effect on low frequency
phonons due to the 1/υ4 proportionality. [1] The scattering cross-section for point defects is
expressed by Raleigh theory as
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where c is the linear dimension of the defect, qL is the phonon wave vectors magnitude, ∆χ is the
local compressibility change and ∆ρd is the local change in density. A significant proportion of
the heat transport in solids is due to phonons, where Raleigh theory is applicable. For Rayleigh
scattering c should be smaller than the wavelength of the radiation (in this case, phonon). [11]
Nevertheless for short wavelength phonons this is not the case, c can be close to the phonon
wavelength and these phonons are strongly scattered by point defects contributing negligibly to
κ.
Eq. 30 illustrates that phonons are scattered by changes in the density and elasticity. The
scattering process due to the local variation in the density is often referred to as mass-fluctuation
scattering. A theoretical understanding of mass-fluctuation scattering can be given by the
parameter [1]
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where N is the number of unit cells per unit volume, xi is the concentration of unit cells of mass
Mi and ! is the average mass per unit cell. The other scattering process is due to the local
variation in elasticity also known as strain scattering. [1] This strain is induced in the crystal by
an impurity atom that bonds differently to the neighboring atoms and does not fit perfectly,
varying the local compressibility. [1] Using the elastic continuum model an impurity atom that in
its own lattice has a width δ1`will alter the space that it resides to δ1, where δ is the original width
in the host lattice, leading to
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and
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where G1 and G are the bulk modulus for the host and impurity crystal, and υp is Poisson’s ratio
for the host crystal. A theoretical description of this strain scattering can be given by the
parameter
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where γ is the Grüneisen parameter.
Grain-boundary scattering is typically dominant at low temperatures, point-defect scattering at
intermediate temperatures and Umklapp scattering at high temperatures. This temperature
dependence of κ can be nicely illustrated using the theoretical model that was established by
Debye, [12-15]
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where x = ħω/kBT and ω is the phonon frequency. The phonon scattering relaxation time, τph-1, is
given by
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where L is the grain size and the coefficients A and B are fitting parameters. The three terms
represent the main scattering mechanisms outlined in this chapter that are the dominant
scattering mechanisms present: grain-boundary, point-defect and Umklapp scattering. [12-15] It
can be seen that grain-boundary scattering is not dependent on ω and thus trends as T3,
dominating at low temperatures. Point-defect scattering does not impact low frequency phonons
due to the ω4 dependence, as previously discussed, therefore becoming more influential at
intermediate temperatures. Finally, Umklapp scattering displays the 1/T dependence at T > θD
discussed earlier, dominating at high temperatures. These three scattering processes combine to
give a characteristic T dependence for κ that will be illustrated in Chapter 2.
Thermoelectric Materials
The increased awareness and impact of climate change has led to the need for environmentally
friendly and renewable technology. Thermoelectric devices allow for functionality for both solidstate refrigeration (electricity -> cooling) and waste-heat recovery (heat -> electricity) making
this technology of great interest. Even today the majority of energy used on the planet comes
from fossil fuels that is converted into mechanical or electrical power; a highly inefficient
process that loses huge percentages of energy to waste heat. [1-16] This is where the next
generation of thermoelectric devices could be used to recover some of the waste-heat as
electrical power. One great example of this is in automobiles, where ~40% of the energy
generated through the combustion of fuel is lost as heat. This lost heat can be converted back in
usable electrical power with thermoelectric technology thereby increasing overall vehicle fuel
efficiency. Recent data collected on a BMW 535i vehicle fitted with a thermoelectric device on
16

the drivetrain reduced gasoline consumption by 5-7%. Further enhancements in this field can
improve this number further and is why this research is of keen interest. [1, 16]
The thermoelectric properties of a material are evaluated and characterized by dimensionless
figure of merit, ZT = S2σT/ κ, where S is the Seebeck coefficient, σ is the electrical conductivity,
T is the absolute temperature and κ is the thermal conductivity. Typically, κ can be thought as
being made up of the electronic and lattice contribution, κ = κe + κl. [1, 16] Thus, good
thermoelectric properties are large σ and S values, with low κ values. Although, it is not that
simple as these properties are interdependent on one another with σ and S dependent on the
electronic band structure of the material in question. In general, σ increases with increasing
carrier concentration, while S decreases leading to an optimal value for the power factor (= σS2).
Furthermore, κ is dependent on κe, which is related to σ by the Wiedemann-Franz relation, κe =
L0σT, where L0 is the Lorenz number. Consequently, the approach towards the enhancement of a
materials thermoelectric properties is to alter the carrier concentration in order to optimize the
power factor and to reduce κl. [1, 16] Thus materials possessing intrinsically low κl are attractive
for thermoelectric applications. High efficiency conversion in devices require high ZT values,
moreover there is no current theoretical limit to ZT meaning research into new promising
materials is of great interest to the development and enhancement of thermoelectric technology.
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Chapter Two: Half-Heusler Alloys
In 1903 Friedrich Heusler synthesized Cu2MnAl, a ferromagnetic compound despite the fact that
none of the individual elements display any magnetic behavior. [17, 18, 19] This was the
beginning of research into the Heusler and half-Heusler family of compounds, which now
consists of over 1500 different proposed compositions. [117] The physical properties of these
materials are extremely vast with keen interest for applications in thermoelectrics, solar cells,
topological insulators, spintronics and superconductivity. [17, 20] Half-Heuslers consist of a
ternary composition XYZ that forms in a modified zinc-blende crystal structure with space group
F43m (#216), where typically X = Y = transition metal/lanthanide, and Z = main-group element.
The three Wyckoff sites are 4a (0, 0, 0), 4b (½, ½, ½) and 4c (¼, ¼, ¼). In general, the most
electronegative and electropositive elements occupy the 4a and 4b sites, which form the ionic
rock salt structure. The elements on the 4a and 4c sites form a covalent zinc-blende structure.
[17] The properties of half-Heuslers are typically dependent on the number of valence electrons
where both 8 and 18 electron systems are often semiconductors. The 8 electron systems closely
resemble traditional semiconductors like GaAs and Si. Whereas the 18-valence electron
semiconductors contain a d-electron shell that is nearly fully occupied, resulting in a strong
hybridization of the d states of the X and Y elements, inducing a closed-shell configuration and
the emergence of a band-gap. [17, 21] The compositional variations allowed by the structure
leads to tunable band-gaps in the range of 0 to 1.1 eV for the 18 valence electron compositions
while the upper limit of this range for all half-Heuslers can reach 4 eV. [17, 20, 22-29] In the 8valence electron system the larger the electronegativity difference between the X and Y atoms
the larger the resulting band-gap. [17, 30] Furthermore, the heavier the constituent atoms the

_________________
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Portions of this chapter have been previously published, D. Hobbis, R.P. Hermann, H. Wang, D.S. Parker, T. Pandey, J.
Martin, K. Page and G.S. Nolas, Inorg. Chem. 58, 1826 (2019). [31]
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more significant splitting within the conduction/valence bands due to spin-orbit coupling leading
to a reduced band-gap. [17] The 18-valence electron half-Heuslers band-gap values make them
of interest as possible thermoelectric materials, although most of these compounds display
thermal conductivities significantly higher than typical high performing thermoelectric materials
(> 6 W/m-K at 300 K). [20, 29] Nevertheless, doping has led to good thermoelectric properties in
these materials and is one method aimed at reducing the thermal conductivity associated with
these materials. [17, 20, 21-31] In addition to their promising thermoelectric properties, halfHeuslers are mechanically robust, a property that is important for thermoelectric applications.
[32, 33]
NbFeSb
Heavily doped NbFeSb based half-Heuslers are of great interest due to the promising
thermoelectric properties recently reported for these materials. [24, 25] However further study
into this material system is required due to some challenges found with the reported synthesis
methods as well as some slight disagreement with newly reported data. [24, 35] Therefore a
fundamental structural, chemical, electrical and thermal investigation into NbFeSb was necessary
in order to further understanding of this interesting material. In addition, a highly consistent and
reproducible synthesis method for this compound is also of interest due to challenges that arose
during synthesis.
Synthesis of NbFeSb
A 1:1:1 ratio of NbFeSb from high-purity Nb slug (Alfa Aesar, 99.95%), Fe slug (Alfa Aesar,
99.95%) and Sb chunk (Alfa Aesar, 99.9+%) was weighed and placed in a silica ampoule that
was sealed under vacuum inside a quartz tube. The specimen was suspended in the middle of a
three turn, water-cooled coil to undergo induction melting. The specimen was heated four times
where 1) the Fe and Sb melted together while the Nb remained solid, 2) the FeSb melted with the
Nb to form one piece, 3) the whole piece melted with visual confirmation of melt flow and 4) the
specimen became glowing hot but did not melt. The specimen was then prepared for spark
plasma sintering (SPS) densification. The induction melted piece was finely ground and sieved
(325 mesh) before being loaded into a graphite die and punch assembly. SPS densification was at
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80 MPa and 1123 K for 10 minutes resulting in a dense pellet (>92% relative density). In order
to ensure the homogeneity of the specimen, after densification it was annealed at 1073 K for 72
hours.
The structural and chemical analyses were conducted using powder x-ray diffraction (XRD),
neutron diffraction and Mössbauer spectroscopy. Powder XRD data was collected using a CuKα
(1.54056 Å) radiation in Bragg-Bretano geometry with a graphite receiving monochromator on a

Bruker D8 Focus Diffractometer. Neutron diffraction and Mössbauer spectroscopy data were
collected by collaborators at Oak Ridge National Laboratory (ORNL). Neutron diffraction data
was collected at the NOMAD beamline of the Spallation Neutron Source, Oak Ridge, TN, USA.
[36] The Mössbauer spectroscopy data was taken using

57

Fe and

121

Sb Mössbauer resonance at

ORNL. Compositional stability of our specimen was investigated using Differential Thermal
Analysis (DTA) and Thermal Gravimetric Analysis (TGA) on a TA Instruments Q600 system.
In order to measure the electrical and thermal properties at low- and high-temperature the
densified pellet was cut into a 2mm x 2mm x 5mm parallelepiped, a 1 mm thick 12.7 mm
diameter disk and a 2mm x 2mm x 10mm parallelepiped. The 2mm x 2mm x 5mm
parallelepiped was used on a on a custom-built radiation-shielded vacuum probe for lowtemperature dependent (12 K – 300 K) four-probe gradient sweep ρ and S, as well as steady state
κ measurements. [37, 38] The thermal contacts were made using Stycast epoxy and the ohmic
electrical contacts were made by directly soldering to nickel plated surfaces. The maximum
experimental uncertainties are 7%, 6% and 8% for ρ, S, and κ, respectively. The 2mm x 2mm x
10mm parallelepiped was mounted onto a ULVAC ZEM-3 system under -0.05 MPa static He for
high-temperature (300 K – 700 K) four-probe ρ and S measurements with experimental
uncertainty between 5% and 8% for the entire temperature range. The 1 mm thick, 12.7 mm
diameter disk was placed in a NETZSCH LFA475 system under flowing Ar for high-temperature
laser flash thermal diffusivity, d, measurement with an experimental uncertainty of 5%. The
high-temperature κ values were calculated from the measured d using κ=D·d·CP, where D is the
measured density and CP is the specific heat. An additional 24 mg piece of was used for
temperature dependent (2 K - 393 K) CP measurement on a commercial Quantum Design
Physical Property Measurement System with an experimental uncertainty of between 1.0% 1.5%.
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In addition, a collaborator at ORNL performed first-principles density functional theory (DFT)
using the Vienna Ab initio Simulation Package (VASP) within the generalized gradient
approximation to calculate anti-phase boundary energies and resulting S values. [39-42] The
transport properties were obtained by solving the Boltzmann transport equation within the
constant relaxation time approximation (CRTA) [43] as implemented in the BoltzTraP code. [44]
Calculations of S of the stoichiometric ordered cell (without anti-phase boundaries) were
performed using the all-electron density functional theory code WIEN2K [45] within the
generalized gradient approximation of Perdew, Burke and Ernzerhof. [42]
Analyses of NbFeSb
The powder XRD data for our specimen shown in Figure 3 shows phase-pure NbFeSb. In
addition, the neutron diffraction and Mössbauer spectroscopy data provide a more
comprehensive structural characterization of the specimen and are shown in Figure 4 and 5,
respectively. Refinement of the neutron diffraction data suggests that <1% of the Fe occupies the
vacant 4d (¾, ¾, ¾) Wyckoff site and is corroborated by the Mössbauer data. This structural
analysis indicates that we have a high-quality, homogeneous polycrystalline specimen that is
further exemplified by the excellent agreement between the low- and high-temperature transport
measurement data.
The lattice thermal conductivity, κL, shown in Figure 6 was estimated using the WiedemannFranz relation κ = κE + κL = L0σT + κL, where κE is the electronic contribution to thermal
conductivity and L0 is the Lorenz number, taken to be 2.45 x 10-8 V2 K-2. As introduced in
Chapter 1, a theoretical fit is made to κL using the Callaway model, [12]
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where v is the speed of sound, x = ħω/kBT is dimensionless, ω is the phonon frequency, θD is the
Debye temperature and τc is the phonon scattering relaxation time that is shown as a solid line in
the figure. The values for v and θD were 3052 m/s and 352 K, respectively. [33] The phonon
scattering relaxation term, τc-1, can be written as
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Figure 3. Powder XRD data for NbFeSb with indexed crystal planes. Reprinted with permission
from reference [31]. Copyright 2019 American Chemical Society.

Figure 4. Neutron scattering pair distribution function for NbFeSb. Reprinted with permission
from reference [31]. Copyright 2019 American Chemical Society.
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Figure 5. Mössbauer spectra of NbFeSb for Iron-57 (top) and antimony-121 (bottom)measured
at 195K and 90 K, respectively. Top: Difference plot of the 295K 57Fe spectrum with the
singlet contribution subtracted, where D1 and D2 denote two minor doublet contributions. The
inset is 57Fe at 7 K. Reprinted with permission from reference [31]. Copyright 2019 American
Chemical Society.
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where L is grain size, and the coefficients A and B are fitting parameters. The three terms in Eq.
36 represent grain-boundary scattering, point-defect scattering and Umklapp scattering,
respectively. The fitting parameters were uniquely defined using a minimization of the best
sequence fit function compared to the data. As shown in Figures 6 and 7, the excellent agreement
between the low and high temperature data indicates the homogeneity of the polycrystalline
specimen. Furthermore, the model fits the data very well throughout the entire measured

Figure 6. Temperature-dependent κL for NbFeSb with a solid line fit from the Debye
approximation that is outlined in the discussion. The inset shows temperature-dependent Cp.
Reprinted from reference [31]. Copyright 2019 American Chemical Society.
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temperature range providing A and B values of 2.9 x 10-43 s3 and 2.5 x 10-18 K-1s, respectively.
The coefficient for point-defect scattering (A) is an order of magnitude smaller than previously
reported for heavily doped TiNiSn compositions. This is consistent with the expectation that
heavy doping increases the number of point defects in the lattice, while the Umklapp coefficients
are similar. [45] The κL values reported here for NbFeSb are similar to those previously reported
for undoped half-Heuslers VFeSb, HoPdSb, MCoSb (M=Hf, Zr, Ti) and TiNiSn, which also
display similar temperature dependence and have a maximum value at about 50 K [47-49].
Doping with heavy atoms and/or a reduction in grain size can appreciably reduce these relatively
large κL values. [24-26, 48-53] Temperature dependent Cp data are shown in the inset of Figure
6, where the data indicates saturation to the Dulong-Petit limit (3NR ≈ 74.8 J/mol-at-K) for
temperatures approaching θD.
The temperature dependent ρ values, Figure 7(a), have semiconducting behavior decreasing with
increasing temperature. The ρ values are plotted as Ln(ρ) versus 1000/T with a solid line fit to
the highest temperature data of the form ρ = ρ0 exp(Eg/2kBT), where Eg is the band gap and kB is
the Boltzmann constant. This linear fit estimates Eg to be 0.4 eV, which is in good agreement
with previous reports [52, 53]. The S values, shown in Figure 7(b), are negative throughout the
entire temperature range and tend to zero at low temperature. [49] The S values peak to -67 µV/K
at 420 K before decreasing to – 40 µV/K at 700 K. In addition to various reports suggesting that
NbFeSb to the p-type with very small S values, our specimen indicates n-type conduction.
Furthermore, the S values observed for our specimen are relatively small for a specimen that has
exponentially activated resistivity, where such behavior is typically associated with S values in
the hundreds of µV/K at room temperature. This atypical scenario could suggest an
unconventional doping scenario in our specimen. A typical doping scenario would originate from
the presence of elements that are not present in the original compound and donating or accepting
electrons to the compound. This leads to a change in the dispersive component of the electronic
structure through n- or p-type doping, changing the carrier concentration (see Chapter 1). Firstprinciples theoretical calculations, in addition to the experimental analyses, imply that this
effective doping may be in part due to anti-phase boundaries. An anti-phase boundary is a
crystallographic defect where atoms are configured in the opposite order to those in the parent
lattice. In the case of our half-Heusler this occurs when Fe occupies the vacant 4d Wyckoff site.
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Figure 7. Temperature-dependent (a) ρ and (b) S for NbFeSb. Reprinted from reference [32].
Copyright 2019 American Chemical Society.

Collaborators performed density of state calculations for bulk NbFeSb, which shown in Figure 8
and suggest a band-gap of 0.5 eV for this compound, a comparable value to the 0.4 eV value
estimated from the high-temperature ρ data. Figure 8 also shows when anti-phase boundaries are
introduced into this calculation, the Fermi level moves into the highly dispersive conduction
band, accounting for the n-type conduction. Furthermore, a calculation with fewer anti-phase
boundaries provides a band structure closer to that of the bulk, suggesting only a small presence
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Figure 8. The calculated density of states for bulk NbFeSb (black), NbFeSb with 24x1x1 APB
(blue) and NbFeSb with 8x1x1 APB (green). Reprinted with permission from reference [32].
Copyright 2019 American Chemical Society.

of anti-phase boundaries. Thus, the effective n-type conduction in our NbFeSb specimen is likely
due to the low concentration of anti-phase boundaries indicated by our structural and
computational investigations.
This fundamental study has led to a better understanding of the n-type behavior of NbFeSb. A
comprehensive structural and chemical investigation indicates a very high-quality specimen with
a smalle (<1%) of Fe occupation on the empty Wyckoff position. This very small occupation of
the vacant site, known as an anti-phase boundary, leads to interesting electrical properties due to
their impact on the electronic structure. Theoretical calculations illustrate the impact of the antiphase boundaries on the electronic structure and corroborate the experimental data, suggesting
only a small concentration of the anti-phase boundaries are present. These first-principles
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calculations estimate that the boundaries would have a reasonable energy of 76 meV A-2,
implying thermodynamic feasibility due to similar reported values for GaAs.
Optimized Synthesis of NbFeSb
Although NbFeSb successfully synthesized using induction melting, this method was found to be
inconsistent, in particular due to evaporative loss of Sb. This resulted from the fact that the
melting points of both Nb and Fe are significantly higher than that of Sb. The lack of control in
the early stages of the experiment led to different quantities of Sb loss via evaporation. This
made it difficult to compensate for this Sb loss in the nominal stoichiometry. Another method
used in the literature for the synthesis of this compound is arc melting. [24, 25] As expected,
significant Sb loss due to the rapid temperature increase for arc melting led to an extensive mess
inside the chamber. These difficulties were the basis for the substantial time and effort required
in finding an optimal, highly consistent process for the synthesis of this compound.

Figure 9. Powder XRD data for ball milled NbFeSb reactant powders, depicting 3 h, 6 h, 9 h
and 15 h milling times.
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The first method attempted was a direct reaction and annealing approach that produced NbFeSb
as the main phase, but the time efficiency of this method was lacking. Based on observations
from the successful induction melting runs a Fe and Sb binary was synthesized before attempting
to react with elemental Nb using both the induction and arc melting processes. Unfortunately,
this initial binary reaction did not prevent evaporative loss of Sb in either process. A recent
report outlined the success of a microwave synthesis method for half-Heusler compounds, [54]
however this method was also unsuccessful for NbFeSb. Finally, the ball-milling of Nb, Fe and
Sb powders for 6 hrs at 425 rpm with a 40:1 ball to sample mass ratio proved successful and
highly consistent, as will be described below. The XRD data indicated an amorphous compound
after ball milling. DTA and TGA analyses indicated an exothermic peak at 923 K for this
amorphous compound, where XRD data for the product from the DTA indicated NbFeSb as the
main phase. Thus, the ball-milled product was cold pressed and placed in an evacuated quartz
tube for a solid-state annealing process at 1073 K for 6 days, resulting in phase-pure NbFeSb.
This process was repeated numerous times and led to the same successful outcome.

Figure 10. Powder XRD data for the grain size reduction of polycrystalline NbFeSb powder
ball milled for 0 h, 3 h, 9 h, 15 h, 21 h and 15 (20:1) h.
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In order to better understand the process, a time evolution study was undertaken for the product
after ball milling. After 3 hrs in the ball mill the XRD data indicates that the specimen is still
merely the starting elements however after 6 hrs the XRD data indicated an amorphous phase, as
before. Powder XRD was performed on powders that were ball milled for 9 and 15 hrs to see if
the mechanical agitation of the ball mill could provide enough energy for the compound to
undergo a chemical reaction and form polycrystalline NbFeSb. The data in Figure 9 illustrates
that the product remained an amorphous compound after both 9 and 15 hrs. This ball milling,
annealing and SPS densification technique was employed to synthesize both NbFeSb with small
grain size and p-type Hf-doped NbFeSb. The small grain size NbFeSb was achieved by
subjecting the synthesized polycrystalline NbFeSb to a further ball milling step. Figure 10 shows
the reduction in grain size with ball milling time, illustrated by the broadening of the XRD peaks.
After 15 hrs further reduction of the grain size does not occur. A specimen was also ball milled
for 15 hrs with a reduction in the ball to mass ratio from 40:1 to 20:1 in order to see how the
reduced milling energy would impact the grain size reduction.
Figure 11 shows high-temperature transport data for ball milled NbFeSb, NbFeSb (small-grain)
and p-type Nb0.7Hf0.3FeSb. The undoped, small grain specimen displays the largest resistivity,
while the doped specimen has the lowest resistivity values. The Seebeck coefficient values for
both the undoped specimens are small and negative for the entire temperature range, whereas the
doped specimen has positive Seebeck coefficient values for the entire temperature range
indicating hole conduction. The thermal conductivity values of the doped specimen are slightly
lower than the undoped, however reduction of the grain size provides a large reduction in the
thermal conductivity due to an increase in grain boundary scattering. [55]
This fundamental study into the polycrystalline NbFeSb half-Heulser aims to better understand
the less investigated n-type behavior using various structural and chemical analysis methods for
a comprehensive structural examination. This comprehensive structural study was complimented
by first principles calculations and temperature dependent transport properties of NbFeSb. This
showed that the antiphase boundaries that are present are the likely source of the effective n-type
behavior observed. Furthermore, challenges synthesizing NbFeSb led to a systematic
investigation into an alternative synthesis method that provided a consistent synthesis method
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employing a combination of ball milling, SPS and annealing. Not only did this method allow
formation of NbFeSb at much lower temperature than those for arc and induction melting, but
this method was also shown to synthesize a doped and small-grain specimen. The small-grain
specimen was of particular interest due to the magnitude of reduction observed in the κ values.

(a)

(b)

(c)

Figure 11. Temperature-dependent (a) ρ, (b) S and (c) κ for NbFeSb (triangle), Nb0.7Hf0.3FeSb
(circle) and small-grain NbFeSb (square).
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Chapter Three - Quaternary Chalcogenides
In the search for new materials that have suitable properties for technologically significant
applications, materials that consist of low-cost materials that are earth abundant are extremely
attractive. Transition- and main-group-metal chalcogenide compounds often contain such
materials. Fields of interest for complex chalcogenides are wide ranging including
thermoelectrics, photovoltaics, thermal barriers and rewritable data storage due an attribute that a
large number of these compounds possess, intrinsically low κ. [56-63] Complex crystal
structures, large unit cells and a variety of atoms that may be randomly distributed in the lattice
are all factors that can add to the inherent disorder. At least one of these attributes is often
present in these complex chalcogenide compounds.
Quaternary chalcogenides with the kesterite and stannite crystal structures have been
investigated in particular for thermoelectric and photovoltaic applications. [56-59, 63, 64] These
compounds often have low κ values that are likely due to the lattice distortion and diverse interatomic distances promoting effective phonon scattering making them of interest for
thermoelectrics. [56-63] While typically these quaternary chalcogenides have relatively wide
band-gaps, making them of interest to photovoltaics. Although the electrical properties can be
altered by doping, using off-stoichiometric compositions and the introduction of guest atoms
leads to further interest for thermoelectrics. [56-59, 65-68] In addition, vastly different transport
properties have been observed when one of the constituent elements is changed, such as in
Ag2ZnSnSe4 and Cu2ZnSnSe4 that exhibit polaronic-type transport and typical semiconducting
behaviour, respectively, despite having similar crystal structures. In the past few years studies on
another class of quaternary chalcogenides forming in a cubic modified zinc-blende structure with
F43m (#216) space group have been identified. [69-73] These materials have been much less
_________________
2

Portions of this chapter have been previously published, D. Hobbis, W. Shi, A. Popescu, K. Wei, R.E. Baumbach, H.
Wang, L.M. Woods and G.S. Nolas, Dalton Trans. 49, 2273 (2020). [74]
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explored. The composition of these materials can be represented as I-II2-III-VI4, where I= Cu or
Ag; II= Cd, Zn, Ta, Co, Fe or V; III=In, Ga, Al or Tl; VI= S, Se or Te. As shown in Figure 12,
the cation elements occupy the 4a (0, 0, 0) Wyckoff site and are bonded polar covalently to the
chalcogenide elements that occupy the 4c (¼, ¼, ¼) Wyckoff site. [70-75] The cations are
randomly placed and interchangeable across the cation sites in this compound. [69, 71] As with
the stannite and kesterite compounds, these quaternary chalcogenides are also derived through
cation substitution from the ZnS binary whilst preserving the charge neutrality of the periodic
crystal leading to multi-component systems with lattice mutations. [75-77] These modified zincblende quaternary compositions with I = Cu, Ag and II = Cd, Zn have not only been shown to
have intrinsically low κ values, but their electrical properties have also been shown to be
sensitive to compositional changes, thus changing the elements in these composition is of interest
for further development and understanding of these materials. [70, 71]

Figure 12. Cu1+xMn2-xInTe4 crystal structure. Reprinted with permission from
reference [74]. Copyright 2020 Royal Society of Chemistry.
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Cu1+xMn2-xInTe4 (x = 0, 0.2, 0.3)
The synthesis, characterization and transport properties measurement of CuMn2InTe4 and two
off-stoichiometric Cu-excess specimens were investigated. This comparable Cu-excess nonstoichiometric approach has been shown to substantially change the transport properties in other
quaternary chalcogenide materials and was chosen for this project. [56, 66, 68, 70, 78]
Synthesis of Cu1+xMn2-xInTe4 (x = 0, 0.2, 0.3)
CuMn2InTe4, Cu1.2Mn1.8InTe4 and Cu1.3Mn1.7InTe4 were weighed from high-purity elements, Cu
powder (99.9%, Alfa Aesar), Mn powder (99.95%, Alfa Aesar), In shot (99.99%, Alfa Aesar)
and Te lump (99.999+%, Alfa Aesar) into their nominal stoichiometric ratios. The elements were
placed into a silica ampoule before being loaded into a quartz tube for sealing. The direct
reaction of the elements was at 973 K for 7 days in a furnace. The specimens were then finely
ground, cold pressed and annealed for 7 days at 773 K. For hot press densification the annealed
specimens were ground and sieved (325 mesh) prior to loading in a graphite die. Highly relative
density pellets (> 93 %) were achieved under constant N2 flow at 647 K and 150 MPa for 3
hours.
Powder XRD data was collected on a Bruker D8 Focus Diffractometer in Bragg-Bretano
geometry with CuKα (1.54056 Å) radiation and a graphite monochromator. The XRD data was
analysed using Rietveld refinement. Homogeneity of the specimens were analysed using EDS,
employing a JEOL JSM-6390LV SEM equipped with an Oxford INCA X-Sight 7852. An
abrasive slurry saw was used to cut the hot-pressed pellets into a 2mm x 2mm x 10mm
parallelepiped for high temperature four-probe ρ and S measurements and a 1mm thick, 12.7mm
diameter disk for laser flash thermal diffusivity measurements at ORNL. The ρ and S
measurements were employed on a ULVAC ZEM-3 system under -0.09 MPa static He, giving a
maximum experimental uncertainty of 5-8%. High-temperature laser flash diffusivity
measurement using a NETZSCH LFA457 system, gave maximum experimental uncertainty of
5%. A 0.5mm x 2mm x 5mm parallelepiped for room temperature Hall measurements Roomtemperature Hall measurement data was collected using a four–probe AC resistive bridge
technique, where the magnetic field ranged from 0.2 to 1.2 T at 0.2 T increments. Potential
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misalignment of the voltage probes is negated by switching the polarity of the magnetic field at
each increment. The maximum experimental uncertainty in the Hall measurements was 13%.
Magnetization measurements were carried out at low temperatures, T = 1.8 – 300 K, under an
applied magnetic field of 0.1T using a Quantum Design VSM magnetic property measurement
system. The heat capacity was measured from 1.8 K to 250 K using a commercial Quantum
Design physical property measurement system. Magnetization and heat capacity were measured
by collaborators at the HMFL.
Computational collaborators at USF also performed DFT ab-initio calculations on the
CuMn2InTe4 and Cu1.2Mn1.8InTe4 specimens in the Quantum ESPRESSO Package using the
projector augmented wave method. [79-81] The Perdew-Zunger (LDA) exchangecorrelation with the DFT+U method was used for the self-consistent calculations. The
intricacies of these computational methods are beyond the scope of this dissertation and
their results will be discussed when comparing to the experimentally observed data,
although more details of these can be found at Ref. 74.
Analyses of Cu1+xMn2-xInTe4 (x = 0, 0.2, 0.3)
The Rietveld refinement profiles of the powder XRD data are shown in Figure 13, with the
observed, calculated and residual patterns shown. Table 1 illustrates the refinement results,
indicating that all three compounds were refined in the modified zinc-blende structure, space
group F43m (#216). The data was refined with cations Cu/Mn/In located at the 4a (0, 0, 0)
Wyckoff site and the Te atoms at the 4c (¼, ¼, ¼) site. A secondary phase of MnTe2 (Pa-3,
#205) was identified in each of the three specimens and was refined, estimating the content to be
12%, 7% and 7% for CuMn2InTe4, Cu1.2Mn1.8InTe4 and Cu1.3Mn1.7InTe4, respectively. The
estimated stoichiometries for each specimen from the occupancies were close to that of the
nominal composition, in agreement with the EDS data that also indicated very good homogeneity
of all three specimens, illustrated by the elemental mapping for Cu1.3Mn1.7InTe4 in Figure 14. An
increase in the lattice parameter, a, was observed with increasing Cu content giving values of
6.2633(9) Å, 6.2653(9) Å and 6.2666(9) Å for CuMn2InTe4, Cu1.2Mn1.8InTe4 and
Cu1.3Mn1.7InTe4, respectively.
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Figure 13. Observed powder XRD data for (a) CuMn2InTe4, (b) Cu1.2Mn1.8InTe4 and
(c) Cu1.3Mn1.7InTe4 with Bragg positions. The profile fit and profile residuals from
Rietveld refinement are also shown. Reprinted with permission from reference [74].
Copyright 2020 Royal Society of Chemistry.
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Table 1. Rietveld refinement parameters for Cu1+xMn2-xInTe4 (x = 0, 0.2, 0.3)
Nominal
CuMn2InTe4
Cu1.2Mn1.8InTe4
Composition
Composition
Cu0.99Mn1.95In1.06Te3.79 Cu1.13Mn1.78In0.98Te3.94
Space Group, Z
!43!, (#216), 1
a (Å)
6.2633(9)
6.2653(9)
V (Å3)
245.71(4)
245.94(9)
Dcalc. (g/cm3)
5.247
5.299
Radiation
Graphite Monochromated CuKα (1.54056 Å)
Step Width (deg.)
0.025
wRp, Rp
0.0780, 0.0588
0.0832, 0.0618
R(F2)
0.0809
0.0663
Atomic Positions: Cu/Mn/In, 4a (0, 0, 0); Te, 4c (¼, ¼, ¼)

Figure 14. EDS elemental mapping of Cu1.3Mn1.7InTe4. Reprinted with permission from
reference [74]. Copyright 2020 Royal Society of Chemistry.
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Figure 15. Temperature-dependent κ for CuMn2InTe4 (circle), Cu1.2Mn1.8InTe4
(triangle) and Cu1.3Mn1.7InTe4 (square). The inset shows temperature-dependent Cp.
Reprinted from reference [74]. Copyright 2020 Royal Society of Chemistry.

The high-temperature κ data is shown in Figure 15. The observed κ values are low, as in the case
of other quaternary chalcogenides. [56-63, 65-71] Although a large change is observed in the
electrical properties with stoichiometry (Figures 16a and b), there is no such change in the κl
values. This implies that the low κ values are intrinsic to this material system and thus the lattice
component of κ is dominant. Figure 16a shows the very high ρ values of the undoped specimen
that decrease with increasing temperature like a typical semiconductor. Whereas the ρ values of
the off-stoichiometric compounds not only decrease by three-orders-of magnitude relative the
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Figure 16. Temperature-dependent (a) ρ and (b) S for CuMn2InTe4 (circle),
Cu1.2Mn1.8InTe4 (triangle) and Cu1.3Mn1.7InTe4 (square). Reprinted from reference
[74]. Copyright 2020 Royal Society of Chemistry.
undoped specimen but a change in the temperature dependence also occurs in the measured
temperature range. The temperature dependence of the doped specimens behaves like that of
degenerate semiconductors. The band-gap, Eg, of CuMn2InTe4 can be estimated using a fit of the
form ρ = ρ0 exp (Eg/2kBT) to the highest temperature ρ values. An Eg value of 0.46 eV is
estimated. This is in very good agreement with the theoretically calculated value of 0.5 eV form
the projected density of states (DOS) (Figure 17) that also suggests p-type conduction due to the
position of the Fermi-level, EF, close to the valence band maximum and the total DOS at the
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Figure 17. Density of states for CuMn2InTe4 and Cu1.2Mn1.8InTe4, including total, spinpolarized, atomic and orbital projections. Reprinted with permission from reference
[74]. Copyright 2020 Royal Society of Chemistry.
Fermi level is 11 states/eV. [74] The projected DOS calculations for Cu1.2Mn1.8InTe4 it is shown
that EF shifts deeper in the valence range, corroborating the experimental data. The S values
shown in Figure 16b are significantly larger for CuMn2InTe4 as compared with the offstoichiometric specimens with S increasing with increasing temperature for the off-stoichiometry
compositions up to the maximum measurement temperature. Furthermore, the S values are
positive for the entire measured temperature range suggesting p-type conduction, in agreement
with the DOS calculations. [74] These experimental observations and computational
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investigations show that the electrical properties of these materials are very sensitive to
stoichiometric variations and doping. This fact is further illustrated by the room-temperature Hall
measurements for CuMn2InTe4, Cu1.2Mn1.8InTe4 and Cu1.3Mn1.7InTe4 that give carrier
concentrations, p, of 2.1x1017 cm-3, 1.8x1019 cm-3 and 2.6x1019 cm-3, respectively.

This

significant change in p agrees very well to the reduction in the ρ values observed for the offstoichiometric specimens as well as further evidence for p-type conduction.
The effective mass, m*, can be estimated when a single parabolic band can be assumed from the
equations given by [82]
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where holes are denoted with (+) and electrons are denoted with (-), η is the reduced Fermi
energy given by EF/kBT and me is the mass of an electron. Fr is the Fermi integral of order r,
where r is the exponent of the energy dependence of the mean free path that takes values r = 0
for scattering from acoustic phonons and r = 2 for ionized impurity scattering. Our m*
estimations used the intermediate value of r =1, giving 0.2 me, 0.3 me and 0.3 me, for
CuMn2InTe4, Cu1.2Mn1.8InTe4 and Cu1.3Mn1.7InTe4, respectively. This finding of no change in m*
due to doping is confirmed by the DOS calculations, in addition to being observed in other Mncontaining stannite quaternary chalcogenides. [83]
Temperature dependent magnetization is shown in Figure 18. The Curie-Weiss law is in agrees
well at higher temperatures with our 1/χ(T) data resulting in an effective magnetic moment, µeff,
of 5.9 µB/Mn, which indicates Mn is in a 2+ valence. The fir gives a Curie-Weiss constant (θ) of
-354 K. This suggests there is a strong magnetic interaction between the itinerant Mn 3d
electrons, which is in agreement with the spin-polarized DOS calculations. [74] At 250 K we
observe a ferromagnetic-like phase transition. Figure 18b summarizes the field dependent
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Figure 18. Temperature-dependent (a) magnetic susceptibility and (b) inverse
magnetic susceptibility, χ-1=H/M, with H = 0.1 T. The Curie -Weiss fit to the higher
temperature data is shown by the dashed line. (c) Field dependent Magnetization for
various temperatures. Reprinted with permission from reference [74]. Copyright 2020
Royal Society of Chemistry.
magnetization curves. It is shown that up to 7 T M(H) is non-saturating. The hysteretic curves
suggest a hint of ferromagnetic ordering at low temperatures. Although the heat capacity, Cp,
measurements show no magnetic transition (Figure 19). Therefore, domain boundary evolution
or free spin re-orientation could be the major contributions to the observed change in 1/χ(T) at
reduced temperatures. The extent of this anisotropy of the magnetic ordering for different
orientations would require measurements on single-crystals.
The temperature-dependent Cp of Cu1.2Mn1.8InTe4 is shown in Figure 19. The inset shows Cp/T
vs T2 data at low temperatures with the solid line representing the Cp/T = γ + βT2 relation, where
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β is the coefficient of the lattice contribution and γ

is the coefficient of the electronic

contribution. [84, 85] This fit results in values of β = 5.9 mJ/mol-K4 and γ = 31 mJ/mol-K2.
Using β from our fit the Debye Temperature, θD, can be estimated using the relation
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where R is the molar gas constant and na is the number of atoms per formula unit. The fit obtains
an effective θD value of 138 K. The density of states at the Fermi level, N(EF), can also be
estimated using
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Figure 19. Temperature-dependent Cp of Cu1.2Mn1.8InTe4. where the inset shows Cp/T
vs. T2 data at low temperatures with the solid line fit to the form Cp/T = γ + β T2.
Reprinted with permission from reference [74]. Copyright 2020 Royal Society of
Chemistry.
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where λe−ph is the electron–phonon coupling factor. With λe−ph = 0 as a first approximation, we
obtain N(EF) = 13 states/eV per formula unit. This agrees well with the value from DOS
computations described above.
Evaluation for Thermoelectric Applications
As previously mentioned, quaternary chalcogenides are of interest for various energy related
applications and one can evaluate their potential as a thermoelectric material by expanding on the
single parabolic band model that was used in the discussion above. [86] This method provides a
basis for evaluation of the change in transport properties associated with doping. Figure 20a
shows the Pisarenko plot, S vs. p, for the Cu1-xMn2+xInTe4 (x = 0, 0.2, 0.3) specimens reported
here, as well as the previously reported Cu-excess CuX2InTe4 (X = Zn, Cd) specimens. [65, 71]
The data points are experimental data and the straight lines represent data extrapolated using Eq.
37 & 38 for m* values of 0.3 me and 0.7 me for Cu1-xMn2+xInTe4 (x = 0, 0.2, 0.3) and CuX2InTe4
(X = Zn, Cd), respectively. One further step using estimated values for the mobility, µ, allows for
the analysis of ZT vs. p for different temperature, as shown in Figure 20b. The black lines
represent data for the Mn containing specimens and highlight very small carrier concentration
independent ZT values, suggesting this material is not best suited to thermoelectric applications.
Similarly, the Zn/Cd containing specimens are a factor of three larger than that for the Mn
containing but still remain a poor thermoelectric material.
To summarize, the synthesis and high-temperature transport properties of CuMn2InTe4 has been
investigated, in addition to two doped off-stoichiometric specimens. The impact of doping is
clearly observed in the two-orders-of-magnitude reduction in ρ values with Cu content for the
off-stoichiometric compounds as well as the corresponding two-orders-of-magnitude increase in
p as compared to CuMn2InTe4. Furthermore, the doped specimens also exhibit a change in
temperature dependence of their electrical properties that consistent with degenerate
semiconductors, when compared to the semiconducting CuMn2InTe4. This experimentally
observed behaviour is confirmed by the ab-initio calculations. This shows the sensitivity of these
compounds’ electrical properties to stoichiometry and doping. The low κ values are shown to be
intrinsic to the material system due to the negligible impact that the change in electrical
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properties had on κ. Although the ZT values are shown to be low for the compounds, the ability
to vary the electrical properties considerably in conjunction with the intrinsically low κ suggests
that this material could still be of keen interest in other energy related applications.

Figure 20. (a) Pisarenko plot with an m* of 0.3me (black) and 0.7me (red). The data
points for 0.3me and 0.7me are experimental data for Cu1-xMn2+xInTe4 (x = 0, 0.2, 0.3)
and CuX2InTe4 (X = Zn, Cd) specimens, respectively. (b) ZT vs. n for CuMn2InTe4
compounds with varying temperature values.
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Chapter Four – Ternary Chalcogenides
Similar to the quaternary chalcogenides discussed in the previous chapter, ternary chalcogenides
also often possess very low κ values, making them of interest for rewritable data storage, thermal
barriers and thermoelectrics. [1, 16, 87-95] Rewritable data storage employing local melt
quenching (phase change systems) require low κ values to limit the heating that occurs during
operation, while thermal barriers need to protect the underlying substrate from heat. Moreover
Cu-Bi-S containing ternary chalcogenides are of particular interest due to the low-cost, earth
abundance and non-toxicity of the constituent elements. As with the quaternary chalcogenides
discussed in Chapter Three, the low κ values are often attributed to complex crystal structures
and large unit cells, but other mechanism can play a role towards the anharmonicity of the lattice.
One such material system that satisfies the components discussed is Cu4Bi4M9 (M = S, Se),
which has been structurally characterized to possess very large unit cells with relatively complex
crystal structure (Pnma, #62), shown in Figure 1. [96, 97]
Cu

Bi

S/Se

Figure 21. Cu4Bi4X9 (X = S, Se) crystal structure.
_________________
3

Portions of this chapter have been previously published, D. Hobbis, H. Wang, J. Martin and G.S. Nolas, Physica Status
Solidi RRL. 14, 2000166 (2020). [98]
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Cu4Bi4X9 (X = S, Se)
The synthesis of phase-pure polycrystalline Cu4Bi4M9 (M = S, Se) was achieved and the
temperature-dependent thermal properties were investigated. In addition, the electrical transport
of Cu4Bi4S9 was also studied for a comprehensive investigation.
Synthesis of Cu4Bi4M9 (M = S, Se)
The high purity elements of Cu powder (Alfa Aesar, 99.9 %), Bi powder (Sigma Aldrich, 99.99
%) and S powder (Alfa Aesar, 99.5 %) or Se powder (Alfa Aesar, 99.999 %) were prepared in
the nominal 4:4:9 stoichiometry. The powders were loaded into silica ampoules and placed
inside quartz tubes before being sealed under vacuum. The elemental powders were reacted for 5
days at 723 K. The reacted product was finely ground and sieved (325 mesh) prior to hot
pressing. The specimens were loaded into a custom molybdenum punch and graphite die tooling
assembly before hot pressing for 3 h at 598 K and 150 MPa under constant N2 flow. The
resulting pellets had high relative densities (> 93 %), calculated from the dimensions and mass.
Powder X-ray diffraction (XRD) data was collected in in Bragg-Brentano geometry using CuKα
radiation with a graphite monochromator on a Bruker D8 Focus Diffractometer. A JEOL JSM6390LV Scanning Electron Microscope (SEM) equipped with an Oxford INCA X-Sight 7852
was employed for energy dispersive spectroscopy (EDS). The dense pellets were cut using an
abrasive slurry wire saw into a 1 mm thick, 12.7 mm diameter disk for laser flash thermal
diffusivity, d, measurements and a 2 mm x 2 mm x 10 mm parallelepiped for four-probe
resistivity, ρ, and Seebeck coefficient, S, measurements. Temperature-dependent laser flash
thermal diffusivity, d, measurements were performed under flowing Ar on a NETZSCH LFA457
system, giving an experimental uncertainty of 5 %. The thermal conductivity, κ, values were
calculated using κ = D·d·Cp, where D is the density and Cp is the heat capacity, which was
estimated using the Dulong-Petit limit. The four-probe high temperature ρ and S were measured
on a ULVAC ZEM-5 system under -0.09 MPa static He with an experimental uncertainty (2u) of
5 % and 8 %, respectively. Temperature-dependent Cp measurements were performed using a
commercial Quantum Design Physical Property Measurement System in the temperature range
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of 2 K to 300 K. The experimental uncertainty (2u) of the measurement was less than 5 % for the
entire temperature range.
Analyses of Cu4Bi4M9 (M = S, Se)
Powder XRD and EDS analyses were used to investigate the structure and homogeneity for each
composition. Figure 22 shows the powder XRD data for both specimens, indicating that both are
phase-pure. Figure 23 is an example of the elemental mapping from EDS for Cu4Bi4S9,
illustrating its homogeneity, with good uniformity of the elements across the specimen. The
same analysis was applied to the Se containing specimen that also displayed good homogeneity.
Furthermore, the EDS data confirms the compositions of both specimens as that of the nominal
compositions.

Figure 22. Powder XRD data for Cu4Bi4S9 (bottom) and Cu4Bi4Se9 (top). Reprinted with
permission from reference [98]. Copyright 2020 Wiley-VCH.
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Figure 23. EDS elemental mapping of for Cu4Bi4S9. Reprinted with permission from reference
[98]. Copyright 2020 Wiley-VCH.
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Temperature-dependent κ values are shown in Figure 24. The κ values for both specimens are
very low, < 0.7 W m-1 K-1 at room temperature. One reason for these very low κ values is partly
due to the very large unit cells (1467.5 Å and 1643.5 Å for Cu4Bi4S9 and Cu4Bi4Se9,
respectively) and complex crystal structures that contribute to the anharmonicity in the lattice
that scatters phonons, reducing their mean free path. Another mechanism for low κ values for
these materials has been suggested is due to the anharmonicity in the lattice due to
stereochemically active lone-pair electrons, which has been observed in other Sb/Bi containing
chalcogenide materials. [93, 95, 99] The Bi bonds in a trivalent manner, leaving its two 6s
electrons unbonded and forming a lone-pair oriented close to the Bi atom. These lone-pair
electrons are considered stereochemically active if they interact and impact the molecular
geometry. In the case of Cu4Bi4M9 (M = S, Se) they are stereochemically active due to the

Figure 24. Temperature-dependent κ for Cu4Bi4S9 (circle) and Cu4Bi4Se9 (triangle). Reprinted
with permission from reference [98]. Copyright 2020 Wiley-VCH.

50

electrostatic repulsion between the lone-pair and the neighboring chalcogen ion. The magnitude
of anharmonicity due to the lone-pair electrons is reported to be the same for both compounds.
[99] This therefore fails to explain the lower κ values observed for Cu4Bi4Se9. This difference
can be attributed to several factors, such as the heavier mass of Se as compared to S, as well as
the difference in Cu-S and Cu-Se bonding energies that reduce the atomic displacement of Cu in
the S containing compound, and the difference in unit cell volumes. [99] Therefore the
combination of stereochemically active lone-pair electrons, large unit cells and complex crystal
structures result in significant anharmonicity in the crystal lattice and the very low κ values
observed for these ternary chalcogenide materials.
The thermal properties of these compounds were analyzed further by low temperature Cp
measurements that are shown in Figure 25a and b in the temperature range of 2 K to 300 K for
Cu4Bi4S9 and Cu4Bi4Se9, respectively. The inset of the figures illustrates Cp/T versus T2 data for
the very low temperature regime of 1.5 K < T < 3.5 K, allowing for a straight line fit of the form
Cp/T = βT2+γ. The y-intercept, γ, is the electronic contribution to the specific heat often known as
the Sommerfeld coefficient and the slope β is the coefficient of the lattice contribution to the
specific heat. This results in values of β= 5.0 mJ mol-1 K-4 and γ = 0.04 mJ mol-1 K-2 for Cu4Bi4S9
and values of β= 7.4 mJ mol-1 K-4 and γ = 0.39 mJ mol-1 K-2 for Cu4Bi4Se9. Both γ values are very
small suggesting a small density of states at the Fermi level, N(EF). This small electronic
contribution to the heat capacity is in agreement with our electronic measurements (Figure 26)
and those reported by Jiang et al, which show wide band-gap and highly resistive materials. [99]
Furthermore, the increased electrical conductivity reported for Cu4Bi4Se9 is consistent with the
much greater γ value for Cu4Bi4Se9, as compared to Cu4Bi4S9. [99] Though these γ values are
smaller than that reported for the lower ρ CuSbS2 ternary chalcogenide, also reported to contain
stereochemically active lone-pair electrons and to form in the Pnma (#62) structure, while the β
values are larger than that reported for CuSbS2. [93] Further analysis of this low-temperature Cp
can be performed by estimating the θD as we did in Chapter Three using,
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Figure 25. Temperature-dependent Cp for (a) Cu4Bi4S9 and (b) Cu4Bi4Se9, where the inset
shows Cp/T versus T2 data at low temperatures. The solid line is a fit to the form Cp/T = γ +
βT2. Reprinted with permission from reference [98]. Copyright 2020 Wiley-VCH.
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We obtain values for θD of 297 K and 260 K for Cu4Bi4S9 and Cu4Bi4Se9, respectively. The θD
can be interpreted as the temperature value at which the highest energy phonon mode is excited
and thus all energy modes. Thereby allowing for discussion of the hardness/rigidity of a material.
The Se containing compound has smaller κ values and a smaller θD when compared to the S
containing, suggesting less rigidity for the constituent atoms and therefore greater anhamonicity
for the Se containing compound that results in the lower κ values. This agrees with the
calculations that the Cu atoms in the Se containing compound have a larger atomic displacement
than the Cu atoms in the S containing compound. [99] The estimated θD values are below our
lowest measured temperature for κ and explains the relatively temperature independent values
observed.

Figure 26. Temperature-dependent ρ for Cu4Bi4S9. The inset shows the S data.
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Temperature-dependent ρ and S values for Cu4Bi4S9 are shown in Figure 26. The ρ values are
quite large, but decrease significantly displaying a two-orders-of-magnitude reduction in ρ at
elevated temperatures as compared to room temperature. A simple fit of the form ρ = ρ0 exp
(Eg/2kBT) to the highest temperature ρ values results in an estimate of the band-gap, Eg, where kB
is the Boltzmann constant and T is the absolute temperature. The estimated Eg value is 0.8 eV, in
very good agreement with the measured value of 0.81 eV. [99] The reported values for the Se
containing compound is 0.4 eV, leading to much lower ρ values. [99] As shown in the inset of
Figure 26, very large S values were measured for Cu4Bi4S9, as expected given the large ρ values.
The positive S values over the entire measured temperature range indicates p-type conduction for
this material.
Here the temperature-dependent thermal properties have been studied for the phase-pure
polycrystalline Cu4Bi4M9 (M = S, Se) ternary chalcogenides, in addition to the temperaturedependent electrical properties for Cu4Bi4S9. This has highlighted the very low κ values and the
mechanisms that result in this. The temperature-dependent Cp allowed for estimates of the θD for
both compounds and discussion of the nature of the smaller κ values observed in the Se
containing specimen. The electrical properties of the S containing specimen revealed a relatively
large band-gap and large ρ values that decreased by two-orders-of-magnitude with increasing
temperature. The very low κ values and constituent elements make these compounds of interest
for various applications, and the reported electrical properties of the Se containing specimen
highlight its potential as a thermoelectric. [99] This is made more promising by the fact that
these “complex” chalcogenides electrical properties can be very sensitive to stoichiometry, as
demonstrated in the previous chapter.
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Chapter Five: Conclusion and Outlook

This dissertation has outlined a fundamental study into the reduction of low thermal conductivity
for NbFeSb, as well as the intrinsic low thermal conductivity of two new multinary chalcogenide
compounds. The high-quality NbFeSb half-Heusler specimen synthesized by induction melting
displayed n-type behavior with a large peak in the temperature-dependent Seebeck coefficient
data, contrary to previous reports for this material. Investigations into this n-type behavior
attributed it to the presence of a small concentration of anti-phase boundaries in the crystal
structure, causing the effective n-type doping. Detailed structural analysis suggested that < 1% of
the Fe content occupied the empty crystallographic site, leading to the conclusion that this halfHeusler compounds carrier concentration is very sensitive to doping. This finding may explain
why reports on the thermoelectric properties of similar doped NbFeSb compounds are so
different. Although, it was found that the conventional synthesis method for NbFeSb was
inconsistent and difficult to reproduce, possibly a factor in the inconsistency of the reported
transport properties for doped NbFeSb and thus a systematic study into a new synthetic
technique was undertaken. This resulted in the development of a new highly consistent synthesis
technique employing a combination of ball milling, SPS and annealing. This new synthesis
technique was used to synthesize a p-type doped and small-grain specimen, in addition to the
phase-pure polycrystalline NbFeSb. The p-type doping using this method was successful as
observed in the positive Seebeck coefficient values in the entire measured temperature range, but
most interesting was the significant reduction in the thermal conductivity values for the smallgrain specimen due to the increase in grain boundary scattering. In addition to the half-Heusler
alloys, investigations into new multinary chalcogenides began with Cu1+xMn2-xInTe4 (x = 0, 0.2,
0.3) that was synthesized by direct reaction of the elements. The Cu-excess approach to doping
led to a two-orders-of-magnitude reduction in the room-temperature resistivity values as
compared to the undoped specimen. Moreover the thermal conductivity for all three specimens
was shown to be low and independent of the significant change in electrical properties,
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suggesting it is intrinsic to the material system. This is attributed to the crystal structure and the
random placement of the constituent cations across the cation crystallographic sites that lead to
inherent disorder. The thermoelectric potential of these compounds was assessed using a
Pisarenko plot, resulting in small potential ZT values for these materials. Although they are not
suitable for thermoelectric applications, their electrical properties and constituent elements still
make them of interest for photovoltaic applications. Another compound containing earthabundant and non-toxic elements is the ternary chalcogenides, Cu4Bi4X9 (X = S, Se), that were
also synthesized by direct reaction. These compounds were shown to have very low thermal
conductivity values that are attributed partly to their extremely large unit cells and complex
crystal structures, as well as the large anharmonicity in the lattice. The electrical properties of the
S containing specimen show both large resistivity and Seebeck values. The intrinsically low
thermal conductivity values make them of interest for thermal barrier coatings and rewriteable
data storage. The research in this dissertation illustrates the variety of methods one can obtain
low thermal conductivity. This can be from intrinsic properties of the material, such as large unit
cells and complex crystal structures, or from mechanisms like stereochemically active lone-pair
electrons due to the coordination environment. Low thermal conductivity can also be achieved
through increasing phonon scattering mechanisms such as grain boundary scattering or mass
fluctuation scattering that can be achieved through grain size reduction and doping. Materials
possessing low thermal conductivity often possess one or more of the properties outlined above,
aiding towards the identification and realization of new low thermal conductivity materials.

Half-Heulser compounds for thermoelectric applications are still of keen interest due to the
potential that have recently shown. Although, the research outlined in this dissertation highlights
the caution that needs to be taken when doping and discussing the structure-property
relationships of these compounds. Different research groups have reported markedly different ZT
values for similarly doped NbFeSb. [24, 35] Although these half-Heuslers are sensitive to doping
and are “easy” to dope, one has to be careful due to the vacant site that can be easily occupied
and drastically impact the transport properties, as shown by the work here. In addition, for
NbFeSb in particular the use of induction melting and arc melting as the typical synthesis routes
do not provide ample control over the heating and evaporative loss of Sb, which can result in
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different percentages of Sb in the final product and possibly impact the distribution of the other
constituent elements. Thus the newly devised synthesis method using ball milling, annealing and
SPS requires much lower temperature, providing more control over the process. However, a
significant amount of research has been aimed at new half-Heulser compounds with very few
thermodynamically stable compositions left to study. Therefore, two other approaches are
identified in the continued research for this family of compounds. Firstly, the systematic
investigation described here displays the very large reduction in the thermal conductivity with a
comparatively small increase in the resistivity for the small-grain NbFeSb. This indicates that the
mean free path of phonons is larger than the mean free path for charge carriers in this material.
Thus, a further reduction of the grain-size and even the realization of an amorphous half-Heulser
is an interesting avenue towards the possible enhancement of the thermoelectric properties for
these materials. Another interesting avenue is for new Heusler compounds, which are closely
related the to half-Heulser. These Heuslers have an extra occupied crystallographic site, but
many are semi-metallic, except those containing 24 valence electrons that are typically
semiconducting. One such Heusler that computational investigations have identified to have very
interesting properties for thermoelectrics is Ba2AuBi, which is suggested to possess ultra low
thermal conductivity values and potential for a very large ZT. [100, 101]

The continued research into multinary chaclogenide compounds is of keen interest to many
different applications, due to the large compositional range and flexibility leading to a wide array
of properties. One such property a significant number of the complex chalcogenides possess is
low thermal conductivity and electrical properties that are highly sensitive to stoichiometry,
which makes them of interest for thermoelectric applications. This large array of possibilities
makes the identification and study of novel multinary chalcogenides to possibly be a very fruitful
endeavor. Further work on the enhancement of known chalcogenides also has potential for
breakthroughs due to their sensitivity to stoichiometry. These points are highlighted by the
promising potential ZT of 0.7 reported for doped Cu4Bi4Se9, which a change from S to Se
reduced the resistivity values significantly. [99] Furthermore, studies into the extrusion of the
very promising tetragonal Cu2.2Zn0.8SnSe4 could be of interest in order to investigate if
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texturing/grain orientation occurs and whether this may be used to enhance the thermoelectric
properties of this material.

The need for renewable and sustainable energy solutions are still of utmost interest. This is in a
large part due to the impact that humans, past and present, have had on the planet resulting in the
acceleration of climate change. Although the outlook is often framed as bleak, the planet has
shown significant signs of recovery in a very short time span during the COVID-19 pandemic,
which has severely impacted daily human life. This should be a sign of hope towards the very
positive and important impact that humans can have in reversing this damage, whether it be from
scientific research, enacting policy changes on the national or international scale or by individual
citizens simply being more conscious and mindful in everyday life.
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