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Integral transforms as computational tools in quantum mechan- 
ics 
G. Paiano and D. Picca (*) 
ABSTRACT 
It is shown how integral transforms can be powerful computational tools even in quantum 
mechanics, a field where they are not usually applied. 
1) INTRODUCTION 
Integral transform techniques (Laplace, Mellin, 
Fourier, etc...), though frequently used in applied 
sciences (especially engineering), have had scant ap- 
plications in quantum mechanics. 
Except for Martin's method [1, 2, 3] the authors 
recognize the systematic use of Fourier transform, 
in the impulse representation, as the only remark- 
able application even though only on a purely 
theoretical level. 
The aim of this note and of others in preparation, 
is to present some result which demonstrate he 
neglected importance and power of integral trans- 
form methods. 
Here our interest is in the Laplace transformation, 
which we apply to the exponential nd Yukawa 
potentials which are universally employed in theor- 
etical-numerical models. 
2) THE PRINCIPLES OF THE METHOD 
The physics of interacting systems can be described 
completely in terms of the S-matrix or one of the 
associated scattering operators. 
This is one of the most interesting and difficult 
problems of quantum mechanics. 
Because of the difficulties of giving exact solutions, 
most theoretical efforts have been devoted to ap- 
proximate methods of solution in order to supply 
realistic numerical data comparable with experiment- 
al values. 
In the case of the S-matrix, rational approximations 
have given acceptable and significant solutions. 
In this context we give a method valuable for radial 
problems in potential theory which supplies a good 
rational approximation, at least for low energy, and 
for a large class of potentials. 
The problem at hand is to calculate the S-matrix 
for the Schr~Sdinger equation : 
u" + [k 2 + V(r)] u = o (2.1) 
where the potential is expressed as a superposition 
of exponentials : 
(*) Physics Dept .  - University o f  Bari - Italy. is the solution of equation (2.7). 
Journal of Computational nd Applied Mathematics, volume I, no 2, 1975. 
oo  
V(r) = X f dt g(t) e -rt # > o (2.2) 
whose spectral function g(t) has some regularity 
• properties easy to state, in order to assure con- 
vergence of the iterative process adopted by us. 
Obviously from the class of potentials (2.2), the 
centrifugal barrier is excluded. This will be treated 
along with long-range potentials in further work. 
As the presence of a multiplicative factor in the 
solution is not essential for our considerations, we 
will adjoin to equation (2.1), besides the condition 
of regularity u(o) = o, the condition :
u'(o) = 1 (2.3) 
Thus the solution is uniquely defined and for its 
Laplace transform 
OO 
L(s) = f dr e -sr u(r) (2.4) 
O 
one has the equation 
oo  
(s2+k 2) L(s) +X f dt g(t) L (t +s) = 1 (2.5) 
# 
from which 
oo  
#(s)=l -X  fd t  g(t) #( t+s)  (2.6) 
# k 2 + (t + s) 2 
where 
~(s) = (s2+ k 2) L (s) (2.7) 
To the functional equation (2.6) we can apply 
methods peculiar to Volterra-type integral equations. 
It follows that 
oo  
o~(s) = ~ (-X) n Cn(S) (2.8) 
o 
where 
"~o (s) = 1 
oo  
=-dtlJ  g(tl) oo g(t2) 
'~n(S) fd t  2 
k2+(tl+S)2/~ k2+(t l+t2+ s) 2 
cot g(tn) 
/~ dtn k2+(t l+t2+ • .. t n + s) 2 
g i I 
(2.9) 
93 
In the analytic region the condition 
I~ (s)I~< ~1 (2.10) 
1- IXI  fd t  g(t) 
# Ik2+(t+s)2  I
must hold, as can easily be proved. 
From that it follows that the points -+ ik fall in the 
analytic region of ~ (s). 
Therefore the solution of the SchrSdinger equation 
(2.1) can be given in the integral form 
i c+i°° sr 
e ¢(s)  (2 .11)  u(r) = 2-~-i f_i== ds k2+ s 2 
where c is an arbitrary real number greater than the 
convergence abscissa. 
The main advantage of formula (2.11) is to calcul- 
ate simply the asymptotic behaviour of the solution. 
In fact, since the points + ik in the integrand are 
poles (~ (s) is analytic there), from known properties 
of the Laplace transform we have the asymptotic 
behaviour 
s r  
uoo(r)=^l, fds e @(s) (2.12) 
zrrl 7 k2+ s 2 
where T is the closed path shown in fig. 1. 
y - m .  
- iK  
Fig. 1. 
ii Res 
l' 
It follows that 
1 [~(ik)e ikr_ ~(- ik) e ikr ] (2.13) u oo(r) = 2 -N  
from which one gets the S-matrix element [4] 
S (k) = ~ (ik) (2.14) 
~(-ik) 
It is interesting to note that in (2.14) only the 
residues at the kinematical poles [5] +- ik of the 
Laplace-transform of the physical solution appear. 
Note also that the presence of kinematical poles 
distinguishes in a clear way the short-range poten- 
tials from the long-range ones [6]. 
From (2.8), considering only the first n terms in 
the coupling constant X, we get the rational approx- 
imation to 42.14) : 
1-X. ~l(ik) + X 2 ~2 (ik) + . . .  + (-x)n~n(ik) 
S(o n) (k) = 
1-X~I (-ik) +k 2 ~2 (-ik) +. . .  + (-k)n~n(-ik) 
(z15) 
Two advantages of (2.15) are easily pointed out : it 
is both unitary and rational. The first advantage OVer- 
comes the well-known difficulty of non-unitarity of 
the Born approximation and the latter has a structure 
which is not expressible by a polynomial approxima. 
tion. 
It is straightforward to prove convergence of (2.15) 
to (2.14). 
3) THE EXPONENTIAL POTENTIAL 
It is interesting to use the exponential potential 
with our method because it allows a direct compari- 
son between the exact solution (well known in the 
literature [7] and the approximate one for S o (k). 
Let us first give the exact solution. Instead of Bethe's 
method, we prefer to show how to solve the Schr~5- 
dinger equation by the Laplace transform technique. 
The equation to be solved is : 
u"  (r) + (k 2 + X e -ar)  u (r) = o (3.1) 
In order to reduce the number of the independent 
parameters it can be written 
u"  (~) + (k 2 + X o e -r) u (~) = o (3.2) 
where 
ko 2 = K2/a2 (3.3) 
X o = X/a 2 
Applying the Laplace transformation and normaliz- 
ing to u'(o) = 1, there results 
(k 2+s  2) L (s )+x oL(s+l ) - I  =o (3.4) 
or  
@(s) = 1 - X° .~(s  + 1) (3.5) 
k 2 + (s + 1) 2 
0 
where, as usually 
(s) = (k2o + s 2) L (s) (3.6) 
The solution of the functional equation (3.5), which 
for X = o becomes 1 identically, can be simply reach- 
ed by iteration • 
oo  
(s) = • (-;ko)n ~bn(S ) (3.7) 
n_o  
where 
[ %(s)  = 1 1 n = 1, 2 . . .  (3.8) 
~n(S) = n 2 
II (k o + (s + p)2) 
p =I 
Therefore for the physical solution one has the in- 
tegral expression : 
c+i  °° oo 
u(~)=^ 1. fds  eS~E (-Xo)n~0n(S) (3.9) 
"L~'I c--i~ n=o 
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where  
1 _ _  Cn(S ) _ 1 
~0n(S)- k2+s 2 11n (k2+(s+p)2)  
p=o 
(3.10) 
The explicit calculation of (3.8) in terms of special 
functions is straightforward. 
Assuming that k- 2 is real and positive, the integrand 
O 
in (3.8) shows a double family of poles at the points 
s = +ik  o -P  
From 
oo p -1  n 
(-?to)n~°n (s)= N (-?to) ~°n(S) 
n= o n=o 
+ (-?to)p ~0p (S) ¢ (s + p) (3.11) 
we get the residue values 
~ J'-?to~ p ~ (_+ i ko) e (-+ i ko -p) 
(+ik o Res ~p) p-1 
(+ 2ik o)mH= o( P-m)(p-m; 2iko) 
(-?to) P I' (1 -T- 2iko) 
(+2iko) P ! P (p+l  +iko) 
Therefore 
¢ (-+ iko) e -+ ik o ~ - p 
(3.12) 
u(~)=O(.~°)F(l_2ik~,) e iko~ (-?to e-~) n 
zn¢ o ~ n=o n ! P(n+l -2 iko)  
+ ~(-iko) p(l+2iko ) e-iko ~ ~ (-Xo e-~) n 
(_2iko) n=o n! F(n+l+2iko) 
(3.13) 
Or in terms of Bessel functions 
u (~) =. ~°k° P (1-2 iko) cb(iko) J_2ik ° (2 ~/X-o e-~/2 )
2ik o 
_?t:iko P (l+2iko) 
2iko ¢(-iko) J2iko(2~/-?to e-~/2) 
(3.14) 
From (3.7) and (3.8) we have analogously 
¢ (+iko) = Xo ~ik° P (1 + 2iko) J+ 2ik o (2 V~o) 
(3.15) 
then 
P(1+2~-~ k)r(1--2ik) .2Va.j . ,2~ e- P(1+2~-~k)r(1--2ik) .2Va.j ,2~e- O~r u(r) =-- I~ {J2ik ~---ff-) 2iK ~ 0 
2ik -~- - -~-  
-J_ 2ik ( ) J2 ik  (2x /X -e )}  
(3.16) 
~2 2ik p(l+2~-~k)J 2ik 
S° (k) = (-X--) P(1- 2ik ~ J_2ik 
J 
which are well-known results. 
c2@ 
(3.17) 
Suppose now that K 2 is real and negative. 
I f - i k=K(K  positive) is not an integer, the process 
of solution is the same as above. The solution is 
simply obtained from (3.16) by the replacing of ik 
with -K. 
Suppressing the divergent term, we get the physical 
solution (unnormalized bound state) 
u(r) r(1_2K)r(1 +_.~__)2K 2-2-~ ~)  
= J_ 2K( J2__K_( e (--~) ~ 
(3.18) 
to which the energy spectrum equation must be 
associated 
J2K (~- - )  = o (3.19) 
When K is an integer, from the asymptotic behaviour 
¢(n°)e n°~ =K>o (3.20) n (~) ~ 2% no 
u(~) ---+ ¢'(o) +~¢(o)  K=o (3.21) ~.-.oo 
it follows that there are no physical solutions. 
All this clarifies the well-known ambiguity about 
the exponential potential [8]. 
In table 1 the exact value of the S-matrix, its first, 
second and third approximation, as they come from 
(2.15), are shown. 
The results compare favorably with the usual Born 
approximation 
4 i a k (3.22) SoB (k) = 1 + ?t ~+4k2 
In table 2 are quoted our results and those of Swan 
[9, 10] and Wojtczak [11] for phase-shifts. 
4) THE YUKAWA POTENTIAL 
Closed solutions for the Yukawa potential are un- 
known. Within reasonable imits we can do nothing 
but compare a numerical exact solution with the 
first, second and third order (in the coupling con- 
stant) approximations and with the Born approxima- 
tion. 
For the Yukawa potential 
-~r  V(r) =X e 
r 
let us take 
f K2o = k2 /a  ?to = Xl  ~ 
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(4.2) 
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~r 
2 
) 
then equation (2.6) becomes 
¢(s) = 1 - ~o f dt ¢(t + 1) (4.3) 
s k 2 + (t + 1) 2 
O 
Its solution can be written 
oo 
¢(s)= ~ (-Xo)n Cn(S) (4.4) 
n:o  
where 
Oo(S)_-- 1 ~bn ( t+ l )  
On+l(S) =7 ko2 + (t+1)2 
The analytic structure of (4.4) is clearly shown in 
fig. 2 for ko 2 real and positive. 
Trivially it follows that 
1 log s + 1 + ik o 
~b I (s) = ~ s + 1 - ik o 
¢1 (iko) = 2 i@o log (1 + 2iko) (4.6) 
1 log( 1 ) =~b~ (iko) 
¢1 (-iko) - 2ik----~ 1-2 ik  o 
t. 
~2(s)= .@- ~dt-  1- " t+s+2+iko  
Zl~: o o koZ +( t+s+l )~mgt+s+2- iko  
n= o, 1.. .  (4.5) 
1 ~- -  1 • t+2+2iko  
#2( iko)=~j  ur - . ~og 
2ik o o ( t+ l ) ( t+ l+ ik  o) t+2 
~2(-lko ) = ¢~2 (lko) (4.7) 
Equation (4.7) can be expressed also in terms of 
dilogarithms. Such a transformation is advisable for 
numerical purposes. But for higher orders (n > 2) 
the authors have been unable to find an expression 
in terms of special functions. 
In order to evaluate So(k ) there is nothing left but 
to calculate it numerically. In this case it is useful 
to use the differential form of equation (4.3). 
= ?'o ¢ (s+1)  
~b' (s) k 2 + (s+l )  2 
0 
l ¢}(s) ~ 1 Res  ~ oo (4.8,! 
This choice is strongly suggested since great atten- 
tion has been devoted to problems of the type of 
equation (4.8) (functional differential equations). 
As our interest points only to the value ~(iko) , we 
can consider, for FEed ko, the problem of equation 
(4.8) restricted to the half-line 
x/ Ims = K o 
Res  >/0 (4.9) 
In this way equation (4.8) becomes 
X° ¢ ( t+ l )  
¢'(t) =( t+ l ) ( t+ l+2 iko  ) 
l ¢(t) ~ 1 t -~ oo (4.10) 
In order to avoid the limit condition at infinity 
(difficult to be treated numerically), the simple con- 
formal transformation can be applied 
x = t (4.11) 
t+ l  
which, leaving x = 0 FLxed, transforms infinity to 
X ~- -1 .  
At last we have the equation 
/ 
t¢ 
' (x) = -- XO ¢[a (x)] 
l+2 iko(x  + 1) 
¢ (-1) = 1 (4.12) 
where the "shifting function" a(x) is defined by 
1 (a(x) ~ x for xE[-1, o]) a(x) =-- .~+2 
(4.13) 
The equation (4.12) belongs to the class of "Rode's 
problems", well-known in the literature, and for 
which efficient numerical methods of solution have 
been found [13]. 
I 
- .  +¢Ko -~-+~,Ko - t  ~-iKo 
- . -~ .K .  - z - . i .Ko  -4-,;, ,1% 
I i 
i, Ko 
-~,Ko 
Res 
Fig. 2. 
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In particular case of (4.12) the following sequence 
can be formulated 
• x n = -1 + nh 
¢o = ~b(-1)= 1 
% = ¢(a(xo) )=~( -1)= 1 
q = integer part of  [ a(xn) - (- 1)] 
h 
a(xn) - (-1) 
r _  q 
h 
(n=o,  1 , . . .N ;  Nh=l )  
(4.14) 
~O z n = Cq+ hr [  
l+2 iko(xq+ 1) Zq] 
Cn +1 = Cn + h [ - )k° Zn] 
1+2ik  o (Xn+ 1) 
which is simply the application of Euler's method 
to that problem. 
We owe to Feldstein [13] (1.1 theorem) the proof 
of the uniform convergence of that method to the 
unique solution of the problem. Finally, we notice 
that the error is of  order h (first-order algorithm) 
but Richardson's extrapolation [13, 14] enables to 
make it of order h 2. 
From table 3 the convergence of this approach is 
clearly shown. 
In table 4 are reported the exact results for So(k ), 
its first three approximations a they result from 
(2.15) by means of (4.5), (4.6), (4.7) and the usual 
Born approximation 
~o log 1+2ik°  (4.15) 
S° B (k°) = 1 - 2ik---o- 1-  2 ik ----~ 
In table 5 our data for phase-shifts are compared to 
the data of Wojtczak and Swan. 
5) CONCLUSION 
From the quoted data we conclude that the integral 
transform and the analytic properties of  transformed 
functions can be very helpful in the numerical calcul- 
ations of theoretical physicists. 
Immediate advantages are to penetrate deeply the 
analytic structure of the scattering amplitude and 
the possibility of a large economy of computing 
time due to the simplicity of the algorithm. 
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TABLE 1 
V = Xe -a r  Convergence of  the series(2.15) 
H 
c5 
II 
K 
0.2 
0 .4  
0.6 
0 .8  
1.0 
1.2 
SI S II S III S exact  
0.9972 + i 0.0754 
0.9946 + i 0.1036 
0.9948 + i 0.1023 
0.9957 + i 0.0923 
0.9967 + i 0.0815 
0.9974 + i 0.0720 
0.9974 + i 0.0725 
0.9950 + i 0.1002 
0.9950 + i 0.0995 
0.9959 + i 0.0902 
0.9968 + i 0.0800 
0.9975 + i 0.0709 
0.9974 + i 0.0725 
0.9950 + i 0.1002 
0.9950 + i 0.0995 
0.9959 + i 0.0902 
0.9968 + i 0.0800 
0.9975 + i 0.0709 
0.9974 + i 0.0725 
0.9950 + i 0.1002 
0.9950 + i 0.0995 
0.9959 + i 0.0902 
0.9968 + i 0.0800 
0.9975 + i 0.0709 
0.1 0 .8845-  i0 .4665 
.~ ~ 0.25 0.3776 - i 0.9259 
~N 0.5 -0.5801 - i0 .8145 
~ ~ II 0 .75-0 .9840- i0 .1783 
~ ~ 1.0 -0.9237 + i 0.3830 
r~ II 1.5 -0.4184 + i 0.9083 
-0 .9901 + i 0.1406 
-0 .9595 + i 0.2818 
-0 .8501 + i 0.5267 
-0 .6832 + i 0.7303 
--0.4881 + i 0.8728 
-0 .1110 + i 0.9938 
0.6101 -- i 0.7923 
- -0.4122 -- i 0.9111 
--0.9980 -- i 0.0626 
--0.8462 + i 0.5329 
--0.5652 + i 0.8249 
--0.0925 + i 0.9957 
0.5703 -- i 0.8214 
--0.4707 -- i 0.8823 
--0.9996 i0 .0287 
--0.8414 + i 0.5404 
--0.5683 + i 0.8228 
--0.1025 + i 0.9947 
0.1 
0.25 
0.50 
0.751 
1.0 
1.5 
0.4744 -- i 0.8803 
- 0.6674 -- i 0.7447 
- 0.9403 + i 0.3402 
- 0.5227 + i 0.8525 
-0.1215 + i 0.9926 
0.3708 + i 0.9287 
0.2435 + i 0.9699 
--0.2268 + i 0.9739 
--0.1286 + i 0.9917 
0.0870 + i 0.9962 
0.2736 + i 0.9618 
0.5306 + i 0.8476 
--0.5886 + i 0.8084 
--0.6199 + i 0.7847 
--0.3049 + i 0.9523 
0.0052 + i 1.0000 
0.2391 + i 0.9710 
0.5285 + i 0.8489 
--0.5200 + i 0.8541 
--0.5933 + i 0.8050 
--0.2936 + i 0.9559 
0.0093 + i 1.0000 
0.2399 + i 0.9708 
0.5276 + i 0.8495 
Born approx, to 
1 + i 0.0690 
1 + i 0.0976 
1 + i 0.0984 
1 + i 0.0899 
1 + i 0.0800 
1 + i 0.0710 
1 + i O.5O99 
1 + i 1.1786 
1 + i 1.8572 
1 + i 2.0581 
1 + i 1.8685 
1 + i 1.7077 
1 + i 0.3742 
1 + i 0.8470 
1 + i 1.2665 
1 + i 1.3371 
1 + i 1.2603 
1 + i 1.0288 
V = X e -O~r 
k 
s-wawe 
0 
phase - shifts 
60 II 
TABLE 2 
o I I I  b o exact o Swan 6o Wojtczak 
~cq ~ 
0.1 
0.25 
0.5 
0.75 
1.0 
1.5 
2.8989 
2.5498 
2.0468 
1.6604 
1.3743 
1.0012 
1.5002 
1.4279 
1.2934 
1.1614 
1.0403 
0.8410 
2.6843 
2.1438 
1.6021 
1.2898 
1.0858 
0.8317 
2.6596 
2.1111 
1.5852 
1.2853 
1.0876 
0.8367 
2.6279 
2.0796 
1.5230 
1.2239 
1.0301 
0.7947 
2.6351 
2.0927 
1.6231 
1.1588 
0 oO 
ox ~ 
0.1 
0.25 
0.5 
0.75 
1.0 
1.5 
2.6033 
1.9907 
1.3972 
1.0604 
0.8463 
0.5955 
0.6624 
0.8998 
0.8499 
0.7419 
0.6468 
0.5057 
1.1000 
1.1197 
0.9403 
0.7828 
0.6647 
0.5070 
1.0588 
1.1030 
0.9344 
0.7807 
0.6643 
0.5075 
1.0551 
1.0993 
0.9346 
0.7572 
0.6566 
0.5033 
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TABLE 3 
r 
Convergence of the sequence (4.14) to ~(ik) 
1S n-  p scattering 
X= 1.3471 ~ =0.85426 
k h ~(ik) 
0.1 
0.5 
1.0 
1.5 
2 -8 0.03955 +i0 .07448 
2 -9 0.03992 + i0.07458 
2 -10 0.04011 + i 0.07463 
2 -11 0.04020 + i 0.07465 
2 -7 0.17940 +i0 .27078 
2 -8 0 .18053+i0 .27138 
2 -9 0.18109 +i0 .27168 
2 -10 0.18137 + i 0.27183 
~(ik) extrapolated k 
0.04030 + i 0.07467 
0.04029 + i0.07467 
0.04029 + i 0.07467 
0.18166 + i 0.27198 
0 .18165+i  0.27198 
2 -7 0.35133 +i0 .34541 
2 -8 0.35278 +i0 .34617 
2 -9 0.35351 +i0 .34654 
2 -10 0.35388 + i0.34673 
0.18165 + i 0.27198 
2 -7 0.47018 +i0 .35848 
2 -8 0.47188 +i0 .35930 
2 -9 0.47273 +i0 .35971 
2 -10 0.47315 + i0.35991 
0.35424 + i0.34692 
0.35424 + i0.34692 
0.35424 + i0.34692 
0.47358 + i 0.36012 
0.47358 + i 0.36011 
0.47358 + i 0.36011 
3 s f i -p  scattering 
X= 1.5933 a= 0.63955 
0.1 
0.5 
1.0 
1.5 
h ~(ik) 
2 -6 -0.14715 +i0 .08030 
2 -7 -0.14601 +i0 .08098 
2 -8 -0.14545 q- i 0.08131~ 
2 -9 -0.14516 +i0 .08148 
2 -7 -0.00088 +i0 .30087 
2 -8 0.00030 + i 0.30197 
2 -9 0.00089 + i 0.30251 
2 -10 0.00118 + i 0.30278 
2-7 
2-8 
2-9 
2-10 
0.18789 + i 0.40261 
0.18971 + i 0.40403 
0.19061 + i 0.40474 
0.19107 + i 0.40509 
2 -7 0.32889 + i 0.42997 
2 -8 0.33117 + i 0.43150 
2 -9 0.33231 + i 0.43226 
2 -10 0.33288 + i 0.43264 
(ik) extrapolated 
-0.14488 + i 0.08165 
-0.14488 + i 0.08165 
-0.14488 + i 0.08165 
0.00148 + i 0.30306 
0.00148 + i 0.30306 
0.00147 + i 0.30305 
0.19152 + i 0.40545 
0.19152 + i 0.40544 
0.19152 + i 0.40544 
0.33345 + i 0.43303 
0.33345 + i 0.43302 
0.33345 + i 0.43301 
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-a t  
V=X e 
r 
k 
0.2 v-q 
II 0.4 
0.6 
0.8 
~. 1.0 
o 1.2 
II 1.4 
t<  
0.1 
0.5 
"~ 1.0 
~ 10 
i ~c520 
~o II II 30 
0.1 
 o.5 
'~ 1.0 
~t - -~ 10 
~, .~ 20 
~ II 11 30 
,,~ ~,  ~ 
TABLE 4 
Convergence of the series (2.15) 
S I S II S III S exact 
0.9992 + i0.0410 
0.9977 + i 0.0675 
0.9968 + i0.0801 
0.9964 + i 0.0846 
0.9964 + i 0.0850 
0.9965 + i0.0836 
0.9967 + i0.0813 
0.9992 + i0.0389 
0.9979 + i0.0641 
0.9971 + i 0.0764 
0.9967 + i 0.0811 
0.9966 + i0.0818 
0.9967 + i0.0806 
0.9969 + i0.0786 
0.9990 + i0.0441 
0.9978 + i 0.0670 
0.9971 + i0.0767 
0 .9967+i  0.0812 
0 .9966+i  0.0819 
0 .9967+i  0.0807 
0 .9969+i  0.0787 
0 .9992+i  0.0389 
0.9979 + i 0.0642 
0.9971 + i 0.0765 
0 .9967+i  0.0811 
0.9966 + i 0.0818 
0.9967 + i 0.0807 
0.9969 + i0.0787 
0.8709 -- i 0.4915 
-0.4641 - i 0.8858 
-0.9999 - i 0.0102 
0.5005 + i 0.8657 
0.8219 + i 0.5696 
0.9402 + i 0.3407 
0.9688 + i 0.2477 
0.9018 -- i 0.4321 
0.9720 -- i0.2351 
-0.3695 + i0.9292 
0.6425 + i 0.7663 
0.8524 + i0.5228 
0.9460 + i0.3242 
0.9710 + i 0.2391 
0.2210 + i0.9753 
-0.8918 + i0.4525 
-0.2690 + i 0.9631 
0.6562 + i0.7546 
0.8543 + i0.5197 
0.9462 + i0.3235 
0.9710 + i0.2389 
0.5179 - i0.8554 
-0.9999 + i 0.0097 
-0.6351 + i  0.7724 
0.6314 + i0.7754 
0.8523 + i 0.5231 
0.9461 + i 0.3239 
0 .9710+i  0.2390 
0.8064 - i0.5913 
-0.8531 -- i0.5218 
-0.7930 + i0.6093 
0.7062 + i0.7080 
0.8938 + i0.4485 
0.9633 + i0.2683 
0.9806 + i 0.1960 
0.9180 + i 0.3965 
0.2874 + i 0.9578 
0.2300 + i 0.9732 
0.7931 + i 0.6091 
0.9112 + i 0.4121 
0.9666 + i 0.2564 
0.9818 + i 0.1899 
0.9957~+ i0.0924 
0.9468 + i0.3219 
0.0593 + i 0.9982 
0.7961 + i 0.6052 
0.9118 + i 0.4107 
0.9667 ÷ i 0.2561 
0.9818 + i 0.1898 
-0.5490 + i 0.8358 
-0.3830 + i 0.9237 
0.0209 + i 0.9998 
0.7818 + i 0.6235 
0.9104 + i 0.4138 
0.9666 + i 0.2565 
0.9818 + i 0.1899 
Born appr.: 
to (2.15 
0.8097 i 
0.8313 ~i: 
0.8540 
0.8737 ! 
0.8893 
0.9020 
0.9123 
-3.8291 
-2.1924 
-1.0096 
0.5198 
0.7548 
0.8761 
0.9171 
-2.0980 
-1.3273 
-0.5722 
0.5998 
0.7941 
0.8956 
0.9301 
V - -  ]k e -a r  
r 
~0 
w ,4  d 
TABLE 5 
s - wawe phase shifts 
k 6 o exact 8 o Swan 
0.1 
0.25 
0.5 
0.75 
1.0 
1.5 
2.6284 2.6242 
2.0659 2.0139 
1.5659 1.4340 
1.3001 1.1387 
1.1295 0.9675 
0.9146 0.7794 
8 o Wojtczak 
2.6025 
2.0787 
1.6319 
1.2284 
02 
I ,_.] ¢> 
II II 
0.1 
0.25 
0.5 
0.75 
1.0 
1.5 
1.0760 
1.1195 
0.9819 
0.8641, 
0.7750 
0.6501 
1.0426 
1.0624 
0.8980 
0.7718 
0.6855 
0.5790 
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