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STABILITY OF VECTOR MEASURES AND TWISTED SUMS
OF BANACH SPACES
TOMASZ KOCHANEK
Abstract. A Banach space X is said to have the SVM (stability of vector measures)
property if there exists a constant v < ∞ such that for any algebra of sets F , and any
function ν : F → X satisfying
‖ν(A ∪B)− ν(A) − ν(B)‖ 6 1 for disjoint A,B ∈ F ,
there is a vector measure µ : F → X with ‖ν(A) − µ(A)‖ 6 v for all A ∈ F . If this
condition is valid when restricted to set algebras F of cardinality less than some fixed
cardinal number κ, then we say that X has the κ-SVM property. The least cardinal κ
for which X does not have the κ-SVM property (if it exists) is called the SVM character
of X . We apply the machinery of twisted sums and quasi-linear maps to characterise
these properties and to determine SVM characters for many classical Banach spaces. We
also discuss connections between the κ-SVM property, κ-injectivity and the ‘three-space’
problem.
1. Introduction
It is a widely recognised fact that there is a strong interplay between the vector measure
theory and the Banach space theory. Many structural properties of Banach spaces (such
as being isomorphic to a dual space, containing an isomorphic copy of c0 or ℓ∞, sequential
completeness, admitting a boundedly complete basis etc.) translate into natural properties
of vector measures. Several representation theorems involving vector measures provide
also important results concerning the form of operators of various types (weakly compact,
nuclear, absolutely summing etc.) acting on Banach spaces like C(K) or L∞(µ). The
classical monograph [20] by Diestel and Uhl gives an excellent general treatment of the
subject.
In this paper, we will deal with a stability problem for vector measures (by a vector
measure we will always mean a finitely additive set function) and discuss its connections
with the theory of twisted sums of Banach spaces. The following two definitions will be of
central importance to us:
Definition 1.1. We say that a Banach space X has the SVM (stability of vector measures)
property if there exists a constant v(X) < ∞ (depending only on X) such that given
any set algebra (that is, any family of subsets of some set containing ∅ and closed under
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complementation and finite unions) F and any mapping ν : F → X satisfying
(1.1) ‖ν(A ∪ B)− ν(A)− ν(B)‖ 6 1 for A,B ∈ F , A ∩B = ∅,
there is a vector measure µ : F → X with
‖ν(A)− µ(A)‖ 6 v(X) for A ∈ F .
Definition 1.2. Let κ be a cardinal number. We say that a Banach space X has the
κ-SVM property if there exists a constant v(κ,X) <∞ (depending only on κ and X) such
that given any set algebra F with cardinality less than κ, and any mapping ν : F → X
satisfying (1.1), there is a vector measure µ : F → X with
‖ν(A)− µ(A)‖ 6 v(κ,X) for A ∈ F .
IfX is a Banach space which does not have the SVM property, then by the SVM character
of X we mean the minimal cardinal number κ such that X does not have the κ-SVM
property, and we denote it τ(X).
Any function ν satisfying inequality (1.1) with some ε instead of 1 will be called ε-
additive. If A is a set then |A| stands for its cardinality; if κ is a cardinal number then
κ+ stands for its cardinal successor. Note that the definition of SVM character is well-
posed, since every Banach space X without the SVM property does not have the κ-SVM
property for some cardinal number κ. To see this, take a sequence of 1-additive maps
νn : Fn → X such that for each n ∈ N and every vector measure µ : Fn → X we have
‖νn(A) − µ(A)‖ > n for some A ∈ Fn, and consider the simple product Σ =
∏
nFn of
Boolean algebras (Fn)
∞
n=1. Then, the maps νn ◦ πn : Σ → X (where πn is the projection
onto the nth coordinate) are all 1-additive and witness that X does not have the |Σ|+-SVM
property.
In general, by saying τ(X) > κ (or > κ) we formally mean that either X does not have
the SVM property and then the claimed inequality holds true, or simply X has the SVM
property. In the case where X has the κ-SVM property the symbol v(κ,X) will stand for
the infimum of all such numbers for which the condition from Definition 1.2 is valid (it
may happen that this condition is no longer true for the infimum).
The origin of this type of stability notion is traced back to Ulam (see [47]) who in 1940
formulated the following problem: Let G1 be a group and let G2 be a metric group with
a metric d(·, ·). Given δ > 0, does there exist ε > 0 such that to each mapping F : G1 → G2
satisfying d(F (x+y), F (x)+F (y))6 ε for all x, y ∈ G1 there corresponds a homomorphism
A : G1 → G2 with d(F (x), A(x)) 6 δ for all x ∈ G1? It should be mentioned that a version
of Ulam’s problem for real sequences appeared in the book of Po´lya and Szego˝ [43, Chapter
3, Problem 99]. Hyers [28] was the first who, in 1941, gave a solution in the case where
G1 and G2 are Banach spaces. Nowadays the theory of Hyers–Ulam stability is widely
developed; one can consult, e.g., the survey paper [26] by Forti.
Kalton and Roberts were the first who were dealing with a stability problem for (real-
valued) set additive functions, and in 1983 they published the following, beautiful result
which is the main motivation for our study.
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Theorem 1.3 (Kalton & Roberts [36]). There is an absolute constant K < 45 having the
property: If F is a set algebra and a function ν : F → R satisfies
|ν(A ∪ B)− ν(A)− ν(B)| 6 1 for A,B ∈ F , A ∩B = ∅,
then there exists an additive set function µ : F → R such that |ν(A) − µ(A)| 6 K for
A ∈ F .
From now on K will stand for the best possible constant in the above theorem and will be
referred to as the Kalton–Roberts constant. The exact value of K is not known; the lower
boundK > 3/2 was shown by Pawlik [41]. In our terminology, Theorem 1.3 asserts that the
one-dimensional space R has the SVM property and, as an immediate consequence, all the
finite-dimensional spaces Rn, as well as the space ℓ∞, also have this property (it does not
matter which concrete norm in Rn we decide to use; it may only affect the value of v(Rn)).
The question whether a nearly additive real-valued set function may be approximated by
an additive one was posed by Kalton, explicitly in [32] and implicitly in [31]. The reason
for which he found it of interest is that it is a kind of reformulation of the question whether
c0 and ℓ∞ are the so-called K-spaces, i.e. whether they do not admit any non-trivial exact
sequences of the form 0 → R → Z → c0 → 0, or 0 → R → Z → ℓ∞ → 0. We refer
the reader to Section 3 for more technical details. Now, let us give a brief outline of the
background to these issues.
The so-called three-space problem (shortly: 3SP problem, cf. [17]) lies at the heart of the
Banach space theory. Its general framework is the following: Given an exact sequence 0→
Y → Z → X → 0 of Banach spaces (more generally, F -spaces) X , Y , Z, which properties
of the middle space Z follow from the analogous properties of X and Y ? A property P
is called a 3SP property (in some prescribed class of linear topological spaces) whenever
the implication: X and Y posses P, then Z also possesses P, holds true for any exact
sequence as above built from spaces belonging to the class considered. The 3SP problem
became one of central topics in functional analysis in seventies, when Enflo, Lindenstrauss
and Pisier [21] found a counterexample to the problem of Palais: If X and Y are Hilbert
spaces, must Z be (isomorphic to) a Hilbert space? Many other basic properties, like local
convexity or being weakly compactly generated, have led to some remarkable examples in
the theory of Banach spaces and F -spaces. The monograph [17] by Castillo and Gonza´lez
exhibits many of them, as well as the general theory of the 3SP problem.
One of the turning points in the history of the 3SP problem occurred in late seventies
when Kalton published his paper [31] and then, jointly with Peck, [34]. Their main feature
is that they give a deep general link between the structure of exact sequences of (locally
bounded) F -spaces and the stability behaviour of the so-called quasi-linear maps. Given
two locally bounded F -spaces (equivalently: quasi-Banach spaces) X and Y , we say that
a map f : X → Y is quasi-linear if it is homogeneous and satisfies
‖f(x+ y)− f(x)− f(y)‖ 6 c(‖x‖+ ‖y‖) for x, y ∈ X,
where c <∞ is some constant. Kalton and Ribe showed that every exact sequence
0 −→ Y
i
−→ Z
q
−→ X −→ 0
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is, in a sense, generated by some quasi-linear map f : X → Y and, moreover, such a se-
quence splits (i.e. Z ≃ X ⊕ Y and, through some isomorphism, i is the natural inclusion
and q is the canonical projection; see Section 3 for details) if and only if there exists a linear
(not necessarily continuous) map h : X → Y such that
‖f(x)− h(x)‖ 6 kc‖x‖ for x ∈ X,
where k < ∞ depends only on X and Y . In other words, if we wish to construct a non-
trivial exact sequence with a subspace isomorphic to Y and a quotient isomorphic to X ,
then we shall be looking for a quasi-linear map from X into Y which is not approximable
by any linear one. If no such quasi-linear map exists, then we have a kind of stability effect
for quasi-linear maps between X and Y .
The aim of this paper is to show that some aspects of the 3SP problem may be de-
scribed in the language of vector measures and the structure of exact sequences of Banach
spaces depends on stability properties of vector measures, likewise it depends on stability
properties of quasi-linear maps.
The paper is organised as follows: In Section 2 we give several very basic results concern-
ing the κ-SVM property. Among others, we show that the Kalton–Roberts theorem almost
immediately implies that τ(c0(Γ)) > ω and τ(C(Ω)) > ω for every non-empty index set Γ
and every compact metric space Ω (Proposition 2.1) and, more generally, that τ(X) > ω
for every L∞-space X (Corollary 2.6). Section 3 reviews some of the background material
needed in later sections. In Section 4 we present two theorems which give necessary condi-
tions for the SVM property and the κ-SVM property. Theorem 4.2 says that the
(
2Γ
)+
-SVM
property of X implies that the pair (ℓ∞(Γ), X) splits, whereas the Γ
+-SVM property im-
plies that (c0(Γ), X) splits. From this we may conclude that many classical Banach spaces,
like Lp-spaces (1 6 p < ∞), quasi-reflexive James’ space, Schreier’s space, Tsirelson’s
space etc., have SVM character equal to ω (Corollary 4.5). However, for compact metric
spaces Ω the SVM character of C(Ω) equals ω1, unless this space is finite-dimensional or
isomorphic to c0 (Corollary 4.6). Next, in Section 5, we apply the machinery of twisted
sums to prove (Theorem 5.3) that κ-injectivity implies the κ-SVM property, provided κ
has uncountable cofinality; for other κ’s we have to assume (λ, κ)-injectivity, for some fixed
number λ (see Definition 5.1). Continuing this line of discussion, we define in Section 6
a generalised Johnson–Lindenstrauss space, denoted JL∞(Γ), which will be used to derive
the equality τ(c0(Γ)) = ω2 (Corollary 6.3). We also build a non-trivial twisted sum of
JL∞ (the usual Johnson–Lindenstrauss space) and c0(ω1) and show that τ(JL∞) = ω2
(Proposition 6.5 and Theorem 6.4). In Section 7 we give a characterisation of the κ-SVM
property in a form of the condition Ext(X, ·) = 0, postulated for Banach spaces X from
a certain class of ‘testing’ spaces (Corollary 7.6). By doing so, we prove that the κ-SVM
property is a 3SP property (Theorem 7.1). In Section 8 we characterise the SVM property
for Banach spaces complemented in their biduals, e.g. by the condition Ext(X∗, ℓ1) = 0
(Theorem 8.2). Finally, Section 9 contains a list of open problems stemming naturally
from the presented material.
Our Banach space, vector measure and set theory terminology will follow [1], [20] and
[18], respectively. By an operator we always mean a continuous and linear mapping, and
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by a subspace we mean a closed linear subspace, of course not counting these cases when
we talk about a dense subspace. An isomorphism is a one-to-one surjective operator whose
inverse is an operator as well. The fact that Banach spaces X and Y are isomorphic we
note as X ≃ Y . We also consider all spaces to be real, since the complex case makes no
serious difference in the theory.
2. Preliminary results
In this section we collect several simple observations which, however, give a good starting
point for investigating the κ-SVM and the SVM properties, and which will be found useful
later on.
First, observe that every Banach space X has the n-SVM property for each n ∈ N.
Indeed, if F ⊂ 2Ω is a finite algebra of sets (we may assume that F = 2Ω), |F | < n, and
ν : F → X is 1-additive then, by a simple induction, we have∥∥∥∥∥ν(A)−∑
a∈A
ν{a}
∥∥∥∥∥ 6 |A| − 1 < log2 n− 1 for A ∈ F ,
thus the measure µ : F → X , defined by µ{a} = ν{a} for a ∈ Ω, does the job. Conse-
quently, for every Banach space X we have τ(X) > ω and v(n,X) < log2 n − 1 for each
n ∈ N.
As a warm-up, we prove a lower estimate for the SVM characters of c0(Γ) and C(Ω), with
Ω being a compact metric space, which is an almost immediate consequence of the Kalton–
Roberts theorem. This estimate will also follow from a more general result, Corollary 2.6,
but for the spaces: c0(Γ), C[0, ω
ωα], α being a countable ordinal, and C[0, 1] (the latter two
exhausting the whole class of C(Ω)-spaces with compact, metrisable Ω) the proof is more
direct and an approximating vector measure is defined coordinate-wise without appealing
to the fact that the underlying space is a L∞-space.
Proposition 2.1. For every non-empty set Γ and every compact metric space Ω we have:
(i) τ(c0(Γ)) > ω;
(ii) τ(C(Ω)) > ω.
Proof. (i): Let F be any finite field of sets and let ν : F → c0(Γ) be a 1-additive function.
Choose any ε > 0 and pick a finite set Fε ⊂ Γ such that |e
∗
γ(ν(A))| < ε for each γ ∈
Γ \ Fε and A ∈ F , where e
∗
γ is the γth coordinate functional on c0(Γ). For each γ ∈ Fε
separately apply Theorem 1.3 to produce an additive set function µγ : F → R satisfying
|e∗γ(ν(A))− µγ(A)| 6 K for A ∈ F . Then the measure µ : F → c0(Γ), defined by
e∗γµ(A) = µγ(A) for γ ∈ Fε, and e
∗
γµ(A) = 0 for γ ∈ Γ \ Fε
satisfies ‖ν(A)− µ(A)‖ 6 K for A ∈ F . We have thus proved that c0(Γ) has the ω-SVM
property and, moreover, v(ω, c0(Γ)) = K.
(ii): In view of Miljutin’s theorem ([40], see also [45, Theorem 2.1]), for every uncountable
metric compact space Ω the space C(Ω) is isomorphic to C[0, 1], whereas the theorem
of Bessaga and Pe lczyn´ski ([5], see also [45, Theorem 2.14]) says that for every infinite
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countable compact metric space K the space C(Ω) is isomorphic to one of the spaces
C[0, ωω
α
], α > 0 being a countable ordinal, which are mutually non-isomorphic. Therefore,
in the rest of the proof we may (and do) assume that Ω is either [0, 1] or [0, ωω
α
] for some
countable ordinal α.
Let F be any finite field of sets and suppose ν : F → C(Ω) is a 1-additive function. For
any ε > 0 there is a finite ε-net
0 = t0 < t1 . . . < tn =
{
1 if Ω = [0, 1]
ωω
α
if Ω = [0, ωω
α
]
of the space Ω which may be also chosen so that for every A ∈ F the oscillation of the
function ν(A) inside the interval [tj−1, tj] is at most ε, for each 1 6 j 6 n. By applying
Theorem 1.3 to each of the 1-additive functions F ∋ A 7→ ν(A)(tj) (0 6 j 6 n), we get
scalar measures µj such that |ν(A)(tj) − µj(A)| 6 K for A ∈ F and 0 6 j 6 n. Now,
for every A ∈ F we define a continuous function µ(A) interpolating the points (tj , µj(A))
(0 6 j 6 n) as follows:
• if Ω = [0, 1] we let µ(A) be the piecewise linear function, agreeing with µj(A) at tj
for each 0 6 j 6 n, and linear on all the intervals of [0, 1] \ {t0, . . . , tn};
• if Ω = [0, ωω
α
] then for each 1 6 j 6 n we put µ(A)(t) = µj(A) for all t ∈ (tj−1, tj ]
and µ(A)(0) = µ0(A).
Plainly, for each A ∈ F the function µ(A) belongs to C(Ω) and the so-defined mapping
µ : F → C(Ω) is a vector measure. Finally, for any A ∈ F , t ∈ K and j ∈ {0, 1, . . . , n}
with t ∈ [tj−1, tj ], we have
|ν(A)(t)− µ(A)(t)| 6 |ν(A)(tj)− µj(A)|+ 2ε 6 K + 2ε,
since the oscillations of the both functions ν(A) and µ(A) inside [tj−1, tj ] is at most ε. This
shows that ‖ν(A) − µ(A)‖ 6 K + 2ε for each A ∈ F and, consequently, C(Ω) has the
ω-SVM property with v(ω, C(Ω)) = K. 
Although this was so simple, it is by no means obvious at the moment whether we
can extend the result for countably infinite fields, that is, whether c0(Γ) and C(Ω) have
the ω1-SVM property. It is not too helpful to know that for all finite algebras there is
a common constant, the Kalton–Roberts constant, which controls the distance from any
1-additive function to the set of all vector measures. Since none of the infinite-dimensional
spaces c0(Γ) and C(Ω), with compact and metrisable Ω, is complemented in its bidual
(and therefore, complemented in any other Banach space), none of weak∗ topologies would
make it possible to use standard compactness arguments. It turns out that the problem of
determining τ(c0(Γ)) and τ(C(Ω)) requires a bit stronger machinery.
At this point let us note what can be deduced from the ω-SVM property via compactness
arguments.
Proposition 2.2. If a Banach space X is λ-complemented in its bidual and has the ω-SVM
property, then it has the SVM property and v(X) 6 λv(ω,X).
Proof. Let X be a Banach space complemented in X∗∗ and having the ω-SVM property.
Pick any number v > v(ω,X). Suppose that F is an arbitrary algebra of sets and a function
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ν : F → X is 1-additive. Let Γ be the set of all finite subfields of F , directed by inclusion.
For each A ∈ Γ there is a vector measure µA : A → X such that ‖ν(A)− µA(A)‖ 6 v for
every A ∈ A. We extend each µA to the whole of F by putting µA(A) = 0 for A ∈ F \A.
Then the net {µA}A∈Γ is contained in the set{
f : F → X∗∗ | ‖f(A)‖ 6 ‖ν(A)‖ + v for each A ∈ F
}
,
which is compact with respect to the product topology of the weak∗ topology on X∗∗
(as usual, we identify X with its canonical copy inside X∗∗). Hence, there is a subnet
of {µA}A∈Γ which is pointwise convergent to some function µ : F → X
∗∗. Obviously,
µ is a vector measure and for each A ∈ F we have ‖ν(A) − µ(A)‖ 6 v. Finally, let
P : X∗∗ → X be a projection with ‖P‖ 6 λ. Then, since P (x) = x for x ∈ X , we have
‖ν(A)− (P ◦ µ)(A)‖ 6 λv for A ∈ F , which completes the proof. 
Combining this result with our earlier observation, that always τ(X) > ω, we infer
that for Banach spaces which are complemented in their biduals we have the following
dichotomy: either their SVM character equals ω, or they have the SVM property. For
other Banach spaces, like c0(Γ) and C(Ω), we will see that everything may happen.
Now, let us note the following trivial but useful observation. The proof is straightforward,
so we omit it.
Proposition 2.3. Let X be a Banach space and Y be a λ-complemented subspace of
X. If X has the κ-SVM property then so does Y and, moreover, v(κ, Y ) 6 λv(κ,X).
Consequently, if X has the SVM property then so does Y , and we have v(Y ) 6 λv(X).
Theorem 2.4. Every injective Banach space has the SVM property.
Proof. By applying Theorem 1.3 to each coordinate separately, we see that for every non-
empty set Γ the space ℓ∞(Γ) has the SVM property. Moreover, it is well-known that every
Banach space X embeds into ℓ∞(Γ), where the cardinality of Γ is the topological density
of X , and if X is injective then it must be complemented in ℓ∞(Γ). Hence, the assertion
follows from Proposition 2.3. 
Now, we wish to derive a ‘local’ version of Proposition 2.3 and give the promised gener-
alisation of Proposition 2.1. To this end let us recall some definitions.
Let E be a family of finite-dimensional Banach spaces. We say that a Banach space
X is λ-locally E (for some λ > 1) provided that every finite-dimensional subspace of X
is contained in a finite-dimensional subspace F of X satisfying dBM(E, F ) < λ for some
E ∈ E with dimE = dimF , where dBM stands for the Banach–Mazur distance defined by
dBM(E, F ) = inf
{
‖T‖ · ‖T−1‖ : T is an isomorphism E → F
}
.
We say that X is locally E if it is λ-locally E for some λ > 1. The concept of locality
(and colocality) was studied in the context of twisted sums of Banach spaces by Jebreen,
Jamjoom and Yost [29]. In the case where E = {ℓnp}
∞
n=1 (1 6 p 6 ∞) this notion defines
nothing else but the class of Lp-spaces introduced by Lindenstrauss and Pe lczyn´ski in [37]
and investigated also by Lindenstrauss and Rosenthal in [38].
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We also say that a Banach space X contains E (c, d)-uniformly complemented (for some
c > 1, d > 1) provided that for each E ∈ E one may find a c-complemented subspace
F of X with dimE = dimF and dBM(E, F ) < d. We say that X contains E uniformly
complemented if the above condition is valid for some c > 1 and d > 1.
Proposition 2.5. Let E be a family of finite-dimensional Banach spaces and X be a Ba-
nach space that is λ-locally E . If there is a Banach space Y containing E (c, d)-uniformly
complemented and satisfying τ(Y ) > ω, then τ(X) > ω and v(ω,X) 6 λcdv(ω, Y ).
Therefore, by contraposition, if X is a Banach space that is locally E and τ(X) = ω,
then τ(Y ) = ω for every Banach space Y containing E uniformly complemented.
Proof. For each E ∈ E we may pick a c-complemented subspace YE of Y , dimE = dimYE,
and an isomorphism TE : E → YE such that ‖y‖ 6 ‖TEy‖ 6 d‖y‖ for every y ∈ E.
Let F be any finite set algebra and ν : F → X be a 1-additive function. Then, there
exist a finite-dimensional space F ⊂ X containing span{ν(A) : A ∈ F}, a space E ∈ E ,
and an isomorphism S : F → E such that ‖x‖ 6 Sx 6 λ‖x‖ for every x ∈ F .
Take any number v > v(ω, Y ). Since the function TES ◦ν : F → YE ⊂ Y is λd-additive,
there is a vector measure µ : F → Y such that ‖(TES ◦ ν)(A) − µ(A)‖ 6 λdv for each
A ∈ F . Now, let πE : Y → YE be a projection with ‖πE‖ 6 c. Then πE ◦ µ : F → YE is
a vector measure such that ‖(TES ◦ ν)(A)− (πE ◦µ)(A)‖ 6 λvcd for each A ∈ F . Finally,
S−1T−1πE ◦µ : F → F ⊂ X is also a vector measure, and since ‖S
−1‖ 6 1 and ‖T−1‖ 6 1,
it satisfies
‖ν(A)− (S−1T−1πE ◦ µ)(A)‖ 6 λcdv for each A ∈ F .
This shows that X has the ω-SVM property with v(ω,X) 6 λcdv(ω, Y ). 
Corollary 2.6. If X is a L∞-space then τ(X) > ω.
Proof. Since X is locally {ℓn∞}
∞
n=1, the conclusion follows from Proposition 2.5 applied for
Y = ℓ∞. 
In particular, for every compact Hausdorff space Ω we have τ(C(Ω)) > ω as all the C(Ω)-
spaces are L∞-spaces, which follows from the partition of unity of compact Hausdorff
spaces (see, e.g., the remarks following [39, Definition II.5.2]). Therefore, Corollary 2.6
yields a generalisation of Proposition 2.1 with a less direct proof.
3. Background on the three-space problem
This section has preparatory character. We will recall some definitions and facts from
the 3SP theory which are essential for our purposes. For more information the reader is
referred to Castillo and Gonza´les [17] and Cabello Sa´nchez and Castillo [8].
Let X , Y , Z be Banach spaces. A short exact sequence is a diagram
(3.1) 0 −→ Y
i
−→ Z
q
−→ X −→ 0
where each arrow represents some operator and the image of each arrow coincides with
the kernel of the following one. Therefore, i is an injection and q is a quotient operator.
Moreover, Y is isomorphic to a subspace of Z and the Open Mapping Theorem ensures
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that Z/Y ≃ X via an isomorphism T : Z/Y → X with T ◦ π = q (π being the canonical
map from Z onto Z/Y ). We say that two exact sequences of Banach spaces 0 → Y →
Z1 → X → 0 and 0 → Y → Z2 → X → 0 are equivalent if there exists an operator
T : Z1 → Z2 such that the diagram
0 // Y // Z1 //
T

X // 0
0 // Y // Z2 // X // 0
is commutative; by the ‘3-lemma’ ([17, §1.1]) and the Open Mapping Theorem, T must
be then an isomorphism. For any two Banach spaces X and Y we have always the trivial
exact sequence
(3.2) 0→ Y → Y ⊕X → X → 0
produced by the direct sum, jointly with the natural embedding and projection. We say
that exact sequence (3.1) splits if and only if it is equivalent to (3.2). Of course, in such a
case we must have Z ≃ X ⊕ Y . However, the converse implication is resoundingly false;
one may even find a Banach space X for which there is a non-splitting exact sequence of
the form 0→ X → X ⊕X → X → 0. This topic is connected to Harte’s problem (see [17,
§1.10] for further discussion). The following well-known result gives a deeper insight into
the splitting property of exact sequences (for the proof consult [17, §1.1]).
Proposition 3.1. Assume (3.1) is an exact sequence of Banach spaces X, Y and Z. Then
the following conditions are equivalent each to the other:
(i) exact sequence (3.1) splits;
(ii) the inclusion i admits a retraction, i.e. an operator r : Z → Y with r ◦ i = idY ;
(iii) the quotient q admits a section (lifting), i.e. an operator s : X → Z with q◦s = idX ;
(iv) the subspace i(Y ) is complemented in Z.
By a twisted sum of Banach spaces Y and X we mean any Banach space Z with a
subspace isomorphic to Y so that Z/Y is isomorphic to X (the order is important), that
is, a space Z for which there is an exact sequence of the form (3.1). By saying that two
twisted sums of X and Y are equivalent we mean that the exact sequences they generate
are equivalent in the former sense. The symbol Ext stands for the functor which assigns to
every couple of Banach spaces all the equivalence classes of twisted sums of these spaces.
In particular, Ext(X, Y ) = 0 if and only if every twisted sum of Y and X is trivial, i.e. it
is equivalent to Y ⊕X .
In the more general setting, for F -spaces, we may similarly consider the notions of:
exact sequence, equivalence, splitting and twisted sum. We say that a pair (X, Y ) of two
F -spaces splits (cf. [31]) if whenever Z is an F -space containing Y such that Z/Y ≃ X ,
the exact sequence 0 → Y → Z → X → 0 splits. This is equivalent to the fact that for
any F -space Z every operator T : X → Z/Y admits a lifting, i.e. an operator T˜ : X → Z
such that π ◦ T˜ = T , where π : Z → Z/Y is the quotient map (see [31, Theorem 3.1]).
Let us stress that for Banach spaces X and Y the condition that (X, Y ) splits is stronger
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than Ext(X, Y ) = 0, since in the latter one we claim the splitting property only for these
middle spaces Z which are locally convex.
Definition 3.2 (cf. [31], [7], [16], [17]). Let X and Y be quasi-normed spaces. A mapping
f : X → Y is called quasi-linear if it satisfies the two conditions:
(i) f(λx) = λf(x) for λ ∈ R, x ∈ X ;
(ii) ‖f(x+ y)− f(x)− f(y)‖ 6 c(‖x‖+ ‖y‖) for x, y ∈ X ,
where c <∞ is a constant independent on x and y. We denote by ∆(f) the least possible
constant in condition (ii) and by Λ(X, Y ) the space of all quasi-linear maps from X into Y .
A mapping f : X → Y is called zero-linear if it satisfies condition (i) and also
(iii)
∥∥∥f(∑ni=1 xi)−∑ni=1 f(xi)∥∥∥ 6 C∑ni=1 ‖xi‖ for x1, . . . , xn ∈ X ,
where C < ∞ is a constant independent on any choice of elements x1, . . . , xn ∈ X . We
denote by Z(f) the least possible constant in condition (iii) and by Ξ(X, Y ) the space of
all zero-linear maps from X into Y .
Now, we proceed to connections between stability properties of quasi-linear maps and
splitting properties of exact sequences.
Theorem 3.3 (Kalton [31]). Let X and Y be quasi-Banach spaces and let X0 be a dense
subspace of X. Then the following conditions are equivalent:
(i) the pair (X, Y ) splits;
(ii) if f ∈ Λ(X0, Y ) then there exists a linear map h : X0 → Y and L <∞ such that
‖f(x)− h(x)‖ 6 L‖x‖ for x ∈ X0;
(iii) there is a constant B < ∞ (depending only on X0 and Y ) such that for every
f ∈ Λ(X0, Y ) there exists a linear map h : X0 → Y with
‖f(x)− h(x)‖ 6 B ·∆(f)‖x‖ for x ∈ X0.
There were Cabello Sa´nchez and Castillo [7] who adapted the theory of quasi-linear maps
to the locally convex setting. In [9] it is remarked that following the line of Kalton’s proof
of Theorem 3.3 one may obtain an analogous version for Banach spaces and zero-linear
maps; we note it in the form below.
Theorem 3.4 (Mainly Kalton [31]). Let X and Y be Banach spaces and let X0 be a dense
subspace of X. Then the following conditions are equivalent:
(i) Ext(X, Y ) = 0;
(ii) if f ∈ Ξ(X0, Y ) then there exists a linear map h : X0 → Y and L <∞ such that
‖f(x)− h(x)‖ 6 L‖x‖ for x ∈ X0;
(iii) there is a constant B < ∞ (depending only on X0 and Y ) such that for every
f ∈ Ξ(X0, Y ) there exists a linear map h : X0 → Y with
‖f(x)− h(x)‖ 6 B · Z(f)‖x‖ for x ∈ X0.
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Given any locally bounded F -spaces X , Y and any quasi-linear map f : X → Y , we can
construct a twisted sum of Y and X , which algebraically is just Y ⊕X and is equipped with
the quasi-norm given by ‖(y, x)‖ = ‖x‖+ ‖y− f(x)‖. We shall denote such a twisted sum
by Y ⊕f X (cf. [34]). In the case where X and Y are Banach spaces and f is zero-linear,
Y ⊕fX is a Banach space being a representative for one of the members of Ext(X, Y ). The
stability properties exhibited in Theorems 3.3 and 3.4 may be described in the language of
a distance between quasi-linear maps (cf. [7]) which is defined as follows: for homogeneous
maps f and g, acting between the same quasi-normed spaces X and Y , put
dist(f, g) = sup{‖f(x)− g(x)‖ : ‖x‖ 6 1}
(of course, it may happen that it equals ∞). In this language, two exact sequences 0 →
Y → Y ⊕f X → X → 0 and 0→ Y → Y ⊕g X → X → 0 are equivalent if and only if the
difference f − g is trivial in the sense that for some linear mapping h : X → Y we have
dist(f − g− h) <∞. In particular, the sequence 0→ Y → Y ⊕f X → X → 0 splits if and
only if f is at finite distance from some linear mapping.
The following result is, by a clear mile, one of the most important results in the whole
theory of the 3SP problem:
Theorem 3.5 (Kalton & Peck [34]). Let X and Y be locally bounded F -spaces. Then
for every twisted sum Z of Y and X there is an f ∈ Λ(X, Y ) such that the sequence
0→ Y → Z → X → 0 is equivalent to 0→ Y → Y ⊕f X → X → 0.
A corresponding result in the locally convex setting reads as follows.
Theorem 3.6 (Cabello Sa´nchez & Castillo [9]). Let X and Y be Banach spaces. Then for
every locally convex twisted sum Z of Y and X there is an f ∈ Ξ(X, Y ) such that that the
sequence 0→ Y → Z → X → 0 is equivalent to 0→ Y → Y ⊕f X → X → 0.
Although quasi-linear and zero-linear maps have nothing in common with continuity, it
is (surprisingly) possible to extend them from dense subspaces with preserving quasi- or
zero-linearity. The following result is a consequence of Theorem 3.5.
Theorem 3.7 (Kalton & Peck [34]). Let X and Y be locally bounded F -spaces and X0 a
dense subspace of X. For every f0 ∈ Λ(X0, Y ) there exists an extension f ∈ Λ(X, Y ) of
f0. Moreover, for every extension g ∈ Λ(X, Y ) of f0 we have dist(f −g−h) <∞ for some
linear map h : X → Y .
The zero-linear analogue may proved very much like the above theorem (by using The-
orem 3.6 instead of 3.5), but even something more may be stated. The result below holds
true also in a wider context of normed groups (cf. [8]).
Theorem 3.8 (Cabello Sa´nchez & Castillo [8]). Let X and Y be Banach spaces and X0 a
dense subspace of X. If f0 ∈ Ξ(X0, Y ), then every quasi-linear extension X → Y of f0 is
zero-linear.
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4. Necessary conditions for the κ-SVM and the SVM properties
First, we give a condition which is necessary for a Banach space, complemented in its
bidual, to have the ω-SVM property. The proof repeats the argument of the proof of [36,
Theorem 6.3]. Recall that a Banach space Y is a L∞-space if there exists a constant c > 1
such that every finite-dimensional subspace of Y is contained in another finite-dimensional
subspace F of Y such that dBM(F, ℓ
m
∞) 6 c, where m = dimF .
Theorem 4.1. If X is a Banach space complemented in its bidual, which has the ω-SVM
property, then for every Banach space Y , which is a L∞-space, the pair (Y,X) splits.
Proof. First, we shall prove that for any finite set Ω, any fixed v > v(ω,X), and any quasi-
linear map h : ℓ∞(Ω)→ X , with δ = ∆(h), there exists a linear map H : ℓ∞(Ω)→ X such
that
(4.1) ‖h(t)−H(t)‖ 6 4δ(2 + v)‖t‖ for t ∈ ℓ∞(Ω).
To this end observe that the function ν : 2Ω → X given by ν(A) = h(1A) satisfies
‖ν(A ∪B)− ν(A)− ν(B)‖ 6 2δ for A,B ∈ 2Ω, A ∩ B = ∅.
Hence, for any fixed v > v(ω,X), there is a vector measure µ : 2Ω → X such that
‖h(1A)− µ(A)‖ 6 2δv for A ∈ 2
Ω.
Let H : ℓ∞(Ω) → X be the natural linear extension of µ. Then r = h −H is quasi-linear
and ‖r(1A)‖ 6 2δv for each A ∈ 2
Ω. We will show that ‖r(t)‖ 6 4δ(2+v)‖t‖ for t ∈ ℓ∞(Ω),
which gives (4.1).
If t ∈ ℓ∞(Ω), then t =
∑
α∈Ω t(α)eα, where eα = 1{α}. Using the inequality that defines
quasi-linear maps (|Ω| − 1) times, and using the fact that ‖
∑
α∈A t(α)eα‖ 6 ‖t‖ for each
A ⊂ Ω, we obtain ∥∥∥∥∥r(t)−∑
α∈Ω
t(α)r(eα)
∥∥∥∥∥ 6 2(|Ω| − 1)δ‖t‖,
thus
‖r(t)‖ 6 2
(
|Ω|+ v|Ω| − 1
)
δ‖t‖.
Now, for 0 6 t 6 1Ω and each m ∈ N we may find A1, . . . , Am ∈ 2
Ω such that∥∥∥∥∥t−
m∑
k=1
1
2k
1Ak
∥∥∥∥∥ 6 2−m.
Moreover, using quasi-linearity of r recursively, we get∥∥∥∥∥r
(
m∑
k=1
1
2k
1Ak
)
−
m∑
k=1
1
2k
r(1Ak)
∥∥∥∥∥ 6 δ
m∑
k=1
k
2k
6 2δ,
hence ∥∥∥∥∥r
(
m∑
k=1
1
2k
1Ak
)∥∥∥∥∥ 6 2δ(1 + v).
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Consequently,
‖r(t)‖ 6 2δ(1 + v) + 2−m+1δ
(
|Ω|+ v|Ω| − 1
)
+ δ(1 + 2−m)
and, letting m→∞, we conclude that
‖r(t)‖ 6 δ(3 + 2v).
Finally, for every t ∈ ℓ∞(Ω) with t = t
+− t−, where t+, t− > 0 and ‖t+‖, ‖t−‖ 6 ‖t‖, we
have
‖r(t)‖ 6 δ(‖t+‖+ ‖t−‖) + ‖r(t+)‖+ ‖r(t−)‖ 6 4δ(2 + v)‖t‖,
which yields (4.1).
Now, let Y be a L∞-space and f : Y → X be a quasi-linear map with ∆ = ∆(f). Then
there is a constant c > 1 such that for every finite-dimensional subspace F ⊂ Y there
is a finite-dimensional subspace G ⊃ F of Y and a linear isomorphism T : G → ℓm∞ with
‖T‖ · ‖T−1‖ 6 c.
Let F ⊂ Y be an arbitrary finite-dimensional space and choose G as above. Then f ◦T−1
is quasi-linear on ℓm∞ with ∆(f ◦ T
−1) 6 ‖T−1‖∆. By the first part of the proof, for any
v > v(ω,X), there is a linear mapping H : ℓm∞ → X satisfying
‖(f ◦ T−1)(t)−H(t)‖ 6 4∆(2 + v)‖T−1‖‖t‖ for t ∈ ℓm∞.
Define HF : Y → X by HF (y) = H(Ty) for y ∈ F and HF (y) = 0 for y ∈ Y \ F .
Let R be the family of all finite-dimensional subspaces of Y . Then (R,⊂) is a directed
set and (HF )F∈R is a net of functions such that for each y ∈ Y we have
‖HF (y)‖ 6 4∆(2 + v)‖T‖‖T
−1‖‖y‖+ ‖f(y)‖,
where T is the linear isomorphism matched with the subspace F as above. Therefore,
‖HF (y)‖ 6 4c∆(2 + v)‖y‖+ ‖f(y)‖ for y ∈ Y,
that is, for each y ∈ Y the set {HF (y) : F ∈ R} is embedded into the w
∗-compact unit
ball of X∗∗. Hence, we may choose a subnet of (HF )F∈R which is pointwise convergent (in
the weak∗ topology of X∗∗) to a linear map h : Y → X∗∗. Clearly,
‖f(y)− h(y)‖ 6 4c∆(2 + v)‖y‖ for y ∈ Y.
Now, let P : X∗∗ → X be a bounded projection. Then, since Pf(y) = f(y) for each y ∈ Y ,
we have
‖f(y)− (P ◦ h)(y)‖ 6 4c∆(2 + v)‖P‖‖y‖ for y ∈ Y,
and P ◦ h : Y → X is a linear map. In view of Theorem 3.3, the proof is completed. 
The next result gives another necessary condition which is a weaker variation of the
preceding one but omits the complementability assumption. In the first assertion the
space ℓ∞(Γ) plays a role of a testing space. We shall see in Section 6 that there is a whole
class of such testing spaces, which includes ℓ∞(Γ), and the idea of the subsequent proof
will be used there once again.
Theorem 4.2. Let Γ be a cardinal number and X be a Banach space. Then:
(i) if X has the
(
2Γ
)+
-SVM property then the pair (ℓ∞(Γ), X) splits;
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(ii) if X has the Γ+-SVM property then the pair (c0(Γ), X) splits.
Proof. (i): Fix any number v > v
((
2Γ
)+
, X
)
and let Y0 ⊂ ℓ∞(Γ) be the (dense) subspace
consisting of all step functions. We shall show that for each quasi-linear map f : Y0 → X ,
with δ = ∆(f), there is a linear map h : Y0 → X satisfying
(4.2) ‖f(t)− h(t)‖ 6 4δ(2 + v)‖t‖ for t ∈ Y0.
Arguing as above, we infer that there is a vector measure µ : 2Γ → X such that
‖f(1A)− µ(A)‖ 6 2δv for A ∈ 2
Γ.
Let h : Y0 → X be the natural linear extension of µ to the space of all step functions. Then
r = f − h is quasi-linear and ‖r(1A)‖ 6 2δv for each A ∈ 2
Γ.
Every t ∈ Y0 has the form t =
∑m
j=1 tj1Aj for some m ∈ N, tj ∈ R and pairwise disjoint
sets Aj ⊂ Γ. Therefore,
‖r(t)‖ 6 2
(
m+ vm− 1
)
δ‖t‖.
For t ∈ Y0, 0 6 t 6 1Γ, and each n ∈ N we may find B1, . . . , Bn ∈ 2
Γ such that∥∥∥∥∥t−
n∑
k=1
1
2k
1Bk
∥∥∥∥∥ 6 2−n.
As in the preceding proof, we may show that
‖r(t)‖ 6 2δ(1 + v) + 2−n+1
(
m+ vm− 1
)
+ δ(1 + 2−n).
Letting n → ∞, we conclude that ‖r(t)‖ 6 δ(3 + 2v(X)), and by splitting an arbitrary
t ∈ Y0 into its positive and negative parts we get inequality (4.2).
(ii): Now, fix any number v > v(Γ+, X) and let c00(Γ) be the (dense) subspace of c0(Γ)
consisting of all finitely supported sequences. Let also f : c00(Γ) → X be a quasi-linear
map with δ = ∆(f). We shall show that there exists a linear map h : c00(Γ)→ X satisfying
(4.3) ‖f(t)− h(t)‖ 6 4δ(2 + v)‖t‖ for t ∈ c00(Γ).
Let F be the algebra of all subsets of Γ which are either finite, or have finite complements.
Define ν : F → X by
ν(A) =
{
f(1A) if A is finite,
−f(1Γ\A) if Γ \ A is finite.
An easy verification shows that
‖ν(A ∪B)− ν(A)− ν(B)‖ 6 2δ for A,B ∈ F , A ∩ B = ∅.
Hence, there is a vector measure µ : F → X such that
‖f(1A)− µ(A)‖ 6 2δv for any finite A ∈ 2
Γ.
Define h : c00(Γ) → X as the linear map induced in a natural way from the measure µ.
Then, by the same argument as before, inequality (4.3) is valid and again appealing to
Theorem 3.3 completes the proof. 
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Before deriving some corollaries from the just-proved theorems let us recall the following
result, [3, Corollary 7.3], which we will find useful also in Section 8.
Theorem 4.3 (Avile´s, Cabello Sa´nchez, Castillo, Gonza´lez & Moreno [3]). Let X be
a separable Banach space and Y be a Banach space. Suppose that X has the bounded
approximation property or Y has the uniform approximation property. Then Ext(X, Y ) = 0
implies Ext(Y ∗, X∗) = 0. Consequently,
(4.4) Ext(X∗, ℓ1) 6= 0 implies Ext(c0, X) 6= 0.
Corollary 4.4. If X is a Banach space containing {ℓnp}
∞
n=1 uniformly complemented, for
some 1 6 p < ∞, then τ(X) = ω. Consequently, for every Lp-space X, with 1 6 p <∞,
we have τ(X) = ω.
Proof. In light of Propositions 2.3 and 2.5, and the fact that every Lp-space contains
a complemented copy of ℓp (cf. [39, Proposition II.5.5]) it is enough to show that τ(ℓp) = ω
whenever 1 6 p <∞.
By a result of Cabello Sa´nchez and Castillo ([9, Example 4.3]), we have Ext(c0, ℓ1) 6=
0, whence Theorem 4.2 implies τ(ℓ1) 6 ω1. In the same paper (see [9, Example 4.1])
it was shown that Ext(ℓ2, ℓ1) 6= 0. Since for every 1 < p < ∞ the space ℓp contains
{ℓn2}
∞
n=1 uniformly complemented, the last statement easily implies that Ext(ℓp, ℓ1) 6= 0,
thus (4.4) gives Ext(c0, ℓp) 6= 0 and, by Theorem 4.2, we have τ(ℓp) 6 ω1 for 1 < p < ∞.
Consequently, the dichotomy in Proposition 2.2 implies that τ(ℓp) = ω for 1 6 p <∞. 
With this tool in hand, we are ready to show that the SVM character equals ω for many
classical Banach spaces. For completeness, let us recall briefly some definitions.
The pth James space Jp (for 1 6 p <∞) is defined to be the Banach space of all (real)
sequences ξ = (ξ(n))∞n=1 such that
‖ξ‖Jp := sup
{( n∑
j=1
|ξ(kj)− ξ(kj−1)|
p
)1/p
: 1 6 k0 < k1 < . . . < kn
}
<∞,
equipped with the so-defined norm ‖ · ‖Jp. The space Jp contains a complemented copy of
ℓp; such copies may be even found in every infinite-dimensional subspace of Jp, by a result
of Casazza, Lin and Lohman [14, Corollary 11]. For further information, see [23, Chapter
2], [1, §3.4], and the references therein.
The pth Johnson–Lindenstrauss space JLp (for 1 6 p < ∞) is defined as follows: Let
{Nγ}γ∈Γ be an almost disjoint family (i.e. |Nγ1 ∩ Nγ2 | < ω for all γ1 6= γ2 from Γ) with
cardinality of the continuum and consisting of infinite subsets of ω. Now, consider the
space V = span(c0 ∪{1Nγ : γ ∈ Γ}) generated by all the sequences tending to zero and the
characteristic functions of all Nγ’s. Every element x of V is of the form
(4.5) x = y +
k∑
j=1
aγj1Nγj , where y ∈ c0, aγj ∈ R, γj ∈ Γ and γi 6= γj for i 6= j.
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Moreover, the scalars aγj (1 6 j 6 k) are uniquely determined by x, so the formula
‖x‖JLp := max
{
‖x‖∞,
( k∑
j=1
|aγj |
p
)1/p}
is well-posed and defines a norm on V . The space JLp is then the completion of V with
respect to this norm (for more details, see [30]). If p = ∞ the definition is algebraically
the same, but we take the ℓ∞-norm. The space JL∞ will be dealt with in Section 6; now
we focus on the case 1 6 p <∞.
Observe that JLp contains {ℓ
n
p}
∞
n=1 uniformly complemented. To see this, let n ∈ N and
pick n distinct γ1, . . . , γn ∈ Γ. Define Fn =
⋃
16i<j6n(Nγi ∩Nγj ) which is a finite set. Then
the sets Nγj \ Fn, for 1 6 j 6 n, are pairwise disjoint. Consider the subspace Wn of JLp
consisting of all the sequences from JLp supported on the set Sn :=
⋃n
j=1Nγj \ Fn and
constant on each of the sets Nγj \ Fn. Plainly, Wn is then isometrically isomorphic to ℓ
n
p ,
and it is easily seen that it is also 1-complemented in JLp. For let πn : V →Wn be a map
which for each x ∈ V , being of the form (4.5) (with k > n and some of aj’s possibly equal
to zero), cancels the term y ∈ c0, as well as all the scalars aγj with j > n, and projects the
resulting sequence onto Sn, that is,
πn
(
y +
k∑
j=1
aγj1Nγj
)
=
n∑
j=1
aγj1Nγj∩Sn .
Then πn is a norm-one projection onto Wn, so it admits an extension to a norm-one
projection JLp →Wn.
The pth Schreier space Sp (for 1 6 p <∞) is defined to be the Banach space of all (real)
sequences ξ = (ξ(n))∞n=1 such that
‖ξ‖Sp := sup
{( n∑
j=1
|ξ(kj)|
p
)1/p
: n, k1, . . . , kn ∈ N and n 6 k1 < . . . < kn
}
<∞,
equipped with the so-defined norm ‖ · ‖Sp. Plainly, for any n ∈ N the subspace of Sp
consisting of all sequences supported on the interval {n, n+ 1, . . . , 2n− 1} is isometrically
isomorphic to ℓnp and 1-complemented, which shows that Sp contains {ℓ
n
p}
∞
n=1 uniformly
complemented.
The James tree space J T is defined to be the Banach space of all (real) sequences
ξ = (ξ(t))t∈T , indexed by the elements of the dyadic tree T = {(n, j) : n ∈ N, 0 6 j < 2
n}
(ordered by letting (m, i) < (n, j) iff m < n), such that
‖ξ‖JT := sup
{( n∑
j=1
∣∣∣∑
i∈Ij
ξ(i)
∣∣∣2)1/2 : n ∈ N and I1, . . . , In are pairwise
disjoint segments of T
}
<∞
(by a segment we mean a subset of T which, for some s, t ∈ T , is the maximal totally
ordered set with s as its minimal element and t as its maximal element), equipped with
the so-defined norm ‖ · ‖JT . For any fixed branch B (maximal totally ordered subset of
T ), the space of all sequences from J T supported on B forms a 1-complemented subspace
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isomorphic to the James space J2 (cf. [23, Proposition 3.a.7(b)]). Hence, J T contains
an isomorphic copy of ℓ2 complemented. According to a result of Jebreen, Jamjoom and
Yost [29, Lemma 2.4], the standard predual J T ∗ of J T contains {ℓ
n
1}
∞
n=1 uniformly com-
plemented, hence so does the dual J T ∗. For further information, see [23, Chapter 3], [1,
§13.4], and the references therein.
Many examples of Banach spaces having the SVM character ω are provided by the class
of asymptotic ℓp spaces (recall that a Banach space X with a normalised basis (en)
∞
n=1
is asymptotic ℓp if there is a constant c > 0 so that for every k ∈ N there is N = N(k)
such that every sequence (xj)
k
j=1 of k successive, normalised block vectors of (en)
∞
n=1 with
N < supp(x1) < . . . < supp(xk) is c-equivalent to the canonical basis of ℓ
n
p ), because all
such spaces contain {ℓnp}
∞
n=1 uniformly complemented. Let us just mention the famous
Tsirelson space Tθ, with parameter θ ∈ (0, 1), being the completion of c00 with respect to
the norm ‖ · ‖Tθ defined by the implicit equation
‖ξ‖Tθ = max
{
‖ξ‖∞, sup θ
k∑
j=1
‖ξ1Ej‖Tθ
}
,
the ‘sup’ taken over all admissible families {E1, . . . , Ek} of finite subsets of N, that is,
satisfying k 6 E1 < . . . < Ek. The space T1/2 (defined in this form by Figiel and Johnson
[24]) is the dual of a space originally introduced by Tsirelson. Each of the spaces Tθ,
for θ ∈ (0, 1), is asymptotic ℓ1 (cf. [19, Chapter 3]). The spaces Tη and Tθ, for η 6= θ,
are totally incomparable (neither contains an infinite-dimensional subspace isomorphic to
a subspace of the other); see [15, Theorem X.a.3]. For the comprehensive study of many
other Tsirelson-type spaces, consult [2] and [19].
To close the list of examples note that the space B(H) of all operators acting from
an infinite-dimensional Hilbert space H into itself contains a complemented subspace iso-
morphic to ℓ2. One of such is the subspace of all ‘row operators’ T ∈ B(H) of the form
Th =
∑∞
j=0 tj〈h, ej〉, where (tj)
∞
j=0 may be an arbitrary sequence from ℓ2 and (ej)j<dimH is
any fixed orthonormal basis of H.
Corollary 4.5. Let X be one of the Banach spaces: Jp, JLp, Sp (for 1 6 p < ∞), J T ,
J T ∗, J T
∗, Tθ (for 0 < θ < 1), or B(H) (for an infinite-dimensional Hilbert space H).
Then τ(X) = ω.
Corollary 4.6. For every compact metric space Ω, except the case where C(Ω) ≃ c0 or
C(Ω) is finite-dimensional, we have τ(C(Ω)) = ω1.
Proof. In light of Proposition 2.1(ii), we shall prove that none of the C(Ω)-spaces as above
has the ω1-SVM property. In view of the theorems of Miljutin and Bessaga–Pe lczyn´ski,
it is enough to consider the spaces C[0, ωω
α
], where α > 1 is a countable ordinal, and the
space C[0, 1].
By a theorem of Cabello Sa´nchez, Castillo, Kalton and Yost ([12, Theorems 4.1 & 3.5]),
we have Ext(c0, C[0, ω
ω]) 6= 0. Hence, Theorem 4.2(ii) implies that C[0, ωω] does not have
the ω1-SVM property, so neither does any C[0, ω
ωα] (for α > 1 being a countable ordinal),
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since every such space contains C[0, ωω] complemented (notice that [0, ωω] is a clopen subset
of [0, ωω
α
] for α > 1).
By a result of Foias¸ and Singer [25], we have Ext(c0, C[0, 1]) 6= 0 (see also the remarks
before Proposition 6.5 below). Thus, another appeal to Theorem 4.2(ii) completes the
proof. 
5. κ-injectivity implies the κ-SVM property
The aim of this section is to derive an analogue of Theorem 2.4 in which injectivity is
replaced by its weaker version, κ-injectivity.
Definition 5.1. Let κ be a cardinal number. A Banach space X is called κ-injective if
for every Banach space E, with density character less than κ, and every subspace F ⊂ E,
every operator t : F → X admits an extension to an operator T : E → X . If for some λ > 1
there is always such an extension with ‖T‖ 6 λ‖t‖, then we say that X is (λ, κ)-injective.
If κ = ω1 we say that X is separably injective.
By an ‘ℓ1-sum argument’, if κ has uncountable cofinality, then every κ-injective Banach
space is (λ, κ)-injective for some λ > 1 (cf. [6]). The above definition, as well as the
proposition below, comes from [3], where the reader may find a detailed exposition on the
subject of κ-injectivity.
Proposition 5.2 (Avile´s, Cabello Sa´nchez, Castillo, Gonza´lez & Moreno [3]). Let κ be a
cardinal number and X be a Banach space. Then, the following assertions are equivalent:
(a) X is κ-injective;
(b) for every set Γ with |Γ| < κ, every operator from a subspace of ℓ1(Γ) into X admits
an extension to ℓ1(Γ);
(c) for every Banach space E, and every its subspace F such that the density character
of E/F is less than κ, every operator t : F → X has an extension to an operator
T : E → X;
(d) if Z is a Banach space containing X and the density character of Z/X is less than
κ, then X is complemented in Z;
(e) Ext(Z,X) = 0 for every Banach space Z with density character less than κ.
Moreover, if X is (λ, κ)-injective for some λ > 1, then assertion (c) holds true with ‖T‖ 6
3λ‖t‖, whereas assertion (d) may be strengthen by saying that X is 3λ-complemented.
Now, our goal is to prove the following theorem:
Theorem 5.3. Let κ be a cardinal number with uncountable cofinality. Then, every κ-
injective Banach space X has the κ-SVM property, in other words, τ(X) > κ. Moreover,
if X is (λ, κ)-injective (and then the cofinality of κ may be arbitrary) then
(5.1) v(κ,X) 6 24λK.
An important role in our argument is played by a certain Banach space depending on
a given set algebra. We define it as follows. Suppose that F ⊂ 2Ω is an infinite algebra of
subsets of Ω. Let XF be the linear subspace of real-valued functions defined on Ω which
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is generated by the set {1A : A ∈ F} of characteristic functions of all members of F ,
considered with the pointwise operations. We equip XF with the norm defined by
‖x‖F = inf
{
k∑
i=1
|αi| : k > 0, αi ∈ R, Ai ∈ F and x =
k∑
i=1
αi1Ai
}
.
It is easy to check that ‖ · ‖F is, in fact, a norm on XF . We denote XF the completion
of XF with respect to this norm. Obviously, the density character of the Banach space
XF equals the cardinality of F (just consider finite linear combinations of 1A, for A ∈ F ,
having rational coefficients).
The importance of the space XF consists in the possibility of producing a zero-linear map
from a given 1-additive function acting on F . This procedure is not so straightforward as
the reverse one (which we have seen in Theorems 4.1 and 4.2).
We will also need the following well-known renorming theorem [42, Proposition 1].
Theorem 5.4 (Pe lczyn´ski [42]). Let (X, ‖ · ‖) be a Banach space containing a subspace
Y isomorphic to Y1 by an isomorphism U : Y → Y1 satisfying ‖y‖ 6 ‖U(y)‖ 6 c‖y‖ for
y ∈ Y with some c > 1. Then there is a norm ‖ · ‖′ on X satisfying ‖x‖ 6 ‖x‖′ 6 c‖x‖
for x ∈ X and such that the identity mapping id : (Y, ‖ · ‖′)→ Y1 is an isometry.
Proof of Theorem 5.3. Assume X is a κ-injective Banach space, F is a set algebra of
cardinality less than κ, and ν : F → X is a 1-additive function. Pick any ε > 0. Let
f0 : XF → m0(Γ) be a mapping satisfying the following conditions:
(a) f0(1A) = ν(A) for A ∈ F ;
(b) f0(λx) = λf0(x) for λ ∈ R, x ∈ XF ;
(c) for each x ∈ XF we have f0(x) =
∑k
i=1 αiν(Ai), where k > 0, αi ∈ R, Ai ∈ F (for
1 6 i 6 k) satisfy x =
∑k
i=1 αi1Ai and
∑k
i=1 |αi| 6 (1 + ε)‖x‖F .
In order to construct such a map, put f0(0) = 0, and for all x ∈ XF with ‖x‖F = 1 define
the values f0(x) in such a manner that they satisfy equalities required in (a) and (c). Next,
for each pair of the form (x,−x) pick any of its elements, say −x, and replace f0(−x) by
−f0(x). Finally, extend f0 homogeneously to ensure the validity of (b) and, consequently,
also of (c).
Now, we will show that for any x1, . . . , xn ∈ XF we have
(5.2)
∥∥∥∥∥f0(
n∑
i=1
xi
)
−
n∑
i=1
f0(xi)
∥∥∥∥∥ 6 2(1 + ε)K
n∑
i=1
‖xi‖F ,
and hence f0 ∈ Ξ(XF , X) with Z(f0) 6 2(1 + ε)K.
Let ki > 0, αij ∈ R and Aij ∈ F satisfy
(5.3) xi =
ki∑
j=1
αij1Aij for 1 6 i 6 n,
20 T. KOCHANEK
with
f0(xi) =
ki∑
j=1
αijν(Aij) and
ki∑
j=1
|αij | 6 (1 + ε)‖xi‖F for 1 6 i 6 n.
Similarly, let ℓ > 0, βj ∈ R and Bj ∈ F be such that
(5.4)
n∑
i=1
xi =
ℓ∑
j=1
βj1Bj ,
with
f0
( n∑
i=1
xi
)
=
ℓ∑
j=1
βjν(Bj) and
ℓ∑
j=1
|βj | 6 (1 + ε)
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
F
.
To estimate the left-hand side of (5.2) fix any x∗ ∈ X∗ with ‖x∗‖ = 1 and observe that the
mapping F ∋ A 7→ x∗ν(A)γ is real-valued and 1-additive. Hence, by the Kalton–Roberts
Theorem 1.3, there exists a set additive function µx∗ : F → R such that
|x∗ν(A)− µx∗(A)| 6 K for each A ∈ F .
Consider the subalgebra F ′ ⊂ F generated by all Aij, for 1 6 i 6 n, 1 6 j 6 ki, and
by Bj for 1 6 j 6 ℓ. Since F
′ is finite, we may identify it with a power set 2Ω, where Ω is
the set of all atoms in F ′. Factoring each Aij and Bj into elements of Ω, and making use
of (5.3), (5.4) and the additivity of µx∗ , we obtain
n∑
i=1
ki∑
j=1
αijµx∗(Aij) =
ℓ∑
j=1
βjµx∗(Bj).
Therefore, the value of the functional x∗ at the vector under the sign of norm at the
left-hand side of (5.2) equals
Dx∗ :=
ℓ∑
j=1
βj(x
∗ν(Bj)− µx∗(Bj))−
n∑
i=1
ki∑
j=1
αij(x
∗ν(Aij)− µx∗(Aij))
Consequently,
|Dx∗| 6 K
(
n∑
i=1
ki∑
j=1
|αij|+
ℓ∑
j=1
|βj|
)
6 (1 + ε)K
(
n∑
i=1
‖xi‖F +
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
F
)
6 2(1 + ε)K
n∑
i=1
‖xi‖F ,
which implies (5.2).
Let Z0 = X⊕f0 XF , that is, the direct sum equipped with the quasi-norm ‖ · ‖f0 defined
by
‖(ξ, x)‖f0 = ‖x‖F + ‖ξ − f0(x)‖.
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By virtue of the zero-linearity of f0, for every (ξ1, x1), . . . , (ξn, xn) ∈ Z0 we have∥∥∥∥∥
n∑
i=1
(ξi, xi)
∥∥∥∥∥
f0
=
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
F
+
∥∥∥∥∥
n∑
i=1
ξi − f0
(
n∑
i=1
xi
)∥∥∥∥∥
6
n∑
i=1
‖xi‖F +
∥∥∥∥∥
n∑
i=1
(ξi − f0(xi))
∥∥∥∥∥+
∥∥∥∥∥f0
(
n∑
i=1
xi
)
−
n∑
i=1
f0(xi)
∥∥∥∥∥
6 (1 + Z(f0))
n∑
i=1
‖(ξi, xi)‖f0.
Therefore, the formula
|||(ξ, x)||| = inf
{
k∑
j=1
‖(ξj, xj)‖f0 : k ∈ N, (ξj, xj) ∈ Z0 and (ξ, x) =
k∑
j=1
(ξj, xj)
}
defines a norm on the space Z0 that satisfies
(5.5) (1 + Z(f0))
−1‖(ξ, x)‖f0 6 |||(ξ, x)||| 6 ‖(ξ, x)‖f0 for (ξ, x) ∈ Z0.
Let (Z, ‖ · ‖Z) be the completion of the space (Z0, ||| · |||). We shall prove that Z is a
twisted sum of X and XF . To this end define i : X → Z by i(ξ) = (ξ, 0) and q0 : Z0 → XF
by q0(ξ, x) = x. Then q0 extends uniquely to an operator q : Z → XF satisfying ker(q) =
i(X). For the last equality first observe that i(X) ⊆ ker(q), since obviously ker(q0) = i(X).
For the reverse inclusion suppose z ∈ ker(q) and limn→∞ ‖(ξn, xn) − z‖Z = 0 for some
sequence of (ξn, xn) ∈ Z0. Then
lim
n→∞
xn = lim
n→∞
q(ξn, xn) = q(z) = 0,
thus
lim
n→∞
‖(f0(xn), xn)‖Z = lim
n→∞
|||(f0(xn), xn)||| 6 lim
n→∞
‖(f0(xn), xn)‖f0 = 0.
Therefore, we have (ξn − f0(xn), 0) −→ z, and hence the sequence (ξn − f0(xn)), being
a Cauchy sequence, converges to some ξ0 ∈ X with z = i(ξ0). Consequently, the sequence
(5.6) 0 −→ X
i
−→ Z
q
−→ XF −→ 0
is exact.
We have already shown that i is an isomorphism onto the closed subspace i(X) of Z;
observe also that (5.5) implies
‖i(ξ)‖Z = ‖(ξ, 0)‖Z = |||(ξ, 0)||| > (1 + Z(f0))
−1‖(ξ, 0)‖f0 = (1 + Z(f0))
−1‖ξ‖
for each ξ ∈ X , thus ‖i−1‖ 6 1 + Z(f0). By Theorem 5.4, there exists a norm ‖ · ‖
′
Z on Z
satisfying
(5.7) ‖z‖Z 6 ‖z‖
′
Z 6 (1 + Z(f0))‖z‖Z
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and such that the identity map id : (i(X), ‖ · ‖′Z) → X is an isometry. Therefore, the
space (Z, ‖ · ‖′Z) contains an isometric copy of X and, since the diagram (5.6) is an exact
sequence, we have also
(Z, ‖ · ‖′Z)/i(X) ≃ XF .
Now, let λ > 1 be such that X is (λ, κ)-injective. Since the density character of XF
equals max{ω, |F |} < κ (ω in the case where F is finite), the ‘moreover’ part of Proposition
5.2(d) implies that there exists a projection P : (Z, ‖ · ‖′Z)→ (i(X), ‖ · ‖
′
Z) with ‖P‖ 6 3λ.
Define a linear map h : XF → X by h(x) = i
−1 ◦P (0,−x). Using (5.7) and (5.5) we get
‖f0(x)− h(x)‖ = ‖i
−1 ◦ P (f0(x), x)‖ 6 (1 + Z(f0))‖P (f0(x), x)‖Z
6 (1 + Z(f0))‖P (f0(x), x)‖
′
Z 6 3λ(1 + Z(f0))‖(f0(x), x)‖
′
Z
6 3λ(1 + Z(f0))
2‖(f0(x), x)‖Z = 3λ(1 + Z(f0))
2|||(f0(x), x)|||
6 3λ(1 + Z(f0))
2‖(f0(x), x)‖f0 = 3λ(1 + Z(f0))
2‖x‖F for x ∈ XF .
Since the concrete form of the zero-linear map f0 was not important in the establishing
the existence of h, we have actually proved that for every f ∈ Ξ(XF , X) there is a linear
map h : XF → X such that dist(f − h) 6 3λ(1 + Z(f))
2. Therefore, if we denote by b
the infimum of all the values of B for which the assertion (iii) of Theorem 3.4 (applied for
quasi-linear maps defined on the dense subspace XF of XF and taking values in X) holds
true, then we infer that 3λ(1 + x)2 > bx must hold for every x ∈ (0,∞). Hence, b 6 12λ,
that is, for each δ > 0 we may find a linear map g : XF → X such that
dist(f0 − g) 6 (12λ+ δ)Z(f0) 6 2(12λ+ δ)(1 + ε)K.
Finally, define µ : F → X by µ(A) = g(1A). Then µ is a vector measure and
‖ν(A)− µ(A)‖ 6 2(12λ+ δ)(1 + ε)K for each A ∈ F ,
where δ and ε may be arbitrarily small positive numbers. Hence, we get inequality 5.1 and
the proof is completed. 
Remark 5.5. The explicit construction of the exact sequence (5.6), instead of a direct
application of the equality Ext(XF , X) = 0 (which follows from the κ-injectivity of X and
Proposition 5.2(e)), was needed to make sure that the estimate of dist(f0 − g) would be
independent on the given algebra F . The only thing which should, and which did, play
a role was the cardinality of F . This is also a reason why we could not use the strategy of
extending f0 to a map f ∈ Ξ(XF , X) via Theorem 3.8; doing this there is no way to keep
a control under Z(f).
Remark 5.6. A careful inspection of the above proof shows that the factor 24λ arises as
2 · 4 · 3λ, where 2 comes from the estimate of Z(f0) via inequality (5.2), 3λ comes from
Proposition 5.2, and 4 comes from the inequality 3λ(1+x)2 > bx. Thus, if we knew that for
some constant c > 0 the underlying Banach space X is c-complemented in every Banach
space Z such that Z/X has density character less than κ, then we would get possibly better
estimate: v(κ,X) 6 8cK. Let us use this observation in what follows.
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The classical Sobczyk theorem [46] (cf. also [1, §2.5] and the survey [13]) says that c0
is 2-complemented in every separable Banach superspace. It was generalised by Hasanov
[27] in the way we will now explain.
For a given cardinal number Γ and a filter G of subsets of Γ we define a subspace c0(Γ,G )
of ℓ∞(Γ) by
c0(Γ,G ) =
{
x ∈ ℓ∞(Γ) : lim
G
x = 0
}
.
Call the filter G a κ-filter, provided that for any collection {Ai : i ∈ I} ⊂ G , with |I| < κ,
we have
⋂
i∈I Ai ∈ G .
Theorem 5.7 (Sobczyk [46] & Hasanov [27]). Let Γ and κ be cardinal numbers and let G
be a κ-filter of subsets of Γ. Then, the space c0(Γ,G ) is 2-complemented in every Banach
space Z containing it isometrically and such that the density character of Z/c0(Γ,G ) is
less than, or equal to κ.
Denote m0(Γ) the space c0(Γ,GΓ), where GΓ = {A ⊂ Γ: |Γ \ A| < Γ} (in particular,
m0(ω) = c0). Let cf(Γ) stand for the cofinality of Γ and cf(Γ)
+ for its cardinal successor.
Corollary 5.8. Let Γ be an infinite cardinal number. Then, the space m0(Γ) has the
cf(Γ)+-SVM property, in other words, τ(m0(Γ)) > cf(Γ)
+. Moreover,
(5.8) v(cf(Γ)+, m0(Γ)) 6 16K.
Proof. If {Ai : i ∈ I} ⊂ GΓ and |I| < cf(Γ) 6 Γ then µ := sup{|Γ \ Ai| : i ∈ I} < Γ, hence∑
i∈I
|Γ \ Ai| 6 µ · |I| < Γ,
which shows that GΓ is a cf(Γ)-filter. Repeating the proof of Theorem 5.3 for an arbitrary
set algebra F with |F | 6 cf(Γ) and taking into account Theorem 5.7, jointly with Remark
5.6 (for c = 2), we get inequality (5.8). 
Recall that for a given compact, Hausdorff space Ω the derived set Ω′ is defined to be
the set of all its accumulation points and, recursively, Ω(n+1) = (Ω(n))′. We say that Ω is
of finite height, provided Ω(n) = ∅ for some n ∈ N, in which case we define the (Cantor–
Bendixson) height of Ω to be the least such n. According to [3, Proposition 1.24], if Ω is
a compact, Hausdorff space of height n, then the Banach space C(Ω) is (2n− 1)-separably
injective. So, we may note the following conclusion:
Corollary 5.9. Let Ω be a compact, Hausdorff space of finite height n. Then, the space
C(Ω) has the ω1-SVM property, in other words, τ(C(Ω)) > ω1. Moreover,
v(ω1, C(Ω)) 6 24(2n− 1)K.
6. The SVM characters of m0(Γ) and JL∞
A natural question which arises in the context of Definition 1.2 is whether for every cardinal
number κ > ω there exists a Banach space X with τ(X) = κ. We will partially answer this
question positively in the present section by calculating τ(m0(Γ)), which will also allow us
to determine τ(c0(Γ)).
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According to Corollary 5.8, we have τ(m0(Γ)) > cf(Γ)
++. To get an upper estimate we
shall generalise the Johnson–Lindenstrauss space JL∞ (see [30, Example 2] and also [48])
in the following way: Instead of using an uncountable almost disjoint family of subsets of
ω, let us use a more general construction, due to Rosenthal.
Proposition 6.1 (Rosenthal [44]). Let Γ be an infinite cardinal number. Then, there exists
a family R of subsets of Γ satisfying the following conditions:
(i) |R| > Γ;
(ii) |A| = Γ for each A ∈ R;
(iii) for every distinct A,B ∈ R there is an ordinal number γ < Γ such that for every
α ∈ A ∩ B we have α 6 γ.
Decreasing the family R, if necessary, we may assume that |R| = Γ+. Let (Aα)α∈Γ+
be a transfinite sequence of all the elements from R. We define a generalised Johnson–
Lindenstrauss space, JL∞(Γ), as the completion (in ℓ∞(Γ)) of the space
span
(
m0(Γ) ∪
{
1Aα : α ∈ Γ
+
})
.
Clearly, m0(Γ) embeds isometrically into JL∞(Γ). Moreover, for every finite linear com-
bination x =
∑k
j=1 aj1Aαj we may find a sequence x0 ∈ m0(Γ) with
‖x0 + x‖JL∞(Γ) = max
16j6k
|aj |.
This follows from the fact that for each pair of distinct i, j ∈ {1, . . . , k} the intersection
Aαi ∩ Aαj has cardinality less than Γ and thus we may choose an element from m0(Γ)
with a support contained in this intersection and which annihilates every its coordinate.
Repeating this procedure finitely many times we arrive at the required x0 ∈ m0(Γ). This
means that JL∞(Γ)/m0(Γ) ≃ c0(Γ
+), and thus we have an exact sequence
(6.1) 0→ m0(Γ)→ JL∞(Γ)→ c0(Γ
+)→ 0.
Now, we claim that the sequence above does not split. Observe that each valuation
functional JL∞(Γ) ∋ x 7→ x(γ) (for γ ∈ Γ) is continuous and hence the family of all such
functionals forms a total set of cardinality Γ in JL∞(Γ)
∗. This implies that the density
character of the weak∗ topology on JL∞(Γ)
∗ is at most Γ. However, c0(Γ
+)∗ ≃ ℓ1(Γ
+) and
every subset B ⊂ ℓ1(Γ
+) with |B| 6 Γ has an entire support with cardinality not exceeding
Γ, so it cannot be a total set. This shows that the density character of the weak∗ topology
on c0(Γ
+)∗ is larger than Γ and, consequently, c0(Γ
+) cannot be isomorphic to a subspace
of JL∞(Γ), which would be the case if our exact sequence split.
Consequently, the diagram (6.5) shows that Ext(c0(Γ
+), m0(Γ)) 6= 0, and hence, by
Theorem 4.2(ii), m0(Γ) does not have the Γ
++-SVM property. In other words, for every
infinite cardinal number Γ we have
τ(m0(Γ)) 6 Γ
++,
which, jointly with Corollary 5.8, gives the following result:
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Theorem 6.2. For every infinite cardinal Γ we have
cf(Γ)++ 6 τ(m0(Γ)) 6 Γ
++.
Consequently, if Γ is a regular cardinal (that is, cf(Γ) = Γ), then we have the equality
τ(m0(Γ)) = Γ
++. This gives a partial answer to the question posed at the beginning of
this section: Every cardinal number, which is a double successor of a regular cardinal, is
an SVM character of some Banach space.
As a corollary from Theorem 6.2 we obtain τ(c0) = ω2, which immediately gives the
next result.
Corollary 6.3. For every infinite cardinal Γ we have τ(c0(Γ)) = ω2. Moreover,
v(ω1, c0(Γ)) 6 16K.
Proof. Since c0 is a complemented subspace of c0(Γ), Proposition 2.3 implies that τ(c0(Γ)) 6
τ(c0) = ω2. For the reverse inequality suppose F is a set algebra with |F | 6 ω and let
ν : F → c0(Γ) be a 1-additive function. Pick any ε > 0 and for each A ∈ F choose a finite
set Γ(ε, A) ⊂ Γ such that |ν(A)(γ)| < ε for γ ∈ Γ \ Γ(ε, A). Let Γ0 =
⋃
A∈F Γ(ε, A); it
is a countable set, so the subspace {ξ ∈ c0(Γ) : supp(ξ) ⊂ Γ0} of c0(Γ) is isometrically
isomorphic to c0 (or to a finite-dimensional space ℓ∞(Γ0), if Γ0 is finite). Therefore, for
every c > 16K Theorem 5.8 produces a vector measure µ : F → c0(Γ) such that
supp(µ(A)) ⊂ Γ0 and ‖ν(A)(γ)− µ(A)(γ)‖ 6 c for every A ∈ F , γ ∈ Γ0.
Hence, if we let ε < 16K, then ‖ν(A) − µ(A)‖ 6 c for each A ∈ F , which proves that
c0(Γ) has the ω1-SVM property with v(ω1, c0(Γ)) 6 16K. 
Now, we will focus on the Johnson–Lindenstrauss space
JL∞ = span
‖·‖∞
(
c0 ∪
{
1Nγ : γ ∈ Γ
})
,
where {Nγ}γ∈Γ is an uncountable almost disjoint family of infinite subsets of ω, which will
be fixed for the rest of this section. We wish to derive the following result:
Theorem 6.4. We have τ(JL∞) = ω2 and
(6.2) v(ω1, JL∞) 6 120K.
Proof. It is well-known that JL∞ is separably injective, since it is a (non-trivial) twisted
sum of two separably injective Banach spaces: c0 and c0(Γ) (cf. [30] and [48]), whereas
‘being separably injective’ is a 3SP property (cf. [3]). Hence, Theorem 5.3 implies that
τ(JL∞) > ω2. To get an upper estimate for v(ω1, JL∞) we shall take a look at the spectral
representation of the commutative unital Banach algebra
JL(1)∞ = JL∞ ⊕1 R1ω (the ℓ1-sum).
We may safely replace JL∞ by JL
(1)
∞ in our assertion, since the former is 1-complemented
in the latter.
As it is explained in [48], JL(1)∞ is isometrically isomorphic to C(Ω), where
Ω = ω ∪ Γ ∪ {∞}
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is the one-point compactification of the set ω∪Γ (the disjoint union) topologised as follows:
• each point of ω is a discrete point;
• each point γ ∈ Γ has a neighbourhood basis consisting of all the sets U ⊂ ω ∪Γ for
which |Nγ \ U | < ω.
Evidently, Ω′′ = {∞}, thus the height of Ω equals 3 and so inequality (6.2) follows from
Corollary 5.9.
To complete the proof we shall only show that τ(JL(1)∞ ) 6 ω2. To this end we may simply
observe that Ω is scattered, which guarantees that the space C(Ω) contains an isomorphic
copy of c0 that is complemented in C(Ω) (see [22, Theorem 14.26]). Thus, it remains to
appeal to Proposition 2.3 and Corollary 6.3. 
There is, however, another way of showing that τ(JL∞) 6 ω2, without appealing to the
existence of a complemented copy of c0 inside JL∞, but making use of Theorem 4.2(ii).
This job will be done by constructing a non-trivial twisted sum of JL∞ and c0(ω1). The idea
is taken from an old construction, due to Foias¸ and Singer [25], of a non-trivial twisted
sum D of C[0, 1] and c0. The space D consists of all real functions on [0, 1] that are
continuous at every point outside some prescribed countable dense set Q ⊂ [0, 1], and left
continuous with right limits at every point fromQ. The supremum norm makes D a Banach
space containing C[0, 1] isometrically, so that D/C[0, 1] ≃ c0. However, the quotient map
π : D → D/C[0, 1] not only does not admit any lifting in the class of operators c0 → D,
but even does not admit any uniformly continuous, not necessarily linear, lifting (see [4,
Example 1.20]).
Proposition 6.5. Ext(c0(ω1), JL∞) 6= 0.
Proof. We may again work with JL(1)∞ instead of JL∞, because for any Banach spaces X ,
Y1 and Y2 we have: Ext(X, Y1 ⊕ Y2) 6= 0 if and only if Ext(X, Yi) 6= 0 for some i ∈ {1, 2}
(see [7, Lemma 4]).
We may also assume that |Γ| = ω1, because even if the given almost disjoint family
{Nγ}γ∈Γ has cardinality (consistently) greater than ω1, we may carry out the construction
below for any its subfamily with cardinality ω1.
For every γ ∈ Γ write Nγ = Pγ ∪ Qγ , where Pγ and Qγ are disjoint and infinite. The
set Pγ will play a role of the ‘left side’ of γ, while Qγ will be the ‘right side’ of γ. Let
Ω = ω ∪ Γ ∪ {∞} be as described above. Define Z to be the space of all the functions
f : Ω→ R such that:
• f is bounded;
• f is continuous at the point ∞;
• at each point γ ∈ Γ the ‘left limit’ limn∈Pγ f(n) exists and equals f(γ) (i.e. for
every ε > 0 the set {n ∈ Pγ : |f(n)− f(γ)| > ε} is finite);
• at each point γ ∈ Γ the ‘right limit’ limn∈Qγ f(n) exists, but may be possibly
different from f(γ) (i.e. there is λ ∈ R such that for every ε > 0 the set {n ∈
Qγ : |f(n)− λ| > ε} is finite).
Let us write f(γ−) instead of limn∈Pγ f(n) (= f(γ)) and f(γ+) instead of limn∈Qγ f(n),
for any f ∈ Z and any γ ∈ Γ.
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The supremum norm makes Z a Banach space that contains C(Ω) ≃ JL(1)∞ isometrically.
Now, consider the ‘jump function’ J defined by
Z ∋ f
J
7−−−−→
(
1
2
(
f(γ+)− f(γ−)
)
: γ ∈ Γ
)
.
Claim 1. Jf ∈ c0(Γ) for every f ∈ Z.
Proof of Claim 1. Every open neighbourhood of ∞ is of the form V ∪ {∞}, where V is
open in ω ∪ Γ and has a compact complement. It is also easily seen that a set S ⊂ ω ∪ Γ
is compact if and only if:
• S ∩ Γ is finite, say {γ1, . . . , γk};
• S contains only finitely many points outside the set ω \
⋃k
j=1Nγj .
In particular, every open neighborhood of {∞} contains all but finitely many γ ∈ Γ, and
for all but finitely many γ’s it must contain almost all elements from Nγ.
Now, fix any ε > 0. If we had |e∗γJf | > ε for infinitely many γ’s from Γ, then the remarks
above would imply that the oscillation of f is at least 2ε on every open neighbourhood of
{∞}. This is, however, impossible as f is continuous at ∞. Claim 1 has been proved.
Claim 2. The map J : Z → c0(Γ) is surjective and
(6.3) ‖Jf‖∞ = dist(f, C(Ω)) for every f ∈ Z.
Consequently, the quotient Z/C(Ω) is isometrically isomorphic to c0(Γ) (so, also to c0(ω1)),
hence we have the exact sequence:
(6.4) 0 −→ C(Ω) −→ Z
J
−→ c0(Γ) −→ 0.
Proof of Claim 2. Let us start with showing (6.3). Of course, we may suppose f 6∈ C(Ω).
The inequality ‘6’ is evident. For the reverse inequality pick any positive ε < dist(f, C(Ω))
and an open neighbourhood U of ∞ on which the oscillation of f is less than ε. Then,
the complement Ω \ U contains only finitely many elements from Γ, say γ1, . . . , γk. By
decreasing U , if necessary, we may assume that
⋃k
j=1Nγj ⊂ Ω\U , which makes U a clopen
subset of Ω. The set Ω \ U may still contain some natural numbers outside
⋃k
j=1Nγj ,
but only finitely many of them. Denote M the set of all these numbers. Let also F =⋃
16i<j6k(Nγi ∩Nγj ) which is a finite set. Then we may write Ω \ U as the disjoint union:
Ω \ U = {γ1, . . . , γk} ∪
k⋃
j=1
(Nγj \ F ) ∪ F ∪M.
For each 1 6 j 6 k pick a finite set Sj ⊂ Nγj \ F such that
(6.5)
∣∣f(n)− f(γj−)∣∣ < ε or ∣∣f(n)− f(γj+)∣∣ < ε for each n ∈ Nγj \ (F ∪ Sj).
Now, define a function g : Ω→ R as follows:
• g(γj) = f(γj) + e
∗
γj
Jf for each 1 6 j 6 k;
• g(n) = g(γj) for each n ∈ Nγj \ (F ∪ Sj);
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• g(n) = f(n) for each n ∈
⋃k
j=1 Sj ∪ F ∪M ;
• g(x) = f(∞) for each x ∈ U .
Since U is clopen, g is a continuous function, g ∈ C(Ω). Note also that:
• |g(γj)− f(γj)| = |e
∗
γj
Jf | 6 ‖Jf‖∞ for each 1 6 j 6 k;
• g(n) = g(γj) = f(γj)+e
∗
γj
Jf = 1
2
(
f(γj−)+f(γj+)
)
for each n ∈ Nγj \ (F ∪Sγj ), so
(6.5) implies that for all such n’s we have |g(n)− f(n)| < ε+ |e∗γjJf | 6 ε+ ‖Jf‖∞;
• |g(n)− f(n)| = 0 for each n ∈
⋃k
j=1 Sj ∪ F ∪M ;
• |g(x)− f(x)| = |f(∞)− f(x)| < ε for every x ∈ U .
This shows that ‖g− f‖∞ < ε+ ‖Jf‖∞ and, as ε could be arbitrarily small, the inequality
‘>’ of (6.3) follows. In particular, J is a bounded operator.
Let Φ: Z/C(Ω)→ c0(Γ) be the linear map satisfying Φπ = J , where π : Z → Z/C(Ω) is
the canonical projection. Plainly, each vector eγ from the canonical Schauder basis (eγ)γ∈Γ
of c0(Γ) belongs to the range of J , so it belongs also to the range of Φ, which is therefore
dense in c0(Γ). Equality (6.3) says that Φ is an isometry, thus Φ is in fact surjective, and
hence so is J . Claim 2 has been proved.
Now, in order to show that the exact sequence (6.4) does not split, observe that the
Banach space Z embeds isometrically into a direct sum of two Johnson–Lindenstrauss
type spaces determined by the two almost disjoint families: {Pγ}γ∈Γ and {Qγ}γ∈Γ. More
precisely, let
JL∞,P = span
‖·‖∞
(
c0 ∪
{
1Pγ : γ ∈ Γ
})
and JL∞,Q = span
‖·‖∞
(
c0 ∪
{
1Qγ : γ ∈ Γ
})
and
JL
(1)
∞,P = JL∞,P ⊕1 R1ω and JL
(1)
∞,Q = JL∞,Q ⊕1 R1ω.
Let also ΩP and ΩQ be the spectra of these two commutative unital Banach algebras (they
are equal to Ω as sets); their topologies may be described as the one on Ω, just replacing
{Nγ}γ∈Γ by {Pγ}γ∈Γ and {Qγ}γ∈Γ, respectively. Each function f ∈ Z induces in a natural
way two functions fP ∈ C(ΩP ) and fQ ∈ C(ΩQ), defined as follows:
• fP (∞) = f(∞) = fQ(∞);
• fP (γ) = f(γ−) = f(γ) and fQ(γ) = f(γ+) for each γ ∈ Γ;
• fP (n) = f(n) for n ∈
⋃
γ∈Γ Pγ and fQ(n) = f(n) for n ∈
⋃
γ∈ΓQγ ;
• fP (n) = 0 for n ∈ ω \
⋃
γ∈Γ Pγ and fQ(n) = 0 for n ∈ ω \
⋃
γ∈ΓQγ .
Therefore, we have an isometric embedding j and the inclusion embedding i as below:
Z ∋ f
j
7−−−−→ (fP , fQ) ∈ C(ΩP )⊕∞ C(ΩQ) ≃ JL
(1)
∞,P ⊕∞ JL
(1)
∞,Q
i
−֒−−−→ ℓ∞ ⊕∞ ℓ∞ ≃ ℓ∞.
To finish the argument note that the space Z, being isomorphic to a subspace of ℓ∞, has
a w∗-separable dual, whereas c0(ω1)
∗ ≃ ℓ1(ω1) is not w
∗-separable, as every countable set of
functionals has a countable entire support on ω1. Consequently, c0(ω1) is not isomorphic to
any subspace of Z, thus the exact sequence (6.4) does not split and the proof is completed.

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7. The three-space problem for the κ-SVM property
Let X and Y be normed spaces. Following [11] we denote K(X, Y ) the ‘approximation
constant‘ for quasi-linear maps from Λ(X, Y ), i.e. the infimum of those constants B 6∞
such that for every f ∈ Λ(X, Y ) there exists a linear map h : X → Y with dist(f, h) 6
B · ∆(f). Similarly, let Z(X, Y ) be the infimum of those constants B 6 ∞ such that for
every f ∈ Ξ(X, Y ) there exists a linear map h : X → Y with dist(f, h) 6 B · Z(f).
By Theorems 3.3 and 3.4, if X and Y are Banach spaces, then (X, Y ) splits if and
only if K(X0, Y ) < ∞ for some (and then, for every) dense subspace X0 of X , whereas
Ext(X, Y ) = 0 if and only if Z(X0, Y ) <∞ for some (and then, for every) dense subspace
X0 of X .
We are aiming for the following theorem:
Theorem 7.1. If κ is a cardinal number with uncountable cofinality, then the κ-SVM
property is a 3SP property. Consequently, the SVM property is a 3SP property.
Our strategy will be based on the homological result saying that for every Banach space
X the property having the form Ext(X, ·) = 0 is a 3SP property. It follows from the fact
that every short exact sequence
(7.1) 0 −→ Y
j
−→ Z
q
−→ X −→ 0
of Banach spaces X , Y , Z induces a long homology sequence
0 −→ B(X, Y )
j∗
−→ B(X, Z)
q∗
−→ B(X, X)
θ
−→
θ
−→ Ext(X, Y )
α
−→ Ext(X, Z)
β
−→ Ext(X, X) −→ 0
in the category of vector spaces and linear maps (B(E, F ) is the set of all bounded, linear
operators from E to F ). Here j∗ is composing with j on the left; q∗ is composing with
q on the left; θ(T ) is the lower row from the pull-back applied to (7.1) and any given
operator T ∈ B(X, X); α produces a push-out from any given element from Ext(X, Y )
and the operator j; β produces a push-out from any given element from Ext(X, Z) and the
operator q. For a detailed description of long homology sequences, see [10].
To put our plan into action let us start with a quantitative counterpart of Theorem 4.2
for the spaces XF introduced in Section 5.
Theorem 7.2. Let κ be a cardinal number and X be a Banach space. If X has the κ-SVM
property then for every set algebra F with |F | < κ the pair (XF , X) splits and, moreover,
(7.2) K(XF , X) 6 4(2 + v(κ,X)).
Before proving this theorem let us note two simple facts.
Lemma 7.3. Let F be any set algebra and let t ∈ XF , t =
∑N
j=1 aj1Aj , where aj ∈ R
and Aj ∈ F (for 1 6 j 6 N) are pairwise disjoint. Then, for every set S ⊂ {1, . . . , N}
we have
(7.3)
∥∥∥∥∥∑
j∈S
aj1Aj
∥∥∥∥∥
F
6
∥∥∥∥∥
N∑
j=1
aj1Aj
∥∥∥∥∥
F
.
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Consequently, putting t+ = max{t, 0} and t− = −min{t, 0} we have t+, t− ∈ XF , ‖t
+‖F 6
‖t‖F and ‖t
−‖F 6 ‖t‖F .
Proof. For any n ∈ N, any scalars bj , and any sets Bj ∈ F (1 6 j 6 n) such that
t =
∑n
j=1 bj1Bj we have ∑
j∈S
aj1Aj =
n∑
j=1
bj1Bj∩S.
Hence, passing to the infimum over all such representations of t, we obtain inequality (7.3).
Next, observe that
t+ =
∑
{j : aj>0}
aj1Aj ∈ XF and t
− =
∑
{j : aj<0}
aj1Aj ∈ XF
thus the two desired inequalities follow now from (7.3). 
Lemma 7.4. Let F be any set algebra, X be a Banach space and r : XF → X be a quasi-
linear map with δ = ∆(r). Let also u =
∑N
j=1 bj1Aj , where bj ∈ R and Aj ∈ F (for
1 6 j 6 N) are pairwise disjoint. Then∥∥∥∥∥r(u)−
N∑
j=1
bjr
(
1Aj
)∥∥∥∥∥ 6 2(N − 1)δ‖u‖F .
Proof. Denote
dk =
∥∥∥∥∥r(u)−
k∑
j=1
bjr(1Aj)
∥∥∥∥∥ for 1 6 k 6 N.
Using the quasi-linearity of r recursively (N − 1) times, and applying Lemma 7.3, we get
dN 6
∥∥∥∥∥r(u)− r
(
N−1∑
j=1
bj1Aj
)
− r
(
bN1AN
)∥∥∥∥∥+
∥∥∥∥∥r
(
N−1∑
j=1
bj1Aj
)
−
N−1∑
j=1
bjr
(
1Aj
)∥∥∥∥∥
6 δ
(∥∥∥∥∥
N−1∑
j=1
bj1Aj
∥∥∥∥∥
F
+
∥∥bN1AN∥∥F
)
+ dN−1
(7.3)
6 2δ‖u‖F + dN−1 6 . . . 6 2(N − 1)δ‖u‖F .

Proof of Theorem 7.2. Let F ⊂ 2Ω be any set algebra with |F | < κ and let v > v(κ,X).
We are to prove that for every quasi-linear map f : XF → X , with δ = ∆(f), there exists
a linear map h : XF → X such that
‖f(t)− h(t)‖ 6 4δ(2 + v)‖t‖F for t ∈ XF .
Proceeding likewise in the proof of Theorem 4.1 we get a linear map h which satisfies
‖r(1A)‖ 6 2δv for A ∈ F , where r = f − h is quasi-linear with ∆(r) 6 δ.
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Lemma 7.3 implies that for every t ∈ XF we have
‖r(t)‖ 6 δ
(
‖t+‖F + ‖t
−‖F
)
+ ‖r(t+)‖+ ‖r(t−)‖.
Hence, by homogeneity, it is enough to show that for every t ∈ XF with 0 6 t 6 1Ω
we have ‖r(t)‖ 6 δ(3 + 2v). So, fix any such t. We may write t =
∑N
j=1 aj1Aj , where
0 6 aj 6 1 and Aj ∈ F are pairwise disjoint (1 6 j 6 N).
For every k ∈ N define
Bk =
⋃{
Aj : 2
−k appears in the binary representation of aj
}
(for rational numbers we choose representations with infinitely many terms). Let
sm =
m∑
k=1
1
2k
1Bk for m ∈ N.
From the very definition of the norm ‖ · ‖F we get
(7.4) ‖sm‖F 6
m∑
k=1
1
2k
< 1 for m ∈ N.
Obviously, the distance between t and sm in the supremum norm is at most 2
−m, but
observe also that t − sm is constant on each of the sets Aj (1 6 j 6 N), say t − sm =∑N
j=1 bj1Aj . This shows that
(7.5) ‖t− sm‖F 6 N · 2
−m for every m ∈ N.
We may also apply Lemma 7.4 to u = t− sm getting∥∥∥∥∥r(t− sm)−
N∑
j=1
bjr
(
1Aj
)∥∥∥∥∥ 6 2(N − 1)δ‖t− sm‖F 6 2−m+1(N − 1)Nδ.
Hence,
‖r(t− sm)‖ 6 2
−m+1(N − 1)Nδ +
∥∥∥∥∥
N∑
j=1
bjr
(
1Aj
)∥∥∥∥∥
6 2−m+1(N − 1)Nδ +
N∑
j=1
|bj | · ‖r
(
1Aj
)
‖
6 2−m+1(N − 1)Nδ + 2−m+1Nδv =: εm
(7.6)
Likewise in the proof of Theorem 4.1, we have∥∥∥∥∥r(sm)−
m∑
k=1
1
2k
r(1Bk)
∥∥∥∥∥ 6 δ
m∑
k=1
k
2k
6 2δ,
thus
(7.7) ‖r(sm)‖ 6 2δ(1 + v) for m ∈ N.
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Consequently, using (7.6), (7.7), (7.5) and (7.4), we obtain
‖r(t)‖ 6 ‖r(t− sm)‖+ ‖r(sm)‖+ δ
(
‖t− sm‖F + ‖sm‖F
)
6 εm + 2δ(1 + v) + δ(N · 2
−m + 1) −−−−→
m→∞
δ(3 + 2v),
as required. 
Remark 7.5. What we have really proved is the following ‘local’ version of Theorem
7.2: If F is a set algebra, X is a Banach space, and v(F , X) is the infimum of all those
constants v 6 ∞ such that for every 1-additive function ν : F → X there exists a vector
measure µ : F → X with ‖ν(A) − µ(A)‖ 6 v for each A ∈ F (we allow v = ∞), then
K(XF , X) 6 4(2 + v(F , X)). Hence, (XF , X) splits provided that v(F , X) <∞.
Corollary 7.6. Let κ be a cardinal number and X be a Banach space. Then, the following
assertions are equivalent:
(i) X has the κ-SVM property;
(ii) K(XF , X) 6 B for some B <∞ and every set algebra F with |F | < κ;
(iii) Z(XF , X) 6 C for some C <∞ and every set algebra F with |F | < κ.
Proof. The implication (i)⇒(ii) follows from Theorem 7.2. The implication (ii)⇒(iii) is
evident. The implication (iii)⇒(i) is hidden in the proof of Theorem 5.3. In fact, we have
shown therein that for any set algebra F with |F | < κ and any ε > 0 every 1-additive
function ν : F → X induces a zero-linear map f0 ∈ Ξ(XF , X) with Z(f0) 6 2(1 + ε)K,
which in turn induces a locally convex twisted sum of X and XF . By condition (iii), for
every δ > 0 there exist a linear map h : XF → X with
dist(f0, h) 6 (C + δ)Z(f0) 6 2(C + δ)(1 + ε)K,
thus the vector measure µ : F → X defined by µ(A) = g(1A) satisfies
‖ν(A)− µ(A)‖ 6 2(C + δ)(1 + ε)K for each A ∈ F ,
which shows that X has the κ-SVM property with v(κ,X) 6 2CK. 
Remark 7.7. The same reasoning as above leads to the following ‘local’ version of the
implication (iii)⇒(i) from Corollary 7.6: For every set algebra F , every Banach space X
and every 1-additive function ν : F → X there exists a vector measure µ : F → X such
that
‖ν(A)− µ(A)‖ 6 2K · Z(XF , X) for each A ∈ F .
Proof of Theorem 7.1. Given an exact sequence (7.1) suppose, towards a contradiction,
that X and Y have the κ-SVM property, while Z does not. Then, by Theorem 7.2, we have
Ext(XF , X) = 0 and Ext(XF , Y ) = 0 for every set algebra F with |F | < κ.
Hence, Ext(XF , Z) = 0 for every set algebra F with |F | < κ. Therefore, by Remark 7.7,
for any such set algebra F there exists a constant v < ∞ such that for every 1-additive
function ν : F → Z there is a vector measure µ : F → Z satisfying ‖ν(A)−µ(A)‖ 6 v for
A ∈ F . Let v(F , Z) be the infimum of all such constants v. By our supposition, there
exist a sequence (Fn)
∞
n=1 of set algebras with κn := |Fn| < κ and such that for every
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n ∈ N we have v(Fn, Z) > n; let νn : Fn → Z be a 1-additive function witnessing the last
inequality. Since cf(κ) > ω, we have λ := supn κn < κ.
Now, regard each Fn as a Boolean ring (Fn,△,∩) with identity Ωn (that is, a Boolean
algebra) and let Σ ⊂
∏∞
n=1Fn be a subring of the simple product of Boolean algebras,
generated by the set ⋃{
jm(Fm) : m ∈ N
}
∪
{
(Ω1,Ω2, . . .)
}
,
where jm : Fm →
∏∞
n=1Fn is the canonical injection. Plainly, Σ is a Boolean subalgebra
of
∏∞
n=1Fn and |Σ| = max{ω, λ} < κ. However, the maps νm ◦ πm|Σ : Σ → Z (where
πm :
∏∞
n=1Fn → Fm are the canonical projections), for m ∈ N, witness that v(Σ, Z) =∞;
a contradiction. 
8. Characterisation of the SVM property for Banach spaces
complemented in their biduals
Now, we give a characterization of the SVM property in the class of Banach spaces which
are complemented in their bidual. Recall first the following result, [29, Theorem 1.11]:
Theorem 8.1 (Jebreen, Jamjoom & Yost [29]). For any Banach spaces Y and Z the vector
spaces Ext(Z, Y ∗) and Ext(Y, Z∗) are isomorphic.
Theorem 8.2. Let X be a Banach space complemented in its bidual. Then the following
assertions are equivalent:
(i) X has the SVM property;
(ii) Ext(X∗, ℓ1) = 0;
(iii) Ext(ℓ∞, X
∗∗) = 0;
(iv) Ext(c0, X) = 0.
Proof. The implication (iv)⇒(ii) follows from Theorem 4.3. By Theorem 8.1, we have
Ext(ℓ∞, X
∗∗) = Ext(X∗, ℓ∗∗1 ), thus (iii)⇒(ii) as ℓ1 is complemented in its bidual. Similarly,
we have Ext(X∗, ℓ1) = Ext(c0, X
∗∗), hence (ii)⇒(iv) as X is complemented in its bidual.
Moreover, by Theorem 4.2(ii), we infer that (i)⇒(iv) and also that (i) implies Ext(ℓ∞, X) =
0 which in turn easily implies (iii) as X is complemented in X∗∗. Hence, the only thing
left to be proved is the implication (ii)⇒(i).
Since X is assumed to be complemented in X∗∗, Proposition 2.3 says that X has the
SVM property whenever X∗∗ does. Moreover, in view of Proposition 2.2, it is enough to
show that X∗∗ has the ω-SVM property. So, let us fix any finite set algebra F ⊂ 2Ω and
any 1-additive function ν : F → X∗∗. We may assume that F = 2Ω. The subspace of
X∗∗∗ consisting of all w∗-continuous functionals on X∗∗ is identified with X∗, so for any
x∗ ∈ X∗ let us write x∗ ◦ ν for the map F ∋ A 7→ ν(A)x∗.
Let M be the subspace of ℓ∞(F ) consisting of all set additive functions. Define an
operator T : M→ ℓ1(Ω) by T (m) = (m{ω})ω∈Ω. Clearly, we have
1
2
‖T (m)‖1 6 ‖m‖∞ 6 ‖T (m)‖1 for m ∈M.
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By virtue of the Kalton–Roberts Theorem 1.3, for each x∗ ∈ X∗, ‖x∗‖ = 1, there is
a measure µx∗ ∈ M such that
(8.1)
∣∣(x∗ ◦ ν)(A)− µx∗(A)∣∣ 6 K‖x∗‖ for A ∈ F .
For each pair {x∗,−x∗} replace, if necessary, µ−x∗ by −µx∗ , and for every λ ∈ R define
µλx∗ = λµx∗. In this manner, we obtain a family {µx∗ : x
∗ ∈ X∗} satisfying (8.1) for every
x∗ ∈ X∗ and such that the mapping µˆ : X∗ →M, defined by µˆ(x∗) = µx∗, is homogeneous.
Moreover, for all x∗1, . . . , x
∗
n ∈ X
∗ and A ∈ F we have∣∣∣∣∣µˆ
(
n∑
k=1
x∗k
)
(A)−
n∑
k=1
µˆ(x∗k)(A)
∣∣∣∣∣
6
∣∣µx∗
1
+...+x∗n(A)− (x
∗
1 + . . .+ x
∗
n) ◦ ν(A)
∣∣ + n∑
k=1
∣∣µx∗
k
(A)− x∗k ◦ ν(A)
∣∣
6 K‖x∗1 + . . .+ x
∗
n‖+K
n∑
k=1
‖x∗k‖ 6 2K
n∑
k=1
‖x∗k‖,
which shows that µˆ is a zero-linear map with Z(µˆ) 6 2K. Consequently, the composition
T ◦ µˆ : X∗ → ℓ1(Ω) is also zero-linear and Z(T ◦ µˆ) 6 4K. Since ℓ1(Ω) is a 1-complemented
subspace of ℓ1, there is a linear map h : X
∗ → ℓ1(Ω) such that
‖(T ◦ µˆ)(x∗)− h(x∗)‖ 6 4Z(X∗, ℓ1)K‖x
∗‖ for x∗ ∈ X∗.
Defining a linear map Ψ: X∗ →M by Ψ = T−1 ◦ h, we obtain
(8.2) ‖µˆ(x∗)−Ψ(x∗)‖ 6 4Z(X∗, ℓ1)K‖x
∗‖ for x∗ ∈ X∗.
For each α ∈ Ω let Ψα : X
∗ → R be given as Ψα(x
∗) = Ψ(x∗){α}. Denote
rα =
(
K + 4Z(X∗, ℓ1)K + ‖ν{α}‖
)
‖x∗‖.
Then ‖Ψα‖ 6 rα, and thus Ψω ∈ X
∗∗, which follows from the following estimate:
|Ψα(x
∗)| 6 |µˆ(x∗){α}|+ ‖µˆ(x∗)−Ψ(x∗)‖∞
6 |(x∗ ◦ ν){α} − µx∗{α}|+ |(x
∗ ◦ ν){α}|+ 4Z(X∗, ℓ1)K‖x
∗‖
6 K‖x∗‖+ ‖ν{α}‖ · ‖x∗‖+ 4Z(X∗, ℓ1)K‖x
∗‖ = rα‖x
∗‖ for x∗ ∈ X∗.
Now, define µ : F → X∗∗ by
µ(A) =
∑
α∈A
Ψα for A ∈ F .
Then, for every A ∈ F and x∗ ∈ X∗ we have
µ(A)x∗ =
∑
α∈A
Ψαx
∗ =
∑
α∈A
(T−1 ◦ h)(x∗){α} = (T−1 ◦ h)(x∗)(A),
because (T−1 ◦ h)(x∗) ∈M. Consequently,
(µ(A ∪B)− µ(A)− µ(B))x∗ = 0 for x∗ ∈ X∗ and A,B ∈ F , A ∩B = ∅,
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which means that µ is a vector measure.
Finally, for every x∗ ∈ X∗ and A ∈ F inequalities (8.1) and (8.2) yield
|(ν(A)− µ(A))x∗| = |(x∗ ◦ ν)(A)− (T−1 ◦ h)(x∗)(A)|
6 |(x∗ ◦ ν)(A)− µˆ(x∗)(A)|+ ‖µˆ(x∗)−Ψ(x∗)‖ 6 (1 + 4Z(X∗, ℓ1))K‖x
∗‖.
Since the set of all w∗-continuous functionals on X∗∗ is norming, our result follows with
v(X) 6 ‖π‖v(X∗∗) and v(X∗∗) 6 (1 + 4Z(X∗, ℓ1))K,
where π : X∗∗ → X is any bounded projection onto X (recall Propositions 2.2 and 2.3, and
the fact that X∗∗ is 1-complemented in its bidual, as it is a dual space). 
Corollary 8.3. Let X be a Banach space. Then X∗∗ has the SVM property if and only if
Ext(X∗, ℓ1) = 0.
Proof. In view of Theorem 8.1, Ext(X∗, ℓ1) = 0 is equivalent to Ext(c0, X
∗∗) = 0 which,
by Theorem 8.2, is in turn equivalent to X∗∗ having the SVM property 
In view of Theorem 8.2, it is interesting to ask what is the class of all Banach spaces Y
satisfying
(8.3) Ext(Y, ℓ1) = 0.
By the Lindenstrauss Lifting Principle, this condition holds true for any L1-space Y . More
generally, for every L1-space Y and every Banach space Z, complemented in Z
∗∗, we have
Ext(Y, Z) = 0 (see [35, Proposition 2.1]). Up to the best of my knowledge, there is no
example known of a non-L1-space Y satisfying (8.3). If such an example does not exist,
then:
• Every Banach space X having the ω1-SVM property would be a L∞-space, which
is equivalent both to X∗ being a L1-space and to X
∗∗ being injective (see [39,
Chapter 5]). Indeed, by Theorem 4.2(ii), if X has the ω1-SVM property then
Ext(c0, X) = 0, hence Ext(X
∗, ℓ1) = 0.
• Every bidual Banach space X∗∗ having the SVM property would be necessarily
injective (this follows from Corollary 8.3).
We shall present a partial result concerning condition (8.3). Before this, let us recall
some definitions. Every exact sequence of the form
(8.4) 0 −→ ker(q)
j
−→ P
q
−→ Y −→ 0,
with P being a projective Banach space (that is, P ≃ ℓ1(Γ) for some index set Γ), is
called a projective presentation of Y . Following [33] we say that a subspace E of a Banach
space X is locally complemented if there exists a constant λ such that for every finite-
dimensional space F ⊂ X and any ε > 0 there is an operator TF : F → E such that
‖TF‖ 6 λ and ‖TFx − x‖ < ε for each x ∈ E ∩ F . We say that an exact sequence
0 −→ E
i
−→ X
π
−→ Y −→ 0 locally splits whenever i(E) is locally complemented in X . By
a standard compactness argument, and the Banach–Alaoglu theorem, this is equivalent to
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saying that the dual sequence 0 −→ Y ∗
π∗
−→ X∗
i∗
−→ E∗ −→ 0 splits (more directly, that
the quotient operator i∗ admits a right inverse).
Let us also recall the following result which is [35, Proposition 3.1] and, in its ‘uniform’
version, [9, Proposition 1].
Theorem 8.4 (Kalton & Pe lczyn´ski [35], Cabello Sa´nchez & Castillo [9]). Given Banach
spaces Y and Z, and a projective presentation (8.4) of Y , the following conditions are
equivalent:
(i) Ext(Y, Z) = 0;
(ii) there exists a constant c such that every operator t : ker(q) → Z extends to an
operator T : P → Z such that ‖T‖ 6 c‖t‖.
Theorem 8.5. Assume Y is a Banach space satisfying (8.3) and having a projective pre-
sentation (8.4) with ker(q) being a L1-space. Then Y itself is a L1-space.
Proof. First, observe that by condition (8.3), Theorem 8.4, and the fact that for each
m ∈ N the space ℓm1 is 1-complemented in ℓ1,
(8.5)
there exists a constant c > 1 such that for each m ∈ N every operator
t : ker(q)→ ℓm1 extends to an operator T : P → ℓ
m
1 with ‖T‖ 6 c‖t‖.
Since ker(q) is a L1-space,
(8.6)
there exists a constant ρ > 1 such that for every finite-dimensional subspace G
of ker(q) there is a finite-dimensional subspace H of ker(q) such that G ⊂ H,
dBM(H, ℓ
m
1 ) < ρ (where m = dimH), and there is a projection π : ker(q)→ H
with ‖π‖ 6 ρ
(see [39, Proposition II.5.9]).
In order to show that (8.4) locally splits, fix any finite-dimensional subspace F ⊂ P and
put G = F ∩ker(q). Let H be as in (8.6) and let S : H → ℓm1 be an isomorphism satisfying
‖S‖ · ‖S−1‖ 6 ρ. Now, apply (8.5) to the operator t = Sπ : ker(q)→ ℓm1 , ‖t‖ 6 ‖S‖ρ. We
get an extension T : P → ℓm1 of t with ‖T‖ 6 ‖S‖cρ. Define TF = S
−1T : P → H . Then,
‖TF‖ 6 cρ
2 and for each x ∈ G we have TFx = S
−1Tx = S−1Sπx = πx = x, which shows
that (8.4) locally splits. Consequently, the dual sequence
0 −→ Y ∗
q∗
−→ P ∗
j∗
−→ ker(q)∗ −→ 0
splits, which means that Y ∗ is complemented in P ∗ ≃ ℓ∞(Γ), so it is injective, hence Y
itself is a L1-space. 
Remark 8.6. The assumption about ker(q) is fully legitimate, because if Y actually is
a L1-space, then the kernel of every projective presentation of Y must be a L1-space
as well (consult [39, Proposition II.5.13] for the separable case; the non-separable case is
basically the same).
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9. Final remarks
Let us list some problems which arise from this paper.
(1) Let κ > ω1 be a cardinal number and let λ > 1. In view of Theorem 5.3, one may ask
whether the class of all Banach spaces X having the κ-SVM property is richer than
the class of (λ, κ)-injective spaces. A glance at Proposition 5.2(e) and Corollary 7.6
shows that these two classes are equal if and only if the following two assertions are
equivalent:
• Z(Y,X) 6 B for some B <∞ and every Banach space Y with density character
less than κ;
• Z(XF , X) 6 C for some C <∞ and every set algebra F with |F | < κ.
If cf(κ) > ω, these two assertions are equivalent to Ext(Y,X) = 0 and Ext(XF , X) =
0, respectively, with the same restrictions upon Y and F .
(2) Does the SVM property implies injectivity? For a possible counterexample one may
ask whether the spaces ℓ∞/c0 and/or ℓ
c
∞(Γ) (the space of all countably supported
sequences from ℓ∞(Γ), with Γ being uncountable) have the SVM property. These two
are both known to be universally separably injective, yet not injective (see [3]).
(3) Of particular interest is the case κ = ω1 in (1). If it was true that every Banach space
X having the ω1-SVM property is ω1-injective (that is, separably injective), then every
such space would be automatically a L∞-space and, if only X is infinite-dimensional,
it would contain a copy of c0 (see [3, Proposition 1.8]). We may therefore ask: Must
every Banach space having the ω1-SVM property be a L∞-space? By our remarks
concerning condition (8.3) and Theorem 8.5, we know that the answer is positive for
Banach spaces X such that the kernel of a projective presentation of X∗ is a L1-space.
Similarly, we may ask the next question:
(4) Assume X is an infinite-dimensional Banach space having the ω1-SVM property (or
even the SVM property). Does it imply that X contains a copy of c0? Notice that, in
view of Theorem 8.2, a positive answer (even under the stronger assumption) would
imply that Ext(c0, Y ) 6= 0 for every infinite-dimensional, reflexive Banach space Y ,
i.e. every such space would produce a non-trivial locally convex twisted sum with c0.
Cabello Sa´nchez and Castillo showed that Ext(c0, Y ) 6= 0 whenever Y is a cotype 2
space, complemented in its bidual ([9, Corollary 1]).
(5) A weaker variant of (2) and (3): Does the SVM property of X imply that X∗∗ is
injective?
(6) The assumption cf(κ) > ω was made in Theorem 7.1, because although we know
that the property Ext(X, ·) = 0 is a 3SP property, we do not know if it is a 3SP
property ‘uniformly’. More precisely, the question reads as follows: Is there a function
ϕ : (0,∞)2 → (0,∞) such that whenever X, X , Y , Z are Banach spaces, 0 → Y →
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Z → X → 0 is an exact sequence, and Ext(X, X) = 0 = Ext(X, Y ), then
Ext(X, Z) = 0 and Z(X, Z) 6 ϕ
(
Z(X, X), Z(X, Y )
)
?
If the answer is ‘yes’, then we may drop the assumption cf(κ) > ω in Theorem 7.1, by
using Corollary 7.6. Note that the homological proof of the fact that Ext(X, ·) = 0 is
a 3SP property does not touch this issue as it identifies all zero-linear maps which are
approximable by linear ones, no matter what their internal structure is.
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