Abstract. We consider absolutely continuous probability distributions f (x)dx on R ≥0 . A result of Feldheim & Feldheim shows, among other things, that if the distribution is not compactly supported, then there exist z > 0 such that most events in {X + Y ≥ 2z} are comprised of a 'small' term satisfying min(X, Y ) ≤ z and a 'large' term satisfying max(X, Y ) ≥ z (as opposed to two 'large' terms that are both larger than z)
1. Introduction and main result 1.1. Introduction. The purpose of this short note is to describe a sharp estimate for absolutely continuous probability distributions. We start by discussing related results in a similar spirit. The 123 Theorem of Alon & Yuster [1] , originally suggested by G. Margulis, is named after the three constants: if X, Y are two i.i.d. real random variables, then there is the beautiful inequality
The paper of Alon & Yuster [1] proves both the 123 inequality and establishes the more general result (with sharp constant)
Another inequality in this spirit was given by Siegmung-Schultze & von Weizsäcker [4] under the same assumptions: for any c > 0
Even though these results are remarkable and of great intrinsic interest ('the unavoidable geometry of probability distributions'), there seems to be relatively little work on problems of these type. Our result is inspired by a beautiful Theorem of Feldheim & Feldheim [3] (answering a question of Alon): for any two independent nonnegative random variables X, Y with non-compactly supported distributions lim sup
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Put differently, the result says that there are arbitrarily large values z > 0 such that a typical event in {X + Y ≥ 2z} is create by a 'small' value min(X, Y ) ≤ z and a 'large' value max(X, Y ) ≥ z as opposed to two 'large' terms both larger than z. We emphasize that in this result X, Y may come from different probability distributions; Feldheim & Feldheim [3] obtain even more general results for random variables coming from the same distribution.
1.2. The Result. We will allow for the distribution to be compactly supported but will require that X and Y are coming from the same probability distribution which is assumed to be absolutely continuous and given by a measure f (x)dx. We show that there is a value z > 0 such that a certain proportion of events in {X + Y ≥ 2z} is comprised of events having a small term X ≤ z and a large term Y ≥ z.
Theorem. If X, Y are i.i.d. random variables drawn from an absolutely continuous probability distribution with density f (x)dx on R ≥0 , then
where med X denotes the median of the probability distribution. This estimate is sharp up to constants and the supremum can be restricted to 0 ≤ z ≤ med(X).
It seems interesting that such an elementary question in probability theory has such a nontrivial logarithmic dependence on the distribution. Absolutely continuous probability distribution have a symmetry under dilation: the left-hand side is invariant under this symmetry and so is med(X) f L ∞ . Note that
and thus med(X) f L ∞ ≥ 1 2
and therefore the right-hand side is always defined. Trivially,
which implies the result stated in the abstract. Moreover, since it is possible to restrict the range of z in the main result, we can also obtain a sharp result for the other quantity: for z ≤ med(X),
and therefore the inequality
is also sharp up to (possibly different) constants. There are many natural questions. Is it possible to obtain similar quantitative estimates if X and Y are drawn from different probability distributions? An improved result would be one where one adds an additional weight to the denominator and still obtains unboundedness. A computation shows that if the random variables X, Y are distributed with the same exponential distribution then
Are exponential distributions the sharp limiting case? There are two questions attached to this: one for distributions with median fixed and one for distributions with expectation fixed (the first obviously being limited to probability distributions whose mean exists). More precisely, is it true that for any X, Y drawn from an absolutely continuous probability distribution on R ≥0 that is not compactly supported
If exponential distributions are not extremal, does the result nonetheless hold with some other constants?
proof
Proof. We wish to bound
from below. This quantity is invariant under the dilation symmetry f (x)dx → λf (λx)dx for all λ > 0 mapping probability distribution on R ≥0 to probability distributions on R ≥0 which allows us to assume w.l.o.g. that med X = 1. We can rewrite the probability as
where F denotes the cumulative distribution function. Let us now assume that 1/2 ≤ z ≤ 1 which implies 0 ≤ 2z − 1 ≤ z. We know that F is monotonically increasing and F (1) = 1/2. Thus
We can now estimate
Using the dilation symmetry yields the result in the case med(X) = 1. It remains to show that the result is sharp up to constants. We consider the distribution
Moreover, med(X) ∼ 1. Let us assume that
for some k ∈ N.
Clearly, P(X ≤ 1/2) = 1/(2n) is small and it suffices to consider k ≥ 1. The event and an explicit computation shows that
The construction shows that any bound of the form sup z>0 P (X ≤ z and X + Y ≥ 2z) ≥ 1 A + B log 2 (med(X) f L ∞ ) has B ≥ 1/2.
