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ABSTRACT 
Let M, be the algebra of n X n complex matrices. For A = (aij> E M,, the kth 
antidiagonal of A is the vector (a,, 1, ak_ r, X1 . , a,, k>t, and 
Y(A) = {U*AU:Uisunitary) 
is the unitary similurity orbit of A. We study the sets 
(1) SBh( A): the collection of all k th antidiagonals of matrices in Z(A), 
(2) Yk( A): the collection of z = Cf= rei E C such that 0 = (u,, . . . , u,)’ E 
gk( A), 
(3) gk(A): the collection of z = rIf= 1q E C such that u = (u,, . . . , Q)~ E 
gk( A). 
Particular attention is paid to the relation between the geometrical properties of the 
sets and the algebraic properties of the matrix A. When k = 1, all three sets reduce 
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to W(A), the numerical range of A, which has been studied extensively. We also 
consider the following related concepts: 
(1) d,(A) = max{llxll: x EBB) where llxll = (x*x)‘/“, 
(5’) sk(A) = max{lzl: z E5$(A)}, 
(3) pk(A) = max{lzl: z EP~(A)). 
1. INTRODUCTION 
Let M, be the algebra of n X n complex matrices. For A = (aij) E M,, 
the kth antidiagonal of A is the vector (uk, r, uk 1, 2, . . . , a,, k)t, and 
Z( A) = { U*AU: U is unitary} 
is the unitary similarity orbit of A. The purpose of this paper is to study the 
sets 
(1) gk( A): the collection of all k th antidiagonals of matrices in Z!(A), 
(2) S‘j,( A): the collection of z = Cf;_ 1ui E C such that 0 = (u,, . . . , 0,)” 
E=&(A), 
(3) 9,(A): the collection of z = nk= iui E @ such that o = (vi,. . . , Q)~ 
E gk( A). 
As can be seen in the next few sections, all these sets carry a lot of 
information of the matrix A and the unitary similarity orbit of A. When 
k = 1, all three sets reduce to W(A) := {x*A3c : x E C”, x*x = l}, the 
numerical range of A, which has been studied extensively and has applica- 
tions to many other subjects, (e.g., see [5]>. 
We shall also study the quantities 
(1) d,(A) = madlxll: x EL&~(A)} where llxl] = (x*x)l12, 
(2) s,(A) = max{lzl: z EP~(A)], 
(3) pk(A> = max{lzl: z EP~(A)). 
If k = 1, all these quantities reduce to r(A), the numerical radius of A. 
Notice that gk( A) can also be considered as the collection of vectors of 
the form 
(XZAX,,..., XTA& where{x,,..., xk} is an orthonormal set. 
Thus the concepts of &Sk(A), S,(A), gk( A), etc., can be easily extended to 
(bounded linear) operators A on an infinite dimensional Hilbert space. It is 
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worth mentioning that many of our results are also valid in the infinite 
dimensional case. 
We shall always assume 2 < k < n. We use {E,,, E,,, . . . , E,,} to denote 
the standard basis of M,, and use (ei, . . . , e,} to denote the standard basis of 
C”. The integral part of r E R is denoted by [r]. 
2. Yk( A) AND sk( A) 
Another generalization of the classical numerical range is the C-numerical 
range of A, due to Goldberg and Straus [2], defined by 
Wc( A) = {tr(CU*AU): U is unitary]. 
If C = E,,, then W,(A) = W(A). Pjotice that if C = Ci+j=k+lEij, then 
3$(A) = W,(A) = W&A), where C = Cf= i(- Di’ ‘Eii. Thus every z E 
Yk(A) can be written as z = CF= i( - l)‘+ ‘xTAxi for some orthonormal 
family {xi, . . . , xk], and all the theory of C-numerical ranges can be applied 
to the study of Yk(A). We summarize the properties of Yk(A) that can be 
deduced from the general results on C-numerical ranges in the following two 
propositions. 
PROPOSITION 2.1. Let A E M,. Then: 
(a) Pk( A) is a compact convex set. 
6) Zf 
then Y2(A) is an elliptical disk with foci A, - h, and A, - A,, and the 
lengths of the minor axis and major axis are respectively, 
21~1 and 24JA, - h,12 + 1~1~. 
(c) Yk( VA + /JZ) = vP~( A) + {l + ( - l)k+ ‘}/.42. 
(d) Zf A has eigenvalues h,, . . . , A,, then Pk( A) contains all the points of 
the form 
2 = ; (-l)j+$ ) 
I 
l<V,< **f < Ek < n. (1) 
j=l 
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(e) If a point z of th e or-m (1) lies on the boundary of pk( A), then A is f 
unitarily similar to A, @ A, @ A, with A, E MLCk+1j,21, A, E Mfk,21, and 
A3 E Mn-k such that z = tr A, - tr A,. 
(f) Zf z is a nondifirentiable boundary point of yk( A) (regarded as a 
convex curve), then z is of the form (1). 
Proof. For (a) see [17] (see also [14]). For (b) see [2]. 
For (c), observe that if {x,, . . . , xk} is an orthonormal set, then 
c x;(vA + pZ)xj 
i+j=k+l 
i 
vxi+j=k+l( ‘rAxj) if k even, 
W,(A) with C = Cf=,( - l)“+‘Eii and apply 
the results in [lo] (see also [S] and [9]). n 
Next we turn to some relations between the geometric properties of 
Pk( A) and the algebraic properties of A. 
PROPOSITION 2.2. Let A E M,. 
(a) Yk( A) = ( Z_L} q and only fA = vZ, where Z.L = 0 if k is even and 
ZJ= v ifkisodd. 
(b) Pk( A) is a nondegenerate line segment if and only if A is a nonscalar 
normal matrix with collinear eigenvalues. 
(c) The following conditions are equivalent: 
(i) Pk( A) is a nondegenerate polygonal disk. 
(ii) Yk( A) is the convex hull of the points of the form (1). 
(iii) A = B $ C such that B E M,, r > k, is normal and pk(A) =yk(B). 
(Notice that in (c) (iii) it is possible to have n = r, i.e., A = B normal.) 
(d) Zf k > n - 1, then yk( A) is a polygonal disk if and only if A is 
normal. 
(e) Zf A is Hermitian with eigenvalues h, > *a* > A,, then pk( A) is a 
linesegmentwithendpointszl = C:=,h,pi+l - Ci:Eh,, andz, = CiClhi - 
Ckith _. 3 1 n I+” where t = [(k + 1)/2]. 
Proof. Regard yk(A) as Wc( A) as described in the proof of the last 
theorem. Then apply the results in [S] and [9]. n 
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Next we consider some inclusion relations for the set Yk( A). 
THEOREM 2.3. Let A E M,. 
(a> lf X is an n x m matrix satisfying X*X = Z, with m > k, then 
Yk( X*AX) cYk( A). 
(b) Ifk=p+qand 
with A,, E M, such that r > p, n - r > q, then 
9p( All) + ( -1>p999( A22) c4( A)* 
(c) If k = p + q, then 
Pk( A) cYp( A) + ( -1)p9Y9( A). 
(d) Ifk<n-2,then 
(i> Pk(A) cP~+,(A), and 
(ii) (k + 2)P1Pk+2(A) c k-l3$(A> ifk is even. 
Proof. (a): Suppose {u r, . . . , uk} is an orthonormal family in @“. Then 
C uTX*AXuj = c y:Ay, EYE 
i+j=k+l i+j=k+l 
with yi = Xu, for all i. Thus the inclusion relation follows. 
(b): Notice that if ,Fp( A,,) = Wc$A,,) with C, = C,P_r(- l)i+‘Ejj E M, 
and 9 (A,,) = Wc,( A,,) with C, = CT= 1( - l)‘+ ‘Eii E M,_,, then 9jk( A) 
= WC(A) with C = C, @ (- 1)P9C2. The result follows. 
(c): Notice that if z EY~( A) then there exists an orthonormal set 
IX r, . . . , xk} in c” such that z = c:= r( - l)“+‘xFAxi. Let 
“+‘$A~ and z2 = i (-l)‘+‘~~+i~~+i. 
i=l 
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One easily checks that zr E YP( A), zs EP~(A), and zr + (- l)P”z, E 
Yk( A). The conclusion follows. 
Cd): Given X, y E R”, we say that x is majorized by y (denoted by 
x < y> if the sum of the entries of each vector equals the same number, and 
the sum of the s largest entries of x is not larger than the sum of the s 
largest entries of y for s = 1,. . . , n - 1. Observe that Cf= r( - l)“‘ei -C 
Cf_‘F(-l)i+lei, and (k + 2)-rC~=+:(-1)‘+‘ei < k-‘C~=,(--l)“+‘ei if k is 
even. By the result in [2], we get the conclusion. n 
Suppose k = 2t + 1 < n - 2 is odd. Let A = tZ + E:zfEii. Then 
9”(A) = [O, 2t + l] and Pk+2(A) = [ - 1,2t + 11. Thus there is no hope of 
finding v > 0 such that ~9~ + s( A) c Pk( A) as in (d)(ii). 
Next we turn to sk( A). By the result in [3] and [ll], we have the following 
result. 
PROPOSITION 2.4. The function sk is a seminorm on M,, and is a norm 
on 
M,‘, := { X E M, : tr X = 0). 
It is a norm on M, if and only $ k is odd. 
The next result deals with some inequalities involving sk. 
THEOREM 2.5. Let A E M,. 
(a> Zfk = p + q, then 
sk( A) G sp( A) + sc,( A)- 
(b) Zfk<n-2,then 
P/21 
Kk + w21 sk+z(A) G Q(A) d sk+z(A). 
Proof. By Theorem 2.3(d), we have sk( A) < sk+J A) and {k/(k + 
2))sk+ ,(A) < sk( A) if k is even. Suppose k = 2t - 1 is odd. Let C = 
Ci+j=k+s’ijT C, = C - (Es,k+s-s + Ek+s-s,s)’ and&es = C,Y - 2E,+l,,+r 
for s = 1 , . . . . t. Then (t - l)C/t = Ei=,(aCi + PC,), where (Y = (2t - 
ANTIDIAGONALS IN A UNITARY ORBIT 323 
1)/(2t2> and p = 1/(2t2). As a result, if v = [k/2]/[(k + 2)/2] = (t - 
1)/t, then 
uskf2( A) = urC( A) = rA( vC) = r/, ( i (aci + P"i)i 
i=l 
< ,c, (cq,(cJ + pr$,)) = i (a + P)+(A) =sk(A). 
i=l 
THEOREM 2.6. Let A E M,,. Zf k is odd, then .s,( A) > Itr A/nl. The 
equality holds if and only if A is a scalar matrix. 
Proof. We may assume that tr A > 0; otherwise replace A by PA for 
some suitable /_L E C with 1 pi = 1. Since A is unitarily similar to a matrix A 
with all diagonal entries equal to tr A/n (e.g., see [l]), we see that tr A/n = 
tr({Cf’, ,( - l)‘+ ‘E,,} A^) E Pk( A). 
Suppose sk( A) = tr A/n. Then H = (A^ + A*)/2 = (tr A)Z/n; other- 
wise sk(A) > s,(H) > (tr A)Z/n by Proposition 2.2(e). It follows that A^ is 
normal and 3$(A) is the convex hull of the points of the form (1) by 
Proposition 2.2(c). It is now easy to check that ,sk(A) > ]tr A/n] if A is not a 
scalar matrix. n 
Recall that the spread of A E M, is 
Sp( A) = max{ I Ai - $1: Ai, Al are eigenvalues of A}, 
and the diameter of W(A) is 
D(A) = max{lpl - ~~1: ~1, PU, E W(A)). 
It is known (e.g., see [7, 13, 161) that Sp( A) < D(A), and the equality holds 
if A is normal. It turns out that sk is useful in the study of Sp(A,( A)) and 
D(A.( A)), where A,(A) is the rth additive compound of A defined by 
A,.( A) = $,(I + tA) , 
t=o 
where C, denotes the rth compound matrix. 
CHI-KWONG LI AND MARIA EMiLIA MIRANDA 324 
Notice that 
W(A,( A)) = i: x;Aq : [ x1,. . . , x,.} is an orthonormal set , 
i=l 
and hence 
D(Ar( A)) = mz={lp, - ~~1: ~1, ~2 E w(Ar(A))) 
\li=l 
Suppose r < n/2. Then 
ser( A) = max c x*Axj :{I&. 
i+j=Zr+ 1 
= max{ Itr( CU*AU) 1: U unitary} 
= max{ltr(C”U*AU)I : U unitary} 
. > y,.} are orthonormal sets . 
1 
, x2,.} is an orthonormal set 
i 
with C = c Eij 
i+j=Zr+l 
with c^ = i ( -l)‘+‘Eii 
i=l 
= ma i ( “*Axi - y”Ayi) : 
i=l 
b I,“‘> xr, y1>..., y,.} is an orthonormal set . 
1 
Therefore, we have D(A.(A)) > s2,. (A). It turns out that we have the 
following result. 
THEOREM 2.7. Let A E M,. 
(a) Sp(A,(A)) = Sp(A._,(A)) and HA,(A)) = D(A,_.(A)). 
6) If 1 < r < n/2 then 
Sp(A,( A)) G o(Ar( A)) = ~er( A)- 
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The inequality becomes equality if condition (c) in Proposition 2.2 holds. 
Proof (a): Notice that if Sp(A,( A)) = ICY, ihi - Cr= I puil such that 
A ,, . . . , A, and pi,. . . , p,, are the eigenvalues of A arranged in different 
ways, then Sp(A,( A)) = I(tr A - CyCr+ 1A1) - (tr A - C:I=,+ 1 pi)1 = 
ICl’_ r+ 1 Pi - CT=,+ 1 hiI < Sp(A,,_ ,( A)). By similar arguments, we have 
Sp(A,_,.LO < Sp(A.LO. 
Similarly, one can show that D(A,( A)) = D(A._,( A)). 
(b): Suppose 1 < r < n/2. Notice that D(A,( A)) can be viewed as the 
maximum distance between two parallel supporting lines of W(A,( A)), 
which is the same as the k-numerical range of A. By the result in [lo], this 
value is the maximum of the difference between the t- largest eigenvalues 
and the T smallest eigenvalues of a Hermitian matrix of the form 
H(P)= 
/_LA + PA* 
2 T IPI = 1. 
Moreover, if {xi,. . . , xr} (respectively { yi, . . . , y,)) is an orthonormal set of 
eigenvectors corresponding to the T largest (respectively smallest) eigenval- 
ues of the optimal matrix H( /.~a), then ICr,,(x*H( &xi - y*H( pO)yi}l = 
Icy, i( x*Axj - yTAy,)\. Thus D(A,( A)) equals 
max k ( xFAxi - y*Ayi) : 
i=l 
Ix I,“‘, x,, y1>...> y,.} is an orthonormal set 
which is just se,(A). 
From the general theory we have Sp(A,( A)) =G D(A,( A)). If W(A,( A)) 
is a convex polygonal disk, then it is the convex hull of the spectrum of 
A,.(A). Thus the maximum distance between two supporting lines of 
W(A,( A)) is the same as the maximum distance between two vertices of the 
polygon, which is just Sp(A,( A)). n 
Notice that the formula in (b) re d uces to a result of Mirsky [13] (also see 
[16]) when r = 1. Using this formula, one may find some bounds for 
Sp(Ar( A)) and D(A.(A)) as in [7]. 
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3. 9$(A) AND pk(A) 
The set Pk( A) is clearly compact. It is well known that T1( A) = WC A) 
is an elliptical disk if n = 2. We have a similar result for 9a(A) when 
A E M,. 
PROPOSITION 3.1. Let 
4 c 
A= 0 A2 EM2. i i 
Then 9,(A) is an elliptical disk with foci 0 and +(A, - h,)‘, and the 
lengths of the minor axis and major axis are respectively 
Proof. Notice that if {x, y} is an orthonormal set in C2, then 
(x*Ay)( y*Ax) = (x*Ax)( y*Ay) - det A = (x*Ax)( y*Ay) - A,&,. 
By Theorem l(b) in [6], we get the conclusion. n 
It would be interesting to know whether gk(A) is convex if A E M, for 
n > 3, k > 1. 
PROPOSITION 3.2. 
(a) 9$(uA + PI) 
(b) 9+A + PZ> 
Let A E M,. Then 
= vkgk( A) if k is even; 
G v~-‘~~_~(A){ p + VP,(A)} ifk is odd. 
Proof. Let {xi,..., xk} be an orthonormal family in C”. If k is even, 
then 
Thus, Pk( VA + pZ> = vkYk< A). If k = 2r - 1 is odd, then 
n x;(uA + pZ)xj = uk-l I-I 
i+j=k+l i+j=ktl, i+j 
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Thus 9,(vA + /JZ) E v k-19k-1(AX~ + v9&A)}. n 
THEOREM 3.3. Let A E M,. 
(a) Zf X is an n X m matrix satisfying X*X = I,, with m > k, then 
9$( X*AX) Cgk( A). 
(b) Zf k = r + s such that rs is even and if 
such that A,, E M, with q > r and n - q > s, then 
qr( A,,)ps( 4,) cpd A). 
(c) Zf k = r + s such that rs is even, then 
P!JA) C9JA)PS(A). 
Proof. (a): Suppose Z.L E~~(X*AX) and {ur, . . . , uk} is an orthonormal 
set in @” such that p = n,+j,k+,uT(X*AX)uj. Then Al. = ni+j=k+l y*Ay, 
E gk( A), where yi = XU, with i = 1, . . . , k form an orthonormal set in @“. 
(b): Without loss of generality assume r is even. Let 
~2 = z$~:A22~r-i+r) E?y(A22)7 
where (x1,. . . , xr) (respectively 1: yr, . . . , yJ) is an orthonormal set in @4 
(respectively Cn - 9 ). 0 ne easily constructs an orthonormal set {z,, . . . , xk} in 
C=” such that zf = (x:, 0”) for i = 1,. . . , r/2, z:,~+~ = (Of, yj”) for j = 
h:.:; 
s, and zF,~+~+~ = (~:,2+~, Of) for 1 = 1,. . . , r/2. Then p = Z-Q p2 = 
~~$+rCh$ E?(A). 
Wit out oss of generality assume r is even. Suppose fi = 
lJ~z,(x~Ax_i+,) Ebb, where {x,, . . . , xk} is an orthonormal set in @“. 
Then 
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Thus p = p1 p2 E gr( A)9& A). n 
The following example shows that the inclusion in Theorem 3.3(b) is not 
true in general if rs is odd. Suppose A,, = diag( - 1, 1, - 1, 1, . . . > E M,, 
A,, = diag(1, -1, 1, -1,. . , ) E M,_,, A,, = A& = 0. Then p1 = -1 E 
9,.( Ali) and p2 = 1 E~~(A,,), but Z-Q pz e Pk(A). 
The following example shows that the inclusion in Theorem 3.3(c) is not 
true in general if rs is odd. Let A = I, k = 2, and r = s = 1. Then 
.Y?~( A)gs( A) = .Yr( A) = ps( A) = (1) and .Fk( A) = {O}. (It would be nice to 
have an example with r, s > 1.) 
By Theorem 3.3 we have the following corollaries. 
COROLLARY 3.4. Let A E M,, and let k = r + s be such that rs is even. 
Then pk( A) < pr( A)p,( A). 
COROLLARY 3.5. Suppose A E M, is normal with eigenvalues hi, 1 =G i 
< n. 
(a) Zf k = 2r is even then 
r J++(i) - &k-i+l) 
i 1 
2 
Pk(A) am= I-I 
2 
:4apermutationof{l,...,n} . 
i=l I 
(b) Ifk=2r-lisoddthen 
r-1 *b(i) - ‘+(k-i+l) 2 
Pk( A) 2 max lA+(,,l I-I 
i 1 2 :~apermutationof{l,...,n} i=l 1 
We obtain an upper bound for pk( A) in the next proposition. 
PROPOSITION 3.6. Let A E M, have singular values u1 > a*. > Us. 
Then pk( A) < (Cf= laj/k)k. 
Proof. Since C:=ilvil < C:=,q for any(v,,...,vk)t Ebb, we have 
l-l;=ilql < (Cf=llviI/k)k < (Cf=lq/k)k. n 
Notice that if A is normal with eigenvalues hi, then its singular values are 
/hiI. Thus we can get an upper bound of pk( A) in terms of I&I. 
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Next we turn to some geometrical properties of 9,(A). 
THEOREM 3.7. Let A E M,. 
(a) Pk( A) = { p} if and only $ p = 0 and A is a scalar matrix. 
(b) 9,(A) is a nondegenerate line segment (containing 0) if and only if 
,u A + VI is a nonscalar Hermitian matrix for some p, v E C such that v = 0 
if k is odd. 
(c) Zf p is a nonzero complex number such that PA is a Her-rnitian 
matrix with eigenvalues A, 2 a** > A,, then Pa,(A) is a real line segment 
with endpoints ~-~a! and ~-~p, where 
0 if k is even or A, 2 0, 
min{f(x):x~O,xE[h,,A,_,]} ifkisoddandh,<O, 
and 
if k is even, 
ifkisoddand A, < 0, 
max{g(x):x>O,xE[A,+,,Ai]} ifkisoddandA,>O, 
where for k = 2r + 1 
f(x) =x( 
C;=,( Ai - A,_,+J - A,_, + x 2r 
2r 
and 
g(x) =x 
C’zl(Ai - A,_,+J + A,+l - x 2r 
2r i . 
Proof. Notice that A is unitarily similar to a matrix in triangular form. 
Thus for k > 2 there must be a vector in gk( A) with at least one zero entry, 
and hence pk(A) always contains 0. 
(a): If A is a scalar matrix, then clearly Pk( A) = {0} is a singleton as 
asserted. For the converse, assume that Pk(A) = (0). Suppose Ais not a 
scalar matrix. Let r = [(k + 1)/2]. Th en A is unitarily similar to A = (aij> 
such that IY = rPICrElaii # 0, /3 = (n - r)-‘(tr A - r(y) # 0, and (Y Z p. 
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Furthermore, we may assume (see [l]) that h a,, = .‘: = nrr = (Y and 
n,+ i.r+1 = *** = arln = p; otherwise replace A by U*AU for a suitable 
unitary matrix U = U, @ U, with U, E M,. Let P be a permutation matrix 
such that P’kP has diagonal entries a, p, (Y, p, (Y, . . . (until all the o’s are 
used up), and suppose P”iP = ( Bij) is in block form such that Bii E M, for 
i = I..., T - 1, and B,, E M,, where s = k - 2(r - 1). Since pk(A) is 
invariant under unitary similarity, by Theorem 3.3(b) we have 
By Proposition 3.1 and our construction, none of the sets .z?~(B,,), i = 
1 >e..> r - 1, and 9s(B,,) is th e singleton {O}. It follows that pk(A) f (01, 
which is a contradiction. 
(b): The sufficiency part is clear. For the necessity part, consider A such 
that pk( A) is a nondegenerate line segment. 
We claim that PA + VI is a nonscalar Hermitian matrix for some 
/J, v E @. Suppose that is not true. Let r = [(k + 1)/2]. Then (e.g. see [lo]) 
%%‘(A,( A)) has nonempty interior, and (r tr A)/n is an interior point. We 
may assume that tr A E R; otherwise replace A by VA for some suitable 
7 E @. Thus A is unitarily similar to a matrix A^ = (nij) such that the sum of 
the first r diagonal entries is equal to a nonzero real number 7 with 
tr A - y # 0, and y/r # (tr A - r)/(n - r). By arguments similar to those 
in (a), we may assume that a,, = 1.. = urr = (Y and n,,, r+l = ... = urlrl 
= /3 for some* distinct nonzero real numbers (Y and /3. For simplicity, we 
assume A = A. We shall show that A is Hermitian to get a contradiction. 
First we show that any 2 X 2 principal submatrix of A with diagonal 
entries (Y and /3 is Hermitian. Suppose B,, is such a submatrix of A. Let P 
be a permutation matrix such that PtAP = (Bij) with Bii E M, for i = 
1 , . . . , r - 1 and B,, E &fs, where s = k - 2(r - l), and P’AP has diagonal 
entries cr, /3, (Y, p, . . . (until all the (Y’S are used up). By Theorem 3.3(b), 
Since none of gDz(B,,), i = 1,. . . , r - 1, or ps(B,,) equals IO>, we see that 
,Y,(B,,) is a nondegenerate line segment. By Proposition 3.1, we conclude 
that B,, is normal. Since CK, p E R and cr # p, B,, is Hermitian as asserted. 
Consequently, we see that 
A= where A, E M,. 
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Moreover, since Pz(Bii) are nondegenerate real line segments for all i < k/2, 
we conclude that yk( A) c [w. 
To get the desired contradiction, we show that A, and A, are Hermitian. 
Suppose A, is not a Hermitian matrix. Let D be a non-Hermitian 2 X 2 
principal submatrix of A,. For simplicity, we assume that D is the leading 
2 X 2 principal submatrix; otherwise replace A by P’AP for a suitable 
permutation matrix P. Since D is not a Hermitian matrix, there exists a 
unitary U E M, such that U*DU has nonreal diagonal entries (Ye, (Ye. 
Consider V = u @ I, _ 2. Then 
V*AV = 
a?d there exists a permutation matrix Q such tl . hat Q”V *AVQ = (iii) where 
Bi, E M, for i = 1,. . . , r - 1, B,, E M,, and Q’V*AVQ has diagonal en- 
tries aI, P, ffz, P, a, P, a, P,. . . (until all the (Y’S are used up). Now 
By arguments similar to those in the previous discussion, ape sees that B^,, is 
normal and hence is a diagonal matrix. It follows that J?‘~( B,,) is a nondegen- 
erate line segment which is not a subset of Iw. Thus Pk( A) g [w, which is a 
contradiction. Thus A, is Hermitian. Similarly, one can show that A, is 
Hermitian and the conclusion follows. 
Now FA + VZ is a nonscalar Hermitian matrix. If k is even, then we are 
done. If k = 2r - 1 is odd, we claim that Y can be assumed to be 0, i.e., the 
eigenvalues of A and 0 are collinear. If that is not the case, then we may 
assume A = H + il for some nonscalar Hermitian matrix H; otherwise 
replace A by 7A for some suitable 7 E C. Then 9,(A) is a nondegenerate 
line segment containing complex numbers of the form y + i with y E R. In 
particular, there exist a + i, b + i E gal( A) such that a # b, A is unitarily 
similar to A, (and A,) such that the (1, 1) en,ry of A, (respec$vely A,) is 
a + i (respectively b + i), and the matrix A, (respectively A,) obtained 
from A, (respectively Ab) by removing its first row and first column is not a 
scalar matrix. Then one easily checks [see also part Cc>] that PkP 1( A^,) and 
Pk_ 1(Ah) are nondegenera:e real line segments. HFwever, it is impossible to 
have both (a + i>9,_,(A,) and (b + ikFk_,(A,) included in the line 
segment JY~(A). Thus our claim is proved. 
(c): Suppose PA is Hermitian with eigenvalues A, > ... > A,. Assume 
,u = 1 for simplicity. Let I, = IIf= l~i with (u,, . . . , vk) ES~(A). Then vi = 
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v k-i+ 1 for all i. We consider two cases. First suppose k = 2r is even. Then 
0 < l-l:= l~i. Moreover, A is unitarily similar to (Bij) such that B,,, . . . , B,, 
E M, and ui,okpr+l are the off-diagonal 
Thus D~D~-~+~ < (Pi - @/4, 
enJries of Bii for i = 1,. . . , r. 
where pi > pi are the eigenvahies of B,. 
Since (e.g., see [4]) the vector of eigenvalues of the matrix B = B,, @ e** CD 
B,, is majorized by that of A [see the proof of Theorem 2.3(d) for the 
definition o,f majorization], we see that /3r + ... +P, < A, + **a +A, and 
p, + *.. +p, > A, + **a +h,_.+l. It follows that 
Clearly, 0 E gk( A). Now A is unitarily similar to D = diag(Ai, . . . , A,), and 
D is unitarily similar to D = D, @ D, @ D, such that D,, D, E M, with 
each diagonal entry of D, (respectively, D3) equal to a = Cl= 1 A,/r (respec- 
tively, ,b = Crr i A,, _ i + Jr) (e,.g., see [I]). For a suitable permutation matrix 
P, PtDP = (Dij) such that D,, = 1.. = D,., = diag(a, b). Now each fiji is 
unitarily similar to a matrix with both off-diagonal entries equal to (a - b)/2. 
Thus [see Proposition 4.1(d)] (a - bX1,. . . , lY/2 EQ$(A) and hence {(a - 
b)/2}k E pk( A). Since pk( A) is connected, it follows that [O, ((a - b)/21kl 
G Pk( A). Consequently, Yok( A) = [ (Y, P ] as asserted. 
Now suppose k = 2r + 1 is odd. If I, = An:= pi, where (or,. , . ,v,) E 
G&(A), and if A is unitarily similar to A whose kth antidiagonal i; 
(v i, . . . , D~)~, then Y = v,+iq, where 77 is an element in L?‘~ _ i(B), where B 
is obtained from A by deleting its (T + l)th row and (r + l)th_column. If 
V r+1 E [h+l’ A,], then the sum of the r largest eigenvalues of t is at most 
C;,‘:A, - v,+ 1 and the sum of the r smallest eigenvalues of B is at least 
C:=iA,_i+, and by the result we have proved for the even case, we have 
9QBh) CJ1 = 0, [( C’=l(Ai - A,-,+l) + A\r+l - V,+l 2r 
If Vr+l E [A,, A, _ ,.I, then the sum of the r largest eigenvalue: of B^ is at 
most Cr= iAi and the sum of the r smallest eigenvalues of B is at least 
Cr=+:A,,pi+ r - v,.+ r, and hence 
9&) GJ;? = 0, 
[( 
Er=r( Ai - A,_i+i) - A,_, + or+1 2r 
2r 
) I. 
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h 
If or+ 1 E [Aner, &+ll, then th e sum of the T largest eigenvalues of B is at 
most Cr= Ihi and the sum of the r smallest eigenvalues of Z! is at least 
C~=,h,~i+i, and hence 
9@) GJ3 = 0, [( CrE1(Ai - A,_,+J 2r 2r ) l- 
Notice that for each v,+ i _one can actually consiruct A^ and Z? such that the 
(r + 1, r + 1) entry of A is v,.+~ and L~~_~(B) =Ji, J2, or Ja. It is then 
clear that if h, < 0 then /3 = 0; otherwise one should choose v,+ i > 0 anp 
u,+1 E [h,+1, A,] such that its product with the right endpoint of Yk_ 1(B) 
yields p. Similarly, if A,, > 0 then (Y = 0; otherwise one should choose 
V r+l < OandV,+, E [A,, A,, _.I such that its product with the right endpoint 
of pDk _ I( B^) yields cr. The conclusion on (Y and p then follows. n 
There are many problems on pk(A) and pk( A) that deserve further 
study. We list a few of them in the following. 
What can we say that ?Fk( A) if A is normal? 
What can we say about A if 9,(A) or convpk( A) is a polygon? 
What can we say about the differentiability of the boundary of pk(A)? 
What can we say about the linear operators that leave Yk(A) or p,(A) 
invariant? 
4. 9&A) AND &(A) 
The following properties of SSk(A) can be verified readily, and some of 
them have been used in the previous sections. 
PROPOSITION 4.1. Let A E M, and o = (v,, . . . , vkjt egk(A). 
(a) Ifk > 2, then (u,, . . . , v~_~)’ E=~_~(A). 
(b) Zf 6 is obtained from v by switching the i th and (k - i + 0th 
entries, then G EL&(A). 
(c) Zf 6 is obtained from u by switching the i th andjth entries, and also 
switching the (k - i + 11th and (k - j + l)th entries, then 6 ELS~( A). 
(d) Auector(v,,..., v~)~ E gk( A) if and only if A is unitarily similar to 
( Aij) such that Aii E M, with ofidiagonal entries vi and vkpi+ 1 for all 
i < k/2 and A,.,. = [II,] E M, ifk = 2r - 1 is odd. 
In general, it is difficult to determine whether a given v E Ck belongs to 
gk( A). The problem is much simpler if A is Hermitian, as shown by the 
following result. 
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PROPOSITION 4.2. Suppose A E M, is Hermitian. Then v = (v,, . . . , vkjt 
E Ck belongs to gk( A) if and only if 
(a) v&i+ 1 = c;ji for all i, 
(b) there exists an orthonormal set {x1, . . . , xk} such that x~Axi - 
x$-i+lhk-i+l > 2IviI f or all i Q k/2, and v, = &4x, if k = 2r - 1 is 
Odd. 
Proof. Let r = [(k + 1)/2]. By Proposition 4.1(c), (vl,. . . , vkjt E 
&(A) if and only if A is unitarily similar to B = ( Bi .) such that Bii E M,, 
and Bii has off-diagonal entries vi and ok _i+, for a!l i < k/2, and B,, = 
[v,] E,M~ if k = 2r - 1 is odd. If Bii has eigenvalues pi > pi, then 
pi - pi > 21vil for all i Q k/2. Let {r,, . . . , xk! be an orthonormal set in C” 
such that x~Ax~ = pi and x~_~+~A~_~+~ = pi for all i < k/2, and xTAx, 
= v, if k = 2r - 1 is odd. Then {xl, . . . . xk} will satisfy conditions (a) and 
(b). 
One can reverse the above arguments to get the converse of the state- 
ment. n 
THEOREM 4.3. Zf A E M, is Hermitian, then gk( A) is convex. 
hOOf. Let f” = [(k + 1)/2]. SUppOSe (V,, . . . , vkjf, (ZQ, . . . , t+jt E 
gk( A). Then there exists B = (Bij) (respectively, C = (C,,)) such that 
Bii E M, (respectively, Cii E M,) has ui and vk _i+ 1 (respectively, ui and 
uk_i+l) as the off-d’ g la onal entries for all i =G k/2, and B,, = [v,] E M, 
(respectively, C,, = [u,] E M,) if k = 2r - 1 is odd. To prove our assertion, 
it suffices to show that the midpoint of (v,, . . . , ukjt and (ul,. . . , ukjt belongs 
to 9&A). ppply a unitary sir$lariq transform toAB (respectively, to C> to 
get B -(Bij) (respectively C = (C,,)) :o that Bii = diag( Pi, Pi> (respec- 
tively, Cii = diag(y,, 9i>>, where pi 2 Pi (respectively, yi > Ti> are the 
eigenvalues of Bii (respectively, C,,). Since (vi, vk_i+ 1>” Egz(Bii), we have 
pi - pi > 2/vi I. Similarly, we have -yi - Ti > 21~~1. Let 9 be the collection 
of w E C” such that w is the vector of diagonal entries of a matrix of the 
form V*AV, where V is unitary. Then by a result of Horn [4] 9 is convex. 
Thus there exists a, uni\ary matrix W such thft A^ 7 W *AW has diagonal 
equal LO that of (B + C)/2. If we pa?ition A = (Aij) in block form such 
that Aji E M, for all i < k/2 and A,, E M, if k = 2r - 1, then fo; all 
i < k/2, the difference between the larger and smaller eigenvalues of A,, is 
at least (pi + ‘yi - pi - Ti)/z > lvil + 1~~1 > lui + vi). Thus (vi + 
ui, Vk_i+l + uk_i+l)t/2 E 9z(Aji>. Consequently, (VI f U1, . . . , vk + 
u,)/2 l gk(A). n 
Notice that if (v,,..., v~)~ •g~( A), then there exist unitary matrices U 
and V such that the first k diagonal entries of UAV are vl, . . . , uk. Thus (e.g., 
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see [151) (lo,l, . . . , Iuk I)’ is weakly majorized by (a,, . . . , ukIt, i.e., the sum of 
the r largest entries of the vector (lu,I, . . . , Iok I)’ is not larger than Cr= 1a, 
for r = l,..., k, where u1 2 1.. > crk are the k largest singular values of 
A. Consequently, we have the following result (see [12]). 
PROPOSITION 4.4. Let A E M, harje singular values u, 2 ... > a,. If 
(v,, . . . , tikjt Ebb, then (111~1,. . . , 10~1)~ is weakly mujorized by 
(a,,..., uk)‘. Consequently, if f is an increasing Schur convex function on 
Rk+, then f<<loll,. . . , IwklY) 6 f<<ul,. . . , a, )” ). Suppose f is strictly increasing 
or strictly Schur convex. Then the equality holds if and only if (10, I, . . . , lok I>” 
= P(u,, . . . , uk)’ for some permutation matrix P. In such case, A is unitarily 
similar to A, CB A, such that A, = C:= ]vi Ei k_i+, E M,. 
Notice that one can choose f(x) = I(xII or f(x) = Ck=, xi. In these cases, 
the inequality in the proposition becomes 
c&(A) < tI(~~,...>~~)~ll and +(A) =G i u~( A). 
i=l 
The following inequality is easy to verify. 
PROPOSITION 4.5. Let A E M,. lf r, s, k are positive integers such that 
rsisevenandr+s=k<n,then 
dk( A)' < d,(A)’ + d,(A)‘. 
As with gk(A) and p,(A), th ere are many interesting problems on 
gk( A) and dk( A) that deserve further study. 
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