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Spontaneous continuous symmetry breaking in two dimensions
is not possible for non-zero temperatures. Therefore, com-
mon phase transitions are not expected in a two-dimensional
xy-model. The appearance of vortices, however, induces the
Berezinski-Kosterlitz-Thouless transition. The motivation of this
chapter is to derive the arguments for such a transition and in-
vestigate some of its properties.
1 Introduction
Usually, one associates a phase transition to undergo spontaneous symmetry
breaking when taking its disordered phase to the less symmetric ordered phase.
We expect the several separate orientations of the order parameter below the crit-
ical temperature to be related by a symmetry operation with respect to the order
parameter. The emergence of an exclusive orientation characterizes the sponta-
neous symmetry breaking. There, however, is a theorem by Mermin and Wagner,
which states that there cannot be any spontaneous continuous symmetry break-
ing in dimension d ≤ 2, provided a non-zero temperature. This implies absence
of long-range order in a two-dimensional system with continuous symmetry. In
a spin system described by a xy-model, which is of continuous symmetry, we,
however, observe a phase transition which is known as the Berezinski-Kosterlitz-
Thouless transition.
As we will see, at low temperatures, the spin interaction between nearest
neighboring sites is subsiding algebraically, thus it is of quasi-long-range order.
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For high temperatures, we, however, expect an exponential decay of the correla-
tion, hence the spin interaction is short-ranged. Now, how can one explain this
phenomenon without contradiction to the Mermin-Wagner theorem? As we will
see, topological defects called vortices will make the phase transition possible,
and thus we can elude a continuous symmetry breaking. But before we will get
to that point, we will have to behold some more general concepts, such as the
basics of statistical mechanics and renormalization group theory.
Statistical Mechanics
A classical system of N particles which is coupled to a reservoir of ﬁxed tem-
perature T, while its energy can ﬂuctuate, is described by its canonical partition
function
Z =
X
φ
e
−βH(φ), (1)
where H is the Hamiltonian and φ indicates a possible state. Further, we have
β = 1
kBT, with kB the Boltzmann constant and T the temperature. The expo-
nential e−βH is also referred to as the Boltzmann weight. The probability that
one particular state φ is occupied is then
Pφ =
e−βH(φ)
Z
, (2)
which is also called the canonical ensemble. This deﬁnes the entropy
S = kB ln
￿
1
P
￿
, (3)
where P is the probability of occurrence of a state when equally probable. S
can, however, also be derived by thermodynamic means. All thermodynamic
quantities can be determined by Eq. (1), starting with the free energy
F = −
1
β
lnZ. (4)
Furthermore, we obtain for the internal energy of a system
U = −T
2∂(F/T)
∂T
(5)
and, by Legendre transformation of U with respect to S, we receive −F, thus
F = U − TS, (6)
where the potential F is called the Helmholtz free energy. It describes a minimum
in equilibrium, provided the temperature and the volume of the system are heldBerezinski-Kosterlitz-Thouless Transition in Spin Systems 3
constant. The expectation value of a ﬂuctuating quantity A is given by
 A  =
X
φ
A(φ)Pφ =
P
φ A(φ)e−βH(φ)
P
φ e−βH(φ) . (7)
For the discussion of the Berezinski-Kosterlitz-Thouless transition, we have
to adopt some general concepts about phase transitions. First, we introduce the
order parameter, which is a non-zero value in the ordered phase. In the disordered
phase, however, it is identically zero. The point at which the value of the order
parameter becomes zero is the critical point, which deﬁnes the transition going
from the ordered to the disordered phase. In a ferromagnet the order parameter
is identiﬁed by the spontaneous magnetization. When a quantity σ exhibits
correlation, the order of a system is indicated by the correlation function
G(x) =  σ(x)σ(0) , (8)
where x is the spatial distance. The order parameter will become zero for inﬁnite
system size, provided the correlation function tends to zero.
Another, general way of writing the correlation function is
G(x) ≈
e−r/ξ(T)
rd−2+η , (9)
where η is a critical exponent and ξ(T) is the correlation length, which is a
measure of the length scale at which the behavior of a material begins to diﬀer
distinctly from its macroscopic properties.
For systems at thermal equilibrium, we observe a ﬁrst-order transition when at
the critical temperature Tc the ﬁrst derivatives of the free energy with respect to a
thermodynamic variable are discontinuous. If they are continuous, but the second
derivatives exhibit discontinuity, it is termed a second-order phase transition.
They are sometimes also called discontinuous and continuous phase transitions,
respectively. In general, the correlation length of a ﬁrst-order transition is ﬁnite,
whereas for a second-order transition we expect inﬁnite correlation length.
A very well known concept is the Ising model, which considers a lattice with
classical spins si = ±1 attached to each lattice site i. The Hamiltonian is given
by
H(s) = −
1
2
X
i,k
Jiksisk − h
X
i
si, (10)
where h indicates an external homogeneous ﬁeld and the constant J describes
the nearest neighbor interactions. Requiring J > 0, we obtain a model for a
ferromagnet. For an Ising model with dimension d ≤ dl, where dl = 1 is the lower
critical dimension for discrete symmetries, there cannot be any phase transition.4 Topology in Physics
The Renormalization Group
In renormalization group procedures, parameters deﬁning the problem are re-
expressed in terms of other parameters, without changing the physics in behind.
This results in renormalization group ﬂows in the parameter space, whose equa-
tions describe the physical problem and are the essence of renormalization group
theory.
Consider real space renormalization in lattice spin systems, e.g. block spin
transformations. Let us assume a two-dimensional Ising model which is not
exposed to any magnetic ﬁeld. Now we group the spins into squares of 3×3 spins
and assign a new variable s′ = ±1 to these blocks, where s′ = +1 or s′ = −1 if
there are predominantly up spins or down spins, respectively, at hand. At the
critical point, we observe a scale invariance, thus the conﬁguration of the new
variables s′ and the one for the spins s are statistically the same. Starting above
the critical point, the statistics change, but we ﬁnd, assuming nearest neighbor
interaction, that the dominant interactions will remain short-ranged, independent
on the count of iterations of the transformation. Furthermore, the partition
function, and thus thermodynamics, is not aﬀected by the renormalization group
procedure. Large distance behavior remains the same.
The renormalization group transformation can be understood as acting on
the space of all possible couplings {K}, which is
{K
′} = R{K}, (11)
where R depends on the length rescaling parameter b. Suppose there is a ﬁxed-
point K = K∗ at which R is diﬀerentiable. Thus, by linearizing about the
ﬁxed-point, we obtain
K
′
a − K
∗
a ∼
X
b
Tab(Kb − Kb∗), (12)
where Tab = ∂K′
a/∂Kb|K=K∗. Furthermore, retrieving the eigenvalues λi and the
left eigenvectors {ei} of T, we have
X
a
e
i
aTab = λ
ie
i
b. (13)
We assume the eigenvalues to be real. Near the ﬁxed point, we observe
u
′
i =
X
a
e
i
a(K
′
a − K
∗
a) =
X
a,b
e
i
aTab(Kb − K
∗
b)
=
X
b
λ
ie
i
b(Kb − K
∗
b) = λ
iui, (14)
where we have deﬁned the scaling variables
ui ≡
X
a
e
i
a(Ka − K
∗
a), (15)Berezinski-Kosterlitz-Thouless Transition in Spin Systems 5
which describe linear combinations of the deviations from the ﬁxed point, hence
Ka − K∗
a. Furthermore, we can deﬁne the renormalization group eigenvalues yi
by λi = byi. The scaling variables ui are called relevant if yi > 0 and irrelevant if
yi < 0. When yi = 0, the scaling variables are marginal. A scaling variable that
is relevant will, by repeated renormalization group iterations, drift oﬀ the ﬁxed
point, while in the irrelevant case, it will move toward zero, provided starting
suﬃciently close to the ﬁxed point. When ui is marginal, there can be made no
predictions whether the ﬁxed point is approached or ui is driven away from it.
From such renormalization group ﬂows, we retrieve the physics of the system.
Suppose a n′-dimensional space describing the neighborhood of a ﬁxed point
with n relevant eigenvalues. Thus, ignoring marginal eigenvalues, there are
(n′ − n) irrelevant eigenvalues and therefore an (n′ − n)-dimensional hypersur-
face, whose points are attracted toward the ﬁxed point. By continuity, we can
expand this hypersurface to a ﬁnite region, which is called the critical surface
and exhibits inﬁnite correlation length. This surface can act as a separatrix
when dividing points which tend to large values of Ka from those ﬂowing toward
Ka = 0.
The renormalization group is universal, thus possesses a universality class,
which consists of all those critical models which ﬂow into the same ﬁxed point.
The xy-Model
Consider rotations in a two-dimensional plane of continuous symmetry, i.e. U(1)
or O(2). We deﬁne θ as the angle indicating the direction of the order pa-
rameter, which is either a two-dimensional vector  s  or a complex number
 Ψ . The occurrence of an exclusive orientation of the order parameter is re-
sponsible for symmetry breaking. A two-dimensional lattice with a planar spin
s(x) = s(cosθ(x),sinθ(x)) attached on each site x obeys the O(2) symmetry.
This is the so-called xy-model, where spin interactions are of nearest neighbor
order. It can also be written in complex form, where the order parameter is
replaced by  Ψ  = | Ψ |eiθ.
The Free Energy in the xy-Model
Considering Ginzburg-Landau theory, we ﬁnd that, in the ordered phase of the
xy-model, the free energy F has the shape of the bottom of a champagne bottle
(Fig. 1). Its minimum is achieved on a circle on the base of the bottle. Points on
this circle are depicted by the angle θ and the radius speciﬁed by the magnitude of
the order parameter. Rotations around the circle correspond to spatially uniform
changes in θ, and thus do not alter the free energy. However, spatially non-
uniform changes in θ increase the free energy.
As long as there is no evidence for the contrary, we can assume the elastic free
energy Fel = F[θ(x)] − F[θ = const.] to be analytic in ∇θ. Thus, the simplest6 Topology in Physics
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Figure 1: Free energy of the ordered phase. The horizontal is described by
the order parameter of the xy-model. At temperatures lower than the critical
temperature, the free energy takes the shape of a wine bottle. Sometimes it is
also referred to as the Mexican hat potential.
form for Fel is
1
2
Z
d
dxρs[∇θ(x)]
2 (16)
when employing the absence of terms of linear dependence of ∇θ in the expansion
of Fel, which follows from the fact that the uniform state is minimal with respect
to any variations of the order parameter. Excitations of the order parameter
are, in magnetism, called spin-waves. Such degrees of freedom are Goldstone
modes that occur whenever a continuous symmetry is broken. The coeﬃcient ρs
is referred to as the spin-wave stiﬀness, helicity modulus, or simply as the rigidity.
It can be thought of as the coeﬃcient describing a parabolic dispersion relation.
Lowest state in free energy is achieved when applying spatially uniform changes
in θ. However, when imposing boundary conditions, we might want to consider
non-uniform solutions for θ, e.g.
θ = θ0
z
L
, (17)
Fel =
1
2
ρsL
d−2θ
2, (18)
when requiring θ = 0 at z = 0 and θ = θ0 at z = L. Therefore, we can deﬁne the
spin-wave stiﬀness in the following way:
ρs = lim
L→∞
2L
2−dF[θ0] − F[0]
θ2
0
, (19)Berezinski-Kosterlitz-Thouless Transition in Spin Systems 7
where the constraint for F[0] is θ = 0 at both z = 0,L and F[θ0] satisﬁes the
conditions mentioned previously. In d = 2 dimensions, ρs has the units of energy
and therefore is the characteristic temperature scale for the sample. At low
temperatures, ρs is of order Tc. Eq. (16) is the simplest form consistent with
the constraint of charge conservation and thus the invariance of the energy under
continuous global U(1) transformations. This can be perceived when taking into
account the commutativity of the microscopic Hamiltonian H of a system with
particle number N, i.e.
[H,N] = 0, (20)
N ≡
X
σ
ψ
†
σψσ, (21)
where the complex order parameter is
|Ψ|e
iϑ(x) ≡  ψ
†
↑ψ
†
↓ . (22)
The unitary transformation U ∈ U(1), with
U ≡ e
φN, (23)
leaves the Hamiltonian invariant, i.e.
UHU
† = H. (24)
It can be shown that, in general, gauge transformations that leave the Hamilto-
nian invariant must conserve particle number, i.e. gauge invariance and charge
conservation are equivalent. [1]
The free energy in Eq. (16) can also be derived from the Hamiltonian of a
d-dimensional hypercubic lattice
H = −J
X
 ij 
si   sj = −Js
2 X
 ij 
cos(θi − θj), (25)
where si and sj are classical spins of magnitude s lying in the xy-plane. Their
orientation with respect to the x-axis is indicated by θi, where 0 ≤ θi < 2π
and  ij  indicates the summation over nearest neighbors. H exhibits a continuous
symmetry, i.e. it is invariant under the transformation θi → θi+θ0. We suppose
|θi − θj| << 2π at suﬃciently low temperatures. Thus, we can use the Taylor
expansion of the cosine,
cos(θi − θj) = 1 −
1
2
(θi − θj)
2 + O[(θi − θj)
4], (26)
to yield
H = −Js
2 X
 ij 
1 +
1
2
Js
2 X
 ij 
(θi − θj)
2. (27)8 Topology in Physics
Replacing the ﬁrst term by the ground state energy E0 and writing the second
term as the sum over a that runs over all nearest neighbors with lattice sites x,
we obtain
H = E0 +
Js2
4
X
x,a
[θ(x + a) − θ(x)]
2. (28)
Furthermore, we assume θ(x) to vary little with x. Hence, using Taylor expansion
and the continuum model, we get
H = E0 +
Js2
2ad−2
Z
d
dx[∇θ(x)]
2, (29)
with a being the distance between nearest neighbors. The second term of the
expression above is equivalent to Eq. (16) as ρs = Js2
ad−2 in the d-dimensional
hypercubic lattice.
Suppose now a spatially uniform external ﬁeld hx(x) aligned along the x-axis.
Then the additional term obtained in the Hamiltonian is
Fext = −
Z
d
dx hx  s(x)  = −
Z
d
dx|s(x)| hx cosθ(x). (30)
The minimum energy state imposes θ = 0 and  s  = sex, i.e. the magnetization
points also in x-direction. Thus, we observe a continuous symmetry breaking
associated with the application of an external ﬁeld.
Correlation and Order
The spin correlation function, following Eq. (8), is
G
′(x,0) =  s(x)   s(0)  = s
2 cos[ϑ(x) − ϑ(0)] 
= s
2Re e
i(ϑ(x)−ϑ(0))  = s
2e
−Re(g(x)). (31)
Note that ϑ is the phase of the ﬂuctuating ﬁeld, whereas θ indicated the phase of
the average order parameter. Furthermore, q is a point of the reciprocal lattice
and
g(x) = T
Z
ddq
(2π)d
1 − eiq x
ρsq2 . (32)
This expression can be derived in spin-wave approximation. We impose periodic
boundary conditions and use Fourier representation to write
ϑ(x) =
1
√
N
X
q
ϑqe
iq x. (33)Berezinski-Kosterlitz-Thouless Transition in Spin Systems 9
Eq. (29) becomes
H = E0 +
Js2
2ad−2
Z
d
dx
￿
−
1
N
￿X
q,q′
qq
′ϑqϑq′e
i(q+q′) x
= E0 −
1
N
Js2
2ad−2
X
q,q′
qq
′ϑqϑq′
Z
d
dxe
i(q+q′) x
= E0 −
Js2a2
2
￿
2π
a
￿d 1
N
X
q,q′
qq
′ϑqϑq′δ
(d)(q + q
′), (34)
where, in Eq. (34), we have used the Dirac Delta function,
δ
(d)(q) =
￿
1
2π
￿d Z
d
dxe
iq x. (35)
Furthermore, we transform
1
N
X
q′
→
￿ a
2π
￿d Z
d
dq
′ (36)
and we obtain
H = E0 −
Js2a2
2
N
X
q
qϑq
Z
d
dq
′δ
(d)(q + q
′)q
′ϑq′
= E0 +
Js2a2
2
X
q
q
2ϑqϑ−q
= E0 + Js
2a
2 X
q
′
q
2(α
2
q + γ
2
q), (37)
where ϑq = αq + iγq = (ϑ−q)∗ and
P ′
is the sum over half the Brillouin zone.
Now we can evaluate the expectation value with methods of statistical mechanics,
i.e. Eq. (7), explicitly
 e
i(ϑ(x)−ϑ(0))  =
P
ϑq e−βHei(ϑ(x)−ϑ(0))
P
ϑq e−βH , (38)
where β =
1
kBT and H is determined by Eq. (37). Furthermore, we deﬁne
λ = βJs2a2 and consider the transformation given in Eq. (36) as well as Gauss
integration over the decoupled wave number space variables. Thus, for the de-10 Topology in Physics
nominator, we ﬁnd
X
ϑq
e
−βH = e
−βE0
X
ϑq
e
− λ
2
P
q q2|ϑq|2
= e
−βE0
X
ϑq
Y
q
e
− λ
2q2|ϑq|2
=
1
N′
Y
q
Z
dϑqe
− λ
2q2|ϑq|2
=
1
N′
Y
q
Z
dαqe
− λ
2 q2|αq|2
Z
dγqe
− λ
2 q2|γq|2
=
1
N′
Y
q
￿
2π
λq2
￿
, (39)
where N′ is a constant, containing e−βE0 and the normalization factor of the
continuity transform. The numerator is determined as follows:
X
ϑq
e
−βHe
i(ϑ(x)−ϑ(0)) = e
−βE0
X
ϑq
e
− λ
2 q2|ϑq|2
e
i 1 √
N
P
q ϑq(eiqx−1)
= e
−βE0
X
ϑq
e
− λ
2 q2|ϑq|2
e
i 1 √
N
P′
q[ϑq(eiqx−1)+ϑ∗
q(e−iqx−1)]
= e
−βE0
X
ϑq
e
− λ
2 q2|ϑq|2
e
i 1
2
√
N
P
q[ϑq(eiqx−1)+ϑ∗
q(e−iqx−1)]
=
1
N′
Y
q
Z
dαqe
− λ
2 q2|αq|2
e
i 1 √
N αq(cosq x−1)
 
Z
dγqe
− λ
2q2|αq|2
e
i 1 √
N αq sinq x
=
1
N′
Y
q
￿
2π
λq2
￿
e
− 1
2λq2
1
N [(cosq x−1)2+(sinq x)2]
=
1
N′
Y
q
￿
2π
λq2
￿
e
− 1
λN
P
q
1−cos q x
q2 . (40)
Thus, Eq. (38) becomes
 e
i(ϑ(x)−ϑ(0))  = e
−
kBT
NJs2a2
P
q
1−cos q x
q2 . (41)
Therefore, using Eqs. (31) and (36), we get
Re(g(x)) =
kBTad−2
Js2
Z
ddq
(2π)d
1 − cos(q   x)
q2 , (42)Berezinski-Kosterlitz-Thouless Transition in Spin Systems 11
which corresponds nicely to Eq. (32) as ρs = Js2
ad−2 and the Boltzmann constant is
set kB = 1. In d = 2 dimensions, g(x) becomes
g(x) =
T
ρs
Z
d2Q
(2π)2
1 − eiQ x
Q2
=
T
2πρs
Z
dq dθ
2π
1 − eiq|x|cosθ
q
, (43)
where we have used Q = Rq, with q = (qcosθ,qsinθ), R ∈ SO(2), and R
Tx =
(|x|,0), hence Q x = (Rq) x = q  (R
Tx) = q|x|cosθ. Thus, Eq. (32) in d = 2
is written as
g(x) =
T
2πρs
I(|x|), (44)
I(|x|) =
Z Λ
0
dq
q
￿
1
2π
Z 2π
0
dθ
￿
1 − e
iq|x|cosθ￿￿
, (45)
where Λ is the high wave number cutoﬀ. Using the Bessel function of order 0
J0(q|x|) =
1
2π
Z π
−π
e
−iq|x|sinθ =
1
2π
Z 2π
0
e
iq|x|cosθ, (46)
Eq. (45) becomes
I(|x|) =
Z
1 − J0(q|x|)
q
dq, (47)
which can be written in terms of u = q|x| and is broken into three parts,
I(|x|) =
Z 1
0
1 − J0(u)
u
du +
Z Λ|x|
1
du
u
−
Z Λ|x|
1
J0(u)
u
du
= lnΛ|x| + ˜ γ + O
￿
(Λ|x|)
−3/2￿
. (48)
For large |x|, ˜ γ becomes
˜ γ =
Z 1
0
1 − J0(u)
u
du −
Z ∞
1
J0(u)
u
du ≈ −0.1159. (49)
This quantity can be derived by evaluation of the following sums:
Z 1
0
1 − J0(u)
u
du =
1
8
∞ X
k=0
k!
[(1 + k)!]3
￿
−
1
4
￿k
≈ 0.1212, (50)
Z ∞
1
J0(u)
u
du = lim
m→∞
 
m X
k=1
1
k
− lnm
!
−
1
8
∞ X
k=0
k!
[(1 + k)!]3
￿
−
1
4
￿k
− ln2
≈ 0.5772 − 0.1212 − 0.6931, (51)12 Topology in Physics
where the Euler-Mascheroni constant, lim
m→∞
￿Pm
k=1
1
k − lnm
￿
≈ 0.5772, is also
denoted as γ. In the case of a square lattice, ˜ γ = γ + 1
2 ln8, thus ˜ γ ≈ 1.6169. For
d = 2 and |x| large, using Eqs. (44) and (48),
g(x) =
T
2πρs
I(|x|) =
T
2πρs
[ln(Λ|x|) + ˜ γ]
=
T
2πρs
ln(Λe
˜ γ|x|) =
T
2πρs
ln(˜ Λ|x|), (52)
where ˜ Λ = Λe˜ γ. We perceive that g(x) exhibits logarithmic divergence. Thus,
Eq. (31) becomes
G
′(x,0) = s
2e
−Re(g(x)) = s
2e
− T
2πρs ln(˜ Λ|x|) (53)
= s
2(˜ Λ|x|)
− T
2πρs. (54)
This can be written as
G
′(x,0) = s
2(˜ Λ|x|)
−η, (55)
η =
T
2πρs
, (56)
which describes an algebraically decaying correlation for |x| large. Such power-law
decay in the order parameter correlation functions is referred to as quasi-long-
range order (QLRO). Eq. (55) is in agreement with the Mermin-Wagner theorem
and we observe that for T > 0 the system appears to be in a critical phase. At
high temperatures, however, we expect that
G(x) ∼
￿ ρs
2T
￿|x|
∼ e
−|x|/ξ, (57)
where ξ−1 = ln(2T/ρs).
Thus, there must be a phase transition, despite the Mermin-Wagner theorem.
It is carried out by topological defects called vortices. These are another kind
of excitations, diﬀerent from the spin-waves used above. They produce a phase
transition that is independent of spontaneous symmetry breaking.
2 Vortices
Assume a d-dimensional space and consider the magnitude of the order parameter
 s(x)  = s(cosθ(x),sinθ(x)) to be periodic in θ(x). We may encounter situations
in which  s(x)  is continuous everywhere but in a subspace of dimension ds,
with ds < d, e.g. we suppose a singularity at the origin. This singularity can be
removed by no longer deﬁning the angle θ at this point and having the magnitude
of the order parameter tend toward zero at the origin.Berezinski-Kosterlitz-Thouless Transition in Spin Systems 13
Figure 2: Vortex of unit strength in the xy-model. θ changes by 2π when encir-
cling the singularity counterclockwise with a large closed curve. A closed curve,
not containing the vortex core, exhibits no change in θ.
In d = 2, we can set θ(x) = kφ + θ0, θ0 being a constant, and we write
x = (r,φ) in polar coordinates. Hence,  s(x)  will be continuous and we have
a ﬁnite ∇θ = k/r everywhere but in the singularity. Therefore, one can extract
the following conditions: I
∇θ(x)   dl = 2kπ, (58)
where l is encircling the singularity, and
I
∇θ(x)   dl = 0, (59)
where l is not encircling the singularity. In the two-dimensional xy-model, one
can think of this as having the angle θ varying very little between neighboring
sites. Following its behavior around a large closed curve, we ﬁnd a change of θ by
a non-zero multiple of 2π (Fig. 2). In spin conﬁgurations, such singularities are
called vortices, and their winding number k is referred to as the vortex strength or
vorticity. More generally speaking, such vortices belong to the class of topological
defects. They have in common that they do not disappear under whatever con-
tinuous transformation of the order parameter. In d = 3, the vortices appear as
lines, in analogy with charged wires. For reasons of simplicity, we shall predom-
inantly suppose d = 2, as we are considering the Berezinski-Kosterlitz-Thouless
transition in the xy-model.
Vortex Energy
The total energy of a vortex Ev in the two-dimensional xy-model with winding
number k can be divided into two parts, the core energy Ec, arising with the
destruction of the order parameter at the vortex core, and the elastic energy Eel,
hence
Ev = Ec + Eel. (60)14 Topology in Physics
The free energy, Eq. (16), thus the elastic energy when neglecting entropy con-
tributions, applied to vortex excitations satisﬁes
I
dθ = 2kπ, (61)
−ρs∇
2θ = 0, (62)
where Eq. (61) is equivalent to Eq. (58). Requiring δFel = 0, corresponding to
ground state conﬁguration of the spin system, produces Eq. (62),
δFel =
ρs
2
δ
Z
d
dx[∇θ]
2 =
ρs
2
Z
d
dx
∂
∂(∇θ)
[∇θ]
2δ(∇θ)
= −ρs
Z
d
dx ∇
2θ δθ = 0, (63)
when using partial integration. A solution to these constraints, excluding the
origin, is the ﬁeld
θ = kφ, (64)
vs ≡ ∇θ =
k
r
eφ, (65)
with φ = tan−1(y/x), r = (x2 + y2)1/2, and longitudinal superﬂuid velocity vs,
since it is proportional to the gradient of a scalar function. Thus, the elastic
energy, following Eq. (16), is
Eel =
1
2
ρs
Z
d
2xv
2
s =
1
2
ρs
Z
d
2x
￿
k
r
￿2
=
1
2
ρs2πk
2
Z R
a
dr
rdr
r2 = πk
2ρs ln(R/a), (66)
with core radius a and linear dimension of the system R. The same result can
be attained by a diﬀerent calculation. Assuming a discontinuity of 2kπ of the
variable θ along a cut with surfaces Σ− and Σ+, while θ = 0 on Σ− and θ = 2kπ
on Σ+, brings forth
Eel =
1
2
Z
d
2xρs(∇θ)
2 =
1
2
Z
d
2xρs
￿
∇(θ(∇θ)) − θ(∇
2θ)
￿
=
1
2
Z
d
2xρs
￿
∇(θ(∇θ)) − θ(∇
2θ)
￿
=
1
2
Z
d
2xρs∇(θvs) (67)
=
1
2
Z
ρsθvs   dΣ =
1
2
Z
θhs   dΣ (68)
=
1
2
￿Z
θ
+hs   dΣ
+ + θ
−hs   dΣ
−
￿
=
1
2
(θ
+ − θ
−)
Z R
a
drρs|vs| = πk
2ρs ln(R/a), (69)Berezinski-Kosterlitz-Thouless Transition in Spin Systems 15
where we have used Eq. (62) in Eq. (67), Gauss and hs = ρsvs in Eq. (68).
Furthermore, eφ and −eφ are the normals to Σ+ and Σ−, respectively. In the
thermodynamic limit, Eq. (66) becomes inﬁnite, thus we do not expect single
vortices to appear. Since it is impossible to distort the spin conﬁguration of
a vortex into a completely aligned state, vortices are considered topologically
stable, although single vortex excitations are located above ground state.
The core energy in two dimensions is depending linearly on the area of the
defect and the condensation energy fcond of the ordered state, which describes
the increase in free energy per unit area originating from the destruction of the
order parameter, hence
Ec = Aa
2fcond, (70)
A being a numerical constant and a the core radius. We assume the total vortex
energy in Eq. (60) to be minimized with respect to the parameter a. Therefore,
−
πk2ρs
a
= 2aAfcond = 0, (71)
a
2 =
πk2
2
ρs
Afcond
, (72)
and we obtain
Ec =
π
2
ρsk
2. (73)
Consider two vortices which are separated by the distance r and at po-
sitions x1 and x2, respectively. Eq. (62) demands θ(x) = θ(1) + θ(2), with
θ(i) = tan−1[(y − yi)/(x − xi)]. Thus,
Eel =
1
2
Z
d
2xρs(v
(1)
s + v
(2)
s )
2
= E1 + E2 +
1
2
Z
d
2x(h
(1)
s   v
(2)
s + h
(2)
s   v
(1)
s )
= E1 + E2 +
1
2
(θ
+
2 − θ
−
2 )
Z R
r
ρs
k1
r
dr +
1
2
(θ
+
1 − θ
−
1 )
Z R
r
ρs
k2
r
dr
= E1 + E2 + 2πρsk1k2 ln(R/r), (74)
where v
(i)
s = ∇θ(i) and Ei are the energies of the isolated vortices,
Ei =
1
2
Z
d
2xρs(v
(i)
s )
2, (75)
separated by the distance r. Hence, using ln(R/r) − ln(R/a) = ln(a/r),
Eel = πρs(k
2
1 + k
2
2)ln(R/a) + 2πρsk1k2ln(R/r)
= πρs(k1 + k2)
2 ln(R/a) + 2πρsk1k2 ln(a/r). (76)16 Topology in Physics
Figure 3: Multiple vortices in a ﬁnite xy-model. Vortices whose strengths have
the same sign are repelling each other, whereas opposite signs lead to an attractive
interaction.
Taking this to the general case of α vortices (Fig. 3), one observes that for P
α kα = 0 the elastic energy does not diverge for inﬁnite sample size. Such
states will occur at T > 0 as thermal excitations. A pair of vortices with oppo-
site strengths is topologically equivalent to the uniform state, i.e. they describe
ground state excitations. The tightly bound conﬁguration in which the vortices
of such a pair are nearest neighbors is the state of minimal energy. Furthermore,
one identiﬁes easily the repulsive interaction of vortices of same sign, an attrac-
tive interaction for opposite signs, respectively. In the case of two vortices, we
obtain
F 21 = −∇2Ev = 2πρsk1k2∇(lnr)
= 2πρsk1k2
(x2 − x1)
|x2 − x1|2, (77)
which is the force exerted by vortex 1 on vortex 2.
Analogy in Magnetism
When considering loops of constant currents, we encounter a striking analogy
between vortex interactions and magnetic interactions. We ﬁnd that we canBerezinski-Kosterlitz-Thouless Transition in Spin Systems 17
apply the theory of magnetism to vortex theory in d = 3 when replacing the
magnetic intensity H with vs and the magnetic induction B with hs. These
perceptions immediately impose further analogies, as
Z
vs   dl = 2kπ ↔
Z
H   dl = I, (78)
ρs∇
2θ = ∇   hs = 0 ↔ ∇   B =  ∇   H = 0. (79)
Thus, it follows that the current I carried by the enclosed wire I ↔ 2kπ and the
magnetic permeability   ↔ ρs. Now we introduce the ﬁeld m as the analogy of
the current density J. For Γ encircling α vortex lines, we obtain
I
Γ
vs   dl =
Z
∇ × vs   dS = 2π
X
α
kα =
Z
m   dS. (80)
Therefore, we have
∇ × vs = m (81)
and we call m the vortex density. In case of a single vortex, we can write, in
analogy with the current density of a wire,
m(x) = 2kπezδ
(2)(x⊥ − x), (82)
where the vortex line at the core position x = (x⊥,0) is parallel to ez. In case
of α vortex lines with cores at x = (xα
⊥,0), Eq. (82) becomes
m(x) = 2πez
X
α
kαδ
(2)(x
α
⊥ − x), (83)
which for vortex loops with core position xα(l), as a function of arc length l, is
m(x) = 2π
X
α
Z
dl
dxα(l)
dl
kαδ
(3)(x
α(l) − x). (84)
Furthermore, we have
∇ × m = ∇ × (∇ × vs)
= ∇(∇vs) − ∇
2vs = −∇
2vs, (85)
since ∇2θ = 0 by Eq. (62). This is compatible with
vs = ∇ ×
Z
d
dxG(x − x
′)m(x
′), (86)
where G(x − x′) is the Laplacian Green function deﬁned by
−∇
2G(x − x
′) = δ
(d)(x − x
′), (87)18 Topology in Physics
which can also be written in the following form:
G(x − x
′) =
Z
ddq
(2π)d
eiq (x−x′)
q2 . (88)
Moreover,
∇   m = ∇(∇ × vs) = ǫijk∂i∂jvs,k = 0. (89)
Therefore, Eq. (16) becomes
Eel =
1
2
ρs
Z
d
dxv
2
s =
1
2
ρs
Z
d
dx
￿
∇
′ ×
Z
d
dx
′G(x − x
′)m(x)
￿
vs
=
1
2
ρs
Z
d
dx(∇
′ × vs)
Z
d
dx
′G(x − x
′)m(x)
=
1
2
ρs
Z
d
dx
Z
d
dx
′m(x)G(x − x
′)m(x
′)
=
1
2
ρs
Z
ddq
(2π)d
1
q2
Z
d
dx m(x)e
iq x
Z
d
dx
′m(x
′)e
−iq x′
=
1
2
ρs
Z
ddq
(2π)d
m(q)m(−q)
q2 . (90)
3 Berezinski-Kosterlitz-Thouless Transition
Free Energy Argument
Suppose a two-dimensional lattice of linear dimension R with lattice parameter
a. The vortex core can now be at (R/a)2 diﬀerent positions. Thus, in statistical
mechanics, i.e. Eq. (3), the entropy of the system S = ln(R/a)2 = 2ln(R/a)
when setting kB = 1. The energy of a single vortex of unit strength (k = 1)
is, using Eq. (66), E = πρs ln(R/a). Therefore, a xy-system containing a single
vortex of unit strength accomplishes a change in free energy, i.e.
F = E − TS = (πρs − 2T)ln(R/a), (91)
where we have used Eq. (6). One can clearly identify the critical temperature
Tc = πρs/2. For temperatures lower than the critical temperature, T < Tc, the
free energy ﬁnds its minimum only in case of absence of any isolated vortices. The
contrary is true when T > Tc, and single vortices of unit strength will proliferate.
Thus, Tc indicates the transition temperature from the algebraically ordered to
the disordered phase.
Reduction in Spin-Wave Stiﬀness
In Sec. 2, we have seen that at the vortex core the magnitude of the order pa-
rameter tends to zero. But not only does this amplitude ﬂuctuation reduce theBerezinski-Kosterlitz-Thouless Transition in Spin Systems 19
average magnitude of the order parameter, it diminishes the spin-wave stiﬀness
as well. To see that, we ﬁrst impose boundary conditions to ϑ(x), i.e. vanishing
ϑ(x) at the edges of the sample. Hence, we want θ(x) to be spatially uniform.
We expect the gradient of ϑ(x) averaged over the volume to be zero, since
1
Ω
Z
d
dx ∇ϑ(x)  =
1
Ω
Z
dS ϑ(x)  = 0, (92)
S being the surface and Ω the volume of the sample. Now, let ϑ(x) = ϑ′(x)+v x,
with ϑ′ = 0 at the boundaries. Then we obtain a spatially uniform
∇θ =
1
Ω
Z
d
dx ∇ϑ
′(x) + v  = v. (93)
Furthermore, using Eq. (19), we write the renormalized spin-wave stiﬀness as
ρ
R
s =
2
v2Ω
[F(v) − F(0)]. (94)
We decompose ϑ into an analytic part ϑa and a singular part ϑsing caused by
vortices. The Hamiltonian of the xy-model at low temperatures is a function
of vs = ∇ϑ(x), which can be split into a longitudinal part v
||
s = ∇ϑa and a
transverse part v⊥
s = ∇ϑsing. We have ∇ × v
||
s = 0 and ∇   v⊥
s = 0. The
requirement of a spatially uniform gradient of the macroscopic phase leads to
vs = v
||
s + v + v⊥
s , with ϑa = 0 on the boundaries. Thus, by Eq. (4),
F(v) = −T lntr exp
￿
−
H(v)
T
￿
, (95)
where H(v) = (ρs/2)
R
ddx(v
||
s + v + v⊥
s )2 + H′ and H′ is independent of vs.
When only taking into account the ﬁrst part of H(v), we ﬁnd by Eq. (95) and
Taylor expansion,
F(v) =
Ωρsv2
2
− T lntr exp
￿
−
H(v = 0)
T
￿
exp
￿
−
ρs
T
Z
d
dx[v   vs(x)]
￿
=
Ωρsv2
2
−
ρ2
s
2T
Z
d
dxd
dx
′ vsi(x)vsj(x
′ vivj + F(0) + O(v
4). (96)
From Eqs. (94) and (96), one derives the following expression:
ρ
R
s = ρs −
ρ2
s
(d − 1)T
Z
d
dx v
⊥
s (x)   v
⊥
s (0) . (97)20 Topology in Physics
Thus, we have a reduction in the macroscopic spin-wave stiﬀness ρR
s , caused by
vortices. Rewriting this in terms of the vortex source function m, we have
ρ
R
s = ρs −
￿
1
d − 1
￿
lim
q→0
ρ2
s
q2T
 m(q)   m(−q) , (98)
which also corresponds to
ρ
R
s =
1
T
Z
d
dx
￿
 g
||(x)   g
||(0)  −
1
d − 1
 g
⊥(x)   g
⊥(0) 
￿
, (99)
using  v
||
s(q)   v
||
s(−q)  = T
ρs and g(x) ≡ ρsvs(x).
Renormalization Equations
We have contemplated, in analogy to the magnetic case, how vortex lines induce
a vortex density, i.e. Eq. (83). The source function is normal to the xy-plane,
m(x) = 2πeznv(x), where nv(x) deﬁnes a scalar vortex density. In two di-
mensions, the correlation function will yield the expression given in Eq. (48).
Similarly, we can now calculate the Laplacian Green function, Eq. (88), in two
dimensions, hence
G(x) =
Z
d2q
(2π)2
eiq x
q2 =
1
2π
Z
dq
q
J0(q|x|). (100)
When implying I(|x|) from Eq. (47), we can simplify the calculation and write
G(x) =
1
2π
ln(R/a) −
1
2π
I(|x|). (101)
Thus, using Λ = 2π/a, we obtain
G(x) =
1
2π
ln(R/a) −
1
2π
ln(|x|/a) + const. (102)
By utilization of Eqs. (83) and (90), the contribution to Eel from the ﬁrst term
can be written as
ρs
2
2πln(R/a)
￿Z
d
2xnv(x)
￿2
∼ ln(R/a)
 
X
α
kα
!2
. (103)
For an inﬁnite sample size, the total vorticity must equal zero. Else, Eq. (103)
would lead to an inﬁnite energy contribution. The Hamiltonian of the system is
H = HSW + HV, (104)Berezinski-Kosterlitz-Thouless Transition in Spin Systems 21
where HSW is the spin-wave part and HV is the contribution from vortices, thus
HSW
T
=
1
2
K
Z
d
2x(∇ϑa)
2, (105)
HV
T
= −πK
Z
|x−x′|>a
d
2xd
2x
′nv(x)nv(x
′)ln
￿
|x − x′|
a
￿
+
Ec
T
X
α
k
2
α, (106)
where K = ρs/T is the reduced spin-wave stiﬀness and HSW is emerging from
the longitudinal part of vs. In Eq. (106), we integrate only over positions which
are separated by a distance greater than the short distance cutoﬀ a, such that no
two vortices can occupy the same point in space. We can impose the vortices to
lie on a lattice and consider a as lattice parameter, thus Eq. (106) becomes
HV
T
= −πK
X
l,l′
klkl′ ln
￿
|Rl − Rl′|
a
￿
+
Ec
T
X
l
k
2
l, (107)
where l indicates a vortex position and Rl,l′ are vectors in the lattice.
Often, it is useful to consider the analog case of a two-dimensional Coulomb
gas with Hamiltonian HC. Thus, HV is identical to HC up to core contributions.
Therefore, the condition of having the total vorticity vanish is analog to the
constraint of charge neutrality.
Furthermore, we rewrite Eq. (98) as
KR = K − (2π)
2K
2 lim
q→0
 nv(q)nv(−q) 
q2 (108)
≡ lim
q→0
KR(q), (109)
where KR = ρR
s /T is the renormalized spin rigidity. When considering low tem-
peratures, thus Ec >> T, we can apply Taylor series expansion to the fugacity
y = e
−Ec/T (110)
and, since constraining charge neutrality, which imposes lim
q→0
nv(q) = 0, we obtain
for the vortex density correlation
 nv(q)nv(−q)  = q
2C2 + O(q
4), (111)
where
C2 = −lim
q→0
1
4Ω
Z
d
2xd
2x
′ nv(x)nv(x
′) (x − x
′)
2
= −
1
4Ω
X
l,l′
(Rl − Rl′)
2 klkl′ . (112)22 Topology in Physics
To lowest order in y, we have
 klkl′  = −2y
2
￿
|Rl − Rl′|
a
￿−2πK
. (113)
Considering only lowest order in K−1, we obtain
K
−1
R = K
−1 + 4π
3y
2
Z ∞
a
dr
a
￿r
a
￿3−2πK
. (114)
The integral converges for 3 − 2πK < −1, hence K > 2/π, corresponding to low
temperatures, while for K ≤ 2/π it diverges. Thus, perturbation theory does not
hold at high temperatures. One relies upon renormalization group arguments to
master this problem. The integral is divided into two components, where the
ﬁrst, converging component is incorporated into K−1,
Z ∞
a
→
Z aeδl
a
+
Z ∞
aeδl
, (115)
(K
′)
−1 = K
−1 + 4π
3y
2
Z aeδl
a
dr
a
￿r
a
￿3−2πK
. (116)
Therefore,
K
−1
R = (K
′)
−1 + 4π
3y
2
Z ∞
aeδl
dr
a
￿r
a
￿3−2πK
= (K
′)
−1 + 4π
3y
2e
δle
δl(3−2πK)
Z ∞
a
dr
a
￿r
a
￿3−2πK
= (K
′)
−1 + 4π
3(y
′)
2
Z ∞
a
dr
a
￿r
a
￿3−2πK
, (117)
where Eq. (117) was attained through rescaling the cutoﬀ parameter,
ae
δl → a, (118)
and deﬁning the rescaled fugacity
y
′ = e
(2−πK)δly. (119)
Taking into consideration y4 corrections, Eq. (117) can be rewritten as
K
−1
R = (K
′)
−1 + 4π
3(y
′)
2
Z ∞
a
dr
a
￿r
a
￿3−2πK′
, (120)
leading to a replacement of K by the shifted parameter K′. When rewriting
Eq. (116) as
(K′)−1 − K−1
δl
= 4π
3y
2 1
δl
Z aeδl
a
dr
a
￿r
a
￿3−2πK
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evaluating the integral,
Z aeδl
a
dr
a
￿r
a
￿3−2πK
=
1 − e(4−2πK)δl
2πK − 4
, (122)
and letting δl → 0, we obtain
lim
δl→0
(K′)−1 − K−1
δl
= 4π
3y
2 lim
δl→0
1 − e(4−2πK)δl
(2πK − 4)δl
= 4π
3y
2 lim
δl→0
e
(4−2πK)δl (123)
dK−1
dl
= 4π
3y
2, (124)
where in Eq. (123) we have used de l’Hˆ opital’s rule. The same procedure applied
to Eq. (119) yields
lim
δl→0
y′ − y
δl
= lim
δl→0
e(2−πK)δl − 1
δl
y
= lim
δl→0
(2 − πK)e
(2−πK)δly
dy
dl
= (2 − πK)y. (125)
Thus, we have derived the diﬀerential renormalization equations, up to higher
order correction terms,
dK−1
dl
= 4π
3y
2(l) + O[y
4(l)], (126)
dy(l)
dl
= [2 − πK(l)]y(l) + O[y
3(l)]. (127)
These two equations are often referred to as the Kosterlitz-Thouless recursion
relations.
Vortex Unbinding
For K(l) > 2/π, one observes, by examination of the Kosterlitz-Thouless recur-
sion relations, a decrease in the fugacity y(l) with increasing arc length l. In
case of K(l) < 2/π, the fugacity increases with growing l. This behavior is in
perfect accordance to the occurrence of unbound vortices above the critical tem-
perature Tc and their absence below Tc, as preliminarily deduced from an energy
contemplation.
Another way of explaining this observation is derived from real space renor-
malization group discussed in Sec. 1. By an increase of the lattice parameter
a, which also describes the minimum distance between vortices, closely bound24 Topology in Physics
vortex-antivortex pairs separated by a distance less than a will disappear. The
vortex density thus decreases. K = K(l = 0) is a measure of the energy of an-
gle variation between nearest neighboring sites at a distance a from each other.
Therefore, the stiﬀness also decreases and K−1(l) will increase with increasing l.
In contrary, when vortices are unbound, with rescaling of a, vortices persist.
In the analogy of the Coulomb gas, when replacing vortices with free charges,
one can identify this transition with the unbinding of molecules at a condensed
phase, while attaining a conducting plasma. The constraint of vanishing vorticity
holds, hence charge neutrality of the plasma is required.
Integration of the Kosterlitz-Thouless Recursion Relations
Set K∗(1 − x(l)) = K, where K = K∗ and y = y∗ describe the ﬁxed point of the
recursion relations, Eqs. (126) and (127), which is K∗ = 2/π, y∗ = 0. For small
deviations from the ﬁxed point, one can consider only lowest order in x. Thus,
d
dl
K
−1 =
d
dl
π
2
(1 − x)
−1
=
π
2
(1 − x)
−2dx
dl
(128)
= 4π
3y
2, (129)
d
dl
y =
￿
2 − π
2
π
(1 − x)
￿
y. (130)
Hence, to lowest order in x,
dx
dl
= 8π
2y
2(1 − x)
2 = 8π
2y
2, (131)
dy
dl
= 2xy, (132)
and
dx2
dl
= 2x
dx
dl
= 16π
2xy
2, (133)
dy2
dl
= 2y
dy
dl
= 4xy
2, (134)
dx2
dy2 =
dx2
dl
dl
dy2 = 4π
2. (135)
Solving the diﬀerential Eq. (135), one receives the hyperbolae
y
2 =
1
4π2(x
2 + C), (136)
with C being a constant (Fig. 4). It is a measure for the distance from the criticalBerezinski-Kosterlitz-Thouless Transition in Spin Systems 25
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Figure 4: Hyperbolic solutions to Eq. (135). In case of C = 0, one obtains the
asymptotes of the hyperbolae. The critical line y = −x/(2π) ends in the critical
ﬁxed point x∗ = 0, y∗ = 0.
point and can be written as
C = b
2(T − Tc). (137)
Converting Eq. (131) in terms of x, one attains
dx
dl
= 2(x
2 + C). (138)
We see that, for x  = 0, x(l) increases with increasing l, i.e. x ﬂows to the right. In
case of low temperature, T < Tc, thus C < 0, when replacing u(l) = x(l)/
p
|C|,
we obtain
du
u2 − 1
= 2
p
|C|dl. (139)
Integration of the left hand side achieves
Z u(l)
u(0)
du
u2 − 1
=
1
2
Z u(l)
u(0)
du
￿
−
1
u + 1
+
1
u − 1
￿
= −
1
2
ln
￿
u(l) + 1
u(0) + 1
￿
+
1
2
ln
￿
u(l) − 1
u(0) − 1
￿
=
1
2
ln
￿
1 − u(l)
1 + u(l)
1 + u(0)
1 − u(0)
￿
. (140)
The right hand side integrated is
Z l
0
2
p
|C|dl = 2
p
|C|l. (141)26 Topology in Physics
Thus, one can write u(l) as follows:
u(l) = −
1 − D0e
−4
√
|C|l
1 + D0e
−4
√
|C|l
, (142)
where D0 = [1 + u(0)]/[1 − u(0)], while
lim
l→∞
x(l) = lim
l→∞
−
p
|C|
1 − D0e
−4
√
|C|l
1 + D0e
−4
√
|C|l
= −
p
|C|. (143)
Furthermore, for ρR
s (Tc)/Tc = 2/π,
KR = lim
l→∞
K(l) = lim
l→∞
K
∗(1 − x(l)) = K
∗(1 +
p
|C|)
= K
∗(1 + b
p
T − Tc) =
2
π
[1 + b
p
T − Tc]
=
ρR
s (Tc)
Tc
[1 + b
p
T − Tc], (144)
ρ
R
s (T) = ρ
R
s (Tc)[1 + b
p
T − Tc]. (145)
Considering high temperatures, T > Tc, hence C > 0, the solution to Eq. (138)
is Z x(l)
x(0)
dx
x2 + C
=
1
√
C
￿
tan
−1 x(l)
√
C
− tan
−1 x(0)
√
C
￿
= 2l. (146)
For T > Tc, in the vicinity of the critical point, x(0) is negative, and when
T → Tc,
p
|C| → 0, while |x(0)| >>
p
|C|. Hence, tan−1(x(0)/
√
C) ≈ − π/2.
Let x(l∗) be positive, thus tan−1(x(l∗)/
√
C) ≈ π/2, and Eq. (146) becomes
2l
∗ =
π
√
C
, (147)
l
∗ =
π
2
1
b
√
T − Tc
=
b′
√
T − Tc
, (148)
where bb′ = π/2 is universal, although the coeﬃcients b and b′ are not. Thus, the
correlation length in the neighborhood of the critical point, with the condition
T > Tc, is
ξ
a
= e
l∗
= e
b′/
√
T−Tc. (149)
Rewriting Eqs. (55) and (56) in terms of the renormalized parameters, one
obtains
¯ G(x) ∼ |x|
−η(T), (150)
η(T) =
1
2πKR(T)
. (151)Berezinski-Kosterlitz-Thouless Transition in Spin Systems 27
Thus, in the limit T → T −
c , the exponent η(T) becomes
lim
T→T
−
c
η(T) = lim
T→T
−
c
1
2πKR(T)
=
1
4
(152)
when taking into consideration
lim
T→T
−
c
KR(T) =
2
π
. (153)
At exactly T = Tc, hence C = 0, Eq. (138) becomes
dx
dl
= 2x
2, (154)
which integrated delivers
x(l) =
x(0)
1 − 2lx(0)
. (155)
For l large, we have x(l) ≈ − 1
2l, and thus K
−1
R = π
2[1+x(l)] to leading order in y.
Applying the Josephson scaling relation to the reduced spin-wave stiﬀness, leads
to
KR(q) = e
(d−2)lKR(e
lq). (156)
Therefore, when setting el∗q = 1 or x(l∗) = −(lnq−1)/2,
g(x) =
Z
d2q
(2π)2
1 − eiq x
KR(q)q2
∼
1
4
Z Λ
|x|−1
dq
q
￿
1 −
1
2lnq−1
￿
∼
1
4
ln|x| −
1
8
ln(ln|x|), (157)
and
G(x) = e
−g(x) ∼
(ln|x|)1/8
|x|1/4 . (158)
At high temperatures, T > Tc, we observe that
G(x) ∼
￿
K
2
￿|x|
∼ e
−|x|/ξ, (159)
with ξ−1 = ln(2/K).28 Topology in Physics
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Figure 5: Renormalization ﬂows of the recursion relations. The thin line repre-
sents initial conditions. The line originating at the dot applies to a temperature
T > Tc.
Renormalization Analysis
One can now investigate the renormalization ﬂows (Fig. 5) of the recursion re-
lations, Eqs. (126) and (127). We ﬁnd a separatrix, which passes through the
critical point y(l) = 0, K−1 = π/2, indicated with ys(l), K−1
s (l). The initial
conditions of a ﬂow satisfy the fugacity term
y = e
−Ec/T = e
−EcK/ρs, (160)
and thus determine the transition temperature, which arises from intersection
of the fugacity term with the separatrix ys, K−1
s . Furthermore, small y, with
K−1 < π/2, i.e. points beneath the separatrix, ﬂow toward y(l) = 0, with K−1
exhibiting a ﬁnite value. Thus, in the limit
KR = lim
l→∞
K(l), (161)
the renormalized rigidity will be ﬁnite, which induces the absence of any unbound
vortices. Points above the separatrix will, however, tend to large y, with K−1
large, thus aim at a phase with unbound vortices and vanishing rigidity. For
points that lie on the separatrix itself, having K−1 < π/2, the renormalization
ﬂow is toward the critical point.Berezinski-Kosterlitz-Thouless Transition in Spin Systems 29
Conclusion
Two-dimensional systems that exhibit O(2) or U(1) symmetry cannot undergo
a phase transition based on spontaneous symmetry breaking. This is substanti-
ated by the Mermin-Wagner theorem. However, a Berezinski-Kosterlitz-Thouless
transition, which we have characterized as vortex unbinding phenomenon, is pos-
sible. It carries an algebraically ordered phase with power-law correlations to a
disordered phase with exponential correlations.
More precisely, we have seen that for T < Tc spin-wave theory applies and
the system is of quasi-long-range order, namely
G(x) ∼ |x|
−η(T), (162)
where η(T) = 1/[2πKR(T)]. Located at the left-hand-side of the separatrix, the
system aspires a state of vanishing fugacity, hence suppressed vortices, and ﬁnite
rigidity. At T = Tc, vortices unbind and the correlation function becomes
G(x) ∼
[ln(|x|/a)]1/8
|x|1/4 . (163)
The renormalization ﬂow is toward the critical point. In the case of T > Tc,
vortices are unbound and the system exhibits exponential correlations, i.e.
G(x) ∼ e
−|x|ξ−1
, (164)
where the inverse correlation length is ξ−1 = ln(2/K). Its ﬂows head toward a
state of vanishing rigidity.
4 Example in Condensed Matter Physics
Superﬂuid helium ﬁlms exhibit proper xy-symmetry, thus one expects a Berezinski-
Kosterlitz-Thouless transition, taking the superﬂuid to the normal ﬂuid state.
However, in this case we deﬁne
vs ≡
~
m
∇θ, (165)
which has units of velocity. We therefore call vs the superﬂuid velocity. The free
elastic energy is then
Fel =
1
2
Z
d
dxρsv
2
s =
1
2
ρs
￿
~
m
￿2 Z
d
dx(∇θ)
2. (166)
Thus, the rigidity ρs is the mass density. When also replacing
ρs →
￿
~
m
￿2
ρs, (167)30 Topology in Physics
we can directly apply the results of Sec. 3 to two-dimensional superﬂuid helium
ﬁlms. Thus, for m being the mass of a helium core, we obtain
lim
T→T
−
c
K(T) = lim
T→T
−
c
ρs
Tc
= lim
T→T
−
c
(m2/~)2ρR
s
Tc
=
2m2kB
π~2 ≈ 3.4913 × 10
−9 g cm
−2 K
−1 (168)
when considering Eq. (153) and reintroducing the Boltzmann constant kB. Mea-
surements of superﬂuid densities extrapolated to zero frequency yield for this
value about 3.35 × 10−9 g cm−2 K−1. [2]
Furthermore, one can also observe a large non-universal peak in the speciﬁc
heat above Tc that is associated with the entropy liberated by the vortex unbind-
ing and is characteristic for a Berezinski-Kosterlitz-Thouless transition.
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