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Let (M, g) be a complete noncompact Riemannian manifold with the m-dimensional
Bakry–Émery Ricci curvature bounded below. In this paper, we give a local Li–Yau type
gradient estimate for the positive solutions to a general nonlinear parabolic equation
ut = u − ∇φ · ∇u − au logu − qu
in M × [0, τ ], where a ∈ R, φ is a C2-smooth function and q = q(x, t) is a function, which
generalizes many previous well-known gradient estimate results.
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1. Introduction and main results
Let (M, g) be an n-dimensional complete noncompact Riemannian manifold with the m-dimensional Bakry–Émery Ricci
curvature (see (1.8) below for the deﬁnition) bounded below. In this paper, we shall prove a local Li–Yau type gradient
estimate for the positive solutions of the nonlinear parabolic equation
ut = u − ∇φ · ∇u − au logu − qu (1.1)
on such manifolds, where a ∈ R, φ is a C2-smooth function deﬁned on M and q = q(x, t) a function which is C2 in the
x-variable and C1 in the t-variable. Eq. (1.1) is closely linked with the gradient Ricci solitons, which are the self-similar
solutions to the Ricci ﬂow introduced by R.S. Hamilton [11]. Hence we also expect our local gradient estimate may be
useful in understanding the Ricci solitons. Now we recall the deﬁnition of Ricci solitons [6, Chapter 4].
Deﬁnition A. A Riemannian manifold (M, g) is called a gradient Ricci soliton if there exists a smooth function f : M → R,
sometimes called potential function, such that for some constant λ ∈R, it satisﬁes
Ric(g)+ ∇ g∇ g f = λg (1.2)
on M , where Ric(g) is the Ricci curvature of manifold M and ∇ g∇ g f is the Hessian of f . A soliton is said to be shrinking,
steady or expanding if the constant λ is respectively positive, zero or negative.
Suppose that (M, g) is a gradient Ricci soliton, and λ, f are described in Deﬁnition A. Letting u = e f , under some
curvature assumptions, we can derive from (1.2) that [9, Eq. (7)]
u + 2λu logu = (A0 − nλ)u, (1.3)
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J.-Y. Wu / J. Math. Anal. Appl. 369 (2010) 400–407 401for some constant A0. Eq. (1.3) is a nonlinear elliptic equation and is a special case of Eq. (1.1). For this kind of equation,
L. Ma proved the following result.
Theorem B. (See L. Ma [9].) Let (Mn, g) (n  3) be a complete noncompact Riemannian manifold satisfying Ricci curvature
Ric(B2R(p))  −K := −K (2R) for some constant K (2R)  0, where R > 0 and B2R(p) is a metric ball. Let u be a positive smooth
solution to the elliptic equation
u − au logu = 0 (1.4)
with a > 0. Let f := logu and let ( f ,2 f ) be the maximum among f and 2 f . Then there exist two uniform positive constant c1 and c2
such that
|∇ f |2 − a( f ,2 f ) n[(n + 2)c
2
1 + (n − 1)c21(1+ R
√
K ) + c2]
R2
+ 2n(|a| + K ) (1.5)
in BR(p).
Meanwhile, L. Ma [9] pointed out that it would be interesting to consider local gradient estimates for positive solutions
to a special case of the parabolic equation (1.1). Later, Y.Y. Yang [12] gave an answer to this question and established the
following local gradient estimate.
TheoremC. (See Y.Y. Yang [12].) Let (Mn, g) be a complete noncompact Riemannianmanifold satisfying Ricci curvature Ric(B2R(p))
−K := −K (2R) for some constant K (2R) 0, where R > 0 and B2R(p) is a metric ball. Let u be a positive smooth solution to Eq. (1.1)
with q ∈R and φ ≡ c0 , where c0 is a constant on M × [0,∞) and let f := logu. Then for any α > 1 and 0< δ < 1,
|∇ f |2 − α( ft + af + q)
 nα
2
2δt
+ nα
2
2δ
·
[
22
R2
+ ν
R2
+ σ + (n − 1)
2
R2
(1+ R√K ) + K
α − 1 +
nα22
8(1− δ)(α − 1)R2
]
(1.6)
in BR(p)× (0,∞), where  > 0 and ν > 0 are some constants and where σ = a/2 if a > 0; σ = −a if a < 0.
Our results of this paper are motivated by the above work. In order to present main results of this paper, let us ﬁrst
recall some of the notation and symbols about the Bakry–Émery Ricci curvature (please see [1–3,7] for more details). Given
an n-dimensional Riemannian manifold (M, g) and a C2-smooth function φ, we may deﬁne a symmetric diffusion operator
L :=  − ∇φ · ∇, and the ∞-dimensional Bakry–Émery Ricci curvature Ric(L)
Ric(L) := Ric+ Hess(φ), (1.7)
where Hess denotes the Hessian of the metric g . Following the notation used in [7], we also deﬁne the m-dimensional
Bakry–Émery Ricci curvature of L on the n-dimensional Riemannian manifold
Ricm,n(L) := Ric(L) − ∇φ ⊗ ∇φ
m − n , (1.8)
where m := dimBE (L)  n is called the Bakry–Émery dimension of L, which is a constant and is not necessarily to be an
integer. Note that the number m is not in general equal to the manifold dimension n, unless the operator L is the Laplacian.
If m = ∞, then Ricm,n(L) = Ric(L).
According to [1], we say that the symmetric diffusion operator L satisﬁes the curvature-dimension condition CD(K ,m) if
Γ2(u,u)
1
m
(Lu)2 + K |∇u|2, ∀u ∈ C∞(M), (1.9)
where Γ2(u,u) := 12 L|∇u|2 − 〈∇Lu,∇u〉. By [7], we know that the curvature-dimension condition CD(Km,n,m) holds if
and only if Ricm,n(L)  Km,n . The inequality (1.9) can be regarded as the generalized Bochner–Weitzenböck formula for
Ricm,n(L) Km,n .
Now we give a local Li–Yau type gradient estimate for the positive smooth solutions of Eq. (1.1) with the m-dimensional
Bakry–Émery Ricci curvature bounded below.
Theorem 1.1. Let (M, g) be an n-dimensional complete noncompact Riemannian manifold satisfying Ricm,n(B2R(p))  −K :=
−K (2R) for some constant K (2R) 0, where R > 0 and B2R(p) is a metric ball. Assume that
Lq θ(2R) and |∇q| γ (2R) (1.10)
in Bp(2R) × [0, τ ] for some constants θ(2R) and γ (2R). Let u(x, t) be a positive smooth solution to Eq. (1.1) on M × [0, τ ] and let
f := logu. Then for any α > 1 and ε ∈ (0,1), f (x, t) satisﬁes
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 mα
2
2R2
·
[
C21(m − 1)(1+
√
K R)+ C2 + 2C21 +
mC21α
2
4(α − 1)
]
+ mα
2
2
·
(
1
t
+ |a−|
)
+
[
3
(
m
4
)4/3
α2
(
γ 4(α − 1)2α2ε−1)1/3 + m2α4
4(1− ε)(α − 1)2
(
α − 1
2
a+ + K
)2
+ mα
3θ
2
]1/2
(1.11)
in Bp(R)× (0, τ ], where C1 and C2 are two absolute positive constants; and where a− := min{a,0} and a+ := max{a,0}.
Remark 1.2. This general gradient estimate includes many well-known gradient results. In fact, if a = 0 and L = , then the
m-dimensional Bakry–Émery Ricci curvature is Ricci curvature and therefore Theorem 1.1 reduces to the Li–Yau’s classical
gradient estimate (see Theorem 1.2 in [8]). If L =  and q is a real number, then Theorem 1.1 reduces to Theorem C.
Moreover, our result is a little better than Theorem C. Because our estimate does not exist a uniform parameter δ (0< δ < 1).
In addition, if a = q ≡ 0, our estimate becomes Theorem 5.1 in [7] proved by X.D. Li.
By Theorem 1.1, in a special setting, we can immediately get the following corollary.
Corollary 1.3. Let (M, g) be a complete noncompact Riemannian manifold with Ricm,n(L) 0. If u(x) is a positive smooth solution to
the elliptic equation
u − ∇φ · ∇u − au logu − qu = 0 (1.12)
in M, where a = 0 and q = q(x), satisfying (1.10), then
u(x) exp
[
−
(
m2
16
+ m
2
θa−2
)1/2
− a−1 m
2τ
− a−1q
]
if a > 0, (1.13)
u(x) exp
[
m
2
− a−1
(
m
2
θ
)1/2
− a−1 m
2τ
− a−1q
]
if a < 0, (1.14)
where τ > 0 is some ﬁxed constant.
When φ is a constant, i.e., L = , we can take m = n and then Corollary 1.3 becomes
Corollary 1.4. Let (M, g) be a complete noncompact Riemannian manifold with Ric  0. If u(x) is a positive smooth solution to the
elliptic equation
u − au logu − qu = 0 (1.15)
in M, where a = 0 and q = q(x), satisfying (1.10), then
u(x) exp
[
−
(
n2
16
+ n
2
θa−2
)1/2
− a−1 n
2τ
− a−1q
]
if a > 0, (1.16)
u(x) exp
[
n
2
− a−1
(
n
2
θ
)1/2
− a−1 n
2τ
− a−1q
]
if a < 0, (1.17)
where τ > 0 is some ﬁxed constant.
Remark 1.5. If q = 0 and τ → ∞, the result here is the same as Y.Y. Yang’s Corollary 1.2 in [12].
Our method of proving Theorem 1.1 is the classical gradient estimate, which is originated by S.T. Yau [13] (see also Cheng
and Yau [5]). We mainly follow the means of P. Li and S.T. Yau’s proof in [8].
The rest of this paper is organized as follows. In Section 2, we give a basic lemma to prepare for proving Theorem 1.1.
In Section 3, we prove Theorem 1.1 in two parts. We ﬁrst prove Theorem 1.1 for the case a 0; then we prove Theorem 1.1
for the case a < 0. In Section 4, we apply Theorem 1.1 to prove Corollary 1.3.
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In this section, we will prove the following lemma which is essential in the derivation of the gradient estimate of the
nonlinear parabolic equation (1.1).
Let u(x, t) be a positive smooth solution of (1.1) in M × [0, τ ]. Deﬁne a smooth function
f (x, t) := logu(x, t)
in M × [0, τ ]. By (1.1), we have
(
L − ∂
∂t
)
f = −|∇ f |2 + af + q. (2.1)
Then we have the following lemma, which is a generalization of the computation carried out in Lemma 1.1 of [8].
Lemma 2.1. Let M be a complete n-dimensional noncompact Riemannian manifold with Ricm,n(L)  −K for some constant K  0.
Let f (x, t) is a smooth function deﬁned on M × [0, τ ] satisfying Eq. (2.1). Then for any given α  1, the function
F := t[|∇ f |2 − α( ft + af + q)]
satisﬁes the following inequality
(
L − ∂
∂t
)
F − F
t
+ aF − 2〈∇ f ,∇ F 〉 + 2t
m
(|∇ f |2 − ft − af − q)2
− [(α − 1)a + 2K ]t|∇ f |2 − αtLq − 2(α − 1)t〈∇ f ,∇q〉. (2.2)
Proof. By (2.1), direct computation yields
LF = t[L|∇ f |2 − αL ft − αaL f − αLq]. (2.3)
Under the curvature-dimension CD(−K ,m) condition assumption, we have
L|∇ f |2  2
m
|L f |2 + 2〈∇L f ,∇ f 〉 − 2K |∇ f |2. (2.4)
Substituting this into (2.3), we get
LF  t
[
2
m
|L f |2 + 2〈∇L f ,∇ f 〉 − 2K |∇ f |2 − αL ft − αaL f − αLq
]
. (2.5)
Hence we have
−αL ft + 2〈∇L f ,∇ f 〉 = Ft
t
− F
t2
+ 2(α − 1)〈∇ f ,∇ ft〉 + 2〈∇ f ,∇L f 〉
= Ft
t
− F
t2
+ 2(α − 1)〈∇ f ,∇(L f + |∇ f |2 − af − q)〉+ 2〈∇ f ,∇L f 〉
= Ft
t
− F
t2
− 2
t
〈∇ f ,∇ F 〉 − 2(α − 1)a|∇ f |2 − 2(α − 1)〈∇ f ,∇q〉, (2.6)
where we used the following formulae
L f = −|∇ f |2 + ft + af + q = − F
αt
−
(
1− 1
α
)
|∇ f |2. (2.7)
Plugging (2.6) into (2.5), we get
(
L − ∂
∂t
)
F  2t
m
|L f |2 − 2Kt|∇ f |2 − αatL f − αtLq − F
t
− 2〈∇ f ,∇ F 〉
− 2(α − 1)at|∇ f |2 − 2(α − 1)t〈∇ f ,∇q〉. (2.8)
Substituting (2.7) into the above formula (2.8), we then prove the lemma. 
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3.1. The case a 0
In this section, at ﬁrst we will use the Li–Yau localization technique to give gradient estimates on the positive smooth
solutions of Eq. (1.1) for a 0.
We take a C2 cut-off function ϕ˜ deﬁned on [0,∞) such that ϕ˜(r) = 1 for r ∈ [0,1], ϕ˜(r) = 0 for r ∈ [2,∞), and 0 
ϕ˜(r) 1. Furthermore ϕ˜ satisﬁes
−C1  ϕ˜
′(r)
ϕ˜1/2(r)
 0
and
ϕ˜′′(r)−C2
for some absolute constants C1,C2 > 0. Denote by r(x) the distance between x and p in M . Set
ϕ(x) = ϕ˜
(
r(x)
R
)
.
We shall consider the function ϕF with support in Bp(2R) × [0,∞). Using an argument of Calabi [4] (see also Cheng and
Yau [5]), we can assume ϕ(x) ∈ C2(M) with support in Bp(2R). Direct calculation shows that on Bp(2R)
|∇ϕ|2
ϕ

c21
R2
(3.1)
and also
Lϕ = ϕ˜
′Lr
R
+ ϕ˜
′′|∇r|2
R2
. (3.2)
By the generalized Laplacian comparison theorem (see p. 1324 of [7] or [3]), since Ricm,n −(m − 1)K (2R), we have
Lr  (m − 1)√K (2R) coth(√K (2R)r). (3.3)
Together with the formulae of (3.2) and (3.3), we have
Lϕ −C1
R
(m − 1)√K (2R) coth(√K (2R)R)− C2
R2
. (3.4)
To obtain the desired estimates, we will apply the operator L to the function ϕF , and then apply the maximum prin-
ciple argument. Note that for any ﬁxed T > 0 (T  τ ), if ϕF  0 on Bp(2R) × [0, T ], then (1.11) follows. Now we assume
max(x,t)∈Bp(2R)×[0,T ] ϕF > 0. Let (x0, t0) be a point where ϕF achieves the positive maximum. Clearly at (x0, t0), we have
∇(ϕF ) = 0, Ft  0 and L(ϕF ) 0. (3.5)
All further calculations in this part will be at (x0, t0). Applying Lemma 2.1 to the equation
L(ϕF ) = (Lϕ)F + 2〈∇ϕ,∇ F 〉 + ϕ(LF ), (3.6)
and using (3.1), (3.2), (3.4) and (3.5), we get
0 L(ϕF )
 F
[−C1R−1(m − 1)√K coth(√K R)− C2R−2]− 2F |∇ϕ|2ϕ−1
+ ϕ
{
− F
t0
+ aF − 2〈∇ f ,∇ F 〉 + 2t0
m
(|∇ f |2 − ft − af − q)2
− [(α − 1)a + 2K ]t0|∇ f |2 − αt0Lq − 2(α − 1)t0〈∇ f ,∇q〉
}
 F
[−C1R−1(m − 1)√K coth(√K R)− C2R−2 − 2C21R−2]
− ϕt−10 F + 2F 〈∇ f ,∇ϕ〉 +
2t0
m
ϕ
(|∇ f |2 − ft − af − q)2
− [(α − 1)a + 2K ]t0ϕ|∇ f |2 − αt0ϕLq − 2(α − 1)t0ϕ〈∇ f ,∇q〉, (3.7)
where we used a 0 for the third inequality.
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noticing the fact that 0 ϕ  1, we have
0 t0ϕF
[−C1R−1(m − 1)√K coth(√K R) − C2R−2 − 2C21R−2 − t−10 ]
− 2C1R−1t0F |∇ f |ϕ3/2 + 2t
2
0ϕ
2
m
{(|∇ f |2 − ft − af − q)2 − m|∇ f |
2
2
[
(α − 1)a + 2K ]
}
− αt20θ − 2(α − 1)t20γ ϕ1/2|∇ f |. (3.8)
Following Li and Yau [8], we let
y = ϕ|∇ f |2 and z = ϕ( ft + af + q).
Note that
−C1R−1(m − 1)
√
K coth(
√
K R)−C21R−2(m − 1)(1+
√
K R).
So we may rewrite (3.8) as
0 ϕF
[−t0C21R−2(m − 1)(1+ √K R)− t0C2R−2 − 2t0C21R−2 − 1]
+ 2t
2
0
m
{
(y − z)2 −mC1R−1 y1/2(y − αz) − m[(α − 1)a + 2K ]y
2
−m(α − 1)γ y1/2
}
− αt20θ. (3.9)
Borrowing Li–Yau’s arguments [8] on pp. 161–162, we know1
(y − z)2 − nC1R−1 y1/2(y − αz) − nK˜ y − n(α − 1)γ y1/2
 α−2(y − αz)2 − n
2
8
C21α
2(α − 1)−1R−2(y − αz)
− 3
4
4−
1
3n4/3
(
γ 4(α − 1)2α2ε−1)1/3 − n2
4
(1− ε)−1α2(α − 1)−2 K˜ 2 (3.10)
for any 0< ε < 1.
Therefore in our case, we have
(y − z)2 −mC1R−1 y1/2(y − αz) − m
2
[
(α − 1)a + 2K ]y −m(α − 1)γ y1/2
 α−2(y − αz)2 − m
2
8
C21
α2
α − 1 ·
y − αz
R2
− 3
4
4−
1
3m
4
3
(
γ 4(α − 1)2α2ε−1)1/3
− m
2
4
(1− ε)−1α2(α − 1)−2
[
(α − 1)
2
a + K
]2
(3.11)
for any 0< ε < 1.
Combining this with (3.9), we get
0 ϕF
[−t0C21R−2(m − 1)(1+ √K R)− t0C2R−2 − 2t0C21R−2 − 1]
+ 2
m
[
α−2(ϕF )2 − m
2
8
C21α
2(α − 1)−1R−2ϕFt0
]
+ t
2
0
m
[−3 · 4− 13m 43
2
(
γ 4(α − 1)2α2ε−1)1/3 − m2
2(1− ε)
(
α
α − 1
)2(
α − 1
2
a + K
)2]
− αt20θ
= 2
m
α−2(ϕF )2 −Φ(ϕF ) − t20Ψ, (3.12)
where
Φ := t0
(
C1
R
)2
(m − 1)(1+ √K R) + t0 C2
R2
+ 2t0
(
C1
R
)2
+ m
4
(
C1
R
)2
α2t0
α − 1 + 1
and
1 In (3.10) we replace the estimate polynomial n
2
2 (1 − ε)−1α2(α − 1)−2 K˜ 2 on p. 162 of Li–Yau’s paper [8] by n
2
4 (1 − ε)−1α2(α − 1)−2 K˜ 2 to be more
accurate.
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2
(
m
4
)1/3(
γ 4(α − 1)2α2ε−1)1/3 + m
2(1− ε)
(
α
α − 1
)2(
α − 1
2
a + K
)2
+ αθ.
This implies
(ϕF )(x0, t0)
m
4
α2
[
Φ +
(
Φ2 + 8
m
α−2t20Ψ
)1/2]
 m
4
α2
[
Φ +Φ +
(
8
m
α−2t20Ψ
)1/2]
= m
2
α2Φ + t0
(
m
2
α2Ψ
)1/2
, (3.13)
where Φ and Ψ are deﬁned as above. Notice that for all t ∈ [0, T ],
sup
Bp(R)
T
[|∇ f |2 − α( ft + af + q)] (ϕF )(x0, t0). (3.14)
Combing (3.13) and (3.14), and noticing that t0  T , we complete the proof in the case a 0 (T > 0 is arbitrary).
3.2. The case a < 0
Now we will prove the case a < 0 of Theorem 1.1. We adopt the same notations as above, but here a < 0. Without
loss of generality, for any ﬁxed T > 0, we can assume (x0, t0) ∈ Bp(2R) × [0, T ] be a point where ϕF achieves the positive
maximum. By the similar means of deriving (3.7), at (x0, t0), we have
0 L(ϕF )
 F
[−C1R−1(m − 1)√K coth(√K R)− C2R−2 − 2C21R−2]
− ϕt−10 F + aϕF + 2F 〈∇ f ,∇ϕ〉 +
2t0
m
ϕ
(|∇ f |2 − ft − af − q)2
− 2Kt0ϕ|∇ f |2 − αt0ϕLq − 2(α − 1)t0ϕ〈∇ f ,∇q〉, (3.15)
where we used a < 0 for the above inequality. Of course the following calculations will be still at (x0, t0).
In the same way, multiplying both sides of the above inequality by t0ϕ , we have
0 t0ϕF
[−C1R−1(m − 1)√K coth(√K R) − C2R−2 − 2C21R−2 − t−10 − |a|]
− 2C1R−1t0ϕF |∇ f |ϕ1/2 + 2t
2
0
m
ϕ2
[(|∇ f |2 − ft − af − q)2 −mK |∇ f |2]
− αt20θ − 2(α − 1)t20γ ϕ1/2|∇ f |. (3.16)
By the deﬁnition of y and z, we can rewrite (3.16) as
0 ϕF
[−t0C21R−2(m − 1)(1+ √K R)− t0C2R−2 − 2t0C21R−2 − 1− |a|t0]
+ 2t
2
0
m
[
(y − z)2 −mC1R−1 y1/2(y − αz) −mK y −m(α − 1)γ y1/2
]− αt20θ. (3.17)
Combining this with (3.10), we get
0 ϕF
[−t0C21R−2(m − 1)(1+ √K R)− t0C2R−2 − 2t0C21R−2 − 1− |a|t0]
+ 2
m
[
α−2(ϕF )2 − m
2
8
C21α
2(α − 1)−1R−2ϕFt0
]
+ t
2
0
m
[
−3
2
4−
1
3m4/3
(
γ 4(α − 1)2α2ε−1)1/3 − m2
2(1− ε)
(
α
α − 1
)2
K 2
]
− αt20θ
= 2
m
α−2(ϕF )2 −Ω(ϕF )− t20Υ, (3.18)
where
Ω := t0
(
C1
)2
(m − 1)(1+ √K R) + t0 C22 + 2t0
(
C1
)2
+ m
(
C1
)2
α2t0 + 1+ |a|t0R R R 4 R α − 1
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Υ := 3
2
(
m
4
)1/3(
γ 4(α − 1)2α2ε−1)1/3 + m
2(1− ε)
(
α
α − 1
)2
K 2 + αθ.
Similar to (3.13), the above inequality implies
(ϕF )(x0, t0)
m
2
α2Ω + t0
(
m
2
α2Υ
)1/2
, (3.19)
where Ω and Υ are deﬁned as above. Then by the same arguments of the case a 0, we complete the proof of Theorem 1.1
in the case a < 0.
4. Proof of Corollary 1.3
In this section, we follow the arguments of [10] and use Theorem 1.1 to prove Corollary 1.3.
Proof of Corollary 1.3. First we consider the case a > 0. Because the m-dimensional Bakry–Émery Ricci curvature is non-
negative and u(x) is independent of time t . By Theorem 1.1, on a geodesic ball Bp(R), we have a local gradient estimate
for (1.15)
|∇u|2
u2
− α(a logu + q) m
2
(
α
R
)2[
C21(m − 1) + C2 + 2C21 +
mC21
4
· α
2
α − 1
]
+ mα
2
2τ
+
[
3
(
m
4
)4/3
α2
(
γ 4(α − 1)2α2ε−1)1/3 + m2α4a2
16(1− ε) +
mα3θ
2
]1/2
(4.1)
where α > 1 and 0< ε < 1 are two arbitrary real constants, C1 and C2 are two ﬁxed positive constants.
Like [10], performing the substitution α − 1 = tR−1 in (4.1) and then letting R → ∞, we have
−(a logu + q) m
2τ
+
[
m2a2
16(1− ε) +
m
2
θ
]1/2
. (4.2)
Since a > 0, by (4.2), we get
u(x) exp
{
−
[
m2
16(1− ε) +
m
2
θa−2
]1/2
− a−1 m
2τ
− a−1q
}
. (4.3)
Letting ε → 0, the desired (1.16) follows from (4.3) immediately.
Next when a < 0, in the same way of deriving (4.2), we have the corresponding local estimate
−α(a logu + q) m
2τ
− ma
2
+
(
m
2
θ
)1/2
. (4.4)
Since a < 0, letting R → ∞, i.e. α → 1 in (4.4), then we get (1.17). 
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