This paper explores the determining of which factors/variables, and the optimal levels of these factors that lead toward successful online posts in a B2B context. Using real data from a software development company's official social media outlets, data made available only to the authors, we conducted a fractional-factorial design with two dependent (output) variables, which were measures of success: number of impressions, and number of actions. We examined the impact of six independent variables ("factors") and some selected interactions of these factors on the two output measures. The factors are: day of post, time of day of post, presence of an image, presence of a hashtag, length of the message, and specific channel used. Three of the six factors were significant when analyzing number of impressions, while none of the factors made the 5% significance level when analyzing number of actions.
The answer to this question is vital to a company's social media and content strategy. Many social media marketers have attempted to answer this question (Smith et al., 2015) . Following a discussion of the industry's best practices, our paper discusses an experiment conducted to identify the specific factors that affect success of a business-to-business social media post.
The data for the experiment was obtained from a single software development company. The company gave the researchers exclusive permission to use the company's official social-media outlets to conduct the experiment. The company's plan was to integrate the findings into their future online marketing strategy.
SOCIAL MEDIA MARKETING & ANALYTICS AND LITERATURE REVIEW
Social media marketing is a sub-section of content marketing. The focus of content marketing is to create content, such as articles, blog posts, white papers, case studies and user guides that are helpful to their audience, explain their product or service, and make the audience's life easier by providing industry-related information. In turn, they gain traffic, brand visibility, positioning as a thought leader in their field, and eventually, conversions.
One of the easiest and cheapest ways for companies to distribute content is through social media. Many studies have concerned themselves with which channels work best. While Facebook is king in some areas, many executives, and consequently businesses, have focused on networks such as LinkedIn and Twitter instead (Newman, 2016) .
Indeed, these two networks will be under closer study here.
The field of social media analytics is new and parallels the recent rise of social media and personal blogging platforms. The success of a social media post is notoriously hard to measure and quantify. How do you measure split-second decisions and interest? However difficult, measuring the effect of social media is not impossible. Chris Murdough, Vice President and Associate President of Digital Analytics at Mullen, a Boston, Massachusetts advertising agency, writes that the key is to understand why a company engages with social media (Murdough, 2009 ). The assessment of social media starts with selecting company-specific goals, setting the right KPIs, and understanding how to deploy and optimize content (Murdough, 2009; Sterne, 2010) . Despite the difficulties of measuring the impact of social media posts (ranging from size of audience, choice of platform, and the type of content, itself), the effects of a social media post can be measured successfully.
It is strongly contested as to what makes the perfect post. Statistical and scientific study of this field is becoming more common. One recent study used regression analysis and Analysis of Variance testing to understand the factors behind viral social media posts (De Almeida et al., 2016) . The authors concluded that the most significant factors behind whether a post is shared or not is (1) if it was created by a fan, and (2) if it contained promotional offers. While these findings are extremely valuable for content-marketing strategies with a focus on the consumer (which, indeed, was their focus) and the use of Facebook, the conclusions have limited use in a business-to-business environment.
It is still possible to receive significant value from social media for companies who focus on C-level executives and corporate decision-makers as their core audience -firstly by focusing on other social media platforms. As a general population, CEOs and executives are under-represented in social media. When they do use these channels, they tend to choose LinkedIn and Twitter (Newman, 2016) . For this reason, the two networks discussed in this paper will be LinkedIn, the world's largest online professional network, and Twitter, a micro-blogging platform frequented by industry thought-leaders and executives. Not coincidentally, these two information-sharing platforms are also ones used by the software development company whose networks were used to run the experiment below.
Over the years, the social media marketing community has identified several useful metrics to assess the effectiveness of social media in reaching the right audience. Their main purpose is to measure the company's business objectives (Sterne, 2010) . Metrics for reaching an optimal audience can include things such as impressions (number of views the post gets), number of actions taken (comments, sharing, likes, etc.) , and engagement % -the number of actions (x100) divided by total impressions (Dodson, 2016) . These are partially the result of the design of the social networks. Based on the KPIs of the company whose networks were used, the number of impressions and number of actions will be the focus of this experiment.
Best Practices for Linkedin Posts
LinkedIn is one of the world's largest online professional networks, with a database of 400 million professional contacts. It focuses on building professional relationships and job hunting. In 2016, the Microsoft Corporation acquired it; they wish to extend it as part of their new vision for a professional cloud (Mims, 2016) . Posts on LinkedIn tend to be business-focused. The content posted can last a surprising amount of time on users' feeds -up to 24 hours, especially if shared by the poster's network (Sheptoski, 2014) .
LinkedIn has been in the social media toolbox for a long time and many theories and best practices have been developed as to which posts are most successful and when. Unfortunately, many such studies end with a huge disclaimer reading: Make sure to customize these findings to your own audience (Lee, 2014; Spasojevic et al., 2015) . This statement alone was enough for the software development company whose social media channels are studied below to investigate the best options for posting on social media using their own audience. The consensus for the best LinkedIn post is as follows:
(1) Workdays: specifically Monday-Thursday (Pollard, 2015) lead to highest impressions and engagement, while weekends are least effective.
(2) Using hashtags indicates "cross-posting" and could give a negative impression as it makes it obvious the content was not created specifically for the platform (Thomsett-Scott, 2013 ).
(3) Morning and after work are the best times of day to post (Lee, 2014) .
(4) Images increase impressions and engagement (Kolowich, 2016) .
(5) Texts with under 70 characters work best (Kolowich, 2016) .
Given its focus on professional networking, LinkedIn is one of the best social media platforms for a business-tobusiness environment.
Best Practices for Twitter Posts
Twitter is a micro-blogging platform founded in 2007. In the third quarter of 2016, 317 million people worldwide used the platform (Statista, 2016) . It is one of the fastest ways to share information today, largely thanks to its unique feature of limiting messages to only 140 characters. However, due to this feature, posts on Twitter do not last very long -on average their lifespan is about 18 minutes (Sheptoski, 2014) . These values may change with the heavy, publicized, use of tweets by the new U.S. president, Donald J. Trump. Individuals and businesses frequently engage with Twitter to interact with an audience and disseminate thought leadership. In fact, Twitter has changed the way the Internet community communicates when it successfully implemented the concept of a hashtag. A hashtag is a short phrase preceded by a # sign. It is a way to categorize a piece of information, making it easy to find information about the same subject (Dodson, 2016) . Since its successful implementation on Twitter, the hashtag has become a common occurrence on other social media (with the major exception of LinkedIn).
Conventional wisdom suggests that the perfect post on Twitter looks like this:
(1) The shorter the text, the better (Kolowich, 2016) .
(2) One or two hashtags work best; more hashtags tend to detract from the message (Kolowich, 2016) .
(3) Visual content drives most impressions and engagement (Pollard, 2015) .
(4) The best times to post on Twitter are at 12-1pm and 5-6pm, however, there tends to be a lot of variation (Ellering, 2016) .
(5) The best days to tweet for business-to-business goals are Monday through Friday (Ellering, 2016) .
Due to its reputation as a quick and entertaining platform, Twitter has become the information dissemination channel for many business executives and corporations.
Following the advice of the many marketing management companies and experts, a software development company wanted to test what posts will work best on their platforms. Content distribution has been a particular issue for them and their goal is to incorporate the findings of this study into their marketing strategy going forward.
METHODOLOGY

Experimental Design
Social media professionals use a variety of tools to analyze the results of their campaigns. Our experiment makes use of some of these platforms and uses the experimental-design approach to determine significant factors in the real-life audience reception of social media posts. The experimental-design approach will be used as an alternative to A/B testing, an approach that dominates the industry (Evans, 2010) . Traditional A/B testing is a variation of a controlled experiment that compares two levels of a factor, A and B, and looks for a statistically significant difference between the two levels. Unlike A/B testing, experimental design allows an alternative approach where many factors and their levels can be studied simultaneously. It also allows testing of interaction effects between factors (Berger and Maurer, 2002) .
The idea behind our experiment was as follows: choose factors that may influence a user's decision to view and interact with the content, and decide on the levels of those factors to study. As a result, six factors were chosen, each having two levels, as will be described; two dependent/response variables ("Y1" and "Y2") were selected as measures of output. Based on a 2-level fractional-factorial design, we carefully determined 16 combinations of levels of factors (out of the 2 6 = 64 possible combinations; details to be discussed subsequently.) Each combination was implemented on a single post on the company's social media channels; the response numbers (the Y1 and Y2) for each post were recorded.
Dependent Variables and Important Factors
As noted, there were two dependent variables of interest in this study. Both dealt with the reception of business-related social media posts:
(1) Amount of impressions each post received (Y1): Impressions measure how many pairs of eyes actually see the post, without necessarily taking an action on it.
(2) Amount of actions each post received, including clicks, shares, likes, comments and re-tweets (Y2):
Actions indicate that a user actually takes an action after seeing a post.
These two variables are related. The more impressions a post receives, typically, the more actions it will gain. Indeed, there cannot be an action without, first, an impression.
The factors (essentially, "independent variables") include six factors at two levels each; by tradition, we call the two levels: "low (L)" and "high (H);" which level is called L, and which level is called H is arbitrary. Each factor represents a specific feature of a social media post, and roughly corresponds to the social media platform best practices outlined above. They were: (1) type of day/day of the week, (2) social media channel, (3) presence of an image, (4) time of day, (5) length of message, and (6) presence of a hashtag. The six factors, and their respective low and high levels, are displayed in Table 1 Of interest in this study was the assessment of all the main effects and a selected number of two-way interaction effects. Based on the literature and discussion with the client, the authors decided that not only will the main effects of the factors likely be significant (at least for number of impressions, Y1), but also, certain two-factor interactions could not be ruled out (i.e., could not confidently be assumed to equal zero.) There were seven such two-factor interactions (out of 15 possible two-factor interactions effects; the other eight were comfortably assumed to be zero.) And, as usual, all higher-order interactions were assumed to equal zero. These are the seven two-factor interactions not assumed zero, going into the analysis:
(1) AB -This interaction effect measures whether the impact of factor B (Channel) differs by Day of the week (A).
Or, conversely, whether the impact of Day of the week (A) differs by Channel (B). (Any two-factor interaction allows two different "ways" of being described, but each way has the same numerical value.) (6) BE -This interaction effect measures whether the impact of factor E (Length) differs by Channel (B). Or, conversely, whether the impact of Channel (B) differs by Length (E).
(7) BF -This interaction effect measures whether the impact of factor F (whether a Hashtag is present) differs by Channel (B). Or, conversely, whether the impact of Channel (B) differs by whether a Hashtag is present (E).
In general, there is little direct evidence about the signs of interaction effects, if, indeed, they are non-zero. In other words, there is often literature that suggests whether a main effect is significant, and, if so, its direction. For interaction effects, this is most often not the case and, indeed, the answer is discovered only by experimentationexactly what we do in this paper. 1
Data Collection and the Experiment Design
Given the six factors at two levels each, there were 64 possible combinations of social media posts. Since the experiment was run across two social media channels, testing all 64 combinations would mean comparing 32 posts on each medium. Regardless of the ease and low costs of posting, it would be highly inefficient to post all 32 combinations on a single social channel. Since a real-live audience was used, such an experiment would cause confusion, risk losing audience members, and in some cases, even "spam" follower feeds. Because of these realities, a "quarter replicate" was designed. This allowed us the ability to estimate the 6 main effects and 7 selected interaction effects by running only 16 combinations (one-fourth [i.e., a quarter] of 64). In general, it is not guaranteed that this can be accomplished, but the principles of experimental design, in this case, of 2-level fractional-factorial designs, indicated that we were able to accomplish this goal. Details are provided later.
The experiment was run over 4 days: two days for the low and high categories of "day," respectively. The "low" level was run on two weekend days -Saturday and Sunday, and the "high" level was run on two weekdaysThursday and Friday. The amount of impressions and actions were collected at the end of each day. Both networks had a similar potential reach in terms of the size of its audience. The LinkedIn network had about 1,700 followers, while the Twitter network had about 1,400 followers. (Out of context, these numbers may appear to be somewhat low; however, recall that this is a B2B situation involving a not-so-large company.)
Furthermore, it was impossible to overlook the question of the actual content shared. To minimize the impact of the actual topic of the post, the company's top six blog posts in three major subject categories were chosen. This reduced the number of posts shared per day to twelve. So, three articles were shared each day, and both test days contained articles dealing with three similar subjects. This was done for two reasons: First, it helped dilute the number of very similar posts on one platform by using different pieces of content. It also served as replication in the analysis. The posts were created and automated in advance, using the Buffer social media sharing-tool. To minimize the impact of copy, the texts did not vary from one combination to another. Which 16 combinations of a post were actually run? The combinations were carefully selected to adhere to a 2 6-2 experimental design (this is the standard notation for a designed experiment with 6 factors, each having two levels, and choosing to run only a well-chosen 16 -one-fourth of the 2 6 possibilities). (Of course, confirming consistent notation, 2 -2 = ¼). The 16 combinations run are listed in Table 2 . Details of the design process are described in Appendix 1.
We include the standard notation for describing these combinations, in order to make it easier to tie Table 2 together with the description in Appendix 1. If a letter is present, the factor is at H level; if the letter is not present, the factor is at L level. For example, the last of the 16 combinations listed in Table 2 (note: the order of listing the combinations is arbitrary) is "cdf." This means that factors A, B, and E are at low level, while factors C, D, and F are at high level. Of course, each combination has one of the levels from each of the six factors. If all factors are at low level, the symbol, "1," is traditionally used -first combination listed in Table 2 . Given the factors and the body of knowledge, the authors expected all of the main effects to be significant (with, perhaps, not as much confidence about factor F). We were not certain about which interaction effects might dominate, but would not have been surprised at the significance of any of the seven, or at the non-significance of any of them.
ANALYSIS AND RESULTS
After conducting the experiment and collecting the data, Analysis of Variance (ANOVA) was used to test for the statistical significance of the effects, for each of the two dependent measures, Y1 and Y2.
Impressions
The ANOVA table for the analysis of Y1, impressions, is shown in Table 3 . Comparing the F-values of each effect to the F-critical value (1, 82) = 3.96 at α = 0.05, we found that factors A (type of day/day of the week), B (social medial channel), D (time of day), and AB (interaction of social media channel and type of day/day of the week) were significant (shown bold with asterisk in Table 3 ). The specific p-values (to 3 digits) are: p-value-A = .000, p-value-B = .014, p-value-D = .007, and p-value-AB = .006.
Notably, three of the four significant effects were related to time (A, D, AB). Unlike our expectations, the main effects of factors C (presence of an image), E (length of message) and F (presence of a hashtag) were not significant.
Also, only one of the (a priori) 7 potentially-non-zero interaction effects was significant (i.e., deemed to be non-zero.)
To interpret the effects, we look at the actual effect values before scaling and squaring them (as appropriate to enter into the ANOVA table) and refer back to the low / high definitions of each factor as described in Table 1 . For a main effect of a factor, these are calculated by taking the difference between the average yield when the factor is at high level minus the average yield when the factor is at low level. For a two-factor interaction effect, we take the main effect of one factor (say, A) when the second factor (say, B) is held high and subtract from it the main effect of A when B is held low. These effects are listed in Table 4 for the significant effects; as noted, the main effects represent the change in average number of impressions as we go from the low level of the factor to the high level of the factor. We shall describe the meaning of the AB interaction effect below. The values in Table 4 averaged over all levels of all other factors. The AB interaction value is indicating that, as we go from Weekend (AL) to Weekday (AH), the B effect is decreasing. In this case of a negative B effect, it means getting more negative.
In essence, putting it in positive terms, it says that the positive gap in impressions between LinkedIn and Twitter (i.e., LinkedIn minus Twitter) is [significantly] larger on a Weekday (Thursday, or Friday) than on the Weekend (Saturday, or Sunday.)
Actions
To analyze actions, Y2, the exact same approach was taken as with Y1. It turned out that none of the effects were significant. The results are summarized in Table 5 . It is pertinent to note that in many cases there was no action at all on certain posts in the collected data. At α = 0.05, and F critical value (1, 82) = 3.96, and as noted, none of the main effects of the factors or the interactions were significant predictors of actions taken on the social media posts. All had a p-value above .05. The effect with the lowest p-value (in a sense, the "nearest to significant") is the main effect of factor D [Time of Day], with a p-value = .14. All other effects had a p-value > .20. As we saw, this effect was significant for Impressions.
Having no significant effects suggests that an entirely different set of factors (and interactions) may be influencing the reader's propensity to interact with shared content.
CONCLUSIONS
The results for Y1 validate the industry, and the company's current, best practices: posting on weekday mornings tends to draw most eyes to a post. There is also evidence that business-related content does better on LinkedIn, which is the preferred channel for such content. This experiment, however, was not able to answer the question of what actually influences people to take an action on a post (Y2). This may be due to the need for more data.
The conclusion for this specific firm is that while their posting schedule did draw eyes to their content, it did not yet inspire enough actions that translates to actual website traffic. In general, they should keep their current posting schedule, but shift their focus to the type of content they publish. The usefulness of the content might be more important to inspire actions, especially as the company is still in their social media growth stage. The timing of the posts had significant influence over whether the content was seen, but it had no significant impact on actual engagement, as was evident by the non-significance of the effects on the Y2-Actions variable.
LIMITATIONS AND FUTURE RESEARCH
Several limitations may have influenced the results. First, other factors could explain the variation in impressions and actions on social media posts (Whitcomb and Anderson, 2001) . In this case, more experimentation and more data would be useful. Another possible limitation is the fact that the experiment was done using a live social media platform, perhaps creating a very variable environment. Each platform uses its own internal algorithms that are out of the publisher's control. As a result, some posts may have benefitted from an extra promotional boost more than others. The two networks also had a similar, but not equal, amount of followers, which may have caused a portion of the disparity in reception. A plausible solution to this would be to test posts in a more controlled environment, such as creating a survey that would ask target users to rank the visual attractiveness of a post. This option, however, does vary from the real "acid test" of posting on live platforms. Future experimentation can provide more time and/or more data to identify significant factors. This can be achieved with more replication or by extending the length of the experiment. Often, eliminating outliers or extending the number of runs helps in revealing significant effects (Whitcomb and Anderson, 2001) . Additional runs could give more evidence for identifying outliers, and reducing any seasonal effects.
Finally, it may be useful to replicate the experiment using a different, but similar audience. While the main prerogative behind this experiment was to test a specific audience, it may be useful to replicate the experiment using a larger audience with higher engagement. There is also a need to effectively deal with the issue of different article topics. As it is, there is the distinct possibility that action may be impacted by "what someone is interested in at the moment." Quantifying and either amplifying or limiting the impact of the topic would likely make the results less variable, thus, potentially increasing the significance of certain effects. One potential way of dealing with this issue could be to test the type of posts without sharing any specific piece of content (share instead, for example, a single insight.) The experimental design approach used in this paper proved to very worthwhile and efficient way to study multiple factors. It should be considered as a useful and effective alternative to the industry standard of routine pairwise A/B testing. Experimental design has the potential to enrich the field of social media marketing-analytics.
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APPENDIX-1.
We provide information in this Appendix that is, admittedly, accessible only to those somewhat familiar with the field of design of experiments, and specifically with 2-level fractional-factorial designs. The purpose of this is to illustrate the actual process of assigning treatment combinations in this experiment.
Given the design of the 2 6-2 experiment, there are 63 effects (2 6 -1), and we receive our results in "alias groups" of 4 effects. Three effects are lost completely, and we have 15 alias rows of 4 effects each, in total capturing the other 60 effects (Berger and Maurer, 2002) . We wanted the 13 effects in which we are interested (i.e., believed to be potentially non-zero) to be in an alias row with 3 other effects that are assumed to be zero. The process for making this happen, so that each (of the 13) important effects is together with "zero," (i.e., zero, by assumption) and is thus Each of the "= signs" will end up a "+" or a "-" as a function of which set of 16 combinations out of the 64 combinations we chose to run. We have 4 choices of sets of 16, each a "quarter-replicate" of the 2 6 experiment. For example, for the set of 16 we chose (discussed below), for all of the alias rows, the 1 st and 3 rd "=" signs become "-" signs, and 2 nd "=" sign becomes a "+" sign. Thus, the first alias row became (A -CF + ABDEF -BCDE). This value came out 50.4. Of course, we conclude the estimate of the A effect = 50.4 (see Table 4 ), since we are assuming that the other three effects in that alias row equal zero. Two of the alias rows (14 and 15 above) do not have, by assumption, any non-zero effects, and thus, their estimated effects were lumped together with the error term. This is why we have 82, and not 80, degrees-of-freedom for the error term.) Most important is that each of the 13 potentially important effects (bolded) are in separate alias rows.
Using the defining relation above, the four blocks of the quarter-replicate were determined, as shown in Table   6 ; we have omitted describing the method for determining the 4 blocks, but it is definitive that these are the 4 blocks, one of which is to be chosen to be run. The "principal block," the block with the "everything-at-low-level" combination, was [arbitrarily] chosen to be used in the experiment. (Recall: if the letter is present, the factor is at H level, while if the letter is not there, the factor is at L level; and, the combination of "everything at low level" is denoted by the symbol "1"). For example, "bd" means the combination having factors B and D each at high level, and having factors A, C, E, and F each at low level.
Software (or hand calculations) can be used to determine the effects. Table 4 , earlier, noted the values of the four effects that were significant; that these four effects are significant can be seen also in the ANOVA table for Impressions, Table 3 .
