ABSTRACT In many mission-critical systems, a number of sensors are deployed to track ground targets with linear or nonlinear constraints on their motion dynamics. These sensors generate state estimates to be sent over long-haul links to a remote fusion center. We propose closed-form projection-based methods to incorporate known constraints into the estimation and fusion process. The extensive performance evaluation results demonstrate the extent to which projection-based fusion can improve the overall tracking accuracy performance in the presence of communication loss and delay.
I. INTRODUCTION
Long-haul sensor networks can be found in various civilian and military applications [2] , [4] . These networks typically consist of airborne, ground, or underwater sensors with sensing, data processing, and communication capabilities deployed for tasks such as target tracking and monitoring. Recent advances in communication and sensor technologies have led to an unprecedented increase in the use of airborne communication networks for military, scientific, commercial, agricultural, and recreational applications, most notably by the proliferation of unmanned aerial vehicles (UAVs) or drones. Equipped with various types of transceivers and sensors, these aircraft can effectively extend the range of human operations, build seamless communication access platforms, and facilitate sensing that is less hindered by initial deployment and limited sensing range due to blockage.
In many mission-critical sensor networks (MCSNs), a limited number of airborne sensors are tasked to track the motion of dynamic ground targets by generating and sending target state estimates, such as position and velocity, to a remote The associate editor coordinating the review of this manuscript and approving it for publication was Jing Liang. fusion center. The fusion center periodically combines sensor state estimates to generate fused estimates. Long-haul satellite links are often used for communication, due to the mobility of the sensors and the impracticality of extending existing infrastructures to remote areas with rough terrains.
To support the underlying critical missions, information fusion is often considered a viable option to improve the overall tracking performance [3] where the fusion center needs to utilize the best sensor information available. Many ground target dynamics in reality are subject to certain constraints, especially when the width of the road/runway is negligible compared to the size of the surveillance area. Previous studies [12] - [14] , [26] , [29] , [30] have proposed various solutions for equality-constrained estimation. For state fusion, [1] has proposed rules to incorporate uniformly constrained sensor estimates based on known motion constraints. State-space models of motion-constrained targets have been presented in [7] and [8] respectively for straight-line and circular tracks, whereas in [9] , various Kalman filter-based fusion rules are proposed using either direct measurements or state estimates.
Due to the imperfect communications, i.e., loss and latency, an intrinsic characteristic of the long-haul links, sensor data may get lost or dropped en route to the fusion center, or fail to arrive in a timely fashion, leading to reduced fusion gain and degraded tracking performance. References [6] and [24] have studied Kalman filter estimation and fusion performance under variable packet loss rates. A series of studies on out-of-sequence measurements (OOSMs) aim to incorporate variably delayed sensor measurements into the regular estimation and fusion process, and the results have been summarized in [3] . In our earlier works, we have considered various approaches, notably information-based selective fusion [21] , retransmission [22] , staggered scheduling [20] , and learning-based fusion [16] , to counteract the effect of incomplete sensor data. More recently, we have presented results for linear [17] , circular [19] , and elliptical [18] constrained fusion, accounting for the long-haul link loss, and proposed distance-based weighted fusers in [15] to mitigate the effect of sensor bias.
The major contributions of this paper include more thorough and comprehensive discussions of the centralized and distributed projection-based fusion rules and ground target tracking performance with linear (straight-line) or nonlinear (circular and elliptical) constraints. We use prediction to interpolate missing sensor estimates as fuser inputs and, on top of our preliminary studies, the effect of reporting deadline and communication latency on fusion performance is also explored in this expanded work. New illustrative tracking scenarios are presented to show the constrained fusion performance using our proposed approaches. In particular, the projection-based methods, using three different closed-form fuser types, are shown to improve the overall tracking performance to varying degrees. These constrained fusion approaches and their results serve as the foundation upon which we can design and investigate solutions for more complex trajectories in subsequent studies.
We organize the remainder of the paper as follows: In Section II, we review different constrained state estimation methods to incorporate a constraint into the unconstrained state estimation process. In Section III, we focus on the linear constrained estimation solution using projection. In Section IV, we present first-and second-order solutions to the circular constrained estimation problem. Section V extends these results to motion along elliptical tracks where the projection method is shown to take on different forms that lead to varying performances. In Section VI, we present closed-form fusers and discuss how to incorporate known constraints using centralized or distributed projection and interpolate missing sensor estimates using prediction at the fusion center. We use tracking examples in Section VII to show the effect of information loss/delay and constrained fusion on tracking performance. The paper concludes in Section VIII.
II. CONSTRAINED STATE ESTIMATION
In this section, we briefly review state estimation and discuss constrained estimation solutions in general, including the projection method.
A. STATE ESTIMATION
Consider the following dynamic system
in which k is the discrete time index and i denotes a specific sensor. The vector x is the system state of size n, y i is the measurement by sensor i of dimension m i , F ∈ n×n is the state transition matrix, and H i ∈ m i ×n is the measurement matrix at sensor i. Besides, w and v denote the system and measurement noise respectively (independent of each other and over time) with Q and R as their respective error covariance matrices.
A state estimator extracts the state information x from a measurement y corrupted by noise by running a filter sequentially that outputs the state estimatex and its associated error covariance matrix P. The well known Kalman filter (KF) is linearly optimal when the system model matches the real system state evolution and the covariances of the uncorrelated white noise are exactly known [25] . If the system and/or measurement models are specified by nonlinear equations, then one can use techniques such as the extended Kalman filter (EKF), unscented Kalman filter (UKF), or particle filter (PF) to account for the nonlinearity therein [25] .
B. CONSTRAINED ESTIMATION
Without loss of generality, suppose in the state-space formulation Eqs. (1)-(2), the system state also satisfies the following linear equality constraint:
where C k ∈ l×n is the constraint matrix with full row rank (l < n) and d k ∈ l is the constraint vector. This constraint can be incorporated into the original unconstrained system in the following ways: 1. Pseudo Measurements: The constraint can be regarded as ''pseudo'' measurements with zero measurement noise and augmented to Eq. (2) to form an unconstrained estimation problem. 2. Dimension Reduction: This method uses the constraint to eliminate some of the variables and yield a reduced-dimension unconstrained problem with the remaining variables. The direct elimination method [10] and null space method [12] are candidates for this approach. 3. Projection: The original unconstrained estimate is projected onto the constraint surface and an optimization problem is solved, usually by finding the point closest to the unconstrained estimate under a certain norm. Each of these methods has its own advantages and disadvantages. The measurement augmentation approach can easily suffer from numerical instability due to ill-conditioned matrices resulting from differences between the noise-free measurements and the constraint(s) [29] . Projection-based Q. Liu, N. S. V. Rao: Projection-Based Constrained State Estimation and Fusion for Tracking Over Long-Haul Links methods entail the selection of a weighting matrix to process the original estimate and similar ill-conditioned matrices may result from a haphazard choice of the weighting matrix. Dimension reduction renders the transformed state space much less intuitive [14] , [27] , although this method appears to provide better stability guarantees along with reduced computation and storage requirements. In fact, the pseudo measurements and dimension reduction methods, as [11] suggests, can be regarded as special, mathematically equivalent cases of the projection method, as the latter allows arbitrary weighting matrices when projecting the estimate onto the constraint. The major advantage of the projection method in general is that the original unconstrained space is preserved while requiring only one extra projection step. In this work, we focus on estimation and fusion based on the projection method.
III. LINEAR CONSTRAINED ESTIMATION
In this section, we take a look at linear projection for the simplest constrained estimation problem, where a target's motion follows a straight line.
A. PROJECTION-BASED LINEAR STATE ESTIMATION
An unconstrained estimate, say, one generated by the Kalman filter, is mapped onto the linear constraint Eq. (3) at each step. Certain minimum norm conditions must be met by the constrained solution, typically the minimum L 2 norm, i.e., the Euclidean distance between the unconstrained estimate and the constraint. Supposex k is an unconstrained estimate, then for some symmetric and positive-definite weight matrix W k , the constrained estimatex proj k is the solution of the optimization problemx
which can be solved using the Lagrange multiplier method as
where P k and P proj k are the original and projected error covariance matrices respectively,
is the projector onto the null space of the constraint matrix C k , and
is the ''deterministic'' portion of the state estimate derived from the constraint matrix C k and constraint vector d k . Eq. (6) can be seen as the linear combination of the original dynamics and the constraint, which can also be equivalently expressed asx
The weighting matrix W k can be any symmetric and positive-definite matrix of rank n, for example, the identity matrix I [12] or the inverse unconstrained error covariance P −1 k [27] . Our preliminary studies show that different choices of these weighting matrices do not lead to noticeable differences in tracking performance and for the remainder of this paper we use the identity matrix for simplicity.
B. CONTINUOUS WHITE-NOISE ACCELERATION (CWNA) MODEL
As a commonly used straight-line motion model, the discretized continuous white-noise acceleration model assumes an object travels in a generic coordinate at a near constant speed. Consider a 2D ground tracking scenario with orthogonal coordinates ξ and η. The evolution of the state vector x = [ξξ ηη] T is described as
where the state estimate x contains position and velocity components along both axes, F is the state transition matrix, T is the sampling period, 1 and the covariance of the process noise w k is
in whichq ξ andq η are the power spectral densities (PSDs) of the underlying continuous-time white stochastic process along the axes.
C. STRAIGHT LINE CONSTRAINT
Suppose the system state satisfies the following linear equality constraint:
where a (a = 0) is the slope and b is the intercept, then the matrix form of the constraint in Eq. (3) can be written as
where
If we denote
Eq. (12), we have
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The process noise covariance now becomes
When the initial target state is generated to satisfy the constraint Eq. (12), the subsequent states can be generated using the system model Eq. (10) where the covariance of the process noise w k is specified by Eq. (17).
D. LINEAR PROJECTION
To perform linear projection, we first plug the constrained matrix C of Eq. (14) into Eq. (7) and have the projector as
Then using Eqs. (5) and (9), we can easily obtain the projected error covariances and estimates as
and
IV. CIRCULAR CONSTRAINED ESTIMATION
Having looked at projection-based estimation with straightline constraints, we next extend our discussions to nonlinear road constraints, including target movements along circular and elliptical tracks. In this section, we present first-and second-order implementations of the projection method for circular trajectories.
A. COORDINATED TURN (CT) MODEL
A maneuver usually follows a pattern known as coordinated turn (CT), which is characterized by a nearly constant turn rate and nearly constant speeds along both axes. The turn rate component is accounted for by augmenting the 2D state vector: x = ξξ ηη T , leading to the discretized CT model [3] : (21) and the covariance matrix of the process noise w k is
where linear acceleration noise PSD levels in both dimensions are often assumed to be equal; i.e.,q ξ =q η . The general guidelines for selecting appropriate levels of these noise parameters can be found in [3] . The CT model is nonlinear if the turn rate is unknown, as can be seen from Eq. (21), where the state transition matrix contains the time-varying turn rate component.
B. CIRCULAR CONSTRAINT
Now, when the target trajectory satisfies the circular constraint:
where (ξ c , η c ) is the center of the circle of radius r. If we let
we can express the constraint in Eq. (23) as
and the constraint on the velocity is
A method is developed in [8] to incorporate the circular constraint into the unconstrained CT model, which utilizes the traveled distance s k along the circular track and its change rateṡ k . The state transition is
where w s k and w˙s k are the process noise of s k andṡ k respectively and the matrix
contains the rotation element using the turning angle k T + 
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C. PROJECTION
Next we show how to project an unconstrained estimate, e.g., one obtained via extended Kalman filter (EKF), onto the circular constraint.
1) FIRST-ORDER PROJECTION
Consider the circular constraint Eq. (24) . We let
The first-order Taylor expansion of
wherep − k is the unconstrained predicted position estimate at time k and
Rearranging the terms in Eq. (30), we have the following linear constraint:
Plugging Eqs. (31) and (32) into Eq. (33), and after some algebraic manipulation, we have
We can also express the above constraint in the matrix form:
T is the vector containing state position and velocity components (i.e.,without turn rate k ), and
are the constraint matrix and vector at time k respectively, where
The linear projector of Eq. (9) can then be applied to the unconstrained estimate of
• Xk whereas the turn rate component k remains the same.
Alternatively, we can approximate the constraint on the position by using the predicted state componentsξ
which can then again be incorporated into the matrix format of Eq. (36) where c 1,k in the constraint vector is replaced by c 2,k such that
It can be shown that c 1,k = c 2,k if and only if (ξ
= r 2 , i.e., when the predicted estimate at time k happens to be located on the circular track.
2) SECOND-ORDER PROJECTION
The above first-order solution can yield coarse estimates in that the estimation error can become large if the unconstrained estimate is far from the true target position. On the other hand, if the second-order Taylor expansion of g(p k ) around g(p − k ) is used, then the constrained estimate can be found as the solution of a quadratic equation [26] , which, in our circular track case, is simply Eq. (29) . In [30] , a simple closed-form solution is provided which can be considered a ''normalization'' of the position estimate:
For a circular track, this simply means finding a point on the circle that has the shortest distance to the unconstrained estimate.
Once this constrained position estimate is found, we can then use the method similar to Eq. (40) to obtain the constrained velocity components. More specifically, the constraint on velocity now becomes
which can be easily incorporated into the unconstrained estimate by the linear projection rule of Eq. (9) . For example, if we use W = I 2 , then the constrained velocity can be obtained aŝ
V. ELLIPTICAL CONSTRAINED ESTIMATION
In this section, we first consider how to generate the constrained elliptical states, and then discuss how to carry out projection-based elliptical constrained estimation using two methods [18] .
A. ELLIPTICAL CONSTRAINT
Suppose the target trajectory satisfies the following elliptical constraint:
where (ξ c , η c ) is the center of the ellipse, a and b are the radii along the ξ and η axes respectively. 2 By taking the derivative of the position constraint, we have the constraint on the velocity as
B. GENERATING CONSTRAINED ELLIPTICAL STATES
The elliptical constrained target states are obtained by first generating states constrained by the unit circle ξ 2 + η 2 = 1 and then transforming these states by means of translation and non-uniform scaling.
1) CONSTRAINED STATES ON UNIT CIRCLE
Recall from the previous section, we used the traveled distance s c k along the circular track and its change rateṡ c k to generate constrained circular states. More specifically, we have the state transition 
where the superscript ''c'' implies that these variables are defined for the unit circle, w 
2) TRANSFORMATION TO ELLIPTICAL CONSTRAINED STATES
To map the constrained states on the unit circle onto the original ellipse in Eq. (45), we run simple linear transformations
where the first matrix on the right hand side of the equation describes the non-uniform scaling along both axes, and the last column vector describes the translation that shifts the center to (ξ c , η c ).
C. PROJECTION
Recall from the previous section that the second-order projection ''normalizes'' an unconstrained estimate by finding a point on the circle that has the shortest distance to it; or equivalently, by drawing a line connecting the center and the point -whose intersection with the circle is the projected position estimate. Due to the eccentricity, however, these two methods are not equivalent for elliptical tracks. Of course, 3 It is important to generate these constrained states using an appropriate level of pre-transformation process noise w s k so that the overall noise in the elliptical constrained states would reflect the actual process noise level.
we can still linearize the elliptical constraints and apply piecewise first-order projection, but in the following discussions, we focus on the second-order solutions.
1) DIRECT CONNECTION TO ELLIPSE CENTER
A line is drawn connecting the center (ξ c , η c ) and the unconstrained estimate (ξ ,η):
and its intersection (nearest to the estimate) with the ellipse is the projected position estimate. We can find the projected position estimate by solving the system of equations as
With this constrained position estimate, we can then follow the same method shown in the circular case, where the projected position components are used to constrain the velocity components. More specifically, the constraint on velocity as in Eq. (46) can be similarly expressed as
which can be easily incorporated into the unconstrained estimate by the linear projection rule described earlier. For example, if the identity matrix is used as the weighting matrix in the linear projector, then the constrained velocity can be derived as
2) SHORTEST DISTANCE TO UNCONSTRAINED ESTIMATE
The above closed-form solution, albeit simple, is not a true ''projection'' method per se because by definition projection entails certain optimization criteria to be met, 4 for example, the minimum Euclidean distance between the unconstrained estimate and a projected point on the ellipse. The point on the ellipse Eq. (45) closest to the unconstrained point (ξ k ,η k ) is [5] ξ proj k ,η
where u is a solution of the equation
To solve for u, one can multiply both sides of Eq. (56) by (a 2 −u) 2 (b 2 −u) 2 , and then expand and rearrange the equation. Eventually, a quartic equation can be obtained:
where c 4 = 1,
A number of closed-form solutions exist, such as Descartes' and Ferrari's solutions [23] , although one can use numerical methods to find approximate solutions. The process and measurement noises in reality are typically small enough when compared to the dimension of the ellipse; in other words, the unconstrained estimate is geographically close enough to the ellipse itself. Mathematically speaking, the 16-term discriminant for the polynomial of Eq. (57) is empirically negative, meaning the solutions to the quartic equation consist of two real roots representing two points on the ellipse that are closest and farthest from the given point respectively, and a pair of complex conjugate roots. One can then easily find the projected position estimate by assigning u the real root with the smallest absolute value and plugging it into Eq. (55), and then derive the projected velocity components using Eq. (54). As a special case, when the unconstrained position estimate happens to be on the ellipse, one would expect the solution to be u = 0 because the projected position is exactly the original unconstrained position estimate.
VI. FUSION OF CONSTRAINED ESTIMATES
We review several closed-form fusion rules for conventional unconstrained scenarios, and then discuss ways to incorporate constrained estimates into these rules. A two-sensor scenario is used here without loss of generality, since these results can be readily extended to situations with more sensors.
A. FUSION RULES 1) AVERAGE FUSER
The average fuser (AF) simply outputs the arithmetic mean of the sensor estimates:
2) SIMPLE TRACK-TO-TRACK FUSER
The track-to-track fuser (T2TF) outputs a convex combination of the sensor estimates:
k . (62) The common process noise leads to correlation in the error cross-covariance across sensor estimates. Since it is generally difficult to derive the exact cross-covariances analytically [3] , one may assume that the cross-covariance is negligible in order to apply this simplified fuser.
3) FAST COVARIANCE INTERSECTION FUSER
The covariance intersection (CI) fuser is another method without knowledge of the cross-covariance, which is characterized by the weighted convex combination of sensor covariances:
are weights to be determined (e.g., by minimizing the determinant of P CI k ). A fast CI algorithm has been proposed in [28] where the weights are found based on an information-theoretic criterion so that ω 1 k and ω 2 k can be solved for analytically as
When the underlying estimates are Gaussian, the KL divergence can be computed as VOLUME 7, 2019 where
, n is the size of the state vector, and | · | denotes the determinant.
B. FUSION RULES WITH CONSTRAINED ESTIMATES 1) CENTRALIZED VERSUS DISTRIBUTED PROJECTION
When the sensor outputs are all unconstrained estimates, the fuser can simply perform conventional fusion, followed by one-step ''correction'' using the linear, circular, or elliptical projection methods described previously, which can be considered ''centralized'' projection. On the other hand, one or more sensors can send their self-projected estimates to the fusion center, as in ''distributed'' projection. One caveat here is that constrained covariance matrices are singular in nature; however, strictly speaking, only nonsingular covariance matrices can be used directly as inputs to the T2TF, fast-CI, or any fuser that requires the inverse of the error covariances. We will use an example to show that if the fuser has enough knowledge about the underlying system model including the constraint, then it might be able to recover the original unconstrained covariances. Nevertheless, when a constrained covariance is not available at the sensor, or when it is simply too complicated to recover from it the unconstrained counterpart, a sensor can always send its original unconstrained covariances along with constrained estimates to the fusion center.
2) PROJECTED FUSION WITH LONG-HAUL LINK LOSS AND DELAY
An inherent feature of the long-haul links is their extended signal propagation and communication time. Sensor data can be lost or dropped due to unstable or adverse link conditions, further reducing the total amount of sensor information that can arrive in time at the fusion center. The message-level loss and delay characteristics are determined by the long-haul link conditions. Suppose a message sent by a sensor is lost during transmission with probability p, and a probability density function f (t) describes the overall latency t that a message experiences before it is successfully delivered to the fusion center. A typical example is the shifted exponential distribution [16] :
where d is the initial latency and µ is the mean of the additional random delay. Both loss and delay can be correlated over time as well.
On the other hand, in most tracking tasks that impose nearly real-time performance, the fusion center is required to finalize its fused state within a very tight deadline, by which some sensor estimates may still have yet to arrive. With such missing sensor information, predictions from the previously available sensor estimates would then be used as input for subsequent fusion. More detailed discussions on how to implement projected fusion schemes in the context of incomplete sensor data and their performances will be presented using tracking examples in the following section.
VII. PERFORMANCE OF PROJECTION-BASED CONSTRAINED ESTIMATION AND FUSION
In this section, we present tracking examples to show the performance of the constrained estimation and fusion methods presented in previous sections. We consider centralized versus distributed projection-based constrained estimation and fusion performance that is affected by long-haul information loss and delay.
A. SIMULATION SETUP 1) STRAIGHT-LINE TRACK
The state space is initialized as
and the process noise PSD isq η = 0.02 m 2 /s 3 with a sampling period of T = 2 s. In the linear road constraint Eq. (12), let a = tan 60 • = √ 3 and b = 10 m. Two sensors are tasked to track constrained target motion where the measurements are generated according to Eq. (2) with direct position measurements whose standard deviations along both axes are 40 m and 25 m respectively. KFs are run at these sensors to generate the state estimates.
2) CIRCULAR TRACK
The center of the circular track is (ξ c , η c ) = (2000, 1000) m with a radius of r = 1500 m. The initial state of the target is generated around x 0 = (ξ c + r, η c , 0, v 0 , v 0 /r) where v 0 = 25 m/s; that is, the initial position is centered around (ξ c + r, η c ) and the mean magnitude of the initial velocity is v 0 . In contrast to the linear tracking case, measurement standard deviations along both axes are set to 20 m and 15 m respectively for the two sensors. To account for the system nonlinearity, each estimator is initialized with a sufficiently large error covariance and runs EKF on top of the CT model with appropriate parameters, i.e., the process noise PSDs q ξ ,q η , andq that reflect the level of process noise w s k in Eq. (48), the latter of which is generated here as a zero-mean normal random variable with a standard deviation of 5 m.
3) ELLIPTICAL TRACK
The sensor setup here is similar to that in the circular track case. The center of the elliptical track is (ξ c , η c ) = (2000, 1000) m with radii along the axes a = 1500 m and b = 800 m. The initial state of the target is generated around
Within the above cases, a total of 5000 simulations are run for each test scenario, in which a 300-second trajectory is generated using the constrained state models described in the previous sections. We focus on the position estimate root-mean-square error (RMSE) performance during the steady-state of the trajectories.
B. PERFORMANCE OF CONSTRAINED ESTIMATION
First we want to take a look at the state estimation performance of individual sensors, depending on whether a sensor incorporates the associated constraint into its estimation process. Tables 1-3 show the position RMSEs of both unconstrained and constrained sensor estimates. From Table 1 , we see that incorporating the constraint into the linear estimator can indeed improve the estimation accuracy performance significantly, where the position RMSE is reduced by over 30%. In addition, the constrained position RMSE at sensor 1 is roughly the same as the unconstrained counterpart at sensor 2, reflecting the higher measurement noise at the former. For the circular track, Table 2 reveals that the difference between first-and second-order projection performance is negligible, with the desired benefit of much reduced computational overhead for the latter. Finally, from Table 3 , for the elliptical case, position RMSEs can be reduced by approximately 30% with the direct connection method and 40% with the minimum distance method when compared to their counterparts in the unconstrained cases.
C. CONSTRAINED FUSION PERFORMANCE WITHOUT LOSS AND DELAY
Next we investigate tracking performance with constrained estimation using the closed-form fusers described in Section VI. The position RMSE performances are again tabulated in Tables 4-6.
1) UNCONSTRAINED VERSUS CONSTRAINED COVARIANCES
Before we look at the tracking performance in more detail, we try to answer the question: Can the fusion center recover the original error covariances and/or state estimates from their projected counterparts? The singular projector N k in Eq. (7) leads to singular error covariance in Eq. (5) and an under-determined system in Eq. (6) . But with any prior knowledge about the constraint -the same information for performing centralized projection -the fusion center can, to some extent, restore the original covariances by exploiting the relationship among components of the error covariance.
As an example, we next show that the projected error covariance matrix of an unconstrained covariance P ξ 0 0 P η under P ξ = P η would be
, where P ξ η is the cross-covariance between the two axes. Suppose
and the weighting matrix for projection is W k = I 4 , i.e., an identity matrix of dimension 4. Then using Eqs. (18) and (68), the projected covariance matrix can now be obtained using Eq. (5) as
Now, if P ξ = P η , then we can simplify Eq. (69) to
where P ξ η = P ηξ = a 1+a 2 P ξ . Consequently, when the fusion center receives a constrained error covariance, it can multiply the block diagonal matrices by a 2 + 1 and 1/a 2 + 1 respectively while filling the rest of the matrix with zeros, which can then be supplied to the T2TF and CI fusers along with the constrained sensor estimate. The unconstrained estimates, on the other hand, cannot be fully restored.
Nevertheless, the above recovery process requires rather detailed knowledge about the sensor error covariances; and, in the cases of second-order circular and elliptical projection estimators, no error covariances are explicitly produced by the sensors. Therefore, for simplicity and practicality, we propose that fusers are run combining somewhat mismatched constrained estimates and unconstrained covariances.
2) PROJECTED FUSION PERFORMANCE
In Table 4 , different configurations of the linear projected fusion are listed, with case 1l being the unconstrained estimation and fusion and the rest of the cases a combination of projection performed locally at the sensor(s) or at the fusion center. It can be seen projection can variably improve the tracking accuracy, with centralized projection (case 2l) and fully distributed projection (case 5l) yielding comparable performance. For most cases, the average fuser yields slightly higher errors than the CI fuser, while both trailing the performance of the T2TF (case 4l being a notable exception). Similar trends are observed for circular projected fusion in Table 5 and elliptical projected fusion in Table 6 where the shortest distance rule is used universally in the latter case. 
D. CONSTRAINED FUSION PERFORMANCE WITH LOSS AND DELAY OVER LONG-HAUL AIRBORNE LINKS
Long-haul communication loss can effectively reduce the total number of estimates successfully received by the fusion center. In addition, the long latency for these sensor estimates to be delivered can further limit the chance that they can be directly utilized by the fusion center at the reporting time, by which a finalized global estimates must be output by the fuser. As a result, predictions from previously available sensor estimates can be used as input for subsequent fusion. We now examine the effect of such long-haul loss/delay on constrained tracking performance. Fig. 1 shows the position RMSE performance with no projection (i.e., by fusing original unconstrained estimates), centralized projection, and (fully) distributed projection. Of note is that for distributed projection, both sensors send projected sensor estimates to the fusion center; in the case of unavailable sensor estimates due to message loss, the fusion center applies prediction and projects it onto the straight line constraint, which is then used as the fuser input. From the bar plots, although increasing loss degrades overall tracking performance across the board, compared to the unconstrained fused performance, the incorporation of constraints into the fusion process can effectively slow down the increase in tracking errors, which can be seen, as an example, from the comparable performance in both centralized projection ( Fig. 1(b) ) and distributed projection (Fig. 1(c) ) with a loss rate of 75% to the lossless performance in Fig. 1(a) .
1) EFFECT OF LOSS ON LINEAR CONSTRAINED FUSION

2) EFFECT OF LOSS ON ELLIPTICAL CONSTRAINED FUSION
In Fig. 2 , the constrained fusion performances with 0-50% losses are plotted for the elliptical track. It is important to note that the cases ''avg'', ''CI'', and ''T2TF'' in Fig. 2(a) refer to fused unconstrained estimates, as opposed to those in Fig. 2(b) referring to fused constrained estimates. In addition, whereas the notation ''-proj'' for the centralized projection in Fig. 2(a) indicates the projection step carried out by the fusion center after fusing unconstrained estimates, the same notation in labels for the distributed projection in Fig. 2(b) denotes the projection step between the interpolative prediction and the final fusion steps. 5 Comparing Fig. 1 and Fig. 2 , we observe that the overall tracking performance in the latter is more susceptible to increasing loss even though both start with comparable performance under no loss conditions. The order in which the tracking errors are ranked across the fusers largely remains even as the loss increases. Interestingly, with higher link loss rates, the performance gaps among the fusers also increase significantly. This demonstrates the advantage of adopting T2TF in this case due to its lowest tracking errors and less sensitivity in response to increased loss. In addition, the extra projection step carried out by the fusion center in between prediction and fusion in Fig. 2(b) ensures that the position estimate input to the fuser is indeed on the ellipse, resulting in comparable RMSEs as in the centralized projection case even with increasing loss.
3) EFFECT OF DELAY ON ELLIPTICAL CONSTRAINED FUSION
Long-haul satellite links are also characterized by their long signal propagation time and communication time. In our shifted exponential model described earlier, suppose the initial delay is d = 1 s, which accounts for the time for the airborne sensors to generate state estimates and then send them to the remote fusion center via satellite links, and the mean average delay beyond that is µ = 0.3 s. For a sensing Q. Liu, N. S. V. Rao: Projection-Based Constrained State Estimation and Fusion for Tracking Over Long-Haul Links interval T = 2 s, the average delivery time would be 1.3 s and the earliest time for the subsequent estimate to arrive at the fusion center would be 3 s from the time epoch for which the fused estimate needs to be generated. In what follows, we consider the effect of various reporting deadline settings on constrained fusion performance.
For a link loss rate p and the given probability distribution of the link latency t as F(t) = Table 7 shows the effective loss rate with a combination of loss rates and reporting deadlines. Whereas the effective loss rate shows only a small increase as the deadline drops from 3 s to 2 s, a further reduction to 1.5 s leads to a significant increase in the effective loss. Fig. 3 shows the centralized constrained fusion (i.e., one step projection after fusion of unconstrained estimates) performance with variable reporting deadlines. These plots show that a more stringent reporting deadline is equivalent to an increased effective loss rate and overall worse tracking performance, and the average fuser is most affected by it, followed by the CI and T2TF fusers.
E. DISCUSSIONS OF CONSTRAINED FUSION 1) DISTANCE FROM THE CONSTRAINT
In constrained tracking problems, we may also take into account the exact distance between the projected point on the constraint and the original unconstrained estimate. In the elliptical tracking case, for instance, the closer an unconstrained estimate is to the center (e.g., with increasing sensor measurement noise and/or non-zero bias), the more likely that Q. Liu, N. S. V. Rao: Projection-Based Constrained State Estimation and Fusion for Tracking Over Long-Haul Links it is projected to a point on the ellipse farther away from the ground truth, and this effect would become more pronounced for points near the minor axis as the eccentricity increases. As such, it appears more justified to let fusion center perform the final projection step in order to reduce the uncertainty in data quality as well as the additional computational requirement on the part of the sensors (e.g., when solving a quartic equation).
2) PARTIAL VERSUS FULL DISTRIBUTED PROJECTION
The sensors often do not always have perfect knowledge about the target motion constraints, and the fusion center can still apply partially constrained fusion, in which fusion center can gather knowledge about the constraints in target motion observed by a subset of the sensors and apply such learned knowledge to improve the unconstrained estimates generated by the other sensors.
3) OTHER TECHNIQUES TO COUNTERACT LINK LOSS AND DELAY
The incorporation of the constraints combined with the use of prediction in improving tracking performance is still somewhat limited in many scenarios with increasing adverse link loss and latency conditions, thereby calling for other solutions. Besides the most obvious solutions such as to deploy more airborne sensors and increase the sensing frequency, single-and multi-stream retransmission can be scheduled [22] to reduce the effective loss rate and improve the tracking performance. In addition, besides prediction, retrodiction techniques can also be exploited in combination with staggered sensor estimation intervals [20] to maximize the time epoch coverage and reduce the cumulative effect of process noise over time.
VIII. CONCLUSIONS
In this work, we have proposed projection-based linear, circular, and elliptical constrained fusion rules for ground target tracking over long-haul sensor networks. The effects of different mechanisms to incorporate the constraint, namely, by centralized and distributed projection, and the adverse long-haul link conditions, including loss and latency, have been explored for these tracking scenarios using a number of closed-form fusers. Constrained fusion under more complex system models and/or more stringent communication conditions may be investigated in the future, along with methods to capture the dynamics in the underlying mission critical systems by adaptively sharing and incorporating time-evolving target motion constraints into the estimation and fusion process.
