Recently, more and more 3D shape datasets have become publicly available and significant results have been attained in 3D shape classification with 3D volumetric convolutional neural networks. However, the existing 3D volumetric networks have a problem with balancing model scale and classification accuracy. To address this problem, neural architecture search (NAS) was introduced into 3D shape classification tasks to search for a model satisfying both requirements. Automatically generating neural networks under NAS has attracted increasing research interest in recent years. The models learned by NAS outperform many manually designed networks in several 2D tasks like image classification, detection and semantic segmentation. In this paper, the differentiable formulation of NAS is exploited to search for several repeatable computation cells. The introduction of many light-weight designs for 3D CNNs assists in the construction of deep models with fewer parameters. The loss for the classification task along with the loss for orientation prediction are combined to guide such search. Extensive experiments are designed to evaluate candidate models on three datasets. The results demonstrate that without any pretraining, our discovered model for 3D shape classification outperforms most manually designed networks with small parameter sizes, whilst also showing that our model achieves a balance between model scale and classification accuracy.
I. INTRODUCTION
With the development of various machine applications like unmanned vehicles, autonomous robots and human-machine interaction, 3D computer vision tasks like 3D object classification, 3D object retrieval and 3D semantic labeling have drawn increasing attention in the past several years. In the early stages, researchers tended to use human-designed feature extractors [1] - [5] for 3D objects. However, deep learning based methods developed rapidly and largely exceeded the performance of traditional algorithms in many recent works.
For 3D shape classification, there are two mainstream CNN based methods; namely voxel based methods and multiview based methods. Voxel based methods use the The associate editor coordinating the review of this manuscript and approving it for publication was Byungcheol Song . 3D volumetric representations as inputs for 3D CNNs, which fully exploit the geometric information of 3D volumetric data. Multiview methods use the projection of 3D shapes from different viewpoints and gain a series of consecutive images as inputs for pretrained 2D CNN networks. Multiview methods make full use of advanced 2D CNN networks and achieved remarkable results on multiple 3D tasks such as 3D shape classification [6] , [7] and retrieval [8] - [10] . In our work, we mainly focus on voxel-based 3D CNNs.
Wu et al. [11] proposed 3D ShapeNets, which is the first attempt to extend 3D CNNs to 3D shapes. The 3D shape classification and retrieval tasks were performed on a five-layer convolutional deep belief network along with the next-best-view prediction. VoxNet [12] is another attempt to combine 3D shape classification with a shallow 3D network. Sedaghat et al. [13] significantly improved the classification performance over the baseline VoxNet by adding an auxiliary network for orientation prediction. Besides the shallow models, the current state-of-the-art 3D volumetric convolutional neural network with best classification performance on the ModelNet dataset is VRN Ensemble [14] . In their paper, they designed a deep VRN model and a Voxception model. The VRN Ensemble model is obtained by summing the predictions from five VRN models and one Voxception model.
Although remarkable accuracy has been achieved by existing 3D voxel-based networks, most models have the problem with balancing the model scale and classification accuracy. For shallow models with small parameter sizes, the classification accuracy is not fully satisfactory. Moreover, in terms of large and deep models like VRN, the huge parameter size (more than 18M parameters) that comes from 45 convolution layers has effected its implementation on some mobile devices with limited computational capacity and storage. To address this problem, we want to find a deep model with the strong expressivity that comes from model depth and superior neural architecture, but with limited parameters. Inspired by recent popular algorithms to automatically generate models for a certain task, we searched for models meeting the requirements under neural architecture search (NAS).
In the past several years, neural architecture search was proposed and has outperformed many manually designed models on large-scale 2D image tasks. In terms of NAS, reinforcement learning (RL) [15] - [17] and evolutionary algorithms (EA) [18] - [21] are two mainstream methods, but they are computationally intensive. For example, the search process of NAS [16] , which is one of the first reinforcement learning based methods proposed by Zoph et al., took 2000 GPU days. For EA based methods like AmoebaNet [19] , 3150 GPU days were spent on the search. Even though efforts have been made to reduce the computational cost, the resource cost is still considerable. This means that RL and EA may not be suitable for 3D shape classification. Inspired by the differentiable formulation of NAS [22] , [23] , we chose to follow the gradient-based algorithm and develop a continuous relaxation of the discrete architectures.
In this paper, we proposed a volumetric neural architecture for 3D shape classification that called Auto-ORVNet (Automatically designed ORientation-boosted Volumetric Network) via a differentiable formulation of NAS. For the search space, we were looking for computation cells that would be stacked together to form a larger model. These cells contained many light-weight operations that were designed to reduce the parameter size of the final model as much as possible. We imposed continuous relaxation over the architecture representation and optimized the architecture along with model parameters simultaneously via stochastic gradient descent. The search was conducted on ModelNet10 under the guide of both the loss from classification and the loss from orientation prediction. Then experiments were conducted on multiple 3D shape classification benchmarks, including Sydney Urban Object dataset, ModelNet10 and ModelNet40, to evaluate the effectiveness and transferability of the discovered architecture. In these different scale datasets, the models resulting from our search exceeded all models with similar parameter size. Compared to models with much larger parameter sizes, only a small accuracy decrease (or sometimes even an improvement) was observed.
Our contribution can be summarized in the following four folds.
• Our work is the first attempt to extend the neural architecture search task beyond 2D image tasks to 3D shape classification.
• We constructed the differentiable, gradient-based neural architecture search model Auto-ORVNet to conduct architecture search for 3D shape classification. The design of the action space struck a balance between many popular 3D CNN operations to promote a fair search. Introduction of many light-weight designs assisted us in constructing a deep model with fewer parameters.
• We introduced orientation information into the search process to make the search for model architectures invariant to rotation -thus fully utilizing the unique properties of 3D shapes.
• Through extensive experiments we have shown that the neural architecture obtained from our search can outperform most manually designed volumetric models on three different scale datasets and shows significant ability to balance the model scale and accuracy on 3D datasets. The rest of this paper is organized as follows: In Section II, we review recent works relevant to our work, mainly about 3D shape classification and neural architecture search. The detailed methodology for data preprocessing, search algorithms and search details are provided in Section III. Extensive experiments, comparisons to the state-of-the-art along with the evaluation of multitask searching are presented in Section IV. Finally, in Section V, we summarize our conclusions.
II. RELATED WORKS
In this section, we briefly introduce recent works closely related to our work, including 3D shape classification and neural architecture search in subsection.
A. 3D SHAPE CLASSIFICATION
Classification of 3D models is a long term and popular research field. When there was a lack of large datasets, the development of 3D tasks was slow. With the advent of commodity range sensors, more 3D datasets became easier to access and were incorporated into the training of 3D CNNs.
In the early days, researchers used hand-crafted shape descriptors like 3D Shape Context [5] , Global Fourier Histogram (GFH) descriptors [26] and Point Feature Histograms [27] , [28] . These needed rich domain knowledge and expertise to design, yet had bad generality across domains. With the development of CNNs, deep learning based methods have FIGURE 1. Neural architecture of some classic models. Left: Neural architecture of VoxNet [12] (also the backbone of ORION [13] ) and LightNet [24] . Right: Block architecture of Voxception-Resnet (VRN) [14] and Residual-wide with dropout [25] .
replaced traditional hand-crafted shape descriptors for their effectiveness and generalization. Wu et al. [11] first lift 2.5D to 3D and then applied 3D CNNs on a 3D representation. They introduced a popular ModelNet dataset along with their 3D ShapeNets which established a deep belief network to represent 3D geometric objects as a probability distribution of binary variables on a 3D voxel grid. Then Maturana and Scherer [12] proposed a simple but effective CNN, namely VoxNet, which also accepted voxel grids as input similar to Wu et al. but outperformed 3D ShapeNets by a large margin over the ModelNet dataset. They also investigated 3 different representations of occupancy grids for volumetric models. Base on VoxNet, Nima et al. [13] introduced multitask learning to further improve the accuracy by adding orientation prediction as an auxiliary task in addition to the shape classification task. The results of ORION show that it outperforms VoxNet on ModelNet, NYUv2 and the Sydney Urban Objects datasets. It also indicated that orientation information is important for 3D shape tasks for both classification tasks and detection tasks. Qi et al. [29] proposed two voxel-based methods which also obtained significant results on ModelNet40. The first one combined auxiliary training of subvolume supervision and 3D-NIN structure. The second one, called anisotropic probing, transformed 3D CNNs to 2D. Brock et al. [14] designed the VRN module and built an ensemble network which achieved state-of-the-art results on the ModelNet dataset. Inception-resnet [30] , stochastic network depth [31] , batch normalization [32] and extreme data augmentations were introduced to improve classification accuracy. But the computational complexity of training and the memory cost of the VRN ensemble were significant, which restricted the implementation in real-world environments.
Furthermore, taking the computational complexity into consideration, many methods were proposed to reduce the computational complexity of volumetric CNNs. Zhi et al. [24] proposed LightNet for real-time 3D shape recognition with relatively shallower networks. Although the parameter size of LightNet is much smaller than other volumetric based models, the classification accuracy is still comparable with other methods owing to the multitask learning of both subvolume supervision and orientation prediction. To further decrease the computation complexity and memory costs to the point where the model can be implemented on resource restricted mobile devices, Ma et al. [33] binarized some classic 3D volumetric CNNs and achieved comparable accuracy with the full-precision networks on four datasets. Neural architectures of some classic 3D volumetric networks are presented in Figure 1 .
An alternative to volumetric methods is multiview based methods which exploit advanced 2D CNN networks. Su et al. [6] proposed MVCNN which used the projected images of 3D objects from multiple viewpoints and took advantage of 2D CNNs pretrained on ImageNet1K [34] to extract features. The MVCNN method achieved a large improvement over the volumetric method, attaining a recognition accuracy of 90.1% using 80 views on the Mod-elNet40 dataset. To learn rotation-invariant features from 2D images, DeepPano [35] projected the shapes to get panoramic views, resulting in classification results that were also excellent.
Some ensemble methods combined multiview models and volumetric methods. Hegde and Zadeh [36] presented a large 3D CNN called FusionNet which integrated the multiview method and volumetric method and fused multiple data representations after the last output layer. FusionNet obtained better performance than each individual method.
B. NEURAL ARCHITECTURE SEARCH
CNNs have achieved significant progress on a variety of tasks in deep learning fields. Current neural architectures are mostly manually designed by human experts. But designing an effective network is a time-consuming and error-prone process. Therefore, NAS's potential to automatically design neural architectures has attracted increasing research interest. There are mainly two popular NAS algorithms: reinforcement learning (RL) and evolutionary algorithms (EA). In terms of RL-based methods, either policy gradients [16] , [37] - [39] or Q-learning [15] , [40] are used. MetaQNN [15] modeled the layer selection process as a Markov Decision Process and constructed a novel Q-learning agent to select better networks using the -greedy strategy. NAS [16] abstracted networks into variable-length strings and used a reinforcement controller to determine models sequentially. An alternative to RL is to exploit evolutionary algorithms (EA), which search for the best neural architecture by gradually mutating the previous-best architectures. For example, AmoebaNet [19] used aging evolution to choose younger models. Experiment shows that it is faster and smaller models can be found.
The tremendous computational resources needed for RL and EA has become a barrier for many researchers interested in NAS. Furthermore, to deal with the huge computational resource cost and accelerate the search procedure, some methods were imposed on the RL and EA. Hierarchical representation [19] , [37] , [41] is the most widely adopted one. Based on NAS, NASNet [37] first adopted a cell-wise structure that reduced the search space and inspired later works. Weight sharing [39] , [42] - [44] is another popular way to accelerate the search process. The combination of network morphisms and NAS [42] achieved great results. With ENAS [39] , the search method based on NAS with weight sharing between different models, excellent acceleration was achieved and the total search could be finished within one day on a Nvidia GTX 1080Ti. In addition to the previous two approaches, performance prediction [45] - [48] focused on evolving the performance of candidate models -the most time-consuming part in NAS. Reference [48] proposed to use an LSTM agent model to predict the performance of all possible models. To further simplify NAS, gradient-based methods [22] , [23] , [49] were presented. DARTS [22] introduced a gradient-based method which also achieved notable accuracy improvements on mainstream 2D image classification benchmarks and achieved a search cost several orders of magnitude smaller than RL and EA methods.
In addition to image classification, NAS was also introduced to some other 2D image tasks. Chen et al. [50] combined NAS with semantic segmentation to focus on searching the much smaller Atrous Spatial Pyramid Pooling (ASPP) module using random search. Liu et al. [51] also studied NAS for semantic segmentation, but used gradient-based methods to search for much more fundamental components of neural architectures.
For RL and EA based search methods, a search on low resolution inputs like CIFAR10 [52] always took several GPU-days, despite all of the efforts that have been made to improve things. Moreover, the cubic growth in 3D data sizes further impeded the implementation of complex search algorithms due to the limitations of memory and computational capacity. Drawing inspiration from the differentiable formulation of NAS, we chose to search for computational cells in differentiable patterns for its simplicity and light computational complexity.
III. METHODOLOGY
In this section, we describe our Auto-ORVNet and the search method in detail. To simplify the search space, we searched for computation cells that would act as basic blocks to be stacked together to construct the final network following [19] , [22] , [37] . We begin by introducing the data preprocessing scheme. Then we state how we construct the action space by choosing specific candidate operations. The cell-wise search algorithm is presented in detail next. Finally, we introduce how the orientation information is utilized at three stages in our work.
A. DATA PREPROCESSING 1) DATA VOXELIZATION More and more 3D datasets become available to the public and most of them are represented by point clouds or polygon meshes. In order to feed these different representations of 3D shapes into models, they must be converted to a uniform representation first. For 3D volumetric networks, VoxNet [12] introduced three different representations for inputs; namely binary occupancy grids, density grids and hit grids. These volumetric representations are made up of voxels with binary or continuous values that indicate the probability of occupancy. Experimental results have proven that these three input representations can achieve comparable results on 3D shape classification and detection tasks for the reason that volumetric convolutional networks are generally robust to different input representations. Binary occupancy grid models, where the value of each voxel is a binary value and "1" and "0" indicate the occupied state and unoccupied state respectively, were adopted in this paper. 3D shapes are converted to a reasonable resolution like 28 × 28 × 28, which is further padded with extra zero voxels to reduce convolutional border artifacts [11] .
2) AUGMENTATION
Since the quantities of the annotated 3D models in existing datasets are still insufficient for training a discriminative 3D convolutional network, data augmentation is needed for increasing the number and diversity of training data. Therefore, every 3D model in the chosen datasets was rotated evenly about the z-axis R times and thus R copies were generated. In this work, no augmentation in elevation was adopted and R was set to 12 or 18. Moreover, for the models that aligned along the gravity axis, the orientation information was obtained naturally during the rotation process without any additional operations and cost.
B. ACTION SPACE
To conduct the search, the primary problem to solve was constructing an action space consisting of a set of suitable candidate operations.
3D convolution, 3D max pooling and 3D average pooling are the most popular operations in 3D CNNs. In previous works [14] , [25] , skip connect has also proved its effectiveness for increasing the ability to learn highly sophisticated features and reducing vanishing gradients for deep models. Besides normal convolution, 3D dilated convolution was proposed in some recent works. It is especially preferred in high resolution 3D tasks like 3D semantic scene completion [53] , [54] for which it can exponentially expand the receptive field without a loss of coverage. In addition, 3D dilated convolution can also be regarded as an alternative of the combination of pooling and convolutional layer. So to make full use of its advantages, 3D dilated convolutions with different receptive fields were added into the action space.
In relation to 2D CNNs, Howard et al. [55] proposed to reduce the computational costs by decomposing the standard 2D convolution into a combination of a depthwise convolution and a pointwise convolution. Hu et al. [56] extended the original 2D separable convolution to 3D and applied it toward dynamic hand gesture recognition. The 3D network obtained promising results with such light-weight operations. Considering the tremendous computation of 3D convolutions, we also introduced 3D depthwise separable convolution by mimicking the light-weight design in MobileNets to decrease the parameter size of models and the computational complexity. To reduce the problems caused by ReLUs, which simply converts the negative inputs to zero, we replaced ReLUs with leaky rectified nonlinear units (LeakyReLU) [57] . Its slope parameter was set to 0.01. Moreover, in [29] , they proved batch normalization [32] in 3D CNNs can accelerate the training and improve the classification accuracy by extensive experimentation. Therefore, we made all convolutions in the action space are configurations of a specific operation that includes the sequence: LeakyReLU-3D Convolution-Batch Normalization. For fair competition between different types of convolution in the action space, both 3D depthwise separable conv and 3D dilated conv were implemented with only one convolution operation.
What's more, a zero-connection that indicate no connection between two nodes is added into the action space. Therefore, the action space consists of the following 8 operations:
In order to build scalable architectures, we searched computational cells of two types that could be stacked. One was normal cells that maintain channel number and spatial resolution of features. The other one was refigureduction cells which divided the spatial resolution of tensors by 2 and doubled the number of channels. Two reduction cells were inserted between 3C normal cells to separate them equally. Before the input data tensors were fed into the cells, a stem layer containing several operations was implemented to downsample the input and broaden the input channels. The placement of these basic components of the model is illustrated in Figure 2 . In the network, each computational cell accepts the output of the previous two cells as inputs and maps these two input tensors to one output tensor.
1) CELL ARCHITECTURE
To search the basic cell, we started by constructing a supergraph to represent the architecture of a cell. The supergraph was essentially a computational directed acyclic graph (DAG) that contained N ordered nodes with each node x i corresponding to a data tensor. The first two nodes were defined as input nodes which were the outputs of the previous two cells. The last node was the output node representing the output of the current cell. These three nodes were considered to be the cell-level nodes and the remaining N − 3 nodes were considered to be the intermediate nodes. Between node x j and its predecessor x i , where i < j and i, j ∈ {0, 1, 2 . . . N −1}, an edge e (i,j) that represents an operation was placed to transform x i to x j . Note that there was no connection between any two nodes of the three cell-level nodes. For every intermediate node x j , the edge e (i,j) represented a mixed operation O mixed . Therefore, the intermediate node x j was calculated based on all of its predecessors:
Moreover, the output node x N −1 was computed by a depth concatenation of all intermediate nodes. The detailed cell architecture is shown in Figure 3 .
2) DIFFERENTIABLE SEARCH STRATEGY
In the DAG, every mixed operation O mixed contained k candidate operations (The specific operations are presented in subsection III-B). A trainable weight α n (i,j) was associated with each candidate operation o n (i,j), n ∈ {0, 1, 2...k − 1} and a bigger weight indicated the corresponding operation was more desirable for the final network. Therefore, each mixed operation corresponds to a k-dimension vector α (i,j) . Then the Softmax was applied on the vector α (i,j) as a continuous relaxation for the discrete operation space. Therefore, the mixed operation can be formulated as:
By introducing the continuous relaxation, the architecture parameter α={α (i,j) } became a part of the differentiable computation graph which could be optimized through gradient descent similar to updating the network parameters. Furthermore, the differential NAS was realized by learning a set of continuous variables. Before search, the weights for all operations in the mixed operation were initialized with a similar value. At the end of the search, the weights became different from each other and a discrete model could easily be sampled through replacing the mixed operations with the most desirable operations by taking argmax o
The process is illustrated in Figure 3 . We adopted the second-order approximation presented in [22] to optimize the architecture parameter α and the network weights ω alternately by gradient descent.
During search, normal cells and reduction cells shared the same cell architecture described above except their corresponding architecture parameter. Therefore, the architecture parameter α contained α normal and α reduction . What's more, the cells of the same type shared the same structure in the evaluation process.
3) RECONSTRUCT MODEL
When the search was terminated, we reconstructed the basic cells with the following principle:
For each intermediate node, the strongest p non-zero operations from distinct predecessors were retained in the final model. The strength of operations was uniformly measured by imposing Softmax over their responding architecture parameters exp(α n (i,j) ) k−1 n =0 exp(α n (i,j) )
. In this work, the p is set to 2 to ensure there are connections between nonadjacent nodes.
D. LEVERAGING THE ORIENTATION INFORMATION
Compared with 2D images, the additional dimension brings more geometrical properties for 3D shapes. One such property is orientation information, which can be utilized as an auxiliary component for main tasks.
Orientation is a continuous variable for the voxel models and should be estimated as a regression task. To simplify the problem and make full use of the rotation scheme, the copies obtained by rotation about the z-axis were considered to be separate categories. This allowed us to transform orientation estimation into a classification task with R discrete classes. In this work, we only considered the rotation around the gravity axis for the purpose of standardizing the orientation categories. To make full use of the orientation information for 3D shapes, it was introduced into our work at three stages.
1) SEARCH WITH MULTILOSS
Perceiving and processing heterogeneous properties of objects simultaneously is a basic capability for human being. Multitask learning, which has many parallel learning tasks, is also popular in computer vision research. In some previous works [13] , [24] , [29] , it has been proven that multitask learning can greatly develop the performance of 3D networks at low cost.
Unlike neural architecture searching for 2D image classification, where only classification accuracy can be used as guide criteria, 3D shapes have the unique and important property of orientation. This can be leveraged for guiding the search process. In the search stage, after the global average pooling layer, the features were fed into two fully connected branches for label prediction and orientation prediction respectively. Then the orientation information was introduced by further modifying the loss function for search by adding the orientation classification loss:
where Lc indicates loss for label prediction and Lo represents orientation prediction loss. These two losses were measured by the cross entropy function [58] . What's more, when β was set to 1, the loss for orientation prediction would disappear. In this case, the search reduces to the basic Auto-VNet. The value of β was set to 0.5 in our experiments. Actually we have found that when β is slightly greater than 0.5 (for example, we tried 3/5 and 2/3), although the searched architectures are not identical, the subsequent classification accuracy has not been greatly affected. But a bigger beta would weaken the orientation information, making the final classification results of the searched network architecture tend to be close to Auto-VNet.
2) EVALUATION WITH ORIENTATION ESTIMATION
In many recent works, models were designed to utilize the orientation information in training. For example, ORION [13] used orientation estimation as an auxiliary task and a great improvement was brought on 3D shape classification compared to its baseline VoxNet. Therefore, to further examine the benefits that the introduction of orientation gave, in the evaluation stage we modify the loss function to eq.3 in order to map the input to two classification results. The value of β is set to 0.5 as ORION [13] did. The model evaluated with both classification loss and orientation prediction loss is referred as Auto-ORVNet(O) in the following parts.
3) VOTING IN THE TEST
To generate more distinctive information, strategies that allow the features of all rotated copies to be aggregated were adopted by most works. In [12] , [13] , [24] , a simple voting strategy that perform average predictions over an exhaustive sampling of rotations of the input shapes was adopted. However, Qi et al. [29] chose a more complicated aggregate scheme which they called multi-orientation pooling. Features extracted by the volumetric model are combined through a pooling layer and follow-on fully connected layers to aggregates information from different orientations in their work. We adopted the simple voting strategy in this work. During the testing phase, all copies of 3D shapes were fed into the model simultaneously and the outputs were pooled to obtain the final class label prediction as follows:
where c final represents the final object category predicted for the 3D shape. S c indicates the classification score for c th category and x r is r th test input among R copies of a 3D shape.
IV. EXPERIMENTAL RESULTS
In this section, we demonstrate the architecture search implementation details as well as the search results. We also report the 3D object classification results of our searched models and the comparison to the state-of-the-art methods.
Our work was implemented in Python with PyTorch. All experiments were conducted on a computer with an Nvidia GTX1080Ti GPU, an Intel Xeon E5-1650 CPU and 64 GB RAM.
A. DATASETS
The search was conducted on ModelNet10, and two more datasets were introduced when evaluating the selected model. We chose these three datasets because that they have different size scales. 
1) MODELNET DATASET
The ModelNet dataset was introduced by Wu et al. [11] and is one of the most commonly used benchmarks for 3D shape classification and retrieval. ModelNet contains 127,915 3D synthetic CAD models belong to 662 categories. Mod-elNet10 and ModelNet40 are two ModelNet subsets with different numbers of categories. ModelNet10 is composed of 10 common categories. The orientation of its models have been uniformly aligned. ModelNet10 contains 4,899 models is divided into a training set of 3,991 models and a validation set of 908 models. ModelNet40 consists of 12,311 CAD models from 40 categories including the classes in Model-Net10. The training set of ModelNet40 contains 9,843 models and the validation set contains 2,468 models. The models in the ModelNet40 dataset are not aligned along the gravity axis so we adopted the manually aligned dataset provided by [13] . The object meshes were converted to a 32 × 32 × 32 volumetric representations in which the meshes occupy 28 × 28 × 28 voxel grids with two voxels of zero-padding around each side. For data augmentation, each model from the ModelNet dataset was rotated every 30 • along the gravity axis to get 12 copies.
2) SYDNEY URBAN OBJECT DATASET
The Sydney Urban Object Dataset (SUOD) consists of 631 common urban road objects from 26 categories collected in urban scenarios in Sydney by a Velodyne LiDAR from a single viewpoint. A subset contains 588 models from 14 categories selected from the full dataset and they are evenly divided into 4 groups in [4] to avoid repeating models among the training set and the validation set. Due to the point clouds being collected from only a single viewpoint, the incompleteness and occlusion of the point clouds make the classification task challenging for both human beings and computers. Moreover, the scale of SUOD is much smaller than that of ModelNet10 and ModelNet40, which makes SUOD a perfect dataset to evaluate the effectiveness of a model on small scale datasets. For this dataset, the models are also converted into 32 × 32 × 32 volumetric representations with two voxels of zero-paddings on each side. Data augmentation with 18 rotations is performed on this dataset. For a fair comparison, the weighted average F1 score by class support [12] is used to measure the classification performance.
B. ARCHITECTURE SEARCH
The search was conducted on ModelNet10. Half of the ModelNet10 training data was separated to be used as the validation set for the training of architecture parameters. During the architecture search phase, we chose N to be equal to 6 in each cell. For the stem layer, a 3 × 3 × 3 3D convolution with stride 2 was implemented with a batch normalization layer. We followed the principle that only double the channel size and halve the resolution of feature tensors in reduction cells. Therefore, we only had to consider the stride of operations that connect intermediate nodes in reduction cell and output of its former two cells are 2 whereas other operations are of stride 1. Considering the computational cost of 3D shapes and limited data, the total cell number was set to 5. The reduction cells are located at 1/3 and 2/3 of the total depth of the network. By analyzing the existing networks, it was found that most parameters were from fully connected layers. Therefore, global average pooling was adopted to replace the first fully connected layer in our network. We set the initial channel count to 16 as a small proxy in the search and broadened it in the evaluation stage.
The total search process ran for 30 epochs for both the training and validation sets and the batch size was defined as 64. When optimizing the model weights, SGD optimizer was used with momentum 0.9. The learning rate for model weights was decreased from 0.01 to 0.001 by using the cosine annealing method. The weight decay was 0.0003. We used an Adam optimizer [61] to update the architecture parameters. The learning rate was set to 1e-4 with weight decay 0.001. In the beginning of the search, the architecture parameters for both normal cells and reduction cells (α normal and α reduction ) were initialized to be around zero. That way all candidate operations could receive equal attention by taking softmax over the architecture parameters.
We ran different random seeds for three times to choose the best model according to the validation accuracy obtained by training the sampled models from scratch on ModelNet10. The total search for searching one model was less than 2 days on a single GPU. Figure 5 visualizes the best cell architectures found.
C. 3D SHAPE CLASSIFICATION RESULTS
To evaluate the performance and transferability of the best architecture selected by our search, we conducted conventional 3D shape classification on ModelNet10 along with two additional datasets, the Sydney Urban Object Dataset and ModelNet40. What's more, for the model generated by Auto-ORVNet, a normal 3D shape classification experiment was carried out, along with a multitask model combining label classification with orientation prediction (referred to as Auto-ORVNet(O) below). In the evaluation, the trained weights during the search process were discarded. All models were trained from scratch with randomly initialized model weights.
In DARTS [22] , they illustrated that the classification performance may suffer from a discrepancy in the number of channels between the search and final evaluation. Therefore, we have set the initial channel number to 32, slightly bigger than its counterpart in the search stage.
To make the network smaller than most 3D volumetric networks, we controlled its parameter size under 1M. Therefore, we considered a total of 11 layers in the network to form a larger model for evaluation for ModelNet10 and ModelNet40. The learning rates were initialized as 0.001. Cosine annealing was adopted to adjust the learning rates over the training epochs until they were decreased to 1e-7. Taking the insufficient data in SUOD into consideration, the number of cells was set to 8 to construct a smaller model than the model for the ModelNet dataset. The learning rate was initialized to 0.01 for SUOD. Cosine annealing was also adopted to gradually decrease the learning rate to 1e-7. Table 1 demonstrates the results of our Auto-ORVNet, Auto-ORVNet(O) and other state-of-the-art approaches on the ModelNet10 dataset.
1) RESULTS ON MODELNET10 DATASET
It can be seen that Auto-ORNVet(O) obviously obtained the best performance among all single volumetric CNN models. Compared to ORION [13] , which also uses orientation prediction as an auxiliary task to the main object classification task, Auto-ORVNet(O) has slightly improved classification accuracy due to the superior architecture. For the VRN model [14] , the deep and large model does not match the performance of the model selected by our search, mainly because there were insufficient instances in ModelNet10 to train a large model well enough. In addition, for Fusion-Net, a similar situation can be interpreted in the same way. Compared to the current state-of-the-art volumetric model on ModelNet, namely VRN ensemble [14] , their accuracy is better than our model owing to the strong discriminativeness and expressivity coming from its ensemble scheme. The single task model Auto-ORVNet also obtains satisfactory classification accuracy. But on ModelNet10, Auto-ORVNet(O) still exceeds Auto-ORVNet by 0.88% as a result of orientation information playing an important role in 3D recognition. The result demonstrates that exploiting orientation information in training brings remarkable improvement on classification performance.
2) RESULTS ON MODELNET40 DATASET
On ModelNet40, Auto-ORVNet(O) also achieves significant performance. The architecture learned on ModelNet10 is transferable to larger datasets like ModelNet40. Table 1 shows that our model Auto-ORVNet(O) trained from scratch outperforms all models with comparable parameter size. For LightNet [24] , it can be seen that the strong expressivity that comes from model depth and superior neural architecture remarkably improves the classification accuracy even without the supervision of parallel sub-volume and pretraining. Comparing to deep single models like VRN [14] , it can be seen that a larger amount of data augmentation does play an essential role in training deep and large models. The trick of warming up the network with 12 rotations for each 3D shape in early training epochs and then fine-tuning the model with a larger training set of 24 rotations per instance also yielded better performance. However, the reduced parameters of the neural architecture resulting from our work still makes our model competitive on mobile platforms comparing to VRN. The multiview based method MVCNN [6] attains better accuracy for which it can extract more orientation and geometric from up to 80 projected images. What's more, the advanced 2D CNN pretrained on large scale dataset Imagenet1k also contributes to the good performance.
In addition, Auto-ORVNet attains significant performance on ModelNet40. Comparing to two volumetric networks proposed in [29] , our network learned by Auto-ORVNet exceeds them with smaller parameter size, simpler data augmentation and simpler aggregate stratagy over different copies of the 3D shapes. The results demonstrate that the deep neural architecture provides the network with strong capacity to extract discriminative features from 3D shapes.
3) RESULTS ON SYDNEY URBAN OBJECT DATASET
The Sydney Urban Object Dataset was chosen to verify whether overfitting can be alleviated for our deep model on small scale datasets. Table 2 presents the classification results achieved on the Sydney Urban Object Dataset. The weighted average F1 score is adopted as the criteria for evaluation. Results achieved by traditional methods, manually designed 3D CNNs and Auto-ORVNet are all presented in Table 2 . It can be seen from Table 2 that in SUOD, 3D CNN based methods outperform all traditional methods like unsupervised feature learning [4] and Global Fourier Histogram (GFH) descriptors [26] . Our models, Auto-ORVNet and Auto-ORVNet(O) exceed all other volumetric methods in SUOD, which indicates our discovered models can extract discriminative features from incomplete data effectively. Although orientation prediction is also adopted by ORION and Light-Net, our model Auto-ORVNet(O) still outperforms them. Especially for ORION, Auto-ORVNet(O) achieves significant improvement with fewer parameters, which implies that the deep and superior neural architecture is of high importance for improving the classification performance. Compared with other CNN based models, the results also prove that Auto-ORVNet can effectively reduce overfitting in small scale datasets.
D. ABLATION STUDY 1) EFFECTIVENESS OF MULTILOSS SEARCH
We also searched for a model without orientation prediction as auxiliary task to evaluate the effectiveness of introducing multiloss in the search. For the loss function shown in eq.3, β was set to 1, the Auto-ORVNet is reduced to a simple Auto-VNet. The cell architectures selected by our search are demonstrated in Figure 5 . All the details were kept the same between it and its counterpart in Auto-ORVNet at the search and evaluation stages. The search was also conducted three times with different random seeds each time.
It can be seen in Table 3 that the model discovered under the guidance of both classification loss and orientation prediction loss achieved higher accuracy on all datasets when compared to the models discovered without using orientation information. On these datasets, Auto-ORVNet outperformed the model designed by Auto-VNet by a small margin for both single task and mutitask. The result implies that combining the two losses is highly important for better structure in the search process and it does improve the model's invariability to rotation. However, due to the relatively simple and fixed search space, the improvement of the model architecture and classification accuracy brought by the introduction of orientation to the estimation task in the search is insignificant. By further analyzing all six architectures learned by Auto-ORVNet and Auto-VNet respectively, we find that the neural architectures discovered under the supervision of both category prediction and orientation prediction tended to be more compact and shallower than the architectures discovered by Auto-VNet with the same number of cells. In cells discovered by Auto-ORVNet, the intermediate nodes were more likely to connect the nodes located at lower positions for reuse of the low-level orientation and position information. What's more, dilated convolutions were preferred in the search, mainly due to them having a larger reception field that can perceive more information with the same computational complexity using common convolutions.
2) EVALUATION WITH DIFFERENT DEPTH
To further explore the effectiveness of the model depth, deeper models and lower models were constructed to conduct the 3D shape classification tasks, the results are presented in Table 4 . Considering that the trend of accuracy of the model with and without orientation information is the same at evaluation stage, we only verified the classification accuracy of Auto-ORVNet with different layers.
As Table 4 shows, a larger model leads to a better performance on ModelNet datasets. When the layer number reaches 20, the result of our single task model on ModelNet10 is close to VRN. In addition, parameter size of our model is only about 1.62M. On ModelNet40, although the accuracy has increased by 0.81%, it still does not reach the performance achieved by VRN. Our (by no means novel) hypothesis that a larger model can mine the information in the 3D shapes more effectively for large datasets like ModelNet40. However, in comparison with the 11 layer network, the increased accuracy is still relatively limited compared with the nearly doubled network parameter size. What's more, the increased accuracy can also be attained by simply adding orientation information as an auxiliary task, which requires almost no additional resources.
However, we tried models have larger and smaller layer numbers (like 11 layers and 5 layers) on SUOD, but none of them got better performance. It may be because the SUOD is a small dataset and most 3D shapes are incomplete. These characteristics make SUOD more sensitive to the size of the network.
V. CONCLUSION
In this work, we present a volumetric neural architecture search method towards 3D shape classification tasks. To our best knowledge, it is the first attempt to extend neural architecture search from 2D image tasks to 3D shape classification. For the search, we chose to follow the differentiable formulation of NAS and search over a hierarchical search space consisting of several computation cells. We constructed a balanced action space to promote a fair search and introduced many popular light-weight designs to assist in reducing the parameter size of the model. We acknowledge the importance of the orientation information of 3D shapes. Therefore, loss for both label prediction and orientation prediction were combined to guide the search process for the purpose of searching architectures that could be invariant to rotation. The search was conducted on ModelNet10 and further experiments were conducted on three datasets with different scale sizes to evaluate the discovered models. Compared with existing manually designed 3D volumetric CNNs, the discovered models show superior ability to balance the model scale and classification performance. ZIJUN MA received the bachelor's degree from Sichuan University (SCU), China, in 2018, where she is currently pursuing the M.S. degree in electronics and information engineering. Her current research interests include 3D shape analysis and model compression.
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