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We examine the nanoscale behavior of an equilibrium three-phase contact line in the
presence of long-ranged intermolecular forces by employing a statistical mechanics of
fluids approach, namely, density functional theory (DFT) together with fundamental
measure theory (FMT). This enables us to evaluate the predictive quality of effective
Hamiltonian models in the vicinity of the contact line. In particular, we compare
the results for mean field effective Hamiltonians with disjoining pressures defined
through (i) the adsorption isotherm for a planar liquid film, and (ii) the normal force
balance at the contact line. We find that the height profile obtained using (i) shows
good agreement with the adsorption film thickness of the DFT-FMT equilibrium
density profile in terms of maximal curvature and the behavior at large film heights.
In contrast, we observe that while the height profile obtained by using (ii) satisfies
basic sum rules, it shows little agreement with the adsorption film thickness of
the DFT results. The results are verified for contact angles of 20◦, 40◦, and 60◦.
C© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4886128]
I. INTRODUCTION
Consider a droplet sitting on a substrate and surrounded by its saturated vapor. In the partial
wetting regime, the droplet’s surface meets the substrate at a finite contact angle. Macroscopically,
this contact angle is a material constant of the fluid-wall pair. Microscopically, intermolecular forces
dictate the exact structure of the fluid in the vicinity of the point where the liquid, the vapor phase,
and the substrate meet. We study this microscopic structure using elements from the statistical
mechanics of fluids and compare our results with two approaches using coarse-grained mean-field
Hamiltonian theory.
Understanding the exact structure at a contact line with a finite contact angle is of increasing
interest for a wide spectrum of technological applications but also from a fundamental point of view.
Recent advances in technology allow the design of devices of increasingly small size, highlighting
the importance of developing a fundamental understanding of phenomena at small scales for the
manipulation and control of fluids in micro-/nanofluidic devices.1, 2 Small-scale phenomena in
wetting are also important in biology, e.g., the rupture of liquid films in the airways of lungs,3 or
the rupture of the tearfilm on the eyeball.4 Finally, a well-founded understanding of equilibrium
behavior is a prerequisite for the accurate modeling of the dynamic contact line behavior.
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The study of the microscopic structure at the contact line is limited by its high computa-
tional cost.5 Two ways of computing the density structure for equilibrium systems are Monte-Carlo
(MC)6, 7 and Molecular Dynamics (MD) computations.8, 9 MC and MD solve for the positions
of individual particles, such that the number of particles necessarily limits the system size to
nanoscales, and despite dramatic improvements in computational power, MC/MD computations
are still only applicable for small fluid volumes. As an alternative to particle-based computations,
classical density functional theory (DFT) allows to solve directly for the density distribution of
inhomogeneous systems10, 11 and retains the microscopic details of macroscopic systems but at a
cost much lower to that in MC/MD. In the past, DFT has been predominantly applied to one-
dimensional (1D) scenarios12, 13 but has recently been used in two-dimensional (2D) scenarios such as
nanodrops,14, 15 critical point wedge filling,16 capillary prewetting,17 and three-dimensional nucle-
ation processes.18
Intermolecular interactions between polar and non-polar particles, as well as hydrogen bonds
and other interactions, are short-ranged and decay exponentially.19 Physically, however, the much
more common occurrence are fluids with apolar, uncharged particles with long-range van der Waals
type interactions20—which appear to be the “only general aspect of the physics of wetting that is
not well-understood.”21 Fluids with long-range interactions exhibit a different wetting behavior to
fluids with short-ranged interactions.19 In addition, the latter are numerically more accessible as they
allow for a finite cutoff length for the inter-particle interactions.
Wetting of fluids with long-range dispersion forces has been studied by means of a sharp-kink
approximation for the density profile.22–24 Other studies have relaxed the density profile by using
a local density approximation for the hard-sphere inter-particle potential.25 However, at present
the most successful and accurate DFT for hard-sphere systems with attractive interactions is that
of fundamental measure theory (FMT).26 DFT-FMT with dispersion forces has been successfully
applied in studies of critical point wedge filling16 and density computations in the vicinity of liquid
wedges.27
Here we construct an equilibrium three-phase contact line of a fluid with dispersion interactions
in the immediate vicinity of a wall using an accurate FMT model for the hard-sphere interactions.
This allows us to solve for the density profile of the fluid in the contact line region and to shed light on
the fluid structure there down to the nanoscale: in particular, we observe the presence of a step-like
structure for the higher fluid densities very close to the contact line. The DFT-FMT approach also
allows us to test mean-field effective Hamiltonian approaches which reduce the dimension of the
system by one, describing the interface by a simple height profile. In general, the Hamiltonian of
such systems is written as a sum of the contribution due to the liquid-vapor interface and an effective
interface potential.28, 29
The interface potential goes back to the concept of disjoining pressure introduced by
Derjaguin30, 31 and Frumkin32 (but we note that Derjaguin’s work was published earlier33). The
disjoining pressure is defined as the excess pressure acting on a substrate due to the presence of a
thin liquid film, and it was directly linked with the adsorption isotherm, the plot of the film thick-
ness against the chemical potential of the system. Later, Dzyaloshinskii, Lifshitz, and Pitaevskii
(DLP) directly computed the disjoining pressure from the dispersion interactions.34 This connection
between the definitions of disjoining pressure, as well as its applicability to nonplanar systems in
the framework of an effective Hamiltonian theory, was recently analyzed in a number of discussion
papers that appeared in Eur. Phys. J.: Spec. Top., special issue “Wetting and Spreading Science -
quo vadis?.”5, 35–38 In particular, the transferability and/or universality, of results using disjoining
pressure in an effective Hamiltonian approach, as well as the validity of the different definitions of
the disjoining pressure were questioned in these papers.
In this work, we make progress towards addressing these questions by employing a DFT-FMT
framework for a system with long-range wall-fluid and fluid-fluid interactions. In particular, we
study and directly compare two routes to the disjoining pressure. First, we compute the adsorption
isotherm employing DFT in a planar configuration. Using an effective Hamiltonian approach, this
allows us to define a specific height profile across the contact line. Second, we compute the full
density distribution of a three-phase contact line. This exact result can be used to define a disjoining
pressure based on the normal force balance,6 in the spirit of a parameter-passing technique. The
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disjoining pressure containing this information from the 2D density profile is in turn inserted into a
Hamiltonian approach to compute a simple height profile.
In Sec. II, we give an overview of the DFT model we employ to solve for the exact density
profile in the vicinity of an equilibrium contact line. In Sec. III, we give details of the numerical
scheme we developed to solve the DFT equations. A brief introduction to Hamiltonian approaches
together with the two definitions of the disjoining pressure considered in this study is given in
Sec. IV. In Sec. V we compare the DFT results with the Hamiltonian approaches. Finally, we
summarize our results and provide an outlook to future work in Sec. VI.
II. DFT MODEL
We employ classical DFT to study the density distribution in the vicinity of a static contact
line. Classical DFT has been of paramount importance for the study of inhomogeneous fluids. It is
based on Mermin’s theorem,39 which allows the Helmholtz free energy F to be written as a unique
functional of the number density profile n(r).11 It can be shown rigorously that the equilibrium
density distribution minimizes the grand potential10
[n] = F[n] +
∫
n(r) {Vext(r) − μ} dr, (1)
where μ is the chemical potential and Vext is the external potential. We minimize Eq. (1) by solving
the Euler-Lagrange equation
δ[n]
δn(r) = 0. (2)
For a simple fluid of particles interacting with a Lennard-Jones (LJ) potential, the free energy is
usually split into a repulsive hard-sphere part and an attractive contribution
F[n] = FHS[n] + Fattr[n]. (3)
We model the hard-sphere contribution with a Rosenfeld FMT approach,40 which accurately models
both structure and thermodynamics of hard-sphere fluids.26 The attractive interactions are modeled
with a mean-field Barker-Henderson approach41
Fattr[n] = 12
∫∫
φattr(|r − r′|)n(r)n(r′)dr′dr, (4)
where the attractive interaction potential is given by
φattr (r ) = ε
⎧⎨
⎩
0 for r ≤ σ
4
((
σ
r
)12 − ( σ
r
)6) for r > σ . (5)
Here, σ is the distance from the center of the particle at which the LJ potential is zero and ε is the depth
of the LJ potential. The simple fluid described by the given model has a critical point at kBTc = 1.0ε,
where kB is the Boltzmann constant and all computations in this work were performed at T = 0.75Tc,
at which the liquid and vapor number densities are well-separated (nliqσ 3 = 0.622, nvapσ 3 = 0.003)
and at which the surface tension becomes γlv = 0.3463ε/σ 2. All 2D computations are performed
at the saturation chemical potential, at which the bulk vapor and bulk liquid are equally stable. A
phase diagram of the model used in this work is depicted in Fig. 1, and compared with experimental
and simulation results for argon.43, 44 We note that the discrepancy between the data stems from the
fact that argon is not well modeled with a Barker-Henderson interaction potential. For a DFT model
which reproduces more accurately the bulk properties of argon, see, e.g., Peng and Yu.42
The external potential is derived from the interaction of the wall-fluid particles, modeled anal-
ogously to the fluid-fluid interaction as
φwfattr (r ) = εw
⎧⎨
⎩
∞ for r ≤ σ
4
((
σ
r
)12 − ( σ
r
)6) for r > σ , (6)
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FIG. 1. Bulk phase diagram for values at saturation. The solid line represents the phase diagram for the model used in
this work. The circle denotes the critical point at {kBTc = 1.0ε, ncσ 3 = 0.246}; the triangles denote the vapor and liquid
densities for the temperature of T = 0.75Tc at which all computations in this work are done. The black squares denote
experimental results for argon (σ = 3.405 × 10−8 cm and ε = 165.3 × 10−16 erg) by Michels, Levelt, and De Graaff.43 The
black diamonds represent canonical MD simulations by Trokhymchuk and Alejandre.44
where εw is the depth of the wall-fluid interactions. Consider a Cartesian coordinate system with the
x-z plane parallel to the wall and the y-coordinate direction normal to the wall. The external potential
is then obtained from the integration of the interactions over the uniform density distribution of wall
particles nw for y ≤ −σ , giving
Vext (y) =
⎧⎪⎨
⎪⎩
∞ y ≤ 0
2
3παwσ
3
[
2
15
(
σ
y+σ
)9
−
(
σ
y+σ
)3]
y > 0
, (6.5)
where αw = nwεw is the strength of the wall potential.
III. COMPUTATIONS
Solving for the full microscopic density profile at the contact line requires a considerable amount
of modeling and computational effort, restricting computations to systems of very small size, such
as nano-droplets.14, 15 In the configuration we discuss here, this is circumvented by constructing a
liquid wedge (at saturation) in contact with the substrate and with a well-defined three-phase contact
line. This effectively allows us to model the contact line of a macroscopic droplet.
In this case, choosing a skewed grid for a representation of our numerical results, such as
depicted in Fig. 2, is computationally advantageous. For a map from the computational to the
physical domain, we employ a spectral collocation method45 to represent functions in the half space
y ≥ 0. In particular, we employ a tensor product of two 1D Chebychev grids in (ξ , η) ∈ [−1, 1] ×
[−1, 1]. This domain is mapped onto the half-space through46
x ′ = L1 ξ√
1 − ξ 2
, y′ = L2 1 + η1 − η , (7)
where L1, L2 represent the length-scales of the map. The maps are such that half of the collocation
points in each direction ξ , η are mapped onto the intervals [−L1, L1] and [0, L2], respectively. In
order to efficiently represent density distributions of wedges with relatively small contact angles,
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FIG. 2. Sketch of part of the grid employed in the numerical computations of this work. The complete grid covers the full
half space y > 0. The gridlines represent isolines of the computational variables ξ and η, which are mapped to the physical
space (x, y) as given in Eqs. (7) and (8). Here we plot every second isoline for a grid with 45 and 75 Chebychev collocation
points in the ξ and η direction, respectively, and with parameters L1 = 4σ , L2 = 2σ , and angle θn = 40◦. The black solid
line represents one isoline of a density profile for a contact line computation.
the grid is skewed by an angle θn, such that
x = x
′
sin θn
+ y′ cot θn, y = y′, (8)
where division by sin θn corrects the scaling of L1 in the skewed grid, such that the number of
collocation points across a liquid-vapor interface at angle θn is invariant with respect to the angle.
We then impose that the density at the collocation points for y > ymax corresponds to a straight
wedge with angle θn. In other words, the angle of the liquid-vapor interface for y > ymax is imposed
as a boundary condition. Also, we consider density profiles which converge smoothly to the planar
wall-vapor and wall-liquid equilibrium density profiles as x → −∞ and x → ∞, respectively.
Physically, the contact angle θY of a liquid-vapor interface in contact with a substrate is uniquely
defined by the fluid properties and the external potential induced by the substrate through Young’s
equation
γlv cos θY = γwv − γwl, (9)
where γlv is the liquid-vapor surface tension and γwl and γwv are the wall-liquid and the wall-vapor
surface tensions. In Fig. 3, we plot the Young contact angle as a function of the wall attraction αw,
where the surface tensions γlv, γwl, and γwv were obtained from planar DFT computations.
The Young contact angle based on planar DFT computations is then compared with measure-
ments of the contact angle in 2D settings. As described above, for y > ymax, the contact angle is
fixed numerically to θn, while for y < ymax, the contact angle formed by the liquid-vapor interface
at equilibrium should correspond to the Young contact angle. To test this and ensure that the values
measured do not depend on the numerical parameters θn and ymax, we measure the contact angle in
two steps. First, we compute equilibrium configurations for orthogonal (θn equal 90◦) and skewed
grids with θn equal 40◦ and 60◦ and for ymax = 15σ . Measuring the average slope of the isoden-
sity line for n = (nvap + nliq) /2 in the interval y ∈ [10σ , 14σ ] then allows us to get a rough first
estimate for the physical contact angle. In the cases considered here, the slope of the height profile
asymptotically approaches the slope dictated by the Young contact angle from above, which means
that the measured average slope leads to an overestimation of the contact angle (see inset of Fig. 3).
In a next step, we choose three specific substrate strengths, and set θn equal to the estimated contact
angle. We then increase ymax and check if this affects the numerical results for the slope of the
height profile in the vicinity of the contact line. In an iterative procedure, θn is adjusted such that
no dependency on ymax is observed. An example study of the slope dependence on the numerical
parameter ymax is depicted in Fig. 4. This procedure leads to a set of numerical parameters which
allows for a very efficient representation and analysis of density distributions of contact lines in a
wide range of contact angles.
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FIG. 3. Plot of the contact angle dependence on the strength of the wall attraction αw, computed via Young’s equation (9)
from surface tensions as calculated from DFT for planar geometries. Complete wetting is reached at αwσ 3/ε = 1.50. The
inset shows measurements of the contact angle from 2D computations as described in the text with ymax = 15σ as deviations
from the Young contact angle. Circles, squares, and diamonds depict computations with θn = 90◦, 60◦, and 40◦, respectively.
We note that to solve the Euler-Lagrange equation (2), it is necessary to compute the functional
derivative of Fattr[n]. This corresponds to a convolution of the density profile n(r) with the attractive
interaction potential φattr (|r|), given by
δFattr[n]
δn (r) =
∫
φattr(|r − r′|)n(r′)dr′. (10)
Let us describe briefly how this expression is computed numerically at a collocation point r. It
is worth noting that φattr(r ) vanishes for r ≤ σ . Hence, for each point r = (x,y), an area given
by Ar = {r′ = (x ′, y′) ∈ R2|y′ > 0, |r′ − r| > σ } is discretized. Depending on the value of y, Ar
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FIG. 4. Slope of the isodensity line for n = (nvap + nliq) /2 for ymax = {20, 25, 30, 35}, represented by the dotted, dashed-
dotted, dashed, and solid lines, respectively. Computations are done on a grid with θn = 60◦. The substrate strength is
αwσ
3/ε = 1.25, such that θY = 60.0◦. The inset depicts a contour plot of the contact line region. The contour lines
correspond to number densities (n − nvap)/(nliq − nvap) = {0.05, 0.5, 0.95} from left to right, respectively.
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is divided into two or three subareas which are discretized separately using spectral collocation
methods. We emphasize that technically, by employing a spectral method and placing collocations
on the full areaAr, we do not introduce a cutoff for φattr. This is particularly convenient for our choice
of long-range fluid-fluid interactions. The numerical accuracy is instead limited by the quality of the
maps used to discretize Ar—including the choice of mapping parameters, number of collocation
points, and the quality of the discretization of n(r) on the original grid. After interpolating the values
of the density onto the collocation points of Ar, the density is multiplied with φattr such as given
in (10) and the integration is performed on Ar. The procedure is repeated for each collocation
point. The result of the interpolation and subsequent multiplication and integration is assembled in
a convolution matrix in a preprocessing step.
All computations were performed using Matlab on a Intel Core i7-3770, 3.4 GHz desktop PC
with 8GB RAM running Windows 7. Preprocessing the FMT integration matrices and the convolution
matrices for a grid with a specific θn with 50 × 80 collocation points takes approximately 3.5 h.
Solving the Euler-Lagrange equation (2) for a specific ymax takes 0.5–2 h depending on the specific
configuration.
IV. HAMILTONIAN APPROACHES AND DISJOINING PRESSURE
Computations for full macroscopic systems such as macroscopic droplets require a coarse-
grained approach. One way to retain essential information of the structure of the contact line without
computing the full density profile is through interface Hamiltonian approaches which reduce the
dimension by one.28, 29 In particular, for systems which are not too close to the critical point, the film
height profile of the liquid-vapor interface h(x) can be studied by minimizing the Hamiltonian6
H [h] =
∫ ∞
−∞
{
γlv
(√
1 + (h′)2 − 1
)
+ V (h)
}
dx, (11)
where h′ = dh/dx is the slope of the interface and V (h) is the effective interface potential. Min-
imising the Hamiltonian with respect to h(x) leads to the defining equation for the height profile
−(h(x)) = γlv ddx
(
h′(x)√
1 + (h′(x))2
)
, (12)
where the disjoining pressure is the negative derivative of the interface potential
 (h) := − dV
dh
. (13)
Integrating Eq. (12) along the coordinate parallel to the wall leads to
−
∫ x
−∞
(xˆ)dxˆ = γlv
(
h′√
1 + (h′)2
)
= γlv sin θ (x), (14)
where it was used that the film converges to a constant wall-vapor film with film height limx →−∞h(x)
= h0. For x → ∞, this corresponds with the sum rule representing the normal force balance from
Young’s equation31
−
∫ ∞
−∞
(h(x))dx = γlv sin θY, (15)
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where it was used that the film converges to a wedge with the Young contact angle limx→∞ h′(x) =
tan θY. Similarly, integrating (12) with respect to the film height h gives∫ h(x)
h0
( ˆh)d ˆh = γlv
[
1√
1 + (h′(xˆ))2
]xˆ=x
xˆ=−∞
= γlv (cos θ (x) − 1) . (16)
Integrating up to h = ∞ yields the important expression from Derjaguin-Frumkin theory31
−
∫ ∞
h0
 (h) dh = γlv (1 − cos θY) . (17)
We note that the sum rules (15) and (17) hold independently of the exact definition of the interface
potential.
An accurate model for the interface potential V is crucial in order to retain important information
about the structure of the contact line. Usually, V (h) is defined as the interface potential for a planar
film of height h.19 In the last decade, Hamiltonian models have been suggested which take into
account nonlocal effects due to changes of the height profile along the substrate. These include
nonlocal models for short-ranged wetting,47 as well as models which include the slope of the height
profile in the interface potential.48 We now compare one local model of the disjoining pressure with
a model based on a full DFT computation of a liquid wedge and test their predictive capabilities.
A. Adsorption isotherm
For a planar liquid film and under the assumption that the free energy is a function of the film
thickness only,31, 32 the grand potential per unit area can be reduced to
γ (, μ) = f () − μn, (18)
where n = nliq − nvap. We note that Eq. (18) can be derived from the general formulation of the
grand potential (1) by assuming a dependence of the density profile n(y) on the film thickness 
but without any dependence on the chemical potential. One method to do this is through a simple
sharp-interface approximation. f() is then the reduced form of the part F[n] + ∫ n(r)Vext(r)dr in
Eq. (1). At equilibrium,  minimizes γ . Let us define μeq() as the chemical potential at which a
film of thickness  is at equilibrium
μeq():= 1
n
d f
d
. (19)
In the planar case, γ corresponds to the effective interface potential V (h), and following Frumkin’s
derivation,32 the disjoining pressure is defined by the negative derivative of this quantity with respect
to film thickness, leading to
I (, μ) := − ∂γ
∂
= (μ − μeq ())n, (20)
linking the disjoining pressure with the adsorption isotherm.21 We note that by definition the dis-
joining pressure is zero for the equilibrium film thickness, consistent with μ. In other words, the
disjoining pressure gives the excess pressure acting on the substrate for liquid films which are
perturbed or off-equilibrium, e.g., through fluctuations or because of forcing through boundary
conditions.
B. Normal force balance
Dzyaloshinskii, Lifshitz, and Pitaevskii (DLP) employed quantum-field theory to directly com-
pute the force acting on the surface due to an adsorbed film, and related it to the disjoining pressure.34
In other words, DLP related the chemical potential difference (20) to the excess pressure on the
substrate wall due to an adsorbed liquid film. For a discussion of this connection, see also Ref. 35. In
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particular, the force acting on the substrate at saturation chemical potential μsat for a density profile
n is given by21, 29
() = −
∫ ∞
−∞
(n(y) − n=∞(y)) V ′ext(y)dy, (21)
where n(y) is a density profile at chemical potential μsat but with the additional constraint of film
thickness . Such profiles may be either partially stable or unstable, and are obtained by minimizing
the excess grand potential subject to the constraint of fixed adsorption.21 n = ∞(y) is thus the density
profile of the equilibrium case of a film of infinite thickness accounting for the contribution from
the bulk pressure as49
psat = −
∫ ∞
−∞
n=∞(y)V ′ext(y)dy. (22)
We note that in Eq. (21), the disjoining pressure would decay exponentially if both the fluid-fluid
and the fluid-substrate interactions were short-range. Here, however, the long-range fluid-substrate
interactions lead to an algebraic decay of the disjoining pressure. Furthermore, the interplay between
long-range fluid-fluid and the short-range part of the fluid-substrate interactions also lead to an
algebraic contribution to the disjoining pressure with an identical power series in terms of film
thickness .21 This means that one cannot apply asymptotic theory to derive a distinct representation
for long-range and short-range interactions.21 While DLP circumvent this problem by only applying
their theory to films of mesoscopic scales,34 we will instead use the full numerical solution of the
disjoining pressure in order to define a height profile through the three-phase contact line.
V. RESULTS AND DISCUSSION
In Fig. 5, we compare the Derjaguin-Frumkin route of the disjoining pressure (20) and the
definition from the normal force balance for a planar film on a solid substrate. We have employed a
numerical continuation scheme to compute the full bifurcation diagram for the adsorption isotherm
including its meta- and unstable branches. As an order parameter for the number density distribution,
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FIG. 5. Adsorption isotherm for αwσ 3/ε = 1.375 (θY = 41.1◦). The solid line represents the film thickness (23) of equilib-
rium density distributions, and the dotted line represents the modified sum rule (25). The contact angle obtained from sum
rule (17) is 41.1◦, in excellent agreement with the Young contact angle θY. The inset shows the asymptotic behavior for 
→ ∞, as μ ∼ −3. The dashed line is a fit for  ∈ [10σ , 15σ ], giving μ = a−3 with the coefficient a = −1.16εσ 3.
The circles in the inset represent the individual DFT computations of the equilibrium density, which in the main plot are
connected by the solid line for convenience.
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FIG. 6. Sketch of a mechanical model which describes the normal and the parallel force balances (14) and (16) for an
adsorbed liquid film in the box [x−, x] × [0, ∞], where x− → −∞. The force acting from the external potential modeling
the substrate on the fluid strip [xˆ, xˆ + dxˆ] × [0,∞] corresponds to the disjoining pressure  = pw − p times the length of
the interval dxˆ . Here, pwdxˆ = −dxˆ
∫∞
−∞ n(xˆ, y)V ′ext(y)dy is the net force acting from the substrate on the fluid strip. The
liquid-vapor surface tension γlv accounts for fluid-fluid interactions. The forces accounting for the fluid-fluid interactions
stemming from the distortion of the density profile due to the substrate are included as a wall-liquid film-vapor potential
γ (h), acting at the wall.
we have used the adsorption film thickness:
:= 1
n
∫ ∞
0
(
n(y) − nvap
)
dy, (23)
where the vapor density nvap is taken at the chemical potential at which n(y) is in equilibrium. In the
large film thickness limit, dispersion forces enforce an algebraic approach of the saturation line22 as
μ ∼ −3 for  → ∞, (24)
where μ = μ − μsat is the deviation of the chemical potential from its saturation value. Note that
the density profiles obtained when solving for the adsorption isotherm are not computed at saturation
chemical potential, and can therefore not be used as n in Eq. (21). To allow for a comparison of
the two routes to the disjoining pressure, we have instead combined Eqs. (21) and (22) to define a
generalized form of sum rule (21):
[n] = −
∫ ∞
−∞
n(y)V ′ext(y)dy − p∞, (25)
where p∞ is the bulk pressure of the given density profile n as y → ∞. The computations depicted
in Fig. 5 give an excellent agreement between the two definitions.
Let us now consider if there is a similar equivalence of disjoining pressure definitions for the
case of varying height profiles h(x). For this purpose, consider Eqs. (14) and (16). We can formulate
a mechanical model for the contact line with height profile h(x), in which Eq. (14) is a momentum
balance in the direction normal to the wall, and Eq. (16) is a momentum balance parallel to the wall
for a system (xˆ, yˆ) ∈ [−∞, x] × [0,∞] (see Fig. 6). Analogously, Eq. (12) represents the Young-
Laplace equation modeling the pressure jump across a curved interface in which the disjoining
pressure acts as a gauge pressure in the liquid film. The fact that the disjoining pressure in Eq. (14)
represents the force of the substrate acting on the fluid film allows the generalisation of Eq. (21) to
two dimensions by6, 35
II (x) := −
∫ ∞
−∞
(n(x, y) − n(∞, y)) V ′ext(y)dy, (26)
where it was used that n(x, y)V ′ext(y) is the force acting through the external potential on the fluid
element at point (x, y), and where the pressure acting from the bulk vapor was subtracted using Eq.
(22).
The definitions (20) and (26) of disjoining pressures I(h) and II(x), respectively, allow in turn
for the definition of two alternative height profiles hI and hII. Integrating (16) leads to the definition
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of the film height profile through the ordinary differential equation
h′I = tan
{
cos−1
(
1 + 1
γlv
∫ hI
h0
I( ˆh)d ˆh
)}
, (27)
with boundary condition
hI (xB) = hB, (28)
for some xB, hB. Let us note that hI is translationally invariant through the boundary condition.
Integrating Eq. (14) leads to the height profile
h′II(x) = − tan
{
sin−1
(
1
γlv
∫ x
−∞
II(xˆ)dxˆ
)}
, (29)
with boundary condition
hII(−∞) = h0, (30)
where h0 is the (equilibrium) height of the vapor film. Note that while hI is translationally invariant
through boundary condition (28), hII is only invariant up to an additive constant, which does not
change the position of the contact line in the direction parallel to the wall. Finally, we compare the
film height profiles hI and hII with the adsorption film thickness
hIII(x) = 1
n
∫ ∞
0
(
n(x, y) − nvap
)
dy. (31)
In Fig. 7, we show results of the equilibrium DFT-FMT computations in the contact line region
for three different substrate strengths, together with plots of the height profiles hI, hII, and hIII and
the disjoining pressure profiles I and II. We note that we have plotted hI twice, to match hII
and hIII for large film thicknesses, by use of the corresponding boundary condition (28). It is also
worth noting that through Eq. (12), the disjoining pressures correspond to the scaled curvatures of
the height profiles. In all cases, the numerical results show an excellent agreement of sum rules
(15) and (17). This is shown in Table I, where we compare the contact angles obtained by evaluating
sum rules (15) and (17) through the limiting behavior limx→∞ hI/II(x), with the Young contact angle
θY. For ease of comparison, let us define
θY,I/II = lim
x→∞ tan
−1 (h′I/II(x)) . (32)
We note that, as the height profiles hI,II are defined through Eq. (12), the sum rules (15) and (17) lead
to the same limiting contact angles for each of the height profiles.
The density profiles in Figs. 4 and 7 reveal the structure of the fluid in the immediate vicinity
of the contact line. It is evident that the fluid particles are densely packed close to the wall at the
wall-liquid interface due to hard-sphere effects. In particular, the transition between the wall-vapor
interface and the wall-liquid interface seems to lead to a quasi step-like increase of the density. This
influences the structure of the liquid-vapor interface in the vicinity of the contact line. As attraction
with the wall increases and the contact angle decreases, packing close to the wall becomes even
more pronounced. Most importantly, we observe how the structure of the liquid-vapor interface is
significantly perturbed close to the wall due to hard-sphere packing effects and ultimately merges
with the wall-vapor interface ahead of the macroscopic liquid wedge. Finally, we see that for y > 5σ ,
the film height based on the adsorption, hIII, seems to coincide for all three cases with the isodensity
line for
(
n − nvap
)
/
(
nliq − nvap
) = 0.5.
Let us now look at the results for the film heights hI and hII. We can make two main observations.
First, there seems to be a reasonable agreement between height profiles hI and hIII in Figs. 7(a),
7(c), and 7(e). A more accurate means to compare the behavior of the height profiles is through their
corresponding disjoining pressure profiles in Figs. 7(b), 7(d), and 7(f). Note that the corresponding
disjoining pressure plots correspond to the rescaled curvatures of the height profiles, in accordance
with Eq. (12). We observe that the maximal curvature of both height profiles hI and hIII agree very
well. Also, the curvature of both height profiles hI and hIII changes sign, which is more evident in
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FIG. 7. Density contours (left column, (a), (c), and (e)) and disjoining pressures (right column, (b), (d), and (f)) for
three contact line regions. The top, middle, and bottom rows depict results for the three different substrate strengths
αwσ
3/ε = {1.25, 1.375, 1.47}, corresponding to Young contact angles 60.0◦, 41.1◦, and 20.4◦, respectively. In the left
column, the contour lines correspond to number densities
(
n − nvap
)
/
(
nliq − nvap
) = {0.05, 0.5, 0.95} from left to right,
respectively. Height profiles hII and hIII as in (29) and (31) are represented by the dashed and solid lines, respectively. hI
as defined by (27) is plotted with dashed-dotted lines twice, to match hII and hIII for large film thicknesses, through a
corresponding choice of hB in (28). We note that in the left column, the solid, one of the dashed-dotted lines, and the density
isoline representing
(
n − nvap
)
/
(
nliq − nvap
) = 0.5 are virtually indistinguishable. The right column depicts the disjoining
pressure profiles. The dashed line represents II (x) as defined in Eq. (26), the dashed-dotted line represents I (hI(x)) for
the two shifted cases hI as depicted in the left column, and employing data of the adsorption isotherm for the disjoining
pressure, using (20). For comparison with Eq. (12), the scaled curvature −γlvd
(
h′III/
√
1 + (h′III)2
)
/dx is plotted with the
solid line.
Fig. 7(f). In contrast, hII exhibits a lower curvature than hI and hIII and it does not change its sign.
Furthermore, hII approaches an isodensity line for (n − nvap)/(nliq − nvap) around 0.95, i.e., much
greater than 0.5. We note that the results for hII are similar to results obtained in Ref. 6 for fluids
with short-ranged interactions and using MC computations in that the height profile hII approaches
isodensity lines (n − nvap)/(nliq − nvap) ≈ 0.95 for large x.
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TABLE I. The Young contact angle θY in Eq. (9) is compared with the
contact angles obtained from the limiting behavior of the slope of the height
profiles h′I/II, defined in Eq. (32) for substrates of different strengths αw. As
the height profiles are defined through Eqs. (27) and (29), respectively, this
amounts to an error-check of sum rules (17) and (15), respectively. Note that
both height profiles hI/II satisfy Eq. (12), which means that both sum rules
(15) and (17) lead to the same limiting contact angle for each of the height
profiles. Error bounds for θY,II were estimated employing the numerical error
in the computation of II(±∞).
αwσ
3/ε θY θY,I θY,II
1.25 60.0◦ 60.0◦ 59.1◦ ± 1.7◦
1.375 41.1◦ 41.1◦ 39.9◦ ± 2◦
1.47 20.4◦ 20.4◦ 22.1◦ ± 2◦
At the same time the results are surprising for two reasons. First, the height profile hI is defined
through the disjoining pressure I, which is based on computations of planar wall-fluid interfaces.
Hence, it loses some of the physics associated with the true 2D contact line region profiles in that it
does not include any nonlocal effects in the direction parallel to the substrate, or effects due to the
slope of the liquid-vapor interface. Nevertheless, it does give a good prediction of the adsorption
height profile hIII for contact angles up to 60◦. Second, the height profile hII, which is based on
the disjoining pressure II, seems to behave very differently in the vicinity of the contact line
compared to the DFT-FMT computations, even though it contains information from the full 2D
density distribution.
The computations of height profiles through a three-phase contact line bring us a considerable
step closer to addressing one of the main questions posed in the discussion papers that appeared in
Eur. Phys. J.: Spec. Top., special issue “Wetting and Spreading Science - quo vadis?,”5, 35–38 which
is: Considering the disjoining pressure based on the normal force balance II(x), which is the correct
choice of order parameter , if indeed there is one, that gives an accurate local function II()? In
this special issue, Henderson6, 37 noted that the disjoining pressure is inherently non-local, and that
there is no unique pair (, ), in accordance with Parry et al.47 In this context, MacDowell36 notes
that the nonlocality of the disjoining pressure can only matter very close to the contact line, as far
enough from the contact line Young’s equation must be satisfied.
The computations presented in this study are a decisive first step towards addressing the question
of universality of the disjoining pressures I and II. In particular, we show that for the cases
considered here, the disjoining pressure obtained from the adsorption isotherm seems to accurately
predict the height profile even very close to the contact line. However, we also note that the disjoining
pressure based on the adsorption isotherm apparently does not correspond to the excess pressure
acting on the substrate obtained from a normal force balance. One way to test if there is a unique
pair (, ) would be by comparing static nanodroplets with each of the two disjoining pressures and
compare the results to those obtained from DFT-FMT, but this is beyond the scope of the present
study.
VI. CONCLUSION
We have computed the density distribution in the vicinity of a three-phase contact line at
equilibrium using a DFT-FMT theory with a mean-field Barker-Henderson approach for long-range
particle interactions for three different substrate strengths, corresponding to contact angles of 20.4◦,
41.1◦, and 60.0◦. We have confirmed that the results satisfy basic sum rules to a good accuracy. The
computations allow us to probe the fluid structure in the immediate vicinity of the contact line: Fluid
particles are closely packed close to the contact line due to hard-sphere effects. This packing leads
to a quasi-stepwise increase of the density as the wall is approached. For smaller contact angles, i.e.,
as the attraction of the wall increases, the stepwise structure of the density is amplified.
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Furthermore, we have employed numerical results of adsorption isotherms for different substrate
strengths to define a disjoining pressure in the spirit of Derjaguin-Frumkin adsorption theory. We
have also used the results from our equilibrium DFT computations of the density profile to define a
disjoining pressure based on the normal force balance at the contact line. Via an effective mean-field
Hamiltonian approach, both disjoining pressures were employed to define height profiles to describe
the three-phase contact line. These were compared with the height profile defined by the adsorption
of the equilibrium density obtained from DFT.
The results of the comparison of the two disjoining pressures can be summarized as follows:
The disjoining pressure based on the adsorption isotherm following the Derjaguin-Frumkin theory
shows good agreement with the DFT adsorption height profile in terms of maximal curvature and
behavior for large film heights. In contrast, the height profile defined through the disjoining pressure
based on a normal-force balance shows a very different behavior, in particular, its maximal curvature
is lower than that obtained from DFT and Derjaguin-Frumkin, and it shows a different behavior for
large film heights compared to the other height profiles. Our results hence show that the disjoining
pressure definition which gives the better prediction for the adsorption film thickness is based on
the adsorption isotherm and does not correspond to the excess pressure acting on the substrate, thus
contradicting the classical notion of what the disjoining pressure stands for.
One important restriction of the model used in this work is that it is of a mean-field type which
does not take into consideration thermal fluctuations.50–52 While we do not expect this to alter the
general results of this work, fluctuations cannot be neglected generally. For example, fluctuations
were observed when modeling a contact line using a MC algorithm for a fluid with short-range
fluid-fluid interactions.6 We note that including fluctuations in the fluid description calls for an
amended Hamiltonian theory, in which the liquid-vapor interface has to be assumed to depend on
the film thickness, such as suggested by MacDowell et al. for long-range fluid-fluid interactions.52
However, incorporating fluctuations in a DFT model is highly nontrivial50 and beyond the scope of
this work.
Clearly, there are many future directions that can be explored. For instance, how chemically
and/or topographically heterogeneous substrates, which are known to influence wetting characteris-
tics substantially,53–57 affect the fluid structure in the vicinity of the contact line. Of particular interest
would also be the much more involved dynamic case. For this purpose, the dynamic DFT approach
developed recently for colloidal fluids58–61 should serve as a basis for the accurate modeling of
moving contact lines as it takes into account both microscale inertia and hydrodynamic interactions,
two effects which strongly influence nonequilibrium properties. We shall address these and related
issues in future studies.
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