Abstract. We develop a version of Freȋman's theorem for a class of nonabelian groups, which includes finite nilpotent, supersolvable and solvable Agroups. To do this we have to replace the small doubling hypothesis with a stronger relative polynomial growth hypothesis akin to that in Gromov's theorem (although with an effective range), and the structures we find are balls in (left and right) translation invariant pseudo-metrics with certain well behaved growth estimates.
Introduction
Suppose that G is an abelian group and that A and A ′ are subsets of G. The sumset of A and A ′ is denoted A + A ′ and is the set of all elements of the form a + a ′ where a ∈ A and a ′ ∈ A ′ ; more generally the n-fold sumset of A with itself is denoted n.A and defined recursively by n.A := A + (n − 1).A and 1.A := A.
Freȋman, in [Fre73] , made a study of those sets having so called 'small' sumset or doubling -heuristically this means that |A + A| = O(|A|) -and, following popularisation by Gowers [Gow98] , his work has been applied to remarkable effect in a wide range of problems. See, for instance, [SV05, SSV05] and [TV07] for some examples.
A natural class of sets with small sumset are arithmetic progressions and their generalisations. A d-dimensional arithmetic progression in G is a set of the form
where |l i | L i for all i ∈ {1, . . . , d}}, where x 0 , x 1 , . . . , x d ∈ G and L 1 , . . . , L d ∈ N. Multi-dimensional arithmetic progressions are easily seen to have small sumset, but they are not the only examples of sets with this property: if W is a coset of a finite subgroup of G then |W +W | = |W |, so it certainly has small sumset.
Combining the aforementioned examples we define a d-dimensional coset progression to be a set of the form P + H, where P is a d-dimensional arithmetic progression, and H is a finite subgroup of G. It is easy to see that if A is a 'large' subset of a d-dimensional coset progression M , say |A| δ|M |, then
It turns out that these examples are exhaustive as the following theorem asserts.
1 Theorem 1.1 (Freȋman's theorem for abelian groups). Suppose that G is an abelian group and A ⊂ G is finite such that |A + A| K|A|. Then there is an O K (1)-dimensional coset progression M containing A such that |M | = O K (|A|).
This was proved for torsion-free abelian groups in [Fre73] , for abelian groups of bounded exponent in [Ruz99] and in general abelian groups in [GR07] . Considerable additional work giving alternative proofs and improving bounds has been done (see, in particular, [Ruz94, Bil99, Cha02] and [TV06] ), however we are initially only interested in the qualitative statement.
In typical applications of Freȋman's theorem what makes finite dimensional coset progressions important is their 'group-like' properties. These can be captured in the following more general notion. Suppose that ρ is a translation invariant pseudometric on G and write B(ρ, δ) for the ball of radius δ in ρ centred at 0 G . These balls are easily seen to be symmetric neighbourhoods of the identity. However, they are not typically subgroups because they are not typically additively closed.
To recover a sort of 'approximate closure' we introduce the following definition. We say that a finite ball B(ρ, δ) of positive radius is d-dimensional if
It follows from a Vitali-type covering argument of Bourgain [Bou99] that finite dimensional balls satisfy a sort of 'asymmetric approximate closure'. Specifically, B(ρ, δ) + B(ρ, δ ′ ) ≈ B(ρ, δ + δ ′ ) whenever δ ′ is small compared to δ/d. We include the details of this argument in §4; for now it suffices to know that for all practical purposes finite dimensional balls in translation invariant pseudo-metrics behave like 'approximate groups'.
It is in fact easy to see that if B(ρ, δ) is a finite dimensional ball in a translation invariant pseudo-metric then not only does it have small doubling, but it has small n-fold sum:
It turns out that with this slightly stronger growth condition one is able to prove the following quantitatively sharp (up to logarithmic factors) Freȋman-type theorem. Theorem 1.2. Suppose that G is an abelian group and A is a finite symmetric neighbourhood of the identity with |n.A| n d |A| for all n 1. Then A is contained in an O(d log 3 2d)-dimensional ball B, of positive radius, in a translation invariant pseudo-metric and |B| exp(O(d log 2d))|A|.
This result is established in [San09] where it is also noted that the relative polynomial growth hypothesis is qualitatively implied by a small doubling hypothesis (c.f. Proposition A.3 of the appendix). In light of this one immediately recovers a Freȋman-type theorem suitable for applications.
Recent work in additive combinatorics has focused on extending abelian results to the non-abelian setting and it is this task to which this paper is devoted. So far, much of the work on extending Freȋman's theorem to non-abelian groups has concerned fairly specific examples, although the results are nevertheless impressive. The reader may with to reflect on any of [HLS98, EK01, Lin01, Tao06, Cha07, Cha08, Hel08a] and [Hel08b] for more details.
To be clear we recast a number of the definitions above in the non-abelian setting. Suppose that G is a group and suppose that A and A ′ are subsets of G. The product set of A and A ′ is denoted A.A ′ and is the set of all elements of the form a.a ′ where a ∈ A and a ′ ∈ A ′ ; similarly the n-fold product set of A with itself is denoted A n and is defined recursively by A n := A.A (n−1) and A 1 := A. Suppose that ρ is a (left and right) translation invariant pseudo-metric on G. As before B(ρ, δ) denotes the ball of radius δ in ρ centred at 1 G and a finite ball B(ρ, δ) of positive radius is d-dimensional if
We say that a set A ⊂ G is normal if xA = Ax for all x ∈ G, so if G is abelian all sets are normal. Any ball in a (left and right) translation invariant pseudo-metric can also be easily seen to be normal 1 , so naturally enough our results will only apply to normal sets.
Finally, recall that a monomial group is a finite group in which every irreducible representation is induced by a one-dimensional representation. We call a group hereditarily monomial if every subgroup is monomial -this class includes finite nilpotent groups, but also many others and the reader is referred to §3 for more details. We can now state our main result. Theorem 1.3. Suppose that G is a hereditarily monomial group and A is a symmetric normal neighbourhood of the identity with It is worth making some observations. In the first instance the hypothesis on A has strong parallels with Gromov's theorem [Gro81] which says that any group generated by a group of polynomial growth is virtually nilpotent. Although not actually requiring that |A n | n d |A| for all n, even the finitization of Gromov's theorem requires it for some n dependent on |A| -see [Tao08] for details. By contrast it is easy to read out of the proof that our theorem just requires the growth estimate for n in the range
Indeed, from a certain perspective our work can be seen as attempting to develop a quantitatively effective version of Gromov's theorem. We remark that in work in progress, Shalom and Tao [ST] are pursuing this problem directly, and some progress has already been made by Lee and Makarychev [LM08] . Secondly, the most immediate generalisations of d-dimensional arithmetic progressions to non-abelian groups do not have the small iterated-product set property and thus any potential non-abelian Freȋman-type theorem must concern containment in some other structure. On the other hand, finite dimensional balls in pseudometrics generalise directly from the abelian setting and so may be seen as a natural alternative.
The hypothesis of the theorem may be weakened, and the type of structure discovered more explicitly described at the expense of bounds and uniformity in the class of groups. This has been explored by entirely different methods in recent work by Breuillard and Green [BG09] , Fischer, Katz and Peng [FKP09] and Tao [Tao09] .
As mentioned above, in abelian groups it is easy to pass from a small doubling hypothesis to a relative polynomial growth hypothesis. In non-abelian groups this is not possible, however it turns out that in nilpotent groups small tripling does imply relative polynomial growth as we show in the appendix. Thus, just as one may recover a version of Theorem 1.1 for pseudo-metric balls from Theorem 1.2 and a covering argument, so we recover the following theorem from Theorem 1.3. Theorem 1.4. Suppose that G is a finite nilpotent group and A is a symmetric normal neighbourhood of the identity with |A 3 | K|A| for all n 1. Then A is contained in an O K (1)-dimensional ball B, of positive radius, in a (left and right) translation invariant pseudo-metric and |B| O K (|A|).
The proof of Theorem 1.3 is an attempt to generalise the arguments of [San09] as much as possible and follows, in spirit, the argument there. The paper splits as follows. In the next section, §2, we record the representation theory that we require; following this, in §3, we give a discussion of monomial and hereditarily monomial groups including examples of better known classes which fit under this umbrella. §4 then develops the basic properties of pseudo-metric balls useful in general and for applications, before we are ready to prove our main theorem in § §5-9.
Representation theory and the Fourier transform
In this section we standardise some basic definitions with regard to representation theory and the Fourier transform. There are many books covering our needs in the case of finite groups, but we found the notes [Tao] of Tao to be a good introduction.
While the extension of our work from finite to compact groups is not difficult (in light of Tannaka-Krein duality), the extension to locally compact groups already faces considerable additional problems because there is not even a clear description of Plancherel measure in this case. The interested reader may wish to consult the books [NŠ82] or [Kir94] for more details.
2.1. Some matrix groups. We write M n (C) for the C * -algebra of matrices on the Hilbert space C n endowed with the usual C * -norm, the spectral radius:
Since C n is finite dimensional M n (C) is also an inner product space with the HilbertSchmidt inner product defined by
Here, of course, Tr M denotes the trace of the matrix M . We write U n (C) for the group of unitary matrices on C n , and I n for the identity matrix in U n , frequently dropping the subscript when the dimension is clear.
Representations.
A representation of a finite group G is a homomorphism γ : G → U n (C), where we call n the dimension of the representation; unless it is otherwise declared we write d γ for this quantity.
Two representations γ and γ
The operations of direct sum and tensor product of matrices carry over to give us a sum and product. If γ and γ ′ are two representations then their direct sum is the homomorphism
under the usual embedding of
Similarly their tensor product is the homomorphism
We make the cautionary remark that in general (γ + γ ′ )(x) is not equal to γ(x) + γ ′ (x) and (γγ ′ )(x) is not equal to γ(x)γ ′ (x). Finally it is useful to understand representations through their building blocks: we call a representation γ irreducible if it may not be written as γ ′ + γ ′′ for some non-zero representations, and we write G for the set of (equivalence classes of) irreducible representations of G.
2.3. The Fourier transform. Given a finite group G, we write P G for the unique Haar probability measure on G, i.e. the measure assigning mass |G| −1 to each element of G, and E for the corresponding expectation operator.
We are now ready to define the Fourier transform which takes f ∈ L 1 (P G ) to f defined at the representation γ by
The Fourier transform is particularly important in view of its action on convolution.
any easy computation verifies that
. Given f ∈ L 1 (P G ) we writef for the function x → f (x −1 ) and say that f is hermitian iff = f . The reason for this definition is that if f is hermitian and γ is a representation then f (γ) is hermitian as can be seen by a short calculation:
Of central importance to us is the non-abelian version of Plancherel's theorem which we record now. Given functions f, g ∈ L 2 (P G ) we have that
Note that here we make a common abuse (which we shall repeat throughout the paper) of writing f (γ) when γ is, in fact, an equivalence class of representations. However, it is easy to see that if γ ′ and γ ′′ are equivalent representations then
so there is no real ambiguity in this. In general, whenever a choice of which element of an equivalence class of representations needs to be made the eventual result will not depend on that choice and we shall make no further mention.
Character theory and induction.
Suppose that G is a finite group and γ is a representation of G. We write χ γ for the character on G corresponding to γ, that is the map x → Tr γ(x); it is easy to see from this definition that
Characters encode all the representation theory of a group since χ γ = χ γ ′ if and only if γ ∼ = γ ′ . A function f on G is called a class function if f is constant on conjugacy classes, so f (xyx −1 ) = f (y) for all x, y ∈ G. We write Class(G) for the set of all complex valued class functions, which naturally forms a Hilbert space -the Peter-Weyl theorem asserts that the set of characters are, in fact, an orthonormal basis for this space. Our interest, however, is in their rôle in induction. We shall record the basic facts now; the reader looking for details may consult [Isa94, Chapter 5].
Suppose that H G and f ∈ Class(H). Then we define the induced class function on G, denoted f G , by
where f (z) is understood to be zero unless z ∈ H. It is immediate from the definition that f G ∈ Class(G) and we have the following useful result called Frobenius' reciprocity theorem. Suppose that f ∈ Class(H) and g ∈ Class(G) then
A consequence of reciprocity is that if χ is a character on H, then χ G is a character on G, called the induced character. Naturally, we say that a representation γ is induced by a representation γ ′ if χ γ is induced by χ γ ′ , and it is then easy to see that
This fact will be useful later.
2.5. One-dimensional representations. One-dimensional representations have particularly special properties. Suppose that γ is a one-dimensional representation. Then, since U 1 (C) = S 1 , γ is a homomorphism from G into S 1 . We write Lin(G) for the set of one-dimensional representations of G or, equivalently, the set of homomorphisms from G to S 1 . It is easy to see that Lin(G) forms an abelian group and to emphasise this we shall denote the group operation (which is really the tensor product) by '+'. It should be noted that if G is abelian then Lin(G) = G.
Monomial and hereditarily monomial groups: examples
Recall from the introduction that a monomial group is a group in which every representation is induced by a one-dimensional representation, and a group is hereditarily monomial if every subgroup is monomial.
Monomial groups have received considerable attention from the group theoretic community and for a fairly detailed discussion the reader may wish to consult [Hup98, §24] or the book [Isa94] . To get a sense of what is known about monomial groups we relate the definition to some more common classes of groups.
Recall that a group G is said to be solvable if there is a normal series On the other hand there are a number of classes of groups which are hereditarily monomial. Recall that a supersolvable group is one for which there is a normal series In general monomial groups have resisted a simple non-representation theoretic description and so our results apply to a wider class of groups than can be easily characterised.
Finite dimensional balls in translation invariant pseudo-metrics
Suppose that G is a group and ρ is a (left and right) invariant pseudo-metric on G. As mentioned in the introduction balls in ρ are a natural candidate for approximate groups, and in this section we shall develop some of their basic properties as well as giving some examples.
Before we begin, as further evidence of their utility we remark that when G is abelian there are many arguments which employ finite dimensional balls in pseudometrics which exploit the specific pseudo-metric in question, but where in fact the only properties one needs hold for any pseudo-metric. The interested reader is referred to any of [Gow98, Bou99, BKT04, Gre05, Shk06a, Shk06b] and [GT08] for examples of this.
Lemma 4.1 (Properties of balls in translation invariant pseudo-metrics). Suppose that G is a group and ρ is a (left and right) translation invariant pseudo-metric on G. Then (i) (Symmetric neighborhood) B(ρ, δ) is a symmetric neighborhood of the identity for all δ ∈ R + ;
Proof. That the balls B(ρ, δ) are symmetric neighborhoods of the identity follows from the symmetry property of ρ and the fact that ρ(1 G , 1 G ) = 0; also, nesting is immediate. Subadditivity follows from the triangle inequality for ρ: suppose that x ∈ B(ρ, δ) and x ′ ∈ B(ρ, δ ′ ). Then
where the intermediate equality is by right invariance of ρ. It follows that
as required.
The normality condition follows from the fact that ρ is left and right invariant. By left and then right invariance we have
Whence y ∈ B(ρ, δ) if and only if x −1 yx ∈ B(ρ, δ), i.e. xB(ρ, δ)x −1 = B(ρ,
whenever |η| 1/6d.
and note that f is non-decreasing in α with f (1) − f (0) 1 since B(ρ, δ) is ddimensional. We claim that there is an α ∈ [ 1 − 6d|η|.
The result follows.
Having established some basic properties of translation invariant pseudo-metrics it is instructive to consider some examples.
Example 4.3 (Linear Bohr sets). Suppose that G is a group and Γ is a finite subset of Lin(G).
There is a natural (left and right) translation invariant pseudo-metric associated to Γ as we shall now explain.
For any z ∈ S 1 write z for the quantity (2π) −1 | Arg z|, where the argument is taken to have a value lying in (−π, π]. We define our pseudo-metric by ρ(x, y) := sup { γ(xy −1 ) : γ ∈ Γ}, and it is easy to check that this is a (left and right) translation invariant pseudometric on G. A linear Bohr set is a ball in this pseudo-metric viz.
LinBohr(Γ, δ) := B(ρ, δ).
In [TV06, Lemma 4.19] it is shown that Bohr sets in abelian groups are O(|Γ|)-dimensional balls and the same argument can be used here. For each θ ∈ T Γ define the set
If B θ is non-empty let x θ be some member. The map x → x −1 θ x is an injection from B θ into LinBohr(Γ, δ), so putting T δ := {x θ : θ ∈ γ∈Γ {−3δ/2, −δ/2, δ/2, 3δ/2}} we have that
We should remark that there is a more general notion of Bohr set in non-abelian groups which does not require that the characters all be linear; hence the nomenclature.
Example 4.4 (Large spectra). Suppose that G is a finite group and A is a subset of G. We define a translation invariant pseudo-metric on Lin(G) by
and write LSpec(A, δ) for the ball of radius δ in ρ, calling such sets large spectra.
The true utility of this definition emerges when one notes that
To see this, recall that 0 Lin(G) is the representation which has 0 Lin(G) (x) ≡ 1, so
which equals the desired expression. Rearranging this tells us that
It is, of course, this fact which motivates the name 'large spectrum'.
There is no useful general growth estimate for large spectra in the way that there is for linear Bohr sets, although the content of §7 is to show that if A satisfies a growth hypothesis then there is.
Growth of linear Bohr sets
In this section we estimate the growth of linear Bohr sets when their defining set of representations is structured. The proposition should be compared with the 'trivial estimate' for the dimension given in Example 4.3.
Proposition 5.1. Suppose that G is a finite group, Γ is a symmetric subset of Lin(G) containing the identity with Γ + Γ ⊂ Span(X) + Γ for some finite set X, and δ ∈ (0, 2
−4 ] is a parameter. Then
We require a preliminary result. Suppose that Λ ⊂ Lin(G), k is a positive integer and δ ∈ (0, 1]. By the triangle inequality it is immediate that LinBohr(Λ, δ) ⊂ LinBohr(kΛ, kδ); the following elementary lemma can be used to provide a partial converse.
Lemma 5.2. Suppose that t is a real number, k is a positive integer, δ ∈ (0, 1] has kδ < 1/3 and 2 rt kδ for all r ∈ {1, . . . , k}. Then t δ.
Corollary 5.3. Suppose that Λ ⊂ Lin(G) contains the identity and kδ < 1/3. Then LinBohr(kΛ, kδ) ⊂ LinBohr(Λ, δ), and hence LinBohr(kΛ, kδ) = LinBohr(Λ, δ).
Proof. Since 0 Lin(G) ∈ Λ, we have that rλ ∈ kΛ for all r ∈ {1, . . . , k}. It follows that if x ∈ LinBohr(kΛ, kδ) then
kδ for all r ∈ {1, . . . , k}.
If we define θ x ∈ (−1, 1] to be such that λ(x) = exp(iπθ x ), then we can rewrite the above as rθ x kδ for all r ∈ {1, . . . , k}. It follows from the preceding lemma that θ x δ and hence that x ∈ LinBohr(Λ, δ). The result is proved.
Proof of Proposition 5.1. For each θ ∈ T X define the set
Put I := {kδ/2 2 |X| : −2 4 |X| k 2 4 |X|} and note that
For each θ ∈ I X let x θ be some element of B θ ∩ LinBohr(Γ, 2δ) (if the set is non-empty); the map x → x −1 θ x is an injection from B θ ∩ LinBohr(Γ, 2δ) into LinBohr(X, δ/2|X|) ∩ LinBohr(Γ, 2 2 δ). Writing T for the set of all such x θ s, we have
Now, by the triangle inequality we have
and since the identity is in Γ and Γ+Γ ⊂ Γ+Span(X) we have Γ+2 3 Span(X) ⊃ 2 3 Γ and Γ + 2 3 Span(X) ⊃ 2 3 Span(X), whence
Finally, by Corollary 5.3 and the fact that X ⊂ Span(X) we have
and the result follows on noting that |T | |I| |X| .
Representations supporting very large values of the Fourier transform
In this section we consider those representations γ for which SpecRad( 1 A (γ)) is very large. It will turn out that under certain conditions they are, in fact, onedimensional.
We begin with a lemma which says that the Fourier transform is particularly simple when the function in question is a class function. This observation was introduced by Lubotzky, Phillips and Sarnak in [LPS88] (see also [DSV03] ) and then leveraged by Gowers in an additive combinatorial setting in [Gow08] .
Lemma 6.1. Suppose that G is a finite group, γ is an irreducible representation of G and f is a hermitian, complex-valued class function on G. Then f (γ) is a scalar multiple of the identity.
Proof. Since f is hermitian, f (γ) is hermitian and hence C dγ has an eigenvector v ∈ C dγ with eigenvalue µ. As a consequence of the fact that f is a class function we shall show that γ(y)v is also an eigenvector of f (γ) with eigenvalue µ.
First, note that
since γ is a homomorphism. Now, by the change of variables u = y −1 xy we get that
again since γ is a homomorphism. However, f is a class function so f (yuy
Thus γ(y)v is an eigenvector of f (γ) with eigenvalue µ as claimed.
The subspace of C dγ generated by {γ(y)v : y ∈ G} is trivially invariant and hence, since γ is irreducible, is the whole of C dγ . However, every element of this subspace is an eigenvector of f (γ) with eigenvalue µ, whence f (γ) = µI. The lemma is proved.
The preceding lemma has two applications. The first is as follows and tells us that the only representations of importance in our study are the one-dimensional ones.
Lemma 6.2. Suppose that G is a finite group generated by a set S containing the identity, γ is an irreducible monomial representation of G, A is a normal symmetric subset of G such that 2 SpecRad( 1 A (γ)) > P G (S.A).
Then γ is one-dimensional.
Proof. By linearity of trace we have that
A is symmetric and normal, so 1 A is a complex-valued, hermitian class function. Furthermore, γ is irreducible, so by Lemma 6.1, we conclude that 1 A (γ) is a scalar multiple of the identity. This, in the previous, tells us that
for some scalar µ with |µ| = SpecRad( 1 A (γ) ).
On the other hand, γ is monomial, whence there is a subgroup H G with index d γ and a homomorphism λ :
whenever f ∈ Class(G) by Frobenius' reciprocity theorem. Since 1 A ∈ Class(G), we conclude that
But |λ| 1 point-wise, so
However, d γ = P G (H) −1 since λ is one-dimensional. Cancelling this term from both sides (possible since subgroups are non-empty) tells us that
Now, suppose that γ is not one-dimensional so that H is a proper subgroup of G. In that case S.H = H, and so there is some element s ∈ S such that s.H ∩ H = ∅. Since 1 G is also in S it follows that
and this union is disjoint. We conclude that
a contradiction to the hypothesis of the lemma. Thus H could not have been a proper subgroup of G and hence γ is one-dimensional as required.
Size and growth of large spectra
In this section we establish that there are many representations in the large spectrum and that it satisfies some growth estimates. In essence the idea of leveraging relative polynomial growth to get very large values of the Fourier transform was introduced by Schoen in [Sch03] , and it is this technique to which we appeal.
There is some notation and certain hypotheses which are common to all the results of this section. We record these now and they will be assumed throughout.
(i) G is a monomial group generated by a set S containing the identity; (ii) A is a symmetric normal subset of G; (iii) P G (S.A) < √ 2P G (A); (iv) f denotes the k-fold convolution of 1 A with itself. These hypotheses are there so that we may apply Lemma 6.2.
We begin with a preliminary lemma useful for establishing both the size and growth estimates.
Lemma 7.1. Suppose that η ∈ (0, 1] and k ∈ Z are such that
Proof. Suppose that γ is irreducible. Since A is symmetric and normal, 1 A is a hermitian, complex-valued class function and we may apply Lemma 6.1 to get that 1 A (γ) = µI, so |µ| = SpecRad( 1 A (γ)). Two consequences follow: first,
Now, by Parseval's theorem and the Cauchy-Schwarz inequality we have
We split the range of integration on the left into the set of representations where SpecRad( 1 A (γ)) is large and where it is small. Specifically, let
whence, by Lemma 6.2 (applicable since every γ on G is monomial), γ is onedimensional. It follows that L = LSpec(1 A , η). Secondly,
by (7.1) and Parseval's theorem. Inserting the hypothesis on k we get that
and the lemma then follows from the triangle inequality in (7.3), and (7.2).
The next proposition concerns the growth of large spectra -recall that they are subsets of the abelian group Lin(G).
Proposition 7.2. Suppose that ǫ ∈ (0, 1] and d 1 are parameters and whenever 64d log 32d k 128ǫ −2 d log 32ǫ −2 d we have
Proof. By the triangle inequality and the fact that γ(x) is unitary we have that
whenever v is a unit vector in C dγ . It follows that SpecRad( 1 A (γ)) P G (A). This coupled with the fact that all representations in LSpec(A, η) are one-dimensional gives
Similarly, if η 1/2 then (7.5)
whenever 64d log 32d k 128ǫ −2 d log 32ǫ −2 d we conclude that
whenever η ∈ (ǫ/2, 1/2]. Now, Lemma 7.1 tells us that
It follows from this and (7.4) and (7.5) that
On the other hand
for the same range of η, so
Repeated application gives that for any integer r > 1 with (2r + 1/2)ǫ 1,
It follows that either ǫ The result follows.
The second key result of the section effectively estimates the size of the large spectrum.
Proposition 7.3. Suppose ǫ ∈ (0, 1] and d 1 are parameters, and there is some k 16ǫ −2 d log 8ǫ −2 d such that
Proof. Write β for the probability measure on LinBohr(LSpec(A, ǫ), 1/2π). Suppose that γ ∈ LSpec(A, ǫ) so that γ is one-dimensional. Then, for every x ∈ LinBohr(LSpec(A, ǫ), 1/2π) we have
Integrating the above calculation with respect to dβ and applying the triangle inequality tells us that
It follows, again by the triangle inequality, that β(γ) = | β(γ)| 1/2. Now, recalling the definition of f from the start of the section,
since f (γ) = 1 A (γ) k and γ is one-dimensional. On the other hand, since k 16ǫ −2 d log 8ǫ −2 d we have that
It follows from Lemma 7.1 that
which, when inserted into the previous expression gives
However, by Parseval's theorem and Young's inequality we get that (LSpec(A, ǫ), 1/2π) ) .
8. Linear Bohr sets with large spectra as frequency sets
Finally we turn our attention to combining linear Bohr sets with structured spectra. The following idea was introduced by Green and Ruzsa in [GR07] , although the proof below is a slight adaptation of one appearing in [TV06] .
Proposition 8.1. Suppose that G is a finite group and A is a finite set, l is a positive integer such that P G (A l ) KP G (A l−1 ) and ǫ ∈ (0, 1] is a parameter. Then
Proof. Write δ = 1 − 1 − ǫ 2 /2 and suppose that γ ∈ LSpec(A l , ǫ). Since γ is one-dimensional
Thus there is a phase ω ∈ S 1 such that
It follows that
If y 0 , y 1 ∈ A then
The Cauchy-Schwarz inequality tells us that
for all x ∈ G, whence
from which the result follows.
The proof of the main theorem
We are now in a position to prove our main theorem.
Proof of Theorem 1.3. First, we may assume that A generates G since G is hereditarily monomial, and A is normal in A . Now, let C be the constant implicit in the first possible conclusion of Proposition 7.2, so that ǫ
Cd log 2 2d in that case. By the pigeon-hole principle there is some integer l with l = O(d log 2d) such that P G (A l+1 ) < √ 2P G (A l−1 ), from which it follows that 
The result is complete.
Appendix A. From small tripling to polynomial growth in nilpotent groups
The object of this appendix is to show Proposition A.3 below, that a subset of a nilpotent group with small tripling has relative polynomial growth. Theorem 1.4 is then an immediate corollary of Theorem 1.3 and this proposition.
Our argument couples the covering method of Ruzsa (introduced to the nonabelian setting by Tao in [Tao06] ) with the following result of Bass from [Bas72] .
Theorem A.1. Suppose that G is a finitely generated nilpotent group with lower central series G = G 0 ⊲ G 1 ⊲ · · · ⊲ G d+1 = {1 G }. Then for every set A ⊂ G there is a constant C G,A dependent only on G and A such that |A n | C G,A n d(G) for all n 1, where
Recall that if H is an abelian group then rk(H) is the size of the largest set of torsion free independent elements of H. Corollary A.2. Suppose that G is a finite nilpotent group and X ⊂ G is a set of size K. Then |X n | O K (n OK (1) ).
Proof. By restricting G to the group generated by X (which is also nilpotent) we may assume that G has at most K generators. Let S be a set of K elements and F (S) be a free nilpotent group based on S. Since F (S) is free any bijection φ : S → X extendeds to a homomorphismφ : F (S) → G, such thatφ| S = φ. It follows that |S| = |X| = K and |X n | |S n | for all n 1.
Since F (S) has a set of K generators we see that d(F (S)) K 3 , where d(F (S)) is as in Bass' theorem. Applying this we conclude that
to get the result.
Note that the argument above is completely ineffective; no bound results so we might as well have used the earlier, weaker version of Bass' result due to Wolf [Wol68] . It seems likely that a direct modification of either Bass' or Wolf's results could lead to an effective bound and be used to establish Corollary A.2 directly. Proposition A.3. Suppose that G is a finite nilpotent group and A ⊂ G has |A 3 | K|A|. Then |A n | = O K (n OK (1) |A|). 
