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Abstract
Modeling the dynamics of real-world physical systems is critical for spatiotemporal
prediction tasks, but challenging when data is limited. The scarcity of real-world
data and the difficulty in reproducing the data distribution hinder directly applying
meta-learning techniques. Although the knowledge of governing partial differential
equations (PDEs) of the data can be helpful for the fast adaptation to few observa-
tions, it is difficult to generalize to different or unknown dynamics. In this paper,
we propose a framework, physics-aware modular meta-learning with auxiliary
tasks (PiMetaL) whose spatial modules incorporate PDE-independent knowledge
and temporal modules are rapidly adaptable to the limited data, respectively. The
framework does not require the exact form of governing equations to model the
observed spatiotemporal data. Furthermore, it mitigates the need for a large number
of real-world tasks for meta-learning by leveraging simulated data. We apply the
proposed framework to both synthetic and real-world spatiotemporal prediction
tasks and demonstrate its superior performance with limited observations.
1 Introduction
Deep learning has recently shown promise to play a major role in devising new solutions to applica-
tions with natural phenomena, such as climate change [1, 2], ocean dynamics [3], air quality [4, 5, 6],
and so on. Deep learning techniques inherently require a large amount of data for effective represen-
tation learning, so their performance is significantly degraded when there are only a limited number
of observations. However, in many tasks in physical world we only have access to a limited amount
of data. One example is air quality monitoring [7], in which the sensors are irregularly distributed
over the space – many sensors are located in urban areas whereas there are very few sensors in vast
rural areas. Another example is extreme weather modeling and forecasting, i.e., temporally short
events (e.g., tropical cyclones [8]) without sufficient observations over time. Moreover, inevitable
missing values from sensors [9, 10] further reduce the number of operating sensors and shorten the
length of fully-observed sequences. Thus, achieving robust performance by quickly learning from a
few spatiotemporal observations remains an essential but challenging problem.
Several approaches have been developed to address this challenge by utilizing prior knowledge or
previous experience, e.g, meta-learning [11, 12, 13, 14], transfer learning [15], domain adaptation [16,
17], and continual learning [18]. Among them, meta-learning algorithms, which extract common
knowledge across multiple tasks (meta-train tasks) and reuse it for unseen tasks (meta-test tasks),
have emerged as one of the most effective solution as they provide reusable representations and
rapid learning algorithm [19]. However, we are confronted with a series of challenges when we
apply meta-learning to the real-world spatiotemporal observations governed by known/unknown
physics equations. First, it is not easy to find a set of prior datasets which provide shareable
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latent representations needed to understand targeted natural phenomena. For instance, while image-
related tasks (detection [20] or visual-question-answering tasks [21, 22]) can take advantage of
an image-feature extractor that is pre-trained by a large set of images [23] and well-designed
architecture [24, 25, 26], there is no such large data corpus that is widely applicable for natural
phenomena. Second, unlike computer vision or natural language processing tasks where a common
object (images or words) is clearly defined, it is not straightforward to find analogous objects in the
spatiotemporal data. Finally, while a governing equation on particular observations can be helpful
for an adaptation of a model on few samples, the exact equations behind natural phenomena are
usually unknown, leading to the difficulty in reproducing the same real-world data distribution via
simulation. For example, there have been some works [27, 28, 29] addressing the data scarcity issue
via explicitly incorporating PDEs as neural network layers when modeling spatiotemporal dynamics.
While it shows improved data efficiency in modeling data governed by dynamics with known explicit
forms, it is hard to generalize for modeling different or unknown dynamics, which is ubiquitous in
real-world scenario.
In many PDEs in physics, a time derivative of a physical quantity is a function of spatial derivatives.
For example, the convection-diffusion (transportation) and the Navier-Stokes equations (motion of
viscous fluid) are:
∂u/∂t = ∇ · (D∇u)−∇ · (vu) +R, (Convection-Diffusion eqn.)
∂u/∂t = −(u · ∇)u + ν∇2u−∇ω + g. (Incompressible Navier-Stokes eqn.)
where the scalar u and vector field u are the variables of interest (e.g., temperature, flow velocity,
etc.). Since the spatial derivatives such as ∇,∇·, and ∇2 are commonly used in different PDEs,
we define spatial derivative modules as PDE-independent modules and provide auxiliary tasks to
regularize the modules to approximate the spatial derivatives. Then, another PDE-specific module
is combined with spatial modules to learn the relation between spatial and time derivatives. This
approach can effectively leverage a large amount of simulated data to train the spatial modules as the
modules are PDE-independent and thus mitigating the need for a large amount of real-world tasks
to extract shareable features. In addition, since the spatial modules are universally used in physics
equations and explicit forms of equations are not required for training the modules, the modular
method can conveniently integrate meta-learning for natural phenomena. Based on the modularized
PDEs, we introduce a novel approach that marries physics knowledge in spatiotemporal prediction
tasks with meta-learning by providing shareable modules across spatiotemporal observations in the
real-world.
Our contributions are summarized below:
• Modularized PDEs with auxiliary tasks: Inspired by forms of PDEs in physics, we
decompose PDEs into shareable (spatial) and adaptation (temporal) parts. The shareable
modules are PDE-independent and specified by corresponding auxiliary tasks.
• Physics-aware modular meta-learning: We provide a framework for physcis-aware mod-
ular meta-learning, which consists of PDE-independent/-specific modules. The framework
is flexible to be applied to the modeling of different or unknown dynamics.
• Synthetic data for shareable modules: We extract shareable parameters in the spatial
modules from simulated data, which can be generated from different distributions easily.
2 Motivation
In this section, we describe how the physics equations are decomposable into modules and how the
modular meta-learning approach tackles the task when the data are limited.
2.1 Modularizable partial differential equations in physics
It is common that partial differential equations are used to describe many quantities in the real-world.
Specifically, a quantity associated with natural phenomena or physics such as temperature, fluid
density, and object state is given as a function of spatial and temporal input, u = u(x, t), where u
is the target quantity and is governed by some PDE. A PDE formulates how the quantity is varying
along the two axes: space and time.
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For u(x, t) where x = (x, y) coordinates in 2D space, a general form of PDEs is
f
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)
= 0. (1)
The form can be digested for many physics-associated quantities [30, 31]:
∂u/∂t = F (ux, uy, uxx, uyy, . . . ), (2)
where the right-hand side of Eq. 2 denotes a function of spatial derivatives. As the time derivative can
be seen as a Euler discretization [32], it is notable that the next state is a function of the current state
and spatial derivatives. Thus, for physics-associated quantities, knowing spatial derivatives at time t
is a key step for spatiotemporal prediction at time t+ 1.
2.2 Spatial derivative modules: PDE-independent modules
Finite difference method (FDM) is widely used to discretize a d-order derivative as a linear combina-
tion of function values on a n-point stencil.
∂du
∂xd
≈
n∑
i=1
αiu(xi), (3)
where n > d. According to FDM, it is independent for a form of PDE to compute spatial derivatives,
which are input components of F (·) in Eq. 2. Thus, we can modularize spatial derivatives as
PDE-independent modules. The modules that can be learnable as a data-driven manner to infer the
coefficients (αi) have been proposed recently [30, 33].The data-driven coefficients are particularly
useful when the discretization in the n-point stencil is irregular and low-resolution where the fixed
coefficients cause substantial numerical errors.
2.3 Time derivative module: PDE-specific module
Once upto d-order derivatives are modularized by learnable parameters, the modules are assembled by
an additional module to learn the function F (·) in Eq. 2. This module is PDE-specific as the function
F describes how the spatiotemporal observations change. The exact form of a ground truth PDE is
not given. Instead, the time derivative module is data-driven and will be adapted to observations.
2.4 Modular meta-learning
As one branch of meta-learning, modular meta-learning [34] provides a good set of reusable modules
from task-independent/-specific optimization to be quickly adapted to limited data. Suppose that
D = (D1, . . . ,DM ) whereDi = (Dtri ,Dtei ) is a set of meta-learning datasets whereM is the number
of main tasks. There is a set of K-modules whose learnable parameters are Φ = (φ1, . . . , φK) and
the modules constitute a possible discrete structure S ∈ S where S is a set of all possible discrete
structures. The learning process of the structured modular meta-learning consists of two objectives
for (1) task-specific adaptation (Eq. 4) and (2) updating module parameters (Eq. 5). The task-specific
objective is used to find an adapted structure for a particular task i and the parameters in the modules
are optimized by the accumulated loss across all tasks with learning rate α.
Si = arg min
S∈S
L(Dtri , S,Φ), (4) Φ← Φ− α
∑
i
∇ΦL(Dtei , Si,Φ). (5)
Inspired by the success of modular meta-learning on combinatorial optimization and relational
inference, we adjust the structured modular meta-learning to be adaptable to our PDE-independent/-
specific modules for the spatiotemporal prediction task. As Si is an adapted structure given a
particular task i, the adaptation process corresponds to the optimization of the task-specific time
derivative module. On the other hand, as Φ indicates generalizable task-independent knowledge,
parameters of our PDE-independent spatial derivative modules can be regarded as meta-parameters.
3
3 Physics-aware modular meta-learning
In this section, we develop a physics-aware modular meta-learning method for the modularized PDEs
and design neural network architectures for the modules. Fig. 1 describes the proposed framework
and its computational process.
3.1 Spatial derivative module
As we focus on the modeling and prediction of sensor-based observations, where the available data
points are inherently on a spatially sparse irregular grid, we use graph networks for each module φk
to learn the finite difference coefficients [33]. Given a graph G = (V,E) where V = {1, . . . , N}
and E = {(i, j) : i, j ∈ V}, a node i denotes a physical location (xi, yi) where a function value is
observed. The observation at node i is u(xi, yi) or ui. Then, the data-driven spatial derivatives are
computed by Algorithm 1. Note that it is flexible to tune the number of hops in φ to increase/decrease
Algorithm 1 Spatial derivative module (SDM).
Input: Graph signals u and coordinates x = (x, y) on G. A set of module attributes K
Output: Approximated spatial derivatives {uˆk,i | i ∈ V and k ∈ K}
Require: Randomly initialized spatial derivative modules {φk | k ∈ K}
1: for k ∈ K do
2:
{
ak,(i,j), bk,(i,j) | (i, j) ∈ E and k ∈ K
}
= φk({u} , {x} ,G)
3: for i ∈ V do
4: uˆk,i =
∑
(i,j)∈E ak,(i,j)(ui − bk,(i,j) · uj)
5: end for
6: end for
the kernel size, which corresponds to the size of stencil. The coefficients (a, b) on each edge (i, j)
are output of φ and they are linearly combined with the function values on node i and j. K denotes a
set of finite difference operators. For example, if we set K = {∇x,∇y,∇2x,∇2y}, we have 4 modules
which approximate first/second order of spatial derivatives along the x and y direction, respectively.
3.2 Time derivative module
Algorithm 2 Time derivative module (TDM).
Input: Graph signals u and approximated spatial
derivatives uˆk where k ∈ K on G. Time interval ∆t
Output: Prediction of signals at next time step uˆ(t+ 1)
Require: Randomly initialized TDM
1: uˆt = TDM({ui, uˆk,i | i ∈ V and k ∈ K})
2: uˆ(t+ 1) = u(t) + uˆt ·∆t
Once spatial derivatives are approximated,
another learnable module is required to
combine them for a target task. The form
of line 2 in Algorithm 2 comes from Eq. 2
and TDM is adapted to learn F (·) in the
equation. The exact form of F for the tar-
get task is not restricted. As our target task
is the regression of graph signals, we use
another graph network for TDM.
3.3 Modular meta-learning with auxiliary objective
With these physics-aware modules, we propose a variant of the structured modular meta-learning
framework [34, 35] for our task. While the structured modular meta-learning provides a good set of
reusable modules optimized through meta-train tasks, its task-specific adaptation process is limited to
the structural combination. The combinatorial searching for the task-specific adaptation has a couple
of challenges. First, since an adapted structure comes from the pre-defined searching space, the set of
possible structures (S) should be large enough to make the optimal structure adaptable to unseen tasks.
Second, a searching algorithm should be fast enough to handle a large number of modules. Finally,
the role of each module is not specified as all modules are optimized by the common objective.
We generalize the adaptation process in the structured modular meta-learning as an optimization of the
adaptation module to address the challanges. There are computational benefits to use the data-driven
module instead of searching for an adapted structure. First, it has a continuous searching space and
does not require a pre-defined searching space for possible structures. Second, the adaptation process
is gradient-based so that it is not necessary to propose fast searching algorithms. Finally, since the
module is learnable, it is easily adaptable to a new task without prior knowledge of the composition.
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Figure 1: Schematic overview of the physics-aware modular meta-learning (PiMetaL).
Algorithm 3 Proposed modular meta-learning with auxiliary tasks.
Input: A set of meta-train tasks T = {T1, . . . , TM} and task datasets D = {D1, . . . ,DM} where
Di = (Dtri ,Dtei ). Di = {(xij , yij , y(a1,i)j , . . . , y(aK ,i)j )}Nij=1 where yij is a main task label and y(ak,i)j
is an k-th auxiliary task label of input xij , respectively. Learning rate α and β.
1: Initialize auxiliary modules Φ = (φ1, . . . , φK) and task-specific modules Θ = (θ1, . . . , θM )
2: while not converged do
3: ∆ = 0
4: Sample batch of tasks {T1, . . . , TB} from T
5: for each task Ti in {T1, . . . , TB} do
6: θi ← θi − β∇θiL(Dtri , θi,Φ)
7: ∆← ∆ +∇Φ
(
L(Dtei , θi,Φ) +
∑K
j=1 Lj(Dtei , φj)
)
8: end for
9: Φ← Φ− α∆
10: end while
However, adding the learnable module for the task adaptation causes the task-independent modules
to lose module-specific representation since the parameters in the modules are exclusively updated by
the main task. We introduce auxiliary tasks for optimizing the task-independent modules to mitigate
the shift. Each auxiliary task provides a set of input/output pairs to explicitly impose the desired
function to each module. Algorithm 3 shows how the auxiliary tasks are introduced in the modular
meta-learning. For PDEs, we propose physics-aware modular meta-learning with auxiliary tasks
(PiMetaL-modular) and the auxiliary tasks are regression tasks of spatial derivatives (e.g., ∂ui/∂x
is used to regularize the φx module in Fig. 1).
The procedure departs from the structured modular meta-learning (Eq. 4 and 5) in two aspects: (1)
the adaptation to a specific task (Ti) is parameterized by a learnable module θi (line 6) and (2) the
auxiliary objective is added (line 7) for optimizing auxiliary modules. The auxiliary modules (Φ)
are updated by two loss functions: a task-specific and a sum of task-independent loss functions. The
former makes the module flexible to different tasks as meta-initialization [14] does and the latter one
imposes the auxiliary module to learn an auxiliary task.
Variation of updating rule (PiMetaL-MAML) Many gradient-based algorithms can be easily
applied with the two objectives in Algorithm 3. For example, we use MAML by replacing line 6 in
Algorithm 3 by Eq. 6. Then, Φ and θi will be updated by the accumulated losses (Eq. 7), respectively.
θ′i ← θi − β∇θiL(Dtri , θi,Φ), Φ′ ← Φ− β∇ΦL(Dtri , θi,Φ), (6)
θi ← θi − α∇θiL(Dtei , θ′i,Φ′), ∆← ∆ +∇Φ
L(Dtei , θ′i,Φ′) + K∑
j=1
Lj(Dtei , φ′j)
 . (7)
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Table 1: Description of the sizes of all datasets.
Meta-train Meta-test
Synthetic Synthetic AQI-CO [7] ExtremeWeather [8] NOAA
Number of nodes (N ) 246 [150,400] [51,58] [39,214] 191
Length of sequences (T ) 20 20 24 20 [13,24]
Number of tasks (M ) 100 10 12 10 12
time:0 time:1 time:2 time:3 time:4
Figure 2: Spatiotemporal dynamics from the convection-diffusion equation. Dots represent the
sampled points. Black arrows represent the first-order derivative at each point, and red arrows show
the prediction of the first-order derivatives from the spatial derivative module.
4 Experimental evaluation
Overview of the evaluations: We adopt a set of multi-step spatiotemporal sequence prediction tasks
to evaluate our proposed framework. In each task, the data is a sequence of T frames, where each
frame is a set of observations on N nodes in space, and we train an auto-regressive model with the
first k frames (k-shot) and evaluate its performance with the following T − k frames. We evaluate
the performance of the model via the average of mean squared errors (MSEs) over all tasks.
For all experiments, we generate meta-train tasks from the 2D convection-diffusion equation (Eq. 8)
as all target quantities have fluidic properties such as diffusive and convection. Fig. 2 shows the
spatiotemporal dynamics from the meta-train data and the prediction of 1st-order spatial derivatives
from the spatial derivative module, which is close to the ground truth spatial derivatives.
We choose different datasets for meta-test tasks. Table 1 shows the sizes of all datasets and more
details are in the supplementary material.
Table 2: Multi-step prediction results of the synthetic dataset.
Method 5-shot 10-shot
RGN (train from scratch) 1.305E+00 4.608E-01
PA-DGN (train from scratch) 1.589E+00 4.598E-01
RGN (weight init) 1.123E+00 4.461E-01
PA-DGN (weight init) 1.443E+00 3.464E-01
RGN (MAML) 1.127E+00 4.467E-01
PiMetaL-modular 1.278E+00 3.017E-01
PiMetaL-MAML 8.326E-01 2.952E-01
PiMetaL variants and baselines:
We evaluate the performance of (1)
a Recurrent Graph Neural Network
architecture (RGN) [36] and (2)
a physics-aware architecture (PA-
DGN) [33] with spatial derivative
modules (SDM) and temporal deriva-
tive modules (TDM), where the SDM
is a Graph Neural Network and the
TDM is a Recurrent Graph Neural
Network. For the RGN architecture,
we evaluate its performance via (1)
training on meta-test tasks only (train from scratch), (2) training on meta-train tasks and using the
trained model weights for the initialization of models trained on meta-test tasks (weight init), (3)
model-agnostic meta training (MAML) [14]. For the PA-DGN architecture, in addition to train from
scratch and weight init, we consider 2 versions of our proposed physics-aware modular meta-learning
methods: (1) the vanilla modular meta-learning with auxiliary tasks in Algorithm 3 (PiMetaL-
modular) and (2) the MAML variation in Eq. 6 and 7 (PiMetaL-MAML). Details of architectures
and implementation of models are in the supplementary material.
4.1 Synthetic data
Data generation: We evaluate our proposed framework with the synthetic dataset sampled from the
solution of the following convection-diffusion equation:
u˙i(t) = vi · ∇ui(t) + ci∇2ui(t), i = 1, 2, . . . , N
ui(0) =
∑
|k|,|l|≤F
λk,l cos(kxi + lyi) + γk,l sin(kxi + lyi), F = 9, λk,l, γk,l ∼ N (0, 0.02) , (8)
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where the index i denotes the i-th node whose coordinate is (xi, yi) in the 2D space ([0, 2pi]× [0, 2pi])
and vi = (ai, bi) is velocity field such that ai = 0.5λ(cos(yi) + xi(2pi − xi)sin(xi)) + 0.6, bi =
2λ(cos(yi) + sin(xi)) + 0.8, and ci = D. k, l are randomly sampled integers. λ,D are hyper-
parameters to control the data distribution. We set λ = 1, D = 0.2 for meta-train tasks and
λ = 0.8, D = 0.1 for meta-test tasks. From the synthetic data, we compute the first-order and the
second-order derivatives and use the regression tasks on them as the auxiliary tasks (See Fig. 1).
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Figure 3: 5-shot/10-shot test error curves.
Discussion: Table 2 shows the
multi-step prediction performance of
all methods on the 2D convection-
diffusion dataset. In both 5-shot and
10-shot settings, our proposed frame-
work (PiMetaL-MAML) has the low-
est multi-step prediction error. Fig. 3
shows test error curves of all meth-
ods on one task during the meta-test
stage. While other methods quickly
over-fit due to the limited amount of training data, PiMetaL-MAML is resistant to over-fitting and
has the smallest test error.
4.2 Real-world data experiments
4.2.1 Real-world data: single feature, multi-step prediction
Datasets: We evaluate our proposed framework with 2 real-world datasets: (1) AQI-CO: na-
tional air quality index (AQI) observations [7]; (2) ExtremeWeather: the extreme weather
dataset [8]. For the AQI-CO dataset, we construct 12 meta-test tasks with the carbon monox-
ide (CO) ppm records from the first week of each month in 2015 at land-based stations.
Table 3: Multi-step prediction results of datasets (single feature).
Method AQI-CO ExtremeWeather
5-shot
RGN (train from scratch) 8.429E-02 5.658E-01
PA-DGN (train from scratch) 2.848E-02 1.050E+00
RGN (weight init) 9.332E-02 5.910E-01
PA-DGN (weight init) 1.841E-01 9.679E-01
RGN (MAML) 7.904E-02 6.194E-01
PiMetaL-modular 1.630E-02 9.390E-01
PiMetaL-MAML 1.025E-01 4.959E-01
10-shot
RGN (train from scratch) 5.821E-02 4.177E-01
PA-DGN (train from scratch) 1.454E-02 4.271E-01
RGN (weight init) 5.819E-02 3.294E-01
PA-DGN (weight init) 1.123E-02 4.111E-01
RGN (MAML) 5.578E-02 3.607E-01
PiMetaL-modular 1.079E-02 4.081E-01
PiMetaL-MAML 7.445E-02 3.859E-01
For the ExtremeWeather dataset,
we select the top-10 extreme
weather events with the longest
lasting time from the year
1984 and construct a meta-test
task from each event with the
observed surface temperatures
at randomly sampled locations.
Since each event lasts fewer
than 20 frames, each task has a
very limited amount of available
data. In both datasets, only one
time-varying feature is available.
Discussion: Table 3 shows
the multi-step prediction perfor-
mance of our proposed frame-
work against the baselines in
Sec. 4.1 on real-world datasets.
On the AQI-CO dataset, our
framework (PiMetaL-modular) outperforms all other baselines in the multi-step prediction task
under both 5-shot and 10-shot settings. The variant of our proposed framework (PiMetaL-MAML)
has the lowest multi-step prediction error on the ExtremeWeather dataset under the 5-shot setting.
Although RGN methods have lower prediction error for the 10-shot setting, evaluations in Sec. 4.2.2
show that our method can still handle datasets with multiple features even when the meta-train data
has only one single feature, where RGN-based methods are not applicable.
4.2.2 Real-world data: multiple feature, multi-step prediction
One advantage of our framework is that the spatial derivative modules can be combined with PDE-
specific modules with different architectures from the ones used in the meta-train stage, which enables
our proposed framework to apply to tasks requiring multiple features that cannot be generated in
synthetic data. Here we show its performance as an example on the task of (1) ExtremeWeather:
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predicting surface temperature at randomly sampled locations in an extreme weather process and (2)
NOAA: predicting temperature observations from the land-based weather stations recorded in the
National Oceanic and Atmospheric Administration (NOAA) database [33]. Both tasks have features
in addition to the prediction target, which cannot be generated in synthetic datasets.
Table 4: Multi-step prediction results on datasets with multiple features.
Method ExtremeWeather NOAA
5-shot
PA-DGN (train from scratch) 8.344E-01 7.114E-01
PA-DGN (weight init) 8.266E-01 7.151E-01
PiMetaL-modular 8.114E-01 5.014E-01
10-shot
PA-DGN (train from scratch) 4.232E-01 6.560E-01
PA-DGN (weight init) 4.235E-01 6.311E-01
PiMetaL-modular 4.212E-01 6.207E-01
Discussion: Table 4
shows the prediction
performance of our
proposed framework on
two datasets that contain
multiple features not in
the meta-train tasks, and
thus the PDE-specific
part of the prediction
model does not share the
same architecture used for
meta-train. As a result, task-specific RGN models are not applicable. On the contrary, our proposed
framework enables the reuse of the spatial derivative module meta-trained with auxiliary tasks, and
still outperforms other baselines when combining it with a task-specific temporal derivative module
with a different architecture.
5 Related work
Physics-informed learning Since physics-informed neural networks are introduced [37] which
find that a solution of a PDE can be discovered by neural networks, physical knowledge has been
used as an inductive bias for deep neural networks. Advection-diffusion equation is incorporated
with deep neural networks for sea-surface temperature dynamics [27]. [28, 29] show that La-
grangian/Hamiltonian mechanics can be imposed to learn the equations of motion of a mechanical
system and [38] regularizes a graph neural network with a specific physics equation. Rather than
using explicitly given equations, physics-inspired inductive bias is also used for reasoning dynamics
of discrete objects [39, 40] and continuous quantities [33]. While there are many physics-involved
works, to the best of our knowledge, we are the first to provide a framework to use the physics-inspired
inductive bias under the meta-learning settings to tackle the limited data issue which is pretty common
for real-world data such as extreme weather events [8].
Meta-learning The aim of meta-learning is to enable learning parameters which can be used for
new tasks unknown at the time of learning, leading to agile models which adapt to a new task
utilizing only a few samples [11, 41, 42]. Based on how the knowledge from the related tasks is used,
meta-learning methods have been classified as optimization-based [12, 43, 44, 14, 45, 46, 47, 48],
model-based [13, 49, 44, 50], and metric-based [51, 52, 53]. Recently, another branch of meta-
learning has been introduced to more focus on finding a set of reusable modules as components of a
solution to a new task. [34, 35] provide a framework, structured modular meta-learning, where a finite
number of modules are introduced as task-independent modules and an optimal structure combining
the modules is found from a limited number of data. [54] introduces techniques to automatically
discover task-independent/dependent modules based on Bayesian shrinkage to find which modules are
more adaptable. To our knowledge, none of the above works provide a solution to use meta-learning
for modeling physics-related spatiotemporal dynamics.
6 Conclusion
In this paper, we propose a framework for physics-aware modular meta-learning with auxiliary tasks.
By incorporating PDE-independent knowledge from simulated data, the framework rapidly adapts to
meta-test tasks with a limited amount of available data. Experiments show that auxiliary tasks and
physics-aware modular meta-learning help construct reusable modules that improve the performance
of spatiotemporal predictions in real-world tasks where data is limited. Although introducing auxiliary
tasks based on synthetic datasets improves the prediction performance, they need to be chosen and
constructed manually and intuitively. Designing and identifying the most useful auxiliary tasks and
data will be the focus of our future work.
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Supplementary Materials
A Datasets and tasks
A.1 Meta-train
Data: For all experiments, we generate the data of meta-train tasks from the 2D convection-diffusion
equation (Eq. 8). We set λ = 1, D = 0.2 for meta-train data.
We first solve the equation on a 100× 100 grid with the spectral method under the time resolution
5e-3, then uniformly sample 250 locations from all grid points as observed nodes to simulate the case
where the observations are irregularly distributed in space. We then construct a 4-Nearest Neighbor
(NN) graph based on the Euclidean distance as the input of Graph Neural Networks.
Tasks: We construct 100 sequences, each with the initial condition generated from Eq. 8 using a
unique random seed. Each sequence lasts 20 frames with the timestep size 0.01. We set up 1 k-shot
meta-train task on each sequence: predicting the values and 1st/2nd-order spatial derivatives on all
nodes for all frames with an auto-regressive model given the first frame as the input. The first k
frames are used for training and the rest 20−k frames for test. We select k = 5, 10 as two experiment
settings.
A.2 Meta-test
A.2.1 Synthetic
Data: We generate the synthetic meta-test data from Eq. 8 but set λ = 0.8, D = 0.1 to simulate the
realistic scenario where meta-train tasks and meta-test tasks do not share the same distribution.
Tasks: We reuse the method in A.1 to generate data and construct 10 meta-test tasks for the synthetic
meta-test experiment.
A.2.2 Real-world, single feature
Figure A1: (Left) sensor locations in the AQI-CO dataset. (Right) weather station locations in the
NOAA dataset. We show sensors/stations as blue nodes and edges of k-NN graphs as red lines.
Borders of provinces/states are shown in grey.
Data:
• AQI-CO [7]: There are multiple pollutants in the dataset and we choose carbon monoxide
(CO) ppm as a target pollutant in this paper. We select sensors located in between latitude
(26, 33) and longitude (115,125) (East region of China). In this region, we sample multiple
multivariate time series whose length should be larger than 12 steps (12 hours) for multiple
meta-tasks. There are around 60 working sensors and the exact number of the working
sensors is varying over different tasks. Fig. A1 (left) shows the locations of selected AQI
sensors.
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• ExtremeWeather: We select the data in the year 1984 from the extreme weather dataset in
[55]. The data is an array of shape (1460, 16, 768, 1152), containing 1460 frames (4 per day,
365 days in the year). 16 channels in each frame correspond to 16 spatiotemporal variables.
Each channel has a size of 768×1152 corresponding to one measurement per 25 square km
on earth. For each frame, the dataset provides fewer than or equal to 15 bounding boxes,
each of which labels the region affected by an extreme weather event and one of the four
types of the extreme weather: (1) tropical depression, (2) tropical cyclone, (3) extratropical
cyclone, (4) atmospheric river. In the single feature setting, we only utilize the channel of
surface temperature (TS).
Tasks:
• AQI-CO: We select the first sequence of carbon monoxide (CO) ppm records from each
month in the year 2015 at land-based stations, and set up the meta-test task on each sequence
as the prediction of CO ppm. We construct a 6-NN graph based on the geodesic distances
among stations.
• ExtremeWeather: First, we aggregate all bounding boxes into multiple sequences. In each
sequence, all bounding boxes (1) are in consecutive time steps, (2) are affected by the same
type of extreme weather, and (3) have an intersection over union (IoU) ratio above 0.25 with
the first bounding box in the sequence. Then we select the top-10 longest sequences. For
each sequence, we consider its first bounding box A as the region affected by an extreme
weather event, and extend it to a new sequence of 20 frames by cropping and appending
the same region A from successive frames. For each region we uniformly sample 10% of
available pixels as observed nodes to simulate irregularly spaced weather stations and build
a 4-NN graph based on the Euclidean distance. Fig. A2 visualizes the first 5 frames of one
extended sequence. In the single feature experiment, we set up a meta-test task on each
extended sequence as the prediction of the surface temperature (TS) on all observed nodes
with the initial TS given only.
time:0 time:1 time:2 time:3 time:4
Figure A2: Visualization of the first 5 frames of one extended sequence in the ExtremeWeather
dataset. Dots represent the sampled points. Area with high surface temperature (TS) are colored with
green and area with low TS are colored with purple.
A.2.3 Real-world, multiple features
Data:
• ExtremeWeather: We use the same ExtremeWeather dataset as in A.2.2. In the multiple
features setting, we consider all channels as input features but still predict the surface
temperature (TS) only.
• NOAA: We select the consecutive observations in the year 2015 of weather stations located
in 4 west states (Washington, Oregon, California and Nevada) from the Online Climate Data
Directory of the National Oceanic and Atmospheric Administration (NOAA). Locations of
stations are shown in Fig. A1 (right). The time interval between 2 consecutive frames is 1
hour. We construct a 4-NN graph based on the geodesic distances among weather stations.
In the multiple features setting, we use the temperature and the altitude of the station as
input features to forecast the temperature.
Tasks:
• ExtremeWeather: We construct meta-test tasks with the method in A.2.2. In the multiple
features setting, the meta-test task is still the prediction of TS. All other 15 features (channels)
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are fully observed on all nodes during the whole prediction process, but TS is only available
in the initial frame.
• NOAA: We select the longest consecutive sequence from each month in the year 2015, and
set up a temperature prediction task as the meta-test task on each sequence.
B Experimental details
B.1 Model Architectures
• RGN [36]: A recurrent graph neural network model with 2 GN blocks. Each GN block has
an edge update block and a node update block, both of which use a 2-layer GRU cell as the
update function. We set its hidden dimension to 73. The RGN model has 394526 learnable
parameters.
• PA-DGN [33]: The spatial derivative layer uses a message passing neural network (MPNN)
with 2 GN blocks using 2-layer MLPs as update functions. The forward network part uses
a recurrent graph neural network with 2 recurrent GN blocks using 2-layer GRU cells as
update functions. We set its hidden dimension to 64, in which case PA-DGN has a similar
number of parameters with RGN. The PA-DGN model has 384653 learnable parameters.
B.2 Baselines
• RGN (train from scratch): For each meta-test task, initialize one RGN model randomly
and train it on the single task.
• PA-DGN (train from scratch): For each meta-test task, initialize one PA-DGN model
randomly and train it on the single task.
• RGN (weight init): First pre-train one RGN model on all meta-train tasks with the sequence
prediction loss. Then for each meta-test task, initialize one RGN model with the weights
from the pre-training stage and train it on the single task.
• PA-DGN (weight init): First pre-train one PA-DGN model on all meta-train tasks with both
the sequence prediction loss and the auxiliary loss (loss on spatial derivatives). Then for
each meta-test task, initialize one PA-DGN model with the weights from the pre-training
stage and train it on the single task.
• RGN (MAML): Meta-train one RGN model on all meta-train tasks with model-agnostic
meta-learning (MAML) [14] with the sequence prediction loss. Then for each meta-test
task, initialize one RGN model with the weights from the meta-training stage and train it on
the single task.
B.3 Ours
• PiMetaL-modular: Meta-train one PA-DGN model with our proposed Algorithm 3. Then
for each meta-test task, initialize one PA-DGN model with the weights from the pre-training
stage and train it on the single task.
• PiMetaL-MAML: Meta-train one PA-DGN model with the MAML variant of Algorithm
3 (Eq. 6 and Eq. 7). Then for each meta-test task, initialize one PA-DGN model with the
weights from the pre-training stage and train it on the single task.
B.4 Training settings
Training hyperparameters: For all meta-train and meta-test tasks, we use the Adam optimizer with
the learning rate 1e-3. In each training epoch, we sample 1 task from all available tasks.
Environments: All experiments are implemented with Python3.6 and PyTorch 1.3.0, and are con-
ducted with NVIDIA GTX 1080 Ti GPUs.
Runtime: The baselines RGN (train from scratch) and PA-DGN (train from scratch) will finish in 30
minutes. All other baselines will finish the meta-train stage in 4 hours and the meta-test stage in 2
hours. The runtime is measured in environments described above.
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