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We develop an approximation and convergence theory for Galerkin approxima- 
tions to infinite dimensional operator Riccati differential equations formulated in 
the space of Hilbert-Schmidt operators on a separable Hilbert space. We treat the 
Riccati equation as a nonlinear evolution equation with dynamics described by 
a nonlinear monotone perturbation of a strongly coercive linear operator. We 
prove a generic approximation result for quasi-autonomous nonlinear evolution 
systems involving accretive operators which we then use to demonstrate the 
Hilbert-Schmidt norm convergence of Galerkin approximations to the solution of 
the Riccati equation. We illustrate the application of our results in the context of 
a linear quadratic optimal control problem for a one dimensional heat equation. 
‘5.’ 1991 Academrc Press, Inc. 
1. INTRODUCTION 
Matrix and operator Riccati differential equations play a role in a variety 
of physical, engineering, and mathematical applications. These include for 
example, mathematical physics in the areas of quantum mechanics and 
scattering theory, the theory of radiative transport, optimal control and 
filtering theory, and the solution of two point boundary value problems via 
the method of invariant imbedding. Recently a great deal of attention has 
been given to the analysis of, and the development of approximation 
theory for infinite dimensional operator Riccati differential equations. This 
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is due in part to the role they play in the Stochastic filtering theory (see 
[6,9]), and in the characterization of the closed-loop feedback structure of 
the solution to linear-quadratic optimal control problems (see [6, 141) for 
distributed parameter systems. Working from Temam’s [ 19,201 formula- 
tion (see also [4, 14, 181) of a class of generalized operator Riccati equa- 
tions in the space of Hilbert-Schmidt operators on a separable Hilbert 
space, we develop an approximation and convergence theory for generic 
Galerkin type approximations. We make the usual assumption that our 
underlying Hilbert space admits a densely, continuously, and compactly 
embedded subspace. The only condition that we then require on our 
sequence of approximating Galerkin subspaces is the usual one that the 
corresponding sequence of orthogonal projections converge strongly to the 
identity in the stronger topology. We are able to obtain Hilbert-Schmidt 
operator norm convergence of the approximating Riccati operators, 
uniformly in time on compact time intervals. 
Our effort here differs significantly from other recent treatments of the 
approximation theory for infinite dimensional operator Riccati equations 
(see, for example, [lo]) in that (i) we obtain Hilbert-Schmidt as opposed 
to only strong or weak operator convergence, and, more importantly, (ii) 
our convergence theory is based directly upon, and involves only, the 
differential equation itself rather than equivalent integral equations. In this 
way our treatment is completely independent of the optimal control 
context in which the convergence of finite dimensional approximations to 
solutions of operator Riccati equations has typically been argued. Of 
course in order to do this we must necessarily consider a somewhat more 
restrictive, but still sufficiently interesting from an applications point of 
view, class of problems. For example we require that the linear part of the 
equation be strongly coercive on a space of Hilbert-Schmidt operators and 
that the non-homogeneous or quasi autonomous perturbation be Hilbert- 
Schmidt. In the context of the LQ optimal control problem, this latter 
condition requires that the state penalization operator be Hilbert-Schmidt, 
thus ruling out for example, the identity operator. In the stochastic filtering 
problem, this condition is more natural in that it requires that the 
covariance operator of the noise process which corrupts the system state be 
nuclear. This is a standard assumption in the infinite dimensional Kalman 
filtering theory (see [ 1, 6,9]). Our treatment here is restricted to the quasi- 
autonomous or constant coefficient case. The temporally inhomogeneous 
problem would require a different approach. We hope to investigate the 
time dependent case at some time in the future. 
Our convergence theory is based upon a generic approximation result for 
nonlinear quasi-autonomous evolution equations in Banach space with 
dynamics described by accretive operators. In Section 2 we prove a non- 
linear analog of the well-known Trotter-Kato theorem on the approxima- 
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tion of linear semigroups, i.e., stability (uniform dissipativity) and con- 
sistency (strong operator convergence of the resolvent) yield convergence 
(see, for example, [ 151). The result that we prove here is closely related to 
similar approximation results for nonlinear evolution systems which have 
appeared elsewhere in the literature (for example, [S, 121). However, the 
theorem we prove below is one that is most appropriate for the particular 
class of problems that are of interest to us here. We follow Goldstein [ 121 
and give a proof using an idea originally suggested by Kisynski [ 131 for 
the linear case wherein convergence is demonstrated via an application 
of an existence theorem to an evolution equation in an appropriately 
constructed sequence space. 
At this point we feel it is important to emphasize that the contribution 
of this paper is not the formulation of the operator Riccati equation in the 
space of Hilbert-Schmidt operators nor is it the abstract approximation 
results for nonlinear evolution equations given in Section 2. These ideas 
have in some form been well documented in the literature for quite a while. 
On the other hand, what we have been able to achieve is the application 
of some rather esoteric and in general difficult to apply, nonlinear func- 
tional analytic approximation results to a class of systems for which the 
development of convergent computational approximation schemes is both 
essential and nontrivial. In a linear setting, applying Trotter-Kato like 
results to establish the convergence of practical and implementable finite 
dimensional approximation schemes for distributed systems other than the 
usual textbook examples can be challenging at best, and quite often, 
impossible. In the case of nonlinear systems, the complexities and dif- 
ficulties of doing this become, as one might expect, compounded. This func- 
tional analytic approach to demonstrating the convergence of approxima- 
tion schemes is not something that one finds extensively in the numerical 
analysis literature. We have been able to apply these abstract nonlinear 
approximation results in the unconventional setting of a space of operators, 
and in so doing, under appropriate assumptions, have been able to 
establish a stronger convergence result (i.e., HilberttSchmidt norm con- 
vergence) for approximations to operator Riccati equations than had 
previously been known. 
An outline of the remainder of the paper is as follows. As we have said 
earlier, Section 2 contains an abstract approximation result for nonlinear 
evolution equations. In Section 3 we briefly outline Temam’s [20] formula- 
tion of the Riccati equation as a well posed nonlinear evolution equation 
in the space of HilberttSchmidt operators. Our approximation and con- 
vergence theory is developed and presented in Section 4. In this section we 
establish and use the fact that a Hilbert-Schmidt operator can be factored 
into the product of a Hilbert-Schmidt and a compact operator. In 
Section 5 we illustrate the application of our results in the context of a 
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linear quadratic optimal control problem (i.e., the linear quadratic 
regulator problem) for a one dimensional heat equation. A final sixth 
section contains some brief concluding remarks. 
2. AN ABSTRACT APPROXIMATION RESULT FOR 
NONLINEAR EVOLUTION EQUATIONS 
Let X,, be a real Banach space with norm denoted by 1. lo. Let X,* be its 
dual and let A,: X0 + 2xo be an, in general, multi-valued nonlinear closed 
accretive operator (i.e., {(x, y) : XE X0, YE A,} is a closed subset of 
X0xX0, and ~x,-x~~o~(x,+~~~~-(x~+~~y2)~ofor all E.>O, x,EX,, and 
yieA,xi, i= 1,2) on X0. Define the domain of A, to be the set 
Dom(A,)= (x~X,,:A,x##j, and the range of A, to be the set g(A,)= 
u ME Dom(Ao, A,x. Since A,, is accretive, it follows that for I. > 0 the resolvent 
of A, at A, J,,(n) = (I+ )>A,) - ‘, is a well defined single-valued nonexpansive 
operator (i.e., IJo Y, - Jo(Jb) y210 G IY, - .dO, Y,, y2 E Dom(Jo(i))) 
defined on Dom(J,,(I))=%?(Z+~A,). Suppose that T>O, let t+fo(t) be 
an X,-valued map defined on [0, r] and let X~E X0. We consider the 
initial value problem in X0 given by 
**o(t) + Aox, 3fo(t), a.e. t E (0, T), (2.1) 
x,(O) =xi. (2.2) 
We shall say that a function x0( .): [0, T] +X0 is a strong solution to the 
initial value problem (2.1) (2.2) if it is continuous on [0, T], Lipschitz on 
every compact subinterval of (0, T), differentiable almost everywhere on 
(0, T), and satisfies (2.1) and (2.2). We shall call x0 an integral solution of 
(2.1), (2.2) if it is continuous on [0, T], satisfies (2.2), and if the inequality 
; Ixo(t)-sl:<; I”o(S)-xl;+J’ (.h(~)-Y~ x,(r)-x)od~ s 
holds for all XE Dom(A,), y E A,x, and 0 <s,< t < T, where the pairing 
( .,.)O: X,, x X,, + R is given by (y, x),= sup{x*(y), x* E @,Jx)} with 
@,: X,, + 2Xl denoting the duality map on X0 (see [4]). A strong solution 
of (2.1), (2.2) is of course also an integral solution. The following existence, 
uniqueness, and regularity results are given by Barbu [4]. 
THEOREM 2.1. Let (X, 1.1) b e a real Banach space and suppose that 
A: X -+ 2x is a closed accretive operator on X. Let C be a closed convex cone 
in X such that Dam(A) c C and .%(I + AA) 1 C, % > 0. Zf x0 E Dam(A) and 
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,f‘~ L,(O, T; X) withf(t) E C, ae. t E (0, T), then there exists II unique integral 
solution x to the initial value problem 
I(t)+Ax(r)3,f(r), u.e. t E (0, T), (2.31 
x(0) = x0, (2.4) 
with x(t) E Dam(A) a.e. t E (0, T). Moreover, if y is the integral solution to 
(2.3), (2.4) withfreplaced by gE L,(O, T; X), then 
1x(~)-V(~)i2~1~~(~)-~(S)12+2~‘(.~(~)-S(~)1X(T)-Ji(~)>~~ (2.5) 
\ 
for 0 d s d t G T. 
We note that an integral solution to (2.3), (2.4) which also satisfies (2.5) 
is sometimes referred to as a mild solution. 
THEOREM 2.2. If in addition to the hypotheses and conditions of the 
previous theorem we have X reflexive, x0 E Dom(A ), and f E W “‘(0, T; X), 
then the initial value problem (2.3), (2.4) has a unique strong solution x with 
XE W’,“(O, T;X), x(t)EDom(A) a.e. tE(0, T) and 
I4t)l = IIf - Ax(t)ll d IIf - A@ll + 2 Jo’ If’bN 4 a.e. t E (0, T), 
where for Y a nonempty subset of X, II Y/J = inf{ Iyl: y E Y>. Furthermore, tf 
X and X* are umformly convex, then x is everywhere differentiable from the 
right and 
% (t) = (f(t) - Ax(t))‘, O<t<T, 
where (f(t) - Ax(t))’ denotes the unique element qf minimum norm in the set 
f(t) -Ax(t). 
Henceforth, we shall assume that there exists a closed convex cone 
C,cX, for which Dom(A,)c Co and %‘(I+ AA,) 3 Co, 2 >O, that 
X~E Dom(A,) and that fO ~Lr(0, T; X0) with fo(t) E Co for a.e. t E (0, T). 
Consequently Theorem 2.1 applies and we are guaranteed that the initial 
value problem in X0, (2.1), (2.2), admits a unique mild solution. 
We prove an approximation result in the spirit of the well-known 
Trotter-Kato theorem for the approximation of linear semigroups (see, for 
example, [ 15]), and the approximation theorems given by Crandall and 
Pazy [S] and Goldstein [ 121 in a nonlinear setting. Although the con- 
vergence theorem we shall prove here does not differ significantly from the 
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ones given in [S, 121, the latter results are stated inappropriately and are 
somewhat oo restrictive for the application we intend to consider below. 
Following Goldstein [12], the proof we shall give here is based upon an 
idea first suggested by Kisynski [13] in the context of linear semigroup 
approximation. We argue convergence via an application of the existence 
and uniqueness result, Theorem 2.1. 
For each H = 1, 2, . . . let X, be a closed linear subspace of X0, and let 
A,: X, + 2Xn be a closed accretive operator on X,. As was the case above 
with A,, for 2 > 0 the resolvent of A,, J,(L) = (I+ LA,))’ is a well-defined, 
single-valued, nonexpansive operator defined on Dom(J,( 1)) = &?( I + 14 .). 
We assume that there exists a closed convex cone C, in X, for which 
Dom(A,) c C, and .%?(I+ AA,) 2 C,, 3. > 0. We assume further that for 
each n = 1, 2, . . . . xf is an element in Dom(A,) and that f,, is a function in 
L,(O, r X,,) with f,(t)~ C, for almost every t E (0, T). It then follows that 
Theorem 2.1 implies that the initial value problem in X,, given by 
&l(t) + A,x,(t)3f,(t), a.e. t E (0, T), (2.6) 
x,(O) = $3 (2.7) 
admits a unique mild solution x, E C(0, T; X,,). 
In our discussions below, we shall use the notation lim, _ 33 D, 2 D,, 
where D, c X, and D, c X,. By this we shall mean that for each z0 E D, 
there exists a sequence {zn)~=, with z, E D, and lim,+ oc z, = zO. Our 
fundamental approximation and convergence result is given in the 
following theorem. 
THEOREM 2.3. Suppose in addition to the above assumptions that 
(i) hm,,, C,z C, 
(ii) lim,+,fJt)=fdt) and there exists a g E L,(O, T) for which 
I.L(t)l < g(t), n = 1, 2, ...> for almost every t E (0, T) 
(iii) lim, _ oc xi = xi 
(iv) lim,, m J,,(l) y, = J,,(A) y0 for each 1> 0 whenever yn E C,, and llm 
n-rcc Yn= YOEGP 
Then lim, _ a x, =x0 in C(0, F, X0), where x, for n = 1, 2, . . . and x0 are the 
unique mild solutions to the initial value problems (2.6), (2.7) and (2.1) (2.2), 
respectively. 
ProoJ If we define the linear space X over the reals by 
x= {U’ (un)n”=o: u,EX,, n=O, 1,2 ,..., lim z4,=u0} 
n-cc 
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and for U= {u,~},:=~EX set /z~~=su~,,~u,~J~, then (X, 1.1) is a real 
Banach space. Let C be the closed convex cone in X given 
by C={U={U,},~=,EX: u,,~c,,, n=O, 1,2 ,... }. Note that if C,,#d. 
hypothesis (i) implies that C# 4. Define the operator A: X-+ 2X by 
Au= 
i’ 
1 v = i v,, > ,:= 0 : VT, E A I, u,* > 
n = 0, 1, 2, . . . . lim ,1 + I v,, = vo), U= {~,~},r=~~Dorn(A) 
b u $ Dam(A) 
Dam(A)= {u= {~,,},“=,EX:U,,ED~~(A.), n=O, 1, 2 ,..., 
and for each n = 1, 2, . . . there exists a u, E A,,u,, 
for which lim, _ ~, u,, = u0 E A,u, >. 
The operators A, being closed and accretive implies that the operator A is 
closed and accretive as well. Indeed, for example, for I > 0, ui E Dam(A), 
i = 1, 2, and vi E Au’, i = 1, 2, we have 
1~4’ - 2 = suplu~ - u$~ d suplut, + kvt, - (~5 + jVvi)l, 
n II 
= I#’ + hi - (u’ + l.v2)l. 
The fact that A is closed can be argued analogously. 
Clearly Dam(A) c C and it also follows that for A > 0, .%!(I+ ,iA) 3 C. To 
seethisletI>Oandletv=(v,,)~==,EC.Thenv,EC,andC,c~(Z+~A,), 
n=o, 1,2, . . . imply that we may define U, =.Z,,(n) v,, n=O, 1, 2, . . . and 
set z4 = { un};=e. Now u E Cc X and hypothesis (iv) yield lim,, o. U, = 
lim, + m J,(A) u, = J,(A) v. = z4 o; thus u E X. Also, if we set w, = (v, - u,)/i., 
n=o, 1,2, . . . then w= {w,}~=~EX, w,~A,u,, andlim,,, w,=wo~Aouo. 
It follows that u,~Dom(A,) and therefore that Dam(A) with WE Au 
and VE (Z+IA)u. We conclude that UE.%?(Z+ iA) and therefore that 
CcB(Z+;IA). 
Define z” = { x~}~=~. Then hypothesis (iii) implies that z E X. Moreover, 
it can be shown that Dam(A) = {U = {u~}:=~ E X: u,, E Dam(A), 
n=O, 1, 2, . ..}. Thus z~Dom(A). If we define the function f by f(t) = 
{f,(r)jz=, for almost every TV (0, T), then hypothesis (ii) implies that 
feL,(O, TX), and f,(t)~C,, n =O, 1, 2, . . a.e. TV (0, T) implies that 
f(t) E C, a.e. ZE (0, T). It follows from the arguments given above and 
Theorem 2.1 that the initial value problem in X 
i+ Az(t)sf(t), a.e. t E (0, T) 
z(0) = z” 
admits a unique mild solution z E C(0, T; X) with z(t) E Dam(A) for almost 
every t E (0, T). In addition, inspection of the proof of [4, Theorem 111.2.11 
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(paying particular attention to how solutions are actually constructed) 
reveals that we must have z(t) = {~,,(t)},“=~, where for n = 1, 2, . . . . x, is the 
unique mild solution to the initial value problem (2.6), (2.7) in X, and x0 
is the unique mild solution to the initial value problem (2.1) (2.2) in X0. 
Consequently, since z(t) E X, t E [0, r], it follows that lim, j ou x,(t) = x,(t) 
for each t E [0, T]. 
Finally, that the convergence of x,(t) is in fact uniform in t for t E [0, T] 
can be argued as it was done by Goldstein in [ 123. Let E > 0 and t E [0, r] 
be given. Then z = { x,,},“=~ E C(0, T; X) implies that [z(t) - z(s)1 < 43 for 
all 0 d s d T with It - s[ < 26 = 26(c). Now lim, _ ocI x,(s) = x0(s) for each 
s E [0, T] implies that Ix,(s)/ - x,Js)l,, < 43 for all n > N, = N(s, E). Thus 
for all 0 d s d T with It - sl < 26 and n > N,. Let k be the greatest integer 
less than or equal to T/d and set N= max{N,, N,, N,,, . . . . N,,, NT). Then 
Ix,(t)-xo(t)lo<a for all n>N=N(&) and the proof of the theorem is 
complete. 
3. OPERATOR RICCATI EQUATIONS ON SPACES OF 
HILBERT-SCHMIDT OPERATORS 
In this section we briefly review and outline Temam’s [20] results on 
operator Riccati equations set in the Hilbert space of Schmidt class 
operators on a separable Hilbert space. Let H be a real separable Hilbert 
space with inner product and associated induced norm denoted by (.,.) 
and I .I, respectively. Let V be another real separable Hilbert space with 
inner product ( .,. ) and induced norm II ./I. We assume that V is densely 
and continuously embedded in H (i.e., 8= H, and there exists a positive 
constant p for which 1~1 < p[Iq 11, cp E V). Identifying H with its dual, H*, 
we have Vcr H = H* 4 V* with the embedding of H* in V* being dense 
and continuous as well. Denote the usual operator norm on V* by II . )I *. 
Let y denote the canonical isomorphism (Riesz map) from V onto V*. 
Then for cp, + E V we have 
where (.,.) in the above expression denotes the usual extension of the H 
inner product to the duality pairing between V* and V. We assume further 
that the embedding of V into H is compact. It then follows that 
Y -I E .9( V*, V) n Lf(H, V) and that y-i is self-adjoint, positive, and com- 
409/155/l-16 
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pact as a mapping from H into H. We note that V* is in fact a Hilbert 
space with inner product ( .,. ) * given by 
We have that ll~ll,=,/(cp, >,, (PE V*. 
Since y-l is self-adjoint, positive, and compact on H there exists an 
orthonormal basis, {ek}pX ,, for H such that ~-‘e, =pk2ek, k = 1, 2, . . . for 
some real numbers pk, k = 1,2, . . . . with pi + co as k + cc. Consequently 
(p; ’ ek}Fz, and {pke,}Fz, are orthonormal bases for V and V*, respec- 
tively. 
For separable Hilbert spaces X and Y let HS(X, Y) denote the Hilbert 
space of HilbertGSchmidt operators from X into Y. Denote the corre- 
sponding inner product and induced norm by [ .,.]HS(X,Y) and / .IHscX, y), 
respectively. Set Z = HS(H, H) with 
and I@IJr=I@IHS~H,H~=~~~ @, @E 2”. Define the Hilbert space 
Y by V = HS( V*, H) n HS(H, V) with inner product 
l[@l( -Lr = J[@,, @] *-, @, YE Y. It is not difficult to show that the dense 
and continuous inclusion HS( V*, H) c HS(H, H) c HS( V, H), and 
HS(H, V) c HS(H, H)c HS(H, V*) hold. Also, it can be argued that 
HS( V*, H) and HS( V, H), and HS(H, V) and HS(H, V*) are dual pairs 
with respect to the duality pairing 
C@, Ylx= f (Be,, Yek). 
k=l 
It follows that V* = HS( V, H) + HS(H, V*) and, identifying X with its 
dual &*, that V 4 X 4 V*, with the inclusions dense and continuous. 
Let a( .,.): V x V -+ R be a bounded strongly V-elliptic bilinear form on 
V x V. That is, there exist constants cz, B > 0 for which a(cp, cp) > crllqll 2 and 
la(cp, $)I </?II~II l/$11, cp, $E V. (With minor modification our theory 
continues to hold if the form a( .,.) satisfies the coercive inequality 
a(cp, cp)+~l~p1~>~1I(cp~~*, (PE V for some PER. To keep our presentation 
here as simple as possible, however, in our discussions below we shall treat 
only the case 1 =O.) Let G? E P’( V, V*) be the operator defined by 
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(-Qz#, $)=a(& $), 4, II/ E V. Let a*(.,.): Vx V+ R be the form which is 
adjoint to a( .,.); that is a*(#, $) = a($, d), 4, $ E V. Then a*(cp, cp) 2 crllcpll* 
and la*(q, $)I </?IIqII 1111/11, q, $E V. Let d* EY(V, I’*) be the operator 
defined by (d*cp, II/) =a*(~, rl/) = a(+, cp), cp, II/ E V. Let Co be the closed 
convex cone in x given by C, = {@E HS(H, H): @ = @*, @ 2 O}. Let 
T> 0 and suppose that ZZX ECo and that F. E L,(O, r; &?) with F,(t) E Co 
for almost every t E (0, T) are given. Let @ -+ 5$(Q) be a single-valued map 
defined for each @ E C,, with range in &Y which is continuous from % into 
itself. We assume that & is bounded, i.e., that it maps *-bounded subsets 
of C, into %-bounded subsets, and that it is monotone, i.e., that 
for all @, YE C,. We assume further that (I+ A&,) C, 3 C,, A> 0. We note 
that if z -+5$(z) is a single-valued complex function of the complex 
variable z with &(O) =0 and which is analytic on the nonnegative 
real axis, then the mapping @ + 5$(Q) satisfies &(@) E 2 for all @E C, 
and is continuous from 2 into H (see Dunford and Schwartz [8, 
Theorem X1.6.7.71). We seek a solution ZZ, to the initial value problem 
Z?o(t)+d*Z70(t)+Z7,(t)d+~o(Z7,(t))=Fo(t), a.e. te (0, T) (3.1) 
zz,( 0) = z7; (3.2) 
with ZZ,( t) E C,,, a.e. t E (0, T). 
Note that when &(@) = G2, (3.1) becomes the standard quadratic 
Riccati equation. Elementary properties of Hilbert-Schmidt operators (see 
[ 193) can be used to argue that for @, YE C, we have 
Essentially the same argument can be used for the case of &(@) = @“, 
where n is any positive integer. For more general quadratic terms, for 
example, the one that results in the case of the linear-quadratic optimal 
control problem, &(@) = @M@ with ME Y(H), M = M*, and M 2 0, 
once again a similar argument will work so long as @M > 0, @ E C, (see 
[20, Proposition 2.21). This will of course be true if @M= M@ for all 
@3Cco. 
Remark 3.1. At this point a comment regarding the relationship 
between the operator d* and the adjoint of &’ is in order. Define the 
operator A: Dam(A) c H-+ H to be the restriction of the operator G! 
to the set Dam(A) = {p E V: &p E H}. It can be shown (see [ 163) 
that Dam(A)= H and consequently that A admits an H-adjoint, 
A*: Dom(A*) c H -+ H. The operator &* is the extension of A * to an 
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operator defined on all of V or, equivalently, A* is the restriction of .r/* 
to the H-dense subset Dom(A*)= {VE V: &‘*cp~ H). We note also that 
-A is the infinitesimal generator of a uniformly exponentially stable 
analytic semigroup, {Y(r): t 30}, of bounded linear operators on H. 
Similarly, -A* is the infinitesimal generator of the adjoint semigroup 
{r(t)*: t > 0} on H. In addition, it can be argued that both of these semi- 
groups admit respectively restrictions and extensions to analytic semi- 
groups on V and V* (see [2, 171). 
An appropriate reformulation of (3.1), (3.2) will allow an application 
of Theorems 2.1 and 2.2. Deline the operator ,$,E 5?(T, -L“*) by 
L,@ = &*@ + 0~2, for @ E Y. It is not difficult to argue that L, is strongly 
V-elliptic; that is, there exists a constant o > 0 for which 
CLl@, @I., 3 4@ll: 3 @E-l+-, (3.3) 
and therefore that the set Dom(L,) = {@E V‘; L,@ E 2) is dense in 3y 
(see [ 171). Define the operator A,: Dom(A,) c .8 + X’ by 
A,@=L,@+F”(@), @E Dom(A,) = Dom(L,) n C, 
It follows that A, is a closed operator on 2 and that it is strongly 
V-monotone. That is, for @, YED~~(A,,) we have 
[A,@-A,Y, @- Y]., 
= [L,(@- Y), @- Y],,+ [~~(@)-F~(Y), @- Y], 
awlI@- Y’II: . 
From this it can be argued at once that A, is accretive on its domain and 
that 9(Z+ L4,) 1 C, for all II > 0. 
We rewrite (3.1), (3.2) as the initial value problem in X’ given by 
&(t) + &al(t) = F,(t), a.e. 2 E (0, T) (3.4) 
H,(O) = ng (3.5) 
Now Dom(A,) = Dom(L,) n C, = C, and recall that it was assumed that 
ZZ~E C,. Also it was assumed that Fog L,(O, T; 2) with F,(t) EC,, a.e. 
t E (0, T). Consequently Theorem 2.1 yields the existence of a unique mild 
solution ZZ, to the initial value problem (3.1), (3.2) with n,(t) E C, for 
almost every t E (0, T). If it is further assumed that Z7: E Dom(A,) (i.e., that 
L$ E C,, and that &*Z7: + Z~:LZ?’ E HS(H, H)) and that F. E W'~'(O, r; X) 
with F,,(t) EC,, a.e. t E (0, T), then Theorem 2.2 implies the existence of 
unique strong solution n, E W’,“(O, T; H) with &*Z7,(t) + n,(t) .d E 
HS(H, H), a.e. t E (0, T). Using density it can be argued further that if 
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Z7g E C, and F0 E L,(O, T; Y*) with F,(t)* = F,,(t), F,(t) > 0, a.e. t E (0, T), 
then there exists a unique solution fl, E L,(O, T, Y) n C(0, T; 2) n 
H’(0, T, Y*) with H,(t) E C, for every t E [0, T] (of course in this setting, 
17, is a solution of (3.4), (3.5) in a distribution or Y* sense). 
4. APPROXIMATION THEORY 
For each n = 1, 2, . . . let H, be a finite dimensional subspace of H with 
H, c V for all n. Let P,: H -+ H, denote the orthogonal projection of H 
onto H, with respect to the standard inner product, (.,.), on H. We shall 
require the assumption that 
lim llP,cp-cpll =O, (PE v. (4.1) n-72 
Note that (4.1) implies that lim, _ a, IP,cp-cpl=O, cp~H and that P, is 
uniformly bounded in n in both 9(H) and 9’(V) with respect to the 
uniform operator topologies. 
It will be necessary for us to define an extension of the operator P, to 
a bounded operator from V* into V*. We do this as follows. For cp E V* 
define P,cp E H, to be the representor in H, of the functional cp restricted 
to a functional on H,. That is P,cp = (P”, where q,, is the unique element 
in H, (guaranteed to exist by the Riesz representation theorem applied to 
the Hilbert space {H,, (.;)}) which satisfies (cp, 0,) = (cp,, e,), 0,~ H,. 
Since H, c Vc V*, P, can be considered to be a linear map of V* into 
itself. Indeed P,cp = (Pi is the continuous linear functional on V given by 
(P,cp, 0) = (cp,, f3), f3 E V. The definition of the orthogonal projection of 
cp E H onto H,, (P,cp - cp, 0,) = 0, 8, E H,, reveals that we have in fact 
defined an extension of P, to an operator on V* with range H, considered 
as a subspace of V*. Using the fact that for rp~ V* and @E V we have 
(P,cp,~)=(Pn~,IC/)-(P,cp,~-P,IC/)=(P,cp,P,~)=(cp,P,~), and that 
the P,, are uniformly bounded in Z(V), it is not difficult to show that the 
P, are uniformly bounded in 9?( V*). It is worth noting that the extension 
of P, defined above agrees with the operator that would be obtained if we 
were to extend P, in the usual way by considering it as a bounded operator 
defined on a dense subset (H) of the Banach space V*. 
It follows from assumption (4.1) that lim, _ 3o1l P,cp - cpI[ * = 0, cp E V*. 
Indeed, for cp~H we have IIP,cp-cpII*dplP,q-cpl +O as n-+oo. Since 
H is dense in V*, and the P, are uniformly bounded in Y(Y*), it follows 
that IIP,cp-cpII,+Oasn-+cc forcpEV*.Forcp,$EV*,wehave 
(P,% $>* = (P,cp, Y-V)= (cp, PnY-V) 
= (cp? Y-lYp,YY1$)= <cpt YPnY-w.. 
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Thus P,T E P’( V*), the adjoint of P,, considered as a bounded operator on 
I’*, is given by P,T = yP,,y -I. Assumption (4.1) yields 
IIp,Tcp-~ll*= lW’P,Tcp-Y ‘VII = II;’ ‘;‘p,,i’ ‘(P-;’ ‘VII 
= /lP,,“t ‘P-Y “PII -0 
as n + co, for each cp E V*. 
For each n = 1, 2, . . . define the finite dimensional subspace x, of X by 
xn= {QnPn: @,Es?(H,)}. 
Note that Xn is clearly a subspace of both Y? and V since H, finite dimen- 
sional implies that all operators in Xn are of finite rank. Define the closed 
convex cone C,c& by C,,={@,P,~;rin,:@,,=@~, @,bO}. Using 
the fact that SMcV and C, c C,, we define the operator 
A,: Dom(A,) c 2’ + Xn by 
A,(@3,) = C&(@,TJ) I.Enu., @ P,EDom(A,) = C,. (4.2) 
That is A,(@,P,) is the element A,(cD,P,) in V* restricted to a linear func- 
tional on 3”. Since Xm is a finite dimensional Hilbert space, the Riesz 
representation theorem implies that A,(@, P,) = Yn P, E Xn, where Y,, P, is 
the unique element in Xn which satisfies 
The operators A, defined in (4.2) are in effect the standard Galerkin 
approximation to A,. Furthermore, the definition (4.2) leads to the same 
approximation to A, that would be obtained via the more conventional 
procedure wherein the operator d in the definition of L, is replaced by its 
Galerkin approximation. Indeed, for each n = 1,2, . . . define the operator 
~4 E T(Hn) by 4cpn = ~Jvn,,> (P,, E H,. That is, &cp,, = 1c/“, where Ic/,, is 
that element in H, (once again whose existence and uniqueness is guaran- 
teed by the Riesz representation theorem) which satisfies (zx!~,, 0,) = 
($,, O,), 8, E H,. Noting that since P, is the orthogonal projection of H 
onto H,, it is not difficult to argue that [@P,, QnlX= [@, O,], for all 
Cp E *Y* and 0, E &“, it then follows that for QD, P, and Y,, P, E Hn we have 
CA,(@,P,), vl,Pnl, 
= C&(@,Pn)t ‘y,P”l, = C&(@,P”) P”, YnPnl, 
= c~*~“P,+~,P,dP,+~~,(~,P”) P,, Y”P”], 
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{(&*@,P nek3 ynPHek) + (@nPndpnek? ynPnek) 
k=l 
+ (&I(@‘,~~) Pneky ynPRek)) 
= f {(d*@nPneky ynPnek) + tdPnekT @,* ynPnek) 
k=l 
or 
k=l 
A.(@,P,) = (4% + @,*A+ mRJn)) p,, 
where YJ@) = P,&(Q), @ E Co. In particular when &(@) = @*, we have 
A.(QP,P,) = {A,*Gj, + @,A, + @f} P,. 
For each n=l,2,... define 171j~C, by c=P,l7iP, and F,~L,(0,T;jlin,) 
by F,(t) = P,F,,(t) P,, for almost every t E (0, T). We consider the problem 
of finding a solution 17, to the initial value problem in Xn given by 
fin(t) + A,fl,(t) = F,(t), a.e. t E (0, T) (4.3) 
n,(o) = zz; (4.4) 
with Z7,( t) E C, for almost every t E (0, T). The definition of the operator A, 
together with the properties of the operator A, yield that for each 
n = 1, 2, . . . A, is closed and strongly V-monotone on its domain. Hence A, 
is accretive with B?(I+AA,)z C, for all A>O. Since Dom(A,) =c= C,, 
Z7: E C,, and F,, EL,(O, i$%$) with F,,(t)E C, for almost every t E (0, T), 
Theorem 2.1 yields the existence of a unique mild solution Z7, to the initial 
value problem (4.3), (4.4) with IT,(t) E C,, a.e. t E (0, T). 
We shall argue the convergence of Z7” to ZZ, as n + cc in C(0, T; 2) (i.e., 
the Hilbert-Schmidt norm convergence of n,(t) to h’,(t), uniformly in t for 
t E [0, T]) via an application of Theorem 2.3. In order to do this we shall 
require some preliminary lemmas. The first lemma below is a technical 
lemma which can also be found in [ 1 I]. For completeness we state it here 
and have included its rather brief proof. 
LEMMA 4.1. If {a;},?! 1 is an absolutely summable sequence of numbers, 
then there exist sequences { bi} p”= 1 and {c,},: 1 such that lim,, o3 bi = 0, 
(ci}T!, is absolutely summable, and aj= bici, i= 1,2, . . . . 
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Proof Let z = x,7=, /ail and for j= 0, 1, 2, . define the nonnegative 
integers k, as follows. Let k, = 0 and let k, denote the first index for which 
; la,1 +> j= 1, 2, 
!=I 
Set bi=l/j and ci=jui, for i=k,-,+ l,..., k,, j= 1,2, . . . . Then h,c,=a,, 
i = 1, 2, . . . . lim, _ J: h, = 0, and 
=jt, j { k$, bkt - ki’ I’kl} 
k=l 
<c(+f$+f’<a. 
.,=lJ ,,1j3 
LEMMA 4.2. Let X and Y be real separable Hilbert spaces with inner 
products denoted by ( .,. )x and ( .,. ) y, respectively. If @EHS(X, Y) then 
@ can be factored as @ = @‘CD’ with @’ E 9’(Y) compact and CD* E HS(X, Y). 
Proof: Let {x,},E , and { yi} ,y r be orthonormal bases for X and Y, 
respectively. Since @E HS(X, Y), it has a representation in the form of an 
infinite matrix @ c-* [vii] = [( y;, @xi) r] with C,? r C,? r ‘p; < co. For 
i = 1, 2, . . . set ai = x,7= r cpi. Since the sequence { aj} ,“= , is absolutely sum- 
mable, we can apply Lemma 4.1 and obtain sequences { bi} ,E r and { ci> ,T , 
for which bi, ci>O, ai= b,ci, i= 1, 2, . . . . lim,+% b,=O, and xi”=, ci= 
xi”=, lcil < co. Define @ E.~(Y) and @*E$P(X, Y) by @‘y=C& Jh, 
(Y,Y,),Y~, YEK and ~‘x=C,~“=,Cy”=,(cp,l~)(~,~,),~,, XEX. 
Then @I@* = @, and since lim, j JL &= 0 and C, , (cpV/&)’ = 
Cl??, (l/b,)x,?, cp%=C,?, (ai/b,)=C,?I ci<co, it follows that @’ is 
compact and @*E HS(X, Y). 
LEMMA 4.3. (a) lim, _ 7c IP,@P, - @I JIo = 0, @E X. 
(b) lim,,, IIP,@P,-@II.-=o, @Ev”. 
Proof: (a) We consider P, to be an element in S(H). Then for 
@ E X = HS(H, H) we have 
lP”~P,--l,~I~“~~,--p,~I,+I~,~-~l, 
d I@P,-@I,,+ IP,@-@I, 
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Since @, @* E HS(H, H), we can apply Lemma 4.2 with X = Y = H to 
obtain @ = @‘@* and @* = (@*)’ (@*)’ with @‘, (CD*)’ E Z(H) compact 
and Q2, (cP*)~EHS(H, H). Then 
The fact that P, converges strongly to the identity on H and that 
Qp’ E Y(H) is compact imply IP,@ - @I P + 0 as n + 00. Similar estimates 
for (P,,@* - @* ( J1y yield the desired result. 
(b) Let DE V = HS( I/*, H) n HS(H, V) and consider 
IIP,@P, - WHS(Y’,H). 
Since I P,I = 1 it follows that 
IIP,@Pn - @IIHS(V’,H) 
Now GE HS( V*, H) implies that @* EHS(H, V*) and that (@P,)* = 
P,* @* E HS(H, V* ), where P,* denotes the adjoint of P, as an element of 
J$?( V*). Then 
IIK@K-@Il,,,,*Jf,~ IIp,*@*-@*Il,,(,,.*,+ IIf3-%S(Y*,H)’ (4.5) 
An application of Lemma 4.2 with X= H and Y = V* and the strong con- 
vergence of P,* to the identity on V* yield that the first term on the right 
hand side of the estimate (4.5) above tends to zero as n + co. Similarly, 
Lemma 4.2 with X= V* and Y = H and the strong convergence of P, to 
the identity on H implies that the second term tends to zero as n + co as 
well. A similar argument can be used to show that IIP,@P, - @,I1 HScH, Vj + 0 
as n + co and the lemma is proved. 
Remark. We note that it is possible to obtain the convergence result 
given in Lemma 4.3 using an alternative approach which does not require 
the factorization result given in Lemma 4.2 (see [9, Lemma 1 ] ), but, not 
unexpectedly, does involve compactness. 
THEOREM 4.1. If IZ, E C(0, T, S) is the unique mild solution to the initial 
value problem (3.1), (3.2) (or, equivalently, (3.4), (3.5)) and l7, E C(0, T, Sf) 
is the unique mild solution to the initial value problem (4.3), (4.4), then IT, 
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converges to Z7, in C(0, T; 2) as n -+ rc. That is, lim,, I In,,(t) - ZZ,(t)i x 
= 0 \r+th the convergence uniform in t ,for t E [0, T]. 
Proof The desired result will follow immediately from Theorem 2.3 
once we have verified that the hypotheses (i)-(iv) given in the statement of 
that theorem hold. If Go E C, then @,, = P,,Qi,P,, E C,, and Lemma 4.3 
implies that lim,, _ ~ /@,,-QolK =O. Thus lim.,,, C,IC,. Lemma4.3 
also implies that lim,,,lF,,(t)-F,(t)l, =lim,,,,IP,Iro(t)P,-F,I,, =0 
for almost every t E (0, T). Properties of Hilbert-Schmidt operators and the 
fact that P,, is an orthogonal projection yield IF,(t)1 x = I P,F,,(t) P,I ,# d 
IFdt)l x E L,(O, T), for a.e. t E (0, T). Consequently hypothesis (ii) is 
satisfied. Once again from Lemma 4.3 we obtain lim,, JLIZ7z- Z7il, = 
lim n _ llo IP,Z7: P, - Z7il ,F = 0. The verification of hypothesis (iv) is all that 
remains. 
Let A > 0 and let a,, E C,, n = 0, 1, 2, . . . with lim, _ m I@, - DoI Jy = 0. Set 
Y, = J,(A) @,, n = 0, 1, 2, . . . . where J,(A) = (I+ %A,)-‘. Then recalling 
(3.3) we have 
AoIl YY, - p, ~opoll: 
~~cL3{~n-p,,~opn~~ ,-Pn~oPnl, 
= [(I+ iA,) ul, - (I+ %) y’,p,, ul, - pm ‘u,P,l~, 
- cyn- yap,, ~“-p,~,p,l, 
+4ILl{~o-pn’yopn~~ ~n-pn~op”l, 
-XR(ul,)P,-%l(‘Yo)Pm yn-Pn~Y,P,l, 
= C@n-P”@OP,, ‘y,-~,‘y,~“l.,-c’v,-~,‘y,~“~ ~“-pn~‘,p,l,, 
+w,{K-cwn) p,, ~~-p,~op,l~ 
-~c~(,(ul,)p,-~(p,y~p,)p”, ~n-Pn~oPJ, 
+~c~(y~)p,-~(p,y~p,)p,, yY,-Pn~oPnI, 
d C@n-P,@oP,, ~n-P,~oP,lx 
+~C41{~o-ptl~op,~ p,, ~n-pn~opnl~ 
+~c~(ul,)p,-~(p,y~p,)p,, ul,-P,~oP,l, 
G Il~n-~“~o~,III,*IIly,-~,Ylo~,II~ 
+4LI{~o-Pn~oPn) ~nll~-*II~ln-~,~~~,II~~ 
+~ll~~ul,~~,-~~~,~~~,~~,II~-*II~~-~,~~~,II.,-~ 
where in the above estimate we have used the facts that [&( ul,) - 
FO(Pn YOPn) P,, Y” - P, YOPn] k 0 and P, nonnegative self-adjoint and 
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compact (being of finite rank) imply [F,J Y”) P, - 9$,(P, Y,, P,) P,, 
!T’“-P,!PoP,]~>O. Thus 
for some positive constant k. Now 
l@n-p,@,p,I,~ I@n-@olJu+ I@o-pn@opnI, 
and 
/I~*11 s2yV,Y*)IP”l‘Y(H)+ Il~ll,(~,v*,I~“l~~v,~P~~ + lPnlsqvJ 
which is uniformly bounded in n. The assumption that lim, _ m Qn = Go, 
Lemma 4.3, and lim, _ m 1 Y,, - P, Y0 P,I Jyv = 0 together with the continuity 
of the map 0 + &(O) from 2 into itself yield lim, _ o. II Y” - P, Y,,P,II v. 
= 0. Consequently the estimate 
lim I ul, - YOl H G K lim II Yn - Yell yc 
n-m n-33 
G K lim II Yn - P, Y,, P,ll $,- + K lim IIP, YoP, - ff’oll 9
n-cc n-m 
together with Lemma 4.3 yield the desired result. 
Remark 4.1. Although we are unable to demonstrate that the 
hypotheses of the existence result, Theorem 2.1, are satisfied when the 
initial value problem (3.4), (3.5) is considered in the space ,V rather than 
H, we can show that hypotheses (i)-(iv) of Theorem 2.3 are in fact satisfied 
in V. If the existence result could be verified in V this would of course 
yield the stronger convergence result that if Z7: E V and F, E L,(O, r; V), 
then Lemma 4.3 is sufficient to obtain the convergence of Z7, to I7, in 
C(0, T, V). In the case of a linear dynamical system (i.e., when 
A,, E y(V, V”*)) it is in fact possible to apply Theorem 2.1 in the space Y 
and therefore obtain a complete approximation theory in V (see [ 11). 
5. AN EXAMPLE 
We illustrate the application of our approximation results with a linear- 
quadratic optimal control problem (see [ 141) involving a one dimensional 
heat equation (extension to higher dimensions is straight forward). 
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Let H = L,(O, 1) endowed with the usual inner product, (cp, $) = 
j,!, cp(q)$(q) dq. Consider the optimal control problem of finding 
U E L2( (0, T) x (0, 1)) which minimizes the quadratic performance index 
subject to the linear distributed dynamical system 
~(f,‘l)-~a(rl)~(f,rl)=hu(l,q), r>o, o<v/< 1, (5.1 ) 
x( t, 0) = 0, x(t, l)=O, t>o (5.2) 
40, ‘I) =x”(v), O<q<l, (5.3) 
where UEL,(O, 1) with a(q)acc>O, a.e. ~E(O, l), b,rER with Y>O, 
x~EL,(O, l), Y, ~EC,= {@EHS(L,(O, l), L,(O, 1)): @=@*, @>O}. Note 
that 29,s E Co implies that (99)(q) = s; g(q, <)(p({) dl and (2$)(q) = 
f; dv, t’) VP(~) d5 with g, q E U(O, 1) x (O,l )h g(vl, 5) = At, rl), g(r, 5) a 0, 
dv, 5) = 4(& VL dth 4) 2 0, a.e. (4 5) E (0, 1) x (0, 1). 
If we set V= HA(O, 1) endowed with the usual inner product, (cp, II/) = 
J:, W(rl) Wrl) 4% and corresponding induced norm, II II, then 
V* = H - ‘(0, 1). Deline the operator d E .Y( I’, V*) by (d(p)($) = 
(a&, O$), cp, I~/E V. Then (~Zcp, cp)>ccIl~p/1~, (PE V and the restriction 
-A of the operator -d to the set Dom(A)={cpEV:&qEH 
( = H’(0, 1) n HA(O, 1) when a is sufficiently smooth) is negative, self- 
adjoint and the infinitesimal generator of a uniformly exponentially stable 
analytic (parabolic) semi-group of bounded, self-adjoint linear operators 
{F(t): t > 0 > on H. Let U = L,(O, 1) and define the operator 9I E .Y( U, H) 
by (au)(r])= bv(r]), UE U, O<q < 1, and define GEE by (B%)(q)= 
?-u(q), UE u, o<?y< 1. 
The solution to the initial value problem (5.1 t(5.3) is given by 
x(2;)=Y(t)x”+ jk(t-s)Bu(s)ds, t > 0, 
0 
where for u E L,((O, 7’) x (0, 1)) we have used the shorthand notation 
t + u(t) to denote the function t -+ u(t,.) E L,(O, T; U). The solution to the 
optimal control problem is given in closed-loop, linear state feedback form 
(see C141) by 
G(t)= -W-1B*170(T- t)x(t,.) 
= -(b/r) Z7,(T- t)x(t;), a.e. t E (0, T), (5.4) 
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where 17, is the nonnegative self-adjoint solution to the Riccati differential 
equation initial value problem 
ri,(t)+~H,(t)+n,(t)d+n,(t)~~~‘~*n,(t)=~ a.e. 2 E (0, T) 
(5.5) 
H,(O) = 3. (5.6) 
If we set M=.%?.%~‘~*=(b*/r)1~~(H), then M=M*, M>O and, 
since @A4 = M@, @ E C,, @A4 > 0, @ E C,. Thus Temam’s [20] theory 
(with F,(t) =9, t E [0, T], 9$(Q)= (b*/r) @*, and ni= 9) presented in 
Section 3 above yields the existence of a unique mild solution 
ZZ,E C(0, T; HS(H, H)) to the initial value problem (5.5), (5.6) 
with 17, E L,(O, r; HS(H, V) n HS( V*, H)), fIo E L,(O, T; HS(H, V*) + 
HS(V, H)) and H,(t) E Co, t E [0, T]. (If 9 is such that 
d’9 + 9& E HS(H, H)-for example, if 9 = O-then 17, will be a strong 
solution with flO~ W’x” (0, r HS(H, H)).) Since 2 = HS(L,(O, l), 
L,(O, 1)) is isometrically isomorphic to &((O, 1) x (0, l)), it follows that 
there exists a rrO~ C(0, r; L2((0, 1) x (0, 1))) with n&t; ye, 5) = q,(t; 5, q), 
n,(t; V, 5) > 0, a.e. (q, 5) E (0, 1) x (0, I), t E [0, T] such that the solution to 
the optimal control problem, (5.4), is given by 
for almost every (t, q) E (0, T) x (0, 1). 
We consider a linear spline based approximation scheme. For each 
n = 2, 3, . . . let H,, = span{ cp’,};::, where for j = 1, 2, . . . . n - 1, cp, is the jth 
linear spline (“hat”) function on [0, l] defined with respect to the uniform 
mesh (0, l/n, 2/n, . . . . 11. That is 
0, O<qd(j-1)/n 
nq-j+l, 
cp’,(v)= 
I 
(j- l)/n<q< j/n 
J+l-w, j/n<v<(j+l)/n 
0, (j+ l)/n<q< 1. 
Let P,: H -+ H, denote the orthogonal projection of H onto H, with 
respect to the ( .,.) inner product and define -pl’, E Y(H,) to be the Galerkin 
approximation to d. More precisely, we set &“cp, = II/,,, rp,, II/, E H,, where 
$,, is the unique element in H, which satisfies (&cp,, 0,)= ($,, fl,), 
~,EH,. Let LS?~=P,~~E~‘(H,,) and $=PP,%~E(H,). 
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Using the properties of interpolatory splines and density arguments it is 
not difficult to show that lim,,, ~ /IP,,cp-cplI =O, ~EH,!,(O, l)= Vandcon- 
sequently that the assumption (4.1) is satisfied. It follows therefore, that the 
approximation theory developed in Section 4 yields that the solution Z7, to 
the finite dimensional Riccati differential equation initial value problem 
fin(t) + 4n,,(t) + n,,(f) 4, + (h2/r) n,,(t)* =A,,, a.e. t E (0, T), (5.7) 
n,,to I= Y, (5.8) 
with Z7,( t) nonnegative and self-adjoin& satisfies lim, _ 5. In,,(t) P,, - 
no(t)I HS(H,H) = 0 uniformly in t for t E [0, T]. 
Since the basis {&}~~~ is not orthonormal, simply replacing 
the operators in (5.7), (5.8) with their matrix representations will not 
lead to the familiar symmetric matrix Riccati differential equation. For 
a linear operator L, with domain and/or range in H,,, we denote 
its matrix representation with respect to the basis {cpi,};:; by L,w. 
Define @,: [0, l] -+R”-’ by @,(rl) = (cp!lv), . . . . CP~-‘(V))~ and set 
AN = (@PI> @i-) = J:, @n(v) @,(i?)‘& Then &dN= Jq&7D@“, my), 
G,=A,‘(%@,,,@J~) and $,,,=AN’(~@~,@,~). If we let 6@N=A,,,3,v, 
2, = A,J,.,, and H,(t) = dt’,,H,,,(t), then fi, is the solution to the initial 
value problem 
AN(t)+ diil,(t) + D,(t) s&+ (b2/r) f?,(t) d;‘R,(t) 
= g.$, tcz (0, T) 
i?,(O)=c3;, 
with n,,,(t) nonnegative and self-adjoint. The approximating solution to 
the optimal control problem then takes the form 
where 7c, E C(0, T; L,((O, 1) x (0, 1))) is given by 
n,(t; rl, 0 = @n(V)‘~N1&(f) J&3R7(5), 
for tE [0, r], (q, 5)~ [0, l] x [0, 11. Our convergence theory yields 
lim, + z rc, = rcO in L2((0, 1) x (0, 1)) uniformly in t for t E [0, T]. That is 
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6. CONCLUDING REMARKS 
Some interesting open questions which are related to our effort here 
remain. For example, a Hilbert-Schmidt existence, approximation, and 
convergence theory for the case in which the operator ZZZ (and therefore the 
operator A,) and the function &, are time varying. The standard existence 
and approximation results in the spirit of Theorem 2.1-2.3 for nonlinear 
systems involving time dependent operators are typically too restrictive to 
be of any use in the Hilbert space framework in which the problem would 
be formulated. An approach such as the one which was taken in [3] in the 
context of approximation methods for inverse problems for non- 
autonomous nonlinear distributed systems based upon Barbu’s [4, 
Theorem 111.4.21 may be more appropriate. We are presently studying this. 
Also, one might ask if the generic abstract nonlinear functional analytic 
approximation results given in Section 2 could be used to establish the 
convergence of finite dimensional approximations to solutions of operator 
Riccati differential equations under somewhat less restrictive hypotheses 
than we required here. Da Prato’s [7] and Tartar’s [IS] efforts concerning 
the existence, uniqueness, and regularity of solutions to infinite dimensional 
Riccati equations may be of some use in this regard. 
Finally we note that a Hilbert-Schmidt approximation theory for the 
steady state, or algebraic operator Riccati equation can also be developed 
(see [ 161). (The algebraic Riccati equation arises in the context of the 
linear-quadratic optimal control problem on the infinite time interval.) 
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