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Micro-finance organizations provide non-profit lending op-
portunities to mitigate poverty by financially supporting
impoverished, yet skilled entrepreneurs who are in desper-
ate need of an institution that lends to them. In Kiva.org,
a widely-used crowd-funded micro-financial service, a vast
amount of micro-financial activities are done by lending teams,
and thus, understanding their diverse characteristics is cru-
cial in maintaining a healthy micro-finance ecosystem. As
the first step for this goal, we model different lending teams
by using a maximum-entropy distribution approach based
on a wealthy set of heterogeneous information regarding
micro-financial transactions available at Kiva. Based on this
approach, we achieved a competitive performance of 0.84
AUC value in predicting the lending activities for the top
200 teams. Furthermore, we provide deep insight about the
characteristics of lending teams by analyzing the resulting
team-specific lending models. We found that lending teams
are generally more careful in selecting loans by a loan’s geo-
location, a borrower’s gender, a field partner’s reliability,
etc., when compared to lenders without team affiliations. In
addition, we identified interesting lending behaviors of dif-
ferent lending teams based on lenders’ background and in-
terest such as their ethnic, religious, linguistic, educational,
regional, and occupational aspects. Finally, using our pro-
posed model, we tackled a novel problem of lending team
recommendation and showed its promising performance re-
sults.
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Figure 1: An overview of how Kiva works. 1. A borrower
requests a loan to a field partner, and a loan is disbursed. 2.
The partner posts a loan request to Kiva, and lenders choose
to fund the loan, where upon fulfillment Kiva sends the funds
to the field partner. 3. The borrower makes repayments to
the field partner, who forwards the funds back to Kiva. Kiva
then repays the lenders. The lenders receive the repayment
through Kiva and are given the opportunity to recycle their
loans.
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1. INTRODUCTION
Micro-finance institutions lend credit to entrepreneurs who
have no credit available to them in impoverished countries.











































Figure 2: The degree of lending activities depending on lend-
ing team involvement.
Its concept was conceived when Muhammad Yunus discov-
ered that the extreme poor barely had enough means with
which to sustain themselves, only to use their business sales
as repayment for the materials they loaned [37]. By loan-
ing credit without collateral and interest, impoverished en-
trepreneurs are given the opportunity to overcome the vi-
cious cycle of debt.
Kiva.org, the overall process of which is summarized in
Fig. 1, takes the idea of micro-financing and pairs it with
crowd-sourcing to provide easy online access for lending micro-
credit. Kiva, a non-profit organization, does not collect
interest but rather provides an intermediary service which
pools together money from its lenders and forwards them to
the field partner who then distributes it to the requesting
borrower.
Kiva relies heavily on its transparency due to its core val-
ues for successful growth [13]. Kiva’s transparency allows
open public access to its transactional and entity data which
can be downloaded as daily snapshots or through their API.
Kiva’s May 2013 data snapshot contained over 1,100,000
lenders, 500,000 loans, and 150,000 journal entries for over
four million transactions that resulted in 400 million US dol-
lars of loans issued. There are a variety of data types within
the Kiva data including geo-spatial, temporal, categorical,
numerical, and free-text unstructured data.The size of the
data set, along with its massive set of heterogeneous infor-
mation makes the Kiva data set a fascinating data set for
data mining and social media researchers.
Impact of lending teams. Virtual communities thrive
when their users are active in their participation, and in this
case, when lenders are actively lending. Particularly with
Kiva, lending is synonymous with donating due to the lack
of monetary gain from lending, thus keeping lenders actively
and consistently involved is a critical factor in making Kiva
self-sustainable. As one such way, Kiva encourages each of
their lenders to join teams, called lending teams, to allow
lender collaboration in locating and funding credit requests.
Lending teams are primarily formed through a common in-
terest, where one such similarity interest group could contain
lenders interested in funding a particular type of business.
The Kiva data reveals that lending teams play a major
role in the level of participation for lenders. As seen in
Fig. 2, the median number of loans per lender increases
quickly with the number of teams the lender is part of (the
red line). However, about 80% Kiva lenders are still not af-
filiated with any lending teams, while most of the remaining
20% of lenders participate in only one or two lending teams.
Overall, lenders affiliated with at least one lending team ful-
fill about 50% of the total loan activities in Kiva. These
statistics suggest that matching lenders with teams can be
a key driver for further increasing participation.
Overview of Our Work
Motivated by such an importance, we study the diverse char-
acteristics of lending teams in a principled manner and show
the advantage of leveraging the team information in the con-
text of two important problems: loan recommendation as
well as team recommendation for lenders.
Loan recommendation largely differs from the standard
recommendation problem due to two attributes: the tran-
sient nature of loans and its binary rating structure. Regard-
ing the transient nature of loans, loans are only available
until they have been funded, thus they can be seen as a con-
sumable and limited resource. This attribute of loans makes
it a more difficult problem when compared to other recom-
mendation systems such as the Netflix recommendation sys-
tem in which recommendations for a movie previously liked
by similar users can be recommended. Secondly, once loans
have been funded, they are no longer available. This binary
structure complicates the loan-to-lender relationship due to
the fact that a lender who has not funded a loan may not
have directly rejected it.
Maximum-entropy distribution modeling. To ad-
dress these difficulties of our domain, we treat the lending
activity data as presence-only data or one-class data, and ap-
ply a maximum-entropy distribution approach (maxent).
Maxent has been successfully used in various applications
such as species distribution modeling [27, 29] and natural
language processing [7].
Loan recommendation. Based on the maxent approach,
we build team-specific models by fully incorporating a wealthy
set of heterogeneous information reflecting the lending be-
havior of each team. We apply our proposed team-specific
lending model in the loan recommendation problem and
show that our approach performs significantly better than a
single aggregate lending model in which the team diversity
is ignored.
In-depth knowledge about team behaviors. We use
our team-specific lending models to gain valuable insights
into the team characteristics. We point out that lending
teams are generally more careful in selecting loans with re-
spect to a loan’s geo-location, borrower’s gender, field part-
ner’s reliability, etc., when compared to lenders without
team affiliations. In addition, we identify interesting lending
behaviors of various lending teams based on lenders’ back-
ground and interest such as their ethnic, religious, linguistic,
educational, regional, and occupational aspects.
Team recommendation. To increase lending activity
by community building such as lending teams, we propose
a team-to-lender recommendation model that leverages our
team-specific lending models. For a given lender, we rank
potential teams based on how likely his first few loans are
under the team-specific model. We show that our approach
outperforms the two baseline approaches.
To the best of our knowledge, this is the first work that
has analyzed the characteristics of lending communities in
a micro-finance domain and recommended the most appro-
priate communities based on lender-to-team suitability.
The rest of this paper is organized as follows. Section 2
discusses related work. Section 3 describes our basic pre-
processing steps to handle the heterogeneity of Kiva data;
in addition, we have made the post-processed data read-
ily available on the web for other researchers. Section 4
describes our main approaches, and Section 5 reports the
prediction performances for loan recommendation. Section
6 describes insightful knowledge revealed from our analysis.
Section 7 presents the team recommendation application of
our proposed model. Section 8 discusses further implica-
tions based on our analysis. Finally, Section 9 concludes the
paper and discusses future work.
2. RELATED WORK
In this section we discuss related work about (1) general
recommender systems, (2) opinion-based recommender sys-
tems, and (3) micro-finance analysis.
Recommender systems. A recommender system, also
known as an active information filtering system [6], esti-
mates the utility function for a given user and an item. Typ-
ically, there are mainly two different approaches for recom-
mender systems: content-based filtering methods and collab-
orative filtering methods. Content-based filtering methods
aim at matching users to products by finding similar items
which they have liked in the past, while collaborative filter-
ing methods make suggestions based on finding other items
that similar users have liked in the past [31, 2]. Within
collaborative filtering approaches there are model-based ap-
proaches which utilize some data mining or machine learn-
ing algorithm to find patterns and memory-based approaches
which typically use user rating data to find recommenda-
tions. For a thorough summary of collaborative filtering
techniques, please refer to our listed survey articles in the
references section .
Although collaborative filtering methods have seen wide
use in the design of many recommender systems [34], Kiva’s
micro-financing loan data contains three major challenges:
the transient nature of loans, the binary rating structure,
and the heterogeneity of Kiva data. To address these chal-
lenges, our work leans more towards a content-based filtering
approach where the proposed lender features represent the
user’s profile of preferences while the loan features represent
the product content. Traditional content-based approaches
focus only on textual information as seen in information re-
trieval literature [5]. Yet, due to the heterogeneous nature
of Kiva data, our approach extends upon the content-based
filtering approach and uses ad-hoc information retrieval [24]
to represent various information as features and predict a
relevance score for loans by training a learner model. These
types of approaches are widely applicable in various novel
applications including online dating systems [12].
Opinion-based recommender systems. Sinha and
Searingen [32] showed that users’ friends consistently gave
higher quality recommendations than those from a recom-
mender system due to the friends’ intimate knowledge of
their tastes. The idea is that individuals with similar tastes
will form connections and develop a sense of trust within
the communities. The following literature on the relation
between connections based on shared interests, trust, and
agents’ decisions justify the importance of lending teams for
member participation in Kiva.
Abdul-Rahman and Hailes [1] claimed this very idea and
proposed a trust model for recommender systems that in
part showed that agents within a similar context, e.g. pro-
fessional communities, trusted the opinions of agents with
similar profiles of interest. In virtual communities, trust
can be seen as a derivative of both the ability and the com-
bined benevolence and integrity of the agent to be trusted
[30]. Ridings et al. [30] hypothesized that this gained trust
is positively related to their willingness to give and receive
information from within their network. In essence, recom-
mendations from those with similar interests have significant
impacts on an agent’s decision because of the strong correla-
tion between trust and interest similarity [38], and further-
more, agents find themselves less vulnerable to risk and are
even encouraged to collaborate when trust is present within
their network [25]. That is why it is not surprising to see
that recommender systems which have incorporated trust
models have gained much attention due to their favorable
properties for social filtering [26, 21, 16].
In our system, we felt that there were two major dimen-
sions that encouraged participation in a network: interest
similarity and civic responsibility. We believe that having
like-minded individuals who want to address similar issues
of public concern within a team will help foster an environ-
ment that is conducive to peer encouragement. Specifically
for Kiva, if lending teams are developed around mutual in-
terests, due to the non-profit nature of Kiva participation,
lenders are highly likely to trust in the general direction of
their lending team network.
Micro-financial activity analysis. Technological ad-
vancements have reshaped the structure of micro-financing
as seen by the effects of the internet on micro-financing [8]
and by the transformation of lending transaction behavior
caused by peer-to-peer technologies [4]. Studies on micro-
finance lending patterns have discovered that lenders choose
opportunities based on similarity of interests, emotional re-
sponses, and other social biases. Lenders tend to choose bor-
rowers who share similarities to their personal or professional
interests, e.g. artists will loan to other artists, and/or trig-
ger an emotional response [3, 14]. Findings specific to Kiva
have claimed patterns that show bias within the lending de-
cision process. In particular, women and more physically
attractive individuals have a higher probability of receiving
support from first-time lenders and lesser-active lenders [18].
Other studies on Kiva have observed the nature of lending
behavior by correlating the impact of group dynamics to
lending participation [17, 23].
Surprisingly, even with Kiva’s openly available data set,
only a handful of research work has used advanced statisti-
cal analysis approaches in studying micro-financing. In one
study, researchers manually defined a set of categories about
the motivation of lending and applied machine learning tech-
niques to train automatic text classifiers using a lender’s
loan because field [23]. Their work only used several sim-
ple features such as the loan count and team affiliations to
perform regression on lending frequency and amount. They
revealed various interesting knowledge about lending behav-
ior, but the used information and techniques are relatively
limited compared to our work.
To the best of our knowledge, our work is the first in-depth
study to directly tackle the loan and the lender recommen-
dation problems by actively incorporating the lending team
information available from Kiva. As seen in Section 5, we
achieve performance viable for practical application and re-
veal significant finding about lending behavior of teams that
has not been discussed in any previous other work.
3. OVERVIEW OF KIVA DATA
The Kiva data set contains a massive set of heterogeneous
information about the following types of entities:
• a lender or kiva user u (1,174,383 in total),
• a lending team t (25,481 in total),
• a loan l (564,177 in total),
• a field partner p (254 in total), and
• a borrower b (1,099,997 in total).
their transactions (requesting, funding, and paying back loans).
In addition to its heterogeneity, the data set contains a com-
plex set of many-to-many relationships, e.g. lenders may
concurrently participate in more than one lending team and
contribute to multiples loans. There are a variety of data
types within the Kiva data including geo-spatial, temporal,
categorical, numerical, and free-text unstructured data.
Entities of each type contain various information involving
both unstructured data, such as image, video, and text, and
structured data, such as geo-spatial, numerical, categorical,
and ordinal data. For example, lender entities is represented
in terms of its essential web profile data, e.g., a profile image,
a registration timestamp, a geo-location, a lending count, an
occupation, and other fields. Lending team entities also have
its own information including a name, a team category (e.g.,
religious, common interest, etc.), a brief description, and a
webpage URL. Finally, loan entities, which have the most
rich set of information, are described by a loan description,
a loan sector (e.g., agriculture, food, retail, etc.), a list of
borrowers requesting the loan, a field partner, a geo-location,
a loan amount, and posted/funded/paid timestamps.
In addition, a complex set of many-to-many relationships
are available in the data set. For example, lenders may con-
currently participate in more than one lending team and
contribute to multiples loans. Field partners manage loans
within their local region, while borrowers request loans from
their local field partners. These relationships can be repre-
sented as various graphs between different entities, and the
following two important graphs are directly available from
the data set:
• a graph between lenders and loans, which indicates
who funded which loans (564,177 edges in total), and
• a graph between lenders and lending teams, which in-
dicates the team membership of lenders (313,040 edges
in total).
Kiva provides a recent snapshot of this data set in JSON
and XML formats.1 In this work, we used a 2.9 GB JSON
snapshot collected on 5/31/2013. We preprocessed it to ob-
tain the numerical representations of each available field. In
particular, the preprocessing of temporal, categorical, and
textual fields all required a nontrivial amount of work. For
temporal data, such as the loan’s posting date and lender’s
sign-up date, we converted them to a serial date number us-
ing Matlab’s datenum function, which represents the whole
and fractional number of days from a fixed preset date of
January 0 in the year 0000. For categorical data, such as a
loan’s country code and a team’s category, we used a dummy
1http://build.kiva.org/docs/data/snapshots
Figure 3: A graph-based feature integration for a lender-loan
pair (grey-colored).
encoding scheme that converts a variable with m categories
into an m-dimensional binary vector where only the values
in the corresponding categories are set to ones.
For textual data, we encoded each textual field separately
as a bag-of-words vector where an individual dimension cor-
responds to a unique word. Afterwards we reduced the di-
mensionality using nonnegative matrix factorization2 (NMF)
[22, 20] to 100 for each textual field. The reason for per-
forming a dimension reduction set is two-fold. First, the
vocabulary size, which corresponds to the number of origi-
nal dimensions, usually reaches up to the hundreds of thou-
sands demanding intensive computation and memory. Sec-
ond, each of the reduced dimensions improves its semantic
meanings by grouping multiple coherent words into a single
dimension. These dimension-reduced data can be versatile
for both good prediction performance and data/model un-
derstanding [10, 36].
As an additional processing step, we created mappings
between entities from the different tables. For example,
a lender entity found in the table containing metadata for
lenders may have a different identifier in another table about
the lender-loan graph, and even worse, it may exist in only
one table, meaning that some information about it will be
completely missing. The mappings we created allow these is-
sues to be handled with ease. Finally, we made the processed
data available as a Matlab data file at http://fodava.gatech.
edu/kiva-data-set-preprocessed.
4. MODELING OF LENDING TEAMS
In this section, we describe the process for modeling lend-
ing teams in terms of their lending activities in Kiva.
4.1 Feature Integration of Lending Activities
As we briefly highlighted in Section 1, although lending ac-
tivities are usually performed at an individual lender level,
a significant amount of them are driven by lending teams
that lenders are affiliated with. Furthermore, different lend-
ing teams may have different characteristics in their lending
behaviors. Due to these reasons, we intend to model each
lending team separately as follows. Basically, we represent
each lending team as a set of its lending activities. A lending
activity of a lending team t is described as a pair (u, l) of
a lender u belonging to team t and a loan l. As depicted in
2We obtained the code from http://www.cc.gatech.edu/
~hpark/nmfsoftware.php
Fig. 3, given a lender-loan pair (u, l), we retrieve the various
entities to which the lender and loan have links to. For a
lender, we obtain the list of his/her previously funded loans
as well as their associated partners and borrowers. Similarly,
for a loan, we obtain its associated partner and borrowers
as well as other lenders who funded the given loan.3
Lender- and loan-related features. By incorporating
the information from these linked entities, we form two fea-
ture sets for lenders and loans, vl and vu, respectively (cir-
cles in Fig. 3). Note that all these features are numerically
represented as described in the basic preprocessing steps in
Section. 3.
In order to maintain a fixed number of dimensions for
vui (or v
l
i) given a variable number of linked entities across
different lender-loan pairs, we treat multiple entities of the
same type as a single averaged entity. For instance, if a
lender has funded multiple loans in the past, the feature
vectors generated from them are averaged into a single vec-
tor. Similarly, features about multiple borrowers associated
with a single loan, such as their genders, are also averaged.
However, in this process, information about the total num-
ber of previous loans or the total number of borrowers is lost.
To compensate, we encode any potentially lost information
as additional features.
Lender-loan correlation features. The lender- and
loan-related feature sets built in this manner have counter-
parts of the same entity type, which can be directly com-
pared with each other. In other words, both lenders and
loans have all the feature sets representing borrowers, field
partners, loans, and lenders. Intuitively, if lenders prefer to
fund a particular type of loan, then these two counterparts
would have similar values. To directly take into account such
correlation information, we compute an element-wise multi-
plication of a lender-and a loan-related feature vectors, i.e.,
v
ul = vu ◦ vl,
and include it as an additional feature set (hexagons in
Fig. 3). This correlation feature vector vul indicates how
strongly the values of a particular dimension are represented
in both the lender and the loan; this can be considered as
the degree of matching at an individual feature level.
Temporal features. Each loan contains temporal infor-
mation such as its posted date, funded date, and paid date.
We assume that the relative time difference between two
consecutive lending activities could be an important factor
for a particular lender, and thus we encode such informa-
tion as our features. That is, we construct all temporal fea-
tures in the form of x− y where x is one of posted date and
funded date of a loan of interest and y is one of posted date,
funded date, and paid date of a lender’s most recent loan.
Additionally, we encode the time taken for a lender to fund
the loan since it has been posted.4
Finally, by including all the features encoded in the above-
mentioned manner, we construct an overall feature vector
f(u, l) =
[
f1(u, l) · · · fm(u, l)
]T
representing a lender-
loan pair (u, l)
3Information about when individual lenders funded a par-
ticular loan is not available in the data set. Therefore, we
randomly selected five other lenders in our experiment.
4Due to the lack of the temporal information about indi-
vidual lenders’ activities, we assume all lenders funded a
particular loan at the same time as a loan’s funded date.
4.2 Maximum-Entropy Distribution Model
Due to the nature of lending activities, lenders who have
not chosen to fund a loan have not necessarily opted against
funding it. It is often the case that the lender never knew
about it. This type of data is known as presence-only or
one-class data. In order to properly address this issue, we
propose to apply a maximum-entropy distribution model
(maxent) of a lending team’s lending activity data.
Formulation. To model the lending activity, we want
to use maxent to estimate the density πt(u, l), which indi-
cates how likely a lender u will fund a loan l as a member
of a lending team t. The goal of maxent is to maximize
the entropy, or uncertainty, of an estimated density π̂t(u, l),
subject to the constraint that the expected value of each
feature fi(u, l) under π̂t(u, l) should be the same as that of
fi(u, l) under the empirical distribution π̃t(u, l). The main
idea of maxent is, given presence-only data, to estimate the
target density as uniform as possible by assigning the most
probability evenly to unseen parts of the space while keep-
ing the same expected values of individual features as those
from the observed data.
It has been shown that solving the maxent distribution
can also be converted to solving a maximum likelihood of
π̂t(u, l) in the form of a Gibbs distribution [11, 29], i.e.,










whose probability is represented as a log-linear model. With
a relaxation on the above constraints, the maxent distribu-
tion is solved by maximizing a penalized log-likelihood of

















where a lender-loan pair (ui, li) is the i-th lending activity
(nt activities in total) in team t, and βj ’s are regulariza-
tion parameters.5 Similar to many other approaches such as
the lasso in least squares [35], the l1-norm regularization on
λtj ’s gives a sparse representation, which is robust against
overfitting and deals with potential multi-colinearity among
different features.
The algorithm for solving this formulation follows a coordinate-
wise descent procedure, and in our work, we use the im-
plementation available at http://www.cs.princeton.edu/
~schapire/maxent/. In this implementation, in order to
overcome the limitation of the original log-linear model, var-
ious additional features derived from original features, such
as quadratic, threshold, and hinge features, are internally




Lending teams and activity data selection. To be-
gin, we chose the top 200 lending teams with the highest
number of lending activities, totaling 70% of the total lend-
ing amount made by teams. From each of these lending
5For the information about how to set the regularization










































(c) Loan-side, lender-side, and their
correlation features
Figure 4: The AUC values for the aggregated and the team-specific models across 200 lending teams, depending on various
feature sets used.
teams, we randomly selected 5,000 lender-loan pairs in which
the funding occurred. Additionally, maxent requires back-
ground or pseudo-negative data instances that properly re-
flect the overall distribution of the data instances. There-
fore, we also randomly selected 5,000 lender-loan pairs where
the funding did not occur. These samples serve as our train-
ing and test sets under a 5-fold cross-validation setup.
Feature groups. Each lender-loan pair (u, l) generated
in this manner (10,000 in total for each team) is then en-
coded as a feature vector, as presented in Section 4.1. The
constructed features can be categorized as follows:
1. Textual information (600 dimensions): reduced-dimensional
textual features from a lender’s loan because and a
loan’s loan description.
2. Loan sector (45 dimensions): features about the indus-
try of a loan, e.g., agriculture, food, retail, etc.
3. Geo-location (228 dimensions): features about the coun-
try of a loan and/or a lender.
4. Loan delinquency (13 dimensions): features indicat-
ing how many previous loans of a lender u have been
defaulted or delinquent.
5. Partner (33 dimensions): features about field partners
in terms of their loan amount, rating, delinquency rate,
etc.
6. Borrower (12 dimensions): features about borrowers,
e.g., a borrower’s gender and whether he/she has a
picture.
7. Temporal information (7 dimensions): Relative time
differences between a loan l and a lender’s most re-
cently funded loan as well as the time taken for a lender
u to fund a loan l since it has been posted (Section 4.1).
Eventually, the overall feature vector f(u, l) is represented
as a 938-dimensional vector.
Performance measure. The resulting maxent model
π̂t(u, l) trained from these feature vectors for each of the
200 lending teams gives the probability that a funding will
happen for any given lender-loan pair (u, l) in case the lender
is a member of the lending team t. It allows us to rank the
most appropriate loans for a particular lender as well as the
most appropriate lenders for a particular loan. Therefore, we
are interested in the quality in terms of the resulting rank-
ing of a given test set of lender-loan pairs. In this respect,
we report the area under the receiver operating character-
istic curve (AUC) value, which measures how well the data
samples with funding are ranked higher than background
samples.
5.2 Recommendation Performance
Baseline approach. To evaluate our proposed personal-
ized team-specific model, we designed a baseline approach to
compare our method against, as follows: In the baseline ap-
proach, we aggregate all data instances from different teams
into a single data set and train a single aggregated maxent
model π̂a(u, l, t) on these aggregated data. To make the
comparison fair, we still incorporate team information in
this case, such as a team’s loan amount, member count, and
category (e.g., common interest, religious, etc. ), associated
with the lender-loan pairs as additional 60-dimensional fea-
tures into the aggregated model, as seen as its new input ar-
gument t in π̂a(u, l, t). In this manner, our baseline method
still uses the same amount of information as in the proposed
team-specific models but does not distinguish between the
lending characteristics from different lending teams. That
is, the distinction is only made at a feature level, but not at
a model level.
Performance comparison. For our proposed team-
specific model and the baseline method, we compared the
AUC values of 200 teams on a 5-cross-validation setup when
using either (1) loan-related features only, (2) loan- and
lender-related features, and (3) lone-related, lender-related,
and their correlation features. As can be seen in Fig. 4,
in all cases, the team-specific model showed nontrivial per-
formance increase over the baseline method, indicating that
the diversity of lending behaviors across different teams is
indeed substantial, which cannot be fully handled at a fea-
ture level.
Furthermore, beyond just the information about loans of
interest, as we incorporate additional features discussed in
Section 4.1, the performance was shown to improve signif-
icantly. This indicates that the information about lenders
and their past lending activities is critical in predicting his/her
next loan activities. Particularly, the fact that such perfor-
mance increase due to involving lender information is sig-
nificant even for our team-specific models implies that the
diversity does exist within each lending team.
Overall, the highest AUC value we could achieve by us-
ing all the proposed features under team-specific model was
0.84 on average across teams, which seems useful in prac-
tice in recommending loans to lending teams as well as their



















Lenders with no teams
200 lending teams
Figure 5: The variable importance scores due to each feature group. The values are sorted in a decreasing order with respect
to a no-team model.
lenders.
6. EXPLORATORY ANALYSIS
In this section, by analyzing the team-specific maxent
models, we present our in-depth analysis on diverse behav-
iors among different lending teams.
Interpretation of maxent models. Our strategy to
analyze each team’s lending behaviors is to compute the
variable importance scores in its maxent model. As a way
to compute these scores, we chose to use the permutation
importance score, often used in various machine learning
methods [33]. The importance score of each variable is de-
termined by randomly permuting the values of that variable
among the training data items and measuring the resulting
decrease in the AUC value. A large decrease in the AUC
value indicates that the model depends heavily on that vari-
able. After computing the permutation importance of each
variable, the values are normalized to give relative percent-
age values.
What do lending teams care about? (lending teams vs.
lenders with no teams)
Before exploring the individual team level, we tried to iden-
tify the critical factors that had the greatest influence on the
activities of general lending teams. To this end, we collected
another set of lender-loan data purely from lenders who had
no affiliations with lending teams. Then, we modeled an ad-
ditional maxent model using this data set, which we refer to
as the no-team model, in the same way as described in Sec.4.
Fig. 5 shows the comparison between the 200 team-specific
models and the no-team model.
Commonalities. Temporal information is shown to be
the most important feature in both cases, which is consistent
with the findings discussed in [9]. That is, once lenders begin
lending, they tend to either keep funding other loans contin-
uously or lose interest drastically as time goes on. Next, a
negative experience which involves a loan delinquency also
significantly impacts the next lending activities for both
cases. Information about lenders, such as the number of
previous loans and their characteristics, were shown to be
moderately important factors, but the importance of lender
information varied highly across different teams, as shown
by the relatively large error bar corresponding to the ‘lender’
feature group. Finally, the influence of textual information
was shown to be minimal compared to other information
because of the significant noise and the information sparsity
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Figure 6: Lender graphs of two lending teams. The top 120
lenders with the most number of loans have been chosen from
each team. The value at each cell represents the number of
common loans between two lenders within a particular team.
throughout free-text data.
Contrarieties. At the same time, Fig. 5 highlights in-
teresting distinctions of lending teams compared to lenders
with no teams. Specifically, information about a loan’s geo-
location and the loan sector were the two most critical fac-
tors in lending teams’ activities. It indicates that lenders
in lending teams actually care more about the location and
the purpose of the requested loan than lenders without team
affiliations. Furthermore, it was also shown that lending
teams care who the borrowers and the associated partner
are, as shown in the relatively higher importance of the cor-
responding variables compared to the no-team model.
6.1 Individual Team Characteristics
We felt that it was important to explore deeper to discover
the diverse behaviors present at a team-specific level. This
motivation came as a result of noticing how lending teams
had such a large influence on the activity of its members.
We decided to rank lending teams based on their variable
importance scores for different feature groups. In doing so,
we were interested in which teams cared the most (or the
least) for each aspect, and in the fundamental characteristics
of each team that drove these behaviors. We approached this
problem from the perspective of a lender as well as a loan.
6.1.1 Lender Feature
As mentioned above, the dependency on lender informa-
tion varied highly across lending teams. Although it was not
reported in this paper, the most influential feature about a
Table 1: The top five teams influenced the most by each of the feature groups.
Features Lending teams
Industry
‘KivaFriends - Agriculture Loans’, ‘Ravelry.com’, ‘101 Cookbooks’,
‘Give Green - Environmental Loans’, ‘Thailand’
Geo-location ‘Para México’, ‘Philippines’, ‘Kiva Muslims’, ‘Kiva Detroit’, ‘Portugal’,
Field partner ‘Amici di Raffaele (Raphael’s Friends)’, ‘Woodlands’, ‘Compadres’, ‘Lauren Avezzie’, ‘Kiva Jews’
Borrower
‘women empowering women’, ‘HALF THE SKY: Empowering Women’,
‘Georgia Southern Alumni’, ‘www.idu.cc’, ‘Tareto Maa’
lender was shown to be the number of loans he/she had pre-
viously funded. As we analyzed the teams that were most
(or least) influenced by lender features, we found out that de-
pendency on lender information is inversely correlated with
the diversity of team leaders.
For instance, Fig. 6 shows a comparison of the lender
graph between two groups of teams - ‘Kiva Christians’ and
‘Atheists, Agnostics, . . . ’. The ‘Kiva Christians’ group was
one of the teams that were most heavily influenced by lender
features. In other words, the lending activities in ‘Kiva
Christians’ were significantly influenced by the lender fea-
ture, mainly by the number of his/her previous loans. This
implies that lending activities are mainly dominated by only
a small number of highly active lenders. On the other hand,
‘Atheists, Agnostics, . . . ’ was one of the least influenced
teams, indicating that lending activities are more evenly dis-
tributed over lenders with various numbers of previous loans.
In our ‘Kiva Christians’ graph (Fig. 6(a)), you will notice
that one person, as seen in the first row/column, showed sig-
nificant overlap in their lending activities with all the other
members. On the contrary, in our ‘Atheists, Agnostics, ...’
graph, commonly funded loans were found amongst a large
number of different lenders. It is clear from this observation
that the latter case could be led by many lenders with a dif-
ferent degree of activities while in the former case, lending
teams are mostly led by a few leading lenders.
6.1.2 Loan Feature
Now, we analyze the most influenced teams, i.e. special-
focus teams, by different feature groups from a loan perspec-
tive. Table 1 presents the top five teams corresponding to
each feature group.
Industry. The ‘KivaFriends - Agriculture Loans’ team
funded 77% of its total loans to the agriculture industry,
while only 21% of the entire set of loans belongs to this cat-
egory. The teams ‘101 Cookbooks’ and ‘Give Green - Envi-
ronmental Loans’ made strong contributions to the agricul-
ture industry while also making significant contributions to
the food industry. The ‘Ravelry.com’ team, whose website
focuses on knitting and crocheting, funded 23% of its total
loans to the art industry, while only 2% of the entire set of
loans belongs to this category. These interesting relation-
ships can be expressed as a homophily, as observed by the
fact that people tend to fund loans similar to what they like.
Finally, although we did not find a reasonable explanation
for it, we noticed that the ‘Thailand’ team funded 79% of
its total loans to the food industry, while only 26% of the
entire set of loans belongs to this category.
Geo-location. The teams ‘Para México’ and ‘Philip-
pines’, as their team names imply, funded 49% and 91%
of the total loans to Mexico and Philippines, respectively.
These teams were strongly dedicated to their designated
countries especially considering that the total percentage of
loan requests from Mexico and Philippines were only 2% and
15%, respectively.
‘Kiva Muslims’ made major loan contributions to Pales-
tine (12%), Pakistan (10%), Tajikistan (8%), Lebanon (8%),
etc., where the dominant religion was Islam. The total per-
centages of the loans to these countries were only 6%, 2%,
3%, and 1%, respectively.
For the team ‘Kiva Detroit’, the top lending country was
shown to be the USA, which holds 11% of this team’s total
loans while the total percentage of USA loans were min-
imal at 0.2%. Interestingly, we found that Kiva recently
started supporting a local small business specifically in the
USA under the name, Kiva City,6 and Detroit was selected
as the first Kiva City. Finally, the ‘Portugal’ team exhib-
ited a unique behavior. It made 6% of their total loans to
Mozambique, as compared to the percentage of total loans
to this country, 0.5%. The most probable reason is as fol-
lows. Historically, Mozambique was one of the few former
colonies of Portugal in Africa, and the official language is
still Portuguese. Looking into the languages in which the
loan description was written, 92% of the loans from Mozam-
bique were described in Portuguese while only 0.5% of the
entire loans were available in Portuguese.
Field partner. Features about the field partner generally
represent the reliability and credibility as represented by
the total loan count/amount, a default/delinquency rate,
currency exchange loss rate, etc. From a lender’s or a lending
team’s viewpoint, choosing an appropriate partner is critical
in minimizing the risk of losing money. By looking at the
top ranked teams for this feature group, we found that they
are mostly composed of a relatively small number of people
with a large number of loans per member. For example, the
teams ‘Amici di Raffaele (Raphael’s Friends)’, ‘Woodlands’,
‘Compadres’, and ‘Lauren Avezzie’, each of which had 10,
45, 2, and 17 members in total, funded 305.3, 303, 2627, and
263.2 loans per member, respectively, which are significantly
higher than 30.5, the average number of loans per member
among the entire 200 teams. This seems reasonable in that
highly active lenders are more likely to manage their funds
more carefully so that they can support a larger volume of
non-profit activities for a long period of time.
On the other hand, the other top ranked team, ‘Kiva
Jews’, which had only 14.2 loans per member, did not have
as many highly active lenders. Instead, our results suggest
that members of this team are more wary of the risk of lend-
ing.
Borrower. Borrower information is composed of (1) a
borrower’s gender and (2) a borrower’s picture availability.
Among the top ranked teams for borrower features, most
teams were found to be mainly influenced by the gender,
usually in favor of women. It is easily understood that
the teams ‘women empowering women’ and ‘HALF THE
6http://www.kiva.org/kivacity










Figure 7: A PCA visualization of variable importance vec-
tors corresponding to 200 lending teams. The two points
shown in a red ellipse correspond to the teams ‘Expired
Loans’ and ‘Late Loaning Lenders’, respectively.










Figure 8: A distribution of the time taken for a loan to be
fully funded.
SKY: Empowering Women’ funded 95% and 98% of their
total loans to female borrowers, respectively. However, it is
surprising that the team ‘Georgia Southern Alumni’ funded
98% of their total loans to female borrowers.
The two other teams ‘www.idu.cc’ and ‘Tareto Maa’ also
funded 85% of their loans to female borrowers. For the for-
mer, the variable importance about the borrower’s picture
availability was significantly higher than any other teams,
indicating that lenders in this team are highly unlikely to
fund loan requests that do not provide a borrower’s picture.
Finally, the team ‘Tareto Maa’, translated as “help for the
Massai”, was founded in order to eradicate the tradition of
female circumcision and child marriages within the Massai
people. We find this to be the most likely reason as to why
they focus on female borrowers. Additionally, this team was
also highly ranked as the 29th in terms of the geo-location
feature group, and we found that 25% of their total loans
were requested from Kenya, where the territory of the Mas-
sai is located.
6.1.3 Outlier Teams from Visualization
So far, we looked into various team characteristics due to
each of the feature groups. However, in this approach, it may
be difficult to pinpoint those lending teams that are mod-
erately different from usual teams from a particular aspect
but are significantly different when incorporating entire fea-
tures altogether. For this reason, we generated the variance
importance vector corresponding to the entire features for
each lending team. Then, we applied principal component
analysis (PCA) [19] in these vectors in order to visually rep-
resent teams in a 2D space. The visualization result shown
in Fig. 7 clearly reveals two outlier teams, ‘Expired Loans’
and ‘Late Loaning Lenders’.
Most loans in Kiva have a 30-day period of expiration
for its fundraising. Fig. 8, which shows the distribution of
the time taken for a particular loan to be fully funded, in-
dicates that most loans are fully funded within a few days
but some loans take much longer even possibly failing to be
fully funded. These expired or soon-to-be expired loans can
be thought of as relatively unpopular ones within the Kiva
lending community.
These two lending teams are unique in that their mission
is to fund unpopular loans in order to avoid their expiration.
We found that their lending behaviors were different from
other teams from many aspects. For instance, both teams
funded more loan requests from males than from females,
e.g., 60% and 58%, respectively. Their top lending countries
included Tajikistan, Bolivia, Lebanon, Azerbaijan, Jordan,
and El Salvador, all of which were not actively funded by
other teams.
7. TEAM RECOMMENDATION
In this section, we utilize our team-specific maxent model
for team recommendation for lenders who are not yet affili-
ated with any teams.
7.1 Team Model-based Approach
To perform this task, we assume that a lender u and
his/her first c loans lui ’s (i = 1, · · · , c) are available and
that a lender u did not join any teams while funding these
first c loans. Then given a lender-team pair (u, t), we com-







π̂t(u, lui ). (1)
Eq. (1) computes an average likelihood value for c loans
when a lender u funded them as a member of the team
t. By comparing these values from all the 200 teams, we
determine the most appropriate team tu for a lender u as
tu = argmax
t









Baseline approach. For our baseline approach, we ex-
tend the aggregated model π̂a(u, l, t) described in Section
5.2. That is, the team recommendation for a lender u based












π̂a(u, lui , t).
Performance measure. From each team tr, we randomly
selected k lenders, e.g., k = 500 in our experiment, from
each team along with their first five loans, i.e., c = 5. Then,
among the values of L(u, t) for 200 teams for a lender ui,










where r(ui, tr) is the rank of L (ui, tr) among L (ui, t)’s.
The maximum value of this measure is one, and a higher
Table 2: A comparison of the reciprocal rank values for team
recommendation. The values represent an average value over
lenders from 200 teams while those in parentheses represent
the variance.
Mean reciprocal rank
Team model-based approach .0851 (.0365)
Aggregated approach .0548 (.0210)
Random assignment .0294
value of this measure indicates that the correct team ranked
higher than other teams.
Comparison Result. Table 2 shows the comparison of
the team recommendation results. Our team-specific model-
based approach clearly shows a better performance than the
aggregated approach as well as random assignment. The
main reason for this performance improvement is because
our team-specific model-based approach allows each team’s
model to treat different aspects of a lender and a loan in their
own way. That is, some teams may put more emphasis on
a particular aspect such as a loan’s geo-location or industry
while other teams do not.
8. IMPLICATIONS
Lenders are often motivated by their strong preference to
address needs that they feel connected to, whether it is to a
loan industry or a geographical location or even to a particu-
lar feature in the borrower, such as their gender or situation.
As presented in Section 6, these preferences are often rooted
in the lender’s ethnic, religious, linguistic, educational, re-
gional, and occupational background.
Our comprehensive analysis on diverse lending character-
istics of lending teams basically reveals a meaningful yet
distinct set of preferences and their connections to the un-
derlying human factors. Based on our findings, we believe
that Kiva could drastically improve their practice at both a
lending team and an individual lender level.
Team-level approach. Kiva would strongly benefit from
continuously guiding each team to the appropriate loans.
Currently, most teams have a small number of leading lenders
that drive their team members’ activities. Identifying the
team leaders along with a deep understanding about their
interest is crucial in keeping each team as active as possible
by providing them with loans they feel are within their inter-
est. Furthermore, Kiva should also encourage each lending
team to expand its interest. As discussed in Section 6.1.3,
less popular loans could be easily funded with more effort
at the team level. Kiva could even incentivize those teams
that try to expand their interest. However, such strategies
requires the ability to properly identify the lending activi-
ties outside of a team’s original interest, the clue of which
we provided in this paper,
Lender-level approach. Encouraging lenders to join
teams that have similar interests based on their background
would allow diverse communities in Kiva to thrive. In our
team recommendation task, we indirectly addressed this is-
sue by utilizing one’s previous loans, e.g., whether he/she
funded loan requests from a particular gender, country, etc.
However, the quality of our recommendation would signif-
icantly benefit if it also took a lender’s background, e.g.,
ethnic, religious, educational, regional, and occupational in-
formation, into account when making team recommenda-
tions. By proactively collecting such additional information
from lenders, rather than just collecting the lender’s current
location and occupation, Kiva would be able to accurately
suggest the best lending teams to each lender, ultimately to
increase the average level of participation for their lenders.
9. CONCLUSION AND FUTURE WORK
In this paper, we studied diverse characteristics of lend-
ing teams in a widely-used micro-finance service, Kiva.org.
By treading lending activities as presence-only data and by
fully incorporating the rich set of data available in Kiva, we
modeled each lending team as a maxent distribution and
achieved a competitive performance for the AUC value of
0.84 in loan recommendation applications for the top 200
lending teams. In addition, we discovered diverse lending
behaviors by interpreting the resulting maxent models and
enlightened the underlying social aspects that support these
findings. Finally, we applied our team-specific models in
the team recommendation application, showing promising
results for matching lenders to appropriate lending teams.
The importance of our work and the information-rich na-
ture of the Kiva data open up various future research possi-
bilities. We describe a few of them in the following.
Social influence in lending teams. One promising
direction is to further study the influence team members
have on one another. As briefly seen in the lender graph in
Fig. 6, most teams have a small number of key members that
direct the entire team’s activities. Analyzing such processes
in the context of peer pressure and information diffusion [15]
would provide a deeper insight into how the lending team
influences their nonprofit activities.
Evolution of lending teams. We are also interested
in the process in which teams emerge and decline over time.
Kiva runs a team leaderboard where they show the ten most
active teams by the amount of loans and new lenders on a
monthly basis. These leading teams change frequently over
time, and it would be also interesting to study the cause of
their rise and fall.
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