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Abstract
Java program debugging was investigated in computer
science students who used a software debugging environ-
ment (SDE) that provided concurrently displayed, adjacent,
multiple and linked representations consisting of the pro-
gram code, a visualisation of the program, and its output.
The aim of this investigation was to address questions
such as ‘To what extent do programmers use each type of
representation?’, ‘Are particular patterns of representation
use associated with superior debugging performance?’,
‘Are graphical representations more helpful to Java pro-
grammers than textual ones?’ and ‘Are representations that
highlight data structure more useful than those that high-
light control-flow for Java debugging?’
A modified version of the Restricted Focus Viewer (RFV)
- a visual attention tracking system - was employed to mea-
sure the degree to which each of the representations was
used, and to record switches between representations. The
experimental results are in agreement with research in the
area that suggests that control-flow information is difficult
to decode in an Object-Oriented language like Java. These
results also suggest that graphical representations might
be more useful than textual ones when the degree of diffi-
culty of the debugging task poses a challenge to program-
mers. Additionally, the results link programming experience
to switching behaviour, suggesting that although switches
between the code and the visualisation are the most com-
mon ones, programming experience might promote a more
balanced switching behaviour between the main represen-
tation, the code, and the secondary ones.
1. Introduction
When trying to perform a programming activity in ev-
eryday settings, programmers normally work with a vari-
ety of external representations as well as the program code.
Some of these external representations are used in debug-
ging packages, prototyping and visualisation tools in soft-
ware development environments, or are included as part of
internal and external documentation. Therefore, program-
ming normally requires the co-ordination of multiple repre-
sentations.
Probably the most typical case, at least for novice pro-
grammers, of co-ordination of external representations in
programming, is working with debugging packages, a com-
mon example of a visualisation tool. Novice programmers
often spend a large amount of their time attempting to un-
derstand the behaviour of programs when trying to discover
errors in the code. To perform this task, novices normally
work with both the program code and the debugger output,
trying to co-ordinate and make sense of these representa-
tions. Yet very little is known about how multiple external
representations are used for this kind of programming task.
In [18] it was shown that visual attention tracking meth-
ods, and more specifically a tool like the Restricted Focus
Viewer (RFV)[2] can be used to investigate issues related
to the process of co-ordinating multiple external representa-
tions in program debugging. Research of this type can offer
important clues about the relationship between representa-
tion use and programming information types, the issue of
sentential versus graphical representations, and debugging
performance.
2. Co-ordination of multiple external represen-
tations in programming
Two important aspects to consider regarding the co-
ordination of multiple representations in programming are
modality and perspective [5].
2.1. Modality
The term ‘modality’ is used here to mean the represen-
tational forms used to present or display information, rather
than in the psychological sense of sensory channel. A typ-
ical modality distinction here is between propositional and
diagrammatic representations.
Thus, this first aspect refers to co-ordinating representa-
tions which are basically propositional with those that are
mainly diagrammatic. It is not clear whether co-ordinating
representations with the same modality type has advan-
tages over working with mixed multiple representations or
whether including a high degree of graphicality has poten-
tial benefits for performing the task [1].
Although programmers normally have to coordinate rep-
resentations of different modalities, there has not been much
research on this topic in the area of programming. One
of the few examples is the GIL system [11], which at-
tempts to provide reasoning-congruent visual representa-
tions in the form of control-flow diagrams to aid the gen-
eration and comprehension of LISP, a functional program-
ming language which normally employs textual representa-
tions. In [11], it is claimed that this system is successful
in teaching novices to program in this language; however,
this work did not compare co-ordination of the same and
different modalities.
Work in the algorithm animation area ([3]) has found ad-
vantages for the use of multiple representations of mixed
modality. In [3], it was found that students might benefit
from the dual coding that results from presenting a graphi-
cal visualisation of the program together with a textual ex-
planation of it.
Other studies in the area have been concerned with is-
sues related to the format of the output of debugging pack-
ages [12, 13]. Those studies have offered conflicting re-
sults about the co-ordination of representations of differ-
ent modalities. In [13], it was found that subjects working
with representations of the same and different modalities
had similar performance, while in [12], it was reported that
those working with different modalities showed a poorer
performance than those working with the same modality. In
both cases, participants worked with the program code and
with the debugger’s output. The debugger notations used
by both of these studies were mostly textual. The only pre-
dominantly graphical debugging tool used by these studies
was TPM [6]. While the performance of the participants of
the former study [13] was similar for the textual debuggers
and TPM, the subjects of the latter study [12] found work-
ing with TPM more difficult. One important difference be-
tween these two studies is that while the former used static
representations, the latter employed a visualisation package
(dynamic representations). The additional cognitive load
of learning and using a multi-representational visualisation
package may explain the difference in findings.
2.2. Perspective
Perspective is the aspect which refers to co-ordinating
representations that highlight either the same or different
programming information types. Computer programs are
information structures that comprise different types of in-
formation [15], and programming notations usually high-
light some of these aspects at the cost of obscuring oth-
ers [8] (the match-mismatch hypothesis). Experienced pro-
grammers, when comprehending code, are able to develop
a mental representation that comprises these different per-
spectives or information types, as well as rich mappings
between them [14]. Some of these different information
types are: function, data structure, operations, data-flow
and control-flow. It is an open issue whether co-ordinating
notations that highlight different information types will be
more beneficial to programmers than working with those
that highlight the same ones.
2.3. Java debugging
To date, there have been numerous investigations of
debugging behaviour across a range of programming lan-
guages [7, 16, 19] and previous research has also examined
the effect of representational mode upon program compre-
hension [10, 11, 12, 13].
However, these studies were performed mainly in the
context of procedural or declarative computer languages.
It is not clear whether the results generalise to the (cur-
rently popular) Object-Oriented paradigm. Research in pro-
gram comprehension for Object-Oriented languages sug-
gests that these kinds of language highlight function as well
as static data element information whilst obscuring control-
flow information [4, 20]. However, it is not clear whether
novice programmers working with medium size programs
find comprehending function and static data element infor-
mation in Object-Oriented languages an easy task [21], spe-
cially because as program size increases, this sort of infor-
mation tends to become diffuse.
Furthermore, debugging studies have tended not to em-
ploy debugging environments that are typical of those used
by professional programmers (i.e. multi-representational
software debugging environments, SDEs). Such environ-
ments typically permit the user to switch rapidly between
Figure 1. The debugging environment used by participants
multiple, linked, concurrently displayed representations.
These include program code listings, data-flow and control-
flow visualisations, output displays, etc.
3. Method
The aim of this work was to relate debugging behaviour,
especially representation use and co-ordination, to debug-
ging accuracy, representation modality and perspective.
This experiment considered four independent variables,
three within subjects and one between subjects, and three
dependent variables. The within subjects variables were
visualisation modality (textual or graphical), visualisation
perspective (data structure or control-flow), and type of er-
ror (data structure or control-flow). The between subjects
variable was participant’s programming experience (less ex-
perienced or more experienced), defined by a combination
of their Java and general programming experience. The
three dependent variables were debugging accuracy, accu-
mulated fixation time and switching frequency between the
available representations. Accumulated fixation time refers
to the total time participants spent focusing on each rep-
resentation for each of the debugging sessions. Switching
frequency refers to the total number of switches involving
each possible pair of representations (code and visualisa-
tion, code and output and visualisation and code) for each
of the debugging sessions.
3.1. The experimental debugging environment
The Java SDE enabled participants to see the program
code, its output for a sample execution, and a visualisation
of this execution. A screen shot of the system is shown in
Figure 1. Participants were able to see the several program
class files in the code window, one at a time, through the use
of the side-tabs (‘coin’, ‘pile’, ‘till’ in the example shown).
Also, the visualisation window presented a visualisation of
the program’s execution similar to those found in Object-
Oriented software development environments [17]. This vi-
sualisation highlighted either data structure or control-flow
aspects. These representations were selected because re-
search in Object-Oriented program comprehension has sug-
gested that function and data element information is high-
lighted in languages of this programming paradigm while
control-flow is obscured (see Section 2.3). In our experi-
ments, these representations, and the Java SDE, were static
in that participants were presented with selected precom-
puted information about the program execution. We chose
to present information in this way so that we could control
for issues like the increased complexity of dealing with a
full debugging environment and the ephemeral nature of the
information presented by a dynamic debugging tool, which,
as mentioned in Section 2.1, could have played a role in the
discrepancy of results reported in [12] and [13].
The SDE was implemented on top of a modified ver-
sion of the Restricted Focus Viewer (RFV) [2]. The SDE
presents image stimuli in a blurred form. When the user
clicks an image, a section of it around the mouse pointer
becomes focused. In this way, the program restricts how
much of a stimulus can be seen clearly and allows visual at-
tention to be tracked as the user moves an unblurred ‘foveal’
area around the screen. Use of the SDE enabled moment-
by-moment representation switching between concurrently
displayed, adjacent representations to be captured for later
analysis.
A previous study which employed the SDE to validate
the suitability of this technology to investigate Java program
debugging offered promising results [18]. Specifically, it
suggested that debugging performance is not affected by
this method of tracking visual attention and that there might
be fixation and switching patterns characteristic of superior
debugging in this context.
3.2. Participants and procedure
The experimental participants were forty nine computer
science undergraduate students from the School of Cogni-
tive and Computing Sciences at Sussex University, U.K.
All of the participants had taken a three month introduc-
tory course to Java, but their programming experience var-
ied from having only taken this course to a few extra months
of Java experience and even having worked as professional
programmers. The less experienced programmers had on
average 3 months of Java experience (basically the dura-
tion of the introductory Java course) plus 10.5 months of
other programming experience, while the more experienced
group had on average one year of Java and 13 months of
other programming experience.
Participants performed five debugging sessions. The first
one was a warm-up session and it employed a functional vi-
sualisation. The four main sessions followed, two of them
using a data structure and the other two a control-flow vi-
sualisation. Also, two of them employed a textual and the
other two a graphical visualisation. In this way, the main
sessions comprised the four ways in which perspective and
modality could be combined, and their order and combi-
nations were counterbalanced across participants and target
programs.
The debugging sessions consisted of two phases. In the
first phase participants were presented with a specification
of the target program. This program specification consisted
of two paragraphs describing in plain English the problem
that the program was intended to solve, the way it should
solve it (detailing the solution steps, specifying which data
structures to use and how to handle them), together with
some samples of program output (both desired and actual).
When participants were clear about the task that the pro-
gram should solve and also how it should be solved, they
moved on to the second phase of the session.
In the second phase participants were presented with
three windows containing the program code, a sample in-
teraction with the program and a visualisation which illus-
trated this interaction. They were allowed up to ten minutes
to debug each program. They were instructed to identify as
many errors as possible in this program and to report them
verbally by stating the class file and line number in which
they occurred as well as a brief description of them. They
were also encouraged, besides reporting the errors, to think
aloud throughout this second phase.
public void add(Coin c) {





public static void main(String args[])
throws IOException {
Till myTill = new Till();
boolean end_of_coins = false;
BufferedReader in = new BufferedReader
(new InputStreamReader(System.in));
while (!end_of_coins) {
String coin_type = in.readLine();
if (coin_type.equals("end"))
end_of_coins = true;







Figure 2. Segment of the program code for
the Till class.
The target programs consisted of five short Java pro-
grams. The ‘warm-up’ session program detects whether
a point is inside a rectangle, given the co-ordinates of the
point and the vertices of the rectangle. The first and sec-
ond experimental program print out the names of the chil-
dren of a sample family. The main difference between these
two programs is that the second one is a more sophisticated
version of the first one. The third and fourth experimental
programs (‘Till’ programs) count the cash in a cash register
till, giving subtotals for the different coin denominations.
Again, the main difference between these two versions is
that the fourth program is implemented in a more sophisti-
cated way. Some of the code, output for a sample execution
session and a control-flow graphical visualisation of this ex-
ecution for one of the Till programs are shown in Figures 2,
3 and 4 respectively.
The programs of the two main debugging sessions were
seeded with four errors, and the ‘warm-up’ session’s pro-
gram was seeded with two errors. The errors of the main
debugging sessions programs can be classified as ‘control-
flow’ and ‘data structure’. In this classification, control-
flow errors have to do with the execution of the program
not following a correct path. For example, the control-flow
error in the Till program is located in the two last lines of the
while loop of its main procedure. These two lines should be
included within an else structure, so that the execution of
the program either acknowledges an end-of-coins case or
adds the new coin to the till, but never follows both paths at
the same time.
Data structure errors normally have undesired conse-
quences for the program data structures. For the Till pro-
gram of Figure 2, the data structure error is located within
the only instruction of the if structure of the add method.
This error consists of every coin added to the till being sent
only to the first money pile, regardless of its type. In this
way, the money pile receiving all coins is one which should
only accumulate coins of a one-pence denomination.
3.3. Debugging accuracy scoring
The audio recordings of the debugging sessions were
analysed to identify the participants’ debugging accuracy.
Each set of utterances reporting an error was scored accord-
ing to whether participants identified the place and nature of
the error correctly. The place of the error was considered as
correct if participants mentioned the line of code where the
bug occurred, and only partially correct if they mentioned
the method where it happened. Similarly, identifying the
nature of the error was considered as correct if participants
described it appropriately or if they proposed a correct fix
to it. If, for example, they described an effect but not the
cause of the error, this second score would be considered as
partially correct.
4. Results
The results of the experiment in terms of debugging per-
formance and type of error show that more experienced pro-
grammers were able to spot more errors than less experi-
enced ones (F(1,45) = 5.481, p   .01) and that that control-
flow errors were more difficult to spot than data structure
errors (F(1,47) = 9.101, p   .01). Also, there was an inter-
action effect between level of experience, type of error and
modality (F(1,47) = 4.158, p   .05). This interaction effect
is illustrated in Figure 5. This figure shows that when deal-
ing with data structure errors, less experienced program-
mers found graphical representations more useful, whereas
for more experienced programmers modality of visualisa-
tion did not have an effect. On the other hand, for control-
flow errors, less experienced programmers seem to do better
with textual representations, while more experienced found










5 1p coins is 0.05 pounds
0 2p coins is 0.0 pounds
0 5p coins is 0.0 pounds
0 10p coins is 0.0 pounds
0 20p coins is 0.0 pounds
0 50p coins is 0.0 pounds
0 1 pound coins is 0.0 pounds
The total is: 0.0 pounds
rsunx%
Figure 3. Output from a sample execution ses-
sion of the Till program.
It should be noted that there were no significant results
linking programming perspective to debugging accuracy, ei-
ther on their own or with any of the other independent vari-
ables.
4.1. Representation use
This part of the analysis tried to relate switching fre-
quency and accumulated fixation time to programming ex-
perience, type of error and visualisation perspective and
modality.
Two separate ANOVAs were run, one for switching fre-
quency and another for fixation time. The results for switch-
ing frequency show a significance effect for switching type
(F(2,46) = 94.527, p   .01), switches between the code and
the visualisation being by far the most common, and near
significance for the interaction effect between level of expe-
rience, type of switch and perspective (F(2,46) = 3.045, p =
.057). This interaction effect is illustrated in Figure 6. This
figure shows that more experienced participants exhibit a
higher frequency of switching than less experienced ones
for switches between the code and output representations,
but even more so when using control-flow visualisations.
The results for fixation time show that participants spent
the most time looking at the code representation (F(2,46) =
3459.542, p   .01), and that there was an interaction effect
between type of representation and perspective (F(2,46) =
7.595, p   .01). Figure 7 illustrates this interaction effect
graphically. This figure compares the amount of time peo-
ple spent looking at the different representations for both
Figure 4. Control-flow graphical visualisation
of a sample execution session of the Till pro-
gram.
the data structure and the control-flow visualisation condi-
tions. It can be seen that people spent more time looking at
the code in the control-flow condition than in the data struc-
ture one. On the other hand, participants spent more time
looking at the visualisation in the data structure condition
than in the control-flow condition.
5. Discussion
This investigation aimed to relate debugging perfor-
mance to representation use in a multi-representational,
multi-modal debugging environments similar to those found
in commercial software development environments and
software visualisation packages [17]. These sorts of envi-
ronment are characterised by having several concurrently
displayed representations of the program. There is a central
representation, the program code, and a series of secondary
representations that support it (program output and execu-
tion visualisations). Because software debugging environ-
ments are an important tool for novice programmers, mod-
elling the process of representation use in this sort of envi-
ronment is of central relevance for educational purposes.
The experimental results do not favour a particular type
of representation as the best one but suggest an interaction
between programming experience, error type and represen-
tation modality. They also relate programming experience
to specific switching behaviour, and representation fixation
Figure 5. Debugging performance for pro-
gramming experience, type of error and vi-
sualisation modality
Figure 6. Switching frequency for program-
ming experience,type of switch and visuali-
sation modality. Lighter bars are for the less
experienced group, darker for the more expe-
rienced.
times to programming perspective.
It is not surprising that the more experienced program-
mers were more successful than the less experienced par-
ticipants in detecting errors in the programs. Also, the fact
that control-flow errors were difficult to find is in agreement
with research in the Object-Oriented programming compre-
hension area which suggests that this kind of language high-
lights function as well as static data element information at
the cost of obscuring control-flow information [4, 20]. This
result contrasts with debugging studies for languages of
other programming paradigms, such as the one in [9], which
compared debugging performance for Pascal and BASIC
and did not find control-flow errors particularly difficult for
participants.
The results suggest an interaction between program-
Figure 7. Fixation time for available represen-
tation and visualisation perspective. Lighter
bars are for the control-flow condition, darker
for data structure
ming experience, type of error and representation modal-
ity. When dealing with data structure errors, less experi-
enced programmers found graphical representations more
useful, whereas for more experienced programmers modal-
ity of visualisation did not have an effect. On the other hand,
for control-flow errors, less experienced programmers seem
to do better with textual presentations, while more experi-
enced participants found graphical visualisations more use-
ful. This seems to suggest that graphical representations are
most useful when the debugging task is challenging enough
for programmers (data structure errors for the less experi-
enced, control-flow bugs for the more experienced).
Similarly to previous findings [18], the results show that
participants spent most of the time focusing on the code
window. This is not surprising, because the code is clearly
the main representation of the program. It was also men-
tioned that people spent more time looking at the code in
the control-flow condition than in the data structure con-
dition, and that on the other hand, participants spent more
time looking at the visualisation in the data structure condi-
tion than in the control-flow condition (see Figure 6). This
fact can be explained by at least two causes (or a combi-
nation of them). The first one is that data structure visual-
isations were more difficult to understand than the control-
flow ones for participants and therefore they had to spend a
longer amount of time trying to comprehend them. The sec-
ond explanation is that data structure information was more
useful than control-flow and because of this the data struc-
ture visualisation was more important in fixation time terms
than the control-flow one. The first explanation seems to be
the more likely one due to the fact that the results did not
show a better debugging performance for the data structure
visualisation condition.
In fact, there were no significant effects involving debug-
ging accuracy and visualisation perspective, which suggests
that there were no differences in the effectiveness of data
structure versus control-flow visualisations for any type of
error. This result is in apparent disagreement with research
in the area, because according to [8], a match between type
of error and type of visualisation should produce higher lev-
els of accuracy. One factor that might explain this discrep-
ancy is that studies supporting the match-mismatch hypoth-
esis [4, 8, 20] have mainly employed a single representation
(the program code), while in this study there were several
representations, and the one employed to test this hypoth-
esis (i.e. the visualisation) had, as shown by the fixation
times data, only a supportive role in the task.
Another possibility for this lack of support for the match-
mismatch hypothesis is the amount of information pre-
sented in the visualisation window. Because of the static
nature of the experimental debugging tool, the visualisation
window presented a sequence of visualisations of the exe-
cution state in chronological order (early execution states
appeared at the top of this window while those at the end at
the bottom of it). The information relevant to discover the
errors in the program might have been there, but to search
for it might have not been an easy task. So, probably the
match-mismatch hypothesis was not supported because is-
sues relating to information decoding and search were more
relevant in this case.
The experimental results regarding switching behavior
confirmed previous findings [18] that suggest that switches
of the unblurred spot between the code and the visualisa-
tion are the most common type of switch performed by par-
ticipants. The difference when considering skill level was
that the more experienced performed a higher frequency of
switching for the code and output representations, but even
more so when using control-flow visualisations. One way
to interpret this result is that more experienced program-
mers exhibit a more balanced switching behaviour between
the main and the secondary representations. However, the
reason why they performed more switches in the control-
flow visualisation condition is not clear. It seems as if they
knew that they would not find the information that they were
looking for in the visualisation window for the control-flow
condition, so they resorted to use the output window in-
stead. This way of reasoning would suggest that data struc-
ture visualisations contained more relevant information than
the control-flow ones in this case. However, as mentioned
above, the results did not show a better debugging perfor-
mance for the data structure visualisation condition.
6. Conclusions
This study investigated Java program debugging perfor-
mance and behaviour through the use of a software debug-
ging environment that provided concurrently displayed, ad-
jacent, multiple and linked representations and that allowed
visual attention switches of participants to be tracked.
The experimental results suggest that graphical repre-
sentations might be more useful than textual ones when
the degree of difficulty of the debugging task poses a chal-
lenge to programmers. Additionally, the results link debug-
ging performance to switching behaviour, suggesting that
experienced programmers exhibit a more balanced switch-
ing behaviour between the main and the secondary repre-
sentations. The results also give support to research in the
Object-Oriented program comprehension area that suggests
that languages of this type highlight static data element in-
formation at the cost of obscuring control-flow.
The results of the experiment reported here need to be
confirmed by more empirical studies with different experi-
mental settings. One experimental factor that is important
to manipulate is the use of a dynamic debugging environ-
ment instead of, as in this case, a static one. The use of
a dynamic debugging environment might impose an addi-
tional cognitive load on participants but will enhance the
ecological validity of the experimental task by providing an
interactive (and more authentic) SDE environment. This ap-
proach will also avoid the need for lengthy sequences and
difficult-to-search static representations in the visualisation
window, since a single visualisation can be updated in real
time.
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