We report numerical simulations of large-amplitude oscillations of a trapped vortex line under a strong ac magnetic field H(t) = H sin ωt parallel to the surface. The power dissipated by an oscillating vortex segment driven by the surface ac Meissner currents was calculated by taking into account the nonlinear vortex line tension, vortex mass and a nonlinear Larkin-Ovchinnikov (LO) viscous drag coefficient η(v). We show that the LO decrease of η(v) with the vortex velocity v can radically change the field dependence of the surface resistance Ri(H) caused by trapped vortices. At low frequencies Ri(H) exhibits a conventional increases with H, but as ω increases, the surface resistance becomes a nonmonotonic function of H which decreases with H at higher fields. The effects of frequency, pin spacing and the mean free path li on the field dependence of Ri(H) were calculated. It is shown that, as the surface gets dirtier and li decreases, the anomalous drop of Ri(H) with H shifts to lower fields which can be much smaller than the lower critical magnetic field. Our numerical simulations also show that the LO decrease of η(v) with v can cause a vortex bending instability at high field amplitudes and frequencies, giving rise to the formation of dynamic kinks along the vortex. Measurements of Ri(H) caused by sparse vortices trapped perpendicular to the surface can offer opportunities to investigate an extreme nonlinear dynamics of vortices driven by strong current densities up to the depairing limit at low temperatures. The behavior of Ri(H) which can be tuned by varying the rf frequency or concentration of nonmagnetic impurities is not masked by strong heating effects characteristic of dc or pulse transport measurements. arXiv:2001.08836v1 [cond-mat.supr-con] 
I. INTRODUCTION
The dynamics of current-driven vortex matter in superconductors is of major importance both for the fundamental vortex physics and for achieving high nondissipative currents in applications. Materials advances in incorporating artificial pinning centers that immobilize vortices have resulted in critical current densities J c as high as 10 − 30% of the depairing current density J d at which the superconducting state breaks down 1- 5 . At such high current densities J, once a vortex gets depinned from a defect, it can move with very high velocity v and dissipate much power. This phenomenon is critical for many applications, such as high-field magnets [6] [7] [8] , THz radiation sources 9,10 , or resonator cavities for particle accelerators 11, 12 . Yet, the extreme dynamics of curvilinear elastic vortices driven by very strong currents close to the depairing limit J ∼ J d has not been well understood.
At high current densities with J J c the effect of pinning diminishes and the velocity of a vortex v is mainly determined by the balance of the driving Lorentz force F L = φ 0 J and the viscous drag force, F d = η(v)v. At small v the vortex drag coefficient η 0 φ 2 0 /2πξ 2 ρ n is independent of v, where ξ is the coherence length, ρ n is the normal state resistivity, and φ 0 is the magnetic flux quantum. Since the current density cannot exceed the depairing limit J d φ 0 /4πµ 0 λ 2 ξ at which the speed of the superconducting condensate reaches the pair-breaking velocity v d = /πmξ, the maximum vortex velocity can be estimated as v c ∼ φ 0 J d /η 0 = ρ n ξ/2µ 0 λ 2 , where λ is the magnetic penetration depth and m is the effective electron mass. For instance, for clean Nb with ξ λ 40 nm and ρ n 1 nΩ·m, we have v d 0.9 km/s and v c 10 km/s, that is, the vortex can move faster than than the maximum drift velocity of the condensate. Vortices moving much faster than current superflow which drives them have been observed by scanning SQUID on tip microscopy in dirty Pb films in which v c and v d can differ by two orders of magnitude 13 .
At high velocities the vortex drag coefficient η is determined by complex nonequilibrium processes in the vortex core 14, 15 elongated along the direction motion, as was shown by simulations of the time-dependent Ginzburg-Landau (TDGL) equations 13, [16] [17] [18] . As a result, η(v) becomes essentially dependent on v. For instance, Larkin and Ovchinnikov (LO) have shown that η(v) decreases with v because quasiparticles in the core diffuse away from the core at high velocities 19 , giving:
(1)
Here the critical LO velocity v 0 ∼ (D/τ ) 1/2 (1−T /T c ) 1/4 depends on the energy relaxation time τ , where D is the electron diffusivity 19 . A similar velocity dependence of η(v) could also occur due to electron overheating in the moving vortex [20] [21] [22] which would be particularly pronounced at low temperatures. The LO mechanism predicts a nonmonotonic velocity dependence of the drag force F d = η(v)v which reaches maximum at v = v 0 , so that F d (v) can balance the Lorentz forces F L = φ 0 J only if v < v 0 . At v > v 0 the velocity of a straight vortex driven by a uniform current density jumps to greater values corresponding to highly dissipative states 19 . Such LO instability has been observed on many superconductors [23] [24] [25] [26] [27] [28] [29] [30] [31] near T c with typical values of v 0 ∼ 0.1 − 1 km/s. This instability results in negative differential resistivity and hysteretic jumps on I-V curves. Observation of the LO instability in dc transport measurements in which vortex structures move with high velocities v ∼ v 0 in thin films at low temperatures is masked by strong heating effects 17, [30] [31] [32] .
The extreme dynamics of vortices driven by strong currents at low temperatures can be investigated under conditions in which heating effects are greatly reduced. This geometry is shown in Fig. 1 where a perpendicular vortex trapped in a superconducting slab of thickness d λ is exposed to a RF parallel magnetic field H(t) = H sin ωt with ω ∆. Here sparse trapped vortices are driven by non-dissipative Meissner current flowing in a thin layer ∼ λ at the surface so that the net power generated by superfast vortices is much smaller than in pulse flux flow measurements 21, 30 . It is this situation which is characteristic of superconducting resonant cavities with extremely high quality factors Q = R 0 /R s ∼ 10 10 − 10 11 controlled by a very small surface resistance R s ≈ 10−30 nΩ for Nb at 2 K and 1 − 2 GHz 11,12 . Part of this R s comes from the exponentially small quasiparticle BCS contribution R BCS ∝ ω 2 exp(−∆/T ) but another one is a weakly-temperature dependent residual resistance R i which can account for 20% of R s in Nb 11 and 50% for Nb 3 Sn at 2K 33 . Much of this contribution to R i comes from trapped vortices generated during the cavity cool down through T c at which the lower critical field H c1 (T ) vanishes [34] [35] [36] [37] [38] [39] [40] [41] . In this case even small stray fields H > H c1 (T ) such as a few % of the earth magnetic field can produce vortices in the cavity. During the subsequent cooldown to T 2 K some of these vortices exit but some get trapped by material defects and produce hotspots caused by oscillating vortex segments depicted in Fig. 1 . Superconducting cavities can thus provide a unique testbed for the investigation of extreme dynamics of vortices driven by strong Meissner currents which can reach J ∼ J d at the surface at B = µ 0 H µ 0 H c , where H c is a thermodynamic critical field. This has indeed been achieved on Nb cavities at 1 − 2 GHz and 2K at B 200 − 230 mT. Here the high quality factors Q ∼ 10 10 − 10 11 indicate very low dissipated power in sparse vortex bundles trapped in the cavity 35 .
The nonlinear dynamics of the vortex driven by strong Meissner currents depicted in Fig. 1 brings about the following issues. 1. The estimates presented above show that the velocity of the vortex tip at the surface v(0, t) ∼ v d at H H c can exceed the LO critical velocity v 0 . However, once v(0, t) exceeds v 0 , the LO jump-wise instability does not occur because the tip is connected to the rest of the elastic vortex line. The questions are then what happens if a part of an elastic vortex moves faster than the LO critical velocity while the rest of the vortex does not, and if so, can the LO dynamic instability manifest itself in a shape instability of a distorted vortex? 2. What are the dependencies of the power dissipated by an elastic curvilinear vortex driven by a surface Meissner current on the field amplitude and frequency? 3. To what extent can the nonlinear surface resistance of trapped vortices be tuned by varying the concentration of nonmagnetic impurities? Addressing these issues is the goal of this work.
The surface impedance of the mixed state of vortices parallel to the surface under weak RF field has been extensively studied in the literature [42] [43] [44] . Low-field power losses generated by flexible pinned vortex segments both parallel and perpendicular to the surface were calculated in Refs. 22 and 35. Nonlinear quasi-static electromagnetic response of perpendicular vortices has been recently addressed both in the limit of weak collective pinning 33 and the strong pinning limit 46 in which the depinning of elastic vortices under the Lorentz force becomes hysteretic 45 . However, the extreme nonlinear dynamics of a long elastic vortex under a strong rf surface current has not been addressed. In this work we calculate the power P (H) = R i (H)H 2 /2 generated by such oscillating vortex and the corresponding surface resistance R i (H) as functions of the field amplitude H, frequency, the mean free path and the location of the pining center from the surface, taking into account the nonlinear elasticity of the distorted vortex, nonlinear viscous drag force, and the vortex mass. We show that the LO velocity dependence of the vortex viscosity (1) results in an anomalous decrease of R i (H) with H at strong RF field. A significant decrease of R i (H) with the RF field extending up to H (0.3 − 0.5)H c has been indeed observed by several groups on alloyed Nb cavities [47] [48] [49] [50] [51] . One mechanism to this effect can come from the nonlinear response of quasiparticle in the Meissner state [52] [53] [54] . In this work we show that sparse trapped vortices can provide another mechanism of the decrease of R i (H) with H which becomes more pronounced as the frequency increases. We also show that the LO nonlinear drag force can result in a shape instability and the formation of dynamic kinks along the elastic fortes at large fields and frequencies.
The paper is organized as follows. Sec. II introduces the main nonlinear dynamic equation for a current driven elastic vortex perpendicular to the surface and defines the essential control parameters. In Sec. III we present an analytical solution that describes a vortex at lowfrequencies and show that R i (H) does decrease with H above a crossover frequency. Sec. IV contains the results of our extensive numerical simulations of the dynamic equation for the oscillating vortex at arbitrary frequencies and calculate R i (H) as functions of H, frequency and the mean free path. In Sec. V we demonstrate a shape instability of a strongly driven elastic vortex with the LO nonlinear viscous drag. Sec. VI presents the discussion and broader implications of our results.
II. DYNAMIC EQUATIONS.
Consider a single vortex pinned by a materials defect as shown in the Figure 1 . The motion of a vortex is determined by its vertical displacement y(x, t) as a function of x and t, where the tip of the vortex is perpendicular to the surface 44 so that y (0) = 0. The equation for y(x, t) is obtained using the equation for the local velocity v(x, t) normal to the curvilinear vortex:
where H is the amplitude of the applied magnetic field H sin ωt with the frequency f = ω/2π , λ is the London penetration depth, M is the vortex mass per unit length, = φ 2 0 (ln κ + 0.5)/4πµ 0 λ 2 is the vortex line energy, κ = λ/ξ is the Ginzburg-Landau (GL) parameter, ξ is the coherence length, R −1 is the local curvature of the vortex line, and the overdot means a time derivative.
Equation (2) represents a balance of local forces acting perpendicular to a curvilinear vortex: the inertial and viscous drag forces in the left hand side are balanced by the elastic and Lorentz forces in the right hand side. Here it is assumed that: 1. The motion of a magnetic vortex in a type-II superconductor is described by the London model, the dynamics of the vortex core is incorporated in η(v) and M . 2. Meissner current densities are not very close to J d so pairbreaking effects are negligible and the London model is applicable. 3. The Magnus force causing a small Hall angle [56] [57] [58] is negligible and the velocity v(x, t) only has components v x (x, t) and v y (x, t) perpendicular to the rf current flowing along the z axis. 4. The low frequency rf field ( ω ∆) does not produce quasiparticles, and the quasi-static London equations are applicable 59 . 5. Spatial distortions of a vortex occur over large scales λ for which the elastic nonlocality of (see, e.g., Refs. 43 and 44) can be neglected. The effect of nonlocality of on the power dissipated by the vortex under a weak rf field was considered in Ref. 35 .
The local perpendicular velocity v(x, t) of a small vortex segment ds in Eq. (2) is related to the velocityẏ(x, t) of the vortex line at a fixed point
This relation reflects the fact that each small segment of an overdamped vortex moves along the local normal to the curvilinear vortex line under the action of local perpendicular forces defined by Eq. (2). The term /R in Eq. (2) accounts for a nonlinear elasticity of a vortex in the London model 44 , where the local curvature R −1 = y (1 + y 2 ) −3/2 depends on the shape of the vortex line and the prime denotes a partial derivative with respect to x. Equations (2) and (3) give the following dimensionless nonlinear partial differential equation for the local displacement u(x, t) of the vortex along the y−axis:
Here u(x, t) = y(x, t)/λ is the dimensionless displacement of the vortex along y, the coordinate x and time t are in units of λ and the rf period, respectively. The second boundary condition in Eq. (5) describes a vortex pinned by a strong defect, but the numerical results presented below are, in fact, not very sensitive to the elementary pinning force of the defect, as elaborated in Sec. IV. The parameters in Eq. (4) are given by:
Here H c1 = (φ 0 /4πµ 0 λ 2 )(ln κ + 0.5) and H c2 = φ 0 /2πµ 0 ξ 2 are the lower and upper critical fields, respectively.
The main contribution to the vortex mass in Eq. (2) comes from quasiparticles in the vortex core 15 . The first estimate of M by Suhl 60 gave M s 2mk F /π 3 , where m is the electron mass, k F = (3π 2 n 0 ) 1/3 is the Fermi wave vector and n 0 is the electron density. Other contributions which can increase the vortex mass well above M s have been proposed in the literature [61] [62] [63] [64] . Measurements of M in Nb 65 gave M some 2 orders of magnitude higher than M s near T c . In our simulations we assumed that M in Eqs. (2) and (4) is independent of v.
We first estimate characteristic values of α, γ and µ for a dirty Nb with ρ n ≈ 3 nΩ·m, λ = 80 nm, ξ = 20 nm κ = 4, v 0 = 0.1 km/s, k F = 1.2 · 10 10 m −1 (see, e.g., Ref. 66) , and taking M = 80M s = 5.6 · 10 −20 kg/m. Hence, f 0 22 GHz, α 0 309, and µ 1 0.0022, so that γ 0.045, µ 4.5 · 10 −6 , and α 0.64 at f = 1 GHz. Next we consider Nb 3 Sn with ρ n ≈ 1 µΩ·m, λ = 111 nm, ξ = 4.2 nm, κ = 26.4 33 , v 0 = 0.1 km/s, k F = 6.6 · 10 9 m −1 (see, e.g., Ref. 66) , and taking M = 80M s = 3.1 · 10 −20 kg/m. Hence, f 0 175 GHz, α 0 3.7 · 10 4 , and µ 1 0.14, so that γ 0.006, µ 4.6 · 10 −6 , and α 1.2 at f = 1 GHz. In this frequency range the dynamic terms in the l.h.s. of Eq. (4) are proportional to the small parameters γ and µ, and the effect of the vortex mass at v v 0 is much weaker than the viscous drag. However, the effect of the dynamic terms increases strongly as the frequency and the field amplitude increase and/or the material becomes dirtier and the mean free path l i decreases. For instance, in the dirty limit l i ξ 0 , we have λ λ 0 (ξ 0 /l i ) 1/2 and ξ (ξ 0 l i ) 1/2 , where the subscript 0 refers to the clean limit values of the parameters. Thus, f dirty
, so the parameter γ dirty (ξ 0 /l i ) 2 γ clean at a given frequency can increase substantially as l i decreases.
Another essential parameter is the decay length L ω of oscillating bending disturbance along the vortex line induced by a weak RF current at the surface 35
where g = ln(λ/ξ) + 1/2, and the vortex mass is neglected. For the above materials parameters of Nb 3 Sn, we have L ω 5.15λ = 572 nm at 1 GHz. In this case dissipative oscillations of the elastic vortex extend well beyond the rf field penetration depth. Here L ω is practically independent of T and decreases as the m.f.p. decreases, L dirty ω L clean ω (l i /ξ 0 ) 1/2 . Although Eq. (10) is only applicable to small-amplitude vortex oscillations, the dependence of L ω on η suggests that the elastic ripple length L ω would increase with the RF field, as the velocity of the vortex tip increases and the LO vortex drag diminishes. This qualitative assertion is in agreement with the numerical results presented below.
Solving Eq. (4) for u(x, t) we calculate the power P = t −1 m tm 0 l 0 ηv 2 dxdt produced by the drag force along the oscillating vortex and averaged over the time period t m . It is convenient to define the dimensionless power p = P/P 0 and the surface resistance r i per vortex as follows
where P 0 = λ 3 f 2 0 η 0 . If sparse trapped vortices have the areal density n = B 0 /φ 0 corresponding to a small induction B 0 B c1 , the dimensionless R i is related to the observed surface resistance by R i = P 0 r i n /H 2 c1 . Using here f 0 from Eq. (6), η 0 = φ 0 B c2 /ρ n , and B c2 = φ 0 /2πξ 2 , we obtain:
III. LOW FREQUENCY LIMIT
In this Section we show how the LO velocity dependence of η(v) results in a decrease of R i (H) with the rf field at low frequencies γ 1. In this case l L ω and u(x, t) can be obtained analytically by solving Eq. (4) in which all dynamic terms in the left hand side are neglected. Then integration of Eq. (4) withu → 0 and the boundary condition u (0, t) = 0 at the surface gives:
Equation (14) has a solution only if u (l) < tan θ, where the depinning angle θ quantifies the strength of the pinning center 44, 45 . The condition u (l) = tan θ thus defines a critical value of the current driving parameter β c above which the vortex segment can no longer be pinned:
In the strong pinning limit (θ → π/2), we have β c = 1 at l 1. Here β c (l) increases as l decreases, reducing to β c sin θ/l at l 1 for a uniform current 44 . Integration of Eq. (14) with the boundary condition u(l) = 0 yields a cumbersome formula for u(x, t) which is then used to obtain an analytical formula for a quasi-stationaryu(x, t) at γ 1, as described in Appendix A. From Eq. (14), it follows that 1 +
. Then Eq. (11) at γ 1 can be written in the form:
whereu(x, t) in the first order inβ t is given by Eq. (A5). Using Eqs. (A5) and (16) the field-dependent nonlinear surface resistance r i (β, f ) = 2p/β 2 can be calculated. Here the LO factor α = α 0 γ 2 in the denominator changes the behavior of r i (β, f ) at α 1, which can happen even at γ 2 1 if α 0 1. Indeed, at α 1 Eq. (16) yields the conventional vortex viscous power p ∝ β 2 γ 2 at low fields and frequencies 22 . However, in the limit of αβ 2 1, the termu 2 in Eq. (16) cancels out and p becomes independent of frequency. In this case p and r i was calculated analytically in Appendix A, where Eq. (A6) at α −1/2 β 1 simplifies to:
These results also readily follow from Eqs. (11) and (12) in the limit of αu 2 1 but u 2 1. Here both p and r i at αβ 2 1 are independent of frequency, whereas the surface resistance r i (β) decreases with the field amplitude. Obviously, Eq. (17) is no longer applicable at very low field amplitudes αβ 2 1 as αu 2 in the denominator of Eq. (11) becomes negligible. We calculated the full field dependence r i (β) numerically using Eq. (16), whereu is given by Eq. (A5). These r i (β) curves calculated at different frequencies γ are shown in Fig. 2 . As γ increases the LO decrease of η(v) with the vortex velocity radically changes the field dependence of r i (β) from an ascending r i (β) at low frequencies to a descending r i (β) at higher frequencies.
The inverse field dependence R s ∝ H −2 given by Eq. (17) was observed on Nb cavities subject to a mild heat treatment 67 . As an illustration, Fig. 3 shows the fits of Eqs. (A5) and (16) to R s (B) measured at T = 1.37 K and T = 2 K on a 1.467 GHz single-cell cavity 67 . The fit is done for a moderately dirty Nb with ρ n = 2.1 nΩ·m, λ = 70.2 nm, ξ = 22.8 nm and l = 3λ, in which case 1.467 GHz corresponds to γ = 0.052. Here the surface resistance was taken in the form R s (B) = R i (B)+R BCS , where R BCS (T ) is a background BCS resistance, and R i is given by Eqs. (13) and (16) . It is assumed that a mean areal density of vortices n = B 0 /φ 0 was trapped in the superconductor during the cavity cooldown through T c . The fit is then performed at the fixed γ, regarding α 0 (T ) and R BCS (T ) as independent adjustable parameters at 1.37 K and 2 K, and n as another fit parameter limited by the condition n (1.37K) = n (2K) that the measurements were done on the same cavity.
The fits shown in Fig. 3 are obtained for R BCS = 4.2 nΩ and α 0 ≈ 3326 corresponding to v 0 = 35 m/s at T = 1.37 K, and R BCS = 13 nΩ and α 0 = 4380 corresponding to v 0 = 30.1 m/s at T = 2 K. The fit also gives the mean flux density n = 3.67 · 10 8 m −2 which translates to the trapped field B 0 = φ 0 n 0.73 µT much smaller than the Earth field B E 20 − 60 µT. This is consistent with the fact that the cavities measured in Ref. 67 were magnetically screened during the cooldown through T c so that the residual field was reduced to B 0 ∼ 10 −2 B E . Because trapped flux in Nb cavities is usually localized in bundles of sparse vortices pinned by randomly distributed materials defects 35 , the observed R i results from averaging over the local values of B 0 (r) and pin spacings l from the surface 53 .
IV. NUMERICAL RESULTS
The results presented above show that the LO velocity dependence of η(v) can produce an anomalous decrease of R i (H) with H as the frequency increases. This brings about several points which can be essential for experimental investigations of this effect: 1. The field dependence of R i (H) in a broader frequency range in which the quasi-static approximation of Sec. III is no longer applicable, 2. The effect of the length of the pined vortex segment l on R i (H), 3. The effect of nonmagnetic impurities on R i (H) which can be used to tune the field and frequency dependencies of R i (H, f ) by alloying the surface of a superconductor. Addressing these issues require numerical simulations of the nonlinear dynamics of a vortex at arbitrary field amplitudes and frequencies.
In this section we present results of numerical solution of Eqs. (4) and (5) using COMSOL 68 . Here the boundary condition u(l, t) = 0 corresponds to a strong pin with θ = π/2 in Eq. (15), but the results for a long vortex segment l λ are, in fact, independent of the elementary pinning force f p (y). Indeed, if l L ω bending oscillations along the vortex do not reach the pin so u(l, t) = 0 is basically satisfied for any f p (y). Yet even if l < L ω , the details of f p (y) have a little effect on R i (H) because incorporating a realistic f p (y) for the core pinning 42 in Eq. (4) accounts for small-amplitude (y(l, t) ξ) oscillations of the vortex core at the pin, as opposed to the condition of a fixed vortex core, y(l, t) = 0. Since R i (H) is determined by large-amplitude swings of a vortex segment between the pin and the surface, taking into account small oscillations of y(l, t) only gives a small correction to R i (H). For this reason we used the simple boundary condition u(l, t) = 0.
For the parameters of Nb 3 Sn mentioned above, we have γ ≈ 0.006, 0.06 and 0.6 at 1 GHz, 10 GHz and 100 GHz, respectively. Given the lack of experimental data on v 0 (T ) for Nb 3 Sn and other superconductors at T T c , we solved Eq. (4) numerically for different values of γ and α = α 0 γ 2 = 0, 1, 10 and 100. The corresponding values of v 0 cover the typical v 0 ∼ 0.1−1 km/s near T c 27 and take into account the observed decrease of v 0 ∝ [D/τ ] 1/2 at low temperatures 28 where the time of energy relaxation on phonons τ (T ) increases as T decreases 15 .
Shown in Fig. 4 are the field dependencies of R i (H) calculated at l = 3λ and different values of γ and α 0 . At low frequency γ = 0.01 and α 0 = 0 the surface resistance increases with β due to the effect of nonlinear vortex elasticity. However, as α = α 0 γ 2 increases, r i (β) starts decreasing with β due to the decrease of the LO vortex viscosity with v, as it is evident from Eq. (11). Here r i (β) calculated numerically from Eq. (4) is in full agreement with the analytical results shown in Fig. 2 .
The behavior of r i (β) changes at higher frequencies, as shown in Figs. 4 (b) and (c) where r i (β) was calculated at γ = 0.1 and γ = 1. Here the field dependencies of r i (β) become nonmonotonic, the peaks in r i (β) shifting to lower fields as α 0 increases. At the peaks of r i (β), the velocity of vortex tip reaches the LO critical velocity v 0 , but no jumps of the vortex tip occur because of the restoring effect of line tension of the vortex. Here the bending oscillations along the vortex are mostly confined within the elastic skin depth L ω given by Eq. (10). If γ = 0.01 the length L ω ≈ 4λ is larger than l = 3λ, so the vortex segment swings as a whole and r i (β) decreases at all β. However, at γ = 0.1 the length L ω ≈ 1.26λ is shorter than l at β 1. In this case r i (β) first increases with β, but after the peak in r i (β) at β = β p the velocity of the tip exceeds v 0 and the drag coefficient η(v) drops rapidly with v, so L ω ∼ [ /η(v)ω] 1/2 becomes larger than l, and r i (β) starts decreasing with β similar to the case shown in Fig. 4 (a) . At β > β p the nonlinear dynamics of the vortex becomes dependent on the vortex mass. Here the peaks in r i (β) shift to higher β as α = α 0 γ 2 increases with frequency and the effect of the vortex mass become more pronounced, so a stronger Lorentz forces is required to accelerate the vortex tip above the LO velocity.
The dynamics of the vortex can change drastically once β exceeds β p . For instance, Fig. 5(a) shows the change in the time dependence of the vortex tip position u(0, t) near the first peak in r i (β) at γ = 0.1 and α 0 = 10 3 in Fig. 4(b) . Here u(0, t) changes from a nearly harmonic oscillations at β < β p to highly anharmonic oscillations at β > β p with a much greater amplitude of u(0, t) due to a strong reduction of the local drag force at the tip at v(0, t) > v 0 . The dynamics of u(0, t) at β > β p resembles the van der Pol relaxation oscillations in a small mass limit 69 . As β further increases, u(0, t) becomes more harmonic because the effect of the LO nonlinear viscous drag diminishes. Yet a similar harmonic-anharmonic transition in u(0, t) also happens above the second peak in r i (β), as shown in Fig. 5(b) . Here u(0, t) was calculated at β 5.2, γ = 1, and α 0 = 1 corresponding to the second peak in r i (β) shown in Fig. 4(c) . Fig. 4(b) at γ = 0.1 and α0 = 10 3 , (b) near the second peak in ri(β) shown in Fig. 4 (c) at γ = 1 and α0 = 1. Here the black and red lines correspond to u(0, t) calculated at β slightly below and above the peak.
A. The effects of frequency and pin location
The effect of frequency on the field dependence of r i (β) can be inferred from Fig. 4 , using the frequency dependencies of the control parameters γ ∝ f and α ∝ f 2 . For instance, Fig. 6 shows the change in r i (β) at α 0 = 10 4 as the frequency increases. Here r i (β) is nearly fieldindependent at γ = 0.01 but as the dimensionless frequency γ increases, a strong decrease of r i (β) with the RF field develops. This effect is a clear manifestation of the LO decrease of η(v) with v, given that the velocity of the vortex increases as the frequency increases. Notice that the main drop in R i (H) occurs at small field amplitudes H 0.1H c1 .  Figures 7 (a) and (b) show the effect of the pin position on the field dependence of r i (β) calculated at α = 1 and γ = 0.01 and γ = 1. As α increases the qualitative behavior of r i (β) remains the same but the peaks shift to smaller fields. Here r i (β) turns out to be sensitive to the pin locations at low fields and frequencies. This happens if L ω at low β and γ exceeds l, so that the pinning center reduces the length of the oscillating vortex segment and thus the dissipation power. For example, at l = 9λ and γ = 0.01, the low-field ripple length L ω = 4λ is shorter than l, and the non-monotonic behavior of r i (β) is similar to that is shown in Fig. 4 . As β increases η(v) decreases and the nonlinear ripple length L ω becomes much larger than l. In this case the vortex segment of length l swings as a whole, and r i given by Eq. (17) is proportional to l and decreases with β. At high frequency, γ = 1, the low-field ripple length L ω is shorter than l = (3 − 9)λ used in our simulations, and r i (β) becomes practically independent of the pin location except for a small second hump in r i (β) at β 4.7 for l = 3λ.
B. The effect of the mean free path.
The nonlinear dynamics of the trapped vortex and the field dependence r i (β) can be tuned by nonmagnetic impurities because the control parameters γ, α, β and µ defined by Eqs. (6)-(9) increase strongly as the mean free path l i decreases. Using ρ n ∝ l −1 i , v 0 ∝ l 1/2 i 19 and the conventional GL interpolation formulas λ = λ 0 Γ, and ξ = ξ 0 /Γ, where Γ = (1 + ξ 0 /l i ) 1/2 , the explicit dependencies of α γ and β on l i can be presented in the form:
Here f 0 is defined by Eq. (6), where λ 0 , ξ 0 and H c10 = φ 0 g 0 /4πµ 0 λ 2 0 are the penetration depth, coherence length and the lower critical field in the clean limit, respectively, andṽ 0 is the LO critical velocity at l i = ξ 0 . For the sake of simplicity, we assume that M is independent of l i , and the Bardeen-Stephen formula for η 0 can be used in a moderately clean limit as well 15 .
Equation (4) was solved for dirty Nb using λ 0 = ξ 0 = 40 nm,ṽ 0 = 126 m/s 27 , γ 0 = g 0 f /f 0 ≈ 0.004 and λ 2 0 f 2 /ṽ 2 0 ≈ 0.1 at 1 GHz. We calculated r i (β) for different values of the mean free path l i /ξ 0 = 1, 0.1 and 0.05 at frequencies 1 GHz, 10 GHz and 100 GHz, and µ/γ = 8 · 10 −4 (ξ 0 /(Γ 2 l i )) at 1 GHz. As l i decreases the parameter α ∝ l −1 i increases and the surface resistance starts decreasing with H, the main drop of r i (H) shifting to lower fields as the material gets dirtier. Figure 8 shows r i (β) calculated for different values of frequency γ and the mean free path l i . At the lowest frequency γ 0 = 0.004 the curves r i (β) shown in Fig. 8 (a) exhibit the monotonic decrease with β similar to that was discussed in Sec. III in the low-γ limit of the ripple length L ω exceeding the pin distance l. As the frequency increases a nonmonotonic field dependence of r i (β) develops, the peaks in r i (β) shifting to lower fields as the ratio l i /ξ 0 decreases. Notice the jumps preceding the peaks in r i (β) in the case of γ 0 = 0.04 shown in Fig. 8  (b) . The nonmonotonic dependence of r i (β) is a manifestation of the transition from the case of L ω < l at low fields to L ω > l at higher fields, as was discussed above. In the case of γ 0 = 0.4 represented by Fig. 8 (c) the nonmonotonic field dependences of r i (β) remain qualitatively similar to those shown in Fig. 8(b) , except that the peaks in r i (β) get broadened and the jumps in r i (β) characteristic of γ 0 = 0.04 disappear. The latter results from the effect of the vortex mass, since the contribution of the inertial term in Eq. (4) becomes more pronounced at higher frequencies. Generally, the effect of mass smoothes sharp jumps characteristic of nonlinear relaxation oscillations 69 . Overall, the evolution of r i (β) with γ at different mean free paths shown in Fig. 8 (b) and (c) appears similar to that of r i (β) calculated for different pin spacings (see Fig. 7 ).
FIG. 9. Vortex tip oscillations at the jump in ri(β) shown in Fig. 8 (b) for the case of l = 3λ0, γ0 = 0.04, li/ξ0 = 0.1 and α = 100. Here the black and the red lines correspond to u(0, t) at β < βp and β > βp. Figure 9 shows how the time dependence of the vortex tip position u(0, t) changes from nearly harmonic oscillations at β < β p to relaxation oscillations at β > β p . This dynamic transition occurs at small fields, for example, β > β p ≈ 0.086 at f = 10 GHz and l i /ξ 0 = 1. At higher frequencies the change in u(0, t) near the rounded peaks in r i (β) shown in Fig. 8 (c) becomes less pronounced, turning into a gradual increase of anharmonicity in u(0, t) as β is increases from β < β p to β > β p .
V. DYNAMIC KINKS ALONG A VORTEX.
The vortex line tension suppresses the jumpwise LO instability which nevertheless manifests itself in the anomalous decrease of the surface resistance r i (β) with the rf field amplitude at β > β p . Yet a principal question remains whether there is a range of the parameters in which the nonmonotonic LO velocity dependence of the drag force could cause a dynamic shape instability of a moving vortex. Indeed, once the velocity of a small vortex segment exceeds v 0 , the local vortex drag diminishes further increasing v(x, t) and resulting in growing shear stress between the fast vortex tip at x λ and a slower part of the vortex at x λ. In this section we show that at large enough frequencies dynamic solutions of Eq. (4) become singular, formally indicating a vortex teardown as the restoring effect of vortex line tension cannot counter the dynamic LO shear stress at strong rf drives β > β c (γ, l).
Shown in Fig. 10 are examples of the vortex shape instability which can happen both at the surface and at the point x = l c < l between the surface and the pin position at l = 5λ. The instability first develops as a cusp at x = l c which then evolves into a growing jump in u(x, t), as shown in the insets. The resulting large derivative u (x, t) at x = l c reduces the restoring effect of the line tension in Eq. (4), further facilitating the vortex teardown. Because of large curvature of u(x, t) at x = l c , the elastic response becomes nonlocal and the assumption that the line tension in Eq. (4) is independent of the wave vector k of bending distortion along the vortex fails. In a linear elasticity theory (k) in a uniaxial superconductor becomes dependent on k at kλ 1 43,44 :
where 0 = φ 2 0 /4πµ 0 λ 2 and Ξ = λ 2 c /λ 2 is the band electron mass anisotropy parameter. At kλ 1 and Ξ = 1 Eq. (21) yields = 0 g used in our simulations, but at kλ 1, the line tension (k) − 0 ln(ξk) decreases slowly as k increases up to k ξ −1 . Yet because the vortex becomes softer for short wavelength distortions with kλ 1, the elastic nonlocality may facilitate the shape instability at the cusp at x = l c where kλ 1 and decrease β c as compared to β c calculated here at kλ 1. It turned out that the development of the shape instability is also affected by the vortex mass.
Shown in Fig. 11 is an example of the frequency dependencies of the instability coordinate l c and the critical field β c calculated at α 0 = 1 and µ 1 = 0.08. In these simulations each value of β c (γ) was calculated by slowly ramping up the field β(t) = 0.01t at 0.4 < γ < 1.2 and β(t) = 0.05t at 1.2 < γ < 4, and defining l c at a point where u (l c , t) reaches u c = 100. The results show that β c (γ) increases monotonically with γ while l c (γ) exhibits a non-monotonic dependence with a jump at γ ≈ 1.1.
The behavior of l c (γ) can be understood as follows. At low γ the critical gradient u (l c , t) > u c first occurs at the pin position, so the vortex instability is just the quasistatic depinning considered in Sec. III. As γ increases, the ripple length L ω (γ, β) becomes smaller than l so the effect of the pin on the dynamics of the vortex weakens. As a result, the mechanism of the vortex shape instability changes from the quasi-static depinning to the dynamic LO shear instability at the surface, l c = 0, where the Meissner current density is maximum. At moderate frequencies 1 γ 2 the vortex tip has the highest velocity v(0, t) at the surface, where the strongest shear gradient develops if v(0, t) becomes much larger than v 0 .
As γ further increases, the instability point moves from the surface to a finite l c 0.5 l, as shown in Fig. 11 . The shape of the vibrating vortex line evolves from a monotonic u(x) at γ 1 to an oscillatory u(x) at γ 1, as illustrated by Fig. 10 . Because of spatial oscillations in u(x, t), the maximum shear gradient in u(x, t) at large γ occurs in the bulk rather than at the surface. Since the instability point l c 0.5 is far away from the pin position l = 5, the shape instability is not affected by pinning but is mostly controlled by the nonlinear LO viscosity, vortex elasticity and the mass M . Our simulations have shown that the shape instability is affected by the ramp rate of β(t), but its effect is rather mild and does not change the qualitative behaviors of β c (γ) and l c (γ).
The above singular solutions u(z, t) describe the formation of a cusp on a vortex which then develops into a discontinuity of the vortex line at β > β c . The stabilizing effect of the vortex line tension diminishes as decreases due to nonmagnetic impurities or a uniaxial crystal anisotropy, which facilitates the vortex teardown instability at smaller β. This brings about the follow- ing issue: a curvilinear vortex, as well as any other line topological defects 71 , can hardly break into disconnected pieces, as it would produce large energy barriers growing with the separation between the pieces. This effect is not incorporated into the force balance Eq. (4) which assumes a rigid vortex core and does not ensure the conservation of the topological charge. Thus, Eq. (4) only indicates the vortex shape instability because the force balance can no longer be sustained at β = β c , but it cannot describe the dynamics of the vortex at β > β c . The latter would require a self-consistent calculation of the spatial distributions of the complex order parameter in the moving vortex core and circulating supercurrents.
Based on the continuity of the superconducting order parameter and the conservation of the winding number around the vortex core, we can suggest the following picture of the dynamic shape instability. If the velocity of the vortex tip at the surface exceeds v 0 , the tip does not get disconnected from a slower part of the vortex but turns into a kink along the vortex core, as depicted in Fig. 12(a) . Dynamics of such kinks could be simulated using the TDGL equations [13] [14] [15] [16] [17] [18] which describe both the vortex core structure and strong bending distortions of circulating currents around a moving vortex. Yet the derivation of the TDGL equations 14, 15 disregards the gradient terms in the kinetic equations describing diffusion of nonequilibrium quasiparticles from the moving vortex core, which is essential for the LO mechanism 19 . Thus, the TDGL equations may not be sufficient for a complete description of the dynamic vortex kinks.
The dynamic kink formation becomes more transparent in layered superconductors, where a vortex perpendicular to the layers is formed by a stack of 2D pancake vortices weakly coupled by interlayer Josephson and magnetic interactions [72] [73] [74] . This case shown in Fig. 12(b) also models the LO instability of a vortex piercing a stack of weakly coupled films in a multilayer 53 . If the pancake vortex at the surface moves faster than v 0 , it accelerates because the viscous drag drops and the rest of the restoring force is produced by weak magnetic interactions with other pancake vortices and by the Josephson string 73 depicted in Fig. 12(b) . The Josephson string caused by the Josephson energy between misaligned pancake vortices results in a long-range restoring force F J (y 0 ) between the neighboring vortices spaced by y 0 73 :
where λ J = s √ Ξ, s is the interlayer spacing, 0 = φ 2 0 /4πµ 0 λ 2 , and logarithmic factors ∼ 1 were disregarded.
The LO instability of a stack of pancake vortices at high frequencies is considered in Appendix B. In this case the Lorentz force driving slow pancake vortices (v < v 0 ) in the stack is mostly countered by the viscous drag force, resulting in small amplitudes of oscillations y n y max v 0 /f for each 2D vortex. For v 0 = 100 m/s and f = 10 GHz, the maximum amplitude y max 10 nm is much smaller than λ = 150 − 400 nm in cuprates at T = 0. However, once the velocity of the pancake vortex at the surface v ∼ Hφ 0 /λη 0 exceeds v 0 , it accelerates rapidly so that the magnetic and Josephson restoring forces may stop the runaway vortex at larger distances y 0 ∼ min(λ, λ J ). Thus, the amplitudes of pancake vor-tices at the surface increase greatly, resulting in a dynamic kink along the 2D vortex stack.
In a multilayer comprised of superconducting films of thickness d separated by thick dielectric layers which fully suppress the Josephson coupling, the line tension of a stack of 2D vortices only results from their weak magneto-dipole interactions 74 . The LO instability first occurs for the vortex in the outer film exposed to the applied field if the net Lorentz force φ 0 H(1−e −d/λ ) exceeds the maximum drag force dη 0 v 0 /2, that is:
At H k < H < H k e d/λ , the amplitude y 1 of the fast vortex in the outer film increases greatly, while the amplitudes of slow (v < v 0 ) vortices in other films (n = 2, 3, ...) remain small, y n v 0 /f (see Appendix B). At H > H k the amplitude of oscillations of the runaway vortex in the outer film is only limited by the weak LO drag and magnetodipole interaction with other vortices, small vortex mass and a finite rf period. Because the superconducting phase coherence of 2D vortices in different films at F J → 0 is lost, the Josephson string which provides confinement of 2D vortices disappears. In this case the LO instability at H > H k causes a true dynamic teardown of a stack of magnetically-coupled 2D vortices in a multilayer.
VI. DISCUSSION
This work shows that long trapped vortices driven by a strong Meissner RF current can produce a counterintuitive decrease of the surface resistance R i (H) with the field amplitude which develops as the frequency increases. Such a field-induced microwave reduction of R i (H) results from interplay of the nonlinear bending elasticity of a vortex and the decrease of the viscous drag with the vortex velocity. Here the bending rigidity of the vortex stabilizes the LO instability characteristic of short vortices in thin films. This effect opens up opportunities for experimental investigations of nonlinear dynamic behaviors of a driven curvilinear vortex, including the formation of dynamic vortex kinks at strong driving forces. The dynamic behavior of the vortex can be tuned by changing the concentration of nonmagnetic impurities which make the field-induced reduction of R i (H) more pronounced as the surface gets dirtier. Because sparse vortices are driven by dissipationless Meissner currents, the nonlinear dynamics of vortices is masked by heating effects to a much lesser extent than in the conventional dc or pulse transport measurements [23] [24] [25] [26] [27] [28] [29] [30] [31] .
The decrease of the residual surface resistance R i (H) with the RF field can contribute to negative Q(H) slopes observed on alloyed Nb cavities [47] [48] [49] [50] [51] . The vortex mechanism based on the LO decrease of η(v) with v proposed in this work is rather different from the decrease of the quasiparticle BCS surface resistance with the RF field [52] [53] [54] or the effect of two-level states at the surface 55 . Yet our result that trapped vortices could provide a fieldinduced reduction of R i (H) which becomes more pronounced at higher frequencies appears consistent with the recent experiment 70 which showed that a negative Q(H) slope in nitrogen-doped Nb cavities becomes stronger as the frequency increases. The LO vortex mechanism is also in agreement with the low-field behavior of R s (H) observed on Nb cavities 67 . The good fit of the theory to the experimental data with reasonable values of v 0 and B 0 shown in Fig. 3 indicates that the contribution of trapped vortices can indeed be essential.
The LO mechanism of diffusive depletion of nonequilibrium quasiparticles in the moving vortex core was proposed to describe η(v) at T ≈ T c where most transport experiments have been were performed. The behavior of η(v) at low temperatures T T c is not well understood as the calculation of η(v) at T T c requires taking into account complex kinetics of nonequilibrium quasiparticles along with a self-consistent calculation of the order parameters in a moving vortex core 15 . This problem has not been addressed so far, although models of quasiparticle overheating in the vortex core which can result in η(v) similar to Eq. (1) have been proposed [20] [21] [22] . Transport measurements of η(v) in thin films at T T c and v ∼ v 0 are masked by overheating produced by fast vortices. By contrast, measurements of R i (H) in resonant cavities at a low density of trapped vortices controlled by the dc magnetic field B 0 can be used to reveal the behavior of η(v) and extract the LO critical velocity v 0 at T T c . This could be done by fitting the observed R i (H) with Eq. (16) at low B 0 and frequencies f f 0 for which heating is greatly reduced. For instance, the good fit of R i (H) for a 1.47 GHz Nb cavity shown in Fig.  3 gave v 0 30 m/s at 2 K and v 0 35 m/s at 1.37 K at the trapped field B 0 0.7 µT much smaller than the Earth field. Yet increasing B 0 can reverse the descending field dependence of R s (H) = R BCS (T ) + R i (H). Indeed, increasing the density of vortices results in stronger RF overheating, causing an increase of the quasiparticle surface resistance R BCS ∝ exp[−∆/T (H, B 0 )] with H 12,35 which can overweight the descending R i (H). Investigation of the extreme vortex dynamics at 10 − 100 GHz may require microcavities 75 .
Our numerical solutions of the force balance Eq. (4) predict a vortex bending instability at large β and γ. In type-II superconductors this instability can give rise to dynamic kinks along an oscillating vortex at fields well below the thermodynamic critical field H c . Since H c1 is reduced by nonmagnetic impurities, while H c is independent of the mean free path, the field range of the shape instability can be expanded by alloying the surface of a superconductor. However, a theoretical framework for the description of dynamic vortex kinks which includes the LO mechanism along with a self-consistent calculation of the vortex core structure and circulating currents around an oscillating curvilinear vortex is lacking. The TDGL equations ensure the conservation of the winding num-ber, preventing the development of the bending instability into a vortex teardown, but they do not incorporate the LO mechanism of η(v). In layered superconductors the situation can be further complicated by Cherenkov radiation of fast oscillating pancake vortices connected by the Josephson strings depicted in Fig. 12 (b) . For instance, Cherenkov wakes behind fast vortices can trigger proliferation of vortex-antiivortex pairs in planar Josephson junction arrays 76 and layered superconductors 77 .
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