We consider a quantity κ(Ω) -the distance to the origin from the null variety of the Fourier transform of the characteristic function of Ω. We conjecture, firstly, that κ(Ω) is maximized, among all convex balanced domains Ω ⊂ R d of a fixed volume, by a ball, and also that κ(Ω) is bounded above by the square root of the second Dirichlet eigenvalue of Ω. We prove some weaker versions of these conjectures in dimension two, as well as their validity for domains asymptotically close to a disk, and also discuss further links between κ(Ω) and the eigenvalues of the Laplacians.
Introduction
Let Ω be a bounded open domain in R d with boundary ∂Ω, let x = (x 1 , . . . , x d ) be a vector of Cartesian coordinates in R d , and let
denote the characteristic function of Ω.
The complex Fourier transform of χ Ω (x),
or, more importantly, its complex null variety, or null set,
has been studied extensively. Particular attention has been attracted by the role it plays in numerous attempts to prove the famous Pompeiu problem and Schiffer's conjecture. We can refer for example to [Agr, Avi, Ber, BroKah, BroSchTay, GarSeg, Kob1, Kob2] ; this list is by no means complete. Although our paper is not directly related to these still open questions, we recall them as part of the motivation for further study of the null variety.
Let M(d) be a group of rigid motions of R d , and Ω be a bounded simply connected domain with piecewise smooth boundary. The Pompeiu problem is to prove that the existence of a non-zero continuous function f : R d → R such that m(Ω) f (x) dx = 0 for all m ∈ M(d) implies that Ω is a ball.
Schiffer's conjecture is that the existence of an eigenfunction v (corresponding to a non-zero eigenvalue µ) of a Neumann Laplacian on a (simply connected) domain Ω such that v ≡ const along the boundary ∂Ω (or, in other words, the existence of a non-constant solution v to the over-determined problem −∆v = µv, ∂v/∂n| ∂Ω = 0, v| ∂Ω = 1) implies that Ω is a ball.
It is known that the positive answer to the Pompeiu problem is equivalent to Schiffer's conjecture. Moreover, a domain Ω would be a counterexample to both if there exists r > 0 such that N C (Ω) contains the complex sphere {ξ ∈ C d : d j=1 ξ 2 j = r 2 }. One of the common tools in attacking the conjectures has been an asymptotic analysis of the null variety far from the origin in an attempt to prove that such counterexample cannot exist.
In many cases, the study of the null variety in the papers cited above has been restricted to the case of a convex domain Ω. Additionally, it is convenient to assume that Ω is balanced (i.e., centrally symmetric with respect to the origin), and to deal instead with the real null variety
Ω cos(ξ·x) dx = 0} .
We finish this Section by introducing some additional notation used throughout the paper. We write vol d (·) for a d-dimensional Lebesgue measure of a set. Given a unit vector e ∈ S d−1 , we write x e = x · e and x e = x − x e e. We write a real vector ξ ∈ R d in spherical coordinates as ξ = (ρ, ω), with ρ = |ξ| and ω = ξ/ρ ∈ S d−1 . B d (R) = {x ∈ R d : |x| < R} denotes a ball of radius R centred at 0, and a shorthand for a unit ball will be B d = B d (1). Ω * stands for a ball in R d centred at 0 and of the same volume as Ω.
Additionally, for a direction e ∈ S d−1 , we define κ j (e) = κ j (e; Ω) as the j-th positive real ρ-zero of χ Ω (ρe) (counting multiplicities); note that N (Ω) = Although we believe these Conjectures to be true, we are unable to prove them without some additional assumptions. We can however establish somewhat weaker forms in the two-dimensional case as stated in the next two theorems. Also, we can prove (2.1) subject to some additional conditions on Ω, see Corollaries 4.3 and 4.4, and Remark 4.5. and rescaling properties of Lemma 3.2. Note also that (2.5) is clearly weaker than (2.2) in the two-dimensional case, since, by the Payne-Pólya-Weinberger inequality [PayPólWei] , in two dimensions
or by the even stronger Ashbaugh-Benguria inequality [AshBen] ,
Finally, in the one-dimensional case, a convex balanced domain is an interval (−a, a) = B 1 (a) for some a > 0, and
so that (2.1) and (2.2) hold with equality.
We can also establish the validity of (2.1) and (2.2) for balanced starshaped (but not necessarily convex) domains which are close to a disk. Namely, let F : S 1 → R be a C 2 function on the unit circle; we additionally assume that F is periodic with period π:
(2.6) For ≥ 0, define a domain in polar coordinates (r, θ) as
Condition 2.6 implies that Ω F is balanced. Assume additionally that F is area preserving, that is 8) and so
As we shall see from the re-scaling properties summarized in Lemma 3.2, condition (2.8) can be assumed without any loss of generality. The unperturbed domain (when = 0), Ω 0F , is just a unit planar disk B 2 . We have Theorem 2.7. Let us fix a non-zero function F as above satisfying (2.6) and (2.8). Then the one-sided derivatives satisfy
Consequently, for sufficiently small > 0 (depending on F ), Conjectures 2.2 and 2.3 with Ω = Ω F hold.
On the other hand, there exist arbitrarily small star-shaped non-convex perturbations of the disk for which at least (2.1) does not hold. Namely, we have Theorem 2.8. For each positive δ, there exists a balanced star-shaped domain Ω with vol 2 (Ω) = π and such that B(0, 1 − δ) ⊂ Ω ⊂ B(0, 1 + δ), for which κ(Ω) > j 1,1 .
Continuing formulating negative results, we have the following Theorem 2.9. There is no C such that (2.3) holds uniformly for all (not necessarily connected) balanced one-dimensional domains Ω.
From this, we immediately have
Corollary 2.10. There is no C such that (2.3) holds uniformly for all balanced connected two-dimensional domains Ω.
Theorem 2.8 and Corollary 2.10 show that convexity plays a crucial role in Theorem 2.4 and Conjecture 2.2
Motivation and elementary domains
We start with two trivial results, which are immediate by the change of variables, and which in particular show that our conjectures are scale invariant. Let R α denotes a mapping (x 1 , x 2 , . . . ,
The following result illustrates that there exists a relation between the null variety and eigenvalues of the Neumann Laplacian, which makes Conjecture 2.3 even more intriguing.
Proof. Let ξ 0 ∈ N C (Ω), and so Ω e iξ 0 ·x dx = 0. This means that e iξ 0 ·x , 1 L 2 (Ω) = 0, so that φ := e iξ 0 ·x is a test function for µ 2 (Ω) (obviously, φ ∈ H 1 (Ω)). But, by direct computation, ∇φ 2
Thus, |ξ 0 | 2 ≥ µ 2 (Ω) for any ξ 0 ∈ N C (Ω), whence the result.
In fact, as was shown to us by N. Filonov [Fil2] , one can improve this result to obtain
Proof. By the variational principle,
for any linear subspace
, and set L 2 = span(e iξ 0 ·x/2 , e −iξ 0 ·x/2 ). The elements of L are linearly independent, and the result immediately follows by direct computation.
Example 3.5 (A ball in R d ). For a unit ball B d and real ξ, we have:
and so
On the other hand,
For illustration, we give a proof of (3.3) in dimension d = 2. We choose the direction of ξ as the x 1 -axis, and write, in polar coordinates, x = (r cos θ, r sin θ). Thus,
Then we use formula [AbrSte, formula 9.1.18], i.e.,
to express the previous integral as
Finally, we use the raising and lowering relations for Bessel functions embodied in [AbrSte, formula 9.1.27 ] (third formula with ν = 1), i.e.,
which can be expressed in the more convenient form, rJ 0 (r) = (rJ 1 (r)) .
Thus, we get,
which is the desired equality (3.3) in two dimensions. The corresponding formula in any dimension is equally simple to establish.
We have:
On the other hand, if ξ ∈ N (P ), we have d j=1 sin(ξ j a j /2) = 0, and so |ξ| is minimized by the vector (2π/a 1 , 0, . . . , 0), giving
Proving (2.1) for P requires a bit more effort. We have
and, after some transformations, the required inequality is reduced to
This, in turn, is proved using a combination of Stirling's formula, Lorch's lower bound j ν,1 ≥ (ν + 1)(ν + 5) [Lor] , and numerical checks for low d.
Example 3.7 (A right-angled triangle in R 2 ). Let T = T 1,a be a right-angled triangle with sides 1, a > 1, and √ 1 + a 2 . One can check, after some computations, that κ(T 1,a ) = 2π 1 + a −2 .
We remark that both inequalities (2.1) and (2.2) with Ω = T hold for values of a sufficiently close to one, but fail for large a or small a. This can be checked either by direct computation (in case of (2.1)) or by domain monotonicity (in case of (2.2)), by comparing λ 2 (T ) with either λ 2 (T a,a ) = 10π 2 /a 2 (for small a) or with the second eigenvalue of the rectangle with sides 3/4 and a/4 (for large a).
Note that T is not balanced and we do not conjecture that (2.1) and (2.2) hold in general for such domains. It may be plausible that κ C (Ω) ≤ κ(Ω * ) and κ C (Ω) ≤ λ 2 (Ω) for general convex domains, however the study of complex null varieties is outside the scope of this paper.
Example 3.8 (Numerics). We have also verified Conjectures 2.2 and 2.3 numerically. We have conducted (jointly with Brian Krushave, an undergraduate student at Heriot-Watt University, whose research was funded by a Nuffield Foundation undergraduate bursary) a large number of calculations for different multiparametric families of balanced convex domains in the two-dimensional case. A typical example would be a family of rectangles with different circular or elliptic segments added along their sides, in order to produce some stadiumlike domains.
The zeros of Fourier transform were found by analytic or numerical integration and minimization, and the eigenvalues of the Dirichlet Laplacian by the finite element method.
Remark 3.9 (Estimates of the spectrum). We would like to show how to use estimates of κ(Ω) in spectral inequalities between the eigenvalues λ n = λ n (Ω) of the Dirichlet Laplacian on Ω and the eigenvalues µ n = µ n (Ω) of the Neumann Laplacian on the same domain. It is known that for general domains we have
for each n, and, moreover, for convex domains in R d we have µ n+d < λ n (3.8) [LevWei] . It was conjectured that (3.8) holds for all domains; this conjecture remains open, and we remark that a 'counterexample' given in the paper by Levine and Weinberger is erroneous. Estimate (3.7) was proved by Friedlander [Fri] for domains with smooth boundaries; later, an elegant proof for arbitrary domains was obtained by Filonov [Fil1] . Filonov's proof goes like this. Let n be fixed. Denote by φ j the Dirichlet eigenfunctions of Ω. By the min-max principle, in order to prove µ n+1 ≤ λ n , it is enough to find a subspace L of H 1 (Ω) such that dim L = n + 1 and for each φ ∈ L \ {0} we have
, where ξ is any real vector satisfying |ξ| 2 = λ n . Obviously, dim L = n + 1. Suppose now that φ ∈ L. This means that
Then the left-hand side of of (3.9) is
(in the last sum, we have integrated by parts using the fact that φ j satisfies Dirichlet boundary conditions on ∂Ω and that |ξ| 2 = λ n ). The right-hand side of (3.9) is
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Comparing the last two expressions leads to (3.9). Now suppose we want to improve this result and to show (3.8) that for some class of (not necessarily convex) domains µ n+2 ≤ λ n . The natural approach to try is to add one more exponential to L, namely to put
Then, in order for (3.9) to hold, we must get rid of the cross-term with two exponentials, i.e. we must assume that
In the notation introduced above, this means that
Obviously, we can choose vectors ξ 1 , ξ 2 satisfying both (3.10) and (3.11) iff κ(Ω) ≤ 2 λ n (Ω). Thus, if we could show that for some, not necessarily convex, d-dimensional domain Ω, the estimate (2.5) holds, then the inequality µ n+2 (Ω) ≤ λ n (Ω) will hold for each n. Similarly, for any Ω, if we know a number n 0 such that κ(Ω) ≤ 2 λ n 0 (Ω), then the inequality µ n+2 (Ω) ≤ λ n (Ω) is guaranteed to hold for n ≥ n 0 .
Some estimates of κ(Ω) for convex balanced domains
Throughout this section Ω is convex and balanced, and Ω dependence is frequently dropped; also we always work with real zeros of the Fourier transform. Our aim here is to prove the following
Remark 4.2. After this paper was written, we have discovered that Theorem 4.1 had been previously proved in [Zas] .
Note that Theorem 4.1 immediately implies
The scaling in (4.2) is chosen in such a way that its left-hand side equals one for a disk.
Let r − (Ω) be the inradius of a convex balanced domain Ω. Then it is easy to see that there exists a rectangle with sides 2r − (Ω) and D(Ω) which contains Ω. 
Remark 4.5. In the same spirit, one can also establish the validity of Conjecture 2.3 subject to additional geometric constraints: if a domain is sufficiently "long" (i.e. the left-hand side of (4.2) is sufficiently large or the left-hand side of (4.3) is sufficiently small), then (2.2) holds. However such an estimate would be non-explicit, as there is no explicit isoperimetric bound on the second Dirichlet eigenvalue for convex domains, see [Hen] .
Before proving Theorem 4.1, we need to introduce some auxiliary notation, and establish some technical facts.
Fix e ∈ S d−1 , and define the function ν e : R → R by
It is easy to see that ν e is an even function and has a compact support supp ν e = [−w(e), w(e)], where w is the support function of Ω, i.e. w(e) is a half-breadth of Ω in direction e. If Ω is convex and d = 2, then ν e is a concave function on [−w(e), w(e)] (this is not true if d ≥ 3, e.g. when Ω is a cube and e is a diagonal but in general Brunn-Minkowski inequality implies that (ν e (ρ)) 1/(d−1) is concave on [−w(e), w(e)]). Thus, ν e (t) ≤ ν e (0) and the function ν e is non-increasing on [0, w(e)].
As we are working with real zeros of the Fourier transform, we can instead work with
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Lemma 4.6. Let Z : [0, z] → R be non-increasing and concave. Then
for k ∈ N (assuming that all intervals of integration are inside
(note that cos(t) ≥ 0 for these values of t). Therefore,
the last equality easily checked by a direct computation. This proves (4.4), and (4.5) is being dealt with similarly. Further,
since the integrand is non-negative. Inequality (4.7) is similar.
Remark 4.7. Note that (4.4) and (4.5) require only concavity of a function Z, whereas (4.6) and (4.7) require only its monotonicity.
Recall that κ j (e) denotes the j-th ρ-root (counted in increasing order with account of multiplicities) of χ e (ρ).
Proof. We have χ e (0) > 0. Set ρ j = jπ w(e) . Let us show that
is non-negative when j is odd, and is non-positive when j is even. Assume j = 2k. Then
which is non-positive by (4.4). Assume now that j = 2k + 1. Then
which is non-negative by (4.5) and (4.6).
The result now follows from the Intermediate Value theorem (if, for example, χ e (ρ) is positive except at the points ρ 2k where it is zero, then each point ρ 2k is a zero of multiplicity (at least) two, so we still have κ j (e) ≤ π (j+1) w(e) ) Lemma 4.8 immediately leads to the main result of this section.
Proof of Theorem 4.1. By Lemma 4.8,
Remark 4.9. It was proved in [Zas] that the function κ 1 (e) is continuous. Using this fact, one can establish further relationship between this function and Neumann eigenvalues, similar to Lemma 3.3. For example, we have:
Assuming the continuity of κ 1 (e), we see that N 1 is a continuous closed curve having the origin inside it. Let e 0 be arbitrary unit vector so that p 0 := κ 1 (e 0 )e 0 ∈ N 1 . Then the closed curve p 0 + N 1 obviously contains both the points inside N 1 (the origin) and outside N 1 (for example, the point 2p 0 ). Therefore, the intersection (p 0 +N 1 )∩N 1 is non-empty, say p 1 ∈ (p 0 +N 1 )∩N 1 . Then three points p 0 , p 1 , and p 0 −p 1 all belong to N 1 . Now we can argue as in the proof of Lemma 3.3, with e ip 0 ·x , e ip 1 ·x and 1 being three mutually orthogonal test-functions. This shows that
Remark 4.10. Using the results of this section and the fact that
thus proving (2.3) with a numerical constant
Remark 4.11. It should be noted that there is no analog of Theorem 4.1 in dimensions higher than two, i.e. one cannot estimate κ(Ω) in terms of the diameter D(Ω). Indeed, let S = {(x 1 , x 2 ) ∈ R 2 : |x 1 | + |x 2 | < 1}, and let T be the three-dimensional body of revolution obtained by rotating S around the x 1 -axis. Also, choose α > 0, and set T α = {x ∈ R 3 : (x 1 , αx 2 , αx 3 ) ∈ T }. Then, as α → ∞, the distances to origin of all zeros of χ Tα , which are not proportional to e 1 = (1, 0, 0), tend to ∞ by Lemma 3.1. On the other hand,
A similar example works in any higher dimension.
Geometric notation for planar balanced star-shaped domains
We set, for a balanced star-shaped domain Ω ⊂ R 2 , and r ≥ 0,
(the normalizing factor 1/ vol 2 (Ω) will simplify the computations later on). Let us also define the numbers
w(e) , r + := max
Obviously, r − is the inradius of Ω and 2r + is its diameter. Some properties of the functions η and α and the numbers r ± are obvious:
• Both η(r) and α(r) are non-negative; additionally, α(r) is non-decreasing;
• η(r) ≡ 2πr and α(r) ≡ πr 2 / vol 2 (Ω) for r ≤ r − ; moreover, r − = sup{r : η(r) = 2πr} = sup{r : α(r) = πr 2 / vol 2 (Ω)};
• η(r) ≡ 0 and α(r) ≡ const = 1 for r ≥ r+; moreover, r + = D/2 = inf{r : η(r) = 0} = inf{r : α(r) = 1} and supp
An additional important property is valid for convex domains.
Lemma 5.1. Let Ω ⊂ R 2 be a balanced convex domain. Then for r ∈ [r − (Ω), r + (Ω)], the function η(r) is decreasing and the function α(r) is concave.
Proof. Let us prove that the function η is decreasing in the given interval. Indeed, suppose r − < r 1 < r 2 . Since η(r 1 ) < 2πr 1 , we have:
Thus, the set G := Ω ∩ {|x| = r} consists of several (possibly, infinitely many, but at least two) circular arcs, say G 1 , . . . , G n , . . . . Note that G is obviously symmetric with respect to the origin, so if G j is one of the arcs of G, then the symmetric arc, G j is also a part of G. Let S j be the strip based on G j and G j (i.e. S j is the smallest centrally symmetric strip containing G j and G j , see Figure 1 ). Then a little thought shows that the convexity of Ω implies
However, for each j we have: figure Figure 1 ). Summing this over j, we obtain η(r 1 ) > η(r 2 ). The concavity of α follows immediately from its definition as an integral of η.
Remark 5.2. In a similar manner, one can define the analogues of functions η and α in a higher-dimensional setting. Unfortunately, in general, the function η is no longer decreasing on the interval [r − , r + ]; the simplest counterexample is a strip Ω = {x = (x 1 , x 2 , x 3 ) ∈ R 3 , |x 1 | < 1}. Without loss of generality we assume that
and so Ω * = B(τ ). Thus,
C with C as in (2.4), and in order to prove Theorem 2.4, we need to prove
We prove (6.2), and therefore Theorem 2.4 by a sequence of Lemmas. Some of them are rather technical, and for convenience the proofs of these Lemmas are collected in the next section.
First, Theorem 4.1 implies that if D(Ω) ≥ 4π, then the statement is proved. Correspondingly, if the half-breadth of Ω in some direction e, w(e) < j 2 0,1 /2, then, by Theorem 4.1, the statement is proved since 2r − D ≥ Vol 2 (Ω) as in Corollary 4.4. Thus without loss of generality we can assume that Lemma 6.1. Suppose that
Proof of Lemma 6.1. To prove (6.2), it is enough to show that there exists e ∈ S 1 such that
Suppose this inequality is wrong for all e ∈ S 1 . Then
Changing the order of integration and acting as in in the proof of (3.3), we get
Now the Lemma follows by contradiction.
We now show that the condition of Lemma 6.1 in fact follows from some integral inequality being satisfied by a class of functions. Namely, consider a class A of continuous functions α : [0, ∞) → R with the following properties:
(a) α(r) is non-negative and non-decreasing;
holds, then (6.2) holds for all planar convex balanced domains Ω normalized by (6.1).
Proof of Lemma 6.2. We continue the calculations in the proof of Lemma 6.1. Using the geometric notation introduced in the previous Section, we have:
(the last identity is proved by integration by parts using J 0 = −J 1 ). By Lemma 6.1, we need to show that
If for some k ∈ N, α(j 0,k ) = 1, then α(r) = 1 for r ≥ j 0,k , and so, after integration by parts,
We need to choose which k to take. In our case α(r) = 1 whenever r ≥ D/2, so by (6.3) we need to choose k such that j 0,k > 2π and we can take k = 3, see the Table 1 below.
Thus, we need to show that
The conditions (a)-(d) are just the re-statement of the properties of the function α summarized at the start of the previous Section with account of normalization (6.1); condition (e) re-states (6.4), (6.3), and also the obvious inequalities πr 2 − ≤ vol 2 (Ω) ≤ πr 2 + .
It is useful here to plot the function J 1 (r) and other quantities appearing above.
For future use, we also give two tables of approximate decimal values of various constants appearing here and below. The first one lists the values appearing along the horizontal axis in various graphs, and the second one lists the values along the vertical axis. In both Tables the values are sorted out in increasing order.
The key points of the proof are the estimates of the function α(r) which are collected in the following sequence of Lemmas.
We start by denoting y 1,1 := α(j 1,1 ), and we also intoduce a new constant L (see (6.14)) -0.0852948043
M (see (6.15)) 0.0386824043
(see (6.9)) 0.3403496255 y min (see (6.8)) 0.5384485717 j 2 1,1 /τ 2 0.6346834915 Lemma 6.3. For the functions α(r) satisfying the conditions (a)-(e) above,
The proof of this Lemma is in the next section. Now, given the function α(r) and using the value of y 1,1 = α(j 1,1 ) as a parameter, we construct two new functions. One of them is a linear function v(r) = c(y 1,1 )r + d (y 1,1 ) , where the coefficients c and d are chosen to be
The graph of v(r) is a straight line joining the points A 1 = (j 1,1 , α(j 1,1 )) = (j 1,1 , y 1,1 ) and A + = (2π, α(2π)) = (2π, 1). The other function is a piecewise-continuous one given by The proof of this Lemma is in the next section. Lemma 6.4 immediately implies, with account of the fact that J 1 (r) changes sign from plus to minus at r = j 1,1 , the following Corollary 6.5.
(6.13)
The integral in the right-hand side of (6.13) can be explicitly calculated as a function of the parameter y 1,1 , although the expressions are quite complicated. We introduce two constants,
(6.14)
and 6.15) in the above formulae H denote the Struve functions [AbrSte, Chapter 12] . The numerical values of L and M can be found in the table above.
Lemma 6.6. τ 2 by condition (b), and the claim of the Lemma is true. We thus need to consider a case when r − ≤ j 1,1 . Let us introduce a linear function y(r) := a(r − )r + b(r − ), where the constants a and b depend upon r − as a parameter and are chosen to be
(7.1) The graph of y(r) is a straight line joining the points A − = (r − , α(r − )) = (r − , r 2 − /τ 2 ) and A + = (2π, α(2π)) = (2π, 1). The function α(r) is concave on the interval [r − , 2π] by conditions (c) and (d), and its graph passes through the points A − and A + . Thus, this graph lies above the straight line joining A − and A + , and therefore
and as in our case r − can take values only in the interval [τ 2 /8, j 1,1 ], we have
We have
The roots of the numerator in the right-hand side are 2π ± √ 4π 2 − τ 2 , and as seen from the table above the derivative is negative for r − ∈ [τ 2 /8, j 1,1 ]. Thus
It is an easy manipulation to check that the right-hand side of (7.3) equals y min .
Proof of Lemma 6.4. As α approx (r) = α(r) for r in the interval [0, τ 2 /8], and α approx (r) = y 1,1 = α(j 1,1 ) for r in the interval [τ 2 /8, j 1,1 ], inequality (6.11) follows immediately from the monotonicity condition (a). In order to prove (6.12), we again need to consider two cases. First, if r − < j 1,1 , then α(r) is concave for r ∈ [j 1,1 , 2π], and its graph between the points A 1 and A + lies above the straight line joining this points. Thus, it remains to consider the case r − ≥ j 1,1 (and so y 1,1 = j 2 1,1 /τ 2 ). We now show that in this case
Indeed, consider
We have u(j 1,1 ) = 0 , and also for r ≥ j 1,1 , du dr (r) = 2 r τ 2 − c(j table above for numerical values), which proves (7.4). Thus, α(r − ) ≥ α approx (r − ). As, by concavity, the graph of α(r) between the points A − and A + lies above the straight line joining these points, and the graph of α approx (r) is a straight line joining the point (r − , α approx (r − )) (which is located below A − ) with A + , inequality (6.12) follows.
Proof of Lemma 6.6. The result follows from straightforward integration of (6.10) using the standard relations
[AbrSte, formula 11.1.6] ; [AbrSte, formula 11.3.20 ] .
Perturbation-type results
In this Section, we prove Theorem 2.7. In order to do this, we need to compute the one-sided derivatives of λ 2 (Ω F ) and κ(Ω F ) with respect to the parameter describing the deformations of the disk. The first derivative is easily computable from the following classical result (see e.g., [Hen, Rel] ) which we state without proof:
is a multiple Dirichlet eigenvalue of order p ≥ 2. Let us denote by u k 1 , u k 2 , . . . , u kp an orthonormal family of eigenfunctions associated to λ k . Let
, be a continuously differentiable with respect to t family of mappings such that S(0) is an identity, and let Ω t = S(t)(Ω 0 ). Then, the function t → λ k (Ω t ) has a (directional) derivative at t = +0 which is one of the eigenvalues of the
where n(σ) is an exterior normal to ∂Ω at the point σ ∈ ∂Ω.
Theorem 8.1 implies, Lemma 8.2. Let Ω F be as in Theorem 2.7. Then
Proof of Lemma 8.2. In our case, Ω 0 = Ω 0F is a disk of radius 1, λ 2 (Ω 0 ) is doubly degenerate, so the matrix M is of dimension 2, and we can choose the orthonormal eigenfunctions u 2 (r, θ) = N J 1 (j 1,1 r) cos θ, u 3 (r, θ) = N J 1 (j 1,1 r) sin θ. The constant N is introduced in order for the eigenfunctions u 2 and u 3 to have L 2 -norm one in the unit disk. Using standard properties of Bessel functions (in particular [AbrSte, formulas 11.45 and 9.1.30]) one gets,
Using the lowering property of Bessel functions,
([AbrSte, formula 9.1.30]) the value of N just obtained, and the fact that J 1 (j 1,1 ) = 0 and J 0 (j 1,1 ) < 0, in the expresion for u 2 and u 3 we obtain,
and
at the boundary of the disk (i.e., at r = 1). Taking these remarks into account, the elements of the matrix M in our case are given by
For area preserving deformations of the ball, i.e. for functions F satisfying (2.8), we can write the matrix M in the simple form,
It is simple to compute the two eigenvalues of M in this case, and they are given by ±|a|.
Hence, using Theorem 8.1 we obtain the (directional) derivative of the second eigenvalue of the perturbed domain by using a smaller of these two eigenvalues:
From (8.3), taking into account that λ 2 = j 2 1,1 , we finally get (8.2).
Now, we will compute the derivative of κ(Ω F ) at = 0, for area preserving deformations of the disk. For brevity, we shall use the notation f (ξ) := χ Ω F (ξ) for the Fourier transform of the characteristic function of Ω F and N = N (Ω F ) = {ξ ∈ R d : f (ξ) = 0} for its null variety.
We know that N 0 contains a circle of radius j 1,1 , and we seek to characterize the elements of N . Pick an element ξ 0 ∈ N 0 . For definiteness, we choose coordinates in such a way that
and we write an element of N as
It is precisely ξ 1 which we would like to determine by requiring f (ξ) = 0 to hold up to first order in . Using polar coordinates, we write
With the above notation, we have
In the sequel, we use the fact that f 0 (j 1,1 ) = 0, i.e., and split the integral in the variable r in (8.5) as an integral from r = 0 to r = 1 plus an integral from r = 1 to r = 1 + F (θ). After some algebraic computations we obtain
where
Using the fact that the perturbed domain is balanced, i.e., that F (θ) = F (θ+π), we get Integrating the first integral in (8.9) by parts in r gives to simplify the first two terms in (8.10). We finally get
Here we have used the fact that 1 0 rJ 0 (j 1,1 r) dr = J 1 (j 1,1 )/j 2 1,1 = 0, since j 1,1 is a zero of J 1 . The vector ξ 1 = ρ 1 (cos ω, sin ω) is determined by the condition
Therefore, (8.11) implies (8.12) In the case when ξ 0 is not given by (8.4), but by
we have In order to compute κ(Ω F ) to first order in all we have to compute is |ξ 0 + ξ 1 | to first order in , which in turn is given by
Using (8.13), we obtain
(8.14) From this result, we immediately have, Lemma 8.3. Let F be a C 2 function on a unit circle satisfying periodicity condition (2.6). Then
Remark 8.4. Note that Lemma 8.3 does not assume the area preservation condition (2.8).
In order to finish the proof of Theorem 2.7 for perturbations around the circle, we need to prove that the right-hand side of (8.15) is always less or equal than the right-hand side of (8.2), i.e., (8.16) where A = −J 0 (j 1,1 ) ≈ 0.408 . . . , assuming additionally that F satisfies the area preservation condition (2.8).
For future reference we denote the left-hand side and the right-hand side of (8.16) by L F and R F , respectively.
Remark 8.5. Note also that if the average of F is 0 and, additionally, F has zero two-modes, i.e., π 0 F (θ)e 2iθ dθ = 0, then (8.16) is valid. In fact, in this case, the right-hand side R F vanishes whereas the left-hand side is given by
so we have (8.17) for every α, and averaging over α we get,
and we are done.
Before we conclude, we need to analize the case of equality in (2.10), i.e., we need to show that equality is only attained in (2.10) if the domain is a ball, or, in other words, if F (θ) ≡ 0. In order to have equality in (2.10), we need equality in (8.17), which in turn implies, (8.18) for all α. Since F (θ) has zero average, and moreover F (θ +π) = F (θ) (which is required so that the perturbed domain is balanced), the Fourier serries of F (θ) can be written as (8.19) with c 0 = 0 (because F has zero average) and c 2k+1 = 0, for all k (because the domain is balanced). Replacing (8.19) in (8.18 ) we get, (8.20) Using the integral representation for J n (z), i.e.,
after some computation we can write (8.20) as (8.21) all 0 ≤ α ≤ 2π. Since the exp(2imα) form an orthogonal set of functions, we finally get,
all m. Since j m,1 > j 1,1 for all m > 1, J 2m (j 1,1 ) = 0, thus, c 2m = 0, all m, hence, F (θ) ≡ 0 as it was to be shown. A similar argument can be used to show that equality is attained only for the ball in the general case. Before we go into the proof of (8.16) for a general F satisfying both the periodicity condition (giving a balanced domain) and the zero average condition (area preserving domain perturbation), we need the following result.
Lemma 8.6. Assuming F averages up to zero, it is always possible to rotate F in such a way that the following two conditions are fulfilled simultaneously:
Here F (θ + φ) is F rotated by an angle φ.
Proof of Lemma 8.6. Consider the function
Since F averages to zero, π 0 T (φ) dφ = 0, so there exists a point φ 1 ∈ [0, π], such that T (φ 1 ) = 0, and (8.22) holds. Now, consider
Clearly, T (φ 1 ) = T (φ 1 +π/2) = 0. On the other hand, Q(φ 1 ) = −Q(φ 1 +π/2). So, either Q(φ 1 ) ≥ 0, or Q(φ 1 + π/2) ≥ 0, and we have obtained (8.23) by choosing φ = φ 1 or φ = φ 1 + π/2.
After proving this Lemma we are ready to prove (8.16). Consider F with zero average and such that π 0 F (θ) cos(2θ) dθ ≥ 0 and π 0 F (θ) sin(2θ) dθ = 0. In this case, the right-hand side of (8.16) is given by
On the other hand, the left-hand side L F satisfies (8.17) for each α. Now, multiply (8.17) by
and integrate in α from 0 to π (notice that (2/π) cos 2 α ≥ 0). We thus have,
Now, split cos 2 α = (e 2iα + e −2iα + 2)/4 in (8.25). If we do the integral over α first, using the fact that the average of F vanishes, we get
By Lemma 8.6, and the choice of orientation of F , we have
Here we have used the fact that π 0 cos(2θ) cos(j 1,1 cos θ) dθ = πJ 0 (j 1,1 ) (this follows by taking real part in [AbrSte, formula 9.1.21], with n = 2, and the fact that J 2 (j 1,1 ) = −J 0 (j 1,1 ) [AbrSte, 9.1.27]) . Hence,
This proves (8.16) and therefore Theorem 2.7.
Non-convex domains: counterexamples
We start by proving Theorem 2.8.
First, we introduce some notation. For a domain Ω we put for all γ ≤ j 1,1 . Then we construct a domain Ω such that ζ = ζ Ω and Ω cos(γx e )dx is close to the left-hand side of (9.1) for all e, |e| = 1 and all γ ≤ j 1,1 . This Ω will be a required domain.
Let ζ 0 (r) = 1, 0 < r ≤ 1 0, r > 1 be the ζ-function for the ball of radius one.
Suppose that δ is fixed. Let δ be a small positive parameter, and put
otherwise.
Here, we choose a = a(δ) from the condition
which is equivalent to
Obviously, a → 0 as δ → 0. Note also that for small δ we have
Indeed, we obviously have
Similarly, using (9.3) we obtain
as δ → 0. Since j 1,1 is a local minimum of J 0 , we have b > J 0 (j 1,1 ) 2
. Now formulas (9.5) and (9.7) imply (9.4). We now fix a small δ < δ for which (9.4) holds and put ζ(r) = ζ 0 (r) + ξ δ (r). Then, since Now let us construct a sequence of domains Ω n which satisfy the following properties:
(i) the domain Ω n is invariant under the rotation on 2π n around the origin; (ii) in the sector − π n ≤ φ ≤ π n in polar coordinates (r, φ) the domain Ω n is given by {(r, φ), |φ| < π e ζ(r) n }. Thus, for large n the domain Ω n has many thin spikes, see Figure 4 for the picture of such a domain. It is obvious that these properties determine the domain Ω n uniquely and, moreover, that ζ Ωn = ζ for all n. Note also that for all positive γ ≤ j 1,1 and all unit vectors e we have as n → ∞ uniformly over γ and e. Therefore, (9.10) implies that for sufficiently large n Ωn cos(γx e ) dx > 0 (9.13) for all positive γ ≤ j 1,1 and all unit vectors e. Thus, for this domain Ω n we have κ(Ω n ) > j 1,1 , finishing the proof of Theorem 2.8. It remains to prove Theorem 2.9 and Corollary 2.10. Suppose that we have proved Theorem 2.9, and thus constructed a sequence I n of one-dimensional balanced domains for which κ(I n ) vol 1 (I n ) → ∞ as n → ∞. Consider A n := (I n ) 2 = {x = (x 1 , x 2 ) , x 1 , x 2 ∈ I n }.
(9.14)
Then vol 2 (A n ) = (vol 1 (I n )) 2 , and κ(A n ) = κ(I n ), and so κ(A n ) vol 2 (A n ) → ∞ as n → ∞. Now it remains to connect the disjoint rectangles in A n by narrow corridors to construct connected domains A n with κ( A n ) vol 2 ( A n ) → ∞ as n → ∞, proving Corollary 2.10. Let us prove Theorem 2.9. We formulate the following Lemma 9.1. For each positive C there exist a natural number n and real numbers w 1 , . . . , w n such that w 1 ≥ 1, w j+1 ≥ w j + 1, and the function f (ξ) := n j=1 cos(w j ξ) is positive for ξ ∈ [−C/n, C/n].
Proof. The proof is due to F. Nazarov [Naz] . Put, for real t, g(t) := (1 − |t|) 2 + . Then the Fourier transform g(s) of g is positive for real s. where a n k is a collection of independent random variables such that a n k = 1 with probability 1 − k n 2 ; otherwise a n k = 0. Then the standard probabilistic arguments based on the large deviation principle imply that for each fixed point x the probability of the event |F (x) − (G(x) − 1)/2| ≥ n 3/4 (9.18) is O(e −n 1/4 ). In particular, putting x = 0 in (9.18), we see that the number of coefficients a n k which are equal to one, is at least n/10 with probability 1 − O(n 3 e −n 1/4 ). Put x j := j n 3 , j = 0, . . . , n 3 . Then the probability of the event that for all j = 0, . . . , n 3 we have |F (x j ) − (G(x j ) − 1)/2| ≤ n 3/4 (9.19) is at least 1 − O(n 3 e −n 1/4 ) and thus is positive for sufficiently large n. Since the derivative of both F and G is O(n 2 ), this means that the probability that (9.18) is satisfied for all x ∈ [0, 1] is positive when n is large. Therefore, for each large n there is at least one F such that (9.18) is satisfied for all x ∈ [0, 1]. Thus chosen F satisfies F (x) ≥ cn/2 for |x| ≤ C/n .
To finish the proof of Theorem 2.9, we now take, for a given C > 0, the numbers n and w j , j = 1, . . . , n, from Lemma 9.1, and define I n := {x ∈ R, ||x| − w j | ≤ 1/2 for some j}. Then vol 1 (I n ) ≤ 2n, and χ In (ξ) = 4 sin(ξ/2) ξ n j=1 cos(w j ξ) .
Therefore by Lemma 9.1 for any constant C we have κ(I n ) ≥ C/n for sufficiently large n.
