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Abstract
Multivariate age-period-cohort models have recently been proposed for the analysis of heterogeneous
time trends. For a fully Bayesian analysis, Gaussian Markov random field (GMRF) priors are typically
used. However, standard GMRF priors do not account for a potential dependence between outcomes.
We present an extended approach based on correlated smoothing priors and corre-lated overdispersion
parameters. Algorithmic routines are based on either Markov chain Monte Carlo or integrated nested
Laplace approximations. Results are discussed for data on female mortality in Denmark and Norway
and compared by means of DIC, proper scoring rules and the marginal likelihood.
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Abstract: Multivariate age-period-cohort models have recently been proposed
for the analysis of heterogeneous time trends. For a fully Bayesian analysis, Gaus-
sian Markov random field (GMRF) priors are typically used. However, standard
GMRF priors do not account for a potential dependence between outcomes. We
present an extended approach based on correlated smoothing priors and corre-
lated overdispersion parameters. Algorithmic routines are based on either Markov
chain Monte Carlo or integrated nested Laplace approximations. Results are dis-
cussed for data on female mortality in Denmark and Norway and compared by
means of DIC, proper scoring rules and the marginal likelihood.
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1 Introduction
Age-period-cohort (APC) models are used to analyse mortality or disease
counts stratified by age and period. For the case in which rates are available
for multiple health outcomes multivariate APC models have been proposed,
see e. g. Jacobsen et al. (2004) or Riebler and Held (2010). A joint analysis
may borrow strength from a set of shared effects, for example, the age
effects while possibly identifying different period or cohort effects. Within a
Bayesian setting, typically, both overdispersion parameters and smoothing
priors on the time trends are assumed to be independent across outcomes.
Hence, a potential dependence between the outcomes is not captured.
We present an extended approach based on correlated overdispersion pa-
rameters and correlated smoothing priors. The latter involves a Kronecker
product structure composed of the inverse of a uniform correlation ma-
trix and the precision matrix of the univariate second-order random walk
(RW2). Fully Bayesian inference is conducted by either Markov chain Monte
Carlo (MCMC) or integrated nested Laplace approximations (INLA) (Rue
et al., 2009). The methodology will be applied to mortality rates among
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Danish and Norwegian women and models will be compared based on
proper scoring rules (Gneiting and Raftery, 2007), the well-known deviance
information criterion (DIC) and the marginal likelihood.
2 The correlated multivariate APC model
Let nijs denote the number of persons under risk in age group i (i =
1, . . . , I), period j (j = 1, . . . , J) and health outcome s (s = 1, . . . , S). We
assume that the number of disease cases or deaths yijs follows a Poisson
distribution with mean nijsλijs, where in the most general formulation
ηijs = log(λijs) = µs + θis + φjs + ψks. (1)
Here, µs is the outcome-specific intercept, and θis, φjs and ψks are outcome-
specific age, period and cohort effects, respectively. The cohort index k
depends on age index i and period index j and is defined as M × (I− i) + j
where M is the ratio of the widths of the age group and period intervals.
Simpler models can be obtained, for example by assuming shared period
effects. Then, the linear predictor is
ηijs = log(λijs) = µs + θis + φj + ψks. (2)
Since we are in a Bayesian context all parameters are treated as random
variables and prior distributions need to be assigned. We use a flat prior
for each µs and assume that second differences of shared time effects, here
the period effects, are independent Gaussian variables. For outcome-specific
time effects, here the age and cohort effects, we use a correlated GMRF
prior with precision matrix P = C−1 ⊗ R. Here, C−1 is the inverse of
the S × S uniform correlation matrix C = (1− ρ)I + ρJ, where ρ denotes
the correlation parameter, I the identity matrix and J is a matrix of ones,
and R is the precision matrix of the univariate RW2 (see Rue and Held,
2005, page 110). This formulation corresponds to a multivariate RW2 with
correlated increments. Note that we assign to each time-scale an individual
precision and in the case of outcome-specific effects an individual correla-
tion parameter. Sum-to-zero constraints are assumed for each parameter
vector, in (2) θs, φ and ψs with s = 1, . . . , S.
To adjust for unobserved heterogeneity we introduce further outcome-
specific variables zijs into the linear predictor (1). Typically, these overdis-
persion parameters are assumed to be independent Gaussian variables with
mean zero and unknown variance (Besag et al., 1995). We propose corre-
lated overdispersion parameters and set zij = (zij1, . . . , zijS)> ∼ N(0, τ−1z C)
for all i and j, where τz denotes the precision of the overdispersion.
All of the up to eight hyperparameters (four precisions and up to four corre-
lations) are treated as unknown. Suitable gamma-hyperpriors are assigned
to the precisions. To each correlation ρ we apply Fisher’s z-transformation
ρ˜ = log
(
1 + ρ
1− ρ
)
, −1 < ρ < 1,
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and assign a Gaussian prior with mean zero and variance 0.2−1 to ρ˜, cor-
responding to a U-shaped prior for correlation ρ. To ensure positive defi-
niteness of C the additional constraint ρ > −1/(S − 1) is required.
3 Implementation
Algorithmic routines based on MCMC were implemented in the low-level
programming language C using the GMRFLib library (Rue and Held, 2005).
Following Besag et al. (1995), we reparameterised the model from zijs to
ηijs to obtain multivariate normal full conditional distributions for the
intercepts and time effects. Block updating allows the proper incorpo-
ration of the sum-to-zero constraints for the time effects. For the preci-
sions also Gibbs sampling is used. The vector ηij = (ηij1, . . . , ηijS)> has
a non-standard distribution. It is updated using multivariate Metropolis-
Hastings steps with a GMRF proposal distribution based on a second-order
Taylor approximation of the log-likelihood. For the correlation parameters
Metropolis-Hastings updates based on a random walk proposal are used,
such that acceptance rates around 40% are achieved.
An attractive and fast alternative to MCMC in the class of latent Gaus-
sian random field models is INLA (Rue et al., 2009). This approach directly
computes very accurate approximations to the posterior marginal distribu-
tions, so that MCMC sampling becomes redundant. We included a new
option in the inla programme to correlate a wide range of latent GMRF
models based on a uniform correlation structure. The methodology can be
applied using the R-package INLA (see www.r-inla.org). Here, we use the
INLA package built on 09.04.2010.
4 Model choice
The DIC is frequently used for model comparison. It is the sum of the poste-
rior saturated deviance D¯, a measure for model fit, and the effective number
of parameters pD, a measure for model complexity. Within both MCMC
and INLA, estimates for DIC can be calculated. However, for hierarchical
models with many random effects, as in (1) with included overdispersion
parameters, the use of DIC has recently been criticised (Plummer, 2008).
An alternative are proper scoring rules, e.g. the mean Dawid-Sebastiani
score (Riebler and Held, 2010). To account for the correlation potentially
present in multiple outcomes and captured by using correlated GMRF
priors, this score needs to be adapted. We denote this generalised form
as multivariate mean David-Sebastiani score MDSS. Within MCMC we
used approximate leave-one-block-out cross-validation based on replicating
the vector ηij = (ηij1, . . . , ηijS)> and subsequently the observation vector
yij = (yij1, . . . , yijS)> (Marshall and Spiegelhalter, 2003). These replicated
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data points can now be used to calculate the MDSS as:
MDSS =
1
IJ
∑
i,j
[(
yij − yrepij
)>
{Σrepij }−1
(
yij − yrepij
)
+ log
∣∣Σrepij ∣∣
]
where yrepij = (y
rep
ij1 , . . . , y
rep
ijS)
> and yrepijs is the mean of the N replicated
observation samples yrepijs = (y
rep
ijs(1)
, . . . , yrepijs(N))
>. Analogously, Σrepij repre-
sents the empirical covariance matrix of (yrepij1 , . . . ,y
rep
ijS)
>.
Furthermore, INLA returns an estimate of the log marginal likelihood
log(p(y)). Usually the marginal likelihood is difficult to use for hierarchical
GMRF models in which the prior is improper (here because of the RW2).
However, for comparing models that only differ by the inclusion of correla-
tion but have the same underlying first-level structure, e.g. (2), log(p(y))
can be used for model choice.
5 Mortality of Danish and Norwegian women
We analyse data on overall mortality, aggregated to 5-year age group and
period intervals (i.e. M = 1), for all Danish and Norwegian women aged
0-84 years during the period 1960-1999 (Jacobsen et al., 2004). In an un-
correlated multivariate APC analysis Riebler and Held (2010) classified the
aPcz model with separate age and cohort effects but joint period effects as
best. Here, we compare the aPcz model with independent RW2 priors for
θs, φ and ψs, s = 1, 2, to three different correlated models. Either age
and cohort effects (a?Pc?z model), or the overdispersion parameters (aPcz?
model) are correlated. Both correlated time and overdispersion parameters
are specified in model a?Pc?z? . For all models MCMC and INLA produce
virtually identical results. The posterior correlation estimates of the a?Pc?z?
model clearly indicate the dependence present between the outcomes, com-
pare Figure 1. Table 1 shows the model choice criteria obtained by MCMC
and INLA for all models. The a?Pc?z? model is clearly preferred.
Figure 2 shows estimates of relative risks for the a?Pc?z? model together
with estimates of the uncorrelated aPcz model. The estimates of the cor-
related model are smoother and the credible regions are smaller. For some
interpretation of the relative risks see Riebler and Held (2010).
6 Conclusion
We proposed the use of correlated GMRF priors for multivariate age-
period-cohort models and implemented these models based on a uniform
correlation structure in MCMC and INLA. We illustrated the methodol-
ogy on female mortality in Norway and Denmark and received virtually
identical results with both approaches, MCMC and INLA. A correlated
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FIGURE 1. Posterior correlation estimates of the a?Pc?z? model. Approximated
posterior marginals of INLA and corresponding histograms based on 5000 MCMC
samples after 20 000 burn-in iterations and a thinning of 20 are shown.
TABLE 1. Model choice criteria obtained from MCMC and INLA. For both
approaches deviance summaries are given. In addition, the multivariate mean
Dawid-Sebastiani score MDSS and the log marginal likelihood are shown. (For
each measure the best value is indicated in bold.)
aPcz a?Pc?z aPcz? a
?Pc?z?
MCMC model choice
D 301.2 304.4 293.5 292.4
pD 201.1 194.4 183.6 176.4
DIC 502.2 498.8 477.1 468.8
MDSS 19.79 19.71 19.40 19.39
INLA model choice
D 301.6 304.6 293.6 292.5
pD 201.1 194.2 183.7 176.3
DIC 502.7 498.9 477.3 468.8
log(p(y)) -1799.6 -1765.6 -1776.3 −1741.1
model structure lead to more precise relative risk estimates and was clearly
preferred in this application.
However, benefits of correlated multivariate APC models might not only
be in terms of model choice criteria and the improved precision of relative
risk estimates. When projecting e.g. mortality rates of one health outcome
a correlated joint analysis with a set of comparable outcomes may borrow
strength from these and thus lead to more accurate projections.
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FIGURE 2. Average relative risk of death for Danish compared with Norwegian
women analysed by the aPcz and a
?Pc?z? model.
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