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INTRODUCTION 
Le but de ce travail est de dtmontrer comment la theorie des caracteres 
des groupes lineaires et unitaires sur un corps tini peut &tre developpee sim- 
plement et avec un parallelisme total entre les deux cas en utilisant la theo- 
rie de Deligne-Lusztig, et plus particulierement le foncteur de Lusztig. Une 
inspiration pour ce travail a et& la lecture de la premiere partie de [12] 
dont nous avons essaye de gentraliser et systematiser les resultats. 
Dans une premiere partie (sects. l-4) nous dtveloppons les proprietes 
du foncteur de Lusztig; nous exposons d’abord les rtsultats connus sur la 
“formule de Mackey”, et montrons en plus (theoreme 2.6) qu’elle a lieu si 
toutes les fonctions centrales sont uniformes (ce qui est le cas dans les 
groupes lineaires et unitaires). 
Aux sections 3 et 4 nous exposons une “formule du caractere” (proposi- 
tion 3.2) pour le foncteur Rz ainsi que ses consequences (Lusztig nous a 
signale que Deligne connaissait la formule 3.2 (non publie)). Certains des 
corollaires que nous donnons semblent nouveaux, en particulier l’etude des 
fonctions de Green a deux variables; ces rtsultats ont Cte annonds dans 
[lOI. 
La deuxieme partie (sects. 7712) contient deux resultats importants: aux 
sections 7 et 9 nous construisons (theoreme 9.5) une structure d’algebre de 
Hopf sur O,,ao R[G,] ou G, est pour tout n le groupe Gf,(F,) ou pour 
tout n le groupe UJ[Fy2). Cette algebre de Hopf est produit tensoriel de 
sous-algebres de Hopf isomorphes a l’algebre de Hopf des fonctions symt- 
triques, qui sont les sous-algebres engendrees par chaque representation 
cuspidale dans le cas des groupes lintaires, et par chaque representation 
d’un sous-ensemble des representations cuspidales dans le cas des groupes 
unitaires. 
Le cas de Cl,, est une nouvelle presentation d’une construction main- 
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tenant classique (cf. [ 19, 231). Le cas de U, est nouveau, l’ingredient 
essentiel Ctant le theoreme 2.6. 
Aux sections 11 et 12 nous donnons une autre decomposition de 
l’algebre en a 0 R[G,] @ @ en produit tensoriel de sous-algebres de Hopf a 
partir des “algebres de Hall” (thtoreme 12.3) (dans un travail recent de 
Springer et Zhelevinsky [21], la m&me construction est developpee pour 
les groupes lineaires). 
Enfin, dans une troisieme partie (sects. 13 et 14), nous montrons com- 
ment les resultats des sections 8-12 permettent de donner une procedure 
unitiee pour le calcul des caracteres de Gf, et U,,, et nous montrons que la 
conjecture d’Ennola (maintenant thtoreme de HottaPSpringer-Kawanaka) 
est tquivalente a une propritte des constantes de structure des algebres de 
Hall. 
NOTATIONS 
Dans la suite, nous noterons par des lettres grasses (G, L,...) des groupes 
algtbriques sur le corps IF, cloture algebrique du corps iF, a q elements. Si 
ces groupes sont dtfinis sur IF,,, nous noterons F I’endomorphisme de Fro- 
benius correspondant, et nous noterons par des lettres maigres (G, L,...) les 
groupes finis des points rationnels sur [F,, s’il n’y a pas d’ambiguite sur q. 
Si G est un groupe algtbrique defini sur IF,, et T un tore maximal ration- 
nel, on note W,(T) ou W(T) le groupe de Weyl du tore T, et W,(T) ou 
W(T) le groupe des points fixes sous F de W(T). Si s est un element semi- 
simple de G, on note Z”,(s) la composante neutre du centralisateur dans G 
de s, et Z”,(s) le groupe ZO,(s)“. Nous appellerons sous-groupes reguliers de 
G les sous-groupes de Levi rationnels de sous-groupes paraboliques de G, 
et nous appellerons sous-groupes reguliers de G les groupes de points 
rationnels sur [F, des sous-groupes rtguliers de G. Enfin, on notera 
sG = ( - 1 )‘, ou r est le [F,-rang de G. 
Si G est un groupe fini, on note 6 l’ensemble des caracteres irreductibles 
de G sur un corps algtbriquement clos de caracteristique 0, et R(G) le 
groupe de Grothendieck de G. 
Enlin, nous noterons G, (resp. G,) l’ensemble des elements unipotents 
(resp. unipotents rationnels) du groupe algtbrique G. 
1. RAPPELS SUR LES CORRESPONDANCES (CF. [2]); 
FONCTEUR DE LUSZTIG 
Dans ce paragraphe, nous rappelons dans le cadre des correspondances 
(notion que nous presentons sous une forme due a M. Broue) la definition 
du foncteur de Lusztig. 
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Soit k un corps de caractiristique 0, soient G et H deux groupes finis et 
soit A4 un k[G x @]-module, i.e., un module sur lequel G opere a gauche 
et H opere a droite (H” designe le groupe oppose a H). 
DEFINITION 1.1. On note R, le foncteur qui associe a tout k[ HI- 
module a gauche V le k[G]-module M OklH, V, l’action de G etant induite 
par l’action de G sur M. 
PROPOSITION 1.2. Pour tout g E G, on a 
Tr(g I R,&V))= IHI--’ 1 Tr(gh I M)Tr(h-’ I V). 
he tl 
Dbmonstration. Le corps k ttant de caracteristique 0, l’espace des coin- 
variants de H dans M Ok V est isomorphe a l’espace des invariants; done 
R,,,( I’) N (A4 Ok I’)“. Or l’element IHI ~’ xhtH h@ h-l est un projecteur 
sur le sous-module (M Ok V)” de A4 Ok V, d’oh le resultat. 1 
Rappelons encore les resultats suivants: 
PROPOSITION 1.3. Le foncteur adjoint de R, est R,. oti M* est le dual 
du module A4 (sur M*, le groupe G optire ci droite et le groupe H opPre d 
gauche). 
PROPOSITION 1.4. Soient G, H, K trois groupes finis et M (resp. N) un 
k[G x @]-module (resp. un k[H x F]-module) d@issant un foncteur de 
correspondance R, (resp. R, comme pr&ctdemment). Alors M OH N est un 
k[G x K?]-module, et on u 
R MQ,,N =RM’RN. 
EXEMPLES 
1.5. Induction. Si H est un sous-groupe de G et si M= k[G], oti G 
opere a gauche par translation, le foncteur R, est l’induction Indg. 
1.6. Induction ci la Harish-Chandra. Soit G un groupe rtductif defini 
sur IF,,. Soit P un sous-groupe parabolique rationnel de G et P = LU une 
decomposition de Levi rationnelle de P. Soit M= k[G/U]; c’est un G- 
module a gauche et un L-module a droite (car L normalise U). Le foncteur 
R, associe est note Rf et le foncteur adjoint *Rz. Le sous-groupe parabo- 
lique P ayant servi a la construction est omis des notations car nous 
verrons (proposition 2.2(a)) que Rf ne depend pas de P. 
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1.7. Foncteur de Lusztig. Soit G un groupe reductif detini sur lF,, soit P 
un sous-groupe parabolique de G et P = LU une decomposition de Levi de 
P. On suppose que L est rationnel (mais pas necessairement P). On pose 
Le groupe G x L” agit sur la variete Y,,, l’action de l’eltment (g, /) etant 
don&e par x -+ g x 1. Done, si on pose M = H,*( Y,, Q,), ce module est 
muni d’une action de G a gauche et de L a droite. On pose 
R” -R L.P- M et 
*p 
l..p = *RM. 
On omettra souvent l’indice P dans la notation, par abus d’ecriture qui 
sera justitie par le fait que dans beaucoup de cas (et conjecturalement dans 
tous), le foncteur ne depend pas du sous-groupe parabolique choisi pour la 
construction (cf. proposition 2.2, ci-dessous). 
Si le sous-groupe parabolique P est rationnel, H,*( Yu) vaut a,[G/ci] 
concentre en degrt 2 dim U. Le foncteur de Lusztig est done Cgal a celui de 
HarishhChandra dans ce cas. 
Le formalisme des correspondances donne immediatement les proposi- 
tions suivantes (cf. [16, 1.1 et remarque apres le lemme 31): 
PROPOSITION 1.8. Pour tout o,[L]-module E, on u 
Tr(g I ME))= ILI ’ 1 Tr((g, 1) IWY Y,,)) Tr(l-’ I 0 
/t L 
Ce resultat est immediat d’apres 1.2. 
PROPOSITION 1.9. Si Q c P sont deux sous-groupes paraholiques de G, et 
si M c L sont des sous-groupes de Levi rationnels de P et Q respectivement, 
on a 
Demonstration. En effet, d’apres la proposition 1.4, il sufftt de voir que 
H,*(Y,)-H,*(Y,,)OLHf(Y”,,,), 
ou U et V designent les radicaux unipotents de P et Q respectivement, ce 
qui, d’apres le theoreme de Kunneth (cf. [22, 5.91) decoule de l’isomor- 
phisme 
Y” XL Y”mL? Y” 
induit par l’application (x, I) + xl, d’ou le resultat. 1 
FONCTEURS DE LUSZTIG 221 
Rappelons que (cf. [5]) si T est un tore maxima1 de G et 0 un caractkre 
de T, le caractire de Deligne-Lusztig associt g (T, 0) est le caractkre virtue1 
RF(B) de G. Le sous-groupe de Bore1 contenant T utilisk dans la construc- 
tion est omis de la notation car le foncteur RF n’en dkpend pas (cf. 2.2(b)). 
On appelle fonctions uniformes sur G les fonctions centrales sur G qui 
sont combinaisons lintaires des caracteres de DeiigneeLusztig. On notera 
II,; l’espace des fonctions uniformes sur G. 
2. FORMULE DE MACKEY 
Nous appellerons “formule de Mackey” I’tnonc6 suivant (cf. [S, 21): 
Soient L (resp. M) un sous-groupe de Levi rationnel d’un sous-groupe 
parabolique P (resp. Q) de G, alors: 
06 la somme Porte sur un ensemble de reprksentants de 
oti .V( L, M) = {x E G 1 L n ‘M contient un tore maxima1 de G >. 
PROPOSITION 2.1. La ,formule de Mackey est vraie duns les cas suivants: 
(a) Si P et Q sont rationnels (cf: [15, 2.51). 
(b) Si L ou M est un tore muximal (cf: [6, 7.11). 
(c) Si L ou M sent quelconques, h condition que p et q soient assez 
grands (ce rhsultat, dbmontrh par Deligne, nous a Pti communiquP par 
Lusztig). 
(d) Si toutes les fonctions centrales sont uniformes (cf: 2.6 ci-dessous). 
Soit L un sous-groupe rigulier de G, supposons que la formule de 
Mackey est vraie avec P=Q=P,, avec P=Q=P, et avec P= P,, 
Q = Pz, oti P, et P, sont deux sous-groupes paraboliques admettant L 
comme sous-groupe de Levi. Alors on obtient facilement (cf. [15]): 
REP, = K.P2. En particulier d’aprh 2.1 on a: 
PROPOSITION 2.2. Le foncteur Rz,P est indkpendant de P dans les cas 
suivants: 
(a) Si P est rationnel. 
(b) Si L est un tore. 
222 DIGNE ET MICHEL 
(c) Si p et q sont assez grands. 
(d) Si tomes les fonctions centrales sont uniformes. 
On retrouve comme constquence immkdiate de la proposition 2.1 dans le 
cas oh L et M sont des tores la formule suivante (cf. [S, 6.81). 
PROPOSITION 2.3. Soient T et T’ deux tores maximaux et 0 (resp. 9’) un 
caractere de T (resp. T’), alors 
(R:(8), R$(O’)),= ITI-’ I{xEG 1 -‘T=T’ et V=P}l, 
On notera dans la suite (T) c G un ensemble de reprtsentants des classes 
de conjugaison sous G de tores maximaux rationnels. 
COROLLAIRE 2.4. L’ophateur pa defini par 
pc;= 1 IW(T)lP’ R$o*R; 
(T)cG 
est le projecteur orthogonal de l’espace des fonctions centrales sur G sur le 
sous-espace U, des fonctions untformes. 
Demonstration. L’optrateur pG est autoadjoint et son image est claire- 
ment incluse dans l’espace des fonctions uniformes. Done pc est nul sur Uh . 
I1 s&lit done de voir que pour tout tore T et tout caractkre 8 de T, on a 
pc2( RF(e)) = R$(fI). Comme pa(R$(e)) est uniforme, il s&lit de calculer 
(pJRF(0)), R$(@)), pour tout couple (T’, 0’). On obtient 
(pJRG,(e)), R”,(P)),= 1 IW(T”)IP’ (RG,.,*R$R:(@, RG,.(B’)) 
(T”)cG 
=,T-cG IW(T”)IP’(*RG,.,R~(t9), *R$R$.(e’)) 
Or, d’aprks 2.1 (b) on a 
I 
0 si T et T” ne sont pas conjuguks sous G, 
*R$. R”T = 1 yl si T = T”. 
W’E w(r) 
Done on obtient 
(pJRG,(e)), RG,.(@)) = ITI --I I{xEG I “T=T’ et “8= e’}l 
= <RG,(Q, RG,.(U >, 
d’aprks la proposition 2.3, d’oti le rtsultat. [ 
PROPOSITION 2.5. On ap,oRz=Rzap, et *REopc=pLO*R;. 
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Dhonstration. Le deuxieme resultat s’obtient Cvidemment a partir du 
premier par adjonction. Pour montrer le premier resultat nous devons 
prouver que 
Or le deuxieme membre vaut C,T’ L L 1 W,(T)1 ’ RTc> *R’;. (cf. 1.10). Pour 
calculer le premier membre, on peut appliquer (2.1(b)), et on obtient: 
C IWdT)l ‘RF c ad(x ‘)r *Rf; 
(T)cG Y t L \ .‘I (L. I)/ I 
= c ) W,(T)1 ’ 1 RVTL> *Rt;.. 
(T)cG li 
Dans la deuxieme somme ci-dessus, le tore -‘T parcourt les classes de conju- 
gaison de tores de L conjugues sous G a T, et on obtient I W,( T)l/l W,( T)I 
tores de chaque classe. Comme on fait la somme SW les classes de tores de 
G, on obtient done 
1 I W,( 7-11 ’ I W, (T)l/l W,(T)1 R7.c *R$., 
(T)cL 
d’ou le resultat. i 
Nous pouvons alors tnoncer le resultat suivant sur la formule de 
Mackey: 
TH~OR~ME 2.6. La projection sur l’espace des fonctions untformes de la 
formule de Markey est vraie, c’est-&dire que 
pour tous les sow-groupes rt4guliers L et A4 de G. 
DPmonstration. La proposition precedente montre qu’il suffit de verifier 
qu’il y a egalite si on applique les deux membres a un caractere de la forme 
R+(B). I1 faut done voir que 
(*RG,RzR$(tl), R$(O’))=c (ad(x-‘) R~M,yM*R~,r,,,,R$(0), RF(&)), 
ou T, T’, 0, et 0’ sont quelconques. Le premier membre vaut (RF(O), 
RG,.( 0’) ),. Le deuxieme membre se reecrit 
1 (*R;,\,RL,(B), *Rl~~;MR:~(“d’))L,,M. (*) 
1x1 107 I-lS 
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D’apres la formule de Mackey (2.1 (b)), on a 
oti y~(Ln ‘M)\.%,(‘T’, Ln ‘M)/‘T 
=ILn ‘MI-’ 1 Rf;,^ ‘“( Yl’). 
[,~‘hfl’\T’cL} 
De m&me: 
*RL .,\,RL,(B)=~ R;;:;,,:,.(=O) oti zc(Ln ‘M)\$(T, Ln ‘;M)/T 
=ILn’MI- c R;^ ‘“( =fl). 
jz;~ LI’Tc ‘M; 
Done l’expression (*) vaut 
c c c ILn ‘MI-’ 
rtL\.‘/‘(L.M)/M j.v~‘Ml”~cL) :ztLI-Tc’Mj 
x CR k;,‘“(-“‘fY), R~rn’M(z~))Ln\M 
= C ILn’MI ‘JTI ‘I(~EL~‘MI’~“~‘(T’,~‘)=(T,~)}I. 
Y. 1.: 
Posons y, = ty, on obtient 
c ITI ‘ILn’MIm’lj(y,,z)E’MxLI ““T’cL, 
‘it L .U(L.M)fM 
=Tc ‘M, = ‘.‘I’(,‘, &)=(I-, @}I. 
Posons n = z ‘y , X, et remarquons que IL n ‘MI = IL n “MI. Si nous 
montrons que l’application 
cp: (x,y,,z)+z -‘y,x=n~ {n 1 “(T’, O’)= (T, 0)) 
a des fibres de cardinal constant tgal a IL n “MI, l’expression a calculer 
vaudra ITI-’ l{n~G I “(T’, O’)=(T,8)}1, ce qui vaut (RF(O), R$(O’)),, 
d’oti le rtsultat. L’application cp est surjective car les elements n sont dans 
.!Y(L, M), et done peuvent s’ecrire z ~ Ix’-‘y , = z ‘y , x oti z E L et y, E ‘M, 
et on a bien .“T’ = ‘T c L n -‘M. D’autre part, l’egalite n = z ‘y, x deter- 
mine x qui est le representant de la double classe de n dans L \ Y( L, M)/M. 
Le cardinal de la fibre de n est done le nombre de (z’, y”) E L n ‘M tels que 
“T c ‘M, 1.; ‘T’ c L et z’ ’ ’ y, =z-. ‘y,. On obtient comme seule condition 
--I~ ’ = y, y; ’ E L n ‘M. Le couple (z’, y”) est done determine a L n ‘M 
pies, done la fibre de n a bien le cardinal annonce, d’ou le thtoreme. 1 
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3. FORMULE DU CARACT~RE POUR Rz ET 
FONCTIONS DE GREEN A DEUX VARIABLES 
Dans ce paragraphe, nous geniralisons au foncteur de Lusztig la formule 
du caractere pour le foncteur de DeligneeLusztig, et en tirons quelques 
consequences. 
DEFINITION 3.1. Soit P = LU une d&composition de L&vi 06 L est un 
sous-groupe de L&vi rationnel du sowgroupe paraholique (non nkcessaire- 
ment rationnel) P de G. On uppelle fonction de Green (gPnPralis&e) la 
fonction Qf: G, x L,, + a, difinie par: (u, v) -+ 1 LI ’ Tr((u, v) 1 H,?( Y,.)). 
De m&me que pour R,, G I’omission de P dans la notation est un abus 
(justifit dans la plupart des cas). 
PROPOSITION 3.2 (formule du caractere pour Rf et *Rf). Soit L un 
sowgroupe rkgulier de G et soit +b (resp. x) un carache de G (resp. L), 
alors on u 
6) (R’Lx)(g) = ILI mm1 IZO,(s)l mm1 CLhtGI ,tflL~ lZ&,(s)l Lt~L~.t),, 
@‘)(U. v ‘)h~(sv) si g = su est la dkomposition de Jordan de g E G. 
F’(t) hLbi) (*RZ$)(l)= lZ’i(t)l Iz”,(t)l ’ Cut+,,‘, Q&(u, vm~ ‘) Al/ si 
I= to est la d&composition de Jordan de 1 E L. 
DPmonstration. Nous utiliserons le lemme suivant: 
LEMME 3.3. Avec les notations de la proposition 3.1, on a 
Tr((g, 4 I H,*( YLi)) = Iz’i(t)l I-%(t)l ~’ ;,,,;=,, ,j Qz:::(h-'u, v) (*I 
= IZo,(s)l-’ c 
(htGlh ‘,=r-‘} 
I.G,(.~)l Q$!,b> “~1. (**I 
Dkmonstration. Les deux egalitts sont clairement tquivalentes. Demon- 
trons la premiere. D’apres les proprietes gentrales de la cohomologie 
I-adique, on a 
Tr((g, 4 I H,*( Y,)) = Tr((u, 01 I KY Yij,“)) 
Nous allons montrer que l’application 
(cf. [3, 3.21). 
q: {LEG 1 ‘t=s+) x {zEZ;(t) 12-l I;ZE”U} + Yg,” 
don&e par (h, Z) + hz est surjective. Tout d’abord cette application est 
bien dtfinie car, comme YCS,” -u {x~Glx -lFx~ W et sxt = x}, il est clair 
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que cp(h, z) E Y&“. D’autre part, si x E Y&‘) alors sxt = x, done sFxt = Fx = 
X(X ’ “x), d’ou s ‘xt = sxt(x I “x), ce qui s’ecrit (x- “;c) t = t(x “;C), i.e., 
.Y ’ ‘x E Z,( t ). Comme x ’ Fx est unipotent, on a m&me x ~ ’ ‘x E Zg( t). Par 
application du thtoreme de Lang dans Z”,(t), on peut ecrire: 
x -IF x=z ‘Fz, ou zeZg(t). Posons alors h=xz~‘; on a hEG, “t=s-’ et 
cp(h, z) =x, d’ou la surjectivite de cp. 
L’application q n’est pas injective, mais si cp(h, z) = cp(h’, z’), on a: 
h ‘h’=,-,-‘~-’ E Z”,(t), done cp induit un isomorphisme 
{heGI ht=.~ ‘} xz’,+,{z~Z;(t)Iz ‘Fz~FU}+ YE’) 
ce qui peut encore s’ecrire 
ou (u, v) E ZO,(s), x Z”,(t),, agit sur le morceau indexe par h par: z -+ ‘-‘UZU. 
On obtient done 
W(g, 4 I WV,,))= I.W)l ’ c 
(hEGIh~=J ‘) 
Tr(thm’U, 0) I WY,,g.,,,)) 
car chaque morceau de la variete Ye’) est isomorphe a Yun2C(11. D’od le 
lemme. 1 
Montrons alors la proposition 3.2; d’apres la proposition 1.2 on a 
Rx)(g) = ILI Pi c Tr(k, 4 I K+V,)) XV ‘) 
/EL 
et 
(*Rf$)(Ip’)= ICI -’ 1 Tr((g, 4 I fC(Y,)) 9(s). 
gtti 
Appliquant le lemme 3.3 dans les deux sommes, et tchangeant les somma- 
tions, on obtient 
d’apres (**) et 
(*%N-I)= ICI -I K”,(t)1 -’ IZ”,(t)l C 1 
L?sG UEzyl) 
Q$;(“‘u, u) $(htu) 
d’apres (*). 
FONCTEURSDE LUSZTIG 221 
On obtient le resultat en prenant hu comme variable dans la somme de la 
premiere formule et en prenant ‘-‘u comme variable dans la somme de la 
deuxieme formule. 1 
COROLLAIRE 3.4. Sous les hypothPses de la proposition 3.2, on a 
(m)(g) = IZo,(s)l -’ c 
[htGl.sthL} 
I-%(.~)/ ILI --’ @;j,(“X)(P). 
Dtmonstration. Dans le cas od s est dans le centre de G, le lemme 3.3(*) 
donne 
ILI -’ Tr(k, 4 IWY Y,)) 
! 
1’4 ’ c Q3” ‘u, u)= Q:(u, u) si s = t ’ 
= htG 
0 sinon, 
cette derniere egalite car Qz est la restriction d’une fonction centrale sur 
G x L. Done d’apres 1.8, 
En appliquant cette formule a R$),(hX)(g) dans le deuxieme membre de 
l’tnonce du corollaire, on obtient ken la formule du caractere 3.2(i). 1 
Nous donnons maintenant un enonce “de type de Curtis”: 
TH~OR~ME 3.5. Soit L un sous-groupe rPgulier de G, soit $ un caractPre 
de G, et soit I = su la d&composition de Jordan d’un Ument de L. Alors, 
Dans le cas ou L est un sous-groupe de Levi d’un sous-groupe parabolique 
rationnel, ce resultat a ete demontre par Curtis avec l’hypothese supple- 
mentaire Z,(I) c L (cf. [4, theoreme A]). Dans le cas ou L est quelconque, 
ce resultat a ttt demontre par Lusztig si Z,(s) c L (communication per- 
sonnelle de Lusztig a Fong et Srinivasan; cf. [ 121, 2 06 est trait6 le cas de 
Gl, ou U,). Voir aussi [S, sect. 3, lemme 33. 
Dkmonstration du thPorPme 3.5. I1 s&lit de remarquer que dans la for- 
mule du caractere (3.2) pour *Rz$, le deuxieme membre ne change pas si 
on remplace G par Z’&(s) et L par Z:(s). 1 
Notation 3.6. Dans la suite, si x est un PIPment d’un groupe.fini H, nous 
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noterons xt lu fonction qui vaut IZ,(x)J sur la classe de conjugaison de x et 
0 sur les autres elements de H. 
Avec cette notation, on a: 
C~ROLLAIRE 3.7. Soit x E G et soit L un sous-groupe rc?gdier de G con& 
nant Z”,(s), alors 
RZ;(7c:) = 7cf 
Demonstration. I1 suffit de voir que 
(R:(e), II/> = cc> $> pour tout $ E G. 
Or (rrf, II/) =$(x), et (Rz(rrf;), $) = (rci, *Rft,b). Et, d’apres le thtoreme 
3.5, ce dernier terme vaut Ii/(x), d’oh le resultat. 1 
Donnons une autre consequence de la proposition 3.2, 
PROPOSITION 3.8. Soit cp un caracthre de G dont la valeur en x E G ne 
depend que de la partie semi-simple de x, alors pour tout sous-groupe regulier 
L de G et tout caractere II de L (resp. $ de G), on a: 
(i) Rf(n.Resfcp)=(Rfx).cp 
(ii) (*Rft+b).Resfcp= *Rf($.cp) 
Demonstration. D’apres la proposition 3.2, on a 
Or h~(sv)=~(~v)=~(~), d’oti (i); (ii) s’en deduit immidiatement par 
adjonction. 1 
COROLLAIRE 3.9. Sous les memes hypotheses, on a *Rf cp = Resf cp 
Demonstration. I1 sufit de faire $ = 1 dans la proposition prectdente, et 
de remarquer que *RE( 1) = 1, ce qui est vrai car *Rz( 1) est le caractere du 
L-module Hf( Y,)” (cf. 1.8). Ce module est isomorphe a H,*( Y,/G) (cf. 
[22, 5.101). Or Y,/G est clairement isomorphe a F(U), done a m&me 
cohomologie, a un decalage pres, qu’un espace reduit a un point (cf. 
[22, 5.73). D’od le resultat. 1 
Dans [ 161, 12 la proposition suivante est implicite comme consequence 
de son corollaire 3.11 qui est cite, sans demonstration, comme dti B 
Deligne. 
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PROPOSITION 3.10. Pour tout caracthe cp de L, on a 
dim(Rfcp) =cGcL (G/LI,,, dim(q) 
Demonstration. On a cp(l)=(cp,n:-)=(cp,~,~:-)=(p,cp,n~)= 
(pLcp)( 1) car la fonction 7cf est uniforme (cf. [S, 7.51). De m&me 
(Rfcp)( 1) = (p,Rfcp)( 1). Done il faut dkmontrer que (p,;Rfcp)( 1) = 
&c&L IG/LI,, (pL(p)(l), et, commep,c~Rf=Rfop, (cf. 2.5), onest ramenk B 
dkmontrer que pour tout couple (T, 0) oti T est un tore de L on a 
(R:(RL,@)(l)=wL IWI,~(RL,W) 
ce qui est vrai d’aprks [S, 7.11 car 
(Rf(RL,B))(l)= (RFB)(I)=E~~E, IG/Tl,, et 
(W)(l) = &c&I IW’I,~. I 
COROLLAIRE 3.11. Pour tout carache cp de L (resp. $ de G) on a 
(i) (R~~).EG.StC.=Ind~(cp.&,St,) 
(ii) *Rz($.~~St~)=~~.St~.Resz$ 
oti on a note St, le caracthe de Steinberg du groupe H = G ou L. 
DPmonstration. D’aprh la proposition 3.10, pour tout cp E i on a 
(Rfcp, n:;) = EGEL IGILl,. (cp, xf) 
d’oti 
*Rfrcy = EGEL IGILl,, I+. 
Appliquons la formule du caractkre (3.2) i *Rzny, et calculons les deux 
membres au point 1; on obtient 
Q:(l, ~)=EG&L IGI4,,. (*) 
D’aprks (3.2), 3.1 l(ii) est kquivalent i: 
Pour tout $ E G et tout kkment semi-simple s E L, on a 
&+s, IZo,(s)l,’ I-%(s)1 $6~) Q~;~;U, 1) = E8t.s) IZ%)l, ‘b(s) 
car, si x = su est la d&composition de Jordan de x E H = G ou L, on a 
1 0 siu#l St,(x) = Wzy,:,(S) I-G(~)l, sinon. 
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L’CgalitC g dkmontrer dtcoule immtdiatement de (*) appliquk avec Z:(s) 
pour G et Z”,(s) pour L, d’oti (ii). Le (i) s’en dtduit par adjonction. 1 
DEFINITION 3.12. (i) Pour un groupe quelconque H, on dtfmit 
l’opkrateur t-y (oti z est dans le centre Z(H) de H) sur les fonctions centra- 
les sur H par 
f?(X)(X) = x(z-‘x). 
(ii) Soit s un tllment semi-simple de G. On dkfinit l’opkrateur d,” des 
fonctions centrales sur G dans les fonctions centrales sur Z”,(s) par 
(e%)(x) = 
i 
0 si x n’est pas unipotent 
x(sx) 
sinon, 
pour tout x E Z”,(s). 
(iii) On note xv la fonction caractkistique des tltments unipotents 
de G, et p: la projection orthogonale sur les fonctions centrales sur G 
nulles hors de G, dC?fmie par, p:(x) = x. x0. 
Avec ces notations on a: 
PROPOSITION 3.13. Soit L un sowgroupe rkgulier de G. On a 
(i) t;“o*Rf=*Ryot;G, 
(i’) Rfotf=tCoRf 
pour tout &!ment z de Z(G); 
(ii) pbo *Rf = *RG o L P”u, 
(ii’) RfopL,=p$o Rz, 
(iii) dfo *Rf = *R2~csl 0 ~ zo(s, dc 
pour tout &ment semi-simple s de L. 
Dkmonstration. (i’) (resp. (ii’)) se dtduit par adjonction de (i) (resp. 
(ii)) car I’adjoint de t: est tCI et p: est autoadjoint. 
D’aprks 3.2 on a 
(t;“o *R:)(cp)(su) = IZ”,(sz)l --I 1 
&sz) 
dz ~ ‘~0) QzoLcsz, (0, u-‘1 
” E .z$sz )
= (*R:ot,G)(cp)(s~), 
car 
Z:(s) = ZO,(sz) et Z:(s) = ZO,(sz) d’oti (i). 
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L’assertion (ii) est consequence de 3.8(ii) applique en prenant pour cp la 
fonction caracteristique des elements unipotents. 
Entin, en partant de la formule 
on obtient (iii) en utilisant successivement (ii), (i), et 3.8(ii). 1 
4. FONCTIONS DE GREEN A UNE VARIABLE 
Si T est un tore maximal rationnel de G, nous ecrirons Q”,(U) (ou meme 
Q7.(u) s’il n’y a pas d’ambiguite sur G) pour Q”,(u, 1 ), ce qui est la fonction 
de Green usuelle (cf. [ 5,4.1 I). 
On considerera parfois cette fonction comme definie sur tout G en l’eten- 
dant par 0 hors de G,. La proposition 3.2, dans le cas particulier ou L est 
un tore maximal, redonne la formule du caractere pour les foncteurs de 
DeligneeLusztig R”, et *RG, (cf. [S, 4.2; 22, p. 861) 
PROPOSITION 4.1 (formules d’orthogonalite des fonctions de Green). 
(i) Soient T et T’ deux tores maximaux rationnels de G, alors 
IGI ’ c Q”,(u) Q”,,(u) 
UEG, 
0 si T et T’ ne sont pas conjugues sous G 
= IT’ lWT)I 1 si T et T’ sont conjugues sous G. 
(ii) Soit u un element unipotent tel que la fonction caracteristique de la 
classe de conjugaison de u dans G soit uncforme, alors pour tout element 
unipotent u’ on a 
IZ,(u)l si u et u’ sont conjugues 
,T; (; I TI I WV ’ Q:(u) Q%u’, = dans G 
c 0 sinon. 
Demonstration. (i) est bien connu (cf. [22, 6.151); (ii) est consequence 
immediate du femme suivant. 
LEMME 4.2. Soit f une fonction untforme nulle en dehors des elements 
unipotents, alors 
f= C IWT)I-‘ITI(.f,QG,),Q% 
(7-ICC 
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Dkmonstration. En effet, si f est uniforme on a 
Or I’orbite de 0 sous W(T) est de cardinal 1 W(T)I/(RG,(B), RF(e)), done 
I’egalite ci-dessus se reecrit: 
f= c c IWVI ~~’ (A WQ)) G(Q). 
(T)czG 0.5 f
Comme ,f‘ est nulle en dehors des elements unipotents, on a 
(f, G(Q)) = (.f, Q”,>. 
Done, comme on a Cst f RF(H) = RG,(n:) = 1 TI Q”,, cette derniere tgalite 
d’apres la formule du caractere 3.2(i), on obtient 
PROPOSITION 4.3. Pour tout (u, u) E G, x L,, la ,fonction 
(u, 0) -+ Qf(u, v) - I-L ’ CT;, ITI I W,(T)1 ’ Q”,(u) Q+(O) 
rst dam u; 0 u,l. 
DPmonstration. Si f est une fonction sur G, x L,, on notera f(, v) la 
fonction sur G,: u + f( U, v) et f( U, ) la fonction sur L,: u --f f(u, u). Comme 
les restrictions aux elements unipotents des caracteres de Deligne-Lusztig 
sont les fonctions de Green a une variable, il sufftt de demontrer que pour 
tout (u, u) E G, x L,, et pour tout tore maximal rationnel T de G (resp. de 
L), on a 
<f(, u)> Q(;,> =O (rev. (.f(~ L Q$>, = 0) 
oti f est la fonction de l’tnonce. En appliquant 4.1(i) il s&fit de dtmontrer 
les egalites 
<Q:(> 01, QcT)c;= 14 -’ 1 I WcdUI I W,,(T’)I ’ Q”,dw, 
I(i-) CLIT’;; T) 
et 
(Q’L‘(w 1, Q’;.>, = IL1 ’ Q”,(u). 
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En appliquant la proposition 3.2(ii) (resp. 3.2(i)) les membres de gauche 
des deux Cgalitts valent respectivement IL1 ~ ’ (*RfRG,)( 1 )(o) et 
IL1 ’ RfRL,( 1 )(u). Cette derniere expression est clairement egale a 
IL\ -’ Q”,(U). On dtmontre que l’autre expression a la valeur annoncee en 
utilisant la formule de Mackey (2.1 (b)). 1 
COROLLAIRE 4.4. Si l’une des,fonctions zz ou of- est un~forme, alors 
Q’;‘(u, u) = IL1 ’ i; L I Z-1 I W,(T)1 ’ Q”,(u) Q”,(U). 
Demonstration. Sous les hypotheses du corollaire, la fonction de la pro- 
position 4.3 a un produit scalaire nul avec rcf@rrk, or pour toute fonction 
centralefsur GxLona: (f,rrF@~b)~;~~=f(~,u). 1 
5. PARAM~TRAGE DES SOUS-GROUPES RBGULIERS 
PROPOSITION 5.1. Soit T, un tore maximal rationnel fix& de G. Les clas- 
ses de conjugaison sous G de sous-groupes reguliers rationnels de G sont en 
kjection avec les classes de F-conjugaison sous W(T,) de classes a droite 
W,z, ozi WI c W(T,) est un sous-groupe parabolique et ou ZE W(T,) vertfie 
‘FWl = WI (cette condition ne depend pas des representants choisis). 
Demonstration. Soit L un sous-groupe regulier rationnel et T un tore 
maximal rationnel de L. Alors il existe XE G tel que ‘T,, = T. Soient 
L, = ‘-IL, WI = W,,,(T,) et z=x -“XE N(T,) (car T est rationnel). On 
associe WI z = x ~ ’ W,(T) ‘;x a la classe de L. Nous allons montrer que la 
classe de F-conjugaison de W,z est indtpendante des choix faits. 
(a) Independance par rapport a x: si y est un autre element qui con- 
jugue T, en T, alors y~x&‘(T~), et le changement de x en y revient a 
F-conjuguer WI z. 
(b) Independance par rapport a T: si T’ est un autre tore maximal 
rationnel de L, alors T et T’ sont conjugues par un element 1 EL, et 
I IFl~ N,(T) car T et T’ sont rationnels. Changer T en T’ revient a rem- 
placer W,z par (Ix))’ W,(T’) “(lx), ce qui est tgal a: xP’W,(T) lPIFIFx, 
done a x ’ W,(T) Fx = WI z. 
(c) Indtpendance par rapport au choix de L dans sa classe de conju- 
gaison: soit L’ = .“L avec y E G, alors, en prenant le tore T’ = -“T pour faire 
la construction, on obtient 
XC’Y ’ W,.(T’) “y Fx = x -‘W,(T)y-‘FyFx=x-‘W,(T) Fx, 
car y = ‘-y. 
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Nous allons delinir une application en sens inverse, en associant a W,z 
une classe de sous-groupes reguliers. Utilisons le theoreme de Lang pour 
ecrire z = x - “x: le tore T = -‘-IT, est un tore rationnel. Soit L le sous- 
groupe regulier de G contenant T et tel que W,(T)= xm’W,. Alors L est 
rationnel si et seulement si “(W,(T)) = W,(T), c’est-a-dire ZFW, = W,. 
C’est, comme precedemment, independant du choix de x et du choix de 
W, z dans sa classe de F-conjugaison. Pour voir que c’est indtpendant du 
choix de z dans sa classe a droite, remarquons que si z’ = w,z avec 
w, E W,, comme L, est stable par zF, on peut Ccrire w, = i-l”1 avec 1~ L,, 
done z’ = w , z = (xl) ’ ‘(xl) et le changement de z en z’ revient a changer T 
et W,*(T) en T’ et W,(T’) oti T’ = “T. D’oti le resultat. 1 
DEFINITION 5.2. Si L est un sous-groupe regulier de G correspondant a 
W,z comme ci-dessus, on dit que W,z est le type de L par rapport a T,. 
Remarque 5.3. En particulier, les classes de tores maximaux rationnels 
sont parametrtes par les classes de F-conjugaison d’elements de W(T,). 
Remarque 5.4. Si T, est un autre tore maximal rationnel, et si w est le 
type de T, par rapport a T,, on a T, =.‘TO ou xpIFx=w, et on peut iden- 
tifier W(T,) a W(T,) en utilisant la conjugaison par x. Par cette identifka- 
tion, un sous-groupe regulier de type W, z (classe dans W(T,)) par rapport 
a T, est de type W, zw par rapport a TO (l’action de F sur W(T,) s’identitie 
a l’action de wF sur W(T,)). 
Remarque 5.5. Si L est de type W,z par rapport a T,, alors W, s’iden- 
titie au groupe de Weyl dans L dun tore de L de type z par rapport a T,, 
l’action de F sur ce groupe de Weyl s’identitiant a l’action de zF sur W,. 
6. GROUPE DUAL; SERIES &(G,s) 
Dans ce paragraphe, nous rappelons la definition et quelques proprittes 
du dual d’un groupe rtductif, ainsi que la classification de Lusztig en series 
&(G, s) des caracteres de G. Si T est un tore maximal rationnel de G, il 
existe un unique couple, a isomorphisme rationnel pres, T* c G* tel que 
X(T) ‘v Y(T*), cet isomorphisme envoyant les racines simples sur les cora- 
tines simples et cornmutant a l’action de F. Par cette construction on 
obtient une bijection entre les types de sous-groupes rtguliers de G et de 
G*. Si L c G a meme type par rapport a T que L’ par rapport a T*, on dit 
que L correspond a L’, et on a L’ N L* (cf. [ 17, 7.31). En particulier la 
definition de G* ne depend pas, a isomorphisme p&s, du tore choisi. Pour 
ces proprittes, ainsi que les suivantes, voir [S, sect.51. 
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Une fois choisi un isomorphisme i: F x ‘v (Q/Z),,,, on a une bijection 
canonique de F sur T* qui est donnee par les suites exactes: 
1 + X(T) 3 X(T) -+ f+ 1, 
1 4 Y(T*)a Y(T*) L T* + 1, 
ou a est donne par 6 + NT.C~y~I,T*Cr ,(S(i- ‘((q”- 1))‘))) si T est deploye 
sur F,,. I1 y a done bijection entre lei classes de conjugaison sous G de cou- 
ples (T, 0), oh t) E f et les classes de conjugaison sous G* de couples (T, S) 
oli SE T*. 
DEFINITION 6.1. Si s est un element semi-simple de G*, et si T est un 
tore de G correspondant a un tore T* contenant S, nous ecrirons RF(s) 
pour RF(B), si la classe du couple (T*, S) correspond a la classe du couple 
(T, Q) comme ci-dessus. 
Remarque 6.2. (i) Une base orthogonale de l’espace des fonctions uni- 
formes est done constituee par les RF(s), ou s parcourt les classes de conju- 
gaison d’eltments semi-simples de G*, et ou pour s fix& T* parcourt les 
classes de tores maximaux rationnels de Z,,(s). 
(ii) Avec les notations de 6.1, la proposition 2.3 se reicrit 
I 
0 si (T*, s) et (T’*, s’) ne sont pas 
(RF(s), R$(s’)), = conjugues dans G* 
I W,,,.(,,(T*)I sinon. 
DEFINITION 6.3. Etant donnee une classe de conjugaison d’elements 
semi-simples de G*, on note b( G, S) (ou s est un representant de la 
classe) l’ensemble des composantes irreductibles des elements de 
{RF(s) I (T)c GJ. 
Par definition les caracteres unipotents sont les elements de b(G, 1). 
THI?OR~ME 6.4 (Lusztig [ 17, 7.61). 0 n a C?=LIb(G,s), otisparcourt un 
ensemble de reprksentants des classes de conjugaison d’klkments semi-simples 
de G*. 
TH~OR~ME 6.5 (Lusztig [ 18, 4.231). Supposons fe centre de G connexe, 
afors il existe une bijection cp: &(Z,,(s)*, 1) + &(G, s) telle que, si on 
prolonge cp par IinParitk on ait 
cp( RF”“‘*( 1 )) = RF.(s), 
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si T’ est un tore de G de mCme type que T* dans G*. (Notons que si le 
centre de G est connexe, le groupe Z,,(s) est connexe.) 
II y a deux cas particuliers ou la bijection cp est facile a construire: 
PROPOSITION 6.6 (cf. [ 17, demonstration de 7.91). Soit L’ un sous- 
groupe rkgulier de G*, soient L un sous-groupe rkgulier de G correspondant 
ci L’, et s un &ment semi-simple de G* tels que Z,,(s) c L’; alors EKES Rf 
est une hijection de &(L, s) sur &(G, s). 
PROPOSITION 6.7 (cf. [S, 5.11 I). Si s E ZG*, il existe un unique carache 
IinPaire s^ de G tel que pour tout tore rationnel maximal T, le couple 
(T, Res$s^) corresponde ci (T*, s). De plus le caractke s^ oPrifie s^(tu) = i(t), si 
tu est la d&composition de Jordan d’un Plkment quelconque de G. 
COROLLAIRE 6.8. Si SEZG*, on a une bijection a( G, 1) + G”(G, s) 
don&e par cp + cp ’ s^. En effet, on a RF( 1). s^ = RG,( Res$?) pour tout tore T, 
puisque .f ne dipend que de la partie semi-simple (cf: 3.8). 
Remarque 6.9. Les caracteres lineaires de la proposition 6.7 sont tous 
les caracteres lineaires de G qui ne dependent que de la partie semisimple, 
i.e., qui se factorisent par la p’-partie de l’abtlianise de G. L’abelianise de G 
n’a pas de p-elements sauf dans les cas ou G a une composante de type 
A,(F,), A,(ff,), B,(F,), ‘A,(F,), ou G,(F,) (cf. [20]). Dans les groupes des 
types ci-dessus, le p-sous-groupe de Sylow de l’abelianise de G est d’ordre p, 
sauf dans le cas de *A,(F,) ou le 2Sylow de I’abelianise est isomorphe a 
Z/22 x Z/22 (cf. [7, II, sects. 4 et 51). 
7. PARAM~TRAGE DES CLASSES DE 
CONJUGAISON DE G= Gl,, OU u,, 
Dans la suite, nous supposerons G = Gl,(F), muni d’une structure 
rationnelle sur F, telle que l’on ait: 
(Gl) G(IF,) = Gl,(F,) ou (u) G(F,) = u,(Fc,>). 
On pose E = 1 dans le cas (Gl) et E = - 1 dans le cas ( U). Nous ecrirons G, 
pour G quand nous voudrons preciser la valeur de n. Dans toute la suite, 
nous parviendrons a traiter simultantment le cas des groupes lintaires et 
unitaires. 
On note pL, le groupe des racines ((Eq)” - 1 )-iemes de l’unitt (dans (F x ) et 
on note fin le groupe des caracteres de pn a valeur dans (Q/Z),,. Nous 
fixons des plongements (Q/Z),. + @ x (resp. (Q/Z),. + 0; ), ce qui permet 
d’identifier 8, aux caracteres de P,~ a valeurs dans @ x (resp. dans 0; ). 
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Pour tout couple (n, m), oti n / m, on consider-e l’application d’inclusion 
4l.m: Pn -+ p, et l’application N&,,: fi,, -+ fi, transposee de la “norme” 
-+ p,, detinie par: N,,(x) = A?(“~)~ 
;lptp&,) 1’ 
“i((“y)“~ I), et on disigne par g,, 
ensemble des orbites de l’elevation a la puissance Eq dans la 
limite inductive h ~1, (resp. &r @,,), detinie a l’aide des applications i,, m 
(resp. N&,). On notera 3 et 8 au lieu de SrIy et 8,:, s’il n’y a pas d’amdi- 
giiite sur Eq. 
Remarque 7.1. Par l’isomorphisme evident: lim p,, E IF x, et si on asso- - 
tie a tout polynome l’ensemble de ses racines, l’ensemble sq est l’image de 
l’ensemble des polynomes irreductibles de Fy[ r] et l’ensemble 3 y des 
polynomes q-reciproques irreductibles (c’est-a-dire des polynomes .f reci- 
proques a un constante pres du polynome dont les coefficients sont les 
puissances q-iemes des coefficients de ,L et qui ne sont pas produit de deux 
tels polynomes). 
On appelle degrt d’un element de 5 (resp. $), et on note deg f (resp. 
deg f ), le cardinal de l’orbite correspondante dans l& ,uL, (resp. l&r fi,,). On 
voit aussitot que deg f (resp. degf) est le plus petit n tel que tout element 
de l’orbite correspondante provienne de p, (resp. fi,,). Dans l’identification 
de la remarque 7.1, le degre correspond done au degre usuel des polyno- 
mes. 
Remarque 7.2. Si on lixe un isomorphisme i: [F x ‘v (Q/Z),. (cf. sect. 6) 
on en deduit une bijection pL, + c, qui associe a XE~~ le caractere: 
y -+ ((eq)” - 1) i(x) i(y) (a valeurs dans (Q/Z),,). Cette bijection etant com- 
patible avec l’ilevation a la puissance Eq et avec le passage a la limite 
inductive, on en dtduit une bijection i*: 5 + 8 qui conserve le degre. 
PROPOSITION 7.3. Les classes de conjugaison d’t!kments semi-simples de 
G,, sont paramt!trPes par les applications cp: 5 + N telles que: 
C,.,df)degf=n. 
DPmonstration. En effet la classe d’un element semi-simple est determi- 
nee par son polynome caracteristique. On associe la fonction q a l’tlement 
semi-simple dont le polynbme caracteristique est nrea f vp(f). 1 
Notation 7.4. Dans la suite si G est un groupe unitaire ou lineaire, 
nous noterons Tz le tore de G constitut des matrices diagonaies. Le type 
de ce tore est caracterise par le fait que F n’agit pas sur W(T,G). Si G est la 
restriction des scalaires de F,,d a F, d’un groupe lintaire ou unitaire, on 
appelle tore diagonal de G le tore qui est la restriction des scalaires du tore 
diagonal. Tout produit G de groupes lintaires muni dune structure ration- 
nelle arbitraire sur IF, est isomorphe a un produit de restrictions des scalai- 
res de groupes lineaires ou unitaires; on appelle tore diagonal de G le 
produit des tores diagonaux correspondants, qu’on notera toujours T,G. 
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Dam la suite, quand il n’y a pas d’ambiguitt, nous appellerons type dun 
sous-groupe regulier son type par rapport au tore diagonal. Si T est un tore 
de type w E W(T,G,) N 6,, et si la classe de conjugaison de w correspond a 
la partition v de n, alors (T, F) 1: (T,G, wF) N n,,,,, (T,, F,) oh (T,, F,,,) 
est la descente des scalaires de Fym a [F, de G,. On a T,,, N pm, ce dernier 
isomorphisme Ctant delini a l’eltvation a la puissance &q pres. 
PR~P~STION 7.5. Soit s un kkment semi-simple de G dont la classe est 
paramktrke par la fonction cp. Alors Z,(s) est un sous-groupe rkgulier de G, 
paramPtrP par rapport d T,G par n/e a GzAz oli z est le type de T?(I) par 
rapport li T,G. Ce type est le produit des permutations circulaires des deg f 
blocs de longueur q( f ). On a 
Z,(s) = n Gl$#) et Z,(S)~= n G.(f,(Fy~eg/) 
fEiv .feZ 
oti G,( [F,,I) = Gl,,( Fp) dans le cas (Cl) ou dans le cas (U) si d est pair, et 
G,,( Fyd) = U,( ~F,u) dans le cas (U) avec d impair. 
Dt!monstration. Cette proposition results de la thtorie des diviseurs tle- 
mentaires (cf., par exemple, [ 1, E, IV]), ainsi que la proposition suivante: 
PROPOSITION 7.6. Les classes d’Pl&ments unipotents de G, sont paramk- 
tries par les partitions de n. 
La classe de conjugaison dun Clement dont la decomposition de Jordan 
est x = su Ctant parametree par la classe de s et la classe de u dans Z,(s), 
on en dtduit: 
PROPOSITION 7.7. Les classes de conjugaison des PlPments de G, sont 
paramPtrkes par les fonctions cp: 3 + ‘P t&s que Cft a Idf )I degf = n, oi 
nous avons note ‘$3 l’ensemble de to&es les partitions. 
Si cp est un telle fonction, on Ccrira rco pour 7~9 oti x est un Clement de la 
classe correspondant a cp. 
Nous ecrirons v + n pour “v est une partition de n,” et: 
(i) si v + n, on notera d. v I-- dn la partition dont les parties sont 
tgales a d fois celles de v. 
(ii) si p + m et v F-n, on notera p u v F-n + m la partition dont les 
parties sont les parties de p et celles de v. 
Nous noterons f ’ la fonction de 5 dans ‘$3 qui envoie f E ij sur v E Fp et 
les autres elements de 5 sur la partition vide. 
Enfin, si cp et II/ sont deux fonctions de 5 dans ‘$3 nous noterons cp$ la 
fonction f+cp(f)uIl/(f). 
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Parametrons maintenant les classes de conjugaison sous G de couples 
(T, 0) form& d’un tore maximal rationnel T et d’un caractere de T. D’apres 
la sect. 6, ces classes sont en bijection avec les classes de conjugaison sous 
G* de couples (T*, s). Commencons par parametrer de tels couples. 
Notons d’abord que pour G = GI,,, on a G* 2: G. En parametrant la 
classe d’un couple (T, s) par la classe de s dans G suivant la proposition 
7.5, et par le type de T dans Z,(s), on obtient: 
PROPOSITION 7.8. Les classes de couples (T, s) sous G sont param&r&es 
par Ies fonctions $1 5 + 5J.I telles que: C, E 3 ) II/( f )I deg f = n. Le type de T 
(par rapport ci T,G) est la classe de conjugaison de W(Tf) correspondant ri la 
partition U,.,% deg J’. $(,f). 
Dhmonstration. Soit cp: 8 + IV la fonction parametrant la classe de .r 
comme dans la proposition 7.5. Le type de T dans Z,(s) est un classe de 
F-conjugaison de W(Tp(“), qui, vu l’action de F par permutation circu- 
laire sur les blocs de Z,(s), correspond a une classe de conjugaison de 
W(Tp’“‘)‘; N n,-, 3 6,, , ). Le couple (T, s) est done parametre par une 
fonction rl/ comme dans l’tnonce avec I$( ,f )I = cp( f ). fi 
Si (T, s) H (T, 0) est parametre par $: 8 + ‘$3, nous parametrerons (T, e) 
par $oi*-’ (i*: g--+ 8 Ctant 1 a ejection de la remarque 7.2, construite a b” 
partir du m&me isomorphisme i: IF x --f (Q/Z),, que celui de la section 6). 
PROPOSITION 7.9. Soit (T, 8) un couple paramktr6 par la ,fonction 
cp: 8 + ‘p, soit v t n difinissant le type de T, et soit T = n,,,, ,, T, la 
dkomposition de T correspondante (cf: 7.4). Alors v = lJi,a degf. cp( p) et 
deg f. cp( ,T) est I’ensemhle des m E v tels que I’orbite sous I’PIPvation ci la 
puissance Eq de la restriction de 8 2 T,,, ait pour image p dans 3. 
DPmonstration. D’apres la construction de la section 6, on voit que 
T* = FI,,,.,~ TE. I1 suftit done de verifier la proposition dans le cas ou T est 
l’un des T,. Dans ce cas on veritie que la bijection: fi, = F.H T* = p, de la 
section 6 est identique a la bijection fi,,, t) p, de la remarque 7.2. 1 
I1 resulte de la proposition ci-dessus que le paramttrage des couples 
(T, 8) est canonique, i.e., ne depend pas de l’isomorphisme i choisi a la sec- 
tion 6. 
COROLLAIRE 7.10 (de la proposition 7.8). Toutes les fonctions centrules 
sur G sont uniformes. 
Dkmonstration. En effet, en comparant les propositions 7.7 et 7.8 on 
voit que l’espace des fonctions uniformes est de m&me dimension que celui 
de toutes les fonctions centrales. 1 
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Remarque 7.11. Si le couple (T, 0) est paramttre par la fonction cp, on 
a: (R’;‘(R, RG,(d)), = FI,, 3 cq( /) ou, pour A+ n, on a note Cj, le cardinal 
du centralisateur dans 6,, de la classe de conjugaison paramttrte par 1. 
8. ALG~BRE RG 
Dans la suite, nous designerons par RG la somme directe 0 n S0 R(G,) 
ou R(G,,) est le groupe de Grothendieck du groupe G,,. Nous placerons 
dans un des cas suivants: 
(GI) G,, = GI,,( F,,) pour tout n, 
(U) G,, = U,,( IF,>) pour tout n 
(on pose G,= (1 i). 
Dans les paragraphes suivants, nous detinissons une loi d’algebre sur 
RG, puis montrons, en construisant une isomttrie de RG sur l’algebre 
de Hopf “classique” R,,% qu’on obtient ainsi une algebre de Hopf auto- 
adjointe. 
Remarquons que, pour toute partition A = {l,, lz,..., I,} telle que 1J.1 = n, 
on peut plonger le produit G,, x C,, x ... x G,, dans G,, comme le sous- 
groupe des matrices diagonales par- blocs de tailles I,, I,,..., I,; c’est un 
sous-groupe regulier de G,,. 
DI~FINITION 8.1. Un appelle sous-groupe diagonal de G, un sous- 
groupe de matrices diagonales par blocs. 
PROPOSITION 8.2. Un sous-groupe diagonal est, en tant que sous-groupe 
rkgulier, de type W, oti W est un sous-groupe de 6,, de la forme 
6,, x 6,2 x . . . x 6,, avec I, + I, + . + I, = n, plongk de fagon hvidente. 
Dhmonstration. Le tore diagonal d’un sous-groupe diagonal L est 
le tore diagonal de G,,. Dow l’element -? de la proposition 5.1 vaut 1 et 
l’assertion sur W= W,(Tp) est alors Claire. 1 
On dtfinit le produit dans RG par l’application: R(Gh)@ R(G,) + 
R(G,, + li) dttinie par le foncteur de Lusztig R$‘,k,k, ou G, x Ck est consider+ 
comme un sous-groupe diagonal de G,, +k. Cette application est bien 
dtfinie d’apres 7.10 et 2.2(d). 
PROPOSITION 8.3. Le produit defini ci-dessus fait de RG une algtihre 
grad&e associative et commutative. 
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DPmonstration. Soit G, x G, x G, un sous-groupe diagonal de Gh + k + ,. 
L’associativite du produit rtsulte clairement de: 
R;; 1: :I,, 0 ,~,,~Gi, =Rcl‘h+Lt’ cl* x 61. xG, IIT* x61. xCl,’ 
tgalite qui rtsulte de la proposition 1.9 (transitivite du foncteur de Lusztig). 
La commutativite resulte du d) de la proposition 2.2 car les sous-groupes 
diagonaux G, x Gk et G, x G, de G,,,, sont conjugues sous G,,.,. 1 
Notations 8.4. (i) Soit (p,,),,, N X une suite d’indetermintes. On pose 
R, = Q[p, ,..., p,, ,... ] et on gradue l’algebre R, en posant deg p,, = n. 
(ii) Soit {p,,~In~kA~,f’Ef$} un ensemble d’indetermintes. On pose 
R Q,, =Qc(P,J~L,.N~l? 
et 
et on gradue ces algebres par: deg p,” = n deg f: 
(iii) Pour A= {I, ,..., lr} E $J3 et pour f~ 8, on pose pi. = n;=, p,,, et 
p,, = n;=, p,c, et, entin, si cp est une fonction 5 + y, on note 
P, = n, E ;c P/““‘. 
TH~ORI~ME 8.5. L’application i: RG@ Q + R,,%, difinie par i(Rp(6)) = 
p,+,, oti cp paramhtre la classe du couple (T, 0) est un isomorphisme d’algPhres 
graduPes. 
DPmonstration. L’application i est clairement un isomorphisme de 
Q-espaces vectoriels graduts car en chaque degre elle envoie une base sur 
une base. Montrons que i est compatible avec le produit. On a, par transiti- 
vite du foncteur de Lusztig: 
R$“,,(R;(fI,) x R;(6),)) = RF+“(O), 
ou, si (pi (i = 1, 2) parametre la classe de (T, 9,) la classe de conjugaison de 
(T, d) est parametree par la fonction cp, cpZ. D’oti le rtsultat car, par defini- 
tion, on a ~~~~~~ = p’p,‘p2. I 
L’algebre RG est naturellement munie d’un produit scalaire tel que RG 
soit une somme directe orthogonale des sous-modules R(G,). 
DEFINITION 8.6. Dans la suite, nous munirons R,,$ du produit scalaire 
obtenu par transport de structure au moyen de l’isomorphisme i. 
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9. STRUCTURE D'ALG~BRE DE H~PF SUR RG 
Rappel 9.1 (cf. [23]). R, est muni du coproduit m*: R, + R, @ R, 
delini par m*(p,) = 1 @p,, +p,@ 1 (i.e., pn est un element primitif), et par 
le fait que m* est un homomorphisme d’algebres (axiome de Hopf). 
A De meme R,,, est muni d’un coproduit defini de facon analogue (tel que 
p,,< soit un element primitif). On en dtduit aussitot une structure d’algebre 
de Hopf sur R,,% de facon que R,.$ soit isomorphe comme algebre de 
Hwf g @,,a R,,,. 
Rappelons les principales proprittes de ces algebres; pour A+ n, notons 
n, E R(6,) la fonction rr? oti x est un element de la classe parametree 
par 1”. 
PROPOSITION 9.2 (cf. [23]). (i) Les elements pm sont les seuls elements 
primitifs homogenes de R,,%. 
(ii) L’algehre de Hopf R, est isomorphe a l’algebre RG @ Q, oti l’on 
designe par R6 la somme On>,, R(6,) munie du produit dejmi par 
Ind~?;$i et du coproduit defini par Resz:+xhGk. Cet isomorphisme envoie pi. 
sur 7cj.. 
L’isomorphisme de (ii) n’est pas canonique: il y a deux choix possibles 
(l’un se dtduit de l’autre par composition avec l’automorphisme de R6 
obtenu par tensorisation des elements de R(6,) par le caractere signature). 
Nous supposerons un tel choix fait. L’algebre R, est alors munie par trans- 
port de structure a partir de R6 0 Q d’un produit scalaire qui en fait une 
algebre de Hopf autoadjointe (m et m* sont adjoints l’un de l’autre). 
Nous noterons (A} l’tlement de R, qui correspond par cet isomor- 
phisme au caractere irreductible de G,l, parametrt par la partition A. 
L’ensemble { {A} 1 A E v} est done une base orthonormte de R,. 
Remarquons que pour f E 5 tixe, l’application j/ dtfinie par pi, -+ pp est 
un isomorphisme d’algebres de Hopf: R, N R,,, les degres etant multiplies 
par le degre def: 
PROPOSITION 9.3. L’isomorphisme js est une isometric, l’algtbre R, etant 
munie du produit scalaire de$ni ci-dessus et l’algebre R,,.r de la restriction du 
produit scalaire defini sur R,,%. 
Demonstration. En effet, d’apres 7.11 et 8.6, on a (pr;, pf;.) = Cj,, qui est 
bien tgal d (pA,pi) d’apres 9.2(ii). 1 
. . 
En partrcuher, R,.,r et R,,S sont des algebres de Hopf autoadjointes. 
Nous noterons R,,, (resp. R,,,) l’algebre Z[j,({A}) I AE’~] (resp. 
Z[j,((A)) 1 AE‘@,~E’$]). On a Cvidemment R,,fOQ=R,,r et 
R,.R 0 Q = 4a.s. On deduit alors immediatement de 9.2 et 9.3: 
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COROLLAIRE 9.4. (i) L’algehre R,>% est une sous-algthre de Hopf de 
RQiv 
(ii) L’algebre R,,g admet pour base orthonormee [‘ensemble 
L’algebre RG est naturellement munie d’une structure de cogebre, le 
coproduit m* ttant defini comme l’adjoint de m, c’est-i-dire: 
m*: R(G,,) -+ 0 WC,) 0 WC,) 
h + k = n 
est delini composante par composante comme etant l’adjoint * Rgix ok du 
foncteur de Lusztig. 
L’isomorphisme i: RG @I Q + R,,% du theoreme 8.5 Ctant une isometric, 
est done un isomorphisme de cogebres, et RG @ Q est une algebre de Hopf 
autoadjointe. Le thtoreme suivant montre que RG est deja une algebre de 
Hopf autoadjointe. 
TH~OR~IE 9.5. L’image de RG par l’isomorphisme i est R,,%. 
LEMME 9.6. La restriction de i induit un isomorphisme du sous-module de 
R(G,) engendre par les caracteres unipotents (c’est-a-dire &(G,, I )) sur la 
composante de degre n de R,,i ou 1 est [‘image du caractere trivial de u, 
duns $. 
Demonstration. En effet, posons: 
x’. = i '(,ji({l.}))= c (""" "') R?(l)> 
I‘+,, (PlC, P,O 
oti T, est un tore de type p de G,. 
Alors, (d’apres, par exemple, [9] ou [ 121) x1 est un caractere 
irreductible si G, = Cl, et un caractere irrtductible au signe pres si G, = U, 
(ce signe est celui de (A}(w,) si ce nombre est non nul, et vaut en general 
(- l)(y) PXS(?) si 1= {I, ,..., I,}). Comme tous les caracteres de G, sont 
uniformes, on obtient le resultat. 1 
LEMME 9.7. La restriction de i induit un isomorphisme du sow-module de 
RG engendre par b(G,, s), oti s a pour polynome caracthristique f “ldeg /, sur 
le sowmodule des elements de degre n de R,, I, ou f = i*( f ) (cf: 7.2). 
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Dkmonstration. La proposition 6.6 donne un isomorphisme du sous- 
module de RG engendre par b(G,,, s) sur le sous-module de R(Z,Js)) 
engendre par &T(Z&s), s). Celui-ci est isomorphe, d’apres 6.8 au sous- 
module de R(Z,“(s)) engendre par les caracteres unipotents. Comme 
Z,,,(s)( Fy ) 2: G,,.,,,,T( lFqdcei), on peut appliquer le lemme 9.6 en remplacant 
5, par [Fykei: l’isomorphisme i correspondant envoie le sous-module de 
R(Z,,,(s)) engendre par les caracteres unipotents sur la composante de 
degre n/deg j‘ de R, i, qui est a son tour isomorphe de facon evidente 
(homothetie des degres) a la composante de degre n de R,,!. On vtrifie 
facilement, d’apres le parametrage des couples (T, 0) (donne avant la 
proposition 7.9) et la definition de i, que le compose des isomorphismes 
ci-dessus est bien i. 1 
Une consequence du lemme 9.7 est que l’image de R,,% par i ’ est 
incluse dans RG. De plus, i ’ ’ etant une isometric, et R,,% ayant une base 
formie d’elements de norme 1, on voit que i ‘(R,,%) a une base formee de 
caracteres irreductibles. Comme i ’ (R,,~)O&P=i~‘(R,,:,)=RGOQ, on 
en deduit le thtoreme 9.5. 1 
C~ROLLAIRE 9.8. RG est une algPhre de HoRf autoadjointe. 
COROLLAIRE 9.9. Les caracthres irrPductihles de G,, sont index&s pur les 
,fonctions cp: 8 -+ ‘Q telles que x,E;c Iq(,f )I deg.f =n. 
Si cp est une fonction veriliant la condition ci-dessus, on notera x”’ 
l’tlement de RG donnt par i ‘(n,.,j,({q(f)})) qui est un caractere 
irreductible (au signe pres dans U,,). 
Dans la suite, nous identifierons R,,;f, et RG, et nous ecrirons p,,, pour 
RF(N), si la classe du couple (T, 0) est parametree par cp. En particulier, 
Rz.1 designera l’ensemble des caracteres unipotents; nous ecrirons par 
exemple pi, pour R$,( 1). 
10. RAPPELS SUR L'AL&BRE R6 (CF. [23]) 
DEFINITION 10.1. Si A est une algebre de Hopf autoadjointe, et si x E A, 
on note x* l’adjoint de l’operateur de multiplication par x, c’est-a-dire 
(x*(r), z> = (I’, xz> pour tout y E A et tout 2 E A. 
DEFINITION 10.2. Soient A et p E ‘JJ: 
(i) On note {A\p} l’eltment {p}* ({I.}) de R6. 
(ii) Si le diagramme de Young de p est inclus dans celui de i, on 
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note 3,\~ la partie du plan qui est la diffkrence ensembliste du diagramme 
de i et de celui de p. 
PROPOSITION 10.3. (i ) Si le diagramme de p n ‘est pus inclus dans celui 
de I, on a {A\p} =O. 
(ii) Si i., p (resp. i’, p’) sont des partitions telles que le diagramme de 
p (resp. p’) ,soit inclus dans celui de A (resp. n’), alors on a {A\p} = (%‘\p’} 
si et seulement si Itnsemhle des composantes connexcs de i’\p’ coincide Li 
translations prPs avec I’ensemhle des composantes conne.ues de A \ p. 
DEFINITION 10.4. On dit qu’un sous-ensemble du plan est un dia- 
gramme gauche s’il est de la forme E,\p. 
Si r] est un diagramme gauche &gal ri A\p, cela a un sens, d’aprks 10.3, 
d’kcrire 1~) pour jj.\,p). 
On pose 1~1 = 12 - 1~1 = surface (nombre de cases) de ‘1. 
DEFINITION 10.5. On dit qu’un diagramme gauche est un crochet gau- 
che s’il est formi: d’un ensemble de cases C, ,..., t’,, telles que C, + , soit imm& 
diatement adjacente $ C, le long de l’axe vertical ou de l’axe horizontal, 
c’est-d-dire que v est un “escalier”: 
On appelle hauteur d’un crochet gauche r], notke h(q) la diffbrence des 
ordonntes de c, et de c,,. 
On appelle crochet un diagramme ordinaire qui est un crochet gauche. 
TH~OR~ME 10.6 (Murnaghan-Nakayama). Si ‘1 est un diagramme gau- 
che, on a 
(iaLP?J={j)+““” 
si q n ‘est pas un crochet guuche tel que 1~) = n, 
sinon. 
Indication de dkmonstrution. On dtmontre d’abord le theorime si q est 
un diagramme ordinaire, puis on utilise le fait que (~1 = {v’} +C J,u} oti 
q’ est un crochet de m&me hauteur que q et od la somme comprend des 
diagrammes ordinaires p qui ne sont pas des crochets. 1 
Remarque 10.7. Le thiorkme de Murnaghan-Nakayama est habituelle- 
ment prtsenti: sous la forme suivante: 
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Soient /1 et v = {n, ,..., n,} des elements de ‘& posons v’ = {n2 ,..., n,}, 
alors: 
ou la somme Porte sur les partitions p telles que A\,u soit un crochet 
gauche q de surface n,. On en deduit, d’apres le thtoreme 10.6, 
ce qui est une formule de recurrence pour calculer ({A}, p,). 
TH~OR~ME 10.8 (cf. [ 11, p. 312; 121, 2.31). Soient r] un diagramme gau- 
che et t E N. Alors, il existe un diagramme gauche qr et un signe .zf,, tels que 
pour toute partition p, on ait 
Signalons que le diagramme v], a autant de r-crochets que le diagramme 
gauche q a de (rt + i)-crochets, pour iE [0, t[. 
11. ALG~BRES DE HALL 
Pour le debut de ce paragraphe, nous revenons A la situation ou G est 
un groupe algebrique reductif connexe quelconque. Dans ce paragraphe, 
nous introduisons le “sous-module de Hall” de R(G) qui, dans le cas oh G 
est egal a GI, ou U, est la composante de degre n d’une sous-algebre de 
Hopf. Nous reprenons les notations de 3.12. 
LEMME 11.1. On a x~=D,(IGI;’ reg,), oti D,:R(G)+R(G) dksigne 
I’optrateur de dualitk de Curtis (cJ [3, 8]), et oli reg, est le caracttre de la 
reprt%entation rPgulit?re de G. 
DPmonstration. Pour toute fonction centrale f3 ne dtpendant que de la 
partie semi-simple, on a, comme consequence immediate de 3.8 et 3.9, 
D,(x. 0) = Do(x). 0 pour tout y. E R(G). 
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En particulier, DG( 1 xU) = DG( 1). xv. Comme D,( 1) est le caractere de 
Steinberg St,, qui est nul en dehors des elements semi-simples, on obtient 
DG(xo)=StG.xu= IGIp’ w,, 
d’ou le resultat, car D, est une involution. 1 
Ce lemme redonne le resultat bien connu: xl, E R(G) @ Q, ce qui justifie 
la definition suivante: 
DEFINITION 11.2. On appelle sous-module de Hall note X le sous 
Z-module pJ R( G)) de R(G) @ Q. 
PROPOSITION 11.3. L’image dam .% de tous les caracteres uniformes est 
la mime que celle des caracteres unipotents uniformes. 
Demonstration. C’est une consequence immediate de la formule du 
caractere 3.1 qui implique que, si u est un element unipotent, on a 
RF(Q)(u) = R”,( 1 )(u). 1 
PROPOSITION 11.4. La restriction de po au sous-module engendre par Ies 
caracteres unipotents uniformes est injective. 
Demonstration. Cet tnonce est equivalent a l’independance lineaire des 
fonctions de Green, qui est une consequence immediate du lemme 4.2. 1 
Notons encore le resultat suivant: 
PROPOSITION 11.5. Soit u un element unipotent tel que la fonction TC, soit 
uniforme. Alors IT, E R(G), en particulier, 7c, E 2. 
Demonstration. Comme les fonctions de Green prennent des valeurs 
entieres (cf. [S, 3.3]), on voit, d’apres le lemme 4.2, que la fonction 7c, est 
combination lineaire a coeffkients rationnels des fonctions de Green, qui 
sont elles-memes dans Z’, done dans R(G) @ Q (cf. 11.1). D’autre part, 
pour tout element x E G, on a 71, E R(G) @ t ou t est l’anneau des entiers 
algtbriques. Done rr,,~ R(G) et IT,, =po(~~,) E 2”. 1 
Revenons maintenant au cas de G = G, comme dans les sections 8 et 9. 
Alors la proposition 11.3 dit que R,,$ et R,,i ont m&me image dans X, 
done la restriction i, de po a R,,i est surjective, et la proposition 11.4 dit 
que i, est injective, done i, est un isomorphisme: R,,i N YE’. 
PROPOSITION 11.6. Le module 2 est une sous-algehre de Hopf de 
RG 0 Q, et la projection p,,: RG + 3 est un morphisme dhlgebres de Hopf: 
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DPmonstration. I1 suffit de voir que si L est un sous-groupe regulier 
diagonal de G, on a 
ce qui est une consequence immediate de la proposition 3.8 et de son 
corollaire 3.9 (cf. demonstration de 11.1). fi 
COROLLAIRE 11.7. L ‘application i,.: R,,i + 3y‘ est un isomorphisme 
dhlgt%res de Hopf: 
L’algebre ,Y? peut etre munie de deux produits scalaires tels qu’elle soit 
une algebre de Hopf autoadjointe: 
(a) En tant que sous-algebre de R,.$, elle est munie du produit 
scalaire restriction du produit scalaire sur R,,%. Nous noterons ( , ),, ce 
produit scalaire. 
(b) Par l’isomorphisme ic,, elle est munie du transporte du produit 
scalaire sur Rz.1. Nous noterons ( , ) ce produit scalaire qui differe du 
precedent. 
L’algebre .X @ Q a une base formee des elements rr,,, ou u parcourt un 
ensemble de representants des classes d’tltments unipotents de G, et une 
autre base formee des fonctions de Green iJpi,), qu’on notera QF, (cf. 
sect. 4) ou p,,. On a 
<QF,, QF,)=Cj d’apres 7.11, 
tQ$,, QF,)y=c;. I7’j.l ’ d’apres la proposition 4.1. 
Enlin, l’algebre X a une base formee des i&“). 
12. AL&BRES G$ 
Dans ce paragraphe, nous donnons une deuxieme decomposition en 
produit tensoriel d’algebres de Hopf de RG 0 @. 
Dans la suite, nous ecrirons zL, pour rr( Tm 1 ,‘, et de meme nous Ccrirons 1’ 
pour xi”. 
DEFINITION 12.1. Soit f~ 5, on note 31; le sous-espace vectoriel de 
RG@@ ayant pour base (TC,,,),,~~~. 
On a, en particulier, I&, = 8 0 C. 
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PROPOSITION 12.2. L’espace q est une sowalgehre de Hopf de RG @ C 
et la projection orthogonale: RG @ C + ;ri; est un morphisme dhlgebres. 
Demonstration. On pro&de comme pour la proposition 11.6: si on note 
x, la fonction caracteristique des classes ( f’ “),, t %I, la projection orthogonale 
de I’tnonce est donnee par x + x. x,, et on applique la proposition 3.8 et 
son corollaire 3.9. 1 
De meme que T?, l’algebre -q est munie d’un produit scalaire comme 
sous-algebre de RG @ Cc qui en fait une algebre de Hopf autoadjointe. Nous 
noterons ( , ), ce produit scalaire. 
TH~OR~ME 12.3. Le produit tensoriel des projections orthogonales est un 
isomorphisme d’algebres de Hoplfl RG @ @ 2 @t t E 2;. 
Demonstration. Cela resulte clairement du lemme suivant: 
LEMME 12.4. Si cp et tj sont deux fonctions: 3 + $3 aJ>ant des supports 
disjoints, alors z,xti = z(,,$. 
Demonstration. En effet, si cp et II/ ont des supports disjoints, et si 
C,t3 ld.f)l des(f)=n, et CtE3 I+(f)1 deg(f)=n,, il existe un sous- 
groupe diagonal L de G,, + ,,? isomorphe a G,, x G,,z tel que le centralisa- 
teur de la classe parametree par cpll/ soit inclus dans L. Le lemme est alors 
une consequence de 3.7. 1 
Dans le theoreme qui suit, nous allons comparer des algebres Y$ corres- 
pondant a des groupes sur des corps de base differents. Pour cela, nous 
preciserons les notations en notant X, et q’,, respectivement les algebres 
,T et <q construites a partir de @,ra0 R(G,( lF,)). Rappelons que si G,( F,) 
est un groupe unitaire mais que si d est pair, alors G,,(Fyd) est un groupe 
lineaire. 
THF:ORF:ME 12.5. Soit fE& et posons d= deg( f ). L’application 
.q,<, + .yt”,d qui envoie 71, > E ~q,, sur x, E Xqd est un isomorphisme dhlgebres de 
Hopf’ et une isomttrie pour les produits scalaires ( , )y sur X,,, et ( , )qd 
sur .%I Y( . 
Demonstration. L’application considtrte est clairement un isomor- 
phisme d’espaces vectoriels et envoie la composante de degre n de zL, sur 
la composante de degre n/d de zqd. Soit x = su la decomposition de Jordan 
d’un element de G, de classe parametree par f (oh I VI = n/d, et posons 
Lnld = Z,“(s). On sait que Lnld(Fy) et Gnld(Fyd) sont isomorphes (cf. 7.5). 
LEMME 12.6. L’application RF;,,0 12,” envoie rc, E $$ sur xcf, E &&. 
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DPmonstration. En effet on a t.““(n,,) = ITCH et, d’apres 3.7, on a 
R;;;,(n?“) = TC~. 1 
Pour demontrer le theoreme, il reste a prouver que l’application 
JQ 0 C -+ T$;., dont les composantes homogenes valent R:I,~ 0 tp est une 
isometric et un isomorphisme d’algebres et de cogebres. 
C’est clairement une isometric car 
(7~ ~,.)~d= IZLn,,(u)l 
et -G,,(x) = Z,,&). 
C’est un morphisme d’algebres: Soient h et k multiples de d tels que 
h + k = n, et soit s (resp. s,, s2) un element de la classe de conjugaison de 
Li, (rev. Lidr Lkid) paramttrte par ,f nirl (resp. fhld, f k’d). I1 faut voir que: 
RF;,,<) t,F- R;;;, [,+,, = R;; x Gk 0 ((R$ tfih’d)@ (R&o t?)). 
Or, d’apres 3.13, on a 
Comme tt;h,d 0 tz#” est clairement tgal a t,FdX ““:: il reste a voir que: 
ce qui resulte de la transitivite du foncteur de Lusztig (proposition 1.9). 
L’application considtrte Ctant une isometric et un morphisme d’algebres est 
aussi un morphisme de cogtbres, d’ou le thtoreme 12.5. 
13. CALCUL DES CARACTeRES 
Le but de ce paragraphe est de montrer comment on calcule la valeur 
d’un caractere irrtductible quelconque de G, sur une classe de conjugaison 
arbitraire en supposant connues les valeurs des fonctions de Green. Avec 
les notations des paragraphes precedents, cela signifie calculer (xv, rrIL) a 
l’aide des valeurs de (Q”,, 7~“)~. 
Premihe &ape. On se ram&e au cas oh * = g’. 
Supposons que $ est de la forme g’$’ ou II/’ ne fait pas intervenir g. Alors 
on a (x”,7rti)= (m*(x”), 7cgV@7rti~). On sait calculer m*(XIP) car, si 
qzf';l...fp, alors m*(f’) = ni m*(xf’) et m*(f) est connu dans l’algb 
h-2 RZ,f en utilisant l’isomorphisme de cette algebre avec RG. Par recur- 
rence sur le nombre de polynbmes intervenant dans $, on est done ramene 
a calculer ( xe, 7cRV ). 
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Deuxieme Ptape. On se ramene au cas ou cp = f I’. 
Supposons que cp =,fp((p’ ou cp’ ne fait pas intervenir jI Alors: 
(I”, 7~~~) = (x”@x@, m*(n,,)). Par le theoreme 12.5, le calcul de m*(x,>) 
dans Xg se ramene au calcul de m*(n,) dans Yi”,d ou d est le degre de g. On 
peut alors calculer m*(x,,) en fonction des valeurs de (QT,, rr,,),d (voir 
demonstration de la proposition 14.3). On est done ramene, par recurrence 
sur le nombre de f~ 3 intervenant dans cp, a calculer (xf”, rrKV). 
Troisieme Ptape. On se ramene au cas ou g = T- 1 
Soit s E G, un representant de la classe de G,, parametree par gl”‘. Soit d 
le degre de g et posons L,,,,= Z,Js) (on a Lnld= G,,J IF,,)). Notons N, 
l’application ~,cyj <I + $,:, provenant des applications evidentes find + $,:, 
pour tout n. 
TH~OR~ME 13.1. On a 
oti on note f(g"" deg' ) la valeur du caraclere de @, deg( , , correspondant a f 
en l’element P” deg f de pLd = Z(L,,,d), oti f ’ est un element arbitraire de $,cy,d 
tel que NJ f ‘) =,k ozi t = d. deg(,f ‘)/deg( f ), et oli xr”’ est defini par linea- 
rile, le signe E:, et le diagramme gauche p, elan1 comme dans Ie theoverne 
10.8. 
Demonstration. On a 
(x”‘, Q)~,= (x”‘, (R;I,~+” )(n,.)>,n= (*R?d(~fp), +‘b ))L,,,. n’ ., I’ 
Pour calculer *R~;,(x”‘), nous allons utiliser le lemme suivant: 
LEMME 13.2. Soit h un element de gCcy,d. Alors 
oti t = d. deg(h)/deg(N,(h)). 
Demonstration. L’element ph; est le caractere de Deligne-Lusztig corres- 
pondant a un couple (T, 0) parametre par h” dans L,,,. Done R&(ph;) est 
le caractere de DeligneeLusztig de G, correspondant au meme couple. I1 
faut done voir comment ce couple est paramttre dans G,. Posons 1% = {n!}; 
d’apres 7.9, on a 
T- fl k.deg(h).n, 
252 DIGNE ET MICHEL 
et 
06 cpie bd.deg(,l,.,,, a pour image h dans gcE,,)d= h fidn. Done dans G, le 
couple (T, 0) est parametre par N,(h) associe a la partition 
(d. deg(h) . n,/deg(N,(h))) = t. A, d’oh le resultat. 1 
On a done 
Or 
(*R:;,(x’“)t PW>L,.<,= (~‘~5 R$(Pw))G~ 
0 sif#N,(h) 
= (xSP, P,l ‘)G, i sinon. 
la premiere egalite d’apres 9.3, la deuxieme d’apres 10.8. Done 
<*R:;,x”‘, PI,‘> = 
sif#N,(h) 
sinon. 
*R;;,,(x”‘) = E;Jf ““. 
On est done ramene a calculer EL{ xf “, t,: “(rc;.)) L,d qui a bien la valeur 
annoncee dans le theoreme 13.1 d’apres le lemme suivant: 
LEMME 13.3. Soit s E Z(G,) et soit (T, 0) un couple paramktr6 par ,f p. 
Afors on a ty:,(R”,“(O))=f(s “ldegf) R?(8), oti, par abus de notation, 
.fb “ldeg I) dksigne la valeur du caracthe de pdegC f , correspondant ci f en 
I’PIPment s”/deg f’ de p, N Z(G,). 
Dkmonstration. D’apres la formule du caractere 3.2, on a tp,( RF(H)) = 
e(s) RG,“(O) et, par definition du parametrage (cf. 7.9) on a 0(s) = 
f(s nldeg f ). 1 
Quatriime &tape. Calcul de (x”‘, n,). 
On Ccrit xfc = Cj, c; ’ (x ‘, p 
Or dapres 32 on a (p- ‘rc > . {‘=<b- 
) p “it on est ramene a calculer ( pf ,. 7~“). 
3 . 9 f’? 1’ rdeg(/)i’ nu )Y. 
Remarque. On a (pdeg( f jI, n,.), = (pi, Fhd,g( f ,(n,.)jy oli Fh, est 
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l’endomorphisme de I? N RG detini par iU(x”) + s>,iJ$+). Done le calcul 
ci-dessus peut s’exprimer par 
(XfM? n, > = (w5g,, ,(Gx’% n,.>, 
ou F/z: est l’adjoint de Fh,. 
14. COMPARAISON DE Cl,, ET U,, 
Nous avons vu au paragraphe precedent que les valeurs des caracteres de 
G,, sont connues si I’on connait les produits scalaires (Q,,, rc,,), dans 
l’algebre de Hall. 
Ces produits scalaires sont des polynomes en q connus dans le cas Gf, 
(cf., par exemple, [19, III, 71). Posons done (QF!, 7~:“)~= Q;.,,,(q), oti 
Qi .,,, E O[ T] et oti 1” et v sont des partitions de n. Alors on a: 
TH~ORSME 14.1 (Conjecture d’Ennola, demontree par Hotta, Springer, 
et Kawanaka, cf. [13], [14]). 
<Q$, TX; >y = ( - 1)” QiJ -4). 
On dit que les fonctions de Green de U,, s’obtiennent a partir de celles de 
Cl,, en “changeant q en -q”. 
Nous allons donner une interpretation de ce theoreme dans le cadre des 
algebres de Hall. 
Notons iU,c;,, (resp. i,,,n) l’isomorphisme i, de 11.7 pour distinguer les 
cas Cl,, et U,. 
PROPOSITION 14.2. Soient x et y deux eVPments de R,,i. Alors 
(i,,(x), iL,( y)), est une fraction rationnelle en q et 
(iLJ.dx), iu,dv)>, = (- 1)” P(-qh 
oti P est la fraction rationnelle dt$nie par 
P(q) = (iv,&), iU.G&))y. 
Dkmonstration. I1 suftit de verifier la proposition dans le cas oti x = pii 
et y =pt,,. Dans ce cas, on a iu(x) = QT, et i”(y) = Q,. D’apres la proposi- 
tion 4.1(i), on a 
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Or, si A=(/ , ,..., I,), le cardinal de Tj. vaut JJr= 1 (q/’ - 1) (resp. 
n:=, (ql’ + 1)) dans le cas Cl, (resp. dans le cas U,). D’ou le resultat. 1 
Remarque 14.3. Comme 1 T,I . 1 TpI = 1 Tj,,I, on en deduit que l’applica- 
tion x + (iJx), iJx)),/(x, x) est un homomorphisme d’algebres 
Rz.7 + Q. 
PROPOSITION 14.3. Soient A une partition de n et p une partition de m, le 
thkort?me 14.1 est equivalent ci: 
(*) Le produit scalaire (x~x,Um, z?+~)~ s’obtient en changeant q en 
-q dans le produit scalaire analogue pour Cl,. 
Dkmonstration. Posons rc, =Cj.+,, c,,QT,. On a alors 
Cu.>.= (QT;,, nr,>q (PI~YPI~)~’ 
et 
Done, d’apres 14.2 le thtoreme 14.1 implique (*). 
Reciproquement, supposant (*) vraie, nous allons calculer ( QT,, TC,,)~ 
par recurrence sur n. On a: 
oti la premiere tgalite exprime le fait que i,(xtnl) est la restriction aux clas- 
ses unipotentes du caractere identitt, et la deuxieme Cgalite s’obtient en 
appliquant i, A l’expression du caractere x cni dans la base pi;. (qui provient 
de l’expression analogue dans R6). On dtduit de la deuxieme egalite, en 
faisant le produit scalaire avec TT,, l’tgalite: 
1 =I (QT,, n,>,l(~l> PA>. (1) 
On peut calculer ( Q Ti, rr, ), par recurrence comme suit: 
(i) Si A# {n>, on a II = 1, u 2, oti 1, et AZ sont non vides, et, comme 
p,;.=p,*~p~~~, on a done (QT,, TC,)~= (Q,,@Q,,, m*(n,)),. Cette der- 
niere expression est connue par recurrence, l’enonct (*) donnant la valeur 
de m*(n,). 
(ii) Si 1= {n}, on a, d’apres (1): 
l/n <QTter> nv)y= 1 - c (QT~, ~,),I(P~~ PA>, 
-I+ tn1 
et le membre de droite de cette tgalitt est connu par ce qui precede. 
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La mkthode de calcul de ( Q7,, 7c, ),, exposke ci-dessus prouve clairement 
que la proprittt: (*) implique la conjecture d’Ennola. 1 
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