Abstract: The determination of the neutrino mass ordering is currently pursued by several experiments and proposals. A very challenging one is its evaluation from reactor experiments based on the tiny interference effect between the ∆m 2 31 and ∆m 2 32 oscillations. Current analyses require several years of data taking and an extreme energy resolution to achieve anyhow less than 5 σ. Referring to the JUNO experimental conditions we developed a completely new technique that would provide a robust 5 σ measurement in less than six years of running. The two orderings could be discriminated at the price of allowing for two different values of ∆m 2 31 . This degeneracy on ∆m 2 31 (around 12 × 10 −5 eV 2 ) can however be measured at an unprecedented accuracy of much less than 1%, i.e. 10 −5 eV 2 , within the same analysis. Analogies with the usual χ 2 analysis, where the ∆m 2 31 degeneracy is much more important, are discussed. Evaluation and inclusion of systematic errors and backgrounds have been performed, the most relevant among them being the addition of the two remote reactor plants 250 km away. Baselines of each contributing reactor core and its spatial resolution have been taken into account. Possible results after two years of running and the foreseen initially-reduced available reactor power have been studied, too. These results confirm the very positive perspectives for JUNO to determine the mass ordering in a vacuum-oscillation dominated region.
Introduction
The almost coherent picture established until now for neutrinos describes the mixing of three neutrino flavour-states, ν e , ν µ and ν τ , with three ν 1 , ν 2 and ν 3 mass eigenstates [1] . The full coherence is currently missing due to the still uncertain presence of sterile states at the experimental level. Furthermore, some fundamental parameters have not been determined for the 3-ν paradigm, yet. Namely, the absolute masses of neutrinos and the amount of the possible leptonic CP violation. On top of that the neutrino mass ordering (MO) still remains undetermined. Many basic neutrino observables that are planned to be measured in currently running and/or upcoming neutrino experiments depend critically on MO, like its Dirac or Majorana nature. The pursue of MO is therefore a major effort that many groups are undertaking, from long baseline neutrino oscillation experiments [2] to astroparticle studies [3] .
Following the initial idea of [4] the neutrino mass ordering can be evaluated in medium baseline experiments with reactor anti-neutrinos. In such experiments a spectral distortion of the oscillation pattern driven by the so called atmospheric mass, ∆m 2 31 = m 2 3 − m 2 1 for the normal hierarchy (NH) or ∆m 2 23 = m 2 2 − m 2 3 for the inverted hierarchy (IH), can be observed (see e.g. [5] ). Contrary to the accelerator-based experiments a side benefit of the neutrino-reactor experiments is the independence of the oscillation probabilities from δ CP , the CP violating phase as well as from strong matter effects in the contemplated energy region. However, as it will be shown later, the current uncertainty on the value of atmospheric mass introduces important degeneracies in the neutrino oscillations at reactor experiments. The 20 kton JUNO underground liquid-scintillator (LS) detector [6] has been proposed and approved for realization in the south of China, being the mass ordering evaluation one of its main goals.
Initial studies were dedicated to the MO extraction at reactor neutrino experiments in [4, 8] and subsequently in [9] [10] [11] [12] , followed by a long list of technical evaluations [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] once the θ 13 mixing angle was found in 2012 to be not very small. The JUNO collaboration underwent a rigorous and detailed study in its reference paper [6] , too.
MO sensitivity is usually quoted in terms of the chi-square difference:
where the two minima are evaluated spanning the uncertainties on the three-neutrino oscillation parameters, namely the solar mass δm 2 21 = m 2 2 −m 2 1 , the atmospheric mass ∆m 2 32(13) , the CP phase δ CP and the mixing angles θ 12 , θ 23 , θ 13 in the standard parameterization. For reactor anti-neutrinos there is no dependence on θ 23 and, more relevant, on δ CP because the probability to remain in the same flavour is measured. Dependences on θ 12 , θ 13 and δm 2 21 uncertainties are not large but they can be intriguing. In [6] conclusions about MO bring to a ∆χ 2 around 15, for the benchmark of six running years at the full reactor power and an unprecedented 3%/ E(M eV ) energy resolution. Up to 3-4 ∆χ 2 units can be lost when detector systematics, different baselines from the reactor cores, flux shape and background uncertainties are included. JUNO claims that the loss can be recovered using an atmospheric mass precision at 1% level, to be inferred by other experiments [6] .
The ∆χ 2 evaluation is based on two distinct hypotheses, NH and IH. For each MO the best solution is found: the χ 2 min comes from two different best-fit values for NH and IH, and the ∆χ 2 is the result of the internal adjustments of the two separate fits. No real understanding of the weight from single contributions is possible. For example, the analysis in [17] shows that the major contribution to ∆χ 2 comes from the atmospheric-mass parameter, there defined in terms of the effective mass ∆m 2 ee = cos 2 θ 12 ∆m 2 31 +sin 2 θ 12 ∆m 2
32
(see e.g. fig. 2 of [17] ). From that analysis the sensitivity on NH/IH could be extremely high if the same ∆m 2 atm value is chosen for both hypotheses. Thus, it is valuable to try to identify an estimator that couples NH/IH and decouples the ∆m 2 atm dependance. This issue was extremely relevant in the early days of the studies about the MH extraction from neutrino reactors with the introduction of the effective masses [23] . Nevertheless, the solution found at that time can be overcome with a complementary approach as outlined -2 -in this paper. In particular, the exact dependence on ∆m 2 atm , which brings to degenerated solutions, has to be clearly identified. For the χ 2 analysis the degeneracy is hidden in the effective mass definition. Then, the solution was to factorize out that dependence and consider only the evolution of the so called effective phase. That, however, corresponded to discard part of the information. More details are given in appendix C. A new way to present results for the ∆χ 2 is also given there. In our view that should motivate the conclusion that more studies are needed to deeper understand the ∆χ 2 behaviour for the MH extraction at reactors.
Our new strategy identifies a new test statistic, following the suggestion in [5] , and its successful application to the NOvA results in [24] . Coupling of the NH/IH hypotheses is performed by constructing an estimator that includes information from both of them, as already exploited in other studies of particle physics, e.g. in the determination of the Higgs boson mass [25] . Therefore, it is no longer needed at the final stage to compare the two NH/IH hypotheses, which would incur into errors of type I and II [1] . The sensitivity is instead evaluated as rejection of the wrong hypothesis. 1 The new identified estimator is bi-dimensional. A procedure to quote the expected sensitivity has been developed, too.
In the next sections the reactor environment for anti-neutrino oscillations is recalled. The JUNO configuration is then considered, the new estimator is introduced and its capability to decouple the single parameter dependence is described. A side result is the evaluation of ∆m 2 31(23) at an unprecedented accuracy with reactor neutrinos only. In the following section results are reported, including detailed studies of the effects due to different systematic sources and backgrounds. Conclusions are finally drawn. The appendix A reports numerical details of the sensitivities obtained for different experiment configurations. In appendix B a technical reasoning of the procedure used for the F estimator, which give insight about the strong correlation between ∆m 2 31(23) and the mass hierarchy discrimination at neutrino reactor experiments, is reported. In appendix C comparisons with the χ 2 method are shown, together with a critical discussion and a new way to present the χ 2 results.
The anti-neutrino reactor oscillations
In a nuclear-reactor neutrinos are mainly produced from the fission products of four radioactive isotopes, 235 U, 238 U, 239 Pu and 241 Pu. Their flux φ depends on the kind of fission as function of the energy E ν . For a total thermal power T the rate of events produced in a proton detector, σν ep being the anti-neutrino cross section, is
modulated by the oscillation survival probability P νe→νe . In scintillator and water Cherenkov detectors anti-neutrino are detected via the inverse beta-decayν e + p → e + + n, with a with the baseline length L. The matter effect can be neglected to a good approximation for the concerned energy interval and baselines [7] . In obtaining the second expression in (2.2) the tiny energy differences between the three mass eigenstates have been ignored,
In a widely used convention (PDG notation [1] ) the three neutrino mass eigenstates are numbered as
for the normal and the inverted normal ordering of the spectrum, respectively. We will also use the notation δm 2 sol ≡ ∆m 2 12 . Another convention, also widely used, is based on a ri-parameterization of the atmospheric and solar masses [26] , bringing to the definitions of the effective mass-squared differences, ∆m 2 ee and ∆m 2 µµ , and a φ phase. This parametrization can be quite useful when a fitting procedure is applied, due to the monotonic (in neutrino energy) behavior of φ. However, in our procedure no fit will be performed. The parameters will be all marginalized out except for the atmospheric one, ∆m 2 atm . It can be easily demonstrated that the two parameterizations are analytically equivalent when applied to the F estimator.
Following e.g. the development in [8] the survival probability can be re-written as The only difference between P N H and P IH is in a coefficient of the last terms, being either sin 2 θ 12 or cos 2 θ 12 for NH and IH, respectively.
For the sake of the following discussion it is relevant to report the difference between the two expected event rates for NH and IH (from equation (2.1)):
The last expression can be easily rewritten as product of different factors:
A new estimator that couples NH/IH will get a fast modulation in E ν due to the last factor of (2.8), all the other factors showing a slow variation in E ν . For example, the modulation due to δm 2 sol is very smooth because the first minimum for a generic baseline of 50 km and the current value of δm 2 sol occurs around 1 MeV, its fast modulation being below the 1.8 MeV cutoff. In principle, for this new estimator, named F from now on, only three parameters will matter: the baseline L, the atmospheric and the solar masses. Any background contribution slowly varying with E ν will be factorized out, as well as the thermal power, the flux and the cross-section. This is a key feature of the new procedure here suggested. No fit computation will be performed, all the latter quantities being integrated over their uncertainty distributions.
A toy simulation has been developed on a single event basis, having in mind the JUNO configuration as reference. The oscillation parameters have been taken from the most recent global fits [27] . They are reported in table 1 for convenience.
It is noticed that the current uncertainty on ∆m 2 atm corresponds to about half δm 2 sol . These quantities cause for the modulation of equation (2.8) demonstrated in the next section, the solar mass δm 2 sol and the baseline L can be factorized out. Thus, only the atmospheric mass is left as key variable. We will demonstrate that the F -estimator owns a fine-tuned controlled dependence on the atmospheric mass dependence, providing a unique sensitivity to the neutrino mass ordering at reactors. Only a rather large degeneracy is left out, around 2 × δm 2 sol . In section 3.1 we elaborate further on how the correlation between F and ∆m 2 atm shows in the ideal case; in section 4.1 we hint at a possible strategy to resolve the mentioned degeneracy and determine the value of ∆m 2 atm in a realistic case, once the mass ordering has been identified by means of F .
For the reactor flux we took the detailed simulation performed in appendix of [6] and summarized in its fig. 10 , adapted with permission from [28] . The cross-section has been computed in [29, 30] . The total flux undergoes a 2-3% uncertainty that may be lowered to 1% with future studies. A subtlety is given by the recent discovery of an excess around 5 MeV. We will show that this feature does not affect the NH/IH sensitivity evaluated with the F -estimator. In summary, F will be modulated only on the basis of the last factor in equation (2.8) , the other components acting as scaling factors.
For the baselines the JUNO configuration has been taken into account, reported in table 2 for convenience. Ten reactors in two different sites are considered, Yangjiang and Taishan, at about 52.5 km. In the table the two remote reactor plants at Daya-Bay and Huizhou are also included. Due to their large power they give a sizable contribution (about 12%) to the total flux. Their effect has been taken into account for the systematic studies. Anticipating part of the results, while the systematic uncertainties related to the reactor flux contribute to F as simple scaling factors without changing the sensitivity on NH/IH, the remote reactors constitute a coherent contribution leading to a slight decrease in significance. Fig. 1 reports the breakdown of each factor in equation (2.8) for a 20 kton JUNO-like experiment and six years of data taking. The overall normalization is given by the supposed signal event rate of 60 events/day, foreseen by JUNO with its pre-defined acceptance analysis procedure [6] . A total of 108 357 signal events have been used in our simulation, corresponding to the ten reactor cores, each weighted by its baseline. Results will be also given by adding the remote reactors, as well as for two years of exposure, 8 cores instead of 10.
- 6 -Cores   YJ-C1 YJ-C2 YJ-C3 YJ-C4 YJ-C5 YJ- Table 1 . Top: reactor flux (continuous line), crosssection (dashed) and the part of the survival probability independent of ∆m 2 atm (dotted), i.e. the contribution of the first three terms in equations (2.5, 2.6). Bottom: differential distribution of ∆N for six years of JUNO-like data taking, normalized as described in the text. The modulation is essentially due to ∆m 
The new estimator
The F-estimator is based on the following definition:
the integral of the absolute value of the expression in (2.8), in the energy range where the modulation due to ∆m 2 atm occurs. The underlying idea is to emphasize the energy intervals where one of the two mass hierarchies is expected to produce more/less events than the opposite one. The intervals are constrained mainly by the combination of two variables, the atmospheric mass ∆m 2 atm and the baseline L, all the other parameters acting either as scaling factors or with a smooth dependence in
F is a statistic computed on a data set discretized in energy bins of 10 keV for an easy computation. For each mass ordering hypothesis we inspect whether the "observed" data are above or below the expectation. In particular, for each bin, contribution to F is added only when it follows the expectation. Assuming NH to be the true hierarchy, I + and I − energy intervals are defined:
where the E ν dependence is explicitly given. F is computed via the integrals:
Equivalent expressions can be defined when IH is assumed true. Then, a 2-D estimator is obtained when, for each MO case, the couple (F N H , F IH ) is computed. If NH is true the "observed" data set will follow the N N H (E ν ) distribution. Ideally, F N H = 0 and F IH ∼ 6500 for some choice of the oscillation parameters, reactor flux and six years of data taking in a JUNO-like experiment, and neglecting statistical and systematic errors. Equivalently, if IH is true for an "observed" data set one would obtain F IH = 0 and F N H ∼ 6500. Note that the two mass hierarchy hypotheses are coupled through the definition of the I ± energy intervals. In Fig. 2 a cartoon of the expectations for the two mass hierarchies is depicted.
One of us (A.L.), after the first release of this paper, found an interesting connection of F from first principles and the technique of the generalized moments. The estimator F can be, in principle, constructed analytically via the method of (quasi-)optimal weights [31] , which provides a recipe to derive statistical criteria for testing various hypotheses (in our case the two MH hypotheses). The resulting estimator is by construction efficient (in the -8 - statistical sense), i.e. it efficiently distinguishes between the two alternative hypotheses. This provides a rigorous demonstration that F is an optimal estimator for the problem at hand. At the same time the derived estimator or statistics can be further modified to be more robust with respect to some systematics or optimized for computational purposes without significant loss in sensitivity. The method itself was successfully used in data analysis of Troitsk neutrino mass experiment that resulted in the best neutrino mass limit [32] and also in constructing specific statistical tests for searches of anomalies in tritium β-spectrum [33] . 2 
F -estimator and its coupling to ∆m 2 atm
The F dependence on ∆m 2 atm enters the definition of the I ± intervals. In case the ∆m 2 atm used to construct the I ± intervals is not the true one, it is easy to convince ourselves that, given the way F is defined, any difference between the chosen and the true ∆m 2 atm decreases (increases) the F value of the wrong (true) hypothesis. Fig. 3 shows the variation of F as function of the difference between chosen and true ∆m 2 atm . Ideally, neglecting all other fluctuations, the F estimator allows us to estimate the true ∆m 2 atm with a remarkable precision. In the next section it will be shown that, even including statistical fluctuations and a finite energy resolution, the dispersion of F around its maximum and minimum, F max and F min , corresponds to less than 1% uncertainty on ∆m 2 atm 3 . Fig. 3 illustrates the issue of which ∆m 2 atm has to be selected for either NH or IH. In the standard ∆χ 2 procedure ∆m 2 atm is different for the NH or IH cases since the best fits for NH and IH select the appropriate value for each of the two hypotheses. In principle, one could define F starting from a ∆m 2 31 for NH and a different ∆m 2 23 for IH. Therefore, expressions (2.5) and (2.6) are computed with two different ∆m 2 atm . Fig. 4 reports 2 A future paper will be devoted to the mathematical aspects of the F estimator and its connection to the χ 2 test statistic, too. 3 That accuracy depends on the experiment configuration, in particular on its baseline, as analyzed in the appendix B.2.
-9 - We suggest that F has to be computed as a function of ∆m 2 atm = ∆m 2 31 (N H) = ∆m 2 23 (IH), the optimal value being estimated by looking at its influence on F itself (as from Fig. 3 ).
-10 - F max (wrong) is quite stable for different choices of the assumed ∆m 2 atm (i.e. along the bisector on Fig. 4) , with a dispersion of about 0.02%. In the next section more details will be given on the procedure to be used to extract the correct value of ∆m 2 atm . More technical aspects are also reported in the appendix B.2, with further motivations of the above assumption on ∆m 2 atm .
F -estimator and its coupling to baseline L
F is very sensitive to the baseline L. F N H shows a degeneracy with F IH when it is computed using an L different from the assumed one (±1.5 km). In the JUNO experiment there are several reactors with a baseline difference up to 0.64 km (Table 2) . Therefore, it is mandatory to properly handle the baseline composition of the event sample. The most straightforward way is to weight the sub-samples with the thermal power of each single reactor core. The procedure is acceptable as far as F is stable under different choices of L, as demonstrated in Fig. 5 . When the exact baseline of each core is taken into account and properly weighted to its power, F drops from 6503 to 5918, due to the slight negative interference between the different reactor-baselines. Taking into account the whole set of the ten reactor cores a global 0.3% variation is obtained on F (wrong). In Fig. 5 a uniform ± 5 m dispersion has also been added to the baseline of each core. The net result is totally negligible corresponding to about a factor 10 smaller effect (0.03%).
One can conclude that F is stable under different choices of the baseline L. In the following analyses are performed weighting the single data sub-sample with the thermal power of each reactor core, putting in eq. (2.8) the corresponding L.
Statistical fluctuations and energy resolution
Toy Monte Carlo simulations have been implemented to include one after the other the different sources of dispersion on F . A discretized version has been used with a 10 keV bin width. The Monte Carlo samples have been constructed in two independent ways.
-11 - In the first one the discretized cumulative function of equation (2.1) has been used to generate single events. The Poisson statistical fluctuation is automatically taken into account. On the generated single event one can further add any of the foreseen systematic errors via a Gaussian distribution centered at the expected mean and with the standard deviation of the estimated uncertainty. For example, in JUNO a global 3%/ E(M eV ) resolution on the energy reconstruction is foreseen.
It is worth pointing out at this time that, as specified in [6] , such global resolution encompasses already the two sources of detector response: on one hand the statistical fluctuations (in this particular case, the so-called 'photo-statistics" in the LS), on the other the systematic uncertainty associated to the correction of the linearity in energy of the detector response (for example from non-uniformity in the LS, photomultiplier manufacturing and the electronics)
In the toy Monte Carlo such overall uncertainty is added on a single event basis. The migration effect over the energy bins is so correctly simulated.
The second implementation of the toy Monte Carlo is based on the standard procedure: the multi-parameter space of the single event generation is set to reproduce the expected event distribution. The two procedures, which are obviously equivalent, have been developed by different authors of the paper to independently crosscheck the results.
Results
The following benchmark has been used: a JUNO-like configuration as described before, for six years of data taking.
The distributions of F have been first looked at by including only the statistical fluctuations for 1000 JUNO-like toy experiments, six years long, neglecting the 3%/ E(M eV ) energy resolution.
-12 - Given its definition (eq. (3.1)), F is expected to be centered at larger values than the ideal one. Even for the true hierarchy choice, an ideal F = 0 gets a certain positive amount because under-fluctuations are not taken into account. Within the JUNO configuration defined above, F is around 3300 counts for the true case and around 8000 counts for the wrong one (Fig. 6 ).
The two F distributions are still very well separated. The addition of the energy resolution will move the two distributions closer each other, as it will be shown later for the 2-D pattern of F .
Extracting the value of ∆m 2
atm by means of F F is very sensitive to the assumed value of ∆m 2 atm , as already shown in section 3.1. That dependence can be used to extract the best value for ∆m 2 atm when a scan is performed. In Fig. 7 the F modulations due to the difference between the "true" ∆m 2 atm and the assumed one are shown for few JUNO-like, six year long, toy experiments, including both the statistical fluctuation and a 3%/ E(M eV ) energy resolution.
For each of the JUNO-like toys the minimum F corresponds to the ∆m 2 atm closest to the truth, ∆m 2 atm (best). A bias of 0.6% is observed due to the finite energy resolution causing a distortion of the measured spectrum towards energies lower than the true ones 4 . F is sensitive to this energy spectrum deformation that, to our knowledge, has never been taken into account so far. F is the first estimator sensitive to such distortion, which can be cured at first order by shifting the reconstructed energy systematically by 25 keV upwards. The bias could be studied with more detailed analyses that go beyond the scope of the present paper. In any case, this bias is not relevant for the NH/IH study since it does not produce asymmetric distortions of the F patterns. The 0.6% bias due to the finite energy resolution has been cured by adding a systematic 25 keV to the simulated energy of each neutrino event. A dispersion of 0.3% is obtained. The poor gaussianity behaviour is due to the rough correction of the 0.6% bias. More refined analyses should be applied, but for the time being results are already far beyond the needs.
The distribution of ∆m 2 atm (best) is reported in Fig. 8 for one thousand JUNO-like toy experiments, including a systematic addition of 25 keV to the simulated single-event neutrino-energy. The bias disappears and a 0.3% precision is obtained for the estimated ∆m 2 atm . No significative change to this resolution has been observed for different choices of the neutrino-oscillation parameters. For two years of data taking a 0.6% precision is obtained on ∆m 2 atm . Fig. 7 suggests that NH/IH can be distinguished through the F patterns as a function of ∆m 2 atm . However, a "quantitative" determination will have to rely on a more sophisticated analysis, e.g. by extracting the phase of the oscillation pattern of Fig. 7 , looking at the distance between largest and smallest counts in F or by a χ 2 fit to the pattern itself. This goes beyond the extent of this article and rather can be the object of a later work [34] . For now we concentrate on the MH information in the 2-D F distributions and proceed to the estimation of the sensitivities on the NH/IH discrimination (see sub-section 4.3).
The dispersion of F around ∆m 2 atm (best) is much smaller than that due to the statistical fluctuations and the energy resolution. Thus, decoupling of F and ∆m 2 atm can be assumed. This is a key point of the whole analysis. Due to the strong correlation between ∆m 2 atm and the mass hierarchy determination, in case of a large uncertainty on ∆m 2 atm , as it would be the case for baselines different from ∼ 50 km, the assumption is no more valid (see appendix B.2).
Backgrounds and systematics studies
In JUNO-like experiments at reactors several sources of background and systematic errors are present. We provide here only a sketch of the background issue, more details being available in [6] . The anti-neutrino interactions (charged-current mode) in liquidscintillators are detected through the time coincidence of the prompt positron annihilation -14 - (color online) The cosmogenic background distribution due to 9 Li for a six year long JUNO-like experiment. This is the distribution, conservatively scaled to the total amount of expected incoherent background, used to extract the sensitivity on NH/IH with this kind of background.
with the delayed γ-ray released by the thermalized neutron with a typical time τ = 200 µs. The major backgrounds for the reactor neutrino oscillation analysis are the accidentals, the 8 He/ 9 Li cosmogenic, the fast neutron and (α, n) interactions.
All these background sources produce events uncorrelated in energy with the signal. They can be reduced with a set of selection cuts that, in JUNO, decreases the efficiency to about 70%. The final yield corresponds to 60 signal events per day against a background of about 4 events, including geo-neutrinos.
Geo-neutrinos constitute an intrinsic background, at the level of 1.1 events per day after the selection cuts. However their rate will be measured with very good precision by JUNO itself, reducing the current 30% rate uncertainty to a few percent. Anyhow, geoneutrinos are detected up to about 3 MeV and they correspond to a negligible background for the present analysis. In fact, an improved analysis on F can be performed selecting an energy interval above 3 MeV, so discarding the 1.8 − 3.0 region where the very fast modulation of ∆N (IH − N H) is not really informative and even reduces the sensitivity. 5 Such issue has not been further studied in details since it goes beyond the scope of the paper.
The background has been included in the F analysis taking into account, conservatively, the 9 Li shape with a total rate that corresponds to the sum of the different sources of background (Fig. 9) . As reported later, results on MH sensitivity are not affected by this kind of background due to its slow variation in energy that does not change the F dispersions. The only net effect is a coherent shift of the counting peaks of NH and IH.
A different behaviour on F is expected from systematic uncertainties. They are mainly due to the observed 4 ∼ 6 MeV "bump" (e.g. [35] and references therein) and the reactor 5 The parametrization introduced in [26] reaches the opposite conclusion: the information useful for the MO discrimination is limited to the low energy range, which is more suffering of the energy resolution effect. That is a side benefit of the parametrization used instead for F .
-15 -flux uncertainties. The 12% contribution of the two remote reactors may also be a relevant source of uncertainty.
The reactor flux uncertainties include several components, concerning both the overall normalization and the shape as a function of the anti-neutrino energy. As reference, the recent study performed by Daya-Bay [35] has been used, where a summary table of the systematic uncertainties per reactor core is provided.
Regarding the integrated flux normalization, we add in quadrature the relative uncertainties associated with the power, the energy produced per fission, the spent fuel, the non-equilibrium and the fission fraction at a given time. All but the last one can be assumed as correlated across all cores, because they derive from the same physical modeling uncertainty, intrinsic to a typical fission core. The latter is instead uncorrelated across cores, because the relative fractions of the four leading burning elements will likely be different for the cores considered at a given time (switching on/off and re-fueling at independent times). By taking the sum in quadrature of the maximum uncertainty coherently for all the considered cores the "envelope" total uncertainty is therefore used. Conservatively, we vary the overall flux by ± 3 % with respect to the expected nominal flux at JUNO.
With regard to the energy dependence on the flux modeling uncertainty, from Ref. [35] this is estimated to be less than 10% up to E(ν e ) = 10 MeV. However, a systematic uncertainty on the reactor flux is already considered by introducing the "bump" between 4 and 6 MeV in the simulation. That is, the deformation of the spectrum due to the bump is taken and studied as a source of systematic uncertainty, as an example of how a stretching of the energy spectrum would affect the F. The deformation is bin-dependent and lies between 5% and 20%. Since the bump contribution is neglected in the analytical calculation and in the F definitions it can be considered a genuine systematic effect of the energy shape. Therefore, it is deemed safe to discard any further uncertainties on the reactor flux shape.
The bump contribution and the reactor flux uncertainties are coherent in energy with the expected signal (Fig. 10) . Therefore they give a corresponding percentage of increase/decrease to the F test-statistic sensitivity. In other words, they simply act as an increase/decrease of exposure. Instead, the remote reactor contribution is incoherent due the large baselines. It decreases the sensitivity, as reported below.
Finally, we checked that other sources of incoherent systematic errors, related to the energy reconstruction, will enter in quadrature with the energy resolution itself. The coherent systematic error due to a residual non-linear energy scaling is a detector dependent effect. We verified that a parametric form as in [17] , eq. (13), would produce a linear dependence on both F N H and F IH . That linearity could be used to self-calibrate the energy spectrum.
Procedure for the NH/IH sensitivity
To compute the sensitivity on the determination of the mass hierarchy a procedure has to be defined. We propose the approach suggested in [5] . In the assumption that either NH or IH is true, data are expected to be compatible with one of the hypotheses. Compatibility MeV is added to the ten reactor production (top), is drawn. A single JUNO-like, six years exposure, toy Monte Carlo is shown in terms of the relative percentage with/without the addition. In the bottom plot the distribution due to the two remote reactor production is shown (NH case).
should be defined a priori and a blind analysis be adopted. The sensitivity is further given by the p-value of the other hypothesis, computed for the observed data. The procedure is more complicated when one wants to evaluate the expectation, before data are available as is the case for our study. Having in mind the 2-D nature of the F estimator, the following procedure has been adopted: assuming one hypothesis be true with a certain confidence level, an average p-value for the alternative hypothesis is evaluated weighted by the true hypothesis probability. The single p-value entering in the average is computed from the edge of the true hypothesis confidence interval. In formulas, being f M O ( x) the MO density probability of F M O and C.L. the chosen confidence interval for the true hypothesis:
These expressions are valid for the IH case. The p-value for NH is equivalently computed.
This procedure is more conservative than the evaluation of the standard p-value on the median of the true hypothesis (50% C.L.). For larger C.L., e.g. at 95% C.L. of the true hypothesis, our method is more conservative when the two hypotheses are distant from each others by at least 3-4 σ. When the two hypothesis probabilities are closer than 3 σ our method gives slightly less conservative p-values than the standard ones. That is explained by the depletion due to the low probability of the true hypothesis in the far domain.
We believe the chosen procedure is the right one when trying to reproduce the behaviour of the real experiment, in the assumption that the result of the experiment would be compatible with one of the two hypotheses.
The procedure to compute the sensitivity from the F -estimator is more delicate since F is two-dimensional. However, the same approach as before can be employed: the estimated p-value corresponds to the weighted p-values over the domain of the true hypothesis. The domain in (F IH , F N H ) can be defined at a certain confidence level, e.g. 95% C.L. Therefore, the computed p-value, p, has to be read as: p corresponds to the significance to reject the wrong hierarchy at the 95% C.L. for the true one 6 .
In the following, since the performed simulations could have some discrepancy with the real data JUNO would obtain, we prefer to be very conservative and chose a 99.7% C.L., which defines the domain in (F IH , F N H ) where the true hypothesis is expected to be observed.
We estimated the sensitivity on NH/IH for the JUNO-like benchmark, i.e. six years of data taking and a 3%/ √ E energy resolution. Near and remote reactors for twelve cores in total have been used, too, with a ±5 m and ±5 km uniform dispersions, respectively, on the spatial generation of the single neutrino event. Backgrounds from cosmogenic sources have been evaluated. Reactor flux uncertainty due to the 4 ∼ 6 MeV bump has been checked in the simulation. The other uncertainties on the reactor fluxes have been studied evaluating the corresponding ±σ bands. Best fit values for the oscillation parameters [27] have been used. As discussed before, the ∆m 2 atm uncertainty can be internally recovered by studying the F behaviour. Fig. 11 shows a typical distribution of F N H vs F IH . The simulation corresponds to six years of JUNO-like data taking, assuming a perfect energy reconstruction 7 and the ten near detectors. The two "islands" are very well separated and the identification of the right hierarchy is evident per se. Using the procedure described before, we can any how quantify the sensitivity to more than 10 σ (p-value less than 10 −27 ).
To probe very small p-values 1000 toys are not sufficient. To cover the region (F IH , F N H ) (IH true) where NH is expected to be observed at the pre-defined confidence level, several billions of events should be simulated. Only in the context of real data, having identified all the uncertainty and background contributions, such simulation could be afforded for the most precise configuration. That will be possibly made within the JUNO experiment. However, (F IH , F N H ) islands are well fitted to a 2-D Gaussian (see appendix A). Consequently, we proceed to extract the p-values from the Gaussian analytical expressions.
When the energy resolution is included in the simulation, as well as any other source of the signal degradation, or when the exposure is changed, the two islands tend to get closer to each other, so reducing the sensitivity. Fig. 12 describes such effect for two configurations: an optimal one with 2.5%/ √ E and six years of exposure and a limited one with 4%/ √ E and 2 years of exposure. A campaign of simulations has been made for several JUNO-like configurations. In the appendix A the parameters and the errors of the 2-D Gaussian fits to the F distributions 6 The procedure depicted e.g. in [21] defines a C.I from a C.L.. It is similar but more formal than the present one. However, from a physical point of view it is more appropriate trying to reproduce the real experiment, weighting the single possible outcome of the true hypothesis. In the more formal procedure a single p-value is evaluated in the confidence region of the true hypothesis, assumed flat over the true hypothesis.
7 A priori one should consider the neutron-recoil effect in the inverse-beta-decay, which prevents to attain the infinite resolution limit. That is detailed e.g. in [18] . However, the statistical fluctuations in our study are so largely overwhelming such effect that it can be neglected, even for a 0% detector energy resolution.
-18 - are reported. They describe the islands and the corresponding p-values. Table 4 of the appendix A reports the evolution of the NH/IH sensitivity as a function of the exposure for a reference set of configurations. Background has been conservatively assumed to be described by the 9 Li component, properly scaled to reproduce the total expected amount, and checked to have no influence on the results (Table 6 ). Ten near reactor cores plus two remote cores have been used, each with a ± 5 m and ± 5 km uniform dispersion for the relative baseline, respectively, to extract the sensitivities in Table 5 and the corresponding curves of Fig. 13 . Figure 13 . (color online) Evolution of the NH/IH sensitivity as function of the data taking in JUNO-like experiment. The different curves correspond to different energy resolution (continuous/dashed are for NH/IH hypothesis, respectively). The background has been conservatively assumed to be described by the 9 Li component. Ten near reactor cores plus two remote cores have been used, each with a ± 5 m and ± 5 km uniform dispersions for the relative baseline, respectively.
Expected sensitivities as a function of the energy resolution
The result is very significant: at the foreseen six years of exposure JUNO will be able to set the mass hierarchy at more than 5 σ significance. The relevance of the energy resolution is confirmed. The sensitivity curves are quite dependent on the resolution. A 4% √ E energy resolution will be critical to get a definite answer on the mass hierarchy in the JUNO context. Instead, already after two years of exposure (at a full reactor power) JUNO would be able to provide first indications about the mass hierarchy, at a level slightly above 3 σ, for an overall 3% √ E energy resolution. The bump around 4 ∼ 6 MeV has been modeled and included in the flux for one configuration. Contrary to intuitive expectations it will slightly increase the significance by about 0.2 σ (Fig. 14 and Table 6 of the appendix A).
Possible results after two years from JUNO start up
The F estimator provides interesting perspectives already after two years of JUNO-like exposure. However, when JUNO will start not all the reactors will be ready and less thermal power is foreseen [36] . We underwent the exercise of estimating the sensitivity in such realistic case. For a 3%/ √ E energy resolution a 2.7 σ significance is obtained (Table 8 of the appendix A).
Conclusions
A new bi-dimensional estimator, F , has been introduced to determine the mass hierarchy with reactor anti-neutrinos in a JUNO-like experiment. We demonstrated that F owns several properties. First, it allows coupling the two hypotheses, NH and IH, so granting the -20 - use of the simple approach suggested in [5] . Under the assumption of the 3-neutrino oscillation paradigm only one of the two hypotheses is possible. If the future experiments would be compatible with e.g. NH, then IH could be rejected via a simple p-value computation.
Furthermore, F is so defined to factorize out all the incoherent background sources and their systematics. The background components produce insensitive shifts of the two NH/IH regions in F . Systematic components, smoothly varying with the neutrino energy, are responsible of a coherent depletion of F , which can be overcome with a corresponding (small) increase in exposure. Only the coherent background due to the two remote reactor plants, at 215 and 265 km away, gives a decrease of about 0.2 σ on the sensitivity.
Two independent techniques have been used to simulate single Monte Carlo's events. They incorporates all the relevant uncertainties, excluding the detector response, which we leave to the experiment to implement; this is foreseen to be at the level of 1%. In any case, the latter source is believed not to be of great impact, due to its smooth correlation with energy. The only important component is the residual non-linear energy scaling that may produce strong correlated variations of the estimator. This can be iteratively handled.
We introduced a conservative procedure to define the sensitivity in terms of p-values. The results are very promising: the two mass hierarchies can be largely discriminated (> 5 σ) in JUNO after six years of exposure, keeping the total energy resolution at 3%. After two years of running and the foreseen initially-reduced available reactor power a little less than 3 σ will still be possible.
F holds a ∆m 2 atm degeneracy at the level of 12 × 10 −5 eV 2 , which is much larger than the current global fits uncertainty. However, we argued that the new technique here outlined bears in itself a mean to resolve such ambiguity, allowing to measure ∆m 2 atm with an unprecedented precision at reactors, less than 1%. That is due to the strong correlation of F to ∆m 2 atm , which will deserve more refined analyses and promise even more interesting results. The study here presented contributes to clarify the impact of ∆m 2 atm on the mass hierarchy determination at reactor experiments, and the corresponding limited sensitivity -21 -that can be obtained with a χ 2 procedure.
Our study confirms the very positive perspectives for JUNO to determine the mass ordering in a vacuum-oscillation dominated region.
Acknowledgments
We are particularly grateful to J. Cao and D. Chiesa for valuable suggestions on the treatment of the reactor fluxes and uncertainties. We also acknowledge E. Ciuffoli, D. Meloni and E. Vagnoni for some useful discussions. S. Dusini provided relevant criticisms to the original manuscript. We have to thank several JUNO colleagues and E. Lisi for critical discussions on the issue about the ∆m 2 atm correlation.
Appendices

A Sensitivity results
This appendix reports the details of the fits on the bi-dimensional F distributions, and the relative sensitivities for NH/IH discrimination, for several configurations of JUNO-like data taking, addition of background and several systematic errors (Tables 4-8 ). Fig. 15 shows the results for a full set of simulations for different years of data taking and energy resolution, for the 10+2 reactor cores configuration.
The (F IH , F N H ) islands are well fitted to a 2D-Gaussian distribution. In principle, given the definitions (3.2) and (3.3), the islands are very well approximated by Gaussians if only the event statistical fluctuation is considered. The Gaussianity is expected to be reduced when a finite energy resolution is added, and backgrounds and systematics as well.
To check the robustness of the bi-Gaussian fits a large Monte Carlo simulation has been performed, 50 000 + 50 000 toys, in the NH and IH hypothesis, respectively, for few configurations. Each toy corresponds to a JUNO-like experiment, six year long in data taking. More than 10 billions of single anti-neutrino detected events were simulated, for each selected configuration. The results of this large simulation turned out to be very stable in terms of the fitted values of the Gaussian parameters. The p-values undergo a variation of 0.01-0.02 σ in terms of sensitivity. That confirms the reliability of the assumed Gaussian approximation for the used 1000 + 1000 toy distributions.
B Details of the new method
In section 4.1 we explored the relationship between F and ∆m 2 atm and how to solve the ambiguity on the MH that arises from it. Then in section 4.3 and following we proceeded, by fixing the value of ∆m 2 atm in the context of the 2-D F estimator, to evaluate its statistical power in discriminating the two MH hypotheses. In this appendix we elaborate further on these points and give some quantitative examples and additional suggestions on how to disentangle F and the value of ∆m 2 atm at work in nature. So far people have been -22 - accustomed to relate the neutrino mass ordering discrimination to the χ 2 procedure. The χ 2 performs a best fit over the multidimensional space of the parameters' uncertainties. Therefore, one usually obtains two different sets of best fit values, one for NH and one for IH.
One should not confuse the experimental conditions with the physical context: there is obviously only one set of true parameters, regardless of the MO established in nature. If it were possible to single out such deconvolution the result would be extremely efficient. The introduction of the F estimator is an attempt in that direction.
The F procedure operates distinctively being based on expressions with a factorized dependence on most of the parameters, leaving ∆m 2 atm as the relevant parameter (eq. 2.8) To be more precise, the factorization of the other parameters is only true at the leading order and approximately for δm 2 sol . For example, if the mass terms dependences are included in the survival probabilities, the factorization of eq. 2.8 does not hold. Nevertheless, the latter are minor effects that do not spoil the performances of F .
In the framework of the F estimator introduced in this paper and relating to section 4.1, in the following appendix B.1 we further study the interplay between ∆m 2 atm and F . Our -23 - aim is to clarify the potential of our technique, shed a light on this most critical issue and indicate how it can be resolved in the future with a detailed analysis. To do so we stem from the patterns of Fig. 7 and probe the behaviour by means of a full simulation over all the current parameter uncertainties. We stress that our intent is solely to suggest how a JUNO-like experiment could proceed in resolving the issue using F on its data. Our analysis has not been optimized: for example, no accurate treatment of the intrinsic systematic uncertainties and biases in energy mentioned in section 4.1 is performed, which are better tackled in the context of the data analysis of a real experiment interested in using F .
Due to the very heavy computing power needed for this kind of simulation only one specific configuration of a JUNO-like experiment has been chosen. Being the most interesting outcome the sensitivity for six years of exposure with a 3%/ E(M eV ) energy resolution and ten reactor cores at around 52.5 km distance, that is the chosen configuration.
In the second part of this appendix a brief study was performed on the optimization of the baseline for neutrino reactor experiments to clarify the effect of the degeneracy with ∆m 2 atm .
B.1 Extraction of MH sensitivity
The patterns of Fig. 7 are reported in Fig. 16 for a larger ∆m 2 atm interval. The intrinsic bias has been adjusted by hand, not to confuse the reader. It has been checked that the adjustment does not change with ∆m 2 atm and other parameters. For each neutrino-mass ordering case two full cycles are observed with maximum amplitude. Noticeably there is an absolute minimum for each hypothesis. The two ordering can be discriminated when ∆m 2 atm varies less than 12 × 10 −5 eV 2 . That corresponds to the distance between a peak and the valley, or, equivalently, the distance between the two absolute minima of NH and IH. The dispersions of the single minimum is less than 10 −5 eV 2 . The patterns are consistently reproduced across the whole range of ∆m 2 atm : defining ∆m 2 atm (recons) as the ∆m 2 atm at the absolute minimum F , the central values and their ±σ bands are drawn in Fig. 17 for a large ∆m 2 atm (true) range.
-24 - Table 1 ). Fig. 17 shows a strong linear correlation on ∆m 2 atm . For a single reconstructed ∆m 2 atm two solutions can be identified. For example, when F identifies ∆m 2 atm (recons) = 0.00250 there are two solutions: ∆m 2 atm = 0.00250 ± 0.00001 eV 2 for NH and ∆m 2 atm = 0.00262 ± 0.00001 eV 2 for IH. Due to this intrinsic degeneracy it is not possible to have a single solution if only one experiment is taken into account. Information about ∆m 2 atm should be injected from external, like e.g. a global fit analysis, to definitively select between the two solutions. The final result depends on the knowledge about ∆m 2 atm from other neutrino oscillation experiments, although it is not so stringent because the two solutions are 12 × 10 −5 eV 2 far away.
We underline that, if one is just interested in the discrimination between the two degenerate solutions, by taking into account the external ∆m 2 atm uncertainty a standard sensitivity around 4 σ is roughly obtained. For example a 1% uncertainty corresponds to a ∼ 4.5 σ significance, computed from the difference of the two F solutions, which are far away 12 × 10 −5 eV 2 . This applies to any kind of ∆m 2 atm , either true or reconstructed. We would argue that the standard procedure is dominated by the strong ∆m 2 atm correlation and it is then limited by its accuracy, externally provided to the experiment 8 .
Only a procedure that internally estimates ∆m 2 atm would be able to achieve much higher sensitivities on the NH/IH discrimination. Repeating the same computation, if 10 −5 eV 2 is taken for the ∆m 2 atm uncertainty, ∼ 8.5 σ are reachable. However, this procedure is 8 This conclusion should apply either to the parameterization used in this paper or to the ∆m -25 -
IH/NH true NH false IH false Figure 18 .
The couplings of F to ∆m very rough since it does not include treatments of systematics and backgrounds. That is the reason the 2-D approach has been used in the main text. It is surely more robust and complete, even though more conservative.
In Fig. 17 the 68% and 95% C.L. contours of the current ∆m 2 atm uncertainty are drawn. It seems reasonable to assume that only one solution be selected by F , at least at 95% C.L. and for the current ∆m 2 atm uncertainty. The sensitivity computed in this paper corresponds to the probability to discriminate between NH/IH when only one solution is admitted. The quoted sensitivity owns a slightly different meaning from the standard one, which instead gives the probability to distinguish NH/IH in the whole parameter space. Since the F technique identifies two solutions, one for NH and one for IH, each one at a different ∆m 2 atm , with less than a 0.5% uncertainty, our sensitivity corresponds to the probability to mis-identify the two solutions at their own ∆m 2 atm . As can be inferred from Fig. 17 computing that sensitivity is technically equivalent to use the same ∆m 2 atm value for both hypotheses. Fig. 18 is a cartoon describing that.
To confirm the F properties with respect to the quantities other than ∆m 2 atm , a large Monte Carlo simulation has been done. The parameters that are allowed to float freely in the simulation are reported in Table 3 . 500 different sets of parameters have been randomly selected. For each set of parameters 20 JUNO-like experiments, 6 years of exposure, have been simulated including a 3%/ E(M eV ) energy resolution. A uniform uncertainty of ± 5 m for the baseline of each of the ten reactors at 52.5 km away has been considered. We have not included the two remote reactors as well as any background contribution.
The aim of the simulation is to demonstrate the independence of the evaluated sensitivity from the parameters except ∆m 2 atm , as argued from equation (2.8). Specifically, the relative position of NH and IH in the (F N H , F IH ) plane should not change.
It is clear that 500 sets are not reproducing the full multi-parameter space. However, Table 3 . The two populations correspond to the NH (bottom region) and the IH (top region) generations. There is no observed change on the dispersions nor in the relative distance. the generation can be considered sufficient if no correlation is shown. The result is reported in Fig. 19 : all the quantities except ∆m 2 atm are let fluctuate within their uncertainty. No correlation between F N H and F IH is evident, the net result being the linear increase of both F 's. There is no observed change on the dispersions nor in the relative distance. That confirms the expectation.
B.2 The L/E and the not-L/E dependent terms
We consider here the developments presented in several papers in the years 2012-2013. In particular, the possibility to use or not to use the odd-hierarchy terms for the determination of the mass hierarchy in JUNO. For example, the analysis in [37] that make use of such terms found the optimized baseline around 20-30 km.
In the years 2012-2013 the conclusion that such terms were not useful to optimize the baseline for the next neutrino-reactor experiments and even to discriminate the hierarchy was a relevant milestone [18] . At that time the uncertainty on ∆m 2 atm was rather large, about 4-5%, and the degeneracy, also observed for F (see previous section), would not allow any firm conclusion. Only the critical treatment (e.g. [18] ) on the not-L/E dependences allowed obtaining a discrimination of NH/IH. Said in another way, only a E dependence could break the degeneracy with ∆m 2 atm [13] . However, these conclusions did not take into account either the increasing level of the ∆m 2 atm precision obtained by the next measurements or the possibility to identify a more comprehensive estimator like F .
It is worth to note that equation (2.8) does not define the F estimator itself. It has been reported to enlighten the characteristics of F , and it is used to define the I + /I − intervals. Specifically, F does not come only from the odd-hierarchy terms. It combines the NH/IH spectra with the neutrino energy through the observed data. A brief study of the baseline optimization for a JUNO-like reactor experiment has been performed with F . We are grateful to E. Lisi who suggested this kind of study to prove the previous statements about F , in particular its dependence on the neutrino energy variable.
The performances of F have been evaluated for baselines from 10 km to 90 km for a JUNO-like experiment with 3%/ E(M eV ) energy resolution and including the 1/L 2 factor. Results are shown in Fig. 20 . At baselines smaller than 50 km the dispersion of the minima are very large. For the 30 km baseline the precision is about 4 × 10 −5 eV 2 . Therefore, the bands of Fig. 17 become four times wider, forbidding the use of F due to the unbroken degeneracy with ∆m 2 atm . At baselines larger than 60 km the NH/IH patterns loose accuracy and tend to overlap each other (the interference effect between ∆m 2 31 and ∆m 2 32 is vanishing). In the latter case the sensitivity decreases, up to disappear at 80-90 km.
Even if the analysis is only sketched out, we would any how conclude that only the combined effect of a small uncertainty on ∆m 2 atm as extracted by the F procedure and the observed patterns for a specific experiment configuration, would allow us to obtain the quoted sensitivities larger than 5 σ. Such combination is only possible for a reactor experiment with a baseline around 50 km.
C Comparison with the χ 2 method
There are at least two ways to parameterize the survival probability of reactor neutrinos. One is that used in this paper and reported in eqs. 2.3-2.6. The second one follows the introduction of an effective atmospheric mass ∆m 2 ee and a phase φ [23] . The latter one is quite useful to perform a correct χ 2 analysis, which lets the most critical parameter of the fit, i.e. the effective mass, vary freely. The sign of the phase φ corresponds either to an advancement or a retardation of the phase oscillation, so providing a non-degenerate solution of the MH sign. The achievable sensitivity is limited because most of the information is kept into the ∆m 2 atm value, which is actually not used. To partially demonstrate the previous conclusion a study on the χ 2 has been developed, based on the same toy samples of B.1. For each JUNO-like toy the two χ 2 min have been -28 - evaluated for NH and IH. The value of ∆m 2 atm for the result shown is kept fixed at ∆m 2 atm = 0.00256 eV 2 . Instead of computing the usual ∆χ 2 min test statistic the two χ 2 min have been reported in a scatter plot, similarly to F . Two islands are found (top plot in Fig. 21) , with a positive correlation. The significance can be evaluated with the same technique applied to the F 's islands. For a fixed value of ∆m 2 atm , the 2-D χ 2 figure attains a similar significance level as the 2-D F , i.e. around 5 σ or more. In the bottom plot of Fig. 21 the two ∆χ 2 min distributions are reported. The so called frequentist significance (i.e. the p-value of the wrong hypothesis distribution at the mean of the right distribution) can be evaluated and it corresponds to a similar level.
In any case, it is well known (e.g. [10] ) that the significance obtained from fitting with fixed ∆m 2 atm is overestimated. When the two minima of the χ 2 are looked at as function of ∆m 2 atm (top pictures in Fig. 22 ), different behaviours from those in Fig. 16 for F are obtained. Specifically, the two possible minima are rather close, around 6 × 10 −5 eV 2 , that is half of the distance with respect to the two F minima. In general the two oscillatory shapes of the two models are much less distinguishable than the corresponding ones of F . The dispersion of the single toys is so large that a simple numerical or analytical computation would not be accurate enough, suggesting that a proper estimation of the sensitivity should proceed through a full Monte Carlo simulation.
A similar behaviour is obtained when the ∆χ 2 = χ 2 min (N H) − χ 2 min (IH) estimator is looked at (bottom picture in Fig. 22 ). The principal minimum (maximum) of ∆χ 2 corresponds to the NH (IH) solution for different values of ∆m 2 atm . That is a bias induced -29 - by the finite energy resolution. The opposite choices, principal maximum/minimum for NH/IH, gives the wrong solution. Considering the NH generation, ∆χ 2 selects the NH solution at ∆m 2 atm = 2.54 × 10 −5 eV 2 , and the IH solution at ∆m 2 atm = 2.63 × 10 −5 eV 2 . When the IH generation is considered, the ∆χ 2 selects the IH solution at ∆m 2 atm = 2.56×10 −5 eV 2 , and the NH solution at ∆m 2 atm = 2.48×10 −5 eV 2 . The relative distance in ∆χ 2 of the two minima/maxima roughly corresponds to the absolute discrimination NH/IH as obtained from the standard ∆χ 2 analysis, without any degeneracy. As previously noted, the dispersion of the single toys is quite large even for ∆χ 2 .
In light of these results, we are temped to suggest that the F estimator is more effective that the ∆χ 2 min in the task of discriminating between the two MO hypotheses, at the same time identifying the correct one linked to the determination of the ∆m 2 atm value. In any case, it could be an interesting complementary option.
-30 - Table 4 . The bi-gaussian fits of the F distributions are reported, for the JUNO-like configuration of 2, 4 and six years of data taking and different energy resolutions, µ M H , σ M H and r M H being the means, the standard deviations and the correlation coefficients, respectively, of the fitted 2-D Gaussians. The ten near reactor cores have been considered with a ± 5 m uniform dispersion on their relative baseline. No background source has been included. The sensitivity has been computed from the p-values estimation as described in the text in terms of number of σ's in the two-sided option. n σ (IH) stays for the IH rejection significance, and equivalently for NH.
-33 - Table 5 . The bi-gaussian fits of the F distributions are reported, for the JUNO-like configuration of 2, 4 and 6 years of data taking and different energy resolutions, µ M H , σ M H and r M H being the means, the standard deviations and the correlation coefficients, respectively, of the fitted 2-D Gaussians. The 10 near reactor cores have been considered with a ± 5 m uniform dispersion on their relative baseline, as well as the two remote reactor plants with a ± 0.5 km uniform dispersion on their relative baseline. The sensitivity has been computed from the p-values estimation as described in the text in terms of number of σ's in the two-sided option. n σ (IH) stays for the IH rejection significance, and equivalently for NH.
-34 - Table 6 . The bi-gaussian fits of the F distributions are reported, for the JUNO-like configuration of six years of data taking and a 3%/ √ E energy resolutions, µ M H , σ M H and r M H being the means, the standard deviations and the correlation coefficients, respectively, of the fitted 2-D Gaussians. The ten near reactor cores have been considered with a ± 5 m uniform dispersion on their relative baseline. In the first set of data the uncorrelated background has been included from the 9 Li, scaled to the total amount. In the second set the correlated bump around 4 ∼ 6 MeV has been considered. The sensitivity has been computed from the p-values estimation as described in the text in terms of number of σ's in the two-sided option. n σ (IH) stays for the IH rejection significance, and equivalently for NH.
-35 - Table 7 . The bi-gaussian fits of the F distributions are reported, for the JUNO-like configuration of six years of data taking and a 3%/ √ E energy resolutions, µ M H , σ M H and r M H being the means, the standard deviations and the correlation coefficients, respectively, of the fitted 2-D Gaussians. The ten near reactor cores have been considered with a ± 5 m uniform dispersion on their relative baseline, as well as the two remote reactor plants with a ± 0.5 km uniform dispersion on their relative baseline. The two data sets correspond to a -3% and +3% on the reactor flux. The sensitivity has been computed from the p-values estimation as described in the text in terms of number of σ's in the two-sided option. n σ (IH) stays for the IH rejection significance, and equivalently for NH. As expected the results are not so sensitive to ± 3 variations of the flux, although the F islands are shifted. The slight increase(decrease) of the sensitivity corresponding to -3%(+3%) is due to the two remote reactor cores contribution. The counter-intuitive effect is explained by the greater (smaller) influence of the destructive oscillation pattern of the two remote cores than the increase (decrease) of the flux.
-36 - Table 8 . The bi-gaussian fits of the F distributions are reported, for the JUNO-like configuration of two years of data taking and different energy resolutions, µ M H , σ M H and r M H being the means, the standard deviations and the correlation coefficients, respectively, of the fitted 2-D Gaussians. The 8 near reactor cores foreseen to be available at the starting of JUNO have been considered with a ± 5 m uniform dispersion on their relative baseline, as well as the 2 remote reactor plants with a ± 0.5 km uniform dispersion on their relative baseline. No background has been considered. The sensitivity has been computed from the p-values estimation as described in the text in terms of number of σ's in the two-sided option. n σ (IH) stays for the IH rejection significance, and equivalently for NH.
