1. Introduction {#sec0001}
===============

The outbreak of disease named by the World Health Organisation (WHO) as COVID-19 induced by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is now an officially declared as pandemics, which affected practically all world countries, see [@bib0001], [@bib0002], [@bib0003] for a general review.

This situation induces also a demand to the mathematical epidemiologist community [@bib0004] for revealing models of outbreak dynamics, which have not only explanatory but also a predictive potential while the outbreak is in an active phase. They are aimed at the fast estimations of the future COVID-2019 impact on the population, measures required from the public health system and effectiveness of different quarantine measures.

Recently, there is a significant number of models proposed to achieve this goal, varying from very simple to complicated ones, which include a lot of variables and parameters. However, it should be pointed out that detailed models, which include a lot of variable parameters require, respectively a detailed statistics for their validation. This is, for example, the case of Chinese outbreak, where the larger specification of affecting factors and decease statistics is available [@bib0005], [@bib0006], [@bib0007], [@bib0008] but for the rest of the world, the available data variety is quite limited. The last fact argues in favour of simple models, in majority regressions and compartmental ones. Among the last, one can mention variants of SEIR and SIR(D) models. e.g. [@bib0009], [@bib0010], [@bib0011], [@bib0012]. At the same time, even such models considered directly in their original differential form contain more parameters than directly available information for their determining that argues that the reduction of variable and parameters number may be preferable, see the discussion in [@bib0012]. On the other hand, the pure logistic growth fitting applied *ad hoc* simply as a probable regression for the expected sigmoid curve described the total number of infected persons leads to controversial and uncertain results, e.g. [@bib0013], [@bib0014], [@bib0015], that indicates an oversimplification when the fitting model does not have a clear linking to the epidemiological model background.

Thus, the main goal of this work is to fill a gap between two mentioned approaches trying to simplify the model as much as possible but not simpler and to check its reliability with respect to the actual available epidemiological data on COVID-19 outbreak and perspectives of its forecasting for the nearest months.

As a starting simplest model, the SIR model proposed by Kermack and McKendrick [@bib0016] is chosen. This approach, which is one of the most popular basic models of mathematical epidemiology [@bib0017] operates with the subdivision of the full population into three groups: Susceptible *S*, Infected *I*, and Recovered/Removed *R*, which interact according to the kinetic scheme$$S + I\overset{k}{\rightarrow}2I,$$ $$I\overset{\tau^{- 1}}{\rightarrow}R,$$ where the rate coefficients are: *k* is the contact rate, or, in a general case the probability of being infected (this more abstract definition may be more reasonable when one considers not a localised well-mixed population but the dynamics of data averaged over a wide geographic area, see the respective discussion in [@bib0018]); *τ* is the characteristic duration of illness.

The system of ordinary differential equation, which corresponds to the kinetic scheme [(1)](#eq0001){ref-type="disp-formula"}--[(2)](#eq0002){ref-type="disp-formula"} reads as$$\begin{array}{rcl}
\frac{dS}{dt} & = & {- kSI,} \\
\frac{dI}{dt} & = & {kSI - \tau^{- 1}I,} \\
\frac{dR}{dt} & = & {\tau^{- 1}I.} \\
\end{array}$$

Why may this simple system be appropriate for estimating the dynamics of the recent COVID-19 outbreak in different countries? The answer is based on the specificity of available data provided, e.g. by the World Health Organisation [@bib0019] and the European Centre for Disease Prevention and Control [@bib0020].

The freely available statistics is externally averaged since the daily data are given for each country as a whole, without more precise localisation within country regions and cities; detailed data on intra-country traffic, movements and contacts are absent. Therefore, the consideration can be based on the strong mean field level of approximation only if do not intend to introduce some hypothetical "hidden" parameters but intends to apply these available data only. In addition, the widespread restrictions of the last two months on international flights support the consideration of the country-based data.

On the other hand, it is not reflected in the available data, at what stage of illness each infected person enters the statistics as a registered infected one. The fact can be revealed from the latent phase during some testing of population groups suspicious to the risk to be infected up to the late phases of active illness when a person is taken to hospital under serious acute conditions. Whence, the division into latent (exposed) and active forms, i.e any kind of SEIR-models will be over-complexification with respect to the actual data uncertainty.

Thus, this model taken as a background will be a subject of study with respect to the further reducing to the form, which should provide a simple and easily realisable procedure as well as for testing of its relevance for modelling COVID-19 in different countries of the world.

2. Methods {#sec0002}
==========

2.1. Analytic treatment {#sec0003}
-----------------------

The main fact, which allows the further consideration, is based on the proof given in [@bib0021] that the system of SIR [Eqs. (3)](#eq0003){ref-type="disp-formula"}-- (3) is already one-dimensional due to the presence of two conservation laws and, moreover, can be sequentially reduced to the Verhulst (logistic) equation under the very natural assumptions. For the self-consistency of explanations, this line of reasoning is given below as well as its adjustment to the considered situation.

For simplicity, it is convenient to make this derivation for *S, I, R* considered as fractions of the full initially susceptible population taken as unity: $S + I + R = 1$. This gives the first conservation law reducing the number of equations from three to two.

Further, [Eqs. (3)](#eq0003){ref-type="disp-formula"} and [(3)](#eq0003){ref-type="disp-formula"} give$$\frac{dS}{dR} = - k\tau S$$ with the solution $\log\left( S \right) + k\tau R = 1$ written under the condition $S\left( 0 \right) = 1$ (this means that one practically neglect by the fraction of initially infected persons in the case of a large population). This gives the second conservation law that reduces the SIR system to one differential equation, which is convenient to write with respect to *R*:$$\frac{dR}{dt} = \tau^{- 1}\left\lbrack 1 - R - e^{- k\tau R} \right\rbrack.$$.

Under conditions of "weak outbreak" that means *kτ*max(*R*) \<  \< 1, or, if to consider the dimensional population $\mathbf{R} = R\mathbf{N},$ where **N** is the total population, *kτ*max(*R*) \<  \< **N** (this, fortunately, fulfils for all countries, the cumulative number of infected is much less (e.g. for China, where the outbreak is almost finalized) and expected to be much less for the rest of world that the total country population), the exponential term in [Eq. (3)](#eq0003){ref-type="disp-formula"} can be expanded into the Taylor series that results in the classic Verhulst (logistic) equation$$\frac{dR}{dt} = \frac{\Re_{0} - 1}{\tau}R\left\lbrack 1 - \frac{\Re_{0}^{2}}{2\left( \Re_{0} - 1 \right)}R \right\rbrack,$$ where $\Re_{0} = k\tau$ is the basic reproductive number.

Note that the transition to the dimensional quantities does not change its functional form and the initial growth rate ($\left( \Re_{0} - 1 \right)\tau^{- 1}$) but simply rescales the saturation values from $\Re_{0}^{2}\left( 2\left( \Re_{0} - 1 \right) \right)^{- 1}$ to $\Re_{0}^{2}\left( 2\left( \Re_{0} - 1 \right)\mathbf{N} \right)^{- 1}$.

Note also that the number of recovered/removed persons modelled by the Verhulst equation can be deduced from the number of infected persons **I**(*t*) (in the original dimensional form of data), due to [Eq. (3)](#eq0003){ref-type="disp-formula"} as the integral with varying upper limit$$\mathbf{R}\left( t \right) = \frac{1}{\tau}\int\limits_{0}^{t}\mathbf{I}\left( t \right)dt.$$

Note that [Eq. (5)](#eq0005){ref-type="disp-formula"} contains the characteristic disease duration *τ*, which is, in principle, known from medical practice but is not required from the pure data-driven approach to the problem. Actually, since *τ* is simple scaling constant, the replacement of **R**(*t*) by the cumulative number of infected persons$$\Sigma I = \int\limits_{0}^{t}\mathbf{I}\left( t \right)dt$$ does not change the form of the Verhulst equations written now as$$\frac{d\Sigma I}{dt} = r\Sigma I\left( 1 - \frac{\mathbf{R}}{K} \right),$$ where *r* is the growth rate and *K* is the saturation value.

Its solution depends on a unique initial condition $\Sigma I\left( 0 \right) = I\left( 0 \right)$. However, the practical impossibility to determine the actual zero time of the outbreak, when the very first patient was infected, leads to the more convenient for data analysis purposes form of the solution of [Eq. (7)](#eq0007){ref-type="disp-formula"},$$\Sigma I\left( t \right) = \frac{K}{1 + e^{- r(t - t_{m})}},$$ where *t~m~* defines the time moment when the cumulative number of infected persons reaches half of the saturated values. For the Verhulst equation, this moment of time also exactly corresponds to the maximum of the outbreak that is also practically important information from the prognostic point of view.

2.2. Numerical treatment {#sec0004}
------------------------

The data for analysis were downloaded from the official information page of the European Centre for Disease Prevention and Control [@bib0020] as a table in .csv format. They cover today's data on the geographic distribution of COVID-19 cases worldwide starting from December 31, 2019 (in some cases, from the date of the first reporting to the ECDC database) up to the day of downloading, daily. The last day in the database used in the section "Results" is April 3, 2002.

The downloaded table was processed: for each country used for analysis identified by its geoID the column of daily infected cases was extracted and sorted in the descended order of dates (in the ECDC database, new data are added, conversely, to the top of the column). The first day of the records was identified and the time variable stated from this day as $t = 0$ with daily step was formed. Such a two-columns matrix was saved as a file in .csv format for further parameter determination. The MATLAB script, which evaluated these procedures, is given in the Appendix.

The obtained data dale was processed using Loglet Lab 4 software (<https://logletlab.com/>) especially developed for high-quality fitting logistic and related models. A genetic algorithm (GA) based on Monte-Carlo Annealing was applied with the root mean square objective function; the uncertainty in parameter values was estimated using the bootstrap method. The Monte Carlo ensemble consisted of 10^4^ iterations for both procedures, the confidence interval is equal to 95 %.

As one of the specific features applied in Loglet Lab for both fitting procedure and output representation, is the Fisher-Pry transform [@bib0022], which introduces the variable alteration (in the notation used in this work and in figures below) $F = \Sigma I/K$ and transformation of the logistic function [(8)](#eq0008){ref-type="disp-formula"} transforms to the linear dependence$$\frac{F}{1 - F} = - r\left( t - t_{m} \right).$$

In addition to computational issue, this representation provides visual guidance for estimating time intervals, when the data already satisfies (if satisfies) the solution of the SIR model in the logistic representation that is one of the targets of this work.

3. Results {#sec0005}
==========

The first test evaluated is naturally related to China, where the active outbreak is finished, and the situation with the cumulative number of infected persons reached the saturation, see [Fig. 1](#fig0001){ref-type="fig"} (left panel). For this quantity, the fitting with the solution [(8)](#eq0008){ref-type="disp-formula"} not only visually gives reproducing the actual dynamics but also has a relatively high value for the coefficient of determination $R^{2} = 0.982$. However, Σ*I* is an integral value, which smooths instant dynamics for the daily number of infected persons.Fig. 1The comparison of COVID-19 outbreak in China (markers) and its fitting with the SIR model (solid line) reduced to the logistic equation with respect to Σ*I* (left subpanel) and other characteristics: daily *I* (rate, middle panel), and the Fisher-Pry representation of the logistic growth, where $F = \Sigma I/K$.Fig. 1

This takes place actually, see [Fig. 1](#fig0001){ref-type="fig"}(middle panel), where the real data markers correspond to the solid line curve representing the rate of change of the logistic curve$$\frac{d\Sigma I}{dt} \equiv I = \frac{Krte^{- r(t - t_{m})}}{\left( 1 + e^{- r(t - t_{m})} \right)^{2}}$$ more qualitatively that quantitatively.

In more details, one can note that they go close to each other during the first stage of the outbreak but start deviate drastically not reaching the maximum, which is completely "cut-off" the peak and lead to the fast decay of the number of infected persons. This effect is definitely connected with the quarantine measures introduced by the Chinese government that is supported by several studies building more complex models aligned with the timeline of these measures, e.g. [@bib0006], [@bib0007].

At the same time, the last stage of the decaying outbreak again follows the bell-shaped curve given by [Eq. (9)](#eq0009){ref-type="disp-formula"} that is more-or-less natural from the point of view of the theory of dynamical systems since the solution goes fast to the stationary point via the universal exponential function.

As well, the total duration of the outbreak is also well reproduced by the simple logistic model. It is confirmed by [Fig. 1](#fig0001){ref-type="fig"}(right panel), where the Fisher-Pry plot is shown. Although the real data markers visibly fluctuate around the fitting straight line, they are most close to the latter in the first growing stage of the outbreak, i.e. the prognosis of the total duration made before the expected maximum gave the correct total duration. Thus, the main effect of quarantine measures, which changed the functional form of the plot was mainly in a drastic reduction of the number of affected people during these predicted time interval that is definitely the most important form the point of view of public health.

However, the current situation in several other countries argues in favour of better applicability of the proposed simplified model. Italy can be considered as the most demonstrable example since it is a country the most heavily affected among European ones now and the time course of the outbreak seems to leave the maximum behind. This provides an opportunity to explore a predictive capacity of the simplified model taking into consideration different time intervals from the outbreak's beginning as shown in [Fig. 2](#fig0002){ref-type="fig"} . The respective of the parameters and their uncertainty found from the data fitting with different lengths of time series are given in [Table 1](#tbl0001){ref-type="table"} .Fig. 2Series of plots, which demonstrate logistic curve fittings (solid parts of curves) and predictions(dashed parts) using the data (markers) registered for different time intervals from the outbreak's beginning (80, 85, 90, and 95 days since 31/12/2019, day 0). The yellow filled areas denote uncertainty ranges obtained via the Monte Carlo simulations. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 2Table 1Parameters of the data fitting for Italy corresponding to [Fig. 2](#fig0002){ref-type="fig"}. Here *Fitted* means the direct fitting of the data, *Min, Max*, and *Median* are the boundary values and the median for the distribution obtained via the Monte Carlo simulations (note that the order of magnitudes for *r* values is reverse to the order for *K* and *t~m~* but they are kept in this order to keep the set of parameters for each curve in the same column. Dimensionalities for *K, r*, and *t~m~* are Persons, day${}^{- 1}$ and day, respectively. The notation in parenthesis denotes the number of days since 31/12/2019, for which the data were used for fitting.Table 1Parameter*FittedMinMaxMedianK* (80 days)847847091712412592812*r* (80 days)0.2090.2190.1900.203*t~m~* (80 days)81798481*K* (85 days)123148113506136838123024*r* (85 days)0.1940.2010.1860.194*t~m~* (85 days)83838483*K* (90 days)121848118000135206122401*r* (90 days)0.1930.1970.1790.191*t~m~* (90 days)84838584*K* (95 days)132455130766152018133371*r* (95 days)0.1830.1870.1610.182*t~m~* (95 days)85858785

From the set of plots in [Fig. 2](#fig0002){ref-type="fig"} one can see that in the case of epidemic outbreak in Italy, in contrast to the case of China, the correspondence between the solutions of the SIR model reduced to the logistic equation and the real recordings is quantitatively accurate. It is seen not only from the plots of the cumulative number Σ*I* ($R^{2} = 0.995$ for the first plot based on the shortest sample, and $R^{2} = 0.997$ for the rest three) but also in the subpanels illustrating the daily number of infected persons, i.e. the rate of change of the logistic function, where markers are slightly and symmetrically scattered around the bell-shaped functions [(9)](#eq0009){ref-type="disp-formula"} as well as in the Fisher-Pry plots, where the data accurately follow the straight line after some short setting interval affected by small numbers of the daily data counts.

Thus, it is possible to conclude that the SIR-model in its logistic growth representation allows the accurate fitting the epidemic process in the case of Italy from the accelerated growth stage to the stage of the epidemic's decay (decelerated growth).

However, another important question arises: what is the capacity of this model for predicting further epidemic course. The sequence of fittings limited by different final dates separated by ten-days intervals gives information for such analysis. First of all, it should be pointed out that the growth of sample leads to the diminishing value of the coefficient *r* and the subsequent growth of the coefficient *K* (the maximal estimated number of infected person that is on of the key demanded characteristics expected from the prognosis). Such behaviour is not only typical for the logistic regression [@bib0023] but also has an explanation based on the model's constructions: comparing [Eqs. (4)](#eq0004){ref-type="disp-formula"} and [(7)](#eq0007){ref-type="disp-formula"} one can see that both *r* and *K* depend on one parameter ℜ~0~ reciprocally. Whence, the decay of *r* from 0.209 down to 0.183 is not connected with the actual reducing the averaged contact rate (this case would result in the changing shape of the rate's bell curve as in the case of China that is not observed in the case of Italy) but with the sequential better and better adjustment of the logistic curve to the longer and longer time series of data. This conclusion is also supported by the fact that all Fisher--Pry plots are accurately linear.

At the same time, an application of the Monte Carlo method for estimating parameters uncertainty provides some opportunity for forecasting and estimation its reliability even when the outbreak still does not reach its peak. This method not only gives a range of predicted values, which is wider for less warrant early forecast and squeezes to the purely fitted value when the processed sample gets longer, but also propose some criteria for estimating relevance of the extrapolation. In particular, there is visible trend in the displacement of the predicting extrapolation of the simple fitting to the lower boundary of the prediction uncertainty defined by the Monte Carlo method. An explanation of this trend is based on the better relevance of the fitting for the data, which are in the regime of decelerating growth, i.e. the rate maximum is behind. Thus, the uncertainty in the data, which will be added, lead to the possible growth of the cumulative variable considered. On the contrary, before the rate maximum both uncertain results are possible, over-fitting as well as under-fitting. From the practical point of view, for predictions on earlier stages, it is better to take into account the Monte Carlo-based upper boundary, which as it seen in [Fig. 2](#fig0002){ref-type="fig"} and [Table 1](#tbl0001){ref-type="table"} gives reasonable estimations even with such a simple model is used.

To determine, either the case of Italy is an exception or the reduced SIR model is already wide applicable, such tests were evaluated for a number of other countries and argued in the positive answer for the majority of them. Some typical examples for different stages of outbreak are shown in [Fig. 3](#fig0003){ref-type="fig"} , where the Fisher-Pry representations on the date of April 3rd of 2020 are given.Fig. 3The Fisher-Pry plots for different countries based on the data available to April 3, 2020 (markers). The solid and dashed line show their fitting and forecast, respectively; the yellow area covers the uncertainty range. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 3

One can see that five out of six given examples follow the linearity of the Fisher--Pry plot; moreover, this behaviour practically does not depend on the current stage of the epidemic outbreak and is observed for Germany and Spain, where the raw data and fitting indicate the decelerating phase, for France, which seems to be close to the peak as well as for Russia where the data argue the first, accelerating, phase. Except for France, where the $r = 0.17 \div 0.18,$ three other countries indicate similar *r* ≈ 0.215 ± 0.015 by the line's slope with uncertainties diminishes as the data approaching the latter phase. As for the USA, the Fisher-Pry plot is also linear but with the drastically larger $r = 0.26 \pm 0.01$. However, it is clearly seen that the SIR is not universal for the COVID-19 pandemic. In addition to the partial deviation for China visible in [Fig. 1](#fig0001){ref-type="fig"}, [Fig. 3](#fig0003){ref-type="fig"} indicates that South Korea is a complete exception: the plot in Fisher--Pry's variables is not linear almost everywhere; the only short linear interval is located around the middle point (50%), where the maximum of *I* occurs, i.e. is simply connected with the linearity of Σ*I* around this point, therefore it is a pure mathematical artefact.

4. Discussion and conclusions {#sec0006}
=============================

The main conclusion is that the evaluated analysis shows that the SIR being sequentially reduced to the Verhults equation can provide an accurate description of the COVID-19 epidemic on the level of a country-wide averaged statistics. Moreover, the time course of outbreaks follows such functional dependence practically as a rule. The clearly visible exceptions are exhibited by the countries, where very strong and wide-ranged measures were undertaken. First of all it is China, and the change of epidemic dynamics is visible in [Fig. 1](#fig0001){ref-type="fig"}(middle panel) that allows to assign and localise in time an effect of this measures be a deviation from the "natural logistic course" typical for the majority of countries. The second demonstrable example is South Korea, where completely different but also effective kind of measures was undertaken [@bib0024]. This is also reflected in the respective subpanel of [Fig. 3](#fig0003){ref-type="fig"}, where the Fisher-Pry representation of the data differs from both China and other countries represented there. Thus, it is possible to conclude that the proposed SIR-Verhults representation can play the role of a criterion for quantification such public health measures.

For other countries, for which illustrations are given in [Figs. 2](#fig0002){ref-type="fig"} and [3](#fig0003){ref-type="fig"} as well as many others the strictly logistic growth of the cumulative number of infected persons is demonstrated as typical. Note also a recent study [@bib0015] the logistic regression for a wide range of countries and their territories was evaluated. However, the solution of the Verhulst equation was applied just as a kind of sigmoidal function without its linking to any epidemiological model, and, as a result, reliability of the obtained parameters were discussed on the base of pure computational issues only.

On the contrary, in this work, the parameters of the logistic function are proven as connected with the parameters of the well-established Kermack--McKendrick model that reveal their meaning in the context of the epidemic process. In particular, the proven interrelation between *r* and *K* parameters indicates that the diminishing of *r* during the outbreak can originate not from reducing contact rate but principally from the better regression accuracy when the time series get longer and take into account the normal effect of deceleration characterising the full interval of the outbreak. Simultaneously, this provides an opportunity to estimate the quality of the logistic curve-based forecast and its uncertainty more warrantly.

Form this point of view, the Fisher-Pry plot is significant since it indicates the logistic character of the cumulative number of infected persons when this plot is linear even if its slope determined for time series of different length is different. This is a reason why only such plots are given for different countries in [Fig. 3](#fig0003){ref-type="fig"}. In addition, the length of data series grows daily; therefore more and more accurate estimations will be available but their possibility is assured namely by this form of data and model representation.
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Appendix A {#sec0008}
==========

The script for MATLAB, which reads the file downloaded from ECDC site with the standard name 'COVID-19-geographic-disbtribution-worldwide.csv' and transforms it into the text file readable by Loglet Lab 4 software. The last day number since 31/12/2029 considered during a fitting in the time series is assigned to the variable t_end. The script also supplies the output file with columns names and the file name, which coincides with the country name and the used duration of the time period (in particular, whey will automatically be displayed in Loglet Lab's output pictures, see the figures above).

clear;close all;clc;

TBL=readtable('COVID-19-geographic-disbtribution-worldwide.csv');

countries=TBL.geoId;

geoIdcode='CN';

idx=find(strcmp(countries,geoIdcode));

len=length(idx);

I=TBL.cases(idx);

I=flipud(I);

t=0:len-1;

t=t';

D=TBL.day(idx);

D=flipud(D);

dD=abs(diff(D));

dmissed=find((dD\>1)&(dD\<28));

tu=flipud(t);

for j=1:length(dmissed);

t(dmissed(j)+1:end)=t(dmissed(j)+1:end)+dD(dmissed(j))-1;

end

csI=cumtrapz(t,I);

t_end=98;

ind_end=find(t==t_end);

u(:,1)=t(1:ind_end);

u(:,2)=csI(1:ind_end);

indnon100=find(u(:,2)\>=100);

A=\['Days_since\_',cell2mat(TBL.dateRep(idx(end)))\];

A=strrep(A,'/','\_');

out=array2table(u,'VariableNames',A,'Persons');

outname=\[cell2mat(TBL.countriesAndTerritories(idx(1))),'\...

(',num2str(u(end,1)+1),' days).csv'\];

writetable(out,outname);
