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Let f  be a quadratic form in n variables (n > 1) with nonzero determinant d. 
A prime p is said to be exceptional with respect to f  if every automorph of fwith 
rational elements, determinant fl and denominator prime to 2d has a de- 
nominator which is a quadratic residue of p. (Throughout, slight modifications 
must be made if p = 2.) Except for certain binary forms, each exceptional prime 
induces a splitting of the genus into two quasi-genera. Building on previous 
results, necessary and sufticient conditions are given that a prime p be exceptional 
for n = 2 and n = 3 and necessary conditions for n > 3. It is proved that there 
are no exceptional primes for n > 4 and only possibly in special cases for n = 4. 
A connection is shown between representations of integers by certain ternary 
forms and the existence of quasi-genera. Possible connections with spinor genera 
are mentioned and a few unanswered questions are posed. 
Background and a number of results needed in this paper can be found in 
an article of the same title [3] which we refer to as “the previous paper.” 
Briefly 
f  = i GijXiXj ,  aij = aji , n > 1, 
i,j=l 
where the aij are integers, is a quadratic form which defines an 
“inner product” over the lattice d of all n-tuples of integers, that is, vectors 
in I’” with integer components. Instead of writing the inner product (LY, p) 
as in the previous paper, for vectors (Y and j3, we use the briefer notation a/3 
and (cu, LX) becomes 01~. It is of course understood that this is with reference 
to a fixed quadratic form J We reserve the letter f for the form, d for its 
determinant, and require that d be not zero. Unless something is written to 
the contrary, f is assumed to be primitive, that is 1 is the GCD of the aij . 
We deal as the occasion arises with the so-called improperly primitive forms, 
that is primitive forms whose aii are all even. A vector is called primitive if 1 
is the GCD of its components. 
The only transformations which we use are those in the set F of linear 
transformations whose matrices have rational elements and determinant * 1. 
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The denominator of a transformation T in F is defined to be the least 
positive integer t such that tT(t) is in d for all vectors 5 of 8; we use the 
notation den T. A transformation A in F is an automorph (or isometry) if 
(A,!J)(Av) = fq for all .$ and 7 of 8. Two vectors 01 and j3 are orthogonal if 
$3 = 0 and (Y is isotropic if ct2 = 0. 
We define quasi-genera below almost as in the previous paper. A principal 
result of this paper is that there are no quasi-genera for forms in more than 
four variables and only possibly in very special cases for quaternary forms. 
We extend to binary and quaternary forms a result which Ramaley proved 
for ternary forms. As a result of this extension, we can state necessary and 
sufficient conditions that a genus splits into quasi-genera. A connection 
between quasi-genera and representations of integers by ternary forms is 
proved. In the last section connections between quasi-genera and spinor 
genera are mentioned and various unanswered questions are described. 
1. DENOMINATORS OF TRANSFORMATIONS 
We here list three theorems proved by W. C. Ramaley and R. G. Thompson 
in unpublished theses at the University of Colorado and whose proofs appear 
in the previous paper. 
THEOREM 1. lfp is a prime and T is a transformation in F, then p f den T 
implies p f den T-l. 
THEOREM 2. If A and B are transformations in F with respective denomi- 
nators a and b and if(a, b) = I, then (den A)(den B) = den(AB). 
THEOREM 3. If A and B are two transformations in 9, then den AB I 
(den A)(den B). 
COROLLARY. If Tl and T2 are two transformations in 9 whose squares are 
the identity transformation and whose product has denominator relatively prime 
to some prime q, then the highest powers of q in the denominators of Tl and T, 
are the same. 
Proof. Let den Tl = q’? and den T2 = qc’r’ where rr’ is prime to q. Then 
den Tl 1 den(T,T,)(den(T,)) shows that c < c’. Similarly c’ B c. 
2. SYMMETRIES 
Since automorphs of forms play a fundamental role in our investigation 
(see the previous paper) and since the group of automorphs is generated by 
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symmetries, we next repeat the definition of a symmetry and derive some 
properties. If a: if any nonisotropic vector, the symmetry S, is defined by 
S,( = [ - (2&G)a. 
The following theorem is proved in the previous paper. 
THEOREM 4. If o12/den S, = a, for a primitive nonisotropic vector 01 and 
an integer a, then every prime factor of a is a factor of 2d. 
3. EXCEPTIONAL PRIMES 
Now we define exceptional primes on the way to defining quasi-genera. 
DEFINITION 1 a. Given a form f, we call p an exceptional prime for f, 
if for every automorph A off for which (den A, 2d) = 1 it is true that 
(den A j p) = 1 (the Legendre symbol) for p an odd prime or den A = I 
(mod 8) forp = 2. 
DEFINITION 1 b. Given a form f, we call 2 a semiexceptional prime for f 
if A an automorph off with (den A, 2d) = 1 implies that den A = 1 or 
e (mod 8) where e is one of 3, 5, 7. (No odd prime is called semiexceptional.) 
In the interest of economy of verbiage, we extend the Legendre symbol for 
p = 2 so that (a [ 2) is to be zero if a is even or 1, 3, 5, or 7 according as 
a = 1,3, 5, 7 (mod 8). In this paper we reserve the letter e to be as in 
Definition lb. Also we call q a residue of p if (q / p) = I or, when p = 2 is 
semiexceptional, q = 1 or e (mod 8). Furthermore, q is called a nonresidue 
or not a residue of a prime p if (q I p # 1 or, when p = 2 is semiexceptional, 
q is congruent to neither 1 nor e (mod 8). Notice that, as for quadratic 
residues, the product of two residues is a residue and the product of a non- 
residue and a residue is a nonresidue. Also if p is odd or 2 is semiexceptional, 
the product of two nonresidues is a residue. 
In the previous paper, in defining exceptional primes we required the 
denominator of the transformation to be prime only to p. Here we require 
that it be prime to 2d to ensure that the form into which it takes f may be in 
the same genus. 
4. QUASI-GENERA 
We showed in the previous paper that if n 3 3 and if p is an odd excep- 
tional prime for a form f or if p = 2 is semiexccptional, the genus off splits 
into two quasi-genera defined as follows. The form g is in the quasi-genus 
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off, if there is a transformation T in 9 with denominator prime to 2d and 
det T a residue of p taking f into g. The form g’ is in the “companion” 
quasi-genus off if there is a transformation T in Y taking f into g’ with 
denominator prime to 2d and den T a nonresidue of p. We showed that every 
form in the genus offis in exactly one of the quasi-genera and also that two 
forms g and g’ in the genus off are in the same quasi-genus or different 
quasi-genera according as a transformation T taking g into g’ with 
(det T, 2d) = 1 has the property that det T is a residue or a nonresidue, 
respectively. If p = 2 is exceptional, the genus splits similarly into four 
quasi-genera. Of course if p is exceptional for one form in a genus, it is for all 
forms in the genus. 
We also showed that if k is the number of odd exceptional primes for a 
genus, then the number of quasi-genera in the genus is 2k+w where w  is 0 if 2 
is neither exceptional nor semiexceptional, w  = 1 if 2 is semiexceptional, 
and w  = 2 if 2 is exceptional. 
All of the above is for n > 3. For binary forms one must reckon with the 
fact that the crucial Lemma 2 of the previous paper fails for binaries. Recall 
that that lemma affirms that for forms in more than two variables, for any 4 
prime to 2d, there is an r such that f = rq2 is solvable primitively. This was 
more than we needed to show splitting of a genus into quasi-genera. It is 
only necessary to prove that for some q prime to 2d, with q a nonresidue ofp, 
there is an r such thatf = rq2 is solvable primitively. This can be shown for 
binary forms with a few exceptions. Now we explore what exceptions must be 
made. We repeat the statement of Lemma 1 of the previous paper, prove its 
converse, and then state and prove a modification of Lemma 2 for binary 
forms. 
LEMMA 1. If f = rq2 is solvable primitively with (q, 2d) = 1, then there 
is a transformation T of denominator q and determinant I taking f into an 
integral form. 
LEMMA la (Converse of Lemma 1.) Zf there is a transformation T in Y 
with denominator q, prime to 2d, taking f into an integral form g, then f = rq2 
is solvable primitively for some integer r. 
ProoJ By the hypothesis, there are primitive vectors 01 and /I such that 
Tel = q-‘/3. Let F and G be the respective matrices of the integral forms f and 
g. Then, considering cy and p to be column matrices, we have 
cr’Gol = ci’T’FTol = q-2/3fFfi. 
Letting r = LY’GOI, we see that /3’Fp = rq2 with /3 primitive. This completes 
the proof. 
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LEMMA 2a. Let p be a prime factor of twice the determinant of a binary 
form J Then there is an integer q prime to 2d such that q is a nonresidue of p 
and, for some r, f  = rq2 is solvable primitively unless d = pkdO , where d, is a 
square not divisible by p and one of the following holds: 
(1) p = 2 is semiexceptional and e = 4 + (- 1)“; 
(2) p = 3 (mod 4) and k is odd. 
In these cases, f = rq2 solvable primitively with (rq, 2d) = 1 implies that q 
is a residue of p. 
Proof We may without loss consider q to be a prime number. Since 
(q, 2d) = 1, we may write 
f  = c$12 + c&2 (mod q3, 
with c,c2 = d (mod q2). Now f  = 0 (mod q2) is solvable primitively if and 
only if (-d 1 q) = 1. So we need critera for the existence of a prime q 
satisfying the conditions: 
C--d I q) = C-p”4 I 4) = 1 and q a nonresidue of p. (1) 
The two parts of (1) are independent unless d, is a square. The rest of the 
proof follows easily. 
COROLLARY. Except under the conditions of Lemma 2a, an exceptional 
prime induces a splitting of a genus into quasi-genera for binary forms just as 
for forms in more than two variables. 
Now we list without proof necessary and sufficient conditions that a prime 
p be exceptional for symmetries of a ternary form. From these one can 
easily extract such conditions for binary forms and necessary conditions 
for forms in more than three variables. Most of these have been found in so 
far unpublished work of W. C. Ramaley and David Roeder as well as in the 
previous paper. The proof of the conditions not to be found in any of these 
is tedious and will be supplied on request to anyone interested. (It should 
be noted that condition 5 of Theorem 9 in the previous paper must be 
modified.) Using classical notation, let Q be the GCD of the two-rowed 
minor determinants in the matrix off, and define d by d = Q2A. 
THEOREM 5. If p is exceptional for symmetries of a ternary form f, then f 
can be written 
f = c,x,= + c2pT”x22 + CQPQX32 (mod P”), 
where k is arbitrary and (clczcI , p) = 1. (This holds even if p = 2.) If p B 
exceptional, then: 
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(1) Each ci is a residue of p. 
(2) If q is an odd prime dtrerent from p which occurs in one of L? and A 
to an odd power, then q is a residue of p. 
(2’) Ifq = 2 # p, then 2 must be a residue ofp ifany one ofthefollowing 
conditions holds: 
(i) If f E clx12 + ~*zc~x~~ + 28ac3x32 (mod 2k’) and one of the 
following applies: 
(a) s2 or sS is odd (this is like condition 2); 
(b) f = 2 (mod 4) is solvable; 
(c) s, = sa = 0 (mod 2) and p7t+r~czc3 = 1 (mod 4). 
(ii) rf f = 2’cr g + 2+q,2 (mod 2”‘) where g is one of xl2 + 
x1x2 + xp2 and x1x2 , 0 = min(r, s), and one of r and s is odd. 
In each case below we iist additional conditions which, with conditions 1 and 2 
constitute a set of necessary and suficient conditions that p be exceptional for 
symmetries. 
For p odd to be exceptional we have: 
(3) 0 -c r2 < r3 ; 
(4) if f is indefinite, p + 3 (mod 4). 
For p = 2 to be exceptional f is positive definite and 
(5) r2 3 5 < r3 - rr . 
For p = 2 to be semiexceptional with e = 3 or 7 f is positive definite for 
e = 3 and 
(6) ifr2<5,thenr2=lor3,r3>6andc,c2=10r-l(mod8) 
according as e = 3 or 7; 
(7) if r3 - rp < 5, then r3 - r2 = 1 or 3 and clc2 = 1 or -1 (mod8) 
according as e = 3 or 7. 
For p = 2 to be semiexceptional with e = 5 f is positive definite and 
(8) r2 = 0, 2, or >,4 where, rfr2 = 0, c1 = c2 (mod 8); 
(9) r3 - r2 = 0, 2, or 34 where, ifr3 = r2 , c2 = c3 (mod 8); 
(10) ifrz = 0, then r, 2 4. 
We shall prove that for ternary and binary forms, p is exceptional if it is 
exceptional for symmetries. 
5. ROTATIONS 
Now we consider rotations, that is, products of two symmetries. First 
we show that for ternary forms, the only automorphisms which we need 
consider are symmetries and rotations. To this end, use the notation 
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(011 , a2 ,..., 01~) to designate the sublattice of 6 spanned by the 0~~ with rational 
coefficients, that is, all linear combinations of the 01~ with rational coefficients 
which are in 8. Then by the Dieudonne-Cartan theorem on symmetries, 
every automorph of a ternary form is the product of at most three sym- 
metries. Now S&&(--Z) = A has determinant 1 for any three nonisotropic 
vectors cy, p, and y. Then, since n = 3, A must be either the identity trans- 
formation or a product of two symmetries S, and S, . So in the latter case 
for two nonisotropic vectors 6 and E. This means that 
S&S, = (-I) SJ, 
and the denominator of the automorph on the right is that of the rotation 
S,S, . Of course for binary forms, every automorph is either a symmetry or 
a product of two symmetries. 
Furthermore, whether the form has two or more variables, we see that if 
R = S,S, and y is any vector of (a, 6) then T = S&J, leaves fixed all 
vectors orthogonal to (cr, /3) and has determinant - 1, hence is a symmetry; 
call it S, . Thus there exists a nonisotropic vector 6 such that 
s,s, = SJ, . 
Similarly there is a nonisotropic vector 6’ such that S&, = S,& . This 
shows that in dealing with R = S,S, we may replace cy by any nonisotropic 
primitive vector of (ar, /3). In particular we can choose (Y so thatp” I/ 2 with u 
a minimum over all vectors of ((u, B>. (The symbol p” 11 Y means that p” 
divides r but p”+l does not.) To express this condition more succinctly, 
we call u the p-norm of an integer r if p” /I r. The following theorem is easy 
to prove. 
THEOREM 6. If a is a vector of least p-norm in (01, p) and ifu’ is the p-norm 
of ct2, then 
p E 2ap Ez 0 (mod p”‘). 
This follows immediately since p”’ / p and p*’ I (01 + /3)“. Now we can 
begin to acquire some control over the denominator of R = S,S, . Let 
a2 = p”’ a, 8” = f2’b, where G&p) = 1, (2) 
and (y. is a vector of least p-norm ((u, 8). Now 
R,$ = S,S& = f - (3) 
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for all 5 in b. We see from Theorem 6 that (2a/3)/a2 = r/a where r is an 
integer. If u1 and u2 are the p-norms of the denominators of S, and S, , 
respectively, we have 
(~c&/cx” = a,/p”‘a and WW/B” = b,lPb, 
where a and b are defined in (2) and ae and be are integers depending on 
4 which are prime to p for some choice of f, not necessarily the same for 
both. Then (3) becomes 
Rf = 5 - (b,/p”%b)(aj3 - ro1) - (a,/p”‘a)a. 
This shows the following theorem: 
(4) 
THEOREM 7. If OL is a vector of feast p-norm in (ar, ,k?), if u1 and u2 are the 
p-norms of den S, and den S, , respectively, and ifE = max(u, , u2), then 
p-norm(den R) = U - s, for some s 3 0, (5) 
and s an integer. Furthermore, if s is positive, then u1 = u2 and there are 
integers t and w relatively prime to p such that (tell + w/3)/p” is in 6’. 
We can think of the last sentence of Theorem 7 as affirming that (II and 
/? are linearly dependent (mod p”). For odd primes p we do not need the 
full force of Theorem 7 but for p = 2 we need all the information we can 
get. So we define an integer u,, for 01 and /3 which expresses in a way the 
“degree” of the linear dependence modulo p. 
DEFINITION. Given two nonisotropic vectors 01 and /3 in b. Let U, , 
depending on a and 8, be the nonnegative integer such that: 
(1) for some integers t and w  prime to p, (tcl + w/?)/p”o is in 6; 
(2) for no integers t and w  prime to p is (ta + w/3)/pUo+l in b. 
Notice that in Theorem 7, uO > s. We now assume that den R is prime top 
and get more information. 
THEOREM 8. Let R = S,S, have denominator prime to p, let u,, be defined 
as above and ul’, u2’, u1 , u2 , a, and b as in (2) and (4). Let 01 have least p-norm 
in (OL, B> and write 201/l = p”3’c where c is an integer prime to p. Assume u1 
positive. Then 
Ul ' = u2' 7x= u2', at2 = b (mod pup), and 2ta = -c (mod p”“), 
(6) 
for some integer t prime to p. 
QUASI-GENERA 401 
Proof. In the definition above we can without loss simplify our notation 
by taking w  = 1. Note that u1 > 0 and (den R, p) = 1 implies that u,, > 0. 
Define the vector y in rF by 
ta + p = py. (7) 
Since (Y has least p-norm in (01, /?) and y is in (01, /I) we see from Theorem 6 
that p% I y2 and p% 1 201~. Then, from (7), 2ta2 + 20113 = 2p%y, that is, 
2tp%‘a + p%‘c = 0 (modp%+%‘). This shows that ug’ = ur’ and 
2ta = -c (mod p”“). (8) 
Also squaring (7), we see that 
t2Lu2 + 2tolfl + p2 = p2“~y2 and t2a + tc + p”“‘-“l’b z 0 (modp2”o). 
Thus, using (8) we have 
This implies (6). 
tza E p”“‘-““b (mod p”“). (9) 
The following theorem fills in the gaps for the prime 2. 
THEOREM 8a. If 2 is an exceptional or semiexceptional prime for a binary 
or ternary form, if R = S,S, has odd denominator, and if CI has least 2-norm 
in (01, i3>, then, using the notation of the previous theorem, ab is a residue of 2. 
(Note the meaning ascribed to “residue” and “nonresidue” at the end of 
Section 3.) 
Proof. The proof of this theorem is not only too long to put in the margin 
but it is tedious and uninspiring. The author therefore omits it. Anyone who 
wishes to see it may get a copy by writing the author and reimbursing him 
for the expense of reproducing it. 
Notice that if a and b are relatively prime, Theorem 8 shows that den R 
is a residue of p for p odd. But it certainly is possible that a and b may have a 
common factor which is a nonresidue of p and which appears to an odd 
power in den R. This must be taken into account. 
6. EXCEPTIONAL PRIMES FOR ROTATIONS 
We now have the background to make progress toward answering the 
question: Is a prime which is exceptional for symmetries also exceptional for 
rotations? This would be answered in the negative, if for a prime p excep- 
tional for symmetries we could find a rotation whose denominator is of the 
form 4% where t is odd, q is a prime not a residue of p, c is a residue of p, 
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and qc is prime to 2d. Suppose that for some q prime to 2d and not a residue 
of p, there were vectors cy. and fl in d such that ~11~ = q2a, p2 = q2b, 2~x13 = 0 
(mod q2), with a and b relatively prime to each other and to 2d. Then Eq. (3) 
becomes 
where r = 2cx/3/q2. Note that since q is prime to 24 Theorem 4 shows that 
201f and 2/3( are prime to q for some .$, not necessarily the same for both. 
Then if p is exceptional for symmetries, a and b are residues of p and the 
denominator of R is one of ab, gab, q2ab. To make it gab, which is not a 
residue of p, we would want to choose (Y and fl to be linearly dependent 
modulo q but not modulo q2. Whenever all this can be done, we will have 
shown nonexceptionality for rotations. When it cannot be done, we shall see 
that in most cases exceptionally for symmetries implies exceptionality for 
rotations. There is some saving of effort if we consider binary, ternary, and 
quaternary forms together up to a point. The next theorem bears on the 
subject. 
THEOREM 9. Let f be an n-ary form of determinant d and let q be a prime 
which does not divide 2d. Let 01 and /3 be two primitive vectors which are 
linearly independent module q for which the following holds: 
a2 z B” s 2$-j s 0 
(mod 4. (11) 
Then n is greater than 3 and, ifn = 4, (d 1 q) = 1. 
Proof. Denote by F, the finite field with q elements and consider the 
vector space 8, of n-tuples over F, . Since 01 and /? are linearly independent 
over F, there is a basis of 8, containing 01 and /3. Let a basis be 01~ , 0~~ ,..., CL~ 
where k = 2, 3, or 4, 01~ = a, 0~~ = fl, and oliolj = aij . Thus, in the matrix 
(aij) off, aii = 0 for i and,j less than 3. This denies the hypothesis that q is 
prime to 2d except when n = 4 and (d 1 q) = 1 or n > 4. 
THEOREM 10. Let f be a binary, ternary, or quaternary form and let q be a 
prime not dividing 2d. If f is a quaternary form, in addition let (d 1 q) # 1. 
Let a and j3 be vectors satisfying congruences (11). Then if R = S,S, has a 
denominator which is a multiple of q, there are vectors 6 and 6’ such that 
R = S&‘,t where 6 and 6’ are in (01, fi) and (q, a2) = 1. 
Proof. The theorem is obvious if one of a2, p2 is prime to q. So we 
assume that 01 is chosen so that its q-norm, U, is the least for all elements of 
(01, p). We assume that u > 0 and get a contradiction. 
For cz and /? define U, as in Section 5. Theorem 9 and the hypothesis of this 
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theorem imply that u0 is positive. Also u,, cannot be infinite since if cx and p 
were linearly dependent, R would be the identity transformation. 
Then fl = rcy + q%y defines a vector y in (cu, /3) for some r prime to q. 
Since the q-norm of (Y is minimal, q” j y2 and qU 1 cxy. Then Theorem 9 with 
,!I replaced by y shows that y = r’o1 + qh for some r’ prime to q and h in 
(01, ,3). Then 
p = (r + qY’)Ly + qUO+lh, 
which is contrary to the choice of u0 . 
THEOREM II. Let p be a prime factor of 2d with the property that if 
(t2, p) = 1 for 5 in b, then 5” is a residue of p. Let the form f have two, three, 
or four variables. If f is a quaternary form assume the further property that 
for every prime q not dividing 2d which is not a residue of p, it is true that 
(d 1 q) # 1. Let den S,S, = w and (w, 2d) = 1. Assume also for quaternary 
forms that 
ifp = 2, then uO as defined in Section 5 is not less than 3, except 
that if p = 2 is semiexceptional with e = 5, uO may be 2. (12) 
Then w is a residue of p. 
Proof. Let w  = wIw2 where every prime factor of w1 is a residue of p 
and every prime factor of w2 is a nonresidue of p. As previously, we use 
Theorem 8 with the Corollary of Theorem 3 to justify writing 
a2 = pUta, fi2 = p”‘b, den S, = pus, and den S, = pub, 
where (ab,p) = 1. By Theorem 10 we may assume (a, wz> = 1. Then write 
a = a,c where c is the greatest factor of a prime to w  and every prime factor 
of a, is a factor of w1 . From Theorem 2 and the Corollary of Theorem 3, 
we may write b = b,w,c where every prime factor of bl is a factor of w, . 
First, if u = 0, the hypothesis of the theorem implies that ab is a residue 
of p. Then alblw, is a residue of p. Since the prime factors of a,bl are all 
residues of p, it follows that w, is a residue of p and hence so is w  = wlw2 . 
Second, if u > 0, then u’ > 0 and Theorem 9 and the hypothesis of this 
theorem imply that OL and p are linearly dependent modulo p, that is, U, as 
defined in Section 5 is positive. This implies, by Theorems 8 and 8a, with 
condition (12) for quaternaries, that ab is a residue of p just as when u = 0. 
Then, as in the previous paragraph, w  is a residue ofp and the proof is com- 
plete. 
The fundamental theorems of this section are the following. 
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THEOREM 12. Let p be an exceptional prime for symmetries of a binary or 
ternary form f. Then p is an exceptional or semiexceptional for all automorphs 
according as it is exceptional or semiexceptional for symmetries. 
Proof. First we show that if p is exceptional or semiexceptional for 
symmetries, then the property assumed in the first sentence of Theorem 11 
holds. To this end, suppose there were a vector t in d such that (e2,p) = 1 
and $ a nonresidue of p. We know that there is a vector X in 8 such that h2 
is prime to do where d,, is the greatest factor of 2d which is prime to p. Then 
choose 01 congruent to 5 modulo p and congruent to h modulo do to see that 
S, is a symmetry with denominator prime to 2d and a nonresidue of p. This 
would deny exceptionality. 
Since every automorph of a binary or a ternary form is either the product 
of two symmetries, a symmetry, or the product of two symmetries by -Z, 
the conclusion of the theorem follows from Theorem 11. 
COROLLARY. For binary and ternary forms the conditions of Theorem 5 are 
necessary and suficient for p to be an exceptional prime. 
The corresponding theorem for quaternary forms is the following. 
THEOREM 13. Let p be exceptional or semiexceptional for symmetries of a 
quaternary form f  such that if q is a prime not dividing 2d and which is a 
nonresidue of p, then (d 1 q) # 1. Assume for p = 2, conditions (12). Zf R is a 
product of two symmetries and @“den R is prime to 2d, then den R is a residue 
of p. That is, p will be exceptional or semiexceptional for rotations as well as 
symmetries. 
Proof. Repeating the first paragraph of the proof of Theorem 12, we see 
that Theorem 11 immediately implies Theorem 13. 
Notice that Theorem 13 does not imply that the prime p is exceptional, 
since one would also have to consider products of three or four symmetries. 
In the next section we show that if there is a prime q which is not a residue of 
p, such that q r 2d and (d 1 q) = 1, then p is not exceptional. 
7. EXISTENCE OF EXCEPTIONAL PRIMES FOR n > 3 
Here we show that there are no exceptional primes for quaternary forms 
except perhaps for those described in Theorem 13. Also there are no excep- 
tional primes for forms in more than four variables. For motivation for the 
process, notice the beginning of Section 6. 
THEOREM 14. Let q be a prime not dividing 2d and let 01 be a primitive 
vector such that 01~ = q2a where q, a, and 2d are relatively prime in pairs and 
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(d 1 q) = 1. Then for quaternary forms there exists a primitive vector y in d 
satisfying the conditions: 
(1) ocy E 0 (mod q2); 
(2) y2 = 0 (mod q2); 
(3) a: + ty = 0 (mod q) is not solvable for any integer t; 
(4) j? = a + qy and /?” = q2b where (b, 2adq) = 1; 
(5) (Y and /3 are linearly independent module q2. 
(The third condition is imposed to make theJifth possible.) 
Proof. Since 01 is primitive and every congruence has a 0 on the right side, 
we may without loss assume that the last component of cx is 1. Thus we let 
01 = 6% 3 4 a3 I>, 9 3 
f= i CiXi (mod q3u2), 
i=l 
Then conditions 1 and 2 become 
g ciaikd z 0 
g ciki2 = 0 




(clc2c3c,, q") = I. 
u4= 1, (13) 
(14) 
Our process is to eliminate kl from these two equations. Suppose 
c.a.2 + c.a.2 z 0 * % 3 3 (mod d for i and j any two of 1, 2, 3. 
Since q is odd this would imply that a, , a2 , and a3 are all divisible by q which 
denies ala = 0 (mod q). So, permuting subscripts if necessary, we may take 
q f (cIuIa + c2az2). This shows that not both a, and a2 are divisible by q and 
hence we may take q + a, . Then, if we solve (13) for k, and substitute in (14) 
we have 
where the second sum is over 2 < i < j < 4. Letting e’ = c,u12 + cg42, 
we multiply the above by e’ and complete the square to get 
c2(e’k2 + c3wz3k3 + c&J2 + k32[e’c3(c3a32 + w12> - c,c32a22a3al 
+ ka2[e’c4(c4 + clalz) - c2c42a22] + 2c3c,a3k3k4(e’ - cza23 = 0 (mod q2). 
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Hence, using (14) we have 
cqe’k2 + c,a,a,k3 + c,a,k,)2 - c$,c,a~2(k, - a,k,)2 = 0 (mod 4). 
(15) 
Now if (c1c2c3cq I q) = (d I q) were - 1, the only solution of (15) would be 
k3 - a&, = 0 (mod q) which, in accord with Theorem 9, implies y E rcx 
(mod q) for some r, denying condition 3. But since (clc,c,c, 1 q) = (d 1 q) = 1, 
we have enough leeway. In fact, we can choose k, 3 0 and k, = 1 (mod q) 
so that condition 3 of the theorem is satisfied. Then k, can be chosen so that 
(15) holds and k, from (13). 
The rest of the proof holds equally well for forms in more than four 
variables. To modify y so that condition 4 holds, let a vector /$ in d be chosen 
so that @,,2, 2ad) = 1 and choose fll to be congruent to LY + qy (mod q3) and 
congruent to fl, (mod 2ad). Then q II fil - 01 and define y1 by /$ = 01+ q’yl . 
We have y1 E y (mod q2) and conditions 1, 2, and 3 hold with y1 in place of 
y. In addition, condition 4 holds for ,& in place of /3. 
Conditions 3 and 4 imply condition 5, for suppose /3 = sty + q26 for 
some 6 in 8. Then OL + q”/ = scu. + q26, which implies that s - 1 = qw 
for some integer w  and hence wo1- y = -qS, contrary to condition 3. 
This completes the proof. 
The next theorem shows the existence of a vector 01 described in 
Theorem 14. 
THEOREM 15. Let q be any prime number not dividing 2d and let f be a form 
in more than three variables. Then there is a primitive vector cy in 6 whose last 
component is congruent to 1 (mod q3) such that a2 = q2a where (a, 2dq) = 1. 
(This is a sharpening of Lemma 2 of the previous paper). 
Proof. Since we may choose the last n - 4 components of LY to be zero, 
there is no loss in proving this theorem for quaternary forms. Now since 
c,x12 + c2xz2 + c,x~~ + cp = 0 (mod q2) is solvable in integers xi , we know 
that there is a vector 01~) whose last component is 1 such that cy12 = 0 
(mod q2). Let a2 be a vector such that a22 is prime to 2dq and choose 01~ so 
that a0 = 01~ (mod q2) and = ala (mod 2d). We next make 01~~ not divisible 
by q3. Suppose 01~~ E 0 (mod q3) and let 01 = a0 + q2h, seeking to choose h 
so that 0~~ f 0 (mod q3). Since tu, is primitive modulo q and (q, 2d) = 1, there 
is a primitive vector h such that old + 0 (mod q); in fact we can choose 
X = (0, 0, 0, 1) (mod q). Then a2 = q2a for some integer a prime to 2dq. 
It remains to make sure that OL is primitive. Let r be the GCD of the 
components of 01. Since r is prime to q, it follows that r2 is a factor of a and 
the theorem holds with a/P in place of a and oI/r in place of 01. 
THEOREM 16. Let f be a form in more than four variables. Then Theorem 14 
holds for this form without the condition (d 1 q) = 1 in the hypothesis. 
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Proof. As in Theorem 14, let 01~ = q2a where q, a, and 2d are relatively 
prime in pairs. We choose 111 to have 1 as its last component and let E denote 
the vector composed of the first IZ - 1 components of IX Then choose y so 
that its last component is 0 and let 7 denote the vector consisting of its first 
n - 1 components. Since C? is nonisotropic, its complimentary orthogonal 
space is of dimension n - 2. We want to so choose y that the properties listed 
in Theorem 14 hold. By the choice we have just made, 01 and y are linearly 
independent modulo q. If we eliminate one of the components of 7 from 
OI’y = 0 and f2 = 0 = y2 (mod q), we have a quadratic form g in II - 2 
variables. Since now n - 2 >, 3, g E 0 (mod q) has a primitive solution. 
Then, as in the proof of Theorem 14, we see that we can make /3” = 0 (mod q2) 
and the rest of the proof of this theorem follows as in that for Theorem 14. 
THEOREM 17. Let f be a form in more than three variables. Then ifp is a 
prime dividing 2d, it can be an exceptional prime only iff has four variables and, 
for every prime q which is a nonresidue of p and not a divisor of 2d, it is true 
that (dj q) # 1. 
Proof. We suppose that for quaternary forms there is a nonresidue q of p 
which does not divide 2d and for which (d ) q) = 1. Then a contradiction 
will prove the theorem. Now, for such a q, we know from Theorem 15 that 
there is a primitive vector (Y such that 01~ = q2a with (a, 2qd) = 1. From 
Theorem 14 for quaternary forms and from Theorem 16 for forms in more 
than four variables, we know that there are vectors ,8 and y satisfying the 
conditions of Theorem 14. From (10) we see that 
where (16) 
where r = 2c&q2. We want to show that q I/ M, which, from the conditions 
given, implies that den@,,&) = qab. For suppose q )I M. Then p being 
exceptional or semiexceptional for symmetries implies that a and b are 
residues of p and hence ab is, while q is not a residue of p. This would show 
that qab is not a residue of p, which is the contradiction sought. 
To show that q 1 M, note that conditions 1, 2, and 4 of Theorem 14 imply 
that a = b (mod q) and 
M 3 a(2&)oI + a(2&)cll - 2a(2a& = 0 (mod 4). 
If q2 were to divide M, (16) would show that 01 and /3 would be linearly 
dependent modulo q2, since (2~5) and (2b.9 are prime to q for some E, not 
necessarily the same for both. This is denied by condition 5 of Theorem 14. 
This completes the proof. 
f+r/9/4-2 
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Combining Theorems 13 and 17 for quaternary forms, we get the following 
theorem. 
THEOREM 18. Zf f is a quaternary form, then a prime p dividing 2d is not an 
exceptional or semiexceptional prime unless the following condition holds: 
For every prime q not dividing 2d, (d 1 q) = I implies that 
q is a residue of p. (17) 
Zf condition (17) holds and p is exceptional or semiexceptional for symmetries 
and if, for two primitive vectors LY and fl in 8, den&S,) = w is prime to 2d, 
then w is a residue of p, provided that for p = 2, conditions (12) hold. 
This leaves us in doubt for quaternaries only when condition (17) holds. 
Theorem 18 also affirms that if we are to resolve this doubt either condition 
(12) does not hold or we must seek to show that p can be exceptional for 
symmetries but not for products of three or four symmetries-no product of 
only two can be effective. What is the case seems to be an open question. 
It remains in this section to express condition (17) more explicitly. 
THEOREM 19. A prime p dividing 2d is not exceptional for a quaternary 
form f except perhaps under one of the following conditions: 
(1) d = pkdo2, where do is prime to p, k is odd, and p = 1 (mod 4). 
(2) d = -pkd02, where p = 2 is semiexceptional with e = 4 + (- l)k. 
(3) d = pkd02, k is odd and p = 2 is semiexceptional with e = 7. 
Proof. We omit the proof since it is easy. But it should be noted that, 
from the previous paper, an indefinite form cannot have an exceptional prime 
which is congruent to 3 modulo 4. 
8. REPRESENTATIONS BY TERNARY FORMS 
We begin with an example like one communicated to the author by 
C. L. Siegel over 25 years ago. We make it general enough to show what is 
going on, but not as general as it could be made. Let f = xl2 + px22 + p2xS2, 
where p is a prime congruent to 7 modulo 8. We show that f = b2 is not 
solvable primitively if (b 1 p) = -- 1. Suppose the contrary. Let (x1 , .Y~ , XJ 
be a solution. Then 
xl2 + PX,~ = (b - px,)(b + px3. (18) 
Since b - px, is a nonresidue of p, there must be a prime q which is a non- 
residue of p and which occurs in b - px, to an odd power. Now q + 2 since 
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2 is a residue of p. Also q 7 b + px, , since if it did, it would divide both b 
and x3 ; then (-p ] q) = (q ] p) = - 1 would imply that xl and x, are both 
divisible by q, denying the condition that the solution off = b2 is primitive. 
Thus, in (18), q occurs to an odd power on the right side and an even power 
on the left. This is the contradiction which establishes our result. (See the 
next section for comments on this example and the theorem below). 
The above phenomenon cannot occur for a binary form g, since g = 0 
(mod q) is solvable primitively for (q, 2d) = 1 if and only if (--d / q) = 1. 
For quaternary forms, there is a result of Ross and Pall [5] which affirms 
that each positive quaternary form represents all sufficiently large integers 
represented properly by its genus. For indefinite forms in more than three 
variables, Watson [6, p. 811 has shown that if f = a (mod 4”d) is solvable 
properly, thenf = a is solvable properly. Hence the phenomenon is peculiar 
to ternary forms. 
We now state a definition which describes the above phenomenon more 
generally and then show that it can occur only if p is exceptional or semi- 
exceptional. 
DEFINITION. Given a ternary formf, we say that a prime p (even or odd) 
has property A with respect to f if there is a primitive vector 01 such that 
CX~ = a and if, for every pair of primitive vectors E~ , l 2 such that ei2 = abi2 
with (bi ,2pd) = 1, it is true that (b,b, / p) = 1. (We do not assume that a 
is prime to 2pd.) 
THEOREM 20. If a prime p has property A for a form f, then p is exceptional 
or semiexceptional for symmetries of J 
Proof: We prove that if p is not exceptional for symmetries, it does not 
have property A. In the course of the proof we make three assumptions that 
we justify later. We do not assume that p is a factor of 2d, though it turns out 
later that this is the case. 
If p is not exceptional or semiexceptional for symmetries, there is a 
primitive vector /3 such that (den S, ,2pd) = 1 and the “character” of den S, 
with respect to p is arbitrary, that is, den S, will be a residue or nonresidue 
of p at will. Let b = den S, . Without changing the character of den S, 
with respect to p, we may assume that /3” = p’b where (b, 2pd) = 1 for some 
integer r, andpr I 2@ for all 8 in b. Let 2c.$3 = p7c, where c is not necessarily 
prime to p, and have a2 = a and S,CX = E/b, where E = bol - cfl. We first 
assume 
(a, b> = 1, (19) 
(b, c) = 1. m-9 
Now c2 = b2a with the character of b with respect to p arbitrary. It remains 
to show that E is primitive. 
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Suppose E is not primitive. Then E = e8 = bol - c/z?, where e is an integer 
greater than 1 and 6 is a primitive vector. Then e2 / b2a. If q is a prime factor 
of e and b, it divides c/I which is impossible from (20) and the fact that /I is 
primitive. Similarly q cannot divide e and c. So we have (e, cb) = 1. Thus 
e2 1 a. Now 
2e6ol = ~ECY. = 2ba - c2pr. 
Then e I a implies e 1 pT. This is contrary to the third assumption 
bol - c/3 f 0 (mod I-9. (21) 
Thus we see that to complete the proof of the theorem we must adjust /!I 
so that (19) (20), and (21) hold. 
First, to show (19) let d, be the product of all prime factors of 2ad except p 
and choose y so that (r2, 2adp) = 1. Then let p1 be chosen so that /I1 = /3 
(modpTi3) and /31 = y (mod d,,). Then (19) holds for /I1 in place of /3, that is, 
(19) holds. 
In order to establish (20) note that by use of a unimodular transformation 
on f, we may assume that (Y = (1, 0, 0), a,, = c(, and aI3 = 0. On the way 
to our result we adjust /I = (b, , b, , b3) so that every prime factor common 
to b, and b, is a factor of 2apd. Let b2’ be the greatest factor of b, prime to 
2adp, and choose p’ = (1, 1,0) (mod b,‘) and /?’ = p modulo a sufficiently 
large power of 2apd. Then, suppressing the prime in /3’, we have a vector /3 
such that 
P = tb, 3 b, , b,), j3” = p’b, (b, 2apd) = 1, 
every prime factor of (b, , b,) divides 2apd, and the 
character of b with respect to p is arbitrary. 
Now, to proceed with the proof of (20) note that 
(22) 
2oip = 2ab, + 2a,,b, = pTc, 
/3” = p’b = ab12 + 2a12b,b, + a2,bz2 + b3(2a23b, + a,,b,). 
Let /3’ be the vector obtained from /3 by replacing the third component by 
b3’, and write p’ = pTb’. Note that c is the same for 2q!I and 2@‘. To make 
b’ = b (modp) choose b3’ = b, (mod~r+~). Let q be some factor of (b, c), 
If q j a33 then q 7 az3 since q does not divide d. Thus if q I b, we know from (22) 
that q r b, and thus q 7 ab12 --r ab2 (mod q). If q f b, we can choose b3’ so 
that q -r b’. If q is a prime factor of (b, c) which does not divide ~7~~ we can 
also choose b3’ so that q does not divide b. So we have established (20). 
To prove (21) suppose bol - cp = pX for some X in 8. Now (bc, p) = 1 
since z and /3 are primitive. Then 
2bc+ = 24” + p(2@), 
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that is, 
bcp’ = 2bcp’ + p(2/3X). 
But p7 1 2/3h since p’ 12@ for all [ in 8. Hence 
bc = 2bc (mod P>. 
This is impossible. So we have proved (21) and the theorem. 
The Corollary follows from Theorem 12. 
COROLLARY. If a prime p has property A for a form f, then p is exceptional 
or semiexceptional for f. 
9. UNANSWERED QUESTIONS AND CONJECTURES 
The converse of Theorem 20 is probably not true, for consider the example 
at the beginning of the previous section. Though it can be generalized up to 
a point, the method used to prove property A depends essentially on p being 
congruent to 3 modulo 4. Even ifp is congruent to 3 modulo 4 there is trouble 
for the general diagonal form f = c,x12 + PC,X,~ + P~c,c,~. Also we do not 
know the answer to the question: If one form in a genus has property A 
with respect to p, does every form in the genus have this property? It seems 
as if the answer should be “yes.” 
The possibility that there may be some exceptional primes for quaternary 
forms is intriguing. The chief obstacle to finding out seems to be that products 
of more than two symmetries are hard to handle. 
There are some connections between quasi-genera and spinor genera 
(see [I, 4, 61). (Note that Watson’s definition of spinor genus is different 
from that of Eichler and O’Meara; but presumably they are equivalent.) 
One property in common is that the number of quasi-genera and of spinor 
genera in a genus is a power of 2. It is known that spinor genera in O’Meara’s 
sense exist apart from genus and class for forms in more than four variables; 
hence for such forms the idea of quasi-genus is not equivalent to that of the 
spinor genus. It may be that whenever quasi-genera exist they coincide with 
spinor genera. It is known [I, p. 99; 4, p. 319; 6, p. 1051 that there is only 
one class in each spinor genus for indefinite forms in more than two variables. 
Watson has shown this for quasi-genera of indefinite ternary forms. 
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