Cover inequalities are commonly used cutting planes for the 0-1 knapsack problem. This paper describes a linear-time algorithm (assuming the knapsack is sorted) to simultaneously lift a set of variables into a cover inequality. Conditions for this process to result in valid and facet-defining inequalities are presented. In many instances, the resulting simultaneously lifted cover inequality cannot be obtained by sequentially lifting over any cover inequality. Some computational results demonstrate that simultaneously lifted cover inequalities are plentiful, easy to find and can be computationally beneficial.
Introduction
Define the 0-1 knapsack problem (KP) to be max{ n i=1 c i x i : n i=1 a i x i ≤ b, x i ∈ {0, 1} for i = 1, . . . , n} where c i , a i ∈ R + for i = 1, . . . , n and b ∈ R. KP has been used in numerous applications and has been widely studied both theoretically and computationally. Many algorithms that solve KP have been developed [3, 7, [17] [18] [19] . The problem is N P-hard in general [15] , but can be solved in pseudopolynomial time using dynamic programming [6] .
Let N = {1, 2, . . . , n} represent the set of variable indices and P be the set of feasible points of a KP instance, P = {x ∈ {0, 1} n : i∈N a i x i ≤ b}. Assume throughout that a is sorted in descending order (i.e. if i, j ∈ N and i < j, then a i ≥ a j ). This paper discusses the facial structure of the knapsack polytope, which will be denoted by P K P and is defined as the intersection of every convex set that contains P, P K P = conv(P). An inequality i∈N α i x i ≤ β is a valid inequality if it is satisfied by every point in P. A valid inequality may define a face F = {x ∈ P K P : i∈N α i x i = β} = ∅. Given a set of points S ⊆ R n , the dimension of the convex hull of S, dim(conv(S)), is equal to the maximum number of affinely independent points in S minus one. If dim(F) = dim(P K P )−1, then F is a facet of P K P , and the corresponding valid inequality is said to be facet defining. See [20] for a more detailed treatment of the definitions related to integer programming and polyhedral theory.
Without loss of generality assume a i > 0 for all i ∈ N . If not, then either a i = 0 and x i can be removed from the problem or a i < 0 and x i can be replaced by 1 − x i to produce an equivalent problem with a i > 0. Furthermore, assume that a 1 ≤ b. If not, x 1 = 0 for every x ∈ P and x 1 can be removed from the problem. Under these assumptions, P K P is full dimensional (dim(P K P ) = n) as it contains the affinely independent points e i for all i ∈ N and 0 where 0 is the zero vector and e i is the ith unit vector.
Numerous results describe facets and valid inequalities of P K P [1, 2, 4, 8, 10, 12, 21, 23, 24, 28] . The majority of these results use a cover of K P, which is any set C ⊆ N such that j∈C a j > b. A cover is minimal, if for each l ∈ C, j∈C\{l} a j ≤ b. Every cover induces a valid inequality, known as a cover inequality, of the form j∈C x j ≤ |C|−1. The extension of a cover, C, is defined as E(C) = {l ∈ N \ C : a l ≥ a k ∀k ∈ C} ∪ C and induces a valid inequality, known as an extended cover inequality, of the form j∈E(C) x j ≤ |C| − 1. Under certain conditions an extended cover inequality is facet defining for P K P [1, 12, 24] .
A standard practice to create facet-defining inequalities of P K P is to take a minimal cover inequality and lift additional variables into the inequality [1, 2, 4, 8, 12, 25, 28] . Lifting, introduced by Gomory [8] , increases the dimension of a valid inequality by adding variables that have the maximum coefficient that maintains the validity of the new inequality. Recently, some work has been done on sequence independent lifting, which is based upon lifting over superadditive functions [11, 26] .
In 1978 Zemel [27] introduced a method to exactly lift sets of binary integer variables into the C cover inequality. The method in [27] solves exponentially many integer programs and then finds the extreme points of the polar. This paper presents a new technique to simultaneously lift a set of variables into a cover inequality generated from a knapsack constraint. Furthermore, this simultaneous lifting process only requires linear effort when the set and cover are sorted.
For the remaining part of this paper, let C ⊆ N be a cover and let E ⊆ N \ C be the set of variables to be simultaneously lifted into the cover inequality. In addition, assume that both C and E are sorted in ascending order and so their corresponding a values will be sorted in descending order.
Define the E, ρ-simultaneously lifted cover inequality (SLCI ρ E ) to be
Although Zemel's result guarantees facet-defining inequalities, the technique described here only guarantees to increase the dimension of the face, but does not necessarily generate facet-defining inequalities. However, under certain conditions, an SLCI inequality can be facet defining. The remaining part of the paper is organized as follows. Section 2 provides a fast technique to sequentially lift sets of integer variables into a cover inequality. Some computational results in Section 3 show that simultaneously lifted cover inequalities are plentiful, easy to find and can help solve integer programs. Some conclusions and directions for future research are discussed in Section 4.
Simultaneously Lifting Sets of Integer Variables
In examining SLCI ρ E inequalities, it is obvious that if ρ ≤ 0, then SLCI ρ E is dominated by the C cover inequality. Furthermore, ρ can be bounded above by defining φ as follows:
Observe that φ > 0 since a 1 ≤ b and either E is not a cover or every set of size v contained in E is a cover. Therefore, there will always exist at least one point in P such that φ of the variables corresponding to elements in E are equal to 1. The following theorem provides necessary and sufficient conditions when SLCI ρ E is a valid inequality. A definition is required before this theorem can be given. Let F ⊆ N and define F (k) to be the k largest elements in F. Since the knapsack data is sorted in descending order, F (k) represents k elements in F that have the smallest coefficients in the knapsack constraint. Conversely, assume that Q ρ q is a cover for all q ∈ {1, 2, . . . , |E|} and let x ∈ P such that j∈E x j = q . Case 1: Suppose |C| − ρq < 1. Then either Q ρ q is not a cover or x ∈ P, which are both contradictions. Case 2: Let |C|−ρq ≥ 1. Now by the definition of C ( p) and E (q ) , every set with q elements in E and any |C|−ρq elements of C is a cover. Hence no more than |C| − ρq − 1 variables corresponding to elements of C can equal one. Therefore,
Theorem 2.1 can now be used to create a linear-time algorithm (assuming C and E are sorted) to determine the maximum ρ such that SLCI ρ E is valid. This algorithm begins by finding φ and then successively checks each Q ρ q for q = 1, . . . , |E|. In the event that a necessary Q ρ q is not a cover, the algorithm decreases ρ to the exact value where the new Q ρ q has one more element than the previous Q To analyze the run time of this algorithm, the initialization examines each element in E and each element in C at most one time. If a cumulative version of sum is kept (one calculates the sum by subtracting the appropriate a j |E|−q and adding the appropriate a i |C|− p ), then the Main Step also examines each element in E and each element in C a fixed number of times (O(1)) and thus the total work is O(|C| + |E|) = O(n). Therefore, the algorithm runs in linear time. We are assuming that in the original knapsack problem, C and E are both sorted in descending order. If this is not the case, then the run time is slowed to O(n log(n)) due to the time required to sort these sets. However, if carefully implemented, sorting can be a preprocessing step and then as long as at least Ω (log(n))SLCI ρ E inequalities are created for a single knapsack instance, the linear-time analysis is appropriate.
To obtain facet-defining conditions, let S ⊆ N and define P K P S = conv{x ∈ P : x i = 0 ∀i ∈ N \ S}. A wellknown result states that if C is a minimal cover, then the corresponding cover inequality is facet defining over P K P C . With fairly broad conditions, we can also get SLCI ρ E to be facet defining over P K P C∪E . Using the ρ, p , and q output from Algorithm 2.2, notice that any x ∈ P with exactly q variables corresponding to indices in E and p variables corresponding to indices in C set to 1 satisfies SLCI ρ E at equality. Theorem 2.3. Let C be a minimal cover of KP, E ⊆ N \ C, ρ, p and q be the values returned from Algorithm 2.2. Then SLCI ρ E is a facet-defining inequality over P K P C∪E if 0 < ρ < |C|−1 φ , |E| ≥ 2 and both
Proof. Trivially, P K P C∪E is full dimensional (i.e. dim(P K P C∪E ) = |C| + |E|). The point x i = 0 ∀i ∈ N never satisfies any SLCI ρ E at equality, and so SLCI ρ E can define a face of dimension at most |C| + |E| − 1 over P K P C∪E . Thus SLCI ρ E will be a facet-defining inequality for P K P C∪E if there exist |C| + |E| affinely independent points in P K P C∪E that satisfy SLCI ρ E at equality.
Let the first |C| points be a cyclic permutation of 1 s denoted by i l ∈C e i l − e i t for t = 1, . . . , |C|. As |C| and |C| − 1 are relatively prime, these points are linearly independent [13] . Before constructing the rest of the points, first recall that any x with q variables corresponding to elements of E and p variables corresponding to elements of E set equal to one meets SLCI ρ E at equality. The points for E now split into two forms. If q + 2 ≤ |E|, then for the next |E| − q − 1 points, choose c l=|C|− p +1 e i l + |E| l=|E|−q +2 e j l + e j t for t = 1, . . . , |E| − q − 1. Each of these points is in P due to (i) and satisfies SLCI ρ E at equality since there are q variables corresponding to elements in E and p variables corresponding to elements in C set to one.
The last q + 1 points are |C| l=|C|− p +1 e i l + |E| l=|E|−q e j l − e j t for each t = |E| − q , . . . , |E|. These points are in P by (ii) and satisfy SLCI ρ E at equality. Combining these points yields |C| + |E| points that satisfy SLCI ρ E at equality. Since |E| ≥ 2 these points are linearly independent and the result follows.
Even if the conditions (i) and (ii) of Theorem 2.3 are not satisfied, the dimension of SLCI ρ E 's face in P K P C∪E will be strictly larger than the dimension of the cover inequality in P K P C . In the Initialization, there exists an x ∈ P with φ variables corresponding to elements of E set to one and the rest of the variables equal to zero. This x clearly satisfies SLCI ρ E at equality and is affinely independent from the points generated from the minimal cover. Each time ρ decreases, it is because there exists a feasible point with at least one variable corresponding to an element in E set to one that violates SLCI ρ E with the current ρ value. The algorithm changes ρ so that this new point meets the next SLCI inequality at equality. Thus the dimension of SLCI ρ E in P K P C∪E is at least one dimension larger than the dimension of the cover inequality in P K P C . Formally, Corollary 2.4. The SLCI ρ E produced from Algorithm 2.2 induces a face of dimension at least |C| in P K P C∪E .
Theorem 2.3 requires 0 < ρ < |C|−1 φ . These restrictions involve selecting an appropriate E and will be discussed after the following example, which illustrates the above results and discusses the strength of SLCI 
The algorithm begins to decrement q. First for q := 6, p := 1, the set {6, 8, 9, 10, 11, 12, 13} is checked to see if it is a cover (sum := 53). This set is not a cover, so ρ := 6−1−1 6 = 2 3 , q := 6 and p := 1. Now SLCI {5, 6, 8, 9, 10, 11, 12, 13} is a cover (sum = 64) . Then q decreases to 5 and p remains at 2. The set {5, 6, 9, 10, 11, 12, 13} is not a cover (sum = 57) and so ρ := 6−1−2 5 = 3 5 , q := 5, p := 2 and SLCI 3 5 E = x 1 + x 2 + x 3 + x 4 + x 5 + x 6 + 3 5 (x 7 + x 8 + x 9 + x 10 + x 11 + x 12 + x 13 ) ≤ 5. With q = 5, p := 3, the set {4, 5, 6, 9, 10, 11, 12, 13} is a cover (sum = 68). So q decreases to 4. The algorithm proceeds to check the following 4 sets, {4, 5, 6, 10, 11, 12, 13} (sum = 61), {3, 4, 5, 6, 11, 12, 13} (sum = 65), {3, 4, 5, 6, 12, 13} (sum = 58) and {2, 3, 4, 5, 6, 13} (sum = 62), all of which are covers. So SLCI 3 5 E is a valid inequality. In addition to verifying that SLCI 3 5 E is valid, the algorithm also returns q = 5 and p = 2. Since q ≤ |E| − 2, and neither {5, 6, 7, 10, 11, 12, 13} nor {5, 6, 8, 9, 10, 11, 12} are covers, SLCI 3 5 E is facet defining over P K P C∪E by Theorem 2.3. Since P K P C∪E = P K P , SLCI 3 5 E is a facet-defining inequality. One may question the relationship between simultaneously lifted cover inequalities and sequentially lifted cover inequalities. Differences between these inequalities will be discussed using this same example. Beginning with minimal cover C = {1, 2, 3, 4, 5, 6} and sequentially lifting the variables in E = {7, 8, 9, 10, 11, 12, 13} leads to the set of 21 constraints (1) (depending upon the lifting order). Since this is exact lifting, each of these inequalities is facet defining and thus necessary in the description of P K P .
Notice that SLCI 3 5 E neither dominates nor is dominated by any of these 21 inequalities. However, not all facets are as "important" as other facets as noted in [9] . The average of this set of 21 constraints is x 1 + x 2 + x 3 + x 4 + x 5 + x 6 + 2 7 (x 7 + x 8 + x 9 + x 10 + x 11 + x 12 + x 13 ) ≤ 5. This average inequality is dominated by SLCI 3 5 E . Gu et al. [11] provide lower bounds of lifting coefficients through sequence independent lifting. This method does not always guarantee a facet-defining inequality. Implementing Gu et al.'s method on C leads the valid inequality of
SLCI 3 5 E strictly dominates the sequence independent lifted inequality (2) . Also notice that the point (
) satisfies the original knapsack constraint, all of the sequentially lifted constraints (1), and the sequence independent constraint (2), yet this point violates SLCI 3 5 E (25.5 > 25). On top of providing a concrete example of an SLCI inequality, this example shows why many SLCI inequalities cannot be generated by sequentially lifting over any cover inequality. Since sequential lifting solves an integer program that has integer objective coefficients, the optimal objective value (if one exists) will always be integer. Since the righthand side of the cover inequality starts out as integer, one obtains a lifting coefficient that is the difference between two integers and is thus integer. Consequently, applying sequential lifting over any cover inequality could never generate the fractional coefficients of SLCI 3 5 E produced in this example. The attention now shifts toward finding useful choices for E. The goal is to select E such that Algorithm 2.2 will terminate with facet-defining equalities over P I P C∪E . In addition, E should be selected so that Algorithm 2.2 does not terminate with some frequently used inequalities, such as cover inequalities, extended cover inequalities or sequentially lifted inequalities. We begin this discussion with some rather trivial results that describe some poor choices for E and then provide some guidance for sets that are likely to produce interesting and useful inequalities.
Upon terminating Algorithm 2.2 if ρ = 0, then SLCI ρ E reduces to the cover inequality and will be facet defining over P K P C∪E if and only if {i 2 , i 3 , . . . , i |C| , j 1 } is not a cover. Additionally, if ρ = 0, then p = |C| − 1 for some q ≥ 1. Consequently, if the set {i 2 , . . . , i |C| , j |E| } is not a cover, then ρ = 0 and an individual can avoid using Algorithm 2.2 by this simple check. Therefore, when selecting E ensure that a j |E| > b − |C| l=2 a i l or ρ will be 0 and one is wasting effort.
If Algorithm 2.2 reports ρ = |C|−1 |E| , then q = |E| and p = 0. When |E| ≥ 2, this rarely occurs and requires that E is not a cover and {i |C| , j |E| } is a cover. For example, if a knapsack problem is 4x 1 +4x 2 + x 3 + x 4 + x 5 + x 6 ≤ 4 with C = {1, 2} and E = {3, 4, 5, 6}, then Algorithm 2.2 returns ρ = 
This inequality only defines a face of dimension 2 and is not facet defining over P K P C∪E . Thus, one should not attempt Algorithm 2.2 if C is a minimal cover of size 2 and {i |C| , j |E| } is a cover.
A well-known lifting result by Balas [1] provides some guidelines for selecting sets of variables that are likely to produce strong and interesting inequalities. Balas' result requires a minimal cover C = {i 1 , . . . , i |C| } and defines µ h = h k=1 a i k for h = 1, . . . , |C| and λ = µ |C| − b. The result then bounds the lifting coefficients as follows: Theorem 2.6. If C is a minimal cover, then every facet-defining inequality of the form l∈N \C ρ l x l + i∈C x i ≤ |C| − 1 satisfies the following conditions:
Balas' result partitions variables into two classes. These classes are variables that are lifted with an exact value (i) or variables that are lifted with a range of values (ii). Letting E contain variables that fall into (i) will likely not produce fractional values of ρ and such inequalities are typically weaker than sequentially lifted inequalities. In contrast, allowing E to contain variables that fall into (ii) will likely produce fractional values for ρ. Since each E is only allowed a single ρ, one expects that selecting E from variables in (ii) for a specific h would tend to provide strong and useful inequalities. The following example helps clarify these concepts.
Example 2.7. Reexamining Example 2.5 observe that the coefficient 7 falls into (µ 1 − λ, µ 1 ) = (2, 11) with h = 0. Thus, these variables would sequentially lift with either a 0 or a 1 depending on the lifting order. It is not surprising that all of the variables can be simultaneously lifted with ρ = 
Furthermore, this inequality is facet defining over P K P C∪E . Thus, using variables that fall into range (i) defeats the benefit of simultaneous lifting, since the SLCI inequality could be easily dominated by an inequality directly from Balas' result.
Furthermore, if one lets E include indices that fall into ranges defined by different values of h, then little benefit is gained from simultaneous lifting. For instance, if E = {7, 8, 9, 10, 14, 15, 16}, then ρ = 
Observe that from Balas' results, the sequential lifting coefficients for x 14 , x 15 and x 16 are guaranteed to be at least 1, and this inequality could be strengthened to x 1 + x 2 + x 3 + x 4 + x 5 + x 6 + 2 3 (x 7 + x 8 + x 9 + x 10 ) + x 14 + x 15 + x 16 ≤ 5 using his result.
Computational results
The previous section describes various theoretical results relating to SLCI ρ E inequalities. This section provides a brief computational study demonstrating that these inequalities can be effective. All computational tests were performed on a Pentium IV 1.8 GHz processor with 1 GB of RAM. All instances were solved using CPLEX 7.1 [22] default settings, and all cuts were added as a preprocessing step. A time limit was set at 1000 seconds for each problem. One difficulty in performing a computational study of knapsack problems is that most solvers can quickly solve most instances. However, Chvátal [5] provides some knapsack instances that require exponentially many branches. This result has been strengthened to show that there exist knapsack instances that require exponentially many branches even if all of the sequence dependent lifted covers are added to the formulation [14] . Both of these results use large random numbers for the a i coefficients and force c i = a i for all i = 1, . . . , N . Then with probability approaching 1, there exists a solution with the objective value equal to b.
The spirit of both of these results is followed in creating these computational instances. Each a i = c i is a random integer between 1 and 500,000 for i = 1, . . . , n and b = n i=1 a i /2 . These large random coefficients pose some computational challenges. One of the foremost problems is that if a solution is found that equals to b, then the problem terminates immediately. Since there is a high probability that there exists such a solution, no cut will reduce the LP objective value. Therefore, the effectiveness of a cut is shown by a decreased solution time and not a decrease in the Z value of the linear relaxation.
To further complicate matters if n is small, then solvers can quickly solve the instances and if n is too large, then solvers either immediately find a solution or branch for a substantial amount of time. The instances selected for this study have the number of variables in between these two extremes. Using SLCI ρ E cuts on instances that were larger or smaller had virtually no impact.
In this study, a minimal cover, C, is created by taking a consecutive set of indices C = {i, i + 1, . . . , i + |C| − 1}. The set E = {i + |C|, i + |C| + 1, . . . , i + |C| + |E| − 1} is selected to be the next set of indices. Selecting this next set of indices increases the odds that these indices will be included in Balas' second conditions. The values of i was set to various values for each problem and several |E| were also selected for each cover. The linear-time algorithm then created a valid SLCI ρ E . If ρ = 0, then SLCI ρ E reduces to the C cover inequality and the inequality is not included as a preprocessing cut. As many as 500 SLCI inequalities were checked on a single problem, and the total preprocessing time was less than 0.05 seconds per problem.
On an average, the preprocessing added 10 SLCI inequalities for each problem. The majority of these inequalities had anticipated values for ρ, such as Table 1 corresponds to 20 distinct random instances with the specified number of variables. The times reported are the total times required to solve all 20 instances. As mentioned, SLCI inequalities had virtually no effect on instances that were larger or smaller. Besides improving the solution time, these SLCI inequalities allowed 8 more problems to be solved within the time limit. Notice that the most basic implementation to find SLCI inequalities was used to obtain these results. The fact that such positive results can be obtained from such a simple implementation suggests that SLCI inequalities are plentiful, easy to find, and that even the most straightforward SLCI inequalities can be computationally beneficial.
Conclusions and future research
This paper has introduced a new and fast technique to simultaneously lift sets of binary variables into a cover inequality. Some theoretical results provide conditions when these inequalities are facet defining. A computational study has shown that SLCI inequalities can be effective.
There still remains a substantial amount of theoretical and computational research to be accomplished in this area. One of the foremost questions is how to select both C and E. In other words, can Algorithm 2.2 be changed so that it can determine a set E that guarantees a facet-defining inequality? In addition, can the theory behind SLCI inequalities be modified so that it can simultaneously lift a set of variables into an SLCI inequality? Resolving this question would allow one to iteratively apply simultaneous lifting to several different sets of variables. We anticipate that such a procedure would result in values of simultaneous lifting coefficients that are dependent upon the order that the sets are simultaneously lifted. Furthermore, the SLCI inequalities from the computational study did not seek to solve the separation problem. Although cover separation is N P-complete in general [16] , developing some heuristical separation procedures for SLCI inequalities could be computationally beneficial.
