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In this paperwe obtain some lower bounds of the integral
 2π
0 · · ·
 2π
0 log |P(eiθ1 , . . . , eiθn )|
dθ1
2π · · · dθn2π if the polynomial P(z1, . . . , zn) in several variables has a concentration at low
degrees, measured by: (1) lp-norm under lp-norm, 1 ≤ p ≤ 2; (2) lp-norm under Lp-
norm, p > 2; (3) lp-quasi-norm under lp-quasi-norm, 0 < p < 1. Presented lower
bounds generalized and extended the results from [B. Beauzamy, Jensen’s inequality
for polynomials with concentration at low degrees, Numer. Math. 49 (1986), 221–225;
M. Pavlović, N. Cakić, M. Rajović, S. Radenović, A generalization of Jensen’s inequality for
polynomials having concentration at lowdegrees, Comput.Math. Appl. 57 (2009) 332–337;
and S. Radenović, Some estimates of integral
 2π
0 log |p(eiθ )| dθ2π , Publ. Inst. Math. (Beograd)
(NS) 52 (66) (1992) 37–42] for polynomials in one variable.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Let P(z1, . . . , zn) = ∑α aαzα11 · · · zαnn ≠ 0 with α = (α1, . . . , αn), be a polynomial in n variables z1, . . . , zn and with
complex coefficients.
The lp-norms we use are first related to the coefficients of P, |P|lp =
∑
α |aα|p
 1
p for 1 ≤ p < +∞, and |P|∞ =
maxα |aα|. We can also consider P as a function on the polycircle and introduce the Lp-norms ‖P‖Lp =
 2π
0 · · ·
 2π
0P(eiθ1 , . . . , eiθn)p dθ12π · · · dθn2π  1p , for 1 ≤ p < +∞, and ‖P‖∞ = max P(eiθ1 , . . . , eiθn) : 0 ≤ θi ≤ 2π, i = 1, n. We
observe the following relations between the norms already introduced:
|P|∞ ≤ ‖P‖L1 ≤ ‖P‖Lp ≤ ‖P‖Lq ≤ ‖P‖L2 = |P|l2
≤ |P|lq ≤ |P|lp ≤ |P|l1 for 1 ≤ p ≤ q ≤ 2.
|P|lq ≤ |P|lp ≤ |P|l2 = ‖P‖L2 ≤ ‖P‖Lp ≤ ‖P‖Lq
≤ ‖P‖∞ ≤ |P|l1 for 2 ≤ p ≤ q.
The integral J(P) =  2π0 · · ·  2π0 log P(eiθ1 , . . . , eiθn) dθ12π · · · dθn2π is called Jensen’s functional of polynomial
P (z1, . . . , zn) ,M(P) = exp (J(P)) is called the Mahler measure of P and deeply studied in number theory (see [1]). It is
not hard to see that J

P
|P|l1

≤ 0 for each polynomial P(z1, . . . , zn) in many variables. If P(z) is a polynomial in one variable
then [2,3]
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− (deg P) ln 2 ≤ J

P
|P|l1

≤ 0; i.e.,
inf

J(P) : deg P = m and |P|l1 = 1
 = −m log 2.
We do not know whether there exists a similar lower bound of Jensen’s functional J(P)where P(z1, . . . , zn) is a polynomial
in several variables which satisfies some property (for instance has the total degreem). Therefore, it is a natural question to
find some lower bound of J(P)where P(z1, . . . , zn) satisfies for example, some property. For this, we introduce:
Definition 1.1. Let P(z1, . . . , zn) = ∑α aαzα11 · · · zαnn ≠ 0 be a polynomial in several variables. We set α =
(α1, . . . , αn), |α| = α1+ · · · + αn. Let 0 < d ≤ 1, k ∈ N and 1 ≤ p < +∞. We say that P(z1, . . . , zn) has the concentration
d at degree kmeasured by lp-norm under lp-norm if−
|α|≤k
|aα|p
 1
p
≥ d ·
−
α
|aα|p
 1
p
. (1.1)
If d = 1 then from (1.1) it follows that the polynomial P (z1, . . . , zn) has degree at most k, that is, P (z1, . . . , zn) =∑
|α|≤k aαz
α1
1 · · · zαnn .
In the general case the polynomial P(z1, . . . , zn) has the concentration d at degree k measured by ‖.‖N1-norm under
‖.‖N2-norm if
P |kN1 ≥ d · ‖P‖N2 , where ‖.‖N1 and ‖.‖N2 are norms in the space of polynomials such that ‖P‖N2 ≥ ‖P‖N1
and P |k(z1, . . . , zn) =∑|α|≤k aαzα11 · · · zαnn . For instance, the condition−
|α|≤k
|aα|p
 1
p
≥ d · ‖P‖∞ (1.2)
designate that the polynomial P(z1, . . . , zn) has a concentration d at degree k measured by lp-norm under the L∞-norm.
Since ‖P‖∞ ≥ |P|lp then the condition (1.2) has the sense.
The basic result, due to Enflo [4], asserts that if P and Q are polynomials satisfying respectively:−
|α|≤k
|aα| ≥ d
−
α
|aα| (1.3)
and −
|β|≤k′
|bβ | ≥ d′
−
β
|bβ | (1.4)
then if the product P · Q is written as∑γ cγ zγ11 · · · zγnn , we have:−
|γ |≤k+k′
|cγ | ≥ λ

d, d′; k, k′−
α
|aα|
−
β
|bβ |. (1.5)
The interesting point in this statement is that λ depends neither on the specific degrees of P and Q , nor on the number of
variables. This theorem was the key tool in Enflo’s construction of an operator without invariant subspaces [4].
In Number Theory, a result of special importance is Gelfond’s Theorem, which asserts that if P(z) and Q (z) are of degrees
m and n respectively, then:
|PQ |∞ ≥ e−(m+n)|P|∞|Q |∞, (1.6)
where |P|∞ = maxj |aj|, P =∑ ajz j.
There is a much deeper result [5], concerning products of polynomials with one variable: if one of them has a large
coefficient and the other some concentration at low degrees, the product has a large coefficient.
If P and Q satisfy:
max
j
|aj| ≥ d
−
j≥0
|aj| (1.7)
and 
k−
m=0
|bm|2
 1
2
≥ d′
−
m≥0
|bm|2
 1
2
(1.8)
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then:
max |cn| ≥ λ

d, d′; k−
j≥0
|aj|
−
m≥0
|bm|, (1.9)
where (as stated) λ

d, d′; k depends only on d, d′, k, and not on the precise degrees of P(z) and Q (z).
The comparison between the norm of the multilinear functional and the norm of the polynomial, in various situations,
was studied by Yannis Sarantopoulos [6].
2. Main results
Polynomials with concentrations at low degrees were introduced by Enflo; this plays an important role in the
construction of an operator on the Banach space with no non-trivial invariant subspaces [4]. We investigate here the lower
bounds of Jensen’s functional J(P) of such polynomials. In the sequel, we shall normalize P(z1, . . . , zn) under lp-norm; i.e.,
we assume that |P|lp = 1.
Theorem 2.1. Let 1 ≤ p ≤ 2 and let P(z1, . . . , zn) = ∑α aαzα11 · · · zαnn be a polynomial which satisfies (1.1) with |P|lp = 1.
Then
J(P) ≥ fd,k,p(t1, . . . , tn)
holds for any t1 > 1, . . . , tn > 1, where
fd,k,p(t1, . . . , tn) =


n∏
i=1
ti
1p log dp∑
|α|≤k
n∏
i=1

ti+1
ti−1
pαi − 12
n∏
i=1
ti
 , 1 < p ≤ 2

n∏
i=1
ti

log
d∑
|α|≤k
n∏
i=1

ti+1
ti−1
αi , p = 1.
(2.1)
Taking n = 1 and t1 = t in (2.1) for 1 ≤ p ≤ 2 we obtain the functions [7, p.p 38], [8, p.p 221],
fd,k,p(t) =

t
p
log dp
 t+1
t−1
p − 1 t+1
t−1
p(k+1) − 1 − 12 t2, 1 < p ≤ 2
t log
2d
(t − 1)
 t+1
t−1
k+1 − 1 , p = 1,
in one variable for a lower bound of Jensen’s functional J(P)where P(z) has the concentration d at lowdegree k and |P|lp = 1.
Proof. For the proof of the Theorem 2.1. we use the followingwell known facts: [2,7–15]. If f (z) = a0+a1z+a2z2+· · · ≠ 0,
then
(a) aj =
 2π
0
f (reiθ )
r jeijθ
dθ
2π , j = 0, 1, . . .where 0 < r < 1;
(b) |aj| ≤ |f (z0)| 1r j , |f (z0)| = max {|f (z)| : |z| = r};
(c) The classical Jensen’s inequality and known transformation:
log |f (z0)| ≤
∫ 2π
0
log
f  z0 + eiθ1+ z0eiθ
 dθ2π
=
∫ 2π
0
1− r21− z0eiθ 2 log
f eiθ  dθ
2π
,
where |z0| = r;
(d) If 0 < r < 1 then 1−r1+r ≤ 1−r
2
|1−z0eiθ |2 ≤
1+r
1−r ;
(e)
 2π
0 log
f eiθ  dθ2π = log |f |<0+ log |f |>0.
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For any α = (α1, . . . , αn) and 0 < ri < 1, i = 1, n, according to (a) we have
aα =
∫ 2π
0
· · ·
∫ 2π
0
e−i(α1θ1+···+αnθn)
rα11 · · · rαnn
P

r1eiθ1 , . . . , rneiθn
 dθ1
2π
· · · dθn
2π
,
from which it follows
|aα| ≤
n∏
i=1
r−αii |P(z1, . . . , zn)|
for some zi : i = 1, nwith |zi| = ri and zi is independent of α. From this it follows that−
|α|≤k
|aα|p
 1
p
≤ |P(z1, . . . , zn)|
−
|α|≤k
n∏
i=1
r−pαii
 1
p
;
i.e., according to (1.1)
d ≤ |P(z1, . . . , zn)|
−
|α|≤k
n∏
i=1
r−pαii
 1
p
,
which is equivalent to
1
p
log
dp∑
|α|≤k
n∏
i=1
r−pαii
≤ log |P(z1, . . . , zn)|. (2.2)
Now by (c) (repeated applications), (d) and (e) we obtain the following sequence of inequalities and equalities:
log |P(z1, . . . , zn)| ≤
∫ 2π
0
log
P  eiθ1 + z11+ z1eiθ1 , z2, . . . , zn
 dθ12π
≤
∫ 2π
0
∫ 2π
0
log
P  eiθ1 + z11+ z1eiθ1 , e
iθ2 + z2
1+ z2eiθ2 , z3, . . . , zn
 dθ12π dθ22π
≤ · · ·
≤
∫ 2π
0
· · ·
∫ 2π
0
log
P  eiθ1 + z11+ z1eiθ1 , . . . , e
iθn + zn
1+ zneiθn
 dθ12π · · · dθn2π
=
∫ 2π
0
· · ·
∫ 2π
0
1− r211− z1eiθ1 2 · · · 1− r
2
n1− zneiθn 2 log
P eiθ1 , . . . , eiθn dθ1
2π
· · · dθn
2π
=
∫
· · ·
∫
log |P|<0
+
∫
· · ·
∫
log |P|≥0
≤
n∏
i=1
1− ri
1+ ri
∫
· · ·
∫
log |P|<0
+
n∏
i=1
1+ ri
1− ri
∫
· · ·
∫
log |P|≥0
.
If 1 < p ≤ 2 we have∫
· · ·
∫
log |P|≥0
= 1
2
∫
· · ·
∫
log |P|≥0
log |P|2 < 1
2
∫
· · ·
∫
log |P|≥0
|P|2
≤ 1
2
∫ 2π
0
· · ·
∫ 2π
0
P eiθ1 , . . . , eiθn2 dθ1
2π
· · · dθn
2π
= 1
2
‖P‖2L2 =
1
2
|P|2l2 ≤
1
2
|P|2lp =
1
2
,
because the lp-norm decreases as p increases. Therefore, we obtain
log |P(z1, . . . , zn)| ≤
n∏
i=1
1− ri
1+ ri
∫
· · ·
∫
log |P|<0
+1
2
n∏
i=1
1+ ri
1− ri
≤
n∏
i=1
1− ri
1+ ri J(P)+
1
2
n∏
i=1
1+ ri
1− ri .
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Hence, from (2.2)
1
p
log
dp∑
|α|≤k
n∏
i=1
r−pαii
≤
n∏
i=1
1− ri
1+ ri J(P)+
1
2
n∏
i=1
1+ ri
1− ri ;
i.e., after the change of variables ti = 1+ri1−ri , i = 1, n, we get the function
fd,k,p(t1, . . . , tn) =

n∏
i=1
ti
1p log dp∑
|α|≤k
n∏
i=1

ti+1
ti−1
pαi − 12
n∏
i=1
ti
 ,
such that J(P) ≥ fd,k,p(t1, . . . , tn), where ti > 1, i = 1, n. This proves our theorem for 1 < p ≤ 2.
Now, for p = 1 it follows
P eiθ1 , . . . , eiθn = −
α
aαei(α1θ1+···+αnθn)
 ≤−
α
|aα| = |P|l1 = 1,
that is, log
P eiθ1 , . . . , eiθn ≤ 0. From this it follows
J(P) =
∫
· · ·
∫
log |P|<0
+
∫
· · ·
∫
log |P|≥0
=
∫
· · ·
∫
log |P|<0
;
i.e.,
J(P) ≥ fd,k,p(t1, . . . , tn) =

n∏
i=1
ti

log
d∑
|α|≤k
n∏
i=1

ti+1
ti−1
αi .
Hence, this proves our claim and for p = 1. 
Remark 2.2. Taking for instance ti = 3, i = 1, n, we obtain the rough estimate:
J(P) ≥ 3n

log d− 1
p
log
−
|α|≤k
2pαi − 3
n
2

which is an extension of the classical Jensen’s inequality, for polynomials in several variables satisfying (1.1). From this it
follows that the problem related to conditions (1.1) became to determine
C (d, k, p) := inf

J

P
|P|lp

: P satisfies (1.1)

. (2.3)
It is evident that
fd,0,p(t1, . . . , tn) =


n∏
i=1
ti

log d− 1
2
n∏
i=1
ti

, 1 < p ≤ 2
n∏
i=1
ti

log d, p = 1,
from which it follows
C (d, 0, p) ≥ max fd,0,p(t1, . . . , tn) =
log d−
1
2
, 1 < p ≤ 2
log d, p = 1.
(2.4)
From (1.1) and (2.4) we conclude that C (d, 0, p) = log d for each p ∈ [1, 2]. We do not know the precise value of C(d, k, p)
for k > 0.
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In the case 2 < p < +∞we cannot obtain an upper bound of the integral  · · · log |P|≥0 if the polynomial P(z1, . . . , zn)
satisfies (1.1). Therefore, in this case we define: The polynomial P(z1, . . . , zn) has the concentration d at degree kmeasured
by the lp-norm under the Lp-norm if−
|α|≤k
|aα|p
 1
p
≥ d ·
∫ 2π
0
· · ·
∫ 2π
0
P eiθ1 , . . . , eiθnp dθ1
2π
· · · dθn
2π
 1
p
. (2.5)
Thus we have the following result:
Theorem 2.3. Let 2 ≤ p < +∞ and let P(z1, . . . , zn) be a polynomial which satisfies (2.5) with ‖P‖Lp = 1. Then
J(P) ≥ fd,k,p(t1, . . . , tn)
holds for any t1 > 1, . . . , tn > 1, where
fd,k,p(t1, . . . , tn) = 1p

n∏
i=1
ti
log dp∑
|α|≤k
n∏
i=1

ti+1
ti−1
pαi − n∏
i=1
ti
 .
As in Theorem 2.1. taking n = 1 and t1 = t we obtain [11] the following function
fd,k,p(t) = t log d

1−  t+1t−1 p
1−  t+1t−1 p(k+1)
 1
p
− 1
p
t2, t > 1, p > 2
in one variable for a lower bound of the functional J(P)where P(z) satisfies (2.5) and ‖P‖Lp = 1.
For the case k = 0 and 2 ≤ p < +∞, we have
fd,0,p(t1, . . . , tn) =

n∏
i=1
ti

log d− 1
p
n∏
i=1
ti

,
from which it easily follows that C (d, 0, p) = log d.
Proof. As in the proof of the Theorem 2.1 we first obtain:
1
p
log
dp∑
|α|≤k
n∏
i=1
r−pαii
≤ log |P(z1, . . . , zn)| (2.6)
and
log |P(z1, . . . , zn)| ≤

n∏
i=1
1− ri
1+ ri
∫
· · ·
∫
log |P|<0
+

n∏
i=1
1+ ri
1− ri
∫
· · ·
∫
log |P|≥0
. (2.7)
For the integral
 · · · log |P|≥0 we have the following estimate∫
· · ·
∫
log |P|≥0
= 1
p
∫
· · ·
∫
log |P|≥0
log |P|p ≤ 1
p
∫
· · ·
∫
log |P|≥0
|P|p
≤ 1
p
∫ 2π
0
· · ·
∫ 2π
0
|P|p = 1
p
‖P‖pLp =
1
p
.
Using (2.6) and (2.7) it follows that
1
p
log
dp∑
|α|≤k
n∏
i=1
r−pαii
≤

n∏
i=1
1− ri
1+ ri
∫
· · ·
∫
log |P|<0
+1
p
n∏
i=1
1+ ri
1− ri , i.e.,
1
p
log
dp∑
|α|≤k
n∏
i=1
r−pαii
≤

n∏
i=1
1− ri
1+ ri

J(P)+ 1
p
n∏
i=1
1+ ri
1− ri ,
and the result is proved after usual the change of variables: ti = 1+ri1−ri , i = 1, n. 
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We say that the polynomial P(z1, . . . , zn) = ∑α aαzα11 · · · zαnn has the concentration d ∈]0, 1[ at a low degree k ∈ N,
measured by the lp-quasi-norm under the lp-quasi-norm, 0 < p < 1, if−
|α|≤k
|aα|p ≥ d ·
−
α
|aα|p. (2.8)
In this case we have the following:
Theorem 2.4. Let 0 < p < 1 and let P(z1, . . . , zn) = ∑α aαzα11 · · · zαnn be a polynomial which satisfies (2.8) with |P|lp = 1.
Then
J(P) ≥ fd,k,p(t1, . . . , tn)
holds for any t1 > 1, . . . , tn > 1, where
fd,k,p(t1, . . . , tn) = 1p

n∏
i=1
ti

log
d∑
|α|≤k
n∏
i=1

ti+1
ti−1
pαi . (2.9)
Proof. From (2.8), |P|lp = 1, (a) and (b) it follows that
d ≤
−
|α|≤k
|aα|p ≤ |P(z1, . . . , zn)|p
−
|α|≤k
n∏
i=1
r−pαii ;
that is,
1
p

log d− log
−
|α|≤k
n∏
i=1
r−pαii

≤ log |P(z1, . . . , zn)| . (2.10)
On the other hand, as in Theorem 2.1.:
log |P(z1, . . . , zn)| ≤

n∏
i=1
1− ri
1+ ri
∫
· · ·
∫
log |P|<0
+

n∏
i=1
1+ ri
1− ri
∫
· · ·
∫
log |P|≥0
. (2.11)
Since, P eiθ1 , . . . , eiθnp = −
α
aαei(α1θ1+···+αnθn)

p
≤
−
α
|aα|
p
≤
−
α
|aα|p = 1,
it follows that
P eiθ1 , . . . , eiθn ≤ 1; i.e.,  · · · log |P|≥0 = 0. Hence, using (2.10), (2.11) and the fact that  · · · log |P|<0 ≤
J(P)we obtain
1
p

log d− log
−
|α|≤k
n∏
i=1
r−pαii

≤

n∏
i=1
1− ri
1+ ri

J(P).
Taking 1+ri1−ri = ti, i = 1, n (2.9) follows. The proof of the theorem is complete. 
Acknowledgment
The authors are thankful to the Ministry of Science and Technoligical Development of Serbia.
References
[1] F. Amoroso, On the Mahler measure in several variable, Bull. Lond. Math. Soc. 40 (2008) 619–630.
[2] K. Mahler, An application of Jensen’s formula to polynomials, Mathematika 7 (1960) 98–100.
[3] K. Mahler, On some inequalities for polynomials in several variables, J. Lond. Math. Soc. 37 (1962) 341–344.
[4] P. Enflo, On the invariant subspace problem for Banach spaces, Acta Math. 158 (1987) 213–313.
[5] B. Beauzamy, P. Enflo, Estimations de produits de polynômes, J. Number Theory 21 (3) (1985) 390–412.
[6] Y. Sarantopoulos, Estimtes for polynomial norms on Lp(µ) spaces, Math. Proc. Cambridge Philos. Soc. 99 (1986) 263–271.
[7] S. Radenović, Some estimates of integral
 2π
0 log ‖p(eiθ )‖ dθ2π ., Publ. Inst. Math. (Beograd) (NS) 52 (66) (1992) 37–42.
[8] B. Beauzamy, Jensen’s inequality for polynomials with concentration at low degrees, Numer. Math. 49 (1986) 221–225.
[9] B. Beauzamy, E. Bombieri, P. Enflo, H.L. Montgomery, Products of polynomials in many variables, J. Number Theory 36 (1990) 219–245.
[10] K. Hoffman, Banach Spaces of Analytic Functions, Prentice-Hall, Inc., New York, 1962.
M. Milojević et al. / Computers and Mathematics with Applications 61 (2011) 3322–3329 3329
[11] M. Pavlović, N. Cakić, M. Rajović, S. Radenović, A generalization of Jensen’s inequality for polynomials having concentration at low degrees, Comput.
Math. Appl. 57 (2009) 332–337.
[12] R. Varga, On a generalization of Mahler’s inequality, Analysis 12 (1992) 319–333.
[13] M. Marden, Geometry of Polynomials, in: Mathematical Surveys, vol. 3, American Mathematical Society, Providence, RI, 1966.
[14] S. Radenović, A lower bound of Jensen’s functional, Math. Balkanica (NS) 11 (3–4) (1997) 215–220.
[15] A.K. Rigler, S.Y. Trimble, R.S. Varga, Sharp lower bounds for a generalized Jensen’s inequality, Rocky Mountain J. Math. 19 (1989) 353–373.
