This paper discusses the construction of highly symmetric compactly supported wavelets for hexagonal data/image and triangle surface multiresolution processing. Recently hexagonal image processing has attracted attention. Compared with the conventional square lattice, the hexagonal lattice has several advantages, including that it has higher symmetry. It is desirable that the filter banks for hexagonal data also have high symmetry which is pertinent to the symmetric structure of the hexagonal lattice. The high symmetry of filter banks and wavelets not only leads to simpler algorithms and efficient computations, it also has the potential application for the texture segmentation of hexagonal data. While in the field of CAGD, when the filter banks are used for surface multiresolution processing, it is required that the corresponding decomposition and reconstruction algorithms for regular vertices have high symmetry, which make it possible to design the corresponding multiresolution algorithms for extraordinary vertices.
Introduction
This paper is motivated by the desire of highly symmetric compactly supported wavelets for hexagonal data/image processing and the requirement of such highly symmetric wavelets for triangle surface multiresolution processing. Recently hexagonal data/image processing has attracted attention. Compared with the square lattice, the conventionally used lattice for image sampling and processing, the hexagonal lattice has several advantages, and hence it has been used in many areas, see e.g. [32, 28, 14, 42, 35] and the references therein. One of the advantages the hexagonal lattice possesses is that it has 6-fold line symmetry while a square lattice possesses 4-fold line symmetry. See a square and a hexagonal lattices in the left and middle pictures of Fig. 1 , and the 6 symmetric lines (axes) S j in the right picture of Fig. 1 . Since the hexagonal lattice has high symmetry, it is desirable that the filter banks along it also have 6-fold symmetry. The lowpass filters considered in [38, 43] have 6-fold symmetry, but the filter banks constructed in these papers are not perfect reconstruction (biorthogonal) filter banks. The filter banks constructed in [9, 1, 2, 19] are orthogonal or biorthogonal filter banks, but they have only 3-fold symmetry. In this paper we discuss the construction of compactly supported biorthogonal wavelets with 6-fold axial symmetry. The high symmetry of filter banks and wavelets not only leads to simpler algorithms and efficient computations, it also has the potential application for the texture segmentation of hexagonal data. The reader refers to [11, 31, 34] for the application of isotropic wavelets which are rotation invariant to medical data texture segmentation. In the field of CAGD, the construction of wavelets for surface multiresolution processing has been proposed for more than one decade [26, 27] , where linear spline and butterfly-scheme related semi-orthogonal wavelets are considered. Since then researchers have made efforts to construct other wavelets. For example, Doo's subdivision scheme based wavelets for quadrilateral surfaces are constructed in [36] , Loop's scheme based wavelets for triangle surfaces are presented in [3] .
For surface multiresolution reconstruction, the input is some "details" and an "approximation", a coarse-resolution triangle or quadrilateral mesh with 3D vertices, while for surface multiresolution decomposition, the input is a fine-resolution triangle or quadrilateral mesh also with 3D vertices. In either case, the coarse-or fine-resolution mesh in general contains extraordinary vertices whose valences are not 6 for triangle mesh and are not 4 for quadrilateral mesh. This requires the decomposition and reconstruction algorithms have highly symmetry.
When we set the "details" to be zero, the multiresolution reconstruction (or called wavelet synthesis) is reduced to be the subdivision algorithm, which is an efficient method to generate smooth surfaces with an arbitrary topology and has been successfully used in animation movie production and other fields [37, 41] . The symmetry of a subdivision algorithm is required. For example, the triangle subdivision mask for the regular vertex, which is the lowpass filter of the synthesis filter bank, must be symmetric around S j , 0 ≤ j ≤ 5, or equivalently, the corresponding scaling function (also called the basis function) is symmetric around S j , 0 ≤ j ≤ 5 (the 3-direction box-splines with such a symmetry are called to have the full set of symmetries in [4] ).
For surface multiresolution processing, which also involves the analysis lowpass filter, highpass filters and wavelets, there is not much work on the symmetry the wavelets and highpass filters should have. In this paper we introduce the 6-fold axial symmetry of biorthogonal filter banks, including both lowpass and highpass filters. The filter banks with such a symmetry not only are desirable for hexagonal image processing, but also can be used for triangle surface multiresolution processing.
Using the idea of lifting scheme [39, 10] , paper [3] introduces a novel surface multiresolution algorithms which work for both regular and extraordinary vertices. When considering the biorthogonality, [3] does not use the conventional L 2 (IR 2 ) inner product. Instead, it uses a "discrete inner product" related to the discrete filters. Thus, [3] does not consider (and it is not unnecessary to consider) the lowpass filter, highpass filters, scaling function and wavelets, and hence it does not discuss their symmetry. However, this method may result in scaling functions and wavelets which are not in L 2 (IR 2 ). Indeed, the analysis scaling function and wavelets (associated with regular vertices) constructed in [3] are not in L 2 (IR 2 ), and hence they cannot generate biorthogonal (Riesz) bases for L 2 (IR 2 ). In this paper, we consider L 2 (IR 2 ) inner product and the wavelets constructed here generate biorthogonal (Riesz) bases.
The dyadic (4-size) refinement (or 1-to-4 split subdivision) is the most commonly used refinement for multiresolution image processing and for surface subdivision. The hexagonal lattice also allows the √ 3 (3-size) refinement [12, 5] , and in GAGD √ 3 (triangle) subdivision has been studied by researchers [13, 23, 24, 21, 22, 30] . Compared with the dyadic refinement, the √ 3-refinement generates more resolutions and, hence, gives applications more resolutions from which to choose. This fact is the main motivation for the study of √ 3-subdivision and for the recommendation of the √ 3-refinement for discrete global grid systems in [35] . The √ 3-refinement has also been used by engineers and scientists of the PYXIS innovation Inc. to develop The PYXIS Digital Earth Reference Model [33] . The method in [3] for the construction of dyadic wavelets was adopted in [40] to construct √ 3-refinement biorthogonal wavelets. As in [3] , a "discrete inner product" related to the discrete filters is used in [40] to define the biorthogonality of the wavelets. Again, that discrete inner product may result in scaling functions and wavelets not in L 2 (IR 2 ). In [20] , √ 3-refinement wavelets and filter banks with 6-fold symmetry are studied. In this paper we show that 6-fold symmetric √ 3 filter banks result in very simple decomposition and reconstruction algorithms given by templates. These algorithms include those (for regular vertices) constructed in [40] .
The rest of this paper is organized as follows. In Section 2, we recall multiresolution decomposition and reconstruction algorithms and present some basic results on the biorthogonality of filter banks. Section 3 and Section 4 are about the dyadic and √ 3 refinement wavelets respectively. The characterization of 6-fold symmetric filter banks, the symmetry of the associated scaling functions and wavelets, and the construction of biorthogonal filter banks with 6-fold symmetry and the associated wavelets are studied in theses two sections. We also discuss how to represent decomposition and reconstruction algorithms as templates for surface processing in this two sections. The relationship between the algorithms for regular vertices in [3, 40] and the 6-fold symmetric filter banks in this paper is also presented.
In this paper we use bold-faced letters such as k, x, ω to denote elements of Z 2 and IR 2 . A multi-index k of Z 2 and a point x in IR 2 will be written as row vectors
However, k and x should be understood as column 
Multiresolution Algorithms
In this section, we recall multiresolution decomposition and reconstruction algorithms and present some basic results on the biorthogonality of filter banks. Let G denote the regular unit hexagonal lattice defined by
where
A regular hexagonal lattice has several appealing refinements, including the dyadic and √ 3 refinements (see [12, 5] ).
In the left part of Fig. 2 , the nodes with circles form a new coarse hexagonal lattice, which is called the 4-size (4-branch, or 4-aperture) sublattice of G, and is denoted by G 4 here. From G to G 4 , the nodes are reduced by a factor 1 4 . Repeating this process, we have a set of regular lattices which forms a "pyramid". Connecting each node of circle in G 4 to its 6 adjacent nodes of , we have a mesh (grid) consisting of triangles, see the left part of Fig. 2 . Each of other nodes of G is the middle of an edge of the triangle with 3 vertices of nodes in G 4 . We use v to denote a node in G 4 and let e denote a node on the edge of a triangle, namely, e is a node in G but not in G 4 , see the left part of Fig. 2 . v is called a type V node or a vertex node and e is called a type E node or an edge node.
In the right part of Fig. 2 , the nodes with circles form another new coarse lattice, which are called the 3-size (3-branch, or 3-aperture) sublattice of G here, and it is denoted by G 3 here. From G to G 3 , the nodes are reduced by a factor 1 3 . Again, repeating this process, we have a set of regular lattices which forms a "pyramid". Connecting each node of circle in G 3 to its 6 adjacent nodes of , we have a mesh consisting of triangles, see the right part of Fig. 2 . Each of other nodes of G is the centroid of the triangle with 3 vertices of nodes in G 3 . In this case, we also use v to denote a node in G 3 , but we use f to denote a node on the centroid of a triangle, namely, f is a node in G but not in G 3 , see the right of Fig. 2 . v is also called a type V node or vertex node and f a type F node or a face node. To a node g = k 1 v 1 + k 2 v 2 of G defined by (2.1), we use (k 1 , k 2 ) to indicate g, see the left part of Fig. 3 for the labelling of G. Thus, for hexagonal data C sampled on G, instead of using c g , we use c k 1 ,k 2 to denote the values of C at g = k 1 v 1 + k 2 v 2 . (Here and below, for triangle surface multiresolution processing, C is a given triangle mesh and c k 1 ,k 2 are the 3-D vertices on C or one components of the 3-D vertices on C.) Therefore, we write C, data hexagonally sampled on G, as 
. Thus, for the dyadic refinement, M = 2I 2 . For √ 3-refinement, we may choose M to be the following matrix (refer to [7, 20] for other choices of M ):
Namely, for the dyadic refinement, m = 4, and for the √ 3-refinement, m = 3. For a sequence {p k } k∈Z 2 of real numbers with finitely many p k nonzero, let p(ω) denote the finite impulse response (FIR) filter with its impulse response coefficients p k (here a factor 1/m is multiplied):
is a hexagonal filter, see Fig. 4 for the coefficients p k 1 ,k 2 . In this paper, a filter means a hexagonal filter though the indices of its coefficients are given by k with k in the square lattice Z 2 . For a pair of filter banks {p, q (1) , · · · , q (m−1) } and { p, q (1) , · · · , q (m−1) }, the multiresolution decomposition algorithm with a dilation matrix M for an input hexagonally sampled image/data
3)
, and the multiresolution reconstruction algorithm is given byĉ
We say hexagonal filter banks {p, q (1) , · · · , q (m−1) } and { p, q (1) , · · · , q (m−1) } to be the perfect reconstruction (PR) filter banks ifĉ
} is called the analysis filter bank and { p, q (1) , · · · , q (m−1) } the synthesis filter bank. {c j k }, {d ( ,j) k } are called the "approximation" and the "details" of C. When d
From (2.3) and (2.4), we know when the indices of hexagonally sampled data are labelled by (k 1 , k 2 ) ∈ Z 2 as in Fig. 3 , the decomposition and reconstruction algorithms for hexagonal data with hexagonal filter banks are the conventional multiresolution decomposition and reconstruction algorithms for squarely sampled images. Thus, the integer-shift invariant multiresolution analysis theory implies that {p, q (1) , · · · , q (m−1) } and { p, q (1) , · · · , q (m−1) } are PR filter banks if and only if
2), we may use
Filter banks {p, q (1) , · · · , q (m−1) } and { p, q (1) , · · · , q (m−1) } are also said to be biorthogonal if they satisfy (2.5)-(2.7). Let {p, q (1) , · · · , q (m−1) } and { p, q (1) , · · · , q (m−1) } be a pair of FIR filter banks. Let φ and φ be the analysis and synthesis scaling functions (with dilation matrix M ) associated with lowpass filters p(ω) and p(ω) respectively, namely, φ, φ satisfy the refinement equations: 10) and 12) where A j = (1/m) n∈Z 2 p n−j p n and K is a suitable positive integer depending on the filter length of p and the dilation matrix M . We say that T p satisfies Condition E if 1 is its simple eigenvalue and all other eigenvalues λ of T p satisfy |λ| < 1. An FIR filter p(ω) is said to have sum rule order K (with dilation matrix M ) if it satisfies that p(0, 0) = 1 and D
, D 1 and D 2 denote the partial derivatives with the first and second variables of p(ω) respectively. Under some conditions, sum rule order is equivalent to the approximation order of φ, see [15] .
For a pair of biorthogonal FIR filter banks {p, q (1) , · · · , q (m−1) } and { p, q (1) , · · · , q (m−1) }, the associated scaling functions φ and φ of L 2 (IR 2 ) are biorthogonal duals:
, if and only if p and p have sum rule order 1, and the transition operator matrices T p and T p associated with p and p satisfy Condition E (see e.g. [8, 16] ). In this case,
. Thus to construct biorthogonal wavelets, we need to construct birthogonal FIR filter banks with the lowpass filters p and p to have sum rule of order at least 1 and the associated T p and T p to satisfy Condition E.
The scaling functions and wavelets φ, φ and ψ ( ) , ψ ( ) , = 1, · · · , m−1 are the conventional scaling functions and wavelets: φ and φ are refinable functions along Z 2 , and ψ ( ) (
are finite linear combinations of the shifts of φ and φ along Z 2 . Let U be the matrix defined by
Then U transforms the regular unit hexagonal lattice G onto the square lattice Z 2 . Define
(2.14)
Then Φ and Φ are refinable along G with the same coefficients p k and p k for φ and φ, and
are hexagonal biorthogonal wavelets (along the hexagonal lattice G).
The reader refers to [6] for refinable functions along a general lattice.
To end this section, we give the definitions of the symmetries of filter banks considered in this paper. A (dyadic refinement) hexagonal filter bank {p, q (1) , q (2) , q (3) } is said to have 6-fold axial (line) symmetry or a full set of symmetries if (i) its lowpass filter p(ω) is symmetric around S 0 , · · · , S 5 , (ii) its highpass filter satisfies that e −i(ω 1 +ω 2 ) q (1) (ω) is symmetric around the axes S 0 , S 3 , and (iii) the other highpass filters q (2) and q (3) are the The left of Fig. 5 shows the symmetry of q (1) , namely, q (1) is symmetric around the axes S 0 , S 3 , where S 3 is the 1-unit left and down shifts of S 3 . √ 3-refinement) hexagonal filter bank {p, q (1) , q (2) } is said to have 6-fold axial (line) symmetry or a full set of symmetries if (i) its lowpass filter p(ω) is symmetric around S 0 , · · · , S 5 , (ii) its highpass filter satisfies that e −iω 1 q (1) (ω) is symmetric around the axes S 0 , S 2 , S 4 , and (iii) the other highpass filter q (2) is the π rotation of highpass filter q (1) .
The right of Fig. 5 shows the symmetry of q (1) , namely, q (1) is symmetric around the axes S 0 , S 2 , S 4 , where S 0 (S 4 resp.) is the 1-unit right shift of S 0 (S 4 resp.)
3 Dyadic refinement wavelets with 6-fold axial symmetry
In this section, we study the dyadic refinement biorthogonal wavelets with 6-fold axial symmetry. In §3.1, we provide some results on the 6-fold symmetry of filter banks and the associated scaling functions and wavelets. After that, in §3.2, we present families of FIR biorthogonal filter banks with 6-fold symmetry given by blocks. Also in §3.2, we construct biorthogonal wavelets associated with these filter banks. Finally, in §3.3, we first discuss how to represent decomposition and reconstruction algorithms as templates for surface processing. Then we show that some filter banks presented in §3.2 result in simple algorithms given by templates.
6-fold symmetry of dyadic refinement filter banks and wavelets
and denote
Then for a j, 0 ≤ j ≤ 5, {p k } is symmetric around the symmetry axis S j in Fig. 1 if and only if
{p, q (1) , q (2) , q (3) } has 6-fold axial symmetry if and only if
Thus, instead of considering all L j , 0 ≤ j ≤ 5, we need only consider L 0 , R 1 when we discuss the 6-fold axial symmetry of a filter bank. In particular, one has that
Proposition 1.
A filter bank {p, q (1) , q (2) , q (3) } has 6-fold axial symmetry if and only if it satisfies
Proof. For a filter bank {p, q (1) , q (2) , q (3) }, let h (1) (ω) be the filter given in (3.2), and define (2) , q (3) } has 6-fold axial symmetry if and only if
. Thus, with the fact R 3 1 = −I 2 , we have that (3.8) and (3.9) imply the following:
On the other hand, it easy to show that (3.10) and (3.11) imply (3.7)-(3.9). Therefore, {p, q (1) , q (2) , q (3) } has 6-fold axial symmetry if and only if (3.10) and (3.11) hold.
, one can easily show that (3.10) and (3.11) are equivalent to (3.4) and (3.5). Hence, {p, q (1) , q (2) , q (3) } has 6-fold axial symmetry if and only if (3.4) and (3.5) hold, as desired. ♦ For an FIR filter bank {p, q (1) , q (2) , q (3) }, with q (0) (ω) = p(ω), we write q ( ) (ω), 0 ≤ ≤ 3 as
where I 00 (ω) is defined by
The next proposition presents a characterization of the 6-fold axial symmetry of a filter bank in terms of its polyphase matrix. First we observe that 1-tap filter bank {1, e i(ω 1 +ω 2 ) , e −iω 1 , e −iω 2 } has 6-fold symmetry. Thus, I 00 (ω) defined above satisfies (3.4) and (3.5).
Proposition 2. An FIR filter bank {p, q (1) , q (2) , q (3) } has 6-fold axial symmetry if and only if its polyphase matrix V (ω) satisfies
where S 1 and S 0 are given by (3.6) and
Thus (3.4) is equivalent to
which is (3.14). Similarly, we have that (3.5) is equivalent to
0 , which is (3.15). Therefore, (3.4) and (3.5) are equivalent to (3.14) and (3.15) . Hence, from Proposition 1, we know {p, q (1) , q (2) , q (3) } has 6-fold axial symmetry if and only if V (ω) satisfies (3.14) and (3.15) . ♦ Proposition 3. Suppose an FIR filter bank {p, q (1) , q (2) , q (3) } has 6-fold axial symmetry. Let φ be the associated scaling function with dilation matrix M = 2I 2 and ψ ( ) , = 1, 2, 3 be the functions define by (2.11) 
which is (3.17). From (2.11) (with M = 2I 2 ), we have
Therefore, (3.18) holds. Finally, let us prove (3.19) and (3.20) .
which is the first equation in (3.19) . For the proof of the second equation in (3.19) , from h (1) (−ω) = h (1) (ω) as shown in the proof of Proposition 1, where h (1) (ω) = e −i(ω 1 +ω 2 ) q (1) (ω), we have
This, together with
which is the second equation in (3.19) .
The proof for two equations in (3.20) is similar. Here we provide the proof for the first one. From
Thus ψ (1) (L 2 x) = ψ (3) (x). This and (3.18) lead to ψ (1) (L 2 x) = ψ (1) (R 4 x) , as desired. ♦
Biorthogonal FIR filter banks and wavelets with 6-fold axial symmetry
In this subsection we present biorthogonal FIR filter banks with 6-fold symmetry. These filter banks have block structures, namely, they are given by simple blocks and a simple initial filter bank. As mentioned above, 1-tap filter bank {1, e i(ω 1 +ω 2 ) , e −iω 1 , e −iω 2 } has 6-fold symmetry and hence, it could be used as the initial filter bank. So the key to obtain the block structures is to find suitable blocks which satisfy (3.14) and (3.15) . In the following we present several types of such blocks. First observe that two filter banks {p, q (1) , q (2) , q (3) } and { p, q (1) , q (2) , q (3) } are biorthogonal if and only if
where V (ω) and V (ω) are their polyphase matrices defined by (3.12) .
In the following we use the notations:
Thus an FIR filter p(ω) can be written as a polynomial of x, y. Denote 22) where ρ = τ (α + 2β), α, β, γ, τ are constants with γ = 6ατ . One can verify that B(ω) satisfies (3.14) and (3.15). Thus filter banks built by B(ω) have 6-fold axial symmetry. For example, the filter bank given by . Therefore, the filter bank given by B(2ω)I 00 (ω) is biorthogonal to that given by 1 4 B(2ω)I 00 (ω). Furthermore, it also has 6-fold axial symmetry since its polyphase matrix 2 B(ω) satisfies (3.14) and (3.15) .
We may use other blocks. For example, we may use
where ρ = α(τ + 2σ), α, β, γ, σ are constants with γ = 6ατ , or we may use
for some constants u, w.
The determinants of C(ω) and D(ω) are γ − 6ατ and 1 respectively. Thus, the inverse of C(ω) and D(ω) are matrices whose entries are also polynomials of x, y with C(ω) = (C(ω) −1 ) * given by 27) where ζ(x, y) = γ − 4ατ + ασ(y + 
(3.28)
One can show that C(ω), D(ω), C(ω), and D(ω) satisfy (3.14) and (3.15). For the block D(ω), one may use other η(x, y) such that D(ω) satisfies (3.14) and (3.15). For example, we may use
Theorem 1. Suppose FIR filter banks {p, q (1) , q (2) , q (3) } and { p, q (1) , q (2) , q (3) } are given by
for some n ∈ Z + , where I 00 (ω) is defined by (3.13) (3.28) for some parameters w k , u k , and (1) , q (2) , q (3) } and { p, q (1) , q (2) , q (3) } are biorthogonal FIR filter banks with 6-fold axial symmetry.
the corresponding B(ω) in (3.23) (B(ω) in (3.22), C(ω) in (3.27), C(ω) in (3.24), D(ω) in (3.28), or D(ω) in (3.25) accordingly), then {p, q
In the following we illustrate in examples that the above filter banks lead to biorthogonal wavelets. When we construct biorthogonal wavelets, we will construct the synthesis scaling function φ to have a higher smoothness order. Smoothness of φ is in general more important than that for φ. For example, when the filter banks are applied to subdivision surface multiresolution processing, certain smoothness of φ is required to assure the reconstructed surfaces to have some smoothness. Here we consider the Sobolev smoothness of φ and φ. We say a function f on IR 2 to be in the Sobolev space W s for some s > 0 if its Fourier transformf satisfies IR 2 (1 + |ω| 2 ) s |f (ω)| 2 dω < ∞. The Sobolev smoothness of φ can be given by the eigenvalues of the transition operator matrix T p associated with the corresponding lowpass filter p, see [18, 17] . Example 1. Let {p, q (1) , q (2) , q (3) } and { p, q (1) , q (2) , q (3) } be the biorthogonal filter banks given by (3.30) for n = 1 with
where B 0 (ω), B 1 (ω), and B 0 (ω), B 1 (ω) are given by (3.23) Example 2. Let {p, q (1) , q (2) , q (3) } and { p, q (1) , q (2) , q (3) } be the biorthogonal filter banks given by (3.30) for n = 1 with (1) , q (2) , q (3) } and { p, q (1) , q (2) , q (3) } be the biorthogonal filter banks given by
Because of the symmetry of p(ω), p(ω), the conditions in (2.13) for p(ω), p(ω)
[p(ω), q (1) (ω), q (2) (ω), q (3) (ω)] T = D(2ω) B(2ω)I 0 (ω), (3.32) [ p(ω), q (1) (ω), q (2) (ω), q (3) (ω)] T = 1 4 D(2ω)B(2ω)I 0 (ω),
where B(ω), B(ω), D(ω), and D(ω) are given by (3.22), (3.23), (3.25), and (3.28) for some parameters γ, α, β, τ and w, u respectively. If
τ = − 1 2 − 4w − 4u, α = 1 2 − β, γ = 1 − 6τ β − 3τ,(3.[p(ω), q (1) (ω), q (2) (ω), q (3) (ω)] T = D 1 (2ω)D(2ω) B(2ω)I 00 (ω), (3.35) [ p(ω), q (1) (ω), q (2) (ω), q (3) (ω)] T = 1 4 D 1 (2ω) D(2ω)B(2ω)I 00 (ω),
where B(ω), B(ω), D(ω), and D(ω)
are given by (3.22) , (3.23) , (3.25) , and (3.28) for some parameters γ, α, β, τ and w, u respectively, and D 1 (ω), and D 1 (ω) are given by (3.28) , and (3.25) with parameters w 1 , u 1 . When 36) both p(ω) and p(ω) have sum rule order 2. Furthermore, if
, (3.37) then p(ω) has sum rule order 4. If 
Dyadic multiresolution algorithms for triangle surface processing
In this subsection, we first show how to represent decomposition and reconstruction algorithms as templates for surface multiresolution processing. Then we show that some filter banks presented in §3.2 result in simple algorithms given by templates. Here we consider the regular triangle surface, which can be represented (locally) as a regular mesh with nodes in G in the 2D plane as shown on the left of Fig. 6 . 
k }, {e (2) k }, {e
To obtain templates corresponding to given decomposition reconstruction algorithms (with both lowpass and highpass filters), we first separate the type E nodes of G into three groups. Recall that the nodes g = k 1 v 1 + k 2 v 2 of the unit regular lattice G defined by (2.1) are labelled as
} is the set of the labels for the type V nodes, the nodes in G 4 , and Z 2 \(2Z 2 ) is that for the type E nodes, the nodes in G\G 4 . We separate type E nodes into three groups with labels in:
See the right of Fig. 6 , where squares, and ∇ denote these three groups of type E nodes (the big circles denote type V nodes).
Let C = {c k } k∈Z 2 be the data sampled on G. Thus {c 2k } k∈Z 2 is the set of data associated with type V nodes of G 4 , {c 2k−(1,1) } k∈Z 2 , {c 2k+(1,0) } k∈Z 2 and {c 2k+(0,1) } k∈Z 2 are three sets of data associated with the above three groups of type E nodes. Denote
Refer to the right of Fig. 6 for these four groups of data. The multiresolution decomposition algorithm is to decompose the original data C = {c k } k with the analysis filter bank into the "approximation" {c 1 k } k and the "details" {d 
Then, the decomposition algorithm can be written as
for k ∈ Z 2 , and the reconstruction algorithm is
Considering c k in (3.41) with k in four different cases: (2j 1 , 2j 2 ), (2j 1 − 1, 2j 2 − 1), (2j 1 + 1, 2j 2 ), (2j 1 , 2j 2 + 1), we write the reconstruction algorithm (3.41) as
Thus the decomposition algorithm is to decompose the original data C={v k , e (1) k , e (2) k , e
k } k , and the reconstruction algorithm to recover
Next we represent multiresolution analysis and synthesis algorithms as templates. The key to do this is to associate the outputs
k } k appropriately with the nodes of G. Clearly, we should associate the "approximation" { v k } k∈Z 2 with G 4 consisting of the type V nodes of G with labels (2k 1 , 2k 2 ). Then we associate the "details" e (1) k , e (2) k , e (3) k with the type E nodes with labels (k 1 − 1, k 2 − 1), (k 1 + 1, k 2 ) and (k 1 , k 2 + 1) resp. With such association, we can obtain the analysis and synthesis templates corresponding to analysis and synthesis algorithms, and vice versa.
When the decomposition and reconstruction algorithms (templates) are used to process surface with extraordinary vertices, these templates are required to have high symmetry. Roughly speaking, these templates are independent of the orientations of the nodes. For example, the analysis templates for type E nodes e (1) , e (2) , e (3) around a type V node v in the top-left picture of Fig. 7 with analysis highpass filters q (1) , q (2) , q (3) must be identical. The reason is that to design multiresolution algorithms for extraordinary vertices, these 3 types of type E nodes must be treated uniformly. For example, in the top-right of Fig. 7 , where E is an extraordinary node with valence 5 and e is a type E node around a regular type V node v, the algorithms for all type E nodes must be the same, whether they are of type 1, 2 or 3. Otherwise, we cannot design a consistent algorithm for E. Clearly, from this picture, we also see the template for the regular type V node v must be also orientation invariant. The biorthogonal filter banks provided in §3.2 do result in both analysis and synthesis templates with the required symmetry. Next, as an example, let us look at a very simple case. Let { p, q (1) , q (2) , q (3) } be the filter bank defined by 1 4 B(2ω)I 00 (ω), where B(ω) is defined by (3.22) . Then the nonzero coefficients of p and these of q (1) , q (2) , q (3) are shown in the bottom of Fig.  7 with g 0 = γ, g 1 = α, g 2 = ρ(= τ (α + 2β)), g 3 = β and h = τ . When this filter bank is used as the analysis filter bank, then the pictures for coefficients of filters are the templates of the decomposition algorithm (up to a constant 1 4 ). Clearly, the decomposition algorithm (equivalently the analysis template) for the type V node is orientate invariant, and all algorithms for type E nodes around v are the same and have certain symmetry. If the above { p, q (1) , q (2) , q (3) } is used as the synthesis filter bank, then the reconstruction algorithm is
Thus the reconstruction algorithms can be expressed by two templates to update v and to calculate e as shown on the left and right of Fig. 8 resp. (The algorithms to calculate e (1) k , e (2) k , e (3) k are identical, and we need only one template to represent these algorithms.) Clearly the templates are also highly symmetric.
As shown by the above simple example, the biorthogonal filter banks provided in §3.2 result in both analysis and synthesis templates with the required symmetry. Thus, based on these templates one can design the algorithms for extraordinary vertices. In the rest of this subsection, we show that multiresolution algorithms resulted from the biorthogonal filter banks built with blocks D(ω) can be described in a simpler way, as that in [3] . Since 6-fold symmetric filter banks result in the algorithms to obtain e (1)
k , e (3) k are the same, and those to recover e (1) k , e (2) k , e (3) k are also identical, we may simply let e denote the original data associated with the type E nodes, and use e to denote the "details" after the decomposition algorithm. Thus, the decomposition algorithm is to decompose the original data {v} ∪ {e} into { v} and { e}, and the reconstruction algorithm to recover {v} ∪ {e} from { v} and { e}, see Fig. 9 . In the following we simply use v, e and v, e to describe the algorithms.
For given C sampling on G (or equivalently, for given {v} and {e}), the multiresolution decomposition algorithm is given by (3.42)-(3.45) and shown in Fig. 10, where a, b, d , w, u, s and r are constants to be determined. Namely, first we replace all v associated with type V nodes of G 4 by v given by formula (3.42). Then, based on v obtained, we replace all e associated with type E nodes in G\G 4 by e given in formula (3.43) . After that, based on e obtained in Step 2, all v in Step 1 are updated by v given in formula (3.44). Finally, based on v obtained in Step 3, all e in Step 2 are updated by e given in formula (3.45). The algorithm is simple and efficient.
Decomposition Algorithm: The multiresolution reconstruction algorithm is given by (3.46)-(3.49) and shown in Fig. 11,  where a, b, d , w, u, s and r are the same constants in the multiresolution decomposition algorithm. The reconstruction algorithm is the reverse algorithm of the decomposition algorithm. More precisely, first we update all e associated with type E nodes of G\G 4 with the resulting e given by in (3.46). Then, based on e obtained, we replace all v associated with type V nodes of G 4 by v given by formula (3.47). After that, based on v obtained, we update all e obtained in Step 1 by e given in (3.48). Finally, based on e obtained in Step 3, all v in Step 2 are updated with the resulting v given by formula (3.49). Again, the reconstruction algorithm from v, e to v, e is simple and efficient.
Reconstruction Algorithm: When the constants a, b, c, d, u, w, s, r are appropriately chosen, the decomposed { v} is the "approximation" of the initial data C, and { e} is the "detail" of C. The decomposition algorithm can be applied repeatedly to the "approximation" to get further "approximation" and "details" of the data, and reconstruction algorithm assures that the original data can be recovered exactly from the "approximation" and "details".
When e = 0, the reconstruction algorithm is the subdivision algorithm to produce finer and finer meshes from the initial mesh with vertices v. The subdivision schemes obtained by such an algorithm as that in (3.46)-(3.49) are studied in [30] and [29] , where such schemes are called the composite subdivision schemes.
When s = r = 0, the above decomposition algorithm consists of three steps:
Step 1 to Step 3 of (3.42)-(3.44) (with e = e ), and the corresponding reconstruction algorithm also consists of three steps:
Step 2 to Step 4 of (3.47)-(3.49) (with e = e). These algorithms are proposed in [3] , where d, b, a, c are chosen to be With the formulas in (3.40) and (3.41) , and by careful calculations, one can obtain the filter banks {p, q (1) , q (2) , q (3) } and { p, q (1) , q (2) , q In this case, the algorithms generate the biorthogonal bases for L 2 (IR
2
) and the corresponding φ, ψ (j) , j = 1, 2, 3 are in C 1 .
With the formulas in (3.40) and (3.41) again, we also find the filter banks {p, q (1) , q (2) , q (3) } and { p, q (1) , q (2) , q (3) } associated with the algorithms (3.42)-(3.49) with nonzero s, r are these given by (3.35) To obtain scaling functions and wavelets with a high approximation order or smooth order, we may use more steps as the above algorithms (3.42)-(3.49) with more parameters. The corresponding filter banks are given as those in (3.35) 
of Example 3 but with more blocks D(2ω) and/or D(2ω).
With the filter banks available, then one may use the method discussed in Examples 1-3 to choose suitable parameters.
4
√ 3-refinement wavelets with 6-fold axial symmetry
In this section we consider the √ 3-refinement biorthogonal wavelets. In §4.1, we recall a family of 6-fold symmetric biorthogonal √ 3-refinement FIR filter banks in [20] and present a result on the symmetry of the associated scaling functions and wavelets. In §4.2 we show that the multiresolution algorithms from 6-fold symmetric √ 3-refinement FIR filter banks can be described by templates.
Biorthogonal
√ 3-refinement FIR filter banks and wavelets with 6-fold axial symmetry For a ( √ 3-refinement) FIR filter bank {p, q (1) , q (2) } with dilation matrix M , with q (0) (ω) = p(ω), we write q ( ) (ω) as
where I 0 (ω) is defined by
First we recall the following two propositions on the characterizations of 6-fold symmetric filter banks in [20] .
Proposition 4.[20]
A filter bank {p, q (1) , q (2) } has 6-fold axial symmetry if and only if it satisfies 4) where 
Based on Proposition 4, we have the following result on the symmetry of the scaling function and wavelets associated with a symmetric filter bank. Proposition 6. Suppose an FIR filter bank {p, q (1) , q (2) } has 6-fold axial symmetry. Let φ be the associated scaling function with dilation matrix M = M 1 and ψ ( ) , = 1, 2 be the functions define by (2.11) 
Proof. For (4.9), we need only to prove φ(
, and (4.9) holds.
Next, let us consider (4.10). From (2.11), we have
which is ψ (2) (−x) = ψ (1) (x), as desired. For (4.11), here we give the proof for the second equation. From M L 2 = R 2 1 L 0 R 1 M and (4.12) with = 1, we have
From (4.3) and (4.4), one can get
Therefore, we have the second equation in (4.11).
The proof for the first and third equations in (4.11) is similar. For the proof of these two equations, instead of using
The details of the proof are omitted here. ♦ Based on Proposition 5, one can easily construct blocks to build symmetric filter banks. For example, [20] uses
where α, ρ, γ are constants with α = 0, γ = 3ρ, and U n (ω) U n−1 (ω) · · · U 0 (ω), both satisfying (4.6) and (4.7). Hence, {p, q (1) , q (2) } and { p, q (1) , q (2) } are biorthogonal FIR filter banks and both have 6-fold axial symmetry.
Based on this family of biorthogonal filter banks, one can construct biorthogonal √ 3-refinement wavelets. For example, let {p, q (1) , q (2) } and { p, q (1) , q (2) } be the biorthogonal filter banks given by [p(ω), q (1) the resulting φ ∈ W 0.0104 and φ ∈ W 1.9801 . We check numerically that the resulting scaling functions φ are in C 1 . A few more examples are considered in [20] . Next, we consider another example.
Example 4. Let {p, q (1) , q (2) } and { p, q (1) , q (2) } be the biorthogonal filter banks given by
[ p(ω), q (1) 
where W (ω), W (ω), Z(ω), and Z(ω) are given by (4.13) , (4.15) , (4.14) , and (4.16) for some parameters α, ρ, γ and w, u respectively, and Z 1 (ω), and Z 1 (ω) are given by (4.16) (1) v 00 f00 (2) Figure 12 : Type V nodes, two types of type F nodes with and ∇
√ 3 multiresolution algorithms for triangle surface processing
In this subsection, we show how √ 3-refinement decomposition and reconstruction algorithms can be represented as templates by associating the outputs c 1 k , d
(1,1) k
, d
(2,1) k after 1-level √ 3 decomposition appropriately with the nodes of G. Then we show that some filter banks presented in §4.1 result in simple algorithms given by templates.
Let M = M 1 be the matrix defined by (2.2). For k = (k 1 , k 2 ) ∈ Z 2 , M k = (2k 1 − k 2 , k 1 + k 2 ) are the labels for (2k 1 − k 2 )v 1 + (k 1 + k 2 )v 2 , the type V nodes, the nodes of G 3 . We separate type F nodes, the nodes in G\G 3 , into two groups with labels in:
See Fig. 12 , where and ∇ denote these two groups of type F nodes (the big circles denote type V nodes).
Let C = {c k } k∈Z 2 be the data sampled on G. Thus {c M k } k∈Z 2 is the set of data associated with type V nodes of G 3 , {c M k−(1,0) } k∈Z 2 , {c M k+(1,0) } k∈Z 2 are two sets of data associated with two groups of type F nodes. Denote
The √ 3-refinement multiresolution decomposition algorithm is to decompose the original data C = {c k } k with the analysis filter bank into the "approximation" {c 1 k } k and the "details" {d 
for k ∈ Z 2 , and the reconstruction algorithm is 26) 
