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Abstract
Recommender systems have become into a field of study strongly researched in the last few
decades. The main reason for this trend is the multiple possible applications of this kind
of tools. In fact, increasingly, the current existing large amount of data, requires the use of
recommender systems to guide the users when they want purchasing a product or service.
The relevance of the problem is reflected, for instance, when an user must choose between
several platforms to find some item or service. The one that has the best recommendation
system, may have a decisive advantage over the rest. This is an extremely important factor
in the highly competitive world of e-commerce.
The study in the field of recommender systems is very active and continually evolving.
Initially recommender systems were focused on the preferences of a user to generate individ-
ual recommendations. Nowadays, with the growth of new mobile platforms and hardware
development, a new challenge has appeared. Instead of recommending products for a indi-
vidual, recommender systems aim to generating recommendations for group of users with
a common goal.
With this change, new challenges appeared in the recommender systems, as how to
manage the group-level satisfaction and how to reach the consensus among users. Another
way of research has been referenced by the methods of acquisition of user preferences. These
techniques, can be divided between implicit and explicit ones. Among these latter methods,
one way to provide feedback with little interaction of the user are applied recently in the
so-called critiquing recommender systems.
The goal of this master thesis is the study and development of specific techniques for
obtaining user preferences from several interaction mechanisms with the objective of making
recommendations in a conversational group recommender system that use critiquing as
feedback mechanism.
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Chapter 1
Introduction
1.1 Problem background
Nowadays, searching solutions on internet has become a quotidian action. The popular use
of the mobile terminals and the new technologies, leaves behind the days when users could
browse internet only through a computer. However, finding an item, a new, or a friend
in a short period of time on the internet, could be a tedious task and sometimes almost
impossible for novice users, due to the large amount of information in the network. The
difficulty of finding what you are looking for, highlights the need for content personalization.
The main tool that we found when creating custom environments is a recommender system.
Recommender systems try to guide the users to access complex information spaces in
a personalized way. A good example is when they are used to help users to access online
product catalogs, where recommender systems have proven to be especially useful for making
product suggestions in response to evolving user needs and preferences. In this master thesis,
we will investigate the social interactions in a group recommendation scenario.
The aim of this project is to create a platform that helps groups of users in making
decisions by proposing/providing several interaction modalities to keep awareness in the
group. The result of the decision aim to maximizing the collective satisfaction.
1.2 Relevance of the problem
Recommender systems are widely used in internet for suggesting services, products, other
users, etc. Until a few years ago, the recommender systems were focused on the satisfaction
of individual users, taking into account their tastes in order to generate suggestions that
could interest him.
However, it exists several activities such going to the cinema, or booking a holiday for
a group of friends, which involve a group of users. For example, imagine a group of friends
that want to be on holidays all together. Users provide their preferences but the final
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destination should be the same. Besides, the actual evolution of the internet towards to a
social approach on most of services involves a change of goal, where the important challenge
is not to maximize the satisfaction of just one user, but try to find a choice that maximizes
the satisfaction of the whole group. In our example of a group booking for holidays, it is
expected as they are friends, they want to go to the same destination.
This new trend in recommender systems is a result of these growing need to meet. Due
to its characteristics, it is difficult to solve. Since it involves several individuals whose tastes
and expectations must be taken into account but prevailing the group when recommending.
Normally, when a group profile is not available, different profile aggregation strategies
can be applied to recommend adequate content and services to a group of users based
on their individual profiles. Group recommendation is a challenging problem due to the
dynamics of group memberships and diversity of group members. Find a compromise that
could be accepted by all the group members is not an easy task. The group recommender
systems must put effort in how to manage the individual preferences to come up with group
preferences. It will be the key in the success of the generated recommendations.
On the other hand, another important aspect is the capacity of the system to monitoring
users storing data about their tastes and preferences. All these data will serve to build each
user’s profile. It will serve both to recommend to a user or a group (previously, having built
a model of group using the corresponding set of user models).
The ability to collect user data implicitly during a session of interaction between the
user and the system, is just one of the ubiquitous systems features. Another feature is
subtly trying to drive the user to a particular choice. In recent years, numerous strategies
have been tested in order to cause or influence the final choice. Among the implemented
techniques we highlight the change of order of the results list for a given query, the location,
size and timing of feedback in the form of warnings when you are querying a similar product
or service. A practical example would be when the user is going to dinner at a restaurant and
the restaurant is closed. Then they decide to use a recommender platform, which according
to their geographical location, day, hour, its previous searches and elections, suggests one
or more alternatives for dinner.
Among all the recommender systems strategies that exist, conversational group recom-
mender systems focus on identifying users individual preferences and then try to find a
compromise that is fair and acceptable to all members of the group. A static model of
preferences is unrealistic. In such recommender systems, there are group interactions and
unexpected new information over time which may cause a person change her mind in an
unforeseeable way. In this project, we will investigate and propose several methods to fa-
cilitate users interactions to capture and model users preferences in a group recommender
system.
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1.3 Research questions
This thesis proposes a list of questions that will be answered with experiments that will
take place throughout our work. These questions make reference to the main topics that
the thesis treats. It is about how to capture the users preferences and tastes, and how to
collect implicit data from each user interaction. The questions that compose the list are:
Question Number Statement
Q1 Users pay more attention to a recommendation that comes from a friend?.
Q2 Who are the most active user?
Q3 Is among these active users one that collaborates the most?
Q4 Which is the leader in a group?
Q5 How much influence has the leader on the group?
Q6 As a user, is useful get awareness about the preferences of the rest of
group members continually, in order to choose easily an item that facilitate
consensus among users?
Q7 Are users aware to the recommendations from other users?
Table 1.1: Research questions.
In order to validate our platform and to answer these questions, we have performed a
live-user evaluation sessions with many groups of users in different configurations. In these
tests the intention is to answer the research questions presented above.
The groups will be composed by two or four components in order to study different
factors referred in the master thesis. The leadership among the different users in the group,
the ubiquitous strategies implemented to drive the group members towards a consensual
icon, or the awareness about the other user’s activity are some of the analyzed factors.
As a result of this experience, we will collect data referring all the actions performed by
each user during the whole session. These data show if users react, both at the individual
and group level according to our thesis. In addition, it will serve as a starting point for
future work.
1.4 Reader’s guide
The rest of the thesis is structured as follows:
• Chapter 2 introduces the state of the art in group recommenders systems. We describe
the parts forming a group recommender system and explains the different approaches
currently used. We gives also a brief overview to the state of the art in elicitation and
consensus strategies for group recommenders.
• Chapter 3 explains the details of our proposal: gCOACH and how it works. Making
reference its conceptual architecture, interaction modalities and mathematic methods
to detect user role among the group.
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• Chapter 4 performs an analysis about the main research characteristics as the set-
tings of the user study, the different analysis about group recommender elicitation
strategies, satisfaction of the user with the new interface.
• Chapter 5 we show our conclusions obtained after processing the data obtained in the
experiments and possible future work derived from these.
1.5 Summary
In this chapter we have made reference to the problem background, followed by an introduc-
tion to the relevance of the problem, and there we highlight the new trend in recommender
systems such as group recommender systems dedicated to several activities that involves a
group of users. At this point we have presented the research questions that will be answered
with the experiments that will take place throughout our work. Finishing the chapter with
a reader’s guide.
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Chapter 2
State of the Art in Group
Recommender System (GRS)
2.1 Introduction
The utility of the Group Recommenders System is to address recommendations to groups
of users with a common goal. In order to perform it, first, it is important to identify users
individual preferences and then try to find a compromise that is fair and acceptable to all
the members of the group.
2.2 Parts of a Recommender System
In this section, we first define the different basic parts that can be found in any recommender
system. As shown in Figure 2.1, all the Recommender systems have a background data,
an input data, and an algorithm that combines background and input data to generate
recommendations.
The process starts with the interaction among the user and an interface, where the sys-
tem obtains the preferences of the user by means of preferences elicitation routines running
simultaneously while the user enters data. The data resulting from this process is stored by
the system, creating the preference profile of the current user and used later as input data
by the recommender.
On the other hand, it exists a large choice set formed by movies, books, other users, etc.
As a background information together with the already mentioned preference profile user.
Both are used by an algorithm in order to generate a personalized recommendations for the
target user. The recommendation set of product items appear at the interface of the user,
closing the process.
Recommendation systems traditionally recommend items for individual users. In group
recommender systems by contrast, recommendations aim to satisfying a group of users that
10
Figure 2.1: Recommender Process Scheme for a recommendation to one individual.
share a common goal but as depicted in Figure 2.2 with potentially conflicting interests.
There are many differences between the recommendations for individual users and group
recommendations. These differences appear in some subtasks of the recommendation pro-
cess: preference elicitation, recommendation generation, maximise satisfaction, and con-
sensus. The first one, in the preference capture, when the system acquires information
about the members preferences. If all the users define their preferences individually, it is
more probable that conflicts preferences appear. Allowing users to be aware of each other’s
preferences may reduce conflicts. The second difference among individual recommendation
and group recommendation is how the system generates recommendations, where some
procedure for predicting the suitability of items for a group as a whole must be applied.
There is another important aspect to take into account when the system presents rec-
ommendations to the members, the challenge is to get the satisfaction maximization of
all the members with the proposed recommendation. At the end of the process, there is
another step where the system helps the members to arrive at a consensus about which
recommendation (if any) to accept. In these case, the final decision is not necessarily made
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by a single person. Normally, consensus may be required in order to arrive to choose a
recommendation that maximizes the group satisfaction.
Figure 2.2: Recommender Process Scheme for a groups of users.
2.3 Recommendation approaches
During the last decades of study in the field of recommender systems for individuals, it
has been created several methods for generating recommendations. Specifically, recom-
mender systems have a background data, the information that the system stores before the
recommendation process begins. An input data, the information that user must communi-
cate to the system in order to generate a recommendation. And finally, an algorithm that
combines background and input data to arrive at its suggestions[1]. Considering this, it
can distinguished five different recommendation techniques; that have been summarized in
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Table 2.1, following the classification of Burke[1], they are: collaborative, content-based,
demographyc, utility-based, and knowledge based recommender systems.
Table 2.1: Recommendation Techniques (Burke, 2002[1]).
Next subsections detail each one of the most well-known Recommender Approaches:
2.3.1 Collaborative recommender systems
Collaborative filtering (CF) is one of the most widely used approach to the design of recom-
mender systems. The CF algorithm bases its recommendations on other user preferences.
No knowledge is required about the items, because this approach does not focus on the
content of the concerning items but on the opinion other uses have about this item. The
basic assumption behind this approach is, that people with similar tastes will rate objects
similar, and thus, like similar products/items.
Collaborative filtering systems use as background data, ratings performed by the users
about a set of items. As Input data, it stores the ratings from the actual user has done
about one or more items in the set of the items of the system. The recommendation looks
for users with similar ratings to the current user, and it suggests items taking into account
these similarities.
In Collaborative filtering, items can consist of anything for which a human can provide
a rating, such as art, books, CDs, journal articles, or vacation destinations. On the other
hand, ratings in a collaborative filtering system can take on a variety of forms[21]:
• Scalar ratings can consist of either numerical ratings, such as the 1-5 stars provided in
MovieLens1 or ordinal ratings such as strongly agree, agree, neutral, disagree, strongly
1http://movielens.org
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disagree.
• Binary ratings model choices between agree/disagree or good/bad.
• Unary ratings can indicate that a user has observed or purchased an item, or oth-
erwise rated the item positively. The absence of a rating indicates that we have no
information relating the user to the item (perhaps they purchased the item somewhere
else).
There are different ways to categorize collaborative filtering approaches: memory-based
and model-based methods. In memory-based collaborative filtering the user-item ratings
stored in the system are directly used to predict ratings for new items without previous
training. On the other hand, the model-based approach first builds a model out of the
user-item interaction database and then uses this model to make recommendations.
Pure memory-based models do not scale well for real-world application. Thus, almost
all practical algorithms use some form of pre-computation to reduce run-time complexity.
As a result, current practical algorithms are either pure model based algorithms or a hybrid
of some pre-computation combined with some ratings data in memory.
Collaborative filtering methods are based on collecting and analyzing a large amount
of information on users behaviors, activities or preferences and predicting what users will
like based on their similarity to other users. Usually, two forms are used for data collection
in order to obtain the preferences of the users: explicit and implicit. Examples of explicit
data recollection could be: asking a user to rate an item on a sliding scale, presenting two
items to a user and asking him/her to choose the better one of them, or asking a user to
rank a collection of items from favorite to least favorite. In contrast, cases where implicit
data recollection is used include the following: get a list of friends with whom a user has
shared items, observing the items that a user views in an online store, or keeping a record
of the items that the user purchases online.
Among the main problems of this approach, as highlighted in [21] the cold start problem
is one of the most importants. The authors describe situations in which a recommender is
unable to make meaningful recommendations due to an initial lack of ratings. This problem
can significantly degrade CF algorithm performance. It can occur under three scenarios:
• New User. This situation occurs when a user first registers with a CF service, they
have no ratings on record. Thus no personalized predictions can be given. Some of the
possible solutions to this problem are: having the user rate some initial items before
they can use the service; displaying non-personalized recommendations (population
averages) until the user has rated enough; asking the user to describe their taste in
aggregate; asking the user for demographic information; or using ratings of other users
with similar demographics as recommendations.
• New Item. When a new item is added to a CF system, it has no ratings, so it will
not be recommended. In order to solve this problem, several techniques can be used,
including: recommending items through non-CF techniques such as content analysis
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or metadata, and randomly selecting items with few or no ratings and asking users to
rate those items.
• New Community. The biggest cold-start problem is bootstrapping a new community.
If a new services value is in its personalized CF recommendations, then without ratings
it may not have sufficient differentiating value, thus not retain users long enough to
build up ratings. The most common solution is to provide rating incentives to a small
bootstrap subset of the community, before inviting the entire community to use the
service.
2.3.2 Content-based recommender systems
Content-based filtering methods are based on information about the characteristics of the
items that are going to be recommended. The basic idea is try to recommend items that
are similar to those that a user liked or examined in the past.
In order to make it possible. Normally, an item profile that characterizes the item within
the system is used. The system creates a content-based profile of users based on a weighted
vector of item features. The weights highlights the importance of each feature to the user
and it can be computed from individually rated content vectors using several techniques.
The Content-based recommender systems profile of user may consist of a number of
different types of information. Pazzani[19] concentrates on two types of information:
1. A model of the users preferences, i.e., a description of the types of items that interest
the user. There are many possible alternative representations of this description, but
one common representation is a function that for any item predicts the likelihood that
the user is interested in that item.
2. A history of the users interactions with the recommendation system. This may include
storing the items that a user has viewed together with other information about the
users interaction, (e.g., whether the user has purchased the item or a rating that the
user has given the item). Other types of history include saving queries typed by the
user.
There are two ways to extract item features: manually or automatically. On the one
hand, when manually extracted, it uses a group of experts in the field to decide which
features are the most relevant ones and to manually fulfill them for every item. On the
other hand, direct feedback from a user, normally using a rating slide bar or a like or
dislike button, can be used to assign higher or lower weights on the importance of certain
attributes. Another option is to take note about which attributes are more consulted for
each item, and modify the weights taking into account this fact.
The main problem of content-based recommenders, is when we find the lack of infor-
mation about the item to recommend. In some situations, e.g., recommending movies,
restaurants, or television programs, there is some structured information (e.g., the genre
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of the movie as well as actors and directors) that can be used by a content-based system.
However, this information might be supplemented by the opinions of other users.
2.3.3 Demographic recommender systems
A demographic recommender provides recommendations based on a demographic profile of
the user [2]. Recommended products can be produced for different demographic niches, by
combining the ratings of users in those niches. The benefit of a demographic approach is
that it may not require a history of user ratings of the type needed by collaborative and
content-based techniques [1].
Recommender systems based on demographic data do not have the new user problem,
because they do not require a list of ratings from the user. Instead they have the problem
of gathering the requisite demographic information. With sensitivity to on-line privacy
increasing, especially in electronic commerce contexts, demographic recommenders are likely
to remain rare inasmuch as the data most predictive of user preference is likely to be
information that users are reluctant to disclose.
2.3.4 Utility-based recommender systems
Utility-based recommenders make suggestions based on a computation of the utility of each
object for the user. The central problem is how to create a utility function for each user.
Normally, the user profile is the utility function that the system has derived for the user,
and the system employs constraint satisfaction techniques to locate the best match. The
benefit of utility-based recommendation is that it can factor non-product attributes, such as
vendor reliability and product availability, into the utility computation, making it possible
for example to trade off price against delivery schedule for a user who has an immediate
need [1].
The recommenders systems using utility-based techniques require that the system build
a complete utility function across all features of the objects under consideration. One
benefit of this approach is that it can incorporate many different factors that contribute to
the value of a product. A utility-based framework thereby lets the user express all of the
considerations that need to go into a recommendation.
2.3.5 Knowledge-based recommender systems
These kind of recommender systems attempts to suggest objects based on inferences about
a users needs and preferences. In some sense, all recommendation techniques could be
described as doing some kind of inference. Knowledge-based approaches are distinguished
in that they have functional knowledge: they have knowledge about how a particular item
meets a particular user need, and can therefore reason about the relationship between a
need and a possible recommendation [1].
Knowledge-based recommendation has some beneficial characteristics. It is appropriate
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for casual exploration, because it demands less of the user than utility-based recommenda-
tion. It does not involve a start- up period during which its suggestions are low quality. A
knowledge-based recommender cannot discover user niches, the way collaborative systems
can. On the other hand, it can make recommendations as wide-ranging as its knowledge
base allows. Knowledge-based techniques are capable to identify cross-genre niches and can
entice users to jump outside of the familiar but only if such associations have been identified
ahead of time by the knowledge engineer.
2.3.6 Hybrid Recommender Systems
All the recommendation techniques present advantages and disadvantages, described as
pluses and minuses in (Burke, 2002[1]), as shown in Table 2.2
Table 2.2: Tradeoffs between Recommendation Techniques (Burke, 2002[1]).
The idea behind the term hybrid recommender systems is the combination of two or
more recommendation techniques in order to create a new hybrid system that according to
cases can be more effective. It is created with the aim of eliminating existing limitations of
each approach separately.
There are several ways to implement an Hybrid Recommender Systems. Most com-
monly, collaborative filtering is combined with some other technique in an attempt to avoid
the ramp-up problem. For instance adding collaborative-based approach capabilities to a
content-based, unifying the approaches into one model or making collaborative-based and
content-based predictions separately and then combining and weighting them. Usually, the
combination methods used are categorized as follows:
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• Weighted: A weighted hybrid recommender is one in which the score of a recom-
mended item is computed from the results of all of the available recommendation
techniques present in the system. The benefit of a weighted hybrid is that all of the
systems capabilities are brought to bear on the recommendation process in a straight-
forward way and it is easy to perform post-hoc credit assignment and adjust the
hybrid accordingly.
• Switching: A switching hybrid builds in item-level sensitivity to the hybridization
strategy: the system uses some criterion to switch between recommendation tech-
niques. Switching hybrids introduce additional complexity into the recommendation
process since the switching criteria must be determined, and this introduces another
level of parameterization. However, the benefit is that the system can be sensitive to
the strengths and weaknesses of its constituent recommenders.
• Mixed: Where it is practical to make large number of recommendations simultane-
ously, it may be possible to use a mixed hybrid, where recommendations from more
than one technique are presented together.A mixed hybrid presents recommendations
of its different components side-by-side in a combined list. There is no attempt to
combine evidence between recommenders. The challenge in this type of recommender
is one of presentation: if lists are to be combined, how are rankings to be integrated?
Typical techniques include merging based on predicted rating or on recommender
confidence [2].
• Feature Combination: A different way to get a good content/collaborative mixer is
to treat collaborative information as simply additional feature data associated with
each example and use content-based techniques over this augmented data set. The
feature combination hybrid lets the system consider collaborative data without relying
on it exclusively, so it reduces the sensitivity of the system to the number of users
who have rated an item. Conversely, it lets the system have information about the
inherent similarity of items that are otherwise opaque to a collaborative system.
• Cascade: In contrast to the previous hybridization methods, the cascade hybrid in-
volves a staged process. In this technique, one recommendation technique is employed
first to produce a coarse ranking of candidates and a second technique refines the rec-
ommendation from among the candidate set.
• Feature Augmentation: In this case, one technique is employed in order to produce
a rating or classification of an item and that information is then incorporated into
the processing of the next recommendation technique. While both the cascade and
augmentation techniques sequence two recommenders, with the first recommender
having an influence over the second, they are fundamentally quite different. In an
augmentation hybrid, the features used by the second recommender include the output
of the first one. In a cascaded hybrid, the second recommender does not use any
output from the first recommender in producing its rankings, but the results of the
two recommenders are combined in a prioritized manner [1].
18
• Meta-level: Another possible mix of two recommendation techniques is by using the
model generated by one as the input for another. This differs from feature augmen-
tation: in an augmentation hybrid, we use a learned model to generate features for
input to a second algorithm; in a meta-level hybrid, the entire model becomes the
input. The benefit of the meta-level method, especially for the content/collaborative
hybrid is that the learned model is a compressed representation of a users interest,
and a collaborative mechanism that follows can operate on this information-dense
representation more easily than on raw rating data.
As we have seen, there is many ways to combine methods to create a hybrid recom-
mender; we can conclude that there is no method better than another. The election of the
method to apply will depend of the domain.
2.4 Group Recommendation
Mostly, group recommenders use collaborative filtering or content-based filtering. The key
characteristic of group recommendation is the need for choosing a method of aggregation
to generate recommendations. We can classify the different aggregation strategies of ma-
nipulating and representing users preferences in three schemes:
• Aggregates a single set of individual recommendations.
• Builds a unique representation model for the group.
• Aggregate the ratings/preferences for particular items.
In the related scientific literature we can highlight three of the main aggregation strate-
gies: Average, Least Misery and Plurality Vote.
Average strategy assumes equal importance to group members and computes the average
of the group evaluation for the items. The disadvantage of this strategy is due to the heavy
reliance on group size. For groups with fewer members, for example, each member opinion
has a greater impact on the average. On the other hand, Least Misery strategy considers the
evaluation made by the less satisfied group member as the satisfaction value for the whole
group. The disadvantage of this strategy is that an item in which most members are little
satisfied will probably be recommended rather than a item to which just one member is
very unsatisfied whereas the others are pleased, for example. Finally, in the Plurality Vote
aggregation strategy, each group member votes on the item with the highest individual
preference. Although such strategy fulfills most of the group, the minority gets unsatisfied,
eventually.
Moreover, aggregation strategies can be categorized into three types:
• Strategies consensus-based: considers the preferences of all group members. Among
the strategies in this category are Average, Average without Misery, Fairness and
Multiplicative.
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• Majority-based strategies: uses the most popular items among group members. Among
the strategies in this category is Plurality Voting.
• Borderline strategies: consider only a subset of items in individual profiles based on
user roles or any other relevant criteria. In the Dictatorship strategy, for example, a
single member imposes his taste for the rest of the group. Least Misery and Most
Pleasure strategies consider only the lowest and highest level of interest, respectively,
among the group members.
Aggregation strategies may also be evaluated according to a sort of different metrics:
• Maximize average satisfaction: uses a function that computes some kind of average
predictions of satisfaction for each member to use as the basis in order to select the
candidate items.
• Minimize misery: measures the level of dissatisfaction of one or more members.
• Ensure some degree of fairness: measures how balanced is the level of satisfaction
among members of the group concerning the given recommendation.
2.5 Example
To help understand the strategies, we present a simple example to illustrate the consensus-
based recommendations suggested by each strategy. We consider the consensus process for
a group of four individuals (i.e., U = { Paul,Anne,Mary,John }, then k = 4) and a product
base of ten products, P = {A, B, ..., J}. For the sake of simplicity, we consider that all users
contains a individual user model with ten preferences (i.e., R = 10 + 10 + 10 + 10 = 40)
and that the satisfaction, δ, of these preferences is shown in Table 2.3. For example, Table
2.3 shows that Paul and Marys ten preferences are satisfied with product A, while the
same product only satisfies four of Annes preferences with seven of Johns preferences being
satisfied. We have also included the sum of preferences satisfied by each product. Looking
at product A and F, both satisfy 31 of the group pref- erences. However, each one of them
shows a different satisfaction of the users preferences.
A B C D E F G H I J
Paul 10 4 3 6 10 9 6 8 10 8
Anne 4 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 7 5 6 7 6
John 7 6 9 8 6 6 10 9 9 9
Sum 31 24 22 30 32 31 27 32 29 31
Table 2.3: Example of the satisfaction for a group of four individuals.
According to the example described in Table 2.3, we compute four strategies to select
a set of products for consensus recommendation. In this example, the set will contain six
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products. Table 2.4 shows the results of applying the strategies. A row indicates for a
particular consensus strategy, which is the value obtained when applying the strategy to
every one of the products considering all the individual user models.For example, the mean
row indicates for product (pi = A) (i.e., see column A) that average(A, IM) = 10+4+10+74 =
7, 75.
Last column in Table 2.4 depicts the consensus set of products recommended by each
strategy. One or more products in parenthesis means that there is a draw between them.
Table 2.4 shows that nearly all strategies select the set of six products in a different order.
A B C D E F G H I J Consensus
Average 7,750 6 5,5 7,5 8 7,75 6,75 8 7,25 7,75 H, E, J, F, A, D
Least Misery 4 4 2 6 6 6 5 6 3 6 (H, J, E, F, D), G
Most Pleasure 10 9 9 9 10 9 10 9 10 9 (A, E, I, G), (H, F)
Multiplicative 2800 1080 432 3024 3780 3402 1800 3888 1890 3456 H, E, J, F, D, A
Table 2.4: Consensus-based strategies.
We define the equations of the three strategies as below:
least misery(pi, IM) = argminuj∈U (δ(pi, IM
uj )) (2.1)
most pleasure(pi, IM) = argmaxuj∈U (δ(pi, IM
uj )) (2.2)
multiplicative(pi, IM) =
k∏
j=1
(δ(pi, IMuj )) (2.3)
Where pi is the product and IM is the set of individual user models.
2.6 Preference elicitation
The term preference elicitation refers to the manner in which information is acquired from
users. Most group recommenders developed so far apply methods for acquiring information
about users preferences that are barely distinguishable from the methods applied in recom-
mender systems for individuals. After briefly surveying some typical applications of such
methods, I will look at preference acquisition methods that have been developed specifically
for group recommendation settings.
2.6.1 Preference Acquisition Methods That Are Not Specifically Adapted
to Group Recommendation
Acquisition of Preferences Without Explicit Specification:
As shows Pazzani & Billsus [19] and Burke [2] that many recommender systems do not
require their users to specify their preferences explicitly. With group recommenders as well,
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it may be possible for the system to get by with implicitly acquired information about users.
A good example appear in the system FLYTRAP (Crossen et al. [5]). As is showed in
the figure 2.5, it selects music for playing in a public room. The system learns about the
music preferences of the potential users by noticing what mp3 files each user plays on his
or her own computer and consulting available information about the music played to derive
a model of each users preferences.
We found another example in LETs BROWSE (Lieberman et al. [11]), which recom-
mends web pages to a group of two or more users who are browsing the web together. The
system makes initial estimates of the interests of its users by analyzing the words that occur
in each users web homepage. During the actual group browsing, it analyzes the words that
occur in the pages visited by the group.
Explicit Preference Specification:
there are some types of group recommender that require an explicit specification of prefer-
ences. An example of explicit preference specifications is the TRAVEL DECISION FORUM
(Jameson [8]; Jameson et al. [9]), which helps a group of users to agree on the desired at-
tributes of a vacation that they are planning to take together. The system needs to know
how each user feels about dozens of attributes of vacation destinations, ranging from the
facilities that are available in their rooms to the sightseeing attractions that are available
in the surrounding area.
Another example of explicit preference elicitation is found in POLYLENS, an extension
of the MOVIELENS system (cf. the chapter in this volume by Schafer et al. [21]) that
recommends movies to groups of users. POLYLENS is based, as its predecessor MOVIE-
LENS, on collaborative filtering, users do not explicitly describe their movie preferences,
but they rate individual movies on a scale from 1 to 5 stars. Thus, the system obtains the
degree of user satisfaction with the film.
2.6.2 Adapting Preference Specification to the Requirements of Group
Recommendation
Focus on Negative Preferences.
In the context of the system ADAPTIVE RADIO, Chao et al. [3] argue that the method
used to elicit preferences from users should take into account the way in which these prefer-
ence specifications will subsequently be used for the generation of recommendations. Specif-
ically, they argue that for a system that chooses music to be played to a group, it makes
more sense to elicit negative preferences, such as may be the expressions of dissatisfaction
about particular music tracks, than to elicit more detailed types of rating such as the ones
mentioned in the previous subsection.
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Sharing Information About Specified Preferences.
In a recommender system for individuals, there is in general no person besides the user who
has an immediate interest in seeing explicitly specified preferences with a view to improving
the current recommendation process. However, in a group recommender, each member may
have some interest in knowing the other members preferences, for several possible reasons:
• Saving of effort. Specifying preferences is usually seen by users as a tedious process.
Let’s suppose that in a group member user 1 (u1) knows that another member user
2 (u2) with generally similar preferences has already specified their preferences, u1
may be able to save time and effort by copying at least some of u2s entries and then
perhaps making some changes.
• Learning from other members. Another members preferences may be based in part
on knowledge or experience, for instance concerning a particular vacation destination,
that the current member lacks.
In a similar vein, the more recently developed vacation recommender system CATS (Mc-
Carthy et al. [16]; McCarthy et al. [17]) allows group members to achieve some awareness
of each others activities as they explore vacation options, working simultaneously around
a DIAMONDTOUCH table, an environment that facilitates synchronous work of group
members on a common project (cf. Dietz and Leigh [6]). In the picture of the Figure 2.3,
several examples can be seen:
• Each mountain icon in the large map (a) represents one of the resorts that is being
considered, the size of the icon reflecting the currently estimated overall preference of
the group for that particular resort.
• In the description of a particular hotel (b) the check mark or question mark next to
the color-coded icon for each group member indicates that group members estimated
interest in the hotel.
• The color-coded snowflakes on the map (a) indicate what resort each member is in-
vestigating at the moment. Finally, each member can send a critique that he or she
is working on to the other members, thereby sharing his or her thoughts about a
particular option.
2.7 Consensus
Consensus makes reference to a group decision making process that seeks the consent of all
participants of the decision-making. Consensus may be defined professionally as an accept-
able resolution, one that can be supported, even if not the ”favourite” of each individual.
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Figure 2.3: Illustration of several ways in which the CATS [17] system enhances mutual
awareness among group members as they plan a skiing vacation.
The term Consensus tries to avoid ”winners” and ”losers”. This concept requires that a
majority approve a given course of action, but that the minority agree to go along with the
course of action. Basically, if the minority opposes the course of action, consensus requires
that the course of action be modified to remove objectionable features.
In the last years, some different techniques has been applied in order to arrive to a
consensus situation. In spite of different approaches are tried, it has been shown that
reach a good consensus is not an easy task. For instance, in [3] negative preferences are
used to help groups to find consensus solutions satisfactory to all individuals. They have
developed a music server application that broadcasts to a group of people. The platform
requires feedback only when the user is dissatisfied with its performance, so using Adaptive
Radio does not distract users from their work. The use of negative preference systems
might enhance the influence of group members who hold minority opinions. In group
decision making, social influence can pressure people to change their expressed views. These
influences can be normative (the desire to conform) or informational (learning from others
to inform ones own judgement). The negative preference approach can reduce the normative
processes that suppress minority opinions by requiring that the group reaches consensus,
which might alleviate the need for the minority to accept the majority opinion, and by
making the decision-making process anonymous, which reduces the social pressures exerted
by the majority.
Stratis Ioannidis [7] has designed a group recommender system which not only generates
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and presents recommendation suited for the group, but also facilitates the consensus decision
making of the group inferring the social influence within the group. The system provides a
place that members can asynchronously discuss options, get to know other members likes
and dislikes, and conform to whoever is important to him/her. This information is collected
and displayed in one page, and helps avoiding the burden of group discussion. At last, the
organizer needs to close the discussion and announce the final decision of the group.
Furthermore averaging individual ratings, the paper [12] analyzed many other aggrega-
tion strategies, such as least misery, fairness, plurality voting and so on.
It is assumed that group members will arrive at the final decision through conventional
discussion (e.g., face to face or by phone). An especially clear example where this assumption
is justified is the situation where several group members are working simultaneously with the
CATS vacation recommender system [4] on the DIAMONDTOUCH interactive table-top.
2.8 Existing Group Recommender Systems
The Table 2.5 lists all of the group recommender systems referenced in [10], according to
the authors knowledge up to the time of the writing of the paper. The contents of this table
shows the wide range of applications of existing group recommender systems.
2.9 Case Study: The Collaborative Advisory Travel System
(CATS)
The Collaborative Advisory Travel System (CATS) is a prototype recommender system that
supports consensus decision-making for a group of users intending to book a ski-holiday
together [14]. In summary, in CATS, holiday candidates are represented as cases, each
describing various features about the resort and ski-runs available. Sample case features
include: package price, number of ski runs/difficulty, location, accommodation type/rating
and experience level of the skier. CATS uses a common interface (showed in Figure 2.4) to
share preferences among group members.
In order to maximize the amount of preference information captured from, as well as
communicated to, group members; many novel and interesting mechanisms have been put
in place. In fact, the recommendation interaction has three key steps: Firstly, individual
group members each express their preferences over holiday options. Then CATS gener-
ates recommendations by aggregating these evolving preference profiles, and finally; group
consensus on a recommendation is arrived at through recommendation generation, group
feedback, and preference compromise.
In CATS, users provide feedback on holiday cases using critique-based feedback. Once
presented with a recommendation they can apply contextual critiques to case features in
line with their preferences. Next, the incremental critiquing technique it’s used to maintain
preference profiles for individual group members. A preference profile for a user U is made
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up of the set of critiques I 1,..,I n that they have applied so far. As new critiques are made
by the user their preference profile is updated. This may involve removing past critiques if
they conflict with, or are subsumed by, the most recent critique.
When generating recommendations it is important to prefer those cases that are likely
to be acceptable to the group as a whole, as well as the individual participants. For this
reason CATS maintains two types of preference model. Each group member (i.e., user U )
is associated with an individual preference model, IMU , that records the critiques that they
have applied (I 1,...,I n), with conflicting and redundant critiques removed. In addition, a
group preference model, GM, is also maintained by combining the individual models of each
group member as shown in Equation 2.4.
GM =
{
IMU1 ∪ IMU2∪, ..., IMUk} (2.4)
A key difference when ranking candidate recommendations here, compared to the single-
user approach taken in Section 3.1, is that the quality of a case cr with respect to a critiqued
case cp, is now based on similarity to cp and group compatibility (i.e., compatibility with
those critiques stored in the group model, GM) according to Equation 2.5. Finally, the
recommendation presented to a user is generated according to Equation 2.6.
Gquality
(
cp, cr, GM, IM
U
)
= α×Gcompatibility (cr, GM, IMU)+ (1− α)× sim (cp, cr)
(2.5)
Crec = argmaxcr
(
Gquality
(
cp, cr, GM, IM
U
))
(2.6)
The aggregation policy employed in CATS [17][15] when calculating group compatibility
can take many forms. They have implemented three alternative strategies, which differ in
the way that they combine individual profiles during recommendation generation:
1. The Weighted Average Group Model.
2. The Joint Group Model.
3. The Average Individual Group Model.
The Weighted Average combines two weighted compatibility scores to measure group
compatibility (i.e., Gcompatibility). First, a compatibility score is calculated for the case, cr,
in terms of critiques contained within the individual user model, IM U , of the user applying
the critique. Next, the compatibility of cr to the preferences of the other group members is
measured.
WtdAveModel
(
cr, IM
U , GM
)
= β × compatibility (cr, IMU)+
(1− β)× compatibility (cr, (GM − IMU)) (2.7)
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Is important to note that only a partial group model (i.e., GM IM U ) is used for this
part of the calculation. a partial group model (i.e., GM IM U ) is used for this part of
the calculation. The formula applied is showed in Equation 2.7. Finally, The β parameter
controls how much emphasis is placed on individual versus group compatibility.
The existent difference between the Joint Group Model and the weighted average model
is that each group member model has equal influence over the group compatibility score
generated for a candidate case. This means that no bias is introduced in favour of the
user applying the critique. Group compatibility (i.e., Gcompatibility) for the Joint Model
simply measures the compatibility of cr (i.e., in terms of critique overlap) with the current
aggregate group model, GM (see Equation 2.8).
JointModel (cr, GM) = compatibility (cr, GM) (2.8)
The Average Individual Group Model first calculates the compatibility of cr for each
group member using their own individual preference model, IM U . The, Gcompatibility of
cr the preferences of the all group members is measured by calculating the average of these
individual scores according to Equation 2.9. As above, in this aggregation approach each
group members model has equal influence over the group compatibility score generated for
a candidate case.
AveIndividualModel
(
cr, IM
U1...,Uk
)
=
∑
∀i compatibility
(
cr, IM
Ui
)
k
(2.9)
2.10 Summary
In this chapter we have briefly explained the parts of a recommender system and we have
compared the differences between the recommendations for individual users and group rec-
ommendations. Later, an overview about the different recommendation approaches has
been presented making reference on its advantages and disadvantages. Next, we explained
the aggregation strategies and the different classification according various aspects. After
that, we introduce the concept of preference elicitation and the manners of obtaining tastes
from the users and the adapting preference specification to the requirements of group rec-
ommendation. At this point we introduce the concept of consensus and some examples
of application. We finish this chapter with a list of existing group recommender systems,
focusing in The Collaborative Advisory Travel System (CATS) and its methods to create
recommendations to groups.
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Table 2.5: Overview of the existing group recommender systems (Anthony Jameson, and
Barry Smyth, 2007 [10]).
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Figure 2.4: The main CATS interface. (Mccarthy, K., Mcginty, L., Smyth, B, 2007 [13]).
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Chapter 3
gCOACH: group-based
COllaborative Advisory CHannel
3.1 Introduction
This chapter presents gCOACH framework, which supports on-line group recommendation
scenarios (see Figure 3.1). This framework allows several users (maximum of 4) to partici-
pate on-line in a group activity that involves searching a product for the whole group. The
gCOACH is a group recommender system based on CATS [16] that uses a content based
filtering approach in order to generate recommendations to the users. The system suggests
items according the critiques performed. Our proposal uses a conversational case-based
recommender which aims at guiding the user over the search space by using critiquing as
feedback mechanism. This thesis is going to be focused on content visualization and in-
teraction among users. In particular, gCOACH aims at being an on-line framework that
facilitates group interaction and communication among members. For this reason, gCOACH
uses a conversational case-based recommender [21].
Figure 3.1: gCOACH relation scheme.
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3.2 Conceptual Architecture of gCOACH
The conceptual architecture of gCOACH is based on a web-based environment developed
on a client-server model for enabling the interaction of the users from anywhere. Figure 3.2
shows the conceptual architecture of our proposal divided into three main layers: a Space
Client, a Space Server, and a Group Conversational Recommender (GCR) module.
GROUP CONVERSATIONAL 
RECOMMENDER
SPACE SERVER
Communication 
Management 
Module
SPACE CLIENT (e.g. 2 users) 
user 1
user 2
GCR
Algorithm
3D Content 
Management 
Module
Users 
Management 
Module
user events
CASE BASE
(CB)
user events (display)
List of products
Stack Object
User Model 1
IM1
recommendation 
actions
Product
Features
Critique Elements
Collaborative Elements
Recommendation Object 1
List of users
Awareness 
Object 1
List of productsSuggestion Box 1
List of productsSuggestion Box 2
List of users
Awareness 
Object 2
Product
Features
Recommendation Object 2
Critique Elements
Collaborative Elements
User Model 2
IM2
User Model n
IMn
Group 
Preference 
ModelGM
Figure 3.2: Conceptual Architecture of gCOACH Framework.
Firstly, Space Client is a space that offers interaction, collaboration, and awareness
among users. This space allows concurrent connection of one or more users. They can
interact with a recommendation object, with a stack object, with a suggestion box object,
or with an awareness object. A Recommendation Object (RO) is an object that represents
a case in the interface. It contains product information and the description of all features
of the current recommendation, interactive elements to perform critiques, and collaborative
elements to perform collaboration and communication among users (e.g., sending a sugges-
tion to another user). A Stack Object (SO) is an object that contains all the products that
are of interest for the group. It is common for the group and it is updated each time a
user operates over it. The Suggestion Box (SB) object contains a list of products that have
been suggested to the user by anyone of the members or by the recommender itself. The
Awareness Object (AO) includes a list of users with the information of the current product
view of that particular user. Secondly, Space Server is responsible for the communication
between user and GCR module. Basically, it has three components. The first one is the
Communication Management Module which maps users events to recommendations actions
and, in reverse, recommendation actions to user events. Second component is the Users
Management Module which stores and manages users information such as user identifica-
tion and states (critiquing or sending suggestions), and the RO the user is interacting with.
Third component is the Content Management Module which is responsible for updating the
RO visualization (i.e. product image and features values) in each recommendation cycle.
Finally, Group Conversational Recommender module is composed by the Group Conversa-
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tional Recommender (GCR) Algorithm, a case base (CB), a set of individual user models
(IM) (i.e. one for each user in the environment), and a group preference model(GM). The
case base CB contains a set of products or cases for recommendation. Each product is
described with a set of a features (F) (e.g., price, duration, or location). The set of critiques
applied by the user constitutes the individual user model IM of that particular user, where
each element in IM is a single unit critique. A group preference model is also maintained
by combining the individual user models and associating critiques with the users who con-
tributed them. GCR algorithm is a module that performs the recommendation process,
controls data access (massive products with diversity of features), and updates user models
during the recommendation process.
Briefly, the recommendation process starts when the user is inside of a Space Client and
she performs one critique about a product feature through a Critique Element displayed on
a Recommendation Object, this critique is sent to the Group Conversational Recommender
(GCR) through the Communication Channel placed on the Space Server. Once received
the critique in GCR algorithm, it updates the individual user model (IM) and the group
preference model (GM) with the new preference and it selects the next recommendation
from the full set of products in the case base, CB.
The recommendation is generated based on the individual model of the user and the
group preference model as described in [17][16]. Next, using both the communication man-
agement and content management modules, Group Conversational Recommender module
sends a new recommendation to be displayed on the Recommendation Object of the user
that performed the critique. In addition, users can communicate and provide a sugges-
tion by using a Collaborative Element. The interaction modalities for communicating and
allowing suggestion among users are deeply described in section 3.4.
3.3 Software development
In this section we briefly describe how the project’s platform is implemented. For this de-
velopment, we used mainly Java EE technology1, given its vast possibilities that correctly
satisfy the requirements identified when we designed the software. The system is basically
divided in three main nodes that exchange information between them. The first two corre-
spond to a client and a web server, while the third one corresponds to the implementation
of the recommender engine.
The first node, essentially implements the interface users employ for all the actions.
Since through the browser, the user can navigate, choose and share items with other users,
while all these actions are monitored. All these actions produce requests that the web
server attend with a Java web application. This element is responsible for handling the
data of each user session, including the list of all actions performed by each user as well as
to respond to all his requests. Besides, it performs the task of being the nexus between the
recommender engine and the client.
1http://www.oracle.com/technetwork/java/javaee/overview/index.html
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When it’s necessary to serve a recommendation, the web application (the second node)
performs a request to the recommender engine in order to obtain it. The recommender will
work taking into account the choices of the receiver user.
Third node corresponds to the recommendation engine which uses either the group
profile and the individual profiles for generating recommendations.
3.4 Interaction modalities in gCOACH
Figure 3.3 depicts the interface screen shown to each user in their browser. It is divided in
several areas, each one with a specific interaction modality (i.e. individual or social) and
functionality.
First area denoted with number one in Figure 3.3 represents the RO in the conceptual
architecture shown in Figure 3.2. It is devoted to individual interaction, which has three
different views: category view, subcategory view, and product view. In gCOACH, the user
interaction starts at a category view, which is able to focus the user in a specific category
of the products (in our case, we use the location in the domain used in the experiments, see
Figure 3.4). Once selected a category, they are moved to a subcategory that in the domain
analyzed corresponds to a resort view (see Figure 3.5) where they can see all the available
hotels. If the user selects one hotel, they arrive to an specific skiing package, as depicted in
Figure 3.6.
Figure 3.4: gCOACH category view.
33
Figure 3.5: gCOACH subcategory view.
Figure 3.6: gCOACH product view.
Here, in the product view, a product is described in terms of their features and the
particular value for each one of them. Additionally, each one of the features contains one or
two buttons for performing critiques (i.e. this are the critique elements in Figure 3.2). The
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user is able to make a critique, this is the way to express a preference over a specific feature
in line with their personal requirements. This channel affords the user an opportunity
to provide informative feedback. This feedback is introduced to the individual model (IM)
and the group preference model (GM). Next, GRC algorithm uses this informative feedback
about the user taste and it answers this action by replacing the product displayed with a
new recommendation that better matches with the preference expressed. Currently, GRC
algorithm implementation is the one proposed in [16][17]. Furthermore, when individual
users arrive to a particular product recommendation that satisfy their requirements and
wish to draw it to the attention of the other group members, they can do this by performing
a drag and drop and adding it to the suggestion box of another user or to a stack area,
which is a social interaction modality.
Second area in gCOACH interface is for keeping awareness among members of the group
see AO in the conceptual architecture and look at number 2 in Figure 3.3. This area contains
a list of color boxes, each one representing a group member. Each color box show which
product is currently looking up each user. Users can browse this product by performing a
click on it. Besides, the color box contains a 0-5 hearts ranking that represents how much
compatible is the current product to each one of the users. The ultimate goal of this heart
ranking is to know that users may be interested in the current recommendation and, if
considered interesting by the user, suggest it to them. With this goal in mind, this area
also allows the user to make suggestions of the current recommendation on area 1 to a
specific user by doing a drag and drop of the product into the target user box. Then, the
suggested product will appear in the suggestions box of the target user. These collaborative
actions correspond to collaborative elements in the conceptual architecture.
Third area is the suggestion box, depicted in Figure 3.3, number 4, which is represented as
SB in the conceptual architecture as shown in Figure 3.2. These suggestions may come from
anyone of the group members or as a result of a proactive suggestion of the recommender
algorithm. GRC algorithm suggests a product to the whole group when one or more cases
exceeds a certain critical compatibility threshold with respect to the group preference model.
As the previous area, each product is identified by the border color and shows few features
including a compatibility ranking with the current user. Furthermore, it is also available the
option of clicking on the product to take a look on it in the area of individual interaction.
Another social interaction modality is the STACK area (shown in Figure 3.3, number 5),
which represents the SO in the conceptual architecture. It serves as repository of particular
holiday recommendations the user is interested in and it is also useful to draw the attention
of the other group members over a particular product. The stack stores summaries of the
users recommendations, as well as displaying compatibility information relating to group
compatibility. Each product recommendation appears boxed with the color of the user that
added it to the list and shows a summary of its features (in the skiing domain, hotel name,
resort name, kind of resort, number of stars, and price). In addition of this content, a
measure of compatibility between the current user and the item appears through a visual
ranking of 0-5 hearts (0 hearts means a non suitable product for the current user and 5 heart
means a perfect item to choose). At any time, when users detect an attractive product in
this area, they can open it in the individual interaction area to examine it by performing a
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simple click on it.
Finally, there is a waste basket area (see Figure 3.3, number 3). It is used to the disposal
of products that the user is not interested in anymore from the suggestions box area or the
STACK area . This functionality is activated when the user perform a drag and drop from
one of these areas to the waste basket area.
3.5 Defining how to detect the users role in the group
One of the goals set at the beginning, has been to detect the more participatory users
during the session. For this purpose, we propose the Equation 3.1, which combines the
number of recommendations performed by the user (Sugg.Performed) and the number of
products placed in the STACK ZONE (Prod.Stacked). We consider these two factors like
the key ones that can be used to identify the more participatory user. Further, each one
is appropriately corrected using a correction factor F with the aim to change the range of
values, and weighted using the established weights (W.Sugg and W.Stack) in order to modify
the relevance between the two measures. The values showed in Table 3.1 are optimal to
maximize the number of cases that match with the user reviews (see Q13 in Table 4.5).
participatory(ui) =
(
Sugg.Performed (ui)
F
∗W.Sugg
)
+
(
Prod.Stacked (ui)
F
∗W.Stack
)
(3.1)
Name Value
W.Sugg 0,4
W.Stack 0,6
F 10
Table 3.1: Weights values used in participative detection.
Now, we are going to take the information from all the areas where the user can interact
to detect which user is leader within the group, due to the fact that intuitively we think
that the leader is the most influential when it comes to reaching a consensus. For this
purpose we create the equations detailed below. In first place, in equation 3.2 we measure
the group influence of a user using the number of recommendations made by him. From this
set, we take into account, which have been opened by recipients and of these, which have
finally been added to the STACK ZONE. Secondly, we purpose the equation 3.3 that takes
in account the personal actions like the number of products added to the STACK ZONE or
the number of reviews performed. Finally, the results of the previous equations are used in
equation 3.4. As in the previous case (i.e. equation 3.1) all combined elements are properly
weighted using the values of Table 3.2. When detecting the leadership, we consider it is
important the number of products stored in the stack by a user, because taking in account
the public visibility of this area, it can affects other users in their decisions. We reflect this
importance by giving a higher weight value to personal influence that the group influence.
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groupInfluence(ui) =
Sugg.Performed(ui)∗W.sp+Sugg.Opened(uj)∗W.so+Sugg.Stacked(uj)∗W.ss
F
W.sp +W.so +W.ss
(3.2)
personalInfluence(ui) =
Prod.Stacked(ui)∗W.Prod.Stack+Crit.Performed(ui)∗W.Crit.Performed
F
W.Prod.Stack +W.Crit.Performed
(3.3)
leadership(ui) = groupInfluence(ui) ∗W.gi + personalInfluence(ui) ∗W.pi (3.4)
Name Value
W.Sugg.Perf 0,5
W.Sugg.Opened 0,3
W.Sugg.Stacked 0,2
W.gi 0,3
W.Prod.Stack 0,8
W.Crit.Performed 0,2
W.pi 0,7
F 10
Table 3.2: Weights values used in leadership detection.
3.6 Summary
In this chapter we have presented gCOACH framework, which supports on-line group rec-
ommendation scenarios. This framework allows a maximum of 4 users to participate on-line
in a group activity that involves searching a product for the whole group. The gCOACH is a
group recommender system based on CATS [16] that uses a content based filtering approach
in order to generate recommendations to the users. Then, we have presented the conceptual
architecture of gCOACH and all the objects that compose it. Next we have explained all
the interaction modalities of the system, mentioning each zone and his functions. Finally,
we explain the created methods in order to detect the users role in the group.
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Figure 3.3: The main gCOACH interface with a skiing package view.
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Chapter 4
Research Analysis
In this chapter we evaluate the usability with real users. Given the high fidelity of our
prototype, we used the Summative usability evaluation method, which focuses on gathering
both qualitative and quantitative data [12]. Additionally, we will analyze with the data
obtained from the live-user study if the leadership functions proposed are good enough
to detect the behaviour of the users with the implicit feedback obtained from the users
interaction.
4.1 Setup
We recruited 44 participants, diverse in features such as age, gender, computer skills and
experience in web-based environments. These participants were joined in groups of four
participants for each test. As shown in Table 4.1, 88,6% of the participants are male and
11,4% of the participants are female. Moreover, for the tests we form groups with students
from first course of career to Master students. This is reflected in the difference of age
between groups, where the average age of the younger group is 20.5 years and the average
age of the oldest group is nearly 30 years. The test was performed using a SKI domain
that contains 153 European skiing holidays described by 41 features related to the resort
(e.g., country or transfer time) and the accommodation (e.g., rating, price, and ski room &
restaurant facilities). The Table 4.2 lists these features, showing for each one which type it
is (i.e. nominal or ordinal feature).
4.2 Methodology
The live-user evaluation was performed in many sessions at the University of Barcelona
during May and June of 2014. It was always conducted by a moderator and an observer.
Users were requested to join in a group and they perform a search task of their favorite ski
vacation. The followed methodology in the sessions with the users consists of four stages:
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Men Women Avg. Age Avg. Relationship Avg. Studies Avg. Computer Skills Avg. Degree Ski
Group 1 2 2 27,5 2,25 3,75 4,75 2,5
Group 2 4 0 29,75 3 1,25 4,5 2,75
Group 3 4 0 20,5 4 1 3,75 3,5
Group 4 3 1 20,75 4 2 3, 2
Group 5 3 1 22,75 3,25 1 3,5 1
Group 6 4 0 23,25 3 3 4 2
Group 7 3 1 22 2,25 1 4,25 1,75
Group 8 2 2 21,25 4,25 1,5 4 1,75
Group 9 4 0 25,75 2,5 1,5 4,75 2,25
Group 10 4 0 25,75 3,25 1,75 5 3
Group 11 4 0 27,25 3,25 2,75 4 2,25
Table 4.1: Obtained data from previous questions.
Feature Name Feature Type Feature Name Feature Type
ResortName Nominal Tobogganing Nominal
Beginner Numeric HotelName Nominal
Intermediate Numeric Accommodation Nominal
Advanced Numeric Stars Numeric
Snowboard Numeric Price Numeric
Black Numeric Restaurant Nominal
Red Numeric Bar-Lounge Nominal
Blue Numeric Car Park Nominal
Green Numeric Children’s playroom Nominal
LongestPista Numeric Cot Nominal
TotalKM Numeric Ensuite Bath Nominal
Cannons Numeric Ski Room Nominal
Transfer Time Numeric Health Facilities Nominal
Chair Lifts Numeric Swimming pool Nominal
Drag Lifts Numeric Hair Dryier Nominal
Gondola Numeric Balcony Rooms Nominal
Cable Car Numeric Sauna Nominal
CrossCountry Nominal Safety Deposit Box Nominal
Floodlit skiing Nominal Fitness room Nominal
HalfPipe Nominal
Table 4.2: Resort features.
1. Pre-test interview: In this stage the moderator welcomed the users, briefly ex-
plained test objectives and answered questions from the users. Finally, the moderator
delivers printed instructions about the next stage to the users.
2. Training: During this stage users were freely navigating on the web interface of
gCOACH. They were asked to locate a predefined product using individual or social
interaction modalities. The training stage finished when users discovered this product.
3. Test: In this phase, users fill a pre-test questionnaire consisting of 7 questions de-
picted in Table 4.3 about their previous experience with ski vacations, degree in using
informatics and degree of relationship with the other participants in the group. All
questions were answered using a range among 1 to 5. Secondly, users performed with-
out guidance, a test task that consisted of selecting a product that best satisfies the
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Question Number Statement
Q1 Name.
Q2 Age.
Q3 Degree of relationship with the other participants.
Q4 Degree of studies.
Q5 Degree in using informatics.
Q6 Ski affinity level.
Q7 Ski practice level.
Table 4.3: Pre-test questionnaire.
group preferences for going skiing together. To this end, users were asked to navigate,
communicate, and provide suggestions with the aim of finding a consensus in the group
to purchase a product. However, users were free to finish the search process once they
have found a product that best satisfies their preferences. Among the products in
the stack, the user selects the preferred one. When all users finished the searching
process, among the group preferred products (one for each user), GCR recommends
the one that best satisfies the group. This product is shown as the final product for
the group. During the task, a computer recorded the test session and the observer
made annotations.
4. Post-test questionnaire: Users were asked to fill out a Web form that contains 11
questions about test experience and satisfaction (see Table 4.4) [20], plus three ques-
tions focused in user perceptions during the test (see Table 4.5). Users answered using
a fivepoint likert scale, where 1 correspond to strongly disagree” and 5 to strongly
agree”. In this process its followed the standard guideline for a user evaluation pre-
sented by Pearl Pu in [20] as a complete and balanced evaluation framework that
measures users subjective attitudes based on their experience towards a recommender.
After the test, we analyzed the post-questionnaire to extract relevant data concerning
usability. Next section describes this evaluation analysis. Additionally, it is important to
mention that a preliminary analysis was performed and has been accepted for publication
[18].
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Question Number Statement
Q1 (Effectiveness) The items recommended to me matched my interests.
Q2 (Relative Accuracy) The recommendation I received better fits my interests
than what I may receive from a friend.
Q3 (Learnability) The interface provides an adequate way for me to express
my preferences.
Q4 (Learnability) The recommenders interface provides sufficient informa-
tion.
Q5 (Learnability) I became familiar with the recommender system very
quickly.
Q6 (Usefulness) It is easy for me to inform the system if I dislike/like the
recommended item.
Q7 (Usefulness) The recommended items effectively helped me find the
ideal product.
Q8 (Satisfaction) The recommender made me more confident about my se-
lection/decision.
Q9 (Satisfaction) Do you knew easily where were the rest of your teammates
at all times?
Q10 (Satisfaction) Overall, I am satisfied with the recommender.
Q11 (Intention to use in the future) If a recommender such as this exists, I will use it to find
products to buy.
Table 4.4: Questions about test experience and satisfaction.
Question Number Statement
Q12 I paid more attention to the recommendations from: 1- Stack, 2- User
Suggestions, 3- Lists of user’s preferred hotels, 4- Suggestions from the
recommender, 5- No special way.
Q13 Who do you think has been the most collaborative user?
Q14 Which user could be considered as the leader?
Table 4.5: Questions focused in user perceptions during the test.
4.3 Analysis of the obtained data
To collect user satisfaction measures we designed a post-test questionnaire, depicted in Ta-
ble 4.4 and Table 4.5. In this section we are going to analyze the results obtained from
the post-questionnaire. Note that these results are related to the subjective perception of
users but are quantitative data which gives us valuable information about users perception
of usefulness and usability of our gCOACH framework. As shown in Figure 4.1, the quanti-
tative results obtained from the questionnaire are very satisfactory. It is worth noting that
87.4% of the responses were ranked with 3 or more points, 1,6% of responses correspond to
a minimal score (1 value), 11% were replied to a question with value 2.
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Figure 4.1: Grouping rating for each question in the post-questionnaire.
Regards to perceived effectiveness of users during the recommendation process and Rela-
tive Accuracy (i.e. Q1 and Q2 of Table 4.4), results of Q1 show that a 97% of the participants
evaluated positively this aspect (i.e. 3 or more points) whereas depicted of the results of
Q2 shows that a 84,1% of the users answered with a score of 3 or greater. Considering
the learnability of the gCOACH (i.e. questions Q3 to Q5), a 84% of participants responses
show that the users found the system easy to learn and evaluated this aspect with 3 or
more points. With regard to users opinion reference to whether or not gCOACH is useful
to them (i.e. usefulness aspect), responses to Q6 and Q7 answers depict that a 91% of
the participants evaluate it with 3 or more points. Finally, the satisfaction of users and
intention to use the system in the future, results of Q8 to Q11 show that a 86% of the
participants positively evaluated this aspect with 3 or more points.
We also asked users about the area on the interface that they paid more attention to
the recommendations received (see Q12 in Table 4.5): the stack area, the suggestion box
area, the awareness area, or if there is not a preferred area. We report the results on the
users perception of most useful area in Figure 4.2. A 48% of users prefer the suggestions
box area as its main source of information about members activities and for choosing a
product. Note that suggestions received in this area come from teammates or proposed in
a proactive way by the recommender algorithm. Next, the most preferred area with a 34%
is the awareness area as source of information about members activities and for choosing
a product. This means that group interaction is highly influenced by observation as users
prefer to observe which products consult their teammates and then select one of them. A
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9% of users prefer the stack area as its main source of recommendations. Finally, a 9% of
users has not a clear preference over an area because they have been looking equally at all
of them.
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   Sugges4ons	   No	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Figure 4.2: Area of most attention in the interface.
4.4 Analysis of the leadership
In Table 4.6 we compare the results obtained by applying the formulas described in section
3.5 (see Equations 3.1 and 3.4) with the answers given by users to the questions Q13 and
Q14 of Table 4.5. We highlight for each group the top responses and the top values, when
both match, we denote it with the sign
√
, otherwise X. We can note that the ratio of
matching with the obtained responses to the post-test in the search of more participatory
user and the leader are 8 over 11. Meaning a percentage of success is nearly 73%. In
successful cases, 75% of the time, the most participatory user has also been considered the
leader.
The percentages highlight the importance that exists in being a participatory member
to be considered a leader among the group. Since a user that recommends a large number
of products can persuade the group to certain objectives. Also, as it has been seen in Table
4.6, a user that saves many cases into the STACK ZONE, given the public nature of these
actions, can create a tendency within the group. Finally, it is worth mentioning another
participative factor that may influence the rest of the group is to generate a lot of reviews
of the products features by using critiques. Because, this actions modify the profile of the
user that the system uses to generate the suggestions of products to all users, and may in
some way influence the final decision.
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User Q13 Q14 Participatory Leadership
in Table 4.5 in Table 4.5 Equation 3.1 Equation 3.4
Red 0 1 0,5 0,487
Group 1 Blue 3 2 1,42
√
1,26
√
Green 0 1 0,24 0,336
Yellow 1 0 0,36 0,484
Red 0 0 0,28 0,246
Group 2 Blue 0 2 0,18 0,306
Green 1 1 0,3 0,462
Yellow 3 1 0,28
√
0,59 X
Red 1 1 0,54 X 0,585
Group 3 Blue 0 0 0,24 0,394
Green 0 0 0,12 0,504
Yellow 2 2 0,34 0,654
√
Red 1 3 0,38 0,389
Group 4 Blue 2 0 0,38
√
0,422
Green 0 1 0,24 0,526
Yellow 1 0 0,24 1,372 X
Red 0 0 0,26 0,207
Group 5 Blue 2 2 0,7
√
1,349
√
Green 0 1 0,32 0,473
Yellow 2 1 0,24 0,336
Red 1 1 0,42 X 0,962
√
Group 6 Blue 2 1 0,18 0,182
Green 0 1 0,4 0,549
Yellow 1 1 0,14 0,213
Red 1 1 0,18 0,406
Group 7 Blue 3 3 0,58
√
0,894
√
Green 0 0 0,42 0,689
Yellow 0 0 0,3 0,672
Red 4 3 0,74
√
0,567
√
Group 8 Blue 0 1 0,46 0,557
Green 0 0 0,14 0,198
Yellow 0 0 0,2 0,352
Red 1 0 0,68 X 0,426
Group 9 Blue 2 1 0,24 0,503 X
Green 0 3 0,42 0,276
Yellow 1 0 0,32 0,229
Red 0 0 0,18 0,364
Group 10 Blue 3 2 0,74
√
0,838
√
Green 1 1 0,64 0,564
Yellow 0 1 0,48 0,663
Red 1 3 0,36 1,1315
√
Group 11 Blue 1 1 0,1 0,332
Green 2 0 0,48
√
1,206
Yellow 0 0 0,22 0,643
Total 8 8
Table 4.6: User answers and calculated coefficient of participation and leadership.
45
4.5 Research questions
In this section we turn back to the research questions posed at the beginning of this master
thesis in Table 1.1. The aim is to answer them considering results obtained in our live-user
study.
1. Starting with Q1 (Users pay more attention to a recommendation that comes from a
friend? ), as discussed in Section 5.3, a 48% of users prefer the suggestions box area as
its main source of information about members activities and for choosing a product.
From this percentage, almost a 30% makes reference to user suggestions, while 18%
corresponds to proactive suggestions from the system. Denoting a tendency to pay
more attention to suggestions that comes from the rest of teammates.
2. Referring to Q2 (Who are the most active user? ), we consider the most active user
who generates the highest number of interactions with the system. (i.e. sending
suggestions to other users or putting products in the STACK ZONE ).
3. In case of Q3 (Is among these active users one that collaborates the most? ), consid-
ering the data on Table 4.6, we can observe that normally, the most active and the
most collaborative user are the same subject. We define de highest collaborative user
as who interacts a lot with the rest of the group sharing his preferred products, trying
to influence the teammates towards a specific tastes.
4. About Q4 (Which is the leader in a group? ), the leader is the user that normally
contributes more than others and their opinions are taken into account. In our case,
as we have seen in the responses of the post-test, in most cases, 10 over 11 specifically,
other users agree on the existence of a user with the role of leader within the group.
5. Concerning Q5 (How much influence has the leader on the group? ), the data collected
during the experiments demonstrate that the recommendations from the lead user,
are treated with more interest. Being accepted by the addressees and creating trend
within the group. If this trend is followed sufficiently, it may facilitate consensus when
choosing product.
6. Regarding Q6 (As a user, is useful get awareness about the preferences of the rest of
group members continually, in order to choose easily an item that facilitate consensus
among users? ) and according to the users answers, it has been highlighted that the
34% considers AWARENESS ZONE as their main influence during the test. We can
deduce that for a user is more comfortable to get aware about the products that are
consulting the rest of users and then consult it too than browse the catalogue in search
of a product that could be of interest. This phenomenon facilitates consensus among
users, because teammates selects products that match with the preferences of the rest
of group members, avoiding getting a spread out set of selected products.
7. Finally, in Q7 (Are users aware to the recommendations from other users? ) and
taking into account the statistics shown above, which reflected that 48% of users
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consider the recommendations as the main source of information, we can conclude
that for the users the recommendations received has a big weight to get a product
that satisfies their preferences. However, the average of opened suggestions by the
receiver user is only of 42,5%, in addition, among the opened suggestions, only the
22,5% is selected as preferred cases by receiving user.
4.6 Summary
In this chapter we have evaluated the usability with real users. Given the high fidelity of our
prototype, we used the Summative usability evaluation method, which focuses on gathering
both qualitative and quantitative data [12]. Additionally, the data obtained from the live-
user study was analyzed in order to know if the leadership functions proposed are good
enough to detect the behaviour of the users with the implicit feedback obtained from the
users interaction. Finally and taking into account the results obtained, we have answered
the presented questions at the beginning of the master thesis.
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Chapter 5
Conclusions and future work
5.1 Conclusions
Within the recommender systems, group recommender systems are emerging lately with the
grow of the new technology. Apart from the issues that appear in recommender systems,
group recommenders present a new set of challenges as they involve a group of users with a
common goal. In this master thesis, I have been concentrated on the way the users interact
and how to capture implicitly their preferences. Specifically, this document has introduced
gCOACH framework, which supports on-line group recommendation scenarios. It has been
described the conceptual architecture of the system and explained the developed interac-
tion modalities available to communicate, coordinate and persuade group participants with
common goal. The usability of this novel interface has been evaluated with live-users. The
results show that 87,4% of participants responded positively to the various social interac-
tion modalities. The results also depict that mostly users prefer the suggestions box area
as its main source of information about members activities and for choosing a product.
Additionally, in this master thesis has been study the role of participants in a group and
it has been proposed two functions to find the leader and participatory members of the
group. The concept of leader is the user that normally contributes more than others and
their opinions are taken into account. In our tests, other users agree on the existence of a
user with the role of leader within the group in 10 over 11 times. The proposed functions
have detected the most participatory user and the leader successfully in 73% of the times.
Moreover, it has been identified that 75% of the time, the most participatory user has also
been considered the leader.
5.2 Future work
Considering all the interaction modalities, as future work, we plan to add the behavior im-
plicitly detected in gCOACH interface to define roles (i.e. leader, collaborator, or follower)
among the teammates to influence in the group recommendation algorithm. We are plan-
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ning to give the capability to change the behavior of the system depending of the leader
detection results. The goal is to improve the adaptability of the recommendations to the
group taking into account the role detected.
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