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This work is devoted to studying the local integrability and linearizability problems of the three-dimensional Lotka-Volterra equations ̇ ̇ ̇
(2.1)
The classical Lotka-Volterra system, also called the predator-prey system is traced back of the works [44, 51] , that involved in many applications on various subjects to model The main objective of this work is to investigate the integrability and linearizability problems around a singular point at the origin of the family of differential systems on ℂ[ ] of the form where and are homogeneous polynomials of degree three (either of which may be zero) and
≠ 0 Particularly we are interested where : : : : . We give a complete set of necessary conditions for both integrability and linearizability problems.
The local existences of two independent first integrals guarantee that these conditions are sufficient as well. Furthermore, we use Darboux method of integrability and some other techniques to show that the system admits two independent first integrals at the origin. processes or reactions in diverse fields of science, such as biochemical interactions, from genetic circuits [8] to the market economy [50] . Some other applications that modeled by (2.1), for instance analyzing resource allocation on Cloud computing [31, 30] , chemical kinetic [47] , neural networks [48] and the coupling of waves in laser physics [38] , often produce sustained oscillations modeled with Lotka-Volterra systems.
The qualitative theory of dynamical systems is employed to analyze the behavior of these models. See [37, 7] and references therein. In that sense, one of the important features is the existence of first integrals of the differential systems. This is mainly due to the fact that the existence of a first integral allows reducing the dimension of the system by one. So the methods that allow detecting the presence of first integrals are important in the qualitative theory of the differential systems.
In the last years, much research effort has been devoted to investigating of integrability problems for differential systems, see [24, 3, 23, 28] among others. Up to now just for some simple cases first integral form can be calculated because this problem is very hard and no general methods are available. Nevertheless, by using computer algebra facilities several approaches were developed. The most important among them, singularity analysis [29, 9] and the Darboux method [40, 10] . Moreover, authors in [41, 14, 11] , considered integrability problems by using Darboux method for this kind of Lotka-Volterra systems and gave conditions of the existence of first integrals.
For two-dimensional quadratic Lotka-Volterra system
̇ ̇
where 0 Some works have been devoted to investigating this problem for instance [18, 39, 32] . For more general quadratic systems the authors in [17, 25, 54] , characterize the existence of a local analytic first integral by using a simple generalization of the Poincar‫©أ‬ center-focus problem and necessary conditions were given. Where 0, the system has a complexified version of the classical center-focus problem.
Other works for : -resonance on integrability and linearizability of Lotka-Volterra systems were considered in [13, 26, 28, 27, 52, 49, 35] .
For cubic systems, the integrability and linearizability of some families of systems are studied in [33, 22, 12, 45] , despite these authors, others have thought and attempted for working on three dimensional systems to give necessary and sufficient conditions for both integrability and linearizability for instance [34, 11, 10] .
Recently [6, 5, 4] investigated local integrability and linearizability of a quadratic three-dimensional Lotka-Volterra and a particular case in general quadratic three-dimensional differential systems.
In this work, we generalize the work in [4] by considering three-dimensional cubic Lotka-Volterra differential systems and give necessary and sufficient conditions for both integrability and linearizability problems at the origin. Despite this fact, we investigate existence and non-existence polynomial first integral of the integrability cases that we found.
Background
In this section, we give some background materials on the integrability and linearizability problems of differential equations. In particular, we introduce some definitions, theorems and known results that will be used in this paper.
Consider a three dimensional polynomial system
We are interested in the case where ( : ) and
( : ) are two independent resonances and eigenvalues are located in the Siegel domain.
Therefore, we can assume (after a possible scaling of time) that with , 0 and 0 . In this case we say that the origin has : : -resonance. additionally, we define the degree of the polynomial differential system as or simply .
Associated to the polynomial differential system ( 
First integrals and inverse Jacobi multiplier
In this subsection we recall definition of first integral with its related concept inverse Jacobi multiplier that they play an important role in this work. 
has a first integral , with at least one of ≠ 0 and a inverse Jacobi multiplier and suppose that the cross product of and is bounded away from zero for any integer 0. then the has a second analytic first integral of the form , hence the system (3.2) is integrable.
Darboux theory of integrability
Darboux theorem [19] is a method that can be used to construct first integrals and inverse Jacobi multipliers for planar and higher differential systems if the system possess an adequate number of invariant algebraic curves and exponential factors. In this sense, the first integrals and inverse Jacobi multipliers can express as a product of these curves with exponential factors. where is degree of a system. For more detail, see [43] among others. 
Normal Forms
Normal form theory is a classical tool provides one of the most powerful Let be an matrix with eigenvalues . 
Reduction to the Poincaré domain
Let be a vector of eigenvalues in the Poincaré domain then one can obtain linearization results when there are resonances that is allowed to eliminate non-resonant terms by a formal change of variables. We use this principle in two ways. Firstly, in many cases we can choose a coordinate system so that two of the variables decouple to give a linearizable node at the origin. If this is so, it just remains to find a linearizing transformation for the third variable via some simple power series arguments. Secondly, and more rarely, we can perform the Theorem 3. Since the new system is linearizable, thus we can find two first integrals which we can pull back to first integrals of the original system.
Theorem [[4, P.~4070]] If the system (2.1) is integrable and there exist a function such that for some constant , then the system is linearizable.
Three dimensional Lotka-Volterra system
In this section, we begin by illustrate and explain the mechanism of how one can obtain necessary and sufficient conditions at the origin for integrability and linearizability of the system (2.1). On one hand we drive a collection of necessary conditions for integrability and linearizability that guarantee system (2.1) admits two analytic first integrals. On the other hand for proving their sufficiency, we show that the system is completely integrable at the origin. In particular, we use Darboux theory of integrability, linearizable node and transformation technique to show that the system admits two independent first integral.
Consider three dimensional Lotka- Volterra 
Mechanisms for integrability and linearizability
In this section, we present the mechanism that will be used for finding the integrability conditions for the system (4.14) .
Let and be two independent first integrals of the form We denote by I= the ideal generated by such polynomials and and its variety by . Moreover, we calculate such polynomials to a given degree using Maple. The degree was used 16.
Hence we calculate the irreducible decomposition of the variety by computing a factorized Grӧbner basis using the Routine mianAssGTZ in Singular [20] . In particular, the conditions on parameters that make and vanish. This will be correspond to necessary conditions for integrability of (4.14) at the origin.
For linearizability, we proceeded similarly: computing the conditions for the existence of a linearizing change of coordinate up to some finite order to find necessary conditions, and exhibiting a linearizing change of coordinates for sufficiency. In this case, the first integrals can be obtained easily by pulling back the first integral of the linearized system (4.14).
integrability and linearizability conditions
The Lotka-Volterra system (4.14) has a property that 0 0 0 are always invariant algebraic surfaces with respective cofactors
We now are looking for two independent analytic first integrals and For finding resonant terms we written and as power series of order 16 then we calculate the obstruction terms for the existences two analytic first integrals. We denote them by and for then 
