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EQUATIONS DIFFE´RENTIELLES p-ADIQUES ET SE´RIES GEVREY
ARITHME´TIQUES
SAID MANJRA ET SALAH-EDDINE REMMAL
1. Introduction
Cet article est consacre´ a` une e´tude p-adique de l’e´quation diffe´rentielle alge´brique de degre´
minimal annulant une se´rie Gevrey arithme´tique d’ordre −1 (c’est-a`-dire, une E-fonction).
Plus pre´cise´ment, on y de´montre une conjecture d’Yves Andre´ (conjecture 4.7 de [A2]).
Fixons d’abord quelques notations. Soit K un corps de nombres et soit V0 l’ensemble de
toutes les places finies v de K. Pour chaque v ∈ V0 au-dessus d’un nombre premier p = p(v),
on normalise la valeur absolue v-adique de fac¸on que |p|v = p
−1 et on note πv = p
−1
p−1 . On
de´signe aussi par Kv le comple´te´ de K pour cette valeur absolue, et on fixe un plongement
K →֒ C. Pour tout re´el r > 0, le rayon de convergence ge´ne´rique Rv(φ, r) d’un ope´rateur
diffe´rentiel φ ∈ K[x, d/dx] est, par de´finition, le rayon de convergence, limite´ supe´rieurement
par r, d’une base de solutions de φ au voisinage d’un point ge´ne´rique v-adique de valeur
absolue r.
Une se´rie formelle
∑
n≥0 anx
n est dite se´rie Gevrey arithme´tique d’ordre s ∈ Q si ses co-
efficients an sont des nombres alge´briques et s’il existe une constante C > 0 telle que les
conjugue´s du nombre alge´brique an/(n!)
s soient de valeur absolue infe´rieure a` Cn, et que,
pour tout n ∈ N, le de´nominateur commun dn des nombres a0 = a0/(0!)
s, . . . , an/(n!)
s soit
infe´rieur a` Cn. Cette classe englobe les se´ries hyperge´ome´triques ge´ne´ralise´es confluentes ou
non, a` parame`tres rationnels. L’ensemble de telles se´ries est note´ Q{x}s. Une se´rie formelle
a` coefficients alge´briques est dite holonome si elle est solution d’une e´quation diffe´rentielle
line´aire a` coefficients dans Q(x). Les G-fonctions (resp. les E-fonctions) sont par de´finition
les e´le´ments holonomes de Q{x}0 (resp. de Q{x}−1).
La the´orie des G-fonctions a connu un essor remarquable au cours des dernie´res de´cennies,
principalement graˆce aux travaux de Chudnovsky, Bombieri et Andre´. Leurs contributions
ont mis en e´vidence certaines connexions avec la transcendance et la ge´ome´trie arithme´tique.
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En particulier, Chudnovsky a prouve´ que l’ope´rateur diffe´rentiel φ deK[x, d/dx] d’ordre min-
imal (en d/dx) annulant une G-fonction satisfait la condition dite de Galochkin (cf. [CC],
[A1, VI]). Un ope´rateur diffe´rentiel deK[x, d/dx] qui remplit cette condition est appele´ un G-
ope´rateur. Andre´, plus tard, a e´tabli l’e´quivalence entre cette condition et celle de Bombieri,
a` savoir qu’un ope´rateur diffe´rentiel φ de K[x, d/dx] est un G-ope´rateur si et seulement s’il
satisfait
∏
v∈V0
Rv(φ, 1) 6= 0 [A1, IV 5.2]. Graˆce au the´ore`me de Katz [Ka, 13.0], on ve´rifie
que les G-ope´rateurs n’ont que des singularite´s re´gulie`res a` exposants rationnels. De plus,
toutes les se´ries formelles qui interviennent dans leurs solutions, en tout point fini ou infini,
sont des G-fonctions [A1, V].
L’e´tude des se´ries Gevrey arithme´tiques d’ordre non nul holonomes a e´te´ re´cemment
de´veloppe´e par Y. Andre´ dans [A2]. En particulier, ce dernier a introduit une nouvelle
classe d’ope´rateurs diffe´rentiels appele´s E-ope´rateurs. Par de´finition, un E-ope´rateur est la
transforme´e de Fourier-Laplace d’un G-ope´rateur. Cette appellation est justifie´e par le fait
que l’ope´rateur diffe´rentiel de degre´ minimal en x de K[x, d/dx] annulant une E-fonction est
la transforme´e de Fourier-Laplace d’un G-ope´rateur [A2, 4.2]. E´galement, les se´ries formelles
qui interviennent dans les solutions en 0 d’un E-ope´rateur sont toutes des E-fonctions [A2,
4.3]. L’importance de ces ope´rateurs vient du fait que, si y ∈ Q{x}s pour un certain rationnel
s non nul, alors y(x−s) est solution d’un E-ope´rateur ψ [A2, 6.1]. Un tel re´sultat, conbine´ aux
proprie´te´s de ces ope´rateurs, fournit une bonne connaissance des proprie´te´s de l’ope´rateur
d’ordre minimal annulant un e´le´ment de Q{x}s 6=0 (The´ore`me de dualite´ [A2]). Ces re´sultats
permettent, en particulier, de retrouver certains the´ore`mes fondamentaux de la the´orie de
transcendance: the´ore`me de Lindemann-Weierstrass et the´ore`me de Siegel-Shidlovskii [A3].
Andre´ a aussi conjecture´ une caracte´risation p-adique des E-ope´rateurs analogue a` celle de
Bombieri pour les G-ope´rateurs [A2, 4.7]. En re´ponse a` cette conjecture, nous de´montrons
ici le re´sultat suivant:
The´ore`me 1.1. Soit ψ ∈ K[x, d/dx]. Alors ψ est un E-ope´rateur si et seulement si les
conditions suivantes sont satisfaites:
(1) les pentes du polygone de Newton (au sens de Ramis) de ψ sont dans {−1, 0},
(2)
∏
v∈V0
Rv(ψ, πv)π
−1
v 6= 0.
Notons que la conjecture pre´cise d’Andre´ remplace la condition (1) par la condition plus
faible que φ n’ait de singularite´s qu’en 0 et en l’infini. Cependant, on verra par un exemple
que ceci ne suffit pas et qu’il y faut la condition plus forte que nous donnons sur le polygone
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de Newton-Ramis (voir l’exemple 4.6).
La de´monstration de ce the´ore`me est base´e essentiellement sur les proprie´te´s locales des
G-ope´rateurs (Corollaire 3.2.1) par le biais d’une transforme´e de Laplace formelle (nouvelle)
et d’une ge´ne´ralisation du principe de transfert de Christol [MR] combine´s a` quelques pro-
prie´te´s du polygone de Newton-Ramis.
Cet article est organise´ ainsi:
La section 2 est consacre´e aux notations et re´sultats pre´liminaires. En particulier, on y
donne un crite`re arithme´tique local pour la rationalite´ des exposants (Corollaire 2.3.3), et on
y e´tablit l’e´quivalence entre conditions “Bombieri” et “local Bombieri” dans un cadre plus
ge´ne´ral (The´ore`me 2.4.2). On de´finit ensuite le polygone de Newton au sens de Ramis et on
cite certaines de ses proprie´te´s (§2.5). On de´finit aussi une transforme´e de Fourier-Laplace
ge´ne´ralise´e qui e´tend a` la fois la transforme´e de Fourier-Laplace usuelle et celle de Dwork
normalise´e (§2.6). Dans la section 3, on rappelle quelques proprie´te´s des G-ope´rateurs et
E-ope´rateurs. Puis, dans la section 4, on de´montre une premie`re moitie´ du the´ore`me 1.1, a`
savoir que les conditions (1) et (2) de ce the´ore`me sont ne´cessaires. On introduit, dans la
section 5, une transformation de Laplace formelle ge´ne´ralise´e LτΛ, par rapport a` une matrice
Λ carre´e n× n a` coefficients dans un corps de nombres K et a` un nombre alge´brique τ ∈ K,
agissant sur les matrices de la forme de A(x)xΛ, ou` A(x) est une matrice m × n a` coeffi-
cients dans K[[x, 1/x]]. Cette transformation satisfait des proprie´te´s de commutation avec la
de´rivation d/dx et avec la transforme´e de Fourier-Laplace ge´ne´ralise´e qui sont analogues au
cas classique (Proposition 5.1). De plus on de´montre des relations de comparaison entre les
rayons de convergence des coefficients de A(x)xΛ et ceux de son image LτΛ(A(x)x
Λ) (Propo-
sition 5.2.2). On combine tous ces outils dans la section 6 pour comple´ter la de´monstration
du the´ore`me 1.1.
Remerciements. Nous tenons a` remercier G. Christol pour son soutien, D. Roy pour
ses suggestions dans la pre´sentation du §5 et Y. Andre´ pour ses remarques.
2. Notations et re´sultats e´le´mentaires
2.1 Modules diffe´rentiels
Soit K un corps commutatif muni d’une de´rivation ∂, soit K le corps des constantes de ∂
dans K et soit n ≥ 1 un entier. Un K-module diffe´rentiel M est un module libre de rang n
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sur K muni d’un K-endomorphisme ∇ de M qui ve´rifie pour tout m ∈ M et tout a ∈ K
la condition ∇(am) = a∇(m) + ∂(a)m. A chaque base {ei} de M sur K correspond une
matrice A = (Aij) ∈ Mn(K) ve´rifiant
∇(ei) =
n∑
j=1
Aijej
appele´e repre´sentation de la de´rivation ∂ dans la base {ei} (ou simplement matrice associe´e
a` M) ainsi qu’un syste`me diffe´rentiel ∂X = AX ou` X de´signe un vecteur colonne n× 1 ou
encore une matrice n× n. Un changement de base dans M se traduit par la donne´e d’une
matrice Y ∈ GLn(K) telle que Y [A] := Y AY
−1+∂(Y )Y −1 soit la repre´sentation de ∂ dans la
nouvelle base. La donne´e deM correspond aussi a` celle d’une e´quation diffe´rentielle line´aire
via le lemme du vecteur cyclique (cf. [Ma, III]).
Inverse´ment, si on dispose d’un ope´rateur diffe´rentiel φ =
n∑
i=0
ai∂
i ∈ K[∂] avec an 6= 0,
on peut lui associer le K-module diffe´rentiel Mφ = K[∂]/K[∂]φ de rang n qui correspond au
syste`me
∂X = AφX ou` Aφ :=

0
0
...
0
− a0
an
1
0
...
0
a1
an
0
1
...
0
− a2
an
. . .
. . .
. . .
. . .
0
0
...
1
−an−1
an
 .
On associe aussi a` φ l’ope´rateur adjoint φ∗ =
n∑
i=0
(−∂)iai. On ve´rifie que −
tAφ est associe´e
a` Mφ∗ = K[∂]/K[∂]φ
∗. Plus ge´ne´ralement, A est une matrice associe´e a` Mφ = K[∂]/K[∂]φ,
si et seulement si −tA est associe´e a` Mφ∗ . Ceci re´sulte du fait que pour tout Y ∈ GLn(K),
on a
−t(Y [Aφ]) =
tY −1(−tAφ)
tY −t Y −1∂(tY ) =t Y −1(−tAφ)
tY + ∂(tY −1)tY
= (tY −1)[−tAφ].
Soient A1, . . . , Aℓ des matrices carre´es a` coefficients dans K. On note par MAi le module
diffe´rentiel associe´ a` la matrice Ai pour i = 1, . . . , ℓ, et par ⊕1≤i≤ℓAi la matrice diagonale
par blocs
⊕1≤i≤ℓAi =

A1
A2
. . .
Aℓ

avec les blocs A1, . . . , Aℓ sur la diagonale. De fac¸on similaire, on de´finit ⊕1≤i≤ℓMAi :=
M⊕1≤i≤ℓAi. Si A1, . . . , Aℓ ∈ Mn(K), on pose ⊗1≤i≤ℓMAi :=MA1+...+Aℓ . On notera par In la
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matrice identite´ de Mn(K).
2.2 Rayon de convergence au voisinage d’une singularite´
On conside`re le corps diffe´rentiel K = K(x) muni de la de´rivation ∂ = d/dx. Soit
M le K(x)-module diffe´rentiel de rang n associe´ a` une matrice A(x) a` coefficients dans
K(x). On dit que M est re´gulier en 0, s’il existe une extension finie K ′ de K, une matrice
YA(x) ∈ GLn(K
′((x))), appele´e matrice de re´duction de A(x) (ou deM) en 0 et une matrice
Γ ∈ Mn(K
′) telles que YA(x)[A(x)] = Γ/x. Dans ce cas, YA(x)
−1xΓ est solution du syste`me
dX/dx = A(x)X . On ve´rifie que les valeurs propres de Γ modulo Z ne de´pendent que de
M. On les appelle les exposants de M en 0. Quitte a` faire un changement de bases dans
M, on peut supposer que la matrice Γ est sous forme de Jordan.
En particulier, si A(x) = Aφ pour un ope´rateur diffe´rentiel φ de K(x)[∂], la matrice YA(x)
sera note´e Yφ et appele´e matrice de re´duction de φ.
On dit que M est re´gulier en l’infini, si le K(x)-module M∞ obtenu a` partir de M par
le changement de variable x −→ 1/x est re´gulier en 0. Cela signifie qu’il existe une exten-
sion finie K ′ de K, une matrice Y∞(x) ∈ GLn(K
′((x))), appele´e matrice de re´duction de
A (ou de M) en l’infini et une matrice Γ∞ ∈ Mn(K
′) telles que Y∞(x
−1)[A(x)] = −Γ∞/x.
Les exposants de M en l’infini sont les valeurs propres de Γ∞ modulo Z. Dans ce cas,
Y∞(x
−1)(x−1)Γ∞ est solution du syste`me dX/dx = A(x)X .
Soit φ ∈ K(x)[∂]. Par extension, on attribuera a` φ les proprie´te´s que Mφ posse`de. On
constate alors, depuis §2.1, que φ est re´gulier en 0 (resp. l’infini) si et seulement si φ∗ est
re´gulier au meˆme point, auquel cas, les exposants de φ∗ en 0 (resp. en l’infini) sont les meˆmes
que ceux de φ mais de signes oppose´s.
On de´signera par φ l’ope´rateur diffe´rentiel obtenu a` partir de φ par le changement de
variable x −→ −x et parMα le K(x)-module diffe´rentiel (re´gulier en 0) associe´ a` l’e´quation
xd/dx− α ou` α est un e´le´ment de K.
Dans la suite, on pourra toujours supposer K suffisamment grand de sorte qu’on puisse
prendre K ′ = K. On fixera pour toute place finie v de V0, un plongement K →֒ Kv →֒
Cp(v) →֒ Ωp(v), ou` Ωp(v) est une extension de Cp(v) value´e comple`te et alge´briquement close,
dont le groupe des valeurs absolues est R≥0 et dont le corps re´siduel est une extension stricte
du corps re´siduel Fp(v)∞ de Cp(v). Pour tout re´el r > 0, on notera par tv,r un point ge´ne´rique
6 SAID MANJRA ET SALAH-EDDINE REMMAL
dans Ωp(v) de valeur absolue r. On notera par S l’ensemble de tout les nombres premiers de
Z>0. On dira qu’une proprie´te´ est ve´rifie´e pour presque tout v, si elle est ve´rifie´e pour tout
v ∈ V0 excepte´ peut-eˆtre pour un nombre fini de v.
Soient maintenant v une place finie fixe´e de V0 et I un intervalle de R>0. On notera par
Av(I) l’anneau des fonctions analytiques dans la couronne Cv(I) := {a ∈ Cv(p) | |a|v ∈ I} :
Av(I) = {
∑
i∈Z
aix
i ∈ Cp(v)[[x, 1/x]] | lim
i→∓∞
|ai|vr
i = 0, ∀ r ∈ I},
et par Hv(I) le comple´te´ de l’anneau des fractions rationelles f de Cp(v)(x) n’ayant pas de
poˆle dans Cv(I) pour la norme ‖f‖v,I := supr∈I |f(tv,r)|v. On sait que Hv(I) ⊆ Av(I), avec
e´galite´ si I est ferme´.
Si n ∈ Z≥0 et Y ∈ Mn(K((x))), on pose, s’il existe, rv(Y ) := sup{r > 0 | Y ∈
Mn(Av(]0, r[))}, et Rv(Y ) := min(rv(Y ), rv(Y
−1)) si en plus Y ∈ GLn(K((x))). Cette
dernie`re notation est justife´e par le re´sultat suivant de F. Baldassarri [Ba, III].
Proposition 2.2.1. Si Y (x) est une matrice de re´duction d’un K(x)-module M en 0
ou en l’infini, alors Rv(Y ) est non nul.
Le symbole de Pochhammer (α)i est de´fini pour tout α ∈ K et tout entier i ∈ Z≥0 par
(α)0 = 1 et (α)i = α(α + 1) . . . (α + i − 1) pour i > 0 . Avec cette notation, le the´ore`me 2
de [Cl] donne aussitoˆt:
Lemme 2.2.2. Soit v une place finie de K. Pour tout entier α ≥ 1 ou tout nombre
rationel α non entier de de´nominateur premier a` p(v), on a limi→∞ |(α)i|
1/i
v = πv. En parti-
culier, si α = 1, on a lim
i→∞
|i!|1/iv = πv.
2.3 Rayon de convergence ge´ne´rique
Soient n un entier positif, v une place finie de V0, I un intervalle de R>0 et A une matrice
n × n a` coefficients dans Hv(I). Pour tout re´el r de I (l’adhe´rence de I dans R>0), le
rayon de convergence ge´ne´rique Rv(MA, r) du module diffe´rentiel MA associe´ a` A est, par
de´finition, le rayon de convergence, limite´ supe´rieurement par r, d’une solution Utv,r de
GLn(Ωp(v)[[x− tv,r]]) du syste`me dU/dx = AU au voisinage du point ge´ne´rique tv,r. D’apre`s
[CR, 9.2.7], si Y ∈ GLn(Hv(I))), on a pour tout r de I
(2.1) Rv(MY [A], r) = Rv(MA, r).
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Du fait qu’on a pour tout sous-intervalle ferme´ non vide J de I, Hv(J) = Av(J) , la
de´finition du rayon de convergence ge´ne´rique ci-dessus et l’e´galite´ (2.1) s’e´tendent, pour tout
r ∈ I, au cas ou` A ∈ Mn(Av(I)), Y ∈ GLn(Av(I)).
Supposons dore´navant que A ∈ Mn(K(x)). On de´duit du the´ore`me 2 de [Po] que le
graphe de la fonction ρ 7→ log(Rv(MA, exp(ρ))) est un polygone, ayant un nombre fini de
coˆte´s a` pentes rationnelles, appele´ polygone de convergence de MA, sur R que l’on note
par Pv. En particulier, si A ∈ Mn(Hv(I)), alors la partie de Pv au-dessus de l’intervalle
log(I) := {log(ρ) | ρ ∈ I} est concave. De plus, si A = Aφ pour un certain ope´rateur
diffe´rentiel φ deK(x)[d/dx], on ve´rifie que les deux fonctions Rv(Mφ, .) et Rv(φ, .) co¨ıncident
sur R>0. Le polygone Pv de Mφ est alors dit aussi polygone de convergence de φ.
The´ore`me 2.3.1 (de finitude) [MR, 3.1]. L’ensemble des pentes des polygones de con-
vergence d’un ope´rateur diffe´rentiel φ de K(x)[d/dx], associe´s aux diffe´rentes places finies
de K, est fini.
Ce the´ore`me jouera un roˆle essentiel dans la sous-section suivante et par conse´quent dans
la de´monstartion du re´sultat principal du pre´sent article.
Supposons toujours que A ∈ Mn(K(x)) et v ∈ V0. Si r est un re´el > 0 et Utv,r est une
solution du syste`me dU/dx = AU au voisinage de tv,r, alors le rayon de convergence de U
−1
tv,r
est supe´rieur ou e´gale a` Rv(MA, ρ) (cf. [CR, 9.2.5]). En combinant cette remarque avec
le fait que, si B est une fraction rationnelle de K(x) et Vtv,r est une solution du syste`me
dV/dx = BV au voisinage de tv,r, alors le produit Utv,rVtv,r est une solution du syste`me
dW/dx = (BIn + A)W au voisinage tv,r, on trouve que pour tout r > 0,
(2.2)
Rv(MA⊗MB, r) ≥ min{Rv(MA, r), Rv(MB, r)}, avec e´galite´ si Rv(MA, r) 6= Rv(MB, r).
Par ailleurs, il est facile de voir que, si B est une matrice carre´e a` coefficients dans K(x), on
a pour tout r > 0,
(2.3) Rv(MA ⊕MB, r) = min{Rv(MA, r), Rv(MB, r)}.
Si en particulier, A est une matrice triangulaire supe´rieure nilpotente a` coefficients dans
K, on de´duit du principe de transfert de Christol ([Ch, 1.1]) que pour tout r > 0,
(2.4) Rv(M(A/x), r) = r.
Lemme 2.3.2. Soient n un entier positif, A une matrice n × n a` coefficients dans K(x).
Supposons queMA est re´gulier en 0 avec au moins un exposant irrationnel. Alors l’ensemble
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{p ∈ S | ∃ v ∈ V0, v|p, ∀ 0 < r ≤ 1, Rv(MA, r) ≤ rπv} a une densite´ de Dirichlet positive.
Preuve. Soient α ∈ K et r > 0. Alors la solution Utv,r de dU/dx = (α/x)U au voisinage
de tv,r, qui ve´rifie Utv,r(tv,r) = 1, est la se´rie
∑
i≥0(−1)
i(−α)i(x− tv,r)
i/(i!tiv,r). Donc, d’apre`s
le lemme 2.2.2, on a
(2.5) Rv(M(α/x), r) =
{
rmin(1, πv lim inf
i→+∞
|(−α)i|
−1/i
v ) si α ∈ K \ Z≥0,
r si α ∈ Z≥0.
Plus ge´ne´ralement, Rv(M(α/x), r) ≥ rπv, pour presque tout v. Cela montre, en vertu de (2.2)
et (2.4), que pour toute matrice N triangulaire supe´rieure nilpotente a` coefficients dans K,
on a
(2.6) Rv(Mα/x ⊗MN/x, r) ≥ rπv, ∀ r > 0, pour presque tout v.
Par ailleurs, il est clair que Mα/x n’a que des singularite´s re´gulie`res: 0 et l’infini. En plus,
α est un exposant de Mα/x en 0. Donc, si α ∈ K \Q et r = 1, le the´ore`me 2 de [BS], joint
a` (2.5), montre que l’ensemble
{p ∈ S | ∃ v ∈ V0, v|p, lim inf
i→∞
|(−α)i|
−1/i
v = 1}
a une densite´ de Dirichlet positive. Ce qui entraˆine, d’apre`s (2.5), que l’ensemble {p ∈
S | ∃ v ∈ V0, v|p, ∀ r > 0, Rv(Mα/x, r) = rπv} a aussi une densite´ de Dirichlet positive. En
combinant ceci avec (2.4), (2.2), on trouve que, pour toute matrice N triangulaire supe´rieure
nilpotente a` coefficients dans K et tout α ∈ K \Q, l’ensemble {p ∈ S | ∃ v ∈ V0, v|p, ∀ r >
0, Rv(Mα/x ⊗MN/x, r) = rπv} a une densite´ de Dirichlet positive.
Cette observation, jointe a` (2.6) et a` (2.3), permet d’affirmer que, pour toute matrice
carre´e J sous forme de Jordan, a` coefficients dans K, ayant au moins une valeur propre
irrationnelle, l’ensemble {p ∈ S | ∃ v ∈ V0, v|p, ∀ r > 0, Rv(MJ/x, r) = rπv} a une
densite´ de Dirichlet positive.
Dans le cas ge´ne´ral, soit A une matrice n × n a` coefficients dans K(x). Supposons que
MA est re´gulier en 0 avec au moins un exposant irrationnel. Donc, d’apre`s §2.2, il ex-
iste une matrice carre´e YA ∈ GLn(K((x))), telle que YA[A] est sous forme de Jordan et
telle que Rv(YA) est strictement positif pour tout v ∈ V0. Ceci implique, d’apre`s ce qui
pre´ce`de joint a` (2.1) et le fait que A ∈ Mn(Hv(]0, 1[)) pour presque tout v, que l’ensemble
{p ∈ S | ∃ v ∈ V0, v|p, ∀ 0 < r < Rv(YA), Rv(MA, r) = rπv} a une densite´ de Dirichlet
positive. Par suite, le lemme re´sulte du fait que la fonction ρ 7→ log(Rv(MA, exp(ρ))) est
concave sur ]0, 1] pour presque tout v. 
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Corollaire 2.3.3. Soit ψ ∈ K(x)[d/dx] un ope´rateur diffe´rentiel re´gulier en 0. Supposons
qu’il existe une famille de nombres re´els {rv}v∈V0 de ]0, 1] telle que
∏
v∈V0
Rv(ψ, rv)r
−1
v 6= 0.
Alors les exposants de ψ en 0 sont tous rationnels.
Preuve. Ce corollaire re´sulte du lemme 2.3.2 et du fait que pour tout sous-ensemble S ′ ⊆ S
non vide de densite´ de Dirichlet positive on a
∏
p∈S′ p
−1/(p−1) = 0. 
2.4 Principe de transfert ge´ne´ralise´
Le re´sultat ci-dessous fournit, dans le cas non soluble, une comparaison du rayon de conver-
gence ge´ne´rique et du rayon de convergence d’une matrice de re´duction en un point re´gulier
(cf. [MR, 2]):
The´ore`me 2.4.1. Soient v ∈ V0, p = p(v) et φ un ope´rateur diffe´rentiel de K(x)[d/dx]
d’ordre n, re´gulier en 0 avec exposants dans Zp dont les diffe´rences ne sont pas des nombres
de Liouville. Soient Yφ ∈ GLn(K[[x]]) une matrice de re´duction de φ en 0, r > 0 un nom-
bre re´el strictement positif, et βv la plus petite pente du graphe Pv au-dessus de l’intervalle
]−∞, log r]. Supposons que φ n’ait pas de singularite´ dans le disque e´pointe´ Dv(0, r
−) \ {0}
de Cp et que Rv(Yφ) < r. Alors
(Rv(Yφ)r
−1)1/n ≥ Rv(φ, r)r
−1 ≥ (Rv(Yφ)r
−1)1−βv .
Notons que, sous ces conditions, le principe de transfert de Christol signifie que Rv(Yφ) =
sup{0 < ρ < r | Rv(φ, ρ) = ρ}. D’autre part, puisque Yφ est une matrice de re´duction
de φ, alors xmYφ l’est aussi pour tout entier m ∈ Z. Donc on peut remplacer la condition
Yφ ∈ GLn(K[[x]]) du the´ore`me par Yφ ∈ GLn(K((x))). Puisque φ n’a pas de singularite´ dans
Dv(0, r
−) \ {0} de Cp, le polygone Pv est alors concave sur ]−∞, log r]. Donc on a βv < 1,
ce qui est conse´quent avec la borne infe´rieure du the´ore`me.
En combinant les the´ore`mes 2.3.1 et 2.4.1, on obtient:
The´ore`me 2.4.2. Soient φ un ope´rateur de K(x)[d/dx] d’ordre n, re´gulier en 0 a` ex-
posants rationnels et (rv)v∈V0 une famille de nombres re´els de ]0, 1]. Soit Yφ ∈ GLn(K((x)))
une matrice de re´duction de φ en 0. Alors∏
v∈V0
min(Rv(Yφ)r
−1
v , 1) 6= 0 ⇐⇒
∏
v∈V0
Rv(φ, rv)r
−1
v 6= 0.
Preuve. Soit V1 l’ensemble de toutes les places v ∈ V0 pour lesquelles d’une part, tous les
exposants en 0 sont dans Zp(v) et d’autre part les singularite´s finies non nulles ont la valeur
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absolue v-adique 1. Soit V2 l’ensemble de toutes les places v ∈ V1 pour lesquelles Rv(Yφ) ≥ rv,
et soit β la borne infe´rieure de l’ensemble des pentes des polygones de convergence de φ
associe´s aux diffe´rentes places de V0 (dans ce cas β < 1). Donc ne´cessairement, V0 − V1 est
un ensemble fini, φ n’a pas de singularite´s dans le disque ouvert e´pointe´ D(0, r−v ) \ {0} de
Cp(v) pour tout v ∈ V1 et φ ve´rifie le principe de transfert Christol pour tout v ∈ V2. Ce qui
entraˆine Rv(φ, rv) = rv pour tout v ∈ V0. Par ailleurs, d’apre`s le the´ore`me 2.4.1, on a, pour
tout v ∈ V1 − V2,
(Rv(Yφ)r
−1
v )
1/n ≥ Rv(φ, rv)r
−1
v ≥ (Rv(Yφ)r
−1
v )
1−β.
Donc∏
v∈V1
Rv(φ, rv)r
−1
v =
∏
v∈V1−V2
Rv(φ, rv)r
−1
v ≥
∏
v∈V1−V2
(Rv(Yφ)r
−1
v )
1−β =
∏
v∈V1
min(Rv(Yφ)r
−1
v , 1)
1−β,
et∏
v∈V1
min(Rv(Yφ)r
−1
v , 1) =
∏
v∈V1−V2
Rv(Yφ)r
−1
v ≥
∏
v∈V1−V2
(Rv(φ, rv)r
−1
v )
n =
∏
v∈V1
(Rv(φ, rv)r
−1
v )
n.
Par conse´quent, le the´ore`me re´sulte du fait que V0 − V1 est fini et que, pour tout v ∈ V0, on
a Rv(Yφ) > 0 et Rv(φ, rv) > 0. 
2.5 Polygone de Newton-Ramis[Ra], [Ma, V.1]
Soit φ =
m∑
i=0
ai(x)
( d
dx
)i
=
m∑
i=0
n∑
j=0
ai,jx
j
( d
dx
)i
∈ K[x,
d
dx
] un ope´rateur diffe´rentiel
d’ordre m. Le polygone de Newton au sens de Ramis de φ , qu’on notera NR(φ), est
l’enveloppe convexe, dans le plan uv, des demi-droites horizontales
{u ≤ i, v = j − i | ai,j 6= 0}.
A partir de cette de´finition, on constate que le coˆte´ vertical de NR(φ) est le segment
[(m, ordx(am)−m), (m, deg(am)−m)]. D’ou`, si NR(φ) n’a pas de coˆte´ vertical (autrement
dit, si am est un monoˆme), alors φ n’a pas de singularite´ finie non nulle. Aussi, on observe
que NR(φ) est stable par homothe´tie (c’est-a`-dire, par le changement de variable x 7→ τx
ou` τ ∈ K \ {0}).
La partie de NR(φ) situe´e dans le demi-plan {v ≤ ordx(am) − m} est le polygone de
Newton classique N(φ) de φ. Le polygone N(φ) peut eˆtre de´crit, a` une translation verticale
pre`s, en conside´rant φ comme un ope´rateur diffe´rentiel de K((x))[xd/dx] (cf. [Ba, 2], [VS,
3.3]). On ve´rifie que N(φ), a` une translation verticale pre`s, ne de´pend que de Mφ. On le
note aussi N(Mφ).
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Quant a` la partie situe´e dans le demi-plan {v ≤ deg(am) − m}, elle correspond, a` une
translation pre`s, au transforme´ par syme´trie (u, v) −→ (u,−v) du polygone de Newton de
Mφ en l’infini, c’est a` dire de N(M
∞
φ ).
La plus grande (resp. petite) pente finie de NR(φ) est l’invariant de Katz de φ en 0
(resp. en l’infini mais avec un signe oppose´) [De, II.1.9].
L’ope´rateur φ est re´gulier en 0 si et seulement si les pentes finies de NR(φ) sont ≤ 0. Il est
re´gulier en l’infini si et seulement si les pentes finies de son polygone sont ≥ 0 (cf. [Ma, III.1]).
Lemme 2.5.1. Soient a0(x), . . . , am(x) ∈ K[x]. Les ope´rateurs diffe´rentiels
φ =
m∑
i=0
ai(x)
(
x
d
dx
)i
et φα =
m∑
i=0
ai(x)
(
x
d
dx
− α
)i
ont le meˆme polygone de Newton-Ramis.
Preuve. La formule
φα =
m∑
i=0
ai(x)
i∑
j=0
(
i
j
)
(−α)i−j
(
x
d
dx
)j
= xmam(x)
( d
dx
)m
+ (des termes d’ordres infe´rieurs)
montre que NR(φ) et NR(φα) ont le meˆme coˆte´ vertical s’il existe. On note aussi que
Mφα ≃Mφ⊗K(x)Mα. CommeM⊗K(x)Mα est re´gulier en 0 pour tout moduleM re´gulier
en 0 (cf. [De, II.1.13]), on en de´duit graˆce au the´ore`me de de´composition [VS, 3.54] (voir
aussi [Ma, III.1.2, III.1.5], [VS, 3.55]) que les polygones de Newton N(φα) de φα et N(φ)
de φ sont identiques a` une translation verticale pre`s. Or ces deux polygones ont le meˆme
point extre´mal droite de coordonne´es (m, ordx(am(x))−m). Donc ces polygones co¨ıncident.
De meˆme, en utilisant le fait que M∞φα ≃ M
∞
φ ⊗K(x) M−α et que les polygones N(M
∞
φα
)
et N(M∞φ ) ont le meˆme point extre´mal droite de coordonne´es (m, deg(am(x)) − m), on
de´montre que les polygones N(M∞φα) et N(M
∞
φ ) co¨ıncident. Par conse´quent, φ et φα ont le
meˆme polygone de Newton-Ramis. 
2.6 Transformation de Fourier-Laplace ge´ne´ralise´e
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Dans ce paragraphe, on introduit le K-automorphisme Fτ de K[x, d/dx], par rapport a`
l’e´le´ment τ de K \ {0}, de´finit par :
Fτ : K[x, d/dx] −→ K[x, d/dx]
x 7−→ −
1
τ
d
dx
d
dx
7−→ τx.
Il est clair que Fτ = Hτ ◦ F1 = F1 ◦ H1/τ , ou` Hτ est l’homothe´tie de´finie par Hτ (x) = τx.
L’inverse de Fτ , que l’on note Fτ , n’est autre que H−1 ◦ Fτ = Fτ ◦ H−1. Pour τ = 1, on
retrouve la transforme´e de Fourier-Laplace classique F = F1.
Soient p un nombre premier fixe´ et π un nombre alge´brique tel que πp−1 = −p. Si π ∈ K,
le K-automorphisme Fπ n’est autre que la transforme´e de Fourier-Laplace normalise´e de
Dwork.
Vu que le polygone de Newton-Ramis est stable par homothe´tie, le lemme 1.2 Chap.V de
[Ma], peut s’e´tendre au cas de Fτ :
Lemme 2.6.1. Soient φ ∈ K[x, d/dx] et τ ∈ K \ {0}. Alors NR(Fτ (φ)) est l’image
de NR(φ) sous la transformation
(u, v) 7→ (u+ v,−v).
En particulier, pour toute pente t (finie ou infinie) de NR(φ), le nombre −t/(1 + t) est une
pente de NR(Fτ (φ)).
Corollaire 2.6.2. Soit τ ∈ K \ {0}. Un ope´rateur φ ∈ K[x, d/dx] est re´gulier en 0
et en l’infini si et seulement si les pentes de NR(Fτ (φ)) appartiennent a` {−1, 0}. Dans
ce cas, il existe un entier ℓ ∈ Z tel que xℓFτ (φ) peut s’e´crire sous la forme x
ℓFτ(φ) =(
x
d
dx
)m
+ am−1
(
x
d
dx
)m−1
+ ... + a0 ∈ K[x, x
d
dx
].
Cette dernie`re remarque de´coule du fait que Fτ (φ) est re´gulier en 0 et ne posse`de pas de
singularite´ finie non nulle.
3. E-fonctions et E-ope´rateurs
3.1 E-fonctions
Rappelons qu’une se´rie de
∑
n≥0 anx
n ∈ Q[[x]] est dite holonome si elle est solution d’un
ope´rateur diffe´rentiel de Q[x, d/dx]. Les coefficients d’une telle se´rie ve´rifient une relation
de re´currence de la forme
∑
0≤i≤ℓ Pi(n+ i)an+i = 0, pour tout entier n ≥ 0 ou` les P0, . . . , Pℓ
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de´signent des polynomes a` coefficients alge´briques. Cela veut dire que tous les coefficients
an appartiennent a` une extension finie de Q.
Dans ce qui suit, on s’interessera juste aux se´ries Gevrey arithme´tiques holonomes. Pour
cela, on supposera que le corps de nombres K contienne tous les coefficients des se´ries
Gevrey arithme´tiques holonomes qu’on rencontrera par la suite. L’ensemble des se´ries Gevrey
arithme´tiques d’ordre s ∈ Q a` coefficients dans K sera note´ K{x}s.
Lemme 3.1.1. (1) Si g est une G-fonction, alors
∏
v∈V0
min(rv(g), 1) 6= 0 .
(2) Soit s ∈ Q. Les sommes finies
∑
α,k
λα,kyα,kx
α logk x, ou` les α ∈ Q, k ∈ N, λα,k ∈ K et les
yα,k ∈ K{x}s, forment une K[x]-alge`bre diffe´rentielle que l’on note NGA{x}s.
(cf. [A1, p126]), [A2, 1.4, 2.1]).
En combinant ce lemme avec le lemme 2.2.2, on trouve :
Corollaire 3.1.2. Si F est une E-fonction, alors
∏
v∈V0
min(rv(F )π
−1
v , 1) 6= 0.
3.2 G-ope´rateurs
Les G-ope´rateurs posse`dent aussi une caracte´risation p-adique dite “local Bombieri”,
e´quivalente a` la condition “Bombieri”, que nous donnons ici au voisinage de l’infini:
Proposition 3.2.1. Soit φ un ope´rateur diffe´rentiel de K(x)[d/dx] d’ordre m, ayant une
singularite´ re´guliere en l’infini avec exposants rationnels. Alors les conditions suivantes sont
e´quivalentes
(1)
∏
v∈V0
Rv(φ, 1) 6= 0.
(2) φ posse`de une matrice de re´duction en l’infini Yφ ∈ GLm(K((x))) telle que∏
v∈V0
min(Rv(Yφ), 1) 6= 0.
Preuve. Cette proposition de´coule du the´ore`me 2.4.2, et de la remarque suivante: 
Remarque 3.2.2. Si φ∞ de´signe l’ope´rateur obtenu a` partir d’un ope´rateur φ deK(x)[d/dx]
par le changement de variable x −→ 1/x, alors on ve´rifie aise´ment que Rv(φ
∞, r−1) =
Rv(φ, r)r
−2, pour tout r > 0 et tout v ∈ V0.
14 SAID MANJRA ET SALAH-EDDINE REMMAL
3.3 E-ope´rateurs
Il re´sulte de la de´finition des E-ope´rateurs et des proprie´te´s des G-ope´rateurs qu’un pro-
duit ψ.ψ′ de E-ope´rateurs est un E-ope´rateur, que tout diviseur a` droite d’un E-ope´rateur
est un E-ope´rateur et que toute paire de E-ope´rateurs posse`de un multiple a` gauche commun
qui est un E-ope´rateur. De meˆme que pour les G-ope´rateurs, si ψ est un E-ope´rateur, alors
ψ∗ et ψ sont aussi des E-ope´rateurs (cf. [A2, 4.1]).
Lemme 3.3.1. Soit ψ ∈ K[x, d/dx] un E-ope´rateur. Alors xℓψ est un E-ope´rateur pour
tout entier ℓ tel que xℓψ ∈ K[x, d/dx].
Cela de´coule du fait que, Si ℓ < 0, L’ope´rateur xℓψ est un diviseur a` gauche de ψ, tan-
dis que, si ℓ > 0, cet ope´rateur est le produit des deux E-ope´rateurs xℓ et ψ.
A partir du the´ore`me ci-dessous duˆ a` Y. Andre´ (cf. [A2, 4.3]), on va pouvoir de´montrer
que les E-ope´rateurs posse`dent des proprie´te´s analogues aux proprie´te´s “local Galochkin”,
“Local Bombieri” et “Bombieri” des G-ope´rateurs .
The´ore`me 3.3.2. Soit ψ un E-ope´rateur d’ordre m, alors :
(1) toutes les pentes de NR(ψ) sont dans {−1, 0}, en particulier ψ n’a pas de singularite´
finie non nulle;
(2) ψ est re´gulier en 0 avec exposants rationnels;
(3) ψ admet une base de solutions en 0 de la forme (F1, ..., Fm)x
Γ0 ou` les Fi sont des
E-fonctions, et Γ0 de´signe une matrice carre´e d’ordre m triangulaire supe´rieure a`
coefficients dans Q;
(4) ψ admet une base de solutions en l’infini de la forme(
f1
(1
x
)
, . . . , fm
(1
x
))(1
x
)Γ∞
.e−∆ x
ou` les fi sont des e´le´ments de K{x}1, ou` ∆ est une matrice diagonale ayant pour
coefficients diagonoaux les singularite´s de F(ψ), et ou` Γ∞ de´signe une matrice carre´e
triangulaire supe´rieure a` coefficients dans Q, qui commute a` ∆.
Ce the´ore`me montre que tout E-ope´rateur posse`de une base de solutions en 0 a` coefficients
dans NGA{x}−1.
Corollaire 3.3.3. Soient m ∈ Z≥0, α ∈ Q et ψ =
m∑
i=0
ai(x)
(
x
d
dx
)i
∈ K[x, x
d
dx
] avec
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am(x) = 1. Alors, ψ est un E-ope´rateur si et seulement si ψα :=
m∑
i=0
ai(x)
(
x
d
dx
− α
)i
est
un E-ope´rateur.
Preuve. Supposons que ψ est un E-ope´rateur. D’apre`s le the´ore`me ci-dessus, ψ posse`de une
base de solutions (ζ1, . . . , ζm) a` coefficients dans NGA{x}−1. Puisque ψx
−α = x−αψα, on en
de´duit que (ζ1, . . . , ζm)x
α est une base de solutions de ψα a` coefficients dans NGA{x}−1.
Donc en vertu de [A2, 6.1], il existe des E-ope´rateurs ψi tels que ψi(ζix
α) = 0, pour
i = 1, . . . , m. De plus, ces ope´rateurs admettent un multiple commun a` gauche ψ0 d’ordre
n ≥ m, qui est aussi, d’apre`s §3.3, un E-ope´rateur. Par ailleurs, et graˆce au lemme 3.3.1,
il existe un entier ℓ ∈ Z tel que xℓψ0 est un E-ope´rateur qui appartient a` K[x, x
d
dx
].
D’autre part, puisque am(x) = 1, il existe P,Q ∈ K[x, x
d
dx
] tels que xℓψ0 = Pψα + Q
et ord(Q) < ord(ψα) = m. Or, pour i = 1, . . . , m, on a ψ0(ζix
α) = 0. On en de´duit que
Q = 0, c’est-a`-dire que xℓψ0 = Pψα. Donc ψα est un diviseur a` droite d’un E-ope´rateur et,
par conse´quent, il est aussi un E-ope´rateur d’apre`s §3.3. La re´ciproque de´coule du fait que
(ψα)−α = ψ. 
4. Conditions ne´cessaires
Le the´ore`me 3.3.2 montre que la condition (1) du the´ore`me 1.1 est ne´cessaire. Dans cette
section on de´montrera que la deuxie`me condition l’est aussi.
Lemme 4.1. Soient M un K(x)-module diffe´rentiel re´gulier en 0 et A ∈ Mm(K(x)) une
matrice associe´e. Soient Y et Z deux matrices de re´duction de A en 0 dans GLm(K((x))).
Alors il existe une extension finie K ′ de K et une matrice L ∈ GLm(K
′[x, 1/x]) telle que
Y = LZ.
Preuve. Par de´finition, on a:
Y [A] =
1
x
Γ1, Z[A] =
1
x
Γ2 avec Γ1,Γ2 ∈ Mm(K).
Posons L = Y Z−1. On en de´duit,
L[
1
x
Γ2] =
1
x
Γ1 c’est-a`-dire x
d
dx
L = Γ1L− LΓ2.
Donc, si on e´crit L =
∑
i∈Z
Lix
i, on trouve pour tout i ∈ Z \ {0}
iLi = Γ1Li − LiΓ2.
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Or les valeurs propres de l’application
Ti : Mm(K) −→ Mm(K)
X 7−→ Γ1X −XΓ2 − iX
sont {λ − γ − i} (ou` les λ et γ sont respectivement des valeurs propres de Γ1 et de Γ2).
Donc, sauf peut-eˆtre pour un nombre fini d’entiers i, cette application est inversible. Par
conse´quent, Li est nul a` l’exception d’un nombre fini d’entiers i. La conclusion suit. 
On pourra toujours supposer que K est assez grand de sorte qu’il contienne les coefficients
d’une e´ventuelle matrice L comme ci-dessus.
Lemme 4.2. Soient A et B deux matrices de Mm(K(x)) associe´es a` un K(x)-module
diffe´rentiel M, et soient YA et YB respectivement deux matrices de re´ductions de A et B en
0. Alors,
min(Rv(YA), 1) = min(Rv(YB), 1)(4.1)
pour presque tout v de V0.
Preuve. Par hypothe`se, il existe une matrice H de GLm(K(x)) telle que H [A] = B. Donc
YBH est aussi une matrice de re´duction de A en 0. D’apre`s le lemme 4.1, il existe une
matrice L de GLm(K[x, 1/x]) telle que
YA = LYBH.(4.2)
Par ailleurs, les coefficients de H et H−1, conside´re´s comme e´tant des e´le´ments de K((x)),
ont des rayons de convergence ≥ 1 pour presque tout v de V0. Donc, en vertu de (4.2) on a,
rv(YA) ≥ min(rv(YB), rv(H), rv(L)) ≥ min(rv(YB), 1)
et aussi
rv(Y
−1
A ) ≥ min(rv(Y
−1
B ), 1),
pour presque tout v de V0. Ce qui donne
min(Rv(YA), 1) ≥ min(Rv(YB), 1)
pour presque tout v de V0. L’ine´galite´ dans l’autre sens s’obtient du fait que YB = L
−1YAH
−1
et la conclusion suit. 
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Corollaire 4.3. Sous les hypothe`ses du lemme 4.2, on a les e´quivalences suivantes:∏
v∈V0
min(Rv(YA), 1) 6= 0 ⇐⇒
∏
v∈V0
min(Rv(YB), 1) 6= 0(4.3) ∏
v∈V0
min(Rv(YA)π
−1
v , 1) 6= 0 ⇐⇒
∏
v∈V0
min(Rv(YB)π
−1
v , 1) 6= 0(4.4)
Preuve Ces e´quivalences de´coulent de (4.1) et de la proposition 2.2.1. 
Lemme 4.4. Soit ψ un ope´rateur diffe´rentiel deK[x, d/dx] d’ordrem, et soient (y1, . . . , ym)x
Γ0
et (z1, . . . , zm)x
Λ0 respectivement des bases de solutions de ψ et ψ∗ en 0, ou` les coefficients
y1, . . . , ym, z1, . . . , zm appartiennent a` K[[x]] et ou` Γ0 et Λ0 sont des matrices m×m a` coeffi-
cients dans K. Alors ψ posse`de une matrice de re´duction Yψ ∈ GLm(K[[x]]) en 0 telle que les
coefficients de Yψ (resp. de Y
−1
ψ ) soient des combinaisons K[x, 1/x]-line´aires de z1, . . . , zm
(resp. K[x]-line´aires de y1, . . . , ym) et de leurs de´rive´es.
Preuve. E´crivons ψ =
m∑
i=0
ai(x)
( d
dx
)i
∈ K[x,
d
dx
]. Comme (y1, . . . , ym)x
Γ0 est une base de
solutions de ψ en 0, la matrice wronskienne W de (y1, . . . , ym)x
Γ0 est solution du syste`me
dX/dx = AψX . De plus, il existe un entier m pour lequel W peut s’e´crire sous la forme
Y0x
Γ ou` Γ = Γ0+mIm et ou` Y0 est une matrice de GLm(K[[x]]) dont les coefficients sont des
combinaisons K[x]-line´aires de y1, . . . , ym et de leurs de´rive´es. Alors on a, Y
−1
0 [Aψ] = Γ/x,
ce qui veut dire que Y −10 est une matrice de re´duction de ψ en 0, ou encore que
tY0[−
tAψ] = −
tΓ
1
x
.(4.5)
Par ailleurs, le m-uplet am(x)(z1, . . . , zm)x
Λ0 est une base de solutions de ψ∗a−1m = (a
−1
m ψ)
∗
en 0. Donc, la matrice U dont les lignes u1, . . . , um sont de´finies par les relations
um = am(x)(z1, . . . , zm)x
Λ0
um−i =
am−i(x)
am(x)
um −
d
dx
um−i+1 (1 ≤ i ≤ m− 1),
est une solution du syste`me dX/dx = −tAψX. De plus, U peut s’e´crire sous la forme Zx
Λ0 ,
ou` Z est une matrice inversible m×m dont les coefficients sont des combinaisons K[x, 1/x]-
line´aires de z1, . . . , zm et de leurs de´rive´es. Donc, on a
Z−1[−tAψ] =
1
x
Λ0.(4.6)
Par conse´quent, d’apre`s les formules (4.5), (4.6) et le lemme 4.1, il existe une matrice
L ∈ GLm(K[x, 1/x]) telle que
tY0 = LZ
−1. Par suite, les e´le´ments de Y −10 sont des combi-
naisons K[x, 1/x]-line´aires de z1, . . . , zm et de leurs de´rive´es. La matrice Yψ := Y
−1
0 posse`de
donc toutes les proprie´te´s annonce´es. 
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The´ore`me 4.5. Soit ψ un E-ope´rateur de K[x, d/dx] d’ordre m, alors :
(1) ψ posse`de une matrice de re´duction Yψ ∈ GLm(K((x))) en 0 telle que les coefficients
de Yψ et Y
−1
ψ sont des E-fonctions;
(2)
∏
v∈V0
min(Rv(Yψ)π
−1
v , 1) 6= 0;
(3)
∏
v∈V0
Rv(ψ, πv)π
−1
v 6= 0.
Preuve. (1) re´sulte du the´ore`me 3.3.2 et des lemmes 3.1.1 et 4.4.
(2) E´crivons Yψ = (yij)ij et Y
−1
ψ = (y˜kl)kl. On a
min(Rv(Yψ)π
−1
v , 1) = min(min
i,j
(rv(yij)π
−1
v ),min
k,l
(rv(y˜kl)π
−1
v ), 1)
≥
∏
ij
min(rv(yij)π
−1
v , 1)
∏
kl
min(rv(y˜kl)π
−1
v , 1)
et, graˆce a` (1) et le corollaire 3.1.2, on obtient∏
v∈V0
min(Rv(Yψ)π
−1
v , 1) ≥
∏
ij
∏
v∈V0
min(rv(yij)π
−1
v , 1)
∏
kl
∏
v∈V0
min(rv(y˜kl)π
−1
v , 1) 6= 0.
L’assertion (3) se de´duit de (2) et du the´ore`me 2.4.2. 
Un ope´rateur ψ de K[x, d/dx] qui n’a pas de singularite´ finie non nulle et qui remplit
la condition (2) du the´ore`me ci-dessus n’est pas ne´cessairement un E-ope´rateur comme le
montre l’exemple suivant :
Exemple 4.6. Soit ψ = xd/dx − a − bx2 avec a, b ∈ Q − {0}. D’une part, ψ posse`de
seulement deux singularite´s : le point 0, qui est re´gulier d’exposant a, et l’infini qui est
irre´gulier. D’autre part, la fonction Y = exp(bx2/2) est une matrice de re´duction de ψ en 0,
puisque Y
[
(a+bx2)/x
]
= a/x. De plus, on trouve Rv(Y ) = (|2b
−1|vπv)
1/2 pour toute place v
de V0. Donc, d’apre`s le the´ore`me 2.4.2, on a
∏
v∈V0
Rv(ψ, πv)π
−1
v 6= 0. Cependant, l’invariant
de Katz de ψ en l’infini est e´gal a` 2. Donc, −2 est une pente de NR(ψ). Par suite, ψ n’est
pas un E-ope´rateur.
5. Transformation de Laplace formelle ge´ne´ralise´e
Fixons d’abord un plongement de K dans C et un nombre λ ∈ K \ Z. Pour tout i ∈ Z
tel que la partie re´elle de λ + i soit > −1, la transforme´e de Laplace (au sens complexe) du
monoˆme xλ+i est donne´e par
L(xλ+i) = Γ(λ+ i+ 1)x−λ−i−1 = Γ(λ)(λ)ix
−λ−i−1,
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ou` (λ)i = λ(λ+1) · · · (λ+ i−1) est un e´le´ment de K \{0}. Le produit Γ(λ)
−1L s’e´tend donc
naturellement en un ope´rateur de xλK[[x]] dans x−λ−1K[[1/x]]. Plus ge´ne´ralement, e´tant
donne´ λ ∈ K \ Z et τ ∈ Q \ {0}, on de´finit
Lτλ : x
λK[[x]] −→
1
xλ+1
K(τ)[[1/x]]∑
i≥0
aix
λ+i 7−→
∑
i≥0
ai
(λ)i
τ i
1
xλ+i+1
.
Cet ope´rateur satisfait les relations, de commutation avec la de´rivation d/dx, suivantes:
∀ f ∈ xλ+1K[[x]], Lτλ
( df
dx
)
= τxLτλ(f) et L
τ
λ(xf) = −
1
τ
d
dx
Lτλ(f).
Dans le cas ou τ = 1, on retrouve les relations de commutation, bien connues, de la trans-
forme´e de Laplace avec d/dx.
Pour un nombre premier p fixe´ et un nombre alge´brique π ∈ Q tel que πp−1 = −p, on
constate que l’ope´rateur L−πλ est diffe´rent de la transformation de Laplace “modifie´e” de
Dwork dans le cas d’une seule variable [Dw, 11.3].
Plus ge´ne´ralement, fixons τ ∈ K \ {0} et une matrice carre´e Λ de format n × n dont les
valeurs propres appartiennent a` K \ Z. Dans cette section, on ge´ne´ralise cette construction
a` des produits A(x)xΛ ou` A(x) est une matrice m × n a` coefficients dans K[[x, 1/x]]. On
obtient ainsi une transformation de Laplace formelle
LτΛ : x
ΛMm×n(K[[x, 1/x]]) −→
1
xΛ+1
Mm×n(K[[x, 1/x]])
qui posse`de des proprie´te´s de commutation avec la de´rivation d/dx (5.4) e´tendant celles
du cas (m = n = 1) ci-dessus, et qui pre´serve par suite la dualite´ entre la transforme´e de
Laplace des fonctions et celle de Fourier-Laplace des ope´rateurs (Proposition 5.1). On com-
pare aussi la couronne de convergence de la matrice A(x) et celle de la partie analytique de
LτΛ(A(x)x
Λ) (Proposition 5.2.2). Dans le cas ou` m = 1 et A(x)xΛ est une base de solutions
logarithmiques d’un ope´rateur diffe´rentiel donne´ φ ∈ K[x, d/dx] en 0 (resp. en l’infini), les
coefficients de LτΛ(A(x)x
Λ) sont des solutions logarithmiques de Fτ(φ) en l’infini (resp. en
0). Ceci permet d’avoir plus d’informations sur Fτ (φ) (exposants, rayon de convergence des
coefficients des solutions logarithmiques) a` partir de celles de φ et vice-versa. Dans le cas
particulier ou` τ = 1, on observe que cette transformation joue presque le meˆme roˆle que celui
de la transforme´e de Laplace e´tendue a` l’aide du calcul ope´rationnel [A2, 5.3]. L’avantage de
cette nouvelle transformation est qu’elle ne fait pas intervenir des coefficients transcendants.
Si le nombre π, de´fini ci-dessus, appartient a` K, il nous semble que cette nouvelle transfor-
mation sera utile pour l’e´tude des proprie´te´s p-adiques de la transforme´e de Fourier-Laplace
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normalise´e de Dwork Fπ.
Enfin, cette transformation convient parfaitement a` notre situation pour comple´ter la
preuve du the´ore`me principal de cet article (voir section 6).
5.1 Transformation de Laplace formelle.
Soient n un entier positif, τ un e´le´ment de K \ {0} et Λ une matrice n × n a` coefficients
dans Q dont toutes les valeurs propres appartiennent a` Q \ Z (la transformation qu’on va
introduire s’e´tend d’une manie`re naturelle au cas ou` Λ ∈ GLn(K) avec des valeurs pro-
pres dans K \ Z tout en pre´servant les proprie´te´s de la proposition 5.1 ci-dessous). Soit
d ≥ 1 un de´nominateur commun des valeurs propres de Λ. Alors xΛ est une matrice de
GLn(Q(x
1/d, log x)) qui satisfait
d
dx
(xΛ) = Λx−1xΛ = ΛxΛ−In
(voir §8, chap. III de [DGS]). Pour tout entierm ≥ 1 et toute matrice A(x) =
∑∞
i=−∞Aix
i de
format m× n a` coefficients dans K[[x, 1/x]], on de´finit la transforme´e de Laplace de A(x)xΛ
par rapport a` Λ et a` τ par
(5.1) LτΛ(A(x)x
Λ) = LτΛ
( ∞∑
i=−∞
Aix
Λ+iIn
)
:=
∞∑
i=−∞
AiCΛ,τ (i)x
−Λ−(i+1)In
ou` CΛ,τ : Z→ GLn(Q(τ)) est la fonction de´termine´e par les conditions
(5.2) CΛ,τ (0) = In and CΛ,τ(i) = τ
−1(Λ + iIn)CΛ,τ(i− 1), (i ∈ Z).
Explicitement, on a
CΛ,τ (i) =

τ−i(Λ + iIn)(Λ + (i− 1)In) · · · (Λ + In) si i ≥ 1,
In si i = 0,
τ−iΛ−1(Λ− In)
−1 · · · (Λ + (i+ 1)In)
−1 si i ≤ −1.
Graˆce a` ces formules, ou par re´currence sur i sur la base de (5.2), on observe que CΛ,τ prend
ses valeurs dans un sous-anneau commutatif de GLn(Q(τ)) et que
(5.3) CΛ,τ(i)C−Λ,τ (−i− 1) = (−1)
i+1τΛ−1
pour tout i ∈ Z. La transformation LτΛ posse`de les proprie´te´s formelles suivantes, analogues
a` celle de la transformation de Laplace usuelle.
Proposition 5.1.1. Soient m un entier positif et A(x) une matrice m × n a` coefficients
dans K[[x, 1/x]]. On pose f = A(x)xΛ. Alors, on a
(5.4) Lτ−Λ
(
LτΛ(f)
)
= −τA(−x)Λ−1xΛ, LτΛ
( df
dx
)
= τxLτΛ(f) et L
τ
Λ(xf) = −
1
τ
d
dx
LτΛ(f).
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De plus, si m = 1 et si les coefficients de f sont des solutions d’un ope´rateur diffe´rentiel
φ ∈ K[x, d/dx], alors ceux de LτΛ(f) sont des solutions de Fτ (φ).
Preuve. Par line´arite´, il suffit de de´montrer (5.4) dans le cas ou` f = xixΛ = xΛ+iIn avec
i ∈ Z. Dans ce cas, graˆce a` (5.2) et (5.3), on trouve bien
Lτ−Λ
(
LΛ(f)
)
= Lτ−Λ
(
CΛ,τ (i)x
−Λ−(i−1)In
)
= CΛ,τ (i)C−Λ,τ(−i− 1)x
Λ+iIn = −τA(−x)Λ−1xΛ,
LτΛ
( df
dx
)
= (Λ + iIn)CΛ,τ(i− 1)x
−Λ−iIn = τCΛ,τ (i)x
−Λ−iIn = τxLτΛ(f),
LτΛ(xf) = CΛ,τ(i+ 1)x
−Λ−(i+2)In =
1
τ
CΛ,τ(i)(Λ + (i+ 1)In)x
−Λ−(i+2)In = −
1
τ
df
dx
LτΛ(f).
Enfin, les formules (5.4) impliquent LτΛ(φ(f)) = Fτ (φ)(L
τ
Λ(f)) pour tout ope´rateur diffe´rentiel
φ ∈ K[x, d/dx]. La seconde assertion de la proposition s’ensuit. 
5.2 Comparaison de rayons de convergence.
Soient Λ ∈ GLn(Q), τ et d comme au paragraphe pre´ce´dent. Pour toute place v de K
et toute matrice M a` coefficients dans K, on de´signe par ‖M‖v le maximum des valeurs
absolues v-adiques des e´le´ments de M . On note d’abord le re´sultat suivant.
Lemme 5.2.1. Soit v une place de K au-dessus d’un nombre premier p qui ne divise
pas d. Avec la notation habituelle πv = p
−1/(p−1), on a
(5.5) lim
i→∞
‖CΛ,τ(i)‖
1/i
v = πv|τ |
−1
v and lim
i→−∞
‖CΛ,τ(i)‖
1/i
v = π
−1
v |τ |v.
Preuve. Puisque les valeurs propres de Λ sont toute rationnelles, il existe U ∈ GLn(Q)
telle que le produit ∆ = U−1ΛU soit sous forme de Jordan. Pour tout i ∈ Z, on a
C∆,τ = U
−1CΛ,τU et par suite le rapport ‖CΛ,τ (i)‖v/‖C∆,τ(i)‖v est majore´ et minore´ par
des constantes positives inde´pendantes de i. Cela permet de supposer que Λ est elle meˆme
sous forme de Jordan. Dans ce cas, Λ est diagonale par blocs avec des blocs de Jordan
J1, . . . , Js sur la diagonale et par suite CΛ,τ (i) est aussi diagonale par blocs avec les blocs
CJ1,τ(i), . . . , CJs,τ(i) sur la diagonale et donc ‖CΛ,τ(i)‖v = max1≤k≤s ‖CJk,τ (i)‖v. Cela permet
de se ramener au cas ou` Λ est un bloc de Jordan. Dans ce cas, on peut e´crire Λ = rIn +N
ou` r ∈ Q \ Z et ou` N est une matrice triangulaire supe´rieure nilpotente. Comme Nn = 0,
on trouve, pour tout i ≥ 1,
(5.6)
CΛ,τ(i) = τ
−i
i∏
k=1
((r + k)In +N)
= τ−i(r + 1)i
(
In +
n−1∑
t=1
( ∑
1≤k1<···<kt≤i
1
(r + k1) · · · (r + kt)
)
N t
)
,
22 SAID MANJRA ET SALAH-EDDINE REMMAL
Or, pour tout entier k ≥ 1, la somme r + k est un nombre rationnel dont la valeur absolue
du nume´rateur (au sens usuel) est majore´e par ck, pour une constante c > 0 qui ne de´pend
que de r, et dont le de´nominateur est premier a` p. On en de´duit |r+ k|v ≥ (ck)
−1 pour tout
k ≥ 1 et par suite, la de´composition (5.6) entraˆıne, pour tout i ≥ 1,
|τ−i(r + 1)i|v ≤ ‖CΛ,τ (i)‖v ≤ (ci)
n−1|τ−i(r + 1)i|v,
la minoration de´coulant du fait que les e´le´ments de la diagonale de CΛ,τ(i) sont tous e´gaux
a` (r+1)i. Cette dernie`re observation livre aussi detCΛ,τ (i) = τ
−in(r+1)ni . Graˆce au lemme
2.2.2, on en de´duit
(5.7) lim
i→∞
‖CΛ,τ (i)‖
1/i
v = lim
i→∞
|τ−i(r + 1)i|
1/i
v = πv|τ |
−1
v ,
ce qui de´montre la premie`re moitie´ de (5.5), et aussi
(5.8) lim
i→∞
‖ detCΛ,τ (i)‖
1/i
v = lim
i→∞
|τ−i(r + 1)i|
n/i
v = π
n
v |τ |
−n
v .
On note par ailleurs que, pour toute matrice A ∈ GLn(Kv), on a
‖A‖−1v ≤ ‖A
−1‖v ≤ | detA|
−1
v ‖A‖
n−1
v .
En effet, la relation In = AA
−1 implique 1 = ‖In‖v ≤ ‖A‖v‖A
−1‖v qui livre la premie`re des
ine´galite´s ci-dessus. La seconde de´coule simplement de la formule A−1 = (detA)−1Adj(A)
ou` Adj(A) de´signe l’adjointe de A. Si on applique ces formules avec A = CΛ,τ (i), on de´duit
de (5.7) et de (5.8) que
lim
i→∞
‖CΛ,τ(i)
−1‖1/iv = π
−1
v |τ |v.
Cette formule s’applique aussi a` −Λ au lieu de Λ car les valeurs propres de −Λ appartiennent
aussi a` Q \ Z. Alors, graˆce a` (5.3), on obtient
lim
i→∞
‖CΛ,τ(−i)‖
1/i
v = lim
i→∞
‖τΛ−1C−Λ,τ(i− 1)
−1‖1/iv = π
−1
v |τ |v,
ce qui de´montre la seconde partie de (5.5). 
Proposition 5.2.2. Soient m un entier positif, v une place finie de K au-dessus d’un
nombre premier qui ne divise pas d, et A(x) une matrice de format m × n a` coefficients
dans Kv[[x, 1/x]]. Supposons qu’il existe des nombres re´els r et R avec 0 < r ≤ R tels que
les coefficients de A(x) convergent pour tout x ∈ K¯v avec r < |x|v < R ou` K¯v de´signe une
cloˆture alge´brique de Kv. Alors, on a L
τ
Λ(A(x)x
Λ) = B(x)x−Λ ou` B(x) est matrice de format
m× n a` coefficients dans Kv[[x, 1/x]] dont les coefficients convergent pour tout x ∈ K¯v avec
πv|τ |
−1
v R
−1 < |x|v < |τ |vπ
−1
v r
−1.
Preuve. E´crivons A(x) =
∑∞
i=−∞Aix
i de sorte que B(x) =
∑∞
i=−∞Bix
i−1 avec Bi =
A−iCΛ,τ(−i) pour tout i ∈ Z. L’hypothe`se que les coefficients de A(x) convergent en tout
point x de K¯v avec r < |x|v < R signifie que lim supi→∞ ‖Ai‖
1/i
v ≤ 1/R et lim supi→∞ ‖A−i‖
1/i
v ≤
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1/r. Puisque ‖Bi‖v ≤ ‖A−i‖v‖CΛ,τ(−i)‖v pour tout i ∈ Z, on en de´duit, graˆce au lemme
5.2.1, que lim supi→∞ ‖Bi‖
1/i
v ≤ |τ |v/(rπv) et que lim supi→∞ ‖B−i‖
1/i
v ≤ πv/(R|τ |v). La
conclusion suit. 
Remarque. Cette transforme´e de Laplace formelle pourrait avoir d’autres applications,
notamment p-adiques; Nous comptons ulte´rieurement l’appliquer aux isocristaux surconver-
gents.
6. Conditions suffisantes
Le but de cette section est de comple´ter la preuve du the´ore`me 1.1. Pour cela, on commence
par e´tablir le re´sultat pre´liminaire suivant:
Proposition 6.1. Soit ψ un ope´rateur de K[x, d/dx] d’ordre m, re´gulier en 0, ayant une
matrice de re´duction Yψ ∈ GLm(K((x))) en 0 telle que
∏
v∈V0
min(Rv(Yψ)π
−1
v , 1) 6= 0. Sup-
posons que φ = F(ψ) soit d’ordre n et re´gulier en l’infini avec des exposants rationnels non
entiers. Alors ψ est un E-ope´rateur.
La preuve de cette proposition repose sur les deux lemmes suivants:
Lemme 6.2. Sous les hypothe`ses de la proprosition 6.1, l’ope´rateur φ posse`de une base de
solutions en l’infini de forme (y1(
1
x
), . . . , yn(
1
x
))( 1
x
)Γ telle que y1, . . . , yn ∈ K[[x]], Γ ∈ Mn(Q)
et
∏
v∈V0
min(rv(yi), 1) 6= 0 pour i = 1, . . . , n.
Preuve. La de´composition de Turrittin-Levelt affirme que les ope´rateurs diffe´rentiels φ et ψ
admettent respectivement des bases de solutions en l’infini et en 0 de la forme(
y1(
1
x
), y2(
1
x
), . . . , yn(
1
x
)
)
(
1
x
)Γ
(
resp. (w1, . . . , wn) := (F1, F2, . . . , Fm)x
Λ
)
telles que
1) y1, . . . , yn, F1, . . . , Fm ∈ K[[x]],
2) Γ = D + N est une matrice carre´e d’ordre n (resp. Λ = ∆ + Θ d’ordre m) ou` D (resp.
∆) est une matrice diagonale a` coefficients Dii := αi (resp. ∆ii := βi) qui sont les exposants
de φ en l’infini (resp. de ψ en 0),
3) N = (Nij) (resp. Θ = (Θij)) est une matrice nilpotente triangulaire supe´rieure a` coeffi-
cients dans Q telle que DN = ND (resp. ∆Θ = Θ∆).
24 SAID MANJRA ET SALAH-EDDINE REMMAL
Comme les α1, . . . , αn sont des nombres rationnels non entiers, la proposition 5.1.1 implique
que les coefficients du n-uplet
(ζ1, . . . , ζn) := L
1
−Γ
((
y1(−1/x), y2(−1/x), . . . , yn(−1/x)
)(1
x
)Γ)
(6.1)
sont des solutions de ψ en 0. De plus, le vecteur-ligne (ζ1, . . . , ζn) peut s’e´crire sous la forme
(ζ1, . . . , ζn) = (f1, . . . , fn)x
Γ, ou` f1, . . . , fn ∈ K((x))).(6.2)
Or,
xΓ = xD+N = exp(D log x) exp(N log x) = xD
∑
k≥0
Nk
k!
logk x
= xD + xD
n∑
k=1
Nk
k!
logk x.
Alors,
ζ1 = f1x
α1 , et ζi = fix
αi +
i−1∑
j=1
fjx
αj
n∑
k=1
(Nk)ji
k!
logk x; 2 ≤ i ≤ n,(6.3)
car (Nk)ji = 0 quel que soit j ≥ i. De meˆme on trouve
w1 = F1x
β1 , et wi = Fix
βi +
i−1∑
j=1
Fjx
βj
m∑
k=1
(Θk)ji
k!
logk x; 2 ≤ i ≤ m.
Donc,
ζi ∈ < w1, . . . , wm >K ⊆ < F1x
β1 , . . . , Fmx
βm >K[logx] (i = 1, . . . , n).
En particulier,
f1x
α1 ∈ < F1x
β1 , . . . , Fmx
βm >K[logx] .
Et par re´currence sur i, on de´duit de (6.3) que
fix
αi ∈
〈
Fjx
βj , fkx
αk ; 0 ≤ j ≤ m, 1 ≤ k ≤ i− 1
〉
K[logx]
(i = 2, . . . , n),
ou encore,
αi ∈ {βj + h | h ∈ Z, j = 1, . . . , m}, et fi ∈< F1, . . . , Fm >K[x,1/x]; i = 1, . . . , n.
Ce qui entraˆine que, pour toute toute place finie v ∈ V0,
min
1≤i≤n
rv(fi) ≥ min
1≤j≤m
rv(Fj).(6.4)
Par ailleurs, d’apre`s le lemme 4.4, l’ope´rateur ψ posse`de une matrice de re´duction Y0 en 0
telle que les coefficients de Y −10 sont des combinaisons K[x]-line´aires de F1, . . . , Fm et de
leurs de´rive´es. Ce qui implique, en vertu du lemme 4.1, que pour toute place finie v ∈ V0,
min
1≤j≤m
rv(Fj) ≥ rv(Y
−1
0 ) ≥ Rv(Y
−1
0 ) = Rv(Yψ),
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et graˆce a` (6.4), on obtient
min
1≤i≤n
rv(fi) ≥ Rv(Yψ)(6.5)
pour toute place finie v ∈ V0. Or, si on applique la premie`re e´galite´ de (5.4) sur
(y1(
1
x
), . . . , yn(
1
x
))( 1
x
)Γ, on trouve, depuis (6.1) et (6.2),
L1Γ((f1, . . . , fn)x
Γ) = −(y1(−1/x), . . . , yn(−1/x))Γ
−1(
1
x
)Γ.
Ce qui entraˆine, d’apre`s la proposition 5.2.2, min1≤i≤n rv(yi) ≥ min1≤i≤n rv(fi)π
−1
v pour
presque tout v ∈ V0. Par suite, le lemme re´sulte de l’hypothe`se
∏
v∈V0
min(Rv(Yψ)π
−1
v , 1) 6=
0. 
Lemme 6.3. Sous les hypothe`ses de la proprosition 6.1, l’ope´rateur φ∗ posse`de lui aussi
une base de solutions en l’infini de forme (z1(
1
x
), . . . , zn(
1
x
))( 1
x
)Λ telle que z1, . . . , zn ∈ K[[x]],
Λ ∈ Mn(Q) et
∏
v∈V0
min(rv(zi), 1) 6= 0 pour i = 1, . . . , n.
Preuve. En vertu du lemme 6.2, il suffit de montrer que les ope´rateurs φ∗ et ψ∗ satis-
font les hypothe`ses de la proposition 6.1 au lieu de φ et ψ. Pour cela, on note d’abord,
d’apre`s §2.2, que la matrice tY −1ψ est une matrice de re´duction de Mψ∗ en 0. Donc, par le
changement de variable x −→ −x, l’ope´rateur ψ∗ est re´gulier en 0 et Y (x) :=t Y −1ψ (−x) est
une matrice de re´duction de Mψ∗ en 0 qui ve´rifie aussi
∏
v∈V0
min(Rv(Y )π
−1
v , 1) 6= 0. Donc,
graˆce au lemme 4.4, si Yψ∗ de´signe une matrice de re´duction de ψ
∗ en 0, alors elle ve´rifie∏
v∈V0
min(Rv(Yψ∗)π
−1
v , 1) 6= 0. Par ailleurs, graˆce encore a` §2.2, l’ope´rateur φ
∗ est re´gulier
en l’infini a` exposants rationnels non entiers. Enfin, on a F(φ∗) = (Fφ)∗ = ψ∗ (cf. [Ma,
V.3.6]). 
Preuve de la proposition 6.1. En combinant les lemmes 6.2 et 6.3 avec le lemme 4.4 (ap-
plique´ en l’infini), on obtient que φ posse`de une matrice de re´duction Yφ en l’infini telle que∏
v∈V0
min(Rv(Yφ), 1) 6= 0. Comme les exposants de φ en l’infini sont rationnels, la proposi-
tion 3.2.1 entraˆine donc que φ est un G-ope´rateur et par suite ψ est un E-ope´rateur. 
Pour comple´ter la preuve du the´ore`me 1.1, il suffit, d’apre`s §2.5, le the´ore`me 2..4.2 et le
corollaire 2.3.3, de de´montrer le the´ore`me suivant:
The´ore`me 6.4. Soit ψ ∈ K[x, d/dx] un ope´rateur diffe´rentiel et soit Yψ une matrice de
re´duction de ψ en 0. Supposons que ψ ve´rifie les conditions suivantes :
(1) les pentes de NR(ψ) sont dans {−1, 0};
(2) les exposants de ψ en 0 sont rationnels;
26 SAID MANJRA ET SALAH-EDDINE REMMAL
(3)
∏
v∈V0
min(Rv(Yψ)π
−1
v , 1) 6= 0.
Alors ψ est un E-ope´rateur.
La principale difficulte´ rencontre´e pour prouver ce the´ore`me vient du fait que l’ope´rateur
φ := F(ψ) (re´gulier en l’infini d’apre`s corollaire 2.6.2) peut admettre des exposants entiers
en l’infini. Cependant, a` l’aide des re´ductions ci-dessous, on se rame`ne au cas ou` tous les
exposants de φ en l’infini sont rationnels non entiers et alors le the´ore`me de´coule de la propo-
sition 6.1.
Re´ductions
I. Tout d’abord, on remarque que, pour tout ℓ ∈ Z tel que xℓψ ∈ K[x, d/dx], l’ope´rateur
xℓψ ve´rifie les conditions du the´ore`me. En effet, le polygone de Newton Ramis de xℓψ n’est
autre que celui de ψ a` une translation verticale pre`s. Les conditions (2) et (3) se de´duisent
du fait que Aψ = Axℓψ et Mψ = Mxℓψ. Donc, d’apre`s (1), corollaire 2.6.2 et lemme 3.3.1,
il suffit de de´montrer le the´ore`me pour les ope´rateurs de la forme: ψ =
∑m
i=0 ai(x)
(
x
d
dx
)i
,
avec ai(x) =
∑n
j=0 aijx
j ∈ K[x] et am(x) = 1.
II. Maintenant, si φ a des exposants entiers en l’infini, on conside`re les ope´rateurs diffe´rentiels
suivants de´duits de ψ en fonction d’un parame`tre α ∈ Q:
F
φ =
m∑
i=0
ai
( d
dx
)(
− x
d
dx
− 1
)i
←− ψ =
m∑
i=0
ai(x)
(
x
d
dx
)i
↓
αφ =
m∑
i=0
ai
( d
dx
)(
− x
d
dx
− α− 1
)i
←− ψα =
m∑
i=0
ai(x)
(
x
d
dx
− α
)i
.
F
L’ope´rateur ψα ainsi de´fini partage avec ψ les proprie´te´s suivantes.
(1) Les pentes de NR(ψα) appartiennent a` {−1, 0}.
(2) Tous les exposants de ψα en 0 sont rationnels.
(3)
∏
v∈V0
min(Rv(Yψα)π
−1
v , 1) 6= 0, ou` Yψα est une matrice de re´duction de ψα en 0.
En effet, la premie`re assertion re´sulte du lemme 2.5.1. Quant aux deux dernie`res, on va les
de´montrer simultane´ment. La matrice
A =
1
x

0
0
...
0
−a0
1
0
...
0
−a1
0
1
...
0
−a2
. . .
. . .
. . .
. . .
0
0
...
1
−am−1

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est associe´e au K(x)-module diffe´rentiel Mψ. En combinant les hypothe`ses (1) et (2) du
the´ore`me 6.4 avec les observations de §2.5, la matrice A posse`de une matrice de re´duction
YA ∈ GLm(K((x))) en 0 telle que YA[A] = x
−1Λ ou` Λ de´signe une matrice m ×m a` coeffi-
cients dans K dont les valeurs propres sont dans Q. Donc YA[A +
α
x
Im] =
1
x
(Λ + αIm).
Par conse´quent, la matrice YA est aussi une matrice de re´duction de
(
A +
α
x
Im
)
. Or(
A +
α
x
Im
)
est une matrice associe´e au K(x)-module diffe´rentiel Mψ ⊗K(x) Mα = Mψα .
Donc, d’une part, les exposants de ψα sont tous rationnels en 0. D’autre part, depuis
(3) du the´ore`me 6.4, le corollaire 4.3, applique´ a` Yψ et YA ensuite a` YA et Yψα, entraˆine∏
v∈V0
min(Rv(Yψα)π
−1
v , 1) 6= 0, et la conclusion suit.
Par ailleurs, les formules suivantes
αφ(x
−s) =
m∑
i=0
ai
(
−
d
dx
)(
x
d
dx
− α− 1
)i
(x−s)
=
m∑
i=0
ai0x
−s(s− α− 1)i + (termes d’ordre infe´rieur),
et
ψα(x
s) =
m∑
i=0
ai(x)
(
x
d
dx
− α
)i
(xs)
=
m∑
i=0
ai0x
s(s− α)i + (termes d’ordre supe´rieur),
montrent que les polynomes indiciels des ope´rateurs de αφ et φ en l’infini sont respectivement
m∑
i=0
ai0(s− α− 1)
i et
m∑
i=0
ai0(s− 1)
i,
et que ceux de ψα et ψ en 0 sont respectivement
m∑
i=0
ai0(s− α)
i et
m∑
i=0
ai0s
i.
Donc, d’une part, les exposants de αφ en l’infini sont ceux de φ en l’infini translate´s par −α,
et d’autre part, les exposants de αφ en l’infini sont ceux de ψα en 0 translate´s par 1. Cela
montre que les exposants de αφ et φ en l’infini sont tous rationnels. De plus, comme les
ope´rateurs φ et αφ sont re´guliers en l’infini, ils ont le meˆme ordre m que celui de ψ (cf. [Ba,
§2. Remark 6]). Par conse´quent, quitte a` choisir un rationnel convenable α, les exposants
de αφ en l’infini sont tous des nombres rationnels non entiers et le the´ore`me re´sulte de la
proposition 6.1. 
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