The number of subtrees, or simply the subtree number, is one of the most studied counting-based graph invariants that has applications in many interdisciplinary fields such as phylogenetic reconstruction. Motivated from the study of graph surgeries on evolutionary dynamics, we consider the subtree problems of fan graphs, wheel graphs, and the class of graphs obtained from "partitioning" wheel graphs under dynamic evolution. The enumeration of these subtree numbers is done through the so-called subtree generation functions of graphs. With the enumerative result, we briefly explore the extremal problems in the corresponding class of graphs. Some interesting observations on the behavior of the subtree number are also presented.
Introduction
The study of graph invariants or topological indices has been proven to be of crucial importance in various interdisciplinary topics. Generally, the existing known topological indices could be divided into distance-based, degree-based, or structure-based ones; some of the studies on these three categories are referred to in [1] [2] [3] [4] and the references therein. The number of subtrees, or simply the subtree number, is one of the counting-based graph invariants.
Finding and/or enumerating special topological structures or graph patterns has become an important problem due to their applications including, to name a few, frequent subgraphs mining [5] , network optimization design [6, 7] , and local network reliability [8, 9] . In particular, the subtree number has also been shown to be correlated to phylogenetic reconstruction [10] and various chemical indices such as the Wiener index (closely correlated with the boiling point of paraffin [3] ), the Merrifield-Simmons index, and the Hosoya index [11] . Research results also show that there exists an amazing "negative correlation" between the number of subtrees and the Wiener index [12] [13] [14] [15] [16] [17] . Therefore, the subtree number index can indirectly characterize the physical-chemical characteristics of molecules.
Various topics related to the subtree number have been explored over the past years, such as extremal problems [12, 18, 19] , the subtree density problem [20] [21] [22] , generic chemical structures storage problems [23, 24] , fault tolerant computing and parallel scheduling [25, 26] , recognition of substructure [27] , j 1,n is obtained from K 1,n by adding the edges (c s , c s+1 ) for all 1 ≤ s ≤ n − 1 except for s = j, 2j, 3j, . . . (see Figure 1a ). If n = j > 0, we call K j 1,j the fan graph on j + 1 vertices. It is also easy to see that K 0 1,0 is the single vertex c 0 , and K 1 1,n is the star K 1,n . From the definitions of the graph K j 1,n and the wheel graph W n , we see that the graph K j 1,n can be vividly described in terms of W n through "partitions" (and deletion of edges {(c s , c s+1 )|s = j, 2j, 3j, . . .}) perspective.
The reason that we consider our graphs as vertex and edge weighted is to use the so-called subtree generating functions. We assume a graph G = (V(G), E(G); f , g) to be a weighted graph and define the vertex-weight function f : V(G) → and edge-weight function g : E(G) → , where is the real number. Unless otherwise noted, for a graph G, we initialize its vertex weight function f (v) = y for each v ∈ V(G) and its edge weight function g(e) = z for each e ∈ E(G) throughout this paper.
The following notations need to be listed before introducing the main tool:
• G − X denotes the graph obtained from G by removing all elements of X; • S(G) (resp. S(G; v)) denotes the set of subtrees of G (resp. containing v); • S(G; (a, b)) denotes the set of subtrees of G containing the edge (a, b);
is the sum of weights of subtrees in S(·);
is the cardinality (namely the number) of the corresponding S(·) set of subtrees.
We define the weight of a subtree T s of G, denoted by ω(T s ), as the product of the weights of the vertices and edges in T s . The generating function of subtrees of G, denoted by F(G; f , g), is the sum of weights of subtrees of G. Namely,
By substituting each vertex weight y = 1 and edge weight z = 1 in these generating functions, we have the corresponding numbers of subtrees under various constraints, i.e., η(T) = F(T; 1, 1), η(T; v i ) = F(T; 1, 1; v i ), and η(T; (u, v)) = F(T; 1, 1; (u, v)).
We introduce the following lemma, which will frequently be used in our work.
Lemma 1.
[4] Let P n be a path on n vertices, with vertex weight function f (v) = y for all v ∈ V(P n ) and edge weight function g(e) = z for all e ∈ E(P n ), then F(P n ; f , g) = n−1
In Section 2, we will present the subtree generating functions of K j 1,n (1 ≤ j ≤ n) and the wheel graph W n . Through using these generating functions and theoretical analysis, we study the extremal graphs, subtree fitting problems, and subtree density behaviors of these graphs in Section 3. Lastly, in Section 4, we summarize our results and comment on potential topics for future work.
Subtree Generating Functions of
In this section, we will establish the subtree generating functions of K j 1,n (1 ≤ j ≤ n) and wheel graph W n and provide the theoretical background for our computational analysis. We start by studying the subtree problem of K j 1,n (1 ≤ j ≤ n).
2.1. Subtree Generating Functions and Subtree Numbers of K J 1,N Theorem 1. Let K j 1,n be the weighted graph defined as above, and n, j be non-negative integers with 0 ≤ j ≤ n and n ≡ i (mod j). Then
Proof. We consider the subtrees of K j 1,n by cases (i) not containing the center c 0 , (ii) containing the center c 0 .
From Lemma 1, we have the subtree generating function of case (i) as
With the contraction method of [4] and structure analysis, we have the subtree generating function of case (ii) as
Denote e j = (c 0 , c j ) and e j = (c j−1 , c j ), and divide all subtrees for S(K • S 1 is the collection of subtrees that contain neither e j nor e j ; • S 2 is the collection of subtrees that contain e j , but not e j ; • S 3 is the collection of subtrees that contain e j , but not e j ; • S 4 is the collection of subtrees that contain both e j and e j .
From the definitions of subtree weight and subtree generating function, we know that: (a) S 1 = S(K j−1 1,j−1 ; c 0 ); (b) S 2 = {T 1 + e j |T 1 ∈ S 1 }, where T 1 + e j are the trees obtained from T 1 by attaching an edge e j at vertex c 0 ;
(c) We can write S 3 as
for k = 1, 2, . . . , j − 1 and r = 1, 2, . . . , j − k; (d) For each subtree T 4 ∈ S 4 , we know that T 4 must not contain the edge (c 0 , c j−1 ). Consequently, we can further consider the subtrees that contain edges (c 0 , c j )
Hence, by Equations (5)- (8), we have
with F(K 0 1,0 ; f , g; c 0 ) = y, F(K 1 1,1 ; f , g; c 0 ) = y + y 2 z. Combining Equations (2), (3), and (9), we have Equation (1) and the theorem follows.
Following similar arguments to Theorem 1, we can also obtain the subtree generating functions of the graphs obtained from identifying the centers of different fan graphs K j t 1,j t (t = 1, 2, . . . , l). We skip the tedious details for the sake of space.
be different weighted fan graphs, and suppose there are n j t copies of K
n j t be the graph that is constructed by identifying the centers of these l ∑ t=1 n j t fan graphs with c 0 . Then
Actually, a single fan graph is a special case of the above discussion, so we can further obtain the subtree generating function for the subtrees containing a particular vertex. Again, we skip the similar but technical details. 
Adding an edge between any two fan graphs (to construct a bigger fan) of a graph will also increase the number of subtrees. Let G be the weighted graph as defined in Theorem 2, and suppose K ). By dividing the subtrees of G and G into two cases of containing center c 0 or not, with Lemma 1, definitions of subtree weight and subtree generating function, and combining structure analysis, we have the following theorem: Theorem 4. Let G and G be the weighted graphs defined above. Then,
By letting y = z = 1 in the subtree generating functions from the above theorems, we have the corresponding subtree numbers of the various related graphs above.
With Corollary 1, we have the number of subtrees of K Corollary 2. Let n, j be positive integers with 1 ≤ j ≤ n, and i ≡ n (mod j), then
With Corollary 2, we have the subtree number of K j 1,n , see details in subsection 3.1.
n j t , j t , n j t and l be defined in Theorem 2, then
Let G 1 be the graph defined in Theorem 2 with l = 4, j 1 = 2, n j 1 = 4; j 2 = 3, n j 2 = 3; j 3 = 4, n j 3 = 2; j 4 = 5, n j 4 = 1, with Corollary 1 and Corollary 3, we have η(G 1 ) = 6, 048, 255, 225, 665. 
Similarly, the number of subtrees of K j 1,j that contain central vertex c 1 (see Figure 3 ) can be obtained from Corollary 4. Corollary 5. Let G be the graph defined in Theorem 2, and G be a merged graph from G with j r ≥ 1 and j s ≥ 1 (Theorem 4), then
where η(K ).
Let G, G, and G be the graphs defined in Corollary 5 with l = 2, j 1 = 2, n j 1 = 3; j 2 = 3, n j 2 = 2, j r = 2 and j s = 3, with Corollary 1, Corollary 5, and structural analysis, we have η(G) = 77,997,
, c 2 j s )) = 75, and η(G ) = 129,303.
Subtree Generating Function and Subtree Number of Wheel Graph W n
Next we consider the subtree generating function of the weighted wheel graph W n . Theorem 5. Let W n (n ≥ 3) be the weighted wheel graph on n + 1 vertices with vertex weight function f ≡ y and edge weight function g ≡ z. Then
with F(
Proof. For convenience, we let e * t = (c 0 , c t ) for t = 1, 2, . . . , n, e n = (c 1 , c n ) and e n−r = (c n−r , c n−r+1 )
for r = 1, 2, . . . , n − 1. We also follow the convention that
We first consider the subtrees of W n (n ≥ 3) in different cases: (i) not containing the edge e * n , (ii) containing the edge e * n . The subtrees in case (i) can be further partitioned into four categories. As a result, we have
where • S 1 is the set of subtrees of S(W n − e * n ) that contain neither e n nor e n−1 ; • S 2 is the set of subtrees of S(W n − e * n ) that contain e n−1 , but not e n ; • S 3 is the set of subtrees of S(W n − e * n ) that contain e n but not e n−1 ; • S 4 is the set of subtrees of S(W n − e * n ) that contain both e n and e n−1 .
From the definition of subtree weight and with structure analysis, we have
and
Thus, we have
Similarly, for case (ii), we have
where • S 1 is the set of subtrees in S(W n ; e * n ) that contain neither e n nor e n−1 ; • S 2 is the set of subtrees in S(W n ; e * n ) that contain e n , but not e n−1 ; • S 3 is the set of subtrees in S(W n ; e * n ) that contain e n−1 but not e n ; • S 4 is the set of subtrees in S(W n ; e * n ) that contain both e n and e n−1 .
Analyzing each case, we have: (a) S 1 = {T + (c 0 , c n )|T ∈ S(K n−1 1,n−1 ; c 0 )}, where T + (c 0 , c n ) are the trees obtained from T(∈ S(K n−1 1,n−1 ; c 0 )) by attaching the edge (c n , c 0 ) at vertex c 0 ;
is the graph of W n − e k e n−1 e * n k r=1 e * r that contains c 0 , and obviously, K c n ) , respectively, then the subtrees in S 4 are indexed by these two variables, which count extra edges that are on the two sides of the T shape containing the 3 edges required by S 4 . With (a)-(d), we have
1,n−l−r−3 ; f , g; c 0 ).
Now with Equations (23)- (25), we have
By Theorem 1, Theorem 3, and Equations (22) and (26), we have
1,n−l−r−3 ; f , g; c 0 ). (27) Note that W 2 is not a wheel graph. With Theorem 1 and Lemma 1, we have
Now from Equations (27) and (28), we have
The subtree generating function of W n now follows from Equations (27) and (29) .
Letting y = z = 1 in Equation (18), we have the following corollary.
Corollary 6. The subtree number of W n (n ≥ 3) is
1,n−l−r−3 ; c 0 ), (30) with η(W 3 ) = 38, η(K With Corollary 6, the subtree numbers of W n (n = 3, 4, . . . , 50) are shown in Table 1 . As a matter of fact, with the generating function and further structural and theoretical analysis, we can also solve the subtree generation computing problems for the following more generalized types of graphs; here we skip the similar but technical details. (
(c 0 , c j t )(1 ≤ l, j t ≤ n), namely the graph obtained from wheel W n by deleting random l different edges (c 0 , c j t )(t = 1, 2, . . . , l) (each j t is different the others). We start with the subtree numbers of the graphs K j 1,n for different n and j. First, we take a quick look at the extremal problems.
Behaviors of K
• the graph K 1 1,n has 2 n + n subtrees, fewer than any other K Proof. Note that adding an edge to a graph will strictly increase the subtree number. The extremal structures K 1 1,n and K n 1,n then follow immediately from the fact that the former is a subgraph of any K j 1,n and the latter contains any K j 1,n as a subgraph.
We are also interested in knowing which K j 1,n (2 ≤ j ≤ n − 1) has the second-or third-largest subtree number. To examine this, we also explore how the subtree numbers of the graphs K In general, it is not difficult to show the following.
Proposition 2. Suppose n >> k (i.e., n is much larger than k), then among all K j 1,n (1 ≤ j ≤ n), the graph K n−k 1,n has the (k + 1)-th largest subtree number.
The proof follows from adjusting the "sizes" of the two sub-fan graphs of K j 1,n . We skip the details here. The same argument can also show the monotonic behavior for large enough j. Understanding the specific behavior of K j 1,n for general j in terms of the subtree number seems to be an interesting and nontrivial problem.
Similarly, from Corollary 6, we can obtain the subtree numbers of wheel graph W n (n ≥ 3), as already shown in Table 1 . On the other hand, experimental observation shows that the subtree numbers of W n (n ≥ 3) increase very fast and this growth trend seems to fit the linear regression model after doing the logarithmic transformation. Through implementing the linear regression in the MATLAB software for data of the number of subtrees of W n from n = 3 to 602, the appropriate formula for the subtree number of W n can be stated as
As exp0.0126 ≈ 1, Equation (31) can be rewritten as
With Corollary 6, Equation (32) , and logarithmic transformation for each subtree number of W n and fitted value, we can obtain the subtree number trend of W n (n ≥ 3), as illustrated in Figure 5 where the original and fitted data are respectively marked in red and blue. We believe Equation (32) can be proved or disproved through traditional analytic combinatorial approaches, but we will not pursue the technical analysis here. Our work can also be easily applied to more general "partitions" of wheel graphs instead of just the K j 1,n s. To illustrate the observations, we introduce some simple notations. Given a positive integer n and partition π = (π 1 , π 2 , . . . , π k ) of n (with
. . , k. It seems that the subtree numbers of K π s coincide with some sort of ordering of the partitions π of n. In general, larger and fewer parts in π results in more subtrees in K π . More precise statements along this line requires further study.
Subtree Densities of K J
1,N and W n The subtree generating function can be used to provide more information than just the number of subtrees. For instance, using the subtree generating function, one can easily obtain the total number of vertices in all subtrees, from which we have the average subtree order in a given graph. The ratio of the average subtree order and the order of the original graph is called the subtree density of the graph. We present the formal subtree density definition as follows: Definition 2 ([20] ). Suppose G is a graph with n vertices, then µ(
n i is the average order of the subtrees of G, where n 1 , n 2 , . . . , n k are the orders of all of G's k non-empty subtrees, and the subtree density of G is defined as
It is essentially the probability that a vertex chosen at random from G will belong to a randomly chosen subtree of G. Some of the work related to subtree densities can be found in [20, 21, 39] .
With Theorem 1, Theorem 5, and substituting z = 1, we could obtain the vertex generating function of subtrees of K j 1,n and W n , respectively, i.e., F(K j 1,n ; y, 1) and F(W n ; y, 1)). The subtree density of K j 1,n and W n is simply
where n(G * ) denotes the vertex number of G * , and G * can be K j 1,n or W n . We will now apply this to find the subtree densities of K j 1,n and W n .
Clearly, the vertex number of K j 1,n and W n is n + 1, namely
With Theorem 1 and letting z = 1 in Equation (1), we obtain the vertex generating function of subtrees of K j 1,n (1 ≤ j ≤ n).
ry r F(K j−r 1,j−r ; f , 1; c 0 ) and F(K 0 1,0 ; f , 1; c 0 ) = y, F(K 1 1,1 ; f , 1; c 0 ) = y + y 2 . Similarly, letting z = 1 in Equation (18), we obtain the vertex generating function of subtrees of W n .
with F(W 3 ; f , 1) = 4y + 6y 2 + 12y 3 + 16y 4 , F(K (35), we can obtain the subtree densities of K j 1,n (1 ≤ j ≤ n) (plotted in Figure 6 ); related data can be found in Table 2 . Similarly, from Equations (33), (34) , and (36), we have subtree densities W n plotted in Figure 7 ; related data are listed in Table 3 .
From Table 2 and Figure 6 , it appears that K 1 1, 22 and K 12 1, 22 have the smallest and second-smallest subtree densities, respectively. K j 1,22 (12 ≤ j ≤ 22) grows linearly with the increase of j. Moreover, from Table 3 and Figure 7 , we see that W n (3 ≤ n ≤ 24) increases first in the interval [3, 8] and reaches the maximum value when n = 8, and then decreases gradually in the interval [9, 24] and approximates the limit value of 0.8135.
Similarly, as studied in paper [35] , we can also discuss the ratio of spanning trees to all subtrees and spanning tree densities of K j 1,n and W n . We skip the details here. Table 3 . Related data for wheel graph W n (n = 3, 4 . . . , 24). 
