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TRANSFORMATIONS OF HYPERGEOMETRIC MOTIVES
JEROMEWILLIAM HOFFMAN AND FANG-TING TU
ABSTRACT. We consider algebraic transformations of hypergeometric functions from a geometric point of
view. Hypergeometric functions are shown to arise from the deRham realization of a hypergeometric motive.
The ℓ-adic realization of the motive gives rise to hypergeometric characters sums over finite fields. This helps
to unify and explain some recent results about transformations of hypergeometric character sums.
1. INTRODUCTION.
The transformation theory of hypergeometric functions goes back at least to Gauss and Kummer. A
transformation of hypergeometric functions is an identity
2F1 [a b
c
; R(z)] = C(z) 2F1 [α β
γ
; S(z)]
for rational functions R(z), S(z) and an algebraic function C(z). Kummer discovered many such iden-
tities by difficult calculations. Later Riemann deduced some of Kummer’s identities by proving that the
hypergeometric differential equation is the unique second order analytic differential equation with three
regular singularities at z = 0,1,∞ and with prescribed local monodromy about these points. Following
Katz, we say that the hypergeometric differential equation is rigid.
More recently, character sums over finite fields have been introduced which are analogs of hyperge-
ometric functions, and many transformation identities have been discovered for them, analogous to the
formulas known for the complex-analytic hypergeometric functions. The point of this paper is to explain
that this is not an accident; both of these hypergeometric functions are manifestations (or realizations) of
a hypergeometric motive. The complex-analytic function reflects the Hodge-deRham realization, whereas
the finite-field hypergeometric function reflects the ℓ-adic étale realization. There are also p-adic crys-
talline realizations.
The theme of this paper is that the transformations of hypergeometric functions are really geometric in
origin-they are transformations of motives. Thus, one gets transformation formulas in all three realizations.
However, the assertion that all transformation identities of hypergeometrics are geometric in origin is really
an imprecise conjecture. In certain cases it follows readily from standard conjectures (Hodge, Tate) about
algebraic cycles. For GKZ systems, see [60]. Nonetheless, we prove a weaker form of a consequence
of this in theorem 7.1. This allows one to deduce from a complex-analytic transformation formula, a
corresponding identity for finite-field hypergeometrics, up to an unspecified Galois twist.
In stating that all transformations arise from geometry, it should be understood that these geometric
correspondences are very diverse. All 2F1 hypergeometric motives occur in the cohomology of the families
of curves
yN = xi(1 − x)j(1 − λx)k
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for nonnegative integers N, i, j, k. In principle, any transformation can be expressed as a correspondence
among various of these curves, but this is often unnatural. Hypergeometric motives occur in the coho-
mology of other families of algebraic varieties. Example: recently, Yifan Yang and the second author of
this paper have discovered some transformations of hypergeometric equations using the theory of Shimura
curves, [61]. The motives are then families of abelian varieties with quaternion multiplication. These will
be explored in more detail in a subsequent publication.
The word hypergeometric is used in a general sense in this paper. See section 3. We do not consider
confluent hypergeometrics. Finite field analogs of these are given e.g., by Kloosterman sums. Their ℓ-adic
sheaves have wild ramification. The Hodge-deRham story involves irregular Hodge theory, which has
undergone a rapid development recently, see [22], [25], [65]. In this paper, only tame ramification and
regular singularities are permitted.
A word on our use of the term motivic. Generally speaking, one expects to have a category of motivic
sheaves with the formalism of the 6 functors and realizations into various cohomology theories. We will
explain in section 16 the formalism we use. Also, the term hypergeometric motive has already appeared
and there is even a package inMagma for computing with these. Those hypergeometric motives are special
cases of the ones considered here.
An outline of this paper: In section 2 we recall the relations between regular singular differential equa-
tions and monodromy. Section 3 is a general discussion of sheaves attached to hypergeometric functions.
In section 4 this is specialized to the classical 2F1 function. Section 5 analyzes the cohomology of a family
of curves relevant to this paper. In section 6 we give the definition of hypergeometric motives used in this
paper. In 7 we prove a theorem that allows one to deduce a transformation formula for ℓ-adic sheaves,
knowing one for the correspondingD-module. Section 8 reviews the formalism on ℓ-adic sheaves in appli-
cation to character sums. Our main theorem 8.1 is proved there. Section 9 explains Katz’s theory of rigid
local systems. This is specialized to Appell-Lauricella systems in 10. In sections 11, 12, 13 examples are
given of transformation formulas related respectively to rigidity, arithmetic triangle groups, and elliptic
curves. In section 14 we discuss a transformation formula for an Appell-Lauricella system arising from
the Picard family of curves. Appendices 15, 16 explain the formalism of local systems: over C, ℓ-adic,
and motivic.
We would like to thank Donu Arapura and Joseph Ayoub for information regarding the theory of mo-
tives.
2. DIFFERENTIAL EQUATIONS AND MONODROMY
Riemann introduced the idea of monodromy into the study of analytic differential equations. Given a
representation of the fundamental group
ρ ∶ π1(P1(C) − {0,1,∞}, x) → GL2(C)
there is a unique second order rational differential equation with regular singular points z = 0,1,∞ with
the property that if f1(z), f2(z) is a basis of holomorphic solutions at x then analytic continuation around
a loop γ ∈ π1(P1(C) − {0,1,∞}, x) yields the linear transformation
(f1
f2
)→ ρ(γ)(f1
f2
) .
Since
π1(P1(C) − {0,1,∞}, x) = ⟨γ1, γ2, γ3 ∣ γ1γ2γ3 = 1⟩,
to give the monodromy representation is equivalent to giving two-by-two matrices ρ(γ1), ρ(γ2), ρ(γ3)
such that ρ(γ1)ρ(γ2), ρ(γ3) = 1. These are well-defined up to simultaneous conjugation by an element
TRANSFORMATIONS OF HYPERGEOMETRIC MOTIVES 3
of GL2(C). As Katz observes, Riemann proved a stronger result. Namely, it suffices to give the Jordan
canonical forms of ρ(γ1), ρ(γ2), ρ(γ3) to reconstruct the hypergeometric differential equation. Actually
Riemann only considered the case when these were semisimple, so equivalent to diagonal matrices, with
eigenvalues exp(2πiα) and exp(2πiα′); he called the α,α′ the exponents at the singular point. They
are well-defined up to permutation and adding Z. This stronger property, that a differential equation
is determined by the Jordan forms of the monodromies at the singular points, is what Katz ([47]) calls
rigidity.
If X is a nonsingular algebraic variety overC and
ρ ∶ π1(Xan, x)→ GLn(C)
is a representation, we get a local system V on the analytic spaceXan. By the Riemann-Hilbert correspon-
dence, this is the solution sheaf to a differential equation, unique up to isomorphism,
∇ ∶ V → Ω1X/C ⊗OX V
with regular singular points at infinity (see [19]). In [43] a proof is given of the regularity theorem: that
the differential equations for the periods of algebraic varieties have regular singular points.
3. HYPERGEOMETRIC SHEAVES
The word hypergeometricwill be understood in a generalized sense: they include the pFq, the Pochham-
mer equations, Appell-Lauricella equations. The most general form of these are the GKZ (Gelfand-
Kapranov-Zelevinski) systems, [30].
Generally speaking, a hypergeometric function is one that
1. has power-series expansions in special form: Γ-series;
2. satisfies a (regular) holonomic system of differential equations;
3. has Euler integral expressions;
4. is attached to a motivic sheaf.
Because of 4 above, we expect realizations of hypergeometric systems. Let the motivic sheaf H be
defined on X/S where X is a smooth S-scheme with S = OF [1/N], F = an algebraic number field, OF
its ring of integers, N ≥ 1 an integer. A typical case is
X = P1 − {a finite number of points} or X = PN − {a finite number of hyperplanes}.
We expect
Betti. A Betti realization: Hσ,Z on Xan, a local system of constructible Z-modules on the analytic space
Xan =Xanσ , attached to each embedding σ ∶ R →C.
HdR. A Hodge-deRham realization: HdR onX which is a locally free sheaf in the Zariski topology with
an integrable connection
∇ ∶ HdR →HdR ⊗OX Ω1X/S .
For each embedding σ ∶ R →C,
Hσ,C ∶= Hσ,Z ⊗Z C = Ker(∇anσ ),
the sheaf of analytic solutions to the algebraic differential equation ∇. There is a comparison
isomorphism
compσ ∶ Hσ,Z ⊗Z C ≅ Hanσ,dR ∶= HdR ⊗OX OXanσ .
Written in a local flat frame for Hσ,Z, the above isomorphism is given by a matrix whose entries
are analytic functions. These are the hypergeometric functions. They can be expressed as Euler
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integrals, and are periods of these motives. Typically this structure extends to a variation of Hodge
structures, or are projections of these onto character eigenspaces.
ℓ-adic. For each good prime ℓ, an ℓ-adic realization: this is a lisse Q¯ℓ-sheaf Hℓ onXet[1/ℓ] whose Frobe-
nius traces give a function
X[1/ℓ](Fqn) ∋ x ↦ Tr(Frobx ∣ Hℓ,x¯) ∈ Q¯ℓ.
These functions are finite-field analogs of hypergeometric functions. This theory was developed
principally by Katz; see his works [45], [46], [47], [48]. For the ℓ-adic version of GKZ see [27].
Crys. Finally there are p-adic crystalline realizations, and relations to p-adic Hodge theory. This is not
as developed as the previous three. Recently, a Frobenius structure has been established for GKZ
systems, see forthcoming works of Fu/Wan/Zhang, [28].
The above are related by a series of compatibilities, which will not be written. See [36].
Note that there are irregular differential equations of hypergeometric type, the confluent hypergeomet-
rics. The Hodge-deRham realizations then belong to irregular Hodge theory. They are related to character
sums involving additive as well as multiplicative characters of finite fields, and hence their ℓ-adic sheaves
have wild ramification at infinity. In this note we will simplify the discussion by only considering tamely
ramified sheaves, and only from the D-module and ℓ-adic point of view.
We will use the word transformation as follows. This is an identity
f∗M1 = g∗M2 ⊗K
whereM1 is a hypergeometric sheaf onX1,M2 is a hypergeometric sheaf on X2, and K is a sheaf onX ,
in a diagram
X
f g
X1
✛
X2
✲
4. THE CLASSICAL HYPERGEOMETRIC EQUATION
See [44, 6.0, 6.1, 6.8.0]. For any scheme T , we denote by λ the coordinate on A1T and by ST the open
set where λ(1 − λ) is invertible. Given any sections a, b, c, ∈ Γ(T,OT ) we denote by E(a, b, c) the freeOST -module of rank 2 with basis e0, e1, and integrable T -connection
∇( d
dλ
)(e0) =e1
∇( d
dλ
)(e1) = − (c − (a + b + 1)λ)
λ(1 − λ) e1 + abλ(1 − λ)e0.
Horizontal sections of the dual of E(a, b, c) over an open set U ⊂ ST can be identified with sections
f ∈ Γ(U,OU) which satisfy the differential equation
λ(1 − λ) ( d
dλ
)2 f + (c − (a + b + 1)λ) df
dλ
− abf = 0.
These hypergeometric equations are two-dimensional factors of the the cohomology of the family of curves
yN = xa(x − 1)b(x − λ)c. In effect, the Euler integral representation
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F (α,β;γ;λ) = Γ(γ)
Γ(β)Γ(β − γ) ∫
∞
1
xα−γ(x − 1)γ−β−1(x − λ)−αdx
shows that the solutions to the differential equation are given by periods of those curves.
Given integers N,a, b, c greater that zero. Let Y (N ;a, b, c)λ be the nonsingular projective model of the
affine curve in (x, y)-space defined by the equation yN = xa(x − 1)b(x − λ)c. This is a family of curves
depending on the parameter λ ≠ 0,1. We consider the family of curves
f ∶ Y (N ;a, b, c) → U ∶= P1 − {0,1,∞}.
We have the Gauss-Manin connection
∇ ∶H1DR(Y (N ;a, b, c)/U) → Ω1U/C ⊗OU H1DR(Y (N ;a, b, c)/U).
The following theorem gives the structure of this, at least in the generic fiber Spec(C(λ))↪ U . Let
X(N ;a, b, c) = Spec C(λ)[x, y,1/y]/(yN − xa(x − 1)b(x − λ)c).
This is an open affine subset where y is invertible. It is affine and smooth of relative dimension one over
C(λ). The map (x, y)→ y is a finite étale covering of
A
1
C(λ) − {0,1, λ} ∶= Spec C(λ)[x, (x(x − 1)(x − λ))−1].
For any root of unity ξ ∈ µN there is an automorphism of X(N ;a, b, c) given by (x, y) ↦ (x, ξy). This
gives the Galois group of the covering
π ∶ X(N ;a, b, c) → A1C(λ) − {0,1, λ}.
Note that the dx/ym defines an element in the character eigenspace ∶ H1DR(X(N ;a, b, c)/C(λ))χ(m) where
χ(t)(ξ) = ξ−t (the inverse of Katz’s convention).
Proposition 4.1. ([44, 6.8.6]) Suppose that N does not divide a, b, c, a + b + c. Then for any integer k ≥ 1
which is invertible moduloN the map
e0 ↦ the class of dx
yk
e1 ↦ ∇( d
dλ
)(the class of dx
yk
)
induces an isomorphism
E (kc
N
,
k(a + b + c)
N
− 1, k(a + c)
N
) ≅ H1DR(X(N ;a, b, c)/C(λ))χ(k) .
Note that this gives only the part of the cohomology belonging to primitive characters modulo N .
The local system R1f∗C on Uan underlies a polarized variation of Hodge structures of weight 1. The
H1DR(X(N ;a, b, c)/C(λ))χ(k) are the modules with connection that correspond to the rank 2 local system(R1f∗C)χ(k). Note that (R1f∗C)χ(k) does not correspond to a variation of Hodge structures unless the
character χ(k) is real. Nonetheless there are period mapping attached to this situation (see [21]).
To consider the ℓ-adic realization, let S = Spec(RN), where RN = Z[ζN ,1/N]. The eigenspaces(R1f∗Q¯ℓ)χ(k) then give the ℓ-adic realization, where f ∶ Y (N ;a, b, c) → U is as before but now as schemes
over S. The étale topology is understood here.
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5. COHOMOLOGY OF CYCLOELLIPTIC CURVES
5.1. A cycloelliptic curve is the projective nonsingular model of
yN = xi(1 − x)j(1 − λ1x)k1 ...(1 − λrx)kr .
A more symmetric numbering is to take
X
[N ;i]
λ
= X ∶ yN = r+1∏
j=0
(x − λj)ij , i = (i0, ..., ir+1).
At first, we examine this over C, with fixed values of the parameters λ1, ..., λr, and we use X to denote
the corresponding Riemann surface. The natural projection p ∶ X → P sending (x, y) ↦ x makes X into
a Galois µN -branched covering of P = P1x. We define the action as y ↦ ζNy, ζN = exp(2πi/N). The
branching occurs over a subset of
S = {λ0, ..., λr+1,∞} ⊃ S0 = {λ0, ..., λr+1}.
In our set-up, the branching will be over all of S. We let T = p−1(S) ⊂X , which is the subset of X where
y ≠ 0,∞. We letX○ =X −T , P ○ = P −S. These are affine smooth curves and the projection p○ ∶ X○ → P ○
is an étale µN -covering. We have a Cartesian square
X○
jÐÐÐ→ X
p○
×××Ö p×××Ö
P ○
j′ÐÐÐ→ P
The cohomology decomposes
H1(X,C) = ⊕
χ∶µN→C×
H1(X,C)χ
where the sum is over the characters χ and the superscript refers to the χ-eigenspace. One can replace the
coefficients C by a smaller field, e.g, KN =Q(µN). The sheaf sequence
0 ÐÐÐ→ j!CX○ ÐÐÐ→ CX ÐÐÐ→ CT ÐÐÐ→ 0
gives
... ÐÐÐ→ H ic(X○,C) ÐÐÐ→ H i(X,C) ÐÐÐ→ H i(T,C) ÐÐÐ→ ...
which shows that
H1c (X○,C) =H1(X,C)⊕C#T−1
where the first summand is pure of weight 1, and the second factor is pure of weight 0 (of Hodge type(0,0)). This decomposes into eigenpaces for χ ∈ µ̂N .
Projecting the above sheaf sequence by p we get
0 ÐÐÐ→ p∗j!CX○ ÐÐÐ→ p∗CX ÐÐÐ→ p∗CT ÐÐÐ→ 0
=
×××Ö =×××Ö =×××Ö
0 ÐÐÐ→ ⊕
χ∈µ̂N
j′!Lχ ÐÐÐ→ ⊕
χ∈µ̂N
L˜χ ÐÐÐ→ ⊕
χ∈µ̂N
(p∗CT )χ ÐÐÐ→ 0
For each character χ, Lχ is a rank 1 C-local system on P ○, L˜χ is a constructible sheaf of C-vector spaces
on P , and j′ ∶ P ○ → P is the inclusion. We have
(p∗CT )χ =⊕
s∈S
(p∗CT )χs .
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By Leray, we get
H1(X,C)χ = H1(P, L˜χ), H1c (X○,C)χ =H1c (P ○,Lχ).
By choosing a root of unity ζN = exp(2πi/N we can identify µ̂N = Z/N . Then the local system Lχ
belonging to the character χk(ζN) = ζkN is the subsheaf
Lχ =Cyk ⊂ OholP ○
where y is any branch of N
√
∏r+1j=0(x − λj)ij .
Theorem 5.1. Assume that for each j, ij ≢ 0 mod N and that i0 + ... + ir+1 ≢ 0 mod N . Then for each
primitive character χ ∈ µ̂Nprim,
H1c (P ○,Lχ) =H1c (X○,C)χ =H1(X,C)χ =H1(P, L˜χ).
The above space has dimension r + 1.
Proof. To show the first claim, it suffices to show that for all χ ∈ µ̂Nprim, and for each s ∈ S, we have(p∗CT )χs = 0.
To prove the second claim, the Euler characteristic
χc(P ○,Lχ) = 2 −#S = 2 − (r + 3) = −(r + 1),
since Lχ is a local system of rank 1. Under these hypotheses, we will see that each Lχ is a nontrivial local
system, and therefore H ic(P ○,Lχ) = 0 for i = 0,2. Note that H0c = 0 because P ○ is not compact; by duality
H2c (L) =H0(L∗), and the latter is zero because L is nontrivial. Thus dimH1c (P ○,Lχ) = r + 1.
For each divisor d of N , let µ̂d ⊂ µ̂N be the subset of those characters that factor µN → µd →C×, where
the first map is ζ ↦ ζN/d The primitive characters are those that do not factor for any divisor d < N . For
each s ∈ S we let ds = gcd(N, is) if s is a finite point, and for s =∞, d∞ = gcd(N, i0 + ... + ir+1). By our
hypothesis, each ds < N . We will show, that as µN representation
(p∗CT )s = IndNN/ds(1) = ∑
χ∈µ̂ds
χ.
That being so, no primitive character appears in any of these, so (p∗CT )χs = 0 for primitive characters.
In more detail: the equation for the curve can be written yN = ∏s∈S0 tiss , where ts = x − λs is a local
parameter at s ∈ S0. In the local ring at s this is yN = (unit)tiss , so to analyze the ramification above s ∈ S0,
we can consider the equation yN = tiss . For the ramification at∞, we use the parameter t∞ = 1/x, and the
local equation is yN = ti0+...+ir+1∞ .
Writing, for each s ∈ S0, N = Nsds, is = jsds; N = N∞d∞,∑s∈S0 is = j∞d∞, we see from the factoriza-
tion
yN − tiss = (yNs)ds − (tiss )ds = ∏
ω∈µds
(yNs − ωtjss )
that the fiber of p above s ∈ S consists of ds points, each totally ramified of degree Ns. This is because
gcd(js,Ns) = 1, and each local curve yNs − ωtjss = 0 is isomorphic to a disk, say by the map u ↦ (y, t) =(ujsω1/Ns, uNs). If t ∈ p−1(s) the fiber Ct is stabilized by the subgroup µN/ds , and since the action of µN
is transitive on p−1(s) we see that as a µN representation, (p∗CT )s is the induced module IndNN/ds(1), as
claimed.
Each Lχ is a nontrivial local system, if χ = χk is primitive. One can see this by considering the local
monodromy around any point s ∈ S. Analytic continuation of yk around s is given by the character(ζN)kis ≠ 1 if gcd(k,N) = 1, since is ≢ 0 mod N . 
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The above theorem is valid for any algebraically closed base-field k, where analytic cohomology is
replaced by étale cohomology, that is, for H1c (X○, Q¯ℓ)χ, provided that the characteristic of k is prime to
Nℓ. The proof is exactly the same (replace disks by the Henselian local rings). The only nontrivial point
to observe is that all the local systems are tame.
Here is a picture:
X ∶ y6 = x2(1 − x)2(1 − λx)3
0 1 1/λ ∞
X
P
p
5.2. Now we consider the dependence of the curves on the parameters λ = {λ0, ..., λr+1}. Let
D(λ) =∏
i<j
(λi − λj), h(x) = r+1∏
i=0
(x − λi).
Let
RN = Z[µN ,1/N], SN = RN[λ,D(λ)−1], TN = SN[x,h−1].
Let
U = Spec(SN) = Ar+1RN − {D(λ) = 0}, coordinates λ.
Let
P ○U = Spec(TN) = A1U − {h = 0}, coordinate x.
There is an evident RN -morphism u ∶ P ○U → U . Let
X○ = SpecTN [y, y−1]/(yN − r+1∏
j=0
(x − λj)ij).
The natural map p○ ∶ X○ → P ○U sending (x, y) → x is an étale µN -covering. The affine curve X○
is the open subset of the projective, nonsingular model X = X[N ;i] where y ≠ 0. The composite map
α ∶= u ○ p○ ∶ X○ → U sends the curve to its corresponding λ value. We omit reference to the ring of
constants RN when it is clear. Here is a picture (S = {0,1,1/λ,∞}):
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0 1 ∞ λ-line
0
1
1/λ
∞
x-line
P ○U
U
u
Let f(x) = fi(x) = ∏r+1j=0(x − λj)ij ∈ TN . This defines a morphism f ∶ P ○U → Gm, and we have a
Cartesian diagram (schemes over RN )
X○
gÐÐÐ→ Gm
p○
×××Ö N×××Ö
P ○U
fÐÐÐ→ Gm
We get
f∗N∗Q¯ℓ =⊕
χ
f∗K(χ)ℓ = p○∗g∗Q¯ℓ = p○∗Q¯ℓ,
where the sum is over all the characters χ ∶ µN → Q¯×ℓ , K(χ) is the Kummer sheaf, see appendix 16. The
lisse sheaf on U given by R1α! Q¯ℓ gives the cohomologies of the curves in each fiber, viz.,(R1α! Q¯ℓ)λ¯ = H1c (X ○¯λ, Q¯ℓ)
for each geometric point λ¯ on U . Since p○ is finite, we have
R1α! Q¯ℓ = R1u! p○∗Q¯ℓ =⊕
χ
R1u! f
∗K(χ)ℓ.
This justifies our taking R1u! f∗K(χ)ℓ as the ℓ-adic realization of a hypergeometric sheaf.
Definition 5.2. Let KN = Q(ζN) and χ ∶ µN → K×N be a primitive character. Assume that N does not
divide any ij or i0 + ... + ir+1. In the notations above, we define
P[i/N,χ] ∶= Ru! f∗i K(χ)
inDA(U,KN).
We ought to define this as R1u! f∗i K(χ), but this requires a t-structure on our motives, only conjec-
turally available. In our case, Riu! f∗i K(χ)ℓ for i ≠ 1, so this is harmless. One can also make use of other
theories of motives that do have t-structures, e.g., Nori motives.
Symbolically, we can write this as
Jac(X/U)χ,
where Jac(X/U)→ U is the abelian scheme of the relative Jacobians of the curves in the fibers. Note that
Jac(X/U)prim = ⊕
χ∈µ
prim
N
Jac(X/U)χ,
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is meaningful as an abelian scheme up to isogeny, but the individual summands only make sense as mo-
tives.
6. HYPERGEOMETRIC MOTIVES
For the main properties of the fundamental group, see [1]. Let F be a finite extension field of Q.
R = OF [1/N] the localization of the ring of integers of F for an integer N ≥ 1. Let S = Spec(R). We
let η = Spec(F ), the generic point of S, and η¯ = Spec(F¯ ) for an algebraic closure of F . Let U/S be an
irreducible separated scheme, smooth and of finite type over S, with geometrically connected fibers.
As a first approximation, by a motivic sheaf on U we mean the following:
H = (HB,HDR,Hℓ)
where
1. HB is a local system of finite-dimensionalQ-vector spaces on Uan.
2. HDR is a locally free OU -module with an integrable connection ∇ ∶ HDR → Ω1U ⊗OU HDR with
regular singular points at infinity (i.e., relative to a smooth compactification of U .)
3. For each prime number ℓ prime to the residual characteristics of U , Hℓ is a lisse Q¯ℓ-sheaf on Uet.
These are subject to a number of properties, of which we single out the comparison isomorphisms:
1. There is an isomorphism HB ⊗Q C ≅ Ker(∇an) where Ker(∇an) is the sheaf of solutions of the
analytic differential equation attached to ∇.
2. For each prime ℓ not dividingN , there is an isomorphism of fields ι ∶ Q¯ℓ ≅C and an isomorphism(Hℓ)an ≅ HB ⊗Q C
of C-local systems on Uan.
Comparison 2 has the following meaning: The lisse Q¯ℓ-sheaf Hℓ on U is equivalent to a representation
ρ ∶ π1(U, η¯)→ GL(V )
for a finite-dimensional Q¯ℓ-vector space V , where the left-hand side is the étale fundamental group. There
is a canonical map π(Uan, u) → π1(U, η¯) where the left-hand side is the usual fundamental group, and
where u ∈ U(C) is a base-point which lies over the base-point η¯. That is, if η¯ ∶ Spec(K) → U is the
base-point attached to an algebraically closed field, then u is the composite Spec(C)→ Spec(K)→ U for
an embeddingK ⊂C. By Riemann’s existence theorem, π1(U, η¯) is the profinite completion of π(Uan, u),
and in particular, the image is dense in the profinite topology of the target.
Via this isomorphism, we obtain
ρan ∶ π(Uan, u)→ GL(V ) ≅ GL(VC), VC ∶= V ⊗Q¯ℓ,ι C,
where the last isomorphism comes from ι. This defines the C-local system (Hℓ)an. Statement 2 is that
this is isomorphic to the C-local system HB ⊗Q C. This C-local system is equivalent by statement 1 to
the differential equation HDR.
In Section 16 we describe more precisely the triangulated categories of motivic sheaves.
7. COMPARISON THEOREM
The main result of this section is to show that a transformation identity among hypergeometric differ-
ential equations implies a similar one among finite field hypergeometric functions, up to twisting by a
Galois character. As before, let F be a finite extension field of Q. R = OF [1/N] the localization of the
ring of integers of F for an integer N ≥ 1. Let S = Spec(R). We let η = Spec(F ), the generic point of
S, and η¯ = Spec(F¯ ) for an algebraic closure of F . Let U/S be an irreducible separated scheme, smooth
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and of finite type over S, with geometrically connected fibers. We can choose a geometric generic point
ξ¯ ∶ Spec(F (U)) → U which lies over η¯, where F (U) is the function field of U . We let Uη and Uη¯ be the
schemes over SpecF and SpecF¯ obtained from U by base-change.
We consider two geometrically irreducible lisse Q¯ℓ- sheaves (for the étale topology) F , G on U . These
are equivalent to two ℓ-adic representations
ρF ∶ π1(U, ξ¯)Ð→ GL(V ), ρG ∶ π1(U, ξ¯)Ð→ GL(W )
for finite-dimensional Q¯ℓ-vector spaces V ,W . Geometrically irreducible means: the restrictions
ρF ∣ Uη¯, ρG ∣ Uη¯
of π1(Uη¯, ξ¯) are irreducible. Note that we have a surjective homomorphism
π1(Uη, ξ¯)→ π1(U, ξ¯)
and an exact sequence
0 ÐÐÐ→ π1(Uη¯, ξ¯) ÐÐÐ→ π1(Uη, ξ¯) ÐÐÐ→ Gal(F¯ /F ) ÐÐÐ→ 0.
Now let ϕ ∶ R → C be an embedding. We obtain a scheme Uϕ,C over C. This also defines an analytic
space Uanϕ ∶= Uϕ(C). Since ϕ will be fixed, we will drop it from the notation. There is a canonical map
π1(Uan, u)→ π1(UC, u)
(left-hand side: topological fundamental group; right-hand side, the étale fundamental group) which iden-
tifies the right-hand side with the profinite completion of left-hand side (Riemann’s existence theorem). In
particular, this map has dense image. Here we can take u to be the geometric u ∶ Spec(C)→ U
Spec(C)→ Spec(F (U)) = ξ¯ → U
where the first arrow is induced by some embedding ϕ¯ ∶ F (U) → C which extends ϕ. It is known that
there are isomorphisms π1(UC, u) = π1(Uη¯, u) = π1(Uη¯, ξ¯) induced by ϕ¯. The first holds because F has
characteristic 0; the second is a change in base-point. Choose an isomorphism ι ∶ Q¯ℓ ≅ C. The theorem
that follows will not depend on this artificial choice.
Composing all these, we get representations
ρan
F
∶ π1(Uan, u)→ π1(UC, u) = π1(Uη¯, ξ¯) ρFÐ→ GL(V ) ≅ GL(VC)
where VC = V ⊗Q¯ℓ,ι C. We get a similar story for ρanG . We let F and G be the C-local systems on Uan that
arise from these representations of the fundamental group. Also D(F) and D(G) the regular holonomicD-modules (=connections with regular singular points) corresponding to these by the Riemann-Hilbert
correspondence.
Theorem 7.1. Under these assumptions (and F , G geometrically irreducible), if the local systems F and
G on Uan are isomorphic (equivalently if the D-modules D(F) and D(G) are isomorphic), then there is a
continuous character χ ∶ Gal(F¯ /F )→ Q¯×ℓ , such that Gη ≅ Fη ⊗ χ.
Proof. There is a matrix M ∶ VC → WC that intertwines the representation of π1(Uan, u) given by F and
G. Then ι−1(M) ∶ V → W is a matrix that intertwines the representations of π1(Uan, u) in GL(V ) and
GL(W ). But π1(Uan, u) has dense image in π1(Uη¯, ξ¯) and the representations given by G and F on
V , W are continuous. Thus by continuity ι−1(M) will intertwine those representations. Therefore the
representations
ρF ∣ Uη¯, ρG ∣ Uη¯
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of π1(Uη¯, η¯) are isomorphic. From the exact sequence above, and the fact that these representations are
isomorphic we get, by the lemma below, a character χ ∶ Gal(F¯ /F )→ Q¯×ℓ and an isomorphism(ρG ∣ Uη) = (ρF ∣ Uη)⊗ χ
as representations of π1(Uη, ξ¯).

The following is well-known.
Lemma 7.2. Given an exact sequence of groups
0 ÐÐÐ→ H aÐÐÐ→ G bÐÐÐ→ G/H ÐÐÐ→ 0
and two finite-dimensional representations ρ ∶ G → GL(V ) and σ ∶ G → GL(W ) where V,W are vector
spaces over an algebraically closed field k. Suppose that ρ ∣ H and σ ∣H are irreducible and isomorphic.
Then there is a character χ ∶ G/H → GL1(k) = k×, such that σ = ρ⊗χ ∶= ρ⊗ (χ ○ b). If k is a topological
field and ρ,σ are continuous representations, then χ is a continuous character.
We can give a stronger version of this theorem if we assume in addition that U/S has a section, and that
U/S is the complement in Z/S of a divisor with normal crossingsD/S, where Z/S is proper and smooth.
We also assume that ℓ is invertible on U and S. Under those assumptions, then we have an exact sequence
([1, Ch. XIII, Prop. 4.3, and Examples 4.4])
0 ÐÐÐ→ πL1 (Uη¯, ξ¯) ÐÐÐ→ π′1(U, ξ¯) ÐÐÐ→ π1(S, η¯) ÐÐÐ→ 0.
Here L is a set of primes invertible on S. πL1 (Uη¯) is the pro-L- quotient of π1(Uη¯). If K is the kernel of
the canonical homomorphism π1(U, ξ¯) → π1(S, η¯) and N ⊂ K is the smallest normal subgroup such that
K/N is a pro-L-group, then N ⊂ π1(U, ξ¯) is a normal subgroup, and we denote π′1(U, ξ¯) = π′1(U, ξ¯)/N . If
we assume that the representations ρF and ρG factor through π′1(U, ξ¯) and are geometrically irreducible,
we can conclude that there exists a continuous character χ ∶ π1(S, η¯)→ Q¯×ℓ such that G ≅ F ⊗ χ on U .
8. CHARACTER SUMS AND ℓ-ADIC SHEAVES
8.1. Now let X0 be a scheme separated and of finite type over a finite field Fq, with X = X0 ⊗Fq F¯q . If
x ∈ ∣X ∣ is a closed point, then the residue field k(x) is a finite extension of Fq whose degree we denote
by deg(x), so k(x) has qdeg(x) elements. If ϕ ∈ Gal(F¯q/Fq), ϕ(x) = xq is the Frobenius substitution, the
induced action of ϕ on X(F¯q) coincides with the action of the Frobenius morphism F ∶ X → X on ∣X ∣:
this is the morphism that sends the point with coordinates x to the point with coordinates xq . The fixed
points of iterates of the Frobenius can be identified with Fqn-rational points,XF
n = X0(Fqn).
Let ℓ be a prime number with ℓ ∤ q. Given any constructible Q¯ℓ-sheaf F on X0, the fiber Fx¯ in a
geometric point x¯ over any x ∈ X is a finite dimensional Q¯ℓ-vector space with a continuous action of
Gal(k(x¯)/k(x)). If X0 is geometrically irreducible with generic point η, then to give a lisse F on X0 is
equivalent to give a continuous representation
ρ ∶ π1(X0, η¯)→ GL(Fη¯) ∼ GLn(Q¯ℓ).
If x is a closed point, there are automorphisms Frobx ∶= Frobqdeg(x) of the fibers Fx¯. LetK0 ∈Dbc(X0, Q¯ℓ)
and we define K ∶= K0 ⊗Fq F¯q ∈ Dbc(X, Q¯ℓ). Then we have automorphisms Frobx on the fibers of the
constructible Q¯ℓ-sheaves H
i(K0)x¯. By definition,
Tr(Frobx ∣K0) ∶=∑
i∈Z
(−1)iTr(Frobx ∣ H i(K0)x¯).
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We have the Grothendieck-Lefschetz fixed-point formula:
∑
x∈XF
Tr(Frobx ∣K0) =∑
i∈Z
(−1)iTr(F ∗q ∣ Hic(X,K)),
where F = Fq is the Frobenius endomorphism ofX .
For all n ≥ 1, we can consider the functions on X0(Fqn) given by
X0(Fqn) ∋ x ↦ tK,n(x) ∶= Tr(Frobx ∣K ⊗Fq Fqn).
These functions are well-defined on the Grothendieck group K0(X0, Q¯ℓ) of constructible Q¯ℓ-sheaves on
X0. This latter group is the free abelian group on the simple perverse sheaves on X0. It follows from the
Cˇebotarev density theorem that the trace functions determine the image ofK in that group in the sense that
ifK,L ∈Dbc(X0, Q¯ℓ) and for all n ≥ 1 the trace functions are equal, i.e., ∀x ∈ X0(Fqn), tK,n(x) = tL,n(x),
thenK and L give the same class inK0(X0, Q¯ℓ). In particularK = L ifK and L are simple perverse. For
all of this, see the first sections of [50].
8.2. As Deligne pointed out ([16, Ch. 6]), many character sums over finite fields can be interpreted as
functions
X0(Fq) ∋ x ↦ tK(x) = Tr(Frobx ∣K)
for suitableK. This is so for the various hypergeometric character sums considered by many authors (see
for instance [11], [23], [27], [29], [32], [46]).
Let ψ ∶ Fq → Q¯×ℓ be a nontrivial additive character. There is a lisse Q¯ℓ-sheaf of rank one Lψ on
Ga = A1 (Artin-Schreier sheaf), with the property that Tr(Frobx∣Lψ,x¯) = ψ(TrF
qd
/Fq(x)) if d = deg(x).
Let χ ∶ F×q → Q¯×ℓ be a multiplicative character. There is a lisse Q¯ℓ-sheaf of rank one Lχ onGm = A1 −{0}
(Kummer sheaf), with the property that Tr(Frobx∣Lχ,x¯) = χ(NF
qd
/Fq(x)) if d = deg(x). If f ∶ S → Ga
(resp., f ∶ S →Gm) is a morphism, then we define Lψ(f) = f∗Lψ on S (resp., Lχ(f) = f∗Lχ ).
For the sheaf Lψ ⊗ Lχ on Gm we have that Hic(Gm,Lψ ⊗ Lχ) is zero unless i = 1; when i = 1 it is
one-dimensional, and by the trace formula above, F ∗ on H1 is multiplication by the Gauss sum
−g(ψ;χ) = − ∑
x∈F×q
ψ(x)χ(x).
8.3. Now let α1, ..., αa and β1, ..., βb be two disjoint unordered lists of multiplicative characters of F×q ,
at least one of a, b nonzero. We allow some of the characters to be trivial, and we allow repetition in the
lists. Then Katz [46, Ch. 8] defines a geometrically irreducible Q¯ℓ-sheaf (a hypergeometric sheaf of type(a, b))
H(ψ;αi;βj) on Gm/Fq
with the property that if E/Fq is a finite extension field, and t ∈Gm(E) = E×,
Tr(Frobt∣H(ψ;αi;βj)t¯) = (−1)a+b−1 ∑
V (n,m,t)(E)
ψE(∑
i
xi −∑
j
yj)∏
i
αi,E(xi)∏
j
β¯j,E(yj)
= (−1)a+b−1 ∑
Λ∈Ê×
Λ¯(t)∏
i
g(ψE ,Λαi,E)∏
j
g(ψ¯E , Λ¯β¯i,E)
where in the last expression, the sum ranges over the multiplicative characters of E×; this is the Fourier
expansion of the first expression in terms of the characters of E×. ψE = ψ ○TrE/Fq , χE = χ ○NE/Fq , and
the first sum is over the E-rational points of the variety
V (n,m, t) ∶ a∏
i=1
xi = t b∏
j=1
yj.
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Without loss of generality, we can take a ≥ b. Then this sheaf is of rank a and is pure of weight a + b − 1.
It is lisse on Gm if a ≠ b; if a = b it is lisse on Gm − {1}, but tame at {0,1,∞}. The local monodromies
of these sheaves are determined explicitly in terms of the characters αi, βj and their multiplicities. When
a > b the sheaves H(ψ;αi;βj) have wild ramification at∞. The cohomology of these sheaves is given by
Hic(Gm ⊗Fq F¯q,H(ψ;αi;βj)) = 0, unless i = 1; when i = 1, the dimension is 1,
and
Tr(FrobE ∣ H1c(Gm ⊗Fq F¯q,LΛ ⊗H(ψ;αi;βj)) =∏
i
(−g(ψE ,Λαi,E))∏
j
(−g(ψ¯E , Λ¯β¯i,E)).
Also useful are the determinant formulas; see [46, Theorem 8.12.2]. These hypergeometric sheaves
are rigid in the sense to be recalled below. When the list of the βi is empty, we get the Kloosterman
sums/sheaves explored in detail in [45].
In [11] a variant of the above hypergeometric sum is introduced, where the summation is taken over the
subvarietyW (n,m, t) ⊂ V (n,m, t) where ∑i xi = ∑ yj . This has the advantage of removing the additive
character ψ and hence the wild ramification in the hypergeometric sheaf, hence giving objects that can be
defined over the integers, not just over finite fields.
When a = b it is shown in [48, Section 4] that there is a canonical twistHcan(αi;βj) = H(ψ;αi;βj)⊗Φ,
by a Q¯ℓ-valued character Φ of Gal(F¯q/Fq), which is independent of ψ. This is given by Φ = (1/A)deg
where
A =∏
i
g(ψ;αi)g(ψ¯, β¯i) =∏
i
g(ψ;αi)g(ψ, β¯i)βi(−1).
The character sum for Hcan(αi;βj) then involves a twist by a product of Jacobi sums:
J(Fq;µ, ν) = ∑
x∈F×q
µ(x)ν(1 − x)
(µ(0) = 0, if µ ≠ 1; µ(0) = 1, if µ = 1 ). When a = b, Hcan(αi;βj) globalizes to give an object over the
integers in a suitable cyclotomic number field, with the Jacobi sum globalizing to a Hecke character.
For the canonical twist, we have
Tr(FrobE ∣ H1c(Gm ⊗Fq F¯q,Hcan(αi;βj)) = −1.
8.4. When a = b = 2 these are the finite field analogs of the 2F1. This can be seen as follows: First, for
a = b = 1 and t ∈ F×q an easy calculation shows that
Tr(Frobt∣H(ψ;α;β)t¯) = −g(ψ;αβ¯)α(t)(β/α)(t − 1)
Using J(µ, ν)g(ψ;µν) = g(ψ;µ)g(ψ;ν) if µν ≠ 1, we see that the sum associated to the canonical twist
of this is
(1) Tr(Frobt∣Hcan(α;β)t¯) = 1−J(α,β/α)α(t)(β/α)(1 − t).
For a = b = 2,
Tr(Frobt∣H(ψ;α1, α2;β1, β2)t¯) = − ∑
x1x2
y1y2
=t
ψ(x1)ψ(x2)ψ¯(y1)ψ¯(y2)α1(x1)α2(x2)β¯1(y1)β¯2(y2)
which can be rewritten as
− ∑
(t1 ,t2),t1t2=t
⎛⎜⎝ ∑x1
y1
=t1
ψ(x1 − y1)α1(x1)β¯1(y1)⎞⎟⎠
⎛⎜⎝ ∑x2
y2
=t2
ψ(x2 − y2)α2(x2)β¯2(y2)⎞⎟⎠ .
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The inner sums are just cases of a = b = 1. This reduces to
C ∑
t1t2=t
α1(t1)(β1/α1)(t1 − 1)α2(t2)(β2/α2)(t2 − 1), C = −g(ψ;α1β¯1)g(ψ;α2β¯2).
Replacing t2 = t/t1, this simplifies to
Cα2(t)∑
t1
λ(t1)µ(t1 − 1)ν(t − t1), λ = α1β−12 , µ = β1α−11 , ν = β2α−12 ,
which is indeed a finite field analog of 2F1.
If χ ∶ µN → Q¯×ℓ is a primitive character, and λ = χa, µ = χb, ν = χc the above sum becomes essentially∑t1 χ(ta1(t1−1)b(t−t1)c). These sums occur when counting theFq-rational points on the smooth projective
model of the curve
yN = xa(x − 1)b(t − x)c.
Because
Hcan(α1, α2;β1, β2)[1] = Hcan(α1;β1)[1] ∗! Hcan(α2;β2)[1],
(convolution) a calculation similar to the above gives
Lemma 8.1.
Tr(Frobt∣Hcan(α1, α2;β1, β2)t¯) = Aα2(t)∑
t1
λ(t1)µ(1 − t1)ν(t − t1), λ = α1β−12 , µ = β1α−11 , ν = β2α−12 ,
where A = −(β2α¯2)(−1)[J(α1, β1α¯1)J(α2, β2α¯2)]−1.
Corollary 8.2.
Tr(Frob1∣Hcan(α1, α2;β1, β2)1¯) = −β2α¯2(−1)J(α1β¯2, β1β2α¯1α¯2)
J(α1, β1α¯1)J(α2, β2α¯2) .
The sheaf Hcan(α1, α2;β1, β2) is a rank 2 local system on U = Gm − {1} but the stalk at t = 1 has
rank 1. This is because the dimension of the invariants under inertia I(1) is one-dimensional. In fact, the
local monodromy at 1 is a pseudoreflection of determinant β1β2/α1α2, and every pseudoreflection has a
codimension one space of invariants.
It is sometimes convenient to think of the sheaves Hcan(αi;βj) as living on all of P1. They will always
be understood as j∗(Hcan(αi;βj) ∣ U)where j ∶Gm−{1}→ P1. It will be useful to calculate the Frobenius
traces at the other singular points, viz., 0,∞, when these stalks are nonzero.
We remark:
Proposition 8.3. If ψ is the canonical additive character character x↦ e2πi/p⋅tr(x) of Fq, we have
Tr(Frobt∣H(ψ;α1, α2;β1, β2)t¯) =α2β2(−1)α2(t) ⋅C ⋅ 2P1 [α2β2 α2β1
α2α1
; t]
=α2β2(−1)α2(t) ⋅C ⋅ J(Fq;α2β1, β1α1) 2F1 [α2β2 α2β1
α2α1
; t] ,
the finite field n+1Pn- and n+1Fn-functions in the monograph [29, Chapter 4]. Since α1, α2 and β1, β2 are
disjoint unordered lists of multiplicative characters, we can rewrite the character sum as
Tr(Frobt∣H(ψ;α1, α2;β1, β2)t¯) = α2β2(−1)α2(t) ⋅C ⋅ J(Fq;α2β1, β1α1) 2F1 [α2β1 α2β2
α2α1
; t] .
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More generally, for a = b = n, if ψ is the canonical additive character character x ↦ e2πi/p⋅tr(x) of Fq,
we have
Tr(Frobt∣H(ψ;α;β)t¯) = αnβn(−1)αn(t) ⋅C ⋅ n+1Pn [αnβn αnβ1 . . . αnβn−1
αnα1 . . . αnαn−1
; t] ,
the finite field n+1Pn-function in [29], where C = − n−1∏
i=1
g(ψ;αiβi).
8.5. In chapter [29, Chapter 5] it is shown how, given rational numbers ai, bj , λ ∈ Q, one can attach a
collection of hypergeometric functions over finite residue fields Fp (varying in p)
n+1Pn [ιp(a1) ιp(a2) ⋯ ιp(an+1)
ιp(b1) ⋯ ιp(bn) ; λ; q(p)] ,
where p runs through all unramified prime ideals of Q(ζN) with N being the least positive common
denominator of all ai and bj . The symbols ιp(a1) etc. represent characters of the finite field Fp with q(p)
elements. The Frobenius traces of the ℓ-adic realization of the hypergeometric motives can be expressed
in terms of these functions. This is done in [29, Theorem 1.1, Chapter 6.2].
We will generalize this result. Recall the notation from section 5.2 We let ∣U ∣be the set of closed points
of U (= maximal ideals of SN ). Let x ∈ ∣U ∣ be a closed point. This lies over a prime ideal p ⊂ RN . We let
Fq = RN/p, where q = Np ≡ 1modN . Then κ(x) = OU,x/mx = Fqd is a finite extension ofFq, d = deg(x).
To calculate the Frobenius trace at x it is convenient to base-extend all our schemes, originally over RN to
the finite field Fq = RN/p. Then each element λ of the set U(Fqd) is a vector (λ0, ..., λr+1) ∈ Fqd , and we
define h(x,λ) ∈ Fqd[x] by specializing h(x) in section 5.2 to these values of λ. The fiber
u−1(λ) = A1x − {h(x,λ) = 0}.
We define λ¯ as the geometric point λ¯ ∶ Spec(F¯q)→ Spec(Fqd) λÐ→ U . That is, we regard each of our finite
fields as contained in a fixed algebraic closure F¯q.
Choose a primitive character χ ∶ µN → Q¯×ℓ . For each finite field Fq such that q ≡ 1 modN we define the
character
χq ∶ F×q → Q¯×ℓ , t↦ χ(t(q−1)/N ),
which is meaningful since t(q−1)/N ∈ µN .
Theorem 8.1. Let KN = Q(ζN). Assume that N does not divide any ij or i0 + ... + ir+1. Then there is a
lisse Q¯ℓ-adic sheaf P[i/N,χ]ℓ on U[1/ℓ] corresponding to a representation
σℓ ∶ π1(U, ξ¯)→ GLr+1(Q¯ℓ)
whose Frobenius traces for λ ∈ U(Fqd) are given by
Tr(Frobλ ∣ P[i/N,χ]ℓ,λ¯) = −P[i/N,χ;λ; qdeg(λ)] = − ∑
x∈F
qd
h(x,λ)≠0
χqdeg(λ)(fi(x)).
Here ξ¯ = SpecKN(λ) is a geometric generic point. This sheaf is punctually pure of weight 1.
Proof. We calculate the Frobenius trace Frobλ in the geometric fiber at λ¯ in the ℓ-adic realization of the
motive
P[i/N,χ] ∶= Ru!f∗i K(χ).
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By the Grothendieck-Lefschetz formula, the trace Frobλ on Ru! f∗i K(χ)ℓ, i.e., the alternating sum
2
∑
i=0
(−1)iTr(Frobλ ∣ Riu! f∗i K(χ)ℓ,λ¯) = 2∑
i=0
(−1)iTr(Frobλ ∣H ic(u−1(λ¯), f∗i K(χ)ℓ)),
is the sum
∑
x∈u−1(λ)(F
qd
)
Tr(Frobx ∣ f∗i K(χ)ℓ,x¯).
The local traces are χqd(fi(x)), where d = deg(λ). On the other hand we have shown that have H ic = 0
for i ≠ 1, and that the dimension of H1c is r + 1. Therefore the local system R1u! f∗i K(χ)ℓ gives us a
representation σℓ ∶ π1(U, ξ¯)→ GLr+1(Q¯ℓ) and
−Tr(Frobλ ∣ R1u! f∗i K(χ)ℓ,λ¯) = ∑
x∈F
qd
h(x,λ)≠0
χqdeg(λ)(fi(x))
as claimed. That it is punctually pure of weight 1 follows from the fact that
H1c (u−1(λ¯), f∗i K(χ)ℓ) =H1c (X○λ¯, Q¯ℓ)χ = H1(Xλ¯, Q¯ℓ)χ
for any primitive character. On the right-hand side is the cohomology of a projective, nonsingular curve,
so this is pure of weight 1.

It is worth noting that the classes of Frobenius elements of the closed points in U are dense in π1(U, ξ¯).
Because the representation onH1 of the smooth projective curve preserves the symplectic cup-product up
to similitude, the representation preserves a Hermitian form up to similitude. For instance, when N = 3,
r = 2, i0 = ... = i3 = 1, we get the Picard family of curves. The monodromy of this family is in the group
SU(2,1). See section 14.
9. RIGID LOCAL SYSTEMS
9.1. We give a brief survey of the main results of [47]. We consider local systems F on an open subset
U = A1 − S = P1 − (S ∪∞) where S is a finite set of points. This is studied in two contexts:
1. The D-module setting. Then F = V is a local system of C-vector spaces on U an which is the
solution sheaf to a (integrable) algebraic differential equation
∇ ∶ V → Ω1U/C ⊗OX V
with regular singular points at S. This is equivalent to the monodromy representation (n =#S)
ρ ∶ π1(U an, x) ≃ ⟨γ1, ..., γn, γ∞ ∣ γ1..., γnγ∞ = 1⟩→ GL(Vx) ∼ GLn(C).
2. The ℓ-adic setting. Then F is a lisse Q¯ℓ-sheaf on U . Here the ground field k is algebraically
closed. The sheaf F is equivalent to a continuous representation
ρ ∶ π1(U,x)→ GL(Fx) ∼ GLn(Q¯ℓ)
where the π1 refers to the profinite fundamental group in a geometric point x.
Let X be a projective smooth connected curve over k and x ∈ X is a point. By a disk at x we mean either
a subset D(x) ⊂ X containing x and homeomorphic to a disk in the complex plane (in case 1 above), or
the strict henselization D(x) = Spec(OhX,x) of the local ring at x (case 2). In both cases, we let D∗(x)
be the punctured disk, i.e., D(x) − {x}. Given a local system F on X − S where S = {s1, ..., sm} is a
finite set of points, we get by restriction local systems F(s) on D∗(s), s ∈ S. We regard these F(s) up
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to isomorphism. In case 1, the datum F(s) is equivalent to a representation of π1(D∗(s)) ∼ Z, hence to a
matrix Ts, well-defined up to conjugacy. In case 2 we obtain a representation of the inertia group
ρ(s) ∶ I(s)→ GLn(Q¯ℓ)
well defined up to conjugation. Especially important are those representations that factor through the tame
inertia I(s)→ I(s)tame = Ẑ(1)not p = lim
←ÐN
µN(k(s)).
Definition 9.1. We say that a local system F on U = X − S is rigid if given any other local system G on
U = X − S such that for all s ∈ S there are isomorphisms F(s) ≃ G(s) on D∗(s), F is isomorphic to G as
local systems on U .
We only consider this notion in the case of genus zero, i.e.,X = P1. In the analytic case this has the con-
crete interpretation as follows. The local system F is equivalent to giving complex matrices M1, ...,Mm
such that M1...Mm = 1, and similarly G is equivalent to giving complex matrices N1, ...,Nm such that
N1...Nm = 1. That they are locally isomorphic at each s means that there are invertible matrices Ai such
that Ni = AiMiA−1i for i = 1, ...,m. Rigidity means that there is a single invertible matrix B such that
Ni = BMiB−1 for i = 1, ...,m.
9.2. A related notion of cohomological rigidity is introduced. Let j ∶ U → A1 be the inclusion of a
nonempty open subset (schemes over k = k¯). Let h ∶ A1 → P1 be the inclusion. Let F be an irreducible
lisse Q¯ℓ-sheaf on U . Then K = j∗F[1], as an element of Dbc(A1, Q¯ℓ), is an irreducible perverse and
nonpunctual sheaf. For such a sheaf we have the index of rigidity
rig(F) ∶= χ(P1, h∗j∗End(F)).
We say that such a sheaf is cohomologically rigid if rig(F) = 2.
Theorem 9.2. [47, Thm. 5.0.2]. Let F be a cohomologically rigid local system on an open set U as above.
If G is another lisse Q¯ℓ-sheaf on U which is locally isomorphic to F at all points s of P1 −U in the sense
that the representations of inertia I(s) given by F(s) and G(s) are isomorphic, we have an isomorphism
of lisse Q¯ℓ-sheaves on U , F ≅ G.
Note that this theorem requires an algebraically closed ground field k. If one starts from F = F0 ⊗k k¯,
and G = G0⊗k k¯ for lisse F0,G0 defined over a nonalgebraically closed field k, then the rigidity conclusion
is that G0 ≅ F0 ⊗Φ for a Q¯ℓ-valued character Φ of Gal(k¯/k) (assuming F and G are irreducible).
Define the category Tℓ as the full subcategory of constructible Q¯ℓ-sheaves F on A1, such that
1. F is middle extension: there exists a dense open set j ∶ U → A1 such that j∗F is lisse and
irreducible and j∗j∗F ≅ F .
2. F is tame: j∗F is tamely ramified at each point of P1 −U .
3. F has at least two finite singularities: there are at least two distinct points of A1 where F fails to
be lisse.
One of the main results of [47] is a classification of objects of Tℓ which are are
1. lisse on A1 − {α1, ..., αn} (n ≥ 2; α1, ..., αn fixed geometric points).
2. cohomologically rigid, and
3. all eigenvalues of all local monodromies are N th roots of unity. Here N is an integer invertible in
k.
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9.3. The main results are Theorems 5.2.1, 5.5.4, and 8.4.1 of [47]. First it is shown that every such object
is obtained, starting from objects of (generic) rank one in Tℓ, by repeated iteration of two constructions
1. F ↦MTL(F) (middle tensor product), where L is a rank one object in Tℓ.
2. F ↦MCχ(F) (middle convolution), where χ ∶ πtame1 (Gm/k) → µN(Q¯ℓ) is a nontrivial character,
with corresponding Kummer sheaf Lχ.
The effect of these operations on the local monodromies is determined in 3.3.6 and 3.3.7 of loc. cit. The
rank one objects are tensor products of translated Kummer sheaves
⊗
i
Lχi(x−αi).
In Theorem 8.4.1 these rigid local systems are given a motivic interpretation. The motives are eigenspaces
of the cohomology of certain hypersurfaces. Define
RN,ℓ ∶= Z[ζN ,1/Nℓ]
and
SN,n,ℓ ∶= RN,ℓ[T1, ..., Tn][1/∆], ∆ =∏
i≠j
(Ti − Tj).
One fixes an embedding RN,ℓ → Q¯ℓ (equivalently, a primitive N th root of unity in Q¯ℓ). For each r ≥ 0
define
A(n, r + 1)RN,ℓ = Spec(RN,ℓ[T1, ..., Tn,X1, ...,Xr+1][1/∆n,r])
where
∆n,r =∏
i≠j
(Ti − Tj)∏
a,j
(Xa − Tj)∏
k
(Xk+1 −Xk)
(i, j ∈ {1, ..., n}, a ∈ {1, ..., r + 1}, k ∈ {1, ..., r}). When r = 0 the last factor is the empty product,
interpreted as 1. In Gm ×A(n, r + 1)RN,ℓ consider the hypersurface Hyp(e, f) with equation
Y N = (∏
a,i
(Xa − Ti)e(a,i))( r∏
k=1
(Xk+1 −Xk)f(k))
where the integers e(a, i) are arbitrary, and none of the integers f(k) is divisible by N . Let
π ∶ Hyp(e, f) → (A1 − {T1, ..., Tn})SN,n,ℓ
be the map (Y,T1, ..., Tn,X1, ...,Xr+1)↦ (T1, ..., Tn,Xr+1).
In other words, we regard Xr+1 as the coordinate on the target A1, and we think of Hyp(e, f) as a family
of hypersurfaces in (Y,X1, ...,Xr)-space parametrized by (T1, ..., Tn,Xr+1). In this setup, the parameter
Xr+1 = λ is distinguished; we get local systems on the λ-line minus the points with coordinates λ = T1, ...,
λ = Tn.
Fix one faithful character χ ∶ µN(RN,ℓ) → Q¯×ℓ . These roots of unity act on Hyp(e, f) in the obvious
way: Y ↦ ζY . Katz proves that the sheaves Riπ!Q¯ℓ on (A1 − {T1, ..., Tn})SN,n,ℓ are lisse and tame. The
eigenspace (Riπ!Q¯ℓ)χ is nonvanishing only when i = r, and mixed in integral weights in the interval [0, r].
The weight r quotient of that sheaf, denoted H=r, if nonzero, when restricted to every geometric fiber of(A1 − {T1, ..., Tn})SN,n,ℓ over SN,n,ℓ is geometrically irreducible and cohomologically rigid, all of whose
local monodromies have eigenvalues that are N th roots of unity.
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He shows also that every such rigid local system arises this way. Also he notes that because these rigid
local systems belong to universal families on the open subset VN,ℓ of affine space of dimension n + 1,
Spec(RN,ℓ[T1, ..., Tn+1]), where
∆ =∏
i≠j
(Ti − Tj) ≠ 0,
the representation of π1(A1 − {α1, ..., αn}, x¯) afforded by any rigid local system in Tℓ extends to a repre-
sentation of π1(VN,ℓ, x¯). Geometrically, this fundamental group is Artin’s braid group on n + 1 letters.
10. APPELL-LAURICELLA SYSTEMS
10.1. This is the case r = 1 of the above constructions. We get a family of curves in the (X1, Y )-plane
Y N =∏
i
(X1 − Ti)e(1,i)∏
i
(X2 − Ti)e(2,i)(X2 −X1)f(1).
The factor∏i(X2 −Ti)e(2,i) comes from the base, i.e., Spec(SN,n,ℓ) and its effect onHr=1 is a twist by the
Kummer sheaf
⊗
i
Lχ2,i(X2−Ti).
This can be omitted, and so we are considering the family of curves in the (X1, Y )-plane (λ =X2)
Y N = n∏
i=1
(X1 − Ti)ei(λ −X1)f .
We let (T1 = α1, ..., Tn = αn) take on fixed values in an algebraically closed field, and we get a one-
parameter family of curves Cλ. The stalk of Hr=1 at a geometric point λ is then
(H1c (Cλ, Q¯ℓ)χ)r=1 =H1(C˜λ, Q¯ℓ)χ.
where C˜λ is the projective nonsingular model of Cλ. We can calculate this as follows. Consider the
projection ρ ∶ C˜λ → P1 where the target has affine coordinate X1. This is a Galois µN -covering over
U = P1 − {α1, ..., αn, λ,∞}. ρ∗Q¯ℓ is a constructible sheaf on P1, lisse of rank N on U . We have a
decomposition into eigenspaces (χ is a primitive character of µN )
ρ∗Q¯ℓ = N⊕
j=0
ρ∗Q¯
χj
ℓ .
Then ρ∗Q¯
χ0
ℓ = Q¯ℓ, and for any φ ≠ 1, over the open set U , we get the Kummer sheaf
ρ∗Q¯
φ
ℓ ∣ U = Lφ(∏ni=1(X1−αi)ei(λ−X1)f ) ∣ U.
The behavior at the ramification points {α1, ..., αn, λ,∞} depends on the nature of the integers e1, ..., en, f
moduloN . The simplest choice is to assume that each ei, f and e1 + ... + en + f are relatively prime to N .
Then
ρ∗Q¯
φ
ℓ = j∗Lφ(∏ni=1(X1−αi)ei(λ−X1)f )
where j ∶ U → P1 is the inclusion.
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10.2. Curves with equations Y N = ∏ni=1(X1 − αi)ei(λ −X1)f are sometimes called cycloelliptic. It is
more natural to think of them as depending simultaneously on the parameters {α1, ..., αn, λ}. As such, they
define local systems on the space of parameters {α1, ..., αn, λ} minus the hyperplanes where two of these
coordinates agree. Deligne and Mostow [17] made an extensive study of the corresponding monodromy
groups. Also, the structure of the D-modules for these families is worked out by Holzapfel in part 2 of the
book [35] (see also [34]). To our knowledge, the ℓ-adic (or p-adic) story of these is only partially available.
Lei Fu studies ℓ-adic analogs of GKZ hypergeometric systems in [27]. Katz’s theory is for local systems
in one variable, i.e., on the line. This explains the singling out of the distinguished parameter λ.
11. EXAMPLES: RIGIDITY
11.1. Recall that the group of automorphisms of P1 that permute the set 0,1,∞ has order 6 and is
generated by inv(x) = 1/x and g(x) = 1 − x.
Lemma 11.1. If a = b,
inv∗Hcan(αi;βj) = Hcan(β¯j ; α¯i).
Proof. We have
Hcan(αi;βj)[1] = Hcan(α1;β1)[1] ∗! ... ∗! Hcan(αa;βa)[1].
Since inv is an automorphism of the algebraic groupGm, it commutes with this convolution, so it suffices
to prove the lemma when a = 1. The equality clearly holds over U =Gm −{1} geometrically (i.e., over an
algebraically closed field) since both sides have the same monodromy at 0,1,∞. By rigidity, we get
inv∗Hcan(α1β1) = Hcan(β¯1; α¯1)⊗Cdeg
for a constant C ∈ Q¯ℓ. We see that C = 1 by comparing the trace of Frobenius of both sides and using the
elementary identity J(µ, ν) = ν(−1)J(µ¯ν¯, ν) (see equation (1) in section (8.4)). Since the equality holds
over U it holds over all P1 by applying j∗ for j ∶ U → P1.

The situation for g(x) = 1 − x is more complicated. This is not an automorphism of the groupGm, and
it does not commute with convolution.
Lemma 11.2. Let g(x) = 1 − x. Then over the open set U =Gm − {1} there is an isomorphism
g∗Hcan(α1, α2;β1, β2)⊗Lα¯2(x−1) ≅ Hcan(β1β2α¯1α¯2,1;β1α¯2, β2α¯2)⊗Cdeg
for an explicitly computable C ∈ Q¯ℓ.
Proof. This argument assumes semisimple monodromy. Both sides have monodromy
(β1β2α¯1α¯2 0
0 1
) , (1 0
0 α1α¯2
) , (β¯1α2 0
0 β¯2α2
)
at 0,1,∞ respectively. By rigidity, we have an isomorphism as above, with the constant C to be computed.
This is done by evaluating the trace of Frobenius of both sides at 1/2. By lemma (8.1) the traces of
Frobenius at 1/2 for g∗Hcan(α1, α2;β1, β2)⊗Lα¯2(x−1) andHcan(β1β2α¯1α¯2,1;β1α¯2, β2α¯2) are respectively
Aα2(1/2)α¯2(−1/2)∑
t1
λ(t1)µ(1 − t1)ν(1/2 − t1), λ = α1β−12 , µ = β1α−11 , ν = β2α−12
B∑
u1
µ(u1)λ(1 − u1)ν(1/2 − u1)
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where A,B are computed constants involving Jacobi sums (lemma (8.1)). Replacing t1 ↦ −t1 in the first
formula gives
Aα1(−1)∑
t1
λ(t1)µ(t1 + 1)ν(−1/2 − t1),
then replacing t1 ↦ u1 − 1 gives C = Aβ2(−1)/B times the second sum. 
If α2 ≠ 1, we cannot assert an isomorphism over all of Gm. The right-hand side has a one-dimensional
stalk at 1 whereas Lα¯2(x−1) has a zero-dimensional stalk there. The map g exchanges the singular points
0,1, but we cannot use it to compute the Frobenius action on Hcan(α1, α2;β1, β2)0 from the action of
Frobenius on Hcan(β1β2α¯1α¯2,1;β1α¯1, β2α¯2)1. Recall that we view these sheaves as living on P1, extend-
ing via j∗ where j ∶ U → P1. However, it will work if α2 = 1.
Corollary 11.3. There is an isomorphism on all of P1:
g∗Hcan(α1,1;β1, β2) ≅ Hcan(β1β2α¯1,1;β1, β2)⊗Cdeg
for an explicitly computable C ∈ Q¯ℓ.
Proof. The map g is an automorphism of U and it extends to an automorphism of P1. Over U we have
proved the isomorphism, so we can apply j∗ to the equation. Note that this argument would fail if we had
the additional factor Lα¯2(x−1) because j∗ does not commute with tensor product in general (⊗Cdeg is not a
problem).

11.2. Here is an example of a quadratic transformation. Let ε be the Legendre character of F×q (q is odd;
ε2 = 1, ε ≠ 1). We let β1, β2 be characters of F×q such that none of β21 , β22 , β1β2ε is 1.
Proposition 11.4. Let H ∶= Hcan(ε,1;β1, β2), and K ∶= Hcan(β1β2ε,1;β21 , β22). Then we have an equality
of trace functions tH(x2) = CtK((x + 1)/2) for an explicitly computable C ∈ Q¯ℓ.
Proof. The sheaf H ∶= Hcan(ε,1;β1, β2) has monodromy
(ε 0
0 1
) , (1 0
0 β1β2ε
) , (β−11 0
0 β−12
)
respectively at 0,1,∞. Let [2] ∶Gm →Gm be the map t↦ t2. Then [2]∗H is lisse onGm except possibly
at 0,−1,1,∞, where the monodromies are respectively
(ε 0
0 1
)2 , (1 0
0 β1β2ε
) , (1 0
0 β1β2ε
) , (β−11 0
0 β−12
)2 .
Since ε2 = 1, the first one is the identity matrix, and thus [2]∗H is lisse at 0. Let h ∶Gm →Gm be the map
h(t) = (t+1)/2. Then h∗K has monodromy at −1,1,∞ given by the last three matrices above. By rigidity,
we have a geometric isomorphism h∗K ≅ [2]∗H, and since these are irreducible, they are isomorphic up to
a twist h∗K ≅ [2]∗H⊗Φ, for a character Φ of Gal(F¯q/Fq) whose value on a Frobenius generator is a unit
C in Q¯ℓ. We can compute this number in several ways. One way is to observe that [2](1) = 12 = h(1).
Since [2] induces an isomorphism from the henselization of the local ring at 1 to the henselization of the
local ring at 1, the Frobenius actions on the stalks H1 and ([2]∗H)1 coincide. On the other hand h is an
isomorphism, so the Frobenius actions on K1 and (h∗K)1 coincide. Therefore, C will be the ratio of the
traces of Frobenius on H1 and K1. In general (see corollary 8.2), for F = Hcan(α1, α2;β1, β2)
tF(1) = Tr(Frob1∣F1¯) = −β2α¯2(−1)J(α1β¯2, β1β2α¯1α¯2)
J(α1, β1α¯1)J(α2, β2α¯2) .
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We get an equality of hypergeometric character sums tH(x2) = CtK((x + 1)/2), where C = tH(1)/tK(1).

This identity is the analog of one of Kummer’s quadratic transformations. In the language of Riemann’s
P -function, this is
P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1
0 a 0 x2
1
2
b 1
2
− a − b
⎤⎥⎥⎥⎥⎥⎦
= P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1
0 2a 0 (x + 1)/2
1
2
− a − b 2b 1
2
− a − b
⎤⎥⎥⎥⎥⎥⎦
.
Note that this is less precise than the corresponding formula given by Kummer. The above is an equal-
ity of 2-dimensional spaces of multivalued holomorphic functions which are the solution spaces for the
corresponding hypergeometric differential equations.
In terms of finite field hypergeometric functions in [29], we have the following result. For a given odd
prime p, let A, B be any characters of F×p with A2, B2, εAB, εAB, εAB ≠ 1. For any z ∈ Fp with z2 ≠ 1,
0, we have
B(4) 2P1 [A B
ε
; z2] = g(εB)g(εA)
g(ε)g(εAB) 2P1 [
A2 B2
εAB
;
z + 1
2
] .
Equivalently,
2F1 [A B
ε
; z2] = J(εA, εB)
J(ε, εAB) 2F1 [
A2 B2
εAB
;
z + 1
2
] .
To derive these identities, we also use the formula
g(χ2)g(ε) = χ(4)g(χ)g(εχ),
for any character χ.
11.3. The general pattern of these identities is in the shape tH(R(x)) = CtK(R(x)) for two (rigid) local
systems H,K and rational functions R(x), S(x). Here C ∈ Q¯ℓ, but in fact, the constant C is an algebraic
number. The dependence of C on the various parameters appearing in H,K is an interesting problem. In
the previous example, the expression for C = C(q; ε, β1, β2) in terms of Jacobi sums shows that, in an
appropriate sense,
1. For a fixed prime p, C(pe; ε, β1, β2) is a p-adic analytic function of the β1, β2. This follows from
the Gross-Koblitz formula for Gauss sums, [33].
2. For fixed β1, β2, C(q; ε, β1, β2) defines a Hecke character (an automorphic form for GL1) of a
cyclotomic field, [63], [64].
12. EXAMPLES: ARITHMETIC TRIANGLE GROUPS
The basic idea here is based on the following observation: Let X1 ∶= Γ1/H∗, X2 ∶= Γ2/H∗ be the
Riemann surfaces obtained as quotients of the suitably compactified complex upper half plane by triangle
groups Γ1, Γ2, respectively. Further assuming Γ1 ⊂ Γ2, we obtain a covering of corresponding Riemann
surfaces X1 → X2. There is a hypergeometric DE attached to a triangle group: the DE belonging to the
Schwarz uniformization. The Schwarzian differential equations pull back under coverings. This is slightly
complicated by the fact that the Schwarzian DE is a third order equation for the ratio y1/y2 of a second
order DE which is only well-defined up to a twist. This means that extra factors can occur in the formulae
for the second order equations.
We say a triangle group Γ ⊂ SL2(R) is arithmetic if it arises from a quaternion algebra over a totally
real number field. These have been classified by Takeuchi, see [59]. A vast generalization appears in the
work of Deligne and Mostow in [17].
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Here we give some examples arising from arithmetic triangle groups.
Example 12.1 (A cubic formula from the groups (2,4,8) and (2,3,8).). We have the cubic transformation
between the hypergeometric functions:
2F1 [ 148 17481
2
;
x(x − 9)2
(x + 3)3 ] = (1 +
x
3
)1/16 2F1 [ 116 3161
2
; x] .
In the language of Riemann’s P -function, this is
( 3
x + 3)
1/16
P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1
0 1
48
0
x(x−9)2
(x+3)3
1
2
17
48
1
8
⎤⎥⎥⎥⎥⎥⎦
= P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1
0 1
16
0 x
1
2
3
16
1
4
⎤⎥⎥⎥⎥⎥⎦
.
Set t = x(x−9)2(x+3)3 . Then the values of x for t = 0, 1,∞, are as follows:
t 0 1 ∞
x 0,9,9 1,1,∞ −3,−3,−3
In terms of Katz’s hypergeometric sheaves and finite field hypergeometric functions, we have the fol-
lowing results. For a given prime p ≡ 1 mod 48, let η be any primitive character of F×p of order 48. Then
we have
tH (x(x − 9)2(x + 3)3 ) = tK(x),
where H ∶= Hcan(ε,1;η, η17), and K ∶= Kcan(ε,1;η, η9) ⊗ (Kcan(1;η3) ⊗ Lη3,1−x/3). Let f(z) = z(z −
9)2/(z + 3)3. For any z ∈ Fp with f(z) ≠ 0, 1, and∞, we have
2F1 [η η17
ε
; f(z)] = η3 (1 + z/3) 2F1 [η3 η9
ε
; z] .
The sheaf H has monodromies
(ε 0
0 1
) , (1 0
0 η6
) , (η 0
0 η17
)
at t = 0, 1 and∞, respectively. Let g(x) = x(x − 9)2/(x + 3)3 . Then g∗H has monodromies as follows:
x 0 9 1 ∞ −3
(ε 0
0 1
) (ε 0
0 1
)2 (1 0
0 η6
)2 (1 0
0 η6
) (η 0
0 η17
)3
Therefore, g∗H ⊗ (Hcan(1;η3) ⊗Lη3,x/(x+3)) and Kcan(ε,1;η, η9) have the monodromies
(ε 0
0 1
) , (1 0
0 η12
) , (η3 0
0 η9
)
at 0, 1, and ∞, respectively. This give us the identity between the traces of Frobenius and thus the finite
hypergeometric functions.
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Example 12.2. [31, Entry (116)] Goursat showed the following cubic transformation of hypergeometric
functions
2F1 [a a + 13
2a + 5
6
; 27
x(1 − x)2(1 + 3x)3 ] = (1 + 3x)3a 2F1 [
3a 3a + 1
2
2a + 5
6
; x] .
When a = 2n−1
24n
for a positive integer n, the function f(x) gives the covering map from the curve associ-
ated to the arithmetic triangle group (2,6n,12n) to the curve associated to the arithmetic triangle group(2,3,12n).
In the language of Riemann’s P -function, this is
( 1
1 + 3x)
3a
P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1
0 a 0 27
x(1−x)2
(1+3x)3
1
6
− 2a a + 1
3
1
2
⎤⎥⎥⎥⎥⎥⎦
= P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1
0 3a 0 x
1
6
− 2a 3a + 1
2
1
3
− 4a
⎤⎥⎥⎥⎥⎥⎦
.
Set f(x) = 27x(1−x)2(1+3x)3 . Then the values of x for f(x) = 0, 1,∞, are as follows:
f(x) 0 1 ∞
x 0,1,1 1/9,1/9,∞ −1/3,−1/3,−1/3
In terms of hypergeometric sheaves and finite field hypergeometric functions, we have the following
results. For a given prime p ≡ 1 mod 6, let η be any primitive character of F×p of order 6, and α be any
character with α6 ≠ 1. Then we have
tH (f(x)) = tK(x),
where H ∶= Hcan(α2η,1;α,αη2), and K ∶= Kcan(α2η,1;α3, α3ε) ⊗ (Kcan(1;α3) ⊗ Lα3,1−3x). For any
z ∈ Fp with f(z) ≠ 0, 1, and∞, we have
2F1 [α3 εα3
α2η
; z] = α(1 + 3z) 2F1 [α εαη2
α2η
; f(z)] .
Example 12.3. [62, Equation (28)] Similarly, we have the finite field version of the following degree-10
algebraic transformation:
(1 − 57x − 1029x2 + 50421x3)1/28 2F1 [ 584 , 19425
7
; 27x]
= 2F1 [ 184 , 29846
7
;
−27x2(1 − 27x)(3 − 49x)7
4(1 − 57x − 1029x2 + 50421x3)3 ]
For a given prime p ≡ 1 mod 84, let η be any primitive character of F×p of order 84. Let
f(z) = 1 − 57z − 1029z2 + 50421z3, g(z) = −z2(1 − 27z)(3 − 49z)7.
For any z ∈ Fp with f(z)/g(z) ≠ 0, 1, and∞, we have
2F1 [η10 η38
η60
; 27z] = η3 (f(z)) 2F1 [η η29
η72
;
27
4
g(z)
f(z)3 ] .
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13. EXAMPLES: ELLIPTIC CURVES
(See [57], [58]). We consider the differential equations satisfied by the periods of families of elliptic
curves. Let
y2 = 4x3 − g2x − g3
be the Weierstrass family of elliptic curves. ∆ = g32 − 27g23 the discriminant. WhenD ≠ 0 this is an elliptic
curve. One has the differentials of the first and second kind
ω = dx√
4x3 − g2x − g3 =
dx
y
, η = xdx√
4x3 − g2x − g3 =
xdx
y
.
These generate the deRham cohomology of the curve. Recall
Proposition 13.1. ([15, Proposition 2.5]) Above S = Spec(Z[2−1,3−1] there is a moduli scheme for pairs(E,ω) consisting of a curve of genus 1 together with an invariant invertible differential one form. This
scheme is
M¯ = Spec(Z[2−1,3−1][g2, g3]
with universal curve (in nonhomogeneous coordinates) y2 = 4x3 − g2x − g3 with invariant differential
ω = dx/y.
In Deligne’s formulaire, singular curves are permitted. Precisely, a curve of genus 1 over a base T is a
proper and flat morphism of finite presentation p ∶ E → T together with a section e contained in the open
subset of smoothness of p whose geometric fibers are reduced irreducible curves of arithmetic genus 1.
The fibers are of three types:
1. An elliptic curve, i.e. proper, smooth connected of genus 1;
2. a projective line in which two distinct points have been identified (cubic in P2 with an ordinary
double point);
3. a projective line in which two infinitely near points have been identified (cubic in P2 with a cusp).
We letM ⊂ M¯ be the open set where ∆ ≠ 0, and f ∶ E →M be the universal Weierstrass elliptic curve. f
is a smooth morphism. We get the deRham cohomology sheaves onM ,
H iDR(E/M) ∶=Rif∗Ω●E/M .
There is a filtration
0 ÐÐÐ→ f∗Ω
1
E/M ÐÐÐ→ H
1
DR(E/M) ÐÐÐ→ R1f∗OE ÐÐÐ→ 0.
Locally on M , H iDR(E/M) is spanned as an OM -module by ω, η, with the submodule f∗Ω1E/M spanned
by ω. There is an integrable Gauss-Manin connection
∇ ∶ H1DR(E/M)→ Ω1M/S ⊗OM H1DR(E/M).
which has regular singularities at infinity. Note that M¯ −M is not a divisor with normal crossings, but we
can compactifyM in such a way that the divisor at infinity is a normal crossings divisor. The corresponding
morphism of analytic spaces is denoted fan ∶ Ean →Man. We have
H1DR(Ean/Man) = R1fan∗ C⊗C OMan, R1fan∗ C = Ker(∇an).
When clear in context, we omit the superscript an for a morphism of analytic spaces.
We can describe this Gauss-Manin connection explicitly as follows. Let U be an analytic set homeo-
morphic with a unit disk in the complex u-plane. We consider a family f ∶ E → U of elliptic curves in
Weierstrass form with holomorphic functions g2(u), g3(u)with∆(u) = g2(u)3−27g3(u)2 ≠ 0 at all points
u ∈ U . This family can be regarded as the base-change the universalEan →Man by a morphismU →Man.
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At any given point u0 ∈ U ,H1(Eu0 ,C) = (R1f∗C)u0 , and the elements can be represented by differentials
of the first and second kind modulo exact differentials. Thus we can represent the generators of this two-
dimensional vector space by differential forms ω = dx/y, η = xdx/y. The Gauss-Manin connection gives
a lifting of the derivation ∂/∂u to an endomorphisms of the sheaf H1DR(E/U). Concretely we extend the
action of differentiation by u to a derivation Du of the ring O(U)[x, y]/⟨y2 − 4x3 + g2(u)x + g3(u)⟩ by
settingDu(x) = 0. In this way we get a differential equation
d
du
[h1
h2
] = 1
24∆
[−2∆′ 18δ−3g2δ 2∆′] [h1h2] , ∆′ =
d∆
du
, δ = 3g3dg2
du
− 2g2dg3
du
.
Since E/U is topologically trivial, we can choose a 1-cycle 0 ≠ γ ∈ H1(Eu0 ,Z) which gives a section
γ(u) of the sheaf H1(E,Z) ∼ Z2 on U . Then the periods h1(u) = ∫γ(u) ω, h2(u) = ∫γ(u) η give a basis of
local holomorphic solutions to the above differential equation.
Example. Elliptic curves with j-invariant = j. Recall that if j ≠ 0,1, the most general solution to the
equation g32/∆ = j in any field k of characteristic ≠ 2,3 is of the form g2 = tξ2, g3 = tξ3, t = 27j(j − 1)−1,
ξ ∈ k×. (see [38, Lemma 1]). We can apply this to k = Q(j), with g2 = g2 = t we get a family of
elliptic curves over P1j −{0,1,∞} with j-invariant = j. We can call this a universal elliptic curve, although
strictly speaking it does not represent the obvious functor (for this we need the modular stack or orbifold
quotient SL2(Z)//H). Nonetheless we will consider this family E → P1j − {0,1,∞} as a scheme over
A = Z[2−1,3−1][j, (j(j − 1))−1]. That is
E = Proj (A[x, y, z]/⟨y2z − 4x3 + txz2 + tz3⟩) , t = 27j(j − 1)−1.
See [56]. Consider the hypergeometric differential equation
d2ω
dx2
+ 1
x
dω
dx
+ (31/144)x − (1/36)
x2(x − 1)2 ω = 0
In terms of Riemann’s P-function, this is
P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1−1/6 0 1/4 x
1/6 0 3/4
⎤⎥⎥⎥⎥⎥⎦
= x−1/6(x − 1)1/4P
⎡⎢⎢⎢⎢⎢⎣
0 ∞ 1
0 1/12 0 x
1/3 1/12 1/2
⎤⎥⎥⎥⎥⎥⎦
.
As was known classically, this is the differential equation for the periods in this family of elliptic curves.
Moreover, the monodromy matrices around the singular points x =∞,0,1 are respectively
(1 1
0 1
) , ( 1 1−1 0) , (0 −11 0 ) .
These generate SL2(Z). In fact, if y1(x), y2(x) are two linearly independent (multivalued) holomorphic
solutions to the differential equation, the ratio y1(x)/y2(x) is the Schwarzian function for this situation,
i.e., it is essentially the inverse of the j-function, j ∶ H → C. A classical reference: [26]. See Stiller’s
papers for a modern exposition.
Example. Modular families. For a congruence subgroup Γ ⊂ SL2(Z) we have a modular curve XΓ
whose analytic space is Γ/H. When Γ has no nontrivial elements of finite order, there is a universal elliptic
curve EΓ → XΓ. If Γ1 ⊂ Γ2 are two such subgroups, there is a morphism u ∶XΓ1 → XΓ2 , and a map
ϕ ∶ u∗EΓ2 → EΓ1
of elliptic curves overXΓ1 . This is an isogeny, and therefore it induces an isomorphism of the D-modules
and the ℓ-adic representations (since we ignore torsion). Thus we obtain transformations of the corre-
sponding motivic sheaves. If Γ has elliptic points, the situation is more complicated. We d
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universal families. For instance, consider Γ(2) ⊂ Γ(1) = SL2(Z). The covering of modular curves is
X(2) = P1λ →X(1) = P1j given by
j = 27λ2(λ − 1)2
4(λ2 − λ + 1)3 .
Pulling back the elliptic curve with j-invariant j by this map does not give the universal Legendre curve
y2 = x(1 − x)(1 − λx). The corresponding transformation of hypergeometric equations has a Kummer
twist:
2F1 [ 112 512
1
;
27λ2(λ − 1)2
4(λ2 − λ + 1)3] = (1 − λ + λ2)1/4 2F1 [
1
2
1
2
1
; λ] .
Example. The AGM transform. See [14]. Gauss discovered the following transformation of elliptic
integrals during his investigations of the arithmetic geometric mean (AGM). Let
F (k) ∶= ∫ 1
0
dx√(1 − x2)(1 − k2x2) =
π
2
2F1 [12 12
1
; k2]
then
F ( 2
√
k
1 + k) = (1 + k)F (k).
Let Jm be the family of curves y2 = (1 − x2)(1 −m2x2), and define
m = 2
√
k
1 + k , x = (1 + k)z1 + kz2 , y = 1 − kz
2
(1 + kz2)2w ∶= Cw,
then the above equation becomes
C2(w2 = (1 − z2)(1 − k2z2)).
Moreover,
dx
y
= (1 + k)dz
w
.
This can be understood as follows (see [18]). Let
M4 = SpecZ[i,1/2, σ, (σ(σ4 − 1))−1].
This is the moduli scheme for Γ(4) ⊂ SL2(Z).
The universal elliptic curve for this is
Eσ ∶ y2 = x(x − 1)(x − λ), λ = (σ + σ−1)2/4.
This curve is isomorphic with the Jacobi quartic
Cσ ∶ y2 = (1 − σ2x2)(1 − x2/σ2).
via the change of variables
X = σ2 + 1
2σ2
⋅ x − σ
x − 1/σ , Y = σ
4 − 1
4σ3
⋅ y(x − 1/σ)2
(see [55]).
A rescaling x ↦ σx gives the equivalent curve y2 = (1 − σ4x2)(1 − x2), which shows that we can view
this curve as the pull-back via the projection
M4 →M2,4 ∶= SpecZ[1/2, k, (k(k2 − 1))−1], σ ↦ σ2 = k
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of the quartic Jk ∶ w2 = (1 − z2)(1 − k2z2) onM2,4. M2,4 is the moduli scheme for the group
Γ2,4 = {(a bc d) ∈ SL2(Z) ∣ a ≡ d ≡ 1 mod 4, c ≡ 0 mod 4, b ≡ 0 mod 2.}
Clearly Γ(4) ⊂ Γ2,4 ⊂ Γ(2)0. Here Γ(2)0 is the subgroup of Γ(2) defined by a ≡ d ≡ 1 mod 4. Then
Γ(2)0 ≅ Γ(2)/±1. The quotient Γ(2)0/H is the λ-line. We have Γ(2)0/Γ(4) ≅ Z/2×Z/2, and Γ2,4/Γ(4) ≅
Z/2. The map Γ(4)/H→ Γ(2)0/H is defined by
λ = (σ + σ−1)2/4.
Then k(τ) is a Hauptmodul for Γ2,4. The transformation for the AGM is defined by the map k(τ) ↦ k(2τ).
More precisely, it is the correspondance defined by the algebraic relation relating k(τ), k(2τ), viz.,
k(τ) = 2
√
k(2τ)
1 + k(2τ) .
Define two function p(σ) = σ2, q(σ) = 2σ/(1 + σ2) both mappingM4 →M2,4. Then
X = (1 + σ2)x
1 + σ2x2 , Y = (1 − σ
2x2)y(1 + σ2x2)2
defines an isogeny p∗Jk ≅ Eσ → q∗Jk.
M4
p q
M2,4
✛
M2,4
✲
Example. The Borwein’s cubic transform.
(2) 2F1 [13 23
1
; 1 − x3] = 3
1 + 2x 2F1 [
1
3
2
3
1
; ( 1 − x
1 + 2x)
3] ,
proved by Borwein and Borwein [12], [13] as a cubic analogue of Gauss’ quadratic AGM. Just as Gauss’s
formula relates τ with 2τ , Borweins’ formula relates τ with 3τ .
A finite-field analog of this was proved in [29]:
Theorem 13.2. For p ≡ 1 (mod 3) prime, and let ω be a primitive cube root of unity and let η3 be a
primitive cubic character in F̂×p . If λ ∈ Fp satisfies 1 + 2λ ≠ 0, then
2F1 [η3 η23
ε
; 1 − λ3] = 2F1 [η3 η23
ε
; ( 1 − λ
1 + 2λ)
3] .
This has the geometric meaning as follows. Let M03 be the coarse moduli space for Γ0(3). This group
is an arithmetic triangle group with two cusps and one elliptic point of order 3. The elliptic point means
that there is no universal elliptic curve for Γ0(3), but the family of curves
C ∶ y2 + xy + (1/27)ty = x3
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is a curve with a rational 3 -torsion point, namely (0,0), which has the correct j-invariant. Here t is a
Hauptmodul for Γ0(3). LetM3 be the moduli space for Γ3, the principal congruence subgroup of level 3.
The projectionM3 →M03 is z ↦ z
3 in suitable coordinates. Let
p(z) = 1 − z3, q(z) = ( 1 − z
1 + 2z)
3
Then, there is an isogeny q∗C ≡ p∗C. In fact, dividing the left-hand side by the subgroup generated by(0,0) gives the right-hand side. The map
z(τ) ↦ 1 − z
1 + 2z (3τ)
is induced by the Atkin-Lehner involutionW3.
M3
p q
M03
✛
M03
✲
This transformation can be deduced from another transformation of a 2-variable hypergeometric, as will
be explained in the next section.
14. THE PICARD FAMILY OF CURVES
We finish with one example of a two-variable Appell-Lauricella equation. The treatment here is only a
sketch, with full details to appear elsewhere. Unexplained notation is taken from the quoted papers.
The family of quartic curves
y3 = x(1 − x)(1 − λx)(1 − µx)
depending on parameters λ,µ with λ ≠ 0,1, µ ≠ 0,1, λ ≠ µ is a family of genus 3 curves whose Jacobian
varieties have endomorphism rings containing Z[ω], where ω = exp(2πi/3). These were first studied by
Picard, see [52], [53], [35], [34], [54]. The space
C2 − {λ = 0, λ = 1, µ = 0, µ = 1, λ = µ} = Γ/B2
is the set of C-points of the Shimura variety of PEL type representing principally polarized abelian 3-
folds with an embedding of Z[ω] into the endomorphism algebra. Here B2 ⊂C2 is the open unit ball, and
Γ ⊂ SU(2,1;Z[ω]) is the congruence subgroup of the points of unitary group with signature (2,1) with
coordinates in the Eisenstein integers which satisfy
γ ≡ 1 mod (1 − ω).
The Jacobians of the Picard family form the universal family of abelian varieties over this space.
The periods of integrals in this family satisfy an Appell-Lauricella differential equation ([3], [5], [4]).
Remarkably, this was shown by Picard, who also computed the monodromy, in effect discovering the
Picard-Lefschetz formula. He observed that the monodromy preserved a Hermitian form of signature(2,1).
In [49], Koike and Shiga studied Appell’s F1-hypergeometric function in two variables to establish a
new three-term arithmetic geometric mean result (AGM), related to Picard modular forms.
Let x, y ∈ C, and let ω be a primitive cubic root of unity. Then
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Theorem 14.1.
(3) F1 [1
3
;
1
3
,
1
3
; 1 ∣ 1 − x3, 1 − y3]
= 3
1 + x + y F1 [13; 13 , 13; 1 ∣ (1 + ωx + ω
2y
1 + x + y )
3
, (1 + ω2x + ωy
1 + x + y )
3 ] .
The following is a finite-field analog of the formula of Koike and Shiga, proved in [24].
Theorem 14.2. Let p ≡ 1 (mod 3) be prime, let ω be a primitive cubic root of unity, and let η3 be a
primitive cubic character in F̂×p . If λ,µ ∈ Fp satisfy 1 + λ + µ ≠ 0, then
F
(2)
D [η3; η3 η3ε ; 1 − λ3,1 − µ3] = F(2)D [η3; η3 η3ε ; (1 + ωλ + ω
2µ
1 + λ + µ )
3
,(1 + ω2λ + ωµ
1 + λ + µ )
3 ] .
The key observation in [24] is that a truncation of the Appell-Lauricella series gives the Hasse invariant
of the Picard curve. The equality of the finite field analog reduces to comparing the number of rational
points of the two transforms of the Picard curves.
The main result of [49] can be formulated as follows: There is a diagram
Mθ
p q
M√
−3
✛
M√
−3
✲
whereM√
−3 is a compactification of the PEL Shimura variety attached to the group
Γ(√−3) = {γ ∈ SU(2,1;Z[ω]) ∣ γ ≡ 1 mod π ∶= (1 − ω).}
An open subsetM○√
−3
of the C-points of this is the quotient Γ(√−3)/B2. In factM√−3 = P2 with coordi-
nates ξ0, ξ1, ξ2. We have ξµ = θµ(u, v)3 for certain explicit theta functions depending on (u, v) ∈ B2. The
rational map P2 → P2 given by (λ0, λ1, λ2) → (λ30 = ξ0, λ31 = ξ1, λ32 = ξ2) corresponds to a congruence
subgroup
Γ(θ) ⊂ Γ(√−3)
of index 9. That is, there is a compactification of Γ(θ)/B2 which is P2 with coordinates (λ0, λ1, λ2). This
is denotedMθ in the diagram above.
The Jacobians of the Picard curve
C(ξ) ∶ y3 = x(x − ξ0)(x − ξ1)(x − ξ2)
form the universal abelian variety A(ξ) over an open set M○√
−3
⊂ M√
−3. We can write this family asA(u, v) to emphasize its dependence on (u, v) ∈ B2.
One of the main results of [49] is
Theorem 14.3. There is an isogeny of degree 27, a ∶ q∗A → p∗A covering the map (u, v) ↦ (√−3u,3v)
of B2.
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In affine coordinates x = ξ1/ξ0, y = ξ2/ξ0 and w = λ1/λ0, z = λ2/λ0 the maps are given by(x, y) = p(w,z) = (1 −w3,1 − z3)
(x, y) = q(w,z) = ((1 + ωw + ω2z
1 +w + z )
3
,(1 + ω2w + ωz
1 +w + z )
3)
This is their isogeny formula, which is deduced from transformation properties of theta functions. Since
the Appell-Lauricella differential equation is the DE for the periods of the Picard family, this isogeny
formula essentially proves 14.1. One should observe that the entire picture above should be valid as
schemes over Z[ω,1/3] and for that reason, taking ℓ-adic coefficients, one obtains theorem 14.2. For this
one needs the theory of compactified PEL Shimura varieties over integer rings. Also note that this gives
a transformation formula for the corresponding p-adic Appell-Lauricella, via the machinery of crystalline
cohomology. This will be discussed on another occasion.
15. APPENDIX: LOCAL SYSTEMS
15.1. C-local systems and differential equations. If X is a nonsingular algebraic variety overC we let
Xan = X(C) be the set of complex points with the classical topology. For simplicity, assume that Xan is
connected.
Recall the following dictionary: The following categories are equivalent:
D1. Local systems of finite-dimensionalC-vector spaces V onXan.
D2. Representations ρ ∶ π1(Xan, x)→ GLn(V ) on finite-dimensionalC-vector spaces V .
D3. Holomorphic integrable connections
∇ ∶ Van → Ω1Xan/C ⊗OanX Van
where Van is a locally free OanX sheaf of finite rank.
D4. Integrable algebraic connections
∇ ∶ V → Ω1X/C ⊗OX V
where V is a locally free OX sheaf of finite rank, and which have regular singular points “at
infinity”.
Some comments:
1. The morphisms in each of these categories are the obvious ones.
2. The integrability condition is that the composed map (curvature)
V → Ω1X/C ⊗OX V → Ω1X/C ⊗OX Ω1X/C ⊗OX V → Ω2X/C ⊗OX V
is 0. We then get both algebraic and holomorphic deRham complexes
Ω∗X/C ⊗OX V.
In the analytic case, this deRham complex is a resolution of the sheaf V, by the holomorphic
Poincaré lemma.
3. We call these connections differential equations. D3 is essentially due to Frobenius. D4 is called
the Riemann-Hilbert correspondence.
4. Regular singular points means this: Let X ⊂ X¯ be a compactification such that X¯ −X = D is a
divisor with normal crossings (exists by Hironaka’s theorem). Then there is a locally free sheaf V¯
on X¯ extending V and a connection
∇¯ ∶ V¯ → Ω1X/C(logD)⊗OX V¯
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extending ∇. When dimX = 1 this is equivalent to Fuchs’ growth conditions at singular points of
the differential equations.
5. In the language of DX-modules, connection with regular singular points = regular holonomicDX -
module which is coherent (hence locally free) as an OX-module.
The functors go like this:
1⇒ 2: V ↦ Vx which is a π1(Xan, x)-module.
1⇒ 3: V ↦ V = V⊗C OXan with connection ∇ = 1⊗ d.
4⇒ 3: V ↦ V ⊗OX OXan = Van, with the obvious connection. A proof of the regularity theorem can be
found in [19] and [43].
15.2. ℓ-adic local systems. A reference: [20]. Fix a prime number ℓ. In this section: scheme = a sepa-
rated noetherian scheme on which ℓ is invertible. We are interested in constructible Q¯ℓ-sheaves on X , in
particular, those that are lisse. In this section: the étale topology is understood.
An ℓ-adic representation of a profinite group π on a Q¯ℓ-vector space V is a homomorphism
σ ∶ π → GL(V )
such that there is a finite subextension E/Qℓ and an E-structure VE on V such that σ factorizes in a
continuous homomorphism π → GL(VE).
Recall that a geometric point x¯ of a schemeX is a morphism of the spectrum of an algebraically closed
field denoted k(x¯). It is localized in x ∈X if its image is x.
If X is connected and pointed by a geometric point x¯, the functor
F ↦ the π1(X, x¯) − module Fx¯
is an equivalence of categories between the categories of
1. lisse Q¯ℓ-sheaves onX;
2. ℓ-adic representations of π1(X, x¯).
Here π1(X, x¯) is Grothendieck’s fundamental group. Especially if X = Spec(k) is a field, the category of
lisse Q¯ℓ-sheaves onX is equivalent to the category of ℓ-adic representations of Gal(k¯/k).
16. APPENDIX: MOTIVIC SHEAVES
For an introduction to the theory of motives, see André’s book [2]. Fix a field k. The idea is to construct
a rigid ⊗-category of mixed motivesMM(k)F with coefficients in F , a field of characteristic 0, together
with realization functors into various cohomology theories (Betti, deRham, ℓ-adic étale, p-adic crystalline).
The pure objects should constitute a semisimple subcategoryM(k)F which is Grothendieck’s category of
motives for numerical equivalence. For a smooth projective variety X , an idempotent e ∈ Corr(X)F , the
correspondence ring of X , and an integer i, we have an element eh(X)(i) ∈ M(k)F . We think h(X) of
this as representing the cohomology of X , and the integer i represents a Tate twist. The idempotent could
be for instance a Künneth projector onto a factor hj(X). In any realization, this becomes (e.g., for étale
cohomology) eHet(X ⊗k k¯,Qℓ)(i),
What is usually constructed is a triangulated ⊗-categoryDM(k). The realization functors then map to
various derived categories (e.g., of Qℓ −Gal(k¯)-vector spaces). One hopes for a t-structure on DM(k)
whose heart is MM(k)F , and such that DM(k) = Db(MM(k)F ). The situation today is that there are
various constructions of DM(k) (Voevodsky, Hanamura, Levine) but the existence of a t-structure is a
conjecture.
One extends this construction to motivic sheaves. Given a scheme S, there is a ⊗-triangulated category
DA(S) of motivic sheaves on S. For instance, given a morphism f ∶ X → S, one wishes for objects
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f∗QX(0) ∈ DA(S), where QX(0) ∈ DA(X) is the unit element. Then the cohomological realizations
(e.g., for ℓ-adic cohomology) should be Rf∗Q¯X,ℓ ∈ Db(S, Q¯ℓ). When S = Spec(k), we have DA(S) =
DM(k).
There are at least two formalisms of motivic sheaves available, one closely related to Voevodsky’s
triangluated category of mixed motives, one related to Nori’s motives, see Arapura’s paper [6]. See also
the papers of Huber, [36]. [37]. We will follow the exposition in Ayoub’s papers, to which we refer
the reader for further information. This whole theory is built upon Voevodsky’s theory of triangulated
categories of mixed motives, see [51].
16.1. Let X be a noetherian scheme. There is a tensor triangulated category DA(X) whose objects
will be called relative motives over the scheme X . We briefly recall its construction. Let Sm/X be the
category of smooth X-schemes of finite type, endowed with the étale topology. We let Shv(Sm/X) be
the category of étale sheaves of Q-vector spaces on Sm/X . Given a smooth X-scheme Y → X , we let
Qet(Y ) =Qet(Y → X) be the étale sheaf associated to the presheaf defined by
Q(Y )(−) ∶=Q(HomSm/X(−, Y )).
The categoryDA(X) is defined in two steps:
1. The category of effective motives DAeff(X) is defined as the Verdier quotient of the derived
category D(Shv(Sm/X)) by the smallest triangulated category closed under infinite sums and
containing all complexes [Qet(A1Y ) → Qet(Y )]. The object Qet(Y ), viewed as an element of
DAeff(X), is denotedMeff(Y). It is called the effective homological motive associated to Y →X .
We denoteMeff(idX ∶ X → X) by 1X . It is the unit for tensor product inDAeff(X).
2. DA(X) is obtained from DAeff(X) by formally inverting the operation TX ⊗ −, where TX is the
Tate object. This is defined as
TX = ker ([Qet(A1X − o(X)→X)→ Qet(idX ∶ X → X)) ,
where o(X) is the zero section of A1X . Note that the Tate motive is defined as QX(1) ∶= TX[−1].
The tensor product on DA(X) makes it a closed monoidal symmetric category with unit object
1X .
It can be shown that, forX = Spec(k) the spectrum of a perfect field, we have an equivalence of categories
DA(k) ≃DM(k), where DM(k) is Voevodsky’s category of mixed motives with rational coefficients.
There is a variant of the above where the sheaves of Q-vector spaces are replaced by Λ-modules, nota-
tion: DA(X,Λ). The important case for us is when Q ⊂ Λ. The unit object is also denoted ΛX(0), and
the Tate objects ΛX(n).
In [7, 8], it is shown that one has the full machinery of Grothendieck’s six operations on the triangulated
categoriesDA(X). Tensor product and Hom, ⊗X and HomX ;
inverse and direct image: f∗, f∗, for f ∶ X → Y a morphism of noetherian schemes;
and
compact supports: f!, f !, f ∶ X → Y a quasi-projective morphism of noetherian schemes,
as well as nearby and vanishing cycle functors. Moreover, it was shown in [9, 10] that there are realization
functors, compatible with the above functors.
Betti. Let k be a field and X a scheme of finite type over k. Let σ ∶ k ↪ C be an embedding. Then
there is symmetric monoidal unitary functor
BettiX,σ ∶DA(X)→D(Xan)
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which commutes in the obvious sense with the above functors when restricted to compact objects, e.g., if
f ∶ Y →X is a morphism of finite type of quasi-projective k-schemes of finite type, then there are natural
isomorphisms (f an)∗ ○BettiX,σ ≅ BettiY,σ ○ f∗.
The triangulated subcategory of compact objects DAcp(X) is generated by the quasi-projective Y → X .
On that subcategory, we have an isomorphism
BettiX,σ(Hom(A,B)) ≅ Hom(BettiX,σ(A),BettiX,σ(B)).
Hodge-deRham. For the precise statements, see [41].
Étale. See [10]. Let E/Q be a finite extension field. For each prime number ℓ there is a functor
RetS,ℓ ∶DAetct(S,E) →Detct(S,E ⊗Qℓ)
from the category of constructible motives on S with E-coefficients, to the derived category of con-
structible E ⊗ Qℓ-adic sheaves on S. The validity of this theorem depends on certain broad technical
hypotheses on S, which are valid for all the schemes appearing in this paper. This functor is compatible
with the 6 operations above, as well as nearby and vanishing cycle sheaves. See also [39], [40].
Crystalline. This is not yet available.
Currently under development, there is also a theory of perverse objects, see [42].
In this paper, Λ = ΛN = KN = Q(µN). If G is a finite group acting on a motivic sheaf M over any
scheme in which #G is invertible, then for any idempotent e in the group-ring Λ[G] there is an image
eM . If χ the character of a irreducible representation and e = (1/#G)∑g∈Gχ−1(g).g, then eM is denoted
Mχ.
This paper makes use of the Kummer motives K(χ) on Gm, attached to a character χ ∶ G → Λ×N . We
consider the étale covering [N] ∶ Gm → Gm, where Gm is viewed as a scheme over Spec(RN), with
RN = Z[ζN ,1/N], i.e., Gm = SpecRN[t, t−1]. G is the Galois group of this covering, which may be
canonically identified with µN = µN(RN) via Kummer theory: if t is the coordinate on Gm, then for any
σ ∈ G, σ t1/N = ζσ t1/N for a root of unity ζσ, independent of the choice of t1/N .
The Kummer motive is defined by the formula
K(χ) = ([N]∗ΛGm(0))χ
inDA(Gm,ΛN). We have [N]∗ΛGm(0) = ⊕
χ∶G→Λ×
N
K(χ).
We have the realizations:
Betti. For each embedding ϕ ∶ RN → C we get an isomorphism ϕ ∶ G = µN(ΛN) ≅ µN(C). Then
K(χ)ϕ,B is the C-local system on the analytic space C× defined by the character
ϕ ○ χ ∶ π1(C×,1) = Z →C× ∶ k ↦ ϕ(χ(ϕ−1(exp(2πik/N)))).
Hodge-deRham. H1dR(Gm/RN) is the H1 of the complex [d ∶ OX → Ω1X/RN ], X =Gm. This is a free
RN -module generated by dtt . Then we have the Gauss-Manin connection
∇ ∶ N∗OX →N∗OX ⊗Ω1Y /RN ,
where N ∶X =Gm → Y =Gm is the map s↦ tN . We have
N∗OX = ⊕
i∈Z/N
OY si = ⊕
χ∈µ̂N
(N∗OX)χ .
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The identification i ↔ χ is given by Kummer theory. For a fixed character χ, there is a unique i ∈ Z/N
such that σ si = χ(σ)si, for all σ ∈ G.
Now for any i we define a connection on the free rank 1 module OY si by the formula
∇ ∶ OY si → OY si ⊗Ω1Y /RN ,∇(fsi) = (tdfdt + iN ) dtt ⊗ si
which follows from dsi = (i/N)sidt/t.
Étale. We have a canonical epimorphism π1 → Gal(Q(ζN , s)/Q(ζN , t)) = G where π1 = π1(Gm, η¯) is
Grothendieck’s fundamental group, η¯ = Spec(Q(ζN , t)). Choose an embedding ϕ ∶ µN → Q¯×ℓ for a prime
number ℓ prime to N . Composing the above epimorphism with ϕ ○ χ we get a character of π1, which
defines the ℓ-adic local systemK(χ)ϕ,ℓ.
In our application, we will need the Frobenius traces of the Kummer sheaves. If t ∈Gm(Fq) is a point
q ≡ 1 mod N , then
Tr(Frobt ∣ (K(χ)ϕ,ℓ)t¯) = ϕ(χ(t(q−1)/N)).
Note that t ↦ t(q−1)/N which sends F×q → µN is the character giving the canonical action of Frobenius on
the Kummer extension:
Frobq( N√t) = t(q−1)/N) N√t.
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