Abstract. We study the combinatorics of fully commutative elements in Coxeter groups of type H n for any n > 2. Using the results, we construct certain canonical bases for non-simply-laced generalized Temperley-Lieb algebras and show how to relate them to morphisms in the category of decorated tangles.
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Introduction
The category of decorated tangles was introduced by the author [4] using ideas of Martin and Saleur [12] . This allows a generalization of the well-known diagram calculus [13] for the Temperley-Lieb algebra to Coxeter systems of other types. We showed in [4] and [5] how the endomorphisms in the category of decorated tangles may be used to construct faithful representations of generalized Temperley-Lieb algebras arising from Coxeter systems of types B, D or H. By realizing these algebras, which are quotients of Hecke algebras, in terms of the category, we can prove results about their representation theory and structure which may otherwise not be obvious, particularly in the case of type H.
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Typeset by A M S-T E X 1
In [6] , it was shown that a generalized Temperley-Lieb algebra arising from a Coxeter system of arbitrary type admits a canonical basis (IC basis). Formally, this is similar to the basis {C ′ w : w ∈ W } for the Hecke algebra introduced by Kazhdan and Lusztig [10] , although the precise relationship between the two is not completely obvious.
The goal of this paper is to tie these two theories together by showing how decorated tangles may be used to describe certain canonical bases for generalized Temperley-Lieb algebras. This is easily done in types D (and A) by using [6, Theorem 3.6] and [4, Theorem 4 .2], so we concentrate here on the nontrivial cases of Coxeter systems of types B and H.
According to [1] , interesting algebras and representations defined over N come from category theory, and are best understood when their categorical origin has been discovered. It is conjectured [7 Further motivation for our results is as follows. In type B, it is known from [7, Theorem 2.2.1] that the canonical basis is the projection of a certain subset of the Kazhdan-Lusztig basis, but no purely combinatorial construction is given; we give such a construction here (Theorem 2.2.5). Conversely, in type H, we have a combinatorial construction of a basis with very convenient and useful properties [5, §4] , but we have no simple abstract characterisation of the basis; we show here that the basis of decorated tangles from [5] is identical to the canonical basis (Theorem
2.1.3).
Our methods of proof are combinatorial, and a by-product of the proof is a construction of the canonical basis in types B and H which avoids diagrams and Kazhdan-Lusztig theory and uses only the combinatorics of fully commutative words (see Theorem 3.4.3 and Theorem 5.2.1). It is therefore necessary to develop an understanding of this combinatorics in type H, which we do in §3. As we see in §5, the combinatorics in type H behaves rather like a superset of the combinatorics of fully commutative expressions in type B; the latter has been studied extensively by Stembridge [15, § §2-6 ] from a very different perspective.
Apart from proving the claim in [6, Remark 2.4 (1)], the results of this paper are of interest because of their applications. For example, our results here are related in a very precise way to Jones' planar algebras [9] ; this is the subject of a future paper. Furthermore, there are applications to Kazhdan-Lusztig theory:
the curious combinatorial rules in definitions 2.1.1 and 2.2.4 can be interpreted to give a combinatorially explicit description of those Kazhdan-Lusztig cells that contain fully commutative elements, certainly when the associated Coxeter groups are finite, and conjecturally in general.
1. Preliminaries
Decorated tangles.
We start by recalling the definition of the category of decorated tangles which was introduced in [4] . This is a mild generalization of Martin and Saleur's diagram calculus for the blob algebra in [12] . Definition 1.1.1. A tangle is a portion of a knot diagram contained in a rectangle. The tangle is incident with the boundary of the rectangle only on the north and south faces, where it intersects transversely. The intersections in the north (respectively, south) face are numbered consecutively starting with node number 1 at the western (i.e., the leftmost) end.
Two tangles are equivalent if there exists an isotopy of the plane carrying one to the other such that the corresponding faces of the rectangle are preserved setwise.
Two tangles are vertically equivalent if they are equivalent in the above sense by an isotopy which preserves setwise each vertical cross-section of the rectangle.
We call the edges of the rectangular frame "faces" to avoid confusion with the "edges" which are the arcs of the tangle.
Definition 1.1.2.
A decorated tangle is a crossing-free tangle in which an arc exposed to the west face of the rectangular frame is allowed to carry decorations. (Any arc not exposed to the west face of the rectangular frame must be undecorated.)
By default, the decorations will be discs, although we will need two kinds of decorations for some of our later applications.
Any decorated tangle consists only of loops and edges, none of which intersect each other. A typical example is shown in Figure 1 . Note that for there to be any morphisms from n to m, it is necessary that n + m be even.
We now define the algebra of decorated tangles. Definition 1.1.4. Let R be a commutative ring with 1 and let n be a positive integer. Then the R-algebra DT n has as a free R-basis the morphisms from n to n, where the multiplication is given by the composition in DT.
Definition 1.1.5. The edges in a tangle T which connect nodes (i.e., not the loops) may be classified into two kinds: propagating edges, which link a node in the north face with a node in the south face, and non-propagating edges, which link two nodes in the north face or two nodes in the south face.
Canonical bases.
Let X be a Coxeter graph, of arbitrary type, and let W (X) be the associated
Coxeter group with distinguished set of generating involutions S(X). Denote by H(X) the Hecke algebra associated to W (X 
where ℓ is the length function on the Coxeter group W (X), w ∈ W (X), and s ∈ S(X). The parameter q is equal to v 2 .
Let J(X) be the two-sided ideal of H(X) generated by the elements Temperley-Lieb algebra T L(X) to be the quotient A-algebra H(X)/J(X). We denote the corresponding epimorphism of algebras by θ :
We reserve the terminology reduced expression for reduced products w 1 w 2 · · · w n in which every w i ∈ S(X).
Call an element w ∈ W (X) complex if it can be written as a reduced product We define the content of w ∈ W to be the set c(w) of Coxeter generators s ∈ S that appear in a reduced expression for w. This can be shown not to depend on the reduced expression chosen by using the theory of Coxeter groups, e.g. by applying
Matsumoto's Theorem.
Let t w denote the image of the basis element T w ∈ H(X) in the quotient T L(X). 
We take the empty product b e to be the identity element t e of T L(X).
Note that b w does not depend on the choice of reduced expression for w.
It is known that {b w : w ∈ W c } is a basis for the A-module T L(X); this can be deduced from Theorem 1.2.3 by using [6, Lemma 1.5]. We shall call it the monomial basis.
We now recall a principal result of [6] , which establishes the canonical basis for T L(X). This basis is a direct analogue of the important Kazhdan-Lusztig basis of the Hecke algebra H(X). By [6, Lemma 1.4] , the algebra T L(X) has a Z-linear automorphism of order 2 that sends v to v −1 and t w to t −1 w −1 . We denote this map also by¯. Let L be the free A − -submodule of T L(X) with basis { t w : w ∈ W c }, where Proof. This is [6, Theorem 2.3].
The basis {c w : w ∈ W c } is called the IC basis (or the canonical basis) of T L(X).
It depends on the t-basis, the involution¯, and the lattice L.
Main results
Type H.
A Coxeter system of type H n is given by the Coxeter graph in Figure 2 . The algebras T L(H n ) were first studied by Graham in [3, §7] . The basic properties of these algebras are also described in [5] , to which the reader is referred for further explanatory comments and examples. We summarise some of the more important properties here.
The unital algebras T L(H n ) over A can be defined by generators b 1 , b 2 , . . . b n (as in Definition 1.2.4) and relations (iii) Each edge carries at most one decoration.
The H-admissible diagram U i , where 1 ≤ i ≤ n, is the diagram all of whose edges are propagating and undecorated, except for those attached to nodes i and i + 1 in the north face, and nodes i and i + 1 in the south face. These four nodes are connected in the pairs given, using decorated edges if i = 1, and using undecorated
The main result of [5] is the following. One of the two main results of this paper is the next result. 
Type B.
We have results analogous to those in §2.1 for Coxeter systems of type B. Here, nodes 1 and 2 in the Coxeter graph are connected by a bond of strength 4 rather than 5.
The finite dimensional, unital algebras T L(B n ) over A can be defined by gener-
. . , b n and relations
We now describe T L(B n ) in terms of decorated tangles. We first recall the description from [4] , and then show how it can be adapted to give a result analogous We recall one of the main results of [4] , noting that the diagrams U i are Badmissible. The reason for the presence of Q rather than Z in Theorem 2.2.3 is because our integral form of the algebra T L(B n−1 ) is not the same as the integral form used in [4] . We will return to this issue in §5.1.
The basis in Theorem 2.2.3 is not the canonical basis, although it is closely related to it. In order to describe the canonical basis combinatorially, it is convenient to introduce a second type of decoration, denoted by a square. This satisfies the relations in Figure 5 . The first rule given is the definition of the square decoration, and the others are reduction rules which are immediate consequences of the definition and the relations in Figure 4 ; we shall use these freely without further comment. (C1) There is an undecorated edge of type p 1 (and no other decorations).
(C1 ′ ) There is an edge of type p 1 with a square decoration, and at least one nonpropagating edge.
(C2) There are two edges of type p 2 with circular decorations.
We denote by C 1 n the set of all elements of DT n that satisfy C1 or C1 ′ , and we denote by C 2 n the set of elements of DT n that satisfy C2. The example in Figure 6 is an element of C In §3, all computations take place in T L(H n−1 ) over the ring A unless otherwise stated.
3.1 Deletion properties for monomials in type H. 
We claim that it is a Z[δ]-basis for the version of the algebra we consider here. To prove this, it suffices to show that the set given is a spanning set. Let a ∈ T L δ .
Then, since a is fixed by¯(since δ and b i are), we know that when a is expressed The next definition will turn out (once we have proved Theorem 3.4.3) to agree with the lattice L of §1.2.
The lattice L H is the free A − -module on the monomial basis
The equivalence of the two versions of the definition is immediate from Lemma 3.1.1.
Recall from Definition 1.2.4 that b e = t e and b i = t i + v −1 t e . The following result, which is analogous to [6, Lemma 3.3] , is of key importance in the sequel. 
arbitrary monomial in the generators
b i (1 ≤ i < n). Let b(l) denote the monomial obtained from b by omission of the l-th term, b i l . Then if b ∈ v m L H for some integer m, we have b(l) ∈ v m+1 L H .
Proof. Consider the (not necessarily
It is convenient to introduce some terminology to describe the individual entries in a monomial in the generators b i . We are particularly interested in the case of monomials which correspond to fully commutative reduced words (as in Definition 1.2.4), but we will also need the terminology in more general situations. We refer below to the instances of the individual generators b i in a monomial as "letters", for the sake of clarity.
We say the letter b p is internal if, after applying commutations, the monomial b may be transformed to a monomial in which the (same occurrence of the) letter b p occurs as the middle term of a sequence b q b p b q for some letter b q that does not commute with b p . Otherwise, we say the letter b p is external.
We say the letter b p is lateral (with respect to an internal letter b q ) if it is external and, after commutations, it can be moved adjacent to the internal letter b q to form a subsequence b p b q b p , where b p and b q do not commute. We say the letter b p is bilateral if it is lateral with respect to two different internal letters.
We will also apply these definitions in the obvious way to reduced expressions for fully commutative elements. To illustrate these concepts, here are some examples.
Example 3.1.6. Consider the fully commutative reduced expression These facts are very important in the proof of the next result, which is a more specialized version of Lemma 3.1.3. where the deleted letter is the barred one: Proof of Proposition 3.1.9. We proceed using the diagram calculus, by considering an element T V vertically equivalent to the tangle corresponding to the monomial
Recall that none of the configurations in figures 7 and 8 is allowed to occur. If the letter to be deleted is internal as in case (iv), the situation is as shown in Figure   10 . Figure 10 . Deleting a letter
Suppose we are not in case (iv). A routine, but nontrivial, case by case check using Lemma 3.1.7 and Remark 3.1.8 shows that if the letter being deleted forms a loop to the left, we must be in the situation shown in Figure 11 . If, on the other hand, the letter being deleted forms a loop to the right, we must be in the situation shown in Figure 12 or its top-bottom mirror image. (As in Figure 8 , the lobes of the arcs occurring may be longer or shorter than those shown.) Figure   12 , the two loose ends just to the left of the generator to be removed are necessarily connected to the south face, by straight lines.)
The converse statement, that removal of the barred letter in each case produces an extra loop, is immediate from the diagrams shown. 
In case (b), we say the corresponding occurrence of s 2 is bad. Note that all bad occurrences of s 2 are also lateral.
The f -basis.
The aim of §3.2 is to define a basis of polynomials in the generators b i which will eventually be seen to equal the canonical basis in type H. Then there is a reduced expression for w for which all four occurrences of s and t occur consecutively.
(ii) It is impossible to have three consecutive internal letters in the reduced expression.
Proof. We first prove (i). The second and third hypotheses respectively guarantee that s commutes with every member of c(w 2
This completes the proof of (i).
To prove (ii), note first that three consecutive internal letters would have to be of the form sts, where {s, t} = {s 1 , s 2 }. Since both occurrences of s are internal, the sts subsequence must occur in a longer subsequence of the form tw
where w ′ and w ′′ are words in the generators that commute with t. By applying commutations, we can form a subsequence of the form tstst, contrary to w ∈ W c . Definition 3.2.3. Let w ∈ W c . Let R be the set of internal letters, s, of w that have the property that, after suitable commutations, they occur in a subsequence tst where the rightmost occurrence of t is bilateral.
Fix a reduced expression for w ∈ W c . We say this expression is right justified if (without applying commutations):
(i) for all letters s in the set R, the letter immediately to the left is either lateral or internal and
(ii) for all other internal letters s, both the letter immediately to the left and the letter immediately to the right are either lateral or internal. We can now define a polynomial over Z in the generators b i using the preceding results.
Definition 3.2.6. Let w ∈ W c , and let s i 1 s i 2 · · · s i l be a right justified reduced expression for w.
We obtain the polynomial f w ∈ T L(H n−1 ) by substituting the letters in w as follows. Each of the six subsequences described in Lemma 3.2.5 is replaced as follows:
All other s i occurring are replaced by the corresponding generator b i . shorter monomials also lie in L H , and thus that f w ∈ L H , as required.
Treatment of internal letters.
In §3.3 we show that for each element f w (w ∈ W c ), there is a certain monomial f w in the generators b i and t i which projects via π H to the same element of the lattice L H . This is one of three main steps to prove that π H (f w ) = π H ( t w ). The next result is a version of Proposition 3.1.9 for the expanded forms of monomials. In the second case, the letter to be deleted is not bilateral. We proceed by first applying commutations and the relation b
The result then follows from Proposition 3.1.9.
We can modify the f -basis in a similar way. Example 3.3.5. Let f w be as in Example 3.2.7. The underlying word w is given by s 1 s 2 s 3 s 1 s 2 s 1 s 2 , and as we can see from Example 3.1.6, the fourth letter of this word is the only bilateral letter. Recall from Example 3.2.7 that the only distinguished factor in f w is the rightmost factor in the expression
Inserting an occurrence of b 1 to the left of this factor now gives
Lemma 3.3.6. We have the following identities:
There are two other similar identities obtained by exchanging the roles of 1 and
Note. The reason the result has been expressed in such an inconcise way will become clear in the proof of Lemma 3.3.9.
Proof. This is a routine calculation. We define an expanded form f ′ w by replacing each occurrence of t 1 in f w that corresponds to a bilateral occurrence of s 1 in w by t 1 t 1 . Example 3.3.8. Let w = s 1 s 2 s 3 s 1 s 2 s 1 s 2 s 3 ∈ W (H 3 ). In this case, the rightmost occurrence of s 2 is bad, and we have
It is more convenient for later purposes to move the new occurrence of t 1 as far to the left as possible; this gives
Lemma 3.3.9. For each w ∈ W c , let κ = κ(w) be the number of bilateral occur- 
If the missing lateral letter is not a bad occurrence of b 2 then it is not internal or critical. In this case, we use Lemma 3. If the missing lateral letter is a bad occurrence of b 2 then we proceed in the same way, but we are left with an extra term which will be t 1 t 2 t 1 v −1 or its left-right mirror image. The terms in Lemma 3.3.6 (ii) will all go to zero as before, except the two in parentheses; these can be combined to form t 1 t 2 t 1 b 2 or its left-right mirror image; this is the term we require.
Proof. Let κ = κ(w) as in Lemma 3.3.9. It is clear that π
, so by Lemma 3.3.9, it is enough to prove that π
We need to apply this relation κ 
Proof. It is convenient to split the proof into two cases: p = 2 (the case of the bad occurrences of 2) and p = 2k > 2. There are no other possibilities (see Proposition
3.1.9).
Suppose p = 2 and consider the difference d = f w − f . This is obtained by replacing the deleted occurrence of b p in f w by v −1 . By Remark 3.1.11, we may apply commutations to d so that it is equal to xb 3 t 1 t 2 t 1 v −1 b 3 x ′ or its mirror image, where x and x ′ are monomials in the b i and t i . We treat only the first case; the other is the same. Now
which gives
The first term in this sum is identically zero, and the others project under π H to zero by the argument of Lemma 3.3.9. This completes the proof when p = 2.
Suppose now that p = 2k > 2. In this case, we may apply commutations to f w and Proposition 3.1.9 (part (i), (ii) or (iii)) to obtain an expression
if we are in case (i) of the proposition,
in case (ii) and
. In all cases, the positions of b 3 ensure that the t 1 occurring are lateral occurrences and the t 2 is internal. We may now invoke the argument used to deal with the p = 2 case to prove that we may replace the string t 1 
Proof and t q with q < p + 2.
We can now prove the main result of §3. Proof. Since f w is a Z-linear combination of monomials in the b i , it follows that they are fixed by¯. It remains to show that π(f w ) = π( t w ) for all w ∈ W c , where π is the projection defined in §1.2.
By Lemma 3.3.10, π H (f w ) = π H ( f w ), and by Corollary 3.
It remains to show that π H ( f w ) = π H ( t w ). This is achieved by the argument in Lemma 3.3.9: we apply Lemma 3.3.3 and then apply Lemma 3.1.3 repeatedly. This is valid since all the problem cases-the internal and critical letters described in 
Properties of the basis in type H.
The aim of §4 is to show that the f -basis constructed in §3 is equal to the diagram basis described in §2. This will prove Theorem 2.1.3.
Positivity properties for the f -basis.
The aim of §4.1 is to establish a positivity property for the structure constants of T L(H n−1 ) with respect to the f -basis. As in §3, all computations in §4 take place in T L(H n−1 ) over the ring A unless otherwise stated. 
satisfy a x ∈ A ≥0 . Furthermore, for all a x = 0, we have x ≤ max(w, ws i ) and xs i < x, where < is the Bruhat-Chevalley order.
Proof. We claim that the statement is true for n = 3, i.e., T L(H 2 ). In this case it may be verified that the f -basis is equal to the diagram basis and the other assertions follow from a case-by-case check.
For the case of general n, we proceed by induction on ℓ(w). If ℓ(w) < 2, the statement is obvious. Now consider f w b i where ℓ(w) = k > 1 and the statement is known to be true for ℓ(w) < k.
There are three cases: the first is ws i < w; the second is ws i > w and ws i ∈ W c ; the third is ws i > w but ws i ∈ W c .
In the first case, w has a reduced expression ending with s i . It follows from the construction of the f -basis in Definition 3.2.6 that f w is equal to an element of the form f ′ b i for some f ′ . This means f w b i = (v + v −1 )f w and the hypotheses are satisfied.
Next, we tackle the second case. There are two subcases according as the rightmost occurrence of s i is lateral or not. If the occurrence is not lateral, we find that f ws i = f w b i , and we are done. If the occurrence is lateral, we are in the situation described in Lemma 4.1.1 (ii). We use the simplification provided by Corollary 4.1.2 and the n = 3 case mentioned at the beginning of the proof and set s := s i .
In the case of Lemma 4.1.1 (ii) (a), w = w 1 ss ′ w 2 and
The term f w 1 s f w 2 = f w 1 s b w 2 is equal by induction to an A ≥0 -linear combination of basis elements f x for which x is an ordered subexpression of w 1 sw 2 , and therefore
x ≤ w. Since s commutes with all elements in c(w 2 ), the basis elements f x occurring also satisfy xs < x. This completes the first subcase. The second subcase, corresponding to Lemma 4.1.1 (ii) (b), is similar but uses the identity w = w 1 s ′ ss ′ w 2 and
The third case is rather similar to the second case, except that there is no term f ws . The identities to use here are w = w 1 ss ′ ss ′ w 2 and (i) The structure constants a x in the expression
(ii) The structure constants a ′ x in the expression
Proof. We proceed by induction on ℓ(w), the cases of length 0 and 1 being easy.
Since w ∈ W c has a reduced expression ending in s ′ , it has none ending in s, so where s ∈ c(w 2 ) and the overscored letter is not internal. Since we also assume ws ′ < w, we must have s ′ ∈ c(w 2 ) as well. We now have
Since f w 2 = b w 2 , we are done by Lemma 4.1.4. The other subcase is similar but uses
The proof for part (ii) follows a similar pattern, again relying on positivity properties in the case n = 3:
The third case is reminiscent of the second case. Here, w = w 1 ss ′ ss ′ w 2 ; we need
There are also left-handed versions of the results in lemmas 4.1.4 and 4.1.6. The proofs of these follow by making trivial changes to the arguments, but we present the statements for completeness in the following two lemmas.
Lemma 4.1.7. Let w ∈ W c . Then the structure constants a x in the expression
satisfy a x ∈ A ≥0 . Furthermore, for all a x = 0, we have x ≤ max(w, s i w) and s i x < x, where < is the Bruhat-Chevalley order.
(i) The structure constants a x in the expression
These results have an important consequence which verifies [7, Conjecture 1. Proof. By the construction of the f -basis, we see that f w is either:
It follows that the multiplication of two basis elements f x f y for x, y ∈ W c can be broken down into repeated applications of lemmas 4. 
Comparison with the diagram basis.
The diagram basis for T L(H n−1 ) can easily be shown to satisfy properties analogous to those described in §4.1 by using results from [5] .
We denote diagram basis elements by D w (although we do not specify a bijection between W c and the set of diagrams).
The following result, which is analogous to lemmas 4.1.4 and 4.1.7, is immediate from the diagram calculus.
Lemma 4.2.1. The structure constants a x in the expression
An analogous property holds for
The next result is the analogue of lemmas 4.1.6 and 4.1.8. The proof follows easily from the diagram calculus.
There are also analogous results for
The diagram basis has the following key property. (ii) right multiplication by
Proof. This is implicit in the proof of [5 We observe that a square matrix with entries in A ≥0 whose inverse has entries in A ≥0 must be a monomial matrix whose entries are of the form v k for some k ∈ Z. 
Combinatorics in type B.
In this final section, we show how the arguments of §3 and §4 can be adapted to work for type B, and thus to prove Theorem 2.2.5. The argument is essentially a subset of the argument for type H, but we have chosen to present the case of type B separately to avoid making the earlier arguments overly complicated.
In §5, all computations take place in T L(B n−1 ) over the ring A unless otherwise stated. ].
Basic properties of
The proof is a case by case check, multiplying elements of C n of various types 
These results may be visualized as in Figure 13 The following property of the diagram calculus is analogous to that described in Proof. The equivalence of the first two follows from the fact that they are both A-bases for T L(X); see the remarks in Definition 1.2.4. We prove that the sets in
(ii) or (iii) have the same A-span, implicitly using the fact that the set in (i) spans an A-algebra. shows that each element of the set in (iii) is a polynomial (over Z) in the elements b i , which establishes the reverse inclusion.
Main results in type B.
Since the set C n of Theorem 2.2.5 produces the correct integral form, the arguments of §3 and §4 may be easily adapted to type B. In general, these arguments are subsets of the arguments in type H: the difference is that strings s 1 s 2 s 1 s 2 and s 2 s 1 s 2 s 1 are not allowed in elements of W c , which eliminates several of the most complicated cases. For reasons of space, we describe only the necessary changes to the proof, together with statements of the main intermediate results.
Lemmas 3.1.1-3.1.3 have direct analogues for type B, replacing the diagram basis in type H with the set C n . The set C n leads to the definition of a projection π B analogous to π H . The definitions of internal and lateral are the same as in type H. Cases (ii) and (iii) in Proposition 3.1.9 cannot actually occur in practice, but this is neither immediate nor necessary to get the argument to work.
The definition of the f -basis in type B is formally identical to type H in §3.2, so we end up with a set which is formally the same as a subset of the f -basis in type H.
The results of §3.3 adapt readily to type B, the main difference being that the case dealt with by Lemma 3.3.6 (ii) is not needed.
Copying the results of §3.4, we obtain the following analogue of Theorem 3.4.3. Theorem 2.2.5 follows.
Concluding remarks.
It is natural to wonder whether short proofs of Theorem 2.1.3 and Theorem 2.2.5 exist. It turns out (although we will not pursue this here) that these results are closely related to the following hypothesis. By "anti-associative" above, we mean that t s t w , t x = t w , t s t x .
Note that there is an analogous hypothesis for Hecke algebras H(X), but that the existence of such a form is well-known and almost trivial (set T w , T x := δ w,x q ℓ(w) 
