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DIFFERENTIATING THE STOCHASTIC ENTROPY FOR COMPACT
NEGATIVELY CURVED SPACES UNDER CONFORMAL CHANGES
FRANC¸OIS LEDRAPPIER AND LIN SHU
Abstract. We consider the universal cover of a closed connected Riemannian manifold
of negative sectional curvature. We show that the linear drift and the stochastic entropy
are differentiable under any C3 one-parameter family of C3 conformal changes of the
original metric.
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1. Introduction
Let (M,g) be anm-dimensional closed connected Riemannian manifold, and pi : (M˜ , g˜)→
(M,g) its universal cover endowed with the lifted Riemannian metric. The fundamental
group G = pi1(M) acts on M˜ as isometries such that M = M˜/G.
We consider the Laplacian ∆ := Div∇ on smooth functions on (M˜, g˜) and the corre-
sponding heat kernel function p(t, x, y), t ∈ R+, x, y ∈ M˜ , which is the fundamental solution
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to the heat equation ∂u∂t = ∆u. Denote by Vol the Riemannian volume on M˜ . The follow-
ing quantities were introduced by Guivarc’h ([Gu]) and Kaimanovich ([K1]), respectively,
and are independent of x ∈ M˜ :
• the linear drift ` := limt→+∞ 1t
∫
dg˜(x, y)p(t, x, y) dVol(y).
• the stochastic entropy h := limt→+∞−1t
∫
(ln p(t, x, y)) p(t, x, y) dVol(y).
Let {gλ = e2ϕλg : |λ| < 1} be a one-parameter family of conformal changes of g0 = g,
where ϕλ’s are real valued functions on M such that (λ, x) 7→ ϕλ(x) is C3 and ϕ0 ≡ 0.
Denote by `λ, hλ, respectively, the linear drift and the stochastic entropy for (M,g
λ). We
show
Theorem 1.1. Let (M,g) be a negatively curved closed connected Riemannian manifold.
With the above notation, the functions λ 7→ `λ and λ 7→ hλ are differentiable at 0.
For each λ ∈ (−1, 1), let ∆λ be the Laplacian of (M˜, g˜λ) with heat kernel pλ(t, x, y), t ∈
R+, x, y ∈ M˜ , and the associated Brownian motion ωλt , t ≥ 0. The relation between ∆λ
and ∆ is easy to be formulated using gλ = e2ϕ
λ
g: for F a C2 function on M˜ ,
∆λF = e−2ϕ
λ
(
∆F + (m− 2)〈∇ϕλ,∇F 〉g
)
=: e−2ϕ
λ
LλF,
where we still denote ϕλ its G-invariant extension to M˜ . Let p̂λ(t, x, y), t ∈ R+, x, y ∈ M˜ ,
be the heat kernel of the diffusion process ω̂λt , t ≥ 0, corresponding to the operator Lλ in
(M˜, g˜). We define
• ̂`λ := limt→+∞ 1t ∫ dg˜(x, y)p̂λ(t, x, y) dVol(y).
• ĥλ := limt→+∞−1t
∫
(ln p̂λ(t, x, y))p̂λ(t, x, y) dVol(y).
It is clear that the following hold true providing all the limits exist:
(d`λ/dλ)|λ=0 = lim
λ→0
1
λ
(`λ − ̂`λ) + lim
λ→0
1
λ
(̂`λ − `0) =: (I)` + (II)`,
(dhλ/dλ)|λ=0 = lim
λ→0
1
λ
(hλ − ĥλ) + lim
λ→0
1
λ
(ĥλ − h0) =: (I)h + (II)h.
Here, loosely speaking, (I)` and (I)h are the infinitesimal drift and entropy affects of si-
multaneous metric change and time change of the diffusion (when the generator of the
diffusion changes from Lλ to ∆λ), while (II)` and (II)h are the infinitesimal responses to
the adding of drifts to ω0t (when the generator of the diffusion changes from ∆ to L
λ).
To analyze (I)` and (I)h, we express the above linear drifts and stochastic entropies using
the geodesic spray, the Martin kernel and the exit probability of the Brownian motion at
infinity. It is known ([K1]) that
`λ =
∫
M0×∂M˜
〈Xλ,∇λ ln kλξ 〉λ dm˜λ, hλ =
∫
M0×∂M˜
‖∇λ ln kλξ ‖2λ dm˜λ,(1.1)
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where M0 is a fundamental domain of M˜ , ∂M˜ is the geometric boundary of M˜ , X
λ(x, ξ)
is the unit tangent vector of the g˜λ-geodesic starting from x pointing at ξ, kλξ (x) is the
Martin kernel function of ωλt and m˜
λ is the harmonic measure associated with ∆λ. (Ex-
act definitions will appear in Section 2.) Similar formulas also exist for ̂`λ and ĥλ (see
Propositions 2.9, 2.16 and (5.13))
(1.2) ̂`λ = ∫ 〈X0,∇0 ln kλξ 〉0 dm̂λ, ĥλ = ∫ ‖∇0 ln kλξ (x)‖20 dm̂λ,
where m̂λ is the harmonic measure related to the operator Lλ. The quantity (I)h turns
out to be zero since the norm and the gradient changes cancel with the measure change,
while the Martin kernel function remains the same under time rescaling of the diffusion
process (see Section 5, (5.5) and the paragraph after (5.3)). But the metric variation is
more involved in (I)` as we can see from the formulas in (1.1) and (1.2) for `λ and
̂`
λ. In
Section 4, using the (g, gλ)-Morse correspondence maps (see [Ano1,Gro,Mor] and [FF]),
which are homeomorphisms between the unit tangent bundle spaces in g and gλ metrics
sending g-geodesics to gλ-geodesics, we are able to identify the differential
(1.3)
(
X
λ
)′
0
(x, ξ) := lim
λ→0
1
λ
(
X
λ
(x, ξ)−X0(x, ξ)
)
,
where now X
λ
(x, ξ) is the horizontal lift of Xλ(x, ξ) to T(x,ξ)SM˜ (see below Section 2.4),
using the stable and unstable Jacobi tensors and a family of Jacobi fields arising naturally
from the infinitesimal Morse correspondence (Proposition 4.5 and Corollary 4.6). As a
consequence, we can express (I)` using k
0
ξ , m˜
0 and these terms (see the proof of Theorem
5.1).
If we continue to analyze (II)` and (II)h using (1.1) and (1.2), we have the problem of
showing the regularity in λ of the gradient of the Martin kernels. We avoid this by using
an idea from Mathieu ([Ma]) to study (II)` and (II)h along the diffusion processes. For
every point x ∈ M˜ and almost every (a.e.) g˜-Brownian motion path ω0 starting from x, it
is known ([K1]) that
(1.4) lim
t→+∞
1
t
dg˜(x, ω
0
t ) = `0, lim
t→+∞−
1
t
lnG(x, ω0t ) = h0,
where G(·, ·) on M˜×M˜ denotes the Green function for g˜-Brownian motion. A further study
on the convergence of the limits of (1.4) in [L2] showed that there are positive numbers
σ0, σ1 so that the distributions of the variables
(1.5) Z`,t(x) =
1
σ0
√
t
[
dg˜(x, ω
0
t )− t`0
]
, Zh,t(x) =
1
σ1
√
t
[− lnG(x, ω0t )− th0]
are asymptotically close to the normal distribution as t goes to infinity. Moreover, these
limit theorems have some uniformity when we vary the original metric locally in the space
of negatively curved metrics. This allows us to identify (II)` and (II)h respectively with
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the limits(
Eλ(
1√
t
dg˜(x, ω
0
t ))− E0(
1√
t
dg˜(x, ω
0
t ))
)
, −
(
Eλ(
1√
t
lnG(x, ω0t ))− E0(
1√
t
lnG(x, ω0t ))
)
,
where we take λ = ±1/√t and Eλ is the expectation with respect to the transition proba-
bility of the Lλ process. (More details of the underlying idea will be exposed in Section 3.1
after we introduce the corresponding notations.) Note that all ω̂λt starting from x can be
simultaneously represented as random processes on the probability space (Θ,Q) of a stan-
dard m-dimensional Euclidean Brownian motion. By using the Girsanov-Cameron-Martin
formula on manifolds (cf. [El]), we are able to compare Eλ with E0 on the same probability
space of continuous path spaces. As a consequence, we show
(II)` = limt→+∞E0(Z`,tMt) and (II)h = limt→+∞E0(Zh,tMt),
where each Mt is a random process on (Θ,Q) recording the change of metrics along the
trajectories of Brownian motion to be specified in Section 5. We will further specify (II)`
and (II)h in Theorem 5.1 using properties of martingales and the Central Limit Theorems
for the linear drift and the stochastic entropy.
An immediate consequence of Theorem 1.1 is that Dλ := hλ/`λ, which is proportional
1
to the Hausdorff dimension of the distribution of the Brownian motion ωλ at the infinity
boundary of M˜ ([L1]), is also differentiable in λ. Let <(M) be the manifold of negatively
curved C3 metrics on M . Another consequence of Theorem 1.1 is that
Theorem 1.2. Let (M,g) be a negatively curved compact connected Riemannian manifold.
If it is locally symmetric, then for any C3 curve λ ∈ (−1, 1) 7→ gλ ∈ <(M) of conformal
changes of the metric g0 = g with constant volume,
(dhλ/dλ)|λ=0 = 0, (d`λ/dλ)|λ=0 = 0.
In caseM is a Riemannian surface, the stochastic entropy remains the same for g ∈ <(M)
with constant volume. This is because any g ∈ <(M) is a conformal change of a metric
with constant curvature by the Uniformization Theorem, metrics with the same constant
curvature have the same stochastic entropy by (1.1) and the constant curvature depends
only on the volume by the Gauss-Bonnet formula. Indeed, our formula (Theorem 5.1,
(5.2)) yields dhλ/dλ ≡ 0 in the case of surfaces if the volume is constant.
WhenM has dimension at least 3, it is interesting to know whether the converse direction
of Theorem 1.2 for the stochastic entropy holds. We have the following question.
Let (M,g) be a negatively curved compact connected Riemannian manifold with dimen-
sion greater than 3. Do we have that (M,g) is locally symmetric if and only if for any C3
curve λ ∈ (−1, 1) 7→ gλ ∈ <(M) of constant volume with g0 = g, the mapping λ 7→ hλ is
differentiable and has a critical point at 0?
1Dλ is
1
ι
the Hausdorff dimension of the exit measure for the ι-Busemann distance (cf. Section 3.1).
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We will present the proof of Theorem 1.1 and the above discussion in a more general
setting. Indeed, whereas the statements so far deal only with the Brownian motion on
M˜ , proofs of the limit theorems such as (1.4) or (1.5) involve the laminated Brownian
motion associated with the stable foliation of the geodesic flow on the unit tangent bundle
$ : SM → M . As recalled in Section 2.1, the stable foliation W of the geodesic flow
is a Ho¨lder continuous lamination, the leaves of which are locally identified with M˜ . A
differential operator L on (the smooth functions on) SM with continuous coefficients and
L1 = 0 is said to be subordinate to the stable foliation W, if for every smooth function F
on SM the value of L(F ) at v ∈ SM only depends on the restriction of F to W s(v). We
are led to consider the family Lλ of subordinated operators to the stable foliation, given,
for F smooth on SM , by
LλF = ∆F + (m− 2)〈∇(ϕλ ◦$),∇F 〉,
where Laplacian, gradient and scalar product are taken along the leaves of the lamination
and for the metric lifted from the metric g˜ on M˜ . Diffusions associated to a general
subordinated operator of the form ∆ + Y , where Y is a laminated vector field, have been
studied by Hamensta¨dt ([H2]). We recall her results and several tools in Section 2. In
particular, the diffusions associated to Lλ have a drift `λ and an entropy hλ that coincide
with respectively ̂`λ and ĥλ. Convergences (1.4) and (1.5) are now natural in this framework.
Then, our strategy is to construct all the laminated diffusions associated to the different
λ and starting from the same point on the same probability space and to compute the
necessary limits as expectations of quantities on that probability space that are controlled
by probabilistic arguments. For each v ∈ SM˜, the stable manifoldW s(v) is identified with
M˜ (or a Z quotient of M˜).2 As recalled in Subsection 2.5, the diffusions are constructed on
M˜ as projections of solutions of stochastic differential equations on the orthogonal frame
bundle O(M˜ ) with the property that only the drift part depends on λ (and on v). The
quantities `λ and hλ can be read now on the directing probability space, so that we can
compute (II)` and (II)h in Section 4. We cannot do this computation in such a direct
manner for a general perturbation λ 7→ gλ ∈ <(M) and this is the reason why we restrict
our analysis in this paper to the case of conformal change. But the idea of analyzing the
linear drift and the stochastic entropy using the stochastic differential equations can be
further polished to treat the general case ([LS2]).
We thus will obtain explicit formulas for (d`λ/dλ)|λ=0 and (dhλ/dλ)|λ=0 in Theorem 5.1,
which, in particular, will imply Theorem 1.1. Finally, Theorem 1.2 can be deduced either
using the formulas in Theorem 5.1 or merely using Theorem 1.1 and the existing results
concerning the regularity of volume entropy for compact negatively curved spaces under
conformal changes from [Ka, KKPW].
We will arrange the paper as follow. Section 2 is to introduce the linear drift and
stochastic entropy for a laminated diffusion of the unit tangent bundle with generator
2When v is on a periodic orbit, then W s(v) is a cylinder identified with the quotient of M˜ by the action
of one element of G represented by the closed geodesic.
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∆ + Y ([H2]) and to understand them by formulas using pathwise limits and integral
formulas at the boundary, respectively. There are two key auxiliary properties for the
computations of the differentials of ̂`λ, ĥλ in λ: one is the Central Limit Theorems for the
linear drift and the stochastic entropy; the other is the probabilistic pathwise relations
between the distributions of the diffusions of different generators. They will be addressed
in Subsections 2.5 and 2.6, respectively. In Section 3, we will compute separately the
differentials of the linear drift and the stochastic entropy associated to a one-parameter
of laminated diffusions with generators ∆ + Y + Zλ. Section 4 is to use the infinitesimal
Morse correspondence ([FF]) to derive the differential λ 7→ Xλ for any general C3 curve
λ 7→ gλ contained in <(M). The last section is devoted to the proof of Theorem 1.1 and
Theorem 1.2 as was mentioned in the previous paragraph.
2. Foliated diffusions
In this section, we recall results from the literature and we fix notations about the stable
foliation in negative sectional curvature, the properties of the diffusions subordinated to
the stable foliation and the construction of these diffusions as solutions of SDE.
2.1. Harmonic measures for the stable foliation. Recall that (M˜ , g˜) is the universal
cover space of (M,g), a negatively curved m-dimensional closed connected Riemannian
manifold with fundamental group G. Two geodesics in M˜ are said to be equivalent if
they remain a bounded distance apart and the space of equivalent classes of unit speed
geodesics is the geometric boundary ∂M˜ . For each (x, ξ) ∈ M˜ × ∂M˜ , there is a unique
unit speed geodesic γx,ξ starting from x belonging to [ξ], the equivalent class of ξ. The
mapping ξ 7→ γ˙x,ξ(0) is a homeomorphism pi−1x between ∂M˜ and the unit sphere SxM˜ in
the tangent space at x to M˜ . So we will identify SM˜ , the unit tangent bundle of M˜ , with
M˜ × ∂M˜ .
Consider the geodesic flow Φt on SM˜ . For each v = (x, ξ) ∈ SM˜ , its stable manifold
with respect toΦt, denotedW
s(v), is the collection of initial vectors w of geodesics γw ∈ [ξ]
and can be identified with M˜×{ξ}. Extend the action of G continuously to ∂M˜ . Then SM ,
the unit tangent bundle of M , can be identified with the quotient of M˜ × ∂M˜ under the
diagonal action of G. Clearly, for ψ ∈ G, ψ(W s(v)) =W s(Dψ(v)) so that the collection of
W s(v) defines a lamination W on SM , the so-called stable foliation of SM . The leaves of
the stable foliation W are discrete quotients of M˜ , which are naturally endowed with the
Riemannian metric induced from g˜. For v ∈ SM , let W s(v) be the leaf of W containing
v. Then W s(v) is a C2 immersed submanifold of SM depending continuously on v in the
C2-topology ([SFL]). (More properties of the stable foliation and of the geodesic flow will
appear in Section 2.4.)
Let L be an operator on (the smooth functions on) SM with continuous coefficients
which is subordinate to the stable foliation W. A Borel measure m on SM is called
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L-harmonic if it satisfies ∫
L(f) dm = 0
for every smooth function f on SM . If the restriction of L to each leaf is elliptic, it is true
by [Ga] that there always exist harmonic measures and the set of harmonic probability
measures is a non-empty weak∗ compact convex set of measures on SM . A harmonic
probability measure m is ergodic if it is extremal among harmonic probability measures.
In this paper, we are interested in the case L = ∆ + Y , where ∆ is the laminated
Laplacian and Y is a section of the tangent bundle of W over SM of class Ck,αs for some
k ≥ 1 and α ∈ [0, 1) in the sense that Y and its leafwise jets up to order k along the leaves
of W are Ho¨lder continuous with exponent α ([H2]). Let m be an L-harmonic measure.
We can characterize it by describing its lift on SM˜ .
Extend L to a G-equivariant operator on SM˜ = M˜ × ∂M˜ which we shall denote with
the same symbol. It defines a Markovian family of probabilities on Ω˜+, the space of paths
of ω˜ : [0,+∞) → SM˜ , equipped with the smallest σ-algebra A for which the projections
Rt : ω˜ 7→ ω˜(t) are measurable. Indeed, for v = (x, ξ) ∈ SM˜ , let Lv denote the laminated
operator of L on W s(v). It can be regarded as an operator on M˜ with corresponding heat
kernel functions pv(t, y, z), t ∈ R+, y, z ∈ M˜ . Define
p(t, (x, ξ), d(y, η)) = pv(t, x, y)dVol(y)δξ(η),
where δξ(·) is the Dirac function at ξ. Then the diffusion process on W s(v) with infinites-
imal operator Lv is given by a Markovian family {Pw}w∈M˜×{ξ}, where for every t > 0 and
every Borel set A ⊂ M˜ × ∂M˜ we have
Pw ({ω˜ : ω˜(t) ∈ A}) =
∫
A
p(t,w, d(y, η)).
The following concerning L-harmonic measures holds true.
Proposition 2.1. ([Ga, H2]) Let m˜ be the G-invariant measure which extends an L-
harmonic measure m on M˜ × ∂M˜ . Then
i) the measure m˜ satisfies, for all f ∈ C2c (M˜ × ∂M˜),∫
M˜×∂M˜
(∫
M˜×∂M˜
f(y, η)p(t, (x, ξ), d(y, η))
)
dm˜(x, ξ) =
∫
M˜×∂M˜
f(x, ξ) dm˜(x, ξ);
ii) the measure P˜ =
∫
Pv dm˜(v) on Ω˜+ is invariant under the shift map {σt}t∈R+ on
Ω˜+, where σt(ω˜(s)) = ω˜(s+ t) for s > 0 and ω˜ ∈ Ω˜+;
iii) the measure m˜ can be expressed locally at v = (x, ξ) ∈ SM˜ as dm˜ = k(y, η)(dy ×
dν(η)), where ν is a finite measure on ∂M˜ and, for ν-almost every η, k(y, η) is a
positive function on M˜ which satisfies ∆(k(y, η)) −Div(k(y, η)Y (y, η)) = 0.
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The group G acts naturally and discretely on the space Ω˜+ of continuous paths in SM˜
with quotient the space Ω+ of continuous paths in SM , and this action commutes with the
shift σt, t ≥ 0. Therefore, the measure P˜ is the extension of a finite, shift invariant measure
P on Ω+. Note that SM can be identified with M0 × ∂M˜ , where M0 is a fundamental
domain of M˜ . Hence we can also identify Ω+ with the lift of its elements in Ω˜+ starting
from M0. Elements in Ω+ will be denoted by ω. We will also clarify the notions whenever
there is an ambiguity. In all the paper, we will normalize the harmonic measure m to be
a probability measure, so that the measure P is also a probability measure. We denote by
EP the corresponding expectation symbol.
Call L weakly coercive, if Lv, v ∈ SM˜ , are weakly coercive in the sense that there are a
number ε > 0 (independent of v) and, for each v, a positive (Lv+ε)-superharmonic function
F on M˜ (i.e. (Lv + ε)F ≥ 0). For instance, if Y ≡ 0, then L = ∆ is weakly coercive and
it has a unique L-harmonic measure m, whose lift in SM˜ satisfies dm˜ = dx× dm˜x, where
dx is proportional to the volume element and m˜x is the hitting probability at ∂M˜ of the
Brownian motion starting at x. Consequently, in this case, the function k in Proposition
2.1 is the Martin kernel function. This relation is not clear for general weakly coercive L.
A nice property for the laminated diffusion associated with a weakly coercive operator
is that the semi-group σt, t ≥ 0, of transformations of Ω+ has strong ergodic properties
with respect to the probability P, provided Y satisfies some mild condition. Recall that a
measure preserving semi flow σt, t ≥ 0, of transformations of a probability space (Ω,P) is
called mixing if for any bounded measurable functions F1, F2 on Ω,
lim
t→+∞EP(F1 (F2 ◦ σt)) = EP(F1)EP(F2).
Proposition 2.2. Let L = ∆+Y be subordinated to the stable foliation and such that Y ∗,
the dual of Y in the cotangent bundle to the stable foliation over SM , satisfies dY ∗ = 0
leafwisely. Assume that L is weakly coercive. Let m be the unique invariant measure, P the
associated probability measure on Ω+. The shift semi-flow σt, t ≥ 0, is mixing on (Ω+,P).
(Note that Y is a section of the tangent bundle ofW over SM of class Ck,αs and that Y ∗
is a section of the cotangent bundle of W over SM of class Ck,αs , the duality being defined
by the metric inherited from M˜ . The hypothesis is that this 1-form, seen as a 1-form on
M˜ , is closed.)
Proof. The classical proof that a weakly coercive subordinated operator admits a unique
harmonic measure (see [Ga], [L2], [Y] for the case of ∆) shows in fact the mixing property
if F1 and F2 are functions on Ω+ that depends only on the starting point of the path and
are continuous as functions on SM . The mixing property is extended first to bounded
measurable functions on Ω+ that depends only on the starting point of the path by (L
2,
say) density, then to functions depending on a finite number of coordinates in the space
of paths by the Markov property and finally to all bounded measurable functions by L2
density. 
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2.2. Linear drift and stochastic entropy for laminated diffusion. Let m be an
L-harmonic measure and m˜ be its G-invariant extension in SM˜ . Choose a fundamental
domainM0 of M˜ and identify SM withM0×∂M˜ . We normalize m˜ so that m˜(M0×∂M˜) = 1
(so that the measure P is a probability; we denote EP the corresponding expectation). Let
dW denote the leafwise metric on the stable foliation of SM˜ . Then it can be identified
with dg˜ on M˜ on each leaf. We define
`L(m) := lim
t→+∞
1
t
∫
M0×∂M˜
dW((x, ξ), (y, η))p(t, (x, ξ), d(y, η)) dm˜(x, ξ),
hL(m) := lim
t→+∞−
1
t
∫
M0×∂M˜
(lnp(t, (x, ξ), (y, η))) p(t, (x, ξ), d(y, η)) dm˜(x, ξ).
Equivalently, by using P˜ in Proposition 2.1, we see that
`L(m) = lim
t→+∞
1
t
∫
ω(0)∈M0×∂M˜
dW(ω(0), ω(t)) dP˜(ω) = lim
t→+∞
1
t
EP(dW(ω(0), ω(t))),
hL(m) = lim
t→+∞−
1
t
∫
ω(0)∈M0×∂M˜
lnp(t, ω(0), ω(t)) dP˜(ω) = lim
t→+∞−
1
t
EP(lnp(t, ω(0), ω(t))).
Call `L(m) the linear drift of L for m, and hL(m) the (stochastic) entropy of L for m. In
case there is a unique L-harmonic measurem, we will write `L := `L(m) and hL := hL(m)
and call them the linear drift and the (stochastic) entropy for L, respectively.
Clearly, hL(m) is nonnegative by definition. We are interested in the case that hL(m)
is positive. When L = ∆, this is true ([K1, Theorem 10]). In general, there exist weakly
coercive L’s which admit uncountably many harmonic measures with zero entropy ([H2]).
Let L be such that Y ∗, the dual of Y in the cotangent bundle to the stable foliation over
SM , satisfies dY ∗ = 0 leafwisely. For v ∈ SM , let X(v) be the tangent vector to W s(v)
that projects on v and let
pr(−〈X,Y 〉) := sup
{
hµ −
∫
〈X,Y 〉 dµ : µ ∈ M
}
be the pressure of the function −〈X,Y 〉 on SM with respect to the geodesic flow Φt, where
M is the set of Φt-invariant probability measures on SM and hµ is the entropy of µ with
respect to Φt. Then,
Proposition 2.3 ([H2]). Let L = ∆+ Y be subordinated to the stable foliation and such
that Y ∗, the dual of Y in the cotangent bundle to the stable foliation over SM , satisfies
dY ∗ = 0 leafwisely. Then, hL(m) is positive if and only if pr(−〈X,Y 〉) is positive, and
each one of the two positivity properties implies that L is weakly coercive, m is the unique
L-harmonic measure and `L(m) is positive.
In particular, when we consider ∆ + Zλ, where Zλ := (m − 2)∇(ϕλ ◦$) and ϕλ’s are
real valued functions on M such that (λ, x) 7→ ϕλ(x) is C3 and ϕ0 ≡ 0, the pressure of
−〈Zλ,X〉 is positive for λ close enough to 0.
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2.3. Linear drift and stochastic entropy for laminated diffusions: pathwise lim-
its. By ergodicity of the shift semi-flow, it is possible to evaluate the linear drift and
stochastic entropy along typical paths. Let L = ∆ + Y be such that Y ∗, the dual of Y
in the cotangent bundle to the stable foliation over SM , satisfies dY ∗ = 0 leafwisely and
pr(−〈X,Y 〉) > 0. Let m be the unique L-harmonic measure. By Proposition 2.2 the
measure P associated to m is ergodic for the shift flow on Ω+. The following well known
fact follows then from Kingman’s Subadditive Ergodic Theorem ([Ki]). For P-almost all
paths ω ∈ Ω+, we still denote by ω its lift in Ω˜+ with ω(0) ∈M0 and we have
(2.1) lim
t→+∞
1
t
dW(ω(0), ω(t)) = `L.
Similarly, we can characterize hL using the Green function along the trajectories. For each
v = (x, ξ) ∈ M˜ × ∂M˜ , we can regard Lv as an operator on M˜ . Since it is weakly coercive,
there exists the corresponding Green function Gv(·, ·) on M˜ × M˜ , defined for x 6= y by
Gv(x, y) :=
∫ ∞
0
pv(t, x, y) dt.
Define the Green function G(·, ·) on SM˜ × SM˜ as being
G((y, η), (z, ζ)) := G(y,η)(y, z)δη(ζ), for (y, η), (z, ζ) ∈ SM˜,
where δη(·) is the Dirac function at η. We have the following proposition concerning hL.
Proposition 2.4. Let L = ∆+ Y be such that Y ∗, the dual of Y in the cotangent bundle
to the stable foliation over SM , satisfies dY ∗ = 0 leafwisely and pr(−〈X,Y 〉) > 0. Then
for P-a.e. paths ω ∈ Ω+, we have
hL = lim
t→+∞−
1
t
lnp(t, ω(0), ω(t))(2.2)
= lim
t→+∞−
1
t
lnG(ω(0), ω(t)).(2.3)
Contrarily to the distance, the function − lnp is not elementarily subadditive along the
trajectories and the argument used to establish (2.1) has to be modified. We will use the
trick of [L3] to show that there exists a convex function hL(s), s > 0, such that for P-a.e.
paths ω ∈ Ω+, for any s > 0,
hL(s) = lim
t→+∞−
1
t
lnp(st, ω(0), ω(t)).(2.4)
Setting s = 1 in (2.4) gives that limt→+∞−1t lnp(t, ω(0), ω(t)) exists and is hL(1). More-
over, hL(1) ≤ hL by Fatou’s Lemma. Then, (2.3) and (2.2) will follow once we show that
for P-almost all paths ω ∈ Ω+,
(2.5) lim
t→+∞−
1
t
lnG(ω(0), ω(t)) = inf
s>0
{hL(s)} ≥ hL.
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To show (2.4) and (2.5), we need some detailed descriptions of pv(t, x, y). First, we have
a variant of Moser’s parabolic Harnack inequality ([Mos]) (see [St, T] and also [Sa]).
Lemma 2.5. There exist A, ς > 0 such that for any v ∈ SM˜ , t ≥ 1, 12 ≤ t′ ≤ 1,
x, x′, y, y′ ∈ M˜ with d(x, x′) ≤ ς, d(y, y′) ≤ ς,
(2.6) pv(t, x, y) ≥ Apv(t− t′, x′, y′).
Next, we have the exponential decay property of pv(t, x, y) in time t.
Lemma 2.6. ([H2, p.76])There exist B, ε > 0 independent of v such that
(2.7) pv(t, x, y) ≤ B · e−εt, for all y ∈ M˜ and t ≥ 1.
A Gaussian like upper bound for pv(t, x, y) is also valid.
Lemma 2.7. ([Sa, Theorem 6.1])There exist constants C1, C2,K1 such that for any v ∈
SM˜ , t > 0 and x, y ∈ M˜ , we have
pv(t, x, y) ≤ 1
Vol(x,
√
t)Vol(y,
√
t)
exp
[
C1(1 + bt+
√
K1t)− d
2(x, y)
C2t
]
.
Let b > 0 be an upper bound of ‖Y ‖. We have the following lower bound for pv(t, x, y).
Lemma 2.8. ([W, Theorem 3.1]) Let β =
√
K(m − 1) + b, where K ≥ 0 is such that
Ricci ≥ −K(m− 1). Then for any v ∈ SM˜ , t, σ > 0 and x, y ∈ M˜ , we have
(2.8) pv(t, x, y) ≥ (4pit)−
m
2 exp
[
−( 1
4t
+
σ
3
√
2t
)d2(x, y)− β
2t
4
−
(
β2
4σ
+
2mσ
3
)√
2t
]
.
Proof of Proposition 2.4. We first show (2.4). Given s > 0, for ω ∈ Ω+, define
F (s, ω, t) := − ln(p(st− 1, ω(0), ω(t)) · A˜),
where A˜ = A2 inf
z∈M˜ Vol(B(z, ς)) and A, ς are as in Lemma 2.5. Then for t, t
′ ≥ 1/s,
ω ∈ Ω+,
F (s, ω, t+ t′) ≤ F (s, ω, t) + F (s, σt(ω), t′).
This follows by the semi-group property of p and (2.6) since
p
(
s(t+ t′)− 1, ω(0), ω(t + t′)) = ∫ p(st− 1
2
, ω(0), z)p(st′ − 1
2
, z, ω(t + t′)) dz
≥
∫
B(ω(t),ς)
p(st− 1
2
, ω(0), z)p(st′ − 1
2
, z, ω(t+ t′)) dz
≥ A˜p(st− 1, ω(0), ω(t))p(st′ − 1, ω(t), ω(t + t′)).
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For 0 < t1 < t2 < +∞, by (2.8), there exists a constant C > 0, depending on t1, t2 and the
curvature bounds, such that for any v ∈ SM˜ , x, y ∈ M˜ , any t, t1 ≤ t ≤ t2,
C exp
[
−( 1
4t1
+
σ
3
√
2t1
)d2(x, y)
]
≤ pv(t, x, y).
As a consequence, we have
E
(
sup
1+ 1
s
≤t≤2+ 1
s
F (s, ω, t)
)
≤ ( 1
4s
+
σ
3
√
2s
)E
(
sup
1+ 1
s
≤t≤2+ 1
s
d2(ω(0), ω(t))
)
− ln(CA˜),
where the second expectation term is bounded by a multiple of its value in a hyperbolic
space with curvature the lower bound curvature of M and is finite (cf. [DGM]). So by
the Subadditive Ergodic Theorem applied to the subadditive cocycle F (s, ω, t), there exists
hL(s) such that for P-a.e. ω ∈ Ω+, and for m˜-a.e. v,
(2.9)
hL(s) = lim
t→+∞−
1
t
lnp(st−1, ω(0), ω(t)) = lim
t→+∞−
1
t
∫
M˜
pv(t, x, y) lnpv(st−1, x, y) dVol(y).
Using the semi-group property of p and (2.6) again, we obtain that for 0 < a < 1, s1, s2 > 0,
p((as1 + (1− a)s2)t− 1, ω(0), ω(t))
≥ A˜p(as1t− 1, ω(0), ω(at))p((1 − a)s2t− 1, ω(at), ω(t)).
It follows that hL(·) is a convex function on R+ and hence is continuous. This allows us
to pick up a full measure set of ω such that (2.4) holds true for all positive s. Let D be
a countable dense subset of R+. There is a measurable set E ⊂ Ω+ with P(E) = 1 such
that for ω ∈ E, (2.9) holds true for any s ∈ D. Let ω ∈ Ω+ be such an orbit. Given any
s1 < s2, let t > 0 be large, then we have by (2.6) that
p(s1t, ω(0), ω(t)) ≤ A(s1−s2)t+1p(s2t− 1, ω(0), ω(t)).
So for s′ < s < s′′(s′, s′′ ∈ D), and ω ∈ E,
hL(s′′) + (s′′ − s) lnA ≤ lim inf
t→+∞ −
1
t
lnp(st, ω(0), ω(t))
≤ lim sup
t→+∞
−1
t
lnp(st, ω(0), ω(t))
≤ hL(s′)− (s− s′) lnA.
Letting s′, s′′ go to s on both sides, it gives (2.4) by continuity of the function hL. Moreover,
given ω ∈ E, the convergence is uniform for s in any closed interval [s1, s2], 0 < s1 < s2 <
+∞.
To show the first equality in (2.5), we use the observation that for any t ∈ R+,
G(ω(0), ω(t)) = t
∫ +∞
0
p(st, ω(0), ω(t)) ds.
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Let s0 ∈ (0,∞) such that hL(s0) = infs>0 hL(s). For any ε > 0, there exists δ, 0 < δ ≤ ε,
such that for |s− s0| < δ, hL(s) ≤ hL(s0) + ε. Write
G(ω(0), ω(t)) ≥ t
∫ s0+δ
s0+
1
t
p(st, ω(0), ω(t)) ds
and note that for s0 +
1
t < s < s0 + δ, ω ∈ Ω+, we have as above by (2.6) that
p(st, ω(0), ω(t)) ≥ A(s−s0)t+1p(s0t− 1, ω(0), ω(t)).
Moreover, for t large enough and ω ∈ E, p(s0t− 1, ω(0), ω(t)) ≥ e−t(hL(s0)+ε). Therefore:
(G(ω(0), ω(t)))1/t ≥ t1/tA1/t
(∫ δ
1/t
Astds
)1/t
e−(hL(s0)+ε).
It follows that for ω ∈ E,
lim sup
t→+∞
−1
t
lnG(ω(0), ω(t)) ≤ inf
s>0
{hL(s)}.
For the reverse inequality, we cut the integral
∫ +∞
0 p(st, ω(0), ω(t)) ds into three parts.
Fix ε1 ∈ (0, hL). We first claim that for s1 > 0 small enough, for P-a.e. paths ω ∈ Ω+ and
t large enough,
(2.10)
∫ s1
0
p(st, ω(0), ω(t)) ds ≤ 1
t
e−(infs>0{hL(s)}−ε1)t.
Indeed, by Lemma 2.7, there exists a constant C ′ such that∫ s1
0
p(st, ω(0), ω(t)) ds ≤ C ′eC′t
∫ s1
0
1
(st)m/2
e−
d2(ω(0),ω(t))
C′st ds
=
C ′eC′t
t
∫ +∞
1/(s1t)
um/2+2e−
d2(ω(0),ω(t))
C′
u du
≤ C
′eC′t
t
Q
(
d2(ω(0), ω(t))
)
e
− d2(ω(0),ω(t))
C′s1t ,(2.11)
where Q is some polynomial of degree [m/2]+3. For P-a.e. paths ω ∈ Ω+, for large enough
t,
0 <
`L
2
≤ 1
t
d(ω(0), ω(t)) ≤ 3`L
2
.
It follows that for those paths, given ε1 ∈ (0, hL), for any s1 ∈ (0, `
2
L
4C′ · 1C′+hL− 12 ε1 ), the
quantity in (2.11) is bounded from above by
1
t
· C ′Q (d2(ω(0), ω(t))) · e−(infs>0{hL(s)}− 12ε1)t.
Consequently, (2.10) is satisfied for those paths, for t large enough.
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Then observe that for s2, t > 1, we have by (2.7) that∫ +∞
s2
p(st, ω(0), ω(t)) ds ≤ B
∫ +∞
s2
e−εst ds =
1
εt
Be−εs2t.
So for any ε1 ∈ (0, hL), if s2 and t are large enough, then∫ +∞
s2
p(st, ω(0), ω(t)) ds ≤ 1
t
e−(infs>0{hL(s)}−ε1)t.
Moreover, using the uniform convergence in (2.4) on the interval [s1, s2], we get, for
ω ∈ E and t large enough,∫ s2
s1
p(st, ω(0), ω(t)) ds ≤ (s2 − s1)e−(infs>0{hL(s)}−
1
2
ε1)t
≤ e−(infs>0{hL(s)}−ε1)t.
Putting everything together, we obtain
lim inf
t→+∞ −
1
t
lnG(ω(0), ω(t)) ≥ inf
s>0
{hL(s)}.
Finally, we have infs>0{hL(s)} ≥ hL since for any typical v ∈ SM ,
hL(s)− hL = lim
t→+∞−
1
t
∫
pv(t, x, y) ln
pv(st, x, y)
pv(t, x, y)
dVol(y)
≥ lim
t→+∞
1
t
∫
pv(t, x, y)
(
1− pv(st, x, y)
pv(t, x, y)
)
dVol(y)
≥ 0.

2.4. Linear drift and stochastic entropy for laminated diffusions: integral for-
mulas. The interrelation between the underlying geometry of the manifold and the linear
drift and the stochastic entropy is not well exposed in the pathwise limit expressions (2.1)
and (2.3). The purpose of this subsection is to establish the generalization of formulas (1.2)
for the linear drift and the stochastic entropy, respectively, and set up the corresponding
notations.
We begin with `L. We will express it using the Busemann function at the geometric
boundary and the L-harmonic measure. Recall the geometric boundary ∂M˜ of M˜ is the
collection of equivalent classes of geodesics, where two geodesics γ1, γ2 of M˜ are said to
be equivalent (or asymptotic) if supt≥0 d(γ1, γ2) < +∞. Let L = ∆+ Y be such that Y ∗,
the dual of Y in the cotangent bundle to the stable foliation over SM , satisfies dY ∗ =
0 leafwisely and pr(−〈X,Y 〉) > 0. For P-a.e. paths ω ∈ Ω+, ω(t) converges to the
geometric boundary as t goes to infinity ([H2]), where we still denote by ω its projection
to M˜ . Let γω(0),ω(∞) be the geodesic ray starting from ω(0) asymptotic to ω(∞) :=
limt→+∞ ω(t). Then, loosely speaking, ω stays close to γω(0),ω(∞) (see Lemma 3.5). The
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Busemann function to be introduced will be very helpful to record the movement of the
‘shadow’ of ω(t) on γω(0),ω(∞).
Let x ∈ M˜ and define for y ∈ M˜ the Busemann function bx,y(z) on M˜ by letting
bx,y(z) := d(y, z) − d(y, x), for z ∈ M˜ .
The assignment of y 7→ bx,y is continuous, one-to-one and takes value in a relatively com-
pact set of functions for the topology of uniform convergence on compact subsets of M˜ .
The Busemann compactification of M˜ is the closure of M˜ for that topology. In the negative
curvature case, the Busemann compactification coincides with the geometric compactifi-
cation (see [Ba]). So for each v = (x, ξ) ∈ M˜ × ∂M˜ , the Busemann function at v, given
by
bv(z) := lim
y→ξ
bx,y(z), for z ∈ M˜,
is well-defined. For points on the geodesic γx,ξ, its Busemann function value is negative its
flow distance with x. In other words, for s, t ≥ 0,
(2.12) bv(γx,ξ(t))− bv(γx,ξ(s)) = s− t.
The equation (2.12) continues to hold if we replace γx,ξ with geodesic γz,ξ starting from
z ∈ M˜ which is asymptotic to ξ ([EO]). Note that the absolute value of the difference of
the Busemann function at two points are always less than their distance. It follows that,
if we consider the Busemann function bv as a function defined on W
s(x, ξ),
(2.13) ∇bv(z) = −X(z, ξ),
where X(z, ξ) is the tangent vector to W s(v) which projects to (z, ξ) = γ˙z,ξ(0). This
relationship explains why the Busemann function is involved in the analysis of geometric
and dynamical quantities: the variation of X is related to variation of asymptotic geodesics,
the theory of Jacobi fields; while the vector field X on SM˜ defines the geodesic flow.
We are going to use both interpretations of X to see how the linear drift is related the
geometry. Since we only discuss C3 metrics in this paper, we will state the results in this
setting. But most results have corresponding versions for Ck metrics.
We begin with the theory of Jacobi fields and Jacobi tensors. Most notations will
also be used in Section 4. Recall the Jacobi fields along a geodesic γ are vector fields
t 7→ J(t) ∈ Tγ(t)M which describe infinitesimal variation of geodesics around γ. It is
well-known that J(t) satisfies the Jacobi equation
(2.14) ∇γ˙(t)∇γ˙(t)J(t) +R(J(t), γ˙(t))γ˙(t) = 0
and is uniquely determined by the values of J(0) and J ′(0). (Here for vector fields Y,Z
along M˜ , we denote ∇Y Z and R(Y,Z) the covariant derivative and the curvature tensor
associated to the Levi-Civita connection of g˜.) Let N(γ) be the normal bundle of γ:
N(γ) := ∪t∈RNt(γ), where Nt(γ) = {Y ∈ Tγ(t)M : 〈Y, γ˙(t)〉 = 0}.
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It follows from (2.14) that if J(0) and J ′(0) both belong to N0(γ), then J(t) and J ′(t) both
belong to Nt(γ), for all t ∈ R. Also, it is easy to deduce from (2.14) that the Wronskian of
two Jacobi fields J and J˜ along γ:
W (J, J˜) := 〈J ′, J˜〉 − 〈J, J˜ ′〉
is constant.
A (1, 1)-tensor along γ is a family V = {V (t), t ∈ R}, where V (t) is an endomorphism
of Nt(γ) such that for any family Yt of parallel vectors along γ, the covariant derivative
∇γ˙(t)(V (t)Yt) exists. The curvature tensor R induces a symmetric (1, 1)-tensor along γ by
R(t)Y = R(Y, γ˙(t))γ˙(t). A (1, 1)-tensor V (t) along γ is called a Jacobi tensor if it satisfies
∇γ˙(t)∇γ˙(t)V (t) +R(t)V (t) = 0.
If V (t) is a Jacobi tensor along γ, then V (t)Yt is a Jacobi field for any parallel field Yt.
For each s > 0, v ∈ SM˜ , let Sv,s be the Jacobi tensor along the geodesic γv with the
boundary conditions Sv,s(0) = Id and Sv,s(s) = 0. Since (M˜ , g˜) has no conjugate points,
the limit lims→+∞ Sv,s =: Sv exists ([Gre]). The tensor Sv is called the stable tensor along
the geodesic γv. Similarly, by reversing the time s, we obtain the unstable tensor Uv along
the geodesic γv.
To relate the stable and unstable tensors to the dynamics of the geodesic flow, we first
recall the metric structure of the tangent space TTM˜ of TM˜ . For x ∈ M˜ and v ∈ TxM˜ , an
element w ∈ TvTM˜ is vertical if its projection on TxM˜ vanishes. The vertical subspace Vv
is identified with TxM˜ . The connection defines a horizontal complement Hv, also identified
with TxM˜. This gives a horizontal/vertical Whitney sum decomposition
TTM˜ = TM˜ ⊕ TM˜.
Define the inner product on TTM˜ by
〈(Y1, Z1), (Y2, Z2)〉g˜ := 〈Y1, Y2〉g˜ + 〈Z1, Z2〉g˜.
It induces a Riemannian metric on TM˜ , the so-called Sasaki metric. The unit tangent
bundle SM˜ of the universal cover (M˜ , g˜) is a subspace of TM˜ with tangent space
T(x,v)SM˜ = {(Y,Z) : Y,Z ∈ TxM˜, Z ⊥ v}, for x ∈ M˜, v ∈ SxM˜.
Assume v = (x, v) ∈ SM˜ . Horizontal vectors in TvSM˜ correspond to pairs (J(0), 0). In
particular, the geodesic spray Xv at v is the horizontal vector associated with (v, 0). A
vertical vector in TvSM˜ is a vector tangent to SxM˜ . It corresponds to a pair (0, J
′(0)),
with J ′(0) orthogonal to v. The orthogonal space to Xv in TvSM corresponds to pairs
(v1, v2), vi ∈ N0(γv) for i = 1, 2.
DIFFERENTIATING THE STOCHASTIC ENTROPY IN NEGATIVELY CURVED SPACES 17
The dynamical feature of Jacobi fields can be seen using the geodesic flow on the unit
tangent bundle. Let Φt be the time t map of the geodesic flow on SM˜ , in coordinates,
Φt(x, ξ) = (γx,ξ(t), ξ), ∀(x, ξ) ∈ SM˜.
Let DΦt be the tangent map of Φt. Then, if (J(0), J
′(0)) is the horizontal/vertical de-
composition of w ∈ T(x,ξ)SM˜ , (J(t), J ′(t)) is the horizontal/vertical decomposition of
DΦtw ∈ TΦt(x,ξ)SM˜ .
Due to the negative curvature nature of the metric, the geodesic flow on SM˜ is Anosov :
the tangent bundle TSM˜ decomposes into the Witney sum of three DΦt-invariant sub-
bundles Ec ⊕Ess ⊕Euu, where Ec is the 1-dimensional subbundle tangent to the flow and
Ess and Euu are the strongly contracting and expanding subbundles, respectively, so that
there are constants C, c > 0 such that
i) ‖DΦtw‖ ≤ Ce−ct‖w‖ for w ∈ Ess, t > 0.
ii) ‖DΦ−1t w‖ ≤ Ce−ct‖w‖ for w ∈ Euu, t > 0.
For any geodesic v = (x, ξ) ∈ SM˜ , let Sv, Uv be the stable and unstable tensors along γv,
respectively. The stable subbundle Ess at v is the graph of the mapping S′v(0), considered
as a map from N0(γv) to Vv sending Y to S
′
v(0)Y , where N0(γv) := {w,w ∈ Hv,w ⊥ Xv}.
Similarly, the unstable subbundle Euu at v is the graph of the mapping U ′v(0) considered as
a map fromN0(γv) to Vv. Due to the Anosov property of the geodesic flow, the distributions
of Ess,Euu (and hence Ec ⊕ Ess,Ec ⊕ Euu) are Ho¨lder continuous (this is first proved by
Anosov ([Ano2]), see [Ba, Proposition 4.4] for a similar but simpler argument by Brin).
As a consequence, the (1, 1)-tensors Sv, S
′
v, Uv, U
′
v are also Ho¨lder continuous with respect
to v.
We are in a situation to see the relation between the Busemann function and the ge-
odesic flow. Let x0 ∈ M˜ be a reference point and for any ξ ∈ ∂M˜ consider bx0,ξ(·) :=
limz→ξ bx0,z(·). For any v = (x, ξ) ∈ M˜ × ∂M˜ , the set
{(y, ξ) : bx0,ξ(y) = bx0,ξ(x)}
turns out to coincide with the strong stable manifold at v, denoted W ss(v), which is
W ss(v) :=
{
(y, η) : lim sup
t→+∞
1
t
log dist (Φt(y, η),Φt(v)) < 0
}
.
(The strong unstable manifold at v, denoted W su(v), is defined by reversing the time.) In
other words, the collection of the foot points y such that (y, ξ) ∈W ss(x, ξ) form the stable
horosphere, which is a level set of Busemann function. Note that W ss(v) locally is a C2
graph from Essv to E
c
v⊕Euuv and is tangent to Essv . So, by the Jacobian characterization of
Essv of the previous paragraph and (2.13), it is true ([Esc, HIH]) that
∇w(∇bx,ξ)(x) = −S′(x,ξ)(0)(w), ∀w ∈ TxM˜.
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Thus,
∆xbx,ξ = −DivX = −Trace of S′(x,ξ)(0),
which is the mean curvature of the horosphere W ss(x, ξ) at x. Note that for each ψ ∈ G,
bx0,ψξ(ψx) = bx0,ξ(x) + bψ−1x0,ξ(x0).
Hence ∆xbx0,ξ satisfies ∆ψxbx0,ψξ = ∆xbx0,ξ and defines a function B on the unit tangent
bundle SM , which is called the Laplacian of the Busemann function. Due to the hyperbolic
nature of the geodesic flow, the function B is a Ho¨lder continuous function on SM .
Now, we can state the integral formula for the linear drift.
Proposition 2.9. Let L = ∆+ Y be such that Y ∗, the dual of Y in the cotangent bundle
to the stable foliation over SM , satisfies dY ∗ = 0 leafwisely and pr(−〈X,Y 〉) > 0. Then
we have
`L = −
∫
M0×∂M˜
(
DivX + 〈Y,X〉) dm˜.(2.15)
(Observe that the classical formula (1.1) for the linear drift is obtained from Proposition
2.9 by considering the metric gλ and Y ≡ 0.)
Proof. For P-a.e. path ω ∈ Ω+, we still denote ω its projection to M˜ and let v :=
ω(0) and η := limt→+∞ ω(t) ∈ ∂M˜ . We see that when t goes to infinity, the process
bv(ω(t)) − d(x, ω(t)) converges P-a.e. to the a.e. finite number −2(ξ|η)x, where
(2.16) (ξ|η)x := lim
y→ξ,z→η
(y|z)x and (y|z)x := 1
2
(d(x, y) + d(x, z) − d(y, z)) .
So for P-a.e. ω ∈ Ω+, we have
lim
t→+∞
1
t
bv(ω(t)) = `L.
Using the fact that the L-diffusion has leafwise infinitesimal generator ∆+Y and is ergodic
with invariant measure m on SM , we obtain
`L = lim
t→+∞
1
t
∫ t
0
∂
∂s
bv(ω(s)) ds
= lim
t→+∞
1
t
∫ t
0
(∆ + Y )bv(ω(s)) ds
(
=
∫
M0×∂M˜
(∆ + Y )bv dm˜
)
= −
∫
M0×∂M˜
(
DivX + 〈Y,X〉) dm˜.

The negative of the logarithm of the Green function has a lot of properties analogous
to a distance function. First of all, let us recall some classical results concerning Green
functions from [Anc].
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Lemma 2.10. (see [Anc, Remark 3.1]) Let L = ∆ + Y be such that Y ∗, the dual of Y
in the cotangent bundle to the stable foliation over SM , satisfies dY ∗ = 0 leafwisely and
pr(−〈X,Y 〉) > 0 and let G(·, ·) = {Gv(·, ·)}v∈SM˜ be the Green function of L. There exists
a constant c0 ∈ (0, 1) such that for any v ∈ SM˜ and any x, y, z ∈ M˜ with mutual distances
greater than 1,
(2.17) Gv(x, z) ≥ c0Gv(x, y)Gv(y, z).
For v,w ∈ SxM˜ , x ∈ M˜ , the angle ∠x(v,w) is the unique number 0 ≤ θ ≤ pi such that
〈v,w〉 = cos θ. Given v ∈ SxM˜ and 0 < θ < pi, the set
Γx(v, θ) := {y ∈ M˜ ∪ ∂M˜ : ∠x(v, γ˙x,y(0)) < θ}
is called the cone of vertex x, axis v, and angle θ, where γx,y is the geodesic segment that
starts at x and ends at y. For any s > 0, the cone Γ with vertex γv(s) (where γv is the
geodesic starting at x with initial speed v), axis γ˙v(s) and angle θ is called the s-shifted cone
of Γx(v, θ). The following is a special case of the Ancona’s inequality at infinity ([Anc]).
Lemma 2.11. (see [Anc, Theorem 1’]) Let L and G be as in Lemma 2.10. Let Γ :=
Γx0(v,
pi
2 ) be a cone in M˜ with vertex x0, axis v and angle
pi
2 . Let Γ1 be the 1-shifted cone
of Γ and x1 be the vertex of Γ1. There exists a constant c1 such that for any v ∈ SM˜ , any
Γ, all x ∈ M˜\Γ and z ∈ Γ1,
Gv(x, z) ≤ c1Gv(x, x1)Gv(x0, z).(2.18)
We may assume c1 = c
−1
0 , where c0 is as in Lemma 2.10. As a consequence of Lemma
2.10 and Lemma 2.11, G is related to the distance d in the following way.
Lemma 2.12. Let L andG be as in Lemma 2.10. There exist positive numbers c2, c3, α2, α3
such that for any v ∈ SM˜ and any x, z ∈ M˜ with d(x, z) ≥ 1,
(2.19) c2e
−α2d(x,z) ≤ Gv(x, z) ≤ c3e−α3d(x,z).
Proof. The upper bound of (2.19) was shown in [H2, Corollary 4.8] using Ancona’s in-
equality at infinity (cf. Lemma 2.11). For the lower bound, we first observe that Lemma
2.10 also holds true if x, y, z satisfies d(x, z) > 1 and d(x, y) = 1. Indeed, by the clas-
sical Harnack inequality ([LY]), there exists c4 ∈ (0, 1) such that for any v ∈ SM˜ and
x, y, z ∈ M˜ with d(x, z) > 1 and d(x, y) ≤ 1,
(2.20) c4Gv(y, z) ≤ Gv(x, z) ≤ c−14 Gv(y, z).
Since d(x, y) = 1, by [Anc, Proposition 7], there is c5 ∈ (0, 1) (independent of x, y) with
(2.21) c5 ≤ Gv(x, y) ≤ c−15 .
So, if c0 ≤ c4c5, then (2.17) holds true for x, y, z ∈ M˜ with d(x, z) > 1 and d(x, y) = 1. Now,
for x, z ∈ M˜ with d(x, z) > 1, choose a sequence of points xi, 1 ≤ i ≤ n, on the geodesic
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segment γx,z with x0 = x, xn = z, d(xi, xi+1) = 1, i = 0, · · · , n− 2, and d(xn−1, z) ∈ [1, 2).
Applying (2.17) successively for xi, xi+1, z, we obtain
Gv(x, z) ≥ Gv(xn−1, z)(c0c5)n−1 ≥ c4c5(c0c5)n−1 ≥ c4c5(c0c5)d(x,y),
where, to derive the second inequality, we use (2.20) and the fact that the lower bound
of (2.21) holds for any x, y ∈ M˜ with d(x, y) ≤ 1. The lower bound estimation of (2.19)
follows for c2 = c4c5 and α2 = − ln c0c5. 
We may assume the constants c2, c3 in Lemma 2.12 are such that c2 is smaller than 1
and c3 = c
−1
2 . For each v ∈ SM˜ , x, z ∈ M˜ , let
dGv(x, z) :=
{ − ln (c2Gv(x, z)) , if d(x, z) > 1;
− ln c2, otherwise.
Although dGv is always greater than the positive number min{α3,− ln c2} by (2.19), we
still call it a ‘Green metric’ for Lv (after [BHM] for the hyperbolic groups case) since it
satisfies an almost triangle inequality in the following sense.
Lemma 2.13. There exists a constant c6 ∈ (0, 1) such that for all x, y, z ∈ M˜ ,
(2.22) dGv(x, z) ≤ dGv(x, y) + dGv(y, z)− ln c6.
Proof. If d(x, z) ≤ 1, then (2.22) holds for c6 = c2. If x, y, z have mutual distances greater
than 1, then (2.22) holds for c6 = c0 by Lemma 2.10. If d(x, z) > 1 and d(y, z) ≤ 1, using
the classical Harnack inequality (2.20), we have
Gv(x, z) ≥ c4Gv(x, y)
and hence (2.22) holds with c6 = c4 if, furthermore, d(x, y) > 1 or with c6 = c4c5 otherwise.
The case that d(x, z) > 1, d(x, y) ≤ 1 can be treated similarly. 
By Lemma 2.12, dGv is comparable to the metric d for any x, z ∈ M˜ with d(x, z) > 1:
(2.23) α3d(x, z) ≤ dGv(x, z) ≤ α2d(x, z) − 2 ln c2.
Using Lemma 2.11, we can further obtain that dGv is almost additive along the geodesics.
Lemma 2.14. Let L and G be as in Lemma 2.10. There exists a constant c7 such that
for any v ∈ SM˜ , any x, z ∈ M˜ and y in the geodesic segment γx,z connecting x and z,
(2.24) |dGv(x, y) + dGv(y, z) − dGv(x, z)| ≤ − ln c7.
Proof. Let x, z ∈ M˜ and y belong to the geodesic segment γx,z. If d(x, y), d(y, z) ≤ 1,
then d(x, z) ≤ 2 and, using (2.23), we obtain (2.24) with c7 = c22e−2α2 . If d(x, y) ≤ 1 and
d(y, z) > 1 (or d(y, z) ≤ 1 and d(x, y) > 1), using Harnack’s inequality (2.20), we have
(2.24) with c7 = c2c4. Finally, if x, y, z have mutual distances greater than 1, we have by
Lemma 2.10 and Lemma 2.11 (where we can use Harnack’s inequality to replace Gv(x, x1)
in (2.18) by c−14 Gv(x, x0)) that
|lnGv(x, y) + lnGv(y, z)− lnGv(x, z)| ≤ − ln(c1c4)
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and consequently,
|dGv(x, y) + dGv(y, z)− dGv(x, z)| ≤ − ln(c1c2c4).

More is true, as we can see from Lemma 2.11 and Lemma 2.13 as well.
Lemma 2.15. Let L and G be as in Lemma 2.10. There exists a constant c8 such that
for any v ∈ SM˜ , if x, y, z ∈ M˜ are such that x and z are separated by some cone Γ with
vertex y and angle pi2 , and Γ1, the 1-shifted cone of Γ, i.e., x ∈ M˜\Γ, z ∈ Γ1, then
|dGv(x, y) + dGv(y, z) − dGv(x, z)| ≤ − ln c8.
The counterpart of the Busemann function for the analysis of the pathwise limits for
stochastic entropy is the Poisson kernel function. Let v = (x, ξ) ∈ M˜ × ∂M˜ . A Poisson
kernel function kv(·, η) of Lv at η ∈ ∂M˜ is a positive Lv-harmonic function on M˜ such
that
kv(x, η) = 1, kv(y, η) = O(Gv(x, y)), as y → η′ 6= η.
A point η ∈ ∂M˜ is a Martin point of Lv if it satisfies the following properties:
i) there exists a Poisson kernel function kv(·, η) of Lv at η,
ii) the Poisson kernel function is unique, and
iii) if yn → η, then lnGv(·, yn)− lnGv(x, yn)→ ln kv(·, η) uniformly on compact sets.
Since (M,g) is negatively curved and Lv is weakly coercive, every point η of the geometric
boundary ∂M˜ is a Martin point by Ancona ([Anc]). Hence kv(·, η) is also called the Martin
kernel function at η.
The function kv(·, η) should be understood as a function on W s(v) for all η, i.e. it is
identified with kv($(·), η), where $ : SM˜ → M˜ is the projection map. In case L = ∆, all
the kv(·, η)’s are the same as kη(·), the Martin kernel function on M˜ associated to ∆. In
general, kv may vary from leaf to leaf.
Finally, we can state the integral formula for the stochastic entropy.
Proposition 2.16. Let L = ∆+Y be such that Y ∗, the dual of Y in the cotangent bundle
to the stable foliation over SM , satisfies dY ∗ = 0 leafwisely and pr(−〈X,Y 〉) > 0. Then
we have
hL =
∫
M0×∂M˜
‖∇ ln kv(x, ξ)‖2 dm˜.(2.25)
(Since each kv(·, η) is a function on W s(v), in particular, when η = ξ, its gradient (for
the lifted metric from M˜ to W s(v)) is a tangent vector to W s(v). We also observe that
the classical formula (1.1) for the stochastic entropy is obtained from Proposition 2.16 by
considering the metric gλ and Y ≡ 0.)
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Proof. For P-a.e. path ω ∈ Ω+, we still denote ω its projection to M˜ and write v := ω(0).
When t goes to infinity, we see that
lim sup
t→+∞
| lnGv(x, ω(t)) − ln kv(ω(t), ξ)| < +∞,
Indeed, let zt be the point on the geodesic ray γω(t),ξ closest to x. Then, as t→ +∞,
(2.26) Gv(x, ω(t))  Gv(zt, ω(t))  Gv(y, ω(t))
Gv(y, zt)
for all y on the geodesic going from ω(t) to ξ, where  means up to some multiplicative
constant independent of t. The first  comes from Harnack inequality using the fact that
supt d(x, zt) is finite P-almost everywhere. (For P-a.e. ω ∈ Ω+, η = limt→+∞ ω(t) dif-
fers from ξ and d(x, zt), as t → +∞, tends to the distance between x and the geodesic
asymptotic to ξ and η in opposite directions.) The second  comes from Ancona’s inequal-
ity ([Anc]). Replace Gv(y, ω(t))/Gv(y, zt) by its limit as y → ξ, which is k(zt,ξ)(ω(t), ξ),
which is itself  kv(ω(t), ξ) by Harnack inequality again. By (2.3), it follows that, for
P-a.e. ω ∈ Ω+,
lim
t→+∞−
1
t
ln kv(ω(t), ξ) = hL.
Again, using the fact that the L-diffusion has leafwise infinitesimal generator ∆ + Y and
is ergodic, we obtain
hL = lim
t→+∞−
1
t
∫ t
0
∂
∂s
(ln kv(ω(s), ξ)) ds
= lim
t→+∞
1
t
∫ t
0
−(∆ + Y ) (ln kv(ω(s), ξ)) ds
(
= −
∫
M0×∂M˜
(∆ + Y ) (ln kv) dm˜
)
=
∫
M0×∂M˜
‖∇ ln kv(·, ξ)‖2 dm˜.
The last equality comes from the fact that the Martin kernel function kv(·, ξ) satisfies
(∆ + Y )(kv(·, ξ)) = 0. 
2.5. A Central limit theorem for the linear drift and the stochastic entropy.
With the help of the Busemann function and the Martin kernel function, we can further
describe the distributions of the pathwise limits for time large. In this subsection, we recall
the Central Limit Theorems for `L and hL and the ingredients of the proof that we will
use later.
Proposition 2.17. ([H2]) Let L = ∆+Y be such that Y ∗, the dual of Y in the cotangent
bundle to the stable foliation over SM , satisfies dY ∗ = 0 leafwisely and pr(−〈X,Y 〉) > 0.
Then there are positive numbers σ0 and σ1 such that the distributions of the variables
1
σ0
√
t
[dW(ω(0), ω(t)) − t`L] and 1
σ1
√
t
[lnG(ω(0), ω(t)) + thL]
are asymptotically close to the normal distribution when t goes to infinity.
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The proof of the proposition relies on the contraction property of the action of the
diffusion process on a certain space of Ho¨lder continuous functions. Let Qt (t ≥ 0) be the
action of [0,+∞) on continuous functions f on SM which describes the L-diffusion, i.e.,
Qt(f)(x, ξ) =
∫
M0×∂M˜
f˜(y, η)p(t, (x, ξ), d(y, η)),
where f˜ denotes the G-invariant extension of f to SM˜ . For ι > 0, define a norm ‖ · ‖ι on
the space of continuous functions f on SM by letting
‖f‖ι = sup
x,ξ
|f˜(x, ξ)|+ sup
x,ξ1,ξ2
|f˜(x, ξ1)− f˜(x, ξ2)| exp(ι(ξ1|ξ2)x),
where (ξ1|ξ2)x is defined as in (2.16), and letHι be the Banach space of continuous functions
f on SM with ‖f‖ι < +∞. It was shown ([H2, Theorem 5.13]) that for sufficiently
small ι > 0, as t → ∞, Qt converges to the mapping f 7→
∫
f dm exponentially in t
for f ∈ Hι. As a consequence, one concludes that for any f ∈ Hι with
∫
f dm = 0,
u = − ∫ +∞0 Qtf dt, is, up to an additive constant function, the unique element in Hι which
solves Lu = f ([H2, Corollary 5.14]). Applying this property to bv and kv(·, ξ), where we
observe that both v 7→ ∆bv and v 7→ ∇ ln kv(·, ξ) are G-invariant and descend to Ho¨lder
continuous functions on SM (see [Ano1, HPS] and [H1], respectively), we obtain two
Ho¨lder continuous functions u0, u1 on SM (or on M0 × ∂M˜) such that
L(u0) = −
(
Div(X) + 〈Y,X〉) + ∫
M0×∂M˜
(
Div(X) + 〈Y,X〉) dm˜
= − (Div(X) + 〈Y,X〉) − `L, by (2.15), and
L(u1) = ‖∇ ln kv(·, ξ)‖2 −
∫
M0×∂M˜
‖∇ ln kv(·, ξ)‖2 dm˜
= ‖∇ ln kv(·, ξ)‖2 − hL, by (2.25),
where we continue to denote u0 and u1 their G-invariant extensions to SM˜ . For each
ω ∈ Ω+ belonging to a stable leaf of SM˜ , we also denote ω its projection to M˜ . Then for
f = −bv+u0 (or ln kv(·, ξ)+u1), f(ω(t))− f(ω(0))−
∫ t
0 (Lf)(ω(s)) ds is a martingale with
increasing process 2‖∇f‖2(ω(t)) dt. In other words, we have the following.
Proposition 2.18. (cf. [L2, Corollary 3]) For any v = (x, ξ), the process (Z0t )t∈R+ with
ω(0) = v [respectively, (Z1t )t∈R+ with ω(0) = v],
Z0t := −bω(0)(ω(t)) + t`L + u0(ω(t))− u0(ω(0))[
respectively,
Z1t := ln kv(ω(t), ξ) + thL + u1(ω(t))− u1(ω(0))
]
is a martingale with increasing process
2‖X +∇u0‖2(ω(t)) dt [respectively, 2‖∇ ln kv(·, ξ) +∇u1‖2(ω(t)) dt].
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The last ingredient in the proof of Proposition 2.17 is a Central Limit Theorem for
martingales.
Lemma 2.19. ([RY, Chapter IV, Theorem 1.3]) Let M = (Mt)t≥0 be a continuous, square-
integrable centered martingale with respect to an increasing filtration (Ft)t≥0 of a probability
space, with stationary increments. Assume that M0 = 0 and
(2.27) lim
t→+∞E
(∣∣∣∣1t 〈M,M〉t − σ2
∣∣∣∣) = 0
for some real number σ2, where 〈M,M〉t denotes the quadratic variation of Mt. Then the
laws of Mt/
√
t converge in distribution to a centered normal law with variance σ2.
Now we see that both Z0t and Z
1
t are continuous and square integrable. The respective
average variances converge to, respectively, σ20 and σ
2
1 , where
σ20 = 2
∫
M0×∂M˜
‖X +∇u0‖2 dm˜,
σ21 = 2
∫
M0×∂M˜
‖∇ ln kv(·, ξ) +∇u1‖2 dm˜.
By Proposition 2.2, the L-diffusion system is mixing, (2.27) holds for Z0t and Z1t with
σ = σ0 or σ1, respectively. Hence both (1/(σ0
√
t))Z0t and (1/(σ1
√
t))Z1t will converge to
the normal distribution as t tends to infinity. Note that in the proof of Propositions 2.9
and 2.16 we have shown that for P-a.e. ω ∈ Ω+, bv(ω(t)) − dW(ω(0), ω(t)) converges to a
finite number and that
lim sup
t→+∞
| lnGv(ω(0), ω(t)) − ln kv(ω(t), ξ)| < +∞.
As a consequence, we see from Proposition 2.18 that (1/(σ0
√
t)) [dW(ω(0), ω(t)) − t`L] and
(1/(σ0
√
t))Z0t (respectively, (1/(σ1
√
t)) [lnG(ω(0), ω(t)) + thL] and (1/(σ1
√
t))Z1t ) have
the same asymptotical distribution, which is normal, when t goes to infinity.
2.6. Construction of the diffusion processes. So far, we know that both the linear
drift and the stochastic entropy are quantities concerning the average behavior of diffusions
and they can be evaluated along typical paths. To see how they vary when we change
the generators of the diffusions from L to L + Z (which also fulfills the requirement of
Proposition 2.9 (or Proposition 2.16)), our very first step is to understand the change of
distributions of the corresponding diffusion processes on the path spaces. For this, we use
techniques of stochastic differential equation (SDE) to construct on the same probability
space all the diffusion processes.
We begin with the general theories of SDE on a smooth manifoldN. LetX1, · · · ,Xd, V be
bounded C1 vector fields on a C3 Riemannian manifold (N, 〈·, ·〉). Let Bt = (B1t , · · · , Bdt )
be a real d-dimensional Brownian motion on a probability space (Θ,F ,Ft,Q) with gener-
ator ∆. An N-valued semimartingale x = (xt)t∈R+ defined up to a stopping time τ is said
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to be a solution of the following Stratonovich SDE
(2.28) dxt =
d∑
i=1
Xi(xt) ◦ dBit + V (xt) dt
up to τ if for all f ∈ C∞(N),
f(xt) = f(x0) +
∫ t
0
d∑
i=1
Xif(xs) ◦ dBis +
∫ t
0
V f(xs) ds, 0 ≤ t < τ.
Call a second order differential operator A the generator of x if
f(xt)− f(x0)−
∫ t
0
Af(xs) ds, 0 ≤ t < τ,
is a local martingale for all f ∈ C∞(N). It is known (cf. [Hs]) that (2.28) has a unique
solution with a Ho¨rmander type second order elliptic operator generator
A =
d∑
i=1
X2i + V.
If X1, · · · ,Xd, V are such that the corresponding A is the Laplace operator on N, then
the solution of the SDE (2.28) generates the Brownian motion on N. However, there is
no general way of obtaining such a collection of vector fields on a general Riemannian
manifold.
To obtain the Brownian motion (xt)t∈R+ on N, we adopt the Eells-Elworthy-Malliavin
approach (cf. [El]) by constructing a canonical diffusion on the frame bundle O(N). Let
TO(N) be the tangent space of O(N). For x ∈ N andw ∈ Ox(N), an element u ∈ TwO(N)
is vertical if its projection on TxN vanishes. The canonical connection associated with
the metric defines a horizontal complement, identified with TxN. For a vector v ∈ TxN,
Hv, the horizontal lift of v to TwO(N), describes the infinitesimal parallel transport of the
frame w in the direction of v.
Suppose N has dimension m. Let Bt = (B
1
t , · · · , Bmt ) be an m-dimensional Brownian
motion on a probability space (Θ,F ,Ft,Q) with generator ∆. Let {ei} be the standard
orthonormal basis on Rm. Then, we consider the canonical diffusion on the orthonormal
bundle O(N) given by the solution wt of the Stratonovich SDE
dwt =
m∑
i=1
Hi(wt) ◦ dBit ,
w0 = w,
where Hi(wt) is the horizontal lift of wtei to wt. The Brownian motion x = (xt)t∈R+ can
be obtained as the projection onN of wt for any choice of w0 which projects to x0. We can
regard x(·) as a measurable map from Θ to Cx0(R+,N), the space of continuous functions
ρ from R+ to N with ρ(0) = x0. So
P := Q(x−1)
26 FRANC¸OIS LEDRAPPIER AND LIN SHU
gives the probability distribution of the Brownian motion paths in Ω+. For any τ ∈ R+, let
Cx0([0, τ ],N) denote the space of continuous functions ρ from [0, τ ] to N with ρ(0) = x0.
Then x also induces a measurable map x[0,τ ] : Θ → Cx0([0, τ ],N) which sends ω to
(xt(ω))t∈[0,τ ]. We see that
Pτ := Q(x
−1
[0,τ ])
describes the distribution probability of the Brownian motion paths on N up to time τ .
More generally, we can obtain in the same way, and on the same probability space, a
diffusion with generator ∆ + V1, where V1 is a bounded C
1 vector field on N. We denote
by V 1 the horizontal lift of V1 in O(N). Consider the Stratonovich SDE on O(N)
dut =
m∑
i=1
Hi(ut) ◦ dBit + V 1(ut) dt,
u0 = u.
Then, the diffusion process y = (yt)t∈R+ on N with infinitesimal generator ∆N+V1 can be
obtained as the projection on N of the solution ut for any choice of u0 which projects to
y0. We call ut the horizontal lift of yt. Let P
1 be the distribution of y in Cy0(R+,N) and
let P1τ (τ ∈ R+) be the distribution of (yt(ω))t∈[0,τ ] in Cy0([0, τ ],N), respectively. Then
P1 = Q(y−1), P1τ = Q(y
−1
[0,τ ]).
We now express the relation between P1τ and Pτ , as described by the Girsanov-Cameron-
Martin formula. Let M1t be the random process on R satisfying M
1
0 = 1 and the Stratonovich
SDE
dM1t = M
1
t 〈
1
2
V1(xt),wt ◦ dBt〉xt −M1t
(
‖1
2
V1(xt)‖2 +Div
(
1
2
V1(xt)
))
.
Then
M1t = exp
{∫ t
0
〈1
2
V1(xs(ω)),ws(ω) ◦ dBs(ω)〉xs −
∫ t
0
(
‖1
2
V1(xs(ω))‖2 +Div
(1
2
V1(xs(ω))
))
ds
}
.
In the more familiar Ito’s stochastic integral form, we have
dM1t =
1
2
M1t 〈V1(xt),wtdBt〉xt
and
(2.29) M1t = exp
{
1
2
∫ t
0
〈V1(xs(ω)),ws(ω)dBs(ω)〉xs −
1
4
∫ t
0
‖V1(xs(ω))‖2 ds
}
.
Since each EQ
(
exp{14
∫ t
0 ‖V1(xs(ω))‖2 ds}
)
is finite, we have by Novikov ([N]), that M1t , t ≥
0, is a continuous (Ft)-martingale, i.e.,
EQ
(
M1t
)
= 1 for every t ≥ 0,
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where EQ is the expectation of a random variable with respect to Q. For τ ∈ R+, let Q1τ
be the probability on Θ, which is absolutely continuous with respect to Q with
dQ1τ
dQ
(ω) = M1τ (ω).
Note that M1τ is a martingale, so that the projection of Q
1
τ on the coordinates up to τ
′ < τ
is given by the same formula. A version of the Girsanov theorem (cf. [El, Theorem 11B])
says that ((yt)t∈[0,τ ],Q) is isonomous to ((xt)t∈[0,τ ],Q1τ ) in the sense that for any finite
numbers τ1, · · · , τs ∈ [0, τ ],
(2.30)
(
Q(y−1τ1 ), · · · ,Q(y−1τs )
)
=
(
Q1τ (x
−1
τ1 ), · · · ,Q1τ (x−1τs )
)
.
(The coefficients in (2.29) differ from the ones in [El] because Bt has generator ∆.) Let
Q1 be the probability on Θ associated with {Q1τ}τ∈R+ . Then (2.30) intuitively means that
by changing the measure Q on Θ to Q1, x has the same distribution as (y,Q). As a
consequence, we have P1τ = Q
1
τ (x
−1) for all τ ∈ R+ and hence
dP1τ
dPτ
(
x[0,τ ]
)
= EQ
(
M1τ
∣∣F(x[0,τ ])) , a.s.,
where EQ (· | ·) is the conditional expectation with respect to Q and F(x[0,τ ]) is the smallest
σ-algebra on Θ for which the map x[0,τ ] is measurable.
Let V2 be another bounded C
1 vector field on N. Consider the diffusion process z =
(zt)t∈R+ onN with the same initial point as y, but with infinitesimal generator ∆N+V1+V2.
Let P2 be the distribution of z in the space of continuous paths on N and let P2τ (τ ∈ R+)
be the distribution of (zt(ω))t∈[0,τ ]. The Girsanov-Cameron-Martin formula on manifolds
(cf. [El, Theorem 11C]) says that P2τ is absolutely continuous with respect to P
1
τ with
(2.31)
dP2τ
dP1τ
(y[0,τ ]) = EQ
(
M2τ
∣∣F(y[0,τ ])) , a.s.,
where
M2τ (ω) = exp
{
1
2
∫ τ
0
〈V2(ys(ω)),us(ω)dBs(ω)〉ys −
1
4
∫ τ
0
‖V2(ys(ω))‖2 ds
}
and F(y[0,τ ]) is the smallest σ-algebra on Θ for which the map y[0,τ ] is measurable.
3. Regularity of the linear drift and the stochastic entropy for ∆+ Y
Consider a one-parameter family of variations {Lλ = ∆+ Y + Zλ : |λ| < 1} of L with
Z0 = 0 and Zλ twice differentiable in λ so that supλ∈(−1,1)max{‖dZ
λ
dλ ‖, ‖d
2Zλ
dλ2
‖} is finite.
Assume each Lλ is subordinate to the stable foliation, Y + Zλ is such that (Y + Zλ)∗,
the dual of (Y + Zλ) in the cotangent bundle to the stable foliation over SM , satisfies
d(Y +Zλ)∗ = 0 leafwisely and pr(−〈X,Y +Zλ〉) > 0. Then each Lλ has a unique harmonic
measure. Hence the linear drift for Lλ, denoted `λ := `Lλ, and the stochastic entropy for
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Lλ, denoted hλ := hLλ , are well-defined. In this section, we show the differentiability of `λ
and hλ in λ at 0 (Theorem 3.3 and Theorem 3.9).
Consider the diffusion process of the stable foliation of SM˜ corresponding to Lλ (λ ∈
(−1, 1)). Let Bt = (B1t , · · · , Bmt ) be an m-dimensional Brownian motion on a probability
space (Θ,F ,Ft,Q) with generator ∆. For each v = (x, ξ) ∈ SM˜ , W s(v) can be identified
with M˜ × {ξ}, or simply M˜ . So for each λ ∈ (−1, 1), there exists the diffusion process
yλv = (y
λ
v,t)t∈R+ on W s(v) starting from v with infinitesimal generator Lλv. Each yλv
induces a measurable map from Θ to Cv(R+,W
s(v)) ⊂ Ω+ and Pλv := Q((yλv)−1) gives
the distribution probability of yλv in Cv(R+,W
s(v)). For any τ ∈ R+, let Pλv,τ be the
distribution of (yλv,t)t∈[0,τ ] in Cv([0, τ ],W s(v)). We have by the Girsanov-Cameron-Martin
formula on manifolds (2.31) that P
λ
v,τ is absolutely continuous with respect to P
0
v,τ with
(3.1)
dP
λ
v,τ
dP
0
v,τ
(y0v,[0,τ ]) = EQ
(
M
λ
τ
∣∣F(y0v,[0,τ ])) , a.s.,
where
M
λ
τ (ω) = exp
{
1
2
∫ τ
0
〈Zλ(y0v,s(ω)),u0v,s(ω)dBs(ω)〉y0
v,s
− 1
4
∫ τ
0
‖Zλ(y0v,s(ω))‖2 ds
}
,
u0v,t is the horizontal lift of y
0
v,t to O(W
s(v)) and F(y0
v,[0,τ ]) is the smallest σ-algebra on
Θ for which the map y0
v,[0,τ ] is measurable.
For each λ ∈ (−1, 1), let mλ be the unique Lλ-harmonic measure and m˜λ be its G-
invariant extension to SM˜ . We see that P
λ
=
∫
P
λ
v dm˜
λ(v) is the shift invariant measure
on Ω˜+ corresponding to m˜
λ and we restrict P
λ
to Ω+. Consider the space Θ = SM×Θ with
product σ-algebra and probability Q
λ
, dQ
λ
(v, ω) = dQ(ω)×dmλ(v). Let yλt : SM ×Θ→
SM˜ be such that
yλt (v, ω) = y
λ
v,t(ω), for (v, ω) ∈ SM ×Θ.
Then yλ = (yλt )t∈R+ defines a random process on the probability space (Θ,Q
λ
) with images
in the space of continuous paths on the stable leaves of SM˜ .
Simply write yt = y
0
t and let ut be such that ut(v, ω) = u
0
v,t(ω) for (v, ω) ∈ Θ. Denote
by (Zλ)′0 := (dZ
λ/dλ)|λ=0. We consider three random variables on (Θ,Q0):
M0t :=
1
2
∫ t
0
〈(Zλ)′0(ys),usdBs〉ys ,
Z0`,t := [dW(y0,yt)− t`L0 ] ,
Z0h,t := −
[
1{d(y0,yt)≥1} · lnG(y0,yt) + thL0
]
,
where 1B is the characteristic function of the event B. We will prove the following two
Propositions separately in Sections 3.1 and 3.2.
DIFFERENTIATING THE STOCHASTIC ENTROPY IN NEGATIVELY CURVED SPACES 29
Proposition 3.1. The laws of the random vectors (Z0`,t/
√
t,M0t /
√
t) under Q
0
converge
in distribution as t tends to +∞ to a bivariate centered normal law with some covariance
matrix Σ`. The covariance matrices of (Z
0
`,t/
√
t,M0t /
√
t) under Q
0
converge to Σ`.
Proposition 3.2. The laws of the random vectors (Z0h,t/
√
t,M0t /
√
t) under Q
0
converge
in distribution as t tends to +∞ to a bivariate centered normal law with some covariance
matrix Σh. The covariance matrices of (Z
0
h,t/
√
t,M0t /
√
t) under Q
0
converge to Σh.
3.1. The differential of the linear drift. For any λ ∈ (−1, 1), let `λ be the linear drift
of Lλ. The main result of this subsection is the following.
Theorem 3.3. The function λ 7→ `λ is differentiable at 0 with
d`λ
dλ
∣∣∣
λ=0
= lim
t→+∞
1
t
E
Q
0(Z0`,tM
0
t ).
We fix a fundamental domainM0 of M˜ and identify Ω+ with the lift of its elements in Ω˜+
starting from M0. In the following two subsections, we restrict the probabilities on Ω˜+ to
Ω+. For any τ ∈ R+, recall that Pλv,τ is the distribution of (yλv,t)t∈[0,τ ] in Cv([0, τ ],W s(v)).
By an abuse of notation, we can also regard P
λ
v,τ as a measure on Ω+ whose value only
depends on (ω(t))t∈[0,τ ] for ω = (ω(t))t∈R+ ∈ Ω+. Let P
λ
t =
∫
P
λ
v,t dm
λ(v). Then
`λ = lim
t→+∞
1
t
E
P
λ
t
(dW(ω(0), ω(t))) .
We will prove Theorem 3.3 in two steps. Firstly, using negative curvature, we find a
finite number D` such that for all λ ∈ [−δ1, δ1] (where δ1 is from Lemma 3.4) and all t > 0,
(3.2)
∣∣E
P
λ (dW(ω(0), ω(t))) − t`λ
∣∣ ≤ D`.
In particular, for t = λ−2,∣∣λE
P
λ
(
dW(ω(0), ω(λ−2))
) − 1
λ
`λ
∣∣ ≤ λD`.
Thanks to (3.2), the study of
d`λ
dλ
∣∣∣
λ=0
= lim
λ→0
1
λ
∣∣`λ − `0∣∣ reduces to the study of
lim
λ→0
∣∣λE
P
λ
(
dW(ω(0), ω(λ−2))
) − 1
λ
`0
∣∣.
Setting λ = ±1/√t, the second step is to show
(3.3) lim
t→+∞ (I)
t
` = limt→+∞EQ0
(
1√
t
Z0`,t ·Mλt
)
,
where
(I)t` := EPλt
(
1√
t
(
dW(ω(0), ω(t)) − t`0
))
.
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Using notations from the previous subsection, we know dP
λ
t /dP
0
t is given by M
λ
t . Each P
λ
t
is a random perturbation of the distribution P
0
t on the path space and at the scale of λ =
1/
√
t, M
λ
t converge in distribution to e
M0− 1
2
E
Q
0 ((M0)2) as t goes to infinity. Consequently,
1√
t
Z0`,t ·M
λ
t converge in distribution to Z
0
`e
M0− 1
2
E
Q
0((M0)2), which can be identified with
limt→+∞(1/t)EQ0(Z
0
`,tM
0
t ) using Proposition 3.1 (see Lemma 3.8).
We therefore follow the above discussion and prove (3.2) and (3.3). Let us first show
that there is a finite number D` such that for all λ ∈ [−δ1, δ1] and all t > 0,∣∣E
P
λ (dW(ω(0), ω(t))) − t`λ
∣∣ ≤ D`.
Since the Lλ-diffusion has leafwise infinitesimal generator Lλv and Pλ is stationary, we have
E
P
λ
(
bω(0)(ω(t))
)
= E
P
λ
(∫ t
0
∂
∂s
bω(0)(ω(s)) ds
)
= E
P
λ
(∫ t
0
(Lλω(0)bω(0))(ω(s)) ds
)
= t
∫
M0×∂M˜
Lλvbv dm˜λ
= t`λ.
So, proving (3.2) reduces to showing that for all λ ∈ [−δ1, δ1] and all t > 0,
(3.4) E
P
λ
(∣∣dW(ω(0), ω(t)) − bω(0)(ω(t))∣∣) < D`,
which intuitively means that for all λ,v, the Lλv-diffusion orbits ω(t) does not accumulates
to the point ξ ∈ ∂M˜ such that ω(0) = v = (x, ξ). For ω ∈ Ω+, we still denote ω its
projection to M˜ . Then the leafwise distance dW(ω(0), ω(t)) in (3.4) is just d(ω(0), ω(t)).
We first take a look at the distribution of ω(∞) := lims→+∞ ω(s) on the boundary. Let
x ∈ M˜ be a reference point and let ι > 0 be a positive number. Define
dιx(ζ, η) := exp (−ι(ζ|η)x) , ∀ζ, η ∈ ∂M˜,
where (ζ|η)x is defined as in (2.16). If ι0 is small, each dιx(·, ·) (x ∈ M˜, ι ∈ (0, ι0)) defines
a distance on ∂M˜ ([GH]), the so-called ι-Busemann distance, which is related to the
Busemann functions since
bv(y) = lim
ζ,η→ξ
((ζ|η)y − (ζ|η)x) , for any v = (x, ξ) ∈ SM˜, y ∈ M˜.
The following shadow lemma ([Moh, Lemma 2.14], see also [PPS]) says that the Lλ-
harmonic measure has a positive dimension on the boundary in a uniform way.
Lemma 3.4. There are D1, δ1, α1, ι1 > 0 such that for all λ ∈ [−δ1, δ1], all v ∈ SM and
all ζ ∈ ∂M˜ , t > 0,
P
λ
v
(
dι1x (ζ, ω(∞)) ≤ e−t
) ≤ D1e−α1t,
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where we identify ω(s) with its projection on M˜ .
As a consequence, we see that for P
λ
-almost all orbits ω ∈ Ω+, the distance between
ω(s) and γω(0),ω(∞), the geodesic connecting ω(0) and ω(∞), is bounded in the following
sense.
Lemma 3.5. There exists a finite number D2 such that for all λ ∈ [−δ1, δ1] (where δ1 is
as in Lemma 3.4) and s ∈ R+,
E
P
λ
(
d(ω(s), γω(0),ω(∞))
)
< D2.
Proof. Extend P
λ
to a shift invariant probability measure P˘λ on the set of trajectories from
R to SM , by
P˘λ =
∫
SM
P
λ
v ⊗ (P′)λv dmλ(v),
where (P
′
)λv is the probability describing the reversed Lλv-diffusion starting from v. Then
we have by invariance of P˘λ that
E
P
λ
(
d(ω(s), γω(0),ω(∞))
)
= E
P˘λ
(
d(ω(0), γω(−s),ω(∞))
)
=
∫ (
d(x, γω(−s),ω(∞))
)
dP
λ
v(ω˜)d(P
′
)λv(ω˜(−s))dmλ(v).(3.5)
Fix ω(−s) = z at distance D from x, and let ζ ∈ ∂M˜ be limt→+∞ γx,z(t). We estimate∫
d(x, γz,ω(∞)) dP
λ
v(ω˜) =
∫ +∞
0
P
λ
v(d(x, γz,ω(∞)) > t) dt.
For t ≥ D, it is clear that Pλv(d(x, γz,ω(∞)) > t) = 0. For t < D, if d(x, γz,ω(∞)) > t, then
dι1x (ζ, ω(∞)) ≤ Ce−ι1t for some constant C and hence we have by Lemma 3.4 that
P
λ
v(d(x, γz,ω(∞)) > t) ≤ CD1e−α1ι1t.
Therefore,∫
d(x, γz,ω(∞)) dP
λ
v(ω˜) ≤
∫ D
1
CD1e
−α1ι1t dt+ 1 ≤ CD1
α1ι1
e−α1ι1 + 1 := D2.
Using (3.5), we obtain that E
P
λ
(
d(ω(s), γω(0),ω(∞))
)
is bounded by D2 as well. 
Now, using Lemmas 3.4 and 3.5, we prove in Lemma 3.6 that there is a bounded square
integrable difference between dW(ω(0), ω(s)) and bω(0)(ω(s)) for all s (cf. [Ma, Lemma
3.4]). This Lemma 3.6 implies (3.4) and therefore concludes the proof of (3.2).
Lemma 3.6. There exists a finite number D3 such that for all λ ∈ [−δ1, δ1] (where δ1 is
as in Lemma 3.4) and s ∈ R+,
E
P
λ
(∣∣dW(ω(0), ω(s)) − bω(0)(ω(s))∣∣2) < D3.
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Proof. It is clear that
E
P
λ
(∣∣dW(ω(0), ω(s)) − bω(0)(ω(s))∣∣2) = 4∫ (ω(s)∣∣ξ)2x dPλv(ω)dmλ(v),
where ω(0) = v = (x, ξ) and
(
ω(s)
∣∣ξ)
x
:= limy→ξ
(
ω(s)
∣∣y)
x
(see (2.16) for the definition of
(z|y)x for x, y, z ∈ M˜). So, it suffices to estimate∫ +∞
0
P
λ
v((ω(s)
∣∣ξ)2x > t) dt = ∫ +∞
0
P
λ
v((ω(s)
∣∣ξ)x > √t) dt.
For each t > 0, divide the event {ω ∈ Ω+ : (ω(s)
∣∣ξ)x > √t} into two sub-events
A1(t) := {ω ∈ Ω+ : (ω(s)
∣∣ξ)x > √t, (ω(s)∣∣ω(∞))x ≥ 1
4
√
t},
A2(t) := {ω ∈ Ω+ : (ω(s)
∣∣ξ)x > √t, (ω(s)∣∣ω(∞))x < 1
4
√
t}.
We estimate P
λ
v(Ai(t)), i = 1, 2, successively. Since M is a closed connected negatively
curved Riemannian manifold, its universal cover M˜ is Gromov hyperbolic in the sense that
there exists δ > 0 such that for any x1, x2, x3 ∈ M˜ ,
(x1|x2)x ≥ min{(x1|x3)x, (x2|x3)x} − δ.
So on each A1(t), where t > 64δ
2, we have
(ξ|ω(∞))x ≥ 1
8
√
t.
Hence, by Lemma 3.4,
P
λ
v(A1(t)) ≤ Pλv((ξ|ω(∞))x ≥
1
8
√
t) = P
λ
v(d
ι1
x (ω(∞), ξ) < e−
1
8
ι1
√
t) ≤ D1e−
1
8
ι1α1
√
t,
where the last quantity is integrable with respect to t, independent of s. For ω ∈ A2(t),
dW(ω(0), ω(s)) ≥ (ω(s)
∣∣ξ)x > √t.
On the other hand, the point y(s) on γω(0),ω(∞) closest to ω(s) satisfies
(ω(s)
∣∣y(s))x ≤ (ω(s)∣∣ω(∞))x < 1
4
√
t.
So we must have
d(ω(s), γω(0),ω(∞)) >
1
2
√
t.
Hence, ∫ ∞
0
P
λ
v(A2(t)) dt ≤
∫
P
λ
v
(
d(ω(s), γω(0),ω(∞)) >
1
2
√
t
)
dt dmλ(v),
which, by the same argument as the one used in the proof of Lemma 3.5, is bounded from
above by some constant independent of s. 
To show limt→+∞ (I)t` = limt→+∞(1/t)EQ0(Z
0
`,tM
0
t ), we first prove Proposition 3.1.
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Proof of Proposition 3.1. Let (Z0t )t∈R+ , u0 be as in Proposition 2.18. The process (Z0t )t∈R+
is a centered martingale with stationary increments and its law under P
0
is the same as
the law of (Z
0
t )t∈R+ under Q
0
, where (Z
0
t )t∈R+ on (Θ,Q
0
) is given by
Z
0
t (v, ω) = −bv (yv,t(ω)) + t`0 + u0(yv,t(ω))) − u0(v).
The pair (−Z0t ,M0t ) is a centered martingale on (Θ,Q0) with stationary increments.
To show (−Z0t /
√
t,M0t /
√
t) converge in distribution to a bivariate centered normal vector,
it suffices to show for any (a, b) ∈ R2, the combination −aZ0t/
√
t + bM0t /
√
t converge to
a centered normal distribution. The martingales Z
0
t and M
0
t on (Θ,Q
0
) have integrable
increasing process functions 2‖X +∇u0‖2 and ‖(Zλ)′0‖2, respectively. Using Schwarz in-
equality, we conclude that −aZ0t + bM0t also has an integrable increasing process function.
By Lemma 2.19, −aZ0t /
√
t+ bM0t /
√
t converge in distribution in Q
0
to a centered normal
law with variance Σ`[a, b] = (a, b)Σ`(a, b)
T for some matrix Σ`. Since both Z
0
t and M
0
t
have stationary increments, we also have
Σ`[a, b] =
1
t
E
Q
0
[
(−aZ0t + bM0t )2
]
, for all t ∈ R+.
The condition (2.27) in Lemma 2.19 is satisfied since the increasing process 〈 − aZ0· +
bM0· ,−aZ0· + bM0· 〉n is a Birkhoff sum of a square integrable function over a mixing system
(Proposition 2.2). This shows Proposition 3.1 for the pair (−Z0t/
√
t,M0t /
√
t) instead of
the pair (Z0`,t/
√
t,M0t /
√
t).
Recall that P
0
v-a.e. ω ∈ Ω+ is such that bv(ω(t)) − dW(ω(0), ω(t)) converges to a finite
number. Moreover, we have by Lemma 3.6 that
sup
t
E
P
λ(
∣∣Z0`,t + Z0t ∣∣2) < +∞
and hence
E
P
λ(
1
t
∣∣Z0`,t + Z0t ∣∣2)→ 0, as t→ +∞.
Consequently, (Z0`,t/
√
t,M0t /
√
t) has the same limit normal law as (−Z0t/
√
t,M0t /
√
t) and
its covariance matrix under Q
0
converges to Σ` as t goes to infinity. 
We state one more lemma from [Bi] on the limit of the expectations of a class of random
variables on a common probability space which converge in distribution.
Lemma 3.7. (cf. [Bi, Theorem 25.12]) If the random variables Xt (t ∈ R) on a common
probability space converge to X in distribution, and there exists some q > 1 such that
supt Eν (|Xt|q) < +∞, then X is integrable and
lim
t→+∞Eν (Xt) = Eν (X) .
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By the above discussion, Theorem 3.3 follows from
Lemma 3.8. We have limt→+∞ (I)t` = limt→+∞(1/t)EQ0(Z
0
`,tM
0
t ).
Proof. Let y = (yt)t∈R+ = (yv,t)v∈SM,t∈R+ be the diffusion process on (Θ,Q
0
) correspond-
ing to L0. We know from Section 2.6 that Pλv,t is absolutely continuous with respect to P0v,t
with
dP
λ
v,t
dP
0
v,t
(yv,[0,t]) = EQ
(
M
λ
t
∣∣F(yv,[0,t])) ,
where
M
λ
t (ω) = exp
{
1
2
∫ t
0
〈Zλ(yv,s(ω)),uv,s(ω)dBs(ω)〉yv,s(ω) −
1
4
∫ t
0
‖Zλ(yv,s(ω))‖2 ds
}
.
Consequently we have
lim
t→+∞ (I)
t
` = limt→+∞EP0
 1√
t
(
dW(ω(0), ω(t)) − t`0
) dPλω(0),t
dP
0
ω(0),t

= lim
t→+∞EQ0
(
1√
t
(
dW(y0,yt)− t`0
) · e(II)t`) ,
where
(II)t` =
1
2
∫ t
0
〈Zλ(ys(v, ω)), us(v, ω)dBs〉ys(v,ω) −
1
4
∫ t
0
‖Zλ(ys(v, ω))‖2 ds.
Let Z
λ
be such that Zλ = λ(Zλ)′0 + λ
2Z
λ
. We calculate for λ = 1/
√
t that
(II)t` =
1
2
√
t
∫ t
0
〈(Zλ)′0(ys), usdBs〉ys −
1
4t
∫ t
0
‖(Zλ)′0(ys)‖2 ds
+
1
2t
∫ t
0
〈Zλ(ys), usdBs〉ys
− 1
2t
3
2
∫ t
0
〈(Zλ)′0(ys), Zλ(ys)〉ys ds−
1
4t2
∫ t
0
‖Zλ(ys)‖2 ds
=:
1√
t
M0t −
1
2t
〈M0t ,M0t 〉t + (III)t` + (IV)t`,
where both (III)t` and (IV)
t
` converge almost surely to zero as t goes to infinity. Therefore,
by Proposition 3.1, the variables 1√
t
Z0`,t ·M
λ
t converge in distribution to Z
0
`e
M0− 1
2
E
Q
0 ((M0)2),
where (Z0` ,M
0) is a bivariate normal variable with covariance matrix Σ`.
Indeed, to justify
lim
t→+∞ (I)
t
` = limt→+∞EQ0
(
1√
t
Z0`,t ·Mλt
)
= E
Q
0
(
Z0`e
M0− 1
2
E
Q
0 ((M0)2)
)
,
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we have by Lemma 3.7 that it suffices to show for q = 32 ,
sup
t
E
Q
0
(∣∣∣∣ 1√tZ0`,t ·Mλt
∣∣∣∣q) < +∞.
By Ho¨lder’s inequality, we calculate that(
E
Q
0
(∣∣∣∣ 1√tZ0`,t ·Mλt
∣∣∣∣ 32
))4
≤
(
E
Q
0
(
1
t
∣∣Z0`,t∣∣2))3 · EQ0 (e6(IV)t`)
=: (V)t` · (VI)t`,
where (V)t` is uniformly bounded in t by Proposition 3.1. For (VI)
t
`, we use the Girsanov-
Cameron-Martin formula to conclude that
(VI)t` = EQ0
(
exp
(
3
∫ t
0
〈Zλ(ys(v, ω)), us(v, ω)dBs〉ys(v,ω) −
3
2
∫ t
0
‖Zλ(ys(v, ω))‖2 ds
))
≤ E
Q˜
(
exp
(
15
2
∫ t
0
‖Zλ(ys(v, ω))‖2 ds
))
for some probability measure Q˜ on Θ. Using again Zλ = λ(Zλ)′0+λ
2Z
λ
and that λ = 1/
√
t,
we see that ∫ t
0
‖Zλ(ys(v, ω))‖2 ds ≤ 2
t
∫ t
0
‖(Zλ)′0‖2 ds+
2
t2
∫ t
0
‖Zλ‖2 ds,
where the quantities on the right hand side of the inequality are uniformly bounded in t.
So (VI)t` is uniformly bounded in t ≥ 1 as well. Now, (3.3) holds. The calculation is the
same with λ = −1/√t.
Finally, since (Z0` ,M
0) has a bivariate normal distribution, we have
E
Q
0
(
Z0`e
M0− 1
2
E
Q
0 ((M0)2)
)
= E
Q
0(Z0`M
0),
3 which is limt→+∞(1/t)EQ0(Z
0
`,tM
0
t ) by Proposition 3.1. 
3.2. The differential of the stochastic entropy. For any λ ∈ (−1, 1), let hλ be the
entropy of Lλ. In this subsection, we establish the following formula for (dhλ/dλ)|λ=0.
Theorem 3.9. The function λ 7→ hλ is differentiable at 0 with
dhλ
dλ
∣∣∣
λ=0
= lim
t→+∞
1
t
E
Q
0(Z0h,tM
0
t ).
3We leave the proof of the equality as an exercise. Let the couple (x, y) have a bivariate centered normal
distribution. By diagonalizing the covariance matrix, we may assume that
x = cos θX − sin θY
y = sin θX + cos θY,
where X and Y are independent centered normal distributions with variance σ2 and τ 2 respectively. Then
by independence, all Exy,Ey2 and Exey are easy to compute and one finds Exy = E(xey−Ey
2/2).
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Since ci, 0 ≤ i ≤ 8, and α2, α3 of Lemmas 2.10–2.15 depend only on the geometry of M˜
and the coefficients of L, we may assume the constants are such that these lemmas hold
true for every couple Lλ,Gλ with λ ∈ (−1, 1).
For each λ ∈ (−1, 1), by Lemma 2.22 and the Subadditive Ergodic Theorem we obtain
a constant hλ,0 such that for P
λ
-a.e. ω ∈ Ω+,
lim
t→+∞−
1
t
lnG0v(ω(0), ω(t)) = hλ,0, where v = ω(0).
For P
λ
-a.e. ω ∈ Ω+, since ω(t) converges to a point in ∂M˜ as t tends to infinity, we also
have
(3.6) lim
t→+∞
1
t
dG0
v
(ω(0), ω(t)) = hλ,0.
The equation (3.6) continues to hold if we replace the pathwise limit by its expectation.
Actually, since P
λ
is a probability on Ω+, using (2.23), we see that
E
P
λ
(
sup
t∈[0,1]
[dG0
v
(ω(0), ω(t))]2
)
≤ 2α22EPλ
(
sup
t∈[0,1]
[dW(ω(0), ω(t))]2
)
+ 8(ln c2)
2 < +∞.
So, using (2.22), we have by the Subadditive Ergodic Theorem that for λ ∈ (−1, 1),
lim
t→+∞
1
t
E
P
λ
(
dG0
v
(ω(0), ω(t))
)
= hλ,0.
The main strategy to prove Theorem 3.9 is to split (hλ − h0)/λ into two terms:
1
λ
(hλ − h0) = 1
λ
(hλ − hλ,0) + 1
λ
(hλ,0 − h0) =: (I)λh + (II)λh,
then show limλ→0 (I)λh = 0 and limλ→0 (II)
λ
h = limt→+∞(1/t)EQ0(Z
0
h,tM
0
t ) successively.
Since dG0
v
behaves in the same way as a distance function, the terms hλ,0 and h0 are the
‘linear drifts’ of the diffusions with respect these ‘distances’ in distributions P
λ
and P
0
, re-
spectively. Hence limλ→0 (II)
λ
h can be evaluated by following the evaluation of (d`λ/dλ)|λ=0
in Section 3.1. The new term (I)λh represents the contribution of the of change of Green
‘metric’ between G0v and G
λ
v. It turns out that this contribution is of order λ
2 for C1 drift
change of L0. Consequently, we have the following.
Lemma 3.10. limλ→0 (I)
λ
h = 0.
Proof. For each λ ∈ (−1, 1), recall that by Proposition 2.4 we have for Pλ-a.e. ω ∈ Ω+,
ω(0) =: v,
hλ = lim
t→+∞−
1
t
ln pλv(t, ω(0), ω(t))
= lim
t→+∞−
1
t
∫ (
ln pλv(t, x, y)
)
pλv(t, x, y) dy.(3.7)
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Similarly, by the same proof as for Proposition 2.4, we have that
(3.8) hλ,0 = inf
s>0
{hλ,0(s)},
where for P
λ
-a.e. ω ∈ Ω+, ω(0) =: v,
hλ,0(s) := lim
t→+∞−
1
t
ln p0v(st, ω(0), ω(t))
= lim
t→+∞−
1
t
∫ (
ln p0v(st, x, y)
)
pλv(t, x, y) dy.(3.9)
Since we are considering the pathwise limit on p0v with respect to P
λ
, the infimum in (3.8)
is not necessarily obtained at s = 1. But we still have lim supλ→0+ (I)
λ
h ≤ 0 since
hλ − hλ,0 = sup
s>0
{
lim
t→+∞−
1
t
∫ (
ln
pλv(t, x, y)
p0v(st, x, y)
)
pλv(t, x, y) dy
}
≤ sup
s>0
{
lim
t→+∞
1
t
∫
p0v(st, x, y)
pλv(t, x, y)
pλv(t, x, y) dy
}
= 0,
where we use − ln a ≤ a−1 − 1 for a > 0 to derive the second inequality.
To show lim infλ→0+ (I)
λ
h ≥ 0, we observe that by (3.7), (3.8) and (3.9),
(3.10) hλ − hλ,0 ≥ hλ − hλ,0(1) = lim
t→+∞−
1
t
∫ (
ln
pλv(t, x, y)
p0v(t, x, y)
)
pλv(t, x, y) dy.
We proceed to estimate ln(pλv(t, x, y)/p
0
v(t, x, y)) using the Girsanov-Cameron-Martin for-
mula in Section 2.6. For v,w ∈ SM˜ , let Ωv,w,t be the collection of ω ∈ Ω+ such that
ω(0) = v, ω(t) = w. Since the space Ω+ is separable, the measure P
λ disintegrates into a
class of conditional probabilities {Pλv,w,t}v,w∈SM˜ on Ωv,w,t’s such that
(3.11) EPλ
v,w,t
(
dP0t
dPλt
)
=
p0(t,v,w)
pλ(t,v,w)
.
Letting v = (x, ξ),w = (y, ξ) in (3.11), we obtain
(3.12) ln
p0v(t, x, y)
pλv(t, x, y)
= ln
(
EPλ
v,w,t
(
dP0v,t
dPλv,t
))
≥ EPλ
v,w,t
(
ln
(
dP0v,t
dPλv,t
))
.
Recall that
dP
0
v,t
dP
λ
v,t
(yλv,[0,t]) = EQλ
(
M
λ
t
∣∣F(yλv,[0,t])) ,
where yλ = (yλv,t)v∈SM,t∈R+ is the diffusion process on (Θ,Q
λ
) corresponding to Lλ and
M
λ
t (ω) = exp
{
−1
2
∫ t
0
〈Zλ(yλv,s(ω)),uλv,s(ω)dBs(ω)〉yλ
v,s(ω)
− 1
4
∫ t
0
‖ − Zλ(yλv,s(ω))‖2 ds
}
.
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So we can further deduce from (3.12) that
ln
p0v(t, x, y)
pλv(t, x, y)
≥ EPλ
v,w,t
(
EQλ
(
(−1
2
∫ t
0
〈Zλ(yλv,s),uλv,sdBs〉yλ
v,s
− 1
4
∫ t
0
‖Zλ(yλv,s)‖2 ds)
∣∣F(yλv,[0,t])))
= −EPλ
v,w,t
(
EQλ
(
(
1
4
∫ t
0
‖Zλ(yλv,s)‖2 ds)
∣∣F(yλv,[0,t]))) ≥ −14(λC)2t,
where the equality holds true since
∫ t
0 〈Zλ(yλv,s),uλv,sdBs〉yλv,s is a centered martingale and
C is some constant which bounds the norm of dZλ/dλ. Reporting this in (3.10) gives
lim inf
λ→0+
(I)λh = lim inf
λ→0+
1
λ
(
hλ − hλ,0
) ≥ −1
4
lim sup
λ→0+
(λC2) = 0.
We prove in the same way (with switched arguments) that limλ→0− (I)
λ
h = 0. 
The analysis of (II)λh is analogous to that was used for (d`λ/dλ)|λ=0. We first find a
finite number Dh such that for λ ∈ [−δ1, δ1] (where δ1 is from Lemma 3.4) and all t ∈ R+,
(3.13)
∣∣E
P
λ
(
dG0
v
(ω(0), ω(t))
) − thλ,0∣∣ ≤ Dh.
Indeed, using again the fact that the Lλ-diffusion has leafwise infinitesimal generator Lλv
and Pλ is stationary, we have
E
P
λ
(− ln k0v(ω(t), ξ)) = EPλ
(
−
∫ t
0
∂
∂s
(ln k0v(ω(s), ξ)) ds
)
= E
P
λ
(
−
∫ t
0
Lλv(ln k0v)(ω(s)) ds
)
= −t
∫
M0×∂M˜
Lλv(ln k0v) dm˜λ
= thλ,0.
So (3.13) will be a simple consequence of the following lemma.
Lemma 3.11. There exists a finite number D˜3 such that for all λ ∈ [−δ1, δ1] and t ∈ R+,
E
P
λ
(∣∣dG0
v
(ω(0), ω(t)) + ln k0v(ω(t), ξ)
∣∣2) < D˜3.
Proof. For v = (x, ξ) ∈ SM˜ , ω ∈ Ω+ starting from v, t ≥ 0, we continue to denote ω its
projection to M˜ . Let zt(ω) be the point on the geodesic ray γω(t),ξ closest to x. We will
divide Ω+ into four events A
′
i(t), 1 ≤ i ≤ 4, and show there exists a finite D˜′3 such that
Ii := E
P
λ
(∣∣dG0
v
(ω(0), ω(t)) + ln k0v(ω(t), ξ)
∣∣2 · 1A′i(t)) ≤ D˜′3.
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Let A′1(t) be the event that d(ω(0), ω(t)) > 1 and d(ω(0), zt(ω)) ≤ 1. For ω ∈ A′1(t),
using Harnack’s inequality (2.20) and Lemma 2.14, we easily specify the constant ratios
involved in (2.26) and obtain I1 ≤ (ln(c2c24c7))2.
Let A′2(t) be the collection of ω such that both d(ω(0), ω(t)) and d(ω(0), zt(ω)) are
greater than 1 and zt(ω) 6= ω(t). For such ω, we first have by Lemma 2.15 that
(3.14)
∣∣dG0
v
(ω(0), ω(t)) − dG0
v
(ω(0), zt(ω))− dG0
v
(ω(t), zt(ω))
∣∣ ≤ − ln c8.
For dG0
v
(ω(t), zt(ω)), it is true by Lemma 2.14 that∣∣dG0
v
(ω(t), zt(ω)) + lnG
0
v(y, ω(t))− lnG0v(y, zt(ω))
∣∣ ≤ − ln c7,
where y is an arbitrary point on γzt(ω),ξ far away from zt(ω). Then we can use Lemma 2.15
to replace lnG0v(y, zt(ω)) by lnG
0
v(y, ω(0)) − lnG0v(zt(ω), ω(0)), which, by letting y tend
to ξ, gives ∣∣dG0
v
(ω(t), zt(ω)) + ln k
0
v(ω(t), ξ)
∣∣ ≤ − ln(c7c8) + ∣∣lnG0v(ω(0), zt(ω))∣∣ .
This, together with (3.14), further implies∣∣dG0
v
(ω(0), ω(t)) + ln k0v(ω(t), ξ)
∣∣ ≤ − ln(c2c7c28) + 2 ∣∣lnG0v(ω(0), zt(ω))∣∣
≤ − ln(c52c7c28) + 2α2d(ω(0), zt(ω)).
Since M˜ is δ-Gromov hyperbolic for some δ > 0, it is true (cf. [K2, Proposition 2.1]) that
d(x, γy,z) ≤ (y|z)x + 4δ, for any x, y, z ∈ M˜ .
Consequently, we have
(3.15) d(ω(0), zt(ω)) ≤ (ω(t)|ξ)ω(0) + 4δ =
1
2
|d(ω(0), ω(t)) − bv(ω(t))| + 4δ.
Using Lemma 3.6, we finally obtain
I2 ≤ 2
(
8α2δ − ln(c52c7c28)
)2
+ 2α22D3.
Let A′3(t) be the collection of ω such that d(ω(0), ω(t)) > 1 and zt(ω) = ω(t). Let γ
′
ω(t),ξ
be the two sided extension of the geodesic γω(t),ξ and let z
′
t(ω) ∈ γ′ω(t),ξ be the point closet
to ω(0). Then z′t(ω)  zt(ω) on γ′ω(t),ξ . For ω ∈ A′3(t), using (2.20) if d(z′t(ω), ω(t)) < 1 (or
using Lemma 2.15, otherwise), we see that
dG0
v
(ω(0), ω(t)) ≤ dG0
v
(ω(0), z′t(ω)) + dG0
v
(z′t(ω), ω(t)) − ln(c4c8)
≤ α2
(
d(ω(0), z′t(ω)) + d(z
′
t(ω), ω(t))
) − ln(c42c4c8)
≤ 3α2d(ω(0), γω(t),ξ)− ln(c42c4c8)
≤ 3
2
α2 |d(ω(0), ω(t)) − bv(ω(t))| + 12α2δ − ln(c42c4c8),
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where we use (3.15) to derive the last inequality. Choose y ∈ γω(t),ξ with d(ω(0), y) and
d(ω(t), y) are greater than 1. Similarly, using Lemma 2.15, and then Lemma 2.14, we have∣∣∣∣ln G0v(ω(t), y)G0v(ω(0), y)
∣∣∣∣ = ∣∣dG0v(ω(0), y) − dG0v(ω(t), y)∣∣
≤ − ln c8 +
∣∣dG0
v
(ω(0), z′t(ω)) + dG0
v
(z′t(ω), y) − dG0
v
(ω(t), y)
∣∣
≤ − ln(c7c8) + dG0
v
(ω(0), z′t(ω)) + dG0
v
(z′t(ω), ω(t))
≤ 3
2
α2 |d(ω(0), ω(t)) − bv(ω(t))| + 12α2δ − ln(c42c7c8).
Letting y tend to ξ, we obtain∣∣ln k0v(ω(t), ξ)∣∣ ≤ 32α2 |d(ω(0), ω(t)) − bv(ω(t))| + 12α2δ − ln(c42c7c8).
Thus, using Lemma 3.6 again, we obtain
I3 ≤ EPλ
((
3α2 |d(ω(0), ω(t)) − bv(ω(t))| + 24α2δ − ln(c82c4c7c28)
)2)
≤ 18α22D3 + 2
(
24α2δ − ln(c82c4c7c28)
)2
.
Finally, let A′4(t) be the event that d(ω(0), ω(t)) ≤ 1. Then I4 ≤ (− ln(c2c4))2 by the
classical Harnack inequality (2.20). 
As before, this reduces the proof of Theorem 3.9 to showing
lim
t→+∞ (III)
t
h = limt→+∞(1/t)EQ0(Z
0
h,tM
0
t ),
where
(3.16) (III)th := EPλt
(
1√
t
(
dG0
v
(ω(0), ω(t)) − th0
))
.
The proof is completely parallel to the computation of limt→+∞ (I)t`. We prove Proposition
3.2 first.
Proof of Proposition 3.2. Let (Z1t )t∈R+ , u1 be as in Proposition 2.18. The process (Z1t )t∈R+
is a centered martingale with stationary increments and its law under P
0
is the same as
the law of (Z
1
t )t∈R+ under Q
0
, where (Z
1
t )t∈R+ on (Θ,Q
0
) is given by
Z
1
t (v, ω) = ln kv (yv,t(ω), ξ) + th0 + u1 (yv,t(ω))− u1 (v) .
The pair (−Z1t ,M0t ) is a centered martingale on (Θ,Q0) with stationary increments
and integrable increasing process function. As before, it follows that for (a, b) ∈ R2,
−aZ1t/
√
t+ bM0t/
√
t converge in distribution in Q
0
to a centered normal law with variance
Σh[a, b] = (a, b)Σh(a, b)
T for some matrix Σh. Therefore, (−Z1t /
√
t,M0t /
√
t) converge in
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distribution to a centered normal vector with covariance Σh. Since both Z
1
t and M
0
t have
stationary increments, we also have
Σh[a, b] =
1
t
E
Q
0
[
(−aZ1t + bM0t )2
]
, for all t ∈ R+.
This shows Proposition 3.2 for the pair (−Z1t/
√
t,M0t /
√
t) instead of the pair (Z1`,t/
√
t,M0t /
√
t).
Recall that for P
0
-a.e. orbits ω ∈ Ω+ with ω(0) =: v, ω, the projection of ω to M˜ , is
such that
lim sup
t→+∞
| lnGv(x, ω(t)) − ln kv(ω(t), ξ)| < +∞.
We have by Lemma 3.11 that
sup
t
E
P
λ(
∣∣Z0h,t + Z1t ∣∣2) < +∞.
Therefore,
E
P
λ(
1
t
∣∣Z0h,t + Z1t ∣∣2)→ 0, as t→ +∞.
Consequently, (Z0h,t/
√
t,M0t /
√
t) has the same limit normal law as (−Z1t /
√
t,M0t /
√
t) and
its covariance matrix under Q
0
converges to Σh as t goes to infinity. 
Finally, Theorem 3.9 follows from
Lemma 3.12. limt→+∞ (III)th = limt→+∞(1/t)EQ0(Z
0
h,tM
0
t ), where (III)
t
h is defined in
(3.16).
Proof. Let y = (yt)t∈R+ = (yv,t)v∈SM,t∈R+ be the diffusion process on (Θ,Q
λ
) corre-
sponding to Lλ defined in Section 2.6. Using the Girsanov-Cameron-Martin formula for
dP
λ
v,t/dP
0
v,t (see (3.1)), we have
lim
t→+∞ (III)
t
h = limt→+∞EP0
 1√
t
(
dG0
v
(ω(0), ω(t)) − th0
) dPλω(0),t
dP
0
ω(0),t

= lim
t→+∞EQ0
(
1√
t
(
dG0
v
(y0(v, ω),yt(v, ω))− th0
) ·Mλt (ω))
= lim
t→+∞EQ0
(
1√
t
Z0h,t ·Mλt
)
,
where we identify yt(v, ω)) ∈ M˜ × {ξ} with its projection point on M˜ . As before, by
Proposition 3.2, the variables 1√
t
Z0h,t ·M
λ
t converge in distribution to Z
0
he
M0− 1
2
E
Q
0 ((M0)2),
where (Z0h,M
0) is a bivariate centered normal variable with covariance matrix Σh.
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Again, we have by Proposition 3.2 and the same reasoning as in the proof of Lemma 3.8
that
sup
t
E
Q
0
(∣∣∣∣ 1√tZ0h,t ·Mλt
∣∣∣∣ 32
)
< +∞.
It follows from Lemma 3.7 that
lim
t→+∞ (III)
t
h = limt→+∞EQ0
(
1√
t
Z0h,t ·Mλt
)
= E
Q
0
(
Z0he
M0− 1
2
E
Q
0((M0)2)
)
.
Finally, using the fact that (Z0h,M
0) has a bivariate normal distribution, we have again
E
Q
0
(
Z0he
M0− 1
2
E
Q
0 ((M0)2)
)
= E
Q
0(Z0hM
0),
which is limt→+∞(1/t)EQ0(Z
0
h,tM
0
t ) by Proposition 3.2. 
4. Infinitesimal Morse correspondence
In this section, we study the limit (1.3) and give an expression for the derivative of the
geodesic spray when the metric varies in <(M).
Let (M,g) be a negatively curved closed connected m-dimensional Riemannian manifold
as before. Let ∂M˜ be the geometric boundary of the universal cover space (M˜ , g˜). We can
identify M˜ × ∂M˜ with SM˜g˜, the unit tangent bundle of M˜ in metric g˜, by sending (x, ξ)
to the unit tangent vector of the g˜-geodesic starting at x pointing at ξ.
Let λ ∈ (−1, 1) 7→ gλ be a one-parameter family of C3 metrics on M of negative
curvature with g0 = g. Denote by g˜λ the G-invariant extension of gλ to M˜ . For each λ,
the geometric boundary of (M˜, g˜λ), denoted ∂M˜g˜λ , can be identified with ∂M˜ since the
identity isomorphism from G = pi1(M) to itself induces a homeomorphism between ∂M˜g˜λ
and ∂M˜ . So each (x, ξ) ∈ M˜ ×∂M˜ is also associated with the g˜λ-geodesic spray X g˜λ(x, ξ),
the horizontal vector in TTM˜ which projects to the unit tangent vector of the g˜λ-geodesic
starting at x pointing towards ξ. Our very first step to study the differentiability of the
linear drift under a one-parameter family of conformal changes gλ of g is to understand
the differentiable dependence of the geodesic sprays X g˜λ(x, ξ) on the parameter λ.
For each gλ, there exist (g, gλ)-Morse correspondence ([Ano1, Gro, Mor]), the home-
omorphisms from SMg to SMgλ sending a g geodesic on M to a g
λ geodesic on M . The
(g, gλ)-Morse correspondence is not unique, but any two such maps only differ by shifts
in the geodesic flow directions (i.e., if F1, F2 are two (g, g
λ)-Morse correspondence maps,
then there exists a real valued function t(·) on SMg such that F−11 ◦ F2(v) = Φt(v)(v)
for v ∈ SMg), where Φ is the geodesic flow map on SMg ([Ano1, Gro, Mor], see [FF,
Theorem 1.1]).
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Let us construct a (g, gλ)-Morse correspondence map by lifting the systems to their
universal cover spaces as in [Gro]. For an oriented geodesic γ in (M˜, g˜), denote by ∂+(γ) ∈
∂M˜g˜ and ∂
−(γ) ∈ ∂M˜g˜ the asymptotic classes of its positive and negative directions. The
map γ 7→ (∂+(γ), ∂−(γ)) ∈ ∂M˜g˜ × ∂M˜g˜ establishes a homeomorphism between the set of
all oriented geodesics in (M˜, g˜) and ∂2(M˜g˜) = (∂M˜g˜ × ∂M˜g˜)\{(ξ, ξ) : ξ ∈ ∂M˜g˜}. So the
natural homeomorphism Dλ : ∂2(M˜g˜)→ ∂2(M˜g˜λ) induced from the identity isomorphism
from G to itself can be viewed as a homeomorphism between the sets of oriented geodesics
in (M˜, g˜) and (M˜, g˜λ). Realize points from SM˜g˜ by pairs (γ, y), where γ is an oriented
geodesic and y ∈ γ, and define a map F˜ λ : SM˜g˜ → SM˜g˜λ by sending (γ, y) ∈ SM˜g˜ to
F˜ λ(γ, y) = (Dλ(γ), y′),
where y′ is the intersection point of Dλ(γ) and the hypersurface {expg˜ Y : Y⊥v}, where
v is the vector in SyM˜g˜ pointing at ∂
+(γ). The map F˜ λ is a homeomorphism since both
g and gλ are of negative curvature. Returning to SMg and SMgλ , we obtain a map F
λ.
Given any sufficiently small , if gλ is in a sufficiently small C3-neighborhood of g, then
F λ is the only (g, gλ)-Morse correspondence map such that the footpoint of F λ(v) belongs
to the hypersurface of points {expg Y : Y⊥v, ‖Y ‖g < }.
Regard SMgλ as a subset of TM and let pi
λ : SMgλ → SMg be the projection map
sending v to v/‖v‖g . The map piλ records the direction information of the vectors of SMgλ
in SMg. Let F
λ : SMg → SMgλ be the (g, gλ)-Morse correspondence map obtained as
above. We obtain a one-parameter family of homeomorphisms piλ ◦F λ from SMg to SMg.
By using the implicit function theorem, de la Llave-Marco-Moriyo´n [LMM, Theorem A.1]
improved the differentiable dependence of piλ ◦ F λ on the parameter λ.
Theorem 4.1. (cf. [FF, Theorem 2.1]) There exists a C3 neighborhood of g so that for
any C3 one-parameter family of C3 metrics λ ∈ (−1, 1) 7→ gλ in it with g0 = g, the map
λ 7→ piλ ◦ F λ is C3 with values in the Banach manifold of continuous maps SMg → SMg.
The tangent to the curve piλ ◦ F λ is a continuous vector field Ξλ on SMg.
Following Fathi-Flaminio [FF], we will call Ξ := Ξ0 in Theorem 4.1 the infinitesimal
Morse correspondence at g for the curve gλ. It was shown in [FF] that the vector field Ξ
only depends on g and the differential of gλ in λ at 0. More precisely, the horizontal and
the vertical components of Ξ are described by:
Theorem 4.2. ([FF, Proposition 2.7]) Let Ξ be the infinitesimal Morse correspondence
at g for the curve gλ and let Ξγ be the restriction of horizontal component of Ξ to a unit
speed g-geodesic γ. Then Ξγ is the unique bounded solution of the equation
(4.1) ∇2γ˙Ξγ +R(Ξγ , γ˙)γ˙ + Γγ˙ γ˙ − 〈Γγ˙ γ˙, γ˙〉γ˙ = 0
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satisfying 〈Ξγ , γ˙〉 = 0 along γ, where γ˙(t) = ddtγ(t), ∇ and R are the Levi-Civita connection
and curvature tensor of metric g, ∇λ is the Levi-Civita connection of the metric gλ and
Γ = ∂λ∇λ|λ=0. The vertical component of Ξ in T (SMg) is given by ∇γ˙Ξγ.
We will still denote by Ξ the G-invariant extension to T (SM˜g˜) of the infinitesimal Morse-
correspondence at g for the curve gλ. For any geodesic γ in (M˜ , g˜), let N(γ) be the normal
bundle of γ:
N(γ) = ∪t∈RNt(γ), where Nt(γ) = (γ˙(t))⊥ = {E ∈ Tγ(t)M˜ : 〈E, γ˙(t)〉 = 0}.
The one-parameter family of vectors along γ arising in equation (4.1)
(4.2) Υ(t) := (Γγ˙ γ˙ − 〈Γγ˙ γ˙, γ˙〉γ˙) (γ(t)), t ∈ R,
is such that Υ(t) belongs to Nt(γ) for all t. The restriction of the infinitesimal Morse
correspondence to γ is (Ξγ ,∇γ˙Ξγ), with both Ξγ and ∇γ˙Ξγ belonging to N(γ) as well. In
the following, we will specify Ξγ and ∇γ˙Ξγ using Υ and a special coordinate system of
Nt(γ)’s arising from the stable and unstable Jacobi fields along γ.
Let v = (x, v) be a point in TM˜ . Recall from Subsection 2.3 the definition (2.14) of
Jacobi Fields, Jacobi tensors and, for v ∈ SM˜ , of the stable and unstable tensors along γv
denoted Sv and Uv.
For each v ∈ SM˜ , the vectors (Y, S′v(0)Y ), Y ∈ N0(γ), (or (Y,U ′v(0)Y )) generate TW ssv
(or TW suv ). As a consequence of the Anosov property of the geodesic flow on SM˜ , the
operator (U ′v(0)−S′v(0)) is positive and symmetric (see [Bo]). Hence we can choose vectors
~x1, · · · , ~xm−1 to form a basis of N0(γv) so that
(4.3) 〈(U ′v(0) − S′v(0))~xi, ~xj〉 = δij .
Let J1, · · · , J2m−2 be the Jacobi fields with
(Ji(0), J
′
i(0)) =
{
(~xi, S
′
v(0)~xi), if i ∈ {1, · · · ,m− 1};
(~xi+1−m, U ′v(0)~xi+1−m), if i ∈ {m, · · · , 2m− 2}.
Since the Wronskian of two Jacobi fields remains constant along geodesics, we have
(4.4) W (Ji, Jj) =
{
0, if i, j ∈ {1, · · · ,m− 1} or i, j ∈ {m, · · · , 2m− 2};
−δi,j+1−m, if i ∈ {1, · · · ,m− 1} and j ∈ {m, · · · , 2m− 2}.
Equivalently, if we write Js for the matrix with column vectors (J1, · · · , Jm−1) and Ju for
the matrix with column vectors (Jm, · · · , J2m−2), then (4.4) gives
(4.5) J∗wJ
′
w = (J
′
w)
∗Jw, w = s or u, and J∗uJ
′
s − (J′u)∗Js = −Id.
The collection (Ji(t), J
′
i(t)), i = 1, · · · ,m − 1, (or (Ji(t), J ′i(t)), i = m, · · · , 2m − 2) gen-
erate TW ssγ˙v(t) (or TW
su
γ˙v(t)
). Consequently, any V (t) = (V1(t), V2(t)) ∈ TTM˜ along γ with
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Vi(t) ∈ Nt(γ), i = 1, 2, can be expressed as
V1(t) =
m−1∑
i=1
ai(t)(Ji(t), J
′
i(t)), V2(t) =
2m−2∑
i=m
bi−m+1(t)(Ji(t), J ′i(t)),
where (ai(t), bi(t)), i = 1 · · ·m− 1, are 2m− 2 real numbers. Writing them as two column
vectors ~a(t),~b(t), we write any such V (t) as
V (t) = (Js(t)~a(t),J
′
s(t)~a(t)) + (Ju(t)
~b(t),J′u(t)~b(t)).
To specify the infinitesimal Morse correspondence Ξ at g for the curve gλ, it suffices to find
the coefficients ~a(t),~b(t) for the restriction of Ξ along any g˜-geodesic γ.
Proposition 4.3. Let Ξ be the infinitesimal Morse correspondence at g for a C3 one-
parameter family of C3 metrics gλ with g0 = g. Then the restriction of Ξ to a g˜-geodesic
γ is (Js(t)~a(t),J
′
s(t)~a(t)) + (Ju(t)
~b(t),J′u(t)~b(t)) with
(4.6) ~a(t) =
∫ t
−∞
J∗u(s)Υ(s) ds, ~b(t) =
∫ +∞
t
J∗s (s)Υ(s) ds,
where Υ(s) is given by (4.2).
Proof. By the construction of Morse correspondence, for any g˜-geodesic γ, the value of Ξ
along γ, denoted Ξ(γ), belongs to N(γ)×N(γ). So, there are ~a(t),~b(t), t ∈ R, such that
Ξ(γ) = (Js(t)~a(t),J
′
s(t)~a(t)) + (Ju(t)
~b(t),J′u(t)~b(t)).
The horizontal part Ξγ of Ξ(γ) is Js(t)~a(t) + Ju(t)~b(t). On the other hand, the vertical
part of Ξ(γ) is J′s(t)~a(t) + J′u(t)~b(t), which, by Theorem 4.2, is also
∇γ˙Ξγ = J′s(t)~a(t) + J′u(t)~b(t) + Js(t)~a′(t) + Ju(t)~b′(t).
So we must have
(4.7) Js(t)~a
′(t) + Ju(t)~b′(t) = 0.
Differentiating ∇γ˙Ξγ = J′s(t)~a(t) + J′u(t)~b(t) along γ and reporting it in (4.1), we obtain
J′s(t)~a
′(t) + J′u(t)~b
′(t) + J′′s (t)~a(t) + J
′′
u(t)
~b(t) + R(t)Js(t)~a(t) + R(t)Ju(t)~b(t) = −Υ(t),
which simplifies to
(4.8) J′s(t)~a
′(t) + J′u(t)~b
′(t) = −Υ(t)
by the defining property of Jacobi fields. Using (4.5), we solve ~a′,~b′ from (4.7), (4.8) with
(4.9) ~a′ = J∗uΥ, ~b
′ = −J∗sΥ.
Note that Ju(−∞) = Js(+∞) = 0. Finally, we recover ~a(t),~b(t) from (4.9) by integration.

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For any s ∈ R, let (Ks,K′s) be the unique Jacobi field along a g˜-geodesic γ such that
K′s(s) = Υ(s) and Ks(s) = 0.
Then (
Ks(0),K
′
s(0)
)
= (DΦs)
−1 (0,Υ(s)) .
We further express Ξ using Ks’s by specifying the value of Ξ(γ(0)) for any g˜-geodesic γ.
Proposition 4.4. Let Ξ be the infinitesimal Morse correspondence at g for a C3 one-
parameter family of C3 metrics gλ with g0 = g. Then for the g˜-geodesic γ with γ˙(0) = v:
Ξγ(0) = (U
′
v(0)− S′v(0))−1
[ ∫ 0
−∞
(K′s(0)− U ′v(0)Ks(0)) ds
+
∫ +∞
0
(K′s(0)− S′v(0)Ks(0)) ds
]
,
(∇γ˙Ξγ)(0) = S′v(0)(U ′v(0)− S′v(0))−1
∫ 0
−∞
(K′s(0)− U ′v(0)Ks(0)) ds
+U ′v(0)(U
′
v(0)− S′v(0))−1
∫ +∞
0
(K′s(0)− S′v(0)Ks(0)) ds.
Proof. By Proposition 4.3, for any g˜-geodesic γ,
Ξ(γ(0)) = (Ξγ(0), (∇γ˙Ξγ)(0)) =
(
Js(0)~a(0) + Ju(0)~b(0),J
′
s(0)~a(0) + J
′
u(0)
~b(0)
)
,
where ~a(0),~b(0) are given by (4.6). We first express ~a(0) using Ks’s. Let s ≤ 0. The
Wronskian between Ks and any unstable Jacobi fields are preserved along the geodesics
and must have the same value at γ(s) and γ(0). This gives
J∗u(s)Υ(s) = J
∗
u(0)K
′
s(0)− (J′u)∗(0)Ks(0).
Consequently,
(J∗u)
−1(0)J∗u(s)Υ(s) = K
′
s(0)− (J∗u)−1(0)(J′u)∗(0)Ks(0) = K′s(0)− U ′v(0)Ks(0),
where we use the fact that J′u(0) = U ′v(0)Ju(0) for the second equality. So we have
~a(0) = J∗u(0)
∫ 0
−∞
(K′s(0) − U ′v(0)Ks(0)) ds.
Similarly, for any s ≥ 0, a comparison of the Wronskian between Ks and any stable Jacobi
fields at time s and 0 gives
J∗s (s)Υ(s) = J
∗
s (0)K
′
s(0) − (J′s)∗(0)Ks(0).
As a consequence, we have
(J∗s )
−1(0)J∗s (s)Υ(s) = K
′
s(0)− (J∗s )−1(0)(J′s)∗(0)Ks(0) = K′s(0) − S′v(0)Ks(0),
which gives
~b(0) = J∗s (0)
∫ +∞
0
(K′s(0) − S′v(0)Ks(0)) ds.
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The formula for Ξ(γ(0)) follows by using Js(0) = Ju(0) and Ju(0)J
∗
u(0) = (U
′
v(0)−S′v(0))−1.

A dynamical point of view of the integrability of the integrals in Proposition 4.4 is that
(K′s(0) − U ′v(0)Ks(0)) (s ≤ 0) is the stable vertical part of (DΦs)−1 (0,Υ(s)) and hence
decays exponentially when s goes to −∞, while (K′s(0)−S′v(0)Ks(0)) (s ≥ 0) is the unstable
vertical part of (DΦs)
−1 (0,Υ(s)) and thus decays exponentially when s goes to +∞.
For any curve λ ∈ (−1, 1) 7→ Cλ ∈ N (or Cλ ∈ N) on some Riemannian manifold N, we
write (Cλ)′0 := (dCλ/dλ)|λ=0 (or (Cλ)′0 := (dCλ/dλ)|λ=0) whenever the differential exists.
We can put a formula concerning
(
X g˜λ
)′
0
for any C3 curve gλ in <(M) with g0 = g.
Proposition 4.5. Let (M,g) be a negatively curved closed connected m-dimensional Rie-
mannian manifold. Then for any C3 one-parameter family of C3 metrics λ ∈ (−1, 1) 7→ gλ
in it with g0 = g, the map λ 7→ X g˜λ(x, ξ) is differentiable at λ = 0 for each v = (x, ξ) with(
X g˜λ
)′
0
(x, ξ) =
(
0,
(‖X g˜λ‖g˜)′0 (v)v + ∫ +∞
0
(K′s(0) − S′v(0)Ks(0)) ds
)
.
Proof. Express the homeomorphism F˜ λ as a map from M˜ × ∂M˜ to M˜ × ∂M˜g˜λ with
F˜ λ(x, ξ) = (fλξ (x), ξ), ∀(x, ξ) ∈ SM˜,
where fλξ records the change of footpoint of the (g, g
λ)-Morse correspondence F˜ λ. We have
1
λ
(
X g˜λ(x, ξ)−X g˜(x, ξ)
)
=
1
λ
(
X g˜λ(x, ξ)−
X g˜λ(x, ξ)
‖X g˜λ(x, ξ)‖g˜
)
+
1
λ
(
X g˜λ(x, ξ)
‖X g˜λ(x, ξ)‖g˜
−X g˜(x, ξ)
)
=: (a)λ + (b)λ.
When λ tends to zero, (a)λ tends to (0,
(‖X g˜λ‖)′0 (v)v). For (b)λ, we can transportX g˜(x, ξ)
to
X g˜λ(x, ξ)
‖X g˜λ(x, ξ)‖g˜
along two pieces of curves: the first is to follow the footpoint of the
inverse of the (gλ, g)-Morse correspondence from X g˜(x, ξ) to X g˜((f
λ
ξ )
−1(x), ξ) with the
constraint that the vector remains within TW s(x, ξ); the second is to use the (gλ, g)-
Morse correspondence from X g˜((f
λ
ξ )
−1(x), ξ) to
X g˜λ(x, ξ)
‖X g˜λ(x, ξ)‖g˜
. By Theorem 4.1 and The-
orem 4.2, the second curve is C1 and the derivative is (Ξγv(0),∇γ˙vΞγv(0)), which is also
(Js(0)~a(0),J
′
s(0)~a(0)) + (Ju(0)
~b(0),J′u(0)~b(0)) with ~a(0),~b(0) from Proposition 4.3. The
horizontal projection of the first curve is the reverse of the second one; so it is also C1 and
the horizontal part of the derivative is −Ξγv(0). Since it belongs to TW s(x, ξ) which is a
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graph over the horizontal plane, the vertical part is also C1 and the derivative is given by
S′v(0)(−Ξγv (0)). So,
lim
λ→0
(b)λ =
(
0, (∇γ˙vΞγv)(0) − S′v(0)Ξγv(0)
)
=
(
0, (U ′v(0) − S′v(0))Ju(0)~b(0)
)
,
which, by our choice of Ju(0) = Js(0) and the defining property of Ju(0) in (4.3), is(
0, (J∗s )
−1(0)~b(0)
)
=
(
0,
∫ +∞
0
(K′s(0)− S′v(0)Ks(0)) ds
)
.

Corollary 4.6. Let (M,g) be a negatively curved closed connected Riemannian manifold
and let λ ∈ (−1, 1) 7→ gλ ∈ <(M) be a C3 curve of C3 conformal changes of the metric
g0 = g. The map λ 7→ X g˜λ(x, ξ) is differentiable for each v = (x, ξ) with(
X g˜λ
)′
0
(x, ξ) =
(
0,−ϕ ◦$ v +
∫ +∞
0
(K′s(0)− S′v(0)Ks(0)) ds
)
,
where ϕ : M → R is such that gλ = e2λϕ+O(λ2)g, $ denotes the projections $ : SM →M
and $ : SM˜ → M˜ , and (Ks(0),K′s(0)) = (DΦs)−1 (0,Υ(s)) with Υ = −∇ϕ+ 〈∇ϕ, γ˙v〉γ˙v.
Proof. Let λ ∈ (−1, 1) 7→ ϕλ be such that gλ = e2ϕλg. Clearly, ‖X g˜λ‖g˜ = e−ϕ
λ◦$ and
hence
(‖X g˜λ‖g˜)′0 (v)v = −ϕ◦$ v. Write 〈·, ·〉λ for the g˜λ-inner product and let ∇λ denote
the associated Levi-Civita connection (we simply write 〈·, ·〉 and ∇ when λ = 0). Each
∇λ is torsion free and preserves the metric inner product. Using these two properties, we
obtain Koszul’s formula, which says for any smooth vector fields X,Y,Z on M˜ ,
(4.10)
2〈∇λXY,Z〉λ = X〈Y,Z〉λ+Y 〈X,Z〉λ−Z〈X,Y 〉λ+〈[X,Y ], Z〉λ−〈[X,Z], Y 〉λ−〈[Y,Z],X〉λ.
Note that g˜λ = e2ϕ
λ◦$g˜, which means 〈·, ·〉λ = e2ϕλ◦$〈·, ·〉. So, if we multiply both sides of
(4.10) with e−2ϕλ◦$ and compare it with the expression (4.10) for ∇, we obtain
2〈∇λXY,Z〉 = e−2ϕ
λ◦$
(
(DXe
2ϕλ◦$)〈Y,Z〉+ (DY e2ϕλ◦$)〈X,Z〉 − (DZe2ϕλ◦$)〈X,Y 〉
)
+X〈Y,Z〉+ Y 〈X,Z〉 − Z〈X,Y 〉+ 〈[X,Y ], Z〉 − 〈[X,Z], Y 〉 − 〈[Y,Z],X〉
= 2(DXϕ
λ ◦$)〈Y,Z〉+ 2(DY ϕλ ◦$)〈X,Z〉 − 2(DZϕλ ◦$)〈X,Y 〉+ 2〈∇XY,Z〉.
Since Z is arbitrary, this implies
∇λXY −∇XY = (DXϕλ ◦$)Y + (DY ϕλ ◦$)X − 〈X,Y 〉∇ϕλ ◦$
for any two smooth vector fields X,Y on M˜ . As a consequence, we have
ΓXY = (DXϕ ◦$)Y + (DY ϕ ◦$)X − 〈X,Y 〉∇ϕ ◦$.
In particular, Γγ˙ γ˙ = 2〈∇ϕ ◦$, γ˙〉γ˙ −∇ϕ ◦$ and the equation (4.1) reduces to
∇2γ˙Ξγ +R(Ξγ , γ˙)γ˙ −∇ϕ ◦$ + 〈∇ϕ ◦$, γ˙〉γ˙ = 0.
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The formula for
(
X g˜λ
)′
0
(x, ξ) follows immediately by Proposition 4.5. 
5. Proof of the main theorems
Let λ ∈ (−1, 1) 7→ gλ ∈ <(M) be a C3 curve of C3 conformal changes of the metric
g0 = g. We simply use the superscript λ (λ 6= 0) for X,m, m˜, kv, P to indicate that the
metric used is gλ, for instance, mλ is the harmonic measure for the laminated Laplacian
in metric gλ. The corresponding quantities for g will appear without superscripts. Let
λ ∈ (−1, 1) 7→ ϕλ be such that gλ = e2ϕλg. For each λ, we have
∆λ = e−2ϕ
λ
(
∆+ (m− 2)∇ϕλ
)
=: e−2ϕ
λ
Lλ.
Let L̂λ := ∆ + Zλ with Zλ = (m − 2)∇ϕλ ◦ $. Leafwisely, Zλ is the dual of the closed
form (m − 2)dϕλ ◦ $. Moreover, the pressure of the function −〈X,Z0〉 = 0 is positive.
Therefore, there exists δ > 0 such that for |λ| < δ, the pressure of the function −〈X,Zλ〉
is still positive, so that the results of Section 3 apply to L̂λ for λ ∈ (−δ,+δ). Note that̂`
λ and ĥλ defined in Section 1 are just the linear drift and the stochastic entropy for the
operator L̂λ with respect to metric g. Let `λ and hλ be the linear drift and entropy for
(M,gλ) as were defined in Section 1. From the results in Sections 3 and 4, the following
limits considered in Section 1 exist:
(d`λ/dλ)|λ=0 = lim
λ→0
1
λ
(`λ − ̂`λ) + lim
λ→0
1
λ
(̂`λ − `0) =: (I)` + (II)`,
(dhλ/dλ)|λ=0 = lim
λ→0
1
λ
(hλ − ĥλ) + lim
λ→0
1
λ
(ĥλ − h0) =: (I)h + (II)h.
This shows the differentiability in λ at 0 of λ 7→ `λ and λ 7→ hλ (Theorem 1.1). In
this section, we give more details and formulas for the derivative. Namely, we prove the
following Theorem
Theorem 5.1. Let (M,g) be a negatively curved compact connected m-dimensional Rie-
mannian manifold and let λ ∈ (−1, 1) 7→ gλ = e2ϕλg ∈ <(M)be a C3 curve of C3 conformal
changes of the metric g0 = g with constant volume. Let ϕ be such that gλ = e2λϕ+O(λ
2)g.
With the above notations, the following holds true.
i) The function λ 7→ `λ is differentiable at 0 with
(`λ)
′
0 =
∫
M0×∂M˜
〈ϕ ◦$ X +
∫ +∞
0
(K′s(0)− S′(x,ξ)(0)Ks(0)) ds,∇ ln kv〉 dm˜
+(m− 2)
∫
M0×∂M˜
ϕ ◦$ 〈∇u0 +X,∇ ln kv〉 dm˜,(5.1)
where (Ks(0),K
′
s(0)) = (DΦs)
−1 (0,Υ(s)) with Υ = −∇ϕ + 〈∇ϕ, γ˙〉γ˙ along the
g˜-geodesic γ with γ˙(0) = (x, ξ) and u0 is the function defined before Proposition
2.18.
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ii) The function λ 7→ hλ is differentiable at 0 with
(5.2) (hλ)
′
0 = (m− 2)
∫
SM
ϕ ◦$ 〈∇(u1 + ln kv),∇ ln kv〉 dm,
where u1 is the function defined before Proposition 2.18.
Proof. Observe firstly that since gλ has constant volume, m
∫
ϕ dVol =
(
Vol(M,gλ)
)′
0
= 0
and therefore
(5.3)
∫
SM
ϕ ◦$dm = 0.
We derive the formula for (hλ)
′
0 first. Let m̂
λ be the G-invariant extension to SM˜
of the harmonic measure corresponding to L̂λ with respect to metric g. Then dm̂λ =
e−2ϕλ◦$dm˜λ, where ϕλ also denotes its G-invariant extension to M˜ . Moreover, since there
is only a time change between the leafwise diffusion processes with infinitesimal operators
L̂λ and ∆λ, the leafwise Martin kernel functions of the two operators are the same. (Indeed,
because L̂λ only differs from ∆λ by multiplication by a positive function, the leafwise
positive harmonic functions of the two generators are the same. In particular, the minimal
leafwise positive harmonic functions normalized at x = $(v) are the same for L̂λ and ∆λ.
It is known ([Anc, Theorem 3]) that the leafwise Martin kernel functions kλv(·, ξ) of L̂λ
(or ∆λ) can be characterized as minimal leafwise positive L̂λ (or ∆λ)-harmonic functions
normalized at x such that kλv(y, ξ) goes to zero when y tends to a point in the boundary
different from ξ. Thus, the two Martin kernel functions coincide.) Using Proposition 2.16,
we obtain
(5.4) ĥλ =
∫
‖∇0 ln kλv(x, ξ)‖20 dm̂λ =
∫
e−2ϕ
λ◦$‖∇ ln kλv(x, ξ)‖2 dm˜λ,
whereas here, and hereafter, the integrals with respect to m̂λ and m˜λ are always taken on
M0 × ∂M˜ and we will omit the subscript of
∫
M0×∂M˜
whenever there is no ambiguity. As
before, kλv(·, η) should be understood as a function on W s(v) for all η. In particular, for
η = ξ. Then its gradient (for the lifted metric from M˜ to W s(v)) is a tangent vector to
W s(v). We also know kλv(y, η) = k
λ
η (y), where k
λ
η is the Martin kernel function on M˜ for
the g˜λ-Laplacian. Of our special interest is kλv(·, ξ), which we will abbreviate as kλv in the
following context.
For (hλ)
′
0, we have
(hλ)
′
0 = lim
λ→0
1
λ
(hλ − ĥλ) + lim
λ→0
1
λ
(ĥλ − h0) =: (I)h + (II)h,
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if both limits exist. It is easy to see (I)h = 0 since by Proposition 2.16 and (5.4),
(I)h = lim
λ→0
1
λ
(∫
‖∇λ ln kλv(x, ξ)‖2λ dm˜λ −
∫
‖∇0 ln kλv(x, ξ)‖20 dm̂λ
)
= lim
λ→0
∫
1
λ
(e−2ϕ
λ◦$ − e−2ϕλ◦$)‖∇ ln kλv(x, ξ)‖2 dm˜λ,
where we use
∇λ ln kλv(x, ξ) = e−2ϕ
λ◦$∇ ln kλv(x, ξ) and ‖∇λ ln kλv(x, ξ)‖2λ = e−2ϕ
λ◦$‖∇ ln kλv(x, ξ)‖2.
Thus,
(5.5) (I)h = 0.
For (II)h, we have by Theorem 3.9 that it equals to limt→+∞(1/t)EQ(Zh,tMt). Recall
that xt belongs to W
s(x0). The process
Z˜1t = f1(xt)− f1(x0)−
∫ t
0
(∆f1)(xs) ds,(5.6)
where f1 = − ln kv − u1 and v = x0 and the function u1 is such that
(5.7) ∆u1 = ‖∇ ln kv‖2 − h0
is a martingale with increasing process 2‖∇ ln kv+∇u1‖2(xt) dt. It is true by Proposition
3.2 that
lim
t→+∞
1
t
EQ(Zh,tMt) = limt→+∞
1
t
EQ(Z˜
1
tMt),
where
Mt =
1
2
∫ t
0
〈(Zλ)′0(xs),wsdBs〉xs .
Note that (Zλ)′0, the G-invariant extension of (m− 2)∇ϕ ◦$, is a gradient field. So, if we
write ψ = 12(m− 2)ϕ ◦$, we have by Ito’s formula that
(5.8) Mt = ψ(xt)− ψ(x0)−
∫ t
0
(∆ψ)(xs) ds
is a martingale with increasing process 2‖∇ψ‖2. Using (5.6), (5.8) and a straightforward
computation using integration by parts formula for (aZ˜1t + bMt)
2, a, b = 0 or 1, we obtain
Z˜1tMt = 2
∫ t
0
〈∇f1,∇ψ〉(xs) ds
and hence
lim
t→+∞
1
t
EQ(Z˜
1
tMt) = 2
∫
〈∇f1,∇ψ〉 dm˜ = −2
∫
〈∇ ln kv,∇ψ〉 dm˜− 2
∫
〈∇u1,∇ψ〉 dm˜.
Here,
−2
∫
〈∇ ln kv,∇ψ〉 dm˜ = 2
∫
SM
Div(∇ψ) dm = (m− 2)
∫
SM
∆(ϕ ◦$) dm = 0,
52 FRANC¸OIS LEDRAPPIER AND LIN SHU
where the first equality is the integration by parts formula and m is identified with the
restriction of m˜ to M0× ∂M˜ , and the last one holds because m is ∆-harmonic. We finally
obtain
(hλ)
′
0 = −(m− 2)
∫
SM
〈∇u1,∇ϕ ◦$〉 dm.
Observe that:
2〈∇u1,∇ϕ ◦$〉 = ∆(u1ϕ ◦$)−∆(u1)ϕ ◦$ − u1∆ϕ ◦$
= ∆(u1ϕ ◦$)− ϕ ◦$‖∇ ln kv‖2 + h0ϕ ◦$ − u1∆ϕ ◦$,(5.9)
where we use the defining property (5.7) of u1. When we take the integral of (5.9) with
respect to m, the first term vanishes because m is ∆ harmonic, the second term gives
− ∫ ϕ ◦ $‖∇ ln kv‖2 dm, the third term vanishes by (5.3). Finally for the last term, by
using the integration by parts formula:
(5.10)
∫
SM
u∆v dm =
∫
SM
v∆u dm+ 2
∫
SM
v〈∇u,∇ ln kv〉 dm,
we have ∫
SM
u1∆ϕ ◦$ dm =
∫
SM
ϕ ◦$ (∆u1 + 2〈∇u1,∇ ln kv〉) dm
=
∫
SM
ϕ ◦$ (‖∇ ln kv‖2 + 2〈∇u1,∇ ln kv〉) dm.
Next, we derive the formula for (`λ)
′
0. Clearly,
(`λ)
′
0 = lim
λ→0
1
λ
(`λ − ̂`λ) + lim
λ→0
1
λ
(̂`λ − `0) =: (I)` + (II)`,
if both limits exist. Here the ̂`λ defined in the introduction is just the linear drift for the
operator L̂λ with respect to metric g. The (II)` term can be analyzed similarly as above
for (II)h. Indeed, by Theorem 3.3, (II)` = limt→+∞(1/t)EQ(Z`,tMt). The process
Z˜0t = f0(xt)− f0(x0)−
∫ t
0
(∆f0)(xs) ds,(5.11)
where f0 = bv − u0 and the function u0 is such that
(5.12) ∆u0 = −Div(X)− `0
is a martingale with increasing process 2‖X +∇u0‖2(xt) dt. It is true by Proposition 3.1
that
lim
t→+∞
1
t
E
Q
(Z`,tMt) = lim
t→+∞
1
t
E
Q
(Z˜0tMt),
whereMt, by (5.8), is a martingale with increasing process 2‖∇ψ‖2. So using (5.8), (5.11)
and a straightforward computation using integration by parts formula for (aZ˜0t + bMt)
2,
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a, b = 0 or 1, we obtain
Z˜0tMt = 2
∫ t
0
〈∇f0,∇ψ〉(xs) ds
and hence (recall that ∇bv = −X(v), see (2.13))
lim
t→+∞
1
t
EQ(Z˜
0
tMt) = 2
∫
〈∇f0,∇ψ〉 dm˜
= −(m− 2)
(∫
〈X,∇(ϕ ◦$)〉 dm˜+
∫
〈∇u0,∇(ϕ ◦$)〉 dm˜
)
.
Using the formula Div(ϕ ◦$ X) = ϕ ◦$ DivX + 〈∇(ϕ ◦$),X〉, we obtain∫
〈X,∇(ϕ ◦$)〉 dm˜ =
∫ (
Div(ϕ ◦$ X)− ϕ ◦$ DivX) dm˜
= −
∫
ϕ ◦$ (〈X,∇ ln kv〉+DivX) dm˜,
where we used the foliated integration by parts formula
∫
DivY dm˜ = − ∫ 〈Y,∇ ln kv〉 dm˜.
Observe that:
2〈∇u0,∇(ϕ ◦$)〉 = ∆(u0 ϕ ◦$)−∆(u0)ϕ ◦$ − u0∆(ϕ ◦$)
= ∆(u0 ϕ ◦$) + ϕ ◦$ Div(X) + `0ϕ ◦$ − u0∆(ϕ ◦$),
where we use the defining property (5.12) of u0. When we report in the integration
2
∫ 〈∇u0,∇(ϕ ◦ $)〉 dm˜, the first term vanishes because m is ∆ harmonic, the second
term is − ∫ ϕ ◦$∆u0 dm˜ by (5.12) and the third term vanishes by (5.3). Again, using the
integration by parts formula (5.10) for
∫
u0∆(ϕ ◦$) dm˜, we have∫
〈∇u0,∇(ϕ ◦$)〉 dm˜ = −
∫
ϕ ◦$(∆u0 + 〈∇u0,∇ ln k〉) dm˜
Finally, we obtain
(II)` = (m− 2)
∫
ϕ ◦$ (∆u0 +DivX + 〈∇u0 +X,∇ ln kv〉) dm˜
= (m− 2)
∫
ϕ ◦$〈∇u0 +X,∇ ln kv〉 dm˜,
where the last equality holds by using (5.12) and (5.3).
For (I)`, we first observe the convergence of Martin kernels and harmonic measures.
For any (x, ξ) =: v ∈ M˜ × ∂M˜ , the Martin kernel function kλv(y, ξ) converges to kv(y, ξ)
pointwisely as λ goes to zero. For small λ and fixed x, the function ξ 7→ ∇ ln kλx,ξ is Ho¨lder
continuous on ∂M˜ for some uniform exponent ([H1]). As a consequence, we have the
convergence of∇ ln kλv (and hence∇λ ln kλv) to∇ ln kv when λ tends to zero. By uniqueness,
the harmonic measure m˜λ converges weakly to m˜ (λ→ 0) as well. By Proposition 2.9,
`λ =
∫
〈Xλ,∇λ ln kλv〉λ dm˜λ =
∫
〈Xλ,∇ ln kλv〉 dm˜λ.
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Thus,
(I)` = lim
λ→0
1
λ
∫
〈(Xλ −X0),∇ ln kv〉 dm˜+ lim
λ→0
1
λ
(∫
〈X,∇ ln kλv〉 dm˜λ − ̂`λ)
=: (III)` + (IV)`
if (III)` and (IV)` exist. The quantity (III)`, by Corollary 4.6, is∫
〈−ϕ ◦$ X +
∫ +∞
0
(K′s(0)− S′v(0)Ks(0)) ds,∇ ln kv〉 dm˜.
By Proposition 2.9, ̂`
λ = −
∫ (
DivX + 〈Zλ,X〉
)
dm̂λ.
For (IV)`, let us first calculate
∫
DivX dm̂. We have∫
DivX dm̂λ =
∫
e−2ϕ
λ◦$DivX dm˜λ
=
∫
e−2ϕ
λ◦$DivλX dm˜λ +
∫ (
DivX −DivλX
)
dm̂λ
=
∫
e−2ϕ
λ◦$DivλX dm˜λ −m
∫
〈∇(ϕλ ◦$),X〉 dm̂λ,
where the last equality holds since (Divλ −Div)(·) = m〈∇(ϕλ ◦$, ·〉 for gλ = e2ϕλg. Note
that
Divλ(e−2ϕ
λ◦$X) = e−2ϕ
λ◦$DivλX − 2e−2ϕλ◦$〈∇λ(ϕλ ◦$),X〉λ.
So we have∫
DivX dm̂λ =
∫
Divλ(e−2ϕ
λ◦$X) dm˜λ +
∫
2e−2ϕ
λ◦$〈∇λϕλ ◦$,X〉λ dm˜λ
−m
∫
〈∇(ϕλ ◦$),X〉 dm̂λ
= −
∫
〈X,∇λ ln kλv〉λ dm̂λ − (m− 2)
∫
〈∇(ϕλ ◦$),X〉 dm̂λ
= −
∫
〈X,∇ ln kλv〉 dm̂λ − (m− 2)
∫
〈∇(ϕλ ◦$),X〉 dm̂λ,
where, for the second equality, we use the leafwise integration by parts formula
∫
DivλY dm˜λ =
− ∫ 〈Y,∇λ ln kλv〉λ dm˜λ. This gives
(5.13) ̂`λ = ∫ 〈X,∇ ln kλv〉 dm̂λ.
Finally, we obtain
(IV)` = lim
λ→0
∫
1
λ
(e2ϕ
λ◦$ − 1)〈X,∇ ln kλv〉 dm̂λ = 2
∫
ϕ ◦$ 〈X,∇ ln kv〉 dm˜.

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Proof of Theorem 1.2. Let (M,g) be a negatively curved compact connected Riemannian
manifold. Define the volume entropy vg by:
vg = lim
r→+∞
lnVol(B(x, r))
r
,
where B(x, r) is the ball of radius r in M˜ . we have `g ≤ vg, hg ≤ v2g (see [LS1] and the
references within). In particular, if λ ∈ (−1, 1) 7→ gλ ∈ <(M) is a C3 curve of conformal
changes of the metric g0 = g,
`gλ ≤ vgλ , hgλ ≤ v2gλ .
Assume (M,g0) is locally symmetric. Then `g0 = vg0 and hg0 = v
2
g0 . Moreover it is
known (Katok [Ka]) that v0 is a global minimum of the volume entropy among metrics g
which are conformal to g0 and have the same volume and (Katok-Knieper-Pollicott-Weiss
[KKPW]) that λ 7→ vgλ is differentiable. In particular vgλ is critical at λ = 0. Since, by
Theorem 1.1, `gλ and hgλ are differentiable at λ = 0, they have to be critical as well. 
Remark 5.2. We can also show Theorem 1.2 using the formulas in Theorem 5.1. Indeed,
the conclusion for the stochastic entropy follows from (5.2) since for a locally symmetric
space, the solutions u1 to (5.7) are constant ([L2]) and ‖∇ ln kv‖2 is also constant. The
derivative is proportional to
∫
ϕ ◦$ dm, which vanishes by (5.3).
We also see that the stochastic entropy depends only on the volume for surfaces (m = 2).
For the drift `, it is true that for a locally symmetric space, ∇ ln kv = −`∇bv everywhere.
The solutions u0 to (5.12) are constant for a locally symmetric space as well ([L2]). So
(5.1) reduces to
(`λ)
′
0 = −
∫
M0×∂M˜
ϕ ◦$ 〈
∫ +∞
0
(K′s(0) − S′v(0)Ks(0)) ds,∇ ln kv〉 dm˜,
which is zero because the vector
∫ +∞
0 (K
′
s(0)−S′v(0)Ks(0)) ds is orthogonal to v and hence
is orthogonal to ∇ ln kv.
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