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Abstract
When classes of customers require di®erent levels of service, it is natural to implement a threshold
rationing policy under which low priority classes of customers are no longer served (their demands
are backordered) when on-hand inventory drops to or below a threshold level. Such problems are
di±cult to analyze because of the dimensionality of the state space: on-hand inventory and backo-
rders for a part can exist at the same time. We consider a model consisting of two priority demand
classes exhibiting mutually independent stationary Poisson demand, independent and identically dis-
tributed, non-zero, order lead times, an (S-1,S) ordering policy, and a threshold level-based allocation
and backorder clearing policy. Heuristic solutions for this model have been proposed in the past. Our
contribution is an exact analysis of the stationary probabilities and an e±cient algorithm for ¯nding
the minimal stock required to satisfy demand class-speci¯c ¯ll rate constraints. We provide numerical
results to suggest the cost savings that can be realized compared to conventional practices.
Keywords: Markov Process; Inventory control; Priority demand classes; Service levels; Backorder
systems
1 Introduction
Most models of inventory management assume a single class of customer demand, and each order is
processed uniformly with respect to its importance. However, there are situations in which that is not the
case and customer di®erentiation becomes necessary. For example, suppose a service parts distribution
center (DC) provides service parts for its customers, and each customer has his own service contract
with the distribution center. The criticality of the service may not be equal among customers, and the
service level they are seeking may be di®erent. According to the service contract, the DC is responsi-
ble to provide the speci¯ed service part as needed while satisfying the written service level agreement.
Here, service level is de¯ned in terms of ¯ll rate (the fraction of demand satis¯ed immediately from stock).
Using such contracts, it is possible to categorize customers in terms of their priority. Here, a higher
priority customer means that the service level he has contracted for is higher than the lower priority cus-
tomer. For the sake of simplicity, let us assume only two types of contracts, silver and gold respectively.
Here, silver refers to a customer who has contracted for a lower service level than the gold customer. In
a subsequent study, Vicil and Jackson (2006a) extend the analysis of this paper to a multiclass setting
with more than two classes.
If the required service levels di®er between contracts, then one way to guarantee the terms of the
agreements is to hold separate stock for each class. However, this may lead to unnecessary inventory since
we are not taking advantage of the pooling e®ect of combining all demand types. On the other hand, if
all demand types are pooled, then in order to guarantee the speci¯ed service level for each contract, a so
1called "round up" policy could be implemented. In this policy, the highest service level among the service
contracts is selected and the inventory investment is calculated based on this ¯gure. Demand from each
type of customers is treated on a ¯rst-come,¯rst-serve (FCFS) basis and all the customers receive the
same (high) service level. This, too, can result in an unnecessarily high inventory investment level since
many customers would potentially accept a lower service level.
In this paper, we analyze a di®erent type of inventory allocation scheme that enables all customer
classes to be served at the appropriate service levels (what they have contracted for) while taking ad-
vantage of the pooling e®ect. This scheme is called threshold inventory rationing. In this policy, when
on hand inventory drops to some threshold level, then the ful¯llment of orders coming from the lower
priority class is delayed (backordered) and the stock is reserved for the possible future use of higher
priority customers. In this way, it is possible to balance service levels for di®erent customer classes with
a common pool of inventory, where service contracts di®er.
Another application area where inventory rationing might have important application is the delayed
di®erentiation case. Suppose there are two end products A and B respectively that are assembled from
some common un¯nished item C. Also suppose that there is some manufacturing lead time associated
with producing C and assume the assembly operation time on C to produce A and B is negligible. Then
the manufacturer's stock level for item C work in process has an important e®ect on the ful¯llment of
orders for A and B. However, the importance of those products for the company may not be identical.
Therefore, the ¯rm may want to provide higher availability of item C for product B. In these types of
environments, inventory rationing is a powerful tool for balancing di®erent priority demand streams with
the supply.
A similar case is also considered by Ha (1997a, 1997b) in an assemble-to-order production system.
In this environment, a common product is shared by several end products that are in the market. These
products may have di®erent waiting costs, and therefore have di®erent values to the ¯rm.
Another interesting application area is mentioned by Dekker, et al. (1998). They study a spare
parts stocking policy based on equipment criticality. The work has been initiated by a case study on the
determination of stock levels for a large petrochemical plant based on equipment criticality. Equipment
criticality is de¯ned as the importance of the equipment for sustaining production in a safe and e±cient
way. When common parts exist for equipment of di®erent criticality, then di®erent service levels should
be provided to those equipment depending on their priorities.
A ¯nal application case is related to a centralization of spare parts management system. Suppose,
the ¯rm wants to change the way spare parts are managed and shifts from managing them as indepen-
dent local points to a central inventory control point. Such an environment is studied by Desphande,
et al. (2002) for the military logistics system. The military moved its individual military services (i.e.
separate Army and Navy warehouses) to a central inventory control point within the Defense Logistics
Agency. Since inventory is now centralized, it is possible to bene¯t from the pooling e®ect of combining
di®erent demand streams. However, the problem may arise if the importance of spare parts di®ers by
location, and the question is how to allocate centralized stock among di®erent demand points. Other ap-
plication areas of threshold policies in inventory control models are discussed by Kelijn and Dekker (1998).
The way in which incoming units from resupply are handled also has an important e®ect on service
levels. For example, there will be di®erent service levels by customer class according to whether existing
backorders are ful¯lled on a FCFS basis, or priority is given to higher priority backorders, or the incom-
ing unit is added to on hand inventory even when there may be low priority backorders, etc. In this
paper, we analyze the threshold backorder clearing mechanism, in which an incoming unit from resupply
will satisfy existing gold backorders ¯rst. If there are no gold backorders, then the unit is added to on
hand inventory and possible existing silver backorders will not be satis¯ed until on hand stock meets a
2speci¯ed threshold level. Only then will existing silver backorders be ful¯lled by arriving units. The idea
behind this policy is to provide an additional protection mechanism for the gold customers by reserving
the incoming unit from resupply for gold demands.
The remainder of this paper is organized as follows. We begin by reviewing the literature related
to inventory policies for customer di®erentiation. In Section 3, we describe our modelling framework in
detail for exponentially distributed order lead times and we formulate the optimization problem. Then
we derive exact steady state probabilities of system states for given policy parameters and threshold
levels, and from these we calculate the corresponding service levels associated with each customer class.
Also in this section, we describe a novel approach for solving the steady state probabilities of an in¯nite
state system. In Section 4, we describe an optimization algorithm that requires only one pass for the
calculation of steady state probabilities followed by a greedy line search for the optimal decision variables.
In Section 5, we extend our results to a general class of order lead time distributions. In Section 6, we
provide numerical results in order to emphasize the corresponding investment savings that can be realized
by using this policy compared to conventional practices.
2 Literature Review
Rationing policies have wide application in industry. It is used in hotel management, airline industries,
rental businesses as well as inventory control systems.
Inventory rationing across demand classes is ¯rst analyzed by Veinott (1965) in the context of inven-
tory control theory. He considers a backorder model in a periodic review setting with n demand classes
with zero lead time. Topkis (1968) extends the results of Veinott. In his work, each review period is
decomposed into a ¯nite number of subperiods and at the end of each subperiod, a decision is made as to
how the inventory is allocated among di®erent demand classes. He solves the optimal dynamic inventory
rationing problem for a discrete time system and proves that within a single review period, the optimal
policy has nonnegative rationing levels for each demand class. This is the so called critical level policy.
According to this policy, for a given class, after the ful¯llment of higher priority classes, if the inventory
level is below the rationing level for that class, then demand for that class is not satis¯ed and inventory is
reserved for random future demands of higher priority classes. In addition, he also shows that rationing
levels are generally decreasing with the remaining time until the next review period.
Similar results are also obtained for two demand classes by Evans (1968) and Kaplan (1969). Nahmias
and Demmy (1981) analyze single period inventory rationing for two demand classes where demand oc-
curs at the end of a period. Later, Moon and Kang (1998) extend these results to multiple demand classes.
Cohen et al. (1988) consider two demand classes in a periodic review (s,S) policy with lost sales.
However, they use a strict priority rule for demand ful¯llment rather than a critical level policy. At the
end of each period, demand of higher priority class is satis¯ed ¯rst, and then any remaining inventory is
used to satisfy the low priority class demand.
Nahmias and Demmy (1981) are the ¯rst to analyze multiple demand classes in a continuous review
environment. Their model is based on an (s,Q) inventory model with two demand classes. Backorders are
allowed, demand is Poisson distributed and the order lead time is constant. They implement a critical
level policy under the simplifying assumption that there is at most one outstanding order in the pipeline.
According to this assumption, whenever a replenishment order is given, on-hand inventory is equal to
the inventory position. In order to derive approximate expressions for the cost and service levels, they
used the hitting time concept. Conditioning on the ¯rst hitting time to the critical level, it is possible
to derive cost and service level measures for both demand classes. Their results are later extended by
Moon and Kang (1998) for compound Poisson demand. Metchiors et al. (1998) analyze the same system
3as Nahmias and Demmy (1981) for two demand classes but in a lost sales environment. They provide an
exact formulation of the average inventory cost, and a simple optimization procedure is derived.
Dekker et al. (1998) study inventory rationing in an (S-1, S) continuous review setting for two de-
mand classes with backorders. Their study is motivated by the management of spare parts that have
di®erent criticality for di®erent equipment in a large petrochemical plant. They assume a ¯xed order
lead time, and provide approximations for stock levels that satis¯es ¯ll rate constraints, based on the
parts' criticality.
More recently, Deshpande et al. (2003) study threshold inventory rationing (critical level policy) in a
continuous review (Q,r) setting. They assume two demand classes with Poisson arrivals and deterministic
order lead time with backorders. Their analysis di®ers from Nahmias and Demmy (1981) in that multiple
replenishment orders may be present in the pipeline at any point in time, and they also consider setup
costs. They optimize the policy parameters under a cost minimization approach, rather than evaluating
¯ll rates. Their work is motivated by a study of the logistics systems used to manage service parts for
the U.S. military. According to their original setting, the incoming order from the resupply system will
clear the higher priority backorders ¯rst and then, depending on the stock reserves, the lower priority
backorders may be satis¯ed. However, an exact analysis for this setting seems to be intractable due to the
backorder clearing mechanism. Therefore, they derive expressions for a proposed alternative backorder
clearing mechanism, for which closed form expressions are possible. Then they take the threshold param-
eters obtained from the solution to the alternative system, and use them in the original setting. Hence,
their result is an approximate solution to the optimization problem. A simulation study demonstrates
that the performance (cost) gap between their method and the original setting is small.
Several authors investigate capacitated models with multiple demand classes in make-to-stock pro-
duction environments. For the case of multiple classes of Poisson demand and exponential production
times, Ha (1997a) considers an assemble-to-order system for a single item, single location lost sales prob-
lem and formulates it as an M/M/1 queuing system. He characterizes the optimal rationing policy by a
sequence of monotone threshold levels corresponding to di®erent demand classes. In this policy, as long
as the on-hand inventory is above the speci¯c threshold level for a certain class of customer demand, that
demand is satis¯ed immediately from inventory. Otherwise, the stock is reserved for the future arrival of
higher priority demands and demand is lost for this class. In this paper, he also considers the decision
of when to start and stop production. He also shows that if the processing times are not exponentially
distributed, then the rationing policy will not be optimal, since it doesn't take into account information
regarding the current production status.
In a similar make-to-stock production system, but for the backorder case and two priority classes,
Ha (1997b) characterizes the optimal production control and stock rationing policies by a single mono-
tone switching curve. This problem is signi¯cantly more complex than the lost sales case, because the
decisions of when to start and stop production, when to start rationing inventory and whether to reserve
the completed item for the possible future demand of a higher priority class depend on the state of the
system. For the backorder case, the state space is much larger.
Ha (2000) extends the results of Ha (1997b) for Erlangian distributed production times. It allows
modeling more realistic systems, since the rationing decision depends on the on-hand inventory level,
as well as the status of the current part under production. Depending on this information, the time
of availability of the part a®ects the rationing decision. The inventory and partially competed work of
current production are treated as di®erent modes of work storage. It is shown that the optimal control
policy can be characterized by a single variable called work storage level that links inventory and partially
completed production.
Vericourt et al. (2000) generalize the results of Ha (1997a) on the structure of the optimal switching
4curve by giving a characterization of the optimal hedging point policy for a certain region of the state
space. In a similar make-to-stock environment, Vericourt et al. (2001) analyze the e®ects of di®erent
inventory rationing policies on service levels and inventory related costs. Their main objective is to pro-
vide insights into the relative bene¯ts of using the optimal policy over other policies. Finally Vericourt
et al. (2002) consider a capacitated supply system with multiple demand classes, where each customer
class may have di®erent backorder costs. Using dynamic programming, the structure of the optimal stock
allocation policy is characterized for the multi-customer make-to-stock queue.
Dekker, et al. (2002) analyze a lost-sales capacitated model with a general lead time distribution.
They model their system as an M/M/S/S queue and develop e±cient methods to determine the optimal
policy.
Cattani and Souza (2002) study inventory rationing in a direct market channel. They set up the model
as a make-to-stock production system with exponentially distributed production times and Poisson de-
mand arrivals. They consider several scenarios, namely lost-sales, backorder, combination of lost-sales
and backorders and compare the results with a pure ¯rst-come, ¯rst-serve policy.
Zhao et al. (2002) analyze inventory sharing in a multi-dealer environment. In this setting, when
on-hand inventory is not available, the dealer's own demand is backordered while requests from other
dealer's are lost. Therefore, each dealer's decisions have an impact on others' in this decentralized network.
In this paper, we study the same problem setting as Dekker et al. (1998), described previously. In
that paper, Dekker et al. (1998) provide approximations by using a hitting time concept that is previously
studied by Nahmias and Demmy (1981). In order to determine whether a stockout occurs for a higher
priority class at a random point in time, it is assumed that there are no orders outstanding L periods
ago, where L is the ¯xed order lead time. According to this approach, the hitting time is de¯ned as the
time on-hand inventory drops to a critical level, and by conditioning on this hitting time, a probabilistic
expression for the stockout possibility of a higher priority class is derived. Also, they provide another
approximation to improve the results by convolving the demand over two cycles of L periods, where it
is again assumed that no orders were aotstanding two cycles ago. For the convolution, all the possible
enumerations of lower and higher priority demands are considered during this time interval. This may
be quite expensive from a computational time perspective. In addition, only the situations where the
service level for critical demand is at least 90% are considered. The quality of approximations is not
indicated for lower service levels.
A similar assumption can also be observed in the work of Deshpande, et al. (2003). That paper,
too, considers only deterministic order lead times, and interestingly the proposed alternative policy that
forms a basis for the approximation, also results in the situation that there are no orders outstanding at
the beginning of a cycle.
Unlike the classical inventory theory policies, backorder models are generally much more complicated
than the lost-sales models in the context of inventory rationing policies. This is mainly because of the
increased dimensionality due to tracking backorders of the di®erent demand classes. Although the inven-
tory position is always ¯xed, on-hand inventory and backorder levels for both customer classes cannot
be determined from a knowledge of pipeline stock alone. Furthermore, in an (S-1, S) inventory control
policy, at any point in time, there may (usually) exist more than one order in a pipeline. This pro-
vides additional complexity with respect to make-to-production systems since the rate of incoming units
are state dependent and may vary enormously while in a capacitated make-to-production environment,
queuing principles provide a control mechanism on the number of jobs processed at any given point in
time. Therefore, the exact analysis of our settin for the derivation of ¯ll rate measures for a given set of
threshold levels is di±cult.
5Our main contributions for this problem setting are, ¯rst, a derivation of an exact analytical solution
for the steady state probabilities of each possible system state for a given set of system parameters and
threshold levels. To do this, we develop a novel approach to solve the in¯nite state embedded Markov
Chain. From the calculated steady state probabilities, ¯ll rates can be calculated exactly for both demand
classes. Second, an e±cient algorithm is developed to determine optimal threshold levels for a given set
of ¯ll rate constraints. According to this algorithm, steady state probabilities are calculated only once for
the in¯nite state system. In fact, additional analysis are also possible under the holding and backorder
costs framework, since steady state on hand probabilities and backorder probabilities for both classes
can also be determined. Third, we extend our analysis to a more general setting, namely discrete and
continuous lead time distributions that do not have point masses at zero.
Vicil and Jackson (2006a) extend the results of this setting to more than two demand classes and
also consider additional set of constraints such as expected backorder levels and average waiting time
for both classes. Vicil and Jackson (2006b) study the same setting with a priority backorder clearing
mechanism, and provide an exact solution to a multiclass setting with more than two classes. In a two
demand classes setting, by this mechanism an incoming unit from resupply will satisfy higher priority
backorders ¯rst, and then lower priority backorders are satis¯ed. However, our policy considered in this
paper di®ers from that strategy in that, we give priority to stock-reserved for higher priority demand
even if there exist lower class backorders, until on-hand inventory meets some threshold level. Note that
the way incoming units are handled a®ects the achievement of the higher priority service level. If we
compare the performance levels of the policy considered by Vicil and Jackson (2006b) with the policy
considered in this paper, for a given set of threshold levels, the higher priority class service level is lower
for Vicil and Jackson (2006b) while average waiting times for lower priority class are reduced.
3 The Model
In this paper we consider two priority demand classes, silver and gold. Each class has its own ¯ll-
rate service level requirement. Fill-rate is the fraction of demand satis¯ed directly from on-hand stock
(physical inventory). The gold customers contract for a higher ¯ll-rate than the silver customers.
Demand for silver and gold customers is Poisson distributed with parameters ¸s and ¸g, respectively.
We assume an (S-1,S) ordering policy is followed, which implies that whenever any type of demand re-
alized, a replenishment order is placed. Denote the order up to level by Ss. This order will be received
after a random lead time of L time units. The expected lead time is represented as T. Lead times are
independent and identically distributed, so orders may cross.
Two allocation policies must be speci¯ed: one for when a demand occurs and one then for when a
unit of stock is delivered. We refer to the ¯rst as the rationing policy and the second as the backorder
clearing mechanism. In this paper, both policies are governed by a threshold level.
Threshold Rationing Policy:
² On-hand stock (OH) > Sg : satisfy both customer demands;
² 0 < OH 6 Sg : satisfy gold demands but backorder silvers';
² OH = 0 : backorder both type of demands.
Threshold Backorder Clearing Mechanism:
² an incoming unit from resupply system will satisfy an existing gold backorder, if one exists;
6² otherwise, an incoming units is added to on-hand stock (and silver backorders will not be satis¯ed)
until OH meets threshold level Sg.
Our objective is to determine the optimal threshold parameters (Ss;Sg) that minimize the total
inventory investment while satisfying ¯ll-rate constraints for each customer type. Let ¯s (respectively
¯g) denote the ¯ll-rate for silver (respectively gold) customer demands. The ¯ll-rates are functions of
the threshold parameters (Ss;Sg). The optimization problem can be written as:
min Ss
s:t:
¯s(Ss;Sg) 6 cs
¯g(Ss;Sg) 6 cg
At an arbitrary point in time, the system state information required to implement the policy can be
characterized by (OH;Bs;Bg;R), where:
OH := on-hand inventory,
Bs := number of silver backorders,
Bg := number of gold backorders, and
R := number of units in resupply system.
Due to the speci¯c nature of our assumed order policy, IP (Inventory Position) is always equal to Ss,
and the following relation holds at a random point in time:
Ss = OH ¡ Bs ¡ Bg + R: (1)
This relation can be used to eliminate one of the state variables. The fact that:
OH ¢ Bg = 0;
can be used to eliminate another. We will eventually work with a two dimensional state space, but four
dimensional version is useful for exposition.
Any silver customer demands will be satis¯ed immediately if OH > Sg while gold demands are sat-
is¯ed as long as there exists some physical inventory. Let us denote the steady state probability of a
random variable as P1(:), then from the PASTA 1 principle (Tijms pp 51):
¯s = 1 ¡ P1(OH 6 Sg)
¯g = 1 ¡ P1(OH = 0)
The problem of determining these ¯ll rates is di±cult because OH inventory at any time depends not
only on threshold levels (Ss;Sg), but also on how the incoming units from resupply are treated for the
existing backorders.
7Figure 1: State transition diagram
3.1 Transition Diagram
Transitions from any state to another are shown in ¯gure 1. Note that as long as OH is at least
Sg + 1, the system experiences demand at a rate of ¸ = ¸s + ¸g, and both demand types are satis¯ed
immediately. When OH drops to the level Sg, then the transitions will take place towards the right
whenever a silver demand is realized, increasing BOs by 1. On the other hand, there will be a downward
movement when a gold arrival occurs, OH decreases by 1 unit until it drops to level 0. When OH is
zero, then any incoming demand will cause an increase in the backorder level of its type.
Now, let's give an example to clarify these ideas. Suppose the current state is (Sg¡1;1;0;Ss¡Sg+2).
If a silver arrival occurs, then it will be backordered since OH is lower than the threshold level Sg. This
results in a transition to the state (Sg¡1;2;0;Ss¡Sg+3). If a gold arrival occurs, then we will satisfy it
immediately from stock causing a decrease in OH, and the new state becomes (Sg ¡2;1;0;Ss ¡Sg +2).
However, if we receive a unit from resupply then OH will increase by 1 unit and the new state is
(Sg;1;0;Ss ¡Sg +1). Since OH is still not greater than Sg, the existing silver backorder remains unsat-
is¯ed even there exists physical stock that could satisfy it.
Consider the state (Sg;1;0;Ss ¡Sg +1) which has only one silver backorder and no gold backorders,
and OH is at the threshold. From this state, if a unit is received from resupply, then two events happen
instantaneously:
² OH increases by 1 unit, and becomes Sg + 1. Since OH > Sg now, then according to our policy
existing silver backorder should be satis¯ed, causing OH and BOs to decrease by 1 units. Therefore,
new state becomes (Sg;0;0;Ss ¡ Sg).
On the other hand, notice that if the current state is (0;0;0;Ss) and a gold demand is realized,
then that order will be backordered and cause downward movement in the transition diagram while OH
remains at zero. The new system state is (0;0;1;Ss + 1).
1Poisson Arrivals See Time Averages
8At this stage of analysis, we are not indicating the rates at which transitions occur in upward (or to
the left) directions. These transitions correspond to the arrivals of units from resupply and have time
& state dependent rates for a generally distributed order lead times. However, it is only state depen-
dent for an exponential lead time distribution. For this case, the system experiences receipt of a unit
from resupply at a rate of ¹R. For example, for the system state (Sg;1;0;Ss ¡ Sg + 1), the rate is
¹(Ss ¡ Sg + 1) that causes a left transition. Notice that all the transitions between columns are one
way, from left to right unless OH = Sg. When OH < Sg, an incoming resupply unit will either decrease
existing gold backorders or increase OH by 1 unit which causes an upward transition. For example,
consider the state (Sg ¡ 2;3;0;Ss ¡ Sg + 5), for which the resupply rate is ¹(Ss ¡ Sg + 5). If a resup-
ply unit is received, it causes an upward transition and new system state becomes (Sg¡1;3;0;Ss¡Sg+4).
Figure 2: Simpli¯ed transition diagram
Let's simplify the state diagram for a given (Ss;Sg) level as in ¯gure 2 and denote row 0 correspond-
ing to states which OH = Sg. That's basically an enumeration of the states based on row and column
indices. It will decrease the notational complexity, especially for the proofs. The row index increases as
we move downwards, while the above rows with respect to row 0 are negatively indexed. Column indices
represent the number of existing silver backorders.
The state random variable for the simpli¯ed transition diagram can be represented as (X;Y ), where
X = Bg + Sg ¡ OH;
Y = Bs:
According to the above relation, we have
X =
8
<
:
Bg + Sg; when OH = 0;
Sg ¡ OH; when Bg = 0.
Therefore by using the relation Bg ¢ OH = 0, we get
OH =
¡
Sg ¡ X
¢+;
Bg =
¡
X ¡ Sg¢+:
9Therefore,
X + Y = Bg + Bs + Sg ¡ OH
= R ¡ Ss + Sg; by using Equation (1).
) R = X + Y + (Ss ¡ Sg):
As a result, for the relation (OH;Bs;Bg;R) ´ (X;Y ), we have the following one-to-one transformation
between the original and the simpli¯ed transition diagram:
¡
X;Y
¢
=
¡
Bg + Sg ¡ OH;Bs¢
;
¡
OH;Bs;Bg;R
¢
=
¡
(Sg ¡ X)+;Y;(X ¡ Sg)+;X + Y + Ss ¡ Sg¢
:
Also, it is important to observe that all transition rates (for the exponential lead times) can be cal-
culated knowing only ¸;¹; and (Ss ¡ Sg). This fact greatly simpli¯es the optimization which we will
analyze later.
Observation 1 Let us de¯ne the level as the system state based only on the total number of units in
resupply. In other words, the set of states are on the same level if the R values are identical as in ¯gure
2. If we consider only the transitions between di®erent levels, then this problem is equivalent to single
customer type system with Poisson arrivals at rate ¸ = ¸s+¸g, under the same assumptions of a problem.
Therefore, the steady state probabilities of each level are well-de¯ned and can be directly calculated
by Palm's Theorem. Let us consider the set of states f(0;0);(¡1;0);:::;(¡(Ss ¡ Sg);0)g. Levels
corresponding to each of those states contain only those states.Hence, the steady state probabilities of
(0;0);(¡1;0);:::;(¡(Ss ¡ Sg);0) can be explicitly calculated.
First we analyze the system for an i.i.d. exponential lead times, and focus on the solution method
of Continuous Time Markov Chain (CTMC) case with parameter ¹ = 1=T. Analysis for a more general
class of lead time distributions will be discussed later. We assume that limiting probabilities of the levels,
computed using the Palm's Theorem, which contain states (0;0), and (0;1) are non-negligible. This
guarantees that steady state probabilities for those states are non negligible. Otherwise, for that level
of threshold parameters, there is no need to compute the steady state probabilities of states other than
(0;0);(¡1;0);:::;(¡(Ss ¡ Sg);0)
3.2 Solving the Balance Equations Under CTMC Setting
Let us refer to the simpli¯ed transition diagram in ¯gure 2. For a generic state (i;j), downward tran-
sitions are at rate ¸ for i < 0, while they are at rate ¸g for i > 0. Transitions to the right are always at
rate ¸s. For i = 0 and j > 1, there is only a leftward transition at rate ¹R(i;j) when a unit is received
from resupply. For all other cases, whenever a unit is received from resupply, transitions will be upward
at rate ¹R(i;j). For exponentially distributed lead times, the steady state probabilities can be calculated
by solving the following system of balance equations:
101. i = Sg ¡ Ss: ¼(i;0) ¢ ¸ = ¼(i+1;0) ¢ ¹ ¢ R(i+1;0)
2. Sg ¡ Ss < i < 0: ¼(i;0) ¢
£
¸ + ¹ ¢ R(i;0)
¤
= ¼(i¡1;0) ¢ ¸ + ¼(i+1;0) ¢ ¹ ¢ R(i+1;0)
3. i = 0 & j = 0: ¼(i;j) ¢
£
¸ + ¹ ¢ R(i;j)
¤
= ¼(i¡1;j) ¢ ¸ + ¼(i+1;j) ¢ ¹ ¢ R(i+1;j) + ¼(i;j+1) ¢ ¹ ¢ R(i;j+1)
4. i = 0 & j > 0: ¼(i;j) ¢
£
¸ + ¹ ¢ R(i;j)
¤
= ¼(i;j¡1) ¢ ¸s + ¼(i+1;j) ¢ ¹ ¢ R(i+1;j) + ¼(i;j+1) ¢ ¹ ¢ R(i;j+1)
5. i > 0 & j = 0: ¼(i;j) ¢
£
¸ + ¹ ¢ R(i;j)
¤
= ¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢ ¹ ¢ R(i+1;j)
6. i > 0 & j > 0: ¼(i;j) ¢
£
¸ + ¹ ¢ R(i;j)
¤
= ¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢ ¹ ¢ R(i+1;j) + ¼(i;j¡1) ¢ ¸s
Table 1: Balance Equations
We are unable to obtain a closed form solution to these balance equations. The balance equations can
be solved by using iterative techniques such as linear programming or successive over-relaxation methods
(Tijms pp. 406) but they are computationally expensive. Our main contribution of this paper is an
analytical solution that can be computed e±ciently using recursive calculations.
Figure 3: °ows in steady state
In order to solve the balance equations, we are going to derive a special solution technique that works
due to the speci¯c nature of the transition pattern from one state to another. To illustrate the idea, let
us focus on column 0, and consider the problem of computing ¼(1;0). Imagine a cut that separates the
set of states f(i;0) : 8i > 1g from the rest. In steady state, the total °ow into set A = f(i;0) : 8i > 1g
is equal to the total °ow out of that set. Those °ows are shown with thick arrows in the ¯gure. As can
be observed from ¯gure 3, the only °ow feeding into set A is a direct °ow from state (0;0). Let us also
imagine a bridge that connects states (0;0) and (1;0). Flow from (1;0) to (0;0) is given by ¼(1;0)¢¹¢R(1;0),
where R(i;j) represents the total number of units in resupply when the system state is (i;j). This is equal
to some fraction of the °ow ¼(0;0) ¢ ¸g, pumped across the bridge from (0;0). The quantity ¼(0;0) can be
computed by Palm's Theorem. The trick, then, is to derive a formula for that fraction. The fraction
is the probability that starting in (1;0), the system will return to (0;0) using the bridge from (1;0).
This probability can be deduced by analyzing the Markov chain of transitions. Any transition towards
the right column before visiting state (0;0) will prevent the usage of this bridge because of the one-way
transition between columns.
11Before presenting the main theorems that will provide the main framework, let us present the propo-
sition that shows the fundamental relationship between invariant measures and steady state probabilities
for discrete time Markov Chains:
Proposition 3.1 [Resnick pp (118)] Let »n be the system state, ¿i(1) be the ¯rst hitting time to state i,
and e ¼j be the steady state probability of being in state j. Also let i 2 S be recurrent, and de¯ne for j 2 S
for DTMC (discrete time Markov chain):
ºj = Ei
X
06n6¿i(1)¡1
1[»n=j]
=
1 X
n=0
Pi[»n = j;¿i(1) > n]
Then º is an invariant measure. If state i is positive recurrent so that Ei¿i(1) < 1, then
e ¼j =
ºj
Ei¿i(1)
=
Ei
P
06n6¿i(1)¡1 1[»n=j]
Ei¿i(1)
The above equations are de¯ned for the imbedded DTMC. First we are going to develop the relation-
ship for the DTMC. Then the obtained results will be extended for the CTMC.
We de¯ne the following terms:
X
(j)
i := conditioned on being at state (i;j), the probability of eventually reaching
to state (0;j) before state (0;j + 1), i > 0.
¿(i;j)(1) := ¯rst hitting time to state (i;j).
Theorem 3.1 In steady state, the following equation holds:
¼(1;0) ¢ ¹ ¢ R(1;0) = ¼(0;0) ¢ ¸g ¢ X
(1)
1 (2)
where X
(1)
1 = P(1;0)
£
¿(0;0)(1) < ¿(0;1)(1)
¤
:
Proof: Recall that we assumed the limiting probabilities of the levels, computed using the Palm's
Theorem that contain states (0;0), and (0;1) are non-negligible. This guarantees that steady state prob-
abilities for those states are non negligible.Hence, state (0;1) is recurrent.
Note that ºj given in the Proposition 3.1 is the expected number of visits to state j between two visits
to state i, and e ¼j is this expected number normalized by the expected cycle length Ei¿i(1), where Ei[:::]
is the expectation operator conditioned on the M.C. starting in state i.
Let us de¯ne a cycle as the sequence of transitions starting from state (0;1) until re-entering it for the
¯rst time. According to the transition diagram, there are two kinds of cycles that start and end in state
(0;1): those which include a visit to (0;0) and those which do not. By the structure of the diagram, any
cycle that visits state (i;0) should be of the former type for any i > ¡
¡
Ss ¡ Sg¢
.
12The expected number of transitions made into state (1;0) during a cycle can be expressed as:
º(1;0) = E(0;1)
X
06n6¿(0;1)(1)¡1
1[»n=(1;0)]
=
1 X
n=0
P(0;1)[»n = (1;0);¿(0;1)(1) > n]
=
1 X
n=1
P(0;1)[»n = (1;0);¿(0;1)(1) > n]
Since E(0;1)¿(0;1)(1) < 1, the steady state probability e ¼(1;0) =
º(1;0)
E(0;1)¿(0;1)(1) is well de¯ned by Propo-
sition 3.1. Let us de¯ne:
Z(i;j);(s;t) := number of direct transitions from (i;j) to (s;t) in a cycle.
Then the expected number of direct transitions from state (i;j) to state (s;t) for a de¯ned cycle will
be given by:
E(p;r)[Z(i;j);(s;t)] =
1 X
m=1
P(p;r)[¿(p;r)(1) > m + 1;»m = (i;j);»m+1 = (s;t)]
=
1 X
m=1
n
P(p;r)[»m+1 = (s;t) j »m = (i;j);¿(p;r)(1) > m + 1]
¢P(p;r)[»m = (i;j);¿(p;r)(1) > m + 1]
o
=
1 X
m=1
n
P[»m+1 = (s;t) j »m = (i;j);¿(p;r)(1) > m + 1]
¢P(p;r)[»m = (i;j);¿(p;r)(1) > m + 1]
o
= P(i;j);(s;t)
1 X
m=1
P(p;r)[»m = (i;j);¿(p;r)(1) > m + 1]
= P(i;j);(s;t) ¢ º(i;j) (3)
The result obtained above is intuitive in that during any cycle, the expected number of direct transi-
tions from state (i;j) to state (s;t) is the expected number of visits made into state (i;j) multiplied by
the one step transition probability from (i;j) to (s;t).
Then the expected number of transitions from state (1;0) to state (0;0) in a cycle will be:
13E(0;1)[Z(1;0);(0;0)] = º(1;0) ¢ P(1;0);(0;0) (4)
=
1 X
m=1
P(0;1)[¿(0;1)(1) > m + 1;»m = (1;0);»m+1 = (0;0)]
=
1 X
m=1
n
P(0;1)[¿(0;1)(1) > m + 1;»1 = (0;0);»m = (1;0);»m+1 = (0;0)]
+ P(0;1)[¿(0;1)(1) > m + 1;»1 6= (0;0);»m = (1;0);»m+1 = (0;0)]
o
=
1 X
m=1
P(0;1)[¿(0;1)(1) > m + 1;»1 = (0;0);»m = (1;0);»m+1 = (0;0)];
since P(0;1)[¿(0;1)(1) > m + 1;»1 6= (0;0);»m = (1;0);»m+1 = (0;0)] = 0.
In addition, during a cycle at some point in time, the process should have passed through states (0;0)
and (1;0) sequentially for any direct visit from state (1;0) to (0;0). Therefore, we can rewrite the relation
as:
E(0;1)[Z(1;0);(0;0)] = º(1;0) ¢ P(1;0);(0;0)
=
1 X
m=1
m¡1 X
k=0
P(0;1)
£
¿(0;1)(1) > m + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0);
»m = (1;0);»m+1 = (0;0)
¤
(5)
=
1 X
m=1
m¡1 X
k=0
n
P(0;1)
£
¿(0;1)(1) > m + 1; »m = (1;0);»m+1 = (0;0) j ¿(0;1)(1) > k + 1;
»1 = (0;0); »k = (0;0); »k+1 = (1;0)
¤
¢P(0;1)
£
¿(0;1)(1) > k + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0)
¤o
By the Markov property applied to the conditional probability above, we have:
E(0;1)[Z(1;0);(0;0)] =
1 X
m=1
m¡1 X
k=0
n
P
£
¿(0;1)(1) > m + 1; »m = (1;0);»m+1 = (0;0) j ¿(0;1)(1) > k + 1;
»k+1 = (1;0)
¤
¢P(0;1)
£
¿(0;1)(1) > k + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0)
¤o
=
1 X
m=1
m¡1 X
k=0
n
P(1;0)
£
¿(0;1)(1) > m ¡ k; »m¡k¡1 = (1;0);»m¡k = (0;0)
¤
¢P(0;1)
£
¿(0;1)(1) > k + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0)
¤o
:
Because state (0;1) is recurrent, the expression is ¯nite and so by Fubini's Theorem we may reverse
the order of summation,
14=
1 X
k=0
1 X
m=k+1
n
P(1;0)
£
¿(0;1)(1) > m ¡ k; »m¡k¡1 = (1;0);»m¡k = (0;0)
¤
¢P(0;1)
£
¿(0;1)(1) > k + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0)
¤o
=
1 X
k=0
(
P(0;1)
£
¿(0;1)(1) > k + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0)
¤
¢
1 X
m=k+1
P(1;0)
£
¿(0;1)(1) > m ¡ k; »m¡k¡1 = (1;0);»m¡k = (0;0)
¤
)
A change in variable, h = m ¡ k, results in:
E(0;1)[Z(1;0);(0;0)] =
1 X
k=0
(
P(0;1)
£
¿(0;1)(1) > k + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0)
¤
¢
1 X
h=1
P(1;0)
£
¿(0;1)(1) > h; »h¡1 = (1;0);»h = (0;0)
¤
)
The inner summation is equal to something with which we are familiar:
1 X
h=1
P(1;0)
£
¿(0;1)(1) > h; »h¡1 = (1;0);»h = (0;0)
¤
= P(1;0)
£
¿(0;0)(1) < ¿(0;1)(1)
¤
(6)
In addition, equation (6) does not depend on k. Consequently we can write:
E(0;1)[Z(1;0);(0;0)] = P(1;0)
£
¿(0;0)(1) < ¿(0;1)(1)
¤
¢
¢
(
1 X
k=0
P(0;1)
£
¿(0;1)(1) > k + 1;»1 = (0;0);»k = (0;0);»k+1 = (1;0)
¤
)
= P(1;0)
£
¿(0;0)(1) < ¿(0;1)(1)
¤
¢ E(0;1)[Z(0;0);(1;0)]
= P(1;0)
£
¿(0;0)(1) < ¿(0;1)(1)
¤
¢ º(0;0) ¢ P(0;0);(1;0) (7)
So far, we have shown that the expected number of direct transitions from (1;0) to (0;0) in a cycle
starting from state (0;1) is given by the expected number of times the process, starting from (0;1),
crosses from (0;0) to (1;0) and subsequently visits (0;0) again before the completion of the cycle.
If we combine equations (4) and (7), we get:
º(1;0)P(1;0);(0;0) = º(0;0)P(0;0);(1;0) P(1;0)
£
¼(0;0)(1) < ¼(0;1)(1)
¤
(8)
15Dividing both sides of equation (8) by the expected cycle length E(0;1)¿(0;1)(1), we get:
~ ¼(1;0)P(1;0);(0;0) = ~ ¼(0;0)P(0;0);(1;0) P(1;0)
£
¿(0;0)(1) < ¿(0;1)(1)
¤
(9)
In addition, the relationship between the DTMC steady state probability ~ ¼i(based on jump probabil-
ity) in the imbedded M.C. and CTMC steady state probability ¼i is given by:
¼i =
~ ¼i ¢ !i
§j ~ ¼j ¢ !j
where !(i) is the mean time spent in state i.
The corresponding values with respect to system parameters are:
!(1;0) =
1
¸s + ¸g + ¹R(1;0)
;
!(0;0) =
1
¸s + ¸g + ¹R(0;0)
;
P(1;0);(0;0) =
¹R(1;0)
¸s + ¸g + ¹R(1;0)
;
and
P(0;0);(1;0) =
¸g
¸s + ¸g + ¹R(0;0)
:
As a result, (9) can be written as:
¼(1;0) ¹ R(1;0) = ¼(0;0) ¸g P(1;0)
£
¼(0;0)(1) < ¼(0;1)(1)
¤
Theorem 3.2 In steady state, the following equation holds for j > 1:
¼(1;j)¹R(1;j) = ¼(0;j)¸gX
(j)
1 +
1 X
i=1
¼(i;j¡1) ¸s X
(j)
i (10)
where X
(j)
i = P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
:
We use arguments similar to those developed in the previous proof. However, let us try to understand
the theorem in an intuitive way. Consider states (0;j) and (1;j), and imagine a bridge that connects
them. The total °ow from (1;j) to (0;j) in the steady state is given by ¼(1;j)¹R(1;j). We seek to analyze
the components of this °ow. To do this, let's focus on column j, and determine which °ows are feeding
the set C = f (i;j) : i > 1g. From Figure 4, it is clear that there is no °ow coming into this set from the
right direction (columns j +1;j +2;:::). On the other hand, in addition to (0;j) all the states in column
j ¡ 1, excluding (0;j ¡ 1), directly °ow into set C. Considering the °ow from (0;j), we see that the
16Figure 4: °ow diagram of column j
°ow ¼(0;j)¸g crosses the bridge to (1;j) and of that, the fraction X
(j)
1 contributes to ¼(1;j)¹R(1;j). More-
over, if we consider the °ow ¼(i;j¡1) ¸s from state (i;j ¡1), only the fraction X
j
i of that °ow contributes
to ¼(1;j)¹R(1;j). As a result, considering all those contributions, we come up with the RHS of Theorem 3.2.
Proof: See Appendix 1.
So far we have developed a recursive solution method based on the bridge idea that makes it tractable
to show the relation of steady state probabilities based on the balance equations. Although the level
probabilities can be calculated for a given set of system parameters by using the Palm's Theorem, without
this method it is not possible to characterize how these steady state level probabilities are split up among
the states on the same level. On the other hand, the next step is to calculate X
(j)
i values, which can be
understood completely in terms of the DTMC.
3.3 Solving for X
(j)
i
Let's de¯ne the corresponding transition probabilities in the DTMC for i > 1:
®
(j)
i = P
£
»1 = (i ¡ 1;j) j »0 = (i;j)
¤
;
¯
(j)
i = P
£
»1 = (i + 1;j) j »0 = (i;j)
¤
;
°
(j)
i = P
£
»1 = (i;j + 1) j »0 = (i;j)
¤
.
17Figure 5: transition probabilities from state (i;j) for i > 1
Now let's consider column j, and try to ¯nd whether a pattern exists:
iter 1
X
(j)
1 = ®
(j)
1 + ¯
(j)
1 X
(j)
2 ;
iter 2
X
(j)
2 = ®
(j)
2 X
(j)
1 + ¯
(j)
2 X
(j)
3
= ®
(j)
1 ®
(j)
2 + ¯
(j)
1 ®
(j)
2 X
(j)
2 + ¯
(j)
2 X
(j)
3 ; (by using iter 1)
) X
(j)
2 =
®
(j)
1 ®
(j)
2
1 ¡ ¯
(j)
1 ®
(j)
2
+
¯
(j)
2
1 ¡ ¯
(j)
1 ®
(j)
2
X
(j)
3 ;
so that by plugging this value into iteration 1, we get:
X
(j)
1 = ®
(j)
1 +
¯
(j)
1 ®
(j)
1 ®
(j)
2
1 ¡ ¯
(j)
1 ®
(j)
2
+
¯
(j)
1 ¯
(j)
2
1 ¡ ¯
(j)
1 ®
(j)
2
X
(j)
3 :
iter 3
X
(j)
3 = ®
(j)
3 X
(j)
2 + ¯
(j)
3 X
(j)
4
=
®
(j)
1 ®
(j)
2 ®
(j)
3
1 ¡ ¯
(j)
1 ®
(j)
2
+
¯
(j)
2 ®
(j)
3
1 ¡ ¯
(j)
1 ®
(j)
2
X
(j)
3 + ¯
(j)
3 X
(j)
4 ;
) X
(j)
3 =
®
(j)
1 ®
(j)
2 ®
(j)
3
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
+
¯
(j)
3
¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
X
(j)
4 :
Therefore, from iteration 2,
X
(j)
1 = ®
(j)
1 +
¯
(j)
1 ®
(j)
1 ®
(j)
2
1 ¡ ¯
(j)
1 ®
(j)
2
+
¯
(j)
1 ¯
(j)
2 ®
(j)
1 ®
(j)
2 ®
(j)
3 ¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢ ¡
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
¢ +
¯
(j)
1 ¯
(j)
2 ¯
(j)
3 ¡
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
¢ X
(j)
4 :
18Now, let's iterate one more step to ¯nalize the pattern structure:
iter 4
X
(j)
4 = ®
(j)
4 X
(j)
3 + ¯
(j)
4 X
(j)
5
=
®
(j)
1 ®
(j)
2 ®
(j)
3 ®
(j)
4
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
+
¯
(j)
3
¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢
®
(j)
4
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
X
(j)
4 + ¯
(j)
4 X
(j)
5 ;
) X
(j)
4 =
®
(j)
1 ®
(j)
2 ®
(j)
3 ®
(j)
4
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3 ¡
¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢
¯
(j)
3 ®
(j)
4
+
+
¯
(j)
4
¡
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
¢
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3 ¡
¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢
¯
(j)
3 ®
(j)
4
X
(j)
5 :
As a result, X
(j)
1 can be written as:
X
(j)
1 = ®
(j)
1 +
¯
(j)
1 ®
(j)
1 ®
(j)
2
1 ¡ ¯
(j)
1 ®
(j)
2
+
¯
(j)
1 ¯
(j)
2 ®
(j)
1 ®
(j)
2 ®
(j)
3 ¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢ ¡
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
¢ +
+
¯
(j)
1 ¯
(j)
2 ¯
(j)
3
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3
®
(j)
1 ®
(j)
2 ®
(j)
3 ®
(j)
4
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3 ¡
¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢
¯
(j)
3 ®
(j)
4
+
+
¯
(j)
1 ¯
(j)
2 ¯
(j)
3 ¯
(j)
4
1 ¡ ¯
(j)
1 ®
(j)
2 ¡ ¯
(j)
2 ®
(j)
3 ¡
¡
1 ¡ ¯
(j)
1 ®
(j)
2
¢
¯
(j)
3 ®
(j)
4
X
(j)
5 :
As it can be seen from the above expressions, the pattern is non-trivial. A closed form expression
for the coe±cients is not possible. However, the coe±cients can be expressed in a recursive form. The
following proposition paves the way.
Proposition 3.2 In general for k > 2,
X
(j)
k =
Qk
v=1 ®
(j)
v
b
(j)
k
+
¯
(j)
k b
(j)
k¡1
b
(j)
k
X
(j)
k+1;
where
b
(j)
0 = 1;
b
(j)
1 = 1;
b
(j)
k = b
(j)
k¡1 ¡ ¯
(j)
k¡1®
(j)
k b
(j)
k¡2 for k > 2:
19Proof: See Appendix 2.
The main result of the above proposition is the following:
Theorem 3.3 In general, for k > 2,
X
(j)
1 = ®
(j)
1 +
k¡1 X
u=1
®
(j)
u
³Qu¡1
v=1 ¯
(j)
v ®
(j)
v
´
b
(j)
u¡1b
(j)
u
+
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
X
(j)
k (11)
where
b
(j)
0 = 1;
b
(j)
1 = 1;
b
(j)
k = b
(j)
k¡1 ¡ ¯
(j)
k¡1®
(j)
k b
(j)
k¡2 for k > 2:
Proof: See Appendix 3.
Hence, it is natural to consider the limit of (11) as k ! 1. The following theorem establishes that
the term involving X
(j)
k goes to zero in the limit.
Theorem 3.4 For all j = 1;2;:::;
lim
k!1
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
X
(j)
k = 0:
As a consequence of Theorems 3.3 and 3.4, we have the following:
Theorem 3.5 For all j = 1;2;:::;
X
(j)
1 = ®
(j)
1 +
1 X
u=1
®
(j)
u
³Qu¡1
v=1 ¯
(j)
v ®
(j)
v
´
b
(j)
u¡1b
(j)
u
:
The proof of Theorem 3.4 is not trivial, because the equations are not expressed in closed form where
limits can be calculated easily. The b variables are recursively calculated. In order to prove this theorem,
we use the following series of lemmas that characterize the structural properties of the terms. The proofs
of these lemmas may be found in the appendix. The proof of Theorem 3.4 is deferred to the end of this
section.
Lemma 3.1 Assuming ¸s > 0, for all k = 1;2;:::;
1 > X
(j)
k > X
(j)
k+1 > 0; and lim
k!1
X
(j)
k exists:
The coe±cient of X
(j)
k in equation (11) contains the recursively determined b
(j)
k values. The next
lemma establishes fundamental properties of these coe±cients.
20Lemma 3.2
(1) b
(j)
k > 0; 8 k;
(2) b
(j)
k > b
(j)
k+1; 8 k;
(3) limk!1 b
(j)
k ;exists and > 0:
The coe±cient of X
(j)
k in equation (11) can be decomposed into the following product:
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
=
Qk¡1
v=1 ¯
(j)
v
Qk¡1
v=1 ®
(j)
v
¢
Qk¡1
v=1 ®
(j)
v
b
(j)
k¡1
The next lemma establishes a bound on one of these components, which will be used in the proof of
Theorem 3.4.
Lemma 3.3
(1) For all ¯nite k > 1; 0 <
Qk
v=1 ®
(j)
v
b
(j)
k
< X
(j)
k ;
(2) 0 6
Qk
v=1 ®
(j)
v
b
(j)
k
¯ ¯
¯
k!1
6 limk!1 X
(j)
k :
Next, we are going to characterize the limits of the following terms:
Lemma 3.4
(1) limk!1 ®
(j)
k = 1;
(2) limk!1 ¯
(j)
k = 0;
(3) limk!1
Qk
v=1 ¯
(j)
v = 0:
Lemma 3.5
(1) For each s 2 N; 9 t 2 N st ¯
(j)
s < ®
(j)
t
(2) 9 m st 8 k > m, there is a one-to-one matching between the sets f¯1;¯2;:::;¯kg and
f®1;®2;:::;®kg such that for each i; 9 j : ¯i < ®j. Let us show this relation as:
f¯1;¯2;:::;¯kg Á f®1;®2;:::;®kg:
Lemma 3.6
lim
k!1
k¡1 Y
v=1
¯
(j)
v
®
(j)
v
= 0:
Proof: Proof is the immediate result of Lemma 3.5. For given k that is su±ciently large, every ¯
(j)
v
can be paired with strictly a larger value of some ®
(j)
i for some 1 6 i 6 k. Consequently the result is the
in¯nite multiplication of fractional terms that are strictly less than 1. Such a product converges to zero
as the number of terms increase.
We are now in a position to prove Theorem 3.4.
21Proof of Theorem 3.4: There are two possible cases:
Cases:
(a) lim
k!1
b
(j)
k¡1 = ± > 0;
Using Lemmas 3.1 and 3.4,
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
X
(j)
k
k! 1 ¡! 0
(b) lim
k!1
b
(j)
k¡1 = ± = 0;
lim
k!1
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
X
(j)
k = lim
k!1
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
¢ lim
k!1
X
(j)
k : (12)
We can decompose the ¯rst term in the RHS of above relation as:
lim
k!1
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
= lim
k!1
(Qk¡1
v=1 ¯
(j)
v
Qk¡1
v=1 ®
(j)
v
¢
Qk¡1
v=1 ®
(j)
v
b
(j)
k¡1
)
Hence,
lim
k!1
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
¢ lim
k!1
X
(j)
k = lim
k!1
(Qk¡1
v=1 ¯
(j)
v
Qk¡1
v=1 ®
(j)
v
¢
Qk¡1
v=1 ®
(j)
v
b
(j)
k¡1
)
¢ lim
k!1
X
(j)
k
By Lemma 3.3, we can bound the term
Qk
v=1 ®
(j)
v
b
(j)
k
¯ ¯
¯
k!1
, and then using Lemma 3.6, we have
lim
k!1
Qk¡1
v=1 ¯
(j)
v
Qk¡1
v=1 ®
(j)
v
= lim
k!1
k¡1 Y
v=1
¯
(j)
v
®
(j)
v
= 0:
As a result, we get
lim
k!1
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
¢ lim
k!1
X
(j)
k = lim
k!1
Qk¡1
v=1 ¯
(j)
v
Qk¡1
v=1 ®
(j)
v
¢
Qk
v=1 ®
(j)
v
b
(j)
k
¯ ¯
¯
k!1
| {z }
2 [0; limX
(j)
k ]
¢ lim
k!1
X
(j)
k
= 0:
22Figure 6: Transition diagram
4 Algorithm to Determine Optimal Threshold Levels
Before presenting an e±cient algorithm to determine the optimal threshold levels, let us summarize the
steps to determine steady state probabilities of each state in the transition diagram for a given value of
threshold parameters. Note that although this is an in¯nite state system, we do not need to solve all the
steady state probabilities for all practical problems. For example, in order to capture 99:9% of the proba-
bilities, maximum number of state levels considered should be Rmax = Poissinv
¡
0:999;(¸s + ¸g) T
¢
. We
use this Rmax as a bound in our algorithm. Hence, this will truncate the transition diagram, and shorten
the computational time while not losing vital information for constraint satisfaction.
Bridge Algorithm:
1. Use Palm's Theorem to calculate ¼(k;0) for k = 0;¡1;¡2;¢¢¢ ;¡(Ss ¡ Sg);
2. Use Theorem 3.1 to calculate ¼(1;0);
3. Calculate ¼(i;0) recursively for i = 2;¢¢¢ ;Rmax from balance equation Table 1.(5);
4. Calculate ¼(0;1) from balance equation Table 1.(3);
5. Set j = 1;
While 1 6 j 6 Rmax:
² Use Theorem 3.2 to calculate ¼(1;j);
² Calculate ¼(k;j) recursively from balance equation Table 1.(6) for 2 6 k 6 Rmax;
² Calculate ¼(0;j+1) from balance equation Table 1.(4);
² Set j = j + 1.
23Now, it is time to start exploring an e±cient way of determining optimal threshold parameters for
our problem. Finding an e±cient way is crucial otherwise steady state probabilities have to be solved
each time whenever a di®erent set of decision parameters (Ss;Sg) is considered.
To begin with, it is easy to determine the optimal gap Ss ¡ Sg by using Palm's theorem. Remember
that as long as OH inventory is greater than threshold Sg, there is no customer di®erentiation, hence
both customer types are served on a ¯rst-come,¯rst-serve basis. The silver customer constraint to be
satis¯ed is ¯s > cs. Remember that for a given level of (Ss;Sg), the ¯ll-rate provided to silver customers
is:
¯s = 1 ¡ P
¡
OH 6 Sg¢
= P
¡
OH > Sg¢
= P
¡
R < Ss ¡ Sg¢
Here R is the level index that represents total number of units in resupply, which is Poisson distributed
by Palm's Theorem with rate ¸¢T, where ¸ = ¸s+¸g and T is the expected lead time. Hence we choose,
¡
Ss ¡ Sg ¡ 1
¢
= Poissinv
¡
cs; ¸ ¢ T
¢
;
Let ¢¤ = 1 + Poissinv
¡
cs; ¸ ¢ T
¢
:
Note that the actual ¯ll-rate silver customers experience is ¯s = Poisscdf
¡
¢¤ ¡1; ¸¢T
¢
rather than
cs. Observe that ¯s > cs, by construction. Any combination of (Ss;Sg) such that Ss ¡ Sg > ¢¤ will
satisfy the silver constraint.
Now, it is time to determine the optimal value of Sg for a given ¢¤ level. The following proposition
will be used for this purpose, which also allows us to calculate the steady state probability of the transi-
tion diagram only once.
Proposition 4.1 For a given set of system parameters ¸s;¸g and expected lead time T, the steady state
probabilities of the system states in terms of simpli¯ed transition diagram are only a function of the dif-
ference ¢ = Ss ¡ Sg.
If ¢ = Ss¡Sg is kept constant then for two cases, say
£
(Ss)0;(Sg)0¤
and
£
(Ss)1;(Sg)1¤
, ¼(i;j)0 = ¼(i;j)1
for all (i;j). However, what those states refer to in terms of real system states (OH;Bs;Bg;R) are sub-
ject to change.
Proof: Consider the system parameters
£
(Ss)0;(Sg)0¤
. Recall that for i > 1,
[®
(j)
i ]0 =
R(i;j)0=T
¸ + R(i;j)0=T
;and [¯
(j)
i ]0 =
¸g
¸ + R(i;j)0=T
:
In addition, the steady state probabilities for the following states are given by Palm's Theorem as:
¼(k;0)0 = Poisspdf(R(k;0)0; ¸T); for k = 0;¡1;¡2;¢¢¢ ;¡[(Ss)0 ¡ (Sg)0];
24where R(k;0)0 = Ss ¡ Sg ¡ k = ¢ ¡ k. Furthermore, R(i;j)0 = Ss ¡ Sg + i + j = ¢ + i + j, for all i;j.
As it can be seen from the above relations, [®
(j)
i ]0 and [¯
(j)
i ]0 values are calculated using the infor-
mation R(i;j)0. Furthermore, the rest of the steady state probabilities ¼(i;j)0 for i > 0 are calculated
recursively by using X
(j)
i as per Theorem 3.1 and 3.2.
The X
(j)
i values are calculated according to [®
(j)
i ]0 and [¯
(j)
i ]0 values which are a function of ¢. Hence,
for a given set of system parameters (¸s;¸g,T), knowledge of ¢ is su±cient to calculate the steady state
probabilities.
On the other hand, let us consider the two di®erent cases
£
(Ss)0;(Sg)0¤
and
£
(Ss)1;(Sg)1¤
. If ¢0 = ¢1
then R(i;j)0 = R(i;j)1; 8 i;j. Hence the following relationships are true for all i > 1,
[®
(j)
i ]0 = [®
(j)
i ]1;
[¯
(j)
i ]0 = [¯
(j)
i ]1;
[°
(j)
i ]0 = [°
(j)
i ]1,
which also implies that system of balance equations to be solved is the same. Therefore the steady state
probabilities of both cases are identical for the same index (i;j).
However, if
£
(Ss)0;(Sg)0¤
6=
£
(Ss)1;(Sg)1¤
, then in the original representation (i;j)0 will correspond
to a system state that is di®erent than what (i;j)1 corresponds to.
The relationship presented in Proposition 4.1 is helpful for calculating the optimal parameters by
allowing us to use only one pass to calculate steady state probabilities. Given ¢¤, we seek the smallest
value of Ss such that Sg = Ss ¡ ¢¤, and (Ss;Sg) satis¯es the gold constraint.
An upper bound for total system inventory investment to satisfy both constraints is given by
Ss
UB = Poissinv(cg; ¸ ¢ T):
In other words, if we set Ss = Ss
UB and Sg = 0, then both constraints are guaranteed to be satis¯ed
while both customer types are receiving same amount of gold service.
Recall the relationship between the gold ¯ll-rate provided and OH probability as
¯g = 1 ¡ P
¡
OH = 0
¢
= P
¡
OH > 0
¢
; (13)
and gold constraint to be satis¯ed is ¯g > cg.
Now, the sum of steady state probabilities on each row of the simpli¯ed diagram corresponds to the
steady state OH probability that the row refers to. For example, if we consider row 1, then that row
corresponds to OH = Sg ¡ 1. Let ¼rowi =
P
j ¼(i;j). Hence, ¼OH=Sg¡1 = ¼row1 =
P
j ¼(1;j). From this
discussion, it is clear that we need the index of total number of rows necessary to satisfy the gold con-
straint. In other words, starting from initial value of ¯
g
temp = ¯s, we continue to sum the row probabilities
until ¯
g
temp > cg is satis¯ed for the ¯rst time. Then in the ¯nal situation, the corresponding number of
rows that are used will give us the minimum value of Sg to satisfy the gold constraint. Therefore it will
be the optimal Sg¤ for a given ¢¤ due to Proposition 4.1. (Notice that Proposition 4.1 makes it possible
to express Sg¤ independent of the total inventory investment Ss for a given ¢¤).
Now, we summarize the necessary steps by the following algorithm:
25Greedy Line Search:
Step 1: Set ¢¤ = 1 + Poissinv
¡
cs; ¸ ¢ T
¢
;
Step 2: Set Ss
UB = Poissinv(cg; ¸ ¢ T);
Step 3: Use the Bridge Algorithm to solve the system of balance equations for Ss = Ss
UB, and
Sg = Ss
UB ¡ ¢¤;
Step 4:
{ Set ¯
g
temp = ¯s = Poisscdf
¡
¢¤ ¡ 1; ¸ ¢ T
¢
;
{ set i = 0;
{ While ¯
g
temp < cg;
¤ ¯
g
temp = ¯
g
temp + ¼rowi;
¤ i = i + 1;
Step 5:
{ Set Sg¤ = i;
{ Set Ss¤ = Sg¤ + ¢¤;
Step 6: Actual service levels provided to silver and gold customers are given by:
{ ¯s = Poisscdf
¡
¢¤ ¡ 1; ¸ ¢ T
¢
;
{ ¯g = ¯
g
temp ;
We have described a method that requires only one pass for the computation of steady state prob-
abilities and an e±cient Greedy Line Search method that requires the steady state probabilities to be
calculated only once.
Next, we develop ideas to prove that our algorithm provides the optimal inventory investment Ss¤
subject to ¯ll rate constraints. Note that since the steady state probabilities are complicated functions
of system parameters, it is not obvious to see how a change in the parameters will a®ect the performance
measures. In fact, it is almost not possible to provide proofs based on general system parameters that
uses steady state probabilities directly and compares them. Therefore, we are going to provide alternative
ways of comparing the system performances subject to changes in parameters.
Lemma 4.1 For a given set of Ss and Sg values, if the system does not satisfy gold ¯ll rate constraint
cg, then decreasing Sg while keeping Ss constant will still not satisfy the cg constraint.
Proof: Recall that
¯s = Poisscdf
¡
Ss ¡ Sg ¡ 1; ¸T
¢
= P(OH > Sg);
¯g = P(OH > 0) = 1 ¡ P(OH = 0):
Hence, decreasing Sg while keeping Ss ¯xed improves ¯s performance since P(OH > Sg) increases as
Sg decreases. On the other hand, according to our policy, when Sg is decreased then it means we are
allocating more units to possible silver demands, which would be used only for gold demands in the
original case. In other words, there will be fewer units available for the sole use by gold customers in the
26new case. Therefore gold ¯ll rate decreases while silver ¯ll rate increases. The relationship can be more
rigorously shown as in the following:
Original case: 1) Ss ¡ Sg = ¢ units are available on a FCFS basis for both customer types,
2) Sg units are available only for future possible gold demands.
New case: 1) Ss ¡ Sg0
= ¢ + u; u > 0; units are available on a FCFS basis for both customer types,
2) Sg0
= Sg ¡ u units are available only for future possible gold demands.
Therefore, for the new case, in the steady state there is a ¯xed probability that some portion of u
units is used to satisfy silver demands, resulting in fewer units available for the gold customers. As a
result, the stockout probability for gold customers increases, which implies that ¯g is smaller for the new
case than the original case. Let us show the actual gold ¯ll rates for the original and new cases as ¯
g
original
and ¯
g
new respectively. Recall that in the original case, it is given that ¯
g
original < cg. This leads to the
relation ¯
g
new < ¯
g
original < cg. We conclude that gold ¯ll rate will still not be satis¯ed.
The following theorem proves that total inventory investment Ss¤ found by applying our algorithm
is the optimal inventory investment that satis¯es both ¯ll rate constraints.
Theorem 4.1 Let us denote the threshold levels found by applying our algorithm as Ss¤ and Sg¤. There
is no (Ss;Sg) such that Ss < Ss¤ and satis¯es ¯ll rate constraints. Hence, our algorithm provides an
optimal inventory investment Ss¤ that satis¯es both ¯ll rate constraints.
Proof: Let (Ss¤;Sg¤) be the threshold parameters found by Greedy Line Search. And let
¢¤ = Ss¤ ¡ Sg¤;
"¤ = Sg¤:
It is clear from Greedy Line Search algorithm that while keeping ¢¤ ¯xed, any selection of " < "¤ will
violate gold ¯ll rate constraint. Hence for " = "¤ ¡ 1, (Ss¤ ¡ 1;Sg¤ ¡ 1) is infeasible due to the violation
of gold ¯ll rate constraint.
Next, let us assume that there exists (Ss;Sg) such that Ss < Ss¤ and it is feasible. Let u = Ss¤ ¡ Ss
where u > 1. In order (Ss;Sg) to be feasible, it should be true that (Ss ¡ Sg) > ¢¤. Therefore
Ss¤ ¡ Sg > ¢¤ + u = Ss¤ ¡ Sg¤ + u; =) Sg¤ ¡ Sg > u; u > 1
If (Ss;Sg) is feasible, then (Ss¤ ¡1;Sg) is also feasible since Ss 6 Ss¤ ¡1 and we are allocating more
inventory to be used by the system.
On the other hand, (Ss¤¡1;Sg¤¡1) is infeasible. Due to Lemma 4.1, (Ss¤¡1;Sg) is also infeasible for
Sg 6 Sg¤ ¡1. However, this contradicts the previous conclusion that (Ss¤ ¡1;Sg) is feasible. Therefore,
there cannot be any (Ss;Sg) such that Ss < Ss¤ and satis¯es ¯ll rate constraints.
As we have already proved, Greedy Line Search algorithm is guaranteed to ¯nd the minimum inven-
tory investment that satis¯es both ¯ll rate constraints. However, we are not omitting the possibility that
there may be other optimal solutions as well. For example. there may be other combinations (Ss¤;Sg0
)
such that Sg0
< Sg¤ and does not violate ¯ll rate constraints. The main explanation for this phenomenon
is that the OH probabilities (the ones for OH 6 Sg¤) correspond to row sums of steady state probabilities
in the transition diagram. Recall that actual ¯ll rates we are providing to both type of customers are
very likely to be greater than what is required. Therefore, if we decrease the gold threshold level Sg¤, we
27will provide higher ¯ll rate to silver customers while a lower ¯ll rate to gold ones. This may still be feasible.
To sum up, ¯rst we have proposed an e±cient Bridge Algorithm that requires only one pass through
the state space at calculating the steady state probabilities for given level of input parameters and thresh-
old levels. Second, we proposed a Greedy Line Search method to determine optimal (Ss;Sg) threshold
levels that minimizes stock required to achieve demand class speci¯c ¯ll rates. This method requires
Bridge Algorithm to be used only once, and then requires only one pass to search for the optimal (Ss;Sg)
threshold levels.
5 General Class of Order Lead Time Solutions
In the previous section, the results were obtained assuming that lead time is an exponentially distributed
random variable. In this part of our study, we shall extend the analysis to a general class of lead time
distributions, namely that of a continuous and discrete random variables. The proofs are presented in
the appendix, since they are quite lengthy.
Theorem 5.1 Assuming there are no orders in the pipeline at time zero, then for a continuous or discrete
(positively valued, and no probability mass at zero) lead time distributions, for a generic state (i;j),
limt!1 P(¡(Ss¡Sg);0);(i;j)(t) = ¼(i;j) exists and is well de¯ned.
Proof: See Appendix 9.
The following theorem will allow us to generalize the results for general class of i.i.d. lead time
distributions:
Theorem 5.2 In the steady state, for discrete or continuously distributed lead times with ¯nite mean
T, where there is no point mass at zero, the system of balance equations to be solved is the same as the
balance equations of the problem with exponentially distributed lead time with rate ¹ = 1=T (Everything
else stays the same). Hence the solution to steady state probabilities under CTMC setting with parameter
¹ = 1=T will be the solution to main problem.
Proof: See Appendix 10.
6 Numerical Analysis
In this section, we compare the performance of the proposed inventory rationing policy with the current
industry practices, namely round-up and separate stock strategies. Recall that in the round up policy,
while inventory is pooled across di®erent demand classes, both customer classes receive the same (high-
est) amount of service. In the ¯rst three examples, we assume lead time is 10 periods, and demand rates
are per period measures. We analyze the situation for various service contracts aiming to observe the
trade o® pattern between di®erent strategies. Service contracts are based on ¯ll-rate constraints for each
customer class. Corresponding total inventory levels are presented for each policy.2
2While calculating X
(j)
i and ¼(i;j) values recursively, it is possible to come up with negative values or the situation of
monotonically increasing sequence (after some point) rather than a decreasing one. This is mainly because the values get
very small, and round o® errors have a signi¯cant e®ect after some point. One possibility to overcome this problem is to
add a control routine to make those values equal to zero.
28Case 1: gold arrival rate is lower than the silver rate
Target Stock Level
¸s ¸g ¯s ¯g Threshold rationing policy Separate stock Round-up
2.8 0.84 80% 95% 43 45 47
70% 95% 42 44 47
60% 95% 41 42 47
Case 2: gold arrival rate is equal to the silver rate
Target Stock Level
¸s ¸g ¯s ¯g Threshold rationing policy Separate stock Round-up
2.8 2.8 80% 95% 65 69 69
70% 95% 63 68 69
60% 95% 62 66 69
Case 3: gold arrival rate is higher than the silver rate
Target Stock Level
¸s ¸g ¯s ¯g Threshold rationing policy Separate stock Round-up
2.8 5.6 80% 95% 96 101 99
70% 95% 94 100 99
60% 95% 91 98 99
70% 80% 91 93 92
We have analyzed three di®erent cases depending on the relative rate of gold arrivals with respect
to silver arrivals. When we consider all the cases and scenarios, it can be easily seen that threshold
rationing policy gives the minimum inventory investment that satis¯es the terms in service agreements.
In addition, the relative savings increase as gold arrival rate increases while other parameters are kept
¯xed. For instance, the savings in Case 3 is the highest while Case 1 provides the lowest savings. In fact,
this is what we have expected since the idea behind a threshold rationing policy is to provide a greater
protection for higher priority demand classes, and the relative savings increases as ¸g=¸s ratio increases.
Furthermore, if we consider Case 3 we can see that savings due to using the threshold rationing policy
increases as the ¯ll rate gap between demand classes increases. Also, it is interesting to note that for
the 80% ¡ 95%, 70% ¡ 95% and 70% ¡ 80% scenarios, the round-up policy is superior to the separate
stock policy while that is not the case for 60% ¡ 95% scenario. This phenomenon can be explained as
follows: except for the 60% ¡ 95% scenario, the pooling e®ect has greater savings than the loss incurred
due to providing highest service level (95%) to both classes. However, when the gap reaches 35% then
providing this much service to silver customers outweighs the bene¯t gained by pooling. Similarly for
all the other cases and scenarios considered, the separate stock policy is superior to the round-up pol-
icy. The idea behind threshold rationing policies is to take advantage of pooling e®ect while serving both
customers at the appropriate levels rather then providing them each with the highest requested service level.
297 Conclusion and Future Research
In this paper, we study a threshold rationing policy which provides additional savings when used in
addition to a regular inventory control strategies as in an (S-1,S) policy. Two priority demand classes
are considered, and for a given set of system parameters and threshold levels, steady state probabilities
of system states are calculated ¯rst. The di±culty arises due to an additional complexity caused by the
increased dimensionality of system states because of backorder assumptions. In order to solve the in¯nite
state system, we develop a novel approach under CTMC setting that makes it analytically possible to
write the steady state probabilities in terms of others. Later, theoretical proofs as well as the intuition
behind this approach are given. Next, we extend our results to a more general setting, discretely and
continuously distributed order lead times.
We then develop an e±cient algorithm to ¯nd the optimal threshold parameters that uses only one
pass for the calculation of steady state probabilities. Finally numerical examples are provided to com-
pare rationing policy with the current industry practices. In this paper, we consider only the case where
service level is de¯ned as the provided ¯ll rate. Other extensions are also possible, including average back-
orders and waiting times for each priority demand class. This adds additional complexity into analytical
analysis, but provides better performance measures since it also limits the waiting times for each placed
orders, which is not the case when only ¯ll rates are taken into account. This setting as well as multi-class
priority classes are studied by Vicil and Jackson (2006a). Furthermore, Vicil and Jackson (2006b) study
the same setting with priority backorder clearing mechanism, and provide an exact solution. In a two
demand classes setting, by this mechanism an incoming unit from resupply will satisfy higher priority
backorder ¯rst, and then lower priority backorders are satis¯ed.
Finally, an optimization procedure that uses holding and backorder cost ¯gures are also possible since
all the necessary information is available when steady state probabilities are calculated. At this point,
this is possible only by considering all possible enumerations of (Ss;Sg) and taking the one that gives
the optimal cost measure. The question is to ¯nd a computationally e±cient algorithm that limits the
necessary calculations. However, this is quite complicated since the steady state probabilities are a very
complicated function of threshold levels.
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Appendix 1
Theorem 3.2: In steady state, the following equation holds for j > 1:
¼(1;j)¹R(1;j) = ¼(0;j)¸gX
(j)
1 +
1 X
i=1
¼(i;j¡1) ¸s X
(j)
i
where X
(j)
i = P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
:
Figure 7: °ow diagram of column j
Proof: Let us de¯ne the cycle as the sequence of transitions starting from state (0;j + 1) until re-
entering it for the ¯rst time. We assume conditions are satis¯ed for state (0;j + 1) to be recurrent.3
From now on, arguments that are similar to those used in the previous theorem's proof will be omitted,
and the results will be written directly. The expected number of transitions from state (1;j) to state
(0;j) in a cycle is given by:
E(0;j+1)[Z(1;j);(0;j)] = º(1;j) ¢ P(1;j);(0;j) (14)
=
1 X
m=1
P(0;j+1)
£
¿(0;j+1)(1) > m + 1;»1 = (0;j);»m = (1;j);»m+1 = (0;j)
¤
Due to the structure of the transition diagram, before each one-step transition from (1;j) to (0;j),
there must have been a matching one step transition from one of the set f(0;j)g[f(i;j ¡1) : i > 1g into
3One way of doing this is to check the balance of °ow between columns j and j + 1, assuming an imaginary cut that
separates those columns. Total °ow from column j +1 to columnj is ¼(0;j+1) ¹R(0;j+1), while from column j to columnj +1
is ¸
s P1
i=0 ¼(i;j). Hence, as long as the ratio ¼(0;j) ¸
s=¹ R(0;j+1) has non-negligible value, state (0;j + 1) has a steady state
probability. This implies it is positive recurrent.
32the set f(i;j) : i > 1g. In other words, for each one step transition from (1;j) to (0;j), previously there
must had been exactly one transition of the form: (0;j) ¡! (1;j) or (i;j ¡ 1) ¡! (i;j) for some i > 1.
To see this, if process passes through (0;j) and (1;j) sequentially, then in a cycle it is not possible
to visit any of the states (u;v) for v < j without using the bridge between (1;j) and (0;j). The process
will either use that bridge after wandering around columnj or never use it for the duration of the cycle.
On the other hand, if the process hadn't passed through (0;j) and (1;j) sequentially, then at some
point in time there should be a transition from (i;j ¡ 1) to (i;j) for some i > 1. Otherwise, it is not
possible to visit state (1;j). However, after the process makes a transition from (i;j ¡ 1) to (i;j), it is
not possible to have a transition of the form (0;j) ¡! (1;j) without a direct visit from state (1;j) to
(0;j) before the completion of cycle. Hence this explains why there should exactly be one matching.
As a result,we have the following form:
E(0;j+1)[Z(1;j);(0;j)] =
1 X
m=1
P(0;j+1)
£
¿(0;j+1)(1) > m + 1;»1 = (0;j);»m = (1;j);»m+1 = (0;j)
¤
= A1 + B1
where
A1 =
1 X
m=1
m¡1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > m + 1;»1 = (0;j);»k = (0;j);
»k+1 = (1;j);»m = (1;j);»m+1 = (0;j)
¤
)
;
and
B1 =
1 X
i=1
1 X
m=1
m¡1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > m + 1;»1 = (0;j);»k = (i;j ¡ 1);
»k+1 = (i;j);»m = (1;j);»m+1 = (0;j)
¤
)
:
A1 is the RHS of equation (5) used in previous theorem's proof. Therefore, it can be written as:
33A1 =
1 X
m=1
m¡1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > m + 1;»1 = (0;j);»k = (0;j);
»k+1 = (1;j);»m = (1;j);»m+1 = (0;j)
¤
)
= P(1;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
¢
(
1 X
k=0
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (0;j);»k+1 = (1;j)
¤
)
= P(1;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
¢ º(0;j) P(0;j);(1;j)
= º(0;j) P(0;j);(1;j) X
(j)
1 (15)
Now, we are going to focus on equation B1. By conditioning and using the Markov property,
B1 =
1 X
i=1
1 X
m=1
m¡1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
¤
¢ P(0;j+1)
h
¿(0;j+1)(1) > m + 1; »m = (1;j);»m+1 = (0;j) j
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
i)
=
1 X
i=1
1 X
m=1
m¡1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
¤
¢P
£
¿(0;j+1)(1) > m + 1; »m = (1;j);»m+1 = (0;j) j ¿(0;j+1)(1) > k + 1;»k+1 = (i;j)
¤
)
=
1 X
i=1
1 X
m=1
m¡1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
¤
¢P(i;j)
£
¿(0;j+1)(1) > m ¡ k; »m¡k¡1 = (1;j);»m¡k = (0;j)
¤
)
As in the proof of the previous theorem, Fubini's Theorem allows us to reverse the order of summation.
This yields
34B1 =
1 X
i=1
1 X
k=0
1 X
m=k+1
(
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
¤
¢P(i;j)
£
¿(0;j+1)(1) > m ¡ k; »m¡k¡1 = (1;j);»m¡k = (0;j)
¤
)
=
1 X
i=1
1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
¤
¢
1 X
m=k+1
P(i;j)
£
¿(0;j+1)(1) > m ¡ k; »m¡k¡1 = (1;j);»m¡k = (0;j)
¤
)
:
A change of variable h = m ¡ k results in:
=
1 X
i=1
1 X
k=0
(
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
¤
(16)
¢
1 X
h=1
P(i;j)
£
¿(0;j+1)(1) > h; »h¡1 = (1;j);»h = (0;j)
¤
)
:
By de¯nition,
1 X
h=1
P(i;j)
£
¿(0;j+1)(1) > h; »h¡1 = (1;j);»h = (0;j)
¤
= P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
which is also independent of index k. Hence equation (16) becomes
B1 =
1 X
i=1
(
P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
¢
1 X
k=0
P(0;j+1)
£
¿(0;j+1)(1) > k + 1;»1 = (0;j);»k = (i;j ¡ 1);»k+1 = (i;j)
¤
)
:
As in equation (3), we can simplify this expression to
B1 =
1 X
i=1
n
P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
º(i;j¡1) P(i;j¡1);(i;j)
o
=
1 X
i=1
º(i;j¡1) P(i;j¡1);(i;j) X
(j)
i : (17)
35By combining equations (15) and (17), we get
E(0;j+1)[Z(1;j);(0;j)] = º(0;j) P(0;j);(1;j) X
(j)
1 +
1 X
i=1
º(i;j¡1) P(i;j¡1);(i;j) X
(j)
i :
Using equation (14),
º(1;j)P(1;j);(0;j) = º(0;j) P(0;j);(1;j) X
(j)
1 +
1 X
i=1
º(i;j¡1) P(i;j¡1);(i;j) X
(j)
i :
Dividing both sides by the expected cycle length E(0;j+1)¿(0;j+1)(1), we get the balance equation for
DTMC in terms of X
(j)
i s:
e ¼(1;j) P(1;j);(0;j) = e ¼(0;j) P(0;j);(1;j) X
(j)
1 +
1 X
i=1
e ¼(i;j¡1) P(i;j¡1);(i;j) X
(j)
i ;
Transforming this relationship into CTMC setting, we get:
¼(1;j)¹R(1;j) = ¼(0;j)¸gX
(j)
1 +
1 X
i=1
¼(i;j¡1) ¸s X
(j)
i
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Proposition 3.2 In general for k > 2,
X
(j)
k =
Qk
v=1 ®
(j)
v
b
(j)
k
+
¯
(j)
k b
(j)
k¡1
b
(j)
k
X
(j)
k+1;
where
b
(j)
0 = 1;
b
(j)
1 = 1;
b
(j)
k = b
(j)
k¡1 ¡ ¯
(j)
k¡1®
(j)
k b
(j)
k¡2 for k > 2:
36Proof:The proof is by induction. The induction hypothesis holds for k = 2;3;4, since we have already
iterated the recursion for these values.
Assume it holds for k = n ¡ 1, then:
X
(j)
n¡1 =
Qn¡1
v=1 ®
(j)
v
b
(j)
n¡1
+
¯
(j)
n¡1b
(j)
n¡2
b
(j)
n¡1
X(j)
n :
The recursion for X
(j)
n is then given by:
X(j)
n = ®(j)
n X
(j)
n¡1 + ¯(j)
n X
(j)
n+1
=
Qn
v=1 ®
(j)
v
b
(j)
n¡1
+
¯
(j)
n¡1®
(j)
n b
(j)
n¡2
b
(j)
n¡1
X(j)
n + ¯(j)
n X
(j)
n+1:
)
³
1 ¡
¯
(j)
n¡1®
(j)
n b
(j)
n¡2
b
(j)
n¡1
´
X(j)
n =
Qn
v=1 ®
(j)
v
b
(j)
n¡1
+ ¯(j)
n X
(j)
n+1;
) X(j)
n =
Qn
v=1 ®
(j)
v
b
(j)
n¡1 ¡ ¯
(j)
n¡1®
(j)
n b
(j)
n¡2
+
¯
(j)
n b
(j)
n¡1
b
(j)
n¡1 ¡ ¯
(j)
n¡1®
(j)
n b
(j)
n¡2
X
(j)
n+1:
By de¯nition,
b(j)
n = b
(j)
n¡1 ¡ ¯
(j)
n¡1®(j)
n b
(j)
n¡2;
) X(j)
n =
Qn
v=1 ®
(j)
v
b
(j)
n
+
¯
(j)
n b
(j)
n¡1
b
(j)
n
X
(j)
n+1:
Hence induction hypothesis holds and the proposition is proved.
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Theorem 3.3 In general, for k > 2,
X
(j)
1 = ®
(j)
1 +
k¡1 X
u=1
®
(j)
u
³Qu¡1
v=1 ¯
(j)
v ®
(j)
v
´
b
(j)
u¡1b
(j)
u
+
Qk¡1
v=1 ¯
(j)
v
b
(j)
k¡1
X
(j)
k (18)
where
b
(j)
0 = 1;
b
(j)
1 = 1;
b
(j)
k = b
(j)
k¡1 ¡ ¯
(j)
k¡1®
(j)
k b
(j)
k¡2 for k > 2:
37Proof: The proof is by induction. We have already shown that the induction hypothesis holds for
k = 1;2:
Assuming it holds for k = n ¡ 1, then:
X
(j)
1 = ®
(j)
1 +
n¡2 X
u=1
®
(j)
u
³Qu¡1
v=1 ¯
(j)
v ®
(j)
v
´
b
(j)
u¡1b
(j)
u
+
Qn¡2
v=1 ¯
(j)
v
b
(j)
n¡2
X
(j)
n¡1: (19)
Using Proposition 3.2 for n ¡ 1, we get
X
(j)
n¡1 =
Qn¡1
v=1 ®
(j)
v
b
(j)
n¡1
+
¯
(j)
n¡1b
(j)
n¡2
b
(j)
n¡1
X(j)
n :
Plugging the value of X
(j)
n¡1 from the above relation into equation (19), we have
X
(j)
1 = ®
(j)
1 +
n¡2 X
u=1
®
(j)
u
³Qu¡1
v=1 ¯
(j)
v ®
(j)
v
´
b
(j)
u¡1b
(j)
u
+
Qn¡2
v=1 ¯
(j)
v
b
(j)
n¡2
³Qn¡1
v=1 ®
(j)
v
b
(j)
n¡1
+
¯
(j)
n¡1b
(j)
n¡2
b
(j)
n¡1
X(j)
n
´
= ®
(j)
1 +
n¡2 X
u=1
®
(j)
u
³Qu¡1
v=1 ¯
(j)
v ®
(j)
v
´
b
(j)
u¡1b
(j)
u
+
®
(j)
n¡1
Qn¡2
v=1 ¯
(j)
v ®
(j)
v
b
(j)
n¡2b
(j)
n¡1
+
Qn¡1
v=1 ¯
(j)
v
b
(j)
n¡1
X(j)
n
= ®
(j)
1 +
n¡1 X
u=1
®
(j)
u
³Qu¡1
v=1 ¯
(j)
v ®
(j)
v
´
b
(j)
u¡1b
(j)
u
+
Qn¡1
v=1 ¯
(j)
v
b
(j)
n¡1
X(j)
n :
As a result, induction hypothesis holds and the theorem is proved.
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Lemma 3.1 Assuming ¸s > 0, for all k = 1;2;:::;
1 > X
(j)
k > X
(j)
k+1 > 0; and lim
k!1
X
(j)
k exists
Proof: In order to show the above property, let's de¯ne:
X
(j)
i;k = P(i;j)
£
¿(k;j)(1) < ¿(0;j+1)(1)
¤
; for k < i:
That is, X
(j)
i;k is the probability of reaching state (k;j) before reaching state (0;j + 1), starting from
state (i;j). Note that, when the system is at state (i;j), it can only make transitions within column j,
or jump to the next column to the right. It is not possible to visit states in columns indexed lower than
j, unless it ¯rst visits state (0;j). Assuming the conditions are satis¯ed for (0;j) to be recurrent, it will
eventually visit that state for sure. The question is, what is the probability, starting from (i;j), that the
next visit to (0;j) will use the transition (1;j) ! (0;j) rather than the transition (0;j + 1) ! (0;j)?
38For any 1 6 k < i,
X
(j)
i = P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
=
(
P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1) j ¿(k;j)(1) < ¿(0;j+1)(1)
¤
¢ P(i;j)
£
¿(k;j)(1) < ¿(0;j+1)(1)
¤
+ P(i;j)
£
¿(0;j)(1) < ¿(0;j+1)(1) j ¿(k;j)(1) > ¿(0;j+1)(1)
¤
¢ P(i;j)
£
¿(k;j)(1) > ¿(0;j+1)(1)
¤
)
:
If the event
£
¿(k;j)(1) > ¿(0;j+1)(1) j »0 = (i;j)
¤
occurs, then this guarantees that
P
£
¿(0;j+1)(1) < ¿(0;j)(1)
¤
= 0 since in order to reach state (0;j), the system should visit (k;j) ¯rst.
Therefore the second term is zero. In addition, by using the Markov property, we get
X
(j)
i = P(k;j)
£
¿(0;j)(1) < ¿(0;j+1)(1)
¤
¢ P(i;j)
£
¿(k;j)(1) < ¿(0;j+1)(1)
¤
= X
(j)
k ¢ X
(j)
i;k
Assuming ¸s 6= 0 and i is ¯nite, it is true that
Qi¡k¡1
v=0 ®
(j)
i¡v 6 X
(j)
i;k 6 (1 ¡ °
(j)
i ). The reason is that,
starting from state (i;j), there is a positive probability of making sequential upward transitions without
jumping to the next column to the right. This probability, given by
Qi¡k¡1
v=0 ®
(j)
i¡v > 0, will be a rough
lower bound for X
(j)
i;k . On the other hand, there is a positive probability °
(j)
i > 0, that starting from
(i;j), there will be a transition into the column on the right. Hence, at least with probability °
(j)
i > 0,
system reaches to state (0;j + 1) before (k;j). Therefore, X
(j)
i;k 6 (1 ¡ °
(j)
i ) < 1. As a result, we get
X
(j)
i;k 2 (0;1).
Similar arguments can be used for X
(j)
k , and we can write the relation as
0 <
k¡1 Y
v=0
®
(j)
k¡v 6 X
(j)
k 6 (1 ¡ °
(j)
k ) < 1;
which implies that 0 < X
(j)
k < 1; 8k. Hence, these relationships imply that 0 < X
(j)
i < X
(j)
k < 1 for
all 1 6 k < i. This is a monotonically decreasing sequence, bounded between 0 and 1. Therefore it also
has a limit.
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Lemma 3.2
(1) b
(j)
k > 0; 8 k;
(2) b
(j)
k > b
(j)
k+1; 8 k;
(3) limk!1 b
(j)
k ;exists and > 0:
39Proof: According to recursion b
(j)
k = b
(j)
k¡1¡¯
(j)
k¡1®
(j)
k b
(j)
k¡2 for k > 2, b
(j)
k is a monotonically decreas-
ing sequence in the region where b
(j)
k¡2 is positive. When it gets negative value (if ever) then after the
second iteration, it will start increasing again. Therefore, in the positive region it is a monotonically
decreasing sequence while in the negative region it is a monotonically increasing sequence (after b
(j)
k¡2
becomes negative).
Recall the basic recursion X
(j)
k = ®
(j)
k X
(j)
k¡1 + ¯
(j)
k X
(j)
k+1. Since it is true that ¯
(j)
k and X
(j)
k+1 2 (0;1),
we have the following relation
®
(j)
k X
(j)
k¡1 < X
(j)
k : (20)
Using Proposition 3.2,
X
(j)
k¡1 =
Qk¡1
v=1 ®
(j)
v
b
(j)
k¡1
+
¯
(j)
k¡1b
(j)
k¡2
b
(j)
k¡1
X
(j)
k ; (21)
) ®
(j)
k X
(j)
k¡1 =
Qk
v=1 ®
(j)
v
b
(j)
k¡1
+
¯
(j)
k¡1®
(j)
k b
(j)
k¡2
b
(j)
k¡1
X
(j)
k : (22)
From equations (20) and (22),
Qk
v=1 ®
(j)
v
b
(j)
k¡1
+
¯
(j)
k¡1®
(j)
k b
(j)
k¡2
b
(j)
k¡1
X
(j)
k < X
(j)
k ;
)
Qk
v=1 ®
(j)
v
b
(j)
k¡1
<
X
(j)
k
b
(j)
k¡1
¡
b
(j)
k¡1 ¡ ¯
(j)
k¡1®
(j)
k b
(j)
k¡2 | {z }
b
(j)
k
¢
:
Hence,
Qk
v=1 ®
(j)
v
b
(j)
k¡1
<
X
(j)
k b
(j)
k
b
(j)
k¡1
: (23)
Now, let u be the ¯rst time b
(j)
k gets negative value (if ever) and suppose u < 1. We are going to
consider two cases conditioned on b
(j)
u¡1 whether it already hits zero or not.
Case 1: b
(j)
u¡2 > b
(j)
u¡1 > 0 and b
(j)
u < 0.
Using the relation in (23), we get:
Qu
v=1 ®
(j)
v
b
(j)
u¡1
<
X
(j)
u b
(j)
u
b
(j)
u¡1
: (24)
Recall that ®
(j)
k =
¹R(k;j)
¸+¹R(k;j) > 0 for ¯nite k. Therefore
Qu
v=1 ®
(j)
v
b
(j)
u¡1
> 0 and
X
(j)
u
b
(j)
u¡1
> 0:
40However, X
(j)
u b
(j)
u
b
(j)
u¡1
< 0 since b
(j)
u < 0. This would contradict relation in (24). We conclude that
b
(j)
u¡1 > 0 implies b
(j)
u > 0.
Case 2: b
(j)
u¡2 > b
(j)
u¡1 = 0 and b
(j)
u < 0.
Since b
(j)
k is a monotonically decreasing sequence in the positive region and b
(j)
u is the ¯rst time it gets
negative value by assumption, then it is true that b
(j)
u¡3 > b
(j)
u¡2 > b
(j)
u¡1 = 0. Using the relation in (23),
we get:
Qu¡1
v=1 ®
(j)
v
b
(j)
u¡2 | {z }
>0

X
(j)
u¡1 b
(j)
u¡1
b
(j)
u¡2 | {z }
=0
: (25)
As in the previous case, this contradicts the relation in (24). As a result, we conclude that b
(j)
k series
is always positive valued for ¯nite k and it is a monotonically decreasing sequence. It is also bounded
below by 0, therefore it has a limit.
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Lemma 3.3
(1) For all ¯nite k > 1; 0 <
Qk
v=1 ®
(j)
v
b
(j)
k
< X
(j)
k ;
(2) 0 6
Qk
v=1 ®
(j)
v
b
(j)
k
¯ ¯
¯
k!1
6 limk!1 X
(j)
k :
Proof: The proof is an immediate result of Equation (23) and Lemma 3.2. From (23), we have:
Qk
v=1 ®
(j)
v
b
(j)
k¡1
<
X
(j)
k b
(j)
k
b
(j)
k¡1
: (26)
Since b
(j)
k > 0 for all k, then denominator term b
(j)
k¡1 can be canceled while b
(j)
k can be rearranged as a
new denominator term without changing the direction of the equation. As a result, we have
Qk
v=1 ®
(j)
v
b
(j)
k
< X
(j)
k . Furthermore, we have already shown in the previous proofs that
Qk
v=1 ®
(j)
v
b
(j)
k
> 0 for
¯nite k.
On the other hand, the value of the function
Qk
v=1 ®
(j)
v
b
(j)
k
¯ ¯ ¯
k!1
is always bounded below by zero and
from above by limk!1 X
(j)
k , which we already know that limit exists. In other words, this means
0 6
Qk
v=1 ®
(j)
v
b
(j)
k
¯
¯ ¯
k!1
6 limk!1 X
(j)
k . Note that " < " sign is changed with " 6 " sign due to the limit
de¯nition, i.e.limits may be equal to each other.
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Lemma 3.4
(1) limk!1 ®
(j)
k = 1;
(2) limk!1 ¯
(j)
k = 0;
(3) limk!1
Qk
v=1 ¯
(j)
v = 0:
Proof: As k ! 1; R(k;j) ! 1. Hence,
lim
k!1
®
(j)
k = lim
k!1
¹ R(k;j)
¸s + ¸g + ¹ R(k;j)
= 1:
In a similar fashion,
lim
k!1
¯
(j)
k = lim
k!1
¸g
¸s + ¸g + ¹ R(k;j)
= 0:
Since ¯
(j)
k 2 (0;1),
Qk¡1
v=1 ¯
(j)
v
¯ ¯
¯
k!1
2 [0;1). Therefore we can express the limit expression as the
product of two limits:
lim
k!1
k Y
v=1
¯(j)
v = lim
k!1
k¡1 Y
v=1
¯(j)
v
| {z }
2 [0;1)
¢ lim
k!1
¯
(j)
k
| {z }
=0
= 0:
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Lemma 3.5
(1) For each s 2 N; 9 t 2 N st ¯
(j)
s < ®
(j)
t
(2) 9 m st 8 k > m, there is a one-to-one matching between the sets f¯1;¯2;:::;¯kg and
f®1;®2;:::;®kg such that for each i; 9 j : ¯i < ®j. Let us show this relation as:
f¯1;¯2;:::;¯kg Á f®1;®2;:::;®kg:
Proof: R(i;j) is strictly increasing in i. Consequently,
¦ Since ®
(j)
i =
¹ R(i;j)
¸s+¸g+¹ R(i;j), ®
(j)
1 < ®
(j)
2 < ::: < ®
(j)
u¡1 < ®
(j)
u < ®
(j)
u+1 < :::
and since ¯
(j)
i = ¸g
¸s+¸g+¹ R(i;j); ¯
(j)
1 > ¯
(j)
2 > ::: > ¯
(j)
u¡1 > ¯
(j)
u > ¯
(j)
u+1 > :::.
Let's denote r = infu
©
®
(j)
u > ¯
(j)
1
ª
, and p =
(
0; if ¯
(j)
1 6 ®
(j)
1 ;
maxuf¯
(j)
u > ®
(j)
1 g; else:
Next, the proof for the both parts of the lemma will be done instantaneously by using the following
scenario matching:
42(a) If p = 0, then ¯
(j)
i < ®
(j)
i+1 8k 2 N. That is because ®
(j)
k is an increasing sequence while ¯
(j)
k is a
decreasing one. We have the following relation ¯
(j)
i < ¯
(j)
1 6 ®
(j)
1 < ®
(j)
i for i > 1, it is true that
¯
(j)
1 < ®
(j)
2 ; ¯
(j)
2 < ®
(j)
1 ; and ¯
(j)
i < ®
(j)
i for i > 2. Hence, ¯rst part of the lemma holds trivially,
and for any m > 2, second part holds as well.
(b) Else, p > 1 and we have the following:
{ for 1 6 s 6 p, ¯
(j)
s < ®
(j)
r+s¡1; * ®
(j)
k > ¯
(j)
1 8k > r.
{ for s = p + 1, ¯
(j)
s < ®
(j)
s¡p+1, * ¯
(j)
p+1 6 ®
(j)
1 < ®
(j)
2 .
{ for s = p + 2, ¯
(j)
s < ®
(j)
s¡p¡1, * ¯
(j)
p+2 < ¯
(j)
p+1 6 ®
(j)
1 .
{ for p + 2 < s < p + r, ¯
(j)
s < ®
(j)
s¡p; * ¯
(j)
k < ®
(j)
1 8k > p; ¯
(j)
1 > ¯
(j)
i and ®
(j)
1 < ®
(j)
i 8i > 1.
{ for p + r 6 s, ¯
(j)
s < ®
(j)
s .
Hence, we have shown by above scenarios that for each s 2 N; 9 t 2 N st ¯
(j)
s < ®
(j)
t .
Furthermore according to the above relations, it is also true that for k > m > p + r;
f¯1;¯2;:::;¯kg Á f®1;®2;:::;®kg:
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Theorem 5.1 Assuming there are no orders in the pipeline at time zero, then for a continuous or
discrete (positively valued, and no probability mass at zero) lead time distributions, for a generic state
(i;j), limt!1 P(¡(Ss¡Sg);1);(i;j)(t) = ¼(i;j) exists and is well de¯ned.
Proof: Let us denote the random state variable at time t as »t, and ¯x the initial state as
»0 = (Ss;0;0;0) ´ (Sg¡Ss;0). At time zero, there are no orders outstanding, which implies that pipeline
is empty. Let us call this phase as an idle period for a pipeline. A demand arrival of either class initiates
a busy period for the pipeline which continues until the initial order and all its successors are served, and
pipeline becomes empty again. Whenever system enters its initial state, then the process repeats itself.
Note that the length of idle period for a pipeline is exponentially distributed with parameter ¸s + ¸g.
Let us de¯ne the successive return times to state (Sg ¡ Ss;0) by:
S0 = infft : »t = (Sg ¡ Ss;0)g = 0;
and, for n > 0;
Sn = infft > Sn¡1 : »t = (Sg ¡ Ss;0)g:
For generally distributed lead times, the process is not Markovian, which implies that future process is
dependent on its past as well as its current state. However, at those time epochs S0;S1;S2;:::, the system
43probabilistically restarts itself, and future process is independent of its past. This is because all the units
in pipeline have arrived, and the Poisson arrivals have a memoryless property. Hence, this is a pure
renewal process and time epochs Sn are the regeneration points for »t. Time intervals [Sn¡1;Sn); n > 1
are the corresponding cycles which are i.i.d. distributed. Let us denote the corresponding cycles as:
Yn = Sn ¡ Sn¡1; for n > 1:
In addition, let the distribution of cycle lengths be F, which can be written as the sum F = F0 +F00. F0
corresponds to the idle period for the pipeline while F00 corresponds to the busy period. F0 is exponen-
tially distributed with parameter ¸s+¸g, hence it is absolutely continuous, because it can be represented
as an integral of a density function. Therefore, F is absolutely continuous.
Furthermore, we have already discussed that steady state probabilities of levels exists due to Palm's
Theorem. When only the transitions between levels are observed, then it is an M=G=1 queue and level
probabilities have a stationary distribution. Initial state (Sg ¡ Ss;0), which corresponds to level 0, has
a limiting probability of e¡(¸s+¸g)T, and the system revisits that state in¯nitely often. Therefore, regen-
erative process has ¯nite cycle times.
Next, the following theorem establishes the su±cient conditions for the existence of limits in a regen-
erative process:
Theorem 8.1 (Wol®, page 120) A regenerative process »t, with ¯nite mean cycle length E[Y1], con-
verges in distribution (in a pointwise sense) to:
lim
t!1
P(»t = j) =
1
E[Y1]
Z 1
0
P
¡
»t = j; Y1 > s
¢
ds;
if either
a) F is nonlattice and f»tg 2 D , or 4
b) F is spread-out.
A distribution F is spread-out if some convolution of F has an absolutely continuous component.
We have already shown that F has an absolutely continuous component. Hence, by the above theorem,
limits do exists and are well de¯ned.
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Theorem 5.2 In steady state, for discrete or continuously distributed lead times with ¯nite mean T,
where there is no point mass at zero, the system of balance equations to be solved is the same as the bal-
ance equations of the problem with exponentially distributed lead time with rate ¹ = 1=T (Everything else
stays the same). Hence the solution to steady state probabilities under CTMC setting with parameter
¹ = 1=T will be the solution to main problem.
4A real-valued function de¯ned on [0;1) is said to belong to D[0;1) if it is right-continuous and has left-hand limits.
In addition, a stochastic process f»t : t > 0g is said to belong to D if :
Pf! : »t;! 2 D[0;1)g = 1:
44When the order lead time is not exponentially distributed, then the process is not Markovian. How-
ever, we are going to try to characterize the system behavior in the steady state, hoping to get tractable
solution. In the ¯rst part, we are going to prove the theorem for the discrete lead time case, and then
the second part will be devoted to continuously distributed lead time.
Proof of Theorem 5.2: Discrete Case Before driving the necessary formulations for the steady
state behavior of the threshold rationing policy, let us ¯rst investigate some features of the system, where
the state of the system is de¯ned as the number of units in resupply. This analysis will be a basis for the
original problem discussion. First let us discuss the constant lead time case, and then we will extend the
analysis to a discrete time case.
Let p be the common probability that any unit that arrives during [0;t) remains in the resupply
system at time t. Recall that for a Poisson arrival, given that an arrival occurs during [0;t), the time of
arrival is uniformly distributed over this interval. So, the conditional probability for t > T is:
p =
Z t
0
1[ t¡s6T ]
1
t
ds =
Z t
0
1[ s>t¡T ]
1
t
ds
=
Z t
t¡T
1
t
ds =
T
t
:
Let ~ p be the probability that a unit in resupply at time t, which arrived during [0;t), will still be in
the resupply system at time t + h. Then this conditional probability is given by:
~ p = P
¡
the unit will be still in resupply at time t + h j a unit arrived during [0;t)
and it is in resupply at time t
¢
=
P
¡
a unit arrived during [0;t) and is in resupply at time t, will be still in resupply at time t + h
¢
P
¡
a unit arrived during [0;t) and it is in resupply at time t
¢
=
P
¡
the unit arrived in [0;t) and will be still in resupply at time t + h
¢
P
¡
a unit arrived during [0;t) and it is in resupply at time t
¢
=
R t
0 1[ t+h¡s6T ]
1
t ds
R t
0 1[ t¡s6T ]
1
t ds
=
R t
0 1[ s>t+h¡T ]
1
t ds
R t
0 1[ s>t¡T ]
1
t ds
=
T ¡ h
T
= 1 ¡
h
T
:
Now, let us consider a discrete lead time distribution for which there is no point mass at zero. The
probability mass function for lead time random variable Y > 0 is given by:
P(Y = "k) = uk; k = 1;2;:::
and let E[Y ] =
P
k uk"k = T.
45We are going to investigate the limiting behavior of the system, therefore without loss of generality
it is acceptable to assume t > maxkf"kg. Then the same p and ~ p probabilities for the discrete case can
be written as:
p =
Z t
0
¡X
k
uk1[ t¡s6"k ]
¢ 1
t
ds =
Z t
0
¡X
k
uk1[ s>t¡"k ]
¢ 1
t
ds
=
X
k
uk
Z t
t¡"k
1
t
ds =
X
k
uk
"k
t
=
T
t
:
and
~ p =
P
¡
the unit arrived in [0;t) and will be still in resupply at time t + h
¢
P
¡
a unit arrived during [0;t) and it is in resupply at time t
¢
=
R t
0
¡P
k uk1[ t+h¡s6"k ]
¢ 1
t ds
R t
0
¡P
k uk1[ t¡s6"k ]
¢ 1
t ds
=
R t
0
¡P
k uk1[ s>t+h¡"k ]
¢ 1
t ds
R t
0
¡P
k uk1[ s>t¡"k ]
¢ 1
t ds
=
P
k uk
R t
t+h¡"k
1
t ds
P
k uk
R t
t¡"k
1
t ds
=
P
k uk("k ¡ h)
P
k uk"k
=
T ¡ h
T
= 1 ¡
h
T
:
Hence, we have the same expressions for both constant and discrete lead time distributions. From
now on, we will always assume that at time t = 0, there are no outstanding orders. Let the system state
be » for representing number of units in resupply, and de¯ne
¹ Qi;j(t;t + h) ´ P
£
number of units in resupply at time t + h is j j number of units in resupply
at time t is i and number of units in resupply at time zero is 0
¤
= P
£
»t+h = j j »t = i;»0 = 0
¤
:
The state of the system changes if an event occurs where event is an arrival of either type of demand
or a unit receipt from the resupply system. Since demand is a Poisson process, and orders from suppliers
are triggered whenever a demand occurs, during an in¯nitesimal time interval h, at most one event can
occur due to Poisson process. In addition, keep in mind that demands are i.i.d. so the resupply process
is independent of the future demand process. Now,we are going to ¯nd the set of probabilities that will
be used later in our proof.
¹ Qi;i(t;t + h) = P
¡
no demand occurs during (t;t + h] and all i units in resupply at time t
are still in resupply after h time units
¢
= e¡¸h
µ
i
i
¶
~ pi ¡
1 ¡ ~ p
¢0
= e¡¸h
µ
1 ¡
h
T
¶i
:
46¹ Qi+1;i(t;t + h) = P
¡
no demand occurs during (t;t + h] and among the i+1 units in resupply at time t,
only one of them is received after h time units
¢
= e¡¸h
µ
i + 1
i
¶
~ pi¡
1 ¡ ~ p
¢
= e¡¸h (i + 1)
·
~ pi ¡ ~ pi+1
¸
= e¡¸h (i + 1)
·µ
1 ¡
h
T
¶i
¡
µ
1 ¡
h
T
¶i+1¸
:
¹ Qi¡1;i(t;t + h) = P
¡
a demand occurs during (t;t + h] and all i-1 units in resupply at time t
are still in resupply after h time units
¢
= ¸h e¡¸h
µ
i ¡ 1
i ¡ 1
¶
~ pi¡1 ¡
1 ¡ ~ p
¢0
= ¸h e¡¸h
µ
1 ¡
h
T
¶i¡1
:
Let ¹ Q
(³)
i¡1;i(t;t + h) = P
¡
a demand of type ³ occurs during (t;t + h] and all i-1 units in resupply
at time t are still in resupply after h time units where ³ 2 fs;gg
¢
:
Given that a customer demand occurs, the probability of it being a silver or gold customer demand
are ¸s=¸ and ¸g=¸, respectively. It follows that
¹ Q
(s)
i¡1;i(t;t + h) = ¸sh e¡¸h
µ
1 ¡
h
T
¶i¡1
;
¹ Q
(g)
i¡1;i(t;t + h) = ¸gh e¡¸h
µ
1 ¡
h
T
¶i¡1
:
Next, we are going to derive the limits of above expressions as h ! 0, which we will use for the steady
state analysis of system behavior.
Limits as h ! 0 :
(a)
lim
h!0
1 ¡ ¹ Qi;i(t;t + h)
h
= lim
h!0
1 ¡ e¡¸ h
µ
1 ¡ h
T
¶i
h
;
47by using L'H^ opital's rule:
= lim
h!0
¸ e¡¸ h
µ
1 ¡
h
T
¶i
+ i
µ
1 ¡
h
T
¶i¡1 1
T
e¡¸ h
= ¸ +
i
T
:
(b)
lim
h!0
¹ Qi+1;i(t;t + h)
h
= lim
h!0
e¡¸h (i + 1)
·µ
1 ¡ h
T
¶i
¡
µ
1 ¡ h
T
¶i+1¸
h
by using L'H^ opital's rule:
= lim
h!0
(
¡ ¸ e¡¸h (i + 1)
·µ
1 ¡
h
T
¶i
¡
µ
1 ¡
h
T
¶i+1¸
+ e¡¸h (i + 1)
³
¡
1
T
´·
i
µ
1 ¡
h
T
¶i¡1
¡ (i + 1)
µ
1 ¡
h
T
¶i¸)
= (i + 1)
³ 1
T
´
:
(c)
lim
h!0
¹ Q
(s)
i¡1;i(t;t + h)
h
= lim
h!0
¸sh e¡¸h
µ
1 ¡ h
T
¶i¡1
h
= lim
h!0
¸s e¡¸h
µ
1 ¡
h
T
¶i¡1
= ¸s;
and
lim
h!0
¹ Q
(g)
i¡1;i(t;t + h)
h
= lim
h!0
¸gh e¡¸h
µ
1 ¡ h
T
¶i¡1
h
= lim
h!0
¸g e¡¸h
µ
1 ¡
h
T
¶i¡1
= ¸g:
48Figure 8: Balance equation for a generic system state (i,j) for i > 1 and j > 1.
The proof for the balance equations will be given for a speci¯c case. The other cases can be proven
in a similar way. Recall that balance equation for i > 1 and j > 1 is given by:
¼(i;j) ¢
£
¸ +
1
T
¢ R(i;j)
¤
= ¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢
1
T
¢ R(i+1;j) + ¼(i;j¡1) ¢ ¸s
Recall that at time zero there are no orders outstanding by assumption, hence system state is
(Sg ¡ Ss;0). Let us de¯ne the following:
P(k;l);(i;j)(t;t0) ´ P
£
»t0 = (i;j) j »t = (k;l)
¤
;
¹ P(k;l);(i;j)(t;t0) ´ P
£
»t0 = (i;j) j »0 = (Sg ¡ Ss;0);»t = (k;l)
¤
:
By conditioning on the state of the system at time t,
P(Sg¡Ss;0);(i;j)(0;t + h) =
X
k;l
P(Sg¡Ss;0);(k;l)(0;t) ¢ ¹ P(k;l);(i;j)(t;t + h)
Assuming h is an in¯nitesimal time unit, at most one event can happen during (t;t + h]. Hence,
P(Sg¡Ss;0);(i;j)(0;t + h) =
=
(
P(Sg¡Ss;0);(i¡1;j)(0;t) ¢ ¹ P(i¡1;j);(i;j)(t;t + h) + P(Sg¡Ss;0);(i+1;j)(0;t) ¢ ¹ P(i+1;j);(i;j)(t;t + h)
+ P(Sg¡Ss;0);(i;j¡1)(0;t) ¢ ¹ P(i;j¡1);(i;j)(t;t + h) + P(Sg¡Ss;0);(i;j)(0;t) ¢ ¹ P(i;j);(i;j)(t;t + h)
)
=) P(Sg¡Ss;0);(i;j)(0;t + h) ¡ P(Sg¡Ss;0);(i;j)(0;t) =
49=
(
P(Sg¡Ss;0);(i¡1;j)(0;t) ¢ ¹ P(i¡1;j);(i;j)(t;t + h) + P(Sg¡Ss;0);(i+1;j)(0;t) ¢ ¹ P(i+1;j);(i;j)(t;t + h)
+ P(Sg¡Ss;0);(i;j¡1)(0;t) ¢ ¹ P(i;j¡1);(i;j)(t;t + h) ¡
³
1 ¡ ¹ P(i;j);(i;j)(t;t + h)
´
¢ P(Sg¡Ss;0);(i;j)(0;t)
)
:
Taking the limits as h ! 0:
lim
h!0
P(Sg¡Ss;0);(i;j)(0;t + h) ¡ P(Sg¡Ss;0);(i;j)(0;t)
h
=
=
(
P(Sg¡Ss;0);(i¡1;j)(0;t) ¢ lim
h!0
¹ P(i¡1;j);(i;j)(t;t + h)
h
+ P(Sg¡Ss;0);(i+1;j)(0;t) ¢ lim
h!0
¹ P(i+1;j);(i;j)(t;t + h)
h
+ P(Sg¡Ss;0);(i;j¡1)(0;t) ¢ lim
h!0
¹ P(i;j¡1);(i;j)(t;t + h)
h
¡ lim
h!0
³
1 ¡ ¹ P(i;j);(i;j)(t;t + h)
´
h
¢ P(Sg¡Ss;0);(i;j)(0;t)
)
:
(27)
For the RHS of above equation, the cause of the transitions expressed in the limit terms in an orderly
fashion will be: a gold demand occurs, a unit is received from resupply, a silver demand occurs, and noth-
ing happens. Hence there is a one-to-one correspondence between these events and number of units in
resupply. For example, when a gold demand occurs then the number of units in resupply will increase by
one, changing system state from R(i¡1;j) to R(i;j). (when system state is characterized by the number of
units in resupply). As a result, provided there is only one event, expressions
£
»t+h = (i;j)j»t = (i¡1;j)
¤
and
£
»t+h = R(i;j) j »t = R(i¡1;j)
¤
are probabilistically identical. Other expressions follow from similar
analysis. We have previously shown the corresponding limits when system states are expressed in terms
of number of units in resupply. Hence, we have:
limh!0
¹ P(i¡1;j);(i;j)(t;t+h)
h = limh!0
¹ Q
(g)
R(i¡1;j);R(i;j)
(t;t+h)
h = ¸g;
limh!0
¹ P(i+1;j);(i;j)(t;t+h)
h = limh!0
¹ QR(i+1;j);R(i;j)(t;t+h)
h = R(i+1;j) ¢ 1
T ;
limh!0
¹ P(i;j¡1);(i;j)(t;t+h)
h = limh!0
¹ Q
(s)
R(i;j¡1);R(i;j)
(t;t+h)
h = ¸s;
limh!0
1¡ ¹ P(i;j);(i;j)(t;t+h)
h = limh!0
1¡ ¹ QR(i;j);R(i;j)(t;t+h)
h = ¸ + R(i;j) ¢ 1
T .
Using the above results in Equation (27), we get
lim
h!0
P(Sg¡Ss;0);(i;j)(0;t + h) ¡ P(Sg¡Ss;0);(i;j)(0;t)
h
=
50= P(Sg¡Ss;0);(i¡1;j)(0;t) ¢ ¸g + P(Sg¡Ss;0);(i+1;j)(0;t) ¢ R(i+1;j) ¢
1
T
+ P(Sg¡Ss;0);(i;j¡1)(0;t) ¢ ¸s ¡
³
¸ + R(i;j) ¢
1
T
´
¢ P(Sg¡Ss;0);(i;j)(0;t)
Taking the limit as t ! 1 :
lim
t!1
lim
h!0
P(Sg¡Ss;0);(i;j)(0;t + h) ¡ P(Sg¡Ss;0);(i;j)(0;t)
h
=
= lim
t!1
(
P(Sg¡Ss;0);(i¡1;j)(0;t) ¢ ¸g + P(Sg¡Ss;0);(i+1;j)(0;t) ¢ R(i+1;j) ¢
1
T
+ P(Sg¡Ss;0);(i;j¡1)(0;t) ¢ ¸s ¡
³
¸ + R(i;j) ¢
1
T
´
¢ P(Sg¡Ss;0);(i;j)(0;t)
)
(28)
The limit exists for the RHS of Equation (28) due to Theorem 5.1. After reordering of the terms,
RHS becomes:
=
(
¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢ R(i+1;j) ¢
1
T
+ ¼(i;j¡1) ¢ ¸s ¡ ¼(i;j) ¢
³
¸ + R(i;j) ¢
1
T
´)
:
(29)
LHS of Equation (28) is given by:
= lim
t!1
P 0
(Sg¡Ss;0);(i;j)(t):
Note that P(Sg¡Ss;1);(i;j)(t) is bounded by zero and 1 for all t. Therefore, if limt!1 P 0
(Sg¡Ss;0);(i;j)(t)
converges, then it must converge to 0. However, we have already shown that it is convergent by the RHS
of Equation (28).
As a result, by rearranging the terms in Equation (28), we get:
¼B(i;j) ¢
³
¸ + R(i;j) ¢
1
T
´
= ¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢ R(i+1;j) ¢
1
T
+ ¼(i;j¡1) ¢ ¸s
The other balance equations follow from similar analysis.
51Proof of Theorem 5.2: Continuous Case For continuous lead time distributions, we are essentially
going to use the same ideas that were developed in the previous proof. Let us denote probability distri-
bution function of an order lead time as G(x), which doesn't have a point mass at any point. We also
assume that it is continuously di®erentiable at every point.
Recall that p is the common probability that any unit that arrives during [0;t) remains in the resupply
system at time t. This conditional probability is:
p =
Z t
0
[1 ¡ G(t ¡ s)]
1
t
ds;
and
~ p = P
¡
the unit will be still in resupply at time t + h j a unit arrived during [0;t)
and it is in resupply at time t
¢
=
R t
0[1 ¡ G(t + h ¡ s)] 1
t ds
R t
0[1 ¡ G(t ¡ s)] 1
t ds
=
R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
:
Again, we assume that at time t = 0, there are no outstanding orders, and » is the system state be
for representing number of units in resupply. We de¯ned
¹ Qi;j(t;t + h) ´ P
£
number of units in resupply at time t + h is j j number of units in resupply
at time t is i and number of units in resupply at time zero is 0
¤
= P
£
»t+h = j j »t = i;»0 = 0
¤
:
Hence, the following set of probabilities can be determined:
¹ Qi;i(t;t + h) = P
¡
no demand occurs during (t;t + h] and all i units in resupply at time t
are still in resupply after h time units
¢
= e¡¸h
µ
i
i
¶
~ pi ¡
1 ¡ ~ p
¢0
= e¡¸h
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i
:
52¹ Qi+1;i(t;t + h) = P
¡
no demand occurs during (t;t + h] and among the i+1 units in resupply at time t,
only one of them is received after h time units
¢
= e¡¸h (i + 1)
·
~ pi ¡ ~ pi+1
¸
= e¡¸h ¢ (i + 1) ¢
("R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i
¡
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i+1)
:
¹ Qi¡1;i(t;t + h) = P
¡
a demand occurs during (t;t + h] and all i-1 units in resupply at time t
are still in resupply after h time units
¢
= ¸h e¡¸h ¢
µ
i ¡ 1
i ¡ 1
¶
~ pi¡1 ¡
1 ¡ ~ p
¢0
= ¸h e¡¸h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
Let ¹ Q
(³)
i¡1;i(t;t + h) = P
¡
a demand of type ³ occurs during (t;t + h] and all i-1 units in resupply
at time t are still in resupply after h time units where ³ 2 fs;gg
¢
:
Given that a customer demand occurs, the probability of it being a silver or gold customer demand
are ¸s=¸ and ¸g=¸, respectively. It follows that
¹ Q
(s)
i¡1;i(t;t + h) = ¸sh e¡¸h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
;
¹ Q
(g)
i¡1;i(t;t + h) = ¸gh e¡¸h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
:
Next, we are going to derive the limits of above expressions as h ! 0, which we will use for the steady
state analysis of system behavior.
Limits as h ! 0 :
(a)
lim
h!0
1 ¡ ¹ Qi;i(t;t + h)
h
= lim
h!0
1 ¡ e¡¸ h
h
¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i
53by using L'H^ opital's rule:
= lim
h!0
(
¸e¡¸ h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i
+
¡
¡ e¡¸ h¢
¢ i ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
¢
R t
0 ¡g(t + h ¡ s) ds
R t
0[1 ¡ G(t ¡ s)] ds
)
= ¸ + i ¢
R t
0 g(t ¡ s) ds
R t
0[1 ¡ G(t ¡ s)] ds
:
By the change of variables:
lim
h!0
1 ¡ ¹ Qi;i(t;t + h)
h
= ¸ + i ¢
R t
0 g(u) du
R t
0[1 ¡ G(u)] du
= ¸ + i ¢
G(t)
R t
0[1 ¡ G(u)] du
:
(b)
lim
h!0
¹ Qi+1;i(t;t + h)
h
= lim
h!0
e¡¸h
h
¢ (i + 1) ¢
("R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i
¡
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i+1)
by using L'H^ opital's rule:
= lim
h!0
¡¸e¡¸h ¢ (i + 1) ¢
("R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i
¡
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i+1)
+ e¡¸h ¢ (i + 1) ¢
(
i ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
¢
R t
0 ¡g(t + h ¡ s) ds
R t
0[1 ¡ G(t ¡ s)] ds
¡(i + 1) ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i
¢
R t
0 ¡g(t + h ¡ s) ds
R t
0[1 ¡ G(t ¡ s)] ds
)
= ¡(i + 1) ¢
R t
0 ¡g(t ¡ s) ds
R t
0[1 ¡ G(t ¡ s)] ds
= (i + 1) ¢
R t
0 g(t ¡ s) ds
R t
0[1 ¡ G(t ¡ s)] ds
;
by the change of variables:
lim
h!0
¹ Qi+1;i(t;t + h)
h
= (i + 1) ¢
R t
0 g(u) du
R t
0[1 ¡ G(u)] du
= (i + 1) ¢
G(t)
R t
0[1 ¡ G(u)] du
:
54(c)
lim
h!0
¹ Q
(s)
i¡1;i(t;t + h)
h
= lim
h!0
1
h
¢ ¸sh e¡¸h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
= lim
h!0
¸s e¡¸h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
= ¸s;
lim
h!0
¹ P
(g)
i¡1;i(h)
h
= lim
h!0
1
h
¢ ¸gh e¡¸h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
= lim
h!0
¸g e¡¸h ¢
"R t
0[1 ¡ G(t + h ¡ s)] ds
R t
0[1 ¡ G(t ¡ s)] ds
#i¡1
= ¸g:
As it was shown in the discretely distributed lead time case, the proof for the balance equations will
be given for a speci¯c case. The other cases can be proven in a similar way. Recall that balance equation
for i > 1 and j > 1 is given by:
¼(i;j) ¢
£
¸ +
1
T
¢ R(i;j)
¤
= ¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢
1
T
¢ R(i+1;j) + ¼(i;j¡1) ¢ ¸s
The limit terms given in the RHS of Equation (27) for the continuous case will be:
limh!0
¹ P(i¡1;j);(i;j)(t;t+h)
h = limh!0
¹ Q
(g)
R(i¡1;j);R(i;j)
(t;t+h)
h = ¸g;
limh!0
¹ P(i+1;j);(i;j)(t;t+h)
h = limh!0
¹ QR(i+1;j);R(i;j)(t;t+h)
h = R(i+1;j) ¢
G(t) R t
0[1¡G(u)] du;
limh!0
¹ P(i;j¡1);(i;j)(t;t+h)
h = limh!0
¹ Q
(s)
R(i;j¡1);R(i;j)
(t;t+h)
h = ¸s;
limh!0
1¡ ¹ P(i;j);(i;j)(t;t+h)
h = limh!0
1¡ ¹ QR(i;j);R(i;j)(t;t+h)
h = ¸ + R(i;j) ¢
G(t) R t
0[1¡G(u)] du.
Using the above results in Equation (27), we get
lim
h!0
P(Sg¡Ss;0);(i;j)(0;t + h) ¡ P(Sg¡Ss;0);(i;j)(0;t)
h
=
= P(Sg¡Ss;0);(i¡1;j)(0;t) ¢ ¸g + P(Sg¡Ss;0);(i+1;j)(0;t) ¢ R(i+1;j) ¢
G(t)
R t
0[1 ¡ G(u)] du
+ P(Sg¡Ss;0);(i;j¡1)(0;t) ¢ ¸s ¡
³
¸ + R(i;j) ¢
G(t)
R t
0[1 ¡ G(u)] du
´
¢ P(Sg¡Ss;0);(i;j)(0;t)
55Taking the limit as t ! 1 :
lim
t!1
lim
h!0
P(Sg¡Ss;0);(i;j)(0;t + h) ¡ P(Sg¡Ss;0);(i;j)(0;t)
h
=
= lim
t!1
(
P(Sg¡Ss;0);(i¡1;j)(0;t) ¢ ¸g + P(Sg¡Ss;0);(i+1;j)(0;t) ¢ R(i+1;j) ¢
G(t)
R t
0[1 ¡ G(u)] du
+ P(Sg¡Ss;0);(i;j¡1)(0;t) ¢ ¸s ¡
³
¸ + R(i;j) ¢
G(t)
R t
0[1 ¡ G(u)] du
´
¢ P(Sg¡Ss;0);(i;j)(0;t)
)
(30)
Since limt!1
G(t) R t
0[1¡G(u)] du = 1
E[G(t)] = 1
T < 1, the limit exists for the RHS of Equation (30) due
to Theorem 5.1 and Slutsky's Theorem. After reordering of the terms, above equation becomes:
lim
t!1
P 0
(Sg¡Ss;0);(i;j)(t) =
(
¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢ R(i+1;j) ¢
1
T
+ ¼(i;j¡1) ¢ ¸s ¡ ¼(i;j) ¢
³
¸ + R(i;j) ¢
1
T
´
)
: (31)
Note that P(Sg¡Ss;0);(i;j)(t) is bounded by zero and 1 for all t. Therefore, if limt!1 P 0
(Sg¡Ss;0);(i;j)(t)
converges, then it must converge to 0. However, we have already shown that it is convergent by the RHS
of Equation (31). As a result, by rearranging the terms we get:
¼(i;j) ¢
³
¸ + R(i;j) ¢
1
T
´
= ¼(i¡1;j) ¢ ¸g + ¼(i+1;j) ¢ R(i+1;j) ¢
1
T
+ ¼(i;j¡1) ¢ ¸s
The other balance equations follow from similar analysis.
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