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We consider a 2+1 dimensional model of charged fermions coupled to a Z2 gauge field, and study
the confinement transition in this regime. To elucidate the phase diagram of this model, we introduce
a method to handle the Gauss law constraint within sign problem free determinantal quantum Monte
Carlo, at any charge density. For generic charge densities, Z2 gauge fluctuations mediate pairing
and the ground state is a gapped superfluid. Superfluidity also appears in the confined phase. This
is reminiscent of the BCS-BEC crossover, except that a true zero temperature transition occurs
here, with the maximum Tc achieved near the transition. At half-filling also one obtains a large
Fermi surface which is gapped at zero temperature. However, on increasing fermion hopping a pi-
flux phase is spontaneously generated, with emergent Dirac fermions that are stable against pairing.
In contrast to a Fermi liquid of electrons, the change in Fermi surface volumes of the Z2 fermions
occurs without the breaking of translation symmetry. Unexpectedly, the numerics indicate a single
continuous transition between the deconfined Dirac phase and the confined superfluid, in contrast
to the naive expectation of a split transition, where a gap to fermions precedes confinement.
I. INTRODUCTION
In recent years, gauge theories have increasingly ap-
peared in the description of condensed matter systems.
In contrast to high energy physics, where the lattice
gauge theory is an approach to regularize a continuum
quantum field theory and analyze confinement [1], in con-
densed matter systems gauge fields are emergent and lat-
tice gauge theories are effective low-energy theories. Im-
portant examples include the dual vortex theory of lattice
bosons in two dimensions[2–4], theories of quantum anti-
ferromagnets [5–8], , quantum dimer models [9, 10] and
frustrated magnets [11–13].
The simplest, and historically the first, example of
a lattice gauge theory is the Ising lattice gauge theory
(ILGT) with a discrete Z2 local symmetry. It was in-
troduced [14] as a statistical mechanics model that ex-
hibits a phase transition without any symmetry break-
ing. The ILGT undergoes a zero temperature confine-
ment/deconfinement phase transition that is in the 3D
classical Ising model universality class. This can be seen
easily by establishing a duality between the (2 + 1)D
ILGT and the 2D transverse field Ising model [1]. The
deconfined phase of the IGLT is of great interest in con-
densed matter physics, since it is one of the simplest ex-
amples of a state with topological order which exhibits
long range entanglement despite exponentially decaying
correlations, and ground state degeneracy on manifolds
with nontrivial topology [15–17].
Coupling to dynamical matter fields , bosonic or
fermionic, can have a dramatic effect on the phase di-
agram of pure gauge theories and have led to new in-
sights. Some notable examples are the smooth evolution
between the confining phases of lattice gauge theories and
the Higgs phase obtained by condensing bosonic mat-
ter fields [18], an emergent deconfined phase in compact
QED3 [19, 20], a theory that is known to be confining in
the absence of matter fields and the loss of asymptotic
freedom in 3+1D QCD with a sufficiently large number
of flavors of fermions.
In this paper we ask the fundamental question of elu-
cidating the phases and phase transitions of dynamical
fermions coupled to a Z2 lattice gauge theory in (2 + 1)
dimensions. Analytical approaches for lattice gauge the-
ories are in general useful only in the strong and weak
coupling limits, and Quantum Monte Carlo (QMC) simu-
lations are the only known way to bridge the gap between
these limits. However, with a finite density of fermions,
Quantum Monte Carlo (QMC) simulations are usually
plagued by the fermion sign problem. Integrating out
the fermions in the imaginary time functional integral
leads in general to an effective action with a fluctuating
sign, or even worse, one that is complex, and leads to
uncontrolled statistical errors in the QMC.
For fermions coupled to IGLT, however, we show that
there is no sign-problem and describe a QMC algorithm
that works for arbitrary chemical potential, provided
there are an even number of fermion flavors. We work
with two spin flavors ↑ and ↓. The absence of a sign
problem allows us to work on large lattices and low tem-
perature and obtain unbiased results that are numerically
exact up to statistical errors.
Our main results are as follows. We find that the phase
diagrams are qualitatively different for the chemical po-
tential µ 6= 0 versus µ = 0, which enforces half-filling on
the square lattice with nearest neighbor hoping.
(1) For generic filling, we find that the Z2 gauge fields
mediate an attractive interaction between the fermions,
which are then gapped due to pairing and form a s-wave
superconducting ground state over the entire phase di-
agram. The superfluids in the opposite limits - deep in
the deconfined phase and deep in the confined phase, are
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FIG. 1: Schematic phase diagram at fixed µ > 0 as a
function of h/J and the temperature T .
reminiscent of the BCS and BEC scenarios respectively.
However they differ at a fundamental topological level -
in that the superfluid in the BCS side involves decon-
fined Z2 gauge fields and is an exotic superfluid (SF∗ in
the notation of [8] ). In contrast, a conventional super-
fluid is obtained on the BEC side, and hence the evolu-
tion from one to another cannot be via the usual BCS
to BEC crossover [21] but must exhibit a zero tempera-
ture quantum phase transition at which the gauge fields
undergo confinement (similar to the pure IGLT without
fermions). This is shown in Figure 1 and discussed in
Section IV A.
(2) Precisely at half filling, we find a new deconfined
phase with emergent Dirac excitations, in addition to
the deconfined BCS and confined BEC phases. We em-
phasize that we start with non-relativistic fermions on a
square lattice with near-neighbor hopping t. But, when
t is much larger than the ILGT coupling constant, we
find a spontaneously generated pi-flux in every plaquette,
which then leads to a Dirac excitation spectrum. This is
summarized in Figure 2 and discussed in Section IV B.
(3) We study the evolution of the deconfined Dirac ex-
citations into the confined superfluid phase (BEC) (for
example the vertical line in Fig. 2) . Conventional wis-
dom holds that this would proceed through a split transi-
tion, wherein first the fermions would acquire a mass gap
due to spontaneous breaking of symmetry (‘chiral sym-
metry breaking’ via a Gross-Neveu transition [22]), fol-
lowed by a confinement transition in the usual Ising con-
finement universality class. Instead our numerics indicate
a very surprising single, continuous transition wherein
symmetry breaking and confinement occur simultane-
ously. The theoretical description of such a direct tran-
sition is an interesting open problem. Further numerical
and theoretical study of this putative is left for the future
but we summarize our current understanding in Section
IV B.
The µ = 0 results at weak coupling show a transi-
tion from a state with a large Fermi surface (the non-
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FIG. 2: Schematic T = 0 phase diagram at half filling
with µ = 0.
interacting limit of the deconfined BCS phase) to a de-
confined Dirac phase with point nodes. This is an amus-
ing example of a change in Fermi surface area without
a broken translational symmetry that arises from the in-
teractions of the fermions with gauge degrees of freedom.
References [23–25] have suggested that related models
and phenomenology may be relevant to the study of
strongly correlated electronic systems such as cuprates
and heavy Fermion systems where Fermi volume changes
appear to play an important role.
II. MODEL AND METHODOLOGY
We consider the Hamiltonian [8]
H = HZ2 +Hf (1)
for the Ising lattice gauge theory (ILGT) coupled to
fermions. The gauge degrees of freedom are Pauli ma-
trices σzr,η and σ
x
r,η residing on the bonds of a square
lattice (see Fig. 3) with site label r and η = eˆx, eˆy. Their
dynamics are governed by the Hamiltonian
HZ2 = −J
∑
r
∏
b∈r
σzb − h
∑
r,η
σxr,η (2)
with a plaquette Ising magnetic flux term and bond elec-
tric field term. The plaquette r is defined by the set of
bonds b ∈ {(r, eˆx), (r, eˆy), (r + eˆx, eˆy), (r + eˆy, eˆx)}.
The fermions hop between nearest neighbor sites and
are minimally coupled to the gauge field though an Ising
version of the Peierls substitution,
Hf = −t
∑
r,η,α
σzr,ηc
†
r,αcr+η,α + h.c.− µ
∑
r,α
c†r,αcr,α. (3)
Here c†r,α is the fermion creation operator at site r with
spin α =↑ or ↓, t is the hopping amplitude and µ the
3 zb t
FIG. 3: Lattice model of Eq. (1): The Ising gauge fields
σzb (red arrows) reside on the links of a square lattice.
Frustrated plaquettes, with
∏
b∈r σ
z
b = −1, are marked
in green. The sign of the fermion hopping amplitude is
determined by the Ising gauge field σzb along the bond b.
chemical potential. We must restrict the Hilbert space
to include only physical states that obey Gauss’ law
∏
b∈+r
σxb (−1)n
f
r = 1, (4)
a local constraint at each site r. Here nfr =
∑
α c
†
r,αcr,α
is the fermion number operator at site r and +r is de-
fined by the set of bonds {b} = {(r,±eˆx), (r,±eˆy)}, with
σr,−η = σr−η,η. Each fermion acts a source for an elec-
tric field as shown in Fig. 4. Eq. (4) restricts the Hilbert
space to states without a background Z2 charge.
We impose the gauge-invariance constraint (4) exactly
via an Ising field that lives on temporal links, integrate
out the fermions and show in Appendix A that there is
no sign problem at any µ. We then sample the effective
action for the gauge fields using standard determinan-
tal QMC methods augmented by global moves that are
inspired by the worm algorithm; see Appendix C for de-
tails.
In addition to avoiding the sign-problem, we also need
to introduce a technical innovation to circumvent the
“zero problem” that arises at the particle-hole (PH) sym-
metric point µ = 0. We find that the vanishing probabil-
ity for configurations odd under PH symmetry leads to a
systematic bias in expectation values of observables that
are not symmetric under PH transformation of a single
spin flavor. To address this problem, we introduce an
extended configuration space that enables us to correctly
sample these contributions as shown in Appendix B.
Another challenge that we address below is the issue of
characterizing various phases using only gauge invariant
correlation functions. Commonly used correlations like,
e.g., the single particle Green’s function are not gauge in-
variant and cannot be used to characterize the excitation
spectrum.
nf = 0
nf = 1
 x = 1
 x =  1
nf = 2
FIG. 4: Ising gauge field configurations in the σx basis
satisfying the constraint in Eq. (4) for different values of
the fermion density nf . Each fermion acts as a source of
electric field.
III. SYMMETRIES OF THE MODEL
Before discussing the phase diagram of our model a
few comments are in order. First, we note the crucial
role played by global symmetries in defining our model
(See Table.I). We have implicitly assumed a global U(1)
charge associated with the fermions, c, in addition to
their Z2 gauge charge. For this reason we do not have
explicit pairing terms in our Hamiltonian, and a Fermi
surface is possible at least in the limit where gauge fluctu-
ations are quenched. The charge U(1) symmetry is spon-
taneously broken in the BEC/BCS superfluid phases.
In the absence of a chemical potential µ = 0, the sym-
metry is enlarged and now includes a SU(2) pseudospin
symmetry, just as in the Hubbard model[26]. The gener-
ators of this symmetry at site r are: P+r = (−1)rc†r↑c†r↓
and P z = (nr↑ + nr↓ − 1)/2, which commute with the
µ = 0 Hamiltonian (Eq . 1). Under this symmetry, su-
perfluid order can be rotated into charge density wave
order which must be degenerate at µ = 0. We always
assume the SU(2) spin rotation symmetry is preserved.
Another important symmetry is that of translations
Tx, Ty, which allows us to define a unit cell and, in con-
junction with the conserved U(1) charge, a filling. How-
ever, it is important to note that there is a degree of lati-
tude involved in how the fermions c transform, since they
are not gauge invariant operators. That is , the symmetry
action can perfectly well include a gauge transformation.
The above can lead to distinct symmetry implementa-
tions, the projective symmetry groups[27], which respect
the physical symmetry in all gauge invariant observables.
In the context of translation symmetry, these are just the
magnetic translation groups - which for the case of Z2
fluxes simply corresponds to the two translation genera-
tors of the square lattice, commuting or anticommuting
i.e. TxTy = ±TyTx when acting on the fermions.
These correspond to the zero and pi flux phases respec-
4tively, and at a fixed density of fermions would lead to
a large or small Fermi surface whose volumes differ by a
density corresponding to half filling. Nevertheless both
these states are translationally symmetric, as can be seen
by considering any observable (which is necessarily gauge
invariant and hence blind to the flux). Note however, if
these fermions were actually electrons, the phase with pi
flux per unit cell would correspond to a doubling of the
unit cell.
Secondly, we would like to discuss the physical setting
for the model described above and how it relates to more
familiar condensed matter models. To do this, let us first
determine the gauge invariant operators (See Table.II),
which are the physical degrees of freedom. This necessar-
ily involves even powers of the fermion operator c, which
can carry charge 2 eg. c†↑c
†
↓ or charge 0 eg. c
†c which in
turn can either transform as spin 1 or spin 0.
The physical degrees of freedom in our model are read-
ily identified deep in the confined phase when h→∞ in
Eq. 1. There, we would like to set all the σx = +1. The
constraint then implies that the fermion density on a site
nfi = 0 or 2, i.e. one has empty sites and sites occupied
by a gauge neutral boson. In other words this is just the
Hilbert space of a hardcore lattice boson model.
On the other hand, if we had imposed the ‘odd’ con-
straint - i.e.
∏
+r
σx(−1)nfi = −1, then deep in the con-
fined phase we would obtain nfi = 1, and this could corre-
spond to either a spin up or down fermion, which implies
that we are dealing with a spin model.
Our physical (gauge invariant) degrees of freedom then
correspond to bosons with a global U(1) charge, and neu-
tral spin excitations with integer spin. Therefore we are
dealing with a boson only lattice model with spin and
charge degrees of freedom. Importantly there are no
gauge invariant fermions - so this is not explicitly an elec-
tronic model.
This is in contrast to the ‘orthogonal metal’ to which
our phase has many similarities (such as a Fermi sur-
face of Z2 gauge charged fermions, carrying a global U(1)
charge and spin 1/2 [25]) but differs in that the models
of [25] explicitly involve electrons in the physical Hilbert
space. It would be an interesting exercise to reintroduce
electrons as an additional degree of freedom to bring this
closer to modeling correlated systems.
IV. PHASE DIAGRAM
A. µ > 0: Confinement and BCS-BEC crossover
Before describing the numerical results, we first estab-
lish the general structure of the phase diagram by con-
sidering several limiting cases. This will also serve to
summarize our main results. We note that the results
are symmetric with respect to changing the sign of the
hopping amplitude t → −t, or the chemical potential
µ → −µ, or both. Without loss of generality, we con-
sider t > 0 and µ ≥ 0. For simplicity, we focus on the
case J > 0 and h > 0. We choose the chemical potential
to lie within the bandwidth µ ∈ [−8t, 8t]. In the fol-
lowing, we will distinguish between the cases µ > 0 and
µ = 0 since, as we explain below, qualitatively different
physics emerges at the half filling.
The phase diagram for µ > 0 is depicted schematically
in Fig. 1. We argue next that for a small, fixed value
of t/J , one has a BCS-to-BEC crossover in the fermion
sector with increasing h/J , together with the usual de-
confined to confined phase transition for the Z2 gauge
fields. The QMC results are discussed in the following
Section.
Deep in the confining phase, h  J and h  t,
the ground state of the Ising gauge field sector is
|GS〉confined =
∏
r,η |σxr,η = 1〉. The fermions then form
tightly bound bosonic molecules, or on-site |↑↓〉 pairs, in
order to minimize the electric field cost necessary to sat-
isfy the constraint (4). The molecule is described by the
bosonic creation operator b†i = c
†
i,↓c
†
i,↑.
Quantum corrections delocalize the bosons via a vir-
tual process in which one of the constituent fermions hops
to a neighboring site and the other one follows. Gauss’
law (4) generates an electric field along the bond connect-
ing the two sites, leading to an intermediate state with
energy cost h deep in the confined phase. The effective
hopping amplitude for bosons is then tboson ∼ t2/h. In
addition, there is an on-site hard-core repulsion between
bosons arising from the Pauli principle for the constituent
fermions. The ground state in the confined limit is then
a Bose–Einstein condensate (BEC) with 〈bq=0〉 6= 0.
Next we consider the limit h  J , deep in the de-
confined phase. The (gauge invariant) ground state of
the Ising sector is a zero flux state, |GS〉deconfined =∏
r,η |Br = 1〉, where B = σzσzσzσz around the pla-
quette. It is useful to work in the axial gauge with all
σzr,eˆx = +1 on an infinite lattice; (note that this need not
work on a cylinder or torus). The ground state then sim-
plifies to |GS〉deconfined =
∏
r,η |σzr,η = 1〉. In this gauge,
the fermions decouple from the gauge fields in the h = 0
limit, and their ground state is the Fermi sea obtained
by filling up the square lattice cosine band up to µ.
We expect [1, 28] that for small h/J the Z2 gauge
fields meditate a weak, short-range attractive interaction
between the fermions. This would lead to Cooper insta-
bility of the the Fermi surface and a BCS-like ground
state. At T = 0 this state is actually a fractionated su-
perfluid, dubbed SF∗ [8], with vison excitations that lead
to ground state degeneracy on a cylinder or torus.
In summary, the fermions are always gapped out by
pairing and exhibit a BCS to BEC-like crossover as a
function of increasing h/J , while the Z2 gauge fields ex-
hibit a deconfined to confined phase transition. Since the
fermions are gapped, the confinement transition should
be in the same universality class as the pure Z2 gauge
theory in (2 + 1)D, which is dual to the transverse field
Ising model.
There are several ways in which the BCS-BEC
5TABLE I: Symmetries of the gauge charged operators
Operator
/Symmetry
Fermion:
cα
Vison (‘m’ particle):
v =
∏
string σ
x
Boson (‘e’ particle):
bα = cαv
U(1) charge 1 0 1
SU(2) spin 1/2 0 1/2
TxTyT
−1
x T
−1
y +1/-1,
(Large/Small Fermi Surface)
+1 +1/-1 ,
(Large/Small Fermi Surface)
TABLE II: Symmetries of the gauge neutral (local) operators
Operator
/ Symmetry
Cooper pair:
c↑c↓
Spin
c†ασα,βcβ
Energy Density:∏
plaquette σ
z
U(1) charge 2 0 0
SU(2) spin 0 1 0
TxTyT
−1
x T
−1
y +1 +1 +1
crossover in this model differs from previous studies of
the crossover in lattice models like the attractive Hub-
bard model. Despite the fact that there is a smooth
crossover at finite temperatures, there is a T = 0 phase
transition between a fractionalized BCS superfluid SF∗
and a BEC superfluid (SF). Second, the functional form
of the effective interaction between fermions evolves with
h/J in a very interesting way. It is exponentially decay-
ing in the deconfined phase, an attractive power-law at
criticality [29] and a linearly diverging potential in the
confined phase. In the BEC regime, the bosons are not
merely bound, but confined. We will see some manifesta-
tions of this in the numerical results below. Finally, in an
attractive Hubbard model, say on a square lattice with
near neighbor hoping, if one were to keep the chemical
potential µ fixed and keep increasing the attraction |U |
one will eventually go to an empty (or completely filled)
lattice depending on µ < 0 (or µ > 0).
B. µ = 0: Emergent Dirac phase
The schematic phase diagram at half-filling (µ = 0)
shown in Fig. 2 is more interesting than the case discussed
above. In the weak hopping limit t  J , we do not
expect a qualitative difference between µ = 0 and µ 6= 0.
One just obtains a BCS to BEC crossover in the fermion
sector with a confinement transition in the gauge fields.
On the other hand, the situation is qualitatively differ-
ent for t  J . The surprise here is the emergent Dirac
phase for large hopping, that arises from the spontaneous
generation of a pi-flux through each plaquette, as dis-
cussed in detail below. An interesting consequence, in
the h = 0 limit, is the evolution from a large Fermi sur-
face at small t/J to Dirac nodes at large t/J . This is
then an example of a change in the Fermi surface volume
without any translational symmetry breaking.
Let us first think about the large t limit where the
kinetic energy of fermions dominates all other terms
in the Hamiltonian. Determining the ground state
then amounts to finding the Ising gauge field {σzb}
configuration that minimizes the kinetic energy of the
fermions. Exactly at half filling, the optimal gauge
field configuration is a uniform pi-flux phase, |pi-flux〉 =∏
r,η |Br = −1〉 as was shown in [7, 30, 31]. The disper-
sion relation of the pi-flux lattice is a semi-metal [7] with
two distinct gapless Dirac nodes. The two Dirac nodes
are not a consequence of spatial symmetry breaking and
are, in fact, mandated by the Nielson-Ninomiya theorem.
The vanishing density of states of the Dirac nodes
means that the pairing instability [32, 33] does not occur
for arbitrarily small attraction (unlike a Fermi surface).
This stabilizes the non-superconducting phase of decon-
fined Dirac fermions in the large hopping amplitude limit.
Consider the transition from the deconfined Dirac (pi-
flux) phase to the confined BEC at fixed, large h. This
necessarily involves two distinct phase transitions: a
confinement transition of the ILGT and spontaneous
U(1) symmetry breaking associated superconductivity.
In principle, these two transitions can occur separately
leading to an intermediate deconfined BCS phase. We
will show below that we find no evidence of such an in-
termediate phase in our numerics, which are consistent
with a single transition between the deconfined Dirac and
confined BEC phases. In the scenario with a direct tran-
sition, the Dirac excitations are expected to play a role in
the low energy physics and give rise to a new universality
class of the confinement transition.
At small h, we find numerical evidence for two tran-
sitions as we go from a deconfined BCS state at small
t to a deconfined Dirac state at large t. We interpret
the intervening phase a confined BEC state. To justify
6this, we note that since the pi-flux lattice minimizes the
kinetic energy of the fermions, increasing t generates an
effective magnetic plaquette term with a negative cou-
pling J˜ < 0. As a result, the bare Ising magnetic flux
coupling J is renormalized to smaller values and for suf-
ficiently reduced coupling a transition to a confined phase
is expected.
The schematic µ = 0 phase diagram in Fig. 2 reflects
these expectations.
V. QUANTUM MONTE CARLO RESULTS
The grand canonical partition function Z(β, µ) at in-
verse temperature β = 1/T and chemical potential µ is
defined as
Z(β, µ) = Tr
[
Pˆ e−β(H−µN)
]
. (5)
where the Trace is over both the Z2 gauge fields and the
fermions. Pˆ =
∏
r Pˆr is a projection operator, with Pˆr
enforcing the Gauss’ law constraint (4) at each site r.
Note that each Pˆr commutes with H of eq. (1). Expec-
tation values are then defined as ,
〈O〉 = 1Z Tr
[
Pˆ e−β(H−µN)O
]
. (6)
We numerically sample the partition function (5) and
measure various observable using a determinantal QMC
algorithm described in detail in Appendix A. Impor-
tantly, we explain there how we impose the projection
operators Pˆr and obtain a QMC algorithm free of the
fermion sign problem for arbitrary µ.
At the particle hole symmetric point, µ = 0, the QMC
weight for a certain macroscopically large subclass of con-
figurations vanishes. This in turn gives rise to a system-
atic bias of the Monte Carlo result. In Appendix B we
provide a detailed description of this “zero problem” and
suggest a simple solution that we implement in our nu-
merical calculation.
We discretize the imaginary time in steps of size ∆τ
satisfying t∆τ ≤ 0.125, which we found to be sufficiently
small to control the Trotter error. Finally, we introduce a
global updating scheme, inspired by the worm algorithm
[34], which dramatically reduces the Monte Carlo corre-
lation time, thus enabling us to simulate relatively large
systems in close vicinity to the critical coupling. Further
details can be found in Appendix C
In the presence of a dynamical gauge fields, Elitzur’s
theorem implies that only gauge invariant observables
have a non-vanishing expectation value. We now discuss
the various observables that we have computed to char-
acterize the various phases and phase transitions.
As a probe of the Ising gauge field sector we consider
the average Ising magnetic flux energy 〈B〉
with
B =
∑
r
∏
b∈r
σzb (7)
Near the confinement transition the magnetic field energy
is expected to develop a singularity that is captures by
susceptibility,
χB =
1
N
∫ β
0
dτ
[
〈B(τ)B(0)〉 − 〈B(0)〉2
]
(8)
where N is the number of sites.
Superconducting order is probed by studying the s-
wave pairing susceptibility, defined as,
PSC (r− r′, τ) = 1
2
〈
b†r′(τ)br + h.c
〉
(9)
where b†r = c
†
r,↓c
†
r,↑ is the pair creation operator.
The current response to an external probe U(1) elec-
tromagnetic gauge field is given by [35],
Πµ,ν(q, iωm) = 〈−Kµ〉 δµ,ν−〈Jµ (q, iωm) Jν (−q,−iωm)〉
(10)
where the Matsubara frequency ωm = 2pim/β with m ∈
Z. The diamagnetic term is given by (minus) the fermion
kinetic energy along the µ direction.
Kµ = −t
∑
r,α
σzr,µc
†
r,αcr+µ,α + h.c. (11)
The current operator Jr,µ is defined as
Jr,µ = −it
∑
r,α
σzr,µc
†
r,αcr+µ,α − h.c. (12)
We are only interested in the static response here, which
we decompose into its longitudinal (L) and transverse
(T) parts
Πµ,ν(q, iωm = 0) = Π
L(q)
qµqν
q2
+ ΠT (q)
(
δµ,ν − qµqν
q2
)
.
(13)
To characterize a superconducting state, we compute
the superfluid stiffness ρs = Π
T (q→ 0). In practice, on
an L× L lattice, we compute [35]
ρs = lim
L→∞
Πxx (qx = 0, qy = 2pi/L; iωm = 0) . (14)
Finally we need to identify observables to characterize
the deconfined Dirac phase. The spectrum of fermionic
excitations is not directly accessible to us since the the
single particle Green’s function is not a gauge invariant
quantity. We use the static (dia)magnetic susceptibility
χ(q) =
∂M(q)
∂B(q)
= − 1
q2
ΠT (q) , (15)
which can be related to ∂M/∂H using B = H + 4piM .
Note that this is the only place in the paper where we
use B to denote the external magnetic field, related to
U(1) electromagnetism, and not the Z2 magnetic field!
To identify the Dirac phase, we will exploit the char-
acteristic 1/q divergence for the diamagnetic χ(q) arising
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FIG. 5: Confinement transition at
J = 1, t = 0.5, µ = 0.3 as a function of h. (a) The
average Ising magnetic flux 〈B〉 drops from unity deep
in the deconfined phase at small h to zero deep in the
confined phase at large h. (b) Magnetic flux
susceptibility χB shows a peak at the confinement
transition.
from point nodes. It was first first pointed out in the
context of graphene [36] that
χDirac(q) = − gsgvv
16q
(16)
where gs (gv) are the spin (valley) degeneracies, v is the
the Fermi velocity and we use units with e = c = ~ = 1.
Results for various other observable such as the com-
pressibility, spin susceptibility, s-wave pairing correla-
tions, and Wilson loops will be presented in a later pub-
lication.
A. Confinement and superconductivity for µ > 0
We now present QMC results for a µ > 0 system
which has a (large) Fermi surface in its noninteracting
limit. Specifically, we choose J = 1, t = 1 and µ = 0.3
and investigate the confinement transition and BCS-BEC
crossover as a function of h. In Fig. 5a we observe the
following evolution of the average Ising magnetic flux 〈B〉
with h. For small h, the plaquette term dominates in H
and 〈B〉 → 1. 〈B〉 decreases with increasing h, since the
electric field term generates quantum corrections in the
form of pi-flux vison excitations. Deep in the confined
phase, the electric field E is frozen out and B fluctuates
wildly so that 〈B〉 → 0 for large h. We probe critical fluc-
tuations near the confinement transition using the sus-
ceptibility χB defined in eq. (8). We see in Fig. 5b that
χB develops a peak that marks the confinement tran-
sition. A quantitative analysis of the universal critical
behavior requires a finite size scaling analysis, which will
be presented in a later publication.
We next show that the fermions are superconducting
across the confinement transition. We see in Fig. 6a
that the system has a finite superfluid stiffness ρs(T ) at
low temperatures. We can estimate the transition tem-
perature Tc using the universal jump ρs(T
−
c ) = 2Tc/pi,
predicted by the Berezinskii, Kosterlitz Thouless (BKT)
theory for 2D superconductors. The finite size of our
simulations, rounds off the jump discontinuity, but we
can nevertheless estimate Tc from the intersection of the
ρs(T ) curve with the straight line 2/piT (see Fig. 6a).
The resulting Tc estimates plotted in Fig. 6b show that
the transition temperature remains finite across the con-
finement transition at hc (marked with a dashed verti-
cal line estimated from χB). Tc(h) has a non-monotonic
variation with h with a maximum that seems to be above
the confinement hc. Deep on the confined side, we expect
that Tc (and ρs(0)) will both eventually vanish like t
2/h
in the BEC regime, for reasons explained above. The
very sudden drop in Tc on the deconfined side just below
hc, is related to the qualitative change in the attractive
interaction between fermions (discussed in the previous
section). This results in a small pairing gap and thus a
small Tc. Note that the energy gap cannot be estimated
from the fermion Green’s function, which is gauge depen-
dent. We are currently pursuing estimating the energy
gap from the spin susceptibility [37, 38].
B. Emergent Dirac excitations at µ = 0
We finally turn to the particle-hole symmetric case
µ = 0, where we expect an emergent Dirac phase based
on the arguments presented in the previous section. We
now present unequivocal numerical evidence for this in-
teresting phase with excitations that become gapless at
nodal points in the Brillouin zone, even though we started
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FIG. 6: Superfluid stiffness ρs and superconducting Tc
as functions of h for J = 1, t = 0.5, µ = 0.3 and L = 10.
(a) Estimating the Berezinskii-Kosterlitz-Thouless Tc
from the universal jump in ρs(T ). (b) Variation of Tc
across the confinement transition. The dashed line is
the critical hc estimated from the peak position of χB
in Fig. 5b, for L = 12 and β = 28. (c) Evolution of the
low temperature ρs across the confinement transition.
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FIG. 7: Phase transition from a confined BEC to a
deconfined Dirac phase driven by by increasing t at
µ = 0 with J = 0.1, h = 0.2. (a) The average Ising
magnetic flux 〈B〉 which goes from 0 deep in the
confined phase to −1 (“pi-flux”) deep in the deconfined
limit. (b) The magnetic flux susceptibility χB whose
singularity indicates the confinement transition.
with fermions with a simple non-relativistic dispersion.
For finite size and temperature scaling, we consider a se-
quence with increasing system size L = 6, 8, 10 and set
the inverse temperature to β = L.
Strong Coupling: First we investigate the transition
at µ = 0 driven by varying t at fixed h/J > 1, i.e., the
strong coupling regime for the gauge theory. We choose
J = 0.1, h = 0.2 for the numerics.
The evolution of the average Ising magnetic flux 〈B〉
with t is plotted in Fig.7a. In the small t limit, deep
in the confined phase, 〈B〉 → 0. With increasing t we
see that 〈B〉 decreases monotonically and asymptotically
approaches 〈B〉 → −1 in the large t limit. Thus a flux of
pi per placate is spontaneously generated at large t. We
note that J > 0 magnetic term in H favors zero flux (or
〈B〉 = 1) while the h > 0 electric term in H randomizes
the flux (〈B〉 = 0). So the only way to get a pi-flux phase
is if the fermion kinetic energy dominates both J and h,
together with µ giving rise to a commensuration effect.
To locate the the deconfinement transition we examine
the susceptibility χB . We see in Fig. 7b. that χB displays
a peak which increases with system size and marks the
confinement (small t) to deconfinement (large t) phase
transition at a critical value of tc ≈ 1.8(1). The uni-
versality class of this confinement transition is expected
to quite different from that in the pure Z2 gauge the-
ory, given that there are gapless Dirac excitations in the
deconfined phase, as we show next.
We expect Dirac excitations in the pi-flux phase, how-
ever, probing these is not so simple since quantities like
the fermionic spectral function or density of states are
not gauge invariant. We therefore turn to the static dia-
magnetic susceptibility χ(q) in the long wavelength limit
with q = 2pi/L. In a Dirac phase with two spins (gs = 2)
and two nodes per Brillouin zone (gv = 2), eq. (16) im-
plies χDirac(q = 2pi/L) = − vL/8pi, where v is the Fermi
velocity. Thus −4piχDirac(q = 2pi/L)/Lt = v/2t, whose
normalization has been chosen so that the answer is unity
for the non-interacting pi-flux phase where the Fermi ve-
locity at the Dirac nodes is v = 2t as sown in Appendix
E.
It is therefore convenient to analyze the QMC data in
terms of the scaled susceptibility
χ˜ ≡ 4piχ(q = 2pi/L)/t, (17)
and we plot in Fig. 8a the t dependence of −χ˜/L. We see
clear evidence that −χ˜/L approaches unity in the large
t limit.
We can also use the diamagnetic susceptibility as a
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FIG. 8: Confined BEC to deconfined Dirac phase
transition at µ = 0 driven by varying t for fixed
J = 0.1, h = 0.2. The diamagnetic susceptibility
χ˜ ≡ 4piχ(q = 2pi/L)/t serves as a probe of both
superconductivity and Dirac nodes. (a) −χ˜/L as a
function of t. This goes to unity independent of L in
the Dirac phase at large t; see text. (b) −piχ˜/L2 as a
function of t. Note that this goes to ρs, a constant
independent of L and β, in the superconducting state at
small t. (c) We also study superconductivity using the
static zero momentum s-wave paring susceptibility P˜SC .
In the confined phase the pairing susceptibility is finite
indicating on superconducting order. With increase in t
the pairing susceptibility decreases and vanishes
continuously at the critical coupling tc = 1.8(1). In the
Dirac phase P˜SC remains zero.
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FIG. 9: The evolution from a deconfined BCS state to a
deconfined Dirac phase with increasing t in the weak
coupling regime J = 0.3 h = 0.1. (a) The average Ising
magnetic flux 〈B〉 which goes from +1 (or zero flux)
deep in the deconfined BCS phase at small t to −1 (or
pi-flux) deep in the deconfined Dirac limit at large t. (b)
The Ising magnetic flux susceptibility χB exhibits two
peaks as a function of t indicating two distinct
confinement transitions, with an intermediate-t phase
which is a confined BEC. (c) Scaled diamagnetic
susceptibility −χ˜/L (see text) as a function of t. This
goes to unity independent of L in the Dirac phase at
large t.
diagnostic for superconductivity. In a superconducting
phase, the superfluid stiffness ρs 6= 0, and thus the dia-
magnetic susceptibility χ(q = 2pi/L) ≈ −L2ρs/4pi2. (We
note in passing that, from this perspective, we can think
our preceding analysis of the Dirac phase in terms of
ρs ∼ 1/L; see ref. [39]).
Before presenting the numerical results, we note that,
as discussed before, for µ = 0 our model has an enlarged
SU(2) pseudo-spin symmetry, which transforms between
superconductivity and charge density wave (CDW) or-
der. The superfluid stiffness is then related to the spin
stiffness of the SU(2) symmetry. Therefore, unlike the
U(1) case for µ > 0 where there is finite superfluid stiff-
ness below the BKT Tc, in the SU(2) case for µ = 0, the
spin stiffness is non-zero only at strictly zero tempera-
ture. Nevertheless, we can still probe zero temperature
order by properly scaling both the linear system size L
and the inverse temperature β.
To see superconductivity in the confined BEC phase,
we plot in Fig. 8b−piχ˜/L2 as a function of t, and find that
in the small t regime the results are indeed independent
of L and β.
We further study the superconducting transition in
Fig. 8c, where we depict the static zero momentum s-
wave pairing susceptibility P˜SC = PSC(q = 0, iωm = 0),
which serves as an order parameter for superconductiv-
ity. We note that, according to Mermin-Wagner theorem
continuous symmetries can not be spontaneously broken
in two dimensions at finite temperature. Therefore, we
must investigate the zero temperature ordering by scaling
both the linear system size L and inverse temperature β.
Transition between deconfined Dirac and con-
fined Superfluid: Indeed, for small t, in the super-
conducting phase, the pairing susceptibility is finite. As
t increases the pairing susceptibility vanishes continu-
ously at a critical coupling tc ≈ 1.8(1) and remains zero
throughout the non-superconducting Dirac phase. Inter-
estingly, the critical coupling tc, reveled by the vanishing
of the superconducting order parameter, appears to co-
incides with the peak in the magnetic field susceptibility
χB which marks the confinement transition.
If indeed, both the fermions and the Ising gauge field
are critical, the putative phase transition is expected to
belong to a novel universality class which is distinct from
either the usual chiral symmetry breaking Gross-Neveu
[22] universality class or the confinement transition of
the Ising lattice gauge theory (3D classical Ising model
universality class). Determining the ultimate fate of this
transition would require a refined finite size scaling anal-
ysis that we will present in [40].
Weak Coupling: Finally, we look at the phase di-
agram at µ = 0 at fixed h/J < 1, the weak coupling
regime for the gauge theory. We choose J = 0.3, h = 0.1
and examine how the system evolves as a function of the
fermion hopping t. In Fig. 9a we plot the average Ising
magnetic flux 〈B〉 which is a monotonically decreasing
function of t with following limiting behavior. At small
t, we find that 〈B〉 → +1 or zero flux, characteristic of a
system deep in the deconfined phase, where the fermions
form a BCS superconducting state. At the opposite ex-
treme of large t, 〈B〉 → −1 characteristic of a deconfined
phase with a spontaneously generated pi-flux per plaque-
tte and emergent Dirac nodes (see below).
The system evolves between the deconfined BCS and
deconfined Dirac phases in an interesting way. Instead
of showing a direct transition between the two, there is
an intermediate phase. We see this in Fig. 9b where the
Ising magnetic flux susceptibility χB shows two peaks as
a function of t indicating two distinct confinement tran-
sitions. This implies a confined phase intermediate be-
tween the two deconfined phases, and by the arguments
in the preceding Section, we identify this as a confined
BEC.
Finally, we show the existence of emergent Dirac ex-
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citations in the pi-flux phase at large t, by analyzing the
diamagnetic susceptibility in Fig. 9c. We see that at large
t −χ˜/L → 1 independent of L, which is direct evidence
for Dirac nodes. The confined BEC to deconfined Dirac
phase transition at weak coupling should be in an inter-
esting new universality class, as already mentioned in the
case of a similar transition in the strong coupling regime.
VI. A PARTICLE-HOLE TRANSFORMATION
BETWEEN THE EVEN AND ODD ILGT
SECTORS
Before we conclude, in this section we derive an ex-
act mapping between the ”even” (without background
charge) and the ”odd” (with one background charge per
unit cell) sectors of the ILGT [8, 41] at half filling. The
mapping is generated by applying a partial particle hole
transformation only on the spin down (without loss of
generality) fermion [42]. This is the same transformation
that in the context of a Hubbard model on a bipartite lat-
tice exchanges repulsive and attractive interactions[43].
At half filling, the Hamiltonian is invariant whereas the
Ising Gauss‘ law obtains a non trivial minus sign factor
which transforms the theory to its odd sector,∏
b∈+r
σxb (−1)n
f
r = −1 (18)
Importantly, the partial particle hole transformation also
maps the fermion number operator to the z component
of the spin operator Sz = n↑ − n↓.
Interestingly, this mapping allows us to determine the
odd sector phase diagram based on our analysis of the
”even” sector in the previous section, see Fig. 10. Due
to the SU(2) pseudospin symmetry, superconductivity
in the even sector is degenerate with CDW order and
hence the partial particle hole symmetry maps CDW or-
der to an ordered antiferromagnetic (AF) spin density
wave (SDW). As in the even sector, the deconfined state
sustains non trivial fractional excitations and we denote
it by AF∗ following the notation of [8]. As a consequence,
the AF states in the confined and deconfined phases are
distinct and the transition between them is an ILGT con-
finement transition. Within this model, the magnetically
ordered phases are insulating while the deconfined Dirac
theory is a semimetal, with gapless spin and charge ex-
citations.
VII. CONCLUSIONS
Our main conclusions are already summarized at the
end of introduction, so we end with some remarks on the
methodological progress and open questions.
First let us comment on the QMC sign problem, known
to plague most fermion models at arbitrary density, with
the well known exception of the attractive Hubbard
h/J
AF/INSAF*/INS
Z2 Dirac (semi-metal)
t/J
"#"#"#
"# "#"#
"# "#"#
"#"#"#
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FIG. 10: Schematic T = 0 phase diagram of the ”odd“
sector at half filling with µ = 0.
model [44]. In recent years, sign-problem free QMC al-
gorithms have been devised for many other interesting
fermion problems. They include models relevant for high
energy physics [45], Majorana fermion based algorithms
[46], fermions coupled to nematic fluctuations [47] anti-
ferromagnetic spin fluctuations [48, 49] and multi-band
models relevant for pnictides [50, 51]
The sign-problem free algorithm introduced in this pa-
per is, to the best of our knowledge, the first one for
charged fermions couple to gauge theories. A different
problem that we faced above, and were able to over-
come, is the “zero problem”. Here the neglect of a class
of configurations which have vanishing weight (due to a
symmetry) leads to a bias in the evaluation of certain
observables. Our solution of the “zero problem” problem
by using an extended configuration space may be of some
general interest for QMC simulations.
Note that we work in the “even sector” of the gauge
theory with no background Z2 charge. We do not know
of general sign-problem free QMC algorithm for the odd
sector [8], except for the special case of half-filing [40].
This sector is relevant for Mott insulators, with a back-
ground of one fermion per site, and for describing d-wave
superconductivity upon doping.
Our focus in this paper has been on understanding the
phases and the phase diagram of fermions coupled to Z2
gauge theory in (2+1)D, a basic problem on which there
has been essentially no prior work, that we are aware of.
The next step is to gain insight into the universal critical
behavior at the quantum phase transitions. This requires
a finite size scaling analysis of QMC data, an important
task that we leave for a future paper.
At generic filling, the fermions undergo a BCS to BEC
crossover in the fermion sector that rides on top of an un-
derlying deconfined to confined phase transition for the
gauge fields. We expect this transition to be in the same
(3D Ising) universality class as confinement in pure Z2
gauge theory, since the fermions are gapped out. In the
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half-filled case, we find an additional phase with emergent
Dirac excitations for large fermion hopping. Our results
on this novel deconfined Dirac phase raise many ques-
tions that are worthy of further study. These include:
understanding the universality class of the confined BEC
to deconfined Dirac phase transition; understanding the
intermediate confined BEC phase between the deconfined
BCS and Dirac phases at weak coupling, and how it
pinches off to give a Fermi surface area changing tran-
sition between two deconfined phases without any sym-
metry breaking.
Note added : After finalizing the results of this paper
we became aware of a QMC study of a related inter-
esting model[52], in which the Ising Gauss’ law is not
explicitly enforced. Understanding the precise relation
between these works is left to the future.
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Appendix A: DQMC - Path integral formulation
In this section we map the two dimensional quantum
problem to a three dimensional classical statistical me-
chanics model. This is done by rewriting the grand
canonical partition function Z(β, µ) ( Eq. (5)) in terms of
an imaginary time path integral. The procedure closely
follows the standard QMC methods with the exception
that in our case we must also incorporate the constraint
(Eq. (4)).
We define a projection operator, Pˆ =
∏
r Pˆr, which
imposes the constraint in Eq. 4 at each site r [8],
Pˆr =
1
2
1 + ∏
η=±eˆx,eˆy
σxr+η(−1)nr
 (A1)
In the path integral formulation, we will use an equivalent
expression using a discrete Lagrange multiplier,
Pˆr =
∑
λr=±1
Pˆλr =
1
2
∑
λr=±1
e
ipi2 (1−λr)
(∑
η
(1−σxr+η)
2 +nr
)
(A2)
The Ising gauge fields λr are identified with the temporal
gauge field in the Lagrangian formulation of the ILGT [1].
Next, we use a Trotter decomposition to write the ther-
mal density matrix as e−βH =
∏M−1
τ=0 e
−H with  = β/M
and introduce resolution of the identities in the σz basis,
1 =
∑
σz |σz〉 〈σz|, between each imaginary time step,
Z(β, µ) =
∑
σzr,η
Trf
[
〈σzτ=0| Pˆ e−H |σzτ=M−1〉
× 〈σzτ=M−1| e−H |σzτ=M−2〉 . . . 〈σzτ=1| e−H |σzτ=0〉
]
.
(A3)
In the above equation we use a unified space time no-
tation, such that r = {rx, ry, τ} and the temporal Ising
gauge field is then,
σzr={r,τ},eˆτ =
λr τ = M − 1
1 else
(A4)
We note that at finite temperature, the periodic
boundary conditions along the imaginary time axis leads
to a non trivial cycle. The temporal gauge field, there-
fore, can not be completely eliminated.
Following standard techniques [56], we can compute
the matrix elements appearing in Eq. A3 to order O(2).
We focus on the first term containing the projection op-
erator ,
〈σzτ=0| Pˆλre−H |σzτ=M−1〉 =
ei
pi
2
∑
r(1−λr)nreHf [σ
z
τ=M−1] ×Wσzτ=M−1 +O(2)
(A5)
The imaginary time depended fermion Hamiltonian is
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given by,
Hf
[
σzτ=M−1
]
=
∑
r,η,α
Kr,r+ηc†r,αcr+η,α + h.c.
− µ
∑
r,α
c†r,αcr,α
(A6)
Explicitly, the kernel matrix equals Kr,r+η(τ = M − 1) =
−tσzr,r+η.
The Boltzmann weight associated with each gauge field
configuration, Wσzτ=M−1 = e
Sσz
τ=M−1 , is given by the clas-
sical action,
Sσzτ=M−1 = γ
∑
r,η=eˆx,eˆy
∏
b∈r,τ=M−1,η
σzb
+ J
∑
r
∏
b∈r,τ=M−1,eˆτ
σzb .
(A7)
where γ = − 12 log (tanh h). In the first term, the pla-
quette r,τ,η is a spatio-temporal plaquette defined by
the space time point r = {r, τ} and the direction η.
For instance, r,τ,eˆx corresponds to the set of bonds
b = {{r, eˆx}, {r, eˆτ}, {r + eˆy, eˆτ}, {r + eˆτ , eˆx}}. In the
second term, the plaquette is a planar plaquette defined
similarly to Ising magnetic flux term of the Hamiltonian.
For the rest of the time slices the Boltzmann weight
is readily evaluated in a similar manner. The temporal
gauge field in this case is trivial σzr,τ 6=M−1,eˆτ = 1.
The fermionic weight amounts to tracing over a prod-
uct of quadratic fermion propagators[56],
wf ({σzr,η}) = Trf
[
ei
pi
2
∑
r(1−λr)n↑r
∏
τ
e−H[σ
z
τ ]
]
= det
(
I + P [λr]
∏
τ
e−K(τ)
) (A8)
Here, the projector is manifested by the diagonal matrix
P [λr] with elements Pr,r = λr. For future convince we
also define the equal time single particle Green’s function,
which for a given gauge field configuration equals,
G =
(
I + P [λr]
∏
τ
e−K(τ)
)−1
(A9)
The total weight of the fermionic sector is then a product
over the spin up and spin down sector,
Wf = w
2
f =
[
det
(
I + P [λr]
∏
τ
e−K(τ)
)]2
(A10)
Since both determinants are real, the weight in strictly
non negative and hence free from the numerical sign
problem.
Appendix B: Particle-Hole symmetry and zero
modes
At zero chemical potential, µ = 0, both the Hamilto-
nian and the constraint are symmetric under the particle
hole (PH) transformation C, defined by,
cr,α →
c†r,α r ∈ A−c†r,α r ∈ B (B1)
where the A and B sub-lattices correspond to the usual
checkered board division of the square lattice (or more
generally any bipartite lattice) to two disconnected sub-
lattices. PH symmetry has a dramatic effect on the
fermionic configuration weight Eq. (A8). To see that, we
apply the PH transportation, without loss of generality,
only on the spin up, α =↑, sector of the fermionic weight
in Eq. (A8). We denote this operator by Cα=↑. Since the
Hamiltonian is symmetric under PH, the only non-trivial
transformation is due to the constraint. Explicitly,
C†↑ei
pi
2
∑
r(1−λr)n↑rC↑ = eipi2
∑
r(1−λr)ei
pi
2
∑
r(1−λr)n↑r (B2)
As a direct consequence, if the parity of the tempo-
ral Ising gauge field Pλ =
∏
r λr is odd, Pλ = −1,
the fermion weight obeys, W ↑f ({σr,η}|Pλ = −1) =
−W ↑f ({σr,η}|Pλ = −1) and hence it must vanish.
The vanishing of the fermion determinant indicates on
the presence of a finite temperature fermionic zero mode.
This result is surprising, since due to the anti-periodic
boundary conditions along the imaginary time axis the
lowest Matsubara frequency of fermions is non vanishing,
Tpi, and hence can not sustain poles on the real frequency
axis.
We note that in our case the projection operator cou-
ples the temporal Ising gauge field to the density operator
and acts as an effective complex chemical potential. In
the odd sector, this effect shifts the lowest Matsubara
frequency by Tpi down to zero and gives rise to a zero
mode.
Naively, the above result does not affect the Monte
Carlo sampling since it merely leads to a vanishing prob-
ability for configurations with odd parity. However, it
gives rise to a systematic bias in computing expectation
values of observables that are not symmetric under PH
transformation of a single spin flavor, C↑/↓.
To address this problem, we introduce an extended
configuration space which enables us to sample the con-
tribution of the odd sector. For concreteness, we consider
the pairing susceptibility. The derivation can be readily
generalized to other observables.
The expectation value of the equal-time paring suscep-
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tibility is given by,
PSC(r, r, τ = 0) =
1
Z
∑
σzλ,η
Wσzλ,ηTrf
[
ei
pi
2
∑
r(1−λr)nr
×
∏
τ
e−H[σ
z
τ ]b†rbr
]
(B3)
where b†r = c
†
r,↑c
†
r,↓. The above can be readily evaluated
using Wick’s theorem.
PS(r, r, τ = 0) =
1
Z
∑
σzλ,η
Wσzλ,ηWf,σzλ,ηG
2
r,r(σ
z
λ,η) (B4)
As shown before, In the odd sector, the fermionic
weight vanishes and hence the Green’s function G di-
verges. The product, however, is finite. One possible
solution for circumventing the ratio of zeros problem is
to perform the MC simulation on a set of decreasing but
finite chemical potentials. The zero chemical potential re-
sult can then be obtained by extrapolation. This method
significantly complicates the computations and the fitting
procedure introduces additional numerical errors.
In the following we will introduce a simple solution that
does not require breaking of PH symmetry. We first ar-
tificially break PH symmetry by introducing a small but
finite chemical potential µ > 0, rendering our calculation
regular. In the last step we will recover the zero chemical
potential result by taking the limit µ → 0 analytically.
The odd sector contribution involve the finite product,
GH = det (G−1)G (B5)
In the above equation, we identified the product with the
adjugate matrix [57].
To evaluate the product we must eliminate the sin-
gularity. This can be achieved by a singular value de-
composition (SVD) analysis [57]. Explicitly, we write
G−1 = UDV T where U, V are orthogonal matrices and D
is diagonal matrix with positive entries Di,i = di known
as the singular values. We substitute the SVD decompo-
sition in Eq. (B5) and obtain,
GH = det(U) det(V ) det(D)V D−1UT (B6)
In the odd sector, one of the singular values , dk, vanishes
in the limit of µ → 0. First we isolate the vanishing
singular value det(D) = (
∏
i 6=k di) × dk. Now we can
cancel the singularity appearing in D−1,
lim
µ→0
(dkD
−1)`,` = lim
µ→0
dk
d`
=
1 ` = k
0 else
(B7)
Finally we obtain,
GH = det(U) det(V )(
∏
i 6=k
di)vku
T
k (B8)
where vk(uk) correspond to the k’th column of the matrix
V (U).
The above analysis suggests the following Monte Carlo
sampling scheme. We consider an extended configuration
space Z˜ = Zeven + Zodd. The configuration weight and
Green’s function of the even sector, Pλ = 1 are the same
as the ones given in Eq. (A8) and Eq. (A9) respectively.
For the odd sector, Pλ = −1 we used Eq.(B8) te redefine
both the configuration weight and the Green’s function
for the odd sector. Explicitly,
woddf =
∏
i 6=k
di, G
odd = vku
T
k (B9)
Since we sample with respect to an extended configu-
ration, Z˜ , we must use reweighting to correctly com-
pute expectation values. This is readily achieved by
sampling the fraction of the even sector configurations
〈δeven〉Z˜ = ZevenZ˜ , such that,
〈O〉Z =
〈O〉Z˜
〈δeven〉Z˜
(B10)
We note that the above scheme does not modify signifi-
cantly the usual DQMC algorithm since the SVD decom-
position is available as part of the stabilization scheme of
DQMC [56].
Appendix C: Updating scheme
To evaluate the partition function in Eq.(5), we must
devise an efficient scheme for sampling the configuration
space {σzr,η}. To achieve that, we use both a local updat-
ing approach [56] and a global updating strategy inspired
by the worm algorithm (WA) [34, 58].
The local updates, involve single spin flip of the Ising
gauge fields. Both the temporal and spatial updates can
be performed efficiently using a low rank (rank one in
the case of the temporal link and rank two in the case of
the spatial link) updating of the determinant in Eq. (A8)
and the corresponding Green’s function.
Empirically, we found that using solely local updates
does not lead to a sufficiently short MC correlation time.
This effect is prominent near the critical point where the
dynamics is critically slowed down [59] due to the di-
verging correlation length. To tackle this problem, we
introduce an additional MC move based on the highly
efficient WA.
We reformulate the Ising gauge field sector of the ac-
tion in a dual closed loop representation [60]. We note
that this mapping is used in deriving the classical statis-
tical mechanics duality between the classical Ising gauge
theory and Ising model in three dimensions.
The closed loop configurations are constructed as fol-
lows. We first identify all frustrated space-time plaque-
ttes r satisfying
∏
b∈r σ
z
b = −1. We then draw a line
connecting the two neighboring sites of the dual three
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FIG. 11: Dual loop representation of the classical Ising
lattice gauge theory. The loops are constructed by
connecting dual lattice point (blue circles) that share a
frustrated plaquette (green facets).
dimensional cubic lattice that share the frustrated pla-
quettes, see Fig. 11. Since the ILGT is free of magnetic
monopoles, the net flux through each elementary cube
must be even. Therefore, the number of dual lattice lines
emanating each dual lattice the site (located at the cen-
ter of the direct lattice cube) must be also even. This
constraint enforces the lines to form a closed loop con-
figuration [34]. Periodic boundary conditions along the
spatial and temporal directions give rise to an additional
constraint. The net flux along each plane must be even.
This is in contrast to the closed loop representation of
the classical Ising model, for which the total parity of
the loops can fluctuate. A similar construction was pro-
posed in the context of U(1) gauge theory [58] .
The closed loop ensemble can be efficiently sampled
using the WA, where the worm head flips the flux through
the plaquette and generates arbitrary flux tubes. The
loop fugacity is anisotropic and is determined according
the Ising gauge field action (Eq. (A7) ). During the loop
update we ignore the fermionic weightWf . After the loop
is closed it is reintroduced in the acceptance probability
of the entire move. In case that the move was accepted we
translate the flux configuration to a gauge configuration.
In the temporal gauge, this can be done uniquely up to a
global gauge freedom in each space-time direction which
is drawn randomly [61].
Appendix D: Benchmarking against exact
diagonalization
We verify the correctness of our numerical scheme by
comparing the QMC results with exact diagonalization
(ED) on a small system with L = 2. As concrete mi-
croscopic parameters we take β = 2, t = 1, J = 1, µ =
0 and consider a set of eight evenly spaced points in
h ∈ [0.4, 1.0]. The ED is performed by diagonalizing the
Hamiltonian Eq. (1) restricted to the subspace of physical
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FIG. 12: Comparison between exact diagonalization
(ed) and QMC results for (a) kinetic energy 〈−Kx〉 and
(b) Ising magnetic flux 〈B〉.
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FIG. 13: Comparison between exact diagonalization
(ed) and the even and odd contributions to the (a)
pairing susceptibility PSC and (b) current current
correlation function 〈JxJx〉. The even sector
contribution (green curve) does not match the ED result
(red curve). The difference is exactly compensated by
the odd sector contribution (blue curve).
states satisfying the constraint in Eq. (4).
In Fig. 12 we compare the average kinetic energy,
〈−Kx〉 and the average Ising magnetic flux 〈B〉. We
find excellent agreement within the statistical error. In
Fig. 13 we consider the pairing susceptibility PSC(q =
0, iωm = 0) and the current-current correlation function
〈Jx(q = 0, iωm = 0)Jx(q = 0, iωm = 0)〉. We note that
both observable are not symmetric under C↑. In the Fig-
ure we demonstrate that the procedure out lined in B
precisely compensate on the missing weight of the odd
sector.
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FIG. 14: Dispersion relation of the pi-flux lattice. The
first Brillouin zone contains two Dirac nodes at
~k = {pi/2,±pi/2}
Appendix E: The pi-flux lattice
The hopping Hamiltonian of the pi-flux lattice is given
by,
H = −
∑
r,r′
tr,r′c
†
rcr′ + h.c., (E1)
where tr,r′ = t
[
(−1)rxδr,r+eˆy + δr,r+eˆx
]
. To diagonalize
the Hamiltonian we first double the unit cell, such that
the total flux in the enlarged unit cell equals 2pi. We
arrange the fermion operators belonging to each unit cell
in a two component spinor,
Ψ†R = {c†R,A, c†R,B} (E2)
where the sub lattice {R,A} ({R,B}) is defined by the
set of lattice points {rx, ry} = {2n,m}({2n+ 1,m}). We
now transform the Hamiltonian to momentum space,
H = −t
∑
k
Ψ†(k)
(
−2 cos(ky) 1 + ei2kx
1 + e−i2kx 2 cos(ky)
)
Ψ(k) (E3)
where,
cA/B(k) =
∑
R
eiR·kcR,A/B , (E4)
and the first Brillouin zone is defined by the region pi/2 ≤
kx ≤ pi/2 and pi ≤ ky ≤ pi. It is convenient to express
the 2× 2 matrix kernel using the Pauli matrices ~σ as,
H = −t
∑
k
Ψ†(k)~dk · ~σΨ(k) (E5)
where ~dk = {1+cos(2kx), sin(2kx),−2 cos(ky)}. The dis-
persion relation is then,
k = ±2t
√
cos2(ky) + cos2(kx) (E6)
which contains two Dirac nodes at ~k = {pi/2,±pi/2}
with a Fermi velocity vF = 2t, see Fig. 14.
