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Abstract
Deflagration-to-detonation transition (DDT) in confined, low-density granular HMX
(65%−85% Theoretical Maximum Density, TMD) occurs by a complex mechanism that in-
volves compaction shock interactions within the material. Piston driven DDT experiments
indicate that detonation is abruptly triggered by the interaction of a strong burn-supported
secondary shock and a piston-supported primary (input) shock, where the nature of the
interaction depends on initial packing density and primary shock strength. These interac-
tions influence transition by affecting hot-spot formation within the micro-structure during
pore collapse. In this study, meso-scale simulations of hot-spot formation in shock loaded
granular HMX are used to guide the development of a new hot-spot based macro-scale
ignition and burn (I & B) model. The model is conceptually similar to conventional I & B
models but describes ignition in terms of pressure-dependent hot-spot formation rate and
describes burn in terms of a dissipation-dependent regression rate that accounts for the
onset of hot-spot facilitated burn for sufficiently strong shocks.
Inert macro- and averaged meso-scale predictions show good agreement, provided that
the averaging area size is suitably selected. The I & B model reasonably predicts features
representative of a Type−I DDT mechanism that is typical of particulate beds. The mech-
anism involves the formation of a solid-plug (i.e., a region having 100% TMD) within the
bed that significantly affects reaction provided that the local dissipated work is insuffi-
cient to trigger hot-spot facilitated burn. Hence, the solid-plug affects the wave dynam-
ics associated with transition. The model also predicts features characteristic of ignition
and burn-controlled transition mechanisms and reasonably predicts time and distance to
detonation over a wide range of piston impact speeds (150-600 m/s) and initial packing
densities (68%−83% TMD). The shock strength required for transition from ignition to
burn-controlled initiation increases with initial packing density, and is estimated to be
approximately 0.2, 0.32, and 0.39 GPa for φ0 = 0.68, 0.77 and 0.83, respectively. Pre-
dictions also highlight conditions favorable for the formation of spontaneous combustion
xi
waves whose propagation speed is influenced by shallow spatial gradients in solid volume
fraction within the plug region.
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Chapter 1
Introduction
Solid High Explosives are a class of combustible particulate solids that are widely used
in military and commercial applications. Due to their high power producing capability (≈
1×105 GW/m2) [1,2] they are often used in munitions, rocket propellants, mining, drilling,
and explosive welding. Some of the commonly used explosive materials are Tetranitro
tetrazocane (HMX: C4H8N8O8), Trinitro triazinane (RDX: C3H6N6O6), Pentaerythritol
tetranitrate (PETN: C5H8N4O12), and Trinitrotoluene (TNT: C7H5N3O6). Typical grain
sizes range from 1 − 500 µm for these materials which are generally manufactured by
pressing or casting explosive particles with a polymeric binder.
Safety of energetic materials during storage, handling, and transportation is important
as accidental impact of these materials can lead to combustion and, if conditions are favor-
able, to detonation resulting in a catastrophic event. Davis [3] identified possible stimuli
for accidental initiation of these materials and concluded that fire and impact are the most
likely sources during the handling of explosives. Detonation of explosives is associated with
shock-wave propagation velocities of 5−9 km/s and pressures of 20−40 GPa, conditions un-
der which measurements are often difficult and uncertain. This difficulty in measurements
necessitates the development of improved Modeling and Simulation (M&S) techniques that
can predict the shock sensitivity and performance of explosives.
In this study, we consider initiation of granular explosives (GXs) by mechanical impact
because of its relevance to sensitivity and the safe handling of these materials. Shock
initiation of GXs is typically modeled as a planar piston impact problem, as shown in
Fig. 1.1. Here, a rigid planar piston impacts the granular bed having ambient solid volume
fraction φ0 with a constant speed UP . Solid volume fraction φ is defined as the ratio of
volume occupied by explosive granules to the total volume and is generally expressed as
percentage of theoretical maximum density (% TMD).
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Figure 1.1: Schematic of the model problem. UP is piston impact velocity and D is deto-
nation wave speed. φ0 is the initial solid volume fraction of the granular bed.
In this figure, transition to detonation has already occurred within the GX, and the
resulting detonation wave travels to the right at a supersonic speed D >> UP . Behind
the detonation wave is a thin reaction zone, typically few millimeters depending on shock
strength, where the reactant explosive material is converted to product gas due to adia-
batic compression of the explosive by the lead shock that has sufficient strength to initiate
chemical reaction. Due to reaction, mass, momentum and energy exchanges between solid
and gas phases occur within this region.
Of particular importance to the energetics community is Deflagration-to-Detonation
Transition (DDT) and Shock-to-Detonation Transition (SDT) of these materials. Defla-
gration refers to low speed and low pressure (0.3−0.5 km/s, 0.1−1.0 GPa) subsonic com-
bustion, whereas detonation refers to high speed and high pressure (3−9 km/s, 1−10 GPa)
supersonic combustion. DDT involves a weak input shock that leads to a burning process
that terminates in detonation which can occur on millisecond time scales. SDT involves a
strong input shock that starts the chemical reactions and develops into a steady detonation,
usually on microsecond time scale. In both processes development of a shock wave is a key
component and hence the two processes are not mutually exclusive. M&S techniques play
a key role in understanding shock induced heating and subsequent transition to detonation
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within energetic materials.
In practice, polymer-bonded explosive (PBX) is widely used that consists of explosive
powder (RDX, HMX, TNT, etc.,) bound together in a polymer matrix (typically 5-10%
polymer by weight). The focus of this study is on granular HMX which is categorized as
high explosive due to its high power producing capability. HMX was discovered as a by-
product in the production of RDX and is mostly used in its granular (binderless) form in
initiators because of high shock sensitivity. Although it is as sensitive as RDX, it is seldom
used alone in military applications but is normally mixed with another compound such
as TNT and binder. Granular HMX is modeled because its compaction and detonation
behavior are reasonably well-characterized and is commonly used as a surrogate for M&S
of damaged explosives.
Shock sensitivity of explosives is influenced by the presence of heterogeneities (e.g.,
defects, voids, grain boundaries, porosity). It is widely accepted that if a strong shock
propagates through an explosive, it gives rise to regions of localized high temperatures,
known as hot-spots, which can trigger reaction and subsequent transition to detonation.
First recognized in the seminal work of Bowden and Yoffe [4], hot-spot formation increases
the sensitivity by localized ignition of the material. Of the many hot-spot formation mech-
anisms, a key formation mechanism is the result of shock wave interactions with het-
erogeneities present in the material. If conditions are appropriate, neighboring reactive
hot-spots can thermally interact, and coalesce into bigger, more intense hot-spots resulting
in significant volumetric energy release which can drive transition to detonation. Hot-spots
can rapidly form over length scales that are much smaller than the average particle size,
whereas the detonation of explosives resulting from low pressure impact often occurs slowly
over comparatively large distance (≈ 5 cm) [5, 6]. This disparity in scales has motivated
continuum-based M&S at both the meso-scale and macro-scale. In particular, granular
HMX is known to exhibit enhanced sensitivity due to the presence of intergranular pores
which makes it a good choice for scientific and engineering study.
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In this study, meso-scale M&S is used to track discrete interaction between particles
(≈ 4000-5000 particles) and to resolve thermo-mechanical fields within particles during
shock induced pore collapse. While it is possible, given an appropriate constitutive theory,
to pose a detailed model describing the complex contact mechanics, thermodynamics and
chemistry occurring at the particle scale, it is infeasible to numerically resolve fine scale
structures inherent in the model and to establish its engineering scale manifestation. Par-
ticular emphasis will be placed on characterizing how hot-spot formation depends on the
effective (averaged) thermo-mechanical quantities such as pressure and dissipative work,
and will be investigated as a basis for formulating improved hot-spot motivated macro-scale
models.
Spatially averaged meso-scale fields will be used to guide development of a thermo-
dynamically compatible macro-scale ignition and burn model that explicitly incorporates
computationally derived relations between microstructure, shock strength and hot-spots.
The theory is posed in terms of intrinsic functions that implicitly account for inter-phase
interactions and dissipative phenomena occurring at meso-scale that are difficult to eluci-
date from macro-scale data. The constitutive model was used to computationally examine
how shock induced transition to detonation in low density HMX is affected by input shock
strength and initial packing density.
In this chapter, we first briefly discuss the background and motivation for study of
shock induced heating and combustion of granular HMX. Next, a survey of the relevant
experimental and modeling effort is discussed. Last, the specific objectives of this study,
and an outline of the dissertation is given.
1.1 Literature Review
In this section, an overview of experimental and modeling work relevant to this study
is provided.
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1.1.1 Experimental
Experiments are reported in the literature that were conducted to identify the mecha-
nism of transition to detonation in energetic materials. Some of the relevant experiments
are those of Griffiths and Groocock [39], Campbell and co-workers [40–42], Korotkov and
co-workers [44], Bernecker and Price [45–50], Samirant [52–54], McAfee and co-workers [5],
Luebcke and co-workers [55,56], Sheffield and Engelke [38,67], Burnside and co-workers [58],
Gifford and co-workers [59–61], and Parker and co-workers [62]. In 2015, Proud and co-
workers [63] published a review that describes most experimental diagnostic techniques
that have been used to study deflagration and detonation phenomena and serves as a good
reference for further reading.
Detonation is mostly pictured as a violent, uncontrollable, catastrophic event. But this
phenomena can be presented as a repeatable sequence of events that can be described in
terms of conservation principles and material specific properties of the explosive. The
following discussion is restricted to shock initiation and detonation phenomena of low
density (65% - 85% TMD) GXs. Within the context of these materials, two possible
transition mechanisms, DDT and SDT, based on increasing input shock strength, have
been reported in the literature. A brief discussion of the two transition mechanisms along
with the schematic of the overall process is first provided.
• Deflagration-to-Detonation Transition
Bernecker and Price [45] discussed a variety of DDT phenomenology in GX beds, and
made qualitative and quantitative mechanistic arguments for the differences as a function
of initial bed density. Gifford and co-workers [59] categorized DDT mechanisms as Type I
(higher density packed and pressed beds) and Type II (poured and lower density beds).
Type I DDT was found to be typical of particulate granular beds with density greater
than 50−70% TMD (30−50% Porosity) and Type II DDT was found to be typical of
poured lower density particulate beds with density less than 40% TMD (60% Porosity).
McAfee [64] published a classic review where features observed in DDT of Type I and
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Table 1.1: Phenomena observed/predicted for Type I and Type II types of DDT. Part of
the table from Ref. [64] is reproduced here.
Type of DDT → Type II Type I
Initial State → Very
low-
density
beds
Pour-
density
beds
Packed
beds
Pressed
beds
Phenomenon ↓
Ignition
√ √ √ √
Conductive burning
√ √ √ √
Flame acceleration
√ √ √ √
Flame intrusion
√ √ √
Channel Formation
√ √
Convective burning
√ √ √
-
Thermal explosion
√ √ √
-
Flame Jetting
√
Compaction
√ √ √ √
-
Compressive burning
√ √ √
Shock Formation
√ √ √ √
Detonation in compacted material
√ √ √ √
Detonation in pristine material
√
-
√ √ √
Retonation
√ √ √
-
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Type II particulate beds were clearly indicated. Because the focus of this work is on low-
density granular beds, the features and differences observed in Type I and Type II DDT
are reproduced in Table 1.1 for clarity. In particular, granular beds with 10-30% porosity
are considered in this study. Therefore, Type I DDT phenomenology is most relevant and
is discussed in greater detail in the following section.
Type I DDT Phenomenology
Much of today’s understanding of the transition mechanism associated with Type I
DDT of granular HMX can be attributed to McAfee and co-workers [5, 6]. They studied
granular HMX confined in thickwalled steel tubes with x-radiography, light emission, stress
gauges, and various ionization pin techniques. Complete details of the experimental char-
acterization can be found in Ref. [5]; only details important to this study is highlighted
here.
The HMX was initiated by driving a piston into the bed and a qualitative and quan-
titative analysis was discussed in terms of a mechanistic process. Key features observed
in their analysis are summarized in Figure 1.2 which shows the state of the material and
piston position at various snapshots in time of the DDT-Tube test experiment.
• At time t0: This time represents the initial condition of the experiment. The
piston, labeled p, is at rest and the unstressed granular HMX bed is at original
density. In this experiment the initial density was 1.22 g cm−3 (65% TMD or
35% Porosity).
• At time t1: Generally a burn chamber behind the piston propels it forward as it
accelerates to an impact velocity of approximately 160 m/s. The motion of the
piston generates and supports the propagation of a compaction wave, labeled c,
that increases the density to 90% TMD. In this early induction period, as the
material is compacted weak exothermic chemical reaction is initiated due to local
heating mechanisms.
• At time t2: The compaction wave c has propagated further into the tube. After an
7
Figure 1.2: A schematic time sequence of DDT Tube Test. Different shading and textures
note the boundaries of the various regions. Mechanism is detailed in the text.
Figure 1.3: Generic x− t diagram shows the same mechanism for DDT as that in previous
figure. The time axis labels (t0− t5) correspond to the time snapshots. τ is induction-time.
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induction delay (τ), the explosive-grains next to the piston start burning slowly to
produce gaseous reaction products. The pressure of the gaseous reaction products
starts building due to confinement provided by the steel tube, piston, and low
permeability of the compacted material ahead of it. A burn-front, labeled b is
seen to develop near the piston surface. This indicates the beginning of significant
reaction (burning).
• At time t3: As gaseous products accumulate, the rising gas pressure drives a
secondary compaction wave into the already compacted material ahead of it.
The secondary compaction wave further reduces porosity within the material
and produces a near 100% TMD solid-plug. The bed permeability within the
plug region is minimal and the burn rate drops by a factor of 20-30. The rear
of the plug is labeled r and at the front of the plug a strong shock S develops
(discussed next).
• At time t4: At this time, the rear of the solid-plug is pushed strongly by the
high-pressure gas accumulated behind it. The rear interface of the plug now acts
as a virtual piston that drives the formation of a strong shock S. This shock
propagates faster in the 90% TMD compact and the material behind the rear
boundary r continues to burn. The ignition wave b essentially stops when it
reaches the solid-plug as the burn rate drops due to low permeability of the
compacted material [51].
• At time t5: The shock S is now strong enough to initiate detonation by a normal
shock-to-detonation transition in the 90% TMD bed at the head of the plug. The
detonation velocity (D1) is characteristic of the 90% TMD material and quickly
becomes overdriven relative to the ambient material. The overdriven detonation
subsequently overtakes the primary compaction wave c and propagates into the
ambient material where the velocity is (D2) characteristic of the original density
material.
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Figure 1.3 illustrates the transition mechanism in the characteristic x− t plane which
is useful for tracking wave and particle trajectories. After an induction time τ , an ignition
front b develops next to the surface of the piston due to the increasing pressure generated
by burning of explosive grains next to the piston. The ignition wave b grows in strength
and further compacts the 90% TMD bed to a near 100% bed ahead of it. When the ignition
wave b reaches the bottom of the plug r, it essentially stops because of the difference in
burn rate between the 90% and 100% TMD compact. The material between the rear
of the plug r and head of the plug continues to burn. The increasing pressure in the
burning region adjacent to the plug accelerates the rear boundary r, which in turn rapidly
accelerates the strong shock S. When the shock S is strong enough, a shock-to-detonation
transition (SDT) takes place in the 90% compact whose velocity D1 is characteristic of the
90% compact. The detonation slows to the velocity characteristic of the ambient bed to
D2 after it overtakes the compaction wave c.
In summary, the burn rate is slow at first, but increases after a induction time τ . The
ignition wave is strengthened due to enhanced gas pressurization in the region between
the piston surface and explosiive grains. When the shock S is strong enough, a shock-
to-detonation transition takes place at the head of the plug. The induction period is
determined by the extent of decomposition caused by the lead compaction wave c. This
study by McAfee and co-workers [5, 6] concluded that even relatively moderate conditions
(weak initiation) can lead to shock pressures high enough to shock-initiate HMX. McAfee
and co-workers also presented results for HMX samples having an ambient density of 75%
TMD. A similar sequence of events were observed but detonation did not occur at the
head of the plug. The plug-shock was formed but was not strong enough to transition to
detonation in this case.
Luebcke and co-workers [55, 56] have interpreted some of their optical measurements
on Pentaamminecobalt Perchlorate (CP: C2H15Cl2CoN10O8) and PETN. They observe a
similar set of events with a rearward propagating wave originating in the plug region. They
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characterize it as retonation wave having a lower velocity than the forward propagating
detonation. Griffiths and Groocock [39] published streak photographs of piston driven
Type I DDT in PETN having original bed density of 68% TMD. They pointed out similar
events: fast reaction, onset of detonation at the head of the plug, detonation in the original
bed, and a retonation.
Samirant [52–54] published a series of initiation data on RDX/wax and ball powder;
most observations were consistent with a Type I DDT mechanism, but did not report plug
formation. Baer and co-workers [57] presented both experimental and model analysis of
DDT of CP using electronic streak data for 55% to 80% TMD. For 80% TMD samples,
their streak photographs indicate a clear separation of the initial burn front and detonation.
They have also discussed experiments where the transition mechanism changes from Type
I to Type II for lower density samples. Similar transition mechanism and features have
been predicted by simulations presented later in Chapter 5.
Similar sequence of events have been observed after a slow cook-off period by other
DDT experiments [5,56], where combustion was directly initiated using gasless pyrotechnic
igniters. A key purpose of these experiments was to identify the role of convective burning
in DDT by eliminating pre-pressurization of the explosive bed. Results of these experiments
supported the earlier observation made by Campbell [40–42] that convective burning is only
important during early stages of burning. Complete details of other explosives that exhibit
Type I DDT are available in the reference.
Type II DDT is characteristic of granular beds with approximately less than 40%
TMD (60% Porosity). As the density decreases, the larger void fractions allow convective
processes to play a more significant role. The bed also allows for gas intrusions, jetting,
channeling and other non-planar processes making the interpretation of data from exper-
iments complicated and difficult. Since the focus of this study is on granular beds with
10-30% porosity, a discussion of Type II DDT is not given here.
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Figure 1.4: Time-distance diagram for a typical explosive SDT process.
• Shock-to-Detonation Transition
High speed piston-impact simulations directly transition to detonation by a shock-to-
detonation transition mechanism. SDT in granular HE’s was studied in detail by Campbell
and co-workers [40], Sheffield and co-workers [67], and Chaiken [43] leading to much of the
basic understanding that exists today. Figure 1.4 shows the time-distance diagram for a
typical explosive SDT process. Following impact as the strong shock propagates through
the material, all the porosity within the material is eliminated and the region around
the impact zone is subjected to a temperature rise which quickly triggers reaction due to
shock heating. This in-effect can be considered as a “hot-spot” facilitated burn (discussed
in Section 5.1.2) that aids the formation of a large number of hot-spots which send out
pressure waves that can coalesce to produce a strong shock. When the strong shock breaks
out, it runs through pre-compacted and heated material by the input shock, causing a
overdriven-detonation. With time this overdriven detonation settles to a detonation wave
whose velocity is characteristic of the ambient bed.
• Pop-Plot
Detonation of energetic materials is often characterized by run distance-to-detonation
and time-to-detonation for a sustained input shock. If run distance is measured for a
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Figure 1.5: Typical transit time as a function of sample thickness plot for a particular input
shock pressure. Lines are least square fits of the data [141].
number of different shock inputs, a log-log plot of the data can be made. This plot was
first developed by Ramsay and Popolato [65], and is often called the Pop-Plot.
Run distances-to-detonation were estimated by Dick [141] for granular HMX using
explosive plane-wave-lens driven cutback tests. As shown in Fig. 1.5, the average transit
times through the HMX sample were measured and plots were made of transit time as a
function of compact thickness and the run distance was estimated to be the point where
the data changed slope. Dallman and Wackerle [66] measured run distances-to-detonation
in explosively driven wedge experiments using optical techniques for PBX 9502. Pop plots
for different explosives can be found in Ref. [67]. Several experiments were performed to
measure average transit times through HMX samples at initial solid volume fraction of
65% for input pressures of 0.8 and 2.0 GPa and estimated the distances to detonation of
about 5 and 3 mm, respectively. These measurements showed that increasing the porosity
reduces the shock strength required for detonation within a given distance, i.e., the shock
sensitivity increases as the porosity increases. A detailed examination of Pop-Plot data
and predictions is given later in this thesis.
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1.1.2 Modeling
Several modeling approaches have been formulated to describe reactive multi-phase
flows containing solid particles and gas. In this study, a thermodynamically compatible
macro-scale ignition and burn model is developed that explicitly incorporates meso-scale
features of hot-spot formation within the context of a two-phase macro-scale constitutive
theory that can be used for the analysis of engineering scale applications. A review of
common approaches and burn models available in the literature is summarized below.
• Meso-Scale Modeling
Meso-scale modeling is suitable for analyzing phenomena occurring between and within
grains such as the formation of hot-spots that can ultimately lead to ignition. As mentioned,
initiation of GXs is intimately related to the formation of hot-spots. Various hot-spot for-
mation mechanisms have been proposed which include inter-particle friction [69,74], plastic
deformation of particles [24,70–72,74], particle fracture [73], adiabatic gas compression by
interstitial void collapse [4, 74], shock interaction between particles and voids causing jet-
ting, plastic flow, particle fracture, and shock impedance mismatch between components
of high explosives that leads to shock interactions.
Meso-scale M&S have been performed on both inert and reactive granular systems.
Though meso-scale modeling is computationally expensive, advancements in computing
have enabled the study of large scale systems involving thousands of particles. These
simulations can extract important physical mechanisms that lead to ignition of energetic
materials. In this study, ignition refers to the process where hot-spots undergo an induction
(or incubation) period following shock passage during which they intensify and begin to
interact at the pore scale leading to the onset of detectable burn at the macro-scale. The
induction time following shock passage is referred to as the ignition time. Relevant meso-
scale M&S studies include those of Menikoff [19,20], Mas and co-workers [25,26], Baer and
co-workers [27], Benson and co-workers [70,78], Panchadhar and Gonthier [31], and Baura
and co-workers [34].
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Inert meso-scale simulations have been performed in both 2D and 3D. Two-dimensional
simulations containing hundreds of particles have been performed by Kumar and co-workers
[76] and Williamson [77]. Three-Dimensional simulations performed by Baer [24] consisted
of thousands of multi-material particles. High pressure shock loading of particle ensembles
have been carried out by Benson and co-workers [70,78], and Menikoff and co-workers [20],
and low pressure simulations were carried out by Lowe and co-workers [79]. Panchadhar
and Gonthier [31] developed a combined 2D Lagrangian finite-discrete element technique
and numerically implemented it to efficiently simulate the impact response of large en-
sembles of particles (∼ 2000-4000 particles). Their analysis indicated that viscoplastic
dissipation during pore collapse affected the bulk temperature rise within the material, but
frictional heating was resposible for high intensity hot-spots with temperatures in the range
of 800-1500 K. Gilbert and co-workers [81] examined how the initial porosity of granular
HMX affected statistical variations in hot-spot intensity, morphology, and spatial proximity
behind sustained, piston supported waves.
Barua and co-workers [34] developed a cohesive finite element method (CFEM) frame-
work that accounts for particle fracture and quantified the thermomechanical response
of PBX and HMX. Rai and Udaykumar [37] have developed a numerical framework that
uses an image to computation approach to analyze shock loading of real micro-structures of
pressed HMX. Reactive meso-scale modeling and simulation have also been used to describe
the DDT mechanism in granular explosives [24,82,83]. Baer [24] performed reactive meso-
scale simulations using an ignition/growth two state history variable reactive burn (HVRB)
model. The reaction was triggered at a pressure threshold and a pressure-dependent rate
law described the extent of reaction.
Meso-scale M&S gives valuable information about hot-spots that can be used to formu-
late an ignition criterion to be used in macro-scale theories which establishes the induction
period before the onset of vigorous burn. To the authors knowledge, none of the models dis-
cussed above have explicitly used meso-scale information to develop macro-scale theories.
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Complete details about the ignition model developed in this study is given in Section 5.1.1.
However, the length scales of typical explosive materials used in applications are on the
order of centimeters or larger, which renders meso-scale M&S computationally expensive
and impractical. This necessitates the use of macro-scale modeling techniques.
• Macro-Scale Modeling
The development of two-phase macro-scale DDT models dates back to the early 1960’s.
Relevant studies include those of Kuo and co-workers [84], Butler and Krier [8], Baer and
Nunziato [7], Powers, Stewart and Krier [86–88], Saurel and co-workers [11], the Los Alamos
National Laboratory DDT-Modeling group [12–15], Gonthier and Powers [10], Chinnayya
and co-workers [16], Schwendeman and co-workers [135], and Crochet and Gonthier [89–91].
The two-phase model developed by Baer and Nunziato (BN) [7] has considerably in-
fluenced the energetics community and forms the basis for a large body of work. In their
two-phase model both phases are fully compressible and an evolution equation for solid
volume fraction is proposed based on the pore collapse model of Carroll and Holt [92]. The
interphase exchange terms were selected such that entropy inequality is satisfied for the re-
acting mixture. In a series of publications, Bdzil and co-workers [12–15] critically reviewed
the BN model and generalized the theory for a two-phase mixture. Gonthier [93] recently
generalized the BN model to account for the existence of an arbitrary number of condensed
phases and a gas product phase. Formulation of such a generic theory was motivated by
desire to model both low and high pressure impact and initiation of heterogeneous ener-
getic solids composed of several condensed phases (e.g., explosive, metal, oxidizer, binder,
etc.) having distinct densities, velocities, temperatures and particle sizes. Crochet and
Gonthier [89–91] further extended the model to include general chemical reactions between
and within all phases and developed a computationally inexpensive method to solve the
model equations.
Multi-phase continuum theories used to study shock initiation of GXs describe the
effective (or bulk) response of the material and account for hot-spot processes using sub-
16
grid modeling. Various sub-grid models, known as phenomenological burn models that
describe the formation, growth, and interaction of reactive hot-spots at the pore scale have
been used. Developing a simple model that can incorporate meso-scale processes is a key
objective of this work and the authors ongoing research. Most of these models have been
traditionally applied to study SDT in PBX’s having 0-5% porosity and more recently have
been applied to study DDT in low-density GXs.
The widely used Ignition and Growth Model was developed by Lee and Tarver [94] to
describe SDT in PBX’s. This model assumes a single reaction progress variable λ, where
the reaction rate is given by
dλ
dt
= I · (1− λ)x ηr︸ ︷︷ ︸
Ignition
+G · (1− λ)x λypz︸ ︷︷ ︸
Growth
(1.1)
and
η =
V0
V1
− 1 (1.2)
Here λ is the fraction of explosive that has reacted; t is the time; V0 is the initial specific
volume of the explosive; V1 is the specific volume of the shocked, unreacted explosive; p
is pressure; and I, x, r,G, y and z are constants fit to pressure or velocity history data
from one dimensional shock initiation experiments. The first term represents ignition of
hot-spots and the second term represents subsequent growth of reaction. Here, a small
fraction of the explosive is assumed to be ignited by the passage of the shock front, and
the growth in reaction rate is controlled by the shock pressure. The presence of a large
number of hot-spots can consume the explosive material within a few microseconds.
The term ηr was used to investigate various hot-spot formation mechanisms, where η is
the relative compression of unreacted explosive that can be related through the unreacted
equation of state to thermodynamic parameters involved in the initiation process. The
second term in the equation describes the growth of the reaction. The constant G corre-
sponds to a surface area to volume ratio and the pz term represents a pressure dependent
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regressive burn. Using this model, they were able to match experimentally determined run
distance to detonation for various explosive mixtures undergoing sustained shock loading.
The DAGMAR Model applied to high-density PBX’s was first developed by Wackerle
and co-workers [95] and later improved by Anderson and co-workers [96]. In this model,
the reaction rate is a function of lead shock pressure, equilibrium mixture temperature and
first order reaction progress variable. The model parameters were calibrated to embedded
manganin stress gauge data. The JTF Model developed by Johnson and co-workers [97] is
a more elaborate version of an ignition and growth model. The reaction constitutes a multi-
step mechanism having rates that are a function of the lead shock pressure, equilibrium
mixture pressure and first order reaction progress variable. The model parameters were
calibrated with embedded magnetic velocity gauge data [98]. The WSD Model developed
by Wescott and co-workers [100] is a generalization of the ignition and growth model. The
shock density is used to switch between rates calibrated to the ignition and propagation
regimes. In each regime the rate depends on the local pressure and the reaction progress
variable. In the CREST Model developed at Atomic Weapons Establishment (AWE) by
Handley and co-workers [101], the reaction rate is independent of local flow variables behind
the shock e.g. pressure and temperature but a function of reactant entropy. Two reaction
progress variables are used to tune the reaction profile based on comparisons of embedded
magnetic velocity gauge data [102].
Recently, Menikoff and Shaw [103] developed the SURF Model based on the ignition
and growth concept, which incorporate three key physical effects: (1) the spatial number
density of hot spots or burn centers, which depends on lead shock strength; (2) the growth
of burn fronts triggered by burn centers, which depends on the local deflagration speed; and
(3) a geometric factor that accounts for the overlap of deflagration wavelets from adjacent
burn centers, which depend on material heterogeneities that determine the distribution of
hot-spots.
Since most of these models are based on mixture theory formulations or volume average
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methods, they inherently contain many disadvantages. The DAGMAR and JTF model uses
artificial viscosity to control shock dissipation. The algorithm determines the lead shock by
scanning viscous pressure profiles to determine the first local minimum. Numerical issues
arise in this method when a compressive wave follows the lead shock. The WSD model
detects the time of arrival of lead shock based on the maximum value of ∂P/∂t for each cell.
The shock state is determined by a level set algorithm, which serves as a switch between
the initiation and growth regimes. The CREST two-phase model uses solid entropy as a
measure of the lead shock strength. However, Petitpas and co-workers [104] have identified
issues with shock capturing in two-phase models in which the component energy equations
are non-conservative. The success of these commonly used hot-spot motivated burn models
also hinges on proper tuning of rather large parameter sets to initiation data. Though many
parameters have a physical interpretation based on hot-spots, it is difficult to establish their
values in the absence of hot-spot and initiation data for the particular meso-structure under
consideration. A recent focus within the reactive solids community is to computationally
examine the relationship between meso-structure and shock induced ignition and initiation
due to current limitations in measuring hot-spot formation at the grain scale. Our current
study focuses on low-density (high initial porosity) GX’s, but adopts many of the key ideas
from these existing models applied to PBX’s.
1.2 Study Objectives
The two overall objectives of this work are: (1) to develop a thermodynamically com-
patible macro-scale ignition and burn model that explicitly incorporates computationally
derived relations between microstructure, shock strength, and hot-spots; and (2) to predict
and analyze detonation transition mechanisms by numerically simulating piston initiated
DDT and SDT, and to compare with Pop-Plot data available from experiments. The model
was used to computationally examine how shock induced transition to detonation in low
density HMX is affected by input shock strength and initial packing density.
Specific objectives of this work include the following.
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1. Inert single shock loading of granular HMX: Meso-scale simulations are per-
formed to computationally examine how initial porosity influences dissipation
rates within inert quasi-steady compaction wave profiles and to compare pre-
dictions to a macro-scale compaction theory. The meso-scale model tracks the
evolution of thermomechanical fields within individual particles that result from
pore collapse by compaction waves. Effective wave profiles are obtained by aver-
aging meso-scale fields over space and time. The macro-scale theory predicts the
variation in effective thermomechanical fields during compaction due to an imbal-
ance between the effective solid pressure and a configurational stress. Particular
emphasis is placed on comparing effective quasi-steady wave profiles obtained by
meso-scale simulations to those given by a macro-scale compaction theory. Only
the inert material response is considered so that the effects of dissipative heating
mechanisms that give rise to ignition can be isolated and studied. It is desirable
to determine the extent to which these independent descriptions give comparable
results for wave profiles and end states.
As a secondary objective, computational analysis is performed to characterize
how rapid successive shock loading of low density HMX affects dissipation and
ignition associated with the onset of vigorous burn. Meso-scale simulations are
used to predict effective shock profiles and to examine hot-spot fields induced by
pore collapse. Resolved shock profiles are compared to those given by the macro-
scale compaction theory, and both are analyzed in a thermodynamic space that
highlights shock desensitization effects.
2. Analysis of Detonation Transition Mechanisms: Piston driven DDT and SDT
experiments indicate that detonation is abruptly triggered by the interaction of
a strong combustion-supported secondary shock and a piston-supported primary
(input) shock, where the nature of the interaction depends on initial packing
density and primary shock strength. These interactions influence transition by
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affecting dissipative heating within the microstructure during pore collapse.
A history-variable ignition model based on the variation in hot-spot formation
frequency is used in a macro-scale model to numerically simulate piston-initiated
DDT and SDT. The ignition model establishes the induction period before the
onset of vigorous burn. The burn model is conceptually similar to traditional
Ignition and Growth-type models but accounts for the onset of vigorous com-
bustion in terms of parameters that are explicitly computed from hot-spot fields
predicted by meso-scale M&S. The model provides a mostly phenomenological
expression for the kinetics of the chemical reaction associated with burning of
explosive grains. The gas pressure dependent model is widely accepted in the
combustion literature and is regarded as empirical. A key objective of this study
include predicting and analyzing two-phase detonation transition mechanisms
from a wave interactions and phenomenological perspective.
This modeling and computational research advances fundamental knowledge of rate-
dependent dissipative phenomena occurring within reactive solid explosives which is impor-
tant for assessing their shock sensitivity. This thesis is organized as follows. The meso-scale
M&S technique is discussed in Chapter 2. The mathematical and physical description of
compaction induced dissipation is highlighted within the context of the meso-scale descrip-
tion. The two-phase macro-scale model is presented in Chapter 3. The governing equations
are first presented followed by the formulation of additional evolution equations. The nu-
merical method used to solve the system of equations is then presented. Chapter 4 gives
the results for inert single shock loading of granular HMX. Chapter 5 gives the significant
results for the analysis of detonation transition mechanisms. Finally, future work is given
in Chapter 6.
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Chapter 2
Meso-Scale Model
The meso-scale model tracks the temporal and spatial evolution of thermomechanical
fields within large ensembles of deformable particles. A detailed exposition of the model
equations, contact conditions, and constitutive theory is given in Refs. [30, 31]. Therefore,
only a brief summary is given here that emphasizes features directly germane to this study.
The deformation induced heating of the granular explosive is modeled as a multi-particle
contact problem, and is formulated as an initial-boundary-value problem (IBVP) for the
displacement field u and temperature field T , described by the mass, momentum and energy
conservation equations.
2.1 Governing Equations and Dissipation
Evolution equations for mass, momentum and energy within particles are given by:
ρ˙ = −ρ∇ · u˙, (2.1)
ρu¨ = ∇ · σ, (2.2)
ρcvT˙ = −∇ · q + ρr, (2.3)
where ρ is the local density, u is the displacement vector, σ is the Cauchy stress tensor, r
is the deformation induced heating, q is the heat flux, cv is the constant volume specific
heat, and ∇ ≡ ∂(•)/∂x is the spatial gradient operator. The time derivative of a variable
is denoted by a “dot” above it. Particles are assumed to be initially stationary and stress
free.
Mechanical and thermal contact conditions imposed along particle boundaries Γ are
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Table 2.1: Thermomechanical properties of HMX used for the meso-scale simulations.
Property HMX
Density (kg/m3) 1903
Yield Stress (GPa) 0.37
Poisson’s Ratio (-) 0.20
Young’s Modulus (GPa) 24.0
Bulk Modulus (GPa) 13.33
Specific Heat (kJ/kg/K) 1.50
Thermal Conductivity (W/m/K) 0.5
Longitudinal Sound speed (km/s) 2.65
Shear Sound Speed (km/s) 2.29
given by
σ · n = tc on Γ ∀ t, (2.4)
−k∇T · n = qf + qc on Γ ∀ t, (2.5)
where n is the local unit normal vector to Γ, tc is the local contact traction vector, qf is
local frictional heat flux, qc is the local heat flux needed to impose ideal thermal contact,
and k is the thermal conductivity. In addition to satisfying the conservation laws, the
second law of thermodynamics is expressed by the Clausius-Duhem inequality as:
ρ
dη
dt
− 1
T
(ρr −∇ · q) + (q · ∇) 1
T
≥ 0, (2.6)
where η is the entropy density. The stress-strain behavior of the explosive grains is mod-
eled by a hyperelastic, multiplicative, finite strain constitutive theory with a Von-Mises
yield criterion and Perzyna viscoplastic flow rule. Friction is modeled using an Amontons-
Coulomb stick-slip theory. Details of the constitutive theory are given in Refs. [30, 31].
Thermomechanical properties for HMX used in the simulations are listed in Table 2.1.
Because a key focus of this study is to examine dissipation within compaction waves,
brief discussion about the energetics described by the meso-scale model is given here. The
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total mass-specific deformation power is given by P = σ : d/ρ, where:
d ≡ F˙F
−1 + (F˙F−1)>
2
(2.7)
is the strain rate tensor, and
F = I +∇0u (2.8)
is the deformation gradient tensor, I is the second order identity tensor, and∇0 ≡ ∂(·)/∂X
is the Lagrangian gradient operator. By partitioning d into elastic and plastic components
(i.e., d = de + dp), and partitioning σ into volumetric and deviatoric components (i.e.,
σ = pI + σ), the deformation power may be expressed as
P = 1
ρ
(σ¯ : (d− dp)) + p
ρ
tr(d− dp) + 1
ρ
(σ : dp) . (2.9)
where ρ = ρ0 det(F) and ρ0 is the initial density in the undeformed configuration. The
terms on the right side of this equation represent shear, compression, and plastic work
rates, respectively.
Within the context of this model, shear work results in a non-thermal change in stored
shear strain energy, whereas compression and plastic work result in deformation induced
heating [represented by r in Eq. (2.3)]. As shown in Refs. [31, 32], only plastic work is
dissipative in that it causes an irreversible production of entropy. The local dissipation
power is given by
T η˙ =
1
ρ
(σ : dp) ≥ 0, (2.10)
where η is the mass-specific entropy. Friction work occurring at inter-particle boundaries
is also dissipative when slip occurs; the frictional dissipation power is locally given by
T η˙f = tc ·vr, where vr is the relative slip velocity. Because frictional dissipation is localized
at inter-particle contact surfaces, it does not appreciably contribute to the effective (or bulk)
mass-specific dissipated energy. Therefore, dissipated energy by plastic work dominates
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the effective response, though frictionally induced tangential surface tractions at inter-
particle contacts can indirectly contribute to Eq. (2.10) by enhancing plastic deformation
within particles. It is noted that frictional dissipation can, however, produce hot-spots
that play a central role in determining the impact and shock sensitivity of reactive solids;
comprehensive discussions and analysis of hot-spot formation is given in Refs. [31,34,80,81].
Particle fracture is not modeled in this study despite evidence indicating that it can
cause changes in microstructure during quasi-static compaction of granular HMX [58,125].
Because HMX has a low fracture surface energy (approximately γf ≈ 0.05 J/m2) [33], it is
energetically inconsequential compared to the effective dissipated work induced by shocks.
For example, if the average particle size of HMX decreases from approximately d1 = 60 µm
to d2 = 10 µm due to fracture of spherical particles, then the change in particle surface
area is approximately given by ∆A ≈ 6(1/d2 − 1/d1)/ρ0 = 263 m2/kg. The mass-specific
fracture energy is approximately ef ≈ γf∆A = 13 J/kg which is much less than the plastic
work associated with shock induced pore collapse ( 30-100 kJ/kg). Therefore, fracture will
minimally influence shock profiles analyzed in this study, though it may substantially alter
hot-spot formation at the particle-scale.
The meso-scale model equations are computationally integrated subject to the bound-
ary conditions using a combined finite and discrete element technique. The finite-element
method (FEM) is used to numerically integrate the unsteady 2-D conservation equations
and the viscoplastic flow rule governing inelastic deformation, whereas the discrete element
method (DEM) is used to account for interactions between particles. The DEM utilizes a
conservative potential based penalty method in which the normal contact traction between
particles is estimated by penalizing their penetration, and frictional tractions are estimated
using a penalty regularized Amontons-Coulomb law. The initial particle configuration is
generated using a pseudo-gravity drop method that consists of two steps. First, an ini-
tial packing arrangement is generated by randomly placing particles within the domain
so that their centers lie outside the volume encompassed by other particles. Then, forces
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Figure 2.1: Schematic of the transverse averaging window used to obtain effective 1-D
profiles from mesoscale fields.
arising due to particle overlap drives rearrangement of particle positions in such a way
as to eliminate overlap while continuously settling under the influence of a gravitational
force. Particles are discretized using constant strain triangular elements, where each par-
ticle contains approximately 400-800 finite elements for all simulations performed in this
study, depending on its size. The combined FEM/DEM algorithm has been verified, and
is nominally second-order accurate in both space and time. A detailed discussion of the
computational technique, model validation, and verification is given by Panchadhara and
Gonthier [30]. The model was further verified in the works of Gilbert and co-workers [81],
and Chakravarthy and co-workers [80].
2.2 Averaging of Meso-Scale Fields
It is necessary to average (filter) meso-scale field predictions to obtain effective shock
profiles that can be examined and directly compared to those predicted by the macro-scale
theory. Time averaging is particularly important for low density materials having locally
large spatial fluctuations in porosity that can result in large temporal fluctuations in spatial
shock structure.
The averaging procedure used in this study is as follows. First, one-dimensional (1D)
effective shock profiles are obtained at fixed time by spatially averaging mesoscale fields
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over suitably chosen windows; a typical window is illustrated in Fig. 2.1. To estimate the
average of a generic variable Φ at an axial location x = x¯, a window having area Atotal
is locally positioned at x¯ which represents a rectangle of length δx and width H, and an
appropriate average is computed based on all finite elements contained within the window.
Mass weighted averages are computed for variables that represent mass specific quantities,
such as velocity (mass-specific momentum) and mass-specific power and dissipation rate
[given by Eqs. (2.9) and (2.10)]. Variables that represent volume specific quantities, such
as mass density (volume specific mass) and stress (volume specific energy), are computed
using area weighted averages. For a variable Φ, at an axial position x = x¯i, mass and area
weighted averages are respectively defined by
Φm(xi) =
∫
As
ρΦ dA∫
As
ρ dA
, Φa(xi) =
∫
As
Φ dA
As
, (2.11)
where As is the total area of explosive mass contained within the averaging window. Dis-
crete representations of these averages are given by
Φm(xi) =
∑Na(i)
j=1 ρ
(j)Φ(j)A(j)∑Na(i)
j=1 ρ
(j)A(j)
, (2.12)
Φa(xi) =
∑Na(i)
j=1 Φ
(j)A(j)∑Na(i)
j=1 A
(j)
, (2.13)
where Φ(j) is the value of the variable at the centroid of a finite element, A(j) is its cur-
rent area, ρ(j) is its current density, and Na(i) is the number of finite elements within the
window. The smoothness of average profiles depends on both the number of axial posi-
tions n for which the running average is computed and the window width δx, and is most
sensitive to the choice of δx. High-frequency fluctuations in variables result if δx is too
small, whereas excessively smeared profiles result if it is too large. Therefore, it is neces-
sary to establish a rationale for determining an appropriate window size that will provide
meaningful comparisons with the macro-scale theory, as discussed below.
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Figure 2.2: Ensemble averages used to obtain quasi-steady shock pressure and dissipation
rate profiles predicted by mesoscale simulations for Up = 300 m/s: (a) φ0 = 0.68 and (b)
φ0 = 0.84.
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Second, the ensemble average of effective quasi-steady profiles at different times is
computed for a given simulation to account for temporal variations. Figure 2.2 illustrates
bounds on the computed variation in quasi-steady profiles for solid pressure and mass-
specific dissipation rate [given by Eq. (2.10)] for φ0 = 0.68 and φ0 = 0.84 at Up = 300 m/s.
The bounds are identified by spatial superposition of computed quasi-steady effective pro-
files. Corresponding ensemble average profiles are indicated in red in the figure. Larger
spatial fluctuations are predicted for materials having lower packing density. The peak dis-
sipation rate within a quasi-steady shock can vary by nearly 100% which may significantly
affect the material’s local heating response resulting in stochastic ignition behavior. [81] Be-
cause this study is concerned with effective dissipation within compaction shocks, profiles
presented in this paper represent averages in space and time.
Figure 2.3 illustrates how the effective pressure and dissipation rate profiles vary with δx
for φ0 = 0.68 and Up = 300 m/s, where 10 ≤ δx ≤ 200 µm. The dissipation rate is expressed
by w˙p = T η˙ using Eq. (2.10). High frequency fluctuations result for approximately δx <
30 µm, whereas smeared profiles result for δx > 140 µm. Pressure profiles are less sensitive
to δx than dissipation rate profiles. Only minor variations in shock width result for δx <
50 µm, which is easily seen in the dissipation rate profiles which vanish in the equilibrium
states surrounding the shock. In this case, δx = 50 µm is chosen for purposes of comparison
to the macro-scale theory because it results in a nearly converged shock width (≈ 0.4 mm)
and minimal fluctuations. A similar rationale is used to identify appropriate window sizes
for other values of φ0 and Up.
Last, the axial length of the computational domain associated with quasi-steady shock
propagation was identified using shock position-time and shock speed-time data obtained by
post-processing meso-scale velocity fields. For each simulation, the meso-scale velocity field
was spatially filtered to obtain effective profiles with increasing time, with shock position
defined by the axial location where the effective velocity within the shock is 50% of the
prescribed piston speed value Up. The shock position-time data were then differentiated to
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Figure 2.3: Meso-scale predictions for the variation in shock profiles with averaging window
width for φ = 0.68 and Up = 300 m/s: (a) effective pressure and (b) effective dissipation
rate.
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obtain shock speed data, and the position-speed data were combined to identify the axial
location at which the shock speed was approximately constant. Predictions indicate that
quasi-steady shocks develop rather quickly following impact.
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Chapter 3
Macro-Scale Model
3.1 Introduction
The macro-scale model tracks the evolution of effective thermomechanical fields within
granular solid explosive based on a hydrodynamic compaction theory that accounts for elas-
tic deformation. In this study we consider the behavior of a reacting, two-phase mixture of
solid and gas. The motion of the individual particles of the gas and solid can be conceptu-
ally averaged and replaced by the motion of a continuum, which leads to the mathematical
description of inter-penetrating continua, a gas-phase continuum inter-penetrating a solid
phase continua. To arrive at the multi-phase flow equations two approaches are available:
• Mixture Theory Approach
• Averaging Approach
In this study, we adopt a mixture theory approach, where the multi-phase flow equations are
postulated, and restrictions on the constitutive relations are derived from general principles
of continuum mechanics. The derived equations are incomplete, in the sense that they must
be closed by specifying constitutive relations such as equations of state for the solid and
gas phase.
Modeling an object as continuum assumes that the substance of the object fills the
space it occupies. Modeling objects in this way ignores the fact that matter is made of
atoms, and so is not continuous; however, on length scales much greater than that of inter-
atomic distances, such models are highly accurate. Fundamental physical laws such as
the conservation of mass, momentum and energy may be applied to such models to derive
differential equations describing the behavior of such objects, and some information about
the particular material studied is added thorough constitutive relations.
Materials, such as solids, liquids and gases, are made up of molecules separated by
”empty” space. On a microscopic scale, materials have cracks, grain boundaries and dis-
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continuities. However, certain physical phenomena can be modeled assuming the materials
exist in continuum, meaning the matter in the body is continuously distributed and fills
the entire region of space it occupies. A continuum is a body that can be continually
sub-divided into infinitesimal elements with properties being those of the bulk material.
The validity of the continuum assumption may be verified by a theoretical analysis, in
which either some clear periodicity is identified or statistical homogeneity and ergodicity
of the micro-structure exists. More specifically the continuum hypothesis hinges on the
concepts of a representative volume element (RVE) and separation of scales based on the
Hill−Mandel condition.
The two-phase continuum model, used in this study was formulated by Crochet and
Gonthier [89–91] and later improved by Rao and Gonthier [110–112], is described in this
chapter. First the dimensional model equations along with the constitutive relations used
to complete the system of equations is given in Section 3.2.1. Second, the theory behind
macro-scale dissipation which is key to ignition and initiation is given in Section 3.2.2.
3.2 Mathematical Modeling
The mathematical description of the two-phase model consists of a system of hyper-
bolic partial differential equations representing the balance of mass, momentum and energy
for each phase, coupled with a compaction law and saturation constraint. The mass, mo-
mentum and energy are conserved for the mixture, but not conserved separately for each
phase. Some of the source terms in the momentum and energy conservation equations are
proportional to the gradient of the volume fraction of the solid phase. These terms are
known as nozzling terms and prevent the governing hyperbolic system of equations to be
expressed in conservative form and cause significant numerical difficulties in solving the
system of equations.
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3.2.1 Governing Model Equations
The one-dimensional model equations in the Eulerian coordinate system are given by
the following:
∂
∂t
[φsρs] +
∂
∂x
[φsρsus] = C (3.1)
∂
∂t
[φsρsus] +
∂
∂x
[
φsρsu
2
s + Psφs
]
= Pg
∂φs
∂x
+M (3.2)
∂
∂t
[φsρsEs] +
∂
∂x
[
φsρsus
(
Es +
Ps
ρs
)]
= Pgus
∂φs
∂x
+ E (3.3)
∂
∂t
[φgρg] +
∂
∂x
[φgρgug] = −C (3.4)
∂
∂t
[φgρgug] +
∂
∂x
[
φgρgu
2
g + Pgφg
]
= −Pg ∂φs
∂x
−M (3.5)
∂
∂t
[φgρgEg] +
∂
∂x
[
φgρgug
(
Eg +
Pg
ρg
)]
= −Pgus∂φs
∂x
− E (3.6)
∂φs
∂t
+ us
∂φs
∂x
= Fs + C
ρs
(3.7)
∂
∂t
[φsρsBs] +
∂
∂x
[φsρsBsus] = βs
(
Fs + C
ρs
)
+BsC (3.8)
φs + φg = 1 (3.9)
Ps = Ps(ρs, Ts) (3.10)
es = es(ρs, Ps, φs) (3.11)
Pg = Pg(ρg, Tg) (3.12)
eg = eg(ρg, Pg) (3.13)
In these equations, the subscripts s and g denote the quantities associated with the
solid/explosive and gas phase respectively. Independent variables are time t and posi-
tion x. Dependent variables are as follows: the phase volume fraction φs and φg; the phase
density ρs and ρg; the phase particle velocity us and ug, measured with respect to a sta-
tionary reference frame; the phase pressure Ps and Pg; the phase specific total energy Es
and Eg; the phase specific internal energy es and eg; the solid phase intergranular stress βs;
the solid phase compaction dissipation wd; and an ignition variable λI which is discussed
34
in the following paragraphs.
Equations (3.1), (3.2) and (3.3) are evolution equations for mass, momentum and total
energy of the solid/explosive phase. Equations (3.4), (3.5) and (3.6) are evolution equations
for the mass, momentum and total energy of the gas phase. Equation (3.7) and (3.8) is
the evolution equations for the solid volume fraction, and the compaction potential energy,
respectively.
The source terms on the right hand side of the governing equations [Eqs. (3.1-3.7)]
involve undifferentiated exchange terms and differentiated non-conservative source terms.
The non-conservative/nozzling terms are proportional to the gradient of the solid volume
fraction, ∂φs/∂x. These terms model interphase momentum and energy transfer that occurs
as a result of an effective change in cross-sectional area of a virtual stream tube of the gas
phase. The exchange source terms include compaction (Fs), the conversion of energetic
solid to gas due to chemical reactions (C), and the exchange of momentum (M), and the
energy (E) due to the relaxation process of drag and heat transfer.
The source term C in Eqs. (3.1) and (3.4) account for the exchange of mass from
solid to gas due to combustion. Of particular importance to this study is the volumetric
mass exchange term C that governs the explosive combustion rate. It is common to take
C = C(ρs, φs, Pg), where the functional dependency on gas pressure reflects strand burn
data. Because ignition results from dissipative heating at the pore scale during shock
compaction, it is plausible to use an expanded expression that accounts for the role of
hot-spots in triggering ignition. To this end, a dimensionless ignition variable λI is defined
such that
C =
 0 for 0 ≤ λI < 1f for λI = 1. (3.14)
Here, it is assumed that the induction period corresponding to 0 ≤ λI < 1 involves negligible
gas production and is energetically inconsequential at the macro-scale. The subsequent
burn phase is described by the function f . Because a key focus of this study is development
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of ignition and burn model, a detailed discussion along with the evolution equations is given
in Section 5.1.2.
The momentum exchange source term M in Eqs. (3.2) and (3.5) is given by [135]:
M = Cus +
(
δ +
C
2
)
(ug − us) (3.15)
It accounts for two forms of momentum exchange between solid and gas. First, the gas is
gaining that momentum associated with the solid that is being converted into gas due to
combustion. Second, there is exchange of momentum due to solid particle-gas drag inter-
action. The drag term provides a relaxation mechanism which drives the phases towards
velocity equilibrium, us = ug. The drag coefficient characterizes the rate at which the
velocity equilibration occurs.
The energy exchange source term E in Eqs. (3.3) and (3.6) is given by [135]:
E =
(
Es +
βs
ρs
)
C + (M−Cus)us +H (Tg − Ts) (3.16)
It accounts for three forms of energy exchange between the solid and gas. Energy exchange
due to combustion, and particle-gas drag work, and thermal energy exchange between
solid and gas is accounted for. Es and H refer to the total energy of the solid phase and
interphase heat transfer coefficient respectively.
Equation (3.7) is a dynamic compaction equation governing changes in solid volume
fraction due to compaction and combustion of the material. This equation was first pro-
posed by Baer and Nunziatio [7] and it allows for modeling of rate-dependent material
compaction that is important in evolution of detonation of granulated material. The source
term Fs in the compaction law [Eq. (3.7)] is given by:
Fs = 1
µc
φsφg (Ps − Pg − βs) (3.17)
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where µc is the compaction viscosity and βs is the intergranular stress (configuration pres-
sure). In the absence of chemical reaction (C = 0), the compaction rate provides a relax-
ation mechanism which drives the mixture towards pressure equilibrium, (Ps = Pg + βs),
where the compaction viscosity µc characterizes the rate at which pressure equilibrium
occurs. Equation (3.8) also proposed by Baer and Nunziato [7] defines the compaction
potential energy function Bs (φs), which arises due to changes in the solid volume fraction
due to intergranular stresses βs within the material. This quantity represents grain-scale
mechanics in the bulk-scale. Intergranular stresses have been measured by quasi-static ex-
periments [125], and curve fits to available data can be used to specify the functional form
of βs [79]. In this study, the expression used for the intergranular stress has been adopted
with slight modification from Ref [90]:
βs
φsρs
=

0 , 0 < φs < φ0
−Λs (φs − φ0)ns ln [ks − (φs − φ0)]
[ks − (φs − φ0)] , φ0 ≤ φs < 1
(3.18)
where Λs, ns and ks are empirically determined, and φ0 is the initial solid volume fraction
corresponding to initially stress-free and motionless bed. Equation (3.18) requires that
βs = 0 for φs = φ0 and as φs → 1, the intergranular stress equilibrates to the crush-up
pressure of HMX (700 MPa). Equation (3.9) gives the relation relation between φs and φg.
The total energies of the solid and gas phase appearing in Eqs.(3.3) and (3.6) are given
by:
Es = ês +
u2s
2
; Eg = eg +
u2g
2
(3.19)
where ês = es + Bs(φs) and eg is the specific internal energy of the solid and gas phase,
respectively. The internal energy of the solid is the sum of internal energy of the pure
solid es and the compaction potential energy Bs(φs) of the solid. Equations (3.10-3.11)
and (3.12-3.13) are functional dependencies for the thermal and caloric equations of state
(EOS) for solid and gas, respectively. In this study, we employ a Mie-Gruneisen EOS for
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Table 3.1: Parameters used in Mie-Gruneisen (solid) and JWL (gas) EOS.
Mie-Gruneisen JWL
Parameter Value Units Parameter Value Units
Γs 1.10 - ω 0.30 -
ωs 2740 m/s A 778.3 GPa
s 2.0 - B 7.071 GPa
ρ0s 1900 kg/m
3 R1 4.20 -
cve 1500 J/kg/K R2 1.0 -
the solid phase and a Jones-Wilkins-Lee EOS for the gas phase.
The Mie-Gruneisen EOS used to describe the solid phase is of the form:
Ps − PsH = Γs
ν0s
(ês − esH) , (3.20)
where
PsH =
[
ωs
ν0s − s (ν0s − νs)
]2 (
ν0s − νs
)
; esH =
1
2
[
ωs (ν
0
s − νs)
ν0s − s (ν0s − νs)
]2
(3.21)
Here, νs = 1/ρs are the specific volumes, and Γs are constant Gruneisen coefficients. These
incomplete equations of state are compatible with the Hugoniots Ds = ωs + sus, where Ds
are shock speeds, and ωs and s are empirically determined constants [133]. Values of the
equation of state parameters used in this study are summarized in Table 3.1. The JWL
EOS used for the gas phase is of the form:
eg (Pg, ρg) =
1
ωρg
[
Pg − A
(
1− ωvst
R1vg
)
eZ1 −B
(
1− ωvst
R2vg
)
eZ2
]
(3.22)
where ω,A,B,R1, R2 are empirical constants, and Z1, Z2 are given by: Z1 = −R1vg/vst and
Z2 = −R2vg/vst. The values of the constant used in the EOS together with the ambient
properties in given in Table 3.1.
The source terms in Eqs. (3.1 - 3.6) have to be formulated accurately to satisfy mixture
mass, momentum and energy conservation. To this end, summing Eqs.(3.1) and (3.4), Eqs.
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(3.2) and (3.5), and Eqs. (3.3) and (3.6), homogeneous differential equations for mixture
mass, momentum and energy are obtained.
∂
∂t
[φsρs + φgρg] +
∂
∂x
[φsρsus + φgρgug] = 0, (3.23)
∂
∂t
[φsρsus + φgρgug] +
∂
∂x
[
φsρsu
2
s + φgρgu
2
g + Psφs + Pgφg
]
= 0, (3.24)
∂
∂t
[φsρsEs + φgρgEg] +
∂
∂x
[
φsρsus
(
Es +
Ps
ρs
)
+ φgρgug
(
Eg +
Pg
ρg
)]
= 0. (3.25)
Consequently the solid-gas mixture mass, momentum and energy are conserved. In addition
to the conservation constraints, the source terms are constructed such that, the change in
total entropy of the mixture due to any thermodynamic activity is non-negative. It is
formulated such that the mixture entropy satisfy the following evolution equation [126]
∂
∂t
[φsρsηs + φgρgηg] +
∂
∂x
[φsρsusηs + φgρgugηg] ≥ 0, (3.26)
where ηs and ηg are the mass-specific entropy of the solid and gas, respectively.
3.2.2 Macro-Scale Dissipation
Of particular importance are the effective heating rates and bulk temperature rise in-
duced by compaction shocks when the material is dynamically loaded. Dissipative heating
by compaction shocks in granular explosives can locally trigger the onset of chemical re-
actions that can spread and subsequently lead to detonation under suitable confinement.
The mass-specific deformation power is give by:
des
dt
=
dB
dt︸︷︷︸
Shear
+
deρs
dt︸︷︷︸
Compression
+
dwd
dt︸︷︷︸
Compaction
(3.27)
where, d (•) /dt ≡ ∂ (•) /∂t + v · ∇ (•) is the Lagrangian derivative. In Eq. (3.27), dB/dt
implicitly accounts for the rate of stored compaction energy at the particle scale due to
shear, deρs/dt accounts for compression work rate, and dwd/dt accounts for the dissipative
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compaction work rate, which vanishes in the slow compaction limit (i.e., Ps → Pg + βs).
The rate-dependent stored compaction energy, compression heating rate and dissipatve
compaction work rate are given by:
dB
dt
=
βs
ρsφs
dφ
dt
, (3.28)
deρs
dt
=
Ps
ρ2s
dρs
dt
, (3.29)
dwd
dt
= Λ
dφs
dt
(3.30)
respectively, such that
des
dt
=
βs
ρsφs
dφ
dt
+
Ps
ρ2s
dρs
dt
+ Λ
dφs
dt
(3.31)
In particular, dissipative heating (dwd/dt) due to compaction shocks is important to this
study as it can locally trigger the onset of chemical reactions that can spread and subse-
quently lead to detonation under suitable confinement. Therefore, the burn model devel-
oped in Section 5.1.2 is also dependent on dissipative heating by compaction shocks. To
facilitate integration of Eq. (3.30), it is convenient to express it in Eulerian coordinates and
is given by
∂
∂t
[φsρswd] +
∂
∂x
[φsρsuswd] = φsρsΛ
dφs
dt
+ wdC (3.32)
where the source term Λ in Eq. (3.32) is given by:
Λ
dφs
dt
=

0 if
dφs
dt
< 0 or φs ≤ φ0
(1− φs)
µcρs
(Ps − Pg − βs)2 otherwise.
(3.33)
Using Eq. (3.7), the condition (dφs/dt < 0) can be re-expressed as:
dφs
dt
< 0 ⇒ Ps < (Pg + βs)−
 Cµc
ρsφsφg
 (3.34)
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In this work, dissipative compaction work (wd) is a shock history-dependent variable
and is defined as the work corresponding to each solid/explosive grain frozen at the value
it had as the compaction waves propagates through the ambient bed. For inert simulations
prescribing the compaction dissipation source term Λ is straight forward in that (dφs/dt)
is always positive implying irreversible loading of the material that leads to material com-
paction. However, for reactive simulations prescribing the source term is complicated due
to simultaneous occurrence of compaction (loading) and combustion (unloading) of the
material.
To address these effects, the source term for loading of the material (dφs/dt > 0 and
C = 0), is given the first term on the right of Eq. (3.32) that dominates where Λ is
given by Eq. (3.33). For burn dominated regimes where the material unloads in the sense
particles lose physical contact and intergranular stress vanishes (dφs/dt < 0, and C 6= 0),
Λ = 0 and the dissipation is essentially zero. For conditions where the material is loading
(dφs/dt > 0) and unloading (C 6= 0) simultaneously provided φs > φ0, contributions from
both terms on the right of Eq. Eq. (3.32) determine the dissipative work. wd is also assumed
inconsequential for φs ≤ φ0, since the grains are no longer in mechanical contact due larger
void fractions of the bed.
Combining Eqs. (3.1−3.7) with the second law of thermodynamics gives the strong
form of the compaction dissipation inequality:
Ts
dηs
dt
=
(1− φs)
µsρs
(Ps − Pg − βs)2 ≥ 0 (3.35)
where ηs is the mass-specific granular solid entropy. Within the context of this model,
the right had side of Eq. (3.35 is non-negative. Gonthier and co-workers [93] have shown
that this thermodynamic description is compatible with the partitioning of Helmholtz free
energy of the form:
ψ (ρs, Ts, φs) = ψs (ρs, Ts) +Bs (φs) (3.36)
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where ψs is the mass-specific solid phase free energy. Here, ψs is the thermal component
of free energy and Bs is the compaction potential energy.
3.3 Numerical Method
The numerical method developed initially by Kurganov and Tadmore (KT) [114–116]
and later adopted by Crochet [90] to solve the two-phase model equation is discussed in
this section. The vector form of the model Eqs. (3.1)-(3.7) in Cartesian coordinates is given
by:
∂q
∂t
+
∂f(q)
∂x
= g(q)
∂φs
∂x
+ s(q), t > 0, x ∈ [L1, L2], (3.37)
where t is time, x is the spatial variable, q is the vector of conserved variables, f(q) is the
flux vector, g(q) is the vector associated with nonconservative nozzling sources, s(q) is the
phase interaction source vector, and L1 and L2 are the spatial domain boundaries. This
system of Neq = 10 equations is degenerate hyperbolic with eigenvalues ζk given by:
ζk = us, us ± cs, ug, ug ± cg (3.38)
for k = 1, 2, ..., Neq, where us and ug are the particle velocities of the explosive/solid
phase and gas phase, respectively, and cs and cg are the corresponding sound speeds. The
eigenvalues ζk = us appears 5 times for the explosive/solid phase and ζk = ug appears 3
times for the gas phase, while remaining eigenvalues are distinct.
The system of model equations are numerically integrated using a total variation di-
minishing (TVD) high-resolution finite volume shock-capturing scheme. The advantage
of this scheme over conventional upwind schemes is that no Riemann solvers are needed
which require specific eigenstructure for the problem to be known. Due to typically small
length and time scales associated with velocity and pressure relaxation zones, the system
of equations (3.37) is numerically stiff. To address this problem, the model equations are
numerically solved on the computational grid using a fractional time-step method proposed
42
initially by Strang [117]. The splitting method is given by:
qn+1 = K∆t/2{S∆t/2
[K∆t/2(qn)]} (3.39)
Here, qn and qn+1 are the numerical approximations at time tn and tn+1, respectively;
where tn+1 = tn + ∆t. K and S are numerical integration operators associated with
solid/gas convection and source term effects, respectively. During the convective step, the
source terms in Eq. (3.37) are set to zero and the convective terms are set to zero for the
source step:
K∆t/2 : ∂q
∂t
+
∂f(q)
∂x
= g(q)
∂φs
∂x
, q(x, 0) = qn, q
(
x,
∆t
2
)
= q(1), (3.40)
S∆t : ∂q
∂t
= s(q), q(x, 0) = q(1), q(x,∆t) = q(2), (3.41)
K∆t/2 : ∂q
∂t
+
∂f(q)
∂x
= g(q)
∂φs
∂x
, q(x, 0) = q(2), q
(
x,
∆t
2
)
= qn+1. (3.42)
Here q(1) and q(2) are intermediate states. Given the solution qn at time tn, the technique
solves the convective problem over a time increment ∆t/2, then the source problem is
solved over a time increment ∆t, and finally the convective problem is solved again over a
time increment ∆t/2 in order to advance the solution to time tn+1. The process is repeated
until the desired final time is reached. The initial conditions for each successive differential
equation to be integrated is a solution obtained from the previous step. Since the total
number of steps involved in advancing the solution is two, the accumulated numerical error
results in a scheme that is globally second-order accurate in time. Therefore the numerical
method can be described in two sections. In Section 3.3.1, the inclusion of local source terms
is first discussed. In Section 3.3.2, the convective step is discussed which is significantly
complex due to presence of nonconservative nozzling terms.
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3.3.1 Source Step
The source step, is given by:
∂q
∂t
= s(q) (3.43)
An implicit stiff ordinary differential equation (ODE) solver contained in the software
package LSODE (Livermore Solver for Ordinary Differential Equations) [118–120] is used
to numerically integrate these equations. The solution obtained at the grid points from the
convective step is used as an initial condition to solve the system of ODE’s. The system
of ODE’s are numerically integrated over the CFL-restricted time step ∆t, which is twice
the size of time step used in the convective step. The source terms are functions of the
local, cell-center variables q, therefore the system of equations 3.37 are decoupled and
solved independently at each spatial grid point. LSODE was chosen largely because it is
convenient and a well-tested package for solving stiff systems of ODE’s.
3.3.2 Convective Step
The convective step poses significant numerical difficulties since the convective operator
K includes sources that are proportional to the volume fraction gradient. The solid volume
fraction gradients locally accelerate the gas flow in a manner similar to the effects of cross-
sectional area variation in single-phase, quasi one-dimensional flows, with the porosity 1−φs
corresponding to the duct area.
Crochet proposed an extension of the Kurganov-Noelle-Petrov (KNP) [121] method
that is less diffusive version of the original KT scheme. The one-dimensional version of the
governing equations (3.37) is given by:
∂q
∂t
+
∂f(q)
∂x
= A(q)
∂q
∂x
(3.44)
where the dyadic tensor A(q) = g(q)(∂φs/∂x). The computational domain is discretized
into N computational cells of uniform width ∆x. Figure 3.1 is a schematic of the compu-
tational domain along with the numerical scheme, which is also shown in Reference [90].
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Figure 3.1: Schematic of the Kurganov-Noelle-Petrov Numerical Scheme.
The cell-centers are located at xj = j∆x for j = 1, 2, ..., N . For fixed time t, the running
spatial average of the solution is defined as:
q(x) =
∫ x+∆x/2
x−∆x/2
q (x, t) dx (3.45)
Within each computational cell Cj =
[
xj−1/2, xj+1/2
]
, the cell averages qj are computed
from initial conditions. These averages are evolved explicitly in time. At time t(n), the
solution within each computational cell is reconstructed using a sequence of piecewise-
continuous polynomials pj(x) and the cell averages q
(n)
j .
The approximate solution is generally discontinuous at the cell boundaries
[
xj−1/2, xj+1/2
]
,
resulting in a series of Riemann problems with centered simple waves propagating from the
cell interfaces. The KT, KNP and the scheme developed by Crochet obtain the approxi-
mate solution at time t(n+1) = tn+∆t(n) by integrating Eqs. (3.37) over two portions of the
spatial domain: the non-smooth region where wave propagation near the cell boundaries,
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and the smooth region unaffected by these disturbances. The sub-domains are denoted by:
ΩI =
[
xj+1/2,l, xj+1/2,r
]× [t(n), t(n+1)]
ΩII =
[
xj−1/2,r, xj+1/2,l
]× [t(n), t(n+1)]
respectively. Integration of Eqs. (3.37) over the two sub-domains results in the construction
of a intermediate solution w(n+1) over a staggered grid, which is then projected back to to
the original grid using an averaging procedure to obtain q(n+1).
The reconstructed values of the solution q(n) at the cell boundaries xj+1/2 are given by:
q−j+1/2 = pj(xj+1/2) (3.46)
q+j+1/2 = pj+1(xj+1/2) (3.47)
where the polynomials pj is given by:
pj =
N∑
i=0
K
(i)
j (x− xj)i (3.48)
Here, N is the order of the polynomial, and the constant coefficient K
(i)
j is determined from
the reconstruction technique. During the time step ∆t(n) the most rapid disturbances at the
cell boundaries propagate to the locations xj+1/2,l = a
−
j+1/2∆t
(n) and xj+1/2,r = a
+
j+1/2∆t
(n),
where:
a+j+1/2 = max
{
λmax
[
∂f
∂q
(
q−j+1/2
)]
, λmax
[
∂f
∂q
(
q+j+1/2
)]
, 0
}
, (3.49)
a−j+1/2 = min
{
λmin
[
∂f
∂q
(
q−j+1/2
)]
, λmin
[
∂f
∂q
(
q+j+1/2
)]
, 0
}
, (3.50)
where λmax and λmin are the maximum and minimum eigenvalues of the flux Jacobian
matrix.
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In the fully discrete form, the averages of the solution at the cell centers are given by the
following equation, with the details for derivation and evaluations found in Reference [90]:
q
(n+1)
j =
1
∆x
{K(0)j−1/2a+j−1/2∆t(n) +
[
∆x+
(
a−j+1/2 − a+j−1/2
)
∆tn
]
w
(n+1)
j
−K(0)j+1/2a−j+1/2∆t(n)}+O
[(
∆t(n)
)2
/∆x
] (3.51)
where the updated, staggered solution w
(n+1)
j is given by:
w
(n+1)
j =
N∑
i=0
K
(i)
j
i+ 1
[
(
∆x
2
)i i∑
k=0
(−1)k +
(
∆x
2
)i−1 (
a+j−1/2∆t
(n)
) i∑
k=0
(−1)kk
+
(
∆x
2
)i−1 (
a−j+1/2∆t
(n)
) i∑
k=0
(−1)k(i− k)]
− 1
∆x+ (a−j+1/2 − a+j−1/2)∆t(n)
∫ t(n+1)
t(n)
(
fj+1/2,l − fj−1/2,r
)
dt
+
1
∆x+ (a−j+1/2 − a+j−1/2)∆t(n)
∫ t(n+1)
t(n)
∫ xj+1/2,l
xj−1/2,r
A(q)
∂q
∂x
dxdt+O [(∆t)2]
(3.52)
where fj+1/2,r = f [q(xj+1/2,r, t
(n)] and fj+1/2,l = f [q(xj+1/2,l, t
(n)]. The flux and nozzling
source integrals can be evaluated using a quadrature that provides the desired order of
accuracy. Crochet also formulated a semidiscrete form of the nonconservative system of
equations in which the flux and nozzling integrals need not be evaluated using a quadrature.
The final form of the semidiscrete scheme is obtained by manipulating Eq .(3.51) and is
given by the following equation:
dqj
dt
=
1
∆x
[
Fj−1/2 − Fj+1/2 +
a+j−1/2
a+j−1/2 − a−j−1/2
Ij−1/2 + Ij −
a−j+1/2
a+j+1/2 − a−j+1/2
Ij+1/2
]
(3.53)
where
Fj+1/2 =
a+j+1/2f
−
j+1/2 − a−j+1/2f+j+1/2
a+j+1/2 − a−j+1/2
+
a+j+1/2a
−
j+1/2
a+j+1/2 − a−j+1/2
(
q+j+1/1 − q−q+1/2
)
(3.54)
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and
Ij−1/2 =
∫ x+
j+1/2
x−
j−1/2
A(q)
∂q
∂x
dx
Ij =
∫ x−
j+1/2
x+
j−1/2
A(q)
∂q
∂x
dx (3.55)
Ij+1/2 =
∫ x+
j+1/2
x−
j+1/2
A(q)
∂q
∂x
dx. (3.56)
The details of the derivations and evaluations can be found in the Reference [90]. Crochet
also developed a technique used to minimize numerical diffusion and evaluated the nozzling
source and discussion on those is outside the preview of this study and complete details
can be found in the reference. Therefore, the one-dimensional semidiscrete central scheme
formulation in Eqs. (3.37) forms a system of nonliner ODE’s. The resulting system of
ODE’s can be solved at each cell center using a standard ODE solver. To integrate in time,
a third-order Runge-Kutta (RK) scheme is used to retain high temporal accuracy. The
computation proceeds in three steps:
q
(1)
j = q
(n)
j + ∆t
(n)K
(
q
(n)
j
)
,
q
(2)
j =
3
4
q
(n)
j +
1
4
q
(1)
j +
1
4
∆t(n)K
(
q
(1)
j
)
, (3.57)
q
(n+1)
j =
1
3
q
(n)
j +
2
3
q
(2)
j +
2
3
∆t(n+1)K
(
q
(2)
j
)
.
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Chapter 4
Inert Shock Loading of Granular
HMX
In this chapter, the evolution of an inert compaction wave due to compression of gran-
ular HMX by action of a moving piston is considered. A compaction wave refers to the
propagation of a finite disturbance in solid volume fraction due to local mechanical stress
imbalance. It has been shown by experiments that material compaction plays a significant
role in DDT and SDT of GXs [45–47]. In the following section, simulations of inert uni-
axial shock loading of granular HMX at both the meso- and macro-scale is discussed. In
particular, emphasis is placed on comparing effective quasi-steady wave profiles obtained
by averaging meso-scale fields to those given by a independent macro-scale theory. Key
objective of this section is to determine the extent to which these individual descriptions
applied to the same problem compare.
4.1 Single Shock Loading
The paradigm for this study is illustrated in Figs. 4.1 and 4.2. The meso-scale analysis
describes two-dimensional (2D), plane strain loading of a large ensemble of deformable
HMX particles. The representative ensemble shown in Fig. 4.1 consists of approximately
4000 randomly packed, initially circular particles having an average size of d = 60 µm
with a narrow distribution. The average initial solid volume fraction of the ensemble is
φ0 = 0.835 and all inter-particle pores are massless. Though the assumptions of 2D plane
strain and circular particle geometry are restrictive, they enable leading-order effects of
packing density on compaction shock dissipation to be examined based on well-resolved
computations; they also form a basis for systematically examining the effects of other
micro-structural features and three-dimensionality in the future. Periodic conditions are
imposed along transverse boundaries of the computational domain, and a free condition is
imposed at the far-field axial boundary. A rigid piston impacts the material with constant
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Figure 4.1: Representative computational domain and boundary conditions used for the
meso-scale simulations.
speed Up causing the rapid development and subsequent propagation of a quasi-steady
compaction shock having speed D. Shock strength is characterized in terms of effective
pressure P which depends on both φ0 and Up. Figure 4.2(a) illustrates a computed piston
supported shock having speed D = 2136 m/s for φ0 = 0.84 and Up = 500 m/s. The shock
quickly develops into a quasi-steady wave following impact, as indicated by its position-time
curve in Fig. 4.2(b), and its pressure P = 1.6 GPa is sufficiently high to eliminate porosity.
The shock speed is lower than the ambient sound speed of solid HMX (≈ 2740 m/s) due
to energy dissipation and dispersion associated with pore collapse.
As already discussed in chapter 2, quasi-steady compaction shock profiles are obtained
by first filtering thermomechanical fields at fixed times and then performing ensemble
averaging of the resulting spatially filtered profiles, as illustrated in Fig. 4.3 for the case
shown in Fig. 4.2. This procedure is necessary to obtain the relation between effective
packing density, shock pressure, and dissipated work, and to obtain effective profiles that
can be directly compared to those given by the macro-scale theory. Fluctuations in spatially
filtered profiles are relatively small for φ0 = 0.84, but become more pronounced as φ0
decreases.
4.1.1 Results
Results are given in this section that illustrate the variation in compaction shock end
states and profiles with shock strength and initial packing density. Emphasis is placed
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Figure 4.2: Development of a quasi-steady compaction shock corresponding to Up =
500 m/s and φ0 = 0.84: (a) pressure contours at t = 4.5 µs; (b) shock position as a
function of time indicating a quasi-steady shock speed of D ≈ 2136 m/s.
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Figure 4.3: Development of a quasi-steady compaction shock corresponding to Up =
500 m/s and φ0 = 0.84: (a) effective quasi-steady pressure profiles at advancing times; and
(b) superposed quasi-steady profiles highlighting local fluctuations.
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High Porosity Material (φ0 = 0.68)
Low Porosity Material (φ0 = 0.84)
Figure 4.4: Representative initial particle ensembles generated by the pseudo-gravity set-
tling algorithm.
on examining effective dissipation power and dissipated work within shocks because they
represent a primary heating mechanism that can trigger combustion [17]. Effective dissi-
pation power for the meso-scale theory is given by w˙d = T η˙ and is computed by averaging
Eq. (2.10) using Eq. (2.12); dissipated work wd is computed by integrating Eq. (2.10) in
time and averaging the result. Dissipation power for the macro-scale theory is directly
computed using Eq. (3.35), and dissipated work is computed by integrating this result in
time. Dissipation power also provides a good indication of shock width because it vanishes
in both the ambient and shock end state.
Materials examined in study have an initial solid volume fraction within the range
0.68 ≤ φs ≤ 0.84 and a mean particle size of d = 60 µm with a narrow distribution. Fig-
ure 4.4 shows particle ensembles having φs = 0.68 and 0.84. Significant local fluctuations
in packing density exist within low density material that can influence shock propagation
and dissipation, as discussed below. Simulations are performed for piston speeds within
the range 100 ≤ Up ≤ 500 m/s because of their relevance to deflagration- and shock-to-
detonation transition. The meso-scale algorithm used in this study, implemented using
FORTRAN 90, was executed on 64, 2.66 GHz Dual Core Xeon 64-bit processors work-
stations having 4 GB RAM each. One-dimensional parallelization was accomplished by
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dividing the spatial domain into transverse sectors containing 50-60 particles each, and by
assigning each sector to a specific processor. MPI libraries were used to exchange informa-
tion between processors at sector boundaries. A typical run time for a single meso-scale
simulation was approximately 3 days.
4.1.2 Shock End State
Figure 4.5 compares shock end states in the Up-D and Up-P Hugoniot planes, where
D is the steady shock speed and P = P φ = Psφ is the effective pressure behind the shock
predicted by both mesoscale simulations and macroscale compaction theory. Effective
pressure is a commonly used measure of shock strength. Also shown in the figure are data
for granular HMX having φ0 = 0.66 [67] and φ0 = 0.99 [136]. For fixed Up, both D and P
increase with increasing φ0 due to higher acoustic impedance of the material and enhanced
stress bridging between particles within shocks.
Overall, agreement between predictions and data is consistent and reasonable. At
higher packing densities, the compaction theory predicts lower shock speeds for approxi-
mately Up ≤ 250 m/s, and predicts higher shock pressures for Up ≥ 250 m/s, compared
to the mesoscale simulations. This critical value of piston speed separates two compaction
shock regimes: a low pressure regime referred to as strength dominated because material
strength is important in preventing complete pore collapse and a high pressure regime re-
ferred to as pressure dominated because the pressure is sufficient to eliminate porosity [139].
Material strength plays a less significant role than pressure for pressure dominated shocks.
Discrepancies in shock speed for strength dominated waves are due to inter-particle friction
in the meso-scale simulations which effectively enhances material rigidity under plane-strain
confinement and results in enhanced stress transmission and lower dissipation. Because fric-
tion is less consequential for pressure dominated shocks, better agreement between Up-D
Hugoniots is predicted. Discrepancies in shock pressure, which are most pronounced for
pressure dominated shocks, are due to differences in the equation of state used by the
two descriptions. Structures analyzed in this study largely represent pressure dominated
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Figure 4.5: Effective shock end states (Hugoniots) predicted by the meso-scale simulations
and compaction theory for different initial particle packing densities (0.68 ≤ φs ≤ 0.84):
(a) Up-D plane and (b) Up-P plane.
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shocks.
4.1.3 Spatial Shock Profile
Figures 4.6−4.8 illustrate the computed variation in spatial shock profile with φ0 for
Up = 300 m/s and 500 m/s. These profiles connect the ambient material state to the quasi-
equilibrium state behind the shock. Shown in the figures are profiles for effective pressure,
dissipation power, and dissipated work, respectively, expressed in a shock-attached reference
frame. Meso-scale simulations fundamentally resolve shock width based on interactions
between particles whereas it is modeled by the value of viscosity µ in the compaction
theory.
Several observations are noteworthy regarding shock width and dissipation. First,
shock widths predicted by meso-scale simulations and compaction theory are comparable
suggesting that the value of viscosity µ = 40 kg/(m s) used with the compaction theory
is compatible with a micro-structure having a nearly uniform particle size of d = 60 µm.
Dissipation rate profiles indicate that shock width is weakly dependent on initial packing
density for ranges considered in this study, and that it appreciably decreases with increasing
shock strength.
Second, computed dissipation power profiles shown in Fig. 4.7(a-b) qualitatively agree,
but quantitative discrepancies exist. Bars are shown on mesoscale profiles indicating the
range of fluctuations in effective peak dissipation power within compaction shocks due to
local spatial variations in density. The fluctuations are substantial, and are approximately
50% of their ensemble average values. This sensitivity is more pronounced for dissipa-
tion power than other integrated quantities because it represents a time rate of change in
dissipated work. Peak dissipation power increases with shock strength, and discrepancies
between the compaction theory and mesoscale simulations become more pronounced due to
differences in their equations of state. Both descriptions indicate that the effective peak dis-
sipation power increases with φo for fixed Up. This result is important because experiments
on the shock loading of low density explosives indicate a reduction in shock sensitivity
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Figure 4.6: Comparison of meso- and macro-scale predictions for the variation in effective
pressure P with φ0: (a) Up = 300 m/s and (b) Up = 500 m/s.
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Figure 4.7: Comparison of meso- and macro-scale predictions for the variation dissipative
work rate wp with φ0: (a) Up = 300 m/s and (b) Up = 500 m/s.
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Figure 4.8: Comparison of meso- and macro-scale predictions for the variation in dissipative
work (WP ) within compaction shocks with φ0: (a) Up = 300 m/s and (b) Up = 500 m/s.
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with increased packing density; therefore, dissipation power by itself is not an accurate
measure of shock sensitivity. Dissipated work profiles, obtained by integrating dissipation
power across shocks, are shown in Fig. 4.8(a-b). Though peak dissipation power increases
with φ0 for fixed Up, dissipated work decreases. An increase in dissipated work increases
the effective temperature rise which is compatible with enhanced sensitivity; consequently,
it represents a plausible means to characterize shock induced ignition and burn in that
it implicitly accounts for hot-spot formation. Moreover, dissipated work can principally
account for shock desensitization because it is influenced by shock loading history [110].
Shock impedance increases with packing density resulting in faster and stronger shocks
for fixed Up. It is also insightful to examine how dissipated work is affected by packing
density for equal strength shocks. To this end, Up-P Hugoniot relations are used to express
Up in terms of P . Figure 4.9 shows the variation in effective dissipated work with shock
pressure and packing density predicted by both the compaction theory and mesoscale sim-
ulations. Predictions indicate that the relation between dissipated work and pressure is
well-described by the power-law wd = aP
n
s , where both the prefactor a and the exponent
n = ∂ logwd/∂ logP s depend on φ0. The value of n is predicted to monotonically increase
from n = 1.13 for φ0 = 0.68 to n = 1.20 for φ0 = 0.84 which is indicative of enhanced
pressure sensitivity. A consequence of this prediction is that differences in shock dissipation
with packing density decrease, albeit slowly, as shock pressure increases. It is interesting
that the measured variation in run distance to detonation with input shock pressure (re-
ferred to as a Pop-plot curve) for low density HMX having comparable packing densities
to those studied here indicates a similar trend. Measurements show that the run distance
l ∼ P−ms , where the constant exponent m = −∂ log l/∂ logP s slightly increases with pack-
ing density [140]. If it is assumed that l ∼ w−1d to leading-order, then n ∼ m. Though
speculative due to complex hot-spot formation, chemistry, and multi-phase transport as-
sociated with shock initiation, the similar dependency of shock dissipation and Pop-plot
curves on packing density warrants additional study.
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Figure 4.9: Variation in dissipated work with shock pressure predicted by the mesoscale
simulations and compaction theory.
4.1.4 Shock Rise Time
Gas gun experiments often measure stress and velocity histories following particles (i.e.,
Lagrangian coordinates) from which shock rise times can be determined [67]. Rise time
is important because it establishes the time scale of dissipative heating induced by pore
collapse within shocks. Data indicate that rise time not only depends on shock strength
but also on material micro-structure, particularly particle size.
Figure 4.10 shows particle velocity histories computed by the compaction theory and
mesoscale simulations for Up = 300 m/s and 500 m/s, respectively; time shifts between
histories corresponding to different values of φ0 are not significant and are included for
ease of presentation. For consistency with experiments, rise time is estimated as the time
between the 5% and 95% of maximum particle velocity levels [67].
The variation in computed shock rise time with Up is shown in Fig. 4.11(a) for different
values of φ0. Also shown in the figure are data reported by Sheffield and co-workers [67]
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Figure 4.10: Particle velocity histories predicted by the mesoscale simulations and com-
paction theory: (a) Up = 300 m/s and (b) Up = 500 m/s.
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for low density HMX. Data are shown that highlight variations due to packing density
and particle size: here, “coarse” HMX refers to material having a mean particle size of
≈ 120 µm; and “fine” HMX refers to material having a mean size of ≈ 10-15 µm but also
having some larger particles of ≈ 50 µm. No information about the particle size distribution
is provided in Ref. [67]. The data indicate that rise time decreases with increasing Up and
is more sensitive to particle size than packing density. Measured rise times for fine HMX
are 0.1 µs or less for the entire range of Up, whereas rise time increases with decreasing
piston speed for coarse HMX reaching a value of ≈ 0.5 µs for Up ≈ 300 m/s. Because the
meso-scale simulations performed in this study are for ensembles having a mean particle
size of 60 µm with a narrow distribution, they are more representative of coarse HMX
than fine HMX. Both the compaction theory and meso-scale simulations give rise time
estimates that qualitatively agree with data for coarse HMX, though greater sensitivity
to φ0 is predicted than indicated by the data. Because particle size influences rise time,
quantitative discrepancies between computed estimates and the data may be partly due to
variations in particle size distribution.
It is insightful to examine how rise time is affected by packing density for equal strength
shocks. Shown in Fig. 4.11(b) are the computed estimates and data given in Fig. 4.11(a)
expressed as a function of effective shock pressure. To this end, Up-P Hugoniot data given
in Fig. 4.5(b) for φ0 = 0.65 were used to express Up in Fig. 4.11(b) in terms of P . The
compaction theory and meso-scale simulations give similar results that exhibit a power-law
relation τr = bP
−z
, where the exponent z ≈ 1 and the prefactor b has a weak dependence
on φ0. Agreement in computed rise times suggests that a constant value of viscosity may
be reasonably assumed if the material has a narrow particle size distribution.
A simple estimate for rise time can be obtained from Eq. (3.7). Because most shocks
considered in this study are pressure dominated resulting in the elimination of porosity, it
is reasonable to assume that Ps  β. If it is further assumed that Ps ≈ constant, which is
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Figure 4.11: (a) Variation in shock rise time with Up predicted by the mesoscale simulations
and compaction theory. Also shown in the figure are data reported by Sheffield [67]; (b)
Variation in shock rise time with shock pressure predicted by the meso-scale simulations
and compaction theory. Estimates given by Eq. (4.1) were obtained using µ = 40 kg/(m
s) for coarse particles and µ = 10 kg/(m s) for fine particles
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compatible with a strong shock approximation, then Eq. (3.7) gives
τ =
(
µ
Ps
)∫ φ
φ0
dφ′
φ′ (1− φ′) =
(
µ
Ps
)
ln
(
1− 1/φ0
1− 1/φ
)
(4.1)
where τ is time. This expression implies that φ→ 1 asymptotically as τ →∞. An estimate
for rise time τr can be obtained by evaluating τ(φ = 0.99). This estimate indicates that
τ ∼ µP−1s and that it weakly depends on φ0 in agreement with data. The viscosity µ may
be assumed to monotonically decrease with particle size in that smaller particles will cause
faster stress equilibration rates due to higher frequency pressure reverberations within and
between particles.
Also shown in Fig. 4.11(b) are estimates based on Eq. (4.1) for φ0 = 0.68, 0.77, and
0.84. Two values of viscosity are used: µ = 40 kg/(m s), the value used throughout this
study, which is representative of coarse HMX, and µ = 10 kg/(m s) which is representative
of fine HMX. Equation (4.1) properly characterizes the shock pressure dependence z ≈ 1
obtained by meso-scale simulations, but is conservative because it ignores the configura-
tional stress that implicitly accounts for material strength resulting in faster rise times.
Scatter in the rise time data for fine HMX may again be attributable to the presence of
large (∼ 50 µm) particles embedded within the material. In a mixture of fine and large
particles, it is possible that fine particles control rise time for weak and spatially dispersed
shocks, and that large particles (even in relatively low concentrations) affect rise time for
strong and thin shocks causing it to approach that of coarse HMX. This possibility may be
computationally examined by meso-scale simulations of materials having prescribed par-
ticle size distributions, and the appropriate dependence of µ on micro-structure can be
established. Departures from power-law behavior may also result as shock strength in-
creases due to the onset of flow instabilities along pore surfaces that result in significant
hydrodynamic jetting and vorticity.
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4.2 Conclusions
Meso-scale simulations were performed on large ensembles of deformable particles to
computationally characterize how dissipation within quasi-steady compaction shocks is
affected by shock strength and packing density. The particles, which are representative of
the explosive HMX, had an average size of 60 µm with a narrow distribution to isolate
effects of packing density from those due to more complex distributions. Effective shock
profiles, obtained by averaging meso-scale fields over space and time, explicitly account
for resolved particle scale interactions within shocks. These profiles were compared to
predictions given by an established macro-scale theory that describes shock compaction in
terms of state variables that are conventionally interpreted as the average manifestation
of particle scale fields. Emphasis was placed on examining dissipation power, dissipated
work, and shock rise time because of their relevance to the ignition and burn of granular
reactive solids.
Effective shock end states and spatial profiles computed by meso-scale simulations com-
pare favorably to those given by the compaction theory. Shock speed and pressure increase
with density for fixed piston speed due to higher acoustic impedance of the material and
enhanced stress bridging between particles within shocks. Shock width is relatively insensi-
tive to initial density, but significantly decreases with increasing shock strength. Increasing
density is shown to increase the dissipation rate within shocks but decrease the integrated
dissipated work over shock profiles which is indicative of reduced sensitivity. Consequently,
dissipation rate by itself cannot properly account for observed phenomena such as shock
induced ignition, burn, and desensitization, whereas dissipated work represents a plausible
history-dependent thermodynamic quantity that can principally account for these effects.
The development of dissipation-dependent macroscale Ignition and Burn (I&B) models
for low density granular explosives is an ongoing topic of authors research [110]. Such
models are analogous to entropy-based I&B models used to describe shock initiation of
plastic-bonded explosives [101].
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Quantitative discrepancies between the meso-scale simulations and compaction theory
are largely due to differences in their equations of state and are more appreciable for
pressure dominated shocks that are sufficiently strong to eliminate porosity. Despite such
discrepancies, both descriptions indicate that the relation between dissipated work and
pressure is well-described by a power-law having a density-dependent pressure prefactor and
exponent. The value of the exponent is predicted to monotonically increase with density
which is indicative of enhanced pressure sensitivity. A similar pressure sensitivity has been
observed for the shock induced run distance to detonation for low density HMX. Though
possibly fortuitous, these analogous sensitivities suggests that run distance to detonation
may also be controlled by shock dissipation to leading-order; this issue warrants additional
study.
Mesoscale simulations and the compaction theory indicate that the relation between
shock rise time and pressure is well-described by a power law having an inverse pressure
dependence with a prefactor that is weakly dependent on initial density and an exponent
that has an approximate value of unity. This relation is confirmed by a simple analytical
estimate for rise time based on the compaction theory. Comparisons indicate that the
assumption of constant viscosity in the compaction theory is reasonable for a material
having a nearly uniform particle size distribution. Computed rise times compare favorably
to data for coarse HMX (mean particle size ∼ 120 µm), whereas data for fine HMX (mean
particle size ∼ 10 µm, with some embedded particles of ∼ 50 µm) indicate faster rise times,
particularly for low pressure shocks [67]. The fine HMX data also indicate a lower sensitivity
of rise time to pressure which may be due, in part, to the bimodal size distribution.
This study demonstrates how meso-scale simulations may be used to examine the ef-
fect of micro-structure on the thermomechanics of compaction shocks in granular reactive
solids. These simulations may also be used to assess the validity of assumptions imposed
by macro-scale theories and to provide rigorous interpretations of their predictions. In
addition to the development of I&B models, another focus of the authors’ ongoing research
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is on characterizing how variations in particle size distribution influence compaction shock
dissipation and rise time.
4.3 Successive Shock Loading
As a secondary objective modeling study is performed to characterize how rapid succes-
sive shock loading of low-density HMX affects dissipation and ignition. It is well established
that a primary (or lead) shock can desensitize the material to subsequent shocks by reduc-
ing porosity. This phenomenon, referred to as shock desensitization, has been observed to
occur during DDT of low density granular explosives in which complex interactions between
impact and combustion-supported shocks influence the initiation process. In this study,
a computational analysis is performed to characterize how rapid successive shock loading
of low density HMX affects dissipation and ignition associated with the onset of vigorous
burn. Meso-scale simulations are used to predict effective shock profiles and to examine
hot-spot fields induced by pore collapse. Though this study has not been used directly,
several key ideas from the outcome of this study have contributed to better understand this
thesis. Interested readers are referred to Appendix B and Ref. [111] for detailed discussion
on successive shock loading.
Few noteworthy points from the study useful for this thesis are listed here. As dis-
cussed in Section 5.1 history variable based on shock-induced dissipative work is shown to
result in ignition fields that qualitatively differ from those based on shock pressure. In most
simulations presented later in this thesis, The lead shock strength is sufficient to eliminate
most porosity resulting in relatively small additional increases in dissipation by the sec-
ondary shock. Consequently, in all cases the value of dissipation induced by the secondary
shock is substantially lower than that induced by a single shock of equivalent pressure
which is indicative of significant shock desensitization. Based on an analysis of hot-spots,
appreciable hot-spot agglomeration only results as the secondary shock overtakes the lead
shock for the values of imposed piston impact velocities. This prediction demonstrates how
the strength of the secondary shock needed to induce hot-spot agglomeration is dependent
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on the strength of the lead shock and the value of φ0. Increasing φ0 tends to suppress
dissipation and enhance desensitization.
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Chapter 5
Analysis of Detonation Transition
Mechanisms
Piston driven DDT experiments indicate that detonation is often abruptly triggered by
the interaction of a strong combustion-supported secondary shock and a piston-supported
primary (input) shock, where the nature of the interaction depends on initial packing
density (φ0) and primary shock strength (Ps). These interactions influence transition by
affecting dissipative heating within the micro-structure during pore collapse. In this study,
a loading history dependent ignition model based on variation in hot-spot formation fre-
quency and a gas pressure dependent burn model is used in a macro-scale theory to numeri-
cally simulate piston-initiated DDT and SDT. The ignition model establishes the induction
period before the onset of vigorous burn. The key objective of this study is the predic-
tion and analysis of detonation transition mechanisms for shock initiation of low density
granular HMX.
In this chapter, Section 5.1 focuses on utilizing correlations of predicted hot-spot fields
with micro-structure and shock strength to formulate an ignition and burn model for shock
induced initiation of low density HMX. The burn model is conceptually similar to tradi-
tional Ignition and Growth-type models but accounts for the onset of vigorous combustion
(referred to as ignition) in terms of parameters that are explicitly computed from hot-
spot fields predicted by meso-scale M&S. The induction time behind a compaction shock
required for ignition is assumed to be inversely proportional to the formation rate of hot-
spots by the shock. The burn model is implemented in the two-phase macro-scale model
discussed in Chapter 3.1 to examine its effect on shock induced ignition and subsequent
growth to detonation.
Next, numerical predictions of piston-initiated DDT and SDT are given in Sec 5.2.
Various features observed in the transition mechanisms are highlighted and discussed, and
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the results of the DDT simulations are presented for a parameter set that fits the LANL
DDT experiment. Most reactive ignition and burn models use this experiment as a baseline
to calibrate model parameters. In Section 5.3, the fitted model is used to obtain the run
distance-to-detonation and time-to-detonation as a function of the input shock pressure
(Pop-Plot). Lastly, in Section 5.4, a detailed parametric analysis for the burn model is
discussed.
5.1 Ignition and Burn Model
The volumetric mass exchange term C in Eq. (3.1) describes the explosive combustion
rate. It is common to take C = C(ρs, φs, Pg), where the dependency on gas pressure reflects
strand burn data. It is plausible to use a modified expression that accounts for the induction
period prior to macro-scale ignition. To this end, a dimensionless ignition variable λI is
defined such that:
C =
 0 for 0 ≤ λI < 1f for λI = 1. (5.1)
Here, it is assumed that negligible gas is produced during the induction period correspond-
ing to 0 ≤ λI < 1 as hot-spots cook-off within the micro-structure. It is further assumed
that the induction period is energetically inconsequential at the macro-scale. The subse-
quent burn phase associated with gas production and energy release is described by the
function f .
5.1.1 Ignition Model
The ignition model is constructed to account for the shock loading history of the ma-
terial. Similar history variable approaches, such as the History Variable Reactive Burn
(HVRB) model, have been used to account for detonation initiation and propagation in
PBXs based on the material’s pressure loading history [127]. In this study, rate equations
for λI are posed in terms of solid pressure and dissipative compaction work so that dif-
ferences in the models can be examined for successive shock loading of granular HMX.
Pressure is chosen because it represents a conventional measure of shock strength, whereas
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dissipative compaction work is chosen because of its relevance to hot-spot formation.
• Pressure-Dependent Ignition
A rate equation for the ignition variable λI in terms of pressure is given by
dλI
dts
=
1
tr
(
Ps − P0
Pr
)m
, (5.2)
where tr and Pr are a reference time and pressure, m is a history variable exponent, and P0
is the ambient material pressure (P0 = 0 in this study because the material is initially stress
free). The Lagrangian derivative of the explosive solid is given by d/dts ≡ ∂/∂t+ us∂/∂x.
Integrating Eq. (5.2) gives
λI(ts) =
1
tr
∫ ts
0
(
Ps − P0
Pr
)m
dt′ (5.3)
which is valid following explosive material points. Assuming a sustained discontinuous
shock having constant pressure Ps, with P0 = 0 and ts = 0 immediately ahead of the shock,
then Eq. (5.3) gives:
λI =
(
ts
tr
)(
Ps
Pr
)m
(5.4)
where ts is time since shock passage. For ignition, λI = 1 and ts = τ ; thus, 1 =
(τ/tr)(Ps/Pr)
m. The time scale tr can be established once an expression for τ(Ps) is em-
pirically and/or computationally prescribed.
Meso-scale M&S can be used to obtain an expression for τ(Ps) based on statistical
aspects of hot-spot formation. Hot-spots are regions of elevated temperature that have
the potential to thermally explode because they possess sufficient thermal inertia to over-
come conductive losses. To this end, hot-spot material was identified by performing a
level-cut through meso-scale predicted temperature fields T (x, t) at a predefined threshold
temperature Tth within material located behind a sustained compaction shock. In this
study, the term hot-spot refers to material having T ≥ Tth. For example, the resulting
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Figure 5.1: Illustration of the temperature thresholding technique to identify hot-spots.
Here, Tth = 500K denotes the temperature threshold.
level-cut, illustrated in Fig. 5.1, produces a hot-spot temperature field that contains N
hot-spots, Aˆ1(x, t), Aˆ2(x, t), ..., AˆN(x, t), enclosed by contours Γˆ1(x, t), Γˆ2(x, t), ..., ΓˆN(x, t).
This thresholding technique partitions the domain Aˆ (x, t), into two disjoint sets, AHS (x, t)
and AHS (x, t), such that:
AHS (x, t) ∪ AHS (x, t) = A (x, t)
AHS (x, t) ∩ AHS (x, t) = ∅
where AHS (x, t) = Aˆ
1 (x, t) ∪ Aˆ2 (x, t) ∪ ... ∪ AˆN (x, t). The domain AHS (x, t) contains
all hot-spot material in A(x, t) for a given material realization and piston speed, while
the region AHS(x, t) contains lower temperature material. This technique filters out cooler
material enabling a quantitative description of hot-spot features. It is noted that hot-spot
morphology (i.e., shape, size, etc.) is sensitive to simulation resolution and the choice of
Tth. In this study, Tth = 500 K was chosen which is slightly above the β−δ phase transition
temperature of HMX; as such, this value reasonably indicates the onset of chemical activity,
though exothermic combustion requires T > Tth and is dependent on hot-spot size. Com-
plete details on hot-spot characterization is available in Refs. [80,81]; only details pertinent
to this study are highlighted here.
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Figure 5.2: (a) An illustration of the reactive hot-spot axial spacing used to compute
the formation time between successive hot-spots based on their centroid locations. (b)
Predicted cumulative distribution of reactive hot-spot formation times for φ0 = 0.68.
Because the analysis is performed for steady shocks, it is convenient to analyze hot-spots
in a shock-attached frame, as conceptually shown in Fig. 5.2(a). In this frame, unstressed
porous material enters the shock at speed D and stressed compacted material leaves the
shock at speed w = D − Up. The spatial shock structure has a finite thickness δ due to
energy dissipation and dispersion. Though the compacted state possesses fluctuations in
thermomechanical fields, its effective (or average) pressure may be used to characterize
shock strength. Hot-spots are formed within the shock due to inelastic pore collapse,
emerging from the shock at a frequency that depends on both meso-structure and wave
strength.
Each hot-spot is identified by the location of its area centroid enabling the formation
rate to be established. For a given simulation, the formation time, defined as the time
between successive formation of hot-spots within the wave, is estimated by:
τf =
δHS
D − Up (5.5)
where δHS is the axial distance between nearest upstream neighbor centroids in the com-
pacted state. This definition of τf , which establishes the effective formation rate, is in-
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fluenced by both hot-spot spacing and shock speed. It is plausible that meso-structures
having comparable hot-spot spacing but different shock speeds will have different ignition
times because their formation rates will differ. Figure 5.2(b) gives predicted distributions
in hot-spot formation time for φ0 = 0.68. Formation time distributions are approximately
exponential indicating that hot-spot formation represents a time-invariant Poisson process
for steady shocks. The cumulative exponential distribution function is given by
F (τf ) = 1− exp
(−λτf) , (5.6)
where λ is the effective formation rate/frequency. Predicted variations in λ with shock
strength and meso-structure characterized by φ0 are summarized in Fig. 5.3(a) in terms
of Up for φ0 = 0.68, 0.77, and 0.84. The effective hot-spot formation rate represents
a balance between nucleation, growth, and agglomeration of hot-spots as wave strength
increases. Nucleation refers to the formation or seeding of new hot-spots in the vicinity of
inter-particle contact surfaces, whereas growth and agglomeration refer to an increase in
hot-spot size and the coalescence of neighboring hot-spots due to plastic flow, respectively.
Because reactive hot-spots are identified by their area centroids which is independent of
their size, agglomeration causes a reduction in λ when it dominates nucleation as hot-spots
become ubiquitous. The predicted variation in λ with effective shock pressure P for the
nucleation region can be characterized by a power-law
λ = aP
n
. (5.7)
The computed data and best-fit curves for each φ0 are shown in Fig. 5.3(b); values for
the power-law parameters are listed in Table 5.1. Both the prefactor a and exponent n vary
with initial packing density. As φ0 increases for fixed P , the effective bulk modulus of the
material increases resulting in volumetric stiffening and faster waves, and hot-spot spacing
increases due to enhanced stress transmission between particles; consequently, λ decreases.
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Table 5.1: Computed power-law parameters for hot-spot nucleation based on meso-scale
M&S.
φ0 a/I
∗ (µs−1GPa−n) n
0.68 1.609 2.12
0.77 0.451 2.49
0.84 0.112 2.68
However, because n = ∂ log λ/∂ logP , the reactive hot-spot formation rate increases more
rapidly with pressure for dense material.
The ignition time behind steady shocks τ ∗ is expressed in terms of a cumulative ignition
function that depends on meso-structure and shock strength through λ and P . The cumu-
lative hazard (ignition) function corresponding to an exponential distribution of hot-spot
formation times is given by
I(τ) =
∫ τ
0
λ dτ ′ = λτ, (5.8)
where I(τ) represents the specific accumulation of hot-spots behind the shock over time.
It is assumed that ignition occurs when I = I∗, where the value of I∗ is a material-specific
parameter. From Eq. (5.8), the ignition time is given by τ ∗ = I∗λ−1 which can be expressed
in terms of P and φ0 using Eq. (5.7). The relation for ignition time is then given by
P
n
τ ∗ =
I∗
a
. (5.9)
This relation is qualitatively similar to that used to empirically describe the onset of
vigorous burn in Piston Driven Compaction (PDC) experiments for the DDT of granular
explosives [131,132]. These experiments show that n ≈ 2 which is close to the values listed
in Table 5.1. To complete the description, it is necessary to estimate the ratio a/I∗ for
a given microstructure. Currently, the estimate is obtained by using a single datum for
the time to vigorous burn at a fixed shock strength, as discussed in Ref. [110,111], though
additional means of establishing an estimate are being explored. Best fit values for a/I∗
76
300 400 500 600 700 800 900
Up (m/s)
1
10
100
1000
λ 
(µ
s-
1 )
φ 0 =
 0.6
7
0.77
0.83
5
Strong S
hock Li
mit
Neat HMX
(a)
1
P (GPa)
0.1
1
10
100
λ 
(µ
s-
1 )
φ0 = 0.68
0.77 0.84
(b)
Figure 5.3: The predicted effective hot-spot formation rate λ as a function of (a) supporting
piston speed Up and (b) effective wave pressure P .
77
0.1 0.3 0.6 1 2 3 4 5
PS (GPa)
1
10
100
1000
w
d 
(kJ
/kg
)
Mesoscale Prediction
Macroscale Prediction
wd = 110.15*PS
1.2122
wd = 40.304*PS
1.3489
φ0 = 0.83φ0 = 0.68
Figure 5.4: Predicted variation in mass-specific dissipative compaction work wd (kJ/kg)
with shock pressure Ps (GPa) for granular HMX.
and n are listed in Table 5.1 for φ0 = 0.68, 0.77 and 0.84.
Taking τ(Ps) = (a/I
∗)P ns and m = n, then the characteristic time tr in Eq. (5.2) is
given by tr = (a/I
∗)−1P−nr . Though the values of a/I∗ and n are determined in this study
based on sustained single shock loading, it is assumed that the resulting rate expression [Eq.
(5.2)] is valid for more complex loading scenarios such as successive shocks. The validity
of this assumption requires additional scrutiny.
• Dissipation-Dependent Ignition
For sustained shocks, the shock pressure Ps can be related to the mass-specific dissi-
pative compaction work wd allowing an alternative form of Eq. (5.2) to be obtained. As
shown in Fig. 5.4, simulations suggest a power-law relation wd = bP
k
s for fixed φ0. Using
this relation, Eq. (5.2) can be re-expressed as
dλI
dts
=
1
tr
(
wd
wr
)γ
, (5.10)
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where wr = bP
k
r , tr = (a/I
∗)−1(wr/b)−γ, and γ = n/k. Integrating Eq. (5.10) gives
λI(ts) =
1
tr
∫ ts
0
(
wd
wr
)γ
dt′. (5.11)
For sustained shocks, Eqs. (5.3) and (5.11) give identical results, but they can give
substantially different results for more complex loading scenarios. Unlike the pressure-
dependent model which is based on the state variable Ps, the dissipation-dependent model
has the potential advantage of describing shock desensitization because of its explicit depen-
dence on the monotonically increasing path function wd. This assertion warrants additional
study and is not used in this study. This modeling effort is part of the author’s future work.
Figure 5.5 shows the variation in ignition time τ with Ps and wd for sustained single
shock loading of granular HMX having φ0 = 0.68 and 0.84. Also shown in Fig. 5.5(b) are
corresponding ignition time curves based on meso-scale simulation data. Discrepancies be-
tween the meso- and macro-scale curves are due to differences in their constitutive relations
for HMX that result in the variations in power-law expressions wd = bP
k
s seen in Fig. 5.4.
Increasing φ0 results in an increase in τ for fixed Ps and wd. The slopes ∂ log τ/∂ logPs
and ∂ log τ/∂ logwd increase with φ0 indicating enhanced sensitivity to variations in shock
strength. This prediction is consistent with initiation time and Pop-plot data for both
granular HMX and HMX-based plastic bonded explosives (PBXs) [67, 140, 141]. As dis-
cussed later, a consequence of this feature is that ignition times and transition lengths
corresponding to different initial densities tend to converge as shock strength increases.
5.1.2 Burn Model
A discussion on the formulation of burn following ignition (defined by λI = 1) is given in
this section. The volumetric mass exchange term C describes the explosive combustion rate.
The burn-rate expression associated with gas production and energy release is generally of
the form:
C =  (θ + Pg) , for λI = 1. (5.12)
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where  is a dimensional shape factor, θ (≈ 0 for DDT simulations, since Pg  θ) is a
function of the thermodynamic state of both solid and gas, and Pg is the pressure of the gas
phase. This burn rate provides a mostly phenomenological expression for the kinetics of the
chemical reaction associated with burning of explosive grains. This gas pressure dependent
burn rate is widely accepted in combustion literature and regarded as empirical [128].
Combustion of HMX occurs in three steps: solid decomposition, pyrolysis, and gas-
phase combustion. However, in the limit of fast chemistry it can simply be assumed to
occur in a single step. Hence, the reactant solid explosive is directly converted to the
reaction product gas. The shape factor  accounts for three effects: the available burn
surface-to-volume ratio of the grains, the depletion of the particle size due to reaction, and
a characteristic recession velocity for the individual particles; it is given by:
 = α
(
φs
d0
)
ρsuref
Pref
(5.13)
where α represents a dimensionless volumetric burn surface area prefactor that is used to
describe the kinetics of different processes during transiton to detonation, d0 is the initial
particle size, and uref is the characteristic recession velocity corresponding to pressure Pref .
The ratio φs
d0
is the burn surface area-to-volume ratio of the grains, which depend on the
material heterogeneities. The interpretation of the LANL DDT experiment [5] is used here
as a guide to model α. Though the transition process is continuous, prominent phases are
depicted in Fig. 5.6. Interpretation of the phases is as follows:
1. Early Induction Phase: The early induction phase is shown in Fig. 5.6(1). In this
phase, as the right propagating piston comes in contact with the ambient material it trans-
mits energy into the material through forward propagating gas and solid acoustic waves.
These forward propagating acoustic waves generate and support the propagation of a com-
paction wave that decreases the porosity and increases the density of the ambient material.
This phase terminates when macro-scale ignition occurs and hot-spots produced in this
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(1): Early Induction Phase (0 ≤ λI < 1)
(2): Low-Speed Regressive Burn Phase (λI = 1)
(3): Secondary-Shock/Solid-Plug Formation Phase
(4): Solid-Plug Acceleration Phase
Figure 5.6: Following ignition, illustration of (1) early induction phase; (2) low-speed
regressive burn phase; (3) secondary-shock/solid-plug formation phase; and (4) solid-plug
acceleration phase of the LANL DDT experiment. This illustration is used as a guide to
establish the expression for volumetric burn surface area prefactor α. The schematic is
shown in the piston-attached frame and UP is piston impact velocity. Explosives grains are
shown as shaded circles and the gas phase is shown as an expanding cloud.
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phase are primarily due to pore collapse. It is assumed that this phase is energetically
inconsequential at the macro-scale.
2. Low-Speed Regressive Burn Phase: As seen in Fig. 5.6(2) following ignition (λI = 1),
the explosive-grains next to the piston surface start burning slowly to produce gaseous
reaction products that start accumulating in the region between the piston surface and
slow burning explosive grains. Subsequently, the reaction rate, albeit slowly, increases and
a burn front is seen to form near the piston surface. The pressure of the gaseous reaction
products starts building due to confinement provided by the piston, the tube walls and
low permeability of the already compacted material ahead of it. Since the reaction rate
and pressurization of gaseous reaction products is minimal, the kinetics of this phase can
be assumed to be uniform and a constant value α = α0 is used for the volumetric burn
surface area prefactor.
3. Secondary-Shock/Solid-Plug Formation Phase: As the accumulation of gaseous
product increases, the rising gas pressure drives burn supported compression waves (sec-
ondary compaction wave) in the already compacted material ahead of it. Figure. 5.6(3)
shows this phase. This secondary compaction wave further reduces the porosity within
the material to produce a nearly full density “solid-plug” (i.e., φs ≈ 1), slightly ahead of
the burn front. The bed permeability (κ→ 0) within the plug region is minimal and the
burn rate drops by a factor of 20-30. This reduction in material permeability restricts
the flow of hot-gas through the bed, which results in the formation and propagation of a
strong shock within the plug (discussed in next phase). Therefore, to describe the kinetics
of this phase, a critical value of solid volume fraction φc is defined beyond which the burn
rate is minimal and the corresponding burn surface area prefactor α1 < α0 for φs > φc is
defined.
4. Solid-Plug Acceleration Phase: In this phase, shown in Fig. 5.6(4), the rear interface
of the “solid-plug” is pushed strongly by the high-pressure gas accumulating behind it.
The rear interface of the plug now acts as a virtual piston that drives the formation
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of a strong shock within the plug that can enhance dissipation and promote “hot-spot-
facilitated” burn. When the shock dissipation within the plug reaches a threshold value
wd > wc, high surface-area is available for burn due to the growth and agglomeration of
intense hot-spots. The reaction rate significantly increases causing the onset of detonation.
Therefore, to describe the kinetics of this phase, a critical value of dissipation wc is defined
beyond which the burn rate is maximum and the corresponding burn surface area prefactor
α2 > α0, α1 for wd > wc.
Hence, α = α (φs, wd), where wd is mass specific dissipative compaction work that
accounts for shock dissipation, and φs accounts for effects of bed permeability on the burn.
Using the above discussion, the volumetric burn surface area prefactor is given by the
following expression:
α = α0
1 + 1(
1 + exp
(
−(wd−wc)
∆w
))(
1 + exp
(
−(φs−φc)
∆φ
))

− α1(
1 + exp
(
−(φs−φc)
∆φ
)) + α2(
1 + exp
(
−(wd−wc)
∆w
)) (5.14)
where α0, α1, α2, φc, wc, ∆w and ∆φ are constants. ∆w and ∆φ allows for smooth transi-
tions between the phases and also control the width of burn transition zones.
Though not shown here, several numerical experiments were performed to calibrate
this expression [Eq. (5.14)] by replicating features of the LANL DDT experiment. For
simulations presented in this work, values of the chosen constants are given in TABLE 5.2.
Figure 5.7 gives the variation of α with φs and wd. As seen in the figure, this expression
reflects a transition from normal low-speed regressive burn (characterized by α0) for weak
shocks to hot-spot facilitated burn (characterized by α2) for strong shocks that have high
values of φs and wd. Hot-spot facilitated burn is associated with a significant increase in
burn area due to the ubiquitous formation of closely spaced hot-spots.
The parameter φc is chosen based on DDT tube test data that indicate a reduction
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Figure 5.7: Variation of the volumetric burn surface are prefactor α with wd and φs. The
figure clearly shows the regions where the burn rate is dominated by α0, α1 and α2. The
region where the permeability κ→ 0 is also highlighted.
in burn rate by a factor of 20−30 for approximately φs > 0.95. wc is chosen based on
inert meso-scale simulations that indicate that wd > 20 kJ/kg causes widespread agglom-
eration of hot-spots suggesting the likelihood of fast reactive hot-spot interaction times.
Recently, Gambino and co-workers [130] proposed an Arrhenius rate law to describe the
chemical kinetics of the reaction process that uses a ignition temperature threshold of 315
K corresponding to a bulk temperature rise of ∆T = 15 K. In this study, wd = 20 kJ/kg
corresponds to a comparable bulk temperature rise of ∆T = wd/cv of 13 K. The final
expression for the burn rate f is given by:
f = α
(
φs
d0
)
urefρs
(
Pg
Pref
)
(5.15)
where α is given by Eq. (5.14). For initally spherical particles, α = 6 gives a physical
prespective indicative of complete/saturated burning of the spheres surface. Different det-
onation transition mechanisms (discussed later) can be described by Eq. (5.15) due its
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Table 5.2: Parameter values used to compute α.
Parameter Value Units
α0, α1 0.4 -
α2 2.0 -
d0 100 µm
uref 0.1 m/s
Pref 0.1 GPa
wc 20 kJ/kg
φc 0.975 -
∆w 0.5 kJ/kg
∆φ 10−6 -
dependence on φs, Pg, and wd. Though conceptually similar to other models [142,143], this
model incorporates microstructure-dependent hot-spot predictions obtained by meso-scale
M&S and accounts for hot-spot facilitated burn in terms of compaction shock dissipation
to better characterize shock interaction effects.
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5.2 Results
Having discussed the ignition and burn model, simulation results are presented in this
section. The numerical shock capturing algorithm discussed in Chapter 3 involves the pro-
duction of numerical anomalies at startup due to the imposition of a velocity discontinuity
at the piston surface. In Section 5.2.1, a discussion is given on the cause, effect and treat-
ment of these anomalies. In Sections 5.2.2−5.2.4, predictions are given that illustrate how
ignition and burn affect the shock loading of low density HMX having 0.68 ≤ φ0 ≤ 0.83.
Simulations are performed for piston speeds within the range 150 ≤ UP ≤ 600 m/s be-
cause of their relevance to DDT/SDT; these cases span the range of weak to strong shock
initiation and key features of the simulations are highlighted and discussed.
In this study, weak-shock initiation refers to simulations where the dissipative com-
paction work behind the fully developed primary compaction wave is wd ≤ wc, resulting
in initially low-speed regressive burn. Strong-shock initiation refers to simulations where
the dissipative compaction work behind the lead compaction wave is wd > wc, resulting in
prompt hot-spot facilitated burn.
5.2.1 Solution Strategy
Figure 5.8 shows the spatial variation in density (ρs), temperature (Ts), and dissipative
compaction work (wd), prior to ignition in the solid phase for a piston initiated DDT
simulation; as such, the simulation up until the time shown is inert. An undershoot in
density, and an overshoot in temperature and dissipative compaction work, is predicted
in the vicinity of the piston interface due to a start up error produced by the velocity
discontinuity imposed at ξ = 0 at t = 0. Such over- and under- shoots are referred to as
an artificial entropy layer [144,145] in the literature. This is a well-documented artifact of
numerical shock capturing methods and has the potential to prematurely trigger chemical
reactions.
Both meso-scale and macro-scale M&S predict an artificial entropy layer at the piston-
explosive interface. However, the entropy layer predicted in meso-scale M&S is partly
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Figure 5.8: Predicted: (a) Solid phase density ρs; (b) solid phase temperature Ts; and
(c) dissipative compaction work wd; affected by artificial entropy production at the piston
interface. Re-Mapped solution of (d) ρs; (e) Ts; and (f) wd for φ0 = 0.68 and UP = 150
m/s at t = 52 µs following impact.
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Figure 5.9: Predicted: Solid phase pressure Ps and ignition variable λI not affected by
artificial entropy production for φ0 = 0.68 and UP = 150 m/s at t = 52 µs following
impact.
physical and partly artificial. The physical entropy layer results due interactions between
the planar piston interface and explosive particles that give rise to frictional dissipation.
This dissipation causes an increase in material temperature and is responsible for high
intensity hot-spots with temperatures in the range of 800-1500 K. Additionally, wave re-
flections from the interface can amplify pressure and shear within the material resulting
in enhanced plastic deformation. In both the meso- and macro-scale models, the piston
moving to the right transmits energy to the ambient granular bed through forward propa-
gating gas and solid acoustic waves. This energy transmission involves shock interactions
at the piston wall, as demonstrated by the various simulations presented later in the chap-
ter. When these shocks interact with the rigid piston interface, numerical anomalies are
observed because of the large (infinite) impedance mismatch between the two materials.
Menikoff and Lackner [146] presented a simple analysis to explain this phenomenon.
They considered a case of symmetric shock collision which is equivalent to shock reflection
from a rigid wall. It was shown that the conservation laws reduce to two equations for
the unknown shock position, and the difference in the relative energies of the incoming
and outgoing shock is not zero. This causes a mathematical inequality and affects the
degeneracy of the equations, and the states behind the outgoing shock are not uniform.
When a shock wave impacts a material interface, there is a separate conservation law
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for the mass of each material. This leads to four equations for three unknowns. The
entropy anomaly can be large when the equation of state of two materials is very different.
Therefore, it is difficult to determine to what extent this entropy layer is physical and to
the authors knowledge no perfect numerical fixes exist.
In this study, a simple numerical manipulation technique that theoretically does not
affect the solution is adopted to circumvent this problem. As seen in Figs. 5.8(d-f), prior to
ignition (0 ≤ λI < 1) the predicted solution is modified by eliminating the small region of
the computational domain in the vicinity of the piston affected by the entropy layer. New
initial conditions are extracted from the steady solution and re-mapped onto the original
domain. This re-mapped solution is used to initialize a new simulation for which the ignition
variable λI ≈ 1 (Ignition) at the piston surface (ξ = 0). Figures 5.9(a-b) shows the spatial
variation of solid phase pressure (Ps) and ignition variable (λI) for a simulation. Here no
anomalies exist in the vicinity of the piston-explosive interface in solid pressure because
across an entropy wave pressure and solid volume fraction remain unaffected. Therefore,
the ignition variable that is pressure dependent also remains unaffected. This technique
allows for triggering the combustion as prescribed by the ignition and burn model without
altering the accuracy of the simulation.
In the remainder of the thesis, all indicated times are relative to the ignition time for
a given simulation unless otherwise stated. Time since impact and ignition are related by
t = tign + τ , where tign is the ignition time, and τ is the later time corresponding to the
steady detonation.
5.2.2 Weak−Shock Initiation
The first case considered is the baseline for the simulations presented in this work.
For meaningful comparison, the initial stress-free and motionless bed corresponding to an
initial solid volume fraction φ0 = 0.68 and a piston impact of UP = 150 m/s used here is
similar to the LANL DDT experiment.
Plot Characteristics
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Figure 5.10(a) gives solid volume fraction (φs) contours in the τ − ξ characteristic
plane. Solid volume fraction contours are used to quantitatively and qualitatively assess
the condition of the material during transition. The contours show material compaction by
the primary compaction wave (c), secondary compaction wave (b), and the conversion of
solid to gas by combustion. Figure 5.10(b) gives bulk pressure (P = Psφs +Psφs) contours
in the τ − ξ plane. The pressure contours are used to qualitatively assess wave interactions
during transition. The contour shows the predicted primary wave (c), secondary wave (b)
and steady detonation wave (D) trajectories. The contour also gives the location of onset of
“low-speed” burn (X1), the onset of rapid-burn (X2) and the location where the secondary
wave overtakes the primary wave. A key objective of this study is to analyze the detonation
transition mechanism from a wave interactions perspective, and this plot facilitates tracing
of the different wave trajectories and their interaction. Because predictions upto ignition
are effectively inert, all contour plots and spatial profiles in the remainder of this thesis are
plotted from time since ignition. The time axis on contour plots do not essentially start
from τ = 0; as such, the time since visible macro-scale activity is plotted for clarity and
usefulness.
Figures 5.11 and 5.12 give the piston-attached spatial profiles for φs, Ps, wd, and us
as the solution evolves into a steady detonation, using N = 2000 computational cells and
a resolution ∆ξ = 25 µm. These profiles connect the state of the material behind and
ahead of the corresponding shocks. These plots are helpful in tracking the variation of flow
variables and dependent quantities that are observed during transition.
Transition Mechanism
As seen in Figs. 5.10(a) and 5.11(a), the fully developed primary (input) compaction
wave, labeled c, reduces the porosity within the material and propagates at about 396 m/s,
corresponding to a input shock pressure of 0.115 GPa. The predicted solid volume fraction
in the compacted region is φs = 0.93 and the dissipative compaction work is approximately
wd = 7 kJ/kg. This lead compaction wave propagates a relatively long distance into the
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φ0 = 0.68, UP = 150 m/s
(a)
(b)
Figure 5.10: Predicted: (a) solid/explosive volume fraction contours; and (b) bulk pressure
contours; in the generic τ − ξ diagram showing the predicted trajectories of primary com-
paction wave c, burn supported secondary compaction wave b, the rearward plug boundary
vp, strong shock S, and forward propagating steady detonation wave D for φ0 = 0.68 and
UP = 150 m/s. X1 is the location of onset of low-speed regressive burn, X2 is the location of
onset of “hot-spot” facilitated burn, and R is the location of onset of spontaneous reaction
waves.
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Figure 5.11: Predicted spatial variation in (a) solid/explosive volume fraction φs; and (b)
solid phase pressure Ps; for φ0 = 0.68 and UP = 150 m/s.
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ambient material prior to the onset of ignition (vigorous burn) near the piston surface at
approximately tign = 43 µs. The predicted dissipative compaction work wd behind the
primary wave for this case is lower than the threshold wc, resulting in an initially “low-
speed” regressive burn.
Subsequently, regressive burn near the piston surface drives the formation of a sec-
ondary compaction wave, labeled b, due to the low permeation of combustion gases into
denser material precompacted by the primary shock. This secondary compaction shock
eliminates the residual porosity resulting in the formation of a inert-solid-plug that in-
creases in width as the shock propagates forward [5,123]; the existence of the high density
plug is highlighted in Figs. 5.10(a) and 5.11(a) which show contours and spatial wave pro-
files of solid volume fraction in the τ − ξ characteristic plane and ξ−φs plane, respectively.
The strength of the burn supported secondary wave increases in time to form a strong
shock, labeled S, as indicated by the converging contours in Fig. 5.10(b), and the increase
in pressure in Fig. 5.11(b) and dissipative compaction work in Fig. 5.12(a). As wd → wc,
then α quickly increases resulting in hot-spot facilitated burn which significantly intensifies
secondary wave dissipation to wd > 200 kJ/kg. Inert meso-scale simulations show that such
a large value of wd is sufficient to cause widespread agglomeration of hot-spots indicating
the likelihood of fast reactive hot-spot interaction times [81]. At location, labeled D1, the
rapid onset of vigorous burn results in a thermal-explosion-like (or SDT-like) event which
produces a forward propagating reactive shock and a backward propagating weak shock.
The forward propagating reactive shock quickly transitions to detonation becoming
overdriven relative to the ambient material. At location, labeled D2, the overdriven deto-
nation subsequently overtakes the primary compaction wave and propagates into the ambi-
ent material as it relaxes to a CJ detonation (DCJ ≈ 5.8 km/s). This case demonstrates a
complex transition mechanism that is typically referred to as Type−I DDT where the tran-
sition mechanism is ignition controlled in that the ignition induction time is long compared
to that required for transition following ignition.
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As the detonation wave propagates forward, the backward propagating weak shock
enters the plug and slowly increases in strength and is predicted to abruptly transition
into a strong reactive compression wave through the formation of a knee−like structure at
location R as indicated in Fig. 5.10(a). It is insightful to examine this phenomena and a
simple analysis is given here to better understand the predicted features. It is important to
note here that, the solid plug determines the dynamics of the backward propagating weak
shock because of its low bed permeability (κ → 0) and experimental evidence of drop in
burn rate.
Figure 5.13(a-c) gives the magnified view of the evolution of solid phase pressure Ps,
solid volume fraction contours, and solid volume fraction φs with position, respectively,
within the solid-plug. To perform the analysis, the spatial variation in solid/explosive
volume fraction at a particular instant in time highlighted in the figure is chosen. Assuming
negligible convective effects, the evolution of the explosive/solid volume fraction is given
by:
dφs
dt
= − C
ρs
(5.16)
where the source term C that accounts for the exchange of mass from solid to gas due to
combustion is given by:
C = α
(
φs
d0
)
urefρs
(
Pg
Pref
)
(5.17)
The variation in solid volume fraction φs(ξ) = φ0(ξ), where φ0(ξ) is the variation in solid
volume fraction corresponding to the chosen spatial profile. Gas pressure Pg and solid
density ρs are assumed to be constant, and the evolution of solid volume fraction is now
given by:
dφs
dt
= −α
(
φ0(ξ)
d0
)
uref
(
Pg
Pref
)
(5.18)
Integrating Eq. (5.18) gives:
φs (t; ξ) = φ0 (0; ξ) exp
[
− α
d0
uref
Pg
Pref
t
]
(5.19)
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Figure 5.13: Magnified view of (a) solid pressure Ps with position; (b) solid/explosive
volume fraction contours; and (c) solid/explosive volume fraction φs; within the solid-plug
for φ0 = 0.68 and UP = 150 m/s. Blue and Red X point markers in (a) and (c) indicate
the forward and backward propagating burn-front locations at the back and front of the
plug, respectively.
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which is valid following explosive material points. φc is chosen to track the location of
burn-front since it corresponds to the critical value of solid volume fraction where the burn
regime switches from low-speed regressive burn to burn controlled by bed permeability.
The blue and red X point-markers highlighted in Figs. 5.13(a) and 5.13(c) indicate the
forward and backward propagating burn front locations at the back and front the solid-
plug, respectively. To this end, for φs = φc, Eq. (5.19) gives the location and for time
Eq. (5.19) can be re-expressed as:
t = − d0Pref
αurefPg
ln
[
φc
φ0(ξ)
]
(5.20)
Differentiating Eq. (5.19) with respect to time gives the expression for velocity of propaga-
tion of burn-front:
dξ
dt
= α
(
φ0(ξ)
d0
)
uref
(
Pg
Pref
)
1
dφ0/dξ
(5.21)
Using Eqs. (5.16−5.21), the predicted spatial variation in solid volume fraction and
burn-front location as a function of time can be reconstructed using this simple analy-
sis and is shown in Fig. 5.14(a) and Fig. 5.14(b), respectively. As the shock strengthens
the velocity of propagation of burn-front is approximately 45.45 m/s but exponentially
increases (by construction) to about 3.318 km/s through the formation of a knee-like struc-
ture. Gasdynamic experiments on homogeneous and exothermically reacting gases suggest
that DDT may occur through Zel’dovich or shock wave amplification by a coherent energy
release (SWACER) [105] gradient mechanism when spatial gradients in temperature and
concentration occur due to turbulent mixing of reaction products with unburned gas. The
unburned gas having the mimimal indution time is first ignited and a shock wave is gen-
erated by this primary explosion that propagates to the next layer. The next layer has
a slightly longer ignition delay and the shock wave initaites explosion of this layer, and
the released energy strengthens this wave and advances to the adjacent layer, and so on.
Thus, the concentration gradient provides a method of coherent energy release with respect
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to propagating spontaneous reaction shock that can result in detonation in the mixture.
For brevity, complete details on spontaneous reaction waves are not given here and can be
found in Refs. [106–108].
Using the gas-dynamics analogy, as seen in Figs. 5.13(c) and 5.14(a), a shallow gradient
in composition (solid volume fraction) results in a weak reactive shock propagating into the
plug. Within the solid-plug the material permeability is low and the prescribed volumetric
burn surface area prefactor is α1 < α0. As the material is consumed slowly, the rising
gas pressure drives burn supported compression waves in the already compacted material
ahead of it. As the strength increases due to restricted flow of hot-gas through the bed,
abrupt transition to a strong reactive compression wave analogous to spontaneous reaction
shock is predicted at location R. The backward propagating shock is is often mentioned in
literature but the phenomenology associated with it is not completely characterized as it
is difficult to capture the complete set of events due to loss of confinement (tube splitting)
during DDT tube test. However, few expeiments [147,148] and private communication with
the LANL DDT-Modeling group [149] report their evolution during the DDT of low-density
solid high-explosives. As seen in Fig. 5.13(c), the spontaneous reaction wave propagates at
about D = 9.35 km/s and subsequently overtakes the “low-speed” burn-front at the back
of the plug further enhancing the burn leading to complete consumption of the plug.
Figure 5.15 shows the steady forward-propagating detonation structure that consists of
a shock wave in both the solid explosive and the gas phase. During transition to detonation,
the solid shock is accelerated ahead of the gas shock as seen in Fig. 5.15(b) (inset) before
waves approach steady speed. Since the solid shock accelerates ahead of the gas shock,
the CJ detonation predicted has a compaction-led spatial structure. The thin reaction
zone is followed by a Taylor expansion wave (not shown in the figure) which relaxes the
pressure to the ambient at the piston surface. This structure is consistent with the theory
available in literature [137]. Complete details on detonation wave structure and analysis
can be found in Refs. [90, 135]. The analytical steady end-state solution discussed in
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Figure 5.15: Predicted: (a) steady detonation spatial profile of and solid phase pressure
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gas pressure and solid volume fraction for φ0 = 0.68 and UP = 150 m/s.
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Appendix A is used here to verify the results obtained from the macro-scale model. The
steady solution obtained from simulations show good agreement with the end-state analysis.
Several features observed in this simulation are also predicted to occur in simulations
discussed later. For brevity, the discussion for those simulations are referred back to the
baseline case and features specific to those simulations are highlighted.
In summary, the following points are noteworthy. First, unlike shock pressure which
decreases as the overdriven detonation shock overtakes the primary compaction shock,
shock dissipation significantly increases. Thus, burn models based on shock pressure may
improperly predict combustion induced by compaction shock interactions within the mate-
rial which are important for describing hot-spot effects including desensitization. Second,
compaction-led detonations (using the terminology of Schwendeman, et al., [135]) are pre-
dicted due to the low permeability of the material to combustion gases. Such structures
are plausible in that they involve a thin lead shock in the solid component that compacts
(at least partially) explosive particles resulting in high dissipation that promptly triggers
vigorous burn behind the shock. The thickness of the compaction shock is approximately
two mean particle diameters.
• Parametric Analysis
For direct comparison, simulation predictions for material having φ0 = 0.77 and φ0 =
0.83 for a piston speed of UP = 150 m/s are given here. For a fixed UP , increase in
packing density (φ0) results in higher wave speeds (D) and stronger shocks (Ps) due to
increased acoustic/shock impedance of the material and enhanced stress bridging between
particles within shocks. However, for fixed UP , an increase in packing density (φ0) results
in lower dissipative compaction work (wd) due to fewer sites available for pore-collapse in
high density materials. A detailed discussion on the variation of shock strength (Ps) and
dissipative compaction work (wd) with increasing packing density (φ0) is given in Sec. 4.1.3.
Figures 5.16 and 5.17 give comparative predictions of solid volume fraction (φs) con-
tours and bulk pressure (P = Psφs + Pgφg) contours in the τ − ξ characteristic plane,
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(a)
(b)
Figure 5.16: Predicted solid/explosive volume fraction contours in the generic t − ξ dia-
gram showing the predicted trajectories of primary compaction wave c, burn supported
secondary compaction wave b, the rearward plug boundary vp, strong shock S, and for-
ward propagating steady detonation wave D; for (a) φ0 = 0.77 and UP = 150 m/s; (b)
φ0 = 0.83 and UP = 150 m/s. X1 is the location of onset of low-speed burn, X2 is the
location of onset of rapid burn, and R is the location of onset of spontaneous reaction
waves.
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(a)
(b)
Figure 5.17: Predicted bulk pressure contours in the generic t − ξ diagram showing the
predicted trajectories of primary compaction wave c, burn supported secondary compaction
wave b, the rearward plug boundary vp, strong shock S, and forward propagating steady
detonation wave D for (a) φ0 = 0.77 and UP = 150 m/s; (b) φ0 = 0.83 and UP = 150 m/s.
X1 is the location of onset of low-speed burn, X2 is the location of onset of rapid burn, and
R is the location of onset of spontaneous reaction waves.
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Figure 5.18: Predicted spatial variation in solid/explosive volume fraction for (a) φ0 = 0.77
and UP = 150 m/s; (b) φ0 = 0.83 and UP = 150 m/s.
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Figure 5.19: Predicted spatial variation in bulk pressure for (a) φ0 = 0.77 and UP = 150
m/s; (b) φ0 = 0.83 and UP = 150 m/s.
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Figure 5.20: Predicted spatial variation in dissipative compaction work with position for
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(a)
(b)
Figure 5.21: Magnified view of explosive/solid volume fraction contours within the plug
region for (a) φ0 = 0.77 and UP = 150 m/s; (b) φ0 = 0.83 and UP = 150 m/s.
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Figure 5.22: Magnified view of predicted spatial variation in explosive/solid volume fraction
within the plug region for (a) φ0 = 0.77 and UP = 150 m/s; (b) φ0 = 0.83 and UP = 150
m/s. Blue and Red X point markers indicate the burn trajectory at the back and front end
of the plug, respectively.
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Figure 5.23: Magnified view of predicted spatial variation in bulk pressure within the plug
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respectively. Figures 5.18−5.20 give the comparative piston-attached spatial profiles for
φs, Ps, and wd, respectively, as the solution evolves into a steady detonation. To bet-
ter understand the plug dynamics, Figs 5.21−5.23 give the comparative piston-attached
magnified view of φs contours, spatial variation of φs and Ps, respectively within the plug
region. For both simulations, a resolution of ∆ξ = 25 µm was used to track the solution
as it evolved into a steady detonation.
Transition Mechanism
• φ0 = 0.77 and UP = 150 m/s
As seen in Figs. 5.16(a) and 5.17(a), the fully developed primary compaction wave
propagates into the ambient bed at about 598 m/s corresponding to a input shock pressure
of 0.173 GPa. The predicted solid volume fraction in the compacted region is φs = 0.95 and
the dissipative compaction work is approximately wd = 5.03 kJ/kg. The onset of ignition is
predicted to occur next to the piston surface at approximately tign = 125 µs. The predicted
dissipative compaction work wd behind the primary compaction wave in this case is lower
than the threshold wc, this results in initially low-speed regressive burn that results in plug
formation.
Subsequently, regressive burn near the piston surface drives the formation of a sec-
ondary compaction wave, which eliminates the residual porosity resulting in the formation
of a solid-plug, highlighted in Figs. 5.16(a) and 5.18(a). Here, the secondary compaction
wave causes lower dissipation than that for φ0 = 0.68 due to the slightly lower residual
porosity behind the primary compaction wave. The strength of the burn supported wave
increases in time to form a strong shock, as indicated by increase in pressure in Figs. 5.19(a)
and dissipative compaction work in Figs. 5.20(a). As wd → wc, α quickly increases result-
ing in hot-spot facilitated burn which significantly intensifies secondary shock dissipation
to wd > 200 kJ/kg. This rapid onset of vigorous burn results in a thermal-explosion-like
(or SDT-like) event which produces a forward propagating reactive shock and a backward
propagating weak shock. The forward propagating reactive shock quickly transitions to
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detonation becoming overdriven relative to the ambient material. The overdriven detona-
tion subsequently overtakes the primary compaction wave and propagates into the ambient
material as it relaxes to a CJ detonation. As seen in Figs. 5.21−5.23(a), the phenomenol-
ogy associated with the backward propagating weak shock is very similar to that discussed
for the base line case. The spontaneous reaction wave propagates at about D = 10.09
km/s and subsequently overtakes the low-speed burn front at the back of the plug further
enhancing the burn leading to complete consumption of the plug.
• φ0 = 0.83 and UP = 150 m/s
As seen in Figs. 5.16(b) and 5.17(b), the fully developed primary compaction wave
propagates into the ambient bed at about 820 m/s corresponding to a input shock pressure
of 0.24 GPa. The predicted solid volume fraction in the compacted region is φs = 0.967 and
the dissipative compaction work is approximately wd = 3.98 kJ/kg. The onset of ignition is
predicted to occur next to the piston surface at approximately tign = 280 µs. The predicted
dissipative compaction work wd behind the primary compaction wave in this case is lower
than the threshold wc, this results in initially low-speed regressive burn that results in plug
formation.
Subsequently, regressive burn near the piston surface drives the formation of a sec-
ondary compaction wave, which eliminates the residual porosity resulting in the formation
of a solid-plug, highlighted in Figs. 5.16(b) and 5.18(b). Here, the secondary compaction
wave causes lower dissipation than that for φ0 = 0.77 due to the slightly lower residual
porosity behind the primary compaction wave. The strength of the burn supported wave
increases in time and simultaneously at about t = 25 µs, the burn-front at the back-end of
the plug is predicted to start growing in strength and propagate at about 4.35 km/s. As
seen in Fig. 5.22(b), this acceleration is due to the formation of a reactive compression waves
at the back-end of the plug; analogous to spontaneous reaction waves discussed previously.
As the secondary compaction wave grows in strength wd → wc, α quickly increases result-
ing in hot-spot facilitated burn which significantly intensifies secondary shock dissipation
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to wd > 200 kJ/kg. This rapid onset of vigorous burn results in a thermal-explosion-like
(or SDT-like) event which produces a forward propagating reactive shock and a backward
propagating weak shock. The forward propagating reactive shock quickly transitions to
detonation becoming overdriven relative to the ambient material. The overdriven detona-
tion subsequently overtakes the primary compaction wave and propagates into the ambient
material as it relaxes to a CJ detonation. As seen in Figs. 5.21−5.23(b), the backward prop-
agating weak shock propagates into the plug at about D = 3.51 km/s and the low-speed
burn-front propagating forward into the plug (at D = 4.53 km/s) interact at the location R
causing a rapid increase pressure and shock dissipation. This increase in pressure leads to
enhanced burn rate and significant gas production leading to complete consumption of the
plug. Both cases are ignition controlled and the CJ detonation predicted a compaction-led
spatial structure.
5.2.3 Strong−Shock Initiation
Strong−shock initiation refers to piston initiated DDT simulations where the dissipa-
tive compaction work behind the fully developed primary compaction wave is wd > wc,
that is sufficient to cause widespread growth and agglomeration of hot-spots resulting in
initially prompt hot-spot facilitated burn.
The first case considered here is a simulation for a initially stress-free and motionless
bed corresponding to an initial solid volume fraction φ0 = 0.68 and a piston impact speed of
UP = 300 m/s. Figure 5.24(a) and 5.24(b) gives solid volume fraction (φs) and bulk pressure
(P = Psφs+Pgφg) contours in the τ−ξ characteristic plane, respectively. Figures 5.25(a-b)
and 5.26(a-b) give the piston-attached spatial profiles for φs, Ps, wd and us as the solution
evolves into a steady detonation, using N = 2000 cells and a grid resolution ∆ξ = 12.5 µm.
Transition Mechanism
As seen in Figs. 5.24(a) and 5.25(a), the fully developed primary compaction wave,
reduces the porosity within the material and propagates at about 624.72 m/s, corresponding
to input shock pressure of 0.36 GPa. The predicted solid volume fraction in the compacted
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φ0 = 0.68, UP = 300 m/s
(a)
(b)
Figure 5.24: Predicted: (a) solid/explosive volume fraction contours; and (b) bulk pressure
contours; in the generic t − ξ diagram showing the predicted trajectories of compaction
wave c, the accelerating detonation wave, and the steady detonation wave D for φ0 = 0.68
and UP = 300 m/s. The location of onset of hot-spot facilitated burn us also highlighted.
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Figure 5.25: Predicted spatial variation in (a) solid/explosive volume fraction φs; and (b)
solid phase pressure Ps; for φ0 = 0.68 and UP = 300 m/s.
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Figure 5.26: Predicted spatial variation in (a) dissipative compaction work wd; and (b)
solid phase particle velocity Us with position; for φ0 = 0.68 and UP = 300 m/s.
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region is φs = 0.9875 and the dissipative compaction work is approximately wd = 32.3
kJ/kg. The predicted dissipative compaction work wd behind the primary wave for this
case is higher than the threshold wc, this results in a initially “hot-spot” facilitated burn.
Following ignition near the piston surface at about t = 6 µs, a continuously accelerat-
ing combustion/detonation wave is predicted to form within the compacted region whose
pressure exceeds the CJ value of the ambient material. The strength of the burn supported
shock, quickly increases in strength as indicated by rapid increase in pressure and dissipate
compaction work in Figs. 5.25(b) and 5.25(c). Since wd > wc, α quickly increases resulting
in “hot-spot facilitated” burn which significantly intensifies shock dissipation that is suffi-
cient to cause wide spread agglomeration of hot-spots indicating the likelihood of very fast
reactive hot-spot interaction times. The strong combustion/detonation wave subsequently
overtakes the lead wave, causing it to slightly decelerate with a reduction in pressure be-
fore re-accelerating to a CJ detonation as it propagates into the ambient material. In this
simulation, the transition mechanism is largely continuous, with ignition induction time
comparable to that required for transition following ignition, which is typically referred to
as burn controlled and the CJ detonation predicted a compaction-led spatial structure.
• Parametric Analysis
For direct comparison, simulation predictions for material having φ0 = 0.77 and φ0 =
0.83 for a piston speed UP = 300 m/s is given here. As discussed earlier, for a fixed UP ,
increase in packing density (φ0) results in higher wave speeds (D) and stronger shocks
(Ps), but lower dissipative compaction work (wd). Figure 5.27(a-b) and 5.28(a-b) gives
comparative predictions of solid volume fraction (φs) contours and bulk pressure contours in
the τ−ξ characteristic plane, respectively. Figure 5.29, 5.30 and 5.31 gives the comparative
piston-attached spatial profiles for φs, Ps, and wd, respectively, as the solution evolves into
a steady detonation. For both simulations, a resolution of ∆ξ = 12.5 µm was used to track
the solution as it evolved into a steady detonation.
Transition Mechanism
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(a)
(b)
Figure 5.27: Predicted solid/explosive volume fraction contours in the generic t−ξ diagram
showing the predicted trajectories of compaction wave c, the accelerating detonation wave,
and the steady detonation wave D; for (a) φ0 = 0.77 and UP = 300 m/s; and (b) φ0 = 0.83
and UP = 300 m/s. The location of onset of hot-spot facilitated burn is also highlighted.
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(a)
(b)
Figure 5.28: Predicted bulk pressure contours in the generic t − ξ diagram showing the
predicted trajectories of compaction wave c, the accelerating detonation wave, and the
steady detonation wave D; for (a) φ0 = 0.77 and UP = 300 m/s; and (b) φ0 = 0.83 and
UP = 300 m/s. The location of onset of hot-spot facilitated burn is also highlighted.
119
0 5 10 15 20 25ξ (mm)
0
0.2
0.4
0.6
0.8
1
φ s
φ0 = 0.77
UP = 300 m/s
(a)
0 5 10 15 20 25 30 35ξ (mm)
0
0.2
0.4
0.6
0.8
1
φ s
φ0 = 0.83
UP = 300 m/s
(b)
Figure 5.29: Predicted spatial variation in solid/explosive volume fraction φs for (a) φ0 =
0.77 and UP = 300 m/s; and (b) φ0 = 0.83 and UP = 300 m/s.
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Figure 5.30: Predicted spatial variation in solid phase pressure Ps for (a) φ0 = 0.77 and
UP = 300 m/s; and (b) φ0 = 0.83 and UP = 300 m/s.
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Figure 5.31: Predicted spatial variation in dissipative compaction work wd for (a) φ0 = 0.77
and UP = 300 m/s; and (b) φ0 = 0.83 and UP = 300 m/s.
122
For φ0 = 0.77, as seen in Figs 5.27(a) and 5.29(a) the fully developed primary com-
paction wave eliminates the porosity completely (φs ≈ 1) within the material and propa-
gates at about 892 m/s, corresponding to a input shock pressure of 0.52 GPa. The predicted
dissipative compaction work behind the lead wave is about wd = 27.8 kJ/kg. Following
impact, ignition next to piston is predicted to occur approximately at tign = 7.8 µs. For
φ0 = 0.83, as seen in Figs 5.27(b) and 5.29(b), the fully developed primary compaction
wave eliminates the porosity completely (φs ≈ 1 within material and propagates at about
1185 m/s, corresponding to a input shock pressure of PInput = 0.7 GPa. The predicted
dissipative compaction work behind the lead wave is about wd = 25.8 kJ/kg and ignition
next to piston is predicted to occur at approximately tign = 16 µs. The predicted dissi-
pative compaction work wd behind the primary compaction wave for both cases is higher
than the threshold wc, this results in initially prompt hot-spot facilitated burn
In both cases, following ignition near the piston a continuously accelerating combus-
tion/detonation wave is predicted to form within the compacted region whose pressure
exceeds the CJ value of the ambient material. The strength of the burn supported shock,
quickly increases in strength as indicated by rapid increase in pressure and dissipate work
in Figs. 5.30(a-b) and 5.31(a,b). Since wd > wc, α = α2 results in “hot-spot facilitated”
burn which significantly intensifies shock dissipation that is sufficient to cause wide spread
agglomeration of hot-spots indicating the likelihood of very fast reactive hot-spot interac-
tion times. The strong combustion/detonation wave subsequently overtakes the lead wave,
causing it to slightly decelerate with a reduction in pressure as it propagates into the am-
bient material. In both the cases, the transition mechanism is largely continuous, with
ignition induction time comparable to that required for transition following ignition, which
is referred to as burn controlled and the CJ detonation predicted a compaction-led spatial
structure.
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5.2.4 Moderate−Shock Initiation
In this section, intermediate cases between weak-shock and strong-shock initiation are
considered. The first case considered here is a simulation for a initially stress-free and
motionless bed corresponding to an initial solid volume fraction φ0 = 0.68 for a piston
impact speed of UP = 200 m/s.
Figure 5.32(a) and 5.32(b) gives solid volume fraction (φs) contours and bulk pressure
(P = Psφs +Pgφg) contours in the τ − ξ characteristic plane, respectively. Figure 5.33 and
5.34 gives the piston-attached spatial profiles for φs, Ps, wd and us as the solution evolves
into a steady detonation. To better understand the plug dynamics, Figure 5.35 gives the
magnified view of predicted variation in φs and Ps within the plug region for a simulation
using N = 2000 computational cells and a grid resolution of ∆ξ = 25 µm.
Transition Mechanism
As seen in Figs. 5.32(a) and 5.33(a), the fully developed primary compaction wave
reduces the porosity within the material and propagates at about 474 m/s corresponding to
a input shock pressure of 0.181 GPa. The predicted solid volume fraction in the compacted
region is φs = 0.96 and the dissipative compaction work is about wd = 13 kJ/kg. Following
impact, the compaction wave propagates a relatively long distance into the ambient material
prior to onset of ignition near the piston surface at approximately tign = 16 µs. The
predicted dissipative compaction work behind the lead wave is approximately wd = 13.05
kJ/kg. The predicted dissipative compaction work wd behind the primary wave for this
case is lower than the threshold wc, this results in an initially “low-speed” regressive burn.
The regressive burn next to the piston surface drives the formation of a burn-supported
secondary compaction wave (b), which eliminates the residual porosity. However, the
secondary compaction wave causes less dissipation than that for UP = 150 m/s because
of the slightly lower residual porosity left behind by the primary wave. The secondary
wave overtakes the lead wave causing a significant increase in pressure and dissipation
as indicated by Figs. 5.33(b) and 5.34(a) respectively. Consequently, the rapid onset of
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φ0 = 0.68, UP = 200 m/s
(a)
(b)
Figure 5.32: (a) The generic t−ξ diagram showing the predicted trajectories of compaction
wave c, ignition wave b, the rearward plug boundary vp, strong shock S, forward prop-
agating detonation wave D, and rearward propagating spontaneous reaction wave R; (b)
Predicted solid/explosive volume fraction contours; for φ0 = 0.68 and UP = 200 m/s.
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Figure 5.33: Predicted spatial variation in (a) solid/explosive volume fraction φs; (b) solid
phase pressure Ps; for φ0 = 0.68 and UP = 200 m/s.
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Figure 5.34: Predicted spatial variation in (a) dissipative compaction work wd and (b) solid
phase particle velocity Us; for φ0 = 0.68 and UP = 200 m/s.
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Figure 5.35: Magnified view of (a) solid/explosive volume fraction φs; (b) solid pressure
Ps with position; and (c) solid/explosive volume fraction contours; within the “solid-plug”
region for φ0 = 0.68 and UP = 200 m/s. Blue and Red X point markers in (a) and (b)
indicate the burn trajectories at the back and front end of the plug, respectively.
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vigorous burn is predicted to occur within the compacted region after a short ignition delay
following shock passage. Again, as wd → wc, then α quickly increases resulting in hot-spot
facilitated burn which significantly intensifies shock dissipation. A forward propagating
reactive shock and backward propagating weak shock quickly develops in the material due
to the SDT-like event. The reactive shock quickly transitions to detonation, whereas the
weak shock slowly increases in strength until it abruptly transitions into a strong reactive
compression wave (R). The overdriven detonation subsequently propagates into the ambient
material as it relaxes to a CJ detonation. This case also involves the formation of the plug
but the rapid onset of vigorous burn is predicted to occur only when the secondary wave
overtakes the lead wave. This simulation demonstrates a transition mechanism that is
typically referred to as ignition controlled and the CJ detonation predicted a compaction-
led spatial structure.
• Parametric Analysis
For direct comparison, simulation predictions for material having φ0 = 0.77 and φ0 =
0.83 for a piston speed UP = 200 m/s is given here. Figure 5.36(a-b) and 5.37(a-b) gives
comparative predictions of solid volume fraction (φs) contours and bulk pressure contours in
the τ−ξ characteristic plane, respectively. Figure 5.38, 5.39 and 5.40 gives the comparative
piston-attached spatial profiles for φs, Ps, and wd, respectively, as the solution evolves
into a steady detonation. Figuress 5.41 and 5.42 give the comparative piston-attached
magnified view of spatial variation of φs and Ps, respectively within the plug region. For
both simulations, a resolution of ∆ξ = 12.5 µm was used to track the solution as it evolved
into a steady detonation.
For φ0 = 0.77, as seen in Figs. 5.36(a) and 5.37(a), the fully developed primary com-
paction wave, labelled c, reduces the porosity within the material and propagates at about
705 m/s, corresponding to a input shock pressure of 0.27 GPa. The predicted solid vol-
ume fraction in the compacted region is φs = 0.97 and the dissipative compaction work is
about wd = 10.7 kJ/kg. Following impact, the compaction wave propagates a relatively
129
(a)
(b)
Figure 5.36: Predicted solid/explosive volume fraction contours in the generic t−ξ diagram
showing the predicted trajectories of compaction wave c, ignition wave b, the rearward
plug boundary vp, strong shock S, forward propagating detonation wave D, and rearward
propagating spontaneous reaction wave R; for (a) φ0 = 0.77 and UP = 200 m/s; (b)
φ0 = 0.83 and UP = 200 m/s.
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(a)
(b)
Figure 5.37: Predicted bulk pressure contours in the generic t − ξ diagram showing the
predicted trajectories of compaction wave c, ignition wave b, the rearward plug boundary
vp, strong shock S, forward propagating detonation wave D, and rearward propagating
spontaneous reaction wave R; for (a) φ0 = 0.77 and UP = 200 m/s; (b) φ0 = 0.83 and
UP = 200 m/s.
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Figure 5.38: Predicted spatial variation in solid/explosive volume fraction φs for (a)φ0 =
0.77 and; (b) φ0 = 0.83, respectively for UP = 200 m/s.
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Figure 5.39: Predicted spatial variation in solid/explosive phase pressure Ps for (a)φ0 = 0.77
and; (b) φ0 = 0.83, respectively for UP = 200 m/s.
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Figure 5.40: Predicted spatial variation in solid/explosive dissipative compaction work wd
for (a)φ0 = 0.77 and; (b) φ0 = 0.83, respectively for UP = 200 m/s.
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Figure 5.41: Magnified view of predicted spatial variation in explosive/solid volume fraction
within the plug region for (a) φ0 = 0.77 and UP = 200 m/s; (b) φ0 = 0.83 and UP = 200
m/s. Blue and Red X point markers indicate the burn trajectory at the back and front end
of the plug, respectively.
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Figure 5.42: Magnified view of predicted spatial variation in bulk pressure within the plug
region for (a) φ0 = 0.77 and UP = 200 m/s; (b) φ0 = 0.83 and UP = 200 m/s. Blue and
Red X point markers indicate the burn trajectory at the back and front end of the plug,
respectively.
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long distance into the ambient material prior to onset of ignition near the piston surface at
approximately tign = 39 µs. The predicted dissipative compaction work wd behind the pri-
mary compaction wave for this case is lower than the threshold wc, this results in initially
“low-speed” regressive burn.
Subsequently, regressive burn near the piston surface drives the formation of a sec-
ondary compaction wave, which eliminates the residual porosity resulting in the formation
of a solid-plug, highlighted in Figs. 5.36(a). The compaction dissipation associated with the
secondary compaction wave is very minimal due very little porosity (about 3%) left behind
by the lead wave as indicated in Fig. 5.38(a) and 5.40(a). As the secondary wave over-
takes the lead wave the strength of the burn supported increases, as indicated by increase
in pressure and dissipative compaction work in Figs 5.39(a) and 5.40(a). As wd → wc,
α quickly increases resulting in hot-spot facilitated burn which significantly increases sec-
ondary shock dissipation to wd > 200 kJ/kg. The rapid onset of vigorous burn results in a
thermal-explosion-like (or SDT-like) event which produces a forward propagating reactive
shock and a backward propagating weak shock. The forward propagating reactive shock
then quickly develops becoming overdriven relative to the ambient material. The over-
driven detonation subsequently overtakes the primary compaction wave propagates into
the ambient material as it relaxes to a CJ detonation. Thus the UP = 200 m/s case also
involves the formation of the plug but the rapid onset of vigorous burn is predicted to occur
only when the secondary wave overtakes the lead wave. This case demonstrate a transition
mechanism that is typically referred to as ignition controlled.
As seen in Figs. 5.41−5.41(a), the backward propagating weak shock propagates into
the plug and the low-speed burn-front simultaneously propagates forwards into the plug
due to additional compaction dissipation in the plug region. Subsequently the two shock
interact at the location R causing a rapid increase in pressure and shock dissipation. This
increase in pressure leads to enhanced burn rate and significant gas production leading to
complete consumption of the plug. Additional pockets of burn are predicted to occur before
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the shocks interact at the region R due to the dissipative compaction work wd crossing the
threshold wc barrier at certain explosive material points. Though not shown here, during
transition to detonation, the solid shock is accelerated ahead of the gas shock before waves
approach steady speed for both cases. Since the solid shock accelerates ahead of the gas
shock, the CJ detonation predicted a compaction-led spatial structure.
For φ0 = 0.83, as seen in Figs. 5.36(b) and 5.37(b), the fully developed primary com-
paction wave, labelled c, reduces the porosity within the material and propagates at about
935 m/s, corresponding to a input shock pressure of 0.36 GPa. The predicted solid volume
fraction in the compacted region is φs = 0.985 and the dissipative compaction work is
about wd = 8.65 kJ/kg. Following impact, the compaction wave propagates a relatively
long distance into the ambient material prior to onset of ignition near the piston surface
at approximately tign = 94 µs.
This case potentially exposes a limitation of the burn model developed in this study.
The predicted solid volume fraction behind the primary compaction wave in this case is
φs = 0.985 and the chosen solid volume fraction threshold that accounts for effects of
bed permeability on the burn is φc = 0.975. Within the context of this model, since
φs > φc, it results in initially minimal burn (α → α1). This results in very high induction
period associated with the onset of visible burn. However, DDT experiments indicate that
for initial conditions prescribed for this case, the induction times follow both quality and
quantity as seen for other simulations presented in this study. To overcome this deficiency
associated with model development, the volumetric burn surface area prefactor is artificially
set to α = α0 > α1 (prefactor for “low-speed” regressive burn) for about two particle
diameters in the vicinity of the piston surface. One plausible physical justification for doing
this is to account for frictional heating at the piston-particles interface, and particle-particle
interface between neighboring explosive particles that can give rise to additional heating
thereby increasing the burn rate. Though speculative, this technique helps maintain quality
and quantity as other simulations and warrants additional study. This increase in burn
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rate reduces the induction period and the distance-to-detonation and time-to-detonation
plots agree with experiments (shown later).
Following the above discussion, induced regressive burn near the piston surface drives
the formation of a secondary compaction wave that eliminates the residual porosity result-
ing in the formation of a solid-plug. Again, the secondary compaction wave causes lower
dissipation than that for φ0 = 0.77 due to slightly lower residual porosity behind the pri-
mary compaction wave. The rearward burn-front highlighted with blue X point-markers
in Figs. 5.41(b) and 5.42(b) is continuously pushed by the gas produced due to material
burning next to the piston-surface and the back-end of the plug. This gas pressurization
causes a shock to develop in the material ahead of it due to low permeability of the com-
pacted material ahead of it. The strength of this burn supported wave increase in time
to form a strong shock, as indicated by increase in pressure and dissipative compaction
work in Figs. 5.39(b) and 5.40(b), respectively. As wd → wc, α quickly increases resulting
in hot-spot facilitated burn which significantly increases secondary shock dissipation to
wd > 200 kJ/kg. For brevity, the remainder of the transition process is similar to that
for φ0 = 0.77. Though not shown here, during transition to detonation, the solid shock
is accelerated ahead of the gas shock before waves approach steady speed for both cases.
Since the solid shock accelerates ahead of the gas shock, the CJ detonation predicted a
compaction-led spatial structure. This case also demonstrate a transition mechanism that
is referred to as ignition controlled.
The simulations discussed Sections 5.2.2−5.2.4 illustrate different modes of detonation
transition and can be summarized in Fig. 5.43 where the predicted variation of equilibrium
end-state quantities of dissipative compaction work (wd) and solid volume fraction (φs) for
different piston impact speeds (UP ) are plotted. For weak-shock initiation, the primary
compaction shock has insufficient strength to directly trigger hot-spot facilitated burn;
consequently, a combustion-supported secondary compaction shock forms that accelerates
and strengthens to the point of triggering such a burn. This complex transition mecha-
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Figure 5.43: Predicted variation of equilibrium end-state quantities of dissipative com-
paction work wd with solid volume fraction φs.
nism is referred to as ignition controlled. For strong-shock initiation, the primary shock
is sufficiently strong to eliminate porosity and directly trigger hot-spot facilitated burn.
In this case, the transition mechanism is largely continuous, with the ignition induction
time comparable to that required for transition following ignition, which is referred to as
burn controlled. For moderate-shock initiation, represents a intermediate transition mech-
anism, the primary compaction shock has insufficient strength to directly trigger hot-spot
facilitated burn, but it is strong enough to eliminate substantial porosity. Therefore, a sec-
ondary shock forms but the dissipation is only sufficient to achieve hot-spot facilitated burn
when the secondary shock overtakes the primary shock. The three modes are highlighted
in Fig. 5.43.
5.3 Pop-Plot
The distance-to-detonation versus initial shock pressure is a key characterization of
shock initiation in granular explosives. Ramsay and Popolato [65] first observed that on a
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log-log scale the data is well represented by a straight line. This representation of shock
initiation date is known as a Pop-Plot. To the very minimum, reactive ignition and burn
models developed for granular explosives must reproduce the experimental Pop-Plot data
to accurately predict DDT and SDT phenomena.
Figure 5.44 illustrates two techniques used to establish the time and run distance
to detonation in the ξ-t plane for the cases discussed above. In Technique − 1, shown
in Fig. 5.44(a), the transition point located at ξ∗ and t∗, is uniquely determined for a
given simulation as the intersection of extrapolated steady input shock and detonation
trajectories. Once identified, the run distance in the piston frame is expressed in the
laboratory frame by x∗ = ξ∗+UP t∗. This technique is analogous to that used by Dick [141]
to identify these quantities based on transit time measurements taken at a number of
porous HMX sample thicknesses for a given input pressure. In this technique, the transition
point defined here is based on the break-out of detonation into the ambient material and
does not explicitly account for the initial onset of detonation that occurs within material
compacted by the lead shock at lower input pressures. For the case shown in Fig. 5.10,
the initial onset of detonation within the compacted material would result in a marginally
smaller run to detonation distance than estimated based on wave break-out into the ambient
material. In Technique − 2, shown in Fig. 5.44(b), allows for determining the detonation
transition point more accurately in that the transition point within the compacted region
and transition point based on break-out can be identified using a single contour plot for
solid volume fraction. A more appreciable difference in run distances would result as input
shock pressure is further reduced and well-defined transitions to steady detonation are
predicted to occur within shock compacted material.
Figure 5.45 summarizes the predicted variation in t∗ and x∗ with input shock pressure
for granular HMX having φ0 = 0.68, 0.77 and 0.83. Also shown in the figure are initiation
time and run distance data reported in the literature for porous HMX having φ0 = 0.65
[5,67,140,141] and φ0 = 0.86 [140]. Though these materials have similar packing densities,
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Figure 5.44: (a) Predicted wave trajectory used to establish the detonation initiation point
based on wave-breakout and; (b) Predicted solid volume fraction contours used to establish
the detonation initiation point in the compacted region. Position is measured relative to
the piston surface. Position in the laboratory frame is obtained using the transformation
x∗ = ξ∗ + Upt∗.
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Figure 5.45: Plots showing the (a) initiation distances, and (b) ignition and initiation
times for φ0= 0.68, 0.77 and 0.83. Also shown are data provided in Refs. [5, 67, 140,141].
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Figure 5.46: Predicted solid volume fraction contours used to establish the detonation
initiation point based on wave-breakout and in the compacted region using Technique −
2 for φ0 = 0.68, 0.77 and 0.83 at UP =150 and 200 m/s. Position is measured relative to
the piston surface. Position in the laboratory frame is obtained using the transformation
x∗ = ξ∗ + Upt∗.
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Figure 5.47: Predicted solid volume fraction contours used to establish the detonation
initiation point based on wave-breakout and in the compacted region using Technique
− 2 for φ0 = 0.68, 0.77 and 0.83 at UP = 300 m/s. Position is measured relative to
the piston surface. Position in the laboratory frame is obtained using the transformation
x∗ = ξ∗ + Upt∗. 145
the particle size distributions differ; therefore, these results are only intended to illustrate
the leading-order effects of packing density on ignition and initiation. As seen in Fig.
5.45(a), the initiation time for each material (X··X curve) is largely controlled by ignition
for low shock pressures, where ignition time curves given by Eq. (5.9) are plotted as dashed
(− −) lines. Although not easily seen in this figure, the ignition curves are slightly offset
from those predicted by the continuum theory due to the influence of shock rise time on
the implementation of Eq. (5.9). Using the terminology of Sheffield [67], such initiation
processes are referred to as ignition controlled. As input pressure increases, predicted
initiation times are long compared to ignition times and are controlled by the growth
of reaction to detonation; such processes are therefore referred to as growth controlled.
Predicted initiation times for φ0 = 0.68 compare favorably to those measured by Dick [141]
for high pressure shocks. The shock pressure required for transition from ignition to growth
controlled initiation increases with packing density, and is estimated to be approximately
0.2 GPa for φ0 = 0.68, 0.3 GPa for φ0 = 0.77 and 0.4 GPa for φ0 = 0.83.
Figure 5.45(b) summarizes the corresponding predicted variation in run distance to
detonation. A couple observations are noteworthy. First, due to a complex transition
mode, ignition controlled initiation is characterized by run distances associated with the
evolution of detonation in compacted material behind the lead shock and the break-out of
detonation into ambient material. These distances merge with increasing shock pressure
as the initiation process becomes growth controlled. Second, slopes of the initiation curves
(given by ∂ log x∗/∂ logP ) slightly decrease with increasing shock pressure for ignition
controlled processes, but approach an approximately constant value for growth controlled
processes that depends on initial packing denstity (φ0). Higher φ0 results in a marginally
higher slope, possibly due to the larger change in effective hot-spot formation rate with
pressure as indicated in Fig. 5.3(b). Also shown in Fig. 5.45(b) for perspective is the
measured run distance to detonation for the plastic-bonded explosive PBX 9404 (98%
TMD HMX) [67]. Relative to φ0 = 0.84, the run distance curve for this material has
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higher slope, suggesting a larger variation in hot-spot formation rate with pressure, and
requires higher shock pressure for a given run distance; as such, it is considered less sensitive
that low density HMX. Predicted distance-to-detonation for φ0 = 0.68 compare favorably
to those measured by Dick [141] for both low pressure and high pressure shocks. The
error bars shown in Figs. 5.46 and 5.47 correspond to the error bounds in determining
the time and distance to detonation from simulation predictions. To determine the lower
bound a metric of 95% CJ detonation pressure was used when the detonation evolves
in the compacted region. To determine the upper bound, the wave position and time
corresponding to when the secondary wave overtakes the lead wave and relaxes back to CJ
detonation pressure was chosen. For ignition controlled initiation, since the two positions
are reasonably close an average value for the position and time with error bounds have been
plotted. For burn controlled initiation, that corresponds to a continuously accelerating
combustion/detonation wave the same metric of 95% CJ detonation pressure is used for
the lower bound and for the upper bound the wave position and time corresponding to
steady detonation is considered. Figures 5.46 and 5.47 summarize the predicted variation
of distance-to-detonation and time-to-detonation for for φ0 = 0.68, 0.77 and 0.83 at UP =
150, 200 and 300 m/s using Technique−2.
Though the burn model formulated in this study gives transition processes that are
commensurate with those observed in experiments, there are minor discrepancy in time to
detonation and run distance predicted by these simulations. This deficiency is apparent for
both ignition controlled and growth controlled initiation that involves complex temporal
and spatial interactions between compaction and combustion waves within the material
behind lead shock.
5.4 Parametric Analysis
The predictions presented in Sections 5.2.2 − 5.2.4 highlight the variation in detonation
transition mechanism with initial solid volume fraction (φ0) and strength of the incident
wave (Ps) that is controlled by varying the piston impact speed (UP ). The burn model
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formulated in Section 5.1.2 has been used to predict these mechanisms and is given by
C = −α
(
φs
d0
)
urefρs
(
Pg
Pref
)
where the terms C, φs etc., have their usual meaning. In particular, the volumetric burn
surface area prefactor α is given by
α = α0
1 + 1(
1 + exp
(
−(wd−wc)
∆w
))(
1 + exp
(
−(φs−φc)
∆φ
))

− α1(
1 + exp
(
−(φs−φc)
∆φ
)) + α2(
1 + exp
(
−(wd−wc)
∆w
))
where α0, α1, α2, φc, wc, ∆w and ∆φ are numerical constants. Several numerical experi-
ments were performed to calibrate the parameter values to replicate features of the LANL
DDT experiment. However, the transition mechanism may be sensitive to the choice of
these parameters that control the burn model.
In this Section, predictions are first given that highlight the effect of varying parameters
φc and wc on the transition mechanism. ∆w and ∆φ is then varied and the effect on the
transition mechanism is highlighted. The parametric analysis is performed on the base
line case discussed in Section 5.2.2. Third, issues regarding required resolution for the
simulations are addressed. Lastly, simulation predictions for material having φ0 = 0.58
and φ0 = 0.90 is discussed as a check for viability of the developed ignition and burn
model.
5.4.1 Effect of Varying: φc and wc
The parameter φc in the burn rate expression was chosen based on DDT tube test data
that indicated a drop in burn rate beyond a certain range of explosive solid volume fraction.
This parameter allows for accounting the effects of bed permeability on the burn rate. To
this end, if the solid volume fraction of the bed is above this value (i.e., φs > φc), the bed
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restricts the flow of hot-gas through it, thereby reducing the burning rate considerably. The
parameter wc in the burn rate expression was chosen based on inert meso-scale simulations
that indicated that beyond a certain range of compaction dissipative work causes a rapid
increase in burn rate due widespread agglomeration of hot-spots indicating the likelihood
of fast reactive hot-spot interaction times. In this study, a value of φc = 0.975 and wc = 20
kJ/kg was chosen that replicated the features of the LANL DDT experiment. For wc = 20
kJ/kg, corresponds to a bulk temperature rise of ∆T = wd/cv of 13K. For the parametric
analysis, simulations are performed for 0.95 ≤ φc ≤ 0.99 and 17.5 ≤ wc ≤ 22.5 kJ/kg
corresponding to a bulk temperature rise of 8.75 ≤ ∆T ≤ 15 K.
Figure 5.48 shows the transition mechanism through the spatial variation of solid vol-
ume fraction (φs) and dissipative compaction work (wd) for φc = 0.95, 0.975 and 0.99.
Figure 5.49 shows the transition mechanism through the spatial variation of solid volume
fraction (φs) and dissipative compaction work (wd) for φc = 17.5 kJ/kg, 20 kJ.kg and 22.5
kJ/kg. For comparison, simulation predictions for the base line case is also given here.
As seen in Fig. 5.48 for φc = 0.95, regressive burn near the piston surface drives the
formation of a “inert-solid-plug” that increases in width as the shock propagates forward.
The plug is largely inert and because of very little burn occurring within the plug the
secondary compaction wave takes time to grow in strength to facilitate hot-spot facilitated
burn that can result in prompt transition to detonation. Compared to the baseline case,
for the same simulation time a large residual plug is left behind which is due to the inert
behavior imposed by the burn model which also results in higher values for distance- and
time-to-detonation for the simulation. For φc = 0.99, regressive burn near the piston surface
drives the formation of a “inert-solid-plug”, that is quickly consumed because of the highly
reactive behavior imposed by the burn model. Compared to the baseline case, for the same
simulation time the plug is completely consumed and because of rapid burn lower values
of distance- and time-to-detonation is predicted. The features predicted in the transition
mechanism for these values of φc are found to be very different and the choice of φc plays
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Figure 5.48: Predicted: (a,c,e) variation in solid/explosive volume fraction φs; and (b,d,f)
variation in dissipative work wd for φ0 = 0.68 and UP = 150 m/s for φc=0.950, 0.975 and
0.990 respectively.
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Figure 5.49: Predicted: (a,c,e) variation in solid/explosive volume fraction φs; and (b,d,f)
variation in dissipative work wd for φ0 = 0.68 and UP = 150 m/s for wc=17.5 kJ/kg, 20
kJ/kg and 22.5 kJ/kg respectively.
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a key role in replicating the features to the LANL DDT tube test.
As seen in Fig. 5.49 for all three cases, regressive burn near the piston surface drives
the formation of a secondary compaction wave that increases in strength resulting in the
formation of a “inert-solid-plug”. The strength of the burn supported wave increase in time
to form a strong shock. As wd → wc, α quickly increases resulting in hot-spot facilitated
burn. Therefore, hot-spot facilitated burn results for wc = 17.5 kJ/kg the earliest and
latest for wc = 22.5 kJ/kg. Again compared to the baseline case, for the same simulation
time, these values of wc predict lower and higher values of distance- and time-to-detonation
transition, respectively. However, the features predicted in the transition mechanism are
similar to the baseline case but occur at different location and simulation time. Though
not shown here, varying ∆φ and ∆w also changes the detonation transition mechanism,
and care was takes such that the accuracy of the solution was maintained.
5.4.2 Effect of Varying: N
In this section, issues regarding the resolution for the simulation are addressed. Fig-
ure 5.50 shows the transition mechanism through the spatial variation solid volume fraction
(φs) and dissipative compaction work (wd) for the baseline case forN = 1000, 2000 and 4000
corresponding to resolution of ∆ξ = 50 µm, 25 µm, and 12.5 µm, respectively. Complete
details of the resolution of detoantion structure is given in Ref. [90] and details particular
to effect of resolution on detonation transition mechanism is given here.
Here, it is evident that the detonation wave and the relaxation zone following it is
under-resolved. Numerical experiments indicate that these regions continue to be under-
resolved even for N > 4000, suggesting an inherent limitation of using uniformly-spaced
grids to predict detonation phenomena. Schwendeman et al. employ an adaptive mesh
refinement (AMR) method, where the authors claim that a resolution of 0.005mm is needed
to properly resolve the reaction zone. Therefore in the current study, such resolutions are
computationally prohibitive. However, as shown in Fig. 5.15, the predictions approach the
analytical end state at the end of the reaction zone and the under-resolved physical length
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Figure 5.50: Predicted: (a,c,e) variation in solid/explosive volume fraction φs; and (b,d,f)
variation in dissipative work wd for φ0 = 0.68 and UP = 150 m/s for N=1000, 2000 and
4000 respectively.
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and time scales associated with post-detonation state is very small due to large drag and
heat transfer. Consequently, the predictions within the remainder of the reaction zone do
not vary substantially with increasing resolution.
For all three cases, the transition mechanism are nearly identical, with increased res-
olution providing better accuracy within the wave. As seen in Fig. 5.50, the variation in
solid volume fraction is identical and slightly enhanced compaction is predicted where re-
tonation originates. The dissipative compaction work is measured as area under a curve,
due to additional points under the curve, slightly higher dissipation is predicted to occur
as the backward propagating inert shock further compacts the material within the plug.
However, the features predicted in the transition mechanism, the distance- and time-to-
detonation predicted for all three cases are identical. These results suggest the accuracy of
the numerical simulation is sufficient within the reaction zone and expansion wave behind
the detonation front. However, AMR schemes is necessary to resolve fine scale structures
in the vicinity of the lead shock.
5.4.3 Effect of Varying: φ0
In this section, simulations for solid volume fraction φ0 = 0.58 and φ0 = 0.90 are
discussed as a check for viability of the developed ignition and burn model. The rate
equation for the ignition variable λI is given by Eq. 5.1.1. Within the context of this study,
to completely describe ignition for a material having initial solid volume fraction φ0, the
values of a/I∗ and n have to prescribed using meso-scale simulations. Due to unavailability
of meso-scale data for φ0 = 0.58 and φ0 = 0.90, linearly extrapolated values are used to
describe the evolution of the ignition variable. To this end, the same burn model developed
in Section 5.1.2 was used for both simulations.
Figure 5.51(a) and 5.51(b) gives the predicted solid volume fraction contours in the
t− ξ characteristic plane for φ0 = 0.58 and UP = 150m/s and φ0 = 0.90 and UP = 300m/s,
respectively. For φ0 = 0.58, as seen in Fig. 5.51(a), the predicted transition mechanism
is similar to the baseline case. As expected, features identical to those discussed in Sec-
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tion 5.2.2 are seen here as well. However, within the time simulation time, the plug is
not fully consumed and detonation is predicted to occur at the head of the plug. The
case demonstrates a transition that is ignition controlled and the predicted CJ detonation
has a compaction-led spatial structure. For φ0 = 0.90, as seen in Fig. 5.51(b), the pre-
dicted transition mechanism is similar to the case discussed in Section 5.2.3. As expected,
a continuously accelerating combustion/detonation wave is predicted to form within the
compacted region whose pressure exceeds the CJ value of ambient material which intensifies
dissipation resulting in hot-spot facilitated burn. The burn controlled transition mechanism
is predicted here, and the predicted CJ detonation has a compaction-led spatial structure.
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φ0 = 0.58, UP = 150 m/s
(a)
φ0 = 0.90, UP = 300 m/s
(b)
Figure 5.51: Predicted solid/explosive volume fraction contours in the generic t−ξ diagram
for (a) φ0 = 0.58 and UP = 150 m/s; and (b) φ0 = 0.90 and UP = 300 m/s.
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Chapter 6
Conclusions and Recommendations
Continuum theories are routinely used to examine shock initiation of solid explosives
that occurs over length scales that are appreciably larger than the particle scale. These
theories describe the effective/bulk response of the material and do not resolve the forma-
tion, growth, and interaction of reactive hot-spots within the micro-structure. The relative
importance of dissipation mechanisms, their dependence on micro-structure and loading
conditions, and their influence on macro-scale behavior remain fertile areas of research.
Both meso-scale and macro-scale M&S have been performed independently to address
these and other issues, but these studies have largely focused on sustained single shocks
to establish a foundation for analyzing more complex loading scenarios that may result in
detonation.
Successful application of commonly used hot-spot motivated burn models, such as
Ignition and Growth [94], hinges on proper tuning of large parameter sets to initiation
data. Though many parameters have a physical interpretation based on hot-spots, it can
be difficult to establish their values in the absence of hot-spot and initiation data for
specific micro-structures under consideration. This effort represents a preliminary step
toward the development of a simple technique to incorporate micro-structure-dependent
hot-spot features into an ignition and burn model for low density explosives without the
complexity of having to resolve particle scale ignition and burn.
In this study, the key objective of the modeling and computational effort was to utilize
results from meso-scale M&S to formulate a micro-structure dependent ignition and burn
model for low density HMX. The model was used with a macro-scale multi-phase flow
theory and a high-resolution computational technique to examine shock initiation. The
model is conceptually similar to Ignition and Growth but accounts for ignition in terms of
parameters that are explicitly determined from hot-spot fields. Meso-scale models form a
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broad class of computational models that simulate particle-scale details, whereas macro-
scale models simulate the bulk response of the materials. Both models can be used together
to understand different aspects of the same problem. However, the complexity of problems
addressed by meos-scale models leads to inherent complexity in the models themselves,
and the scalability of meso-scale model can be tens or hundreds of times larger than its
corresponding macro-scale model.
6.1 Ignition and Burn Model
In this study, a history-variable dependent ignition model based on variation in hot-
spot formation frequency is constructed. Similar history variable approaches, such as the
History Variable Reactive Burn (HVRB) model, have been used to account for detonation
initiation and propagation in PBXs based on the material’s pressure loading history [127].
The rate equations for the ignition variable are posed in terms of history variables: solid
pressure (Ps) and dissipative compaction work (wd) so that differences in the models can
be examined for successive shock loading of granular HMX. Pressure is chosen because it
represents a conventional measure of shock strength, whereas dissipative compaction work
is chosen because of its relevance to hot-spot formation. The ignition model establishes
the induction period during which the hot-spots cook-off before the onset of vigorous burn.
Though multiple history variable ignition models were formulated, the shock pressure de-
pendent ignition model was used in this study because of simplicity in implementation and
reasonable accuracy provided by it.
The volumetric burn rate that describes the explosive combustion rate is constructed
as a phenomenological burn model that can describe transition to detonation due to shock
initiation of low density HMX. The burn-rate expression associated with gas production
and energy release is proportional to the dimensional shape factor () and the pressure of
the gas phase (Pg). The shape factor accounts for the available burn surface-to-volume
ratio of the particles (α), the depletion of the particle size due to combustion (φs
d0
), and
a characteristic recession velocity for the individual particles (uref ). In particular, the in-
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terpretations of the LANL DDT experiment is used to model α that potentially describes
various processes leading to detonation transition. Though the transition process is contin-
uous, four prominent phases were identified and a phenomenologically consistent expression
for α was developed. The expression for α was found to depend on the mass specific shock
dissipative work wd that accounts for dissipation, and the solid volume fraction φs that
accounts for effects of bed permeability on the burn.
6.2 Transition Mechanism
The final objective of this work was to apply the developed ignition and burn model to
a explosive−gas granular bed subjected to piston-impact to predict and analyze transition
to detonation mechanism for several impact (UP ) and initial bed configurations (φ0). This
analysis provides the ability to predict various features observed in the transition mecha-
nism that are difficult to identify and investigate experimentally due to the short time and
length scales associated with transition.
Simulations were performed to illustrate how ignition and burn affect the shock loading
HMX having 0.68 ≤ φ0 ≤ 0.83 for piston speeds within the range of 150 ≤ UP ≤ 600
m/s because of their relevance to DDT and SDT. Within the context of this study, the
cases span the range of weak to strong shock initiation. Weak-shock initiation refers to
simulations where the dissipative compaction work behind the fully developed primary wave
is wd ≤ wc, resulting in initially low speed regressive burn. Strong- shock initiation refers
to simulations where the dissipative compaction work behind the lead compaction wave
is wd > wc, resulting in prompt hot-spot facilitated burn. Several numerical experiments
were preformed to calibrate the burn model for replicating the features of the LANL DDT
experiment.
The ignition and burn model predicts features that are indicative of both ignition and
burn controlled transition mechanisms. Weak-shock initiation results in ignition controlled
initiation that is characterized by a long ignition time, followed by relatively fast burn
and detonation transition. The transition mechanism involves formation of a combustion-
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supported secondary shock that accelerates, strengthens, and eliminates residual porosity
resulting in initiation once its strength is sufficient to trigger the onset of “hot-spot” facil-
itated burn. A characteristic feature of this mechanism is the formation of an inert solid
plug by the secondary shock that mostly remains intact after initiation. Strong-shock initi-
ation results in burn controlled initiation that is characterized by fast ignition followed by
rapid burn and transition to detonation. Because the primary shock strength is sufficient
to eliminate porosity, the transition mechanism does not involve formation of a solid plug;
rather, it involves continuous acceleration of the burn front to detonation within consoli-
dated material behind the primary shock. As indicated in Pop-Plots, the model reasonably
estimates the time- and distance-to-detonation over a wide range of input shock pressure.
A parametric analysis was performed to study the effect of varying the model parameters
for the burn model and substantial reasoning was provided for choice of parameter values.
Simulations were also preformed for φ0 = 0.58 and φ0 = 0.90 as a check for viability of
the developed model. The model reasonably predicts the features, distance, and time for
transition to detonation for the extreme case as-well.
6.3 Recommendations
Several avenues for future work are available to massage the current two-phase model.
Multi-phase continuum models have demonstrated an ability to reasonably predict features
of DDT, however their validation requires accurate data. In particular, specification of in-
terphase source terms is difficult due to ambiguities concerning their physical interpretation
at the continuum scale. Within the energetics community, a long-term modeling objective
is the use of meso-scale model predictions to provide better estimates for the source terms.
Although a preliminary step in this direction is taken in this study, properly accounting
for micro-structure dependent hot-spot features within the context of continuum models
remains unclear.
Though the burn model formulated in this study describes many experimental features
of DDT, discrepancies exist between predcitions and data for the time and run distance
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to detonation. As a near-term objective, a detailed study of other plausible flow variables
that could be used to describe the ignition and burn can be performed. As discussed in
Section 5.1 and Ref. [111], the dissipative work-dependent ignition model may serve as
a better measure to describe ignition because it represents a Lagrangian shock history-
dependent variable. Unlike pressure, which depends on the local flow and can decrease
as a result of shock interaction processes, dissipative work monotonically increases in ac-
cordance with the dissipation inequality. Therefore, dissipative work is constitutionally
capable of systematically describing shock desensitization effects. The burn model (dis-
cussed in Section 5.1.2) contains parameters that were calibrated by performing several
numerical experiments to replicate features of the LANL DDT experiment. Though the
choice of parameters predict features commensurate with those observed in experiments,
a detailed study to better calibrate these parameters with length and time scale data can
be performed. McAfee and co-workers [5] also observed formation of multiple plugs in
DDT experiments on granular HMX where the original bed density was 75% TMD. Within
the context of the model and burn parameters formulated in this study, such features are
not predicted. Though speculative, splitting the second term in Eq. (5.14) by choosing
two values of φc can possibly replicate multiple plug formation because it gives additional
flexibility to control the bed permeability which controls the dynamics of plug formation.
Piston initiated tube-tests are often used to study DDT in solid explosives. The ini-
tiation of solid explosives by gasless pyrotechnic igniters is also commonly used as an
initiation source because of their relative simplicity. A gasless igniter is a device containing
a pyrotechnic composition used primarily to ignite other, more difficult-to-ignite materials.
They often use electric bridge-wires to heat and ignite the material without producing an
input shock unlike piston driven initiation. Once the explosive begins burning, pressurized
product gases subsequently trigger transition mechanisms that are qualitatively similar to
those described in this study. It would be instructive to simulate initiation by gasless
igniters and to validate predictions using available data.
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Mandal and Gonthier [151] performed two-dimensional computational analysis of in-
ert compaction wave-boundary interaction with nonplanar rigid boundaries. Extension of
their work to reactive systems using the ignition and burn model formulated in this study
would enable researchers to characterize how complex multi-dimensional shock-boundary
interactions can affect initiation which is important in applications.
A longstanding issue with these models is their inability to resolve fine-scale physical
flow features in the vicinity of the detonation wave with the use of uniformly−spaced
grids. The required resolution is computationally expensive, which suggests the use of
adaptive mesh refinement (AMR) technique as a plausible solution. Further, to reduce the
computation time, the FORTRAN 90 code implemented in this study can be parallelized
using message passing interface (MPI) and domain decomposition techniques.
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Appendix A
End-State Analysis
The end state behind a steady detonation wave corresponding to complete explosive
reaction is performed in a manner similar to that of Schwendeman and co-workers [135].
The mixture equations discussed in Chapter 3.2.1 are used here. For the two phase (solid
and gas) system, the resulting system of ODE’s is given by:
d
dξ
(φeρewe + φgρgwg) = 0, (A.1)
d
dξ
(
φeρew
2
e + φePe + φgρgw
2
g + φgPg
)
= 0, (A.2)
d
dξ
[
φeρewe
(
Ee +
Pe
ρe
)
+ φgρgwg
(
Eg +
Pg
ρg
)]
= 0, (A.3)
where the subscripts e and g denote the solid explosive and gas phases, respectively. The
velocities we = ue − D and wg = ug − D are the flow velocities calculated relative to the
detonation wave. The end state is obtained by integrating Eqs.(A.1)-(A.3) between the
limits ξ = 0 and ξ → −∞:
ρfwf = φe0ρe0we0 + φg0ρg0wg0 , (A.4)
ρfw
2
f + Pf = φe0ρe0w
2
e0
+ φe0Pe0 + φg0ρg0w
2
g0
+ φg0Pg0 , (A.5)
ρfwf
(
ef +
w2f
2
+
Pf
ρf
)
= φe0ρe0we0
(
ee0 +
w2e0
2
+
Pe0
ρe0
)
+ φg0ρg0wg0 +
(
eg0 +
w2g0
2
+
Pg0
ρg0
)
, (A.6)
where the quantities on the left correspond to the final state and quantities on the right
correspond to the initial state. Assuming the mixture is at rest (i.e. ue = ug = 0), then
Eqs.(A.4)-(A.6) become,
ρfwf = −ρm0D, (A.7)
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ρfw
2
f + Pf = ρm0D
2 + Pm0, (A.8)
ρfwf
(
ef +
w2f
2
)
+ wfPf = −D
(
em0ρm0 + Pm0 +
ρm0D
2
2
)
, (A.9)
where
ρm0 = φe0ρe0 +φg0ρg0, Pm0 = φe0Pe0 +φg0Pg0, em0 =
φe0ρe0ee0 + φeg0ρg0eg0
φe0ρe0 + φg0ρg0
(A.10)
The end-state velocity from Eqs. (A.7) is given by:
wf = −Dvf
vm0
(A.11)
Using Eqs. (A.11) in Eqs. (A.8) when expressed in terms of mixture quantities yields:
Pm = Pm0 −
(
D
vm0
)2
(vf − vm0) (A.12)
This equation involving the pressure and specific volume of the mixture is analogous to the
Rayleigh line relation with D specifying the slope of the line the pm−vm plane. Eliminating
velocity from Eqs. (A.9) gives the locus of the fully reacted Hugoniot:
ef = em0 − 1
2
(Pf + Pm0) (vf − vm0) (A.13)
For a JWL equation of state given by Eqs. (3.22) used in this study, it can easily be showed
that the fully reacted Hugoniot is of the form:
Pf =
2ω
2vf + ω (vf − vm0)
[
em0 − Pm0
2
(vf − vm0) + vf
ω
(
AeZ1 +BeZ2
)− vst(AeZ1
R1
+
BeZ2
R2
)]
(A.14)
where
Z1 =
−R1vf
vst
, Z2 =
−R2vf
vst
(A.15)
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Table A.1: Initial Conditions and Equation of State Parameters for HMX Detonation.
ρg0 (kg/m
3) 1.0 A (Pa) 778.3 x 109
ρe0 (kg/m
3) 1900 B (Pa) 7.071 x 109
Pg0 (Pa) 1.0 x 10
5 C (Pa) 0.643 x 109
Pe0 (Pa) 1.0 x 10
5 R1 4.2
φe0 0.68, 0.84 R2 1.0
vst (m
3/kg) 5.26316 x 10−4 ω 0.30
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Figure A.1: (a): Fully reacted Hugoniot curve in red (φs = 0) with Rayleigh Lines in black
for three values of D. Experimental and predicted variation of: (b) steady detonation
pressure; and (c) steady detonation wave speed, with initial solid volume fraction.
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The values of the constants A, B, ω, R1, R2 and other quantities needed to determine
the end-state pressure is given in Table A.1. Figure A.1(a) shows the steady solution in
the pm− vm space. The fully-reacted Hugoniot curve given by Eqs. (A.14) has two vertical
asymptotes, one for vf < 0 and one for vf > 0. Only the physically admissible part of the
curve is shown here. The Rayleigh line given by Eqs. (A.12), is shown for three values
of D. For a given value of D, the Rayleigh line may intersect the fully reacted Hugoniot
curve at two points, one point or may not intersect at all. When the Rayleigh line is
tangent to the fully reacted Hugoniot, the slope of the line determines the minimum wave
speed required for a steady detonation to exist. This minimum wave speed is referred to
as the Chapman-Jouguet wave speed, DCJ , and the resulting detonation is referred to as
CJ detonation. For D < DCJ , no steady solution exists, and for D > DCJ there are two
steady solutions corresponding to two detonation wave speeds, one on the strong branch
with Pf > PCJ and the other on the weak branch with Pf < PCJ [137]. Figures A.1(b) and
A.1(c) give the predicted variation in the steady detonation pressure and wave speed with
initial solid volume fraction computed using the steady analysis discussed above. This
analytical solution for the reaction end-state allows for a verification of the predictions
obtained for the macro-scale model discussed in the next section.
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Appendix B
Successive Shock Loading
Shock compaction of granular explosives can trigger combustion that results in deto-
nation, even for relatively mild shocks. It is well established that a primary (or lead) shock
can desensitize the material to subsequent shocks by reducing porosity. This phenomenon,
referred to as shock desensitization, has been observed to occur during DDT of low den-
sity granular explosives in which complex interactions between impact and combustion-
supported shocks influence the initiation process. In this study, a computational analy-
sis is performed to characterize how rapid successive shock loading of low density HMX
affects dissipation and ignition associated with the onset of vigorous burn. Meso-scale
simulations are used to predict effective shock profiles and to examine hot-spot fields in-
duced by pore collapse. Resolved shock profiles are compared to those given by macro-
scale compaction theory, and both are analyzed in a thermodynamic space that highlights
shock desensitization effects.
The problem simulated in this study is generically illustrated in Fig. B.1. Here, a
rigid, planar piston impacts a granular explosive having ambient solid volume fraction
φ0 with constant speed UP1. The piston supports the transient development of a steady
compaction shock that propagates at speed D1, where D1 > UP1. The shock possesses a
thin spatial structure (i.e., compaction zone) within which the initial porosity is reduced
resulting in localized dissipative heating in the form of hot-spots at the pore scale. The
intensity, size, and spatial proximity of hot-spots depends on both φ0 and shock strength.
The hot-spots undergo an induction (or incubation) period following shock passage during
which they intensify and begin to interact at the pore scale leading to the onset of a
detectable and vigorous burn at the macro-scale referred to in this study as ignition. The
induction time following shock passage is referred to as the ignition time. At a prescribed
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(a) (b)
Figure B.1: (a) Schematic of a typical dynamic compaction process; (b) Position-Time plot
illustrating successive shock loading
time following initial impact, the piston’s speed is rapidly increased to a higher value UP2
which supports the development and propagation of a secondary shock within material
precompacted by the lead shock. The secondary shock propagates at speed D2, where
D2 > D1, and it induces additional dissipative heating as residual porosity is further
reduced or eliminated, depending on its strength, which can alter ignition of the material.
Because the secondary shock is overdriven with respect to the ambient material, it can
result in significant dissipation as it overtakes the lead shock. Subsequently, the resulting
transmitted shock strength decays and its speed decreases until a steady shock results in
the long time limit propagating at speed D3 which depends on φ0 and UP2.
• Results
Predictions are given in this section that illustrate how successive shock loading of
granular HMX affects dissipation and ignition for φ0 = 0.68 and φ0 = 0.83, with UP1 = 300
m/s and UP2 = 500 m/s. Meso-scale simulations are performed for an ensemble that con-
sists of 6000 deformable particles on a domain length of 10 mm, where each particle is
discretized into approximately 400 finite elements. Macro-scale simulations are performed
on a piston attached domain of length 50 mm having 5000 computational cells which nu-
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merical experiments indicate is sufficient to resolve compaction shocks (≈ 60 cells/shock
width). Though different domain lengths are used for the meso- and macro-scale simula-
tions, quasi-steady lead and secondary compaction shocks evolve in all cases enabling shock
profiles and interaction structures to be meaningfully compared. The meso-scale domain
length is constrained by computational considerations; thus, the longer macro-scale do-
main enables longer-time wave behavior to be assessed in a computational feasible manner.
Position in piston-attached and laboratory frames are related by ξ = x − UP t, where UP
is given by either UP1 or UP2 depending on the prescribed piston speed transition time.
Ignition, prescribed by Eqs. (5.2) and (5.10), is analyzed for macro-scale simulations only.
Figures B.2 and B.4 shows the spatial variation in Ps, us, and wd at different times
following initial impact predicted by the meso- and macro-scale simulations for φ0 = 0.68
and φ0 = 0.84, respectively. Corresponding times differ between the simulations due to
differences in domain lengths and piston transition times. For both simulations, the lead
compaction shock, which eliminates much of the initial porosity, propagates a relatively
long distance into the domain before the piston speed increases to UP2. Subsequently, a
quasi-steady secondary shock quickly develops that eliminates residual porosity in material
precompacted by the lead shock. The secondary shock is overdriven relative to the ambient
material which has lower impedance than the denser material through which it propagates.
Consequently, it experiences a gradual decay in pressure Ps as it overtakes the lead shock
and transits to the ambient material. The pressure decay predicted by the meso-scale
simulation is faster than that of the macro-scale simulation due to its shorter domain length
that facilitates rapid reverberation of release waves between the shock and piston. The
shock transmission process is accompanied by a relatively modest increase in solid particle
velocity and a substantial increase (≈ 350%) in dissipative compaction work which meso-
scale simulations indicate may result in ubiquitous formation of hot-spots [139]. The meso-
and macro-scale simulations predict qualitatively similar features that exhibit reasonable
quantitative agreement. Quantitative discrepancies may also be due to the stiff equation
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φ0 = 0.68
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Figure B.2: Comparison of meso- and macro-scale predictions for φ0 = 0.68 with UP1 = 300
m/s and UP2 = 500 m/s: (a)-(b) solid pressure Ps; (c)-(d) solid velocity us expressed in a
stationary laboratory frame; (e)-(f) dissipative compaction work wd.
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Hot-Spot Field Prediction and Temperature Contours
(a) t = 5.25 µs
(b) t = 7.00 µs
(c) t = 9.50 µs
Figure B.3: Contours for the resulting hot-spot fields and temperature for φ0 = 0.68 with
UP1 = 300 m/s and UP2 = 500 m/s at: (a) t = 5.25 µs; (b) t = 7.00 µs; and (c) t = 9.50 µs.
Regions in red indicate hot-spots and yellow particles represent explosive.
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φ0 = 0.84
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Figure B.4: Comparison of meso- and macro-scale predictions for φ0 = 0.84 with UP1 = 300
m/s and UP2 = 500 m/s: (a)-(b) solid pressure Ps; (c)-(d) solid velocity us expressed in a
stationary laboratory frame; (e)-(f) dissipative compaction work wd.
184
Hot-Spot Field Prediction and Temperature Contours
(a) t = 3.00 µs
(b) t = 5.00 µs
(c) t = 5.75 µs
Figure B.5: Contours of the resulting hot-spot fields and temperature for φ0 = 0.84 with
UP1 = 300 m/s and UP2 = 500 m/s at: (a) t = 5.25 µs; (b) t = 7.00 µs; and (c) t = 9.50 µs.
Regions in red indicate hot-spots and yellow particles represent explosive.
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of state used for HMX with the macro-scale model.
Figures B.3 and B.5 shows the complex hot-spot and temperature fields behind the
primary shock, secondary shock and overdriven shock for φ0 = 0.68 and φ0 = 0.84 cor-
responding to UP1 = 300 m/s and UP2 = 500 m/s. It is evident from the contours that
the resulting hot-spot fields consists of hot-spots with varying size, shapes, intensity and
proximity. More intense and larger hot-spots are observed in the low density material
(φ0 = 0.68) than the high density material (φ0 = 0.84) because of higher dissipative heat-
ing associated with inelastic pore collapse. This observation is consistent with the wave
end-states plots which show larger dissipative work in low density material compared to
high density material.
Figure B.6 expresses the predictions of Figs. (B.2) and (B.4) in a phase space character-
ized by Ps and wd. This space is chosen because Ps represents a measure of shock strength
and wd represents a measure of hot-spot formation within the material. For compara-
tive purposes, single shock end state predictions given by both the meso- and macro-scale
simulations are also shown in the figure. Meso-scale simulations of single shocks indicate
that appreciable hot-spot agglomeration results for approximately wd > 100 kJ/kg and
Ps > 1.6 GPa for φ0 = 0.68, and for approximately wd > 128 kJ/kg and Ps > 2.4 GPa for
φ0 = 0.84; these regions are also highlighted in the figure for reference. Though speculative
in the absence of reactive meso-scale data, it is reasonable to expect that shocked material
having tightly packed agglomerated hot-spots may significantly reduce reactive hot-spot
interaction times, possibly resulting in prompt ignition and initiation. This assertion is
consistent with the almost “discontinuous” initiation events observed by McAfee, et al., [5]
during DDT in low density HMX resulting from the interaction of piston and combus-
tion driven compaction shocks. Such observations reinforce the need to better characterize
dissipation and ignition by rapid and successive shock loading of low density explosives.
Identified on the autonomous solution trajectories of Fig. (B.6) are the equilibrium end
states behind the lead and secondary quasi-steady shocks, where the lead shock end states
186
φ0 = 0.68
Meso-Scale Prediction Macro-Scale Prediction
0.1 1 10
P
s
 (GPa)
1
10
100
1000
w
D
 
(kJ
/kg
)
Equilibrium End State
t = 5.25 µs
t = 7.00 µs
t = 9.50 µs
HS Agglomeration
Primary Shock
End State
Secondary Shock
End State
0.1 1 10
P
s
 (GPa)
1
10
100
1000
w
D
 
(kJ
/kg
)
Equilibrium End State
t = 29.60 µs
t = 34.51 µs
t = 52.83 µs
HS Agglomeration
Primary Shock
End State
Secondary Shock
End State
(a) (b)
φ0 = 0.84
Meso-Scale Prediction Macro-Scale Prediction
0.1 1 10
P
s
 (GPa)
1
10
100
1000
w
D
 
(kJ
/kg
)
Equilibrium End State
t = 3.00 µs
t = 5.25 µs
t = 6.00 µs
HS
Agglomeration
Primary Shock
End State
Secondary Shock
End State
0.1 1 10
P
s
 (GPa)
1
10
100
1000
w
D
 
(kJ
/kg
)
Equilibrium End State
t = 10.86 µs
t = 12.42 µs
t = 27.87 µs
HS
Agglomeration
Primary Shock
End State End State
Secondary Shock
(c) (d)
Figure B.6: Comparison of meso- and macro-scale predictions expressed in Ps-wd phase
space for (a)-(b) φ0 = 0.68 and (c)-(d) φ0 = 0.84 with UP1 = 300 m/s and UP2 = 500 m/s.
187
lie on the single shock equilibrium curves. Unlike these autonomous solution trajectories,
those associated with the interaction process between the lead and secondary shocks are
time-dependent; only a single representative trajectory is shown for each of these processes
in the plots.
• Conclusions
Again, the meso- and macro-scale simulations give comparable results. A few features
are noteworthy. First, the lead shock strength is sufficient to eliminate most porosity re-
sulting in relatively small additional increases in wd by the secondary shock. Consequently,
in all cases the value of wd induced by the secondary shock is substantially lower than that
induced by a single shock of equivalent pressure which is indicative of significant shock
desensitization. Second, based on an analysis of hot-spots, appreciable agglomeration only
results as the secondary shock overtakes the lead shock for the values of UP1 and UP2 im-
posed here. This prediction demonstrates how the strength of the secondary shock needed
to induce agglomeration is dependent on the strength of the lead shock and the value of
φ0. Third, increasing φ0 tends to suppress dissipation and enhance desensitization.
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