Abstract-To examine whether perceptual grouping on the basis of orientation can be performed simultaneously with or only subsequently to grouping according to colour or luminance, we tested whether subjects are able to segregate arrays of texture elements that differ from surrounding elements by conjunctions of either (i) colour and orientation, or (ii) luminance contrast and orientation, or (iii) luminance contrast polarity and orientation. Subjects were able to use conjunctions between luminance and orientation for segregation but not conjunctions between colour or contrast polarity and orientation. Our results suggest that (i) in agreement with earlier ndings, there seem to exist no speci c conjunction detectors for colour and orientation or contrast polarity and orientation, and (ii) when orientation de ned textures are to be distinguished by virtue of differences in luminance, colour, or contrast polarity, luminance provides a much stronger cue than colour or contrast polarity for saliency-based orientation grouping.
INTRODUCTION
Under natural viewing conditions, object identi cation usually requires scene segmentation. Contours constituting individual objects have to be grouped together and need to be segregated from those of other objects or the background. Objects can be distinguished from each other if they differ by their surface attributes such as colour, luminance, texture, location in space, or motion. These features are supposed to be processed to a large extent in parallel in distinct but highly interconnected cortical areas (e.g. Schiller and Colby, 1983; Maunsell and Newsome, 1987 ; DeYoe and ¤ To whom correspondence should be addressed. Present address: Neuroimaging Unit; Department of Psychiatry; Belle Idée -University Hospital Geneva; 2, Chemin du Petit-Bel-Air, 1225 Chêne-Bourg GE, Switzerland. E-mail: ute.leonards@hcuge.ch Van Essen, 1988; Livingstone and Hubel, 1988) . In primate visual cortex, for example, more than 30 areas can be distinguished by virtue of connectivity patterns, cytoarchitectures and the speci c responses of their cells to motion, colour, form and multiple other features (for review see Felleman and Van Essen, 1991) .
Even though perceptual grouping and texture segregation are not necessarily related, and a general de nition of the two terms seems impossible, they are often understood as complementary processes. In this study, we will use the term 'segregation' to describe a boundary selection process that enables subjects to judge the orientation of a rectangular gure. The term 'grouping' is used to address the process that selects and binds elements of similar saliency.
Usually, gures are distinguished from others and the background by a combination of features, and it is to be expected that segmentation is achieved by joint evaluation of different cues. How the computational results from areas processing different features are eventually combined to achieve segmentation is largely unknown. Rivest and Cavanagh (1996) showed that different visual attributes are combined at a common site and contribute jointly to the localisation of borders. Furthermore, increasing the number of attributes from different feature dimensions can increase the sensitivity of depth perception (Bülthoff and Mallot, 1988) , facilitate the detection of borders (Frome et al., 1981) , and improve object recognition (Goodale et al., 1991) . Similarly, the time needed to identify the odd target in visual search experiments (Treisman and Sato, 1990) decreases when the number of attributes is increased. The same relation holds for texture segregation experiments. Segmentation of target gures is enhanced if they differ from the background in more than one feature (Callaghan et al., 1986; Gorea and Papathomas, 1991; Nothdurft, 1993; Kubovy, 1995; Fahle and Abele, 1996; Leonards et al., 1996) , and if different features de ne different but spatially overlapping gures, the percepts of these gures compete with one another (Leonards and Singer, 1998) . One possibility is that the different feature dimensions are all analysed in parallel at early stages of processing and then evaluated jointly at a subsequent level. Recent models of texture segregation are based on such a two-step analysis: in a rst step, the position and spatial arrangement of elements belonging to different feature dimensions are encoded by independent, low-level processes (e.g. the responses of local orientation-sensitive neurons in the boundary-completion network of Grossberg and Mingolla, 1985) , and, in a second step, the results obtained for the different feature dimensions are integrated in order to extract contours and borders (e.g. in the bipolar cells; Grossberg and Mingolla, 1985; Heitger and Von der Heydt, 1993; Graham, 1994; Graham and Sutter, 1996) . In this case, the second stage relies on cues such as proximity, alignment, contrast relations and saliency in order to achieve segmentation (McIlhagga and Mullen, 1996) .
However, psychophysical and neurophysiological evidence suggests that not all but only certain features are extracted in parallel at early stages while others are evaluated serially. Grouping on the basis of colour and luminance contrast seems to precede grouping on the basis of orientation and motion both in perceptual
