The present study is based on a series of two-dimensional simple shear numerical simulations of two-phase non-linear viscous materials used to investigate the mechanical behaviour of two-phase aggregates representing partially molten rocks. These simulations couple viscoplastic deformation with dynamic recrystallisation (DRX). The aim of these simulations is to investigate the competition between deformation and recrystallisation, and how they affect the mechanical behaviour and resulting microstructures of the deforming material. We systematically vary the melt to solid rock ratio, the dihedral angle of melt and the ratio of DRX vs. deformation. The results show that the amount of DRX and the dihedral angle have a first-order impact on the bulk rheology and the melt distribution in the aggregate. The numerical results allow defining two regimes, depending on the relative contribution deformation and DRX: (1) a deformation-dominated regime at high strain rates (i.e., with a low ratio of recrystallisation vs. viscoplastic deformation) and (2) a recrystallisationdominated regime at low strain rates (i.e., with a high ratio of recrystallisation vs. viscoplastic deformation). The first case results in systems bearing large connected melt pockets whose viscous flow controls the deformation of the aggregate, while disconnected smaller melt pockets develop in models where dynamic recrystallisation dominates. The results of this study allow us to better understand the development of connected melt pockets, which may focus melt flow. The distribution of the melt phase plays a key role in the formation of larger scale melt-enriched shear bands, which in turn has a direct influence on large-scale convective mantle flow.
Introduction
Partial melting and subsequent melt transport are processes of primary importance for differentiation in the Earth, from core-mantle separation (Stevenson, 1990; Wood et al., 2006) to differentiation within the mantle and crust (Vielzeuf et al., 1990; Rudnick, 1995) . In the present Earth, several studies suggest that the asthenosphere (Mierdel et al., 2007; Sifré et al., 2014) , the ultra-low velocity zones at the core-mantle boundary (Lay et al., 2004) , and even the large low-shear-wave velocity provinces (LLSVPs) (Hernlund and Houser, 2008; Hernlund and Tackley 2007) may contain limited percentages of silicate or metallo-sulphidic melt, which could explain the unusual rheological, seismic and electrical properties of these regions. Partial melting in the crust also has a strong effect on the bulk strength of the lithosphere during collision processes. Its weakening effect in the felsic crust has been for instance considered a key process in the exhumation of ultra-high pressure (UHP) rocks during continental subduction (Whitney et al., 2009; Labrousse et al., 2011) and in syn-to late-orogenic ductile flow of the lower crust in mature collision zones (Hollister and Crawford, 1986; Handy, 1990; Teyssier and Whitney, 2002; Vanderhaeghe, 2009 ). Because of the important role of melt on the rheology of rocks, partially molten systems have been intensely investigated in experimental studies, and the impact of melt percentage on bulk strength (Rosenberg and Handy, 2005 and references therein), strain localisation (Holtzman and Kohlstedt, 2007) and the possible feedback relationships between strain and melting (Misra et al., 2009 ) have been analysed. However, it has also been shown that strain rate plays an important role in the distribution and rheological effect of melt, particularly when the melt-solid dihedral angle is high (e.g. Walte et al. 2011) , which questions the use of laboratory studies whose strain rates are orders of magnitude faster than those acknowledged for melt-bearing shear zones. To better constrain the impact of partial melt on the bulk properties of aggregates, it is necessary to understand the complex interplay between melt and the crystalline matrix during deformation at geological strain rates that are not achievable in laboratory experiments.
The weakening effect of partial melting on the rock behaviour is mostly due to its very low strength compared to that of the solid. The bulk strength of the rock is thus an integral of the strengths of the different material phases, their proportion and the geometry of the weaker phase. Takeda and Obata (2003) argue that the viscosity () of a partially molten rock decreases steadily with increasing melt fraction (). This can be described with an exponential law:
The parameter  depends on the dihedral angle (), which is the equilibrium angle between two solid-melt (SM) boundaries and a solid-solid (SS) boundary (see Table 1 for the list of symbols used). This equilibrium angle is determined by the relative surface energies (J) of the SS and SM boundaries, according to:
 was found to range between 21 and 32 for olivine aggregates with MORB (mid-ocean ridge basalt) melts (30°; Mei et al., 2002; Scott and Kohlstedt, 2006) and to be 4 for olivine aggregates with a metallic melt phase (>60°; Hustoft et al., 2007) . In the latter case the low value of  is partly associated with the compact shape of high-dihedral angle melt pockets. This compact shape results in isolated melt pockets whose deformation is constrained by the surrounding solid, load-bearing framework. The parameter  is higher at a low , due to an increase in the solid-melt contact area and a decrease in the load-bearing capacity of the solid framework (Faul et al. 1994) . Therefore, a metallic melt-bearing peridotite is stronger than one with basaltic melt (Hustoft et al., 2007) . The weakening effect is not restricted to rocks containing melt, but also applies to materials bearing a second phase with a relatively lower viscosity, such as air bubbles within polar or glacial ice (Roessiger et al., 2014; Steinbach et al., 2017 ) and C-O-H fluids in the lower crust and upper mantle. Simulation 3  30º  10%  10  Simulation 4  30º  20%  10  Simulation 11  173º  10%  10  Simulation 12  173º  20%  10  Series III  Simulation 5  30º  10%  100  Simulation 6  30º  20%  100  Simulation 13  173º  10%  100  Simulation 14  173º  20%  100  Series IV  Simulation 7  30º  10%  1000  Simulation 8  30º  20%  1000  Simulation 15  173º  10%  1000  Simulation 16  173º  20%  1000 The spatial distribution of melt, particularly its connectivity, is one of the main parameters controlling the effective weakening of partially molten rocks, especially when the melt fraction in the rock is relatively low (Cooper and Kohlstedt, 1984; Faul et al., 1994; Rosenberg and Handy, 2005; Kohlstedt and Holtzman, 2009) . Indeed, for a given amount of melt a rock containing connected melt pockets (e.g., in sheet-like lenses) is significantly weaker than a rock in which pockets are isolated (Bons and Cox, 1994; Faul et al., 1994) . The equilibrium distribution of melt in a non-deforming aggregate is controlled by the dihedral angle () (Bulau et al., 1979; von Bargen and Waff, 1986; Rosenberg, 2001) . Partially molten silicate rocks typically have low dihedral angles, which are assumed to be close to 30° (e.g., Laporte and Watson, 1995) , whereas Fe-Ni-rich melt in olivine or bridgmanite aggregates present higher values (between 60° and 130°; see Terasaki et al., 2009) . Air bubbles in glacial or polar ice are close to spherical, and therefore have  180° (Roessiger et al., 2011; Azuma et al., 2012; Faria et al., 2014; Steinbach et al., 2016) .
In solid-melt aggregates, deformation perturbs the melt distribution by changing the shape of a volume of rock, and hence the shape of melt pockets. Moreover, a composite anisotropy can develop or be enhanced when two phases are present . Viscous deformation tends to deform melt pockets more than solid grains, since melt is the weakest of the two phases (e.g., Mecklenburgh et al., 2003; Rutter et al., 2006; Jessell et al., 2009) . This would result in characteristic microstructures with a certain melt pocket distribution and connectivity, which in turn would translate into a specific bulk rheology. However, the shape of solid grains and melt pockets can be constantly modified by recrystallisation processes (Walte et al., 2003) . One important driving force for recrystallisation is grain boundary migration (GBM), which is driven by surface energy and variations in strain energy (Urai et al., 1986) . The resulting shape of melt pockets and their distribution within a deforming partially molten rock thus depend on the competition between deformation and grain boundary migration. In the absence of viscous deformation, melt distribution will achieve a dynamic equilibrium that is controlled by the surface energies of the interfaces between the various phases in the rock (Bulau et al., 1979; Von Bargen and Waff, 1986) . This state of equilibrium can be disturbed if the rock is being deformed as a consequence of external loading. Experiments demonstrate that viscous deformation changes the shape of melt pockets, altering their distribution and potentially creating new structures such as melt-rich shear bands or fractures (Holtzman et al., 2003; Walte et al., 2005; Katz et al., 2006) . Recovery from such disturbances of the equilibrium state is a time-dependent process. There are two regimes depending on the competition between viscous deformation and recrystallisation: (1) melt distribution is controlled by deformation at high strain rates and in systems with large grain sizes (resulting in a deformation-dominated regime) and (2) it is dominated by surface tension and recrystallisation at low strain rates and in rocks with small grain sizes, leading to a recrystallisation and surface tension dominated regime (Walte et al., 2011; Groebner and Kohlstedt 2006) . Establishing the exact position of the boundary between these regimes is difficult since meaningful experimental studies need to be performed at a similar flow stress vs. surface tension ratio and/or strain rate vs. recrystallisation rate ratio as natural systems. As laboratory strain rates are several orders of magnitude too high, the high flow stress in previous experimental investigations had to be balanced by concentrating on systems with a higher solid-melt surface energy and by using much smaller grain sizes in experiments than in nature, which further enhances capillary forces (Walte et al. 2011) . This allowed to trace the stress dominated vs. surface tension dominated boundary experimentally for the olivine -FeS melt, olivine -Au melt (Walte et al. 2011) , and the olivine -FeS + basalt melt system (Cerantola et al. 2015) . While olivineFeS deformation experiments by Todd et al. (2016) supported the results of Walte et al. (2011) , a later study by Berg et al. (2017) was not able to reach the surface tension dominated regime under similar experimental conditions. The reason for this discrepancy is currently unclear. However, even if the boundary is firmly established in the experimental range, it has to be extrapolated over several orders of magnitude to natural conditions, which causes further uncertainty. This limitation of laboratory experiments can be overcome with numerical simulations that allow investigating the rheological and microstructural behaviour of partially molten rocks in all the spectra covering both regimes, because both length and time scales can be varied at will.
In this study, we use numerical modelling to investigate the microstructural and mechanical evolution of two-dimensional aggregates of solid grains with small to intermediate (≤20%) percentages of low-viscosity melt, distributed in pockets between grains. Our two-phase simple shear simulations are performed using a full-field viscoplastic code (VPFFT; Lebensohn, 2001; Lebensohn et al., 2008) coupled with dynamic recrystallisation codes (Llorens et al., 2016a; 2016b; 2017; Steinbach et al., 2016; 2017) in order to investigate the mechanical behaviour of partially molten rocks in both recrystallisation-and deformation-dominated systems. We explore and compare systems with different melt fractions, dynamic recrystallisation vs. deformation ratios and dihedral angles. Although this work is primarily focused on partially molten rocks with low to moderate dihedral angles (i.e., 30°), we also include simulations of rocks with dihedral angles of 173°. The latter would apply to air bubbles in ice, in which case one should read "air" for melt, or to sulphur-poor Fe-Ni-Si metal alloys in olivine or bridgmanite, in which case one should read "sulphur-poor Fe-Ni metal alloy" for melt.
Methods and simulation setup

The numerical model
The numerical simulation platform ELLE (http://www.elle.ws; Jessell et al., 2001; , including the full-field viscoplastic code based on the Fast Fourier Transform algorithm (VPFFT; Lebensohn, 2001; Lebensohn et al., 2008) , is used to study the microstructural and mechanical evolution of aggregates of solid grains (referred to as "solid") with a second phase, referred to as "melt". ELLE couples different processes acting on the microstructure in a sequential order for small time steps . ELLE has been applied to a range of problems in geology , of which the most relevant to this study are simulations of static and dynamic grain boundary migration in single and twophase materials Becker et al., 2008; Roessiger et al., 2011; Roessiger et al., 2014; Ran et al., 2018) and viscous or viscoplastic deformation either as a single process (Bons and Cox, 1994; Jessell et al., 2009; Griera et al., 2013; Llorens et al., 2013a; 2013b) or coupled with dynamic recrystallisation (Llorens et al., 2016a; 2016b; 2017; Steinbach et al., 2016; 2017; Gomez-Rivas et al., 2017) . Jessell et al. (2009) and Ran et al. (2018) carried out a series of deformation simulations of two-phase aggregates up to relatively high shear strains. These authors did not include the effect of grain boundary migration on the microstructure evolution, although it is expected that this is a fundamental control especially at low strain rates and grain-scale phase regions. The effect of grain boundary migration is therefore incorporated in this study, together with a mechanical analysis of the deforming media, not yet included in Jessell et al. (2009) .
The 2-D microstructure is defined in ELLE by a set of polygons in a two-dimensional section of the modelled material (Fig. 1a) . Polygons are defined by a network of boundary nodes (bnodes) that are connected by straight segments (Fig. 1b) . The solid grains and melt pocket regions are defined by polygons with a constant effective viscosity, which is high for solid and low for melt polygons. Therefore, three types of boundaries are present in the model, with each having different properties: (1) solid-solid, (2) solid-melt and (3) melt-melt. The latter has no physical meaning and has no effect on the microstructural evolution, but has to be used in the models in order to maintain the polygon topology. We deliberately do not display such boundaries in the figures.
A resolution of 256 x 256 Fourier points (unodes), resulting in a unit cell defined by 65,536 discrete unodes, was used to store physical properties within grains (Fig. 1c) . Each unode represents a small area with a certain lattice orientation, defined by three Euler angles (Llorens et al., 2016a) , and a dislocation density. The VPFFT code uses these unodes for the viscoplastic deformation calculations. The change of the position of bnodes is calculated according to the deformation velocity field and grain boundary migration (GBM).
Both VPFFT and ELLE use both horizontally and vertically wrapping boundaries, so that the upper and lower parts of the model are connected, as well as the left and right ones ( Fig. 1 ; Jessell et al., 2001) . This makes the model periodic in all directions. Regions falling out of the square bounding box are repositioned within the box after each calculation step, so that the unit cell remains square through deformation in simple shear (see Fig. 1 in Llorens et al., 2016b) . This approach considerably reduces boundary effects and facilitates visualisation of the deformation structures, even at very high shear strains.
The initial microstructure for all simulations is a polycrystalline aggregate consisting of solid grains and melt pockets created from an initial foam texture of solid grains (Fig. 1a) . Melt polygons are inserted at all triple junctions between grains of the foam texture. Their initial size is determined by the imposed melt fraction (), which is set at 10% and 20% (see Table 1 for simulation settings). The aggregate is then equilibrated by static grain boundary migration until all melt pockets reach the imposed dihedral angle (i.e., =30° or =173º; Fig.   1a , Table 1 ). To simulate the mechanical properties applicable to any solid phase, a hexagonal symmetry "model mineral" with equal critical resolved shear stress (CRSS) for basal and non-basal slip systems, was chosen (as in Griera et al., 2011) . The ratio of CRSS for slip systems in the melt with respect to those in the solid was set to 100. This value was chosen as a compromise between computational time and accuracy of the simulations (both increasing with increasing CRSS ratio). The same value of stress exponent of n=3 was set for all the slip systems in both melt (soft) and solid (hard) phases. This approach has been previously compared with an updated version of the VPFFT code that avoids any crystallography and imposes zero stiffness to unodes in the soft phase. As shown in Steinbach et al. (2016) , the results are essentially the same using both approaches, validating the use of a CRSS ratio of one hundred. Solid grains have randomly assigned initial Euler angles for their lattice orientation (Fig. 1c) . The initial microstructure is subjected to a loop of processes that includes VPFFT deformation and a subloop of dynamic recrystallisation processes, as GBM and intracrystalline recovery (Fig. 1d) . 
Full-field viscoplastic deformation
The anisotropic crystalline behaviour is defined using a non-linear viscous rate-dependent approach, where deformation at the grain scale is modelled as if accommodated by glide along predefined slip systems (in a power-law creep regime) (Lebensohn et al., 2001 ). The VPFFT formulation provides a solution of the micromechanical problem by finding a strain rate and stress field that minimises the average local work-rate under the compatibility and equilibrium constraints (see Lebensohn, 2001 ). The deformation-induced lattice rotation and the estimation of geometrically necessary dislocation (GND) densities calculated from the stress and velocity field are provided by the VPFFT (Llorens et al., 2016a; 2016b; 2017; Steinbach et al., 2016; 2017; Gomez-Rivas et al., 2017) . The GND density associated with the lattice distortion (Ashby, 1970) is calculated from the plastic strain gradient (derived from Gao et al., 1999) assuming a constant Burger's vector for all slip systems (see Llorens et al., 2016a for a detailed description of the method).
All simulations are carried out in simple shear. Horizontal dextral simple shear is applied in incremental steps of ∆γ=0.02 up to a shear strain of γ=2 (except for Simulation 5 in which γ=4 is reached). Taking advantage of the vertical wrapping of the model geometry, we use an algorithm to randomly apply these boundary conditions at a different level each step. This routine significantly reduces the inevitable influence of boundary conditions and spreads it equally throughout the model (Jessell et al., 2009; Llorens et al., 2013a; 2013b) .
Grain boundary migration and recovery
For solid-solid boundaries, grain boundary migration is driven by the reduction of grain boundary energy and stored strain energy, reproducing the motion or displacement of highangle grain boundaries (HAGB, i.e., Karato, 2012) . Grain boundary migration is modelled according to the poly-phase approach of Steinbach et al. (2016) . The reader is referred to this publication for a complete description of the two-phase GBM code. The routine moves single bnodes, depending on the driving stress on the boundary at each bnode. This driving stress is derived from the total grain boundary surface energy (Esurf, the product of surface energy and boundary length) and the internal strain energy (Estrain, calculated from dislocation density field). The condition of Estrain is reduced to zero in the area swept by the moving boundary is assumed. Bnodes are moved following the direction of maximum energy reduction and depending on the grain-boundary mobility (M, a "frictional" term) in a way that the work done equals the change in the local energy state (see Becker et al., 2008) .
The competition between surface (Esurf) and internal strain energies (Estrain) in the GBM approach presented here, was investigated previously in Steinbach et al. (2016) , showing that GBM is mostly driven by internal strain energy in high-strain zones, while in low-strain zones the contributions of surface and internal strain energies are about equal (see Fig.5 in Steinbach et al., 2016) .
The movement of solid-melt boundaries (SM) is slightly more complex, since mass conservation needs to be considered. In this case, the driving stresses are the aforementioned surface energy (JSM) of the segment and a second energy term that takes into account the mass conservation between solid and melt. If a SM-node moves into a melt region, the area of this region is reduced by the amount A, while the solid region is expanded by -A. This implies a compression of the melt and a decompression of the solid phase because the region masses are kept constant. This process requires work and a change in the local energy state. The total local energy (Etot) as a function of node position (X) is therefore a function of the surface energy (Esurf, see above) and the work related to change the area of the melt region (A(X)) in relation to the original or equilibrium area (A0):
where a is a constant that determines the amount of area deviation that is allowed and can thus be regarded as a compressibility factor. The factor a controls how quickly equilibrium between the two phases is reached. For further details, the reader is referred to Becker et al., (2008) , Roessiger et al., (2014) and Steinbach et al. (2016) .
Once the driving stress is determined, the velocity of the grain boundary is calculated from the mobility of the boundary for the different phases (MSS for solid-solid and MSM for solid-melt boundaries). Surface energies (JSS) and mobilities (MSS) of solid-solid boundaries of minerals are reasonably well constrained, as these can be derived from static grain growth experiments (e.g., Evans et al., 2001) . Once the magnitude of JSS is known, JSM can be determined with Eq. 2) for a given dihedral angle of the solid-melt system. The magnitude of MSM is much less constrained, for which reason we consider here that MSM = MSS. To achieve different dihedral angles in our simulations, a constant unit JSS is used, and JSM is set at: JSM/JSS=0.52 for =30° and JSM/JSS =8.00 for =173° (cf. Eq. 1). Scaling of the numerical parameters to natural systems is discussed later (Section 4).
In this study, dynamic recrystallisation (DRX) is simulated by grain boundary migration and intracrystalline recovery. Recovery reduces the intra-granular stored energy, simulating annihilation of dislocations and their rearrangement into low-angle subgrain boundaries (Llorens et al., 2016a ). In the current approach, the creation of high-angle grain boundaries (HAGB) does occur, but their conversion to numerical grain boundaries (defined by bnodes) is not implemented (Steinbach et al., 2016; Llorens et al., 2017) . The coupling of deformation and DRX is achieved by applying each process in isolation in alternating steps (see Llorens et al., 2016a Llorens et al., , 2016b Llorens et al., , 2017 . Strain has a constant incremental value. The GBM routine (Section 2.3), however, requires to be applied with a sufficiently small time step. Thus, we can vary the relative amount of dynamic recrystallisation by keeping the strain increment constant, and vary the number (NDRX) of DRX steps (with constant time t(DRX)) per deformation step. We use (NDRX) = 0.1, 10, 100, and 1000, covering four orders of magnitude in scaled strain rates, with NDRX=0.1 representing the highest strain rate. A test confirmed that using γ=0.0002 and NDRX=1 gives similar results as the combination of γ=0.02 and NDRX =100.
Results
Simulations with low rate of dynamic recrystallisation (NDRX=0.1)
The highest strain rate series of simulations (with NDRX=0.1) shows the deformation behaviour as a function of melt fraction in a system where the rate of dynamic recrystallisation with respect to deformation is low. Models are run with two different melt fractions (=10% and 20%) and with two different initial dihedral angles (=30° and =173°) (Figs. 2a, 3a ) (Series I; Table 1 ).
In these simulations melt segregates from an initially random distribution in triple junctions into bands of stretched melt pockets oriented at small angle to the shear plane, separated by solid regions or "lenses", after a shear strain of =2 (see Simulations 1 and 2 in Fig.2b ; and Simulations 9 and 10 in Fig.3b ). These bands form anastomosing networks, with larger bands at higher angles connected by smaller bands at lower angles (Fig. 5a, e) . Strain localises in these weak melt-rich bands when the rate of dynamic recrystallisation is low. A higher melt fraction leads to increased strain localisation in connected melt regions (Fig. 5a Column II and IV).
As expected, the presence of melt reduces the strength of the aggregate (Simulations 1, 2 in Fig.4a -b or 9, 10 in Fig.4c-d) . Normalised shear stress () (i.e. strength) vs. strain (γ) curves reveal an initial hardening and a subsequent softening after a shear strain of γ1, for models with low DRX rate (Series I, simulations 1, 2, 9 and 10; Fig.4) , regardless of the initial dihedral angle as it is not preserved during deformation. However, the dihedral angle still has a moderate effect on the strength of the aggregate even when the DRX rate is very low. The bulk shear stress is 15% higher for the model with =173° compared to that for the simulation with  =30° (see Simulations 1 and 9 in Figs. 4a and Fig4c, respectively) . This is probably due to differences in the geometry of melt pockets that remain, even up to a shear strain of two. The hardening and subsequent softening is reduced in systems with lower melt percentage (ϕ) (see comparison between simulations 1 and 2 or 9 and 10; Fig.4 ).
Simulations with high rate of dynamic recrystallisation (NDRX=10, 100 or 1000)
A series of simulations similar to those presented in the previous section were also run with higher rates of dynamic recrystallisation relative to deformation. This was achieved by systematically varying the number of GBM steps (NDRX= 10, 100 or 1000) per constant deformation time step of ∆=0.02 (Series II, III and IV. Table 1 ).
In simulations with = 30º, the high rate of dynamic recrystallisation (NDRX =10, 100 or 1000) causes a dramatic change in the resulting microstructure (Fig. 2c-d-e) , since it allows the melt pockets to retain their concave shape, which in turn results in initial melt pockets merging and forming larger pockets oriented at high angles with respect to the shear direction (see marked zones in Fig. 2c-d-e ). In models with a low percentage of melt (=10%) melt pockets still appear elongated in the direction of the XY plane (Fig. 2c-d Column I) when NDRX is 10 or 100. This elongation is not observed when NDRX is increased to 1000, because melt pockets retain then their initial dihedral angle (Fig. 2e Column I). Increasing NDRX also leads to melt pocket merging, resulting in an increase of both their average size and width of their size distribution (cf. Roessiger et al., 2014) . The formation of melt chains is clearly observed when the melt fraction is increased to =20%. In those simulations melt pockets get merged to form large melt pools (Fig. 2e Column II). Dynamic recrystallisation causes an increase of both grain size and melt pocket size, with the latter being more pronounced because of pocket merging. DRX reduces both the initial strain hardening and the subsequent strain softening, as it counteracts the stretching of melt pockets (Fig. 4) . The only difference in the microstructure with increasing strain is a change in size and spacing of melt pockets, which leads to minor strain hardening. In simulations with low dihedral angles, the strain-induced change of the microstructure is primarily the merging of melt pockets in elongate pools almost perpendicular to the shear plane (Fig. 5b-d) . This process suppresses the development of weak zones parallel to the finite stretching direction (Fig. 5b-d) , and thus reduces the initial hardening and subsequent softening that is observed when DRX rate is low (Fig. 4) . At high dihedral angles (= 173º), melt pockets are mostly unconnected (Fig. 3c-e) , which inhibits the development of high-strain melt pools ( Fig. 5f-h ).
For simulations with high DRX rate and low dihedral angles (Simulations 3 to 8), melt segregates forming networks of weak zones and strain partitions between weak and strong zones ( Fig. 5b-d) . As expected, strain partitioning is more pronounced in cases where the melt percentage is high (Fig.5 Column II). DRX enhances strain partitioning as it favours the merging of melt pockets in large weak zones. However, strain partitioning is not enhanced at high dihedral angles, as melt pockets do not segregate forming melt pools (Fig.5 Columns III and IV).
Discussion
Previous contributions have described the evolution of two-phase materials affected by deformation without including recrystallisation processes (e.g. Tullis et al., 1991; Bons and Cox, 1994; Treagus and Lan, 2000; Mancktelow, 2002; Madi et al., 2005; Griera, 2006 and Jessell et al., 2009) . In this contribution we present, for first time, a systematic study of the evolution of a two-phase microstructure using a full-field approach able to simulate viscoplastic deformation and including dynamic recrystallisation. This approach has been only applied before to study dynamic recrystallisation of firn in polar ice sheets (Steinbach et al., 2016) . The simulations described in this paper are only two-dimensional and intentionally ignore a number of processes that are likely to occur in natural systems. Their utility is precisely that they provide a baseline to understand more complex systems and particularly to investigate the effect of coupling two fundamental processes: viscoplastic deformation and dynamic recrystallisation.
Rheological effects
For simulations with low DRX rate (Series I, NDRX =0.1) strain softening can be ascribed to the connection of melt pockets in the shear direction, eventually delineating a shear zone network localizing strain. Long axes of minerals in the solid matrix and connected shear melt pockets draw typical S-C' structures described in natural sheared rocks (Berthé et al., 1979) . The stress-strain evolution at a low DRX rate can be explained by the increasing stretching of melt pockets that is not counteracted by DRX. The developing anisotropy weakens the material for shearing parallel to the stretching direction, which is initially oriented at 45° to the shear plane. However, as this direction is approximately perpendicular to the maximum compressive stress, the shear stress needed for horizontal shearing of the anisotropic medium is at first higher than that for the starting material. The shear stress decreases again steadily (after γ1) once anisotropy has developed enough and shear localisation bands rotate towards the horizontal shear plane (Takeda and Griera, 2006; .
When DRX can contribute significantly to the microstructure, melt pockets merge from their initial distribution in triple junctions (Fig. 6a) to form bands perpendicular to the extension direction 3 at =1 (Fig. 6b) . These bands continue rotating by shearing and eventually form melt pools oriented perpendicular to the shear plane (Fig.6c) . After =2 melt pools rotate to the extensional field and get stretched while bands parallel to the extension direction continue merging (Fig. 6d-e) . Experiments of sheared partially molten rocks performed by Qi et al., (2015; and Holtzman et al. (2003) show melt-enriched bands located at low angle to the shear plane. In our simulations the size of grains and melt pockets is similar to that in these experiments. However, the representative volume element in our simulations is not large enough to segregate melt pockets in bands as laboratory experiments show. Veining perpendicular to the stretching direction is also acknowledged in partially molten sheared natural rocks (Schulmann et al., 2008) . N DRX = 1000. The percentage of melt is =10% and  =20% in columns I and II respectively (Series I, II, III and IV for =30°) and columns III and IV (Series V, VI, VII and VIII for =173° see Table 1 ). In simulations with low DRX rate, high strain-rate bands are well aligned almost subparallel to the shear plane, which is horizontal in this figure. When dynamic recrystallisation rate is high, high-strain bands develop in simulations with =30°, that are oriented subperpendicular to the shear plane. However, in simulations with =173º when the rate of dynamic recrystallisation is high, high-strain areas are located in the soft phase and are mostly unconnected. 
Comparison with laboratory experiments: dynamic recrystallisation-dominated vs. deformation-dominated systems
The effect of the dihedral angle and surface tension on rheology and melt distribution is twofold (Kohlstedt and Holtzman, 2009) . First, there is a direct effect of surface tension and capillary forces on melt pockets or the melt network (30°) that opposes the change of shape associated with deformation. The pressure difference (ΔP) between the melt and the solid can be expressed as a function of the solid-melt surface tension and the mean radius of curvature of the solid-liquid boundary of the melt pocket or network (r), itself related to the grain size. The differential stress σ must exceed capillary forces of a given melt pocket in order to cause a shape change in the first place. This can be calculated from the force balance between differential stress (∆) and surface tension (JSM) (Walte et al., 2011) :
where B and n are parameters of the power-law equation that relates the differential stress to the strain rate ( ⁄ ) and Pth is a non-dimensional parameter (Walte et al., 2011) . This relation has previously been considered as dominant for the interplay of deformation with surface tension, and has accordingly been used to interpret and scale experimental results (Groebner and Kohlstedt, 2006; Walte et al., 2011; Cerantola et al., 2015) . However, a second factor that has previously been largely ignored is the mobility of solid-melt grain boundaries (MSM). Even if Ds (melt pocket diameter) is sufficiently high and Eq. 4 is fulfilled, the melt distribution (e.g., the melt pocket shape) can only be altered if the mobility of the solid-melt interface is sufficiently high. This mechanism depends on the product of surface tension and mobility and can be expressed with Eq. 5, which is modified from Kohlstedt and Holtzman (2009) : (5) where MSM the mobility of a solid-liquid boundary. While Eq. 4 implies a division between a surface tension-dominated regime from a (differential) stress-dominated regime (cf. Walte et al., 2011) , Eq. 5 implies a DRX-dominated regime distinct from a strain rate-dominated regime. However, in order to evaluate whether the melt distribution is altered by deformation, both equations must be fulfilled (Kohlstedt and Holtzman, 2009 ).
In order to compare our numerical simulations with laboratory experiments or natural rocks, length and time have to be scaled. The numerical simulations presented here show that the microstructural and rheological behaviour of the aggregate is determined by the opposing trends of a change in shape of melt pockets induced by deformation and their recovery towards an equilibrium shape produced by DRX. The first is related to the imposed strain rate, related to the stress associated with the aggregate viscosity, while the latter is controlled by the size of melt pockets and the ability of the solid-melt boundaries to move as a function of surface energy and mobility. Most authors propose a dimensionless thermodynamic scaling parameter that compares the imposed differential stress (σ) to the surface energy and the mean melt-pocket radius (r) (Eq. 4; Kohlstedt and Holtzman, 2009; Walte et al., 2011; Cerantola et al., 2015) . As discussed above, this thermodynamic dimensionless number ( ) does not consider the mobility of solid-liquid boundaries. It is clear from the numerical simulations that these boundaries would only move passively according to the imposed deformation if their mobility is set to zero (cf. Eq. 2). On the contrary, the kinematic dimensionless number (Pkin) considers this boundary mobility (Eq. 5).
The choice of the two scaling parameters is far from trivial, since they predict very different scaling: Pth scales with strain rate to the power 1/n and r, while Pkin scales with strain rate and r 2 . As our numerical model includes grain-boundary mobility, a proper scaling of these simulations can only be achieved by using the kinematic scaling parameter Pkin. In order to scale our numerical simulations using Pkin, we need to determine the surface energy JSM and the mobility MSM. JSM can be determined with relative accuracy using Eq. 1 if JSS and the dihedral angle are known for the system under consideration (e.g., quartz with granitic melt - Laporte and Watson, 1995) . MSM is relatively poorly constrained and depends on the actual mechanism of migration of solid-melt boundaries, involving dissolution-precipitation reactions as well as diffusion (Kohlstedt and Holtzman, 2009; Azuma et al., 2012) . Here we assume, as in the numerical simulations, that MSM = MSS (MSS being the mobility of solidsolid boundaries). The advantage is that the product JSM x MSM can be determined if JSS x MSS and  are known, through:
Natural values of JSS a MSS can be estimated from static grain growth experiments (e.g., Tullis and Yund, 1982) . In case of grain growth controlled by the curvature of grain boundaries, the relationship between grain size (D=2r) and time (t) is given by Evans et al. (2001) : (7) Here D0 is the initial grain size (which should be <<D(t)) and k is a dimensionless parameter that depends on the microstructure (Roessiger et al., 2014) and on the number of dimensions of the system. For an equilibrated foam texture k(2D)=4.48 and k(3D)=2 (Mullins et al., 1989) . The product JSS x MSS for various minerals can thus be calculated from experimental data, using Eq. 6. We used data of Masuda et al. (1997) for quartz at 800-1000°C, Evans et al. (2001) for olivine at 1300°C and Azuma et al. (2012) for ice at -20°C. Note that JSS x MSS is strongly temperature-dependent, in particular because of the temperature dependence of M (Tullis and Yund, 1982; Masuda et al., 1997; Evans et al., 2001) . (JSS x MSS)ELLE can be determined in essentially the same way by performing a numerical grain growth simulation with a pure, single-phase solid. It has been shown before that the ELLE routine results in a linear growth of the grain area, as expected from Eq. 6 . Using the effective (JSS x MSS)ELLE, Pkin can be determined for the various simulations.
Using Pkin calculated for the different numerical simulations, it is possible to propose a "deformation regime map" that shows the transition between a deformation-dominated system (regime I) and a dynamic recrystallisation-dominated system (regimes IIa and IIb) considering a dihedral angle of  =30º for olivine-basaltic melt, (Fig.7a ) and quartz-silicic melt (Fig.7c ), or considering a =173º for olivine-metallic melt (Fig.7b) , and ice-air bubble aggregates (Fig.7d) . The numerical simulations roughly span the transition from the deformation-dominated regime I to the DRX-dominated regime II. The transition, using kinematic scaling of the simulations (Eq. 5), is plotted as a function of the radius of curvature of the solid-melt boundary versus strain rate in Fig. 7 . The transition from one regime to the other is not sharp, but roughly spans over one to two orders of magnitude in strain rate. At a given strain rate, the transition is at larger grain sizes for quartz and ice than for olivine.
Regime I: deformation-controlled
In the deformation-controlled regime, dynamic recrystallisation is too slow to counteract the shearing of melt pockets. The initial shape of melt pockets, and therefore the resulting dihedral angle, is not important. This is because pockets get stretched continuously without significant shape recovery by grain boundary migration. The aggregate develops a strong anisotropy in such cases (Takeda and Griera, 2006; . As this anisotropy starts at a high angle to the maximum compressive stress, the aggregate initially hardens before weakening sets in. Although not reached in the simulations, it is expected that stretched melt pockets will eventually merge into melt films parallel to the shear plane, causing a dramatic weakening of the aggregate (e.g. Vigneresse et al., 1996; Rosenberg and Handy, 2000) . Regime I is favoured by high strain rates and/or large grain sizes (Fig. 7) .
Typical examples are Simulations 1, 2, (=10% or 20%, =30° and NDRX=0.1; see Fig.7a , c) or 9 and 10 (=10% or 20%, =173° and NDRX=0.1; see Fig.7b, d ).
Regime IIa: DRX-controlled for low dihedral angle
Regime IIa prevails when the strain rate is so slow that DRX can counteract the stretching of melt pockets and these can retain their concave shape with a dihedral angle of 30°. Simulations 3 and 4 (=10% or 20%, =30° and NDRX=10; Table 1 ) are in the transition between Regime I and IIa (Fig.7a, c) , where melt pockets are more elongated for simulations with low percentage of melt (Fig.2c) . Typical examples of Regime IIa are Simulations 5, 6, 7 and 8 (=10% or 20%, =30° and NDRX=100 or 1000; Fig.7a, c) . As solid grains get flattened in the shortening direction and melt pockets reside at triple junctions, melt pockets tend to get connected in the shortening direction forming elongate melt pools oriented at high angles to the shear plane (Fig. 2c -e columns I and II). As these melt pools are unfavourably oriented to accommodate shearing, they do not cause a significant weakening of the aggregate. A dynamic equilibrium is expected to set in with ongoing formation, rotation and destruction of melt pools. Mechanically, the effect of strain is a minor transient weakening before steady state is reached. Figure 7 . Transition between the deformation-and DRX-controlled regimes predicted from the simulations using a kinematic scaling law for P kin =1 (Eq. 5) for (a) olivine with basaltic melt (=30º), (b) olivine with metallic melt (=173º), (c) quartz with silicic melt (=30º) and (d) ice with air bubbles. The transition between stress-and surface tension-controlled regimes using P th =1 (Eq.4) is from Walte et al., 2011 . Experiments at this transition for olivine + FeS-melt of Walte et al. (2011) and quartz bearing melt experiments of Caricchi et al. (2007) are shown, together with the associated transition according to the thermodynamic scaling law (Eq. 5). Initial microstructures of simulations are shown in in circles. The changes in melt pocket radius during deformation in simulations 15 and 16 are indicated by arrows.
In this regime, DRX is expected to have a significant effect on permeability, which becomes anisotropic. The maximum permeability develops at a high angle to the stretching direction, which may play a role in focusing melt flow (Katz et al., 2006) . Since melt is not fully connected in our 2D models, the formation of melt pools is here solely an effect of connecting melt pockets, and not of proper porous flow through melt pockets (Spiegelman, 2003) . Although the representative volume element in the simulations presented is not large enough, we can assume that the small-scale melt pools may, however, play a role in the formation of larger intergranular melt-enriched shear bands (i.e., shear bands larger than the grain size) (Walte et al., 2005; Kohlstedt and Holtzman, 2009 ).
When the melt fraction is sufficiently interconnected, the melt can accommodate most of the deformation. Stress and strain rate in the solid are now reduced, resulting in less dynamic recrystallisation (Mecklengurgh et al., 2003; Rutter et al., 2006) We do not observe this effect in our simulations as the solid maintains a load-bearing framework at all times at the melt fractions used in our 2-D simulations. Therefore, the solid continues accommodating a significant amount of strain and keeps recrystallising.
Regime IIb: DRX-controlled for high dihedral angle
At high dihedral angles, DRX enables melt pockets to fully retain their convex shape (Fig. 3d-e) . The compact shape reduces melt pocket connectivity. Melt pockets are not inert, but are dragged by solid-solid boundaries (Roessiger et al. 2014 ). This process leads to their occasional merging, but without forming elongate melt pools. The bulk strength hardly changes with strain, since only the size distribution of melt pockets changes, but not their shape. Simulations 11 and 12 (=10% or 20%, =173° and NDRX=10; Table 1 ) are initially in the transition of between Regime I and IIb (Fig.7b, d ). However, melt pocket radii increase during deformation due melt pocket merging, moving these simulations into the deformationcontrolled Regime I, which is consistent with melt pockets shape shown in Fig.3c . Typical examples of DRX-control are Simulations 13 and 14 (=10% or 20%, =173° and NDRX=100; Table 1 ; Fig.7b, d) , and more markedly Simulations 15 and 16 (=10% or 20%, =173° and NDRX=1000; Table 1 ; Fig.7b, d) .
A similar behaviour has been described in aggregates containing melt with a high dihedral angle (Walte et al., 2011) . At natural strain rates, sulphur-poor Fe alloys that have a very high dihedral angle (>130°) are inferred to behave essentially like spherical inclusions dragged passively within the matrix (Walte et al., 2011) . Ice with air bubbles that constitutes approximately the upper 600-1200m of polar ice sheets, depending on pressure and temperature conditions, Uchida et al., 2014 ) is another natural case evolving into regime IIb. Grain sizes here are of the order of mm and strain rates < 10 -11 s -1 , where regime-IIb behaviour is expected according to Fig. 7d . Bubbles are almost spherical in this domain, indicating that they do not cause a major change in ice rheology (Bendel et al., 2013; Roessiger et al., 2014; Steinbach et al., 2017) . Bubbles in much faster flowing mountain glaciers, on the other hand, are usually elongated (Kerch, 2017) . Walte et al. (2011) carried out experiments on olivine-FeS melt systems that spanned the transition between deformation-and DRX-dominated behaviour (regimes I and II). The transition at strain rates of 10 ) to be close to the transition between regimes IIb and I (Fig.  7b) . In systems with a low dihedral angle such as olivine -basalt the boundary would be shifted to the right (Fig. 7a) to enlarge the deformation dominated regime, meaning that both experimental studies and nature would normally lie in deformation dominated regime I with the possible exception of very low melt-fractions <1 %. These results largely confirmed the assessment by Kohlstedt and Holtzman (2009) , who suggested that melt-present mantle deformation would occur in regime I as experimental studies considering both thermodynamic and kinematic scaling. Hence, melt-connectivity and solid-melt microstructures in geological systems (e.g. the asthenosphere) would be largely similar to experimental studies. However, this paradigma is challenged by scaling our numerical simulations with the kinematic scaling parameter (Pkin), which would place mantle convection well into regime II (Fig. 7) . That would mean that most natural cases would lie between the two scaling lines. If so, caution must be taken when assuming a direct similarity between experiments and nature. Since the current experimental data is compatible with both scaling approaches and the difference lies in the slope between the regimes, our predictions can only be tested and refined with careful experimental studies that explore the boundary between the different regimes with a wider range of strain rates. One problem, however, is that the two regime boundaries for olivine-melt systems cross at about the conditions of typical experiments with olivine. These experiments may, therefore, not be suitable to determine whether Pth or Pkin is the appropriate scaling parameter. Experiments on different mineral systems, as well as numerical modelling as presented here may help to resolve this issue.
In quartz-dominated partially molten rocks, such as migmatites described in the core of hot orogens (Schulmann et al., 2008) , melt pockets tend to form veins parallel to the shortening direction in aggregates with ca. 100 µm grain size at relatively low strain rates (see Fig. 7c ). These structures confirm that mode IIa could be the prevailing strain-melt interaction mode in natural migmatites. Our kinematic scaling suggests that ice with air bubbles in ice sheets (grain size in the order of mm's) is mostly in regime IIb in the centre of ice sheets where deep drill cores are available (strain rates generally <10 -10 s -1 ) (Fig.7d) . As expected, air bubbles are spherical here. Mountain glaciers with similar grain sizes, but much higher strain rates, can have elongated bubbles, indicative of Regime I.
Conclusions
Our numerical simulations couple viscous deformation by dislocation glide with simultaneous dynamic recrystallisation (DRX) driven by strain and surface energy, leading to grain boundary migration and intracrystalline recovery. The results demonstrate that DRX significantly influences the microstructural and rheological behaviour of partially molten rocks when it competes with deformation (in the DRX-controlled regime II). DRX reduces the ability of deforming partially molten aggregates to form through-going shear bands. Instead, melt pools continually form and get destroyed when dihedral angles are low (concave melt pockets with  <30°). This causes limited strain softening, compared to strain-dominated behaviour (regime I). The compact shape of high-dihedral angle melt pockets inhibits the formation of melt pools. As a consequence, there is almost no microstructure change at high relative DRX rates and only a very minor change in bulk strength is observed as not the shape, but the size distribution of the melt pockets changes with strain.
