Abstract. Let σ, θ be commuting involutions of the connected reductive algebraic group G where σ, θ and G are defined over a (usually algebraically closed) field k, char k = 2. We have fixed point groups H
1. Introduction 1.1. Let G, θ, K, etc. be as above. We assume that k is algebraically closed and we set ᒄ := Lie(G), etc. The variety G/K is called a symmetric variety. These varieties occur in many problems in representation theory (see [BB81] and [Vog83] ) and geometry (see [PdC83] and [LV83] ). If k = ‫,ރ‬ then G/K is the "complexification" of a Riemannian symmetric space and there exists a one to one correspondence between isomorphism classes of Riemannian symmetric spaces and isomorphism classes of involutions of G. Similarly, there is a bijection between isomorphism classes of reductive symmetric spaces and isomorphism classes of pairs of commuting involutions of G (see [Hel88] ). Richardson [Ric82b] made a detailed study of the action of K (and closely related groups) on G/K, i.e., he studied K\G/K. His results are global analogues of those of Kostant and Rallis [KR71] for the action of K on T eK (G/K ) ᒄ/ᒈ (k = ‫.)ރ‬ We generalize results of Richardson to the case H\G/K.
1.2. Results on double coset decompositions (especially over ‫)ޒ‬ are important in harmonic analysis (see, e.g., [BS97, BD92, Del97, FJ80, OS80] ) and for the orbit method of Kirillov and Kostant [Kir93] . For compact groups the matrix coefficients of a finite dimensional representation of class 1 are right-H 0 and left-K 0 invariant functions (polynomials) (see [JC74, Hoo84] ). Recently, T.A. Springer outlined a method to apply double coset decompositions to simplify the description of character sheaves on symmetric spaces given in [Gro92] .
1.3. We now outline our main techniques and results, section by section. We rely heavily on the methods of invariant theory/transformation groups (section 2). In particular, we employ slice theorems systematically. In the case of symmetric varieties, these techniques can improve upon the traditional ones (see 6.1).
1.4. Let X be an affine G-variety. The algebra O( X ) G of G-invariant regular functions on X is finitely generated [Hab75] . Let X//G denote the corresponding affine variety, and let π X : X → X//G correspond to the inclusion O( X ) G ⊆ O( X ). Then each fiber π −1 X (ξ), ξ ∈ X//G, contains a unique closed orbit, so, in effect, X//G is the space of closed G-orbits in X.
In characteristic zero, Luna showed that there is anétale slice at every closed orbit Gx ( [Lun73] , see 2.4-2.7). Important for the proof are the linear reductivity of the isotropy group G x and the surjectivity of ᒄ → T x (Gx). In characteristic p these properties do not always hold, but Bardsley and Richardson [BR85] showed that there is anétale slice if
• ᒄ → T x Gx is surjective.
• X is smooth at x and there is a transversal R x. This means that R is a locally closed smooth G x -stable subvariety of X such that T x R ⊕ T x (Gx) = T x X. Given that the appropriate conditions hold, theétale slice theorem roughly says that a Gneighborhood of Gx is isomorphic to the homogeneous fiber bundle G × G x R. In particular, the quotient X//G is (roughly) isomorphic to R//G x near Gx and the fiber π −1 X (Gx) is isomorphic to G × G x R x where R x is the fiber π −1 R (x). 1.5. In section 3 we recall facts about symmetric varieties. Since char(k) = 2, we may represent G/K as a subset of G: Let β : G → G, g → gθ(g) −1 . Then β induces an isomorphism G/K ∼ → P := β(G), gK → β(g) [Ric82b, 2.4] . The left action of G on G/K becomes the twisted action g * x := gxθ(g) −1 , g ∈ G, x ∈ P. In particular, the * -action is conjugation when restricted to K. Our study has now become that of the quotient mapping π P : P → P//H where H acts via * .
1.6. In section 4 we study the appropriate tori and Weyl groups: A torus S in G is θ-split if θ(s) = s −1 for all s ∈ S and S is (σ, θ)-split if it is θ-split and σ-split. Let A be a maximal In 4.5-4.6 there is a discussion/proof of the equivalence between the H-orbits on P and the ( H × K )-orbits on G. The latter model is used by others and is the one we adopted in the abstract.
In section 5 we establish the existence of slices:
Theorem 1.7 (see 5.11, 7.2, 3.4(9)). Let a ∈ A. Then there is anétale slice at a, and the slice is an open subset of a symmetric varietyP(a) with action of the isotropy group H * a = {h ∈ H | h * a = a}. There is a bijection between the (finitely many) orbits in π −1
P(a)
(πP (a) (a) ) and those in π −1 P (π P (a)). In section 6 we apply the slice theorem to establish the following variant of the Chevalley restriction theorem: : We say that q ∈ A is quadratic if q 2 ∈ Z(G). One easily sees that σ, θ and Int(q) commute, hence (σ,θ) is a pair of commuting involutions, whereθ := θ Int(q). The analogues of N * H ( A), ρ, etc. for (σ,θ) in place of (σ, θ) are denotedÑ * H ( A),ρ, etc. Theorem 1.11 (see 9.2, 9.12). Let q be a quadratic element of A.
(
1.12. We can characterize F 0 and F as follows: Let T ⊂ G be a (σ, θ)-stable maximal torus containing A. We denote by T σ,θ +− the maximal θ-split and σ-fixed torus in T, and similarly for 
such that w(a) = a. 1.14. Section 10 is devoted to studying Weyl group orbits in F/F 0 and related classification problems for F and F 0 . The main tool here (and for some results above) is the study of the weight spaces ᒄ λ , λ a character of A. The involutions σ and θ interchange ᒄ λ and ᒄ λ −1 while τ = σθ leaves each ᒄ λ invariant. Let m ± (λ, τ) denote the dimension of the ±1-eigenspaces of τ on ᒄ λ . The signatures (m + (λ, τ), m − (λ, τ)) describe much of the structure of the Weyl group orbits in F and F 0 . For example, they characterize the W H ( A)-orbits in F 0 (see 10.3). From the classification of pairs of commuting involutions and their signatures in [Hel88] one can obtain a classification of the Weyl group orbits in F 0 .
1.15. In section 11 we consider real analogues of our results over ‫.ރ‬ We recover much of [Ber57, FJ78, Hoo84, Mat97] .
Let X be an affine variety defined over ‫.ޒ‬ Then X(‫)ޒ‬ or X ‫ޒ‬ will denote the real points of X. We assume in the following that G, σ and θ are defined over ‫.ޒ‬ Theorem 1.16 (see 11.7). Suppose that G ‫ޒ‬ is compact. Then
. If σ and θ are (noncommuting) involutions such that σ and ρθρ −1 commute for some choice of ρ ∈ Aut(G), then our results hold for H\G/K. In section 12 we find conditions on σ and θ for such a ρ to exist. In these cases we recapture results of [Mat97] .
1.19. The authors thank T.A. Springer for suggesting this project to us and for pointing out the relation with character sheaves.
Preliminaries
2.1. Let k be an algebraically closed field. In this section only we allow char k = 2. Using ideas of Richardson, we prove versions of some of Luna's characteristic zero results on closed orbits.
All groups, varieties, etc. will be defined over k. All finite dimensional representations of algebraic groups that we consider will be assumed rational. Let X be a smooth subvariety of an algebraic group L. We denote by X 0 the connected component of X containing the identity e (assuming e ∈ X).
Let L be a linear algebraic group, let x ∈ L and let ᒉ denote the Lie algebra of L. Then we will use conj(x)y, x · y and Int(x)y to denote
Most of the time we use additive notation for multiplication of characters of a torus, but on occasion we will use multiplicative notation (or even mix the two) when multiplicative notation is clearer.
We will have to deal with nonconnected affine algebraic groups L. We say that L is reductive if L 0 is, i.e., if R u (L) = {e}. The symbol G will always denote a reductive algebraic group.
If X is an affine G-variety, G-reductive, then O( X )
, the algebra of invariant functions on X, is finitely generated [Hab75] . Let X//G denote the affine variety corresponding to O( X ) G and let π (or π X ) denote the morphism
Theorem 2.3. Let X, etc. be as above. Then (1) The morphism π X is surjective.
Thus there is a one to one correspondence between X//G and the closed orbits in X.
If all the G-orbits in X are closed, then the quotient is called geometric, in which case the notation X/G is also used.
2.4. Suppose that H is a reductive subgroup of G and that Z is an affine H-variety.
2.6. Let X be an affine G-variety and let x ∈ X. We say that the orbit Gx is separable if the canonical morphism ϕ : G → Gx, g → gx, has surjective differential dϕ e : ᒄ → T x Gx. If Gx is separable and closed, we say that Gx is a good orbit and that x is a good point. If X has a dense open subset consisting of good points, then we say that X is a stable G-variety. Let x ∈ X be a good point, and let S be a G x -stable locally closed subvariety of X containing x. We say that S is an (étale) slice at x if the canonical map ϕ :
Let x ∈ X be a smooth good point. Then the representation of G x on T x ( X )/ T x (Gx) is called the slice representation at x. We say that a G x -stable connected locally closed smooth subvariety R x is a transversal to Gx at
The following theorem is due to Bardsley and Richardson [BR85] , using techniques based on [Lun73] . Richardson assumes that G is connected, but this is unnecessary. The cases of most interest to us will beG = L G where L is a subgroup of {e, θ, σ, θσ}.
Let ( X//G) (L) denote the image of the closed orbits in X with isotropy group L.
(2) The orbits Gx and N L x are closed.
, the closed orbit in clos(Gx) has isotropy group conjugate to L. Thus dim Gx = dim Gy which implies that Gx = Gy and that N L x = Gx ∩ X L are closed, and we have (2). Finally, (1) and (2) imply (3).
Corollary 2.10. LetG, G, etc. be as in Theorem 2.8.
Proof. We may embed X equivariantly into aG-module V.
Thus we may reduce to the case that X = V.
By 2.3(8) and (1), the composition ψ : ) we have (2), and (3) follows from 2.9(3).
Involutions and Symmetric Varieties
3.1. We assume from now on that our reductive group G is connected and that char k = 2. We recall results of Vust and Richardson for the symmetric case.
3.2. By Richardson [Ric82a, 10.5.1], K = G θ and H = G σ are always reductive. Recall (1.5) the morphism β : G → P = P θ (G) which induces an isomorphism G/K P. The left action of H on G/K transforms to the * action on P, our main object of study. One can also replace H by an open subgroup; see Remark 3.6 below.
3.3. For the rest of this section we consider only the symmetric space case:
Clearly, there are split tori which are maximal among split tori; we call them maximal split tori.
For a torus S of G and a subgroup L of G we define the Weyl group
, a finite group, and we write X * (S) for the group of characters of S. Set ᒉ λ = {X ∈ ᒉ | s · X = λ(s)X for all s ∈ S} and (S, L) = {λ ∈ ᒐ * | ᒉ λ = 0 and λ = 0}, the set of nonzero weights of S with respect to L. ( There is more in [Vus74] and [Ric82b] than we quote above. We generalize much of 3.4, and we do not use (10)-(11). Our Theorem 6.1 simplifies Richardson's proof of (10)-(11), one of the main results of [Ric82a] .
is closed iff x is a semisimple element of G, and x lies in the fiber
π −1 P (π P (e)) iff x is unipotent.
Corollary 3.5 (Vust, Richardson). Let B be a maximal θ-split torus in G.
is θ-split if and only if there is a k
Proof. Part (1) follows from 3.4(4)-(6), while (3) follows from (2). If g ∈ N G ( B) and k is as in (1), then k ∈ N K 0 ( B) and we have (2).
which acts trivially on B by conjugation. Thus the quotients P//K # and P//K 0 are the same, although the fibers can have K # -orbits which break into finitely many K 0 -orbits. Such orbits are necessarily nonclosed.
(2) If G is simply connected, then K and H are connected [Ste68] .
There is another way to say that g −1 · B is θ-split:
Lemma 3.7. Let T be a θ-stable torus in G and B a θ-split torus in G. Let g ∈ G and set
Proof. Part (1) is immediate 3.5(1).
Remark 3.8. We will encounter some cases where G is not connected, but it will turn out that
In this case, we need to modify 3.4-3.7 as follows:
(1) 3.4(6) is no longer valid.
(2) In 3.5 replace K 0 by K.
Tori and Weyl groups
We study the appropriate tori and Weyl groups corresponding to our commuting involutions.
A torus
We recall properties of (σ, θ)-split tori from [Hel88, §5 and §6]; note the resemblance of Theorem 4.3 below to 3.4. Set τ := σθ and M := H ∩ K. Let ᒄ σ ± denote the +1 (resp. −1)-eigenspace of σ, and define (
Theorem 4.3. Let G, K, H, etc. be as above and let A be a maximal (σ, θ)-split torus. Then
(1) If G is simple and both θ and σ act nontrivially, then A = {e}. 
4.5. Another viewpoint. Let A be a maximal (σ, θ)-split torus in G. In the following it will be useful to use a second copyÃ of A.
As in the abstract and in [Hoo84] and [Mat97] , we can also construct a Weyl group as follows: We have the action
) denote the centralizer (resp. normalizer) ofÃ for this action and setW
Theorem 4.6. There is an isomorphism of groups acting on A, η : W H×K ( A)
Remark 4.7. If we compute G//( H × K ) by first quotienting by H, then we are considering the closed K-orbits on P σ (G). The Weyl group of A with respect to K is isomorphic to
5. Slices, slices everywhere 5.1. We use the slice theorem to show that the action of H on P = P θ (G) locally resembles an action arising from a symmetric variety.
Proof. The equivalences of (r) and (r + 1), 1 ≤ r ≤ 3 follow from:
(1) Theorem 3.4(8).
(2) Theorem 2.8 applied to {e, τ} K. (3) Theorem 2.8 applied to {e, τ} H.
Remark 5.3. The equivalences above are false if τ(x) = x: Let T ⊂ H (resp. U ⊂ H) be a θ-stable maximal torus (resp. (T, θ)-stable maximal unipotent subgroup). If θ acts nontrivially on the commutator subgroup ( H 0 , H 0 ), then it acts nontrivially on U, hence there is a u ∈ U such that u := β(u ) = e. It follows that u * e = u 2 is unipotent and nontrivial (since char k = 2). Thus H * e contains nontrivial unipotent elements. Of course, τ(u 2 ) = u −2 = u 2 . In Example 7.4 below, with n = 2, one has
0 λ −1 } and θ acts on U = {u(t) = 1 t 0 1 } by sending t to −t. Then H * e contains U. 5.4. Let x ∈ P be σ-split (equivalently, τ-fixed). We show that there is a slice at x if H * x is closed. We translate our problem to the identity via multiplication by x −1 and compute T e ( Px −1 ) and T e (( H * x)x −1 ).
We have a direct sum decomposition ᒄ = ᒈ ⊕ ᒍ where ᒈ and ᒍ are the ±1-eigenspaces of θ and ᒈ = Lie(K ). Similarly, we have a σ-eigenspace decomposition ᒄ = ᒅ ⊕ ᒎ. We have the translated "orbit mapping" ψ :
We will denote the isotropy group of H at x by H * x . Lemma 5.5. Let x etc. be as above. Then (
Proof. If y ∈ Px −1 , then θ(yx) = (yx) −1 , and (1) and (2) follow easily. If h ∈ H * x , then h * (yx) = hyxθ(h) −1 = hyh −1 x, giving (3) and (4). Parts (5) and (6) are trivial, and (6) implies that H * x is separable, hence x is good. 5.6. Write ᒄ = λ ᒄ λ , where Ad x acts with eigenvalue λ on ᒄ λ . Since θ and σ send x to x −1 , they interchange the eigenspaces ᒄ λ and ᒄ λ −1 . We have a direct sum decomposition
which induces a direct sum decomposition ᒅ = ᒅ ±1 ⊕ ᒅ , and similarly for T e ( Px −1 ) and ᒈ.
Let λ be an eigenvalue of Int(x). Since τ commutes with Ad x, we may choose a basis of τ-eigenvectors x 1 , . . . , x r for ᒄ λ , where τ(
Proposition 5.7. Let ϕ and λ be as above. Then (1) ϕ is multiplication by 2 on Im ϕ = T e ( Px −1 ).
Proof. Parts (1), (2) and (3) follow by direct calculation, and they clearly imply (4). For (5) and (6), one computes that ϕ kills
Of course,h ∈H acts onP by * , whereh * ỹ =hỹθ(h) −1 ,ỹ ∈P.
Lemma 5.9. LetG,τ, etc. be as above. Then
and we obtain (3). Part (4) holds sinceθ is the identity onH. Since
5.10. LetP(x) (or justP) denote the component of P˜θ(G) containing e and setĜ(x) (or just G) := {g ∈G | gθ(g) −1 ∈P(x)}. ThenĜ is a union of components ofG and (Ĝ,θ) is almost connected (3.8).
Theorem 5.11. LetĜ, etc. be as above. Then (Ĝ)˜θ =H, and we have an isomorphism
Thus R x :=Px is a transversal at x ∈ P, and the H-action has a slice at x.
Proof. SinceH maps to {e} ∈P, it must lie inĜ, and we get thatH =Ĝ˜θ. The rest follows from 5.9.4.
the transversal at x arises from an open subgroup of the pair ((G
and G x contains a maximal θ-split subtorus of G.
Closed orbits
We begin by giving a short proof of Theorem 3.4(10), simplifying the one in [Ric82b] . Recall that we have not made use of (10) so far. Proof. Let x ∈ P and write x = β(y) for some y ∈ G 0 . Assume that Kx is closed. From Corollary 5.12 we know that G x contains a θ-split subtorus B of dimension dim B. We can
, so we may assume that
By 3.5, 3.7 and 3.8, we can find 6.3. We establish the analogue of 3.4(11).
Definition 6.4. We say that
, and very generic if the subgroup < a 2 > of A generated by a 2 is dense. We denote by A pr (resp. A ) the principal points (resp. very generic) points of A. 
Clearly A is not empty, and we have (1).
Let
This establishes (2), and (3) and (4) follow from the slice theorem. (1) The closed H-orbits are exactly those which intersect A.
Consider the action of {e, τ} H on P. Then (see 5.10)P =P(e) = P θ (G τ ) 0 is the component of P τ containing e. Moreover, H τ = M and (by 2.10),P//M → P//H is finite. By 3.4(11), A →P//M is finite, hence A → P//H and ι are finite. By 6.5 and the slice theorem, ι isétale at points of A pr / W * H ( A), and 2.10(3) then gives that ι is birational. Hence ι is surjective. Since P//H is normal, Zariski's Main Theorem shows that A/ W * H ( A) P//H. Remark 6.7. The theorem above establishes the analogue of 3.4(11). The analogue of 3.4(9) follows from 3.4(9) and 7.2 below.
7.
Let a ∈ A, and letP =P(a) andĜ =Ĝ(a) be as in 5.10.
Proof. Parts (1) and (2) follow from our discussion above, and part (3) follows from the definitions. The transversal R( P) a to the orbit H * a has actions of H * a ⊃ M a . Since the two groups have the same dimension, the fiber π −1 P (πP(a)) is the same for the actions of both groups. 
. Proof. For (1), (2) and (3) we can reduce everything to transversals. So, we have ϕ : H * a × M a R(P) a → R( P) a . Since ϕ collapses the orbit H * a [e, a] to a ∈ R( P) a , it is clear that both (1) and (2) imply (3). Conversely, if [H * a : M a ] < ∞, then our arguments above show that we may assume that R( P) a = R(P) a , and (1) and (2) follow.
It is clear that (4) implies (5) and that We now give an example where 7.3 applies and another where it does not, as well as an example showing that one cannot always look at connected groups.
Then a computation shows that Im ϕ is the open subset U ⊂ ᒅ consisting of matrices which are nonsingular (as elements of 
is generated by its image w, which sends diag(a, a −1 ) to diag(−a −1 , −a). Note that w has order 2 and does not lie in W H ( A).
The transversal at e ∈ P is P θ (G τ ) = A with the (trivial) action of M = H ∩ K = {±I} by conjugation. Now w has fixed points a ± := ±i, and H * a ± = H, so the fibers of P and H × MP have different dimensions at these points. At all other points we have H * a = M a = M, and 7.2 applies.
Example 7.6. This is a case where W M ( A) = W M 0 ( A). Let G = SO 3 ‫,)ރ(‬ and let θ and σ be conjugation by the matrices diag(−1, 1, −1) and diag(−1, −1, 1), respectively. Then H and K are isomorphic to copies of O 2 . For example, (L) . Suppose that X is smooth and that all closed orbits are separable and have slices. Then there is a finer stratification by slice type , where we consider the isomorphism classes of the slice representations 
Theorem 7.9. Let a ∈ A. Identify A/ W * H ( A) and P//H via the inclusion A → P. Then the connected components of ( A/ W
Proof. Using a slice, we can reduce to the case where a = e and σ = θ. Then the transversal at e ∈ P is just P itself. We need to establish that B 0 = C 0 , where B := A W K ( A) and C := P K . If c ∈ C, then K · c = {c} is a closed orbit, hence it passes through A, and we get that C = A K ⊂ B.
Write ᒄ = ᑾ ⊕ α∈ A ᒄ α where A is the root system of (ᒄ, A). Let be a basis of A . By [Ric82b] , for every α ∈ A there is a k ∈ N K 0 ( A) which sends α to α −1 . Thus α and α −1 have the same restriction to B, hence α is trivial on B 0 . Thus ᒄ B = ᒄ, i.e., B 0 ⊂ Z(G 0 ). Hence B 0 ⊂ A K 0 . By Theorem 6.6, the fixed points of K and We leave the proof of the following trivialities to the reader.
Proposition 8.4. Let [h] ∈ W * H ( A), where ρ([h]) = (w, a) ∈ W H ( A) A (2)
.
Corollary 8.5. The following are equivalent:
If the conditions above hold, we say that (σ, θ) is split.
8.6. In the rest of this section we assume that G is connected, and we establish characterizations of F and F 0 . Adding components to G can obviously change F and F 0 . A good example to keep in mind is 7.5, where one changes G from SL 2 ‫)ރ(‬ to {g ∈ GL 2 ‫)ރ(‬ | det(g) = ±1}. Then F 0 changes from the trivial group to A (2) . 
Standard Tori. Let T ⊂ G be a torus. If T is invariant under an involution η, then we use T
Proof. Parts (1)-(3) are immediate from 3.4. Let
) and β(hm) = a, we have (7). For (8), the only nontrivial part is to show that any
. By 3.5 and 8.10, there
Thus there is an h of the desired form.
Theorem 8.12. (1) F
where the denominator sits diagonally inside the product.
Proof. If t ∈ AT τ
− , we write t = t −− t +− t −+ where t +− ∈ T σ,θ +− , etc. If a ∈ F 0 , then we know that a = β(t) = t 2 −− t 2 +− for some t ∈ H. Since t ∈ H, β(t) = tτ(t) −1 = t 2 +− t 2 −+ . Thus 
Theorem 8.15. Assume that P θ ( H ) is connected (e.g., H is almost connected 3.8 or G is simply connected 3.6(2)). Let a ∈ A (2) . Then the following are equivalent:
where S is a θ-split torus in Z H (a).

If any of these conditions holds, then there is a w ∈ W H ( A) such that (w, a) ∈ ρ(W * H ( A)) and w(a) = a.
Proof. The case a = e is trivial, so we assume that a = e. If (1) holds, then a is a semisimple element of P θ ( H 0 ), hence it lies in a maximal θ-split torus S ⊂ H. Consequently, a ∈ S ⊂ Z H (a) 0 , or, equivalently, a ∈ P θ ( Z H (a) 0 ) .
Conversely, suppose that a ∈ S ⊂ Z H (a) 0 where S is θ-split. Choose s ∈ S such that s 2 = β(s) = a. Since β(s) and sσ(s) −1 = e centralize A, s −1 · A is (σ, θ)-split, and we can find an
Remark 8.16. Essentially we reduce the problem of computing whether or not a ∈ A is in F to the case a ∈ Z(G).
Quadratic Elements
An element q ∈ A is called quadratic if q 2 ∈ Z(G). We let Q( A) denote the set of quadratic elements in A. Given q ∈ Q( A), we produce a new automorphismθ := θ Int(q). Since Int(q) = Int(q −1 ),θ is an involution of G which commutes with σ. Moreover, A is a maximal (σ,θ)-split torus. We show that there are q such that (σ,θ) is split (see 8.5). 
LetZ
. This is in general a proper inclusion (see example 7.5). [Bou81] .) Let be a nonreduced root system. We say that a root α is indivisible if it is not of the form cγ where γ ∈ φ and c > 1. In fact, the only possibility for c is 2. Let ⊂ consist of the indivisible elements. Then is reduced, and and have the same Weyl group. Any base of lies in and is also a base of . If is irreducible, then there is only one possibility for , and that is the root system of type BC n [Bou81] .
Nonreduced root systems. (See
Remark 9.5. We can reduce many of our questions to the case that ( A) is irreducible, as follows. Let T ⊃ A be a standard maximal torus of G. Following [Hel88, 7 .17], we say that (σ, θ) is irreducible if (T ) is not the union of two mutually orthogonal σ-stable and θ-stable subsets 1 and 2 (e.g., G is simple). If (σ, θ) is irreducible, then ( A) is irreducible [Hel88, 7 .17].
9.6. Let T ⊃ A be standard. Let ᒄ( A, λ) denote the root space corresponding to λ ∈ ( A). , τ) ) the signature of λ, and let s λ denote the reflection through λ. Note that s λ = s 2λ if 2λ is also a root.
Lemma 9.7. Let A and be as above. 
We say that q ∈ Q( A) is standard (resp. weakly-standard) for (σ, θ) if (σ,θ) is standard (resp. weakly-standard). 
where we interpret q j = q λ j as e when λ j = 0. (2) We can choose a basis = 1 ∪ · · · ∪ r of ( A) and q j = q λ j such that q j q j ∈ Z(G).
Theorem 9.12. Let (σ, θ) and be as above. Then there is a standard q ∈ Q( A). If q is split (e.g., standard), then
Proof. A standard q is the product of those q λ , λ ∈ , for which m + (λ, τ) < m − (λ, τ). The rest follows from Lemma 9.7.
From 9.7, 9.9 and 8.4 we get Corollary 9.13. Let (σ, θ), be as above and let q := q λ ∈ Q( A) be weakly-standard. Then the following are equivalent:
9.14. We find a criterion for (σ, θ) to be split. Let q ∈ Q( A) and set
is generated by W q and s λ , and the following are equivalent
Everything follows from the following two observations:
• By construction of the basic quadratic elements, the only simple reflection which does not fix q λ modulo Z(G) is s λ itself.
Example 9.16. Let I 2,2 denote −I 2 0 0 I 2 where I 2 is the 2 × 2 identity matrix.
is of type C 2 . Let q 1 and q 2 be the basic quadratic elements and setθ = θ Int(q 2 ). Since m − (λ 2 , τ) = 0 the pair (σ,θ) is not weakly-standard. However s 2 (q 2 )q −1 2 = q 1 ∈ F 0 , and 9.15 gives that F = F 0 . While F 0 is a subgroup of A (2) , the same does not necessarily hold for F (see Example 10.12). We leave it as an exercise to show:
(2) a w,q a w ,q = w(a w −1 w ,q ).
Corollary 9.18. F is W H ( A)-stable iff F is a subgroup of A (2) .
Weyl group orbits in F
In this section we consider classifying the Weyl group orbits in F 0 and F. Our group G is assumed to be adjoint. For F 0 we have a complete classification. Modulo a conjecture (Conjecture 10.7) we can also classify F/F 0 . Verifying the conjecture is not easy (it involves time consuming checking of tables in [Hel88] ), but it has been shown to hold in roughly 50% of the cases. We outline how one can verify the conjecture and how to classify F/F 0 . standard for (σ, θ) . w, a w,q b) where a w,q b ∈ F 0 . Since q is standard, F = F q F 0 . In case ( A) is irreducible, we may assume that q = q λ for some λ ∈ . 10.2. W H ( A)-orbits in F 0 . Let = ∪ j j , etc. be as in 9.11. If we can determine the elements λ ij ∈ j such that q ij ∈ F 0 , then 9.11 gives us (another) characterization of F 0 , together with its W H ( A)-orbit structure. It suffices to consider the case that is irreducible. Then the classification of signatures in [Hel88] does the trick:
Throughout this section let q ∈ Q( A) be
Proof. By Theorem 9.2 we may assume that (σ, θ) is a standard pair. Let T ⊃ A be a standard maximal torus. Then
Cor. 8.7 and Theorem 8.14], which is equivalent to a ∈ F 0 by Theorem 8.12. This gives (1), and (2) and (3) are immediate from 9.11 and (1).
Example 10.4. Let k = ‫ރ‬ and G = SO 2n . Let I p denote the unit matrix of order p and put
− (compare 8.13). 10.5. Classification of F/F 0 . We consider the classification of F/F 0 . Of course, if F q ⊂ F 0 , then F = F 0 , and there is nothing more to do. If F q ∩ F 0 = {e}, then F/F 0 is in one-to-one correspondence with F q , and we can just compute the W q -orbits in F q . If F q ∩ F 0 = {e}, then we must also determine which of the W q -orbits in F q lie in F q ∩ F 0 . This is not so easy.
From 9.11-9.15 we obtain:
Lemma 10.6. The following are equivalent:
Conjecture 10.7. Assume that G is adjoint and that q
In the following we show how one can verify the conjecture and compute the W q -orbits in F q . 10.8. Characterization of W q . One can compute W q from the root system. For the remainder of this section we assume that is a basis of ( A) and λ = λ 1 ∈ such that q λ is standard. Set q := q λ 1 and s := s λ 1 . If = {λ 1 , . . . , λ n }, then write q i for q λ i and s i for s λ i (i = 1, . . . , n) . Let i = − {λ i } and i the subset of ( A) spanned by i . Set q = {α ∈ ( A) | α(q) = 1} and let W ( q ) (resp. W i = W ( i )) be the Weyl group of q (resp. i ) considered as a subgroup of W ( A).
Lemma 10.9. Let G ρ − →G be a quotient by a finite central subgroup. Then
Proposition 10.10. Let (σ, θ) and q be as above. Then:
Proof. If w ∈ W q , then w can be written as a product of reflections s α with α ∈ q (see, e.g. Carter [Car72, 2.5.5]), and (1) follows.
is a standard pair it follows from 9.7 that
Part (3) follows from (1) and 3.4(7). Finally, if G is simply connected, then W M 0 ( A) = W M ( A), hence (4) follows from 10.6and (3).
Remarks 10.11. (1). The root system q , the set F q and the W q -orbits in F q only depend upon the root system ( A) and can be computed for each of the basic quadratic elements. For an example see 10.12. The set F 0 is the same for (σ, θ) and any (σ,θ) (see section 9). With the above results one can prove conjecture 10.7 by checking all the cases in the classification of commuting involutions in [Hel88] . We have checked the conjecture for more than half of the cases.
(2). The root systems ( A, (G τ ) 0 ) easily follow from the classification of commuting involutions in [Hel88] . So the above result gives a good method to determine whether F q ∩ F 0 = {e} in the case that G is simply connected. From Lemma 10.9(3) it follows that for these involutions F q ∩ F 0 = {e} in the adjoint case as well. 
Then we have the following:
Proof.
(1). Assume α = a 1 λ 1 + · · · + a n λ n with a i ∈ ‫ގ‬ ∪ {0}.
(2). Clearly b 1 ≥ 2 iff there exists a root α = a 1 λ 1 + · · · + a n λ n ∈ ( A) with a 1 = 2. But by (1) any such α belongs to ( A, (G τ 
Finally (3) follows from (2) and Proposition 10.10.
Corollary 10.15. Assume that ( A) is of type A n , that (σ, θ) is a standard pair (equivalently, weakly-standard pair 9.9(2)) and m
Proof. Use 10.6, 10.9 and 10.14 together with fact that α 0 = λ 1 + · · · + λ n .
Example 10.16. The Corollary above does not work for ( A) not of type A n . For example, let G = SO 2n+1 = SO 2n+1 (k), let I p denote the unit matrix of order p and put
, σ = θ and take q = q n . Any maximal (σ, θ)-split torus A is a maximal torus and ( A) is of type B n . Now ( A, (G˜τ ) 0 ) = q is of type D n and n is of type A n−1 , but F q ∩ F 0 = {e}. In particular if n = 2, then s 2 s 1 s 2 ∈ WM 0 and s 2 s 1 s 2 (q 2 )q −1 2 = e ∈ F 0 , while s 2 (q 2 )q −1 2 ∈ F 0 . 11. Real reductive symmetric spaces
We consider applications to the classification of double coset spaces H \G /K arising from commuting involutions (σ, θ) for G a real group. If K is compact we may assume that θ is a Cartan involution of G . We can then reduce to computing over ‫ރ‬ (cf. [HW93] ). Throughout this section we assume that G is connected and defined over ‫.ޒ‬ 11.1. If X is a complex variety defined over ‫,ޒ‬ then we denote by X(‫)ޒ‬ or X ‫ޒ‬ the real algebraic set of ‫-ޒ‬rational points of X.
From [Bir71] we have:
Lemma 11.2. Let X be an affine G-variety with X and the G-action defined over ‫.ޒ‬ Let x ∈ X ‫ޒ‬ . Then Gx is closed if and only if G ‫ޒ‬ x is closed.
11.3. The set of ‫-ޒ‬automorphisms of G is denoted by Aut ‫ޒ‬ (G), and σ and θ will always denote a pair of commuting involutions in Aut ‫ޒ‬ (G). By definition, β :
One has to deal with real semialgebraic sets. Given a maximal ‫-ޒ‬split and θ-split torus A 0 ⊂ G τ , there is always a maximal (σ, θ)-split torus A, defined over ‫,ޒ‬ which contains A 0 ([HW93]). We fix such an A and A 0 . Note that 
Parts (1) and (2) follow from 11.4(1) and the observation that A (2) ⊂ A ‫ޒ‬ , and (3) follows from 11.2 and compactness of H ‫ޒ‬ .
Note that (4), (5) and (6) are equivalent. First we consider the symmetric space version of (4)-(6). Let B be a maximal θ-split ‫-ޒ‬torus of G and let x ∈ P θ (G ‫ޒ‬ ). Then the orbit K · x is closed, hence, by 5.12, G x contains a maximal θ-split torus B of G. Since G x is defined over ‫,ޒ‬ we may assume that B is also. By 11.5, we may assume that B = B. Then the proof of Theorem 6.1 shows that x ∈ B, hence x ∈ B ‫ޒ‬ . Thus
Now let a ∈ A ‫ޒ‬ where A is a maximal (σ, θ)-split ‫-ޒ‬torus in P θ (G ‫ޒ‬ ). The differentiable slice theorem (see [Slo89] ) and our calculations in Section 5 show that there is an ( 
Remarks 11.8. It is well-known [RS90, 8.3 .1] that if a compact real algebraic group C acts algebraically on a real algebraic set X, then any orbit Cx, x ∈ X, is algebraic and isomorphic to C/C x . Thus we have
11.9. Noncompact groups with a Cartan involution. Assume that G ‫ޒ‬ is noncompact. The involution θ is called a Cartan involution (of G or G ‫ޒ‬ ) if and only if K ‫ޒ‬ is a maximal compact subgroup of G ‫ޒ‬ . In this case we can always change σ by an element of Aut ‫ޒ‬ (G) such that σ and θ commute (see [Ber57] or [HW93] ). Conversely, given commuting involutions σ, θ ∈ Aut(G) there is a (σ, θ)-stable conjugation δ of G whose fixed points are a compact real form [Hel88] . Setθ = θδ. Thenθ determines a real form G ‫ޒ‬ of G, σ and θ are defined over ‫ޒ‬ and θ is a Cartan involution.
, respectively. Now apply 11.11(2).
Noncommuting involutions
The condition that σ and θ commute can be weakened to noncommuting pairs of involutions (σ, θ) such that σ and θ := ρθρ −1 commute for some ρ ∈ Aut(G). One easily checks that H\G/K H\G/K .
In [Mat97] Matsuki studies double cosets H\G/K for a real Lie group G. He does not assume that σ and θ commute, but imposes conditions which, in fact, imply that τ = σθ is semisimple. We investigate the connection between semisimpleness of τ and existence of a ρ as above. We can reduce to the case that (σ, θ) is irreducible. For G simple, we identify a case where the description of the double cosets H\G/K in [Mat97] cannot be reduced to commuting involutions. Modulo a reasonable conjecture, this is the only case.
We first look at the possibilities for a commuting pair: The only possibilities for a noncommuting pair arise from cases 12.1(1) and 12.1(2) above. We use the notation of [Hel88,  If G is not of type D 4 then clearly x ∈ Int(G). If G is of type D 4 and x ∈ Int(G), then σ ∈ Int(G) or θ ∈ Int(G). If x / ∈ Int(G), then both σ and θ are not in Int(G) and σ| T and θ| T do not commute. But then σ and θ are of type D 1 4 ( I a ). In this case let ρ ∈ Aut(G) stabilize T such that ρσρ −1 | T = θ| T . Then by [Hel88] it follows that σ = θ Int(q) where σ(q) = θ(q) = q −1 and q 2 ∈ Z(G), giving (2). Now consider the involutions σθσ and θ. Theorem 12.2 gives us g ∈ G such that σθσ = Int(g)θ Int(g) −1 . Thus x := (σθ) 2 = Int(g)θ Int(g) −1 θ ∈ β θ (Int(G)). Similarly, x ∈ β σ (Int(G)). Since involutions of type D( I I I) are inner, the argument of (3) gives (4). The classification of [Hel88] shows that an involution of type D( I I I) never commutes with an outer involution, giving (5).
For (6), we first show that θ preserves G τ and Int(G) τ . If τ(g) = g, then τθ(g) = σ(g) = στ(g) = θ(g), so θ preserves G τ . The same argument applies to Int(G), where τ, etc. act by conjugation, so that τ(Int(g)) = τ · Int(g) · τ −1 = Int(τ(g)).
Since τ is semisimple, its fixed group is reductive. So there exists a maximal θ-split torus A in G τ , and this torus is automatically σ-split, and all such tori are (G τ ) 0 -conjugate. If x ∈ (β θ (Int(G)) ∩ β σ (Int(G))) 0 is semisimple, then x ∈ (Int(G) τ ) 0 and there exists a maximally θ-split torus S of Int(G) τ containing x. If S is trivial, then x = e, and we are in the commuting case. If S is non trivial, then let t ∈ S with x = (σθ) 2 = t 4 . Then the element tθt −1 has the desired property.
We leave (7) to the reader. In this case, τ = σθ is a semisimple automorphism of order 4 whose square has the same form as σ, but with a different p and q, and τ 2 is inner. From [Hel88, Table IV ] it follows that σ and θ are isomorphic to a commuting pair of involutions iff p is even. Note that σ is an outer automorphism iff p = q and p is odd.
Besides the case in 12.3(5) all other cases we checked satisfied the condition in 12.3(6). We expect this to hold in general and make the following conjecture: 
