In this paper a new set of descriptors appropriate for image indexing and retrieval is proposed. The proposed descriptors address the tremendously increased need for e±cient content-based image retrieval (CBIR) in many application areas such as the Internet, biomedicine, commerce and education. These applications commonly store image information in large image databases where the image information cannot be accessed or used unless the database is organized to allow e±cient storage, browsing and retrieval. To be applicable in the design of large image databases, the proposed descriptors are compact, with the smallest requiring only 23 bytes per image. The proposed descriptors' structure combines color and texture information which are extracted using fuzzy approaches. To evaluate the performance of the proposed descriptors, the objective Average Normalized Modi¯ed Retrieval Rank (ANMRR) is used. Experiments conducted on¯ve benchmarking image databases demonstrate the e®ectiveness of the proposed descriptors in outperforming other state-of-the-art descriptors. Also, a Auto Relevance Feedback (ARF) technique is introduced which is based on the proposed descriptors. This technique readjusts the initial retrieval results based on user preferences improving the retrieval score signi¯cantly. An online demo of the image retrieval system img(Anaktisi) that implements the proposed descriptors can be found at http://www.anaktisi.net.
Introduction
The rapid growth of digital images through the widespread popularization of computers and the Internet makes the development of an e±cient image retrieval technique imperative. Content-based image retrieval, known as CBIR, extracts several features that describe the content of the image, mapping the visual content of the images into a new space called the feature space. The feature space values for a given image are stored in a descriptor that can be used for retrieving similar images. The key to a successful retrieval system is to choose the right features that represent the images as accurately and uniquely as possible. The features chosen have to be discriminative and su±cient in describing the objects present in the image. To achieve these goals, CBIR systems use three basic types of features: color features, texture features and shape features. It is very di±cult to achieve satisfactory retrieval results using only one of these feature types. To date, many proposed retrieval techniques adopt methods in which more than one feature type are involved. For instance, color, texture and shape features are used in both IBM's QBIC 14 and MIT's Photobook. 39 QBIC uses color histograms, a moment-based shape feature, and a texture descriptor. Photobook uses appearance features, texture features and 2D shape features. Other state-of-the-art CBIR systems include SIMBA, 45 CIRES, 22 SIMPLIcity, 49 IRMA, 29 FIRE, 8 MIRROR, 51 and also those in Refs. 21, 28 and 47. A cumulative body of research presents extraction methods for these feature types.
In most retrieval systems that combine two or more feature types, such as color and texture, independent vectors are used to describe each kind of information. It is possible to achieve very good retrieval scores by increasing the size of the descriptors, but this technique has several drawbacks. If the descriptor has hundreds or even thousands of bins, it may be of no practical use because the retrieval procedure is signi¯cantly delayed. Also, increasing the size of the descriptor increases the storage requirements which may have a signi¯cant penalty for databases that contain millions of images. Many presented methods limit the length of the descriptor to a small number of bins, 10, 27 leaving the possible factor values in decimal, non-quantized form. The Moving Picture Experts Group (MPEG) de¯nes a standard for contentbased access to multimedia data in their MPEG-7 standard. 23, 35 This standard identi¯es a set of image descriptors that maintain a balance between the size of the feature and the quality of the retrieval results. 12, 13, 15, 30, 51 In this paper a new set of descriptors is proposed and a method for their implementation in a retrieval system is described. The proposed descriptors have been designed with particular attention to their size and storage requirements, keeping them as small as possible without compromising their discriminating ability. The proposed descriptors incorporate color and texture information into one histogram while keeping their sizes between 23 and 74 bytes per image. The experimental results show that the performance of the proposed descriptors is better than the performance of the similarly-sized MPEG-7 descriptors.
The rest of the paper is organized as follows: Section 2 describes a novel technique for color information extraction. The technique employs a set of fuzzy rules to extract a fuzzy-linking histogram in the HSV color space. A three-input fuzzy system employs 20 rules to generate a ten-bin quantized histogram where each bin corresponds to a preset color. The number of pixels assigned to each bin is stored in a feature vector. In an optional second step, a two-input fuzzy system uses four new rules to transform the ten-bin histogram into a 24-bin histogram, extracting information related to the hue of each color.
In Sec. 3, two novel techniques are proposed for texture information extraction. The¯rst one uses coe±cients from the high-frequency bands derived from the Haar Wavelet transform, 49 creating an eight-bin histogram. The second technique employs the¯ve digital¯lters proposed by the MPEG-7 Edge Histogram Descriptor 6 creating a six-bin histogram. In both methods each bin corresponds to a preset texture form.
Section 4 describes in detail how the systems are combined to produce the proposed descriptors. Section 5 demonstrates the reduction of the proposed descriptors' storage requirements by using the Gustafson Kessel 18 fuzzy classi¯er to quantize and map the values of the proposed features from the real number space ½0; 1 to the integer interval space ½0; 7.
Section 6 contains the experimental results of an image retrieval system that uses either the proposed features or the MPEG-7 features on¯ve benchmarking databases. The objective measure ANMRR (Averaged Normalized Modi¯ed Retrieval Rank) 35 is used to evaluate the system performance and compare the proposed descriptors to the MPEG-7 standard descriptors.
In Sec. 7, an Auto Relevance Feedback (ARF) technique is introduced which is based on the proposed descriptors. This technique readjusts the initial retrieval results based on user preferences improving the retrieval score signi¯cantly. Finally, the conclusions are given in Sec. 8.
Color Information Extraction
Color is a low level feature that is widely used in Content Based Image Retrieval systems. Several approaches have been used to describe the color information that appears in the images. In most cases, color histograms are used, which on the one hand are easily extracted from the images and, on the other hand, present independency on some distortions such as rotation and scaling. 37 An easy way to extract color features from an image is by linking the color space channels. Linking is de¯ned as the combination of more than one histogram to a single one. One example is the Scalable Color Descriptor (SCD) 36 demonstrated in MPEG-7. 35 In the SCD implementation, the HSV color space is uniformly quantized into a total of 256 bins de¯ned by 16 levels in H (Hue), four levels in S (Saturation) and four levels in V (Value). The values of H, S and V are calculated for every pixel and are then linearly quantized in the ranges ½0; 15, ½0; 3 and ½0; 3 respectively. Afterwards, the modi¯ed histogram is formed using the function:
In this method, the defuzzy¯cation algorithm classi¯es the input pixel into one and only one output bin (color) of the system (crisp classi¯cation). Additionally, the required conversion of an image from the RGB color space to CIEXYZ and¯nally to CIE-L*a*b* color space makes the method noticeably time-consuming. This paper proposes a new two-stage fuzzy-linking system using the HSV color space, which demands smaller computational power than CIELAB because HSV converts directly from the RGB color space. The¯rst stage of the proposed fuzzy system produces a fuzzy-linking histogram that uses the three HSV channels as inputs and forms a ten-bin histogram as output. Each bin represents a preset color: (0) White, (1) Gray, (2) Black, (3) Red, (4) Orange, (5) Yellow, (6) Green, (7) Cyan, (8) Blue, and (9) Magenta.
The shaping of the input membership value limits is based on the position of the vertical edges of specially constructed arti¯cial images representing channels H (Hue), S (Saturation) and V (Value). Figure 1 (a.iii) illustrates the vertical edges of the image that represents the channel H, which were used for determining the position of membership values of Fig. 2(a) . The selected hue regions are stressed by dotted lines in Fig. 1(a.iv) . The membership value limits of S and V are identi¯ed by the same process.
Coordinate logic¯lters (CLF) 34 are found to be the most appropriate among edge detection techniques for determining the¯ne di®erences and extracting these vertical edges in the specially constructed arti¯cial images representing channels H, S and V. In our procedure, every pixel of the images that represent the channels H, S and V is replaced by the result of the coordinate logic¯lter \AND" operation on its 3 Â 3 neighborhood. The values of Red, Green and Blue of the nine pixels of every neighborhood are expressed in binary form. The nine binary values of every channel from R, G and B are combined with the use of the logical operator \AND". The result is a binary number for each of the three channels R, G and B. Converting these numbers to byte form produces the value that the neighborhood's central pixel will have. This process is repeated for all the pixels and in the three specially constructed arti¯cial images. The result of this action stresses the edges of the image (Fig. 1(a.ii) ). The di®erence between the initial and the¯ltered images indicates the total edges. The position of these edges is the boundaries (Limits) of the system's Membership values. Based on these edges, the inputs of the system are analyzed as follows: channel H is divided into eight fuzzy areas. Their borders are shown in Fig. 2 (a) and are de¯ned as: (0) Red to Orange, (1) Orange, (2) Yellow, (3) Green, (4) Cyan, (5) Blue, (6) Magenta and (7) Magenta to Red.
Channel S is divided into two fuzzy areas. The¯rst area, in combination with the fuzzy area activated in channel V, determines whether the input color is clear enough to be ranked in one of the H histogram colors, or if it is simply a shade of white or gray.
The third input, channel V, is divided into three areas. The¯rst area de¯nes whether the input will be black, independently from the other input values. The second fuzzy area combined with the value of channel S de¯nes gray.
A set of 20 TSK-like rules 54 with fuzzy antecedents and crisp consequents is used. These rules are given in Appendix A. The consequent section contains variables that count the number of original pixels mapped to each speci¯c bin of the ten-bin histogram. Four of the rules depend on two only inputs (S and V) and are decided independently of the H value.
For evaluating the consequent variables, two algorithms were compared. First, an LOM (Largest of Maximum) algorithm was used. This method assigns the input to the output bin of the rule with the greatest activation value. Second, a Multi-Participant algorithm was used. This method assigns the input to the output bins which are de¯ned by all the rules that are being activated with a participation rate to each bin proportional to the activation rate of the rule that is activated. Experimental results reveal that the second algorithm performs better. In the second stage of the fuzzy-linking system, a fuzzy system categorizes each color into one of three hues, producing a 24-bin histogram as output. Each bin represents a preset color as follows: (0) White, (1) Gray, (2) Black, (3) Light Red, (4) Red, (5) Dark Red, (6) Light Orange, (7) Orange, (8) The system developed to assign these shades is based on the determinations of the subtle vertical edges appearing in images with smooth single-color transition from absolute white to absolute black. The use of a coordinate logic¯lter (CLF) \AND" 34 is also found to be appropriate for determining these vertical edges [ Fig. 1(a.iv)] .
The values of S and V from each pixel as well as the position number of the bin (or bins) resulting from the previous fuzzy ten-bin stage are the inputs to this 24-bin Fuzzy Linking system. If the previous fuzzy ten-bin stage outputs bin position number three or lower, which de¯nes that pixel as grayscale, the fuzzy system classi¯es the pixel directly into the corresponding output bin without using the fuzzy rules. If the position number of the bin from the previous fuzzy ten-bin stage is greater than three, the system classi¯es the input pixel as belonging to one or more of the three hue areas produced by the vertical edge extraction procedure described above. These hues are labeled as follows: Light Color, Color and Dark Color (where Color is the color attribute produced by the¯rst ten-bin stage).
The fuzzy 24-bin linking system inputs are analyzed by dividing channels S and V into two fuzzy regions as depicted in Figs. 3(a) and 3(b) respectively. A set of four TSK-like rules 54 with fuzzy antecedents and crisp consequents are used. These rules are de¯ned in Appendix A. For the evaluation of the consequent variables, the MultiParticipant method is also employed.
Texture Information Extraction
Texture is one of the most important attributes used in image analysis and pattern recognition. It provides surface characteristics for the analysis of many types of images including natural scenes, remotely sensed data and biomedical modalities. 20 The present paper focuses on two new methods of texture information extraction based on fuzzy techniques. The¯rst method creates an eight-bin histogram using the high-frequency bands produced by the Haar Wavelet transform. The second method creates a six-bin histogram using the¯ve digital¯lters that were proposed in the MPEG-7 Edge Histogram Descriptor. In both methods each bin corresponds to a texture form.
Extraction of texture information using high frequency bands of wavelet transforms
To export texture information from the images, three features that represent energy in high frequency bands of wavelet transforms are used. These elements are the square root of the second order moment of wavelet coe±cients in high frequency bands. 7 To obtain these features, the Haar transform is applied to the Y (Luminosity in the YIQ color space) component of an Image Block. The choice of Image Block size depends on the image dimensions and is discussed in Sec. 4. Suppose, for instance, that the block size is 4 Â 4. After a one-level wavelet transform, each block is decomposed into four frequency bands. Each band contains 2 Â 2 coe±cients. The coe±cients in the HL band are fC kl ; C k;lþ1 ; C kþ1;l ; C kþ1;lþ1 g. One feature is then computed as:
The other two features are computed similarly from the LH and HH bands. The motivation for using these features is their relation to texture properties. Moments of wavelet coe±cients in various frequency bands are proven e®ective for discerning texture. 48, 49 For example, a large coe±cient value on the HL band shows high activity in the horizontal direction. Thus, an image with vertical stripes has high energy in the HL band and low energy in the LH band. Research shows that this texture feature is a good compromise between computational complexity and e®ec-tiveness. 49 Elements f LH , f HL and f HH from each image block are normalized and applied as inputs to a three-input fuzzy system that creates an eight-bin (areas) histogram as output. This method classi¯es the input image block into one or more output bins with the following preset texture form labels: TextuHisto(0) Low Energy To shape the domain limits of membership values of the three fuzzy-system inputs over eight texture areas, a simple genetic algorithm is used. A database of 100 images cropped from a set of 80 texture types selected from the Brodatz Album 1 is used.
For these images the corresponding ideal texture histograms were manually formed. The simple genetic algorithm then determines o®line the limits of membership values with an AFT (Auto Fuzzy Tuning) method. Every fuzzy input is separated into two parts with trapezoidal membership functions, as illustrated in Fig. 4 . Also, it is assumed that, due to the structure of the information carried by the inputs f HL and f LH , these two can share the same membership value limits. This assumption facilitates the algorithm's implementation. The chromosomes used by the genetic algorithm include four values, allocated in two pairs. The¯rst pair includes the zero points (points A,B of Fig. 4(a) ) of the two membership values f HL and f LH while the second pair contains the two zero points (points A,B of Fig. 4(b) ) of f HH . The algorithm begins with a sample of 50 chromosomes. The chromosomes are in an integer and of nonbinary form. An additional control parameter assures that the second number of each pair is always greater than the¯rst and that the number values cannot exceed the limit of their range. The zero point values from all the chromosomes are used by the fuzzy system to determine the texture type for each of the 100 images from the database.
For each image the texture histogram produced by the fuzzy system is compared with the corresponding ideal texture histogram using the Euclidean distance. Thē tness function is chosen to be the sum of these Euclidean distances. The chromosomes are then sorted and the best ten are kept for the formation of the next generation. A crossover procedure is applied to the next ten best chromosomes with the algorithm using the point that separates the two pairs as the crossover point. The next best¯ve chromosomes are mutated by increasing or decreasing only one contributor value of the chromosome. Finally, 25 additional chromosomes are randomly inserted. In all cases, the new chromosomes are not allowed to violate the control parameter restrictions. The procedure is repeated until the¯tness function is minimized and there is no further improvement. Figure 4 (a) shows the f HL and f LH inputs while the f HH input is shown in Fig. 4 
(b).
A set of eight TSK-like rules 54 with fuzzy antecedents and crisp consequents are used. These rules are de¯ned in Appendix A. For the evaluation of the consequent variables, the Multi-Participant method is also employed. 
Extraction of texture information using the¯ve digital lters proposed by the MPEG-7 EHD
The¯ve digital¯lters proposed by the MPEG-7 Edge Histogram Descriptor (EHD), are shown in Fig. 5 (a). 6 These¯lters are used for the extraction of texture information. They are able to characterize the edges present in the applied region as one of the following texture types: vertical, horizontal, 45-degree diagonal, 135-degree diagonal and nondirectional edges. In this section a novel approach is proposed that uses these¯lters and permits the applied region to participate in more than one texture type.
The proposed texture feature extraction begins by dividing the image into a speci¯ed number of Image Blocks. Each Image Block contains four Sub Blocks. The average gray level of each Sub Block at ði; jÞth Image Block is de¯ned as a 0 ði; jÞ, a 1 ði; jÞ, a 2 ði; jÞ, and a 3 ði; jÞ. The¯lter coe±cients for vertical, horizontal, 45-degree diagonal, 135-degree diagonal, and nondirectional edges are labeled as f v ðkÞ, f h ðkÞ, f dÀ45 ðkÞ, f dÀ135 ðkÞ, and f nd ðkÞ, respectively, where k ¼ 0; . . . then the max is calculated:
and all ms normalized
The output of the unit that extracts texture information from each Image Block is a six-bin (area) histogram. Each bin corresponds to a preset region as follows: EdgeHisto(0) Non Edge, EdgeHisto ( For the calculation of the thresholds, the genetic algorithm described in Sec. 3.1 is used again. In this case, the chromosome length is only three values that correspond to T edge , T 0 and T 1 . For convenience, the implementation assumes that T 1 ¼ T 2 . To avoid decimal numbers, the values of T 0 and T 1 are transformed into space ½0; 100, thereby avoiding modi¯cations to the mutation method. The extra control parameter used by the fuzzy system in Sec. 3.1 is replaced by a new parameter that limits the threshold values to their allowable boundaries. Furthermore, the crossover point is determined to allow a crossover procedure between T 0 and T 1 . The threshold values are set as:
Descriptor Implementation
The color and texture features described in the previous sections are combined to produce four descriptors. In order to form the proposed descriptors, the image is initially separated into 1600 Image Blocks. This number is chosen as a compromise between the image detail and the computational demand. Considering that the minimum size of each Image Block must be 2 Â 2 pixels (a restriction that comes from the Texture units), the proposed descriptors are used for images larger than 80 Â 80 pixels.
The proposed descriptors are constructed as follows: the unit associated with color information extraction in every descriptor is called the Color Unit. Similarly, the Texture Unit is the unit associated with texture information extraction. The descriptors' structure has n regions determined by the Texture Unit. Each Texture Unit region contains m individual regions de¯ned by the Color Unit. Overall, each proposed descriptor contains m Â n bins. On the completion of the process, each descriptor's histogram is normalized within the interval ½0; 1 and then quantized into three bits/ bins. The quantization process and the quantization tables are described in Sec. 5.
CEDD -Color and edge directivity descriptor
The CEDD includes texture information produced by the six-bin histogram of the fuzzy system that uses the¯ve digital¯lters proposed by the MPEG-7 EHD. Additionally, for color information the CEDD uses the 24-bin color histogram produced by the 24-bin fuzzy-linking system. Overall, the¯nal histogram has 6 Â 24 ¼ 144 regions.
Each Image Block interacts successively with all the fuzzy systems. De¯ning the bin produced by the texture information fuzzy system as n and the bin produced by the 24-bin fuzzy-linking system as m, then each Image Block is placed in the bin position: n Â 24 þ m.
The process of generating the descriptor is described in the°owchart Fig. 6(a) . In the Texture Unit, the Image Block is separated into four regions called Sub Blocks. The value of each Sub Block is the mean value of the luminosity of the pixels it contains. The luminosity values are derived from a YIQ color space transformation.
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Each Image Block interacts with the¯ve digital¯lters proposed by MPEG-7 EHD, and with the use of the pentagonal [ Fig.5(b) ] diagram it is classi¯ed in one or more texture categories. For illustration purposes let us assume that the Texture Unit classi¯es a given Image Block into the second bin which is de¯ned as NDE (Non Directional Edge). Then, in the Color Unit, every Image Block is converted to the HSV color space. The mean values of H, S and V are calculated and become inputs to the fuzzy system that produces the fuzzy ten-bin histogram. Let us again assume that the classi¯cation resulted in the fourth bin which indicates that the color is red. Then, the second fuzzy system (24-bin Fuzzy Linking System), using the mean values of S and V as well as the position number of the bin (or bins) resulting from the previous fuzzy ten-bin unit, calculates the hue of the color and produces the fuzzy 24-bin histogram. And let us assume that the Color Unit system classi¯es this block in the fourth bin which indicates the color as (3) Light Red. The combination of the three fuzzy systems will¯nally classify the Image Block in the 27th bin ð1 Â 24 þ 3Þ. The process is repeated for all the image blocks. At the completion of the process, the histogram is normalized within the interval ½0; 1 and quantized according to the process described in Sec. 5. Figure 6 (b) illustrates the CEDD structure.
C.CEDD -Compact color and edge directivity descriptor
The method for producing the C.CEDD di®ers from the CEDD method only in the color unit. The C.CEDD uses the fuzzy ten-bin linking system instead of the fuzzy 24-bin linking system. Overall, the¯nal histogram has only 6 Â 10 ¼ 60 regions. It is the smallest descriptor of the proposed set. The°owchart in Fig. 7(a) describes the generation of the C.CEDD while Fig. 7(b) shows its structure. 
FCTH -Fuzzy color and texture histogram
The FCTH descriptor includes the texture information produced in the eight-bin histogram of the fuzzy system that uses the high frequency bands of the Haar wavelet transform. For color information, the descriptor uses the 24-bin color histogram produced by the 24-bin fuzzy-linking system. Overall, the¯nal histogram includes 8 Â 24 ¼ 192 regions. Each Image Block interacts successively with all the fuzzy systems in the exact manner demonstrated in CEDD production. The FCTH descriptor generation is described in Fig. 8(a) °owchart.
Each Image Block is transformed into the YIQ color space and transformed with the Haar Wavelet transform. The f LH , f HL and f HH values are calculated and with the use of the fuzzy system that classi¯es the f coe±cients, this Image Block is classi¯ed in one of the eight output bins. Suppose, for example, that the classi¯cation assigns this block to the second bin de¯ned as Low Energy Horizontal activation. Next, the same Image Block is transformed into the HSV color space and the mean H, S and V block values are calculated. These values become inputs to the fuzzy system that forms the ten-bin fuzzy color histogram. Let us assume that this system classi¯es a given block into the fourth bin de¯ned as color (3) Red. Then, the next fuzzy system uses the mean values of S and V as well as the position number of the bin (or bins) resulting from the previous fuzzy ten-bin unit, to calculate the hue of the color and create the fuzzy 24-bin histogram. Let us assume that the system classi¯es this Image Block in the fourth bin which de¯nes that color as (3) Light Red. The combined three fuzzy systems therefore classify the Image Block into the 27th bin ð1 Â 24 þ 3Þ. The process is repeated for all the blocks of the image. At the completion of the process, the histogram is normalized within the interval ½0; 1 and quantized according to the procedures described in Sec. 5. Figure 8(b) illustrates the FCTH descriptor structure.
C.FCTH -Compact fuzzy color and texture histogram
The method for producing C.FCTH di®ers from the FCTH method only in the color unit. Like its C.CEDD counterpart, this descriptor uses only the fuzzy ten-bin linking system instead of the fuzzy 24-bin linking system. Overall, the¯nal histogram Fig. 9 (a) describes the procedure for generating the C.FCTH descriptor while Fig. 9(b) shows the C.FCTH structure.
Descriptor Quantization
To restrict the proposed descriptors' length, the normalized bin values of the descriptors are quantized for binary representation in a three bits/bin quantization. For example, the 144-bin CEDD is limited to 144 Â 3 ¼ 432 bits. Because most of the values are concentrated within a small range (from 0 to 0.25), they are nonlinearly quantized. Also, the descriptor bins are divided into separate quantization groups with di®ering quantization values. In order to calculate the CEDD quantization table, a sample of 10,000 images is used. First, CEDD vectors are calculated for all images. The combined 10;000 Â 144 elements constitute inputs into the fuzzy Gustafson Kessel classi¯er, 18 which separates the volume of the samples into eight regions, mapping the bin values from the decimal area ½0; 1 into the integer area ½0; 7. The Gustafson Kessel parameters are selected as: clusters = 8, repetitions = 2000, e ¼ 0:002, and m ¼ 2. The resulting quantization is given in Table 1 . The values of the histogram appearing in bins 0À23 are assigned to one of the values ½0; 7 according to the minimum distance of each bin value from one of the eight entries in the¯rst row of the table. The same procedure is The quantization table for FCTH descriptor is calculated in a similar manner, limiting its total length to 192 Â 3 ¼ 576 bits. The resulting quantization is presented in Table 2 . The values of the histogram appearing in bins 0À47 are assigned to one of the values ½0; 7 according to the minimum distance of each bin value from one of the eight entries in the¯rst row of the table. The same procedure is followed for the entries in bins 48À143 and 144À191 using the quantization values shown in each of their corresponding rows.
For convenience, in the implementation of systems that use the proposed descriptors, the quantization tables of the compact versions of the descriptors are the same as the quantization tables of the noncompact versions. The C.CEDD quantization 
Experiments
Recently, standard benchmark databases and evaluation campaigns have been created allowing a quantitative comparison of CBIR systems. These benchmarks allow the comparison of image retrieval systems under di®erent aspects: usability and user interfaces, combination with text retrieval, or overall performance of a system. 9 The proposed descriptors are integrated into the retrieval software system img(Rummager) 5 and the online application img(Anaktisi) 52 where they can be quantitatively evaluated.
Img(Rummager) is developed by the authors of this paper in the Automatic Control Systems & Robotics Laboratory a at the Democritus University of Thrace-
Greece. This system is implemented in C# and operates on an Intel Pentium 3.4 MHz PC (2 GB RAM memory). Img(Rummager) software can connect to a 38 All the results are available online.
d Figure 12 illustrates the ANMRR values for the¯ve benchmarking image databases.
Similarity measure
For similarity matching, the distance Dði; jÞ of two image descriptors x i and x j is calculated using the nonbinary Tanimoto coe±cient.
Dði; jÞ
where x T is the transpose vector of the descriptor x.
In the absolute congruence of the vectors, the Tanimoto coe±cient takes the value 1, while in the maximum deviation the coe±cient tends to 0. The Tanimoto Coe±cient was found to be preferable than the similarity L1, L2 (Euclidean Distance), Jensen-Shannon 40 and Bhattacharyya because it presented better results. In Sec. 6.6, which describes the experiments carried out on the img(Rummager) database, the ANMRR values for all the di®erent similarity metrics used are outlined in detail.
Performance evaluation
The objective Averaged Normalized Modi¯ed Retrieval Rank (ANMRR) 35 is employed to evaluate the performance of the image retrieval system that uses the proposed descriptors in the retrieval procedure.
The average rank AVR(q) for query q is:
where . NGðqÞ is the number of ground truth images for query q. A ground truth is de¯ned as a set of visually similar images.
. RankðkÞ is the retrieval rank of the ground truth image.
Consider a query. Assume that as a result of the retrieval, the kth ground truth image for this query q is found at a position R. If this image is in the¯rst K retrievals then RankðkÞ ¼ R else RankðkÞ ¼ ðK þ 1Þ.
The modi¯ed retrieval rank is:
Note that MRR is 0 in case of perfect retrieval. The normalized modi¯ed retrieval rank is computed as follows:
Finally the average of NMRR over all queries is de¯ned as:
NMRRðqÞ ð 14Þ
where . Q is the total number of queries.
The ANMRR is always in the range of 0 to 1 and the smaller the value of this measure, the better the matching quality of the query. ANMRR is the evaluation criterion used in all of the MPEG-7 color core experiments. Evidence shows that the ANMRR measure approximately coincides linearly with the results of subjective evaluation of search engine retrieval accuracy. 35 
Experiments on the WANG database
The WANG database 31, 49 is a subset of 1000 manually-selected images from the Corel stock photo database and forms ten classes of 100 images each. This image database is available online.
e In particular, queries and ground truths proposed by the MIRROR 51 image retrieval system are used. MIRROR separates the WANG database into 20 queries. A sample query is illustrated in Fig. 10(a) .
The proposed descriptors are used in the retrieval procedure and the results are compared with the corresponding results of the following MPEG-7 35 and Auto Color Correlograms. 19 Color histograms are among the most basic approaches and are widely used in image retrieval. The color space is partitioned and for each partition the pixels with a color within its range are counted, resulting in a representation of the relative frequencies of the occurring colors. 9 We use the RGB color space for the histograms. The distance between the images was measured using L2.
The Tamura Directionality histogram is a graph of local edge probabilities against their directional angle. For the purpose of these experiments, the 16-bin Tamura Directionality Histogram was used, and the distance was calculated using L2.
Color Correlograms distill the spatial correlation of colors, and are both e®ective and inexpensive for content-based image retrieval. The correlogram robustly tolerates large changes in appearance and shape caused by changes in viewing positions, camera zooms, etc. 19 For the purpose of these experiments, the approach suggested in Ref. 19 with maxdistance ¼ 16 was used.
As the results in Table 3 show, on the WANG database the proposed descriptors achieve better retrieval scores than the other descriptors. In order to be able to compare the results of the proposed descriptors with even more descriptors in the bibliography, the following experiment was carried out. For each image in the Wand database, a search was carried out over the total of 1000 and the AP (Average Precision) was calculated, assuming the Ground Truth to be the remaining 99 images belonging to the same group as the query image. Then the mean of all these average precisions (MAP) was taken. The results are presented in Table 4 . The values of the remaining descriptors are taken from Ref. 9 . The bigger the MAP, the better the descriptor is. As the results show, the CEDD presents the best results out of all the descriptors.
The deviation that appears between the MAP and the ANMRR is due to the di®erence between experiments. In the¯rst experiment, only 20 queries were used, with an average ground truth of about 30 images, whereas in the second, 1000 queries (all the images) were used, with 99 images for each ground truth.
Experiments on the MPEG-7 CCD database
The Common Color Dataset (MPEG-7 CCD ) contains approximately 5000 images and of a set of 50 common color queries (CCQ). Each query is speci¯ed with a set of ground truth images. This is the image database where the MPEG-7 descriptors have been tested. CCD contains images that originated from consecutive frames of television shows, newscasts and sport shows. It also includes a large number of photomaps. MPEG-7 CCD is a database that is clearly designed to be tested with color descriptors, frequently causing texture descriptors to present very low retrieval scores. A query sample is illustrated in Fig. 10(b) . The NMRR values for the MPEG-7 descriptors in MPEG-7 CCD database are also available in Ref. 51 . Table 5 shows certain indicative query results and the ANMRR values for all 50 queries.
On the MPEG-7 CCD database, the proposed descriptors appear to present the second best scores. The Color Structure Descriptor achieved the best score. The reason that the proposed descriptors failed to satisfactorily retrieve entire ground truths for some queries is due to the fact that the MPEG-7 CCD ground truths include images that are directed toward descriptors that mostly control color similarity. The very low scores presented by the MPEG-7 texture descriptors and the Tamura Directionality descriptor con¯rm this assertion. Another reason for less than perfect recall is the fact that many queries include rotated images in their ground truth. Due to their texture attribute, the proposed descriptors are not suitable for retrieving these images.
Experiments on the UCID database
The UCID database was created as a benchmark database for CBIR and image compression applications. 43 This database currently consists of 1338 uncompressed TIFF images on a variety of topics including natural scenes and man-made objects, both indoors and outdoors. The UCID database is available to fellow researchers.
f All the UCID images were subjected to manual relevance assessments against 262 selected images, creating 262 ground truth image sets for performance evaluation. In the assessment, only very clearly relevant images are considered to be suitable. This relevance assumption makes the retrieval task easy because the ground truth images are quite similar. On the other hand, it makes the task di±cult, because there are images in the database with high visual similarity that are not considered relevant. Hence, it can be di±cult to have highly precise results with the given relevance assessment, but because only few images are considered relevant, high recall values might be easy to obtain. 10 A query sample is presented in Fig. 10(c) . In Table 6 , certain indicative results and ANMRR values for all of the 262 queries are demonstrated.
Because the MPEG-7 descriptor results are not available for this database, an implementation of CLD, SCD and EHD in img(Rummager) g application is used. The source code is a modi¯cation of the implementation that can be found in the LIRE 33 retrieval system. The original version of the descriptors' implementation is written in Java and is available online as open source h under the General Public License (GPL).
The Img(Rummager) application results match the LIRE results. As shown in Table 6 , on the UCID database the proposed descriptors achieve the best retrieval results. The experiments were also repeated in this database to calculate the MAP. In this case, the ground truth used for every query image was that suggested by the database, but without including the query image. The results are presented in Table 7 . The values of the remaining descriptors are taken from Ref. 9 .
As can be seen from the results in Table 7 , the CEDD presents the second best result, with the best descriptor being the LF SIFT Global Search, 32 which could be expected, because database consists of very close matches that are suitable for SIFT features.
The LF SIFT Global Search descriptor is non-compact and is extracted from the Harris interest points (Local). 11 When comparing the results of the proposed descriptors with the results of the corresponding global compact descriptors, it can be observed that the proposed descriptors have the better MAP.
In the USID case, the deviation appearing between the ANMRR and the MAP is due to the fact that, in the latter case (experiments for MAP measurement), the ground truths did not contain the query image. Given that many ground truths contain only twoÀthree images, the unsuccessful retrieval of any of these would greatly in°uence the results.
Experiments on the img(Rummager) database
The img(Rummager) database is integrated in the retrieval software system img (Rummager) and includes 22,000 images. The¯rst 4343 images come from the Microsoft Research Cambridge image database, i and are used mostly for object detection. 44, 50 This database also includes 1000 images from the LabelME image database, 41 2333 images from the Zubud j image database, 1000 Chinese art images, 1000 images of famous paintings, 3000 images from television frames, 224 images from the ICPR 2004 image set, 500 images from the VASC k image database and nally a set of images from personal collections. All the images are high quality, multi-object, color photographs that have been chosen according to strict image selection rules. 17 The database includes 100 queries, with an average ground truth size of approximately 15 images. A sample query is illustrated in Fig. 10(d) .
In this database, the implementation of CLD, SCD and EHD in img(Rummager) application is also used. As shown in Table 8 , on the img(Rummager) database the proposed descriptors achieve the best retrieval results.
Img(Rummager) is the database that was used as the core of the experiments for the shaping of the proposed descriptors. Table 9 CEDD and FCTH descriptors using several similarity metric techniques. As the results show, Tanimoto Coe±cient presented the best results.
Experiments on the Nister image database
The Nister image database consists of N groups of four images each. 38 All the images are 640 Â 480. Each group includes images of a single object. The pictures are taken from di®erent viewpoints and occasionally under di®erent lighting conditions. Thē rst image of every object is used as a query image. Given a query image, only images from the same group are considered relevant.
For the purpose of calculating the e±ciency of the proposed descriptors, the database is divided into three subsets. The¯rst subset includes the¯rst 1000 images of the database with 250 queries. The second subset consists of the¯rst 2000 images with 500 queries where half (250 queries) are from the¯rst subset. The third subset includes the entire dataset of 10,200 images with the same 500 queries used in the second subset. A sample query is illustrated in Fig. 10(e) .
The Nister database retrieval di±culty is dependent on the chosen subset. Important factors are:
(1) Di±culty of the objects themselves. CD-covers are much easier than°owers. The subsets and the queries are from various di±culty levels. The images used in every subset as well as the complete results are available online.
l As shown in Table 10 , the proposed descriptors yield better results on the Nister database as well. In fact, the FCTH descriptor approaches perfect recall (ANMRR = 0.09463) on the¯rst subset. As the number of the images involved in the search procedure increases, the MPEG-7 descriptor's ANMRR value also increases but the proposed descriptor's ANMRR is almost stable. High retrieval scores in content-based image retrieval systems can be attained by adopting relevance feedback mechanisms. These mechanisms require the user to grade the quality of the query results by marking the retrieved images as being either relevant or not. Then, the search engine uses this grading information in subsequent queries to better satisfy users' needs. It is noted that while relevance feedback mechanisms were¯rst introduced in the information retrieval¯eld, 42 they currently receive considerable attention in the CBIR¯eld. The vast majority of relevance feedback techniques proposed in the literature are based on modifying the values of the search parameters so that they better represent the concept consistent with the user's option. Search parameters are computed as a function of the relevance values assigned by the user to all the images retrieved so far. For instance, relevance feedback is frequently formulated in terms of the modi¯cation of the query vector and/or in terms of adaptive similarity metrics. Pattern classi¯cation methods such as SVMs have been used 53 in Relevance Feedback (RF) techniques. Moreover, the user searching for a subset of images using the above descriptors, sometimes does not have a clear and accurate vision of these images. He/she has a general notion of the image in quest but not the exact visual depiction of it. Also, sometimes there is not an appropriate query image to use for retrieval. The proposed Automatic Relevance Feedback (ARF) algorithm attempts to overcome these problems by providing a mechanism to¯ne tune the retrieval results or to use a group of query images instead of one. The aforementioned is accomplished by manipulating the original query descriptor relying on the subsequent queries' images, while attempting to construct the ideal query descriptor.
The proposed automatic relevance feedback algorithm
The goal of the proposed Automatic Relevance Feedback (ARF) algorithm is to optimally readjust or even change the initial retrieval results based on user preferences. During this procedure, the user selects from the¯rst round of retrieved images one or more, as being relevant to his/her initial retrieval expectations. Information extracted from these selected images, is used to alter the initial query image descriptor.
Primarily, the initial image query one-dimensional descriptor is transformed to a three-dimensional ðx; y; zÞ vector W x;y;z based on the inner features of the descriptor. The x, x 2 ½1; n dimension represents the texture where n is equal to the number of textures that the image descriptor contains. The y, y 2 ½1; k dimension corresponds to the dominant colors where k is equal to the number of dominant colors contained in each texture. The z, z 2 ½1; m dimension depicts the variation of dominant colors where m is equal to the maximum variation that each color has. Table 11 depicts the values of n, k and m for each proposed descriptor and Fig. 13 illustrates the vector. The advantage of the above transformation is easier access to the inner information of the descriptor through the x, y and z dimensions. For example, the extraction of the bin descriptor of the same variation (z axis) of a dominant color (y axis) for each di®erent texture (x axis) is accomplished by holding the two dimensions ðy; zÞ constant, while x dimension takes all its allowable values in the interval ½1; n. The transformation of the descriptor to the three-dimensional vector is based on the following equation: 
where i is the position of the bin inside the descriptor and x,y,z is the position of the same bin inside the three-dimensional vector W x;y;z . Initially, the value of each vector element is equal to the value of the corresponding descriptor bin. When the user selects a relevant image from the retrieval results, each bin of that selected image's descriptor X i updates the corresponding value of the W x;y;z vector in a Kohonen Self Organized Featured Map (KSOFM) 25, 26 manner so that it moves closer to the new value emerging from X i : LðtÞ function utilizes the same philosophy as the KSOFM learning rate function and de¯nes the rate of the vector element readjustment. It is not constant; instead decreases each time a new query image descriptor is presented:
In the present work: Equations (24)À (26) attempts to correct the descriptor errors (for example the quantization) as it readjusts the same color of the corresponding element W xt;yt;zt found within other texture areas (through x axis), and its other color variations found within the same texture area (through z axis) approaching the X i value. The readjustment rate of the colors belonging to the other textures is constant and depends on the number ðk Â mÞ of descriptor bins that a texture contains. The readjustment rate of the similar variants of the dominant color is not constant but rather decreases inversely proportional to the distance between the variant colors. Also, the rate depends on the amount of the dominant color ðkÞ that a texture contains.
The¯nal descriptor to query the image database is formed by the values of the three-dimensional vector W x;y;z using Eq. (15) . The above procedure is repeated each time the user selects a relevant image. Figure 14 depicts the entire process of the proposed technique. Table 12 illustrates the improvements achieved by the proposed Automatic Relevance Feedback algorithm for queries on the WANG Database after one, two and three repetitions. Table 13 illustrates the achieved improvements on the MPEG-7 CCD database. As shown from the results, the proposed method improves the retrieval scores signi¯cantly.
Experimental results

Conclusions and Discussion
In this paper, four descriptors that can be used in indexing and retrieval systems are proposed. The proposed descriptors are compact, varying in size from 23 to 74 bytes per image. The descriptors' structure includes color and texture information. The experimental results show that the performance of the proposed descriptors is better than the performance of the similarly-sized MPEG-7 descriptors.
We propose two set of descriptors which leads to similar results. However, the FCTH descriptor and its related C.FCTH descriptor produce more robust results when retrieving images with many texture areas, however, they demand higher computational power and storage space than the CEDD and C.CEDD. On the other hand, the CEDD and its companion C.CEDD satisfactorily retrieve images with a small number of texture areas and their required computational power and storage space is noticeably lower. Therefore, the choice of descriptor depends on the type of images in the search procedure and on the computational requirements of the search.
Additionally, in the present paper an Automatic Relevance Feedback method is proposed. Though extremely simple to implement, the proposed method signi¯cantly improves image retrieval scores.
The proposed descriptors are designed for use in Internet image retrieval systems and on databases that frequently store elements for a very large number of images. Such web-based image retrieval engines may need to execute retrieval on a few million images and must therefore use feature descriptors that are as compact as possible. The proposed descriptors meet these requirements. All the proposed descriptors, img(Rummager) and img(Anaktisi) are programmed in C# and Java and are available as open source projects under the GNU General Public License (GPL). 
