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a b s t r a c t
De Haan and Pereira (2006) [6] provided models for spatial extremes in the case of
stationarity, which depend on just one parameter β > 0 measuring tail dependence, and
they proposed different estimators for this parameter. We supplement this framework
by establishing local asymptotic normality (LAN) of a corresponding point process of
exceedances above a high multivariate threshold. Standard arguments from LAN theory
then provide the asymptotic minimum variance within the class of regular estimators of
β . It turns out that the relative frequency of exceedances is a regular estimator sequence
with asymptotic minimum variance, if the underlying observations follow a multivariate
extreme value distribution or a multivariate generalized Pareto distribution.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Choose a family of probability density functions ψt , t ∈ R, on R, let N(·) = ∑j≥1 ε(Uj,Vj)(·) be a homogeneous Poisson
process on R× (0,∞)with unit intensity and define
Z(t) := max
j≥1
ψt(Uj)
Vj
, t ∈ R, (1)
where εy(B) = 1B(y) denotes the point measure with mass 1 in y and t is thought of as a space parameter, not a time
parameter. The processZ is simple max-stable, i.e., the distribution of the processZ coincides for any k ∈ N with that of
k−1 maxi≤kZi, whereZ1,Z2, . . . are independent copies ofZ , and the univariate marginal distribution ofZ is the standard
Fréchet distribution. In particular we have for arbitrary t1, . . . , td ∈ R and x1, . . . , xd > 0 with d ∈ N
P(Z(t1) ≤ x1, . . . ,Z(td) ≤ xd) = P  1Vi ≤ xjψtj(Ui) , i ∈ N, j ≤ d

= P

N

(s, y) ∈ R× (0,∞) : 1
y
> min
j≤d
xj
ψtj(s)

= 0

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= exp

−
∫ ∞
−∞
∫ maxj≤dψtj (s)/xj
0
1 dy ds

= exp

−
∫ ∞
−∞
max
j≤d
ψtj(s)
xj
ds

(2)
and, thus, P(Z(t) ≤ x) = exp(−1/x), x > 0, t ∈ R.
Definition (1) of a simple max-stable process is a fairly general one, as it follows from [3,7] that the finite-dimensional
marginal distributions of each simple max-stable process, which is continuous in probability, can be represented as in (2).
The processZ in (1) will, however, neither be stationary in general nor will it necessarily have continuous sample paths.
Both are achieved, if the family ψt , t ∈ R, is given by
ψt(s) = ψ(s− t), s, t ∈ R,
where ψ is a unimodal, continuous probability density function. While stationarity is obvious from Eq. (2), almost sure
continuity follows from [1]. In this case
Z(t) = max
j≥1
ψ(Uj − t)
Vj
, t ∈ R,
is a moving maximum process [8]. This example is discussed in [7], where stationary max-stable processes are investigated
in general.
De Haan and Pereira [6] developed a framework for statistics of spatial extremes, which are sufficiently simple to be used
in applications. Consider n replicatesX1, . . . ,Xn of a stochastic processX = (X(t))t∈R with continuous sample paths on R,
which is in the domain of attraction of a max-stable processZ with Fréchet marginals. Precisely, it is assumed that there are
sequences of continuous functions an > 0, bn on R such that as n →∞maxi≤n Xi(t)− bn(t)
an(t)

t∈R
→D(Z(t))t∈R (3)
in C-space (see [5] for technical details), where the limit process is given by
Z(t) = max
j≥1
ψβ(Uj − t)
Vj
, t ∈ R.
Here ψβ(s) = βψ(βs)with a scale parameter β > 0.
It would be helpful if we could observe the sample paths of the n processes X1, . . . ,Xn as a basis for estimation of
the main parameter β with ψ known. However, one usually can observe the n processes only at finitely many points
t1 < t2 < · · · < td ∈ R, say. Then (3) reduces to the convergence
P(X(tj) ≤ an(tj)xj + bn(tj), j ≤ dn)→n→∞ P Z(tj) ≤ xj, j ≤ d
= exp

−
∫ ∞
−∞
max
j≤d
ψβ(s− tj)
xj
ds

, x1, . . . , xd > 0. (4)
The paper by de Haan and Pereira [6] is mainly concerned with estimating the parameter β from d-dimensional data
(Xi(t1), . . . ,Xi(td)), i ≤ n. In the present paper we supplement the investigation of this multivariate extreme value model
as follows.
Wederive in Section 2 the Pickands dependence functionDβ of the limitingmultivariate extreme value distribution (EVD)
in (4) and show that Dβ converges for β →∞ to the case of independent marginalsZ(t1), . . . ,Z(td), whereas β → 0 yields
in the limit the case of complete dependenceZ(t1) = · · · =Z(td) almost surely (a.s.). This supplements results by de Haan
and Pereira [6], which show that β measures the strength of tail dependence. In Section 3we establish asymptotic normality
of an estimator of β in the particular case, where the observationsX1, . . . ,Xn are independent copies of a random vector
(rv)X = (X(t1), . . . ,X(td)) that follows a multivariate generalized Pareto distribution (GPD). The derivation of this result
is based on sophisticated arguments developed by de Haan and Pereira [6]. In Section 4 we will extend this result to the
case, where the distribution function (df) of (X(t1), . . . ,X(td)) is in a differentiable spectral neighborhood of that of a GPD.
Amultivariate EVD is a typical example. Wewill establish in Section 5 local asymptotic normality (LAN) of the point process
of exceedances amongX1, . . . ,Xn above a highmultivariate threshold. It turns out that the number of exceedances contains
asymptotically as n increases all the information about the underlying parameter that is contained in the exceedances. Using
standard arguments from LAN theory, we obtain asymptotically optimal tests for the underlying parameter as well as their
asymptotic power functions. LAN theory immediately provides us with the minimum limiting variance within the class
of regular estimators as well. We obtain that the relative frequency of exceedances is a regular estimator sequence with
asymptotic minimum variance, if the underlying observations follow a multivariate EVD or a multivariate GPD. This entails
optimality of our estimator of β in the current setup in terms of asymptotic variance.
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As we prefer multivariate EVDs with negative exponential marginals, we consider the transformed process
Z(t) := − 1Z(t) = maxj≥1 −Vjψβ(Uj − t) , t ∈ R,
and the rv
X = (X1, . . . , Xd) :=

− 1X(t1) , . . . ,− 1X(td)

.
Then (4) becomes
P(Xj ≤ anjyj + bj, j ≤ d)n→n→∞ P(Z(tj) ≤ yj, j ≤ d)
= exp
∫ ∞
−∞
min
j≤d yjψβ(s− tj) ds

=: Gβ(y), y = (y1, . . . , yd) ≤ 0, (5)
for some sequences anj > 0, bj ∈ R, where bj is the upper finite endpoint of the df of Xj, j ≤ d (see, e.g. [19, Proposition 5.10],
[19]).
The df Gβ is the df of an EVD with negative exponential marginals, i.e., we obviously have Gnβ(n
−1y) = G(y), y ≤ 0, and
Gβ(0, . . . , 0, yj, 0, . . . , 0) = exp(yj), yj ≤ 0, j ≤ d. In this paper we do not distinguish between a distribution and its df. As
we investigate a multivariate setup, we require dimension d ≥ 2 throughout the paper.
For accounts onmultivariate extreme value analysis we refer to [19,20,18,4,2,10]. The significance of multivariate GPD in
multivariate peaks-over-threshold models is established in [21]. For a recent account on multivariate GPD we refer to [14].
References to the powerful LAN theory are the books by Strasser [22], LeCam [12], LeCam and Yang [13], Pfanzagl [15] and
Van der Vaart [23].
2. Pickands dependence function
A d-dimensional EVD Gwith standard negative exponential marginals can in general be represented as
G(x) = exp
−
j≤d
xj

D
 x1∑
j≤d
xj
, . . . ,
xd−1∑
j≤d
xj

 (6)
for x = (x1, . . . , xd) ≤ 0, whereD : Sd−1 :=

u ∈ [0, 1]d−1 :∑j≤d−1 uj ≤ 1→ [1/d, 1] is the Pickands dependence function
of G [16].
A Pickands dependence function is in general convex and, thus, continuous, and satisfies maxj≤d uj ≤ D(u) ≤ 1, u ∈
Sd−1 [10]. We put here and in the following ud := 1 −∑j≤d−1 uj for a vector u ∈ Sd−1. The preceding inequalities imply
D(ei) = D(0) = 1, where ei is the ith unit vector in Rd−1 and 0 = (0, . . . , 0) ∈ Rd−1. Note that the constant dependence
function D = 1 characterizes the case of independence of the marginals of G, whereas D(u) = maxj≤d uj, u ∈ Sd−1,
characterizes the case of complete dependence.
For the EVD Gβ in (5) we obtain
Gβ(x) = exp
∫ ∞
−∞
min
j≤d xjψβ(s− tj) ds

= exp
−
i≤d
xi
∫ ∞
−∞
max
j≤d
xj∑
i≤d
xi
ψβ(s− tj) ds

= exp
−
i≤d
xi

Dβ
 x1∑
i≤d
xi
, . . . ,
xd−1∑
i≤d
xi

 , x ≤ 0, (7)
with
Dβ(u) :=
∫ ∞
−∞
max
j≤d
ujψβ(s− tj) ds =
∫ ∞
−∞
max
j≤d
ujψ(s− βtj) ds, u ∈ Sd−1.
The following result shows that the scale parameter β > 0 can be regarded as a dependence parameter, where β →∞
yields asymptotically independence of the marginals of Gβ and β → 0 complete dependence. This supplements results by
de Haan and Pereira [6] on the tail dependence of Z(0) and Z(t). Recall that the process Z is stationary.
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Lemma 2.1. Suppose that ψ is continuous,ψ(s) = ψ(−s), and that ψ(s), s ≥ 0, is decreasing. Then we have for u ∈ Sd−1 and
t1, . . . , td ∈ R
Dβ(u)→β↓0 max
j≤d
uj.
If, in addition, ti ≠ tj for i ≠ j, then we have
Dβ(u)→β→∞ 1.
Proof. The convergence of Dβ(u) for β ↓ 0 is a simple consequence of the continuity and monotonicity of ψ:∫ ∞
−∞
max
j≤d
ujψ(s− βtj) ds = max
j≤d
uj +
∫ ∞
−∞
max
j≤d
uj

ψ(s− βtj)− ψ(s)

ds
and ∫ ∞−∞maxj≤d uj ψ(s− βtj)− ψ(s) ds
 ≤−
j≤d
∫ ∞
−∞
ψ(s− βtj)− ψ(s) ds→β↓0 0
by the dominated convergence theorem.
Below we show that
Dβ(1/d, . . . , 1/d)→β→∞ 1 (8)
if ti ≠ tj for i ≠ j. The convexity of Dβ then implies that Dβ(u)→β→∞ 1 for an arbitrary vector u ∈ Sd−1, which can be
seen as follows. As (1/d, . . . , 1/d) ∈ Rd−1 is an inner point of Sd−1, there exists s0 > 0 such that v := (1/d, . . . , 1/d) +
s0((1/d, . . . , 1/d) − u) = (1 + s0)(1/d, . . . , 1/d) − s0u ∈ Sd−1 as well. Now (1/d, . . . , 1/d) = λu + (1 − λ)v with
λ := s0/(1− s0) ∈ (0, 1) and, thus, the convexity of Dβ implies
Dβ(1/d, . . . , 1/d) ≤ λDβ(u)+ (1− λ)Dβ(v) ≤ 1.
The fact that a dependence function is in general bounded by 1 together with (8) yields limβ→∞ Dβ(u) = 1 for u ∈ Sd−1. It,
thus, remains to show (8) or, equivalently,∫ ∞
−∞
max
j≤d
ψ(s− βtj) ds→β→∞ d.
Without loss of generality we assume that t1 < t2 < · · · < td. Note that
max
j≤d
ψ(s− βtj) = max
j≤d
ψ
s− βtj = ψ min
j≤d
s− βtj
and
min
j≤d
s− βtj =

|s− βt1| , if s ≤ β t1 + t22 ,
|s− βti| , if β ti−1 + ti2 ≤ s ≤ β
ti + ti+1
2
, i = 2, . . . , d− 1,
|s− βtd| , if s ≥ β td−1 + td2 .
This implies∫ ∞
−∞
max
j≤d
ψ(s− βtj) ds =
∫ β(t1+t2)/2
−∞
ψ(s− βt1) ds+
d−1
i=2
∫ β(ti+ti+1)/2
β(ti−1+ti)/2
ψ(s− βti) ds+
∫ ∞
β(td−1+td)/2
ψ(s− βtd) ds
=
∫ β(t2−t1)/2
−∞
ψ(s) ds+
d−1
i=2
∫ β(ti+1−ti)/2
β(ti−1−ti)/2
ψ(s) ds+
∫ ∞
β(td−1−td)/2
ψ(s) ds
→β→∞ d
∫ ∞
−∞
ψ(s) ds
= d,
which completes the proof. 
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3. Estimation of the scale parameter with underlying GPD
We consider in the following n independent copies X1, . . . ,Xn of a rv X , which follows a multivariate GPD Wβ with
uniform marginals.
A d-dimensional dfW is termed a multivariate GPD with uniformmarginals near 0 ∈ Rd, if there exists x0 < 0 such that
W (x) = 1+ log(G(x)), x0 ≤ x ≤ 0, where G is an EVD as in (6). In this case we use the short notationW = 1+ log(G). By
the fact that in general D(ei) = D(0) = 1, i ≤ d− 1, it is obvious from (6) that
W (0, . . . , 0, xj, 0, . . . , 0) = 1+ xj, x0,i ≤ xi ≤ 0,
and, thus,W has close to 0 uniform marginals.
Just like in the univariate case, the class of multivariate GPD occurs as the limit distribution of multivariate
exceedances [21]. By transforming its univariate marginals, a multivariate GPD with arbitrary marginals is transformed to a
GPD with uniform marginals. For an up-to-date account of multivariate GPD we refer to the recent thesis by Michel [14].
Lemma 3.1. Suppose that the rv X follows a GPD Wβ = 1+ log(Gβ) with Gβ as in (7). Then there exists x0 < 0 ∈ Rd such that
for x0 ≤ x ≤ 0
P(X > x) =
∫ ∞
−∞
min
j≤d
xjψ(s− βtj) ds.
Proof. The inclusion–exclusion formula implies for x0 ≤ x ≤ 0
P(X > x) = 1− P

j≤d
{Xj ≤ xj}

= 1−
−
j≤d
(−1)j+1
−
L⊂{1,...,d}, |L|=j
P(Xk ≤ xk, k ∈ L)
=
−
j≤d
(−1)j+1
−
|L|=j
(1− P (Xk ≤ xk, k ∈ L))
=
−
j≤d
(−1)j+1
−
|L|=j

−
∫ ∞
−∞
min
k∈L xkψβ(s− tk) ds

=
−
j≤d
(−1)j+1
−
|L|=j
∫ ∞
−∞
max
k∈L
|xk|ψβ(s− tk) ds
=
∫ ∞
−∞
−
j≤d
(−1)j+1
−
|L|=j
max
k∈L
|xk|ψβ(s− tk)

ds
=
∫ ∞
−∞
min
j≤d
xjψβ(s− tj) ds.
Note that 1−∑j≤d(−1)j+1∑|L|=j 1 = 0 and that for arbitrary numbers a1, . . . , ad wehave∑j≤d(−1)j+1∑|L|=j max(ak, k ∈
L) = min(a1, . . . , ad), which can be shown by induction. 
The following auxiliary result is taken from [6, Lemma 3.2].
Lemma 3.2. Suppose that ψ(s) = ψ(−s) and that ψ(s), s ≥ 0, is decreasing. Then∫ ∞
−∞
min
j≤d ψ(s− βtj) ds = 2Ψ

β
t1 − td
2

= 2

1− Ψ

β
td − t1
2

,
where t1 ≤ t2 ≤ . . . ≤ td and Ψ (x) :=
 x
−∞ ψ(s) ds, x ∈ R.
In what followswe suppose thatψ is continuous,ψ(s) = ψ(−s) > 0 and thatψ(s), s ≥ 0, is decreasing. Thenwe obtain
from Lemmas 3.1 and 3.2 with c = (c, . . . , c) < 0 ∈ Rd close enough to 0
P(X > c) = 2 |c|

1− Ψ

β
td − t1
2

= 2 |c|Ψ

β
t1 − td
2

and, thus, a natural estimator of Ψ (β(t1 − td)/2) is
Ψˆc,n := 12 |c| n
−
i≤n
1(c,0)(Xi),
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based on n independent copies X1, . . . ,Xn of X .
The law of large numbers implies that
Ψˆc,n→n→∞ Ψ

β
t1 − td
2

a.s. and, thus,
βˆc,n := 2t1 − tdΨ
−1

Ψˆc,n

→n→∞ β
a.s. if t1 ≤ t2 ≤ . . . ≤ td, t1 < td, which we assume throughout.
The Moivre–Laplace theorem implies asymptotic normality of Ψˆc,n and βˆc,n.
Proposition 3.3. For c < 0 close enough to 0 we have
n1/2

Ψˆc,n − Ψ

β
t1 − td
2

→D N

0,
Ψ

β
t1−td
2
 
1− 2 |c|Ψ β t1−td2 
2 |c|

and
n1/2

βˆc,n − β

→D N

0,
2Ψ

β
t1−td
2
 
1− 2 |c|Ψ β t1−td2 
|c| (t1 − td)2ψ2

β
t1−td
2
  .
We will extend in Section 4 the preceding result to the case, where the df of X is in a particular neighborhood of that
of a GPD. An estimator β(1) of β with quite a similar structure as βˆc,n is proposed in [6]. The only difference is that β(1) is
based on empirical quantiles as thresholds instead of theoretical ones, which does not require knowledge of the marginal
distributions. The estimators β(1) and βˆc,n should, therefore, be asymptotically equivalent in our setup. Actually, we show in
Section 5 that the estimator Ψˆc,n has asymptotically minimum variance within the class of regular estimators, if X follows a
multivariate EVD or a multivariate GPD. This will be achieved within the framework of LAN theory.
The estimators proposed by de Haan and Pereira [6] as well as Ψˆc,n and βˆc,n require knowledge of the density ψ , which
in applications might be an unknown function. Consistent estimators of β that are independent of ψ are, therefore, highly
desirable. But, to the best of our knowledge, this seems to be an open problem. Equally, estimation of ψ or β over some
space t ∈ [a, b] and not only at some fixed points t1, . . . , td is an open problem as well.
4. Estimation in a differentiable spectral neighborhood
In what follows we relax the condition that the rv X follows a GPD Wβ and assume that its df F is in a differentiable
δ-spectral neighborhood ofWβ for some δ > 0. Precisely, we assume that X realizes in (−∞, 0)d and that its df F satisfies
for x0 ≤ x ≤ 0with some x0 < 0 and for t ∈ (0, 1) the expansion
d
dt (1− F(tx))
d
dt (1−Wβ(tx))
= 1+ K

x
‖x‖1
 
1−Wβ(tx)
δ + r(t, x) (9)
with some δ > 0. By K(·) we denote a function on the set S := {z < 0 : ‖z‖1 = 1} of directions in (−∞, 0)d and the
function r satisfies uniformly for t ∈ (0, 1) and x0 ≤ x ≤ 0 the expansion r(t, x) = o

1−Wβ(tx)
δ, i.e., there exists a
function ε : [0, 1] → R, with ε(z)/zδ → 0 as z → 0, such that |r(t, x)| ≤ ε(1−Wβ(tx)).
Condition (9) is a condition on the spectral decomposition of F : The family of univariate dfsHz(t) := H(|t| z), t ≤ 0, given
z ∈ S, pertaining to an arbitrary df H on (−∞, 0]d is known as the spectral decomposition of H . It enables the investigation
of a multivariate df H by investigating the univariate tracks Hz , z ∈ S; see [10, Sections 5.2, 5.3] for applications. Condition
(9) then requires that the df F is in the differentiable δ-spectral neighborhood ofW , i.e., the tracks F(|t| x), t ≤ 0, belong to
the wide class of Hall [11]. It is, for example, satisfied with δ = 1 and K = 1 if F is an EVD G with negative exponential
marginals andW = 1+ log(G).
Choose a nonempty subset L ⊂ {1, . . . , d}, x0 ≤ x < 0 ∈ Rd and put xL = (x˜1,L, . . . , x˜d,L) with x˜i,L = xi if i ∈ L and
x˜1,L = 0 elsewhere, and set x˜L :=

x˜1,L/
∑
i∈L xi, . . . , x˜d−1,L/
∑
i∈L xi

.
Lemma 4.1. Suppose that the df F of X satisfies condition (9). Then we obtain for t ∈ [0, 1] and x < 0 ∈ Rd close enough to 0
P(X > tx) = t
∫ ∞
−∞
min
j≤d
xjψβ(s− tj) ds+−
j≤d
(−1)j+1
−
|L|=j

t1+δ
1+ δ ‖xL‖
1+δ
1 D
1+δ
β (x˜L)K

xL
‖xL‖1

+ ‖xL‖1 Dβ(x˜L)
∫ t
0
r(s, xL) ds

.
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Proof. Repeating the arguments in the proof of Lemma 3.1 we obtain
P(X > tx) =
−
j≤d
(−1)j+1
−
|L|=j
(1− F (txL))
=
−
j≤d
(−1)j+1
−
|L|=j
∫ t
0
d
ds
(1− F (sxL)) ds
=
−
j≤d
(−1)j+1
−
|L|=j
∫ t
0

d
ds
(1−Wβ(sxL))

1+ K

xL
‖xL‖1

(1−Wβ(sxL))δ + r(s, xL)

ds
=
−
j≤d
(−1)j+1
−
|L|=j
∫ t
0
‖xL‖1 Dβ(x˜L)

1+ K

xL
‖xL‖1
 
s ‖xL‖1 Dβ(x˜L)
δ + r(s, xL) ds
=
−
j≤d
(−1)j+1
−
|L|=j

t ‖xL‖1 Dβ(x˜L)+ t
1+δ
1+ δ ‖xL‖
1+δ
1 D
1+δ
β (x˜L)K

xL
‖xL‖1

+ ‖xL‖1 Dβ(x˜L)
∫ t
0
r(s, xL) ds

= t
∫ ∞
−∞
min
j≤d
xjψβ(s− tj) ds+−
j≤d
(−1)j+1
−
|L|=j

t1+δ
1+ δ ‖xL‖
1+δ
1 D
1+δ
β (x˜L)K

xL
‖xL‖1

+ ‖xL‖1 Dβ(x˜L)
∫ t
0
r(s, xL) ds

.  (10)
Now we are ready to state the main result of this section.
Theorem 4.2. Suppose that the df F satisfies condition (9). If the sequence cn < 0, n ∈ N, satisfies cn ↑ 0, n |cn| →
∞, n |cn|1+2δ → const ≥ 0 as n →∞, then we obtain
(i)
(n |cn|)1/2

Ψˆcn,n − Ψ

β
t1 − td
2

→D N

const1/2µ,
1
2
Ψ

β
t1 − td
2

,
(ii)
(n |cn|)1/2

βˆcn,n − β

→D N
 2 const1/2µ
(t1 − td)ψ

β(t1−td)
2
 , 2Ψ β t1−td2 
(t1 − td)2ψ2

β(t1−td)
2

 ,
where
µ := 1
2(1+ δ)
−
j≤d
(−1)j+1
−
|L|=j
∫ ∞
−∞
max
k∈L
ψ(s− βtk) ds
1+δ
K

1L
j

with 1 = (1, 1, . . . , 1) ∈ Rd.
Proof. From Lemma 4.1 we obtain with c > 0 and x ≤ 0
1
cδ

P(X > cx)
c
−
∫ ∞
−∞
min
j≤d
xjψ(s− βtj) ds→c↓0 11+ δ−j≤d (−1)j+1
−
|L|=j
‖xL‖1+δ1 D1+δβ (x˜L)K

xL
‖xL‖1

= 1
1+ δ
−
j≤d
(−1)j+1
−
|L|=j
∫ ∞
−∞
max
k∈L
|xk|ψ(s− βtk) ds
1+δ
K

xL
‖xL‖1

. (11)
Writing
(n |cn|)1/2

Ψˆcn,n − Ψ

β
t1 − td
2

= (n |cn|)1/2

1
2n |cn|
−
j≤n

1(cn,0)(Xj)− P(X > cn)

+ (n |cn|)1/2

P(X > cn)
2 |cn| − Ψ

β
t1 − td
2

=: ηn + bn,
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the Moivre–Laplace theorem yields
ηn→D N

0,
1
2
Ψ

β
t1 − td
2

,
and expansion (11) implies
bn =

n |cn|1+2δ
1/2
2
1
|cn|δ

P(X > cn)
|cn| −
∫ ∞
−∞
min
j≤d
|−1|ψ(s− βtj) ds

→n→∞ const1/2µ.
Equally,
(n |cn|)1/2

βˆcn,n − β

= (n |cn|)1/2
Ψ−1

Ψˆcn,n

t1−td
2
− β

= (n |cn|)1/2
Ψ−1

Ψˆcn,n

− Ψ−1 Ψ β t1−td2 
t1−td
2

= (n |cn|)1/2 (Ψ
−1)′(ξ)
t1−td
2

Ψˆcn,n − Ψ

β
t1 − td
2

→D N
 2 const1/2µ
(t1 − td)ψ

β(t1−td)
2
 , 2Ψ β t1−td2 
(t1 − td)2ψ2

β(t1−td)
2


by Slutzky’s lemma, with ξ between Ψˆcn,n and Ψ (β(t1 − t2)/2). This completes the proof. 
5. LAN of exceedances
Let Xi = (Xi1, . . . , Xid), i ≤ n, be independent copies of a rv X = (X1, . . . , Xd), whose df is in a differentiable spectral
neighborhood of a GPDWβ . Choose c < 0 and put c = (c, . . . , c) ∈ (−∞, 0)d. In this section we establish LAN of the point
process of exceedances
Nn,c(B) :=
−
i≤n
εmaxj≤dXij/c(B ∩ (0, 1)), B ∈ B,
where B denotes the σ -field of Borel sets on R. Note that for t ∈ (0, 1]
max
j≤d
Xj
c
< t ⇐⇒ X > tc,
i.e., the random point measure Nn,c actually represents those observations among X1, . . . ,Xn which exceed the vector c .
It is quite convenient to substitute the parameter β > 0 in the family ψβ(·) = βψ(β·) by the parameter
ϑ := 2Ψ

β
t1 − td
2

∈ (0, 1).
Fix ϑ0 > 0. We require that the family of dfs Fϑ,c(t) := Pϑ (X > tc), ϑ ∈ (0, 1), t > 0, satisfies for ϑ close to ϑ0 the
expansion
d
dt Pϑ (X > tc)
d
dt Pϑ0(X > tc)
=: fϑ,c(t)
fϑ0,c(t)
= 1+ L(ϑ − ϑ0)+ rϑ0(t, ϑ, c) (12)
with
rϑ0(t, ϑ, c) = o(|ϑ − ϑ0|)+ O (|c|γ ) (13)
uniformly for t ∈ (0, 1) and c0 ≤ c ≤ 0, where the constants L ∈ R and γ > 0 may depend on ϑ0. Condition (12) is, for
example, satisfied with L = 1/ϑ0 and rϑ0 = 0 if X follows a GPD, and with L = 1/ϑ0 and rϑ0(t, ϑ, c) = O(|c|) if X follows
an EVD. We require further that Pϑ0 satisfies condition (9) with some δ > 0.
Denote those observations among maxj≤d Xij/c with maxj≤d Xij/c < 1, i ≤ n, by Y1, . . . , Yτ(n) in the order of their
outcome. Then we have
Nn,c(B) =
−
k≤τ(n)
εYk(B), B ∈ B.
56 M. Falk / Journal of Multivariate Analysis 102 (2011) 48–60
From Theorem 1.4.1 in [17] we obtain that Y1, Y2, . . . are independent copies of a rv Y with df
Pϑ (Y ≤ t) = Pϑ (X > tc)Pϑ (X > c) , 0 ≤ t ≤ 1,
under parameterϑ > 0, and they are independent of the total number τ(n), which is binomial B(n, Pϑ (X > c))-distributed.
Since the distribution Lϑ,c(Y ) of Y under ϑ is by condition (12) dominated by Lϑ0,c(Y ) for ϑ in a neighborhood of ϑ0
and c0 ≤ c < 0, the distribution Lϑ (Nn,c) of Nn is dominated by Lϑ0(Nn,c); see, e.g. Theorem 3.1.2 in [17]. Precisely,
Nn,c is a random element in the set M := {µ = ∑1≤j≤n εyj : yj ≥ 0, j ≤ n, n = 0, 1, 2, . . .} of finite point
measures on ([0,∞),B ∩ [0,∞)), equipped with the smallest σ -fieldM such that for any B ∈ B ∩ [0,∞) the projection
πB : M→ {0, 1, 2, . . .} , πB(µ) := µ(B), is measurable; we refer to Section 1.1 in [17] for technical details.
From [17, Example 3.2.1] we obtain thatLϑ (Nn,c) has theLϑ0(Nn,c)-density
dLϑ (Nn,c)
dLϑ0(Nn,c)
(µ) =

µ((0,1))∏
i=1
fϑ,c(yi)
fϑ0,c(yi)
Pϑ0(X > c)
Pϑ (X > c)

×

Pϑ (X > c)
Pϑ0(X > c)
µ((0,1))  1− Pϑ (X > c)
1− Pϑ0(X > c)
n−µ((0,1))
if µ =∑µ((0,1))i=1 εyi and µ((0, 1)) ≤ n. The loglikelihood ratio is, consequently,
Ln,c(ϑ | ϑ0) = log

dLϑ (Nn,c)
dLϑ0(Nn,c)
(Nn,c)

=
−
k≤τ(n)
log

fϑ,c(Yk)
fϑ0,c(Yk)
Pϑ0(X > c)
Pϑ (X > c)

+ τ(n) log

Pϑ (X > c)
Pϑ0(X > c)

+ (n− τ(n)) log

1− Pϑ (X > c)
1− Pϑ0(X > c)

. (14)
We let in what follows c = cn depend on the sample size n with cn ↑ 0 and, equally, ϑ = ϑn with ϑn → ϑ0 as n →∞.
Precisely, we put with arbitrary ξ ∈ R
ϑn := ϑn(ξ) := ϑ0 + ξ
(n |cn|)1/2 .
The following theorem is the main result of this paper.
Theorem 5.1. Suppose that ψ(s) = ψ(−s) and that ψ(s), s ≥ 0, is decreasing. Suppose, further, that n |cn|→n→∞∞ and that
n |cn|1+2min(δ,γ )→n→∞ 0. (15)
Then we obtain the expansion
Ln,cn(ϑn | ϑ0) = ξLZn −
ξ 2L2ϑ0
2
+ oPϑ0 (1)→Dϑ0 N

−ξ
2L2ϑ0
2
, ξ 2L2ϑ0

with
Zn := τ(n)− n |cn|ϑ0
(n |cn|)1/2 →Dϑ0 N(0, ϑ0). (16)
The above result reveals that the complete information about the underlying parameter that is contained in the
exceedances Y1, . . . , Yτ(n) is, actually, contained in their number τ(n) as n increases. This is in complete accordancewith the
results in [9], where this phenomenon was studied for general truncated empirical processes. The result here is, however,
derived under more specialized conditions.
Proof. First we compile several facts that will be used throughout the proof. From Lemmas 4.1 and 3.2 we obtain
Pϑ0(X > cn) = |cn|ϑ0 + O
|cn|1+δ (Fact 1)
and, thus, a suitable version of the central limit theorem implies
τ(n)− n |cn|ϑ0
(n |cn|)1/2 →Dϑ0 N(0, ϑ0). (Fact 2)
Conditions (12) and (13) yield
Pϑ (X > cn)− Pϑ0(X > cn) =
∫ 1
0

fϑ,cn(t)− fϑ0,cn(t)

dt
=
∫ 1
0

fϑ,cn(t)
fϑ0,cn(t)
− 1

fϑ0,cn(t) dt
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=
∫ 1
0

L(ϑ − ϑ0)+ rϑ0(t, ϑ, cn)

fϑ0,cn(t) dt
= (L(ϑ − ϑ0)+ o(ϑ − ϑ0)+ O (|cn|γ )) Pϑ0(X > cn)
= L(ϑ − ϑ0)+ o (n |cn|)−1/2 Pϑ0(X > cn) (Fact 3)
and, thus,
Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
= L(ϑn − ϑ0)+ o

(n |cn|)−1/2

= Lξ
(n |cn|)−1/2 + o

(n |cn|)−1/2

. (Fact 4)
Hence, the Taylor expansion log(1+ ε) = ε − ε2/2+ O(ε3) implies
τ(n) log

Pϑn(X > cn)
Pϑ0(X > cn)

+ (n− τ(n)) log

1− Pϑn(X > cn)
1− Pϑ0(X > cn)

= τ(n)

Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
− 1
2

Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
2
+O
Pϑn(X > cn)− Pϑ0(X > cn)Pϑ0(X > cn)
3

+ (n− τ(n))

Pϑ0(X > cn)− Pϑn(X > cn)
1− Pϑ0(X > cn)
+O
Pϑn(X > cn)− Pϑ0(X > cn)2

= τ(n)Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
+ (n− τ(n))Pϑ0(X > cn)− Pϑn(X > cn)
1− Pϑ0(X > cn)
− τ(n)
2

Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
2
+ oPϑ0 (1)
as
τ(n)
Pϑn(X > cn)− Pϑ0(X > cn)Pϑ0(X > cn)
3 ∼ E(τ (n)) O |ϑn − ϑ0|3+ o((n |cn|))−3/2
= nPϑ0(X > cn)O((n |cn|)−3/2)→n→∞ 0
and
(n− τ(n)) Pϑn(X > cn)− Pϑ0(X > cn)2 ∼ nO 1n |cn|

Pϑ0(X > cn)
2→n→∞ 0.
From the law of large numbers we obtain
τ(n)

Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
2
∼ E(τ (n)) L(ϑn − ϑ0)+ o (n |cn|)−1/22
= nPϑ0(X > cn)

L(ϑn − ϑ0)+ o

(n |cn|)−1/2
2→n→∞ L2ξ 2ϑ0.
Moreover,
τ(n)
Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
+ (n− τ(n))Pϑ0(X > cn)− Pϑn(X > cn)
1− Pϑ0(X > cn)
= Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)(1− Pϑ0(X > cn))
(τ (n)− nPϑ0(X > cn))
= L(ϑn − ϑ0)+ o

(n |cn|)−1/2

1+ o(1) (τ (n)− nPϑ0(X > cn))
= Lξ τ(n)− nPϑ0(X > cn)
(n |cn|)1/2 + oPϑ0 (1)
= LξZn + oPϑ0 (1).
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By Eq. (14) and the preceding considerations, the proof is complete if we show that
−
k≤τ(n)
log

fϑn,cn(Yk)
fϑϑ0 ,cn(Yk)
Pϑ0(X > cn)
Pϑn(X > cn)

= oPϑ0 (1). (17)
We have by condition (12)
fϑn(Yk)
fϑ0(Yk)
= 1+ L(ϑn − ϑ0)+ rϑ0(Yk, ϑn, cn),
where rϑ0(Yk, ϑn, cn) = o

(n |cn|)−1/2

uniformly for k and nwith
Eϑ0

rϑ0(Y1, ϑn, cn)
 = ∫ 1
0
rϑ0(t, ϑn, cn)
fϑ0(t)
Pϑ0(X > cn)
dt
=
∫ 1
0

fϑn(t)
fϑ0(t)
− 1− L(ϑn − ϑ0)

fϑ0(t)
Pϑ0(X > cn)
dt
= Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
− L(ϑn − ϑ0)
and
Varϑ0(rϑ0(Y1, ϑn, cn)) ≤ Eϑ0

r2ϑ0(Y1, ϑn, cn)
 = o (n |cn|)−1 .
Using again the Taylor expansion log(1+ ε) = ε − ε2/2+ O(ε3) as ε→ 0 we deduce that−
k≤τ(n)
log

fϑn,cn(Yk)
fϑϑ0 ,cn(Yk)
Pϑ0(X > cn)
Pϑn(X > cn)

=
−
k≤τ(n)
log

1+ L(ϑn − ϑ0)+ rϑ0(Yk, ϑn, cn)
− τ(n)
× log

1+ Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)

=
−
k≤τ(n)

L(ϑn − ϑ0)+ rϑ0(Yk, ϑn, cn)−
L2(ϑn − ϑ0)2
2
+ o (n |cn|)−1
− τ(n)

Pϑn(X > cn)− Pϑ0(X > cn)
Pϑ0(X > cn)
− L
2(ϑn − ϑ0)2
2
+ o (n |cn|)−1
=
−
k≤τ(n)

rϑ0(Yk, ϑn, cn)− Eϑ0

rϑ0(Yk, ϑn, cn)
+ τ(n)o (n |cn|)−1
= oPϑ0 (1)
by straightforward computations. This proves (17) and, thus, completes the proof of Theorem 5.1. 
Denote by uα = Φ−1(1 − α) the (1 − α)-quantile of the standard normal df Φ . By the Neyman–Pearson lemma and
Theorem 5.1, the test statistic
ϕ1(Nn,c) := 1(uα ,∞)

τ(n)− n |cn|ϑ0
(n |cn|ϑ0)1/2

defines an asymptotically optimal level-α test, based on Nn,c , for H0 : ϑ = ϑ0 against ϑn = ϑn(ξ) = ϑ0 + ξ(n |cn|)−1/2
with ξ > 0. As ϕ1(Nn,c) does not depend on ξ , this test is asymptotically optimal uniformly in ξ > 0. The corresponding
uniformly asymptotic optimal test for H0 against ϑn(ξ)with ξ < 0 is
ϕ2(Nn,c) := 1(−∞,−uα)

τ(n)− n |cn|ϑ0
(n |cn|ϑ0)1/2

.
The asymptotic power functions of these tests are provided by Theorem 5.1 as well. By LeCam’s first lemma (see, e.g.,
[13, Chapter 3, Theorem 1]) we obtain that under ϑn = ϑn(ξ)
Ln,cn(ϑn | ϑ0) = ξLZn −
ξ 2L2ϑ0
2
+ oPϑn (1)→Dϑn N

ξ 2L2ϑ0
2
, ξ 2L2ϑ0

with
Zn→Dϑn N(ξLϑ0, ϑ0). (18)
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As a consequence we obtain that the asymptotic power functions of ϕi are given by
lim
n→∞ Eϑn(ξ)(ϕi(Nn,c)) = 1− Φ

uα − |ξ | Lϑ1/20

, i = 1, 2.
Theorem 5.1 together with the Hajék–LeCam convolution theorem provides us also with the asymptotically minimum
variance within the classes of regular estimators of ϑ0. This class of estimatorsϑn is defined by the property that they are
asymptotically unbiased under ϑn = ϑn(ξ) for any ξ ∈ R, precisely,
(n |cn|)1/2
ϑn − ϑn→Dϑn Qϑ0 ,
where the limit distribution Qϑ0 does not depend on ξ ; see, e.g. Sections 8.4 and 8.5 in [15]. An efficient estimator of ϑ0
within the class of regular estimators has necessarily the minimum limiting variance
σ 2minimum =
1
L2ϑ0
,
which is the inverse of the limiting variance of the central sequence LZn under ϑ0 [15, Theorem 8.4.1].
Consider the estimatorϑn := τ(n)n |cn| .
Then we have with ϑn = ϑn(ξ) = ϑ0 + ξ(n |cn|)−1/2
(n |cn|)1/2
ϑn − ϑn = (n |cn|)1/2  τ(n)n |cn| − ϑ0

− ξ = Zn − ξ .
The estimatorϑn is, consequently, not a regular estimator since we have by (18)
(n |cn|)1/2
ϑn − ϑn = Zn − ξ→Dϑn N (ξ(Lϑ0 − 1), ϑ0) ,
where the limiting distribution depends on ξ unless L = 1/ϑ0. Its asymptotic relative efficiency, defined as the ratio of the
limiting variances under ϑ0 is
ARE(ϑ0) = ϑ0
σ 2minimum
= L2ϑ20 .
Recall that L = 1/ϑ0 if X follows a GPD or an EVD and, thus, ϑn is in this case regular and asymptotically efficient. This
explains optimality of βˆc,n in Theorem 4.2.
Corollary 5.2. Suppose in addition to the conditions of Theorem 5.1 that the rv X follows a multivariate EVD or a multivariate
GPD. Thenϑn = τ(n)/(n |cn|), n ∈ N, is a regular estimator sequence with asymptotic minimum variance ϑ0 within the class of
regular estimators.
A regular estimator sequence can in general be obtained as follows. Suppose that ϑ∗n is a solution of the equation
Pϑ∗n (X > cn) =
τ(n)
n
.
Since τ(n) is under ϑ0 binomial B(n, Pϑ0(X > cn)) distributed, ϑ
∗
n is, actually, the maximum likelihood estimator of
κ0 = Pϑ0(X > cn) for the family {B(n, κ) = B(n, Pϑ (X > cn)) : ϑ ∈ (0, 1)}. We suppose consistency of the sequence
ϑ∗n , n ∈ N. Then we obtain from condition (12) the expansion
τ(n)
n
= Pϑ∗n (X > cn)
=
∫ 1
0

1+ L(ϑ∗n − ϑ0)+ rϑ0(t, ϑ∗n , cn)

fϑ0,cn(t) dt
=

1+ L(ϑ∗n − ϑ0)+ oPϑ0

ϑ∗n − ϑ0
+ O (|cn|γ ) Pϑ0(X > cn),
which implies
(n |cn|)1/2

ϑ∗n − ϑ0
 = 1
Lϑ0
Zn + oPϑ0 (1).
As a consequence we obtain from (16) and (18) with ϑn = ϑn(ξ)
(n |cn|)1/2
ϑ∗n − ϑn→Dϑn N 0, 1L2ϑ20

,
and, thus, ϑ∗n , n ∈ N, is a regular estimator sequence with asymptotic minimum variance.
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