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ZUSAMMENFASSUNG 
Diese Arbeit befasst sich mit der Wirkung der internen Kreisströme auf die Effizienz des modu-
laren Multilevelumrichters (MMC). Aus internationalen Veröffentlichungen sind simulative und 
experimentelle Ergebnisse bekannt, die sich für verschiedene Dimensionierungen unterscheiden. 
Das Ziel der Arbeit ist das Formulieren eines verallgemeinerten Verfahrens, welches die Be-
stimmung des verlustoptimalen Kreisstromes für einen pulsweitenmodulierten MMC in jedem 
Arbeitspunkt und mit beliebigem Design erlaubt. Weiterhin wird die Frage behandelt, von wel-
chen Stromrichtereigenschaften das Optimierungspotential abhängt.  
Der Ansatz für die Effizienzoptimierung ist, eine Gesamtverlustfunktion des Stromrichters zu 
definieren und die stromrichterinternen Ströme so einzuspeisen, dass diese Funktion minimiert 
wird. Die Verlustfunktion wird zu einer verallgemeinerten Form gebracht, sodass die Eigenschaf-
ten der IGBT- und MOSFET-Schalter berücksichtigt werden können. Das beschriebene Verlust-
modell auf Basis des Mittelwertansatzes ist für pulsweitenmodulierte Schaltungen einsetzbar.  
Nach der Bildung eines Verlustmodells und einer Analyse der Gesamtverlustfunktion werden 
verschiedene Minimierungsverfahren erprobt und ein Optimierungsalgorithmus zum Einsatz 
ausgesucht. Der direkte, simplexbasierte Nelder-Mead-Algorithmus hat in allen Betriebspunkten 
eine gute Genauigkeit, Konvergenzgeschwindigkeit und Stabilität gezeigt. Aus diesem Ergebnis 
zusammen mit den diskutierten Funktionseigenschaften folgt, dass direkte Suchalgorithmen für 
die Lösung der gestellten Aufgabe im Allgemeinen besser geeignet sind, als gradientenbasierte 
Verfahren. Die analytische Optimierung für einen verallgemeinerten Fall hat sich als zu zeitin-
tensiv und zustandsspezifisch bewiesen und wurde nicht weiterverfolgt.  
Bei den simulationstechnischen Untersuchungen wurden die Implementierbarkeit des Optimie-
rungsansatzes und die erwarteten Verlustersparnisse bestätigt. Die Effizienzoptimierung wurde 
an Stromrichtern mit verschiedenen Modulationsverfahren und Verlusteigenschaften erprobt. Für 
die meisten untersuchten Fälle gilt: je höher die Verluste vor der Optimierung, desto höher die 
Verlustersparnis danach. Konverter mit SiC-MOSFETs passen allerdings in diese Faustregel 
nicht aufgrund der nahezu identischen Verlusteigenschaften bei positivem und negativem Schal-
terstrom. 
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ABSTRACT 
This work analyses the effect of the internal circulating current on the efficiency of the modular 
multilevel converter. The known results from the international literature have shown the potential 
of the loss optimization by circulating current injection on single case studies. The objective of 
this work is to describe a generalized optimization approach that can be applied to a pulse-width-
modulated converter of each design. Furthermore, the interconnections between the converter 
parameters and the loss optimization potential are studied.  
The loss optimization approach includes derivation and minimization of the converter total loss 
function of the circulating current. The total loss function is derived in a generalized form in or-
der to allow for using IGBT and MOSFET switches. The loss model described in this work is 
applicable to pulse-width modulated converters.  
After the loss model is derived, a thorough analysis of the total loss function is performed. Then, 
different numerical algorithms are tested for the loss minimization. The best results were reached 
with the Nelder-Mead algorithm which is a direct search, simplex-based method. Is has shown 
both good convergence rate and stability. This result along with the loss function properties allow 
to state that direct search methods are advantageous for a generalized converter loss function. 
Since analytical optimization is case- and state-specific and demands much analytical effort, it 
was not considered as a method feasible for practical implementation.  
The implementation of the numerical minimization methods was studied on simulation models. 
The expected loss reduction has been shown for medium voltage converters with IGBT and 
MOSFET switches with two different modulation methods. In the most cases the loss reduction 
was proportional to the per unit loss values. However, not for the converters with SiC-MOSFETs 
due to the almost identical loss characteristics of the switches at positive and negative switch 
currents.  
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1. EINLEITUNG 
1.1 BILDUNG VON TREPPENFÖRMIGEN SPANNUNGEN 
Der Zeithorizont der internationalen Literatur zu den leistungselektronischen Schaltungsanord-
nungen für das Bilden von treppenförmigen Spannungen liegt in den 1960er Jahren. Zwischen 
1963 und 1992 wurden einige Grundprinzipien der Multilevelumrichter veröffentlicht, die in 
ihrer ursprünglichen Form oder als Teil von komplexeren Schaltungen bis heute eingesetzt wer-
den [1], [2], [3], [4], [5], [6], [7]. Abb. 1 zeigt einige dieser Schaltungen in chronologischer Rei-
henfolge. Der Grundgedanke aller Multilevelumrichter ist die Erzeugung von treppenförmigen 
Spannungen, die einen geringeren Oberschwingungsgehalt haben als zweistufige Schaltungen.  
Einer der ersten Ansätze war es, den Lastanschluss mithilfe von Schaltern an die Verbindungs-
punkte zwischen reihengeschalteten Spannungsquellen abwechselnd zu kommutieren [1], wie 
Abb. 1(a) zeigt. In dieser Schaltung müssen die Sperrspannungen der meisten Schalter auf Sum-
menspannungen von mehreren Spannungsquellen ausgelegt werden. Aus diesem Grund wird 
diese Schaltung nur mit geringen Stufenzahlen gebaut [8]. 
Der größte Teil von Multileveltopologien wurde unter anderen mit dem Ziel entwickelt, Klem-
menspannungen zu erzeugen, die höher als die Sperrspannung eines einzelnen Schalters sind. 
Die höhere Klemmenspannung wird erzeugt, indem mehrere Spannungsquellen mittels eines 
Schalternetzwerkes seriell geschaltet werden. In den modularen Topologien (b), (c), (e) in Abb. 1 
werden die Spannungen über den einzelnen Schaltern durch die Spannungsquellen in den Zellen 
begrenzt [2], [3], [6]. Abb. 1 (c)-(d) zeigt die sogenannten neutral-point-clamping (NPC) [4], [5] 
und capacitor-clamping [7] Techniken, die ebenfalls für die Begrenzung der Schalterspannungen 
sorgen. Aufgrund der steigenden Topologie- und Regelungskomplexität werden diese Topologien 
in der Praxis mit relativ niedrigen Stufenzahlen gebaut [9]. 
(b) (d)(c)(a)
1963 [1] 1969 [3] 1975 [4], [5] 1980 [6] 1992 [7]
(e)
1963 [2]
(f)  
Abb. 1: Grundprinzipien zur Erzeugung stufenförmiger Spannungen 
Die Schaltungen (c) und (e) in Abb. 1 unterscheiden sich von den restlichen Topologien dadurch, 
dass sie aus mehreren identischen Zellen gebaut sind. Dank der Modularität können Stromrichter 
mit vielen Vorteilen gegenüber anderen Topologien gebaut werden. Aus systemtechnischer Sicht 
ist eine solche Reihenschaltung von Zellen eine steuerbare Spannungsquelle. Durch verschiedene 
Zusammenschaltungen solcher Quellen sind einige MMC-Topologien entstanden, die die Leis-
tungselektronik im Hochleistungs- und Hochspannungsbereich revolutioniert haben [10], [11]. 
Diese Umrichterfamilie trägt in der internationalen Literatur den Namen Modular Multilevel 
Converter (MMC) bzw. Modular Multilevel Cascade Converter, (MMCC) und wird im folgen-
den Abschnitt näher beschrieben.  
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1.2 MODULARE SPANNUNGSKASKADIERTE MULTILEVELUMRICHTER (MMCC) 
Die modularen Multilevelschaltungen lassen der erfinderischen Phantasie viel Raum, denn so-
wohl für den Zellentyp als auch für die Art der Zusammenschaltung von den Zellenkaskaden 
existieren viele Optionen, zwischen denen je nach Anwendung, Spezifikation und manchmal 
auch Patentsituation gewählt wird. Zurzeit sind aus der internationalen Literatur zahlreiche 
Schaltungen bekannt, deren Potential noch zu erforschen ist. In diesem Abschnitt werden zur 
Erläuterung von Grundprinzipien nur einige von diesen Topologien vorgestellt. Das sind Schal-
tungen, die in der Literatur sehr oft erwähnt werden. 
1.2.1 ZELLENTOPOLOGIEN 
Abstrakt gesehen ist die Umrichterzelle ein Zweipol mit steuerbarer Klemmenspannung und ei-
nem Energiespeicher. Die Halb- und Vollbrückenschaltung sind die einfachsten Topologien für 
die uni- und bipolare Zellenausführung. Allerdings passen auch viele andere Topologien unter 
die Beschreibung des oben genannten Zweipols. Die Motivation für die Forschung an den Zel-
lentopologien ist die Erweiterung des Spannungsstellbereiches mit möglichst geringem Zusatz-
aufwand.  
Die Halbbrückenzelle (Abb. 2(a)) ist unipolar und hat die niedrigsten Halbleiterverluste aufgrund 
der geringsten Schalteranzahl. Die Vollbrückenzelle (Abb. 2(b)) hat dank dem weiteren, bipola-
ren Spannungsstellbereich ein breiteres Einsatzspektrum und bessere Voraussetzungen für die 
Behandlung von Fehlerfällen [12], allerdings sind die Halbleiterverluste wesentlich höher [13]. 
Um eine akzeptable Behandlung der Fehlerfälle ohne großen Verlustanstieg zu erreichen, werden 
gemischte Kaskaden (Abb. 2(c)) und neue Zellentypen eingeführt [13]. Die Vollbrückenzellen 
können zum Beispiel durch NPC-Schaltungen (Abb. 2 (d)) ersetzt werden. Eine Kaskade aus 
NPC-Zellen hat eine geringere Schalteranzahl und geringerer Ansteueraufwand als die Vollbrü-
ckenkaskade mit gleichem Spannungsstellbereich. Die „U-Zellen“-Topologie (Abb. 2 (e)) stellt 
ebenfalls eine bipolare Spannung mit einer noch stärkeren Reduzierung der Schalteranzahl [14], 
allerdings auf Kosten eines niedrigeren Modularitätsgrades.  
 
Abb. 2: Verschiedene Zellentypen und Kombinationen. (a): Halbbrücke. (b): Vollbrücke. (c): 
gemischte Kaskade. (d): NPC-Zelle. (e): Kaskade mit „U-Zellen“. (f): Halbbrückenzelle mit an-
gebundenem Batteriespeicher 
Möglich ist auch die Integration von Batterien aus galvanischen Zellen oder Doppelschichtkon-
densatoren in die Umrichterzellen. Volumetrisch günstig ist eine direkte Anbindung an den Zwi-
schenkreis, da in diesem Fall Kondensatoren eingespart werden könnten. Allerdings führt die 
Belastung der Batterie mit Wechselstromanteilen bei Frequenzen unter 1 kHz zu höheren Verlus-
ten in Batterien und zu einer Verkürzung der Batterielebensdauer [15], [16]. Aus diesem Grund 
erfolgt die Batterieankopplung über einen DC/DC-Wandler, ein Beispiel ist in Abb. 2 (f) darge-
stellt.  
1. EINLEITUNG 
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1.2.2 MMCC-TOPOLOGIEN 
Konstruktiv ist ein MMCC zwar aus Zellen gebaut. Es ist aber günstiger, für die Analyse und 
Synthese von MMCC-Topologien eine Reihenschaltung von Zellen als ideale steuerbare Span-
nungsquelle zu betrachten. Auf dieser Abstraktionsebene ist lediglich die Leistungsbilanzerhal-
tung von Bedeutung. Das Modulationsverfahren und die Symmetrierung der Zellenenergien 
werden vernachlässigt. Zur Anbindung an das Drehstromnetz bieten sich zunächst die Stern- und 
die Dreieckschaltung an. Beide wurden mit Vollbrückenzellen als Topologien für STATCOM-
Anwendungen im Jahr 1995 präsentiert [17].  
 
Abb. 3: MMCC-Topologien von Peng für STATCOM-Applikationen [17].  
(a) Dreieckschaltung. (b) Sternschaltung. 
Die Einspeisung der Wirkleistung in ein dreiphasiges Netz ist mit Stern- und Dreieckschaltungen 
nur dann möglich, wenn in den Zellen galvanisch isolierte Spannungsquellen vorgesehen sind. 
Eine derartige Schaltung wurde parallel zu den STATCOM-Schaltungen erfunden und von 
Hammond im gleichen Jahr veröffentlicht [18]. In Abb. 4 ist diese Topologie vereinfacht darge-
stellt. Die Energieversorgung der Zellenzwischenkreise erfolgt mittels eines Transformators mit 
mehreren Sekundärwicklungen, die an die Umrichterzellen über Diodengleichrichter angebunden 
sind.  
 
Abb. 4: Hammond-Schaltung [18] 
Für eine transformatorlose Kopplung zwischen zwei elektrischen Netzen verschiedener Frequen-
zen wird aus Leistungsbilanzgründen zwischen jedem zu dem einen Netz gehörenden Leiter und 
wenigstens zwei Leitern des anderen Netzes eine Zellenkaskade vorgesehen. So entstehen 
Strompfade, die den Energieaustausch zwischen jeder Kaskade und den beiden Netzen ermögli-
chen (Abb. 5). Dabei entstehen matrix- und polygonähnliche Strukturen.  
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In einer Matrixstruktur ist jeder Leiter des ersten Netzes mit allen Leitern des zweiten Netzes 
über Zellenkaskaden verbunden. Ein erstes Beispiel dafür ist die Topologie von Marquardt für 
die 2DC/3AC-Kopplung in Abb. 5(a) [19]. Eine Kopplung von zwei dreiphasigen Netzen mittels 
einer Matrixstruktur ist in der Schaltung von Erickson in Abb. 5(b) zu sehen [20]. 
 
Abb. 5: Transformatorlose Netzkopplung nach dem Matrixprinzip.  
(a) Marquard-Schaltung. (b) Modular Multilevel Matrix Converter  
Bei der Kopplung von Netzen mit gleichen Phasenanzahlen können polygonförmige Schaltungen 
eingesetzt werden. In einer Polygonstruktur werden zwischen zwei Leitern des ersten Netzes 
zwei Zellenkaskaden platziert und an deren Verbindung miteinander (Mittelpunkt) ein Leiter des 
zweiten Netzes angeschlossen, wie z.B. in dem dreiphasigen Direktumrichter in Abb. 6(a) [21]. 
Die Schaltung trägt auch den Namen „modularer Direktumrichter“ oder „Hexverter“. Abb. 6(b) 
zeigt einen weiteren modularen Direktumrichter zur Kopplung von zwei zweiphasigen Wechsel-
spannungsnetzen [22]. Bemerkenswert ist, dass diese Schaltung aufgrund der geringen Phasen-
anzahl sowohl dem Matrix-, als auch dem Polygonprinzip entspricht.  
 
Abb. 6: Transformatorlose Netzkopplung nach dem Polygonprinzip.  
(a) „Hexverter“-Schaltung. (b) Einphasiger Direktumrichter. 
Für die dreiphasigen MMCCs wurde in [10] eine systematische Klassifikation vorgeschlagen, die 
auch in dieser Arbeit verwendet wird. Laut dieser Nomenklatur werden dreiphasige MMCC-
Topologien nach der Anzahl der Sternpunkte bzw. der Dreieckförmigen Netzanschlüsse und nach 
dem Zellentyp bezeichnet. Laut dieser Nomenklatur werden Topologien in Abb. 3 (a) und (b) 
entsprechend Single-Delta Bridge Cell (SDBC) und Single-Star Bridge Cell (SSBC) bezeichnet. 
Die Schaltung in Abb. 5(a) wird Double-Star Chopper Cell (DSCC) genannt. Die Schaltung in 
1. EINLEITUNG 
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der Abb. 5(b) wird als Triple-Star Bridge Cell (TSBC) bezeichnet und der dreiphasige Direktum-
richter in Abb. 6(a) als Double-Delta Bridge Cell (DDBC).  
1.3 ANWENDUNG DREIPHASIGER STROMRICHTER FÜR HOHE LEISTUNGEN 
Die Forschung und Entwicklung von Multilevelschaltungen wird zu einem großen Teil von den 
steigenden Leistungsanforderungen an die Stromrichter angetrieben, begleitet von den begrenz-
ten Sperrspannungen der Halbleiterchips. Die größten Anwendungsgebiete von Hochleistungs-
stromrichtern sind in Abb. 7(a) skizziert. Abb. 7(b) zeigt die Leistungs- und Spannungsbereiche, 
in denen verschiedene Stromrichtertopologien Anwendung finden.  
MVA
kV
100 101 102 103
(a)
MVD
AF
STATCOM
100
101
102
103
104
HVDC
UHVDC
WT
MVA
kV
100 101 102 103
(b)
2L-PWM
SDBC
100
101
102
103
104
DSCC, 
DSBC
2L-LCC
3L-NPC, 3L-HB
 
Abb. 7: Anwendung von Hochleistungsumrichtern nach Leistung und Spannung laut Literatur 
und Referenzprojekten der Hersteller ab dem Jahr 2000. (a): Anwendungsgebiete. (b): Marktreife 
Topologien (auch parallel/seriell und über Transformatoren geschaltet). 
Der Niederspannungsbereich bezieht sich auf Umrichter, die an Netze mit Spannung unter 1 kV 
angeschlossen werden, darunter vorwiegend aktive Filter (AF) und STATCOM (static var com-
pensator) sowie Frequenzumrichter für Industrieantriebe mit Leistungen bis hin zu einigen MVA. 
In dieser Leistungs- und Spannungsklasse werden vorwiegend die 2L- (2-level) und 3L-NPC-
Topologie (3 level neutral point clamped) eingesetzt [23–29]. Topologien mit höheren Anzahlen 
von Spannungsstufen haben komplexere Steuerstrukturen und höheren Entwicklungsaufwand, 
was sie in dieser Kategorie aus Sicht des Bauelemente- sowie des Entwicklungsaufwandes unat-
traktiv macht. Eine weitere Anwendungsgruppe sind STATCOM-Umrichter für Mittel- und 
Hochspannungsnetze, auch mit integrierten Energiespeichern [30–38]. Diese sind ein Bestandteil 
der FACTS-Systeme (flexible alternating current transmission systems). Bei höheren Leistungen 
wird oft die 3L-NPC-Topologie eingesetzt [37, 39, 40]; in den letzten Jahren erreicht die SDBC-
Topologie ihre Marktreife [30, 32, 35]. Ab einigen MVA überwiegen die Effizienz und geringere 
Schaltfrequenz der MMCC-Technologie die Nachteile dieser Topologien.  
Eine große Gruppe der Mittelspannungsantriebe (MVD, medium voltage drives) fasst Umrichter 
mit der Leistung 0,2-120 MVA und Spannung 1,25-13,8 kV um [41–45]. Die NPC-Technologie 
wird für etwa 3-40 MVA eingesetzt [45], für die MMCC-Technologie (Hammond-Schaltung) ist 
ein Leistungsbereich von 5-120 MVA bekannt. Die Umrichter für Windturbinen (WT) sind zwar 
den Antriebsumrichtern sehr ähnlich, da sie auch jeweils an einer elektrischen Maschine betrie-
ben werden. An diese Umrichter werden aber spezielle Anforderungen gestellt, vor allem zu der 
Leistungsdichte und zu dem Verhalten am Netz („grid codes“) [46]. Die obere Leistungsgrenze 
einer Windturbine liegt zurzeit bei 10 MW [46, 47]. In dem Leistungsbereich 50 kW-10 MW 
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werden 2L- und 3L-NPC-Umirchter mit IGBT und IGCT-Schaltern und in verschiedenen paral-
lel- und Reihenschaltungen verwendet [48–52]. Darüber hinaus sind 3L-HB (3 level H-bridge) 
Umrichter als eine gute Alternative bekannt [47].  
Die Klasse mit der höchsten Leistung und Spannung stellen Umrichter für HVDC (high voltage 
direct current) dar. Die ursprünglich mit Thyristoren gebauten netzgeführten 2L-Stromrichter 
wurden in den 1990er Jahren von den PWM-Umrichtern und nach dem Jahr 2000 von der 
MMCC-Technologie verdrängt [53]. LCC (line-commutated converter) mit Thyristoren werden 
zurzeit für UHVDC (ultra high voltage direct current) mit 600-1100 kV und Leistungen 5-7,2 
GW eingesetzt [54, 55], wobei modulare IGBT-Schaltungen bei Spannungen bis zu 380 kV und 
Leistungen zwischen 0,21-6,4 GVA Anwendung finden [56–59].  
1.4 STAND DER FORSCHUNG ZU DEN MMCC-TOPOLOGIEN 
Die Betriebsgrundlagen der relativ jungen MMCC-Familie wurden in der letzten Dekade weit-
gehend erforscht. Die Fragestellungen der Strom- und Energieregelung sowie der Modulation 
sind mit verschiedenen Ansätzen gelöst worden. Wie im vorigen Abschnitt beschrieben, ist die 
MMCC-Familie marktreif geworden.  
Neben den Versuchen zur Verbesserung der Zellen und Kaskaden werden neue Schaltungen un-
tersucht, die ebenfalls kaskadierte Zellen enthalten. Neue Topologien entstehen zum Beispiel 
durch alternative Varianten der Zusammenschaltung zwischen den Zweigen, wie im Abschnitt 
1.2.2 gezeigt. Bekannt sind auch MMCC-Schaltungen, in denen reihengeschaltete Halbleiter 
parallel oder seriell zu den Kaskaden geschaltet wurden [60, 61] Abb. 8(a), (b)). Ein weiteres 
Beispiel sind hybride Schaltungen, in denen z.B. die Zweipunkttechnologie und der MMCC-
Ansatz zusammenkommen [61] (Abb. 8 (c)).  
Wie im Abschnitt 1.2.1 erwähnt, ist für die als sehr aussichtsreich bekannte Double-Star Konfi-
guration die Frage offen, wie sich ein Kurzschluss auf der Gleichspannungsseite behandeln lässt. 
Einerseits wird an der Entwicklung von DC-Hybridschaltern geforscht, die den Kurzschluss 
möglichst schnell abschalten könnten [62]. Eine weitere Lösung ist das Einführen von gemisch-
ten Kaskaden, mit denen eine negative Spannung gestellt und damit der DC-Kurzschlussstrom zu 
null geregelt werden kann [12]. Mit der zweiten Option ist der Umrichter auch von einem sta-
tionsinternen Kurzschluss geschützt, allerdings steigt die Schalteranzahl und demensprechend 
die Verluste. 
Die Dezentralisierung der Energieerzeugung mit der gleichzeitigen Verbesserung von Batterie-
technologien fördern den Bedarf an netzangeschlossenen Batteriespeichern [63–65]. In diesem 
Kontext sind MMC-Schaltungen für die relevante Leistungsklasse ebenfalls interessant. Arbeiten 
zur Dimensionierung und zu den Regelstrukturen für MMCCs mit integrierten Speichereinheiten 
sind aus einigen Arbeiten bekannt [66–71]. MMCC-Topologien für Batteriespeicheranwendun-
gen wurden in [66, 72] diskutiert. In [64] wurde erwähnt, dass ein Batteriespeicher mit verschie-
denen Chemietypen lukrativ sein kann. In den Arbeiten [73–75] wurde die Netzintegration von 
second-life Batterien mittels modularer Schaltungen untersucht.  
Manche MMC-Topologien haben einen internen Stromkreis. Falls vorhanden, müssen Ströme in 
diesem Kreis beherrscht werden. Sobald geregelt, kann der Kreisstrom zur Optimierung des 
MMC verwendet werden. So sind Veröffentlichungen bekannt, in denen der Kreisstrom zur Re-
duzierung des Energierippels in den Zellenkondensatoren eingesetzt wurde [76–78]. Im nieder-
frequenten Betrieb des MMC ist die Einspeisung von hochfrequenten Kreisströmen zusammen 
mit der Einprägung einer Nullspannung in DSCC und DDBC Topologien unumgänglich [76, 79–
81]. 
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Abb. 8: Jüngere Alternativen zu der DSCC/DSBC-Topologie für den Einsatz in der Hochspan-
nungsgleichstromübertragung. (a): Augmented Modular Multilevel Converter (AMMC) [60]. 
(b): Controlled Transition Bridge (CTB) [61]. (c): Ein hybrider MMCC [82]. 
1.5 KONZEPT UND GLIEDERUNG DER ARBEIT 
1.5.1 ZIEL DER ARBEIT 
Manche modularen Multilevelschaltungen (z.B. DSCC, SDBC) haben interne Stromkreise. In 
diesen können für bestimmte Zwecke zusätzliche Stromkomponenten eingespeist werden, zum 
Beispiel für die Übertragung der Energie zwischen den Zweigen [83], Energierippelreduktion 
[76] oder für die Verlustminimierung [84–86].  
Die Injektion der Kreisströme für die Regelung der Zweigenergien gehört zur Grundfunktion 
einer derartigen Schaltung. Bisher wurden viele Arbeiten veröffentlicht, in denen Kreisströme 
zur Reduzierung des Energiehubes in den Zellenkondensatoren verwendet wurden. Eine alterna-
tive Optimierungsoption ist es, die Effizienz eines MMC mit dem gezielt ausgerechneten Kreis-
strom zu steigern. In einigen Arbeiten wurde behauptet, dass das Verlustminimum eines MMC 
beim Betrieb ohne Kreisstrom erreicht wird. Andererseits gab es in anderen Veröffentlichungen 
experimentell gewonnene Hinweise darauf, dass eine Kreisstromeinspeisung die Effizienz stei-
gern kann [83]. Eine iterative Bestimmung der verlustoptimalen Kreisstromoberschwingungen 
wurde in [87] beschrieben.  
Wie im Abschnitt 1.3 erwähnt wurde, fängt der Einsatzbereich modularer Multilevelumrichter 
bei mehreren Megawatts an. Je höher die Leistung, desto wichtiger ist die Stromrichtereffizienz. 
Dabei bilden die Verluste nicht nur einen Teil der Betriebskosten. Schon in der Entwicklungs-
phase spielen sie eine Rolle, wenn das Kühlungssystem dimensioniert wird. Eine höhere Effizi-
enz wird begleitet von einem geringeren Aufwand für das Temperaturmanagement. Zur Steige-
rung der Effizienz wurde in [84] im DSCC die zweite Oberschwingung des (internen) Kreis-
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stromes mit iterativ bestimmter Amplitude und Phase beschrieben. Die Minimierung einer Ge-
samtverlustfunktion in dem Zeitbereich hat in den Simulationen eine höhere Verlustersparnis 
ergeben [85, 86]. 
Das Ziel der vorliegenden Arbeit ist das Formulieren eines verallgemeinerten Verfahrens, wel-
ches die Bestimmung des verlustoptimalen Kreisstromes für einen MMCC in jedem Arbeits-
punkt und mit jedem Schaltertypen erlaubt. Der Ansatz für die Effizienzoptimierung ist es, eine 
Gesamtverlustfunktion ݌௧௢௧ des Stromrichters zu ermitteln und die stromrichterinternen Ströme 
݅ஊఈ, ݅ஊఉ so einzuspeisen, dass diese Funktion minimiert wird. Weiterhin wird die Frage gestellt, 
von welchen Stromrichtereigenschaften das Optimierungspotential abhängt und warum. 
Es werden Verlustmodelle für den DSCC-Umrichter mit MOSFET- und IGBT-Schaltern erstellt 
und praktisch realisierbare Optimierungsansätze untersucht. Die Verlustfunktion ݌௧௢௧ wird nach 
dem Mittelwertansatz gebildet und zu einer verallgemeinerten Form gebracht. Danach erfolgt die 
Minimierung. Eine auf einem Verlustmodell basierende und in dem Zeitbereich implementierte 
Optimierung zeigte in den Simulationen bessere Ergebnisse, als bekannte Ansätze aus der Litera-
tur. Der Einfluss auf die Gesamteffizienz und auf die einzelnen Verlustkomponenten wird für 
unterschiedliche Stromrichterdimensionierungen simulationstechnisch untersucht.  
Nach der Definition der wichtigsten Größen und der Beschreibung von den Grundlagen zu der 
Schaltung in dem Abschnitt 2 wird in dem Abschnitt 3 ein Modellbildungsansatz für die Verluste 
in der Schaltung vorgestellt. Je nach Approximation der Durchlassverluste wird zwischen zwei 
Modelltypen unterschieden. Nach der Vorstellung eines Zweigverlustmodells wird eine Gesamt-
verlustfunktion des Stromrichters als Funktion von dem Kreisstrom in ߙߚ-Koordinaten hergelei-
tet. In dem Abschnitt 4 werden die Eigenschaften dieser Funktion untersucht und ein geeignetes 
Optimierungsverfahren gefunden. Anschließend wird im Abschnitt 5 der ausgesuchte Optimie-
rungsalgorithmus an unterschiedlichen Stromrichterdimensionierungen simulationstechnisch 
verifiziert.  
1.5.2 VERÖFFENTLICHUNGEN UND PATENTANMELDUNGEN IM RAHMEN DIESER ARBEIT 
Im Laufe dieser Arbeit wurden einige Konferenzbeiträge veröffentlicht: 
 A. Dudin, A. Fischer, T. Ellinger, J. Petzoldt: „Cell voltage balancing controller for the 
modular multilevel converter arm using symmetrical transformation“, PCIM Europe 
2016; International Exhibition and Conference for Power Electronics, Intelligent Motion, 
Renewable Energy and Energy Management, Nürnberg, Deutschland 
 A. Dudin, T. Ellinger, J. Petzoldt, O. V. Nos: „State of Charge Control of the Mixed-Type 
Battery Energy Storage System based on the Modular Multilevel Converter„, EDM 2016; 
17th International Converence of Young Specialists on Micro/Nanotechologies and Elec-
tron Devices, Erlagol, Russland 
 A. Dudin, U. Rädel, J. Petzoldt: „Increasing the efficiency of the Modular Multilevel 
Converter with MOSFET switches using Lagrange multipliers“, EPE 2015 ECCE-
Europe, 17th European Conference on Power Electronics and Applications, Genf, 
Schweiz 
 A. Dudin, A. Fidelak, J. Petzoldt: „Effect of the loss-minimizing circulating current on the 
Modular Multilevel Converter with IGBT switches“, EPE 2016 ECCE Europe, 18th Eu-
ropean Conference on Power Electronics and Applications, Karlsruhe, Deutschland 
 A. Dudin, M. Suberski, A. Fischer, J. Petzoldt: „Control of the Modular Multilevel Con-
verter Motor Drive with Integrated Energy Storage System“, EPE 2016 ECCE Europe, 
18th European Conference on Power Electronics and Applications, Karlsruhe, Deutsch-
land 
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Zwei Verfahren zur Verlustreduzierung durch Einspeisung von Kreisströmen und eine MMC-
Schaltung mit Steuerverfahren wurden zu Patent angemeldet: 
 A. Dudin, U. Rädel, J. Petzoldt: „Schaltungsanordnung zur bidirektionalen Kopplung ei-
nes Gleichspannungssystems mit mehreren Wechselspannungssystemen und Verfahren zur 
Steuerung einer solchen Schaltungsanordnung“, DE 10 2015 008 369 A1 
 A. Dudin, U. Rädel, J. Petzoldt: „Verfahren zur Reduzierung der Verluste in einem modu-
laren Mehrpunktumrichter“, DE 10 2015 011 004 A1 
 A. Dudin, U. Rädel, J. Petzoldt: „Verfahren zur Reduzierung der Verluste des modularen 
Mehrpunktumrichters in Dreieckkonfiguration“, DE 10 2016 006 454 A1 
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2. GRUNDLAGEN ZUR DSCC-TOPOLOGIE 
2.1 NOMENKLATUR UND MODELLBILDUNG  
2.1.1 DSCC-TOPOLOGIE UND GRÖßENBEZEICHNUNGEN 
Abb. 9 zeigt das Ersatzschaltbild der DSCC-Schaltung nach [1]. Mit dieser Topologie wird das 
durch die Gleichspannungsquellen ݑ௘/2 gebildete Gleichspannungssystem mit dem Dreh-
stromsystem bestehend aus den Spannungsquellen ݑ௔ଵ/ଶ/ଷ bidirektional gekoppelt.  
 
Abb. 9: Zur Definition der Größen in der DSCC-Schaltung 
Die Wechselspannungen ݑ௔௬ und Wechselströme ݅௔௬ werden definiert als 
ݑ௔௬ ൌ ݑො௔௬ cos൫߱௔ݐ ൅ ߛ௬൯ (2.1)
݅௔௬ ൌ ଓ௔̂௬ cos൫߱௔ݐ ൅ ߛ௬ െ ߮௔൯ (2.2)
mit ߛ௬ ∈ ሾ0,െ2ߨ/3,െ4ߨ/3ሿ für das Mitsystem.  
Die Zweiggrößen sind mit den Indizes ݔݕ versehen, ݔ ∈ ሾ݌, ݊ሿ für den jeweils an die positive 
oder negative Sammelschiene angeschlossenen Zweig und ݕ ∈ ሾ1,2,3ሿ	 für die Phasennummer. 
Ein Umrichterzweig besteht aus ݉ reihengeschalteten Halbbrückenzellen. Die Zellengrößen ha-
ben zusätzliche Indizes ݖ ∈ ሾ1,… ,݉ሿ für die Position in dem Zweig.  
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2.1.2 MITTELWERTMODELL EINER HALBBRÜCKENKASKADE 
Sofern nicht explizit erläutert, werden die Zusammenhänge zwischen den Größen einer Halbbrü-
ckenzelle durch das Mittelwertmodell (MWM) nachgebildet: 
ݑ௫௬௭ ൌ 1௉ܶ න ݑ௫௬௭ሺݐሻ݀ݐ
௧బା்ು
௧బ
ൌ ݀௫௬௭ݑ௖௫௬௭ (2.3)
݅௖௫௬௭ ൌ 1௉ܶ න ݅௖௫௬௭ሺݐሻ݀ݐ
௧బା்ು
௧బ
ൌ ݀௫௬௭݅௖௫௬௭ (2.4)
mit ݀௫௬௭ ൌ ாܶ/ ௉ܶ – Tastverhältnis der Halbbrücke (s. Abb. 10), ௉ܶ ൌ 1/ ௣݂ – Pulsperiode. 
 
Abb. 10: Zum Mittelwertmodell einer Halbbrückenzelle.  
(a): Schaltzustände der Zelle. (b) Zeitverlauf der Kondensator- und der Zellenspannung 
Der Einfachheit halber wird bei den Betrachtungen auf Topologieebene angenommen, dass alle 
Zellen identisch und alle Zellengrößen gleich sind: 
Unter diesen Annahmen ist die Zweigspannung ݑ௫௬ gleich 
Zur Beschreibung der Zusammenhänge zwischen den Zweigkondensatorspannungen sowie der 
Gleichspannung und der Wechselspannungsamplitude dienen in dem stationären Zustand mit 
ݑො௔ଵ ൌ ݑො௔ଶ ൌ ݑො௔ଷ ൌ ݑො௔ die Modulationsfaktoren ܯௗ und ܯ௖: 
ܯௗ ൌ 2ݑො௔ݑ௘  (2.8)
ܥ௖௫௬ଵ ൌ ⋯ ൌ ܥ௖௫௬௠ ൌ ܥ,	
ݑ௫௬ଵ ൌ ⋯ ൌ ݑ௫௬௠,	
ݑ௖௫௬ଵ ൌ ⋯ ൌ ݑ௖௫௬௠,	
݀௫௬ଵ ൌ ⋯ ൌ ݀௫௬௠, 
(2.5)
ݑ௫௬ ൌ෍ݑ௫௬௭
௠
௭ୀଵ
ൌ ݉ݑ௫௬௭	 (2.6) 
ݑ௖௫௬ ൌ෍ݑ௖௫௬௭
௠
௭ୀଵ
ൌ ݉ݑ௖௫௬௭	 (2.7) 
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ܯ௖ ൌ 2ݑො௔݉ݑ௖௫௬௦଴ (2.9)
2.2 KNOTEN- UND MASCHENANALYSE DER DSCC-SCHALTUNG 
2.2.1 ZWEIGSPANNUNGEN 
Die Analyse der Zweigspannungen erfolgt anhand von Abb. 11. Die Gleichungen für die Ma-
schen ܯ௣/௡௬ sind 
	ݑ௘2 ൌ ሺܴ௘ ൅ ܴሻ݅௣/௡௬ ൅ ሺܮ௘ ൅ ܮሻ
݀
݀ݐ ݅௣/௡௬ ൅ ݑ௣/௡௬ േ ܴ௔݅௔௬ േ ܮ௔
݀
݀ݐ ݅௔௬ േ ݑ௔௬ േ ݑ௔଴	 (2.10)
Nach ݑ௣/௡௬ umgestellt: 
ݑ௣/௡௬ ൌ 	ݑ௘2 െ ሺܴ௘ ൅ ܴሻ݅௣/௡௬ െ ሺܮ௘ ൅ ܮሻ
݀
݀ݐ ݅௣/௡௬ ∓ ܴ௔݅௔௬ ∓ ܮ௔
݀
݀ݐ ݅௔௬ ∓ ݑ௔௬ ∓ ݑ௔଴ (2.11)
R
L
ua1
Mp3
ua0
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Abb. 11: Zur Definition der Stromregelstrecken im MMC 
Die DC- und AC-seitigen Komponenten der Zweigspannungen lassen sich trennen, indem die 
gemittelte Summe ݑఀ௬ und Differenz ݑ௱௬ von (2.10) und (2.11) gebildet werden: 
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ݑఀ௬ ൌ 12 ൫ݑ௣௬ ൅ ݑ௡௬൯ ൌ 	
ݑ௘
2 െ ሺܴ௘ ൅ ܴሻ݅ఀ௬ െ ሺܮ௘ ൅ ܮሻ
݀
݀ݐ ݅ఀ௬  (2.12)
ݑ௱௬ ൌ 12 ൫ݑ௣௬ െ ݑ௡௬൯ ൌ 	െܴ௔݅௔௬ െ ܮ௔
݀
݀ݐ ݅௔௬ െ ݑ௔௬ െ ݑ௔଴  (2.13)
mit dem Σ-Strom  
݅ஊ௬ ൌ 12 ൫݅௣௬ ൅ ݅௡௬൯ (2.14)
Die Clarke-Transformation (s. Anhang A.1) von (2.12)-(2.13) ergibt  
൥
ݑఀఈݑఀఉݑఀ଴
൩ ൌ ሾܥሿିଵ ൥
ݑఀଵݑఀଶݑఀଷ
൩ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ െܴ݅ఀఈ െ ܮ ݀݀ݐ ݅ఀఈ
െܴ݅ఀఉ െ ܮ ݀݀ݐ ݅ఀఉ
ݑ௘
2 െ ൬
ܴ௘
3 ൅ ܴ൰ ݅ఀ଴ െ ൬
ܮ௘
3 ൅ ܮ൰
݀
݀ݐ ݅ఀ଴ے
ۑ
ۑ
ۑ
ۑ
ې
		 (2.15)
൥
ݑ௱ఈݑ௱ఉݑ௱଴
൩ ൌ ሾܥሿିଵ ൥
ݑ௱ଵݑ௱ଶݑ௱ଷ
൩ ൌ
ۏ
ێێ
ێ
ۍെܴ௔݅௔ఈ െ ܮ௔ ݀݀ݐ ݅௔ఈ െ ݑ௔ఈ
െܴ௔݅௔ఉ െ ܮ௔ ݀݀ݐ ݅௔ఉ െ ݑ௔ఉെݑ௔଴ ے
ۑۑ
ۑ
ې
		 (2.16)
Die in (2.12)-(2.13) eingesetzte Σ/Δ-Zerlegung ist für viele Zweiggrößen praktisch und kann für 
eine Größe ݔ allgemein formuliert werden: 
ቈ
ݔஊ௬
ݔ୼௬቉ ൌ
1
2 ቈ
1 1
1 െ1቉ ቈ
ݔ௣௬
ݔ௡௬቉ 
(2.17)
ቈ
ݔ௣௬
ݔ௡௬቉ ൌ ቈ
1 1
1 െ1቉ ቈ
ݔஊ௬
ݔ୼௬቉ 
(2.18)
2.2.2 ZWEIGSTRÖME 
Da die DSCC-Schaltung mehrere Spannungsquellen und Stromknoten hat, wird für die 
Zweigstromanalyse das Superpositionsprinzip eingesetzt. Es werden zwei Fälle untersucht, in 
denen jeweils nur einer von den zwei äußeren Stromkreisen vom Strom durchflossen ist:  
a) ݅௔ଵ/ଶ/ଷ ൌ 0 
b) ݅ஊଵ/ଶ/ଷ ൌ 0  
Abb. 12 zeigt Ersatzschaltbilder zu den Fällen (a) und (b). Für die beiden Fälle werden die 
Zweigströme ݅௣/௡௬ሺ௔ሻ und ݅௣/௡௬ሺ௕ሻ bestimmt. Die tatsächlichen Zweigströme ergeben sich als 
Überlagerung der Ströme aus den beiden Fällen: 
݅௣/௡௬ ൌ ݅௣/௡௬ሺ௔ሻ ൅ ݅௣/௡௬ሺ௕ሻ (2.19)
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Abb. 12: Zur Bestimmung der Zweigströme nach dem Superpositionsprinzip 
Für den Fall (a) ergeben sich aus den Stromknoten ܭ௣/௡ und ܭ௔௬ das Gleichungssystem 
݅௣௬ሺ௔ሻ ൅ ݅௡௬ሺ௔ሻ ൌ 2݅ஊ௬ 
݅௣௬ሺ௔ሻ െ ݅௡௬ሺ௔ሻ ൌ 0 
(2.20)
mit der Lösung 
݅௣/௡௬ሺ௔ሻ ൌ ݅ஊ௬ (2.21)
Für den Fall (b) ergibt sich für jeden Stromknoten ܭ௔௬ die Gleichung 
݅௣௬ሺ௕ሻ െ ݅௡௬ሺ௕ሻ ൌ ݅௔௬ (2.22)
Da die Ströme ݅ஊ୷ schon in dem Fall (a) berücksichtigt worden sind, gilt für den Fall (b) die Be-
dingung ݅ஊ୷ ൌ 0 und die Gleichung 
݅௣௬ሺ௕ሻ ൅ ݅௡௬ሺ௕ሻ ൌ 0 (2.23)
Die Lösung des Gleichungssystems (2.22)-(2.23) ist  
݅௣/௡௬ሺ௕ሻ ൌ േ ݅௔௬2  (2.24)
Nun können die echten Zweigströme durch das Einsetzen von (2.21) und (2.24) in (2.19) be-
stimmt werden:  
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݅௣/௡௬ ൌ ݅ஊ௬ േ ݅௔௬2  (2.25)
Die Σ-Ströme können auch als Superposition ihrer Modalkomponenten dargestellt werden: 
൥
݅ఀଵ݅ఀଶ݅ఀଷ
൩ ൌ ቎
1 0 1
െ1/2 √3/2 1
െ1/2 െ√3/2 1
቏ ቎
݅ఀఈ݅ఀఉ
݅ఀ଴
቏	 (2.26)
Die Nullkomponente ݅ஊ଴ ist dem Strom ݅௤௘ proportional: 
݅௘ ൌ ෍ ݅௣/௡
ଷ
௬ୀଵ
ൌ 3݅ஊ଴, ݅ஊ଴ ൌ ݅௘3  (2.27)
Mit den Komponenten ݅ஊఈ, ݅ஊఉ wird der stromrichterinterne Kreisstrom beschreiben.  
2.3 ZWEIGLEISTUNGEN UND ENERGIEN 
Im Vergleich zu den Schaltungen mit einer zentralen Zwischenkreiskapazität werden in den 
Kondensatoren der MMCs wesentlich größere Energiemengen gespeichert. Bei dynamischen 
Ereignissen wie z.B. Stromsprünge entstehen Asymmetrien zwischen den Energien der einzelnen 
Zweige, die beseitigt werden müssen. Grundlage für die Synthese einer Energieregelstruktur ist 
eine Analyse der Zweigleistungsflüsse und eine Definition von praktisch günstigen Stellgrößen.  
2.3.1 ZUSAMMENSETZUNG EINER ZWEIGLEISTUNG 
Bei Vernachlässigung der Spannungsabfälle über den Impedanzen nimmt (2.11) eine kürzere 
Form an: 
ݑ௣/௡௬ ൌ 	ݑ௘2 ∓ ݑ௔௬ ∓ ݑ௔଴ (2.28)
Die Multiplikation von (2.28) mit (2.25) ergibt die Zweigleistungsgleichung 
݌௣/௡௬ ൌ ቀݑ௘2 ∓ ݑ௔௬ ∓ ݑ௔଴ቁ ൬݅ஊ௬ േ
݅௔௬
2 ൰ 
ൌ ݑ௘݅ஊ௬2 േ
ݑ௘݅௔௬
4 ∓ ݑ௔௬݅ஊ௬ െ
ݑ௔௬݅௔௬
2 ∓ ݑ௔଴݅ஊ௬ െ
ݑ௔଴݅௔௬
2  
(2.29)
Diese kann mit dem Transformationsansatz aus (2.17)-(2.18) als Überlagerung der Σ- und Δ-
Komponente dargestellt werden:  
݌௣/௡௬ ൌ ݌ஊ௬ േ ݌୼௬ (2.30)
mit  
݌ఀ௬ ൌ ݑ௘݅ஊ௬2 െ
ݑ௔௬݅௔௬
2 െ
ݑ௔଴݅௔௬
2  (2.31)
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݌௱௬ ൌ ݑ௘݅௔௬4 െ ݑ௔௬݅ஊ௬ െ ݑ௔଴݅ஊ௬ (2.32)
Einsetzen von (2.1)-(2.2) in (2.31)-(2.32) ergibt  
݌ఀ௬ ൌ ݑ௘݅ஊ௬ െ ݑො௔ଓ̂௔4 ܿ݋ݏሺ߮௔ሻ െ
ݑො௔ଓ௔̂
4 ܿ݋ݏ൫2߱௔ݐ ൅ 2ߛ௬ െ ߮௔൯
െ ݑ௔଴ଓ௔̂2 cos൫߱௔ݐ ൅ ߛ௬ െ ߮௔൯ 
(2.33)
݌௱௬ ൌ ݑ௘ଓ௔̂4 ܿ݋ݏ൫߱௔ݐ ൅ ߛ௬ െ ߮௔൯െݑො௔௬݅ஊ௬ ܿ݋ݏ൫߱௔ݐ ൅ ߛ௬൯ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ௣౴೤ሺೠೌሻ
െݑ௔଴݅ஊ௬ᇣᇧᇤᇧᇥ
௣౴೤ሺೠబሻ
 (2.34)
Die Darstellung von den Zweigleistungen in natürlichen Koordinaten zeigt die Wirkung der ein-
zelnen Größen in den einzelnen Phasen. Bei dieser Darstellungsweise liegt keine deutliche Tren-
nung zwischen den stromrichterinternen und -externen Leistungsflüssen vor. Mit der ߙߚ0-
Transformation von Σ- und Δ-Leistungen wird ein leichterer Überblick über die praktisch rele-
vanten Größen erschaffen. Aus diesem Grunde werden in folgenden Abschnitten die ߙߚ0-
Komponenten von ݌ఀ௬ und ݌୼௬ untersucht.  
2.3.2 HORIZONTALE LEISTUNGSFLÜSSE 
Die Clarke-Transformation von (2.33) liefert 
൥
݌ఀఈ݌ఀఉ݌ఀ଴
൩ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ ݑො௔ଓ̂௔4 ܿ݋ݏሺ2߱௔ݐ െ ߮௔ሻ
െݑො௔ଓ̂௔4 ݏ݅݊ሺ2߱௔ݐ െ ߮௔ሻ
ݑ௘݅௘
6 െ
ݑො௔ଓ௔̂
4 ܿ݋ݏሺ߮௔ሻ ے
ۑ
ۑ
ۑ
ۑ
ې
ᇣᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇥ
௣೸೟ഀഁబ
െݑ௘2 ቎
݅ஊఈ݅ஊఉ
݅ஊ଴
቏
ᇣᇧᇧᇤᇧᇧᇥ
௣೸ೞഀഁబ
െ ݑ௔଴ଓ௔̂2 ൥
ܿ݋ݏሺ߱௔ݐ െ ߮௔ሻ
ݏ݅݊ሺ߱௔ݐ െ ߮௔ሻ0
൩ (2.35)
Der Term ݌ఀ௧ఈఉ଴ kann dem Energietransport durch den Stromrichter zugewiesen werden. Sein 
ߙߚ-Anteil kann eliminiert werden, indem ein Σ-Strom ݅௓௣ஊ௞ eingespeist wird, der als Produkt mit 
ݑ௘ 2⁄  die notwendige Kompensationsleistung ݌ஊ௞ erzeugt [76]: 
ݑො௔ଓ௔̂
4 ൥
ܿ݋ݏሺ2߱௔ݐ െ ߮௔ሻ
െ ݏ݅݊ሺ2߱௔ݐ െ ߮௔ሻ0
൩ െ ݑ௘2 ൥
݅௓ఈ௣ஊ௞
݅௓ఉ௣ஊ௞
0
൩ ൌ 0 (2.36)
൥
݅௓ఈ௣ஊ௞
݅௓ఉ௣ஊ௞
0
൩ ൌ ݑො௔ଓ௔̂2ݑ௘ ൥
ܿ݋ݏሺ2߱௔ݐ െ ߮௔ሻ
െݏ݅݊ሺ2߱௔ݐ െ ߮௔ሻ0
൩ (2.37)
݌ஊ௞ఈఉ଴ ൌ െݑ௘2 ൥
݅௓ఈ௣ஊ௞
݅௓ఉ௣ஊ௞
0
൩ ൌ െݑො௔ଓ௔̂4 ൥
ܿ݋ݏሺ2߱௔ݐ െ ߮௔ሻ
െݏ݅݊ሺ2߱௔ݐ െ ߮௔ሻ0
൩ (2.38)
Aus der Leistungsbilanzbedingung ݌ఀ௧଴ ൌ 0 ergeben sich gegenseitige Abhängigkeiten zwischen 
݅௘଴ und ଓ௔̂ für den stationären Betrieb im Wechsel- und Gleichrichtermodus: 
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݅௘଴ ൌ 14ܯௗଓ௔̂ cosሺ߮௔ሻ (2.39)
ଓ௔̂ ൌ 4݅௘଴ܯௗ cosሺ߮௔ሻ (2.40)
Die Steuerung von den horizontalen Wirkleistungsflüssen für die Phasenenergieregelung erfolgt 
mit frequenzfreien Σ-Strömen ݅ஊ௦ఈ/ఉ/଴ሺ௣ஊሻ: 
൥
݌ఀ௦ఈ݌ఀ௦ఉ݌ఀ௦଴
൩ ൌ െݑ௘2 ቎
݅ஊୱఈሺ௣ஊሻ
݅ஊୱஒሺ௣ஊሻ
݅ஊୱ଴ሺ௣ஊሻ
቏
ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
௣೸ೞഀഁబ
 (2.41)
Die Regelstreckengleichung für die Symmetrierung von Σ-Energien ist 
൥
ݓఀఈݓఀఉݓఀ଴
൩ ൌ ݑ௘2 න ቎
݅ஊୱఈሺ௣ஊሻ
݅ஊୱஒሺ௣ஊሻ
݅ఀ௦଴ሺ௣ஊሻ
቏ ሺݐሻ ݀ݐ (2.42)
Mit den Kreisströmen ݅௓௣ஊ௞ und ݅ஊ௦ሺ௣ஊሻ nimmt (2.35) die Form 
൥
݌ఀఈ݌ఀఉ݌ఀ଴
൩ ൌ ݌ఀ௧ఈఉ଴ ൅ ݌ஊ௞ఈఉ଴ ൅ ݌ఀ௦ఈఉ଴ െ ݑ௔଴ଓ௔̂2 ൥
ܿ݋ݏሺ߱௔ݐ െ ߮௔ሻ
ݏ݅݊ሺ߱௔ݐ െ ߮௔ሻ0
൩ (2.43)
2.3.3 VERTIKALE LEISTUNGSFLÜSSE 
Zum Stellen vertikaler Leistungsflüsse stehen die Terme ݌୼௬ሺ௨௔ሻ und ݌୼௬ሺ௨଴ሻ von (2.34) zur Ver-
fügung. Der Term ݌୼௬ሺ௨௔ሻ wird in netzbetriebenen Stromrichtern verwendet [88, 89], wo das 
Einspeisen einer Nullspannung ݑ௔଴ unerwünscht ist. Von dem Term ݌୼௬ሺ௨଴ሻ wird in elektrischen 
Antrieben Gebrauch gemacht, wo die Spannungsamplituden ݑො௔௬ bei niedrigen Drehzahlen zu 
gering sind, um einen vertikalen Energietransport herzustellen [76, 83, 90].  
Die Klemmenspannungen ݑ௔௬ können mehrere Harmonischen aufweisen. Ziel ist nun, die Terme 
݌୼௬ሺ௨௔ሻ und ݌୼௬ሺ௨଴ሻ von (2.34) durch den Strom ݅ஊ derart zu beeinflussen, dass die transformier-
ten Leistungsflüsse ݌௱ఈ/ఉ/଴ voneinander unabhängig gestellt werden können. Eine beliebige, ݊-
te Harmonische von ݑ௔௬ wird beschrieben als 
ݑ௔௬ሺ௡ሻ ൌ ݑො௔௬ሺ௡ሻ cos ቀ݊൫ߴ ൅ ߛ௬൯ቁ (2.44)
Alle dreifachen Harmonischen ergeben für ݊ߛ௬ ganze Vielfache von 2ߨ. Aufgrund dessen bilden 
dreifache Harmonischen Nullsysteme und werden der Spannung ݑ௔଴ zugewiesen: 
ݑ௔଴ሺ௡ሻ ൌ ݑො௔଴ሺ௡ሻ cosሺ݊ߴሻ ∀	݊ ൌ 3݇, ݇ ∈ Ժ (2.45)
Die restlichen Harmonischen werden den symmetrischen Quellenspannungen ݑ௔ଵ/ଶ/ଷ zugewie-
sen: 
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ݑ௔௬ሺ௡ሻ ൌ ݑො௔௬ሺ௡ሻ cos ቀ݊൫ߴ ൅ ߛ௬൯ቁ∀ ݊ ് 3݇, ݇ ∈ Ժ (2.46)
Um als Produkt mit einer sinusförmigen Spannung einen vertikalen Wirkleistungsfluss zwischen 
zwei Zweigen einer Phase herzustellen, muss der Strom ݅ఀ௬ die Frequenz der jeweiligen Span-
nung haben. Bei einer sinusförmigen Spannung und einem sinusförmigen Σ-Strom gleicher Fre-
quenz ist der Wirkleistungsfluss maximal, wenn der Phasenwinkel des Σ-Stromes dem Phasen-
winkel der jeweiligen Spannung gleich ist. Für das Stellen transformierter Leistungsflüsse in 
einem Dreiphasensystem können allerdings Anpassungen an den Stromphasenwinkel notwendig 
sein, um z.B. die Anforderungen an die Symmetrie des Σ-Stromes zu erfüllen.  
Aus der Literatur sind Ansätze bekannt, nach denen netzfrequenter Σ-Strom in dem 2. Term von 
(2.34) aus natürlichen oder rotierenden ݀ݍ-Koordinaten vorgegeben wurde [83, 88, 89]. Im Pro-
dukt mit einer Nullspannung (3. Term von (2.34)) erzeugen die ݀ݍ-Komponenten des Σ-Stromes 
keine Wirkleistungsflüsse, wobei die Stromvorgabe aus natürlichen und ߙߚ0-Koordinaten be-
kannt ist [76, 83]. Die Nutzung von modalen Komponenten des Σ–Stromes ist bei einer Leis-
tungsanalyse praktisch, weil bei dieser Darstellungsweise die Trennung seiner Nullkomponente 
von den stromrichterinternen symmetrischen Komponenten ersichtlich ist.  
Für den symmetrischen Teil des Σ-Stromes ist die Darstellung in ߙߚ0-Koordinaten günstig. In 
diesem Fall erfolgt die Untersuchung der Zusammenwirkung des Σ-Stromes mit den symmetri-
schen Komponenten sowie mit dem Nullanteil der Spannung ݑ௔ im gleichen Koordinatensystem. 
Aus diesem Grunde wird für die Analyse von ݌୼௬ሺ௨௔ሻ und ݌୼௬ሺ௨଴ሻ ein Σ-Strom in ߙߚ0-
Koordinaten eingesetzt.  
Ein rotierender Raumzeiger kann durch seine ߙ- und eine ߚ-Komponenten beschrieben werden, 
die zu dem absoluten Phasenwinkel ߴሺ௡ሻ sowie zueinander um jeweils einen festen Winkel ver-
setzt sind. Wird jeder Komponente jeweils ein eigener, frei wählbarer Phasenwinkel zugewiesen, 
dann können sowohl rotierende Raumzeiger mit unterschiedlichen Phasenwinkeln und Drehrich-
tungen beschrieben werden, als auch symmetrische Ströme, die als Produkt mit einer Nullspan-
nung Leistungsflüsse erzeugen sollen. Eine günstige Alternative für die Zuweisung von variablen 
Phasenwinkeln ist das Aufteilen jeder modalen Komponente in jeweils zwei um ߨ/2 zueinander 
versetzte Vektoren: 
݅ஊఈሺ௡ሻ ൌ ଓஊ̂ఈଵሺ௡ሻ cos൫ߴሺ௡ሻ൯ ൅ ଓஊ̂ఈଶሺ௡ሻ cos ቀߴሺ௡ሻ ൅ ߨ2ቁ 
݅ஊఉሺ௡ሻ ൌ ଓஊ̂ఉଵሺ௡ሻ cos ቀߴሺ௡ሻ ൅ ߨ2ቁ ൅ ଓ̂ஊఉଶሺ௡ሻ cos൫ߴሺ௡ሻ ൅ ߨ൯ 
݅ஊ଴ሺ௡ሻ ൌ ଓ̂ஊ଴ଵሺ௡ሻ cos൫ߴሺ௡ሻ൯ ൅ ଓஊ̂଴ଶሺ௡ሻ cos ቀߴሺ௡ሻ ൅ ߨ2ቁ 
(2.47)
Somit bleiben die oben erwähnten Freiheiten erhalten, wobei die Leistungsflüsse nicht mehr mit 
trigonometrischen, sondern mit algebraischen Gleichungen beschrieben werden. Die Komponen-
ten ଓஊ̂ఉଵ/ଶሺ௡ሻ sind zu den Komponenten ଓ̂ஊఈଵሺ௡ሻ um jeweils ߨ/2 versetzt, sodass die Paare 
ଓஊ̂ఈଵሺ௡ሻ, ଓஊ̂ఉଵሺ௡ሻ und ଓ̂ஊఈଶሺ௡ሻ, ଓஊ̂ఉଶሺ௡ሻ orthogonal sind.  
a) Nutzung rotierender Spannungssysteme im Wechselspannungsnetz 
Wie im Anhang A.2 hergeleitet, gelten für den stationären Zustand mit ݑො௔ଵሺ௡ሻ ൌ ݑො௔ଶሺ௡ሻ ൌ
ݑො௔ଷሺ௡ሻ ൌ ݑො௔ሺ௡ሻ folgende Zusammenhänge: 
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൥
݌௱ఈ݌௱ఉ݌௱଴
൩
ሺ௡ሻ
ൌ െݑො௔ሺ௡ሻ4 ൥
1 0 െ1 0 2 0
0 1 0 1 0 2
1 0 1 0 0 0
൩ ሾଓఀ̂ఈଵ ଓఀ̂ఈଶ ଓఀ̂ఉଵ ଓఀ̂ఉଶ ଓఀ̂଴ଵ ଓఀ̂଴ଶሿሺ௡ሻ்	 
∀	݊ ് 3݇, ݇ ∈ Ժ 
(2.48)
Da alle drei Leistungen in (2.48) ohne die Nullstromanteile ଓ௘̂଴ଵሺ௡ሻ, ଓ௘̂଴ଶሺ௡ሻ beeinflusst werden 
können, werden die letzteren gleich null gesetzt, um den Strom in den DC-Schienen unverändert 
zu lassen. Das Ergebnis ist ein System mit drei Gleichungen und vier Variablen: 
൥
݌௱ఈ݌௱ఉ݌௱଴
൩
ሺ௡ሻ
ൌ െݑො௔ሺ௡ሻ4 ൥
1 0 െ1 0
0 1 0 1
1 0 1 0
൩ ሾଓ̂௘ఈଵ ଓ̂௘ఈଶ ଓ௘̂ఉଵ ଓ௘̂ఉଶሿሺ௡ሻ் (2.49)
Aus der Gleichheit von den Beträgen der zu den Leistungen ݌୼ఈሺ௡ሻ, ݌୼଴ሺ௡ሻ gehörenden Koeffi-
zienten folgt, dass die resultierenden Stromraumzeiger ebenfalls kreisförmige Laufbahnen auf-
weisen. Die Transformation der ersten zwei Gleichungen von (2.47) in ݀ݍ-Koordinaten nach 
(5.32) ergibt für ߱௏஽ݐ ൌ ߴሺ௡ሻ die Gegensystemkomponenten ݅ௗ/௤ሺି௡ሻ 
൤݅ௗሺି௡ሻ݅௤ሺି௡ሻ൨ ൌ
1
2 ቂ
1 െ1
0 0 ቃ ൤
ଓ̂௘ఈଵ
ଓ௘̂ఉଵ൨ሺ௡ሻ
൅ 12 ቂ
0 0
1 െ1ቃ ൤
ଓ௘̂ఈଶ
ଓ௘̂ఉଶ൨ሺ௡ሻ
൅ 12 ቈ
cos൫2ߴሺ௡ሻ൯ cos൫2ߴሺ௡ሻ൯
െ sin൫2ߴሺ௡ሻ൯ െ sin൫2ߴሺ௡ሻ൯቉ ൤
ଓ̂௘ఈଵ
ଓ௘̂ఉଵ൨ሺ௡ሻ
൅ 12 ቈ
െ sin൫2ߴሺ௡ሻ൯ െ sin൫2ߴሺ௡ሻ൯
െ cos൫2ߴሺ௡ሻ൯ െ cos൫2ߴሺ௡ሻ൯቉ ൤
ଓ௘̂ఈଶ
ଓ̂௘ఉଶ൨ሺ௡ሻ
 
(2.50)
und für ߱௏஽ݐ ൌ െߴሺ௡ሻ die Mitsystemströme ݅ௗ/௤ሺା௡ሻ 
൤݅ௗሺା௡ሻ݅௤ሺା௡ሻ൨ ൌ
1
2 ቂ
1 1
0 0ቃ ൤
ଓ௘̂ఈଵ
ଓ̂௘ఉଵ൨ሺ௡ሻ
൅ 12 ቂ
0 0
െ1 െ1ቃ ൤
ଓ௘̂ఈଶ
ଓ௘̂ఉଶ൨ሺ௡ሻ
൅12 ቈ
	cos൫2ߴሺ௡ሻ൯ െ cos൫2ߴሺ௡ሻ൯
	sin൫2ߴሺ௡ሻ൯ െ sin൫2ߴሺ௡ሻ൯቉ ൤
ଓ௘̂ఈଵ
ଓ̂௘ఉଵ൨ሺ௡ሻ
൅ 12 ቈ
െ sin൫2ߴሺ௡ሻ൯ sin൫2ߴሺ௡ሻ൯
cos൫2ߴሺ௡ሻ൯ െ cos൫2ߴሺ௡ሻ൯቉ ൤
ଓ௘̂ఈଶ
ଓ̂௘ఉଶ൨ሺ௡ሻ
(2.51)
Aus dem Vergleich von (2.49) mit (2.50)-(2.51) lassen sich folgende Zusammenhänge ziehen: 
ሾ݌୼ఈ ݌୼ఉ ݌୼଴ሿሺ௡ሻ் ൌ ݂ሺሾ݅ௗሺି௡ሻ ݅௤ሺି௡ሻ ݅ௗሺା௡ሻሿ்ሻ (2.52)
Die genaue Darstellung für (2.52) wird durch das Addieren und Subtrahieren der 1. und 3. sowie 
das Addieren der 2. und 4. Spalten in (2.49) und anschließendes Einsetzen von 
݅ௗሺି௡ሻ, ݅௤ሺି௡ሻ, ݅ௗሺା௡ሻ erreicht: 
൥
݌୼ఈ݌୼ఉ݌୼଴
൩
ሺ௡ሻ
ൌ െݑො௔4 ൥
1 0 0
0 1 0
0 0 1
൩ ቎
ଓ௘̂ఈଵ െ ଓ௘̂ఉଵ
ଓ௘̂ఈଶ ൅ ଓ௘̂ఉଶ
ଓ௘̂ఈଵ ൅ ଓ௘̂ఉଵ
቏
ሺ௡ሻ
ൌ െݑො௔ሺ௡ሻ2 ൥
1 0 0
0 1 0
0 0 1
൩ ቎
݅ௗሺି௡ሻ
݅௤ሺି௡ሻ
݅ௗሺା௡ሻ
቏ (2.53)
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Aufstellen nach den Strömen: 
቎
݅ௗሺି௡ሻ
݅௤ሺି௡ሻ
݅ௗሺା௡ሻ
቏ ൌ െ 2ݑො௔ሺ௡ሻ ൥
1 0 0
0 1 0
0 0 1
൩ ൥
݌୼ఈ݌୼ఉ݌୼଴
൩
ሺ௨௔ሻሺ௡ሻ
 (2.54)
In einem beliebigen Zustand mit asymmetrischen Phasenspannungen hat (2.49) die Form 
൥
݌୼ఈ݌୼ఉ݌୼଴
൩
ሺ௡ሻ
ൌ
ۏ
ێ
ێێ
ێ
ێ
ۍ13 ൬െݑො௔ଵ ൅
1
8ݑො௔ଶ ൅
1
8ݑො௔ଷ൰
√3
24 ሺݑො௔ଶ െ ݑො௔ଷሻ
1
8 ሺݑො௔ଶ ൅ ݑො௔ଷሻ
√3
24 ሺݑො௔ଶ െ ݑො௔ଷሻ
√3
24 ሺെݑො௔ଶ ൅ ݑො௔ଷሻ
1
8 ሺെݑො௔ଶ െ ݑො௔ଷሻ
√3
8 ሺെݑො௔ଶ ൅ ݑො௔ଷሻ
1
8 ሺെݑො௔ଶ െ ݑො௔ଷሻ
1
6 ൬െݑො௔ଵ െ
1
4ݑො௔ଶ െ
1
4ݑො௔ଷ൰
√3
24 ሺെݑො௔ଶ ൅ ݑො௔ଷሻ
1
8 ሺെݑො௔ଶ െ ݑො௔ଷሻ
√3
24 ሺെݑො௔ଶ ൅ ݑො௔ଷሻے
ۑ
ۑۑ
ۑ
ۑ
ې
ሺ௡ሻ
ۏ
ێ
ێ
ۍଓ̂௘ఈଵଓ௘̂ఈଶ
ଓ௘̂ఉଵ
ଓ௘̂ఉଶے
ۑ
ۑ
ې
ሺ௡ሻ
	
(2.55)
Die Abhängigkeiten von den Strömen ݅ௗሺି௡ሻ, ݅௤ሺି௡ሻ, ݅ௗሺା௡ሻ können nach der gleichen Vorgehens-
weise bestimmt werden:  
൥
݌୼ఈ݌୼ఉ݌୼଴
൩
ሺ௡ሻ
ൌ
ۏ
ێ
ێێ
ێ
ێ
ۍ23 ൬െݑො௔ଵ െ
1
4ݑො௔ଶ െ
1
4ݑො௔ଷ൰
2
3 ൬െݑො௔ଵ ൅
1
2ݑො௔ଶ ൅
1
2ݑො௔ଷ൰
√3
6 ሺݑො௔ଶ െ ݑො௔ଷሻ
√3
6 ሺݑො௔ଶ െ ݑො௔ଷሻ
√3
3 ሺെݑො௔ଶ ൅ ݑො௔ଷሻ
1
2 ሺെݑො௔ଶ െ ݑො௔ଷሻ
1
3 ൬െݑො௔ଵ ൅
1
2ݑො௔ଶ ൅
1
2ݑො௔ଷ൰
1
3 ሺെݑො௔ଵ െ ݑො௔ଶ െ ݑො௔ଷሻ
√3
6 ሺെݑො௔ଶ ൅ ݑො௔ଷሻے
ۑ
ۑۑ
ۑ
ۑ
ې
ሺ௡ሻ
቎
݅ௗሺି௡ሻ
݅௤ሺି௡ሻ
݅ௗሺା௡ሻ
቏ 
(2.56)
Umstellen nach den Strömen ergibt  
቎
݅ௗሺି௡ሻ
݅௤ሺି௡ሻ
݅ௗሺା௡ሻ
቏
ൌ
ۏ
ێێ
ێێ
ێێ
ۍ൬െݑො௔ଵݑො௔ଶ െ ݑො௔ଵݑො௔ଷ െ 4ݑො௔ଶݑො௔ଷ6ݑො௔ଵݑො௔ଶݑො௔ଷ ൰ ቆ
െ√3ݑො௔ଶ ൅ √3ݑො௔ଷ
6ݑො௔ଶݑො௔ଷ ቇ ൬
ݑො௔ଵݑො௔ଶ ൅ ݑො௔ଵݑො௔ଷ െ 2ݑො௔ଶݑො௔ଷ
3ݑො௔ଵݑො௔ଶݑො௔ଷ ൰
൬ݑො௔ଵݑො௔ଶ ൅ ݑො௔ଵݑො௔ଷ െ 2ݑො௔ଶݑො௔ଷ6ݑො௔ଵݑො௔ଶݑො௔ଷ ൰ ቆ
√3ݑො௔ଶ െ √3ݑො௔ଷ
6ݑො௔ଶݑො௔ଷ ቇ ൬
െݑො௔ଵݑො௔ଶ െ ݑො௔ଵݑො௔ଷ െ 2ݑො௔ଶݑො௔ଷ
3ݑො௔ଵݑො௔ଶݑො௔ଷ ൰
ቆെ√3ݑො௔ଶ െ √3ݑො௔ଷ6ݑො௔ଶݑො௔ଷ ቇ ൬
െݑො௔ଶ െ ݑො௔ଷ
2ݑො௔ଶݑො௔ଷ ൰ ቆ
െ√3ݑො௔ଶ െ √3ݑො௔ଷ
3ݑො௔ଶݑො௔ଷ ቇ ے
ۑۑ
ۑۑ
ۑۑ
ې
ሺ௡ሻ
൥
݌୼ఈ݌୼ఉ݌୼଴
൩
ሺ௡ሻ
 
(2.57)
b) Nutzung des Nullsystems im Wechselspannungsnetz 
Transformierte Leistungen ݌୼ఈ/ఉ/଴ሺ௡ሻ stehen mit den Σ-Stromanteilen in dem folgenden Zusam-
menhang (s. Anhang A.3): 
൥
݌୼ఈ݌୼ఉ݌୼଴
൩
ሺ௡ሻ
ൌ െ12ݑො଴ሺ௡ሻ ൥
1 0 0
0 1 0
0 0 1
൩ ቎
ଓ̂ஊఈଵ
ଓஊ̂ఉଵ
ଓஊ̂଴ଵ
቏
ሺ௡ሻ
∀ ݊ ൌ 3݇, ݇ ∈ Ժ (2.58)
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Umstellen von (2.58) nach den Strömen ergibt 
቎
ଓஊ̂ఈଵ
ଓ̂ஊఉଵ
ଓஊ̂଴ଵ
቏
ሺ௡ሻ
ൌ െ 2ݑො଴ሺ௡ሻ ൥
1 0 0
0 1 0
0 0 1
൩ ൥
݌୼ఈ݌୼ఉ݌୼଴
൩
ሺ௡ሻ
 (2.59)
2.4 KASKADIERTE DSCC-REGELSTRUKTUR  
Abb. 13 zeigt das Signalflussdiagramm für die Regelung der DSCC-Kondensatorenergien1 bei 
hohen und niedrigen Frequenzen. In [83] wurde die Umschaltung zwischen dem sogenannten hf- 
und lf-Betriebsmodus (engl. high / low frequency) mit Hilfe von linearen Faktoren vorgeschla-
gen:  
݇௛௙ ൌ
ە
۔
ۓ 0	∀	 ௔݂ ൑ ௔݂ଵ| ௔݂| െ ௔݂ଵ
௔݂ଶ െ ௔݂ଵ 	∀	 ௔݂ଵ ൏ | ௔݂| ൏ ௔݂ଶ
1	∀	 ௔݂ଶ ൑ ௔݂
 
݇௟௙ ൌ 1 െ ݇௛௙ 
(2.60)
Auf diese Weise wird der Einfluss der hf- und der lf-Regelstruktur derart gesteuert, dass die von 
dem hf- bzw. dem lf-Regler gelieferten Stromsollwerte in dem jeweiligen Frequenzbereich 
| ௔݂| ൒ ௔݂ଶ bzw. | ௔݂| ൑ ௔݂ଵ vollständig eingeprägt werden. In dem Frequenzbereich ௔݂ଵ ൏ | ௔݂| ൏
௔݂ଶ werden die Ausgangssignale beider Regler mit den Werten von ݇௛௙, ݇௟௙ zwischen null und 
eins gewichtet. Zur Verbesserung der Regeldynamik von ݓஊ଴ wird dem Strom ݅ஊ଴∗௏௪଴ eine Strom-
referenz nach Gl. (2.39) überlagert. 
Die Gesamtregelstruktur des DSCC ist in Abb. 14 dargestellt. Sie dient als Startpunkt für weitere 
Untersuchungen. Die Istwerte der Kondensatorenergien und der Zweigströme werden mit Gl. 
(2.17) und einer anschließenden Clarke-Transformation nach Gl. (5.28)-(5.30) Transformiert, 
sodass die Größen ݓ௖ஊ/୼஑ஒ଴ und ݅ஊ/୼஑ஒ଴ entstehen. Parallel zu der Energieregelung kann optio-
nal eine Σ-Stromreferenz für die Energiehubreduktion nach Gl. (2.37) implementiert werden. Die 
Stromsollwerte ݅ஊఈఉ଴∗௥  werden an die Stromregler weitergeleitet, die ihrerseits transformierte 
Spannungssollwerte	ݑஊ/୼ఈఉ଴∗  generieren. Die Spannungssollwerte werden zusammen mit der 
Nullspannung in natürliche Zweiggrößen basierend auf Gl. (2.18) und (5.29) transformiert. 
Die einzuspeisende Nullspannung für den niederfrequenten Betrieb wird nach Gl. (2.45) gene-
riert, wobei sich ihre Amplitude ݑො௔଴ሺ௡ሻ aus der verfügbaren Spannungsstellreserve ergibt:  
ݑො௔଴ሺ௡ሻ ൌ ݎ௨଴ ቀݑ௘2 െ |ݑො௔|ቁ (2.61)
mit ݎ௨଴ ≅ 0,9 als Reservefaktor.  
                                                 
1 Die Energie als Zustandsgröße bietet eine einfachere Regelstreckendarstellung und u.U. besseres Regelverhalten. 
In der Praxis ist aufgrund von Kapazitätstoleranzen die Nutzung von Spannungen als Zustandsgrößen günstiger. 
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݅݁ߑߙߚ 0∗ݎߑ݄݂
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Abb. 13: Energieregelung des DSCC für hohe (hf) und niedrige (lf) Frequenzen ௔݂ [83]. 
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Abb. 14: Gesamtregelstruktur des DSCC mit Energieregelung und Nullspannungsgeneration 
nach [83] und optionaler Energiehubreduktion nach Gl. (2.37). 
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3. VERALLGEMEINERTES VERLUSTMODELL 
3.1 DURCHLASSVERLUSTE 
Abb. 15(a) zeigt das Ersatzschaltbild einer Halbbrückenkaskade für die Verlustmodellbildung. Es 
wird angenommen, dass alle Zellen identisch sind. Die Durchlassverluste eines Schalters werden 
durch seine Durchlassspannung nachgebildet (Abb. 15(b)). Die ideale Diode im antiparallelen 
Pfad dient dazu, die leitfähige Richtung dieses Pfades anzuzeigen.  
 
Abb. 15: Verlustmodellbildung einer Halbbrückenkaskade. 
 (a): Größendefinitionen. (b): Darstellung eines Schalters als Spannungsquelle.  
Während die antiparallelen Dioden der MOSFET-Schalter im Normalbetrieb nur in den Zweig-
verriegelungszeiten oder erst bei höheren Strömen leitend werden, leiten sie in den IGBT-
Schaltungen immer dann, wenn der jeweilige Schalterstrom ݅ௌ negativ ist. Um die Leitfähigkeit 
eines Schalters in beide Richtungen zu beschreiben, werden die Halbleiterspannungen als zwei 
antiparallel geschaltete Spannungsquellen ݑௌ଴ା/ି modelliert (Abb. 15(b)), von denen zu jedem 
Zeitpunkt nur eine bestromt wird. Die mittleren Durchlassverluste einer Zelle ݌௖௢௡ௗ.௫௬௭ über eine 
Pulsperiode ௣ܶ sind 
݌௖௢௡ௗ.௫௬௭ ൌ 1௣ܶ න ݑௌଵ൫െ݅௫௬൯݀ݐ
௧బା்ಶ
௧బ
൅ 1
௣ܶ
න ݑௌଶ݅௫௬݀ݐ
೛்
்ಶ
ൌ െ݀௫௬௭ݑௌଵ݅௫௬ ൅ ൫1 െ ݀௫௬௭൯ݑௌଶ݅௫௬ 
(3.1) 
mit ݑௌଵ, ݑௌଶ – Durchlassspannungen der Schalter ଵܵ, ܵଶ. 
Je nachdem, welcher Schalter in welche Richtung von Strom durchflossen wird, hat eine Halb-
brücke vier leitende Zustände. In der Tabelle 1 sind diese Zustände am Beispiel einer IGBT-
Zelle zusammengefasst. Jeder Zustand hat jeweils eine eigene Funktion für die Schalterdurch-
lassspannungen und für die Durchlassverluste, die im Folgenden formuliert werden. Bei MOS-
FET-Schaltern werden die Zustände mit negativem Schalterstrom ݅ௌ durch die sogenannte Kenn-
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linie im 3. Quadranten oder durch die Kennlinie der Diode bei positiver Gate-Source-Spannung 
beschrieben.  
Tabelle 1: Zur Beschreibung der Zellenzustände einer Halbbrückenzelle mit IGBT-Schaltern 
 Zelle EIN Zelle AUS 
݅௫௬
൒ 0 
  
݅௫௬
൏ 0 
  
3.1.1 APPROXIMATION DER DURCHLASSSPANNUNGEN ALS POLYNOM 1. ORDNUNG 
Die Durchlassspannung eines Halbleiters kann als Polynom erster Ordnung approximiert werden 
[91–93]: 
ݑௌଵ/ଶ ൌ ݑ଴ௌଵ/ଶ ൅ ܴௌଵ/ଶ݅ௌଵ/ଶ (3.2) 
Die Spannungen ݑ଴ௌଵ/ଶ werden unter Beachtung der Abb. 15(b) und des Vorzeichens von ݅௫௬ 
definiert: 
ݑௌଵ ൌ ቊ
െݑ଴ௌଵି െ ܴௌଵି݅௫௬	∀	݅௫௬ ൒ 0
ݑ଴ௌଵା െ ܴௌଵା݅௫௬	∀	݅௫௬ ൏ 0  
ݑௌଶ ൌ ቊ
ݑ଴ௌଶା ൅ ܴௌଶା݅௫௬	∀	݅௫௬ ൒ 0
െݑ଴ௌଶି ൅ ܴௌଶି݅௫௬	∀	݅௫௬ ൏ 0 
(3.3) 
Die Werte von ݑ଴ௌା/ି und ܴௌା/ି entsprechen bei einem IGBT den Nullstromspannungen der 
IGBT-/Diodenstruktur ݑ஼ா଴/ݑ஽଴ und den Approximationen der Widerstände ݎ஼ா/ݎ஽ in dem je-
weiligen leitenden Zustand. Für MOSFET-Schalter werden die Spannungen ݑ଴ௌା/ି gleich null 
gesetzt und die Widerstände ܴௌା/ି werden in dem eingeschalteten Zustand gleich dem on-
Widerstand ܴ௢௡ [91–93] gesetzt.  
Einsetzen von (3.2) in (3.1) liefert unter Beachtung der Vorzeichen von ݅ௌଵ/ଶ eine polynomiale 
Funktion für die Durchlassverlustleistung 
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݌௖௢௡ௗ.௣௢௟௬ଵ.௫௬௭ ൌ ܽ଴௖௢௡ௗ.௫௬௭ ൅ ܽଵ௖௢௡ௗ.௫௬௭݅௫௬ ൅ ܽଶ௖௢௡ௗ.௫௬௭݅௫௬ଶ  (3.4) 
ܽ଴௖௢௡ௗ.௫௬௭ ൌ 0 (3.5) 
ܽଵ௖௢௡ௗ.௫௬௭ ൌ ൝
݀௫௬௭ݑ଴ௌଵି ൅ ൫1 െ ݀௫௬௭൯ݑ଴ௌଶା ∀ ݅௫௬ ൒ 0
െ݀௫௬௭ݑ଴ௌଵା െ ൫1 െ ݀௫௬௭൯ݑ଴ௌଶି ∀ ݅௫௬ ൏ 0
 (3.6) 
ܽଶ௖௢௡ௗ.௫௬௭ ൌ ൝
݀௫௬௭ܴௌଵି ൅ ൫1 െ ݀௫௬௭൯ܴௌଶା ∀ ݅௫௬ ൒ 0
݀௫௬௭ܴௌଵା ൅ ൫1 െ ݀௫௬௭൯ܴௌଶି ∀ ݅௫௬ ൏ 0
 (3.7) 
Die Durchlassverluste im gesamten Zweig ݌௖௢௡ௗ.௣௢௟௬ଵ.௫௬ mit identischen Zellen und Tastverhält-
nissen (݀௫௬௭ ൌ ݀௫௬) sind gleich  
݌௖௢௡ௗ.௣௢௟௬ଵ.௫௬ ൌ ݉݌௖௢௡ௗ.௣௢௟௬ଵ.௫௬௭ ൌ ܽଵ௖௢௡ௗ.௫௬݅௫௬ ൅ ܽଶ௖௢௡ௗ.௫௬݅௫௬ଶ  (3.8) 
mit den Koeffizienten 
ܽଵ/ଶ௖௢௡ௗ.௫௬ ൌ ݉ܽଵ/ଶ௖௢௡ௗ.௫௬௭	 (3.9) 
Die Bestimmung der Schalterparameter erfolgt anhand ihrer Ausgangscharakteristika. Für die 
analytische Beschreibung der Durchlassspannungen von den IGBT- und Diodenstrukturen ist die 
Näherung der Ausgangseigenschaften als Polynom 1. Ordnung einfach und praktisch und wird 
aus diesem Grund oft in der Praxis benutzt.  
3.1.2 APPROXIMATION DER DURCHLASSSPANNUNGEN ALS RATIONAL-GEBROCHENE 
FUNKTION 
Eine genauere Approximation der Durchlasskennlinien (vgl. RMSE-Werte im Anhang A.4 wird 
mit einer rational-gebrochenen Funktion mit positiven Koeffizienten		݌଴/ଵ/ଶ௖௢௡ௗ.ௌ, ݍଵ௖௢௡ௗ.ௌ er-
reicht: 
ݑௌ ൌ ݌଴௖௢௡ௗ.ௌ ൅ ݌ଵ௖௢௡ௗ.ௌ݅ௌ ൅ ݌ଶ௖௢௡ௗ.ௌ݅ௌ
ଶ
ݍଵ௖௢௡ௗ.ௌ ൅ ݅ௌ  (3.10)
Nach dem Einsetzen des Zweigstromes wird (3.10) unter Beachtung der positiven und negativen 
Stromrichtung zu 
ݑௌଵ ൌ
ۖە
۔
ۖۓെ݌଴௖௢௡ௗ.ௌଵି ൅ ݌ଵ௖௢௡ௗ.ௌଵି݅௫௬ ൅ ݌ଶ௖௢௡ௗ.ௌଵି݅௫௬
ଶ
ݍଵ௖௢௡ௗ.ௌଵି ൅ ݅௫௬ ∀ ݅௫௬ ൒ 0
݌଴௖௢௡ௗ.ௌଵା െ ݌ଵ௖௢௡ௗ.ௌଵା݅௫௬ ൅ ݌ଶ௖௢௡ௗ.ௌଵା݅௫௬ଶ
ݍଵ௖௢௡ௗ.ௌଵା െ ݅௫௬ 	∀	݅௫௬ ൏ 0
 
ݑௌଶ ൌ
ۖە
۔
ۖۓ ݌଴௖௢௡ௗ.ௌଶା ൅ ݌ଵ௖௢௡ௗ.ௌଶା݅௫௬ ൅ ݌ଶ௖௢௡ௗ.ௌଶା݅௫௬ଶݍଵ௖௢௡ௗ.ௌଶା ൅ ݅௫௬ 	∀	݅௫௬ ൒ 0
െ݌଴௖௢௡ௗ.ௌଶି െ ݌ଵ௖௢௡ௗ.ௌଶି݅௫௬ ൅ ݌ଶ௖௢௡ௗ.ௌଶି݅௫௬
ଶ
ݍଵ௖௢௡ௗ.ௌଶି െ ݅௫௬ ∀ ݅௫௬ ൏ 0
 
(3.11)
Eine verallgemeinerte Darstellung der Durchlassspannungen wird erreicht durch die Definition 
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ݑௌଵ/ଶ ൌ ∓ݏ௜௫௬ ݌଴௖௢௡ௗ.ௌଵ/ଶ௫௬ ൅ ݌ଵ௖௢௡ௗ.ௌଵ/ଶ௫௬ݏ௜௫௬݅௫௬ ൅ ݌ଶ௖௢௡ௗ.ௌଵ/ଶ௫௬݅௫௬
ଶ
ݍଵ௖௢௡ௗ.ௌଵ/ଶ௫௬ ൅ ݏ௜௫௬݅௫௬  (3.12)
mit den stromrichtungsabhängigen Koeffizienten 
݌଴௖௢௡ௗ.ௌଵ௫௬ ൌ ቊ
݌଴௖௢௡ௗ.ௌଵି	∀	݅௫௬ ൒ 0
݌଴௖௢௡ௗ.ௌଵା	∀	݅௫௬ ൏ 0 
݌ଵ௖௢௡ௗ.ௌଵ௫௬ ൌ ቊ
݌ଵ௖௢௡ௗ.ௌଵି	∀	݅௫௬ ൒ 0
݌ଵ௖௢௡ௗ.ௌଵା	∀	݅௫௬ ൏ 0 
݌ଶ௖௢௡ௗ.ௌଵ௫௬ ൌ ቊ
݌ଶ௖௢௡ௗ.ௌଵି	∀	݅௫௬ ൒ 0
݌ଶ௖௢௡ௗ.ௌଵା	∀	݅௫௬ ൏ 0 
ݍଵ௖௢௡ௗ.ௌଵ௫௬ ൌ ቊ
ݍଵ௖௢௡ௗ.ௌଵି	∀	݅௫௬ ൒ 0
ݍଵ௖௢௡ௗ.ௌଵା	∀	݅௫௬ ൏ 0 
݌଴௖௢௡ௗ.ௌଶ௫௬ ൌ ቊ
݌଴௖௢௡ௗ.ௌଶା	∀	݅௫௬ ൒ 0
݌଴௖௢௡ௗ.ௌଶି	∀	݅௫௬ ൏ 0 
݌ଵ௖௢௡ௗ.ௌଶ௫௬ ൌ ቊ
݌ଵ௖௢௡ௗ.ௌଶା	∀	݅௫௬ ൒ 0
݌ଵ௖௢௡ௗ.ௌଶି	∀	݅௫௬ ൏ 0 
݌ଶ௖௢௡ௗ.ௌଶ௫௬ ൌ ቊ
݌ଶ௖௢௡ௗ.ௌଶା	∀	݅௫௬ ൒ 0
݌ଶ௖௢௡ௗ.ௌଶି	∀	݅௫௬ ൏ 0 
ݍଵ௖௢௡ௗ.ௌଶ௫௬ ൌ ቊ
ݍଵ௖௢௡ௗ.ௌଶା	∀	݅௫௬ ൒ 0
ݍଵ௖௢௡ௗ.ௌଶି	∀	݅௫௬ ൏ 0 
(3.13)
ݏ௜௫௬ ൌ ݏ݅݃݊൫݅௫௬൯ ൌ ቊ
1 ∀ ݅௫௬ ൒ 0
െ1 ∀ ݅௫௬ ൏ 0 (3.14)
Einsetzen von (3.12) in (3.1) ergibt  
݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬௭ 
ൌ ݏ௜௫௬݀௫௬௭ ݌଴௖௢௡ௗ.ௌଵ௫௬݅௫௬ ൅ ݌ଵ௖௢௡ௗ.ௌଵ௫௬ݏ௜௫௬݅௫௬
ଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௫௬݅௫௬ଷ
ݍଵ௖௢௡ௗ.ௌଵ௫௬ ൅ ݏ௜௫௬݅௫௬  
൅ݏ௜௫௬൫1 െ ݀௫௬௭൯ ݌଴௖௢௡ௗ.ௌଶ௫௬݅௫௬ ൅ ݌ଵ௖௢௡ௗ.ௌଶ௫௬ݏ௜௫௬݅௫௬
ଶ ൅ ݌ଶ௖௢௡ௗ.ௌଶ௫௬݅௫௬ଷ
ݍଵ௖௢௡ௗ.ௌଶ௣ଵ ൅ ݏ௜௫௬݅௫௬  
(3.15)
Die Durchlassverluste im gesamten Zweig ݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ sind gleich 
݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ ൌ ݉݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬௭ (3.16)
Abb. 16 zeigt die Ausgangskennlinien eines Moduls mit Silizium-IGBTs und die Ergebnisse des 
Kurvenfittings mit den Funktionen nach (3.2) und (3.10). Die Koeffizienten der gefitteten Funk-
tionen (3.2) und (3.10) sind im Anhang A.4 zu finden. Für IGBT-Schalter ist die Approximati-
onsart entscheidend für die Genauigkeit der Verlustnachbildung.  
Der polynomiale Ansatz ist zwar für die Dimensionierung eines Kühlsystems genau genug, weil 
er bei einem künstlich höher gesetzten Wert der Nullstromspannung eine Reserve nach oben 
setzt. Für die Optimierung muss aber die genauere Approximation verwendet werden, wobei die 
polynomiale Approximation für die Untersuchung der Zielfunktionseigenschaften immerhin 
praktisch ist. Solange der Betrag des Spannungsabfalls bei negativem Schalterstrom ݅ௌ kleiner 
ist, als die Flussspannung der antiparallelen Diode, ist die polynomiale Approximation ausrei-
chend genau, um die Durchlassspannung nachzubilden. In Abb. 17 sind die Durchlassspannun-
gen eines SiC-MOSFET-Moduls bei positiven und negativen Schalterstromwerten dargestellt. 
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Abb. 16: Durchlasseigenschaften des Halbbrückenmoduls CM1200HC-90R/Mitsubishi [94]. 
Sperrspannung: 4,5 kV, Maximalstrom: 1200 A. (a): positiver Schalterstrom	݅ௌ. (b): negativer ݅ௌ. 
Sperrschichttemperatur: 125°C.  
 
Abb. 17: Durchlasseigenschaften des Moduls BSM300D12P2E001/Rohm Semiconductor [95]. 
Sperrspannung: 1,2 kV, Maximalstrom: 300 A. (a): positiver Schalterstrom	݅ௌ. (b): negativer ݅ௌ. 
Sperrschichttemperatur: 125°C. 
3.2 SCHALTVERLUSTE 
Die Schaltverluste enthalten die Ein- und Ausschaltverluste der aktiven Schalter sowie Verluste 
bei den reverse recovery Vorgängen. Die Zusammenhänge zwischen dem Zweigstrom und den 
Schaltenergien werden durch Polynome zweiter Ordnung beschrieben:  
ܧ௢௡ௌଵ/ଶ ൌ ܽ଴ா௢௡ௌଵ/ଶ ൅ ܽଵா௢௡ௌଵ/ଶ݅௫௬ ൅ ܽଶா௢௡ௌଵ/ଶ݅௫௬ଶ  (3.17)
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ܧ௢௙௙ௌଵ/ଶ ൌ ܽ଴ா௢௙௙ௌଵ/ଶ ൅ ܽଵா௢௙௙ௌଵ/ଶ݅௫௬ ൅ ܽଶா௢௙௙ௌଵ/ଶ݅௫௬ଶ  (3.18)
ܧ௥௥ௌଵ/ଶ ൌ ܽ଴ா௥௥ௌଵ/ଶ ൅ ܽଵா௥௥ௌଵ/ଶ݅௫௬ ൅ ܽଶா௥௥ௌଵ/ଶ݅௫௬ଶ  (3.19)
Abb. 18 und Abb. 19 zeigen Beispiele für die Abhängigkeiten dieser Energien von dem Strom, 
die auf Datenblattangaben basieren. Mit den Funktionen (3.17)-(3.19) werden die Kennlinien gut 
gefittet. Tabelle 11 zeigt die Koeffizientenwerte für die Module CM1200 und BSM 300.  
 
Abb. 18: Schaltenergien des IGBT-Moduls CM1200HC-90R/Mitsubishi [94]. 
 (a): Einschaltenergie. (b): Ausschaltenergie. (c): Reverse-recovery Energie.  
Sperrschichttemperatur: 125°C, Schaltspannung: 2800 V. 
 
Abb. 19: Schaltenergien des MOSFET-Moduls BSM300D12P2E001/Rohm Semiconductor [95]. 
(a): Einschaltenergie. (b): Ausschaltenergie. (c): Reverse-recovery Energie. 
Sperrschichttemperatur: 125°C, Schaltspannung: 600 V. 
Bei positivem Strom schaltet der Schalter S2 aktiv ein und aus; in der Diode des Schalters S1 
tritt einmal pro Pulsperiode der reverse recovery Vorgang auf. Die Schaltverluste sind somit 
gleich dem Produkt der Pulsfrequenz ௣݂ mit den Schaltenergien: 
݌௦௪.௫௬௭ ൌ ௣݂൫ܧ௢௡ௌଶ ൅ ܧ௢௙௙ௌଶ ൅ ܧ௥௥ௌଵ൯ ∀ ݅௫௬ ൒ 0 (3.20)
Bei negativem Strom Schaltet der Schalter S1 aktiv und S2 passiv:  
݌௦௪.௫௬௭ ൌ ௣݂൫ܧ௢௡ௌଵ ൅ ܧ௢௙௙ௌଵ ൅ ܧ௥௥ௌଶ൯ ∀ ݅௫௬ ൏ 0 (3.21)
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Durch das Einsetzten von (3.17)-(3.19) in (3.20)-(3.21) und Einführen stromrichtungsabhängiger 
Koeffizienten ܽ଴/ଵ/ଶ௦௪.௫௬௭ 
ܽ଴/ଶ௦௪.௫௬௭ ൌ ൝ ௣݂
൫ܽ଴/ଶா௢௡ௌଶ ൅ ܽ଴/ଶா௢௙௙ௌଶ ൅ ܽ଴/ଶா௥௥ௌଵ൯ ∀ ݅௫௬ ൒ 0
௣݂൫ܽ଴/ଶா௢௡ௌଵ ൅ ܽ଴/ଶா௢௙௙ௌଵ ൅ ܽ଴/ଶா௥௥ௌଶ൯ ∀ ݅௫௬ ൏ 0
 (3.22)
ܽଵ௦௪.௫௬௭ ൌ ൝ ௣݂
൫ܽଵா௢௡ௌଶ ൅ ܽଵா௢௙௙ௌଶ ൅ ܽଵா௥௥ௌଵ൯ ∀ ݅௫௬ ൒ 0
െ ௣݂൫ܽଵா௢௡ௌଵ ൅ ܽଵா௢௙௙ௌଵ ൅ ܽଵா௥௥ௌଶ൯ ∀ ݅௫௬ ൏ 0
 (3.23)
wird die allgemeine Form der Schaltverlustfunktion einer Stromrichterzelle formuliert: 
݌௦௪.௫௬௭ ൌ ܽ଴௦௪.௫௬௭ ൅ ܽଵ௦௪.௫௬௭݅௫௬ ൅ ܽଶ௦௪.௫௬௭݅௫௬ଶ  (3.24)
Die Schaltverluste eines Zweigs ݌௦௪.௫௬ mit identischen und identisch geschalteten Zellen sind 
݌௦௪.௫௬ ൌ ܽ଴௦௪.௫௬ ൅ ܽଵ௦௪.௫௬݅௫௬ ൅ ܽଶ௦௪.௫௬݅௫௬ଶ (3.25)
mit 
ܽଵ/ଶ/ଷ௦௪.௫௬ ൌ ݉ܽଵ/ଶ/ଷ௦௪.௫௬௭ (3.26)
3.3 OHMSCHE VERLUSTE 
Die ohmschen Verluste bestehen aus den Verlusten in dem Zweigwiderstand ܴ௫௬ und in den pa-
rasitären Kondensatorwiderständen	ܴ஼. Die Verluste einer Zelle ݌௢௛௠.௫௬௭ und eines Zweigs 
݌௢௛௠.௫௬ über eine Pulsperiode sind gleich 
݌௢௛௠.௫௬௭ ൌ 1௣ܶ ቆන ݅௫௬
ଶ ሺݐሻܴ஼݀ݐ
௧బା்ಶ
௧బ
൅ න 0݀ݐ
்ಶା்ು
்ಶ
ቇ ൌ ݀௫௬௭݅௫௬ଶ ܴ஼ (3.27)
݌௢௛௠.௫௬ ൌ ܽ଴௢௛௠.௫௬ ൅ ܽଵ௢௛௠.௫௬݅௫௬ ൅ ܽଶ௢௛௠.௫௬݅௫௬ଶ  (3.28)
mit 
ܽ଴/ଵ௢௛௠.௫௬ ൌ 0 
ܽଶ௢௛௠.௫௬ ൌ ൫݉݀௫௬ܴ஼ ൅ ܴ൯ 
(3.29)
3.4 GESAMTVERLUSTE DES DSCC ALS FUNKTION VON DEM ઱-STROM 
3.4.1 POLYNOMIALE GESAMTVERLUSTFUNKTION 
Die Gesamtverluste eines Zweigs ݌௧௢௧.௣௢௟௬ଵ.௫௬ bestehen aus den Durchlassverlusten 
			݌௖௢௡ௗ.௣௢௟௬ଵ.௫௬, den Schaltverlusten ݌௦௪.௫௬ und den ohmschen Verlusten	݌௢௛௠.௫௬: 
݌௧௢௧.௣௢௟௬ଵ.௫௬ ൌ ݌௖௢௡ௗ.௣௢௟௬ଵ.௫௬ ൅ ݌௦௪.௫௬ ൅ ݌௢௛௠.௫௬ (3.30)
Einsetzen von (3.8), (3.25) und (3.28) in (3.30) ergibt  
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݌௧௢௧.௣௢௟௬ଵ.௫௬ ൌ ܽ଴௧௢௧.௫௬ ൅ ܽଵ௧௢௧.௫௬݅௫௬ ൅ ܽଶ௧௢௧.௫௬݅௫௬ଶ  (3.31)
mit 
ܽ଴/ଵ/ଶ௧௢௧.௣௢௟௬ଵ.௫௬ ൌ ܽ଴/ଵ/ଶ௖௢௡ௗ..௫௬ ൅ ܽ଴/ଵ/ଶ௦௪.௫௬ ൅ ܽ଴/ଵ/ଶ௢௛௠.௫௬ (3.32)
Die Gesamtverluste einer Phase ݌௧௢௧.௬ sind somit gleich 
݌௧௢௧.௣௢௟௬ଵ.௬ ൌ ܽ଴௧௢௧.௣௢௟௬ଵ.௣௬ ൅ ܽ଴௧௢௧.௣௢௟௬ଵ.௡௬ ൅ ܽଵ௧௢௧.௣௢௟௬ଵ.௣௬݅௣௬
൅ܽଵ௧௢௧.௣௢௟௬ଵ.௡௬݅௡௬ ൅ ܽଶ௧௢௧.௣௢௟௬ଵ.௣௬݅௣௬ଶ ൅ ܽଶ௧௢௧.௣௢௟௬ଵ.௡௬݅௡௬ଶ  (3.33)
und die gesamten Verluste im Stromrichter sind  
݌௧௢௧.௣௢௟௬ଵ ൌ ෍݌௧௢௧.௣௢௟௬ଵ.௬
ଷ
௬ୀଵ
 (3.34)
Da die Optimierung der Gesamtverluste mit der ߙ- und ߚ-Komponente des Σ-Stromes erfolgen 
soll, muss (3.34) auf die Form ݌௧௢௧.௣௢௟௬ଵ ൌ ݂൫݅ஊఈ, ݅ஊఉ൯ gebracht werden. Dafür wird (2.26) nach 
݅ஊఈఉ଴ umgestellt und in (2.25) eingesetzt: 
݅௣ଵ ൌ ݅ఀఈ ൅ ݅ఀ଴ ൅ ݅௔ଵ2  
݅௣ଶ ൌ െ12 ݅ఀఈ ൅
√3
2 ݅ఀఉ ൅ ݅ఀ଴ ൅
1
2 ݅௔ଶ 
݅௣ଷ ൌ െ12 ݅ఀఈ െ
√3
2 ݅ఀఉ ൅ ݅ఀ଴ ൅
1
2 ݅௔ଷ	
݅௡ଵ ൌ ݅ఀఈ ൅ ݅ఀ଴ െ 12 ݅௔ଵ	
݅௡ଶ ൌ െ12 ݅ఀఈ ൅
√3
2 ݅ఀఉ ൅ ݅ఀ଴ െ
1
2 ݅௔ଶ	
݅௡ଷ ൌ െ12 ݅ఀఈ െ
√3
2 ݅ఀఉ ൅ ݅ఀ଴ െ
1
2 ݅௔ଷ 
(3.35) 
Wird (3.35) in (3.33) und das Ergebnis in (3.34) eingesetzt, lässt sich die Gesamtverlustfunktion 
des DSCC herleiten (s. Anhang A.5.1): 
݌௧௢௧.௣௢௟௬ଵ ൌ ܽ଴.௣௢௟௬ଵ ൅ ܽଵఈ.௣௢௟௬ଵ݅ఀఈ ൅ ܽଶఈ.௣௢௟௬ଵ݅ఀఈଶ ൅ ܽଵఉ.௣௢௟௬ଵ݅ఀఉ
൅ܽଶఉ.௣௢௟௬ଵ݅ఀఉଶ ൅ ܽఈఉ.௣௢௟௬ଵ݅ఀఈ݅ఀఉ (3.36) 
3.4.2 RATIONAL-POLYNOMIALE GESAMTVERLUSTFUNKTION 
Bei der Beschreibung der Durchlassspannungen mit (3.10) ist eine Zweigleistung gleich 
݌௧௢௧.௥௔௧ଶଵ.௫௬ ൌ ݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ ൅ ܽ଴௧௢௧.௥௔௧ଶଵ.௫௬ ൅ ܽଵ௧௢௧.௥௔௧ଶଵ.௫௬݅௫௬ ൅ ܽଶ௧௢௧.௥௔௧ଶଵ.௫௬݅௫௬ଶ  (3.37)
mit 
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ܽ଴/ଵ/ଶ௧௢௧.௥௔௧ଶଵ..௫௬ ൌ ܽ଴/ଵ/ଶ௦௪.௫௬ ൅ ܽ଴/ଵ/ଶ௢௛௠.௫௬ (3.38)
݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ ൌ ݌௖௢௡ௗ.௥௔௧ଶଵ.௣௬ ൅ ݌௖௢௡ௗ.௥௔௧ଶଵ.௡௬ (3.39)
Die Gesamtverlustfunktion lässt sich somit wie folgt darstellen (Herleitung s. im Anhang A.5.1): 
݌௧௢௧.௥௔௧ଶଵ ൌ ෍൫݌௖௢௡ௗ.௥௔௧ଶଵ.௣௬ ൅ ݌௖௢௡ௗ.௥௔௧ଶଵ.௡௬൯
ଷ
௬ୀଵ
൅ ܽ଴.௥௔௧ଶଵ ൅ ܽଵఈ.௥௔௧ଶଵ݅ఀఈ	
൅ܽଶఈ.௥௔௧ଶଵ݅ఀఈଶ ൅ ܽଵఉ.௥௔௧ଶଵ݅ఀఉ ൅ ܽଶఉ.௥௔௧ଶଵ݅ఀఉଶ ൅ ܽఈఉ.௥௔௧ଶଵ݅ఀఈ݅ఀఉ 
(3.40)
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4. MINIMIERUNG DER GESAMTVERLUSTFUNKTION 
Sobald definiert, können die Gesamtverluste des DSCC (3.36) bzw. (3.40) als Funktion von 
݅ஊఈ ൌ ݅ஊ୭୮୲ఈ und ݅ஊఉ ൌ ݅ஊ୭୮୲ఉ minimiert werden. Als freie Variable wird ein Σ-Strom ݅ஊ௢௣௧ den 
Zweigströmen überlagert:  
݅௣/௡௬ ൌ ݅ஊ௬ ൅ ݅ஊ୭୮୲௬ േ ݅௔௬2 , (4.1)
ሾ݅ఀ௢௣௧ଵ ݅ఀ௢௣௧ଶ ݅ఀ௢௣௧ଷሿ் ൌ ሾܥሿሾ݅ఀఈ௢௣௧ ݅ఀఉ௢௣௧ 0ሿ் (4.2)
Um passende Optimierungsverfahren einzusetzen, müssen die Eigenschaften der zu minimieren-
den Funktion untersucht werden. Der Einsatz von den meisten analytischen und numerischen 
Optimierungsverfahren setzt die Konvexität der Zielfunktion voraus. Nachgewiesene Konvexität 
lässt bei numerischen Verfahren freie Wahl des Startpunktes zu und sichert, dass das globale Mi-
nimum bzw. ein Punkt in seiner Nähe immer erreicht wird. Ist die Gesamtverlustfunktion nicht 
konvex, dann ist analytisch zu untersuchen, welches der lokalen Minima eventuell in jedem Zu-
stand dem globalen Optimum entspricht. Ausgehend davon kann eventuell der richtige Start-
punkt gesetzt werden. In diesem Abschnitt wird die Frage behandelt, welches Verfahren für die 
Optimierung der Gesamtverlustfunktion verwendet werden kann. Als Beispiele für die DSCC-
Dimensionierung werden Stromrichterparameter aus dem Anhang A.4 (S. 89) herangezogen. Es 
wird zunächst angenommen, dass die Pulsfrequenz konstant ist.  
4.1 EIGENSCHAFTEN DER GESAMTVERLUSTFUNKTION EINES IGBT-DSCC 
Für die Analyse der Gesamtverlustfunktion muss eine Phasenverlustfunktion untersucht werden. 
Wird ihre Konvexität nachgewiesen, dann lässt sich bei identischen Phasenparametern eine Aus-
sage über die Gesamtverlustfunktion treffen, denn die Summe von drei konvexen Phasenverlust-
funktionen ist ebenfalls konvex [96].  
Als praktisches Beispiel wird die Verlustfunktion eines DCSS-Designs (s. DSCC 1 im Anhang 
A.4 auf S. 89) untersucht. Abb. 20 zeigt beide Gesamtverlustapproximationen der Phase 2 für 
den betrachteten Stromrichter in Abhängigkeit von dem Strom ݅ఀఈ bei ݅ఀఉ ൌ 0 und umgekehrt. 
Die Phasenverlustfunktion stellt eine Zusammensetzung von drei Parabeln dar, von denen in ei-
nem der drei möglichen Phasenzustände jeweils nur eine gilt. Das Einspeisen eines Kreisstromes 
݅ఀఈ/ఉ kann dazu führen, dass sich ein Zweigstromvorzeichen und zur Folge auch die Parameter 
sowie die Gradienten der Verlustfunktion ändern.  
Werden ݅ఀఈ und ݅ఀఉ auf die ݔ- und ݕ-Achse gelegt, dann bilden die Punkte der Zweigstromnull-
durchgänge gerade Linien (s. Abb. 21), deren Positionen in verschiedenen Zeitpunkten unter-
schiedlich sind. Verschiedene Ansätze zur Approximation der Durchlassspannungen beeinflussen 
die zu betrachtende Verlustfunktion stark. In dem Bereich zwischen den Stromnulldurchgangsli-
nien in der Abb. 20 sind beide Approximationen zwar nahezu gleich. Allerdings kann das Ge-
samtfunktionsminimum in einem Bereich liegen, in dem beide Zweigströme einer Phase positiv 
bzw. negativ sind, wie das Beispiel in Abb. 21 zeigt. In solchen Bereichen sind die Abweichun-
gen zwischen den verschiedenen Approximationsarten nicht unerheblich. Inkorrekt gewählte 
Approximation kann somit den Optimierungserfolg beeinträchtigen. Für MOSFET-Stromrichter 
ist die Näherung mit (3.36) meistens ausreichend und die Verwendung von (3.40) führt zu einem 
unnötig höheren Rechenaufwand. In einem IGBT-Stromrichter muss immer (3.40) verwendet 
werden.  
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Abb. 20: Gesamtverluste der Phase 2 eines IGBT-DSCC bei ߱௔ݐ ൌ ߨ/12. 
 (a) Abhängigkeit von ݅ஊఈ bei ݅ஊఉ ൌ 0. (b) Abhängigkeit von ݅ஊఉ bei ݅ஊఈ ൌ 0. Poly1 und rat21 
stehen für die Approximation der Durchlasseigenschaften nach (3.2) und (3.10).  
 
Abb. 21: Gesamtverlustfunktion (in %) eines IGBT-DSCC von ݅ஊఈ und ݅ஊఉ bei ߱௔ݐ ൌ 	ߨ/12.  
Durchgezogene Linien: polynomiale Verlustapproximation nach (3.36). Punktlinien: rational-
gebrochene Approximation der Durchlassverluste nach (3.40). Grünes Kreuz: Minimum von 
(3.36), rotes Kreuz: Minimum von (3.40). 
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Die polynomiale Verlustfunktion der Phase 1 ist (s. Anhang A.5.1 auf S 92) 
݌௧௢௧.ଵ ൌ ܽ଴௣ଵ ൅ ܽ଴௡ଵ ൅ ൫ܽଵఈ௣ଵ ൅ ܽଵఈ௡ଵ൯݅ఀఈ ൅ ൫ܽଶఈ௣ଵ ൅ ܽଶఈ௡ଵ൯݅ఀఈଶ  (4.3) 
mit  
ܽ଴௣/௡ଵ ൌ ܽ଴௧௢௧.௣/௡ଵ േ ܽଵ௧௢௧.௣/௡ଵ 12 ݅௔௬ ൅ ܽଵ௧௢௧.௣/௡ଵ݅ఀ଴ ൅ ܽଶ௧௢௧.௣/௡ଵ݅ఀ଴
ଶ
൅ 14ܽଶ௧௢௧.௣/௡ଵ݅௔௬
ଶ േ ܽଶ௧௢௧.௣/௡ଵ݅ఀ଴݅௔ଵ
(4.4) 
ܽଵఈ௣/௡ଵ ൌ ܽଵ௧௢௧.௣/௡ଵ ൅ 2ܽଶ௧௢௧.௣/௡ଵ݅ఀ଴ േ ܽଶ௧௢௧.௣/௡ଵ݅௔ଵ (4.5) 
ܽଶఈ௣/௡ଵ ൌ ܽଶ௧௢௧.௣/௡ଵ (4.6) 
Die Verluste der Phase 1 sind nur mit dem Strom ݅ఀఈ beeinflussbar. Das Minimum von ݌௧௢௧.ଵ 
wird erreicht bei  
݅ఀఈ|୫୧୬ሺ௣೟೚೟.భሻ ൌ െ
ܽଵఈ௣ଵ ൅ ܽଵఈ௡ଵ
2൫ܽଶఈ௣ଵ ൅ ܽଶఈ௡ଵ൯
ൌ െ2݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵ ൅ ܽଵ௧௢௧௡ଵ൯ ൅ ݅௔ଵ൫ܽଶ௧௢௧.௣ଵ െ ܽଶ௧௢௧௡ଵ൯2൫ܽଶ௧௢௧.௣ଵ ൅ ܽଶ௧௢௧.௡ଵ൯  
(4.7) 
Je nach Kombination der Stromvorzeichen in den Zweigen p1 und n1 werden entsprechende 
Verlustkoeffizienten für die Bestimmung von ܽ଴/ଵ/ଶ௧௢௧.௣ଵ eingesetzt. Relevant für die Unimodali-
tät von ݌௧௢௧.ଵ sind die Koordinaten der Minima der drei Parabeln, aus denen sich ݌௧௢௧.ଵ zusam-
mensetzt (s. Abb. 20). Entscheidend für die Parameter der Verlustfunktion sind die Nulldurch-
gangspunkte von ݅௣ଵ und		݅௡ଵ, die von dem Strom ݅ஊఈ abhängen: 
݅ఀఈ|௜೛భୀ଴ ൌ െ݅ఀ଴ െ
݅௔ଵ
2 	 (4.8) 
݅ఀఈ|௜೙భୀ଴ ൌ െ݅ఀ଴ ൅
݅௔ଵ
2 	 (4.9) 
Die Lösung von (4.8)-(4.9) für den stationären Zustand (݅௔ଵ ൌ ଓ௔̂ cosሺ߱௔ݐ െ ߮௔ሻ) ist 
߱௔ݐ|௜೛/೙భୀ଴ ൌ േarccos ൬∓
2݅ஊ஑
ଓ௔̂ ∓
2݅ఀ଴
ଓ௔̂ ൰ ൅ ߮௔ (4.10)
Gleichungen (4.8)-(4.9) werden in den nach (4.10) bestimmten Zeitpunkten von den Σ-
Stromwerten ݅ఀఈ|௜೛/೙భୀ଴ ൌ ∓0,69	݌. ݑ. erfüllt. Um alle für einen Zeitpunkt möglichen Kombina-
tionen der Zweigstromvorzeichen zu untersuchen ist es ausreichend, den Strom ݅ఀఈ zwischen െ1 
und 1	݌. ݑ. zu variieren.  
Sei	݌௧௢௧.ଵାା ൌ ݌௧௢௧.ଵሺ݅ஊ஑	ሻ∀	݅௣ଵ ൒ 0, ݅௡ଵ ൒ 0. Das Minimum von ݌௧௢௧.ଵାା liegt dann in dem 
Gültigkeitsbereich der Funktion für positive ݅௣ଵ und		݅௡ଵ, wenn ݅ఀఈ|୫୧୬ሺ௣೟೚೟.భሻ größer als beide der 
Gleichungen (4.8) und (4.9) ist: 
െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵା ൅ ܽଵ௧௢௧௡ଵା൯2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ ൒ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵା െ ܽଶ௧௢௧௡ଵା൯
2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ െ
1
2ቇ (4.11)
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െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵା ൅ ܽଵ௧௢௧௡ଵା൯2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ ൒ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵା െ ܽଶ௧௢௧௡ଵା൯
2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ ൅
1
2ቇ (4.12)
Die rationalen Terme nehmen nach dem Einsetzten von Gleichungen für die Koeffiziente 
ܽଵ௧௢௧.௣/௡ଵ bei positiven ݅௣ଵ und ݅௡ଵ in (4.11)-(4.12) die Form 
െ ൫ܽଵ௧௢௧.௣ଵା ൅ ܽଵ௧௢௧௡ଵା൯2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯
ൌ െ ൫݀௣ଵ ൅ ݀௡ଵ൯ሺݑ଴ௌଵି െ ݑ଴ௌଶାሻ ൅ 2ݑ଴ௌଶା ൅ 2 ௣݂൫ܽଵா௢௡ௌଶ ൅ ܽଵா௢௙௙ௌଶ ൅ ܽଵா௥௥ௌଵ൯
2 ቆ൫݀௣ଵ ൅ ݀௡ଵ൯ሺܴௌଵି െ ܴௌଶା ൅ ܴ஼ሻ ൅ 2ܴௌଶା ൅ 2 ௣݂൫ܽଶா௢௡ௌଶ ൅ ܽଶா௢௙௙ௌଶ ൅ ܽଶா௥௥ௌଵ൯ ൅ 2ܴ݉ ቇ
 (4.13)
൫ܽଶ௧௢௧.௣ଵା െ ܽଶ௧௢௧௡ଵା൯
2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ ൌ
ൌ ൫݀௣ଵ െ ݀௡ଵ൯ሺܴௌଵି െ ܴௌଶା ൅ ܴ஼ሻ
2 ቆ൫݀௣ଵ ൅ ݀௡ଵ൯ሺܴௌଵି െ ܴௌଶା ൅ ܴ஼ሻ ൅ 2ܴௌଶା ൅ 2 ௣݂൫ܽଶா௢௡ௌଶ ൅ ܽଶா௢௙௙ௌଶ ൅ ܽଶா௥௥ௌଵ൯ ൅ 2ܴ݉ ቇ
 (4.14)
Unter Beachtung von (4.13)-(4.14) werden die Ungleichungen (4.11)-(4.12) am Beispiel des be-
trachteten Stromrichterdesigns analysiert. Im Wechselrichtermodus ist ݅ఀ଴ positiv, ݅௔ଵ variiert 
zwischen	േଓ௔̂. Die Summe ݀௣ଵ ൅ ݀௡ଵ ist immer gleich eins und die Differenz ݀௣ଵ െ ݀௡ଵ kann in 
Extremfällen േ1 betragen. Die Variation von Kombinationen der Extremwerte von ݅௔ଵ und 
݀௣ଵ െ ݀௡ଵ führt zu den Werten, die in der Tabelle 2 eingetragenen sind. In jedem Zustand ist 
mindestens eine der Ungleichungen nicht erhalten. Das Nichterhalten einer der Ungleichungen 
bedeutet, dass die Einspeisung eines mit den Parametern aus (4.13)-(4.14) bestimmten Stromes 
݅ఀఈ|୫୧୬ሺ௣೟೚೟.భሻ, was dazu führen würde, dass sich das Stromvorzeichen des zu der Ungleichung 
gehörenden Zweiges ändert. Das Extremum der die Funktion ݌௧௢௧.ଵାା beschreibenden Parabel 
befindet sich somit immer außerhalb des Gültigkeitsbereiches von	݌௧௢௧.ଵାା. In nahezu allen Fäl-
len liegt das Optimum von ݌௧௢௧.ଵାା in dem Gültigkeitsbereich der Funktion ݌௧௢௧.ଵାି ൌ
݌௧௢௧.ଵሺ݅ஊ஑	ሻ ∀	݅௣ଵ ൒ 0, ݅௡ଵ ൏ 0 (Gleichrichtermodus, Zeilen 3 und 4) bzw. ݌௧௢௧.ଵିା ൌ ݌௧௢௧.ଵሺ݅ஊ஑	ሻ 
∀	݅௣ଵ ൏ 0, ݅௡ଵ ൒ 0 (beide Modi, Zeilen 1 und 2 sowie Zeile 4 des Wechselrichtermodus). 
Tabelle 2: Extremwerte der linken und rechten Seite von (4.11)-(4.12) mit Koeffizienten für posi-
tive Zweigströme. Mit Grün sind Fälle markiert, in denen die Ungleichungen erfüllt werden. 
 Wechselrichterbetrieb (߮௔ ൌ 0) Gleichrichterbetrieb (߮௔ ൌ ߨ) 
݅ఀ଴,	
݌. ݑ. 
݅௔ଵ,	
	݌. ݑ. ݀௣ଵ െ ݀௡ଵ 
(4.11) (4.12) (4.11) (4.12) 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
0,34 
√2 
1 െ0,57 െ0,79 െ0,57 0,52 0,11 െ0,79 0,11 0,52 
െ1 െ0,57 െ0,62 െ0,57 0,89 0,11 െ0,62 0,11 0,89 
െ√2 
1 െ0,57 0,79 െ0,57 െ0,52 0,11 0,79 0,11 െ0,52
െ1 െ0,57 0,62 െ0,57 െ0,89 0,11 0,62 0,11 െ0,89
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Sind ݅௣ଵ und ݅௡ଵ negativ, dann werden die Phasenverluste durch die Funktion ݌௧௢௧.ଵିି ൌ
݌௧௢௧.ଵሺ݅ஊ஑	ሻ∀	݅௣ଵ ൏ 0, ݅௡ଵ ൏ 0 beschrieben. Das Extremum von ݌௧௢௧.ଵିି liegt in dem Bereich 
mit		݅௣ଵ ൏ 0, ݅௡ଵ ൏ 0, wenn gilt 
െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵି ൅ ܽଵ௧௢௧௡ଵି൯2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ ൏ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵି െ ܽଶ௧௢௧௡ଵି൯
2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ െ
1
2ቇ (4.15)
െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵି ൅ ܽଵ௧௢௧௡ଵି൯2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ ൏ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵି െ ܽଶ௧௢௧௡ଵି൯
2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ ൅
1
2ቇ (4.16)
die rationalen Terme von (4.15)-(4.16) sind gleich 
െ ൫ܽଵ௧௢௧.௣ଵି ൅ ܽଵ௧௢௧௡ଵି൯2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯
ൌ െ െ൫݀௣ଵ ൅ ݀௡ଵ൯ሺݑ଴ௌଵା െ ݑ଴ௌଶିሻ െ 2ݑ଴ௌଶି െ 2 ௣݂൫ܽଵா௢௡ௌଵ ൅ ܽଵா௢௙௙ௌଵ ൅ ܽଵா௥௥ௌଶ൯
2 ቆ൫݀௣ଵ ൅ ݀௡ଵ൯ሺܴௌଵା െ ܴௌଶି ൅ ܴ஼ሻ ൅ 2ܴௌଶି ൅ 2 ௣݂൫ܽଶா௢௡ௌଵ ൅ ܽଶா௢௙௙ௌଵ ൅ ܽଶா௥௥ௌଶ൯ ൅ 2ܴ݉ ቇ
 (4.17)
൫ܽଶ௧௢௧.௣ଵ െ ܽଶ௧௢௧௡ଵ൯
2൫ܽଶ௧௢௧.௣ଵ ൅ ܽଶ௧௢௧.௡ଵ൯ ൌ
ൌ ൫݀௣ଵ ൅ ݀௡ଵ൯ሺܴௌଵା െ ܴௌଶି ൅ ܴ஼ሻ
2 ቆ൫݀௣ଵ ൅ ݀௡ଵ൯ሺܴௌଵା െ ܴௌଶି ൅ ܴ஼ሻ ൅ 2ܴௌଶି ൅ 2 ௣݂൫ܽଶா௢௡ௌଵ ൅ ܽଶா௢௙௙ௌଵ ൅ ܽଶா௥௥ௌଶ൯ ൅ 2ܴ݉ ቇ
 (4.18)
Das Einsetzen von (4.17)-(4.18) in (4.15)-(4.16) und eine Analyse der Extremfälle analog zu 
݌௧௢௧.ଵାା (Tabelle 3) führen zu dem Ergebnis, dass das sich Extremum von ݌௧௢௧.ଵିି außerhalb des 
Gültigkeitsbereiches dieser Funktion befindet.  
Tabelle 3: Extremwerte der linken und rechten Seite von (4.15)-(4.16) mit Koeffizienten für ne-
gative Zweigströme. Mit Grün sind Fälle markiert, in denen die Ungleichungen erfüllt werden. 
 Wechselrichterbetrieb (߮௔ ൌ 0) Gleichrichterbetrieb (߮௔ ൌ ߨ) 
݅ఀ଴,	
݌. ݑ. 
݅௔ଵ,	
	݌. ݑ. 
(4.15) (4.16) (4.15) (4.16) 
linke 
Seite 
rechte 
Seite 
linke  
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
0,34 
√2 
െ0,11 െ0,49 െ0,11 0,92 0,57 െ0,50 0,57 0,92 
െ0,11 െ0,92 െ0,11 0,49 0,57 െ0,92 0,57 0,49 
െ√2 
െ0,11 0,49 െ0,11 െ0,92 0,57 0,50 0,57 െ0,92 
െ0,11 0,92 െ0,11 െ0,49 0,57 0,92 0,57 െ0,49 
Der Gültigkeitsbereich der Funktion ݌௧௢௧.ଵାି ൌ ݌௧௢௧.ଵሺ݅ஊ஑	ሻ∀	݅௣ଵ ൒ 0, ݅௡ଵ ൏ 0 wird definiert als 
െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵା ൅ ܽଵ௧௢௧௡ଵା൯2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ ൒ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵା െ ܽଶ௧௢௧௡ଵା൯
2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ െ
1
2ቇ (4.19)
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െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵି ൅ ܽଵ௧௢௧௡ଵି൯2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ ൏ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵି െ ܽଶ௧௢௧௡ଵି൯
2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ ൅
1
2ቇ (4.20)
und die Funktion ݌௧௢௧.ଵିା ൌ ݌௧௢௧.ଵሺ݅ஊ஑	ሻ∀	݅௣ଵ ൏ 0, ݅௡ଵ ൒ 0 gilt für den folgenden Bereich  
െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵି ൅ ܽଵ௧௢௧௡ଵି൯2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ ൏ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵି െ ܽଶ௧௢௧௡ଵି൯
2൫ܽଶ௧௢௧.௣ଵି ൅ ܽଶ௧௢௧.௡ଵି൯ െ
1
2ቇ (4.21)
െ݅ఀ଴ െ ൫ܽଵ௧௢௧.௣ଵା ൅ ܽଵ௧௢௧௡ଵା൯2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ ൒ ݅௔ଵ ቆ
൫ܽଶ௧௢௧.௣ଵା െ ܽଶ௧௢௧௡ଵା൯
2൫ܽଶ௧௢௧.௣ଵା ൅ ܽଶ௧௢௧.௡ଵା൯ ൅
1
2ቇ (4.22)
Die Werte der linken und rechten Seiten von (4.19)-(4.20) und (4.21)-(4.22) sind entsprechend in 
Tabelle 4 und Tabelle 5 eingetragen.  
Tabelle 4: Extremwerte der linken und rechten Seite von (4.19)-(4.20) mit Koeffizienten für ne-
gative Zweigströme. Mit Grün sind Fälle markiert, in denen die Ungleichungen erfüllt werden. 
 Wechselrichterbetrieb (߮௔ ൌ 0) Gleichrichterbetrieb (߮௔ ൌ ߨ) 
݅ఀ଴,	
݌. ݑ. 
݅௔ଵ,	
	݌. ݑ. ݀௣ଵ െ ݀௡ଵ 
(4.19) (4.20) (4.19) (4.20) 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
0,34 
1 
1 -0,57 -0,79 -0,11 0,92 0,11 -0,79 0,57 0,91 
െ1 -0,57 -0,62 -0,11 0,50 0,11 -0,62 0,57 0,50 
െ1 
1 -0,57 0,79 -0,11 -0,92 0,11 0,79 0,57 -0,92 
െ1 -0,57 0,62 -0,11 -0,50 0,11 0,62 0,57 -0,50 
Tabelle 5: Extremwerte der linken und rechten Seite von (4.21)-(4.22) mit Koeffizienten für ne-
gative Zweigströme. Mit Grün sind Fälle markiert, in denen die Ungleichungen erfüllt werden. 
 Wechselrichterbetrieb (߮௔ ൌ 0) Gleichrichterbetrieb (߮௔ ൌ ߨ) 
݅ఀ଴,	
݌. ݑ. 
݅௔ଵ,	
	݌. ݑ. ݀௣ଵ െ ݀௡ଵ 
(4.21) (4.22) (4.21) (4.22) 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
linke 
Seite 
rechte 
Seite 
0,34 
1 
1 -0,11 -0,50 -0,57 0,52 0,57 -0,50 0,11 0,52 
െ1 -0,11 -0,92 -0,57 0,90 0,57 -0,92 0,11 0,90 
െ1 
1 -0,11 0,50 -0,57 -0,51 0,57 0,50 0,11 -0,52 
െ1 -0,11 0,92 -0,57 -0,90 0,57 0,92 0,11 -0,90 
Aus der Analyse von (4.11)-(4.18) folgt, dass sich das Optimum der Phasenverlustfunktion ݌௧௢௧.ଵ 
nie in einem Bereich befindet, wo beide Zweigströme positiv bzw. negativ sind. Diese Bereiche 
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sind in Abb. 20 rechts und links platziert und durch die Zweigstromnulldurchgangslinien abge-
trennt. Diese Linien bewegen sich im Verlauf einer Wechselspannungsperiode nach einem Kosi-
nusgesetz um die Mitte des Abschnittes zwischen ihnen (s. Gl. (4.8)-(4.9)).  
Die Analyse von (4.19)-(4.22) ergab Zustände, in denen das Minimum einer der Funktionen 
	݌௧௢௧.ଵାି, ݌௧௢௧.ଵିା dem Minimum der Phasenverlustfunktion entspricht. In manchen Zuständen 
(z.B. Zeile 2 des Gleichrichterbetriebs der Tabelle 4) führt der die Funktion 	݌௧௢௧.ଵାି minimie-
rende Strom ݅ఀఈ|୫୧୬ሺ௣೟೚೟.భశషሻ in den Gültigkeitsbereich Funktion ݌௧௢௧.ଵାା. In dem gleichen Zu-
stand ergibt die Optimierung der Funktion ݌௧௢௧.ଵାା einen Strom ݅ఀఈ|୫୧୬ሺ௣೟೚೟.భశశሻ, der in den Gül-
tigkeitsbereich der Funktion 	݌௧௢௧.ଵାି führt (s. Zeile 2 des Gleichrichterbetriebs in der Tabelle 2).  
In solchen Zuständen befindet sich das Phasenverlustminimum an dem Punkt, in dem ein 
Zweigstrom (in dem oben genannten Beispiel der Strom ݅௡ଵ) gleich null ist. Im Anhang A.5.4 (S. 
102) ist derartiges Funktionsverhalten am Beispiel der Phase 2 graphisch dargestellt. Diese 
Funktionseigenschaft führt zu hoher Komplexität einer analytischen Minimierung, besonders 
wenn viele unterschiedliche Betriebszustände berücksichtigt werden sollen. Aus diesem Grunde 
werden numerische Verfahren in Betracht gezogen. Bei numerischer Minimierung mit gradien-
tenbasierten Verfahren ist eine Schrittweitenkontrolle nötig, z.B. mit der Armijo-Regel.  
Aus den oben genannten Funktionseigenschaften lässt sich auch schließen, dass die Phasenver-
lustfunktion ݌௧௢௧.ଵ in allen Betriebszuständen konvex ist. Beide Approximationen der Gesamt-
verlustfunktion können mit gutem Erfolg durch iterative Algorithmen minimiert werden. Mit 
numerischen Verfahren können für eine genauere Bestimmung der Zielfunktion komplexere 
Schaltermodelle eingesetzt werden. Ein weiterer Vorteil ist die Möglichkeit einer Optimierung in 
jedem, auch nichtstationärem Zustand. Nachteilig ist bei numerischen Verfahren ein relativ hoher 
Rechenaufwand wenn die Echtzeitoptimierung ins Visier genommen wird. Bei einer konvexen 
Zielfunktion ist Konvergenz eines numerischen Verfahrens gegen das (globale) Minimum zu 
erwarten, wobei die Gradientensprünge an den Zweigstromnulldurchgängen unter Umständen 
für zusätzliche Iterationsschritte sorgen können.  
Das Gradientenverfahren ist sehr einfach und kann aufgrund seiner Bekanntheit als Vergleichsre-
ferenz für andere Algorithmen dienen, in Bezug auf die Konvergenzgeschwindigkeit und den 
Rechenbedarf. Auf Basis des Gradientenverfahrens wurden einige komplexere Algorithmen ent-
wickelt, um höhere Konvergenzordnungen zu erreichen. Das Newton-Verfahren hat in der Ur-
sprungsform eine höhere Konvergenzordnung als das Gradientenverfahren und hat ebenfalls 
mehrere Modifikationen [96]. Der Downhill-Simplex-Algorithmus ist im Vergleich zu den gradi-
entenbasierten Algorithmen einfach und z.B. für Funktionen mit unstetigen Gradienten besser 
einsetzbar. Gleichzeitig ist dieser Algorithmus stabil und schnell [97].  
4.2 HEURISTISCHE OPTIMIERUNG 
Um eine Basis für die Bewertung der Genauigkeit von den Optimierungsverfahren zu bilden, 
wird die Verlustfunktion zunächst heuristisch minimiert. Für jede Kombination der Kreisstrom-
komponenten ݅ఀ௢௣௧ఈ, ݅ఀ௢௣௧௕ werden aus jeweils einem Satz ൣ݅ఀ௢௣௧௠௜௡	, ൫݅ఀ௢௣௧௠௜௡	 ൅
ݏ൯, … , ݅ఀ௢௣௧௠௔௫		൧௡ mit ݏ ൌ ൫݅ఀ௢௣௧௠௔௫	 െ ݅ఀ௢௣௧௠௜௡൯/ሺ݊ െ 1ሻ als Schrittweite die Gesamtverluste 
berechnet. Aus den resultierenden ݊ଶ Werten wird das Minimum ausgesucht und zusammen mit 
den dazugehörigen Werten von ݅௢௣௧ఀఈ und ݅ఀ௢௣௧௕ gespeichert. Die Genauigkeit des Verfahrens 
hängt lediglich von der Schrittweite ab.  
Abb. 22 zeigt den Verlauf der Zweigspannungen, der Zweigströme und der Zweigenergien bei 
Betrieb ohne Kreisstrom mit cosሺ߮௔ሻ ൌ 1.  
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Abb. 22: Betrieb des DSCC ohne Kreisstrom (analytisches Modell). (a): Zweigspannungen. (b): 
Zweigströme. (c) Zweigenergien. 
Da die rational-gebrochene Approximation der Durchlassverluste eine genauere Spannungsnach-
bildung liefert (s. Anhang A.4 auf S. 89), wird davon ausgegangen, dass sie genauer ist. Die 
Zweigströme und Zweigenergien bei einer Minimierung der Gesamtverlustfunktion mit rational-
gebrochener Funktion für die Durchlassverluste sind in Abb. 23(a)-(b) dargestellt. Der 
Zweigspitzenstrom ist nach der Optimierung um 5 % gestiegen und der Energierippel sank um 
etwa 30 %. Abb. 23(c) zeigt den Zeitverlauf der Gesamtverlustfunktion (3.40) vor und nach einer 
heuristischen Optimierung. Die mittleren Verluste über eine Wechselspannungsperiode betragen 
entsprechend 0,8987 und 0,8770 %. Das entspricht einer Reduktion der Verluste um 2,4112 %. In 
Abb. 58 (Anhang A.6.1 auf S. 103) sind Ergebnisse der heuristischen Minimierung von (3.36) 
dargestellt.  
Die prozentuelle Verlustreduktion ist mit der Dimensionierung und der Gesamteffizienz des 
Stromrichters verbunden. Für die DSCC-Dimensionierungen 2 und 3 beträgt die analytisch er-
mittelte Ersparnis bei heuristischer Minimierung von (3.40) entsprechend 2,8131und 0,2154 % 
(s. Anhang A.6.2 auf S. 104 und Anhang A.6.3 auf S. 106).  
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Abb. 23: Minimierung der Funktion (3.40) für den DSCC 1. (a): Zweigspannungen. (b): Kreis-
ströme (c): Zweigströme. (d): Zweigenergien. (e): Gesamtverluste ohne und mit Optimierung.  
Mittlere Verluste über die Periode: 0,90 und  0,88 % (Verlustreduktion um 2,41 %). 
4.3 GRADIENTENVERFAHREN 
Bei dem Gradientenverfahren wird der Variablenvektor ݅ఀሺ௞ାଵሻ für die nächste Iteration anhand 
des Variablenvektors ݅ఀሺ௞ሻ und des Funktionsgradienten ݃ሺ௞ሻ in dem aktuellen Iterationsschritt 
ሺ݇ሻ, ݇ ൐ 0 bestimmt:  
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ሾ݅ఀሿሺ௞ାଵሻ ൌ ሾ݅ఀሿሺ௞ሻ െ ߙሺ௞ሻሾ݃ሿሺ௞ሻ	 (4.23)
Der Gradient von ݌௧௢௧.௣௢௟௬ଵ gleich 
ൣ݃௣௢௟௬ଵ൧ሺ௞ሻ ൌ ൤
2ܽଶఈ.௣௢௟௬ଵ ܽఈఉ.௣௢௟௬ଵ
ܽఈఉ.௣௢௟௬ଵ 2ܽଶఉ.௣௢௟௬ଵ൨ ൤
݅ஊఈሺ௞ሻ
݅ஊఉሺ௞ሻ൨ െ ൤
െܽଵఈ.௣௢௟௬ଵ 0
0 െܽଵఉ.௣௢௟௬ଵ൨
ൌ ൣܳ௣௢௟௬ଵ൧ሾ݅ஊሿሺ௞ሻ െ ൣܤ௣௢௟௬ଵ൧ 
(4.24)
Im Falle einer bekannten quadratischen Zielfunktion kann die optimale Schrittweite für das Gra-
dientenverfahren analytisch bestimmt werden [96]. Für die Gesamtverlustfunktion (3.36), die 
neben einer Funktion 2. Ordnung von ݅ఀ zusätzlich das Produkt ݅ఀఈ݅ఀఉ aufweist, ist ߙሺ௞ሻ gleich 
(s. Herleitung im Anhang A.5.2) 
ߙሺ௞ሻ ൌ
ൣ݃௣௢௟௬ଵ൧ሺ௞ሻ
் ൣ݃௣௢௟௬ଵ൧ሺ௞ሻ
ൣ݃௣௢௟௬ଵ൧ሺ௞ሻ
் ൣܳ௣௢௟௬ଵ൧ൣ݃௣௢௟௬ଵ൧ሺ௞ሻ
 (4.25)
Die Schrittweite nach (4.25) kann in Stromrichtern mit stark ausgeprägten quadratischen Koeffi-
zienten verwendet werden. Bei anderen Funktionen kann eine Feste Schrittweite verwendet wer-
den.  
Der Gradient von ݌௧௢௧.௥௔௧ଶଵ wird bestimmt als 
ሾ݃ሿሺ௞ሻ ൌ ෍ቀൣ݃௖௢௡ௗ.௥௔௧ଶଵ.௣௬൧ሺ௞ሻ ൅ ൣ݃௖௢௡ௗ.௥௔௧ଶଵ.௡௬൧ሺ௞ሻቁ
ଷ
௬ୀଵ
൅ ൤2ܽଶఈ.௥௔௧ଶଵ ܽఈఉ.௥௔௧ଶଵܽఈఉ.௥௔௧ଶଵ 2ܽଶఉ.௥௔௧ଶଵ൨ ൤
݅ஊఈሺ௞ሻ
݅ஊఉሺ௞ሻ൨ െ ൤
െܽଵఈ.௥௔௧ଶଵ 00 െܽଵఉ.௥௔௧ଶଵ൨ 
(4.26)
Die Gleichungen für die Gradienten der Zweigfunktionen für die Durchlassverluste sind dem 
Anhang A.4 beigelegt. Sowohl bei der Schrittweite nach (4.25) als auch bei fester Schrittweite 
kann sich bei einem Iterationsschritt ein Zweigstromvorzeichen ändern (s. Abschnitt 4.1). Aus 
diesem Grund muss in jedem Zustand geprüft werden, ob mit ߙሺ௞ሻ eine tatsächliche Reduzierung 
der Zielfunktion erreicht wird. Ein Instrument dafür ist der Armijo-Test [96]:  
݌௧௢௧൫ሾ݅ఀሿሺ௞ሻ െ ߙሺ௞ሻሾ݃ሿሺ௞ሻ൯ ൑ ݌௧௢௧൫ሾ݅ఀሿሺ௞ሻ െ ߝߙሺ௞ሻ ሾ݃ሿሺ௞ሻ൯ (4.27)
mit 0 ൏ ߝ ൏ 1. Wird (4.27) nicht erfüllt, dann ist der Kreisstrom ሾ݅ఀሿሺ௞ାଵሻ für die nächste Iterati-
on gleich 
ሾ݅ఀሿሺ௞ାଵሻ ൌ ሾ݅ఀሿሺ௞ሻ െ ߝߙሺ௞ሻ	ሾ݃ሿሺ௞ሻ (4.28)
Die Schrittweite für die Minimierung von ݌௧௢௧.௥௔௧ଶଵ wird auf einen Anfangswert von 0,2 gesetzt 
und mittels (4.27) kontrolliert und ggf. angepasst.  
Der Ablauf einer Iteration ist in Abb. Abb. 24(a) dargestellt. Bei Nichterfüllung des Armijo-Tests 
wird die Schrittweite um den Faktor ߝ von z.B. 0,1 reduziert. Die Abbruchbedingungen sind das 
Erreichen der maximal zulässigen Iterationsanzahl oder die Unterschreitung des Abbruchgradi-
enten. 
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Abb. 24: Ablauf einer Iteration. (a): Gradientenverfahren. (b): Newton-Verfahren. 
4.4 NEWTON-VERFAHREN 
Das Newton-Verfahren verwendet die erste und zweite Ableitung der Zielfunktion: 
ሾ݅ఀሿሺ௞ାଵሻ ൌ ሾ݅ఀሿሺ௞ሻ െ ሾܪሿሺ௞ሻିଵሾ݃ሿሺ௞ሻ  (4.29)
mit ሾܪሿሺ௞ሻ als Hesse-Martix der Zielfunktion. Die Hesse-Matrizen für ݌௧௢௧.௣௢௟௬ଵ und ݌௧௢௧.௥௔௧ଶଵ 
sind entsprechend (Herleitung im Anhang A.4) 
ൣܪ௣௢௟௬ଵ൧ሺ௞ሻ ൌ ൤
2ܽଶఈ.௣௢௟௬ଵ ܽఈఉ.௣௢௟௬ଵ
ܽఈఉ.௣௢௟௬ଵ 2ܽଶఉ.௣௢௟௬ଵ൨ (4.30)
ሾܪ௥௔௧ଶଵሿሺ௞ሻ ൌ ൤
2ܽଶఈ.௥௔௧ଶଵ ܽఈఉ.௥௔௧ଶଵ
ܽఈఉ.௥௔௧ଶଵ 2ܽଶఉ.௥௔௧ଶଵ൨ 
൅෍
ۉ
ۈ
ۇ
ۏ
ێێ
ێ
ۍ߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣௬ଶ ߲ଶ݅ఀఈ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣௬ଶ
߲݅ఀఈ߲݅ఀఉ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣௬ଶ
߲݅ఀఉ߲݅ఀఈ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣௬ଶ
߲ଶ݅ఀఉ ے
ۑۑ
ۑ
ې
൅
ۏ
ێێ
ێ
ۍ߲݌௖௢௡ௗ.௥௔௧ଶଵ.௡௬ଶ ߲ଶ݅ఀఈ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௡௬ଶ
߲݅ఀఈ߲݅ఀఉ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௡௬ଶ
߲݅ఀఉ߲݅ఀఈ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௡௬ଶ
߲ଶ݅ఀఉ ے
ۑۑ
ۑ
ې
ی
ۋ
ۊଷ
௬ୀଵ
 
(4.31)
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Eine quadratische Funktion wird (unter der Annahme der präzisen Gradientenbestimmung) in 
einem Schritt minimiert. Bei Funktionen höherer Ordnung wird ihre quadratische Näherung mi-
nimiert. Die Schrittweite des Verfahrens kann mit einem Armijo-ähnlichen Test kontrolliert wer-
den:  
݌௧௢௧൫ሾ݅ఀሿሺ௞ሻ െ ߙሺ௞ሻሾ݃ሿሺ௞ሻ൯ ൑ ݌௧௢௧ ൬ሾ݅ఀሿሺ௞ሻ െ ߝൣߙሺ௞ሻ൧் ൫ሾܪሿሺ௞ሻିଵሾ݃ሿሺ௞ሻ൯൰ (4.32)
mit ൣߙሺ௞ሻ൧் ൌ ሾ1 1ሿ. Bei Nichterfüllung von (4.32) ist ሾ݅ఀሿሺ௞ାଵሻ gleich  
ሾ݅ఀሿሺ௞ାଵሻ ൌ ሾ݅ఀሿሺ௞ሻ െ ߝൣߙሺ௞ሻ൧்	൫ሾܪሿሺ௞ሻିଵሾ݃ሿሺ௞ሻ൯  (4.33)
Abb. 24(b) zeigt den Ablauf einer Iteration beim Newton-Verfahren. Unterschiedlich von dem 
Gradientenverfahren sind die Schrittweite und der Schrittweitentest. Die Abbruchbedingungen 
sind ähnlich. 
4.5 NELDER-MEAD-ALGORITHMUS (DOWNHILL-SIMPLEX-VERFAHREN) 
Der Nelder-Mead-Algorithmus, auch Downhill-Simplex-Verfahren genannt, gehört zu der Fami-
lie von direkten Algorithmen. Er nutzt keine Funktionsgradienten, sondern die Werte der ሺ݊ሻ-
dimensionalen Zielfunktion an den Ecken eines ሺ݊ ൅ 1ሻ-dimensionalen Polytopen (Simplex). In 
dem  Fall ݌௧௢௧ ൌ ݂ሺሾ݅ఀఈ ݅ఀఉሿ்ሻ ist das Simplex ein Dreieck, dessen Eckpunkte auf der dreidi-
mensionalen Oberfläche der Funktion ݌௧௢௧ liegen [97].  
 Schritt1: Sortierung 
In dem ersten Schritt werden die Punkte des Simplex sortiert und mit Indizes versehen, sodass 
݂ሺݔଵሻ und ݂ሺݔ௡ሻ entsprechend der kleinste und der größte Funktionswerte sind: 
݂ሺݔଵሻ ൑ ݂ሺݔଶሻ ൑ ݂ሺݔଷሻ (4.34)
und ein mittlerer Wert des Simplex ermittelt:  
̅ݔ ൌ 13෍ݔ௜
ଷ
௜ୀଵ
 (4.35)
 Schritt 2: Reflektion 
In diesem Schritt wird der auf der Hüllfläche der Zielfunktion ݂ höchstgelegene Eckpunkt ݔଷ des 
Simplex mit dem Reflektionskoeffizienten ߩ verlegt (Abb. 25(a)):  
ݔ௥ ൌ ̅ݔ ൅ ߩሺݔ௥ െ ݔଷሻ	 (4.36)
Liegt der Funktionswert ݂ሺݔ௥ሻ zwischen ݂ሺݔଵሻ und ݂ሺݔଷሻ, wird die Iteration abgeschlossen. 
Wenn nicht, dann wird zwischen drei fällen unterschieden. 
 Schritt 3: Expansion 
Falls nach der Reflektion der Funktionswert in dem Punkt ݔ௥ kleiner ist, als der ݂ሺݔଵሻ, erfolgt 
eine Expansion mit dem Koeffizienten ߯ (Abb. 25(b)): 
ݔ௘ ൌ ̅ݔ ൅ ߯ሺݔ௥ െ ̅ݔሻ	 (4.37)
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Nach der Expansion wird, je nachdem ob ݂ሺݔ௥ሻ oder ݂ሺݔ௘ሻ kleiner ist, der Wert ݔ௥ oder ݔ௘ über-
nommen und die Iteration abgeschlossen. 
 Schritt 4a): externe Kontraktion 
Bei ݂ሺݔଶሻ ൑ ݂ሺݔ௥ሻ ൑ ݂ሺݔଷሻ wird eine externe Kontraktion durchgeführt (Abb. 25(c)): 
ݔ௖ ൌ ̅ݔ ൅ ߯ሺݔ௥ െ ̅ݔሻ  (4.38)
 Schritt 4b): interne Kontraktion 
Bei ݂ሺݔ௥ሻ ൒ ݂ሺݔଷሻ wird interne Kontraktion durchgeführt (Abb. 25(d)): 
ݔ௖௖ ൌ ̅ݔ ൅ ߯ሺݔ௥ െ ̅ݔሻ	 (4.39)
In jedem Schritt wird der Punkt ݔଷ durch den neuen Punkt ݔ௥, ݔ௘, ݔ௖ bzw. ݔ௖௖ ersetzt. Der Wert ̅ݔ 
wird für jeden Schritt neu ermittelt.  
 Schritt 5: Schrumpfen 
Sollte nach der internen oder externen Kontraktion der jeweilige Funktionswert des neuen Punk-
tes ݂ሺݔ௖ሻ bzw. ݂ሺݔ௖௖ሻ größer als ݂ሺݔଷሻ sein, wird ein Schrumpfen mit dem Schrumpfkoeffizien-
ten ߪ durchgeführt (Abb. 25(e)): 
ݔ௜௦ ൌ ݔଵ ൅ ߪሺݔ௥ െ ̅ݔሻ	, ݅ ൌ 2,3 (4.40)
Nach dem Schrumpfen wird die Iteration terminiert.  
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Abb. 25: Anpassung des Simplex im Nelder-Mead-Algorithmus.  
(a): Reflektion. (b): Expansion. (c): Kontraktion (extern). (d) Kontraktion (intern).  
(e): Schrumpfen. 
Da der Nelder-Mead-Algorithmus ein direktes Verfahren ist, verfügt er implizit über Mittel zur 
Kontrolle der Richtung und Weite des aktuellen Schrittes. Wichtig für den Optimierungserfolg ist 
bei diesem Algorithmus die Einhaltung des Wertebereiches und eine richtige Kombination des 
Startsimplex und der Koeffizienten ߩ, ߯, ߛ und	ߪ [97]:  
ߩ ൐ 0, ߯ ൐ 1, ߯ ൐ ߩ, 0 ൏ ߛ ൏ 1, 0 ൏ ߪ ൏ 1 (4.41)
Abb. 26 zeigt den Ablaufplan einer Iteration des Downhill-Simplex-Verfahrens nach [97]. 
4. MINIMIERUNG DER GESAMTVERLUSTFUNKTION 
 56 
ሾݔሿ ൌ ሾݔ1 ݔ2 ݔܿሿ 
݂ሺݔ1ሻ ൑ ݂ሺݔݎሻ ൑ ݂ሺݔ2ሻ 
݂ሺݔ1ሻ ൑ ݂ሺݔݎሻ ൑ ݂ሺݔ3ሻ 
݂ሺݔݎሻ ൏ ݂ሺݔ1ሻ 
݂ሺݔ݁ሻ ൏ ݂ሺݔݎሻ
ሾݔሿ ൌ ሾݔ1 ݔ2 ݔݎሿ 
ሾݔሿ ൌ ሾݔ1 ݔ2 ݔ݁ሿ 
݂ሺݔ݁ሻ ൒ ݂ሺݔݎሻ
݂ሺݔ2ሻ ൑ ݂ሺݔݎሻ ൑ ݂ሺݔ3ሻ ݂ሺݔܿሻ ൑ ݂ሺݔݎሻ
݂ሺݔܿሻ ൐ ݂ሺݔݎሻ 
ሾݔሿ ൌ ሾݔ1 ݔ2 ݔܿሿ ݂ሺݔܿܿ ሻ ൑ ݂ሺݔ3ሻ ݂ሺݔݎሻ ൒ ݂ሺݔ3ሻ 
ሾݔሿ ൌ ሾݔ1 ݔ2ݏ ݔ3ݏሿ 
݂ሺݔܿܿ ሻ ൐ ݂ሺݔ3ሻ 
ሾݔሿ ൌ ሾݔ1 ݔ2 ݔ3ሿ 
Abb. 26: Ablauf einer Iteration des Nelder-Mead-Algorithmus 
4.6 PARAMETRIERUNG UND VERGLEICH DER OPTIMIERUNGSALGORITHMEN 
Abb. 27 zeigt die Ergebnisse der Optimierung der Gesamtverlustfunktion (3.40) für die unter-
suchten Algorithmen. Als Startpunkt für das Gradienten- und das Newtonverfahren wird in je-
dem Zeitpunkt der Vektor ሾ0 0ሿ் gesetzt. Der Startsimplex des Nelder-Mead-Algorithmus ist 
݅ஊఈሺ଴ሻ ൌ ൫√2/20൯ሾ0 െ1 1	ሿ் p.u., ݅ஊఉሺ଴ሻ ൌ ൫√2/20൯ሾ1 െ1 െ1	ሿ் p.u. Der heuristische 
Algorithmus bildet eine Referenz für das Erreichen des Minimums. Fünf Iterationen sind bei 
allen drei Verfahren ausreichend, um das Funktionsminimum in jedem Zeitpunkt mit einer guten 
Genauigkeit anzunähern. Eine Verdopplung der Iterationszahl führt zu einer unwesentlichen Ver-
besserung der Ergebnisse. Die rein polynomiale Verlustfunktion lässt sich ebenfalls mit gutem 
Erfolg minimieren (s. Abb. 58 im Anhang A.6.1 auf S. 103).  
Das Verhalten von gradientenbasierten Verfahren ist in verschiedenen Arbeitspunkten abhängig 
von den Parametern ߙ und ߝ (s. Anhang A.7.2 auf S. 109). Die Ursache dafür ist die Verlustfunk-
tion, die in jedem Arbeitspunkt neue Eigenschaften hat (z.B. dominierende Anteile in den Gradi-
enten). Der Nelder-Mead-Algorithmus hat aufgrund seiner direkten Natur keine derartige Ab-
hängigkeit. Weiterhin zeigt der Algorithmus eine sehr gute Robustheit und Genauigkeit in allen 
Arbeitspunkten. Kein schritt des Nelder-Mead-Algorithmus führt zu einer Erhöhung der Ge-
samtverluste. Diese Eigenschaft macht das Verfahren gut geeignet, um auch in transienten und 
asymmetrischen Zuständen ohne weiteres eingesetzt zu werden. Die fehlende Arbeitspunktsensi-
bilität ist weiterhin wichtig für den Einsatz in Stromrichtern, deren Modulationsalgorithmen eine 
variable Anzahl von Schaltereignissen in verschiedenen Punkten einer Wechselspannungsperiode 
ergeben.  
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Gradientenbasierte Verfahren benötigen pro Iteration zwei Berechnungen der Verlustfunktion 
sowie ihrer Ableitungen, die zum Teil parallel Ablaufen können. Für den Armijo-Test müssen die 
rechten Seiten von (4.28) bzw. (4.33) kalkuliert werden. Eine Iteration des Nelder-Mead-
Algorithmus erfordert bis zu drei nacheinander folgende Berechnungen der Zielfunktion. Eine 
rechenintensive Komponente sind die stromabhängigen Zweigverlustkoeffizienten. Diese lassen 
sich zweigweise parallel bestimmen. 
 
Abb. 27: Verlauf der Gesamtverlustfunktion (3.40) für unterschiedliche Optimierungsalgorith-
men. Gradientenverfahren: ߙ ൌ 0,05, ߝ ൌ 0,01. Newton-Verfahren: ߙ ൌ 0,4, ߝ ൌ 0,08. Nelder-
Mead: ߩ ൌ 1, ߯ ൌ 2, ߛ ൌ 0,5,  ߪ ൌ 0,5. (a) Abbruch nach 5 Iterationen. (b) Abbruch nach 10 
Iterationen.  
Tabelle 6: Vergleich der untersuchten Algorithmen in Anlehnung an die Minimierung der DSCC-
Gesamtverlustfunktion 
 Gradienten-
verfahren 
Newton-
Verfahren 
Nelder-Mead-
Algorithmus 
Aufrufe der Verlustfunktion pro Iteration  2 2 max. 4 
Aufrufe der Gradientenfunktion pro Iteration 2 2 0 
Konvergenzgeschwindigkeit gut sehr gut sehr gut 
Parameter- und Arbeitspunktsensibilität tolerabel kritisch sehr gut 
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5. SIMULATIONSTECHNISCHE ERPROBUNG  
5.1 INTEGRATION DES OPTIMIERUNGSALGORITHMUS IN DIE 
KASKADENREGELUNG  
Simulative Erprobung des oben beschriebenen Ansatzes erfolgt zunächst an einem IGBT-
Umrichter, der als bidirektionale Kopplung zwischen einem 50 Hz/6 kV Wechselspannungssys-
tem und einem 11 kV Gleichspannungssystem konzipiert ist. Die kaskadierte Regelstruktur aus 
dem Abschnitt 2.4 lässt sich ohne einen grundsätzlichen Konzeptwechsel um den Optimierungs-
algorithmus erweitern. Da die Wechselspanungsfrequenz konstant ist, entfallen im Gegensatz zu 
dem Diagramm in Abb. 14 die Strukturen für die Energieregelung im niederfrequenten Betrieb.  
Der Σ-Stromregler wurde in ߙߚ0-Koordinaten implementiert, der Δ-Stromregler in mit 50 Hz 
rotierenden ݀ݍ-Koordinaten. Die Stromistwertfilterung erfolgt über ein PT1-Filter mit einer 
Zeitkonstante, die einer halben Pulsperiode gleich ist. Das Signalflussdiagramm mit der Strom- 
und Energieregelung und mit dem integrierten Verlustminimierungsmodul ist in Abb. 28 darge-
stellt.  
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݅ߑߙߚ0 
݅Δ123
݅ߑ123
݅ܽ݀ݍ ሺ1ሻ∗  
ܼ݅݌Σ݇
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݂ݏݓܣݒ.݌ݕ  
݂ݏݓܣݒ .݊ݕ  
 
Abb. 28: Integration der Optimierungsalgorithmen in die Regelstruktur des DSCC 
Abb. 29 präzisiert den Inhalt und die Signale des Verlustminimierungsmoduls. In dem Optimie-
rungsalgorithmus werden Stromsollwerte aus dem aktuellen und Zweigtastverhältnisse ݀௫௬ aus 
5. SIMULATIONSTECHNISCHE ERPROBUNG 
 60 
dem vorherigen Abtastschritt verwendet. Der Sollwert ݅௔ௗ௤ሺଵሻ∗  wird mittels der Matrizen ሾܦሿ und 
ሾܥሿ (s. Anhang A.1 auf S. 85) in natürliche Koordinaten transformiert.  
Es wird beachtet, dass die mittlere Schaltfrequenz pro Modul und Pulsperiode in jedem Zweig 
unterschiedlich sein kann, wie es z.B. bei dem Sortieralgorithmus der Fall ist. Dafür werden die 
durchschnittlichen Zweigschaltfrequenzen ௦݂௪஺௩.௣/௡௬ von der letzten Abtastperiode dem Opti-
mierungsalgorithmus überreicht. Die Bestimmung der Anzahl von Schaltereignissen im Zweig 
und die Ermittlung der durchschnittlichen Schaltfrequenz ist eine Aufgabe des für die Modulati-
on zuständigen Programmoduls, das bei einer Implementierung der Verlustminimierung vorgese-
hen werden muss.  
݅ܽ݀ݍ ሺ1ሻ∗   ݅ܽ123
∗݅ܽߙߚ∗  ሾܦሿ  ሾܥሿ
݅ߑ0∗  
݂ݏݓܣݒ.݌ݕ  
݂ݏݓܣݒ .݊ݕ  
݀݌123  
݀݊123  
݅ߑߙߚ∗݋݌ݐ  
 
Abb. 29: Verwendung der Größen bei Implementierung des Optimierungsalgorithmus  
5.2 MODULATION UND ZELLENENERGIESYMMETRIERUNG 
Bei der Phase-Shift-Pulsweitenmodulation (engl. phase-shift pulse-width-modulation, PSPWM) 
werden in den Zweigmodulatoren phasenversetzte Trägersignale verwendet. Bei diesem Modula-
tionsverfahren können eine sehr hohe Qualität der resultierenden Spannung und dadurch ein ver-
gleichsweise geringer Stromrippel erreicht werden. Für die Untersuchung des Verlustoptimie-
rungsansatzes ist die PSPWM interessant aufgrund der gleichmäßigen Verteilung der Schalter-
eignisse über die Wechselspannungsperiode, wenn die Abtastung der Zellentastverhältnisse an 
den Eckpunkten jedes Trägersignals erfolgt [98]. Vorteilhaft bei der PSPWM ist weiterhin eine 
gute Dynamik im Kleinsignalverhalten.  
Relativ ungünstig ist das Einsetzen dieses Verfahrens in Schaltungen mit sehr hoher Anzahl der 
Zellen pro Zweig. Bei gleicher Trägerfrequenz zeigt es höhere Schaltverluste, als sortierungsba-
sierte Algorithmen [99]. Ein weiterer Nachteil der PSPWM ist die Notwendigkeit, mehrere paral-
lele Regler für die Zellenenergiesymmetrierung zu implementieren. Da die Ausgangssignale die-
ser Regler begrenzt sind (mögliche Tastverhältniswerte liegen zwischen 0 und 1), kann es im 
Betrieb zu Ungenauigkeiten in der Spannungsstellung kommen. Diese Problematik wird unten 
näher beschrieben. In der Praxis werden oft sortierungsbasierte Modulationsverfahren verwen-
det, dies aufgrund ihrer Robustheit, sehr gutem Symmetrierungsverhalten und der geringeren 
Schaltverluste bei höheren Zellenanzahlen [83]. Bei der sortierungsbasierten Modulation ist die 
Anzahl der Schaltereignisse in verschiedenen Zeitpunkten einer Grundschwingungsperiode un-
terschiedlich [100]. Es ist daher von praktischem Interesse, die Implementierung und den Effekt 
eines verlustminimierenden Kreisstromes in dem Betrieb mit der sortierungsbasierten Modulati-
on zu untersuchen. Die variable Schaltfrequenz ist in dem Optimierungsalgorithmus zu berück-
sichtigen, denn die Anzahl der Schaltereignisse beeinflusst die Schaltverluste. Aus der Anzahl 
der Schaltereignisse in der letzten Pulsperiode wird eine Schaltfrequenz ermittelt, die in dem 
nächsten Optimierungsschritt bei den Kalkulationen Verwendung findet.  
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5.2.1 PHASE-SHIFTED-PULSWEITENMODULATION (PSPWM) 
a) Individuelle Zellenregler 
Zur Bildung der Regelstrecken für individuelle Zellenenergieregler wird ein Zweigmodell ent-
sprechend dem Modellbildungsansatz aus dem Abschnitt 2.1.2 erstellt. Aus dem Idealschalter-
modell in Abb. 30(a) wird ein Mittelwertmodell erstellt, welches mit dem Ersatzdiagramm in 
Abb. 30(b) beschrieben werden kann. Abb. 30(c) zeigt die Regelstruktur mit individuellen Zelle-
nenspannungsreglern ܩோ௖௫௬௭. Der Stromregelkreis ܩோ௜ und der überlagerte Zweigenergieregel-
kreis ܩோ௪௫௬ zeigen schematisch die (mehrfachen) parallelen Strom- und Zweigenergieregelkreise 
aus der kaskadierten Regelstruktur in Abb. 14 (S. 31).  
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Abb. 30: Halbbrückenkaskade mit einer Last. (a) Idealschaltermodell. (b) Mittelwertmodell. (c): 
Regelstruktur mit individuellen Zellenenergiereglern 
Die Aufgabe der Zellenenergiesymmetrierung ist es, die Energien bzw. Spannungen der Zellen 
innerhalb einer Kaskade gleich zu halten. Demzufolge wird der Durchschnittswert der einzelnen 
Zellenenergien des Zweigs als Sollwert ݓ௖௫௬௭∗  für individuellen Regler ܩோ௪௫௬ gesetzt: 
ݓ௖௫௬௭∗ ൌ 1݉෍ݓ௖௫௬௭
௠
௭ୀଵ
 (5.1) 
Zu der Ausgangsgröße 	݀୼௫௬௭ des Zellenreglers ܩோ௖௫௬௭ wird das Ausgangssignal ݀௫௬ௌ଴ des 
Stromreglers ܩோ௜ addiert: 
݀௫௬௭ ൌ ݀௫௬௦଴ ൅ ݀ோ௖௫௬௭ (5.2) 
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Ist der Zellenregler ein P-Regler mit der Verstärkung ܭ௣ோ௖௫௬௭, dann sind die Tastverhältnisse 
݀ோ௖௫௬௭ und die Kaskadenspannung ݑ௫௬ gleich 
݀ோ௖௫௬௭ ൌ ܭ௣ோ௖௫௬௭ ቌ1݉෍ݓ௖௫௬௝
௠
௝ୀଵ
െ ݓ௖௫௬௭ቍ (5.3) 
ݑ௫௬ ൌ෍൫ݑ௫௬௝݀௫௬௝൯
௠
௝ୀଵ
ൌ ݀௫௬෍ݑ௖௫௬௝
௠
௝ୀଵ
൅෍൥ݑ௖௫௬௝ܭ௣ோ௖௫௬௭ ൭1݉෍ݓ௖௫௬௞
௠
௞ୀଵ
െ ݓ௖௫௬௭൱൩
௠
௝ୀଵ
 (5.4) 
Die Zellenenergieregler sind nur dann von dem Stromregler vollständig entkoppelt, wenn der 
zweite Term in (5.4) gleich null ist. Das gilt in dem Fall, wenn alle Kondensatorspannungen 
gleich sind. Je größer die Ungleichheiten zwischen den Zellenspannungen, desto größer ist die 
Verkopplung der Regelkreise miteinander und mit dem Stromregler. Um die aus dieser Verkopp-
lung resultierende Störung in dem Stromregelkreis zu kompensieren, wird die resultierende Zeit-
konstante des Stromregelkreises ܩோ௜ auf einen Wert gesetzt, der etwa eine Dekade kleiner ist, als 
die Reaktionszeit des Reglers ܩோ௖௫௬௭.  
b) Symmetrierung in Modalkoordinaten 
Ein Versuch, die oben beschriebenen Probleme mit einer Modaltransformation zu lösen, wurde in 
[98] präsentiert. Für die Analyse von Drehstromsystemen hat sich die Zerlegung in symmetrische 
Komponenten durchgesetzt. Zum Beispiel wird die Clarke-Transformation (ߙߚ-Transformation) 
[101] oft verwendet. Sie lässt ein dreiphasiges Drehstromsystem auf zwei orthogonale Vektoren 
in der komplexen Ebene und einen zusätzlichen reellen Nullvektor zurückführen. Grundsätzlich 
lässt sich jedes ݊-phasige System als Superposition von ݊ virtuellen symmetrischen Systemen 
darstellen [101]. Die Wahl und Definition dieser Systeme ist bedingt durch praktische Aspekte 
[101], [102]. Meistens werden modale Größen derart definiert, dass sie gewissen physikalischen 
Modellen oder Vorgängen entsprechen (zum Beispiel in Mit- und Gegenrichtung rotierendes Sys-
tem in einer Wechselstrommaschine). Somit wird eine alternative Darstellung in das zu analysie-
rende System erschaffen. In Analogie zu polyphasigen Systemen lässt sich die Zellenkaskade in 
Abb. 30 virtuell als ሺ݉ ൅ 1ሻ-polige Impedanz nachbilden, wie Abb. 31 zeigt.  
 
Abb. 31: Virtuelle Darstellung der Kapazitäten einer Halbbrückenkaskade als System mit ݉ Pha-
senleitern und einem Neutralleiter 
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Bei verlustfreier Betrachtung hat die Leistungsbilanz für die linke und rechte Seite aller Halb-
brücken im Zweig die Form 
൫ݑ௖௫௬ଵ ൅ ⋯൅ ݑ௖௫௬௠൯݅௖௫௬ ൌ ݑ௫௬݅௫௬ (5.5) 
Die Leistungsflüsse zwischen den einzelnen Kondensatoren sind aus Abb. 31 nicht ersichtlich. 
An dieser Stelle wird eine Transformation gesucht, die analog zu den in [101] beschriebenen 
Transformationen die natürlichen Zellengrößen ݔ௫௬௭ als Überlagerung von (ggf. faktorisierten) 
symmetrischen Komponenten ݔ௫௬௦଴ bis ݔ௫௬௦ሺ௠ିଵሻ beschreibt, wobei eine modale Größe für den 
Durchschnittswert und ሺ݉ െ 1ሻ Größen für die Differenzen zwischen den Zellengrößen stehen: 
oder  
Bei einer von den möglichen Formen der gewünschten Transformation wird folgende Transfor-
mationsmatrix ሾܶሿିଵ verwendet (Herleitung s. im Anhang A.8 auf S. 111):  
ሾܶሿିଵ ൌ
ۏ
ێێ
ێێ
ێ
ۍ1 1 0 … 0
1 0 1 ⋱	 ⋮
⋮ ⋮ ⋱ ⋱ 0
1 0 … 0 1
1 െ1 … െ1 െ1ے
ۑۑ
ۑۑ
ۑ
ې
 (5.9) 
Sind die Spannungen aller Kondensatoren gleich, dann ergibt die Anwendung von (5.8) auf die 
Zellengrößen ݅௖௫௬௭, ݑ௖௫௬௭, ݀௫௬௭ folgende Zusammenhänge: 
Mit der Diagonalmatrix ሾܥ௦ሿ ൌ ሾܶሿିଵൣܥ௫௬൧ିଵሾܶሿ als Impedanz des virtuellen ሺ݉ െ 1ሻ-Pols in 
Modalkoordinaten. Falls alle Kondensatorspannungen gleich sind, nimmt (5.11) die Form 
Abb. 32(a) zeigt das transformierte Mittelwertmodell der Kaskade unter der Annahme von glei-
chen Kondensatorspannungen. In diesem Modell hat nur die Nullkomponente ݑ௫௬଴ bzw. ݀௫௬଴ 
einen Einfluss auf den Strom ݅௫௬. Die symmetrischen Zellenspannungskomponenten 
ሾݔ௫௬ଵ … ݔ௫௬௠ሿ ൌ ൣ ஼ܶ௫௬൧ሾݔ௫௬௦଴ ݔ௦௫௬௦ଵ … ݔ௫௬௦ሺ௠ିଵሻሿ (5.6) 
ൣݔ௫௬൧ ൌ ൣ ஼ܶ௫௬൧ൣݔ௫௬௦൧ (5.7) 
ൣݔ௫௬௦൧ ൌ ൣ ஼ܶ௫௬൧ିଵൣݔ௫௬൧ (5.8) 
ൣ݅௖௫௬௦൧ ൌ ݅௫௬ሾܶሿൣ݀௫௬௦൧ (5.10)
ݑ௫௬ ൌ෍ݑ௫௬௭݀௫௬௭
௠
௭ୀଵ
 (5.11)
ൣݑ௖௫௬௦൧ ൌ ሾܥ௦ሿିଵ׬ ൣ݅௖௫௬௦൧ሺݐሻ݀ݐ (5.12)
ݑ௫௬ ൌ ݉ݑ௖௫௬௦଴݀௫௬௦଴ (5.13)
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ݑ௫௬௦ଵ, … ݑ௫௬௦ሺ௠ିଵሻ beeinflussen die Differenzströme der Kondensatoren. Die transformierten 
Spannungen ݑ௖௫௬௦ଵ, …ݑ௖௫௬௦ሺ௠ିଵሻ sind gleich null, wenn die Kondensatorspannungen zueinander 
gleich sind.  
Eine Regelstruktur zur Symmetrierung der Kondensatorspannungen aus den Modalkoordinaten 
ist in Abb. 32(b) gezeigt. Für eine praktische Umsetzung des Konzeptes wird diese Struktur an 
die praktischen Umstände angepasst. Erstens werden zwecks einer genaueren Stellung der Leis-
tungsflüsse und der Kaskadenspannung die aktuellen Spannungswerte berücksichtigt. Zweitens 
sollen die Tastverhältnisbegrenzungen die Stellung der Kaskadenspannung nicht stören. 
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Abb. 32: Zellenergiesymmetrierung in Modalkoordinaten. (a): Ersatzschaltbild der transformier-
ten Strecke unter der Annahme der vollständigen Linearität. (b): Regelstruktur für die lineare 
Strecke unter Vernachlässigung der Kondensatorspannungsdifferenzen.  
Um die Kondensatorspannungsdifferenzen in der Regelstruktur zu berücksichtigen, werden die 
natürlichen Kondensatorleistungen in die Modalkoordinaten Transformiert: 
൦
݌௫௬଴݌௫௬௦ଵ
⋮
݌௫௬ሺ௠ିଵሻ
൪ ൌ ሾܶሿିଵ ቎
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⋮
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௭ஷଵ⋮
ሺ݉ െ 1ሻݑ௖௫௬ሺ௠ିଵሻ݀௖௫௬ሺ௠ିଵሻ െ ෍ ݑ௖௫௬௭݀௫௬௭
௭∈ሼଵ,ଶ,…,௠ሽ,
௭ஷሺ௠ିଵሻ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
(5.14)
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Umstellen nach den Zellentastverhältnissen ൣ݀௫௬൧ liefert  
Die symmetrischen Leistungen ݌௫௬௦௝ werden von den Symmetrierreglern vorgegeben. Die Leis-
tungsnullkomponente ist mit der Kaskadenspannung über die Leistungsbilanz verbunden: 
Umstellen von (5.16) nach ݌௫௬଴ und einsetzen in (5.15) ergibt 
Anhand von (5.17) können aus den Solwerten der Leistungen ݌௫௬௦௝ und dem Zweigspannungs-
sollwert ݑ௫௬∗  die entsprechenden Tastverhältnisse ݀௫௬௭ berechnet werden. Ein weiterer Schritt zur 
praktischen Implementierung der modalen Symmetrierung ist die Berücksichtigung von den 
Tastverhältnisbegrenzungen in der Regelstruktur. Dafür wird von den Zusammenhängen in 
(5.17) Gebrauch gemacht. Aufgelöst nach ݌௫௬௦௝, nimmt Gl. (5.17) die Form an 
Jede modale Leistungskomponente ݌௫௬௦௝ beeinflusst die Tastverhältnisse ݀௫௬௝ und ݀௫௬௠. Die 
Grenzen symmetrischer Leistungen werden definiert, indem die Ober- und Untergrenzen der 
Tastverhältnisse in (5.18)-(5.19) eingesetzt werden. Die Grenzwerte ݌௫௬௦௝௠௔௫ௗ௝, ݌௫௬௦௝௠௜௡ௗ௝ für 
die symmetrische Leistung ݀௫௬௝ hinsichtlich des Tastverhältnisses ݀௫௬௝ sind 
ሾ݀௫௬ଵ … ݀௫௬௠ሿ்
ൌ 1݅௫௬ ൤
݌௫௬଴
ݑ௖௫௬ଵ …
݌௫௬଴
ݑ௖௫௬ሺ௠ିଵሻ
݌௫௬଴
ݑ௖௫௬௠൨
்
൅ 1݅௫௬ ቈ
݌௫௬௦ଵ
ݑ௖௫௬ଵ …
݌௫௬௦ሺ௠ିଵሻ
ݑ௖௫௬ሺ௠ିଵሻ െ
∑ ݌௫௬௦௝௠ିଵ௝ୀଵ
ݑ௖௫௬௠ ቉
்
 
(5.15)
݉݌௫௬଴ ൌ ݑ௫௬∗ ݅௫௬ (5.16)
ሾ݀௫௬ଵ … ݀௫௬௠ሿ்
ൌ ቈ ݑ௫௬
∗
݉ݑ௖௫௬ଵ …
ݑ௫௬∗
݉ݑ௖௫௬ሺ௠ିଵሻ
ݑ௫௬∗
݉ݑ௖௫௬௠቉
்
൅ 1݅௫௬ ቈ
݌௫௬௦ଵ
ݑ௖௫௬ଵ …
݌௫௬௦ሺ௠ିଵሻ
ݑ௖௫௬ሺ௠ିଵሻ െ
∑ ݌௫௬௦௝௠ିଵ௝ୀଵ
ݑ௖௫௬௠ ቉
்
 
(5.17)
݌௫௬௦௝ ൌ ݀௫௬௝݅௫௬ݑ௖௫௬௝ െ ݌௫௬଴	 (5.18)
෍ ݌௫௬௦௝
௠ିଵ
௝ୀଵ
ൌ ݌௫௬଴ െ ݀௫௬௠ݑ௖௫௬௠݅௫௬ (5.19)
݌௫௬௦௝௠௔௫ௗ௝ ൌ ቊ݅௫௬ݑ௖௫௬௝ െ ݌௫௬଴		∀ ݅௫௬ ൒ 0 ൫݀௫௬௝ ൌ 1൯െ݌௫௬଴		∀		݅௫௬ ൏ 0 ൫݀௫௬௝ ൌ 0൯  (5.20)
݌௫௬௦௝௠௜௡ௗ௝ ൌ ቊ െ݌௫௬଴		∀		݅௫௬ ൒ 0 ൫݀௫௬௝ ൌ 0൯݅௫௬ݑ௖௫௬௝ െ ݌௫௬଴		∀ ݅௫௬ ൏ 0 ൫݀௫௬௝ ൌ 1൯  (5.21)
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Die maximale und minimale Zellenleistung ݌௫௬௦௝௠௔௫ௗ௠, ݌௫௬௦௝௠௜௡ௗ௠ in Bezug auf die Tastver-
hältnisse der Zelle mit dem Index ݔݕ݉ muss auch beachtet werden. In beliebigen Zeitpunkten 
können beliebige modale Leistungen ݌௫௬௦௝ die Tastverhältnisse ݀௫௬௭ in beliebigen Zeitpunkten 
außerhalb des verfügbaren Bereiches ሾ0…1ሿ bringen. Eine einfache Option für die Aufteilung 
bietet die Annahme, dass alle modalen Leistungen ݌௫௬௦௝ gleich sind:  
In diesem Fall ist die Ober- und Untergrenze für die Leistungen ݌௫௬௦௝ hinsichtlich des Tastver-
hältnisses ݀௫௬௠ gleich 
Die Tastverhältnisgrenzen werden nicht überschritten und die Zweigspannung nicht verzerrt, 
wenn die Ungleichungen (5.20)-(5.21) und (5.23)-(5.24) in jedem Arbeitspunkt eingehalten wer-
den: 
Abb. 33 zeigt die Regelstruktur, in der die Spannungsunterschiede und die Tastverhältnisbegren-
zungen berücksichtigt werden. Der Sollwert der Kaskadenspannung ݑ௫௬∗  hat eine höhere Priorität 
und wird als Parameter bei der Berechnung von symmetrischen Leistungskomponenten einge-
setzt.  
 
Abb. 33: Struktur des Reglers in Modalkoordinaten mit Berücksichtigung der aktuellen Konden-
satorspannungen und Tastverhältnisbegrenzungen 
݌௫௬௦௝ ൌ ݌௫௬଴ െ ݀௫௬௠ݑ௖௫௬௠݅௫௬݉ െ 1  (5.22)
݌௫௬௦௝௠௔௫ௗ௠ ൌ
ە
۔
ۓ ݌௫௬଴ሺ݉ െ 1ሻ		∀		݅௫௬ ൒ 0 ൫݀௫௬௝ ൌ 0൯
݌௫௬଴ െ ݑ௖௫௬௠݅௫௬
ሺ݉ െ 1ሻ 		∀ ݅௫௬ ൏ 0 ൫݀௫௬௝ ൌ 1൯
					 (5.23)
݌௫௬௦௝௠௜௡ௗ௠ ൌ
ە
۔
ۓ݌௫௬଴ െ ݑ௖௫௬௠݅௫௬ሺ݉ െ 1ሻ 		∀ ݅௫௬ ൒ 0 ൫݀௫௬௝ ൌ 1൯݌௫௬଴
ሺ݉ െ 1ሻ		∀		݅௫௬ ൏ 0 ൫݀௫௬௝ ൌ 0൯
						 (5.24)
݉ܽݔ൫݌௫௬௦௝௠௜௡ௗ௝, ݌௫௬௦௝௠௜௡ௗ௠൯ ൑ ݌௫௬௦௝ ൑ ݉݅݊൫݌௫௬௦௝௠௔௫ௗ௝, ݌௫௬௦௝௠௔௫ௗ௠൯ (5.25)
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Mit dem durch (5.18)-(5.25) beschriebenen Ansatz wird sichergestellt, dass die Zweigspannung 
von den modalen Zellenspannungsreglern nicht gestört wird. In Abb. 34 sind die Begrenzungen 
(5.20)-(5.21) und (5.23)-(5.24) für einen Zweig mit drei Zellen visualisiert.  
 
Abb. 34: Begrenzung der Tastverhältnisse mit (5.18)-(5.25). (a): positive Werte von ݌௫௬଴. (b): 
negative Werte von ݌௫௬଴. 
Um eine vollständige Sicherheit bei der Spannungsstellung zu erreichen, muss bei der Imple-
mentierung von (5.25) der Abtastmodus des Modulators berücksichtigt werden, denn bei der 
Analyse des Mittelwertmodells wird von einer unendlich hohen Pulsfrequenz und einer kontinu-
ierlichen (nicht Abgetasteten) Signalausbreitung ausgegangen. Aus (5.22)-(5.24) ist ersichtlich, 
dass die Limitierungen für die Reglerausgänge ݌௫௬௦௝ der Anzahl der Zellen indirekt proportional 
sind und die Stellgröße im Regelkreis mit einer Erhöhung der Zellenzahl intensiver begrenzt 
wird.  
Eine Alternative zu dem Verfahren nach Gleichungen (5.18)-(5.25) ist es, diese Rechenschritte 
mit einem Modul zu ersetzen, das ein Optimierungsproblem mit Ungleichungsnebenbedingun-
gen lösen würde:  
Zu beachten bei der Lösung von (5.26) ein Satz von Nebenbedingungen 
mit ݌௫௬௦௝∗  und ݌௫௬௦௝ entsprechend als Sollwerte und von dem Modulator tatsächlich gestellte 
Werte der symmetrischen Leistungen. Auch in anderen Fällen bildet das Lösen von Optimie-
rungsproblemen mit Ungleichungsnebenbedingungen (und ggf. eine Anti-Windup-Struktur) eine 
Schnittstelle zwischen der kaskadierten Regelstruktur und den physikalischen Nichtlinearitäten 
der Schaltung. 
݉݅݊ → ෍൫݌௫௬௦௝∗ െ ݌௫௬௦௝൯ଶ
௠ିଵ
௝ୀଵ
 (5.26)
ܰܤ: 0 ൑ ݀௫௬௭ ൑ 1	∀ݖ ∈ ሼ1, 2, … ,݉ሽ  (5.27)
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5.2.2 SORTIERUNGSBASIERTE MODULATION 
Als sortierungsbasierter Modulator wird in weiteren Untersuchungen ein am längsten bekannter, 
auf vollständiger Sortierung der Zellenspannungen basierender Algorithmus eingesetzt, der in 
[103], [104] und [83] ausführlich beschrieben wurde. Sein Grundgedanke lässt sich anhand der 
Abb. 35 am Beispiel eines Zweigs mit drei Zellen erklären. Die Modulationsträgersignale der 
Kaskade werden in der Phase nicht verschoben. Die Zellenspannungen werden bei positiver bzw. 
negativer Stromrichtung auf- bzw. absteigend sortiert. Danach wird z.B. bei positivem 
Zweigstrom einer Anzahl der Zellen mit den geringsten Kondensatorspannungen für die nächste 
Pulsperiode das Tastverhältnis ݀௫௬௭ ൌ 1 zugewiesen. Um den Spannungsmittelwert in der nächs-
ten Pulsperiode genau zu stellen, wird eine Zelle mit dem Tastverhältnis zwischen 0 und 1 in der 
betrachteten Periode gepulst. Die restlichen Zellen bekommen Tastverhältniswerte ݀௫௬௭ ൌ 0.  
 
Abb. 35: Zur Erläuterung des auf der vollständigen Sortierung der Zellenspannungen basieren-
den Modulationsverfahrens 
Auf diese Weise reduzieren sich nach der betrachteten Pulsperiode die Spannungsdifferenzen 
zwischen den eingeschalteten und den nicht eingeschalteten Zellen. Zur Reduktion der wirkli-
chen Pulsfrequenz führt die Tatsache, dass über mehrere Trägersignalperioden nur eine Zelle 
geschaltet wird, solange keine wesentliche Änderung in dem Zweigspannungssollwert und in 
den Kondensatorspannungswerten erfolgt.  
Andere auf Sortierung der Zellenspannung basierende Modulationsalgorithmen entstehen unter 
anderen durch 
 die Reduktion der Anzahl von den zu sortierenden Zellenspannungen, wobei die Positio-
nen der restlichen Werten in dem sortierten Vektor unverändert bleibt [83] 
 das Einführen eines Grenzwertes für die Differenzen der einzelnen Kondensatorspannun-
gen, beim Erreichen dessen eine komplette Sortierung durchgeführt wird [105]. 
5.2.3 SIMULATIONSERGEBNISSE 
Die Simulationsergebnisse zu den oben beschriebenen Modulationsverfahren sind im Anhang 
A.9 (S. 114) zu finden. Alle drei Modulatoren zeigen eine ausreichende Symmetrierungsqualität. 
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Die wenigsten Störungen im Stromzeitverlauf hat die PSPWM mit Symmetrierung in natürlichen 
Koordinaten gezeigt (Abb. 67). Ursache dafür sind die fehlenden großen Sprünge in den Zellen-
tastverhältnissen im Gegensatz zu den anderen Modulatoren.  
Bei der Symmetrierung in den Modalkoordinaten sind gleichzeitig mit den größeren Tastverhält-
nissprüngen leichte Störungen in dem Stromverlauf zu sehen. Das Verhalten des Symmetrie-
rungsreglers in Modalkoordinaten kann weiter verbessert werden, wenn das Problem von Tast-
verhältnislimitierungen genauer als mit (5.18)-(5.25) gelöst wird.  
Der sortierungsbasierte Modulator zeigt ein sehr gutes Symmetrierungsverhalten bei verschiede-
nen Lasten. Regelmäßige starke Sprünge in den Zellentastverhältnissen erzeugen keine großen 
Störungen in den Stromzeitverläufen aufgrund der vollkommen synchronen Abtastung und der 
synchron laufenden Modulationsträgersignalen aller Zellen in dem Zweig.  
Während sich Verhalten und die Robustheit des Sortieralgorithmus von dem Arbeitspunkt unab-
hängig zeigen, sind die beiden PSPWM-Verfahren vor ihrem Einsatz in jedem konkreten Fall in 
Bezug auf die Symmetrierungszuverlässigkeit und das Verhalten der Stromregelkreise zu unter-
suchen. Ist zum Beispiel nicht genügend Kapazitätsreserve vorhanden und liegen mehrere Zel-
lentastverhältnisse in der Nähe von eins oder null, kann es bei der PSPWM in natürlichen Koor-
dinaten dazu kommen, dass die Zweigspannungsstellung von dem Modulator zusätzlich gestört 
wird. Um das zu vermeiden, ist die Nutzung von Reglern ohne Integrieranteil empfehlenswert. 
Die Struktur mit der Koordinatentransformation aus Abb. 33 hat zwar diesen Nachteil dank der 
Implementierung von Gl. (5.25) und (5.17) nicht, kann aber aufgrund der Stellgrößenlimitierun-
gen bei sehr kleinen Lasten ein schlechteres Symmetrierungsverhalten zeigen.  
5.3 AUSWIRKUNG AUF IGBT-SCHALTUNGEN 
Für weitere Untersuchungen werden an dieser Stelle drei Betriebsmodi definiert, die aufgrund 
der Diskussionen in den Veröffentlichungen der letzten Jahre eine praktische Relevanz haben, 
wobei die Frage der Effizienz in diesen Modi nur punktuell beleuchtet ist. Die Module für die 
Erzeugung der Kreisstromreferenzen und ein Schalter zur Wahl eines Modus sind in Abb. 28 
(Modul „Kreisstromsollwerte für die Betriebsoptimierung“) skizziert.  
In dem Modus 1 wird stationär kein Kreisstrom eingespeist. In diesem Modus werden von null 
verschiedene Sollwerte für ݅ఀఈఉ nur von den Zweigenergieregelern bei Bedarf gesetzt. In man-
chen früheren Veröffentlichungen zu der untersuchten Schaltungstopologie wurde behauptet, 
dass Betrieb ohne jeglichen Kreisstrom der maximalen Effizienz entspricht. Aus den Diskussio-
nen der Veröffentlichungen [85, 86] auf Konferenzen ist dem Verfasser dieser Arbeit bekannt, 
dass die gleiche Meinung in den industriellen Entwicklerkreisen als praktisch bewiesen gilt. Es 
sind Simulations- und Messergebnisse bekannt (s. Abschnitt 1.5), die diese Aussage wiederlegen, 
allerdings nur für MOSFET-DSCC-Schaltungen für geringe Spannung.  
In dem Modus 2 werden Kreisstromsollwerte nach Gl. (2.37) (s. Abschnitt 2.3.2 auf S. 25) ver-
wendet. Diese Kreisstromreferenz reduziert den Energiehub in den Stromrichterzweigen in der 
Praxis um etwa 30 Prozent und entspricht einer minimalen Strombelastung der Zellenkondensa-
toren. Stationäre Energiehubgleichungen für Modi 1 und 2 sind aus [103] und [83] bekannt. Die 
Ergebnisse aus [83] und [85] zeigten eine Reduktion der Stromrichterverluste bei Verwendung 
dieser Kreisstromreferenz in den Schaltungen mit MOSFET-Schaltern und Elektrolytkondensa-
toren. In [83, 84] wurde der maximale Wirkungsgrad dann erreicht, wenn die Amplitude der 2. 
Kreisstromoberschwingung kleiner als in Gl. (2.37) war. Die Kreisstromreferenz im Modus 2 ist 
somit nicht unbedingt verlustoptimal. Sie wird aufgrund der oft als attraktiv gesehenen Möglich-
keit zur Energiehubreduktion und der Ergebnisse von [83, 84] diskutiert.  
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In dem Modus 3 wird der verlustoptimale Kreisstrom eingespeist, der mit dem Modellbildungs- 
und dem Minimierungsansatz aus den Abschnitten 3-4 ermittelt wird. Es ist eine Weiterentwick-
lung des in [85, 86] beschriebenen Verlustmodells. Aufgrund des allgemeinen Modellbildungs- 
und Optimierungsansatzes wird von dieser Kreisstromreferenz eine Reduktion der Verluste in 
jedem Stromrichterdesign erwartet. Dies zu überprüfen ist das Ziel der folgenden Untersuchun-
gen.  
5.3.1 6 KVAC IGBT-DSCC MIT PSPWM 
Als erstes wird die im Anhang A.4 (S. 89) als DSCC 2 beschriebene Dimensionierung unter-
sucht. In den verschiedenen Betriebsmodi wird der Kreisstrom aus verschiedenen Frequenzkom-
ponenten zusammengesetzt. Abb. 36 zeigt die Frequenzspektren der Kreisströme für die drei 
Modi. Keine oder sehr kleine Grundschwingungsanteile zeigen, dass in allen drei Fällen der sta-
tionäre Zustand erreicht wurde.  
In allen drei Betriebsmodi wird der Kreisstrom sehr gut unterdrückt. In dem Modus 2 ist nur die 
2. Oberschwingung vorhanden. Im Modus 3 sind 4., 8. und mit kleineren Amplituden weitere 
zweifache Kreisstromoberschwingungen zu sehen. Die 2. Oberschwingung resultiert aus den 
quadratischen Verlustkoeffizienten, unter anderem aus den ohmschen Verlusten, wie in [85] ge-
zeigt wurde.  
 
Abb. 36: Frequenzspektren des Kreisstromes in den untersuchten Betriebsmodi.  
(a): Modus 1. (b): Modus 2. (c): Modus 3.  
Abb. 37 zeigt die Zweiggrößen und die Σ-Ströme für den Betriebsmodus 1. Es ist eine Betriebs-
weise des DSCC, wie sie aus vielen Literaturquellen bekannt ist, z.B. [88, 89]. Da die Regelgrö-
ßen der Energieregelkreise ausbalanciert sind, werden so gut wie keine Kreisströme eingespeist. 
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Die Summe der drei Σ-Ströme in dem Plot (b) entspricht dem Strom ݅௘ in den Gleichspannungs-
sammelschienen. In dem Plot (d) sind die Zeitverläufe der durchschnittlichen Werte der Konden-
satorspannungen aller Zweige dargestellt.  
 
Abb. 37: Stationärer Verlauf der Zweiggrößen des DSCC 2 mit PSPWM im Betriebsmodus 1. 
(a): Zweigspannungen. (b): Sigma-Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkon-
densatorspannungen.  
In dem Modus 2 (Abb. 38) steigen durch die Einspeisung der 2. Kreisstromoberschwingung die 
Maximalwerte der Zweigströme (Plot (c)); der Kondensatorspannungshub wird kleiner (Plot (d)). 
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Der geringere Spannungshub hat einen leichten Einfluss auf den Verlauf der Zweigspannungen 
in dem oberen Bereich (vgl. Plot (a) mit Abb. 37).  
 
Abb. 38: Stationärer Verlauf der Zweiggrößen des DSCC 2 mit PSPWM im Betriebsmodus 2. 
(a): Zweigspannungen. (b): Sigma-Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkon-
densatorspannungen. 
Der dritte Betriebsmodus (Abb. 39) wird ebenfalls durch eine Reduktion des Spannungshubs in 
den Kondensatoren gekennzeichnet, der weniger als im Modus 2 ausgeprägt ist. Die Spannungs-
hubreduktion im Fall 3 ist umso größer, je höher die parasitären Kondensatorwiderstände sind, 
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allerdings nie größer, als im Fall 2 [85]. Die spezifische Form des Σ-Stromes ist bedingt durch 
die gewählte Verlustfunktion (s. Abschnitt 4.2 auf S. 49) und den Erfolg des Optimierungsalgo-
rithmus. Die Klemmenspannungen und –Ströme im Modus 3 sind im Anhang A.10.1 (S. 120) zu 
finden. 
 
Abb. 39: Stationärer Verlauf der Zweiggrößen des DSCC 2 mit PSPWM im Betriebsmodus 3. 
(a): Zweigspannungen. (b): Sigma-Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkon-
densatorspannungen. 
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Die Zweigstrommaximalwerte steigen bei dem Wechsel vom Modus 1 zu 2 um etwa 32 Prozent, 
zusammen mit einer Reduktion des stationären Kondensatorspannungsrippels um 45 Prozent. 
Die Kapazitätsreduktion im Modus 2 erfolgt mit einer Erhöhung des Halbleiteraufwandes, dies 
allein aus der Notwendigkeit, höhere Stromamplituden zu beherrschen. Der 2. Betriebsmodus ist 
für Schaltungen mit niedrigeren Zellenspannungen interessant, in denen das Verhältnis von dem 
Kondensator- zu dem Halbleiteraufwand höher ist. In den DSCC-Schaltungen für Niederspan-
nung werden auch aufgrund des höheren Verhältnisses der Kondensatorwiderstände zu den 
MOSFET-on-Widerständen höhere Verlustersparnisse erreicht [85].  
In dem Modus 3 wurde eine Erhöhung des stationären Zweigspitzenstromes um 12 % und eine 
Spannungshubreduktion von 29 % festgestellt. Dieser Modus stellt einen Kompromiss zwischen 
dem Speicher- und Halbleiteraufwand dar und entspricht bei einer ausreichend genauen Strom-
regelung der maximalen Effizienz. Dadurch ist er für gut ausgelastete Stromrichter mit höheren 
Nennleistungen vorteilhaft.  
Die Änderungen der Bauelementverluste bei voller Belastung in dem Wechselrichtermodus sind 
in Abb. 40 visualisiert. Durch die Einspeisung des verlustminimierenden Kreisstromes werden 
die Halbbrücke und der Zellenkondensator weniger belastet (s. auch Abb. 41). Die Verluste in 
dem low-side Schalter ( ௌܲଶ) und dem Zweigwiderstand ܴ ( ோܲ) werden größer.  
 
Abb. 40: Verteilung der Verluste zwischen den Bauelementen für die drei Betriebsmodi bei Voll-
last im Wechselrichtermodus (߮௔ ൌ 0). (a): Schalter S1 (high-side). (b): S2 (low-side). (c): 
Zweigwiderstand ܴ. (d): Kondensatorwiderstände ܴ஼. (e): Gesamtverluste bei Approximation 
der Durchlassspanungen nach (3.12). 
 
Abb. 41: Verlustkomponenten nach Art für die drei Betriebsmodi bei Vollast im Wechselrichter-
modus (߮௔ ൌ 0). (a): Durchlassverluste. (b): Schaltverluste. (c): ohmsche Verluste.  
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Die Wirkungsgradänderung beim Wechsel zu dem Modus 2 oder 3 ist abhängig von der Auslas-
tung (s. Abb. 42). In dem Modus 3 lässt sich in diesem Design bei Auslastungen ab ca. 35 % die 
beste Effizienz feststellen, wobei die größte Änderung bei bei voller Last erreicht wird. Die Pro-
zentuelle Verluständerung Δ݌௧௢௧.௥௔௧ଶଵ bei einem Wechsel vom Modus 1 zu 3 ist in Abb. 43 visua-
lisiert. Die Gesamtverluste in dem Modus 2 sind 0,5 bis 1,8 Prozent kleiner, als ohne Kreisstrom. 
Im Modus drei werden 1,3 bis 2,4 % Verluste erspart.  
 
Abb. 42: Wirkungsgrad des untersuchten Stromrichters für die untersuchten Fälle und verschie-
dene Auslastungen. Betrieb als Wechselrichter (߮௔ ൌ 0). 
 
Abb. 43: Prozentuelle Änderung der Gesamtverluste beim Wechsel zu den Betriebsmodi 2 und 3.  
5.3.2 6 KVAC IGBT-DSCC MIT SORTIERUNGSBASIERTER MODULATION 
Das Anwenden der sortierungsbasierten Modulation führt zu einem anderen Schaltverhalten in 
den Zweigen und zu deutlich geringeren Schaltverlusten bei der gleichen Trägerfrequenz. Abb. 
44 zeigt den Verlauf der mittleren Schaltfrequenz pro Trägersignalperiode in einem Zweig für die 
untersuchten Betriebsfälle in den Modi 1 und 3. Da die Trägersignale nicht phasenversetzt sind, 
, %
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wurde die Trägerfrequenz auf 2 kHz erhöht, um den Stromrippel zu reduzieren. Die Anzahl der 
Schaltereignisse ist bei höheren Beträgen des Zweigstromes geringer.  
 
Abb. 44: Verlauf des Stromes, der Anzahl von Schaltereignissen und der Schaltverluste in einem 
DSCC-Zweig mit PSPWM und sortierungsbasierter PWM mit unterdrücktem Kreisstrom (abge-
tastet mit der Pulsfrequenz). (a): Zweigspannung. (b): Zweigstrom. (c): Mittlere Schaltfrequenz 
in dem Zweig.  
Dank der geringeren durchschnittlichen Schaltfrequenz, die sich bei dieser Modulationsart trotz 
einer höheren Trägerfrequenz ergibt, ist eine wesentliche Reduktion der Schaltverluste im Ver-
gleich zu der PSPWM zu beobachten. Aus einem Vergleich von Abb. 45(b) mit Abb. 41 folgt, 
dass die Realisierung eines verlustarmen Modulationsverfahrens effektiver ist, als ein verlustmi-
nimierender Kreisstrom. Immerhin wird auch festgestellt, dass das Verlustminimierungsverfah-
ren auch bei dieser Modulationsart eine positive Auswirkung hat (s. Abb. 46(e)). Die qualitative 
Änderung der Verlustkomponenten ist ähnlich zu den Änderungen in dem PSPWM-Umrichter.  
Die Stromverläufe und das Effizienzverhalten zeigen nur leichte Unterschiede (s. Anhang A.10.2 
auf S. 121).  
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Abb. 45: Verlustkomponenten nach Art für die drei Betriebsmodi bei Volllast im Wechsel-
richtermodus (߮௔ ൌ 0). (a): Durchlassverluste. (b): Schaltverluste. (c): ohmsche Verluste.  
 
Abb. 46: Verteilung der Verluste zwischen den Bauelementen für die drei Betriebsmodi bei Voll-
last im Wechselrichtermodus (߮௔ ൌ 0). (a): Schalter S1 (high-side). (b): S2 (low-side). (c): 
Zweigwiderstand ܴ. (d): Kondensatorwiderstände ܴ஼. (e): Gesamtverluste bei Approximation 
der Durchlassspanungen nach (3.12). 
5.3.3 6 KVAC MOSFET-DSCC MIT PHASE-SHIFT-MODULATION 
DSCC-Schatungen mit MOSFET-Schaltern wurden bisher als Versuchsanlagen für Spannungen 
unter 1 kV gebaut. In der Mittel- und Hochspannung ist zukünftig eventuell der Silizium-Karbid 
MOSFETs aufgrund der hohen Effizienz interessant. Dies allerdings nur unter den Bedingungen, 
dass eine akzeptable Zuverlässigkeit und geringere Marktpreise erreicht werden.  
Die Motivation für die Untersuchung eines MOSFET-Umrichters hat einen akademischen Ur-
sprung. Aufgrund verschiedener Bauelementparameter im Unterschied zu IGBT-Umrichtern 
gestaltet sich die Verlustverteilung und Wirkung des Optimierungsalgorithmus auf eine andere 
Weise. So sind zum Beispiel bei der Niederspannung Elektrolytkondensatoren als Zellenkapazi-
täten wesentlich Kostengünstiger. Diese haben deutlich höhere parasitäre Serienwiderstände als 
Folienkondensatoren. Weiterhin ist das Verhältnis der Schalt- zu den Durchlassverlusten von den 
MOSFET-Schaltern geringer als das von den IGBTs.  
In einem MOSFET-Umrichter für Mittelspannung erzeugt das Verlustoptimierungsverfahren nur 
sehr geringe Änderungen. In Abb. 47 sind die Zeitverläufe der Zweiggrößen in dem Betriebsmo-
dus 3 gezeigt. Die Zeitverläufe in den anderen Modi und zusätzliche Informationen sind dem 
Anhang A.10.4 zu entnehmen.  
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Abb. 47: Stationärer Verlauf der Zweiggrößen des DSCC 3 mit PSPWM im Betriebsmodus 3. 
(a): Zweigspannungen. (b): Sigma-Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkon-
densatorspannungen. 
Im Modus 3 wird in stationärem Betrieb kaum Kreisstrom eingespeist. Die Ursache davon lässt 
sich anhand der einzelnen Verlustkomponenten klären (Abb. 48, Abb. 49). In dieser Dimensio-
nierung entstehen die höchsten Verluste in den Schaltern. Da die Verluste einer MOSFET-
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Halbbrücke in beideт Stromrichtungen nur sehr kleine Unterschiede aufweisen, lässt sich mit 
einem Kreisstrom keine bemerkenswerte Verlustersparnis erreichen.  
 
 
Abb. 48: Verteilung der Verluste zwischen den Bauelementen des DSCC 3 für die drei Betriebs-
modi bei Volllast im Wechselrichtermodus (߮௔ ൌ 0). (a): Schalter S1 (high-side). (b): S2 (low-
side). (c): Zweigwiderstand ܴ. (d): Kondensatorwiderstände ܴ஼. (e): Gesamtverluste bei Appro-
ximation der Durchlassspanungen nach (3.12). 
 
Abb. 49: Verlustkomponenten des DSCC 3 nach Art für die drei Betriebsmodi bei Vollast im 
Wechselrichtermodus (߮௔ ൌ 0). 
 (a): Durchlassverluste. (b): Schaltverluste. (c): ohmsche Verluste.  
In MOSFET-Umrichtern für Niederspannung werden Elektrolytkondensatoren eingesetzt. Diese 
haben wesentlich höhere Innenwiderstэndу als MOSFET-Schalter aus der entsprechenden Span-
nungsklasse, sodass im Modus 2 und 3 sehr gute Verlustersparnisse erreicht werden konnten 
[85]. Im Gegensatz dazu sind die Folienkondensatoren in dem hier untersuchten Design sehr 
effizient und leisten den kleinsten Beitrag zu den Gesamtverlusten. Werden die Zellenkapazitäten 
mit Elektrolytkondensatoren ersetzt und zusätzliche Schalter parallel geschalten (s. DSCC 4 im 
Anhang A.4), dann tritt in dem verlustoptimierenden Kreisstrom vorwiegend die 2. Oberschwin-
gung auf, wie in Abb. 50 und Abb. 51 zu sehen ist. Das kann dadurch erklärt werden, dass in 
dieser Dimensionierung Kondensator- und Durchlassverluste dominieren (s. Abb. 52 und Abb. 
53).  
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Abb. 50: Stationärer Verlauf der Zweiggrößen des DSCC 4 mit PSPWM im Betriebsmodus 3. 
Betrieb als Wechselrichter (߮௔ ൌ 0). (a): Zweigspannungen. (b): Sigma-Ströme. (c): Zweigströ-
me. (d): durchschnittliche Zellenkondensatorspannungen. 
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Abb. 51: Frequenzspektren des Kreisstromes im DSCC 4 in den untersuchten Betriebsmodi.  
(a): Modus 1. (b): Modus 2. (c): Modus 3.  
 
 
Abb. 52: Verteilung der Verluste zwischen den Bauelementen des DSCC 4 für die drei Betriebs-
modi bei Volllast im Wechselrichtermodus (߮௔ ൌ 0). (a): Schalter S1 (high-side). (b): S2 (low-
side). (c): Zweigwiderstand ܴ. (d): Kondensatorwiderstände ܴ஼. (e): Gesamtverluste bei Appro-
ximation der Durchlassspanungen nach (3.12). 
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Abb. 53: Verlustkomponenten des DSCC 4 für die drei Betriebsmodi bei Volllast im Wechsel-
richtermodus (߮௔ ൌ 0). (a): Durchlassverluste. (b): Schaltverluste. (c): ohmsche Verluste.  
5.4 SCHLUSSFOLGERUNGEN 
Wie die Simulationen gezeigt haben, ist das Potential zur Verlustersparnis in einem Umrichter 
stark designabhängig. Und umgekehrt, der Effekt von hardwaretechnischen Maßnahmen für die 
Erhöhung der Effizienz ist bei dem Betrieb ohne und mit Verlustminimierung unterschiedlich.  
Die Einspeisung eines Kreisstromes führt immer zu einer Erhöhung des Stromeffektivwertes in 
der Zweigdrossel und den damit verbundenen Stromanteilen. Die Strombelastung der Zellenkon-
densatoren kann je nach Fall kleiner oder größer werden. Eine Reduktion der ohmschen Verluste 
kann somit nur dann erreicht werden, wenn die Reduktion der Kondensatorverluste durch den 
Kreisstrom größer ist, als die Erhöhung der Verluste in dem Kreisstrompfad.  
Eine vereinfachte Beschreibung für den Effekt eines Kreisstromes auf die Halbleiterverluste wird 
anhand ihrer Approximation als Polynom 2. Ordnung mit den Koeffizienten ܽ଴/ଵ/ଶ௫௬ erreicht (s. 
Abschnitt 3.4.1 auf S.39). Die Verlustterme mit den Faktoren ܽ଴௫௬ werden durch den Kreisstrom 
nicht beeinflusst. Die Summe der Terme mit den Koeffzienten ܽଵ௫௬ kann nur dann durch einen 
Kreisstrom reduziert werden, wenn diese Faktoren für verschiedene Zweigstromrichtungen un-
terschiedlich sind. Die Terme mit den quadratischen Koeffizienten ܽଶ௫௬ müssen zusammen mit 
den ohmschen Verlusten wie oben beschrieben betrachtet werden.  
Somit besteht das Potential zur Erhöhung der Effizienz durch einen Kreisstrom in den folgenden 
Fällen:  
 bei unterschiedlichem Verlustverhalten der Halbbrücken in verschiedene Stromrichtun-
gen, 
 bei höheren Verhältnissen von Verlusten der Zellenkapazität und des high-side Schalters 
zu den Verlusten in dem low-side Schalter und dem Zweigwiderstand.  
Der erste Punkt wird neben den Schalterparametern auch durch die Schaltfrequenz bestimmt 
(vgl. Abb. 40 auf S. 74 mit Abb. 45 auf S. 77). Für eine verlustarme Dimensionierung des Strom-
richters muss das untersuchte Verlustminimierungsverfahren schon bei der Dimensionierung von 
den Komponenten berücksichtigt werden. Der Dimensionierung des Kreisstrompfades muss die 
höchste Priorität zugewiesen werden, wenn die Stromrichtereffizienz erhöht werden soll. Wird 
der Verlustminimierungsalgorithmus eingesetzt, ist der Effizienzgewinn direkt proportional zu 
der Effizienz des Kreisstrompfades.  
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ZUSAMMENFASSUNG UND AUSBLICK 
Die vorliegende Arbeit befasst sich mit der Untersuchung der Wirkung von den Kreisströmen auf 
die Effizienz der DSCC-Topologie. Die Schwerpunkte der Arbeit sind: 
 Erstellung eines Verlustmodells für die untersuchte Stromrichterschaltung, 
 Untersuchung der Eigenschaften von der Gesamtverlustfunktion, 
 Bestimmung eines geeigneten Minimierungsverfahrens, 
 Simulative Erprobung des Optimierungsansatzes an unterschiedlichen Stromrichterdi-
mensionierungen.  
Das beschriebene Verlustmodell auf Basis des Mittelwertansatzes ist für pulsweitenmodulierte 
Schaltungen einsetzbar. Der Modellbildungs- und Optimierungsansatz kann eingesetzt werden, 
um Verlustfunktionen für andere Topologien zu bilden, zum Beispiel für die Double-Star Bridge 
Cell (DSBC) und Single-Delta Bridge Cell (SDBC) Schaltung (S. Abschnitt 1.2.2).  
Nach der Analyse der Gesamtverlustfunktion und der Erprobung verschiedener Minimierungs-
verfahren wurde ein Optimierungsalgorithmus zum Einsatz ausgesucht. Der direkte, simplexba-
sierte Nelder-Mead-Algorithmus hat in allen Betriebspunkten eine gute Genauigkeit, Konver-
genzgeschwindigkeit und Stabilität gezeigt. Aus diesem Ergebnis zusammen mit den diskutierten 
Funktionseigenschaften folgt, dass direkte Suchalgorithmen für die Lösung der gestellten Aufga-
be im Allgemeinen besser geeignet sind, als gradientenbasierte Verfahren. Die analytische Opti-
mierung für einen verallgemeinerten Fall hat sich als zu zeitintensiv und zustandsspezifisch be-
wiesen und wurde nicht weiterverfolgt.  
Bei den simulationstechnischen Untersuchungen wurden die Implementierbarkeit des Optimie-
rungsansatzes und die erwarteten Verlustersparnisse bestätigt. Die Effizienzoptimierung wurde 
an Stromrichtern mit verschiedenen Modulationsverfahren und Verlusteigenschaften erprobt. Für 
die meisten untersuchten Fälle gilt: je höher die Verluste vor der Optimierung, desto höher die 
Verlustersparnis danach.  
Weiterführend empfiehlt sich eine experimentelle Validierung des vorgestellten Konzeptes, die 
aufgrund der fehlenden Versuchsanlage nicht durchgeführt werden konnte. Unbekannt ist der 
genaue Rechenbedarf für die praktische Implementierung der Stromrichtersteuerung inklusive 
Modulation, Regelung, Kommunikation und Optimierung. Ein weiterer Schritt zur Implementie-
rung des vorgestellten Konzeptes in industriellen Stromrichtern ist eine online-Identifikation der 
Verlustparameter der einzelnen Stromrichterzellen des Betriebes und Nutzung dieser Werte für 
die Effizienzmaximierung und Alterungsüberwachung.  
Wie aus den Simulationen bekannt wurde, bringt alleine ein langsameres Schalten einen wesent-
lich höheren Effizienzzuwachs, als ein Kreisstrom. Für sehr langsam schaltende Umrichter ist 
daher die Untersuchung einer modellprädiktiven Regelung mit Berücksichtigung der Strom-
richterverluste empfehlenswert. Weiterhin haben die Methoden der modellprädiktiven Regelung 
bessere Möglichkeiten zur Integration von anderen physikalischen Aspekten, wie zum Beispiel 
einer Limitierung der Zweigströme innerhalb eines für die Schalter zulässigen Bereiches. 
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ANHANG 
A.1. TRANSFORMATIONSVORSCHRIFTEN 
Clarke-Transformation 
൥
ݔఈݔఉݔ଴
൩ ൌ ሾܥሿିଵ ൥
ݔଵݔଶݔଷ
൩ (5.28)
൥
ݔଵݔଶݔଷ
൩ ൌ ሾܥሿ ൥
ݔఈݔఉݔ଴
൩ (5.29)
mit 
ሾܥሿିଵ ൌ 13 ൥
2 െ1 െ1
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1 1 1
൩		 (5.30)
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ې
		 (5.31)
Transformation von ߙߚ0-Größen in ݀ݍ0-Koordinaten 
൤݅ௗ݅௤൨ ൌ ሾܦሿ
ିଵ ൤݅ఈ݅ఉ൨ (5.32)
൤݅ఈ݅ఉ൨ ൌ ሾܦሿ ൤
݅ௗ݅௤൨ (5.33)
mit 
ሾܦሿିଵ ൌ ൤ cosሺ߱௏஽ݐሻ sinሺ߱௏஽ݐሻെ sinሺ߱௏஽ݐሻ cosሺ߱௏஽ݐሻ൨ (5.34)
ሾܦሿ ൌ ൤cosሺ߱௏஽ݐሻ െsinሺ߱௏஽ݐሻsinሺ߱௏஽ݐሻ cosሺ߱௏஽ݐሻ ൨ (5.35)
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A.2. VERTIKALE LEISTUNGSFLÜSSE MIT ROTIERENDEN SYSTEMEN DER ઢ-
SPANNUNG 
Die Transformation von (2.47) in natürliche Koordinaten ergibt 
݅ఀଵሺ௡ሻ ൌ ଓ௘̂ఀଵሺ௡ሻ ܿ݋ݏ൫ߴሺ௡ሻ൯ ൅ ଓఀ̂ఈଶሺ௡ሻ ܿ݋ݏ ቀߴሺ௡ሻ ൅ ߨ2ቁ ൅ ଓఀ̂଴ଵሺ௡ሻ ܿ݋ݏ൫ߴሺ௡ሻ൯
൅ଓఀ̂଴ଶሺ௡ሻ ܿ݋ݏ ቀߴሺ௡ሻ ൅ ߨ2ቁ 
(5.36)
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(5.37)
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൅ଓఀ̂଴ଶሺ௡ሻ ܿ݋ݏ ቀߴሺ௡ሻ ൅ ߨ2ቁ 
(5.38)
Das Einsetzen von (5.36)-(5.38) in den Term ݌୼௬ሺ௨௤௔ሻ von (2.34) liefert für die natürlichen Wirk-
leitungskomponenten 
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4 ଓ̂௘ఉଶሺ௡ሻݑො௔ଶሺ௡ሻ cos൫ߛଶሺ௡ሻ ൅ ߨ൯	
െ12 ଓ̂௘଴ଵሺ௡ሻݑො௔ଶሺ௡ሻ cos൫ߛଶሺ௡ሻ൯ െ
1
2 ଓ௘̂଴ଶሺ௡ሻݑො௔ଶሺ௡ሻ cos ቀߛଶሺ௡ሻ ൅
ߨ
2ቁ 
(5.40)
݌୼ଷሺ௡ሻ ൌ 14 ଓ௘̂ఈଵሺ௡ሻݑො௔ଷሺ௡ሻ cos൫ߛଷሺ௡ሻ൯ ൅
1
4 ଓ௘̂ఈଶሺ௡ሻݑො௔ଷሺ௡ሻ cos ቀߛଷሺ௡ሻ ൅
ߨ
2ቁ
൅√34 ଓ௘̂ఉଵሺ௡ሻݑො௔ଷሺ௡ሻ cos ቀߛଷሺ௡ሻ ൅
ߨ
2ቁ ൅
√3
4 ଓ̂௘ఉଶሺ௡ሻݑො௔ଷሺ௡ሻ cos൫ߛଷሺ௡ሻ ൅ ߨ൯	
െ12 ଓ̂௘଴ଵሺ௡ሻݑො௔ଷሺ௡ሻ cos൫ߛଷሺ௡ሻ൯ െ
1
2 ଓ௘̂଴ଶሺ௡ሻݑො௔ଷሺ௡ሻ cos ቀߛଷሺ௡ሻ ൅
ߨ
2ቁ 
(5.41)
Nun werden die natürlichen Leistungen ݌୼௬ሺ௡ሻ in ߙߚ0-Koordinaten transformiert und die Win-
kelwerte eingesetzt: 
݌୼ఈሺ௡ሻ ൌ ଓ̂௘ఈଵሺ௡ሻ ൤െ 13ݑො௔ଵሺ௡ሻ ൅
1
24ݑො௔ଶሺ௡ሻ ൅
1
24ݑො௔ଷሺ௡ሻ൨ (5.42)
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൅ଓ௘̂ఈଶሺ௡ሻ ቈ√324 ݑො௔ଶሺ௡ሻ െ
√3
24 ݑො௔ଷሺ௡ሻ቉ ൅ ଓ̂௘ఉଵሺ௡ሻ ൤
1
8 ݑො௔ଶሺ௡ሻ ൅
1
8ݑො௔ଷሺ௡ሻ൨
൅ଓ௘̂ఉଶሺ௡ሻ ቈ√324 ݑො௔ଶሺ௡ሻ െ
√3
24 ݑො௔ଷሺ௡ሻ቉ ൅ ଓ௘̂଴ଵሺ௡ሻ ൤െ
1
3 ݑො௔ଵሺ௡ሻ െ
1
12ݑො௔ଶሺ௡ሻ െ
1
12ݑො௔ଷሺ௡ሻ൨	
൅ଓ௘̂଴ଶሺ௡ሻ ቈെ√312 ݑො௔ଶሺ௡ሻ ൅
√3
12 ݑො௔ଷሺ௡ሻ቉ 
݌୼ఉሺ௡ሻ ൌ ଓ௘̂ఈଵሺ௡ሻ ቈെ√324 ݑො௔ଶሺ௡ሻ ൅
√3
24 ݑො௔ଷሺ௡ሻ቉ ൅ ଓ௘̂ఈଶሺ௡ሻ ൤െ
1
8ݑො௔ଶሺ௡ሻ െ
1
8 ݑො௔ଷሺ௡ሻ൨	
൅ଓ௘̂ఉଵሺ௡ሻ ቈെ√38 ݑො௔ଶሺ௡ሻ ൅
√3
8 ݑො௔ଷሺ௡ሻ቉ ൅ ଓ௘̂ఉଶሺ௡ሻ ൤െ
1
8ݑො௔ଶሺ௡ሻ െ
1
8ݑො௔ଷሺ௡ሻ൨	
൅ଓ௘̂଴ଵሺ௡ሻ ቈ√312 ݑො௔ଶሺ௡ሻ െ
√3
12 ݑො௔ଷሺ௡ሻ቉ ൅ ଓ௘̂଴ଶሺ௡ሻ ൤
1
4 ݑො௔ଶሺ௡ሻ ൅
1
4ݑො௔ଷሺ௡ሻ൨ 
(5.43)
݌୼଴ሺ௡ሻ ൌ ଓ௘̂ఈଵሺ௡ሻ ൤െ16ݑො௔ଵሺ௡ሻ െ
1
24ݑො௔ଶሺ௡ሻ െ
1
24ݑො௔ଷሺ௡ሻ൨
൅ଓ௘̂ఈଶሺ௡ሻ ቈെ√324 ݑො௔ଶሺ௡ሻ ൅
√3
24 ݑො௔ଷሺ௡ሻ቉ ൅ ଓ௘̂ఉଵሺ௡ሻ ൤െ
1
8ݑො௔ଶሺ௡ሻ െ
1
8ݑො௔ଷሺ௡ሻ൨	
൅ଓ௘̂ఉଶሺ௡ሻ ቈെ√324 ݑො௔ଶሺ௡ሻ ൅
√3
24 ݑො௔ଷሺ௡ሻ቉ ൅ ଓ௘̂଴ଵሺ௡ሻ ൤െ
1
6ݑො௔ଵሺ௡ሻ ൅
1
12ݑො௔ଶሺ௡ሻ ൅
1
12ݑො௔ଷሺ௡ሻ൨	
൅ଓ௘̂଴ଶሺ௡ሻ ቈ√312 ݑො௔ଶሺ௡ሻ െ
√3
12 ݑො௔ଷሺ௡ሻ቉ 
(5.44)
A.3. VERTIKALE LEISTUNGSFLÜSSE MIT DEM NULLANTEIL DER ઢ-SPANNUNG  
Das Einsetzen von (5.36)-(5.38) in den Term ݌୼௬ሺ௨௤଴ሻ von (2.34) ergibt 
݌୼ଵሺ௡ሻ ൌ െ12 ଓ̂௘ఈଵሺ௡ሻݑො଴ሺ௡ሻ െ
1
2 ଓ௘̂ఈଶሺ௡ሻݑො଴ሺ௡ሻ cos ቀ
ߨ
2ቁ െ
1
2 ଓ௘̂଴ଵሺ௡ሻݑො଴ሺ௡ሻ
െ12 ଓ̂௘଴ଶሺ௡ሻݑො଴ሺ௡ሻ cos ቀ
ߨ
2ቁ 
(5.45)
݌୼ଶሺ௡ሻ ൌ 14 ଓ௘̂ఈଵሺ௡ሻݑො଴ሺ௡ሻ ൅
1
4 ଓ௘̂ఈଶሺ௡ሻݑො଴ሺ௡ሻ cos ቀ
ߨ
2ቁ െ
√3
4 ଓ̂௘ఉଵሺ௡ሻݑො଴ሺ௡ሻ
െ√34 ଓ௘̂ఉଶሺ௡ሻݑො଴ሺ௡ሻ cos ቀ
ߨ
2ቁ െ
1
2 ଓ௘̂଴ଵሺ௡ሻݑො଴ሺ௡ሻ െ
1
2 ଓ௘̂଴ଶሺ௡ሻݑො଴ሺ௡ሻ cos ቀ
ߨ
2ቁ 
(5.46)
݌୼ଷሺ௡ሻ ൌ 14 ଓ௘̂ఈଵሺ௡ሻݑො଴ሺ௡ሻ ൅
1
4 ଓ௘̂ఈଶሺ௡ሻݑො଴ሺ௡ሻ cos ቀ
ߨ
2ቁ ൅
√3
4 ଓ̂௘ఉଵሺ௡ሻݑො଴ሺ௡ሻ
൅√34 ଓ௘̂ఉଶሺ௡ሻݑො଴ሺ௡ሻ ܿ݋ݏ ቀ
ߨ
2ቁ െ
1
2 ଓ௘̂଴ଵሺ௡ሻݑො଴ሺ௡ሻ െ
1
2 ଓ̂௘଴ଶሺ௡ሻݑො଴ሺ௡ሻ cos ቀ
ߨ
2ቁ 
(5.47)
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Das Einsetzen der Kosinuswerte und Transformieren in ߙߚ0-Koordinaten liefert 
݌୼ఈሺ௡ሻ ൌ െ12 ଓ௘̂ఈଵݑො଴ (5.48)
݌୼ఉሺ௡ሻ ൌ െ12 ଓ௘̂ఉଵݑො଴ (5.49)
݌୼଴ሺ௡ሻ ൌ െ12 ଓ̂௘଴ଵݑො଴ (5.50)
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A.4. DSCC-DESIGNPARAMETER 
In die Tabellen unten sind elektrische Parameter von drei verschiedenen DSCC-Umrichtern ein-
getragen, als Beispiele der Designeigenschaften mit unterschiedlichen Effizienz und Verlustver-
hältnissen. Der DSCC 1 ist ein HGÜ-Umrichter und ist auf eine sehr hohe Effizienz dimensio-
niert. DSCC 2 und DSCC 3 stellen Beispiele der Mittelspannungsumrichter mit verschiedenen 
Schaltertypen dar. 
Tabelle 7: Elektrische Parameter  
 ݑො௔, ܸ݇ ݑ௘, ܸ݇ ܵ௡௘௡௡.ܯܸܣ ݉ ݑ௖∗, ܸ݇ 
DSCC 1 310 640 906 360 2,2 
DSCC 2 5,344 11,87 5 12 0,9 
DSCC 3 5,344 11,87 3,5 12 0,9 
DSCC 4 5,344 11,87 3,5 12 0,9 
Tabelle 8: Bauelementparameter 
 ܴ,ܱ݄݉݉ ܴ௖,ܱ݄݉݉ ܥ,݉ܨ ܮ,݉ܪ Schaltertyp 
DSCC 1 110 0,15 6,50 - CM1200HC-90R / Mitsubishi (2parallel) 
DSCC 2 10 0,48 3,76 2 FF650R17IE4D / Infineon 
DSCC 3 10 0,63 2,80 2 BSM300D12P2E001 / Rohm  (2 parallel) 
DSCC 4 10 23 3,30 2 BSM300D12P2E001 / Rohm  (4 parallel) 
 
Tabelle 9: Fittingergebnisse für die Koeffiziente der polynomialen Funktion (3.2). RMSE – 
quadratische Abweichung 
  ݑ଴ௌ, ܸ ܴௌ,݉Ω RMSE 
CM1200HC-90R 
IGBT 1,37 2,24 0,51 
Diode 0,92 1,14 0,33 
FF650R17IE4D 
IGBT 0,79 2,30 0,21 
Diode 0,60 1,02 0,17 
BSM300D12P2E001 
MOSFET 0 10,60 0,16 
Diode 0,25 4,22 0,13 
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Tabelle 10: Fitting-Ergebnisse für die Koeffiziente der gebrochen-rationalen Funktion (3.10) für 
IGBT-Schalter. RMSE – Quadratische Abweichung 
  ݌଴௖௢௡ௗ ݌ଵ௖௢௡ௗ ݌ଶ௖௢௡ௗ ݍଵ௖௢௡ௗ RMSE 
CM1200HC-90R 
IGBT 28,33 2,46 1,71e-3 64,22 0,2083 
Diode 1,528 1,384 1,141e-3 20,95 0,1159 
FF650R17IE4D 
IGBT 0,1284 1,036 2,012e-3 5,853 0,0437 
Diode 0,1121 0,897 0,723e-3 27,89 0,0233 
BSM300D12P2E001 
MOSFET 1715 716,8 0,329 81,81e3 0,0160 
Diode -1,384 1,09 3,267e-3 82,38 0,0266 
Tabelle 11: Koeffiziente der Schaltenergiefunktionen für die Beispielmodule 
  ܽா௢௡ ܽா௢௙௙ ܽா௥௥ 
CM1200HC-90R  
ܽ଴ 0,591e-3 0,632e-3 0,483e-3 
ܽଵ 2,701e-6 3,026e-6 2,296e-6 
ܽଶ 0 0 0 
FF650R17IE4D 
ܽ଴ 50,78e-3 0,114 0,063 
ܽଵ 0,171e-3 0,337e-3 0,264e-3 
ܽଶ 0 0 0 
BSM300D12P2E001  
ܽ଴ 2,334e-3 0 1,208e-3 
ܽଵ 1,525e-5 1,444e-5 2,107e-6 
ܽଶ 0 1,784e-8 0 
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Abb. 54: Durchlasseigenschaften des Halbbrückenmoduls FF650R17IE4D /Infineon [106]. 
Sperrspannung: 1,7 kV, Maximalstrom: 650 A. (a): Transistorstruktur. (b): Diode. Sperrschicht-
temperatur: 125°C.  
 
Abb. 55: Schaltenergien des Halbbrückenmoduls FF650R17IE4D /Infineon [106]. 
(a): Einschaltenergie. (b): Ausschaltenergie. (c): Reverse-recovery Energie. Sperrschichttempera-
tur: 125°C, Schaltspannung: 900 V. 
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A.5. PARAMETER UND HERLEITUNGEN FÜR DIE VERLUSTMINIMIERUNG 
A.5.1. GESAMTVERLUSTFUNKTION DES DSCC 
Um die Verluste einer Phase ݌௧௢௧.௬ als Funktion des Kreisstromes zu bestimmen, werden die 
Gleichungen der Zweigströme und ihrer Quadrate in die Phasenleistungsgleichung (3.33) einge-
setzt. Die Quadrate der Zweigstromgleichungen (3.35) sind gleich  
݅௣ଵଶ ൌ 14 ݅ఀఈ
ଶ ൅ 34 ݅ఀఉ
ଶ ൅ ݅ఀ଴ଶ ൅ 14 ݅௔ଶ
ଶ െ √32 ݅ఀఈ݅ఀఉ െ ݅ఀఈ݅ఀ଴ െ
1
2 ݅ఀఈ݅௔ଶ ൅ √3݅ఀఉ݅ఀ଴
൅ √32 ݅ఀఉ݅௔ଶ ൅ ݅ఀ଴݅௔ଶ 
݅௣ଶଶ ൌ 14 ݅ఀఈ
ଶ ൅ 34 ݅ఀఉ
ଶ ൅ ݅ఀ଴ଶ ൅ 14 ݅௔ଶ
ଶ െ √32 ݅ఀఈ݅ఀఉ െ ݅ఀఈ݅ఀ଴ െ
1
2 ݅ఀఈ݅௔ଶ ൅ √3݅ఀఉ݅ఀ଴
൅ √32 ݅ఀఉ݅௔ଶ ൅ ݅ఀ଴݅௔ଶ 
݅௣ଷଶ ൌ 14 ݅ఀఈ
ଶ ൅ 34 ݅ఀఉ
ଶ ൅ ݅ఀ଴ଶ ൅ 14 ݅௔ଷ
ଶ ൅ √32 ݅ఀఈ݅ఀఉ െ ݅ఀఈ݅ఀ଴ െ
1
2 ݅ఀఈ݅௔ଷ െ √3݅ఀఉ݅ఀ଴
െ √32 ݅ఀఉ݅௔ଷ ൅ ݅ఀ଴݅௔ଷ 
݅௡ଵଶ ൌ 14 ݅ఀఈ
ଶ ൅ 34 ݅ఀఉ
ଶ ൅ ݅ఀ଴ଶ ൅ 14 ݅௔ଶ
ଶ െ √32 ݅ఀఈ݅ఀఉ െ ݅ఀఈ݅ఀ଴ ൅
1
2 ݅ఀఈ݅௔ଶ ൅ √3݅ఀఉ݅ఀ଴
െ √32 ݅ఀఉ݅௔ଶ െ ݅ఀ଴݅௔ଶ 
݅௡ଶଶ ൌ 14 ݅ఀఈ
ଶ ൅ 34 ݅ఀఉ
ଶ ൅ ݅ఀ଴ଶ ൅ 14 ݅௔ଶ
ଶ െ √32 ݅ఀఈ݅ఀఉ െ ݅ఀఈ݅ఀ଴ ൅
1
2 ݅ఀఈ݅௔ଶ ൅ √3݅ఀఉ݅ఀ଴
െ √32 ݅ఀఉ݅௔ଶ െ ݅ఀ଴݅௔ଶ 
݅௡ଷଶ ൌ 14 ݅ఀఈ
ଶ ൅ 34 ݅ఀఉ
ଶ ൅ ݅ఀ଴ଶ ൅ 14 ݅௔ଷ
ଶ ൅ √32 ݅ఀఈ݅ఀఉ െ ݅ఀఈ݅ఀ଴ ൅
1
2 ݅ఀఈ݅௔ଷ െ √3݅ఀఉ݅ఀ଴
൅ √32 ݅ఀఉ݅௔ଷ െ ݅ఀ଴݅௔ଷ 
(5.51)
Solange eine Darstellung als Polynom 2. Ordnung möglich ist, hat die Verlustfunktion einer Pha-
se in natürlichen Koordinaten die Form 
݌௧௢௧.௬ ൌ ܽ଴௧௢௧.௣௬ ൅ ܽ଴௧௢௧.௡௬ ൅ ܽଵ௧௢௧.௣௬݅௣௬ ൅ ܽଵ௧௢௧.௡௬݅௡௬ ൅ ܽଶ௧௢௧.௣௬݅௣௬ଶ ൅ ܽଶ௧௢௧.௡௬݅௡௬ଶ  (5.52)
mit  
ܽ଴/ଵ/ଶ௧௢௧.௫௬ ൌ ܽ଴/ଵ/ଶ௖௢௡ௗ.௫௬ ൅ ܽ଴/ଵ/ଶ௦௪.௫௬ ൅ ܽ଴/ଵ/ଶ௢௛௠.௫௬ (5.53)
Das Einsetzen von (3.35) und (5.51) in (5.52) liefert für die drei Phasenverlustleistungen ݌௧௢௧.௬	 
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݌௧௢௧.ଵ
ൌ ܽ଴௧௢௧.௣ଵ ൅ ܽଵ௧௢௧.௣ଵ 12 ݅௔ଵ ൅ ܽଵ௧௢௧.௣ଵ݅ఀ଴ ൅ ܽଶ௧௢௧.௣ଵ݅ఀ଴
ଶ ൅ 14ܽଶ௧௢௧.௣ଵ݅௔ଵ
ଶ ൅ ܽଶ௧௢௧.௣ଵ݅ఀ଴݅௔ଵᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔బ೛భ
 
൅൫ܽଵ௧௢௧.௣ଵ ൅ 2ܽଶ௧௢௧.௣ଵ݅ఀ଴ ൅ ܽଶ௧௢௧.௣ଵ݅௔ଵ൯ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഀ೛భ
݅ఀఈ ൅ ܽଶ௧௢௧.௣ଵᇣᇧᇤᇧᇥ
௔మഀ೛భ
݅ఀఈଶ  
൅ܽ଴௧௢௧.௡ଵ െ ܽଵ௧௢௧.௡ଵ 12 ݅௔ଵ ൅ ܽଵ௧௢௧.௡ଵ݅ఀ଴ ൅ ܽଶ௧௢௧.௡ଵ݅ఀ଴
ଶ ൅ 14ܽଶ௧௢௧.௡ଵ݅௔ଵ
ଶ െ ܽଶ௧௢௧.௡ଵ݅ఀ଴݅௔ଵᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔బ೙భ
 
൅ሺܽଵ௧௢௧.௡ଵ ൅ 2ܽଶ௧௢௧.௡ଵ݅ఀ଴ െ ܽଶ௧௢௧.௡ଵ݅௔ଵሻᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഀ೙భ
݅ఀఈ ൅ ܽଶ௧௢௧.௡ଵᇣᇧᇤᇧᇥ
௔మഀ೙భ
݅ఀఈଶ  
(5.54)
݌௧௢௧.ଶ
ൌ ܽ଴௧௢௧.௣ଶ ൅ ݅ఀ଴ܽଵ௧௢௧.௣ଶ ൅ 12ܽଵ௧௢௧.௣ଶ݅௔ଶ ൅ ܽଶ௧௢௧.௣ଶ݅ఀ଴
ଶ ൅ 14ܽଶ௧௢௧.௣ଶ݅௔ଶ
ଶ ൅ ܽଶ௧௢௧.௣ଶ݅ఀ଴݅௔ଶᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔బ೛మ
 
൅൬െ12ܽଵ௧௢௧.௣ଶ െ ܽଶ௧௢௧.௣ଶ݅ఀ଴ െ
1
2ܽଶ௧௢௧.௣ଶ݅௔ଶ൰ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഀ೛మ
݅ఀఈ ൅ ൬14ܽଶ௧௢௧.௣ଶ൰ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
௔మഀ೛మ
݅ఀఈଶ  
൅ቆ√32 ܽଵ௧௢௧.௣ଶ ൅ √3ܽଶ௧௢௧.௣ଶ݅ఀ଴ ൅
√3
2 ܽଶ௧௢௧.௣ଶ݅௔ଶቇᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഁ೛మ
݅ఀఉ ൅ 34ܽଶ௧௢௧.௣ଶᇣᇧᇤᇧᇥ
௔మഁ೛మ
݅ఀఉଶ  
൅ቆെ√32 ܽଶ௧௢௧.௣ଶቇᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௔ഀഁ೛మ
݅ఀఈ݅ఀఉ 
൅ܽ଴௧௢௧.௡ଶ ൅ ݅ఀ଴ܽଵ௧௢௧.௡ଶ െ 12ܽଵ௧௢௧.௡ଶ݅௔ଶ ൅ ܽଶ௧௢௧.௡ଶ݅ఀ଴
ଶ ൅ 14ܽଶ௧௢௧.௡ଶ݅௔ଶ
ଶ െ ܽଶ௧௢௧.௡ଶ݅ఀ଴݅௔ଶᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔బ೙భ
 
൅൬െ12ܽଵ௧௢௧.௡ଶ െ ܽଶ௧௢௧.௡ଶ݅ఀ଴ ൅
1
2ܽଶ௧௢௧.௡ଶ݅௔ଶ൰ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഀ೙మ
݅ఀఈ ൅ ൬14ܽଶ௧௢௧.௡ଶ൰ᇣᇧᇧᇤᇧᇧᇥ
௔మഀ೙మ
݅ఀఈଶ  
൅ቆ√32 ܽଵ௧௢௧.௡ଶ ൅ √3ܽଶ௧௢௧.௡ଶ݅ఀ଴ െ
√3
2 ܽଶ௧௢௧.௡ଶ݅௔ଶቇᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഁ೙మ
݅ఀఉ ൅ ൬34ܽଶ௧௢௧.௡ଶ൰ᇣᇧᇧᇤᇧᇧᇥ
௔మഁ೙మ
݅ఀఉଶ  
൅ቆെ√32 ܽଶ௧௢௧.௡ଶቇᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௔ഀഁ೙మ
݅ఀఈ݅ఀఉ 
(5.55)
݌௧௢௧.ଷ
ൌ ܽ଴௧௢௧.௣ଷ ൅ ܽଵ௧௢௧.௣ଷ݅ఀ଴ ൅ 12ܽଵ௧௢௧.௣ଷ݅௔ଷ ൅ ܽଶ௧௢௧.௣ଷ݅ఀ଴
ଶ ൅ 14ܽଶ௧௢௧.௣ଷ݅௔ଷ
ଶ ൅ ܽଶ௧௢௧.௣ଷ݅ఀ଴݅௔ଷᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔బ೛య
 (5.56)
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൅൬െ12ܽଵ௧௢௧.௣ଷ െ ܽଶ௧௢௧.௣ଷ݅ఀ଴ െ
1
2ܽଶ௧௢௧.௣ଷ݅௔ଷ൰ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഀ೛య
݅ఀఈ ൅ ൬14ܽଶ௧௢௧.௣ଷ൰ᇣᇧᇧᇤᇧᇧᇥ
௔మഀ೛య
݅ఀఈଶ  
൅ቆെ√32 ܽଵ௧௢௧.௣ଷ െ √3ܽଶ௧௢௧.௣ଷ݅ఀ଴ െ
√3
2 ܽଶ௧௢௧.௣ଷ݅௔ଷቇᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഁ೛య
݅ఀఉ ൅ ൬34ܽଶ௧௢௧.௣ଷ൰ᇣᇧᇧᇤᇧᇧᇥ
௔మഁ೛య
݅ఀఉଶ  
൅ቆ√32 ܽଶ௧௢௧.௣ଷቇᇣᇧᇧᇧᇤᇧᇧᇧᇥ
௔ഀഁ೛య
݅ఀఈ݅ఀఉ 
൅ܽ଴௧௢௧.௡ଷ ൅ ܽଵ௧௢௧.௡ଷ݅ఀ଴ െ 12ܽଵ௧௢௧.௡ଷ݅௔ଷ ൅ ܽଶ௧௢௧.௡ଷ݅ఀ଴
ଶ ൅ 14ܽଶ௧௢௧.௡ଷ݅௔ଷ
ଶ െ ܽଶ௧௢௧.௡ଷ݅ఀ଴݅௔ଷᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔బ೙య
 
൅൬െ12ܽଵ௧௢௧.௡ଷ െ ܽଶ௧௢௧.௡ଷ݅ఀ଴ ൅
1
2ܽଶ௧௢௧.௡ଷ݅௔ଷ൰ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഀ೙య
݅ఀఈ ൅ ൬14ܽଶ௧௢௧.௡ଷ൰ᇣᇧᇧᇤᇧᇧᇥ
௔మഀ೙య
݅ఀఈଶ  
൅ቆെ√32 ܽଵ௧௢௧.௡ଷ െ √3ܽଶ௧௢௧.௡ଷ݅ఀ଴ ൅
√3
2 ܽଶ௧௢௧.௡ଷ݅௔ଷቇᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
௔భഁ೙య
݅ఀఉ ൅ ൬34ܽଶ௧௢௧.௡ଷ൰ᇣᇧᇧᇤᇧᇧᇥ
௔మഁ೙య
݅ఀఉଶ  
൅ቆ√32 ܽଶ௧௢௧.௡ଷቇᇣᇧᇧᇧᇤᇧᇧᇧᇥ
௔ഀഁ೙య
݅ఀఈ݅ఀఉ 
Nun werden (5.54)-(5.56) in (3.34) eingesetzt, um die Gesamtverlustfunktion zu erhalten: 
݌௧௢௧ ൌ ܽ଴ ൅ ܽଵఈ݅ఀఈ ൅ ܽଶఈ݅ఀఈଶ ൅ ܽଵఉ݅ఀఉ ൅ ܽଶఉ݅ఀఉଶ ൅ ܽఈఉ݅ఀఈ݅ఀఉ (5.57)
mit den Koeffizienten 
ܽ଴ ൌ ෍൫ܽ଴௣௬ ൅ ܽ଴௡௬൯ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
௔బ೤
ଷ
௬ୀଵ
 (5.58)
ܽଵఈ ൌ ෍൫ܽଵఈ௣௬ ൅ ܽଵఈ௡௬൯ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௔భഀ೤
ଷ
௬ୀଵ
 (5.59)
ܽଶఈ ൌ ෍൫ܽଶఈ௣௬ ൅ ܽଶఈ௡௬൯ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௔మഀ೤
ଷ
௬ୀଵ
 (5.60)
ܽଵఉ ൌ ෍൫ܽଵఉ௣௬ ൅ ܽଵఉ௡௬൯ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௔భഁ೤
ଷ
௬ୀଵ
 (5.61)
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ܽଶఉ ൌ ෍൫ܽଶఉ௣௬ ൅ ܽଶఉ௡௬൯ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௔మഁ೤
ଷ
௬ୀଵ
 (5.62)
ܽఈఉ ൌ ෍൫ܽఈఉ௣௬ ൅ ܽఈఉ௡௬൯ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௔ഀഁ೤
ଷ
௬ୀଵ
 (5.63)
a) Approximation der Durchlassverluste durch polynomiale Funktion 
Die Gesamtverlustfunktion, die unter Nutzung der Koeffizienten ܽ଴/ଵ/ଶ௧௢௧.௣௢௟௬ଵ.௫௬ aus (3.32) 
über den Rechenweg (5.52)-(5.63) erreich wird, wird an dieser Stelle definiert als  
݌௧௢௧.௣௢௟௬ଵ ൌ ܽ଴.௣௢௟௬ଵ ൅ ܽଵఈ.௣௢௟௬ଵ݅ఀఈ ൅ ܽଶఈ.௣௢௟௬ଵ݅ఀఈଶ ൅ ܽଵఉ.௣௢௟௬ଵ݅ఀఉ ൅ ܽଶఉ.௣௢௟௬ଵ݅ఀఉଶ 	
൅ܽఈఉ.௣௢௟௬ଵ݅ఀఈ݅ఀఉ (5.64) 
b) Approximation der Durchlassverluste durch rational-gebrochene Funktion 
Durch das Einsetzen der Koeffizienten ܽ଴/ଵ/ଶ௧௢௧.௥௔௧ଶଵ.௫௬ in (5.52)-(5.63) ergibt sich der polyno-
miale Teil ݌௧௢௧.௣௢௟௬.௥௔௧ଶଵ von (3.40): 
݌௧௢௧.௣௢௟௬.௥௔௧ଶଵ ൌ ܽ଴.௥௔௧ଶଵ ൅ ܽଵఈ.௥௔௧ଶଵ݅ఀఈ ൅ ܽଶఈ.௥௔௧ଶଵ݅ఀఈଶ ൅ ܽଵఉ.௥௔௧ଶଵ݅ఀఉ	
൅ܽଶఉ.௥௔௧ଶଵ݅ఀఉଶ ൅ ܽఈఉ.௥௔௧ଶଵ݅ఀఈ݅ఀఉ (5.65) 
Wird ݌௧௢௧.௣௢௟௬.௥௔௧ଶଵ zu (3.39) addiert, resultiert eine zum Teil rationale, zum Teil polynomiale 
Funktion: 
݌௧௢௧.௥௔௧ଶଵ ൌ ෍൫݌௖௢௡ௗ.௥௔௧ଶଵ.௣௬ ൅ ݌௖௢௡ௗ.௥௔௧ଶଵ.௡௬൯
ଷ
௬ୀଵ
൅ ܽ଴.௥௔௧ଶଵ ൅ ܽଵఈ.௥௔௧ଶଵ݅ఀఈ	
൅ܽଶఈ.௥௔௧ଶଵ݅ఀఈଶ ൅ ܽଵఉ.௥௔௧ଶଵ݅ఀఉ ൅ ܽଶఉ.௥௔௧ଶଵ݅ఀఉଶ ൅ ܽఈఉ.௥௔௧ଶଵ݅ఀఈ݅ఀఉ 
(5.66)
A.5.2. GRADIENT, OPTIMALE SCHRITTWEITE UND HESSE-MATRIX VON ࢖࢚࢕࢚.࢖࢕࢒࢟૚ 
Mit der Beschreibung der Zielfunktion  nach (5.64) ist ihr Gradient in der Iteration ሺ݇ሻ 
݃ఈ.௣௢௟௬ଵሺ௞ሻ ൌ ߲݌௧௢௧߲݅ஊఈ ൌ ܽଵఈ.௣௢௟௬ଵ ൅ 2ܽଶఈ.௣௢௟௬ଵ݅ஊఈሺ௞ሻ ൅ ܽఈఉ.௣௢௟௬ଵ݅ஊఉሺ௞ሻ 
݃ఉ.௣௢௟௬ଵሺ௞ሻ ൌ ߲݌௧௢௧߲݅ஊఉ ൌ ܽଵఉ.௣௢௟௬ଵ ൅ 2ܽଶఉ.௣௢௟௬ଵ݅ஊఉሺ௞ሻ ൅ ܽఈఉ.௣௢௟௬ଵ݅ஊఈሺ௞ሻ 
(5.67)
Der Gradientenvektor ሾ݃ఈሺ௞ሻ ݃ఉሺ௞ሻሿ் ist somit 
ሾ݃ሿ௣௢௟௬ଵሺ௞ሻ ൌ ൤2ܽଶఈ.௣௢௟௬ଵ ܽఈఉ.௣௢௟௬ଵܽఈఉ.௣௢௟௬ଵ 2ܽଶఉ.௣௢௟௬ଵ൨ ൤
݅ஊఈሺ௞ሻ
݅ஊఉሺ௞ሻ൨ െ ቂ
െܽଵఈ.௣௢௟௬ଵെܽଵఉ.௣௢௟௬ଵቃ
ൌ ൣܳ௣௢௟௬ଵ൧ሾ݅ஊሿሺ௞ሻ െ ൣܤ௣௢௟௬ଵ൧ 
(5.68)
Die Hesse-Matrix für (5.64) ist  
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ሾܪሿ௣௢௟௬ଵሺ௞ሻ ൌ ߲
ሾ݃ሿ௣௢௟௬ଵሺ௞ሻ
߲ሾ݅ஊఈሿሺ௞ሻ ൌ ൤
2ܽଶఈ.௣௢௟௬ଵ ܽఈఉ.௣௢௟௬ଵ
ܽఈఉ.௣௢௟௬ଵ 2ܽଶఉ.௣௢௟௬ଵ൨ (5.69)
Das Optimum der Zielfunktion wird in einem Punkt ሾ݅ஊሿሺ௞ሻ∗  erreicht, in dem der Gradientenvektor 
ሾ݃ሿሺ௞ሻ null ist: 
ሾ݅ஊሿሺ௞ሻ∗ 	ൌ ൣܳ௣௢௟௬ଵ൧ିଵൣܤ௣௢௟௬ଵ൧ (5.70)
Unter der Annahme, dass die Parameter der Zielfunktion in dem Schritt ሺ݇ ൅ 1ሻ gleich den Pa-
rametern im Schritt ݇ gleich sind (d.h. keine Zweigstromnulldurchgangslinie wird überschritten 
und die Änderung der Ströme, Spannungen und Tastverhältnisse vernachlässigbar klein ist), ist 
die Zielfunktion in dem nächsten Iterationsschritt gleich 
݌௧௢௧ሺ௞ାଵሻ ൌ ܽ଴ ൅ ܽଵఈ൫݅ఀఈሺ௞ሻ െ ߙሺ௞ሻ݃ఈሺ௞ሻ൯ ൅ ܽଶఈ൫݅ఀఈሺ௞ሻ െ ߙሺ௞ሻ݃ఈሺ௞ሻ൯ଶ
൅ ܽଵఉ൫݅ఀఉሺ௞ሻ െ ߙሺ௞ሻ݃ఉሺ௞ሻ൯ ൅ ܽଶఉ൫݅ఀఉሺ௞ሻ െ ߙሺ௞ሻ݃ఉሺ௞ሻ൯ଶ
൅ ܽఈఉ൫݅ఀఈሺ௞ሻ െ ߙሺ௞ሻ݃ఈሺ௞ሻ൯൫݅ఀఉሺ௞ሻ െ ߙሺ௞ሻ݃ఉሺ௞ሻ൯
ൌ ܽ଴ ൅ ܽଵఈ݅ఀఈሺ௞ሻ െ ܽଵఈߙ݃ఈሺ௞ሻ ൅ ܽଶఈ݅ஊఈሺ௞ሻଶ െ 2ܽଶఈߙ݃ఈሺ௞ሻ݅ஊఈሺ௞ሻ
൅ ܽଶఈߙଶ݃ఈሺ௞ሻଶ ൅ ܽଵఉ݅ఀఉሺ௞ሻ െ ܽଵఉߙ݃ఉሺ௞ሻ ൅ ܽଶఉ݅ஊఉሺ௞ሻଶ
െ 2ܽଶఉߙ݃ఉሺ௞ሻ݅ஊఉሺ௞ሻ ൅ ܽଶఉߙଶ݃ఉሺ௞ሻଶ ൅ ܽఈఉ݅ఀఈሺ௞ሻ݅ఀఉሺ௞ሻ
െ ܽఈఉߙ݃ఈሺ௞ሻ݅ఀఉሺ௞ሻ െ ܽఈఉߙ݃ఉሺ௞ሻ݅ఀఈሺ௞ሻ ൅ ܽఈఉߙଶ݃ఈሺ௞ሻ݃ఉሺ௞ሻ 
(5.71)
An dieser Stelle wird nach einer Schrittweite für (4.23) gesucht, mit der ݌௧௢௧ሺ௞ାଵሻ minimiert 
wird. Sie entspricht der Strecke, die in Richtung ሾ݃ሿሺ௞ሻ zurückgelegt werden muss, um an das 
Minimum von ݌௧௢௧ሺ௞ሻ zu gelangen. Die Ableitung von ݌௧௢௧ሺ௞ାଵሻ nach der Schrittweite ߙ ist  
߲݌௧௢௧ሺ௞ାଵሻ
߲ߙ ൌ െܽଵఈ݃ఈሺ௞ሻ െ 2ܽଶఈ݅ఀఈሺ௞ሻ݃ఈሺ௞ሻ ൅ 2ܽଶఈߙ݃ఈሺ௞ሻ
ଶ െ ܽଵఉ݃ఉሺ௞ሻ
െ 2ܽଶఉ݅ఀఉሺ௞ሻ݃ఉሺ௞ሻ ൅ 2ܽଶఉߙ݃ఉሺ௞ሻଶ െ ܽఈఉ݃ఈሺ௞ሻ݅ఀఉሺ௞ሻ െ ܽఈఉ݃ఉሺ௞ሻ݅ఀఈሺ௞ሻ
൅ 2ߙ݃ఈሺ௞ሻ݃ఉሺ௞ሻܽఈఉ 
(5.72)
Wird (5.72) gleich null gesetzt und nach ߙ umgestellt, dann ergibt sich 
ߙ ൌ ܼܰ 
ܼ ൌ ܽଵఈ݃ఈሺ௞ሻ ൅ 2ܽଶఈ݅ఀఈሺ௞ሻ݃ఈሺ௞ሻ ൅ ܽଵఉ݃ఉሺ௞ሻ ൅ 2ܽଶఉ݅ఀఉሺ௞ሻ݃ఉሺ௞ሻ ൅ ܽఈఉ݃ఈሺ௞ሻ݅ఀఉሺ௞ሻ
൅ ܽఈఉ݃ఉሺ௞ሻ݅ఀఈሺ௞ሻ 
ܰ ൌ 2ܽଶఈߙ݃ఈሺ௞ሻଶ ൅ 2ܽଶఉߙ݃ఉሺ௞ሻଶ ൅ 2ߙ݃ఈሺ௞ሻ݃ఉሺ௞ሻܽఈఉ 
(5.73)
In Vektorform lassen sich Zähler und Nenner wie folgt darstellen: 
ߙሺ௞ሻ ൌ
ሾ݃ሿሺ௞ሻ் ൣܳ௣௢௟௬ଵ൧ሾ݃ሿሺ௞ሻ െ ൣܤ௣௢௟௬ଵ൧்ሾ݃ሿሺ௞ሻ
ሾ݃ሿሺ௞ሻ் ൣܳ௣௢௟௬ଵ൧ሾ݃ሿሺ௞ሻ
 (5.74)
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Unter Beachtung der Gleichheit ൣܳ௣௢௟௬ଵ൧ሾ݅ஊሿሺ௞ሻ െ ൣܤ௣௢௟௬ଵ൧ ൌ ሾ݃ሿሺ௞ሻ wird (5.74) zu 
ߙሺ௞ሻ ൌ
ሾ݃ሿሺ௞ሻ் ሾ݃ሿሺ௞ሻ
ሾ݃ሿሺ௞ሻ் ൣܳ௣௢௟௬ଵ൧ሾ݃ሿሺ௞ሻ
	 (5.75)
A.5.3. GRADIENTE UND HESSE-MATRIX VON ࢖࢚࢕࢚.࢘ࢇ࢚૛૚ 
Die ersten Ableitungen von ݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ nach ݅ఀఈ und ݅ఀఉ sind 
݃௣௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵఈ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵ
߲݅ఀఈ  
ൌ ݏ௣/௡ଵ݉݀௣/௡ଵ
݌଴௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ 2ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵ ൅ 3݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵଶ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ  
െݏ௣/௡ଵଶ݉݀௣/௡ଵ
݌଴௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵ ൅ ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵଷ
൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ൯ଶ	
 
൅݉൫1 െ ݀௣/௡ଵ൯
݌଴௖௢௡ௗ.ௌଶ௣/௡ଵ ൅ 2ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵ ൅ 3݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵଶ
ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ  
െݏ௣/௡ଵ݉൫1 െ ݀௣/௡ଵ൯
݌଴௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵ ൅ ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵଶ ൅ ݌ଶ௖௢௡ௗ.ଶ௣/௡ଵ݅௣/௡ଵଷ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ൯ଶ
 
(5.76)
݃௣௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵఉ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵ
߲݅ఀఉ ൌ 0 (5.77)
݃௣௖௢௡ௗ.௥௔௧ଶଵ.௣/௡௬ఈ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡௬
߲݅ఀఈ  
ൌ െݏ௣/௡௬݉݀௣/௡௬
1
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡௬ േ ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ ൅
3
2݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ଶ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݏ௣/௡௬݅௣/௡௬  
േݏ௣/௡௬ଶ݉݀௣/௡௬
݌଴௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ േ ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ଶ ൅ 32݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ଷ
൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݏ௣/௡௬݅௣/௡௬൯2
 
െ݉൫1 െ ݀௣/௡௬൯
1
2 ݌଴௖௢௡ௗ.ௌଶ௣/௡௬ േ ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ ൅
3
2݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ଶ
ݍଵ௖௢௡ௗ.ௌଶ௣/௡௬ ൅ ݏ௣/௡௬݅௣/௡௬  
േ݉൫1 െ ݀௣/௡௬൯
݌଴௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ േ ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ଶ ൅ 32݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ଷ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡௬ ൅ ݏ௣/௡௬݅௣/௡௬൯2
 
		ݕ ∈ ሾ2,3ሿ 
(5.78)
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݃௣௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଶఉ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଶ
߲݅ఀఉ 	
ൌ ݏ௣/௡ଶ݉݀௣/௡ଶ
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଶ േ √3ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଶ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ 	
∓√3ݏ௣/௡ଶଶ݉݀௣/௡ଶ
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ േ √3ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଷ
2൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଶ
	
൅ݏ௣/௡ଶ݉൫1 െ ݀௣/௡ଶ൯
√3
2 ݌଴௖௢௡ௗ.ௌଶ௣/௡ଶ േ √3ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଶ݅௣/௡ଶ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଶ݅௣/௡ଶଶ
ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ 	
∓√3ݏ௣/௡ଶଶ݉൫1 െ ݀௣/௡ଶ൯
√3
2 ݌଴௖௢௡ௗ.ௌଶ௣/௡ଶ݅௣/௡ଶ േ √3ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଶ݅௣/௡ଶଶ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଶ
	
∓√3ݏ௣/௡ଶଶ݉൫1 െ ݀௣/௡ଶ൯
݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଶ݅௣/௡ଶଷ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଶ
(5.79)
݃௣௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଷఉ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଷ
߲݅ఀఉ 	
ൌ െݏ௣/௡ଷ݉݀௣/௡ଷ
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଷ േ √3ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଶ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ 	
േ√3ݏ௣/௡ଷଶ݉݀௣/௡ଷ
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ േ √3ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଷ
2൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ൯ଶ
	
െݏ௣/௡ଷ݉൫1 െ ݀௣/௡ଷ൯
√3
2 ݌଴௖௢௡ௗ.ௌଶ௣/௡ଷ േ √3ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଷ݅௣/௡ଷ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଷ݅௣/௡ଷଶ
ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ 	
േ√3ݏ௣/௡ଷଶ݉൫1 െ ݀௣/௡ଷ൯
√3
2 ݌଴௖௢௡ௗ.ௌଶ௣/௡ଷ݅௣/௡ଷ േ √3ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଷ݅௣/௡ଷଶ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଶ݅௣/௡ଷ൯ଶ
	
േ√3ݏ௣/௡ଷଶ݉൫1 െ ݀௣/௡ଷ൯
݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଷ݅௣/௡ଷଷ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ൯ଶ
(5.80)
Ableitungen 2. Ordnung von ݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ nach ݅ఀఈ: 
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵଶ
߲ଶ݅ఀఈ ൌ ݏ௣/௡ଵ݉݀௣/௡ଵ
2ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ 6݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ (5.81)
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െ2ݏ௣/௡ଵଶ݉݀௣/௡ଵ
݌଴௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ 2ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵ ൅ 3݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵଶ
൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ൯ଶ
	
൅2ݏ௣/௡ଵଷ݉݀௣/௡ଵ
݌଴௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵ ൅ ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଵ݅௣/௡ଵଷ
2൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ൯ଷ
	
൅݉൫1 െ ݀௣/௡ଵ൯
2ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଵ ൅ 6݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ 	
൅2ݏ௣/௡ଵଶ݉൫1 െ ݀௣/௡ଵ൯
݌଴௖௢௡ௗ.ௌଶ௣/௡ଵ ൅ 2ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵ ൅ 3݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵଶ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ൯ଶ
	
െ2ݏ௣/௡ଵଷ݉൫1 െ ݀௣/௡ଵ൯
݌଴௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵ ൅ ݏ௣/௡ଵ݌ଵ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵଶ ൅ ݌ଶ௖௢௡ௗ.ௌଶ௣/௡ଵ݅௣/௡ଵଷ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଵ ൅ ݏ௣/௡ଵ݅௣/௡ଵ൯ଷ
	
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡௬ଶ
߲ଶ݅ఀఈ ൌ ݏ௣/௡௬݉݀௣/௡௬
1
2 ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଵ௣/௡௬ േ
3
2݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬
ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݏ௣/௡ଶ݅௣/௡௬ 	
െݏ௣/௡௬ଶ݉݀௣/௡௬
1
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡௬ േ
1
2 ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ ൅
3
2݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ଶ
൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݏ௣/௡ଶ݅௣/௡௬൯ଶ
	
൅ݏ௣/௡௬ଷ݉݀௣/௡௬
݌଴௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ ൅ ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ଷ
2൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݏ௣/௡௬݅௣/௡௬൯ଷ
	
൅݉൫1 െ ݀௣/௡௬൯
1
2 ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଶ௣/௡௬ േ
3
2݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬
ݍଵ௖௢௡ௗ.ௌଶ௣/௡௬ ൅ ݏ௣/௡ଶ݅௣/௡௬ 	
െ݉ݏ௣/௡௬൫1 െ ݀௣/௡௬൯
1
2 ݌଴௖௢௡ௗ.ௌଶ௣/௡௬ േ ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ ൅
3
2݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ଷ
൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݏ௣/௡ଶ݅௣/௡௬൯ଶ
	
൅݉ݏ௣/௡௬ଶ൫1 െ ݀௣/௡௬൯
݌଴௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ േ ݏ௣/௡௬݌ଵ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ ൅ ݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ଷ
൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݏ௣/௡௬݅௣/௡௬൯ଷ
	
		ݕ ∈ ሾ2,3ሿ	
(5.82)
Gradiente 2. Ordnung von  ݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ nach ݅ఀఉ: 
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵଶ
߲ଶ݅ఀఉ ൌ 0	 (5.83)
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡௬ଶ
߲ଶ݅ఀఉ ൌ
3݉݀௣/௡௬݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬
2൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݒ௣/௡௬݅௣/௡௬൯
െ
√3݉݀௣/௡௬ݒ௣/௡௬ ቆ√32 ݌ଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ √3݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ቇ
൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݒ௣/௡௬݅௣/௡௬൯ଶ
(5.84)
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൅3݉݀௣/௡௬ݒ௣/௡௬
ଶ ൫݌଴௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݌ଵ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡௬݅௣/௡௬ଶ ൯
2൫ݍଵ௖௢௡ௗ.ௌଵ௣/௡௬ ൅ ݒ௣/௡௬݅௣/௡௬൯ଷ
൅ 3݉൫1 െ ݀௣/௡௬൯݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡௬ ൅ ݒ௣/௡௬݅௣/௡௬൯	
െ
√3݉൫1 െ ݀௣/௡௬൯ݒ௣/௡௬ ቆ√32 ݌ଵ௖௢௡ௗ.ௌଶ௣/௡௬ ൅ √3݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ቇ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡௬ ൅ ݒ௣/௡௬݅௣/௡௬൯ଶ
	
൅ 3݉൫1 െ ݀௣/௡௬൯ݒ௣/௡௬
ଶ ൫݌଴௖௢௡ௗ.ௌଶ௣/௡௬ ൅ ݌ଵ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ ൅ ݌ଶ௖௢௡ௗ.ௌଶ௣/௡௬݅௣/௡௬ଶ ൯
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡௬ ൅ ݒ௣/௡௬݅௣/௡௬൯ଷ
	∀	ݕ
∈ ሾ2, 3ሿ	
Gradiente 2. Ordnung von  ݌௖௢௡ௗ.௥௔௧ଶଵ.௫௬ nach ݅ఀఈ, ݅ఀఉ: 
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵଶ
߲݅ఀఈ߲݅ఀఉ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଵଶ
߲݅ఀఉ߲݅ఀఈ ൌ 0 (5.85)
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଶଶ
߲݅ఀఈ߲݅ఀఉ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଶଶ
߲݅ఀఉ߲݅ఀఈ 	
ൌ ∓ݏ௣/௡ଶ݉݀௣/௡ଶ
√3
2 ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ 	
൅ݏ௣/௡ଶଶ݉݀௣/௡ଶ
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଶ േ √3ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଶ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଶ
	
∓ݏ௣/௡ଶଷ݉݀௣/௡ଶ√3
݌଴௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ േ ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଷ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଷ
	
∓ݏ௣/௡ଶ݉൫1 െ ݀௣/௡ଶ൯
േ√32 ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ 	
൅ݏ௣/௡ଶଶ݉൫1 െ ݀௣/௡ଶ൯
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଶ േ √3ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଶ
	
൅ݏ௣/௡ଶଶ݉൫1 െ ݀௣/௡ଶ൯
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଶ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଶ
	
∓ݏ௣/௡ଶଷ݉൫1 െ ݀௣/௡ଶ൯√3
݌଴௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶ േ ݏ௣/௡ଶ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଶ݅௣/௡ଶଷ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଶ ൅ ݏ௣/௡ଶ݅௣/௡ଶ൯ଷ
	
(5.86)
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଷଶ
߲݅ఀఈ߲݅ఀఉ ൌ
߲݌௖௢௡ௗ.௥௔௧ଶଵ.௣/௡ଷଶ
߲݅ఀఉ߲݅ఀఈ 	 (5.87)
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ൌ േݏ௣/௡ଷ݉݀௣/௡ଷ
√3
2 ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ
െݏ௣/௡ଷଶ݉݀௣/௡ଷ
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଷ േ √3ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଶ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ൯ଶ
	
േݏ௣/௡ଷଷ݉݀௣/௡ଷ√3
݌଴௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ േ ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଷ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ൯ଷ
	
േݏ௣/௡ଷ݉൫1 െ ݀௣/௡ଷ൯
േ√32 ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ ൅
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ
ݍଵ௖௢௡ௗ.ௌଵ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ 	
െݏ௣/௡ଷଶ݉൫1 െ ݀௣/௡ଷ൯
√3
2 ݌଴௖௢௡ௗ.ௌଵ௣/௡ଷ േ √3ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ൯ଶ
	
െݏ௣/௡ଷଶ݉൫1 െ ݀௣/௡ଷ൯
3√3
2 ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଶ
൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ൯ଶ
	
േݏ௣/௡ଷଷ݉൫1 െ ݀௣/௡ଷ൯√3
݌଴௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷ േ ݏ௣/௡ଷ݌ଵ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଶ ൅ ݌ଶ௖௢௡ௗ.ௌଵ௣/௡ଷ݅௣/௡ଷଷ
2൫ݍଵ௖௢௡ௗ.ௌଶ௣/௡ଷ ൅ ݏ௣/௡ଷ݅௣/௡ଷ൯ଷ
Der Gradient ሾ݃ఈሺ௞ሻ ݃ఉሺ௞ሻሿ் und Hesse-Matrix von (5.65) sind 
ሾ݃ሿ௣௢௟௬.௥௔௧ଶଵሺ௞ሻ ൌ ൤2ܽଶఈ.௥௔௧ଶଵ ܽఈఉ.௥௔௧ଶଵܽఈఉ.௥௔௧ଶଵ 2ܽଶఉ.௥௔௧ଶଵ൨ ൤
݅ஊఈሺ௞ሻ
݅ஊఉሺ௞ሻ൨ െ ൤
െܽଵఈ.௥௔௧ଶଵ 00 െܽଵఉ.௥௔௧ଶଵ൨
ൌ ሾܳ௥௔௧ଶଵሿሾ݅ஊሿሺ௞ሻ െ ሾܤ௥௔௧ଶଵሿ 
(5.88)
ሾܪሿ௣௢௟௬.௥௔௧ଶଵሺ௞ሻ ൌ ߲
ሾ݃ሿ௥௔௧ଶଵ
߲ሾ݅ஊఈሿ ൌ ൤
2ܽଶఈ.௥௔௧ଶଵ ܽఈఉ.௥௔௧ଶଵ
ܽఈఉ.௥௔௧ଶଵ 2ܽଶఉ.௥௔௧ଶଵ൨ (5.89)
Um den Gradienten und die Hesse-Matrix von ݌௧௢௧.௥௔௧ଶଵ zu bekommen, werden (5.88)-(5.89) um 
den Gradienten und die Hesse-Matrix der Durchlassverluste aus (5.76)-(5.86) erweitert: 
ሾ݃ሿ.௥௔௧ଶଵሺ௞ሻ ൌ ሾ݃ሿ௣௢௟௬.௥௔௧ଶଵሺ௞ሻ ൅෍൬൤
݃݌ܿ݋݊݀.ݎܽݐ21.݌ݕߙ
݃݌ܿ݋݊݀.ݎܽݐ21.݌ݕߚ൨ ൅ ൤
݃݌ܿ݋݊݀.ݎܽݐ21.݊ݕߙ
݃݌ܿ݋݊݀.ݎܽݐ21.݊ݕߚ൨൰
ଷ
௬ୀଵ
 (5.90)
ሾܪሿ௥௔௧ଶଵሺ௞ሻ ൌ ൤2ܽଶఈ.௥௔௧ଶଵ
ܽఈఉ.௥௔௧ଶଵ
ܽఈఉ.௥௔௧ଶଵ 2ܽଶఉ.௥௔௧ଶଵ൨ 
൅෍
ۉ
ۈ
ۇ
ۏ
ێێ
ێ
ۍ߲݌ܿ݋݊݀.ݎܽݐ21.݌ݕ
2
߲2݅ߑߙ
߲݌ܿ݋݊݀.ݎܽݐ21.݌ݕ2
߲݅ߑߙ߲݅ߑߚ
߲݌ܿ݋݊݀.ݎܽݐ21.݌ݕ2
߲݅ߑߚ߲݅ߑߙ
߲݌ܿ݋݊݀.ݎܽݐ21.݌ݕ2
߲2݅ߑߚ ے
ۑۑ
ۑ
ې
൅
ۏ
ێێ
ێ
ۍ߲݌ܿ݋݊݀.ݎܽݐ21.݊ݕ
2
߲2݅ߑߙ
߲݌ܿ݋݊݀.ݎܽݐ21.݊ݕ2
߲݅ߑߙ߲݅ߑߚ
߲݌ܿ݋݊݀.ݎܽݐ21.݊ݕ2
߲݅ߑߚ߲݅ߑߙ
߲݌ܿ݋݊݀.ݎܽݐ21.݊ݕ2
߲2݅ߑߚ ے
ۑۑ
ۑ
ې
ی
ۋ
ۊଷ
௬ୀଵ
 
(5.91)
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A.5.4. VERLUSTFUNKTION EINER DSCC-PHASE IN VERSCHIEDENEN ZUSTÄNDEN 
 
Abb. 56: Gesamtverluste der Phase 2 des DSCC 1 bei ߱௔ݐ ൌ ߨ/6. 
 (a) Abhängigkeit von ݅ஊఈ bei ݅ஊఉ ൌ 0. (b) Abhängigkeit von ݅ஊఉ bei ݅ஊఈ ൌ 0. Poly1 und rat21 
stehen für die Approximation der Durchlasseigenschaften nach (3.2) und (3.10). 
 
Abb. 57: Gesamtverluste der Phase 2 DSCC 1 bei ߱௔ݐ ൌ ߨ/3. 
 (a) Abhängigkeit von ݅ஊఈ bei ݅ஊఉ ൌ 0. (b) Abhängigkeit von ݅ஊఉ bei ݅ஊఈ ൌ 0. Poly1 und rat21 
stehen für die Approximation der Durchlasseigenschaften nach (3.2) und (3.10). 
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A.6. OPTIMIERUNG DER GESAMTVERLUSTE IN EINEM ANALYTISCHEN MODELL 
A.6.1. DSCC 1  
 
Abb. 58: Minimierung der Funktion (3.36) für den DSCC 1. (a): Zweigspannungen. (b): Kreis-
ströme (c): Zweigströme. (d): Zweigenergien. (e): Gesamtverluste ohne und mit Optimierung.  
Mittlere Verluste über die Periode: 0,88 und  0,86 % (Verlustreduktion um 2,07 %). 
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A.6.2. DSCC 2 
 
Abb. 59: Minimierung der Funktion (3.36) für den DSCC 2. (a): Zweigspannungen. (b): Kreis-
ströme (c): Zweigströme. (d): Zweigenergien. (e): Gesamtverluste ohne und mit Optimierung.  
Mittlere Verluste über die Periode: 1,2184 und  1,1905 % (Verlustreduktion um 2,288 %). 
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Abb. 60: Minimierung der Funktion (3.40) für den DSCC 2. (a): Zweigspannungen. (b): Kreis-
ströme (c): Zweigströme. (d): Zweigenergien. (e): Gesamtverluste ohne und mit Optimierung.  
Mittlere Verluste über die Periode: 1,2540 und  1,2187 % (Verlustreduktion um 2,8131 %). 
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A.6.3. DSCC 3 
 
Abb. 61: Minimierung der Funktion (3.36) für den DSCC 3. (a): Zweigspannungen. (b): Kreis-
ströme (c): Zweigströme. (d): Zweigenergien. (e): Gesamtverluste ohne und mit Optimierung.  
Mittlere Verluste über die Periode: 0,8969 und  0,8962% (Verlustreduktion um 0,0851 %). 
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Abb. 62: Minimierung der Funktion (3.40) für den DSCC 3. (a): Zweigspannungen. (b): Kreis-
ströme (c): Zweigströme. (d): Zweigenergien. (e): Gesamtverluste ohne und mit Optimierung.  
Mittlere Verluste über die Periode: 0,8576 und  0,8558 % (Verlustreduktion um 0,2154 %). 
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A.7. VERHALTEN DER OPTIMIERUNGSALGORITHMEN 
A.7.1. EINFLUSS DER PARAMETRIERUNG AUF DIE STABILITÄT UND GENAUIGKEIT 
 
Abb. 63: Verlauf der Gesamtverlustfunktion (3.40) für unterschiedliche Optimierungsalgorith-
men. Gradientenverfahren: ߙ ൌ 0,025, ߝ ൌ 0,01. Newton-Verfahren: ߙ ൌ 0,2, ߝ ൌ 0,08. Nelder-
Mead: ߩ ൌ 1, ߯ ൌ 2, ߛ ൌ 0,5,  ߪ ൌ 0,5. (a) Abbruch nach 5 Iterationen. (b) Abbruch nach 10 
Iterationen. 
 
Abb. 64: Verlauf der Gesamtverlustfunktion (3.40) für unterschiedliche Optimierungsalgorith-
men. Gradientenverfahren: ߙ ൌ 0,1, ߝ ൌ 0,01. Newton-Verfahren: ߙ ൌ 0,8, ߝ ൌ 0,08. Nelder-
Mead: ߩ ൌ 1, ߯ ൌ 2, ߛ ൌ 0,5,  ߪ ൌ 0,5. (a) Abbruch nach 5 Iterationen. (b) Abbruch nach 10 
Iterationen. 
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A.7.2. VERHALTEN DER ALGORITHMEN IN VERSCHIEDENEN ARBEITSPUNKTEN 
a) Wechselrichtermodus 
 
Abb. 65: Verlauf der Gesamtverlustfunktion (3.40) für unterschiedliche Optimierungsalgorith-
men. Gradientenverfahren: ߙ ൌ 0,05, ߝ ൌ 0,01. Newton-Verfahren: ߙ ൌ 0,4, ߝ ൌ 0,08.  
Nelder-Mead: ߩ ൌ 1, ߯ ൌ 2, ߛ ൌ 0,5,  ߪ ൌ 0,5. 
 (a): ݅௔௥௠௦ ൌ 1	݌. ݑ. (b): ݅௔௥௠௦ ൌ 0,75	݌. ݑ. (b): ݅௔௥௠௦ ൌ 0,5	݌. ݑ. (b): ݅௔௥௠௦ ൌ 0,25	݌. ݑ. 
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b) Gleichrichtermodus 
 
Abb. 66: Verlauf der Gesamtverlustfunktion (3.40) für unterschiedliche Optimierungsalgorith-
men. Gradientenverfahren: ߙ ൌ 0,05, ߝ ൌ 0,01. Newton-Verfahren: ߙ ൌ 0,4, ߝ ൌ 0,08.  
Nelder-Mead: ߩ ൌ 1, ߯ ൌ 2, ߛ ൌ 0,5,  ߪ ൌ 0,5. 
 (a): ݅௔௥௠௦ ൌ 1	݌. ݑ. (b): ݅௔௥௠௦ ൌ 0,75	݌. ݑ. (b): ݅௔௥௠௦ ൌ 0,5	݌. ݑ. (b): ݅௔௥௠௦ ൌ 0,25	݌. ݑ. 
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A.8. WAHL EINER MODALTRANSFORMATION FÜR DIE ZELLENGRÖßEN 
Definiert ist eine Transformation 
mit einer aus Spaltenvektoren ݐଵ, … , ݐ௠ bestehenden Transformationsmatrix ሾܶሿ: 
Die Nullkomponente ݔ௫௬௦଴ soll proportional zu der Summe von natürlichen Größen ݔ௫௬ଵ bis 
ݔ௫௬௠ sein und die symmetrischen Komponenten ݔ௫௬௦ଵ bis ݔ௫௬௦ሺ௠ିଵሻ mit den Differenzen zwi-
schen den Zellengrößen zusammenhängen.  
Wird der Zweigstrom als Parameter betrachtet, hat die Streckengleichung die Form 
ൣݑ௖௫௬൧ ൌ ൣܥ௫௬൧ିଵൣ݀௫௬൧න ݅௫௬ሺݐሻ݀ݐ (5.94)
mit 
ൣܥ௫௬൧ିଵ ൌ
ۏ
ێێ
ێێ
ێ
ۍ 1ܥ௫௬ଵ 0 … 0
0 ⋱ ⋱ ⋮
⋮ ⋱ 	 0
0 … 0 1ܥ௫௬௠ے
ۑۑ
ۑۑ
ۑ
ې
 (5.95)
Einsetzen von (5.7) in (5.94) und Multiplikation mit ሾܶሿିଵ von links liefert 
ൣݑ௫௬ௌ൧ ൌ ሾܶሿିଵൣܥ௫௬൧ିଵሾܶሿൣ݀௫௬ௌ൧න ݅௫௬ሺݐሻ݀ݐ (5.96)
Für eine Entkoppelte Regelung symmetrischer Komponenten soll in den Modalkoordinaten die 
Diagonalität der Strecke erhalten bleiben:  
ሾܶሿିଵൣܥ௫௬൧ିଵሾܶሿ ൌ ሾΛሿ (5.97)
mit ሾΛሿ ൌ ݀݅ܽ݃ሺߣଵ, … , ߣ௠ሻ Diagonalmatrix mit den Eigenwerten der Streckenmatrix ൣܥ௫௬൧ିଵ 
(1/ܥ௫௬௭ ൌ ߣ௭). Eine Linksmultiplikation von (5.97) mit ሾܶሿ ergibt  
ൣܥ௫௬൧ିଵሾܶሿ ൌ ሾܶሿሾΛሿ (5.98)
oder 
ൣൣܥ௫௬൧ିଵݐଵ … ൣܥ௫௬൧ିଵݐ௠൧ ൌ ሾݐଵߣଵ … ݐ௠ߣ௠ሿ (5.99)
Gl. (5.99) ist ein Satz von ݉ homogenen Gleichungen 
ൣݔ௫௬൧ ൌ ሾܶሿൣݔ௫௬௦൧ (5.92)
ሾܶሿ ൌ ሾݐଵ … ݐ௠ሿ ൌ ൥
ݐଵଵ … ݐଵ௠⋮ 	 ⋮
ݐ௠ଵ … ݐ௠௠
൩ (5.93)
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ቀൣܥ௫௬൧ିଵ െ ߣ௭ሾܫሿቁ ݐ௭ ൌ ሾ0ሿ (5.100)
mit der ሺ݉ ൈ݉ሻ Einheitsmatrix ሾܫሿ. Für eine reguläre Transformationsmatrix ሾܶሿ sind nichttrivi-
ale Lösungen von (5.100) interessant [107], dafür muss gelten 
݀݁ݐ
ۏ
ێێ
ێێ
ێ
ۍ 1ܥ௫௬ଵ െ ߣଵ 0 … 0
0 ⋱ ⋱ ⋮
⋮ ⋱ 	 0
0 … 0 1ܥ௫௬௠ െ ߣ௠ے
ۑۑ
ۑۑ
ۑ
ې
ൌ 0 (5.101)
Da per Definition der Transformation die Gleichheit von 1/ܥ௫௬௭ und ߣ௭ festgelegt ist, wird die 
Bedingung (5.101) immer erfüllt. Die Transformationsmatrix wird durch das Lösen des überbe-
stimmten Gleichungssystems (5.100) zu  
ۏ
ێێ
ێێ
ۍ ቆ 1ܥ௫௬ଵ െ ߣ௭ቇ ݐଵ௭
⋮
ቆ 1ܥ௫௬௠ െ ߣ௭ቇ ݐ௠௭ے
ۑۑ
ۑۑ
ې
ൌ ൥
0
⋮
0
൩ (5.102)
Für ߣ௞ ൌ 1/ܥ௫௬௭ (݇ ∈ ሾ1,… ,݉ሿ) gilt 
 ݐ௞௭ beliebig für ݇ ൌ ݖ 
 ݐ௞௭ ൌ 0	∀	݇ ് ݖ,	 
Somit entsteht eine diagonalförmige Transformationsmatrix ሾܶሿ, mit der lediglich eine Faktori-
sierung von Größen erfolgt: 
ሾܶሿ ൌ ൦
ݐଵଵ 0 … 00 ݐଶଶ ⋱ ⋮⋮ ⋱ ⋱ 0
0 … 0 ݐ௠௠
൪ (5.103)
Die Transformationsmatrix in (5.103) kann durch Elementarumformungen durch elementare 
Umformungen in eine Form gebracht werden, mit der aus natürlichen Größen eine Summe und 
ሺ݉ െ 1ሻ Differenzen der Zellengrößen gebildet werden. Die Anforderungen an die Regularität 
und Eigenwerte der Transformierten Streckenmatrix bleiben dabei unverletzt.  
Einsetzten von (5.104) in (5.7) und Umstellen nach ൣݔ௫௬ௌ൧ ergibt  
ൣݔ௫௬ௌ൧ ൌ ሾܶିଵሿൣݔ௫௬൧ ൌ
ۏێ
ێێ
ێۍ
ݐଵଵିଵ 0 … 0
0 ݐଶଶିଵ ⋱ ⋮
⋮ ⋱ ⋱ 0
0 … 0 ݐ௠௠ିଵ ے
ۑۑ
ۑۑ
ې
൥
ݔ௫௬ଵ
⋮
ݔ௫௬௠
൩ (5.104)
Um die Summe von Zellengrößen einer modalen Komponente zuzuweisen, werden Zeilen 1 bis 
ሺ݉ െ 1ሻ der Matrix ሾܶିଵሿ zu der letzten Zeile addiert:  
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ሾܶିଵሿ ൌ
ۏ
ێێ
ێێ
ۍݐଵଵିଵ 0 … 0 00 ݐଶଶିଵ ⋱ ⋮ ⋮⋮ ⋱ ⋱ 0 0
0 … 0 ݐሺ௠ିଵሻሺ௠ିଵሻିଵ 0
ݐଵଵିଵ … 	 ݐሺ௠ିଵሻሺ௠ିଵሻିଵ ݐ௠௠ିଵ ے
ۑۑ
ۑۑ
ې
 (5.105)
Die für die Zellengrößendifferenzen verantwortlichen symmetrischen Komponenten werden in 
den Zeilen 1 bis ሺ݉ െ 1ሻ der Matrix ሾܶିଵሿ gebildet. Dafür werden die Zeilen 1 bis ሺ݉ െ 1ሻ in 
(5.105) mit ݉ multipliziert und anschließend wird von den Ergebnissen die letzte Zeile subtra-
hiert: 
ሾܶିଵሿ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ۍሺ݉ െ 1ሻݐଵଵିଵ െݐଶଶିଵ … െݐሺ௠ିଵሻሺ௠ିଵሻିଵ െݐ௠௠ିଵ
െݐଵଵିଵ ሺ݉ െ 1ሻݐଶଶିଵ ⋱ ⋮ ⋮
⋮ ⋱ ⋱ െݐሺ௠ିଵሻሺ௠ିଵሻିଵ െݐ௠௠ିଵ
ݐଵଵିଵ … 	 ሺ݉ െ 1ሻݐሺ௠ିଵሻሺ௠ିଵሻିଵ െݐ௠௠ିଵ
െݐଵଵିଵ െݐଶଶିଵ … ݐሺ௠ିଵሻሺ௠ିଵሻିଵ ݐ௠௠ିଵ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 (5.106)
Verschieben der untersten Zeile nach oben ergibt 
ሾܶିଵሿ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ۍ ݐଵଵିଵ ݐଶଶିଵ … ݐሺ௠ିଵሻሺ௠ିଵሻିଵ ݐ௠௠ିଵ
ሺ݉ െ 1ሻݐଵଵିଵ െݐଶଶିଵ … െݐሺ௠ିଵሻሺ௠ିଵሻିଵ െݐ௠௠ିଵ
െݐଵଵିଵ ሺ݉ െ 1ሻݐଶଶିଵ ⋱ ⋮ ⋮
⋮ ⋱ ⋱ െݐሺ௠ିଵሻሺ௠ିଵሻିଵ െݐ௠௠ିଵ
െݐଵଵିଵ … ሺ݉ െ 1ሻݐሺ௠ିଵሻሺ௠ିଵሻିଵ െݐ௠௠ିଵ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 (5.107)
Wie oben erläutert wurde, können die Koeffizienten ݐ௭௭ beliebig gewählt werden. Praktisch ist 
es, alle Koeffizienten gleich 1/݉ zu setzen. Dann nimmt die Transformationsmatrix die Form an 
ሾܶିଵሿ ൌ 1݉
ۏ
ێ
ێ
ێ
ێ
ێ
ۍ 1 1 … 1 1ሺ݉ െ 1ሻ െ1 … െ1 െ1
െ1 ሺ݉ െ 1ሻ ⋱ ⋮ ⋮
⋮ ⋱ ⋱ െ1 െ1
െ1 … െ1 ሺ݉ െ 1ሻ െ1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 (5.108)
Die Inverse von (5.108) ist  
ሾܶሿ ൌ
ۏ
ێێ
ێێ
ێ
ۍ1 1 0 … 0
1 0 1 ⋱	 ⋮
⋮ ⋮ ⋱ ⋱ 0
1 0 … 0 1
1 െ1 … െ1 െ1ے
ۑۑ
ۑۑ
ۑ
ې
 (5.109)
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A.9. VERHALTEN DER MODULATIONSVERFAHREN 
A.9.1. PSPWM MIT INDIVIDUELLEN ZELLENREGLERN 
 
Abb. 67: Verhalten der PSPWM mit Zellenenergiereglern (proportional-integral)  in natürlichen 
Koordinaten bei Volllast. (a): Zweigspannungen der Phase 1. (b): Zweigströme der Phase 1. (c): 
Kondensatorspannungen des Zweigs p1. (d): Tastverhältnisse des Zweigs p1. 
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Abb. 68: Verhalten der PSPWM mit Zellenenergiereglern (proportional-integral) in natürlichen 
Koordinaten bei 30 % Auslastung. (a): Zweigspannungen der Phase 1. (b): Zweigströme der Pha-
se 1. (c): Kondensatorspannungen des Zweigs p1. (d): Tastverhältnisse des Zweigs p1. 
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A.9.2. PSPWM MIT SYMMETRIERUNG IN MODALKOORDINATEN 
 
Abb. 69: Verhalten der PSPWM mit Zellenenergiereglern (proportional-integral) in modalen Ko-
ordinaten bei Volllast. (a): Zweigspannungen der Phase 1. (b): Zweigströme der Phase 1. (c): 
Kondensatorspannungen des Zweigs p1. (d): Tastverhältnisse des Zweigs p1. 
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Abb. 70: Verhalten der PSPWM mit Zellenenergiereglern (proportional-integral) in modalen Ko-
ordinaten bei 30 % Auslastung. (a): Zweigspannungen der Phase 1. (b): Zweigströme der Phase 
1. (c): Kondensatorspannungen des Zweigs p1. (d): Tastverhältnisse des Zweigs p1. 
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A.9.3. SORTIERUNGSBASIERTE MODULATION 
 
Abb. 71: Verhalten der PWM basierend auf kompletter Sortierung der Zellenkondensatorspan-
nungen bei Volllast. (a): Zweigspannungen der Phase 1. (b): Zweigströme der Phase 1. (c): Kon-
densatorspannungen des Zweigs p1. (d): Tastverhältnisse des Zweigs p1. 
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Abb. 72: Verhalten der PWM basierend auf kompletter Sortierung der Zellenkondensatorspan-
nungen bei 30 % Auslastung. (a): Zweigspannungen der Phase 1. (b): Zweigströme der Phase 1. 
(c): Kondensatorspannungen des Zweigs p1. (d): Tastverhältnisse des Zweigs p1. 
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A.10. SIMULATION DES DSCC MIT UNTERSCHIEDLICHEN 
KREISSTROMREFERENZEN 
A.10.1. 6 KV-IGBT-DSCC MIT PSPWM, TRÄGERFREQUENZ 1 KHZ 
 
Abb. 73: Klemmenspannungen und –Ströme im Modus 3. 
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A.10.2. 6 KV-IGBT-DSCC MIT SORTIERUNG, TRÄGERFREQUENZ 2 KHZ 
 
Abb. 74: Stationärer Verlauf der Zweiggrößen des DSCC-2 mit sortierungsbasiertem Modulator 
im Betriebsmodus 1. Betrieb als Wechselrichter (߮௔ ൌ 0). (a): Zweigspannungen. (b): Sigma-
Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkondensatorspannungen. 
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Abb. 75: Stationärer Verlauf der Zweiggrößen des DSCC-2 mit sortierungsbasiertem Modulator 
im Betriebsmodus 2. Betrieb als Wechselrichter (߮௔ ൌ 0). (a): Zweigspannungen. (b): Sigma-
Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkondensatorspannungen. 
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Abb. 76: Stationärer Verlauf der Zweiggrößen des DSCC-2 mit sortierungsbasiertem Modulator 
im Betriebsmodus 3. Betrieb als Wechselrichter (߮௔ ൌ 0). (a): Zweigspannungen. (b): Sigma-
Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkondensatorspannungen. 
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Abb. 77: Klemmenspannungen und –Ströme im Modus 3. Sortierungsbasierte Modulation. 
 
Abb. 78: Frequenzspektren des Kreisstromes in den untersuchten Betriebsmodi. Betrieb als 
Wechselrichter (߮௔ ൌ 0). (a): Modus 1. (b): Modus 2. (c): Modus 3. 
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A.10.3. 6 KV-IGBT-DSCC MIT SORTIERUNG, TRÄGERFREQUENZ 1 KHZ 
 
Abb. 79: Stationärer Verlauf der Zweiggrößen des DSCC-2 mit sortierungsbasiertem Modulator 
im Betriebsmodus 3. Betrieb als Wechselrichter (߮௔ ൌ 0). (a): Zweigspannungen. (b): Sigma-
Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkondensatorspannungen. 
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Abb. 80: Verteilung der Verluste zwischen den Bauelementen für die drei Betriebsmodi bei Voll-
last im Wechselrichtermodus (߮௔ ൌ 0). (a): Schalter S1 (high-side). (b): S2 (low-side). (c): 
Zweigwiderstand ܴ. (d): Kondensatorwiderstände ܴ஼. (e): Gesamtverluste bei Approximation 
der Durchlassspanungen nach (3.12). 
 
Abb. 81: Verlustkomponenten für die drei Betriebsmodi bei Volllast im Wechselrichtermodus 
(߮௔ ൌ 0). (a): Durchlassverluste. (b): Schaltverluste. (c): ohmsche Verluste.  
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A.10.4. 6 KV-MOSFET-DSCC MIT PSPWM 
 
Abb. 82: Stationärer Verlauf der Zweiggrößen des DSCC-3 mit sortierungsbasiertem Modulator 
im Betriebsmodus 1. Betrieb als Wechselrichter (߮௔ ൌ 0). (a): Zweigspannungen. (b): Sigma-
Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkondensatorspannungen. 
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Abb. 83: Stationärer Verlauf der Zweiggrößen des DSCC-3 mit sortierungsbasiertem Modulator 
im Betriebsmodus 2. Betrieb als Wechselrichter (߮௔ ൌ 0). (a): Zweigspannungen. (b): Sigma-
Ströme. (c): Zweigströme. (d): durchschnittliche Zellenkondensatorspannungen. 
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Abb. 84: Frequenzspektren des Kreisstromes in den untersuchten Betriebsmodi.  
(a): Modus 1. (b): Modus 2. (c): Modus 3. 
 
Abb. 85: Klemmenspannungen und –Ströme im Modus 3. 
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