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Introduzione
In matematica, un evento e` individuato dai risultati di un determinato esperimento che godono di
una certa proprieta` o che presentano un certo attributo. La probabilita` viene assegnata ad eventi
cosı` definiti o a loro combinazioni ottenute tramite le operazioni logiche di unione e negazione.
Allo scopo di garantire che tali combinazioni siano esse stesse degli eventi, si richiede che la
classe degli eventi F sia chiusa rispetto alle due operazioni logiche. Inoltre, dire che due eventi
sono indipendenti tra loro significa dire che il fatto di sapere che uno di essi si e` verificato non
modifica la valutazione di probabilita` sull’altro.
In finanza, invece, due eventi osservati quasi mai sono considerati indipendenti. Si osservano
infatti forti dipendenze dalle condizioni iniziali nei mercati, in cui un evento del tutto impre-
vedibile, come il fallimento di una societa` o la caduta di un governo, puo` produrre delle forti
oscillazioni nel prezzo dei titoli quotati in Borsa. In tal caso si parlera` di probabilita` condizio-
nata. Data la difficolta` nel trattare direttamente con gli eventi, assoceremo a questi ultimi delle
quantita` numeriche, introducendo il concetto di variabile aleatoria.
A causa dei disastri finanziari degli ultimi anni, e` diventato sempre piu` importante cercare di
valutare il rischio insito nelle operazioni finanziarie. Per questo, in questa tesi affronteremo il
problema della dipendenza stocastica tra variabili aleatorie e la loro applicazione nella gestione
del rischio finanziario. Dal punto di vista matematico, due variabili aleatorie X e Y sono indi-
pendenti se la loro probabilita` congiunta e` pari al prodotto delle probabilita` marginali, ovvero se
la distribuzione di probabilita` di X resta invariata anche quando condizionata ad una qualunque
realizzazione di Y e viceversa.
Uno strumento usato per valutare il rischio e` il Valore a Rischio (VaR): una misura di rischio
standard impiegata dalle istituzioni finanziarie e dai loro regolatori. Il VaR e` la stima di quanto
un certo portafoglio puo` perdere in un dato periodo di tempo e ad un dato livello di confidenza.
Nonostante la sua semplicita` concettuale, il suo calcolo e` un problema statistico rilevante e
nessuna delle metodologie finora sviluppate fornisce soluzioni soddisfacenti. I modelli esistenti
per calcolare il VaR differiscono tra loro nelle ipotesi fatte e nei metodi per l’implementazione;
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essi seguono una struttura generale comune, che puo` essere schematizzata in tre punti:
1. il portafoglio e` “agganciato” al mercato, ovvero risente delle mutazioni giornaliere del
mercato; sono a questo proposito utilizzati opportuni modelli che stimano i parametri delle
distribuzioni considerate, tenendo conto dei fattori esterni che influenzano l’andamento
del mercato;
2. viene determinata la distribuzione dei rendimenti del portafoglio;
3. si procede a calcolare il VaR del portafoglio stesso, visto come il quantile della suddetta
distribuzione.
Le principali differenze tra i diversi modelli sono relative al secondo punto, cioe` al problema
della determinazione della distribuzione del portafoglio. Il calcolo del VaR si riduce quindi alla
stima di uno specifico quantile di tale distribuzione.
L’obiettivo principale di questa tesi e` quello di presentare uno dei piu` recenti modelli per la
determinazione del VaR: il metodo delle copule. Tale metodo permette di presentare un modo
generale per costruire distribuzioni multivariate e per studiare la struttura di dipendenza tra le
variabili aleatorie.
Il concetto di copula e` stato introdotto da Abe Sklar [1959] per risolvere un problema di pro-
babilita` enunciato da Maurice Fre´chet, nel teorema che descrive le funzioni che “legano” le
distribuzioni di probabilita` univariate a quelle multivariate. All’epoca, A. Sklar e B. Schweizer
lavoravano sul problema di K. Menger riguardo gli spazi metrici aleatori, i quali sono una gene-
ralizzazione dello spazio metrico usuale introdotto da Fre´chet nel 1906; i risultati piu` importanti
riguardanti le copule furono ottenuti nel corso di questi studi. Ricordiamo che uno spazio metri-
co consiste di un insieme S e una metrica d che misura la distanza tra punti in S. In uno spazio
metrico aleatorio sostituiamo la distanza d (p, q), dove p, q ∈ S , con una funzione di ripartizione
Fpq, il cui valore Fpq (x), per ogni x reale, e` la probabilita` che la distanza tra p e q sia minore di x.
Per diversi anni, le copule sono state utilizzate poco in statistica: sono state trattate nelle ricerche
di Paul Deheuvels alla fine degli anni ’70 o ancora nei lavori sulla dipendenza di Kimeldorf e
Sampson nel 1975. Solo negli anni ’80 sono diventate, invece, l’oggetto di uno studio sistemati-
co di diversi statistici. Il primo articolo in cui si e` parlato di copula in tale ambito e` “The joy of
copulas” di Genest e MacKey [1986] pubblicato in “The American Statistician”. Sono seguiti
numerosi lavori di Christian Genest con differenti coautori. Attualmente, le copule sono uno
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strumento standard utilizzato per studiare la dipendenza stocastica o anche i modelli di soprav-
vivenza (cfr. McNeil [2005]).
Questa tesi si articola in quattro capitoli. Nel Capitolo 1, viene introdotto il concetto di ri-
schio finanziario, presentando un percorso storico per comprendere meglio l’importanza cre-
scente che ha assunto nel corso degli anni; si affronta il problema della regolamentazione, sia
in ambito bancario che in quello assicurativo, e si mette in risalto come questa sia cambiata nel
corso degli anni. Si osservano i primi metodi per la misurazione del rischio e per la misura
dell’aggregazione.
Nel Capitolo 2, dopo un breve sunto di calcolo delle probabilita`, viene introdotto il concetto di
copula. Seguono i risultati piu` importanti, tra i quali il Teorema di Sklar e il Teorema sui limiti
di Freche´t, ed alcuni semplici esempi.
Nel Capitolo 3, per studiare la dipendenza stocastica delle variabili aleatorie, si definiscono i
diversi tipi di relazioni di dipendenza, si descrivono quali proprieta` ognuna di esse soddisfa e si
presentano due famiglie di copule: le copule Ellittiche e le copule Archimedee.
Nel Capitolo 4, si mostrano alcuni algoritmi per simulare le copule e un esempio numerico di
calcolo del VaR mediante le stesse.
Infine, nell’ Appendice si sono descritte alcune delle distribuzioni di probabilita` note, si da`
la definizione di stimatore di massima verosimiglianza e si descrivono quali sono i principali




Il risk management e` il processo mediante il quale e` possibile misurare, controllare e gestire le
variazioni del valore di investimenti o di finanziamenti. A grandi linee, l’intero processo puo`
essere suddiviso in: valutazione della propensione al rischio, determinazione del rischio in ter-
mini “quantitativi” e gestione del rischio. In questo capitolo introduciamo il concetto di rischio
finanziario e di come le relative normative internazionali si siano evolute, per poi affrontare le
misure e l’aggregazione di rischio standard.
1.1 Il rischio in generale
Quando si parla di rischio in genere lo si intende come pericolo, possibilita` di conseguenze
negative o perdita; quando parliamo in particolare di rischio finanziario i fattori che entrano in
gioco cominciano a cambiare: si parla di evento, decisione, conseguenza e incertezza.
Nel nostro caso parleremo di rischio finanziario come “qualsiasi evento (o azione) che possa
influire negativamente sulla capacita` di un’organizzazione di raggiungere i propri obiettivi e
realizzare le proprie strategie”. Alcuni classici esempi di rischio finanziario sono quelli in cui un
investitore detiene azioni di una societa` oppure una compagnia di assicurazioni che vende una
polizza assicurativa o ancora, un individuo che decide di convertire un mutuo a tasso fisso in uno
a tasso variabile. Tutte hanno un’importante componente in comune: l’investitore detiene oggi
un bene con un valore futuro incerto.
Per definire queste situazioni di rischio in ambito matematico si parlera` di variabile aleatoria X
sullo spazio di probabilita` (Ω,F ) il cui studio e` determinato dalla sua funzione di ripartizione
FX (x) = P (X ≤ x); ovvero la probabilita` che alla fine del periodo in esame, il valore del rischio
X sia minore o uguale ad un dato valore x fissato. Diverse posizioni rischiose saranno indicate
da un vettore aleatorio X = (X1, . . . , Xm).
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In questo capitolo ci limiteremo a descrivere alcune delle forme di rischio piu` note solo dal punto
di vista economico, mentre l’aspetto matematico verra` trattato nel secondo capitolo.
In ambito bancario, il piu` noto e` il rischio di mercato, ovvero il rischio di una variazione del
valore di una posizione finanziaria dovuta a variazioni del valore delle componenti da cui dipen-
de tale posizione, come, ad esempio, i prezzi azionari o obbligazionari, tassi di cambio e simili.
Un’altra categoria e` il rischio di credito, ovvero il rischio di non ricevere rimborsi promessi
sugli investimenti come prestiti e obbligazioni, a causa dell’insolvenza (default) del debitore.
Un’ulteriore categoria e` il rischio operativo, ovvero il rischio di perdite derivanti da processi
inadeguati, da fallimenti interni o da eventi esterni.
L’ambito di definizione di queste categorie di rischio non e` sempre ben definito, ne´ tantomeno
ricoprono tutti i tipi di rischio insiti in un istituto finanziario, ma i concetti e le tecniche di cui
parleremo nei seguenti capitoli, si applicano principalmente alle sopra elencate, trascurando gli
altri.
In ambito assicurativo, oltre ai tipi di rischio gia` enunciati, occorre tener conto anche di un’ul-
teriore categoria: il rischio di sottoscrizione, ovvero il rischio insito in polizze assicurative
vendute.
A differenza di altri settori economici, l’approccio che assume un istituto finanziario al “rischio”
non e` passivo ma, al contrario, e` attivo e lo considera come un evento di cui tenere conto. Scrive
Kloman [1990] che:
Per molti analisti, politici e accademici, e` la gestione dei rischi ambientali e nucleari,
quei macro-rischi tecnologici generati che sembrano minacciare la nostra esistenza.
Per banchieri e agenti dei servizi finanziari e` il sofisticato uso di tali tecniche come
coperture valutarie e interest-rate swaps. Per i compratori o venditori assicurativi
e` il coordinamento dei rischi assicurabili e la riduzione dei costi assicurativi. Per
gli amministratori degli ospedali puo` significare “garanzia di qualita`”. Per i profes-
sionisti della sicurezza e` il ridurre incidenti e infortuni. In sintesi, la gestione del
rischio e` una disciplina per vivere con la possibilita` che gli eventi futuri possono
causare effetti negativi.
1.2 La regolamentazione nel settore bancario
La gestione del rischio in tempi moderni e` stata descritta per la prima volta da Steinherr [1998]
ed e` “una delle innovazioni piu` importanti del XX secolo”, con una teoria sufficientemente nuo-
va. In realta` alcuni dei concetti utilizzati, come ad esempio i derivati, risalgono a tempi piu`
lontani. Un derivato e` uno strumento finanziario derivato da un’attivita` sottostante, come un’op-
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zione1, una future2 o una swap3. Ad esempio, un’opzione call europea con prezzo d’esercizio
K e maturita` T conferisce al titolare il diritto, ma non l’obbligo, di ottenere dal venditore alla
scadenza il titolo sottostante al prezzo di K.
Il concetto di opzione e` trattato per la prima volta da Joseph de la Vega nel suo Confusion of
Confusions alla fine del XVII secolo: una discussione contenente cio` che noi oggi chiamiamo
opzione call europea e opzione put con una descrizione del loro uso per gli investimenti e per
la gestione del rischio. Quindi se l’uso della gestione del rischio ha origine lontane, una teoria
formale per la valutazione dei derivati e` stata sviluppata solo alla fine del XX secolo.
Uno dei risultati piu` importanti per la valutazione di una opzione call europea fu la determina-
zione della formula di Black-Scholes-Merton [1973], per la quale nel 1997, gli autori ricevettero
il Premio Nobel per l’economia. Un’ulteriore crescita del volume dei nuovi prodotti finanziari
e di investimento fu dovuto all’avvento dell’information technology e alla deregolamentazione
avvenuta a livello mondiale [1980].
Questo causo` un sempre piu` consistente aumento della richiesta di competenze nella gestione
dei rischi e dei prodotti. Per la prima volta, per il settore bancario, venne istituito dai governatori
delle banche centrali nazionali del Gruppo dei Dieci (G-10) [1974] il Comitato di Basilea per
la vigilanza bancaria. Tale Istituzione non possiede alcuna autorita` di controllo formale o di
tipo sanzionatorio. Piuttosto, il suo compito e` quello di formulare standard e linee guida di
vigilanza e raccomandare tecniche di buona pratica della gestione del rischio. Questi standard
non sono cogenti per le nazioni, ma il non recepimento comporta a livello internazionale una
minore affidabilita`.
Il primo Accordo di Basilea (Basilea 1) risale al 1988. In tale circostanza si realizzo` il primo
passo verso uno standard internazionale sul capitale minimo, ponendo maggiore attenzione sul
rischio di credito.
Nel 1993, con il G-30, viene presentato un rapporto in cui veniva affrontato per la prima volta,
in modo sistematico, il prodotto fuori bilancio come i derivati. In concomitanza, data l’esigenza
da parte del settore bancario di una corretta gestione del rischio, viene introdotto il Value-at-
Risk (VaR) come misura per il rischio di mercato. A distanza di tre anni, il Comitato di Basilea
introduce un modello standardizzato per la valutazione del rischio di mercato, ma allo stesso
tempo permette alle banche di optare per un modello VaR interno (ovvero realizzato dalle singole
banche) e di tralasciare i problemi relativi al rischio di credito. In seguito, si resero conto che
1Rappresentano il diritto, ma non l’impegno, di acquistare o di vendere uno strumento finanziario a un prezzo
determinato entro una certa data (opzione di tipo americano) oppure ad una data futura determinata (opzione di tipo
europeo).
2Sono contratti standardizzati con cui le parti si impegnano a scambiarsi, a un prezzo predefinito e a una data
futura, valute, valori mobiliari o beni.
3Lo swap, nella finanza, appartiene alla categoria degli strumenti derivati, e consiste nello scambio di flussi di
cassa tra due controparti.
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l’approccio alle diverse misure di rischio erano state effettuate in maniera dissociata e piuttosto
grossolanamente.
Nel 2001 si avvio` cosı` il processo di consultazione per un nuovo Accordo di Basilea (Basilea 2),
il cui tema principale questa volta fu il rischio di credito; si richiedeva che le banche potessero
utilizzare un approccio piu` fine, piu` sensibile per valutare il rischio dei loro portafogli di credito.
Il secondo tema fu quello di considerare il rischio operativo come una nuova parte di rischio.
Nel 2004 viene quindi pubblicato lo standard Basilea 2, entrato in vigore nel gennaio 2007, in
cui il G-10 da` le seguenti nuove direttive:
Il quadro di Basilea 2 definisce i dettagli per l’adozione di ulteriori requisiti minimi
patrimoniali sensibili al rischio (Pilastro 1) per organizzazioni bancarie. Il nuovo
quadro rafforza questi requisiti sensibili al rischio, stabilendo i principi per le ban-
che per valutare l’adeguatezza del loro capitale e le Autorita` di vigilanza a rivedere
tali valutazioni al fine di garantire che le banche dispongano di un capitale adeguato
per sostenere i loro rischi (Pilastro 2). Esso mira inoltre a rafforzare la disciplina
di mercato, migliorando la trasparenza finanziaria delle banche (Pilastro 3). Il testo
che e` stato rilasciato oggi riflette i risultati delle ampie consultazioni con le Autorita`
di vigilanza e i banchieri di tutto il mondo. Essa servira` da base per i processi na-
zionali di regolamentazione e approvazione per proseguire e, per le organizzazioni
bancarie, per completare i loro preparativi per l’attuazione del nuovo quadro.
Attraverso l’introduzione dei tre “pilastri”, il Comitato di Basilea mira a realizzare quindi un
approccio piu` olistico della gestione del rischio, che si concentra sull’interazione tra le diverse
categorie del rischio e allo stesso tempo segnala chiaramente la differenza esistente tra rischi
quantificabili e non quantificabili.
Dunque nel Pilastro 1 vengono date le indicazioni per calcolare un requisito minimo patrimonia-
le, con l’obiettivo di portare la quantificazione di questo capitale piu` in linea con una potenziale
perdita economica. Viene introdotta cosı` una tassa patrimoniale per il rischio di credito, per il
rischio di mercato e, per la prima volta, per il rischio operativo. Mentre quello che e` stato total-
mente rivisto sostanzialmente e` stato il requisito patrimoniale per il rischio di credito; per questo
e per il rischio operativo le banche possono scegliere tra tre approcci di crescente sensibilita` al
rischio e alla complessita`.
E’ chiaro che qualsiasi approccio quantitativo per la gestione del rischio dovrebbe rientrare in
una struttura di “governance”4 ben funzionante. Cosı` la buona pratica di gestione del rischio
impone vincoli chiari sull’organizzazione delle istituzioni (come il consiglio di amministrazione,
4Riferita a una societa`, indica l’insieme delle regole interne che definiscono i rapporti tra amministratori, manager
e soci di controllo della societa` da una parte, e piccoli azionisti diffusi dall’altra.
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la gestione, i dipendenti) e il consiglio di amministrazione si assume la responsabilita` finale per
la supervisione del passaggio dei rischi e la formulazione della propensione al rischio della
societa`.
Il Pilastro 2, noto come il processo di controllo prudenziale, in cui i “regolatori” locali rivedono
i vari controlli e gli equilibri messi in atto. Questo pilastro riconosce la necessita` di un’efficace
panoramica delle valutazioni interne delle banche del loro rischio complessivo e assicura che il
“management” stia esercitando con giudizio ed abbia messo da parte un capitale adeguato per i
vari rischi.
Infine, il Pilastro 3 mira a stabilire la disciplina di mercato attraverso una migliore comunicazio-
ne al pubblico delle misure di rischio adottate e altre informazioni rilevanti per la gestione del
rischio.
Nell’estate del 2007, pero`, ebbe inizio una crisi finanziaria che, per profondita` e ampiezza, fu la
piu` intensa della storia recente. Se da un lato non e` corretto attribuire a Basilea 2 la responsabilita`
della crisi, va tuttavia detto che tale quadro regolamentare presentava alcuni punti deboli.
Il ruolo dello Stato nella regolamentazione dell’economia era stato progressivamente ridotto
tanto che, nel settore finanziario, si era evoluta l’idea che la regolamentazione potesse esse-
re tanto piu` efficiente quanto meno fosse prescrittiva e quanto piu` valorizzasse le prassi degli
intermediari.
Nel passaggio da Basilea 1 a Basilea 2 la disciplina prudenziale affidava agli intermediari il com-
pito di sviluppare metodologie e strumenti per la misurazione dei rischi, predisporre adeguati
presidi interni di controllo, pervenire ad un’autonoma valutazione del capitale interno neces-
sario per sostenere l’operativita`, mentre affidava alle Autorita` di vigilanza quello di vagliare la
congruita` delle valutazioni effettuate dagli intermediari, intervenendo con apposite misure ove
necessario.
A conti fatti, le capacita` di autovalutazione del capitale interno sono risultate sopravvalutate, le
metodologie di misurazione dei rischi, per quanto avanzate, si sono mostrate rappresentazioni
grossolane e incomplete del mondo reale: basate su dati storici sono state inadeguate a cogliere
l’impatto di eventi catastrofici, ovvero infrequenti e di ampia portata. Tra le tipologie di rischio,
quello di liquidita` e` risultato particolarmente sottostimato, anche per effetto di norme blande e
non armonizzate.
Si avvia cosı` nell’ottobre 2007 un nuovo processo di azioni correttive, il cui obiettivo e` dare
definizioni di principi di alto livello, assumere decisioni politiche e tradurre in termini tecnici le
scelte politiche. Quest’ultima procedura viene affidata al Comitato di Basilea che delinea cosı`
l’avvio di Basilea 3.
Il percorso di normazione ha inizio nel novembre 2008 quando, in linea con le raccomandazioni
del Financial Stability Forum (FSF), viene definito un Piano d’azione finalizzato ad accrescere
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la capacita` del quadro di Basilea 2 di identificare i rischi, a rafforzare la qualita` e la quantita`
delle risorse patrimoniali, a contenere la possibilita` che la regolamentazione acuisca la naturale
ciclicita` dell’intermediazione finanziaria.
A dicembre 2010 viene pubblicata la versione finale di Basilea 3. L’articolato insieme di prov-
vedimenti che lo compongono e` volto a rafforzare i presidi a tutela della stabilita` del settore
bancario, incidendo sia su una dimensione micro-prudenziale, ovvero sul singolo operatore, sia
su quella macro-prudenziale, ovvero sulla resilienza del sistema nel suo complesso.
Gli elementi qualificanti del complesso di riforme introdotte nella direttiva sono:
1. un rafforzamento patrimoniale attraverso:
• l’innalzamento della qualita` del capitale regolamentare;
• l’ampliamento della copertura dei rischi;
• l’aumento dei requisiti patrimoniali minimi;
• la promozione dell’accantonamento di risorse patrimoniali aggiuntive nelle fasi di
crescita economica;
2. il contenimento del grado di leva finanziaria;
3. la definizione di nuovi standard di liquidita`.
In particolare, concentrandoci sull’argomento di questa tesi, le principali innovazioni regola-
mentari che vanno a comporre la nuova disciplina dei requisiti di capitale sui rischi di mercato
sono le seguenti:
1. i prodotti provenienti da cartolarizzazioni5 (securitised product) allocati nei trading book6
dovranno essere assoggettati ai requisiti standard previsti per il banking book7, requi-
siti che sono stati aumentati, in particolare per le riassicurazioni (ad esempio, per gli
structured credit product con sottostanti ABS);
2. le banche che utilizzano modelli interni dovranno calcolare uno Stressed Value-at-Risk
(SVaR) basato su una serie continua di dati di almeno dodici mesi che includano periodi
di condizioni di stress del mercato; il capitale calcolato a partire dal VaR stressato dovra`
essere sommato ai requisiti di capitale calcolati in via ordinaria;
5Cartolarizzazione e` un termine con cui si indica la conversione di valori mobiliari simili (in inglese security) e
non negoziabili, per esempio mutui o obbligazioni, in valori mobiliari che possono essere scambiati sul mercato.
6Per trading book s’intende generalmente il portafoglio di titoli e strumenti finanziari detenuti da una banca o da
un broker di investimenti.
7Solitamente riferito a titoli o comunque a strumenti finanziari in genere, identifica la parte di tale portafoglio
destinato all’attivita` “proprietaria”.
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3. per le banche con modello interno validato per il calcolo del rischio specifico dovra` essere
computata una nuova misura di capitale, l’ Incremental Risk Charge (IRC), per le posizioni
sensibili al rischio di migrazione e di insolvenza su un arco temporale di un anno;
4. l’identificazione dei fattori di rischio per il calcolo del VaR dovra` seguire criteri piu` strin-
genti, in particolare ogni omissione nelle procedure di calcolo del VaR di fattori utilizzati
nel pricing degli strumenti dovra` essere giustificata e approvata dalle Autorita` di vigilanza;
5. nell’ambito dei modelli standardizzati, con riferimento ai rischi equity, i requisiti di capi-
tale per il rischio specifico e per il rischio generale di mercato vengono entrambi portati
all’otto percento.
1.3 La regolamentazione nel settore assicurativo
Come per il settore bancario, anche in ambito assicurativo vi e` una continua evoluzione del
sistema di valutazione dei rischi. L’impresa di assicurazione, infatti, per il ruolo istituzionale
che svolge, assume dei rischi trasferiti da altre economie o settori, ai quali e` essa stessa esposta.
Per cui, dal punto di vista internazionale si e` reso necessario la creazione di un sistema pub-
blico di vigilanza, che ha creato regole di garanzie comuni e stabilito criteri sul controllo della
solvibilita` delle imprese.
I primi esperimenti di regolamentazione dei profili di solvibilita` risalgono ai primi anni ’70, con
il Solvency 0 in cui si introduce il requisito patrimoniale minimo (margine minimo di solvibilita`)
e lo si rapporta ad indicatori semplici quali premi e sinistri (come l’assicurazione danni), riserve
matematiche e capitali sotto rischio (come l’assicurazione vita). A distanza di oltre un ventennio
dal Solvency 0, le Direttive comunitarie (n. 12 e 13 del 2002) disciplinano il regime di vigilanza,
detto Solvency I, sul regime di solvibilita` delle imprese di assicurazione, rispettivamente, sulla
vita e nei rami diversi dell’assicurazione sulla vita.
Le norme di Solvency I hanno lasciato invariate le modalita` di calcolo dei requisiti patrimoniali
minimi obbligatori, correggendone tuttavia alcune componenti al fine di riflettere meglio la ri-
schiosita` effettiva dell’impresa soggetta (ad esempio, elevando il fondo minimo di garanzia) e
rafforzato la vigilanza.
Il margine di solvibilita` puo` definirsi come il patrimonio dell’impresa, libero da qualsiasi impe-
gno prevedibile e al netto degli elementi immateriali (margine di solvibilita` disponibile). Esso
costituisce, insieme all’accantonamento di adeguate riserve tecniche e di attivi congrui alla loro
integrale copertura, uno dei principali strumenti di vigilanza prudenziale.
Sotto il profilo funzionale, tale margine risulta destinato a coprire il rischio generale della
compagnia affiancando altre misure di prevenzione.
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In Italia, tre sono le categorie di attivi individuate dall’Istituto per la vigilanza sulle assicurazioni
private e di interesse collettivo (ISVAP) per la copertura del margine di solvibilita`:
1. elementi patrimoniali per i quali non sussistono limiti di utilizzo (come, ad esempio, il
capitale sociale versato o, se mutua assicurazione, il fondo di garanzia versato);
2. elementi ammissibili con alcune restrizioni (come, ad esempio, le azioni preferenziali
cumulative o i titoli a durata indeterminata);
3. elementi utilizzabili solo previa autorizzazione dell’ISVAP (come, ad esempio, le plu-
svalenze8 latenti al netto delle minusvalenze9 e degli impegni prevedibili nei confronti
degli assicurati, derivanti dalla valutazione degli investimenti dell’impresa, purche´ tali
plusvalenze non abbiano carattere eccezionale).
Si osservi pero` che nella determinazione del patrimonio ai fini del calcolo del margine di solvi-
bilita` sono pero` escluse le immobilizzazioni immateriali.
Il modello Solvency I puo` definirsi solo in parte soddisfacente. Uno dei principali elementi di cri-
ticita` del sistema Solvency I risiede nell’applicazione di aliquote pressoche´ uniche ai parametri
di natura tecnica, talora inadeguati ad approssimare i rischi di portafoglio.
Si rileva pure che la regolamentazione del margine di solvibilita` non tiene conto dei profili
qualitativi del portafoglio assicurato o degli impieghi effettuati a sua copertura. I rischi non
tecnici sono ignorati o, quando considerati, hanno solo una valutazione parziale.
Dunque Solvency I ricostruisce uno standard minimo di patrimonializzazione piuttosto som-
mario, senza un’attenta valutazione degli effettivi profili di rischiosita` delle singole imprese,
particolarmente considerate.
Da qui l’intenzione degli Organi comunitari di impegnarsi in una revisione di piu` ampia portata
che comprenda tutti i fattori influenti sulle condizioni di solvibilita` delle compagnie assicurative.
La nuova riforma, nota come Solvency II, ha tra i suoi principali scopi quello di definire un
sistema di vigilanza prudenziale meglio funzionale ai rischi effettivi incidenti sull’attivita` delle
singole imprese, anche nella prospettiva di una perfezionata valutazione e gestione dei rischi da
parte degli stessi assicuratori.
Attua una valutazione orientata al rischio di solvibilita` globale, onorando il concetto dei tre
pilastri di Basilea 2.
Il primo Pilastro concerne i requisiti quantitativi di vigilanza prudenziale. Ivi ci sono disposi-
zioni in relazione:
1. ai criteri di valutazione delle attivita` e delle passivita`;
8Incremento del valore, differenza positiva fra due valori dello stesso bene riferiti a momenti diversi.
9Diminuzione del valore di un bene o di una attivita` finanziaria rispetto a un precedente accertamento.
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2. alla determinazione dei fondi propri e i criteri per la loro ammissibilita` ai fini della coper-
tura dei requisiti patrimoniali;
3. al calcolo del Solvency Capital Requirement (SCR) e del Minimum Capital Requirement
(MCR);
4. agli investimenti a copertura delle riserve tecniche;
5. al calcolo dei requisiti patrimoniali per i gruppi d’imprese.
Il calcolo del Solvency Capital Requirement ha il compito di garantire un livello di capitale
che consenta all’assicuratore di assorbire significative perdite impreviste e, nel contempo, di
offrire agli assicurati la ragionevole certezza che i pagamenti saranno regolarmente onorati alla
scadenza.
Operativamente vuol dire che il Solvency Capital Requirement contempla una quantita` di capi-
tale necessaria per far fronte agli impegni assunti su un orizzonte temporale di un anno, con un
livello di confidenza del 99,5 %; di conseguenza, tutti i rischi significativi e quantificabili cui e`
esposta l’impresa devono essere parametrizzati e censiti nel calcolo.
Tale calcolo e` una formula standard che somma il requisito patrimoniale di solvibilita` di base, il
requisito patrimoniale per il rischio operativo e l’aggiustamento per la capacita` di assorbimento
delle riserve tecniche e delle imposte differite. Il calcolo puo` basarsi su approcci per scenari o
approcci fattoriali per la determinazione dei requisiti di capitale relativi alle varie categorie di
rischio.
Dunque il Solvency II non intende solo spingere le compagnie a dotarsi di appropriati requisi-
ti patrimoniali atti a fronteggiare gli svariati rischi d’impresa, ma vuole anche incoraggiare gli
assicuratori a sviluppare una vera e propria cultura aziendale del rischio. Infatti, la nuova impo-
stazione dell’Autorita` di vigilanza incoraggia le compagnie a surrogare la modalita` standard di
calcolo del Solvency Capital Requirement con modelli interni, che colgono con maggiore preci-
sione le interdipendenze fra categorie di rischi, determinando in tal modo una misura di capitale
“verosimilmente” piu` contenuta di quella fissata ottenuta con l’approccio standardizzato.
L’utilizzo di tali modelli da parte delle compagnie e` subordinato alla validazione dell’Autorita`
di controllo, che viene rilasciata previa verifica del rispetto di talune condizioni.
Il Minimum Capital Requirement, invece, rappresenta la soglia patrimoniale minima, al di sotto
della quale le obbligazioni assunte da un assicuratore sono ritenute rappresentative di un livello
di rischio inaccettabile per gli assicurati. Anch’esso e` misurato dal VaR dei fondi d’impresa,
con riferimento ad un intervallo di confidenza compreso tra l’80 e il 90 percento e su un arco
temporale annuale.
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Contravvenire al rispetto di tale requisito, aggiornato nel calcolo ogni tre mesi, comporta l’e-
ventuale intervento estremo di revoca dell’autorizzazione all’esercizio dell’attivita` da parte del-
l’Autorita` di vigilanza.
La direttiva prevede in proposito una duplice modalita` di calcolo, contraddistinta da un approccio
modulare e da un approccio compatto.
Nel primo caso, il Minimum Capital Requirement viene calcolato adottando una versione sem-
plificata della formula standard utilizzata per il calcolo del Solvency Capital Requirement, cosı`
da tener conto dei rischi di sottoscrizione e di mercato; nel secondo caso, invece, si considera il
requisito patrimoniale minimo come equivalente ad un terzo del Solvency Capital Requirement.
Come per le singole imprese, Solvency II disciplina la solvibilita` “di gruppo” (imprese di assi-
curazione, imprese figlie di una societa` di partecipazione assicurativa con sede nella Comunita`
europea). Queste devono egualmente disporre di fondi propri ammissibili almeno pari al requi-
sito patrimoniale di solvibilita` del gruppo, calcolato una volta l’anno e soggetto alla valutazione
del Group Supervisor.
Anche in questo caso, la Direttiva individua due diversi metodi relativi al calcolo della solvibilita`
di gruppo:
1. metodo del bilancio consolidato (metodo standard);
2. metodo della deduzione e dell’aggregazione (metodo alternativo).
Con il metodo standard, il calcolo della solvibilita` di gruppo dell’impresa partecipante viene
effettuato a partire dal bilancio consolidato ed e` pari alla differenza tra i fondi propri ammissibili
a copertura del requisito patrimoniale di solvibilita` e il Solvency Capital Requirement a livello
di gruppo (misurato con il VaR), entrambi calcolati sulla base di dati consolidati.
Il metodo alternativo, invece, trova applicazione nei casi in cui, previa consultazione delle altre
Autorita` di vigilanza interessate e del gruppo stesso, l’Autorita` di controllo di uno Stato membro,
nel ruolo di Group Supervisor, ritenga che l’adozione del metodo standard risulti inappropriata.
Questo prevede che la solvibilita` di gruppo di un’impresa partecipante sia data dalla differenza
tra:
1. i fondi propri ammissibili di gruppo aggregati;
2. il valore della partecipazione dell’impresa di assicurazione e il requisito patrimoniale di
gruppo aggregato.
Se il profilo di rischio non e` rappresentato appropriatamente o diverge in modo significativo dalle
ipotesi sottese al requisito patrimoniale di solvibilita` di gruppo aggregato, puo` essere imposta
una maggiorazione del Solvency Capital Requirement di gruppo.
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Il secondo Pilastro stabilito dalla Solvency II ha per oggetto i requisiti di tipo qualitativo e
l’attivita` di vigilanza. In tale contesto assume rilievo la previsione che l’impresa, nell’ambito
del proprio sistema di Risk Management, effettui regolarmente una valutazione interna dei ri-
schi e della propria posizione di solvibilita`, cosı` da consentirne l’apprezzamento integrato con i
connessi comportamenti strategici.
Infine, il terzo Pilastro guarda al problema dell’informativa e della disciplina di mercato, ovvero
si occupa della diffusione delle informazioni e la trasparenza per rafforzare i meccanismi di
mercato e di vigilanza risk-based.
Rappresenta in un certo senso, la logica conseguenza dei due pilastri precedenti. Appare infatti
completamento ideale del sistema il fatto che l’impresa, una volta censito e valutato il relati-
vo livello di rischio (primo Pilastro), e dopo averlo monitorato attraverso idonee infrastrutture
(secondo Pilastro), trasmetta al mercato, in maniera trasparente, il proprio status aziendale.
Non approfondiremo ulteriormente la parte riguardante il secondo ed il terzo Pilastro, in quanto
non vincolanti allo svolgimento di questo lavoro. Per ulteriori approfondimenti si veda [16].
1.4 Misure di rischio
Nei paragrafi precedenti abbiamo analizzato i rischi finanziari per il settore bancario e per il
settore assicurativo, definendoli dal punto di vista formale. Nel presente paragrafo si analizzera`
come misurare il rischio dal punto di vista matematico, modellizzando le definizioni di rischio,
profitto e perdita. In matematica, l’incertezza sugli stati futuri e` rappresentata da uno spazio
di probabilita` (Ω,F ,P), che e` il dominio di tutte le variabili aleatorie. Piu` avanti daremo una
nozione piu` formale di spazio di probabilita` e di variabile aleatoria, ora ci limitiamo a parlare
dello specifico ambito di applicazione.
Consideriamo un dato portafoglio, come un insieme di azioni o obbligazioni o un libro di deri-
vati. Indichiamo il valore di tale portafoglio all’istante t con V (t) e supponiamo che la variabile
aleatoria V (t) sia osservabile al tempo t.
Per un intervallo di tempo ∆, come uno o dieci giorni, la perdita del portafoglio nel periodo
[t, t + ∆] e` data da
L[t,t+∆] := − (V (t + ∆) − V (t)) .
Mentre e` assunto che L[t,t+∆] e` osservabile al tempo t + ∆, in genere e` casuale al tempo t.
La funzione L[t,t+∆] e` detta distribuzione delle perdite.
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Osservazione 1.1. I tecnici di gestione del rischio spesso fanno riferimento alla distribuzione di
probabilita` di profitti-e-perdite (P&L). Questa e` la distribuzione della variazione V (t + ∆)−V (t),
ovvero di −L[t,t+∆].
Lo studio della gestione del rischio e` principalmente interessato alla probabilita` di perdite di
grandi dimensioni e quindi con la coda superiore della distribuzione delle perdite.
Consideriamo un intervallo di tempo ∆ fissato. In questo caso e` conveniente usare come unita`
di tempo ∆ e introdurre il concetto di serie storica, di modo da passare da un generico processo
Y (t) alla serie (Yt)t∈N, definendo Yt := Y (t∆).
Usando questa notazione, la distribuzione delle perdite sara`
Lt+1 := L[t∆,(t+1)∆] = − (Vt+1 − Vt) .
Ad esempio, nella gestione del rischio di mercato si lavora spesso con modelli finanziari in
cui il tempo del calendario t e` misurato in anni e tassi d’interesse e volatilita` sono quotati su
base annua. Se si osservano perdite giornaliere allora bisogna considerare ∆ = 1365 o ∆ ≈ 1250 ;
quest’ultima nel caso in cui si stiano osservando i mercati dei derivati azionari, dato che ci sono
circa 250 giorni di negoziazione all’anno.
Seguendo le tecniche standard di gestione del rischio, il valore Vt e` modellato come una funzione
del tempo e di un vettore aleatorio di dimensione m Zt =
(
Zt,1, . . . ,Zt,m
)′ di fattori di rischio,
ovvero si ha la rappresentazione
Vt = f (t,Zt) (1.1)
per qualche funzione misurabile f : R+ × Rm → R.
In genere i fattori di rischio si presume siano osservabili di modo che Zt sia noto al tempo t. La
scelta dei fattori di rischio e di f dipende dal portafoglio che si sta considerando e dal livello di
precisione desiderato.
Una rappresentazione del valore di un portafoglio come (1.1) e` chiamata distribuzione dei rischi.
Definiamo la serie dei rischi di cambio (risk-factor changes) (Xt)t∈N come
Xt := Zt − Zt−1;
utilizzando (1.1), la distribuzione delle perdite del portafoglio diventa
Lt+1 = − ( f (t + 1,Zt + Xt+1) − f (t,Zt)) (1.2)
Dato che Zt e` noto all’istante t, la distribuzione delle perdite e` determinata dalla distribuzione di
probabilita` della variazione dei fattori di rischio Xt+1.
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Possiamo definire l’operatore di perdita l[t] : Rm → R che mappa i rischi di cambio nelle perdite.
Definizione 1.1. Dato x ∈ Rm, si definisce
l[t] (x) := − ( f (t + 1,Zt + x) − f (t,Zt)) , (1.3)
da cui segue immediatamente che Lt+1 = l[t] (Xt+1).
Osservazione 1.2. In (1.1) abbiamo considerato che il tempo e` misurato nell’intervallo ∆. Per
essere in linea con le convenzioni di mercato, in alcune situazioni conviene considerare funzioni
della forma g (s,Z), dove il tempo s si misura in anni; in tal caso avremo
Vt = f (t,Zt) = g (t∆,Zt)
e
Lt+1 = − (g ((t + 1) ∆,Zt + Xt + 1) − g (t∆,Zt)) ,
dove ∆ e` l’intervallo della gestione dei rischi in anni.
Osservazione 1.3. La nostra definizione di perdita del portafoglio assume implicitamente che la
composizione del portafoglio rimanga invariata nel corso dell’arco temporale. Se per le perdite
giornaliere questo non e` un problema, per intervalli di tempo piu` lunghi diventa sempre meno
realistico.
Questo e` un problema per le societa` non finanziarie, come le imprese di assicurazione, che
possono preferire, per misurare il rischio del loro portafoglio finanziario, intervalli di un anno,
che e` l’orizzonte per l’esame del rischio aziendale.
Nella gestione del rischio spesso bisogna decidere se concentrarsi sulla distribuzione di proba-
bilita` condizionale o non condizionale delle perdite. Vediamone le differenze.
Esse sono correlate alle proprieta` delle serie storiche delle serie dei rischi di cambio (Xt)t∈N.
Supponiamo che i rischi di cambio formino una serie storica stazionaria con distribuzione di
probabilita` stazionaria FX su Rm. Questo significa che (Xt)t∈N e` invariante ai cambi temporali
e la maggior parte dei modelli di serie storiche usate in pratica per modellare i rischi di cambio
soddisfano questa proprieta`.
Ora, fissato t, denotiamo con Ft le informazioni “pubbliche” disponibili al tempo t. In genere
Ft = σ ({Xs : s ≤ t}). Indichiamo con FXt+1 |Ft la distribuzione di probabilita` condizionata di Xt+1
data Ft. Nella maggior parte dei modelli delle serie storiche rilevanti per la gestione del rischio
si ha che FXt+1 |Ft = FX .
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Anche per le distribuzioni di probabilita` condizionate e` possibile definire l’operatore perdita l[t]
corrispondente al portafoglio preso in considerazione.
La distribuzione di probabilita` condizionale delle perdite FLt+1 |Ft e` definita come la distribuzione
dell’operatore l[t] (·) sotto FXt+1 |Ft . Per l ∈ R avremo dunque
FLt+1 |Ft (l) = P
(
l[t] (Xt+1) ≤ l |Ft) = P (Lt+1 ≤ l |Ft) ,
ovvero la distribuzione di probabilita` delle perdite condizionali da` la distribuzione condizionata
della perdita Lt+1 nel periodo successivo alle informazioni attuali Ft.
La distribuzione di probabilita` incondizionata delle perdite FLt+1 e` definita invece come la distri-
buzione dell’operatore l[t] (·) sotto la distribuzione stazionaria FX dei rischi di cambio.
Nelle istituzioni finanziarie la misurazione del rischio viene usata per diversi scopi, tra cui: la
determinazione del capitale di rischio e l’adeguatezza patrimoniale; come strumento di gestione
per limitare la quantita` di rischio che un’impresa puo` assumere; oppure per definire i premi
assicurativi, utili in una compagnia di assicurazione a compensare il rischio dei crediti assicurati.
Per effettuare queste misure, un istituto puo` usare diversi approcci:
1. Approccio teorico-quantitativo. Consiste nel quantificare il rischio di un portafoglio di
attivita` rischiose. In questo caso, il rischio di un portafoglio e` definito come la somma dei
valori teorici (nominali) dei singoli titoli nel portafoglio.
2. Misure factor- sensitivity. Consiste nel dare la variazione del valore del portafoglio per
una data variazione predeterminata in uno dei fattori di rischio sottostanti; tipicamente
assumono la forma di un derivato. Importanti misure dei fattori sensibili sono la durata
dei portafogli obbligazionari.
3. Misure di rischio basate su distribuzioni di perdita. La maggior parte delle misure moder-
ne del rischio in un portafoglio sono quantita` che descrivono la distribuzione condizionata
o incondizionata delle perdite del portafoglio su un arco temporale predeterminato ∆. Un
esempio ne e` il Value-at-Risk, che descriveremo piu` in dettaglio avanti.
4. Misure di rischio basate su scenari. In questo caso si considera una serie di possibili
cambiamenti futuri dei fattori di rischio (scenari). Il rischio del portafoglio viene poi
misurato come la massima perdita del portafoglio in tutti gli scenari, in cui alcuni scenari
estremi possono essere abbassati per mitigare il loro effetto sul risultato.
Per concludere definiamo qui il Value-at-Risk. Consideriamo alcuni portafogli di attivita` rischio-
se ed un intervallo di tempo ∆, indichiamo con FL (l) = P (L ≤ l) la corrispondente funzione di
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ripartizione della distribuzione di probabilita` delle perdite. Una statistica basata su FL che misu-
ra la gravita` del rischio di tenuta del nostro portafoglio nel periodo ∆ puo` essere la “perdita mas-
sima possibile”, data da in f {l ∈ R : FL (l) = l} : e` una misura importante nella riassicurazione
dei rischi.
Tuttavia, nella maggior parte dei modelli di interesse, il supporto FL e` illimitato in modo tale
che la perdita massima e` infinito; quindi utilizzando la perdita massima si finisce col trascurare
qualsiasi informazione di probabilita` insita in FL.
Value-at-Risk e` una semplice estensione della perdita massima, che tiene conto di queste criti-
che. L’idea e` di sostituire la “massima perdita” con la “perdita massima che non e` superata con
una buona probabilita`”.
Definizione 1.2 (Value-at-Risk). Dato un livello di confidenza α ∈ (0, 1), il Value-at-Risk del
nostro portafoglio al livello di confidenza α e` dato dal piu` piccolo l ∈ R tale che la probabilita`
che la perdita L superi l non e` piu` grande di (1 − α). Formalmente,
VaRα = inf{l ∈ R : P (L > l) ≤ 1 − α} = inf{l ∈ R : FL (l) ≥ α} (1.4)
VaR e` quindi un quantile della funzione di ripartizione della distribuzione delle perdite. Valori
tipici per α sono α = 0.95 o α = 0.99; nella gestione del rischio di mercato l’arco temporale e`




1.5 Aggregazione del rischio
Le banche, e in generale tutte le istituzioni finanziare, sono dunque obbligate ad accantonare
quote di capitale per far fronte ai rischi operativi. Tali rischi includono tutte le perdite derivanti
da disastri naturali, guasti al sistema, errori umani o frodi. Vengono distinti i diversi danni in
un investimento finanziario grazie ai danni arrecati da eventi operativi che vengono suddivisi in
sette Event Types (partendo dal livello 1, il meno grave, fino a giungere il livello 7), a seconda
della causa. L’approccio iniziale consiste nel modellizzare separatamente la distribuzione di
perdita di ogni singolo ET, per poi aggregarle ed ottenere un’unica distribuzione. A partire da
essa sarebbe quindi possibile calcolare il capitale da accantonare: esso viene determinato con il
VaR, che e` infatti definito come il quantile di livello 99.9% della distribuzione aggregata.
Per modellizzare la singola classe di rischio si differenzia la probabilita` di accadimento degli
eventi operativi dall’impatto economico del singolo evento, per poi ottenere una distribuzione
aggregata dopo convoluzione delle due. Questo pero` non e` sufficiente: si hanno a disposizione
le distribuzioni (empiriche) delle perdite aggregate annue di ogni classe di rischio, ma in questo
modo si assume una correlazione lineare perfetta tra ogni coppia di ET.
Risulta invece interessante l’utilizzo di altre tecniche di aggregazione, assumendo strutture di
correlazione diverse, purche´ si portino analisi di robustezza delle stesse. In generale, il calcolo
della matrice di correlazione viene fatto con i metodi di Tau di Kendall o Rho di Spearman,
entrambi basati sui ranghi delle singole osservazioni dei diversi ET.
Una volta stabilita la struttura di correlazione tra classi di rischio, l’aggregazione viene portata
avanti attraverso una copula: questa e` una particolare distribuzione multivariata che permette di
aggregare le distribuzioni marginali mantenendo la struttura di correlazione desiderata.
Alla base dell’approccio “standard”, per riscrivere una distribuzione multivariata utilizzando
una copula, vi e` l’idea di usare una semplice trasformazione delle marginali in modo che queste
abbiano distribuzione uniforme. A questo punto, e` possibile applicare la struttura di dipenden-
za sulle uniformi ottenute: una copula e` proprio una distribuzione multivariata uniforme con
marginali uniformi.




Dipendenza tra variabili aleatorie: le
copule
Nel presente capitolo si forniscono i concetti fondamentali di probabilita` classica che ci per-
mettono di introdurre la definizione di copula e le sue proprieta` piu` importanti. Dimostriamo
quindi il teorema di Sklar e il teorema sui limiti di Freche´t che ci permettono di poter defi-
nire alcune copule fondamentali: la copula d’indipendenza, la copula monotona e la copula
contromonotona.
2.1 Cenni di probabilita`
In probabilita` si parla di un esperimento aleatorio, per un individuo, in un determinato istante,
quando l’individuo non e` ancora in grado di indicarne con sicurezza il risultato, indipendente-
mente dal fatto che l’esperimento sia stato gia` eseguito o debba ancora essere eseguito.
A tale esperimento associamo un insieme Ω di eventualita` (insieme delle eventualita`). Ogni
parte A di Ω sara` interpretata come un evento. Dato che alcune parti potrebbero risultare non
interessanti ai fini di un determinato problema, converra` scegliere una classe F , non vuota, di
parti di Ω. Tale classe dovra` comunque possedere delle buone doti di stabilita`: il complementare
di un qualsiasi elemento di F dovra` ancora essere un elemento di F e l’unione di una qualsiasi
famiglia numerabile di elementi di F dovra` ancora essere un elemento di F . Chiameremo la
classe F tribu` degli eventi. Nello studiare un esperimento aleatorio, il primo passo da compiere
consiste nell’associargli uno spazio probabilizzabile (Ω,F ). Il secondo passo, invece, e` quello
di scegliere una “misura di probabilita`”.
Per definizione stessa di esperimento aleatorio, l’individuo che considera un tal esperimento
non e` in grado di stabilire con certezza, per ogni singolo evento A di F , se esso si realizzera`
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o meno. Cio` tuttavia non gli impedisce di sentire un diverso grado di fiducia nei confronti dei
diversi eventi della tribu` F . Obiettivo dell’individuo e` quello di cercare di misurare questo grado
di fiducia, associando a ciascun evento A della tribu` F un numero P (A), ossia definendo una
funzione P nella tribu` F . Se P e` una misura di probabilita` sulla tribu` F , allora la terna (Ω,F ,P)
e` detta spazio probabilizzato, e, per ogni A di F , il numero P (A) e` detto probabilita` dell’evento
A (secondo P).
Una variabile aleatoria sullo spazio probabilizzabile (Ω,F ), a valori in uno spazio misurabi-
le (E,E), e` un’applicazione misurabile di (Ω,F ) in (E,E) (ovvero l’immagine inversa di A
mediante la suddetta applicazione appartiene ad Ω).
Si osservi che dato lo spazio probabilizzato (Ω,F ,P), ogni variabile aleatoria sul soggiacente
spazio probabilizzabile (Ω,F ) e` detta anche variabile aleatoria su (Ω,F ,P).
Le principali variabili aleatorie possono essere: discrete, se assumono un insieme finito o nu-
merabile di numeri reali, con densita`, se assumono tutti i valori compresi in un intervallo rea-
le, o mistura, se sono in parte discrete e in parte continue; ci sono anche variabili aleatorie
patologiche, molto interessanti dal punto di vista matematico, ma non da quello applicativo.
Qualora si voglia identificare una variabile aleatoria e` necessario determinare due cose:
1. l’insieme dei valori che la variabile aleatoria puo` assumere (insieme di valori costituito da
un numero finito o infinito numerabile di numeri reali per le variabili discrete oppure un
numero infinito non numerabile di numeri reali, per le variabili continue),
2. il modo in cui la probabilita` si distribuisce su questi valori. Tale puo` essere determinato
in tre modi:
(a) attraverso la funzione di massa, definita solo per le variabili casuali discrete, ov-
vero la funzione fX che ad ogni elemento associa la probabilita` che la variabi-
le casuale discreta assuma valori uguali ad un xi reale: fX : R → R+ per cui
fX (xi) = P (X = xi);
(b) attraverso la funzione di densita`, definita solo per le variabili casuali continue;
(c) attraverso la funzione di ripartizione (o funzione di distribuzione), definita sia per le
variabili casuali discrete che per le continue.
Consideriamo, d’ora in avanti, le variabili aleatorie a valori reali (ovvero a valori nello spazio
misurabile d’arrivo sara` (R,B(R)), dotato della tribu` boreliana, la tribu` generata dalla classe di
tutti gli intervalli di R) e denotiamo R = R ∪ {±∞}. Allora una legge di probabilita` per una
variabile aleatoria X e` la funzione che, ad ogni insieme boreliano A, associa la probabilita` che la
variabile X considerata assuma valori in A.
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Definizione 2.1. Data una variabile aleatoria X, si definisce legge di probabilita` (o anche distri-
buzione di probabilita`) la probabilita` PX definita sui sottoinsiemi di R nel modo seguente





Notazione. Quando sara` possibile, senza creare confusione, useremo P (A) al posto di PX (A).
Si osservi che per una variabile aleatoria X, la distribuzione di probabilita` e` individuata dalla sua
funzione di ripartizione.
Definizione 2.2. Data una variabile aleatoria X e P una distribuzione di probabilita` definita su
(R,B(R)), la funzione FX : R→ [0, 1] definita da
FX (x) = P (X ≤ x)
e` detta funzione di ripartizione.
Si definisce invece funzione di sopravvivenza la funzione S : R→ [0, 1] tale che
S (x) = P (X > x) .
Notazione. Quando sara` possibile, senza creare confusione, indicheremo la funzione di ripar-
tizione solo con F. Si osservi che F(X) + S (X) = 1. La funzione di ripartizione gode delle
seguenti proprieta`:
1. e` crescente;
2. si puo` definire a piu` e meno infinito come FX (+∞) = limx→+∞ FX (x) = 1 e FX (−∞) =
limx→−∞ FX (x) = 0 (cio` vuol dire che la probabilita` e` una misura di misura totale 1).
Per la funzione di massa, invece, si ha che:
1. fX (x) = 0 per un numero finito di valori di X;
2. fX (x) = P (X = x) per cui vale
∑
x∈R fX (x) = 1.
Per la funzione di densita` di probabilita`, infine vale P (X ∈ A) = ∫A f (x) dx. Riportiamo qui
come esempio la distribuzione di probabilita` uniforme, a cui faremo spesso riferimento. Per le
altre distribuzioni note si rimanda in appendice.
Esempio 2.1 (Distribuzione di probabilita` uniforme U). La distribuzione di probabilita` uniforme
ha la caratteristica che in ogni punto (nel caso discreto) e in ogni intervallo di ampiezza fissata
(nel caso continuo) ha la stessa misura di probabilita`.
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1. Si parla di distribuzione discreta uniforme quando si ha una distribuzione di probabilita`
discreta che e` uniforme su un insieme, ovvero che attribuisce la stessa probabilita` ad ogni
elemento dell’insieme discreto S (di cardinalita` n) su cui e` definita. In tal caso avremo che
la sua funzione di densita` discreta sara` f (x) = 1n su S e la sua funzione di ripartizione sara`
a gradini equidistanti e, per i interi compresi tra 1 ed n, con valore F (x) = in .
2. Si parla di distribuzione continua uniforme quando si ha una distribuzione di probabilita`
continua che e` uniforme su un insieme (in genere R), ovvero che attribuisce la stessa
probabilita` a tutti i punti appartenenti ad un dato intervallo. Sia I = [0, 1], allora la sua
funzione di densita` e` f (x) = 1 su I e la sua funzione di ripartizione e` F (x) = x per x ∈ S .
Per un intervallo [a, b] e` la distribuzione della variabile aleatoria Y = a + (b − a) X.
Ricordiamo che data una funzione di ripartizione F ed un numero 0 < α < 1, il quantile di
ordine α e` il numero rα tale che F (rα) = α; quindi, per una variabile aleatoria X, con funzione di
ripartizione F, si ha P (X ≤ rα) = α, ovvero il valore massimo delle modalita` per cui la frequenza
cumulata relativa non supera il valore α.
Data una funzione di ripartizione F ed un numero 0 < α < 1, avremo che il quantile di ordine α
e` il numero rα = in f {x ∈ R | F (x) > α}.
Definizione 2.3. Data una funzione di ripartizione, definiamo la sua inversa generalizzata e` F←:
F← (t) = inf{x ∈ R : F (x) ≥ t}, 0 < t < 1.






q  (F)α q  (F)α
x x
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Figure A.1. Calculation of quantiles in tricky cases. The ﬁrst case (a) is a continuous df,
but the ﬂat piece corresponds to an interval with zero probability mass. In the second case (b)
there is an atom of probability mass such that, for X with df F , we have P(X = qα(F )) > 0.
(iv) If T is right-continuous, T (x) > y ⇐⇒ T←(y) 6 x.
(v) T← ◦ T (x) 6 x.
(vi) T ◦ T←(y) > y.
(vii) T is strictly increasing =⇒ T← ◦ T (x) = x.
(viii) T is continuous =⇒ T ◦ T←(y) = y.
We apply the idea of generalized inverses to distribution functions. If F is a df,
then the generalized inverse F← is known as the quantile function of F . In this
case, for α ∈ (0, 1), we also use the alternative notation qα(F ) = F←(α) for the
α-quantile of F . Figure A.1 illustrates the calculation of quantiles in two tricky
cases.
In general, since a df need not be strictly increasing (part (a) of the ﬁgure), we have
F← ◦ F(x) 6 x, by Proposition A.3(v). But the values x, where F← ◦ F(x) = x,
correspond to ﬂat pieces and have zero probability mass. That is, we have the fol-
lowing useful fact.
Proposition A.4. If X is an rv with df F , then P(F← ◦ F(X) = X) = 1.
A.1.3 Karamata’s Theorem
The following result for regularly varying functions is used in Chapter 7. For more
details see Bingham, Goldie and Teugels (1987). Essentially, the result says that the
slowly varying function can be taken outside the integral as if it were a constant. Note
that the symbol “∼” indicates asymptotic equality here, i.e. if we write a(x) ∼ b(x)
as x → x0, we mean limx→x0 a(x)/b(x) = 1.
Theorem A.5 (Karamata’s Theorem). Let L be a slowly varying function which
is locally bounded in [x0,∞) for some x0 > 0. Then,
(a) for κ > −1,
∫ x
x0
tκL(t) dt ∼ 1
κ + 1x
κ+1L(x), x → ∞,
(b) for κ < −1,
∫ ∞
x
tκL(t) dt ∼ − 1
κ + 1x
κ+1L(x), x → ∞.
Figura 2.1: Due casi in cui si applica la funzione inversa generalizzata
Di seguito elenchiamo alcune proprieta` importanti per una funzione crescente T e la sua inversa
generalizzata T←, ricordando che, come abbiamo gia` detto, una funzione di ripartizione (in una
dimensione) e` una funzione crescente, per cui le proprieta` continuano a valere:
1. T← e` una funzione crescente, continua a sinistra;
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2. T e` continua se e solo se T← e` strettamente crescente;
3. T e` strettamente crescente se e solo se T← e` continua;
Supponiamo T← (y) < ∞:
4. se T e` continua a destra,
T (x) ≥ y⇐⇒ T← (y) ≤ x; (2.1)
5. T← ◦ T (x) ≤ x;
6. T ◦ T← (y) ≥ y;
7. se T e` strettamente crescente, allora
T← ◦ T = Id
R
; (2.2)
8. se T e` una funzione continua, allora
T ◦ T← = Id
R
. (2.3)
9. Se U e` una variabile aleatoria con distribuzione uniforme standard U (0, 1), allora
P
(
T← (U) ≤ x) = T (x) . (2.4)
10. Se Y e` una variabile aleatoria e T funzione crescente, allora T (Y) ha distribuzione di
probabilita` uniforme U (0, 1).








xq fX(x) dx =
∫
xq dPX(x)
(per q intero positivo) se esiste, finito, l’integrale
∫










Poiche` fX(x) dx ≥ 0, i momenti di ordine pari, se esistono, sono sempre non negativi. I momenti
piu` noti sono quelli per q = 1 e q = 2.
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|x| fX(x) dx < ∞




xi fX (xi) .
La speranza matematica e` un parametro di posizione e si puo` interpretare come il “baricentro
della distribuzione di probabilita` definita dalla densita` fX(x)”.
Si chiama varianza della variabile aleatoria X il momento del secondo ordine e si indica con
Var (X) (oppure σ2X) la seguente quantita`:
Var (X) = E
[





(X − E [X])2 fX(x) dx.





(xi − mx)2 fX (xi) .
La varianza, insieme con la deviazione standard (che ne e` la radice quadrata ed e` denotata con






x2 − 2 mx mx + m2x
)2




− 2 mx mx + m2x,








e` il momento (non centrale) del secondo ordine
di X.
L’estensione formale ad m dimensioni delle definizioni e dei risultati precedenti si effettua senza
particolari difficolta`.
Un vettore aleatorio e` un vettore di dimensione m, di variabili aleatorie, ovvero un’applicazione
X = (X1, . . . , Xm) : Ω → Rm tale che X1, . . . , Xm siano variabili aleatorie reali. Ad esempio, nel
caso discreto, se x = (x1, . . . , xm) ∈ Rm, avremo
(X = x)⇐⇒ (X1, . . . , Xm) = (x1, . . . , xm)
(X = x) = ∩ (Xi = xi) .
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La massa di probabilita` congiunta e` dunque f (x) = P (X = x).
Se X1, . . . , Xm sono variabili aleatorie reali, la densita` f del vettore aleatorio X = (X1, . . . , Xm) si
chiama densita` congiunta delle variabili aleatorie X1, . . . , Xm. Viceversa, se X = (X1, . . . , Xm) e`
un vettore aleatorio di dimensione m, le densita` f1, . . . , fm delle variabili aleatorie X1, . . . , Xm si
chiamano densita` marginali di X.
Date X1, . . . , Xm variabili aleatorie sullo stesso spazio di probabilita` , si definisce funzione di
ripartizione congiunta la funzione di ripartizione della distribuzione di probabilita` associata al
vettore X = (X1, . . . , Xm); per cui se F : Rm → [0, 1] e` la funzione di ripartizione del vettore X,
avremo
F (x1, . . . , xm) = P (X1 ≤ x1, . . . , Xm ≤ xm) .
Viceversa, date m variabili aleatorie X1, . . . , Xm, nota la funzione di ripartizione congiunta, la
funzione di ripartizione marginale di X1 e` la funzione di ripartizione della distribuzione di pro-
babilita` di X1 mediata sopra l’informazione relativa ad X2, . . . , Xm. Ad esempio, per m = 2
variabili aleatorie discrete X1, X2 avremo
P (X1 = x1) =
∑
x2
P (X1 = x1, X2 = x2) =
∑
x2
P (X1 = x1 | X2 = x2) P (X2 = x2) .
Il valor medio del vettore aleatorio X e` il vettore di dimensione m
mX = E [X] =
(
mX1 , . . . ,mXm
)
che ha per componenti i valori medi di ciascuna distribuzione marginale; se le variabili aleatorie




xi fXi (xi) dxi i = 1, . . . ,m.
Considerata una coppia di variabili aleatorie X1, X2, rispettivamente, con densita` fX1 (x1) , fX2 (x2),












2 fx1 x2 (x1, x2) dx1dx2,
dove p e q sono interi positivi. Quando p = 2, q = 0 o p = 0, q = 2, si hanno le varianze,
rispettivamente, di X1 ed X2.
In particolare, il momento centrale congiunto del secondo ordine si chiama covarianza di X1 ed
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X2:








fx1 x2 (x1, x2) dx1dx2
= E [X1X2] − mX2E [X1] mX1 − E [X2] + mX1mX2
= E [X1X2] − mX1mX2 .
(2.5)
Tale relazione mette in evidenza che la covarianza e` la differenza tra il momento misto del
secondo ordine ed il prodotto delle medie marginali.
Se queste due quantita` sono uguali, ovvero se la covarianza e` nulla, allora le variabili aleatorie
si dicono non correlate.
Si chiama coefficiente di correlazione lineare tra X1 ed X2 il rapporto tra la covarianza e il
prodotto delle deviazioni standard di X1 ed X2:
ρ (X1, X2) =
Cov (X1, X2)
σX1σX2
| ρ (X1, X2) |≤ 1.
Se X1 ed X2 sono non correlate, si ha ρ (X1, X2) = 0.
In dimensione m, si possono definire svariati momenti congiunti, a seconda delle componenti del
vettore X che vi sono coinvolte. Particolare importanza hanno i momenti centrali del secondo











i, j = 1, . . . ,m.
2.2 Definizioni e proprieta`
Una copula C di dimensione m e` definita come una funzione di ripartizione di distribuzione mul-
tivariata con funzione di ripartizioni marginali uniformemente distribuite in [0, 1]. Per introdurre
il concetto e dare idea delle dimostrazioni fondamentali, considereremo m = 2.
Definizione 2.4. Si definisce una sub-copula una funzione C′ con le seguenti proprieta`:
1. Dom C′ = S 1 × S 2, dove S 1, S 2 sono sottoinsiemi non vuoti di I = [0, 1];
2. C′ e` grounded1 e 2-increasing 2;
1una funzione H : S 1 × S 2 → R e` grounded se H (x, a2) = H (a1, y) per ogni x, y ∈ S 1 × S 2;
2H e` 2-increasing se VH (B) = H (x2, y2)−H (x2, y1)−H (x1, y2) + H (x1, y1) ≥ 0 per ogni rettangolo B i cui vertici
giacciono in Dom H
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3. Per ogni u in S 1 e per ogni v in S 2 si ha
C′ (u, 1) = u e C′ (1, v) = v.
Si noti che per ogni coppia (u, v) in Dom C′ si ha 0 ≤ C′ (u, v) ≤ 1 affinche´ Ran C′ sia anch’esso
un sottoinsieme di I.
Definizione 2.5. Una copula C e` una sub-copula il cui dominio e` I2
In maniere equivalente si puo` allora affermare che una copula e` una funzione C : I2 → I con le
seguenti proprieta`:
1. Per ogni u, v in I si ha che
C (u, 0) = 0 = C (0, v) e C (u, 1) = u ∧C (1, v) = v;
2. Per ogni u1, u2, v1, v2 in I tale che u1 ≤ u2 e v1 ≤ v2 si ha
C (u2, v2) −C (u2, v1) −C (u1, v2) + C (u1, v1) ≥ 0. (2.6)
Il teorema di Sklar e` un teorema centrale per la teoria delle copule, ed e` il fondamento di molti,
se non della maggior parte, delle applicazioni di questa teoria alla statistica. Tale teorema chia-
risce il ruolo che svolgono le copule nel rapporto tra le funzioni di ripartizione di distribuzione
multivariate e le loro funzioni di ripartizione marginali.
Teorema 2.1. (Sklar) Sia H una funzione di ripartizione congiunta con funzioni di ripartizione
marginali F e G. Allora esiste una copula C tale che per ogni x, y inR si ha
H (x, y) = C (F (x) ,G (y)) . (2.7)
Se F e G sono continue, allora C e` unica; altrimenti C e` unicamente determinata su Ran F ×
Ran G.
Viceversa, se C e` una copula ed F e G sono funzioni di ripartizione, allora la funzione H definita
da (2.7) e` una funzione di ripartizione congiunta con funzione di ripartizione marginali F e G.
Per dimostrare il teorema di Sklar, bisogna enunciare due lemmi preliminari.
Lemma 2.1. Sia H una funzione di ripartizione congiunta della distribuzione di probabilita` con
funzioni di ripartizione marginali F e G. Allora esiste un’unica sub-copula C′ tale che
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1. Dom C′ = Ran F × Ran G;
2. per ogni x, y ∈R si ha H (x, y) = C′ (F (x) ,G (y)) .
(Idea della dimostrazione). H e` una funzione di ripartizione congiunta, dunque H e` tale che
1. H (x2, y2) − H (x2, y1) − H (x1, y2) + H (x1, y1) ≥ 0
2. H (x, a2) = 0 = C (a1, y) per ogni x, y ∈R;
per ogni coppia di punti (x1, y1), (x2, y2) inR
2
si ha
|H (x2, y2) − H (x1, y1) | ≤ |F (x2) − F (x1) | + |G (y2) −G (y1) |.
Se F (x1) = F (x2) e G (y1) = G (y2), allora H (x2, y2) = H (x1, y1). Cio` vuol dire che l’insie-
me delle coppie ordinate {((F (x) ,G (y)) ,H (x, y)) | x, y ∈ R} definisce una funzione C′ il cui
dominio e` Ran F × Ran G.
Dalle proprieta` di H segue che C′ e` l’unica sub-copula che soddisfa l’enunciato. 
Lemma 2.2. Sia C′ una sub-copula. Allora esiste una copula C tale che C (u, v) = C′ (u, v) per
ogni (u, v) in Dom C′; ovvero ogni sub-copula puo` essere estesa ad una copula. L’estensione
non e` generalmente unica.
(Idea della dimostrazione). Sia Dom C′ = S 1 × S 2. C′ e` uniformemente continua nel suo
dominio e non decrescente in ciascuna sua “componente”, dunque e` possibile estendere C′ per
continuita` ad una funzione C′′ con dominio S1 ×S2.
C′′ e` una sub-copula. Il passo successivo consiste nell’estendere C′′ ad una funzione C con
dominio I2 nel modo seguente: per ogni coppia (a, b) in I2 prendiamo
C (a, b) = (1 − λ1) (1 − µ1) C′′ (a1, b1) + (1 − λ1) µ1 C′′ (a1, b2) +
+ λ1 (1 − µ1) C′′ (a2, b1) + λ1 µ1 C′′ (a2, b2) ,
(2.8)
dove, presi rispettivamente a1 e b1 i piu` piccoli degli a e b in S 1 ed S 2 ed a2 e b2 i piu` grandi




(a2 − a1) , se a1 < a2




(b2 − b1) , se b1 < b2
1 se b1 = b2
.
DomC = I2 e C soddisfa le proprieta` di copula. Per una dimostrazione piu` dettagliata si rimanda
[9]. 
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A questo punto siamo in grado di dimostrare il Teorema di Sklar:
Dimostrazione teorema di Sklar.
1. L’esistenza della copula C segue dai due lemmi precedenti.
2. Per ogni x, y ∈ R, sapendo che se H e` una funzione di ripartizione di un vettore aleatorio
reale X allora P (H (X) 6 H (x)) = P (X 6 x), possiamo dedurre che se X ha funzione di
ripartizione H, allora
H (x, y) = P (F (X) 6 F (x) ,G (Y) 6 G (y)) .
Per ipotesi F,G sono continue, dalla proprieta` (9) e dall’equazione (2.6) segue che la
funzione di ripartizione di (F (x) ,G (y)) e` una copula, la quale denotiamo con C e da`
l’identita` (2.7) dell’enunciato.
Se nell’uguaglianza (2.7) poniamo x = F← (u) e y = G← (v), e la proprieta` (8) dell’inversa
generalizzata, otteniamo
C (F (x) ,G (y)) = C (u, v) = H
(
F← (x) ,G← (y)
)
(2.9)
che da` una rappresentazione esplicita di C in termini di H e delle sue funzioni di riparti-
zione marginali, e quindi e` unica.
3. Supponiamo ora che C sia una copula e che F (x) ,G (y) siano funzioni di ripartizione
univariate. Costruiamo un vettore aleatorio con funzione di ripartizione (2.7) prenden-
do U come vettore casuale con distribuzione C e definendo X := (F← (U1) ,G← (U2)).
Sfruttando la proprieta` (4) si verifica che
P (X 6 x,Y 6 y) = P
(
F← (U1) 6 x,G← (U2) 6 y
)
= P (U1 6 F (x) ,U2 6 G (y)) = C (F (x) ,G (y)) .

Dunque, il teorema di Sklar oltre a mostrare come la funzione di ripartizione congiunta H si
ottenga unendo le funzioni di ripartizione marginali con una copula C e come, viceversa, questa
possa essere ottenuta da funzioni di ripartizione multivariate grazie a funzioni di ripartizione
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marginali continue, il teorema mostra anche come le copule siano dipendenti da una scala quan-
tile, dato che C (u1, u2) e` la probabilita` congiunta che X sia inferiore al quantile di ordine u1 ed
Y sia inferiore al quantile di ordine u2.
Definizione 2.6. Sia X un vettore aleatorio con funzione di ripartizione congiunta F e funzio-
ni di ripartizione marginali F1, . . . , Fm. Allora la copula di F (o X) e` la distribuzione C di
(F1 (X1) , . . . , Fm (Xm)).
Vediamo che una proprieta` utile delle copule di una distribuzione risulta essere la sua invarianza
per trasformazioni strettamente crescenti delle distribuzioni marginali.
Proposizione 2.1. Sia (X1, . . . , Xm) un vettore aleatorio con funzioni di ripartizione marginali
continue e copula C e siano T1, . . . ,Tm funzioni strettamente crescenti.
Allora anche (T1 (X1) , . . . ,Tm (Xm)) ha copula C.
Dimostrazione. Per prima cosa mostriamo che la variabile aleatoria trasformata Ti (Xi) ha di-
stribuzione di probabilita` continua F˜i (y) := Fi ◦T←i (y). Per vedere questo osserviamo che dalla
proprieta` (8) segue
F˜i (y) = P
(




T←i ◦ Ti (Xi) ≤ T←i (y)
)
.
T←i e` una funzione crescente ma non strettamente crescente e, sapendo che P (F (x) ≤ F (x)) =
P (X ≤ x), possiamo dedurre che
F˜i (y) = P (Ti (Xi) ≤ y) + P
(





Xi = T←i (y) ,T (Xi) > y
)
e` nulla poiche´ le Fi sono continue. Ora, data C copula di X,
possiamo calcolare
C (u1, . . . , um) = P (F1 (X1) ≤ u1, . . . , Fm (Xm) ≤ um)
= P
(
F˜1 (T1 (X1)) ≤ u1, . . . , F˜m (Tm (Xm)) ≤ um
)
,
perche´ F˜i ◦ Ti (x) = Fi ◦ T←i ◦ Ti (x) = Fi (x). Segue, quindi, dalla definizione (2.6) che C e` una
copula anche per (T1 (X1) , . . . ,Tm (Xm)). 
Oltre alla proprieta` data dalla proposizione precedente, presentiamo ora un altro risultato. Si
osserva che, per ogni copula C, abbiamo un limite inferiore ed un limite superiore detti limiti di
Freche´t.
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Definizione 2.7. Per ogni vettore u = (u1, . . . , um) ∈ [0, 1]m definiamo le funzioni
W (u) = max
 m∑
i=1
ui + 1 − m, 0
 (2.10)
e
M (u) = min{u1, . . . , um} (2.11)
rispettivamente, limite inferiore e limite superiore di Freche´t.
Teorema 2.2. Sia C : [0, 1]m → [0, 1] una copula e siano u un vettore , M (u) e W (u) come
introdotti nella definizione precedente. Allora per ogni copula C (u), si ha
W (u) ≤ C (u) ≤ M (u) (2.12)
Dimostrazione. Per il limite superiore, si ha per ogni i la seguente relazione:
⋂
1≤ j≤m{U j ≤ u j} ⊂
{Ui ≤ ui} da cui segue
C (u1, . . . , um) = P ((U1 ≤ u1) ∩ . . . ∩ (Um ≤ um))
≤ min
1≤i≤m{ui} ≤ P (Ui ≤ ui) .
Viceversa, per il limite inferiore sappiamo che




















ui + 1 − m, 0}.

In particolare, per una funzione di ripartizione multivariata F, con funzioni di ripartizione




Fi (xi) + 1 − m, 0
 ≤ F (x) ≤ min {F1 (x1) , . . . , Fm (xm)} .
Operando con variabili aleatorie, a volte, puo` risultare conveniente fare riferimento alla soprav-
vivenza di un dato evento piuttosto che all’evento “perdita” dello stesso evento. La rappresenta-
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zione di una distribuzione di probabilita` tramite la copula e le funzioni di ripartizione marginali
prescinde dalla specifica distribuzione di probabilita`; poiche´ anche la funzione di sopravvivenza
e` una distribuzione di probabilita`, essa stessa puo` essere esplicitata univocamente attraverso le
funzioni di ripartizione marginali e una copula. Dunque e` possibile applicare il teorema (2.1)
anche a funzioni di sopravvivenza multivariate.
Sia X un vettore aleatorio con funzione di sopravvivenza F¯, distribuzioni marginali F1, . . . , Fm
e funzioni di sopravvivenza marginali F¯1, . . . , F¯m. Vale allora la seguente identita`
F¯ (x1, . . . , xm) = Cˆ
(
F¯1 (x1) , . . . , F¯m (xm)
)
per una copula Cˆ, nota come copula di sopravvivenza (da non confondere con funzioni di soprav-
vivenza di copule che non sono delle copule). Poiche´ le copule sono distribuzioni multivariate
queste hanno funzioni di sopravvivenza.
Sia C¯ una funzione di sopravvivenza. Se u ha distribuzione di probabilita` C e la copula di
sopravvivenza di C e` Cˆ, allora avremo
C¯ (u1, . . . , um) = P (U1 > u1, . . . ,Um > um)
= P (1 − U1 ≤ 1 − u1, . . . , 1 − Um ≤ 1 − um)
= Cˆ (1 − u1, . . . , 1 − um) .
Avendo mostrato le copule come funzioni di ripartizione multivariate e` immediato introdurre il
concetto di densita` delle copule e di funzioni di ripartizione marginali condizionate.
Le copule, pero`, non sempre hanno densita` congiunta dato che non sempre siamo in presenza di
funzioni assolutamente continue.
In tal caso la loro densita` e` data da
c (u1, . . . , um) =
∂C (u1, . . . , um)
∂u1 · · · ∂um .
Nel caso in cui si e` in presenza di una copula di una funzione di ripartizione congiunta as-
solutamente continua F con funzioni di ripartizione marginali continue, strettamente crescenti
F1, . . . , Fm avremo C (u1, . . . , um) = F
(




e dunque la densita` che si ottiene
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e`c (u1, . . . , um) =
∂mF
(




∂u1 · · · ∂um
= f
(
























dove f e` la densita` congiunta di F, f1, . . . , fm le densita` marginali e F−11 , . . . F
−1
m le funzioni
inverse delle funzioni di ripartizione marginali.
A partire dalla definizione di copula stessa e applicando il teorema di Sklar e` possibile definire
le funzioni di ripartizione di copule condizionali.
Per semplicita` di notazione vediamo il caso m = 2. Siano F1 e F2 funzioni di ripartizione
rispettivamente di Xi|W per i = 1, 2 e sia F la funzione di ripartizione condizionale congiunta di
X|W, dove X = (X1, X2) ha copula condizionale C. Avremo dunque
F (x1, x2|w) = C (F1 (x1|w) , F2 (x2|w) |w) .
Esempio 2.2. Consideriamo il vettore U = (U1,U2) con copula bidimensionale C. Allora
avremo
CU2 |U1 (u2|u1) = P (U2 ≤ u2|U1 = u1)
= lim
δ→0
P (U2 ≤ u2, u1 + δ ≤ U1 ≤ u1 + δ)
P (u1 + δ ≤ U1 ≤ u1 + δ)
= lim
δ→0





C (u1, u2) .
Questo ci permette di dire che le funzioni di ripartizione condizionate possono essere calcolate
a partire dall’espressione della copula stessa.
Diamo qui un’interpretazione nella gestione del rischio per le funzioni di ripartizione condizio-
nate. Supponiamo di avere un rischio rappresentato dalle due variabili aleatorie X1, X2 che abbia
copula C. Allora 1 − CU2 |U1 (q|p) e` la probabilita` che X2 superi il suo quantile di ordine q dato
X1 che raggiunge il suo quantile di ordine p.
Concludiamo il paragrafo parlando brevemente dei concetti di copule radialmente simmetriche
e di copule scambiabili.
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Definizione 2.8. Un vettore aleatorio X (o la sua funzione di ripartizione congiunta) e` radial-
mente simmetrico rispetto ad un vettore di numeri reali a se
X − a d= a − X,
dove d= indica l’uguaglianza in distribuzione.
Proposizione 2.2. Se U ha funzione di ripartizione C, dove C e` una copula, allora l’unico centro
di simmetria e` (0.5, . . . , 0.5). Allora C e` radialmente simmetrica se (U1 − 0.5, . . . ,Um − 0.5) d=
(0.5 − U1, . . . , 0.5 − Um)⇔ U d= 1 − U.
Definizione 2.9. Un vettore aleatorio X si dice scambiabile se




Xσ(1), . . . , Xσ(m)
)
per ogni permutazione σ dell’insieme {1, ...,m}.
Definizione 2.10. Sia U un vettore aleatorio uniforme scambiabile. Allora una copula C e` detta
scambiabile se e` una copula simmetrica, ovvero se
C (u1, . . . , um) = C
(
uΠ(1), . . . , uΠ(d)
)
per tutte le possibili permutazioni dell’argomento di C.
2.3 Esempi di copule
Per comprendere meglio il significato delle copule, riportiamo qui di seguito alcuni esempi,
anche se tuttavia non tutte hanno applicazioni pratiche in quanto si basano su ipotesi troppo
restrittive, non in linea con le leggi di mercato.
2.3.1 Copula d’indipendenza
Definizione 2.11. Una copula Π (u1, . . . , um) e` detta copula d’indipendenza se




Essa si basa sull’ipotesi d’indipendenza tra le variabili aleatorie di cui si vuole trovare la struttura
multivariata.
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Se X e` un vettore aleatorio di dimensione m con funzione di ripartizione congiunta F e funzioni
di ripartizione marginali F1, . . . , Fm avremo dunque




Questo vuol dire che le componenti del vettore sono indipendenti se e solo se la copula del
vettore e` data da (2.13). Nella gestione del rischio non ha molto senso prendere le variabili
aleatorie indipendenti.
Figura 2.2: Copula d’indipendenza
2.3.2 Copula comonotona
Definizione 2.12. Si definisce copula comonotona la copula data dalla funzione
M (u) = min{u1, . . . , um}. (2.14)
Si osservi che si definisce la copula monotona usando la funzione definita in (2.11). Tale copula e`
la funzione di ripartizione congiunta del vettore (U, . . . ,U), dove U ∼ U (0, 1) e viene utilizzata
nel caso di perfetta dipendenza (positiva) delle variabili aleatorie X1, . . . , Xm.
Se consideriamo Xi = Ti (X1) per ogni i = 2, . . . ,m con Ti funzioni strettamente crescenti per
ogni i, avremo allora che la funzione di ripartizione di ogni variabile aleatoria Xi sara`
Fi (Xi) = F1 ◦ T−1i (X1) = F1 ◦ T−1i ◦ Ti (Xi)
da cui la copula di X = (X1, . . . , Xm) sara`
F (x1, . . . , xm) = M (F1 (x1) , . . . , Fm (xm)) = min{F1 (x1) , . . . , Fm (xm)}.
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Figura 2.3: Copula comonotona
2.3.3 Copula contromonotona
Come per la monotonicita`, e` possibile descrivere la relazione tra due variabili aleatorie X1, X2
nel caso di perfetta dipendenza negativa.
Definizione 2.13. Si definisce copula contromonotona la copula data dalla funzione
W (u) = max{u1 + u2 − 1, 0}. (2.15)
Si osservi che anche qui si definisce la copula usando la funzione definita in (2.10) preso m = 2.
Vediamo che per m > 2 W non e` una copula.




]3 ⊂ [0, 1]3. Se W (u) = max{u1 +u2 +u3−2, 0}
fosse una copula, presi due vettori aleatori X = (0.5, 0.5, 0.5) e Y = (0.9, 0.9, 0.9) avremmo che
PW (X,Y) = max{3 ∗ 0.9 − 2, 0}+
− 3 max{2 ∗ 0.9 + 0.5 − 2, 0}+
+ 3 max{0.9 + 2 ∗ 0.5 − 2, 0}+
−max{3 ∗ 0.5 − 2, 0}
= −0.2
W (u) in questo caso e` la funzione di ripartizione congiunta del vettore (U, 1 − U) dove U ∼
U (0, 1).
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Se due variabili aleatorie rappresentano importi aleatori di danno, il caso di contromonotonicita`
rappresenta la situazione “meno rischiosa” (se un importo e` alto e l’altro e` relativamente basso)
e quello di comonotonicita` rappresenta la situazione “piu` rischiosa” (se un importo e` alto, lo e`
anche l’altro).
Si puo` osservare pero` che con particolari indici di rischio, come il VaR, non e` detto che il caso
di comonotonicita` sia la situazione “piu` rischiosa”.




Un problema che generalmente si affronta trattando le copule e` quello di descrivere le relazioni
di dipendenza tra le variabili. Nel presente capitolo verranno trattate innanzitutto le misure di
dipendenza piu` note, per poi trattare successivamente le copule Ellittiche e le copule Archime-
dee. Queste ultime sono le piu` utilizzate perche´ permettono di modellizzare la dipendenza in
dimensioni arbitrariamente grandi con un solo parametro.
3.1 Concordanza e misure di dipendenza
Abbiamo introdotto grazie al teorema di Sklar che le copule si ottengono dalle funzioni di ripar-
tizione marginali e dalla loro struttura di dipendenza che ora qui affronteremo. Introdurremo le
principali misure di dipendenza tra le variabili aleatorie, tra cui la dipendenza perfetta di varia-
bili aleatorie, la correlazione lineare (gia` enunciata nel capitolo precedente, di cui riprenderemo
le principali proprieta`) e le misure basate sul rango dei dati (Tau di Kendall e Rho di Spearman).
Infine ci concentreremo sul concetto di dipendenza di code delle variabili aleatorie per quanto
riguarda le copule.
3.1.1 Dipendenza perfetta
Definizione 3.1. Preso un vettore X di m variabili aleatorie X1, . . . ,Xm, esse si dicono comono-
tone se ammettono come copula la copula comonotona M (u) = min{u1, . . . , um}.
Proposizione 3.1. X1, . . . ,Xm variabili aleatorie sono comonotone se e solo se
(X1, . . . ,Xm)
d
= (ν1 (Z) , . . . , νm (Z))
per qualche variabile aleatoria Z e ν1, . . . , νm funzioni crescenti.
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In paricolare, se le variabili aleatorie hanno funzioni di ripartizione marginali continue, allora
esse sono comonotone se e solo se per ogni coppia (i, j) si ha X j = T ji (Xi) quasi certamente per
qualche trasformazione crescente T ji.
Una proprieta` dei rischi comonotoni e` che i loro quantili sono additivi.
Definizione 3.2. Due variabili aleatorie X1, X2 si dicono contromonotone se ammettono come
copula la copula contromonotona
W (u1, u2) = max{u1 + u2 − 1, 0}.
Proposizione 3.2. Due variabili aleatorie X1, X2 sono contromonotone se e solo se
(X1, X2)
d
= (ν1 (Z) , ν2 (Z))
per qualche variabile aleatoria Z con ν1 funzione crescente e ν2 funzione decrescente, o vicever-
sa.
In particolare, se X1, X2 sono variabili aleatorie continue, allora la contromonotonicita` e` equiva-
lente a X2 = T (X1) quasi certamente per qualche funzione decrescente T.
3.1.2 Correlazione lineare
Nella sezione 2.1 abbiamo definito la covarianza di due variabili aleatorie e la relativa correla-
zione che puo` intercorrere tra le due, definendo il coefficiente di correlazione ρ (X,Y) che risulta
essere l’indicatore tipico di dipendenza.
Se le variabili aleatorie sono indipendenti, allora la correlazione e` nulla, mentre il viceversa non e`
generalmente vero. Quindi, tale coefficiente e` in grado di identificare univocamente correlazioni
lineari tra le variabili.
La correlazione di due rischi non dipende solo dalla loro copula, ma e` anche legato alle funzioni
di ripartizione marginali degli stessi rischi e questo impone alcune costrizioni nel valutare la
correlazione da poter considerare.
Per aggregare distribuzioni non gaussiane (come nel caso di perdite derivanti da rischi operativi),
vengono utilizzate altre misure di dipendenza, basate sul rango.
Concludiamo la sezione mostrando come il coefficiente di correlazione lineare e` stimato parten-
do da x1, . . . , xm e y1, . . . , ym osservazioni indipendenti e identicamente distribuite delle variabili
aleatorie X,Y con la seguente espressione:
ρˆX,Y =
∑m
i=1 (xi − x) (yi −y)√∑m




dove x,y indicano le medie campionarie delle due variabili aleatorie.
3.1.3 Tau di Kendall
La funzione Tau di Kendall consiste nel misurare il grado di relazione che intercorre tra due
vettori aleatori basato sul rango dei dati, ovvero sulla loro cardinalita` nel vettore di osservazio-
ni ordinato in maniera crescente. Basta quindi conoscere l’ordine del campione per ciascuna
variabile d’interesse e non i valori reali che essi assumono.
La principale ragione pratica del guardare la Tau di Kendall (come la funzione Rho di Spearman)
e` che puo` essere usata per calibrare le copule ai dati empirici. Infatti, essendo funzione diretta
delle copule, la Tau di K. ha proprieta` piu` interessanti rispetto alla correlazione lineare.
Dato un vettore (x1, . . . , xm) il rango della i-esima osservazione e` definito come












e` la funzione indicatrice che vale 1 in x j e 0 negli altri punti dell’intervallo,
assumendo per semplicita` che non esistano ripetizioni tra i dati.
Siano X′, Y ′ due variabili aleatorie indipendenti da X,Y e identicamente distribuite ad esse.
La Tau di K. puo` essere intesa come una misura di concordanza (del segno) dei due vettori
(X,Y) , (X′,Y ′). Dunque se esiste correlazione positiva, il prodotto (X − X′) (Y − Y ′) avra` segno
positivo, ovvero i due vettori saranno concordanti: all’aumentare del primo, si ha un aumento
dell’altro; mentre in caso di correlazione negativa, il prodotto sara` minore di zero.
Definizione 3.3. Dati due vettori aleatori indipendenti (X1, X2) , (Y1,Y2) con la stessa distribu-
zione di probabilita`, si definisce il coefficiente Tau di Kendall
ρτ (X,Y) = E
(
sign (X1 − Y1) (X2 − Y2)) . (3.2)
Per m > 2 avremo
ρτ (X,Y) = Cov
(
sign (X − Y)) . (3.3)







) − (# coppie discordanti)] ,
dove il coefficiente binomiale rappresenta il numero di coppie totali.
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Questo e` utile per testare la dipendenza tra le variabili aleatorie, conoscendo la distribuzio-
ne dello stimatore e, nell’ambito della modellizzazione con le copule, e` possibile effettuare
dei test di “stress”su ρτ (prendendone ad esempio un percentile elevato) e osservare l’effetto
sull’aggregazione tra le variabili aleatorie.
Sebbene l’interesse maggiore nell’ambito della modellizzazione con le copule sia arrivare a defi-
nire la struttura multivariata a partire dalla correlazione e dalle funzioni di ripartizione marginali,
e` anche possibile ricavare la Tau di K. a partire dalla copula stessa.
Proposizione 3.3. Sia X = (X1, X2) un vettore di due variabili aleatorie con funzioni di riparti-
zione marginali continue e aventi copula C. Allora
ρτ (X1, X2) = 4
1x
0
C (u1, u2) dC (u1, u2) − 1. (3.4)
Dimostrazione. E’ possibile definire ρτ in modo equivalente all’equazione (3.2) nel modo se-
guente:
ρτ (X1, X2) = P ((X1 − Y1) (X2 − Y2) > 0) − P ((X1 − Y1) (X2 − Y2) < 0) (3.5)
che per la scambiabilita` delle coppie (X1, X2) e (Y1,Y2), si puo` scrivere come
P ((X1 − Y1) (X2 − Y2) > 0) + P ((X1 − Y1) (X2 − Y2) < 0) − 1 =
= 2P ((X1 − Y1) (X2 − Y2) > 0) − 1
= 2 [P (X1 < Y1, X2 < Y2) + P (X1 < Y1, X2 < Y2)] − 1
= 4P (X1 < Y1, X2 < Y2) − 1 (∗)
Sapendo che P (X1 < Y1, X2 < Y2) = E (P (X1 < Y1, X2 < Y2|Y1 = y1,Y2 = y2)), allora e` possibile
scrivere (∗) come




P (X1 < x1, X2 < x2) dF (x1, x2) − 1




C (F1 (x1) , F2 (x2)) dC (F1 (x1) , F2 (x2)) − 1
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dove u1 = F1 (x1) e u2 = F2 (x2). 
3.1.4 Rho di Spearman
Un’altra misura di correlazione per ranghi , che viene usata alternativamente a ρτ e` la funzione
Rho di Spearman (ρS ). Essa e` fortemente legata alle copule, in quanto misura la correlazione tra
i livelli dei quantili corrispondenti alle osservazioni.
Definizione 3.4. Sia X = (X1, X2) un vettore aleatorio e siano X1, X2 con funzioni di ripartizione
marginali F1, F2. Allora si definisce il coefficiente Rho di Spearman
ρS (X1, X2) = ρ (F1 (X1) , F2 (X2)) , (3.6)
dove ρ indica la correlazione lineare.
Per il calcolo di ρS a partire dai dati si considerano le funzioni di ripartizione, valutate nelle
osservazioni della variabile, che hanno distribuzione uniforme. Quindi, date le osservazioni
(x11, . . . , x1m) e (x21, . . . , x2m), il coefficiente si calcola utilizzando al posto delle osservazioni i
ranghi (3.1).
Siano ri = rank (x1i) e si = rank (x2i) per i = 1, . . . ,m. Allora
ρˆS (X1, X2) =
∑m
i=1 (ri − r) (si − s)√∑m
i=1 (ri − r)2
∑m
i=1 (si − s)2
dove r,s sono le medie dei ranghi delle osservazioni (pari a
m (m + 1)
2
nel caso in cui non ci siano
osservazioni con lo stesso valore).
Anche la Rho di S., puo` essere ricavata dalla distribuzione della copula:
Proposizione 3.4. Sia X = (X1, X2) un vettore di due variabili aleatorie con funzioni di riparti-
zione marginali continue e aventi copula C. Allora
ρS (X1, X2) = 12
1x
0
C (u1, u2) du1du2 − 3 = 12
1x
0
u1u2dC (u1, u2) − 3. (3.7)
Dimostrazione. Dalla definizione ρS (X1, X2) = ρ (F1 (X1) , F2 (X2)), dove Fi (Xi) e` funzione di
















E [F1 (X1) F2 (X2)] − 14
)
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F1 (X1) F2 (X2) dC (F1 (X1) , F2 (X2)) − 3
dove u1 = F1 (X1) e u2 = F2 (X2). 
Una categoria di copule che ben si adatta ad utilizzare tale coefficiente nei modelli di previsione
dei rischi, in particolare di quelli operativi, sono le copule ellittiche dato che riescono a mo-
dellizzare dipendenze di coda differenti per ogni coppia di variabili che compongono il vettore
multivariato.
3.1.5 Dipendenza di coda
Un’altra misura di dipendenza legata alle copule e` la dipendenza di coda (tail dipendence). Essa
viene usata per osservare la correlazione tra coppie di variabili aleatorie nelle code della relativa
distribuzione, ovvero per valori estremi, molto distanti dalla media.
Nel caso di correlazione dei valori delle code sinistre delle distribuzioni, la dipendenza di coda
inferiore si trova calcolando la probabilita` che la variabile X2 sia minore del quantile di ordine q,
condizionata al fatto che la variabile X1 e` inferiore al relativo quantile considerandone il limite.
Definizione 3.5. Siano X1, X2 due variabili aleatorie con funzione di ripartizione rispettivamente
F1, F2. Se esiste λl ∈ [0, 1], si definisce coefficiente di dipendenza di coda inferiore
λl (X1, X2) = lim
q→0+ P
(
X2 ≤ F←2 (q) |X1 ≤ F←1 (q)
)
. (3.8)
Analogamente si ha la definizione di dipendenza di coda superiore:
Definizione 3.6. Siano X1, X2 due variabili aleatorie con funzione di ripartizione rispettivamente
F1, F2. Se esiste λu ∈ [0, 1], si definisce coefficiente di dipendenza di coda superiore:
λu (X1, X2) = lim
q→1− P
(




Nella gestione dei rischi operativi osservare la correlazione delle code superiori delle distribu-
zioni permette di capire maggiormente il capitale da allocare (calcolato tramite il VaR, che e`
appunto un quantile elevato della distribuzione congiunta delle classi di rischio).
Come per ρS e ρτ, e` possibile descrivere λl e λu in funzione della copula C, definita da F1 ed F2.















e, sapendo che F (x1, x2) = Cˆ
(
F1 (x1) ,F2 (x2)
)
e` la copula di sopravvivenza di C,
λu = lim
q→1−







Si osservi che le correlazioni date dalla dipendenza delle code, come quelle per ranghi, non sono
stimabili esplicitamente dai dati, quindi non possono essere usate per costruire la copula, ma per
valutarne la bonta`.
Ad esempio, per la coda superiore, si fissa un quantile sufficientemente alto e si considera la
percentuale di coppie di osservazioni in cui entrambi le variabili aleatorie sono superiori al
quantile scelto, confrontando questa quantita` con il valore teorico che dipende dalla struttura
multivariata stessa.
3.2 Le copule Ellittiche
Una importante classe di distribuzioni multivariate, anche per i legami che presenta con il coef-
ficiente di correlazione, e` quella delle distribuzioni multivariate sferiche ed ellittiche. Le di-
stribuzioni sferiche sono una generalizzazione della distribuzione normale standard multivaria-
ta, interpretabili come misture di distribuzioni uniformi su sfere di differente raggio in Rm, in
particolare sono distribuzioni simmetriche di vettori aleatori incorrelati di media nulla.
Prima di analizzare alcune classi particolari di copule ellittiche, per completezza, ricordiamo
quando un vettore ha distribuzione sferica.
Definizione 3.7. Un vettore aleatorio X ha una distribuzione sferica se ZX = X, per ogni vettore
Z tale che ZT Z = ZZT = Im.
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3.2.1 Copula Normale o di Gauss
La copula Normale e` la copula associata alla distribuzione normale multidimensionale.
Definizione 3.8. Sia X un vettore aleatorio di dimensione m con distribuzione di probabilita`
Nm (0, P), dove P e` la matrice di correlazione m×m , diagonale definita positiva con diag P = 1




e sia ΦP la sua funzione di ripartizione congiunta.
Allora si definisce copula Normale:
C (u1, . . . , um; P) = ΦP
(
Φ−1 (u1) , . . . ,Φ−1 (um)
)
, (3.10)
dove Φ−1 denota l’inversa della funzione di ripartizione della normale standard di dimensione
uno.
Utilizzando la relazione che lega la densita` congiunta, le densita` marginali e la densita` della
copula


























dove | P | indica il determinante della matrice di correlazione, da cui segue
c (u1, . . . , um) =
1














φ−1 (u1) , . . . , φ−1 (um)
)T
e I e` la matrice identica di dimensione m × m.
In genere, la copula Normale ben si presta ai calcoli. Infatti, ad esempio, preso X vettore














e la dipendenza di coda sara` data da
λ = λU = λL =
0 se ρ < 11 se ρ = 1
La funzione Tau di K. e la funzione Rho di S. seguono immediatamente dalle proposizioni
(3.3) e (3.4), mentre per i coefficienti di coda inferiore e superiore e` sufficiente osservare che
entrambi hanno lo stesso comportamento in quanto la distribuzione normale gode della proprieta`
di simmetria radiale e che la copula normale e` scambiabile (ovvero le marginali condizionate
hanno la stessa distribuzione), quindi
λ = 2 lim
q→0+ P
[
U2 ≤ q | U1 = q] .
Definito (X1, X2) =
(
φ−1 (U1) , φ−1 (U2)
)
, avremo dunque
λ = 2 lim
q→0+ P
[
φ−1 (U2) ≤ φ−1 (q) | φ−1 (U1) = φ−1 (q)
]
= 2 lim
x→−∞P [X2 ≤ x | X1 = x] ,
posto x = φ−1 (q). (X2 | X1 = x) e` distribuito come una distribuzione normale di parametro(
ρx, 1 − ρ2
)
, allora, se ρ < 1, si ha
λ = 2 lim
x→−∞ φ
 x − ρx√
1 − ρ2
 = 2 limx→−∞ φ
 x √1 − ρ√
1 + ρ
 = 0.
Cio` vuol dire che non c’e` correlazione tra i quantili estremi delle distribuzioni marginali.
Figura 3.1: Copula Normale
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3.2.2 Copula Normale con Mistura
Una distribuzione normale con mistura e` la distribuzione del vettore aleatorio
X d= f (W) + WZ,
dove f (W) ∈ Rm,W ≥ 0 e` una variabile aleatoria e Z e` un vettore aleatorio con distribuzione di
probabilita` N (0,Σ) indipendente da W.







1, allora X ha distribuzione di probabilita` t di
Student.
La distribuzione normale con mistura, dove f (W) = µ + Wγ, dove γ = (γ1, γn) ha almeno una
componente distinta dalle altre, e` una distribuzione normale con mistura non scambiabile e γ e`
chiamato parametro di asimmetria.
Si noti che i valori negativi di γ producono un maggior livello di dipendenza di coda per
“rendimenti” negativi congiunti.
La copula di una distribuzione normale con mistura e` dunque una copula normale con mistura.
Se consideriamo una coppia di variabili aleatorie uniformi (U1,U2) la cui distribuzione C (u1, u2)
e` una copula normale con mistura, avremo in tal caso che C e` una copula radialmente simmetrica,
quindi i coefficienti di coda inferiore e superiore si comportano alla stessa maniera e
λ = 2 lim
q→0+ P
(U2 ≤ q | U1 = q) .
Mentre la relazione tra la Tau di K. e la correlazione lineare ρ mostrata per una copula normale,
generalmente continua a valere per tutte le distribuzioni normali con mistura.
Quando parliamo di una copula normale con mistura “grouped” non si intende, invece, la copula
di una distribuzione normale con mistura, ma piuttosto un modo di “mettere insieme” un gruppo
di copule normali con mistura.
L’idea e` quella di costruire una copula per un vettore aleatorio X per cui alcuni “sottovettori” di
X abbiano copula t di Student2 ma con differenti livelli di coefficienti di dipendenza di coda.
Creiamo una distribuzione usando una generalizzazione della costruzione X =
√
WZ. Piuttosto
che moltiplicare tutte le componenti di un vettore normale correlato Z con la radice di una
singola variabile W con distribuzione inversa Γ, abbiamo moltiplicato differenti “sottogruppi”















e` la distribuzione gamma inversa.
2una copula t di Student e` data da Ctν,P = tν,P
(




, dove tν e` la distribuzione di probabilita` t
di dimensione uno, tν,P e` la distribuzione di probabilita` congiunta del vettore X ∼ tm (ν, 0, P) e P e` la matrice di
correlazione.
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Come la copula t, anche una copula t “grouped” e` abbastanza semplice da simulare e quindi da
utilizzare negli studi dei rischi con le simulazioni di Monte Carlo.
3.3 Le copule Archimedee
Le copule Archimedee sono un’importante classe di funzioni il cui utilizzo e` largamente diffuso
soprattutto grazie alla semplicita` con la quale possono essere derivate, alla grande varieta` di
funzioni appartenenti a questa classe e alle proprieta` di cui godono, tra cui la simmetria e la
proprieta` associativa.
Fanno parte della famiglia delle copule Archimedee numerose classi di copule parametriche che
forniscono una vasta gamma di differenti strutture di dipendenza. Diversamente dalle copule
esaminate sino ad ora, le copule Archimedee non sono ricavate da distribuzioni multivariate
attraverso il teorema di Sklar. Da cio` ne segue che l’estensione della copula bivariata al caso di
dimensione m non e` sempre scontata, ma anzi richiede la verifica di alcune condizioni tecniche.
Nel caso di dimensione 2, la costruzione di una copula Archimedea si basa sulla possibilita`
di scindere la distribuzione congiunta H nelle due distribuzioni marginali F e G tramite una
funzione λ (t), positiva nell’intervallo [0, 1], ovvero λ (H (x1, x2)) = λ (F (x1)) λ (G (x2)). Po-
nendo poi ϕ (t) = − ln (λ (t)), funzione generatrice della copula, la relazione si trasforma in
ϕ (H (x1, x2)) = ϕ (F (x1)) + ϕ (G (x2)) e in termini di copule ϕ (C (u, v)) = ϕ (u) + ϕ (v).
Utilizzando la funzione pseudo-inversa ϕ[−1]3, una condizione necessaria e sufficiente affinche´
C (u, v) = ϕ[−1] (ϕ (u) + ϕ (v)) (3.11)
sia una copula e` che ϕ sia una funzione convessa.
Le copule che possono essere espresse come in (3.11) si definiscono copule Archimedee e la
funzione ϕ si chiama funzione generatrice. Per il caso di dimensione m si rimanda a Nelsen [9].
Un’utile relazione che caratterizza le copule Archimedee e` quella che lega la Tau di K. con la
funzione generatrice ϕ. Se X1, X2 sono variabili aleatorie continue con unica funzione di copula
Archimedea C e funzione generatrice ϕ, allora






Cio` implica che per le copule archimedee di ogni ordine e` ammissibile un unico grado di
correlazione di rango.
Anche la dipendenza sulle code trova un’espressione in termini dei generatori.
3ϕ[−1] (t) = ϕ−1 (t) se t ∈ [0, ϕ (0)] e ϕ[−1] (t) = 0 se t > ϕ (0) .
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Figura 3.2: Copula di Gumbel
Teorema 3.1. Sia C una copula archimedea avente funzione generatrice ϕ. Allora











Le copule Archimedee maggiormente studiate e impiegate nella pratica sono quelle appartenenti
alle famiglie di Gumbel, di Clayton e di Frank. Di seguito parleremo delle prime due.
3.3.1 Copula di Gumbel
La funzione generatrice di questa classe di copule e` ϕ (t) = (− ln t)θ con θ ≥ 1. Dall’equazione
(3.11) si ricava che









Questa famiglia di copule ammette coefficiente di dipendenza di coda superiore; si ha infatti,








θ−1 exp{−t 1θ }
θ
,
con ϕ−1′ (0) = −∞ e dunque, utilizzando l’equazione (3.12), si ottiene




= 2 − 2 1θ lim
t→0+
exp{− (2t) 1θ }
exp{− (t) 1θ }
= 2 − 2 1θ
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Data la caratteristica di esaltare le dipendenze sulla coda destra, la copula di Gumbel risulta
particolarmente indicata per descrivere fenomeni legati a rischi catastrofici.
3.3.2 Copula di Clayton
La funzione generatrice di questa classe di copule e` ϕ (t) = (t
−θ−1)
θ , con θ ≥ −1 e θ , 0. Ne segue
la copula di Clayton:
CClθ (u, v) = max
([





L’espressione della Tau di K. e` θθ+2 e restringendosi alla situzione θ > 0 la copula di Clay-
ton ammette coefficiente di dipendenza di coda inferiore; si ha infatti, data la funzione inversa
ϕ−1 (t) = (1 + θt)−
1
θ , che
ϕ−1′ (t) = − (1 + θt)− θ+1θ ,
da cui, per la (3.13), otteniamo che














Nel presente capitolo si descrivono alcuni algoritmi per le simulazioni delle copule, riprendendo
quelle definite nel capitolo precedente, successivamente si affronta il problema delle copule su
dati sperimentali, in cui vengono evidenziati i diversi metodi di stima dei parametri, e infine si
conclude con un esempio tratto da dati reali.
4.1 Simulazioni di copule e Meta Distribuzioni
Per la costruzione di distribuzioni multivariate, con funzioni di ripartizione marginali arbitrarie e
copule e` possibile sfruttare l’inverso del teorema di Sklar. Dal teorema sappiamo che se data una
copula C e funzioni di ripartizione marginali F1, . . . , Fm, allora F (x) = C(F1(x1), . . . , Fm(xm))
definisce una distribuzione multivariata con funzioni di ripartizione marginali F1, . . . , Fm.
Si consideri, ad esempio, la costruzione di una distribuzione con la copula di Gauss ma con fun-
zioni di ripartizione marginali arbitrarie; tale modello e` noto come distribuzione meta-gaussiana.
Nell’area di rischio di credito la copula di Gauss viene usata per unire insieme le marginali espo-
nenziali e ottenere un modello per i tempi predefiniti di aziende quando questi tempi predefiniti
sono considerati dipendenti.
Allo stesso modo, si possono costruire altre meta-distribuzioni, come una meta-tν distribuzione
che ha la copula t e funzioni di ripartizione marginali arbitrarie.
Se possiamo generare un vettore X con funzione di ripartizione F, possiamo trasformare ogni
componente con le sue funzioni di ripartizione marginali per ottenere un vettore
U = (U1, . . . ,Um) = (F1 (X1) , ..., Fm (Xm))
con funzione di ripartizione C, la copula di F.
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Particolari esempi sono dati nei seguenti algoritmi; per prima cosa si puo` simulare una distribu-
zione normale multivariata con il seguente algoritmo:
Algoritmo 4.1 (Simulazione di una distribuzione normale multivariata).
1. Eseguire una decomposizione di Cholesky della matrice di correlazione Σ (definita positi-
va), per ottenere il fattore di Cholesky Σ1/2 ;
2. Generare un vettore Z = (Z1, . . . ,Zm)′ di variabili normali standardizzate indipendenti;
3. Porre X = µ + Σ1/2 Z
Dopodiche´, e` possibile simulare una copula normale:
Algoritmo 4.2 (Simulazione della copula Normale).
1. Generare Z ∼ Nm (0, P) usando l’algoritmo precedente;
2. Restituire U = (Φ (Z1) , . . . ,Φ (Zm))′, dove Φ e` la funzione di ripartizione della distribu-
zione normale standard; allora il vettore casuale U ha come funzione di ripartizione la
copula di Gauss.
Supponiamo che il problema di generare U da una particolare copula sia stato risolto. L’in-
verso del teorema di Sklar ci mostra come possiamo campionare da meta distribuzioni inte-
ressanti che uniscano questa copula con una scelta arbitraria di funzioni di ripartizione mar-
ginali. Se U ha funzione di ripartizione C, usiamo la trasformazione quantile per ottenere
X =
(




, che e` un vettore casuale con funzione di ripartizioni margi-
nali F1, . . . , Fm e funzione di ripartizione congiunta C (F1 (x1) , . . . , Fm (xm)). Questa tecnica e`
estremamente utile nelle simulazioni del rischio con il metodo di Monte Carlo.
Per le copule Archimedee l’algoritmo di simulazione e` leggermente diverso, percio` definiamo la
trasformata di Laplace-Stieltjes.





e−txdG (x) , t ≥ 0. (4.1)
1la trasformata di Laplace-Stieltjes e` una trasformata integrale che ha caratteristiche molto simili alla trasformata
di Laplace: per funzioni a valori reali e` la trasformata di Laplace di una misura di Stieltjes, mentre in generale e`
solitamente definita su funzioni a valori in uno spazio di Banach.
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Se definiamo Gˆ (∞) := 0, si puo` osservare che Gˆ : [0,∞] → [0, 1] e` una funzione continua,
strettamente decrescente, con le proprieta` di completa monotonicita`.
Proposizione 4.1. Sia G una funzione di ripartizione su R+ tale che G (0) = 0 con trasformata
di Laplace-Stieltjes e si prenda Gˆ := 0. Sia V un vettore aleatorio con funzione di ripartizione
G e siano U1, . . . ,Um una sequenza di variabili aleatorie condizionalmente indipendenti dato V




, per u ∈ [0, 1]. Allora
P (U1 ≤ u1, . . . ,Um ≤ um) = Gˆ
(
Gˆ−1 (u1) , . . . , Gˆ−1 (um)
)
, (4.2)
cosı` che la funzione di ripartizione di U = (U1, . . . ,Um)′ e` una copula Archimedea con genera-
tore φ = Gˆ−1.
Tale risultato ci permette di vedere come le trasformate di Laplace-Stieltjes sono utilizzate per
costruire vettori casuali le cui distribuzioni sono copule multivariate Archimedee. Cosı` facendo,
ci rivelano anche come tali copule possono essere simulate.
Algoritmo 4.3 (Simulazione della copula di Clayton.).
1. Generare una variabile aleatoria V con funzione di ripartizione G tale che Gˆ,la trasformata
di L.-S. di G, sia la funzione inversa del generatore φ della copula richiesta;
2. Generare X1, . . . , Xm variabili indipendenti con distribuzione uniforme;

















, dove θ > 0. La funzione di ripartizione ha
trasformata di L. Gˆ (t) = (1 + t)−
1
θ come cercato.
Questo algoritmo puo` anche essere usato per simulare altre copule Archimedee, come la copula
di Clayton o la copula di Frank.
4.2 Copule adattate ai dati sperimentali
Uno dei problemi principali e` quello della stima dei parametri della funzione copula. A seconda
di quale particolare copula vogliamo andare ad analizzare, puo` risultare piu` conveniente usa-
re la stima empirica di entrambe le correlazioni per ranghi (Spearman o Kendall) per dedurre
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una stima per il parametro della copula. Nella sezione 3.1 abbiamo discusso gli stimatori di
distribuzioni bivariate.
Partiamo ora dal presupposto di avere vettori di dati X1, . . . ,Xm con una stessa funzione di
ripartizione F, che descrive le perdite finanziarie o fattori di rischio di rendimenti finanziari;
scriviamo Xt = (Xt,1, . . . , Xt,m)′ per un singolo vettore di dati e X = (X1, . . . , Xm)′ per un vettore
casuale generico con distribuzione F. Supponiamo inoltre che questa distribuzione sia continua
con funzioni di ripartizione marginali F1, . . . , Fm e quindi, per il teorema di Sklar, con unica
rappresentazione
F(x) = C(F1(x1), . . . , Fm(xm)).















: t = 1, . . . , n
}
, dove Fi,n indica la distribu-





per indicare il rango di Xt,i in X1,i, . . . , Xn,i (vale a dire la sua posizio-











































Xt,i − Xs,i) (Xt, j − Xs, j)) . (4.4)
Uno dei metodi in cui e` possibile utilizzare tali stime e` il metodo dei momenti: assumiamo che il
modello di popolazione sia descritto da una densita` fX (x; θ1, . . . , θM) dipendente da M parametri





(θ1, . . . , θM) , q = 1, . . . ,M
noti come assegnate funzioni degli M momenti incogniti.
Estratto dalla popolazione un campione di numerosita` m, consideriamo gli M momenti campio-
nari di ordine q. Indichiamo con g(q)m (x1, . . . , xm) le realizzazioni di questi M momenti campio-
nari, che possiamo calcolare utilizzando i dati xi. Imponendo che ciascuna realizzazione uguagli
il corrispondente momento della densita` teorica, si perviene al seguente sistema di M equazioni
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(θ1, . . . , θM) = g
(q)
m (x1, . . . , xm) , q = 1, . . . ,M
la cui soluzione (se esiste e se e` unica nello spazio dei parametri Θ) fornisce la stima degli M pa-
rametri incogniti, espressa in termini degli m dati osservati. Al posto di qualche momento cam-
pionario si puo` anche utilizzare, per migliorare l’approssimazione dei risultati, i corrispondenti
momenti campionari centrali, come per esempio la stima della varianza.
Esempio 4.1. Consideriamo la copula di Clayton Cθ di dimensione 2: in questo caso abbiamo
ρτ (X1, X2) = f (θ). Questo suggerisce che possiamo tarare la copula calcolando prima ρˆτ e




per θ, assumendo che θ sia un valore valido nell’intervallo
di definizione del parametro della copula. Avremo dunque
θˆ =
2ρˆτ
1 − ρˆτ .
Un altro metodo in cui possono essere utilizzate le stime ρˆS e ρˆτ e` la stima del parametro della
copula con il metodo della massima verosimiglianza.
In situazioni pratiche siamo raramente interessati solo alla copula, ma si richiedono anche le
stime delle funzioni di ripartizione marginali per formare un modello multivariato completo.
Mentre possiamo tentare di stimare le funzioni di ripartizione marginali e la copula in un’u-
nica ottimizzazione, dividendo la modellizzazione in due fasi, si puo` produrre un quadro piu`
chiaro e consentire un’analisi piu` dettagliata delle diverse componenti del modello. Vediamo
qui un approccio generale per il primo passo della stima delle funzioni di ripartizione margi-
nali e la costruzione di un pseudo-campione di osservazioni della copula. In seguito vedre-
mo come si descrivono i parametri di una copula stimati con massima verosimiglianza dello
pseudo-campione.
Siano Fˆ1, . . . , Fˆm le stime delle funzioni di ripartizione. Lo pseudo-campione della copula e`
dato dai vettori Uˆ1, . . . , Uˆn, dove
Uˆ =
(













Osserviamo che, se i vettori di dati X1, . . . ,Xn sono indipendenti e identicamente distribuiti
(i.i.d.), i dati dello pseudo-campione saranno generalmente dipendenti, poiche´ le funzioni di
ripartizione marginali stimate Fˆi sono nella maggior parte dei casi costruite da tutti i vettori di
dati di partenza attraverso un campione univariato X1,i, . . . , Xn,i. Tre sono i metodi per ottenere
le stime delle funzioni di ripartizione marginali Fˆi:
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• Stima parametrica. Possiamo scegliere un modello parametrico appropriato per i dati in
questione e lo si adatta facendo la stima di massima verosimiglianza: per i dati dei fatto-
ri di rischio nel rendimento finanziario potremmo considerare la distribuzione iperbolica
generalizzata, o uno dei suoi casi particolari, come la distribuzione t di Student o l’inversa
della normale gaussiana (NIG); per l’assicurazione o la perdita operativa dei dati si po-
trebbe prendere in considerazione una distribuzione standard di perdita attuariale, come la
distribuzione di Pareto o la distribuzione lognormale.
• Stima non parametrica con variazione della distribuzione empirica dei dati. Possia-







che differisce dalla distribuzione empirica standard dall’uso del denominatore n + 1 piut-
tosto che n. Cio` garantisce che i dati della pseudo-copula Uˆt siano strettamente all’interno
del cubo unitario; per implementare la massima verosimiglianza dobbiamo essere in grado
di valutare la densita` della copula in ogni Ui.
• Teoria dei valori estremi per le code. Dato che le funzioni di distribuzione empiriche
sono degli scarsi stimatori della distribuzione sottostante nelle code, un’alternativa e` quel-
la di utilizzare una tecnica di teoria dei valori estremi, per cui le code vengono modellate
semi-parametricamente usando una distribuzione di Pareto generalizzata (GPD).
Sia Cθ la copula parametrica, dove θ e` il vettore dei parametri da stimare. La stima della
massima verosimiglianza e` ottenuta massimizzando
ln L
(










rispetto a θ, dove cθ e` la densita` della copula C e Uˆt una pseudo-osservazione della copula.
Ovviamente la qualita` statistica delle stime dei parametri della copula dipende molto dalla qua-
lita` delle stime delle distribuzioni marginali utilizzate nella formazione dello pseudo-campione
dalla copula stessa. Per decidere la famiglia copula piu` appropriata e quindi per stimare tutti i
parametri si puo` procedere con il metodo a due stadi. Per implementare il metodo ML occorre
ricavare la densita` della copula.
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4.3 Il metodo delle copule applicato al calcolo del VaR
Le copule ben si applicano allo studio di diversi rischi in quanto tengono conto della dipendenza
che puo` intercorrere tra le variabili che con altri metodi vengono considerate indipendenti. Ri-
prendiamo qui il VaR per il rischio di mercato introdotto nel capitolo 1 e vediamo come ad esso
si applica il metodo delle copule. Ricordiamo che, per un dato livello di confidenza θ, VaR e` il
livello sotto il quale i rendimenti cadono solamente con probabilita` θ. Se indichiamo con Z il
rendimento del portafoglio di un dato orizzonte di tempo T, il VaR e` il valore per cui
P (Z ≤ VaRZ) = θ.
In modo equivalente, usando la funzione di ripartizione congiunta di Z, Υ (z), possiamo definire
il VaR come la soluzione z∗ dell’equazione Υ (z∗) = θ. Nel caso di un portafoglio di due azioni,
la funzione di ripartizione Υ (z) puo` essere scritta in termini di copule come segue. Siano X,Y i
rendimenti in un arco temporale T e sia β ∈ (0, 1) il peso di X. Il rendimento del portafoglio sara`
Z = βX + (1 − β) Y , con funzione di ripartizione








z − 1 − β
β



















dove C1|2 denota la copula condizionale. Si osservi che nel calcolo del VaR col metodo delle
copule non si tiene conto della serie storica dei rendimenti, i quali entrano nella funzione del
VaR solo tramite la loro distribuzione.
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4.4 Un esempio concreto
Un possibile esempio di applicazione e` quello che riportiamo qui di seguito: applicare il me-
todo delle copule alla stima del VaR di un portafoglio, confrontato ad un metodo “classico”.
Abbiamo preso dai siti internet ufficiali di cinque societa` (ENI, UNICREDIT, HERA, ITALCE-
MENTI, GENERALI) le serie storiche dell’ultimo anno.
Figura 4.1: Andamento titoli in Euro
Di queste abbiamo calcolato i rendimenti logaritmici e i dati statistici rilevanti per ogni titolo:
Figura 4.2: Distribuzione normale dei Rendimenti
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Figura 4.3: Dati Statistici
Calcolata la correlazione lineare, abbiamo considerato il portafoglio dato dai due titoli maggior-
mente correlati: ENI e UNICREDIT.
Figura 4.4: Correlazione lineare dei Rendimenti
Una volta determinato il coefficiente di correlazione Tau di Kendall di ENI e UNICREDIT e`
stato possibile stimare il parametro θ della copula di Clayton: copula scelta come esempio per
la stima del VaR, la cui rappresentazione e` riportata in figura (4.6).
Concludiamo riportando in tabella il confronto tra la stima del VaR calcolato con il metodo della
Varianza-Covarianza e il metodo delle Copule, a seconda dei pesi dati ai due titoli del portafo-
glio Z, con la relazione Z = βX + (1 − β) Y .
Figura 4.5: Confronto VaR
Dall’analisi effettuata si puo` osservare che rispetto alla variabile β, che rappresenta il peso, il
VaR diminuisce man mano che ci si avvicina ad un valore del β pari a 0.5. Cio` sta ad indicare
che quanto piu` il portafoglio e` bilanciato tra i 2 titoli azionari, tanto e` minore il rischio di in-
correre in perdite, poiche´ siamo nel caso di massima diversificazione. Al contrario man mano
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che i pesi sono squilibrati, il rischio di incorrere in perdita di capitale aumenta, poiche´ “inve-
stendo”tutto in un’unica azione, entra in gioco il rischio specifico dell’azione in cui puntiamo
tutto. Infine, confrontando il VaR calcolato con il metodo Varianza-Covarianza con quello va-
lutato dalle copule, ci accorgiamo che la misura della perdita potenziale di capitale e` sempre
“sovrastimata”.




1 Distribuzioni di probabilita`
1.1 Normale o di Gauss






f (x) = e−
(x−µ)2
2σ2 x ∈ R, (.1)
dove µ e` il valore atteso e σ2 la varianza.
1.2 Gamma





xr−1e−λx x > 0
0 x ≤ 0,
(.2)














(denotata χ2 (n)) si chiama distribuzione chi-quadro a n gradi di liberta`.
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1.3 t di Student




, dove X ∼ N (0, 1), Y ∼ χ2 (n) sono variabili aleatorie

















dove f1 e f2 sono le funzioni di densita` di probabilita` di Z.
1.4 Gamma inversa







r x > 0, r > 0, λ > 0. (.4)
2 Stimatore di massima verosimiglianza
Consideriamo un modello statistico (Ω,F , (Pθ)θ∈Θ) dominato da una misura µ. Si chiama vero-
simiglianza del modello una funzione L : Θ × Ω → R tale che, per ogni fissato θ, la funzione
L (θ) = L (θ, ·) : ω→ L (θ, ω) sia una versione della densita` di Pθ rispetto a µ. Data una funzione
g : Θ → D (D aperto di R), si chiama stimatore una variabile aleaoria U : Ω → D che non
dipenda da θ.
Definizione. Sia U : Ω → R uno stimatore del parametro θ. Si dice che U e` uno stimatore di
massima verosimiglianza se, per ogni ω ∈ Ω si ha
L (U (ω) , ω) = sup
θ∈Θ
L (θ, ω) .
Supponiamo che il vettore aleatorio X = (X1, . . . , Xm)′ abbia densita` congiunta fX(Xi; θ), indi-
cizzato da un parametro vettore θ =
(
θ1, . . . , θp
)′
nello spazio dei parametri Θ. Consideriamo i
nostri dati come una realizzazione di X per qualche valore sconosciuto di θ.
La funzione di verosimiglianza per il vettore di parametri θ e` dato dai dati L (θ; X) = fX (X; θ)
e lo stimatore di massima verosimiglianza (MLE) θ e` il valore di θ che massimizza L (θ; X), o
equivalentemente il valore che massimizza la funzione di verosimiglianza l (θ; X) = ln L (θ; X).
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3 Decomposizione di Cholesky
In algebra lineare la decomposizione di Cholesky e` la fattorizzazione di una matrice hermitiana e
definita positiva in una matrice triangolare inferiore e nella sua trasposta coniugata. Essa si puo`
considerare come un caso speciale della piu` generale decomposizione LU.
Definizione .1. Sia A una matrice quadrata, hermitiana e definita positiva su campo K. Allora
A puo` essere decomposta in A = LL+, A ∈ Km×m, con con L matrice triangolare inferiore con
elementi diagonali positivi e L+ la matrice coniugata trasposta di L.
Se la matrice A e` reale e simmetrica, la coniugata trasposta di L coincide con la trasposta e la
decomposizione si semplifica in A = LLT
(
A ∈ Rn×n).
3.1 Algoritmo di Cholesky







 1√ai,i 0− 1ai,i bi I

A(i) := L−1i
1 00 B(i) − 1ai,i bib∗i
 (L−1i )∗ .
(.5)
Per i passi successivi si definisce







La ricorsione termina dopo n passi dove A(n) = 1.
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4 Metodi di stima del VaR
I principali modelli per stimare il VaR, sono i seguenti:
1. Varianza-Covarianza: assume che i rendimenti siano sempre distribuiti secondo una
normale, e che le variazioni nel valore di portafoglio sono linearmente dipendenti da tutti
i rendimenti dei fattori di rischio.
Formalmente la stima del VaR sara` data da
VaRt = N−1
(
1 − β, µˆZ,t, σˆ2Z,t
)
,
che diventa VaRt = −α1−β σˆZ,tW quando µˆZ,t = 0 e W e` il valore del portafoglio nella
valuta di riferimento.
2. Simulazione storica: assume che la distribuzione futura dei rendimenti dei fattori di ri-
schio sia uguale alla distribuzione storica degli stessi; il periodo di tempo in cui vengono
collezionati i dati storici e` detto lookback period. La procedura di calcolo e` la seguente:
(a) Individuati i fattori di rischio e data la loro serie storica, viene costruito il database e
delle variazioni percentuali giornaliere dei fattori di rischio su un orizzonte t;
(b) partendo dal valore attuale del fattore di rischio, si costruisce una serie di fattori di
rischio futuri, moltiplicando tra loro il valore attuale e le variazioni passate.
(c) per ogni variazione cosı` ottenuta, si valuta il valore finale del portafoglio;
(d) si valuta la variazione percentuale nel valore del portafoglio o rendimento;
(e) si costruisce la distribuzione empirica del portafoglio;
(f) Infine si calcola il VaRt.
3. Simulazione Monte Carlo: assume che i rendimenti futuri delle attivita` sono simulate in
maniera piu` o meno casuale, fatte alcune assunzioni sulla distribuzione dei rendimenti e
la correlazione fra gli stessi, e stimati i parametri di tale distribuzione, il metodo Monte
Carlo utilizza questi dati per calcolare una serie di possibili insiemi di valori futuri dei
rendimenti dei titoli in portafoglio. La procedura di calcolo e` la seguente:
(a) si specifica il “meccanismo casuale”che governa i fattori di rischio;
(b) si stimano i parametri dai dati storici;
(c) si simulano diversi scenari di evoluzione dei fattori di rischio;
(d) si considerano le correlazioni lineari;
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(e) si calcolano i prezzi dei singoli asset che costituiscono il portafoglio;
(f) si calcolano e “memorizzano ”il rendimento del portafoglio;
(g) si ripetono molte volte i passi da (c) ad (f) (NSIM);
(h) si calcola il VaR della distribuzione empirica.
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