Abstract-To manipulate large video database, effective video indexing and retrieval are required. A large number of video retrieval algorithms have been presented for framewise user query or video content query, whereas a few video-sequence matching algorithms have been investigated. In this paper, we propose an efficient algorithm for video sequence matching using the modified Hausdorff distance and the directed divergence of histograms between successive frames. To effectively match the video sequences with a low computational load, we use the key frames extracted by the cumulative directed divergence and compare the set of key frames using the modified Hausdorff distance. Experimental results with color video sequences show that the proposed algorithms for video sequence matching yield better performance than conventional algorithms such as histogram difference, histogram intersection, and Chi-square test methods.
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I. INTRODUCTION
T O EFFICIENTLY manage and utilize digital video, various video indexing and retrieval algorithms have been proposed. Numerous video indexing and retrieval methods have focused on frame-wise query or indexing, whereas a relatively few algorithms for video sequence matching or video shot matching have been investigated. In this paper, we propose the efficient algorithms to index the video sequences and to match the sequences for video sequence query.
For efficient video indexing and retrieval, video segmentation is a first step, in which video is divided into a number of shots. A shot represents a physically temporal interval by record and stop operations of a camera. The boundaries between video shots and the process of segmenting video are called scene changes and scene change detection, respectively [1] - [5] . In this paper, to improve the accuracy and performance of video indexing and segmentation, we employ the directed divergence between histograms of consecutive fames, which yields better performance than conventional measures. To reduce the computational complexity, we match the key frames of the query sequence and the sequence to be matched.
The key frames can be used not only for video shot clustering but also for video sequence matching or browsing. The key frame is defined as the frame that is significantly different from the previous frames [6] . Several key frame extraction algorithms have been proposed, in which similar methods used for shot boundary detection were employed with proper similarity measures. The key frame extraction method using the set theory employing the semi-Hausdorff distance [7] and key frame selection using skin-color and face detection [8] have been also proposed.
In video sequence matching, the key frames are usually extracted from the shot or scene unit sequence after shot or scene boundary detection, where it is difficult to match the video sequence directly. Among direct sequence-matching algorithms, the computational complexity to extract the key frames and to match the key frames within the video sequence is large. In this paper, we propose the new matching algorithm using the modified Hausdorff distance to reduce the computational complexity and the novel approach to computation of the similarity between key frames to improve the accuracy performance. The proposed algorithm extracts key frames efficiently using the cumulative directed divergence measure. We compare its performance with that of conventional algorithms. In the proposed method, the key frames are extracted from the video sequence directly, thus the additional computational overhead is not required compared with shot-based key frame extraction methods.
Video sequence matching can be performed by evaluating the similarity between data sets of key frames. In this paper, to improve the matching efficiency with the set of extracted key frames we introduce the modified Hausdorff distance and the directed divergence. Experimental results with color video sequences show that the proposed method yields better performance and accuracy than conventional algorithms.
The rest of the paper is organized as follows. Proposed key frame extraction and video sequence matching algorithms are described in Section II and experimental results are shown in Section III. Finally, conclusions are given in Section IV.
II. ALGORITHMS FOR VIDEO SEQUENCE MATCHING
To match video sequences, we first extract the key frames using the cumulative directed divergence and evaluate the similarity between video sequences by employing the modified Hausdorff distance between sets of key frames.
A. Key Frame Extraction Using the Cumulative Directed Divergence
The divergence measure is defined by the sum of directed divergences [9] . Let and be probability density functions (pdfs), then the directed divergences of and are the two integrals in the functional expressed as (1) where the sum, with , signifies the divergence [10] . If and , then represents the cross entropy [11] . The terms such as expected weights of evidence, cross entropy and discrimination information are also regarded as the directed divergence. The functional satisfies the additivity, positivity and finiteness axioms [10] .
In the proposed algorithm, we use the cumulative directed divergence measure defined by (2) to extract key frames efficiently, where represents the constant and denotes the number of accumulated frames.
The key frames are detected if the directed divergence value between the current frame and the previous key frame is larger than the given threshold. The extracted key frames within video shots can be used not only for representing contents in video shots but also for matching video sequences with a very low computational load [12] .
The proposed video sequence matching using key frames can reduce the computational complexity by up to 30%, in which the computational complexity depends on the threshold value of the cumulative measure.
B. Video Sequence Matching Using the Modified Hausdorff Distance
For matching between video sequences, we employ the modified Hausdorff distance measure. Let and be two finite point sets, where and represent the total numbers of elements of sets and , respectively. Then the Hausdorff distance is defined as (3) where the directed measure is defined by , with denoting the norm on the points of and [13] .
In this paper, to efficiently evaluate the similarity between sets of key frames, we use the modified Hausdorff distance given by (4) where represents the set of key frames for the query sequence and signifies the set of key frames for matching sequences, with and denoting the total numbers of elements in sets and , respectively [14] . To improve the accuracy, we employ the directed divergence in (1) as the distance function . Simulation results of video sequence matching are shown in Section III.
C. Color Video Sequence Matching
To perform color video matching, the extended directed divergence is employed for color histograms. The directed divergence based on color histograms is defined as (5) where and represent the histograms of previous and current frames, respectively, and the subscripts , and denote each color component in YUV color format. In experiments, the weighting factors , and are set to 1. By using the extended divergence measure for color histograms, the accuracy can be improved.
III. SIMULATION RESULTS AND DISCUSSIONS
To show the effectiveness of the proposed algorithm, we simulate the color video sequence matching for the animation sequence consisting of nine shots within 330 frames (Fig. 1) and the real color video sequence consisting of 12 920 frames (Fig. 2) containing large motions and dynamic scene changes.
To extract the key frames, we use two criteria. If both the cumulative directed divergence value in (2) and the directed divergence value between the previous key frame and the current frame are larger than threshold values, the candidate frame can be extracted as a key frame. The process of key frame extraction is shown in Fig. 3. In Fig. 3 , even though the accumulated directed divergence value is larger than the threshold value, the accumulated directed divergence gradually increases because the directed divergence value between the previous key frame and the current frame is smaller than the threshold. Therefore, both conditions must be satisfied to detect a key frame. If the key frame is extracted, the accumulated directed divergence is reset to zero.
To show the performance of video sequence matching methods, we have simulated four methods with color video sequences. Table I and Fig. 4 show matching results of the animation color video sequence using the modified Hausdorff distance. In Fig. 4 , the normalized modified Hausdorff distance value between the set of query key frames and the video sequence to be compared is shown as a function of the frame number. In Table I , "Matching shot" ("Dissimilar shot") represents the modified Hausdorff distances between sets of query key frames and the color video sequence to be compared containing matching shot (nonmatching shot). In Fig. 4 and Table I , "modified histogram difference (intersection)" signifies the histogram difference (intersection) method using the modified Hausdorff distance and "Chi-square test" represents the Chi-square method using the modified Hausdorff distance. Table II and Fig. 5 show matching results using the modified Hausdorff distance for the real color video sequence (News article).
In Tables I and II , the ratio represents the accuracy of video sequence matching. The matching frames or shots can be determined by thresholding and the ratios between matching shots and dissimilar shots are related to the dissimilarity performance of matching methods. Tables I and II show that the proposed Fig. 3 . Accumulated value as a function of the frame number in key frame extraction. method using the modified Hausdorff distance and the directed divergence can remarkably improve the accuracy with the low computational complexity for color video sequence matching, compared with histogram difference, histogram intersection and Chi-square test methods using the modified Hausdorff distance.
In MPEG-7 standardization, any specific video sequence matching method is not described. The proposed method can be applied to MPEG-7 standard by using the MPEG-7 color descriptors [15] . 
IV. CONCLUSIONS
This paper proposes the efficient method using the modified Hausdorff distance and the directed divergence for video sequence matching. The proposed method gives better results than conventional methods such as histogram difference, histogram intersection and Chi-square test methods. Experimental results show that the proposed algorithms can efficiently match the video sequences with a low computational load and extract key frames effectively. Further research will focus on the semantic video sequence indexing and matching and verification with various video sequences containing complex scenes.
