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Die vorliegende Arbeit entstand in den Jahren 2002 und 2003 im
Anschluss an eine von der Firma Freiberger Compound Materials
(FCM ) an dasWeierstraß-Institut fu¨r Angewandte Analysis und
Stochastik (WIAS ) in Auftrag gegebene Spannungsanalyse eines
Waferbiegetests.
Seitens der FCM wurde insbesondere die Beru¨cksichtigung des
anisotrop-elastischen Verhaltens des einkristallinen Wafer-Mate-
rials und des im Test auftretenden Kontaktproblems durch die
Theorie der Hertz ’schen Pressung gewu¨nscht.
Die Implementation der Finite-Element-Diskretisierung des in
der hier vorliegenden Arbeit beschriebenen 2D-Plattenmodells,
welches die gewu¨nschten Effekte beru¨cksichtigt, in die WIAS-
Toolbox pdelib wurde bereits im Fru¨hjahr 2001 abgeschlossen.
Dazu habe ich zuna¨chst die WIAS -Toolbox pdelib um die hier
vorgestellten Plattenelemente erga¨nzt. Anschließend habe ich das
vollsta¨ndige Newton-Schema des diskretisierten nichtlinearen
Plattenproblems implementiert, so dass ich die in der Toolbox
pdelib enthaltenen, hoch effizienten, nichtlinearen und linearen
Lo¨ser sowie die vorhandenen Gitterverwaltungs-Routinen ver-
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In dieser Stelle danke ich zu allererst Herrn Priv.-Doz. Dr.Wolf-
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gingen. Dies resultiert vor allem daraus, dass er und ich noch wei-
tere Projekte in Kooperation mit FCM bearbeiten, die sich mit
verschiedenen thermo-dynamischen Aspekten bei der Gallium-
Arsenid-Herstellung befassen.
Mein besonderer Dank gilt aber auch den Professoren Wolfgang
H. Mu¨ller und Wolfgang Brocks fu¨r die U¨bernahme der Begut-
achtung dieser Dissertation und fu¨r ihre zu¨gige Anfertigung der
Berichte zur vorliegenden Arbeit.
Die Herren Dr. Stefan Eichler und Herrn Dr. Manfred Jurisch
von FCM haben mir viele fruchtbare Hinweise gegeben. Ihr gro-
ßes Interesse, insbesondere auch an den mehr theoretischen As-
pekten dieser Arbeit, haben mir sehr geholfen. Wesentliche De-
tails der hier vorgestellten wissenschaftlichen Untersuchungen
haben ihren Ursprung in den ihnen formulierten industriellen
Fragestellungen.
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Kapitel 1
Einfu¨hrung
1.1 Problemstellung und Ziel der Arbeit
Gallium-Arsenid (GaAs) ist heute eines der wichtigsten Materialien in der
Halbleiterindustrie und in der Optoelektronik. Die Verwendung von Gal-
lium-Arsenid hat gegenu¨ber Silizium zahlreiche Vorteile. Seine besonde-
ren optischen Eigenschaften macht GaAs in der Laser-Industrie zu einem
gescha¨tzten Rohstoff. In der Elektronikindustrie wird GaAs immer dann
bevorzugt verwendet, wenn hohe Taktraten zur Bewa¨ltigung gro¨ßer Daten-
stro¨me wichtig sind. Außerdem sind mit GaAs bestimmte, hoch effiziente
Chip-Herstellungsverfahren mo¨glich, die auf der z.T. halbisolierenden Ei-
genschaft von GaAs beruhen.
Da fu¨r den technischen Einsatz polykristallines GaAs kaum verwend-
bar ist, muss GaAs zuna¨chst als Einkristall zur Verfu¨gung stehen. Herstel-
lungsbedingt liegt einkristallines GaAs zuerst in Form von langen zylin-
derfo¨rmigen Sta¨ben, wie in Abbildung 1.1 zu sehen, vor. Die Technologie,
welche die Herstellung solcher Einkristall-Sta¨be zum Gegenstand hat, wird
Kristallzucht genannt.
Zur Chipherstellung werden die Zylindersta¨be in du¨nne Kreisscheiben
zersa¨gt. Die einzelnen Scheiben nennt man in der Halbleiterindustrie meist
Wafer. Nach dem Sa¨gen werden noch ein oder mehrere schmale Kreisseg-
mente vom Rand des Wafers entfernt, wie am mittleren Wafer in Abbil-
dung 1.1 zu sehen, um seine kristallografische Orientierung zu markieren.
Anschließend werden die Kanten abgerundet und die Oberfla¨chen poliert.
Zum Erreichen einer hohen Homogeninita¨t des Materials wird der Wafer
zusa¨tzlich einer Wa¨rmebehandlung unterzogen [39].
Der auf diese Weise behandelte Wafer, stellt das fertige Produkt des
Waferherstellers dar, was dieser am internationalen Markt zum Kauf anbie-
tet. Fu¨r eine effiziente Chip-Produktion sind die Abnehmer von Wafern an
mo¨glichst großen Waferdurchmessern interessiert und haben spezielle Anfor-
derungen an die Konzentration von Fremdatomen im Kristall. Hierbei wirkt
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Abbildung 1.1: Oben: Einkristalline GaAs-Zylindersta¨be der Firma Freiber-
ger Compound Materials bevor sie in einzelne Wafer zersa¨gt werden. Unten:
polierte Wafer.
es sich fu¨r die Waferhersteller als besonders nachteilig aus, dass die Zu¨chtung
eines GaAs-Einkristalls und die Wa¨rmebehandlung der Wafer technologisch
ungleich aufwa¨ndiger und damit teurer ist, als die entsprechenden Verfahren
fu¨r die Herstellung von Si-Wafern. Die maximal herstellbaren Waferdurch-
messer liegen heute bei Gallium-Arsenid deutlich unter denen von Silizium.
Die Qualita¨t eines Wafers wird nicht allein an der Erfu¨llung seiner elektri-
schen und optischen Eigenschaften gemessen, sondern auch an seiner mecha-
nischen Beanspruchbarkeit. Da der Wafer wa¨hrend der Chip-Herstellung in
verschiedener Weise mechanischer Beanspruchung ausgesetzt ist, setzt eine
effiziente Chip-Produktion eine mo¨glichst hohe Bruchfestigkeit voraus. Des-
halb muss der Waferhersteller dem Abnehmer nicht nur die elektrische und
optische Funktionstu¨chtigkeit seiner Produkte garantieren, sondern auch die
Ho¨he der Bruchfestigkeit.
Zur Beurteilung der Bruchfestigkeit des Wafermaterials muss der Wa-
ferhersteller Bruchtests durchfu¨hren. Da sich Wafermaterialien sehr spro¨de
verhalten, werden Bruchtests gewa¨hlt, die auch fu¨r Gla¨ser und Keramiken
angewendet werden. Eine U¨bersicht der verschiedenen fu¨r Silizium vorge-
schlagenen Tests wird in [62] von Kiesewetter, Houdeau, Lo¨per und Zhang
angegeben. Die dort beschriebenen Test sind in gleicher Weise auch auf
Gallium-Arsenid u¨bertragbar.
Der Waferproduzent Freiberger Compound Materials (FCM ) verwen-
det als Bruchtest den modifizierten Doppelring-Biegeversuch [45, 46, 96].
Der modifizierte Doppelring-Biegeversuch kann als spezielle Variante des in
der Europa¨ischen Norm DIN EN 1288-5: 2000 standardisierten Doppelring-
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Biegeversuchs an plattenfo¨rmigen Proben mit kleinen Pru¨ﬄa¨chen entspre-
chend [83] betrachtet werden. Im Doppelring-Biegeversuch liegt eine flache
Probe konzentrisch und frei auf einem Stu¨tzring. Wa¨hrend im Doppelring-
Biegeversuch nach [83] zum Aufbringen der Kraft ein zweiter Ring, dort
Lastring genannt, verwendet wird, erfolgt das Aufbringen der Kraft im mo-
difizierten Biegeversuch gema¨ß Abbildung 1.2 durch eine Druckkugel. Ein
a¨hnlicher Biegetest ist in der US-amerikanischen Norm ASTM F 394-78
standardisiert [82]. Hier werden statt eines Stu¨tzringes drei Stu¨tzkugeln ver-
wendet, deren Mittelpunkte zu einem gleichseitigen Dreieck angeordnet sind.
Als Proben werden runde Kreisplatten verwendet, die konzentrisch auf den
Stu¨tzkugeln aufliegen. Die Lastaufbringung erfolgt analog zur Abbildung
1.2 mit einer Druckkugel. Der von FCM verwendete Druckkugeldurchmes-
ser von 1/8" ist genauso groß wie der Durchmesser der Stu¨tzkugeln ent-
sprechend der Norm ASTM F 394-78. Einem a¨hnlichen Biegeversuch, bei
dem ebenfalls mit Kugeln dieses Durchmessers gedru¨ckt wird, wurden auch
GaAs-Wafer der Firma Texas Instruments unterzogen [112].
Das in Abbildung 1.2 dargestellte Prinzip des modifizierten Doppelring-
Biegeversuchs fu¨r kreisfo¨rmige Wafer wurde erstmals 1981 von Hu [58] be-
schrieben. Umfangreiche Bruchtests mit gleichem Versuchsaufbau sind fu¨r
Silizium-Wafer auch in den Arbeiten von McLaughlin und Willoughby in
[75] dokumentiert.
In allen Biegetests wird die maximale Durchbiegung und die aufgewende-
te Kraft bis zum Bruch gemessen.
Nach einer weithin akzeptierten Bruchhypothese beginnt der Bruch am Ort
der gro¨ßten Zugspannung. Liegen viele Unreinheiten vor, z.B. in Form von
Rissen oder Einschlu¨ssen, streuen die Werte der aufgewendeten Kraft bis
zum Bruch stark, da der Ort der maximalen Zugspannung in der Umgebung
dieser Unreinheit liegen kann, d. h. nicht am exakt bestimmbaren Ort der
maximalen Zugspannung eines rissfreien Wafers. Der Hersteller der Wafer
ermittelt aus einer Vielzahl solcher Bruchtests die Ausfallwahrscheinlichkeit
[46]. Je geringer die Ausfallwahrscheinlichkeit beim Vorliegen einer bestimm-
ten Spannung ist, desto ho¨her ist die Materialreinheit. Fu¨r spro¨de Materiali-
en wird meist unterstellt, wie auch in [46], dass die Ausfallwahrscheinlichkeit
einer Weibull -Verteilung genu¨gt.
Zur Berechnung der Ausfallwahrscheinlichkeit nach Weibull [113] muss
der Verlauf der Hauptzugspannungen im Bauteil bekannt sein. Druckspan-
nungen bleiben hingegen unberu¨cksichtigt. Fu¨r den Standardversuchsaufbau
des Tests in Abbildung 1.2 ko¨nnen jedoch nicht die Spannungsverla¨ufe, son-
dern nur die Durchbiegungen und die aufgebrachte Kraft bis zum Bruch
gemessen werden. Die Spannung muss mit einer geeigneten Theorie aus den
gemessenen Gro¨ßen berechnet werden.
Der modifizierte Doppelring-Biegeversuch wird in der Praxis in zwei Vari-
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Abbildung 1.2: Versuchsaufbau fu¨r den Biegetest des unzerteilten Wafers
nach Hu [58].
anten durchgefu¨hrt:
In der ersten Variante dient der gesamte Wafer als Probe. Detaillierte Be-
schreibungen zu diesem Test werden in [58, 75, 112] und [46] gegeben. Die
Modellierung dieses Versuchs und analytische Betrachtungen zum Modell
sind Gegenstand dieser Arbeit.
In der zweiten Variante dienen als Proben kleine quadratische Wafer-Ab-
schnitte. Eine detaillierte Beschreibung zu diesem Test ist in [62] zu finden.
In einer Studienarbeit von Ku¨mmel in [69] befinden sich fu¨r diese Testvarian-
te ausfu¨hrliche Darlegungen zur Berechnung der Ausfallwahrscheinlichkeit
unter Annahme einerWeibull -Verteilung. Allerdings werden sowohl in [62]
als auch in [69] die analytischen Spannungsberechnungen fu¨r die kubisch-
anisotropen Quadratproben durch Lo¨sungen fu¨r isotrope Kreisplatten nach
der Kirchhoff ’schen Plattentheorie gena¨hert. Entsprechend basieren die 3D-
Finite-Element-Untersuchungen fu¨r Quadratplatten in [69] auf der linea-
risierten elastischen Theorie, die nur fu¨r kleine Verformungen realistische
Werte liefert. Seit kurzem fu¨hrt FCM derartige Bruchtests auch mit qua-
dratischen GaAs-Pla¨ttchen durch. Die maximalen Durchbiegungen sind hier
so groß, dass eine Verwendung der linearisierten Elastizita¨tstheorie nicht
zula¨ssig ist. Numerische Untersuchungen fu¨r diesen Fall, die die nichtlinea-
ren kinematischen Zusammenha¨nge beru¨cksichtigen, wurden unter Verwen-
dung der hier im Kapitel 7 vorgestellten Finite-Element-Routine fu¨r du¨nne
Platten von Dreyer und Duderstadt [34] durchgefu¨hrt.
Ziel dieser Arbeit ist es, eine mo¨glichst genaue Spannungsanalyse des un-
zerteilten Wafers im modifizierten Doppelring-Biegeversuch fu¨r gegebene
Druckkra¨fte durchzufu¨hren, so dass der Wafer-Hersteller daraus die Aus-
fallwahrscheinlichkeit seiner Wafer berechnen kann. Dazu wird ein geeigne-
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tes Modell des Biegetests angegeben. Fu¨r dieses Modell werden numerische
Berechnungen des gesamten Verschiebungs- und Spannungszustands durch-
gefu¨hrt. Anschließend werden die errechneten Daten mit den Experimenten
der FCM verglichen [35].
1.2 Kurzbeschreibung der Modellierung
Die aufgebrachten Kra¨fte sind so groß, dass die maximalen Durchbiegungen
das Sechsfache der Plattendicke erreichen. Dabei bleiben zwar die Verzerrun-
gen klein, jedoch sind die auftretenden Starrko¨rperrotationen der einzelnen
Volumenelemente nicht mehr vernachla¨ssigbar klein. Aus diesem Grunde
ko¨nnen wir zur Berechnung der gesuchten Felder nicht von der linearisierten
Impulsbilanz ausgehen.
Wir formulieren zuna¨chst die Impulsbilanz in der Bezugsplatzierung und
nehmen Saint-Venant–Kirchhoff ’sches Materialverhalten an, d.h. einen li-
nearen Zusammenhang zwischen den 2. Piola-Kirchhoff -Spannungen und
den Green’schen Verzerrungen.
Die Abmessungen des Wafers erfordern es, den Wafer als du¨nne Platte zu
betrachten. Da das Auffinden numerischer 3D-Lo¨sungen du¨nner Platten mit
Hilfe der Finite-Element-Methode sehr aufwendig ist, gehen wir zur entspre-
chenden 2D-Formulierung des Plattenproblems u¨ber. Vergleiche hierzu die
Konvergenzuntersuchungen numerischer 3D-Approximationen von Vidrascu
[108], Babusˇka und Suri [7] sowie Chenais und Paumier [20].
Als 2D-Plattentheorie verwenden wir die von Ka´rma´n’sche Theorie, die
im Jahre 1910 in [61] fu¨r den isotropen Fall formuliert wurde. Die Anwen-
dung dieser Theorie wird in der Ingenieurliteratur bei Vorliegen moderater
Durchbiegungen du¨nner Platten empfohlen, siehe z.B. den Hartog [53] und
Wolmir [115].
Die von Ka´rma´n’sche Theorie wird u¨blicher Weise aus der nichtlinea-
ren 3D-Formulierung durch Auswertung spezieller Annahmen, sowohl zur
Kinematik als auch zu den Spannungen hergeleitet. Vergleiche hierzu von
Ka´rma´n [61], Nowoschilow [84], den Hartog [53] und Wolmir [115]. Neben
speziellen Annahmen zur konkreten Gestalt des Verschiebungsfeldes, wird
angenommen, dass bestimmte Gro¨ßen gegenu¨ber anderen Gro¨ßen so klein
sind, dass sie im Vergleich zu diesen Gro¨ßen vernachla¨ssigbar klein sind.
Die Verwendung der von Ka´rma´n’schen Theorie ist demnach dann ge-
rechtfertigt, wenn die verwendeten Annahmen in guter Na¨herung zutreffen.
Deshalb ist es ein weiteres Ziel dieser Arbeit, die Gu¨ltigkeit dieser Annahmen
an Hand der konkreten Datenlage fu¨r die Tests zu u¨berpru¨fen.
In der vorliegenden Arbeit wird gezeigt, dass die von Ka´rma´n’schen Glei-
chungen auch ohne die sonst notwendigen zusa¨tzlichen Annahmen zur Kine-
matik und zu den Spannungen aus dem 3D-Problem, allein durch Grenzwert-
betrachtungen beim U¨bergang zur unendlich du¨nnen Platte herleitbar sind.
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Der konkrete Nachweis der Grenzwerteigenschaft der von Ka´rma´n’schen
Gleichungen erfolgt in mehreren Teilschritten.
Zuna¨chst gehen wir zur analytischen Untersuchung des Biegetests auf ein
Modell mit normierten Gro¨ßen u¨ber, indem wir alle Abmessungen und Ver-
schiebungen auf den Stu¨tzring-Innendurchmesser beziehen und alle Span-
nungen und elastischen Konstanten auf den E -Modul von GaAs in der 〈100〉-
Orientierung beziehen. Der Wafer hat hier die dimensionslose Dicke h∗ und
kann als du¨nne Platte betrachtet werden, da du¨nne Platten durch dimensi-
onslose Dicken charakterisiert werden, die sehr viel kleiner als 1 sind. Der
eigentliche Grenzu¨bergang erfolgt nicht im urspru¨nglichen Koordinatensys-
tem, sondern nach einer Koordinatentransformation in einem skalierten Ko-
ordinatensystem, in welchem die Platte die Dicke 1 hat. Die Gro¨ße h∗ kann
in diesem System als Kleinheitsparameter betrachtet werden.
Mit einer formal asymptotischen Entwicklung der Verschiebungen zei-
gen wir, dass die von Ka´rma´n’schen Gleichungen aus der schwachen For-
mulierung des mechanischem Gleichgewichts im skalierten System fu¨r den
Grenzu¨bergang h∗ → 0 folgen, wenn die Druckkraft f in spezieller Weise
von h∗ abha¨ngt. Wir identifizieren dann die von Ka´rma´n’schen Gleichun-
gen als den Anteil der Impulsbilanz im mechanischem Gleichgewicht, der nur
die fu¨hrenden Terme der asymptotisch entwickelten Verschiebungen entha¨lt.
Wir schlussfolgern, dass die von Ka´rma´n’sche Theorie um so genauer das
urspru¨ngliche 3D-Problem beschreibt, je du¨nner die Platte ist.
Dass sich die von Ka´rma´n’sche Theorie durch asymptotische Entwick-
lung der Verschiebungen und der Spannungen in der schwachen Formulie-
rung rechtfertigen la¨sst, wurde bereits in den Jahren 1979 und 1980 vonCiar-
let and Destuynder in [26] und [21] gezeigt. Acht Jahre spa¨ter zeigte Raoult
in [90], dass es genu¨gt, nur die Verschiebungen asymptotisch zu entwickeln.
In allen drei Arbeiten erfolgt die Rechtfertigung der von Ka´rma´n’schen Glei-
chung fu¨r den Fall einer zum Teil eingespannten isotropen Platte.
Ciarlet, Destuynder und Raoult bestimmen die fu¨hrenden Terme der
asymptotisch entwickelten Verschiebungen zur Rechtfertigung der von Ka´r-
ma´n’schen Plattengleichungen dadurch, in dem sie festlegen, wie die gegebe-
nen Randspannungen an den nicht eingespannten Ra¨ndern von h∗ abha¨ngen.
Die hier vorgestellte Herleitung verwendet stattdessen die 1994 von Miara
in [76] formulierte Annahme, dass bei asymptotischer Entwicklung der Ver-
schiebung der lineare Anteil des fu¨r h∗ → 0 resultierenden nichtlinearen
Problems die gleiche Lo¨sung hat, wie das asymptotisch entwickelte linea-
risierte 3D-Problems bei h∗ → 0. Die von Ciarlet, Destuynder und Raoult
angenommenen Abha¨ngigkeiten der gegebenen Randspannungen von h∗ sind
dann bei Miara direkte Folge der obigen Annahme.
Einen Gesamtu¨berblick u¨ber die Arbeiten [26, 21, 90] und [76] gibt
Ciarlet in [24]. In allen fu¨nf Arbeiten wird jedoch nur der Fall einer zum
Teil eingespannten isotropen Platte betrachtet. Deshalb wird in der hier
vorliegenden Arbeit die von Raoult und Miara verwendete Methode der
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asymptotischen Entwicklung der Verschiebungen auf den kubisch anisotro-
pen Fall erweitert. Außerdem rechtfertigen wir die am Stu¨tzring fu¨r das
2D-Plattenproblem formulierten Randbedingungen durch die asymptotische
Entwicklung des 3D-Problems. Im ersten Schritt der hier vorgestellten Be-
rechnung ermitteln wir die fu¨hrenden Terme der Verschiebungen, indem wir
der Vorgehensweise von Miara gema¨ß [76] folgen. Sie verwendete hierfu¨r
skalierte Testfunktionen, die im skalierten Koordinatensystem von h∗ un-
abha¨ngig sind.
In einem weiteren Schritt entwickeln wir jetzt die schwache Formulierung
des 3D-Problems im skalierten System unter Verwendung von Testfunktio-
nen, die jetzt ebenso explizit von h∗ abha¨ngen, wie die zuvor gema¨ß Miara
berechneten fu¨hrenden Terme der unbekannten Verschiebung. Mit dieser
Skalierung der Testfunktionen erhalten wir weitere Beziehungen zwischen
den einzelnen Termen der Unbekannten. Die letztlich gewonnenen Gleichun-
gen lassen sich dann als die von Ka´rma´n’schen Plattengleichungen im ska-
lierten System identifizieren.
Zur vollsta¨ndigen U¨bereinstimmung der so gefundenen Beziehungen zwi-
schen den fu¨hrenden Termen der asymptotisch entwickelten Verschiebungen
im skalierten System mit den von Ka´rma´n’schen Plattengleichungen gelan-
gen wir durch Ru¨cktransformation dieser Beziehungen auf das Koordinaten-
system, in welchem die Platte die dimensionslose Dicke h∗ hat. Durch wei-
tere Transformationen kann auf ein System u¨bergegangen werden, in dem
die Platte die dimensionsbehaftete Dicke h hat.
Im Gegensatz zur urspru¨nglichen 3D-Theorie liefert die von Ka´rma´n’sche
Theorie bei der vereinfachten Annahme einer Punktlast, zur Approximation
des Kontakts zwischen Wafer und Kugelstempel, nicht nur an der Oberseite
direkt im Kontaktpunkt auf der Zylinderachse eine unendliche hohe Span-
nung, sondern auch auf der Unterseite. Deshalb ist es fu¨r die Berechnung der
maximalen Zugspannung an der Unterseite des Wafers bei der Verwendung
einer Plattentheorie zwingend notwendig, von einer Fla¨chenlast statt von
einer Punktlast auszugehen.
Die Form der Kontaktfla¨che und die Spannungsverteilung in dieser Fla¨-
che berechnen wir nach der Theorie der Hertz ’schen Pressung. Zur Beru¨ck-
sichtigung der kubischen Anisotropie greifen wir eine Idee von Willis [114]
auf. Im Gegensatz zuWillis gelangen wir jedoch nicht zu einer kreisfo¨rmigen
Kontaktfla¨che. Dies resultiert daher, dassWillis als mo¨gliche Kontaktfla¨chen
nur Ellipsen zuließ, wir hingegen jede Fla¨che, die der kubischen Symmetrie
genu¨gt.
Die Randbedingungen am Kontakt zwischen Wafer und Stu¨tzring ko¨n-
nen durch Vergleich konkreter Experimente [35] mit numerischen Rechnun-
gen gefunden werden. Es zeigt sich, dass am Stu¨tzring von reibungsfreiem
Gleiten ausgegangen werden kann.
Die numerische Berechnung des von Ka´rma´n’schen Plattenproblems er-
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folgt mit Hilfe zweier Finite-Element-Ansa¨tze fu¨r die Verschiebungen. Wir
verwenden sowohl fu¨r die horizontalen als auch fu¨r die vertikalen Verschie-
bungen Hermite’sche Polynomansa¨tze auf Dreiecksgittern. Fu¨r die vertikale
Verschiebung verwenden wir das Bell -Dreieck gema¨ß [37] und [9], was auch
als 18-Freiheitsgrad-Dreieck oder reduziertes C1-quintisches Dreieck bezeich-
net wird [23]. Zur Beschreibung der horizontalen Verschiebung verwenden
wir das Zienkiewicz -Dreieck gema¨ß [8], was auch als reduziertes kubisches
Hermite-Dreieck bekannt ist [23].
Mit diesen Ansatzfunktionen leiten wir das komplette resultierende
nichtlineare algebraische Gleichungssystem der FE-Approximation der von
Ka´rma´n’schen Gleichungen her und geben das zugeho¨rige Newton-Schema
an.
Auf diese Weise berechnen wir jetzt, entsprechend des eingangs for-
mulierten Zieles, die kompletten Verschiebungs- und Spannungsfelder. Wir
ko¨nnen eine sehr gute U¨bereinstimmung der experimentellen Befunde mit
den berechneten Daten feststellen. Außerdem zeigen wir, dass ein isotropes
Ersatzmodell, welches nach den Mittelungsformeln von Voigt, Reuss oder
Hill gebildet wurde, zur Berechnung der Durchbiegung praktisch ungeeig-
net ist. Deshalb geben wir zwei neue isotropisierte elastische Konstanten fu¨r
GaAs an, mit deren Verwendung die Durchbiegungen deutlich besser erfasst
werden ko¨nnen.
Wir dokumentieren die anisotropen Effekte und den Spannungsverlauf
in der Na¨he der Kugelkontaktfla¨che. Außerdem u¨berpru¨fen wir die Einhal-
tung der Annahmen, die eine Verwendung der von Ka´rma´n’schen Platten-
theorie rechtfertigen. Dabei stellen wir fest, dass insbesondere innerhalb der
Kugelkontaktfla¨che, die Annahme, dass die Axialspannung gegenu¨ber der
Radialspannung vernachla¨ssigbar ist, nicht erfu¨llt wird.
Hieraus erwa¨chst eine weitere Zielstellung der vorliegenden Arbeit: Die Un-
tersuchung der besonderen Pha¨nomene beim Vorliegen lokal begrenzter Fla¨-
chenlasten mit Lastradien, die in der Gro¨ßenordnung der Plattendicke liegen.
Wir zeigen, dass die Annahme, die Axialspannung gegenu¨ber der Radi-
alspannung zu vernachla¨ssigen, fu¨r diese Lastradien in der Umgebung des
Kontaktgebietes nicht gerechtfertigt ist. Dies gilt insbesondere auch dann,
wenn die aufgebrachten Lasten so klein sind, dass die resultierenden Durch-
biegungen sehr viel kleiner als die Plattendicke sind, was die Voraussetzung
zur Anwendbarkeit der Kirchhoff ’schen Plattentheorie ist. Zur Bestimmung
der Auswirkung des Fehlers, der aus Verwendung dieser Annahme resultiert,
leiten wir die 3D-Gleichungen fu¨r den Fall der am Rand gestu¨tzten Kreis-
platte mit Hilfe von harmonischen Verschiebungsansa¨tzen her. Die resultie-
renden Gleichungen entsprechen im wesentlichen denen, die Na´dai 1925 in
[77] bei konstanter Fla¨chenlast fu¨r dicke Platten angibt. Wa¨hrend Na´dai
von der rotationssymmetrischen Halbraumlo¨sung ausgeht, orientieren wir
uns am Lo¨sungsweg von Papkowitsch [88] und Neuber [79] in der Darstel-
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lung von Lurje [72] und Neuber [80].
Als wichtigstes Ergebnis erhalten wir, dass die Verschiebungen nach bei-
den Theorien praktisch nicht unterscheidbar sind. Fu¨r die Spannungen gilt
dies nur fu¨r die Bereiche, die um mehr als das Dreifache des Kontaktradius
von der Zylinderachse entfernt sind. Im Ort der maximalen Zugspannung,
der auf der unteren Deckfla¨che auf der Zylinderachse liegt, treten fu¨r sehr
kleine Lastradien in den Radialspannungen Abweichungen bis maximal 20%
auf. Fu¨r die Lastradien, die sich bei den uns interessierenden Bruchlasten
ergeben, liegen die Abweichungen jedoch nur bei 5%. Generell ist zu sagen,
dass die Kirchhoff ’sche Theorie auf der Zylinderachse an der unteren Deck-
fla¨che zu hohe Zugspannungen und an der oberen Deckfla¨che zu niedrige
Druckspannungen liefert.
1.3 U¨bersicht
Nach der Einleitung in diesem Kapitel folgt im Kapitel 2 ein Verzeichnis der
verwendete Symbole.
Im 3. Kapitel beschreiben wir das Modell des Biegetests. Dabei wer-
den die wesentlichen Annahmen formuliert, so dass unter ihrer Verwendung
mit Hilfe der Grundgleichungen das vollsta¨ndige 3D-Problem gelo¨st wer-
den kann. Außerdem werden die Besonderheiten, die auf Grund der spezi-
ellen Geometrie-, Verformungs- und Beanspruchungsverha¨ltnisse vorliegen,
erla¨utert. Mit der Beru¨cksichtigung dieser Besonderheiten motivieren wir
letztlich die Verwendung der von Ka´rma´n’schen Theorie und die Notwen-
digkeit einer genaueren Untersuchung der Verha¨ltnisse in der Umgebung der
Kontaktfla¨che.
Das vollsta¨ndige 3D-Problem wird im Kapitel 4 beschrieben. Zuna¨chst
geben wir die Definitionen der verwendeten Begriffe an. Wir formulieren
die nichtlineare Impulsbilanz im mechanischen Gleichgewicht und stellen
das verwendete Materialgesetz einschließlich der gewa¨hlten Verschiebungs–
Verzerrungsrelation dar. Zur Formulierung der Randbedingungen werden
die besonderen Verha¨ltnisse am Stu¨tzring diskutiert.
Im 5. Kapitel gehen wir zur Plattentheorie u¨ber. Wir leiten zuna¨chst
die von Ka´rma´n’sche Theorie fu¨r den kubisch anisotropen Fall auf klassi-
schem Wege her, d. h. unter Verwendung bestimmter Annahmen zu den
Verschiebungs- und den Spannungsfeldern. Zur Rechtfertigung dieser An-
nahmen fu¨hren wir anschließend fu¨r die schwache Formulierung des nicht-
linearen 3D-Problems eine formal asymptotische Entwicklung der Verschie-
bungen durch. Das resultierende Integral wird dann unter Verwendung der
weitaus schwa¨cheren Anforderungen an das Lo¨sungsverhalten beim Grenz-
u¨bergang h∗ → 0 ausgewertet. Das 5. Kapitel endet mit einigen Anmerkun-
gen zur Historie der von Ka´rma´n’schen Plattentheorie und einem Vergleich
dieser Theorie mit zwei verschiedenen Theorien, die zur Beschreibung großer
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Verschiebungen geeignet sind.
Gegenstand der Untersuchungen im 6. Kapitel ist der Kontaktbereich
zwischen Druckkugel und oberer Waferdeckfla¨che. Wir berechnen die Kon-
taktfla¨che und den Verlauf der Spannungen in dieser Fla¨che nach der Theorie
der Hertz ’schen Pressung unter Beru¨cksichtigung der kubischen Anisotropie
des Wafermaterials. Die Resultate vergleichen wir mit verschiedenen isotro-
pen Na¨herungslo¨sungen.
Im 7. Kapitel beschreiben wir die numerische Umsetzung der von Ka´r-
ma´n’schen Gleichungen mit der Finite-Element-Methode. Wir stellen die
verwendeten Hermite’schen Dreieckselemente unter Verwendung der Dar-
stellung vonKa¨mmel und Franeck [60] vor und leiten das resultierende nicht-
lineare algebraische Gleichungssystem her. Außerdem erla¨utern wir die Be-
sonderheiten bei der FE-Formulierung der Verschiebungsrandbedingungen
auf dem Stu¨tzring. Insbesondere gehen wir auf ein numerisches Pha¨nomen
ein, dass bei der Verwendung von Dreieckselementen fu¨r drehbare Kreis-
platten auftritt und unter dem Namen Sapondjan-Babusˇka-Plattenparadox
[95, 4] bekannt ist.
Die konkrete Auswertung fu¨r die untersuchten Testgeometrien erfolgt am
Schluss des 7. Kapitel, nachdem numerische Tests zur Gu¨te der verwendeten
Plattenelemente durchgefu¨hrt wurden.
Im 8. Kapitel untersuchen wir die besonderen Pha¨nomene beim Vorliegen
lokal begrenzter Fla¨chenlasten mit Lastradien, die in der Gro¨ßenordnung der
Plattendicke liegen. Dazu geben wir zuna¨chst die isotrope Kirchhoff -Lo¨sung
einer am Außenrand einfach gestu¨tzten Platte an. Nach der Herleitung der
3D-Lo¨sung des entsprechenden linearisierten Problems, vergleichen wir beide
Lo¨sungen an Hand der konkreten im Abschnitt 3.3 gegebenen Daten.
Da insbesondere die Begriffe zur Beschreibung der Lage der Ko¨rper und
der kinematischen Zusammenha¨nge bei verschiedenen Autoren nicht ein-
heitlich sind und sich teilweise sogar widersprechen, geben wir im Anhang
eine Zuordnung der hier verwendeten Begriffe zur Begriffswelt einiger ande-
rer Autoren an.
Im Anhang befinden sich auch die verschiedenen Umrechnungsvorschrif-
ten fu¨r die verschiedenen Darstellungsmo¨glichkeiten der drei kubisch-elasti-
schen Konstanten. Erga¨nzend gehen wir auf spezielle Mittelungsformeln ein,
mit denen fu¨r drei gegebene kubische Konstanten zwei isotrope Konstanten
berechnet werden ko¨nnen.
Ebenfalls im Anhang werden die schwachen Formulierungen des 3D- und
des 2D-Problems fu¨r die Variation der Verschiebung angegeben.
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Kapitel 2
Bezeichnungen und Symbole
(ohne Kapitel 7)
cIJ elastische Konstanten in der 〈100〉-Orientierung, Komponenten
des Steifigkeitstensors in Voigt ’scher Notation mit I, J = 1,. . . ,6
cijkl elastische Konstanten, Komponenten des Steifigkeitstensors,
dargestellt als Tensor 4. Stufe
C rechter Cauchy-Green-Tensor
Cij Komponenten von C
d∗ dimensionsloser Wafer- bzw. Plattendurchmesser
∂ω Rand von ω
∂Ω Rand von Ω, Momentanplatzierung des Randes des materiellen
Ko¨rpers (d.h. des Wafers)
∂Ωf Teilmenge von ∂Ω−, Menge aller Punkte in der Kontaktfla¨che
zwischen Wafer und Druckkugel in der Bezugsplatzierung
∂ΩM Teilmenge von ∂ΩR, Menge aller Punkte in der Mantelfla¨che des
zylindrischen Wafers in der Bezugsplatzierung
∂ΩM∗ Teilmenge von ∂ΩM , Menge aller Punkte in der Mantelfla¨che des
zylindrischen Wafers in der Bezugsplatzierung ohne die Punkte
XN ,XO,XW
∂ΩR Rand von Ω, Bezugsplatzierung des Randes des materiellen
Ko¨rpers (d.h. des Wafers)
∂Ω− Teilmenge von ∂ΩR, Menge aller Punkte in der oberen Deck-
fla¨che des zylindrischen Wafers in der Bezugsplatzierung
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∂Ω+ Teilmenge von ∂ΩR, Menge aller Punkte in der unteren Deck-
fla¨che des zylindrischen Wafers in der Bezugsplatzierung
ei i -ter Orthonormalbasisvektor im E3
E3 reeller 3-dimensionaler Euklid ’ischer Vektorraum
E3 reeller 3-dimensionaler Euklid ’ischer Punktraum
f Druckkraft
G Green’scher-Verzerrungstensor
G Menge der ganzen Zahlen
Gij Komponenten von G
h Wafer- bzw. Plattendicke
h∗ dimensionslose Wafer- bzw. Plattendicke
H Verschiebungsgradient
Hij Komponenten von H, Ableitung der i -ten Komponente von u
in Richtung Xj
idi χi, falls χi(X) = Xi gilt
J det(F)
M Momententensor
Mαβ Kartesi ’sche Komponenten von M
Mnn nRαMαβn
R
β , Normalkomponente von M auf ∂ω
M sn sRαMαβn
R
β , Verdrillungsmoment auf ∂ω
n Vektor der a¨ußeren Fla¨chennormalen in der Momentanplatzie-
rung, Richtung von da
ni Komponenten von n
nR Vektor der a¨ußeren Fla¨chennormalen in der Bezugsplatzierung,
Richtung von dA
nRi Komponenten von n
R
N Membrankrafttensor
Nαβ kartesische Komponenten von N
Nnn nRαNαβn
R
β , Normalkomponente von N auf ∂ω
N sn sRαNαβn
R
β
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O Punkt in E3 als Ursprung eines kartesischen Koordinatensys-
tems
O(·) großes Landau-Symbol
OX Ortsvektor vom Ursprung O zum Punkt X, Element des E3
p Druckkraft in ∂Ω−
pf Druckkraft in ∂Ωf
Q Querkraftvektor
Qα kartesische Komponenten von Q
Qn Normalkomponente von Q
Q∗n Ersatzquerkraft
R eigentlich orthogonaler Tensor
RA Radius des Wafers, Außenradius des Stu¨tzringes
RC Kontaktradius zwischen Wafer und Druckkugel
RI Innenradius des Stu¨tzringes
RK Druckkugelradius
R Raum der reellen Zahlen
Rn n-dimensionaler reeller Raum
Rij Komponenten von R
s Tangentenvektor in der Momentanplatzierung, Darstellung von
sR in der Momentanplatzierung
si Komponenten von s
sR normierter Tangentenvektor in der Bezugsplatzierung
sRi Komponenten von s
R
sijkl elastische Konstanten, Komponenten des Nachgiebigkeitsten-
sors, dargestellt als Tensor 4. Stufe
S 1. Piola-Kirchhoff ’scher Spannungstensor
Sij kartesische Komponenten von S
Snn Normalkomponente von tR
Ssn Tangentialkomponente von tR in Richtung s
Sτn Tangentialkomponente von tR in Richtung τ
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t wahrer Spannungsvektor
ti Komponenten von t
tR bezogener Spannungsvektor
tRi Komponenten von t
R
T Cauchy ’scher Spannungstensor, Tensor der wahren Spannungen
Tij kartesische Komponenten von T
Tnn Normalkomponente von t
T sn Tangentialkomponente von t in Richtung s
T τn Tangentialkomponente von t in Richtung τ
U Vektor der Horizontalverschiebung der Mittelfla¨che
Uα kartesische Komponente von U
u ΩR → Ω ⊂ R3, Verschiebung als reelles Vektorfeld
uˆ ΩˆR → E3, Euklid ’ischer Verschiebungsvektor
ui ΩR → R, i -te Komponente von u
uˆi ΩˆR → R, i -te kartesische Komponente von uˆ
vK Druckkugelgeschwindigkeit
v ΩR → R3, Testfunktionsvektor des 3D-Problems
vi ΩR → R, Komponente von v
V ω ∪ ∂ω → R2, Testfunktionsvektor des 2D-Problems
Vi ω ∪ ∂ω → R, Komponente von V
wmax maximale Durchbiegung
W Mittelfla¨chendurchbiegung
x Punkt im E3, Momentanplatzierung von X
x reeller Vektor im R3, Vektor der kartesischen Koordinaten des
Punktes x, Vektor der kartesischen Komponenten von Ox
xi i -te kartesische Koordinate des Punktes x, i -te kartesische Kom-
ponente von Ox, i -te Komponente von x
X Punkt im E3, materieller Punkt, Punkt in der Bezugsplatzierung
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X reeller Vektor im R3, Vektor der kartesischen Koordinaten des
Punktes X, Vektor der kartesischen Komponenten von OX
Xi i -te kartesische Koordinate des Punktes X, i -te kartesische
Komponente von OX, i -te Komponente von X
XN reeller Vektor der kartesischen Koordinaten eines Starrko¨rper-
fesselpunktes
XO reeller Vektor der kartesischen Koordinaten eines Starrko¨rper-
fesselpunktes
XW reeller Vektor der kartesischen Koordinaten eines Starrko¨rper-
fesselpunktes
δij Kronecker -Symbol
∆a |∆a|, Fla¨chenelement in der Momentanplatzierung
|∆a| gerichtetes Oberfla¨chenelement in der Momentanplatzierung
∆A |∆A|, Fla¨chenelement in der Bezugsplatzierung
|∆A| gerichtetes Oberfla¨chenelement in der Bezugsplatzierung
∆k Vektor des Kraftfelds auf ∆a in der Momentanplatzierung
∆ki Komponenten von ∆k
∆x gerichtetes Linienelement in der Momentanplatzierung
∆xi Komponenten von ∆x
∆X gerichtetes Linienelement in der in der Bezugsplatzierung
∆Xi Komponenten von ∆X
εijk Levi-Cevita-Symbol
η dimensionsloser Kontaktradius zwischen Wafer und Druckkugel
Θ {(X1, X2)|X21 +X22 = R2I} ⊂ ω+
Θf {(X1, X2)|
(
X1 +U1(X1, X2)
)2
+
(
X2 +U2(X1, X2)
)2
= R2I} ⊂
ω+
λ Lame´-Konstante, elastische Konstante
µ Lame´-Konstante, Schubmodul
µ′ elastische Konstante bei kubischer Symmetrie
ρGaAs Dichte von GaAs bei Raumtemperatur und Normalluftdruck
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σ 2. Piola-Kirchhoff ’scher Spannungstensor
σij Komponenten von σ
σnn Normalkomponente von F−1tR
σsn Tangentialkomponente von F−1tR in Richtung sR
στn Tangentialkomponente von F−1tR in Richtung τR
ΣR Teilmenge von ∂Ω+, Menge aller Punkte, die in der Bezugsplat-
zierung die obere innere Stu¨tzringkante beru¨hren
Σf Teilmenge von ∂Ω+, Menge aller Punkte, die in der Momen-
tanplatzierung fu¨r feste Werte von f die Kontaktlinie mit dem
Stu¨tzring bilden
τ Tangentenvektor in der Momentanplatzierung, Darstellung von
τR in der Momentanplatzierung
τi Komponenten von τ
τR normierter Tangentenvektor in der Bezugsplatzierung
τRi Komponenten von τ
R
χ ΩR → Ω ⊂ R3, Lagea¨nderung, Platzierungswechsel
χi ΩR → R, i -te Komponente von χ
ω offenes Teilgebiet im R2, stellt das Inneren von ω¯ dar
ω Kreisbereich im R2 mit dem Radius RA
Ω offenes Teilgebiet im R3, Momentanplatzierung des Inneren des
materiellen Ko¨rpers (d.h. des Wafers)
Ω Vereinigung von Ω und ∂Ω, Momentanplatzierung des materiel-
len Ko¨rpers (d.h. des Wafers)
Ω0 abgeschlossenes Teilgebiet des R3, Anfangsplatzierung des ma-
teriellen Ko¨rpers (d.h. des Wafers)
ΩR abgeschlossenes Teilgebiet des R3, Bezugsplatzierung des mate-
riellen Ko¨rpers (d.h. des Wafers)
| · | Betrag von | · |, so dass |A| der Betrag von A ist
{·} Menge von Elementen, so dass {a1, a2, . . . , an} die Menge der
Elemente a1, a2, . . . , an−1 und an ist
{X|A} Menge alle Elemente X, die der Bedingung A genu¨gen
]·, ·[ offenes Intervall
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[·, ·] abgeschlossenes Intervall
(a, b) Vektor im R2
(a, b, c) Vektor im R3
× kartesisches Produkt
−→ A −→ B heißt Abbildung von A auf B
[[abc]] Punkt mit den Koordinaten (a,b,c)∈ R3 in der Einheitszelle ei-
nes Kristalls, Koordinaten sind in Einheiten der Gitterkonstan-
ten dargestellt
(hkl) Gitterebene in der die Punkte [[h00]], [[0k0]] und [[00l ]] liegen,
mit h, k, l ∈ G und der Schreibweise h¯ := −|h|
[hkl] Gitterrichtung vom Punkt [[000]] zum Punkt [[hkl]], mit h, k, l ∈
G und der Schreibweise h¯ := −|h|
〈hkl〉 Menge aller zu [hkl] gleichwertigen Richtungen, entstehen aus
[hkl] durch Permutation und Vorzeichenwechsel von h,k und l
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Kapitel 3
Modellierung
des modifizierten
Doppelring-Biegeversuchs
3.1 Versuchsanordnung
Ein Wafer, idealisiert als Vollkreiszylinder der Dicke h mit dem Radius RA
liegt konzentrisch auf einem Stu¨tzring, dessen Außenradius mit dem Zy-
linderradius u¨bereinstimmt. Der Stu¨tzring, idealisiert als Hohlkreiszylinder,
hat einen Innenradius RI . Auf die obere Deckfla¨che des Vollkreiszylinders
wird eine Druckkugel mit dem Radius RK durch eine Kraft f gepresst. Dabei
wirkt die Kraft in die Richtung der Zylinderachse. Auf diese Weise kommt
es zur Durchbiegung des Zylinders.
Abbildung 3.1: Geometrie der Testbauteile.
18
3.2 Modellannahmen
Der Wafer besteht aus einkristallinem kubisch anisotropen Gallium-Arsenid
(GaAs). Die [100]-Richtung des Kristalls fa¨llt gema¨ß der Angaben in [46]
mit der Zylinderachse zusammen.
Abbildung 3.2: Orientierung des Testwafers.
Der schematische Aufbau des Gallium-Arsenid-Einkristalls ist in Abbildung
3.3 skizziert.
Abbildung 3.3: Kubisches GaAs-Gitter. As-Atome werden durch kleine Ku-
geln und Ga-Atome durch große Kugeln dargestellt.
Die Gro¨ße der Fla¨che des Kontaktbereiches zwischen Kugelstempel und Wa-
fer sowie die Verteilung der Spannung in dieser Fla¨che soll durch die Lo¨sung
gena¨hert werden, die sich mit der Theorie der Hertz ’schen Pressung einer
isotrop elastischen Kugel auf einen kubisch anisotropen elastischen Halb-
raum ergibt. Der Halbraum ist dabei so orientiert, dass seine Normale mit
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der [100]-Richtung zusammenfa¨llt.
Da wir uns nicht fu¨r den genauen Spannungsverlauf in der Umgebung
des Stu¨tzringes interessieren, nehmen wir zur Vereinfachung den Stu¨tzring
als starren Hohlkreiszylinder an. Damit bleiben die immer auch vorhande-
nen Abrundungen zwischen den Deckfla¨chen und der inneren Mantelfla¨che
des realen Ringes unberu¨cksichtigt. Im Gegensatz zum realen Ring, kann
ein so modellierter Ring wegen seiner Starrheit keine Abplattung erfahren.
Außerdem vernachla¨ssigen wir vollsta¨ndig das Eindringen des Ringes in das
elastische Wafermaterial. Statt dessen nehmen wir an, dass der Kontakt zwi-
schen Stu¨tzring und Wafer auf eine Kreislinie mit dem Radius RI beschra¨nkt
bleibt. Entlang der Kontaktlinie soll der Wafer frei drehbar und horizontal
frei verschiebbar sein. Außerdem soll er dort die Durchbiegung Null haben.
3.3 Material- und Geometriedaten, Last- und
Durchbiegebereich
Die elastischen GaAs-Konstanten fu¨r kubische Symmetrie in Voigt ’scher No-
tation1 bei 300K lauten:
c11 = 119, 0 GPa
c12 = 53, 8 GPa (3.1)
c44 = 59, 5 GPa.
Die in der Literatur z.B. in [99, 44] und [14] angegebenen Daten unterschei-
den sich fu¨r diese Konstanten um maximal ±0, 1 GPa.
Die Dichte von GaAs betra¨gt nach [44]
ρGaAs = 5, 3167 g/cm
3. (3.2)
Fu¨r die isotrope Stahlkugel verwenden wir als E -Modul und Querkontrak-
tionszahl die Werte
ES = 210 GPa und νS = 0, 3. (3.3)
Die Berechnungen werden fu¨r zwei Wafer mit verschiedenen Dicken und
Durchmesser der Firma FCM gema¨ß den in [38] und [45] angegebenen Ab-
messungen durchgefu¨hrt:
großer Wafer : 2RA = 150 mm, h = 0, 675 mm,
kleiner Wafer : 2RA = 100 mm, h = 0, 625 mm. (3.4)
1Eine Definition der Voigt ’schen Konstanten erfolgt im Anhang A.2.1.
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Die Stu¨tzringbreite ist fu¨r beide Wafer gleich. Es gilt jeweils
RA −RI = 4 mm. (3.5)
Damit hat der Stu¨tzring beim Biegetest des großen Wafers einen Innen-
durchmesser 2RI = 142 mm. Der entsprechende Stu¨tzring zum Test des
kleinen Wafers hat ein Innendurchmesser von 2RI = 92 mm.
In beiden Tests wird die gleiche Druckkugel mit einem Durchmesser
2RK = 1/8" = 3, 175 mm. (3.6)
gema¨ß [112] und [46] verwendet, die im Radius identisch mit dem Radius
der Stu¨tzkugeln des nach ASTM F 394-78 standardisierten Biegetests sind2.
Der Lastbereich bis zum Bruch liegt fu¨r den kleinen Wafer gema¨ß [46] zwi-
schen 0 und 450 N. Fu¨r den großen Wafer wird in [38] ein Lastbereich zwi-
schen 0 und 600 N angegeben.
Die maximalen Durchbiegungen wmax werden gema¨ß Abbildung 3.4 ge-
messen.
Abbildung 3.4: Maximale Durchbiegung.
Dabei liegen die Werte fu¨r die maximalen Durchbiegungen wmax, die bis
zum Bruch erreicht werden, in Ho¨he der 6,52-fachen Plattendicke [35], d.h.
es gilt
|wmax/h| ≤ 6, 52. (3.7)
Die Kraft wird gema¨ß [35] so aufgebracht, dass sich die Oberkante der Druck-
kugel mit einer konstanten Geschwindigkeit von
vK = 0, 0167 m / s (3.8)
nach unten bewegt.
2Eine kurze Erla¨uterung dieses Tests erfolgte bereits im Abschnitt 1.1 auf Seite 3.
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3.4 Wichtige Schlussfolgerungen aus der konkre-
ten Datenlage
Aus den Waferabmessungen gema¨ß (3.4) folgern wir, dass es sich bei beiden
Wafern um du¨nne Kreisplatten handelt. Du¨nne Kreisplatten zeichnen sich
dadurch aus, dass die Plattendicke sehr viel kleiner als der Plattendurch-
messer ist. Wir bezeichnen den Quotienten
h∗ :=
h
2RI
(3.9)
als dimensionslose Plattendicke. Diese Gro¨ße ist fu¨r die Begru¨ndung der
Plattentheorie durch asymptotische Entwicklung von zentraler Bedeutung
und wird im Kapitel 5 oft beno¨tigt.
Fu¨r du¨nne Platten gilt also
h∗ ¿ 1. (3.10)
Fu¨r die Zahlenwerte entsprechend (3.4) erhalten wir fu¨r die dimensionslosen
Dicken:
großer Wafer : h∗ = 0, 00475,
kleiner Wafer : h∗ = 0, 00679. (3.11)
Die dimensionslose Dicke des kleinen Wafers ist also rund 1,43 mal gro¨ßer
als die dimensionslose Dicke des großen Wafers. In diesem Sinne handelt es
sich bei dem großen Wafer um eine du¨nnere Platte als beim kleinen Wafer.
Außerdem gilt auch h2RA ¿ 1. Fu¨r den großen Wafer lautet der Wert
dieses Quotienten h2RA = 0, 0045. Entsprechend erhalten wir fu¨r den klei-
nen Wafer h2RI = 0, 00625. Wu¨rden wir diese Quotienten als dimensionslose
Dicken verwenden, wa¨re der kleine Wafer bezu¨glich dieser Gro¨ße rund 1,39
mal dicker als der große Wafer.
Wenn wir in den folgenden Kapiteln zwischen beiden Wafergeometrien
unterscheiden mu¨ssen, werden wir immer vom großen Wafer bzw. von der
großen Platte sprechen, wenn es sich um den Wafer mit dem gro¨ßeren Radius
handelt. Anderenfalls sprechen wir vom kleinen Wafer bzw. von der kleinen
Platte.
Eine weitere wichtige Besonderheit ist, dass wegen (3.4), (3.5) und (3.6)
auch
RK ¿ RI (3.12)
gilt. Wir werden im Kapitel 6 mit der Theorie der Hertz ’schen Pressung eine
Formel fu¨r den Kontaktradius RC berechnen, fu¨r den
RC < RK (3.13)
22
gilt. Wir zeigen außerdem im Kapitel 6, dass fu¨r die am Ende des Ab-
schnitts 3.3 auf Seite 21 angegebenen Lastbereiche nur Kontaktradien resul-
tieren, fu¨r die
RC < h (3.14)
gilt. Mit Einfu¨hrung des dimensionslosen Kontaktradius
η :=
RC
RI
(3.15)
lautet die dimensionslose Version von (3.14)
η < 2h∗. (3.16)
Wir haben es hier mit einer lokal begrenzten Fla¨chenlast zu tun. An Hand
konkreter Rechnungen im Kapitel 7 und einer genaueren Untersuchung im
Kapitel 8 zeigen wir, dass Spannungsberechnungen, welche aus der von
Ka´rma´n’schen Plattentheorie oder ihrer linearisierten Version, der Kirch-
hoff ’schen Plattentheorie, resultieren, beim Auftreten lokal begrenzter Fla¨-
chenlasten sehr sorgfa¨ltig analysiert werden mu¨ssen.
Nachdem wir bereits die Werte der Waferdicke und des Kugelkontaktra-
dius u¨ber den Wert des Stu¨tzring-Innendurchmesser charakterisiert haben,
wollen wir dies abschließend auch mit den Werten der maximalen Durchbie-
gung wmax gema¨ß (3.7) tun. Zu diesem Zweck fu¨hren wir mit
w∗ :=
w
2RI
(3.17)
die dimensionslose Durchbiegung ein. Die Gro¨ße der dimensionslosen Durch-
biegung einer Platte wird oft bezu¨glich der Plattendicke klassifiziert:
 gilt |w∗max| ¿ h∗, insbesondere auch bei |w∗max| ≈ (h∗)2, bezeichnen
wir die Durchbiegungen als klein,
 gilt |w∗max| ≈ h∗ , bezeichnen wir die Durchbiegungen als moderat
und
 gilt |w∗max| À h∗, insbesondere auch, wenn |w∗max| ≈ 1 gilt, bezeichnen
wir die Durchbiegungen als groß.
In diesem Sinne handelt es sich bei den maximalen Durchbiegungen gema¨ß
(3.7) um moderate Durchbiegungen.
Fu¨r die Verformungs- und Spannungsanalyse du¨nner Platten gema¨ß
(3.10) wird in der Ingenieur-Literatur bei kleinen Durchbiegungen die Ver-
wendung der Kirchhoff ’schen Plattentheorie, bei moderaten Durchbiegun-
gen die Verwendung der von Ka´rma´n’schen Plattentheorie und bei großen
Durchbiegungen die Verwendung einer nichtlinearen Membrantheorie emp-
fohlen3. Wolmir gibt in [115] bei technischen Problemstellungen fu¨r Metall-
platten die folgenden Empfehlungen:
3Einige Ausfu¨hrungen zur invarianten nichtlinearen Membrantheorie werden im Ab-
schnitt 5.7 auf Seite 104 gemacht.
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 bei |w∗max| < 0, 2 h∗ Verwendung der Kirchhoff ’schen Plattentheorie,
 bei 0, 2 ≤ |w∗max| < 5 h∗ Verwendung der von Ka´rma´n’schen Platten-
theorie und
 bei |w∗max| ≥ 5 h∗ Verwendung einer nichtlinearen Membrantheorie.
Den Hartog empfiehlt in [53] die Verwendung der Kirchhoff ’schen Platten-
theorie fu¨r Durchbiegungen, fu¨r die |w∗max| < h∗ gilt. Weitere Empfehlungen
fu¨r den Anwendungsbereich der von Ka´rma´n’schen Plattentheorie gibt auch
Kolesnikow in [66] an.
U¨bertragen wir diese Empfehlungen auf GaAs, folgern wir, dass zur rich-
tigen Beru¨cksichtigung der maximalen Durchbiegungen gema¨ß (3.7) das Pro-
blem ausreichend genau durch die von Ka´rma´n’sche Plattentheorie gelo¨st
werden kann.
Die moderaten Durchbiegungen gema¨ß (3.7) verbieten außerdem, das
Problem durch Verwendung der linearisierten 3D-Theorie zu lo¨sen, da diese
Theorie nur fu¨r kleine Verschiebungsgradienten4 ausreichend genau ist. Die
vollsta¨ndige Herleitung des nichtlinearen 3D-Randwertproblems erfolgt im
na¨chsten Kapitel.
Mit den Abmessungen des Wafers gema¨ß (3.4) und der Dichte von GaAs
gema¨ß (3.2) sind die Durchbiegungen auf Grund des Eigengewichts des Wa-
fers gegenu¨ber den durch die Last hervorgerufenen Durchbiegungen ver-
nachla¨ssigbar. Plastische Deformationen werden ebenfalls nicht beru¨cksichtigt.
Zeitabha¨ngige Effekte, wie Schwingen und Kriechen des Wafers, ko¨nnen
wir vernachla¨ssigen. Da die Durchbiegung gema¨ß (3.8) mit einer konstanten
Geschwindigkeit erfolgt, treten keine Plattenschwingungen auf. Aus (3.7)
und (3.8) folgt, dass der betrachtete Zeitraum bis zum Bruch maximal bei
0, 26 s liegt. In Stahl und GaAs treten bei Raumtemperatur in diesem kurzen
Zeitraum praktisch keine Kriecheffekte auf, so dass wir von rein elastischem
Materialverhalten ausgehen ko¨nnen.
4Die Definition dieser Gro¨ße wird na¨chsten Kapitel auf Seite 29 angegeben.
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Kapitel 4
Formulierung als
nichtlineares
3D-Randwertproblem
4.1 Tensornotation im R3
Wann immer wir Komponenten von Vektoren aus dem R3 oder aus den
Ra¨umen R3 × R3 bzw. aus R3 × . . . × R3 betrachten, verwenden wir die
Konvention, dass lateinische Indizes (i, j, p, . . .) ihre Werte immer aus der
Menge {1, 2, 3} annehmen. Zum Beispiel ist fu¨r ui, vi ∈ R die Gleichung
ui = vi gleichbedeutend zu u1 = v1, u2 = v2 und u3 = v3.
Außerdem schreiben wir u := (u1, u2, u3) ∈ R3, so dass wir statt
ui = vi auch u = v
schreiben.
Zusa¨tzlich verwenden wir die Einstein’sche Summationskonvention, womit
die folgenden Identita¨ten
uivi =
3∑
i=1
uivi, Aii =
3∑
i=1
Aii und AijBij =
3∑
i=1
3∑
j=1
AijBij
gelten. Dabei ist Aij ∈ R3 eine Komponente der Matrix
A =
 A11 A12 A13A21 A22 A23
A31 A32 A33
 ∈ R3 × R3.
Fu¨r einen unterstrichenen Index wird diese Regel außer Kraft gesetzt. Damit
ist zum Beispiel
aiui = vi gleichbedeutend zu a1u1 = v1, a2u2 = v2 und a3u3 = v3,
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und es gilt
aiuivi =
3∑
i=1
aiuivi und aibjAijBij =
3∑
i=1
3∑
j=1
aibjAijBij .
Damit gilt auch
aibjδijδij = aibiδii =
3∑
i=1
aibiδii =
3∑
i=1
aibi = aibi,
wobei δij das Kronecker -Symbol darstellt.
Da wir im Folgenden einerseits kartesische Koordinaten x = (x1, x2, x3)
∈ R3 und andererseits kartesische Koordinaten X = (X1, X2, X3) ∈ R3
verwenden, benutzen wir zur Darstellung des Gradienten und der Divergenz
neben ∂a∂xj und
∂ak
∂xk
bzw. ∂a∂Xj und
∂ak
∂Xk
auch die Schreibweise
grad(a) :=
(
∂a
∂x1
,
∂a
∂x2
,
∂a
∂x3
)
und div(a) :=
∂a1
∂x1
+
∂a2
∂x2
+
∂a3
∂x3
bzw.
GRAD(a) :=
(
∂a
∂X1
,
∂a
∂X2
,
∂a
∂X3
)
und DIV(a) :=
∂a1
∂X1
+
∂a2
∂X2
+
∂a3
∂X3
.
4.2 Exkurs u¨ber Elastizita¨tstheorie
4.2.1 Lagebeschreibung, Verschiebungen und Verzerrungen
Zur Beschreibung der Lage eines Festko¨rpers im Raum und seiner Lagea¨n-
derung nach einer Bewegung betrachten wir den Raum unserer Anschauung
als reellen 3-dimensionalen Euklid ’ischen Punktraum E3, in dem der be-
wegte Ko¨rper zu jedem Zeitpunkt t eine beschra¨nkte zusammenha¨ngende
Untermenge einnimmt, die wir durch Ωˆt ∈ E3 beschreiben.
Der Euklid ’ische Punktraum E3 ist mit dem Euklid ’ischen Vektorraum E3
assoziiert. E3 ist mit einer Orthogonalbasis ausgestattet, bestehend aus drei
Vektoren ei ∈ E3. Nach Wahl eines Punktes O ∈ E3 als Ursprung, kann
jeder Punkt x ∈ E3 eindeutig einem Vektor Ox ∈ E3 zugeordnet werden.
Ox ∈ E3 heißt Ortsvektor vom Ursprung O zum Punkt x. Der Ursprung
O ∈ E3 und die drei Vektoren ei ∈ E3 bilden zusammen ein kartesisches Ko-
ordinatensystem. Die drei Komponenten xi des Ortsvektors Ox zur Basis
{ei} werden kartesische Koordinaten von x ∈ E3 oder kartesische Kompo-
nenten von Ox ∈ E3 genannt1.
1Eine klare Unterscheidung zwischen Punkten und Koordinaten ist auch fu¨r die Be-
schreibung der Finite-Element-Ansa¨tze im Abschnitt 7.3.3 no¨tig. Dort heißen bestimmte
ausgewa¨hlte Punkte Knoten und seine Koordinaten entsprechend Knotenkoordinaten.
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Auf diese Weise ko¨nnen wir in einem fest gewa¨hlten kartesischen Ko-
ordinatensystem einen Punkt x ∈ E3 nicht nur durch seinen Ortsvektor
Ox = xiei ∈ E3 identifizieren, sondern auch durch den reellen Vektor
(x1, x2, x3) = x ∈ R3.
Genauso ko¨nnen wir nun Ωˆt ⊂ E3 durch ein festes kartesisches Koordinaten-
system einem reellen dreidimensionalen Teilbereich Ω¯t ⊂ R3 zuordnen. Das
Innere von Ω¯t bezeichnen wir mit Ω, seinen Rand mit ∂Ωt und nennen
Ωt = Ωt ∪ ∂Ωt ⊂ R3
die Momentanplatzierung des Ko¨rpers zum Zeitpunkt t. Bewegung in einem
Zeitintervall von t0 bis tE ko¨nnen wir dann als stetige Folge von Platzierungs-
wechseln betrachten. Das vom Ko¨rper zum gewa¨hlten Anfangszeitpunkt t0
eingenommene Gebiet des R3 und sein Rand bezeichnen wir als Anfangs-
platzierung Ω0 ⊂ R3.
Ein und derselbe materielle Punkt hat im allgemeinen zu jedem momen-
tan betrachteten Zeitpunkt eine andere Lage; d.h. zu jedem Zeitpunkt wird
einem materiellen Punkt ein im allgemeinen anderer Punkt im E3 zugeord-
net und seine kartesischen Koordinaten bilden zu jedem Zeitpunkt einen
anderen Vektor im R3. Dabei verstehen wir unter einem materiellen Punkt
die kleinste Einheit eines materiellen Ko¨rpers, die sich in der betrachteten
Raumskala nicht weiter auflo¨sen la¨sst.
Um einen materiellen Punkt im Euklid ’ischen Raum unabha¨ngig von
seiner momentanen Lage zu identifizieren, wa¨hlen wir zu Bezugszwecken
eine weitere Platzierung, die Bezugsplatzierung ΩR ⊂ R3. Bei kristallinen
Festko¨rpern wird als Bezugsplatzierung meist eine solche verwendet, bei
der das Kristallgitter unverzerrt bzw. ungesto¨rt ist. Nur in einer solchen
Platzierung liegt die Kristallsymmetrie vor, mit der die kristallinen Ko¨rper
klassifiziert werden2. Insbesondere der hier betrachtete Wafer hat nur in ei-
ner unverzerrten Platzierung kubische Symmetrie. Bei Beru¨cksichtigung des
Eigengewichts wa¨re streng genommen auch beim hier betrachteten Wafer
das Gitter in der Anfangsplatzierung verzerrt. Dies wa¨re dann ein Beispiel
fu¨r eine Bezugsplatzierung, die wa¨hrend des Prozesses der a¨ußeren Lastauf-
bringung zu keinem Zeitpunkt vom Ko¨rper eingenommen wird.
Im hier betrachteten Fall ko¨nnen wir jedoch die Sto¨rung der Gittersym-
metrie in der Anfangsplatzierung auf Grund des geringen Eigengewichts ver-
nachla¨ssigen,so dass wir den Ko¨rper in seiner Anfangsplatzierung als idealen
Einkristall mit ungesto¨rtem Gitter betrachten. Deshalb wa¨hlen wir in dieser
Arbeit als Bezugsplatzierung die Anfangsplatzierung ohne Beru¨cksichtigung
2Die meisten Materialgesetze fu¨r kristalline Festko¨rper, so auch das im Abschnitt 4.2.5
vorgestellte elastische Gesetz, beziehen einen momentanen Zustand auf eine Platzierung
mit ungesto¨rtem Gitter.
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des Eigengewichts, d. h. es gilt
ΩR = Ω0. (4.1)
Da wir hier nur elastisches Materialverhalten annehmen und außerdem keine
Schwingungspha¨nomene betrachten, ha¨ngt der momentane Verformungszu-
stand nur von der aufgebrachten Last ab, nicht aber von der vergangenen
Zeit. Deshalb lassen wir fu¨r eine feste gegebene Kraft den Zeitindex t zur
Kennzeichnung einer Momentanplatzierung weg und schreiben
Ω = Ω ∪ ∂Ω ⊂ R3, (4.2)
fu¨r eine Momentanplatzierung. Zur Beschreibung eines momentanen Verfor-
mungszustandes infolge einer Kraft, brauchen wir jeweils nur zwei Platzie-
rungen zu betrachten, die Bezugsplatzierung ΩR, die gleich der Anfangsplat-
zierung ist, und die Momentanplatzierung fu¨r einen festen Wert der Kraft
f , mit f 6= 0.
A¨ndert ein materieller Ko¨rper seine Lage, nimmt ein materieller Punkt des
Ko¨rpers, welcher in der Bezugsplatzierung die kartesischen Koordinaten Xi
hatte, eine Platzierung mit den kartesischen Koordinaten xi ein. Die Orts-
vektoren OX und Ox haben bezu¨glich der Basis {ei} die Darstellung
OX = Xiei und Ox = xiei. (4.3)
Xi und xi sind die kartesischen Koordinaten desselben materiellen Punktes
zu zwei verschiedenen Platzierungen. Sie bilden jeweils einen reellen Vektor
X = (X1, X2, X3) ∈ R3 und x = (x1, x2, x3) ∈ R3.
In der Mechanik ist die Lagea¨nderung von materiellen Ko¨rpern von zentra-
ler Bedeutung. Mit den hier bereits eingefu¨hrten Begriffen handelt es sich
bei Lagea¨nderungen um Platzierungswechsel, d.h. bei einer Lagea¨nderung
eines materiellen Ko¨rpers wechseln die Pla¨tze seiner materiellen Punkte im
Euklid ’ischen Punktraum. Wir bezeichnen die Lagea¨nderung oder den Plat-
zierungswechsel mit
χ : ΩR → Ω. (4.4)
und wir schreiben
xi = χi(X) oder xi = χi(X1, X2, X3)
bzw. auch
x = χ(X) oder x = χ(X1, X2, X3).
(4.5)
Gilt x=X schreiben wir χi = idi, so dass auch
Xi = idi(X ) (4.6)
gilt.
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Bemerkung 1
Wu¨rden wir uns fu¨r zeitabha¨ngige Bewegungsabla¨ufe interessie-
ren, mu¨ssten wir Platzierungswechsel statt durch χ durch χt
kennzeichnen, um zu verdeutlichen, dass es sich um die Momen-
tanplatzierungen zum Zeitpunkt t handelt.
Die momentane Lage eines materiellen Punktes, der in Bezugsplatzierung
mit dem Punkt X ∈ E3 identisch ist und die Koordinaten (X1, X2, X3) =
X ∈ R3 hat, kann statt durch die direkte Angabe seiner momentanen Koor-
dinaten (x1, x2, x3) = x ∈ R3 gema¨ß (4.5) auch durch seine Verschiebung in
Bezug auf den Ort X eindeutig festgelegt werden. Zwischen der Verschie-
bung u und Lagea¨nderung χ eines materiellen Punktes besteht der folgende
Zusammenhang:
ui(X) := χi(X)−Xi = χi(X)− idi(X) ∈ R
bzw. u(X) := χ(X)−X ∈ R3. (4.7)
Abbildung 4.1: Darstellung eines materiellen Punktes als Element eines ma-
teriellen Ko¨rpers in der gewa¨hlten Bezugsplatzierung und in der betrachte-
ten Momentanplatzierung.
Zur einfacheren Beschreibung dru¨cken wir von jetzt ab eine vektorielle Gro¨ße
aˆ : ΩˆR → E3 immer durch den mit ihr assoziierten reellen Vektor a :
ΩR → R3 aus. Dies ist durch die Verwendung eines kartesischen Koordina-
tensystems auch naheliegend, denn es gelten die folgenden Zusammenha¨nge:
aˆi(X)e i = aˆ(X) ∈ E3, a = (a1, a2, a3) mit ai : Ω¯R → R und aˆi : ΩˆR → R,
sowie aˆi(X) = ai(X) ∈ R. In gleicher Weise verfahren wir auch mit den
Tensoren n-ter Stufe.
Die Gro¨ße H, deren Komponenten durch
Hij(X) :=
∂ui(X)
∂Xj
(4.8)
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definiert sind, bezeichnen wir als Verschiebungsgradient, wobei Xi wieder
die Koordinaten der Bezugsplatzierung eines materiellen Punktes im Sinne
von (4.3) sind. Statt (4.8) schreiben wir auch H = GRAD(u). Konsequen-
terweise bezeichnen wir die Gro¨ße F, deren Komponenten durch
Fij(X) :=
∂χi(X)
∂Xj
(4.9)
definiert sind, als den Gradienten der Lagea¨nderung oder als Gradient des
Platzierungswechsels. Statt (4.9) schreiben wir auch F = GRAD(χ).
Fu¨r die weiteren Betrachtungen ist die Gro¨ße F von zentraler Bedeu-
tung. Sie kann auch als Jacobi -Matrix der Koordinatentransformation von
den kartesischen Koordinaten der Momentanplatzierung in die kartesischen
Koordinaten der Bezugsplatzierung interpretiert werden. Sie hat die Eigen-
schaft
J := det(F(X)) > 0 fu¨r alle X ∈ ΩR ⊂ R3, (4.10)
was bedeutet, dass das Volumen eines materiellen Ko¨rpers in jeder Platzie-
rung positiv ist.
Unterscheidet sich die Momentanplatzierung in einer gewissen Umge-
bung eines materiellen Punktes X von seiner Bezugsplatzierung nur durch
eine Translation, gilt in X die Beziehung F = I, wobei I ∈ R3×3 der Ein-
heitstensor ist. Die entsprechende Formulierung in kartesischen Koordinaten
lautet Fij = δij . Lassen sich beide Platzierungen durch eine reine Transla-
tion und durch eine Drehung im Punkt X bzw. im Punkt x = χ(X) in-
einander u¨berfu¨hren, unterscheiden sich beide Platzierungen nur durch eine
Starrko¨rperbewegung und es gilt Fij = Rij , wobei Rij die Komponenten
eines eigentlich orthogonalen Tensors R sind.
Bemerkung 2
Auf die Einfu¨hrung des Begriffs ”Deformation” wurde hier be-
wusst verzichtet, da er in der Literatur nicht einheitlich, mit z.T.
widersprechender Bedeutung, verwendet wird. Weitere Ausfu¨h-
rungen hierzu werden im Anhang A.1 auf Seite 192 gemacht.
Im allgemeinen Fall kann der Gradient der Lagea¨nderung eindeutig multi-
plikativ in einen reinen Streckungsanteil und einen Rotationsanteil zerlegt
werden [106]. Es gilt F = VR und F = RU , wobeiR ein eigentlich orthogo-
naler Tensor ist. U und V sind symmetrische positiv definite Tensoren, die
rechter und linker Strecktensor genannt werden, und bei einer Starrko¨rper-
bewegung gleich dem Eins-Tensor I sind. Dies ist deshalb bedeutsam, da im
betrachteten Ko¨rper ausschließlich Streckungen, die ungleich I sind, Anlass
zu den im Abschnitt 4.2.3 eingefu¨hrten Spannungen geben. Strecktensoren
sind im allgemeinen symmetrische positiv definite Tensorfunktionen von F
bzw. H. Insbesondere gilt U =
√
FTF =
√
I+HT +H+HTH .
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In dieser Arbeit beno¨tigen wir als Streckungsmaß den rechten Cauchy-
Green-Tensor C , definiert durch
Cij := FkiFkj bzw. C := FTF. (4.11)
Damit gilt auch C = U2. Wir ko¨nnen C als die auf die Bezugsplatzierung
zuru¨ckgezogene Metrik der Momentanplatzierung interpretieren, denn es gilt
|∆x|2 = ∆xi∆xi = ∆xjδjk∆xk = ∆XjCjk∆Xk.
Dabei ist ∆x eine betrachtete Momentanplatzierung eines materiellen Li-
nienelements mit den Komponenten ∆xi und ∆X seine Bezugsplatzierung
mit den Komponenten ∆Xi. Ein Linienelement ist ein Tangentenvektor in
einer hinreichen kleinen Umgebung eines Punktes auf einer Linie.
Wa¨hrend Strecktensoren bei einer Starrko¨rperbewegung gleich dem Eins-
Tensor I sind, stimmen die so genannten Verzerrungstensoren bei einer
solchen Lagea¨nderung mit dem Null-Tensor 0 u¨berein. Verzerrungstenso-
ren sind zwar ebenfalls symmetrische Tensorfunktionen von F bzw. H, sind
aber im allgemeinen indefinit.
In den folgenden Abschnitten verwenden wir als Verzerrungsmaß den
Greenschen Verzerrungstensor. Dieser ist definiert durch
Gij := (Cij − δij)/2 bzw. G := (C− I)/2. (4.12)
Wir ko¨nnen G als die auf die Bezugsplatzierung bezogene halbe Metrikdif-
ferenz der beiden Platzierungen interpretieren, denn es gilt
(|∆x|2 − |∆X|2)/2 = (∆xi∆xi −∆Xi∆Xi)/2 = ∆XjGjk∆Xk.
Mit dem Greenschen Verzerrungstensor ko¨nnen insbesondere Lagea¨nderun-
gen betrachtet werden, die kleine Verzerrungen aber mo¨glicherweise große
Rotationen beinhalten. Auf eine solche Situation treffen wir beim hier un-
tersuchten Biegetest.
Im Folgendem wird die Lagea¨nderung immer durch die Verschiebung
ausgedru¨ckt. F und G haben jetzt die Darstellung
Fij = δij +
∂ui
∂Xj
= δij +Hij bzw. F = I+H und (4.13)
Gij =
1
2
(
∂ui
∂Xj
+
∂uj
∂Xi
+
∂uk
∂Xi
∂uk
∂Xj
)
=
(
Hij +Hji +HkiHkj
)
/2
bzw. G =
(
H+HT +HTH
)
/2. (4.14)
Der im Anhang A.3 eingefu¨hrte linearisierte Verzerrungstensor ist fu¨r den
betrachteten Test keine geeignete Na¨herung zur Beschreibung der auftre-
tenden Verzerrungen, da die hier auftretenden Starrko¨rperrotationen einen
nicht unerheblichen Betrag zur linearisierten Verzerrung liefern wu¨rden. Da-
mit wu¨rden bei Verwendung des ebenfalls im Anhang A.3 beschriebenen
Hooke’schen Gesetzes unrealistisch hohe Spannungen folgen.
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4.2.2 Oberfla¨chenelemente und Fla¨chennormalen
Um zum Begriff der Spannung zu gelangen, beno¨tigen wir noch eine Defini-
tion der Begriffe Oberfla¨chenelement und Fla¨chennormale. Dazu betrach-
ten wir einen Punkt x auf der Oberfla¨che ∂Ω und nehmen an, dass die
Oberfla¨che in einer gewissen Umgebung dieses Punktes glatt genug ist, so
dass seine Tangentenebene eindeutig festliegt. Vom Punkt x aus wa¨hlen
wir uns zwei verschiedene Tangentenvektoren ∆x und ∆y , die im Sinne
der Ausfu¨hrungen auf der vorherigen Seite materielle Linienelemente in der
Momentanplatzierung sind. Dabei wird ∆x und ∆y so gewa¨hlt, dass der
Vektor ∆a , dessen Komponenten durch
∆ak := ∆xiεjki∆yj
definiert sind, aus dem Volumen heraus zeigt. εjki ist das Levi-Cevita-Sym-
bol. Der Vektor ∆a bezeichnet ein materielles Oberfla¨chenelement in der
Momentanplatzierung.
Sind die Vektoren ∆X und ∆Y die Bezugsplatzierungen von ∆x und
∆y , ko¨nnen wir einen Vektor ∆A definieren, fu¨r dessen Komponenten
∆Ak := ∆Xiεjki∆Yj
gilt. Demnach ist ∆A die Bezugsplatzierung von ∆a .
Zwischen den Oberfla¨chenelementen in beiden Platzierungen besteht un-
ter Beachtung von (4.9) und (4.10) der folgende Zusammenhang:
∆ai = JF−1ji ∆Aj bzw. ∆a = JF
T−1∆A. (4.15)
Fla¨chenelemente sind die Betra¨ge der Oberfla¨chenelementvektoren. Wir de-
finieren die Fla¨chenelemente
∆a := |∆a| und ∆A := |∆A|, (4.16)
wobei ∆a die Momentanplatzierung und ∆A die Bezugsplatzierung eines
materiellen Fla¨chenelements ist.
Die auf Eins normierte Richtung eines Oberfla¨chenelements heißt a¨ußere
Fla¨chennormale. Wir definieren
nj :=
∆aj
∆a
und nRj :=
∆Aj
∆A
bzw. n :=
∆a
∆a
und nR :=
∆A
∆A
.
(4.17)
Dabei ist n die a¨ußere Fla¨chennormale auf ∆a und nR die a¨ußere Fla¨chen-
normale auf ∆A.
Durch Einsetzen von (4.15)1 in (4.16)1 erhalten wir unter Beachtung von
(4.17)2 und (4.11) zwischen Fla¨chenelementen die Beziehung
∆a = J
√
nRj C
−1
jk n
R
k ∆A. (4.18)
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Setzen wir diese Beziehung und (4.15)1 in (4.17)1 ein, ergibt sich unter Be-
achtung von (4.15)2 die Beziehung zwischen den Fla¨chennormalen:
ni =
F−1ji n
R
j√
nRl C
−1
lk n
R
k
. (4.19)
4.2.3 Spannungen
Bezeichnet ∆k den Vektor des momentanen Oberfla¨chenkraftfeldes u¨ber ei-
nem materiellen Fla¨chenelement, das in Momentanplatzierung durch ∆a und
in der Bezugsplatzierung durch ∆A bezeichnet wird, dann heißen die auf die-
se Fla¨chen bezogenen momentanen Oberfla¨chenkraftvektoren wahrer Span-
nungsvektor und bezogener Spannungsvektor, bezeichnet durch t und tR.
Damit definieren wir
ti :=
∆ki
∆a
und tRi :=
∆ki
∆A
bzw. t :=
∆k
∆a
und tR :=
∆k
∆A
. (4.20)
Beide Vektoren zeigen in die gleiche Richtung und mit (4.18) folgt
ti =
tRi
J
√
nRj C
−1
jk n
R
k
bzw. t =
1
J
√
nRj C
−1
jk n
R
k
tR. (4.21)
Es la¨sst sich zeigen, dass zwischen den Vektoren tR und nR sowie zwischen
t und n ein linearer Zusammenhang besteht [106]:
ti = Tijnj und tRi = Sijn
R
j bzw. t = Tn und t
R = SnR. (4.22)
Die lineare Abbildung T wird Cauchy ’scher oder wahrer Spannungstensor
genannt. Die Gro¨ße S heißt Piola-Kirchhoff -Spannungstensor 1. Art.
Ersetzen wir in (4.21) die Spannungsvektoren t und tR durch die Aus-
dru¨cke in (4.22), erhalten wir unter Beachtung von (4.19) eine Beziehung
zwischen beiden Spannungstensoren
Sik = JTijF−1kj bzw. S = JTF
T−1. (4.23)
Die Cauchy-Spannungen messen die momentanen Kra¨fte bezogen auf ein
aktuelles Fla¨chenelement, wa¨hrend die Piola-Kirchhoff -Spannungen 1. Art
die gleichen Kra¨fte auf das entsprechende Fla¨chenelement der Bezugsplat-
zierung beziehen.
Zusa¨tzlich definieren wir jetzt noch einen dritten Spannungstensor. Sei-
ne Komponenten sind die Piola-Kirchhoff -Spannungen der 2. Art. Sie leben
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vollsta¨ndig auf der Bezugsplatzierung, d.h. sie beziehen die auf die Bezugs-
platzierung transformierten Kra¨fte F−1∆k auf die Bezugsplatzierung des
Fla¨chenelements:
σlk = JF−1li TijF
−1
kj bzw. σ = JF
−1TFT−1. (4.24)
Hier ko¨nnen die vorhandenen materiellen Symmetrien am besten beru¨ck-
sichtigt werden.
4.2.4 Mechanisches Gleichgewicht
Im mechanischen Gleichgewicht ist die Beschleunigung des materiellen Ko¨r-
pers identisch Null. Da wir das Eigengewicht vernachla¨ssigen wollen und
keine weiteren a¨ußeren Kra¨fte wirken, lautet die Impulsbilanz fu¨r mechani-
sches Gleichgewicht
∂Tik
∂xk
= 0 bzw. div(T) = 0, (4.25)
formuliert in der Momentanplatzierung, und
∂Sik
∂Xk
= 0 bzw. DIV(S) = 0, (4.26)
formuliert in der Bezugsplatzierung.
Fu¨r nonpolare Materialien3 la¨sst sich durch Auswertung der Drehim-
pulsbilanz zeigen, dass
Tik = Tki bzw. T = TT (4.27)
gilt4, woraus mit (4.23) und (4.24)
SikFjk = FikSjk bzw. SFT = FST und (4.28)
σij = σji bzw. σ = σT (4.29)
folgt.
Fu¨r den U¨bergang zur von Ka´rma´n’schen Plattentheorie im Kapitel 5 for-
mulieren wir (4.26) in der folgenden Form:
∂
∂Xk
(
σik +
∂ui
∂Xj
σjk
)
= 0. (4.30)
3In nonpolaren Materialien hat ein materieller Punkt nur Translationsfreiheitsgrade,
in polaren Materialien hat er zusa¨tzlich Rotationsfreiheitsgrade. Eine polare Materialan-
nahme wird in der Timoschenko-Balkentheorie bzw. in der Reissner-Mindlin’schen Plat-
tentheorie gemacht, um bei dicken Balken und bei dicken Platten die Schubweichheit des
Materials besser zu erfassen. Siehe Handbuch der Physik, Bd. VI/2a [78].
4Siehe Handbuch der Physik, Bd. III/1 [106].
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4.2.5 Das Saint-Venant–Kirchhoff ’sche Materialgesetz
Das Saint-Venant–Kirchhoff ’sche Gesetz postuliert gema¨ß [105] bei kleinen
Verzerrungen5 einen linearen Zusammenhang zwischen dem 2. Piola-Kirch-
hoff -Spannungstensor, definiert durch (4.24), und dem Green’schen Verzer-
rungstensor, definiert durch (4.12). Seine bezu¨glich H linearisierte Version
fu¨hrt auf das Hooke’sche Gesetz6. Das Saint-Venant–Kirchhoff ’sche Gesetz
lautet:
σij = cijmnGmn bzw. Gij = sijmnσmn mit (4.31)
Hier sind cijmn die kartesischen Komponenten des Steifigkeitstensors und
sijmn die kartesischen Komponenten des Nachgiebigkeitstensors. Beide
Tensoren haben ho¨chstens 21 voneinander unabha¨ngige Komponenten, da
sie den beiden voneinander unabha¨ngigen Symmetriebedingungen
cijkl = cklij und cijkl = cjikl (4.32)
genu¨gen. Aus diesen Symmetriebedingungen folgt
sijmncmnpq = (δipδjq + δiqδjp)/2, (4.33)
d.h. sijmn sind nicht die Komponenten eines Tensors, der zum Tensor mit
den Komponenten cijmn invers ist, da zwei Tensoren 4. Stufe zueinander
invers sind, wenn fu¨r ihre Komponenten aijkl und bijkl die Beziehung
aijmnbmnpq = δipδjq gilt.
Detaillierte Ausfu¨hrungen zu den Steifigkeitstensoren findet man z. B. bei
Gurtin in [51].
Zu weiteren Vereinfachungen des Steifigkeitstensors ko¨nnen wir durch Be-
ru¨cksichtigung der Symmetrieklasse des Materials in der Gleichung (4.31)
gelangen. Dabei wird ausgenutzt, dass fu¨r bestimmte orthogonale Tensoren
R die Beziehung
cijklGkl = RimRjnRkpRlqcmnpqGkl (4.34)
gilt. Ist (4.34) nur fu¨r Rij = δij erfu¨llt, liegt triklines Materialverhalten mit
21 unabha¨ngigen Elastita¨tskoeffizienten vor. Gilt (4.34) fu¨r alle orthogona-
len Tensoren R, handelt es sich um isotropes Material, fu¨r das es nur zwei
voneinander unabha¨ngige Koeffizienten gibt. Zu einer umfassenden Darstel-
lung der orthogonalen Tensoren R fu¨r die verschiedenen Kristallklassen sei
hier auf Truesdell und Noll [105] verwiesen.
Orthotropes Verhalten liegt vor, wenn (4.34) fu¨r spezielle Tensoren R,
die 180◦-Drehungen in drei zueinander orthogonalen Ebenen beschreiben.
5Siehe auch im Anhang, Abschnitt A.3 auf Seite 201.
6Siehe Anhang A.3 Formel (A.35).
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In diesem Fall ergeben sich mit (4.34) weitere 12 Beziehungen zwischen
Komponenten des Steifigkeitstensors, so dass nur noch 9 unabha¨ngige Ma-
terialkonstanten vorliegen.
Kubisches Verhalten liegt vor, wenn (4.34) fu¨r spezielle Tensoren R
gilt, die 180◦-Drehungen in zwei zueinander orthogonalen Ebenen und 120◦-
Drehungen in der 3. Ebene beschreiben. Die Normale der dritten Ebene
zeigt in Richtung der Raumdiagonalen desjenigen Wu¨rfels, der durch die
Normalen der ersten beiden Fla¨chen und einer weiteren zu ihnen senkrecht
stehenden Ebene aufgespannt wird. Fu¨r detaillierte Darstellungen verwei-
sen wir auf [105] und [51]. Zu den Beziehungen des orthotropen Materials
kommen mit (4.34) noch 6 weitere Gleichungen hinzu, so dass nur noch 3
unabha¨ngige Elastizita¨tskonstanten vorliegen.
In der hier vorliegenden Arbeit interessieren wir uns fu¨r kubisch elas-
tisches Materialverhalten, da der Wafer ein Einkristall mit kubischer Ma-
terialsymmetrie ist, und fu¨r isotrop elastisches Materialverhalten, da die
Druckkugel ein Polykristall ist, der sich im Mittel isotrop verha¨lt. Außer-
dem interessieren wir uns fu¨r isotrope Na¨herungen fu¨r das kubisch anisotrope
Waferverhalten.
Zu einer besonders einfachen Darstellung des Materialgesetzes (4.31) fu¨r
kubische Kristallsymmetrie gelangen wir, wenn die Achsen des fest gewa¨hl-
ten Koordinatensystems, mit dessen Hilfe wir die materiellen Punkte in ihren
verschiedenen Platzierungen beschreiben, mit den Kristallachsen des Wafers
in der Bezugsplatzierung zusammenfallen7. Wir sprechen dann von einer
〈100〉-Orientierung des kubischen Materials. Dabei sind die ganzzahligen
Werte 1 und 0 in den spitzen Klammern die so genannten Miller ’schen
Indizes.
Eine ausfu¨hrliche Anleitung zur Verwendung dieser Indizes, einschließlich
der Bedeutung der verschiedenen Klammertypen wird z.B. in [97] angegeben.
Das Saint-Venant–Kirchhoff ’sche Gesetz fu¨r kubisches Material in der 〈100〉-
Orientierung lautet:
σij = λGkkδij + 2µGij + µ′Giiδij . (4.35)
Den Zusammenhang zwischen den elastischen Koeffizienten cijkl und den
Lame´-Koeffizienten λ, µ und µ′ stellen wir im Anhang A.2 dar. Außerdem
geben wir die Beziehungen zwischen der Darstellung der Komponenten des
Steifigkeitstensors als Tensor 4. Stufe und seiner Voigt ’schen Darstellung an,
da die 3 unabha¨ngigen Materialkoeffizienten in der entsprechenden Literatur
meist in Voigt ’scher Notation angegeben werden8.
7Siehe Abbildung 3.2 auf Seite 19 und Abbildung 3.3.
8Siehe hierzu auch die Datenangaben fu¨r GaAs in Formel (3.1).
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4.3 Die Randbedingungen
4.3.1 Festlegung des Koordinatensystems
Im vorherigen Abschnitt haben wir bereits festgelegt, dass wir den Wafer in
einem kartesischen Koordinatensystem beschreiben. Außerdem entschieden
wir uns, dass System so festzulegen, dass die Koordinatenachsen in Richtung
der unverformten Kristallachsen zeigen.
An dieser Stelle legen wir den Ursprung dieses Koordinatensystems in
den Mittelpunkt der Kreisfla¨che, die den Wafer in zwei gleich große Kreiszy-
linder der Ho¨he h/2 teilt. Wir bezeichnen die Ebene, in der diese Kreisfla¨che
liegt, als Plattenmittelebene. Die X1- und die X2-Achse soll innerhalb die-
ser Ebene liegen. Die X3-Achse steht folglich senkrecht auf der Mittelebene
und soll nach unten zeigen. Damit ist festgelegt, dass die Verschiebungs-
komponente u3 die momentane Durchbiegung des Wafers charakterisiert,
wa¨hrend die beiden u¨brigen Verschiebungskomponenten die Horizontalver-
schiebungen des Wafers darstellen. Die Abbildung 4.2 stellt den Wafer in
seiner Bezugsplatzierung dar.
Zur Beschreibung der Bezugsplatzierung fu¨hren wir zuna¨chst die Kreisfla¨che
ω := ω ∪ ∂ω ⊂ R2 ein. Das Innere dieser Fla¨che ist definiert durch
ω := {(X1, X2)|X21 +X22 < RA} (4.36)
und ihr Rand durch
∂ω := {(X1, X2)|X21 +X22 = RA}. (4.37)
Damit ko¨nnen wir die Bezugsplatzierung des Waferinneren gema¨ß Abbil-
dung 3.1 auf Seite 18 durch
ΩR := ω ×
]
−h2 , h2
[
(4.38)
beschreiben. Der Rand von ΩR wird wie folgt unterteilt:
obere Deckfla¨che ∂Ω− : = ω ×
{
−h2
}
,
untere Deckfla¨che ∂Ω+ : = ω ×
{
h
2
}
,
Mantelfla¨che ∂ΩM : = ∂ω ×
[
−h2 , h2
]
.
(4.39)
Damit gilt
∂ΩR = ∂Ω− ∪ ∂Ω+ ∪ ∂ΩM . (4.40)
Die Mittelfla¨che ko¨nnen wir jetzt auch durch ω × {0} darstellen.
Wir verwenden im Folgenden nur die in der Bezugsplatzierung formulierte
Version der Impulsbilanz (4.26). Folglich mu¨ssen die Spannungsrandbedin-
gungen als Piola-Kirchhoff -Spannungen 1. Art angegeben werden.
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Abbildung 4.2: Koordinatensystem zur Beschreibung der Lage des Wafers.
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4.3.2 Zum Prinzip von Saint-Venant
Die genaue Beschreibung aller Randbedingungen eines elastischen Ko¨rpers
und die genaue Berechnung des Verschiebungsfeldes fu¨r jeden Punkt ist fu¨r
reale technische Probleme sehr aufwendig. Nur durch ihre pra¨zise Erfassung
kann der Spannungszustand fu¨r jeden Ko¨rperpunkt in gleicher Gu¨te ermit-
telt werden. Oft ist man jedoch nur am genauen Spannungsverlauf innerhalb
einiger kleiner Bereiche des Ko¨rpers interessiert. Meist handelt es um die Be-
reiche, in denen die betragsma¨ßig gro¨ßten Spannungen zu erwarten sind.
In solchen Fa¨llen kann man sich das so genannte Prinzip von Saint Ven-
ant zunutze machen. Das Prinzip wurde bereits im Jahre 1855 von de Saint
Venant in [94] beschrieben und danach erfolgreich fu¨r zahlreiche reale tech-
nische Problemstellungen angewendet. Eine U¨bersicht daru¨ber, wie verschie-
dene Autoren dieses Prinzip durch pra¨zise mathematische Formulierungen
beschreiben, gibt Gurtin in [51] an. Wir geben das Prinzip hier nur verbal
an. Es besagt, dass
statisch a¨quivalente Randbedingungen, die auf einem begrenzten
Randbereich eines elastischen Ko¨rpers anliegen, nur in einer ge-
wissen Umgebung dieses Bereiches zu merklich unterschiedlichen
Verschiebungs- und Spannungsverla¨ufen fu¨hren.
Dabei sind statisch a¨quivalente Randbedingungen solche, fu¨r die die resul-
tierenden mittleren Kra¨fte und Momente u¨ber diesem Bereich gleich sind.
Die Verschiebungen selbst unterscheiden sich auch innerhalb des betrach-
teten Randbereiches kaum. Damit ko¨nnen in Gebieten, fu¨r die ein genau-
er Spannungsverlauf nicht von Interesse ist, die Randbedingungen soweit
vereinfacht werden, dass die Berechnung des Verschiebungsfeldes und des
Spannungsfeldes in hinreichend weiter Entfernung von dieser Randregion
mit weniger Aufwand mo¨glich ist.
Als Beispiel fu¨r die Anwendung des Prinzips kann man die im na¨chsten
Kapitel vorgestellte Plattentheorie betrachten. Dort werden die Randspan-
nungen auf dem schmalen Plattenrand durch statisch a¨quivalente Linien-
kra¨fte und Linienmomente ersetzt9. In der Balkentheorie werden die Span-
nungen an den Balkenenden durch Einzelkra¨fte und -momente ersetzt.
Bei 3D-Problemen kann so in Extremfa¨llen eine kleine Fla¨chenlast durch
eine Punktlast oder durch eine Linienlast approximiert werden. In gleicher
Weise kann eine Auflagefla¨che durch eine Auflagelinie oder einen Auflage-
punkt ersetzt werden.
In der hier vorliegenden Arbeit wenden wir das Prinzip nicht nur bei
der klassischen Herleitung der Plattentheorie an. In den beiden na¨chsten
Abschnitten dient es außerdem zur Rechtfertigung der Approximation der
9Oft wird dieses Prinzip auch zur Rechtfertigung der so genannten Ersatzquerkraft am
Rand von schubstarren Platten angefu¨hrt, so z. B. bei Girkmann in [50]. Eine Definition
der Ersatzquerkraft und der schubstarren Platte geben wir im na¨chsten Kapitel an.
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Randbedingungen an der Kontaktstelle zwischen Stu¨tzring und Wafer und
der Randbedingungen fu¨r den Kontaktbereich zwischen Kugelstempel und
Wafer. Außerdem wird mit dem Prinzip im Kapitel 8 die Verwendung ver-
einfachter Ansa¨tze in der 3D-Theorie dicker Platten gerechtfertigt.
4.3.3 Die Verha¨ltnisse unter dem Kugelstempel
Im folgenden Abschnitt gehen wir auf drei Aspekte des Kontaktproblems
zwischen Wafer und Kugelstempel ein: 1. Wir begru¨nden, warum die Beru¨ck-
sichtigung einer endlichen Kontaktfla¨che zwischen beiden Ko¨rpern notwen-
dig ist. 2. Wir formulieren die Annahmen, die eine Lo¨sung des Kontaktpro-
blems nach der Theorie der Hertz ’schen Pressung mo¨glich machen. 3. Wir
beschreiben, wie die Resultate aus der Theorie der Hertz ’schen Pressung,
die bekanntlich aus dem vollsta¨ndig linearisierten 3D-Halbraumproblem bei
Annahme kleiner Verschiebungen hergeleitet wird, sinnvoll auf das hier be-
trachtete nichtlineare Problem u¨bertragen werden ko¨nnen.
An der Kontaktstelle vonWafer und Kugelstempel kommt es zur Abplattung
der elastischen Kugel und zum Eindringen der Kugel in die Waferoberfla¨che.
Die Beru¨cksichtigung dieses Pha¨nomens hat fu¨r die Spannungsanalyse auch
bei sehr kleiner Belastung eine große Bedeutung.
Wird die Belastung entsprechend dem Prinzip von Saint-Venant nur
durch eine Einzelkraft modelliert, erhalten wir eine Singularita¨t im Kraft-
angriffspunkt, so dass wir dort unendlich hohe Druckspannungen erhalten.
Wa¨hrend bei einer 3D-Lo¨sung, auf der gegenu¨berliegen Seite im Punkt, der
die Bezugsplatzierung (0, 0, h/2) hat, die Zugspannungen endlich bleiben10,
ergeben sich dort fu¨r 2D-Rechnungen entsprechend der im na¨chsten Kapitel
vorgestellten Plattentheorie unendlich hohe Zugspannungen.
Da wir die Spannungsanalyse unter Verwendung einer Plattentheorie
durchfu¨hren wollen, ist eine mo¨glichst genaue Berechnung der Kontaktfla¨che
notwendig.
Die Gro¨ße der Kontaktfla¨che und der Spannungsverlauf auf dieser Fla¨che
a¨ndert sich mit der aufgebrachten Kraft f. Zur Vereinfachung nehmen wir
Folgendes an:
Die Gro¨ße der Kontaktfla¨che und die Ho¨he der sich auf ihr ein-
stellenden Spannungen stimmt in guter Na¨herung mit denen
u¨berein, die sich fu¨r das Pressen einer elastischen Stahlkugel auf
einem ebenen 〈100〉-orientierten GaAs-Halbraum einstellen.
Auf diese Weise la¨sst sich mit der Theorie der Hertz ’schen Pressung fu¨r eine
gegebene Druckkraft f, unabha¨ngig von den sich in der Platte einstellenden
10Siehe Kapitel 8 Abschnitt 8.5.
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Abbildung 4.3: Reibungsfreie Hertz ’sche Pressung nach linearer Theorie. Die
Druckspannung zeigt in e3-Richtung.
Verschiebungen und Verzerrungen, eine Druckspannung pf in der resultieren
Kontaktfla¨che ∂Ωf ⊂ ∂Ω− angeben.
Diese Berechnung fu¨hren wir im Kapitel 6 vor. Sie beruht jedoch auf
der bezu¨glich des Verschiebungsgradienten H linearisierten Theorie, die ih-
re Rechtfertigung findet, wenn kleine Verschiebungsgradienten vorliegen11.
Dies ist beim oben beschriebenen Halbraumproblem gegeben.
Wu¨rden beim hier untersuchten Biegetest nur kleine Durchbiegungen im
Sinne der im Abschnitt 3.4 auf Seite 23 angegebenen Klassifizierung vorlie-
gen, ko¨nnten wir zur Berechnung der Verformung ebenfalls die linearisierte
Theorie verwenden. Eine Darstellung dieser Situation ist in Abbildung 4.3
skizziert. Dort braucht zwischen den drei Spannungsmaßen (4.22), (4.23)
und (4.24) nicht unterschieden werden, da sie durch Linearisierung formal
nicht mehr zu unterscheiden sind12.
Im hier betrachteten Fall mu¨ssen wir jedoch die mit der linearisierten
Theorie berechnete Druckspannung pf (X ) fu¨r X ∈ ∂Ωf einem dieser Span-
nungsmaße zuordnen. Dazu nehmen wir analog zur Hertz ’schen Annahme
an, dass der Kontakt reibungsfrei ist. Dies ist eine Annahme, die die mo-
mentanen Tangentialspannungen, d.h. die Cauchy-Spannungen, in der Kon-
taktfla¨che betreffen. Siehe hierzu auch die Skizze in Abbildung 4.4.
Die Schwierigkeit besteht darin, dass der Wafer in der Momentanplatzie-
rung gekru¨mmt ist. Dadurch zeigt das momentane Druckkraftfeld, welches
11Zur Theorie kleiner Verschiebungsgradienten siehe Anhang, Abschnitt A.3.
12Siehe Anhang, Formel (A.36).
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Abbildung 4.4: Reibungsfreie Pressung in der Momentanplatzierung. Die
Normalspannung zeigt nicht in e3-Richtung.
normal auf der Oberfla¨che liegt, im allgemeinen nicht in e3-Richtung.
Wir zeigen im Folgenden, dass es gu¨nstiger ist, in der Kontaktfla¨che nicht
wie u¨blich die Piola-Kirchhoff -Spannungen 1. Art vorzugeben, sondern die
Piola-Kirchhoff -Spannungen 2. Art.
Fu¨r eine detaillierte Betrachtung fu¨hren wir jetzt auf der Kontaktfla¨che
∂Ωf in der Bezugsplatzierung neben der Fla¨chennormalen auch normierte
Tangentenvektoren ein. Fu¨r die Fla¨chennormale gilt nR = (0, 0,−1). Die
normierten Tangentenvektoren sR und τR legen wir so fest, dass sR :=
(−1, 0, 0) und τR := (0,−1, 0) auf ∂Ωf gilt. Wir definieren die normalen
und tangentialen 2.-Piola-Kirchhoff -Spannungskomponenten durch
σnn : = nRi σijn
R
j , (4.41)
σsn : = sRi σijn
R
j und (4.42)
στn : = τRi σijn
R
j . (4.43)
Außerdem definieren wir s und τ als Momentanplatzierungen von sR und
τR, so dass
si = FijsRj bzw. s = Fs
R und
τi = FijτRj bzw. τ = Fτ
R
(4.44)
gilt.
In der Kontaktfla¨che erhalten wir die folgenden Identita¨ten:
σnn = σ33, σsn = σ13 und στn = σ23. (4.45)
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Analog definieren wir
Snn : = niSijnRj , T
nn : = niTijnj ,
Ssn : = siSijnRj , T
sn : = siTijnj ,
Sτn : = τiSijnRj und T
τn : = τiTijnj .
(4.46)
Bei reibungsfreier Pressung gilt
0 = Ssn(X) = Sτn(X) = T sn(X) = T τn(X)
= sRk Cklσljn
R
j (X) = τ
R
k Cklσljn
R
j (X) ∀ X ∈ ∂Ωf
(4.47)
sowie
Tnn(X) =
1
J
√
nRj C
−1
jk n
R
k
Snn(X) =
1
JnRj C
−1
jk n
R
k
σnn(X) ≤ 0 ∀X ∈ ∂Ωf .
(4.48)
Mit den Richtungsfestlegungen fu¨r nR, sR und tR auf Seite 42 ko¨nnen wir
(4.47) und (4.48) zu
C1lσl3(X) = C2lσl3(X) = 0 und
1
JnRj C
−1
jk n
R
k
σnn(X) =
1
J(C−1)33
σ33(X) ≤ 0 ∀ X ∈ ∂Ωf (4.49)
vereinfachen.
Da aus (4.11) die Beziehung Cij = δij + O(‖G‖) und aus (4.31) bzw.
(A.32) die Beziehung σij = O(‖G‖) folgt, gilt auch
C1lσl3 = σ13 +O(‖G‖2) = O(‖G‖)
C2lσl3 = σ23 +O(‖G‖2) = O(‖G‖)
und 1
J(C−1)33
σ33 = σ33 +O(‖G‖2) = O(‖G‖).
(4.50)
An dieser Stelle nutzen wir aus, dass beim betrachteten Biegetest nur klei-
ne Verzerrungen auftreten. Im Anhang A.3 wird gezeigt, dass das Saint-
Venant–Kirchhoff ’sche Materialgesetz aus einem allgemeinen elastischen
Gesetz durch Linearisierung bezu¨glich G=0 folgt, so dass seine Verwen-
dung beim Vorliegen kleiner Verzerrungen gerechtfertigt ist. In gleicher Wei-
se ko¨nnen wir nun wegen der vorliegenden kleinen Verzerrungen die Rand-
bedingungen (4.49) durch die folgenden Bedingungen approximieren:
σ13(X) = σ23(X) = 0 und σ33(X) = −pf (X) ≤ 0 ∀ X ∈ ∂Ωf , (4.51)
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wobei die Druckspannung pf (X) und die Kontaktfla¨che ∂Ωf unabha¨ngig
vom Biegeproblem unter Verwendung der Theorie der Hertz ’schen Pressung
gema¨ß Kapitel 6 berechnet wird. Wegen der zugelassenen großen Rotationen
gilt dann fu¨r die kartesischen Komponenten der Piola-Kirchhoff -Spannun-
gen 1. Art im allgemeinen auf ∂Ωf
Sα3 = Fαiσi3 6= 0 fu¨r α ∈ {1, 2}. (4.52)
4.3.4 Die Verha¨ltnisse am Stu¨tzring
Im lastfreien Zustand liegt der Wafer vollsta¨ndig auf der oberen Kreisring-
fla¨che des Stu¨tzringes auf. Wa¨hrend der Lastaufbringung hebt die Platte
vom Außenradius beginnend in der Weise ab, dass es nur noch auf einem
schmalen Streifen entlang des Innenradius einen Kontakt zwischen Platte
und Ring gibt.
Die Bestimmung der realen kubisch symmetrischen Kontaktfla¨che fu¨r
gegebene Lasten ist sehr aufwendig. Ihre genaue Bestimmung wa¨re nur dann
notwendig, wenn diese Kontaktfla¨che der Ort der gro¨ßten Zugspannung ist.
Dies ist jedoch nicht der Fall. Konkrete numerische Rechnungen im Kapitel
7 ergeben, dass die dort auftretenden Zugspannungen sehr viel kleiner sind,
als in der Na¨he des Koordinatenursprungs. In einfachster Na¨herung nehmen
wir einen linienfo¨rmigen Kontakt zwischen Wafer und Stu¨tzring an. Eine
solche Annahme entspricht dem Prinzip von Saint-Venant.
Bevor wir eine solche Kontaktlinie formelma¨ßig beschreiben ko¨nnen, mu¨ssen
wir zuna¨chst zwei Fragen beantworten.
Kommt es auf Grund der Materialanisotropie zum Abheben des
Wafers wa¨hrend der Lastaufbringung?
Liegt an der Kontaktlinie Reibhaftung vor oder gleitet die un-
tere Deckfla¨che des Wafers in Abha¨ngigkeit von der Last an der
oberen Innenkante des Stu¨tzringes ab?
Die erste Frage ko¨nnen wir durch konkrete Rechnungen beantworten, bei
denen ein Abheben nicht zugelassen wird. Wird die Kontaktlinie nur auf
Druck beansprucht, ist kein Abheben mo¨glich. Gibt es hingegen auch Berei-
che, die auf Zug beansprucht werden, ist Abheben mo¨glich. Ein Vergleich der
berechneten maximalen Durchbiegungen mit denen der Experimente gema¨ß
[35] zeigte, dass der Wafer an der Stu¨tzringkante abgleitet. Siehe auch Ab-
bildung 7.10 auf Seite 156 und Abbildung 7.11. Dies bedeutet, dass fu¨r den
gegebenen Lastbereich die Anisotropie zu schwach fu¨r ein Abheben des Wa-
fers vom Stu¨tzring ist.
Die zweite Frage kann letztlich nur durch einen Vergleich der errechneten
Daten mit den dazu geho¨rigen Messdaten beantwortet werden.
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Liegt Haften vor, lauten die Randbedingungen auf der Kontaktlinie:
u(X) = 0 ∀ X ∈ ΣR ⊂ ∂Ω+ mit
ΣR := {X | X21 +X22 = R2I , X3 = h/2}. (4.53)
Im Fall von Gleiten, a¨ndert sich fu¨r jede Last die Bezugsplatzierung der
Kontaktlinie, denn es gilt fu¨r jeden festen Wert der Druckkraft f
Σf := {X | (χ1(X))2 + (χ2(X))2 = R2I , X3 = h/2} ⊂ ∂Ω+. (4.54)
Wie in Abbildung 4.55 zu sehen, liegt ein materieller Punkt, dessen Momen-
tanplatzierung χ(X) auf der Kontaktlinie liegt, in der Bezugsplatzierung
nicht auf der Kontaktlinie. Hingegen liegt ein materieller Punkt, dessen Be-
zugsplatzierung Y auf der Kontaktlinie liegt, in der Momentanplatzierung
nicht auf der Kontaktlinie, d. h. es gilt
Abbildung 4.5: Gleiten des Wafers an der oberen Innenkante des Stu¨tzringes
wa¨hrend der Lastaufbringung. Hellgru¨n: Der Wafer befindet sich im unbe-
lasteten Zustand (Bezugsplatzierung). Y liegt auf der Stu¨tzringinnenkante,
X nicht. Dunkelgru¨n: Lage des Wafers nach Aufbringen einer Last der (Mo-
mentanplatzierung). χ(X) liegt auf der Stu¨tzringinnenkante, χ(Y) nicht.
X 6= χ(X) = Y 6= χ(Y).
Die Annahme eines starren Stu¨tzringes fu¨hrt auf die Verschiebungsrandbe-
dingung
u3(X) = 0 ∀ X ∈ Σf ⊂ ∂Ω+. (4.55)
Außerdem nehmen wir reibungsfreies Gleiten an. Diese Annahme ist, ebenso
wie beim Kontakt zwischen Kugelstempel und Wafer, eine Annahme zu den
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momentanen Tangentialspannungen. Die folgenden Schritte gleichen deshalb
denen, die zur Formulierung der Spannungsrandbedingungen (4.51) im vo-
rigen Abschnitt fu¨hrten.
Da die Kontaktlinie auf einer glatten Fla¨che liegt, lassen sich auch hier
eindeutig a¨ußere Fla¨chennormalen angeben. Es gilt nR = (0, 0, 1). Genauso
ko¨nnen wir auch wieder in der Bezugsplatzierung normierte Tangentenvek-
toren sR und τR einfu¨hren, die wir so festlegen, dass sR := (1, 0, 0) und
τR := (0, 1, 0) gilt.
Die normalen und tangentialen 2.-Piola-Kirchhoff -Spannungskomponen-
ten sind durch die Formeln (4.41) bis (4.43) definiert. Die Momentanplat-
zierung der Tangentenvektoren sR und τR transformieren sich nach For-
mel (4.44) und wir bezeichnen sie mit s und τ . Auf diese Weise gelten
auch die Identita¨ten (4.45). Analog definieren wir die Tangentialspannungs-
komponenten des Piola-Kirchhoff ’schen Spannungstensors 1. Art und des
Cauchy ’schen Spannungstensors nach Formel (4.46). Reibungsfreies Gleiten
kann jetzt durch Formel (4.47) beschrieben werden. In gleicher Weise ko¨nnen
wir nun wegen der vorliegenden kleinen Verzerrungen diese Randbedingun-
gen durch die folgenden Bedingungen approximieren:
σ13(X) = σ23(X) = 0 ∀ X ∈ Σf . (4.56)
Wegen der zugelassenen großen Rotationen gilt auch hier fu¨r die kartesischen
Komponenten der Piola-Kirchhoff -Spannungen 1. Art auf Σf im allgemei-
nen die Ungleichung (4.52).
Als letztes definieren noch in Vorbereitung auf die 2D-Formulierung des
Randwertproblems mit der von Ka´rma´n’schen Plattentheorie die Kontakt-
kurve:
Θf := {(X1, X2) | (χ1(X1, X2, h/2))2 + (χ2(X1, X2, h/2))2 = R2I} ⊂ ω.
(4.57)
4.3.5 Lastfreie Ra¨nder und Starrko¨rperfesseln
Außerhalb der Kontaktbereiche ist der Wafer auf seinem Rand vollsta¨ndig
normal- und tangentialspannungsfrei. Die Randbedingungen auf den Deck-
fla¨chen lauten dann unter Beachtung von (4.51), (4.55) und (4.56)
Si3(X) = 0 ∀ X ∈ (∂Ω−/∂Ωf ) ∪ (∂Ω+/Σf ). (4.58)
Dabei stellt ∂Ω−/∂Ωf eine Mengendifferenz dar, die alle Punkte der oberen
Deckfla¨che umfasst, die nicht in der Kontaktfla¨che ∂Ωf liegen.
Fu¨r den Fall, dass der Wafer auf dem Stu¨tzring haftet, wa¨re das Rand-
wertproblem zur Bestimmung des Verschiebungsfeldes vollsta¨ndig beschrie-
ben, wenn auch fu¨r die Mantelfla¨che ∂ΩM a¨quivalent zu (4.58) sa¨mtliche
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Normal- und Tangentialspannungen zu Null vorgeben werden. Im hier be-
trachteten Fall des Gleitens wa¨re jedoch bei reinen Spannungsrandbedin-
gungen auf der Mantelfla¨che das Verschiebungsfeld nur bis auf die Starr-
ko¨rperbewegung in der Ebene X3 = 0 eindeutig festgelegt. Der Ko¨rper hat
in dieser Ebene noch zwei Translationsfreiheitsgrade und einen Rotations-
freiheitsgrad. Zur eindeutigen Festlegung des Verschiebungsfeldes muss des-
halb der Ko¨rper gegen ebene Starrko¨rperbewegungen gefesselt werden. Wir
wa¨hlen dafu¨r die Punkte XO,XN ,XW ∈ ∂ω × {0} ⊂ ∂ΩM mit
XO = (RA, 0, 0), XN = (0, RA, 0) und XW = (−RA, 0, 0) (4.59)
und definieren mit
∂ΩM∗ := {X |X ∈ ∂ΩM ,X 6= XO,X 6= XN ,X 6= XW } (4.60)
die Menge aller Punkte auf der Mantelfla¨che, die XO,XN und XW nicht
entha¨lt.
Bezeichnet nR = (nR1 , n
R
2 , 0) den Vektor der a¨ußeren Fla¨chennormalen
auf ∂ΩM , sR = (−nR2 , nR1 , 0) und τR = (0, 0, 1) die Tangentenvektoren auf
∂ΩM , dann lauten die Randbedingungen auf dem Mantel
ujs
R
j (X) = 0 ∀X ∈ {XO,XN ,XW }, (4.61)
Sijn
R
j (X) = 0 ∀X ∈ ∂ΩM∗, (4.62)
S3jn
R
j (X) = 0 ∀X ∈ {XO,XN ,XW } (4.63)
S11(X) = 0 ∀X ∈ {XO,XW } und (4.64)
S22(X) = 0 ∀X ∈ {XN} (4.65)
unter der Beachtung, dass s = sR ∀X ∈ {XO,XN ,XW } gilt. Die drei
Bedingungen (4.61) stellen die Starrko¨rperfesseln dar.
Auf diese Weise ist der gesamte Rand des Wafers tangentialspannungs-
frei, d.h. die Schubspannungskomponenten der 2. Piola-Kirchhoff - und Cau-
chy-Spannungen verschwinden auf demWaferrand. Insbesondere gilt auf den
beiden Deckfla¨chen ∂Ω+ ∪ ∂Ω− fu¨r kleine Verzerrungen:
σ13 = σ23 = 0 ∀X ∈ ∂Ω+ ∪ ∂Ω−, (4.66)
S33 = σ33 = 0 ∀X ∈ ∂Ω+ \ Σf , (4.67)
S33 = σ33 = −p ∀X ∈ ∂Ω− (4.68)
mit
p =
0 ∀X ∈ ∂Ω− \ ∂Ωfpf ∀X ∈ ∂Ωf . (4.69)
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4.3.6 U¨bergang zu normierten Gro¨ßen
Fu¨r die weitere Betrachtung ist es von Vorteil, das 3D-Randwertproblem
geeignet zu normieren. Wir bezeichnen die normierten Gro¨ßen auch als di-
mensionslose Gro¨ßen. Dabei kennzeichnen wir zuna¨chst die normierten Ent-
sprechungen der urspru¨nglichen Gro¨ßen mit einem hochgestellten Stern, wie
wir es bereits bei Einfu¨hrung der dimensionslosen Dicke (3.9) auf Seite 22
getan haben. Wir definieren
X∗i : =
Xi
2RI
, u∗i : =
ui
2RI
, (4.70)
λ∗ : =
λ
E〈100〉
, µ∗ : =
µ
E〈100〉
, µ′∗ : =
µ′
E〈100〉
, (4.71)
f∗ : =
f
4R2IE〈100〉
, p∗ : =
p
E〈100〉
und σ∗ij : =
σij
E〈100〉
, (4.72)
so dass sich alle u¨brigen dimensionslosen Gro¨ßen aus den obigen Gro¨ßen
generieren lassen.
Da wir außer fu¨r die Auswertungen der konkreten numerisch oder ana-
lytisch berechneten Zahlenwerte fu¨r die folgenden Betrachtungen in den
na¨chsten Kapiteln keine dimensionsbehafteten Gro¨ßen beno¨tigen, vereinba-
ren wir deshalb fu¨r die weiteren Kapitel den hochgestellten Stern wegzulas-
sen, so dass wir
X∗i =̂ Xi, u
∗
i =̂ ui, (4.73)
λ∗ =̂ λ, µ∗ =̂ µ, µ′∗ =̂ µ′, (4.74)
f∗ =̂ f, p∗ =̂ p und σ∗ij =̂ σij . (4.75)
schreiben.
In dieser Notation lautet die Ungleichung (3.10) zur Annahme einer
du¨nnen Platte :
h¿ 1 (4.76)
und es gilt
RI = 1/2. (4.77)
An den Stellen, an denen wir die konkrete Zahlenwerte der dimensionsbe-
hafteten Gro¨ßen beno¨tigen kehren wir wieder zur alten Notation zuru¨ck.
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Kapitel 5
Du¨nne Platten unter
moderater Durchbiegung —
ein 2D-Modell nach von
Ka´rma´n
5.1 Tensornotation im R2
Das Ziel einer Plattentheorie ist die Reduzierung des urspru¨nglich dreidi-
mensionalen Problems auf ein zweidimensionales Problem.
Verwendeten wir die Einstein’sche Summationskonvention bisher nur fu¨r
Tensoren im R3 bzw. im R3 × . . . × R3 , wollen wir sie von jetzt ab auch
fu¨r Tensoren aus dem R2 bzw. aus dem R2 × . . . × R2 benutzen. Statt der
lateinischen Indizes verwenden wir im R2 zur Unterscheidung griechische
Indizes. Ansonsten gelten die gleichen Regeln wie im Abschnitt 4.1.
Wenn wir zwischen zwei gleich lautenden Gro¨ßen unterscheiden mu¨ssen,
fu¨r welche die eine nach der 3D-Theorie definiert ist und die andere den
Restriktionen der 2D-Theorie unterworfen sind, bekommen die 2D-Gro¨ßen
einen oberen Index P. So schreiben wir manchmal uPα statt uα, wenn uα
ausdru¨cklich zur 3D-Theorie geho¨rt.
5.2 Unterschiedliche Wege zum 3D/2D-U¨bergang
Wie bereits im Abschnitt 3.4 begru¨ndet, wollen wir hier wegen des Vorlie-
gens moderater Durchbiegungen einer du¨nnen Platte die von Ka´rma´n’sche
Theorie verwenden. Die in der Literatur vorgestellten Herleitungen dieser
Theorie la¨sst sich in zwei Gruppen einteilen:
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1. Direkte (klassische) Herleitung
In das 3D-Problem werden bestimmte kinematische Ansa¨tze und spe-
ziell angepasste Materialgesetze eingesetzt. Die dann resultieren Glei-
chungen werden u¨ber die Plattendicke integriert. Die kinematischen
Ansa¨tze und die speziell angepassten Materialgesetze werden durch
bestimmte meist nur durch empirisch begru¨ndbare Annahmen bzw.
Forderungen gerechtfertigt. Beispielhaft fu¨r diese Vorgehensweise sei-
en hier von Ka´rma´ns Originalarbeit [61] und die klassischen Arbeiten
von Nowoschilow [84], den Hartog [53] und Wolmir [115] genannt.
2. Asymptotische Herleitung
In der schwachen Formulierung des 3D-Problems werden die Unbe-
kannten und die Daten formal asymptotisch bezu¨glich der Gro¨ße h
entwickelt, die hier als Kleinheitsparameter betrachtet wird. Voraus-
gesetzt wird dabei nur die formale Entwickelbarkeit der Unbekannten
und der Daten. Formal heißt in diesem Zusammenhang, dass die Kon-
vergenz der Reihe vorausgesetzt aber nicht bewiesen wird. Gesucht
sind die resultierenden Differentialgleichungen der fu¨hrenden Terme,
wobei die fu¨hrenden Terme die ersten nicht verschwindenden Glieder
der Reihenentwicklung sind. Die Gestalt dieser Terme wird durch Aus-
wertung der jeweils fu¨r h → 0 resultierenden Gleichungen ermittelt.
Die Materialdaten werden meist als unabha¨ngig von h betrachtet. Die
Abha¨ngigkeit der Randdaten vom Kleinheitsparameter wird entweder
wie in [26, 21] und [90] vorgegeben oder sie ergibt sich wie in [76],
wenn gefordert wird, dass der linearisierte Anteil des fu¨r h → 0 re-
sultierenden nichtlinearen Problems die gleiche Lo¨sung haben soll, wie
die Lo¨sung des asymptotisch entwickelten linearisierten 3D-Problems
fu¨r h→ 0. Die schwache Formulierung des 2D-Plattenproblems ergibt
sich dann als schwache Formulierung der fu¨hrenden Terme des 3D-
Problems, wenn nur die fu¨hrenden Terme die Randbedingungen des
urspru¨nglichen Systems exakt erfu¨llen mu¨ssen und die zugelassenen
Testfunktionen aus dem selben Raum sind, wie die fu¨hrenden Terme
der asymptotisch entwickelten Unbekannten.
Ausgangspunkt fu¨r beide Herleitungen ist die in der Bezugsplatzierung for-
mulierte Impulsbilanz des 3D-Problems gema¨ß (4.30). Wa¨hrend fu¨r die klas-
sische Herleitung von Saint-Venant–Kirchhoff ’schem Materialverhalten ge-
ma¨ß (4.31) ausgegangen werden muss, ist eine solche Annahme fu¨r die Her-
leitungen nach einer asymptotischen Entwicklung nicht no¨tig. Vielmehr kann
von allgemeineren elastischen Gesetzen der Form (A.31) ausgegangen wer-
den1. Davet zeigt in [32], dass aus der asymptotischen Entwicklung bezu¨glich
1Auf eine detaillierte Formulierung allgemeinerer elastischer Gesetze wird in dieser
Arbeit mit Verweis auf [74] oder [22] verzichtet.
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der dimensionslosen Plattendicke fu¨r solch verallgemeinerte Materialgesetze
das gleiche Resultat folgt wie fu¨r das Saint-Venant–Kirchhoff ’sche Materi-
algesetz. Da wir hier von vornherein Saint-Venant–Kirchhoff ’sches Materi-
alverhalten annehmen, eru¨brigt sich diese allgemeinere Herleitung.
Wa¨hrend fu¨r die linearisierte Theorie gezeigt werden kann, dass die
Lo¨sung des entsprechenden 3D-Problems fu¨r h→ 0 streng gegen die Lo¨sung
des Kirchhoff ’schen Plattenproblems konvergiert, fehlt fu¨r die von Ka´r-
ma´n’sche Theorie bis heute ein entsprechendes Resultat [24, 25]. Das heißt,
das Ergebnis der formal asymptotischen Methode kann zur Zeit nicht durch
einen strengen Konvergenzbeweis gerechtfertigt werden.
Fu¨r die klassische Herleitung, wie sie im Abschnitt 5.3 vorgefu¨hrt wird, muss
die Gu¨ltigkeit der folgenden vier Annahmen erfu¨llt sein2:
i) ui ist ein Kirchhoff-Love’sches Verschiebungsfeld.
ii) Der Betrag der Horizontalverschiebungen uα ist gegenu¨ber dem Be-
trag der Vertikalverschiebung u3 vernachla¨ssigbar klein. Der Betrag
der Vertikalverschiebung u3 ist gegenu¨ber dem Plattendurchmesser
vernachla¨ssigbar klein.
iii) Der Betrag der Spannung σ33 ist gegenu¨ber dem Betrag der Span-
nungen σα3 vernachla¨ssigbar klein. Fu¨r jedes fest gewa¨hlte α ist der
Betrag der Spannung σα3 gegenu¨ber dem Betrag der Spannungen σαβ
vernachla¨ssigbar klein.
iv) Die resultierenden Abweichungen der Lo¨sung, die sich ergibt, wenn die
Randbedingungen u¨ber die Plattendicke nur statisch a¨quivalent erfu¨llt
werden, sind bis auf einen kleinen Randstreifen vernachla¨ssigbar klein.
Die Gu¨ltigkeit dieser Annahmen wird meist nur anschaulich u¨ber die Klein-
heit der in (3.9) definierten dimensionslosen Dicke h∗, seit Abschnitt 4.3.6
mit h bezeichnet, und durch die Ho¨he der maximal zula¨ssigen Verschiebun-
gen begru¨ndet. Die getroffenen Annahmen sind gerade so gewa¨hlt, dass die
resultierenden von Ka´rma´n’schen Plattengleichungen bei Linearisierung um
H=0 auf die Kirchhoff ’schen Plattengleichungen fu¨hren. Dies unterschei-
det die von Ka´rma´n’sche Theorie von anderen nichtlinearen 2D-Theorien
[24], deren Linearisierungen nicht mit der Kirchhoff ’schen Plattentheorie
identisch sind.
Da rationale Begru¨ndungen dieser Annahmen lange Zeit fehlten, wurde
die Verwendung der von Ka´rma´n’schen Plattentheorie zur Approximation
von nichtlinearen 3D-Problemen von einigen Autoren kritisiert. So schrieb
Truesdell 1978 in [104], dass der Zweck des Studiums der von Ka´rma´n’schen
2Die detaillierte Erla¨uterung der Annahmen erfolgt ebenfalls im Abschnitt 5.3.
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Plattentheorie reine Analysis sei, da die verwendeten Annahmen von ho¨he-
ren Ma¨chten gegeben wurden.
Dass sich die verwendeten Annahmen tatsa¨chlich in rationaler Weise
rechtfertigen lassen, kann mit Hilfe einer formal asymptotischen Entwick-
lung des 3D-Problems gezeigt werden. Angeregt durch Truesdells Kritik
legten Ciarlet und Destuynder [26] 1979 eine rationale Rechtfertigung die-
ser Annahmen vor. In dieser Arbeit wird gezeigt, dass die von Ka´rma´n’schen
Plattengleichungen fu¨r den Grenzu¨bergang auf eine unendlich du¨nnen Plat-
te folgen und das diese Grenzwertlo¨sung gerade die Annahmen i) bis iv)
erfu¨llt.
Zur Rechtfertigung des hier u¨ber die klassische Herleitung gefundenden von
Ka´rma´n’schen Plattenproblems stellen wir im Abschnitt 5.4 eine asymptoti-
sche Entwicklung des 3D-Problems vor, die ausschließlich auf der asymptoti-
schen Entwicklung der Verschiebungen beruht. Dabei halten wir uns an die
Vorgehensweise von Raoult [90] undMiara [76] entsprechend der Darstellung
von Ciarlet in [24], wobei wir deren Methoden auf den kubisch anisotropen
Fall erweitern und auf die hier vorliegenden Randbedingungen u¨bertragen.
Zwar mu¨ssen auch fu¨r diese Herleitung noch einige Grundannahmen getrof-
fen werden; diese sind aber bei weitem nicht so streng wie Annahmen i) bis
iii).
Um an dieser Stelle den Unterschied zwischen beiden Herleitungen kurz
zu umreißen und um den grundsa¨tzlich unterschiedlichen Charakter der in
beiden Herleitungen von vornherein getroffen Annahmen zu zeigen, geben
wir hier bereits jetzt die Annahmen fu¨r die im Abschnitt 5.4 beschriebene
asymptotische Entwicklung an. Die Annahmen werden jedoch nicht fu¨r die
Gro¨ßen des urspru¨nglichen Problems getroffen, sondern fu¨r neu eingefu¨hrte
Gro¨ßen, die wir nachfolgend beschreiben.
Ausgangspunkt fu¨r die asymptotische Entwicklung des 3D-Problems ist
seine schwache Formulierung gema¨ß (A.40), welche in ein Koordinatensys-
tem transformiert wird, in dem die Platte unabha¨ngig von h die Dicke 1
hat. Wir nennen dieses Koordinatensystem das skalierte Koordinatensystem
und bezeichnen die Kartesi ’schen Koordinaten dieses Systems mit
s
Xi. Die
Gro¨ße h u¨bernimmt hier die Rolle eines Kleinheitsparameters im singula¨r
gesto¨rten Randwertproblem. Die Verschiebungen in diesem Koordinatensys-
tem bezeichnen wir als transformierte Verschiebungen
s
ui. In gleicher Weise
definieren wir auch die transformierte Randlast
s
p. Beide transformierten
Gro¨ßen sind nicht nur von den skalierten Koordinaten
s
Xi abha¨ngig, sondern
auch vom Kleinheitsparameter h. Fu¨r
s
ui und
s
p werden die folgenden fu¨nf
Annahmen getroffen:
I ) Es gibt vier feste ganze Zahlen M1,M2,M3, Q ∈ G, fu¨r die sich trans-
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formierten Gro¨ßen wie folgt darstellen lassen,
s
p(h;
s
X1,
s
X2) = hQ
ss
p(h;
s
X1,
s
X2), (5.1)
s
ui(h;
s
X1,
s
X2,
s
X3) = hMi
ss
ui(h;
s
X1,
s
X2,
s
X3), (5.2)
wobei falls
s
p 6= 0 und sui 6= 0 gilt, auch lim
h→0
ss
p(h;
s
X1,
s
X2) 6= 0 und
lim
h→0
ss
ui(h;
s
X1,
s
X2,
s
X3) 6= 0 gelten soll. Die Gro¨ße ssui heißt skalierte Ver-
schiebung und
ss
p skalierte Randlast.
II ) Die skalierte Randlast ist unabha¨ngig von h, d.h. es gilt
ss
p(h;
s
X1,
s
X2) =
〈0〉
p (
s
X1,
s
X2); (5.3)
die skalierten Verschiebungen sind formal asymptotisch entwickelbar,
d.h. es gilt
ss
ui(h;
s
X1,
s
X2,
s
X3) =
Ni∑
A=0
hA
〈A〉
ui (
s
X1,
s
X2,
s
X3) +O(hNi+1)
mit Ni ∈ N, (5.4)
wobei
〈A〉
ui unabha¨ngig von h ist. Dabei wird
〈0〉
ui fu¨hrender Term von
ss
ui
genannt.
III ) Die Verschiebungsrandbedingungen des urspru¨nglichen 3D-Problems
mu¨ssen nur fu¨r die fu¨hrenden Terme exakt erfu¨llt werden.
IV ) Die Lo¨sung des Problems, das sich ergibt, wenn der Grenzu¨bergang
h→ 0 fu¨r das asymptotisch entwickelte nichtlineare 3D-Problem voll-
zogen wird und das hieraus resultierende Problem bezu¨glich ∂
ss
ui
∂
s
Xj
=
0 linearisiert wird, soll mit der Lo¨sung des Problems u¨bereinstimmen,
das durch Linearisierung des nichtlinearen 3D-Problems bezu¨glich
∂
s
ui
∂
s
Xj
= 0 und nach anschließender asymptotischer Entwicklung fu¨r
h→ 0 entsteht.
V ) Sind
s
vi die transformierten zula¨ssigen Testfunktionen der schwachen
Formulierung des skalierten 3D-Problems und
〈0〉
ui die unbekannten ska-
lierten Verschiebungen, wenn h gegen Null geht, dann muss das fu¨r
h → 0 resultierende Problem nicht mehr fu¨r alle zula¨ssigen svi des
3D-Problems Lo¨sungen
〈0〉
ui haben, sondern nur fu¨r alle zula¨ssigen ska-
lierten Testfunktionen
ss
vi, die der gleichen Skalierungsvorschrift wie die
Unbekannten genu¨gen und die den gleichen Restriktionen unterliegen,
wie die fu¨hrenden Terme der Unbekannten.
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Wir werden zeigen, dass aus den Annahmen I ) bis III ) folgt: Die fu¨hrenden
Terme der Verschiebungen haben die Eigenschaften eines Kirchhoff-Love-
Verschiebungsfeldes. Die Annahme V ) besagt dann, dass das fu¨r h → 0
resultierende Problem, nur Lo¨sungen haben muss, wenn die zula¨ssigen ska-
lierten Testfunktionen ebenfalls ein Kirchhoff-Love’sches Verschiebungsfeld
bilden.
Der Annahme IV ) kommt eine Schlu¨sselrolle zu. Durch sie werden die
fu¨hrenden Terme der Verschiebungen so festgelegt, dass sie mit der schwa-
chen Formulierung des von Ka´rma´n’schen Plattenproblems u¨bereinstimmen.
Genau diese Forderung fu¨hrt auch dazu, dass die Kirchhoff ’sche Platten-
theorie auf zwei Wegen durch asymptotische Entwicklung herleitbar ist,
na¨mlich als Theorie der fu¨hrenden Terme der asymptotisch entwickelten li-
nearisierten Impulsbilanz und als Theorie des linearen Anteils der fu¨hrenden
Terme des nichtlinearen asymptotisch entwickelten 3D-Problems. Wa¨hrend
die Formulierung der Annahme IV ) auf Miara [76] zuru¨ck geht, fordert
Raoult in [90] und Ciarlet in [24] stattdessen, dass von vornherein in Formel
(5.1) und (5.2) die Skalierungsvorschriften festliegen, indem sie die Werte
Mα = 2, M3 = 1 und Q = 4 vorgeben3. Bei Miara ist die Skalierungsvor-
schrift keine Annahme, sondern ein Resultat, das aus der Forderung nach der
Vertauschbarkeit von Linearisierung und Grenzu¨bergang fu¨r h → 0 gema¨ß
Annahme IV ) folgt.
Um der besonderen Situation am Stu¨tzring in Formel (4.55) gerecht zu wer-
den, nehmen wir noch die folgende formal asymptotische Entwicklung fu¨r
die lastabha¨ngigen Koordinaten
s
Xα =
s
Zα der Bezugsplatzierung derjenigen
Punkte an, die in der Momentanplatzierung den Stu¨tzring in einer Linie
beru¨hren:
VI )
s
Zα(h) =
Nz∑
A=0
hA
(A)
Zα +O(hNZ+1) (5.5)
mit NZ ∈ N,
(A)
Zα unabha¨ngig von h und(
s
Zα(h) +
s
uα
(
h;
s
Z1(h),
s
Z2(h), 12
))2
= R2I . (5.6)
3In [43] wird gezeigt, dass wenn stattdessen Q = 1 oder Q = 2 gefordert wird, die
asymptotische Entwicklung des 3D-Problems fu¨r h → 0 auf die invariante nichtlineare
Membrantheorie oder die invariante nichtlineare Biegetheorie fu¨hrt. Die Unterschiede der
von Ka´rma´n’schen Theorie zu diesen beiden Theorien erla¨utern wir kurz im Abschnitt 5.7
am Ende dieses Kapitels.
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5.3 Herleitung der von Ka´rma´n ’schen Plattentheo-
rie auf klassischem Wege
5.3.1 Grundannahmen zum Verschiebungs- und Spannungs-
feld
Neben der bereits im 3D-Fall formulierten Annahme kleiner Verzerrungen,
nehmen wir an, dass zusa¨tzlich in Konkretisierung von Annahme ii) auf
Seite 51 die Beziehungen
|uα| ¿ h (5.7)
und
|u3| ¿ 2RI (5.8)
gelten sollen. Diese sind, in Hinblick auf die im Abschnitt 3.4 auf Seite 23
vorgenommene Klassifizierung der Verschiebungen, Forderungen nach klei-
nen Horizontalverschiebungen und moderaten Durchbiegungen.
Das Vorliegen einer du¨nnen Platte, im Sinne von (3.10), soll außerdem
die Annahme eines Kirchhoff-Love’schen Verschiebungsfeldes rechtfertigen,
was der Annahme i) auf Seite 51 entspricht. Ein solches Verschiebungsfeld
genu¨gt der Bedingung:
∂ui
∂X3
+
∂u3
∂Xi
= 0 bzw. Ei3 = 0, (5.9)
bei Verwendung des im Anhang durch Formel (A.34) definierten linearisier-
ten Verzerrungstensors E.
Durch Auswerten von (5.9) la¨sst sich zeigen, dass diese Forderung der
so genannten Bernoulli -Hypothese gleichkommt. Diese Hypothese besagt,
dass Ebenen, die in der Bezugsplatzierung senkrecht auf der Mittelfla¨che
der Platte liegen, in der Momentanplatzierung eben bleiben und weiterhin
senkrecht auf der Mittelfla¨che der Platte stehen. Da die Komponenten Eα3
in der vollsta¨ndig linearisierten Theorie oft als Schubverzerrung bezeichnet
werden, wird eine Theorie, in der die Gu¨ltigkeit von (5.9) gefordert wird,
auch schubstarre Theorie genannt.
Im Folgenden werden wir zeigen, dass Verschiebungen, die der Bedin-
gung (5.9) genu¨gen, nur linear von X3 abha¨ngen und durch Kenntnis der
Mittelfla¨chenverschiebungen ui(X1, X2, 0) vollsta¨ndig bestimmt sind. Da-
zu betrachten wir die Bedingung (5.9) zuna¨chst fu¨r den Fall i = 3. Aus
2∂u3(X1,X2,X3)∂X3 = 0 kann gefolgert werden, dass
u3(X1, X2, X3) =W (X1, X2) (5.10)
gilt. Aus ∂uα∂X3 +
∂u3
∂Xα
= 0 folgt dann unter Beachtung von (5.10)
uα(X1, X2, X3) = Uα(X1, X2)−X3
∂W (X1, X2)
∂Xα
. (5.11)
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Die Funktionen U1, U2 und W ha¨ngen nur noch von X1 und X2 ab und wir
beschreiben den Vektor der horizontalen Komponenten auch durch
U = (U1, U2) mit U : ω ∪ ∂ω → R2. (5.12)
Werten wir (5.10) und (5.11) auf der Fla¨che X3 = 0 aus, erhalten wir
uα(X1, X2, 0) = Uα(X1, X2) und u3(X1, X2, 0) =W (X1, X2). (5.13)
Damit lassen sich die Funktionen Ua und W auch als Mittelfla¨chenverschie-
bungen interpretieren. Da u3 unabha¨ngig von X3 ist, stellt W (X1, X2) nicht
nur die Mittelfla¨chenverschiebungen eines materiellen Punktes mit der Be-
zugsplatzierung (X1, X2, 0) ∈ ΩR in X3-Richtung dar, sondern beschreibt
auch die Verschiebungen aller materiellen Punkte in X3-Richtung, die auf
dem Linienabschnitt {X1}×{X2}×[−h/2, h/2] liegen.
Die Beachtung von (5.7) und (5.8) la¨sst Aussagen zu den Gro¨ßenordnun-
gen der Verschiebungsgradienten zu. Danach hat ‖Hαβ‖ die gleiche Gro¨ßen-
ordnung wie ‖H3αH3β‖. Vernachla¨ssigen wir im Green’schen Verzerrungs-
tensor (4.12) die kleinen Terme ho¨herer Ordnung, folgt durch Einsetzen der
Gleichungen (5.11) und (5.10) die Beziehung
Gαβ =
1
2
(
∂Uα
∂Xβ
+
∂Uβ
∂Xα
− 2X3 ∂
2W
∂Xα∂Xβ
+
∂W
∂Xα
∂W
∂Xβ
)
. (5.14)
Um zur Kirchhoff ’schen Plattentheorie gelangen, muss diese Beziehung noch
linearisiert werden.
Zusa¨tzlich zu den Annahmen u¨ber das Verschiebungsfeld mu¨ssen zur
Herleitung der von Ka´rma´n’schen Theorie noch Annahmen u¨ber die Gro¨-
ßenordnungen der Spannungen gemacht werden. Sie lauten entsprechend
Annahme iii) auf Seite 51:
|σ33| ¿ ‖σα3‖ und (5.15)
|σα3| ¿ ‖σαβ‖ fu¨r α = 1, 2. (5.16)
Die bisher getroffenen Annahmen ko¨nnen wir auch formal durch das Ver-
halten der Gro¨ßen fu¨r den Grenzu¨bergang h→ 0 zusammenfassen:
X3 = O(h), Xα = O
(
h0
)
= O(1), (5.17)
u3 = O(h), uα = O
(
h2
)
, (5.18)
H3α = O(h), Hαβ = O
(
h2
)
, (5.19)
Gαβ = O
(
h2
)
, G33 = O
(
h2
)
, (5.20)
G3α = O
(
h3
)
, σαβ = O
(
h2
)
, (5.21)
σ3α = O
(
h3
)
und σ33 = O
(
h4
)
. (5.22)
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Dabei folgt das Verhalten von σαβ unmittelbar aus dem elastischen Ge-
setz (4.35) und das der u¨brigen Spannungskomponenten aus den Annahmen
(5.15) und (5.16).
5.3.2 Das Saint-Venant–Kirchhoff ’sche Gesetz fu¨r du¨nne
Platten
Ausgangspunkt zur Gewinnung eines 2D-Materialgesetzes fu¨r du¨nne Plat-
ten ist das urspru¨ngliche 3D-Materialgesetz (4.31). Fu¨r die ebenen Kom-
ponenten des Green’schen Verzerrungstensors gilt Gαβ = sαβmnσmn. Ver-
nachla¨ssigen wir hier unter Beachtung von (5.15) und (5.16) die kleinen Ter-
me, erhalten wir das Saint-Venant–Kirchhoff ’sche Gesetz fu¨r du¨nne Platten:
Gαβ = sαβγ²σγ². (5.23)
Dieses Gesetz stimmt formal mit dem des ebenen Spannungszustands u¨ber-
ein, wa¨hrend (5.9) formal dem ebenen Verzerrungszustand in der linearisier-
ten Theorie entspricht. Der Tensor 4. Stufe cP , welcher der Bedingung
cPρταβsαβγ² = (δργδτ² + δρ²δτγ)/2 (5.24)
genu¨gt, wird Plattensteifigkeitstensor genannt, d.h es gilt cPρταβ 6= cρταβ. Die
Umkehrung von (5.23) lautet unter Verwendung von (5.24)
σαβ = cPαβγ²Gγ². (5.25)
Speziell fu¨r kubisches Material in der 〈100〉-Orientierung lautet diese Glei-
chung unter Verwendung der im Anhang Abschnitt A.2 beschriebenen Zu-
sammenha¨nge
σαβ = λ
2µ+ µ′
2µ+ µ′ + λ
δαβGγγ + 2µGαβ + µ′δαβGββ. (5.26)
Die Beschreibung der Plattenverschiebungen u durch die Mittelfla¨chenver-
schiebungen Uα und W impliziert ein zuna¨chst u¨berbestimmtes System von
Feldgleichungen, da wir uns einen Teil der Lo¨sung auf andere Weise be-
schafft haben. Eine derartige Situation tritt ha¨ufig auf und wird hier wie
folgt gelo¨st. Wir werden nur einen Teil der Spannungen, na¨mlich die Kom-
ponenten σαβ , durch das oben begru¨ndete 2D-Materialgesetz mit den Ver-
zerrungen Gαβ in Beziehung setzen. Die verbleibenden Komponenten σi3 in-
tegrieren wir zuna¨chst u¨ber die Plattendicke. Die resultierenden Ausdru¨cke
werden dann in die Liste der unbekannten Funktionen aufgenommen, fu¨r
die das Randwertproblem unter Auswertung einiger Gleichgewichtsbedin-
gungen gelo¨st wird. Ist das reduzierte Randwertproblem gelo¨st, kann unter
Zuhilfenahme der noch nicht ausgewerteten Gleichgewichtsbedingungen un-
ter Beachtung der Spannungsrandbedingungen letztlich auch σi3 berechnet
werden.
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5.3.3 Auswertung der Gleichgewichtsbedingungen fu¨r du¨nne
Platten
Wir betrachten nun die Gleichgewichtsbedingungen (4.30) im Detail und
versuchen, auch hier eine Reduzierung auf ein zweidimensionales Problem
zu erreichen. Hierzu berechnen wir zuna¨chst die fu¨hrenden Terme der Piola-
Kirchhoff -Spannungen 1. Art unter der Annahme, dass wir wegen (5.7),
(5.8), (5.15) und (5.16) die kleinen Terme vernachla¨ssigen ko¨nnen:
S = σ +
 0 0 00 0 0
∂W
∂X1
σ11 + ∂W∂X2σ12
∂W
∂X1
σ12 + ∂W∂X2σ22
∂W
∂X1
σ13 + ∂W∂X2σ23
 .
(5.27)
Bringen wir die Gleichgewichtsbedingungen (4.30) in die Form
∂Sαβ
∂Xβ
+
∂Sα3
∂X3
= 0 und
∂S3β
∂Xβ
+
∂S33
∂X3
= 0,
ersetzen hierin die Gro¨ßen Siβ durch die entsprechenden Gro¨ßen aus (5.27),
erhalten wir schließlich
∂σαβ
∂Xβ
+
∂σα3
∂X3
= 0 und
∂σ3β
∂Xβ
+
∂
∂Xβ
(
∂W
∂Xα
σαβ
)
+
∂S33
∂X3
= 0. (5.28)
Als na¨chstes fu¨hren wir neue Gro¨ßen ein, die fu¨r Plattentheorien von zen-
traler und anschaulicher Bedeutung sind:
Nαβ(X1, X2) :=
h/2∫
−h/2
σαβ(X1, X2, X3)dX3 — Membrankrafttensor,
(5.29)
Mαβ(X1, X2) :=
h/2∫
−h/2
σαβ(X1, X2, X3)X3dX3 — Momententensor,
(5.30)
Qα(X1, X2) :=
h/2∫
−h/2
σα3(X1, X2, X3)dX3 — Querkraftvektor.
(5.31)
Dabei werden Nαβ,Mαβ und Qα auch Schnittgro¨ßen genannt. Diese Gro¨ßen
entstehen auf natu¨rliche Weise, wenn wir die Gleichgewichtsbedingungen
(5.28) u¨ber die Plattendicke integrieren.
58
Aus dem ersten Gleichungssystem von (5.28) folgt zuna¨chst
h/2∫
−h/2
∂σαβ(X1, X2, X3)
∂Xβ
dX3 + σα3(X1, X2, h/2)− σα3(X1, X2,−h/2) = 0.
Mit den Spannungsrandbedingungen (4.66) folgt unter Verwendung von
(5.29) daraus
∂Nαβ(X1, X2)
∂Xβ
= 0 ∀ (X1, X2) ∈ ω. (5.32)
Die entsprechende Integration der rechten Gleichung von (5.28) liefert unter
Beru¨cksichtigung der Verschiebungsrandbedingung (4.55) bei Verwendung
der Definitionen (4.57), (5.29) und (5.31) die Gleichgewichtsbeziehung fu¨r
alle (X1, X2) ∈ ω \Θf
∂
∂Xβ
(
Qβ(X1, X2) +
∂W (X1, X2)
∂Xα
Nαβ(X1, X2)
)
+S33(X1, X2, h/2)− S33(X1, X2,−h/2) = 0.
Daraus folgt mit den Spannungsrandbedingungen (4.67) und (4.68) sowie
der Beziehung (5.10)
∂
∂Xβ
(
Qβ(X1, X2) +
∂W (X1, X2)
∂Xα
Nαβ(X1, X2)
)
= −p(X1, X2)
∀(X1, X2) ∈ ω \Θf . (5.33)
An dieser Stelle sei bemerkt, dass aus S33(X1, X2,−h2 ) = σ33(X1, X2,−h2 ) =
−p(X1, X2) gema¨ß (4.68) wegen (5.22) sofort auch
p = O
(
h4
)
(5.34)
folgt.
Schließlich multiplizieren wir die linke Gleichung von (5.28) zuna¨chst mit
X3 und integrieren erst danach u¨ber die Plattendicke. Es folgt unter erneu-
ter Beru¨cksichtigung der Spannungsrandbedingungen (4.66) bei Verwendung
der Definitionen (5.31) und (5.30) die Beziehung
∂Mαβ
∂Xβ
= Qα ∀ (X1, X2) ∈ ω. (5.35)
Durch Einsetzen von (5.32) und (5.35) in (5.33) erhalten wir
∂2Mαβ
∂Xα∂Xβ
+
∂2W
∂Xα∂Xβ
Nαβ = −p ∀(X1, X2) ∈ ω \Θf . (5.36)
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Die drei Gleichungen (5.32) und (5.36) bilden zusammen das partielle Dif-
ferentialgleichungssystem der von Ka´rma´n’schen Plattentheorie. In diesem
System tauchen die Querkra¨fte Qα nicht mehr explizit auf. Die Gleichun-
gen (5.32) werden Membrangleichungen oder Scheibengleichungen und die
Gleichung (5.36) wird Biegegleichung oder Plattengleichung der von Ka´r-
ma´n’schen Plattentheorie genannt. Um alle Schnittgro¨ßen durch Ableitun-
gen der Verschiebungsfelder Uα und W darzustellen, mu¨ssen wir noch das
Materialgesetz in Schnittgro¨ßen formulieren. Auf diese Weise entstehen aus
den soeben abgeleiteten zweidimensionalen Differentialgleichungen explizite
Feldgleichungen fu¨r das gesuchte Verschiebungsfeld.
5.3.4 Formulierung des Materialgesetzes in Schnittgro¨ßen
Der Zusammenhang zwischen den Schnittgro¨ßen und den Verschiebungs-
feldern la¨sst sich durch Einsetzen des zweidimensionalen Saint-Venant –
Kirchhoff ’schen Gesetzes (5.25) in die Definitionen (5.29) und (5.30) finden.
Die zur Ausfu¨hrung der Integrationen beno¨tigte explizite X3-Abha¨ngigkeit
der Verzerrungen entnehmen wir den Darstellungen (5.14). Zuna¨chst folgt
h/2∫
−h/2
Gαβ(X1, X2, X3)dX3 = hGαβ(X1, X2, 0)
=
h
2
(
∂Uα(X1, X2)
∂Xβ
+
∂Uβ(X1, X2)
∂Xα
+
∂W (X1, X2)
∂Xα
∂W (X1, X2)
∂Xβ
)
(5.37)
sowie
h/3∫
−h/2
Gαβ(X1, X2, X3)X3dX3 = −h
2
12
∂2W (X1, X2)
∂Xα∂Xβ
, (5.38)
so dass schließlich
Nαβ(X1, X2) = hcPαβγ²Gγ²(X1, X2, 0) und (5.39)
Mαβ(X1, X2) = −h
3
12
cPαβγ²
∂2W (X1, X2)
∂Xγ∂X²
(5.40)
folgt. Fu¨r kubische Symmetrie in der 〈100〉-Orientierung lauten die beiden
letzten Gleichungen unter Verwendung von G0γ²(X1, X2) := Gγ²(X1, X2, 0)
Nαβ = h
(
λ
2µ+ µ′
2µ+ µ′ + λ
G0γγδαβ + 2µG
0
αβ + µ
′δαβG0ββ
)
und (5.41)
Mαβ = −h
3
12
(
λ
2µ+ µ′
2µ+ µ′ + λ
∂2W
∂Xγ∂Xγ
δαβ + 2µ
∂2W
∂Xα∂Xβ
+ µ′δαβ
∂2W
∂Xβ∂Xβ
)
.
(5.42)
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5.3.5 Das System der von Ka´rma´n ’schen Gleichungen
Die drei Gleichungen (5.32) und (5.36) bilden zusammen mit den Mate-
rialgleichungen (5.41) und (5.42) und fu¨r gegebene a¨ußere Fla¨chenlasten
p(X1, X2) ein Feldgleichungssystem fu¨r die unbekannten Mittelfla¨chenver-
schiebungen Uα(X1, X2) und W (X1, X2):
∂Nαβ
(
U(X1, X2),W (X1, X2)
)
∂Xβ
= 0 ∀ (X1, X2) ∈ ω, (5.43)
∂2Mαβ
(
W (X1, X2)
)
∂Xα∂Xβ
+
∂2W (X1, X2)
∂Xα∂Xβ
Nαβ
(
U(X1, X2),W (X1, X2)
)
= −p(X1, X2) ∀ (X1, X2) ∈ ω \Θf . (5.44)
Sie beschreiben zusammen mit den Randbedingungen das vollsta¨ndige Sys-
tem der von Ka´rma´n’schen Gleichungen.
Die a¨ußere Fla¨chenlast p(X1, X2) wird nach der Theorie der Hertz ’schen
Pressung berechnet. Ihre Berechnung erfolgt im Kapitel 6 unabha¨ngig von
der Plattentheorie. Wenn auch die bisher noch nicht in das 2D-Problem
eingearbeiteten Randbedingungen auf der Mantelfla¨che gema¨ß (4.62) bis
(4.65) in ihre zweidimensionalen Entsprechungen u¨berfu¨hrt werden, ist das
vollsta¨ndige System der von Ka´rma´n’schen Plattentheorie bekannt, so dass
es spa¨ter in schwacher Formulierung mittels Finiter Elemente numerisch
gelo¨st werden kann.
5.3.6 Die Rand- und U¨bergangsbedingungen in der 2D-For-
mulierung
Der U¨bergang zur 2D-Formulierung wird dadurch erreicht, dass die Rand-
spannungen auf der Mantelfla¨che, wie sie fu¨r das 3D-Problem aufgestellt
wurden, entsprechend der Annahme iv) auf Seite 51 nur noch statisch a¨qui-
valent erfu¨llt sein mu¨ssen. Auf dem Rand liegen die fu¨nf Schnittgro¨ßen Nnn ,
N sn ,Mnn ,M sn und Qn vor, wobei wir die Notation analog zu den Formeln
(4.41) und (4.42) verwenden, d. h.
Nnn := NαβnRαn
R
β , N
sn := NαβsRαn
R
β , M
nn :=MαβnRαn
R
β ,
M sn :=MαβsRαn
R
β und Q
n = QαnRα .
Die Normalen- und Tangentenvektoren auf der Mantelfla¨che wurden bereits
im Abschnitt 4.3.5 auf Seite 47 eingefu¨hrt. Dort ist nR = (nR1 , n
R
2 , 0) der
Vektor der a¨ußeren Fla¨chennormalen in der Bezugsplatzierung und sR =
(−nR2 , nR1 , 0) der normierte Tangentenvektor senkrecht zur Zylinderachse.
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Die Vorgabe von 5 Randbedingungen auf dem Plattenrand fu¨hrt jedoch
zu einem u¨berbestimmten System. Die U¨berbestimmtheit ko¨nnen wir an
Folgendem erkennen. Nach dem Einsetzen der Materialgleichungen (5.41)
und (5.36) in Gleichungen (5.32) erhalten wir zwei gekoppelte partielle Dif-
ferentialgleichungen zweiter Ordnung. Dadurch ko¨nnen wir fu¨r jede dieser
beiden Gleichungen je eine Randbedingung vorgeben. Das Einsetzen der
Materialgleichungen in (5.32) liefert eine Differentialgleichung vierter Ord-
nung, die mit den ersten beiden gekoppelt ist. Fu¨r diese Gleichung ko¨nnen
wir pro Rand zwei Randbedingungen vorgeben. Damit lassen sich insgesamt
nur vier Randbedingungen angeben.
Das Problem la¨sst sich dadurch lo¨sen, dass die RandquerkraftQn und das
Randverdrillungsmoment M sn in passender Weise zu einer Ersatzquerkraft
Q
n zusammengefasst wird.
Damit lauten die unmittelbar aus den 3D-Randbedingungen (4.62) bis
(4.65) resultierenden 2D-Randbedingungen:
Nnn = 0 ∀(X1, X2) ∈ ∂ω, (5.45)
N sn = 0 ∀(X1, X2) ∈ ∂ω mit (X1, X2) 6= (RA, 0),
(X1, X2) 6= (0, RA), (X1, X2) 6= (−RA, 0), (5.46)
Mnn = 0 ∀(X1, X2) ∈ ∂ω, (5.47)
und
Uαs
R
α = 0, falls (X1, X2) = (R
A, 0), (X1, X2) = (0, RA)
oder (X1, X2) = (−RA, 0), (5.48)
wobei die Einzelpunkte (RA, 0), (0, RA) und (−RA, 0) die Orte der Starr-
ko¨rperfesseln beschreiben.
Die Vorschrift fu¨r die auf dieser Seite erwa¨hnte Ersatzquerkraft auf ∂ω lau-
tet:
Q
n := Qn +
∂Mns
∂s
+Nnn
∂W
∂n
+Nns
∂W
∂s
, (5.49)
wobei s die krummlinige Koordinate entlang des Kreisrandes ∂ω ist und n
normal zu dieser Linie, d. h. in radialer Richtung verla¨uft.
Dabei resultiert diese Vorschrift unmittelbar aus der schwachen Formu-
lierung der von Ka´rma´n’schen Plattengleichungen4. Da die Mantelfla¨che im
3D-Problem in tangentialer und normaler Richtung spannungsfrei ist, folgt
die Bedingung
Q
n = 0 auf ∂ω. (5.50)
Diese zum urspru¨nglichen 3D-Problem statisch a¨quivalente Bedingung ist
eine schwa¨chere Forderung als diejenige, die sich durch integrale Mittelung
des 3D-Problems ergibt. In den Punkten auf ∂ω, die keine Fesselpunkte sind,
4Siehe Anhang, Abschnitt B.1.2 auf Seite 206.
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wird statt dem einzelnen Verschwinden von Qn, M sn, Nnn und N sn, unter
Beachtung von M sn = Mns und N sn = Nns, die abgeschwa¨chte Forderung
nach dem Verschwinden von Nnn, Nns und Qn + ∂M
ns
∂s gestellt. In den
Fesselpunkten wird hingegen das Verschwinden von Nnn und Qn + ∂M
ns
∂s +
Nns ∂W∂s gefordert, da N
sn dort nicht vorgegeben ist.
Bemerkung
Kirchhoff gelang im Jahre 1850 als Erstem, zu der damals schon
u¨ber 40 Jahre richtig aufgestellten linearen Plattengleichung, ein
vollsta¨ndiges System von Spannungsrandbedingungen aufzustel-
len [63]. Die Theorie tra¨gt deshalb noch heute seinen Namen.
Auch er fand den Ausdruck fu¨r die Ersatzquerkraft durch eine
schwache Formulierung. Eine anschauliche Deutung dieser Rand-
bedingung erha¨lt man dadurch, wenn man gema¨ß einem Vor-
schlag von Tompson und Tait [103] das VerdrillungsmomentMns
in jedem Randpunkt durch ein statisch a¨quivalentes Kra¨ftepaar
in einer infinitesimalen Umgebung dieses Punktes ersetzt. Siehe
hierzu auch die Ausfu¨hrungen von Girkmann in [50].
Aus der Verschiebungsrandbedingung am Stu¨tzring (4.55) wird unter Ver-
wendung von (4.57) jetzt die U¨bergangsbedingung
W = 0 auf Θf . (5.51)
Wegen |uα| ¿ h¿ 2RI gema¨ß Forderung (5.7) la¨sst sich die Kurve Θf auch
durch die Kurve Θ approximieren, die nicht mehr von Uα abha¨ngt, so dass
wir zu der U¨bergangsbedingung
W = 0 auf Θ (5.52)
mit
Θ = {(X1, X2)|X21 +X22 = R2I} ∈ ω. (5.53)
gelangen.
Mit dieser Vereinfachung schreiben wir nun statt der 3D-Randbedingung
(4.67) die Bedingung
S33 = σ33 = 0 ∀X ∈ ∂Ω+ \ ΣR (5.54)
unter Verwendung der Definition (4.53) fu¨r ΣR. Den Gu¨ltigkeitsbereich der
Plattengleichung (5.36) ersetzen wir jetzt entsprechend durch
∂2Mαβ
∂Xα∂Xβ
+
∂2W
∂Xα∂Xβ
Nαβ = −p ∀(X1, X2) ∈ ω \Θ. (5.55)
Mit diesem vollsta¨ndigen Satz Randbedingungen ko¨nnen nun die Verschie-
bungsfelder Uα und W eindeutig bestimmt werden. Die Berechnung der ge-
suchten Spannungen kann in einem nachgeschalteten Prozess erfolgen. Die
einzelnen Schritte dahin werden im na¨chsten Abschnitt erla¨utert.
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5.3.7 Spannungsberechnung mit der von Ka´rma´n ’schen
Plattentheorie
Mit den bekannten Verschiebungsfeldern Uα und W sind zugleich auch die
Schnittgro¨ßenfelder Nαβ, Mαβ und Qα bekannt. Bei ausreichender Glatt-
heit lassen sich auch die Ableitungen der Schnittgro¨ßen nach X1 und X2
berechnen.
Zur Spannungsberechnung zerlegen wir in der zweidimensionalen Mate-
rialgleichung (5.26) den Green’schen Verzerrungstensor additiv in seinen von
X3 unabha¨ngigen Anteil und den vonX3 abha¨ngigen Anteil −X3 ∂
2W (X1,X2)
∂Xα∂Xβ
.
Den unabha¨ngigen Anteil ko¨nnen wir unter Verwendung der u¨berintegrier-
ten Version (5.41) von (5.26) durch die Schnittkra¨fte Nαβ ausdru¨cken. Die
Kru¨mmungen ∂
2W
∂Xα∂Xβ
ko¨nnen wir unter Zuhilfenahme von (5.42) durch die
Schnittmomente Mαβ ausdru¨cken. Damit erhalten wir die Beziehung
σαβ(X1, X2, X3) =
1
h
Nαβ(X1, X2) +
12X3
h3
Mαβ(X1, X2). (5.56)
Dabei werden die von X3 unabha¨ngigen Anteile der Spannungen Membran-
oder Scheibenspannungen genannt, da sie ausschließlich auf der Verzerrung
der Mittelfla¨che und aller parallel zu ihr verlaufenden Fla¨chen beruhen. Der
von X3 abha¨ngige Anteil wird Biege- oder Plattenspannung genannt, da
er ausschließlich aus der Kru¨mmung, sprich der Biegung, der Mittelfla¨che
herru¨hrt, so dass zur Mittelfla¨che parallel verlaufende Fla¨chen je nach Vor-
zeichen von X3 gestreckt oder gestaucht werden. Wu¨rde man das hier vorlie-
gende Problem mit der vollsta¨ndig linearisierten Theorie behandeln, wu¨rde
nur der Biegeanteil auftreten und es la¨ge eine Kirchhoff ’sche Plattenbiegung
vor.
Sind die Spannungen σαβ bekannt, lassen sich die u¨brigen Spannungen
durch Auswertung der Gleichgewichtsbedingungen (5.28) und der Span-
nungsrandbedingungen auf der oberen und unteren Deckfla¨che ∂Ω− und
∂Ω+ gewinnen. Wir erhalten
1
h
∂Nαβ
∂Xβ
+
12X3
h3
∂Mαβ
∂Xβ
+
∂σα3
∂X3
= 0 (5.57)
und
∂
∂Xβ
(
σ3β +
∂W
∂Xα
σαβ
)
+
∂S33
∂X3
= 0. (5.58)
Aus (5.57) folgt mit der Randbedingung (4.66)
σα3(X1, X2, X3) =
6
h3
(
h2
4
−X23
)
∂Mαβ(X1, X2)
∂Xβ
. (5.59)
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Damit ergibt sich aus (5.58) die Differentialgleichung
6
h3
(
h2
4
−X23
)
∂2Mαβ
∂Xα∂Xβ
+
∂2W
∂Xα∂Xβ
(
1
h
Nαβ +
12X3
h3
Mαβ
)
+
12X3
h3
∂W
∂Xα
∂Mαβ
∂Xβ
+
∂S33
∂X3
= 0.
Nach Integration dieser Gleichung erhalten wir
S33(X1, X2, X3)
= −∂
2W (X1, X2)
∂Xα∂Xβ
X3
(
1
h
Nαβ(X1, X2) +
6X3
h3
Mαβ(X1, X2)
)
−X3
6
h3
(
h2
4
− 1
3
X23
)
∂2Mαβ(X1, X2)
∂Xα∂Xβ
− 6X
2
3
h3
∂W (X1, X2)
∂Xα
∂Mαβ(X1, X2)
∂Xβ
+ C(X1, X2),
woraus schließlich mit σ33 = S33 − ∂W∂Xασα3 der Zusammenhang
σ33(X1, X2, X3)
= −∂
2W (X1, X2)
∂Xα∂Xβ
X3
(
1
h
Nαβ(X1, X2) +
6X3
h3
Mαβ(X1, X2)
)
−X3
6
h3
(
h2
4
− 1
3
X23
)
∂2Mαβ(X1, X2)
∂Xα∂Xβ
− 3
2h
∂W (X1, X2)
∂Xα
∂Mαβ(X1, X2)
∂Xβ
+ C(X1, X2)
folgt. Mit Hilfe der Biegegleichung (5.55) la¨sst sich ∂
2Mαβ
∂Xα∂Xβ
eliminieren, so
dass fu¨r alle X ∈ ΩR mit (X1, X2) /∈ Θ
σ33(X1, X2, X3)
=
(h2
4
−X23
)
Nαβ(X1, X2)− 3X3Mαβ(X1, X2)
2X3
h3
∂2W (X1, X2)
∂Xα∂Xβ
− ∂W (X1, X2)
∂Xα
3
2h
∂Mαβ(X1, X2)
∂Xβ
+
2X3
h3
(
3h2
4
−X23
)
p(X1, X2)
+ C(X1, X2)
verbleibt. Zur Bestimmung der Funktion C(X1, X2) werten wir die Rand-
bedingungen (4.68) und (5.54) aus, woraus schließlich mit C(X1, X2) =
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∂W (X1,X2)
∂Xα
3
2h
∂Mαβ(X1,X2)
∂Xβ
− p(X1,X2)2 + ∂
2W (X1,X2)
∂Xα∂Xβ
3
2hMαβ(X1, X2) die Formel
σ33(X1, X2, X3)
=
(
h2
4
−X23
)
2
h3
(
X3Nαβ(X1, X2) + 3Mαβ(X1, X2)
)∂2W (X1, X2)
∂Xα∂Xβ
+
2X3
h3
(
3h2
4
−X23
)
− 1
2
p(X1, X2)
∀X ∈ ΩR \ (Θ× [−h/2, h/2]) (5.60)
resultiert. Damit haben wir nun das gesamte Spannungsfeld durch die Un-
bekannten Uα und W ausgedru¨ckt. Die Berechnung von Uα und W erfolgt
mit Hilfe der im Kapitel 7 beschriebenen Finite-Element-Methode auf nu-
merischem Wege.
Durch konsequente Ausnutzung der Materialsymmetrie la¨sst sich das
Rechengebiet auf ein Achtelkreis reduzieren. Dies spart bei Finite-Element-
Rechnungen Rechenzeit und Speicherplatz. Im Falle von isotropen Materi-
alverhalten kann das Rechengebiet sogar auf eine Linie reduziert werden.
Beide Vereinfachungen werden im Anhang B.3 na¨her beschrieben.
5.4 Rechtfertigung der von Ka´rma´n ’schen Plat-
tentheorie durch asymptotische Entwicklung
des 3D-Problems
2D-Plattentheorien unterscheiden sich vom originalen 3D-Problem durch be-
stimmte Einschra¨nkungen der Kinematik und durch die konstitutiven Bezie-
hungen zwischen Spannungen und Verzerrungen. Diese resultieren nach der
klassischen Herleitung aus bestimmtem Annahmen, die letztlich nur durch
empirische Argumente zu rechtfertigen sind. Fu¨r den Fall, dass die Plattendi-
cke viel kleiner als die u¨brigen Abmessungen ist, wird jedoch die Verwendung
einer 2D-Theorie gegenu¨ber einer 3D-Theorie bevorzugt. Als Gru¨nde fu¨r die-
ses Vorgehen ko¨nnen zum einen die einfachere mathematische Struktur und
zum anderen der geringere numerische Aufwand der 2D-Theorien genannt
werden. Gerade mit der Kirchhoff ’schen Plattentheorie kann der praktische
Ingenieur fu¨r Dimensionierungsaufgaben auf analytische Lo¨sungen zahlrei-
cher Standardbeispiele zuru¨ckgreifen, die in den letzten 150 Jahren gefunden
wurden. Zur Lo¨sung des von Ka´rma´n’schen Plattenproblems stehen bis heu-
te nur fu¨r einige wenige Beispiele analytische Lo¨sungen zur Verfu¨gung. Vor
allem im Schiffs- und Flugzeugbau zur Dimensionierung von Beplankungen
aber auch auf dem Gebiet der Feinmechanik wurden deshalb in der ersten
Ha¨lfte des 20. Jahrhunderts verschiedene Na¨herungsmethoden entwickelt,
die auf der Formulierung zusa¨tzlicher Annahmen, welche u¨ber die der von
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Ka´rma´n’sche Theorie hinausgehen. Heute werden hingegen hauptsa¨chlich
Finite-Element-Na¨herungen der von Ka´rma´n-Probleme verwendet.
Ziel der formal asymptotischen Entwicklung des nichtlinearen 3D-Prob-
lems ist es, durch Ermittlung der resultierenden Differentialgleichungen der
fu¨hrenden Terme die a-priori-Annahmen der klassischen Herleitung in ra-
tionaler Weise zu rechtfertigen. Außerdem wollen wir die bereits mit der
klassischen Herleitung gefundenen Genauigkeitsaussagen (5.18) bis (5.22)
und (5.34) besta¨tigen.
In dieser Arbeit fu¨hren wir in den folgenden Abschnitten die Herleitung
durch die asymptotische Entwicklung der Verschiebungen fu¨r das Problem
der auf einer Linie gestu¨tzten, horizontal frei abgleitbaren, kubisch anisotro-
pen Platte vor, wobei auf den Deckfla¨chen normale aber keine tangentialen
Piola-Kirchhoff -Spannungen 2. Art anliegen. Dabei gehen wir in vier Schrit-
ten vor.
Als erstes transformieren wir die schwache Formulierung des 3D-Prob-
lems in ein Koordinatensystem, in dem die Platte unabha¨ngig von h die
dimensionslose Dicke 1 hat. Wir nennen dieses Koordinatensystem das ska-
lierte Koordinatensystem. Als zweites bestimmen wir die fu¨hrenden Terme
der asymptotisch entwickelten Verschiebungen mit Hilfe von Testfunktionen,
die im skalierten System nicht explizit von h abha¨ngen. Es ergibt sich, dass
die fu¨hrenden Terme der Verschiebungen ein Kirchhoff-Love’sches Verschie-
bungsfeld bilden. In einem dritten Schritt skalieren wir die Verschiebungen
so um, dass die im zweiten Schritt bestimmten fu¨hrenden Terme nicht mehr
explizit von h abha¨ngen. Die gleiche Skalierungsvorschrift wenden wir auch
auf die Testfunktionen an. Wir zeigen nun, dass wenn die zula¨ssigen skalier-
ten Testfunktionen auf die Menge der Kirchhoff-Love’schen Verschiebungs-
felder beschra¨nkt werden, die resultierende schwache Formulierung fu¨r den
Grenzu¨bergang h → 0 mit der schwachen Formulierung des in skalierten
Gro¨ßen im skalierten System dargestellten von Ka´rma´n’schen Plattenpro-
blems u¨bereinstimmt. Im letzten Schritt transformieren wir die so fu¨r h→ 0
gewonnene schwache Formulierung in das urspru¨ngliche Koordinatensystem
zuru¨ck. In diesem System ist das aus der schwachen Formulierung resultie-
rende Randwertproblem identisch mit dem durch die klassische Herleitung
gewonnenen von Ka´rma´n’schen Plattenproblem.
5.4.1 U¨bergang zum skalierten 3D-Problem
Ausgangspunkt ist die schwache Formulierung des 3D-Problems gema¨ß der
im Anhang auf Seite 203 angegebenen Formel (A.40). Die dortige Formel
ko¨nnen wir ohne weitere Aba¨nderungen als eine Gleichung von dimensions-
losen Gro¨ßen interpretieren.
Wir betrachten die dimensionslose Dicke h jetzt als Kleinheitsparame-
ter, so dass die Verschiebungen u und die Randlasten p nicht nur von den
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Koordinaten Xi, sondern auch vom Parameter h abha¨ngen. Wir schreiben
ui(X1, X2, X3) =
h
ui(h;X1, X2, X3), (5.61)
p(X1, X2) =
h
p(h;X1, X2). (5.62)
Außerdem nehmen wir die elastischen Konstanten als unabha¨ngig vom
Kleinheitsparameter h an.
Die Abha¨ngigkeit der Randlast
h
p von h ergibt sich aus der formalen
Abha¨ngigkeit der Verschiebungen
h
ui von h, da die Spannungen u¨ber das
3D-Materialgesetz von den Verschiebungsgradienten abha¨ngen und die 33-
Komponente der 2. Piola-Kirchhoff -Spannung auf der oberen Deckfla¨che
mit der Gro¨ße −p u¨bereinstimmt.
Hat die Platte fu¨r das in (A.40) verwendete Koordinatensystem die di-
mensionslose Dicke h, gehen wir jetzt auf ein Koordinatensystem u¨ber, fu¨r
das die Platte unabha¨ngig von h die Dicke 1 hat. Der dimensionslose Platten-
durchmesser bleibt unvera¨ndert. Wir bezeichnen dieses Koordinatensystem
als skaliertes Koordinatensystem und seine kartesischen Koordinaten mit
s
Xi. Der Wafer nimmt in der Bezugsplatzierung im skalierten System den
Bereich
Ωs := ω × [−1/2, 1/2] (5.63)
ein. Zwischen den urspru¨nglichen Koordinaten und den Koordinaten im ska-
lierten System besteht der folgende Zusammenhang:
Xα =
s
Xα und X3 = h
s
X3. (5.64)
Im skalierten System sollen die Koordinaten
s
Xi unabha¨ngig von h sein. Fu¨r
die dimensionslosen Verschiebungen gilt in beiden Koordinatensystemen der
Zusammenhang
h
ui(h;X1, X2, X3) =
h
ui
(
h;
s
X1,
s
X2, h
s
X3
)
=
s
ui
(
h;
s
X1,
s
X2,
s
X3
)
, (5.65)
und wir nennen
s
ui die auf das skalierte System transformierten Verschie-
bungen.
Genauso lassen sich nun auch auf das skalierte System transformierte
Testfunktionen einfu¨hren:
h
vi(h;X1, X2, X3) =
h
vi
(
h;
s
X1,
s
X2, h
s
X3
)
=
s
vi
(
h;
s
X1,
s
X2,
s
X3
)
. (5.66)
In gleicher Weise fu¨hren wir auch die auf das skalierte System transformierte
Randlast ein:
h
p (h;X1, X2) =
s
p
(
h;
s
X1,
s
X2
)
. (5.67)
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Außerdem schreiben wir mit (4.14) auch
Gij(X) =
h
Gij(h;X) =
s
Gij(h;
s
X) bzw. G(X) =
h
G(h;X) =
s
G(h;
s
X)
(5.68)
und mit (4.31) auch
σij(X) =
h
σij(h;X) =
s
σij(h;
s
X) bzw. σ(X) =
h
σ(h;X) =
s
σ(h;
s
X).
(5.69)
Aus I ) und II ) folgt, dass die transformierte Randlast
s
p die folgende Gestalt
hat:
s
p(h;
s
X1,
s
X2) = hQ
(Q)
p (
s
X1,
s
X2) (5.70)
mit Q ∈ G, Q fest, (Q)p unabha¨ngig von h.
Außerdem folgt aus beiden Annahmen fu¨r die transformierten Verschiebun-
gen
s
u:
s
ui(h;
s
X1,
s
X2,
s
X3) =
N∑
A=M
hA
(A)
ui (
s
X1,
s
X2,
s
X3) + O(hN+1) (5.71)
mit M,N ∈ G, M ist fest, N > M.
Die Gro¨ße
(Fi)
ui , fu¨r die
(Fi)
ui (
s
X) 6= 0 mit
s
X ∈ Ωs und (I)ui(
s
X) = 0 fu¨r I < Fi
gilt, nennen wir fu¨hrenden Term von
s
ui.
Mit der Annahme VI ) erhalten erhalten wir als asymptotische Entwicklung
der Verschiebungsrandbedingung (4.55)
0 =
s
u3(h;
s
Z1(h),
s
Z2(h), 1/2)
=
s
u3(h;
(0)
Z1,
(0)
Z2, 1/2) + h
(1)
Zα
∂
s
u3(h;
s
X1,
s
X2, 1/2)
∂
s
Xα
∣∣∣∣∣∣
(
s
X1=
(0)
Z1,
s
X2=
(0)
Z2)
+O(hM+2)
= hM
(M)
u3 (
(0)
Z1,
(0)
Z2, 1/2) (5.72)
+hM+1
(M+1)u3 ((0)Z1, (0)Z2, 12) + (1)Zα ∂
(M)
u3 (
s
X1,
s
X2, 1/2)
∂
s
Xα
∣∣∣∣∣∣∣
(
s
X1=
(0)
Z1,
s
X2=
(0)
Z2)

+O(hM+2)
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mit
R2I =
(
s
Zα(h) +
s
uα(h;
s
Z1(h),
s
Z2(h), 1/2)
)
(
s
Zα(h) +
s
uα(h;
s
Z1(h),
s
Z2(h), 1/2)
)
=
(
hM
(M)
uα (
(0)
Z1,
(0)
Z2, 1/2) + hM+1
(M+1)
uα (
(0)
Z1,
(0)
Z2, 1/2)
+ hM+1
(1)
Zβ
∂
(M)
uα (
s
X1,
s
X2, 1/2)
∂
s
Xβ
∣∣∣∣∣∣∣
(
s
X1=
(0)
Z1,
s
X2=
(0)
Z2)
+
(0)
Zα+h
(1)
Zα+O(h2(1 + hM ))
)
(
hM
(M)
uα (
(0)
Z1,
(0)
Z2, 1/2) + hM+1
(M+1)
uα (
(0)
Z1,
(0)
Z2, 1/2)
+ hM+1
(1)
Zβ
∂
(M)
uα (
s
X1,
s
X2, 1/2)
∂
s
Xβ
∣∣∣∣∣∣∣
(
s
X1=
(0)
Z1,
s
X2=
(0)
Z2)
+
(0)
Zα+h
(1)
Zα+O(h2(1 + hM ))
)
. (5.73)
5.4.2 Definition der skalierten Gro¨ßen
Ist
(Fi)
ui der fu¨hrende Term von
s
ui, dann nennen wir die Komponente
ss
ui := h−Fi
s
ui (5.74)
skalierte Verschiebung in Richtung
s
Xi. Dabei lassen wir ausdru¨cklich zu,
dass die Horizontalverschiebungen
s
uα anders skaliert werden, als die Verti-
kalverschiebungen
s
u3.
Entsprechend ko¨nnen wir
(Q)
p in (5.70) als skalierte Randlast betrach-
ten, wenn
(A)
p (
s
X1,
s
X2) = 0 fu¨r alle A < Q ∈ G bei festem Q gilt und
(Q)
p (
s
X1,
s
X2) 6= 0 gilt. Wir nennen dann
ss
p :=
(Q)
p mit Q ∈ G (5.75)
skalierte Randlast.
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Ziel des na¨chsten Abschnittes ist es, mit den Annahmen I ) bis VI ), die
Skalierungsvorschriften fu¨r
s
u und
s
p zu berechnen. Dabei wird sich zeigen,
dass die Skalierungsvorschriften wie folgt lauten:
s
u3 = h
ss
u3, (5.76)
s
uα = h2
ss
uα und (5.77)
s
p = h4
ss
p. (5.78)
Neben den transformierten Verschiebungen lassen sich gema¨ß (5.69) auch
transformierte Verzerrungen und Spannungen einfu¨hren. Gehen wir im Ma-
terialgesetz (4.35) auf die transformierten Verschiebungen u¨ber, folgen aus
deren asymptotischer Entwicklung die folgenden Beziehungen:
s
σαβ(h;
s
X) =
N∑
A=0
h2M−2+A
(2M−2+A)
σαβ (h;
s
X) +O(h2M−1+N ), (5.79)
s
σα3(h;
s
X) =
N∑
A=0
h2M−1+A
(2M−1+A)
σα3 (h;
s
X) +O(h2M+N ) und (5.80)
s
σ33(h;
s
X) =
N∑
A=0
h2M−2+A
(2M−2+A)
σ33 (h;
s
X) +O(h2M−1+N ), (5.81)
wobei M durch (5.71) festgelegt ist. Ein weiteres Ziel des na¨chsten Ab-
schnitts ist es, die fu¨hrenden Terme der transformierten Spannungen zu
bestimmen, um daraus die Skalierungsvorschrift fu¨r die Spannungen zu er-
mitteln. Wir zeigen, dass sich die Skalierungsvorschriften
s
σαβ = h2
ss
σαβ, (5.82)
s
σα3 = h3
ss
σα3 und (5.83)
s
σ33 = h4
ss
σ33 (5.84)
ergeben.
Außerdem definieren wir unter Beachtung der Forderung V ) die skalier-
ten Testfunktionen
ss
vi(
s
X) := h−Fi svi(h;
s
X). (5.85)
5.4.3 Herleitung der Skalierungsvorschriften fu¨r die
Verschiebungen und die Randlast
Da wir anfangs noch nichts u¨ber die fu¨hrenden Terme der transformierten
Verschiebungen wissen, nehmen wir zuna¨chst in (5.71)
(M)
ui 6= 0 an. Dies ist
unter Beachtung der Definition (5.74) gleichbedeutend zu
s
ui = hM
ss
ui, d.h.
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es gilt dann Fi = M . Dies bedeutet auch, dass alle Verschiebungskompo-
nenten nach der gleichen Vorschrift skaliert werden. Folgen wir jetzt (5.85)
ergibt sich fu¨r die Testfunktionen die Vorschrift
ss
vi(
s
X) := hM¯
s
vi(h;
s
X) mit
M¯ =M . Da die Testfunktionen in jeder schwachen Formulierung nur linear
vorkommen, ko¨nnen wir M¯ = 0 setzen, ohne dass sich die schwache Lo¨sung
a¨ndert. Damit erhalten wir transformierte Testfunktionen, die unabha¨ngig
von h sind, so dass
s
vi(h;
s
X1,
s
X2,
s
X3) =
ss
vi(
s
X1,
s
X2,
s
X3) (5.86)
gilt. Dies entspricht auch der Vorgehensweise von Miara in [76], wo die
Skalierungsvorschrift fu¨r die isotrope, zum Teil fest eingespannte Platte be-
rechnet wird.
Statt (A.40) schreiben wir fu¨r die schwache Formulierung zuna¨chst
∫∫∫
ΩR
h
Sij
(
h
u(h;X)
)
∂
h
vi(h;X)
∂Xj
dX1dX2dX3
=
∫∫
ω
h
F
−
i3(h;X1, X2)
h
p(h;X1, X2)
h
v
−
i (h;X1, X2)dX1dX2 (5.87)
mit
h
F
−
i3(h;X1, X2) := δi3 +
∂
h
ui(h;X1, X2, X3)
∂X3
∣∣∣∣∣∣
X3=−h/2
und
h
v
−
i (h;X1, X2) :=
h
vi(h;X1, X2, X3)|X3=−h/2.
Fu¨r die rechte Seite gilt unter Beachtung von (5.86) beim U¨bergang auf das
skalierte System∫∫
ω
h
F
−
i3(h;X1, X2)
h
p(h;X1, X2)
h
v
−
i (h;X1, X2)dX1dX2
=
∫∫
ω
(
δi3 +
1
h
s
u
−
i ,3 (h;
s
X1,
s
X2)
)
s
p(h;
s
X1,
s
X2)
ss
v
−
i (
s
X1,
s
X2)d
s
X1 d
s
X2
(5.88)
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mit
s−
ui,3(h;
s
X1,
s
X2) :=
∂
s
ui(h;
s
X1,
s
X2,
s
X3)
∂
s
X3
∣∣∣∣∣∣ s
X3=−1/2
und
ss−
vi (h;
s
X1,
s
X2) :=
ss
v i(h;
s
X1,
s
X2
s
X3)| s
X3=−1/2
.
Fu¨r die linke Seite gilt∫∫∫
ΩR
h
Sij
(
h
u(h;X)
)
∂
h
vi(h;X)
∂Xj
dX1dX2dX3
=
∫∫∫
Ωs
σsβα(h; sX)
∂ ssvβ( sX)
∂
s
Xα
+
∂
s
ui(h;
s
X)
∂
s
Xβ
∂
ss
vi(
s
X)
s
∂Xα
h
+ σsα3(h;
s
X)∂ ssv3( sX)
∂
s
Xα
h+
∂
ss
vα(
s
X)
∂
s
X3
+
∂
s
ui(h;
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
Xα
+
∂
s
ui(h;
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
X3

+σs33(h;
s
X)
∂ ssv3( sX)
∂
s
X3
+
∂
s
ui(h;
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
X3
1
h

 d sX1 d sX2 d sX3 (5.89)
mit
σsαβ =
λ
 ∂ suγ
∂
s
Xγ
+
1
2
∂
s
ui
∂
s
Xγ
∂
s
ui
∂
s
Xγ
+ µ′
 ∂ suα
∂
s
Xα
+
1
2
∂
s
ui
∂
s
Xα
∂
s
ui
∂
s
Xα

 δαβ
+ µ
 ∂ suα
∂
s
Xβ
+
∂
s
uβ
∂
s
Xα
+
∂
s
ui
∂
s
Xα
∂
s
ui
∂
s
Xβ
+ λ
 ∂ su3
∂
s
X3
+
1
2
∂
s
ui
∂
s
X3
∂
s
ui
∂
s
X3
1
h
 1
h
δαβ,
(5.90)
σsα3 = µ
 ∂ su3
∂
s
Xα
+
 ∂ suα
∂
s
X3
+
∂
s
ui
∂
s
Xα
∂
s
ui
∂
s
X3
 1
h
 und (5.91)
σs33 = λ
 ∂ suγ
∂
s
Xγ
+
1
2
∂
s
ui
∂
s
Xγ
∂
s
ui
∂
s
Xγ

+
(
λ+ 2µ+ µ′
) ∂ su3
∂
s
X3
+
1
2
∂
s
ui
∂
s
X3
∂
s
ui
∂
s
X3
1
h
 1
h
. (5.92)
73
Setzen wir (5.89) und (5.88) in (5.87) ein, erhalten wir
∫∫
ω
(
δi3 +
1
h
s−
ui,3(h;
s
X1,
s
X2)
)
s
p(h;
s
X1,
s
X2)
ss
v
−
i (
s
X1,
s
X2)d
s
X1 d
s
X2
=
∫∫∫
Ωs
σsβα(h; sX)
∂ ssvβ( sX)
∂
s
Xα
+
∂
s
ui(h;
s
X)
∂
s
Xβ
∂
ss
vi(
s
X)
s
∂Xα
h
+ σsα3(h;
s
X)∂ ssv3( sX)
∂
s
Xα
h+
∂
ss
vα(
s
X)
∂
s
X3
+
∂
s
ui(h;
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
Xα
+
∂
s
ui(h;
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
X3

+σs33(h;
s
X)
∂ ssv3( sX)
∂
s
X3
+
∂
s
ui(h;
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
X3
1
h

 d sX1 d sX2 d sX3 (5.93)
Wird jetzt der Entwicklungsansatz (5.71) in (5.93) eingesetzt, tritt h auf der
rechten Seite in den Potenzen 3M − 3, 3M − 1, 3M + 1, 2M − 2, 2M −
1, 2M, 2M +1, M − 1, M und M +1 auf. Fu¨r M < 3 sind diese Potenzen
verschieden. Wie wir im Folgenden sehen werden, genu¨gt es zuna¨chst nur
M < −1 anzunehmen.
Wird außerdem (5.70) in (5.93) eingesetzt, ergeben sich auf der linken
Seite die Potenzen Q und Q + M − 1. Wir ko¨nnen jetzt diese Gleichung
auswerten, indem wir untersuchen, fu¨r welche Werte von Q das Problem
(5.93) unter den Annahmen I ) bis VI ) nichttriviale Lo¨sungen fu¨r h → 0
hat. Wir beginnen mit einem kleinsten, festen, zuna¨chst noch unbestimmten
Wert von Q und erho¨hen diesen Wert jeweils um 1, wenn das Problem fu¨r
h→ 0 nur triviale Lo¨sungen hat. Fu¨r Q nehmen wir folgendes an:
Schritt 0: Q < 3M − 3, M < −1, M fest, Q fest)
Als erstes multiplizieren wir (5.93) mit h−Q−M+1. Vollziehen wir jetzt
den Grenzu¨bergang h→ 0, folgt:∫∫
ω
(Q)
p (
s
X1,
s
X2)
(M)−
ui,3 (
s
X1,
s
X2)
ss−
vi (
s
X1,
s
X2)d
s
X1 d
s
X2 = 0
mit
(M)−
ui,3 (
s
X1,
s
X2) :=
(M)
ui (
s
X1,
s
X2,
s
X3)
∂
s
X3
∣∣∣∣∣ s
X3=−1/2
. Dies kann nur fu¨r alle
ss−
vi
erfu¨llt werden, wenn
(Q)
p
(M)−
ui,3 = 0 fu¨r Q < 3M − 3,M < −1 (5.94)
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gilt. Anschließend multiplizieren wir (5.93) mit h−Q, werten
(5.94) aus und vollziehen wieder den Grenzu¨bergang h → 0. Es ver-
bleibt ∫∫
ω
(Q)
p (
s
X1,
s
X2)
ss
v3(
s
X1,
s
X2)d
s
X1 d
s
X2 = 0.
Dies kann nur erfu¨llt werden, falls
(Q)
p = 0 fu¨r Q < 3M − 3,M < −1 (5.95)
gilt. Wir schließen daraus, dass Q > −10 gelten muss.
Schritt 1: Q = 3M − 3, M < −1, M fest)
Wir multiplizieren (5.93) mit h−4M+4 und vollziehen den Grenzu¨ber-
gang h→ 0. Es verbleibt∫∫
ω
(3M−3)
p (
s
X1,
s
X2)
(M)−
ui,3 (
s
X1,
s
X2)
ss−
vi (
s
X1,
s
X2) d
s
X1 d
s
X2 = 0.
Dies kann nur fu¨r alle
ss−
vi gelten, wenn
(3M−3)
p
(M)−
ui,3 = 0 fu¨r M < −1 (5.96)
gilt. Als na¨chstes multiplizieren (5.93) mit h−3M+3, werten (5.96) aus
und vollziehen den Grenzu¨bergang h → 0. Dann wa¨hlen wir alle ssvi,
fu¨r die ∂
ss
vi
∂
s
X3
= 0 gilt. Es verbleibt
∫∫
ω
(3M−3)
p (
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2) d
s
X1 d
s
X2 = 0.
Dies kann nur erfu¨llt werden, wenn
(3M−3)
p = 0 fu¨r M < −1 (5.97)
gilt. Wir schließen daraus, dass Q > −9 gelten muss. Fu¨r alle zula¨ssi-
gen
ss
vi verbleibt nun∫∫∫
Ωs
σ
(2M−2)
33 (
s
X)
∂
(M)
ui (
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0,
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mit σ(2M−2)33 = (λ+2µ+µ
′)12
∂
(M)
uj
∂
s
X3
∂
(M)
uj
∂
s
X3
. Fu¨r die spezielle Wahl
ss
vi =
(M)
ui
folgt
(λ+ 2µ+ µ′)
∫∫∫
Ωs
∂ (M)ui ( sX)
∂
s
X3
∂
(M)
ui (
s
X)
∂
s
X3

2
d
s
X1 d
s
X2 d
s
X3 = 0,
was auf
∂
(M)
ui (
s
X)
∂
s
X3
= 0 bzw.
(M)
ui (
s
X) =
(M)
Ui (
s
X1,
s
X2) fu¨r M < −1
(5.98)
fu¨hrt.
Schritt 2: Q = 3M +K, M < −1, K ∈ {−2,−1})
Wir wa¨hlen erst K = −2, vollziehen die gleiche Prozedur wie fu¨r
Schritt 0 auf Seite 74 und wiederholen sie anschließend fu¨r K = −1.
Nach Multiplikation von (5.93) mit h−4M−K , Auswertung von (5.98)
und Grenzu¨bergang h→ 0, folgt entsprechend
(3M+K)
p
(M+1)−
ui,3 = 0 fu¨r K ∈ {−2,−1}, M < −1. (5.99)
Multiplizieren wir (5.93) mit h−3M−K , werten (5.98) und (5.99) aus
und vollziehen den Grenzu¨bergang h→ 0, folgt wieder
(3M+K)
p = 0 fu¨r K ∈ {−2,−1}, M < −1. (5.100)
Wir schließen daraus, dass Q > −7 gelten muss.
Schritt 3: Q = 3M, M < −1, M fest)
Wir multiplizieren (5.93) mit h−4M und werten (5.98) aus. Vollziehen
wir jetzt den Grenzu¨bergang h→ 0, dann verbleibt∫∫
ω
(3M)
p (
s
X1,
s
X2)
(M+1)−
ui,3 (
s
X1,
s
X2)
ss−
vi (
s
X1,
s
X2) d
s
X1 d
s
X2 = 0,
woraus
(3M)
p
(M+1)−
ui,3 = 0 fu¨r M < −1 (5.101)
folgt. Jetzt multiplizieren wir (5.93) mit h−3M , werten (5.98) und
(5.101) aus und vollziehen den Grenzu¨bergang h → 0. Wa¨hlen wir
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dann zuna¨chst alle zula¨ssigen Testfunktionen
ss
vi, fu¨r die
∂
ss
vi
∂
s
X3
= 0 gilt, verbleibt
∫∫
ω
(3M)
p (
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2) d
s
X1 d
s
X2 = 0.
Dies kann nur erfu¨llt werden, wenn
(3M)
p = 0 fu¨r M < −1 (5.102)
gilt. Wir schließen daraus, dass Q > −6 gelten muss. Testen wir nun
mit allen zula¨ssigen
ss
vi, verbleibt
∫∫∫
Ωs
σ(2M)33 ( sX) ∂ (M+1)ui ( sX)
∂
s
X3
+ σ(2M)α3 (
s
X)
∂
(M)
ui (
s
X)
∂
s
Xα

∂
ss
vi(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0,
mit σ(2M)33 =
1
2
((
λ+ 2µ+ µ′
) ∂ (M+1)uj
∂
s
X3
∂
(M+1)
uj
∂
s
X3
+ λ∂
(M)
uj
∂
s
Xα
∂
(M)
uj
∂
s
Xα
)
und
σ
(2M)
α3 = µ
∂
(M)
uj
∂
s
Xα
∂
(M+1)
uj
∂
s
X3
. Fu¨r
ss
vi =
(M+1)
ui folgt aus
1
2
(λ+ 2µ+ µ′) ∂ (M+1)uj
∂
s
X3
∂
(M+1)
uj
∂
s
X3
+λ
∂
(M)
uj
∂
s
Xα
∂
(M)
uj
∂
s
Xα
 ∂us(M+1)k
∂
s
X3
∂u
s(M+1)
k
∂
s
X3
+ µ
∂u
s(M)
j
∂
s
Xα
∂u
s(M+1)
j
∂
s
X3
∂u
s(M)
i
∂
s
Xα
∂u
s(M+1)
i
∂
s
X3
= 0
die Beziehung
∂
(M+1)
ui (
s
X)
∂
s
X3
= 0 bzw.
(M+1)
ui (
s
X) =
(M+1)
Ui (
s
X1,
s
X2) fu¨r M < −1,
(5.103)
da alle Terme nichtnegativ sind.
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Schritt 4: Q = 3M + 1,M < −1,M fest)
Wir multiplizieren (5.93) mit h−4M−2 und werten (5.98) aus. Vollzie-
hen wir jetzt den Grenzu¨bergang h→ 0, dann verbleibt∫∫
ω
(3M+1)
p (
s
X1,
s
X2)
(M+2)−
ui,3 (
s
X1,
s
X2)
ss−
vi (
s
X1,
s
X2) d
s
X1 d
s
X2 = 0,
woraus
(3M+1)
p
(M+2)−
ui,3 = 0 fu¨r M < −1 (5.104)
folgt. Wir multiplizieren (5.93) mit h−3M−1 und werten (5.104), (5.98)
sowie (5.103) aus. Es verbleibt
∫∫∫
Ωs

σ(2M)33 ( sX) ∂ (M+2)ui ( sX)
∂
s
X3
+σ(2M+1)α3 (
s
X)
∂
(M)
ui (
s
X )
∂
s
Xα
 ∂ ssvi( sX)
∂
s
X3
+
σ(2M)αβ ( sX) ∂ (M)ui (
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
Xβ

 d sX1 d sX2 d sX3
=
∫∫
ω
(3M+1)
p (
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2)d
s
X1 d
s
X2 (5.105)
mit σ(2M)33 =
1
2λ
∂
(M)
uj
∂
s
Xα
∂
(M)
uj
∂
s
Xα
, σ
(2M+1)
α3 = µ
∂
(M)
uj
∂
s
Xα
∂
(M+2)
uj
∂
s
X3
und
σ
(2M)
αβ =
1
2
(
λ
∂
(M)
uj
∂
s
Xγ
∂
(M)
uj
∂
s
Xγ
+ µ′ ∂
(M)
ui
∂
s
Xα
∂
(M)
ui
∂
s
Xα
)
δαβ + µ
(
∂
(M)
ui
∂
s
Xα
∂
(M)
ui
∂
s
Xα
)
.
Haben wir bisher nur die ab Seite 52 formulierten Annahmen I ),
II ) und V ) ausgewertet, kommt an dieser Stelle die Annahme IV )
zum Tragen. Danach soll die Reihenfolge der Operation Linearisie-
rung um den Verschiebungsgradienten H = 0 und der Operation
Grenzu¨bergang h → 0 vertauschbar sein. Wa¨ren wir vom lineari-
sierten 3D-Problem (A.41) auf Seite 204 ausgegangen, wu¨rde 0 =∫∫
ω
(3M+1)
p (
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2)d
s
X1 d
s
X2 verbleiben, woraus in diesem
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Fall
(3M+1)
p = 0 folgt. Mit der Forderung IV ) soll dies nun auch fu¨r
den nichtlinearen Fall folgen, d.h. es soll
(3M+1)
p = 0 fu¨r M < −1 (5.106)
auch im nichtlinearen Fall gelten. Wir schließen daraus, dass Q > −5
gelten muss.
Wa¨hlen wir jetzt die speziellen Testfunktionen
ss
vi =
(M)
ui , folgt aus
(5.105) unter Beachtung von (5.98) und (5.103)
1
2
∫∫
ω
λ∂
(M)
Ui
∂
s
Xγ
∂
(M)
Ui
∂
s
Xγ
∂
(M)
Uj
∂
s
Xα
+ µ′
∂
(M)
Ui
∂
s
Xα
∂
(M)
Ui
∂
s
Xα
∂
(M)
Uj
∂
s
Xα
+2µ
∂
(M)
Ui
∂
s
Xα
∂
(M)
Ui
∂
s
Xβ
∂
(M)
Uj
∂
s
Xβ
 ∂
(M)
Uj
∂
s
Xα
d
s
X1 d
s
X2 = 0.
Da alle Terme dieser Gleichung nichtnegativ sind, kann diese Gleichung
nur erfu¨llt werden, wenn
∂
(M)
Ui
∂
s
Xβ
= 0 fu¨r M < −1 (5.107)
gilt. Dies bedeutet, dass
(M)
Ui konstant ist. Zur weiteren Auswertung be-
nutzen wir jetzt die Forderung III ). Aus den Starrko¨rperfesseln (4.61)
folgt aus (5.107) sofort
(M)
Uα = 0.
Multiplizieren wir die Stu¨tzrandbedingung (5.72) mit h−M , verbleibt
fu¨r h→ 0 die Beziehung
(M)
U3 (
(0)
Z1,
(0)
Z2) = 0. Daraus folgt
(M)
U3 = 0, fu¨r M < −1, falls (
(0)
Z1,
(0)
Z2) ∈ ω (5.108)
gilt. Damit gilt, falls (
(0)
Z1,
(0)
Z2) ∈ ω
(M)
ui = 0 bzw.
(M)
u = 0 fu¨r M < −1. (5.109)
Als vorla¨ufiges Zwischenergebnis ko¨nnen wir, falls (
(0)
Z1,
(0)
Z2) ∈ ω gilt, fu¨r das
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gema¨ß (5.71) asymptotisch entwickelte Verschiebungsfeld angeben5:
s
ui(h;
s
X1,
s
X2,
s
X3) = h−1
(−1)
ui (
s
X1,
s
X2,
s
X3) +
N∑
A=0
hA
(A)
ui (
s
X1,
s
X2,
s
X3)
+O(hN+1) mit N ∈ N. (5.110)
Schritt 5: Q = −4)
Nach Multiplikation von (5.93) mit h5, Auswertung von (5.110) sowie
(5.103) und Grenzu¨bergang h→ 0 verbleibt
0 =
∫∫
ω
(−4)
p (
s
X1,
s
X2)
ss−
vi (
s
X1,
s
X2)
(0)−
ui,3(
s
X1,
s
X2)d
s
X1 d
s
X2,
Dies kann nur fu¨r alle
ss−
vi gelten, wenn
(−4)
p
(0)−
ui,3 = 0 fu¨r M < −1 (5.111)
gilt. Als na¨chstes multiplizieren (5.93) mit h4, werten (5.111) aus und
vollziehen den Grenzu¨bergang h→ 0. Es verbleibt∫∫
ω
(−4)
p (
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2) d
s
X1 d
s
X2 = 0.
Dies kann nur erfu¨llt werden, wenn
(−4)
p = 0 fu¨r M < −1 (5.112)
gilt.
Schritt 6: Q = −3)
Nach Multiplikation von (5.93) mit h4, Auswertung von (5.110) sowie
(5.103) und Grenzu¨bergang h→ 0 verbleibt
0 =
∫∫
ω
(−3)
p (
s
X1,
s
X2)
ss−
vi (
s
X1,
s
X2)
(0)−
ui,3(
s
X1,
s
X2)d
s
X1 d
s
X2 .
Dies kann nur fu¨r alle
ss−
vi gelten, wenn
(−3)
p
(0)−
ui,3 = 0 (5.113)
Die weitere Vorgehensweise ist identisch mit Schritt 3, wenn die Un-
gleichungM < −1 durchM < 0 ersetzt wird. Insbesondere gilt (5.102)
und (5.103) jetzt fu¨r M < 0.
5Wir zeigen spa¨ter in Formel (5.125) auf Seite 85, dass (
(0)
Z1,
(0)
Z2) ∈ ω¯ tatsa¨chlich gilt.
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Schritt 7: Q = −2)
Nach Multiplikation von (5.93) mit h−Q, Auswertung von (5.110) sowie
(5.103) fu¨r M < 0 und Grenzu¨bergang h→ 0 verbleibt die Gleichung
∫∫∫
Ωs

σ(−2)33 ( sX) ∂ (1)ui( sX)
∂
s
X3
+σ(−1)α3 (
s
X)
∂
(−1)
ui (
s
X )
∂
s
Xα
 ∂ ssvi( sX)
∂
s
X3
+
σ(−2)αβ ( sX) ∂ (−1)ui (
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
Xβ

 d sX1 d sX2 d sX3
=
∫∫
ω
(−2)
p
(
ss−
vi (
s
X1,
s
X2)
(1)−
ui,3(
s
X1,
s
X2) +
ss−
v3 (
s
X1,
s
X2
)
d
s
X1 d
s
X2
wobei die Spannungsterme durch (5.105) definiert sind, wenn dort
M = −1 gesetzt wird. Mit der gleichen Argumentation wie fu¨r Q =
3M + 1 mit M < −1 folgern wir jetzt mit M < 0 analog zu (5.106)
(−2)
p = 0 (5.114)
und analog zu (5.109)
(−1)
ui = 0 bzw.
(−1)
u = 0. (5.115)
Als neues vorla¨ufiges Zwischenergebnis ko¨nnen wir, falls (
(0)
Z1,
(0)
Z2) ∈ ω gilt,
fu¨r das gema¨ß (5.110) asymptotisch entwickelte Verschiebungsfeld angeben:
s
ui(h;
s
X1,
s
X2,
s
X3) =
N∑
A=0
hA
(A)
ui (
s
X1,
s
X2,
s
X3) + O(hN+1) mit N ∈ N.
(5.116)
Schritt 8: Q = −1)
Nach Multiplikation von (5.93) mit h−Q, Auswertung von (5.110) sowie
(5.103) fu¨r M < 0 und Grenzu¨bergang h→ 0 verbleibt die Gleichung
0 =
∫∫
ω
(−1)
p
(
ss−
vi (
s
X1,
s
X2)
(1)−
ui,3(
s
X1,
s
X2) +
ss−
v3 (
s
X1,
s
X2
)
d
s
X1 d
s
X2
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Wollen wir jetzt wieder die Forderung IV ) erfu¨llen, muss
(−1)
p = 0 (5.117)
gelten.
Schritt 9: Q = 0)
Werten wir in (5.93) die Formeln (5.116) und (5.103) fu¨rM = −1 aus,
verbleibt nach dem Grenzu¨bergang h→ 0:
∫∫∫
Ωs
σ(0)33 ( sX)
∂ ssv3( sX)
∂
s
X3
+
∂
(1)
ui(
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
X3

+ σ(0)α3 (
s
X)
∂ ssvα( sX)
∂
s
X3
+
∂
(0)
ui(
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
X3

 d sX1 d sX2 d sX3
=
∫∫
ω
(0)
p (
s
X1,
s
X2)
(
ss−
v3 (
s
X1,
s
X2)
+
ss−
vi (
s
X1,
s
X2)
(1)−
ui,3(
s
X1,
s
X2)
)
d
s
X1 d
s
X2 (5.118)
mit σ(0)33 = λ
(
∂
(0)
uα
∂
s
Xα
+ 12
∂
(0)
uj
∂
s
Xα
∂
(0)
uj
∂
s
Xα
)
+
(
λ+ µ′ + 2µ
)(
∂
(1)
u3
∂
s
X3
+ 12
∂
(1)
uj
∂
s
X3
∂
(1)
uj
∂
s
X3
)
und σ(0)α3 = µ
(
∂
(0)
u3
∂
s
Xα
+ ∂
(1)
uα
∂
s
X3
+ ∂
(0)
uj
∂
s
Xα
∂
(1)
uj
∂
s
X3
)
.
Wa¨hlen wir jetzt in (5.118) alle
ss
vi, fu¨r die ∂
ss
vi
∂
s
X3
= 0 gilt, verbleibt
0 =
∫∫
ω
(0)
p (
s
X1,
s
X2)
(
ss−
v3 (
s
X1,
s
X2)
+
ss−
vi (
s
X1,
s
X2)
(1)−
ui,3(
s
X1,
s
X2)
)
d
s
X1 d
s
X2,
woraus mit IV ) wieder
(0)
p = 0 (5.119)
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folgt. Nun wa¨hlen wir in (5.118) alle
ss
vi, fu¨r die ∂
ss
vα
∂
s
X3
= 0 gilt. Es
verbleibt unter Beachtung von (5.119)
∫∫∫
Ωs
σ(0)33 ( sX)
∂ ssv3( sX)
∂
s
X3
+
∂
(1)
u3(
s
X)
∂
s
X3
∂
ss
v3(
s
X)
∂
s
X3
+
σ
(0)
α3 (
s
X)
∂
(0)
u3(
s
X)
∂
s
Xα
∂
ss
v3(
s
X)
∂
s
X3
 d sX1 d sX2 d sX3 = 0.
Diese Gleichung ist nur dann fu¨r beliebige zula¨ssige
ss
v3 erfu¨llt, wenn
σ
(0)
33
1 + ∂ (1)u3
∂
s
X3
+ σ(0)α3 ∂ (0)u3
∂
s
Xα
= 0 (5.120)
gilt. Um dies einzusehen, wa¨hlen wir Testfunktionen
ss
vi mit
ss
vi =
∫ sX3
− 1
2
ϕi(
s
X1,
s
X2, y)d
s
X1 d
s
X2 dy,
wobei ϕi bei
s
X3 = ±12 verschwinden sollen. Mit diesen Testfunktionen
ko¨nnen wir Variationsgleichungen der Gestalt∫∫∫
Ωs
fi(
s
X)
∂
ss
vi(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0
immer auf die Form
∫∫∫
Ωs
fi(
s
X)ϕi(
s
X)d
s
X1 d
s
X2 d
s
X3 = 0 bringen, so
dass fu¨r beliebige, bei
s
X3 = ±12 verschwindende ϕi sofort fi = 0
folgt6.
Von (5.118) verbleibt nun fu¨r beliebige zula¨ssige
ss
vi
∫∫∫
Ωs
σ(0)α3 ( sX)
∂ ssvα( sX)
∂
s
X3
+
∂
(0)
uβ(
s
X)
∂
s
Xα
∂
ss
vβ(
s
X)
∂
s
X3

+σ(0)33 (
s
X)
∂
(1)
uβ(
s
X)
∂
s
X3
∂
ss
vβ(
s
X)
∂
s
X3
 d sX1 d sX2 d sX3 = 0.
6Siehe auch Ciarlet in [24] S. 37.
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Zur Erfu¨llung dieser Gleichung fu¨r beliebige zula¨ssige
ss
vα muss
σ
(0)
α3
δαβ + ∂ (0)uβ
∂
s
Xα
+ σ(0)33 ∂ (1)uβ
∂
s
X3
= 0 (5.121)
gelten. Die Formeln (5.120) und (5.121) bilden ein nichtlineares Glei-
chungssystem zur Bestimmung von ∂
(1)
ui
∂
s
X3
, d. h. ∂
(1)
ui
∂
s
X3
ha¨ngt nur von ∂
(0)
uj
∂
s
Xα
ab.
Schritt 10: Q = 1)
Multiplizieren wir (5.93) mit h−Q, werten die Formeln (5.116) und
(5.103) aus und vollziehen Grenzu¨bergang h→ 0, verbleibt mit
σ
(0)
αβ =
λ( ∂ (0)uγ
∂
s
Xγ
+ 12
∂
(0)
ui
∂
s
Xγ
∂
(0)
ui
∂
s
Xγ
+ ∂
(1)
u3
∂
s
X3
+ 12
∂
(1)
ui
∂
s
X3
∂
(1)
ui
∂
s
X3
)
+ µ′
(
∂
(0)
uα
∂
s
Xα
+ 12
∂
(0)
ui
∂
s
Xα
∂
(0)
ui
∂
s
Xα
) δαβ +µ
(
∂
(0)
uβ
∂
s
Xα
+ ∂
(0)
uα
∂
s
Xβ
+ ∂
(0)
ui
∂
s
Xα
∂
(0)
ui
∂
s
Xβ
)
,
σ
(1)
33 = λ
(
∂
(2)
uα
∂
s
Xα
+ ∂
(1)
uj
∂
s
Xα
∂
(0)
uj
∂
s
Xα
)
+
(
λ+ µ′ + 2µ
)(
∂
(2)
u3
∂
s
X3
+ ∂
(2)
uj
∂
s
X3
∂
(1)
uj
∂
s
X3
)
und σ(1)α3 = µ
(
∂
(1)
u3
∂
s
Xα
+ ∂
(2)
uα
∂
s
X3
+ ∂
(1)
uj
∂
s
Xα
∂
(1)
uj
∂
s
X3
+ ∂
(0)
uj
∂
s
Xα
∂
(2)
uj
∂
s
X3
)
die Gleichung
∫∫∫
Ωs

σ(0)33 ( sX)∂ (2)ui( sX)
∂
s
X3
 ∂ ssvi( sX)
∂
s
X3
+ σ(1)33 (
s
X)
∂ ssv3( sX)
∂
s
X3
+
∂
(1)
ui(
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
X3

+ σ(0)α3 (
s
X)
∂ ssv3( sX)
∂
s
Xα
+
∂
(1)
ui(
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
X3

+ σ(1)α3 (
s
X)
∂ ssvα( sX)
∂
s
X3
+
∂
(0)
ui(
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
X3

84
+ σ(0)αβ (
s
X)
∂ ssvβ( sX)
∂
s
Xα
+
∂
(0)
ui(
s
X)
∂
s
Xα
∂
ss
vi(
s
X)
∂
s
Xβ

 d sX1 d sX2 d sX3
=
∫∫
ω
(1)
p (
s
X1,
s
X2)
(
ss−
v3 (
s
X1,
s
X2)
+
ss−
vi (
s
X1,
s
X2)
(1)−
ui,3(
s
X1,
s
X2)
)
d
s
X1 d
s
X2 . (5.122)
Da im linearisierten Problem fu¨r die spezielle Wahl
ss
vα = 0 und ∂
ss
v3
∂
s
X3
=
0 die linke Seite dieser Gleichung verschwindet, fu¨hrt dies wegen IV )
wieder auf
(1)
p = 0. (5.123)
Unter Beachtung der Definitionen fu¨r σ(0)αβ und σ
(0)
α3 auf der vorheri-
gen Seite und auf Seite 82, sowie (5.103) fu¨r M = −1, (5.120) und
(5.121) wird aus (5.122) fu¨r die spezielle Wahl
ss
vi(
s
X) =
ss
Vi(
s
X1,
s
X2) die
nichtlineare Variationsgleichung
∫∫
ω
σ(0)α3 ((0)U( sX1, sX2))
∂ ssV3( sX1, sX2)
∂
s
Xα

+ σ(0)αβ
((0)
U(
s
X1,
s
X2)
)∂ ssVβ( sX1, sX2)
∂
s
Xα
+
∂
(0)
Ui(
s
X1,
s
X2)
∂
s
Xα
∂
ss
Vi(
s
X1,
s
X2)
∂
s
Xβ

 d sX1 d sX2 = 0.
Wir suchen solche Lo¨sungen
(0)
U des obigen Variationsproblems, die au-
ßerdem die Verschiebungsrandbedingungen (5.72) und (4.61) erfu¨llen.
Dieses Problem hat im allgemeinen keine eindeutige Lo¨sung. Die ein-
zige physikalisch sinnvolle Lo¨sung eines solchen lastfreien Zustands ist
jedoch
(0)
Ui = 0 bzw.
(0)
ui = 0 bzw.
(0)
u = 0. (5.124)
Damit erhalten wir aus (5.73) fu¨r h→ 0 unter Beachtung von Defini-
tion (5.53)
R2I =
(0)
Zα
(0)
Zα bzw. (
(0)
Z1,
(0)
Z2) ∈ Θ ⊂ ω. (5.125)
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Als Zwischenergebnis ko¨nnen wir fu¨r das gema¨ß (5.116) asymptotisch ent-
wickelte Verschiebungsfeld angeben:
s
ui(h;
s
X1,
s
X2,
s
X3) =
N∑
A=1
hA
(A)
ui (
s
X1,
s
X2,
s
X3) + O(hN+1) mit N ∈ N.
(5.126)
Mit Hilfe von (5.125) schreiben wir jetzt statt (5.6)
s
Zα(h) +
s
uα
(
h;
s
Z1(h),
s
Z2(h),
1
2
)
−
(0)
Zα = 0 mit
(0)
Zα
(0)
Zα = R2I . (5.127)
Weitere Auswertungen im Schritt 10:
Aus (5.120) folgt nun ∂
(1)
u3
∂
s
X3
= 0 und aus (5.121) ∂
(1)
uα
∂
s
X3
= 0. Dies
la¨sst sich zusammenfassen zu
∂
(1)
ui
∂
s
X3
= 0 bzw.
∂
(1)
u
∂
s
X3
= 0 bzw.
(1)
u (
s
X) =
(1)
U (
s
X1,
s
X2). (5.128)
Von (5.122) verbleibt wegen σ(0)ij = 0 die Gleichung
∫∫∫
Ωs
σ(1)33 ( sX)∂ ssv3( sX)
∂
s
X3
+σ(1)α3 (
s
X)
∂
ss
vα(
s
X)
∂
s
X3
 d sX1 d sX2 d sX3 = 0,
die nur erfu¨llt werden kann, wenn σ(1)i3 = 0 gilt. Dies ist gleich-
bedeutend zu
∂
(2)
u3
∂
s
X3
= − λ
λ+ µ′ + 2µ
∂
(1)
uα
∂
s
Xα
und (5.129)
∂
(2)
uα
∂
s
X3
= − ∂
(1)
u3
∂
s
Xα
bzw.
(2)
uα(
s
X) =
(2)
Uα(
s
X1,
s
X2)−
s
X3
∂
(1)
U3
∂
s
Xα
. (5.130)
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Schritt 11: Q = 2)
Multiplizieren wir (5.93) mit h−Q, werten die Formeln (5.126) und
(5.128) aus und vollziehen Grenzu¨bergang h→ 0, verbleibt
∫∫∫
Ωs
σ(2)33 ( sX)∂ ssv3( sX)
∂
s
X3
+ σ(2)α3 (
s
X)
∂
ss
vα(
s
X)
∂
s
X3
+σ(1)αβ (
s
X)
∂
ss
vβ(
s
X)
∂
s
Xα
 d sX1 d sX2 d sX3
=
∫∫
ω
(2)
p (
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2) d
s
X1 d
s
X2, (5.131)
mit
σ
(1)
αβ =
λ
 ∂ (1)uγ
∂
s
Xγ
+
∂
(2)
u3
∂
s
X3
+ µ′ ∂ (1)uα
∂
s
Xα
 δαβ
+µ
 ∂ (1)uβ
∂
s
Xα
+
∂
(1)
uα
∂
s
Xβ

=
λ µ′ + 2µ
λ+ µ′ + 2µ
∂
(1)
uγ
∂
s
Xγ
+ µ′
∂
(1)
uα
∂
s
Xα
 δαβ
+µ
 ∂ (1)uβ
∂
s
Xα
+
∂
(1)
uα
∂
s
Xβ
 ,
σ
(2)
33 = λ
 ∂ (2)uα
∂
s
Xα
+
1
2
∂
(1)
uj
∂
s
Xα
∂
(1)
uj
∂
s
Xα

+
(
λ+ µ′ + 2µ
) ∂ (3)u3
∂
s
X3
+
1
2
∂
(2)
uj
∂
s
X3
∂
(2)
uj
∂
s
X3
 und
σ
(2)
α3 = µ
 ∂ (2)u3
∂
s
Xα
+
∂
(3)
uα
∂
s
X3
+
∂u
s(1)
j
∂xsα
∂u
s(2)
j
∂xs3
 .
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Wa¨hlen wir jetzt in (5.131) alle
ss
vi, fu¨r die ∂
ss
v3
∂
s
X3
= 0 und
ss
vα = 0 gilt,
folgt sofort
(2)
p = 0. (5.132)
Fu¨r die Wahl
ss
v3 = 0 und
ss
vα =
(1)
Uα ergibt sich
∫∫
ω

λ µ′ + 2µλ+ µ′ + 2µ ∂
(1)
Uγ
∂
s
Xγ
+ µ′
∂
(1)
Uα
∂
s
Xα
 ∂
(1)
Uα
∂
s
Xα
+
1
2
µ
 ∂
(1)
Uβ
∂
s
Xα
+
∂
(1)
Uα
∂
s
Xβ

 ∂
(1)
Uβ
∂
s
Xα
+
∂
(1)
Uα
∂
s
Xβ

 d sX1 d sX2 = 0,
was nur fu¨r
∂
(1)
Uα
∂
s
Xβ
= 0 (5.133)
erfu¨llt werden kann, da alle Terme nichtnegativ sind. Aus dieser Be-
dingung folgt unter Beachtung der Starrko¨rperfesseln (4.61)
(1)
uα = 0, (5.134)
so dass aus (5.129)
(2)
u3(
s
X) =
(2)
U3(
s
Xα,
s
Xα) (5.135)
folgt. Aus der verbleibenden Gleichung folgt
σ
(2)
α3 = 0 bzw.
∂
(3)
uα
∂
s
X3
= − ∂
(2)
U3
∂
s
Xα
und (5.136)
σ
(2)
33 = 0. (5.137)
Dividieren wir (5.127) zuerst durch h, erhalten wir fu¨r h→ 0
(1)
Zα = 0. (5.138)
Wird (5.127) danach durch h2 dividiert, ergibt sich fu¨r h→ 0
(2)
Zα = −
(2)
uα(
(0)
Z1,
(0)
Z2, 1/2) =
∂
(1)
U3(
s
X1,
s
X2)
2 ∂
s
Xα
∣∣∣∣∣∣∣
(
s
X1=
(0)
Z1,
s
X2=
(0)
Z2)
−
(2)
Uα(
(0)
Z1,
(0)
Z2).
(5.139)
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Wir halten als Zwischenergebnis fest
s
uα(h;
s
X1,
s
X2,
s
X3) = h2
 (2)Uα( sX1, sX2)− sX3 ∂ (1)U3( sX1, sX2)
∂
s
Xα
+O(h3),
(5.140)
s
u3(h;
s
X1,
s
X2,
s
X3) = h
(1)
U3(
s
X1,
s
X2) + O(h2) und (5.141)
s
Zα(h) =
(0)
Zα+ h2
 ∂
(1)
U3(
s
X1,
s
X2)
2 ∂
s
Xα
∣∣∣∣∣∣∣
(
s
X1=
(0)
Z1,
s
X2=
(0)
Z2)
−
(2)
Uα(
(0)
Z1,
(0)
Z2)

+O(h3) mit
(0)
Zα
(0)
Zα = R2I . (5.142)
Die Randbedingung (5.72) hat jetzt die Gestalt
0 =
s
u3(h;
s
Z1(h),
s
Z2(h), 1/2)
= h
(1)
U3(
(0)
Z1,
(0)
Z2) + O(h2). (5.143)
Dividieren wir diese Gleichung durch h und bilden h→ 0 folgt
(1)
U3(
(0)
Z1,
(0)
Z2) = 0. (5.144)
Entsprechend folgt aus den Starrko¨rperfesseln
(2)
U1(0, RA) =
(2)
U2(RA, 0) =
(2)
U2(−RA, 0) = 0. (5.145)
Schritt 12: Q = 3)
Multiplizieren wir (5.93) mit h−Q, werten die Formeln (5.140) und
(5.141) aus und vollziehen den Grenzu¨bergang h→ 0, verbleibt∫∫
ω
(3)
p (
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2) d
s
X1 d
s
X2
=
∫∫∫
Ωs
σ(3)33 s(X) ∂ ssv3
s
(X)
∂
s
X3
+ σ(3)α3
s
(X)
∂
ss
vα
s
(X)
∂
s
X3
+ σ(2)αβ
s
(X)
∂
ss
vβ
s
(X)
∂
s
Xα
 d sX1 d sX2 d sX3 . (5.146)
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Fu¨r die Wahl
ss
vα = 0 und ∂
ss
v3
∂
s
X3
= 0 folgt auch hier
(3)
p = 0. (5.147)
Jetzt folgt fu¨r
ss
vα = 0 und beliebige zula¨ssige
ss
v3
σ
(3)
33 = 0. (5.148)
Damit gilt
σsαβ = h
2σ
(2)
αβ +O(h
3), (5.149)
σsα3 = h
3σ
(3)
α3 +O(h
4) und (5.150)
σs33 = h
4σ
(4)
33 +O(h
5). (5.151)
Schritt 13: Q = 4)
Multiplizieren wir (5.93) mit h−Q und werten die Formeln
(5.140), (5.141), (5.148) und (5.146) aus, verbleibt nach dem Grenz-
u¨bergang h→ 0 die Variationsgleichung∫∫
ω
(4)
p (
s
X1,
s
X2)
ss
v
−
3 (
s
X1,
s
X2)d
s
X1 d
s
X2
=
∫∫∫
Ωs
σ(3)βα( sX)∂ ssvβ(
s
X)
∂
s
Xα
+ σ(2)βα(
s
X)
∂
(1)
u3(
s
X)
∂
s
Xβ
∂
ss
v3(
s
X)
s
∂Xα
+ σ(3)α3 (
s
X)
∂ ssv3( sX)
∂
s
Xα
+
∂
(1)
u3(
s
X)
∂
s
Xα
∂
ss
v3(
s
X)
∂
s
X3
+ σ(4)α3 ( sX)∂ ssvα( sX)
∂
s
X3
+σ(4)33 (
s
X)
∂ ssv3( sX)
∂
s
X3
+
∂
(1)
u3(
s
X)
∂
s
X3
∂
ss
vi(
s
X)
∂
s
X3

 d sX1 d sX2 d sX3 .
(5.152)
In dieser Gleichung kann die rechte Seite nicht durch geeignete Wahl von
nichttrivialen Testfunktionen zu Null gebracht werden. Dies gilt auch fu¨r
das linearisierte 3D-Problem, so dass hier die Forderung IV ) keine weiteren
Vereinfachungen bringt. Damit gilt
s
p = h4
(4)
p , (5.153)
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womit auch die Skalierungsvorschrift (5.78) gerechtfertigt ist. Fu¨r
(4)
p 6= 0
sind auch die fu¨hrenden Terme der Verschiebung von Null verschieden. Dar-
aus folgt, dass die fu¨hrenden Terme von
s
uα von der Ordnung h sind und
dass die fu¨hrenden Terme von
s
uα von der Ordnung h2 sind, so dass die
durch (5.76) und (5.77) beschriebenen Skalierungsvorschriften gerechtfertigt
sind.
Durch geeignetes Testen erhalten wir zwei Variationsgleichungen, die nur
noch von den fu¨hrenden Termen
(2)
Uα und
(1)
U3 abha¨ngen. Außerdem haben wir
mit (5.149) bis (5.151) die Skalierungsvorschriften fu¨r die Spannungen (5.82)
bis (5.84) besta¨tigt.
Wir zeigen im na¨chsten Abschnitt, dass wenn wir die Testfunktionen
ebenfalls wie (5.76) und (5.77) skalieren, die Gleichungen der fu¨hrenden
Terme der asymptotisch entwickelten und nach (5.76) und (5.77) skalierten
Verschiebungen, den von Ka´rma´n’schen Gleichungen entsprechen.
5.4.4 Herleitung der von Ka´rma´n ’schen Gleichungen unter
Anwendung der Skalierungsvorschriften
Durch (5.140) und (5.141) motivieren wir die Einfu¨hrung skalierter Verschie-
bungen
ss
ui, die den Gleichungen (5.76) und (5.77) genu¨gen, d. h. zwischen
den transformierten Verschiebungen
s
ui und skalierten Verschiebungen
ss
ui be-
stehen die Beziehungen
s
uα = h2
ss
uα und
s
u3 = h
ss
u3. Genauso la¨sst sich durch
(5.153) die Einfu¨hrung einer skalierten Randlast
ss
p gema¨ß (5.78) motivieren,
nach der
s
p = h4
ss
p gilt. Damit werden u¨ber die drei Skalierungsvorschriften
(5.76), (5.77) und (5.153) die transformierten Gro¨ßen gerade durch dieje-
nigen skalierten Gro¨ßen ersetzt, die fu¨r den Grenzu¨bergang h → 0 nicht
verschwinden.
Skalieren wir jetzt die Testfunktionen, entsprechend der Forderung V ),
genauso wie die Verschiebungen, ko¨nnen wir mit den Vorschriften (5.76)
und (5.77) skalierte Testfunktionen
ss
vi einfu¨hren, die im Gegensatz zur For-
mel (5.86) zu den transformierten Testfunktionen in folgenden Beziehungen
stehen:
s
vα(h;
s
X1,
s
X2,
s
X3) = h2
ss
vα(
s
X1,
s
X2,
s
X3) und (5.154)
s
v3(h;
s
X1,
s
X2,
s
X3) = h
ss
v3(
s
X1,
s
X2,
s
X3). (5.155)
Statt (5.93) erhalten wir aus (5.87) auf Seite 72 unter Verwendung von
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(5.77), (5.76), (5.78), (5.82), (5.83), (5.84), (5.154) und (5.155)
h5
∫∫
ω
ss
p(
s
X1,
s
X2)

1 + h∂ ss−u3 (h; sX1, sX2)
∂
s
X3
 ss−v3 ( sX1, sX2)
+h3
∂
ss−
uα (h;
s
X1,
s
X2)
∂
s
X3
ss−
vα (
s
X1,
s
X2)
 d sX1 d sX2
= h5
∫∫∫
Ωs
σsskj(h;
s
X)
∂ ssvk( sX)
∂
s
Xj
+
∂
ss
u3(h;
s
X)
∂
s
Xk
∂
ss
v3(
s
X)
∂
s
Xj
+
∂
ss
uα(h;
s
X)
∂
s
Xk
∂
ss
vα(
s
X)
∂
s
Xj
h2
 d sX1 d sX2 d sX3 . (5.156)
Bevor wir die konkrete Gestalt der skalierten Spannungen σss angeben, de-
finieren wir noch u¨ber die skalierten Verschiebungen (5.76) und (5.77) die
skalierten Verzerrungen
ss
Gij , fu¨r die mit (5.68)
h
Gαβ(h;X) = h2
ss
Gαβ(h;X),
h
Gα3(h;X) = h
ss
Gα3(h;X) und
h
G33(h;X) =
ss
G33(h;X) (5.157)
gilt. Dabei la¨sst sich
ss
G durch
ss
Gij(h;X) =
[0]
Γij(h;X) + h2
[2]
Γij(h;X) (5.158)
mit
[0]
Γij =
1
2
 ∂ ssui
∂
s
Xj
+
∂
ss
uj
∂
s
Xi
+
∂
ss
u3
∂
s
Xi
∂
ss
u3
∂
s
Xj
 und [2]Γij = 12 ∂
ss
uα
∂
s
Xi
∂
ss
uβ
∂
s
Xj
(5.159)
darstellen. Die skalierten Spannungen haben dann unter Beachtung von
(5.69) speziell fu¨r die 〈100〉-Orientierung die Gestalt
σssij (h;
s
X) = h−4
[−4]
Σij(h;
s
X) + h−2
[−2]
Σij(h;
s
X) +
[0]
Σij(h;
s
X) + h2
[2]
Σij(h;
s
X)
= h−4
〈−4〉
σij (
s
X) + h−3
〈−3〉
σij (
s
X) + h−2
〈−2〉
σij (
s
X)h−1
〈−1〉
σij (
s
X)
+
〈0〉
σij(
s
X) +O(h),
(5.160)
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denn es gilt
σssαβ = h
−2 hσαβ = h−2
λ hG33 δαβ +
(
λ
h
Gγγ +µ′
h
Gαα
)
δαβ + 2µ
h
Gαβ

= h−2λGss33δαβ +
(
λGssγγ + µ
′Gssαα
)
δαβ + 2µGssαβ
= h−2λ
[0]
Γ33 δαβ +
λ( [2]Γ33+ [0]Γγγ)+ µ′ [0]Γαα
 δαβ + 2µ [0]Γαβ
+ h2
(λ [2]Γγγ +µ′ [2]Γαα) δαβ + 2µ [2]Γαβ

=: h−2
[−2]
Σαβ +
[0]
Σαβ +h2
[2]
Σαβ,
(5.161)
σssα3 = h
−3 hσα3 = h−32µ
h
Gα3 = h−22µGssα3 = h
−22µ
[0]
Γα3+2µ
[2]
Γα3
=: h−2
[−2]
Σα3+
[0]
Σα3
(5.162)
und
σss33 = h
−4 hσ33 = h−4
((
λ+ 2µ+ µ′
) h
G33+λ
h
Gαα
)
= h−4
(
λ+ 2µ+ µ′
)
Gss33 + h
−2λGssαα
= h−4
(
λ+ 2µ+ µ′
) [0]
Γ33+h−2
((
λ+ 2µ+ µ′
) [2]
Γ33+λ
[0]
Γαα
)
+ λ
[2]
Γαα
=: h−4
[−4]
Σ33+h−2
[−2]
Σ33+
[0]
Σ33 .
(5.163)
Setzen wir die obere Zeile von (5.160) in (5.156) ein und sortieren nach
Potenzen von h, erhalten wir
h5
∫∫
ω
ss
p(
s
X1,
s
X2)

1 + h∂ ss−u3 (h; sX1, sX2)
∂
s
X3
 ss−v3 ( sX1, sX2)
+h3
∂
ss−
uα (h;
s
X1,
s
X2)
∂
s
X3
ss−
vα (
s
X1,
s
X2)
 d sX1 d sX2
=
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∫∫∫
Ωs

[−4]Σ33(h; sX)
1 + ∂ ssu3(h; sX)
∂
s
X3
 ∂ ssv3( sX)
∂
s
X3

+ h2
[−2]Σkj(h; sX)
∂ ssvk( sX)
∂
s
Xj
+
∂
ss
u3(h;
s
X)
∂
s
Xk
∂
ss
v3(
s
X)
∂
s
Xj

+
[−4]
Σ33(h;
s
X)
∂ ssuα(h; sX)
∂
s
X3
∂
ss
vα(
s
X)
∂
s
X3


+ h4
 [0]Σkj(h; sX)
∂ ssvk( sX)
∂
s
Xj
+
∂
ss
u3(h;
s
X)
∂
s
Xk
∂
ss
v3(
s
X)
∂
s
Xj

+
[−2]
Σkj(h;
s
X)
∂ ssuα(h; sX)
∂
s
Xk
∂
ss
vα(
s
X)
∂
s
Xj


+ h6
 [2]Σγβ(h; sX)
∂ ssvγ( sX)
∂
s
Xβ
+
∂
ss
u3(h;
s
X)
∂
s
Xγ
∂
ss
v3(
s
X)
∂
s
Xβ

+
[0]
Σkj(h;
s
X)
∂ ssuα(h; sX)
∂
s
Xk
∂
ss
vα(
s
X)
∂
s
Xj


+h8
 [2]Σγβ(h; sX)
∂ ssuα(h; sX)
∂
s
Xγ
∂
ss
vα(
s
X)
∂
s
Xβ


 d sX1 d sX2 d sX3 . (5.164)
Fu¨r h → 0 verbleibt ∫∫∫
Ωs
〈−4〉
σ33 (
s
X)
(
1 + ∂
〈0〉
u3(
s
X)
∂
s
X3
)
∂
ss
v3(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0.
Die Gleichung kann nur fu¨r beliebige
ss
v3 erfu¨llt werden, wenn1 + 12 ∂
〈0〉
u3
∂
s
X3
 ∂ 〈0〉u3
∂
s
X3
1 + ∂ 〈0〉u3
∂
s
X3
 = 0
gilt. Da aus dem linearisierten 3D-Problem ∂
〈0,L〉
u3
∂
s
X3
= 0 folgt, lautet die Lo¨sung
wegen der Forderung IV ) auf Seite 52
∂
〈0〉
u3
∂
s
X3
= 0, (5.165)
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was auch die einzige physikalisch sinnvolle Lo¨sung ist. Dieses Ergebnis
stimmt fu¨r i = 3 mit (5.128) u¨berein.
Dividieren wir (5.164) durch h, verbleibt jetzt fu¨r h → 0 die Gleichung∫∫∫
Ωs
〈−3〉
σ33 (
s
X)∂
ss
v3(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0. Sie kann nur erfu¨llt werden, wenn
∂
〈1〉
u3
∂
s
X3
= 0 (5.166)
gilt. Dieses Ergebnis stimmt mit (5.129) u¨berein, wenn das Resultat (5.134)
ausgewertet wird. Damit ko¨nnen wir statt (5.160) auch
σssij (h;
s
X) = h−2
〈−2〉
σij (
s
X) + h−1
〈−1〉
σij (
s
X) +
〈0〉
σij(
s
X) +O(h) (5.167)
schreiben.
Als na¨chstes dividieren wir (5.164) durch h2 und bilden h → 0. Fu¨r
ss
v3 = 0 verbleibt
∫∫∫
Ωs
〈−2〉
σα3(
s
X)∂
ss
vα(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0, woraus
∂
〈0〉
u3
∂
s
Xα
+
∂
〈0〉
uα
∂
s
X3
= 0 (5.168)
wird. Diese Gleichung entspricht dem Resultat (5.130). Damit ist bereits
gezeigt, dass die skalierten Verschiebungen fu¨r h → 0 ein Kirchhoff-Love-
Verschiebungsfeld bilden. Die letztlich verbleibende Gleichung lautet∫∫∫
Ωs
〈−2〉
σ33 (
s
X)∂
ss
v3(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0. Sie ist nur erfu¨llt, wenn
∂
〈2〉
u3
∂
s
X3
= − λ
λ+ 2µ+ µ′
∂
〈0〉
uα
∂
s
Xα
− 1
2
2(λ+ µ) + µ′
λ+ 2µ+ µ′
∂
〈0〉
u3
∂
s
Xα
∂
〈0〉
u3
∂
s
Xα
(5.169)
gilt. Fu¨r die skalierten Spannungen gilt statt (5.167) demnach
σssij (h;
s
X) = h−1
〈−1〉
σij (
s
X) +
〈0〉
σij(
s
X) +O(h). (5.170)
Im vorletzten Schritt dividieren wir (5.164) durch h3 und bilden wieder
h→ 0. Fu¨r ssv3 = 0 verbleibt jetzt
∫∫∫
Ωs
〈−1〉
σα3(
s
X)∂
ss
vα(
s
X)
∂
s
X3
d
s
X1 d
s
X2 d
s
X3 = 0. Dies
kann nur erfu¨llt werden, wenn auch
〈1〉
ui ein Kirchhoff-Love-Verschiebungsfeld
ist, d.h. außer der Bedingung (5.166) auch der Bedingung
∂
〈1〉
u3
∂
s
Xα
+
∂
〈1〉
uα
∂
s
X3
= 0 (5.171)
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genu¨gt. In gleicher Weise folgt aus der verbleibenden Gleichung
∂
〈3〉
u3
∂
s
X3
= − λ
λ+ 2µ+ µ′
∂
〈1〉
uα
∂
s
Xα
− 1
2
2(λ+ µ) + µ′
λ+ 2µ+ µ′
∂
〈1〉
u3
∂
s
Xα
∂
〈1〉
u3
∂
s
Xα
, (5.172)
so dass schließlich
σssij (h;
s
X) =
〈0〉
σij(
s
X) +O(h) (5.173)
folgt. Wenn
〈0〉
σij nicht verschwindet, ist diese Gro¨ße der fu¨hrende Term der
skalierten Spannung.
Im letzten Schritt dividieren wir (5.164) durch h4 und bilden h→ 0. Es
verbleibt∫∫
ω
pss(
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2)d
s
X1 d
s
X2
=
∫∫∫
Ωs
σ
〈0〉
kj (
s
X)
∂ ssvk( sX)
∂
s
Xj
+
∂
〈0〉
u3(
s
X)
∂
s
Xk
∂
ss
v3(
s
X)
∂
s
Xj
 d sX1 d sX2 d sX3. (5.174)
Schra¨nken wir unsere zula¨ssigen Testfunktionen auf solche ein, die ent-
sprechend der Forderung V ) wie die fu¨hrenden Terme der skalierten Ver-
schiebung ein Kirchhoff-Love-Verschiebungsfeld bilden, d.h. der Bedingung
∂
ss
vi
∂
s
X3
= − ∂
ss
v3
∂
s
Xi
genu¨gen, verbleibt
∫∫
ω
pss(
s
X1,
s
X2)
ss−
v3 (
s
X1,
s
X2)d
s
X1 d
s
X2
=
∫∫∫
Ωs
σ
〈0〉
αβ (
s
X)
∂ ssvα( sX)
∂
s
Xβ
+
∂
〈0〉
u3(
s
X)
∂
s
Xα
∂
ss
v3(
s
X)
∂
s
Xβ
 d sX1 d sX2 d sX3, (5.175)
mit
σ
〈0〉
αβ = λ
2µ+ µ′
λ+ 2µ+ µ′
 ∂ 〈0〉uγ
∂
s
Xγ
+
1
2
∂
〈0〉
u3
∂
s
Xγ
∂
〈0〉
u3
∂
s
Xγ
 δαβ
+ µ′
 ∂ 〈0〉uα
∂
s
Xα
+
∂
〈0〉
u3
∂
s
Xα
∂
〈0〉
u3
∂
s
Xα
 δαβ + µ
 ∂ 〈0〉uβ
∂
s
Xα
+
∂
〈0〉
uα
∂
s
Xβ
+
∂
〈0〉
u3
∂
s
Xα
∂
〈0〉
u3
∂
s
Xα
 .
(5.176)
Ein Vergleich mit (5.26) zeigt, dass der gefundene Zusammenhang zwischen
den fu¨hrenden Termen der skalierten Spannungen σ〈0〉αβ und der skalierten
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Verschiebungsgradienten ∂
〈0〉
ui
∂
s
Xβ
dem auf klassischem Wege hergeleiteten Ma-
terialgesetz fu¨r du¨nne Platten moderater Durchbiegungen entspricht. Be-
merkenswert ist außerdem, dass die Spannungskomponenten σ〈0〉3i fu¨r diese
Wahl der Testfunktionen in der schwachen Formulierung u¨berhaupt nicht
mehr auftreten.
Fu¨r beide Kirchhoff-Love-Verschiebungsfelder schreiben wir nun
〈0〉
u3(
s
X) =
〈0〉
U3(
s
X1,
s
X2) und
〈0〉
uα(
s
X) =
〈0〉
Uα(
s
X1,
s
X2)−
s
X3
∂
〈0〉
U3(
s
X1,
s
X2)
∂
s
Xα
(5.177)
sowie
ss
v3(
s
X) =
ss
V3(
s
X1,
s
X2) und
ss
vα(
s
X) =
ss
Vα(
s
X1,
s
X2)−
s
X3
∂
ss
V3(
s
X1,
s
X2)
∂
s
Xα
.
(5.178)
Setzen wir (5.178) in (5.176) ein und wa¨hlen
ss
V3 = 0, verbleibt
0 =
∫∫
ω

1
2∫
−12
σ
〈0〉
αβ (
s
X1,
s
X2,
s
X3) d
s
X3
 ∂
ss
Vα(
s
X1,
s
X2)
∂
s
Xβ
d
s
X1 d
s
X2 . (5.179)
Wa¨hlen wir hingegen in (5.176)
ss
Vα = 0, verbleibt∫∫
ω
pss(
s
X1,
s
X2)
ss
V3(
s
X1,
s
X2) d
s
X1 d
s
X2
=
∫∫
ω


1
2∫
−12
σ
〈0〉
αβ (
s
X1,
s
X2,
s
X3)d
s
X3
 ∂
〈0〉
U3(
s
X1,
s
X2)
∂
s
Xα
∂
ss
V3(
s
X1,
s
X2)
∂
s
Xβ
−

1
2∫
−12
σ
〈0〉
αβ (
s
X1,
s
X2,
s
X3)
s
X3 d
s
X3
 ∂2
ss
V3(
s
X1,
s
X2)
∂
s
Xα ∂
s
Xβ
 d
s
X1 d
s
X2 . (5.180)
Analog zu (5.29) und (5.30) lassen sich auch hier die fu¨hrenden Terme von
skalierten Schnittkraft- und Schnittmomententensoren definieren, so dass
97
(5.179) und (5.180) auch durch
0 =
∫∫
ω
N
〈0〉
αβ (
s
X1,
s
X2)
∂
ss
Vα(
s
X1,
s
X2)
∂
s
Xβ
d
s
X1 d
s
X2 (5.181)
und∫∫
ω
pss(
s
X1,
s
X2)
ss
V3(
s
X1,
s
X2) d
s
X1 d
s
X2
=
∫∫
ω
N 〈0〉αβ ( sX1, sX2)∂
〈0〉
U3(
s
X1,
s
X2)
∂
s
Xα
∂
ss
V3(
s
X1,
s
X2)
∂
s
Xβ
− M 〈0〉αβ (
s
X1,
s
X2)
∂2
ss
V3(
s
X1,
s
X2)
∂
s
Xα ∂
s
Xβ
 d sX1 d sX2 (5.182)
beschrieben werden ko¨nnen. Beide Gleichungen bilden analog zu (B.4) und
(B.6) die schwache Formulierung eines Feldgleichungssystems, dass nur noch
von
〈0〉
Ui abha¨ngt. Die zugeho¨rigen Differentialgleichungen lauten
∂N
〈0〉
αβ
∂
s
Xβ
= 0 und
∂2
〈0〉
Mαβ
∂
s
Xα ∂
s
Xβ
+
〈0〉
Nαβ
∂2
〈0〉
U3
∂
s
Xα ∂
s
Xβ
= −pss. (5.183)
Die Randbedingungen fu¨r das Randwertproblem ergeben sich aus den glei-
chen Umformungen, wie sie im Anhang Abschnitt B.1.2 dargestellt sind. Wir
erhalten
nRα
(0)
Nαβ n
R
β = 0 ∀(
s
X1,
s
X2) ∈ ∂ω, (5.184)
sRα
(0)
Nαβ n
R
β = 0 ∀(X1, X2) ∈ ∂ω mit (
s
X1,
s
X2) 6= (RA, 0),
(
s
X1,
s
X2) 6= (0, RA), (
s
X1,
s
X2) 6= (−RA, 0),(5.185)
nRα
(0)
Mαβ n
R
β = 0 ∀(
s
X1,
s
X2) ∈ ∂ω und (5.186)
0 =
(0)
Mαβ
∂
s
Xβ
nRα + n
R
α
(0)
Nαβ s
R
β
∂
(0)
U3
∂s
+
∂sRα
(0)
Mαβ n
R
β
∂s
∀(
s
X1,
s
X2) ∈ ∂ω. (5.187)
Ist
〈0〉
Ui bekannt, sind auch N
〈0〉
αβ undM
〈0〉
αβ bekannt. Analog zu (5.56) la¨sst sich
σ
〈0〉
αβ gema¨ß (5.176) auch durch die Schnittkra¨fte und -momente ausdru¨cken.
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Es gilt
σ
〈0〉
αβ (
s
X1,
s
X2,
s
X3) = N
〈0〉
αβ (
s
X1,
s
X2) + 12
s
X3M
〈0〉
αβ (
s
X1,
s
X2). (5.188)
Um auch σ〈0〉i3 fu¨r bekannte
〈0〉
Ui aus der schwachen Formulierung zu gewinnen,
mu¨ssten wir in (5.174) Testfunktionen
ss
vi zulassen, die kein Kirchhoff-Love-
Verschiebungsfeld bilden. Es la¨sst sich jedoch zeigen, dass zur Erfu¨llung von
σ
〈0〉
α3 = 0 in ∂ω×] − 1/2, 1/2[ die Erfu¨llung von
(0)
Mαβ n
R
β in ∂ω×] − 1/2, 1/2[
no¨tig ist[24]. Dies ist im allgemeinen nicht mo¨glich. Im hier betrachteten Fall
la¨sst sich
(0)
Mαβ n
R
β auf ∂ω×] − 1/2, 1/2[ nur fu¨r isotropes Material erfu¨llen.
Wir ko¨nnen uns deshalb nur ein σ〈0〉α3 = 0 beschaffen, welches am schmalen
Plattenrand nicht die 3D-Randbedingung erfu¨llt. Das Vorgehen ist identisch
zum Abschnitt 5.3.7 bei der klassischen Herleitung. Aus
∂σ
〈0〉
αj (
s
X)
∂
s
Xj
= 0 folgt
〈0〉
σα3(
s
X1,
s
X2,
s
X3) = 6
(
1
4
−
(
s
X3
)2) ∂ 〈0〉Mαβ( sX1, sX2)
∂
s
Xβ
. (5.189)
und daraus schließlich
σ
〈0〉
33 (
s
X1,
s
X2,
s
X3)
=
(
1
4
−
s
X3
2
)
2
( s
X3
〈0〉
Nαβ(
s
X1,
s
X2) + 3
〈0〉
Mαβ(
s
X1,
s
X2)
)∂2 〈0〉U3( sX1, sX2)
∂
s
Xα ∂
s
Xβ
+
2 sX3(34 − sX32
)
− 1
2
 ssp( sX1, sX2). (5.190)
5.4.5 Reskalierung, Identifizierung der klassischen Platten-
gro¨ßen
Wir kehren jetzt ins urspru¨ngliche Koordinatensystem zuru¨ck. Dazu be-
trachten wir die Skalierungsvorschriften (5.64), (5.76) und (5.77) sowie die
Beziehungen (5.61) und (5.65). Es gilt
uα(X) =
h
uα(h;X) =
s
uα(h;
s
X) = h2
ss
uα(h;
s
X)
und
u3(X) =
h
u3(h;X) =
s
u3(h;
s
X) = h
ss
u3(h;
s
X).
Zusa¨tzlich definieren wir jetzt die Verschiebungen
uP3 (X) := h
(1)
u3(
s
X) = h
〈0〉
u3(
s
X) (5.191)
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und
uPα (X) := h
2 (2)uα(
s
X) = h2
〈0〉
uα(
s
X), (5.192)
die wir als Verschiebungen des von Ka´rma´n’schen Plattenproblems identifi-
zieren ko¨nnen.
Aus der asymptotischen Entwicklung des urspru¨nglichen 3D-Problems
folgt nun
h
u3(h;X) = h
ss
u3(h;
s
X) = h
(
〈0〉
u3(
s
X) +O(h)
)
= h
〈0〉
u3(
s
X) +O(h2)
= h
〈0〉
U3(
s
X1,
s
X2) +O(h2)
= UP3 (X1, X2) +O(h
2)
= uP3 (X) +O(h
2) = O(h)
(5.193)
und
h
uα(h;X) = h2
ss
uα(h;
s
X) = h2
(
〈0〉
uα(
s
X) +O(h)
)
= h2
〈0〉
uα(
s
X) +O(h3)
= h2
〈0〉
Uα(
s
X1,
s
X2) − h2
s
X3
∂
〈0〉
U3(
s
X1,
s
X2)
∂
s
Xα
+O(h3)
= UPα (X1, X2) −X3
∂UP3 (X1, X2)
∂Xα
+O(h3)
= uPα (X) +O(h
3) = O(h2).
(5.194)
Dabei gilt entsprechend der Bezeichnungen im Abschnitt 5.3 U3 =W bzw.
UP3 = W
P , wobei wir zur Unterscheidung zu den Gro¨ßen des Original-3D-
Problems die Plattengro¨ßen mit einem oberen Index P versehen.
In gleicher Weise ko¨nnen wir nun auch die mit der Plattentheorie be-
rechneten Spannungen als die fu¨hrenden Terme der formal asymptotischen
Entwicklung interpretieren. Wir erhalten
σαβ = σPαβ +O(h
3) = O(h2), σα3 = σPα3 +O(h
3) = O(h3) und
σ33 = σP33 +O(h
4) = O(h4). (5.195)
Bemerkung
Ha¨tten wir ein 3D-Problem formuliert, in dem statt der Span-
nungsrandbedingung σα3 = 0 die Verschiebungsrandbedingung
∂u3(X)
∂X3
= 0 in ∂ω×] − h/2, h/2[ gefordert wird, wu¨rde fast das
gleiche Plattenproblem resultieren. Es ergeben sich die gleichen
Verschiebungs- und Spannungsfelder. Der einzige Unterschied
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ist, dass sich
〈0〉
σi3 aus der schwachen Formulierung herleiten la¨sst.
In diesem Fall gilt
σα3 = σPα3 +O(h
4) = O(h3) und
σ33 = σP33 +O(h
5) = O(h4).
Die am Rand resultierende Spannung σPα3 liesse sich dann als die-
jenige Spannung interpretieren, die notwendig ist, um den Rand
in 33-Richtung unverzerrt zu lassen.
5.5 Zusammenfassung und Folgerungen zur An-
wendbarkeit der von Ka´rma´n ’schen Platten-
theorie
Betrachten wir als Ausgangspunkt das nichtlineare 3D-Problem einer du¨n-
nen elastischen Platte aus Saint-Venant–Kirchhoff ’schen Material, die frei
abgleitbar auf einer starren Stu¨tze liegt, und sich unter einer Randlast auf
der Deckfla¨che verbiegt. Die u¨brigen Plattenra¨nder sollen spannungsfrei sein.
Wir formulieren die Impulsbilanz fu¨r den quasistatischen Fall in der Bezugs-
platzierung. Nehmen wir fu¨r die Unbekannten eine formal asymptotische
Entwicklung nach einem Kleinheitsparameter an, der proportional zur Plat-
tendicke ist, erhalten wir fu¨r h → 0 ein System von Gleichungen, dass nur
noch die fu¨hrenden Terme der Unbekannten entha¨lt. Unter der Forderung,
dass die Linearisierung der Gleichungen der fu¨hrenden Terme bezu¨glich des
lastfreien Zustands die gleiche Lo¨sung haben soll, wie die fu¨hrenden Glei-
chungen des 3D-Problems, das entsteht, wenn die Linearisierung vor dem
Grenzu¨bergang vorgenommen wird, sind die fu¨hrenden Gleichungen eines
solchen nichtlinearen Problems a¨quivalent zu den von Ka´rma´n’schen Glei-
chungen.
Daraus ergibt sich, dass die von Ka´rma´n’schen Gleichungen nur fu¨r ei-
ne Platte exakt sind, deren Dicke gegen Null geht. Nur dann, wenn die
Plattendicke gegen Null geht, sind die Terme ho¨herer Ordnung gegenu¨ber
den fu¨hrenden Termen vernachla¨ssigbar klein. Da die fu¨hrenden Terme von
u3 proportional zu h und die fu¨hrenden Terme von uα proportional zu h2
sind, wird fu¨r h → 0 der Betrag von uα gegen den Betrag von u3 ver-
nachla¨ssigbar klein. Soll dass reale Problem endlicher Dicke in ausreichen-
der Genauigkeit durch die von Ka´rma´n’sche Theorie beschrieben werden,
muss demnach h¿ 1 gelten, wobei wir einen dimensionslosen Platten- bzw.
Stu¨tzringdurchmesser nahe 1 betrachten, und |uα| ¿ |u3| ¿ 1. Dies sind
genau die Forderungen (5.7) und (5.8) aus der klassischen Herleitung.
In gleicher Weise lassen sich die Forderungen (5.15)und (5.16) der klassi-
schen Herleitung fu¨r die Spannungen begru¨nden, da auch hier die fu¨hrenden
Terme proportional zu unterschiedlichen Potenzen von h sind. Die Gu¨ltigkeit
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dieser Annahmen rechtfertigt letztlich das 2D-Materialgesetz entsprechend
dem ebenen Spannungszustand.
Da die fu¨hrenden Terme der Verschiebungen ein Kirchhoff-Love-Ver-
schiebungsfeld bilden, ist auch diese Annahme fu¨r das gesamte Verschie-
bungsfeld letztlich dann gerechtfertigt, wenn alle Kleinheitsannahmen erfu¨llt
sind.
Mit Hilfe der von Ka´rma´n’schen Plattentheorie lassen sich im allgemei-
nen keine Schubspannungsfelder berechnen, die am schmalen Plattenrand
verschwinden. Stattdessen kann am Rand nur der Wert fu¨r die aus beiden
Schubspannungen resultierende Ersatzquerkraft zu Null vorgegeben werden.
Diese Ungenauigkeit hat auf die Berechnung des Verschiebungsfeldes und
die Spannungskomponenten bei Erfu¨llung aller Kleinheitsforderungen kei-
nen Einfluss, da die punktweise Erfu¨llung dieser Randbedingung fu¨r die
Lo¨sung des von Ka´rma´n’schen Plattenproblem ohne Einfluss ist.
Die fu¨hrenden Terme der Spannungen σi3 ha¨ngen nicht mehr wie im
urspru¨nglichen Problem u¨ber konstitutive Gleichungen von den Verschie-
bungen ab, sondern resultieren aus der Impulsbilanz und den Randwerten
der Spannungen auf der Deckfla¨che. Dies ist deshalb mo¨glich, weil ein Teil
der Unbekannten in der 3D-Impulsbilanz der fu¨hrenden Terme bereits durch
die Lo¨sung der von Ka´rma´n’schen Plattengleichungen bestimmt wurde. Die
drei Bilanzgleichungen sind jetzt drei Bestimmungsgleichungen fu¨r die drei
Unbekannten σi3. Dabei gehen in die so ermittelten Spannungen nur die je-
weiligen Randwerte der Deckfla¨chen ein, so dass es letztlich nicht mo¨glich
ist, die urspru¨nglichen Spannungsrandbedingungen fu¨r σα3 auf dem schma-
len Plattenrand zu erfu¨llen. Bei Erfu¨llung der Kleinheitsforderungen kann
wegen des Prinzips von Saint Venant davon ausgegangen werden, dass sich
der tatsa¨chliche Schubspannungsverlauf nach einem gewissen Abstand vom
Rand kaum von der Na¨herung unterscheidet, die mit der Plattentheorie ge-
wonnen wurde, da die Schubspannungsrandbedingungen zumindest statisch
a¨quivalent erfu¨llt werden.
Weiter folgern wir: Unterscheiden sich die Lo¨sungen nach der 2D-Platten-
theorie fu¨r zwei unterschiedlich du¨nne Platten beim U¨bergang auf skalierte
Gro¨ßen nicht, approximiert die Lo¨sung nach der Plattentheorie das Original-
Problem fu¨r die du¨nnere Platte genauer als fu¨r die dickere Platte.
Anhand konkreter Rechnungen am Schluss des Kapitels 7 la¨sst sich fu¨r
die gegebenen Daten zeigen, dass |uα| ¿ |u3| ¿ 1 u¨berall erfu¨llt wird. Hin-
gegen gilt |σ33| ¿ |σα3| ¿ ‖σαβ‖ nur fast u¨berall. Eine Verletzung dieser Be-
dingungen liegt in den Kontaktbereichen vor. Die Breite der Kontaktberei-
che sind klein gegenu¨ber dem Plattendurchmesser, denn der Kontaktbereich
zum Stu¨tzring ist als Linie idealisiert worden und der Kontaktbereich zur
Druckkugel liegt in der Gro¨ßenordnung der Plattendicke. Wegen des Prinzips
von Saint Venant treten die Abweichungen von der Plattenlo¨sung nur in ei-
ner gewissen Umgebung dieser Bereiche auf. Innerhalb dieser Bereiche muss
deshalb mit nicht zu vernachla¨ssigenden Abweichungen des tatsa¨chlichen
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Verschiebungsfeldes von einem Kirchhoff-Love-Verschiebungsfeld gerechnet
werden. Ebenso ist ein tatsa¨chliches Spannungsfeld zu erwarten, dass in nicht
zu vernachla¨ssigender Weise vom ebenen Spannungszustand abweicht.
Wa¨hrend die Abweichungen der Spannungen am Stu¨tzring zur Bestim-
mung der maximalen Zugspannung kaum von Interesse sind, fa¨llt der Ort
der maximalen Zugspannung genau in den Bereich, wo die von Ka´rma´n’sche
Plattentheorie als schlechte Na¨herung anzusehen ist. Deshalb muss dieser
Bereich gesondert untersucht werden. Die Berechnung der Randlast erfolgt
im na¨chsten Kapitel, die Berechnung der maximalen Zugspannung nach der
Plattentheorie erfolgt numerisch mit dem im Kapitel 7 beschriebenen Finite-
Element-Programm. Eine genaue 3D-Untersuchung der Umgebung der Kon-
taktfla¨che erfolgt im Kapitel 8.
5.6 Anmerkungen zur Entstehung der von Ka´r-
ma´n ’schen Plattengleichungen
Wa¨hrend die vollsta¨ndige Formulierung des linearen Problems fu¨r du¨nne
Platten bereits im Jahre 1850 durch Kirchhoff abgeschlossen wurde [63],
formuliert Kirchhoff ein viertel Jahrhundert spa¨ter u¨ber das Prinzip der
virtuellen Verru¨ckungen die schwache Formulierung des in dieser Arbeit
nach von Ka´rma´n benannten nichtlinearen Plattenproblems [64]. Er fu¨hrte
in dieser Arbeit bereits Verzerrungen ein, die den Komponenten GPαβ des
Green’schen Verzerrungstensors der Plattentheorie gema¨ß (5.14) entspre-
chen. Die vollsta¨ndigen Differentialgleichungen des statischen Gleichgewichts
und die zugeho¨rigen Randbedingungen leitete er jedoch nicht her, obwohl er
bereits sa¨mtliche Grundlagen formulierte.
Wegen dieses fru¨hen richtigen Resultates wird die daraus resultierende
Plattentheorie von franzo¨sischen Autoren nichtlineare Kirchhoff ’sche Plat-
tentheorie genannt, so auch von Ciarlet und Destuynder in [26] und [24]. Sie
verwenden die Bezeichnung dann, wenn die schmalen Plattenra¨nder einge-
spannt oder spannungsfrei sind. Werden am schmalen Plattenrand hingegen
auch von Null verschiedene Normalspannungen vorgegeben, bezeichnen sie
das resultierende Problem als ein von Ka´rma´n’sches Plattenproblem. Bei
dieser Bezeichnung ist bei einem von Ka´rma´n’schen Plattenproblem Aus-
beulen mo¨glich, bei einem nichtlinearen Kirchhoff ’schen Plattenproblem je-
doch nicht.
Als Vorla¨uferarbeit der nichtlinearen Plattengleichungen, kann auch die
lineare Plattengleichung von Clebsch aus dem Jahre 1862 betrachtet werden
[27]. Er gab dort eine Biegegleichung in Form von (5.36) an, wobei er die
Membrankra¨fte Nαβ als konstant ohne Deviatoranteil annahm, d.h es gilt
bei ihm Nαβ = Tδαβ, wobei T als konstant vorgegeben wurde.
Saint-Venant erweiterte 1883 in den Anmerkungen zur franzo¨sischen
U¨bersetzung dieses Buches die Biegegleichung derart, dass auch konstante
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Membrankrafttensoren vorgegeben werden ko¨nnen, die deviatorische Antei-
le haben [28]. Biegegleichungen dieser Art wurden 1891 auch von Bryan zur
Untersuchung von Platten-Beulproblemen verwendet [15].
Bubnow wendete als erster nichtlineare Plattengleichungen auf reale Pro-
bleme an [16] [13]. Er gab analytische und Na¨herungslo¨sungen fu¨r verschie-
dene Biegeprobleme zylindrisch ausbiegender Plattenstreifen an. Unter Plat-
tenstreifen werden Platten verstanden, die in eine Richtung unendlich lang
sind. Auf diese Weise konnte er bereits im Jahre 1902 erfolgreich Dimensio-
nierungsaufgaben fu¨r Schiffsbeplankungen lo¨sen. Die von Bubnow verwen-
deten Na¨herungsmethoden lassen sich auch als Vorla¨uferarbeiten fu¨r heute
verwendete Finite-Element-Techniken betrachten. Noch heute werden be-
stimmte Na¨herungsmethoden, die auf einer schwachen Formulierung von
Randwertproblemen beruhen, als Bubnow-Galjorkin-Methoden bezeichnet.
Darunter fa¨llt auch die im Kapitel 7 vorgestellte FE-Methode.
Fo¨ppl gab 1907 in [41] ein System von Plattengleichungen an, das der
endgu¨ltigen Form der nichtlinearen Plattengleichung schon fast entspricht.
Es fehlte lediglich die Biegesteifigkeit in Gleichung (5.36), d.h. bei ihm galt
∂2Mαβ
∂Xα∂Xβ
als vernachla¨ssigbar. Fo¨ppl ging davon aus, dass bei hinreichend
du¨nnen Platten die Biegesteifigkeit vernachla¨ssigbar ist. Wolmir bezeichnet
diese Theorie deshalb auch als Theorie von absolut biegsamen Platten.
Im Jahre 1910 erga¨nzte von Ka´rma´n unter Hinweis auf die Bubnow ’schen
Arbeiten zur Dimensionierung von Schiffsbeplankungen die Fo¨ppl ’sche Bie-
gegleichung um den Term, der die Biegesteifigkeit beru¨cksichtigt. Er formu-
lierte als erster die Gleichgewichtsbedingungen vollsta¨ndig.
Wa¨hrend einige Autoren aus dem deutschen Sprachraum die endgu¨ltigen
Gleichungen als Fo¨ppl–von-Ka´rma´n-Gleichungen bezeichnen, heißen diese
Gleichungen bei einigen Autoren im russischen Sprachraum nach Bubnow
und von Ka´rma´n. Als konkrete Randbedingungen werden in der Originalar-
beit bei von Ka´rma´n jedoch nur eingespannte oder spannungsfreie Ra¨nder
in Betracht gezogen, also keine Beulprobleme. Im Unterschied zum Eu-
ler ’schen Knickstab und zum Bernoulli ’schen Biegebalken ist die bereits
oben erwa¨hnte, im franzo¨sischen Sprachraum u¨bliche Unterscheidung zwi-
schen nichtlinearer Kirchhoff -Theorie und von Ka´rma´n-Theorie nicht nach-
vollziehbar.
5.7 Von Ka´rma´n-Theorie versus invariante nicht-
lineare Membrantheorie und invariante nicht-
lineare Biegetheorie
Wa¨hrend das urspru¨ngliche 3D-Problem invariant gegenu¨ber Starrko¨rper-
drehungen ist, gilt dies fu¨r die von Ka´rma´n-Theorie nicht mehr. Der Green’-
sche Verzerrungstensor der von Ka´rma´n-Theorie GP vermag es im Gegen-
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satz zum echten Green’schen Verzerrungstensor G nicht, Starrko¨rperdre-
hungen verzerrungsfrei abzubilden. Um mit der von Ka´rma´n-Theorie rea-
listische Ergebnisse zu erzielen, mu¨ssen die aus einer Starrko¨rperdrehung
resultierenden Verschiebungen in den horizontalen Verschiebungskomponen-
ten klein gegen die Plattendicke sein und in den vertikalen Verschiebungen
klein gegen den Plattendurchmesser sein. Nur dann bleiben die fa¨lschlich er-
zeugten Verzerrungen gegenu¨ber den echten Verzerrungen vernachla¨ssigbar
klein.
Plattentheorien fu¨r große Starrko¨rperrotationen mu¨ssen deshalb invari-
ant gegen solche Drehungen sein. Zwei bekannte invariante Theorien sind
die nichtlineare Membrantheorie und die invariante nichtlineare Biegetheo-
rie. Letztere wird auch ausdehungsfreie Theorie genannt.
Allen drei Theorien gemeinsam ist die Verwendung eines Materialgeset-
zes, welches dem des ebenen Spannungszustands entspricht, d.h. der ver-
wendete 2D-Steifigkeitstensor cPαβγρ ist durch (5.24) definiert. Außerdem
werden die Verschiebungen ui in der gesamten Platte durch die Mittel-
fla¨chenverschiebungen Ui ausgedru¨ckt.
In der nichtlinearen Membrantheorie werden Biegeeffekte vo¨llig vernach-
la¨ssigt, d.h. es treten keine Biegemomente M auf. Außerdem gilt uMi (X) =
Ui(X1, X2). Dafu¨r werden im 2D-Materialgesetz fu¨r die Berechnung des
Membrankrafttensors N und in der Impulsbilanz im Vergleich zur von Ka´r-
ma´n’schen Theorie zusa¨tzliche nichtlineare Terme des Verschiebungsgradi-
enten beru¨cksichtigt. Der Green’sche Verzerrungstensor dieser 2D-Theorie
lautet GMαβ =
1
2
(
Uα
Xβ
+ UβXα +
Ui
Xβ
Ui
Xα
)
. Mit dieser Theorie ko¨nnte z.B. die
Berechnung der Spannungen eines Trampolintuchs erfolgen. Wird die nicht-
lineare Membrangleichung bezu¨glich der Bezugsplatzierung linearisiert, er-
gibt sich die Scheibengleichung der linearen Kirchhoff -Theorie. Werden kei-
ne deviatorischen Spannungsanteile zugelassen, fu¨hrt die Linearisierung der
nichtlineare Membrangleichung bezu¨glich der Momentanplatzierung auf die
klassische lineare Membrantheorie.
In der nichtlinearen Biegetheorie werden die Membrankra¨fte N kom-
plett vernachla¨ssigt. Die Verschiebungen haben die Darstellung uFi (X) =
Ui(X1, X2) +X3θi(U(X1, X2))
Die Besonderheit bei dieser Theorie ist, dass die Mittelfla¨che nicht ge-
dehnt wird, da GFαβ(X) = −X3 ∂
2Ui(X1,X2)
∂Xα∂Xβ
ni mit
ni =
∂Uj(X1,X2)
∂X1
εlij
∂Ul(X1,X2)
∂X2√
∂Um(X1,X2)
∂X1
εnkm
∂Un(X1,X2)
∂X2
∂Up(X1,X2)
∂X1
εqkp
∂Uq(X1,X2)
∂X2
gilt. Die Spannungen sind reine Biegespannungen und ha¨ngen u¨ber das
2D-Materialgesetz nur von den Kru¨mmungen der ungedehnten Mittelfla¨che
ab. Ein Anwendungsbeispiel hierfu¨r ist das elastische ”Zusammenrollen“ ei-
ner Overheadfolie oder eines Zeichenblattes, wenn plastische und Kriech-
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effekte vernachla¨ssigt werden. Wa¨hrend die Mittelfla¨che dieser Folie ohne
La¨ngena¨nderung gekru¨mmt wird, werden die Außenfla¨chen gestaucht oder
gestreckt, so dass in der Folie nur Momente wirken. Werden die Biegeglei-
chungen bezu¨glich der Momentanplatzierung linearisiert, verbleibt nur die
lineare Kirchhoff ’sche Biegegleichung.
Wa¨hrend sich die von Ka´rma´n’sche Theorie aus dem urspru¨nglichen 3D-
Problem, dargestellt im skalierten Koordinatensystem, unter Annahme der
folgenden Skalierungsvorschriften
s
u3 = h
ss
u3,
s
uα = h2
ss
uα und
s
p = h4
ss
p,
entsprechend (5.76), (5.77) und (5.78) herleiten la¨sst, kann die Membran-
theorie fu¨r die Annahmen
s
ui =
ss
ui und
s
p = h
ss
p,
und die Biegetheorie fu¨r die Annahmen
s
ui =
ss
ui und
s
p = h3
ss
p
durch asymptotische Entwicklung der Verschiebungen gerechtfertigt bzw.
hergeleitet werden. Fu¨r detaillierte Ausfu¨hrungen zu beiden invarianten The-
orien, einschließlich zur Prozedur der asymptotischen Entwicklung und zu
weiteren Literaturhinweisen, sei hier auf Fox, Raoult und Simo [43] verwie-
sen, sowie auf die beiden Bu¨cher von Ciarlet [24] und [25].
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Kapitel 6
Hertz ’sche Pressung —
Berechnung der a¨ußeren
Fla¨chenlast und der
Kontaktfla¨che zwischen
Kugel und Platte
6.1 Das elastische Problem fu¨r den isotropen und
fu¨r den kubisch symmetrischen Fall
Schließlich berechnen wir gema¨ß der Hertz ’schen Theorie die Form und
Gro¨ße der Kontaktfla¨che ∂Ωf ⊂ ∂Ω− des Kugel-Platte-Systems sowie die
Druckverteilung auf ∂Ωf . Dazu nehmen wir an, dass die Fla¨che gleich der
ist, die sich ergibt, wenn mit einer Kugel auf einen elastischen Halbraum
gedru¨ckt wird. Dieses Problem wurde fu¨r isotrope Ko¨rper bereits im Jahr
1881 von Heinrich Hertz gelo¨st [54, 55].
Das Resultat lautet: Wird eine isotrope Stahlkugel mit dem Radius RK ,
dem E-Modul ES und der Querkontraktionszahl νS mit einer Kraft f auf
einen ebenen isotropen Halbraum mit den elastischen Konstanten E und ν
gedru¨ckt, dann entsteht ein kreisrunde Kontaktfla¨che mit dem Radius
RC = 3
√
3/4 f RK k, (6.1)
wobei
k =
1− ν2S
ES
+
1− ν2
E
(6.2)
die Summe der Kontaktnachgiebigkeiten ist.
107
Die Druckverteilung auf der Kontaktfla¨che lautet
pf (r) = pf0
√
1− (r/RC)2 mit pf0 = 3f2piR2C , r =
√
X21 +X
2
2 , (6.3)
so dass ∫∫
∂Ωf
pf
(
r(X1, X2)
)
dX1dX2 = f (6.4)
und
pf0 =
1
I
3
√
48f
R2K
mit I = 2pi k
2
3 (6.5)
gilt.
Dieses Resultat wurde vonWillis 1966 in [114] auf das Kontaktproblem zwei-
er anisotroper Ko¨rper u¨bertragen. Insbesondere untersuchte er den Kontakt
einer starren Kugel auf einen ebenen kubisch elastischen Halbraum, dessen
(100)-Ebene mit der Oberfla¨che des Halbraums u¨bereinstimmt.
Hertz ließ nur solche glatt berandeten Kontaktfla¨chen zu, deren Begren-
zungslinie einer Ellipsengleichung genu¨gt. Damit erha¨lt er beim Pressen iso-
troper Kugeln auf isotrope Halbra¨ume Kreisberandungen. Willis ließ als
Kontaktfla¨chen ebenfalls nur Ellipsen zu und erha¨lt daher bei kubischer
Symmetrie auch wieder nur die Kreisberandung. Eine solche Annahme tra¨gt
jedoch der kubischen Symmetrie des Materials nicht Rechnung.
In der vorliegenden Arbeit lassen wir eine Winkelabha¨ngigkeit des Kon-
taktradius zu und erhalten fu¨r den betrachteten kubisch symmetrischen Fall
keine Kreisfla¨che. Dazu gehen wir hier gema¨ß [35] wie folgt vor: Ausgangs-
punkt unserer Berechnung sind die Hertz ’schen Formeln (6.1) bis (6.4).
Allerdings beru¨cksichtigen wir, dass der E-Modul und die Querkontrakti-
onszahl im Falle eines Materials mit kubischer Symmetrie Funktionen der
Richtung sind.
Wir betrachten jetzt einen kubischen Einkristall, dessen (100)-Ebene
in der Ebene X3 = 0 liegt1, und dessen Hauptachsen um den Winkel ϕ
bezu¨glich der X1- und X2-Achse des Beobachtersystems verdreht sind. Das
Koordinatensystem, das mit dem Kristallhauptachsensystem zusammenfa¨llt,
la¨sst sich dann mit dem Koordinatensystem des Beobachters durch die Dreh-
matrix
Q =
 cos(ϕ) − sin(ϕ) 0sin(ϕ) cos(ϕ) 0
0 0 1
 (6.6)
identifizieren.
1Siehe Abbildung 6.1 auf der na¨chsten Seite sowie auch Abbildung 3.2 auf Seite 19 und
Abbildung 4.2 auf Seite 38.
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Abbildung 6.1: Das Kristallhauptachsensystem ist in der (100)-Ebene um
den Winkel ϕ verdreht. Die du¨nnen orangen Linien sind die Symmetrielinien
des kubischen Wafermaterials.
Mit Hilfe von Q kann nun der Nachgiebigkeitstensor fu¨r ein Material,
welches die oben beschriebene Orientierung hat, durch den Nachgiebigkeits-
tensor sijkl eines Materials in der 〈100〉-Orientierung ausgedru¨ckt werden.
Kennzeichnen wir die Nachgiebigkeit des um ϕ zur 〈100〉-Orientierung ge-
drehten Kristalls durch s〈ϕ〉ijkl, gilt zwischen beiden Tensoren die Beziehung:
s
〈ϕ〉
ijkl = QimQjnQkpQlqsmnpq. (6.7)
Durch die kubische Symmetrie folgt fu¨r alle N ∈ G : s〈Npi/2〉ijmn = sijmn. Der
E-Modul und die Querkontraktionszahl fu¨r eine um ϕ verdrehte Orientie-
rung kann dann ebenfalls durch den hochgestellten Index 〈ϕ〉 gekennzeichnet
werden. Wir erhalten unter Verwendung von (A.5), (A.6) und (A.3)
1
E〈ϕ〉
= s〈ϕ〉1111 = Q1mQ1nQ1pQ1qsmnpq
= s11 − 2
(
s11 − s12 − s442
)
Q211Q
2
12
= s11 − 12
(
s11 − s12 − s442
)
sin2(2ϕ)
(6.8)
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sowie
ν〈ϕ〉 = −E〈ϕ〉s〈ϕ〉1122 = −E〈ϕ〉Q1mQ1nQ2pQ2qsmnpq
= −E〈ϕ〉
(
s12 +
1
2
(
s11 − s12 − s442
)
sin2(2ϕ)
)
.
(6.9)
Die Verallgemeinerung von (6.1) ist
RC(ϕ) =
3
√
3/4 f RK k〈ϕ〉, (6.10)
mit
k〈ϕ〉 =
1− ν2S
ES
+
1− (ν〈ϕ〉)2
E〈ϕ〉
. (6.11)
Der Vergleich der mit (6.11) berechneten Kontaktfla¨che mit den Kontakt-
fla¨chen, die nach den verschiedenen isotropen 3D-Na¨herungsformeln gema¨ß
Tabelle A.4 auf Seite 199 berechnet wurden, zeigt, dass die Kontaktfla¨che
tatsa¨chlich kein Kreis ist. Wie in der Abbildung 6.2 zu sehen, liefern die ver-
Abbildung 6.2: Kontaktfla¨che zwischen einem 〈100〉-orientierten GaAs-
Halbraum und einer Stahlkugel mit Radius RK bei einer Druckkraft f = 100
N bei Annahme von rein elastischem Materialverhalten. Rot: Druckfla¨che in
der (100)-Ebene. Die Kreisfla¨chen resultieren aus isotropen 3D-Na¨herungen.
Blau: Reuss, Tu¨rkis: Hill und Eisenberg, Gelb: Voigt.
schiedenen isotropen 3D-Na¨herungen nahezu gleiche Kontaktradien, die mit
dem Kontaktradius der 〈110〉-Orientierung des kubischen Materials u¨ber-
einstimmen. Eine detaillierte Liste der verschiedenen resultierenden Lastra-
dien ist in Tabelle 6.1 enthalten. Dabei fa¨llt auf, dass die Voigt ’schen und
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Kraft Radien exakt oder nach 3D-Mittelungsformel in mm
in N 〈100〉 〈110〉 Voigt Eisenberg Reuss Hill
50 0,09607 0,09076 0,08985 0,09042 0,09107 0,09044
100 0,12104 0,11435 0,11321 0,11393 0,11474 0,11395
150 0,13856 0,13090 0,12959 0,13042 0,13134 0,13044
200 0,15251 0,14407 0,14264 0,14355 0,14456 0,14356
250 0,16428 0,15520 0,15365 0,15463 0,15572 0,15465
300 0,17458 0,16492 0,16328 0,16432 0,16548 0,16434
350 0,18378 0,17362 0,17189 0,17298 0,17420 0,17301
400 0,19215 0,18152 0,17971 0,18086 0,18213 0,18088
450 0,19984 0,18879 0,18691 0,18810 0,18942 0,18812
Tabelle 6.1: Lastradien in Abha¨ngigkeit von der Druckkraft, der Orientie-
rung des Einkristalls und den isotropen 3D-Na¨herungsformeln nach Voigt,
Eisenberg, Reuss und Hill fu¨r GaAs.
Reuss’schen Mittelungen tatsa¨chlich die kleinsten und die gro¨ßten isotropen
Lastradien liefern, was ihrem Schrankencharakter entspricht. Jedoch liegt
der anisotrope Radius nicht zwischen diesen beiden Mitteln.
Zu einer etwas besseren Approximation der Kontaktfla¨che gelangen wir
mit Hilfe der im Anhang, Abschnitt B.3.3, beschriebenen isotropen 2D-Na¨-
herungen. Wir erkennen in Abbildung 6.3, dass die resultierenden isotropen
Kontaktfla¨chen zwar immer noch kleiner als die Konktaktfla¨che des aniso-
tropen Materials sind, jedoch etwas gro¨ßer als die aus den 3D-Mittelungen
resultierenden Kontaktfla¨chen sind. Auch hier sind die Mittelungen nach
Eisenberg und Hill, wie auch in Tabelle 6.2 zu sehen, praktisch kaum zu
unterscheiden.
Aus Abbildung 6.4 erkennen wir, dass fu¨r Kra¨fte im Bereich zwischen
50 und 450 N die Kontaktfla¨chen einen Durchmesser von rund 1/4 h bis
2/3 h erreichen. Dies ist gerade der Bereich, fu¨r den sich der Waferhersteller
bezu¨glich des Bruchverhaltens interessiert. Fu¨r kleinere Lasten, bei denen
die resultierenden Durchbiegungen ausreichend klein fu¨r die Anwendung der
Kirchhoff ’schen Plattentheorie sind, resultieren Kontaktfla¨chendurchmes-
ser, die sehr viel kleiner als die Plattendicke sind.
Die anisotrope Druckverteilung auf der Kontaktfla¨che lautet analog zur
Formel (6.3)
p(r, ϕ) = p0
√
1− (r/RC(ϕ))2. (6.12)
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Abbildung 6.3: Kontaktfla¨che zwischen einem 〈100〉-orientierten GaAs-
Halbraum und einer Stahlkugel mit Radius RK bei einer Druckkraft f = 100
N fu¨r rein elastisches Materialverhalten. Rot: Druckfla¨che in der (100)-
Ebene. Die Kreisfla¨chen resultieren aus isotropen 2D-Na¨herungen. Blau:
Reuss, Tu¨rkis: Hill und Eisenberg, Gelb: Voigt.
Kraft Radien exakt oder nach 3D-Mittelungsformel in mm
in N 〈100〉 〈110〉 Voigt Eisenberg Reuss Hill
50 0,09607 0,09076 0,09119 0,09188 0,09258 0,09187
100 0,12104 0,11435 0,11489 0,11576 0,11665 0,11574
150 0,13856 0,13090 0,13151 0,13252 0,13353 0,13249
200 0,15251 0,14407 0,14475 0,14585 0,14697 0,14583
250 0,16428 0,15520 0,15593 0,15712 0,15831 0,15709
300 0,17458 0,16492 0,16570 0,16696 0,16823 0,16693
350 0,18378 0,17362 0,17443 0,17576 0,17711 0,17573
400 0,19215 0,18152 0,18237 0,18376 0,18517 0,18373
450 0,19984 0,18879 0,18968 0,19112 0,19258 0,19109
Tabelle 6.2: Lastradien in Abha¨ngigkeit von der Druckkraft, der Orientie-
rung des Einkristalls und den isotropen 2D-Na¨herungsformeln nach Voigt,
Eisenberg, Reuss und Hill fu¨r GaAs.
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Abbildung 6.4: Kontaktradius fu¨r die 〈100〉-Orientierung in Abha¨ngigkeit
von der Druckkraft.
Der auf p0 bezogene Spannungsverlauf u¨ber der Druckfla¨che ist in Abbildung
6.5 dargestellt. Zur Berechnung von p0 in (6.12) muss das Integral∫∫
∂Ωf
p(r(X1, X2), ϕ(X1, X2)) dX1 dX2 = f (6.13)
unter Beachtung des winkelabha¨ngigen Kontaktradius (6.10) ausgewertet
werden. Es ergibt sich analog zu (6.5)
p0 =
1
I
3
√
48f
R2K
mit I = 8
pi/4∫
0
(
k(ϕ)
)2
3 dϕ. (6.14)
Das Integral wird numerisch berechnet. Fu¨r Stahl und GaAs ergeben sich
die Werte aus Tabelle 6.3.
kubisch Voigt Eisenberg Reuss Hill
3D/2D 3D/2D 3D/2D 3D/2D
I 3,61864 3,32735 3,37004 3,41766 3,37085
3,42676 3,47921 3,53250 3,47803
Tabelle 6.3: Werte des Integrals (6.14) fu¨r Stahl und kubisch symmetrisches
und isotrop gena¨hertes GaAs in 10−7Pa−2/3.
113
Abbildung 6.5: Druckspannungsverlauf bei f = 100 N bezogen auf p0.
Da der Wert von I fu¨r den kubisch symmetrischen Fall am gro¨ßten ist, liegt
hier im Vergleich zu den isotropen Na¨herungen eine kleinere Maximaldruck-
spannung p0 vor.
Die beste Na¨herung der Kontaktfla¨che erreichen wir jedoch mit den iso-
tropen Werten, die wir aus dem Vergleich der im Abschnitt 7.7.2 berechneten
Finite-Element-Lo¨sung gewonnen haben. Fu¨r die Darstellung der entspre-
chenden Resultate verweisen wir schon hier auf den Abschnitt 7.7.2.
Rechnen wir die maximale Druckspannung gema¨ß (6.14) in Abha¨ngigkeit
von der Druckkraft aus, erhalten wir Maximalwerte, deren Verlauf in Abbil-
dung 6.6 gezeigt wird.
6.2 Inelastische Effekte
Am Schluss dieses Kapitels gehen wir noch kurz auf mo¨gliche inelastische
Effekte in der Kontaktfla¨che ein.
Ein Indiz dafu¨r, dass tatsa¨chlich inelastische Verformungen stattfinden,
ist die folgende Beobachtung: Ein Wafer, der bereits schon einmal durch
eine Druckkugel gebogen wurde, wird so auf den Stu¨tzring gelegt, dass die
vormals mit der Kugel in Kontakt stehende Waferdeckfla¨che jetzt nach un-
ten zeigt. Wird nun der Wafer erneut belastet, so dass jetzt die vormalige
Kontaktfla¨che auf Zug beansprucht wird, bricht der Wafer schon bei sehr ge-
ringer Last. Gema¨ß Jurisch [59] fu¨hrt hingegen die Mehrfachbelastung eines
Wafers, fu¨r den ein solcher Seitenwechsel nicht durchgefu¨hrt wird, kaum zu
Vera¨nderungen im Bruchverhalten. Ein weiteres Anzeichen fu¨r inelastische
Verformungen ist der Umstand, dass nach einem Biegeversuch GaAs-Partikel
an der Druckkugel verbleiben, so dass sie nach einigen wenigen Biegetests
ausgetauscht werden muss.
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Abbildung 6.6: Maximale Druckspannung p0 in Abha¨ngigkeit von der Druck-
kraft f .
Durch das Klebenbleiben von GaAs-Teilchen an der Druckkugel findet
eine Aufrauhung der urspru¨nglich glatt polierten Oberfla¨che statt. Diese
Rauigkeiten bilden letztlich Risskeime, die fu¨r den Fall, dass der Wafer vor
einem erneuten Test gedreht wird, die Ursache dafu¨r sind, das der so ge-
drehte Wafer schon bei geringer Last bricht.
Damit stellt sich die Frage, ob inelastische Effekte auch fu¨r die Berech-
nung der maximalen Zugspannung beru¨cksichtigt werden mu¨ssen.
Mu¨ssten sie beru¨cksichtigt werden, bewirken die inelastischen Verfor-
mungen hier zweierlei. Zum einen finden durch sie Spannungsumlagerungen
statt, infolgedessen die maximalen Normalspannungen in der Kontaktfla¨che
nicht so anwachsen ko¨nnen, wie im rein elastischen Fall. Andererseits kommt
es im plastizierten Gebiet zu einer Verringerung der tragfa¨higen Plattendi-
cke, so dass es eher zum Bruch kommt.
Zur Beantwortung dieser Frage betrachten wir die in [10] beschriebe-
nen statischen Mikroha¨rtetests fu¨r kubisches GaAs, um Vergleiche zwischen
berechneten und gemessenen Ha¨rtewerten anzustellen.
Die Ha¨rte eines untersuchten Werkstoffs ist der Widerstand, den dieser
Werkstoff dem Eindringen eines ha¨rteren Pru¨fko¨rpers entgegen setzt. In den
Vorschriften fu¨r Ha¨rtemessungen werden so große Mindestlasten gefordert,
dass abha¨ngig von der Gro¨ße des Pru¨fko¨rpers nach der Entlastung eine be-
stimmte Mindesteindringtiefe verbleibt. Die verbleibenden Eindru¨cke sind
deshalb Ausdruck einer inelastischen Deformation. Die inelastische Ha¨rte
wird aus dem Quotienten der aufgebrachten Kraft f und der vermessenen
Oberfla¨che O des Eindrucks berechnet. Sie ist somit ein Ausdruck fu¨r die
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maximal aufgenommene elastische mittlere Druckspannung in der Kontakt-
fla¨che.
Moderne Messtechnik erlaubt es, auch die Gesamtha¨rte unter Last zu
bestimmen. Hierzu wird die Kraft auf die unter Last vermessene Kontakt-
oberfla¨che zwischen Werkstoff und Pru¨fko¨rper bezogen. Die Gesamtha¨rte
entha¨lt neben dem inelastischen Anteil noch einen elastischen Anteil. Auf
die Weise ko¨nnte auch die Ha¨rte von ideal elastischen Materialien gemessen
werden.
Reale Materialien, wie GaAs, verhalten sich nur innerhalb eines bestimm-
ten Bereiches elastisch. Wa¨hrend der elastische Anteil der Ha¨rte lastabha¨n-
gig ist, wird beobachtet, dass sich der inelastische Anteil mit zunehmender
Last kaum noch a¨ndert. Wir ko¨nnen demnach den inelastischen Ha¨rtewert
als Materialparameter betrachten.
Damit ist es uns in einfacher Weise mo¨glich, mit der Theorie der Hertz ’-
schen Pressung fu¨r den betrachteten Lastbereich zu u¨berpru¨fen, ob dieser
Wert erreicht wird. Erreicht die mittlere Spannung diesen Wert, erscheint ei-
ne Beru¨cksichtigung des inelastischen Verhaltens notwendig. Unterschreitet
die maximale Druckspannung diesen Wert, tritt der Effekt nicht auf bzw.
ist vernachla¨ssigbar klein.
In [10] wird die inelastische Mikroha¨rte von undotiertem GaAs in der
(100)-Ebene durch
H inelV = 6, 52 GPa (6.15)
angegeben. Die Bestimmung dieses Wertes erfolgte mit dem Vickers-Ha¨rte-
test. Bei einem solchen Test ist der Pru¨fko¨rper eine vierseitige Pyramide.
Da Galliumarsenid rund doppelt so spro¨de wie Silizium oder Glas [10] ist,
sind die im Test verwendeten Indenter sehr klein, so dass Druckkra¨fte von
rund 1 N auf Eindru¨cke von rund 60 µm Breite fu¨hren.
Ein Blick auf Abbildung 6.6 zeigt, dass die dort abgebildete maximale
Druckspannung im betrachteten Bereich bis 450 N noch nicht den Wert der
Vickers-Ha¨rte entsprechend (6.15) erreicht.
Zu Vergleichszwecken betrachten wir jetzt einen fiktiven rein elastischen
Brinell -Ha¨rtetest, in dem eine starre Kugel mit dem Radius RK auf den im
vorigen Abschnitt beschriebenen elastischen Halbraum gedru¨ckt wird. Durch
Verwendung einer starren Kugel schalten wir sa¨mtliche Effekte aus, die aus
der elastischen Verzerrung der Kugel herru¨hren wu¨rden. Die so entstehenden
Kontaktradien sind, wie in Abbildung 6.7 zu sehen, ein Fu¨nftel kleiner als
die Kontaktradien im vorherigem Abschnitt.
Es gilt
p0R =
1
IR
3
√
48f
R2K
mit IR = 8
pi/4∫
0
(
1− (ν〈ϕ〉)2
E〈ϕ〉
)2
3
dϕ. (6.16)
Die Brinell -Ha¨rte ist im isotropen Fall der Quotient aus der aufgebrachten
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Kraft und der Oberfla¨che der Kontaktkugelkalotte:
HgesB (f) = H
el
B (f) =
f
O(f)
=
f
2piRK
(
RK −
√
R2K −
(
RC(f)
)2) . (6.17)
Da die Kontaktradien klein gegen die Kugelradien sind, gilt O ≈ pi (RC)2.
Abbildung 6.7: Kontaktfla¨che zwischen einem rein elastischen 〈100〉-orien-
tierten GaAs-Halbraum und einer starren Kugel mit dem Radius RK bei
einer Druckkraft f = 100 N. Violett: Druckfla¨che in der (100)-Ebene mit
starrer Kugel. Rot: Druckfla¨che in der (100)-Ebene mit elastischer Stahlku-
gel. Die Kreisfla¨chen resultieren aus isotropen 3D-Na¨herungen nach Eisen-
berg. Blau: mit starrer Kugel. Gru¨n: mit elastischer Stahlkugel.
Im kubischen Fall gilt mit (6.10) und (6.16)
O ≈ 4
pi/4∫
0
(
RC(ϕ)
)2 dϕ = (9
2
f2 R2K
) 1
3 IR
4
. (6.18)
Die elastische Brinell -Ha¨rte lautet dann
HelB (f) =
4
IR
3
√
2f
9 R2K
=
2
3
p0R. (6.19)
Tragen wir die maximale und die mittlere Druckspannung u¨ber den gege-
benen Lastbereich auf, erkennen wir in Abbildung 6.8, dass die maximale
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Druckspannung erst weit oberhalb des vorgegebenen Lastbereiches bis 450
N den Vickers-Ha¨rtewert erreicht.
Abbildung 6.8: Ha¨rte von GaAs in Abha¨ngigkeit von der Druckkraft. Blaue
Kurve: Maximale Druckspannung berechnet nach Hertz ’scher Theorie. Vio-
lett: Elastische Brinell -Ha¨rte berechnet nach Hertz ’scher Theorie. Roter
Punkt: Lastunabha¨ngige inelastische Vickers-Ha¨rte gema¨ß [10].
Wir folgern, dass eine Vernachla¨ssigung der inelastische Effekte nicht durch
den Vickers-Ha¨rtetest gema¨ß [10] konterkariert wird.
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Kapitel 7
Finite-Element-
Approximation des
2D-Plattenproblems
7.1 Allgemeines
Zum Auffinden von Na¨herungslo¨sungen des 2D-Plattenproblems verwen-
den wir hier die Finite-Element-Methode (FEM). Im folgenden Abschnitt
machen wir einen Exkurs zur Funktionsweise dieser Methode an. Da die
Finite-Element-Methode im Wesentlichen auf der Approximation von Va-
riationsformulierungen von Randwertaufgaben beruht und als ein spezielles
Galjorkin-Verfahren betrachtet werden kann, gibt es nicht die FE-Methode,
sondern so viele Methoden, wie es Variationsprinzipien gibt. Wir stellen
hier nur die FE-Methode vor, die konform zur im Anhang B.1.2 verwende-
ten schwachen Formulierung ist. In diesem Sinne handelt es sich hier um die
FE-Diskretisierung der Methode der virtuellen Verru¨ckungen. Fu¨r detail-
lierte Ausfu¨hrungen sei auf das Handbook of Numerical Analysis verwiesen,
insbesondere auf den unter [23] angegebenen Artikel dieses Handbuchs. Wei-
tere mathematisch orientierte Verfahrensbeschreibungen, speziell fu¨r du¨nne
Platten, sind in dem Buch von Destuynder und Salaun [33] zu finden. Ei-
ne ausfu¨hrliche Darstellung der FE-Diskretisierung des von Ka´rma´n’schen
Plattenproblems, die der hier vorgestellten FE-Diskretisierung sehr a¨hnlich
ist, wird in der Dissertation von Kruse [68] gegeben. Schließlich verweisen
wir auf die hilfreichen Darstellungen aus der Sicht des Berechnungsinge-
nieurs bei Knothe, Wessels und Gasch in [65] und [49].
Die Methode der Finiten Elemente wurde erstmals 1943 von Courant
in [30] vorgestellt, fand aber anfangs kaum Beachtung. In den fru¨hen 50er
Jahren des letzten Jahrhunderts kam es dann im Ingenieurwesen, wo die
von Bubnow, Ritz, Galjorkin und anderen entwickelten Verfahren [16, 17,
18, 92, 93, 48] schon damals seit Jahrzehnten erfolgreich zur Lo¨sung von
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realen technischen Problemstellungen verwendet wurden, unabha¨ngig von
Courant zu einer Neuentwicklung dieser Methode. Insbesondere die Arbei-
ten von Argyris [2] sowie Turner, Clough, Martin und Topp [107] fu¨hrten
dazu, dass die Methode in den Folgejahren im Ingenieurwesen einer brei-
ten Anwendung zugefu¨hrt wurde. Der Name der Methode wurde 1960 von
Clough [29] eingefu¨hrt und wird zur Unterscheidung der infiniten Elemente
der Differential- und Integralrechnung benutzt.
7.2 Die Finite-Element-Methode als spezielles
Galjorkin-Verfahren
Die Beschreibung der Finite-Element-Methode wollen wir jetzt am Beispiel
des von Ka´rma´n’schen Plattenmodells fu¨r den in den vorherigen Kapiteln
beschriebenen Biegetest vornehmen. Zur Vereinfachung fassen wir die schwa-
chen Formulierungen (B.4) und (B.6) voru¨bergehend in folgender Operator-
schreibweise zusammen:
A(U,V) = B(p, V3) (7.1)
mit U,V∈ V0(ω),
V0(ω) =
{
W ∈ V(ω)| WαsRα = 0 in {(RA, 0), (0, RA), (−RA, 0)},
W3 = 0 auf Θ} , (7.2)
und
V(ω) =
{
W ∈ H1(ω)×H1(ω)×H2(ω)
}
, (7.3)
wobei H1(ω) und H2(ω) im Anhang C.1 definiert sind. U∈ V0(ω) ist dann
die Lo¨sung des zugeho¨rigen Randwertproblems, wenn (7.1) fu¨r alle V∈
V0(ω) erfu¨llt ist.
ImGaljorkin-Verfahren werden jetzt die unbekannten Lo¨sungenU durch
Funktionen UG ∈ VGU0 (ω) approximiert, mit
VGU0 (ω) =
{
W ∈ VGU (ω)| WαsRα = 0 in {(RA, 0), (0, RA), (−RA, 0)},
W3 = 0 auf Θ} , (7.4)
wobei VGU (ω) ⊂ V(ω) endlichdimensional ist. Damit wird Ui durch eine Li-
nearkombination von Mi bekannten linear unabha¨ngigen Ansatzfunktionen
ΦiI : ω¯ → R gena¨hert:
Ui(X1, X2) ≈ UGi (X1, X2) :=
Mi∑
I=1
GiIΦiI(X1, X2) mit
UGα s
R
α = 0 in {(RA, 0), (0, RA), (−RA, 0)} und
UG3 = 0 auf Θ. (7.5)
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Die neuenN =M1M2M3 Unbekannten sind jetzt die LinearkoeffizientenGiI
in (7.5). Um diese zu bestimmen, werden jetzt in (7.1) nur Testfunktionen
VG ∈ VGV0 (ω) ⊂ V(ω) zugelassen, die ebenfalls aus einem endlichdimensio-
nalen Raum sind, der fu¨r jede Komponente i durch Mi linear unabha¨ngige
Gewichtsfunktionen ΨiI : ω¯ → R aufgespannt wird. Die zula¨ssigen Testfunk-
tionen beschreiben wir jetzt wie folgt:
V Gi (X1, X2) :=
Mi∑
I=1
QiIΨiI(X1, X2) mit
V Gα s
R
α = 0 in {(RA, 0), (0, RA), (−RA, 0)} und
V G3 = 0 auf Θ. (7.6)
Fu¨r den endlichdimensionalen Raum VGV (ω), der mit VGV0 (ω) in gleicher
Weise in Beziehung steht wie VGU (ω) mit VGU0 (ω), wird zuna¨chst auch nur
gefordert, dass er ein Unterraum von V(ω) ist.
Sind VGU (ω) und VGV (ω) endlichdimensionale Unterra¨ume von V(ω),
sprechen wir von konformen Galjorkin-Verfahren. Gilt VGU (ω) 6⊂ V(ω)
und VGU (ω) ⊂ L2(ω) oder VGV (ω) 6⊂ V(ω) und VGV (ω) ⊂ L2(ω), hei-
ßen sie nichtkonforme Galjorkin-Verfahren. Die nachfolgend beschriebene
Finite-Element-Methode kann fu¨r Platten sowohl mit konformen als auch
mit nichtkonformen Ansa¨tzen beschrieben werden. Wir wollen hier nur kon-
forme Verfahren benutzen, da nichtkonforme Verfahren im allgemeinen nicht
konvergieren und die Theorie der konvergierenden nichtkonformen Ansa¨tze
eine sehr detaillierte Analysis erfordert.
Gilt VGV (ω) = VGU (ω) wird von einem Bubnow -Galjorkin-Verfahren
gesprochen. In diese Klasse geho¨rt die hier beschriebene Methode der Fi-
niten Elemente, aber auch das klassische Ritz -Verfahren. Handelt es sich
in (7.1) um einen linearen symmetrischen Operator A wird ein Bubnow -
Galjorkin-Verfahren auch Ritz -Galjorkin-Verfahren genannt. Sind die Funk-
tionenra¨ume verschieden, d.h. gilt VGV (ω) 6= VGU (ω), spricht man von Pe-
trow -Galjorkin-Verfahren. Als ein solches Verfahren kann z.B. die Methode
der Finiten Volumen betrachtet werden, wo die Testfunktionen stu¨ckweise
Rampenfunktionen sind.
Werden nun U und V in (7.1) durch die in (7.5) und (7.6) definierten
Gro¨ßen ersetzt, entsteht daraus die algebraische Gleichung
M3∑
I=1
(
AGiI(G11, ..., G1M1 , G21, ..., G2M2 , G31, ..., G3M3)QiI − BG3IQ3I
)
+
M1∑
I=1
AG1I(G11, ..., G1M1 , G21, ..., G2M2 , G31, ..., G3M3)Q1I (7.7)
+
M2∑
J=1
AG2J(G11, ..., G1M1 , G21, ..., G2M2 , G31, ..., G3M3)Q2I = 0.
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Die N = M1M2M3 Gro¨ßen GiI sind dann eine Lo¨sung des im allgemeinen
nichtlinearen algebraischen Systems
AGαI(G11, ..., G1M1 , G21, ..., G2M2 , G31, ..., G3M3) = 0 fu¨r 1 ≤ I ≤Mα,
(7.8)
AG3I(G11, ..., G1M1 , G21, ..., G2M2 , G31, ..., G3M3) = B
G
3I fu¨r 1 ≤ I ≤M3,
wenn (7.7) fu¨r jeden endlichen reellen Wert der Koeffizienten QiI erfu¨llt ist.
Das nichtlineare Gleichungssystem (7.2) kann z.B. mit dem Newton-Ver-
fahren gelo¨st werden. Wird fu¨r das Newton-Schema die Jacobi -Matrix voll-
sta¨ndig berechnet, ergibt sich fu¨r das von Ka´rma´n’sche Plattenproblem mit
der Startna¨herung G(0)iI = 0 nach dem ersten Newton-Schritt die Galjorkin-
Approximation G(1)iI = G
L
iI des linearen Kirchhoff ’schen Plattenproblems.
Beim Kirchhoff ’schen Plattenproblem ist in (7.2) die letzte Gleichung
von den ersten beiden entkoppelt, so dass aus den ersten beiden fu¨r M1 =
M2 =M das homogene Gleichungssystem
M∑
J=1
KIαJβGβJ = 0
folgt. Die dritte Gleichung wird zu
∑M3
J=1K3I3JG3J = B
G
3I , wobei KiIjJ die
Koeffizienten der symmetrischen Steifigkeitsmatrix1 sind.
Umfasst der Tra¨ger der Funktion ΦiI und ΨiI das gesamte Gebiet ω,
gelingt die Approximation der Lo¨sung nur sehr schlecht. Um auch fu¨r kom-
plizierte Geometrien die Lo¨sungen eine leicht berechenbares diskretes Er-
satzproblem formulieren zu ko¨nnen, ist man an Ansatz- und Gewichtsfunk-
tionen mit mo¨glichst kleinem Tra¨ger interessiert. Ihre Verwendung fu¨hren
unter anderem auf du¨nn besetzte Steifigkeitsmatrizen, was den Einsatz effizi-
enter algebraischer Lo¨ser erlaubt. Galjorkin-Verfahren, die Ansatz- und Ge-
wichtsfunktionen mit kleinen Tra¨gern verwenden, sind die Finite-Volumen-
Methode und die im Folgenden beschriebene Finite-Element-Methode.
7.3 Zur Konstruktion des Finite-Element-Raums
der von Ka´rma´n ’schen Plattengleichungen
7.3.1 Triangulierung
Analog zu (7.4) fu¨hren wir die Finite-Element-Unterra¨ume VE0 und VE mit
VE0 ⊂ V0 ein. Wir haben die Finite-Element-Methode bereits als Bubnow -
Galjorkin-Verfahren charakterisiert, d.h. es gilt VE0 = VGU0 = VGV0 . Außer-
dem bezeichnen wir die FE-Approximation von U ∈ V0 mit UE . Entspre-
chend benennen wir die Testfunktionen aus VE0 mit VE .
1Die Koeffizienten einer solchen Matrix haben im Gegensatz zum Steifigkeits- oder
Elastizita¨tstensor die Einheit einer Federsteifigkeit.
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Die universelle Einsetzbarkeit der Finite-Element-Methode beruht im
wesentlichen auf drei Eigenschaften:
1. Es wird zuna¨chst nur VE konstruiert und in einem zweiten Schritt
durch spezielle problemabha¨ngige Anpassungen VE0 realisiert.
2. Die Elemente von VE haben einen mo¨glichst kleinen Tra¨ger.
3. Die Ansatzfunktionen sind einfach konstruierbar.
Die Erfu¨llung des 1. Punktes ermo¨glicht eine bequeme Anpassung an ver-
schiedene Randbedingungen, der 2. Punkt erlaubt eine mo¨glichst genaue Ap-
proximation bei beliebig komplizierten Berandungen und der dritte Punkt
fu¨hrt auf eine mo¨glichst einfache Realisierung des numerischen Codes.
Damit die Basiselemente von VE einen mo¨glichst kleinen Tra¨ger haben,
wird ω in eine endliche Zahl Z von disjunkten und nicht leeren Teilbereichen
ω(I) zerlegt, d.h. die
ω =
Z⋃
I=1
ω(I) mit ω(I) 6= ∅ ∀ I und ω(I) ∩ ω(J) = ∅ fu¨r I 6= J. (7.9)
Außerdem werden solche ω(I) ausgeschlossen, die unendlich spitz zusammen-
laufende Ecken haben.
Die einzelnen Teilbereiche ω(I) werden Finite Elemente genannt und ei-
ne konkrete Aufteilung von ω¯ in Teilbereiche heißt Vernetzung oder Git-
ter. Eine Vernetzung, die nur aus Dreieckselementen besteht, wird Trian-
gulierung oder Dreiecksgitter genannt. In allgemeinen sind in der Methode
der Finiten Elemente krummlinig berandete Elemente zugelassen. Jedoch
ist die Konstruktion von VE0 fu¨r krummlinig berandete Elemente im all-
gemeinen aufwa¨ndiger als fu¨r geradlinig berandete Elemente. Wa¨hrend fu¨r
polygonal berandete Gebiete eine Vernetzung mit geradlinigen Elementen
die natu¨rliche Vorgehensweise ist, kann ein krummlinig berandetes Gebiet
ω durch eine endliche Anzahl von geradlinig berandeten Elementen nur
na¨herungsweise erfasst werden.
Da eine Vernetzung mit geradlinigen Dreiecken die Verwendung leis-
tungsfa¨higer Gittergeneratoren, wie COG [98] oder Triangle [100] erlaubt,
werden wir hier ausschließlich geradlinige Dreieckselemente verwenden. Dies
hat zur Folge, wir den Kreisrand ∂ω und ganz ω¯ nur als endlichdimensionales
Polygon na¨hern ko¨nnen. Wir erhalten
ω ≈ ω∗ =
ZT⋃
I=1
ω(I). (7.10)
Die Abbildung 7.1 zeigt einen Achtelkreis mit zwei unterschiedlich feinen
Netzen.
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Abbildung 7.1: Einfache Achtelkreisapproximation. Links: 4 Ecken pro Ach-
telkreis bzw. 24 Ecken pro Kreis. Rechts: 9 Ecken pro Achtelkreis bzw. 64
Ecken pro Kreis.
Wird eine Kreisfla¨che durch ein regelma¨ßiges N -Eck gena¨hert, dessen Ecken
auf dem zu approximierenden Kreis liegen, ko¨nnen wir den wahren relativen
Fehler des approximierten Fla¨cheninhalts durch
frel(N) =
∫∫
ω dX1dX2 −
∫∫
ω∗ dX1dX2∫∫
ω dX1dX2
= 1− θ sin(1/θ) mit θ = 2pi/N
(7.11)
beschreiben. Der Verlauf dieses Fehlers bei wachsendem N wird in Abbil-
dung 7.2 gezeigt. Fu¨r eine Vernetzung mit einem Fehler unter 1 brauchen
Abbildung 7.2: Wahrer relativer Fehler des Fla¨cheninhalts eines regelma¨ßi-
gen N -Ecks zum Fla¨cheninhalt seines Außenkreises.
wir demnach unabha¨ngig vom Kreisradius mehr als 80 Eckpunkte auf dem
Rand des Kreises bzw. mehr als 11 Eckpunkte auf dem Rand eines Achtel-
kreises.
Durch den U¨bergang auf ein Polygongebiet a¨ndert sich das urspru¨ngliche
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Randwertproblem. Wenn wir von einer polygonal berandeten Platte ausge-
hen, die auf dem schmalen Plattenrand im 3D-Fall spannungsfrei ist, fu¨hrt
das zugeho¨rige 2D-Plattenproblem auf etwas abgea¨nderte Randbedingun-
gen. Gema¨ß den Ausfu¨hrungen im Anhang B.1.4 muss zusa¨tzlich zum Ver-
schwinden der Ersatzquerkraft auf den Polygonrandkanten noch das Ver-
schwinden der resultieren Eckkraft gefordert werden.
Die Approximation des freien Kreisrandes durch den freien Polygonrand
ist aus numerischer Sicht unproblematisch, da die Lo¨sung des Polygonpro-
blems fu¨r N →∞ gegen die Lo¨sung des Kreisproblems konvergiert [6]. Der
Kreisrand ∂ω ist im betrachteten Biegetest jedoch nicht die einzige Kreis-
linie, auf der Randbedingungen vorgeben werden. Die Stu¨tzrandbedingung
U3 = 0 wird ebenfalls auf einer Kreislinie vorgegeben. Fordern wir jetzt, dass
U3 = 0 statt auf Θ auf dem Polygon Θ∗ gelten soll, ergibt sich ein Fehler
gegenu¨ber der echten Kreisstu¨tzlinie, der fu¨r N →∞ nicht gegen Null geht.
Auf diese Tatsache wurde zuerst im Jahre 1952 von dem armenischen Mathe-
matiker Sapondjan [95] hingewiesen. Richtig bekannt wurde dieses Problem
in den 60er Jahren des letzten Jahrhunderts vor allem durch die zahlreichen
Untersuchungen von Babusˇka, wie aus den umfangreichen Literaturlisten in
[6] und [5] zu entnehmen ist. Heute spricht man vom Sapondjan-Babusˇka-
Plattenparadox, wobei in der Literatur wahlweise auch einer der beiden oder
beide Namen weggelassen werden. Im Abschnitt 7.5 zeigen wir, durch welche
FE-Randbedingungen wir trotz der polygonalen Approximation erreichen
ko¨nnen, dass das Problem fu¨r N →∞ gegen die Lo¨sung einer kreisfo¨rmigen
Stu¨tze konvergiert und vergleichen dafu¨r im Abschnitt 7.7.1 eine analytische
Lo¨sung mit ihrer numerischen Approximation.
Die einfachste und flexibelste Mo¨glichkeit zur Konstruktion von VE durch
Basiselemente mit kleinen Tra¨gern ist, die Ansatzfunktionen fu¨r jedes Ele-
ment ω(T ) einzeln zu generieren. Die zu approximierende Lo¨sung und die
Testfunktionen haben im Element ω(T ) die Darstellung
U
(T )
i (X1, X2) :=
Ni∑
I=1
G
(T )
iI Φ
(T )
iI (X1, X2) und (7.12)
V
(T )
i (X1, X2) :=
Ni∑
I=1
Q
(T )
iI Φ
(T )
iI (X1, X2). (7.13)
Dabei werden die KoeffizientenG(T )iI Element-Freiheitsgrade genannt und die
Funktionen Φ(T )iI Element-Formfunktionen. Ni ist die Anzahl der Basisele-
mente mit denen die Komponenten U (T )i und V
(T )
i im Element dargestellt
werden. Der Zusammenhang zu den globalen Freiheitsgraden GEiI wird u¨ber
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die so genannte Element-Freiheitsgradtabelle Ω(T )iIJ hergestellt:
G
(T )
iI =
Mi∑
J=1
Ω(T )iIJG
E
iJ , Q
(T )
iI =
Mi∑
J=1
Ω(T )iIJQ
E
iJ . (7.14)
Mi ist die Anzahl der globalen Freiheitsgrade, durch deren Festlegungen auch
der Verlauf von UEi und V
E
i festliegt. Stellen wir die linke Seite von (7.1) als
Fla¨chenintegral der Gro¨ße ai(UE(X1, X2))V Ei (X1, X2) u¨ber ω
∗ dar, wobei
ω∗ die Polygonapproximation von ω ist, erhalten wir jetzt die folgenden
Identita¨ten:
AE(UE ,VE) =
∫∫
ω∗
ai
(
UE(X1, X2)
)
V Ei (X1, X2)dX1dX2
=
Z∑
T=1
∫∫
ω(T )
ai
(
UE(X1, X2)
)
V Ei (X1, X2)dX1dX2
=
Z∑
T=1
∫∫
ω(T )
ai
(
U(T )(X1, X2)
)
V
(T )
i (X1, X2)dX1dX2
=
Z∑
T=1
∫∫
ω(T )
aˆi(X1, X2, G
(T )
11 , ..., G
(T )
1N1
, G
(T )
21 , ..., G
(T )
2N2
, G
(T )
31 , ..., G
(T )
3N3
)
 Ni∑
I=1
Q
(T )
iI Φ
(T )
iI (X1, X2)
dX1dX2
=
Z∑
T=1
Ni∑
I=1
Q
(T )
iI A
(T )
iI (G
(T )
11 , ..., G
(T )
1N1
, G
(T )
21 , ..., G
(T )
2N2
, G
(T )
31 , ..., G
(T )
3N3
)
=
Mi∑
I=1
QEiIA
E
iI(G
E
11, ..., G
E
1N1 , G
E
21, ..., G
E
2N2 , G
E
31, ..., G
E
3N3), (7.15)
wobei fu¨r kleine lateinische Indizes die Einstein’sche Summationskonvention
verwendet wurde. Die rechte Seite von (7.1) hat die Darstellung:
BE(VE) =
∫∫
ω∗
p(X1, X2)V E3 (X1, X2)dX1dX2
=
Z∑
T=1
∫∫
ω(T )
p(X1, X2)V E3 (X1, X2)dX1dX2
=
Z∑
T=1
∫∫
ω(T )
p(X1, X2)V
(T )
3 (X1, X2)dX1dX2
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=
Z∑
T=1
∫∫
ω(T )
p(X1, X2)
 N3∑
I=1
Q
(T )
3I Φ
(T )
3I (X1, X2)
dX1dX2
=
Z∑
T=1
N3∑
I=1
Q
(T )
3I B
(T )
3I =
Z∑
T=1
N3∑
I=1
M3∑
J=1
Ω(T )3IJQ
E
3JB
(T )
3I =
M3∑
I=1
QE3IB
E
3I . (7.16)
Damit resultiert fu¨r beliebige QEiI auch beim Finite-Element-Verfahren ein
nichtlineares algebraisches System der Gestalt (7.2).
Charakteristisch fu¨r die Finite-Element-Methode ist es, dass zur element-
weisen Konstruktion der Ansatzfunktionen nur Polynome und polynoma¨hn-
liche Funktionen verwendet werden. Der u¨berwiegende Teil der Polynome
sind Interpolationspolynome. Die elementweisen Stu¨tzstellen der Interpola-
tionspolynome werden Elementknoten genannt.
Um mo¨glichst einfach aufgebaute elementweise Polynome und polynom-
a¨hnliche Funktionen zur Konstruktion von Ansatzfunktionen mit kleinen
Tra¨gern verwenden zu ko¨nnen, werden in der Methode der Finiten Elemente
die zula¨ssigen Triangulierungen gema¨ß (7.9) weiter eingeschra¨nkt. Es wird
gefordert:
Jede Kante eines Dreiecks ist auch Kante eines anderen Dreiecks
oder Teil des Randes ∂ω.
Auf diese Weise wird verhindert, dass ein Dreieck u¨ber das Innere einer
Kante mit mehr als einem Dreieck benachbart ist.
Zur numerischen Approximation des Biegetests verwenden wir hier nur
Ansatzfunktionen, die aus Interpolationspolynomen bestehen. Da wir hier
nur konforme Elementansa¨tze verwenden, woraus folgt, dass UEα ∈ H1(ω)
und UE3 ∈ H2(ω) gelten muss, u¨bertragen sich die Forderungen auch auf die
Ansatzfunktionen. Die Forderung UEα ∈ H1(ω) impliziert, dass UEα ∈ C0(ω¯)
und UEα ∈ C1(ω¯) gelten muss2. Daraus resultiert, dass die Ansatzfunktio-
nen diese Stetigkeitsforderungen nicht nur im Elementinneren, sondern auch
u¨ber dem Elementrand hinaus fortsetzbar erfu¨llen mu¨ssen. Nur so ko¨nnen
die Ansatzfunktionen einen C0-stetigen bzw. C1-stetigen U¨bergang fu¨r UEα
und V Eα bzw. U
E
3 und V
E
3 zum Nachbarelement gewa¨hrleisten. In der FE-
Literatur werden Elemente, welche die entsprechenden Stetigkeitsforderun-
gen erfu¨llen, C0-Elemente und C1-Elemente genannt.
Das C0-Element, das wir zur Approximation des von Ka´rma´n’schen Plat-
tenproblems fu¨r die Darstellung von UEα und V
E
α beno¨tigen, nennen wir im
Weiteren Scheibenelement, und das C1-Element, das wir fu¨r die Darstellung
von UE3 und V
E
3 beno¨tigen, nennen wir Plattenelement.
2Die Ra¨ume C0(ω¯) und C1(ω¯) sind im Anhang C.1 definiert. Fu¨r detaillierte Betrach-
tungen siehe [23].
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Zur Konstruktion der Formfunktionen aus Interpolationspolynomen kla¨-
ren wir im folgenden Abschnitt, welche Anforderungen an diese Polynome
aus der Erfu¨llung der geforderten Stetigkeitseigenschaften resultieren.
7.3.2 Interpolationspolynome mit Stetigkeitsanforderungen
am Elementrand
Als Interpolationspolynome werden in der FEM u¨blicherweise Lagrange-
oder Hermite-Polynome verwendet. Wa¨hrend Lagrange-Polynome in den
Stu¨tzstellen mit der zu interpolierenden Funktion nur in den Funktions-
werten u¨bereinstimmen, stimmen Hermite-Polynome an mindestens einer
Stu¨tzstelle in einer Ableitung mit der zu interpolierenden Funktion u¨berein.
Werden die Interpolationspolynome elementweise angesetzt, ergeben sich aus
den Stetigkeitsforderungen zusa¨tzliche Restriktionen an die Interpolations-
polynome.
Zur Veranschaulichung betrachten wir ein 1D-Intervall [0, 2L], welches
wir in zwei Teilintervalle unterteilen. Jedes dieser Teilintervalle betrachten
wir als Finites Element. Die Elementgrenze soll bei L liegen. Wir nehmen
nun zuna¨chst eine beliebige Anzahl von Stu¨tzstellen in jedem Element an.
In jedem Element sind in jeder Stu¨tzstelle mindestens ein Funktionswert
einer Funktion f oder ein Wert ihrer Ableitungen bekannt, so dass fu¨r je-
des Element das Interpolationspolynom festliegt. Die aus der Interpolation
resultierende Funktion bezeichnen wir mit f∗. Eine C0-Stetigkeit der Funk-
tion f∗ kann u¨ber das gesamte Intervall [0, 2L] nur realisiert werden, wenn
die Elementgrenzen zugleich Stu¨tzstellen, sprich Knoten, sind und in diesen
Knoten der Funktionswert von f∗ mit f u¨bereinstimmt.
Wa¨hrend C0-Stetigkeit mit Lagrange-Polynomen und Hermite-Polyno-
men zu erreichen ist, gelingt dies zur Realisierung der C1-Stetigkeit nur mit
Hermite-Polynomen. Fu¨r C1-Stetigkeit muss an den Elementgrenzen nicht
nur der Funktionswert, sondern auch die erste Ableitung der Funktion zur
Interpolation vorgegeben werden. Die einfachste C0-stetige Interpolation ist
demnach die lineare Interpolation der Funktionswerte auf den Elementgren-
zen. Entsprechend ist die einfachste C1-stetige Interpolation die kubische
Hermite-Interpolation zwischen den Funktionswerten und den Werten der
ersten Ableitung auf den Elementgrenzen.
Im 2D-Fall lassen sich unter Voraussetzung einer Triangulierung, welche
die im vorigen Abschnitt beschrieben Eigenschaften hat, die Stetigkeitsfor-
derung wie folgt erfu¨llen:
Zur Realisierung der C0-Stetigkeit u¨ber den Rand der Dreieckselemente
hinaus, mu¨ssen die Funktionswerte in den Ecken vorgegeben werden. Zur
Realisierung von C1-Stetigkeit mu¨ssen außerdem in den Ecken noch die ers-
ten beiden Ableitungen vorgeben werden. Dies sind pro Knoten sechs Werte,
so dass das Element 18 Freiheitsgrade hat. Das resultierende 2D-Polynom
ist 5. Ordnung.
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In den Ecken ist ein solches Element sogar u¨berkompatibel, da es we-
gen der Vorgabe der zweiten Ableitungen in der Umgebung der Ecken so-
gar C2-stetig ist. Die U¨berkompatibilita¨t la¨sst sich durch Polynomansa¨tze
nicht verhindern. Zu ihrer Vermeidung wurden C1-stetige Elemente entwi-
ckelt, die in den Knoten nur nullte und erste Ableitungen zur Interpolation
verwenden und außerdem rationale Zusatzterme in den Ansatzfunktionen
beru¨cksichtigen. Ein vo¨llig anderer Weg ist die Konstruktion von konver-
gierenden nichtkonformen Plattenelementen. Fu¨r na¨here Ausfu¨hrungen zu
beiden Alternativen und zusa¨tzlichen Literaturhinweisen sei hier auf Kno-
the und Wessels [65] sowie auf Ciarlet [23] verwiesen. Wir verwenden hier
trotzdem ein u¨berkompatibeles C1-stetiges Element und geben dafu¨r folgen-
de Gru¨nde an.
 Als Hauptgrund zur Vermeidung von u¨berkompatiblen Elementen wird
in [65] angegeben, dass Lo¨sungen im Falle von Unstetigkeiten in den
elastischen Parametern an den Unstetigkeitsstellen nicht C2-stetig sind.
U¨berkompatible Elemente erzwingen so eine zu hohe Glattheit der
Lo¨sung. Dieser Fall tritt im betrachteten Test nicht auf.
 Im hier vorliegendem Fall von konstanten elastischen Parametern er-
warten wir mit diesem Element eine schnellere Konvergenz als mit
den nichtkonformen oder nicht u¨berkompatiblen Elementen [65], da
die Lo¨sung elementweise genauer approximiert wird.
 Dem Autor ist nicht bekannt, dass im Falle von Unstetigkeiten in
den elastischen Parametern, u¨berkompatible Elemente nicht gegen die
Lo¨sung konvergieren.
 Alle Polynomausdru¨cke sind exakt integrierbar.
Unter Beachtung dieser vier Punkte verwenden wir als Scheibenelement
ebenfalls ein u¨berkompatibeles Hermite’sches Element. Es handelt sich hier-
bei um ein C0-stetiges Element, welches in den drei Eckknoten nicht nur den
Wert der Funktion, sondern auch ihre ersten Ableitungen interpoliert. Damit
hat ein solches Element insgesamt 9 Freiheitsgrade.
Auf diese Weise beno¨tigen wir fu¨r beide Elemente nur drei Knoten. Die
Interpolation von U(T ) geschieht mit insgesamt 9+9+18=36 Freiheitsgra-
den.
Zur Konstruktion der beiden Elemente fu¨hren wir im na¨chsten Abschnitt
die Dreieckskoordinaten ein. Sie erlauben Elemente mit verschiedenen Gro¨-
ßen und an verschiedenen Orten einheitlich zu beschreiben, wenn sie die
gleiche Struktur der Formfunktionen haben. Danach erla¨utern wir zuerst
die Konstruktion des verwendeten C1-Plattenelements und danach die Kon-
struktion des C0-Scheibenelements.
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7.3.3 Einheitsdreieck und Dreieckskoordinaten
Wir betrachten jetzt gema¨ß Abbildung 7.3 ein Dreieck ω(T ) ⊂ ω∗ aus einer
konkreten Triangulierung und bezeichnen die drei Eckknoten mit PI , PJ und
PK . Es gilt PI , PJ , PK ∈ ∂ω(T ) ⊂ ω∗ und PI 6= PJ , PJ 6= PK und PK 6= PI .
Die Koordinaten dieser Knoten bezeichnen wir mit XIα, XJα und XKα. Die
Indizes I, J und K nennen wir globale Knotennummern.
Abbildung 7.3: Globale Knotennummern und -koordinaten des Dreiecks ω(T )
in einer konkreten Triangulierung.
Jetzt fu¨hren wir außerdem lokale Element-Knotenindizes i ∈ {1, 2, 3} ein,
die u¨ber eine Knotenzuordnungstabelle Ξ(T )iI den globalen Knotennummern
zugeordnet sind. In gleicher Weise fu¨hren wir lokale Element-Koordinaten
X
(T )
iα ein, so dass gilt
P
(T )
i =
∑
I
Ξ(T )iI PI und X
(T )
iα =
∑
I
Ξ(T )iI XIα. (7.17)
Bezeichnen wir mit A(T ) den Fla¨cheninhalt von ω(T ), la¨sst sich dieser durch
A(T ) =
∣∣∣∣∣∣∣∣
1 X(T )11 X
(T )
12
1 X(T )21 X
(T )
22
1 X(T )31 X
(T )
32
∣∣∣∣∣∣∣∣ (7.18)
beschreiben, wobei | | hier der Determinantenoperator ist. Fu¨hren wir jetzt
in analoger Schreibweise die folgenden Hilfsgro¨ßen ein:
A
(T )
1 =
∣∣∣∣∣∣∣∣
1 X1 X2
1 X(T )21 X
(T )
22
1 X(T )31 X
(T )
32
∣∣∣∣∣∣∣∣ , A
(T )
2 =
∣∣∣∣∣∣∣∣
1 X(T )11 X
(T )
12
1 X1 X2
1 X(T )31 X
(T )
32
∣∣∣∣∣∣∣∣ (7.19)
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und A(T )3 =
∣∣∣∣∣∣∣∣
1 X(T )11 X
(T )
12
1 X(T )21 X
(T )
22
1 X(T )31 X
(T )
32
∣∣∣∣∣∣∣∣ ,
ko¨nnen wir durch
ζi = A
(T )
i /A
(T ) (7.20)
die Dreieckskoordinaten ζi definieren, die auch baryzentrische Koordinaten
genannt werden. Sie haben die Eigenschaft
ζ1 + ζ2 + ζ3 = 1. (7.21)
Mit den Abku¨rzungen
a
(T )
1 =
∣∣∣∣∣ X(T )21 X(T )22X(T )31 X(T )32
∣∣∣∣∣ , a(T )2 =
∣∣∣∣∣ X(T )31 X(T )32X(T )11 X(T )12
∣∣∣∣∣ , a(T )3 =
∣∣∣∣∣ X(T )11 X(T )12X(T )21 X(T )22
∣∣∣∣∣ ,
b
(T )
1 = X
(T )
31 −X(T )21 ,
c
(T )
1 = X
(T )
32 −X(T )22 ,
b
(T )
2 = X
(T )
11 −X(T )31 ,
c
(T )
2 = X
(T )
12 −X(T )32 und
b
(T )
3 = X
(T )
21 −X(T )11 ,
c
(T )
3 = X
(T )
22 −X(T )12
(7.22)
erhalten wir die Transformationen
ζi = a
(T )
i + c
(T )
i X1 + b
(T )
i X2 und Xα = ζiX
(T )
iα . (7.23)
Die eingefu¨hrten Abku¨rzungen haben die Eigenschaften
b
(T )
1 + b
(T )
2 + b
(T )
3 = 0, c
(T )
1 + c
(T )
2 + c
(T )
3 = 0 und∣∣∣∣∣ c(T )2 b(T )2c(T )3 b(T )3
∣∣∣∣∣ =
∣∣∣∣∣ c(T )3 b(T )3c(T )1 b(T )1
∣∣∣∣∣ =
∣∣∣∣∣ c(T )1 b(T )1c(T )2 b(T )2
∣∣∣∣∣ = 2A(T ). (7.24)
Damit lassen sich die folgenden Differentiationsregeln fu¨r Monome aufstel-
len:
∂(ζp1ζ
q
2ζ
r
3)
∂X1
=
pc1ζ
p−1
1 ζ
q
2ζ
r
3 + qc2ζ
p
1ζ
q−1
2 ζ
r
3 + rc3ζ
p
1ζ
q
2ζ
r−1
3
2A
,
∂(ζp1ζ
q
2ζ
r
3)
∂X2
=
pb1ζ
p−1
1 ζ
q
2ζ
r
3 + qb2ζ
p
1ζ
q−1
2 ζ
r
3 + rb3ζ
p
1ζ
q
2ζ
r−1
3
2A
, (7.25)
wobei wir zur besseren U¨bersichtlichkeit den Elementindex (T ) weggelassen
haben. Die Integrationsvorschrift fu¨r Monome u¨ber die Dreiecksfla¨che lautet∫∫
ω(T )
ζp1 ζ
q
2 ζ
r
3 dX1 dX2 =
2 A(T )p! q! r!
(p+ q + r + 1)!
. (7.26)
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Die Verschiebungen u¨ber einem Element haben die Darstellung
U
(T )
i (X1, X2) := U
D
i (ζ1, ζ2, ζ3). (7.27)
Insbesondere gilt in den lokalen Eckknoten:
U
(T )
i (X11, X12) = U
D
i (1, 0, 0), U
(T )
i (X21, X22) = U
D
i (0, 1, 0)
und U (T )i (X31, X32) = U
D
i (0, 0, 1). (7.28)
Die Ansatzfunktionen der beiden hier verwendenden Elemente sind Polyno-
me vom ho¨chsten Grade 5. Vollsta¨ndige Polynome 5. Grades haben im R2
eine Monombasis von 21 Basiselementen. Entsprechend haben vollsta¨ndige
Polynome 4. bis 1. Grades Monombasen von 15, 10, 6 bzw. 3 Basiselemen-
ten. Ein Monombasiselement eines Polynoms n-ten Grades la¨sst sich in Drei-
eckskoordinaten durch ζp1 ζ
q
2 ζ
r
3 darstellen, wobei jeweils p+ q + r = n gilt.
Die Anzahl der Basismonome in Dreieckskoordinaten zur Darstellung eines
vollsta¨ndigen Polynoms n-ten Grades stimmt selbstversta¨ndlich mit der An-
zahl der Monome fu¨r eine Darstellung in Kartesi ’schen Koordinaten u¨berein.
Jede spa¨ter beno¨tigte Monombasis wird in die folgende Vektordarstellung
gebracht:
ξ[3] = (ζ1, ζ2, ζ3) := (ξ[3]1, ξ[3]2, ξ[3]3)
ξ[6] = (ζ
2
1 , ζ
2
2 , ζ
2
3 , ζ2ζ3, ζ3ζ1, ζ1ζ2) := (ξ[6]1, ξ[6]2, ξ[6]3, ξ[6]4, ξ[6]5, ξ[6]6)
ξ[10] = (ζ
3
1 , ζ
3
2 , ζ
3
3 , ζ
2
1ζ2, ζ
2
2ζ3, ζ
2
3ζ1, ζ
2
2ζ1, ζ
2
3ζ2, ζ
2
1ζ2, ζ1ζ2ζ3)
:= (ξ[10]1, ξ[10]2, ξ[10]3, ξ[10]4, ξ[10]5, ξ[10]6)
ξ[15] = (ζ
4
1 , ζ
4
2 , ζ
4
3 , ζ
3
1ζ2, ζ
3
2ζ3, ζ
3
3ζ1, ζ
3
2ζ1, ζ
3
3ζ2, ζ
3
1ζ2, ζ
2
1ζ
2
2 , ζ
2
2ζ
2
3 , ζ
2
3ζ
2
1 ,
ζ21ζ2ζ3, ζ1ζ
2
2ζ3, ζ1ζ2ζ
2
3 )
:= (ξ[15]1, ξ[15]2, ξ[15]3, ξ[15]4, ξ[15]5, ξ[15]6, ..., ξ[15]15)
ξ[21] = (ζ
5
1 , ζ
5
2 , ζ
5
3 , ζ
4
1ζ2, ζ
4
2ζ3, ζ
4
3ζ1, ζ
4
2ζ1, ζ
4
3ζ2, ζ
4
1ζ2, ζ
3
1ζ
2
2 , ζ
3
2ζ
2
3 , ζ
3
3ζ
2
1 ,
ζ21ζ
3
2 , ζ
2
2ζ
3
3 , ζ
2
3ζ
3
1 , ζ
3
1ζ2ζ3, ζ1ζ
3
2ζ3, ζ1ζ2ζ
3
3 , ζ1ζ
2
2ζ
2
3 , ζ
2
1ζ2ζ
2
3 , , ζ
2
1ζ
2
2ζ3)
:= (ξ[21]1, ξ[21]2, ξ[21]3, ξ[21]4, ξ[21]5, ξ[21]6, ..., ξ[21]21), (7.29)
wobei wir die Zahl der jeweiligen Basiselemente zur Unterscheidung in eckige
Klammern setzen.
Zu FE-Approximation des von Ka´rma´n’schen Plattenproblems beno¨ti-
gen wir wir außerdem noch die folgenden Darstellungen der Ableitungen
verschiedener Basismonome. Unter Verwendung von (7.25) erhalten wir
∂ξ[21]I
∂Xα
=
15∑
J=1
H
(T )
[21,15]IαJ ξ[15]J ,
∂ξ[15]I
∂Xα
=
10∑
J=1
H
(T )
[15,10]IαJ ξ[10]J
und
∂ξ[10]I
∂Xα
=
6∑
J=1
H
(T )
[10,6]IαJ ξ[6]J (7.30)
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sowie
∂2ξ[21]I
∂Xα∂Xβ
=
15∑
J=1
H
(T )
[21,15]IαJ
∂ξ[15]J
∂Xβ
=
15∑
J=1
H
(T )
[21,15]IαJ
10∑
K=1
H
(T )
[15,10]JβK ξ[10]K
=
10∑
K=1
Υ(T )[21,10]IαβK ξ[10]K . (7.31)
Dabei ha¨ngen die Elementmatrizen H und Υ wegen (7.25) nur von den
Werten der Element-Knotenkoordinaten ab.
Schließlich beno¨tigen wir noch
∂f(ζ1, ζ2, ζ3)
∂n
∣∣∣∣∣
ζk=0
= − ∂f(ζ1, ζ2, ζ3)
∂X1
∣∣∣∣∣
ζk=0
c
(T )
k
l
(T )
k
− ∂f(ζ1, ζ2, ζ3)
∂X2
∣∣∣∣∣
ζk=0
b
(T )
k
l
(T )
k
(7.32)
mit
l
(T )
i =
√
b
(T )
i b
(T )
i + c
(T )
i c
(T )
i . (7.33)
und
λ
(T )
1 :=
1
2

(
l
(T )
2
)2 − (l(T )3 )2(
l
(T )
1
)2 + 1
 , (7.34)
wobei wir λ(T )2 und λ
(T )
3 entsprechend (7.34) durch zyklische Vertauschung
von 1, 2 und 3 erhalten.
Mit diesen Gro¨ßen ko¨nnen wir nun das Platten- und das Scheibenele-
ment generieren sowie das globale nichtlineare Gleichungssystem fu¨r die un-
bekannten Knotenfreiheitsgrade aufstellen.
7.3.4 Zur Konstruktion des Plattenelements
Ziel ist es, ein C1-stetiges Plattenelement mit 18 Knotenfreiheitsgraden zu
konstruieren. Der Interpolationsansatz der Verschiebung W = U3 lautet in
der Gestalt von (7.12)
[18]
W (X1, X2) =
18∑
I=1
G
(T )
[18]3;IΦ
(T )
[18]I(X1, X2) =
18∑
I=1
G
(T )
[18]3;IΦ
D
[18]I(ζ1, ζ2, ζ3)
=
18∑
I=1
G
(T )
[18]3;I
21∑
J=1
Z
(T )
[18,21]IJξ[21]J (7.35)
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mit 
G
(T )
[18]3;6(i−1)+1
G
(T )
[18]3;6(i−1)+2
G
(T )
[18]3;6(i−1)+3
G
(T )
[18]3;6(i−1)+4
G
(T )
[18]3;6(i−1)+5
G
(T )
[18]3;6i

=

W (X1, X2)
∂W (X1,X2)
∂X1
∂W (X1,X2)
∂X2
∂2W (X1,X2)
∂X21
∂2W (X1,X2)
∂X22
∂2W (X1,X2)
∂X1∂X2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(X1,X2)=(Xi1,Xi2)
. (7.36)
Ausgangspunkt fu¨r die Bestimmung von Z(T )[18,21]IJ ist die C1-stetige Her-
mite-Interpolation mit dem vollsta¨ndigem Polynomansatz 5. Grades gema¨ß
Abbildung 7.4.
Abbildung 7.4: Knoten und Stu¨tzwerte im C1-quintischen Dreieck nach
Ka¨mmel und Franeck [60]. Links: x ≡ X1 und y ≡ X2. Rechts: Dreiecksko-
ordinaten.
Dieses Element hat 21 linear unabha¨ngige Basisfunktionen, die sich als
Linearkombination der Monombasis ξ[21] darstellen lassen, d.h. es gilt
[21]
W (X1, X2) =
21∑
I=1
G
(T )
[21]3IΦ
(T )
[21]I(X1, X2) =
21∑
I=1
G
(T )
[21]3IΦ
D
[21]I(ζ1, ζ2, ζ3)
=
21∑
I=1
G
(T )
[21]3I
21∑
J=1
Z
(T )
[21,21]IJξ[21]J (7.37)
mit G[21]3;I = G[18]3;I fu¨r 1 ≤ I ≤ 18 und

G
(T )
[18]3;19
G
(T )
[18]3;20
G
(T )
[18]3;21
 =

∂W (X1,X2)
∂n
∣∣∣
(ζ1,ζ2,ζ3)=(
1
2
, 1
2
,0)
∂W (X1,X2)
∂n
∣∣∣
(ζ1,ζ2,ζ3)=(0,
1
2
, 1
2
)
∂W (X1,X2)
∂n
∣∣∣
(ζ1,ζ2,ζ3)=(
1
2
,0, 1
2
)
 . (7.38)
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Die drei zusa¨tzlichen Stu¨tzwerte sind demnach die Ableitungen in Rich-
tung der Seitennormalen in den Seitenhalbierenden des Dreiecks. Die Ma-
trix Z[21,21] ist durch 441 Gleichungen bestimmt und zwar in der Weise, dass
jeder der 21 Funktionen Φ(T )[21]I nur einen von Null verschiedenen Stu¨tzwert
hat. Der von Null verschiedene Wert ist gleich Eins. Dabei wird die Numme-
rierung so gewa¨hlt, dass die Funktion Φ(T )[21]I nur fu¨r 6(i− 1)+ 1 ≤ I ≤ 6i im
i -ten Knoten von Null verschiedene Werte hat, wobei fu¨r I = 6(i−1)+1 nur
der Wert selbst von Null verschieden ist und fu¨r I = 6(i−1)+1+α nur der
Wert der ersten Ableitung in RichtungXα gleich Eins ist. Fu¨r I = 6(i−1)+4
ist die 2. Ableitung in Richtung X1 gleich Eins , fu¨r I = 6(i− 1) + 5 ist die
2. Ableitung in Richtung X2 gleich Eins und fu¨r I = 6i ist die gemischte
2. Ableitung gleich Eins. Außerdem ist fu¨r I = 18+ i die Normalenableitung
der dem Punkt P (T )i gegenu¨berliegenden Seitenhalbierenden gleich Eins.
Um zu dem 18-Freiheitsgrad-Element zu gelangen, werden die Werte der
Normalenableitungen auf den Seitenhalbierenden eliminiert.
Dies la¨sst sich unter Zuhilfenahme des 15-Freiheitsgrad-Dreieckselements
realisieren, mit dem ein Polynom 4. Grades vollsta¨ndig dargestellt werden
kann. Die Stu¨tzstellen dieses Element sind die drei Eckknoten, der Knoten
im Fla¨chenmittelpunkt (ζ1, ζ2, ζ3) = (13 ,
1
3 ,
1
3) und die Seitenhalbierenden.
In jedem Knoten sind die Funktionswerte selbst Stu¨tzwert. Zusa¨tzlich sind
in den Eck- und dem Mittelpunktknoten die ersten Ableitungen Stu¨tzwerte
und wir schreiben:
[15]
W (X1, X2) =
15∑
I=1
G
(T )
[15]3IΦ
(T )
[15]I(X1, X2) =
21∑
I=1
G
(T )
[15]3IΦ
D
[15]I(ζ1, ζ2, ζ3).
Die folgenden 18 Gleichungen sind die Bestimmungsgleichungen fu¨r die 18
Unbekannten G(T )[15]I fu¨r 1 ≤ I ≤ 15 und G
(T )
[21]18+i, deren Darstellung durch
G
(T )
[21]I fu¨r I ≤ 18 gesucht ist:
G
(T )
[21]3;19 −
15∑
I=1
G
(T )
[15]3;IΦ
D
[15]I(
1
2
,
1
2
, 0) = 0
G
(T )
[21]3;20 −
15∑
I=1
G
(T )
[15]3;IΦ
D
[15]I(0,
1
2
,
1
2
) = 0
G
(T )
[21]3;21 −
15∑
I=1
G
(T )
[15]3;3IΦ
D
[15]I(
1
2
, 0,
1
2
) = 0
G
(T )
[15]3;I −
21∑
J=1
Λ(T )[15,21]IJG
(T )
[21]3;J = 0,
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wobei Λ(T )[15,21]I dadurch festgelegt ist, dass die Stu¨tzwerte von
[15]
W durch
[21]
W
ausgedru¨ckt werden. Da wir nun G(T )[21]3;18+i vollsta¨ndig durch G
(T )
[21]3;1 bis
G
(T )
[21]3;18 ausdru¨cken ko¨nnen, folgt aus (7.37) unmittelbar (7.35).
Die Interpolationsfunktionen in (7.35) haben dann die in [60] angegebene
Gestalt:
ΦD[18]1 = ζ
5
1 +5ζ
4
1 (ζ2+ζ3)+10ζ
3
1 (ζ2+ζ3)2+30ζ
2
1ζ2ζ3((λ
(T )
3 ζ2+(1−λ(T )2 )ζ3)2,
ΦD[18]2 = 3b
(T )
1 ζ
2
1ζ3(ζ2 − ζ3) + ζ31 (b(T )3 ζ2 − b(T )2 ζ3)(ζ1 + 4ζ2 + 4ζ3)
+15ζ21ζ2ζ3(b
(T )
3 λ
(T )
3 ζ2 − b(T )2 (1− λ(T )2 )ζ3)2,
ΦD[18]3 = −3c
(T )
1 ζ
2
1ζ3(ζ2 − ζ3)− ζ31 (c(T )3 ζ2 − c(T )2 ζ3)(ζ1 + 4ζ2 + 4ζ3)
−15ζ21ζ2ζ3(c(T )3 λ(T )3 ζ2 − c(T )2 (1− λ(T )2 )ζ3)2,
ΦD[18]4 = ζ
3
1 ((b
(T )
3 )
2ζ22 + (b
(T )
2 )
2ζ23 )/2
+ζ31ζ2ζ3(b
(T )
3 b
(T )
1 ζ2 + b
(T )
1 b
(T )
2 ζ3 − b(T )2 b(T )3 ζ1)
+5ζ21ζ2ζ3((b
(T )
3 )
2λ
(T )
3 ζ2 + (b
(T )
2 )
2(1− λ(T )2 )ζ3)/2
ΦD[18]5 = ζ
3
1 ((c
(T )
3 )
2ζ22 + (c
(T )
2 )
2ζ23 )/2
+ζ31ζ2ζ3(c
(T )
3 c
(T )
1 ζ2 + c
(T )
1 c
(T )
2 ζ3 − c(T )2 c(T )3 ζ1)
+5ζ21ζ2ζ3((c
(T )
3 )
2λ
(T )
3 ζ2 + (c
(T )
2 )
2(1− λ(T )2 )ζ3)/2
ΦD[18]6 = b
(T )
1 c
(T )
1 ζ
2
1ζ2ζ3(ζ1 + ζ2 + ζ3) + b
(T )
2 c
(T )
2 ζ
2
1ζ3(ζ2ζ3 − ζ3ζ1 − ζ1ζ2 − ζ22 )
+b(T )3 c
(T )
3 ζ
2
1ζ2(ζ2ζ3 − ζ3ζ1 − ζ1ζ2 − ζ23 )
−5ζ21ζ2ζ3(b(T )3 c(T )3 λ(T )3 ζ2 + b(T )2 c(T )2 2(1− λ(T )2 )ζ3).
(7.39)
Die Funktionen ΦD[18]7 bis Φ
D
[18]18 gehen aus Φ
D
[18]1 bis Φ
D
[18]6 durch zyklische
Vertauschung hervor.
Auch hier gilt, dass jede Funktion ΦD[18]I nur einen von Null verschiede-
nen Stu¨tzwert in den Knoten hat, wa¨hrend der von Null verschiedene Wert
gleich Eins ist. Mit Hilfe von (7.35) und (7.30) ko¨nnen wir nun sa¨mtliche
Ableitungen durch die Monombasen ξ[15] bzw. ξ[10] darstellen.
Die beiden hier vorgestellten C1-stetigen Elemente wurde 1966 erstmalig
von Filippa [37] vorgestellt. Das 21-Freiheitsgrad-Dreieck ist auch unter den
Namen C1-quintisches Dreieck oder Argyris-Dreieck bekannt. Letzter Na-
me geht auf die 1968 erschienene Arbeit von Argyris, Fried und Scharf [3]
zuru¨ck. Fu¨r das hier verwendete 18-Freiheitsgrad-Dreieck werden in der Li-
teratur auch die Namen reduziertes C1-quintisches Dreieck oder Bell -Dreieck
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verwendet, wobei letzterer Name auf den 1969 erschienenen Artikel von Bell
[9] zuru¨ck geht.
7.3.5 Zur Konstruktion des Scheibenelements
Ziel ist es hier, ein C0-stetiges Plattenelement mit 9 Knotenfreiheitsgraden
zu konstruieren. Der Interpolationsansatz der Verschiebungen Uα lautet in
der Gestalt von (7.12)
[9]
Uα(X1, X2) =
9∑
I=1
G
(T )
[9]α;IΦ
(T )
[9]I(X1, X2) =
9∑
I=1
G
(T )
[9]α;IΦ
D
[9]I(ζ1, ζ2, ζ3)
=
9∑
I=1
G
(T )
[9]α;I
10∑
J=1
Z
(T )
[9,10]IJξ[10]J (7.40)
mit 
G
(T )
[9]α;3(i−1)+1
G
(T )
[9]α;3(i−1)+2
G
(T )
[9]α;3(i−1)+3
 =

Uα(X1, X2)
∂Uα(X1,X2)
∂X1
∂Uα(X1,X2)
∂X2

∣∣∣∣∣∣∣∣∣
(X1,X2)=(Xi1,Xi2)
. (7.41)
Ausgangspunkt fu¨r die Bestimmung von Z(T )[9,10]IJ ist das in Abbildung 7.5 ge-
zeigte Hermite-Dreieck, welches aus einer vollsta¨ndigen Polynombasis drit-
ten Grades besteht.
Abbildung 7.5: Knoten und Stu¨tzwerte im C0-kubischen Dreieck nach
Ka¨mmel und Franeck [60]. Links: x ≡ X1 und y ≡ X2. Rechts: Dreiecksko-
ordinaten.
Die Vorgehensweise ist die Gleiche wie beim Plattenelement. Die Elimi-
nierung des Stu¨tzwertes im Fla¨chenmittelpunkt von
[10]
Uα(X1, X2) erfolgt un-
ter Zuhilfenahme des vollsta¨ndig quadratischen Lagrange-Elements, welches
Stu¨tzstellen in den Ecken und auf den Seitenhalbierenden hat. Wir ko¨nnen
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fu¨r beide Werte von α jeweils 7 Bestimmungsgleichungen fu¨r die jeweils 7
Unbekannten G(T )[10]α;10 und G
(T )
[6]α;1 bis G
(T )
[6]α;6 angeben, so dass die Ausdru¨cke
vollsta¨ndig durch G(T )[10]α;1 bis G
(T )
[10]α;9 darstellbar sind. Die ausfu¨hrliche Rech-
nung ist in [60] abgedruckt.
Die Interpolationsfunktionen in (7.40) haben dann die Gestalt:
ΦD[9]1 = = ζ
3
1 + 3ζ
2
1 (ζ2 + ζ3) + 2ζ1ζ2ζ3
ΦD[9]2 = ζ
3
1 (b
(T )
3 ζ2 − b(T )2 ζ3) + ζ1ζ2ζ3(b(T )3 − b(T )2 )/2 (7.42)
ΦD[9]3 = −ζ31 (c(T )3 ζ2 − c(T )2 ζ3)− ζ1ζ2ζ3(c(T )3 − c(T )2 )/2.
Auch hier gehen die Funktionen ΦD[9]4 bis Φ
D
[9]9 aus Φ
D
[9]1 bis Φ
D
[9]3 durch
zyklische Vertauschung hervor. In der Literatur wird dieses Dreieck auch als
Zienkiewicz -Dreieck nach [8] oder als reduziertes kubisches Hermite-Dreieck
bezeichnet.
Damit ko¨nnen wir jetzt das globale nichtlineare System berechnen, wel-
ches fu¨r N Knoten unter Beru¨cksichtigung von (7.14) die Lo¨sungen GE[3N ]α;I
fu¨r 1 ≤ I ≤ 3N und GE[6N ]3;I fu¨r 1 ≤ I ≤ 6N hat.
7.4 Formulierung des diskretisierten nichtlinearen
Problems ohne Verschiebungsrandbedingungen
An dieser Stelle verlassen wir wieder die in (7.1) eingefu¨hrte Operator-
schreibweise und schreiben zuerst (B.4) und dann (B.6) ausfu¨hrlich un-
ter Verwendung der Elementansatzfunktionen (7.40) und (7.35) sowie der
Element-Freiheitsgradtabelle gema¨ß (7.14) auf.
7.4.1 Die diskretisierten Scheibengleichungen
Wir entwickeln (B.4) unter Verwendung von (7.40), (7.35) und (7.14):
0 =
∫∫
ω∗
NEαβ(X1, X2)
∂V Eα (X1, X2)
∂Xβ
dX1dX2
=
∑
T
∫∫
ω(T )
N
(T )
αβ (X1, X2)
∂V
(T )
α (X1, X2)
∂Xβ
dX1dX2
=
∑
T
9∑
I=1
∫∫
ω(T )
N
(T )
αβ (X1, X2)
∂Φ(T )[9]I(X1, X2)
∂Xβ
dX1dX2 Q
(T )
[9]α;I
=
3N∑
A=1
∑
T
9∑
I=1
∫∫
ω(T )
N
(T )
αβ (X1, X2)
∂Φ(T )[9]I(X1, X2)
∂Xβ
dX1dX2 Ω
(T )
[9;3N ]αIAQ
E
αA.
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Daraus erhalten wir die 6N nichtlinearen Gleichungen
0 =
∑
T
9∑
I=1
∫∫
ω(T )
N
(T )
αβ (X1, X2)
∂Φ(T )[9]I(X1, X2)
∂Xβ
dX1dX2 Ω
(T )
[9;3N ]αIA
=
∑
T
10∑
J=1
9∑
I=1
∫∫
ω(T )
N
(T )
αβ (X1, X2)
∂ξ
(T )
[10]J(X1, X2)
∂Xβ
dX1dX2
Z
(T )
[9,10]IJΩ
(T )
[9;3N ]αIA
=
∑
T
10∑
J=1
9∑
I=1
6∑
K=1
∫∫
ω(T )
N
(T )
αβ (X1, X2)ξ[6]K dX1dX2
H
(T )
[10,6]JβK Z
(T )
[9,10]IJΩ
(T )
[9;3N ]αIA
=
∑
T
9∑
I=1
6∑
K=1
∫∫
ω(T )
N
(T )
αβ (X1, X2)ξ[6]K dX1dX2
B
(T )
[9,6]IβKΩ
(T )
[9;3N ]αIA
=
∑
T
9∑
I,J=1
6∑
K,L=1
G
(T )
[9]γ;JB
(T )
[9,6]JκLhcαβγκ
∫∫
ω(T )
ξ[6]Lξ[6]K dX1dX2
B
(T )
[9,6]IβKΩ
(T )
[9;3N ]αIA
+
∑
T
9∑
I=1
18∑
P,Q=1
6∑
K=1
15∑
R,S=1
G
(T )
[18]3;PB
(T )
[18,15]PκRG
(T )
[18]γ;QB
(T )
[18,15]QκS
h
2
cαβγκ∫∫
ω(T )
ξ[15]Rξ[15]Sξ[6]K dX1dX2 B
(T )
[9,6]IβKΩ
(T )
[9;3N ]αIA
=
∑
T
9∑
I,J=1
6∑
K,L=1
G
(T )
[9]γ;JB
(T )
[9,6]JκLhcαβγκI
(T )
[6;6]LK B
(T )
[9,6]IβKΩ
(T )
[9;3N ]αIA
+
∑
T
9∑
I=1
18∑
P,Q=1
6∑
K=1
15∑
R,S=1
G
(T )
[18]3;PB
(T )
[18,15]PκRG
(T )
[18]3;QB
(T )
[18,15]QγS
h
2
cαβγκ
I
(T )
[15;15;6]RSK B
(T )
[9,6]IβKΩ
(T )
[9;3N ]αIA
=
∑
T
9∑
I=1
 9∑
J=1
G
(T )
[9]γ;JK
(T )
[9;9]γJαI Ω
(T )
[9;3N ]αIA
+
1
2
18∑
P,Q=1
G
(T )
[18]3;PG
(T )
[18]3;QD
(T )
[18;18;9]PQαI Ω
(T )
[9;3N ]αIA
 . (7.43)
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Dabei haben wir die Matrixabku¨rzung B :=Z H verwendet und die Matrix
der Integrale u¨ber die Monombasen mit I abgeku¨rzt. Die Gro¨ßen
K
(T )
[9;9]γJαI sind die Komponenten der linearen Element-Steifigkeitsmatrix des
Scheibenproblems.
7.4.2 Die diskretisierten Plattengleichungen
Wir entwickeln (B.6) unter Verwendung von (7.40), (7.35) und (7.14):
0 =
∫∫
ω∗
(
NEαβ(X1, X2)
∂WE(X1, X2)
∂Xβ
∂V E3 (X1, X2)
∂Xα
−MEαβ(X1, X2)
∂2V E3 (X1, X2)
∂Xα∂Xβ
−pE(X1, X2)V E3 (X1, X2)
)
dX1dX2
=
∑
T
18∑
P
∫∫
ω(T )
(
N
(T )
αβ (X1, X2)
∂W (T )(X1, X2)
∂Xβ
∂Φ[18]P (X1, X2)
∂Xα
−M (T )αβ (X1, X2)
∂2Φ[18]P (X1, X2)
∂Xα∂Xβ
−p(T )(X1, X2)Φ[18]P (X1, X2)
)
dX1dX2Q
(T )
[18]3;P
=
6N∑
B
∑
T
18∑
P
∫∫
ω(T )
(
N
(T )
αβ (X1, X2)
∂W (T )(X1, X2)
∂Xβ
∂Φ[18]P (X1, X2)
∂Xα
−M (T )αβ (X1, X2)
∂2Φ[18]P (X1, X2)
∂Xα∂Xβ
−p(T )(X1, X2)Φ[18]P (X1, X2)
)
dX1dX2 Ω
(T )
[18;6N ]3;PBQ
E
3;B. (7.44)
Daraus erhalten wir die 6N nichtlinearen Gleichungen
0 =
∑
T
18∑
P
∫∫
ω(T )
(
N
(T )
αβ (X1, X2)
∂W (T )(X1, X2)
∂Xβ
∂Φ[18]P (X1, X2)
∂Xα
−M (T )αβ (X1, X2)
∂2Φ[18]P (X1, X2)
∂Xα∂Xβ
−p(T )(X1, X2)Φ[18]P (X1, X2)
)
dX1dX2 Ω
(T )
[18;6N ]3;PB. (7.45)
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Die weitere Entwicklung dieser Gleichungen fu¨hrt auf
0 =
∑
T
18∑
P
21∑
G
∫∫
ω(T )
(
N
(T )
αβ (X1, X2)
∂W (T )(X1, X2)
∂Xβ
∂ξ[21]G(X1, X2)
∂Xα
−M (T )αβ (X1, X2)
∂2ξ[21]G(X1, X2)
∂Xα∂Xβ
−p(T )(X1, X2)ξ[21]G(X1, X2)
)
dX1dX2 Z
(T )
[18,21]PG Ω
(T )
[18;6N ]3;PB
=
∑
T
18∑
P,Q
15∑
R,S
∫∫
ω(T )
N
(T )
αβ (X1, X2)ξ[15]Sξ[15]R dX1dX2
B
(T )
[18,15]QβSG
(T )
[18]3;Q B
(T )
[18,15]PαR Ω
(T )
[18;6N ]3;PB
+
∑
T
18∑
P,Q
21∑
G,H
10∑
E,F
G
(T )
[18]3;QZ
(T )
[18,21]QHΥ
(T )
[21,10]γHκE
h2
12
cαβγκ∫∫
ω(T )
ξ[10]Eξ[10]FdX1dX2 Z
(T )
[18,21]PGΥ
(T )
[21,10]αGβF Ω
(T )
[18;6N ]3;PB
−
∑
T
18∑
P
P
(T )
[18]P Ω
(T )
[18;6N ]3;PB
=
∑
T
18∑
P,Q
15∑
R,S
9∑
J
6∑
K
B
(T )
[9,6]JγKG
(T )
[9]κ;J hcαβγκ∫∫
ω(T )
ξ[15]Sξ[15]Rξ[6]K dX1dX2
B
(T )
[18,15]QβSG
(T )
[18]3;Q B
(T )
[18,15]PαR Ω
(T )
[18;6N ]3;PB
+
∑
T
18∑
P,Q,O,V
15∑
R,S,Y,Z
B
(T )
[18,15]OγYG
(T )
[18]3;O B
(T )
[18,15]V κZG
(T )
[18]3;V
h
2
cαβγκ∫∫
ω(T )
ξ[15]Sξ[15]Rξ[15]Y ξ[15]Z dX1dX2
B
(T )
[18,15]QβSG
(T )
[18]3;Q B
(T )
[18,15]PαR Ω
(T )
[18;6N ]3;PB
+
∑
T
18∑
P,Q
10∑
E,F
G
(T )
[18]3;QΓ
(T )
[18,10]γQκE
h2
12
cαβγκI[10,10]EF Γ
(T )
[18,10]αPβF
Ω(T )[18;6N ]3;PB
−
∑
T
18∑
P
P
(T )
[18]P Ω
(T )
[18;6N ]3;PB
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und
0 =
∑
T
18∑
P,Q
15∑
R,S
9∑
J
6∑
K
B
(T )
[9,6]JκKG
(T )
[9]γ;J hcαβγκI
(T )
[15,15,6]SRK
B
(T )
[18,15]QβSG
(T )
[18]3;Q B
(T )
[18,15]PαR Ω
(T )
[18;6N ]3;PB
+
∑
T
18∑
P,Q,O,V
15∑
R,S,Y,Z
B
(T )
[18,15]OγYG
(T )
[18]3;O B
(T )
[18,15]V κZG
(T )
[18]3;V
h
2
cαβγκ
I
(T )
[15,15,15,15]SRY Z B
(T )
[18,15]QβSG
(T )
[18]3;Q B
(T )
[18,15]PαR Ω
(T )
[18;6N ]3;PB
+
∑
T
18∑
P,Q
G
(T )
[18]3;QK
(T )
[18,18]QP Ω
(T )
[18;6N ]3;PB −
∑
T
18∑
P
P
(T )
[18]P Ω
(T )
[18;6N ]3;PB
=
∑
T
18∑
P,Q
9∑
J
G
(T )
[18]3;QD
(T )
[18,18,9]QPκJ G
(T )
[9]κ;J Ω
(T )
[18;6N ]3;PB
+
∑
T
18∑
P,Q,O,V
G
(T )
[18]3;O G
(T )
[18]3;V
1
2
D
(T )
[18,18,18,18]QPOV G
(T )
[18]3;Q Ω
(T )
[18;6N ]3;PB
+
∑
T
18∑
P,Q
G
(T )
[18]3;QK
(T )
[18,18]QP Ω
(T )
[18;6N ]3;PB −
∑
T
18∑
P
P
(T )
[18]P Ω
(T )
[18;6N ]3;PB
(7.46)
Neben den bereits fu¨r das Scheibenproblem verwendeten Abku¨rzungen be-
nutzten wir hier zusa¨tzlich Γ:=Z Υ. Die Gro¨ßen K(T )[18;18]QP sind die Kom-
ponenten der linearen Element-Steifigkeitsmatrix der Kirchhoff ’schen Plat-
tentheorie. Die Gro¨ßen P (T )[18]Q werden generalisierte Element-Knotenlasten
genannt. Ihr Wert kann nur numerisch berechnet werden. Wir schreiben
P :=Z L und berechnen die Komponenten von L durch die folgende Qua-
draturformel:
L
(T )
[21]G =
∫∫
ω(T )
p(T )(X1, X2)ξ[21]G(X1, X2) dX1 dX2
= 2A(T )
∫∫
ω0
p(T )(X1(ζ2, ζ3), X2(ζ2, ζ3))ξ[21]G(ζ2, ζ3) dζ2 dζ3
≈
7∑
I=1
2A(T )gIp(T )(X1(ζ2,I , ζ3,I), X2(ζ2,I , ζ3,I))ξ[21]G(ζ2,I , ζ3,I). (7.47)
ω0 ist das Einheitsdreieck, was in den kartesischen Koordinaten (ζ2, ζ3) die
Ecken (0,0), (0,1) und (1,0) hat. Die Werte der Gewichte gI und die Koor-
dinaten der Integrationspunkte sind in Tabelle 7.1 zusammengefasst.
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I ζ2,I ζ2,I gI
1 1/3 1/3 9/80
2 (6−√15)/21 (6−√15)/21 (155−√15)/2400
3 (9 + 2
√
15)/21 (6−√15)/21 (155−√15)/2400
4 (6−√15)/21 (9 + 2√15)/21 (155−√15)/2400
5 (6 +
√
15)/21 (9− 2√15)/21 (155 +√15)/2400
6 (6 +
√
15)/21 (6 +
√
15)/21 (155 +
√
15)/2400
7 (9− 2√15)/21 (6 +√15)/21 (155 +√15)/2400
Tabelle 7.1: Stu¨tzstellen und Gewichte zur exakten numerischen Integration
von Polynomen 5. Ordnung u¨ber dem Einheitsdreieck.
Auf diese Weise wird jedes Polynom 5. Grades exakt interpoliert, was hier
der exakten Erfassung einer konstanten Fla¨chenlast p entspricht, da ξ[21]G
ein Polynom 5. Grades ist. Eine derartige Erweiterung der Gauß ’schen Qua-
draturformeln auf Dreieckselemente wurde erstmalig von Hammer, Marlow
und Stroud in [52] sowie von Filippa in [37] vorgestellt.
Eine Vernetzung der Kontaktfla¨che, in der P 6= 0 gilt, ist in Abbil-
dung 7.6 auf Seite 147 dargestellt.
Die Gleichungen (7.43) und (7.46) bilden zusammen mit den Verschie-
bungsrandbedingungen das vollsta¨ndige System zur Bestimmung der FE-
Lo¨sung GE[3N ]α;A und G
E
[6N ]3;B, wenn N die Zahl der Knoten ist. Deshalb for-
mulieren wir im na¨chsten Abschnitt die Verschiebungsrandbedingungen und
geben eine konsistente Stu¨tzrandbedingung an, bei der das bereits erwa¨hnte
Plattenparadox nicht auftritt.
7.5 Verschiebungsrandbedingungen — das Plat-
tenparadox der frei drehbar gestu¨tzten Platte
Die drei Starrko¨rperfesseln gema¨ß (5.48) lassen sich sehr einfach als Knoten-
randbedingungen realisieren. Dazu muss ω so vernetzt werden, dass die Fes-
selpunkte in einem Knoten liegen. Wenn wir das Problem als Vollkreis rech-
nen, erweist es sich als gu¨nstig, den Fesselknoten unabha¨ngig von der Fein-
heit des Netzes feste Knotennummern zu geben. Wir haben hier den Knoten
im Plattenmittelpunkt mit PE1 bezeichnet, weil wir uns hauptsa¨chlich fu¨r die
Werte in diesem Knoten interessieren. Da aus Symmetriegru¨nden dort kei-
ne Horizontalverschiebungen vorliegen, formulieren wir in Aba¨nderung von
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(5.48)
GE[3N ]α;1 = 0, was Uα(0, 0) = 0 entspricht. (7.48)
Damit ist der Ko¨rper vollsta¨ndig gegen horizontale Starrko¨rpertranslation
gefesselt, so dass wir im Gegensatz zur urspru¨nglichen Formulierung des
Randwertproblems nur noch einen weiteren Fesselpunkt beno¨tigen, um ihn
gegen horizontale Starrko¨rperrotation zu fesseln. Wir geben diesem zweiten
Knoten die globale Knotennummer 2. Seine Koordinaten sollen bei (RA, 0)
liegen. Als Knotenrandbedingung formulieren wir
GE[3N ]2;4 = 0, was U2(RA, 0) = 0 entspricht, (7.49)
an. Wir fassen die drei Bedingungen durch
3N∑
B=1
S[3N,3N ]αAβBG
E
[3N ]βB = 0 (7.50)
mit
S[3N,3N ]αAβB =

1 fu¨r

(αAβB) = (1; 1; 1; 1)
(αAβB) = (2; 1; 2; 1)
(αAβB) = (2; 4; 2; 4)
0 fu¨r alle anderen Indexkombinationen
(7.51)
zusammen. In dieser Form kann die Randbedingung in der im na¨chsten Ab-
schnitt beschriebenen Weise mit den nichtlinearen FE-diskretisierten Gleich-
gewichtsbedingungen zusammen gefu¨hrt werden3. Von 6 N Gleichungen
(7.50) sind nur 3 nichttrivial.
Die Stu¨tzrandbedingung lautet gema¨ß (5.52) W = 0 fu¨r (X1, X2) ∈ Θ.
Dies impliziert auch, dass sa¨mtliche tangentiale Ableitungen von W auf
Θ verschwinden. Wa¨hlen wir eine Triangulierung so, dass mo¨glichst viele
Knoten auf Θ liegen, generieren die Elementkanten ein Polygon mit dem
Rand Θ∗.
Wenn wir nun fordern, dass W (X1, X2) = 0 fu¨r (X1, X2) ∈ Θ∗ gelten
soll, wobei Θ∗ insgesamt M Ecken hat, la¨sst sich fu¨r dieses Ersatzproblem
eine Lo¨sung W ∗ berechnen. Als Plattenparadox4 wird bezeichnet, dass W ∗
fu¨r M → ∞ nicht gegen W konvergiert [95, 6, 5]. Demzufolge kann auch
3Wenn wir die Symmetriebedingungen ausnutzen, wie sie im Anhang B.3.1 beschrieben
sind, und nur mit einem Achtelkreis rechnen, mu¨ssen entsprechend der dort vorgegebenen
Symmetrierandbedingungen fu¨r mehr als zwei Knoten Horizontalverschiebungen vorgege-
ben werden.
4Das Pha¨nomen wird gema¨ß der Ausfu¨hrungen auf Seite 125 auch als Sapondjan-
Babusˇka-Plattenparadox bezeichnet.
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eine FE-Approximation WE∗ fu¨r immer feinere Triangulierungen nur gegen
W ∗, nicht aber gegen W , konvergieren. In [6] wird berichtet, dass die Fehler
beim Kirchhoff ’schen Plattenproblem einer am Rand gestu¨tzten Kreisplatte
fu¨r die maximale Durchbiegung bei 40% liegen.
Wir geben nachfolgend an, wie die Randbedingungen formuliert werden
mu¨ssen, damit dieses Pha¨nomen nicht auftritt, und geben eine anschau-
liche Begru¨ndung des Pha¨nomens durch Vergleich der verbleibenden FE-
Freiheitsgrade fu¨r verschieden formulierte FE-Randbedingungen an.
Zur knotenweisen Formulierung der Randbedingungen betrachten wir
jetzt einen Knoten PEJ auf Θ, mit den Koordinaten XPα. Seine Freiheits-
grade, die zur Generierung von WE beno¨tigt werden, fassen wir zu dem
Knotenvektor gE[6]J zusammen und es soll gelten
gE[6]J :=

GE[6N ]3;6(J−1)+1
GE[6N ]3;6(J−1)+2
GE[6N ]3;6(J−1)+3
GE[6N ]3;6(J−1)+4
GE[6N ]3;6(J−1)+5
GE[6N ]3;6J

=

W (X1, X2)
∂W (X1,X2)
∂X1
∂W (X1,X2)
∂X2
∂2W (X1,X2)
∂X21
∂2W (X1,X2)
∂X22
∂2W (X1,X2)
∂X1∂X2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(X1,X2)=(XJ1,XJ2)
.
Fu¨hren wir jetzt ein lokales Koordinatensystem ein, dessen Ursprung
gema¨ß Abbildung 7.7 im Knoten liegt, dessen eine Koordinate s im Knoten
tangential an Θ liegt und dessen andere Koordinate n im Knoten normal
auf Θ steht, ko¨nnen wir einen Randknotenvektor gR[6]J einfu¨hren, fu¨r den gilt
gR[6]J :=

GR[6N ]3;6(J−1)+1
GR[6N ]3;6(J−1)+2
GR[6N ]3;6(J−1)+3
GR[6N ]3;6(J−1)+4
GR[6N ]3;6(J−1)+5
GR[6N ]3;6J

:=

W (X1, X2)
∂W (X1,X2)
∂n
∂W (X1,X2)
∂s
∂2W (X1,X2)
∂n2
∂2W (X1,X2)
∂s2
∂2W (X1,X2)
∂n∂s

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(X1,X2)=(XJ1,XJ2)
.
Dabei schreiben wir formal GR[6N ]3;6(J−1)+K statt G
R
[6M ]3;6(J−1)+K , falls es ge-
nauM Randknoten gibt, um den Schreibaufwand durch die dann zusa¨tzlich
einzufu¨hrenden Transformationen, nicht unno¨tig zu erho¨hen.
Die zu W = 0 fu¨r (X1, X2) ∈ Θ konsistente Bedingung an den Rand-
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knotenvektor lautet
GR[6N ]3;6(J−1)+1
GR[6N ]3;6(J−1)+3
GR[6N ]3;6(J−1)+5
 =

W (X1, X2)
∂W (X1,X2)
∂s
∂2W (X1,X2)
∂s2

∣∣∣∣∣∣∣∣∣
(X1,X2)=(XJ1,XJ2)
=
 00
0
 .
(7.52)
Die Komponenten des Randknotenvektors, lassen sich durch folgende Trans-
formation in die Elemente des Knotenvektors u¨berfu¨hren:
gR[6]J = t
R
[6,6]Jg
E
[6]J bzw.
GR[6N ]3;6(J−1)+K =
6∑
L=1
TR[6N,6N ]6(J−1)+K;6(J−1)+LG
E
[6N ]3;6(J−1)+L, (7.53)
wobei wir auch hier aus Gru¨nden des Schreibaufwandes TR[6N,6N ]P ;Q statt
TR[6M,6N ]P ;Q schreiben. Es gilt
TR[6N,6N ]6(J−1)+K;6(J−1)+L = t
R
[6]J ;KL δIJ (7.54)
mit
tR[6,6]J =

1 0 0
0 cos(γRJ ) − sin(γRJ )
0 sin(γRJ ) cos(γ
R
J )
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
cos2(γRJ ) sin
2(γRJ ) −2 cos(γRJ ) sin(γRJ )
sin2(γRJ ) cos
2(γRJ ) 2 cos(γ
R
J ) sin(γ
R
J )
cos(γRJ ) sin(γ
R
J ) − cos(γRJ ) sin(γRJ ) cos2(γRJ )− sin2(γRJ )

(7.55)
fu¨r 2 < J < M + 3 und tR[6,6]J ;KL = δKL fu¨r J < 3 oder J > M + 2. Dabei
ist γRJ gema¨ß Abbildung 7.7 der Winkel zwischen X1 und n in P
E
J .
Wir erkennen, dass ein Knoten bei Erfu¨llung der Bedingung (7.52) nur
noch 3 unabha¨ngige Freiheitsgrade bezu¨glich W hat, d.h. 9 Freiheitsgrade
bezu¨glichW und Uα, die den FE-diskretisierten Gleichgewichtsbedingungen
genu¨gen mu¨ssen.
Betrachten wir nun die Situation W = 0 fu¨r (X1, X2) ∈ Θ∗ und bezeichnen
die beiden mit PEJ verbundenen Elementkanten, die auf Θ
∗ liegen, entspre-
chend Abbildung 7.7 mit (+) und (−).
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Abbildung 7.6: Vollkreisvernetzung fu¨r das 2D-Plattenproblem des Wa-
ferbiegetests mit besonders markiertem Auswertungsbereich. Oben: Obere
Ha¨lfte der Vollkreisvernetzung. Unten: Netz der Kontaktfla¨che bei 350-facher
Vergro¨ßerung des oberen Bildes.
Abbildung 7.7: Lokale Koordinatensysteme. Ohne Index: Entlang des Stu¨tz-
kreises Θ. Mit Index: Entlang des Polygons Θ∗ sind (−) und (+) die jewei-
ligen Randkantenindizes.
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Fu¨r jede Elementkante ko¨nnen wir nun knotenweise Randknotenvektoren
einfu¨hren. Im Knoten PEJ gilt damit
G
(−)
[6N ]3;6(J−1)+1
G
(−)
[6N ]3;6(J−1)+3
G
(−)
[6N ]3;6(J−1)+5
 =
 00
0
 und

G
(+)
[6N ]3;6(J−1)+1
G
(+)
[6N ]3;6(J−1)+3
G
(+)
[6N ]3;6(J−1)+5
 =
 00
0
 .
Analog zu tR[6,6]J definieren wir t
(−)
[6,6]J und t
(+)
[6,6]J . Da jedoch γ
(+)
I 6= γ(−)I gilt,
folgen mit
g
(−)
[6]J = t
(−)
[6,6]Jg
E
[6]J und g
(+)
[6]J = t
(+)
[6,6]Jg
E
[6]J
aus den obigen Kantenrandbedingungen insgesamt 5 unabha¨ngige Bedin-
gungen. Im Gegensatz zum Originalproblem hat der Knoten PEJ bezu¨glich
WE nur noch einen Freiheitsgrad. Damit ist das Verschiebungsfeld W ∗E
viel mehr eingeschra¨nkt, als durch das urspru¨ngliche Problem vorgegeben.
Da insbesondere der Gradient in den Knoten komplett verschwindet, er-
halten wir viel kleinere Durchbiegungen. Dies a¨ndert sich auch fu¨r immer
feiner werdende Netze nicht, die gema¨ß (7.9) aus Elementen bestehen, deren
Inneres nicht leer ist.
Wir bringen jetzt die Bedingungen (7.52) auf eine a¨hnliche Form wie
(7.50):
6N∑
B=1
SR[6N,6N ]ABG
R
[3N ]3;B = 0. (7.56)
Wenn wir Θ mit insgesamt M Knoten abtasten und die Knoten von 3 bis
M + 2 durchnummerieren, hat SR[6N,6N ]AB die Gestalt
S[6N,6N ]3;6(I−1)+K;6(J+1)+L =

1 fu¨r I = J, 2 < I < M + 3,K = L,
L ungerade,
0 fu¨r alle anderen Indexkombinationen.
(7.57)
Um (7.56), wie na¨chsten Abschnitt gezeigt, mit den FE-diskretisierten
Gleichgewichtsbedingungen in Beziehung zu bringen, fu¨hren wir jetzt die
Matrix SE[6N,6N ]AB ein, die unter Verwendung von (7.54) durch die folgende
Transformation definiert ist:
SE[6N,6N ]CD =
6N∑
A,B=1
TR[6N,6N ]ACS
R
[6N,6N ]ABT
R
[6N,6N ]BD. (7.58)
Multiplizieren wir (7.58) von links mit der Transponierten der Matrix
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TR[6N,6N ] ergibt sich
6N∑
A,B=1
TR[6N,6N ]ACS
R
[6N,6N ]ABG
R
[6N ]3;B =
6N∑
D=1
SE[6N,6N ]CDG
E
[6N ]3;D = 0. (7.59)
Von diesen 6N Gleichung sind bei M Knoten auf Θ genau 3M nichttrivial.
Sie bilden zusammen mit den 3 nichttrivialen Gleichungen aus (7.50) die
3(M + 1) Knotenverschiebungsrandbedingungen der hier vorgestellten FE-
Diskretisierung des von Ka´rma´n’schen Plattenproblems.
7.6 Das vollsta¨ndigeNewton-Schema des Gesamt-
problems
Um abschließend das vollsta¨ndige algebraische Gesamtproblem aufzustellen,
fu¨r das dann das zugeho¨rige Newton-Schema berechnet wird, sei hier noch
einmal daran erinnert, dass die beiden resultierenden nichtlinearen Gleichun-
gen (7.43) und (7.46) nicht fu¨r UE ,VE ∈ VE0 , sondern fu¨r UE ,VE ∈ VE
aufgestellt wurden. Dabei haben wir im Abschnitt 7.3.1 den Raum VE ⊂
V als endlichdimensionalen Unterraum von V definiert, wobei wir mit V
gema¨ß (7.3) den Raum der Funktionen beschreiben, die alle notwendigen
Differenzierbarkeits- und Integrierbarkeitseigenschaften der schwache For-
mulierung erfu¨llen. VE0 ⊂ VE ∩ V0 hingegen ist als endlichdimensionaler
Unterraum von V0 gema¨ß (7.2) definiert, in dem neben den Anforderungen
von VE auch noch die Verschiebungsrandbedingungen erfu¨llt sind.
Insbesondere folgt, wie im Weiteren ausgefu¨hrt, aus VE ∈ VE0 , dass
3(M + 1) der 12N Gleichungen von (7.43) und (7.46) nicht zur Verfu¨gung
stehen. Dabei haben wir wie im letzten Abschnitt angenommen, dass das
betrachtete Netz aus insgesamt N Knoten besteht, von denen M auf der
Kurve Θ liegen.
Bei Verwendung der gleichen Knotennummerierung wie im letzten Ab-
schnitt, gelten fu¨r VE ∈ VE0 analog zu den Knotenverschiebungsrandbedin-
gungen (7.48) und (7.49) die Bedingungen QE[3N ]α;1 = 0 und Q
E
[3N ]2;4 = 0.
Damit gilt die Gleichung (7.43)
∑
T
9∑
I=1
 9∑
J=1
G
(T )
[9]β;JK
(T )
[9;9]βJαI Ω
(T )
[9;3N ]αIA
+
1
2
18∑
P,Q=1
G
(T )
[18]3;PG
(T )
[18]3;QD
(T )
[18;18;9]PQαI Ω
(T )
[9;3N ]αIA
 = 0
nicht fu¨r A = 1 und nicht fu¨r das Indexpaar (α,A) = (2, 4), da die Glei-
chungen aus der diskretisierten schwachen Formulierung fu¨r den Fall gewon-
nen wurden, dass QE[3N ]α;A = 0 beliebige Werte annehmen ko¨nnen. Die drei
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fehlenden Gleichungen sind gerade die drei Verschiebungsrandbedingungen
(7.48) und (7.49).
Fu¨r VE ∈ VE0 gelten analog zu den diskretisierten Stu¨tzrandbedingun-
gen (7.58) die Bedingungen QR[6N ]3;A;A = 0 mit A = 6(I−1)+2(K−1)+1 fu¨r
2 < I < M + 3 und 1 ≤ K ≤ 3. Da dies eine Formulierung in Randknoten-
gro¨ßen ist, extrahieren wir aus der diskretisierten schwachen Formulierung
(7.44) unter Verwendung der Transformation (7.54) statt der Gleichungen
(7.46) die transformierten Gleichungen
6N∑
B
∑
T
18∑
P
 18∑
Q
9∑
J
G
(T )
[18]3;QD
(T )
[18,18,9]QPβJ G
(T )
[9]β;J
+
1
2
18∑
Q,O,V
G
(T )
[18]3;O G
(T )
[18]3;VD
(T )
[18,18,18,18]QPOV G
(T )
[18]3;Q
+
18∑
Q
G
(T )
[18]3;QK
(T )
[18,18]QP − P
(T )
[18]P
 Ω(T )[18;6N ]3;PB(TR)−1[6N,6N ]BD = 0.
Diese Gleichungen gelten nicht fu¨r D = 6(I − 1) + 2(K − 1) + 1, falls 2 <
I < M + 3 und 1 ≤ K ≤ 3 gilt, da fu¨r diesen Wert von D in der schwachen
Formulierung QR[6N ]3;D = 0 gilt. Stattdessen gelten die 3M diskretisierten
Stu¨tzrandbedingungen GR[6N ]3;D =
∑6N
C=1 T
R
[6N,6N ]3;DCG
E
[6N ]3;C = 0.
Hatte das urspru¨ngliche Teilsystem (7.46) die Gestalt fB(GE[6N ]3) = 0, haben
wir jetzt ein System der Gestalt
6N∑
B=1
f∗B(G
E
[6N ]3)) (T
R)−1[6N,6N ]BD = 0,
was a¨quivalent ist zum modifizierten System f∗B(G
E
[6N ]3) = 0. Dabei unter-
scheiden sich beide Systeme dadurch, dass die Lo¨sungen des urspru¨nglichen
Systems die diskretisierten Verschiebungsrandbedingungen im allgemeinen
nicht erfu¨llen, wa¨hrend die Lo¨sungen des modifizierten Systems die Rand-
bedingungen erfu¨llen.
Aus programmiertechnischer Sicht la¨sst sich eine solche Vorgehensweise
nur sehr aufwa¨ndig realisieren. Deshalb werden hier die Randbedingungen
unter Verwendung der so genannten Penalty-Technik beru¨cksichtigt. Fu¨r
detaillierte Ausfu¨hrung zu dieser Vorgehensweise sei hier auf Zienkiewicz
[116] und die dort aufgefu¨hrte weitere Literatur verwiesen.
Bei der Penalty-Methode multiplizieren wir die Gleichungen der Ver-
schiebungsrandbedingungen in der Gestalt von (7.50) und (7.59) mit einer
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geeignet großen Straf-Funktion c, so dass wir
c
3N∑
B=1
S[3N,3N ]αAβBG
E
[3N ]βB = 0 und c
6N∑
D=1
SE[6N,6N ]CDG
E
[6N ]3;D = 0
(7.60)
erhalten. Die linke Gleichung von (7.60) addieren wir zur urspru¨nglichen
Scheibengleichung (7.43) und die rechte Gleichung von (7.60) zur urspru¨ng-
lichen Plattengleichung (7.46).
Eine anschauliche Interpretation dieser Vorgehensweise ist die folgende:
Wir betrachten die urspru¨nglichen Verschiebungsrandbedingungen als kno-
tenweise starre Fesseln. Die starren Fesseln werden jetzt durch elastische
Fesseln hoher Steifigkeit ersetzt. Dabei muss der Wert der Federsteifigkeit
so hoch sein, dass er viel gro¨ßer ist als die Werte der diskretisierten Steifig-
keiten des elastischen Plattenmaterials.
Das Newton-Schema des Gesamtsystems lautet K
E
[3N,3N ]αAβB + cS
E
[3N,3N ]αAβB K
E(K)
[3N,6N ]αAD
K
E(K)
[3N,6N ]βBC K
E(K)
[6N,6N ]CD + cS
E
[6N,6N ]CD

×
 ∆G
E(K+1)
[3N ]βB
∆GE(K+1)[6N ]3;D
 =
 −F
E(K)
[3N ]αA − cSE[3N,3N ]αAβBG
E(K)
[3N ]βB
PE[6N ]C − F
E(K)
[6N ]C − cSE[6N,6N ]CDG
E(K)
[6N ]3;D
 ,
(7.61)
wobei wir speziell hier die Summationskonvention nicht nur fu¨r griechische
Indizes von 1 bis 2 verwendet haben, sondern zusa¨tzlich auch fu¨r die Groß-
buchstaben A und B von 1 bis 3N und fu¨r die Großbuchstaben C und D
von 1 bis 6N . Der kalligraphische Buchstabe K sei hier der Iterationsindex
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des Newton-Verfahrens. Dabei wurden folgende Abku¨rzungen verwendet:
∆GE(K+1)[3N ]βB := G
E(K+1)
[3N ]βB −G
E(K)
[3N ]βB, ∆G
E(K+1)
[6N ]3;D := G
E(K+1)
[6N ]3;D −G
E(K)
[6N ]3;D,
PE[6N ]C =
∑
T
18∑
P
P
(T )
[18]P Ω
(T )
[18;6N ]3;PC ,
F
E(K)
[6N ]C =
∑
T
18∑
P,Q
K(T )[18,18]QPG(T )(K)[18]3;Q + 9∑
J
G
(T )(K)
[18]3;QD
(T )
[18,18,9]QPβJ G
(T )(K)
[9]β;J
+
1
2
18∑
O,V
G
(T )(K)
[18]3;O G
(T )(K)
[18]3;VD
(T )
[18,18,18,18]QPOV G
(T )(K)
[18]3;Q
 Ω(T )[18;6N ]3;PC ,
F
E(K)
[3N ]αA =
∑
T
9∑
I=1
 9∑
J=1
G
(T )(K)
[9]β;J K
(T )
[9;9]βJαI Ω
(T )
[9;3N ]αIA
+
1
2
18∑
P,Q=1
G
(T )(K)
[18]3;P G
(T )(K)
[18]3;Q D
(T )
[18;18;9]PQαI Ω
(T )
[9;3N ]αIA
 ,
KE[3N,3N ]αAβB =
∑
T
9∑
I,J=1
Ω(T )[9;3N ]αIAK
(T )
[9;9]αIβJ Ω
(T )
[9;3N ]βJB,
K
E(K)
[3N,6N ]βBC =
∑
T
18∑
P,Q
9∑
J
Ω(T )[18;6N ]3;PC G
(T )(K)
[18]3;QD
(T )
[18,18,9]QPβJ Ω
(T )
[9;3N ]β;JB,
K
E(K)
[6N,6N ]CD =
∑
T
18∑
P,Q
Ω(T )[18;6N ]3;QD
K(T )[18,18]QP + 9∑
J
D
(T )
[18,18,9]QPβJ G
(T )(K)
[9]β;J
+
3
2
18∑
O,V
D
(T )
[18,18,18,18]QPOV G
(T )(K)
[18]3;O G
(T )(K)
[18]3;V
 Ω(T )[18;6N ]3;PC .
Das System (7.61), einschließlich der vorgestellten Elemente, wurde vom Au-
tor in die WIAS -Toolbox pdelib [47] implementiert, so dass jetzt die Span-
nungsberechnung, und der experimentelle Vergleich erfolgen kann. Bevor wir
die eigentlichen Berechnungen zum Biegetest im na¨chsten Abschnitt grafisch
oder tabellarisch vorstellen, vergleichen wir noch einige numerische Ergeb-
nisse mit analytischen Lo¨sungen der Kirchhoff ’schen Plattentheorie.
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7.7 Numerische Ergebnisse
7.7.1 Kirchhoff -Test zum Plattenparadox
Die erste numerische Untersuchung befasst sich mit der Genauigkeit des 18-
Freiheitsgrad-Plattenelements in Verbindung mit den vorgeschlagenen FE-
Randbedingungen. Dazu vergleichen wir in Abbildung 7.8 die analytische
Lo¨sung des betrachteten Biegeversuchs bei isotroper Materialannahme, Ver-
wendung der linearen Kirchhoff -Theorie und der Lastaufbringung in Form
einer Punktlast.
Abbildung 7.8: Verschiebungsverlauf bei isotroper Voigt-Mittelung mit den
in Tabelle A.4 angegebenen isotropen Konstanten fu¨r f = 1 N. Blaue Linie:
analytische Lo¨sung. Rote Punkte: FE-Lo¨sung in den Knoten.
Die Platte wird unter einer Kraft von 1 N gebogen. Als isotropes Ma-
terialgesetz wurde zuna¨chst die 3D-Mittelung der kubisch anisotropen Da-
ten nach Voigt gema¨ß Tabelle A.4 auf Seite 199 gewa¨hlt. Die analytische
Lo¨sung ist im Anhang (B.19) angegeben. Wir erkennen in Abbildung 7.8,
dass die Werte der Knotenverschiebungen genau auf der Linie der analyti-
schen Lo¨sung liegen. Der Fehler liegt bei etwa 1. Das heißt, das Platten-
paradox tritt nicht auf. Fu¨r den analytischen Wert im Mittelpunkt erhalten
wir mit den hier angegebenen Zahlenwerten Wmax = 0, 078533 mm, fu¨r die
FE-Rechnung Wmax = 0, 078561 mm. Fu¨r die numerische Lo¨sung wurde
mit einem FE-Netz des Vollkreises gerechnet, das aus ca. 1700 Knoten be-
steht. Dabei ist anzumerken, dass die hohe Knotenzahl nur der fu¨r spa¨tere
Rechnungen beno¨tigten genauen Darstellung der Kontaktfla¨che geschuldet
ist.
Wenn wir das gleiche Netz fu¨r eine Rechnung benutzen, die das Polygon
als Stu¨tzrand verwendet, so dass in den Knoten keine Durchbiegungsgradi-
enten auftreten ko¨nnen, liegt die maximale Durchbiegung bei 0,0413 mm,
was einem relativen Fehler von 47% entspricht.
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kubisch 3D-Voigt 3D-Eisenbg. 3D-Reuss 3D-Hill
W in mm 0,09660 0,07853 0,08056 0,08284 0, 08284
Fehler in % 0 18,7 16,6 14,2 14,2
(7.62) 2D-Voigt 2D-Eisenbg. 2D-Reuss 2D-Hill
W in mm 0,09659 0,07878 0, 08167 0,08462 0,08161
Fehler in % 0,008 18,4 15,5 12,3 15,5
Tabelle 7.2: Maximale Durchbiegungen nach der linearen Theorie fu¨r einen
Waferdurchmesser von 150 mm, Stu¨tzradius 142 mm, Druckkraft 1 N. Iso-
trope Na¨herung nach Voigt, Eisenberg, Reuss und Hill fu¨r GaAs, berechnet
aus den Voigt ’schen Konstanten gema¨ß (3.1). Die eigene Na¨herung wurde
aus Formel (7.62) berechnet.
7.7.2 Vergleich der isotropen Mittelungsformeln bezu¨glich
der maximalen Durchbiegung
Da das Problem geometrisch rotationssymmetrisch ist, sind wir an einer
geeigneten isotropen Approximation interessiert. Deshalb vergleichen wir
die maximale Durchbiegung der kubisch anisotropen FE-Kirchhoff-Lo¨sung
mit den acht gema¨ß der Tabellen A.4 und B.1 zur Verfu¨gung stehenden
Mittelungsformeln. Das Resultat ist in Tabelle 7.2 zusammengefasst.
Wir erhalten, dass alle Mittelungsformeln zur Berechnung der Durchbie-
gung im Grunde unbrauchbare Ergebnisse liefern, da sie alle Fehler zwischen
12 und 19 Prozent erzeugen, wobei alle Mittelungen zu steif sind. Außerdem
fa¨llt auf, dass bis auf die Hill -Mittelung die 2D-Mittelungsformeln das ku-
bische Verhalten besser na¨hern als die 3D-Mittelungen. Schließlich erkennen
wir, dass das 2D-Reuss-Mittel, wie bei der isotropen Mittelung der Kon-
taktfla¨che im Kapitel 6, die besten Resultate liefert.
Konstruieren wir jetzt eine isotrope Mittelung, die der Bedingung (A.14)
genu¨gt und einen minimalen Fehler aufweist, erhalten wir
EDI = 91, 76 GPa und νDI = 0, 2975. (7.62)
Berechnen wir mit diesen Konstanten die Kontaktfla¨che der Hertz ’schen
Pressung, ergibt sich die in Abbildung 7.9 gezeigte Kurve.
Im Vergleich zu den Abbildungen 6.2 und 6.3 ist erkennbar, dass die Kon-
taktfla¨che besser gena¨hert wird als durch die theoretisch abgeleiteten isotro-
pen Mittel. Die Kontaktfla¨che ist hier etwas gro¨ßer als im anisotropen Fall.
Der entsprechendeWert fu¨r I gema¨ß Tabelle 6.3 lautet I = 3.69599 107Pa−2/3.
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Abbildung 7.9: Kontaktfla¨che zwischen einem 〈100〉-orientierten GaAs-
Halbraum und einer Stahlkugel mit dem Radius RK bei einer Druckkraft
f = 100 N fu¨r rein elastisches Materialverhalten. Rot: Druckfla¨che in der
(100)-Ebene. Die Kreisfla¨che resultiert aus der isotropen Na¨herungen gema¨ß
Formel (7.62).
7.7.3 Nichtlineare anisotrope Rechnung im Vergleich zum
Experiment
Die einzigen vorliegenden experimentellen Daten sind die maximalen Durch-
biegewerte in Abha¨ngigkeit von der Kraft f . In Abbildung 7.10 erkennen
wir, dass die experimentellen Werte sehr gut mit den numerischen Daten
u¨bereinstimmen. Wir erkennen jedoch an den berechneten Durchbiegungen
auch, dass sich die numerisch berechnete Modellplatte leicht steifer als die
Platte im Experiment verha¨lt, sofern Messfehler auszuschließen sind. Die
Abweichungen zum Fit liegen bei maximal 4%. Die Werte der berechneten
Daten sind in Tabelle 7.3 angegeben.
Anhand dieser Experimente konnte sofort die im Abschnitt 4.3.4 gestell-
te Modellierungsfrage gekla¨rt werden, ob es tatsa¨chlich zum Abgleiten der
Platte auf dem Stu¨tzrand kommt. Abbildung 7.11 zeigt die Gleitlo¨sung im
Vergleich zur Haftlo¨sung, die resultiert, wenn der Wafer frei drehbar hori-
zontal auf dem Stu¨tzrand haften wu¨rde. Die Annahme der Randbedingung
Haften widerspricht dem experimentellen Befund. Außerdem wird in Abbil-
dung 7.11 noch einmal die vo¨llige Unzula¨nglichkeit der linearen Theorie fu¨r
den hier betrachteten Lastbereich gezeigt, fu¨r die es gar nicht mo¨glich ist,
zwischen Haften und Gleiten zu unterscheiden.
155
Abbildung 7.10: Vergleich der maximalen Durchbiegungen in Theorie und
Experiment fu¨r einen Waferdurchmesser von 150 mm nach [35]. Die Expe-
rimente wurden zum einen Teil mit Stahldruckkugeln zum anderen Teil mit
Teflondruckkugeln durchgefu¨hrt.
Abbildung 7.11: Vergleich der maximalen Durchbiegung fu¨r die beiden Kon-
taktbedingungen reibungsfreies Gleiten (mittlere Punktkurve) und Haften
(unter Punktkurve). Die roten Punkte resultieren aus der Kirchhoff -Lo¨sung
(obere Punktgerade)
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Schließlich sei hier noch bemerkt, dass es auf diese Weise mo¨glich war, an-
hand der berechneten Daten einen schwer wiegenden systematischen Mess-
fehler in der Lastdurchbiegungskurve fu¨r den Wafer mit 100 mm Durchmes-
ser aufzudecken.
7.7.4 Spannungsverla¨ufe mit anisotropen Effekten fu¨r Wafer
mit 150 mm Durchmesser
Im Folgenden sind die Verla¨ufe der Radialspannung σrr, der Torsions-Schub-
spannung σrϕ und der Tangentialspannung σϕϕ beispielhaft fu¨r die Kraft
f = 100 N fu¨r die drei Winkel ϕ = 0◦, 22.5◦, 45◦ darstellt. Die Definition des
Winkels entspricht der von Abbildung 6.1. Die Tangential- und Radialspan-
Abbildung 7.12: Radialspannungen auf der Seite X3 = h/2 fu¨r verschiedene
Orientierungswinkel, aufgetragen u¨ber den gesamten Waferradius bei einer
Druckkraft von f = 100 N.
nungen steigen zur Mitte hin sehr steil an. Ihre anisotropen Anteile werden
durch die Absta¨nde der verschiedenen Kurven sichtbar. Die anisotropen Ab-
weichungen sind vernachla¨ssigbar klein. Betrachten wir die Radialspannung
in der Umgebung des Plattenmittelpunktes, so ko¨nnen wir in Abbildung
7.14 erkennen, dass der Spannungsverlauf in der Na¨he des Kontaktradius
0,113 mm < r < 0,122 mm einen Wendepunkt besitzt und von dort aus
immer flacher auf sein Maximum ansteigt. Die winkelabha¨ngigen Werte des
Kontaktradius sind in Tabelle 6.1 auf Seite 111 angegeben.
Die Torsions-Schubspannungen σrϕ sind rein anisotroper Natur, da sie im
isotropen Fall identisch Null sind. In diesem Sinne verha¨lt sich die Torsions-
Schubspannung auf der 〈100〉-Achse , d.h. bei ϕ = 0◦, wie im isotropen Fall.
Die Werte der maximalen Torsions-Schubspannungen erreichen ho¨chstens
4% Prozent der gro¨ßten Werte der Radial- und Tangentialspannung und
bauen sich am Rand der Kontaktfla¨che zu lokalen Maxima auf.
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Abbildung 7.13: Tangentialspannungen auf der Seite X3 = h/2 fu¨r verschie-
dene Orientierungswinkel, aufgetragen u¨ber den gesamten Waferradius bei
einer Druckkraft von f = 100 N.
Abbildung 7.14: Radialspannungen auf der Seite X3 = h/2 fu¨r verschie-
dene Orientierungswinkel, aufgetragen bis zu einem Radius, der etwa dem
zehnfachen des Kontaktradius entspricht, bei einer Druckkraft von f = 100
N.
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Abbildung 7.15: Torsions-Schubspannungen auf der Seite X3 = h/2 fu¨r ver-
schiedene Orientierungswinkel, aufgetragen u¨ber den gesamten Waferradius
bei einer Druckkraft von f = 100 N.
Die vollsta¨ndigen Berechnungen u¨ber dem gesamten Lastbereich von 50
N bis 450 N wurden auftragsgema¨ß fu¨r die Firma FCM erstellt und gingen in
deren Eigentum u¨ber. Sie zeigen immer einen a¨hnlichen Verlauf, wie die hier
fu¨r die Druckkraft 100 N dargestellten Kurven, so dass auf ihre Pra¨sentation
hier verzichtet werden kann.
7.7.5 Beurteilung der Maximalspannungen im Lichte der
Plattentheorie
Wa¨hrend wir die Gu¨te der hier vorgestellten Verschiebungsberechnungen
durch direkten Vergleich mit dem Experiment beurteilen ko¨nnen, haben wir
ein solches Werkzeug zur Beurteilung der berechneten Spannungen nicht.
Wir erinnern daran, dass die verwendete Plattentheorie eigentlich nur das
Verhalten der fu¨hrenden Terme asymptotisch entwickelter Verschiebungen
exakt beschreiben. Es stellt sich daher die Frage, ob das Problem in ausrei-
chender Genauigkeit nur durch seine fu¨hrenden Terme beschrieben werden
kann. Ist dies der Fall, mu¨ssen alle Annahmen, die fu¨r die klassische Herlei-
tung im Abschnitt 5.3.1 gemacht wurden, zutreffen.
Die Bedingungen an die Verschiebungen |uα| ¿ |u3| ¿ RI sind fu¨r alle
Rechnungen in ausreichendem Maße erfu¨llt. Dagegen sind die Bedingungen
|σ33| ¿ |σ3α| ¿ ‖σαβ‖ nur fu¨r Bereiche erfu¨llt, in denen X21 +X22 > (ρh)2
gilt. Im hier vorliegenden Fall erwies sich ρ = 5 als brauchbarer Wert. Fu¨r
X21+X
2
2 < (ρh)
2 ist die Bedingung nur fu¨r X3 = h/2 und in den unmittelbar
daru¨berliegenden Schichten erfu¨llt. Die gro¨ßte Verletzung dieser Bedingung
liegt im Punkt (X1, X2, X3) = (0, 0,−h/2) vor. Die entsprechenden Werte
sind in Tabelle 7.3 aufgelistet. Die Spannung σr3 ist dort Null.
Wir erkennen, dass in diesem Punkt die Voraussetzungen zur Gu¨ltigkeit
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f w(0, 0, X3) σrr(0, 0, h2 ) σrr(0, 0,−h2 ) σ33(0, 0,−h2 )
in N in mm in MPa in MPa in MPa
50 1,670 383,3 -328,6 -2719
100 2,584 691,6 -580,5 -3426
150 2,668 972,5 -805,6 -3921
200 2,994 1237 -1014 -4316
250 3,269 1488 -1209 -4649
300 3,510 1729 -1395 -4940
350 3,725 1962 -1572 -5201
400 3,920 2188 -1742 -5438
450 4,100 2406 -1904 -5655
Tabelle 7.3: Maximalspannungen und -verschiebungen in Abha¨ngigkeit
von der Druckkraft f bei (X1, X2, X3) = (0, 0,±h/2). Fu¨r jedes f gilt
σ33(0, 0, h2 ) = σr3(0, 0,±h2 ) = 0.
der Plattentheorie verletzt sind. Damit sind die dort berechneten Spannungs-
werte in einem viel gro¨ßerem Maße fehlerbehaftet als die Spannungswerte
in den Gebieten, in denen die Beziehung nicht verletzt ist. Dass die Span-
nungen nur in dem eng begrenzten Bereich einen gro¨ßeren Fehler aufweisen,
la¨sst sich wegen der Kleinheit der Kontaktfla¨che, deren Durchmesser in der
Gro¨ßenordnung der Plattendicke liegt, mit dem Prinzip von Saint-Venant
begru¨nden. Außerdem erkennen wir, dass die Verletzung fu¨r kleinere Kra¨fte
gro¨ßer ist als fu¨r gro¨ßere Kra¨fte, da die Kontaktfla¨che u¨berproportional mit
der Druckkraft wa¨chst.
Um die tatsa¨chlichen Spannungen zu ermitteln, mu¨sste jetzt das so ge-
nannte Kernstu¨ck der Platte5 nach einer 3D-Theorie berechnet werden. Als
Kernstu¨ck einer Platte unter einer lokal begrenzten Last wollen wir einen
zylindrischen Ausschnitt der Platte u¨ber der gesamten Dicke verstehen, an
dessen Radius wir zwei Forderungen stellen. (1.) Er muss groß genug sein, so
dass an seinem Rand die von der lokal begrenzten Fla¨chenlast herru¨hrenden
Fehler entsprechend dem Prinzip von Saint-Venant bereits abgeklungen
sind, so dass dort die Plattentheorie gilt. (2.) Der Radius sollte nicht so
groß sein, dass der so beschriebene Kernzylinder selbst wieder eine du¨nne
Platte ist, so dass wir wieder numerische Probleme mit der Genauigkeit be-
kommen, die typischerweise bei 3D-Berechnungen von du¨nnen, auf Biegung
beanspruchten, Strukturen auftreten.
Die Berechnung des Kernzylinders kann in drei Schritten erfolgen. (i)
Berechnung des Gesamtproblems mit der von Ka´rma´n’schen Plattentheo-
rie. (ii) Auswertung der berechneten Spannungen bzw. Schnittgro¨ßen auf
der Mantelfla¨che des Kernzylinders. (iii) Berechnung des 3D-Problems fu¨r
5Diese Bezeichnung wird z.B. von Fo¨ppl in [42] gewa¨hlt.
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den Kernzylinder mit den aus der 2D-Plattentheorie gewonnenen Randspan-
nungen. (iv) Vergleich der nach beiden Theorien berechneten Verschiebungs-
und Spannungswerte im Punkt (X1, X2, X3) = (0, 0, h/2).
Abbildung 7.16: Kernzylinder der Platte unter der lokal begrenzten Last p
mit den Randspannungen aus der 2D-Plattentheorie. Die axiale Schubspan-
nung σrz in der Mantelfla¨che ist als resultierende Querkraft Qr dargestellt.
Unterliegt der Kernzylinder fu¨r sich auch wieder moderaten Durchbie-
gungen, d.h. liegen die mit der Plattentheorie berechneten Durchbiegungen,
gemessen vom Rand der Kernzylinders, in der Gro¨ßenordnung der Platten-
dicke, muss auch fu¨r den 3D-Fall nach der nichtlinearen Theorie gerechnet
werden. Zur Lo¨sung dieses Problems bietet sich letztlich wieder die Methode
der Finiten Elemente an.
Sind die Durchbiegungen im Kernzylinder hingegen klein gegenu¨ber der
Plattendicke, bietet sich die Verwendung der linearen Theorie an. Da fu¨r
kubische Materialsymmetrie im Allgemeinen keine analytischen Lo¨sungen
zur Verfu¨gung stehen, muss auch dieses Problem letztlich numerisch gelo¨st
werden.
Haben wir jedoch ein brauchbares isotropes Ersatzmodell zur Hand,
ko¨nnen auch analytische Lo¨sungen verwenden. Als Werkzeug stehen uns hier
die Lo¨sungsansa¨tze von Papkowitsch [88] und Neuber [79] zur Verfu¨gung. Ei-
ne spezielle Variante der linearen 3D-Theorie ist die Theorie dicker Platten,
deren wesentliche Grundzu¨ge schon 1925 von Na´dai in [77] vorgestellt wur-
den.
Im na¨chsten Kapitel stellen wir diese Theorie vor und rechnen einfa-
che Testbeispiele, um die hier berechnete Maximalspannung an Hand dieser
Theorie beurteilen zu ko¨nnen.
Um festzustellen, ob der Kernzylinder in guter Na¨herung mit der li-
nearen Elastizita¨tstheorie berechnet werden kann, tragen wir die Durchbie-
gungsdifferenz w(r, 0, X3) − w(0, 0, X3) = W (r, 0) − W (0, 0) fu¨r f = 100
N und f = 450 N im Intervall 0 ≤ r ≤ 5h auf und vergleichen sie mit h
und h2/(2RI)¿ h. Wir erkennen in Abbildung 7.17, dass im Kernzylinder
tatsa¨chlich |W (X1, 0)−W (0, 0)| ¿ h erfu¨llt ist, was fu¨r die Verwendung der
linearen Theorie spricht.
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Abbildung 7.17: Durchbiegungsdifferenz w(r) − w(0) im Kernzylinder der
Platte fu¨r die Druckkra¨fte f = 100 N (rot) und f = 450 N (blau). Fu¨r
|w(r)−w(0)| ≈ h2RI liegen kleine Durchbiegungen vor, fu¨r |w(r)−w(0)| ≈ h
wu¨rden moderate Durchbiegungen vorliegen.
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Kapitel 8
Analytische Lo¨sungen fu¨r
isotrope dicke Kreisplatten
kleiner Durchbiegung
8.1 Die Biegung des Kernzylinders als isotropes
rotationssymmetrisches 3D-Problem
Im letzten Abschnitt des Kapitels 7 ergab sich, dass eine genaue Untersu-
chung der Verha¨ltnisse unter der Druckkugel no¨tig ist. Dies resultiert daraus,
dass in der Umgebung des Kontaktbereiches die mit Hilfe der Plattentheorie
berechneten Spannungen den Annahmen fu¨r die Gu¨ltigkeit der Plattentheo-
rie widersprechen.
In diesem Kapitel betrachten wir das Kernzylinderproblem als ein linea-
res rotationssymmetrisches Biegeproblem einer dicken isotropen Kreisplatte.
Wir sprechen von Kreisplatten, wenn die Zylinderho¨he kleiner als der Zylin-
derdurchmesser ist, so dass der Mantel des Zylinders gegenu¨ber den Zylin-
derdeckfla¨chen als schmal bezeichnet werden kann. Die lineare Theorie der
dicken Platte unterscheidet sich von der vollsta¨ndigen linearen 3D-Theorie
dadurch, dass die gesuchten Lo¨sungen am schmalen Plattenrand die Rand-
bedingungen nur statisch a¨quivalent erfu¨llen mu¨ssen. Diese Vorgehensweise
ist bereits aus der 2D-Theorie du¨nner Platten bekannt und wird auch in der
2D-Theorie moderat dicker Platten angewandt.
Einige spezielle Randwertprobleme ko¨nnen mit der Theorie der dicken
Platte auch exakt gelo¨st werden. Im hier vorliegenden Fall wird das Problem
in verschiedene Teilprobleme zerlegt, die exakt lo¨sbar sind. In ihrer Super-
position erfu¨llen die Teillo¨sungen die Randbedingungen des urspru¨nglichen
Problems auf den breiten Plattenra¨ndern exakt und auf den schmalen nur
statisch a¨quivalent.
Die Lo¨sung des Problems der dicken Platte erfolgt mit Hilfe von Verschie-
bungsansa¨tzen, die aus harmonischen Funktionen bestehen. Diese Ansa¨tze
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wurden von Papkowitsch 1932 [88] und Neuber 1934 [79] voneinander un-
abha¨ngig gefundenen. Da diese Ansa¨tze unabha¨ngig von den konkreten Rand-
bedingungen sehr allgemein formuliert werden, ist es mit ihrer Hilfe mo¨glich,
zahlreiche 3D-Randwertaufgaben analytisch zu lo¨sen. Diverse Beispiele hier-
fu¨r lassen sich z.B. in Neuber [80], Lurje [72] oder Vocke [109] finden. Die
Theorie dicker Platten verwendet nur ein Teil dieser Ansa¨tze, indem der
andere Teil der Ansa¨tze Null gesetzt wird. Das Fehlen dieser Ansa¨tze fu¨hrt
auf etwas weniger komplexe Rechnungen, um den bereits erwa¨hnten Preis,
beliebige Randbedingungen auf dem schmalen Plattenrand nur statisch a¨qui-
valent erfu¨llen zu ko¨nnen.
Wir leiten im na¨chsten Abschnitt die Verschiebungsansa¨tze von Papko-
witsch und Neuber in Kartesi ’schen Koordinaten her und u¨bertragen sie
im u¨berna¨chsten Abschnitt auf den rotationssymmetrischen Fall in Zylin-
derkoordinaten, um einen Teil der so gefundenen Ansa¨tze zur Lo¨sung des
Problems fu¨r dicke Platten zu benutzen. In der Darstellung folgen wir hierbei
den Bu¨chern von Neuber [80], Lurje [72], Vocke [109] und Na´dai [77].
Danach stellen wir einige wichtige Klassen harmonischer Lo¨sungen vor,
mit denen sich die oben genannten Teilaufgaben exakt lo¨sen lassen. Schließ-
lich geben wir den vollsta¨ndigen Lo¨sungsweg an, wie aus den mittels FEM
errechneten Schnittgro¨ßen das Kernzylinderproblem als 3D-Problem einer
dicken Platte gelo¨st werden kann. Mit dieser Lo¨sung ko¨nnen dann die ge-
suchten maximalen Zugspannungen angegeben werden.
Um den Umfang dieser Arbeit nicht noch weiter zu erho¨hen, verzichten
wir auf die zahlenma¨ßige Auswertung der Schnittgro¨ßen des Kernzylinders
fu¨r die aus der FE-Rechnung am Ende des Kapitels 7 berechneten Daten.
Stattdessen nehmen wir eine Parameterstudie fu¨r das Problem einer am Au-
ßenrand RA frei drehbar gestu¨tzten isotropen Kreisplatte vor. Wir halten die
Druckkraft f konstant und nehmen eine kreisfo¨rmige Kontaktfla¨che an, in
derem Inneren eine konstante Druckspannung p vorliegt. Der vera¨nderliche
Parameter ist der Lastradius RC , fu¨r den sich dann bei kleinen Werten hohe
Druckspannungen p und bei gro¨ßeren Werten kleinere Druckspannungen p
ergeben. Fu¨r h¿ 2RC ≤ 2RA erhalten wir auf diese Weise ein Problem, fu¨r
das die Bedingungen |σ33| ¿ |σ3α| ¿ ‖σαβ‖ bis auf den Stu¨tzrand erfu¨llt
sind, so dass die Resultate der 3D-Theorie praktisch nicht von den Resulta-
ten einer 2D-Theorie fu¨r du¨nne Platten unterscheidbar sind. Wir betrachten
hier jedoch die Situation RC ¿ RA und h¿ 2RA, wobei wir fu¨r die Lastra-
dien RC diejenigen Kontaktradien verwenden, die sich fu¨r den Lastbereich
des Biegetests nach der Hertz ’schen Theorie gema¨ß Kapitel 6 ergeben. Au-
ßerdem betrachten wir das Problem fu¨r die im Abschnitt 3.4 angegebenen
Zahlenwerte der Dickenverha¨ltnisse beider Wafer.
Da das Kernzylinderproblem bei kleinen Lastradien und unvera¨nderlicher
Plattengeometrie auch bei so kleinen Werten von f auftritt, die nur kleine
Durchbiegungen w zur Folge haben, ko¨nnen wir die Wirkung von lokal be-
grenzen Lasten auch wie folgt studieren. Wir begrenzen f so, dass nur klei-
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ne Durchbiegungen resultieren und berechnen die gesamte Platte, und nicht
nur den Kernzylinder, nach der linearen Kirchhoff -Theorie und nach der li-
nearen 3D–Theorie fu¨r dicke Platten. Die Verwendung der Kirchhoff ’schen
Plattentheorie hat den Vorteil, dass wir fu¨r das oben beschriebene Rand-
wertproblem jeweils analytische Lo¨sungen vergleichen ko¨nnen.
Als wichtigstes Resultat ergibt sich, dass die Betra¨ge der Radialspannun-
gen mit der 2D–Theorie fu¨r r = 0 bei X3 = h/2 zu hoch und bei X3 = −h/2
zu niedrig berechnet werden. Fu¨r den Wafer mit 150 mm Durchmesser er-
halten wir fu¨r Lastradien, die aus einer Kugelpressung mit der Druckkraft
von f = 450 bis 500 N resultieren, um 4% zu hohe Radialspannungen. Fu¨r
Lastradien, die aus einer Druckkraft von 50 N resultieren, liegen die Abwei-
chungen bei 20%. Fu¨r RC → 0 ergibt sich nach der 3D–Theorie bei r = 0
und X3 = h/2 im Gegensatz zur 2D–Theorie ein endlicher Grenzwert, der
praktisch immer dann verwendet werden kann, wenn 2RC ¿ h gilt. Eine
umfangreiche Literaturliste zu dieser Problematik wird in dem Buch von
ÃLukasiewicz [71] angegeben.
8.2 Der 3D-Verschiebungsansatz nach
Papkowitsch-Neuber
8.2.1 Formulierung in kartesischen Koordinaten
Ausgangspunkt fu¨r die nachfolgenden Betrachtungen sind die Grundglei-
chungen der linearisierten isotropen Elastizita¨tstheorie. Dies sind die linea-
risierte quasistatische Impulsbilanz (A.37), das Hooke’sche Gesetz (A.35)
und die Definition der linearen Verzerrung (A.34) als symmetrischer An-
teil des Verschiebungsgradienten. Wir lassen in diesem Kapitel den Linea-
risierungsindex L weg. Trotzdem sei noch einmal bemerkt, dass wir diese
Gleichungen gewonnen haben, indem wir das urspru¨nglich nichtlineare Pro-
blem um die Bezugsplatzierung linearisiert haben. Deshalb ist σ hier als
linearisierte 2. Piola-Kirchhoff -Spannung aufzufassen.
Als isotrope elastische Konstanten verwenden wir den Schubmodul µ und
die Querkontraktionszahl ν. In diesen Gro¨ßen hat (A.35) die Darstellung
σij = 2µ
(
εij +
ν
1− 2 ν e δij
)
mit e := εkk. (8.1)
Setzen wir diese Gleichung in die linearisierte Impulsbilanz (A.37) ein, er-
halten wir die drei alternativen Darstellungen
2µ
(
∂εij
∂Xj
+
ν
1− 2ν
∂e
∂Xi
)
= 0, (8.2)
µ
(
∂2ui
∂Xj∂Xj
+
1
1− 2ν
∂e
∂Xi
)
= 0 und (8.3)
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(
(α− 1)δij ∂
2
∂Xk∂Xk
+
∂2
∂Xi∂Xj
)
ui = 0 mit α := 2(1− ν). (8.4)
Die Divergenz von (8.3) fu¨hrt fu¨r ν 6= 1 und ν 6= 0, 5 sowie µ 6= 0 auf
∂2e
∂Xi∂Xi
= 0 bzw. ∆e = 0, (8.5)
wobei ∆ der Laplace-Operator ist.
Funktionen g : Ω → R, fu¨r die ∆g = 0 gilt, werden harmonische Funk-
tionen genannt.
Fu¨r die Verschiebungen wa¨hlen wir nun den allgemeinen Ansatz
2 µ ui = − ∂Ψ
∂Xi
+ 2 α Φi mit (8.6)
∆Φi = 0. (8.7)
Die Funktion Ψ muss so gewa¨hlt werden, dass die Bedingungen (8.3) bzw.
(8.4) identisch erfu¨llt werden. Die harmonischen Funktionen Φi sind zuna¨chst
beliebig. Ihre konkrete Gestalt wird spa¨ter durch jeweiligen Randbedingun-
gen festgelegt.
Zur Bestimmung von Ψ gehen wir wie folgt vor. Wir bilden vom Ansatz
(8.6) die Divergenz und anschließend den Gradienten. Damit erhalten wir
2µ
∂e
∂Xi
=
∂∆Ψ
∂Xi
+ 2α
∂2Φi
∂Xi∂Xj
. (8.8)
Setzen wir (8.8) und (8.6) in (8.3) ein, ergibt sich
1
2
(
−∂∆Ψ
∂Xj
− 1
1− 2ν
∂∆Ψ
∂Xj
+
α
1− 2ν
∂2Φi
∂Xi∂Xj
)
= 0,
was nach Multiplikation mit 1− 2ν auf die Form
α
2
∂
∂Xj
(
2
∂Φi
∂Xi
−∆Ψ
)
= 0 (8.9)
gebracht werden kann. Dies sind drei Gleichungen, die Ψ mit den drei har-
monischen Funktionen Φi verknu¨pfen. Fu¨r bekannte Funktionen Φi bildet
(8.9) ein inhomogenes Differentialgleichungssystem mit der Funktion Ψ als
Unbekannte. Jede spezielle Lo¨sung der Gleichung
∆Ψ = 2
∂Φi
∂Xi
+ κ mit κ = konstant
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erfu¨llt das System (8.9) und damit auch (8.3) oder (8.4). Um zu dem Ver-
schiebungsansatz von Papkowitsch und Neuber zu gelangen, setzen wir κ = 0
und suchen spezielle Lo¨sungen Ψsp von
∆Ψ = 2
∂Φi
∂Xi
. (8.10)
Diese ko¨nnen wir mit dem speziellen Ansatz
Ψsp(X1, X2, X3) = gi(X1, X2, X3) Φi(X1, X2, X3) (8.11)
finden. Dazu nehmen wir zuna¨chst nur an, dass die drei Funktionen
gi(X1, X2, X3) hinreichend oft differenzierbar sind. Wir erhalten
∆Ψsp = ∆giΦi + 2
∂gi
∂Xj
∂Φi
∂Xj
+ gi∆Φi
= ∆giΦi +
2
3
∂gi
∂Xi
∂Φj
∂Xj
+ 2
(
∂gi
∂Xj
− 1
3
∂gk
∂Xk
δij
)
.
Der Koeffizientenvergleich dieser Gleichung mit der rechten Seite von (8.10)
liefert die drei Gleichungen
∆gi = 0,
∂gi
∂Xj
− 1
3
∂gk
∂Xk
δij = 0 und
2
3
∂gk
∂Xk
= 2.
Setzen wir die letzte dieser drei Gleichungen in die mittlere ein, erhalten wir
∂gi
∂Xj
= δij , woraus sofort gi(X1, X2, X3) = Xi folgt. Damit lautet (8.11)
Ψsp(X1, X2, X3) = Xi Φi(X1, X2, X3). (8.12)
Nach dem Einsetzen von (8.12) in den Verschiebungsansatz (8.6) sehen wir,
dass die drei unbekannten Verschiebungen jetzt durch die drei harmonischen
Funktionen Φi ausgedru¨ckt werden. Neuber bezeichnet in [79] und [80] den
Ansatz deshalb auch als Dreifunktionenansatz. Zur endgu¨ltigen Form des
Verschiebungsansatzes von Papkowitsch und Neuber gelangen wir, wenn wir
zur speziellen Lo¨sung von (8.10) die homogene Lo¨sung Ψhom := Φ0 addieren:
Ψ(X1, X2, X3) := Φ0(X1, X2, X3) +Xi Φi(X1, X2, X3)
mit ∆Φ0 = ∆Φi = 0, (8.13)
so dass wir schließlich
2 µ ui = −∂Φ0
∂Xi
− ∂(ΦjXj)
∂Xi
+ 4(1− v)Φi (8.14)
erhalten.
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8.2.2 U¨bergang zum rotationssymmetrischen Fall in Zylin-
derkoordinaten, dicke Kreiszylinderplatten und -sta¨be
Zur Lo¨sung des rotationssymmetrischen Kreiszylinderproblems gehen wir
auf Zylinderkoordinaten u¨ber. Wir definieren r und ϕ gema¨ß (B.14). Außer-
dem definieren wir
z := X3. (8.15)
Die Zylinderkoordinaten r, ϕ und z sind demnach hier Koordinaten der
Bezugsplatzierung. Die Verschiebungen sind wie folgt verknu¨pft:
ur = u1 cos(ϕ) + u2 sin(ϕ),
uϕ = u2 cos(ϕ)− u1 sin(ϕ)
w = u3.
bzw.
u1 = ur cos(ϕ)− uϕ sin(ϕ),
u2 = uϕ cos(ϕ) + ur sin(ϕ),
(8.16)
In gleicher Weise transformieren wir jetzt die Funktionen Φi:
Φr = Φ1 cos(ϕ) + Φ2 sin(ϕ),
Φϕ = Φ2 cos(ϕ)− Φ1 sin(ϕ)
Φz = Φ3.
bzw.
Φ1 = Φr cos(ϕ)− Φϕ sin(ϕ),
Φ2 = Φϕ cos(ϕ) + Φr sin(ϕ),
(8.17)
Im Gegensatz zu Φz sind jetzt Φϕ und Φr keine harmonischen Funktionen
mehr.
Mit diesen Gro¨ßen ko¨nnen wir nun die Darstellung der Verzerrungen,
der Spannungen, des Hooke’schen Gesetzes und der Verschiebungsansa¨tze
in Zylinderkoordinaten berechnen. Darauf wollen wir hier verzichten und
gleich zum rotationssymmetrischen Fall u¨bergehen. In diesem Fall sind alle
Gro¨ßen von ϕ unabha¨ngig. Da wir uns hier nicht fu¨r rotationssymmetri-
sche Schubtorsion interessieren, betrachten wir hier nur solche Fa¨lle, fu¨r die
außerdem
uϕ(r, z) = 0 (8.18)
gilt. Damit ko¨nnen wir jetzt den Index an der Verschiebung ur weglassen
und wir definieren
u(r, z) := ur(r, z). (8.19)
Die linearen rotationssymmetrischen Verzerrungen lauten jetzt in Zylinder-
koordinaten
εrr =
∂u
∂r
, εϕϕ =
u
r
, εzz =
∂w
∂z
, εrz =
1
2
(
∂ur
∂z
+
∂uz
∂r
)
, εrϕ = εzϕ = 0
(8.20)
und e = εrr + εϕϕ + εzz, (8.21)
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das Hooke’sche Gesetz lautet
σrr = 2 µ
(
εrr +
ν
1− 2ν e
)
, σϕϕ = 2 µ
(
εϕϕ +
ν
1− 2ν e
)
,
σzz = 2µ
(
εzz +
ν
1− 2ν e
)
, σrz = 2 µ εrz und σrϕ = σzϕ = 0. (8.22)
Als Impulsbilanz verbleiben die beiden Gleichungen
∂σrr
∂r
+
∂σrz
∂z
+
σrr − σϕϕ
r
= 0 und
∂σrz
∂r
+
∂σzz
∂z
+
σrz
r
= 0. (8.23)
Desweiteren erhalten wir statt (8.13)
Ψ(r, z) = Φ0(r, z) + Φr(r, z)r +Φz(r, z)z (8.24)
sowie statt (8.14) die Verschiebungsansa¨tze
2 µ u(r, z) = −∂ Φ0(r, z)
∂r
− ∂
(
rΦr(r, z) + zΦz(r, z)
)
∂r
+ 2 α Φr(r, z)
und (8.25)
2 µ w(r, z) = −∂ Φ0(r, z)
∂z
− ∂
(
rΦr(r, z) + zΦz(r, z)
)
∂z
+ 2 α Φz(r, z).
(8.26)
Insbesondere gilt jetzt
∆Φr = Φr/r2, (8.27)
wobei der Laplace-Operator nun die Darstellung
∆ =
∂2
∂r2
+
1
r
∂
∂r
+
∂2
∂z2
(8.28)
hat.
Es gibt unendlich viele harmonische Funktionen und auch unendlich vie-
le Funktionen, die der Gleichung (8.27) genu¨gen. Die Aufgabe bei einem
konkreten Randwertproblem besteht nun darin, diejenigen Linearkombina-
tionen dieser Lo¨sungen zu finden, fu¨r die Φ0, Φr und Φz die gegebenen
Randbedingungen erfu¨llen. Wir werden deshalb im na¨chsten Abschnitt zwei
wichtige Klassen von Lo¨sungen der Laplace-Gleichung vorstellen, die wir zur
Lo¨sung unseres Plattenproblem beno¨tigen.
Die Beschaffung von geeigneten Funktionen Φ0, Φr und Φz ist im All-
gemeinen sehr aufwa¨ndig. Detaillierte Lo¨sungswege hierzu ko¨nnen z.B. bei
Lurje studiert werden. Zu weiteren Vereinfachungen ko¨nnen wir gelangen,
wenn wir den speziellen Geometrieverha¨ltnissen der betrachteten Kreiszy-
linder Rechnung tragen. Gilt na¨mlich h2RA ' 5, liegt ein so genannter di-
cker Kreiszylinderstab vor, gilt hingegen h2RA /
1
5 , liegt eine so genannte
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dicke Kreisplatte vor. Wobei der Wert 5 eher den Charakter eines techni-
schen Orientierungswertes hat, der zur Abgrenzung von du¨nnen oder mo-
derat dicken Platten dienen soll. Wir haben du¨nne Platte bisher nur durch
h
2RA
¿ 1 charakterisiert und fu¨r diesen Fall empfohlen, eine schubstarre
2D-Plattentheorie zu verwenden. Fu¨r moderat dicke Platten wird meist eine
schubweiche 2D-Plattentheorie verwendet.
Die Theorie dicker Platten vereinfacht das urspru¨ngliche 3D-Problem
insoweit, dass die Lo¨sungsansa¨tze die Randbedingungen auf der Mantelfla¨che
nicht mehr exakt erfu¨llen mu¨ssen, sondern nur noch statisch a¨quivalent.
Dieses Vorgehen kann wie die Randbedingungen bei den 2D-Plattentheorien
mit dem Prinzip von Saint-Venant begru¨ndet werden. Bei der Theorie fu¨r
dicke Kreiszylindersta¨be brauchen hingegen die Randbedingungen auf den
Zylinderdeckfla¨chen nur statisch a¨quivalent erfu¨llt werden.
Der Geometrie des Kernzylinders entsprechend, wollen wir das hier be-
trachtete Biegeproblem als Problem einer dicken Platte betrachten. Die Ver-
einfachung besteht nun darin, dass in (8.24) bis (8.26)
Φr = 0 (8.29)
gesetzt wird, so dass
Ψ(r, z) = Φ0(r, z) + z Φz(r, z), (8.30)
2 µ u(r, z) = −∂ Φ0(r, z)
∂r
− z ∂Φz
∂r
und (8.31)
2 µ w(r, z) = −∂ Φ0(r, z)
∂z
− ∂
(
zΦz(r, z)
)
∂z
+ 2 α Φz(r, z)
= −∂Φ0(r, z)
∂z
− z ∂Φz(r, z)
∂z
+ (3− 4v)Φz(r, z) (8.32)
verbleibt. Der gesamte Ansatz besteht jetzt nur noch aus harmonischen
Funktionen. Wir erhalten weiter
2µ e(r, z) = 2(1− 2ν)∂Φz(r, z)
∂z
(8.33)
sowie
σrr(r, z) = −∂
2Φ0(r, z)
∂r2
− z ∂
2Φz(r, z)
∂r2
+ 2ν
∂Φz(r, z)
∂z
(8.34)
σzz(r, z) = −∂
2Φ0(r, z)
∂z2
− z ∂
2Φz(r, z)
∂z2
+ 2(1− ν)∂Φz(r, z)
∂z
(8.35)
und
σrz(r, z) = −∂
2Φ0(r, z)
∂r∂z
− z ∂
2Φz(r, z)
∂r∂z
+ (1− 2ν)∂Φz(r, z)
∂r
. (8.36)
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Wie wir in den na¨chsten Abschnitten sehen werden, ko¨nnen mit diesem
Ansatz die drei folgenden Probleme I, II und III gelo¨st werden. Die Pro-
bleme II und III stellen vollsta¨ndig formulierte Randwertprobleme dar, die
mit dem Ansatz exakt gelo¨st werden ko¨nnen. Im Problem I wird nur eine
Randbedingung auf dem Mantelrand formuliert. Die sich einstellende Ra-
dialspannung auf dem Mantelrand kann dann durch Superposition mit den
Lo¨sungen II und III statisch a¨quivalent kompensiert werden. Durch geeig-
nete Linearkombination der Lo¨sungen I bis III ist es dann letztlich mo¨glich,
das Randwertproblem des Kernzylinders oder das einer am Rand frei dreh-
bar gestu¨tzten Platte in der Weise zu lo¨sen, dass die Randbedingungen auf
den Stirnfla¨chen exakt und auf der Mantelfla¨che statisch a¨quivalent erfu¨llt
werden:
Problem I: Inhomogene Biegung bei Verhinderung der
Vertikalverschiebung der Mantelfla¨che
w(I)(RB, z) = 0, (8.37)
σ(I)rz (r,±
h
2
) = 0, σ(I)zz (r,
h
2
) = 0, σ(I)zz (r,−
h
2
) = −p(r). (8.38)
Problem II: Homogener radialer Zug
σ(II)rz (RB, z) = 0, σ
(II)
rr (RB, z) = σ
(II)
0 h mit σ
(II)
0 = konstant, (8.39)
σ(II)rz (r,±
h
2
) = 0, σ(II)zz (r,±
h
2
) = 0. (8.40)
Problem III: Homogene radiale Biegung
σ(III)rz (RB, z) = 0, σ
(III)
rr (RB, z) = σ
(III)
1
2z
h
mit σ(III)1 = konstant,
(8.41)
σ(III)rz (r,±
h
2
) = 0, σ(III)zz (r,±
h
2
) = 0. (8.42)
Da in vertikaler Richtung fu¨r die Probleme II und III nur Spannungsrandbe-
dingungen gegeben sind, muss in einem Punkt noch ein Verschiebungswert
als Starrko¨rperfessel vorgegeben werden, um die vertikale Lage der Platte
im Raum festzulegen. Wir fordern fu¨r beide Probleme zusa¨tzlich, dass die
Durchbiegung w auf dem Mantel im Mittel Null ist:
h/2∫
−h/2
w(II)(RB, z)dz =
h/2∫
−h/2
w(III)(RB, z)dz = 0. (8.43)
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8.3 Zwei wichtige Klassen rotationssymmetrischer
Lo¨sungen der Laplace-Gleichung in Zylinder-
koordinaten
Da die Funktionen Φ0 und Φz der Laplace-Gleichung ∆Φ = 0 in Zylinderko-
ordinaten im rotationssymmetrischen Fall genu¨gen, lassen sich die Ansa¨tze
fu¨r Φ0 und Φz aus Linearkombinationen der verschiedenen Lo¨sungen der
Laplace-Gleichung konstruieren. Wir untersuchen hier die Klasse der Poly-
nomlo¨sungen und die Klasse der Lo¨sungen, die sich durch einen Separations-
ansatz konstruieren lassen, da wir mit ihrer Hilfe die Lo¨sungen der Probleme
I bis III finden wollen.
8.3.1 Polynomlo¨sungen
Die Gleichung ∆Φ(n) = 0 ist erfu¨llt, wenn gilt
Φ(n) = %
nPn(ϑ) mit % =
√
z2 + r2 und ϑ = z/%, (8.44)
wobei Pn(ϑ) das Legendre’sche Polynom n-ter Ordnung ist. Das Legend-
re’sche Polynom n-ter Ordnung ist definiert durch
Pn(ϑ) =
1
2nn!
dn
dϑn
(
ϑ2 − 1
)n
. (8.45)
Fu¨r n = 0, 1, ..., 4 erhalten wir
Φ(0)(r, z) = 1, Φ(1)(r, z) = z, Φ(2)(r, z) = z
2 − x2/2,
Φ(3)(r, z) = z
3 − 3z r2/2 und Φ(4)(r, z) = z4 − 3z2r2 + 3r4/8. (8.46)
Mit Hilfe der Polynomlo¨sungen lassen die Probleme II und III vom Ende
des Abschnitts 8.2.2 exakt lo¨sen.
Problem II
Harmonische Ansa¨tze:
Φ(II)0 (r, z) = C
(II)
0(2)Φ(2)(r, z) = C
(II)
0(2)(z
2 − r2/2) und (8.47)
Φz(r, z) = C
(II)
z(0)Φ(0)(r, z) + C
(II)
z(1)Φ(1)(r, z) = C
(II)
z(0) + C
(II)
z(1)z. (8.48)
Auswertung der Randbedingungen:
C
(II)
0(2) =
1− ν
1 + ν
σ
(II)
0 , C
(II)
z(0) = 0 und C
(II)
z(1) =
1
1 + ν
σ
(II)
0 . (8.49)
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Lo¨sung :
u(II)(r, z) =
1− ν
1 + ν
σ
(II)
0
2 µ
r und w(II)(r, z) = − ν
1 + ν
σ
(II)
0
µ
z (8.50)
Spannungen:
σ(II)rz (r, z) = σ
(II)
zz (r, z) = 0 und σ
(II)
rr (r, z) = σ
(II)
ϕϕ (r, z) = σ
(II)
0 . (8.51)
Problem III
Harmonische Ansa¨tze:
Φ(III)0 (r, z) = C
(III)
0(1) Φ(1)(r, z) + C
(III)
0(3) Φ(3)(r, z)
= C(III)0(1) z + C
(III)
0(3) (z
2 − 3r2/2)z und (8.52)
Φ(III)z (r, z) = C
(III)
z(2) Φ(2)(r, z) = C
(III)
z(2) (z
2 − r2/2). (8.53)
Auswertung der Randbedingungen:
C
(III)
0(1) = −
νh2 + 2(1− ν)R2B
2h(1 + ν)
σ
(III)
1 , C
(III)
0(3) =
3
h
1− 2ν
1 + ν
σ
(III)
1
und C(III)z(1) =
1
1 + ν
σ
(III)
1
h
. (8.54)
Lo¨sung :
u(III)(r, z) =
1− ν
1 + ν
σ
(III)
1
µ
z
h
r und (8.55)
w(III)(r, z) =
σ
(III)
1
12µ(1 + ν)
(
6(1− ν)(R2B − r2) + ν(h2 − 12z2)
)
.
Spannungen:
σ
(III)
rz (r, z) = σ(III)zz (r, z) = 0 (8.56)
und σ(III)rr (r, z) = σ(III)ϕϕ (r, z) = σ
(III)
1
2z
h
.
8.3.2 Lo¨sung durch Separationsansa¨tze
Mit dem Ansatz Φ(r, z) = R(r)Z(z) erhalten wir aus der Laplace-Gleichung
∆Φ = 0 unter Verwendung des ∆-Operators gema¨ß (8.28)
d2Z
dz2
R+
Z
r
dR
dr
+ Z
d2R
dr2
= 0.
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Diese Differentialgleichung ist separabel:
1
Z
d2Z
dz2
= − 1
rR
dR
dr
− 1
R
d2R
dr2
= λ˜2. (8.57)
Speziell fu¨r λ˜ = 0 erhalten wir Z(z) = A+Bz und R(r) = C+D ln(r/RB).
Da wir hier nur Vollkreiszylinder betrachten, muss D = 0 gelten. Die ver-
bleibende Lo¨sung Φ(r, z) = A0 +B0z ist bereits in (8.46) enthalten.
Fu¨r λ˜ 6= 0 erhalten wir Z(z) = A cosh(λ˜z) + B sinh(λ˜z) und R(r) =
C J0(λ˜z)+D Y0(λ˜z) . Wobei J0 die Bessel funktion erster Art 0-ter Ordnung
und Y0 die Bessel funktion zweiter Art 0-ter Ordnung ist. Y wird auch We-
ber funktion oder Neumannfunktion genannt. Wegen des Vollkreiszylinders
muss wieder D = 0 gelten. Die verbleibende Lo¨sung lautet mit λ˜ = 2λ/h
Φ(r, z) =
(
A cosh(2zλ/h) +B sinh(2zλ/h)
)
J0(2rλ/h). (8.58)
Mit diesen harmonischen Funktionen kann das Problem I exakt gelo¨st wer-
den. Zu den Rechenregeln mit Bessel funktionen verweisen wir auf die aus-
fu¨hrlichen Darstellungen im Lehrbuch von Sieber und Sebastian [101] bzw.
auf die im Anhang C.2 angegebenen Formeln.
Problem I
Harmonische Ansa¨tze:
Φ(I)0 (r, z) =
(
A˜0 cosh
(
2λz
h
)
+ B˜0 sinh(
(
2λz
h
))
J0
(
2λr
h
)
=
(
A0 cosh
(
2λz
h
)
+B0 sinh(
(
2λz
h
))
J0
(
2λr
h
)
h
2
und (8.59)
Φ(I)z (r, z) =
(
Az cosh
(
2λz
h
)
+Bz sinh(
(
2λz
h
))
J0
(
2λr
h
)
.
Darstellung der Durchbiegung in Ansatzfunktionen gema¨ß (8.32):
2µ w(I)(r, z) = −λ
(
A0 sinh(λ
2z
h
) +B0 cosh(λ
2z
h
)
)
J0(λ
2r
h
)
− λ2z
h
(
Az sinh(λ
2z
h
) +Bz cosh(λ
2z
h
)
)
J0(λ
2r
h
)
+ (3− 4ν)
(
Az cosh(λ
2z
h
) +Bz sinh(λ
2z
h
)
)
J0(λ
2r
h
). (8.60)
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Auswertung der Verschiebungsrandbedingung (8.37) auf dem Mantel :
0 = −λ
(
A0 sinh(λ
2z
h
) +B0 cosh(λ
2z
h
)
)
J0(λ
2RB
h
)
− λ2z
h
(
Az sinh(λ
2z
h
) +Bz cosh(λ
2z
h
)
)
J0(λ
2RB
h
)
+ (3− 4ν)
(
Az cosh(λ
2z
h
) +Bz sinh(λ
2z
h
)
)
J0(λ
2RB
h
) (8.61)
Diese Gleichung hat fu¨r λ 6= 0 nichttriviale Lo¨sungen, falls
2λRB/h = k0i mit J0(k0i) = 0 fu¨r i = 1, 2, 3, 4, . . . (8.62)
gilt. Damit geht (8.59) in die folgende Reihendarstellung u¨ber:
Φ(I)0 (r, z) =
∞∑
i=1
(
A0i cosh(k0i
z
RB
) +B0i sinh(k0i
z
RB
)
)
J0(k0i
r
RB
)
h
2
und (8.63)
Φ(I)z (r, z) =
∞∑
i=1
(
Azi cosh(k0i
z
RB
) +Bzi sinh(k0i
z
RB
)
)
J0(k0i
r
RB
).
Die Schubspannung σ(I)rz hat jetzt die Gestalt
σ(I)rz (r, z) =
1
RB
∞∑
i=1
(
k20i
(
A0i sinh(k0i
z
RB
) +B0i cosh(k0i
z
RB
)
)
J1(k0i
r
RB
)
h
2RB
+ k20i
(
Azi sinh(k0i
z
RB
) +Bzi cosh(k0i
z
RB
)
)
J1(k0i
r
RB
)
z
RB
−(1− 2ν)k0i
(
Azi cosh(k0i
z
RB
) +Bzi sinh(k0i
z
RB
)
)
J1(k0i
r
RB
)
)
. (8.64)
Auswertung der Schubspannungsrandbedingungen (8.38)1 auf den
Stirnfla¨chen:
B0i = Azi
(
2RB(1− 2ν)
k0ih
− tanh(k0i h2RB )
)
und (8.65)
A0i = Bzi
(
2RB(1− 2ν)
k0ih
− coth(k0i h2RB )
)
.
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Die Axialspannung σ(I)zz hat jetzt die Gestalt
σ(I)zz (r, z) =
1
RB
∞∑
i=1
J0(k0i
r
RB
)k0i((1 + k0i h2RB coth(k0i z2RB )
)
Bzi − k0iAzi
)
cosh(k0i
z
RB
)
+
((
1 + k0i
h
2RB
tanh(k0i
z
2RB
)
)
Azi − k0iBzi
)
sinh(k0i
z
RB
)
 . (8.66)
Auswertung der Axialspannungsrandbedingung (8.38)2 auf der unteren
Deckfla¨che:
Azi =
k0ih
2RB
+ 12 sinh
(
k0ih
RB
)
k0ih
2RB
− 12 sinh
(
k0ih
RB
) coth( k0ih
2RB
)
Bzi. (8.67)
Fu¨r die Axialspannung σ(I)zz auf der oberen Deckfla¨che erhalten wir nun
σ(I)zz (r,−
h
2
) =
1
RB
∞∑
i=1
Bzi J0(k0i
r
RB
)k0i
h
RB
k0i + sinh(k0i hRB )
sinh(k0i h2RB )
. (8.68)
Auswertung der Axialspannungsrandbedingung (8.38)3 auf der oberen
Deckfla¨che:
Die Bestimmungsgleichung zur letzten verbleibenden Unbekannten lau-
tet
−p(r) = 1
RB
∞∑
i=1
Bzi J0(k0i
r
RB
)k0i
h
RB
k0i + sinh(k0i hRB )
sinh(k0i h2RB )
. (8.69)
Zur Berechnung der Koeffizienten Bzi nutzen wir die Orthogonalita¨tsre-
lation (C.7) fu¨r Bessel funktionen aus. Multiplizieren wir (8.69) mit
rJ0(k0j rRB ), substituieren
r
RB
durch x und integrieren u¨ber x von 0 bis
1, folgt
1∫
0
−RBp(xRB)xJ0(k0ix)dx = k0i
h
RB
k0i + sinh(k0i hRB )
sinh(k0i h2RB )
Bzi
1∫
0
xJ20(k0ix)dx
= k0i
h
RB
k0i + sinh(k0i hRB )
2 sinh(k0i h2RB )
J21(k0i)Bzi.
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Wir erhalten
Bzi = −
sinh
(
k0ih
2RB
)
k0ih
2RB
+ 12 sinh
(
k0ih
RB
)RB
1∫
0
p(xRB) x J0(k0ix) dx
J21(k0i)k0i
. (8.70)
Existiert das Integral in Formel (8.70), konvergiert die Reihe auf der
rechten Seite von (8.69) fu¨r alle r ∈ [0, RB] gegen p(r), wenn p(r) stetig
ist. Allgemein gilt fu¨r stu¨ckweise stetige Funktionen p(r) und ω > 0
2
∞∑
i=1
1∫
0
p(x RB)xJ0(k0ix)dx
J0(k0i rRB )
J21(k0i)
= lim
ω→0+
p
(
(r + ω)RB
)
+ p
(
(r − ω)RB
)
2
. (8.71)
Damit ist das Problem I vollsta¨ndig gelo¨st. Auf der Mantelfla¨che ko¨nnen
jetzt σ(I)rr (RB, z) und die resultierenden Schnittgro¨ßen berechnet werden.
Die Lo¨sung von Problem I kann durch Lo¨sungen von Problem II und III
derart u¨berlagert werden, dass die daraus resultierenden Schnittgro¨ßen vor-
geschriebene Werte annehmen. Die Durchbiegung w ist dann dort entspre-
chend (8.43) nur noch im Mittel Null.
Wir ko¨nnen nun die vollsta¨ndige Berechnungsvorschrift fu¨r die maximale
Zugspannung im Kernzylinder bei bekannten Schnittlasten, die z.B. aus einer
FE-Rechnung folgen, angeben.
8.4 Vorschlag zur Lo¨sung des isotropen Kernzylin-
derproblems aus den Schnittlasten einer Finite-
Element-Plattenlo¨sung
Im folgenden geben wir zusammenfassend noch einmal die Reihenfolge der
einzelnen Teilschritte an, wie wir von der FE-Plattenlo¨sung zur maximalen
Zugspannung gelangen.
1. Berechne das anisotrope nichtlineare Biegeproblem fu¨r lokale begrenz-
te Lasten mit der Finite-Element-Methode.
2. Finde ein brauchbares isotropes Ersatzmodell, dass auf die gleiche ma-
ximale Durchbiegung wie das anisotrope Modell fu¨hrt.
3. Berechne die Spannungen GPrr und G
P
rz fu¨r X3 = −h/4 aus der FE-
Lo¨sung und suche einen kleinsten Kernzylinderradius r = RB, fu¨r den
|GPrz(RB,−h/4)| ¿ |GPrr(RB,−h/4)| erfu¨llt ist. La¨sst sich ein solcher
Radius nicht finden, ist die gesamte Plattenlo¨sung unbrauchbar. In
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diesem Falle liegt offenbar keine du¨nne Platte vor, so dass die gesam-
te Platte als nichtlineares 3D-Problem behandelt werden muss. La¨sst
sich ein solcher Radius finden, kann der na¨chsten Schritt ausgefu¨hrt
werden.
4. U¨berpru¨fe, ob fu¨r den gefundenen Wert RB die Durchbiegungsdiffe-
renz der Bedingung |wP (RB) − wP (0)| ¿ h genu¨gt. Falls die Bedin-
gung nicht erfu¨llt ist, muss das Kernzylinderproblem als nichtlineares
3D-Problem behandelt werden. Ist die Bedingung erfu¨llt, ist die Ver-
wendung einer linearen Theorie sinnvoll, so dass zum na¨chsten Schritt
u¨bergangen werden kann.
5. Berechne MPrr(RB) und N
P
rr(RB) aus der FE-Lo¨sung.
6. Berechne das Problem I fu¨r den aus der FE-Rechnung ermittelten Wert
RB und berechne ausreichend viele KoeffizientenBzi mit der Vorschrift
(8.70) durch numerische Integration fu¨r den Spannungsverlauf von p,
der sich aus der isotropen Formel fu¨r die Hertz ’sche Pressung ergibt.
7. Berechne M (I)rr (RB) und N
(I)
rr (RB) aus der Lo¨sung des vorherigen
Schrittes.
8. Lo¨se das Problem II fu¨r N (II)rr (RB) = −N (I)rr (RB) und das Problem III
fu¨r M (III)rr (RB) = −M (I)rr (RB).
9. Addiere die Lo¨sung vom vorherigen Schritt zur bereits gefundenen
Lo¨sung vom Problem I.
10. Lo¨se das Problem II fu¨r N (II)rr (RB) = NPrr(RB) und das Problem III
fu¨r M (III)rr (RB) =MPrr(RB).
11. Addiere zur Lo¨sung des Schrittes 9 die Lo¨sung des vorherigen Schrittes.
12. Berechne aus dem vorherigen Schritt w(3D)(0, h/2) und σ(3D)rr (0, h/2)
und vergleiche die Werte mit wP (0)− wP (RB) und σPrr(0, h/2).
Um die Funktionsweise der Methode zu demonstrieren, verwenden wir, wie
bereits in der Einleitung dieses Kapitels angeku¨ndigt, nicht die FE-Daten aus
dem Kapitel 7, sondern vergleichen die Resultate einer Kirchhoff -Lo¨sung fu¨r
eine frei drehbar gestu¨tzten Platte unter konstanter, lokal begrenzter Last
mit der 3D-Lo¨sung fu¨r dicke Platten. Dies entspricht einem Kernzylinder
von RB = RA in einem Biegetest fu¨r den RI = RA gilt, d.h bei dem der
Stu¨tzring ohne Ausdehnung ist.
178
8.5 Die 3D-Lo¨sung einer frei drehbar gestu¨tzten
Platte unter konstanter, lokal begrenzter Last
nach der Theorie fu¨r dicke Platten
8.5.1 Randbedingungen
Die exakt erfu¨llbaren Randbedingungen auf den Stirnfla¨chen des Zylinders
lauten analog zur Situation in Problem I:
σrz(r,±h2 ) = 0, σzz(r,
h
2
) = 0, σzz(r,−h2 ) = −p(r), (8.72)
die jetzt durch
p(r) =
{
pC > 0 fu¨r r < RC
0 fu¨r r > RC
mit pC =
f
piR2C
(8.73)
konkretisiert werden.
Die nur statisch a¨quivalent erfu¨llbaren Randbedingungen auf der Mantel-
fla¨che lauten
w(RA, z) = w0(z) und σrr(RA, z) = σ0(z) (8.74)
mit
h/2∫
−h/2
w0(z)dz = 0,
h/2∫
−h/2
σ0(z)dz = 0 und
h/2∫
−h/2
σ0(z)zdz = 0.
(8.75)
Die entsprechende Formulierung dieser Randbedingung fu¨r die 2D-Platten-
theorie lautet
h/2∫
−h/2
w0(z)dz =W (RA)h = 0,
h/2∫
−h/2
σrr(RA, z)dz = Nrr(RA) = 0 und
h/2∫
−h/2
σrr(RA, z)zdz =Mrr(RA) = 0. (8.76)
Wir bezeichnen die Bedingungen (8.75) als die statisch a¨quivalente Form der
strengen Randbedingungen
w0(z) = 0 und σ0(z) = 0. (8.77)
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8.5.2 Teillo¨sung aus dem Problem I
Die gesuchte Teillo¨sung erfu¨llt die strengen Randbedingungen (8.72) und
(8.77)1 exakt. Wir erhalten fu¨r Bzi nach (8.70)
Bzi = −
2 sinh
(
k0ih
2RA
)
k0ih
RA
+ sinh
(
k0ih
RA
) J1(k0iRC/RA)
J21(k0i)k20i
RCpC (8.78)
und aus (8.68)
σ(I)zz (r,−h/2) = −2
RC
RA
pC
∞∑
i=1
J1(k0iRC/RA)
J21(k0i)k0i
J0(k0ir/RA)
= −H( r
RA
,
RC
RA
) pC (8.79)
mit
H(t, s) = lim
N→∞
HN (t, s) ==

1, fu¨r 0 < t < s < 1
1/2, fu¨r 0 < t = s < 1
0, fu¨r 0 6 s < t 6 1
(8.80)
und
HN (t, s) = 2s
N∑
i=1
J1(ki0s)J0(ki0t)
ki0J
2
1(ki0)
. (8.81)
Anmerkung
Bei einer Approximation von H(t, s) durch HN (t, s) tritt fu¨r je-
des N <∞ das Gibbs-Pha¨nomen auf, siehe Abbildung 8.1. Dies
ist durch folgenden Eigenschaften charakterisiert: Ist tN < s
die zur Sprungstelle ts = s am na¨chsten liegende positive Ex-
tremstelle der Abweichung HN (t) − H(t), d.h. es gilt HN (tN ) −
H(tN ) > 0, d(HN (t) − H(t))/dt = 0 fu¨r t = tN und d2(HN (t) −
H(t))/dt2 < 0, gibt es eine positive Zahl 0 < γ < ∞, so dass
lim
N→∞
(
HN (tN )−H(tN )
)
= γ > 0 gilt.
Mit Bzi ko¨nnen wir nun auch Azi, B0i und Azi gema¨ß (8.67) und (8.65)
berechnen, so dass wir fu¨r die Radialspannung bei z = h/2
σ(I)rr (r, h/2) = −4p0RCh
∞∑
i=1
J1(k0iRC/RA) sinh2(k0ih/RA)
k20iJ
2
1(k0i)
(
h2k20i −R2A sinh2(k0ih/RA)
)
(
k0iJ0(k0ir/RA)− (1− ν)RA
r
J1(k0ir/RA)
)
. (8.82)
erhalten.
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Abbildung 8.1: Gibbs-Pha¨nomen bei der Approximation des Sprunges von
p bei RC fu¨r einen stu¨ckweise konstanten Verlauf von p auf der oberen
Deckfla¨che durch Besselreihen mit 1000 Gliedern.
Fu¨r die untere Deckfla¨che folgt
σ(I)rr (r, h/2) = −4p0RCh
∞∑
i=1
J1(k0iRC/RA) sinh2(k0ih/RA)
k20iJ
2
1(k0i)
(
h2k20i −R2A sinh2(k0ih/RA)
)
(
k0iJ0(k0ir/RA)− (1− ν)RA
r
J1(k0ir/RA)
)
. (8.83)
Bei der Untersuchung du¨nner Platten unter lokal begrenzter Last sind zwei
Grenzfa¨lle von Bedeutung. Der eine Grenzfall ergibt sich beim U¨bergang
von der Fla¨chenlast zur Punktlast. Ein weiterer Grenzfall ergibt sich beim
U¨bergang auf die unendlich du¨nne Platte. Fu¨r den U¨bergang zur Punktlast
dru¨cken wir pC u¨ber (8.73) durch die Druckkraft f auf einer Kreisfla¨che mit
dem Radius RC aus und bilden den Limes fu¨r RC → 0. Bei einer Punktlast
wa¨chst die Axialspannung σzz und Radialspannung auf der oberen Deck-
fla¨che, d.h. in der Ebene z = −h/2, im Nullpunkt r = 0 unbeschra¨nkt auf
eine unendlich hohe Druckspannung an. Dieses Verhalten zeigt sich auch
nach der Kirchhoff ’schen Plattentheorie. Unser Interesse gilt jedoch der Ra-
dialspannung auf der unteren Deckfla¨che, d.h. in der Ebene z = h/2. Dort
gilt u¨berall σzz(r, h/2) = 0. Fu¨r die Radialspannung auf der unteren Deck-
fla¨che ergibt sich aus (8.83)
lim
RC→0
σ(I)rr (r, h/2)
= − 2fh
piR3A
∞∑
i=1
k0iJ0(k0ir/RA)− (1− ν)RA/rJ1(k0ir/RA)
J21(k0i)
(
h2k20i/R
2
A − (sinh(k0ih/RA))2
) sinh(k0ih
RA
)
.
(8.84)
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Die Spannungswerte bleiben auf der gesamten unteren Deckfla¨che beschra¨nkt.
Speziell fu¨r r = 0 gilt
lim
RC→0
σ(I)rr (0, h/2)
= −fh(1 + ν)
piR3A
∞∑
i=1
k0i sinh(k0ih/RA)
J21(k0i)
(
(sinh(k0ih/RA))2 − h2k20i/R2A
) . (8.85)
Dies stellt einen wesentlichen Unterschied zur Kirchhoff ’schen Plattentheo-
rie dar, wo wir auf der unteren Stirnseite bei r = 0 eine unendlich hohe
Zugspannung haben. Daraus ergibt sich, dass wir bei einer Spannungsberech-
nung mit Hilfe der Kirchhoff ’schen Plattentheorie, fu¨r lokal begrenzte Las-
ten mit sehr kleinen Lastradien RC diesen Grenzwert beliebig u¨berschreiten
ko¨nnen. Demnach gibt es einen kleinsten Radius RKmin mit RKmin > RC
fu¨r den gilt fu¨r alle r ≥ RKmin in ausreichender Genauigkeit die Beziehung
σ3Drr (r, h/2) ≈ σKrr(r, h/2) gilt, wobei σKrr(r) die nach der Kirchhoff ’schen
Plattentheorie berechnete Radialspannung ist. Andererseits gibt es einen
gro¨ßten Lastradius RCmax mit RCmax < h fu¨r den gilt bei RC < RCmax fu¨r
alle r in ausreichender Genauigkeit die Beziehung σ3Drr (r) ≈ lim
RC→0
σ3Drr (r),
so dass wir fu¨r Radien r < rKmin die Radialspannungen, statt mit der ge-
nauen vom Lastradius abha¨ngigen Formel (8.83) mit der vom Lastradius
unabha¨ngigen Grenzwertformel (8.85) berechnen ko¨nnen.
Auf den Nachweis, dass fu¨r h → 0 aus den 3D-Lo¨sung tatsa¨chlich die
Kirchhoff -Lo¨sungen folgen, sei hier verzichtet. Wichtig fu¨r die Berechnung
dieses Grenzu¨bergangs ist lediglich, dass vor dem Grenzu¨bergang die glei-
chen Skalierungsvorschriften wie in Abschnitt 5.4.2 vorgenommen werden,
was hier auf f = h4f∗ fu¨hrt, wobei f∗ unabha¨ngig von h angenommen wird.
Nach dem Grenzu¨bergang muss dann wieder reskaliert werden.
8.5.3 Teillo¨sungen aus Problem II und III
Zur Kompensation der mittleren Radialspannungen auf der Mantelfla¨che
addieren wir zur Teillo¨sung aus Problem I eine Lo¨sung von Problem II, fu¨r
die
σ(II)rr (RA, z) = −
1
h
h/2∫
−h/2
σ(I)rr (RA, z)dz (8.86)
gilt. Fu¨r die aus der Teillo¨sung von Problem I resultierende Radialspannung
folgt
σ(II)rr (RA, z) = −4νpC
RC
h
∞∑
i=1
J1(k0iRA/RC)
J1(k0i)k30i
1− cosh(k0ih/RA)
k0ih/RA + sinh(k0ih/RA)
.
(8.87)
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In gleicher Weise bestimmen wir uns die Teillo¨sung von Problem III. Fu¨r sie
muss gelten
σ(III)rr (RA, z) = −12
z
h3
h/2∫
−h/2
σ(I)rr (RA, z)zdz (8.88)
Wir erhalten damit unter Verwendung der Teillo¨sung des Problems I
σ(III)rr (RA, z) = 24pC
RC
h3
z
∞∑
i=1
J1(k0iRA/RC)
J1(k0i)k40i
(1 + 2ν)RA sinh(k0ih/RA)− k0ih(1 + ν(1 + cosh(k0ih/RA))
k0ih/RA − sinh(k0ih/RA) . (8.89)
Die Superposition aller drei Teillo¨sungen erfu¨llt jetzt alle Randbedingungen
im Sinne der Theorie fu¨r dicke Platten.
8.5.4 2D-3D-Vergleich unter Verwendung von Material- und
Geometriedaten aus dem GaAs-Biegetest
Wir untersuchen das Plattenproblem fu¨r die folgenden Daten:
Querkontraktionszahl : ν = 0, 244
dimensionslose Dicke : h∗ = h/(2RA)
dimensionsloser Lastradius : η = RC/RA
Platte 1: h∗1 = 0, 0045 kleiner Lastradius : ηK = 0, 0004
Platte 2: h∗1 = 0, 0065 großer Lastradius : ηG = 0, 0027.
Die Abweichungen in den Durchbiegungen unterscheiden sich nur unwesent-
lich dadurch, wie groß der Lastradius ist und nach welcher Theorie gerechnet
wurde. Deshalb vergleichen wir hier stellvertretend fu¨r die u¨brigen Wer-
te nur die Verschiebungen im Mittelpunkt auf der unteren Deckfla¨che. Zur
besseren Vergleichbarkeit fu¨hren wir die dimensionslose Kraft fs und die
lastbezogenen dimensionslosen Durchbiegungen wL und WL ein, wobei wL
die Gro¨ße aus der 3D-Theorie und WL die entsprechende Gro¨ße aus der
Kirchhoff ’schen Plattentheorie ist:
fs =
f
µ R2A h
∗4 , w
L =
w
hfs
, WL =
W
hfs
. (8.90)
Wir erhalten
WL(0) =
3(1− ν)
512pi
(
−5η2 + 8 + 4η2 ln(η) +2
(
2− η2
) 1− ν
1 + ν
)
(8.91)
und
lim
η→0
WL(0) =
3
128pi
1− ν
1 + ν
(3− ν). (8.92)
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Stellen wir die Gesamtlo¨sung jeweils als Summe der drei Teillo¨sungen dar,
ergeben sich die Werte in den folgenden Tabellen:
wL(0, h
∗
2 ) h
∗
1 h
∗
1
ηG 0,014711 0,014711
ηK 0,014711 0,014711
0 0,014711 0,014711
WL(0) h∗1 h∗1
ηG 0,014708 0,014708
ηK 0,014708 0,014708
0 0,014708 0,014708
Tabelle 8.8: Maximale Durchbiegung des Gesamtproblems. Links: 3D-Lo¨-
sung. Rechts: 2D-Lo¨sung.
w(I)(0, h
∗
2 ) h
∗
1 h
∗
1
ηG 0,011284 0,011284
ηK 0,011284 0,011284
0 0,011284 0,011284
W (I)(0) h∗1 h∗1
ηG 0,011280 0,011280
ηK 0,011280 0,011280
0 0,011280 0,011280
Tabelle 8.9: Maximale Durchbiegung von Teilproblem I. Links: 3D-Lo¨sung.
Rechts: 2D-Lo¨sung.
w(II)(0, h
∗
2 ) h
∗
1 h
∗
1
ηG 7, 81 10−13 3, 40 10−12
ηK 7, 81 10−13 3, 40 10−12
0 7, 81 10−13 3, 4010−12
W (II)(0) h∗1 h∗1
ηG 0,0 0,0
ηK 0,0 0,0
0 0,0 0,0
Tabelle 8.10: Maximale Durchbiegung von Teilproblem II. Links: 3D-Lo¨sung.
Rechts: 2D-Lo¨sung.
w(III)(0, h
∗
2 ) h
∗
1 h
∗
1
ηG 0, 003427 0, 003427
ηK 0, 003427 0, 003427
0 0, 003427 0, 003427
W (III)(0) h∗1 h∗1
ηG 0,003428 0,003428
ηK 0,003428 0,003428
0 0,003428 0,003428
Tabelle 8.11: Maximale Durchbiegung von Teilproblem III. Links: 3D-
Lo¨sung. Rechts: 2D-Lo¨sung.
Als na¨chstes dokumentieren wir, dass es hier sehr gut gerechtfertigt ist, sta-
tisch a¨quivalente Randbedingungen zu verwenden. Ist σKrr die Radialspan-
nung nach der Kirchhoff ’schen Theorie, definieren wir die dimensionslose
Gro¨ße σKLrr = σ
K
rr/(µf
sh∗2). Die entsprechende Gro¨ße in der 3D-Theorie
wird wie folgt definiert: σLrr = σrr/(µf
sh∗2).
Ein Blick auf die Gro¨ßenordnung der in Abbildung 8.2 dargestellte Rest-
spannung, zeigt mit Blick auf die entlang des Radius auf der unteren Deck-
fla¨che aufgetragene Radialspannung in Abbildung 8.3, dass die nicht kom-
pensierte Restspannung tatsa¨chlich vernachla¨ssigbar ist.
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Abbildung 8.2: Dimensionslose Darstellung der radialen Restspannung auf
der Mantelfla¨che nach statisch a¨quivalenter Kompensation der mittleren
Spannungen und Momente.
Abbildung 8.3: Dimensionslose Darstellung der Radialspannung auf der un-
teren Deckfla¨che, d.h. fu¨r z = h/2.
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Die Spannungen σrr und σzz sind auf der oberen Deckfla¨che bei r =
RC unstetig. Die Gro¨ße σLrr(r,−h/2) macht einen Sprung um den Betrag
(h∗ η)2fs. Die Kirchhoff -Lo¨sung weist einen solchen Sprung nicht auf. Dem
Buch von ÃLukasiewicz [71] entnehmen wir, dass bei Rechnungen nach der
linearen schubweichen 2D-Plattentheorie auch ein solcher Sprung zu ver-
zeichnen ist.
Der Spannungsverlauf nach der 3D-Theorie und nach der Kirchhoff -
Theorie ist Abbildung 8.4 dargestellt. Wir erkennen, dass die Spannungs-
verla¨ufe nach der Kirchhoff -Theorie fu¨r r > 2h kaum von der 3D-Lo¨sung
unterscheidbar sind, und dass die Kirchhoff -Theorie bei r = 0 fu¨r die
Radialspannung um 40% zu niedrige Werte liefert. Zu Vergleichszwecken
entha¨lt Abbildung 8.4 außerdem den Verlauf der fu¨r beide Probleme gleich
vorgegebenen Axialspannung an der oberen Stirnfla¨che, dargestellt durch
σLzz(r,−h/2) = σzz(r,−h/2)4fsh2 .
Abbildung 8.4: Dimensionslose skalierte Darstellung der Spannungen auf der
oberen Deckfla¨che, d.h. fu¨r z = −h/2. Fett durchgezogen: σLrr nach der 3D-
Theorie, du¨nn durchgezogen: σLrr nach der Kirchhoff -Theorie, gestrichelt:
σLzz nach beiden Theorien.
Die fu¨r uns wichtigste Gro¨ße ist jedoch die maximale Zugspannung. Sie
liegt an der unteren Stirnseite im Punkt (r, z) = (0, h/2). Der direkte Ver-
gleich einer 3D-Lo¨sung und einer Kirchhoff -Lo¨sung ist in Abbildung 8.5
dargestellt. Wir erkennen, dass im Gegensatz zur oberen Deckfla¨che die Ra-
dialspannungen auf der unteren Deckfla¨che fu¨r r < RC nach der 3D-Lo¨sung
betragsma¨ßig kleiner als nach der Kirchhoff ’schen Lo¨sung sind. Fu¨r r > 2h
sind beide Lo¨sungen wieder kaum unterscheidbar.
Vergleichen wir den Verlauf der Radialspannung fu¨r verschiedene Lastra-
dien bei gleicher Plattendicke und bei gleicher resultierender Kraft, ergeben
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Abbildung 8.5: Dimensionslose skalierte Darstellung der Spannungen auf
der unteren Deckfla¨che, d.h. fu¨r z = h/2. Fett durchgezogen: σLrr nach der
3D-Theorie, du¨nn durchgezogen: σLrr nach der Kirchhoff -Theorie.
sich die in Abbildung 8.6 dargestellten Verla¨ufe. Wir erkennen, je kleiner der
Lastradius ist, desto gro¨ßer sind die Abweichungen der Kirchoff -Theorie von
der 3D-Theorie. Außerdem liegen die Abweichungen nur in einem kleinen Be-
reich um den Nullpunkt vor. Fu¨r Radien r > 0, 01RA sind die Abweichungen
praktisch vernachla¨ssigbar. Fu¨r den großen Lastradius liegt der Fehler im
Nullpunkt bei 5%, fu¨r den kleinen Radius bei 24%. Außerdem konstatieren
wir, dass sich der Spannungsverlauf fu¨r den kleinen Lastradius praktisch
nicht vom Grenzfall RC → 0 unterscheidet, d.h. die Kurve fu¨r den Grenzfall
RC → 0 verla¨uft entlang der dicken gestrichelten Linie.
Wir schließen daraus, dass bei RC ¿ h fu¨r die Berechnung der Radial-
spannung der konkrete Lastradius nicht beru¨cksichtigt werden muss, so dass
wir mit der radiusunabha¨ngigen Formel (8.84) rechnen ko¨nnen.
Als na¨chstes untersuchen wir den Einfluss der Plattendicken bei kon-
stantem Lastradius. Fu¨r eine dimensionslose Dicke h∗ = 0, 0045 entnehmen
wir aus Abbildung 8.7, dass der Fehler der skalierten Radialspannung, die
nach der Kirchhoff ’schen Theorie berechnet wurde, im Nullpunkt bei rund 4
% liegt. Bei einer Verringerung der Plattendicke um das 0,8-Fache liegt der
Fehler nur noch bei 2%. Eine Verringerung um das 0,7-Fache fu¨hrt nur auf
einen Fehler von 1%. Die Verringerung auf das 0,6-Fache, d.h. bei einer di-
mensionslosen Dicke von h∗ = 0, 0027, sind die Werte der Maximalspannung
nach der Kirchhoff ’schen Theorie praktisch nicht mehr unterscheidbar.
Nachdem wir die Spannungsverla¨ufe in radialer Richtung diskutiert ha-
ben, geben wir zum Schluss die Spannungsverla¨ufe in axialer Richtung u¨ber
die Plattendicke bei r = 0 an. Abbildung 8.8 zeigt den Vergleich der 3D-
Lo¨sung mit der Kirchhoff -Lo¨sung. Wir sehen, dass die Abweichung bei
z = −h/2 deutlich gro¨ßer ist als bei z = h/2. Da wir uns fu¨r die Zug-
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Abbildung 8.6: Radialspannungen σLrr auf der unteren Deckfla¨che. Fett
durchgezogen: η = 0, 0027 nach 3D-Theorie. Du¨nn durchgezogen: η =
0, 0027 nach Kirchhoff ’scher Theorie. Fett gestrichelt: η = 0, 0004 nach 3D-
Theorie. Du¨nn gestrichelt: η = 0, 0004 nach Kirchhoff ’scher Theorie.
Abbildung 8.7: Einfluss der Plattendicke auf die skalierte Radialspannung.
Fett: skalierte Radialspannungen fu¨r verschiedene Plattendicken. Fett durch-
gezogen: h∗ = 0, 0045. Fett lang gestrichelt: h∗ = 0, 0036. Fett kurz gestri-
chelt: h∗ = 0, 00315. Du¨nn durchgezogen: skalierte Radialspannung nach der
Kirchhoff -Lo¨sung fu¨r alle Dicken.
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Abbildung 8.8: Radialspannung entlang der Achse r = 0. Fett: 3D-Theorie.
Du¨nn: Kirchhoff -Theorie.
spannungen bei z = h/2 interessieren, haben wir es mit dem gu¨nstigeren
Fall zu tun.
8.5.5 Folgerungen aus dem 2D-3D-Vergleich
Die Berechnung der Durchbiegung bei lokal begrenzten Lasten kann in aus-
reichender Genauigkeit durch eine 2D-Plattentheorie erfolgen. Die Berech-
nung der Radialspannung ist außer in der Umgebung der konzentrierten Last
ebenfalls ausreichend genau. Im Nullpunkt sind die Werte der Radialspan-
nung auf der unteren Stirnseite nach der Kirchhoff ’schen Theorie immer
zu hoch. Dabei sind die Abweichungen fu¨r kleine Lastradien immer gro¨ßer
als fu¨r große Lastradien. In der Praxis ha¨ngen jedoch die Lastradien von
der Druckkraft ab, da sie sich aus einer Hertz ’schen Pressung ergeben. Wir
folgern, dass kleine Lasten die Verwendung der genaueren 3D-Theorie eher
erfordern, als große Lasten. Die Beispielrechnung wurde anhand der realen
Dickenverha¨ltnisse der untersuchten Platten vorgenommen. Das Verha¨ltnis
h∗ = 0.0027 ergibt sich fu¨r die Hertz ’sche Pressung der tatsa¨chlich im Ex-
periment verwendeten Kugel bei f = 500 N. Dies ist gerade der Bereich, bei
dem die Platte bricht. Fu¨r diesen Wert liefert die Kirchhoff ’sche Theorie
Abweichungen von 4%.
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Kapitel 9
Schlussbemerkungen und
Ausblick
In der vorliegenden Arbeit wurde ein spezieller Biegetest fu¨r Gallium-Arsenid-
Wafer modelliert. Es wurde gezeigt, dass der gesamte Wafer als eine du¨nne
Platte zu betrachten ist. Das Plattenproblem wurde zuna¨chst mit der von
Ka´rma´n’schen Theorie gelo¨st. Der Grenzwertcharakter dieser Theorie fu¨r
Platten, deren Dicke gegen Null geht, wurde fu¨r das vorliegende nichtlineare
Randwertproblem durch asymptotische Entwicklung seiner schwachen For-
mulierung gezeigt. Dabei wurden sowohl die Anisotropie als auch die beson-
deren Randbedingungen des Biegetests in der Asymptotik beru¨cksichtigt.
Zur Modellierung des Kontaktproblems wurde die Theorie der Hertz ’-
schen Pressung vom isotropen Fall auf den anisotropen Fall u¨bertragen.
Nach Auswahl geeigneter Finite-Element-Ansa¨tze wurde die FE-Diskre-
tisierung des von Ka´rma´n’schen Problems mittels reduzierter Hermite’scher
kubischer und quintischer Dreieckselemente formuliert. Die Randbedingun-
gen wurden am Kreisrand so formuliert, dass das Plattenparadox nicht auf-
tritt. Dies konnte durch die hohe Genauigkeit in der U¨bereinstimmung mit
einer analytischen Kirchhoff -Lo¨sung dokumentiert werden. Außerdem zeig-
ten die berechneten nichtlinearen Last-Durchbiegungskurven eine sehr gute
U¨bereinstimmung mit den vom Wafer-Hersteller angegebenen experimentel-
len Daten.
Die berechneten Spannungsverla¨ufe weisen eine nur schwache Anisotro-
pie auf. Es konnte gezeigt werden, dass durch keine der bekannten isotro-
pen Mittelungsformeln eine brauchbare Approximation der Durchbiegung
erreicht werden kann. Deshalb wurde ein isotroper Datensatz numerisch aus
dem Biegetest berechnet, fu¨r den eine sehr gute U¨bereinstimmung von iso-
troper und anisotroper Durchbiegung erreicht werden konnte. U¨berraschen-
derweise konnte mit diesem Datensatz eine deutlich bessere isotrope Ap-
proximation der anisotropen Kontaktfla¨che des anisotropen Problems der
Hertz ’schen Pressung realisiert werden, als es mit den bekannten Mitte-
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lungsformeln mo¨glich ist.
Die konkreten FE-Rechnungen zeigten, dass in der Umgebung der Kon-
taktfla¨che zwischen Druckkugel und Wafer die Bedingungen der Platten-
theorie verletzt sind. Deshalb wurde das Kernzylinderproblem mit der 3D-
Theorie fu¨r dicke Platten hergeleitet und eine Vorschrift erarbeitet, wie die
Resultate einer FE-Rechnung weiter verarbeitet werden mu¨ssen, um die ge-
nauen Zugspannungsverla¨ufe berechnen zu ko¨nnen. Fu¨r Parameterstudien
wurde ein leicht modifiziertes Testproblem einem 2D-3D-Vergleich unterzo-
gen, mit dem Resultat, dass die mit der 2D-Plattentheorie berechneten Zug-
spannungen zu hoch approximiert werden. Da bei hohen Lasten die Kon-
taktfla¨che durch Pressung gro¨ßer wird, sind die Abweichungen bei hohen
Lasten kleiner als bei niedrigen Lasten.
Aufgrund der hier vorgestellten Analyse kann somit demWafer-Hersteller
eine sehr genaue Spannungsanalyse des Biegetest geliefert werden. In glei-
cher Weise konnte gezeigt werden, dass kommerzielle FE-Rechenergebnisse,
die zu kleine Durchbiegungen liefern, offensichtlich das Plattenparadox nicht
beru¨cksichtigen, und dass die Ergebnisse einer 2D-Plattentheorie durch einen
nachgeschalteten Prozess zur Ermittlung brauchbarer Zugspannungswerte
aufbereitet werden mu¨ssen.
Als offenes Problem ergibt sich die Beantwortung der Frage, warum die
Verwendung der bekannten isotropen Mittelungsformeln bei schwacher Ani-
sotropie zu resultierenden maximalen Durchbiegungen fu¨hrt, die grundsa¨tz-
lich um 10% zu klein sind.
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Anhang A
Erga¨nzende Ausfu¨hrungen
zum 3D-Problem
A.1 Deformation und Lagea¨nderung
Im gewo¨hnlichen Sprachgebrauch, und bis Anfang der 60er Jahre des vori-
gen Jahrhunderts auch in den meisten Vero¨ffentlichungen auf dem Gebiet der
Mechanik, wird unter Deformation eines Ko¨rpers eine Verformung, sprich ei-
ne Forma¨nderung, verstanden, so z.B. bei Voigt 1889 in [110], Lagally 1928
in [70], Sommerfeld 1954 in [102] oder Macke 1962 in [73]. Wa¨hrend im
Handbuch der Physik Band VI alle Autoren ebenfalls diese Definition von
Deformation verwenden [40], ist in einigen anderen, viel zitierten Ba¨nden
dieses Handbuchs Deformation ein Synonym fu¨r Lagea¨nderung. Siehe hierzu
die Ba¨nde III/1, III/3 und VIa/2, angegeben unter [106, 105] und [51]. Diese
unanschauliche Bezeichnung ist Quelle fu¨r so manches Missversta¨ndnis, ins-
besondere im Zusammenhang mit den so genannten ”großen Deformationen“
und den Starrko¨rperdrehungen.
Im hier beschriebenen Fall, des auf dem Stu¨tzring aufliegenden Wafers,
betrachten wir zur Illustration zwei verschiedene Lagea¨nderungen bezu¨glich
der im Bild 3.1 auf Seite 18 angegebenen Referenzlage. Links im Bild A.1 auf
der na¨chsten Seite heben wir den Wafer so an, dass er den Stu¨tzring nur noch
in einem Punkt seiner oberen Außenkante beru¨hrt. Auf der rechten Seite
des Bildes A.1 zeigen wir die Draufsicht eines auf dem Stu¨tzring liegenden
Wafers, der um den selben Punkt wie im linken Bild verdreht ist. In beiden
Fa¨llen bleibt der Wafer unverformt, d.h. es handelt sich keineswegs um große
Verformungen. Nach Lesart des Handbuchs der Physik handelt es sich jedoch
in beiden Fa¨llen um große Deformationen.
Dem Anliegen des Handbuchs entsprechend, u¨bernahmen die meisten
Autoren nach seinem Erscheinen diese Begriffe, obwohl Noll, einer der Mit-
autoren des Bandes des III/3 schon 1972 in [81] neue Bezeichnungen vor-
schlug, und Truesdell und Noll im Vorwort zur 1992 erschienenen 2. Auf-
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Abbildung A.1: Starrko¨rperdrehungen des Wafers um einen Punkt auf der
oberen Außenkante des Stu¨tzringes. Links: Der Wafer wird auf einer Sei-
te vom Stu¨tzring angehoben. Rechts: Der Wafer wird, auf dem Stu¨tzring
liegend, durch eine Drehung verschoben.
lage dieses Handbuchartikels [105] ausdru¨cklich darauf hinwiesen, dass die
in der ersten Auflage des Handbuchs verwendeten Begriffe ”configuration“
und ”deformation“ von ihnen schlecht gewa¨hlt wurden. Stattdessen schla-
gen sie die Verwendung von ”placement“ und ”transplacement“ vor, da die
Klassifizierung von Translation und Rotation als Deformation, der in einem
gewo¨hnlichen Wo¨rterbuch oder Lexikon erkla¨rten Bedeutung von Deforma-
tion widerspricht.
So wie Noll in [81] den Begriff ”placement“ zur Beschreibung der La-
ge eines materiellen Ko¨rpers benutzt, verwendet Krawietz 1986 in [67] den
deutschen Begriff ”Platzierung“
1. Die Lagea¨nderung χ wird bei Krawietz
nicht, wie im Handbuch der Physik, ”Deformation“, sondern ”Platzierungs-
wechsel“ genannt. Bertram schla¨gt in [11] vor, die Gro¨ße χ ”Deplatzierung“
zu nennen. Noll nennt in [81] diese Gro¨ße ”displacement tensor“, wa¨hrend
Krawietz dafu¨r die Bezeichnung ”lokaler Platzierungswechsel“ einfu¨hrt.
Es sei hier noch angemerkt, dass bei Noll in [81] verschiedene Platzierun-
gen des Ko¨rpers zu einer ”Konfiguration“ geho¨ren, wenn sich die Platzierun-
gen nur durch Starrko¨rpermodifikationen unterscheiden. Demnach geho¨ren
beide im Bild A.1 starr gedrehten Wafer zur gleichen Konfiguration.
Zum Schluss sei noch darauf hingewiesen, dass die oben erwa¨hnten Au-
toren, wie Voigt, Lagally, Sommerfeld oder Macke, die Gro¨ße u nicht ”Ver-
schiebung“ nennen, sondern ”Verru¨ckung“. ”Verschiebungen“ beschreiben
bei Voigt und Macke reine Starrko¨rpertranslationen. Wa¨hrend bei Voigt
1Im Original [67] wird nach alter Rechtschreibung
”
Plazierung“ geschrieben.
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und Lagally der symmetrische Anteil des Gradienten von u(X ) bezu¨glich
der Referenzkoordinaten Xi als ”Deformation“ bezeichnet wird, heißt diese
Gro¨ße bei Sommerfeld und Macke ”Verzerrung“.
A.2 Zur Darstellung der elastischen Konstanten
A.2.1 Voigt ’sche Notation — modulare Darstellung
Der Steifigkeitstensor im Saint-Venant–Kirchhoff ’schen Materialgesetz gema¨ß
(4.31) kann als lineare Abbildung c : R3×3 → R3×3 betrachtet werden. Durch
Umordnung la¨sst sich eine 3 × 3-Matrix auch als 9 × 1-Matrix anordnen,
so dass wir die Komponenten von c auch als 9 × 9-Matrix c : R9 → R9
schreiben ko¨nnen. Wegen der Symmetriebedingungen (4.32) ist c nicht in-
vertierbar. Da symmetrische 3×3-Matrizen nur 6 voneinander unabha¨ngige
Komponenten haben, lassen sich die unabha¨ngigen Komponenten einer sol-
chen Matrix durch Umordnung als 6×1-Matrix darstellen. Die Komponenten
von c ko¨nnen entsprechend als invertierbare 6×6-Matrix dargestellt werden.
Die Umschrift der Komponenten von symmetrischen 3 × 3-Matrizen in
6 × 1-Matrizen kann auf verschiedene Weisen erfolgen. Olschewski benutzt
in [85, 86] und [87] eine Zuordnung, fu¨r die
GijGij = |GO|2 und σijσij = |σO|2
gilt, mit
GO := (G11, G22, G33,
√
2G23,
√
2G31,
√
2G12) und
σO := (σ11, σ22, σ33,
√
2σ23,
√
2σ31,
√
2σ12),
so dass mit σO = cOGO und GO = sOσO auch
cO44 = c2323/2 und s
O
44 = s2323/2
gilt2. Die so genannte Voigt ’sche Notation, wie sie von z.B. von Voigt in
[110] und von Gurtin in [51] verwendet wird, geht dagegen aus den folgenden
Zuordnungen hervor:
GV1
GV2
GV3
GV4
GV5
GV6

:=

G11
G22
G33
2G12
2G23
2G31

und

σV1
σV2
σV3
σV4
σV5
σV6

:=

σ11
σ22
σ33
σ12
σ23
σ31

. (A.1)
Oft werden die Gro¨ßen GVI fu¨r I = 1, 2, 3 auch Dehnungen genannt. Fu¨r
I = 4, 5, 6 nennt man sie auch Gleitungen.
2Siehe auch Fedorov [36] und Cowin [31].
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Es folgt
GijGij 6= |GV |2 und σijσij 6= |σV |2.
Mit σV = cVGV und GV = sV σV gilt


c
V
11
c
V
12
c
V
13
c
V
14
c
V
15
c
V
16
c
V
12
c
V
22
c
V
23
c
V
24
c
V
25
c
V
26
.
.
.
.
.
.
c
V
33
c
V
34
c
V
35
c
V
36
.
.
.
.
.
.
.
.
.
c
V
44
c
V
45
c
V
46
.
.
.
sym. .
.
.
.
.
.
c
V
55
c
V
56
c
V
16
.
.
.
.
.
.
.
.
.
c
V
56
c
V
66


=


c1111 c1122 c1133 c1123 c1131 c1112
c1122 c2222 c2233 c2231 c2231 c2212
.
.
.
.
.
.
c3333 c3312 c3331 c3312
.
.
.
.
.
.
.
.
.
c2323 c2331 c2312
.
.
.
sym. .
.
.
.
.
.
c3131 c3112
c1112 .
.
.
.
.
.
.
.
.
c3112 c1212


(A.2)
und


s
V
11
s
V
12
s
V
13
s
V
14
s
V
15
s
V
16
s
V
12
s
V
22
s
V
23
s
V
24
s
V
25
s
V
26
. .
.
. .
.
s
V
33
s
V
34
s
V
35
s
V
36
. .
.
. .
.
. .
.
s
V
44
s
V
45
s
V
46
. .
.
sym. .
. . . .
.
s
V
55
s
V
56
s
V
16
. .
.
. .
.
. .
.
s
V
56
s
V
66


=


s1111 s1122 s1133 2s1123 2s1131 2s1112
s1122 s2222 s2233 2s2231 2s2231 2s2212
. .
.
. .
.
s3333 2s3312 2s3331 2s3312
. .
.
. .
.
. .
.
4s2323 4s2331 4s2312
. .
.
sym. .
. . . .
.
4s3131 4s3112
2s1112 .
. . . .
.
. .
.
4s3112 4s1212


.
(A.3)
Insbesondere gilt
cV44 = c2323 und s
V
44 = 4s2323. (A.4)
Die Gro¨ßen Ei, die durch
1
Ei
= siiii = sVii (A.5)
definiert sind, werden Elastitizita¨tsmodule bzw. kurz E-Module genannt. Sie
bilden die Proportionalita¨tsfaktoren zwischen Spannung und Dehnungen in
Richtung der Xi-Achse, fu¨r diejenigen einachsigen Spannungszusta¨nde fu¨r
die gerade σii 6= 0 gilt. Entsprechend werden die Gro¨ßen νij , die durch
νij = −
sii jj
siiii
= −s
V
ij
sVii
mit i 6= j (A.6)
definiert sind, Querkontraktionszahlen genannt. Der negative Wert der Quer-
kontraktionszahl νij gibt im einachsigen Spannungszustand das Verha¨ltnis
zwischen den Dehnungen in i-Richtung und j-Richtung an. Im allgemeinen
gilt νij 6= νji, da νijνji =
Ej
Ei
gilt. Die Gro¨ßen µi, definiert durch
1
µ1
= 4s2323 = sV44,
1
µ2
= 4s3131 = sV55 und
1
µ3
= 4s1212 = sV66 (A.7)
werden Schub- oder Schermodule genannt. Sie bilden den Proportionalita¨ts-
faktor zwischen gleichindizierten Schubspannungen und Gleitungen.
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A.2.2 Elastische Konstanten bei Isotropie oder kubischer
Materialsymmetrie
Bei kubischer Materialsymmetrie gibt es gema¨ß Abschnitt 4.2.5 nur drei
voneinander unabha¨ngige Komponenten cijkl. Damit gibt es auch nur drei
voneinander unabha¨ngige Komponenten cVIJ mit I, J = 1,. . . ,6. Die Kompo-
nenten cVIJ ha¨ngen im allgemeinen von der Orientierung ab und die von ihnen
generierte Matrix ist voll besetzt. In der 〈100〉-Orientierung lassen sich die
Komponenten zu einer du¨nn besetzten Matrix cV 〈100〉 anordnen:
cV 〈100〉 =

cV11 c
V
12 c
V
12 0 0 0
cV12 c
V
11 c
V
12 0 0 0
cV12 c
V
12 c
V
11 0 0 0
0 · · · 0 cV44 0 0
...
. . . cV44 0
0 · · · 0 · · · 0 cV44

. (A.8)
Dies ist die Standardnotation der Werkstofftechniker, Metallkundler und
Kristallphysiker. Wann immer in der Literatur elastische Konstanten durch
Komponenten cIJ angegeben werden, ist Voigt ’sche Notation in der 〈100〉-
Orientierung gemeint. Deshalb lassen wir den Index V und die Miller ’schen
Indizes bei dieser Notation weg.
Im isotropen Fall gilt der Zusammenhang
c44 = (c11 − c12)/2, (A.9)
so dass die Matrix-Darstellung gema¨ß (A.8) fu¨r diesen Fall unabha¨ngig von
der Orientierung ist.
Bei Verwendung der normalen Tensornotation ist im isotropen Fall die
folgende Darstellung des St-Venant–Kirchhoff ’schen Materialgesetz gema¨ß
(4.31) u¨blich:
σij = λGkk δij + 2µ Gij . (A.10)
Dabei heißen λ und µ Lame´-Konstanten und es gelten zu den isotropen
Voigt ’schen Konstanten die Beziehungen
2µ = c11 − c12 und λ = c12. (A.11)
Eine solche kompakte Darstellung ist bei kubischer Materialsymmetrie im
allgemeinen nicht mo¨glich. Eine Ausnahme bildet auch hier die Darstellung
in der 〈100〉-Orientierung. Dort erhalten wir statt der isotropen Darstellung
gema¨ß Formel (A.10) die Formel (4.35): σij = λ〈100〉Gkkδij + 2µ〈100〉Gij +
µ′〈100〉Giiδij . Die Gro¨ßen λ〈100〉, µ〈100〉 und µ′〈100〉 sind die Lame´-Konstanten
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des kubischen Materials in der 〈100〉-Orientierung und es gelten fu¨r die ku-
bischen Voigt ’schen Konstanten in der 〈100〉-Orientierung die Beziehungen
µ〈100〉 = c44, λ〈100〉 = c12 und µ′〈100〉 = c11 − c12 − 2c44. (A.12)
Die Gro¨ße µ ist zugleich der Schubmodul in der 〈100〉-Orientierung, da in
dieser Orientierung alle durch (A.7) definierten Schubmoduli zusammenfal-
len, d. h. es gilt µ〈100〉1 = µ
〈100〉
2 = µ
〈100〉
3 = µ
〈100〉. Im weiteren lassen wir die
Miller ’schen Indizes auch an den Lame´-Konstanten weg, da wir diese Gro¨ßen
in der vorliegenden Arbeit nur in der 〈100〉-Orientierung verwenden.
Die E-Moduli Ei und die Querkontraktionszahlen νij fallen in der 〈100〉-
Orientierung ebenfalls zusammen, da entsprechend Abbildung 3.3 auf Sei-
te 19 alle Kristallhauptachsen gleichwertig sind. Es gilt E〈100〉1 = E
〈100〉
2 =
E
〈100〉
3 = E
〈100〉 und ν〈100〉23 = ν
〈100〉
32 = ν
〈100〉
31 = ν
〈100〉
13 = ν
〈100〉
23 = ν
〈100〉
32 =
ν〈100〉 mit
E〈100〉 =
1
s11
= (c11 − c12)c11 + 2c12
c11 + c12
und ν〈100〉 = −s12
s11
=
c12
c11 + c12
.
(A.13)
Da wir im Kapitel 6 auch orientierungsabha¨ngige E -Moduli und Querkon-
traktionszahlen einfu¨hren, die wir im Zusammenhang mit der Hertz ’schen
Pressung kubisch anisotroper Materialien beno¨tigen, lassen wir die Mil-
ler ’schen Indizes bei E〈100〉 und ν〈100〉 nicht weg.
A.2.3 Isotrope Mittelung kubisch elastischer Materialien
Zur weiteren Vereinfachung des Modell interessieren wir uns fu¨r isotrope
Na¨herungen. Eine umfassende U¨bersicht zu den verschieden Mo¨glichkeiten
der Mittelwertbildung wird von Bo¨hlke in [12] angegeben. Insgesamt werden
vier Mittelungsformeln angegeben, die mit den Namen Voigt [111], Reuss
[91], Hill [57] und Eisenberg [1] verbunden sind. Die Vorschrift von Voigt
wird auch arithmetisches, die von Eisenberg geometrisches und die von Reuss
harmonisches Mittel genannt, wobei das Voigt ’sche und das Reuss’sche den
Charakter von oberen und unteren Schranken haben, deren arithmetisches
Mittel die Vorschrift von Hill ist.
Im Folgenden sind die Formeln fu¨r den Kompressionsmodul K, den
Schubmodul µ, den E-Modul E und die Querkontraktionszahl ν tabella-
risch angegeben. Außerdem geben wir noch die Kontaktsteifigkeit k an,
die in dieser Form nicht nur bei der Hertz ’schen Pressung, sondern auch
als Plattensteifigkeit in der isotropen Plattentheorie auftaucht. Speziell fu¨r
GaAs geben wir die entsprechen Werte an, die sich aus den drei Voigt ’schen
Konstanten gema¨ß (3.1) ergeben.
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〈100〉 〈110〉
K K〈100〉 = 2c12+c113 K
〈110〉 = K〈100〉
µ µ〈100〉 = c44 µ〈110〉 = c11−c122
E E〈100〉 = 1s11 E
〈110〉 = 42(s11+s12)+s44
ν ν〈100〉 = − s12s11 ν〈110〉 =
s44−2(s11+s12)
s44+2(s11+s12)
k k〈100〉 = s11
s211−s212
k〈110〉 = 2(s11+s12)−s442(s11+s12)s44
Tabelle A.1: Elastische Konstanten von Einkristallen in der 〈100〉-Orientie-
rung und in der 〈110〉-Orientierung, dargestellt durch die Voigt ’schen Kon-
stanten.
Voigt Eisenberg
K K〈V I〉 = K〈100〉 K〈AI〉 = K〈100〉
µ µ〈V I〉 = 15(c11 − c12 + 3c44) µ〈AI〉 = 12(c11 − c12)
2
5 (2c44)
3
5
E E〈V I〉 = 9K
〈V I〉µ〈V I〉
3K〈V I〉+µ〈V I〉 E
〈AI〉 = 9K
〈AI〉µ〈AI〉
3K〈AI〉+µ〈AI〉
ν ν〈V I〉 = 12
3K〈V I〉−2µ〈V I〉
3K〈V I〉+µ〈V I〉 ν
〈AI〉 = 12
3K〈AI〉−2µ〈AI〉
3K〈AI〉+µ〈AI〉
k k〈V I〉 = E
〈V I〉
1−(ν〈V I〉)2 k
〈AI〉 = E
〈AI〉
1−(ν〈AI〉)2
Tabelle A.2: Isotrope Na¨herung nach Voigt und Eisenberg, dargestellt durch
die Voigt ’schen Konstanten des Einkristalls.
Reuss Hill
K K〈RI〉 = K〈100〉 K〈HI〉 = K〈100〉
µ µ〈RI〉 = 5c44(c11−c12)4c44+3(c11−c12) µ
〈HI〉 = 12(µ
〈V I〉 + µ〈RI〉)
E E〈RI〉 = 9K
〈RI〉µ〈RI〉
3K〈RI〉+µ〈RI〉 E
〈HI〉 = 9K
〈HI〉µ〈HI〉
3K〈HI〉+µ〈HI〉
ν ν〈RI〉 = 12
3K〈RI〉−2µ〈RI〉
3K〈RI〉+µ〈RI〉 ν
〈HI〉 = 12
3K〈HI〉−2µ〈HI〉
3K〈HI〉+µ〈HI〉
k k〈RI〉 = E
〈RI〉
1−(ν〈RI〉)2 k
〈HI〉 = E
〈HI〉
1−(ν〈HI〉)2
Tabelle A.3: Isotrope Na¨herung nach Reuss und Hill, dargestellt durch die
Voigt ’schen Konstanten des Einkristalls.
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〈100〉 〈110〉 Voigt Eisenberg Reuss Hill
K in GPa 75,53 75, 53 75, 53 75, 53 75, 53 75, 53
µ in GPa 59,5 32,6 48,74 46,77 44,73 46,74
E in GPa 85,5 121,52 120,34 116,31 112,08 116,24
ν 0,3113 0,0212 0,2345 0,2434 0,2527 0,2435
k in GPa 94,68 121,58 127,34 123,63 119,73 123,57
Tabelle A.4: Isotrope Na¨herung nach Voigt, Eisenberg, Reuss und Hill fu¨r
GaAs, berechnet aus den Voigt ’schen Konstanten gema¨ß (3.1).
Wir erkennen, in allen Mittelungsformeln ist der Kompressionsmodul
gleich dem des kubischen Materials. Damit gilt der Zusammenhang
EI∗ = 3K〈100〉(1− 2νI∗). (A.14)
Zu einer kompakten Darstellung der verschieden Mittelungsformeln ge-
langen wir mit Hilfe der Projektorschreibweise. Danach werden die Steifig-
keitstensoren als Linearkombinationen von Tensoren 4. Stufe mit besonderen
Eigenschaften darstellt. Ein Projektor P(m) hat die gleichen Symmetrieei-
genschaften, wie die der Steifigkeitstensor selbst, d.h. es gilt entsprechend
(4.32)
P
(m)
ijkl = P
(m)
klij = P
(m)
ijlk . (A.15)
Außerdem gilt
P
(m)
ijkl P
(m)
klpq = P
(m)
ijpq , (A.16)
P
(m)
ijkl P
(n)
klpq = 0, falls n 6= m (A.17)
und
nmax∑
m=1
P
(m)
ijkl = (δikδjl + δilδjk)/2. (A.18)
Fu¨r kubische Materialien gibt es im Kristallachsensystem fu¨r die Steifigkeits-
und Nachgiebigkeitstensoren die Darstellung
c = γiP(i) und s =
1
γi
P(i) (A.19)
und fu¨r isotrope Materialien gilt
cI = γIαP
I(α) und sI =
1
γIα
PI(α), (A.20)
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wobei auch hier fu¨r kleine lateinischen Buchstaben die Einstein’sche Summa-
tionskonvention von 1 bis 3 gelten soll und fu¨r kleine griechische Buchstaben
von 1 bis 2.
Die Projektoren im kubischen Fall sind wie folgt definiert:
P
(1)
ijkl := δijδkl/3, P
(2)
ijkl := δijkl − P (1)ijkl und
P
(3)
ijkl := (δikδjl + δilδjk)/2− P (1)ijkl − P (2)ijkl. (A.21)
Im isotropen Fall gilt:
P
I(1)
ijkl := P
(1)
ijkl = δijδkl/3 und
P
I(2)
ijkl := P
(2)
ijkl + P
(3)
ijkl = (δikδjl + δilδjk)/2− P I(1)ijkl . (A.22)
Die Koeffizienten vor den Projektoren stehen zu den Voigt ’schen Konstanten
in folgender Beziehung:
γ1 = c11 + 2c12, γ2 = c11 − c12 und γ3 = 2c44. (A.23)
Fu¨r den isotropen Fall gilt
γI1 = c11 + 2c
I
12 und γ2 = c
I
11 − cI12. (A.24)
Fu¨r die isotrope Mittelung werden nun die γIα durch die γi ausgedru¨ckt.
Definieren wir entsprechend Bo¨hlke [12] die folgende Gewichtsmatrix
W (αi) :=
P
I(α)
jkls P
(i)
jkls
P
I(α)
mnpqP
I(α)
mnpq
, (A.25)
deren Zeilensummen stets 1 sind, gilt fu¨r die Mittelungen nach Voigt, Ei-
senberg und Reuss
γV Iα =W
(αi)γi, γ
AI
α = γ
W (α1)
1 γ
W (α2)
2 γ
W (α3)
3 ,
1
γRIα
=W (αi)
1
γi
(A.26)
sowie nach Hill
γHIα = (γ
V I
α + γ
RI
α )/2. (A.27)
Wegen W =
(
1 0 0
0 2/5 2/5
)
folgt daraus
γV I1 = γ
AI
1 = γ
RI
1 = γ
HI
1 = γ1 (A.28)
und
γV I2 = 2γ2/5 + 3γ3/5, γ
AI
2 = γ
2/5
2 γ
3/5
2 , γ
RI
2 =
5γ2γ3
2γ2 + 3γ3
. (A.29)
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A.3 Kleine Verzerrungen — kleine Verschiebungs-
gradienten
Liegen kleine Verzerrungen vor, genu¨gt der Green’sche Verzerrungstensor
G, gema¨ß (4.12), der Bedingung
0 ≤ ‖G‖ ¿ 1. (A.30)
Damit lassen sich Tensorfunktionen von G durch Tensorfunktionen appro-
ximieren, die nur noch linear in G sind.
Als erstes Beispiel betrachten wir das allgemeine elastische Gesetz fu¨r
einfache Materialien
σij = Hˆij(C ) = Hij(G) mit Hij(0) = 0. (A.31)
Die Taylor -Reihenentwicklung um G=0 liefert
Hij(G) = 0 + ∂Hij(G)
∂Gkl
∣∣∣∣∣
G=0
Gkl +
∂2Hij(G)
2∂Gkl∂Gmq
∣∣∣∣∣
G=0
GklGmq +O(‖G‖3).
Das heißt, es gilt
σij = O(‖G‖). (A.32)
Die Vernachla¨ssigung der Terme ho¨herer Ordnung liefert das bekannte Saint-
Venant–Kirchhoff ’sche Materialgesetz gema¨ß Formel (4.31).
Als zweites linearisieren wir die Normal-Komponente des wahren Span-
nungsvektors t. Wir benutzen dabei die Formeln:
Tnn := tini = njTjini = njTjini.
Bei kleinen Verschiebungsgradienten H , definiert durch (4.12), gilt
0 ≤ ‖H‖ ¿ 1. (A.33)
Jetzt lassen sich Tensorfunktionen von H durch Tensorfunktionen approxi-
mieren, die nur noch linear in H sind.
So gilt fu¨r den Green’schen Verzerrungstensor
Gij = (Hij +Hji)/2 +O(‖H‖2).
Wir nennen den linearen Anteil von G linearen Verzerrungstensor ε, mit
εij := (Hij +Hji)/2 bzw. ε := (H+HT )/2 (A.34)
Im Gegensatz zu G verschwindet ε bei einer reinen Starrko¨rperrotation
nicht.
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Die Linearisierung des St-Venant–Kirchhoff ’schen Materialgesetzes be-
zu¨glich H fu¨hrt auf das Hooke’sche Gesetz
σLij := cijklεkl bzw. εij := sijklσ
L
kl. (A.35)
Wir nennen σL linearisierte Spannung, denn es folgt fu¨r alle drei Spannungs-
maße
σij = σLij +O(‖H‖2), Sij = σLij +O(‖H‖2) und Tij = σLij +O(‖H‖2).
(A.36)
Die linearisierte Version der Impulsbilanz (4.30) lautet
∂σLik
∂Xk
= 0 (A.37)
und die der Randbedingung (4.51)
σL13(X) = σ
L
23(X) = 0 und σ
L
33(X) = −pf (X) ≤ 0 ∀ X ∈ ∂Ωf .
(A.38)
A.4 Eine schwache Formulierung des
3D-Randwertproblems
Zur Rechtfertigung der von Ka´rma´n’schen Plattentheorie durch eine asym-
ptotische Entwicklung des 3D-Problems beno¨tigen wir eine schwache For-
mulierung des im Kapitel 4 beschriebenen 3D-Randwertproblems. Dieses
Problem umfasst die Impulsbilanz (4.30), das Materialgesetz (4.35), die Ver-
schiebungs-Verzerrungsrelation in Form des Green’schen Verzerrungstensors
(4.14), die Spannungsrandbedingungen (4.62) bis (4.68) und die Verschie-
bungsrandbedingungen (4.55) und (4.61). Setzen wir nun die Verschiebungs-
Verzerrungsrelation (4.14) in das Materialgesetz (4.35) und das ganze in die
Impulsbilanz (4.30) ein, erhalten wir drei gekoppelte partielle Differential-
gleichungen fu¨r die drei unbekannten Verschiebungskomponenten ui, die die
Randbedingungen (4.62) bis (4.68) sowie (4.55) und (4.61) erfu¨llen sollen.
Zur schwachen Formulierung dieses nur von den Verschiebungen abha¨ngigen
Differentialgleichungsystems wa¨hlen wir drei Testfunktionen
vi : ΩR −→ R mit v3 = 0 auf Σf , visi = 0 in XO,XN ,XW
(A.39)
mit hinreichenden Differenzierbarkeits- und Integrierbarkeitseigenschaften
und multiplizieren die i -te Komponente von v mit der i -ten Gleichung der
202
Impulsbilanz. Anschließend integrieren wir das ganze u¨ber das vom Wafer
in der Bezugsplatzierung eingenommene Gebiet:∫∫∫
ΩR
∂Sij
(
u(X)
)
∂Xj
vi(X)dX1dX2dX3 = 0.
Daraus folgt mit dem Gauß ’schen Satz∫∫∫
ΩR
Sij
(
u(X)
) ∂vi(X)
∂Xj
dX1dX2dX3 =
∫∫
∂ΩR
Sij
(
u(X)
)
vi(X)nj dX1dX2.
Nach Auswertung der Randbedingungen (4.62) bis (4.68) sowie (4.55) und
(4.61) verbleibt∫∫∫
ΩR
Sij
(
u(X)
) ∂vi(X)
∂Xj
dX1dX2dX3
=
∫∫
ω
F−i3 (X1, X2)p(X1, X2)v
−
i (X1, X2) dX1dX2 (A.40)
mit F−i3 (X1, X2) := δi3 +
∂ui(X1, X2, X3)
∂X3
∣∣∣∣∣
X3=−h/2
und v−i (X1, X2) := vi(X1, X2,−h/2).
Die drei Funktionen ui sind dann die schwache Lo¨sung des Randwertpro-
blems, wenn die Gleichung (A.40) fu¨r alle vi, die der Bedingung (A.39)
genu¨gen, erfu¨llt ist, und ui den Verschiebungsrandbedingungen (4.55) und
(4.61) genu¨gt.
Bemerkung
Es ist naheliegend von dieser schwachen Formulierung gleich
auf eine 3D-Finite-Element-Approximation u¨berzugehen. Nume-
rische Untersuchungen von Vidrascu in [108] zeigten jedoch, dass
3D-FE-Lo¨sungen fu¨r du¨nne Platten schlecht konvergieren. Je
du¨nner die Platte ist, desto schlechter ist das Konvergenzver-
halten. Bei Vidrascu werden 3D-Lo¨sungen nach der vollkommen
linearen Theorie mit Lo¨sungen nach der Kirchhoff ’schen Plat-
tentheorie verglichen. In den Arbeiten von Babusˇka und Suri [7]
sowie von Chenais und Paumier [20] wird ein solches Verhal-
ten durch das so genannte Locking-Pha¨nomen erkla¨rt, dass bei
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FE-Ansa¨tzen niedriger Ordnung auftritt. Im Falle der Platten-
biegung locken Elemente, die 2. Ableitungen nicht mehr korrekt
erfassen ko¨nnen, da man sich fu¨r immer du¨nner werdende Plat-
ten immer mehr dem Grenzfall na¨hert, in dem eine der partiel-
len Differentialgleichungen 2. Ordnung des 3D-Problems in eine
partielle Differentialgleichung 4. Ordnung u¨bergeht. Das Glei-
che tritt bei schubweichen Plattenmodellen auf, die im Grenzfall
der unendlich du¨nnen Platte ebenfalls auf das schubstarre Mo-
dell u¨bergehen. Den Grenzwertcharakter der Plattengleichungen
zum urspru¨nglichen 3D-Problem zeigen wir mit Hilfe einer asym-
ptotischen Entwicklung im Abschnitt 5.4.
Die entsprechende schwache Formulierung fu¨r das linearisierte Problem
(A.37), (A.38) und (A.35) lautet:∫∫∫
ΩR
σLij
(
uL(X)
) ∂vi(X)
∂Xj
dX1dX2dX3
=
∫∫
ω
p(X1, X2) v−3 (X1, X2) dX1dX2. (A.41)
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Anhang B
Erga¨nzende Ausfu¨hrungen
zur 2D-Theorie fu¨r du¨nne
Platten
B.1 Schwache Formulierungen
B.1.1 Alternative schwache Formulierungen der von Ka´r-
ma´n ’schen Plattentheorie
Durch Einsetzen der Materialgleichungen (5.41) und (5.42) in die Gleich-
gewichtsbedingungen (5.32) und (5.36) erhalten wir ein System von drei
partiellen Differentialgleichungen, die nur noch von den Plattenmittelfla¨-
chenverschiebungen Uα und W abha¨ngen. Testen wir diese Gleichungen
mit beliebigen ”Testverschiebungen“ oder ”virtuellen Verru¨ckungen“, die die
Verschiebungsrandbedingungen erfu¨llen, erhalten wir eine schwache Formu-
lierung des Problems. Wie wir im na¨chsten Abschnitt sehen werden, mu¨ssen
wir fu¨r Uα in ω nicht mehr, wie in der starken Formulierung, die zweima-
lige Differenzierbarkeit fordern, sondern es genu¨gt die abgeschwa¨chte For-
derung, nach einmaliger Differenzierbarkeit. In gleicher Weise muss fu¨r W
in ω \ Θ nicht mehr die viermalige, sondern nur noch die zweimalige Diffe-
renzierbarkeit gefordert werden. In jedem Fall sind die gesuchten Lo¨sungen
Verschiebungen. Die Lo¨sungsmethode ist in diesem Sinne eine reine Ver-
schiebungsmethode. Da es sich bei Finite-Element-Formulierungen um Ap-
proximationen von schwachen Formulierungen handelt, werden Verfahren,
fu¨r die die Verschiebungen mit FE-Ansa¨tzen approximiert werden, ebenfalls
Verschiebungsmethoden genannt.
Es ist auch mo¨glich, andere Sa¨tze von Unbekannten einzufu¨hren. Die
unterschiedlichen Lo¨sungszuga¨nge fu¨hren letztlich zu anderen Differential-
gleichungen und anderen zugeho¨rigen schwachen Formulierungen.
Von Ka´rma´n betrachtete urspru¨nglich nur isotrope Platten. Dadurch
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war es ihm mo¨glich, die Membrankra¨fte (5.29) als zweite Ableitungen einer
Airy ’schen Spannungsfunktion darzustellen. Er beno¨tigte auf diese Weise
nur zwei Unbekannte, die Durchbiegung W und die Airy ’sche Spannungs-
funktion. In der Literatur werden die beiden Differentialgleichungen, die nur
diese zwei Unbekannten enthalten, als die ”von Ka´rma´n’schen Gleichungen“
bezeichnet. Derartige Funktionen lassen sich fu¨r die hier betrachteten Ma-
terialien mit kubischer Symmetrie nicht finden.
Zu einer anderen alternativen Formulierung der von Ka´rma´n’schen Plat-
tentheorie, die auch im kubischen Fall anwendbar ist, gelangt man durch die
so genannte gemischte Formulierung. Diese Formulierung erha¨lt man, wenn
in der schwachen Formulierung nicht nur die Verschiebungen, sondern auch
die Membrankra¨fte und die Biegemomente als Unbekannte eingefu¨hrt wer-
den. In dieser Version mu¨ssen nicht nur die Membrangleichungen (5.32) und
Biegegleichung (5.36) geeignet getestet werden, sondern auch die zweidi-
mensionalen Materialgesetze (5.32) und (5.36). Die Testfunktionen werden
oft auch ”virtuelle Kra¨fte und Momente“ genannt. Um eventuell auftreten-
de Schwierigkeiten bei dem dadurch entstehenden Sattelpunktproblem zu
umgehen, wird hier der reinen Verschiebungsmethode der Vorzug gegeben.
B.1.2 Die schwache Formulierung des von Ka´rma´n’schen
Problems in Verschiebungsgro¨ßen
Wir fu¨hren als na¨chstes die hinreichend glatten Testfunktionen Vi(X1, X2)
ein. Wegen der Verschiebungsrandbedingungen (4.61) muss fu¨r die Funktio-
nen Vα gefordert werden, dass sie in den horizontalen Fesselpunkten mit den
Koordinaten (0, RA), (RA, 0) und (−RA, 0) verschwinden:
Vαs
R
α (X1, X2) = 0, falls (X1, X2) = (0, RA), (X1, X2) = (RA, 0) oder
(X1, X2) = (−RA, 0). (B.1)
Wegen der Verschiebungsrandbedingungen (5.52) muss V3 auf der Stu¨tzlinie
verschwinden, d. h. es gilt
V3 = 0 auf Θ. (B.2)
Werden die Membrangleichungen (5.32) mit Vα multipliziert und u¨ber die
Plattenmittelfla¨che ω integriert, ergibt sich∫∫
ω
∂Nαβ(X1, X2)
∂Xβ
Vα(X1, X2) dX1dX2 = 0. (B.3)
Nach partieller Integration erhalten wir∫∫
ω
Nαβ
∂Vα
∂Xβ
dX1dX2 =
∫
∂ω
Nαβ Vα n
R
β ds
=
∫
∂ω
Nnα Vα ds =
∫
∂ω
(Nnn V n +N sn V s) ds,
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wobei wir hier die Argumente weggelassen haben. Unter Beachtung der
Randbedingungen (5.47) und (5.46) fu¨r die Normal- und Tangentialkom-
ponenten der Membrankraft auf ∂ω, sowie von (B.1) folgt die Beziehung∫∫
ω
Nαβ(X1, X2)
∂Vα(X1, X2)
∂Xβ
dX1dX2 = 0. (B.4)
Setzen wir in diese Gleichung die Materialgleichung (5.41) ein, treten in der
resultierenden Gleichung nur erste Ableitungen der Verschiebungsfunktionen
Uα und W auf.
Als na¨chstes multiplizieren wir die Gleichung (5.36) mit V3 und integrie-
ren sie u¨ber ω. Dann ergibt sich
∫∫
ω
 ∂
∂Xα
(
Qα(X1, X2) +Nαβ(X1, X2)
∂W (X1, X2)
∂Xβ
)
+ p(X1, X2)V3(X1, X2) dX1dX2 = 0. (B.5)
Nach partieller Integration dieser Gleichung erhalten wir mit (5.35)∫∫
ω
(
∂Mαβ(X1, X2)
∂Xβ
+Nαβ(X1, X2)
∂W (X1, X2)
∂Xβ
)
∂V3(X1, X2)
∂Xα
dX1dX2
=
∫
∂ω
(
Qα(s, n) +Nαβ(s, n)
∂W (s, n)
∂Xβ
)
V3(s, n) nRα ds
+
∫∫
ω
p(X1, X2) V3(X1, X2) dX1dX2.
Nach nochmaliger partieller Integration wird daraus∫∫
ω
(
Nαβ
∂W
∂Xβ
∂V3
∂Xα
−Mαβ ∂
2V3
∂Xα∂Xβ
)
dX1dX2
=
∫
∂ω
(Qα +Nαβ ∂W
∂Xβ
)
V3 −Mαβ ∂V3
∂Xβ
nRα ds+ ∫
ω
p V3 dX1dX2
=
∫
∂ω
(Qn +Nnβ ∂W∂Xβ
)
V3 −Mnβ
∂V3
∂Xβ
ds+ ∫
ω
p V3 dX1dX2
=
∫
∂ω
(Qn +Nnβ ∂W∂Xβ
)
V3 −Mns∂V3
∂s
−Mnn∂V3
∂n
ds+∫
ω
p V3 dX1dX2,
207
wobei zur besseren U¨bersichtlichkeit die Argumente weggelassen wurden.
Die ersten Terme der rechten Seite formen wir weiter um, so dass
∫
∂ω
(Qn +Nnβ ∂W∂Xβ
)
V3 −Mns∂V3
∂s
−Mnn∂V3
∂n
ds
=
∫
∂ω
(Qn +Nnβ ∂W∂Xβ + ∂M
ns
∂s
)
V3 − ∂(M
nsV3)
∂s
−Mnn∂V3
∂n
ds
=
∫
∂ω
((
Qn +Nnn
∂W
∂n
+Nns
∂W
∂s
+
∂Mns
∂s
)
V3 −Mnn∂V3
∂n
)
ds
folgt.
Im folgenden mu¨ssen wir unterscheiden, ob wir tatsa¨chlich das Platten-
problem fu¨r ein Gebiet mit Kreisrand lo¨sen wollen, oder das Ersatzproblem
lo¨sen, das sich ergibt, wenn wir die Kreisfla¨che durch ein geradlinig beran-
detes Polygon mit n Ecken und Kanten approximieren. Letzteres Problem
entsteht dadurch, wenn wir zur numerischen Lo¨sung mittels der FEM, wie
im Kapitel 7, zur Approximation von ω nur geradlinige Dreieckselemente
benutzen.
B.1.3 Echter Kreisrand
Das Integral
∫
∂ω
∂(MnsV3)
∂s ds verschwindet bei glatten geschlossen Randkur-
ven, wie hier im Fall der Kreisplatte. Die Gro¨ße Qn +Nnn ∂W∂n +N
ns ∂W
∂s +
∂Mns
∂s wird Ersatzquerkraft genannt. Sie ist im hier betrachten Fall wegen
der spannungsfreien Mantelfla¨che Null. Damit verbleibt von Gleichung (B.5)∫∫
ω
(
Nαβ(X1, X2)
∂W (X1, X2)
∂Xβ
∂V3(X1, X2)
∂Xα
−Mαβ(X1, X2)∂
2V3(X1, X2)
∂Xα∂Xβ
)
dX1dX2
=
∫
ω
p(X1, X2)V3(X1, X2)dX1dX2. (B.6)
Die Gleichungen (B.4) und (B.6) bilden zusammen mit den Verschiebungs-
randbedingungen (4.61) und (5.52) ein gekoppeltes System, fu¨r das die Funk-
tionen Uα und W genau dann eine schwache Lo¨sung des urspru¨nglichen
Randwertproblems darstellen, wenn es fu¨r alle zula¨ssigen Testfunktionen Vi
identisch erfu¨llt ist. Na¨herungslo¨sungen durch Finite-Element-Diskretisie-
rung sind letztlich dadurch charakterisiert, dass die schwachen Formulie-
rungen nicht mehr fu¨r alle zula¨ssigen Testfunktionen aus einem unendlich
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dimensionalen Raum identisch erfu¨llt sein sollen, sondern nur noch fu¨r eine
endliche geeignet gewa¨hlte Teilmenge dieses Raumes.
B.1.4 Kreisapproximation durch ein Polygon
Der Rand ∂ω sein ein N -Eck. Wir bezeichnen das Innere der i-ten Kante
fu¨r 1 ≤ I ≤ N mit γ(I) und die Randpunkte von γ(I) mit ∂γ(I) und ∂γ(I+1),
so dass ∂γ(N+I) = ∂γ(I) und γ(N+I) = γ(I) gilt, sowie
∂ω =
N⋃
I=1
γ¯(I) und γ¯(I−1) ∩ γ¯(I) = ∂γ(I). (B.7)
Das Integral
∫
∂ω
∂(MnsV3)
∂s ds verschwindet hier nicht, denn es gilt
∫
∂ω
∂(Mns(s)V3(s))
∂s
ds =
N∑
I=1
∫
γ(I)
∂(Mns(s(I))V3(s(I)))
∂s(I)
ds(I)
=
N∑
I=1
∫
γ(I)
∂(Mns(s(I))V3(s(I)))
∂s(I)
ds(I)
=
N∑
I=1
(
Mns(s(I))V3(s(I))
∣∣∣
∂γ(I+1)
− Mns(s(I))V3(s(I))
∣∣∣
∂γ(I)
)
:=
N∑
I=1
(
Mns(s+(I))V3(s
+
(I))−Mns(s−(I))V3(s−(I))
)
=
N∑
I=1
(
Mns(s+(I−1))−Mns(s−(I))
)
V3(s)
∣∣
∂γ(I)
:=
N∑
I=1
K(s)
∣∣
∂γ(I)
V3(s)
∣∣
∂γ(I)
. (B.8)
Die Gro¨ße K wird Eckkraft genannt. Sind die Plattenra¨nder im urspru¨ng-
lichen 3D-Problem spannungsfrei, muss demnach im resultierenden 2D-Prob-
lem in jeder Ecke K = 0 gelten.
B.2 Die Kirchhoff ’sche Plattentheorie
Die Kirchhoff ’sche Plattentheorie kann unter Verwendung der im Abschnitt
5.3.1 angegebenen a priori Annahmen in zweierlei Weisen hergeleitet werden.
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Erste Mo¨glichkeit :
Linearisierung des nichtlinearen 3D-Problems um H = 0, Aus-
wertung der Annahmen (5.7), (5.8), (5.9), (5.15), (5.16) und
U¨bergang zum 2D-Problem durch Integration u¨ber Plattendicke
gema¨ß Abschnitt 5.3.3.
Zweite Mo¨glichkeit:
U¨bergang vom nichtlinearen 3D-Problem zum nichtlinearen 2D-
Problem entsprechend Abschnitt 5.3, Linearisierung um ∂W∂Xα =
0.
Der linearisierte 2D-Verzerrungstensor lautet:
εαβ =
1
2
(
∂Uα
∂Xβ
+
∂Uβ
∂Xα
− 2X3 ∂W
∂XαXβ
)
. (B.9)
Das Materialgesetz lautet
σαβ = λ
2µ+ µ′
2µ+ µ′ + λ
δαβεγγ + 2µεαβ + µ′δαβεββ (B.10)
und die Impulsbilanz vereinfacht sich zu
∂σij
∂Xj
= 0. (B.11)
Es resultieren die Kirchhoff ’sche Plattengleichungen
∂Nαβ
(
U1(X1, X2), U2(X1, X2)
)
∂Xβ
= 0 ∀ (X1, X2) ∈ ω und (B.12)
∂2Mαβ
(
W (X1, X2)
)
∂Xα∂Xβ
= −p(X1, X2) ∀(X1, X2) ∈ ω \Θf , (B.13)
wobei (B.12) und (B.13) entkoppelt sind. Wegen der horizontalen Starrko¨r-
perfesseln folgt fu¨r den Biegetest des Wafers sofort Uα = 0.
B.3 Ausnutzung von Symmetrieeigenschaften
B.3.1 Kubische Symmetrie in rotationssymmetrischen Bau-
teilen
Der in Abbildung 4.2 auf Seite 38 dargestellte Wafer hat in seiner Mittel-
fla¨che insgesamt vier Symmetrielinien. Dies resultiert einerseits aus der roti-
onssymmetrischen Geometrie und der konzentrischen Belastung des Wafers
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und andererseits aus der Orientierung des kubisch symmetrischen Kristallits.
Wir erinnern, die Lastrichtung liegt parallel zur [100]-Richtung des Wafers.
Da der Wafer auf Grund dieser Symmetrien in tangentialer Richtung mit
einer Periode von pi/2 das gleiche Verformungsverhalten aufweist genu¨gt
es, bei einer 2D-Rechnung statt des Vollkreises die Berechnungen auf einen
Achtelkreis zu beschra¨nken. Dies ist insbesondere fu¨r eine Finite-Element-
Rechnung in Hinblick auf Rechenzeit und Speicherplatz von Vorteil. Eine
ausfu¨hrliche Erla¨uterung dieser Problematik kann man unter anderem bei
Gasch und Knothe in [49] und [65] finden.
Das betrachtete Gebiet der Wafermittelfla¨che ωR8 ist wie folgt definiert
ωR8 =
{
(X1, X2) | X1 > 0, X2 > 0, X21 +X22 < R2A, X2 < X1
}
.
Die Randbedingungen fu¨r dieses Gebiet lauten bei Verwendung der von
Ka´rma´n’schen Theorie :
 Außenrand X21 +X22 = R2A:
Nnn = 0, Nns = 0, Mnn = 0 und Q∗n = 0.
 Stu¨tzrand X21 +X22 = R2I :
W = 0.
 [100]-Symmetrierand X2 = 0:
N21 = 0, U2 = 0,
∂W
∂X2
= 0 und Q∗2 = 0.
 [110]-Symmetrierand X1 = X2:
N11 = N22, U1 = U2,
∂W
∂X1
=
∂W
∂X2
und Q∗n = 0.
B.3.2 Isotropie – der vollsta¨ndig rotationssymmetrische Fall
Fu¨r den Fall das isotropes Materialverhalten vorliegt, ist jede durch den
Mittelpunkt gehende Linie der Wafermittelfla¨che eine Symmetrielinie, so
dass jetzt der vollsta¨ndig rotationssymmetrische Fall vorliegt.
Bei einer 2D-Rechnung braucht vom Vollkreis nur eine einzige Linie
beru¨cksichtigt werden, z.B. 0 ≤ X1 ≤ RA. Zweckma¨ßiger Weise sollten in
diesem Fall sa¨mtliche Gleichungen in Zylinderkoordinaten formuliert wer-
den. Alle Gro¨ßen sind dann nur vom Radius r abha¨ngig. Entsprechende
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Formulierungen fu¨r die von Ka´rma´n’schen Theorie werden z.B. von Raack
in [89] angegeben. Die Gleichungen lauten1:
dNrr
dr
+
Nrr −Nϕϕ
r
= 0
und
d2Mrr
dr2
+
2
r
dMrr
dr
− 1
r
Mϕϕ
r
+Nrr
d2W
dr2
+
Nϕϕ
r
dW
dr
= −p,
mit
Nrr =
hE
1− ν2
(
dUr
dr
+ ν
Ur
r
+
1
2
(
dW
dr
)2)
und
Nϕϕ =
hE
1− ν2
(
Ur
r
+ ν
dUr
dr
+
ν
2
(
dW
dr
)2)
,
Mrr =
hE
12(1− ν2)
(
d2W
dr2
+
ν
r
dW
dr
)
, Mrϕ = 0 und
Mϕϕ =
hE
12(1− ν2)
(
1
r
dW
dr
+ ν
d2W
dr2
)
.
Die Randbedingungen lauten:
Ur(0) = 0,
dW
dr
(0) = 0 und Qr(0) = 0
sowie
Nrr(RA) = 0, Mrr(RA) = 0 und Qr(RA) = 0.
Außerdem gilt
W (RI) = 0.
Wegen
X1 = r cos(ϕ) und X2 = r sin(ϕ), (B.14)
gilt auch
N11 = Nrr cos2(ϕ) +Nϕϕ sin2(ϕ), N22 = Nrr sin2(ϕ) +Nϕϕ cos2(ϕ) und
(B.15)
N12 = (Nrr −Nϕϕ) sin(ϕ) cos(ϕ) sowie (B.16)
M11 =Mrr cos2(ϕ)+Mϕϕ sin2(ϕ), M22 =Mrr sin2(ϕ)+Mϕϕ cos2(ϕ) und
(B.17)
M12 = (Mrr −Mϕϕ) sin(ϕ) cos(ϕ). (B.18)
1Da wir hier nicht das Problem der rotationssymmetrischen Torsion einer Kreisring-
scheibe mit festgehaltenem Innenring betrachten, gilt hier Uϕ = 0 und Nrϕ = 0
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Spezielle Lo¨sungen des linearisierten vollsta¨ndig rotationssymme-
trischen Falls
Die Lo¨sungen des linearisierten vollsta¨ndig rotationssymmetrischen Biege-
tests unter der Einzellast f lautet:
WL(r) =
3f(1− ν2)R2I
4pi E h3(1 + κ)2
(
3 + ν
1 + ν
+ 2κ(2 + κ)
)
(B.19)
fu¨r r = 0 und RA = RI(1 + κ),
WL(r) =
3f(1− ν2)R2I
4pi E h3(2 + 1− ν
1 + ν
1
(1 + κ)2
)(
1−
(
r
RI
)2)
+ 2
(
r
RI
)2
ln
(
r
RI
)
fu¨r 0 < r ≤ RI und RA = RI(1 + κ) und
WL(r) =
3f(1− ν2)R2I
4pi E h3
1− ν
1 + ν
1
(1 + κ)2
(
1−
(
r
RI
)2)
− 2 ln
(
r
RI
)
fu¨r 0 < r ≤ RI .
B.3.3 Isotrope Mittelung fu¨r die 2D-Plattentheorie
Du¨nne Platten genu¨gen einem 2D-Materialgesetz, dass dem des ebenen
Spannungszustandes entspricht. Die Spannungen in einer 2D-Plattentheorie
σPi3 sind nicht mehr u¨ber ein Materialgesetz durch die Verzerrungen fest-
gelegt. Um ein 2D-Materialgesetz isotrop zu mitteln, gibt es neben den
im Abschnitt A.2.3 beschriebenen Methoden auch die Mo¨glichkeit, direkt
das 2D-Materialgesetz zu mitteln. Um dies zu erreichen, geben wir die 2D-
Steifigkeitstensoren in der 2D-Projektordarstellung an. Die beno¨tigten For-
meln haben die gleiche Gestalt wie die Formeln (A.15) bis (A.22) mit dem
Unterschied, dass die unteren lateinischen Indizes durch griechische zu er-
setzen sind und der erste Projektor die Darstellung
P
I(1)
αβγσ = P
(1)
αβγσ := δαβδγσ/2 (B.20)
hat.
Auch die Formeln (A.25) bis (A.28) ko¨nnen wir auf diese Weise komplett
u¨bernehmen. Zur Unterscheidung gegenu¨ber den 3D-Gro¨ßen kennzeichnen
wir die 2D-Gro¨ßen wieder mit dem zusa¨tzlichen Index P . Die Gewichtsma-
trix lautet jetzt
W P =
(
1 0 0
0 1/2 1/2
)
. (B.21)
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〈100〉 〈110〉 Voigt Eisenberg Reuss Hill
µ in GPa 59,5 32,6 46,05 44,04 42,12 44,09
E in GPa 85,5 121,52 101,18 98,11 95,18 98,18
ν 0,3113 0,0212 0,3870 0,3830 0,3790 0,3831
k in GPa 94,68 121,58 119,0 114,98 111,14 115,07
Tabelle B.1: Isotrope 2D-Na¨herung nach Voigt, Eisenberg, Reuss und Hill
fu¨r GaAs, berechnet aus den Voigt ’schen Konstanten gema¨ß (3.1).
Damit erhalten wir
γPV I1 = γ
PAI
1 = γ
PRI
1 = γ
PHI
1 = γ
P
1 (B.22)
und
γPV I2 = (γ
P
2 + γ
P
3 )/2, γ
PAI
2 =
√
γP2 γ
P
3 , γ
PRI
2 =
2γP2 γ
P
3
γP2 + γ
P
3
. (B.23)
Außerdem gelten die Zusammenha¨nge
γP1 =
3γ1γ2
2γ2 + γ1
, γP2 = γ2, und γ
P
3 = γ3 (B.24)
sowie
cP∗I11 = γ
P∗I
1 /2 + γ
P∗I
2 und c
P∗I
12 = γ
P∗I
2 /2, (B.25)
wobei das *-Symbol ein Platzhalter fu¨r die jeweilige Mittelungsmethode ist.
Weiter folgt mit kP∗I = cP∗I11
νP∗I =
cP∗I12
cP∗I12
, µP∗I = (cP∗I11 − cP∗I12 )/2 und EP∗I =
(cP∗I11 )2 − (cP∗I12 )2
cP∗I11
.
(B.26)
Damit ko¨nnen wir analog zur Tabelle A.4 fu¨r die verschiedenen Mittelungs-
formeln die isotropisierten elastischen Konstanten angeben:
Wir erkennen beim Vergleich mit Tabelle A.4, dass die Werte fu¨r die
verschiedenen Mittelungsformeln fu¨r die 2D-Na¨herung dichter bei einander
liegen, als die Werte fu¨r die 3D-Na¨herung. Qualitativ unterscheiden sich die
Werte noch dadurch, dass in der 3D-Na¨herung die Werte fu¨r k zum Teil
außerhalb des vom Einkristall aufgespannten Bereiches liegen und in der
2D-Na¨herung die Werte fu¨r ν außerhalb des vom Einkristall aufgespannten
Bereiches liegen.
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Anhang C
Funktionenra¨ume und
spezielle Funktionen
C.1 Raumdefinitionen
Fu¨r die Herleitung der Finite-Element-Methode beno¨tigen wir noch folgende
Definitionen:
Durch L2(ω) bezeichnen wir die Menge aller Funktionen W : ω → R mit
‖W‖2 :=
√∫
ω
|W (X1, X2)|2 dX1 dX2 <∞ (C.1)
Außerdem definieren wir
H1(ω) := {W ∈ L2(ω); ∂W
∂Xα
∈ L2(ω)} (C.2)
und
H2(ω) := {W ∈ H1(ω); ∂
2W
∂Xα∂Xβ
∈ L2(ω)}. (C.3)
Wir definieren außerdem: C0(ω) als Menge aller Funktionen, die in ω stetig
sind; C0(ω¯) als Menge aller Funktionen aus C0(ω), die auf dem Rand von ω
stetig fortsetzbar sind; C1(ω) als Menge aller Funktionen aus C0(ω), deren
partielle Ableitungen jeweils ebenfalls aus C0(ω) sind; C1(ω¯) als Menge aller
Funktionen aus C1(ω), deren partielle Ableitungen jeweils aus C0(ω¯) sind.
C.2 Einige Eigenschaften von Bessel funktionen
Im Kapitel 8 werden folgenden Formeln mit Bessel funktionen 1. Art ver-
wendet:
2 n Jn(x)
x
= Jn−1(x) + Jn+1(x), (C.4)
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∂Jn(x)
∂x
=
(
Jn−1(x)− Jn+1(x)
)
/2. (C.5)
Sind kni die Nullstellen von Jn(x) mit n > −1, dann gilt
2(
dJn(y)
dy
∣∣∣
y=kni
)2
1∫
0
x Jn(kni x)Jn(knj x)dx =
{
0 fu¨r i 6= j
1 fu¨r i = j.
(C.6)
Speziell fu¨r n = 0 erhalten wir
2(
J1(k0i)
)2
1∫
0
x J0(k0i x)J0(k0j x) dx =
{
0 fu¨r i 6= j
1 fu¨r i = j.
(C.7)
Außerdem gilt
1∫
0
xJ20(k0ix)dx =
J21(k0i)
2
. (C.8)
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