Fuzzy classification has become of great interest because of its ability to utilize simple linguistically interpretable rules and has overcome the limitations of symbolic or crisp rule based classifiers. This paper introduces an extension to fuzzy classifier: a neutrosophic classifier, which would utilize neutrosophic logic for its working. Neutrosophic logic is a generalized logic that is capable of effectively handling indeterminacy, stochasticity acquisition errors that fuzzy logic cannot handle. The proposed neutrosophic classifier employs neutrosophic logic for its working and is an extension of commonly used fuzzy classifier. It is compared with the commonly used fuzzy classifiers on the following parameters: nature of membership functions, number of rules and indeterminacy in the results generated. It is proved in the paper that extended fuzzy classifier: neutrosophic classifier; optimizes the said parameters in comparison to the fuzzy counterpart. Finally the paper is concluded with justifying that neutrosophic logic though in its nascent stage still holds the potential to be experimented for further exploration in different domains.
Introduction
Classification is the process of arranging data into homogeneous classes on the basis of the common features present in the data [1] .
Various machine learning based techniques are used for input data classifications that provide a rational answer for all possible inputs [2] . Fuzzy matching of input and subsequent fuzzy processing is an active research area that has been successfully applied to varied domains from control theory to artificial intelligence [3, 4] . This paper is written with the aim of focusing on the classification performed on the data which is uncertain, imprecise, incomplete and ambiguous. In this paper authors propose a new classification technique based on neutrosophic logic which is an extension of fuzzy logic.
Present work
Fuzzy logic was given by Prof. L.A. Zadeh in his seminal paper during second half of last century [5] . Though with weak acceptance initially, slowly it has emerged as one of the important soft computing techniques to model uncertainty [6] . Real world information is full of uncertainties, gaps and inconsistent information. This uncertainty can be encountered in varied forms like uncertainty in outcome of tossing a coin; whether it will be a head or tail is an example of classical bivalence where uncertainty disappears on the completion of event. Or else accurate description of the statement "Rose is red"; has fuzzy uncertainty associated with it as it is difficult to define red color due to various possible shades of the same color applicable [7] .
The main work of this paper is dedicated in providing extension to commonly used fuzzy classifier in the form of neutrosophic classifier. Fuzzy classifier uses fuzzy logic. So this section gives brief details of a fuzzy logic and fuzzy classifier in its general form.
Prof. L. Zadeh had revolutionized the field of logics by proposing a novel fuzzy logic in 1965 where each element in fuzzy set has a degree of membership [5] .
Definition 1. Fuzzy sets and membership functions
If X is a collection of objects denoted generically by x, then a fuzzy set A in X is defined as a set of ordered pairs:
A (x) is called the membership function of x in A. The membership function maps each element of X to a continuous membership value between 0 and 1.
It also has the provision of allowing linguistic variables whose truth values may vary between 0 and 1; in contrast to two values of classical logic [8] .
Ever since the beginning of fuzzy set theory [5] , classification domain has been an important theoretical and practical fuzzy application area [9] . Crisp classes represent an unrealistic oversimplification of reality, which fuzzy approach seems to handle easily. Fuzzy classification applications assume C, a set of classes. The problem is then to determine for every object x under consideration, x ∈ X, the degree c (x) to which object x belongs to class c ∈ C.
So a membership function c (x): X → [0,1] has been defined for each class c ∈ C [10] .
Fuzzy classifier uses informal knowledge about problem domain for classification. For example: "If it is sunny then it will not rain". Fuzzy classification is driven by creating fuzzy category membership functions that convert objectively measurable parameters to category memberships which are then used for fuzzy classification [11] . Membership functions refer to overlapping ranges of feature values.
Definition 2. Fuzzy classifier
Let x be a vector in an n-dimensional real space R n (the feature space) and let C = {c 1 , c 2 , . . ., c c } , be a set of class labels. Bezdek et al. [12] has defined crisp and fuzzy classifier.
A crisp classifier is mapping of the type:
A fuzzy classifier is any classifier which uses fuzzy sets either during training or during its operation. It uses fuzzy if-then inference system which yields a class label for x [10] .
So, instead of assigning a class label from C, O F assigns to x ∈ R n a soft class label with degrees of membership in each class.
The result of fuzzy classification is represented by O F = {(x, C (x))|x ∈ R n }.
Next section is dedicated to the understanding of neutrosophic logic, which is essential in defining the underlying principle for the working of proposed neutrosophic classifier.
Neutrosophic logic
Quite recently, neutrosophic logic was proposed by Florentine Smarandache which is based on the non-standard analysis that was given by Abraham Robinson in 1960s [13] . Neutrosophic logic was developed to represent mathematical model of uncertainty, vagueness, ambiguity, imprecision, incompleteness, inconsistency, redundancy and contradiction [14] . Neutrosophic logic is a logic in which each proposition is estimated to have the percentage of truth in a subset T, the percentage of indeterminacy in a subset I, and the percentage of falsity in a subset F, where T, I, F are standard or non-standard real subsets of] − 0,1 + [ [15] :
The sets T, I and F are not necessarily intervals, but may be any real sub-unitary subsets: discrete or continuous; single-element, finite, or (countably or uncountably) infinite; union or intersection of various subsets; etc. They may also overlap [16] . Statically T, I and F are subsets. We use a subset of truth (or indeterminacy, or falsity), instead of a number only, because in many cases we are not able to exactly determine the percentages of truth and of falsity but approximate them: for example a proposition is between 30 and 40% true and between 60 and 70% false, even worst: between 30 and 40% or 45 and 50% true (according to various analyzers), and 60% or between 66 and 80% false. Neutrosophic logic suggests that neutrosophic probability (using subsets; not numbers as components) should be used for better representation as it is a more natural and justified estimation [15] .
All the factors stated by neutrosophic logic are very integral to human thinking, as it is very rare that we tend to conclude/judge in definite environments, imprecision of human systems could be due to the imperfection of knowledge that human receives (observation) from the external world [17] . For example: for a given proposition "Movie ABC would be hit", human brain certainly in this situation cannot generate precise answers in terms of yes or no, as indeterminacy is the sector of unawareness of a proposition's value, between truth and falsehood; undoubtedly neutrosophic components best fits in the modeling of simulation of human brain reasoning.
Definition 3. Neutrosophic set [15] : Let X be a space of points (objects), with a generic element in X denoted by x.
A neutrosophic set A in X is characterized by a truth-membership function T A , a indeterminacy-membership function I A and a falsitymembership function F A . T A (x), I A (x) and F A (x) are real standard or non-standard subsets of] − 0,1 + [. That is
There is no restriction on the sum of T A (x), I A (x) and F A (x), so
Also as neutrosophy allows the provision of reflecting the dynamics of things and ideas [16] ; the proposition "Movie ABC would be hit" does not mean fixed value components structure; the truth value of the proposition may change from place to place. For example: proposition "Movie ABC would be hit" may yield neutrosophic components 0% true, 0% indeterminate and 100% false in north sector and may yield (1,0,0) in south sector.
Neutrosophy also allows change in values with respect to the observer [16] . For example: proposition "Movie ABC would be hit" 
How neutrosophic logic is different from fuzzy logic
Neutrosophic logic proposes that between an idea A and its opposite Anti-A , there exists a gamut of continuous power spectrum of neutralities which can be represented by Neut-A [14] .
If ˛ be an attribute, for a proposition P and a referential system {R}, applying Neutrosophic logic yields (T, I, F)] − 0,1 + [ [3] . Then: -P is T% ˛ , I% indeterminate or Neut-˛ , and F% Anti-˛ . -It can be shown that ˛ is at some degree Anti-˛ , while Anti-˛ is at some degree ˛ .
This important concept of range of neutralities is missing in fuzzy logic and other allied logics, as fuzzy logic is concerned about membership and non membership of a particular element to a particular class; and does not deals with indeterminate nature of data acquired that could happen due to various reasons like incomplete knowledge (ignorance of the totality, limited view on a system because of its complexity), stochasticity (the case of intrinsic imperfection where a typical and single value does not exist), or the acquisition errors (intrinsically imperfect observations, the quantitative errors in measures) [17] .
The concept of fuzzy logic is constrained with the fact that nonmembership value = 1 − membership value. In contrast to this the advantage of utilizing neutrosophic logic is that the values of its components T, I and F are not confined to the range of [0,1], and it well distinguishes between absolute true/false values from relative true/false values [16] . As neutrosophic logic has the provision of assigning >1 as well as <1 values to its neutrosophic components, (t,i,f), so whenever for any tautology t/i/f > 1, it would imply absolute true/indeterminate/false similarly whenever t/i/f < 1, it would imply conditional (relative) truth/indeterminacy/falsity. This mechanism of assigning over boiling values (>1) or under dried values (<0) helps in justifying dissimilarity between unconditionally true (t > 1, and f < 0 or i < 0) and conditionally true propositions (t ≤ 1, and f ≤ 1 or i ≤ 1) [16] .
When the sets are reduced to an element only, then
Hence, the neutrosophic logic generalizes the fuzzy logic (for n = 1 and i = 0, and 0 ≤ t, i, f ≤ 1) [17] .
Neutrosophic classifier: an extension of fuzzy classifier
A classifier is an algorithm that predicts the class label on the basis of the object descriptor. Commonly used classifier in the soft computing domain is fuzzy classifier. Fuzzy classifier uses fuzzy sets or fuzzy logic in the course of its training or operation. This paper proposes extension of fuzzy classifier that is neutrosophic classifier that will use neutrosophic logic which is a superset of fuzzy logic.
Definition 4.
Neutrosophic classifier: a classifier that would use neutrosophic logic principles and neutrosophic sets for the classification. Neutrosophic classifier incorporates a simple, neutrosophic rule based approach like: IF X and Y THEN Z, for solving problem rather than attempting to model a system mathematically similar to fuzzy classifier. Let x be a vector in an n-dimensional real space R n (the feature space) and let C = {c 1 , c 2 , . . ., c c } , be a set of class labels. A neutrosophic classifier is mapping of the type:
If the result of neutrosophic classification is represented by O N then T, I and F component values are independent of each other and there is no restriction on the sum of T C (x), I C (x) and F C (x), so
The non-standard unit interval] − 0, 1 + [is merely used for philosophical applications, especially when distinction is required between absolute and relative truth/falsehood/indeterminacy. But for technical applications of neutrosophic logic and set, the domain of definition and range of the T, I and F can be restrained to the normal standard real unit interval [0,1], which is easier to use.
Sections 6 and 7 discuss implementation of fuzzy classifier and neutrosophic classifier, respectively. For simulations iris dataset (http://archive.ics.uci.edu/ml/datasets/Iris) is used. All experiments have been carried out on MATLAB 7.0 [18] . Iris dataset consists of 4 attributes; sepal length, sepal width, petal length and petal width and has 150 instances which are categorized into three classes: iris-setosa, iris-versicolor and iris-virginica. Thirty instances from each class have been used for training (for making rule set) and 20 from each class have been used as test case.
MATLAB implementation of fuzzy classifier

Fuzzy classifier-Matlab implementation of FIS-iris classification
Simple Mamdani type fuzzy classifier is designed using MATLAB for iris data set.
As overlapping is inherent of fuzzy logic so appropriate overlapping membership functions have been designed for all the Iris dataset attributes and output classes. Figs. 4a, 5a, 6a, 7a and 8a gives the membership function designed for Iris sepal length, sepal width, petal length, petal width and Iris output classes designed for Mamdani type fuzzy classifier.
It can be generalized that the outputs generated after defuzzification by FIS can be of two types: When the output belongs to case a, then it is 100% sure that it belongs to a specific class, as for example 31st instance of iris dataset generates de-fuzzified value of 0.13, that indicates its 100% association with iris-setosa. But when output belongs to case b, then it lies in the indeterminacy range where the output membership value belongs to multiple classes with varying degree of membership.
Proposing neutrosophic classifier on the lines of fuzzy classifier
Neutrosophic systems similar to their fuzzy counterparts would be capable of utilizing knowledge obtained from human operators. In majority of the real world classifiers it is difficult to devise a precise mathematical model that would simulate system behavior; also it is unlikely that the data acquired by the system would be 100% complete and determinate [11] . Incompleteness and indeterminacy in the data can arise from inherent nonlinearity, time-varying nature of the process to be controlled, large unpredictable environmental disturbances, degrading sensors or other difficulties in obtaining precise and reliable measurements. Humans can take intelligent decisions in such situations. Though this knowledge is also difficult to express in precise terms, an imprecise linguistic description of the manner of control can usually be articulated by the operator with relative ease.
Neutrosophic classifier using neutrosophic logic is designed using MATLAB. It has been suggested on the lines of fuzzy logic but instead of giving one defuzzified value, output value in neutrosophic classifier takes the neutrosophic format of the type: output (truthness, indeterminacy, falsity) as represented by Eq. (9) . Rest of the paper is organized in understanding of the concept that for applications where proportion of truthness, falsity and indeterminacy exists in the result generated, then it is essential to code using neutrosophic logic.
Designing of neutrosophic classification inference system using fuzzy methodology is based on the principles of Mamdani fuzzy inference method [19] . Currently there are no softwares available that supports neutrosophic logic, so the proposed work has been implemented on Fuzzy logic toolbox of Matlab 2007. Fig. 2 gives the block diagram representation of a neutrosophic classification system using fuzzy logic toolbox of Matlab. As represented by Eq. (10), values of T, I and F neutrosophic components are independent of each other. So using fuzzy logic toolbox of Matlab, three FIS have been designed: one for neutrosophic truth component, second for neutrosophic indeterminacy component and third for neutrosophic falsity component. Though the working of these components are independent of each other but a correlation is drawn between membership functions of neutrosophic T, I and F components so as to capture the truthness, indeterminacy and falsity of the input as well as the output.
Pseudo code followed for implementation of neutrosophic classification inference system using fuzzy toolbox of Matlab is given below: For range [0 − a]: fuzzy classifier shows 100% belongingness (Fig. 3a) , same is retained in neutrosophic truth component for class I (Fig. 3b) .
For range [a − (a + b)/2]: fuzzy classifier shows overlapping between class I, II and decrease in membership value. Till point (a + b)/2; class I has higher membership value as compared to class II (Fig. 3a) , so decrease in truth MF for class I is shown for the range [a − (a + b)/2] (Fig. 3b) .
For range [(a + b)/2 − b]: this is the overlapping zone represented by fuzzy classifier (Fig. 3a) in which MF value (class II) > MF value (class I). So increase in the neutrosophic truth MF for class II is shown for the range [(a + b)/2 − b] (Fig. 3b) . Figs. 4b, 5b, 6b, 7b and 8b shows truth membership functions for attribute sepal length, sepal width, petal length, petal width and 3 iris classes. Truth membership functions have been designed in such a way that there is zero overlapping, for the ranges where overlapping was designed using FIS. Overlapping regions that were recorded in the conventional FIS, have been captured by neutrosophic indeterminacy and falsity components. Neutrosophic truth component, here defined by Iris-t shows zero overlapping with truth value steadily decreasing for overlapping ranges contrary to what was designed for conventional FIS.
b. Appropriate rules are developed using rule editor. Rule base for neutrosophic truth component for Iris dataset is shown in Fig. 9. 4. Using the training set available, designing of inference system for indeterminacy component is done as follows:
a. Membership functions for all the input and output variables are designed using membership function editor in such a way that there is no overlapping between any two membership functions and indeterminacy and falsity membership functions exist only for the ranges which would been spanned by two adjacent membership functions if were designed for fuzzy logic, as that common area has indeterminacy and falsity associated with it.
For range [0 − a]: fuzzy classifier shows 100% belongingness to class I (Fig. 3a) so indeterminacy for this range is 0 (Fig. 3c) .
For range [a − (a + b)/2]: as truth value for class I is steadily decreasing here (Fig. 3a and b) , so corresponding increase in indeterminacy is shown (Fig. 3c) , with (a + b)/2 point representing highest indeterminacy value (because at point (a + b)/2 -both classes I and II give equal membership value in Mamdani fuzzy classifier (Fig. 3a) ).
For range [(a + b)/2 − b]: as truth value for class II is steadily increasing (Fig. 3a and b ) so corresponding decrease in indeterminacy value is shown (Fig. 3c) .
As range [a − b], is the overlapping zone for class I and II in fuzzy classifier, so this range is represented as class I-class II-i; for indeterminacy component of neutrosophic logic. b. Appropriate rules are developed using rule editor.
Rule base designed for neutrosophic indeterminacy component for Iris dataset is shown in Fig. 10. 5. Using the training set available, designing of inference system for neutrosophic falsity component is done in the same way as for indeterminacy component discussed in step 4; except that here for this classification example, height of all the membership functions is 0.5. 6. After training, the three components are tested independently using the testing data. 7. For each testing instance, final result is generated by consolidating results from truth, indeterminacy and falsity component in the triplet format of (T,I,F). 8. If a particular testing instance generates (x,y,z), it is interpreted as x grade of membership of instance to truth set, y and z; grade of indeterminacy and falsity membership to the respective sets. Fig . 11 gives the number of training and testing data used for the implementation of fuzzy and neutrosophic classifier. As this work is dedicated to extend fuzzy classifier to neutrosophic classifier and discussing merits of neutrosophic classifier over conventional fuzzy classifier so same dataset and equal numbers of training and testing data cases are used for both. Table 1 shows the details of training and testing sample using FIS. 30 instances from each class have been used for training (for making rule set) and 20 from each class have been used for testing. Table 2 discusses the results of testing done using FIS. When FIS is used for classification, two overlapping zones are recorded for output classes (Fig. 8a) . Here as the authors are concerned about dealing with the test cases whose result matched with the specifications of case b (Section 6), so for the 60 testing instances (20 from each of the three Iris classes); following Table 3 gives an overview of the results recorded in the overlapping zones for the three classes which account for the indeterminacy associated, when fuzzy classifier is employed. Table 4 shows the details of training and testing sample using Neutrosophic truth component. Thirty instances from each class have been used for training (for making rule set) and 20 from each Table 1 Details of training and testing samples using FIS.
Experimental results
Iris classes
Number of training samples used (serial number in the dataset)
Numbers of rules formed
Number of testing samples used (serial number in the dataset) class have been used for testing. Also it lists the results of testing done using Neutrosophic truth component Iris-t. All testing samples generate results that indicate that samples clearly belong to desired class-t. Table 5 shows the details of training and testing samples using Neutrosophic indeterminacy component and Neutrosophic falsity component. The results obtained are same for indeterminacy and falsity component, so same table (5) is used to gives details for both. 30 instances from each class have been used for training (for making rule set) and 20 from each class have been used for testing. Whenever result obtained is zero for falsity and indeterminacy components; this indicates that their generated truth component indicates correct belongingness to either of the classes: Iris-setosa/versicolor/virginica class.
Once the testing has been performed using all the three NISt, NIS-i, NIS-f, the results can be analyzed like if for example irissetosa-t = 0.127, this quantifies the grade of membership of element 0.127 to neutrosophic set: iris-setosa-t; finally the results can be consolidated instance by instance in the triplet format of (t,i,f). Table 4 Details of training and testing samples using neutrosophic truth component Iris-t. Iris-versicolorvirginica-i/Irisversicolor-virginica-f Table 6 Analysis of NIS-i, NIS-f against values given by FIS. Iris-versicolorvirginica-f = 0.35 Interpretation: All FIS results indicate correct belongingness to versicolor, except 88th instance which reflects equal degree of membership to versicolor and virginica (refer Table 2 ); and 86th instance also which lies in the overlapping region of versicolor and virginica, shows higher membership value to virginica (refer Table 2 ). NIS result is (1,1,0.5); indicating that truth values recorded are 1 for versicolor, indeterminacy recorded is as high as 1 and falsity is 0.5 (refer Fig. 8 ). Table 6 gives the details of the instances in which indeterminacy and falsity values were recorded using neutrosophic indeterminacy and falsity component, respectively, against the values obtained from conventional FIS. Table 7 does the comparison of wrong fuzzy results with neutrosophic results. Fig. 12 gives the analysis of the results of testing done using neutrosophic classifier in comparison to the results generated by fuzzy classifier. It particularly gives the result analysis of the values lying in ambiguous zone (values given by indeterminacy and falsity in neutrosophic logic and results lying in overlapping regions for fuzzy logic).
Iris classes
Evaluation of results
Results generated by FIS and NIS are labeled as follows:
a. For the ambiguous results generated by NIS, a confidence value can be defined for the truth component. For example if for truth component the confidence value set ≥ 50%, then for the truth exceeding the confidence threshold, the associated indeterminacy and falsity values should be considered insignificant; else the result generated for the given instance has significant proportion of indeterminacy and/or falsity associated with it and would call for human expert intervention for final interpretation. Here in this paper confidence value ≥50% is set for truth component, as shown in Fig. 13 .
i/f = insignificant if t ≥ 50% significant if t < 50%
Fig. 14 discusses the final non-ambiguous and ambiguous results once confidence value is taken into consideration. Conventional fuzzy classifier generated total 22 ambiguous results for 60 testing instances, which constitutes 36.6%. This is quite contrary Fig. 14. Comparison of ambiguous and non-ambiguous results generated by NIS after being filtered from the truth confidence threshold limit. to 6 ambiguous results out of 60 testing instance (which is 10%), that lie in the ambiguous zone for which human expert intervention is seeked for final interpretation of the result rest all results (except for 134th instance) generated by neutrosophic classifier are in accordance with the desired results.
Conclusions
As the proposed neutrosophic approach partitions the pattern space into non-overlapping decision regions for pattern classification so both the complexity and computational load of the classifier are reduced and thus the training time and classification time are extremely short. Although the decision regions are partitioned into non-overlapping subspaces, we can achieve good classification performance since the decision regions can be correctly determined via our proposed neutrosophic approach. Furthermore as the results generated by neutrosophic classifier has three components of truth, indeterminacy and falsity so the neutrosophic classifier would be a special system which would be more generalized and indeterminacy tolerant in its working as compared to the fuzzy counterparts; though neutrosophic systems classifiers as proposed would vary substantially according to the nature of the control problems that they are supposed to solve. Here we have confined ourselves to the explanation of relatively simple classifier problem.
Future directions
Results shown in the paper are encouraging so in future proposed extension of fuzzy classifier that is neutrosophic classifier can be extended by exploring more complicated domains in which indeterminacy and falsity is tightly integrated in the data captured. If after detailed investigation strong correlation is found between human reasoning and neutrosophic classifier results then definitely a real time application exploiting neutrosophic logic can be developed; possibly replacing existing conventional fuzzy classifier systems. Also with the optimistic results, possible integration of neutrosophic logic with other soft computing domains like neural network and genetic algorithm can also be tried.
