We present the results of studying the phenomenon of synchronization in distributed electronwave self-oscillatory systems with a counterpropagating wave. General laws governing the appearance of the classical synchronization in distributed systems are revealed. We propose methods for increasing the synchronization bandwidth by using the distributed input of a signal to the interaction space by means of coupled waveguide structures. Transient processes in nonautonomous self-oscillation regimes are studied. In particular, the effect of ultrafast synchronization is found. The possibility of chaotic synchronization in a gyro-oscillator with a counterpropagating wave under the action of a deterministic chaotic signal is shown. Mutual oscillation regimes in a system of two distributed oscillators with coupled waveguide systems are studied.
INTRODUCTION
A self-oscillatory system under the action of an external signal can behave quite differently depending on the amplitude and frequency of this signal. Synchronization of self-oscillations is the most fundamental phenomenon observed in this case.
The majority of performed studies of synchronization of self-oscillations usually deal with the simplest models with a small number of degrees of freedom, which are described by either difference equations (mappings) or ordinary differential equations, or chains and lattices of coupled mappings and differential equations. The number of works devoted to studying the phenomenon of synchronization in the models of distributed self-oscillatory systems described by partial differential equations is much smaller. This paper is devoted to discussing the results of studies of nonautonomous self-oscillations and of the classical and chaotic synchronization in such a standard system of the theory of wave processes and microwave electronics as an electron beam and a counterpropagating electromagnetic wave interacting with each other. The autonomous dynamics of such electron-wave systems has been studied thoroughly and some general laws and particular features of nonlinear processes in these systems have been revealed (see, e.g., [1] [2] [3] ). Therefore, nonequilibrium active systems in which oscillating electrons interact with counterpropagating electromagnetic waves are very convenient for studying the phenomenon of synchronization in distributed self-oscillatory systems.
A study of the influence of external signals on self-oscillatory systems of microwave electronics is very important since it allows one to solve a number of applied problems including the frequency and phase stabilization of high-frequency (HF) powerful oscillators, possibilities of obtaining oscillations close to a single-frequency regime or, conversely, the appearance of noise oscillation regimes, the phasing of powerful oscillators for increasing the output power by summing their radiation (phased antenna arrays based on superpowerful microwave oscillators; see, e.g., [4] [5] [6] [7] [8] ), and, in some cases, increasing the efficiency and power of output radiation [9] [10] [11] [12] of nonautonomous microwave systems.
In particular, a study of processes of synchronization and nonautonomous dynamics in nonequilibrium systems comprising a helical electron beam and an electromagnetic wave is important for cyclotron resonance masers (CRMs) with counterpropagating or backward waves, which are promising moderate-and high-power devices in the millimeter-wave range [13] [14] [15] [16] [17] [18] [19] [20] . At present, control of the characteristics of oscillations excited in a CRM with the help of an external controlling signal is of great interest [17, 21, 22] . A study of the influence of external signals on a relativistic O-type backward-wave oscillator (relativistic O-BWO) is also important. Such an oscillator is most promising among gigawatt-power microwave oscillators. The influence of an external signal on the relativistic O-BWO allows one to control the frequency characteristics of generation of powerful microwave pulses.
Thus, in this paper we present the results which are of special interest for researchers from both fundamental and practical viewpoints.
The paper is organized as follows. In Sec. 2, we give a short review of earlier studies of synchronization in various systems of microwave electronics. In Sec. 3, the studied models of an electron-wave system with a distributed interaction are formulated from a universal viewpoint. These systems include gyro-oscillators with a counterpropagating wave, O-type BWOs, and BWOs with a transverse field. Section 4 discusses the nonautonomous dynamics (including synchronization regimes) of a distributed active medium comprising a helical beam and a counterpropagating electromagnetic wave, i.e., a gyro-counterpropagating-wave oscillator (gyro-CWO). In this section, the time required to achieve the synchronization regime of oscillations in the gyro-CWO is also studied. The features of synchronization of self-oscillations in an O-type BWO and a BWO with a transverse field are discussed in Sec. 5. Section 6 is devoted to discussing the possibility of broadening the synchronization band of a gyro-oscillator with counterpropagating wave by applying the distributed input of an external signal with the use of coupled waveguide structures. The influence of an external chaotic signal on gyro-CWO oscillations as well as the possibility of developing regimes of chaotic synchronization in a distributed active medium are studied in Sec. 7. In Sec. 8, the mutual synchronization of two gyro-CWOs with coupled waveguide systems is studied.
EARLIER STUDIES OF SYNCHRONIZATION OF DISTRIBUTED SYSTEMS IN MICROWAVE ELECTRONICS
As was noted above, nonautonomous operation of microwave oscillators with distributed interaction has not been studied in sufficient detail until recently. There is a small number of papers on the subject which were published in the sixties and seventies. Among them, we should mention the papers by M. S. Neiman [23] , V. I. Kanavets [9] , G. N. Rapoport [10] , V. A. Solntsev [12] , and B. E. Zhelezovsky andÉ. V. Kal'yanov [11] .
We can conclude from these works that the absence of resonant electrodynamic systems in oscillators with distributed interaction allows one to reach certain advantages as compared with other microwave devices in nonautonomous oscillation regimes. Firstly, it is the absence of a high-Q oscillatory system, which allows one to ensure an external forcing for large detunings and to obtain wide synchronization regions. Secondly, it is the absence of accumulation of the energy of an external microwave signal in a resonant system, a certain time of reaching the threshold level, and a stabilization of self-oscillations of the virtual cathode. Using such a fast forcing on the system is important when controlling a microwave oscillator by an external signal, which is discussed in greater detail in the forthcoming sections. It can be shown that for an oscillator coupled with a resonant circuit, the time χ of the response to an external signal is determined by the ratio of the controlling-signal level P ext to the basic-signal level P 0 :
where Q is the loaded Q-factor and f is the operating frequency. Therefore, a possibility of controlling the frequency and phase of a powerful microwave system generating ultrashort pulses of duration 1-10 ns is mainly related to a decrease in the Q-factor of the electrodynamic structure and its operation in the traveling-wave regime for which the quantity χ can be significantly decreased.
When discussing the problems of synchronization in microwave electronics, we should note that, along with a study of synchronous regimes of O-type oscillators with long-term interaction, synchronization of M-type oscillators by external microwave signals was actively studied. Phasing in magnetron oscillators is used mainly to stabilize their frequency and their phase and amplitude modulation. Moreover, magnetrons are connected in parallel to increase the power of a useful output microwave signal. The problems of mutual oscillations of magnetron oscillators are considered most comprehensively and consistently in [24] .
We also note that at present, the problem of mutual synchronization of virtual-cathode oscillators attracts considerable attention in high-power electronics. This is determined by the fact that a further increase in the output power of devices of the relativistic microwave electronics is related to creating phased antenna arrays whose modules comprise superpowerful oscillators. Virtual-cathode oscillators are assumed to be used as such elementary modules (see, e.g., [6] [7] [8] 25] ). A large number of experimental studies [8, [26] [27] [28] have been performed in this direction. However, the number of theoretical works devoted to analysis of the nonautonomous dynamics of an electron beam with a virtual cathode is much smaller.
The above discussion confirms the essential necessity of a theoretical study of synchronization and features of the nonautonomous dynamics of distributed self-oscillatory systems in microwave electronics.
STUDIED MODELS
All electron-wave systems with distributed interaction between oscillating electrons and a counterpropagating (backward) electromagnetic wave far from the cutoff of an electrodynamic system can be described by a universal, fairly general mathematical model comprising a linear equation governing the excitation of a counterpropagating wave in a waveguide system by an electron-beam current and equations, generally nonlinear, which describe processes in the electron beam (active medium) affected by an HF field.
The equation of excitation of a waveguide structure by an electron wave is written for all systems with a counterpropagating wave in the same form
where it is assumed that the dispersion equation in the vicinity of the cold-synchronism frequencyω of oscillating electrons with the wave in the transmission line can be linearized and represented as
Here, (dω/dβ 0 ) ω=ω = v g (ω) is the group velocity of the wave at the synchronism frequencyω, the parameter A is the dimensionless length of the interaction space of the system, F = F (ξ, τ ) is the slowly varying dimensionless complex amplitude of the field E(z, t) = Re {F (ξ, τ )E 0 exp[j (ωt + β 0 z)]} in the beam cross section, I = I(ξ, τ ) is the slowly varying amplitude of the bunched current of the beam, ξ = β 0 (ω)εz is the dimensionless axial coordinate, τ =ωε (t − z/v 0 ) (1 + v 0 /|v g |) −1 is the dimensionless time in the reference frame moving with the axial velocity v 0 of the electron beam, and ε is an interaction parameter having different forms for different systems with a counterpropagating (backward) wave [1, 3] .
To describe the dynamics of an active medium (electron beam) in each possible device with a counterpropagating (backward) wave, we should use certain specific equations. In this paper, we consider several such systems for which the corresponding equations for the bunched HF current I are formulated below.
1. A gyro-oscillator with a counterpropagating wave (gyro-CWO),
where β is the complex radius of electron trajectories in the helical beam, µ = v/(2εc) is the nonisochronism parameter characterizing the measure of lag of the system, and ε is the interaction parameter which has the form [29] 
for the gyro-CWO. Here, K is the coefficient of interaction between the electron beam and the counterpropagating electromagnetic wave, v ⊥0 is the initial transverse velocity of electrons, and I 0 and V 0 are, respectively, the dc components of the current and the accelerating voltage of the electron beam.
O-type backward-wave oscillator (O-BWO),
where θ is the phase of an electron in the wave field, A = 2πCN is the parameter which has the meaning of the dimensionless length of the interaction space (an increase in the parameter A can be considered an increase in the electron-beam current), C is the Pierce gain parameter, and N is the electric length of the oscillator.
3. A medium with cubic phase nonlinearity (BWO with a transverse field),
This equation comprises only one cubic nonlinear function describing the change of the wave phase due to a variation in the axial velocity of electrons. The axial velocity decreases if the kinetic energy of the axial motion of electrons is transferred to the counterpropagating electromagnetic wave.
The simplicity of the electron-wave system governed by Eqs. (2) and (6) and having the phase nonlinearity is caused by the fact that all the electron trajectories in such a system can be assumed identical, in contrast to an O-type BWO and a gyro-CWO in which the inertial mechanism of electron phasing takes place. It is the fact that all the electron trajectories are identical in the interaction space that allows for a rather simple description of the dynamics of the electron wave.
The external forcing in systems with a counterpropagating (backward) wave is input at the collector end of the system with a counterpropagating wave, i.e.,
unless other is specified. In the simplest case, this forcing is a time-harmonic signal F ext (τ ) = F 0 exp(jΩτ ) with frequency Ω and amplitude F 0 . Note that the frequency Ω is reckoned from the frequency of cold synchronism between electron and electromagnetic waves.
NONAUTONOMOUS DYNAMICS OF AN ACTIVE MEDIUM COMPRISING AN ELECTRON BEAM AND A COUNTERPROPAGATING WAVE

Nonautonomous oscillation regimes in a gyro-CWO under the action of an external time-harmonic signal
We now turn to studying the synchronization of self-oscillations in a gyro-CWO [30] [31] [32] [33] [34] by means of numerical integration of the nonlinear nonstationary system of Eqs. (2) and (4) describing the interaction between a helical beam and a counterpropagating electromagnetic wave. Let us consider the influence of external time-harmonic signal (7) on stationary oscillation regimes. The dimensionless length of the system is put equal to A = 3, while the nonisochronism parameter µ = 2, which corresponds to a small phase nonlinearity determining variations in the phases of the components of the HF current wave. Figure 1 shows the partitioning of the parame- 1.00
ter plane (amplitude F 0 versus the normalized frequency Ω/ω 0 of an external signal, where ω 0 is the frequency of HF oscillations in the stationary autonomous regime) into regions corresponding to the characteristic regimes of spatio-temporal oscillations in the gyro-CWO for a stationary oscillation regime. If the forcing frequency Ω is close to the natural frequency ω 0 of stationary oscillation of an autonomous system, then a synchronization regime takes place in the oscillator, when the output-signal frequency ω is determined by the forcing frequency Ω, whereas the output-field amplitude reaches a constant value F (ξ = 0, τ) = const when the transient process is over. Synchronization of oscillations is observed for an arbitrarily small amplitude F 0 of the external signal and the synchronization region broadens symmetrically if the frequency Ω detunes from ω 0 with increasing F 0 . It is seen in Fig. 1 that a complicated pattern of oscillation regimes takes place for the external-signal parameters outside the synchronization region.
Crossing the synchronization-region boundary on the map of regimes (see Fig. 1 and [32] ) gives rise to the beat regime of the system. In this regime, the output-signal amplitude |F (ξ = 0, τ)| begins to depend on the time, and periodic-and chaotic-modulation regimes appear. In the latter case, the amplitude of the HF field behaves irregularly, showing oscillations with a continuous spectrum. On the map of regimes, the regions of periodic modulation of the output-signal amplitude are denoted by T i , where the subscript i corresponds to the modulation period, while the chaotic-modulation regions are denoted by C.
It is seen in Fig. 1 that regimes of periodic self-modulation with a single base frequency f A = 1/T A , where T A is the modulation period, arise if the forcing amplitude F 0 is small. With increasing F 0 , a phenomenon of period doubling of the output-field modulation is observed at certain forcing frequencies Ω (regions T 2 and T 4 on the map of regimes). For higher forcing amplitudes, several regions of chaotic modulation are observed on the map of regimes. The transition to these regimes from regimes of periodic self-modulation occurs after one or two doublings of the modulation period T A . For higher F 0 , hard excitation of regimes of chaotic modulation of the output HF field takes place at the boundary of the synchronization region (see Fig. 1 ).
Modulation of the field amplitude of a gyro-CWO, which appears outside the synchronization region, is a more complex phenomenon than the beats observed outside the synchronization regions of finitedimensional self-oscillatory systems of resonant type (see, e.g., [35, 36] ). First of all, this is determined by the following phenomenon. The region of frequency locking of an HF signal, in which a typical base frequency of oscillations is equal to the frequency of an external controlling signal, is much larger than the synchronization region. By synchronization, we mean the stationary oscillation regime denoted as the synchronization region on the map of regimes (Fig. 1) . For higher forcing frequencies, the boundary of the region of frequency locking of HF oscillations coincides with the boundary of the region of output-signal modulation and, consequently, the synchronization-region boundary. From the side of lower frequencies (on the left in Fig. 1 ), the forcing frequency at which the frequency locking takes place is shifted significantly to the left of the boundary of the stationary oscillation region. The boundary of the region of frequency locking at lower frequencies is plotted dashed in Fig. 1 (curve 1 ) .
The oscillation regime in which HF self-oscillations in a distributed system have the frequency of an external controlling signal, but low-frequency modulation of the field-amplitude oscillations is possible will be called the quasi-synchronization regime. In this regime, microwave oscillations are observed at the frequency ω 0 ≈ Ω and the output-field amplitude |F | can vary slowly in time with a temporal scale of the order of T A .
To illustrate the phenomenon of quasi-synchronization, Fig. 2 shows the spectra of the output power of oscillations, obtained for the increasing external-field amplitude and the same detuning Ω/ω 0 = 0.6 between the frequencies of the input signal and the autonomous oscillations. The frequencies in the power spectra in Fig. 2 are normalized to the forcing frequency Ω. The vertical dashed line denotes the frequency Ω.
The power spectrum in Fig. 2a plotted for F 0 = 0.15 corresponds to the regime of asynchronous oscillations with modulation of the field amplitude. The base frequency ω b in the spectrum differs from the forcing frequency (dashed line in the spectrum). Modulation spectral components at frequencies ω b ± ω A , ω b ± 2ω A , and ω b ± 3ω A are simultaneously observed in the spectrum. The appearance of higher harmonics of the modulation frequency is indicative of the complex form of modulation oscillations of the HF field.
As the external-field amplitude is increased, a complication of the form of oscillations is observed (see the map of regimes in Fig. 1 ). Regimes of complex-periodic and chaotic modulation of the output-field amplitude appear. Figure 2b shows the HF-field power spectrum plotted for a high external-signal amplitude F 0 = 0.55. It is seen in the figure that the power spectrum of the output HF field of a gyro-CWO is continuous, which corresponds to the chaotic-oscillation regime, the noise pedestal in the spectrum is strongly jagged, and a well pronounced base frequency ω b of HF oscillations is observed against the pedestal background. The fact that the base frequency is equal to the forcing frequency, i.e., Ω = ω b , is most important. The power spectrum shown in Fig. 2b corresponds to the quasi-synchronization regime of self-oscillations in a distributed medium and clearly illustrates a typical spectrum of the radiation of the system in the regime of frequency locking and low-frequency modulation of the output-signal amplitude. The power spectrum in Fig. 2c (F 0 = 0.65) corresponds to the regime of stationary oscillation at the forcing frequency, i.e., to synchronization of oscillations. It is seen in this figure that only one spectral component corresponding to the forcing frequency (ω b = Ω) is observed in the power spectrum, i.e., single-frequency oscillation takes place in the system. Thus, it is possible to change the frequency of the powerful output signal of the system within the limits of the quasi-synchronization band by varying the frequency of a comparatively low-power external signal.
The region of quasi-synchronization of the studied nonautonomous system corresponds to the region between curve 1 and the right-hand boundary of the synchronization beak-shaped region on the map of regimes (see Fig. 1 ). Note that curve 1 and the boundary of the synchronization region do not coincide even for small forcing amplitudes, i.e., the quasi-synchronization regime with a complex spectrum of output oscillations and base frequency equal to the external-signal frequency is also observed for small forcing amplitudes. The frequency of HF oscillation outside the quasi-synchronization region tends to the frequency ω 0 of autonomous oscillation with increasing frequency detuning |Ω − ω 0 |.
Thus, we can say that the synchronization beak-shaped region splits under the action of an external time-harmonic signal on self-oscillations in a distributed active system comprising a helical electron beam and a counterpropagating wave. If by quasi-synchronization we mean the onset of oscillations at the controllingsignal frequency Ω without additional spectral components in the power spectrum of oscillations, i.e., with amplitude |F | constant in time, then the boundary of the quasi-synchronization region corresponds to the stationary oscillation region on the map of regimes (see Fig. 1 ). Another case occurs if by synchronization we mean only the locking of the base frequency of HF oscillations in the gyro-CWO by the controlling signal. Then the synchronization region occupies a much greater area in the plane of control parameters.
Physical processes in a nonautonomous gyro-CWO
We now consider physical processes accompanying the change of the regimes of oscillations in a gyro-CWO under the action of an external controlling signal. For this, it is required, first of all, to elucidate the dynamics of the field phase in the system since this phase determines the frequency characteristics of the radiation. The frequency of HF oscillation is determined by the field phase ϕ F (ξ, τ ) and is a correction to the cold synchronism frequencyω which can be represented in the form
In the regimes of single-frequency oscillation, the function
behaves periodically with the period 1/ω (see Fig. 3a which shows the projections of the field distribution |F | and the field phaseφ F onto the plane (ξ, τ ) in the regime of stationary autonomous oscillation (µ = 2)).
In the regime of complex dynamics of the phaseφ F (τ ), the frequency ω found from Eq. (8) determines the typical frequency of HF oscillation. Quasi-synchronization of oscillations, i.e., the generation of highfrequency radiation at the frequency ω 0 = Ω in a gyro-oscillator with a counterpropagating wave corresponds to periodic oscillations of the phaseφ F with frequency Ω. In this case, the amplitude |F | of an output HF field turns out to be modulated with low-frequency (LF) oscillations. Let us consider the behavior of the amplitude and phase of the field F in a gyro-CWO inside and outside the synchronization region. Figures 3b, 3c , and 3d show the spatio-temporal distributions of the amplitude and phase of the field F , plotted for different nonautonomous regimes. Figure 3b corresponds to Ω/ω 0 = 1.14 and F 0 = 0.3 (the stationary oscillation regime inside the synchronization region). Figure 3c corresponds to Ω/ω 0 = 0.7 and F 0 = 0.5 (the chaotic oscillation regime inside the quasi-synchronization region). Figure 3d corresponds to Ω/ω 0 = 0.8 and F 0 = 0.3 (the regime of periodic modulation of the field, which is different from the synchronization and quasi-synchronization regimes).
In the synchronization regime, the frequency of oscillations in the entire interaction space is equal to the forcing frequency Ω. In the synchronization regime, a pattern similar to that observed in the case of autonomous oscillations (see Fig. 3a ), but at the frequency ω = Ω, takes place for the projections of distributions of the amplitude |F (ξ, τ )| and the phaseφ F (ξ, τ ) (Fig. 3b ). In the quasi-synchronization regime ( Fig. 3c ), the field amplitude shows complicated irregular temporal behavior. However, the form of the spatio-temporal dynamics of the field phase is analogous to similar distributions in the synchronization regime, i.e., we have almost periodic variations in the quantityφ F (ξ, τ ) at the forcing frequency.
In regimes different from quasi-synchronization or synchronization (see Fig. 3d ), it follows from the analysis of the corresponding spatio-temporal distributions that the interaction space can conventionally be divided into two regions. In the first region, which is adjacent to the collector end ξ = A of the system, the phaseφ F oscillates at the forcing frequency Ω. Then, in a rather narrow region of the interaction space, a sharp change in the field phaseφ F occurs. The phase is changed by π in an almost jump-like manner. In the region near the system output ξ = 0, the phase oscillates at the frequency ω different from Ω. Thus, the interaction space of a nonautonomous system is divided into two characteristic regions of spatio-temporal oscillations, namely, the region in which the typical base frequency of the HF-field oscillations is equal to the controlling signal frequency, and the region in which oscillations have a base frequency different from the controlling-signal frequency (ω b = Ω). These two characteristic regions are separated by a narrow region in which sharp jump-like changes in the field phaseφ F are observed. The spatial region in which synchronous oscillations are observed decreases with increasing detuning Ω − Ω s < 0 from the boundary of the synchronization beak-shaped region.
The appearance of output-field modulation in a nonautonomous gyro-CWO is related, first, to the feedback retardation [37] and, second, the electron rebunching [3, [38] [39] [40] , i.e., the amplitude nonlinearity of the system.
In stationary oscillation regimes, typical distributions of the current amplitude |I(ξ)| and the field amplitude |F (ξ)| along the interaction space have the form of functions with a single maximum for stationary oscillation in an autonomous regime. This corresponds to the formation of a single phase bunch in the interaction space. A drop in the current magnitude |I(ξ)| toward the end ξ = A of the interaction space is indicative of phase debunching of electrons. The current and field distributions do not change qualitatively for small external-field amplitudes. As before, these distributions have the form of single-maximum functions. The influence of the external field outside the synchronization region results in violation of the phase relationships (corresponding to the stationary oscillation regime) between the HF current and the field. As a result, the synchronization regime with stationary distributions of the current and the field along the system loses stability. This is related to the appearance of additional distributed feedback: the bunched helical electron beam arrives at the collector end ξ = A with the velocity v 0 upon rebunching, the field excited by the bunched-beam current displaces with velocity v g toward the system input ξ = 0, and the beam bunched in a weak field excites a strong field in which the beam is rebunched. As a result, this process is repeated with the period T A determined by both the properties of the distributed self-oscillatory system and the characteristics of an external signal.
Let us introduce a synchronization length A s coinciding with the length of the region ξ ∈ (A − A s , A) of synchronous oscillations of the HF field, at which HF oscillations with base frequency equal to the forcing frequency Ω take place. Then the synchronization regime is destroyed in the region ξ ∼ A− A s . This process is related to sharp jumps of the field phase and, as a result, to a change in the internal structure of the beam (phase rebunching of oscillating electrons in the helical beam). The destruction of the synchronization regime at a certain length A s is determined by the violation of the phase relationships between the current wave and the field, which results in the appearance of a more complex structure of spatio-temporal distributions of the field. For fixed system length A and nonisochronism parameter µ, the spurious increase in the field phase, which appears due to the action of the controlling signal with amplitude F 0 on the system and leads to the decay of the regime of oscillations with the forcing frequency at the length A s , is constant and independent of the forcing frequency. Denoting the "parasitic" phase increase by ∆ϕ, we can write [32] that
On the other hand, the dependence of the phase increase ∆ϕ on the external-field amplitude can be represented as ∆ϕ =χF 0 for small F 0 , whereχ is a coefficient dependent on the parameter µ for a fixed length of the system. This is related to the fact that in the case of a small increase in the external-field amplitude F 0 , a decrease in the phase debunching and the subsequent rebunching of oscillating electrons in the helical beam take place, which leads to the violation of the phase relationship for ∆ϕ and, as a result, to the maintenance of the regime of synchronous oscillations at a longer length A s . The boundary of the synchronization beak-shaped region in the plane (Ω, F 0 ) corresponds to the synchronization length equal to the interaction-space length: A s = A. Then it follows from Eq. (10) that
where the frequency Ω s corresponds to the boundary of the synchronization beak-shaped region.
Within the framework of the linear theory, the dependence of the coefficient G on the parameters of the studied model was found in [31] . The corresponding expression has the form
and is valid if F 0 F aut , where F aut is the output-field amplitude in the autonomous regime. The following notations are introduced in Eq. (12): Φ 0 = (b + µ) ξ is the relative transit angle of oscillating electrons in the interaction space, b = (ω + β 0 v 0 − ω c )/(kεv || ) is the nonsynchronism parameter, k = ω/c, ω c is the electron cyclotron frequency,
, and the functions Ψ(Φ 0 ) and Θ(Φ 0 ) describe the linear and quadratic bunchings, respectively [1, 41] . It follows from the numerical results of the nonstationary theory (see Fig. 1 ) that the boundary of the synchronization region obeys Eq. (12) for the forcing amplitudes F 0 ≤ 0.3. The dependence F 0 (Ω s ) is linear and symmetric with respect to the frequency ω 0 of autonomous HF oscillations. Then the boundary of the synchronization beak-shaped region begins to deviate from the linear dependence and ceases to be symmetric, which is related to the fact that the function ϕ 0 (F 0 ) is nonlinear for large F 0 . It also follows from Eqs. (11) and (12) that the width of the synchronization region decreases with increasing interaction-space length A.
To conclude this section, we give some estimates and compare them with the results of experimental studies. Experiments on synchronization of a gyro-oscillator with a counterpropagating wave, given in [21] , are most similar to the gyro-CWO model considered here. The interaction space of the experimental gyro-CWO was a segment of a regular circular waveguide with constant cross section. A weakly relativistic electron beam was formed by a magnetron-injection gun. Special effort was made to prevent from reflections of an electromagnetic wave from the interaction-space ends of the oscillator. Experiments were performed for the following parameters of the oscillator and the beam: accelerating voltage V 0 = 103 kV, beam current I 0 = 5.8 A, magnetic field 14.52 kG, pitch factor v ⊥ /v || = 0.9, and oscillation frequency f 0 ∼ 34 GHz. The helical electron beam interacted with the TE 11 mode of the waveguide. The external synchronizing signal was supplied to the collector end of the oscillator. Thus, the assumptions laid in the basis of the gyro-CWO model considered in this section fully agree with the experimental model, which makes the comparison of the numerical and experimental results correct [21] .
In the case where an external signal with the power P 0 = 2.7 kW acts on a gyro-CWO in the oscillation regime with the output power P aut = 97.5 kW (P 0 /P aut = 0.028), synchronization of the gyro-CWO with synchronization bandwidth exceeding 100 MHz was observed. Recalculation of the dimensionless parameters of the experimental model showed that the theoretical synchronization bandwidth is equal to ∆ω = 1.07 for the autonomous-oscillation frequency f 0 = 34 GHz. In dimensional units, this quantity amounts to ∆f = 150 MHz. It is seen that the theoretical results are well confirmed by the experimental data.
The time required to achieve the synchronization regime in a gyro-CWO
We now dwell on the important applied problem of 
the time required to achieve the synchronization regime, i.e., the duration of transient processes, in an active medium comprising a helical beam and a counterpropagating wave. This is very important for synchronization of systems operated in a pulsed mode when it is necessary to decrease the time required to achieve the synchronization regime. Let us analyze how the initial difference between the HF-field phase in the stationary oscillation regime and the phase of the external forcing affects the time during which the synchronization of the gyro-CWO is realized [42] . It is assumed that the forcing in the form F ext (τ ) = F 0 exp[j (Ωτ +ϕ)] is switched on when the transient process is over in an autonomous gyro-CWO and the stationary oscillation regime is reached. The initial phase ϕ of an external signal is varied from 0 to 2π, whereas the time at which the forcing is switched on remains fixed. Figure 4 shows the time D required to achieve the synchronization regime as a function of the initial phase ϕ of an external synchronizing signal for different cross sections ξ of the interaction space of the oscillator. The parameters of the studied gyro-CWO model were the following: A = 3, µ = 2, F 0 /F aut = 0.1, and Ω/ω 0 = 0.0154.
It is seen in Fig. 4 that the duration of the transient process depends strongly on the initial phase of the input signal and has well pronounced maximum and minimum. The maximum and minimum times required to achieve the synchronization regime differ by about one order of magnitude. The minimum transient-process duration amounts to T min < 20, which corresponds to only 2 − 3 typical times τ A of delay of the distributed-oscillator feedback. A typical time of the system response to an external forcing is determined by the oscillator length A, the group velocity v g of waves propagating in a waveguide structure, and the beam velocity v 0 . The external field propagates in the opposite direction to the beam and modulates the helical electron beam. The beam, in turn, transfers this information to the input (collector end) with velocity v || and excites a counterpropagating wave in the waveguide structure. The field of this wave is summed up with the external field. As a result, the typical delay time of feedback is τ A ≈ A (1/v g +1/v 0 ), which amounts to τ A ≈ 6 in terms of dimensionless variables. This means that ultrafast synchronization of a distributed self-oscillatory system with the counterpropagating wave, which is responsible for feedback, takes place for the optimal phase of the external field. The maximum time required to achieve the synchronization regime is T max > 20τ A .
Comparing the dependences D(ϕ) of the transient-process duration, plotted for different cross sections of the interaction space of the oscillator (see Fig. 4 ), we can see that an almost simultaneous onset of the synchronous regime in the entire volume of the active medium is observed in the case of ultrafast synchronization. For the external-field initial phases ϕ different from the optimal one, the transient-process duration is different in different cross sections of the oscillator. The fastest transient process occurs in the middle of the interaction space, i.e., at ξ = A/2.
For a qualitative analysis of the phenomenon of ultrafast synchronization of self-oscillations in an active distributed medium, we can use the equation of phase synchronization
formulated for the first time by Adler [43] . Here, Ψ is the phase difference between the external field and oscillations of the system. In [31] , the equation of synchronization in form (13) was derived for a gyro-CWO. The coefficient κ is defined as κ = GF 0 /2, where the quantity G is specified by Eq. (12) . Note that the analysis of the nonautonomous dynamics in various systems is reduced to the equation of synchronization. For example, the same equation describes synchronization of self-oscillations in a Van der Pol oscillator [36] if one assumes that an external signal changes only the phase of oscillations rather than their amplitudes. In this case, κ = E/2, where E is the forcing amplitude [36, 44] .
In the case where the parameter values are in the synchronization region determined from Eq. (13) by the condition |ω 0 − Ω| ≤ κ, the time required to achieve the synchronization regime in a Van der Pol oscillator, regarded as a function of the initial phase ϕ of the external signal, has the same form. Thus, the qualitative behavior of the dependence of the transient-process duration on the external-signal phase ϕ is the same for both the simplest self-oscillatory system and a distributed electron oscillator [42] .
Using Eq. (13), it is easy to show that the phase difference ∆ϕ, corresponding to the maximum and minimum transient-process durations, as a function of the forcing frequency in a synchronization region of width 2 ∆ω can analytically be written in the form
It follows from this formula that the quantity ∆ϕ is determined only by the frequency detuning ω 0 − Ω.
The dependence ∆ϕ(Ω) in Eq. (14) for the studied distributed self-oscillatory system was analyzed by means of numerical simulation. To find this dependence, we calculated the time D(ϕ) required to achieve the synchronization regime for different forcing frequencies, other parameters being specified above. The performed analysis [42] shows that the optimal phase relationships ensuring the minimum time required to achieve the synchronization regime in an electron-wave self-oscillatory system is described by Eq. (14) with high accuracy. Equation (14) is valid for different nonautonomous self-oscillatory systems which can be reduced to Adler's equation of synchronization.
FEATURES OF FORCED SYNCHRONIZATION OF AN O-TYPE BACKWARD-WAVE OSCILLATOR AND A BACKWARD-WAVE OSCILLATOR WITH A TRANSVERSE FIELD
The influence of an external signal on self-oscillations in an active medium comprising an electron beam and a backward electromagnetic wave (O-BWO)
According to [45] , Eqs. (2) and (4) describing the interaction of a helical electron beam with a counterpropagating electromagnetic wave are reduced, up to coefficients, to equations of the nonlinear nonstationary theory of an O-type BWO with a small gain parameter C if the nonisochronism parameter is large (µ 1). If new variables F = − 3 √ µF , ξ = 3 √ µξ, and τ = 3 √ µτ are introduced, then the above equations become identical to Eqs. (2) and (5) of the one-parameter model of an O-BWO.
Starting from the nonstationary nonlinear model described by Eqs. (2) and (5), we consider the characteristic features of the nonautonomous dynamics of an O-BWO in the presence of an external timeharmonic signal input to the oscillator. Figure 5a shows a map of oscillation regimes in the plane of the control parameters, namely, the normalized frequency Ω/ω 0 and the amplitude F 0 of the external signal. The map is plotted for the BWO length A = 2.2. If the forcing frequency Ω is close to the frequency ω 0 of oscillations of an autonomous system, then the BWO shows the synchronization regime marked in Fig. 5a . In this regime, the output-signal frequency ω is determined by the forcing frequency Ω, and the amplitude |F (ξ = 0, τ)| reaches a constant value (the case of stationary oscillations) when the transient process is over. If the control-parameter values correspond to the crossing of the synchronization-region boundary (the solid line in Fig. 5a ), then the transition of the system to the regime of output-signal modulation takes place. In this case, the field amplitude |F | begins to vary periodically in time.
When studying the dependence of the base frequency ω of the output-field oscillations on the externalsignal parameters, it was found that the region of locking of the frequency ω is wider than the stationary oscillation region marked as the synchronization region on the map of regimes. The boundary of the region of frequency locking is shown by a dashed line in Fig. 5a (curve 1) . If the forcing frequency is higher than the frequency of autonomous oscillation (Ω/ω 0 > 1), then the region of frequency locking for a small forcing amplitude F 0 coincides with the boundary of the self-modulation region and, hence, with that of the synchronization region. Note that curve 1 and the boundary of the synchronization region for lower frequencies (Ω/ω 0 < 1) do not coincide even for a small amplitude F 0 of the external field.
The regime of oscillations of a nonautonomous system, which corresponds to the locking of the frequency ω of high-frequency oscillations, is called the quasi-synchronization region, as in the foregoing sections. In this regime, HF oscillations occur at the frequency ω ≈ Ω and the output-field amplitude |F | can slowly vary in time with a typical temporal scale T A . The base frequency of oscillations outside the quasi-synchronization region tends to the frequency of autonomous oscillation if the detuning of the forcing frequency Ω from the boundary Ω s of the quasi-synchronization region increases.
In the regime of asynchronous oscillations of an O-BWO, the output-field amplitude shows periodic modulation. Modulation of the field amplitude for small F 0 is excited in a hard manner, i.e., the amplitude of modulation oscillations of the output signal is finite at the boundary of the synchronization beak-shaped region. For a large amplitude of the controlling signal, soft excitation is observed. In this case, modulation rapidly reaches the maximum value. Then the amplitude of modulation oscillations slowly decreases with detuning from the boundary of the synchronization beak-shaped region. Crossing the boundary of the synchronization beak-shaped region is accompanied by soft and hard excitation of the modulation frequency ω A for small and large F 0 , respectively.
Let us introduce the frequency ω(ξ) at each point of the interaction space. This frequency is determined by Eq. (8) into which the quantity ϕ F (ξ) at an arbitrary point ξ of the interaction space is substituted instead of the field phase at the system output ξ = 0. The corresponding calculations of the dependence ω = ω(ξ) are shown in Fig. 5b plotted for A = 2.2 and F 0 /F aut = 0.3. In the quasi-synchronization regime, the relationship ω(ξ) = Ω for the oscillation frequency holds in the entire interaction space (see Fig. 5b ). In this case, the output-signal amplitude |F | slowly varies in time. regime, the spatio-temporal dynamics along the oscillator becomes more complicated. In the region adjacent to the collector end ξ = A of the system, the frequency of oscillations is equal to the forcing frequency. Then the frequency of nonautonomous oscillations rapidly detunes from the external-field frequency Ω. This is confirmed by Fig. 5b showing the behavior of the base frequency of the HF field along the interaction space for different frequency detunings ω 0 − Ω in nonautonomous oscillation regimes which are different from quasi-synchronization. It is seen in the figure that the interaction space can conventionally be divided into two parts. In the first part adjacent to the collector end ξ = A of the system, the phase ϕ F oscillates at the forcing frequency Ω. Then, in a rather narrow region of the interaction space, a sharp change in the field phase ϕ F occurs so that the phase changes by π in an almost jump-like manner. In the region near the system output ξ = 0, the phase oscillates at the frequency ω different from Ω.
The analysis of the dependences ω(ξ) shown in Fig. 5b reveals that the synchronization length A s decreases with increasing detuning. Figure 5c shows the dependence of the synchronization length A s on the detuning of the frequency of autonomous oscillations of a distributed self-oscillatory system from the external-signal frequency. As the frequency Ω approaches the frequency Ω s corresponding to the boundary of the synchronization beak-shaped region, marked in Fig. 5c , the synchronization length A s tends to the oscillator length A. For larger values of the detuning |Ω−ω 0 |, the synchronization length A s is small. Sharp changes in the frequency ω of nonautonomous oscillations (see Fig. 5b ) are determined by the electron-beam rebunching, which corresponds to reaching the maximum amplitude of the first harmonic of the bunched current I(ξ) at the distance ξ = A − A s and to a subsequent decrease in this value in the region (A − A s , A s ). The beam rebunching leads to jumps of the phases of the current I(ξ) and the field F (ξ) in the region ξ ∼ A − A s . The influence of an external signal outside the synchronization region results in violation of the phase relationships between the field F and the current I in the stationary oscillation regime. As a result, an additional distributed feedback forms on the length A − A s of the system and modulation of the HF field with period T A ∼ 2 (A − A s ) (1/v 0 + 1/v g ) appears.
Note that all the results obtained within the framework of the single-wave nonstationary model described by Eqs. (2) and (5) are valid only for small amplitudes of the external field input to the collector end of the system and for a small detuning between the frequencies of the external time-harmonic signal and autonomous oscillation (in this paper, we consider exactly this case). Otherwise, analysis of the nonautonomous dynamics of the BWO requires the use of more complicated models, e.g., those based on particle-simulation methods for integrating the Maxwell-Vlasov equations [1, 46] .
Synchronization of oscillations in a system with cubic phase nonlinearity (BWO with a transverse field)
The above-considered models of a gyro-CWO and an O-BWO represent systems in which an integral mechanism of limitation of the amplitude of oscillations prevails. This mechanism is determined by the nonlinearity related to the inertial rebunching of oscillating electrons. Note that this mechanism is the only one in an O-BWO. Another possible mechanism of limitation of the amplitude of oscillations in systems comprising an electron beam and a counterpropagating electromagnetic wave is determined by the nonlinear change in the phase of the electron wave due to nonisochronism of oscillating electrons, which is manifested by the dependence of the oscillation frequency on the oscillating-electron energy. A similar mechanism also holds in a gyro-CWO in which, however, it is important only if the nonisochronism parameter is small.
For complete analysis of the synchronization phenomenon in electron-wave media with a counterpropagating wave, we now consider a system of interacting counterpropagating electromagnetic and electron waves with phase nonlinearity, allowing for the force electron bunching.
The simplest model of a system with phase nonlinearity is the electron-wave system with cubic phase nonlinearity [3, 47, 48] . In microwave electronics, this model corresponds to such a device as a BWO with a transverse field (BWO-TF) [48] . For such a system, the nonlinear limitation of wave amplitudes is related to the nonlinear change in the electron-wave phase. It is noted in [3] that the BWO-TF is the simplest known nonlinear model of a system of interacting waves, in which complex self-oscillation regimes were found. From the theoretical viewpoint, this fact makes the analysis of the synchronization phenomenon in the BWO-TF very important for elucidating the general laws of the nonautonomous dynamics of distributed active media with a counterpropagating wave. The autonomous nonlinear dynamics of a BWO-TF, which is described by Eqs. (2) and (6), was studied in [3, 49, 50] .
Let us consider the action of an external time- harmonic signal on self-oscillations in the BWO-TF for A = 1.7 (the regime of autonomous stationary oscillation) [51] . We dwell in detail only on the basic features of the nonautonomous dynamics of a BWO-TF, which distinguish it from the above-discussed electron-wave systems with a counterpropagating wave. Figure 6 shows the map of regimes in the plane of parameters, namely, the normalized amplitude F 0 /F aut and the normalized frequency Ω/ω 0 of the external signal. The boundaries of the main regimes of nonautonomous oscillations in the BWO with a transverse field are shown on the map (here, F aut is the amplitude of stationary oscillation in the autonomous regime). Dotted line 1 in Fig. 6 corresponds to the boundary of the region of locking the base oscillation frequency by the external field (quasisynchronization regime) and solid line 2 is the boundary of the region of stationary oscillation at the external-field frequency (synchronization regime).
From the analysis of the map of regimes, the following conclusions can be drawn. First, the shape of the boundary of the synchronization region for a system with phase nonlinearity is more complicated than for systems in which the mechanism of the inertial phasing of electrons prevails. It follows from comparison of Fig. 6 with Figs. 1 and 5a corresponding to the action of a time-harmonic signal on the gyro-CWO and the O-BWO in regimes of stationary HF oscillations that with increasing amplitude F 0 of the external action, the synchronization region of the BWO with a transverse field ceases to be symmetric unlike the typical shapes of the synchronization regions of the gyro-CWO and the O-BWO. Thus, from the side of higher frequencies with respect to the frequency ω 0 of autonomous oscillation, saturation of the broadening of the quasi-synchronization region is observed with increasing forcing amplitude F 0 .
Second, in contrast to the gyro-CWO and the 
O-BWO, the quasi-synchronization phenomenon appears only for a large forcing power |F 0 | 2 /|F aut | 2 > 0.01 − 0.02, i.e., has a threshold character with respect to the external-signal amplitude. Recall that in systems with inertial bunching of electrons, the quasi-synchronization phenomenon was observed even at small amplitudes of the external synchronizing action.
The region in which the locking of the base frequency of oscillations takes place simultaneously with low-frequency modulation of the output-signal amplitude, i.e., the region located between the solid and dotted lines in Fig. 6 , has a shape significantly different from those of the corresponding regions on the maps of nonstationary oscillation regimes for the O-BWO and the gyro-CWO. In this case, a new effect is the appearance of a rapidly broadening region of frequency locking for the HF oscillation in the range Ω−ω 0 < 0. In this region, modulation of the field amplitude and the bunched current are observed (see Fig. 6 ).
The features of the appearing synchronization regimes of self-oscillations in a system with phase nonlinearity affect the scenarios of destruction of quasi-synchronization and synchronization regimes and the transition of a distributed self-oscillatory system to the asynchronous regime. Figure 7 shows the parameters (frequency f A and period T A of modulation oscillations of the output-field amplitude) of the asynchronous oscillation regimes appearing outside the synchronization region at the low-and high-frequency boundaries of the synchronization beak-shaped region, respectively, for the forcing amplitude F 0 /F aut = 0.1. It is seen in the figure that the scenarios of destruction of the synchronization regime at the indicated boundaries of the synchronization region are essentially different. In this case, the modulation frequency f A of the output-field amplitude is zero at the low-frequency boundary of the synchronization region (Fig. 7a) . Correspondingly, the period T A at the boundary of the synchronization beak-shaped region tends to infinity. As the frequency detunes from the synchronization region to smaller frequencies, the quantity f A increases, while the modulation period correspondingly decreases. The opposite behavior is observed at the high-frequency boundary of the synchronization region (Fig. 7b) . The frequency and period of modulation of the field at the boundary of the synchronization beak-shaped region have finite values. In this case, with increasing detuning of the external-field frequency, the modulation frequency f A decreases, while the modulation period T A increases. Thus, in the case of destruction of synchronous oscillations at the high-and low-frequency boundaries of the synchronization region, the period and frequency of modulation of the field amplitude behave similarly to the corresponding characteristics of the O-BWO and the gyro-CWO, respectively.
We also note that, in contrast to the gyro-CWO, complications of the periodic modulation oscillations (beats) of the HF-field amplitude are not observed in an O-BWO and a BWO-TF with increasing forcing amplitude. This is due to the fact that competition concurrence between several elementary mechanisms of the nonlinearity, which leads to a significant complication of nonautonomous oscillations in the asynchronous regime of a gyro-CWO, is absent in an O-BWO and a BWO-TF.
SYNCHRONIZATION OF A GYRO-CWO BY A DISTRIBUTED EXTERNAL FORCING WITH THE HELP OF COUPLED WAVEGUIDE SYSTEMS
Among the most important features of the synchronization phenomenon in distributed electron-wave systems with a counterpropagating (backward) wave, which were revealed and described above, we should note (i) the appearance of quasi-synchronization regimes relating to a complication of the output-signal spectrum of a synchronized microwave oscillator [30] [31] [32] and (ii) a complication of the spatial dynamics of a nonautonomous distributed system [31, 32] . The latter consists in the formation of two characteristic regions of the interaction space with different frequencies of the field oscillations. The performed analysis shows that one way for broadening the synchronization band of a gyro-CWO can be maintenance of the synchronization regime in a distributed active medium comprising a helical electron beam and a counterpropagating wave by ensuring the action of the controlling signal on the entire length of the system (the distributed external forcing). Such a distributed forcing can be realized due to application of a distributed input of the signal with the help of coupled waveguide systems (CWSs).
A gyro-CWO with a coupled waveguide system (gyro-CWO-CWS) was studied in detail in [52, 53] in which the equation describing processes in such a system were obtained. The equations describing the dynamics of a nonautonomous gyro-CWO-CWS include equations of excitation of each waveguide system and an equation of motion of the helical-beam electrons [52, 53] :
Here, it is assumed that the helical beam moves through the first waveguide system. According to initial conditions (17) , the external time-harmonic signal F ext = F 0 exp(jΩτ ) is supplied to the input ξ = A of the second coupled waveguide system. In Eqs. (15)- (17), F 1 and F 2 are quantities proportional to the HF-field amplitudes in each CWS and α is the coupling coefficients of the waveguide systems [52, 53] . We will consider synchronization of a gyro-CWO by a distributed forcing for the same values of the control parameters as in the above study of synchronization of a gyro-CWO by a signal input to the collector end of the oscillator (lumped forcing), namely, for µ = 2 and A = 3. Figure 8 shows the dependences of the normalized synchronization bandwidth ∆ω/∆ω 0 of the gyro-CWO with a distributed input of the controlling signal on the coupling coefficients α of the waveguide systems. The dependences were plotted for different forcing amplitudes F 0 . The synchronization bandwidth ∆ω was normalized to the quasisynchronization bandwidth ∆ω 0 in the case where a signal acting on the gyro-CWO is input to the collector end of the oscillator and has the same amplitude F 0 (see Fig. 1 as well as [30] [31] [32] ). Recall that in quasi-synchronization regimes, the nonautonomous oscillator shows a complex spectral content of output radiation, but the base (carrier) frequency of oscillations is equal to the forcing frequency. Multi-frequency radiation is a significant drawback since it is often important to obtain generation of single-frequency radiation.
The analysis of quasi-synchronization of a gyro-CWO by an external distributed forcing shows that the quasi-synchronization phenomenon is not observed. Oscillation at the forcing frequency always takes place in regimes of frequency locking of self-oscillations in a distributed active medium with distributed forcing.
It follows from Fig. 8 that in the case of distributed action of the external signal on a gyro-CWO, the synchronization bandwidth ∆ω broadens significantly in a certain range of the coupling coefficient α of coupled waveguide structures via which the external signal acts on an active medium. For small forcing amplitudes, the broadening of the synchronization bandwidth (∆ω >
Simultaneously, a decrease in the normalized bandwidth ∆ω/∆ω 0 is observed with increasing F 0 .
The broadening of the synchronization bandwidth in the case of a distributed input of the externalsignal energy is determined by the features of the physical processes in a nonautonomous gyro-CWO. In the case of a lumped action of the synchronizing signal at the collector end of the tube, the external field affects an already well bunched electron beam. In the case of a distributed input of the external field, the beam is affected on the entire length of the system. Hence, there exists a possibility for efficient modulation of the helical beam at the external-signal frequency near the gun end of the oscillator where the beam is bunched only weakly. Due to this fact, a more intense growth of the bunched-current harmonic whose frequency is equal to the external-field frequency Ω is observed as compared with the case of a lumped action of the external signal with the same power at the beginning ξ = A of the interaction space. As a result, in the case of a distributed forcing, the synchronization length A s increases and turns out to be equal to the interaction-space length A in the frequency band whose width ∆ω is larger than the synchronization bandwidth ∆ω 0 for a lumped input of the signal.
Thus, in the case of using a distributed input of the external signal, the synchronization bandwidth increases significantly for the optimal values of the coupling coefficient of the waveguide systems.
We now analyze the reasons responsible for such a dependence of the synchronization bandwidth ∆ω on the coupling coefficient α. The optimal coupling coefficient α is determined by the features of redistribution of the HF-field power, supplied to the input of one CWS, between the waveguide systems.
Let us consider the spatial distributions of the field amplitudes F 1 and F 2 along CWSs without an electron beam for different coupling coefficients α (Fig. 9 ). An external field with amplitude F 0 and 0.0 0.1 frequency equal to the frequency of autonomous oscillations of a gyro-CWO is supplied to the input of the second waveguide system, so that F 1 (ξ = A) = 0 and F 2 (ξ = A) = F 0 . It follows from Fig. 9 that in the case of small α (for α = 0.3), only a small part of the HF-field power goes to the first waveguide structure on the oscillator length. Accordingly, only a small part of the external-field power affects an active medium comprising a helical beam and a counterpropagating wave. Thus, in the case of synchronization of a gyro-CWO at small coupling coefficients, the effective amplitude of the field influencing the electron beam decreases due to incomplete transfer of the HF-field power to the space of interaction with the electron beam. As a result, the relative synchronization bandwidth ∆ω/∆ω 0 decreases. If α ∼ 0.4-0.7, then the power is completely transformed from one waveguide structure to another (see Fig. 9 plotted for α = 0.5). The power supplied to the input of the second waveguide system goes almost completely to the first structure, so that the field amplitudes at the outputs of the systems are the following: F 1 (ξ = 0) ≈ F 0 and F 2 (ξ = 0) ≈ 0. In this case, the synchronization bandwidth is maximum, i.e., all the external-signal power affects the helical beam on the entire length of the interaction space.
For large coupling coefficients α > 0.6, inverse redistribution of the HF-field power from the first structure to the second structure takes place. It is seen in Fig. 9 that if α = 0.8, then the power of the HF field is almost completely transferred to the first waveguide structure on the length ξ ≈ 2A/3, and then the opposite process begins. The latter is equivalent to a decrease in the effective length on which the external field acts on the electron beam in the interaction space, which leads to a decrease in the synchronization bandwidth. For rather large coupling coefficients α > 0.9-1.1 for which the HF-field power is transferred from one waveguide structure to another in only a small part of the interaction space, the synchronization bandwidth sharply decreases and becomes smaller than the synchronization bandwidth ∆ω 0 in the case of a lumped input of the external signal.
CHAOTIC SYNCHRONIZATION OF A GYRO-CWO
The effect of an external chaotic signal on chaotic oscillations in a gyro-CWO
Consider the problem in which a gyro-oscillator with a counterpropagating wave, operated in the autonomous chaotic-oscillation regime, is synchronized by an external chaotic signal generated by a simple finite-dimensional dynamical system. Let us analyze the case of a distributed external action of a chaotic signal with the help of coupled waveguide systems. We consider a gyro-CWO-CWS with the interactionspace length A = 3.5 and the nonisochronism parameter µ = 10. With these values of the control parameters, the gyro-CWO-CWS shows developed chaotic oscillations. Figure 10a shows the power spectrum, the phase portrait, and the temporal realization of self-modulated oscillations of the output-signal amplitudes of the autonomous oscillator. In the system in this regime, developed chaotic oscillations of the output-field amplitude with a high noise pedestal and a well pronounced base frequency in the power spectrum are observed. This implies that the phase portrait is uniform and formless.
As the external chaotic forcing F ext , we will consider a signal generated by Rössler's system [54] 
with the parameters e = w = 0.2 and m = 4.6 corresponding to the band-chaos regime. The external signal is formed as
where M is the depth of modulation, x(τ ) is the chaotic signal generated by Eq. (18), and F 0 and Ω are the amplitude and frequency of the carrier time-harmonic signal, respectively. Signal (19) is supplied to the input of the waveguide structure without a helical beam (see Eq. (17)) and acts on the helical electron beam on the entire length of the interaction space as the signal propagates along the system. The coupling coefficients α of waveguide structures was chosen such as to ensure the maximum synchronization bandwidth in the stationary oscillation regime. It was shown above that this occurs in the case where the power of the input external field is completely transferred from the beam-free transmission line fed by this field to the beam-containing transmission line on the entire length of the interaction space. For the system length A = 3.5, this takes place at α ≈ 0.6. The carrier-signal frequency Ω was chosen close to the base frequency in the chaoticoscillation spectrum of an autonomous counterpropagating-wave gyro-oscillator with µ = 10. Figure 10b shows the characteristics of the input chaotic signal x(τ ) of Rössler's system.
We now consider the evolution of the parameters of self-oscillations in a gyro-oscillator for the carrier-signal amplitude F 0 = 0.2 and an increase in the chaotic-signal amplitude M . For small M , a complication of the power spectrum of self-oscillations in an active distributed medium comprising a helical electron beam and a counterpropagating wave is observed. In particular, the noise pedestal in the power spectrum becomes higher and the phase portrait of chaotic oscillations becomes uniform and formless. The output-field amplitude varies with time in a much more complex manner than in the regime of autonomous dynamics. With increasing amplitude M of chaotic modulation, the form of nonautonomous chaotic oscillations simplifies. In particular, spectral components corresponding to those of the external chaotic signal become well pronounced in the power spectrum. At M ∼ 0.15-0.25, a decrease in the noise pedestal in the spectrum of output-field oscillations takes place. The frequencies corresponding to the base frequency f 0 of a signal generated by Rössler's system and the harmonics 2f 0 , 3f 0 , . . . of this frequency (see Fig. 10b ) are clearly distinguished against the pedestal background, the phase portrait becomes simpler, and a structure related to a phasetrajectory turn with a typical time scale 1/f 0 of oscillations of the external chaotic signal appears on the phase portrait.
At M ∼ 0.3, the characteristics of oscillations again become more complicated. However, for M 0.33, the form of oscillations at the oscillator output becomes close to that of the input chaotic signal (see Fig.10 c in which the characteristics of oscillations of the output-field amplitude are plotted for M = 0.35). This concerns both the form of the power spectrum of the excited signal, including the noise-pedestal form, and the qualitative form of the phase portrait. As in the case of a phase portrait of the input signal (a Rössler attractor), the phase portrait of nonautonomous oscillations of the output-field amplitude is a broad band in the phase space. At the same time, the attractor is fairly strongly distorted in comparison with the initial input signal due to the nonlinear effects resulting in complex transformation of a signal along the active electron-wave medium.
Phase synchronization of chaotic oscillations of a gyro-CWO
We now consider qualitatively the chaotic-synchronization phenomenon for modulation oscillations of the output-field amplitude of a gyro-CWO-CWS, using the concept of phase chaotic synchronization which is conventional when studying the phenomenon of synchronization of chaotic oscillations [55] [56] [57] [58] [59] .
Let us determine the typical temporal scale of chaotic oscillations of the output field. To do this, we introduce a plane in the phase space of oscillations of the output-field amplitude F 1 (ξ = 0, τ) such that the plane is perpendicular to the band of the chaotic attractor. Then we analyze the time τ required for the system to return back to this plane. In fact, we consider the time between two successive crossings of the Poincaré section in the phase space by a representation point. Since this time τ is not constant, it is necessary to average it over the temporal realization in order to estimate the typical temporal scale
where j is the turn number of the phase trajectory. Allowing for the estimate of typical temporal scale (20) , a typical base frequencyω of chaotic oscillations of the output-field amplitude can then be introduced as
For self-oscillations x(t) of Rössler's system, the base frequencyω R is introduced in different ways [56, 60, 61] . However, as is shown in [60] , it corresponds to the main peakω R = 2πf 0 in the power spectrum (see Fig. 10b ). The larger the carrier-frequency amplitude F 0 , the smaller is the quantity M s (see Fig. 11 ). At a small amplitude of the carrier signal, the phase synchronization appears only at large amplitudes of modulation of the input signal acting on the system in a distributed manner. The threshold value M s decreases with increasing F 0 . For F 0 > 0.2, the phase synchronization regime appears at small M (M ∼ 0.15-0.2) and then disappears with increasing M (∆ω = 0 but ∆ω < 0.05). A further increase in the depth M of modulation again leads to the appearance of the regime of phase synchronization of chaotic self-oscillations in the helical electron beam. Thus, the results obtained during the analysis of phase chaotic synchronization are in good agreement with the above-performed qualitative analysis of the dynamical characteristics of nonautonomous oscillations in a gyro-CWO-CWS.
MUTUAL SYNCHRONIZATION OF OSCILLATIONS IN GYRO-CWOs WITH COUPLED WAVEGUIDE SYSTEMS
Basic equations describing mutual oscillations in gyro-CWOs with coupled waveguide systems
We now study the mutual synchronization of two gyro-CWOs with coupled waveguide systems. The mathematical model describing such a coupled system is conveniently written by using normal waves as follows [52, 53, 62] :
where the subscripts S and F refer to the slow and fast normal waves of the system, respectively. Equations (22) determine the field part of the problem on excitation of signals in gyro-CWOs with CWSs. The normal waves F S , F F and I S , I F of the system are related to the fields F 1 , F 2 and currents I 1 , I 2 of each waveguide system by the formulas
where the currents I 1 and I 2 are determined by the expressions
Equations (23) and (24) are equations of motion of the oscillating electrons of helical beams passed through each coupled electrodynamic structure. Here, β 1 and β 2 are the complex radii of the electron trajectories of each electron beam and µ 1 and µ 2 are the nonisochronism parameters of the oscillating electrons for the first and second helical beams, respectively.
When describing the autonomous dynamics of gyro-CWOs with coupled waveguide structures, Eqs. (22)- (26) are solved with the following initial and boundary conditions:
where A is the dimensionless length of the system and f 0 1 and f 0 2 are the field distributions along the interaction space of the gyro-oscillator at the initial time.
Features of mutual oscillations in a system of two coupled gyro-CWOs
Numerical simulations show that in gyro-CWOs with coupled waveguide structures, bistability takes place when, depending on the initial conditions, the coupled system evolves to one of two stable states. These states are characterized by different distributions of HF fields and currents along the interaction space and, accordingly, by different output powers and efficiencies.
Each state corresponds to the predominant excitation of either the fast or slow normal wave of the coupled system at the initial time. The simplest way to ensure this is to specify the initial conditions as follows: 
where δ 0 is the amplitude of the initial perturbation. The state which is realized in the system if distribution (28) is specified at the initial time, i.e., if the slow wave is predominantly excited, will be called slow, and the state corresponding to distribution (29) will be called fast.
For different bistable states, the frequencies of mutual HF oscillations of the coupled system are different. Figure 12 shows the detuning of the oscillation frequency from the cold synchronism frequency (the solid line) as a function of the coupling coefficient α of the waveguide structures for the fast state ( Fig. 12a for A = 3 and Fig. 12c for A = 4) and the slow state (Fig. 12b for A = 3 and Fig. 12d for A = 4) of the coupled system for identical control parameters of gyro-CWOs (µ 1 = µ 2 = 2). If the coupling coefficient increases, then the oscillation frequency decreases in the fast state and increases in the slow state. Such behavior of the oscillation frequency is related to the form of the dispersion curve of the waveguide mode far from the cutoff frequency. Introducing the coupling between the waveguide systems changes the propagation constants of the normal waves. The dispersion curve of the slow wave supported by the electron beam is located above the beam dispersion curve ω + β 0 v 0 − ω c = 0. Hence, the synchronism frequency for the counterpropagating and slow normal waves is higher than that for the electromagnetic and electron waves in the absence of coupling. The opposite case takes place if the fast normal wave is predominantly excited. In this case, the dispersion curve of the slow wave is located below the beam dispersion curve, and the oscillation frequency is lower than that in the uncoupled system.
Let us study the synchronous regimes of the system of gyro-CWOs with CWSs. Figure 13 shows the quasi-synchronization regions in the plane of the control parameters (µ 2 , α) for two values of the oscillator dimensionless length A and µ 1 = 2. The quasi-synchronization regions of mutual oscillations in gyro-CWOs with CWSs are located above the corresponding line in the parameter plane. In the quasi-synchronization region, the base frequencies of HF oscillations of each gyro-CWO becomes identical (ω 1 = ω 2 ). In this case, the output-field amplitudes |F 1 | and |F 2 | of these gyro-CWOs can show complicated regimes of oscillations.
The regions of synchronous oscillations coincide for both the fast and slow states of the system. Therefore, Fig. 13 is valid for the initial conditions specified by either of Eqs. (28) or (29) . However, the frequencies of synchronous oscillations for the fast and slow states of the coupled system are different. This is seen in Fig. 12 (dashed lines) which shows the dependences of the base frequency of output oscillations of each coupled gyro-CWO on the coupling coefficient α of the waveguide structures for both stable states of the coupled system. Comparison of Figs. 12a and 12c with Figs. 12b and 12d shows that the frequencies of synchronous oscillations are different in different bistable states. With increasing coupling coefficient, these frequencies tend to the oscillation frequency close to the mean frequency f ≈ [f (µ 1 )+f (µ 2 )]/2 of autonomous oscillation regimes for the nonisochronism parameters µ 1 and µ 2 .
We also note that in the quasi-synchronization region, the jumps of the output-field frequency turn out to be typical of the slow state of the coupled system if the control parameters of each partial system and the coupling between them are varied (see Figs. 12b and 12d ). The jumps of the oscillation frequency are accompanied by the jumps of the output-signal amplitude. The appearance of the jumps is determined by the competition of the fast and slow normal waves and, as a result, by the jumps of the coupled system between the fast and slow states of gyro-CWOs with CWSs in the case of a small variation in the control parameter (the coupling coefficient α). Such jumps can take place only in the case where the slow normal wave is predominantly excited (see Fig. 12d ). Therefore, for a stable change in the oscillation frequency of the coupled system in the case where the coupling coefficient of the waveguide structures is varied, it is more preferable to ensure realization of the fast state by appropriately choosing the device parameters.
Let us again turn to Fig. 13 which shows the boundary of the quasi-synchronization regime of gyroCWOs with CWSs. It is seen in the figure that the mutual synchronization of two gyro-CWOs takes place for a small coupling between the waveguide systems and a small detuning between the frequencies of autonomous oscillation of the partial systems (i.e., for a small quantity ∆µ = |µ 1 −µ 2 |). With increasing ∆µ, the quasi-synchronization regime appears for higher values of α. The region of synchronous oscillations in the plane (µ 2 , α) becomes narrower if the dimensionless length A increases (compare the boundaries of the quasi-synchronization regions plotted in Fig. 13 for A = 3 and A = 4). Along with an increase in A, the shape of the synchronization boundary becomes jagged, which is caused by a competition between regimes with different spatial distributions of the normal-wave fields |F S | and |F F |.
CONCLUSIONS
As a result of the performed analytical and numerical studies of the classical and chaotic synchronization in systems comprising an electron beam and a counterpropagating (backward) electromagnetic wave, we can draw the following main conclusions on the features of nonautonomous dynamics of distributed active media.
1. The study of the influence of an external time-harmonic signal on self-oscillations in a simple model of a CRM with a counterpropagating wave (gyro-CWO), in an O-BWO, and in a system of interacting counterpropagating waves with a cubic phase nonlinearity shows that different synchronization regimes (corresponding to stationary oscillation at the external-signal frequency in these systems) and quasi-synchronization regimes (oscillation at a base frequency controlled by the external signal and a slow variation in the output-signal amplitude) can occur in electron-wave media with a counterpropagating wave and different parameters of the nonlinearity and the external signal. The synchronization bandwidth found from the nonlinear nonstationary theory is in good agreement with the experimental data of the paper [21] devoted to studying the synchronization of the gyro-CWO.
From the viewpoint of physical processes, the action of an external controlling signal is reduced to the influence on the internal distributed feedback taking place in a system with a counterpropagating wave. The synchronization regimes correspond to the appearance of oscillations at the forcing frequency in the interaction space. Two characteristic regions of the interaction space exist outside the quasi-synchronization region. In one region of the length A s (synchronization length), oscillations take place at a typical base frequency equal to the external-signal frequency. In the other region of the length A − A s , destruction of synchronization is observed and oscillations at a frequency different from the controlling-signal frequency take place in the interaction space. At the boundary between two regions, the jumps of the field phase and the rebunching of the beam electrons take place. In all the studied systems, the mechanism of appearance of the output-signal modulation is determined by the violation of optimal phase relationships between the electron and electromagnetic waves and, consequently, by the formation of additional distributed feedback.
2. In the system of interacting counterpropagating electromagnetic and electron waves with a cubic phase nonlinearity (the standard model with the force bunching of oscillating electrons), several specific features of the nonautonomous dynamics are observed, in contrast to the gyro-CWO and O-BWO in which the inertial mechanism of the electron bunching prevails. First, the appearance of modulation of the outputfield amplitude in the regime of frequency locking shows threshold behavior, i.e., modulation appears only if the external-field amplitude is fairly large. Second, in contrast to the gyro-CWO and O-BWO, the region in the plane of control parameters (the frequency and amplitude of an external signal), in which locking of the frequency of oscillation of the system occurs, has an essentially more complex asymmetric shape. Depending on the frequency and amplitude of the controlling signal, several different scenarios of appearance of the output-field modulation are observed outside of the synchronization region in the system with a predominant force bunching of oscillating electrons.
3. A distributed input of the external controlling signal to a gyro-CWO with the use of a coupled transmission line as the gyro-CWO electrodynamic structure allows one to increase considerably the synchronization bandwidth as compared with the case of a lumped action of the external signal at the collector end of the gyro-CWO. It is found that in the case of a distributed input of the external signal, quasi-synchronization regimes do not appear in the nonautonomous oscillator. In synchronous regimes, the system shows the stationary oscillation regime with a time-independent amplitude of the output HF field and frequency equal to the forcing frequency.
4. In the case of action of an external deterministic chaotic signal on a distributed active system comprising a helical beam and a counterpropagating wave, the phenomenon of the classical chaotic phase synchronization of self-oscillations is observed in the gyro-CWO. The regime of chaotic synchronization appears in the case of an increase in the forcing power and has a threshold character.
5. In the system of two coupled gyro-CWOs, the possibility of appearance of synchronous stationary oscillation regimes is shown, which allows one to increase the output power of the oscillator by a factor of 2 or greater with the preservation of the monochromatic oscillation regime. It is found that in a system of two gyro-CWOs with CWSs, bistability determined by the predominant excitation of the slow or fast normal wave of the coupled electrodynamic system is observed.
In conclusion, we note that in this paper, synchronization of self-oscillations in a distributed electronwave medium is studied for the case where an external signal is supplied with respect to the field. The problem on the possibility and efficiency of synchronization of self-oscillations in such electronic systems with a counterpropagating wave in the case where an external signal is supplied with respect to the beam by preliminarily modulating the beam of oscillating electrons remains open. This problem seems to be very important for the forthcoming studies. 
