We analyse for each of 20 amino acids X the statistics of spacings between consecutive occurrences of X within the well-characterized Saccharomyces cerevisiae genome. The occurrences of amino acids may exhibit near random, clustered or smoothed out behaviour, like one-dimensional stochastic processes along the protein chain. If amino acids are distributed randomly within a sequence, then they follow a Poisson process, and a histogram of the number of observations of each gap size would asymptotically follow a negative exponential distribution. The novelty of the present approach lies in the use of differential geometric methods to quantify information on sequencing of amino acids and groups of amino acids, via the sequences of intervals between their occurrences. The differential geometry arises from an information-theoretic distance function on the two-dimensional space of stochastic processes subordinate to gamma distributionsFwhich latter include the random process as a special case. We find that maximum-likelihood estimates of parametric statistics show that all 20 amino acids tend to cluster, some substantially. In other words, the frequencies of short gap lengths tend to be higher and the variance of the gap lengths is greater than expected by chance. This may be because localizing amino acids with the same properties may favour secondary structure formation or transmembrane domains. Gap sizes of 1 or 2 are generally disfavoured, 1 strongly so. The only exceptions to this are Gln and Ser, as a result of poly(Gln) or poly(Ser) sequences. There are preferences for gaps of 4 and 7 that can be attributed to a-helices. In particular, a favoured gap of 7 for Leu is found in coiled coils. Our method contributes to the characterization of whole sequences by extracting and quantifying stable stochastic features. r
Introduction
Our fundamental approach is to analyse the statistics of the separation between the consecutive occurrences of each amino acid X within the well-characterized Saccharomyces cerevisiae genome (Goffeau et al., 1996) . For example, in the sequence AKLAATWPFDA, we observe for Ala gaps of 1, 3 and 6 since the successive Ala residues are spaced i, i+3, i, i+1 and i, i+6, respectively.
The basic random model for spatial stochastic processes representing the distribution of events along a line is that arising from a Poisson process; then the lengths of gaps between successive events follow an exponential distribution with just one parameter, the mean t, which is a positive number. A natural generalization of the exponential distribution is the gamma distribution, which has two positive parameters, the mean t as before, and an extra one, n; this ''dispersion parameter'' g controls the shape and we recover the simple exponential distribution by setting n ¼ 1 for a random distribution in an infinitely long sequence. The important feature of the gamma distribution is that for no1 it corresponds to gap lengths that have a higher variance than for a random (Poisson) process, so the events giving rise to the gaps exhibit clustering. For n41, the nu distribution represents the opposite of clusteringFsmoothing or evening out of the underlying disposition of events; for n ¼ 1 we have precisely the random case. We note that the real gap length distribution for amino acid spacings is not actually a continuous variable, because of the structure of proteins; however, the approximation by a continuous variable is not believed to be likely to compromise any important statistical features of our predictions. Now, families of two-parameter probability density functions, like the gamma distributions for all positive values of n and t, can be given the structure of a curved surface whereon the metric or distance structure is controlled by the maximum likelihood function. In fact, the gamma family has been applied elsewhere to cryptanalysis (Dodson & Thompson, 2000) , galactic clustering (Dodson, 1999a, b) and communication clustering (Dodson, 2000) for example. In our present context, the gaps to model are those along a protein chain, between consecutive occurrences of a given amino acid; we fit the maximum-likelihood gamma parameters from the sample mean and variance of observed gap frequencies. Thus, we perform an informationtheoretic analysis of the whole sequence and extract stable stochastic features which in particular quantify departures from randomness.
Statistics of Random Spacing Sequences
In the perfectly random case of haphazard allocation of events along a line, the result is an exponential distribution of inter-event gaps when the line is infinite. However, for finite length processes it is a little more involved and we need to analyse this first in order to provide our reference structure; further details can be found in Dodson (2001) .
Think of a protein chain as a sequence of amino acids among which we have distinguished one, represented by the letter X, while all others are represented by ?. The relative abundance of X is given by the probability p that an arbitrarily chosen location has an occurrence of X. Then 1 À p is the probability that the location contains an amino acid different from X; here, all locations are occupied by some amino acid. If the X locations are chosen with uniform probability subject to the constraint that the net density of X in the chain is p, then either X happens or it does not; we have a binomial process.
It follows that, in a sequence of n amino acids, the mean or expected number of occurrences of X is np and its variance is npð1 À pÞ; but it is not immediately clear what will be the distribution of lengths of spaces between consecutive occurrences of X. Evidently the distribution of such lengths r, measured in units of one location length, is also controlled by the underlying binomial distribution. We are interested in the probability of finding in a sequence of n amino acids a subsequence of form
where the overbrace z}|{ encompasses precisely r amino acids that are not X and the underbrace |{z} encompasses precisely n amino acids, the whole sequence.
DERIVATION OF THE DISTRIBUTIONS
In a sequence of n locations filled by amino acids we consider the probability of finding a subsequence containing X 's separated by exactly r non-X ?'s, that is the occurrence of an inter-X space length r.
The probability distribution function Pðr; p; nÞ for inter-X space length r reduces to expression Y. CAI ET AL.
(1), which is a geometric distribution and simplifies to eqn (2):
for r ¼ 0; 1; y; ðn À 2Þ:
The mean % r and standard deviation s r of distribution (2) are given for r ¼ 0; 1; y; ðn À 2Þ by where we make the abbreviation
Example distributions are shown in Fig. 1 , for a sequence of n ¼ 200 amino acids in which X has mean probability p ¼ 0.01 (left, black) which has from eqns (3) and (4) % r ¼ 46:9; s r ¼ 39.3, and p ¼ 0.02 (right, grey) which has from eqns (3) and (4) % r ¼ 34:1; s r ¼ 31.5.
Fig. 1. Probability distribution of space length r between occurrences of amino acid X shown for the range 0prp60 in a random sequence of n ¼ 200 amino acids. The mean probability for the occurrence of X is p ¼ 0.01 (left, black) where we find % r ¼ 46:9; s r ¼ 39.3, and p ¼ 0.02 (right, grey) where we find % r ¼ 34:1; s r ¼ 31.5.
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The coefficient of variation is given by
where we make the abbreviations
The two main variables are the number n of amino acids in the sequence, and the abundance probability p of occurrence of X. Their effects on the statistics of the distribution of inter-X space lengths are illustrated in Figs 2 and 3, respectively.
Non-Random Amino Acid Sequences as Gamma Processes
Now we turn to the more realistic situation in which the allocation is not purely random for the occurrence of amino acids along a protein chain. Here we do not have an underlying analytic process like the binomial, so we resort to a family of models for the distribution of spacings between occurrences of amino acids; it includes the random case but it covers also a range of processes around the random case.
The family of gamma distributions have event space O ¼ R þ ; parameters t; nAR þ and has probability density functions given by f ðt; t; nÞ ¼ n t
where G is the gamma function defined by
ðfor positive integer n; GðnÞ ¼ ðn À 1Þ!Þ:
Then E(t) ¼ t is the mean and Var(t) ¼ t 2 /n is the variance, so the coefficient of variation
is independent of the mean. In fact, this latter property actually characterizes gamma distributions as shown recently (Hwang & Hu, 1999) . They proved, for nX3 independent positive random variables x 1 , x 2 ,y, x n with a common continuous probability density function h, that having independence of the sample mean % x and sample coefficient of variation cv ¼ S= %
x is equivalent to h being a gamma distribution.
The special case n ¼ 1 corresponds to the situation of the random or Poisson process with mean inter-event interval t. In fact, for integer n ¼ 1, 2,y, eqn (8) models a process that is Poisson but with intermediate events removed to leave only every n th . Formally, the gamma distribution is the n-fold convolution of the exponential distribution, called also the Pearson Type III distribution. Thus, gamma distributions can model a range of stochastic processes corresponding to non-independent clustered events, for no1, and dispersed or smoothed events, for n41, as well as the random case n ¼ 1. Figure 4 shows sample gamma distributions, all of unit mean, representing clustering, random and dispersed spacing distributions, respectively, with n ¼ 1 2 ; 1, 2. Elsewhere we have discussed the differential geometry of spaces of gamma distributions and their application to clustering problems and security testing (Dodson, 1999a (Dodson, , b, 2000 Dodson & Matsuzoe, 2002; Dodson & Thompson, 2000) .
The Riemannian information metric on the parameter space G ¼ fðt;
gamma distributions is given by the arc length function
where cðnÞ ¼ G 0 ðnÞ=GðnÞ is the logarithmic derivative of the gamma function. The onedimensional subspace parametrized by n ¼ 1 corresponds to all possible 'random' (Poisson) processes, or equivalently, exponential distributions. Table 1 gives the values of the total number, mean, variance and n for each amino acid. We see a large variation in mean gap size t, ranging from 10.75 (Ser) to 61.82 (Trp). This can be largely explained on amino acid frequency; the gap to the next amino acid will tend to be smaller Fig. 2 . Effect of sequence length n in random amino acid sequences of length from n ¼ 50 to n ¼ 4000 in steps of 50. Plot of standard deviation s r against mean % r for inter-X space length distributions (2). The mean probability for the occurrence of X is p ¼ 0.01 (right, black) and p ¼ 0.02 (left, grey), corresponding to the cases in Fig. 1 . The standard deviation is roughly equal to the mean; mean and standard deviation increase monotonically with increasing n. Fig. 3 . Effect of relative abundance, probability p, over the range 0.01ppp0.1 in steps of 0.01. Plot of standard deviation s r against mean % r for inter-X space length in random sequences of length n ¼ 200 amino acids (grey) and length n ¼ 500 amino acids (black), with probability 0.01ppp0.1 for occurrence of X. The standard deviation is for many practical purposes proportional to the mean; mean and standard deviation decrease monotonically with increasing p. Fig. 4 . Probability density functions, f(t; t, n), for gamma distributions of inter-event intervals t with unit mean t ¼ 1, and n ¼ 1 2 ; 1, 2. The case n ¼ 1 corresponds to an exponential distribution from an underlying Poisson process; na1 represents some organizationFclustering or dispersion. Fig. 5 . Effect of sequence length n in random amino acid sequences of length from n ¼ 50 to n ¼ 4000 in steps of 50. Plot of gamma parameter n form eqn (8) against mean % r for inter-X space length distributions (2). The mean probability for the occurrence of X is p ¼ 0.01 (right, grey) and p ¼ 0.02 (left, black), corresponding to the cases in Figs 1 and 2. We expect that, as n-N, so n-1, the random case.
Results
if the amino acid is more abundant. Similarly, rare amino acids, such as Cys, His, Met and Trp will be more widely spaced. There is, therefore, a smooth inverse correlation between mean gap size and amino acid frequency. Clustering is better revealed by the gamma distribution analysis. In all cases, we see that no1; hence every amino acid tends to cluster with itself. There is some variation, with Cys and Trp most clustered and Ile and Val distributed almost randomly. Figure 9 shows an example of the gap distribution histogram for Leu, compared to its maximum-likelihood gamma distribution and the exponential distribution with same mean. Figure 8 shows a plot of all 20 amino acids as points on a surface over the space of (t, n) values from Table 1 ; the height of the surface represents the information-theoretic distance from the point marked as K, the case of randomly distributed amino acids with mean t ¼ 20 and n ¼ 1. The calculation of this distance uses the differential geometry of the family of all gamma distributions, for which the arc length function is non-Euclidean and given in parametric form by eqn (9). The geodesic mesh method for distance estimation is described in the Appendix and eqn (A.6) there provides the analytic expression.
Note that if an exponential distribution gave the maximum-likelihood fit then it would yield nE1. This is arguably within experimental tolerance for I, N and V, but unlikely in the other cases having maximum likelihood np0.85. Our illustration in Fig. 9 shows a case with n ¼ 0.85. Significantly, experimentally we find no case of n40.97 but the analytic results for the case of finite truly random sequences, illustrated in Figs 6 and 7, did not yield no0.95 in the regime of interest. Indeed, Fig. 7 shows the effect on gamma parameter n of sequence length n in random amino acid sequences for fixed relative abundance p ¼ 0.05, the observed average relative abundance of the 20 amino acids in 6294 proteins with sequence lengths up to n ¼ 4092; these yielded values 0.59pnp0.95, indicating that all of the amino acids exhibited selfclustering.
Thus, we conclude that our methods therefore reveal an important qualitative property: universal self-clustering for these amino acids, stable over long sequences. Moreover, the information-theoretic geometry allows us to Fig. 6 . Effect of relative abundance p, and sequence length n in random amino acid sequences of length from n ¼ 50 to n ¼ 500. Plot of gamma parameter n from eqn (8) for inter-X space length distributions (2). This illustrates apparent departures from randomness when we sample the process with finite sequences; in the case of infinite sequences we expect to recover the random case, shown by the plane n ¼ 1. In fact, here the parameter n passes from above at small p, n through the plane at height 1, and then remains at about 0.9.
provide quantitative measurements of departures from randomness, as illustrated graphically in Fig. 8 ; such depictions of the space of gap distributions could prove useful in the representation of trajectories for evolutionary or other structurally modifying processes.
Why do Amino Acids Cluster?
One possible explanation relates to secondary structure preferences. a-Helices are typically 4-15 and b-strands 2-8 amino acids in length (Penel et al., 1999) . In order for any secondary structural element to form, it is necessary to have most amino acids within its sequence to have a high propensity for that structure. Identical amino acids will therefore cluster over these length ranges as this will favour a sequence with a high preference for forming one particular secondary structure. For example, Ala has a high preference for the a-helix. Hence evolution will select sequences where alanines are clustered in order to favour a-helix formation. If amino acids were randomly distributed, the probability that a stretch of amino acids would contain a high preference for a secondary structural element would be decreased. A second possible explanation is that amino acids of similar hydrophobicity cluster in order to produce a hydrophobic membrane spanning sequence or water-exposed polar loop. Figure 9 , with data for Leu illustrates as expected that there are some deterministic effects arising from the preferred spatial configurations.
We get a feel for the overall extent of the nonstochastic aspects from the histogram of all data, shown in Fig. 10 with the maximum-likelihood gamma fit. Notably, gap sizes of 1 or 2 are disfavoured, 1 strongly so. The only exceptions to this are Gln and Ser, which strongly favour short gaps of 1, 2 or 3. Poly(Gln) sequences, that give a high frequency of gaps of 1, are a wellknown feature of a number of proteins, and are implicated in several diseases, including Huntington's chorea (Kaytor & Warren, 1999) . Gaps of 3-12 are generally favoured, perhaps because this is the usual length of secondary structure. There are also local preferences for gaps of 4 and 7 that can be attributed to a-helices. Side chains spaced i,i+4 and i,i+7 are on the same side of an a-helix, so can bond to one another. Sequences are favoured that have identical side chains close in space in the a-helix. In particular, a favoured gap of 7 for Leu can be attributed to Fig. 6 . Effect on gamma parameter n of sequence length n in random amino acid sequences for fixed relative abundance p ¼ 0.05. The value p ¼ 0.05 was the observed average relative abundance of the 20 amino acids in 6294 proteins with sequence lengths up to n ¼ 4092; these yielded values 0.59pnp0.95, indicating that all of the amino acids exhibited self-clustering. Fig. 8 . Distances in the space of gamma models, using a geodesic mesh. The surface height represents upper bounds on distances from (t, n) ¼ (20, 1), the random case with mean t ¼ 20, marked with K. Depicted also are the 20 data points for the amino acid sequences, all show self-clustering to differing degrees by lying below the line n ¼ 1, some substantially so. INFORMATION-THEORETIC ANALYSIS coiled coils that are characterized by pairs of a-helices held together by hydrophobic faces with Leu spaced i,i+7 (Landschulz et al., 1988; Lupas, 1996; O'Shea et al., 1989) .
Clearly, the maximum-likelihood gamma distributions fit only stochastic features and in that respect view the data as exhibiting transient behaviour at small gap sizes; other methods are available for interpretation of such deterministic features and we concentrate in this article on representation of whole sequences as a stochastic process. Our method contributes to the characterization of whole sequences by extracting and quantifying stable stochastic features. In conclusion, fitting histograms of gap size frequency distributions to gamma distributions shows that all 20 amino acids tend to self-cluster in protein sequences.
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