Abstract -A formal duality between the information embedding (data hiding) problem and the Wyner-Ziv problem of source coding with decoder side information is developed, including results for the quadratic Gaussian and binary-symmetric-Hamming cases, with implications for a number of important
I. INTRODUCTION applications.
This paper develops and exploits the theoretical duality between information embedding, the robust communication of information embedded into a host signal, and source coding with side information; the case where the side information is known only at the decoder is the well-known "Wyner-Ziv problem". A detailed exposition of our results is found in [l] .
The information embedding encoder observes an ndimensional host x and an information signal m from which it creates a composite signal w, which is assumed to closely approximate x. All signals in this paper are assumed to be from finite alphabets, unless otherwise indicated. The composite signal is passed through a memoryless channel, the output which, y, is decoded to retrieve an estimate 61 M m of the information signal. The decoder may be supplied with an observation of x (private information embedding) or it may not (public information embedding), which is the case that is the focus of this paper.
In source coding with side information, the n-dimensional vector y is a source, drawn iid from py(y), that is sent uncoded through a memoryless channel, the output of which is x, which may or may not be fed back to the encoder. The source is coded by the encoder, creating an information signal m, which is sent to the decoder. From the signals x and m, the decoder outputs a signal w, which is intended to be a close approximation of the source y.
We show in the sequel that an information embedding encoder serves as a Wyner-Ziv decoder and vice versa. We have defined variables in the associated problems so as to indicate their dual correspondences.
INFORMATION EMBEDDING CAPACITY
Public and private information embedding capacities are de- The equations for capacity provide a generalization of previous results [2, 31 that encompass only difference distortion measures,. The optimized quantities on the right hand sides of the ca.pacity equations are identical to the corresponding rate-distortion limit expressions. The rate-distortion limits are, in a dual manner to information embedding capacities, the infirna over these quantities. independent from x. The distortion metric is squared error.
We construct a capacity-achieving system based on two nested lattices L.1 and C2 C C1, appropriately parameterized [l] . The lattice decoding functions for each lattice are nearest neighbor quantizing functions. The information embedding encoder simply uses the information m to specify a coset of CZ, and quantizes the host with the coset lattice. The composite signal is formed as a linear combination of the host and the quantized host, the so-called distortion-compensated composite signal [3] . The decoder simply quantizes the channel output with C1 and reads off the coset shift with respect to CZ.
Binar!/-symmetric-Hamming case:
In [l] we derive CIE(d) for the case of binary symmetric host and channel (with crossover probability p ) and Hamming distortion metric to be the upper concave envelope of the function h(d) -h ( p ) and the point (R, d ) = (0,O). We construct a capacity-achieving system based on nested linear codes C1 and C2 C C1, which are uniquely specified by their parity check matrices HI and H2 = [HrHZlT, respectively. Using the syndrome former associated with HZ [l] , the encoder finds the composite signal w E C1 that is closest in Hamming distance to the host x, such that H a w = Bin(m), where Bin(m) is the length n binary expansion of m. The decoder decodes y with C1 to form w, a,nd calculates the information by HaW. In both special cases, exchanging the roles of encoder and decoder yields coding systems (previously discovered in [4] ) that achieve the Wyner-Zi.v rate-distortion limit.
We have also discovered that Slepian-Wolf coding
is the dwsl of noise-free embedding (CT; = 0 or p = 0 ) . And we have developed a natural hybrid analog-digital source representation inspired by our framework.
