We propose a new approach for capturing bifurcations of (semi)flows by using a topological tool, the Conley index. We can apply this concept to capture bifurcations with rigorous numerics. As an example, we consider the dynamics generated by the Swift-Hohenberg PDE and show that a pitchfork-like bifurcation occurs in a certain region.
1.
Introduction. The goal of this paper is to give a new topological method for rigorously capturing bifurcations.
Nonlinear phenomena in various fields such as physics and engineering are often described by differential equations, and the study of the solution structure of such equations is essential for a good understanding of the nonlinear phenomena. However, due to their nonlinearity, it is often the case that conventional mathematical methods are limited for analyzing properties of the solutions of the differential equations, especially their global structure in the phase space or its changes when parameters are varied. In such cases, numerical methods are widely used for understanding the behaviors of the solutions, but one has to be careful about the correctness of the conclusions derived by numerical methods because of the presence of errors that such methods inevitably contain.
Recently, "self-validating numerical methods" for differential equations using interval arithmetic have been developed in order to guarantee the mathematical rigorousness of numerical results. Moreover, such a rigorous computation can be combined with some topological method to study not only the existence of some specific solutions of a differential equation but also its dynamics. Conley index theory is one of the possible topological methods for such a purpose. The Conley index is defined for a specific type of invariant set called "isolated invariant sets." This is an invariant set contained in the interior of its compact neighborhood called an isolating neighborhood; hence it is isolated from its outside. Roughly, the Conley index of an isolated invariant set S is the relative homology of an isolating neighborhood of S and its exit set. See section 2 for a precise definition.
The combination of the rigorous computation and Conley index theory has been successfully applied to the existence of stationary solutions of some partial differential equations (PDEs) such as the Kuramoto-Sivashinsky equation [20] and the Swift-Hohenberg equation
Attractor-repeller pairs, Morse decompositions.
Here we present a decomposition of a compact invariant set. We remark that all definitions in this subsection are valid for Γ, a metric space, or, more generally, a Hausdorff topological space. See [16] .
An ω-limit set ω(Y ) of a subset Y [11, p. 35 ] is defined as
).
An α-limit set α(Y ) of a subset Y [11, p. If A is an attractor in S, the dual repeller of A in S is defined by
Similarly, a subset R ⊂ S is called a repeller in S if there exists an open neighborhood V of R such that R = α(V ).
If R is an attractor in S, the dual attractor of R in S is defined by Let S 1 , S 2 be invariant subsets of S. Then we define the set of connecting orbits from S 2 to S 1 as C(S 1 , S 2 ; S) := {x ∈ S | α(x) ⊂ S 2 , ω(x) ⊂ S 1 }.
If S is a compact invariant set and A is an attractor in S, then S is decomposed into the union S = A ∪ A * ∪ C(A, A * ; S). Definition 2.9. Let S be a compact invariant subset of Γ and A be an attractor in S. Then a pair (A, A * ) is called an attractor-repeller pair (A-R pair) in S.
We present the definition of a Morse decomposition, which is a gradient-like decomposition of a compact invariant set. Moreover, we present the definition of an interval which is a subset of a partially ordered set. A Morse decomposition with a partially ordered set P and an interval in P are closely related. See [13] and [16] . Remark 2.11. In this definition, it is not assumed that there is a unique partial order on P . In general, any ordering on P satisfying the above property is called admissible (for the flow). Now we can identify an ordering < on the collection {M (p) | p ∈ P } associated with an admissible ordering. Namely, we say that M (p) > M(q) holds if p > q holds with respect to an admissible ordering < on P .
Remark 2.12. If {M (p) | p ∈ P } is a Morse decomposition of S, each M (p) is called a Morse set. Moreover, if S is isolated, then each M (p) is also isolated. See [16] or [17] .
Definition 2. 13 . Let (P, <) be a partially ordered set. A subset I ⊂ P is called an interval if p < r < q with p, q ∈ I implies r ∈ I. We say that p, q ∈ P are adjacent with respect to < if either {p, q} or {q, p} is an interval in P .
Saddle-node type.
In this subsection, we introduce a weaker notion of saddle-node bifurcation in view of Conley index theory.
Definition 3.1. Let N be a connected isolating neighborhood for Φ such that N λ is connected for each λ. We say that N is of C-saddle-node type over [λ − , λ + ] (⊂ Λ) if the following conditions are satisfied:
(CSN1) For each isolated invariant set S in Inv(N λ − ), S satisfies
We note that if N is of C-saddle-node type, N also satisfies CH * (Inv(N λ )) ∼ = 0 for all λ ∈ [λ − , λ + ] by the continuation property. Now we prove that there exists λ * ∈ (λ − , λ + ) such that the dynamics undergoes a saddlenode-like bifurcation at λ * if N is an isolating neighborhood of C-saddle-node type over
Let Λ SN be the set of λ ∈ Λ satisfying the following three conditions: 
Theorem 3.3. Let N be an isolating neighborhood of C-saddle-node type over [λ − , λ + ], and define λ * := inf Λ SN . Then the following statements hold: 
and for any > 0 there exists an -chain from M λ * 0 to M λ * 1 . Definition 3.4. Let N be a compact set in X × Λ and Φ be the parameterized semiflow corresponding to the λ-continuous family of flows on X, {ϕ λ } λ∈Λ . We shall say that Φ undergoes a C-saddle-node bifurcation in N if N satisfies all statements in Theorem 3.3 for some λ * ∈ Λ.
Remark 3.5. Notice that the choice of A-R pairs in Theorem 3.3.3 is not unique, and hence each M λ * i depends on the choice of A-R pairs. Here we emphasize that a C-saddle-node bifurcation is the generalized notion of the standard saddle-node bifurcation of equilibria in the following sense.
Let N be an isolating neighborhood of C-saddle-node type over [λ − , λ + ]. At λ = λ + , there exists an A-R pair in Inv(N λ + ) such that both an attractor and the dual repeller have nontrivial Conley indices, which correspond to "saddle" and "node." By definition, the dynamics of the attractor and the dual repeller in Inv(N λ + ) is gradient-like. This corresponds to the gradient-like structure around the saddle and the node. In the case of the standard saddlenode, two equilibria collapse at the bifurcation point. Such a phenomenon is generalized as follows in the case of a C-saddle-node. Namely, Theorem 3.3.3 says that there exists a nontrivial recurrent structure in Inv(N λ * ) which disappears for λ > λ * . Furthermore, 2 says that we cannot decompose such a recurrent structure into smaller recurrent ones with nontrivial Conley indices for λ ≤ λ * . Statement 2 is also the generalized result of the nonexistence of equilibria because the Conley index of a hyperbolic fixed point for finite-dimensional flow is nontrivial.
Therefore we can say that the C-saddle-node bifurcation is a "saddle-node" bifurcation of a certain recurrent structure of dynamics in the sense of the Conley index.
We show two lemmas before proving the above theorem. Lemma 3.6. Let S be a compact invariant set and R be a compact positively invariant subset of S. Then a set Ω − (R; S) := {x ∈ S | For any > 0, there exists an -chain in S from x to y ∈ R} is closed (thus compact) and invariant.
Proof. First we prove that Ω − (R; S) is closed. Let {x m } m≥1 be a sequence in Ω − (R; S) which converges to x as m → ∞. For any > 0 and each m, there exists an ( /2)-chain in S from x m to y m ∈ R,
By the uniform continuity of
Thus we obtain an -chain from x to y m :
for some m with d(x m , x) < δ. Since is arbitrary, this implies x ∈ Ω − (R; S). Therefore Ω − (R; S) is closed. Second, we prove that Ω − (R; S) is invariant. Let x ∈ Ω − (R; S), and let σ x be an arbitrary full solution through x in S. If
For any > 0 there exists an -chain in S,
For each t ∈ R ≥0 , by the uniform continuity of ϕ(t, ·) on S, for any > 0 there exists δ = δ(t,
Since t is arbitrary, for any > 0 and t ∈ R, there exists δ > 0 such that if γ δ is a δ-chain in S from y to x, then there exists an -chain from
Let S be a compact invariant set for a semiflow ϕ. Let also A and R be disjoint compact positively invariant subsets of S.
Proof. First we claim that there exists an 0 > 0 such that
Indeed, if not, for any > 0, Ω − (R; S) ∩ A = ∅. Thus there exists a collection {y } >0 ⊂ A such that y ∈ Ω − (R; S) for each . Since A is compact, there exists a subsequence {y k } k∈N with k → 0 as k → ∞ such that y 0 := lim k→∞ y k ∈ A. For any δ > 0, there exists¯ ∈ (0, δ/2) such that d(y , y 0 ) < δ/2 for all ∈ (0,¯ ). Now, by our assumption, there exists a δ/2-chain from y to x for some for any δ > 0. Therefore we obtain a δ-chain from y 0 to R. Since δ > 0 is arbitrary, this implies that y 0 ∈ Ω − (R; S). Hence Ω − (R; S) ∩ A = ∅, and this contradicts our assumption. Now we set U :
For any η > 0, we can choose
If we let η z > 0 be an arbitrary positive number which satisfies z + η z < 0 , then d(y · t 1 , x 1 ) < 0 for all y ∈ B(z, δ(t 1 , η z )). Therefore, U is open in S.
We let R * := α(U ). Now we show that R * is a repeller in S containing Ω − (R; S). Obviously, Ω − (R; S) ⊂ U . Thus Ω − (R; S) ⊂ x∈U H(R ≥0 , x). Taking the closure, Ω − (R; S) ⊂ x∈U H(R ≥0 , x). Considering the invariant part, Ω − (R; S) ⊂ α(U ) = R * . Therefore R * contains Ω − (R; S). If z ∈ R * , there exists a point x ∈ U and a sequence of real numbers {t m } such that t m → ∞ and that σ x (−t m ) → z. Now we obtain an 0 -chain from x to R:
By the uniform continuity of ϕ(t, ·) on S, for any > 0, there exists η = η(t, ) > 0 such that d(a·t, b·t) < with d(a, b) < η. Taking > 0 so small and m so large that
Thus we obtain an 0 -chain from z to R:
This implies that z ∈ U . Since U is open, U is a neighborhood of R * . Therefore R * is the repeller we desire. If we let A * be the dual attractor of R * in S, A * contains A, and we complete the proof.
Proof of Theorem 3.3. Part 1 follows from the robustness of an isolating neighborhood and a Morse decomposition [7] .
2. Let {M (p)} p∈P be a Morse decomposition of Inv(N λ ) for λ ∈ [λ − , λ * ], where P = (P, <) is a partially ordered set. We assume that there exists p ∈ P such that CH * (M (p)) = 0. Let 
By the induction for the number of elements of I \ {p 0 }, we obtain CH * (M (I \ {p 0 })) = 0 by using long exact sequences. Therefore, by the long exact sequence (1), we obtain This contradicts the definition of λ * . 3. We remark that M λ * i is positively invariant. Indeed, if we assume x ∈ M λ * i , then for all μ > 0, x ∈ λ∈(λ * ,λ * +μ) M λ i . Since the set λ∈(λ * ,λ * +μ) M λ i is closed, there exists a sequence {x n } n≥1 ⊂ λ∈(λ * ,λ * +μ) M λ i that converges to x as n → ∞. For each n ≥ 1, x n belongs to M λ * +μn i for some μ n ∈ (0, μ). Thus
for each n and for all t ∈ R ≥0 . Then the sequence {x n · t} converges to x · t by the continuity of the semiflow. Therefore
If
If we let N R * be an isolating neighborhood of R * and N A * be an isolating neighborhood of A * , both neighborhoods are isolating neighborhoods for λ ∈ (λ * , λ * + δ) for small δ > 0 by the robustness of isolating neighborhoods.
By the above theorem, we know immediately that Inv(N λ * ) cannot be decomposed into a nontrivial A-R pair which separates M λ * 0 and M λ * 1 .
Pitchfork type. Now we introduce a weaker notion of pitchfork bifurcation in view of Conley index theory.
We assume that the group Z 2 acts on X and satisfies
is the nontrivial element unless we say otherwise.
and there is not a Morse decomposition of Inv(N λ − ) containing a Z 2 -asymmetric component. Moreover, there exist mutually disjoint isolating neighborhoods N λ + 0 , N λ + 1 , and N λ + 2 such that the following hold:
2 )} forms a Morse decomposition of Inv(N λ + ) with one of the following admissible orderings:
See Remark 2.11 for the definition of an ordering on Morse decompositions.
(CPF3) Inv(N λ + j ), j = 0, 1, 2, satisfy the following conditions:
by the continuation property.
Here we shall capture the behavior of isolated invariant sets in a C-pitchfork-type isolating neighborhood. Let Λ PF be the set of λ such that each M λ i (i = 0, 1, 2) is a nonempty invariant subset in N λ and there exist subsets N λ 0 , N λ 1 , and N λ 2 in N λ satisfying the following conditions:
, which satisfies (CPF2) and (CPF3), and define λ * := inf Λ PF . Then the following statements hold:
and for M λ which also satisfies (CPF5), we have
for any > 0. Definition 3.10. Let N be a compact set in X × Λ and Φ be the parameterized semiflow corresponding to the λ-continuous family of flows on X, {ϕ λ } λ∈Λ . We shall say that Φ undergoes a C-pitchfork bifurcation in N if all statements in Theorem 3.9 hold for N for some λ * ∈ Λ.
Remark 3.11. Notice that the choice of M λ in Theorem 3.9.3 is not unique, and hence each M λ * i depends on the choice of M λ for λ (> λ * ) which is sufficiently close to λ * . We can say that the C-pitchfork bifurcation is a generalization of a standard pitchfork in the sense used for the C-saddle-node (see Remark 3.5). Namely, we can say that the C-pitchfork bifurcation is a "pitchfork" bifurcation of certain recurrent structure of dynamics in the sense of the Conley index.
Proof of Theorem 3.9. 1. By the robustness of isolating neighborhoods and Morse decompositions of an isolated invariant set, λ * < λ + .
2. Let M λ be a Morse decomposition (in the statement of the theorem) for λ ∈ [λ − , λ * ] with type-S admissible ordering which satisfies (CPF5). We immediately obtain the result
We assume that there exists p ∈ P such that CH * (M (0) (p)) = 0. Let
If I := {q ∈ P | q < p 0 } ∪ {p 0 } and J := P \ I, then I and J are adjacent intervals and
We consider the Conley indices of M (0) (I) and M (0) (J). Since p 0 is the maximal element of I for the order <, I \ {p 0 } is also an interval in <. Since I \ {p 0 } and {p 0 } are adjacent,
. Therefore there exists a long exact sequence
By induction on the number of elements of I \ {p 0 }, we obtain
by using long exact sequences. Therefore, by the long exact sequence (4), we obtain
Therefore we obtain
,
Moreover, we know that gM (0) (I) is an attractor in Inv(N λ ) and has nontrivial Conley index by the above consideration. Since M λ 0 and M λ 1 are unrelated for the order <, M (0) (I) and gM (0) (I) are also unrelated for the order <. Therefore
. By the robustness of isolating neighborhoods, there exist isolating neighborhoods 
. We know that both M (0) (J) and gM (0) (J) have nontrivial Conley indices by the above consideration. Thus we can prove the contradiction by the above consideration.
3. We know that M λ * i is positively invariant by the same argument as in Theorem 3.3.3. Now we prove that if M λ * 0 , M λ * 1 , and M λ * 2 are mutually disjoint, then the last statement holds.
Here we consider only the case that M λ , λ > λ * , has type-U admissible ordering; that is,
We define Ω − (M λ * i ), i = 0, 1, as in the proof of Theorem 3.3. First, we consider the case
In this case, by Lemma 3.7, there exist repellers
, respectively, such that they are mutually disjoint.
By the robustness of the isolating neighborhoods, there exists δ > 0 such that N * i , 
is a Morse decomposition of S with the following property:
for which an admissible ordering < M of M can be given by
We shall prove the following statements:
• < M is a partial order.
• < M contains the flow order of M . Namely, the existence of a connecting orbit from M jl toM ik impliesM ik < MMjl . The first statement is trivial.
We assume that there exists a connecting orbit fromM jl toM ik . Thus there exists a connecting orbit from M (j) to M (i) and from gM (l) to gM (k), namely, from M (l) to M (k). This implies i < j and k < l. HenceM ik < MMjl .
Therefore M is a Morse decomposition with an admissible ordering < M which satisfies (6) .
This proposition presents that, for a Morse decomposition of a Z 2 -symmetric isolated invariant set, we can reconstruct a Morse decomposition of S which satisfies the assumption for a Morse decomposition of Theorem 3.9.2.
Let M be a Morse decomposition of S which we have obtained in Proposition 3.12. We define a subset I A in {1, . . . , n} × {1, . . . , n} as follows:
where < Z is the ordinary ordering on Z.
If there exists I 0 ⊂ I A such that I 0 is an attracting interval in < M (see [16] ), then
is a Morse decomposition of S which satisfies the assumption of Theorem 3.9.2. By similar arguments, we reconstruct the Morse decomposition {M 0 , M 1 , M 2 } of S with the following admissible ordering:
We end this section providing simple examples of C-pitchfork bifurcation. We consider the following one-dimensional systems:
and 2] . Obviously, Inv(N ∩({−1.1}×R)) = {0} in any case. Easy computations yield that Inv(N ∩ ({+1.1} × R)) contains exactly three hyperbolic fixed points such that one of them is unstable and the rest are stable. We also know each vector field on ∂(N ∩ ({λ} × R)) for each λ ∈ [−1.1, 1.1] in any case. Therefore (7) , (8) , (9) , and (10) possess the same isolating neighborhoods of C-pitchfork type. A different type of bifurcation occurs in each system. In (7) , the standard pitchfork bifurcation occurs. In (8) , the bifurcation is a degenerate pitchfork. In (9) , the vector field is not even smooth. In (10), a (subcritical) pitchfork and a saddle-node bifurcation occur in N . However, in terms of the change of gradient-like structure of dynamics, the same type of bifurcations occur at λ = 0.
In (7) and (8), there exist trivial -chains from the upper limit of stable fixed points to the upper limit of the unstable fixed point.
In (9) 
∪ {connecting orbits between them}, we know that a collection of invariant sets
In other words, there exist (trivial) -chains from the limit of attractors M 0 0 and M 0 1 to the limit of repeller M 0 2 . Therefore we know that there exists a new recurrent structure at λ = 0 which disappears for λ > 0, and the behavior of the recurrent structure is like a "pitchfork" in any case. We identify such behaviors with a "C-pitchfork bifurcation" in our view.
Overview of numerical verification methods for application.
In this section, we review pioneering verification methods for capturing invariant objects in infinite-dimensional dynamics with rigorous numerics, as preliminaries of our application in the next section. For details, see corresponding references. I. A self-consistent a priori bound [20] . Zgliczyński and Mischaikow have proposed a verification method for proving the existence of equilibria for parabolic PDEs in [20] . We consider a vector field (12) du dt = F (u) in H and that F is bounded and continuous in Z, where each interval [a − k , a + k ] is regarded as an interval in the one-dimensional subspace span{ϕ k }. The pair (W, {a ± k }) gives us appropriate properties and a bound of solutions and vector fields. We say that such a pair is a selfconsistent a priori bound for vector field (12) .
Their approach to finding an equilibrium for (12) is based on the construction of a sequence {z n } n≥m which consists of equilibria of finite-dimensional Galerkin approximated dynamical system (14) dp n dt = P n F (p n , q n )
for n ≥ m, where P n : H → X n := span{ϕ 0 , . . . , ϕ n−1 } is the orthogonal projection onto the n-dimensional subspace X n , and p n = P n u and q n = (I − P n )u are corresponding projections of an element u ∈ H. We obtain a rigorous stationary solution z * of (12) as follows. First we construct a selfconsistent a priori bound (W, {a ± k }) so that the set
contains an isolating block B n of (14) for each n ≥ m. We use rigorous numerics here to construct a bound which possesses such an appropriate structure for isolation, which is called topological self-consistency in [20] . Secondly, for each n, we compute the Conley index of Inv(B n ), the maximal invariant set of B n for (14) . The general Conley index theory and an additional assumption (finiteness of the number of expanding directions of the vector field) guarantee the construction of a sequence {z n | z n is an equilibrium of (14)} n≥m .
Obviously, each z n is in Z, the compact subset of H defined by the self-consistent bound (W, {a ± k }). Finally, we can prove that there is a limit point z * of {z n } by the Ascoli-Arzelà theorem, and z * is an equilibrium of the original system (12) .
This method was used in [12] for the rigorous continuation of bifurcation branches. We can validate the numerically bifurcated branch away from bifurcation points.
II. Global dynamics [4] . Day et al. applied the previous idea to prove the semiconjugacy of attractors in infinite-dimensional dynamics (12) with gradient-like properties to simple finitedimensional attractors. Their method is based on the construction of an attracting compact set Z in a Hilbert space and the general Conley index theory.
More precisely, we can prove the semiconjugate theorem as follows. First we compute several sets which contain just one equilibrium by Yamamoto's method [18] for a fixed parameter value. Secondly we construct a set Z defined by (13) such that Z contains all sets computed as above and such that Z is an attracting compact set with all properties of topologically self-consistent a priori bounds for the gradient system (12) . Thirdly we check the unique-or nonexistence of equilibria in small subsets of Z and count the number of equilibria in Z. Finally, we study the global structure of Inv(Z) by the Conley index and the connection matrix. The computation of the Conley index of each equilibrium and Inv(Z) basically follows from [20] .
In the next section, we apply such an approach to study the global dynamics of a gradient system at certain parameter values.
III. Radii polynomials [2] , [5] , [10] . Day, Lessard, and Mischaikow [5] proposed another approach to verifying the unique existence of equilibria for PDEs with polynomial nonlinearity. We consider the vector field which is dominated by (15) (15):
Their approach to the validated computation is to construct an operator T whose fixed points correspond to equilibria of (15) and show that T contracts a set of the form
where r > 0, A s > 0 are constants and s ≥ 2 is the decay rate. In order to verify that T is a contraction on a set Wū, we will have to verify a finite number of polynomial inequalities with respect to the radius r, given by radii polynomials. The uniqueness of equilibrium in Wū easily follows from the contraction mapping principle for T . van den Berg and Lessard [2] applied this approach to the verification of chaos for the Swift-Hohenberg ODE, that is, the existence of an infinite number of equilibria for the Swift-Hohenberg PDE. Gameiro, Lessard, and Mischaikow [10] applied this approach to the validated computation of equilibria for the Cahn-Hilliard and Swift-Hohenberg PDEs over a large scale of parameter values.
In the next section, we apply the above method to find a rigorous equilibrium which is unique in a set which forms Wū(r) for some r > 0. Notice that a set Wū(r) defines a selfconsistent a priori bound for (15) for an appropriate decay rate s ≥ 0. Therefore we can compute the Conley index of an equilibrium in the original system together with constructing an isolating block in Wū(r).
Application: The Swift-Hohenberg equation.
As an application of our approach, we consider the Swift-Hohenberg equation on a finite interval I = [0, ], where = 2π/L and L > 0:
with the periodic boundary condition u(x, t) = u(x + , t) and the even function condition
where E : (0, ∞)×L 2 (I) → L 2 (I) and Δ = ∂ 2 /∂x 2 . We remark that L 2 (I) has an orthonormal basis {e ikLx | k ∈ Z}. By using this basis, u(x, t) is expressed as follows:
Since we consider a solution with an even function condition, it is sufficient to consider the following expansion using the Fourier cosine series:
with a −k = a k . Hence we assume that {cos(kLx) | k = 0, 1, 2, . . .} is the orthonormal basis for L 2 (I).
Note that on sets of the form W = k [a − k , a + k ] with sufficient (at least quadratic) decay, (17) is equivalent to the following countable system of differential equations:
where a = {a 0 , a 1 , a 2 , . . .} and for k = 0, 1, . . . , a k = f k (a) = μ k a k − n 1 +n 2 +n 3 =k,n i ∈Z a n 1 a n 2 a n 3 ,
in W , which is defined by a self-consistent bound, where {a k } is a coordinate of L 2 (I) with an orthonormal basis {cos(kLx)}.
We also note that the Swift-Hohenberg equation has a Lyapunov function:
The existence of a Lyapunov function guarantees that the dynamics generated by (17) is a gradient system. Here we let S 0 , S 1 be Z 2 -symmetries of an element {a k } k≥0 ∈ L 2 (I) as follows:
S 0 : a k → −a k , S 1 : a 2k → a 2k , a 2k+1 → −a 2k+1 , k = 0, 1, 2, . . . . In Figure 1 , we can expect that a "pitchfork" bifurcation may occur at ν close to 0.4761 and 0.62167 (we do not consider other bifurcation points here). In our application, we would like to consider bifurcations as the change of gradient-like structure of dynamics. Therefore we study the global dynamics before and after bifurcations and do not use well-known analytic methods such as Lyapunov-Schmidt reduction, which is one of the analytic methods to consider the change of local structure of dynamics.
With this in mind, we study bifurcations of the Swift-Hohenberg PDE in the following way. First, we find rigorous stationary solutions of (18) at a certain parameter value near a bifurcation point. Secondly, we construct a set J 1 which satisfies conditions (CPF2)-(CPF5). Finally, we construct a C-pitchfork-type isolating neighborhood given by
To do this, we would like to obtain a rigorous solution a of (18) . At first, we have to consider numerical solutionsã with f (ã) ≈ 0, that is, the zero of the following equation:
k (a F ) = μ k a k − n 1 +n 2 +n 3 =k,|n i |<m a n 1 a n 2 a n 3 , k = 0, 1, . . . , m − 1.
The pitchfork bifurcation from a trivial solution.
Here we consider the pitchfork bifurcation from a trivial solution of the Swift-Hohenberg equation. Figure 1 shows the bifurcation diagram of the Swift-Hohenberg equation at L = 0.65. In Figure 1 , it is considered that pitchfork bifurcations from the trivial solution occur at ν ≈ 0.334, 0.476, and 1. Now we let ν − := 0.47607, ν + := 0.47617, and L = 0.65.
The unique existence of equilibria.
First we find rigorous stationary solutions near the numerically obtained bifurcation point near ν ≈ 0.4761. We can obtain the following result by using radii polynomials which we have mentioned in section 4.
Computer assisted result (A). Let u ν + i and r ν + i , i = 1 ± , 2, be numerical equilibria defined by the values in Table 1 , and let s = 4 and A s = 1. Then, for each i, there exists the unique rigorous equilibrium M ν + i for the system (18) which is equivalent to (17) Note that u
The Conley index and the dynamics of invariant sets. Now we consider the Conley indices of stationary solutions. First we construct a local flow which forms
where a ± k ∈ R for k = 0, . . . , m − 1, s ≥ 2 is a decay rate, and A s > 0 is a constant, so that the Conley index theory is applied in Z. We remark that isolating neighborhoods which form
where m, A s , and s are the same values as (20) [4] for more details. In this subsection, we set m = 10, s = 4, and A s = 1 as computer assisted result (A). The idea behind the computation of the Conley index is the construction of isolating blocks in the b-coordinate, which is the coordinate obtained by the diagonalization of the linearized Swift-Hohenberg operator at a numerical zero. If we obtain an isolating block in the b-coordinate, we transform its isolating block to the original coordinate. Finally, if the block is in a validation block (forming Wū(r)) and the Conley index of its isolated invariant set is not trivial, this isolating block contains the unique stationary solution as the isolated invariant set. Thus, we can obtain the Conley indices of the rigorous stationary solutions. Now we let J 0 and
, be blocks which contain all the sets W u (r) that we obtained in computer assisted result (A). We can prove the following theorem by studying the vector field on its boundary and using the notion of a self-consistent a priori bound.
Computer assisted result (B). The block J 0 defined by the values in Table 2 
Computer assisted result (C). The block J 1 defined by the values in Table 3 is an isolating block in J 0 for ν ∈ [ν − , ν + ], and the Conley index of Inv(J 1 ) is
The following lemma shows the Z 2 -symmetry of invariant sets.
Lemma 5.1. Let N 0 and N 1 be isolating neighborhoods. If gN i = N 1−i , i = 0, 1, for g ∈ Z 2 , then gInv(N i ) = Inv(N 1−i ), i = 0, 1. In particular, if N is an isolating neighborhood with gN = N , then gInv(N ) = Inv(N ). Now we consider the dynamics of Inv(J 1 ). To this end, we have to check the number of equilibria in Inv(J 1 ). We combine the following nonexistence result with the unique-existence. We set
We define the interval vector v k (a F ) for each a F = (a 0 , . . . , a m−1 ) ∈ B F as follows:
Theorem 5.2 (see [4] ). If there exist a point a * F ∈ B F and k ∈ N such that
for the vector field, then B = B F × B I contains no stationary solutions in (18) . We obtain the following result counting the number of fixed points. Theorem 5.3. The block J 1 as in Table 3 contains exactly three equilibria, M ν + i , i = 1 ± , 2, at ν + , and exactly one equilibrium, 0, at ν − . Moreover, the collection of equilibria
is a Morse decomposition of Inv(J 1 ) at ν + with the admissible ordering 1 + < 2, 1 − < 2.
We refer to the similar result, in detail, in subsubsection 5. Then, we have proved the following result. Table 3 . Therefore a C-pitchfork bifurcation occurs at ν PF ∈ 0.47612 + [−5.0 × 10 −5 , 5.0 × 10 −5 ].
The secondary pitchfork bifurcation.
In this subsection, we consider the bifurcation from a nontrivial solution. The second branch (bifurcated from the trivial solution at ν ≈ 0.476) in Figure 1 numerically suggests that the Swift-Hohenberg equation undergoes a secondary bifurcation at ν ≈ 0.62167. (This value is obtained by AUTO [6] .)
Here we construct an isolating neighborhood of C-pitchfork type by the following approach. First, we construct a local flow J 2 over a certain interval [ν − , ν + ] which contains stationary solutions before and after a bifurcation. Of course, this region may contain stationary solutions Table 4 Equilibria at ν− = 0.62163. Note that u
Then we try to remove smaller isolating blocks each of which contains a single stationary solution.
Notice that for two isolating neighborhoods N 1 and N 2 with N 1 ⊃ N 2 , the difference N 1 \N 2 may not be isolating in general. However, we can prove that the set N 1 \ N 2 is isolating if N 1 is isolating and if N 2 is also isolating such that Inv(N 2 ) consists of just one chain recurrent component. Using this property, we can construct an isolating neighborhood from the local flow. Finally, we check whether the isolating neighborhood in J 2 is of C-pitchfork type. Now we let ν − := 0.62163, ν + := 0.62173, and L := 0.65.
The unique existence of equilibria.
First we find rigorous equilibria close to a bifurcation point. As in computer assisted result (A), we can obtain the following result by using radii polynomials, which we have mentioned in section 4.
Computer assisted result (D). (a) Let u
, be numerical equilibria defined by values in Table 4 , s = 6, and A s = 1.0. Then each set
, be numerical equilibria defined by values in Table 5 , s = 6, and A s = 1.0. Then for each i ∈ {0 Note that u
then J is a local flow of ϕ ν for ν ∈ [ν − , ν + ]. If the condition is not satisfied, we change the size of J so that J satisfies the condition as above. By using this, we obtain a local flow.
Computer assisted result (E). Let
be the set defined by the values in Table 6 . Then the set J 2 is a local flow for ν 
Throughout the rest of this paper, we consider the dynamics on the local flow J 2 . Since J 2 is compact in L 2 (I), we can apply Conley index theory to the semiflow on J 2 . We remark that J 2 is an isolating neighborhood in J 2 itself because all directions are contracting.
Conley indices of equilibria.
Verifying the unique existence of steady states or nonexistence of them, we know the number of steady states in J 2 at ν ± .
Computer assisted result (F). At ν = ν − , the set J 2 ⊂ L 2 (0, 2π/0.65) contains exactly five equilibria, M
The following result, which is obtained by using the notion of a self-consistent a priori bound, shows the Conley index of each equilibrium.
Computer assisted result (G). The Conley index of each equilibrium in computer assisted result (F) is defined by groups in Table 7 .
5.2.4.
Removing isolating subneighborhoods. Now we construct an isolating neighborhood of C-pitchfork type. See Figure 1 again. We can expect that three steady states M ν 0 ± (equilibria on branches which are bifurcated from the trivial equilibrium at ν ≈ 0.334) and M ν 2 (trivial equilibrium) continue over [ν − , ν + ] = [0.62163, 0.62173]. Therefore we try to remove isolating blocks which contain such equilibria.
First, we remove M ν 0 ± .
We can construct N ν 0 ± in Proposition 5.5 by the method in [20] . In particular, these sets are attracting, and hence Inv(N ν
There exists an isolating neighborhood of R ν 1 . We let this neighborhood be N R ν 1 . Next, we remove M ν 2 from N R ν 1 . Proposition 5.6. The equilibrium M ν 2 continues over [ν − , ν + ]. We remark that the trivial solution is isolated over [ν − , ν + ], and hence this is a chain recurrent component of Inv(N R ν 1 ) because the Swift-Hohenberg flow is gradient-like. Now we can prove the following lemma.
Lemma 5.7. Let N be an isolating neighborhood in a locally compact metric space X for the flow ϕ, and S be an isolated invariant set which consists of just one chain recurrent component of Inv(N ). Then there exists an isolating neighborhoodÑ of S such that Inv(N \Ñ ) is also isolated.
Remark There is an equivalence relation on R(ϕ). Namely, a relation x ∼ y on R(ϕ) is defined if for any > 0 there exists an -chain from x to y and an -chain from y to x. An equivalent class is called a chain recurrent component of R(ϕ).
For the proof of this lemma, we use Conley's fundamental theorem of dynamics. Namely, a flow ϕ on a compact metric space has a Lyapunov function L which is strictly decreasing off the chain recurrent set R(ϕ) of ϕ and such that L(R(ϕ)) is a nowhere dense subset of R.
Proof. By Conley's fundamental theorem of dynamics, there exists a function L : Inv(N ) → [0, 1] such that L is strictly decreasing off the chain recurrent set of Inv(N ) with respect to time t on trajectories. Moreover, L is constant on each chain recurrent component of Inv(N ), and this acquires different values between different components, and the image of the chain recurrent set is nowhere dense in [0, 1]. We let R(N, ϕ) be the chain recurrent set in Inv(N, ϕ).
Since S consists of just one chain recurrent component, then there exists c ∈ [0, 1] such that S ⊂ L −1 (c). Since the image of the chain recurrent set is nowhere dense in [0, 1] and S is isolated, then there exists > 0 such that the chain recurrent component in L −1 (c − , c + ) is only S and such that (
is an isolating neighborhood which isolates S.
Next, we extend L to N by Tieze's extension theorem. We write such an extended function By the condition of Δ, (CM2), and (CM3), we can conclude that (η, μ) = (0, 0) and (α, β, γ, δ) = (0, 0, 0, 0). This implies that we can choose 2 > 1 ± > 0 ± as an admissible ordering. Remark 5.10. By the discussion in [4] , the connection matrix takes the following form: First, we compute the Conley index of N 1 −− are unrelated to each other. To determine the ordering we turn to the connection matrix. We let Δ be a connection matrix defined on
Since Δ is a boundary operator, then it must take the following form: There is a hint in the paper by Pilarczyk [14] . He shows there an algorithm for constructing an index pair of an isolated invariant set for finite-dimensional dynamical systems by using the Lohner method, which is to compute the bound of rigorous integration of a vector field by computing the bound of a time-t map. The method in his paper is sufficient for finite-dimensional systems. However, our problems contain infinite-dimensional ones and stiff ones. Thus we need to extend his method for such systems.
3. How can we obtain good accuracy of the parameter value where the bifurcation occurs?
Estimates in this paper depend very much on verifications of the unique existence of equilibria. It is difficult to verify the unique existence of a certain equilibrium close to a bifurcation point because the linearized operator at the equilibrium has an eigenvalue with very small real part. However, it is not originally necessary to verify the unique existence of all equilibria or nonexistence in order to check the condition of a C-type neighborhood. Namely, it is enough to know the structure of Morse decompositions. For example, when we want to verify conditions of a neighborhood of C-saddle-node type, especially (CSN2) and (CSN3), it is enough to discover an isolating neighborhood with trivial index and containing an attractor, which we can compute via the Conley index, because we can automatically obtain the dual repeller of the attractor with nontrivial index by the Conley index theory. Thus we can obtain the estimate of parameter values as well as possible if we can construct Morse decompositions.
