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ABSTRACT 
This paper addresses the proposed use of Kalman filters 
and Artificial Neural Networks to provide the detection, and 
isolation of impending system failures. Such system health 
diagnosis is necessary to the overall success of mission controllers 
for AUVs. Two examples of network designs are given. The 
first addresses the identification of anomalous changes to the 
vehicle's acceleration behavior resulting from possible propulsion 
system changes of loss of propulsion efficiency from fouling. 
The second example relates to the identification of excessive 
frictional loads in the propulsion drive train that may cause motor 
failure. In each case, the training method and the resulting 
decision surface characterization of the networks so designed are 
given. 
I" 
In the last few years, interest has grown in the use of 
neural networks for pattern recognition, and more recently, for 
signal processing, system parameter identification, and automated 
diagnostics. Two classes of network have received attention; the 
multilayer static neural network which is a memoryless mapping 
of inputs to outputs, and the recurrent network which has 
associative memory of its present state. The static network has 
been successful in identification of patterns while the recurrent 
networks have been applied to optimization problems in which 
emergent dynamic behavior can be mapped. Recurrent networks 
can be single or multiple layered. The general idea is to provide a 
mapping of inputs to outputs with sufficient overparameterization 
of the connection weights. Once identified through training on a 
set of known conditions, the inherent characteristics of the 
mapping can be learned, and results for new sets of inputs can be 
obtained with consistency. While training may take a relatively 
long time, neural networks are expected to execute rapidly in real 
time. The learning of nonlinear mappings from known input 
output data can be very useful especially when recourse to laws of 
physics is unavailable. 
It is believed that neural networks can provide real time 
solutions to fault diagnostics and error recovery with less effort 
than other methods. Automatic fault detection is needed to be able 
to identify shifts or changes in the status of the vehicle's operating 
systems so that corrective action can be considered by the 
vehicle's mission control computer. In this way, catastrophic 
failures in the vehicle's ability to conduct its mission may be 
postponed, or even avoided altogether. As an example of the 
concept, if a propeller drive shaft developed too much shaft 
friction, then the added current load may overburden the drive 
motor. Identification of such a condition before the shaft bearing 
siezes would allow the mission control computer to assign a 
slower speed or assign a greater loading to a second shaft (if 
available), so that a catastrophic condition is averted. 
Prior work done in Dynamic Failure Detection 
Many existing failure diagnostic schemes reported in the 
literature are concerned about the use of signal processing to 
indicate a failure condition. Monitoring of sensor signals for 
change or drift into alarm bands has been routine. Surveys by 
Willsky, (1976), Walker, (1983), Himmelblau's book (1978). 
Pau's book, (1981), Isemann, (1984), Basseville, (1988), 
Gertler, (1986), cover applications to aircraft and nuclear plants 
and give many examples of the use of algorithms to detect changes 
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Figure 1 Schematic of the Neural Network Diagnostic System. 
possible motion time histories that must be taken into account in 
the training of a neural diagnostic network. Since techniques for 
the identification of system parameters are well established in the 
literature, their computation using standard means would lead to a 
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simpler system design. A more compact training set would follow 
with correspondingly increased chance of convergence and 
isolation capability. 
Signals internal to the vehicle such as motor control 
voltage and motor current will vary with operating condition but 
may not change much during maneuvering operations. We chose 
to provide inputs to the network that vary slowly so that transient 
changes do not interfere with the failure detection process. At that 
point, the training of a standard backpropagation network on a set 
of parameter values and voltage /current combinations can provide 
the requisite mapping between input data combinations and 
selected failure conditions. 
The two aspects of the problem are therefor the system 
identification of key parameters that would indicate vehicle 
operational health, and the supervised training of a neural network 
to identify if any degraded operational mode has occurred. 
System Identification using Kalman filters 
Of the many methods in use for System Identification, the 
Kalman filter appears to be most suited for the purpose of fault 
detection. Essentially, the vehicle motion is related by an equation 
model to outputs from sensors of motion components through 
system dependent parameters. So long as the model is linear in 
parameters, the solution for those parameters may be obtained as a 
least squares fit by a rearrangement of the filter equations so that 
the evolution of their values over time may be tracked by the filter. 
An example of its use for identification of the first order 
propulsion dynamics parameters of an AUV, and in particular, the 
NPS AUV II vehicle, is the subject of a continuing investigation in 
this part of the work. The longitudinal response of the vehicle is 
governed by the balance of inertial forces, hydrodynamic drag 
forces, propulsion net drive forces, and other loadings arising 
from control surface activity and centrifugal acceleration forces 
induced under conditions of turning maneuvers. An equation of 
motion for straight line accelerations can be expressed by the 
following. 
where the a and p refer to the vehicle's acceleration bandwidth 
and the propulsion gain respectively. Increases in drag due to 
added loading are expected to increase a. A loss of a propeller 
blade would have the effect of a reduction in p. 
Equation (1) is then reformulated as a single output equation for a 
system model that has essentially constant parameters, thus the 
discrete time recursive filter relations become, 
8 (k)=[a(k), P(k)l' Parameter Vector 
8 (k+l) = 8 (k) + q (k) Parameter Model 
y(k)=H(k)W) + v (k) Measurement Equation 
8-(k+l) = e+(k) Parameter Update 
Parameter Correction 
O+k+l = O-(k+l) + L+(k)*[y(k+l) - H(k+l) * e-(k+l)] 
q(k) and v(k) are white noise processes and the Kalman gain L is 
computed according to the Kalman algorithms [not given here but 
available in standard texts as in Gelb (1988)l. Experimental results 
for the acceleration response from maneuvering runs with the N P S  
AUV I1 vehicle are shown in Figures 2 and 3 for the conditions of 
the vehicle executing a general zig-zag maneuver with a hard port 
turn superimposed. Three filters are compared with successively 
faster response designs arising from the assumption of the levels 
of noise and variability of the parameters. Examining the figure, it 
is seen that the parameter variability depends on the filter design so 
that the choice of filter and the training of the neural detection 
system cannot be separated. It is recommended that the medium 
speed filter be used as it weights the natural variability exhibited 
by the chosen parameters with the need to give moderately stable 
quantities for use in the system failure diagnoser. 
Operating ranges of the system parameters 
The key to developing an input training set for the failure 
detection network is to define the ranges of normal operating 
variability in these parameters Based on a partial and incomplete 
study, the author would propose that a 10% variation in p would 
be 'normal' while a 50% reduction would correspond to the failure 
of one propellor in a twin propeller vehicle. However, a partial 
reduction in p would possibly indicate some degree of propeller 
fouling. Rather than building a set of rules to make the distinction 
between failures, the network approach will allow the additional 
correlations with other variables such as motor torque and speed to 
be also taken into account with the ease associated with training of 
a neural network. 
Design of the training set 
To train the neural detection / isolation system we first 
define the following ranges of the operating parameters 
I /  V 
Figure 2 Vehicle Speed (ft./sec.) Propeller Rate (rpm) Dive 
Plane and Rudder Deflection (rad.) versus Time (sec.) for a Zig- 
Zag Maneuver of the NPS AUV 11. 
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Figure 3 
Number for Three Loops of the Data in Figure 2. 
Identification of Normalized a versus Sample 
The decision region for normal 1 abnormal mapping is then 
illustrated in Figure 4. Training is then done by generating an 
input set of values of a(t) and P(t) from uniformly distributed 
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Figure 4 Failure Regions versus a and p. 
mode status for the outputs , p. Specification of the input training 
data is the most important part of the neural network design. The 
training of the network is done by backpropagation until weights 
are converged. Sometimes up to 200,000 repetitions of input data 
are required. We use a network that has an equal number of 
inputs as parameters, a hidden layer of at least twice the number of 
inputs, and an output layer with as many nodes as failure modes. 
Training a two input network shown in Figure 5, for the 
failure detection and isolation related to the combination of a and 
p values and failure zones noted in Figure 4, then results in a 
detection decision surface shown in Figure 6. In Figure 6, the 
value of the first output node of the network is mapped as a 
function of a and p over the region of interest and shows a solid 
identification of the normal operating condition as defined by the 
training set. 
More extensive mappings involving larger sets of input 
parameters can be easily designed. 
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Figure 5 The [2,4,5] Network for Learning the Map 
Figure 6 Network Recall Decision Surface - Normal Mode 
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Figure 7 
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Figure 8 
Operating Mode Diagnostics 
The [2,6,6,3] Network for Propulsion Motor 
Building a Propulsion Motor Failure Detector 
The approach taken here has resulted in the definition of a 
feedforward network to act as a diagnostic element for the 
condition of the propulsion motor based on the mapping of the 
motor current and speed, given 'normal' loading on the propulsion 
shaft. The idea is that excess friction will be diagnosed as a 
extraordinary high level of current for any particular speed; too 
small a current level for any particular speed will be diagnosed as a 
loss condition in the propeller; and the attendant reduction in the 
value of the propulsion gain factor, p, will signify a failure of the 
propulsion system that may be isolated to a particular motor shaft. 
The steady state relationship between current and speed 
and voltage and speed has been measured by Saunders (1989) and 
is shown here in Figure 7 The Neural Network shown in Figure 8 
was trained on the points illustrated with the three possible failure 




Too much shaft seal friction: [0 - 11; 
Normal mode of operation: [0 - 11; 
Propeller load too light (Propeller Loss): [0 - 11; 
so that the three zones of operation have the following outputs 
Failure mode 1 p=[O 0 11; 
Failuremode2 p=[O 1 01; 
Failuremode3 p=[l 0 01 
133 
Figure 9 
(p3 = l),  and Light Load (h = 1) 
Decision Surface. High Load (pl=l) Normal Load 
The decision surface for the detection of which operating 
mode is prevalent at any time as a function of speed and motor 
current is shown in Figure 9. The zone around the nominal 
experimental curve relating the operating variables is of course 
adjustable. Figure 10 shows details of the normal operating mode 
decision surface as a slice taken at a fine level of discretization of 
current values at a particular speed range covering 350 to 450 rpm. 
The network was trained on a grid of points shown in Figure 11, 
for almost 2 million trainings using backpropagation on a SUN 4 
SPARC station. 
CONCLUSION 
In conclusion it is the authors opinion that a combined 
system structure having a kalman filter system parameter 
identification scheme to provide input to an artificial neural 
network for the isolation of potential failures in AUV equipment 
will be useful for enhancing mission control operations. Further 
work needs to be done to defme the ranges of variability expected 
in system parameters for normal as well as abnormal operational 
conditions. 
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