Abstract-In this paper, we assume we are given an asymptotic observer whose dynamics are not written in the plant's coordinates and whose implementation requires the inversion of an injective immersion at each time. To avoid these costly computations, we propose a method to write the observer dynamics directly in the plant's coordinates by extending the injective immersion into a diffeomorphism and inverting its Jacobian. This is done by combining, in a hybrid way, those dynamics with an independent practical observer (maybe of smaller dimension), which is used to reset the estimate whenever it leaves the diffeomorphism domain where the Jacobian is invertible. This latter operation may necessitate to inverse an injective map, but we show that it happens only a finite number of times during the transient, and this inversion does not need to be exact : it can be done thanks to a minimization on a rough grid. The obtained observer is proved to be globally asymptotically convergent and robust to noise. Its performances are illustrated on a bioreactor model.
I. INTRODUCTION
Unlike for linear systems, no systematic method exists for the design of observers for nonlinear systems. However, observer design may be more or less straightforward depending on the coordinates we choose to express the plant's dynamics. That is why many observer designs consist in transforming the system, by coordinate change, into specific normal forms, identified for allowing a direct and easier observer construction. One may cite the high gain homogeneous designs with triangular normal forms ( [11] , [15] , [9] , [7] ), the nonlinear Luenberger design with Hurwitz normal forms ( [2] ), the linearizations by output injection with a linear normal form ( [14] ), and many others.
It follows that the dynamics of the plant and of the observer are often not expressed in the same coordinates and may even evolve in spaces of different dimensions. It is therefore necessary to invert the transformation, not only to deduce the estimate in the plant's original coordinates, but also sometimes even to define the observer dynamics (in the high gain framework for instance). However, this inversion can be difficult in practice. When an explicit expression of a global inverse is not available, numerical inversion usually relies on the resolution of a minimization problem with a heavy computational cost. That is why research is carried out to avoid as much as possible this inversion step.
In the case where the transformation is a diffeomorphism, one may hope to avoid this minimization by expressing the observer dynamics directly in the plant's coordinates via inversion of the Jacobian [10] , [16] , [5] . However, although the true state is known to stay in the domain of the diffeomorphism, there is no guarantee that its estimate will, in particular during transients behaviors where peaking can occur. In that case, the estimate may encounter Jacobian singularities, thus leading to non-converging non-complete solutions as pointed out in [8] . In [8] , it is proposed to extend the image of the diffeomorphism but an explicit algorithm to compute this extension is not always available. Another route using [5] could be to modify the observer dynamics to force its state to remain in the diffeomorphism image, but extra convexity assumptions on the image set would be required to preserve convergence.
In the more general case where the transformation is not a diffeomorphism, but an injective immersion, namely, the image space has a larger dimension than the domain, it has been proposed in [1] , [8] to extend the injective immersion into a diffeomorphism and implement the observer in the initial coordinates as explained above. This extension is always possible, but we recover the same problem, namely the completeness of the observer trajectories in the diffeomorphism image. Other ideas have been proposed such as using a practical (resp. asymptotic) observer and Newtonlike or gradient-like algorithms to inverse the transformation in [17] (resp. [3] ), or continuation algorithms which "follow" the "optimal" inverse image in [13] under a convexity assumption. However, in all those cases [17] , [3] , [13] , the convergence is only local.
In this paper, we propose a compromise between a) the expression of the observer in the initial plant's coordinates, requiring a difficult (maybe impossible) image extension, and b) the implementation of the observer in the observer coordinates, with a computationally demanding inversion of the transformation at each time. The idea is to combine, in a hybrid way, the asymptotic observer implemented in the plant's coordinates, with a practical observer (maybe of smaller dimension) implemented in the observer coordinates. Indeed, whenever the estimate in the plant's coordinate leaves a given compact set in the diffeomorphism domain, it is frozen and then reset thanks to the estimate of the practical observer. This latter operation may necessitate to inverse an injective map, but we show that it happens only a finite number of times (during the transient) and this inversion does not need to be exact : it can be done thanks to a minimization on a rough grid. The obtained observer is globally asymptotically convergent and robust to noise. Its performances are illustrated on a bioreactor model studied in [18] . We start by defining the framework in Section II.
Then, in Section III, we prove convergence and robustness of our observer when the transformation is a diffeomorphism. Finally, we show in Section IV how it can be used for an injective immersion by Jacobian completion as in [8] .
Notations. We denote R (resp. N) the set of real numbers (resp. integers), and R ≥0 = [0, +∞), R >0 = (0, +∞). For two subsets S 1 and S 2 of R q , we denote d(S 1 , S 2 ) = min xi∈Si |x 1 − x 2 |. We denote an inclusion S 1 ⊆ S 2 , and a strict inclusion S 1 ⊂ S 2 , the latter meaning that d(S 1 , R q \ S 2 ) > 0. Also, ∂S := cl(S) \ int(S) stands for the boundary of the set S. We denote L f h the Lie derivative of the function h along the vector field f . We consider in this paper hybrid dynamical systems of the form [12] 
where F (resp. G) is the flow (resp. jump) map, and C (resp. D) is the flow (resp. jump) set. Solutions to such systems are defined on so-called hybrid time-
for some finite sequence of times 0 = t 0 ≤ t 1 ≤ . . . ≤ t J , and it is a hybrid time domain if for any (T, J) ∈ E, E ∩ [0, T ] × {0, . . . , J} is a compact hybrid time domain. For a solution (t, j) → ξ(t, j) to (1) (see [12, Definition 2.6]), we denote dom ξ its domain, dom t ξ (resp.dom j ξ) its projection on the time (resp. jump) component, and for a positive integer j, t j the only time defined by (t j , j) ∈ dom ξ and (t j , j − 1) ∈ dom ξ, and finally, I j the largest interval such that I j × {j} ⊂ dom ξ. We say that ξ is t-complete (resp. j-complete) if T := sup dom t ξ (resp. J := sup dom j ξ) is infinite; and ξ is eventually continuous if J < +∞ and T > t J .
II. PROBLEM STATEMENT
Consider a systeṁ
with state x in R n and output y in R p . Assume that there exist a subset X 0 of R n and a compact subset X of R n , such that for any initial condition x 0 in X 0 , the corresponding solution t → x(t) to (2) remains in X for all times t ≥ 0.
In this paper, we assume that we have at our disposal an observer for (2), but not necessarily expressed in the xcoordinates, namely:
and for anyẑ 0 in R n , for any solution t → x(t) to (2) staying in X for all t, and for any solution t →ẑ(t) tȯ
1 An immersion T on S is a map such that
initialized atẑ 0 with input y(t) = h(x(t)) and measurement noise ν, we have
Remark 1: Since T is an injective immersion, it is Lipschitz, and Lipschitz-injective on X s , i.e., there exist positive scalars L and L I such that for all (x a , x b ) ∈ X s × X s ,
It follows that for all t such thatẑ(t) ∈ T (X s ),
(8) In other words, convergence and robustness are brought back in the x-coordinates ifẑ eventually remains in
, it is always the case according to (6) unless the noise ν is too large.
Example 1: Consider a bioreactor model as in [18] 
on Ω = R >0 × R >0 , where x 1 (resp. x 2 ) is the biomass (resp. substrate) concentration, k is a positive constant and µ a non-negative smooth function 2 such that µ(0) = 0 and µ is non-monotonic. Assume the trajectories are known to remain is a compact subset X of Ω, and that we want to do a high-gain design. Since
is not injective, we take
which is typically an injective immersion on a subset S of Ω where the solutions evolve. For any compact set X s satisfying (3), Assumption 1 holds with
3 such that A − KC Hurwitz, T a globally Lipschitz left-inverse of T defined on R 3 and verifying (4), the saturation level chosen such that Observe that to use the observer given by Assumption 1, the inversion of T is crucial for two reasons : 1) to deduce fromẑ an estimatex of x. 2) sometimes to write the observer dynamics (5) as in the high-gain dynamics (11), where we need to compute L m f h(T (ẑ)). We have highlighted this latter fact by making ϕ explicitly depend onx = T (ẑ). Since a globally-defined (Lipschitz) left-inverse T of an injective immersion T verifying (4) always exists, the observer problem seems solved with Assumption 1. However, as in Example 1, an explicit analytical expression of T is rarely available in practice and inversion typically relies on the resolution of a minimization problem of the typê
at each time step, with a heavy computational cost. That is why we would like to avoid as much as possible this inversion and implement the observer in the x-coordinates.
III. DIFFEOMORPHISM CASE
Assume for now that T given by Assumption 1 is a diffeomorphism, i.e. m = n. It is tempting to implemenṫ
as in [10] , [16] , [5] for instance. But as explained in the introduction, although x is known to remain in S, there is no guarantee thatx will, so that solutions could encounter a Jacobian singularity. Therefore, even in this apparently simple case, completeness and convergence are not ensured. This problem disappears when T is surjective, i.e. T (S) = R m , sinceẑ = T (x) then necessarily remains in T (S), or equivalentlyx remains in S. This is exploited in [6] by extending the image of T , namely finding a surjective extension T e of T and replacing T by T e in (14) . It is proved in [6] that such an extension exists if T is C 2 and S is C 2 -diffeomorphic to R n . The problem is that a systematic construction of the extended diffeomorphism T e is not always available, in particular when the image set is not well-known.
Consider a compact set X s verifying
To avoid the image extension, we propose to implement (14) as long as the estimatex is in the safe set X s , and reset x in the compact set X s every time it exits X s , to avoid singularities. We denote
which are well-defined since T is a diffeomorphism and the image spaces T (X s ) and T (X s ) have non-empty interiors.
A. Independent practical observer
We propose to use an additional observer whose dynamics can be run independently and give a practical estimation of x that can be made arbitrarily precise by choosing appropriately the observer parameters. 
and for any solution t → x(t) to (2) initialized in X 0 , any solution toη = ϕ ε (η, y + ν)
with input y(t) = h(x(t)) and |ν(t)| ≤ ν m,ε , is bounded and there exists t ε ≥ 0 such that
In many practical observer designs, there exists an injective map T ε : X s → R mε such thatη estimates T ε (x) with an arbitrarily small error. In that case, Assumption 2 is satisfied by taking for T ε a globally defined approximation of the left-inverse of T ε with values in X s . This may involve an extension and projection, or generally, an approximate resolution of the minimization problem
For instance, any observer satisfying Assumption 1 and such that its dynamics are independent from the inversion (i.e. ϕ is explicitly expressed in function ofẑ only, and notx) satisfies also Assumption 2 with T ε being an approximation of T . Example include the Luenberger design of [2] or linearization by output injection [14] . Also, in the context of dirty derivatives ( [19] and many others), a high gain observer
where L ε = diag( ε , 2 ε , . . . , mε ε ), and ε is chosen sufficiently large, satisfies Assumption 2 with
injective. Compared to (11), the nonlinearity sat(L m−1 f h(x)) has been removed, yielding practical (instead of asymptotic) convergence, and making the observer dynamics independent fromx as requested here. Finally, an exact differentiator with sliding mode correction terms also fits in Assumption 2 since it provides robust finite-time convergence when the nonlinearity sat(L m f h(x)) is omitted as proved in [15] . Note that at first sight, the computation of T ε may seem as difficult as the computation of T in Assumption 1, which we are precisely trying to avoid. But :
• since Assumption 2 only requires practical convergence, T ε can be an approximation of the left-inverse, for instance through a minimization on a rough grid, whose precision depends on the required ε.
• since only injectivity (and not immersion) and practical convergence are required here, the dimension m ε may be taken smaller than m, thus leading to a smaller grid.
• as we will see below, computing T ε , i.e. possibly solving the minimization on the grid, will be necessary only at a finite number of time instants.
The idea we pursue is the following. Theη-dynamics can be implemented independently and can provide (by computation of T ε ) a "dirty" estimate of x. This estimate can be made arbitrarily precise asymptotically thanks to Assumption 2. Therefore, it can be used for a rough reinitialization ofx wheneverx leaves the safe set X s , where the Jacobian of T is invertible. This leads to a hybrid observer which is presented in the following section.
B. Hybrid observer
Using the framework from [12] , we define the hybrid dynamics
where I is compact subset of R ≥0 . In other words, as long asx is in the safe set X s (and q = 1), we run the observer given by Assumption 1 in the x-coordinates, namely (14) . Whenx reaches the boundary of X s and cannot flow in X s , it is frozen and onlyη carries on. At this point, the timer τ is reset to 0 and when τ reaches an element of I,x is then updated to T ε (η) in X s . In fact, those jumps represent a "try again" operation wherex is reinitialized in X s and the observer in the initial coordinates is restarted. The strict distance between X s and ∂X s ensures a dwell-time between a jump in D 0 and D 1 , and therefore an average dwell-time (even if 0 ∈ I). Theorem 1: Suppose Assumptions 1 and 2 hold, with T a diffeomorphism. Consider a compact subset I of R ≥0 , and positive scalars ε and ν m verifying
with δ, δ , L defined in (16)- (17) and (7a). For any tcomplete solution t → x(t) to system (2) initialized in X 0 , any maximal solution φ = (x,η, q, τ ) to (23) initialized in X s × R n × {0, 1} × [0, max I] with input y(t) = h(x(t)) and |ν(t)| ≤ ν m , is t-complete and eventually continuous, and
with J = max dom j φ < +∞.
Proof: First, the solutions to (23) are complete because (23) satisfies the hybrid basic conditions ([12, Assumption 6.5]), the system can flow from C \ D, no finite-time escape can happen during flow, and D is mapped at the jumps into C ∪ D. Since X s ⊂ X s , the length of the intervals of flow with q = 1 can be lower-bounded. Since q is toggled at every jump, this implies that the solutions are t-complete. Besides, the dynamics ofη being independent, (20) holds after a certain time. Thanks to (4),ẑ = T (x) follows (5) during flow with q = 1. According to (15)- (16)
shows thatx remains in the interior of X s after a while thanks to (24a)-(24b). Thus the solutions are eventually continuous and (25) follows from (8) .
The reason why we introduced the timer τ is that whenx reaches ∂X s , for instance due to peaking,η may also be in its transient. That is why, it can be sensible to wait before using its value to reinitializex, in order to avoid unfruitful computations. This delay is determined by the set I which can be any compact subset of R ≥0 . In fact, I should be chosen depending on the difficulty we have in computing T ε (η) : the longer time we wait, possibly the fewer inversions we will do, but also maybe a longer time before having a good estimationx. An extreme solution is to take I = {0}, namely update immediatelyx after each reset of q to 0 and switch q immediately back to 1.
The advantage of this construction is that the asymptotic properties of the main observer given by Assumption 1 (convergence and robustness to noise) are preserved. Note however that in order for t J to be uniform in the initial condition, t ε in Assumption 2 must be too. Besides, the hybrid basic conditions guarantee robustness of the result with respect to numerical/implementation errors.
The counterpart lies in the fact that the map T ε still has to be computed, but only at a finite number of discrete times during the transient. If it is based on the inversion of an injective map, it can be done through a rough minimization on a grid whose required precision depends on 1 L and the distance δ + δ , i.e. the distance between T (X ) and the frontier of the image T (X s ). In fact, the larger this distance, the larger ε (and thus ν m,ε and thus ν m ) can be. We must therefore choose X s as large as S can allow. As for the choice of X s , it determines the dwell time between successive jumps (and thus possibly the successive inversions of T ε ).
IV. GENERAL CASE
We now show how the previous developments can be used in the more general case where the transformation T in Assumption 1 is an injective immersion and not a diffeomorphism, namely m > n, as in Example 1.
A. From an injective immersion to a diffeomorphism
In order to use Theorem 1 with an injective immersion, our idea is to extend T : R n → R m into a diffeomorphism T : R m → R m by adding m − n fictitious states w to x, as done in [8] In other words, we can build a diffeomorphism from an injective immersion by looking for m − n columns that are C 1 in x and that complete the Jacobian into an invertible matrix. Since the Jacobian of T is full-rank on O, columns γ(x) for each x are easy to find, but the difficulty is to ensure their continuity with respect to x. We refer the reader to [8] , [6] for a detailed analysis of this problem and explicit examples.
Example 2: Continuing Example 1, we have T : R 2 → R 3 , and its Jacobian is of the form
To follow Lemma 1, we need to find a column vector γ that completes it into a square matrix. Actually, when adding only one dimension, a universal completion consists in using the minors of the Jacobian, namely γ(
. In this particular case, it is even sufficient to take
From (27), one can thus extend T into a diffeomorphism T defined on X s = X s × [− , ] by (27). On Figure 1 , we represent a section of T (X s ) and T (X s × [− , ]) with x 1 constant. By adding the degree of liberty w, we "thicken" the image, and go from a manifold to an open set. Actually, even when an explicit construction of γ as in Example 2 is not straightforward, a universal completion method was proposed in [8] by adding n zeros to T and using the Schur complement. Therefore, maybe after increasing the observer dimension by n, the injective immersion T given by Assumption 1 can always be extended into a diffeomorphism along the construction of Lemma 1. 
B. Observer implementation
Once the injective immersion has been extended into a diffeomorphism along Lemma 1 with X ⊂ O, the observer presented in Section III can be used with this new diffeomorphism T on S, extended state x = (x, w) ∈ R n ×R m−n , sets X 0 = X 0 × {0}, X = X × {0},
and observer map ϕ(ẑ, (x,ŵ), y) = ϕ(ẑ,x, y) .
In other words, we can keep the same observer ϕ but instead of mappingẑ tox by inverting an injective immersion T , we map it back to (x,ŵ) by inverting a diffeomorphism T . Using observer (23) with T instead of T andx = (x,ŵ) instead ofx, we eventually get
where L I is the injectivity gain of T as defined in (7b). In particular, without noise, we get
Note that most of the time, the number in the definition of X s in (29) is not well-known, and it is conservative to take it constant: we can see on Figure 1 that there are places where a larger could be allowed. A way to address this in practice, is to trigger a jump depending on the condition number of the Jacobian of T , instead of detecting the fact that (x,ŵ) leaves X s . This is done in the following example.
Example 3: Let us apply this observer to the bioreactor system given in Example 1 with the diffeomorphism built in Example 2. We take for ϕ a high gain observer (11) of dimension m = 3 with 1 = 2, and for ϕ ε a practical high gain observer (21) of dimension m ε = 3 with 2 = 6 and T ε = T . To compute T ε at each jump, we need an approximate left-inverse of T to have (20) . Exploiting the fact that the true value of w is zero, and that x 1 can be read directly in the first component of T , we take:
where T 23 denotes the last two components of T , η 23 ∈ R 2 the last two components of η, X 2 = [0, 5] where the component x 2 of the solution is known to evolve, and the minimization problem is solved on a rough two-dimensional grid of X = [0.1, 5] × [0, 5] with precision 0.5. As suggested above, we trigger a jump whenever the condition number is larger than 500, and we wait τ m = 0.5 before reinitializing (x,ŵ) (i.e., I = {0.5}). Results of a simulation are given in Figures 2-3 . It is interesting to note that the higher 1 , the more precise the practical observer must be (and therefore the grid) : this can be seen in (24a) since β(., 0) −1 decreases with 1 .
V. CONCLUSION We have proposed a hybrid strategy allowing to express the observer dynamics in the plant's coordinates. It is based on the (always possible) extension of an injective immersion into a diffeomorphism and the use of an independent practical observer. This technique ensures global convergence and completeness of solutions without making any convexity assumption on the image of the diffeomorphism, and requiring only a finite number of approximate inversions.
Note that the idea of combining an asymptotic observer with a practical one was also used in [4] to bring the estimate into the basin of attraction of a local observer. Both ideas could be combined to implement a local observer in the initial coordinates.
