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DISPERSIVE GEOMETRIC CURVE FLOWS
CHUU-LIAN TERNG†
Abstract. The Hodge star mean curvature flow on a 3-dimension Rie-
mannian or pseudo-Riemannian manifold, the geometric Airy flow on a
Riemannian manifold, the Schrd¨ingier flow on Hermitian manifolds, and
the shape operator curve flow on submanifolds are natural non-linear
dispersive curve flows in geometric analysis. A curve flow is integrable
if the evolution equation of the local differential invariants of a solution
of the curve flow is a soliton equation. For example, the Hodge star
mean curvature flow on R3 and on R2,1, the geometric Airy flow on Rn,
the Schrd¨ingier flow on compact Hermitian symmetric spaces, and the
shape operator curve flow on an Adjoint orbit of a compact Lie group
are integrable. In this paper, we give a survey of these results, describe a
systematic method to construct integrable curve flows from Lax pairs of
soliton equations, and discuss the Hamiltonian aspect and the Cauchy
problem of these curve flows.
1. Introduction
Three of the simplest linear dispersive equations in one space and one
time are:
• The linear Schrd¨ingier equation for q : R2 → Cn,
qt = iqxx.
• The Airy equation for q : R2 → R,
qt = qxxx.
• The first order symmetric linear hyperbolic system for q : R2 → Rn,
qt = Aqx,
where A is a constant n× n real symmetric matrix.
These are Hamiltonian partial differential equations, and the Cauchy prob-
lem can be solved by Fourier transforms. There are also many interesting
completely integrable non-linear dispersive Hamiltonian partial differential
equations (soliton equations) that arise in the study of non-linear waves.
For example,
• the focusing non-linear Schrd¨inger equation (NLS),
qt =
i
2
(qxx + 2|q|2q),
†Research supported in part by NSF Grant DMS-1109342.
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for q : R2 → C,
• the sine-Gordon equation (SGE) for q : R2 → R,
qtt − qxx = sin q,
• the KdV equation
qt =
1
4
(qxxx + 6qqx),
• the n wave equation for u = (uij) : R2 → u(n) with uii = 0 for
1 ≤ i ≤ n,
(uij)t =
bi − bj
ai − aj (uij)x +
∑
k 6=i,j
(
bk − bj
ak − aj −
bi − bk
ai − ak
)
uikukj, i 6= j
where ai, bi are complex constants for 1 ≤ i ≤ n and a1, . . . , an are
distinct.
Soliton equations have many remarkable properties including:
• There are infinitely many families of explicit soliton solutions.
• There exist Ba¨cklund transformations that generate new solutions
from a given solution.
• There exists a Lax pair , i.e., a one parameter family of G-valued
connection one forms θ(x, t, λ) = A(u, λ)dx+B(u, λ)dt on the (x, t)
plane defined by u, x derivatives of u and a parameter λ such that
θ(·, ·, λ) is flat for all λ ∈ C if and only if u is a solution of the soliton
equation.
• There are interesting actions of infinite dimension groups on the
space of solutions.
• There exists a bi-Hamiltonian structure, i.e., two compatible Pois-
son structures such that the soliton equation are Hamiltonian with
respect to both structures.
• There are infinitely many commuting conservation laws.
• If u is a solution of the soliton equation then the scattering of the
linear operator dx + A(u(·, t), λ) = 0 (the x part of the Lax pair)
evolves linearly in t. If the inverse scattering transform of this linear
operator exists for a class O of initial data then the Cauchy problem
with initial data in O of the soliton equation can be solved.
One of the standard methods for constructing soliton equations is to use
splittings of infinite dimensional Lie algebras, i.e., the Adler-Kostant-Symes
construction. The properties of soliton equations given above can be derived
in a unified and systematic way from these splittings (cf. [10], [33]).
Soliton equations also arise naturally in differential geometry (cf. [35]).
For example, the SGE is the equation for surfaces in R3 with Gaussian
curvature −1, and the reduced n-wave equation is related to the Gauss-
Codazzi equations for flat Lagrangian submanifolds in Cn with flat and
non-degenerate normal bundle (cf. [37]).
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The linear dispersive equations mentioned above are flows on the space
C∞(R, V ) of smooth maps from R to V , where V is Rn or Cn. It is natural
in geometric analysis to construct non-linear analogues of linear dispersive
equations by replacing V by a Riemannian, pseudo-Riemannian, or a Her-
mitian manifold, and replacing ∂x by ∇e0 or ∇γx , where ∇ is the metric
connection and e0 is the unit tangent vector along the curve. Next we give
some natural analogues of linear dispersive equations in differential geome-
try.
• The Schro¨dingier flow on Hermitian manifolds
Let (M, g, J) be a Hermitian manifold, where J is the complex
structure and g is a Hermitian metric. The Schro¨dinger flow on M
is the following natural analogue of the linear Schrd¨ingier equation,
γt = Jγ(∇γxγx), (1.1)
where ∇ is the Levi-Civita connection of g.
• The star mean curvature flow (∗-MCF) on a 3-manifold
Let g be a Riemannian or Lorentzian metric on a 3-dimension
manifold N . The ∗-MCF on (N, g) is the following curve flow on the
space of immersed curves in N ,
γt = ∗γ(H(γ(·, t))),
where ∗γ(x) is the Hodge star operator on the normal plane ν(γ)x
and H(γ(·, t)) is the mean curvature vector for γ(·, t).
• The geometric Airy flow on a Riemannian manifold
Let (M, g) be a Riemannian manifold, ∇ the Levi-Civita con-
nection of g, and ∇⊥ the induced normal connection on a curve γ
defined by ∇⊥e0ξ = (∇e0ξ)⊥, the projection of ∇e0ξ onto ν(γ), where
ξ is a normal vector field ξ along γ and e0 is the unit tangent. The
geometric Airy flow on (M, g) is
γt = ∇⊥e0H(γ(·, t)).
• The shape operator curve flow on a submanifold
Let M be a submanifold of a Riemannian manifold (N, g), and η
a normal field on M . The shape operator Aη(x) : TMx → TMx is
the self-adjoint operator defined by
Aη(v) = −(∇vη)T ,
the tangential component of ∇vη, where ∇ is the Levi-Civita con-
nection of g. The shape operator curve flow on M is
γt = Aη(γx).
This is a natural non-linear symmetric first order hyperbolic system
on the submanifold M .
Given a geometric curve flow on a homogeneous G-space M , if we can
construct a “good” moving frame along curves on M such that the evolu-
tion equation of the differential invariants of solutions of a geometric curve
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flow defined by these moving frames is a soliton equation, then we can use
techniques from soliton theory to study this curve flow. We call such a curve
flow an integrable curve flow . As we will see next, many of the geometric
dispersive curve flows are known to be integrable.
It can be checked that the ∗-MCF preserves the arc-length parameter. If
γ is parametrized by its arc-length, then the mean curvature vector of γ is
H(γ) = ∇γxγx. So the ∗-MCF on R3 parametrized by the arc-length is
γx = ∗γH(γ(·, t)) = γx ×H(γ(·, t)) = γx × γxx.
So the ∗-MCF on R3 is the vortex filament equation (VFE),
γt = γx × γxx. (1.2)
Hasimoto proved in [16] that if γ is a solution of the VFE parametrized by
arc-length then there exists a smooth θ : R→ R such that
q(x, t) =
1
2
eiθ(t)k(x, t)e−
∫ x
0
τ(s,t)ds
is a solution of the NLS, where k(·, t) and τ(·, t) are the curvature and torsion
along γ(·, t). Note that
(i) the VFE is invariant under the group R(3) of rigid motions of R3,
i.e., if γ is a solution of the VFE, then so is C ◦ γ for any C ∈ R(3),
(ii) if q is a solution of the NLS and c ∈ C with |c| = 1, then cq is also a
solution of the NLS, i.e., the group S1 acts on the space of solutions
of the NLS,
(iii) if C ∈ R(3), then γ and Cγ have the same curvature and torsion.
So the Hasimoto’s transform in fact maps the R(3)-orbit of a solution of
the VFE to the S1-orbit of a solution of the NLS. We use Ψ to denote the
Hasimoto transform on these orbit spaces, i.e.,
{γ : R2 → R3 | γ is a solution of theVFE, ||γx|| = 1}/R(3)
↓ Ψ
{q : R2 → C | q is a solution of theNLS }/S1
The inverse of Ψ is given by the Pohlmeyer-Sym construction (cf. [25], [29]).
Here is an outline of the paper:
(a) An orthonormal frame (e0, e1, e2) along a curve γ in R
3 is a p-frame
if e0 is the unit tangent and (e1, e2) is a parallel orthonormal frame of
the normal bundle ν(γ) with respect to the induced normal connec-
tion. The differential invariants k1, k2 of γ defined by a p-frame are
the principal curvatures along e1, e2. Hasimoto’s result can be stated
as follows: If γ : R2 → R3 is a solution of the VFE parametrized by
the arc-length, then there exists g : R2 → SO(3) such that g(·, t) is
a p-frame along γ(·, t) for all t ∈ R and q = 12(k1 + ik2) is a solution
of the NLS, where k1, k2 are the principal curvatures defined by the
p-frame g. Although p-frames along γ are not unique and principal
curvatures of γ depend on the choice of p-frames, the formula for the
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Hasimoto transform Ψ takes a simpler form in p-frames. It is also
easier to use p-frames to translate the results in soliton theory for the
NLS to the VFE. The VFE is one of the most well-known integrable
curve flow, and there are many works on the relation between the
VFE and NLS (cf. [18], [9], [27], [5], [6]). We use the VFE as a model
example to explain how to use the Hasimoto transform Ψ to study
the bi-Hamiltonian structure, higher order commuting curve flows,
and Ba¨cklund transformations for the VFE. We also show that the
geometric Airy flow on R3 preserves the total arc-length. Hence we
can reparametrize the curves by the arc-length parameter, and the
resulting normalized geometric Airy flow commutes with the VFE.
(b) We use p-frames to construct analogues of the Hasimoto transform
Ψ between the time-like ∗-MCF on R2,1 and the defocusing NLS, and
between the space-like ∗-MCF on R2,1 and the 2×2 AKNS equation{
qt = −12(qxx − 2q2r),
rt =
1
2(rxx − 2qr2).
(1.3)
The bi-Hamiltonian structure, higher order commuting curve flows,
and Ba¨cklund transformations for the ∗-MCF on R2,1 are constructed.
(c) Analogues of the Hasimoto transforms were also constructed between
the Schrd¨ingier flow on Gr(k,Cn) and the matrix NLS in [36], be-
tween central affine curve flows on Rn\{0} and the Gelfand-Dickey
hierarchy in [26] and [7] for n = 2, in [8] for n = 3, and in [39] for
n ≥ 3, and between the shape operator curve flow on Adjoint orbits
of U(n) on u(n) and the n-wave equation in [12] and [31]. We will
give a brief survey of these results in the last section.
(d) These analogous Hasimoto transforms are constructed by choosing
suitable moving frames so that equations for the differential invari-
ants are soliton equations. A p-frame for a curve in R3 is only unique
up to an action of H = SO(2). This motivates us to define a notion
of (H,V )-moving frames for curves on homogeneous G-spaces, where
V is an affine subspace of G where the differential invariants lies. All
moving frames used in examples given in (a)-(c) are (H,V )-moving
frames. Moreover, the notion of (H,V )-moving frame is equivalent
to the definition of H-slice in the theory of transformation groups.
(e) Given a soliton equation, we give a general method for constructing
geometric curve flows and suitable (H,V )-moving frames from the
Lax pair so that their invariants give rise to solutions of the given
soliton equation. All integrable curve flows mentioned in this paper
can be constructed by this method.
This paper is organized as follows: In section 2, we define the notion
of (H,V )-moving frames for curves on a homogeneous space, give some
examples, and explain the relation between (H,V )-moving frames and H-
slice in the theory of transformation groups. We give a brief review of the
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AKNS 2× 2-hierarchy and its various restrictions in section 3. The relation
between the VFE and the NLS and the Cauchy problem for the VFE with
initial data having rapidly decaying principal curvatures are discussed in
section 4. We solve the Cauchy problem with periodic initial data for the
VFE in section 5. In section 6, we construct Ba¨cklund transformations
and give an algorithm to write down infinitely many families of explicit
soliton solutions for the VFE. We explain the Hamiltonian aspects of the
VFE including higher commuting curve flows and show that the normalized
geometric Airy flow on R3 commutes with the VFE in section 7. In section
8, we study the time-like ∗-MCF flow on R2,1. We study the space-like ∗-
MCF on R2,1 and prove that the space-like geometric Airy flow on R2,1 with
a suitable constraint gives a natural geometric interpretation of the KdV in
section 9. We explain (e) in the last section.
2. Moving frames along curves
We first give a review of local theory of curves in a Riemannian mani-
fold, then define and give examples of (H,V )-moving frames for curves on
a homogeneous space. In the end of the section we explain the relation
between the notion of (H,V )-moving frames on a homogeneous space G/K
and H-slices for the gauge action of C∞(R,K) on the space of connections
dx + C
∞(R,G).
Let γ : R→M be a curve in a Riemannian manifold (Mn, g), and e0 the
unit tangent along γ. Let g = (e0, . . . , en−1) be an orthonormal frame along
γ such that e0 is the unit tangent to γ. Then
∇e0(e0, . . . , en−1) := (∇e0e0, . . . ,∇e0en−1) = (e0, . . . , en−1)k
for some k = (kij)0≤i,j≤n−1 ∈ so(n), where ∇ is the Levi-Civita connection
for g. In fact, kij = g(∇e0ej, ei) for 0 ≤ i, j ≤ n − 1, ki = ki0 = g(∇e0e0, ei)
is the principal curvature of γ along ei for 1 ≤ i ≤ n− 1, and
H(γ) = ∇e0e0 =
n−1∑
i=1
kiei
is the mean curvature vector field along γ and is independent of the choice
of orthonormal frames. In particular, if γ is parametrized by its arc-length,
then
H(γ) = ∇γxγx.
Principal curvatures depend on the choice of normal frame. If both
(e0, . . . , en−1) and (e0, e˜1, . . . , e˜n−1) are orthonormal frames along γ then
there is a h : R→ SO(n− 1) such that (e˜1, . . . , e˜n−1) = (e1, . . . , en−1)h. So
the corresponding principal curvatures are related by
(k˜1, . . . , k˜n−1)
t = h−1(k1, . . . , kn−1)
t. (2.1)
Note that an orthonormal frame (e1, . . . , en−1) of ν(γ) is parallel with respect
to ∇⊥ if and only if kji = g((ei)x, ej) = 0 for all 1 ≤ i, j ≤ n− 1. Moreover,
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two parallel normal frames are differed by a constant in SO(n−1). Motivated
by this example, we make the following definition.
Definition 2.1. Let M = G · p0 be a homogeneous G-space, M a subset of
C∞(R,M), H a closed subgroup of the isotropy subgroup Gp0 at p0, and V
an affine subspace of G. We say that M admits (H,V )-moving frame if
(1) given γ ∈ M, there exists g : R→ G such that
(a) γ(x) = g(x) · p0,
(b) g−1gx ∈ C∞(R, V ).
Moreover, if g1 ∈ C∞(R, G) also satisfies (a)-(b), then there is a
constant h ∈ H such that g1 = gh.
(2) if g : I→ G satisfying g−1gx ∈ V , then γ = g · p0 is in M.
We call such g a (H,V )-moving frame along γ and u = g−1gx the differential
invariants of γ defined by g.
Note that if both g and g˜ are (H,V )-frames along γ, then there is c ∈ H
such that g˜ = gc. So the corresponding differential invariants u˜ = g˜−1gx
and u = g−1gx are related by u˜ = cuc
−1.
IfM admits (H,V ) moving frames, then by the existence and uniqueness
of ordinary differential equations we have the following:
⋄ M is invariant under the action of G.
⋄ Differential invariants of γ in M determines γ uniquely up to the
action of G.
Next we give some examples.
Example 2.2 (p-frame for curves in Rn).
The group R(n) of rigid motions of Rn can be embedded as the following
subgroup of GL(n+ 1):
R(n) =
{(
1 0
y g
) ∣∣∣∣ y ∈ Rn×1, g ∈ SO(n)
}
and its Lie algebra is
r(n) =
{(
0 0
y ξ
) ∣∣∣∣ y ∈ Rn×1, ξ ∈ so(n)
}
.
Given a curve γ in Rn parametrized by its arc-length, there exists an
orthonormal frame (e0, . . . , en−1) satisfying e0 = γx and (e1, . . . , en−1) is a
parallel orthonormal frame for ν(γ), i.e.,
(e0, . . . , en−1)x = (e0, . . . , en−1)


0 −k1 −k2 · · · −kn−1
k1 0 · 0
·
kn−1 0 0

 .
The orthonormal frame (e0, . . . , en−1) is called a p-frame and ki the principal
curvature along ei for γ for 1 ≤ i ≤ n − 1. Since two p-frames are differed
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by a constant in SO(n − 1), (γ, e0, . . . , en−1) is a (SO(n − 1), Yn)-moving
frame for γ ∈ M, where
M = {γ : R→ Rn | ||γx|| = 1},
and Yn is the following affine subspace of r(n),
Yn = e21 +⊕n+1i=3 R(ei2 − e2i).
Example 2.3 (Frenet frame for curves in R3).
The classical Frenet frame (e0,n,b) for γ in
Ms = {γ : R→ R3 | ||γx|| = 1, ||γxx|| > 0}
satisfies the following Frenet equation,
(e0,n,b)x = (e0,n,b)

0 −k 0k 0 −τ
0 τ 0

 ,
wheat k, τ are the curvature and torsion of γ. So (γ, e0,n,b) is a (e, V )-
moving frame for γ ∈Ms, where V = e21 +R(e32 − e23) + R(e43 − e34).
Example 2.4 (periodic h-frame).
For c ∈ R, let R(c) =
(
cos c − sin c
sin c cos c
)
denote the rotation of R2 by angle c.
Let c0 ∈ R be a constant, and
Mc0 = {γ : S1 → R3 | ||γx|| = 1, the normal holonomy of γ isR(−2pic0)}.
If (e0, e1, e2) is a p-frame along γ ∈ Mc0 , then
(e0, e1, e2)(2pi) = (e0, e1, e2)(0)diag(1, R(−2pic0)).
Let (v1(x), v2(x)) be the orthonormal normal frame obtained by rotating
(e1(x), e2(x)) by c0x. Then the new frame
g˜(x) = (e0, v1, v2)(x) = (e0, e1, e2)(x)
(
1 0
0 R(c0x)
)
is periodic in x. Moreover,
g˜−1g˜x =

 0 −k˜1 −k˜2k˜1 0 −c0
k˜2 c0 0


and (k˜1 + ik˜2)(x, t) = e
−c0x(k1 + ik2)(x, t) are periodic. We call g˜ =
(e0, v1, v2) a periodic h-frame along γ. This is a (SO(2), V )-moving frame
for Mc0 , where
V = e21 + c0e43 + R(e32 − e23) + R(e42 − e24).
Example 2.5 (Central affine moving frame). (cf. [26], [8])
The group SL(n,R) acts on Rn\{0} transitively by g · y = gy. If γ : R→
R
n\{0} satisfies det(γ, γs, . . . , γ(n−1)s ) > 0 for all s ∈ R, then we can change
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to parameter x = x(s) such that det(γ, γx, . . . , γ
(n−1)
x ) = 1. Such parameter
x is called the central affine arc-length parameter . Let
Mn(R) = {γ ∈ C∞(R,Rn\{0}) |det(γ, . . . , γ(n−1)x ) = 1}.
Give γ ∈ Mn(R), take the x-derivative of det(γ, . . . , γ(n−1)x ) = 1 to get
det(γ, γx, . . . , γ
(n−2)
x , γ
(n)
x ) = 0.
This implies that there exist u1, . . . , un−1 such that
γ(n)x = u1γ + . . .+ un−1γ
(n−2)
x .
Hence we have
gx = g


0 0 0 · · u1
1 0 0 · · u2
0 1 0 · · ·
0 ·
0 1 0 un−1
0 1 0


,
where g = (γ, γx, . . . , γ
(n−1)
x ). The map g is called the central affine moving
frame along γ and ui the i-th central affine curvature of γ for 1 ≤ i ≤ n− 1.
The central affine moving frame g along γ ∈ M is the (e, V )-moving frame
along γ, where V = b+⊕n−1i=1 Rein and b =
∑n−1
i=1 ei+1,i.
Example 2.6 (Adjoint moving frame).
Let G be a semi-simple Lie group, G the Lie algebra of G equipped with
a non-degenerate ad-invariant bi-linear form 〈 , 〉, a ∈ G, and
M = {gag−1 | g ∈ G}
the Adjoint G-orbit at a in G. Let Ga denote the stabilizer of a, G⊥a the
orthogonal complement of the Lie algebra Ga of Ga with respect to the bi-
linear form 〈 , 〉. It was proved in [31] that given γ ∈ C∞(R,M), there is
a g : R → G such that γ(x) = g(x)ag(x)−1 and g−1gx ∈ G⊥a . Moreover, if
g1 : R → G is another such map then there exists a constant c ∈ Ga such
that g1 = gc. Hence g is a (Ga,G⊥a )-moving frame along γ in C∞(R,M)
and the G⊥a -valued map g−1gx is the differential invariants for γ defined by
g. We call such g an Adjoint moving frame.
Remark 2.7.
(a) The group Diff (R) of diffeomorphisms of R acts on C∞(R,M) by
f · γ = γ ◦ f . This action leaves the space I(R,M) of immersions in
C∞(R,M) invariant. Two immersed curves lies in the same Diff (R)-
orbit have the same geometry but with different parametrization.
(b) If Diff (R) ·M is not an open subset of C∞(R,M), then a curve flow
on M is a curve flow on M with constraints.
(c) Suppose Diff (R) · M is open in C∞(R,M). If the (H,V )-moving
frames are for curves with a special parameter then dim(V ) is equal
to dim(M)− 1, otherwise dim(V ) = dim(M).
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The notion of the (H,V )-moving frame is closely related to the concept
of H-slice on a G-space X defined by Palais.
Definition 2.8. ([24]) Let X be a G-space, and H a closed subgroup of G.
A submanifold S of X is a H-slice if S satisfies
(1) G · S is open in X,
(2) H · S ⊂ S,
(3) if (g · S) ∩ S 6= ∅ then g ∈ H.
Theorem 2.9. Let M = G · p0 = G/K, where K = Gp0 . Let G act on
C∞(R,M) by (c · γ)(x) = c · γ(x), and C∞(R,K) act on C∞(R,G) by the
gauge transformations,
k ∗ u = k−1uk + k−1kx.
Then Φ([γ]) = [g−1gx] defines a bijection
Φ : C∞(R,M)/G→ C∞(R,G)/C∞(R,K),
where [γ] is the G-orbit at γ and [u] is the C∞(R,K)-gauge orbit of u.
Moreover, a subset M of C∞(R,M) admits (H,V )-moving frames if and
only if C∞(R, V ) is a H-slice of the gauge action of C∞(R,K) on M˜ =
{g−1gx ∈ C∞(R, G) | g · p0 ∈ M}.
Proof. Given γ ∈ C∞(R,M), there exists g : R → G such that γ = g · p0.
Moreover, g1 ∈ C∞(R, G) such that γ = g1 · p0 if and only if there exists
k ∈ C∞(R, Gp0) such that g1 = gk. So γ 7→ [g−1gx] is a well-defined map
from C∞(R,M) to C∞(R,G)/C∞(R,K). Note that if c ∈ G is a constant,
then (cg)−1(cg)x = g
−1gx. This proves that Φ([γ]) = [g
−1gx] is well-defined.
Given u : R → G, we can solve g ∈ C∞(R, G) such that u = g−1gx. So
Φ(g · p0) = u. This shows that Φ is a bijection. The second part of the
theorem follows from the definitions. 
Fels and Olver gave a general theory and a systematic method of con-
structing group based moving frames in [11]. Mar´ı Beffe used these group
based moving frames and bi-Hamiltonian structures to study various inte-
grable curve flows in [20], [21], [22], [23]. We will see in later sections that
our notion of (H,V )-moving frames makes the relation between integrable
geometric curve flows and soliton equations more transparent.
3. The 2× 2 AKNS hierarchy
In this section, we review some known properties of the 2 × 2 AKNS
hierarchy and its various restrictions (cf. [1], [33]).
3.1. The 2× 2 AKNS hierarchy or the SL(2,C)-hierarchy
Let
a = diag(i,−i).
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It can be checked that given u =
(
0 q
r 0
)
: R→ sl(2,C) there is a unique
Q(u, λ) = aλ+Q0(u) +Q−1(u)λ
−1 + ·
satisfying Q0(u) = u, {
[∂x + aλ+ u,Q(u, λ)] = 0,
Q(u, λ)2 = −λ2I2,
(3.1)
where I2 is the 2 × 2 identity matrix. Moreover, entries of Q−j(u) are
differential polynomials in q and r (i.e., polynomials in q, r and their x-
derivatives. It follows from (3.1) that we have the recursive formula
(Q−j(u))x + [u,Q−j(u)] = [Q−(j+1)(u), a]. (3.2)
In fact, the Qj(u)’s can be computed directly from (3.1). For example,
Q−1(u) =
i
2
(
qr qx
−rx −qr
)
, Q−2(u) = −1
4
(
qxr − qrx qxx − 2q2r
rxx − 2qr2 −qxr + qrx
)
.
(3.3)
Let
V = Ce12 + Ce21.
The j-th flow in the 2×2 AKNS hierarchy is the following flow on C∞(R, V ),
ut = [∂x + u,Q−(j−1)(u)] = [Q−j(u), a]. (3.4)
For example, the first three flows in the SL(2,R)-hierarchy are
qt = qx, rt = rx,
qt =
i
2
(qxx − 2q2r), rt = − i
2
(rxx − 2qr2),
qt = −1
4
(qxxx − 6qrqx), rt = −1
4
(rxxx − 6qrrx).
It follows from (3.1) that u : R2 → V is a solution of (3.4) if and only if
θj = (aλ+ u)dx+

 ∑
−(j−1)≤i≤1
Qi(u)λ
j−1+i

 dt (3.5)
is a flat sl(2,C)-valued connection one form on the (x, t)-plane for all com-
plex parameter λ, where Q1(u) = a and Q0(u) = u. The connection 1-form
θj is the Lax pair of the solution u of the j-th flow (3.4).
3.2. The SU(2)-hierarchy
Let V1 denote the following linear subspace of V = Ce12 + Ce21:
V1 = {qe12 − q¯e21 | q ∈ C}. (3.6)
The j-th flow (3.4) leaves C∞(R, V1)-invariant, i.e., leaves r = −q¯ invariant.
Moreover, Q−j(u) ∈ su(2) for u =
(
0 q
−q¯ 0
)
. The restrictions of the flows
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(3.4) to C∞(R, V1) is called the SU(2)-hierarchy . For example, for u =(
0 q
−q¯ 0
)
, we have
Q−1(u) =
i
2
(−|q|2 qx
q¯x |q|2
)
, (3.7)
Q−2(u) =
1
4
(
q¯qx − qq¯x −(qxx + 2|q|2q)
q¯xx + 2|q|2q¯x −q¯qx + qq¯x
)
. (3.8)
So the first three flows in the SU(2)-hierarchy are
qt = qx, (3.9)
qt =
i
2
(qxx + 2|q|2q), (3.10)
qt = −1
4
(qxxx + 6|q|2qx). (3.11)
Note that the second flow is the focusing NLS and the third equation is
the complex modified KdV . The Lax pair θj (defined by (3.5)) for solution
u =
(
0 q
−q¯ 0
)
of the j-th flow in the SU(2)-hierarchy satisfies the su(2)-
reality condition
θj(x, t, λ¯)
∗ + θj(x, t, λ) = 0. (3.12)
We call a solution E of
E−1dE := E−1(Exdx+ Etdt) = θj
a frame of the j-th flow in SU(2)-hierarchy if E satisfies the SU(2)-reality
condition,
E(x, t, λ¯)∗E(x, t, λ) = I2. (3.13)
3.3. The SU(1, 1)-hierarchy
Let
V2 = {qe12 + q¯e21 | q ∈ C}. (3.14)
The j-th flow (3.4) leaves C∞(R, V2) invariant, i.e., leaves r = q¯ invariant.
Moreover, Q−j(u) ∈ su(1, 1) for u =
(
0 q
q¯ 0
)
. The restriction of the 2 × 2
AKNS hierarchy to C∞(R, V2) is called the SU(1, 1)-hierarchy. For u =(
0 q
q¯ 0
)
, we have
Q−1(u) =
i
2
( |q|2 qx
−q¯x −|q|2
)
, (3.15)
Q−2(u) =
1
4
( −q¯qx + qq¯x −(qxx − 2|q|2q)
−(q¯xx − 2|q|2q¯) q¯qx − qq¯x
)
. (3.16)
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The first three flows in the SU(1, 1)-hierarchy are
qt = qx, (3.17)
qt =
i
2
(qxx − 2|q|2q), (3.18)
qt = −1
4
(qxxx − 6|q|2qx). (3.19)
Note that the second flow is the defocusing NLS . The Lax pair θj for a
solution u =
(
0 q
q¯ 0
)
of the j-th flow of the SU(1, 1)-hierarchy is given by
the same formula (3.5) and θj satisfies the su(1, 1)-reality condition,
θj(x, t, λ¯)
∗J2 + J2θ(x, t, λ) = 0, J = diag(1,−1). (3.20)
We call a solution E of E−1dE = θj a frame if E satisfies the SU(1, 1)-reality
condition,
E(x, t, λ¯)∗JE(x, t, λ) = J. (3.21)
3.4. The SL(2,R)-hierarchy
Let
a = diag(1,−1), u =
(
0 q
r 0
)
,
and Q(u, λ) = aλ+ u+Q−1(u)λ
−1 + · · · the solution of{
[∂x + aλ+ u,Q(u, λ)] = 0,
Q(u, λ)2 = λ2I2.
(3.22)
Then
Q−1(u) =
1
2
(−qr −qx
rx qr
)
, (3.23)
Q−2(u) =
1
4
(
qxr − qrx qxx − 2q2r
rxx − 2qr2 −qxr + qrx
)
. (3.24)
Let
VR = Re12 + Re21. (3.25)
The j-th flow on C∞(R, VR) in the SL(2,R)-hierarchy is given by the same
formula (3.4) with these new a and Qj ’s. For example, the first three flows
in the SL(2,R)-hierarchy for u =
(
0 q
r 0
)
are
qt = qx,
qt = −1
2
(qxx − 2q2r), rt = 1
2
(rxx − 2qr2),
qt =
1
4
(qxxx − 6qrqx), rt = 1
4
(rxxx − 6qrrx).
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The Lax pair θj of the j-th flow in the SL(2,R)-hierarchy, which is given by
the same formula 3.5, satisfies the sl(2,R)-reality condition,
θj(x, t, λ¯) = θj(x, t, λ). (3.26)
A solution of E−1dE = θj is a frame of the solution u of the j-th flow in
the SL(2,R)-hierarchy if E satisfies the SL(2,R)-reality condition,
E(x, t, λ¯) = E(x, t, λ). (3.27)
3.5. The KdV hierarchy
The (2j + 1)-th flow in the SL(2,R)-hierarchy leaves r = 1 invariant and
the third flow becomes the KdV, qt =
1
4(qxx − 6qqx). The Lax pair of the
KdV is
θ = (aλ+ u)dx+ (aλ3 + uλ2 +Q−1(u)λ+Q−2(u))dt, (3.28)
where
a = diag(1,−1), u =
(
0 q
1 0
)
,
Q−1(u) =
(− q2 − qx2
0 q2
)
, Q−2(u) =
(
qx
4
qxx−2q2
4− q2 − qx4
)
.
The reality condition for the KdV hierarchy is a little bit more complicated.
It was noted in [34] that the Lax pair (3.28) satisfies the KdV reality condi-
tion, {
A(λ¯) = A(λ),
φ(λ)−1A(λ)φ(λ) = φ(−λ)−1A(−λ)φ(−λ), (3.29)
where
φ(λ) =
(
1 λ
0 1
)
.
A frame of a solution q of the KdV is the solution E(x, t, λ) of the following
system,{
Ex = E(aλ+ u), Et = E(aλ
3 + uλ2 +Q−1(u)λ+Q−2(u)),
E(x, t, λ¯) = E(λ), φ−1(λ)E(x, t, λ)φ(λ) is even in λ.
Remark 3.6. The reality condition of the Lax pair of a soliton equation
plays an important role in the symmetries of the equation. It also plays an
essential role in the construction of Ba¨cklund transformations.
3.7. Bi-Hamiltonian structure ([10], [30])
Let G = su(2), su(1, 1) and sl(2,R) for W = V1, V2 and VR defined by
(3.6), (3.14) and (3.25) respectively. The gradient of H : C∞(S1,W ) → R
is the unique ∇H(u) ∈ C∞(S1,W ) defined by
dHu(v) =
∮
〈∇F (u), v〉dx,
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where 〈X,Y 〉 = −12tr(XY ). These hierarchies are Hamiltonian with respect
to two Poisson structures. The first one is
{F,H}1(u) =
∮
〈[∇F (u), a],∇H(u)〉dx (3.30)
To define the second Poisson structure we need the operator
Pu : C
∞(S1,W )→ C∞(S1,G)
defined as follows: Given u, v ∈ C∞(R,W ) there is a unique v˜ ∈ C∞(R,G)
such that v˜ = u + Aa and [∂x + u, v˜] ∈ W . Then Pu(v) = v˜. For example,
for u =
(
0 q
r 0
)
and v =
(
0 ξ
η 0
)
, we have Pu(v) = v+Aa, where A satisfies
Ax = −qη + rξ.
The second Poisson structure is
{F,H}2(u) =
∮
〈[∂x + u, Pu(∇F (u))],∇H(u)〉dx. (3.31)
The Hamiltonian equation for H with respect to { , }i is
ut = (Ji)u(∇H(u)),
where
(J1)u(v) = [v, a], (3.32)
(J2)u(v) = [∂x + u, Pu(v)]. (3.33)
Note that { , }2 are defined for H satisfying
∮ 〈u, [v, a]〉dx = 0.
Let Hj : C
∞(S1,W )→ R be the functional defined by
Hj(u) = −1
j
∮
〈Q−j(u), a〉dx. (3.34)
Then the following are known:
(i) The j-th flow equation (3.4) is the Hamiltonian equation for Hj with
respect to J2 and is the Hamiltonian equation for Hj+1 with respect
to J1.
(ii) Write
Qj(u) = Yj(u) +Aj(u)a
with Yj(u) ∈W and Aj(u) ∈ R. Then we have
Pu(Y−j(u)) = [Q−(j+1)(u), a],
Y−1(u) = (J1)
−1
u (ux),
∇Hj(u) = Y−(j−1)(u).
This gives the well-known fact that the j-th flow can be written
recursively by the bi-Hamiltonian structures,
utj = (J2J
−1
1 )
j
u(ux).
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(iii) Hj’s are commuting Hamiltonians with respect to both Poisson struc-
tures. Hence all flows commute and Hj’s are conserved quantities
for these flows.
3.8. The R-action on solutions
These hierarchies also admit an R-action on solutions. Let R act on
C∞(R,W ) by
c ∗ u = ecaue−ca,
where a = diag(i,−i) for W = V1 and V2 and a = diag(1,−1) for W = VR.
For u ∈ V1 or V2, the induced R-action on q ∈ C∞(R, Vi) is
c ∗ q = e2icq.
So this gives an S1-action on C∞(R, Vi). For u = qe12 + re21 ∈ VR, the
R-action on (q, r) is
c ∗ (q, r) = (e2cq, e−2cr).
It follows from (3.1) that
Q(ecaue−ca) = ecaQ(u)e−ca.
So we have
Q−j(e
caue−ca) = ecaQ−j(u)e
−ca. (3.35)
This implies that
(1) if u is a solution of the j-th flow then so is ecaue−ca for any c ∈
R. In other words, S1 acts on the space of solutions of the j-th
flow in the SU(2) and SU(1, 1) hierarchies and the group R+ =
{diag(r, r−1) | r ∈ R, r 6= 0} acts on the space of solutions of the j-th
flow in the SL(2,R)-hierarchy,
(2) the functional Hj defined by (3.34) is invariant under the R-action.
Note that if F : C∞(S1,W ) → R is invariant under the R-action, then
∇F is R-equivariant, i.e.,
∇F (ecaue−ca) = eca∇F (u)e−ca.
Hence we get the following.
Proposition 3.9. If F,H : C∞(S1,W ) → R are invariant under the R-
action r ∗ u = eraue−ra, then {F,H}i is also R-invariant for i = 1, 2.
Note that the Hamiltonian theory discussed above works for the space
S(R,W ) of rapidly decaying smooth maps from R to W .
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4. The ∗-MCF on R3
In this section, we
(a) show that the ∗-MCF on R3 preserves arc-length parameter and is
the VFE,
(b) explain the Hasimoto transform for the VFE in terms of p-frames,
(c) solve the Cauchy problem for the VFE with initial data having
rapidly decaying principal curvatures.
Recall that the Hodge star operator on an oriented two dimension inner
product space is the rotation of π2 . So if (e1, e2) is an oriented orthonormal
basis then
∗(e1) = e2, ∗(e2) = −e1.
Proposition 4.1. The ∗-MCF on a 3-dimensional Riemannian manifold
(N3, g) preserves the arc-length parameter.
Proof. Suppose γ(x, t) is a solution of the ∗-MCF on N . Let s(·, t) denote
the arc-length parameter of γ(·, t). Then sx = ||γx|| =
√
g(γx, γx). Let
(e0, e1, e2) be an orthonormal moving frame along γ such that e0 is the unit
tangent, and ki the principal curvature of γ along ei for i = 1, 2. Then
(e0, e1, e2)s = (e0, e1, e2)

 0 −k1 −k2k1 0 −β
k2 β 0

 (4.1)
for some functions k1, k2 and β. The ∗-MCF on N written in terms of this
frame is
γt = ∗γ(H(γ(·, t))) = k1e2 − k2e1.
Write ||γx||2 = g(γx, γx). Then
1
2
(g(γx, γx))t = g(∇ ∂
∂t
γx, γx) = g(∇γxγt, γx)
= g(∇γx(k1e2 − k2e1), γx) = ||γx||2g(∇e0(k1e2 − k2e1), e0).
It follows from (4.1) that this is zero. 
So we may assume solutions γ(x, t) of the ∗-MCF is parametrized by arc-
length. Since H(γ) = γxx if γ is parametrized by its arc-length, we obtain
the following.
Proposition 4.2. The ∗-MCF on the Euclidean space R3 parametrized by
arc-length is the vortex filament equation (VFE),
γt = γx × γxx = kb,
where k(·, t) and b(·, t) are the curvature and bi-normal of γ(·, t).
Let c ∈ R\0 be a constant. Then γ is a solution of γt = cγx × γxx if
and only if γ˜(x, t) = γ(x, t/c) is a solution of the VFE. So they are the
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same equation up to linear change of time coordinate. To make the relation
between the VFE and NLS looks neater, we will call
γt =
1
2
∗γ H(γ(·, t)) = 1
2
γx × γxx (4.2)
the VFE for the rest of the paper.
Next we state Hasimoto’s result in terms of p-frame. Since the proof of
this theorem is used for many integrable curve flows, we include a proof
here.
Theorem 4.3. If γ : R2 → R3 is a solution of the VFE, γt = 12γx × γxx,
parametrized by arc-length, then there exists g = (e0, e1, e2) : R
2 → SO(3)
satisfying
(i) g(·, t) is a p-frame along γ(·, t) for each t,
(ii) q = 12 (k1+ ik2) is a solution of the NLS, qt =
i
2(qxx +2|q|2q), where
ki = (e0)x · ei is the principal curvatures along ei for i = 1, 2.
(iii) if both g and g˜ = (e0, e˜1, e˜2) satisfies (i) and (ii), then there is a
constant c such that g˜ = gdiag(1, R(c)) and q˜ = 12(k˜1 + ik˜1) = e
−icq
is a solution of the NLS, where k˜i(·, t) is the principal curvature of
γ(·, t) along e˜i and R(c) =
(
cos c − sin c
sin c cos c
)
.
Proof. Let h = (e0, v1, v2) : R
2 → SO(3) such that h(·, t) is a p-frame for
γ(·, t) for all t and r1, r2 the principal curvatures along v1, v2 respectively,
i.e.,
A := h−1hx =

 0 −r1 −r2r1 0 0
r2 0 0

 .
Let
B = (bij) := h
−1ht.
A direct computation implies that
(e0)x = (γx)t = (γt)x =
1
2
(−r2v1 + r1v2)x = 1
2
(−(r2)xv1 + (r1)xv2.
So b21 = −12(r2)x and b31 = 12 (r1)x. Since h−1hx = A and h−1ht = B, we
have
At = Bx + [A,B].
Compare the 32-th entry of the above equation to get
(b32)x = −1
4
(r21 + r
2
2)x.
Hence there exists θ : R → R such that b32 = −14(r21 + r22) + θ(t). Let
(e1, e2)(x, t) = (v1v2)(x, t)R(ρ(t)), and g = (e0, e1, e2), where R(ρ(t)) is the
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rotation of angle ρ(t) and ρ′(t) = −θ(t). Then we have

g−1gx =

 0 −k1 −k2k1 0 0
k2 0 0

 ,
g−1gt =


0 (k2)x2 − (k1)x2
− (k2)x2 0
k2
1
+k2
2
4
(k1)x
2 −
k2
1
+k2
2
4 0

 ,
(4.3)
where k1 + ik2 = e
−iρ(t)(r1 + r2). Let A˜ = g
−1gx and B˜ = g
−1gt. Then
A˜t = (B˜)x + [A˜, B˜]. Equate the 21-th and 31-th entries of this equation to
see that q = q1 + iq2 =
1
2(k1 + ik2) is a solution of the NLS.
Statement (iii) follows from the construction of g. 
Corollary 4.4. Let γ : R2 → R3 be a solution of γt = 12γx×γxx parametrized
by the arc-length, g = (e0, e1, e2) : R
2 → SO(3) such that g(·, t) is a p-
frame along γ(·, t), and ri(·, t) the principal curvature with respect to ei(·, t)
for i = 1, 2. Then there exists a smooth function θ : R → R such that
q(x, t) = 12e
iθ(t)(r1 + ir2) is a solution of the NLS.
We have seen in section 3 that q is a solution of the NLS if and only if
θ2(·, ·, λ) = (aλ+ u)dx+ (aλ2 + uλ+Q−1(u))dt,
is a flat connection 1-form on the (x, t)-plane for all complex parameter λ,
where a = diag(i,−i), u = qe12 − q¯e21, and Q−1(u) is defined by (3.7).
Recall that a frame of the solution u of the NLS is a solution E(x, t, λ) of
E−1dE = θ2 satisfying the SU(2)-reality condition,
E(· · · , λ¯)∗E(x, t, λ) = I. (4.4)
The following proposition follows from the fact that tr(θ2) = 0 and E
satisfies the SU(2)-reality condition.
Proposition 4.5. If E(x, t, λ) is a frame for the solution q of the NLS, then
(1) det(E(x, t, λ)) is independent of x, t,
(2) E(x, t, r) ∈ U(2) for r ∈ R.
Next we identify the Euclidean R3 as su(2). Let su(2) be equipped with
inner product
(X,Y ) = −1
2
tr(XY ).
Let
a = diag(i,−i), b =
(
0 1
−1 0
)
, c =
(
0 i
i 0
)
. (4.5)
Then δ = (a,−c, b) is an ordered orthonormal basis for su(2). Note that
[a, b] = 2c, [b, c] = 2a, [c, a] = 2b.
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We identify su(2) as the Euclidean R3 via
xa+ yb+ zc =
(
ix y + iz
−y + iz −ix
)
→

xy
z

 . (4.6)
Let Ad : SU(2)→ SO(su(2)) denote the Adjoint representation, i.e.,
Ad(g)(ξ) = gξg−1.
Let
Ad(g)[δ] = (gag−1,−gcg−1, gbg−1), (4.7)
where a, b, c are as in (4.5). Then Ad(g)[δ] is in SO(3) (here we identify
su(2) as R3 by (4.6)).
Below is the standard Pohlmeyer-Sym construction in soliton theory (cf.
[25], [29]). Since we will use this often, we include the elementary proof
here.
Theorem 4.6. Let E(x, t, λ) be a frame of a solution q : R2 → C of the
NLS such that E ∈ SL(2,C). Then
α =
∂E
∂λ
E−1
∣∣
λ=0
lies in su(2) and is a solution of the VFE, γ = 12γx × γxx, parametrized by
the arc-length. Moreover, let φ(x, t) = E(x, t, 0). Then g = Ad(φ)[δ] defined
by (4.7) satisfies (4.3) with k1 + ik2 = 2q.
Proof. Since E satisfies the SU(2)-reality condition, E(x, t, λ) ∈ U(2) ∩
SL(2,C) = SU(2) for all λ ∈ R. So α ∈ su(2). Let φ(x, t) = E(x, t, 0).
Then φ ∈ SU(2) and
φ−1φx = u =
(
0 q
−q¯ 0
)
, , (4.8)
φ−1φt = Q−1(u) =
i
2
(−|q|2 qx
q¯x |q|2
)
, (4.9)
where u = qe12 − q¯e21. Use E−1Ex = aλ+ u, E−1Et = aλ2 + uλ+Q−1(u)
and a direct computation to see that{
αx = φaφ
−1,
αt = φuφ
−1
(4.10)
where q = q1 + iq2.
So α(·, t) is parametrized by the arc-length. Let
e0 = φaφ
−1, e1 = −φcφ−1, e2 = φbφ−1.
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Since φ ∈ SU(2) and (a,−c, b) is an orthonormal basis of su(2), (e0, e1, e2) ∈
SO(3). Write q = q1 + iq2. Compute directly to get
(e0)x = φ[φ
−1φx, a]φ
−1 = φ[u, a]φ−1
= 2q2φbφ
−1 − 2q1φcφ−1 = 2q1e1 + 2q2e2,
(e1)x = −φ[u, c]φ−1 = −2q1e0.
This shows that
(e0, e1, e2)x =

 0 −2q1 −2q22q1 0 0
2q2 0 0

 ,
i.e., (e0, e1, e2)(·, t) is a p-frame along γ(·, t) and 2q1, 2q2 are the principal
curvatures along the parallel normal e1, e2 respectively. Use (4.9) and a
similar computation to get
(e0, e1, e2)t = (e0, e1, e2)

 0 (q2)x −(q1)x−(q2)x 0 |q|2
(q1)x −|q|2 0

 .
The second equation of (4.10) implies that αt = −q2e1 + q1e2 = 12 ∗γ
H(γ(·, t)). 
Remark 4.7. The condition E ∈ SL(2,C) in Theorem ?? is not essen-
tial. To see this, let E be a frame of the solution q of the NLS, and
α = ∂E∂λE
−1|λ=0. By Proposition 4.5, det(E(x, t, λ)) is independent of x, t.
So tr(α) is a constant. Hence γ := α− 12tr(α)I2 ∈ su(2) and is a solution of
γt =
1
2γx × γxx.
If E1, E2 are two frames for the solution q of the NLS satisfying Ei(0, 0, λ) ∈
SU(2) for λ ∈ R, then there is f(λ) ∈ SL(2,C) satisfies the SU(2)-reality
condition such that E2(x, t, λ) = f(λ)E1(x, t, λ) and f(λ) ∈ SU(2) for
λ ∈ R. So we obtain the following.
Proposition 4.8. Let E1, E2 ∈ SL(2,C) be frames of the solution q of the
NLS, and γi =
∂Ei
∂λ E
−1
i |λ=0 the solution of γt = 12γx × γxx constructed from
Ei for i = 1, 2. Then there is a rigid motion φ of R
3 such that γ2 = φ ◦ γ1.
Given a solution γ of the VFE (4.2), let q be a solution associated to γ
in Theorem 4.3. Use Theorem 4.6 to construct solutions γ˜ of (4.2) from q.
The following theorem gives the relation between γ˜ and γ.
Theorem 4.9. Let γ : R2 → R3 be a solution of the VFE, γt = 12γx × γxx
parametrized by the arc-length, g : R2 → SO(3), k1, k2 principal curvatures,
and q = 12 (k1 + ik2) the solution of the NLS as in Theorem 4.3. Choose
φ0 ∈ SU(2) such that g(0, 0) = Ad(φ0)[δ]. Let E be the frame of q satisfying
E(0, 0, λ) = φ0, and α =
∂E
∂λE
−1 | λ=0. Then γ = α + γ(0, 0) and g =
Ad(φ)[δ], where φ(x, t) = E(x, t, 0).
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Proof. Write g = (e0, e1, e2), φ(x, t) = E(x, t, 0), and
h = (e˜0, e˜1, e˜2) = Ad(φ)[δ] = (φaφ
−1,−φcφ−1, φbφ−1).
By Theorem 4.6, g and h satisfies the same linear system (4.3) and have
the same initial data. So g = h, which implies that e˜i = ei for 0 ≤ i ≤
2. But γx = e0 = e˜0 = αx. We also have γt =
1
2(k1e2 − k2e1) = αt.
Since E(0, 0, λ) = φ0 is independent of λ, α(0, 0) = 0. Therefore γ =
α+ γ(0, 0). 
It is clear that the VFE γt =
1
2γx× γxx is invariant under the group R(3)
of rigid motions of R3. We have seen that the space of solutions of the NLS
is invariant under the S1-action. As a consequence of Theorems 4.6, 4.9,
and Proposition 4.8, we have:
Theorem 4.10. Let C = {γ ∈ C∞(R2,R3) | ||γx|| = 1, γx = 12γx × γxx},
R(3) the rigid motion group of R3, and N the space of smooth solutions of
the NLS, and Ψ : C/R(3) → N/S1 defined by Ψ([γ]) = [q], where [γ] is the
R(3)-orbit of γ and [q] is the S1-orbit of a solution q constructed from γ in
Theorem 4.3. Then Ψ is well-defined and is a bijection.
Theorem 4.9 also implies the following.
Theorem 4.11 (Cauchy problem for VFE).
Let γ0 : R → R3 be a curve parametrized by arc-length, g0 a p-frame along
γ0, and r1, r2 the corresponding principal curvatures. Let φ0 ∈ SU(2) such
that g0(0) = Ad(φ0)[δ]. Suppose q : R
2 → C is a solution of the NLS with
q(·, 0) = 12(r1 + ir2). Let E be the frame of q with E(0, 0, λ) = φ0, and
α = ∂E∂λE
−1
∣∣
λ=0
. Then γ(x, t) = α(x, t) + γ0(0) is the solution of{
γt =
1
2γx × γxx,
γ(x, 0) = γ0(x).
(4.11)
If the principal curvatures of a curve γ : R → R3 along an orthonormal
normal frame (e1, e2) are rapidly decaying functions, then so are the principal
curvatures along any orthonormal normal frame. So the property of rapidly
decaying principal curvatures is independent of the choice of orthonormal
normal frame.
The Cauchy problem for the NLS with rapidly decaying smooth initial
data on R was solved by the inverse scattering method:
Theorem 4.12. ([42], [2], [3]) Given q0 ∈ S(R,C), then the Cauchy problem
of the NLS with initial data q0 has a unique global smooth solution q : R
2 →
C. Moreover, q(x, t) is rapidly decaying in x.
Corollary 4.13. Let γ0 : R → R3 be a smooth curve with rapidly decaying
principal curvatures k1, k2. Then (4.11) has a unique smooth solution γ :
R
2 → R3.
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5. The VFE on closed curves
In this section, we consider solutions of the VFE, γt =
1
2γx × γxx, from
S1 × R to R3. We explain the Hasimoto transform for the VFE on closed
curves and use the solution of Cauchy problem for the NLS with periodic
initial data to solve the periodic Cauchy problem for the VFE.
The following is a known classical result and we include a proof here.
Proposition 5.1. Let γ : S1 → R3 be a closed curve parametrized by the
arc-length, τ the torsion, and R(c) ∈ SO(2) the normal holonomy. Then
c = − ∮ τdx.
Proof. Let (e0,n,b) be the Frenet frame, and (e0, e1, e2) a p-frame along γ,
and e1 = cos θn + sin θb and e2 = − sin θn + cos θb. Then 〈(e1)x, e2〉 =
θx + τ . 
The following Proposition is also known and the proof is elementary (in-
cluded).
Proposition 5.2. If γ : S1 × R → R3 is a solution of the VFE, γt =
1
2γx × γxx, then the normal holonomy of γ(·, t) is independent of t.
Proof. Let f(·, t) = (e0,n,b)(·, t) be the Frenet frame along γ(·, t), and A :=
f−1fx = k(e21 − e12) + τ(e32 − e23) and B = f−1ft. A direct computation
implies that (e0)t =
kx
2 b− kτ2 n. So
B =

 0 kτ/2 −kx/2−kτ/2 0 −ξ
kx/2 ξ 0


for some ξ. Equate the 31-th entry of At = Bx + [A,B] to see that ξ =
kxx
2k − τ
2
2 . Compare the 32-th entry to see that τt = ξx +
kkx
2 . Hence
(
∮
τ(x, t)dx)t = 0. By Proposition 5.1, the normal holonomy for γ(·, t) is
independent of t. 
Suppose γ : S1 × R → R3 is a solution of γt = 12γx × γxx parametrized
by arc-length, and the normal holonomy of γ(·, 0) is trivial. Then the p-
frame g(x, t) and solution q(x, t) of the NLS constructed in Theorem 4.3
is periodic in x. But if the normal holonomy of γ(·, t) is not trivial, then
the g and q obtained in Theorem 4.3 are not periodic in x. Conversely, if
q(x, t) is a solution of the NLS that is periodic in x, the solution of the VFE
constructed in Theorem 4.6 may not be closed because there is a period
problem when we solve frames for the Lax pair. To proceed further, we
need the following one-parameter Pohlmeyer-Sym construction.
Theorem 5.3. ([6]) Suppose E(x, t, λ) ∈ SL(2,C) is a frame for the solu-
tion q of the NLS. Given λ0 ∈ R, let
α =
∂E
∂λ
E−1
∣∣
λ=λ0
, (5.1)
γ(x, t) = α(x− 2λ0t, t). (5.2)
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Then γ is a solution of (4.2) on R3 parametrized by arc-length.
Proof. Let φ(x, t) = E(x, t, λ0). Then{
φ−1φx = aλ0 + u,
φ−1φt = aλ
2
0 + uλ0 +Q−1(u),
where a = diag(i,−i), u = qe12 − q¯e21, and Q−1(u) = i2
(−|q|2 qx
q¯x |q|2
)
. Use
E−1dE = θ2 to see that {
αx = φaφ
−1,
αt = φ(2aλ0 + u)φ
−1.
So we have e0(x, t) := γx(x, t) = φaφ
−1(x− 2λ0t, t). Set
e1(x, t) = −(φcφ−1)(x− 2λ0t, t), e2(x, t) = (φbφ−1)(x− 2λ0t, t).
Let g = (e0, e1, e2). Use a proof similar to Theorem 4.6 to get
g−1gx =

 0 −2q1 −2q22q1 0 −2λ0
2q2 2λ0 0

 . (5.3)
So the mean curvature is H(γ) = 2q1e1 + 2q2e2. Use the formula for αx, αt
and the definition of γ to get
γt = −2λ0αx+φ(2λ0+u)φ−1 = φuφ−1 = q1φbφ−1+ q2φcφ−1 = q1e3− q2e1,
which is equal to 12γx × γxx.
Next we compute g−1gt. Note that (e0)t = (γx)t = (γt)x = (q1e2− q2e1)x.
Use (5.3) to get
(e0)t = −((q2)x + 2λ0q1)e1 + ((q1)x − 2λ0q2)e2.
Since (e2)t = φ[−2λ0φ−1φx + φ−1φt, b]φ−1. A direct computation implies
that
〈(e2)t, e1〉 = q|2 + 2λ20.
This implies that
g−1gt =

 0 (q2)x + 2λ0q1 −(q1)x + 2λ0q2−(q2)x − 2λ0q1 0 |q|2 + 2λ20
(q1)x − 2λ0q2 −(|q|2 + 2λ20) 0

 . (5.4)

Given a solution γ : S1 × R → R3 of the VFE, we have seen that the
normal holonomy of γ(·, t) is R(−2pic0) independent of t. We use Example
2.4 to construct a k : S1×R→ SO(3) such that k(·, t) is a periodic h-frame
along γ(·, t) for each t, i.e., k satisfies (5.3) with λ0 = 12c0. The proof of the
above Theorem tell us how to rotate the h-frame k(·, t) to make the new
frame periodic and satisfy (5.4). This gives a solution of the NLS periodic
in x. In fact, we obtain the following.
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Theorem 5.4. Let γ(x, t) be a solution of γt =
1
2γx × γxx parametrized by
arc-length periodic in x with period 2pi, and R(−2pic0) ∈ SO(2) the normal
holonomy for γ(·, t) (by Proposition 5.2, c0 is a constant). Then there exists
h : S1 × R → SO(3) such that h(·, t) is a periodic h-frame for γ(·, t) and h
satisfies (5.3) and (5.4) with λ0 =
c0
2 , i.e.,

h−1hx =

 0 −k1 −k2k1 0 −c0
k2 c0 0

 ,
h−1ht =


0 (k2)x2 + λ0k1 − (k1)x2 + λ0k2
− (k2)x2 − λ0k1 0
k2
1
+k2
2
4 +
c2
0
2
(k1)x
2 − λ0k2 −
k2
1
+k2
2
4 −
c2
0
2 0

 .
(5.5)
Moreover, q(x, t) = 12 (k1 + ik2)(x + c0t, t) is a solution of the NLS periodic
in x.
Proof. Since the normal holonomy of γ(·, t) is R(−2pic0), by Example 2.4,
there exists a periodic h-frame k satisfying
A := k−1kx =

 0 −r1 −r2r1 0 −c0
r2 c0 0

 . (5.6)
Write k = (e0, e1, e2). Use the flow equation for γ and (5.6) to see that
(e0)t = (γx)t = (γt)x =
1
2
(((r1)x − c0r2)e2 − ((r2)x + c0r1)e1).
So we have
B := k−1kt =

 0 12(r2)x + c0r1 −12(r1)x + c0r2−12(r2)x − c0r1 0 −ξ
1
2(r1)x − c0r2 ξ 0


for some ξ. Use At = Bx + [A,B] and a direct computation to get ξx =
−14(r21 + r22)x. So ξ = −14(r21 + r22) + b(t) for some function b : S1 → R. Let
θ(t) = − ∫ t0 b(s)ds, and h(x, t) = k(x, t)diag(1, R(θ(t)− c20t2 )). Then h(·, t) is
still a periodic h-frame along γ(·, t) and h satisfies (5.5) with
(k1 + ik2)(x, t) = e
i(
c2
0
t
2
−θ(t))(r1 + ir2)(x, t).
A direct computation shows that q(x, t) = 12(k1+ik2)(x+c0t, t) is a solution
of the NLS periodic in x. 
Corollary 5.5. Let γ : S1 × R → R3 be a solution of γt = 12γx × γxx
parametrized by arc-length with normal holonomy R(−2pic0). Suppose h :
S1 × R → SO(3) satisfies the condition that h(·, t) is a periodic h-frame
along γ(·, t) for each t, i.e., h−1hx =

 0 −r1 −r2r1 0 −c0
r2 c0 0

. Then there exists
26 CHUU-LIAN TERNG†
ρ : R→ R such that q(x, t) = 12eiρ(t)(r1 + ir2)(x+ c0t, t) is a solution of the
NLS and q is periodic in x.
Let q0 : S
1 → C be a smooth function. It follows from results in [17] (also
in [4]) that the following periodic Cauchy problem for NLS has a global
smooth solution q : S1 × R→ C,{
qt =
i
2(qxx + 2|q|2q),
q(x, 0) = q0(x).
As a consequence of Theorems 5.3 and 5.4, we can use the solution of the
periodic Cauchy problem for the NLS to solve the periodic Cauchy problem
for the VFE:
Theorem 5.6 (Periodic Cauchy problem for the VFE).
Suppose γ0 : S
1 → su(2) ≃ R3 is a smooth closed curve with normal holo-
nomy R(−2pic0), h0 is a periodic h-frame along γ0 with
h−10 (h0)x =

 0 −r01 −r02r01 0 −c0
r2 c0 0

 .
Let φ0 ∈ SU(2) such that Ad(φ0)[δ] = h0(0), where δ = (a,−c, b). Assume
that q(x, t) is the solution of the periodic Cauchy problem for the NLS with
q(·, 0) = 12(r01 + ir02). Let E(x, t, λ) be a frame of the solution q of the
NLS such that E(0, 0, λ) = φ0, and η =
∂E
∂λE
−1|λ=c0/2. Then γ(x, t) =
η(x−c0t, t)+γ0(0) is a solution of γt = 12γx×γxx with initial data γ(·, 0) = γ0
and γ(x, t) is periodic in x.
6. Ba¨cklund transformations for the VFE
Ba¨cklund transformations (BT) for the NLS are well-known in the lit-
erature, they are either written in terms of a linear system or a system of
Ricatti equations. We have seen in section 4 that the Hasimoto transform
is a bijection. So it should be easy to translate the BT theory of the NLS
to the curve flow VFE. But the inverse of the Hasimoto transform is given
by the Pohlmeyer-Sym formula. This means that we need to know how the
frames are changing when we apply BT. But this was given in [34]. So we
can use Theorem 4.6 to construct BT for the VFE. We also give an algo-
rithm to construct infinitely many families of explicit solutions of the VFE
corresponding to pure soliton solutions of the NLS.
To use the Hasimoto transform and the BT for the NLS to construct BT
for the VFE, we need to have a formula for the frames of the new solution
q˜ obtained by applying BT to q. The BT constructed in [34] does have this
formula. We give a brief review next.
DISPERSIVE GEOMETRIC CURVE FLOWS 27
Given α ∈ C\R, a Hermitian projection pi of C2 (i.e., pi∗ = pi and pi2 = pi),
let
fα,π(λ) = I +
α− α¯
λ− αpi
⊥, (6.1)
where pi⊥ = I− pi. Then fα,π satisfies the SU(2)-reality condition, i.e.,
f−1α,π(λ) = fα,π(λ¯)
∗
.
Theorem 6.1. [Algebraic BT for NLS] ([34])
Let E(x, t, λ) be a frame of a solution u =
(
0 q
−q¯ 0
)
of the NLS, pi
the Hermitian projection of C2 onto Cv, and α ∈ C\R. Let v˜(x, t) =
E(x, t, α)−1(v), and p˜i(x, t) the Hermitian projection of C2 onto Cv˜. Then
u˜ = u + (α¯ − α)[p˜i, a] is a solution of the NLS. Moreover, E˜(x, t, λ) =
fα,π(λ)E(x, t, λ)f
−1
α,π˜(x,t)(λ) is a frame for u˜.
Note that the Hermitian projection pi of C2 onto C
(
y1
y2
)
is
pi =
1
|y1|2 + |y2|2
(|y1|2 y1y¯2
y¯1y2 |y2|2
)
.
Since E−1dE = θ2 and v˜(x, t) = E(x, t, α)
−1(v0) in Theorem 6.1, v˜ satisfies
the linear system dv˜ = −θ2(·, ·, α)v˜. So Theorem 6.1 gives the well-known
BT for the NLS in terms of the linear system for v˜:
Theorem 6.2. Let q be a solution of the NLS, α ∈ C\R, and v0 ∈ C2\0.
Then the following linear system for y : R2 → C2 has a unique solution with
y(0, 0) = v0, {
yx = −(αa+ u)y,
yt = −(α2a+ αu+Q−1(u))y,
(6.2)
where a = diag(i,−i), u =
(
0 q
−q¯ 0
)
, and Q−1(u) =
i
2
(−|q|2 qx
q¯x |q|2
)
.
Moreover, if y = (y1, y2)
t is a solution of (6.2), then
q˜ = q + 2i(α − α¯) y1y¯2||y||2 (6.3)
is again a solution of the NLS.
System (6.2) explicitly written down is

yx =
(
−iα −q
q¯ iα
)
y,
yt =
(
−iα2 + i2 |q|2 −αq − i2qx
αq¯ − i2 q¯x iα2 − i2 |q|2
)
y
(6.4)
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Next we review the classical relation between Ricatti equations and sys-
tems of linear first order equations. A direct computation shows that if(
y1
y2
)
x
=
(
A B
C −A
)(
y1
y2
)
, (6.5)
then p = y1y2 is a solution of
px = −Cp2 + 2Ap +B. (6.6)
Conversely, if p is a solution of (6.6) and z is a solution of zx = Cpz − Az
then y = (pz, z)t is a solution of (6.5). Combine these with Theorem 6.2
we obtain the following well-known BT as a system of compatible Ricatti
equations for p.
Theorem 6.3 (Analytic BT for NLS).
Let q be a solution of the NLS, and u =
(
0 q
−q¯ 0
)
, and α ∈ C\R a constant.
Then the following system of differential equations is solvable for p(x, t):
(BT)q,α
{
px = −q¯p2 − 2iαp − q,
pt = (
i
2 q¯x − αq¯)p2 + i(|q|2 − 2α2)p− (αq + i2qx).
(6.7)
Moreover, if p is a solution of (6.7), then q˜ = q + 2i(α − α¯) p1+|p|2 is again
a solution of the NLS.
In fact, BT comes from the action of the group of rational loops. First
we recall the generator theorem of Uhlenbeck.
Theorem 6.4. ([41]) The group Lr(GL(2)) of rational maps from C ∪
{∞} to GL(2,C) satisfying the SU(2)-reality condition f(λ¯)∗f(λ) = I2 and
f(∞) = I2 is generated by
{fα,π |α ∈ C\R, pi aHermitian projection of C2}.
Given a solution q of the NLS, we call the solution of
E−1Ex = aλ+ u, E
−1Et = aλ
2 + uλ+Q−1(u), E(0, 0, λ) = I,
the normalized frame of q.
Theorem 6.5. ([34]) Let E(x, t, λ) be the normalized frame of a solution
u =
(
0 q
−q¯ 0
)
of the NLS, and f ∈ Lr(GL(2)). Then there exist unique
E˜(x, t, λ) and f˜(x, t, λ) satisfying
f(λ)E(x, t, λ) = E˜(x, t, λ)f˜(x, t, λ),
such that E˜(x, t, λ) is holomorphic for λ ∈ C and f˜(x, t, ·) ∈ Lr(GL(2)).
Moreover,
(1) E˜−1E˜x = aλ + u˜, where u˜ = q˜e12 − q˜e21 and q˜ is a solution of the
NLS,
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(2) f ∗ q := q˜ defines an action of Lr(GL(2)) on the space of solutions
of the NLS,
(3) the solution q˜ constructed in Theorem 6.1 from the normalized frame
E of q is equal to fα,π ∗ q,
(4) if q : R2 → C is a smooth solution of the NLS such that q(x, t) is
rapidly decaying in x, then fα,π ∗ q is a smooth solution of the NLS
on R2 that is rapidly decaying in x.
The Permutability Theorem for BT is a consequence of the following
relation of generators of Lr(GL(2)).
Proposition 6.6. ([34]) Given α1, α2 ∈ C such that α1 6= α2, α¯2 and pii
Hermitian projections of C2 onto Vi for i = 1, 2. Let
W1 = fα2,π2(α1)(V1), W2 = fα1,π1(α2)(V2),
and τi the Hermitian projection of C
2 onto Wi for i = 1, 2. Then
fα1,τ1fα2,π2 = fα2,τ2fα1,π1 .
Theorem 6.7 (Permutability for BT). ([34])
Let α1, α2 ∈ C\R such that α1 6= α2, α¯2, q a solution of the NLS, p1 and
p2 solutions of (6.7) with parameter α1, α2 respectively. Let qi be the solu-
tion of the NLS constructed from pi, and p˜ii(x, t) the Hermitian projection
onto C(pi(x, t), 1)
t for i = 1, 2. Let τ˜1(x, t) and τ˜2(x, t) be the Hermitian
projections of C2 onto Cξ(x, t) and Cη(x, t) respectively, where
ξ(x, t) =
(
ξ1(x, t)
ξ2(x, t)
)
= fα2,π˜2(x,t)(α1)
(
p1(x, t)
1
)
,
η(x, t) =
(
η1(x, t)
η2(x, t)
)
= fα1,π˜1(x,t)(α2)
(
p2(x, t)
1
)
.
Then p˜1 = ξ1/ξ2 is a solution of (BT)q2,α1 , p˜2 = η1/η2 is a solution of
(BT)q1,α2 , and
q3 = q2 + 2i(α1 − α¯1) p˜1
1 + |p˜1|2 = q1 + 2i(α2 − α¯2)
p˜2
1 + |p˜2|2
is a solution of the NLS.
A direct computation implies that
p˜1 =
(α1 − α¯2)p1 + (α1 − α2)p1|p2|2 − (α2 − α¯2)p2
(α1 − α2) + (α1 − α¯2)|p2|2 − (α2 − α¯2)p1p¯2 ,
and p˜2 is given by the same formula but interchange the indices 1 and 2.
As a consequence of Theorems 4.3, 4.6, 4.9 and 6.1, we obtain the follow-
ing.
Theorem 6.8. Let γ(x, t) be a solution of γt =
1
2γx × γxx parametrized by
arc-length, and g, q, φ,E as in Theorem 4.9. Let α ∈ C\R, v0 ∈ C2\0, and
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p˜i(x, t) the projection of C2 onto Cy(x, t), where y =
(
y1
y2
)
= E(·, ·, α)−1(v0).
Let φ(x, t) = E(x, t, 0). Then
γ˜ = γ − (α− α¯)|α|2 φp˜i∗φ
−1
is a new solution of the ∗-MCF on R3, where p˜i∗ = p˜i − 12 I2 is the traceless
part of p˜i. Moreover, let φ˜ = φ(p˜i + αα¯ p˜i
⊥), and g˜ = Ad(φ˜)[δ], then we have
(i) g˜(·, t) is a p-frame along γ˜(·, t) with principal curvatures k˜1, k˜2,
(ii) q˜ = 12 (k˜1 + ik˜2) = q + 2i(α − α¯) y1y¯2|y1|2+|y2|2 is a solution of the NLS,
(iii) E˜(x, t, λ) = E(x, t, λ)f−1α,π˜(x,t)(λ) is a frame for γ˜.
Next use the p-frame g = (e0, e1, e2) = Ad(φ)[δ] and the solution y of the
linear system (6.2) to write the BT for the VFE.
Theorem 6.9. Let γ be a solution of γt =
1
2γx × γxx parametrized by the
arc-length parameter, g = (e0, e1, e2), ki(·, t) the principal curvature along
ei(·, t) for i = 1, 2, and q = 12 (k1 + ik2) the solution of NLS as in Theorem
4.3. Let α ∈ C\R, and y = (y1, y2)t a solution of (6.2). Then
γ˜ = γ +
Im(α)
||αy||2
(
(|y2|2 − |y1|2)e0 + (y1y¯2 + y¯1y2)e1 + 1
i
(y1y¯2 − y¯1y2)e2
)
(6.8)
is a solution of γt =
1
2γx × γxx.
BT for the VFE can also be written in terms of a system (6.7) for p: Let
γ be a solution of the VFE and p a solution of (6.7), and g = (e0, e1, e2), q
solution of the NLS as in Theorem 6.9. If p is a solution of (BT)q,α, then
γ˜ = γ +
Imα
|α|2(1 + |p|2)
(
(1− |p|2)e0 + (p+ p¯)e1 + 1
i
(p − p¯)e2
)
(6.9)
is a solution of the VFE.
Similarly, a permutability formula for BT of the ∗-MCF on R3 can be
written down as follows:
Theorem 6.10 (Permutability for the VFE).
Let γ, g = (e0, e1, e2) and q be as in Theorem 6.9. Let α1, α2 ∈ C\0 such
that α1 6= α2, α¯2, pi a solution of (BT)q,αi, and p˜ii the Hermitian projection
onto C(pi, 1)
t for i = 1, 2. Let φ : R2 → SU(2) such that g = Ad(φ)[δ],
φi = φ(p˜ii +
αi
α¯i
p˜i⊥i ), and
gi = (e
i
0, e
i
1, e
i
2) = Ad(φi)[δ]
for i = 1, 2. Let γi be the solution given by pi as in (6.9), i.e.,
γi = γ +
Im(αi)
|αi|2(1 + |pi|2)((1 − |pi|
2)e0 + 2Re(pi)e1 + 2Im(pi)e2),
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for i = 1, 2. Let p˜1, p˜2 be as in Theorem 6.7. Then
γ12 = γ1 +
Im(α2)
|α2|2(1 + |p˜2|2)((1− |p˜2|
2)e10 + 2Re(p˜2)e
1
1 + 2Im(p˜2)e
1
2)
= γ2 ++
Im(α1)
|α1|2(1 + |p˜1|2 ((1 − |p˜1|
2)e20 + 2Re(p˜1)e
2
1 + 2Im(p˜1)e
2
2)
is a solution of the VFE.
Remark 6.11 (Explicit solutions of the VFE).
Note that the straight line γ0(x, t) = ax is a stationary solution of the VFE,
γt =
1
2γx×γxx. The corresponding solution of the NLS is the trivial solution
q = 0. Since E(x, t, λ) = exp(a(λx+λ2t)) is the frame for the trivial solution
q = 0 of the NLS, we can apply Theorem 6.8 to the stationary solution γ0 to
obtain explicit solutions of the VFE corresponding to 1-soliton solutions of
the NLS. We can then either apply BT Theorem 6.8 repeatedly k times or
use the Permutability Theorem 6.10 for the VFE to obtain explicit solutions
of the VFE that correspond to the explicit pure k-soliton solutions of the
NLS.
7. The Hamiltonian aspects of the VFE
Let C = {γ ∈ C∞(R,R3) | ||γx|| = 1}, R(3) the group of rigid motions of
R
3, and V1 = {ye12 − y¯e21 | y ∈ C}. Let
y : C/R(3)→ C∞(R, V1)/S1
be the map defined by y([γ]) = [u], where u = qe12 − q¯e21 is constructed
as follows: Choose a p-frame g along γ = (e0, e1, e2), let ki be principal
curvature along ei for i = 1, 2. Then q =
1
2(k1 + ik2). Here [γ] and [u]
are the R(3)-orbit of γ and the S1-orbit of [u] respectively. It follows from
the existence and uniqueness of ordinary differential equations that y is a
bijection. Let Cs denote the subset of all γ ∈ C that have rapidly decay-
ing principal curvatures, and S(R, V1) the space of rapidly decaying maps
from R to V1. Then y maps Cs/R(3) bijectively onto S(R, V1)/S1. The
formulas (3.30) and (3.31) define two Poisson structures on S(R, V1). By
Proposition 3.9, {F1, F2}i is S1-invariant if F1, F2 are S1-invariant func-
tionals on S(R, V1). So these two Poisson structures are in fact defined on
S∞(R, V1)/S1 or on S1-invariant functionals on S(R, V1). Since y is a bi-
jection, the map F 7→ Fˆ = F ◦ y gives a bijection between the space of
S1-invariant functionals on S(R,C) and the R(3)-invariant functionals on
Cs. So the pull back of the Poisson structures { , }i on S(R,C) by y gives a
R(3)-invariant Poisson structure on Cs:
{F ◦ y,H ◦ y}∧i (γ) = {F,H}(y(γ)), i = 1, 2.
We have seen in section 4 that the VFE is invariant under the rigid motion
group R(3), the NLS is invariant under the action of S1, and the VFE
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flow corresponds to the NLS flow under y. So we can use y to translate
the Hamiltonian aspects of the NLS to get the Hamiltonian aspects of the
VFE. In particular, we write down the commuting conservation laws and
the higher commuting curve flows for the VFE.
Let Hj(u) = −1j
∮ 〈Q−j(u), a〉dx be as defined by (3.34), and Hˆj : C → R
the functional on Cs defined by Hˆj(γ) = Hj(u), where y([γ]) = [u], u =
qe12 − q¯e21, q = 12(k1 + ik1), and k1, k2 are principal curvatures defined by
a p-frame along γ. For example,
Hˆ1(γ) =
1
2
∮
|q|2dx = 1
8
∮
k2dx,
Hˆ2(γ) = −1
4
∮
Im(q¯qx)dx =
1
16
∮
k2τdx,
where q = 12(k1 + ik2), k1, k2 the principal curvatures with respect to a
p-frame, and k, τ the curvature and torsion of γ.
Next we use the map y to write down the curve flow that correspond to
the j-th flow in the SU(2)-hierarchy. Write q = 12 (q1 + iq2) and
Q−j(u) = A−j(q)a+B−j(q)b+ C−j(q)c,
where u = qe12 − q¯e21. For example, write q = q1 + iq2, then
Q0(u) = q1b+ q2c,
Q−1(u) = −1
2
|q|2a− 1
2
(q2)xb+
1
2
(q1)xc,
Q−2(u) =
1
2
Im(q¯qx)a− 1
4
((q1)xx + 2|q|2q1)b− 1
4
((q2)xx + 2|q|2q2)c.
For j ≥ 1, we call the following curve flow on R3 the j-th curves flow ,
γtj = A−(j−2)(q)e0 − C−(j−2)(q)e1 +B−(j−2)(q)e2, (7.1)
where q = 12(k1+ ik2) and k1, k2 are the principal curvatures with respect to
a p-frame (e0, e1, e2) along γ. Next we write the first four flows for 1 ≤ j ≤ 4
invariantly:
γt = γx, (7.2)
γt =
1
2
(e0 ×H(γ)), (7.3)
γt = −1
8
||H(γ)||2e0 − 1
4
∇⊥e0H(γ), (7.4)
γt =
1
8
k2τ e0 − 1
8
e0 × (∇⊥e0)2H(γ)−
||H(γ)||2
16
e0 ×H(γ), (7.5)
where e0 is the unit tangent to the curve and k, τ are the curvature and
torsion. Here we use the identity Im(q¯qx) = −14k2τ . Also note that e0× ξ =∗γ(ξ) for any normal field ξ along γ. The following proposition states that
the right hand side of (7.1) is independent of the choice of p-frames for all
j ≥ 1:
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Proposition 7.1. The flow (7.1) is a geometric curve flow, i.e., the right
hand side of (7.1) is independent of the choice of the p-frames.
Proof. if both (e0, e1, e2) and (e0, e˜1, e˜2) are p-frames along γ, then there is
a constant c ∈ R such that (e˜1, e˜2) = (e1, e2)R(c). Let ki and k˜i be the
principal curvatures of γ along ei and e˜i respectively. Then k˜1 + ik˜2 =
e−ic(k1+ ik2). So q˜ = e
−icq. Let u = qe12− q¯e21, and u˜ = q˜q12− q˜e21. Then
u˜ = e−ca/2ueca/2. By (3.35), Q−j(u˜) = e
−ca/2Q−j(u)e
ca/2. This implies that
Aj(q˜) = Aj(q) and
−Cj(q˜)e˜1 +Bj(q˜)e˜2 = −Cj(q)e1 +Bj(q)e2.
So the right hand side of (7.1) is independent of the choice of p-frames. 
Proposition 7.2. If a geometric curve flow written in terms of a p-frame
(e0, e1, e2) is γt =
∑2
i=0 ξi(k1, k2)ei, then the curve flow preserves the arc-
length parameter if and only if e0(ξ0) = k1ξ1 + k2ξ2.
Proof. Let s denote the arc-length parameter, then ξx = ||γx||ξs. We com-
pute directly to get
1
2
(〈γx, γx〉)t = 〈γxt, γx〉 = 〈(γt)x, γx〉
= ||γx||2〈(ξ0e0 + ξ1e1 + ξ2e2)s, e0〉 = ||γx||2((ξ0)s − k1ξ1 − k2ξ2).
This proves the claim. 
Corollary 7.3. The flow (7.1) preserves the arc-length parameter.
Proof. Equate the coefficient of a in (3.2),
(Q−j(u))x + [u,Q−j(u)] = [Q−(j+1)(u), a],
to get (A−j)s + C−jk1 − B−jk2 = 0. Since ξ0 = A−j, ξ1 = −C−j, and
ξ2 = B−j, we get (ξ0)s = k1ξ1 + k2ξ2. 
Use same proofs as in section 4 to get the following results for the j-th
curve flow.
(1) y maps bijectively solutions of the j-th curve flow (7.1) modulo R(3)
to solutions of the j-th flow in the SU(2)-hierarchy modulo the S1-
action.
(2) The j-th curve flow (7.1) is the Hamiltonian equation for Hˆj on Cs
with respect to { , }∧2 , and it is also the Hamiltonian equation for
Hˆj+1 with respect to { , }∧1 .
(3) These curve flows commute. In particular, the j-th flow commutes
with the ∗-MCF on R3.
(4) Ba¨cklund theory for the j-th curve flow can be worked out in a sim-
ilar manner. For example, Theorem 6.9 holds for the j-th curve flow
if we choose y to be a solution of the linear system dy = −θj(x, t, α)y,
where
θj = (aλ+ u)dx+ (aλ
j + uλj−1 +Q−1(u)λ
j−2 + · · · +Q−(j−1)(u))dt
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is the Lax pair (3.5) of the j-th flow in the SU(2)-hierarchy, where
a = diag(i,−i) and u = qe12 − q¯e21.
Note that changing the tangential component of the curve flow amounts
to changing parametrization of the curves. Let
Xj(γ) = A−(j−2)(q)e0 − C−(j−2)(q)e1 +B−(j−2)(q)e2,
and Yj(γ) = (Xj(γ))
⊥, the normal component of Xj(γ), i.e.,
Yj(γ) = −C−(j−2)(q)e1 +B−(j−2)(q)e2.
So the curve flow
γt = Yj(q) = −C−(j−2)(q)e1 +B−(j−2)(q)e2 (7.6)
geometrically is the same curve flow (7.1). In other words, the curve at time
t of a solution of (7.6) is the same curve at time t of (7.1) but with different
parametrization. For example, the curve flow (7.6) for 1 ≤ j ≤ 4 are
γt1 = γx, (7.7)
γt2 =
1
2
∗γ H(γ), (7.8)
γt3 = −
1
4
∇⊥e0H(γ), (7.9)
γt4 = −
1
16
∗γ (||H(γ)||2H(γ) + 2(∇⊥e0)2H(γ)). (7.10)
Note that (7.8) is the ∗-MCF and (7.9) is the geometric Airy flow. These
flows preserves total arc-length, so we can reparametrize the curves by the
arc-length and get the curve flow (7.1). In particular, we get the following.
Theorem 7.4. The geometric Airy flow (7.9) preserves total arc-length and
the normalized geometric Airy flow (7.4) preserves the arc-length parameter.
Moreover, the normalized Airy flow commutes with the VFE.
Remark 7.5. It is known that the odd flows in the SU(2)-hierarchy leaves
the condition q¯ = q invariant and the resulting hierarchy is the hierarchy
containing the mKdV for q : R2 → R, qt = −14(qxxx+6q2qx). The condition
that q is real means that the torsion τ of γ is zero if y([γ]) = [q]. So the
(2j+1)-th curve flow on R3 leaves plane curves invariant. For example, the
third flow (7.1) on R3 leaves the plan curves invariant and the curve flow on
the plane is
γt = −1
8
k2e0 − 1
4
e0(k)e1,
where k is the curvature of the plane curve. This is the normalized curve
flow for the geometric Airy flow on R2, γt = −14∇⊥e0H(γ(·, t)).
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8. The time-like ∗-MCF on R2,1
In this section, we explain the relation between the time-like ∗-MCF on
R
2,1 and the defocusing NLS and give Ba¨cklund transformations for this
curve flow.
Recall that
SU(1, 1) = {g ∈ SL(2,C) | g∗Jg = J}, where J = diag(1,−1),
su(1, 1) =
{(
ix z
z¯ −ix
)
|x ∈ R, z ∈ C
}
.
For time-like solution of the ∗-MCF on R2,1 we identify R2,1 as su(1, 1) as
follows: Let
〈X,Y 〉 = 1
2
tr(XY )
be the bi-linear on su(1, 1). Then
〈X,X〉 = −x2 + |z|2, for X =
(
ix z
z¯ −ix
)
.
Let
δ1 = (a, b, c), a = diag(i,−i), b =
(
0 1
1 0
)
, c =
(
0 i
−i 0
)
. (8.1)
Then δ1 is an ordered basis of su(1, 1) satisfying
−〈a, a〉 = 〈b, b〉 = 〈c, c〉 = 1, 〈a, b〉 = 〈a, c〉 = 〈b, c〉 = 0.
We identify su(1, 1) as R1,2 by
ax+ by + cz 7→ (x, y, z)t.
Let
D2 = diag(−1, 1, 1), SO(1, 2) = {A ∈ GL(3) |AtD2A = D2}.
Then
so(1, 2) =



 0 y1 y2y1 0 −y3
y2 y3 0

 ∣∣∣∣ y1, y2, y3 ∈ R

 .
Let Ad : SU(1, 1) → O(su(1, 1)) = SO(1, 2) be the Adjoint representation
of SU(1, 1) on su(1, 1), and
Ad(g)[δ1] = (gag
−1, gbg−1, gcg−1) ∈ SO(1, 2). (8.2)
The following theorem can be proved the same way as Theorem 4.3.
Theorem 8.1. If γ : R2 → R2,1 is a solution of the ∗-MCF on R2,1 such that
〈γx, γx〉 = −1 (so γ is a time-like solution), then there exists g = (e0, e1, e2) :
R
2 → SO(1, 2) such that
g−1gx =

 0 k1 k2k1 0 0
k2 0 0


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and q = 12 (k1+ ik2) is a solution of the defocusing NLS, qt =
i
2(qxx−2|q|2q).
Moreover, if g˜ : R2 → SO(1, 2) is another map satisfies these conditions,
then there exists a constant R(c) ∈ SO(2) such that g˜ = gdiag(1, R(c)) and
the corresponding k˜1, k˜2 satisfies k˜1 + k˜2 = e
−ic(k1 + ik2).
Remark 8.2. Let
R1(3) = Iso(R
2,1) = SO(1, 2) ⋉R2,1,
C1 = {γ ∈ C∞(R,R2,1) | 〈γx, γx〉 = −1},
V2 = {ye12 + y¯e21 | y ∈ C}.
Theorem 8.1 associate to each solution γ of the time-like ∗-MCF an S1-
orbit of solutions of the defocusing NLS. Moreover, if γ2 = φ ◦ g1 for some
φ ∈ R1(3), then the S1-orbits of solutions of the defocusing NLS associated
to γ1 and γ2 are the same. Let Ψ1 denote the map from the orbit space of the
space of solutions of the time-like ∗-MCF on R2,1 under the action of R1(3)
and the orbit space of the space of solutions of the defocusing NLS under
the action of S1 defined by Ψ([γ]) = [u], where u = qe12 + q¯e21 is a solution
of the defocusing NLS associated to γ obtained in Theorem 8.1. Then Ψ1 is
a well-defined map and is one to one. The same proof of 4.6 implies that if q
is a solution of the defocusing NLS and E(x, t, λ) the normalized frame for
u = qe12 + q¯e21, then α =
∂E
∂λE
−1|λ=0 is a solution of the time-like ∗-MCF
on su(1, 1) ≃ R2,1 and Ψ1([α]) = [u]. This shows that Ψ1 is a bijection and
is the analogous Hasimoto transform for the time-like ∗-MCF on R2,1.
To construct BT for the time-like ∗-MCF on R2,1, we need to construct
Ba¨cklund transformations for the SU(1, 1)-hierarchy. First we write down
the projection of C2 with respect to the bi-linear form 〈 , 〉1 on C2 defined
by
〈X,Y 〉1 = X∗JY, J = diag(1,−1).
The Adjont of a linear operator A : C2 → C2 is
A♯ = JA∗J.
(Recall that the Adjoint of A is defined by 〈AX,Y 〉1 = 〈X,A♯Y 〉1 for all
X,Y ∈ C2). Let pi ∈ GL(2,C) satisfying
pi♯ = pi, pi2 = pi. (8.3)
Let pi⊥ = I− pi.
If pi satisfies (8.3) and v such that Im(pi) = Cv and 〈v, v〉1 6= 0, then
pi =
1
〈v, v〉1 vv
∗J. (8.4)
We call such pi the projection onto Cv (note that (8.4) only works when
〈v, v〉1 6= 0).
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Let fα,π(λ) = I+
α−α¯
λ−αpi
⊥ be defined by the same formula (6.1) with pi sat-
isfying (8.3). A direct computation implies that fα,π satisfies the SU(1, 1)-
reality condition,
Jf(λ¯)∗J = f(λ)−1.
BT for the defocusing NLS can be proved in a similar way as the focusing
NLS. We summarize the result in the next theorem.
Theorem 8.3. Let q be a solution of the defocusing NLS, qt =
i
2(qxx −
2|q|2q), and E(x, t, λ) a frame of q. Let α ∈ C\R, v0 ∈ C2\0 with 〈v0, v0〉1 6=
0, and pi = 1〈v0,v0〉1 v0v
∗
0J . If
y(x, t) = (y1(x, t), y2(x, t))
t := E(x, t, α)−1(α)
is not a null vector for all (x, t) in an open subset O0 of R2, Then we have
the following.
(i) q˜ = q−2i(α−α¯) y1y¯2
|y1|2−|y2|2
is a solution of the defocusing NLS defined
on O0.
(ii) E˜(x, t, λ) = fα,π(λ)E(x, t, λ)fα,π˜(x,t)(λ)
−1 is a frame for q˜, where
p˜i = 1|y1|2−|y2|2 yy
∗J .
(iii) y satisfies dy = −θ2(·, ·, α)y, where
θ2 = (aλ+ u)dx+ (aλ
2 + uλ+Q−1(u))dt,
a = diag(i,−i), u =
(
0 q
q¯ 0
)
, and Q−1(u) =
i
2
( |q|2 qx
−q¯x −|q|2
)
; i.e.,


yx = −
(
iα q
q¯ −iα
)
y,
yt = −
(
iα2 + i2 |q|2 αq + i2qx
αq¯ − i2 q¯x −iα2 − i2 |q|2
)
y.
(8.5)
Moreover, if y is a solution of (8.5), then the formula of q˜ given in
(i) is a solution of the defocusing NLS.
(iv) The following system for p is solvable,{
px = q¯p
2 − 2iαp − q,
pt = (αq¯ − i2 q¯x)p2 − i(2α2 + |q|2)p− (αq + i2qx).
. (8.6)
Moreover, if p is a solution of (8.6), then q˜ = q − 2i(α− α¯) p
|p|2−1
is
a solution of the defocusing NLS.
Since 〈y(x, t), y(x, t)〉1 may be zero at some points, BT of a smooth so-
lution q : R2 → C of the defocusing NLS may develop singularities (for
examples, cf. [34]).
Ba¨cklund transformations for the time-like ∗-MCF on R2,1 can be con-
structed in a similar manner as in Theorem 6.9 and we get the following.
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Theorem 8.4. Let γ be a solution of the time-like ∗-MCF, γ = 12 ∗γ H(γ),
on R2,1, g = (e0, e1, e2), and q the solution of the defocusing NLS as in
Theorem 8.1. Let α ∈ C\R, and y = (y1, y2)t a solution of (8.5). Then
γ˜ = γ +
Im(α)
|α|2||y||21
( |y1|2 + |y2|2
2
e0 − (y1y¯2 + y¯1y2)e1 + 1
i
(y1y¯2 − y¯1y2)e2
)
is a solution of the time-like ∗-MCF on R2,1, where ||y||21 = |y1|2 − |y2|2.
Permutability formula for BT and explicit soliton solutions for the time-
like ∗-MCF can be obtained similarly as for the ∗-MCF on R3.
9. Space-like ∗-MCF on R2,1
The outline of this section:
(a) We show that the differential invariants of solutions of the space-
like ∗-MCF on R2,1 satisfy the second flow of the SL(2,R)-hierarchy
and use the Ba¨cklund transformations of the SL(2,R)-hierarchy to
construct Ba¨cklund transformations for the space-like ∗-MCF.
(b) We note that the space-like normalized geometric Airy flow on R2,1
preserves the setM0 of all space-like curves in R2,1 parametrized by
arc-length and the principal curvature along one null parallel normal
field is constant. Then the principal curvature along the other null
parallel normal field satisfies the KdV. So the normalized geometric
Airy flow onM0 gives a natural geometric interpretation of the KdV.
We use the BT for the KdV to construct BT for this restricted curve
flow.
For space-like solution of the ∗-MCF on R2,1, we identify R2,1 as sl(2,R)
with
〈X,Y 〉 = 1
2
tr(XY ).
Then
〈X,X〉 = x21 + x2x3, for X =
(
x1 x2
x3 −x1
)
∈ sl(2,R).
Let
a = diag(1,−1), b =
(
0 1
0 0
)
, c =
(
0 0
1 0
)
. (9.1)
Then (a, b, c) is an ordered base of sl(2,R) satisfying
〈a, a〉 = 1, 〈b, c〉 = 1
2
, 〈b, b〉 = 〈c, c〉 = 0,
[a, b] = 2b, [a, c] = −2c, [b, c] = a.
We identify sl(2,R) as R2,1 by xa + yb + zc 7→ (x, y, z)t with the bi-linear
form x2 + yz.
Recall that the Hodge star operator on a two dimension Lorentzian space
(V, 〈, 〉) is defined as follows: Let (e1, e2) be an ordered orthonormal basis
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of V , i.e., 〈e1, e2〉 = 0, 〈e1, e1〉 = −〈e2, e2〉 = 1. The Hodge star operator
∗ : V → V is defined by
v1 ∧ (∗v2) = 〈v1, v2〉e1 ∧ e2
for all v1, v2 ∈ V . It can be checked that
∗(e1) = e2, ∗(e2) = e1.
So the Hodge star operator on the Lorentzian plane spanned by b, c is
∗ b = b, ∗c = −c. (9.2)
Since ∗ on C ≃ R2 is the rotation by pi/2 or the multiplication by i = √−1.
So ∗ can be viewed as an analogue of the multiplication by i in R1,1.
Let
D3 =

1 0 00 0 12
0 12 0

 , (9.3)
O(3,D3) = {A ∈ GL(3,R) |AtD3A = D3}. (9.4)
Then the Lie algebra of O(3,D3) is
o(3,D3) =



 0 −12r2 −12r1r1 r3 0
r2 0 −r3

 ∣∣∣∣ r1, r2, r3 ∈ R

 .
If γ : R → sl(2,R) is a space-like curve parametrized by the arc-length,
then there is g = (e0, e1, e2) : R→ O(3,D3) such that e0 = γx and
g−1gx =

 0 −k22 −k12k1 0 0
k2 0 0

 .
So (e1, e2) is a parallel null frame for the normal bundle ν(γ). We call such g
a null p-frame for the space-like curve γ, and ki the principal curvature of γ
along the null parallel normal ei for i = 1, 2. Note that the mean curvature
vector is H(γ) = (e0)x = k1e1 + k2e2. Again a proof similar to that of
Theorem 4.3 gives
Theorem 9.1. Suppose γ : R2 → R2,1 is a space-like solution of the ∗-
MCF on R2,1, γ = −12 ∗γ H(γ), parametrized by arc-length. Then there is
g = (e0, e1, e2) : R
2 → O(3,D3) such that
(i) g(·, t) is a null p-frame along γ(·, t) for all t, and

g−1gx =

 0 −
k2
2 −k12
k1 0 0
k2 0 0

 ,
g−1gt =
1
4

 0 −k
′
2 k
′
1
−2k′1 k1k2 0
2k′2 0 −k1k2

 ,
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(ii) q = −k12 and r = k22 satisfies the 2nd flow of the SL(2,R)-hierarchy,
i.e., {
qt = −12(qxx − 2q2r),
rt =
1
2(rxx − 2qr2).
(9.5)
Moreover, if g˜ : R2 → O(3,D3) also satisfies (i) and (ii), then there is a
constant c ∈ R\0 such that g˜ = gdiag(1, c, c−1) and the corresponding null
principal curvatures are related by k˜1 = c
−1k1 and k˜2 = ck2.
Remark 9.2. If (e0, e1, e2) is a null p-frame along γ and c ∈ R a non-zero
constant, then (e0, ce1,
1
ce2) is also a null p-frame and the corresponding
null principal curvatures are related by k˜1 = ck1 and k˜2 =
1
ck2. In fact,
if (e0, e1, e2) is a null p-frame along γ then (γ, e0, e1, e2) is a (O(1, 1), V )
moving frame along γ, where O(1, 1) = {diag(c, 1c ) | c ∈ R\0} and V =
e21+R(e32− 12e24)⊕R(e42− 12e23). Here we embed the Lie algebra of R1(3)
as the following subalgebra of gl(4,R),{(
0 0
y A
) ∣∣∣∣ y ∈ R3, A ∈ o(3,D3)
}
.
Remark 9.3. Theorem 9.1 associate to each solution γ of the space-like
∗-MCF on R2,1 an O(1, 1)-orbit of solutions of (9.5). The Pohlmeyer-Sym
construction give the converse (the proof is the same as for the VFE). Let
Ψ2 denote the map from the orbit space of solutions of space-like ∗-MCF
on R2,1 parametrized by arc-length under the rigid motion group R1(3) to
the orbit space of solutions of (9.5) under the action of O(1, 1) defined by
Ψ2([γ]) = [u], where u = qe12+re21 is a solution associated to γ in Theorem
9.1. Then Ψ2 is a bijection and is the analogous Hasimoto transform for the
space-like ∗-MCF on R2,1.
Next we review the BT for the SL(2,R) hierarchy constructed in [34].
Let α1, α2 ∈ R, {v1, v2} a basis of R2, pi the projection of R2 onto Rv1 along
Rv2, and pi
′ = I− pi. Let
hα1,α2,π(λ) = I +
α1 − α2
λ− α1 pi
′.
A direct computation shows that
hα1,α2,π(λ)
−1 = I +
α2 − α1
λ− α2 pi
′.
Note that the projection of pi of R2 onto R
(
y1
y2
)
along R
(
y3
y4
)
is
pi =
1
y1y4 − y2y3
(
y1y4 −y1y3
y2y4 −y2y3
)
.
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Theorem 9.4. ([34]) Let u = qe12 + re21 be a solution of the second flow
(9.5) in the SL(2,R)-hierarchy, and α ∈ R a constant. Then

ξx = −
(
α q
r −α
)
ξ,
ξt = −
(
α2 − 12qr αq − 12qx
αr + 12rx −α2 + 12qr
)
ξ,
(9.6)
is solvable. Moreover, suppose α1 6= α2 and ξ1 =
(
y1
y2
)
and ξ2 =
(
y3
y4
)
be solutions of (9.6) with α = α1 and α2 respectively. If ξ1, ξ2 are linearly
independent, then {
q˜ = q − 2(α1−α2)det(Y ) y1y3,
r˜ = r − 2(α1−α2)det(Y ) y2y4,
where Y = (ξ1, ξ2) =
(
y1 y3
y2 y4
)
.
Theorem 9.5. Let γ be a space-like solution of the ∗-MCF on R2,1, γt =
−12 ∗γ H(γ), parametrized by arc-length, g = (e0, e1, e2), and q, r solution of
the second flow (9.5) of the SL(2,R)-hierarchy as in Theorem 9.1. Given
α1, α2 ∈ R, let Y =
(
y1 y3
y2 y4
)
be as in Theorem 9.4, then
γ˜ = γ +
(
1
α1
− 1
α2
)
1
det(Y )
(
y1y4 + y2y3
2
e0 − y1y3e1 + y2y4e2
)
is a solution of the space-like ∗-MCF on R3.
Next we discuss the space-like normalized geometric Airy flow on R2,1. A
similar proof as for the geometric Airy flow on R3 gives the following.
Theorem 9.6. If γ is a solution of the space-like normalized geometric Airy
flow on R2,1,
γt =
1
8
〈H(γ),H(γ)〉e0 + 1
4
∇⊥e0H(γ), (9.7)
then there is g = (e0, e1, e2) : R
2 → O(3,D3) such that g(·, t) is a null
p-frame along γ(·, t) with principal curvatures k1, k2. Then q = −k12 and
r = 12k2 satisfy the third flow of the SL(2,R)-hierarchy, i.e.,{
qt =
1
4(qxxx − 6qrqx),
rt =
1
4 (rxxx − 6qrrx).
(9.8)
It is known that (9.8) leaves the condition r = 1 invariant. Since r = 1
means k2 = 2 in the above theorem, the space-like geometric Airy flow (9.7)
leaves the space curve with k2 being a constant function invariant. So we
obtain the following.
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Theorem 9.7. Let M0 denote the set of γ : R → R2,1 such that ||γx|| = 1
and the principal curvature along one null parallel normal field is constant.
Then the space-like normalized geometric Airy flow (9.7) on R2,1 leaves M0
invariant. Moreover, if γ is a solution of (9.7) on M0, then there is g =
(e0, e1, e2) : R
2 → O(3,D3) satisfying
(i) g(·, t) is a null p-frame for γ(·, t) and
g−1gx = k1(e21 − 1
2
e13) + 2(e31 − 1
2
e12),
(so the null principal curvature k2 along e2 is equal to 2),
(ii) q = −12k1 satisfies the KdV, qt = 14(qxxx − 6qqx).
Hence the restriction of the normalized space-like geometric Airy flow
(9.7) on R2,1 to M0 gives a natural geometric interpretation of the KdV.
Ba¨cklund transformations for the KdV were constructed in several places.
The version we need to use to construct BT for the curve flow (9.7) on M0
is proved in [34]. Given ξ, k ∈ R, let
rξ,k(λ) = aλ+
(
ξ ξ2 − k2
1 ξ
)
, a = diag(1,−1).
Then we have
rξ,k(λ)
−1 =
r−ξ,k(λ)
λ2 − k2 .
Recall that the Lax pair for a solution q of the KdV is
θ3 = (aλ+ u)dx+ (aλ
3 + uλ2 +Q−1(u)λ+Q−2(u))dt,
where a = diag(1,−1), u =
(
0 q
1 0
)
, and
Q−1(u) =
1
2
(−q −qx
0 q
)
, Q−2(u) =
1
4
(
qx qxx − 2q2
−2q −qx
)
.
A frame E(x, t, λ) of a solution q of the KdV is a solution of E−1dE = θ3
and E satisfies the KdV reality condition,{
E(x, t, λ¯) = E(x, t, λ),
φ(λ)−1E(x, t, λ)φ(λ) is an even function of λ,
(9.9)
where φ(λ) =
(
1 λ
0 1
)
.
Theorem 9.8. ([34]) Let E(x, t, λ) be a frame of the solution q of the KdV,
c, ξ ∈ R, and (
y1(x, t)
y2(x, t)
)
= E(x, t, c)−1
(
c− ξ
1
)
.
If y2 6= 0, let ξ˜ = c− y1y2 , then
q˜ = −q + 2(ξ˜2 − c2)
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is a solution of the KdV. Moreover,
E˜(x, t, λ) =
1
λ2 − c2 rξ,c(λ)E(x, t, λ)r−ξ˜(x,t),c(λ)
is a frame for the solution q˜.
As a consequence we obtain BT for space-like normalized geometric Airy
flow M0.
Theorem 9.9. Let γ be a solution of (9.7) on M0, g = (e0, e1, e2) with
principal curvatures k1, k2 = 2, and q = −12k1 a solution of the KdV as in
Theorem 9.7. Given a constant c ∈ R\0, then the following linear system
for y is solvable,

yx = −
(
c q
1 −c
)
y,
yt = −
(
c3 − c2q + 14qx c2q − c2qx + 14(qxx − 2q2)
c2 − 12q −c3 + c2q − 14qx
)
y.
(9.10)
Moreover, if y = (y1, y2)
t is a solution of (9.10), then
γ˜ = γ +
1
c2
(−ξ˜e0 + (c2 − ξ˜2)e1 + e2)
is a solution of (9.7) on M0, where ξ˜ = c− y1y2
10. Constructing integrable curve flows from Lax pairs
In this section we explain how to use the Lax pair of a soliton equation
to construct a geometric curve flow on a homogeneous space such that the
evolution equation of its differential invariants is a soliton equation. We see
that the ∗-MCF and the geometric Airy flow come up naturally this way.
This method also gives the shape operator curve flow on Adjoint orbits, the
Schro¨dingier flow on compact Hermitian symmetric spaces, and the central
affine curve flows on Rn\0.
We first review the G-hierarchy and its various restrictions (cf. [10], [28],
[34]).
The (G, a)-hierarchy
Let G be a complex simple Lie group, G its Lie algebra, and a ∈ G.
Let G⊥a denote the subspace perpendicular to the centralizer Ga in G with
respect to the Killing form. The (G, a)-hierarchy is the collection of flows
on C∞(R,G⊥a ) defined as follows: It is known (cf., [28], [34]) that given a
smooth u : R→ G⊥a , there is a unique Q(u, λ) ∈ C∞(R,G) satisfying
[∂x + aλ+ u,Q(u, λ)] = 0, (10.1)
Q(u, λ) is conjugate to aλ, and the power series expansion of Q(u, λ) in λ is
Q(u, λ) = aλ+ u+Q−1(u)λ
−1 +Q−2(u)λ
−2 + · · · .
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Moreover, entries of Q−j(u) are differential polynomial of u. Let b ∈ G such
that b = φ(a) for some analytic function φ. The flow in the (G, a)-hierarchy
defined by bλj is
ut = [∂x + aλ+ u,Qb,−(j−1)(u)], (10.2)
where Qb,−i(u) is the coefficient of λ
−i of the power series expansion of
φ(Q(u, λ)λ−1)λj. The Lax pair of (10.2) is
θ = (aλ+ u)dx+
(
bλj +
j−1∑
i=0
Qb,−iλ
j−1−i(u)
)
dt. (10.3)
The (G,σ, a)-hierarchy
Let σ be an involution of G such that the induced Lie algebra involution
σ∗ on G is complex linear, and G0 and G1 the eigenspace of σ∗ with eigenvalue
1,−1 respectively. Then G = G0 ⊕ G1. If a ∈ G1, then the (G, a)-hierarchy
leaves C∞(R, [a,G1]) invariant and Q(u, λ) satisfies the σ∗ reality condition,
σ∗(Q(u,−λ)) = Q(u, λ).
The restriction of the flows in the (G, a)-hierarchy to C∞(R, [a,G1]) is the
(G,σ, a)-hierarchy .
The (U, a)-hierarchy
Let τ be an involution of G such that the induced involution τ∗ on the Lie
algebra G is conjugate linear. The fixed point set U of τ in G is a real form
of G. It is known that if a ∈ U , then the (G, a)-hierarchy leaves C∞(R,U⊥a )
invariant, where U⊥a is the orthogonal complement of the centralizer Ua in
U . Moreover, Qb,−i(u) ∈ U . The restriction of flows of the (G, a)-hierarchy
to C∞(R,U⊥a ) gives the (U, a)-hierarchy .
The Lax pair of flow (10.2) for u : R2 → U⊥a is given by the same formula
(10.3) and satisfies the U -reality condition,
τ∗(θ(x, t, λ¯)) = θ(x, t, λ).
A frame E of a solution u : R2 → U⊥a of (10.2) is the solution of E−1dE = θλ
satisfying the U -reality condition
τ(E(x, t, λ¯)) = E(x, t, λ).
The ( UK , a)-hierarchy
Let U be the real form defined by the involution τ , and σ an involution
of G such that σ∗ is complex linear and στ = τσ. Let K be the fixed point
set of σ in U , and U = K + P the Cartan decomposition (i.e., P is the −1
eigenspace of σ∗ on U). If a ∈ P, then the flows in the (U , a)-hierarchy leaves
C∞(R, [a,P]) invariant and the resulting hierarchy is the ( UK , a)-hierarchy.
The Lax pair (10.3) for u : R2 → [a,P] satisfies the UK -reality condition,
σ∗(θ(x, t,−λ)) = θ(x, t, λ), τ∗(θ(x, t, λ¯)) = θ(x, t, λ).
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A solution E of E−1dE is a frame of a solution u of the ( UK , a)-hierarchy if
E satisfies the UK -reality condition
σ(E(x, t,−λ)) = E(x, t, λ) = τ(E(x, t, λ¯)).
Example 10.1. The 2×2 AKNS, the SU(2), the SU(1, 1), and the SL(2,R)
hierarchies given in section 3 are the
(SL(2,C), a), (SU(2), a), (SU(1, 1), a), (SL(2,R), a1)
hierarchies respectively, where a = diag(i,−i) and a1 = diag(1,−1).
Example 10.2. Suppose a ∈ G is regular, i.e., Ga = A is a Cartan subalge-
bra of G. The flow in the (G, a)-hierarchy generated by bλ for b ∈ A is the
following n-wave equation defined by G for u : R2 → A⊥,
ut = ad(b)ad(a)
−1(ux) + [u, ad(b)ad(a)
−1(u)]. (10.4)
Integrable curve flows on Adjoint orbits
We give a general method of using the Lax pair of a soliton equation to
construct curve flows on the Adjoint U -orbit M at a in U whose differential
invariants satisfies the given soliton equation. For the (U, a)-hierarchy, we
have the following (cf. [TU06], [TerTho01])
(i) Given a solution u of (10.2) of the (U, a)-hierarchy, let g : R2 → U
be a solution of {
g−1gx = u,
g−1gt = Qb,−(j−1)(u),
(10.5)
i.e., g is a parallel frame for the flat connection θ(·, ·, 0), the Lax pair
(10.3) at λ = 0. Set
γ(x, t) = g(x, t)ag−1(x, t).
Then γ(·, t) is a curve on M = Ad(U)(a) for all t and g(·, t) is an
Adjoint moving frame along γ(·, t), and u = g−1gx ∈ U⊥a is the
differential invariants (see Example 2.6).
(ii) The second equation of (10.5) implies that
γt = g[Qb,−(j−1)(u), a]g
−1. (10.6)
Note that this curve flow does not preserve the arc-length and has no
special parameters. So the number of differential invariants defined
by the Adjoint moving frame should equal to dim(M).
(iii) Since entries of Qb,−(j−1)(u) are differential polynomials in u, the
right hand side of (10.6) is a quantity written purely in terms of the
moving frame and the differential invariants of a curve. We use the
same proof as for the SU(2)-hierarchy to see that
Q(huh−1) = hQ(u)h−1
for a constant h ∈ Ua and u ∈ C∞(R,U⊥a ). So Ua acts on the space
of solutions of (10.2) of the (U, a)-hierarchy. It can be checked that
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the right hand side of (10.6) is independent of the choice of Adjoint
moving frames. So (10.6) is a geometric curve flow on the Adjoint
orbit M .
(iv) Conversely, given a solution γ : R2 →M of the curve flow (10.6) on
M , it was proved in [36] and [31] that there is g : R2 → U such that
g(·, t) is an Adjoint frame of γ(·, t) and u := g−1gx is a solution of the
(10.2) of the (U, a)-hierarchy. Moreover, [γ] 7→ [u] is a bijection from
the orbit space of solutions of the curve flow (10.6) under the action
of U and the orbit space of solutions of (10.2) under the action of
Ua.
This construction gives natural integrable curve flows on Adjoint U -orbits.
For example,
⋄ if a ∈ U is regular, then the flow (10.2) in the (U, a)-hierarchy defined
by bλ is the n-wave equation (10.4) and the curve flow (10.6) is the
shape operator curve flow γt = Abˆ(γx) on principal Adjoint orbit
M = Ad(U)(a) in U (cf. [12], [31]), where bˆ is the normal field on
M defined by bˆ(gag−1) = gbg−1.
⋄ if U is compact and a ∈ U such that ad(a)2 = −id on U⊥a , thenM =
Ad(U)(a) is a Hermitian symmetric space. The flow in the (U, a)-
hierarchy generated by aλ2 is the UUa -NLS hierarchy constructed in
[13]. It was proved in [36] that the curve flow (10.6) for aλ2 on M
is the Schrd¨ingier flow on the Hermitian symmetric space M .
Integrable curve flow on U with constraint
We explain below a method for constructing integrable curve flows on
the flat space U with constraint from the soliton equation (10.2) of the
(U, a)-hierarchy, where U is a compact Lie group, 〈a, a〉 = 1, and 〈 , 〉 is an
ad-invariant inner product on U .
(a) Let E be a frame of a solution u of (10.2) in the (U, a)-hierarchy
defined by bλj, and γ = ∂E∂λE
−1|λ=0. A direct computation as for
Theorem 4.6 shows that
γx = φaφ
−1, (10.7)
γt = φQb,−(j−2)(u)φ
−1, (10.8)
where φ(x, t) = E(x, t, 0). So
φ−1φx = u, φ
−1φt = Qb,−(j−1)(u), (10.9)
where u ∈ U⊥a . Let a0 = a, . . . , am be an orthonormal basis of U⊥a
with respect to 〈 , 〉 of U . Let ei = φaiφ−1 for 0 ≤ i ≤ m. Then
g = (e0, . . . , em) is an orthonormal frame along γ with e0 = γx. It
follows from (10.9) that we have
(ei)x = φ[u, ai]φ
−1
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for all 0 ≤ i ≤ m. So we can use Lie theory to write down the metric
invariants of the curve in terms of u = φ−1φx.
(b) Write φQb,−(j−2)(u)φ
−1 in terms of g and the metric invariants and
show that it is a geometric quantity (i.e., independent of the choice
of frames). Note that the curve flow (10.8) is only defined on
Ma = {γ : R→ U | ||γx|| = 1, γx ∈ Ad(U)(a)}. (10.10)
The constraint condition γx ∈ Ad(U)(a) implies that we only expect
the number of local invariants of γ should be (m+1) functions where
m + 1 = dim(U⊥a ). Note that the metric invariants are given by u
which is a U⊥a valued function, so the number of local invariants for
γ ∈ Ma is correct.
(c) The map Φ from the orbit space of of (10.2) under the action of Ua
to the orbit space of solutions the curve flow (10.8) under the action
of U defined by Φ([u]) = [γ] is well-defined.
(d) If the map Φ is a bijection, then we can use soliton theory of the
(U, a)-hierarchy to study the curve flow (10.8) on Ma.
The following are some known results.
(1) If γ is a solution of the curve flow (10.8) on Ma then α = γx is a
solution of (10.6) on the Adjoint orbit Ad(U)(a).
(2) The methods described above can be applied to the (U, a)-hierarchy
and the ( UK , a)-hierarchy as well.
(3) We have carried out the above program for curves in U in this paper
when the rank of U is one. In this case, the class of curves Ma is
the space of all curves parametrized by arc-length. So the curve flow
(10.8) is a flow on all immersed curves on U . In fact, this is how the
∗-MCF and the geometric Airy flow are discovered.
(4) Thorbergsson and the author use this method in [32] to show that
the third curve flow (10.8) constructed from (Sn, a)-hierarchy is the
normalized geometric Airy flow on Rn. New integrable curve flows
on Cn and Hn whose differential invariants satisfy the flows in the
(CPn, a)- and the (HPn, a)- hierarchies are also studied in [32].
(5) When UK is a Hermitian symmetric space, the curve flow (10.8) onMa was studied in [19].
Central affine curve flows on Rn\0
Drinfeld-Sokolov constructed in [10] a KdV type hierarchy for each affine
Kac-Moody algebra and showed that the one associated to Aˆ
(1)
1 is the KdV
hierarchy and the one associated to Aˆ
(1)
n−1 for n > 2 is the Gelfand-Dickey
hierarchy. The Lax pair for KdV used in [10] is
Θ(· · · , z) =
(
0 q + z
1 0
)
dx+
(
1
4qx z
2 + q2z +
1
4(qxx − 2q2)
z − 12q −14qx
)
dt.
(10.11)
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This is gauge equivalent to the Lax pair θ given by (3.28). In fact,
φ(λ)θ(x, t, λ)φ(λ)−1 = Θ(x, t, λ2),
where φ =
(
1 λ
0 1
)
. Let q be a solution of the KdV, and g : R2 → SL(2,R)
a parallel frame for Θ(· · · , 0), i.e.,

g−1gx =
(
0 q
1 0
)
,
g−1gt =
(
qx
4
1
4 (qxx − 2q2)
−12q −14qx
)
.
(10.12)
Let γ denote the first column of g. Then the first equation of (10.12) implies
that g = (γ, γx) and γxx = qγ. It follows from Example 2.5 that γ(·, t) is a
curve on R2\0 parametrized by the central affine arc-length parameter, g(·, t)
is the central affine moving frame along γ(·, t), and q(·, t) is the central affine
curvature of γ(·, t) for all t. The second equation of (10.12) implies that
γt =
1
4
qxγ − 1
2
qγx. (10.13)
This is the curve flow on R2\0 considered by Pinkall in [26]. It can be checked
that q 7→ γ is a bijection from the space of solutions of the KdV to the space
of solutions of the curve flow (10.13) on R2\0 parametrized by the central
affine arc-length parameter. There have been several works on the curve flow
(10.13) on R2\0 concerning the higher flows and the bi-Hamiltonian struc-
ture (cf. [7], [14], [15], [38]). Wu and the author also constructed Ba¨cklund
transformations and proved the periodic Cauchy problem for (10.13) has
long time existence in [38].
Note that the two gauge equivalent Lax pairs of the KdV give rise to two
different geometric interpretations of the KdV: One as space-like geometric
Airy flow on R2,1 with constant principal curvature along a null parallel
normal field and the other as the central affine curve flow on R2\0.
The Lax pair of the second flow in the A
(1)
n−1-KdV hierarchy for n > 2 is
of the form,
θ = (aλ+ b+ u)dx+ ((e1,n−1 + e2,n)λ+ Z2,0(u))dt,
where b =
∑n−1
i=1 bi+1,i and u =
∑n−1
i=1 uiein. Let g be a solution of
g−1gx = b+ u, g
−1gt = Z2,0(u), (10.14)
and γ the first column of g. The first equation of (10.14) implies that
γ ∈ Mn(R), g = (γ, γx, . . . , γ(n−1)x ) is the central affine moving frame along
γ, and u1, . . . , un−1 are the central affine curvatures, whereMn(R) is defined
in Example 2.5. We use the second equation of (10.14) to write down the
following curve flow on Rn\0 and show that its central affine curvatures
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satisfies the 2nd flow in the A
(1)
n−1-KdV hierarchy,
γt = − 2
n
un−1γ + γxx. (10.15)
Higher order commuting central affine curve flows and a Poisson structure for
(10.15) on R3\0 were given in [8]. A bi-Hamiltonian structure, higher order
curve flows, and global periodic Cauchy problem for (10.15) on Rn\0 are
given in [39]. Ba¨cklund transformations for (10.15) on Rn\0 are constructed
in [40].
Since the ∗-MCF and the geometric Airy flow on R3 and R2,1 are inte-
grable, the following questions arise naturally:
• Does the periodic Cauchy problem of the the ∗-MCF on (N3, g) have
long time existence?
• Does the periodic Cauchy problem of the geometric Airy flow on a
complete Riemannian manifold have long time existence?
• Is the ∗-MCF on a 3 dimension homogeneous RiemannianG-manifold
integrable?
• Let (N, g) be a Riemannian manifold, dim(M) = dim(N) − 2, and
I(M,N) the space of immersions from M to N . The ∗-MCF on
I(M,N) is the following equation
∂f
∂t
= ∗f (H(f(·, t)))
for f : R×M → N , where f(·, t) ∈ I(M,N), H(f(·, t)) is the mean
curvature vector field of the immersion f(·, t), and ∗f is the Hodge
star operator on the normal plane ν(M)f . Does the Cauchy problem
of the ∗-MCF on I(M,N) have long time existence?
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