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Higher moments of net-proton multiplicity distributions in a heavy-ion event pile-up
scenario
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High-luminosity modern accelerators, like the Relativistic Heavy Ion Collider (RHIC) at BNL and
Large Hadron Collider (LHC) at CERN, inherently have event pile-up scenarios which significantly
contribute to physics events as a background. While state-of-the-art tracking algorithms and detec-
tor concepts take care of these event pile-up scenarios, several offline analytical techniques are used
to remove such events from the physics analysis. It is still difficult to identify the remaining pile-up
events in an event sample for physics analysis. Since the fraction of these events is significantly small,
it may not be as serious of an issue for other analysis as it would be for an event-by-event analysis.
Particularly, when the characteristics of the multiplicity distribution are observable, one needs to
be very careful. In the present work, we demonstrate how a small fraction of residual pile-up events
can change the moments and their ratios of an event-by-event net-proton multiplicity distribution,
which are sensitive to the dynamical fluctuations due to the QCD critical point. For this study we
assume that the individual event-by-event proton and antiproton multiplicity distributions follow
Poisson, negative binomial or binomial distributions. We observe a significant effect in cumulants
and their ratios of net-proton multiplicity distributions due to pile-up events, particularly at lower
energies. It might be crucial to estimate the fraction of pile-up events in the data sample while
interpreting the experimental observable for the critical point.
PACS numbers: 25.75.Gz,12.38.Mh,21.65.Qr,25.75.-q,25.75.Nq
I. INTRODUCTION
The recent Beam Energy Scan (BES) program per-
formed with STAR and PHENIX detectors at Relativistic
Heavy Ion Collider (RHIC) and the upcoming upgrades
to the STAR experiment for BES-II are motivated to
explore the phase diagram of strong interaction. Quan-
tum chromodynamics (QCD) predicts a phase transition
from a hadron gas (HG) to a quark gluon plasma (QGP)
phase in the temperature (T ) and baryon chemical po-
tential (µB) plane of phase diagram [1]. Lattice QCD
indicates a smooth crossover at µB ≈ 0, while other mod-
els predict a first order phase transition at higher baryon
densities [2–6]. This suggests an existence of the QCD
critical end point (CEP) as a termination point of the
first order phase transition line at finite µB and T [7, 8].
The event-by-event fluctuations of conserved quanti-
ties such as, net-baryon, net-charge, and net-strangeness
are proposed as a useful observable to find the existence
of CEP [9–11]. The correlation length (ξ) of the system
is related to the moments of the multiplicity distribu-
tion of the above conserved quantities [12]. Thus, these
moments can be used to look for phase transition and
the CEP by varying the colliding beam energy [6, 7].
The variance σ2 of these distributions is related to ξ as
σ2 ∼ ξ2 [8]. The higher order moments such as skewness
S and kurtosis κ are even more sensitive to ξ as S ∼ ξ4.5
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and κ ∼ ξ7 [11–14]. The higher order moments have
stronger dependence on the correlation length, hence,
these moments are even more sensitive to the dynamical
fluctuation [11, 12]. The moments (mean, σ, S, and κ) of
the net multiplicity distribution are related to the cumu-
lants (Cn, n = 1, 2, 3, 4) as: mean (M) = C1, σ
2 = C2 =
〈(∆N)2〉, S = C3/C3/22 = 〈(∆N)3〉/σ3 and κ = C4/C22
= 〈(∆N)4〉/σ4−3, where N is the multiplicity of the net
distribution and ∆N = N−M . The ratio of various nth-
order cumulants Cn of the distribution are related to the
ratios and product of the moments as: σ2/M = C2/C1,
Sσ = C3/C2, κσ
2 = C4/C2, and Sσ
3/M = C3/C1. One
advantage of measuring the cumulant ratios is that the
volume dependence of individual cumulants cancels out
to first order. Further, the cumulant ratios can be related
to the ratios of the generalized susceptibilities calculated
in lattice QCD [6, 7, 14] and other statistical model cal-
culations [15].
The measurement of net-proton [16, 17] and net-
charge [18, 19] multiplicity distributions from BES at
RHIC have drawn much attention from both the theo-
retical and experimental communities. There have been
speculations that the non-monotonic behavior of κσ2 as
a function of center-of-mass energy (
√
s
NN
) in the net-
proton multiplicity (Ndiff = Np −Np¯) distribution mea-
sured by the STAR [16] experiment may be an indication
of the QCD critical point. Several studies have been car-
ried out to estimate the excess of dynamical fluctuations
such as the effect of kinematical acceptance [20], inclusion
of resonance decays [21–23], exact (local) charge conser-
vation [24, 25], excluded volume corrections [26, 27] and
so forth to provide a proper thermal baseline for experi-
2mental measurements [28–32].
Recently, preliminary results from the STAR experi-
ment on the net-proton multiplicity distribution show a
large enhancement in κσ2 values at lower collision en-
ergies [33]. Several theoretical studies suggest that, the
higher moments start to oscillate with temperature and
µB near the QCD critical point [34–36]. The oscillating
behavior observed in the experimental data motivated us
to study the effect of residual pile-up events. Most of the
pile-up events are removed using different experimental
techniques, however one can not rule-out the possibil-
ity of a small fraction of “residual” pile-up events. The
residual pile-up effect has never been considered while
studying the cumulants in the experimental data. In the
present work, we discuss the possibility of residual pile-
up events as an artifact which can be present in these
measurements and it’s influence on the results on higher
moments of net-proton multiplicity distributions. This
effect can be more pronounced at future heavy-ion ex-
periments like CBM at FAIR, which will exceed collision
rates up to 10 MHz [37]. The effect of residual pile-
up events is important and should be considered before
making any conclusion on critical point from the experi-
mental data.
In high luminosity heavy-ion collisions, the contribu-
tions to background events may include the following [37–
41]:
1. In-time pile-up events: If more than one collision
occurs in the same bunch crossing in a collision of
interest. This can be estimated by knowing the
beam luminosity and collision cross-section at a
particular
√
s
NN
. For example, the average store
luminosity of 1.3 × 1026 cm−2s−1 and the colli-
sion cross-section of 9.6 barn has been measured
by the STAR experiment for 19.6 GeV Au+Au
running [42, 43]. Therefore, the collision rate was
around 1.25 × 103 s−1(≈ 1.25 kHz). Further, the
time difference between two bunches at RHIC is
109 ns; hence the contribution to the in-time pile-
up events will be 109 ns × 1.25 kHz = 1.36×10−4 at√
s
NN
= 19.6 GeV. Similarly, the collision rates for
Au+Au collisions at
√
s
NN
= 200 GeV are around
60 kHz, which leads to ∼6.5 ×10−3 events as in-
time pileup events.
2. Out-of-time pile-up events: If an additional colli-
sion occurs in a bunch crossing before and after
the first collision. It may happen that the detec-
tors are sensitive to several bunch crossings or their
electronics integrate over more than the collision
time period, and these collisions can affect the sig-
nal in a physics event. The STAR Time Projection
Chamber (TPC) has a drift time of 40 µs, which
leads to additional pile-up events of about 0.05 and
2.4 events as out-of time pile-up for
√
s
NN
= 19.6
and 200 GeV, respectively. It is to be noted that
the high-resolution silicon vertex detector of STAR
will further reduce the out-of-time pileup to almost
zero.
3. Cavern background: Composed of mainly low en-
ergy neutrons and photons that can also cause ra-
diation damage to detector elements and front-end
electronics. The induced hits due to this back-
ground may increase the detector occupancy. This
background is reduced by proper shielding of the
detectors.
4. Beam halo events: As heavy ions are accelerated
through the collider, the dispersion in the beam is
called the beam halo, a less dense region of ions
that forms outside the beam and gives rise to the
background events.
5. Beam gas events: Collisions that occur between the
bunch and the residual gas inside the beam-pipe
which generally occur off center in the detector.
In the experimental situation, several techniques are
applied to reduce the background events. For example,
while selecting good events for the physics analysis, z co-
ordinates of the collision vertex within ±50 cm for lower
energies and ±30 cm for higher collision energies are ap-
plied in STAR measurements [16]. This ensures the sup-
pression of the cavern background and that events are
not biased toward one side of the detector coverage. Sim-
ilarly, out-of-time pile-up events can be removed by mak-
ing sure that all the tracks come from the same bunch-
crossing. This is taken care of by ensuring that the events
contain data from fast signals of the detector (like the
STAR time-of-flight detector). Further, the beam halo
events are mostly forward focused and hence do not pro-
duce significant background. However, in order to remove
the background events from the beam halo and the beam
pipe, a cut on the transverse x–y coordinate of the vertex
position is applied. Further, a reference number for the
particle multiplicity, specific to the center-of-mass energy
is used to reject pile-up events. Also, various correlations
between the global detector subsystems are used to re-
move the pile-up events. In spite of all the mentioned
procedures, one may not assert the complete removal of
pile-up events from the physics data sample. As an exam-
ple, if two peripheral collision events happen within the
same bunch crossing, it is difficult to identify them. This
can be misinterpreted as a semi central collision if their
vertices are not further apart than the vertex resolution
of the detector system.
Since the fraction of these residual pile-up events would
be significantly small, it may not be as serious of an issue
for other analyses as it is the case of an event-by-event
analysis. However, it may have serious consequences on
the results of higher moments. For example, a small mod-
ification in the number of protons and/or antiprotons at
the tail of the event-by-eventmultiplicity distribution can
modify the results significantly, which is demonstrated in
the present work.
The paper is organized as follows: In the following sec-
tion, we discuss the method which is used to artificially
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FIG. 1: The minimum bias proton (a) and antiproton (b)
multiplicity distributions are shown for two different center
of mass energies
√
s
NN
= 7.7 and 200 GeV.
include the pile-up events. In Sec. III, we show the results
of net-proton multiplicity fluctuations, assuming the pro-
ton and antiproton multiplicity distributions as Poisson,
negative binomial, and binomial distributions. Finally,
we summarize our work and discuss its implications in
Sec. IV.
II. METHOD USED FOR EVENT PILE-UP
STUDIES
The method discussed for this study assumes the pro-
ton and antiproton multiplicities to be Poisson, negative
binomial or binomial distribution. As mentioned in the
previous section, if two collision events happen within a
same bunch crossing, it may be difficult to disentangle
them and it can be misinterpreted as a single event. We
have adopted a simple Monte Carlo approach by generat-
ing two independent multiplicity distributions of proton
(p) and antiproton (p¯) using the corresponding mean val-
ues for (0–5%) centrality in Au+Au collisions at different√
s
NN
as given in Ref. [16]. The mean values of p and p¯
for different collision energies are also listed in Table I.
First, we assume that a large sample of central physics
events has a small fraction of events where two central
events are piled up. The extra protons and antiprotons
coming from a certain fraction of pile-up events are added
to the original multiplicity distribution. Hence, out of
all the accumulated events, some events will have higher
multiplicities as compared to the usual multiplicity of a
central collision event. These high multiplicity events
are distributed toward the tail of the distribution. The
presence of a small fraction of pile-up events can have
substantial effect on the shape of the distribution, which
are described by their higher moments and cumulants.
As a second possibility, it may also happen that an event
from a central collision mixes with an event from another
centrality class to form a pile-up event. In such a case,
we add the p and p¯ multiplicities from a small fraction
of minimum bias events to the multiplicity distribution
from central collisions. This may be more of a probable
scenario which can happen in heavy-ion collisions. The
minimum bias distribution for protons (antiprotons) is
constructed by combining the multiplicity of protons (an-
tiprotons) at different collision centralities ranging from 0
to 80% for each
√
s
NN
. Figure 1 shows the minimum bias
multiplicity distribution for protons and antiprotons at√
s
NN
= 7.7 and 200 GeV. Further, the multiplicity dis-
tribution of p or p¯ for different centralities are constructed
using Poisson, negative binomial (NBD) or binomial dis-
tribution with the mean values given in Ref. [16]. The
Ndiff distribution is obtained on an event-by-event basis
using the modified p and p¯ multiplicities.
Figure 2 shows the typical multiplicity distributions for
protons, antiprotons, and net-protons for two different√
s
NN
= 7.7 and 200 GeV by taking their correspond-
ing mean values. These two energies are considered to
demonstrate the effect of pile-up event for a wider range
of collision energies at RHIC. The multiplicity distribu-
tions are also compared with and without inclusion of
pile-up events. In Fig. 2, the p and p¯ multiplicities from
the central events are combined with 0.05% (five pile-
up events in 104 events) of the randomly selected p and
p¯ multiplicities from minimum bias events, as shown in
Fig. 1. Some fraction of excess protons due to pile-up
events can clearly be seen as compared to a purely NBD
distribution at
√
s
NN
= 7.7 GeV. These excess events
also reflect in the Ndiff distributions. Events with higher
p or p¯ multiplicities will have larger pile-up effects, which
can be observed in the proton multiplicity distribution.
In Fig.2, the effect of pile-up events is more visible in
the proton distribution at
√
s
NN
= 7.7 GeV as compared
to 200 GeV. Since at lower energies the mean number of
protons is larger as compared to higher energies, there-
fore, the effect of mixing a central event with another
central (or minimum bias) event is more pronounced. At
higher energies, due to small mean multiplicity of p and
p¯, the effect does not contribute much. However, in ex-
perimentally measured p and p¯ multiplicity distributions,
it is not trivial to figure out these events, as the excess is
very small and it may look like a real event multiplicity
distribution which can be seen for
√
s
NN
= 200 GeV in
Fig. 2.
III. RESULTS AND DISCUSSIONS
Experimentally measured p and p¯ distributions are
usually described by Poisson, negative binomial or bino-
mial distributions. Poisson expectations reflect a system
of totally uncorrelated, and statistically random particle
production. The Poisson statistics is a limiting case of
NBD, in which both the mean and variance of the dis-
tribution are same. Whereas in the case of NBD, the
variance is larger than the mean of the distribution. In
case of the binomial distribution, the variance is less than
the mean. In the present study, a range of residual pile-
up event fraction (0.01–2%) is considered, which may be
realistic in experimental situations as discussed in Sec. I.
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FIG. 2: The proton, antiproton and net-proton multiplicity distributions are shown with (open symbol) and without (solid line)
pile-up events for
√
sNN = 7.7 and 200 GeV. The proton and antiproton multiplicities from minimum bias events as pile-up
events are added to the individual p and p¯ distributions, assuming each of the distributions are negative binomial distributions
(NBD).
TABLE I: Mean values of proton and antiproton distributions for most central (0–5%) Au+Au collisions at various
√
s
NN
measured by STAR experiment [16, 44] at RHIC.
√
s
NN
(GeV) 7.7 11.5 19.6 27 39 62.4 200
Proton 18.918 ± 0.009 15.005 ± 0.006 11.375 ± 0.003 9.390 ± 0.002 8.221 ± 0.001 7.254 ± 0.002 5.664 ± 0.001
Antiproton 0.165 ± 0.001 0.490 ± 0.001 1.150 ± 0.001 1.652 ± 0.001 2.379 ± 0.001 3.135 ± 0.001 4.116 ± 0.001
It is to be noted that this range of pile-up event frac-
tions is based on the RHIC collision rates and detector
response. Further offline analysis techniques can further
reduce this number to an even smaller fraction. In the
following subsections, we demonstrate the pile-up effect
on the higher moments of net-proton multiplicity distri-
butions.
A. Poisson distributions with event pile-up
The individual proton and antiproton distributions are
independently generated assuming each of the distribu-
tion as Poisson with the measured mean values as given
in Table I. The Ndiff distribution is constructed by taking
Np and Np¯ distributions on an event-by-event basis. The
individual cumulants (C1, C2, C3, and C4) are calculated
from the Ndiff distribution for different
√
s
NN
.
Figure 3 shows the collision energy dependence of cu-
mulants for different fractions of pile-up events. In this
case, we have added the multiplicities from some fraction
of the central collisions as pile-up events with the original
multiplicities from the central collisions. It is observed
that, a small fraction of pile-up events can have a sig-
nificant effect on the cumulants and their ratios of the
net-proton multiplicity distributions. Smaller fractions
of pile-up events have minimal effect on lower moments
(cumulants) such as M (C1) and σ
2 (C2) of the distri-
bution, where as larger effects are observed for higher
cumulants (C3 and C4). Figure 4 shows the ratios of cu-
mulants as functions of
√
s
NN
for different fractions of
pile-up events. The C32(= C3/C2), C42(= C4/C2), and
C31(= C3/C1) ratios show a strong dependence with en-
ergy, and the fraction of added pile-up events. Without
the presence of pile-up events, C42 remains constant at 1
for all
√
s
NN
. Even a small fraction of pile-up events has
a large effect on C42 values. A similar study is performed
by mixing the proton and antiproton multiplicities from
minimum bias events as pile-up events with the p and
p¯ multiplicities from the central collision events. Fig-
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FIG. 3: Collision energy dependence of individual cumulants
of net-proton distributions for different fractions of pile-up
events for central (0–5%) Au+Au collisions. The individual
p and p¯ multiplicity distributions are assumed to be Poisson.
The pile-up events from central collisions are mixed with the
original distribution from the same centrality.
ure 5 shows the collision energy dependence of the cu-
mulant ratios for different fractions of pile-up events. A
strong dependence of different fractions of pile-up events
is observed particularly in higher cumulant ratios (C32,
C42, and C31). In the case of pile-up from minimum bias
events similar qualitative behavior is observed as shown
in Fig. 4, but it is less pronounced. The effect of differ-
ent pile-up fractions in Fig. 5 is small as compared to the
ones shown in Fig. 4 due to the type of pile-up events
which are mixed with central events. The increase in the
fraction of pile-up events results in higher values of cu-
mulant ratios. As can be seen in Fig. 4, the C42 values
increase by an order of magnitude at
√
s
NN
= 7.7 GeV
even in the presence of 0.1% pile-up events.
B. Negative binomial distributions with event
pile-up
It is observed that particle multiplicity distributions in
elementary nucleon-nucleon collisions, as well as heavy-
ion collisions, can be well described by the negative bi-
nomial distribution (NBD) [45–48]. The NBD function
of an integer n is defined as
NBD(n) =
Γ(n+ k)
Γ(n+ 1)Γ(k)
(〈n〉/k)n
(1 + 〈n〉/k)n+k (1)
where 〈n〉 is the mean of the distribution and k is an ad-
ditional parameter. In the limiting case of k → ∞, the
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FIG. 4: Collision energy dependence of cumulant ratios
(C2/C1, C3/C2, C4/C2, and C3/C1) of net-proton distribu-
tions for different fractions of pile-up events for central (0–5%)
Au+Au collisions. The individual p and p¯ multiplicity distri-
butions are assumed to be Poisson. The pile-up events from
central collisions are mixed with the original distribution from
the same centrality.
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FIG. 5: Similar as Fig. 4. The pile-up events from minimum
bias collisions are mixed with the original distribution from
the same central collisions.
NBD reduces to a Poisson distribution. The individual
proton and antiproton multiplicity distributions are con-
structed assuming each distribution is a NBD with their
corresponding mean values. The k values are taken as
500 and 550 for p and p¯, respectively. A fixed k value is
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FIG. 6: Variation of cumulants of net-proton distributions
as a function of
√
s
NN
for different fraction of pile-up events
for central (0–5%) Au+Au collisions. The individual p and p¯
multiplicity distributions are assumed to be NBD. The pile-
up events from central collisions are mixed with the original
distribution from the same centrality.
considered for p or p¯ in all the
√
s
NN
to avoid inclusion
of additional correlation between the particles, which can
change the shape of the NBD distribution.
The individual cumulants are calculated from the Ndiff
distribution, which is constructed by taking individual
p and p¯ multiplicity distributions. Figure 6 shows the√
s
NN
dependence of cumulants for different fractions of
pile-up events. Both the added pile-up multiplicities and
the original multiplicity distributions are from the central
Au+Au collisions. Like the case of the Poisson distribu-
tion, the effect of the pile-up events is larger for higher
cumulant values (C3 and C4). Figure 7 shows the cumu-
lant ratios as a function of
√
s
NN
for different fraction of
pile-up events. In this case also, the C32, C42, and C31
ratios show strong dependence on energy and the frac-
tion of added pile-up events. Figure 8 shows the
√
s
NN
dependence of cumulant ratios for different fractions of
pile-up events by mixing the pile-up multiplicities from
the minimum bias events with the p and p¯ multiplicity
distributions from the central collisions.
C. Binomial distributions with event pile-up
The binomial distributions, used to explain the mul-
tiplicity distributions, are constructed using the mean
(C1) and variance (C2) values of the proton and antipro-
ton multiplicities as given in Refs. [16, 44]. Looking at
the individual cumulants of proton and antiproton from
Refs. [16, 44], the individual proton and antiproton dis-
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FIG. 7: Variation of cumulant ratios (C2/C1, C3/C2, C4/C2,
and C3/C1) of net-proton distributions as a function of
√
s
NN
for different fraction of pile-up events for central (0–5%)
Au+Au collisions. The individual p and p¯ multiplicity dis-
tributions are assumed to be NBD. The pile-up events from
central collisions are mixed with the original distribution from
the same centrality.
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FIG. 8: Similar to that mentioned in Fig. 7. The pile-up
events from minimum bias collisions are mixed with the orig-
inal distribution from the same centrality.
tributions resemble the binomial distribution. The mul-
tiplicity distributions are assumed to be a binomial dis-
tribution as
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FIG. 9: Variation of cumulants of net-proton distributions
as a function of
√
s
NN
for different fraction of pile-up events
for central (0–5%) Au+Au collisions. The individual p and
p¯ multiplicity distributions are assumed to be binomial. The
pile-up events from central collisions are mixed with the orig-
inal distribution from the same centrality.
B(n, p) =
n!
k!(n− k)!p
k(1− p)n−k, (2)
where k is the observed multiplicity, n is the particles be-
ing produced and p is the probability to measure it. The
C1 and C2 are related to the above parameters as C1 =
np and C2 = np(1 − p). The net-proton distribution is
obtained by assuming that both the proton and antipro-
ton are produced binomially. Figure 9 shows the
√
s
NN
dependence of cumulants of net-proton distributions for
different fraction of pile-up events. The added pile-up
multiplicities and the original multiplicity distributions
are from 0–5% Au+Au collisions. The effects of pile-up
events are larger for higher cumulants as in the cases of
Poisson and NBD. Figures 10 and 11 show the cumu-
lant ratios as a function of
√
s
NN
for different fraction
of pile-up events from central and minimum bias colli-
sions, respectively mixed with the p and p¯ multiplicity
distributions from the central collisions. The C32, C42,
and C31 ratios show strong dependence on energy and
the fraction of added pile-up events.
In all the cases, i.e., Poisson, NBD, and binomial, the
higher order cumulant ratios have strong dependence on
the fraction of pile-up events. The effect of event pile-up
on Ndiff distribution will be more crucial at lower
√
s
NN
,
due to large asymmetry between proton and antiproton
multiplicities. On the other hand, the event pile-up effect
is not observed at higher collision energies, because the
mean multiplicities of both p and p¯ are small and com-
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FIG. 10: Variation of cumulant ratios (C2/C1, C3/C2, C4/C2,
and C3/C1) of net-proton distributions as a function of
√
s
NN
for different fraction of pile-up events for central (0–5%)
Au+Au collisions. The individual p and p¯ multiplicity dis-
tributions are assumed to be binomial. The pile-up events
from central collisions are mixed with the original distribu-
tion from the same centrality.
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FIG. 11: Similar to that mentioned in Fig. 10. The pile-
up events from minimum bias collisions are mixed with the
original distribution from the same centrality.
parable. While constructing the net-proton multiplicity
distribution, the excess pile-up effect gets neutralize for
the high energy collisions, while at lower
√
s
NN
this is not
the case. At lower energies the mean multiplicity of pro-
8tons is much larger than at higher energies. Therefore,
while mixing a central event with central (or minimum
bias) event, the effect is more pronounced as compared to
higher collision energies. Recent preliminary results for
net-proton multiplicity from the STAR experiment [33]
observed that there is an increase in κσ2 (= C42) val-
ues at lower collision energies (particularly at
√
s
NN
=
7.7 and 11.5 GeV). The large value observed for C42 of
net-proton multiplicity distributions in central collisions
originates partially from the efficiency correction. The
measured uncorrected C42 value, which would include
pileup effects, is close to 1. Thus, any effect from pile-up
events would be magnified by the efficiency correction.
In the present analysis, we also observe an increase in
the higher cumulant ratios due to the presence of resid-
ual pile-up events. For
√
s
NN
= 7.7 and 11.5 GeV, the
mean number of protons is higher as compared to other
higher energy collisions, which causes the increase in the
cumulants due to pile-up events. It is to be noted that,
the pile-up effect will be more important for net-proton
fluctuations as compared to net-charge fluctuations. At
lower energies, the asymmetry between proton and an-
tiproton multiplicities is larger, which is not the case for
net-charge. Hence, it is important to know how much
residual pile-up effect is present in the experimental data.
One can make a more realistic estimate of the residual
pile-up effect on the cumulant ratios by knowing the de-
tails in a real experimental environment.
IV. SUMMARY
To summarize the present work, we have emphasized
the importance of residual pile-up events for net-proton
higher moment analysis. It is demonstrated that even a
small fraction of the pile-up events can change the higher
cumulants significantly, especially at lower center-of-mass
energies. This issue is even more important for the fixed
target experiments like CBM where the collision rates
will be even higher. Using a simple Monte Carlo simula-
tion, we consider two scenarios, namely, when multiplic-
ities from central collision are mixed with other central
events and when the multiplicities from central collisions
are mixed with less central events to mimic the pile-up
scenario. In both cases, the resulting proton and antipro-
ton multiplicities are modified according to the pile-up
contribution and type, which are used to construct the
event-by-event net-proton multiplicity distribution. To
investigate the dependence on the nature of the proba-
bility distribution, the initial proton and antiproton dis-
tributions are assumed to be Poisson, NBD, or binomial.
Qualitatively, all the choices show a significant increase
in C32, C42, and C31 ratios as the fraction of pile-up
events is increased. The pile-up event has a tendency to
increase the ratios of cumulants and is more significant
at lower energies. This observation makes it critical to
estimate the purity of the measured physics event sample
for net-proton multiplicity analysis. Preliminary results
from the STAR experiment [33] also show an increas-
ing trend in these observables at lower
√
s
NN
. The large
increase in the net-proton cumulant ratios at lower ener-
gies from pile-up events makes it difficult to interpret the
experimental observable for a critical point. The mea-
surements from the STAR experiment may not have a
significant contribution from pile-up events because of
the high-resolution silicon vertex detector. Future high-
luminosity experiments should be careful about the con-
tribution of such events as it may influence the higher
moment observables. It is important to estimate the ef-
fect of residual pile-up events before making any conclu-
sion on the critical point while using higher moments of
net-proton multiplicity distributions, as this may lead to
a very different conclusion.
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