ABSTRACT Producing depth maps of a scene is essential in many light field applications. Numerous algorithms have been developed to obtain an accurate depth map on public datasets. However, real-world light field images obtained by cameras have noises produced by hardware limitations. Existing methods do not perform well on noisy scenes. In this paper, we propose a noise-aware light field depth estimation algorithm which is insensitive to noise. First, an optical flow approach is used to compute disparities between the central view and each of the remaining views, then a weighted integration method is used to reduce calculation errors. Second, a refinement framework, which is measured using the refocus image and angular patch, is proposed to handle occlusion and texture-less parts. Third, a K-means clustering-based strategy is used to improve noise capability. Finally, a depth map is regularized by a Markov random field (MRF). Extensive experiments are conducted on synthetic datasets and real-world datasets. Both quantitative and qualitative results have demonstrated the superiority and robustness of our method.
I. INTRODUCTION
With the popularity of commercial 4D light field cameras, the 4D light field imaging becomes a popular technology for image acquisition owing to its rich information. Unlike conventional 2D images, a 4D light field image provides information about the accumulated intensity at each point and also the directions of incoming light rays. The rich information in light field image makes it possible for a wide range of applications such as super-resolution [1] , [2] , digital refocusing [3] , and saliency detection [4] . In these potential applications, depth estimation quality is important for subsequent processing.
In recent years, several light field depth estimation algorithms have been developed [5] , [6] . Different properties of light fields, such as focal stack, angular patch, and Epipolar Plane Images (EPIs), have been used to improve the depth estimation performance. However, few work explicitly consider occlusion within a noisy scene. Wang et al. [7] proposed a depth estimation method for a single occluder using edge
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detection. It is difficult to be applied in real data due to the presence of noise. Williem et al. [8] proposed a robust depth estimation method for noisy scenes by combining two data costs (i.e., angular entropy metric and adaptive defocus response). The angular entropy metric is robust to occlusion and the adaptive defocus response is robust to noise. Later, Park et al. [9] further added constraints into these two data costs to improve depth estimation performance in occluded and noisy regions. However, it is still very challenging to estimate accurate depth maps in noisy scenes with occlusion.
In this paper, we propose a robust light field depth estimation algorithm for noisy scenes. To achieve this, we compute disparities between the central view and each of the remaining views. These disparities are set as candidate depth labels. Then, we analyze calculation errors in the process of twoview stereo. Based on this, we add weights into disparity integration to reduce calculation errors. Afterwards, a validity calculation method is proposed to handle occlusions, texture-less and noise regions to select valid estimations. The estimations and their validity obtained by the above process are combined by an MRF to generate the final depth map.
The main contributions are as follows. (1) A weighted integration is used to reduce the calculation errors. (2) A validity calculation method is proposed to select valid initial depth estimations. (3) An MRF based on these estimations is proposed to regularize the final depth map.
The rest of the paper is organized as follows: Section II introduces the related literature. In Section III, we describe the light field depth estimation algorithm for noisy scenes. Experimental results on synthetic and real-world light fields are presented in Section IV. Conclusions are discussed in Section V.
II. RELATED WORKS
Light field images can be represented by two angular dimensions and two spatial dimensions [10] . If one angular dimension and one spatial dimension are fixed, EPIs can be obtained. Bolles et al. [11] first used EPIs to estimate the depth. Wanner and Goldluecke [12] proposed a continuous framework to estimate the depth by measuring the slopes in EPIs. The depth estimation performance relies on a structure tensor, which is sensitive to occlusion. They extended the work in [10] to solve other tasks such as denoising and light field superresolution. Based on their work, Zhu et al. [13] further added ground control points to obtain a dense disparity map. They determined ground control points using the reliability of the structure tensor, and constructed the spread function of ground control points based on color similarity and local disparity similarity. Kim et al. [14] measured the distance between the mean value and points for each EPI line candidate. They used a modified window to reconstruct the depth of a scene with a high spatio-angular resolution. However, the performance of these EPI-based methods [10] , [12] - [14] is relatively poor when tackling light field images with occlusion.
Several works have been proposed to handle the occlusion problem. Kang et al. [15] found correspondences in neighboring images using a dynamically selected subset and a combination of shiftable windows. This method can handle occluded regions in some images but fails in other images. Wei and Quan [16] modeled the occlusion with a visibility constraint. They added the smoothness term into the optimization problem, with is solved using a graph cut. Vanishi et al. [17] proposed color medians and entropy to increase the robustness to occlusions. They made a leverage between a lot of views and a large synthetic aperture. Bleyer et al. [18] proposed a minimum description length prior and a soft segmentation method to treat the occlusion mode, but this method fails to estimate the depth in light fields. Zhu et al. [19] constructed a multi-occluder occlusion model and introduced an occluder consistency to select unoccluded views. Then, they reselected un-occluded views according to image edges. Finally, an anti-occlusion energy function was formulated to regularize a depth map.
Several depth estimation algorithms have been proposed to handle both occlusions and noise in light fields. Tao et al. [20] calculated the depth by combining correspondence and defocus cues. The variance in angular patch is set as the correspondence cost and it is robust to occlusions, while the extremum of the refocused images is set as the defocus cost, which is robust to noisy regions. Chen et al. [21] proposed a depth estimation framework based on confidence map and edge weights. They propagated local contextual information to partially occluded border regions. The confidence map and edge weights are used to suppress noise. Williem et al. [8] proposed angular entropy data cost to deal with occlusion regions and used adaptive defocus response cost to suppress noise. The accuracy of depth map is improved by integrating these two data costs and utilizing graph cut optimization. Based on this work, Park et al. [9] added an adaptive weight function into the angular entropy data cost to reduce the effect of occlusions. Meanwhile, a color similarity constraint is introduced in adaptive defocus response cost, which effectively produced less noisy results.
III. LIGHT FIELD DEPTH ESTIMATION
In this section, we first introduce a weighted integration method to produce initial depth estimations. Then, occlusion, texture-less and noise regions detection are used to determine the validity of initial depth estimations. Based on the validity of initial depth estimations, a final depth map is regularized by an MRF.
A. INITIAL DEPTH ESTIMATION
Light field images are arranged in a regular grid, the disparities between the central view and the remaining views are proportional to their distances. The disparity is defined as d = x L − x R and the depth Z can be calculated as
where B is the distance between two cameras and f denotes the focal length. Therefore, an optical flow approach [22] is used to compute the disparities between the central view and the remaining views. Then, these disparities are integrated to achieve depth estimation. It is straightforward to generate the depth by averaging all disparities. However, in practice, disparity estimation usually has an error d. The depth error z can be written as [23] 
It can be observed from Eq. 2 that the depth error is inversely proportional to the distance. As a result, different weights should be assigned to different estimated disparities according to their distances. Since the optical flow approach produces two components including horizontal and vertical disparities, we set the weight of each component according to the horizontal and vertical distances, respectively.
Given a set of light field images L u,v (x, y), where u, v = 1, 2, ..., N (N is an odd number), (x, y) denote the spatial coordinates and (u, v) denote the angular coordinates, the disparity map calculated from an image L u,v and the center-view image L c,c is denoted as D u,v . The weight of horizontal and vertical disparities of each view is set as
Here, ω u,v (i) and ω u,v (j) represent the horizontal and vertical weights for the view (u, v), respectively, b is the baseline between two consecutive views. We integrate these disparities with different weights to produce an initial estimation D initial .
where D u,v (i) and D u,v (j) are the horizontal and vertical components of the disparity map D u,v , is dot product in the matrix.
The mean of the horizontal and vertical components of all disparity maps are used as the initial disparity estimations.
B. OCCLUSION AND TEXTURE-LESS REGIONS DETECTION
For each pixel in the light field, we refocus it to different depths [20] ,
where a is the refocused ratio of the refocused depth to the currently focused depth and L a is the refocused light field image.
As shown in Figure 1 , when there is an occluder, a high variance will be produced in the angular patch. According to [7] , we compute the means and variances with different a. The means and variances with (x, y) are respectively written as
where N 2 is the number of pixels located at (x, y). However, the variance may be low in texture-less regions. Note that, occlusion points are usually near the edge of the central view [19] . Therefore, an validation constraint can be added into the process of occlusion detection. The validation is calculated as the discrepancy between horizontal and vertical disparities.
where θ is the threshold value, S u,v (x, y) and T u,v (x, y) represent horizontal and vertical disparities of pixel (x, y) in disparity map D u,v , respectively. M u,v (x, y) is set to 1 for valid pixels and 0 otherwise. With these variances and means, we can compute the correspondence response and the defocus response as follows.
Finally, the optimal result is given by
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Through these calculations, points are detected whether they are in occlusion and texture-less regions. The estimations in occlusion and texture-less regions are invalid. Otherwise, the estimations not in occlusion and texture-less regions are valid.
C. NOISE REMOVAL
It is straightforward to generate the final disparity map by combining cues from initial disparity, occlusion detection, and texture-less parts detection. Figure 2 (a) and Figure 2(b) respectively show the results achieved on clean images and noisy images (σ = 10) by this method. We observe that the method can effectively estimate the disparity map on clean images. However, for a noisy scene, as shown in Figure 2(b) , the method fails to suppress noise.
For a light field, noise distribution and intensity level is different for each view [24] . To address this problem, we propose a method to make full use of the initial disparity estimations obtained by a two-view stereo method (Section III-A). For each point, we normalize the initial disparity estimations and use K-means clustering to divide these N 2 −1 estimations into 3 classes, then the robustness of classes against noisy scenes at point (x, y) is determined by
where K i (x, y) is the i-th class of point (x, y) and Num(·) denotes the size of set ·.
If a class at point (x, y) satisfies this condition, it is considered as a robust class against noisy scenes and the mean of the class is used as the depth label at point (x, y).
D. FINAL DISPARITY REGULARIZATION
Using the above process, we can obtain N 2 −1 initial disparity estimations and their validity. Based on these estimations, we regularize the final depth map with an MRF. Firstly, we divide the points into 2 classes including: valid estimations and invalid estimations. These valid estimations are not in texture-less and occlusion parts. Moreover, they are robust against noisy scenes. Other estimations that do not satisfy these two conditions are considered invalid estimations.
For valid estimations, we use the averages of their robust classes introduced in (see Section III-C) as the depth label. For invalid estimations, all of these N 2 − 1 values in initial disparity estimations are considered as the candidate depth label with the same confidence
. Then, we minimize the energy: (13) where d(p) is the depth of pixel p, p and q are neighboring pixels. The data term is defined as (14) where Ω valid is the set of valid estimations, and C(p) denotes the pixel at point p in central view.
Algorithm 1 Light Field Depth Estimation
Input: light field images I u,v Process: The smooth term encodes the smoothness constraint and is defined as
where Pro(p) is the confidence of pixel p. The graph cut algorithm [25] - [27] is used to solve the minimization.
The process of proposed algorithm is detailed in Algorithm 1.
IV. MATERIALS AND EXPERIMENTAL RESULTS
In this section, we first introduce the materials including the datasets, error metrics and the parameters used in this work. Then, we conduct ablation experiments to test our method and further compare our method to recent light field depth estimation algorithms.
A. MATERIALS
In experiments, our method was implemented in Matlab 2017a on a PC with an Intel i7 2.8GHz CPU and an 8 GB RAM.
To test the proposed method, synthetic and real light field data are used. We add additive Gaussian noise with various noise levels in light field benchmark HCI [30] as synthetic light fields. Each light field in the dataset is composed of 9 × 9 views with its groundtruth depth map. The standard deviations of noise levels contain σ = 1, 5, 10. The real light field is captured from Lytro Illum and contains noise due to its small sensor size.
We use two error metrics including mean squared error (MSE) and BadPixel metrics to evaluate the experimental results. Smaller MSE and BadPixel represent better performance. MSE and BadPixel are respectively defined as
where I e and I g respectively denote the estimated disparity map and the ground truth map, t is the threshold (set to 0.07 in this paper), M is the number of pixels in the estimated disparity map. The disparity resolution of our method is set to 100 to achieve high accuracy. The average MSE results achieved on the HCI dataset [30] with different settings of θ are shown in Figure 3 . θ is a threshold to determine the validity of disparities according to differences between horizontal and vertical disparities (which are normalized). It can be seen that the smallest MSE is achieved with θ = 0.2 in most light fields. Therefore, θ is set to 0.2 in this work.
B. EXPERIMENTAL RESULTS
In this section, We first conduct ablation experiments to justify the effectiveness of our method. The quantitative comparisons are listed in Table 1 , and the qualitative comparisons are shown in Figure 4 . It can be observed that optical flow [22] based on two-view images can not effectively estimate depth map, especially in a strong noisy scene. Based on this work, our method can effectively estimate the depth map (Figure 4(e) ). [7] , (c) SPO [28] , (d) ONA [9] , (e) GAO [19] , (f) EPI [29] , (g) ours. [7] , (c) SPO [28] , (d) ONA [9] , (e) GAO [19] , (f) EPI [29] , (g) ours.
To demonstrate the effectiveness of validity calculation and MRF of our method, we remove them from our method and generate the final depth map by combing the initial depth maps straightly. From the comparative results shown in Figure 4 (c) and Figure 4 (d), we can see that depth estimation benefits both validity calculation and MRF. As shown in Table 1 , if our method without MRF, the MSE value is increased from 0.0946 to 0.1737 on the condition of σ = 1. When noise levels are σ = 5 and σ = 10, the MSE values are respectively increased from 0.1237 to 0.2319 and from 0.1595 to 0.2934. If validity calculation is removed, MSE values are further increased.
Then, we compare our results with the occlusion-aware depth estimation (OADE) method [7] , the spinning parallelogram operator (SPO) [28] , the occlusion-noise aware (ONA) method [9] , the guided anti-occlusion (GAO) method [19] , and the EPInet method [29] . Their source codes are available and are used in this paper with default parameters. Figures 5, 6 , and 7 respectively show the visual results achieved on the Antinous, Pillows, and Platonic light field images under different noise levels. It can be seen that OADE [7] can effectively estimate the contour, but the results are incorrect on pixels infected by noise. That is because, OADE [7] focus on occlusion and does not suppress noise. The depth maps estimated by SPO [28] are correct on object regions but are incorrect on texture-less parts such as the Antinous and Platonic. ONA [9] focuses on solving occlusion [7] , (c) SPO [28] , (d) ONA [9] , (e) GAO [19] , (f) EPI [29] , (g) ours. [7] , (c) SPO [28] , (d) ONA [9] , (e) GAO [19] , (f) EPI [29] , (g) ours.
1) SYNTHETIC LIGHT FIELDS
and noise problems. This method achieves good estimation performance on scenes with low noise such as the Platonic, but it fails in texture-less parts when noise become stronger, such as the Antinous and Platonic. GAO [19] can effectively suppress noise, but it performs relatively poor on boundaries such as the Antinous. The results estimated by EPI [29] are accurate when noise is low. When noise become stronger, the estimation map is contaminated by noise, such as the Antinous and Platonic. Compared to all these aforementioned approaches, our method is robust to noise and performs well on occlusion and texture-less parts.
The MSE and Badpixel errors of the estimated maps are listed in Table 2 . The table shows the results achieved on the HCI dataset [30] with three noise levels (σ = 1, 5, 10). It can be observed that the MSE and Badpixel errors become larger with noise become stronger on most light field images. Specifically, when the noise level is σ = 1, EPI [29] achieves the smallest MSE but its Badpixel is higher than that of our method. That is because, EPI [29] can accurately estimate occlusion boundaries but can not handle the noise on the background with a similar texture. When noise levels are σ = 5 and σ = 10, our method achieves the smallest MSE and Badpixel errors. Moreover, with the noise level being from σ = 1 to σ = 5 and σ = 5 to σ = 10, our results respectively suffer a increase of 0.0291 (0.0946 to 0.1237) and 0.0358 (0.1237 to 0.1595) in MSE. These increases are much smaller than the results (0.1468 and 0.2952) of EPI [29] . Therefore, our method is robust to noise.
2) REAL LIGHT FIELDS
To further test the performance of our method, we conduct experiments on real light fields. These real light fields are captured from a Lytro Illum camera. Since there is no groundtruth, we only present qualitative results. Figure 8 shows the comparative results achieved by different algorithms. It can be seen that, depths of these scenes become larger and occlusion areas become more complex. The performance of OADE [7] is not good for scenes with noise. SPO [28] fails to estimate occlusion boundaries on scenes Plants when there are multi-occluder occlusions. ONA [9] VOLUME 7, 2019 can effectively estimate the depth map but perform oversmoothed on boundaries such as scenes Plants. GAO [19] provides good results in occlusion boundaries, but its background is not smooth such as scene Bikes. EPI [29] fails to suppress noise on scenes Bikes and performs not well on boundaries such as the leaves on scenes Plants. Our method effectively reconstructs occlusion boundaries and performs better in real light fields than other methods.
V. CONCLUSION
In this paper, we propose a noise-aware light field depth estimation algorithm. An optical flow approach is used to compute disparities between the central view and each of the remaining views, then a weighted method is used to integrate these disparities as initial disparity estimations. Moreover, the validity of these estimations is calculated to handle occlusions, texture-less and noise parts. Finally, an MRF framework is regularized and further optimized by a graph cut method.
Extensive experiments on the HCI datasets have demonstrated the robustness and effectiveness of our method. Results achieved by our method are the closest one under different noise levels. Moreover, visual results on real-world dataset demonstrate that our method has better adaptability.
