JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. In many important combinatorial optimization problems, such as bin packing, allocating customer classes to queueing facilities, vehicle routing, multi-item inventory replenishment and combined routing/inventory control, an optimal partition into groups needs to be determined for a finite collection of objects; each is characterized by a single attribute. The cost is often separable in the groups and the group cost often depends on the cardinality and some aggregate measure of the attributes, such as the sum or the maximum element. An upper bound (capacity) may be specified for the cardinality of each group and the number of groups in the partition may either be fixed or variable. The objects are indexed in nondecreasing order of their attribute values and within a given partition the groups are indexed in nondecreasing order of their cardinalities. We identify easily verifiable analytical properties of the group cost function under which it is shown that an optimal partition exists of one of three increasingly special structures, thus allowing for increasingly simple solution methods. We give examples of all the above listed types of planning problems, and apply our results for the identification of efficient solution methods (wherever possible).
Jn many important combinatorial optimization problems, an optimal partition into groups needs to be determined for a finite collection of objects, each of which is characterized by a single attribute. The cost of a given partition is often separable in the groups and the group cost often depends on the cardinality and some aggregate measure of the attribute values in the group, e.g., the sum or the maximum element. Upper bounds (capacities) may be specified for the cardinalities of the groups and the number of groups in the partition may either be fixed or variable.
It is well known that this class of partitioning problem is NP-complete for general choices of the group cost function. See, for example, Chakravarty, Orlin and Rothblum (1982) who base this observation on the following example. Example 1. (This is one of the first problems to be identified as NP-complete; see Karp (1972) NP-complete when the number of groups is restricted to be equal to two and when the group cost is independent of the cardinality of the group.) Examples 10 and 11 (discussed in Section 7) describe bin packing problems (that, e.g., arise in the allocation of records on computer auxiliary storage devices) and a problem of allocating customer classes in general queueing systems with multiple service pools. Both represent special cases of the defined class of partitioning problems for which no efficient exact solution method appears to exist. On the other hand, Chakravarty, Orlin and Rothblum (1982) treat the problem of determining optimal groupings of items in a multicommodity inventory system with joint replenishment costs, and derive an efficient solution method for this special case of the class of partitioning problems (Example 12). Examples 13, 14 and 15 cover partitioning problems (of the above type) that arise in vehicle routing, multi-item, two-stage inventory/production and combined vehicle routing/inventory models, and for these we derive even faster solution methods.
The objective of this paper is to identify a nested set of simple conditions for the group cost function under which an optimal partition may be determined by increasingly simple, efficient algorithms that exploit increasingly stronger structural properties of this partition.
Thus, let X= {xl, . . ., XN} be a collection of objects. Each object xi is characterized by a single attribute ri and the objects are numbered in ascending general, joint setup cost structures in the above mentioned multi-item inventory replenishment problem.
The latter paper also discusses the case where the cost of a partition is a nonseparable function of the sums of the values of the two attributes in each group. Barnes, Hoffman and Rothblum (1989) consider further generalizations where the objects are characterized by an arbitrary number (p) of attributes. Each object is thus characterized by a point in the p-dimensional attribute space. The authors show that an optimal partition exists whose groups have (pairwise) disjoint conic hulls in the attribute space. A weaker property holds if the cardinality of each group is prespecified; namely, there exists an optimal partition whose groups have disjoint (pairwise) convex hulls. These characterizations do not-as of yet-result in general efficient solution methods except for the separable, two attribute case identified by Chakravarty, Orlin and Rothblum (1985) .
There are, of course, many partitioning problems in which the objects are characterized by one or a limited number of attributes, but in which the group cost depends on the attribute values in the group according to (aggregate) measures that are different from the attribute sum or maximum.
Examples arise in the areas of clustering (see, e.g., the excellent survey text of Spdth ( Barnes 1982 Barnes , 1985 .
We conclude this section with an outline of the paper. In Section 1, we introduce some notation. Next, in Sections 2-4, we show how properties i-iii allow for increasingly simpler solution methods. In Sections 5 and 6 we obtain sufficient conditions for properties i-iii to apply to partitioning problems in which the group cost depends, respectively, on the sum and the maximum element of the attribute values in the group. In Section 7 we apply our results to several example models. Section 8 completes the paper with a discussion of related partitioning problems and properties. Case Id. General capacities and L is constant. In the case of general, i.e., nonidentical capacities, it does not appear that the restriction to consecutive partitions, by itself, allows for efficient solution methods. For example, in a straightforward dynamic programming formulation, one would have to keep track in the state description of the capacities that are available at any stage. In general, this results in an exponential number of states. Only if C, the number of distinct capacity levels, is small (e.g., C= 2 or C = 3) does the straightforward dynamic programming approach result in an algorithm whose complexity bound is a polynomial of reasonable degree (C + 1).
WHEN AN OPTIMAL MONOTONE PARTITION EXISTS
The monotonicity property of an optimal partition may be exploited to derive an efficient solution method for the most general case with nonidentical capacities. For the case of identical capacities, the monotonicity property may be exploited to simplify the dynamic programming recursions.
Case Ia. (Identical capacities, L is variable)
For any j =O. . . , N -1 consider a monotone optimal partition of { xj11, . . ., XN} with maximal cardinality for the first set (i.e., the set to which xj, is assigned) and let m(j) denote this cardinality. We define m(N) = M*. If optimal monotone partitions exist for all sets {Xj, .. ,
., N) it is possible to implement the dynamic programming recursion as follows.
DP for Monotone Optimal Partitions (DPMOP)
Step 0 
the DPMOP algorithm thus allows for the elimination of a significant number of values of j' when evaluating the minimum in (2). However, since the inequality (4) needs to be checked for all j' = j + 1, .. ., min(j + M*, N), no reduction in the above mentioned worst case complexity bounds can be achieved. The DPMOP algorithm ensures, on the other hand, in contrast to standard implementations of the dynamic programming recursion (2), that a monotone optimal partition is generated.
Case lb. (Identical capacities, L is fixed)
Assume that for any fixed value of L and 1, 1= 0,...,L -and any j=0,...,N-(L-1) an optimal partition of {xj+1 ... , XN} into exactly (L -1) sets exists which is monotone. Among all such optimal monotone partitions, consider one with maximal cardinality of the first set (i.e, the set to which xj+I is assigned) and let m(j, 1) denote this cardinality.
Assume that an optimal (monotone) partition of X into L = L* sets is required. A straightforward adaptation of the DPMOP algorithm results in an efficient implementation of the dynamic programming recursion (3), which is, in addition, guaranteed to generate mono- Step 0 The EPA thus generates a partition that consists of a possibly empty collection of singletons followed by at most one set with slack and full sets thereafter. The EPA partitions the elements of X in descending order of their indices. At the beginning of each iteration of Step 1, n denotes the number of objects not yet partitioned; likewise, in case L is a given number, I denotes the number of sets that need to be added to the partition. (If L is variable, / = 1 throughout the algorithm. Note also that if the major test, 1 <Ml* < n -1+ 1, in Step 1 is satisfied, n > Ml so that additional objects remain to be partitioned after the current execution of Step 1.)
Note that the partition generated by the EPA depends merely on the value of L and the capacities Ml (I= 1, . . , L); this partition is, in particular, independent of the function f, a robustness property suggested by the definition of extremality.
To c UO(X '(1). Hence, let X -{I , x(2) }; note that X is monotone and U'(*) U'(*~')) +Ui(XX(2))? Ui(X,'I') +Ui(X,'2)) = Ui(X) = Ui(X), so X is a monotone optimal partition for the original partitioning problem. Note that if in this partition some set violates (5), the highest indexed such set has an index < / while the 1th set in this partition (Xl) has a larger cardinality than the lth set of the partition X, thus contradicting the definition of X. b. If L is fixed, the EPA generates the unique monotone partition X* which satisfies (5) and this partition is optimal.
Proof. a. One easily verifies that the EPA generates the specific partition X, that this partition is monotone and that only the first set may have slack. Assume to the contrary that X is not optimal. Let X' be a monotone optimal partition which lexicographically: i) minimizes the index, and ii) maximizes the cardinality of the highest indexed set with slack, among all monotone optimal partitions that satisfy ( Step 1 
L(M* -lj )
The results of Sections 2-4 are summarized in Table I .
SUFFICIENT CONDITIONS FOR P1
In this section, we derive sufficient conditions with respect to f under which P 1: i) has a consecutive optimal partition, ii) has a monotone optimal partition, Table I , 02), max(m1, M2) ). The economic interpretation of the antitone differences (or submodularity) property is that the marginal increase in the group cost due to an increase of the aggregate attribute measure (the cardinality) of the group, is smaller for groups of larger size (aggregate attribute measure) than for groups of smaller size (aggregate attribute measure).
The antitone differences (submodularity) property plays a central role in the theory of lattice programming, which is used to verify whether optimal solutions to certain types of optimization models are monotone in some of the model's parameter. The theory is, e.g., used in dynamic programming problems to establish that optimal actions are monotone in the (certain) state variables) (see Topkis 1978), the excellent survey on the topic in Chapter 8 of Heyman and Sobel (1982) and the discussion in Section 8. While the term "antitone differences" is due to Topkis, the underlying concept has played a central role in microeconomics, in particular, in the classical theories of production and consumer choice. Production functions are functions of the levels of employed production factors (e.g., labor, capital) and utility functions have the consumption levels of different products as arguments. When these functions have antitone differences, the production factors (products) are called substitutes because more of the one decreases the marginal benefit of the other. 
(The first inequality follows from k < n -k, and hence, Rin -k?>Rlk andR n-k+1,n >Rk+1,n, using the fact that f eFo. The second inequality holds since
, n, k) in view of f having antitone differences and Rlk?Rk+lfln) Assume next that heF2. Since h has antitone differences and R 1 k < R -R 1 n -k it follows that h(R* -R,
Since R* -RI k_ R* -RI n-k and h is concave in its first argument, we have
This inequality together with (8) proves the lemma.
Theorem 2. There exists an optimal monotone partition for P1 provided that feF2 or h eF2.
Proof. Assume to the contrary that every optimal consecutive partition fails to be monotone. For the purpose of this proof only, assume that in any given consecutive partition the groups are indexed to achieve a nondecreasing group index function, i.e., not necessarily in nondecreasing order of their cardinalities. Thus, let X * be an optimal consecutive partition that maximizes (among all consecutive optimal partitions) the index of the lowest indexed set whose cardinality is larger than that of its successor in the partition; i.e., X* = {XI*> X2*,..., Let I* be the value of I that achieves the minimum in (9). We show that the following repartitioning procedure transforms X* into a new partition X which is optimal, consecutive and with i X1 I < I X21 < ... I XI*I ?_ I XI* l I, thus contradicting the definition of 1 and X*. We conclude that an optimal monotone partition must exist.
Repartitioning Procedure
Step 0. Initialize X = X*; k =1.
Step In Theorems 3 -6 we identify sufficient conditions with respect to f (or h) guaranteeing that P1 is extremal. Let (The first inequality follows from f having antitone differences, using the fact that R 1, k-I-< R k, n * The second inequality follows from the concavity of f(O, * ) for any given 0 using the fact that n -k + 1 > k.) Thus am aG mE(log ( -log m)2
Our results are summarized in Table LI .
SUFFICIENT CONDITIONS FOR p2
In this section, we derive sufficient conditions with respect to f (or h) under which p2: i) has a consecutive optimal partition, ii) has a monotone optimal partition, and iii) is extremal.
Theorem 7. If feFo, there exists an optimal consecutive partition for p2.
Proof. Assume to the contrary that every optimal partition fails to be consecutive. Let X be an optimal partition which maximizes, among all optimal partitions, the index of the lowest indexed nonconsecutive set. (Let p be the index of the lowest indexed nonconsecutive set in X.)
Since Xp is nonconsecutive there exists a set Xt (t > p) with min X ri < max Xicxri. Consider these two cases: Theorem 10. Assume that heFo is jointly concave and twice differentiable, while f has antitone differences. Then p2 is extremal.
Proof. As in the proof of Theorem 6 one verifies that f is concave in its second argument. Thus, Theorem 9 can be applied.
We summarize the results of this section in Table ILL. 
APPLICATIONS
In this section we apply our results to several optimization models.
Example 10 (Bin Packing Problems). Many combinatorial optimization problems may be formulated as onedimensional bin packing problems in which a list of objects { xl, . . ., xnJ is to be packed into a set of bins.
Each object xi has an (integer) size ri. Applications include storage problems, packing trucks with a given weight limit, assigning commercials to station breaks on television (see Brown 1971) as well as cutting stock and machine scheduling problems. We refer to Coffman, Garey and Johnson (1988) for a survey covering more than one hundred papers on this class of partitioning problems. Here we mention a few versions of the bin packing problem which may directly be formulated as partitioning problems of the type P'. Chandra and Wang (1975) and Cody and Coffman (1976) study bin packing problems that arise in the allocation of records on computer auxiliary storage devices. The former models paging drums where a given set of pages is to be partitioned among L sectors (bins/groups) of the drum to minimize Table III  Summary Results for Table II applies and therefore no monotone partition needs to be optimal. The dynamic programming algorithms of Section 2 may be used to solve these models.
Example 13. In the classical Vehicle Routing Problem (VRP), a set of deliveries to a given collection of customers is to be assigned to a fixed or variable sized fleet of vehicles, each of which is of limited capacity. The objective is to find a set of routes, where each route starts at the depot and returns there after visiting a subset of customers, so that each customer is visited exactly once, the capacity of the vehicle is not exceeded and the total length of all routes is as small as possible. It follows from Theorems 4 and 9, that both Pl and p2 are extremal. Thus, the partition X* generated by the EPA achieves both V1(X) and V2(X) in P1 and P2, respectively. Using a minor adaptation to the proofs of Haimovich and Rinnooy Kan one verifies that both lower bounds are asymptotically accurate as the number of customers tends to infinity (under the same probabilistic assumptions as ibid). The partition X* may also be used as a basis for several regional partitioning schemes that result in (heuristic) sets of routes which can be shown to be asymptotically optimal as well; see Anily and Federgruen (1988b, c) also satisfies the assumptions in Theorem 5, so that P1 is extremal and V1 is achieved by the partition generated by the EPA. Note that none of the simpler theorems 3 or 4 could be employed.
On the other hand, the fact that f and h eF1, that f and h are concave in m and h has antitone differences (but f does not) is insufficient to demonstrate that an optimal monotone partition exists for p2 as well, as follows from Examples 8 and 9; see also case 12 in Table III . Thus, the computation of V2 is more complex than that of V1, and in the case of nonidentical regional capacities { M ,... , ML } no efficient evaluation methods for V2 appear to be known; see Section 3. Both lower bounds V ' and V2 are shown to be asymptotically accurate, under mild probabilistic assumptions with respect to the distribution of radial distances. It is also shown how the partition that optimizes P1 or p2 may be used as the basis for the construction of a collection of regions and associated inventory strategy, the cost of which is asymptotically optimal (under the above referred-to conditions).
Example 15. Consider a continuous-time, two-stage production/inventory system. In the first stage a common intermediate product is produced in batches and possibly stored. In the second phase the intermediate product is fabricated into N distinct finished products; several finished products may be included in a single production batch to exploit economies of scale. In particular, assume that a fixed cost c is incurred for any (second stage) production run. Likewise, a fixed cost Ko is incurred whenever a new production run for the intermediate product is initiated. Inventories of the intermediate product incur carrying costs at a rate ho per unit of time while inventories of end item i are charged at a rate hi, i= 1,...,N.
Let hi= hi-ho h >O (i= 1, ... , N). Since holding cost rates usually increase with the (cumulative) value added, this assumption is almost always satisfied.
Demands for the end items occur at deterministic, constant rates per unit of time, all expressed in a common unit (pounds, gallons, etc.). These demands must be filled from available inventories, i.e., backlogging is not allowed. While different items may be combined in a single production batch, the total production volume per batch cannot exceed a capacity limit of b units.
We are interested in determining a production/inventory strategy that minimizes long-run average costs. We assume that the variable production costs (in both stages) are linear in the production volumes; hence, these cost components may be ignored because their long-run average value is identical for all relevant replenishment strategies, with long-run average production rates equal to the demand rates. Assuming (as above) that all demand rates are integer multiples of some base rate It, each finished product may be viewed as representing an integer number of independent demand-items, each with a demand rate It.
Optimal policies may be very complex even without joint setup costs (see, e.g., Roundy 1985) , and their complexity makes them difficult to implement even if they could be computed efficiently. As a consequence, we restrict ourselves to replenishment strategies which partition the demand items into a collection of families X = { X1, .., XL} 
T>O I= I XI* The function to the right of (13) is clearly convex in T and its minimum may be computed in closed form! Note that if we had failed to recognize that the partitioning problem in (13) is extremal, we would suspect that the optimal partition in (13) depends on T and that the function V(T) fails to be convex, leaving us with a complex minimization problem over T. The lower bound V and the partition X* may be used as the basis for the construction of a replenishment strategy whose cost value comes within 6% of V (and hence of V*); see Anily and Federgruen (1988a) for details and even better optimality gaps that apply in special cases.
RELATED PARTITIONING PROBLEMS
Grdtschel, Lovasz and Schrijver (1982) consider the general partitioning problem. 
ii. g(S) c g(T) if S C T (monotonicity), iii. g(S U T) + g(S n T) c g(S) + g(T) for all S, Tc
X (submodularity). Gr6tschel, Lova'sz and Schrijver prove that P can be solved by the ellipsoid method. The running time of this algorithm is polynomial, albeit of an unattractively high degree.
Consider the case where g(S) = h(Zixiesri, I S 1). If heF3, it follows from Lemma 2 in Federgruen and Zheng (1988) that g is a normalized monotone and submodular set function. On the other hand, if hOF3, then g will generally fail to be submodular. But if h eF3, we know that P is extremal and the EPA solves the problem in no more than 3 N/2 operations and generates a partition of a strikingly simple structure; see Section 4 and cases 8, 11, 14, and 16 in Table II. Topkis ( 
