Let a given collection of sets have size N measured by the sum of the cardinalities. Yellin and Jutla presented an algorithm which constructed the partial order induced by the subset relation (a \subset graph") in O(N 2 = log N) operations over a dictionary ADT, and exhibited a collection whose subset graph had (N 2 = log 2 N) edges. This paper establishes a matching upper bound on the number of edges in a subset graph, shows that the known bound on Yellin and Jutla's algorithm is tight, presents a simple implementation requiring O(1) bit-parallel operations per ADT operation, and presents a variant of the algorithm with an implementation requiring O(N 2 = log N) RAM operations.
Introduction
Yellin and Jutla 9] tackled the following problem. Our interest in it arose from the application studied in 6], but we feel the problem is a fundamental one, likely to arise in many contexts.
Given is a collection F = fS 1 ; : : : ; S k g, where each S i is a set over the same domain D. A set is a minimal (resp. maximal) set of F i it has no strict subset (resp. superset) in F. Find the extremal sets of F, i.e., those that are minimal or maximal.
Yellin and Jutla presented an abstract algorithm that constructs the partial order on F induced by the subset relation. This is represented by the closed subset graph for F. We recall the key de nitions from 9]. A subset graph G for F is a DAG such that each vertex is labeled by one or more identical sets in F, each set in F labels exactly one vertex, and there is a path (of length at least 1) from a vertex labeled by S to a vertex labeled by S 0 i S 0 S. G is closed if an edge connects the endpoints of every path; each collection has a unique closed subset graph.
In 9] a collection of size N = P i S i is constructed which has a unique subset graph with (N 2 = log 2 N) edges. We establish a matching upper bound in section 2.
In section 3 we give a slightly more abstract (higher-level) presentation of Yellin and Jutla's algorithm, and a more detailed account of the analysis that shows it can be implemented to run in O(N 2 = log N) dictionary operations. We proceed to show in section 4 that this known bound is tight, by exhibiting a collection of size N requiring (N 2 = log N) dictionary operations. It was observed in 9] that dynamic perfect hashing gives O(1) randomized amortized expected time per dictionary operation, giving a randomized expected running time of O(N 
An Upper Bound on the Size of a Subset Graph
Note: where not speci ed, all logarithms in this section are natural logarithms.
In 9] a collection of size N is constructed whose unique subset graph has (N 2 = log 2 N) edges, thereby establishing a lower bound on the maximum size (measured in edges) of a subset graph for a collection of sets of size N.
An upper bound of O(N 2 = log N) is implicit in the analysis of the algorithm in 9]. We proceed to establish a tighter upper bound by adapting and tightening the complexity analysis in 8].
Let F n denote fS : S 2 F; jSj = ng, F n m denote m i n F i , and F#G denote jf(x; y) : x 2 F; y 2 G; y xgj. Partition F into the collection F B 0 of \smaller" sets and F K B+1 of \larger" sets, where K is the cardinality of the largest set in F.
The cuto B will be determined later. The total number of subsets of smaller sets is
since there are O(N) smaller sets, and each has O(2 B ) subsets. The larger sets may have subsets in both partitions. The total number of subsets from the larger sets is
since there are O(N=B) larger sets.
It remains to bound the total number of subsets of the larger sets from the smaller sets. We rst partition the larger sets at cardinality B The abstract implementation uses a dictionary at each vertex to represent the endpoints of the edges from that vertex. The code immediately above uses one MEMBER and at most one INSERT operation for each marked vertex. The statement Replace each edge v ! z by edge v 0 ! z (7) can be implemented in O(1) time by simply transferring the dictionary at v to v 0 . The statement Add edge v 0 ! z for each edge v ! z (8) can be implemented by copying the dictionary at v to v 0 . The statement Add edge v 0 ! v (9) requires a single INSERT operation.
Additional data structures are required to e ciently mark and unmark vertices, transfer sets, and remove edges to unlabeled vertices. These are not discussed in 9], but well-known techniques (singly-and doubly-linked lists, bin sorting and back pointers) su ce. More details are provided in the implementations given in sections 5 and 6. We proceed to show that this upper bound is tight.
A tight worst-case bound for Yellin and Jutla's algorithm
Fix n > 0, and consider the collection F comprising all sets of the form S S 0 , where S f1; : : : ; n ? 1g and S 0 = fng or S 0 = fn + 1; : : : ; 2ng. This collection may be constructed by taking all subsets of f1; : : :; ng, and inserting n+1; : : : ; 2n in each of the 2 n?1 sets that does not contain n. We proceed to give a simple alternative implementation giving an O(1) worstcase cost per dictionary operation.
A Dictionary Implementation Using Sparse Sets
An adjacency-matrix representation of the subset graph results from implementing each dictionary of endpoints of edges from a vertex as a bit-vector. A surprisingly attractive implementation of Yellin and Jutla's algorithm can be built on this foundation.
Notionally, the adjacency matrix will have k rows, each comprising k= log 2 N words of log 2 N bits. As usual, the statement The bit in the bit-vector for v that corresponds to each marked vertex w is tested, and if it is a 1-bit, the corresponding bit w 0 in the bit-vector for v 0 is made a 1-bit.
The last statement in need of implementation is
Remove each unlabeled vertex and all edges to it:
In order to limit the rows to k rather than N bits (solely to save space), when a vertex v becomes unlabeled, its column in the adjacency matrix is taken over to represent the starting vertices of the edges to v 0 . Because it is too expensive to zero the column, the non-zero bits in it are individually zeroed. To nd each one in O(1) time, a list of them is maintained, and updated whenever an edge to v is created. Note that when copying (the active part of) a bit-vector to add a new row to the matrix, lookup in a table indexed by each possible pattern of bits in a word can be used to extract each 1-bit in O(1) time. Also note that care must be taken when a column is zeroed to retain the starting points of new edges created by the statement previously examined. Each statement has been implemented in worst-case time no more than the randomized amortized expected time required by the implementation using dynamic perfect hashing, so the worst-case complexity of this new implementation is O(N 2 = log N). The space required is (k 2 = log N) words for the adjacency matrix, plus O(1) words for each edge of the current subset graph. In contrast, the dynamic perfect hashing implementation only needs space proportional to the number of edges in the (current) subset graph, which we earlier showed to be O(N 2 = log 2 N). Given the much greater complications of the dynamic perfect hashing implementation, the sparse sets implementation is expected to be much faster in practice. (The performance of the rst optimized implementation of dynamic perfect hashing, as brie y discussed in 3], supports this view.) Furthermore, the extra space for the adjacency matrix may be tolerable in many practical circumstances (such as when k is small). To implement it, the marked vertices are gathered in an array in increasing order during execution of the rst statement in the algorithm. Then all vertices w that are in both this array and the array-section pointed to by v are found in increasing order, and the corresponding numbers w 0 appended to the array-section for v 0 . Let the number of marked vertices and the number of vertices at the endpoint of an edge from vertex v be n; m (not necessarily respectively), with m n. Then the \opportunistic" algorithm exploited in 6, 8] will nd the common vertices in order using O(m log(1 + n=m)) = O(n) comparisons of elements. This is optimal up a constant factor for this problem. Absolutely optimal algorithms are discussed in detail in 5].
The last statement in need of implementation is Remove each unlabeled vertex and all edges to it: Although it is possible to arrange to nd each occurrence of an unlabeled (and therefore defunct) vertex in O(1) time, removing these occurrences would be too time-consuming, because the array-sections that contain them would have to be compacted. So these occurrences of defunct vertices are temporarily retained. When an array-section is copied, all occurrences of defunct vertices are removed, and the array-section is compacted. Note that for the previous analyses to apply, the defunct vertices at endpoints of edges from v must be counted.
Our analysis in section 3 shows that the total time required by all statements other than (6) is O(N Note that this bound is not known to be tight | unlike the situation with the original abstract implementation of Yellin and Jutla's algorithm.
The space-complexity is dominated by the array-sections of endpoints of edges from vertices. They can all be stored in a single array. Rather than allocating the maximum possible space | O(k) | for each vertex, a modest initial allocation can be made, and whenever a section is exceeded, the whole section can be copied to a new section of twice the size. The time-complexity is increased by a factor of at most 2, and at most double the minimum amount of space needed is used. The vacated section can be noted and used for vertices created later. Discounting the defunct vertices that are retained, the space used is of the same order as that needed for the implementation using q-tries. To ensure that the defunct vertices do not increase the order of space required, we can keep counts of the numbers of occurrences in array-sections of defunct and active vertices (overall, or for each vertex), and compact when the former reaches the latter. By charging the cost to the creation of the edge that is deleted, we see that only the constant factor of the time-complexity can be altered. The space-complexity is at most doubled.
The number of words of space required is proportional to the number of edges in the (current) subset graph, which our theorem shows is O(N 2 = log 2 N). The collection of sets constructed in 9] shows that this bound is tight.
Final Remarks
In 8] we analyzed some algorithms that we previously proposed for computing the minimal sets in a collection of sets. After noting that they could easily be adapted to compute all extremal sets, and, indeed, the complete subset graph itself, we showed that one of them, based on an opportunistic subset test, has worst-case complexity (N Nevertheless, the approach in 9] is conceptually cleaner than ours, being founded on a natural mathematical structure, and perhaps o ers better prospects for improvement.
We have investigated those prospects in this paper, and have obtained a practical algorithm with a worst-case running time of O(N 2 = log N) RAM operations.
It is an open question whether this bound is tight, so there is the tantalizing prospect that the new algorithm's worst-case complexity is of lower order than our previous approach.
