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Abstract
Reducing the uncertainties related to blade dynamics by the improvement of the quality
of numerical simulations of the ﬂuid structure interaction process is a key for a break-
through in wind-turbine technology. A fundamental step in that direction is the imple-
mentation of aeroelastic models capable of capturing the complex features of innovative
prototype blades, so they can be tested at realistic full-scale conditions with a reasonable
computational cost.
We make use of a code based on a combination of two advanced numerical models
implemented in a parallel HPC supercomputer platform: First, a model of the structural re-
sponse of heterogeneous composite blades, based on a variation of the dimensional reduc-
tion technique proposed by Hodges and Yu. This technique has the capacity of reducing the
geometrical complexity of the blade section into a stiffness matrix for an equivalent beam.
The reduced 1-D strain energy is equivalent to the actual 3-D strain energy in an asymptotic
sense, allowing accurate modeling of the blade structure as a 1-D ﬁnite-element problem.
This substantially reduces the computational effort required to model the structural dynam-
ics at each time step. Second, a novel aerodynamic model based on an advanced imple-
mentation of the BEM (Blade Element Momentum) Theory; where all velocities and forces
are re-projected through orthogonal matrices into the instantaneous deformed conﬁguration
to fully include the effects of large displacements and rotation of the airfoil sections into
the computation of aerodynamic forces. This allows the aerodynamic model to take into
account the effects of the complex ﬂexo-torsional deformation that can be captured by the
more sophisticated structural model mentioned above.
In this thesis we have successfully developed a powerful computational tool for the
aeroelastic analysis of wind-turbine blades. Due to the particular features mentioned above
in terms of a full representation of the combined modes of deformation of the blade as a
complex structural part and their effects on the aerodynamic loads, it constitutes a sub-
stantial advancement ahead the state-of-the-art aeroelastic models currently available, like
the FAST-Aerodyn suite. In this thesis, we also include the results of several experiments
on the NREL-5MW blade, which is widely accepted today as a benchmark blade, together
with some modiﬁcations intended to explore the capacities of the new code in terms of cap-
turing features on blade-dynamic behavior, which are normally overlooked by the existing
aeroelastic models.
xv
1. INTRODUCTION
The increasing worldwide energy demand and the need to reduce the environmental im-
pact caused by conventional electricity generation technologies have driven a re-emergence
of interest in wind energy over the past decades. Nowadays wind energy is an important
supplier of grid-connected electricity in the global energy picture thanks to considerable
technological progress during the last twenty years [1]. Wind power is one of the most
rapidly growing renewable energies. Global installed capacity grew from 14,604 MW in
2000 to 84,934 MW in 2007, an impressive rate of 482% in only seven years according
to [2]. By the end of 2009 the produced energy was 340 TWh according to the World Wind
Energy Association (WWEA) [3]. This generated power is about 2% of the worldwide elec-
tricity generation, which clearly shows how the global installation capacity of wind power
accelerates. Updated sources reﬂect a total installed power of 238.3GW worldwide by the
end of 2011 [4]. Europe and the US are the regions where the wind industry is mainly con-
centrated; nevertheless developing countries such as China, Brazil and India show signs of
a sustained emerging of this industry.
During the last thirty years, increasing the size of the state-of-the-art machine has been
the spontaneous tendency in the wind-turbine industry [5]. Economies-of-scale factors
drive this tendency substantially reducing the cost of wind energy. State-of-the-art wind
turbines have an output power ranging between 3.6 to 7.5 MW . GE, RE-Power, Vestas,
Siemens, and Enercon are the main manufacturers of this type of machine. Figures 1.1a
and 1.1b show the REpower 5M and the Enercon E-126 respectively, two of the best ex-
amples of multi-megawatt commercial wind turbines available on the market today. The
REPower 5M can generate 5MW with a rotor diameter of 126m (see basic characteristics
on table 1.1) being available for both inland and offshore installations. On the other hand,
the Enercon E-126 was conceived for inland installations only and, according to the man-
ufacturer [6], this wind turbine is able to generate 7.5 MW with a rotor diameter of 127
m.
Industry insiders have been talking in recent years about a next-generation of giant off-
shore turbines of up to 12 MW with rotor diameters up to 200 m [7]. This next-generation
of superturbines would imply a substantial reduction in wind-energy costs if successfully
1
(a) (b)
Figure 1.1. State-of-the art multi-megawatt wind turbines: (a) REpower 5M, with an output power
of 5 MW and a rotor diameter of 126 m. Picture taken by Hans Hillewaert. (b) Enercon E-126,
with an output power of 7.5 MW and a rotor diameter of 127 m. Picture from Jumanji Solar’s
photostream. Copyright statement in Appendix B.
Table 1.1
Main characteristics of the Repower 5MW wind turbine.
Design
Rated Power 5000 kW
Cut-In Wind Speed 3.5 m/s
Rated Wind speed 13 m/s
Cut-Out Wind Speed
Offshore Version 30 m/s
Onshore Version 25 m/s
Rotor
Diameter 126 m
Speed Range 6.9–12.1 rpm
Blades
Length 61.5 m
2
Figure 1.2. REPower 5M wind turbine blades. Wind farm installation at Bukowsko-Nowotaniec,
Poland. Picture taken by Korona B. Copyright statement in Appendix B.
developed. Added to this, Chen et al. [1] suggest that, in favorable sites, it might be fea-
sible to produce hydrogen competitively as a substitute fuel. This would help to close the
existing gap between global fuel demands and the maximum amount of biofuel that may
be sustainably produced.
Technologically, wind turbines evolved from the ﬁxed-speed stall-controlled concep-
tion to the modern variable-speed and pitch-controlled turbines [8]. Today’s market offers
interesting combinations of innovative concepts with proven technology for both genera-
tors and power electronics [9]. However, there still exist several technological challenges
to overcome in the development of wind power. Some of these involve reducing generation
costs at utility scales in both inland and offshore locations with upscaled wind turbines that
cost less to build than current models [1].
While the rest of the wind-turbine subsystems are highly developed technological prod-
ucts, blades are unique; no other technological application uses such a device. Therefore,
upscaling these components not only presents huge challenges from the design standpoint
and the complex non-linear aeroelastic response, but also from the manufacturing and trans-
port logistics (see ﬁgure 1.2). The analysis of wind turbine blades constitutes a challenging
problem in an emergent technological ﬁeld which has a signiﬁcant impact for the society.
Current wind-turbine blade technology based on composite laminates is labor-intensive
and requires a highly-skilled workforce, creating a critical bottleneck in terms of industrial
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Figure 1.3. Proportional cost of wind-turbine subsystems (according to [5]). Blades and rotor
comprise up to 25% of a wind turbine’s total cost.
workforce and infrastructure that hampers a rapid expansion of wind-energy. It also poses
a barrier to turbine upscaling that reﬂected in the increasing share of the cost of the rotor as
turbine size increases (see ﬁgure 1.3).
The structural conception of today’s blades also poses huge challenges in terms of trans-
port logistics and crane capacity. Transportation cost increases as blades grow in length.
The risk of damage during transportation, and hence, the cost of insurance, also increases
with length. Moreover, while the rest of the turbine subsystems may be treated as modules
assembled on site, blades are one-piece monolithic components, substantially complicating
transport logistics (see ﬁgure 1.4). Limitations in crane capacity are the other critical factor
to take into account during the turbine assembly phase. Thus, transport and lifting logistics
may impose a premature limit for turbine upscaling, even before the actual limits in blade
length for the current manufacturing technology are reached.
Blades operate under a complex combination of ﬂuctuating loads, and huge size dif-
ferences complicate extrapolation of experimental data from the wind-tunnel to the proto-
type scale. Oscillations and deformation of blades during operational stages are intimately
related to the process of vortex formation and shedding in their wakes. This, in turn, de-
termines the ﬂuctuations in the aerodynamic forces acting on the blades creating a cyclic
process of ﬂuid-structure interaction. At design stages of blades and other aerodynamic
surfaces, understanding and modelling these complex interactions is crucial. Hence, com-
puter models of ﬂuid-structure interaction phenomena are particularly relevant to the design
and optimization of wind-turbines.
The wind-turbine industry is increasingly using computer models for blade structural
design and for the optimization of its aerodynamics. Nevertheless, the complex interaction
of physical processes that characterize the coupled aeroelastic problem still exceeds the
4
Figure 1.4. Wind-turbine blades convoy on the way to Scout Moor wind farm, England. Picture
taken by Paul Anderson. Copyright statement in Appendix B.
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capacities of existing commercial simulation codes. The result is a very understandable
tendency of the industry to be cautious with the introduction of new concepts in order to
ensure reliability. Innovations are likely to introduce changes in structural response and
may possibly require different control strategies, which would represent a major factor to
take into account if the development of a new prototype blade is considered.
1.1 Dissertation goals
To allow for the simultaneous analysis of the aeroelastic problem together with any
innovative control strategy into a single computationally efﬁcient self adaptive algorithm,
a series of algorithms will be implemented combining advanced numerical models to be
executed in a parallel HPC supercomputer platform. A model of the structural response of
heterogeneous composite blades using Variational Asymptotic Beam Sectional techniques
will be used to reduce the geometrical complexity of the blade section and/or its material
inhomogeneousness into a stiffness matrix for an equivalent 1-D beam. The equations of
motion for the 1-D ﬁnite-element problem of the equivalent beam are solved using a non-
linear adaptive Ordinary Differential Equation (ODE) solver. This type of solver is based on
variable-timestep/variable-order ODE algorithms that check the solution by monitoring the
local truncation error at every timestep, improving the efﬁciency and ensuring the stability
of the time-marching scheme.
This structural model will be combined eventually with three ﬂow models that differ
in the level of description they provide and the computational resources they require. In
this dissertation work, we will develop and implement the ﬁrst level of description for
modeling the ﬂow, Level-1, which involves modeling the rotor wake aerodynamics with the
so-called Blade Element Momentum theory (BEM), which constitutes the base of several
well-known codes like AeroDyn [10,11]. The next two levels (Levels 2 & 3) would involve
a full simulation of the dynamics of the unsteady separated ﬂow around the blade sections,
which are going to be developed in future thesis works.
The use of a nonlinear adaptive ODE algorithm provides a common framework to con-
trol the time-dependant solution for the aeroelastic problem. Equations modeling the dy-
namics of the control system and electromechanical devices may also be added to the gen-
eral ODE system, with the control actions and the electrical network dynamics modifying
the boundary conditions for the aeroelastic solution. This provides a natural way of in-
tegrating the structural response and the dynamics of the control system into the general
solution of the ﬂow problem in a process constantly controlled by the same self-adaptive
ODE algorithm.
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The purpose of this dissertation work is two-fold:
• First, to develop the computational tools to implement the above-mentioned Common
ODE framework to control the interaction of the computational modules modeling
the behavior of the different physical phenomena involved, as well as preparing a
ﬂexible interface for the incorporation of new modules that may be added in the
future, or elaborated versions of existing ones.
• Second, to develop and implement an improved version of the BEM theory approach
in the aerodynamic ﬂow model, running complete simulations of the aeroelastic prob-
lem for different types of aerodynamic and structural designs.
1.2 Dissertation Outline
Chapter 2 presents the set of algorithms named the Common ODE framework and its
implementation to control the interaction of the computational modules modeling the be-
havior of the different physical phenomena involved. As previously mentioned, one of the
main advantages of this implementation is that the whole process is constantly controlled
by the same self-adaptive ODE algorithm monitoring the local truncation error at every
timestep, improving the efﬁciency and ensuring the stability of the time-marching scheme.
The general structure of the code is written in MATLAB. Provided the universality and
ﬂexibility of this language, one can conceive modules for the different problems involved
(ﬂow, structure, control-system dynamics, etc.) assuring inter-compatibility among them.
The modules may be treated individually, interfacing with the common ODE routine. Con-
trary to a monolithic approach, this modular design substantially simpliﬁes further develop-
ment of the code by the improvement of each submodel independently, opening the door for
the simultaneous analysis of the aeroelastic problem together with any innovative control
strategy into a single computationally-efﬁcient self-adaptive algorithm.
In chapter 3 we present the theoretical basis of the Level-1 ﬂow model. This ﬂow model
will provide the aerodynamic loads along the rotor blades, being sensitive enough to take
advantage of all the complex deformation modes that the structural model is able to pro-
vide. At the same time, the feedback of the ﬂow model will need to be at the same level
of description as the structural model to accurately reﬂect the ﬂuid-structure interaction on
the rotor blades. The Level-1 ﬂow model is based on a complete reformulation of the BEM
theory, incorporating linear operators that perform rotations of the physical magnitudes in-
volved (velocities, forces, etc.) to take into account the large sectional rotations of blade
elements out of the rotor’s plane. Added to this, the Level-1 incorporates, through its Flow
Model Interphase (FMI), the ability to correct the aerodynamic coefﬁcients data of the dif-
ferent airfoils to incorporate 3-D effects in real-time. Another advantage of this ﬂow model
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is that it can handle multiple data tables for the different airfoils and use them according
to the instantaneous aerodynamic situations. This allows for unique features like using
multiple Reynolds data tables or the possibility to include aerodynamic coefﬁcients data
from modiﬁed airfoils with active control surfaces as micro-tabs or deployable spoilers,
all in real-time. The Level-1 ﬂow model overcomes multiple limitations that the existing
computational codes based on the classical BEM theory present.
Chapter 4 presents the structural model implemented for the study of aeroelastic simula-
tions, a generalized Timoshenko code developed by Dr. Otero [12,13] based on a modiﬁed
implementation of the Variational-Asymptotic Beam Sectional (VABS) model proposed
and developed by Prof. Hodges and his collaborators [14]. This model, which is able
to work with curved and twisted composite beams, uses the same variables as classical
Timoshenko beam theory, but the hypothesis of beam sections remaining planar after de-
formation is abandoned. Instead, the real warping of the deformed section is interpolated
by a 2-D ﬁnite-element mesh and its contribution to the strain energy is put in terms of
the classical 1-D Timoshenko’s variables by means of a pre-resolution. The geometrical
complexity of the blade section and/or its material inhomogeneousness are reduced into a
stiffness matrix for the 1-D beam. The reduced 1-D strain energy is equivalent to the actual
3-D strain energy in an asymptotic sense. Elimination of the ad hoc kinematic assumptions
produces a fully populated 6 × 6 symmetric matrix for the 1-D beam, with as many as
21 independent stiffnesses, instead of the six fundamental stiffnesses of the original Timo-
shenko theory [15]. That is why it is referred to as a generalized Timoshenko theory. Even
for the case of large displacements and rotations of the beam sections, this model allows
for accurate modeling of the bending and transverse shear in two directions, extension and
torsion of the blade structure as a 1-D ﬁnite-element problem. Thus, we are able to decou-
ple a general 3-D nonlinear anisotropic elasticity problem into a linear, 2-D, cross-sectional
analysis (that may be solved a priori), and a nonlinear, 1-D, beam analysis for the global
problem, which is what is needed at each timestep of a ﬂuid-structure interaction analysis.
In chapter 5 we present the analysis of the numerical experimentation results. To ex-
plore the possibilities of our computational codes we propose to use a set of rotor blades
based on the 5-MW Reference Wind Turbine (RWT) project developed by NREL [16].
Based on the REpower 5M wind turbine, NREL’s RWT was conceived for both inland and
offshore installations and it is well representative of typical utility-scale multi megawatt
commercial wind turbines. As a part of our numerical experimentation, and using the
principles of Adaptive Blades, we take full advantage of the coupled deformation modes
that our aeroelastic code can represent and analyse in this chapter different blade conﬁg-
urations optimizing the design to reduce extreme loads and improve fatigue performance.
Flexo-torsional or bend-twist coupling is a concept originally coming from aeronautics.
Fine tuning of the relative positions between the structural torsional center of the blade
section, and its aerodynamic center (conventionally located at the quarter-chord length for
typical airfoils) is one of the main principles of swept wings to avoid the so-called struc-
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tural divergence and self-adapt angles of attack on the wing sections. Another novel set of
experiments in this chapter allow us to demonstrate the effects of gravitational forces on
the blades and the way these computational tools could be used to address potential prob-
lems to successfully achieve the development of the next-generation upscaled giant wind
turbines.
Finally, chapter 6 presents the conclusions for this dissertation work as well as the
outlook for further work based on the analysis of the material presented in the previous
chapters.
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2. COMMON ODE FRAMEWORK
To allow for the simultaneous analysis of the aeroelastic problem together with any
innovative control strategy into a single computationally efﬁcient self-adaptive algorithm,
a series of computational codes were implemented combining advanced numerical models
to be executed in parallel HPC supercomputer platforms. In this chapter we present this set
of algorithms named the Common ODE framework and its implementation to control the
interaction of the computational modules modeling the behavior of the different physical
phenomena involved. We will start by describing the basis of this common ODE framework
and the global interactions among the modules. In the following sections we will cover its
numerical implementation and its ﬂexibilities including the possibility to incorporate future
modules or elaborated versions of existing ones.
For the structural module, a Generalized Timoshenko Beam Model (GTBM), which
will be described in detail under chapter 4, is used to reduce the geometrical complexity
of the blade section and/or its material inhomogeneousness into a stiffness matrix for an
equivalent 1-D beam. The equations of motion for the 1-D ﬁnite-element problem of the
equivalent beam are solved using a non-linear adaptive ODE solver. This type of solver is
based on variable-timestep/variable-order ODE algorithms that check the solution by mon-
itoring the local truncation error at every timestep, improving the efﬁciency and ensuring
the stability of the time-marching scheme.
This structural module will ultimately be combined with any of three alternative ﬂow
models that differ in the level of description they provide and the computational resources
they require. Figure 2.1 shows a pseudo-code diagram of this global scheme indicating
the interrelation between the dynamics of the structure, ﬂow, control systems and other
devices. The use of a nonlinear adaptive ODE algorithm provides the common framework
the ability to control the time-dependant solution for the aeroelastic problem.
The general structure of the code is written in MATLAB. Provided the universality
and ﬂexibility of this language, one can conceive modules for the different problems in-
volved (ﬂow, structure, control-system dynamics, etc.) assuring inter-compatibility among
them. The modules may be treated individually, interfacing with the common ODE routine.
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Figure 2.1. Pseudo-code diagram.
Contrary to a monolithic approach, this modular design substantially simpliﬁes further de-
velopment of the code by the improvement of each submodel independently, opening the
door for the simultaneous analysis of the aeroelastic problem together with any innovative
control strategy into a single computationally efﬁcient self-adaptive algorithm.
2.1 Numerical implementation
In this section we will show the numerical implementation of the common ODE frame-
work and how the nonlinear adaptive ODE algorithm provides the natural means to in-
tegrate the different modules. Figure 2.2 shows the interrelation diagram of n different
computational modules divided in three main blocks: Parameters input, Main Framework
and Post-processing.
The ﬁrst block deﬁnes the problem in terms of the simulation timespan as well as the
amount of intervening modules. Here, the modules are identiﬁed and their needed data is
collected to then evaluate the different instances in the ODE problem. These basic instances
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are divided in: Setting of the Initial Conditions (IC) for the ODE problem, evaluations of
the Right-Hand-Side (RHS) of the ODE system, and post-processing of accepted time-
steps through output-functions. Along with these basic instances, we added the possibility
to include the deﬁnition and evaluation of the analytical Jacobian matrix for each module
in case an analytical form for the Jacobian exists. This possibility saves considerable com-
putational time when the ODE solver needs to re-compute the Jacobian when numerical
stiffness arises [17,18]. In MATLAB, in the absence of an analytical form, the default Ja-
cobian computation is made numerically by a ﬁnite-difference approximation, where the
computation time needed scales with the square of the number of degrees of freedom of the
ODE problem [19].
The second block of ﬁgure 2.2, the Main Framework, represents the actual ODE solver
and shows schematically how we interconnect the different intervening modules in the
problem. After processing the information coming from the Parameters-input block, these
parameters are distributed to the different sub-blocks for the corresponding computations.
We see in the ﬁgure that each sub-block has a main function which administers the pro-
cessed parameters to each deﬁned module and then gathers all the solutions as one com-
mon output. Thus, the Initial IC sub-block will output to the common framework a vector
with the concatenated ICs of all the modules. In the same way, the common framework
will initialize the RHS evaluator with the IC vector computed previously. Now the main
RHS evaluator function re-distributes the corresponding IC elements from the vector to the
modules and solves for the current timestep. Of course, for subsequent timesteps, the main
framework will provide previously-converged solutions of the ODE problem to keep ad-
vancing the time scheme. During the RHS evaluations, temporary data might be processed
or stored. When the ODE solver accepts the solution for the current timestep, this infor-
mation might also be physically stored in a hard drive. The solution data for each timestep
are fed back into the different modules after being processed by the output functions. This
inter-modular data sharing takes place naturally as part of the normal operation of the ODE
algorithm. For example, the updated solution of the aerodynamic loads are fed back into
the structural model. Also, part of this data could trigger control actions from an even-
tual control module which changes the blade pitch angle, actuates ﬂow-control devices, or
varies the rotational speed of the electro-mechanical train. As mentioned before, one of the
main advantages of this implementation is that the whole process is constantly controlled
by the same self-adaptive ODE algorithm monitoring the local truncation error at every
timestep, improving the efﬁciency and ensuring the stability of the time-marching scheme.
The third block is self explanatory and shows the possibility of post-processing the data
obtained, generating at each timestep reports for the different variables involved. There
is also the possibility of monitoring intermediate variables besides the main ones, which
constitutes a key feature to a better understanding of the complex interaction between the
different physical mechanisms involved.
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Figure 2.2. Common ODE framework diagram.
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2.2 The Level-1 ﬂow model
The ﬁrst level of description for modeling the ﬂow, Level-1, the one implemented in this
work, involves modeling the rotor wake aerodynamics with the so-called Blade Element
Momentum theory (BEM), described under chapter 3. In the future, the next two levels
(Levels 2 and 3) would involve a full simulation of the dynamics of the unsteady separated
ﬂow around the blade sections using a new series of adaptive algorithms, based on the
hybrid (or vorticity-velocity) formulation of the Navier–Stokes equations. The kinematic
Laplacian equation (KLE) technique will be used to create a complete decoupling of the
two hybrid variables in a vorticity-in-time/velocity-in-space split approach, which results
in a numerical scheme written in terms of an ODE set [20].
The equations modeling the dynamics of the control system and electromechanical de-
vices may also be added to the general ODE system, with the control actions and the elec-
trical network dynamics modifying the boundary conditions for the aeroelastic solution.
This provides a natural way of integrating the structural response and the dynamics of the
control system into the general solution of the ﬂow problem in a process constantly con-
trolled by the same self-adaptive ODE algorithm. In the future, the possibility of integrating
submodels for other physical phenomena could be explored.
Among the main modules shown in ﬁgure 2.1, the one for the Basic Blade Design
serves to deﬁne not only the aerodynamic parameters for the rotor’s normal operational
conditions, but also the structural features resulting from the blade-section’s internal lay-
out, selection of materials, manufacturing procedures, and eventual ﬂow-control devices
that may be added. Figure 2.3 shows a detailed pseudo-code diagram with the different
subroutines inside each module and their interrelation. The structural module generates the
ODE equations on an equivalent 1-D beam as will be explained in section 4.2. Dimensional
reduction from the actual 3-D blade structure to the 1-D equivalent problem is an essen-
tial part of this module. The concentrated and distributed forces in the blade needed for
the evaluation of the right hand side of this ODE set will come from the evaluation of the
ﬂow module and from the control-system actuators. The dynamical response of the electro-
mechanical train initially provides the time-dependant value for the rotational speed of the
main shaft using as an input the driving torque from the rotor. This value is also used to
compute the incoming ﬂow on the blade sections, as will be seen under section 3.3. More
sophisticated interactions could be achieved in the future by linking the electro-mechanical
and the control-system modules.
Preliminary information about the structural response is provided, at relatively low
computational cost, by linearizing the equations for the equivalent 1-D beam and getting an
aeroelastic steady-state solution for a certain set of operational parameters (see Fig. 2.3).
The frequencies and linear vibrational modes for that deformed conﬁguration can also be
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obtained by solving an eigenvalue problem around that linearised steady-state solution. The
latter is a valuable by-product of the dimensional-reduction technique that may be advanta-
geously applied at the initial stages of the design of both the blade structure and the control
system.
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Figure 2.3. Pseudo-code diagram for the common framework on the Level-1 ﬂow model option.
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2.3 The stiff multistep BDF-ODE solver
The adaptive-stepsize technique is employed to control the accuracy of the simulations
and to enhance their efﬁciency to provide stable steady state or transient solutions. The
adaptive timestep algorithms usually use approximate values of the local truncation error to
estimate the optimal timestep, and some of them are even based on some kind of "Thumb
Rules". In some of the standard algorithms, the user is required to specify the accuracy
requirement on local truncation error which is compared with computed values of the same
which should be within accepted accuracy or tolerance range [21].
Backwards-Differentiation formula (BDF) ODE implements a constant monitoring of
the rate of convergence [22]. If the code predicts that convergence for the actual timestep
will not be achieved in four steps, it could stop the iteration process. Thus, if the pre-
viously computed approximation for the Jacobian is no longer valid, a new Jacobian is
formed. Otherwise, the integration stepsize is reduced. Optimizations for reusing the Jaco-
bian in BDF-ODE minimize the involved recalculation times allowing BDF-ODE to com-
pete rather well with solvers for non-stiff problems while providing the needed tools to
overcome eventual stiffnesses [23].
In this work, a BDF solver with adaptive stepsize control has been used successfully.
The solver ODE15s from the MATLAB ODE suite was adopted for the common ODE
framework and used for the aeroelastic experiments.
The ODE15s is a variable order, variable stepsize implementation of the numerical
differentiation formulas (NDF) in terms of backward differences [23] which also allows
integration using BDFs. The integration order in ODE15s can be altered from 1 to 5 [23],
which gives it a powerful capability in terms of adapting itself to a variety of complex mul-
tiphysics situations. Being one of the so-called "methods with memory", it is particularly
efﬁcient in cases where the evaluation of the RHS of the ODE system is computationaly
intensive. By using the solution at previous timesteps, the number of evaluations of the
RHS required for a certain order of accuracy is usually reduced substantially. For more
details about ODE15s in MATLAB, original research paper by L.F. Shampine and M.W.
Reichelt [23] can be referred.
The rationale behind using ODE15s for the experimentation lies in its effectiveness
dealing with the stiffness originated from complex aeroelastic interactions.
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3. THE LEVEL-1 FLOW MODEL
Here, we present the theoretical basis of the Level-1 ﬂow model that will interact with
its structural counterpart. This ﬂow model will provide the aerodynamic loads along the ro-
tor blades, being sensitive enough to take advantage of all the complex deformation modes
that the structural model is able to provide. At the same time, the feedback of the ﬂow
model will need to be at the same level of description of the structural one to accurately
model the ﬂuid-structure interaction on the rotor blades. At the moment of writing this dis-
sertation, the state-of-the-art computational code to compute aerodynamic loads for wind
turbine rotors is the one developed by the National Renewable Energy Laboratory (NREL),
Aerodyn [10,11]. As in Aerodyn, the basis for our aerodynamic ﬂow model will be the
well known Blade Element Momentum theory (BEM). Nevertheless, due to the high level
of detail that our structural model can provide, a complete reformulation was needed for the
aerodynamic model overcoming multiple limitations that the existing computational code
presents [24].
We will begin this chapter with a section introducing the classic formulation of the BEM
theory in its particular application to Horizontal Axis Wind Turbines (HAWT), followed by
another section describing our new formulation designed to overcome the limitations of the
classic theory.
3.1 Theoretical Background: The Classic Blade Element Momentum
theory
The BEM theory, generally attributed to Betz and Glauert [25], actually originates from
two different theories: blade element theory and momentum theory. Blade element theory
is associated with the description of aerodynamic forces, lift and drag, generated on an
airfoil shape as the result of its interaction with an incoming wind current. Momentum
theory is related to the conservation of linear and angular momentum on a control volume,
generally modeled as a stream tube, analysing the forces on the rotor blades [26].
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Let’s now review the aerodynamics of an airfoil shape to identify and describe the
aerodynamic loads acting on the blade. More details about Rotor Blade theory and BEM
theory can be found in [26] and [27].
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Figure 3.1. Aerodynamic efforts on an airfoil.
Fig. 3.1 shows an airfoil and the main aerodynamic efforts resulting from an incoming
airﬂow. The chord is deﬁned as the line connecting the leading edge and the tip of the
airfoil. The angle between the incoming airﬂow and the chord is called angle of attack
and is denoted by α. The resultant of all of the pressure and friction forces acting along
the airfoil are shown in the picture as two forces and a moment reduced at a distance of
c/4 from the leading edge. The Lift force is a consequence of the unequal pressure on the
upper and lower airfoil surfaces and its direction is perpendicular to the oncoming airﬂow
direction. The Drag force is mainly due to viscous friction forces at the surface of the
airfoil and its direction is parallel to the direction of oncoming airﬂow. The real acting
point of this forces depends on the angle of attack α. The reduction of the aerodynamic
forces to c/4 is the cause of the Pitching moment, which its acting direction is deﬁned to
be perpendicular to the airfoil cross-section. Lift coefﬁcient Cl, drag coefﬁcient Cd and
pitching moment coefﬁcient Cm are the non-dimensional deﬁnitions for the aerodynamic
efforts:
Cl =
fl
1
2
ρU2c
; Cd =
fd
1
2
ρU2c
; Cm =
m
1
2
ρU2c2
, (3.1)
where: fl and fd are the lift and drag forces, m is the distributed moment per unit length,
ρ is the density of air, U is the velocity of undisturbed airﬂow, and c is the airfoil chord
length.
There is another wind component added to the oncoming airﬂow at the airfoil due to
the rotation of the blade. Moreover, due to the presence of the rotor, the airﬂow loses speed
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and a vortex wake is formed behind it (see ﬁgure 3.2, from [27]). Figure 3.3 shows a wind
turbine airfoil cross-section under working conditions. Here, all acting velocities, forces,
and angles are represented. The entities in this ﬁgure are: Ω, which indicates the magnitude
of the angular velocity and whose direction coincides with the rotor’s rotational axis. The
incoming wind is parallel to the rotor’s axis and has a magnitude of U(1 − a), where U is
the velocity of the unperturbed airﬂow and a is the axial induction factor, which indicates
the velocity loss due to the presence of the rotor. The represented airfoil section is at a
distance r of the rotor axis and its tangential velocity will be Ω r.
Figure 3.2. Helical vortex wake shed by rotor with three blades at uniform circulation [27]. Copy-
right statement in Appendix B.
We will deﬁne now the tip speed ratio as the ratio of the rotor’s tangential velocity and
the free stream velocity of the incoming wind,
λ =
ΩR
U
, (3.2)
where R is the rotor’s radius. Analogously, the speed ratio depends on the radial distance
r to the considered airfoil section on the rotor axis.
λr =
Ω r
U
= λ
r
R
. (3.3)
Due to the rotation of the wake behind the rotor (see ﬁgure 3.2, from [27]), the relative
wind velocity on the airfoil is:
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Figure 3.3. Top view analysis of an HAWT blade cross-section.
Urel =
√
(U(1− a))2 + (Ω r(1 + a′))2, (3.4)
where a′ is the angular induction factor which represents the increment on the relative
tangential velocity in the blade’s cross-section due to the rotation of the wake behind the
rotor.
The angle ϕ between the relative wind velocity and the blade’s plane of rotation is
called angle of relative wind. The angle of attack α is deﬁned between the chord line and
the relative wind. The difference of the relative wind angle and the angle of attack is called
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the section pitch angle θp. This angle is also the summation of the blade pitch angle θp0
and the section twist angle θt. Figure 3.3 also deﬁnes dFl and dFd, the incremental lift and
drag forces. dFN , an incremental force normal to the plane of rotation is responsible for
the rotor thrust. dFT , tangential to the circle swept by the rotor, creates the torque which
will be transformed into power at the shaft.
The basis for BEM theory relates the force of a blade element with the change of
momentum of the air which passes through the annulus swept by the element [27] (see
ﬁgure 3.4, extracted from [27]). Thus, the radial interaction between the ﬂows through
contiguous annuli is neglected. This could be true only if the radially variation of the ax-
ial ﬂow induction factor is zero. Nevertheless, it is demonstrated experimentally that this
assumption of radial independence is acceptable. The theory provides an iterative process
to compute the induction factors (a, a′) to then obtain the aerodynamic efforts acting on
the rotor. Note that the process needs to be iterative as the induction factors depend on the
angle of attack and wind relative angle for each blade section embedded in their lift and
drag coefﬁcients.
Figure 3.4. A blade element sweeping out an annular ring, from [27]. Copyright statement in
Appendix B.
To begin with the procedure, we ﬁrst deﬁne the blade solidity as the ratio of the total
blade area and the rotor disc area:
σ(r) =
B c(r)
2πr
. (3.5)
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Using equation 3.5, we can now express the initial values for the induction factors for
a blade section as:
a0(r) =
[
1 +
4 sin2 (ϕ(r))
σ(r)Clαopt(r) cos (ϕ(r))
]−1
(3.6)
a′0(r) =
[
4 cos (ϕ(r))
σ(r)Clαopt(r)− 1
]−1
. (3.7)
The iterative computation process now follows for all the blade sections deﬁned on our
blades.
1. Obtain the angle of relative wind:
ϕi(r) = tan
−1
(
1− ai−1(r) + vop(
1 + a′i−1(r)
)
λr + vip
)
, (3.8)
where vip and vop are the in-plane and out-plane components of the structural de-
formation velocities of the blade section, coming form a structural model like for
example FAST on the well known aeroelastic suite FAST-Aerodyn.
2. As a correction to the BEM theory to be applied to HAWTs, we need to take into
account the effect of vortices being shed at the tip of the blade. To this end, we
introduce a tip loss factor according to Prandtl [26], as follows:
Ftip =
2
π
cos−1
(
exp
(
−
B
2
(
1− r
R
)
r
R
sin (ϕi(r))
))
. (3.9)
In the same way, the presence of the hub near the root of the blade generates an-
other vortex shedding which originates the addition of another correction factor to
the induced velocity [27] as:
Fhub =
2
π
cos−1
(
exp
(
−B
2
(
r
R
−RhubR
r
)√
1 + λ2r
(1− a)2
))
. (3.10)
This corrections for tip and hub losses are then combined in a single correction factor
as:
Ff = FtipFhub. (3.11)
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We will come back to this later on a more detailed discussion about the needed mod-
iﬁcation for the BEM theory on HAWTs in the following sections.
3. Now, knowing the pitch angle for the blade section and using equation 3.8, we obtain
the section’s angle of attack:
αi(r) = ϕi(r)− θp(r); (3.12)
4. After computing αi(r), we need to look for the lift, drag, and pitching moment coef-
ﬁcients (Cli(r), Cdi(r) and Cmi(r)) for our blade section.
5. With this, we calculate the local thrust coefﬁcient deﬁned by:
CT i(r) =
σ(r)(1− ai−1(r))2 [Cli(r) cos (ϕi(r)) + Cdi(r) sin (ϕi(r))]
sin2 (ϕi(r))
, (3.13)
6. to then obtain the axial induction factor:
ai(r) =
{
1 +
4Fi(r) sin
2 (ϕi(r))
σ(r) [Cli(r) cos (ϕi(r)) + Cdi(r) sin (ϕi(r))]
}−1
; (3.14)
7. and the angular induction factor:
a′i(r) =
(1− ai(r)) σ(r) [Cli(r) sin (ϕi(r))− Cdi(r) cos (ϕi(r))]
4Fi(r)λr sin
2 (ϕi(r))
; (3.15)
8. After computing a and a′, we need to verify the convergence of |ai(r)− ai−1(r)| <
Tol and
∣∣a′i(r)− a′i−1(r)∣∣ < Tol on every blade section for a given tolerance Tol.
Once convergence is achieved, given the local relative wind velocity,
Urel(r) =
√
U2 (1− ai(r))2
sin2 (ϕi(r))
, (3.16)
where i is the iteration of convergence, we can compute the lift and drag forces as well as
the distributed pitching moment according to the following expressions:
dFl(r) =
1
2
ρ (Urel(r))
2 Cli(r) c(r)
,
dFd(r) =
1
2
ρ (Urel(r))
2 Cdi(r) c(r)
,
dM(r) = 1
2
ρ (Urel(r))
2 Cmi(r) (c(r))
2 .
(3.17)
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Finally, using the converged angle of attack for the section, we need to decompose the
distributed forces parallel and perpendicular to the direction of the airfoil’s chord.
dFN(r) = dFl(r) cos (αi(r)) + dFd(r) sin (αi(r))
dFT (r) = −dFl(r) sin (αi(r)) + dFd(r) cos (αi(r)) .
(3.18)
These distributed forces called the Lilenthal forces, correspond to the coefﬁcients of
the same name. These forces are referred to the airfoil’s chord and they differ from those
shown in ﬁgure 3.3 (capital subindex) which are referred to the rotor plane.
3.1.1 Corrective factors to BEM theory
In order to apply this theory to HAWT rotors, we must introduce some corrective factors
into the calculation process. BEM theory does not account for the inﬂuence of vortices
being shed from the blade tips into the wake on the induced velocity ﬁeld. These tip vortices
create multiple helical structures in the wake which play a major role in the induced velocity
distribution at the rotor [10]. To compensate for this deﬁciency in BEM theory, a tip-loss
model originally developed by Prandtl is implemented as a correction factor to the induced
velocity ﬁeld [25],(see [26], [27] and equation 3.9. In the same way, a hub-loss model
serves to correct the induced velocity resulting from a vortex being shed near the hub of
the rotor, (see [26], [27] and equation 3.10.
Another modiﬁcation needed in the BEM theory is the one developed by Glauert [28]
to correct the rotor thrust coefﬁcient. This correction plays a key role when the turbine
operates at high tip speed ratios and the induction factor is greater than about 0.45. At this
point, basic assumptions of momentum theory become invalid and this correction is needed
in order to take into account part of the ﬂow in the far wake which starts to propagate
upstream. Physically this ﬂow reversal cannot occur and what actually happens is that
more ﬂow entrains from outside the wake increasing the turbulence. With this, the ﬂow
behind the rotor slows down but the thrust continues to increase [26,27].
BEM theory was originally conceived for axisymmetric ﬂow. Often, however, wind
turbines operate at yaw angles relative to the incoming wind, which produces a skewed
wake behind the rotor. For this reason, the BEM model needs also to be corrected to
account for this skewed wake effect [29,30].
The inﬂuence of the wind turbine tower on the blade aerodynamics is also modeled in
the original AeroDyn [10]. It implements models developed by Bak et al. [31] and SRJ
Powles [32] which provide the inﬂuence of the tower on the local velocity ﬁeld at all points
around the tower. This model accounts for increases in wind speed around the sides of the
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tower and the cross-stream velocity component in the tower near ﬂow ﬁeld.
3.1.2 Limitations of the classic BEM theory for large deformations
The tendency in the wind-turbine industry to increase the size of the state-of-the-art
machine [16] drives not only to bigger, but also to more ﬂexible blades which are rela-
tively lighter. It is observed for this type of wind turbine blades that big deformations,
either due to blade ﬂexibility or to pre-conforming processes, produce high rotations of the
blade sections. Moreover, blades could be pre-conformed with speciﬁc curvatures given
to any of their axis (i.e. conning/sweeping). This tendency puts in evidence one of the
most important limitations of the current BEM theory. While the basics of this theory
keeps being perfectly valid, the actual mathematical formulation implies the assumption of
blade sections remaining perpendicular to an outwards radial line contained in the plane of
the actuator disk coincident with the rotor’s plane. That is, even though the basics of the
BEM theory (i.e. the equation of the aerodynamic loads and the change of momentum in
the streamtubes) remains valid, the mathematical formulation cannot represent large rota-
tions of the blade sections. This basically leads to a misrepresentation of the effects of the
large deformation associated with ﬂexible blades on the computation of the aerodynamic
loads. Hence, a new mathematical formulation is required to project the velocities obtained
from momentum theory onto the blade element’s plane and then re-project backwards the
resulting forces from Blade Element theory onto the plane of the stream tube actuator disk.
When analysing BEM theory for this cases, the principle of equating the forces obtained
by Blade Element theory with the ones coming from the the changing of momentum in the
stream tube is still valid.
3.2 Large Sectional Rotation BEM (LSR-BEM)
In this section we will introduce the new mathematical formulation of the BEM the-
ory to take into account the large sectional rotations of blade elements out of the rotor’s
plane. We are going to start by deﬁning the use of the linear operators that perform the
rotation of the physical magnitudes involved (velocities, forces, etc.), consistent with a set
of orthogonal matrices of the following form:
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Rx(θ) =
⎡
⎣ 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
⎤
⎦
Ry(θ) =
⎡
⎣ cos(θ) 0 sin(θ)0 1 0
− sin(θ) 0 cos(θ)
⎤
⎦
Rz(θ) =
⎡
⎣ cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1
⎤
⎦
. (3.19)
These matrices perform rotations around the x,y, and z coordinate axis. More com-
plex rotations can be obtained by combining these basic matrices, the procedure implies
matrix dot product where the order of operations is crucial for the resulting rotation. For
example, the product Rzyx = Rz(γ)Ry(β)Rx(α) will produce an Rzyx matrix. The later
pre-multiplication of any vector v will give a v′ = Rzyx v which is a result of rotating
the original v vector α radians in the x axis, then β in the y axis, and ﬁnally γ radians in
the z axis. Note that the transpose of the Rzyx matrix will not rotate the vector v′ back to
the original coordinate system. In order to do that, a new matrix Rxyz has to be obtained
from the correct combination of basic rotations. More details on matrix rotations are given
in [33–35], among others.
For any rotation matrix Rx,θ ∈ R3 where x is a rotation axis and θ a rotation angle, the
following properties can be enumerated [33,34]:
• Rx,θT = Rx,θ−1
• det (Rx,θ) = 1
• Rx,(θ+r) = Rx,θ ·Rx,r
• Rx,0 = I (where I ∈ Rn is the identity matrix).
• The eigenvalues of Rx,θ are:
{1, e±iθ} = {1, cos(θ) + i sin(θ), cos(θ)− i sin(θ)}.
Now, we write the wind velocity vector Uh facing the differential annulus of our actu-
ator disk, affecting its components, according to BEM theory, by the axial induction factor
a and the tangential induction factor a′. The h subscript here indicates that the wind veloc-
ity vector is described in the hub coordinate system (see ﬁgure 3.5) according to standards
from the International Electrotechnical Commission (IEC) [36].
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Uh =
⎡
⎣ Uwh1(1− a)Uwh2 + Ω rh(1 + a′)
Uwh3
⎤
⎦ , (3.20)
where a and a′ are the axial and tangential induction factors respectively, Uwh is the in-
coming wind velocity projected into the h coordinate system, Ω is the angular velocity of
the rotor and rh is the radial distance of the airfoil section in the h coordinate system.
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Figure 3.5. Hub coordinate system according to standards from the International Electrotechnical
Commission (IEC) [36]
The next step is to compute the relative velocity affecting the blade element. For this,
we will project Uh going through the different coordinate systems, from the hub, until
reaching the blade’s section coordinate system. Let’s see ﬁrst which rotations we shall go
through, and which matrices will transform our velocity vector from one coordinate system
to the other.
The conning rotation matrix is a linear operator with a basic rotation in the y axis of the
hub coordinate system, yh (see ﬁgure 3.5), where θcn is the conning angle for the rotor (see
ﬁgure 3.6).
Cθcn =
⎡
⎣ cos(θcn) 0 sin(θcn)0 1 0
− sin(θcn) 0 cos(θcn)
⎤
⎦ (3.21)
After orienting our wind velocity for conning effects on the rotor, we will orient it for
any existing pitch angle deﬁned for the blade. This pitch angle θp is the result of adding a
pre-set pitch angle θp0 that may be deﬁned a priori plus an instantaneous pitch-control angle
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Figure 3.6. Cone and tilt angles for upwind wind turbines, according to standards from the Interna-
tional Electrotechnical Commission (IEC) [36]
θpc coming from external control actions. The Pitching rotation matrix Cθp is deﬁned by
a rotation around the z axis resulting from the previous conning rotation in the blade’s
system of coordinates (see ﬁgure 3.7) referred to by the b subscript,
Cθp =
⎡
⎣ cos(θp) − sin(θp) 0sin(θp) cos(θp) 0
0 0 1
⎤
⎦ , (3.22)
where θp = θp0 + θpc . Thus, any transformation from h to b would be given by: Cbh =
CθpCθcn .
Two more re-orientations are needed in order to get to the instantaneous system of
coordinates of the blade sections, deﬁned as r in section 4.1. The ﬁrst of these matrices
contains information on blade section geometry at the time the blade was designed and
manufactured. As mentioned previously, the blade could have pre-conformed curvatures
along its longitudinal axis (i.e. the blade axis is no longer rectilinear). This curvatures
can reﬂect either an initial twist along the longitudinal axis or a combination of twist plus
pre-bending on the other two axes (i.e. conning/sweeping). To this end, we compute during
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Figure 3.7. Blade coordinate system according to standards from the International Electrotechnical
Commission (IEC) [36]
the blade design stage a set of transformation matrices which contain the information of the
three dimensional orientation of the blade’s sections for each position on the longitudinal
axis as we move along the span. To this end, we compute the Frenet-Serret formulas
that deﬁne the curvature of the (now curvilinear) longitudinal axis [37]. These differential
formulas provide the means to describe the tangent, normal, and binormal unit vectors
on a given curve. Due to these unit vectors, the Frenet-Serret coordinate system is also
known as the TNB frame. More information about the calculation of the TNB unit vectors,
their properties and other applications can be found in [37,38]. Around the tangential axis
of the TNB, there is a further rotation of each blade section to orient it according to the
particular twist speciﬁed on the blade’s aerodynamic design. Combining these rotations we
then create a transformation matrix for every blade section at different span positions. We
call this matrix the CRb, as it relates the global coordinate system of the blade b, with the
system of coordinates of the blade sections in the original conﬁguration R, as deﬁned in
section 4.1.
After applying theCRb, one more projection is needed to get to the instantaneous coor-
dinate system r. This last transformation is given by the CrR matrix, computed by the 1D
structural model, as it will be explained in section 4.2. It contains information to transform
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vectors from the R to the r systems after structural deformations has occurred. Note that
this matrix is updated at every timestep of the 1D model during dynamic simulations, being
one of the key variables transporting information between the structural and aerodynamic
models.
After all these projections of the Uh vector, we have the relative wind velocity ex-
pressed in the blade’s section coordinate system, r. The expression for Urel is as follows:
Urel =
(
CrRCRbCθpCθcnUh
)
+ vstr, (3.23)
where the addition of vstr corresponds to the blade section structural deformation veloc-
ities, coming from the structural model. We will return with a detailed deﬁnition of this
structural deformation velocities later on under section 3.3.3.
Then, the magnitude Urel and the angle of attack α are used to compute the forces on
the airfoil section through the aerodynamic coefﬁcients Cl , Cd.
dFl =
1
2
ρCl |Urel|2 c , dFd = 1
2
ρCd |Urel|2 c. (3.24)
Another innovation of our model is that the data tables from static wind-tunnel are cor-
rected at each timestep to consider either rotational-augmentation or dynamic-stall effects,
or both. A detailed description of our implementation of the rotational-augmentation and
the dynamic-stall corrections will be covered in 3.3.
The aerodynamic loads acting on the blade element
dFr =
⎡
⎣ 0dFd
dFl
⎤
⎦ , (3.25)
are then projected back onto the h coordinate system through
dFh = Cθcn
TCθp
TCRb
TCrR
TCLthaldFr, (3.26)
where CLthal is the matrix which projects the lift and drag forces onto the chord-wise and
chord-normal directions, which are aligned with the coordinates of the r system,
CLthal =
⎡
⎣ 1 0 00 − cos(α) sin(α)
0 sin(α) cos(α)
⎤
⎦ . (3.27)
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Finally, as in the classic BEM theory, the force
dFh =
⎡
⎣ dFNdFT
0
⎤
⎦ (3.28)
is equated to the rate of change of momentum in the annular streamtube corresponding
to the blade element. The component normal to the rotor’s disk, dFN , is equated to the
change in axial momentum, while the tangential component, dFT , is equated to the change
of angular momentum. Thus, for the axial component we have:
B dFN = 4π ρ |Uh|2 a(1− a) r. (3.29)
Burton et al. [27] propose an extra term that takes into account the fact that the rotation
of the wake causes a drop in the wake pressure equal to the increase of a dynamic head
1
2
ρ (2a′Ω r)
2
. (3.30)
Therefore, there is an additional axial force on the annulus, equal to:
2π r
1
2
ρ (2a′Ω r)
2
. (3.31)
Taking 3.31 into account, equation3.29 can be expanded to:
B dFN = 4π ρFf
(
|Uh|2 a(1− a) + (2a′Ω r)2
)
r, (3.32)
where Ff is the combination of the tip and hub loss factors, both described in section 3.1,
equations 3.9, 3.10. This nonlinear expresion in a is going to be solved by an advanced
iterative algorithm which will be described in detail in the following section.
Equating now the axial rotor torque, caused by the tangential aerodynamic forces on the
rotor, with the rate of change of angular momentum of the air passing through the swept
annulus, we obtain from BEM theory the expression:
B dFT = 4π ρFf |Uh| (Ω r)a′ (1− a)r2, (3.33)
which gives the explicit expression for the tangential induction factor:
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a′ =
−B dFT
4π ρFf |Uh|Ω (1− a)r2 . (3.34)
3.2.1 Iterative solution of the induction factors
For the solution of the induction factors (i.e. the interference model) at each timestep
of the aeroelastic solution, we apply an iterative method. We solve for the axial induction
factor a, minimizing the residual of equation 3.32. Equation 3.34 is updated during the
iteration process that solves for a. For the minimization of the residual we use the fzero
function from Matlab. fzero uses a combination of bisection, secant, and inverse quadratic
interpolation methods to ﬁnd the root of a continuous function of one variable. The main
advantage of applying this close-loop method is that the convergence criteria, as well as the
error check, is constantly monitored by Matlab using efﬁcient, proven, and highly reliable
numerical algorithms [39,40].
Once the interference factors are converged, a ﬁnal correction should be made to the
axial induction factor a when the incoming wind ﬂow is not perfectly perpendicular to the
actuator disk. Corrections to the skewed wake come from helicopter rotor theory, among
those is the Method of Acceleration Potential developed by Prandtl. For the case of axi-
symmetric pressure distributions on the rotor disk, Pitt and Petters [29,30] arrived at an
expression for the correction of the axial induction factor using the yaw angle of the rotor
instead of the wake skew angle. Applying this correction, our new axial induction factor is:
a = a0
(
1 +
15π
32
r tan(
ψ
2
) sin(Ωt)
)
, (3.35)
where a0 is the previously converged axial induction factor, ψ is the yaw angle of the rotor
and Ωt is the instantaneous angular velocity of the rotor. Once the iterative algorithm for
the interference model achieves convergence, we compute the aerodynamic forces acting
on each blade section following part of the process from equations 3.20 to 3.28, plus the
pitching moment on the airfoil section computed from the classic pitch coefﬁcient Cm.
3.2.2 Interference model for the "turbulent-wake" state
Classic BEM theory deﬁnes the thrust coefﬁcient as as CT = 4a(1−a). This quadratic
expression returns a maximum CT when the axial induction factor is a = 0.5 [26]. Beyond
this point the interference model for the rotor disk leaves what in the wind-power jargon is
called the "windmill state" and enters the so called "turbulent-wake state". In section 3.1,
basic assumptions of momentum theory become invalid at this point and, in order to take
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Figure 3.8. Empirical relations ﬁtting Lock experimental data [41] for wind turbines operating in
the turbulent wake state.
into account part of the ﬂow in the far wake which starts to propagate upstream, a correction
to the theory is needed. Physically, this ﬂow reversal cannot occur, and what actually
happens is more ﬂow entrains from outside the wake and the turbulence increases. The
ﬂow behind the rotor slows down but the thrust continues to increase [26,27].
Glauert was the ﬁrst to propose an empirical relation to overcome this limitation in
BEM theory [28]. He ﬁtted a parabolic function to the experimental data from Lock et
al. for wind turbines operating in the turbulent wake state [41]. Glauert’s ﬁtting function
is tangent to the original CT curve at a = 0.4. Other authors such as Burton [27] and
Wilson [42] proposed after Glauert different ﬁtting functions to the experimental data as
we can see in ﬁgure 3.8. Nevertheless, a discontinuity between the ﬁtting function and
the original CT function appears when correction factors for tip and hub losses are taken
into account in BEM theory [43]. This discontinuity is critical when the induction factors
are to be obtained implementing numerical approaches for BEM theory. Marshall Buhl,
Jr. proposes a new empirical relationship for the thrust coefﬁcient and the axial induction
factor for the turbulent wake state. His relation not only takes into account for the tip and
hub losses correction factors but also solves the gap problem existing in other previous
works [43].
Although Buhl’s empirical relation solves the gap problem, it doesn’t seem to minimize
the error for the existing experimental data. To overcome this problem, we propose in this
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work a new empirical relation based on ﬁtting a power-law function to Lock’s experiments:
Ψ(a) = 1.724(a− 0.280)0.225. (3.36)
This power-law function seems to be a more natural match to the original CT function
as it starts departing from the theoretical parabolic shape for induction factors greater than
a = 0.3, as observed by Lock in his experiments. Figure 3.9 shows a comparison between
Glauert’s, Buhl’s, and our proposed power-law ﬁtting function for a CT curve affected by
a loss factor Ft = 0.9. We can see here the gap mentioned before and how Buhl’s empir-
ical relation overcomes this problem [43]. In the same way, the nature of our power-law
function automatically solves the gap problem as it cuts the original CT function instead
of being just tangent in one point. For our interference model, the decision of whether to
compute the thrust coefﬁcient CT using the theoretical or the power-law function is auto-
matically made by simply solving the intersection of both curves and deciding the region of
the actual induction factor computation. With this we gain ﬂexibility compared to the ﬁxed
limit imposed in other methods to consider theoretical or empirical calculations. Table 3.1
shows the Mean Square Error (MSE) of the different empirical relations ﬁtting Lock’s ex-
perimental data. These results conﬁrm that, besides the advantages previously mentioned,
the proposed power-law function produces an error about one order of magnitude smaller
that the other options.
Table 3.1
MSE of the different empirical approximations to Lock’s experimental data.
Empirical relation MSE = 1
n
∑n
i=1(xi − xi)2
Glauert 0.0291
Buhl 0.0291
Wilson 0.0201
Burton 0.0166
Power-law 0.0094
Thus, if during computations of our interference model the axial induction factor is
equal or greater to the value where the theoretical CT function intersects the power-law
ﬁtting function, instead of minimizing the residual of Eq. 3.32, we minimize the residual
of:
0 = Ψ(a)− CTl, (3.37)
where the local thrust coefﬁcient, CTl is:
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Figure 3.9. Power Law, Buhl’s, and Glauert’s empirical relations ﬁtting the Lock experimental
data [41]. Theoretical CT curve affected by a loss factor Ft = 0.9.
CTl =
B dFN
ρ|U(h)|2 πr
. (3.38)
3.3 The Flow Model Interface (FMI)
As described in section 2.2, the FMI is the module which computes the aerodynamic
forces on the blade sections that are going to be used later in the structural model. In this
section we cover a series of operations that are needed prior to solving the LSR-BEM inter-
ference model. These operations include coefﬁcients, and the computation of the incoming
wind vector taking into account the displacement of the blade section given by the solution
of the structural model for the previous timestep.
3.3.1 Pre-processing of the airfoil aerodynamic coefﬁcients
Airfoil aerodynamic coefﬁcients under FMI are obtained from static airfoil data coming
from wind tunnel tests as in Aerodyn [10,11], nevertheless data processing in the FMI was
conceived to overcome several limitations of Aerodyn, as described under [24]. Aerodyn
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presents two instances where the process of static airfoil data is required: The ﬁrst one
makes a preprocessing of the data on an external program, AirfoilPrep [11,44], correcting
the aerodynamic coefﬁcients to take into account three-dimensional effects such as rota-
tional augmentation [45,46], which is performed before the aeroelastic solution starts and it
is not updated during the time-integration process. The second one is the implementation of
a dynamic stall model [47] which, even though it is part of Aerodyn itself, it is applied only
to the ﬁnal computation of the aerodynamic loads but not coupled with the iterative process
of the interference BEM model. In our FMI however, this treatment of the coefﬁcients is
fully integrated into the time marching problem correcting and updating the airfoil coefﬁ-
cient tables to account for the aerodynamic conditions that the rotor goes through during the
simulation. As we will explain in the following paragraphs, this conception of integrating
the aerodynamic coefﬁcients processing into the aeroelastic "package" is twofold: First,
to obtain accurate coefﬁcients corrections according to the simulation circumstances, and
second, to allow for the use of multiple airfoil aerodynamic data tables to use on demand
and in real-time, covering a wide range of aerodynamic conditions if experimental data is
available.
Multiple airfoil aerodynamic data tables
One of the possibilities the FMI allows is to add multiple data tables for the different
airfoils and use them according to the instantaneous aerodynamic situations on the rotor.
One implemented possibility is to have multiple Reynolds data tables and use them accord-
ing to the instantaneous Reynolds number for the blade section. Moreover, interpolations
between data tables is also possible when the computed instantaneous Reynolds number
lays between two sets of data. Another possibility would be to include aerodynamic co-
efﬁcients from modiﬁed airfoils with active control surfaces as micro-tabs or deployable
spoilers. In these cases, an external control module would determine which data table to
use for each blade section according to a pre-deﬁned control strategy.
Rotational Augmentation
The FMI processes the aerodynamic coefﬁcient tables and provides the needed updated
variables to the stall-delay model from Du & Selig [45] to incorporate rotational augmen-
tation effects to the lift coefﬁcients in real-time. Likewise, corrections for the drag coefﬁ-
cients according to Eggers’ model [46] are computed at every timestep of the simulation.
This feature of the FMI overcomes a limitation of its predecessor, Aerodyn, as discussed
in [24].
Du & Selig’s model modiﬁes the 2D airfoil data to simulate 3D stall-delay effects on
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rotor airfoils. From the analysis of the 3D integral boundary-layer equations for a reference
system rotating with the blade, and the rotational effects at its separation point, Du & Selig
determined a semi-empirical correction formula to incorporate the effects of a delayed
boundary layer separation on rotating airfoils [45]. This means that the stall angle of attack
resulting from static wind tunnel tests would be larger and its corresponding lift coefﬁcient
Cl would be greater. Thus, a ΔCl should be added to the original 2D data:
ΔCl = fl
(
Cl,p − Cl(2D)
)
, (3.39)
where Cl,p is a modiﬁed lift coefﬁcient depending on the angle of zero lift for the airfoil,
and fl is a semi-empirical correction function of the form:
fl =
1
2π
(
1.6(c/r)
0.1267
a− (c/r) dΛ Rr
b+ (c/r)
d
Λ
R
r
− 1
)
, (3.40)
where a, b, d are empirical constants, c/r is the airfoil chord to local radial position ratio,
R is the rotor radius, and Λ is a modiﬁed tip speed ratio. More details on this model can
be found in [45]. As deﬁned for Aerodyn in [44], we also correct the drag coefﬁcients for
rotational augmentation effects using Eggers’ model [46]. From his work, a ΔCd is added
to the 2D drag coefﬁcient Cd. According to the implementation in [44], this ΔCd uses the
previously computed ΔCl from Du & Selig as:
ΔCd = ΔCl
(
sin(α)− 0.12cos(α)
cos(α) + 0.12sin(α)
)
. (3.41)
Viterna Extrapolation
After correcting the aerodynamic coefﬁcients, the FMI applies the Viterna’s extrapola-
tion method [48] to ensure the data availability for a range of angles of attack ±180◦. The
implementation of Viterna’s method is the same as in AirfoilPrep [11], the only signiﬁcant
difference is that in FMI it is also computed in real-time, similar to the rotational effects
previously described.
Viterna proposes the extrapolation of the lift and drag coefﬁcients assuming that the
airfoil will behave as a ﬂat plate for high values of the angle of attack [48]. With this, a
maximum drag coefﬁcient Cdmax is computed depending on the aspect ratio AR of the ﬂat
plate as:
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Cdmax = 1.11 + 0.018AR. (3.42)
With Cdmax , and knowing the last available angle of attack among the data, an extrap-
olation of the data up to α = 90◦ is done by applying a combination of trigonometric
functions:
Cd = Cdmax sin
2(α + ζ1cos(α)) (3.43)
Cl =
1
2
Cdmaxsin(2α) + ζ2
cos2(α)
sin(α)
, (3.44)
where the expressions for ζ1 and ζ2 are:
ζ1 =
Cds − Cdmaxsin2(αs)
cos(αs)
(3.45)
ζ2 =
sin(αs)
cos2(αs)
(Cds − Cdmaxsin(αs)cos(αs)) . (3.46)
These extrapolations yield to Cl = 0 and Cd = Cdmax at α = 90◦. From 90◦ < α <
180◦ the values are mirrored from the extrapolated coefﬁcients to complete the half span.
For the negative range of α, data is reﬂected from the positive range. Lift coefﬁcients
Cl are reduced by a factor of 0.7 to account for airfoil asymmetry, as explained in [11].
Pitching moment coefﬁcients are also extrapolated during the same process. Although
this technique is not included in Viterna’s work, the extrapolation of the pitching moment
coefﬁcients is done according to the references in [11]. Figure 3.10 shows extrapolated
airfoil coefﬁcients for two airfoils, a thick airfoil from the DU family, the DU 91-W-250,
and a thin airfoil NACA 64-618.
Dynamic stall
Horizontal and vertical wind shears, vertical wind components, and general turbulence
in the wind alter its velocity over the rotor. These variations produce an oscillatory time
history of the angle of attack on the wind turbine blade airfoil sections [10]. As in Aero-
dyn [10,11], the FMI allows for the possibility to include dynamic-stall effects on the blade
sections. As an improvement compared to Aerodyn, we implemented the possibility to
compute these effects either during the iterative calculation of the induction factors inside
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Figure 3.10. Viterna’s extrapolation of airfoil aerodynamic coefﬁcients for: (a) a DU 91-W-250
airfoil, and (b) a NACA 64-618 airfoil.
the LSR-BEM model or once the induction factors are converged, as discussed in [24].
The dynamic stall model implemented on our FMI is, as in Aerodyn, based in the work
of Beddoes and Leishman [47,49,50], using also as fundamental guides for the implemen-
tation, the two Master of Science theses from the University of Utah by Pierce [51] and
Minnema [52]. In this work we will brieﬂy introduce the concepts of this theory, neverthe-
40
less, for a thorough detailed explanation, we recommend the reader to consult the above
mentioned references.
The semiempirical dynamic-stall model from Beddoes-Leishman could be divided into
three main stages: 1) The computation of the attached ﬂow response in the airfoil section.
2) The modiﬁcation of that attached ﬂow response based on the position of the effective
ﬂow separation point on the low-pressure side of the airfoil [10]. 3) A vortex model is
applied to account for shedding effects that occur during dynamic stall.
The Beddoes-Leishman model is based on airfoil indicial response [10,51]. This indicial
response is derived from the linearized differential equations for an unsteady, compressible,
inviscid ﬂuid solution from the work of Bisplinghoff et al. [53]. Two main coefﬁcients re-
sult from this indicial response, the normal force coefﬁcientCN and the moment coefﬁcient
CM . Step changes in the airfoil’s angle of attack, Δα, originate time functions of these co-
efﬁcients. In the case ofCN , the increment due toΔα could be split in two components[10],
a non-circulatory, CkN , and a circulatory, CcN , expressed as:
ΔCkN =
4
M
ψkαΔα (3.47)
ΔCcN = CNαψ
c
αΔα, (3.48)
where M is the Mach number, CNα is the curve slope of the normal force coefﬁcient, and
ψk, ψc are the non-circulatory and circulatory indicial functions, being ψ a nearly pure ex-
ponential function [10]. Acording to a given time-evolution history of the airfoil’s angle of
attack, α, the attached ﬂow response is computed from the superposition of individual indi-
cial responses for each step. Figure 3.11 shows the hysteresis obtained from measured CM
coefﬁcients on a NACA 4415 airfoil for a determined sinusoidal oscillation of the angle of
attack, α. For this same airfoil, ﬁgure 3.12 shows dynamic CN coefﬁcients hysteresis loops
for unusual angle of attack ranges computed using the Beddoes-Leishman model [10]. As
explained in [10], it is difﬁcult to verify the accuracy of the model for high angles of attack
due to the lack of experimental data.
In the modiﬁcation of that attached ﬂow response, the second stage, aerodynamic coef-
ﬁcients are reduced from the attached ﬂow values due to the ﬂow separation which results
in a loss of circulation about the airfoil [10]. Beddoes computes the ﬂow separation point
using an approximation to Kirchhoff theory [54] which relates the normal force coefﬁcient,
CN , and the chordwise force coefﬁcient, CC , as:
CN = CNα(α− α0)
(
1 +
√
f
2
)2
(3.49)
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Figure 3.11. Hysteresis loops obtained from measured CM coefﬁcients on a NACA 4415 airfoil
under Re = 1× 106, for a sinusoidal function: α = 8 + 3.5sin(ωt), ωred = 0.089,f = 1.841Hz.
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Figure 3.12. CN coefﬁcients hysteresis loops computed for a NACA 4415 airfoil at unusual angles
of attack using the Beddoes-Leishman model.
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CC = CNα(α− α0)tan(α)
√
f, (3.50)
where α0 is the zero lift angle of attack. From equations 3.49 and 3.50, the effective sep-
aration point f is computed. Although this separation point comes from Kirchhoff theory
which assumes the ﬂow to be inviscid, the solution is good enough to provide a method of
representing the effect and dynamics of the separation phenomena [10].
The ﬁnal stage in the Beddoes-Leishman model is where the vortex shedding happening
during dynamic stall is calculated. An empirical model creates an excess of circulation in
the vicinity of the airfoil to account for the vortex lift contribution. This contribution is the
difference between the attached ﬂow CN value and the value obtained from equation 3.49.
Empirical time constants control the growth, decay, and motion of the vortex. Vortex grows
its strength when the airfoil pitches nose-down and it is allowed to convect across the airfoil
under certain conditions. In addition, a time constant tracks the position of the vortex
decaying its strength exponentially as it reaches the trailing edge [10].
After these stages, lift and drag coefﬁcients for the airfoil are computed by re-projecting
CN and CC into normal and parallel components to the wind velocity direction as:
Cl = CNcos(α) + CCsin(α)
Cd = CNsin(α)− CCcos(α) + CD0,
(3.51)
where CD0 is the minimum drag coefﬁcient for the airfoil.
Some modiﬁcations to the Beddoes-Leishman model are needed in order to make it
suitable for wind turbines. A complete detailed explanation of these modiﬁcations can be
found in [10,51,52]. Figures 3.13 and 3.14 show benchmarks of moment coefﬁcients CM
taken from wind tunnel experiments versus computations with our actual implementation
of the dynamic stall model for an S809 airfoil. For both cases, the oscillation of the angle
of attack is determined by a sinusoidal function.
3.3.2 Orthogonal projection matrices associated with the action of nacelle mecha-
nisms
As we described in section 3.2, there are several projection matrices that need to be
deﬁned before getting into the computations of the LSR-BEM interference model. During
the ﬁrst stages of the FMI module, data from the basic blade design and the kinematic solu-
tion for the 1D model at a previous timestep (or initial condition if applicable) is uploaded.
Among this data, the blades pitch angle as well as the rotor cone, tilt, yaw, and instanta-
neous azimuth angles will deﬁne respective projection matrices. Projection matrices for
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Figure 3.13. Moment coefﬁcient CM benchmark for an S809 airfoil. Wind tunnel data vs. com-
putations with our actual implementation of the dynamic stall model. Re = 1 × 106, sinusoidal
function: α = 8 + 10sin(ωt), ωred = 0.026,f = 1.82Hz.
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Figure 3.14. Moment coefﬁcient CM benchmark for an S809 airfoil. Wind tunnel data vs. com-
putations with our actual implementation of the dynamic stall model. Re = 1 × 106, sinusoidal
function: α = 14 + 10sin(ωt), ωred = 0.080,f = 1.85Hz.
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pitch and cone effects were already described under equations 3.22 and 3.21, tilt effect
on the rotor deﬁnes another linear operator rotating a τ angle on the y axis of the hub’s
coordinate system according to the international standards deﬁned in [36] (see ﬁgures 3.6
and 3.5).
Cτ =
⎡
⎣ cos(τ) 0 − sin(τ)0 1 0
sin(τ) 0 cos(τ)
⎤
⎦ (3.52)
As mentioned in section 2.1, the interaction with external control modules require a
constant update of some projection matrices. For example, the rotor azimuth matrix, be-
sides the instantaneous position of the blade along its rotation, can reﬂect control actions
on the dynamics of the Electro-Mechanical train that deﬁne the rotor’s angular speed, Ω.
Equation 3.53 shows the linear operator which deﬁnes a rotation on the x axis of the hub’s
coordinate system. Another projection matrix able to reﬂect control actions is the one for
rotor yaw. Equation 3.54 deﬁnes this linear operator rotating a ψ angle, as previously de-
ﬁned in equation 3.35, on the z axis of the hub’s coordinate system (see [36]).
CΩ =
⎡
⎣ 1 0 00 cos(Ωt) sin(Ωt)
0 − sin(Ωt) cos(Ωt)
⎤
⎦ (3.53)
Cψ =
⎡
⎣ cos(ψ) sin(ψ) 0− sin(ψ) cos(ψ) 0
0 0 1
⎤
⎦ (3.54)
Hansen [55], uses the same matrices to re-project the incoming wind vector and then
compute aerodynamic forces on a rotor through a classic BEM approach, without taking
into account any structural deformation.
3.3.3 Coupling with the structural model
As mentioned previously, one of the main advantages of the LSR-BEM is the ability
to incorporate all the deformations computed by the structural model at each timestep. In
the classical BEM theory, the radial positions of the blade sections are constant, which
constitutes an important limitation of Aerodyn, as discussed in [24]. Contrarily, in the
LSR-BEM, the positions of the blade sections are not constant anymore, as they actually
reﬂect not only radial displacements but also displacements in any of the two other direc-
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tions. Thus, we will compute the instantaneous position of each blade section in the hub’s
coordinate system, h, using the corresponding projection matrices:
ph = Cθcn
T Cθp
T
(
xyzb
T +CRb
TuT
)
+ [0, 0, Rhub]T , (3.55)
where Rhub is the hub radius, xyzb contains the original position of the blade section in
the blade’s coordinate system b before deformation (i. e. given by the blade design), and
vector u = [u1, u2, u3] contains the linear displacements for the blade section coming from
the solution of the structural model which represents the instantaneous deformation.
Finally, the position of the blade section in the ground coordinate system, according to
the standards from the IEC [36], is given by:
pG = Cτ
T
(
CΩ
Tph + [oh, 0, 0]
T + [0, 0, Hhub]T
)
, (3.56)
where oh is the distance deﬁned from the yaw axis to the rotor plane (known as overhang),
and Hhub is the height at where the hub is located in the wind turbine from the ground
level.
The incorporation of this structural result in the computation of the interference model
and the ability to obtain the aerodynamic loads in the deformed blade coordinate system al-
low us to overcome another main limitation of Aerodyn [10,11]. As discussed in [24], Aero-
dyn receives from its structural counterpart, FAST [56], the velocity of the blade-section
motion due to deformation, and adds it to the incident wind velocities on the blade section.
Nevertheless, Aerodyn computes the induction factors and the corresponding aerodynamic
loads assuming that those velocities are relative to an undeformed conﬁguration [24]. The
reason for this is that Aerodyn was conceived assuming small deﬂections on the blade
section. It is important to remember that, besides these limitations of Aerodyn as an aero-
dynamic model, the suite Aerodyn-FAST cannot take into account coupled deformation
modes (i. e. ﬂexo-torsional, ﬂexural-ﬂexural, ect.) due to limitations in the structural
theory used.
3.3.4 Wind input data
Wind input data in the FMI provides the LSR-BEM interference model updated infor-
mation on the rotor incoming wind for computations of the aerodynamic loads. In order
to keep retro-compatibility with existing wind databases, the model implemented in this
work is the same as the one in Aerodyn [10]. This could be called a point wind ﬁle model
since the wind speed at any point is calculated by shear applied to the point where wind
is deﬁned. Also note that this model does not take into account any turbulent velocity
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components [10]. The wind input data is provided by reading the pre-set ﬁle containing
hub-height data history including the following parameters:
- Time
- Horizontal wind speed U∞
- Instantaneous wind direction δ
- Vertical wind speed Uz
- Horizontal linear shear Shhl
- Vertical power-law shear Shvp
- Vertical linear shear Shvl
- Gust (horizontal) velocity Ugst
A difference with Aerodyn’s implementation is that the time evolution of this parame-
ters is interpolated using piecewise cubic Hermite interpolating polynomials. This provides
smoother interpolations and also takes into account all the data points available compared
to a standard linear interpolation.
To express the formula for the incoming wind velocity, we will need ﬁrst to re-orient
our blade section position pG, from equation 3.56 to take into account rotor yaw effects.
With this, our new position is:
pw = Cψ
TpG. (3.57)
Thus, the expression for the incoming hub-height wind is:
Uhh =U∞
(
pw3
Href
)Shhl
+ U∞
Shhl
Wref
pw2cos(δ) + pw1sin(δ)
+ U∞
Shvl
Wref
(pw3 −Href ) + Ugst,
(3.58)
where Href is the reference height for U∞ and Wref is a reference width, equal to the rotor
diameter, to scale the linear shears. Using Uhh we can now compute the complete wind
velocity vector as:
Uw =
⎡
⎣ Uhhcos(δ)−Uhhsin(δ)
Uz
⎤
⎦ . (3.59)
Once Uw is obtained, the FMI corrects this wind velocity vector to account for rotor
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tower inﬂuences. Bak, et al. [31] developed a model for upwind rotors. This model imple-
ments a potential ﬂow theory around a cylinder combined with a downwind wake model
dependent on the tower’s drag coefﬁcient [10] modifying the local velocity ﬁeld at all points
around the tower. For downwind rotors, a velocity deﬁcit due to the presence of the tower
(tower shadow) is computed instead. The model based on the work of SRJ Powles [32],
computes a tower wake deﬁcit model which increase with downwind distance. Details on
these models and their implementation can be found in [10,31,32].
Once the effects of the rotor tower are applied toUw, the FMI re-projects it back to the
hub coordinate system h, to input the vector to the LSR-BEM interference model.
Uh = CΩCτ CψUwt. (3.60)
Here, Uwt is the wind velocity vector from equation 3.59 affected by the tower inﬂu-
ence. The components of Uh are the ones later modiﬁed by the interference factors a and
a′ in equation 3.20.
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4. THE STRUCTURAL MODEL
Wind turbine blades are typically slender structures with high ﬂexibility. They are usu-
ally not simple to model due to the inhomogeneous distribution of material properties and
the complexity of their cross sections (see ﬁgure 4.1). Detailed 2-D shell or fully 3-D solid
models can be highly expensive in computational terms if the structural problem must be
solved along many timesteps. On the other hand, the ad hoc kinematic assumptions made
in classical theories (like the Bernoulli or the standard Timoshenko approaches) may in-
troduce signiﬁcant errors, especially when the blade is vibrating with a wavelength shorter
than its length. Complex blade geometry due to reasons of aerodynamic/mechanical design,
new techniques of blade construction, and the use of new materials combine themselves to
give a new dimension to the problem.
In order to obtain a ﬂuid-structure interaction model capable of dealing with the com-
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Figure 4.1. Example of blade-section structural architecture representative of current commercial
blade designs. The primary structural member is a box-spar, with a substantial build-up of spar
cap material between the webs. The exterior skins and internal shear webs are both sandwich
construction with triaxial ﬁberglass laminate separated by balsa core. (adapted from [57]).
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plex features of new-generation blades, Dr. Otero developed a generalized Timoshenko
code [13] based on a modiﬁed implementation of the Variational-Asymptotic Beam Sec-
tional (VABS) model proposed and developed by Prof. Hodges and his collaborators [see
14, for example]. This model, which is able to work with curved and twisted composite
beams, uses the same variables as classical Timoshenko beam theory, but the hypothesis of
beam sections remaining planar after deformation is abandoned. Instead, the real warping
of the deformed section is interpolated by a 2-D ﬁnite-element mesh and its contribution
to the strain energy is put in terms of the classical 1-D Timoshenko’s variables by means
of a pre-resolution. The geometrical complexity of the blade section and/or its material
inhomogeneousness are reduced into a stiffness matrix for the 1-D beam. The reduced 1-D
strain energy is equivalent to the actual 3-D strain energy in an asymptotic sense. Elim-
ination of the ad hoc kinematic assumptions produces a fully populated 6 × 6 symmetric
matrix for the 1-D beam, with as many as 21 independent stiffnesses, instead of the six
fundamental stiffnesses of the original Timoshenko theory [15]. That is why it is referred
to as a generalized Timoshenko theory.
Even for the case of large displacements and rotations of the beam sections, this model
allows for accurate modeling of the bending and transverse shear in two directions, ex-
tension and torsion of the blade structure as a 1-D ﬁnite-element problem. Thus, we are
able to decouple a general 3-D nonlinear anisotropic elasticity problem into a linear, 2-D,
cross-sectional analysis (that may be solved a priori), and a nonlinear, 1-D, beam analysis
for the global problem, which is what is needed at each timestep of a ﬂuid-structure in-
teraction analysis. The cross-sectional 2-D analysis (that may be performed in parallel for
all the cross sections along the blade) calculates the 3-D warping functions asymptotically
and ﬁnds the constitutive model for the 1-D nonlinear beam analysis of the blade. After
one obtains the global deformation from the 1-D beam analysis, the original 3-D ﬁelds (dis-
placements, stresses, and strains) can be recovered a posteriori using the already-calculated
3-D warping functions.
4.1 The Generalized Timoshenko Beam Model (GTBM)
In order to make this chapter self-contained, we brieﬂy outline the generalized Tim-
oshenko theory in what follows. Referring to ﬁgure 4.2, the beam is represented by a
reference line R in the undeformed conﬁguration which could be twisted and/or curved.
At every point along R an associated orthogonal triad B1,B2,B3, is deﬁned in such a way
that B1 is tangent to R and B2,B3 are contained into the section plane which is normal to
R. A correspondent coordinate system (X1, X2, X3) is deﬁned where X1 is the coordinate
along R and X2, X3 are the Cartesian coordinates on the section plane.
When the structure is deformed due to loading, the original reference line R adopts a
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Figure 4.2. Generalized Timoshenko theory: Schematic of the reference line, orthogonal triads,
and beam sections before and after deformation.
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new geometry r, and we have a new triad t1, t2, t3 associated to each point, where t1 is
tangent to r and t2, t3 are contained into the normal plane. The position of a generic point
on each section in the underformed conﬁguration may be written as
R(X i) = R¯(X1) +XαBα(X1) (4.1)
where R¯ denotes the position of the center of the tern alongR, the index α assumes values 2
and 3 and we make use of the convention that repeated indexes are summed over their rank.
The material point whose original position was given by R(X i) has after the deformation
the position vector
r(X i) = R¯+ u+Xαtα + witi, (4.2)
where wi are the contribution to the displacement due to warping. Now, we are able to
compute the components of the gradient-of-deformation tensor as Fij = ti ·gkGk ·Bj , where
gk and Gk are respectively the covariant base vectors for the deformed conﬁguration and the
contravariant base vectors in the undeformed conﬁguration, obtained from the kinematic
description of equations (4.1) and (4.2). The Jaumann-Biot-Cauchy strain tensor is, in this
case, Γij =
1
2
(Fij + Fji) − δij , which provides a suitable measure of the 3-D strain ﬁeld
in terms of the beam strain measures and arbitrary warping functions. Γ is then used to
compute the strain energy density function as
2U = 〈〈ΓTS Γ〉〉, (4.3)
were, S is the matrix of the characteristics of the material expressed in the Bi coordinates,
and 〈〈•〉〉 = ∫
s
•√GdX2 dX3, where s deﬁnes integration over a cross-section and G is
the determinant of the metric in the undeformed base.
The next step is to ﬁnd a strain energy expression asymptotically correct up to the
second order of h/l and h/R0, where h is the characteristic size of the section, l the char-
acteristic wavelength of deformation along the beam axis, and R0 the characteristic radii
of initial curvatures and twist of the beam. A complete second-order strain energy is sufﬁ-
cient for constructing a generalized Timoshenko model because, as it is generally accepted,
the transverse shear strain measures are one order less than classical beam strain measures
(extension, torsion and bending in two directions) [15]. A strain energy expression that
asymptotically approximates the 3-D energy up to the second order is achieved using the
Variational Asymptotic Method proposed in [58]. The complete derivation of this pro-
cedure is presented in [59], resulting in the following expression for the asymptotically
correct strain energy:
2U = εTAε+ εT2Bε′ + ε′TCε′ + εT2Dε′′, (4.4)
where A, B, C, D are matrices that carry information on both the geometry and the ma-
terial properties of the cross section, ()′ indicates the partial derivative with respect to the
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axial coordinate X1, and ε =
[
γ¯11 κ¯1 κ¯2 κ¯3
]T
, are the strain measures deﬁned in the
classical Bernoulli beam theory: γ¯11 is the extension of the beam reference line, κ¯1 its tor-
sion, and κ¯2 and κ¯3 the bending of the reference line in axes 2 and 3 due to the deformation.
The variational asymptotic procedure to get the matrices in equation (4.4) involves the
discretization by ﬁnite-element techniques of the warping functions wi deﬁned in (4.2).
To this end, four constraints are imposed on wi. 〈wi〉 = 0 and 〈X2w3 − X3w2〉 = 0,
where 〈•〉 = ∫
s
• dX2 dX3, are intended to eliminate four rigid modes of displacement of
the warped section (i.e. the three linear displacements plus rotation around t1), which are
already included in the Bernoulli strain measures ε.
For the implementation, Dr. Otero uses the classical Lagrangian-multiplier technique
to impose the constraints and solve the expanded system for the constrained variational
formulation itself [13]. This simpliﬁes the procedure by basically combining the whole
solution in a single step. This simpliﬁcation produces by itself a certain reduction in the
overall computational cost, but most importantly, it has the advantage of allowing the use of
the internal-node condensation technique in the ﬁnite-element discretization. As we shall
see later, internal-node condensation allows us to substantially improve the efﬁciency of
our solution by the tri-quadrilateral ﬁnite-element technique.
Expression (4.4) for the strain energy is asymptotically correct. Nevertheless, it is difﬁ-
cult to use in practice because it contains derivatives of the classical strain measures, which
requires complicated boundary conditions. But, the well known Timoshenko beam theory
is free from such drawbacks. Hence, the next step is to ﬁt the strain energy in (4.4) into a
generalized Timoshenko model of the form
2U =
[
T γTs
] [ X Y
YT G
] [

γs
]
= TX+ 2TYγs + γ
T
sGγs, (4.5)
where  =
[
γ11 κ1 κ2 κ3
]T
are the classical Timoshenko strain measures due to
extension, torsion and bending, and γs =
[
2γ12 2γ13
]T
the transverse shear strains. X,
Y and G are found in such a way that the strain energy in (4.4) and (4.5) is equivalent up
to at least second order [see 13, for more detail].
Finally, a stiffness matrix for the 1-D beam problem S¯ is formed as a simple reordering
of the matrix
[
X Y
Y
T
G
]
, in such a way as to get a functional for the strain energy density
of expression (4.5)
2U = γ¯T S¯ γ¯ , (4.6)
where γ¯ =
[
γ
κ
]
is the array of Timoshenko measures of deformation regrouped in a more
convenient way, γT =
[
γ11 2γ12 2γ13
]
and κT =
[
κ1 κ2 κ3
]
.
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For the discretization of the 2-D sections, we adopted the tri-quadrilateral ﬁnite-element
technique, which is based on the use of nine-node biquadratic isoparametric ﬁnite elements
that possess a high convergence rate and, due to their biquadratic interpolation of the ge-
ometric coordinates, provide the additional ability of reducing the so-called skin-error on
curvilinear boundaries when compared to linear elements. For details see Bathe [60].
In order to combine the advantages of the nine-node quadrilateral isoparametric el-
ement with the geometrical ability of a triangular grid to create suitable non-structured
meshes with gradual and smooth changes of mesh density, we implemented what we called
tri-quadrilateral isoparametric elements. The tri-quadrilateral elements consist of an as-
sembly of three quadrilateral nine-node isoparametric elements in which each triangle of
a standard unstructured mesh is divided into. By static condensation of the nodes that lie
inside the triangle, we can signiﬁcantly reduce the number of nodes to solve in the ﬁnal
system, subsequently recovering the values for the internal nodes from the solution on the
non-condensable nodes. The internal nodes may be expressed in terms of nodes which
lay on the elemental boundary following the classical procedure for elemental condensa-
tion [60]. This process of condensation allows us to reduce the size of the new system to
approximately 40% of the original system. The use of the static condensation procedure
is attractive not only because it reduces the size of the stiffness matrices arising in ﬁnite-
element and spectral-element methods but also because it improves the condition number
of the ﬁnal condensed system. For details see Ponta [20].
4.2 The 1D model
To solve the one-dimensional problem for the equivalent beam, we use a formulation
based on the intrinsic equations for the beam obtained from variational principles (see
[61]), and weighted in an energy-consistent way according to Patil and Althoff [62], which
produces the following variational formulation:∫ 
0
[
δV¯T I¯ ˙¯V︸ ︷︷ ︸
1
+ δF¯T S¯−1 ˙¯F︸ ︷︷ ︸
2
]
dX1 =
∫ 
0
[
δV¯T F¯′︸ ︷︷ ︸
3
+ δV¯T Kˆ F¯︸ ︷︷ ︸
4
+ δV¯T γˆ F¯︸ ︷︷ ︸
5
+
δV¯T f¯︸ ︷︷ ︸
6
− δV¯T Vˆ I¯ V¯︸ ︷︷ ︸
7
+ δF¯T V¯′︸ ︷︷ ︸
8
− δF¯T KˆT V¯︸ ︷︷ ︸
9
− δF¯T γˆT V¯︸ ︷︷ ︸
10
]
dX1, (4.7)
where
F¯ =
[
F
M
]
, V¯ =
[
V
Ω
]
, f¯ =
[
f
m
]
,
γˆ =
[
κ˜ 0
γ˜ κ˜
]
, Vˆ =
[
Ω˜ 0
V˜ Ω˜
]
, Kˆ =
[
K˜ 0
e˜1 K˜
]
.
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Tilde indicates the skew-symmetric matrix associated with a vector magnitude in such
a way that, for example, if we have any pair of vectors A and B, the matrix–vector product
A˜B is equivalent to the cross product A ×B. Thus, γ˜ is associated with γ, κ˜ with κ, V˜
with V, and so forth. Hence, matrix γˆ is a rearrangement of the components of the strain-
measures vector γ¯ deﬁned above, while the generalized-velocities vector V¯ and matrix
Vˆ represent the components of the linear and angular velocities, and matrix Kˆ represents
the initial torsion and curvatures of the beam (matrix e˜1 is the skew-symmetric matrix
associated with eT1 =
[
1 0 0
]
, the unit vector alongX1). The generalized-forces vector
F¯ represents the forces and moments related with the strain measures (γ¯ = S¯−1F¯), and the
generalized-distributed-loads vector f¯ represents the forces and moments distributed along
the axis of the beam. Here, S¯ is the stiffness matrix for the 1-D model corresponding to
equation (4.6); and I¯ is the inertia matrix of each section. The upper dot indicates a time
derivative, and the prime a derivative with respect to the longitudinal coordinate of the
beam X1.
This variational formulation was discretized by the spectral-element method (see
[63,64]). The magnitudes in (4.7) where replaced by their interpolated counterparts:
V¯ = He
V¯
Qe, and F¯ = He
F¯
Qe, where He
V¯
and He
F¯
are the interpolation-function arrays,
and Qe is a vector containing the nodal values of both the generalized velocities and the
generalized forces. Superscript e indicates discretization of the terms at the elemental level,
which will disappear after the ﬁnal assembly of the terms into the global matrix for the
whole beam. The axial derivatives of the magnitudes were interpolated in a similar way:
V¯′ = Be
V¯
Qe, and F¯′ = Be
F¯
Qe, where Be
V¯
and Be
F¯
are the arrays for the interpolation-
function derivatives. Then, the following discretized version of (4.7) is obtained:
δQeTMe1Q˙
e = δQeT (Ke1 +K
e
2)Q
e + δQeTKeq q¯
e + δQeTBeQ (Q
e), (4.8)
where
Me1 =
∫ 1
−1
[
He
V¯
T
I¯ He
V¯
+He
F¯
T
S¯
−1 He
F¯
]
J dt,
Ke1 =
∫ 1
−1
[
He
V¯
T Be
F¯
+He
F¯
T Be
V¯
]
J dt Qe,
Ke2 =
∫ 1
−1
[
He
V¯
T Kˆ He
F¯
−He
F¯
T KˆT He
V¯
]
J dt,
Keq =
∫ 1
−1
He
V¯
T He
F¯
J dt.
Me1 corresponds to the discretization of terms 1 and 2 giving the equivalent of a mass
matrix. Ke1, corresponding to terms 3 and 8, is the stiffness matrix of the 1-D problem.
Ke2, corresponding to terms 4 and 9, is the additional stiffness related with the twist and
curvature of the undeformed conﬁguration. Keq corresponds to the evaluation of term 6,
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the contribution of the distributed loads; and q¯e is an array containing the nodal values of
the generalized distributed loads. t is the natural coordinate in the elements and J is the
Jacobian of the mapping from the problem coordinate X1 to t (see [60]). The discretized
version of the terms in (4.7) related to non-linear interactions, i.e. terms 5, 7 and 10, gives
BeQ (Q
e) =
∫ 1
−1
[
He
V¯
T γˆ He
F¯
−He
V¯
T Vˆ I¯ He
V¯
−He
F¯
T γˆT He
V¯
]
Qe J dt
After the assembly of the elemental terms into the global system, we obtain the dif-
ferential equations for the solution of the 1-D nonlinear problem of the equivalent beam
mentioned in section 2.1:
Q˙ = M−11 [(K1 +K2)Q+Kqq¯+BQ (Q)] . (4.9)
As mentioned in section 2.1, the frequencies and linear vibrational modes around a
steady-state solution may be obtained by linearizing (4.9). A linearization of the nonlinear
term BeQ (Q
e) around any given conﬁguration Qe1 gives the matrix
KeN (Q
e
1) =
∫ 1
−1
{
He
V¯
T
[
γˆ1 H
e
F¯
− Vˆ1 I¯ HeV¯ − Fˆ1 S¯−1 HeF¯ + Pˆ1 HeV¯
]
+
He
F¯
T
[
VˆT1 S¯
−1 He
F¯
− γˆT1 HeV¯
]}
J dt,
where
Fˆ =
[
0 F˜
F˜ M˜
]
, Pˆ =
[
0 P˜v
P˜v P˜ω
]
.
Matrix Fˆ is a rearrangement of the components of the generalized-forces vector F¯ de-
ﬁned above. Matrix Pˆ is a rearrangement of the components of the generalized-momentum
vector P¯ =
[
Pv
Pω
]
, which represents the linear and angular momenta related with the
generalized-velocities (P¯ = I¯ V¯). Tilde operates in the same way deﬁned before, and the
subscript 1 indicates the value of the magnitudes at a given state Qe1.
Finally, after the assembly of the elemental terms into the global system, the solution
for the nonlinear problem (4.7) in its steady state was obtained by solving iteratively for
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ΔQ the discretized expression[
K1 +K2 +KN
(
Q(i)
)]
ΔQ = −Kqq¯− (K1 +K2)Q(i) −BQ
(
Q(i)
)
, (4.10)
and updating the global vector of nodal values of the generalized velocities and forces as
Q(i+1) = Q(i) +ΔQ.
From the steady-state solution we also obtain the vibrational modes of the blade struc-
ture and their corresponding frequencies by solving the eigenvalue problem
M1Q˙+
[
K1 +K2 +KN
(
Q(i)
)]
Q = 0. (4.11)
From these results for the intrinsic equations we recovered the displacements and rota-
tions of the blade sections by solving the kinematic equations for the beam (see [14])
u′ −CTrR (γ + e1) + e1 + K˜ u = 0, (4.12)
K˜+ κ˜+C′rR C
T
rR −CrR K˜ CTrR = 0, (4.13)
where u is the vector of displacements of each point along the reference line from its
position in the reference conﬁguration to the one in the deformed conﬁguration, andCrR is
the orthogonal matrix that rotates the local triad from its original orientation in the reference
conﬁguration to the one in the deformed conﬁguration (both are deﬁned in function of the
longitudinal coordinate X1). The strains γ and κ were computed from the generalized
forces and the stiffness of the corresponding blade section. Equations 4.12 and 4.13 were
also linearized, and like the other expressions, discretized by the spectral-element method.
4.3 Constitutive relations of composite materials
Composite materials show nonlinear stress-strain relations due to the behavior of the
different combined materials under load. Despite this fact, when deformations are small,
this behavior may be equivalent to a Hookean material. For the purposes of this thesis work
we will assume that the materials in the blades don’t get to reach the failure state. Thus,
our hypothesis will be that materials work under the linear-elastic regime being an adequate
hypothesis to model the materials behavior before they get to fail due to delamination or
ﬁber failure.
Blade materials working under the linear-elastic regime can be classiﬁed as orthotropic,
transversely isotropic, or linear isotropic materials. Speciﬁc structural properties for the
blades can be determined during manufacturing through the ﬁbers orientation. Therefore,
in this section we will show the constitutive relations for each of the above mentioned
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cases and how they get transformed for different coordinate systems (see [65–68]). Given
the second order tensors e for strain and s for stress, for a material under the Hooke law,
there would be a fourth order tensor S, called the constitutive tensor, such that:
s = S : e, (4.14)
or given a certain base, in components:
sij = Sijkl ekl. (4.15)
Generally a second order tensor is deﬁned by nine independent constants while a fourth
order tensor has eighty-one. Stress and strain tensors are symmetric, thus, instead of nine
independent constants they only have six. Due to this and the fact that the quadratic form of
the deformation energy given by e : s, the constitutive tensor has the following symmetry
when we express its components in a speciﬁc base:
Sijkl = Sjikl = Sijlk = Sklij (4.16)
That is why the number of independent constants is reduced to twenty-one for the most
general case.
On the other hand, and taking advantage of the tensor’s symmetry, it is common to write
the constitutive relation in equation 4.14 in a more convenient matrix form such as:
s = Se, (4.17)
where the arrays and matrices in 4.17 can be expressed as:
s =
⎡
⎢⎢⎢⎢⎢⎢⎣
s11
s22
s33
s23
s31
s12
⎤
⎥⎥⎥⎥⎥⎥⎦ , S =
⎡
⎢⎢⎢⎢⎢⎢⎣
S1111 S1122 S1133 S1123 S1131 S1112
S1122 S2222 S2233 S2223 S2231 S2212
S1133 S2233 S3333 S3323 S3331 S3312
S1123 S2223 S3323 S2323 S2331 S2312
S1131 S2231 S3331 S2331 S3131 S3112
S1112 S2212 S3312 S2312 S3112 S1212
⎤
⎥⎥⎥⎥⎥⎥⎦ e =
⎡
⎢⎢⎢⎢⎢⎢⎣
e11
e22
e33
2e23
2e31
2e12
⎤
⎥⎥⎥⎥⎥⎥⎦ .
(4.18)
Matrix S is called the stiffness matrix and the inverse, C = S−1, is known as the
compliance matrix. It is possible to write the components of matrices S and C as a function
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of the mechanical properties of the materials: Elasticity modulus, Poisson coefﬁcients, and
shear modulus, making the expressions of the compliance matrix more compact. Thus, it
is usually more convenient to obtain the expression of this matrix and then invert it in case
the stiffness matrix is needed.
Orthotropic materials
An orthotropic material has three main symmetry planes so its mechanical properties
are, in general, different along each axis. Orthotropic materials are thus anisotropic; with
their properties depending on the direction in which they are measured. A special char-
acteristic of this materials is that stresses applied perpendicularly to the symmetry planes
don’t generate shear stresses. An example of these materials could be laminates with per-
pendicularly crossing ﬁbers. This type of materials are of great interest for wind turbine
blades manufacture. Using a Cartesian tern perpendicularly aligned with the symmetry
planes (x, y, z), the constitutive tensor S can be expressed as:
S =
⎡
⎢⎢⎢⎢⎢⎢⎣
Sxxxx Sxxyy Sxxzz 0 0 0
Sxxyy Syyyy Syyzz 0 0 0
Sxxzz Syyzz Szzzz 0 0 0
0 0 0 Syzyz 0 0
0 0 0 0 Szxzx 0
0 0 0 0 0 Sxyxy
⎤
⎥⎥⎥⎥⎥⎥⎦ . (4.19)
The coefﬁcients ofS can be rewritten from a continuous mechanics standpoint by using
the elasticity modulus (Ex, Ey, Ez), the Poisson coefﬁcients (νxy, νyx, νzx, νxz, νyz, νzy) and
the shear modulus (Gxy, Gyz, Gzx). Thus, we arrive at a more simple expression of the
compliance matrix according to [69]:
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
Ex
−νyx
Ey
−νzx
Ez
0 0 0
−νxy
Ex
1
Ey
−νzy
Ez
0 0 0
−νxz
Ex
−νyz
Ey
1
Ez
0 0 0
0 0 0 1
Gyz
0 0
0 0 0 0 1
Gzx
0
0 0 0 0 0 1
Gxy
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (4.20)
From this expression and due to the symmetry of the compliance matrix, one can iden-
tify the following identities:
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νyx
Ey
=
νxy
Ex
,
νzx
Ez
=
νxz
Ex
,
νzy
Ez
=
νyz
Ey
, (4.21)
where we can clearly see that the constitutive properties of orthotropic materials are deﬁned
by nine independent constants: three elasticity modulus, three shear modulus, and three out
of the six Poisson coefﬁcients. These are the parameters frequently reported as material
properties in the literature.
In the same way, the stiffness matrix could be rewritten as a function of these nine
constants; nevertheless, it is a more convenient practice to compute it as the inverse of the
compliance matrix, from equation 4.20.
Transversely isotropic materials
Transversely isotropic materials have one axis of symmetry. We could mention as an
example the honeycomb type of materials employed in the manufacturing of sandwich com-
posites. In this laminates, the ﬁbers are oriented in the same direction as the symmetry axis.
Matrix S, from equation 4.17, has the same expression as for orthotropic materials.
Due to the restrictive symmetry , this type of materials could be characterized through ﬁve
independent coefﬁcients: α, β, γ, λ and G (see for example [68]) such that the components
of the constitutive tensor can be expresses as:
Sijkl =λδijδkl +G (δikδjl + δilδjk) + α (δijakal + δklaiaj)
+ β (δilakaj + δjkaial + δikajal + δjlaiak) + γ (aiajakal) , (4.22)
where δij is the Kroneker delta and a = aiBi is the symmetry axis direction expressed in a
vector base Bi.
Being x the direction of the symmetry axis, the components of the compliance matrix
can be also expressed as in equation 4.20. Due to the more restrictive symmetry and using
the identities in equation 4.21, we obtain:
Ez = Ey, νzx = νyx, Gyz =
Ey
2 (1 + νzy)
, Gxz = Gxy.
(4.23)
Thus, the constitutive properties of the transversely isotropic materials are deﬁned by
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ﬁve independent material constants: Two elasticity modulus (Ex, Ey), two Poisson coef-
ﬁcients (νyx, νzy) and the shear modulus Gxy. With this, the compliance matrix can be
expressed as:
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
Ex
−νyx
Ey
−νyx
Ey
0 0 0
−νyx
Ey
1
Ey
−νzy
Ey
0 0 0
−νyx
Ey
−νzy
Ey
1
Ey
0 0 0
0 0 0 2(1+νzy)
Ey
0 0
0 0 0 0 1
Gxy
0
0 0 0 0 0 1
Gxy
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.24)
and the corresponding stiffness matrix can be computed by inverting C just like in the
previous case.
Isotropic materials
Isotropic materials are generally deﬁned by ﬁve material constants which deﬁne the
components of the constitutive tensor. This constants are: the Young modulus (E), the
shear modulus (G), the volumetric modulus (K), the Poisson coefﬁcient (ν) and the Lamé
coefﬁcient (λ). As they are not independent, two constants are needed to deﬁne the other
three [65]. The ﬁve coefﬁcients are related by the following identities:
λ =
νE
(1 + ν)(1− 2ν) =
2νG
1− 2ν ,
K =
E
3(1− 2ν) = λ+
2
3
G,
G =
E
2(1 + ν)
,
E =
(3λ+ 2G)
(λ+G)
G,
ν =
λ
2(λ+G)
.
Typically for this type of materials, the coefﬁcients of the stiffness matrix are expressed
as a function of the Young modulus and the Poisson coefﬁcient. In this case, the expression
for the stiffness matrix is:
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S =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
E(1−ν)
(1+ν)(1−2ν)
Eν
(1+ν)(1−2ν)
Eν
(1+ν)(1−2ν)
0 0 0
Eν
(1+ν)(1−2ν)
E(1−ν)
(1+ν)(1−2ν)
Eν
(1+ν)(1−2ν)
0 0 0
Eν
(1+ν)(1−2ν)
Eν
(1+ν)(1−2ν)
E(1−ν)
(1+ν)(1−2ν)
0 0 0
0 0 0 E
2(1+ν)
0 0
0 0 0 0 E
2(1+ν)
0
0 0 0 0 0 E
2(1+ν)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.25)
and its compliance matrix can be expressed as:
C =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
E
− ν
E
− ν
E
0 0 0
− ν
E
1
E
− ν
E
0 0 0
− ν
E
− ν
E
1
E
0 0 0
0 0 0 1
G
0 0
0 0 0 0 1
G
0
0 0 0 0 0 1
G
⎤
⎥⎥⎥⎥⎥⎥⎦ . (4.26)
Change of basis of the stiffness and compliance matrices
The stiffness and compliance matrices of the above-mentioned materials are formed by
the components of the constitutive tensor. This components are expressed in basis related
with the structure of the materials (i.e. axis and planes of symmetry). As the basis deﬁned
for the material usually differ from the one deﬁned for the structural problem, one might
reorient the matrix components by a change of basis operation. This change of basis is
similar to those already explained in section 3.3.2, but instead of re-projecting a vector, we
now apply the rotation matrices to modify the orientation of the coordinate system.
Given a constitutive tensor Sijkl with components originally expressed in the base bp,
we can express the same tensor now with components Sˆabcd expressed in the base bˆq by:
Sˆabcd = SijklCˆiaCˆjbCˆkcCˆld (4.27)
where Cˆmn are the director cosines of the change of basis matrix which rotates from bp to
bˆq such that:
bˆq = Cˆqpbp. (4.28)
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This operation could be done in two ways. The ﬁrst one is by operating directly with the
components of the constitutive tensor and the linear operators as described in equation 4.27.
The second is to create a unique matrix to do the analogous operations directly on the
stiffness matrix. In this work we chose to implement the ﬁrst option.
Laminates are built out of various layers which could differ in materials and orientation.
Two terns are usually employ to deﬁne the laminate. First, a ri tern, characteristic of each
layer, which deﬁnes the orientation of constitutive tensor, being r3 perpendicular to the
layer. It is also common to express the three principal directions with letters l, t and n
redeﬁning ri as: r1 = el, r2 = et and r3 = en. Letters l, t and n refer to the longitudinal,
traverse and normal directions to the layer respectively. On the other hand, a yi tern is
deﬁned for the laminate, where vector y1 is the laminate direction, y2 is perpendicular to
y1 in the tangential plane of the laminate, and y3 is perpendicular to the laminate and thus
parallel to r3. Thus, each layer will have a deﬁned orientation given by a rotation around
the base vector y3 with magnitude θ3.
To indicate the orientation of the different layers in a laminate we use a sequence of an-
gles deﬁned as in references [66,69]. For example, [0, 45, 60,−30] means that the laminate
is made of four layers oriented at 0, 45, 60 and -30 degrees. Subscripts are used to indicate
the sequence of lamination, for example, [0, 45, 602,−30] = [0, 45, 60, 60,−30] means that
the layer oriented 60 degrees is repeated and, [0, 45]3 = [0, 45, 0, 45, 0, 45] indicates that the
sequence of layers oriented 0 and 45 degrees is repeated three times. Finally, the subscript
s indicates symmetry, thus [0, 45]s = [0, 45, 45, 0].
For each blade section, the orientation of the different layers in a laminate will be given
by the geometry. The yi frame will be related to the reference coordinate system. Vector y1
will be parallel to B1, which is perpendicular to the blade section. As y2 is tangent to the
laminate, it will deﬁne an angle θ1 with vector B2.
The lamination angle θ3 will be a property of the material so the rotation of the consti-
tutive tensor could be performed a priori when the laminate is deﬁned. On the other hand,
the lamination angle on the blade section will depend on where the laminate is applied. For
example, in straight-walled sectors, as in the shear-webs, it will depend on the wall side. In
curved sectors as the outer-skin of the blade section, the angle will vary with the section’s
curvature. According to this, we will perform the coordinates transformations in two steps:
First, a rotation around r3 with a magnitude θ3 to transform the components from ri to yi.
Second, a rotation around yi with a magnitude θ1 to express the constitutive tensor in the Bi
coordinate system. Only after these operations, the stiffness matrix is computed according
to equation 4.18. Figure 4.3 shows the different coordinate systems oriented with the layers
and the laminate.
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Figure 4.3. Reference frames involved in a laminate and their orientations. (Adapted from [12])
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5. NUMERICAL EXPERIMENTATION
In this work we propose to use a set of rotor blades based on the 5-MW Reference Wind
Turbine (RWT) project developed by NREL [16] as a test-bed for validation of the model
and for the analysis of different aspects of blade aeroelastic dynamics that our model in-
cludes which are not covered in pervious models like FAST. Based on the REpower 5M
wind turbine, the NREL’s RWT was conceived for both onshore and offshore installa-
tions and it is well representative of state-of-the-art, utility-scale, multi-megawatt commer-
cial wind turbines. Although full speciﬁc technical data is not available for the REpower
5M rotor blades, a baseline from a prototype blade was originally released by LM Glas-
ﬁber in 2001 for the Dutch Offshore Wind Energy Converter (DOWEC) 6MW wind turbine
project [70,71] and later re-adapted by NREL. This suite of reports is considered one of the
most detailed sources of information available for large wind turbines to date. In addition,
the NREL 5-MW RWT project has been adopted as a reference model by the integrated Eu-
ropean Union UpWind research program [72] and the International Energy Agency (IEA)
Wind Annex XXIII Subtask 2 Offshore Code Comparison Collaboration (OC3) [73–75].
We will start this chapter describing the structural features of our blade as well as its
general aerodynamic properties. Before getting into the details of the internal structure of
the blade sections, we will review constructive blade aspects that will serve as the basis to
understand the level of description required by our computational tools. Once this basis
are set, we will present our blade internal structure, the ﬁnite element meshes associated
to the structural computations, and will show how we match the structural response of
the original blade in a series of validation tests. Then, we will analyze aspects of blade
adaptiveness for the original blade and for two new conﬁgurations that we proposed, with
forward and backward sweep. The latter tests will put in evidence new capacities of the
Generalized Timoshenko model described in section 4.2, which allows us to capture the
bending-twisting coupled modes in the fully populated 6x6 blade section’s stiffness matrix
for the 1-D beam problem that we solve at each timestep in our aeroelastic simulations. This
gives our model the capacity to simulate the dynamic performance of advanced adaptive
blades unlike other codes. Finally, this chapter presents a series of tests on dynamic effects
related to the inclusion of gravitational forces, which is also out of the scope of FAST.
These tests will evince the potential of the full coupled aeroelastic model and how this tool
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could aid in studying ﬂuid-structure interaction phenomena while exploring new horizons
in rotor sizes and advanced blade prototypes.
To keep consistency with established practice in the different disciplines involved, in
this chapter we are going to adopt the coordinate-system convention from complex-beam
theory, where the x axis is aligned with the span, to report all the variables concerning the
behavior of the blade as a structural piece, indicating them with a subscript r. When the
variables concern the behavior of the rotor as a whole, we are going to adopt the convention
of the International Electrotechnical Commission (IEC) [36] for wind turbines, where the
span is aligned with the z axis (indicating them with a subscript h).
5.1 Basic blade modelling and aerodynamic properties
As stated for NREL’s RWT project [16], the length of our rotor blade is set to be 61.5m.
All basic aerodynamic properties as blade section chords, twist angles and basic spanwise
stations distribution, also correspond to the original data in [16]. These aerodynamic prop-
erties, as well as the denomination of the basic airfoils at the design stations are included in
table 5.1. Complementing the information in this table, ﬁgure 5.1 shows the blade section
chords distribution along the span.
Figure 5.1. Chord distribution along the blade.
Airfoil types were also matched from the original blade. Stations 3 and 4 in table 5.1 are
transitional airfoil shapes providing a smoother transition from the last cylindrical section,
to the ﬁrst thick airfoil in station 5. Two ellipsoidal shapes were used which match the
chords originally given in [16]. Figure 5.2 shows the proﬁles of these two transitional
shapes.
Back to the standard airfoils used for this rotor blade, ﬁgure 5.3a shows the proﬁles of
the three thick airfoil sections corresponding to the inner regions of the blade, stations 5
to 8, where a good structural support is required, while ﬁgure 5.3b shows the three airfoils
used in the mid-span and tip regions where aerodynamic efﬁciency is the priority. As we
can see, most of the basic airfoils used from the root to the mid span of this blade have
the "DU" denomination. The DU airfoil series was specially developed for wind turbine
applications by researchers at Delft University in Netherlands [76] and it is widely used by
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Table 5.1
Distributed blade aerodynamic properties.
Station Location [m] Twist angle [◦] Chord length [m] Airfoil type
1 0 13.3080 3.5420 Cylinder
2 1.3653 13.3080 3.5420 Cylinder
3 4.1020 13.3080 3.8540 Ellipsoid-1
4 6.8327 13.3080 4.1670 Ellipsoid-2
5 10.2520 13.3080 4.5570 DU 00-W-401
6 14.3480 11.4800 4.6520 DU 00-W-350
7 18.4500 10.1620 4.4580 DU 00-W-350
8 22.5521 9.0110 4.2490 DU 97-W-300
9 26.6480 7.7950 4.0070 DU 91-W-250
10 30.7500 6.5440 3.7480 DU 91-W-250
11 34.8520 5.3610 3.5020 DU 93-W-210
12 38.9479 4.1880 3.2560 DU 93-W-210
13 43.0500 3.1250 3.0100 NACA 64-618
14 47.1521 2.3190 2.7640 NACA 64-618
15 51.2480 1.5260 2.5180 NACA 64-618
16 54.6673 0.8630 2.3130 NACA 64-618
17 57.3980 0.3700 2.0860 NACA 64-618
18 60.1347 0.1060 1.4190 NACA 64-618
19 60.5898 0.0903 1.1395 NACA 64-618
20 61.0449 0.0783 0.7787 NACA 64-618
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(a) (b)
Figure 5.2. Proﬁles of ellipsoidal sections corresponding to: (a) station 3, and (b) station 4 on the
blade span.
(a)
???????????
(b)
Figure 5.3. Proﬁles of the airfoil sections used to deﬁne the geometry of the blade. From top to
bottom: (a) thick airfoils used in the inner regions, from station 5 to 8 of the blade-span, and (b)
airfoils used in the mid-span and tip regions of the blade-span.
the wind-turbine industry.
Aerodynamic coefﬁcients for the airfoils in table 5.1 were taken from [77] and [71].
Data for the cylinder, as well as the ellipsoidal shapes only include drag, but no lift coefﬁ-
cients. Cylinder and Ellipsoid-1 have a drag coefﬁcient of 0.50. For Ellipsoid-2, the drag
coefﬁcient is lowered to 0.35 as its shape morphes from a bluff body towards a streamlined
proﬁle. Figure 5.4 shows lift, drags and momentum coefﬁcients for the other six basic air-
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Figure 5.4. Lift, drag and momentum aerodynamic coefﬁcients for airfoils: (a) DU 00-W-401, (b)
DU 00-W-350, (c) DU 97-W-300, (d) DU 91-W-250, (e) DU 93-W-210, (f) NACA 64-618.
foils composing our rotor blade. This aerodynamic data is later processed using Viterna’s
method and corrected for rotational augmentation, as shown under section 3.3.1, for later
use on the aeroelastic simulations.
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5.1.1 Blade constructive aspects
Wind turbine blade structure is a combination of two external aerodynamic shells,
mounted on a box-beam spar which provides the main structural component to the aero-
dynamic forces. Analyzing a blade section (see ﬁgure 4.1) we can see the aerodynamic
shells plus two spar caps which, together with two shear webs, form the box-beam spar.
Constructive characteristics as thickness as well as number and orientation of ﬁberglass
layers for the different structural components of the blade sections are covered in detail
in reports published by SANDIA National Labs. [57,78]. According to these reports, the
aerodynamic shells are mainly composed of ±45◦ layers, plus a small amount of randomly
oriented ﬁbers, gelcoat and ﬁlling resin. Shear webs, the the box-beam lateral walls, are
made up of ±45◦ layers with a balsa wood core which provides the needed buckling re-
sistance. Shear webs are usually located at the 15% and 45% of the airfoil’s chord but,
for sections closer to the blade’s root, the positions are modiﬁed in order to increase the
section’s stiffness. Focusing now on the spar caps, these are made of 0◦ layers and are the
most important structural element as they give support to the bending loads on the blade.
Finally, the blade sections has a reinforcement at its rear part, i.e. the trailing edge spline,
also made up of 0◦ oriented ﬁbers which supports the bending loads in the chord-wise di-
rection. Reports [57,78] also provide a comprehensive description of lamination sequences
and material properties.
We will now describe the thicknesses of the different layers on an airfoil section, ac-
cording to the data from table 5.2, taken from [78], as well as the modeling for the blade
sections proposed. The exterior of the airfoil section is covered by a 0,13mm thick layer of
Gelcoat, a resin-based paint which provides the adequate surface ﬁnishing as well as ultra-
violet rays protection to the interior layers. following Gelcoat, we ﬁnd a randomly oriented
glass ﬁbers layer to provide adherence between the subsequent layers with the top ﬁnishing
one. This laminate is known as CSM (continuous strand mat) and its thickness is 0,38mm.
After the CSM layer, we ﬁnd a preponderant orthotropic laminate with±45◦ oriented ﬁbers
called DBM (double bias mat). This laminate has a thickness given by (A) = 3, 05×10−5L
were L is the length of the blade, as deﬁned in table 5.2. These three layers remain constant
all along the section contour.
The spar cap is made of three layers. The innermost and outermost are 2/3(A) thick
internal reinforcements of DBM going from the leading edge up to the rear shear web, that
is to say 45% of the airfoil’s chord. The mid layer provides the structural properties to the
spar cap and it is made of an uniaxial laminate called UNI, where the ﬁbers are oriented
perpendicularly to the cross-section. The thickness of this layer was computed according
to the guidance provided by [78] interpolating for our blade length. This mid layer is set
between the two shear webs, say from 15% to 45% of the airfoil’s chord. Thus, the foremost
region of the airfoil section, from leading edge to 15% of the chord, will have besides the
three external layers, the two corresponding to the spar cap reinforcements. After the DBM
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Table 5.2
Summary of structural details, adapted from [78].
Item
ID
Material De-
scription
Placement Descrip-
tion
Tensile
Modulus
[Msi]
Layer
Width
(% of
chord)
Layer
Thickness
[in]
Placement Be-
hind L.E. (%
of chord)
1 Gelcoat Outer Skin 0.50 100% 0.005 0%
2 3/4 oz CSM Outer Skin 1.10 100% 0.015 0%
3 DBM Outer Skin 1.39 100% (A) 0%
4 DBM Spar Cap Reinf. 1.39 45% 2/3 of (A) 0%
5 C260/520Uni Spar Cap (at Max) 5.41 30% (B) 15%
6 DBM Spar Cap Reinf. 1.39 45% 2/3 of (A) 0%
7 Balsa Aft Panel 0.02 45% 1% 45%
8 DBM Inner Skin 1.39 100% (A) 0%
9 Excess
Resin
Inside Inner Skin 0.50 100% 0.030 0%
10 Balsa 35% Web Core 0.02 See note 3% of air-
foil
35%
11 DBM 35% Web Skin 1.39 See note See note 35%
12 C260/520Uni T/E spline @ 95% 5.41 6% (C) 92%
13 TE Plexus To 2" fwd of TE 0.05 2% ﬁll gap 98%
Notes
(A) Thousandths = 1.2 · bladelength 50m → .060”
(B) This value is found by converging to the required ﬂapwise moment at 3, 750μ
(the spar cap is twice as thick at its center as at its edges)
(C) This value is found by converging to the required edgewise moment at 1, 250μ
For 15% Station:
The spar cap width is 60% of chord
The spar cap begins at 5% of chord
The spar cap reinforcement ends at 65% chord
For Shear Web:
The balsa thickness was 3% of max airfoil thickness
The height was half the section height (so each half reaches center)
Skins (thousandths) = 2 · bladelength 50m → 0.100” each skin
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Table 5.3
Summary of Baseline Blade Material Properties, adapted from [57].
Property A260 CDB340 Spar Cap Mixture Random Mat Balsa Gel Coat Fill Epoxy
Ex [GPa] 31.0 24.2 25.0 9.65 2.07 3.44 2.76
Ey [GPa] 7.59 8.97 9.23 9.65 2.07 3.44 2.76
Gxy [GPa] 3.52 4.97 5.00 3.86 0.14 1.38 1.10
νxy 0.31 0.39 0.35 0.30 0.22 0.30 0.30
νf 0.40 0.40 0.40 – N/A N/A N/A
wf 0.61 0.61 0.61 – N/A N/A N/A
ρ [g/cm3] 1.75 1.75 1.75 1.67 0.l44 1.23 1.15
layers, and out of the spar cap zone, we ﬁnd a balsa wood or solid foam layer providing
laminar buckling stiffness to the airfoil contour. With a thickness that is 1% of the airfoil
chord’s, this layer goes from the leading edge to 15% of the chord, and from 45% of it up
to the trailing edge. Finally, to provide a good ﬁnishing, the interior part of the airfoil is
coated with an (A) thick DBM layer plus an extra 0.76mm of resin.
Shear webs are made of a balsa wood or a solid foam core with a thickness equal to 3%
of the airfoil thickness. This core is coated on each side with a DBM layer 5/3(A) thick
providing stiffness while the core separates the DBM layers preventing laminar buckling.
Table 5.3, based on information from SANDIA report [57], shows basic properties of
materials which are usually employed on wind turbine blade construction. In this work we
used the given data for computing properties of the uniaxial laminate, balsa wood, gelcoat
and epoxy resin. CSM and DBM are computed from UNI, combining this material with
different ﬁber orientations in the right proportion.
5.1.2 Blade structural properties
According to the descriptions in section 5.1.1, material properties within the subregions
corresponding to each of the blade section components were assumed homogeneous and
equal to those of an equivalent material. The properties of this equivalent material, a 6× 6
symmetric matrix with 21 independent coefﬁcients, were computed by a weighted aver-
age of the actual laminate properties. Since the thicknesses of the region layers are very
small compared to the actual size of the blade section, this assumption does not introduce
signiﬁcant errors. Besides, if more detail is required, our computational codes allow for in-
dependent meshing of every single layer of material separately using the exact properties.
After the internal regions and materials were deﬁned, a triquadrilateral mesh was gen-
erated for a number of blade sections along the span. The preset master sections in table 5.1
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served as the basis for an innovative 3D-morphing technique based on variational cubic-
spline interpolation which allows us to obtain smooth transitions between the known 2D
airfoil sections along the span of the blade. This way one can divide the blade into any
number of sections larger than the known ones and generate ﬁnite element meshes for a
more reﬁned study of the structural features. As an example, ﬁgure 5.5 shows the proﬁles
of two morphed airfoil sections located at the 20% and 60% of the blade span. Finite ele-
ment meshes for this section and the master sections in table 5.1 are shown in ﬁgures 5.6
to 5.9.
(a) (b)
Figure 5.5. Proﬁles of morphed sections corresponding to: (a) 20% of the blade span, and (b) 60%
of the blade span.
Using the described technique for the internal blade structure components, we reﬁned
46 blade sections along the span to match the structural properties of the ones reported
by NREL in [16]. The main targeted properties to reﬁne were edgewise, ﬂapwise, and
torsional stiffness as well as mass density for every blade section. The pitch axis centring
and the location of the aerodynamic coefﬁcients reference points were computed according
to information in [16] also. Table 5.4 summarizes this data for the reﬁned sections deﬁning
two parameters: RefLinPos, the fraction of the chord from the leading edge to the reference
line (the longitudinal axis) of the blade, which in a rectilinear blade like this coincides
with the pitch axis, and AeroCentPos representing the fraction of chord from the leading
edge to the aerodynamic center of each section. In the same table, Location is the position
of the blade section along the blade span in meters, and Span is the corresponding blade-
length fraction. Figure 5.10 shows the blade layout resulting from table 5.4, as well as
the positions of the shear webs forming the blade’s internal box-beam spar, as deﬁned in
section 5.1.1.
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Table 5.4
Blade section structural centering and aerodynamic coefﬁcient reference point.
Location
[m]
Span RefLinPos AeroCentPos
0.00 0.000 0.500 0.500
0.20 0.003 0.500 0.500
1.20 0.020 0.500 0.499
2.20 0.036 0.495 0.490
3.20 0.052 0.483 0.466
4.20 0.068 0.471 0.441
5.20 0.085 0.458 0.417
6.20 0.101 0.446 0.392
7.20 0.117 0.434 0.368
8.20 0.133 0.422 0.343
9.20 0.150 0.409 0.319
10.20 0.166 0.397 0.294
11.20 0.182 0.385 0.270
12.20 0.198 0.375 0.250
13.20 0.215 0.375 0.250
14.20 0.231 0.375 0.250
15.20 0.247 0.375 0.250
16.20 0.263 0.375 0.250
18.20 0.296 0.375 0.250
20.20 0.328 0.375 0.250
22.20 0.361 0.375 0.250
24.20 0.394 0.375 0.250
26.20 0.426 0.375 0.250
28.20 0.459 0.375 0.250
30.20 0.491 0.375 0.250
32.20 0.524 0.375 0.250
34.20 0.556 0.375 0.250
36.20 0.589 0.375 0.250
38.20 0.621 0.375 0.250
40.20 0.654 0.375 0.250
42.20 0.686 0.375 0.250
44.20 0.719 0.375 0.250
46.20 0.751 0.375 0.250
48.20 0.784 0.375 0.250
50.20 0.816 0.375 0.250
52.20 0.849 0.375 0.250
Continued on next page...
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Table 5.4 – Continued
Location
[m]
Span RefLinPos AeroCentPos
54.20 0.881 0.375 0.250
55.20 0.898 0.375 0.250
56.20 0.914 0.375 0.250
57.20 0.930 0.375 0.250
57.70 0.938 0.375 0.250
58.20 0.946 0.375 0.250
58.70 0.954 0.375 0.250
59.20 0.963 0.375 0.250
59.70 0.971 0.375 0.250
60.20 0.979 0.375 0.250
60.70 0.987 0.375 0.250
61.20 0.995 0.375 0.250
61.50 1.000 0.375 0.250
After the blade sections reﬁnement, we generated a library of parameters with the op-
timal thicknesses for the different components of the internal structure. Combining this
library with our 3D-morphing technique, we are now able to increase the number of in-
termediate blade sections at any region improving, if needed, the density of the 1-D mesh
beyond the information originally reported in [16].
Table 5.5 summarizes the reﬁned structural properties for the 46 blade sections. The
ﬁrst two columns are similar to those in table 5.4. BMassDen is the mass density of the
blade expressed in [kg/m]. FlpStff, EdgStff and GLStff are respectively the ﬂapwise, edge-
wise, and torsional stiffness for the blade section expressed in [Nm2]. Finally, ﬂapwise,
and edgewise blade section’s inertia, FlpIner and EdgIner, are included, complementing
the main structural properties.
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Table 5.5
Distributed blade structural properties.
Location
[m]
Span BMassDen
[kg/m]
FlpStff
[Nm2]
EdgStff
[Nm2]
GLStff
[Nm2]
FlpIner
[kgm]
EdgIner
[kgm]
0 0.000 730.232 1.800×1010 1.800×1010 4.870×109 1120.65 1120.65
0.20 0.003 730.232 1.800×1010 1.800×1010 4.870×109 1120.65 1120.65
1.20 0.020 840.007 1.960×1010 1.960×1010 5.810×109 1284.93 1284.93
2.20 0.036 750.131 1.820×1010 1.820×1010 5.300×109 1183.36 1183.54
3.20 0.052 778.927 1.540×1010 1.980×1010 3.570×109 991.595 1317.44
4.20 0.068 585.288 1.070×1010 1.460×1010 2.550×109 705.863 1000.13
5.20 0.085 438.927 7.330× 109 1.010×1010 1.940×109 502.136 729.300
6.20 0.101 431.718 6.420× 109 9.260× 109 1.820×109 445.939 693.836
7.20 0.117 415.630 5.860× 109 8.240× 109 1.490×109 397.584 620.500
8.20 0.133 404.740 4.980× 109 6.860× 109 1.110×109 329.072 526.006
9.20 0.150 435.733 4.760× 109 6.860× 109 6.160×108 289.528 476.776
10.20 0.166 487.452 4.560× 109 6.850× 109 4.810×108 273.153 473.181
11.20 0.182 458.237 3.880× 109 6.950× 109 4.130×108 233.322 480.004
12.20 0.198 429.125 3.340× 109 6.480× 109 3.840×108 202.761 458.869
13.20 0.215 406.951 2.930× 109 6.140× 109 3.830×108 180.839 449.523
14.20 0.231 372.883 2.590× 109 5.300× 109 3.690×108 161.806 406.022
15.20 0.247 372.182 2.440× 109 5.240× 109 4.110×108 156.788 418.817
16.20 0.263 364.970 2.320× 109 4.810× 109 4.150×108 150.431 395.703
18.20 0.296 350.502 2.080× 109 4.540× 109 3.880×108 135.522 372.744
20.20 0.328 335.676 1.890× 109 4.220× 109 2.590×108 117.714 321.271
22.20 0.361 340.473 1.570× 109 4.230× 109 1.790×108 95.670 305.628
24.20 0.394 355.369 1.370× 109 3.730× 109 1.120×108 81.234 258.088
26.20 0.426 338.738 9.980× 108 3.400× 109 8.960×107 59.287 234.431
28.20 0.459 310.922 8.220× 108 3.070× 109 9.920×107 49.587 217.998
30.20 0.491 284.503 6.720× 108 2.720× 109 1.080×108 41.455 200.583
32.20 0.524 263.924 5.310× 108 2.450× 109 8.750×107 32.762 178.544
34.20 0.556 269.853 4.030× 108 2.310× 109 7.480×107 25.017 169.907
36.20 0.589 233.829 3.150× 108 1.830× 109 6.530×107 19.794 138.727
38.20 0.621 209.064 2.410× 108 1.530× 109 6.940×107 15.969 125.554
40.20 0.654 190.141 1.760× 108 1.320× 109 6.610×107 12.398 115.712
42.20 0.686 177.600 1.260× 108 1.160× 109 4.890×107 8.842 99.078
44.20 0.719 163.609 1.040× 108 1.010× 109 3.970×107 7.270 84.880
46.20 0.751 147.221 9.100× 107 7.970× 108 3.040×107 6.181 65.809
48.20 0.784 132.601 7.570× 107 6.910× 108 2.410×107 5.098 55.642
50.20 0.816 113.774 6.100× 107 5.180× 108 1.830×107 4.071 41.930
Continued on next page...
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Table 5.5 – Continued
Location
[m]
Span BMassDen
[kg/m]
FlpStff
[Nm2]
EdgStff
[Nm2]
GLStff
[Nm2]
FlpIner
[kgm]
EdgIner
[kgm]
52.20 0.849 104.913 5.050× 107 4.390× 108 1.570×107 3.395 35.788
54.20 0.881 95.769 3.910× 107 4.020× 108 1.400×107 2.713 32.817
55.20 0.898 88.635 3.450× 107 3.530× 108 1.200×107 2.378 28.583
56.20 0.914 80.062 3.020× 107 2.990× 108 9.500×106 2.043 23.813
57.20 0.930 76.518 2.580× 107 2.730× 108 8.400×106 1.759 21.572
57.70 0.938 70.728 2.360× 107 2.470× 108 6.240×106 1.551 18.559
58.20 0.946 63.750 1.980× 107 1.560× 108 5.900×106 1.333 13.153
58.70 0.954 58.966 1.540× 107 1.380× 108 5.400×106 1.072 11.849
59.20 0.963 54.574 1.270× 107 1.150× 108 3.880×106 0.863 9.473
59.70 0.971 52.417 9.820× 106 1.010× 108 2.970×106 0.665 8.034
60.20 0.979 49.277 7.230× 106 8.370× 107 1.680×106 0.469 6.091
60.70 0.987 41.763 2.460× 106 3.100× 107 1.610×106 0.209 3.100
5.1.3 Turbine speciﬁcations
For the purpose of validation, the general speciﬁcations of the turbine also match the
ones on NREL’s report [16], which are summarized in table 5.6. Thus, the rotor has an
upwind orientation and it is composed of three 61.5m long blades. The hub diameter is 3m
and it is located at 90m from ground level. Total rotor diameter is 126m. It has a precone
of 2.5◦ and an overhang distance of 5m from the tower axis. The rated wind speed for this
turbine is 11.4m/s.
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Table 5.6
Global turbine parameters
Description Value
Rating 5MW
Rotor Orientation Upwind
Conﬁguration 3 blades
Rotor, hub diameter 126m, 3m
Hub Height 90m
Rated wind speed 11.4m/s
Rated rotor speed 12.1rpm
Overhang 5m
Rotor precone 2.5◦
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Figure 5.8. Finite element meshes for the master sections of the inner blade region. From top to
bottom, DU 00-W-401, DU 00-W-350, DU 97-W-300.
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Figure 5.9. Finite element meshes for the master sections of the outer blade region. From top to
bottom, DU 91-W-250, DU 93-W-210, NACA 64-618.
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5.2 Validation Tests
In this section we will show a series of validation tests. We will start by presenting
a steady-state solution around the nominal working condition, including the vibrational
modes obtained from an eigenvalue analysis of a linearized solution around the steady-
state. Next, we will test our model under an acceleration ramp simulating an arbitrary
start-up from zero angular velocity to nominal operation conditions on the rotor. Finally,
a computation of the blade-pitch angle for power-control over high wind speeds will be
presented.
5.2.1 Aeroelastic steady-state case
After computing stiffness and inertia matrices for a discrete number of cross-sections
along the span of the blade, we applied the dimensional reduction technique described in
section 4.2. Tip speed ratio for the nominal operational condition is λ = 7, so the tangential
velocity at the tip of the blade is 80m/s.
For this nominal working condition, the power output computed for our rotor is
5.455MW which, taking into account that, as in any BEM approach, the interference of
the tower and the nacelle is computed only approximately, is in very good agreement with
the reported power for the NREL-5MW reference turbine rated at 5.296MW according
to [16].
Figure 5.11 shows the displacement of the blade’s reference-line (blade axis) Uh when
it is subjected to the aerodynamic steady load in normal operational conditions. Fig-
ure 5.12, shows the corresponding rotations of the blade sections θh. These geometrical
magnitudes were referred to a coordinate system aligned with the rotor’s plane, according
to standards from the International Electrotechnical Commission (IEC) [36]. Hence, the
ﬁrst unit vector is normal to the rotor’s plane (i.e. axial) pointing downwind, the second
is in the rotor’s tangential direction pointing to the blade’s trailing edge, and the third unit
vector is in the radial direction pointing to the blade tip.
From ﬁgure 5.11 we can see that the displacement Uh1 of the blade’s tip, normal to
the rotor’s plane, is 5.73m. This is perfectly consistent with results shown in [16]. Added
to this, the tangential displacement Uh2 is 0.78m in the negative direction, meaning that
aerodynamic forces are bending the blade in the direction towards its rotation as the rotor
is producing a positive driving torque.
In ﬁgure 5.12, angles θh2 and θh1 are directly associated with blade bending in the
normal and tangential directions to the rotor plane, that is Uh1 and Uh2 respectively. It is
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Figure 5.11. Linear displacements of the reference-line Uh when the beam is subjected to a steady
load in normal operational conditions (referred to a coordinate system aligned with the rotor’s plane)
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Figure 5.12. Rotations of the beam sections θh when the beam is subjected to a steady load in
normal operational conditions (referred to a coordinate system aligned with the rotor’s plane).
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Figure 5.13. Timoshenko measures of deformation. From top to bottom: γ11, associated to stretch-
ing. 2γ12, associated to distortion. 2γ13, associated to distortion.
important to note that angle θh2 represents the angular displacements which deforms the
blade’s axis out of the rotor’s plane.
Figures 5.13 and 5.14 show the corresponding Timoshenko measures of deformation
for the equivalent beam, as described in section 4.2.
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Figure 5.14. Timoshenko measures of deformation. From top to bottom: Torsion, κ1. Curvature
κ2. Curvature κ3.
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Table 5.7
List of frequencies and dominant components of Uh and θh for the ﬁrst ten modes of vibration.
Mode frequency [Hz] Dominant Uh Dominant θh
1 0.7066 Uh1 θh2
2 1.0188 Uh2 θh1
3 1.8175 Uh1 θh2
4 3.3403 Uh2 θh3
5 3.9493 Uh1 θh2
6 6.4682 Uh2 θh3
7 6.6851 Uh1 θh3
8 8.0129 Uh2 θh3
9 8.2403 Uh1 θh2
10 9.7819 Uh1 θh2
Table 5.8
Frequencies comparison for the ﬁrst three modes according to NREL report [16].
Mode frequency [Hz] FAST ADAMS
1 0.7066 0.6993 0.7019
2 1.0188 1.0793 1.0740
3 1.8175 1.9223 1.8558
5.2.2 Vibrational modes around the aeroelastic steady-state
We present now an analysis of the vibrational modes around the aeroelastic steady-state
solution obtained in section 5.2.1. Vibrational modes are obtained from the solution of an
eigenvalue problem as described in section 4.2. As the resulting eigenvalues are complex
conjugate, their imaginary part represents frequencies while their non-zero real part corre-
sponds to damping effects coming from non-conservative ﬁelds in the 1D functional. We
will return to this concept later in section 5.3.1 where we consider the subject of blade
adaptiveness.
Vibrational mode analysis provides relevant information about both the natural vibra-
tional frequencies of the blade around a steady-state condition, and for the modes of defor-
mation along the blade span. Table 5.7 summarizes the ﬁrst 10 modes obtained showing
the frequencies together with the corresponding dominant component for the displacements
and the rotations of the blade section. Table 5.8 shows a comparison of the frequencies ob-
tained for the ﬁrst three modes with the values reported by NREL in [16] using FAST [56]
and ADAMS [79] software. These values seem to be in good agreement, especially for the
ﬁrst mode, with a difference of only 1% between the three codes.
89
Figures 5.15 and 5.16 show some of the deformation modes. Every mode shown in-
cludes displacements and rotations of the blade sections normalized by the value of the
dominant component.
5.2.3 Recovering of displacements, strains and stresses for the blade sections
According to the technique described in appendix A, after computing the global defor-
mations from the 1-D analysis for the equivalent beam, we recovered the corresponding
3-D ﬁelds (displacements, strains, and stresses) using the 3-D warping functions presented
in section A.1. Knowing the stress state of the blade sections is of utmost importance in
the analysis of rotor blades to improve the lifetime and reliability of the design. For the
previously solved aeroelastic steady-state, we present the six components of the Jaumann-
Biot-Cauchy stress tensor for a blade section located at the 40% of the span. This region
is particularly interesting as it combines energy production and structurally supports sig-
niﬁcant stress accumulation compared to other regions along the blade span. Figures 5.17
and 5.18 show the six components of the stress tensor in the coordinates of the undeformed
conﬁguration (X1, X2, X3), as described in section 4.1. The dominant stress component,
Z11, at the top of ﬁgure 5.17 is the one primarily associated with the out of rotor-plane
bending loads. Note here how the lower spar-cap is subjected to tensile stress while the
upper one is under compression stress.
5.2.4 Dynamic simulation of rotor start-up
After successful validations for aeroelastic steady-state conditions we will now test our
computational tools under dynamic simulations. As described in section 2.1 the Common
ODE Framework controls the interrelation of the different computational modules reacting
to the behavior of the different physical phenomena. Here, the use of a nonlinear adaptive
ODE algorithm provides the means to control the time-dependant solution for the dynamic
aerolastic problem. The ﬁrst dynamic simulation that we show in this section is a rotor
start-up situation. The rotor start-up is modeled starting from a completely still condition
(i.e. tip-speed ratio λ = 0) to a full normal operational condition (λ = 7) varying only
the rotational speed of the rotor from 0 to 12.1rpm (see table 5.6). For the purpose of
testing the aeroelastic response of the blades in a generic star-up situation (regardless of
any speciﬁc control strategy that eventually could be adopted) we assumed an acceleration
ramp for the turbine rotational speed with a semi-Gaussian proﬁle, which provides a smooth
acceleration at the beginning and the end of the start-up cycle (see ﬁgure 5.19). The total
start-up simulation time is set to be ﬁve minutes, which represents a typical start-up time
of utility-scale commercial turbines.
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Figure 5.15. Amplitude of Uh and θh for three vibrational modes around the aeroelastic steady-
state conﬁguration (normalized by the dominant component). From top to bottom modes # 1, 2 and
3.
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Figure 5.16. Amplitude of Uh and θh for three vibrational modes around the aeroelastic steady-
state conﬁguration (normalized by the dominant component). From top to bottom modes # 4, 7 and
10.
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Figure 5.17. The six components of the Jaumann-Biot-Cauchy stress tensor Z = S Γ for the sec-
tion located at 40% of the blade span (referred to the undeformed coordinate system (X1, X2, X3)
in Pa). From top to bottom: Z11, Z12 and Z13.
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Figure 5.18. The second three components of the Jaumann-Biot-Cauchy stress tensor Z = S Γ
for the section located at 40% of the blade span (referred to the undeformed coordinate system
(X1, X2, X3) in Pa). From top to bottom: Z22, Z23 and Z33.
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Figure 5.19. Acceleration ramp for a full start-up dynamic simulation. Variation of the rotational
speed of the turbine from 0 to 12.1rpm, at constant rated wind speed according to table 5.6.
Figures 5.20 and 5.21 show the time evolution of the displacements and rotations for
the blade section located at the 95% of the span, a location where displacements could be
better appreciated. Figure 5.22 shows the evolution of the chord-wise and chord-normal
aerodynamic forces from the LSR-BEM model. It is interesting to note that when the
turbine decelerates, reaching the nominal operational condition, small vibrations appear.
These light vibrations could be a consequence of inertia effects on the blade structure, pos-
sibly coupled with aerodynamic effects (which seems to be conﬁrmed by the corresponding
ﬂuctuations on the aerodynamic forces in ﬁgure 5.22 for the same time span. Finally, ﬁg-
ures 5.23 and 5.24 show the time evolution of the rotor’s torque and power output at the
main shaft.
5.2.5 Blade pitch control for power limitation at wind speeds above the rated.
According to reference [16], this wind turbine blade is not supposed to be actuated for
pitch control during operation at wind speeds lower than the rated. Blade pitch control is
effective for wind speeds beyond 11.4m/s and, under these circumstances, the goal is to
maintain a constant power output and rotor speed. To this end, we reproduced the tests re-
ported in [16], which include computation of the Sensitivity of Aerodynamic Power to Blade
Pitch using our model. Blade-pitch sensitivity is a rotor’s aerodynamic property which de-
pends on the wind speed, rotor speed, and blade-pith angle. It is deﬁned as ∂P/∂θctr, where
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Figure 5.20. Linear displacements evolution for a point located at the 95% of the blade’s reference-
line during start-up.(referred to a coordinate system aligned with the rotor’s plane)
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Figure 5.21. Angular displacements evolution for a point located at the 95% of the blade’s
reference-line during start-up.(referred to a coordinate system aligned with the rotor’s plane)
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Figure 5.22. Aerodynamic forces evolution for a point located at the 95% of the blade’s reference-
line during start-up.
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Figure 5.23. Rotor torque evolution during start-up.
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Figure 5.24. Power output evolution during start-up.
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Wins Speed
[m/s]
Pitch Angle
[◦]
∂P/∂θctr
[watt/rad]
11.4 (rated) 0.000 −14.76× 106
12.0 2.534 −20.24× 106
13.0 5.271 −29.86× 106
14.0 7.403 −34.56× 106
15.0 9.214 −44.93× 106
16.0 10.779 −52.01× 106
17.0 12.224 −58.22× 106
18.0 13.574 −64.57× 106
19.0 14.842 −70.27× 106
20.0 16.070 −72.95× 106
21.0 17.265 −77.15× 106
22.0 18.416 −84.22× 106
23.0 19.517 −90.13× 106
24.0 20.582 −94.65× 106
25.0 21.622 −97.53× 106
Table 5.9
Sensitivity of Aerodynamic Power to Blade Pitch. Generated Power and rotor speed are kept
constant at 5.455MW and 12.1rpm respectively.
P is the output power and θctr is the pitch control angle.
We ran a series of aeroelastic tests for steady-state operational conditions at different
incoming wind speeds varying from 12m/s to 25m/s, which is considered to be the cut-out
wind speed. Optimizing the pitch control angle for the blades at every wind condition, we
kept both the power output and rotor speed constant. Table 5.9 summarizes the results for
the test, columns two and three show the optimum pitch angle and ∂P/∂θctr respectively.
Comparing the results in table 5.9 with the ones given in reference [16], we see that our
optimum computed angles are 1◦ to 1.5◦ smaller. This is consistent with the fact that our
model takes into consideration the coupled modes of deformation for the blade structure
as well as the non linear behaviour introduced by the materials. On the aerodynamic side,
the LSR-BEM model feeds back the 1-D beam model with the corresponding re-projection
of the aerodynamic loads as the structure deforms. What we see here in these differences
is the result of the effect of the combined deformation modes that change the alignment
of the blade sections and make the aerodynamic forces, which produce the driving torque,
decrease with increasing deformation as the wind speed increases. Thus, the pitch control
angles required to maintain a constant output power turn out to be smaller than the ones
predicted with FAST in reference [16].
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5.3 Blade Adaptiveness
When the blade twists under load, the angle of attack changes, modifying the lift force,
which constitutes the main component of aerodynamic load. As in an aircraft wing, this
aeroelastic mechanism could be potentially dangerous if the blade structure is not properly
designed. However, coupling between bending and twisting can be used to reduce extreme
loads and improve fatigue performance. This is the principle of the Adaptive Blades (see
[80,81], among others), where the incremental loads are reduced when, as the blade bends,
the ﬂexo-torsional modes of the blade structure produce a decrease in the blade twist, and
so, the angle of attack. The level of load reduction is controlled by the level of bend-twist
coupling, which depends on the blade cross-sectional geometry, the level of anisotropy in
the structural material, and the material distribution [81]. Another mean to achieve bend-
twist coupling is by re-adapting the geometry of the blade building it in a curved shape [82].
These two techniques can be used independently or combined, complementing each other.
Flexo-torsional or bend-twist coupling is a concept originally coming from aeronautics.
Fine tuning of the relative positions between the structural torsional center of the blade
section, and its aerodynamic center (conventionally located at the quarter-chord length for
typical airfoils) is one of the main principles of swept wings to avoid the so-called struc-
tural divergence and self-adapt angles of attack on the wing sections. This concept was
originally developed in Germany in the 1930s [83,84] and deeply researched during the
days of World War II. There are two possible conﬁgurations on swept wings, the ﬁrst is
known as backwards sweeping. This became almost universal for light planes, jet ﬁghters,
bombers, and commercial aircraft ﬂying under the subsonic and transonic regimes. The
main characteristic of this conﬁguration is that the aerodynamic coefﬁcient reference point
is located behind the wing section’s torsional center resulting in a natural nose-down mo-
tion of the airfoil section which decreases the angle of attack with increasing aerodynamic
loads. This stabilizing effect was a key factor, added to other innovations, for the success
of the Messerschmitt Me 262 jet ﬁghter of WWII which later inﬂuenced the designs of
post-war aircraft in the United States such as the F-86 Sabre and the Boeing B-47 Strato-
jet [85–87] among others. The second possible conﬁguration is known as forward sweep-
ing or structural divergence. Here the aerodynamic coefﬁcient reference point is forward
to the wing torsional center causing the airfoil to increase the angle of attack in a nose-up
motion as the aerodynamic loads increase. Experimental aircraft like the Grumman X-29
are based on this principle, where the aerodynamic instability of the wing conﬁguration
increased agility, but also required the use of advanced computerized control systems for
piloting and composite materials on the blade structure to counteract the effects caused
by the structural divergence [88,89], which can potentially lead to a complete structural
collapse. In addition to adaptiveness effects, swept wings help delay the drag increment
caused by ﬂuid compressibility [90,91] at high Mach number regimes. Within the scope
of this work we will only focus on the structural-adaptiveness aspect of the swept-wing
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Figure 5.25. Comparison of sections pitch axis position along the blade span for three blade con-
ﬁgurations.
concept, which is the relevant one in terms of wind-turbine blade applications.
In this section we present a series of analyses for wind turbine rotors with original
blades plus two new options for blade sections arrangement along the span. The purpose
of this set of experiments is to test both the blade and rotor responses under different blade
geometry conﬁgurations according to the sweeping options described above. A clear ad-
vantage of seeking blade adaptiveness by sweeping is that it mostly involves geometrical
re-arrangement of the blade sections along the axis of the blade mold, while materials dis-
tribution as well as plying processes keep unchanged, making it a viable option both from
the performance and the economic point of view.
Based on the standard blade-sections distribution shown in table 5.4, we propose a
ﬁrst conﬁguration option modifying the position of the blade’s longitudinal axis (i.e. the
reference line of the equivalent beam) starting at 60% of the span, from the original value of
0.375 of the chord length from the airfoil’s leading edge, increasing linearly up to 0.410 at
100%. This ﬁrst conﬁguration results in a slightly forward swept blade shape. The second
conﬁguration option is a more extended modiﬁcation of this parameter, which now starts
at 30% of the blade span, and gradually decreases from its original value towards the blade
tip. For this case, the intention was to obtain the same structural behaviour as in a swept-
back blade, with a minimum modiﬁcation of the manufacturing process. Figure 5.25 shows
a comparison of the position of the reference line between the original blade and the two
new conﬁgurations, and ﬁgure 5.26 shows a superposition of the plan shape of the second
blade option over the original blade.
In order to test the aeroelastic dynamics of these blade conﬁgurations under transient
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Figure 5.26. Blade conﬁguration comparison. Original vs. swept back blade.
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Figure 5.27. Tip speed ratio evolution during blade adaptiveness simulations. Variation of the
rotational speed of the turbine at constant rated wind speed (according to table 5.6).
conditions, we designed simulation where the rotor is accelerated beyond the rated opera-
tional speed, and then returned back to its nominal regime. We start from the nominal tip
speed ratio of λ = 7, and let the rotor speed up to λ = 10 varying only the rotational speed
of the turbine. The rotor then stays in this regime for a certain period of time, where we
can observe its vibrational dynamics, and afterwards it reduces its rotational speed coming
back down to λ = 7. This evolution could be representative of a generic transient situa-
tion in which the rotational regime of the rotor is varied as the result of the action of the
control system or the mechanical response of the drive train. More speciﬁc situations in-
volving particular control strategies would be analyzed in the future. Figure 5.27 shows the
time evolution of the tip speed ratio during the 300 seconds of the simulation period. The
acceleration and deceleration ramps have a sinusoidal shape.
5.3.1 Results analysis
Figure 5.28 shows the time evolution of the displacement of the blade in the direction
perpendicular to the rotor disk Uh1 , at a point located at 95% of the blade span, for the three
blade conﬁgurations. Figures 5.29 and 5.30 show respectively the thrust and torque exerted
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on the main shaft, and ﬁgure 5.31 shows the power output. In all these plots we could
identify a common pattern of behavior for each one of the blade conﬁgurations, which is
clearly consistent with the theoretical principles of the swept blades mentioned above. In
the case of the original blade, the location of the blade axis at 0.375 of the chord length
puts the aerodynamic center (located at 0.25) 0.125 of a chord length ahead of the blade
axis. For the type of airfoil used in this blade, and the ﬂow’s angle of attack when the
turbine operates close to nominal conditions, this puts the blade axis approximately at the
center of pressure (i.e. the point of application of the aerodynamic force). If the blade axis
had been located at the aerodynamic center, there would have been an aerodynamic pitch
moment acting in the nose-down sense producing a twist that would have reduced the angle
of attack. In other words, the original design includes a forward sweep speciﬁcally intended
to minimize the torsional deformation (and hence, the change in the angle of attack) when
the blade operates around the nominal regime. This also puts the blade at the limit of
aeroelastic stability, which is the reason why the oscillations appearing at the moment of
deceleration when the regime is stabilized at λ = 10 are neither ampliﬁed nor mitigated but
remain at roughly the same level. For the case of the ﬁrst blade option, where the forward
sweep was increased, the aeroelastic stability is further reduced to the point that, even with
a slight sweep forward from the original design, the oscillations are ampliﬁed. This affects
not only geometrical quantities like the ﬂapwise deformation (see ﬁgure 5.28), but also the
torque, the thrust, and the power output. If the forward sweep is further increased, we will
soon reach a point where the oscillations become so large that they will induce structural
failure. On the other hand, the backward swept blade, as it was expected, has the tendency
of minimizing the oscillations, as could be seen in all the plots. We made a series of tests
with different conﬁgurations of backward sweep, and selected the second option described
above as a very interesting example on how a mitigation of those ﬂuctuations could be
achieved by this relatively simple process of re-design. Some further discussion about how
those ﬂuctuations may affect several aspects of the operational life of the turbine will be
presented in the concluding section.
Finally, ﬁgure 5.32 shows the time evolution of the blade torsional deformation θr1 ,
which directly affects the angle of attack (and hence, the aerodynamic loads on the blade
section) initiating the chain of events that ultimately leads to the evolution of the other vari-
ables. Here we could clearly see how the oscillations in the torsion angle remain mostly
constant in the original blade, but are ampliﬁed in the forward-swept blade, and quickly
damped in the backward-swept blade. In a sense, the coupling of the aeroelastic combina-
tion could act either as a damper or an ampliﬁer, depending on how the blade is designed.
In the case of a damper, it would behave in the same sense as a viscous dissipation in
the material. This could be related to the eigenvalues of the aeroelastic response of the
blade/ﬂuid as a system, the imaginary part of the eigenvalues would give the frequencies of
the vibrational modes, while their real parts would reﬂect the effect either of the damping
or the ampliﬁcation of the aeroelastic coupling.
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This analysis also conﬁrms the important role played by the ﬂexo-torsional modes of
deformation that our model can take into account. This requires that both the structural and
the ﬂow modules could reﬂect the effects of the combined modes of deformation on the
aerodynamic loads exerted on the blade sections. As mentioned above, these features are
absent in previous aeroelastic models like the FAST-Aerodyn suite.
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Figure 5.28. Time evolution of the displacement perpendicular to the rotor disk for a section located
at 95% of the blade span, according to ﬁgure 5.27. From top to bottom, original blade, forward-
swept blade, and backward-swept blade.
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Figure 5.29. Time evolution of the rotor thrust force, according to ﬁgure 5.27. From top to bottom,
original blade, forward-swept blade, and backward-swept blade.
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Figure 5.30. Time evolution of the rotor torque, according to ﬁgure 5.27. From top to bottom,
original blade, forward-swept blade, and backward-swept blade.
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Figure 5.31. Time evolution of the rotor’s output power, according to ﬁgure 5.27. From top to
bottom, original blade, forward-swept blade, and backward-swept blade.
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Figure 5.32. Time evolution of the blade section torsion angle for a section located at the 95% of
the blade span, according to ﬁgure 5.27. From top to bottom, original blade, forward-swept blade,
and backward-swept blade.
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5.4 Gravitational forces
As we have seen in the introduction to this work, the growing size of state-of-the-
art wind turbines implies technological innovations associated with the scaling. Scaling
the different wind turbine components does not involve the same level of complexity and
challenges. In this process, the main component to focus innovation efforts to increase
productivity through enhancing energy capture is the rotor [82]. Nevertheless, if one would
simply scale rotor blades without changing the fundamental design, blades would be much
heavier resulting in greater structural loads [82]. To illustrate this, let’s review the rotor
scaling relations described in Manwell’s book [26] focusing on the stresses affecting this
component.
Stresses on a wind turbine rotor can be divided into three types: aerodynamic, centrifu-
gal, and gravitational. Maximum stresses at the root of the rotor blades are bending stresses
caused by aerodynamic moments. Aerodynamic forces scale with the square of the rotor
radius, thus, if we multiply by the radial distance where the forces are applied, the aerody-
namic moments will be proportional to the cube of the rotor radius (R3). In general, the
blade root area moment of inertia also scales with the cube of the radius (R3). With this,
if we divide the aerodynamic moments by the area moment of inertia, we show that rotor
scaling does not affect the aerodynamic stresses as the radius dependency is the same for
both players in the stress equation σA = M(t/2)/I , where M is the aerodynamic moment,
t is the thickness of the root and I is the area moment of inertia.
Stresses due to centrifugal forces are tensile stresses, σC = Fc/Ac, where Fc is the
centrifugal force at a given blade section and Ac is the section’s area. The centrifugal force
can be expressed as Fc = msrcgΩ2, being ms the mass of the blade section, rcg the center
of gravity distance and Ω the rotational speed of the turbine. Analyzing the dependency of
all these variables with the radius when scaling the rotor, we observe that ms scales with
R3, rcg scales with R and, as rotor scaling supposes that the tip speed ratio is kept constant,
Ω scales as R−1 making Fc ∼ R2. Similarly, Ac ∼ R2, thus, stresses due to centrifugal
forces are also unchanged with rotor scaling.
On the other hand, gravitational stresses have a linear dependency with rotor scaling.
Consider a blade of weight W at a horizontal position. The maximum moment due to
gravity will result from multiplying its weight times the center of gravity distant: Mg =
Wrcg. For sake of simplicity, let’s assume a rectangular section for the blade root, thus,
its moment of inertia would have the expression I = tc3/12. The maximum stress due to
gravity σg in the edgewise direction can be expressed as:
σg =
cWrcg
2I
=
6Wrcg
tc2
(5.1)
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Since only weight scales asR3 while the other dimensions scale asR, it is demonstrated
that stresses due to weight scale linearly with the radius with rotor scaling.
As the size of the state-of-the-art machine tends to increase, there will be a point from
which the gravitational stresses will be comparable to the aerodynamic ones. At this point,
rotor design would be facing a new constrain. Fatigue effects caused by the cyclic stresses
from gravitational forces would compromise the operational life of the blades. If we want
to explore new frontiers in the scaling of wind turbines it is crucial to have the tools to
study and accurately predict the effects of this phenomena during the design stage. To this
end, we present in this section the analysis of a fully coupled aeroelastic problem including
gravitational effects on the rotor.
5.4.1 Gravitational effects during rotor acceleration
During our ﬁrst experiments on transient conditions, and particularly under rotor ac-
celerations, we have observed that gravitational forces can induce rumbling phenomena on
the rotor blades. This rumbling doesn’t necessarily indicate that a catastrophic structural
failure will occur, but it is important to study their origins and effects, as further scaling
of gravitational forces with size could amplify the phenomenon. During acceleration tests
with the original blade, we have detected rumbling for several intermediate tip speed ratio
regimes in the range from λ = 0 to λ = 7. The occurrence of these rumbling events appear
to be very sensitive to the acceleration rate, the complexity of the blade geometry, and the
properties of the materials. Here we shall analyze some results which could be assumed as
representative, while more comprehensive study of this extremely rich phenomenon will be
considered in the future. Figure 5.33 shows the time evolution of the aerodynamic chord-
normal force on a rotor blade for an acceleration curve from λ = 1 to 4 in a timespan of
350 seconds, which will serve the purpose of illustrating the rumbling effect. Here we can
see that the strongest effects occur on the vicinity of λ = 3.7, thus, we decided to explore
deeply in this regime, doing a complete analysis of the main structural and aerodynamic
variables.
Gravitational forces on a rotor blade act mostly in the chord-wise direction, with a small
projection in the chord-normal sense. Thus, if we consider the action of the gravitational
forces on the coordinate system of the blade section, as described on section 3.2, we shall
see that they act mostly chord-wise, with a small chord-normal component. While the
effects of these combined loads can be fully taken into account by our structural model,
they cannot be fully represented on the current version of FAST [56]. This gives our model
the unique capacity of capturing dynamic effects induced by the gravitational action.
There are several effects induced by the action of the gravitational forces on the main
variables involved in the aeroelastic problem. First, there is an inﬂuence on the aerody-
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Figure 5.33. Time evolution of the aerodynamic chord-normal force on the blade under acceleration
from λ = 1 to λ = 4 with gravitational forces included.
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namic loads which comes from the fact that the velocities of the structural deformation
induced by gravity directly affect the velocity, and hence the angle of the incident ﬂow
on the blade sections ϕ (see equation 3.23), which ultimately affects the angle of attack
and the aerodynamic force. From the point of view of a pure structural interaction, there
is also a coupled ﬂexo-torsional mode reﬂected on the GTBM model which relates the
ﬂapwise displacement Ur3 with the torsion θr1 . This generates another link in aeroelastic
coupling besides the changes in ϕ due to the structural velocities deformations, which is
not reﬂected on FAST. The effects on θr1 plus the ones on ϕ directly induce changes on
the blade section’s angle of attack α which will affect the aerodynamic loads, particularly
the chord-normal component FNr. From here on we are going to see how this chain of
events result in a fully aeroelastic coupled problem as the FNr forces feedback on the Ur3
displacements, which ﬁnally closes the loop affecting the blade torsion θr1 .
5.4.2 Rumbling effects induced by gravitational forces
As mentioned above, we conducted a systematic analysis on the effects of the gravita-
tional forces on a rotor blade under a constant regime deﬁned by a tip speed ratio equal to
3.7 (λ = 3.7), for a timespan of 10 minutes. In order to identify the contribution of the in-
dividual physical mechanisms involved in this coupled ﬂuid-structure interaction problem,
we will refer to ﬁgure 5.34, where the schematics of the aeroelastic transfer is described.
The input of the gravitational forces effects acts as an input to the ﬁrst block which repre-
sents the structural transfer. As explained before, the LSR-BEM model is able to incorpo-
rate all the information coming from the GTBM model, as an input to the block representing
the aerodynamic transfer. The ﬁgure shows a switch symbol allowing to close (or not) the
loop feeding the output from the aerodynamic transfer back to the structural one. Our code
allows an easy way to simulate situations where the aerodynamic transfer is not fed back
to the structural counterpart. We can picture this as if the blades were allowed to rotate in
the vacuum, completely disaffected from the aerodynamic loads, but still affected by the
gravitational ﬁeld. This situation is, of course, purely virtual and it is only possible nu-
merically, but allows us to analyze which would be the harmonic content of the structural
and the aerodynamic transfer separately, discriminate the contribution of each one to the
coupled aeroelastic transfer, and determine to which extent the rumbling phenomenon is
related with aeroelastic coupling or with nonlinear effects of purely structural origin. We
then ran the same experiments but now closing the switch indicating that the aerodynamic
forces are fed back to the structural module as it would be in the real situation, allowing
the complex interaction of the aeroelastic dynamics to take place. The advantage of this
technique is that it puts in evidence the mechanisms that originate the vibrations, something
that, when the aeroelastic problem is fully coupled, it is impossible to distinguish because
all the frequencies are present together due to the feedback between the modules.
Figures 5.35 to 5.41 show the evolution of structural and aerodynamic variables as well
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Figure 5.34. Block diagram of the dynamic response of the aeroelastic system.
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as the acting gravitational and aerodynamic forces, on a blade section located at 95% of
the span, for the uncoupled and the fully-coupled aeroelastic problem. Together with the
time evolution of these variables, a Fourier spectral analysis is included for a timespan
from 350 to 450 seconds. We speciﬁcally chose this observation window because two
clear rumbling events occur here for the coupled aeroelastic situation. Superimposed to
the Fourier spectrum we indicate, as a reference, the ﬁrst ﬁve vibrational modes from the
solution of the eigenvalue problem for the linearized ODE equations around the steady state
condition at λ = 3.7. The frequencies of these vibrational modes are slightly different from
the ones for λ = 7 (shown in table 5.7) because the deformation of the blade is different, but
the dominant deformation modes still coincide. The intention of including the vibrational
modes here is to provide some basis of comparison with the frequencies coming from the
spectral analysis of the dynamic evolution of the fully nonlinear ODE problem. Depending
on the particular conditions, some of the modes of the linearized problem could never be
exited during the ODE solution, and some of them may appear close to the center of a
banded peak surrounded by a much richer harmonic content, which is the result of more
complex nonlinear interactions in both the structural problem and the aerodynamic one.
Figure 5.35 shows the time evolution for both the chord-wise and chord-normal com-
ponents of the gravitational forces acting on the blade section. Due to the almost zero twist
angle at this span position, the blade section is almost aligned with the rotor plane. This is
consistent with the fact that the chord-wise component shows a simple oscillatory pattern
given by the projection of the gravitational force as the blade turns with the frequency of
the rotation of the main shaft at approximately 0.19 Hz (see the substantial peak in ﬁg-
ure 5.35b); and it is also the reason why the normal component of the gravitational force is
so small compared to the tangential component.
Analyzing the chordwise displacements we can appreciate the differences between the
uncoupled and coupled situations. Three main oscillatory events are located near 170, 350
and 450 seconds as shown in ﬁgure 5.36c. As mentioned above, the observation window
for our Fourier spectral analysis is located between 350 and 450 seconds, as the two events
located in this region are very clear rumbling examples. The ﬁrst event around 170 seconds
is milder and presents certain particularities which deserve further analysis (we will return
to this later on). Going back to the 350 to 450 seconds observation window, it is important
to note how when the aerodynamic transfer is coupled to the structural one, locking be-
tween the two physical mechanisms appears, as can be seen in the spectra on ﬁgures 5.36d,
5.37d, and 5.38d, and more markedly in ﬁgures 5.39d, 5.40d and 5.41d. Here the fre-
quencies for the dynamic problem show a certain correlation with several of the vibrational
modes from the linearized solution, in general the ﬁrst and second, with a mild correlation
of the third that could be noticed in ﬁgure 5.41d. This correlation clearly links the rumbling
events with the coupling of the aeroelastic problem, as the two events completely disappear
when the aeroelastic coupling is switched off (see ﬁgures ). In addition, we can reproduce
by the following ﬁgures the connection line between the deformation modes as we previ-
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ously described in the introduction to this section. Effects on the chordwise displacements
are transferred to the ﬂapwise direction (see ﬁgure 5.37) through the ﬂexural-ﬂexural de-
formation modes, which will directly inﬂuence the aerodynamic loads through changes in
the angle of the ﬂow incident on the blade section, ϕ (see ﬁgure 5.39). Flexo-torsional
modes affect the θ1 angle (see ﬁgure 5.38) which will inﬂuence directly the angle of attack,
α,(ﬁgure 5.40) and will be reﬂected ﬁnally on the aerodynamic chord-normal forces as can
be seen in ﬁgure 5.41. Thus, this locking between the two physical mechanisms, the ﬂow
and the structure, comes through two different paths related to a correct representation of
the combined modes of deformation, both of them requiring the already mentioned unique
characteristics of our model to be taken into account.
There are many other oscillatory events along the total timespan related with the non-
linear transferences of the system which are not so clearly associated with a structural
frequency, nevertheless these oscillations also present a correlation among the deforma-
tions. An example of this is the event located around 170 seconds of the timespan. As for
the previously described rumbling events, this one is also present only when the aeroelas-
tic problem is coupled, which can be seeing in the spectral plots for both situations in the
ﬁgures. Observing the different variables, we could speculate that this event is triggered
by an energy accumulation originated in the ﬂapwise direction,U3, in ﬁgure 5.37, showing
a small oscillation near 170 seconds. That energy could have been transmitted to θ1 by
a ﬂexo-torsional mode, as ﬁgure 5.38 shows the same effect, and later re-transmitted to
U2, which suddenly reﬂects that energy close to 200 seconds, as shown in ﬁgure 5.36. In
order to fully determine the nature of this transfer, a more comprehensive analysis will be
required (we are going to return to this in our outlook for further work in chap 6). But
whichever the details of the physical interaction, this event shows the importance and use-
fulness of a dynamic analysis as it could evidence events in the oscillatory behavior which
are impossible to capture by just analysing a linearized solution for an aeroelastic steady
state and its vibrational modes.
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6. CONCLUSIONS
In this dissertation we have successfully developed a very powerful computational tool
for the aeroelastic analysis of wind-turbine blades. Due to the particular features mentioned
above in terms of a full representation of the combined modes of deformation of the blade
as a complex structural part and their effects on the aerodynamic loads, it constitutes a sub-
stantial advancement ahead the state-of-the-art aeroelastic models currently available, like
the FAST-Aerodyn suite. Here, we also include the results of several experiments on the
NREL-5MW blade, which is widely accepted today as a benchmark blade, together with
some modiﬁcations intended to explore the capacities of the new code in terms of capturing
features on blade-dynamic behavior, which are normally overlooked by the existing aeroe-
lastic models. In this regards, some further remarks could be added to the observations
already made in the corresponding sections dedicated to those experiments in Chapter 5:
A more detailed look at the deformation modes shows some interesting characteristics.
For example, the top plot of ﬁgures 5.15 shows displacements for the ﬁrst deformation
mode. Analysing this plot we observe that the dominant displacements are U1 and θ2 (see
also table 5.7). Nevertheless, as the blade sections are non-symmetric, materials are non
isotropic and the blade’s axis has an initial torsion, the deformation modes are not always
pure. Instead, we see also a small displacement on U2 and θ1, meaning that a combination
with ﬂexion in-plane of the rotor disk exists. This combinations can be seen for all blade
modes. Analysing the second mode we can see a dominant ﬂexural deformation in the in-
plane direction, while modes 3, 5 and 10 show a dominant out-plane ﬂexural mode. On the
other hand mode 4, in ﬁgure 5.16, shows a combined ﬂexo-torsional mode asU2 and θ3 are
the dominant displacements. This bend-twist coupling can be seen also for modes 6 and 8 in
table 5.7. This analysis puts in evidence one of the key advantages of this structural model
capturing the couplings between strain measures that give rise to combined deformation
modes under fully coupled ﬂuid-structure interaction problems employing the LSR-BEM
model for the aerodynamic loads.
Another interesting point concerning the reliability of the code could be obtained from
a comparison of the values of the displacements of the blade section at 95% of the span
obtained from the aeroelastic analysis for the steady state conditions at nominal regime
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(ﬁgure 5.11), with the same magnitudes at the end of the acceleration process for the star-
up test reported in ﬁgure 5.20, section 5.2.4. The difference between the two cases is in the
order of 10−4 for the mostly ﬂapwise displacement in the direction normal to the rotor’s
plane, and 10−5 in the other two directions. This issue is not trivial, as we are considering
two results obtained by completely different approaches: The ﬁrst comes from an iterative
aeroelastic solution using a linearized version of the equations for the structural problem,
which ultimately converges to the steady state condition after a set of intermediate iterative
steps which have no physical meaning but are, essentially, numerical steps intended to
tackle the nonlinear problem. The second, on the other hand, comes from a time integration
process of the full set of nonlinear equations for the whole aeroelastic problem starting with
the rotor at rest. Taking into account the extreme complexity and sensitivity of the models
involved, the very low deference reported is remarkable.
Regarding to the analysis of blade adaptiveness in section 5.3, even tough ﬂuctuations in
the aerodynamic loads may not necessarily lead to catastrophic failure (unless a very high
level of structural divergence is inherent to the design), their mitigation is critical to avoid
structural fatigue, which is a determining factor in blade lifespan. There are also many other
components on the wind turbine that are directly affected by the level of ﬂuctuation in the
aerodynamic loads on the blades. For instance, the thrust and torque on the main shaft (see
ﬁgures 5.29 and 5.30) directly affect the design of several wind-turbine components like the
gearbox, couplings, bearings and the rotor’s main shaft [26,27]. Moreover, the ﬂuctuations
in the torque are also reﬂected as ﬂuctuations in power output (see ﬁgure 5.31), this may
affect several other subsystems of the turbine like the generator, the power electronics, and
other electrical systems involved, with effects which, if strong enough, may even propagate
to the electric grid.
As an outlook for further work, in view of the results presented here, we may identify
several lines of research which will be worthwhile to explore:
In terms of the adaptive-blade concept, the possibility of modifying the orientation
of the ﬁbers in the composite laminates used in blade construction, together with other
modiﬁcations in the layout of the internal structure of the blade, could now be expanded
and complemented by suitable modiﬁcations of the aerodynamic design in such a way of
increasing the effects of vibrational mitigation reported here. It could also be possible to
achieve some degree of power limitation at high wind speeds, which in combination with
ﬂaps, micro-tabs, or other small ﬂow-control devices, would reduce the size (or completely
eliminate) the need of expensive pitch-control actuators. To this end, further experiments
with swept-back blades with a fully curvilinear axis seem to be particularly promising.
In terms of the analysis of the rumbling phenomena and other vibrational effects trig-
gered by the presence of gravitational forces, the initial results presented here suggest a
very rich ﬁeld of research on which we just opened the door. A more comprehensive set
126
of experiments with different blade conﬁgurations, working under a wide range of opera-
tional conditions (which would constitute a project in itself), would reveal important infor-
mation about fatigue effects to guide future designs, especially for of extra-large blades of
lightweight construction.
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APPENDIX A. RECOVERY OF THREE
DIMENSIONAL VARIABLES
Once the 1D problem is solved as seen in section 4.2, the inverse process to the di-
mensional reduction technique takes place. In this process we recover the variables which
represent the actual behavior of the 3D solid. Thus, warping, three-dimensional displace-
ments, strain, and stresses are computed for every blade section from the 1D model so-
lution, i.e. the measures of deformation, the displacements of the reference line, and the
rotations of the blade sections.
A.1 Computation of the sections’ warping
According to ([14] chapter 4, section 2) and [12], the warping array at the nodes of the
mesh are expressed as:
V =
(
V¯0 + V¯1R
)
ε+ V¯1Sε
′, (A.1)
where ε are the equivalent measures of deformation from the Bernoulli theory. Thus, we
need to express now these equivalent measures of deformation in terms of the Timoshenko
theory as explained in [14] and [12].
To obtain the warping we need the measures of deformation ε and their ﬁrst deriva-
tives along the blade’s reference line. These ε are strain, torsion, and curvatures and their
derivatives ′. Also, the measures of deformation corresponding to shear γs with the ﬁrst
and second derivatives are needed. Deformations are computed from the obtained forces
and moments coming from the 1D model applying the constitutive relations. Derivatives of
the deformations are computed by a linear operator at every node of the 1D ﬁnite element
mesh. For more details on this technique, please refer to [12].
As the dimensional reduction model uses the deformation energy asymptotically up to
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order O
(
h2
l2
)
, equation A.1 allows us to recover warping up to ﬁrst order in h
l
. Yu and
Hodges [15] use the forces and moments obtained at the beam sections to compute the
measures of deformation and their derivatives applying the constitutive relations. To this
end, they calculate the derivatives of forces and moments through the equilibrium equations
in the beam. This methodology turns out to be complicated as one must know up to the
third derivative of the distributed and inertial forces and moments [12]. The method we use
in this work, presented by Dr. Otero in [12], has the advantage of being able to compute
the measures of deformation directly from the 1D model as well as their derivatives using
its discretization.
A.2 Computation of stresses and deformations
In this section we will describe the computations of the deformation tensor at the points
of the blade sections. As we previously mentioned, we will need the section’s warping and
their derivatives with respect of the axial coordinate of the blade. Warping computations
were covered under section A.1. To obtain their derivatives, we ﬁrst compute the derivatives
of variables  and γs as in [12] and then calculate:
V′ =
(
V¯0 + V¯1R
)
ε′ + V¯1Sε
′′. (A.2)
Then, with ε, warping and their derivatives, we compute the components of the
Jaumann–Biot–Cauchy deformation tensor at the nodes as:
Γ¯ = Γ¯hV + Γ¯εε+ Γ¯RV + Γ¯lV
′, (A.3)
being
Γ¯ =
[
Γ111 2Γ
1
12 2Γ
1
13 Γ
1
22 2Γ
1
23 Γ
1
33 · · ·
· · · Γn11 2Γn12 2Γn13 Γn22 2Γn23 Γn33
]T
an array with the components of the deformation tensor at the nodes of the ﬁnite element
mesh of the section, noted by the superscript, and Γ¯h, Γ¯ε, Γ¯R and Γ¯l matrices which, given
the warping, their derivatives, and the measures of deformation, are used to compute Γhw,
Γεε, ΓRw and Γlw′ respectively. This matrices are obtained according to derivation and
re-projection techniques explained in [12], chapter 2.
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To optimize computational resources, equation A.3 can be rewritten as:
Γ¯ =
[(
Γ¯h + Γ¯R
) (
V¯0 + V¯1R
)
+ Γ¯ε
]︸ ︷︷ ︸
ˆΓ1
ε+
[(
Γ¯h + Γ¯R
)
V¯1S + Γ¯l
(
V¯0 + V¯1R
)]︸ ︷︷ ︸
ˆΓ2
ε′+Γ¯lV¯1S︸ ︷︷ ︸
ˆΓ3
ε′′.
(A.4)
In this way, matrices Γˆ1, Γˆ2 and Γˆ3 will be characteristic of each section, thus they can
be computed a priori.
Once the components of the deformation tensor are computed, we obtain the stress ten-
sor applying the constitutive relations at each node of the ﬁnite element mesh [12,14]. In
this operation, the deformation tensor has to be rotated in order to obtain stresses consis-
tently expressed in the material’s coordinate system. For the particular case of two elements
with different materials sharing common nodes, the stress computation has to be repeated
using the constitutive relations of each element. Thus, we will obtain two different stresses
for the same nodes. This is the typical example of a common boundary between two lay-
ers of a laminate where certain nodes show different stiffnesses for both materials. The
difference in stresses is called inter-lamina stress and could originate failure of the whole
laminate, thus inter-lamina stress is critical when applying a failure theory model.
Due to the theoretical limitation in the order of the deformation energy, recovered
stresses and deformations will correspond to the deformation energy of order 2 in h
l
. To
obtain stresses and deformations of a higher order, the analysis would need an extreme
re-elaboration of the involved theory, nevertheless the current order seems to be enough as
indicated in [14].
A.3 Displacements of the blade sections
In this section we will show how the displacements of the blade section’s points are
obtained using the displacements of the blade reference line and the rotations of the blade
sections, both covered in section 4.2.
According to [14] and [12], the displacements of the blade section’s points can be ex-
pressed as:
U(X1, X2, X3) = u+Xα
(
CtB − I) · Bα + wiCtB · Bi, (A.5)
where u is a vector containing the displacements of the blade’s reference line. If we express
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the previous equation in the undeformed coordinate system, R, described in chapter 4, we
have:
Uj(X
1, X2, X3) = uj +X
α
(
CtBαj − δαj
)
+ wiC
tB
ij , (A.6)
whereCtB is the linear operator which rotates from Bi to ti. MatrixCtB can be obtained by
subsequent rotations from the Bi coordinate system to bi, associated with the Timoshenko
theory, and later to the Bernoulli coordinate system ti as:
CtB = CtbCbB, (A.7)
where matrix Ctb depends on the deformation measures 2γ12 and 2γ13, both obtained from
the 1D model [14], [12].
A.4 Other applications of the dimensional reduction model
Shear and strain center of a section
The shear center of a section is deﬁned as the point where the application of a force
perpendicular to the beam axis, produces no torsion in the section [14,59]. The position can
be calculated from the compliance matrix (the inverse of the stiffness matrix) of the section
given the constitutive relation γ¯ = C¯F¯. In matrix form:
⎡
⎢⎢⎢⎢⎢⎢⎣
γ11
2γ12
2γ13
κ1
κ2
κ3
⎤
⎥⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
F1
F2
F3
M1
M2
M3
⎤
⎥⎥⎥⎥⎥⎥⎦ . (A.8)
To obtain ζ2 and ζ3, the coordinates of the shear center on a section located at X1 on a
beam with lenght L, we need to consider two traverse forces Fˆ2 and Fˆ3 applied at the end
of the beam. Thus, the expression for the moments will be:
139
M1 = Fˆ3ζ2 − Fˆ2ζ3,
M2 = −Fˆ3
(
L−X1) ,
M3 = Fˆ2
(
L−X1) .
We need to ﬁnd the values of ζ2 and ζ3 so that the torsion is zero, meaning that the fourth
line in equation A.8 is null. Rearranging in terms of forces Fˆ2 and Fˆ3 we can express this
condition as:
[
C24 − C44ζ3 + C46
(
L−X1)] Fˆ2 + [C34 + C44ζ2 − C45 (L−X1)] Fˆ2 = 0.
As forces Fˆ2 and Fˆ3 are arbitrary, the position of the shear center can be obtained as:
ζ2 = −C34
C44
+
C45
C44
(
L−X1) , (A.9)
ζ3 =
C24
C44
− C46
C44
(
L−X1) . (A.10)
These expressions show that the shear center is not a main property of the section for
beams with ﬂexo–torsional coupled modes, i.e. C45 	= 0 and C46 	= 0, and that the position
varies along the beam. On the other hand, for beams without ﬂexo–torsional coupled modes
the position of the shear center is given by:
ζ2 = −C34
C44
, (A.11)
ζ3 =
C24
C44
,
being in this case a main property of the section. Despite this fact and for beams with
ﬂexo–torsional coupled modes, the generalized shear center is usually deﬁned as a main
property of the section through equation A.11.
Analogously, the strain center is deﬁned as the point where no ﬂexion is produced when
an axial force is applied, meaning where stretches are decoupled from curvatures [12,14].
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Given an axial force Fˆ1 applied at a point with coordinates ζ¯2 and ζ¯3 the ﬂexural moments
are:
M2 = −Fˆ1ζ¯2,
M3 = Fˆ1ζ¯3. (A.12)
Thus, equating the ﬁfth and sixth line in equation A.8 and regrouping terms, we arrive
at:
[
C15 + C55ζ¯3 − C56ζ¯2
]
Fˆ1 = 0,[
C16 + C56ζ¯3 − C66ζ¯2
]
Fˆ1 = 0.
Finally, the strain center coordinates ζ¯2 and ζ¯3 are obtained by equating to zero the
terms between brackets and solving the system of equations.
These properties are useful from a technical standpoint at the design stages and can
be used to optimize the loading states. For example, in rotating beams where centrifugal
forces are relevant, if the strain center coincides with the section’s center of mass, the cen-
trifugal force won’t cause ﬂexural moment and thus the only resulting efforts would be
tensile. Another example would be the airfoil sections of a wind turbine blade, here the
intention would be to make the shear center and the aerodynamic center of the section co-
incident, thus, the aerodynamic forces won’t cause torsional moments that would result in
variations of the section’s angle of attack. In the event that the aerodynamic center would
be ahead of the shear center, the aerodynamic forces would produce the effect of augment-
ing the torsional moment, increasing the angle of attack and as a consequence increasing
the aerodynamic forces even more. This phenomena known as structural divergence is
covered under chapter 5, section 5.3. On the other hand, the coupling modes effects could
be beneﬁcial in some cases allowing self–adaptiveness to certain structural conﬁgurations
(see section 5.3).
Shear stiffness correction factors
One of the hypothesis of the Timoshnko’s beam theory is that a beam section remains
planar after deformation. This hypothesis induces errors in the computation of the shear
stiffness. The theory assumes that the components of the deformation tensor corresponding
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to shear distortions out of the section are constant [12,14]. This violates the angular mo-
mentum conservation as, at the contour of the section, the deformation tensor wouldn’t be
symmetric. To overcome this problem one should use correction factors for the shear stiff-
ness coming from the Timoshenko theory. These correction factors depend on the shape of
the section and can differ for each direction.
In the dimensional reduction technique (see chapter 4) we obtained the stiffness matrix
without any restrictive hypothesis for the deformations on the section. Therefore, shear
stiffnesses will be exact according to the precision of the method. Thus, we could use this
results to compute the correction factors for the shear stiffnesses. Although it would be
more precise to use the complete stiffness matrix rather than using it to obtain the factors
to only correct the shear stiffnesses, it could come in handy for some speciﬁc applications.
Also, it could be a good way to validate the model against other 3D theories more complex
than Timoshenko’s.
The correction factors for the shear stiffness can be deﬁned as:
cβ =
Sββ
G 〈1〉 , (A.13)
where cβ is the shear correction factor in the direction of coordinate Xβ , Sββ is the shear
stiffness obtained from the dimensional reduction technique, G is the shear modulus and
〈1〉 is the section’s area. Thus, G 〈1〉 is the stiffness obtained from the classic Timosheko
Theory [12,14].
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2011". The contract agreement with the publisher is included here, stating that permission
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