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Abstract
The probability distribution gcl of a Gibbs cluster point process in X = Rd (with i.i.d. random clusters
attached to points of a Gibbs configuration with distribution g) is studied via the projection of an auxiliary
Gibbs measure gˆ in the space of configurations γˆ = {(x, y¯)} ⊂ X × X, where x ∈ X indicates a cluster
“center” and y¯ ∈ X :=⊔n Xn represents a corresponding cluster relative to x. We show that the measure
gcl is quasi-invariant with respect to the group Diff0(X) of compactly supported diffeomorphisms of X,
and prove an integration-by-parts formula for gcl. The associated equilibrium stochastic dynamics is then
constructed using the method of Dirichlet forms.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The concept of particle configurations is instrumental in mathematical modeling of multi-
component stochastic systems. Rooted in statistical mechanics and theory of point processes,
the development of the general mathematical framework for suitable classes of configurations
has been a recurrent research theme fostered by widespread applications across the board,
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economics, finance, etc. (see an extensive bibliography in [13]).
In the past 15 years or so, there has been a more specific interest in the analysis on configura-
tion spaces. To fix basic notation, let X be a topological space (e.g., a Euclidean space X =Rd ),
and let ΓX = {γ } be the configuration space over X, that is, the space of countable subsets
(called configurations) γ ⊂ X without accumulation points. Albeverio, Kondratiev and Röckner
[2,3] have proposed an approach to configuration spaces ΓX as infinite-dimensional manifolds,
based on the choice of a suitable probability measure μ on ΓX which is quasi-invariant with
respect to Diff0(X), the group of compactly supported diffeomorphisms of X. Providing that the
measure μ can be shown to satisfy an integration-by-parts formula, one can construct, using the
theory of Dirichlet forms, an associated equilibrium dynamics (stochastic process) on ΓX such
that μ is its invariant measure [2,3,31] (see [1,4,11,15,22,23,34,39] and references therein for
further discussion of various theoretical aspects and applications).
This general program has been first implemented in [2] for the Poisson measure μ on ΓX ,
and then extended in [3] to a wider class of Gibbs measures, which appear in statistical me-
chanics of classical continuous gases. In the Poisson case, the canonical equilibrium dynamics is
given by the well-known independent particle process, that is, an infinite family of independent
(distorted3) Brownian motions started at the points of a random Poisson configuration. In the
Gibbsian case, the equilibrium dynamics is much more complex due to interaction between the
particles.
In our earlier papers [8,9], a similar analysis was developed for a different class of random
spatial structures, namely Poisson cluster point processes, featured by spatial grouping (“clus-
tering”) of points around the background random (Poisson) configuration of invisible “centers”.
Cluster models are well known in the general theory of random point processes [12,13] and are
widely used in numerous applications ranging from neurophysiology (nerve impulses) and ecol-
ogy (spatial aggregation of species) to seismology (earthquakes) and cosmology (constellations
and galaxies); see [9,12,13] for some references to original papers.
Our technique in [8,9] was based on the representation of a given Poisson cluster measure
on the configuration space ΓX as the projection image of an auxiliary Poisson measure on a
more complex configuration space ΓX over the disjoint-union space X :=⊔n Xn, with “droplet”
points y¯ ∈ X representing individual clusters (of variable size). The principal advantage of this
construction is that it allows one to apply the well-developed apparatus of Poisson measures to
the study of the Poisson cluster measure.
In the present paper,4 our aim is to extend this approach to a more general class of Gibbs
cluster measures on the configuration space ΓX , where the distribution of cluster centers is given
by a Gibbs (grand canonical) measure g ∈ G (θ,Φ) on ΓX , with a reference measure θ on X and
an interaction potential Φ . We focus on Gibbs cluster processes in X = Rd with independent
random clusters of random size. Let us point out that we do not require the uniqueness of the
Gibbs measure, so our results are not influenced by the possible occurrence of phase transition
(i.e., where the class G (θ,Φ) contains more than one measure). Under some natural smoothness
conditions on the reference measure θ and the distribution η of the generic cluster, we prove the
Diff0(X)-quasi-invariance of the corresponding Gibbs cluster measure gcl (Section 3.2), establish
the integration-by-parts formula (Section 3.3) and construct the associated Dirichlet operator,
3 The term “distorted” refers to a special space-dependent drift generated by a non-flat intensity measure.
4 Some of our results have been announced in [7] (in the case of clusters of fixed size).
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ΓX (Section 4).
Unlike the Poisson cluster case, it is now impossible to work with the measure arising in
the space ΓX of droplet configurations γ¯ = {y¯}, which is hard to characterize for Gibbs cluster
measures. Instead, in order to be able to pursue our projection approach while still having a
tractable pre-projection measure, we choose the configuration space ΓZ over the set Z := X×X,
where each configuration γˆ ∈ ΓZ is a (countable) set of pairs z = (x, y¯), with x ∈ X indicating
a cluster center and y¯ ∈ X representing a cluster attached to x. A crucial step is to show that the
corresponding measure gˆ on ΓZ is again Gibbsian, with the reference measure θˆ = θ ⊗ η and a
“cylinder” interaction potential Φˆ(γˆ ) := Φ(p(γˆ )), where Φ is the original interaction potential
associated with the background Gibbs measure g and p is the operator on the configuration space
ΓZ projecting a configuration γˆ = {(x, y¯)} to the configuration of cluster centers, γ = {x}. We
then project the Gibbs measure gˆ from the “higher floor” ΓZ directly to the configuration space
ΓX (thus skipping the “intermediate floor” ΓX), and show that the resulting measure coincides
with the original Gibbs cluster measure gcl (Section 2).
In fact, it can be we shown (Section 2.3) that any cluster measure μcl on ΓX can be obtained
by a similar projection from ΓZ . Even though it may not always be possible to find an intrinsic
characterization of the corresponding lifted measure μˆ on the configuration space ΓZ (unlike the
Poisson and Gibbs cases), the projection approach is instrumental in the study of more general
cluster point processes by a reduction to point processes in more complex phase spaces but with
a simpler correlation structure. These ideas are further developed in our recent paper [10].
2. Gibbs cluster measures via projections
In this section, we start by recalling some basic concepts and notation for random point pro-
cesses and associated probability measures in configuration spaces (Section 2.1), followed in
Section 2.2 by a definition of a general cluster point process (CPP). In Section 2.3, we explain
our main “projection” construction allowing one to represent CPPs in the phase space X in terms
of auxiliary measures on a more complex configuration space involving Cartesian powers of X.
The implications of such a description are discussed in greater detail for the particular case of
Gibbs CPPs (Sections 2.4, 2.5).
2.1. Probability measures on configuration spaces
Let X be a locally compact Polish space equipped with the Borel σ -algebra B(X) generated
by the open sets. Let Z+ := {0,1,2, . . .}, and consider the space X built from all Cartesian powers
of X, that is, the disjoint union
X :=
⊔
n∈Z+
Xn, (2.1)
including X0 = {∅}. That is, x¯ = (x1, x2, . . .) ∈ X if and only if x¯ ∈ Xn for some n ∈ Z+. We
take the liberty to write xi ∈ x¯ if xi is a coordinate of the “vector” x¯. The space X is endowed
with the natural disjoint union topology induced by the topology in X.
Remark 2.1. Note that a set K ⊂X is compact if and only if K =⊔Nn=0 Kn, where N < ∞ and
Kn are compact subsets of Xn, respectively.
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Denote by N (X) the space of Z+-valued measures on B(X) with countable (i.e., finite or
countably infinite) support. Consider the natural projection
X  x¯ 	→ p(x¯) :=
∑
xi∈x¯
δxi ∈N (X), (2.2)
where δx is the Dirac measure at point x ∈ X. That is to say, under the map p each vector from
X is “unpacked” into its components to yield a countable aggregate of (possibly multiple) points
in X, which can be interpreted as a generalized configuration γ ,
p(x¯) ↔ γ :=
⊔
xi∈x¯
{xi}, x¯ = (x1, x2, . . .) ∈X. (2.3)
In what follows, we interpret the notation γ either as an aggregate of points in X or as a Z+-
valued measure or both, depending on the context. Even though generalized configurations are
not, strictly speaking, subsets of X (because of possible multiplicities), it is convenient to use
set-theoretic notation, which should not cause any confusion. For instance, we write γ ∩ B for
the restriction of configuration γ to a subset B ∈ B(X). For a (measurable) function f : X →R
we denote
〈f,γ 〉 :=
∑
x∈γ
f (x) ≡
∫
X
f (x)γ (dx) (2.4)
whenever the right-hand side is well defined. In particular, if 1B(x) is the indicator function of a
set B ∈ B(X) then 〈1B,γ 〉 = γ (B) is the total number of points (counted with their multiplici-
ties) in γ ∩B .
Definition 2.1. A configuration space Γ 	X is the set of generalized configurations γ in X, en-
dowed with the cylinder σ -algebra B(Γ 	X) generated by the class of cylinder sets CnB := {γ ∈ Γ 	X:
γ (B) = n}, B ∈ B(X), n ∈ Z+.
Remark 2.3. It is easy to see that the map p : X → Γ 	X defined by formulas (2.2), (2.3) is mea-
surable.
Let us denote by M+(X) the class of non-negative measurable functions on X. The next sim-
ple fact follows from Definition 2.1 by a standard approximation and monotone class argument
(see, e.g., [13, §A1.1]).
Lemma 2.1. For any function f ∈ M+(X), the pairing 〈f, ·〉 defined in (2.4) is measurable.
Conventional theory of point processes (and their distributions as probability measures on
configuration spaces) usually rules out the possibility of accumulation points or multiple points
(see, e.g., [13]).
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set B ⊂ X. A configuration γ ∈ Γ 	X is called simple if γ ({x}) 1 for each x ∈ X. A configuration
γ ∈ Γ 	X is called proper if it is both locally finite and simple. The set of proper configurations
will be denoted by ΓX and called the proper configuration space over X. The corresponding
σ -algebra B(ΓX) is generated by the cylinder sets {γ ∈ ΓX: γ (B) = n} (B ∈ B(X), n ∈ Z+).
Remark 2.4. The measurable (cylinder) structure in (ΓX,B(ΓX)) coincides with that induced by
the measurable space (Γ 	X,B(Γ 	X)), that is,
B(ΓX) =
{
B ∩ ΓX, B ∈ B
(
Γ
	
X
)}
.
Definition 2.3. We shall also need the notation Γ 0X for the space of finite configurations in X,
Γ 0X :=
{
γ ∈ ΓX: γ (X) < ∞
}
.
In what follows, we shall often use various mappings of configuration spaces. To prepare
some general ground for such considerations, let Y be a Polish space equipped with the Borel σ -
algebra B(Y ). For an arbitrary map φ : X → Y consider its pointwise lifting to the configuration
space Γ 	X defined (preserving the same notation φ) as follows
Γ
	
X  γ 	→ φ(γ ) :=
⊔
x∈γ
{
φ(x)
} ∈ Γ 	Y . (2.5)
Equivalently, treating configurations as Z+-valued measures, we can interpret (2.5) as the push-
forward measure φ∗γ , that is,
φ(γ )(B) = φ∗γ (B) := γ (φ−1(B)), B ∈ B(Y ).
Lemma 2.2. Let φ : X → Y be a measurable map. Then its lifting φ : Γ 	X → Γ 	Y and restriction
φ|ΓX on ΓX are also measurable.
Proof. For any cylinder set CnB ∈ B(Γ 	Y ) (B ∈ B(Y ), n ∈ Z+), we have
φ−1
(
CnB
)= {γ ∈ Γ 	X: φ(γ ) ∈ CnB}= {γ ∈ Γ 	X: φ∗γ (B) = n}
= {γ ∈ Γ 	X: γ (φ−1(B))= n}= Cnφ−1(B) ∈ B(Γ 	X),
which proves the first assertion of the lemma. The second one follows by the fact that the mea-
surable structure on ΓX is induced from Γ 	X (see Remark 2.4). 
Like in the standard theory based on proper configuration spaces (see, e.g., [13, §6.1]), every
probability measure μ on the generalized configuration space Γ 	X can be characterized by its
Laplace functional
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∫
Γ
	
X
e−〈f,γ 〉μ(dγ ), f ∈ M+(X) (2.6)
(the integral in (2.6) is well defined, since f  0 and hence 0  e−〈f,γ 〉  1). To see this, note
that if B ∈ B(X) then Lμ(s1B) as a function of s > 0 gives the Laplace–Stieltjes transform of
the distribution of the random variable γ (B) and as such determines the values of the measure μ
on the cylinder sets CnB ∈ B(Γ 	X) (n ∈ Z+). In particular, Lμ(s1B) = 0 if and only if γ (B) = ∞
(μ-a.s.). Similarly, using linear combinations ∑ki=1 si1Bi we can recover the values of μ on the
cylinder sets
C
n1,...,nk
B1,...,Bk
:=
k⋂
i=1
C
ni
Bi
= {γ ∈ Γ 	X: γ (Bi) = ni, i = 1, . . . , k},
and hence on the ring C(X) of finite disjoint unions of such sets. Since the ring C(X) generates
the cylinder σ -algebra B(Γ 	X), the extension theorem (see, e.g., [20, §13, Theorem A] or [13,
Theorem A1.3.III]) ensures that the measure μ on B(Γ 	X) is determined uniquely.
2.2. Cluster point processes
Let us recall the notion of a cluster point process with independent clusters (see, e.g., [12,13]).
Heuristically, its realizations are constructed in two steps: (i) a background random configuration
of (invisible) “centers” is obtained as a realization of some point process γc governed by a prob-
ability measure μc on ΓX , and (ii) relative to each center x ∈ γc, a set of observable secondary
points (referred to as a cluster centered at x) is generated, independently of all other clusters,
according to a point process γ ′x with distribution μx on the space of finite configurations Γ 0X (see
Definition 2.3). The resulting (countable) assembly of random points, called the cluster point
process (CPP), can be expressed symbolically as
γ =
⊔
x∈γc
γ ′x ∈ Γ 	X, (2.7)
where the disjoint union signifies that multiplicities of points should be taken into account. Note
that CPP configurations (2.7) may in principle have accumulation and/or multiple points due to
the overlapping contributions from different clusters.
In what follows, we assume that (i) X is a topological vector space (e.g., X = Rd ), so that
translations X  y 	→ y + x ∈ X (x ∈ X) are defined and continuous, and (ii) random clusters
are independent and identically distributed (i.i.d.), being governed by a common probability law
translated to the cluster centers, so that μx(A) = μ0(A − x) (x ∈ X, A ∈ B(Γ 0X)). In turn, the
measure μ0 on Γ
0
X determines a probability distribution η in X, which (i) is symmetric with
respect to permutations of coordinates and (ii) does not charge any coordinate diagonals, i.e.,
η({y¯ = (y1, y2, . . .) ∈ X: ∃i = j such that yi = yj }) = 0. Conversely, μ0 is the push-forward of
the measure η under the projection map p defined by (2.3),
μ0 = p∗η ≡ η ◦ p−1. (2.8)
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vector space X, rather than with the original measure μ0 on the configuration space Γ 0X .
Let μcl denote a probability measure on (Γ 	X,B(Γ 	X)) determined by the CPP configurations
(2.7). Rigorous construction of such a measure can be carried out via a general approach de-
veloped for models based on conditioning (see [13, Chapter 6]) by defining the corresponding
Laplace functional
Lμcl(f ) =
∫
ΓX
Lμcl(f |γ )μc(dγ ), f ∈ M+(X), (2.9)
where Lμcl [f |γ ] is the conditional Laplace functional of the hypothetical cluster measure μcl
(conditioned on the configuration γ ∈ ΓX of the cluster centers). Furthermore, according to gen-
eral theory (see [13, §6.1, Proposition 6.1.II, p. 165, and Lemma 6.1.III, p. 166]) one has to
identify Lμcl[f |γ ] and to verify that this is a measurable function of γ . Using the i.i.d. structure
of clusters, we obtain
Lμcl [f |γ ] =
∫
(Γ 0X)
γ
exp
{
−
∑
x∈γ
〈
f,γ ′x
〉}⊗
x∈γ
μx
(
dγ ′x
)
=
∫
Xγ
exp
{
−
∑
x∈γ
∑
yi∈y¯x+x
f (yi)
}⊗
x∈γ
η(dy¯x)
=
∏
x∈γ
∫
X
exp
{
−
∑
yi∈y¯x
f (yi + x)
}
η(dy¯x)
= exp
{
−
∑
x∈γ
f¯ (x)
}
= exp{−〈f¯ , γ 〉},
where Xγ =∏x∈γ Xx (Xx =X) and
f¯ (x) := − log
(∫
X
exp
{
−
∑
yi∈y¯
f (yi + x)
}
η(dy¯)
)
 0, x ∈ X.
Since the function f¯ is obviously B(X)-measurable, Lemma 2.1 implies that Lμcl[f |γ ] is
B(Γ 	X)-measurable, as required.
Thus, we have established that the cluster measure μcl exists, and in particular its Laplace
functional is given by
Lμcl(f ) =
∫
ΓX
∏
x∈γ
(∫
X
exp
(
−
∑
yi∈y¯
f (yi + x)
)
η(dy¯)
)
μc(dγ ). (2.10)
Remark 2.6. Infinite product of the form
∏
x∈γ ax with ax ∈ [0,1] (see (2.10)) is well defined as
exp
{∑
lnax
} ∈ [0,1].x∈γ
L. Bogachev, A. Daletskii / Journal of Functional Analysis 264 (2013) 508–550 515Remark 2.7. Formula (2.10) is well known in the case of CPPs without accumulation points
(see, e.g., [13, §6.3]).
Remark 2.8. In the standard theory of point processes, CPP sample configurations are, by defi-
nition, presumed to be almost surely (a.s.) locally finite (see, e.g., [13, Definition 6.3.I]). As we
have seen, this is not necessary for the existence of the cluster point process as a measure μcl on
the generalized configuration space Γ 	X . However, developing the differential analysis on con-
figuration spaces in the spirit of [2,3] demands that the measure μcl be supported on the proper
configuration space ΓX ; conditions for the latter to be true are also of general interest. We shall
address this issue in Section 2.4 below for the Gibbs CPPs (see [9] for the case of the Poisson
CPPs).
2.3. A projection construction of cluster measures on configurations
Denote Z := X × X and consider the space ΓZ = {γˆ } of (proper) configurations in Z . Let
pX : Z → X and pX : Z → X be the natural projections to the first and second coordinate,
respectively,
Z  z = (x, y¯) 	→ pX(z) := x ∈ X, (2.11)
Z  z = (x, y¯) 	→ pX(z) := y¯ ∈X, (2.12)
and consider their lifting to the configuration space ΓZ (cf. (2.5))
ΓZ  γˆ 	→ pX(γˆ ) :=
⊔
z∈γˆ
{
pX(z)
} ∈ Γ 	X, (2.13)
ΓZ  γˆ 	→ pX(γˆ ) :=
⊔
z∈γˆ
{
pX(z)
} ∈ Γ 	X. (2.14)
Let us define a probability measure μˆ on ΓZ as the distribution of the marked point process
(see [13, §§6.1, 6.4]) with configurations γˆ :=⊔x∈γ {(x, y¯x)} in Z , obtained from configurations
γ ∈ ΓX by attaching to each point x ∈ γ an i.i.d. random vector y¯x with distribution η:
ΓX  γ 	→ γˆ :=
⊔
x∈γ
{
(x, y¯x)
} ∈ ΓZ . (2.15)
The measure μˆ may be expressed in differential form as a skew product
μˆ(dγˆ ) = μc
(
pX(dγˆ )
)⊗
z∈γˆ
η
(
pX(dz)
)
, γˆ ∈ ΓZ . (2.16)
Equivalently, for any function F ∈ M+(ΓZ ),∫
F(γˆ ) μˆ(dγˆ ) =
∫ ( ∫
γ
F
(⋃
x∈γ
{
(x, y¯x)
})⊗
x∈γ
η(dy¯x)
)
μc(dγ ). (2.17)ΓZ ΓX X
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on the right-hand side of (2.17) is measurable in γ ∈ ΓX .
Remark 2.9. Given the probability measures μc on ΓX and η on X, we can construct two
point processes, the cluster process (with distribution μcl) and the marked process (with dis-
tribution μˆ). The crucial difference between them is that sample configurations of the latter are
a.s.-proper, in contrast to the former process which, in general, is supported on the space of gen-
eralized configurations. Moreover, many analytical properties of μˆ are simpler than those of μcl.
In fact, as will be explained below, there is a natural link between the two processes, in that the
cluster measure μcl can be represented as a certain “projection” of the marked measure μˆ, which
in turn paves the way for the study of μcl using μˆ. In a nutshell, this is the main idea of our
approach.
Recall that the “unpacking” map p :X→ Γ 	X is defined in (2.3), and consider a map q :Z →
Γ
	
X acting by the formula
q(x, y¯) := p(y¯ + x) =
⊔
yi∈y¯
{yi + x}, (x, y¯) ∈Z. (2.18)
Here and below, we use the shift notation (x ∈ X)
y¯ + x := (y1 + x, y2 + x, . . .), y¯ = (y1, y2, . . .) ∈X. (2.19)
The map q can be lifted to the configuration space ΓZ ,
ΓZ  γˆ 	→ q(γˆ ) :=
⊔
z∈γˆ
q(z) ∈ Γ 	X. (2.20)
Proposition 2.3. The map q : ΓZ → Γ 	X defined by (2.20) is measurable.
Proof. Observe that q can be represented as the composition
q= p ◦ q : ΓZ q−→ Γ 	X
p−→ Γ 	X, (2.21)
where p is defined by
Γ
	
X  γ¯ 	→ p(γ¯ ) :=
⊔
y¯∈γ¯
p(y¯) ∈ Γ 	X, (2.22)
whereas q is the lifting (see (2.5)) of the map
Z  (x, y¯) 	→ y¯ + x ∈X
and is therefore measurable by Lemma 2.2. Hence, it remains to show that the map (2.22) is
measurable, that is, p−1(CnB) ∈ B(Γ 	X) for any cylinder set CnB = {γ ∈ Γ 	X: γ (B) = n} ⊂ Γ 	X
(B ∈ B(X), n ∈ Z+). Setting
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{
x¯ ∈X:
∑
xi∈x¯
1B(xi) = n
}
∈ B(X), (2.23)
it is easy to see that the pre-image p−1(CnB) may be represented as a measurable combination of
various cylinder sets C¯k
B¯
in Γ 	X, for instance,
p−1
(
C0B
)= {γ¯ ∈ Γ 	X: γ¯ (X \X0B)= 0}= C¯0X\X0B ,
p−1
(
C1B
)= {γ¯ ∈ Γ 	X: γ¯ (X1B)= 1}= C¯1X1B ,
p−1
(
C2B
)= {γ¯ ∈ Γ 	X: γ¯ (X2B)= 1 or γ¯ (X1B)= 2}= C¯1X2B ∪ C¯2X1B ,
and more generally
p−1
(
CnB
)=⋃
(nk)
∞⋂
k=1
{
γ¯ ∈ Γ 	X: γ¯
(
XkB
)= nk}=⋃
(nk)
∞⋂
k=1
C¯
nk
XkB
∈ B(Γ 	X),
where the union is taken over integer arrays (nk) = (n1, n2, . . .) such that nk > 0 and∑
k knk = n. This proves that the map p is measurable, and hence the composition of maps
in (2.21) is measurable as well. 
Let us define a measure on Γ 	X as the push-forward of μˆ (see (2.16), (2.17)) under the map q
defined in (2.18), (2.20):
q∗μˆ(A) ≡ μˆ(q−1(A)), A ∈ B(Γ 	X), (2.24)
or equivalently ∫
Γ
	
X
F (γ )q∗μˆ(dγ ) =
∫
ΓZ
F
(
q(γˆ )
)
μˆ(dγˆ ), F ∈ M+
(
Γ
	
X
)
. (2.25)
The next general result shows that this measure may be identified with the original cluster mea-
sure μcl introduced in Section 2.2.
Theorem 2.4. The measure (2.24) coincides with the cluster measure μcl,
μcl = q∗μˆ ≡ μˆ ◦ q−1. (2.26)
Proof. Let us evaluate the Laplace functional of the measure q∗μˆ. For any function f ∈ M+(X),
we obtain, using (2.25), (2.20) and (2.17),
Lq∗μˆ(f ) =
∫
Γ
	
exp
(−〈f, ξ 〉)q∗μˆ(dξ) = ∫
ΓZ
exp
(−〈f,q(γˆ )〉) μˆ(dγˆ )X
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∫
ΓX
( ∫
Xγ
∏
x∈γ
exp
(
−
∑
yi∈y¯x
f (yi + x)
)⊗
x∈γ
η(dy¯x)
)
μc(dγ )
=
∫
ΓX
∏
x∈γ
(∫
X
exp
(
−
∑
yi∈y¯
f (yi + x)
)
η(dy¯)
)
μc(dγ ),
which coincides with the Laplace functional (2.10) of the cluster measure μcl. 
2.4. Gibbs cluster measure via an auxiliary Gibbs measure
In this paper, we are concerned with Gibbs cluster point processes, for which the distribu-
tion of cluster centers is given by some Gibbs measure g ∈ G (θ,Φ) on the configuration space
ΓX (see Appendix A), specified by a reference measure θ on X and an interaction potential
Φ : Γ 0X →R∪ {+∞}, where Γ 0X ⊂ ΓX is the subspace of finite configurations in X. We assume
that the set G (θ,Φ) of all Gibbs measures on ΓX associated with θ and Φ is non-empty.5
Specializing to the Gibbs case the definition of the measure μˆ given in Section 2.3, let us
consider the corresponding auxiliary measure gˆ given by formulas (2.16), (2.17) with μc = g.
Owing to the general Theorem 2.4 (see (2.26)), the corresponding Gibbs cluster measure gcl on
the configuration space ΓX is represented as a push-forward of gˆ on ΓZ under the map q defined
in (2.18), (2.20):
gcl = q∗gˆ ≡ gˆ ◦ q−1. (2.27)
Our next goal is to show that gˆ is a Gibbs measure on ΓZ , with the reference measure θˆ
defined as a product measure on the space Z = X ×X,
θˆ := θ ⊗ η, (2.28)
and with the interaction potential Φˆ : Γ 0Z →R∪ {+∞} given by
Φˆ(γˆ ) :=
{
Φ(pX(γˆ )), γˆ ∈ Γ 0Z ∩ ΓX(X),
+∞, γˆ ∈ Γ 0Z \ ΓX(X),
(2.29)
where pX is the projection defined in (2.13). The corresponding functionals of energy Eˆ(ξˆ ) and
interaction energy Eˆ(ξˆ , γˆ ) (ξˆ ∈ Γ 0Z , γˆ ∈ ΓZ ) are then given by (see (A.1) and (A.2))
Eˆ(ξˆ ) :=
∑
ξˆ ′⊂ξˆ
Φˆ
(
ξˆ ′
)
, (2.30)
Eˆ(ξˆ , γˆ ) :=
{∑
γˆ⊃γˆ ′∈Γ 0Z Φˆ(ξˆ ∪ γˆ
′) if
∑
γˆ⊃γˆ ′∈Γ 0Z |Φˆ(ξˆ ∪ γˆ
′)| < ∞,
+∞ otherwise.
(2.31)
The following “projection” property of the energy is obvious from the definition (2.29) of the
potential Φˆ .
5 For various sufficient conditions, consult [33,35]; see also references in Appendix A.
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Eˆ(ξˆ ) = E(pX(ξˆ )), Eˆ(ξˆ , γˆ ) = E(pX(ξˆ ),pX(γˆ )).
Theorem 2.6. (a) Let g ∈ G (θ,Φ) be a Gibbs measure on the configuration space ΓX , and let
gˆ be the corresponding probability measure on the configuration space ΓZ (see (2.16), (2.17)).
Then gˆ ∈ G (θˆ , Φˆ), i.e., gˆ is a Gibbs measure on ΓZ with the reference measure θˆ and the inter-
action potential Φˆ defined by (2.28) and (2.29), respectively.
(b) If the measure g ∈ G (θ,Φ) has finite correlation function κng of some order n ∈ N (see
Definition A.3 in Appendix A), then the correlation function κngˆ of the measure gˆ ∈ G (θˆ , Φˆ) is
also finite, being given by
κngˆ (z1, . . . , zn) = κng
(
pX(z1), . . . , pX(zn)
)
, z1, . . . , zn ∈Z. (2.32)
Proof. (a) In order to show that gˆ ∈ G (θˆ , Φˆ), it suffices to check that gˆ satisfies the GNZ equation
on ΓZ (see Eq. (A.3) in Appendix A), that is, for any non-negative, B(Z)× B(ΓZ )-measurable
function H(z, γˆ ) it holds∫
ΓZ
∑
z∈γˆ
H (z, γˆ ) gˆ(dγˆ ) =
∫
ΓZ
(∫
Z
H
(
z, γˆ ∪ {z})e−Eˆ({z},γˆ ) θˆ (dz)) gˆ(dγˆ ). (2.33)
Using formula (2.17), the left-hand side of (2.33) can be represented as∫
ΓX
( ∫
Xγ
∑
x∈γ
H
(
(x, y¯x),
⋃
x′∈γ
{(
x′, y¯x′
)})⊗
x′∈γ
η(dy¯x′)
)
g(dγ )
=
∫
ΓX
∑
x∈γ
H0(x, γ )g(dγ ), (2.34)
where
H0(x, γ ) :=
∫
Xγ
1γ (x)H
(
(x, y¯x),
⋃
x′∈γ
{(
x′, y¯x′
)})⊗
x′∈γ
η(dy¯x′).
Applying the GNZ equation to the Gibbs measure g with the function H0(x, γ ), we see that
(2.34) takes the form ∫
ΓX
(∫
X
H0
(
x, γ ∪ {x})e−E({x},γ ) θ(dx))g(dγ ). (2.35)
Similarly, recalling that θˆ = θ ⊗ η and using Lemma 2.5, the right-hand side of (2.33) is reduced
to
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ΓX
( ∫
Xγ
( ∫
X×X
H
(
(x, y¯x),
⋃
x′∈γ
{(
x′, y¯x′
)}∪ {(x, y¯x)})
× e−E({x},γ ) η(dy¯x) θ(dx)
)⊗
x′∈γ
η(dy¯x′)
)
g(dγ )
=
∫
ΓX
(∫
X
( ∫
Xγ
H
(
(x, y¯x),
⋃
x′′∈γ∪{x}
{(
x′′, y¯x′′
)})
e−E({x},γ )
⊗
x′′∈γ∪{x}
η(dy¯x′′)
)
θ(dx)
)
g(dγ )
=
∫
ΓX
(∫
X
H0
(
x, γ ∪ {x})e−E({x},γ ) θ(dx))g(dγ ),
thus coinciding with (2.35). This proves Eq. (2.33), hence gˆ ∈ G (θˆ , Φˆ).
(b) Let f ∈ M+(Zn) be a symmetric function. According to formula (2.17) applied to the
function
F(γˆ ) :=
∑
{z1,...,zn}⊂γˆ
f (z1, . . . , zn),
we have ∫
ΓZ
F(γˆ ) gˆ(dγˆ ) =
∫
ΓX
∑
{x1,...,xn}⊂γ
φ(x1, . . . , xn)g(dγ ), (2.36)
where
φ(x1, . . . , xn) :=
∫
Xn
f
(
(x1, y¯1), . . . , (xn, y¯n)
) n⊗
i=1
η(dy¯i ) ∈ M+
(
Xn
)
.
Applying the definition of the correlation function κng (see (A.7)) and using that θ(dx)⊗η(dy¯) =
θˆ (dx × dy¯), we obtain from (2.36)
∫
ΓZ
F(γˆ ) gˆ(dγˆ ) = 1
n!
∫
Zn
f (z1, . . . , zn)κ
n
g
(
pX(z1), . . . , pX(zn)
) n⊗
i=1
θˆ (dzi),
and equality (2.32) follows. 
In the rest of this subsection, GL denotes the subclass of Gibbs measures in G (with a given
reference measure and interaction potential) that satisfy the so-called Lenard bound (see Ap-
pendix A, formula (A.11)).
Corollary 2.7. We have g ∈ GL(θ,Φ) if and only if gˆ ∈ GL(θˆ , Φˆ).
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The following statement is, in a sense, converse to Theorem 2.6(a).
Theorem 2.8. If  ∈ G (θˆ , Φˆ) then g := p∗X ∈ G (θ,Φ). Moreover, if g ∈ GL(θ,Φ) then
 = gˆ.
Proof. Applying the GNZ equation (A.3) to the measure  and using the cylinder structure of
the interaction potential Φˆ , we have∫
ΓX
∑
x∈γ
H(x, γ )p∗X (dγ ) =
∫
ΓZ
∑
x∈pXγˆ
H(x,pXγˆ )(dγˆ )
=
∫
ΓZ
(∫
Z
H
(
pXz,pX
(
γˆ ∪ {z})) e−E({pXz},pXγˆ )θ ⊗ η(dz))(dγˆ )
=
∫
ΓZ
(∫
X
H
(
x,pXγˆ ∪ {x}
)
e−E({x},pXγˆ )θ(dx)
)
(dγˆ )
=
∫
ΓX
(∫
X
H
(
x, γ ∪ {x}) e−E({x},γ ) θ(dx))p∗X (dγ ).
Thus, the measure p∗X satisfies the GNZ equation and so, by Theorem A.1, belongs to the
Gibbs class G (θ,Φ).
Next, in order to prove that  = gˆ, by Proposition A.2 it suffices to show that the measures 
and gˆ have the same correlation functions. Note that the correlation function κn can be written
in the form [25, §2.3, Lemma 2.3.8]
κn (z1, . . . , zn) = e−Eˆ({z1,...,zn})
∫
ΓZ
e−Eˆ({z1,...,zn},γˆ ) (dγˆ )
= e−E({pX(z1),...,pX(zn)})
∫
ΓX
e−E({pX(z1),...,pX(zn)},γ )p∗X (dγ )
= e−E({pX(z1),...,pX(zn)})
∫
ΓX
e−E({pX(z1),...,pX(zn)},γ ) g(dγ )
= κng
(
pX(z1), . . . , pX(zn)
)
.
Therefore, on account of Theorem 2.6(b) we get κn (z1, . . . , zn) = κngˆ (z1, . . . , zn) for all
z1, . . . , zn ∈Z (zi = zj ), as required. 
In the next corollary, extG denotes the set of extreme points of the class G of Gibbs measures
with the corresponding reference measure and interaction potential (see Appendix A).
Corollary 2.9. Suppose that g ∈ GL(θ,Φ). Then g ∈ extG (θ,Φ) if and only if gˆ ∈ extG (θˆ , Φˆ).
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G (θˆ , Φˆ). Then g = 12 (g1 + g2), where gi = p∗Xμi ∈ G (θ,Φ). Since g ∈ extG (θ,Φ), this im-
plies that g1 = g2 = g. In particular, g1,g2 ∈ GL(θ,Φ) and by Theorem 2.8 we obtain that
μ1 = gˆ1 = gˆ = gˆ2 = μ2, which implies gˆ ∈ extG (θˆ , Φˆ).
Conversely, let gˆ ∈ extG (θˆ , Φˆ) and g = 12 (g1 + g2) with g1,g2 ∈ G (θ,Φ). Then gˆ =
1
2 (gˆ1 + gˆ2), hence gˆ1 = gˆ2 = gˆ ∈ GL(θˆ , Φˆ), which implies by Theorem 2.8 that g1 = p∗Xgˆ1 =
p∗Xgˆ2 = g2. Thus, g ∈ extG (θ,Φ). 
2.5. Criteria of local finiteness and simplicity of the Gibbs cluster process
Let us give conditions sufficient for the Gibbs CPP to be (a) locally finite and (b) simple. For
a given Borel set B ∈ B(X), consider a set-valued function (referred to as the droplet cluster)
DB(y¯) :=
⋃
yi∈y¯
(B − yi), y¯ ∈X. (2.37)
Let us also denote by NB(y¯) the number of coordinates of the vector y¯ = (yi) that belong to the
set B ∈ B(X) (cf. (2.23)),
NB(y¯) :=
∑
yi∈y¯
1B(yi), y¯ ∈X. (2.38)
In particular, NX(y¯) < ∞ is the “dimension” of y¯, that is, the total number of its coordinates
(recall that y¯ ∈ X=⊔∞n=0 Xn, see (2.1)). Recall from Section 2.2 that, under the distribution η,
random vector y¯ ∈ X has no coinciding coordinates, that is, if y¯ ∈ Xn for some n ∈ Z+ then
NX(y¯) = n (η-a.s.).
Theorem 2.10. Let gcl be a Gibbs cluster measure on the generalized configuration space Γ 	X .
(a) Assume that the correlation function κ1g of the measure g ∈ G (θ,Φ) is bounded. Then, in
order that gcl-a.a. configurations γ ∈ Γ 	X be locally finite, it is sufficient that for any compact set
B ∈ B(X), ∫
X
θ
(
DB(y¯)
)
η(dy¯) < ∞. (2.39)
(b) In order that gcl-a.a. configurations γ ∈ Γ 	X be simple, it is sufficient that
θ
(
D{x}(y¯)
)= 0 for (θ ⊗ η)-a.a. (x, y¯) ∈ X ×X. (2.40)
For the proof of part (a) of this theorem, we need a reformulation (stated as Proposition 2.11
below) of condition (2.39), which will also play an important role in utilizing the projection
construction of the Gibbs cluster measure (see Section 3). For any Borel subset B ∈ B(X), denote
ZB := q−1(B) ≡
{
z ∈Z: q(z)∩B = ∅} ∈ B(Z), (2.41)
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z = (x, y¯) ∈Z such that, under the “projection” q onto the space X, at least one coordinate yi +x
(yi ∈ y¯) belongs to the set B ⊂ X.
Proposition 2.11. For any B ∈ B(X), condition (2.39) of Theorem 2.10(a) is necessary and
sufficient in order that θˆ (ZB) < ∞, where θˆ = θ ⊗ η.
Proof of Proposition 2.11. By definition (2.41), (x, y¯) ∈ZB if and only if x ∈⋃yi∈y¯ (B−yi) ≡
DB(y¯) (see (2.37)). Hence,
θˆ (ZB) =
∫
X
(∫
X
1DB(y¯)(x) θ(dx)
)
η(dy¯) =
∫
X
θ
(
DB(y¯)
)
η(dy¯),
and we see that the bound θˆ (ZB) < ∞ is nothing else but condition (2.39). 
Proof of Theorem 2.10. (a) Let B ⊂ X be a compact set. By Proposition 2.11, condition (2.39)
is equivalent to θˆ (ZB) < ∞. On the other hand, by Theorem 2.6(b) we have κ1gˆ (x, y¯) = κ1g (x).
Hence, κ1gˆ is bounded, and by Remark A.5 (see Appendix A) it follows that γˆ (ZB) < ∞ (gˆ-a.s.).
Furthermore, according to the representation gcl = q∗gˆ (see (2.27)) and formula (2.41), we have
gcl
{
γ ∈ ΓX: γ (B) < ∞
}= gˆ{γˆ ∈ ΓZ : q(γˆ )(B) < ∞}
= gˆ{γˆ ∈ ΓZ : γˆ (ZB) < ∞}= 1,
that is, γ (B) < ∞ (gcl-a.s.), which completes the proof of part (a).
(b) It suffices to prove that, for any compact set Λ ⊂ X, there are gcl-a.s. no cross-ties between
the clusters whose centers belong to Λ. Due to the formula gcl = q∗gˆ (see (2.27)), this will follow
if we show that gˆ(AΛ) = 0, where the set AΛ ∈ B(ΓZ ) is defined by
AΛ :=
{
γˆ = {(x, y¯x)}: ∃x1, x2 ∈ pX(γˆ )∩Λ, ∃y1 ∈ y¯x1 such thatx1 + y1 − x2 ∈ y¯x2}.
(2.42)
Applying formula (2.17), we obtain
gˆ(AΛ) =
∫
ΓX
F (γ )g(dγ ), (2.43)
where
F(γ ) :=
∫
Xγ
1AΛ
(⋃
x∈γ
{
(x, y¯x)
})⊗
x∈γ
η(dy¯x), γ ∈ ΓX. (2.44)
Furthermore, using the definition (2.42) of the set AΛ and integrating out superfluous variables
y¯x ’s, formula (2.44) can be simplified to
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∫
X2
1
AˇΛ
(γ, y¯1, y¯2) η(dy¯1) η(dy¯2), γ ∈ ΓX, (2.45)
where the set AˇΛ ∈ B(ΓX ×X2) is given by
AˇΛ :=
{
(γ, y¯1, y¯2): ∃x1, x2 ∈ γ ∩Λ, ∃y1 ∈ y¯1 such that x1 + y1 − x2 ∈ y¯2
}
. (2.46)
According to formulas (2.45), (2.46), F(γ ) ≡ F(γ ∩Λ) (γ ∈ ΓX), hence by Proposition A.3 we
can rewrite (2.43) in the form
gˆ(AΛ) =
∫
ΓΛ
F (γ )gΛ(dγ ) =
∫
ΓΛ
F (ξ)SΛ(ξ)λθ (dξ), (2.47)
with SΛ(·) ∈ L1(ΓΛ,λθ ). Therefore, in order to show that the right-hand side of (2.47) vanishes,
it suffices to check that ∫
ΓΛ
F (ξ)λθ (dξ) = 0. (2.48)
To this end, substituting here representation (2.45) and changing the order of integration, we
can rewrite the integral in (2.48) as
∫
X2
θ⊗2
(
BΛ(y¯1, y¯2)
)
η(dy¯1) η(dy¯2),
where
BΛ(y¯1, y¯2) :=
{
(x1, x2) ∈ Λ2: x1 + y1 = x2 + y2 for some y1 ∈ y¯1, y2 ∈ y¯2
}
.
It remains to note that
θ⊗2
(
BΛ(y¯1, y¯2)
)= ∫
Λ
θ
( ⋃
y1∈y¯1
⋃
y2∈y¯2
{x1 + y1 − y2}
)
θ(dx1)

∑
y1∈y¯1
∫
Λ
θ
( ⋃
y2∈y¯2
{x1 + y1 − y2}
)
θ(dx1)
=
∑
y1∈y¯1
∫
Λ
θ
(
D{x1+y1}(y¯2)
)
θ(dx1) = 0 (η-a.s.)
by assumption (2.40). Hence, (2.48) follows and so part (b) is proved. 
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orem 2.10(a) is necessary for the local finiteness of cluster configurations, and there may be a
question as to whether this remains true in the case of a Gibbs cluster measure gcl. Inspection of
the proof of Theorem 2.10(a) shows that the difficulty here lies in the questionable relationship
between the conditions θˆ (ZB) < ∞ and γˆ (ZB) < ∞ (gˆ-a.s.) (which are equivalent in the Poisson
cluster case). According to Remark A.5 (see Appendix A), under the hypothesis of boundedness
of the first-order correlation function κ1g , the former implies the latter, but the converse may not
always be true. Simple counter-examples can be constructed by considering translation-invariant
pair interaction potentials Φ({x1, x2}) = φ0(x1 − x2) such that φ0(x) = +∞ on some subset
Λ∞ ⊂ X with θ(Λ∞) = ∞. However, if κ1g is bounded away from zero and the mean number of
configuration points in a set B is finite then the measure θ(B) must be finite (see Remark A.5).
Remark 2.11. Similarly to Remark 2.10, it is of interest to ask whether condition (2.40) of
Theorem 2.10(b) is necessary for the simplicity of the cluster measure gcl (as is the case for the
Poisson cluster measure, see [9, Theorem 2.7(b)]). However, in the Gibbs cluster case this is
not so. For a simple counter-example, let the in-cluster measure η be concentrated on a single-
point vector y¯ = (0), so that the droplet cluster D{x}(y¯) is reduced to a single-point set {x}.
Here, any measure θ with atoms will not satisfy condition (2.40). On the other hand, consider a
Gibbs measure g with a hard-core translation-invariant pair interaction potential Φ({x1, x2}) =
φ0(x1 −x2), where φ0(x) = +∞ for |x| < r0 and φ0(x) = 0 for |x| r0; then in each admissible
configuration γ any two points are at least at a distance r0, and in particular any such γ is simple.
Remark 2.12. As suggested by Remarks 2.10 and 2.11, it is plausible that conditions (2.39) and
(2.40) of Theorem 2.10 are necessary for the claims (a) and (b), respectively, if the interaction
potential of the underlying Gibbs measure g is finite on all finite configurations, i.e., Φ(ξ) < +∞
for all ξ ∈ Γ 0X .
In conclusion of this section, let us state some criteria sufficient for conditions (2.39) and
(2.40) of Theorem 2.10.
Proposition 2.12. Either of the following conditions is sufficient for (2.39):
(a′) For any compact set B ∈ B(X),
CB := sup
x∈X
θ(B + x) < ∞, (2.49)
and, moreover, ∫
X
NX(y¯) η(dy¯) < ∞. (2.50)
(a′′) There is a compact set B0 ∈ B(X) such that NB0(y¯) = NX(y¯) for η-a.a. y¯ ∈X.
Proposition 2.13. Either of the following conditions is sufficient for (2.40):
(b′) For each x ∈ X, θ({x}) = 0.
(b′′) For each x ∈ X, N{x}(y¯) = 0 for η-a.a. y¯ ∈X.
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From now on, we restrict ourselves to the case X = Rd . We assume throughout that the
correlation function κ1g (x) is bounded, which implies by Theorem 2.10 that the same is true
for the correlation function κ1gˆ (z). Let us also impose conditions (2.49) and (2.50) which, by
Proposition 2.12, ensure that condition (2.39) of Theorem 2.10(a) is fulfilled and so gcl-a.a. con-
figurations γ ∈ Γ 	X are locally finite. According to Proposition 2.11, condition (2.39) also implies
that θˆ (ZB) < ∞ whenever θ(B) < ∞, where the set ZB ⊂Z is defined in (2.41).
Finally, we require the probability measure η on X to be absolutely continuous with respect
to the Lebesgue measure dy¯,
η(dy¯) = h(y¯)dy¯, y¯ = (y1, . . . , yn) ∈ Xn (n ∈ Z+). (3.1)
By Proposition 2.13(b′′), this implies that Gibbs CPP configurations γ are gcl-a.s. simple (i.e.,
have no multiple points). Altogether, the above assumptions ensure that gcl-a.a. configurations γ
belong to the proper configuration space ΓX .
Our aim in this section is to prove the quasi-invariance of the measure gcl with respect to
compactly supported diffeomorphisms of X (Section 3.2), and to establish an integration-by-
parts formula (Section 3.3). We begin in Section 3.1 with a brief description of some convenient
“manifold-like” concepts and notation first introduced in [2] (see also [9, §4.1]), which furnish a
suitable framework for analysis on configuration spaces.
3.1. Differentiable functions on configuration spaces
Let TxX be the tangent space of X =Rd at point x ∈ X. It can be identified in the natural way
with Rd , with the corresponding (canonical) inner product denoted by a “fat” dot ·. The gradient
on X is denoted by ∇ . Following [2], we define the “tangent space” of the configuration space ΓX
at γ ∈ ΓX as the Hilbert space Tγ ΓX := L2(X → TX;dγ ), or equivalently Tγ ΓX =⊕x∈γ TxX.
The scalar product in Tγ ΓX is denoted by 〈·, ·〉γ , with the corresponding norm | · |γ . A vector
field V over ΓX is a map ΓX  γ 	→ V (γ ) = (V (γ )x)x∈γ ∈ Tγ ΓX . Thus, for vector fields V1,V2
over ΓX we have 〈
V1(γ ),V2(γ )
〉
γ
=
∑
x∈γ
V1(γ )x ·V2(γ )x, γ ∈ ΓX.
For γ ∈ ΓX and x ∈ γ , denote by Oγ,x an arbitrary open neighborhood of x in X
such that Oγ,x ∩ γ = {x}. For any measurable function F : ΓX → R, define the function
Fx(γ, ·) :Oγ,x →R by Fx(γ, y) := F((γ \ {x})∪ {y}), and set
∇xF (γ ) := ∇Fx(γ, y)|y=x, x ∈ X,
provided that Fx(γ, ·) is differentiable at x.
Recall that for a function φ : X → R its support suppφ is defined as the closure of the set
{x ∈ X: φ(x) = 0}. Denote by FC(ΓX) the class of functions on ΓX of the form
F(γ ) = f (〈φ1, γ 〉, . . . , 〈φk, γ 〉), γ ∈ ΓX, (3.2)
L. Bogachev, A. Daletskii / Journal of Functional Analysis 264 (2013) 508–550 527where k ∈ N, f ∈ C∞b (Rk) (:= the set of C∞-functions on Rk bounded together with all their
derivatives), and φ1, . . . , φk ∈ C∞0 (X) (:= the set of C∞-functions on X with compact support).
Each F ∈ FC(ΓX) is local, that is, there is a compact K ⊂ X (which may depend on F ) such
that F(γ ) = F(γ ∩K) for all γ ∈ ΓX . Thus, for a fixed γ , ∇xF (γ ) = 0 for at most finitely many
x ∈ γ .
For a function F ∈FC(ΓX) its Γ -gradient ∇Γ F ≡ ∇ΓXF is defined as
∇Γ F (γ ) := (∇xF (γ ))x∈γ ∈ Tγ ΓX, γ ∈ ΓX, (3.3)
so the directional derivative of F along a vector field V is given by
∇ΓV F (γ ) :=
〈∇Γ F (γ ),V (γ )〉
γ
=
∑
x∈γ
∇xF (γ ) ·V (γ )x, γ ∈ ΓX.
Note that the sum here contains only finitely many non-zero terms.
Further, let FV(ΓX) be the class of cylinder vector fields V on ΓX of the form
V (γ )x =
k∑
i=1
Ai(γ )vi(x) ∈ TxX, x ∈ X, (3.4)
where Ai ∈FC(ΓX) and vi ∈ Vect0(X) (:= the space of compactly supported C∞-smooth vector
fields on X), i = 1, . . . , k (k ∈N). Any vector field v ∈ Vect0(X) generates a constant vector field
V on ΓX defined by V (γ )x := v(x). We shall preserve the notation v for it. Thus,
∇Γv F (γ ) =
∑
x∈γ
∇xF (γ ) ·v(x), γ ∈ ΓX. (3.5)
The approach based on “lifting” the differential structure from the underlying space X to the
configuration space ΓX as described above can also be applied to the spaces X =⊔∞n=0 Xn,
Z = X ×X and ΓX, ΓZ . For these spaces, we will use the analogous notation as above without
further explanation.
3.2. Diff0-quasi-invariance
In this section, we discuss the property of quasi-invariance of the measure gcl with respect to
diffeomorphisms of X. Let us start by describing how diffeomorphisms of X act on configuration
spaces. For a measurable map ϕ : X → X, its support suppϕ is defined as the closure of the set
{x ∈ X: ϕ(x) = x}. Let Diff0(X) be the group of diffeomorphisms of X with compact support.
For any ϕ ∈ Diff0(X), consider the corresponding “diagonal” diffeomorphism ϕ¯ :X→X acting
on each constituent space Xn (n ∈ Z+) as
Xn  y¯ = (y1, . . . , yn) 	→ ϕ¯(y¯) :=
(
ϕ(y1), . . . , ϕ(yn)
) ∈ Xn. (3.6)
For x ∈ X, we also define “shifted” diffeomorphisms
ϕ¯x(y¯) := ϕ¯(y¯ + x)− x, y¯ ∈X (3.7)
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acting only in the y¯-coordinate as follows,
ϕˆ(z) := (x, ϕ¯x(y¯))≡ (x, ϕ¯(y¯ + x)− x), z = (x, y¯) ∈Z. (3.8)
Remark 3.1. Note that, even though Kϕ := suppϕ is compact in X, the support of the diffeo-
morphism ϕˆ (again defined as the closure of the set {z ∈Z: ϕˆ(z) = z}) is given by supp ϕˆ =ZKϕ
(see (2.41)) and hence is not compact in the topology of Z (see Section 2.1).
In the standard fashion, the maps ϕ and ϕˆ can be lifted to measurable “diagonal” transforma-
tions (denoted by the same letters) of the configuration spaces ΓX and ΓZ , respectively:
ΓX  γ 	→ ϕ(γ ) :=
{
ϕ(x), x ∈ γ } ∈ ΓX,
ΓZ  γˆ 	→ ϕˆ(γˆ ) :=
{
ϕˆ(z), z ∈ γˆ } ∈ ΓZ . (3.9)
The following lemma shows that the operator q commutes with the action of diffeomorphisms
(3.9).6
Lemma 3.1. For any diffeomorphism ϕ ∈ Diff0(X) and the corresponding diffeomorphism ϕˆ, it
holds
ϕ ◦ q= q ◦ ϕˆ. (3.10)
Proof. Fix an arbitrary γˆ ∈ ΓZ . By definition of the map q,
q(γˆ ) = {yi + x, yi ∈ y¯, (x, y¯) ∈ γˆ },
and (3.9) implies that
ϕ
(
q(γˆ )
)= {ϕ(yi + x), yi ∈ y¯, (x, y¯) ∈ γˆ }.
On the other hand, by (3.7) and (3.8) we have
ϕˆ(γˆ ) = {(x, ϕ¯x(y¯)), (x, y¯) ∈ γˆ },
so that, by the structure of the map ϕ¯x ,
q
(
ϕˆ(γˆ )
)= {ξi + x, ξi ∈ ϕ¯x(y¯), (x, y¯) ∈ γˆ }
= {ϕ(yi + x), yi ∈ y¯, (x, y¯) ∈ γˆ },
and the statement of the lemma follows. 
6 According to relation (3.10), q is an intertwining operator between associated diffeomorphisms ϕ and ϕˆ.
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morphisms (3.8), that is, for any ϕ ∈ Diff0(X) we have
Φˆ
(
ϕˆ(γˆ )
)= Φˆ(γˆ ), γˆ ∈ ΓZ .
In particular, this implies the ϕˆ-invariance of the energy functionals defined in (A.1) and (A.2),
that is, for any ξˆ ∈ Γ 0Z and γˆ ∈ ΓZ ,
Eˆ
(
ϕˆ(ξˆ )
)= Eˆ(ξˆ ), Eˆ(ϕˆ(ξˆ ), ϕˆ(γˆ ))= Eˆ(ξˆ , γˆ ).
Proof. The claim readily follows by observing that the diffeomorphism (3.8) acts on the y¯-
coordinates of points z = (x, y¯) in a configuration γˆ ∈ ΓZ , while the interaction potential Φˆ (see
(2.29)) only depends on their x-coordinates. 
As already mentioned (see (3.1)), we suppose that the measure η is absolutely continuous with
respect to Lebesgue measure dy¯ on X; moreover, in the rest of Section 3.2 it will be assumed
that the corresponding density h is such that for any n ∈ Z+ the following dichotomy holds:
either h(y¯) > 0 (for a.a. y¯ ∈ Xn) or h(y¯) = 0 (for a.a. y¯ ∈ Xn). This implies that the measure η
is quasi-invariant with respect to the action of transformations ϕ¯ :X→X (ϕ ∈ Diff0(X)), that is,
for any f ∈ M+(X), ∫
X
f (y¯)ϕ¯∗ η(dy¯) =
∫
X
f (y¯)ρϕ¯η (y¯)dy¯, (3.11)
with the Radon–Nikodym density
ρϕ¯η (y¯) :=
d(ϕ¯∗η)
dη
(y¯) = h(ϕ¯
−1(y¯))
h(y¯)
Jϕ¯(y¯)
−1 (3.12)
(we set ρϕ¯η (y¯) = 1 if h(y¯) = 0 or h(ϕ¯−1(y¯)) = 0). Here Jϕ¯(y¯) is the Jacobian determinant of the
diffeomorphism ϕ¯; due to the diagonal structure of ϕ¯ (see (3.6)) we have Jϕ¯(y¯) =∏yi∈y¯ Jϕ(yi),
where Jϕ(y) is the Jacobian determinant of ϕ.
Due to the “shift” form of diffeomorphisms (3.8), formulas (3.11), (3.12) readily imply that
the product measure θˆ (dz) = θ(dx)⊗ η(dy¯) on Z = X ×X is quasi-invariant with respect to ϕˆ,
that is, for each ϕ ∈ Diff0(X) and any f ∈ M+(Z),∫
Z
f (z) ϕˆ∗θˆ (dz) =
∫
Z
f (z)ρϕ(z) θˆ (dz), (3.13)
where the Radon–Nikodym density ρϕ := d(ϕˆ∗θˆ )/dθˆ is given by (see (3.12))
ρϕ(z) = ρϕ¯xη (y¯) ≡
h(ϕ¯−1(y¯ + x)− x)
h(y¯)
Jϕ¯(y¯ + x)−1, z = (x, y¯) ∈Z. (3.14)
We can now state our result on the quasi-invariance of the measure gˆ.
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the action of diagonal diffeomorphisms ϕˆ on ΓZ (ϕ ∈ Diff0(X)) defined by formula (3.8), with
the Radon–Nikodym density Rϕˆgˆ = d(ϕˆ∗gˆ)/dgˆ given by
R
ϕˆ
gˆ (γˆ ) =
∏
z∈γˆ
ρϕ(z), γˆ ∈ ΓZ , (3.15)
where ρϕ(z) is defined in (3.14). Moreover, Rϕˆgˆ ∈ L1(ΓZ , gˆ).
Proof. First of all, note that ρϕ(z) = 1 for any z = (x, y¯) /∈ supp ϕˆ = ZKϕ , where Kϕ = suppϕ
(see Remark 3.1), and θˆ (ZKϕ ) < ∞ by Proposition 2.11. On the other hand, Theorem 2.6(b)
implies that the correlation function κ1gˆ is bounded. Therefore, by Remark A.5 (see Appendix A)
we obtain that γˆ (ZKϕ ) < ∞ for gˆ-a.a. configurations γˆ ∈ ΓZ , hence the product in (3.15) con-
tains finitely many terms different from 1 and so the function Rϕˆgˆ (γˆ ) is well defined. Moreover,
it satisfies the “localization” equality
R
ϕˆ
gˆ (γˆ ) = Rϕˆgˆ (γˆ ∩ZKϕ ) for gˆ-a.a. γˆ ∈ ΓZ . (3.16)
Following [25, §2.8, Theorem 2.8.2], the proof of the theorem will be based on the use of
Ruelle’s equation (see Appendix A, Theorem A.1). Namely, according to (A.4) with Λ = ZKϕ ,
for any function F ∈ M+(ΓZ ) we have∫
ΓZ
F(γˆ ) ϕˆ∗gˆ(dγˆ ) =
∫
ΓZ
F
(
ϕˆ(γˆ )
)
gˆ(dγˆ )
=
∫
ΓΛ
( ∫
ΓZ\Λ
F
(
ϕˆ
(
ξˆ ∪ γˆ ′)) e−Eˆ(ϕˆ(ξˆ ))−Eˆ(ϕˆ(ξˆ ),ϕˆ(γˆ ′)) gˆ(dγˆ ′))λ
θˆ
(dξˆ )
=
∫
ΓΛ
( ∫
ΓZ\Λ
F
(
ϕˆ(ξˆ )∪ γˆ ′) e−Eˆ(ϕˆ(ξˆ ))−Eˆ(ϕˆ(ξˆ ),γˆ ′) gˆ(dγˆ ′))λ
θˆ
(dξˆ )
=
∫
ΓΛ
( ∫
ΓZ\Λ
F
(
ξˆ ∪ γˆ ′) e−Eˆ(ξˆ )−Eˆ(ξˆ ,γˆ ′) gˆ(dγˆ ′))ϕˆ∗ λ
θˆ
(dξˆ ), (3.17)
where λ
θˆ
is the Lebesgue–Poisson measure corresponding to the reference measure θˆ (see (A.5)).
Since θˆ is quasi-invariant with respect to diffeomorphisms ϕˆ (see (3.13)), it readily follows from
definition (A.5) that the restriction of the Lebesgue–Poisson measure λ
θˆ
onto the set ΓΛ is quasi-
invariant with respect to ϕˆ, with the density given precisely by expression (3.15). Hence, using
property (3.16), the right-hand side of (3.17) is reduced to∫
Γ
( ∫
Γ
F
(
ξˆ ∪ γˆ ′) e−Eˆ(ξˆ )−Eˆ(ξˆ ,γˆ ′) gˆ(dγ ′))Rϕˆgˆ (ξˆ ) λθˆ (dξˆ )Λ Z\Λ
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∫
ΓΛ
( ∫
ΓZ\Λ
F
(
ξˆ ∪ γˆ ′)Rϕˆgˆ (ξˆ ∪ γˆ ′) e−E(ξˆ)−E(ξˆ ,γˆ ′) gˆ(dγˆ ′))λθˆ (dξˆ )
=
∫
ΓZ
F(γˆ )R
ϕˆ
gˆ (γˆ ) gˆ(dγˆ ), (3.18)
where we have again used Ruelle’s equation (A.4).
As a result, combining (3.17) and (3.18) we obtain∫
ΓZ
F(γˆ ) ϕˆ∗gˆ(dγˆ ) =
∫
ΓZ
F(γˆ )R
ϕˆ
gˆ (γˆ ) gˆ(dγˆ ), (3.19)
which proves the quasi-invariance of gˆ. In particular, setting F ≡ 1 in Eq. (3.19) yields∫
ΓZ R
ϕˆ
gˆ (γˆ ) gˆ(dγˆ ) = 1, and hence Rϕˆgˆ ∈ L1(ΓZ , gˆ), as claimed. 
Remark 3.2. Note that the Radon–Nikodym density Rϕˆgˆ given by (3.15) does not depend on the
background interaction potential Φ . As should be evident from the proof above, this is due to
(i) the special form of diffeomorphisms ϕˆ on Z acting only in variable y¯ ∈ X (see (3.8)), and
(ii) the cylinder structure of the interaction potential Φˆ that depends only on variable x ∈ X (see
(2.29)). In particular, expression (3.15) applies as well to the “interaction-free” case with Φ ≡ 0
(and hence Φˆ ≡ 0), where the Gibbs measure g ∈ G (θ,Φ = 0) is reduced to the Poisson measure
πθ on ΓX with intensity measure θ (see Appendix A), while the Gibbs measure gˆ ∈ G (θˆ , Φˆ = 0)
amounts to the Poisson measure π
θˆ
on ΓZ with intensity measure θˆ .
Remark 3.3. As is essentially well known (see, e.g., [2,37]), quasi-invariance of a Poisson
measure on the configuration space follows directly from the quasi-invariance of its intensity
measure. For a proof adapted to our slightly more general setting (where diffeomorphisms are
only assumed to have the support of finite measure), we refer the reader to [9, Proposition A.1].
Incidentally, the expression for the Radon–Nikodym derivative given in [9] (see also [2, Propo-
sition 2.2]) contained a superfluous normalizing constant, which in our context would read
Cϕ := exp
(∫
Z
(
1 − ρϕ(z)
)
θˆ (dz)
)
(cf. (3.15)). In fact, it is easy to see that Cϕ = 1; indeed, ρϕ = 1 outside the set supp ϕˆ = ZKϕ
with θˆ (ZKϕ ) < ∞ (see Proposition 2.11), hence
lnCϕ =
∫
ZKϕ
(
1 − ρϕ(z)
)
θˆ (dz) = θˆ (ZKϕ )− θˆ
(
ϕˆ−1(ZKϕ )
)= 0.
Let Iq : L∞(ΓX,gcl) → L∞(ΓZ, gˆ) be the isometry defined by the map q (see (2.20)),
(IqF)(γˆ ) := F ◦ q(γˆ ), γˆ ∈ ΓZ. (3.20)
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I∗q : L∞(ΓZ, gˆ)′ → L∞(ΓX,gcl)′. (3.21)
Lemma 3.4. The operator I∗q defined by (3.21) can be restricted, for any s  1, to the bounded
operator
I∗q : Ls(ΓZ, gˆ) → Ls(ΓX,gcl). (3.22)
Proof. 1) Let us first consider the case s = 1. It is known (see [29]) that, for any σ -finite measure
space (M,μ), the corresponding space L1(M,μ) can be identified with the subspace V of the
dual space L∞(M,μ)′ consisting of all linear functionals on L∞(M,μ) continuous with respect
to the bounded convergence in L∞(M,μ). That is,  ∈ V if and only if (ψn) → 0 for any
ψn ∈ L∞(M,μ) such that |ψn| 1 and ψn(x) → 0 as n → ∞ for μ-a.a. x ∈ M . Hence, to prove
the lemma it suffices to show that, for any F ∈ L1(ΓZ , gˆ), the functional I∗qF ∈ L∞(ΓZ , gˆ)′ is
continuous with respect to the bounded convergence in L∞(ΓZ , gˆ). To this end, for any sequence
(ψn) in L∞(ΓX,gcl) such that |ψn|  1 and ψn(γ ) → 0 for gcl-a.a. γ ∈ ΓX , we have to prove
that I∗qF(ψn) → 0.
Let us first show that Iqψn(γˆ ) ≡ ψn(q(γˆ )) → 0 for gˆ-a.a. γˆ ∈ ΓZ . Set
Aψ :=
{
γ ∈ ΓX : ψn(γ ) → 0
} ∈ B(ΓX),
Aˆψ :=
{
γˆ ∈ ΓZ : ψn
(
q(γˆ )
)→ 0} ∈ B(ΓZ ),
and note that Aˆψ = q−1(Aψ); then, recalling relation (2.27), we get
gˆ(Aˆψ) = gˆ
(
q−1(Aψ)
)= gcl(Aψ) = 1,
as claimed. Now, by the dominated convergence theorem this implies
I∗qF(ψn) =
∫
ΓZ
F(γˆ )Iqψn(γˆ ) gˆ(dγˆ ) → 0,
and the proof is complete.
2) The case s > 1 is in fact much simpler. It is known (see [29]) that, for any σ -finite measure
space (M,μ), the dual space Ls(M,μ)′ can be identified with Lr(M,μ), where r−1 + s−1 = 1.
Hence, formula (3.22) follows from the obvious fact that the operator Iq defined by (3.20) can
also be viewed as an isometry from Lr(ΓX,gcl) into Lr(ΓZ, gˆ). 
Taking advantage of Theorem 3.3 and applying the projection construction, we obtain our
main result in this section.
Theorem 3.5. The Gibbs cluster measure gcl is quasi-invariant with respect to the action of
Diff0(X) on ΓX . The corresponding Radon–Nikodym density is given by Rϕg = I∗qRϕˆ .cl gˆ
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gcl ◦ ϕ−1 = gˆ ◦ q−1 ◦ ϕ−1 = gˆ ◦ ϕˆ−1 ◦ q−1.
That is, ϕ∗gcl = gcl ◦ ϕ−1 is a push-forward of the measure ϕˆ∗gˆ = gˆ ◦ ϕˆ−1 under the map q,
that is, ϕ∗gcl = q∗ϕˆ∗gˆ. In particular, if ϕˆ∗gˆ is absolutely continuous with respect to gˆ then so is
ϕ∗gcl with respect to gcl. Moreover, by the change of measure (2.27) and Theorem 3.3, for any
F ∈ L∞(ΓX,gcl) we have∫
ΓX
F (γ )ϕ∗gcl(dγ ) =
∫
ΓZ
IqF(γˆ ) ϕˆ∗gˆ(dγˆ ) =
∫
ΓZ
IqF(γˆ )Rϕˆgˆ (γˆ ) gˆ(dγˆ ). (3.23)
By Lemma 3.4, the operator I∗q acts from L1(ΓZ , gˆ) to L1(ΓX,gcl). Therefore, the right-hand
side of (3.23) can be rewritten as ∫
ΓX
F (γ )
(I∗qRϕˆgˆ )(γ )gcl(dγ ),
which completes the proof. 
Remark 3.4. The Gibbs cluster measure gcl on the configuration space ΓX can be used to
construct a unitary representation U of the diffeomorphism group Diff0(X) by operators in
L2(ΓX,gcl), given by the formula
UϕF(γ ) =
√
R
ϕ
gcl(γ )F
(
ϕ−1(γ )
)
, F ∈ L2(ΓX,gcl). (3.24)
Such representations, which can be defined for arbitrary quasi-invariant measures on ΓX , play
a significant role in the representation theory of the group Diff0(X) [21,38] and quantum field
theory [18,19]. An important question is whether representation (3.24) is irreducible. According
to [38], this is equivalent to the Diff0(X)-ergodicity of the measure gcl, which in our case is
equivalent to the ergodicity of the measure gˆ with respect to the group of transformations ϕˆ (ϕ ∈
Diff0(X)). Adapting the technique developed in [27], it can be shown that the aforementioned
ergodicity of gˆ is valid if and only if gˆ ∈ extG (θˆ , Φˆ). In turn, the latter is equivalent to g ∈
extG (θ,Φ), provided that g ∈ GL(θ,Φ) (see Corollary 2.9).
3.3. Integration-by-parts formula
Let us first state simple sufficient conditions for our measures on configuration spaces to
belong to the corresponding moment classes Mn (see Appendix A, formula (A.10)).
Lemma 3.6. (a) Let g ∈ G (θ,Φ), and suppose that the correlation functions κmg are bounded for
all m = 1, . . . , n. Then gˆ ∈Mn(ΓZ ), that is,∫
ΓZ
∣∣〈f, γˆ 〉∣∣n gˆ(dγˆ ) < ∞, f ∈ C0(Z). (3.25)
Moreover, bound (3.25) is valid for any function f ∈⋂n Lm(Z, θˆ ).m=1
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moment7 with respect to the measure η,∫
X
NX(y¯)
n η(dy¯) < ∞, (3.26)
then gcl ∈Mn(ΓX).
Proof of Lemma 3.6 is deferred to Appendix B. In the rest of this section, we shall assume
that the conditions of this lemma are satisfied with n = 1. Thus, the measures g, gˆ and gcl belong
to the corresponding M1-classes.
Let v ∈ Vect0(X) (:= the space of compactly supported smooth vector fields on X), and define
a vector field vˆx on X by the formula
vˆx(y¯) :=
(
v(y1 + x), v(y2 + x), . . .
)
, y¯ = (y1, y2, . . .) ∈X. (3.27)
Observe that if the density h(y¯) is differentiable (dy¯-a.e.) then the measure η satisfies the follow-
ing integration-by-parts formula (see, e.g., [5, §1.3], [6, §5.1.3, p. 207]):∫
X
∇ vˆx f (y¯) η(dy¯) = −
∫
X
f (y¯)βvˆη (x, y¯) η(dy¯), f ∈ C∞0 (X), (3.28)
where ∇ vˆx is the derivative along the vector field vˆx and
βvˆη (x, y¯) :=
(
βη(y¯), vˆx(y¯)
)
Ty¯X
+ div vˆx(y¯) (3.29)
is the logarithmic derivative of η(dy¯) = h(y¯)dy¯ along vˆx , expressed in terms of the vector loga-
rithmic derivative
βη(y¯) := ∇h(y¯)
h(y¯)
, y¯ ∈X. (3.30)
Denote for brevity
‖y¯‖1 :=
∑
yi∈y¯
|yi |, y¯ ∈X, (3.31)
and define the space H 1,n(X) (n 1) as the set of functions f ∈ Ln(X,dy¯) satisfying the condi-
tion ∫
X
∥∥∇f (y¯)∥∥n1 dy¯ ≡ ∫
X
(∑
yi∈y¯
∣∣∇yi f (y¯)∣∣)ndy¯ < ∞. (3.32)
7 Cf. our standard assumption (2.50), where n = 1.
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Lemma 3.7. Assume that h1/n ∈ H 1,n(X) for some n  1, and let condition (3.26) hold. Then
βvˆη ∈ Lm(Z, θˆ ) for any m such that 1m n.
Proof. Observe that ∫
X
∥∥βη(y¯)∥∥n1 η(dy¯) = ∫
X
(
h(y¯)−1
∥∥∇h(y¯)∥∥1)nh(y¯)dy¯
=
∫
X
∥∥h(y¯)1/n−1∇h(y¯)∥∥n1 dy¯
= nn
∫
X
∥∥∇(h(y¯)1/n)∥∥n1 dy¯ < ∞, (3.33)
according to the hypothesis h1/n ∈ H 1,n(X) (see (3.32)). That is, ‖βη(y¯)‖1 ∈ Ln(X, η), which
implies (by Lyapunov’s inequality) that ‖βη(y¯)‖1 ∈ Lm(X, η) for all 1m n.
Now, to show that βvˆη ∈ Lm(Z, θˆ ) (1  m  n), it suffices to check that each of the
two terms on the right-hand side of (3.29) belongs to Lm(Z, θˆ ). To this end, denote bv :=
supx∈X |v(x)| < ∞, Kv := suppv ⊂ X, and recall that CKv := supy∈X θ(Kv − y) < ∞ by con-
dition (2.49). Then, on using (3.27), we have∫
Z
∣∣(βη(y¯), vˆx(y¯))∣∣m θˆ(dz)

∫
Z
(∑
yi∈y¯
∣∣βη(y¯)i∣∣ · ∣∣v(yi + x)∣∣)m θ(dx)η(dy¯)
 (bv)m−1
∫
X
(∑
yi∈y¯
∣∣βη(y¯)i∣∣)m−1 ∑
yi∈y¯
∣∣βη(y¯)i∣∣(∫
X
∣∣v(yi + x)∣∣ θ(dx))η(dy¯)
 (bv)m
∫
X
∥∥βη(y¯)∥∥m−11 ∑
yi∈y¯
∣∣βη(y¯)i∣∣θ(Kv − yi) η(dy¯)
 (bv)mCKv
∫
X
∥∥βη(y¯)∥∥m1 η(dy¯) < ∞, (3.34)
due to (3.33). Similarly, denoting dv := supx∈X |divv(x)| < ∞, we obtain∫ ∣∣div vˆx(y¯)∣∣m θˆ(dx × dy¯) = ∫ (∑
yi∈y¯
∣∣(divv)(yi + x)∣∣)mθ(dx)η(dy¯)
Z Z
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∫
X
NX(y¯)
m−1
(∑
yi∈y¯
∫
X
∣∣(divv)(yi + x)∣∣ θ(dx))η(dy¯)
 (dv)m
∫
X
NX(y¯)
m−1 ∑
yi∈y¯
θ(Kv − yi) η(dy¯)
 (dv)mCKv
∫
X
NX(y¯)
m η(dy¯) < ∞, (3.35)
by assumption (3.26). As a result, combining bounds (3.34) and (3.35) we see that βvˆη ∈
Lm(Z, θˆ ), as claimed. 
The next two theorems are our main results in this section.
Theorem 3.8. Assume that h ∈ H 1,1(X). Then, for any function F ∈FC(ΓX), the Gibbs cluster
measure gcl satisfies the integration-by-parts formula∫
ΓX
∑
x∈γ
∇xF (γ ) ·v(x)gcl(dγ ) = −
∫
ΓX
F (γ )Bvgcl(γ )gcl(dγ ), (3.36)
where Bvgcl(γ ) := I∗q〈βvˆη , γˆ 〉 and βvˆη is the logarithmic derivative defined in (3.29). Moreover,
Bvgcl ∈ L1(ΓX,gcl).
Proof. For any function F ∈FC(ΓX) and vector field v ∈ Vect0(X), let us denote for brevity
H(x,γ ) := ∇xF (γ ) ·v(x), x ∈ X, γ ∈ ΓX. (3.37)
Furthermore, setting Fˆ = IqF : ΓZ →R we introduce the notation
Hˆ (z, γˆ ) := ∇y¯ Fˆ (γˆ ) · vˆx(y¯), z = (x, y¯) ∈Z, γˆ ∈ ΓZ . (3.38)
From these definitions, it is clear that
Iq
(∑
x∈γ
H(x, γ )
)
(γˆ ) =
∑
z∈γˆ
Hˆ (z, γˆ ), γˆ ∈ ΓZ . (3.39)
Let us show that the Gibbs measure gˆ on ΓZ satisfies the following integration-by-parts for-
mula: ∫
ΓZ
∑
z∈γˆ
Hˆ (z, γˆ ) gˆ(dγˆ ) = −
∫
ΓZ
Fˆ (γˆ )Bvˆgˆ (γˆ ) gˆ(dγˆ ), (3.40)
where the logarithmic derivative Bvˆgˆ (γˆ ) := 〈βvˆη , γˆ 〉 belongs to L1(ΓZ , gˆ) (by Lemmas 3.6(b)
and 3.7 with n = 1). By the change of measure (2.27) and due to relation (3.39), we have
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ΓZ
∑
z∈γˆ
∣∣Hˆ (z, γˆ )∣∣ gˆ(dγˆ ) = ∫
ΓX
∑
x∈γ
∣∣H(x,γ )∣∣gcl(dγ )
 sup
(x,γ )
∣∣H(x,γ )∣∣ ∫
ΓX
∑
x∈γ
1Kv (x)gcl(dγ ), (3.41)
where Kv := suppv is a compact set in X. Note that the right-hand side of (3.41) is finite, since
the function H is bounded (see (3.37)) and, by Lemma 3.6(b), gcl ∈ M1(ΓX). Therefore, by
Remark A.1 we can apply the GNZ equation (A.3) with the function Hˆ to obtain∫
ΓZ
∑
z∈γˆ
Hˆ (z, γˆ ) gˆ(dγˆ ) =
∫
ΓZ
(∫
Z
Hˆ
(
z, γˆ ∪ {z})e−Eˆ({z},γˆ ) θˆ (dz)) gˆ(dγˆ ). (3.42)
Inserting definition (3.37), using Lemma 3.2 and recalling that θˆ = θ ⊗ η (see (2.28)), let us
apply the integration-by-parts formula (3.28) for the measure η to rewrite the internal integral in
(3.42) as ∫
X
e−E({x},pX(γˆ ))
(∫
X
∇y¯ Fˆ
(
γˆ ∪ {(x, y¯)}) · vˆx(y¯) η(dy¯)) θ(dx)
= −
∫
X
e−E({x},pX(γˆ ))
(∫
X
Fˆ
(
γˆ ∪ {(x, y¯)})βvˆη (x, y¯) η(dy¯)) θ(dx)
= −
∫
Z
e−E({pX(z)},pX(γˆ ))Fˆ
(
γˆ ∪ {z})βvˆη (z) θˆ (dz).
Returning to (3.42) and again using the GNZ equation (A.3), we see that the right-hand side of
(3.42) is reduced to
−
∫
ΓZ
∑
z∈γˆ
Fˆ (γˆ )βvˆη (z) gˆ(dγˆ ) = −
∫
ΓZ
Fˆ (γˆ )Bvˆgˆ (γˆ ) gˆ(dγˆ ),
which proves formula (3.40).
Now, using equality (3.39), we obtain∫
ΓX
∑
x∈γ
H(x, γ )gcl(dγ ) =
∫
ΓZ
( ∑
(x,y¯)∈γˆ
∇y¯IqF(γˆ ) · vˆx(y¯)
)
gˆ(dγˆ )
= −
∫
ΓZ
IqF(γˆ )Bvˆgˆ (γˆ ) gˆ(dγˆ )
= −
∫
ΓX
F (γ )I∗qBvˆgˆ (γ )gcl(dγ ),
where I∗qBvˆ ∈ L1(ΓX,gcl) by Lemma 3.4. Thus, formula (3.36) is proved. gˆ
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pend on the interaction potential Φ , and in particular coincides with that in the case Φ ≡ 0,
where the Gibbs measure g is reduced to the Poisson measure πθ . Nevertheless, the logarithmic
derivative Bvgcl does depend on Φ via the map I∗q .
According to Theorem 3.8, Bvgcl ∈ L1(ΓZ ,gcl). Under some additional conditions this state-
ment can be enhanced.
Lemma 3.9. Assume that the hypotheses of Lemmas 3.6 and 3.7 are satisfied with some integer
n 2. Then Bvgcl ∈ Ln(ΓZ ,gcl).
Proof. By Lemmas 3.6(a) and 3.7, it follows that 〈βvˆη , γˆ 〉 ∈ Ln(ΓZ , gˆ). By Lemma 3.4, I∗q
is a bounded operator from Ln(ΓZ , gˆ) to Ln(ΓX,gcl), which implies that Bvgcl = I∗q〈βvˆη , γˆ 〉 ∈
Ln(ΓZ ,gcl). 
Formula (3.36) can be extended to more general vector fields on ΓX . Let FV(ΓX) be the class
of vector fields V of the form V (γ ) = (V (γ )x)x∈γ ,
V (γ )x =
k∑
j=1
Gj(γ )vj (x) ∈ TxX,
where Gj ∈FC(ΓX) and vj ∈ Vect0(X), j = 1, . . . , k (k ∈N). For any such V we set
BVgcl(γ ) :=
(I∗qBIqVgˆ )(γ ),
where BIqVgˆ (γˆ ) is the logarithmic derivative of gˆ along IqV (γˆ ) := V (q(γˆ )) (see [2]). Note that
IqV is a vector field on ΓZ owing to the obvious equality
Tγˆ ΓZ = Tq(γˆ )ΓX.
Clearly,
BVgcl(γ ) =
k∑
j=1
(
Gj(γ )B
vj
gcl(γ )+
∑
x∈γ
∇xGj (γ ) ·vj (x)
)
.
Theorem 3.10. For any F1,F2 ∈FC(ΓX) and V ∈FV(ΓX), we have∫
ΓX
∑
x∈γ
∇xF1(γ ) ·V (γ )xF2(γ )gcl(dγ ) = −
∫
ΓX
F1(γ )
∑
x∈γ
∇xF2(γ ) ·V (γ )x gcl(dγ )
−
∫
ΓX
F1(γ )F2(γ )B
V
gcl(γ )gcl(dγ ).
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the proof of Theorem 3.8. 
We define the vector logarithmic derivative of gcl as a linear operator
Bgcl :FV(ΓX) → L1(ΓX,gcl)
via the formula
BgclV (γ ) := BVgcl(γ ).
This notation will be used in the next section.
4. The Dirichlet form and equilibrium stochastic dynamics
Throughout this section, we assume that the conditions of Lemma 3.6 are satisfied with n = 2.
Thus, the measures g, gˆ and gcl belong to the corresponding M2-classes. Our considerations will
involve the Γ -gradients (see Section 3.1) on different configuration spaces, such as ΓX , ΓX and
ΓZ ; to avoid confusion, we shall denote them by ∇ΓX , ∇ΓX and ∇ΓZ , respectively.
4.1. The Dirichlet form associated with gcl
Let us introduce a pre-Dirichlet form Egcl associated with the Gibbs cluster measure gcl, de-
fined on functions F1,F2 ∈FC(ΓX) ⊂ L2(ΓX,gcl) by
Egcl(F1,F2) :=
∫
ΓX
〈∇ΓXF1(γ ),∇ΓXF2(γ )〉γ gcl(dγ ). (4.1)
Let us also consider the operator Hgcl defined by
HgclF := −Γ F +Bgcl∇ΓXF, F ∈FC(ΓX), (4.2)
where Γ F(γ ) :=∑x∈γ xF(γ ) and x denotes the Laplacian on X acting with respect to
x ∈ γ .
The next theorem readily follows from general theory of (pre-)Dirichlet forms associated with
measures from the class M2(ΓX) which satisfy the integration-by-parts formula (see [3,31]).
Theorem 4.1. (a) Pre-Dirichlet form (4.1) is well defined, i.e., Egcl(F1,F2) < ∞ for all F1,F2 ∈
FC(ΓX).
(b) Expression (4.2) defines a symmetric operator Hgcl in L2(ΓX,gcl) whose domain includes
FC(ΓX).
(c) The operator Hgcl is the generator of the pre-Dirichlet form Egcl , i.e.,
Egcl(F1,F2) =
∫
ΓX
F1(γ )HgclF2(γ )gcl(dγ ), F1,F2 ∈FC(ΓX). (4.3)
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Hgcl for the corresponding closure and its generator, respectively; note that the latter is the
Friedrichs extension of (Hgcl ,FC(ΓX)). It follows from the properties of the carré du champ∑
x∈γ ∇xF1(γ ) ·∇xF2(γ ) that Egcl is a quasi-regular local Dirichlet form on a bigger state space
Γ¨X consisting of all integer-valued Radon measures on X (see [31, condition (Q), p. 298, and
§4.5.1]). By general theory of Dirichlet forms (see [30]), this implies the following result (cf.
[2,3,9]).
Theorem 4.2. There exists a conservative diffusion process X = (Xt , t  0) on Γ¨X , properly
associated with the Dirichlet form Egcl , that is, for any function F ∈ L2(Γ¨X,gcl) and all t  0,
the map
Γ¨X  γ 	→ ptF (γ ) :=
∫
Ω
F(Xt )dPγ
is an Egcl -quasi-continuous version of exp(−tHgcl)F . Here Ω is the canonical sample space (of
Γ¨X-valued continuous functions on R+) and (Pγ , γ ∈ Γ¨X) is the family of probability distribu-
tions of the process X conditioned on the initial value γ = X0 (gcl-a.s.). The process X is unique
up to gcl-equivalence. In particular, X is gcl-symmetric (i.e.,
∫
F1ptF2 dgcl =
∫
F2ptF1 dgcl for
all measurable functions F1,F2 : Γ¨X →R+) and gcl is its invariant measure.
4.2. Irreducibility of the Dirichlet form
In this section, we assume that any cluster contains a.s. no more than N points, where N is
fixed; that is, the measure η (see Section 2.2) is supported on the reduced space X =⊔Nk=0 Xk
(cf. (2.1); for convenience and with some abuse of notation, we preserve the same symbol X for
this space).
Similarly to (4.1), let Egˆ be the pre-Dirichlet form associated with the Gibbs measure gˆ, de-
fined on functions F1,F2 ∈FC(ΓZ ) ⊂ L2(ΓZ , gˆ) by
Egˆ(F1,F2) :=
∫
ΓZ
〈∇ΓZF1(γˆ ),∇ΓZF2(γˆ )〉γˆ gˆ(dγˆ ). (4.4)
The integral in (4.4) is finite because gˆ ∈ M2 ⊂ M1. This also implies that the Γ -gradient in
(4.4) can be considered as an (unbounded) operator ∇ΓZ : L2(ΓZ , gˆ) → L2V(ΓZ , gˆ) with domain
FC(ΓZ ), where L2V(ΓZ , gˆ) is the space of square-integrable vector fields on ΓZ .
So far, not much was required from the underlying Gibbs measure g ∈ G (θ,Φ), apart from
suitable bounds on its correlation functions. But in this section we want to establish and explore a
relationship between the Dirichlet forms of the measures gcl and gˆ. In order to guarantee the ex-
istence of the latter Dirichlet form (that is, the closability of the form (4.4)), we need certain reg-
ularity of gˆ, and in particular certain smoothness of the interaction potential Φ . More precisely,
let us assume that g is a Ruelle measure, that is, its interaction potential Φ is a translation-
invariant pair potential (see Appendix A, Example A.1), Φ({x, x′}) = φ0(x − x′) = φ0(x′ − x)
(x, x′ ∈ X), with function φ0 satisfying the standard conditions of superstability (SS), lower reg-
ularity (LR) and integrability (I) (see [35,36]). In addition, we assume that the corresponding
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entiability condition (D) holds: the function e−ψ(x), where ψ := φ0 + ϕ, is weakly differentiable
and ∇ψ ∈ L2 ∩L1(X, e−ψ(x)dx).
According to [3], conditions (SS), (LR), (I) and (D) imply an integration-by-parts formula
for the measure g. From the construction of the measure gˆ (see Section 2.4), it easily follows
that all these conditions also hold for gˆ (on the space Z) and hence, again by [3], gˆ satisfies the
integration-by-parts formula∫
ΓZ
∇Γw F1(γˆ )F2(γˆ ) gˆ(dγˆ ) = −
∫
ΓZ
F1(γˆ )
(∇Γw F2(γˆ )+Bwgˆ (γˆ )F2(γˆ )) gˆ(dγˆ ), (4.5)
for any F1,F2 ∈ FC(ΓZ ) and w ∈ Vect0(Z), where Bwgˆ ∈ L2(ΓZ , gˆ) is the logarithmic deriva-
tive of the measure gˆ along the vector field w.
Remark 4.1. Adaptation of a general formula from [3] shows that the logarithmic derivative Bwgˆ
is given by
Bwgˆ (γˆ ) =
〈
βw
θˆ
, γˆ
〉+ ∑
{z1,z2}∈γˆ
∇φ˜0(z1 − z2) ·(w(z1)−w(z2)),
where βw
θˆ
is the logarithmic derivative of the measure θˆ in the direction w and φ˜0(z) :=
φ0(pX(z)). However, the explicit form of Bwgˆ is not needed for our purposes.
It follows from the integration-by-parts formula (4.5) that the pre-Dirichlet form Egˆ defined
in (4.4) is closable (we keep the same notation for the closure and denote by D(Egˆ) its domain).
Following [3], we introduce an extension Emaxgˆ of the form Egˆ as follows. Let divΓZ :
L2V(ΓZ , gˆ) → L2(ΓZ , gˆ) be the operator adjoint to (∇ΓZ ,FC(ΓZ )), which is well defined on
FV(ΓZ ). Then the adjoint (dΓZ ,D(dΓZ )) of the operator (divΓZ ,FV(ΓZ )) is a closed extension
of the operator (∇ΓZ ,FC(ΓZ )). Now, consider the bilinear form
Emaxgˆ (F1,F2) :=
∫
ΓZ
〈
dΓZF1(γˆ ), d
Γ
ZF2(γˆ )
〉
γˆ
gˆ(dγˆ ) (4.6)
with domain D(Emaxgˆ ) =D(dΓZ ); clearly, (Emaxgˆ ,D(dΓZ )) is an extension of the form (Egˆ,D(Egˆ)).
Our aim is to study a relationship between the forms Egcl and Emaxgˆ and to characterize in
this way the kernel of Egcl . We need some preparations. Let us recall that the projection map
q :Z → Γ 	X was defined in (2.18) as q := p ◦ s, where the map s :Z →X is given by
Z  (x, y¯) 	→ s(x, y¯) := y¯ + x ∈X.
As usual, we preserve the same notation for the induced maps of the corresponding configuration
spaces. It follows directly from the definition of the map p (see (2.3)) that(∇Γ F ) ◦ p= ∇Γ (F ◦ p), F ∈FC(ΓX), (4.7)X X
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Tγ¯ ΓX =
⊕
y¯∈γ¯
Ty¯X=
⊕
y¯∈γ¯
⊕
yi∈y¯
TyiX =
⊕
yi∈p(γ¯ )
TyiX = Tp(γ¯ )X. (4.8)
Lemma 4.3. Let F ∈FC(ΓX). Then the function Fˆ := F ◦ q belongs to the domain D(Emaxgˆ ).
Proof. By definition of D(Emaxgˆ ), we need to show that there exists a vector field W ∈
L2V(ΓZ , gˆ) such that, for any V ∈FV(ΓZ ),∫
ΓZ
Fˆ (γˆ )divΓZ V (γˆ ) gˆ(dγˆ ) = −
∫
ΓZ
〈
W(γˆ ),V (γˆ )
〉
γˆ
gˆ(dγˆ ). (4.9)
Without loss of generality we can assume that V = Gv, where G ∈ FC(ΓZ ) and v ∈ Vect0(Z).
Then (see [3])
divΓZ V = ∇Γv G+BvgˆG.
Note that, even though the function Fˆ does not belong to the class FC(ΓZ ), it has the form
Fˆ (γˆ ) = f (〈φ1, γˆ 〉, . . . , 〈φk, γˆ 〉), γˆ ∈ ΓZ ,
where k ∈ N, f ∈ C∞b (Rk) and φ1, . . . , φk ∈ C∞θˆ (X) (:= the set of C∞-functions on X with
θˆ -bounded support and bounded derivatives). Integration-by-parts formula (4.5) can be extended
to such functions in a straightforward manner. Applying this formula, we obtain∫
ΓZ
Fˆ (γˆ )
(∇Γv G(γˆ )+Bvgˆ (γˆ )G(γˆ )) gˆ(dγˆ ) = − ∫
ΓZ
∇Γv Fˆ (γˆ )G(γˆ ) gˆ(dγˆ )
= −
∫
ΓZ
〈∇ΓZ Fˆ (γˆ ), v〉γˆ G(γˆ ) gˆ(dγˆ )
= −
∫
ΓZ
〈∇ΓZ Fˆ (γˆ ),G(γˆ )v〉γˆ gˆ(dγˆ ),
and Eq. (4.9) holds with W = ∇ΓZ Fˆ .
It remains to show that W ∈ L2(ΓZ , gˆ). Let us introduce the linear operator ds∗ : X→ Z by
the formula
ds∗(y¯) := (‖y¯‖1, y¯), y¯ ∈X= N⊔
k=0
Xk, (4.10)
where ‖y¯1‖ =∑yi∈y¯ yi (see (3.31)). Note that ‖ds∗‖ = √N + 1. As suggested by the notation,
ds∗ coincides with the adjoint of the derivative
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under the identification Ty¯X=X, TzZ =Z . A direct calculation shows that for any differentiable
function f on X the following commutation relation holds(
ds∗∇f ) ◦ s = ∇(f ◦ s). (4.11)
Here the symbol ∇ denotes the gradient on the corresponding space (i.e., X on the left and Z on
the right).
Let
ds∗(γˆ ) : Ts(γˆ )ΓX =
⊕
y¯∈s(γˆ )
Ty¯X→
⊕
z∈γˆ
TzZ = Tγˆ ΓZ
be the natural lifting of the operator ds∗; in view of (4.8) this can be interpreted as a bounded
operator
ds∗(γˆ ) : Tq(γˆ )ΓX → Tγˆ ΓZ
with the norm (cf. (4.10)) ∥∥ds∗(γˆ )∥∥= √N + 1, (4.12)
which induces the (bounded) operator
Iqds∗ : L2V(ΓX,gcl) → L2V(ΓZ , gˆ) (4.13)
acting as follows (Iqds∗V )(γˆ ) = ds∗(γˆ )V (q(γˆ )), V ∈ L2V(ΓX,gcl).
Note that formula (4.11) together with (4.7) implies(
ds∗∇ΓXF
) ◦ q= ∇ΓZ (F ◦ q), F ∈FC(ΓX). (4.14)
Hence, using the change of variables (B.6), relation (4.12) and Theorem 4.1(a), for any F ∈
FC(ΓX) we have∫
ΓZ
∣∣∇ΓZ (F ◦ q)∣∣2 gˆ(dγˆ ) = ∫
ΓZ
∣∣ds∗∇ΓXF (q(γˆ ))∣∣2γˆ gˆ(dγˆ )
=
∫
ΓX
∣∣ds∗∇ΓXF(γ )∣∣2γ gcl(dγ )
 (N + 1)
∫
ΓX
∣∣∇ΓXF(γ )∣∣2γ gcl(dγ ) < ∞, (4.15)
which implies that Fˆ = F ◦q ∈D(Emax), as claimed. This completes the proof of the lemma. gˆ
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domains satisfy the relation Iq(D(Egcl)) ⊂ D(Emaxgˆ ). Furthermore, F ∈ KerEgcl if and only if
IqF ∈ KerEmaxgˆ .
Proof. Formula (4.14) can be rewritten in terms of operators acting in the corresponding L2-
spaces,
Iqds∗∇ΓXF = dΓZIqF, F ∈FC(ΓX). (4.16)
Using the bound (4.15) we have, for any F ∈FC(ΓX),
‖F‖2Egcl := Egcl(F,F )+
∫
ΓX
F (γ )2 gcl(dγ )
 (N + 1)−1Emaxgˆ (IqF,IqF)+
∫
ΓZ
(IqF(γˆ ))2 gˆ(dγˆ )
 (N + 1)−1‖IqF‖2Emaxgˆ ,
which implies that Iq(D(Egcl)) ⊂D(Emaxgˆ ), thus proving the first part of the theorem.
Further, using approximation arguments and the continuity of the operator (4.13), one can
show that equality (4.16) extends to the domain D(Egcl) and
Emaxgˆ (IqF,IqF) =
∫
ΓZ
∣∣(Iqds∗∇ΓXF )(γˆ )∣∣2γˆ gˆ(dγˆ ), F ∈D(Egcl), (4.17)
where ∇ΓX is the closure of the operator (∇ΓX ,FC(ΓX)). Since Ker(Iqds∗) = {0}, formula
(4.17) readily implies that IqF ∈ KerEmaxgˆ if and only if ∇ΓXF = 0, which is equivalent to
F ∈ KerEgcl . 
Let us recall that a bilinear form E is termed irreducible if the condition E(F,F ) = 0 implies
that F = const for any bounded F ∈D(E). If, in addition, E is a Dirichlet form, the condition of
boundedness of F can be dropped, see [3]. Observe that Emaxgˆ is not in general a Dirichlet form.
Corollary 4.5. The Dirichlet form Egcl is irreducible if Emaxgˆ is such.
Proof. The result follows immediately from Theorem 4.4 and the obvious fact that if IqF =
const (gˆ-a.s.) then F = const (gcl-a.s.). 
Remark 4.2. It has been proved in [3] that the form Emaxgˆ is irreducible if and only if gˆ ∈
extG (θˆ , Φˆ); in turn, the latter is equivalent to g ∈ extG (θ,Φ) provided that g ∈ GL(θ,Φ) (see
Corollary 2.9).
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Appendix A. Gibbs measures on configuration spaces
Let us briefly recall the definition and some properties of (grand canonical) Gibbs measures
on the configuration space ΓX . For a more systematic exposition and further details, see the
classical books [17,33,35]; more recent useful references include [3,25,26].
Denote by Γ 0X := {γ ∈ ΓX : γ (X) < ∞} the subspace of finite configurations in X. Let Φ :
Γ 0X →R∪{+∞} be a measurable function (called the interaction potential) such that Φ(∅) = 0.
A simple, most common example is that of the pair interaction potential, i.e., such that Φ(γ ) = 0
unless configuration γ consists of exactly two points.
Definition A.1. The energy E : Γ 0X →R∪ {+∞} is defined by
E(ξ) :=
∑
ζ⊂ξ
Φ(ζ )
(
ξ ∈ Γ 0X
)
, E(∅) := 0. (A.1)
The interaction energy between configurations ξ ∈ Γ 0X and γ ∈ ΓX is given by
E(ξ, γ ) :=
{∑
γ⊃γ ′∈Γ 0X Φ(ξ ∪ γ
′) if
∑
γ⊃γ ′∈Γ 0X |Φ(ξ ∪ γ
′)| < ∞,
+∞ otherwise. (A.2)
Definition A.2. Let G (θ,Φ) denote the class of all grand canonical Gibbs measures correspond-
ing to the reference measure θ and the interaction potential Φ , that is, the probability measures on
ΓX that satisfy the Dobrushin–Lanford–Ruelle (DLR) equation (see, e.g., [3, Eq. (2.17), p. 251]).
In the present paper, we use an equivalent characterization of the Gibbs measures via the
Georgii–Nguyen–Zessin (GNZ) equation (see [16, Theorem 3.5], [32, Theorem 2]).
Theorem A.1. A measure g on the configuration space ΓX belongs to the Gibbs class G (θ,Φ)
if and only if either of the following conditions holds:
(i) (GNZ equation) For any function H ∈ M+(X × ΓX),∫
ΓX
∑
x∈γ
H(x, γ )g(dγ ) =
∫
ΓX
(∫
X
H
(
x, γ ∪ {x})e−E({x},γ )θ(dx))g(dγ ). (A.3)
(ii) (Ruelle’s equation) For any bounded function F ∈ M+(ΓX) and any compact set Λ ⊂ X,∫
Γ
F (γ )g(dγ ) =
∫
Γ
e−E(ξ)
( ∫
Γ
F (ξ ∪ γ ) e−E(ξ,γ ) g(dγ )
)
λθ (dξ), (A.4)X Λ X\Λ
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λθ (dξ) =
∞∑
n=0
1
{
ξ(Λ) = n} 1
n!
⊗
x∈ξ
θ(dx), ξ ∈ Γ 0Λ. (A.5)
Remark A.1. Using a standard argument based on the decomposition H = H+ − H−, |H | =
H+ +H− with H+ := max{H,0}, H− := max{−H,0}, one can see that Eq. (A.3) is also valid
for an arbitrary measurable function H : X × ΓX →R provided that∫
ΓX
∑
x∈γ
∣∣H(x,γ )∣∣g(dγ ) < ∞. (A.6)
Remark A.2. In paper [32], the result of Theorem A.1 is proved under the additional assumptions
of stability of the interaction potential Φ and temperedness of the measure g. In a subsequent
work by Kuna [25, Theorems 2.2.4 and A.1.1], these assumptions have been lifted.
Remark A.3. Inspection of [32, Theorem 2] or [25, Theorem A.1.1] reveals that the proof of the
implication (A.3) ⇒ (A.4) is valid for any set Λ ∈ B(X) satisfying the conditions θ(Λ) < ∞
and γ (Λ) < ∞ (g-a.s.). Hence, Ruelle’s equation (A.4) is valid for such sets as well.
In the “interaction-free” case where Φ ≡ 0, the unique grand canonical Gibbs measure coin-
cides with the Poisson measure πθ (with intensity measure θ ). In the general situation, there are
various types of conditions to ensure that the class G (θ,Φ) is non-empty (see [14,17,33,35,36]
and also [25,24,26]).
Example A.1. The following are four classical examples of translation-invariant pair interaction
potentials (i.e., such that Φ({x, y}) = φ0(x − y) ≡ φ0(y − x)), for which G (θ,Φ) = ∅.
(1) (Hard core potential) φ0(x) = +∞ for |x| r0, otherwise φ0(x) = 0 (r0 > 0).
(2) (Purely repulsive potential) φ0 ∈ C20(Rd), φ0  0 on Rd , and φ0(0) > 0.
(3) (Lennard–Jones type potential) φ0 ∈ C2(Rd \ {0}), φ0 −a > −∞ on Rd , φ0(x) := c|x|−α
for |x| r1 (c > 0, α > d), and φ0(x) = 0 for |x| > r2 (0 < r1 < r2 < ∞).
(4) (Lennard–Jones “6–12” potential) d = 3, φ0(x) = c(|x|−12 − |x|−6) for x = 0 (c > 0) and
φ0(0) = +∞.
Definition A.3. For a Gibbs measure g ∈ G (θ,Φ) on ΓX , its correlation function κng : Xn →R+
of the n-th order (n ∈ N) is defined by the following property: for any function φ ∈ M+(Xn),
symmetric with respect to permutations of its arguments, it holds∫
ΓX
∑
{x1,...,xn}⊂γ
φ(x1, . . . , xn)g(dγ )
= 1
n!
∫
Xn
φ(x1, . . . , xn)κ
n
g (x1, . . . , xn) θ(dx1) · · · θ(dxn). (A.7)
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ΓX
γ (B)g(dγ ) =
∫
B
κ1g (x) θ(dx). (A.8)
Example A.2. In the Poisson case (i.e., Φ ≡ 0), we have κnπθ (x) ≡ n! (n ∈N).
Remark A.4. Using the GNZ equation (A.3) with H(x,γ ) = φ(x), from definition (A.8) it
follows that
κ1g (x) =
∫
ΓX
e−E({x},γ ) g(dγ ), x ∈ X. (A.9)
In particular, representation (A.9) implies that if Φ  0 (non-attractive interaction potential) then
κ1g (x) 1 for all x ∈ X, so that κ1g is bounded.
Remark A.5. If the first-order correlation function κ1g (x) is integrable on any set B ∈ B(X) of
finite θ -measure (e.g., if κ1g is bounded on X, cf. Remark A.4), then, according to (A.8), the
mean number of points in γ ∩B is finite, also implying that γ (B) < ∞ for g-a.a. configurations
γ ∈ ΓX (cf. Remark A.3). Conversely, if κ1g (x)  c > 0 for all x ∈ X and the mean number of
points in γ ∩B is finite, then it follows from (A.8) that θ(B) < ∞.
Definition A.4. For a probability measure μ on ΓX , the notation μ ∈Mn(ΓX) signifies that∫
ΓX
∣∣〈φ,γ 〉∣∣n μ(dγ ) < ∞, φ ∈ C0(X). (A.10)
Definition A.5. We denote by GL(θ,Φ) the set of all Gibbs measures g ∈ G (θ,Φ) such that all
its correlation functions κng are well defined and satisfy, for some constant c > 0 and all n ∈ N,
the estimate
∣∣κng (x1, . . . , xn)∣∣ (cn2)n, (x1, . . . , xn) ∈ Xn. (A.11)
The following useful criterion was proved by Lenard [28].
Proposition A.2. Let g1,g2 ∈ GL(θ,Φ) and κng1 = κng2 for all n ∈N. Then g1 = g2.
Definition A.6. We denote by extG (θ,Φ) the set of extreme elements of the (convex) set
G (θ,Φ), that is, those measures g ∈ G (θ,Φ) that cannot be written as g = 12 (g1 + g2) with
g1,g2 ∈ G (θ,Φ) and g1 = g2.
Using Ruelle’s equation (A.4), it is easy to obtain the following result (cf. [25, Corol-
lary 2.2.6]).
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measure gΛ on the configuration space ΓΛ as the corresponding marginal of g,
gΛ(A) := g
({γ ∈ ΓX: γ ∩Λ ∈ A}), A ∈ B(ΓΛ).
Then gΛ is absolutely continuous with respect to the Lebesgue–Poisson measure λθ , and its
Radon–Nikodym density SΛ := dgΛ/dλθ ∈ L1(ΓΛ,λθ ) is given by
SΛ(ξ) = e−E(ξ)
∫
ΓX\Λ
e−E(ξ,γ ) g(dγ ), ξ ∈ ΓΛ. (A.12)
Appendix B. Proof of Lemma 3.6
(a) Using the multinomial expansion, for any f ∈ C0(Z) we have∫
ΓZ
∣∣〈f, γˆ 〉∣∣n gˆ(dγˆ ) ∫
ΓZ
(∑
z∈γˆ
∣∣f (z)∣∣)n gˆ(dγˆ )
=
n∑
m=1
∫
ΓZ
∑
{z1,...,zm}⊂γˆ
φn(z1, . . . , zm) gˆ(dγˆ ), (B.1)
where φn(z1, . . . , zm) is a symmetric function given by
φn(z1, . . . , zm) :=
∑
i1,...,im1
i1+···+im=n
n!
i1! · · · im!
∣∣f (z1)∣∣i1 · · · ∣∣f (zm)∣∣im . (B.2)
By formula (A.7), the integral on the right-hand side of (B.1) is reduced to
1
m!
∫
Zm
φn(z1, . . . , zm) κ
m
gˆ (z1, . . . , zm) θˆ(dz1) · · · θˆ (dzm). (B.3)
By Theorem 2.6(b), the hypotheses of the lemma imply that 0  κmgˆ  cm with some constant
cm < ∞ (m = 1, . . . , n). Hence, substituting (B.2) we obtain that the integral in (B.3) is bounded
by
∑
i1,...,im1
i1+···+im=n
cmn!
i1! · · · im!
m∏
j=1
∫
Z
∣∣f (zj )∣∣ij θˆ (dzj ) < ∞, (B.4)
since each integral in (B.4) is finite owing to the assumption f ∈ C0(Z). Moreover, bound (B.4)
is valid for any function f ∈⋂n Lm(Z, θˆ ). Returning to (B.1), this yields (3.25).m=1
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ΓX
∣∣〈φ,γ 〉∣∣n gcl(dγ ) = ∫
ΓZ
∣∣〈φ,q(γˆ )〉∣∣n gˆ(dγˆ ) = ∫
ΓZ
∣∣〈q∗φ, γˆ 〉∣∣n gˆ(dγˆ ), (B.5)
where
q∗φ(x, y¯) :=
∑
yi∈y¯
φ(yi + x), (x, y¯) ∈Z. (B.6)
Due to part (a) of the lemma, it suffices to show that q∗φ ∈ Lm(Z, θˆ ) for any m = 1, . . . , n. By
the elementary inequality (a1 + · · · + ak)m  km−1(am1 + · · · + amk ), from (B.6) we have∫
Z
∣∣q∗φ(z)∣∣m θˆ(dz) ∫
Z
NX(y¯)
m−1 ∑
yi∈y¯
∣∣φ(yi + x)∣∣m θˆ(dx × dy¯), (B.7)
where NX(y¯) is the “dimension” of the vector y¯ (see (2.38)). Recalling that θˆ = θ ⊗η and denot-
ing bφ := supx∈X |φ(x)| < ∞ and Kφ := suppφ ⊂ X, the right-hand side of (B.7) is dominated
by ∫
X
NX(y¯)
m−1
(
(bφ)
m
∑
yi∈y¯
∫
X
1Kφ−yi (x) θ(dx)
)
η(dy¯)
= (bφ)m
∫
X
NX(y¯)
m−1 ∑
yi∈y¯
θ(Kφ − yi) η(dy¯)
 (bφ)m sup
y∈X
θ(Kφ − y)
∫
X
NX(y¯)
m η(dy¯) < ∞,
according to assumptions (2.49) and (3.26). The proof is complete.
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