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a b s t r a c t
We consider a proof (more accurately, refutation) system based on the Sherali–Adams (SA)
operator associatedwith integer linear programming. If F is a CNF contradiction that admits
a Resolution refutation of width k and size s, then we prove that the SA rank of F is≤ k and
the SA size of F is ≤ (k + 1)s + 1. We establish that the SA rank of both the Pigeonhole
Principle PHPnn−1 and the Least Number Principle LNPn is n − 2. Since the SA refutation
system rank-simulates the refutation systemof Lovász–Schrijverwithout semidefinite cuts
(LS), we obtain as a corollary linear rank lower bounds for both of these principles in LS.
© 2009 Published by Elsevier B.V.
1. Introduction
It iswell-known that questions on the satisfiability of propositional CNF formulaemay be reduced to questions on feasible
solutions for certain Integer Linear Programs (ILPs). In light of this, several ILP-based proof (more accurately, refutation)
systems have been suggested for propositional CNF formulae, based on proving that the relevant ILP has no solutions.
Typically, this is accomplished by relaxing an ILP to a continuous Linear Program (LP), which itself may have (non-integral)
solutions, and then modifying this LP iteratively until it has a solution iff the original ILP had a solution. Among the most
popular ILP-based refutation systems are Cutting Planes [1,2] and several proposed by Lovász and Schrijver [3].
Anothermethod for solving ILPswas proposedby Sherali andAdams [4], andhas recently been explored as a propositional
refutation system in [5]. The Sherali–Adams system (SA) is of significant interest as a static variant of the Lovász–Schrijver
system without semidefinite cuts (LS). It is proved in [6] that the SA rank of a polytope is less than or equal to its LS rank;
hence we may claim that SA is stronger than LS .1 Although completeness of SA follows from [6], we will demonstrate the
following two connections with resolution which yield completeness. Let F be a CNF contradiction.
Proposition 1. If F has Resolution width k, then F has SA rank≤ k.
Corollary 2. If F has Resolution width k and size s, then F has SA size≤ (k+ 1)s+ 1.
The Pigeonhole Principle, which essentially asserts that n pigeons may not be assigned to n− 1 holes such that no hole
has more than one pigeon, and the Least Number Principle, which asserts that a partially-ordered n-set possesses a minimal
element, are ubiquitous in Proof Complexity. In particular, the Pigeonhole Principle is known to require exponential-size
bounded-depth Frege proofs [7], and its negation to require exponential-size Resolution refutations [8]. The negation of the
Pigeonhole principle, expressed as an LP, in which we are interested only in the integer hull, specifies the convex polytope
PHPnn−1. Similarly, the negation of the Least Number Principle specifies the polytope LNPn. The principle contribution of this
paper is the following.
Theorem 4. The SA rank of PHPnn−1 is n− 2.
∗ Corresponding author. Tel.: +44 1913341700.
E-mail address: barnabymartin@gmail.com (B. Martin).
1 Since the original submission of this paper, it has been proved that SA is strictly stronger than LS, see [15].
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Theorem 12. The SA rank of LNPn is n− 2.
It follows that the LS rank of each of these polytopes is ≥ n − 2. Similar lower bounds are already known for PHPnn−1 in
LS [9] and for LNPn in LS0 [10] and LS+ [11]. LS0 is a weaker, non-commutative variant of LS and LS+ is a stronger variant
allowing semidefinite cuts. Note that it is likely that SA and LS+ are incomparable. We also demonstrate that both PHPnn−1
and LNPn admit polynomially-sized SA refutations; the latter result following from our polynomial simulation of Resolution.
1.1. Related work
It is a consequence of the dichotomy theorem of [5] that the SA ranks of both PHPnn−1 and LNPn are non-constant, in fact
Ω((log n)c), for some c ≥ 0. In a preliminary version of this paper, [12], it was established that the SA ranks of PHPnn−1 and
LNPn are≥ n−22 and≥ n− 2, respectively. It also follows from [4,6] that the SA ranks of PHPnn−1 and LNPn are both≤ n2− 1.
In this paper we perfect these results, providing matching upper and lower rank bounds. The polynomial upper bound on
the size of an SA refutation of PHPnn−1 also first appeared in [12].
2. Preliminaries
The refutation system Resolution acts on propositional formulae F in conjunctive normal form (CNF). Initially, we may
assume only the initial clauses of F as axioms. At any stage, if we have derived clauses of the form (l1 ∨ · · · ∨ li ∨ v) and
(l′1 ∨ · · · ∨ l′i′ ∨ ¬v) (for v a variable and l1, . . . , li, l′1, . . . , l′i′ literals of F ) then we may deduce, via the resolution rule, the
clause (l1 ∨ · · · ∨ li ∨ l′1 ∨ · · · ∨ l′i′). The aim is to derive the empty clause (Boolean false). It is known that Resolution is
both sound and complete, i.e. there is a legitimate derivation of the empty clause from F iff F is a contradiction. A Resolution
refutationmay be seen as a directed acyclic graph (DAG) from the initial clauses to the empty clause. Thewidth (resp., size) of
a Resolution refutation is the maximum size of a clause used in the derivation of the empty clause (resp., number of vertices
in the associated DAG); the Resolution width (resp., size) of F is the minimal width (resp., size) of its Resolution refutations.
Let [m] be the set {1, . . . ,m}. From a CNF formula F := C1 ∧ · · · ∧ Cr in variables v1, . . . , vm we generate an ILP in 2m
variables Pvλ , P¬vλ (λ ∈ [m]). For literals l1, . . . , lt s.t. (l1 ∨ · · · ∨ lt) is a clause of F , we have the constraining inequality
Pl1 + · · · + Plt ≥ 1. (2.1)
We also have, for each λ ∈ [m], the equalities of negation
Pvλ + P¬vλ = 1 (2.2)
together with the bounding inequalities
0 ≤ Pvλ ≤ 1 and 0 ≤ P¬vλ ≤ 1. (2.3)
Let SF0 be the polytope specified by these constraints on the real numbers. It is clear that this polytope contains integral
points iff the formula F is satisfiable.
The Lovász–Schrijver refutation system without semidefinite cuts (LS) is a lift-and-project system that allows the
intermediate use of quadratic inequalities. There are two new axioms: for each λ ∈ [m]
Pvλ · P¬vλ = 0 and Pvλ · Pvλ = Pvλ , (2.4)
and there are three derivation rules:
I. Multiply a linear inequality by a Pvλ or P¬vλ .
II. Multiply any inequality by a positive constant.
III. Add any two inequalities.
The goal is to derive the contradiction −1 ≥ 0. An LS refutation may be seen as a tree in which the axioms (2.1)–(2.4) are
the leaves and the contradiction−1 ≥ 0 is the root. The rank of the refutation is the maximum number of derivation steps
of Type I from the root to the leaves; the rank of SF0 (F ) is the minimal rank of its LS refutations. (Our definition of LS rank
may seem a little unorthodox, but it is readily seen to be equivalent to that given in [3].)
Sherali–Adams (SA) provides a static refutation method that takes the polytope SF0 defined by (2.1)–(2.3) and r-lifts it to
another polytope SFr in
∑r+1
λ=0
(2m
λ
)
dimensions. Specifically, the variables involved in defining the polytope SFr are Pl1∧···∧lr+1
(l1, . . . , lr+1 literals of F ) and P∅. Note that we accept commutativity and idempotence of the∧-operator, e.g. Pl1∧l2 = Pl2∧l1
and Pl1∧l1 = Pl1 . Here, ∅ represents the empty conjunct (Boolean true); hence we set P∅ := 1. For literals l1, . . . , lt , s.t.
(l1 ∨ · · · ∨ lt) is a clause of F , we have the constraining inequalities
Pl1∧D + · · · + Plt∧D ≥ PD, (2.1′)
for D any conjunction of at most r literals of F . We also have, for each λ ∈ [m] and D any conjunction of at most r literals,
the equalities of negation
Pvλ∧D + P¬vλ∧D = PD (2.2′)
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together with the bounding inequalities
0 ≤ Pvλ∧D ≤ PD and 0 ≤ P¬vλ∧D ≤ PD. (2.3′)
The SA rank of the polytope SF0 (formula F ) is theminimal i such that S
F
i is empty. The largest r forwhich S
F
r need be considered
is 2m, since beyond that there are no new literals to lift by. Even that is somewhat further than necessary, largely because,
if the conjunction D contains both a variable and its negation, it may be seen from the equalities of negation that PD = 0. In
fact, it follows from [6] that the SA rank of SF0 is always≤ m−1 (for a contradiction F ). Of course, in general, SF0 is non-empty;
in fact, if F is a contradiction that does not admit refutation by unit clause propagation, this is the case (we may use unit
clause propagation to assign 0–1 values to some variables, thereafter assigning 1/2 to those variables remaining). Note that
it follows that any unsatisfiable Horn CNF F (i.e., where each clause contains at most one positive variable) has SA rank 0,
since F must then admit refutation by unit clause propagation (which may be used to demonstrate SF0 empty).
The number of defining inequalities of the polytope SFr is exponential in r; hence a naive measure of SA size would see it
grow exponentially in rank. However, not all of the inequalities (2.1′)–(2.3′) may be needed to specify the empty polytope.
We therefore define the SA size of the polytope SF0 (formula F ) to be the size of a minimal subset of the inequalities (2.1
′)–
(2.3′) of SF2m that specifies the empty polytope.
We note that, for r ′ ≤ r , the defining inequalities of SFr ′ are consequent on those of SFr . Equivalently, any solution to the
inequalities of SFr gives rise to solutions of the inequalities of S
F
r ′ , when projected on to its variables. If D
′ is a conjunction
of r ′ literals, then PD∧D′ ≤ PD follows by transitivity from r ′ instances of (2.3′). We refer to the property PD∧D′ ≤ PD as
monotonicity.
3. Soundness and completeness
Let SF0 be a polytope encoding a CNF F , as in the previous section. If S
F
0 contains an integral point then S
F
r is non-empty,
for all r; indeed, SFr will also contain an integral point. Let (Pv1 , . . . , Pvm , P¬v1 , . . . , P¬vm , P∅) be a 0− 1 point vector in SF0 . It
may easily be verified that the vector whose entries are given by
Pl1∧l2∧···∧lr+1 := Pl1 · Pl2 · · · Plr+1
is in SFr . Soundness of SA immediately follows.
We will argue completeness by simulation of Resolution, although the result follows from [4,6]. As mentioned, a
Resolution refutation may be seen as a directed acyclic graph (DAG) from the empty clause to the initial clauses. In this
DAG a certain node has two child nodes from which it was deduced via the resolution rule.
Proposition 1. If F is a contradictory CNF whose Resolution width is k, then SF0 has SA rank≤ k.
Proof. It suffices to prove that SFk is empty. Consider a Resolution DAG G for F of width k. Each node in G is labelled by either
an initial clause or by (l1 ∨ · · · ∨ li ∨ l′1 ∨ · · · ∨ l′i′)with two child nodes (l1 ∨ · · · ∨ li ∨ v) and (l′1 ∨ · · · ∨ l′i′ ∨ ¬v) (for v a
variable and l1 ∨ · · · ∨ li, l′1 ∨ · · · ∨ l′i′ literals of F , and i+ 1, i′ + 1, i+ i′ ≤ k). Consider the related DAG G′ in which these
labels are substituted by P¬l1∧···∧¬li∧¬l′1∧···∧¬l′i′ and P¬l1∧···∧¬li∧¬v and P¬l′1∧···∧¬l′i′∧v .
l1 ∨ · · · ∨ li ∨ v Subgraph of G l′1 ∨ · · · ∨ l′i′ ∨ ¬v
l1 ∨ · · · ∨ li ∨ l′1 ∨ · · · ∨ l′i′
iSSSSSSSSSSSSSSS
5jjjjjjjjjjjjjjj
P¬l1∧···∧¬li∧¬v Subgraph of G′ P¬l′1∧···∧¬l′i′∧v
P¬l1∧···∧¬li∧¬l′1∧···∧¬l′i′
iSSSSSSSSSSSSSSS
5kkkkkkkkkkkkkkk
Each sink in G′ came from an initial clause, and has the label P¬l1∧¬l2...∧¬lt where (l1 ∨ l2 . . . ∨ lt)was a clause of F , and the
unique source is labelled P∅. From (2.1′), with D := ¬l1 ∧ . . .¬lt , and the equalities of negation, we obtain
0 ≥ P¬l1∧¬l2∧···∧¬lt
as a consequence of SFk (since t ≤ k).We nowproceed by induction on the distance from a sink inG′, to prove that every node
PD must take a value≤ 0. Since the unique source is labelled by P∅, this will contradict the SA axiom P∅ = 1. The base case,
distance 0 from a sink, has been proved. Suppose it is true for distance≤ m. Consider a node labelled P¬l1∧···∧¬li∧¬l′1∧···∧¬l′i′ at
distancem+1. Its children are labelled P¬l1∧···∧¬li∧¬v and P¬l′1∧···∧¬l′i′∧v , and bothmust be evaluated to≤ 0, by the inductive
hypothesis. It follows bymonotonicity that P¬l1∧···∧¬li∧¬l′1∧···∧¬l′i′∧¬v and P¬l1∧···∧¬li∧¬l′1∧···∧¬l′i′∧v must both be≤ 0 (and since
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i+ i′ ≤ k the inequalities with these variables are both present in the kth lift), whereupon P¬l1∧···∧¬li∧¬l′1∧···∧¬l′i′ ≤ 0 follows
from the equalities of negation. 
Corollary 2. If F is a contradictory CNFwhose Resolutionwidth and size are k and s, respectively, then SF0 has SA size≤ (k+1)s+1.
Proof. In order to derive each of the sink inequalities, of the form 0 ≥ P¬l1∧¬l2∧···∧¬lt , we require t + 1 ≤ k+ 1 inequalities
(one instance of (2.1′) and t equalities of negation). During each simulation of a Resolution step, we require i+ i′+1 ≤ k+1
inequalities (one equality of negation and i + i′ inequalities to derive monotonicity). Finally, at the source, we require also
the extra equality P∅ = 1. 
Corollary 3. Let F be a contradictory 2-CNF. Then the polytope SF0 has SA rank≤ 2.
The corollary follows from the fact that contradictory 2-CNFs are exactly those with Resolution width≤ 2.
In fact, contradictory 2-CNFs F may be shown to produce polytopes SF0 with SA rank ≤ 1. This observation follows from
the classic characterisation of such an F as a digraph GF over its literals. For each clause (l1 ∨ l2) in F , the edges (¬l1, l2) and
(¬l2, l1) appear in GF . F is a contradiction iff there is a variable v of F s.t. there are paths in GF from both v to¬v and¬v to
v. By reconciling the inequalities of SF1 over these paths, it is readily seen that S
F
1 is empty.
4. The pigeonhole principle
We consider (the negation of) the Pigeonhole Principle to be defined over n2 variables by the propositional clauses
n∨
λ=1
v(i,λ) (4.1)
¬v(i,1) (4.2)
¬v(i,j) ∨ ¬v(k,j) (4.3)
for i, j, k ∈ [n], with i 6= k. (The negation of) the Functional Pigeonhole Principle is defined likewise, but with the additional
clauses
¬v(i,j) ∨ ¬v(i,l) (4.4)
for i, j, l ∈ [n], with j 6= l. In some sense the latter is more natural physically, while the former, being less constrained, is
more natural mathematically.
Via our translation, and under the natural abbreviation of Pv(i,j) by P(i,j), we therefore define the Pigeonhole Polytope
PHPnn−1 to be the convex region in the (2n2 + 1)-dimensional unit hypercube defined by the inequalities
n∑
λ=1
P(i,λ) ≥ 1 (4.1)
P¬(i,1) ≥ 1 (4.2)
P¬(i,j) + P¬(k,j) ≥ 1 (4.3)
for i, j, k ∈ [n], with i 6= k, together with the equalities of negation
P(i,j) + P¬(i,j) = 1
and the bounding inequalities
1 ≥ P(i,j) ≥ 0 and 1 ≥ P¬(i,j) ≥ 0.
We define the Functional Pigeonhole Polytope FPHPnn−1 likewise, but with the further inequalities
P(i,j) + P(i,l) ≤ 1 for i, j, l ∈ [n], with j 6= l. (4.4)
Note that we have the polytope inclusion FPHPnn−1 ⊆ PHPnn−1 (i.e. the former is more constrained). It follows that
upper bounds for PHPnn−1 imply upper bounds for FPHP
n
n−1 and, with lower bounds, vice versa. We aim to demonstrate
the following, whose proof will follow from Propositions 7–11.
Theorem 4. The SA rank of each of the polytopes FPHPnn−1 and PHP
n
n−1 is n− 2.
Our encoding of the Pigeonhole Principle involves the wide clauses (4.1); hence it is immediate that any Resolution
refutation has width ≥ n. Actually, there is a variant encoding that replaces (4.1) by a system of clauses of constant width,
such that the Resolution width is still provably large. We note that our results would carry through to this variant encoding;
specifically, the SA rank would remain n− 2.
4.1. The rank of PHPnn−1 is≤ n− 2
Let S0 := PHPnn−1; it suffices to prove that Sn−2 is empty, i.e. its defining inequalities are inconsistent. We will need the
following lemmas.
Lemma 5. If i 6= k, then P(i,j)∧(k,j) ≤ 0 is a consequence of Sr , for all r ≥ 1.
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Proof. It suffices to prove that it is a consequence of S1. The lift of (4.3) by (i, j) gives
P(i,j)∧¬(i,j) + P(i,j)∧¬(k,j) ≥ P(i,j).
Using the equalities of negation, we lose the first term and manipulate the second to derive
P(i,j) − P(i,j)∧(k,j) ≥ P(i,j)
and the result follows. 
Lemma 6. The inequalities of S0 are inconsistent with the inequalities
∑n
λ=1 P(λ,j) ≤ 1, for each j.
Proof. Summing these inequalities over jwe derive:
n∑
j=1
n∑
λ=1
P(λ,j) =
n∑
j=2
n∑
λ=1
P(λ,j) ≤ n− 1.
On the other hand a similar sum over i for the axioms (4.1) gives
n∑
i=1
n∑
λ=1
P(i,λ) ≥ n. 
Proposition 7. The inequalities consequent on Sn−2 are inconsistent, i.e. Sn−2 is empty.
Proof. We prove that the inequalities
∑n
λ=1 P(λ,j) ≤ 1, for each j, are consequent on Sn−2, whereupon we may appeal to
Lemma 6. We prove by induction onm that
∑m
λ=1 P(λ,j) ≤ 1 is consequent on Sm−2.
(Base case,m := 2.) Axiom (4.3), together with the equalities of negation, gives us P(1,j) + P(2,j) ≤ 1.
(Inductive step.) Suppose it works form, i.e.
∑m
λ=1 P(λ,j) ≤ 1 is derivable in Sm−2. It follows from our definitions that
m∑
λ=1
P(λ,j)∧¬(m+1,j) ≤ P¬(m+1,j)
is derivable in Sm−1. By the equalities of negation this gives
m∑
λ=1
(P(λ,j) − P(λ,j)∧(m+1,j)) ≤ 1− P(m+1,j).
The terms P(λ,j)∧(m+1,j) vanish by Lemma 5, and we are left with
∑m+1
λ=1 P(λ,j) ≤ 1, derivable in Sm−1. 
Theorem 8. The SA size of each of the polytopes FPHPnn−1 and PHP
n
n−1 is O(n4).
Proof. We prove the result for PHPnn−1, whence the result for FPHP
n
n−1 follows a fortiori. Each instance of P(i,j)∧(k,j) ≤ 0
(k 6= i) can be derived from three inequalities; therefore all such instances can be derived from≤ 3n3 inequalities. Then, as
in the proof of Proposition 7, for j fixed, we claimwe require≤ n3 inequalities to derive∑nλ=1 P(λ,j) ≤ 1. To see this, let σm be
the number of inequalities needed to derive
∑m
λ=1 P(λ,j) ≤ 1. σ2 := 3, since we need one instance of (4.3) and two instances
of the equalities of negation. In general, σm+1 := σm + m+ 1, since we needm+ 1 instances of the equalities of negation.
Solving this recurrence yields the claim. It now follows from the proof of Lemma 6 that we need at most 3n3 + n · n3 + n
inequalities to derive the empty polytope. 
4.2. The rank of FPHPnn−1 is≥ n− 2
Let S0 := FPHPnn−1; it suffices to prove that the polytope Sn−3 is non-empty.
Evaluation of the variables.Wewill need to evaluate variables of the form PΦ whereΦ := Ψ1∧· · ·∧Ψr , for r ≤ n−2, and
each Ψλ is either the positive atom (aλ, bλ) or the negative atom ¬(aλ, bλ), and aλ, bλ ∈ [n]. Set |Φ| := r . Our evaluation
procedure is a refinement of themodel countingmethod used in [5].Wewill evaluate PΦ overmodelswith universe [n−1].2
Firstly, we explain how this will work when none of the as or bs is equal to n. We say that Φ is inconsistent if it contains
some (i, 1) or both (i, j) and (k, j) or both (i, j) and (i, l), for i, j, k, l ∈ [n − 1], with i 6= k and j 6= l; otherwise we say Φ
is consistent. Let Πn−1n−2 be the set of (n − 2)-partial bijections on the set [n − 1] that do not have 1 in their range. That is,
each pi ∈ Πn−1n−2 is a bijection from [n− 1] \ {i} to [n− 1] \ {1}, for some i. We say Φ is inconsistent with pi ∈ Πn−1n−2 , if Φ is
inconsistent or there is some i, j, k, l ∈ [n− 1], i 6= k and j 6= l, s.t. either
• Φ contains (i, j) but pi(k) = j,
• Φ contains (i, j) but pi(i) = l or
• Φ contains ¬(i, j) and pi(i) = j;
2 The termmodel is convenient, if rather misleading — remember the negation of the Pigeonhole Principle has no finite models.
S. Dantchev et al. / Theoretical Computer Science 410 (2009) 2054–2063 2059
otherwise we sayΦ is consistent with pi . If j 6= 1, then pi is consistent with (i, j) iff pi(i) = j. Also, pi is consistent with exactly
one of (i, j) and ¬(i, j). Set PΦ to be the proportion of bijections inΠn−1n−2 which are consistent withΦ .
IfΦ contains instances of aλ that are the number n, then, since r ≤ n− 2, some i ∈ [n− 1] does not appear in a1, . . . , ar .
Similarly, if Φ contains instances of bλ that are the number n, then some j ∈ [n − 1] \ {1} does not appear in b1, . . . , br .
If either (or both) of these cases apply, set PΦ := P〈i,j〉(Φ), where P〈i,j〉(Φ) is PΦ with left-hand, aλ, instances of n swapped
with i and right-hand, bλ, instances of n swapped with j. In all uses of this notation, except in the last part of the proof of
Proposition 11, we could have defined this to be ‘substituted with’ instead of ‘swapped with’. Of course, the choice of i and
j need not be unique; that this valuation is well-defined follows from a symmetry argument.
Comments on the valuation. IfΦ contains both (i, j) and (k, j), for i 6= k, or both (i, j) and (i, l), for j 6= l, then PΦ = 0. Also,
PΦ = 0whenΦ contains both (i, j) and¬(i, j), or (i, 1). Further, PΦ = PΦ∧¬(i,1) for all i. Consider the value of P(a1,b1)∧···∧(ar ,br ),
for r ≤ n− 2, when the as (resp., bs) are pairwise distinct, and none of the bs is equal to 1. The cardinality of the setΠn−1n−2
is (n − 1) · (n − 2)! = (n − 1)!, and the number of bijections of Πn−1n−2 that are consistent with (a1, b1) ∧ · · · ∧ (ar , br) is
(n− r − 1) · (n− r − 2)! = (n− r − 1)!, whence PΦ = (n−r−1)!(n−1)! = 1[(n−1)···(n−r)] .
It is worth considering why we do not attempt a valuation based on (n − 1)-partial bijections of the set [n]. While this
would obviate the need to consider separately the occurrences of n, it would not satisfy the inequalities (4.1).
Properties of the valuation. In order to prove that the given valuation is valid for the (n − 3)th lift of FPHPnn−1, we must
prove that it is valid for the lifts of the requisite defining inequalities.
Proposition 9. The given valuation is valid for the (n− 3)th lifts of the equalities of negation. That is, for all (i, j), if |Φ| ≤ n− 3
then
PΦ∧(i,j) + PΦ∧¬(i,j) = PΦ .
Proof. Because our valuation is based on counting models, this is immediate if neither i nor j is n, and n does not appear in
Φ . Otherwise, if n appears on the left-hand side (resp., right-hand side) of any atom ofΦ ∧ (i, j) (equivalently,Φ ∧¬(i, j)),
then, because |Φ| ≤ n − 3, there is some i′ ∈ [n − 1] (resp., j′ ∈ [n − 1] \ {1}) s.t. i′ does not appear on the left-hand side
(resp., j′ on the right-hand side) of any atom of Φ ∧ (i, j) (equivalently, Φ ∧ ¬(i, j)). The equality of the proposition now
follows from P〈i′,j′〉(Φ∧(i,j)) + P〈i′,j′〉(Φ∧¬(i,j)) = P〈i′,j′〉(Φ). 
Proposition 10. The given valuation is valid for the (n− 3)th lifts of the inequalities (4.2), (4.3) and (4.4).
Proof. This is trivial for (4.2). For (4.3), let |Φ| ≤ n− 3 and i 6= k; we must prove that
PΦ∧¬(i,j) + PΦ∧¬(k,j) ≥ PΦ .
The proposition is trivial if any of Φ ∧ ¬(i, j), Φ ∧ ¬(k, j) or Φ is inconsistent (in which cases we have equality). The
proposition is also transparent if none of i, k nor j is n, and n does not appear in Φ: since any pi ∈ Πn−1n−2 that is consistent
with Φ must have at least one of ¬(i, j) or ¬(k, j). Otherwise, we may deduce some i′ ∈ [n − 1] (resp., j′ ∈ [n − 1] \ {1})
s.t. i′ does not appear on the left-hand side (resp., j′ on the right-hand side) of any atom of Φ ∧ ¬(i, j) or Φ ∧ ¬(k, j). Our
inequality now follows from P〈i′,j′〉(Φ∧¬(i,j)) + P〈i′,j′〉(Φ∧¬(k,j)) ≥ P〈i′,j′〉(Φ).
The situation for (4.4) is just a little more subtle (although it would not be if we were only proving Sn−4 non-empty). Let
|Φ| ≤ n− 3 and j 6= l, we must prove that
PΦ∧¬(i,j) + PΦ∧¬(i,l) ≥ PΦ .
Again, the proposition is trivial if any ofΦ ∧ ¬(i, j),Φ ∧ ¬(i, l) orΦ is inconsistent (in which cases we have equality). The
proposition is also transparent if none of i, j nor l is n, and n does not appear in Φ: for in this case any pi ∈ Πn−1n−2 that is
consistent withΦ must have at least one of ¬(i, j) or ¬(i, l).
Otherwise, unless there are n−3 distinct elements appearing on the right-hand side inΦ that do not include 1, j or l, we may
deduce some i′ ∈ [n − 1] (resp., j′ ∈ [n − 1] \ {1}) s.t. i′ does not appear on the left-hand side (resp., j′ on the right-hand
side) of any atom ofΦ ∧ ¬(i, j) orΦ ∧ ¬(i, l). Our inequality now follows from P〈i′,j′〉(Φ∧¬(i,j)) + P〈i′,j′〉(Φ∧¬(i,l)) ≥ P〈i′,j′〉(Φ).
In the outstanding case, each of 2 to n appears on the right-hand side in {Φ, ¬(i, j),¬(i, l)}. It follows that j 6= l, but
neither j nor l appear on the right-hand side of any atoms of Φ . By symmetry it follows that PΦ∧¬(i,j) = PΦ∧¬(i,l). It will be
enough for us to now prove
PΦ∧¬(i,j) ≥ PΦ/2.
Having discarded lwemaynow remove instances of the number n (for theremust be some i′ ∈ [n−1] (resp., j′ ∈ [n−1]\{1})
s.t. i′ does not appear on the left-hand side (resp., j′ on the right-hand side) of any atom ofΦ∧¬(i, j)) — indeed, wemay take
j′ := l. We will prove the new inequality by demonstrating an injection from the set {pi ∈ Πn−1n−2 : pi is consistent withΦ ∧
(i, j)} to the set {pi ∈ Πn−1n−2 : pi is consistent withΦ ∧ ¬(i, j)}. Consider a pi ∈ Πn−1n−2 consistent with Φ and containing
i 7→ j. There must be some unique i′ for which there is no map in pi . Construct pi ′ from pi by substituting i′ 7→ j for i 7→ j.
The function given by pi 7→ pi ′ is an injection (in fact, it is a bijection) and we are done. 
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Proposition 11. The given valuation is valid for the (n− 3)th lifts of the inequalities (4.1). That is, for all i, if |Φ| ≤ n− 3 then
PΦ∧(i,1) + PΦ∧(i,2) + · · · + PΦ∧(i,n) ≥ PΦ .
Proof. Suppose that i 6= n and Φ contains no instances of n. Let P ′ be the proportion of pi ∈ Πn−1n−2 , consistent with Φ , that
leave i unmapped. It follows from our model counting that
PΦ∧(i,1) + PΦ∧(i,2) + · · · + PΦ∧(i,n−1) + P ′ = PΦ .
So, it suffices to prove that
PΦ∧(i,n) ≥ P ′.
There must be some j′ ∈ [n − 1] \ {1}, s.t. j′ does not appear on the right-hand side of any atom in Φ , whereupon
PΦ∧(i,n) = PΦ∧(i,j′) and we must prove:
PΦ∧(i,j′) ≥ P ′.
Once againwedo this bydemonstrating an injection from the set {pi ∈ Πn−1n−2 : pi is consistent withΦ and pi(i) is undefined}
to the set {pi ∈ Πn−1n−2 : pi is consistent withΦ ∧ (i, j′)}. Given pi in the former set, with i the unmapped element. Let i′ be
the element that is mapped to j′. Construct pi ′ from pi by substituting i 7→ j′ for i′ 7→ j′. The function given by pi 7→ pi ′ is an
injection, and the result follows.
If i = n or n appears on the left-hand side of an atom Φ (resp., n occurs on the right-hand side of an atom of Φ) then
there must be some i′ ∈ [n − 1] \ {i} (resp., j′ ∈ [n − 1] \ {1}) s.t. i′ does not appear on the left-hand side (resp., j′ on the
right-hand side) of any atom ofΦ . It is clear by symmetry that the inequality of the proposition holds iff
P〈i′,j′〉(Φ∧(i,1)) + P〈i′,j′〉(Φ∧(i,2)) + · · · + P〈i′,j′〉(Φ∧(i,n)) ≥ P〈i′,j′〉(Φ),
and the result follows by the previous argument. 
5. The least number principle
We consider (the negation of) the Least Number Principle to be defined over n2 variables by the propositional clauses
n∨
λ=1
v(λ,j) (5.1)
¬v(i,i) (5.2)
¬v(i,j) ∨ ¬v(j,k) ∨ v(i,k) (5.3)
for i, j, k ∈ [n]. (The negation of) the Least Number Principle with total order is defined likewise, but with the additional
clauses
v(i,j) ∨ v(j,i) (5.4)
for i 6= j ∈ [n].
Via our translation, and under the natural abbreviation of Pv(i,j) by P(i,j), we therefore define the Least Number Polytope
LNPn to be the convex region in the (2n2 + 1)-dimensional unit hypercube defined by the inequalities
n∑
λ=1
P(λ,j) ≥ 1 (5.1)
P¬(i,i) ≥ 1 (5.2)
P¬(i,j) + P¬(j,k) + P(i,k) ≥ 1 (5.3)
for i, j, k ∈ [n], together with the equalities of negation
P(i,j) + P¬(i,j) = 1
and the bounding inequalities
1 ≥ P(i,j) ≥ 0 and 1 ≥ P¬(i,j) ≥ 0.
We define the Polytope TLNPn likewise, but with the further inequalities, for i 6= j ∈ [n],
P(i,j) + P(j,i) ≥ 1. (5.4)
Note that we will usually use the alternate forms of axioms (5.2) and (5.3), derived through the equalities of negation,
P(i,i) ≤ 0 (5.2′)
P(i,j) + P(j,k) − P(i,k) ≤ 1. (5.3′)
Note that we have the polytope inclusion TLNPn ⊆ LNPn (i.e. the former is more constrained). It follows that upper
bounds for LNPn imply upper bounds for TLNPn and, with lower bounds, vice versa. We aim to demonstrate the following,
whose proof will follow from Propositions 17–21.
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Theorem 12. The SA rank of each of the polytopes TLNPn and LNPn is n− 2.
As with the Pigeonhole Principle, our result stands for the variant Least Number Principle in which the wide clauses (5.1)
are replaced by a similar system of constant width.
5.1. The rank of LNPn is≤ n− 2
Let S0 := LNPn; it suffices to prove that Sn−2 is empty, i.e. its defining inequalities are inconsistent. We will need the
following lemmas.
Lemma 13. For each m ∈ [n] the following is a consequence of S0 := LNPn.
P(a1,a2) + · · · + P(am−1,am) + P(am,a1) ≤ m− 1.
Proof. By induction on m. The base case m := 1, P(a1,a1) ≤ 0, follows immediately from (5.2′). The case m := 2,
P(a1,a2) + P(a2,a1) ≤ 1, may seem a more intuitive base, and follows from (5.3′) and (5.2′) under the substitution i, k := a1
and j := a2.
Suppose the result holds form; wewill prove it form+1. By summing the inductive hypothesis with an instance of (5.3′)
we obtain:
P(a1,a2) + · · · + P(am−1,am) + P(am,a1)≤ m− 1
P(am,am+1) + P(am+1,a1) − P(am,a1)≤ 1
P(a1,a2) + · · · + P(am,am+1) + P(am+1,a1)≤ m.

Lemma 14. For each m ≤ n− 1, the following is a consequence of Sm.
P(a1,a2)∧···∧(am,am+1)∧(am+1,a1) = 0.
Proof. It is a consequence of Lemma 13 that
P(a1,a2)∧(a1,a2)∧···∧(am,am+1) + · · · + P(am,am+1)∧(a1,a2)∧···∧(am,am+1) + P(am+1,a1)∧(a1,a2)∧···∧(am,am+1)
≤ m · P(a1,a2)∧···∧(am,am+1)
is derivable in Sm. Cancelling the terms, the result follows. 
If we were trying to prove that Sn−1 is empty, we would nearly be done. We could derive from (5.1), with j := a1, lifted by
(a1, a2) ∧ · · · ∧ (an−1, an), that P(a1,a2)∧···∧(an−1,an) = 0 for all pairwise distinct a1, . . . , an, and move on to the induction of
Proposition 17. However, since we are interested in Sn−2 we require a short detour.
Lemma 15. Let a1, . . . , an be pairwise distinct; the following is a consequence of Sn−2.
P(a1,a2)∧(a2,a3)∧···∧(an−1,an) = P(a2,a3)∧···∧(an−1,an).
Proof. Consider the lift of (5.1) with j := a2 by (a2, a3) ∧ · · · ∧ (an−1, an) to obtain
n∑
λ=1
P(λ,a2)∧(a2,a3)∧···∧(an−1,an) ≥ P(a2,a3)∧···∧(an−1,an).
By Lemma 14 and monotonicity, we obtain
P(a1,a2)∧(a2,a3)∧···∧(an−1,an) ≥ P(a2,a3)∧···∧(an−1,an),
and the result follows by monotonicity. 
Lemma 16. Let a1, . . . , an be pairwise distinct. The following is a consequence of Sn−2.
P(a1,a2)∧···∧(an−1,an) = 0.
Proof. Consider the instance of (5.3′)
P(an−1,an) + P(an,a1) − P(an−1,a1) ≤ 1
lifted by (a1, a2) ∧ · · · ∧ (an−2, an−1):
P(a1,a2)∧···∧(an−2,an−1)∧(an−1,an) + P(an,a1)∧(a1,a2)∧···∧(an−2,an−1) − P(an−1,a1)∧(a1,a2)∧···∧(an−2,an−1)
≤ P(a1,a2)∧···∧(an−2,an−1).
The third term on the left-hand side vanishes by Lemma 14, and
P(an,a1)∧(a1,a2)∧···∧(an−2,an−1) = P(a1,a2)∧···∧(an−2,an−1)
by Lemma 15. The result follows. 
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Fig. 1. Sample GΦs with their respective G′Φs.
Proposition 17. The polytope Sn−2 is empty.
Proof. Let a1, . . . , am be distinct. We will prove that P(a1,a2)∧···∧(am−1,am) = 0, by induction onm. Since P(a1,a1) ≤ 0 by (5.2′),
the knowledge that P(a1,a2) = 0 (for all a1 6= a2) immediately contradicts the axioms (5.1).
Base case,m := n, is covered by Lemma 16.
Suppose it is true for m; we will prove it is true for m − 1. The (n − 2)th lift gives us the instance of axiom (5.1) with
j := a1 lifted by (a1, a2) ∧ · · · ∧ (am−2, am−1)
n∑
λ=1
P(λ,a1)∧(a1,a2)∧···∧(am−2,am−1) ≥ P(a1,a2)∧···∧(am−2,am−1).
All terms on the left-hand sum vanish, either by inductive hypothesis or Lemma 14, and the result follows. 
Theorem 18. The SA size of each of the polytopes TLNPn and LNPn is polynomial in n.
Proof. We prove the result for LNPn, whereupon the result for TLNPn follows a fortiori. Unlike the situation with the
Pigeonhole Principle, we actually used an exponential number of inequalities in the deduction of Proposition 17. However,
the Least Number Principle is known to admit Resolution refutation of size O(n3) [13], whereupon (since, in Resolution,
width is bounded by number of variables) we may deduce from Corollary 2 that there is an SA refutation of size O(n5). 
5.2. The rank of TLNPn is≥ n− 2
Let S0 := TLNPn; it suffices to prove that Sn−3 is non-empty.
Evaluation of the variables.We will need to evaluate variables of the form PΦ , where Φ := Ψ1 ∧ · · · ∧ Ψr , for r ≤ n − 2,
and each Ψλ is either the positive atom (aλ, bλ) or the negative atom ¬(aλ, bλ), and aλ, bλ ∈ [n]. Set |Φ| := r . Such a Φ
gives rise to a digraph GΦ in which the interpretation of Ψλ = (aλ, bλ) (resp., Ψλ = ¬(aλ, bλ) with aλ 6= bλ) is the edge
(aλ, bλ) (resp., (bλ, aλ)). Note that atoms inΦ of the form ¬(aλ, aλ) do not introduce any edges to GΦ . If GΦ is acyclic, then
there is a minimal DAG G′Φ such that GΦ and G′Φ share the same transitive closure. Specifically, G′Φ may be built from GΦ by
iteratively removing edges (a, a′) for which there is already a path of length≥ 2 from a to a′ (Fig. 1).
Our valuation procedure is based on a crude approximation of counting models. Actually counting models, as we did
with the Pigeonhole Principle, is not only much more complicated, but seems to not afford us a tight bound. We evaluate
the variables as follows. If GΦ contains a cycle, we set PΦ := 0; otherwise, if k is the number of edges of G′Φ , then we set
PΦ := 1/2k. In proving this valuation satisfactory, we introduce the following terminology. If GΦ is acyclic, we say Φ is
consistent, otherwise we say that Φ is inconsistent. If Φ is consistent, then we say that (i, j) is consistent with Φ if GΦ∧(i,j)
is acyclic, otherwise we say that (i, j) is inconsistent with Φ . We say (i, j) is consequent on Φ if GΦ∧(i,j) is acyclic but GΦ∧(j,i)
contains a cycle. We note the following.
• If i 6= j, then PΦ∧(i,j) = PΦ∧¬(j,i).• If (i, j) is consequent onΦ , then PΦ∧(i,j) = PΦ .• If (i, j) is consistent with, but not consequent on,Φ then PΦ∧(i,j) = PΦ/2.
Proposition 19. The given valuation is valid for the (n− 3)th lifts of the equalities of negation and the inequalities (5.4). That is,
for all (i, j), if |Φ| ≤ n− 3, then
PΦ∧(i,j) + PΦ∧¬(i,j) = PΦ
PΦ∧(i,j) + PΦ∧(j,i) ≥ PΦ (i 6= j).
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Proof. The result for the lifts of (5.4) follows immediately from that of the equalities of negation: recall that occurrences of
¬(i, j) and (j, i) inΦ , where i 6= j, introduce the same edge (j, i) in GΦ .
For the equalities of negation, ifΦ is inconsistent or i = j, then the result is trivial. There are two further cases to consider:
either both (i, j) and (j, i) are consistent with Φ or precisely one of them is consequent on Φ . In the first case the terms on
the left-hand side each equal PΦ/2; in the second case one equals PΦ and the other 0. The result follows. 
Proposition 20. The given valuation is valid for the (n− 3)th lifts of the inequalities (5.2) and (5.3).
Proof. This is trivial for (5.2). We give a proof for (5.3). Let |Φ| ≤ n− 3, we must prove that
P¬(i,j)∧Φ + P¬(j,k)∧Φ + P(i,k)∧Φ ≥ PΦ .
If Φ is inconsistent, then the result is trivial; assume Φ is consistent. If i = j or j = k the result is immediate. If i = k and
j /∈ {i, k} then it is easy to see we have equality. Assume now that i, j, k are pairwise disjoint. At least one of (k, j), (j, i) and
(i, k) is consistent withΦ , for otherwiseΦ itself would be inconsistent (since GΦ would contain a cycle, e.g. from paths k to
i, i to j and j to k). We consider each of three cases.
I. (k, j) is consistent with Φ . If one of (j, i) and (i, k) is also consistent with Φ , the inequality is satisfied. Suppose both
(j, i) and (i, k) are inconsistent withΦ . But this implies that GΦ has paths k to i and i to j, and so (k, j) is actually consequent
onΦ . Again, the inequality is satisfied.
II. (j, i) is consistent with Φ . In this case, either one of (i, k) and (k, j) is also consistent with Φ or (j, i) is actually
consequent onΦ . In both situations the inequality is satisfied.
III. (i, k) is consistent with Φ . In this case, either one of (k, j) and (j, i) is also consistent with Φ or (i, k) is actually
consequent onΦ . In both situations the inequality is satisfied. 
Proposition 21. The given valuation is valid for the (n− 3)th lifts of the inequalities (5.1). That is, for all i, if |Φ| ≤ n− 3 then
PΦ∧(1,i) + PΦ∧(2,i) + · · · + PΦ∧(n,i) ≥ PΦ .
Proof. IfΦ is inconsistent, then the result is trivial; assumeΦ is consistent. Consider the left-hand terms that arise for each
choice of (j, i). The term PΦ∧(i,i), arising from j := i, must be 0. There remain n − 1 choices for j, while Φ contains at most
n−3 atoms. Each atom ofΦ can only account for one j s.t. (j, i) is inconsistent withΦ . It follows that theremust be (at least)
two atoms (j1, i) and (j2, i) that are consistent withΦ . The result follows. 
6. Final remarks
It is known, for suitable clause densities, that random 3-CNF formulae, although almost certainly unsatisfiable, almost
certainly admit no polynomial-sized Resolution refutation. It is also known that such formulae almost certainly have linear
rank in the system LS+ (Lovász–Schrijver with semidefinite cuts) [14]. It would be interesting to know whether random
3-CNF (or similar formulae) are almost certainly of high – at least non-constant – SA rank.
Acknowledgement
The first two authors were supported by EPSRC grant EP/C526120/1.
References
[1] R.E. Gomory, Solving linear programming problems in integers, in: R. Bellman, M. Hall (Eds.), Combinatorial Analysis, Proceedings of Symposia in
Applied Mathematics, vol. 10, Providence, RI, 1960.
[2] V. Chvátal, Edmonds polytopes and a hierarchy of combinatorial problems, Discrete Math. 306 (10–11) (2006) 886–904.
[3] L. Lovász, A. Schrijver, Cones of matrices and set-functions and 0-1 optimization, SIAM J. Optim. 1 (2) (1991) 166–190.
[4] H.D. Sherali, W.P. Adams, A hierarchy of relaxations between the continuous and convex hull representations for zero-one programming problems,
SIAM J. Discrete Math. 3 (3) (1990) 411–430.
[5] S.S. Dantchev, Rank complexity gap for Lovász–Schrijver and Sherali–Adams proof systems, in: Proceedings of the Thirty-ninth Annual ACM
Symposium on Theory of Computing, STOC ’07, ACM Press, New York, NY, USA, 2007, pp. 311–317.
[6] M. Laurent, A comparison of the Sherali–Adams, Lovász-Schrijver and Lasserre relaxations for 0−1 programming, Tech. Rep. PNA–R0108, Amsterdam,
2001.
[7] M. Ajtai, The complexity of the pigeonhole principle, Combinatorica 14 (4) (1994) 417–433.
[8] A. Haken, The intractability of resolution, Theoret. Comput. Sci. 39 (1985) 297–308.
[9] D. Grigoriev, E.A. Hirsch, D.V. Pasechnik, Complexity of semi-algebraic proofs, in: Proceedings of the 19th Annual Symposium on Theoretical Aspects
of Computer Science, STACS ’02, Springer-Verlag, London, UK, 2002, pp. 419–430.
[10] J. Buresh-Oppenheim, N. Galesi, S. Hoory, A. Magen, T. Pitassi, Rank bounds and integrality gaps for cutting planes procedures, Theory Comput. 2 (4)
(2006) 65–90.
[11] T. Pitassi, N. Segerlind, Exponential lower bounds and integrality gaps for tree-like Lovasz-Schrijver procedures, Tech. Rep. TR07–107, Electronic
Colloquium on Computational Complexity (ECCC), 2007.
[12] M. Rhodes, Rank lower bounds for the Sherali–Adams operator, in: S.B. Cooper, B. Löwe, A. Sorbi (Eds.), CiE, in: Lecture Notes in Computer Science,
vol. 4497, Springer, 2007, pp. 648–659.
[13] M.L. Bonet, N. Galesi, A study of proof search algorithms for resolution and polynomial calculus, in: Proc. of the 40th Annual IEEE Symposium on
Foundations of Computer Science, FOCS’99, IEEE Press, New York, NY, USA, 1999, pp. 422–432.
[14] M. Alekhnovich, S. Arora, I. Tourlakis, Towards strong nonapproximability results in the Lovasz-Schrijver hierarchy, in: Proceedings of the Thirty-
seventh Annual ACM Symposium on Theory of Computing, STOC’05, ACM, New York, NY, USA, 2005, pp. 294–303.
[15] M. Rhodes, Resolution width and cutting plane rank are incomparable, in: MFCS ’08: Proceedings of the 33rd International Symposium on
Mathematical Foundations of Computer Science, Toruń, Poland, Springer-Verlag, Berlin, Heidelberg, ISBN: 978-3-540-85237-7, 2008, pp. 575–587.
http://dx.doi.org/10.1007/978-3-540-85238-4_47.
