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Abstract
Bulk flow condensation caused by the mixing of air streams at different
temperatures and humidities is a thermodynamic process that requires strong
assumptions to be calculated with low computational effort. The applicabil-
ity of a model that correctly predicts this phenomenon has grown recently
due in part to the deployment of the Long Route Exhaust Gas Recircula-
tion emission reduction technique in combustion engines and the damage to
the turbocharger caused by the condensation produced when the intake air
is mixed with the combustion gases. This work is addressed to expose a
condensation model that is implemented in a commercial 3D-CFD code and
is then verified, checking whether the implemented physical equations are
behaving as intended. Finally, a practical application is made, showing the
potential of model to predict water condensation in a LR-EGR T-joint.
Keywords: Turbocharger, Computational Fluid Dynamics, Long Route
EGR, Compressor damage
1. Introduction
Due to the constant increase of emission regulations restrictions and the
competitiveness in automotive engines, techniques that seek better efficiency
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combined with low emissions are being developed constantly. This non triv-
ial combination of goals also requires improving or keeping the mechanical
power.
Emissions reduction technologies used nowadays are either in-cylinder
control or aftertreatment (A/T) control [1, 2]. In-cylinder control systems
reduce the generation of emissions within the source, during the combustion
process. For instance, controlling the injection scheme [3], the maximum
in-cylinder pressure, with thermal management [4] or using recirculating ex-
haust gases (EGR). On the other side, A/T systems reduce pollutant emis-
sions along the exhaust line [5], such as diesel particulate filters (DPFs),
selective catalytic reduction (SCR) or diesel oxidation catalysts (DOC) [6].
This work is focused on one of these systems, specifically on the exhaust gas
recirculation (EGR). This consists in reintroducing part of the exhaust gases
resulting from the combustion process back again in the cylinders mixed with
fresh air, which causes a decrease in the maximum temperature achieved dur-
ing the combustion process so that the Nitrogen oxides (NOx) formation is
reduced while the mean pressure in the cylinders is kept almost the same.
EGR most common application is CI engines, nevertheless it is beneficial in
turbocharged SI engines too [7, 8].
As turbochargers are indispensable in diesel engines, two possible paths
of recirculation are available. Nowadays, the most common configuration
consists in connecting both outlet and inlet manifolds, resulting in the so-
called high-pressure or short route EGR (SR-EGR). Using this connection, a
cooler and a valve to control the mass flow rate are usually employed. This
system has been very popular during the last decades due to its simplicity.
However, as it will be explained below, it introduces some drawbacks which
are partially avoided by using the long route EGR (LR-EGR), which consists
in extracting part of the low-pressure gases downstream the turbine and DPF
and reintroducing them before the compressor.
The main practical difference between these two EGR configurations re-
sides in the mass flow going through the turbine and the compressor. As the
SR-EGR valve opens, the flow passing the turbocharger is reduced, shifting
the working point towards generally lower efficiency values and reducing the
compressor surge margin, hence requiring a selection of turbomachinery that
withstands good performance over a wide range of operating conditions. In
addition, lowering the turbine mass flow implies reducing its power, wors-
ening its transient response as stated by Desantes et al. [9]. Conversely,
with LR-EGR the turbine mass flow rate is not directly affected by the valve
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opening. From the point of view of air charge, the SR-EGR loop leads to
an increase in the intake manifold temperature, which has a negative effect
on BSFC (see Ladommatos et al. [10] and Desantes et al. [9]). Finally, a
relevant aspect of the engine performance is the cylinder to cylinder EGR
distribution. SR-EGR system may not be able to uniformly distribute EGR
gas between the cylinders because the EGR outlet duct discharges over the
inlet manifold, and the flow may not have enough time to be mixed with
fresh air. This phenomenon is responsible for possible dis-uniformities of
charge among cylinders [11]. On the opposite hand, LR-EGR mixes both
flows far upstream the cylinders, letting a perfect distribution of the EGR
gas between them.
Hence, the LR-EGR may look like a better solution although it is not
without drawbacks [9, 12]. Firstly, it presents a higher design complexity
since inlet and outlet connections are relatively far from each other, meaning
longer ducts within the underhood. In addition, the volume of the whole
ducting implies a transient buffer of exhaust gas mass flow, which may de-
crease EGR rate responsiveness. The addition of the EGR discharge up-
stream the compressor produces a geometry modification that may impact on
the compressor performance, as studied previously by some authors [13, 14].
Finally, due to the high water content of the EGR flow, condensation may
arise provided that the necessary conditions are met. This may be a problem
for the LR-EGR, since water droplets may damage the compressor wheel.
For the SR-EGR, since the exhaust gases are reintroduced downstream the
compressor, condensation is less critical. In fact it may even be a feasible
technique for on-board regeneration of the cooler efficiency [15, 16].
Condensation when using LR-EGR may be produced in the EGR cooler
as well. Despite the lower acidity due to suspended contaminants than in SR
EGR [17, 18], condensation may still cause damage to the compressor wheel.
LR-EGR condensation may also be produced within the flow when EGR
stream is mixed with cold ambient fresh air. A combination of both ambient
and engine/EGR operating point conditions may lead the mixing process
to reach saturated conditions and the water to condensate. For example,
ambient temperatures below +5 to +10 ◦C are susceptible to condensate
EGR within the bulk of the mixing region for moderate EGR rates.
If condensation occurs, water droplets are driven towards the compres-
sor wheel which is normally rotating at very high speed, implying elevated
relative momentum and impact damage [19]. Dramatic consequences are ob-
served at the leading edges of the compressor wheel if droplets impact the
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blades for long enough, as noticed by Serrano et al. [20]. Surface coating
is normally applied to the wheel, partially protecting against this erosion,
partially protecting against this erosion, nevertheless it is not infallible, as
observed by Koka et al. [21]. Once the water penetrates the compressor
inducer, due to its inertia, it may not follow the air streamlines but get at-
tached to the wheel walls, forming rivers and leaving depositions [20]. The
load of the compressor wheel may also change, according to Surendran et al.
[22].
The complexity of the condensation within the flow has to be remarked.
Wall condensation in the interior of tubes has been deeply studied by many
authors [23, 24], and wall condensation in free streams by others [25, 26, 27].
However, bulk flow condensation has not been researched extensively be-
cause there are less applications in which this process is important and in
addition, a combination of both 3D fluid dynamic and psychrometric mod-
els are needed, since the complex turbulent flow structures upstream the
compressor [14] and the mixing process control condensation rate [28]. Con-
densation will be produced at constant pressure and as a consequence of the
mixing of two different flows at different psychrometric conditions.
It is worth noting that a different cause that also produces condensation
in the bulk flow has been studied by Moses et al. [29] and later Grübel
et al. [30], where the water appears due to the decrease of temperature
caused by the acceleration of the flow in a de Laval nozzle. Due to the
high velocities found in these sort of nozzles, small errors predicting the
appearance of condensation imply greater errors in its location, therefore
complex models that accurately predict the appearance and growth of water
droplets within the fluid are required. The model developed in this work
would not be suitable for solving this type of condensation.
The CFD code used for this work is CD-adapco STAR-CCM+® [31]
which allows the creation of user field functions, enabling the implementation
of a custom condensation model, as will be explained afterwards.
This paper is organized as follows. Next section starts with a summary
of the background of the problem, introducing the available models and a
definition of the verification process that is going to be performed. Then, a
simple geometry will be defined followed by the development of the condensa-
tion model to be implemented in the 3D-CFD code. Afterwards, a discussion
of the results obtained with the CFD simulation and a comparison with an-
other condensation model at different operating conditions will be shown.
A practical example of the condensation model will follow and finally, some
4
concluding remarks will be provided.
2. Background and model validation strategy
With respect to 3D-CFD calculation model, a first exploration of diverse
possibilities available in the STAR-CCM+® [31] code leads this study to
the so-called “Defogging model”, which claims to simulate defogging (evap-
oration) inside a cabin windshield or surface [32]. In spite of condensation
not being the main scope application of this model, there is an important
aspect of the Defogging model that could be used. A property which may
be enabled consists in a super saturation limitation, that controls the spe-
cific humidity not to exceed saturation conditions by condensing vapor into
water. However, numerical experiments show that condensation is produced
isothermally in Defogging model as shown in Fig. 1. This is not suitable
as condensation should be an isenthalpic process [33, 34]. The isothermal
process is the result of removing the vapor content of the gas without releas-
ing the latent heat of the condensation, what implies a greater amount of
condensates at the end of the process. Hence, this model cannot be used for
this work since the super saturation limitation is intended only to bound the
problem but not to be used as an independent application itself.
Having discarded the Defogging model, another solution is proposed, con-
sidering that condensation acts as a sink of vapor mass and a source of energy
on the flow conditions. A condensation model therefore is implemented by
introducing user defined functions in STAR-CCM+®, as will be explained in
section 3. Vyskocil et al. [27] used a similar approach for calculating volume
condensation.
There are different approaches to verify CFD simulation results. The
physical problem which is faced here consists in the condensation due to the
mixing of two gases at different temperatures and specific humidities but
at a constant pressure. Mixing process is isenthalpic if both components
are considered [33, 34]. If the conditions of the mixed gas results to be
supersaturated, water may condensate isenthalpically until it reaches 100%
of relative humidity. An example of how this process is produced is shown
in the diagram of Fig. 1. A weighting of mass flow rates is used to calculate
the enthalpy (Eq. 1) and the specific humidity (Eq. 2) of the mixed flow.
Then, using Eq. (4), the temperature of the mixed flow are obtained.
The analytical solutions used to compare and verify the proposed model
in this work correspond to an energy and mass balance system of Eqs. de-
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Figure 1: Psychrometric diagram with Isothermal and isenthalpic condensation processes
produced when the hot wet flow of the EGR is mixed with the cold dry gas of the intake.
veloped by Serrano et al. [20]. As can be found in the referred work, the
conservation equations are solved analytically with an iterative resolution
method, to get the final state of a perfect mixing of two gases at different
conditions, assuming an isenthalpic evolution. As any 0D balance, the com-
putational effort to get the analytical solution is low but local effects are
not considered. Therefore, for the CFD verification, a simple geometry is
designed so the condensation model is the only responsible of the process,
excluding local effects caused by the mixing process. For this purpose, a
premixed option is chosen, thus with a simple straight duct the restrictions
are solved.
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The inlet conditions of this single inlet duct are calculated in 3D-CFD
codes coupling both flows. Mass flow and mass fractions (the specific hu-
midity) are directly obtained. Nevertheless, for the temperature, a similar
process used for calculating the initial mixing point in the diagram method
shown in Fig. 1 is used. The enthalpy of the initial mixing is calculated
with the mass flow and the enthalpy of each inlet (Eq.1). The temperature




















































Finally, the outcomes of the different methods (0D & 3D) are the tem-
perature and the condensation rate of water in function of the dry air mass
flow rate, verifying the flow is at saturated conditions.
3. Description of proposed condensation model in STAR-CCM+®
Once the objectives and limitations of the model are known, the hy-
pothesis and simplifications that have been established for this work can be
introduced.
 Instantaneous condensation: Relatively low velocities (M<0.2) control
the mixing phenomena in a LR-EGR T-joint, causing the condensation
to be practically instantaneous in time and space. The limit will be
imposed by the time step and the size of the cell respectively.
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 Liquid water phase is not modeled: The modeling of the water phase
exceeds the objectives of this work, which is intended to create a con-
densation model that predicts the quantity of water generated due to
the mixing of two flows at different conditions. In order to obtain this
amount, the impact of the condensation calculation in the numerical
model should be as low as possible, while the incorporation of an ex-
tra phase component in the simulation (with the relative Lagrangian
approach) would lead the calculation effort to increase substantially.
Nevertheless, as will be explained below, a passive scalar is used to
track the condensed water since it does not have much impact in the
computational effort required. This simplification implies some small
unbalances in the conservation equations, detailed as follows:
– Continuity: Condensed water is taken into account by the passive
scalar. However, the mass conservation in the calculated species
is not met. The influence of this simplification should be low since
condensed water represents less than 0.5% of the mass flow and
hence, it can be neglected.
– Momentum: Following a similar argumentation, the momentum
of the liquid water that disappears represents again less than 0.5%
of the total momentum, which has insignificant impact in the so-
lution of the simulation.
– Energy: This term is related to the enthalpy of the vapor that is
disappearing, which in this case is below 1% due to the specific
heat capacity of the vapor being twice the specific heat of the dry
air. Nevertheless, the energy source term introduced in Eq. (11)
takes into account this issue, producing at the end an isenthalpic
process.
 Evaporation is not modeled: Potentially, some of the condensed water
might be eventually evaporated if water droplets are in contact with
sub-saturated flow. However, as will be shown below in Section 5, once
the condensation has occurred the flow remains very close to saturation
conditions, which means that the evaporation rate would be minimal, if
not zero [36, 37]. Modeling evaporation is challenging since it is not an
instantaneous process, its characteristic time depending on the droplet
size and other parameters that are not considered to avoid a Lagrangian
approach and its subsequent increase of computational effort. In any
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case, this simplification produces a worst-case scenario concerning the
condensation rate, keeping the prediction on the safety side.
 Isenthalpic condensation (Fig. 1): During a condensation process, since
it is an adiabatic evolution, the enthalpy of the gas is kept constant
[33, 34].
 Adiabatic walls: The objective is to predict bulk flow condensation, not
condensation on the walls. Enabling heat transfer through the walls
would cause water condensation on the walls, requiring a thin film
condensation model. Moreover, the verification of the model would not
be possible with an energy balance since, in that case, the energy would
not be conserved.
The actual condensation phenomenon is not going to be calculated due to
the high complexity and computational cost. Instead, its effect on the mass
and energy transport equations is going to be modeled taking into account
the hypothesis and simplifications exposed above. Transport equations in
discrete form for segregated flow simulations can be obtained considering
the appropriate terms of Table 1 in the Eq. (5). STAR-CCM+® [31] allows
arbitrary editing the source terms of the transport equations and this is going
to be used to model the effect of the condensation. The relationship between
the source terms of each equation will define the type of thermodynamic
process that the condensation will follow.
∂(ρ ϕ)
∂t
+∇(ρ ϕ −→u ) = ∇(ρ Γϕ ∇(ϕ)) + Sϕ (5)
Equation ϕ Γϕ Sϕ
Mass 1 − Svap
Species Y D Svap
Momentum ui ν −∂p/∂xi + fm + fv + Smom.
Energy h α −Dp/Dt+ ft + fv + Sener.
Table 1: Transport equations
The first parameter of the condensation that is considered is the relative
humidity (RH), which is introduced in order to identify in which cells the
condensation should appear, and is defined as the ratio between the partial
pressure of the vapor and the saturation pressure of the dry air (Eq. 6). The
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partial pressure of the vapor is calculated by using the Dalton’s law (Eq.
7) and the saturation pressure is obtained adjusting the Antoine equation
coefficients with the data tables from Stull [38] valid for a temperature range
between 255.9 and 373 K (Eq. 8) and thus suitable for the application of the














Relative humidities greater than 100% will trigger condensation occur-
rence. In Fig. 2 it is depicted a psychrometric diagram in function of the
specific humidity, the dry bulb temperature, the relative humidity and the
enthalpy. The starting point of the process (1) is placed in the saturated
zone, with a relative humidity higher than 100%. If the process of condensa-
tion is produced isothermally as in Defogging model of STAR-CCM+® [31],
the final point will be at the intersection of a vertical line from the starting
point and the 100% of relative humidity curve (3). On the other side, if the
process is produced isenthalpicly, the final desired point will be at the inter-
section of an isoenthalpic line with the 100% relative humidity curve. The
value of temperature and specific humidity of this latter point are unknown.
Eq. (6) indicates that for saturated conditions, vapor and saturation pres-
sure are equivalent (Eq. 6). With Eqs. (7) and (8) and in addition with the
enthalpy Eq. (4), it is formed a system with two equations and two variables.
As the equation system is implicit, the solution cannot be calculated
directly. Therefore, a numerical approach has to be established taking into
account the limitations of the CFD software and the computational cost.
There are two main aspects that must be carefully taken into account. In
first place, the enthalpy ought to remain constant. For achieving this, heat
may be released as the vapor condensates into water. If this restriction is
locally accomplished, the enthalpy will be kept constant globally. In second
place, the condensation is imposed to occur instantaneously, which in terms
of CFD implies a complete condensation from the initial oversaturated state
of a cell to saturated conditions in a single iteration. The size of the cell is
then responsible for the local dimensions where the condensation takes place.
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Figure 2: Iterative process of the numerical condensation model in a psychrometric dia-
gram
That means a smaller condensation region for finer meshes. For the sake of
accuracy, the size of the cells should be much smaller in comparison with the
geometry, so that the influence of this parameter in the global condensation
region is negligible.
The numerical model is set up to be iterative, being the number of it-
erations discussed later on. Fig. 2 will be used to describe the calculation
process. From the oversaturated starting point (1) the temperature and the
specific humidity are known and thus its enthalpy can be calculated. Points
(2) and (3) are obtained moving point (1) at iso-specific humidity and isother-
mally respectively. The temperature of point (2) and the specific humidity
of point (3) can be obtained imposing saturated conditions at Eqs. 7 and 8.
Next, enthalpies of points (2) and (3) are calculated and the specific humid-





(h1 − h3) + w3 (9)
Finally, the temperature of point (1’) is calculated with the enthalpy
equation (4). Taking point (1’) as the new starting point, the process can
be repeated as many times as desired to increase accuracy. When the last
iteration is performed, the specific humidity of the last interpolated point
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(wf ) is used to calculate the vapor mass source term shown in Eq. (10).
Svap =
ρYair (wf − w1)
∆t
(10)
The mass source term dimensions required by the 3D-CFD code are
ML−3T−1. Theoretically, the correct form of calculating this term would
be the product of specific humidity times the mass flow rate through the cell
and divided by the volume of the cell. This is not possible to be done because
calculating the mass flow rate of the cell is not straight forward. One possi-
bility could be taking into account each face of a given cell and calculating
the net incoming flow. The sum of the flows of all faces of that given cell
would be the mass flow, however, it is not possible with the current version
of STAR-CCM+®. Instead, density and a characteristic velocity of a cell are
used, obtaining a valid approximation of the source term. The denominator
term of Eq. (10) is associated to the characteristic time in which the vapor
mass source is being added to the flow or, in other words, the residence time
of a particle in a given cell. This parameter can be calculated dividing the
equivalent diameter of the cell (supposing it is a sphere) by the velocity of
the flow in that cell. The energy source term is calculated simply considering
the product of the species term and the latent heat of condensation of water






Finally, for the momentum conservation, the corresponding value for the
condensed vapor has been removed. In Eq. 12 this term is written. The
momentum is the product of the mass times the velocity vector. The mass
term is the source term of mass calculated in Eq. 10.
Smom. = Svap ~u (12)
Strictly, the mass conservation of the fluid volume is not being maintained
since vapor mass is disappearing and a water liquid phase is not being taken
into account. The justification of this simplification resides in the ratio be-
tween the condensed mass and the total inlet mass, which is below 0.5% (see
Table 4) and thus introduces little error to the conservation equations. Never-
theless, in order to trace the condensates, a passive scalar transport equation
is introduced which considers the condensed water. The functioning simply
consists in a scalar value that is transported by the flow and increases as the
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condensation takes place, with diffusion and convection driven by a Schmidt
number of 0.9 [39]. The condensation rate of the simulation is calculated
computing the flow rate of passive scalar across the outlet surface.
To conclude this section, a study of the influence of the number of itera-
tions of the numerical model (Fig. 2) is performed to quantify the impact of
this parameter in accuracy of the results and the computational cost. Simu-
lations of the 15% of EGR rate case from table 3 were performed with one,
two and three iteration cycles. Results of condensation rates showed negligi-
ble differences (<1%) among all the simulations. The explanation resides in
the exaggeration of the starting over-saturated point in the phychrometric
diagram shown in Fig. 2. In fact, due to the resolution of the mesh and the
solvers, the iteration is produced naturally in consecutive cells as the flow
passes through. However, the impact on the computational cost is indeed
very high. Respect to a reference case without condensation with a normal-
ized iteration time of 100%, for 1, 2 and 3 iterations of the numerical model,
the computational time increased to 120, 135 and 250 % respectively, as can
be seen in Table 2. For the verification of the model, a single sub-iteration
is set and will be justified in Section 4.2.
Sub-iterations [-] 0 1 2 3
Computational time [%] 100 120 135 250
Table 2: Normalized computational time for different sub-iterations
4. Verification
Since a new model has been developed and implemented, a verification
process must be done in order to check that the equations are behaving
as intended [40, 41, 42]. This process is addressed to detect implementation
errors and to quantify the errors due to discretization, round-off and iterative
convergence.
4.1. Numerical setup
In this section, the configuration of the simulation case is discussed, from
choosing the solver to defining the boundary conditions.
Concerning the solver, a segregated model with multi component ideal
gas is used and the widely-used RANS k-ε turbulence model [43] is imposed
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to close the flow equations. A time step of 1 · 10−4 is used to capture os-
cillations with characteristic lengths below the duct diameter. Gravitational
effects are neglected since the Froude number, calculated from gravity and
characteristics velocity and length, is around 25, much greater than 1, im-
plying greater influence of inertial forces compared with gravitational ones.
Conventional boundary conditions are used i.e., mass flow and temperature
are imposed for the inlet and a constant static pressure is set for the outlet.
Regarding the CFD configuration of the mesh, polyhedral cells have been
used, with an average cell length of 1.8 mm, resulting in about 400k cells. In
addition, eight prism layers are imposed at the walls to increase boundary
layer resolution. An independence mesh study has been performed with
two additional meshes, presenting respectively one fourth and four times the
number of cells compared with the reference one. Discrepancies below 1%
in global variables including condensation rate were found in the finer mesh,
whereas for the coarser one discrepancies were above 5%. Therefore the
reference mesh with 400k cells was selected.
Operating parameters of the simulations are not arbitrary but are within
the range of a LR-EGR engine working in very cold climates since such low
ambient temperatures suppose a worst case scenario in terms of condensation.
Table 3 summarizes the parameters that were used to define the bound-
ary conditions of the different simulations. Five working points are defined,
covering a wide range of EGR rate thus allowing a comprehensive verification
of the model.
Ambient temperature [◦C] -15
Ambient RH [%] 100
Ambient specific humidity [g/kg dry air] 1.62
LR-EGR rate [%] 5,10,15,20,25
LR-EGR cooler outlet temperature [◦C] 55
LR-EGR specific humidity [g/kg dry air] 50
Table 3: Operating conditions
4.2. Results and discussion
Table 4 shows the results of outlet temperature and condensation rate
provided by the 3D-CFD simulations with the developed condensation model
at the operating conditions defined by table 3. Table 4 includes the 3D-CFD
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prediction in terms of absolute values and relative differences when compared









0D balance 265.20 1.46·10−3
3D-CFD 265.27 1.46·10−3 0.07 -0.46
10% EGR rate
0D balance 271.38 2.58·10−3
3D-CFD 271.46 2.56·10−3 0.08 -0.45
15% EGR rate
0D balance 276.72 3.35·10−3
3D-CFD 276.78 3.34·10−3 0.05 -0.20
20% EGR rate
0D balance 281.34 3.82·10−3
3D-CFD 281.36 3.83·10−3 0.02 0.19
25% EGR rate
0D balance 285.34 4.05·10−3
3D-CFD 285.34 4.07·10−3 -0.01 0.69
Table 4: Result summary and comparison
Comparisons are performed using the perfect mixing 0D balance equa-
tions developed by Serrano et al. [20] as the reference. Regarding 3D simula-
tion, errors below 1% are found for water condensation and temperature for
all the range of EGR rate. High accuracy is reasonable, since the same equa-
tions are used for both 3D-CFD and 0D balance. Minor discrepancies are
due to numerical error and local effects. Since condensation is triggered by
over-saturated conditions, the 3D simulations will always end the process by
the side of non-saturated conditions. Normally, final relative humidities are
around 99.75%, what would imply slightly more condensation and increased
temperature if the process is being perfectly isenthalpic.
In Fig. 3 it is depicted the condensation rate evolution along the axis
cross-sections for the 15% EGR rate case of Table 3. Due to the premixed
state of the inlet flow the condensation process takes place within the very
first part of the duct. Afterwards, equilibrium conditions are reached and
kept constant until the outlet of the duct. Comparing this evolution with
the solution of the 0D perfect mixing balance, for the same inlet conditions,
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3D CFD simulation model
Perfect mixing 0D balance
Figure 3: Condensation rate evolution during the duct inlet.
Fig. 4 corresponds to a detailed section of the specific humidity scalar
field in the inlet duct. The mesh has been superimposed allowing to notice
the specific number of cells the condensation process needs to reach saturated
conditions.
The premixed conditions of the inlet flow set a worst case scenario where
all the condensation process is done almost instantaneously, i.e. in a short
length.
Taking into account the base size of the cells and a mean number of
4 cells that are required to reach the saturation, the length required for a
total condensation is about 7 mm. Mainly due to the single sub-iteration
and the approximation of the mass source term, condensation is not being
instantaneous (not produced in a single cell). In order to reduce the length of
the condensation interface there are two possible approaches. On one hand,
the number of sub-iterations of the condensation model could be increased,
implying a rise in the computational effort as aforementioned. On the other
hand, the mesh density could be increased so that not only the condensation
length decreases but also the discretization error is reduced in the rest of the
transport equations. Even though the latter approach also implies a rise in
the computational effort, it is preferable against the first option.
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Figure 4: Scalar of specific humidity.
5. Practical example
In this section, an example of a practical use of the model developed
in this work is showed. This example is not intended to provide a proper
validation. In fact, comparisons with experimental data are not going to be
made. That study is proposed as a future work. The geometry consists in a
T-joint, composed by an intake duct and a secondary duct that simulates the
discharge of LR-EGR (Fig. 5). Inside both ducts there are flaps that control
mass flow rates. Duct lengths are enough to assure developed conditions.
The post-processing plane used throughout this section is included in Fig. 5.
Figure 5: Geometry.
Regarding the setup, configuration described in Section 4.1 is used. Bound-
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ary conditions for the intake and the EGR duct correspond to the 15% EGR
rate case from table 3.
The evolution of the relative humidity can be appreciated in Fig. 6, where
the convergence to saturation condition can be noticed. A line integral convo-
lution [44] of the velocity vectors is blended with relative humidity contours
and velocity vectors are overimposed. The blue solid line highlights the zone
of constant relative humidity of 95%, showing that once both streams start
mixing and eventually condensing, the mixed gas remains very close to sat-
uration conditions, preventing a potential re-evaporation of the condensed
water to occur.
Figure 6: Linear integral convolution of velocity colored by relative humidity and velocity
vectors in a LR-EGR junction with a 15% of EGR rate. The blue solid line indicates a
95% of relative humidity.
Finally, in Fig. 7 it is shown a scene of the passive scalar used in the
simulations to emulate the water transport. The mixing process of both
flows causes a high condensation rate, implying water droplets generation
and potential damage of the compressor wheel.
As can be observed in Figs. 6 and 7, the hot and humid flow coming from
the LR-EGR discharges into the intake duct, where it gets surrounded by
the cold ambient flow, overpassing saturation conditions and thus generating
water condensation. The water passive scalar is diluted within the flow due
to convection and diffusion. As the flow stream gets far from the intake flap,
water mass fraction becomes more homogeneous.
18
Figure 7: Scalar of passive scalar for the LR-EGR case of 15%
6. Conclusions
A collection of suitable source terms to model water condensation in hu-
mid air stream have been developed and implemented within the code of
a commercial 3D CFD software. The capabilities and limitations of the
model have been exposed, and fulfill the requirements and objectives re-
garding computational cost and accuracy in the condensation prediction in
LR-EGR systems. A previously validated 0D perfect mixing system of bal-
ance equations has been used in order to compare the global results of the
simulation with analytical solutions for a wide range of boundary conditions
in terms of specific humidity and temperatures. With a practical example,
the applicability of the model is shown, highlighting which parameters may
be used to evaluate local effects in an actual simulation.
Before the model is able to be used for the intended application, a vali-
dation of the condensation model in real flow mixing conditions is required,
comparing with experimental data. In addition, a study of the sensitivity of
the model to the numerical setup is also proposed, observing how the varia-
tion of parameters such as mesh, time step, turbulence model, etc affects the
solution accuracy.
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List of Symbols
cp isobaric specific heat capacity J · kg−1 ·K−1
D diffusion coefficient m2 · s−1
f additonal terms
h enthalpy J · kg−1 ·K−1
L latent heat J · kg−1
MW molecular weight kg ·mol−1
ṁ mass flow rate kg · s−1
p pressure bar




~u velocity m · s−1
w specific humidity gH2O · kg−1air
x coordinate in dominant direction m
Y mass fraction
α thermal diffusivity m2 · s−1
∆t characteristic time s
ε relative difference %
ν kinematic viscosity m2 · s−1
ϕ generic variable
ρ density kg ·m−3
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