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Quantum information has shed new light on the black hole (BH) information paradox, revealing
that, due to the information scrambling and entanglement, the information in a BH can be retrieved
from the Hawking radiation far more quickly than expected. However, BHs in reality have symme-
tries, which hinders the information from being fully scrambled. Here, we study information leakage
from a quantum uncharged rotating BH and clarify how symmetry affects the process of leakage.
We especially show that symmetry induces a delay in the onset of information leakage and informa-
tion remnant that lingers for. The delay turns out to be related to the thermodynamic properties
of the underlying model of the BH, bridging the information problem to the BH thermodynamics,
while the information remnant is dominated by the symmetry-breaking of the BH. Our analysis thus
unveils non-trivial connections between the information leakage problem and the macroscopic BH
physics.
The information paradox of quantum BHs has been
an outstanding open problem for a long time since the
discovery of the Hawking radiation [1, 2]. The central
issue in the paradox was whether the information in a
BH is eventually carried away by the radiation, or the
information is lost after the complete evaporation of the
BH. Despite the fact that information leakage is unlikely
in classical cases due to the no-hair theorem [3–5], recent
developments of the holographic principle suggest that
information should be preserved in the whole process and
will leak out from BHs as they evaporate, opening a new
question of how, and how quickly, radiation carries away
the information.
A novel approach was proposed from the theory of
quantum information [6]. Based on a unitary evap-
oration model of quantum BHs, it was pointed out
that complex internal dynamics of quantum BHs, called
scrambling [7, 8], leads to extremely quick evaporation
of information. The mechanism behind this is purely
quantum information-theoretic phenomena, known as de-
coupling [9–12]. This result has spiked a number of
novel research topics aiming to understand the holo-
graphic principle from the viewpoint of quantum infor-
mation [7, 8, 13–31].
Despite the fact that the approach based on scram-
bling offers a deep insight, BHs in reality have symme-
tries, leading to the conserved quantities that remain un-
changed under time evolution. This implies that the dy-
namics of such BHs cannot be fully scrambling. It is
thus unclear whether information indeed leaks out from
quantum BHs quickly.
One of the common beliefs is that any global sym-
metries are weakly violated in the regime of quantum
gravity [32, 33]. The weak violation will be gradually
amplified during the time evolution of quantum BHs and
eventually lead to full scrambling in a long-time limit.
This however suggests that information would not leak
out from BHs in early-time. Hence, the analysis that
properly takes the symmetries into account is of crucial
importance.
The main goal of this paper is to clarify how infor-
mation leaks out from quantum BHs with symmetry.
We especially study uncharged rotating BHs, known
as Kerr BHs, by assuming the exact axial symmetry
around the Z-axis. In this case, the conserved quantity
is the Z-component of angular momentum, which we
denote by the z-axis AM for short (see Supplementary
Information for our notations).
A model of information leakage problem
Our analysis is based on the quantum mechanical BH
model [6]. To capture the information-theoretic nature,
we consider a BH Bin containing N -qubit information,
where N := SBH shall be interpreted as the Bekenstein-
Hawking entropy. A qubit is the basic unit of quantum
information and is represented by a spin-1/2 particle.
We consider two types of initial states of the BH. One
is a “pure” BH, where Bin is in a pure state |ξ〉Bin , and
the other is a “mixed” BH, where Bin is in a mixed state
ξBin . The BH becomes mixed due to the entanglement
between the past Hawking radiation Brad [34, 35]. Hence,
the state ξBin shall be a marginal state of an entangled
state |ξ〉BinBrad .
We consider a thought-experiment that a person,
Alice, throws a quantum information source A of k
qubits into the BH. We also introduce a reference system
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2FIG. 1: Diagram of the BH information problem
based on the quantum mechanical BH model: the blue
lines represent trajectories of qubits, and the yellow wavy lines
indicate that they may be entangled. The initial BH Bin is
composed of N = SBH qubits in a state ξBin with SBH being
the Bekenstein-Hawking entropy. At time T1, Alice throws
a k-qubit quantum system A, which is maximally entangled
with the reference R, into the BH Bin. The state ξBin of the
initial BH Bin is purified to be |ξ〉BinBrad by the past Hawking
radiation Brad emitted before T1. The internal scrambling dy-
namics and the radiation gradually take place, as indicated in
the figure by green boxes and purple lines, respectively. Each
Ui is internal unitary time-evolution acting on N + k − i+ 1
qubits. By time T2, ` qubits (Srad) are carried away from
the BH by the radiation, making the BH S = ABin shrink to
Sin of N + k − ` qubits. We denote the dynamics of the BH
from T1 to T2 by LS→Sin . Bob collects all the radiation Srad
and tries to recover the information source A by applying a
quantum operation D, where he may additionally make use
of the past radiation Brad. We assume that Bob knows the
initial state ξ and the dynamics L of the BH.
R, which is maximally entangled with A and keeps track
of the information through the correlation to R. The
BH, now a composite system S := ABin, undergoes
the internal unitary dynamics and gradually emits
Hawking radiation Srad. We denote the whole process
by a map LS→SinSrad from S to the remaining BH Sin
and the radiation Srad. Another person, Bob, collects
all the radiation Srad of ` qubits and tries to recover
the information source A. He may additionally use the
past radiation Brad. If Bob succeeds in establishing the
maximal entanglement with the reference R, he can
access the information source A in the sense that, if the
initial state of A had been |ψ〉, Bob would be able to
recover |ψ〉. This further implies that the information
of A has been already carried away from the BH by the
radiation Srad (see Figure 6 as well).
Quantum Information and Symmetry
When a system has symmetry, we can define symmetry-
invariant information. Let HA be the Hilbert space of A.
In terms of the Z-axial symmetry, HA is decomposed into
subspaces
⊕
κHAκ labeled by the Z-axis AM κ. We as-
sume that R also has a decomposition HR = ⊕κHRκ and
that AR is initially prepared in a maximally entangled
state ΦAR compatible with this decomposition. Using
the projection ΠRκ onto HRκ , we define
ΦARdiag =
∑
κ
pκΦ
AR
κ , (1)
with pκ being Tr[(IA ⊗ ΠRκ )ΦAR] and ΦARκ being (IA ⊗
ΠRκ )Φ
AR(IA⊗ΠRκ )/pκ. Since ΦARdiag is invariant under the
axial rotation of A, we refer to the information in ΦARdiag
as symmetry-invariant.
We now introduce two errors in recovering infor-
mation from the radiation. One is ∆inv(ξ : L) for
the symmetry-invariant information in ΦARdiag, and
the other is ∆tot(ξ : L) for the total information in
ΦAR (see Supplementary Information). Both depend
on the state ξBin of the initial BH Bin as well as the
dynamics L of the BH, and take a value between 0 and 1.
Black holes without symmetry
When the BH has no symmetry, the dynamics L fully
scrambles all information. This is formulated by choosing
each unitary Ui in L at random. In this case, the recovery
error ∆tot typically satisfies [6, 12]
log2[∆tot(ξ : L)] ≤ k +
N −Hmin(Bin)ξ
2
− `. (2)
Here, Hmin(Bin)ξ is the min-entropy [36] of ξBin (see Sup-
plementary Information) and is large when the initial BH
Bin and the past radiation Brad are strongly entangled.
Thus, the recovery error is characterized only by the en-
tanglement between them. In particular, ∆tot(ξ : L) ≤
2N/2+k−` for the pure BH, and ∆tot(ξ : L) ≤ 2k−` for
the mixed BH with ξBinBrad being the maximally entan-
gled state. Since the latter does not depend on N , no
matter how large the initial mixed BH is, the k-qubit in-
formation leaks out when a little more than k qubits are
evaporated.
The mechanism behind this is decoupling [9–12] caused
by the fully scrambling dynamics L, in the sense that
LS→Sin(ΨSR) ≈ piSin ⊗ piR, where ΨSR := ΦAR ⊗ ξBin .
This guarantees that information is encoded into good
codewords, enabling the retrieval of information from
the radiation Srad.
Dynamics of Kerr Black Hole and Recovery Er-
rors
Unlike the dynamics of the BH without symmetry, the
dynamics LKerr of the Kerr BH is restricted by the axial
symmetry: each unitary Ui therein should be in the form
of Ui =
⊕
m U
(m)
i , where U
(m)
i acts on the subspace with
a fixed Z-axis AM, labelled bym, of the BH ofN+k−i+1
3FIG. 2: Recovery Errors from the radiation emitted by the pure Kerr BH: upper bounds on ∆inv(ξ : LKerr) (dashed
lines) and those on ∆tot(ξ : LKerr) (filled markers) for the pure Kerr BH, which is initially in a pure state, are plotted. We
particularly consider a family of pure states with various Z-axis AM L and fluctuation δL. The figures (i) - (iv) show the
cases for |L| = 0, N/8, N/4, and 3N/8, respectively, while δL is chosen to be 0.1√N (red), 0.5√N (blue), 0.9√N (green), and
0.3N (brown). For comparison, ∆inv for (L, δL) = (0, 0) is plotted by a yellow dash-dotted line. The size N of the initial
Kerr BH and the size k of the quantum information source are set to 500 and 5, respectively. Note that ±L leads to the
same result, as naturally expected since the rotating direction should not change any feature of how information leaks out. We
observe that the error ∆inv for symmetry-invariant information decays exponentially quickly after a certain number of qubits
are evaporated, while the error ∆tot for the whole information typically has a plateau around the value ηξ in Inequality (5).
The dependence of these features on L and δL, as well as their physical mechanism, are discussed in the main text. Note
however that `th > (N + k)/2 in any case, which is a consequence of the no-cloning property of quantum information [40].
qubits. Due to this restriction, LKerr never fully scram-
bles the AM, and no full decoupling occurs. The absence
of full decoupling was also pointed out in Ref. [18].
Although no full decoupling occurs in the Kerr BH, the
dynamics LKerr still scrambles each subspace with a fixed
Z-axis AM, making Sin and R partially decoupled. This
is made rigorous by the partial decoupling theorem [37].
The technique centers on constructing a fictitious quan-
tum state ΓS
∗ER on a system S∗ER, where E is a copy
of the remaining Kerr BH Sin, and S∗ is an extension of
S. The state ΓS
∗ER is constructed from ξBin , the sym-
metry of the BH, and the channel-state duality [38, 39]
of the evaporation process.
The key quantity is the conditional min-entropy
Hmin(S
∗|ER)Γ of Γ: the dynamics LKerr typically trans-
forms the initial state ΨSR to LS→SinKerr (ΨSR) such that
log
[‖LS→SinKerr (ΨSR)−∑
m
qmτ
Sin
m ⊗ΨRm‖1
]
≤ −Hmin(S
∗|ER)Γ
2
. (3)
Here, ‖·‖1 is the trace norm, m runs over all the labels of
Z-axis AM in S, and the probability distribution {qm}
and the quantum states τSinm and ΨRm can be explicitly
obtained (see Supplementary Information). Thus, when
Hmin(S
∗|ER)Γ  1, the remaining BH Sin and the ref-
erence R are correlated only through the value m of the
AM, but no quantum correlation is left.
Based on this partial decoupling, we can obtain upper
bounds on ∆inv and ∆tot, which however turn out not
to be tight. This is due to the well-known fact that the
conditional min-entropy is sensitive to the events that
happen so rarely that we can practically ignore. By ig-
noring the rare events occurring with probability ω, the
fictitious state Γ can be modified to a subnormalized one
Γ˜. Noticing that ignoring the rare events results in addi-
tional error ω, we arrive at
∆inv(ξ : LKerr) ≤ 2Θξ, (4)
∆tot(ξ : LKerr) ≤ 2Θξ + ηξ, (5)
where Θξ = 2−
1
2Hmin(S
∗|ER)Γ˜ + w, and ηξ ∈ [0, 2] is
explicitly given (see Supplementary Information). Both
Θξ and ηξ depend on N , k, and `.
Numerical Evaluations of Recovery Errors
Using Inequalities (4) and (5), ∆inv and ∆tot are nu-
merically plotted in Figure 2 for the pure Kerr BH and
Figure 3 for the mixed Kerr BH. In both cases, we chose
the state ξ of the initial BH Bin such that its Z-axis AM
is L on average with fluctuation δL (see Supplementary
Information).
The ∆inv starts decreasing after a certain amount of
evaporation and, thereafter, continues dropping exponen-
tially quickly. Let `∆(L, δL) be the number of evaporated
qubits needed to achieve ∆inv ≤ ∆. Compared to the
trivial case (L = δL = 0), `∆(L, δL) ≥ `∆(0, 0) for any
∆ > 0, implying that the non-trivial Kerr BH has a delay
4FIG. 3: Recovery Errors from the radiation emitted by the mixed Kerr BH: upper bounds on ∆inv(ξ : LKerr) (dashed
lines) and those on ∆tot(ξ : LKerr) (filled markers) for the mixed Kerr BH, which is initially highly entangled with the past
radiation, are plotted. We consider a family of specific entangled states with various Z-axis AM L and fluctuation δL. The
figures (i) - (iv) show the bounds for |L| = 0, N/8, N/4, and 3N/8, respectively, where ±L leads to the same result as explained
in the caption of Figure 2, while δL is chosen to be 0.1
√
N (red), 0.5
√
N (blue), 0.9
√
N (green), and 0.3N (brown). The ∆inv
for (L, δL) = (0, 0) is also plotted by a yellow dash-dotted line for comparison. The size N of the initial Kerr BH is set to 500,
and the size k of the quantum information source to 5. Similarly to the pure Kerr BH, we observe that both ∆inv(ξ : LKerr)
and ∆tot(ξ : LKerr) start decreasing at almost same timing, and that only ∆tot stops decreasing soon after, except the one for
δL = 0.3N . The significant difference from the pure Kerr BH is that the timing at which the errors start decreasing can be
much earlier. It indeed ranges widely from O(k) to O(N) depending on the Z-axis AM L and its fluctuation δL of the initial
Kerr BH. The details are discussed in the main text.
of information leakage. The delay ranges from negligibly
small to macroscopically large values, depending on L
and δL, even for the mixed BH. Hence, even from the
mixed BH, the information does not necessarily leak out
quickly.
The ∆tot also starts decreasing nearly at the same tim-
ing as ∆inv. However, soon after, the dropping becomes
much slower and the error remains at a non-negligible
value. This implies that a part of the information
necessary for the decoding remains in the interior of the
BH until the complete evaporation. We call the residual
information information remnant, which is by definition
not symmetry-invariant.
Delay of Leakage and Cramping of Entanglement
The origin of the delay in information leakage may be as-
cribed to nearly maximal entanglement generated by the
scrambling dynamics [34, 35, 41]. To clarify this point, we
first consider the BH without symmetry, whose dynam-
ics is fully scrambling and generates high entanglement
between Srad and Sin. This implies that the marginal
states in each subsystem tend to spread widely, letting
the marginal state in the smaller subsystem be so mixed
that no trace of the initial state remains. In contrast, the
spread in the large subsystem needs to be “cramped” at
the dimension of the smaller one, because any bipartite
pure state should have an equal size in the two subsys-
tems [42].
The cramping in the larger subsystem is crucial in the
information recovery: when more than half of the qubits
are evaporated from a pure BH, Srad is the larger one
and the cramping sets in. The mixed BH sees the onset
much earlier since it is already on the verge of cramp-
ing initially, thanks to entanglement with past radia-
tion Brad. To represent this property in a semiquanti-
tative way, we introduce a degree of cramping in Srad,
C := H(Bin)ξ + log[dimHSrad/ dimHSin ]. When C > k,
the k-qubit information shall have no significant overlap
inHSrad , and shall be recoverable from the radiation Srad.
It corresponds to ` > k+N/2 for the pure BH and ` > k
for the mixed BH, which agrees well with Inequality (2).
Let us apply the same argument to the Kerr BH. For
simplicity, we consider an initial Kerr BH Bin with a
fixed Z-axis AM L with δL = 0. The number of up-spins
in Bin is L + N/2. Due to the conservation of AM, the
subspace HSradn with n up-spins in Srad is entangled only
with HSinn′ satisfying n+ n
′ ≈ L+ (N + k)/2. This leads
to a cramping condition for each value of n as
H(Bin)ξ + log
[
dimHSradn
dimHSinL+(N+k)/2−n
]
> k, (6)
which should be fulfilled by all probable values of n for
the information to be recoverable.
As an estimate of `∆(L, 0), we consider the number
ˆ`
c(L) of qubits to be evaporated such that Inequality (6)
holds for all n with |δn| ≤ c√〈δn2〉 (δn := n − 〈n〉).
Dimensions in Inequality (6) are well approximated using
s(w) := −(1/2 − w) log[1/2 − w] − (1/2 + w) log[1/2 +
w]. Let ωS := L/(N + k) be the Z-axis AM per qubit
5in S, and denote the initial degree of cramping, when
no radiation is yet emitted, by Cini = H(Bin)ξ − (N +
k)s(ωS) < 0. We can then show (see Supplementary
Information)
ˆ`
c(L) ≈ `(0)(L) + c `(fl)(L), (7)
where
`(0)(L) = − Cini
2s(ωS)
+
k
2s(ωS)
, (8)
`(fl)(L) =
|s(ωS)|
s(ωS)
√
`(0)(L)
|s′′(ωS)|
(
1− `
(0)(L)
N + k
)
. (9)
See Figure 4 for the comparison of `∆ and ˆ`c.
As seen in Equation (73), we have decomposed
ˆ`
c(L) into two terms. The first term, `(0)(L), is easily
understood from the fact that evaporation of a qubit
with entropy s(ωS) increases the degree of cramping by
2s(ωS). It is the second term `(fl)(L) that is a non-trivial
consequence of the symmetry of the Kerr BH, stemming
from the fluctuation of the AM in the radiation, which
makes the cramping condition harder to be fulfilled.
Delay and BH Thermodynamics
We can further rewrite ˆ`c(L) in terms of s(ω), where
ω = L/N is the Z-axis AM per qubit in Bin. Since s(ω)
is the thermodynamic entropy per qubit in the initial
Kerr BH Bin in the underlying model, we can relate ˆ`c(L)
to thermodynamic quantities. Let f(ω) be the external
force required to drive the Z-axis AM of N qubits to ωN
at inverse temperature β. It is related to the function
s(ω) as f(ω) = −s′(ω)/β. The associated susceptibility
is χ(ω) = −βs′′(ω)−1. Assuming k  N , we obtain
`(0)(L) ≈ 1− e
2
N +
1
2
(
1 +
1 + eβω|f(ω)|
s(ω)
)
k, (10)
`(fl)(L) ≈ |f(ω)|
s(ω)
√
1 + e
2
χ(ω)β`(0)(ω). (11)
where e := H(Bin)/Ns(ω) is the entanglement entropy
ratio of the initial Kerr BH Bin to its maximum. In
particular, when the Kerr BH initially has a small Z-axis
AM (|L|  N), we have
`(fl)(L) ∝ β
∣∣∣∣f( LN
)∣∣∣∣
√
k +
1− e
2
N, (12)
showing that the symmetry of the Kerr BH causes an
extra delay which is proportional to the force needed to
drive the AM of the BH to its initial value.
This reveals a non-trivial relation between information
leakage and the BH thermodynamics. It also suggests
that our results is independent of microscopic details of
the BH model, leading us to conjecture that the same
result holds for any BH with an extensive conserved
quantity.
FIG. 4: Delays of information leakage from partial de-
coupling and cramping argument: the delay δ`∆(ω) :=
`∆(ωN, 0)− `∆(0, 0), computed by the partial decoupling ap-
proach (Equation (4)), and the delay δ ˆ`c(ω) := ˆ`c(ωN)− ˆ`c(0),
obtained from the cramping condition (Equation (73)), are
plotted as functions of the density ω of the Z-axis AM in
the initial Kerr BH Bin. The upper and lower figures show
the delays for the pure and mixed Kerr BHs, respectively.
The size N of the initial Kerr BH Bin is set to 300, and the
size k of the quantum information source A is fixed to 3. In
both figures, δ`∆(ω) is computed for ∆ = 0.005 (red plots),
0.05 (blue plots), and 0.5 (green plots), while δ ˆ`c(ω) is com-
puted for c = 3.4 (red dashed line), 2.6 (blue dashed line),
and 1.6 (green dashed line) for the pure BH, and 10.8 (red
dashed line), 8.7 (blue dashed line), and 6.2 (green dashed
line) for the mixed BH. In both pure and mixed Kerr BHs,
they nearly coincide, indicating that the cramping argument
provides good estimations.
Information Remnant and Symmetry-Breaking
We finally study the information remnant characterized
by ηξ, which is plotted in Figure 12 for various fluctu-
ations δL of the initial Kerr BH. We also provide a Q
function of ξBin (see Supplementary Information) that
visualizes how Z-symmetric the state is. By comparing
them, we observe that, when ηξ is small, the Z-axial sym-
metry in ξBin is strongly broken.
We can analytically elaborate this relation based on
the fact that, for the whole information in ΦAR to be
recoverable from the radiation Srad, classical informa-
tion about the Z-axis AM in R should not be inferred
from the remaining BH Sin [43]. By elaborating this,
we can obtain a lower bound on ηξ in terms of a degree
ζ(Sin) of symmetry-breaking in Sin. Using a purification
|Ψ〉SinS′in of ΨSin , where S′in = RBradSrad, and denoting
by LZ the Z-axis AM operator in Sin, we define ζ(Sin)
by |〈Ψ|eiδθLZ ⊗ I|Ψ〉|2 = 1− ζ(Sin)(δθ)2/2 +O((δθ)3). It
turns out that ζ(Sin) is equal to twice the variance of the
6FIG. 5: Plots for the information remnant and the
symmetry-breaking: the ηξ(N, k, `), characterizing the in-
formation remnant, is plotted for various states ξ of the ini-
tial BH with different fluctuations of Z-axis AM, δL = 0
(black), 0.1
√
N (red), 0.5
√
N (blue), 0.9
√
N (green), and
0.3N (brown). The size N of the initial BH is fixed to 1000,
and k is set to 1. The average Z-axis AM is fixed to 0 since
ηξ(N, k, `) does not depend on the average. A Q function
for each ξ is depicted in the right-hand side, visualizing the
symmetry-breaking of ξ. We observe that, when ηξ(N, k, `) is
small, the degree of symmetry-breaking is large. Furthermore,
the ηξ(N, k, `) turns out to behave differently depending on
whether
√
`  δL or √`  δL. The former is most promi-
nently observed for δL = 0.3N (brown line), where the η is
nearly constant. The latter case is observed for δL = 0 (black
line), where ηξ(N, k, `) decreases as ≈ `−0.5 for small `. In
the inset, ηξ(N, k, `) is plotted as a function of N for ` = 3k
and k = 1. Each plot corresponds to different fluctuations
δL. We observe that ηξ(N, k, `) decreases inverse polynomi-
ally in terms of N for sufficiently large fluctuation, such as
δL = O(
√
N) and O(N).
Z-axis AM in Sin. We then obtain
ηξ &
√
2
3
〈|δκ|〉
(
1− `
N + k
)
1√
ζ(Sin)
, (13)
where 〈|δκ|〉 is the mean absolute deviation of the Z-axis
AM in R (see Supplementary Information for details).
Hence, when information remnant is small, ζ(Sin) should
be necessarily large, implying that the Z-axial symmetry
in Sin should be broken strongly.
When
√
`  δL, the degree of symmetry-breaking in
Sin should be inherited from that of the initial Kerr BH
Bin. This is because the degree of symmetry-breaking
is related to the fluctuation of the Z-axis AM, and
the evaporation of ` qubits increases the fluctuation
only by O(
√
`), which is less dominant than δL when√
`  δL. Thus, we conclude that ηξ & ζ(Bin)−1/2. On
the other hand, when
√
`  δL, the fluctuation due to
the evaporation dominates, so that ηξ & `−1/2.
In summary, we have fully clarified how information is
carried away from the Kerr BH. In particular, we have
revealed two novel relations. One is between the delay
of information leakage and the BH thermodynamics, and
the other is the information remnant and the symmetry-
breaking of the Kerr BH.
As a future problem, it is important to take the
weak violation of symmetry in quantum gravity into
account. Since the violation of the exact symmetry will
result in deviations from our analysis, we can quantify
the degree of symmetry violation by evaluating such
deviations, which will open an operational approach to
understanding symmetry in quantum gravity.
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8Supplementary Information for
“Information Leakage from Rotating Quantum Black Holes”
In Supplementary Information, we provide a detailed analysis of the information leakage from
a quantum black hole (BH) with an axial symmetry. The supplementary material is written in a self-
contained manner, so that it is accessible without referring to the main text and also even for those
who are not familiar with quantum information theory.
I. INTRODUCTION
The information paradox of quantum BHs has been an outstanding open problem for a long time since the
discovery of the Hawking radiation [4, 5]. The central issue in the paradox was whether the information in a BH
is eventually carried away by the radiation, or the information is lost after the complete evaporation of the BH.
Despite the fact that information leakage is unlikely in classical cases due to the no-hair theorem [6–8], recent
developments of the holographic principle suggest that information should be preserved in the whole process
and will leak out from BHs as they evaporate, opening a new question of how, and how quickly, radiation
carries away the information.
In recent years, a novel approach towards the problem was proposed from the theory of quantum infor-
mation. Based on a unitary evaporation model of quantum BHs, which we refer to as a Hayden-Preskill
(HP) model, it was pointed out that complex internal dynamics of quantum BHs, often referred to as scram-
bling [9, 10], leads to extremely quick evaporation of information [1]. The mechanism behind this is purely
quantum information theoretic phenomena, known as decoupling [11–14], and is closely related to quantum
error correction (QEC), one of the central concepts in quantum information. This approach has spiked a num-
ber of novel research topics aiming to understand the holographic principle from the viewpoint of quantum
information [9, 10, 15–33], and offers a deep insight into the information paradox.
However, BHs in reality typically have symmetries and conserved quantities that remain unchanged under
time evolution. This implies that the dynamics of such BHs cannot be fully scrambling. It is thus unclear
whether information indeed leaks out from such quantum BHs quickly. One of the common beliefs is that any
global symmetries are weakly violated in the regime of quantum gravity [34, 35]. The weak violation will be
gradually amplified during the time evolution of quantum BHs and eventually lead to full scrambling in a
long-time limit. This however suggests that information would not leak out from BHs in early-time. Hence,
the analysis that properly takes the symmetries into account is of crucial importance.
The main goal of this paper is to clarify how information is carried away by the Hawking radiation when
a quantum BH has symmetry. We especially study an uncharged rotating BH, also known as a Kerr BH, by
assuming the exact axial symmetry around theZ-axis. In this case, the conserved quantity is theZ-axis angular
momentum, which we denote by the Z-axis AM for short.
We first provide rigorous upper bounds on the amount of radiation needed to recover any information in
the Kerr BH. The bounds are given in terms of the conditional min-entropy and are obtained by generalizing
decoupling approach [11–14] to the one applicable to the case where the system has symmetry. We call such a
technique partial decoupling approach [36]. We then numerically provide how the information leaks out from
the Kerr BH, which shows two significant deviations from the non-rotating case. One is a delay of the timing
at which the information recovery from the radiation becomes possible, and the other is an information remnant
that remains unleaked until the last moment. They should be understood as the consequences of the symmetry
of the Kerr BH.
We further discuss the origins of the delay and the information remnant in terms of macroscopic properties
of the Kerr BH. First, we show that the delay of information leakage is determined by the force needed to drive
a non-rotating BH to the BH with the initial value of the Z-axis AM. This reveals highly non-trivial relation
between the information leakage problem and the BH thermodynamics. Second, the information remnant is
related to the symmetry-breaking of the initial state of the Kerr BH, indicating that the symmetry-breaking
may be understood as a resource of the information leakage from the Kerr BH. We conjecture that these
features of the information leakage from the Kerr BH hold for any quantum BHs with an extensive conserved
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The supplementary Information is organized as follows. We start with preliminaries in Section II, where
we also introduce our notation. In Section III, we provide a brief review of the HP model of a quantum BH.
In Section IV, we propose a modified HP model that incorporates the symmetry of the Kerr BH. Based on an
extension of the recently proposed one-shot partial decoupling theorem [36], we provide formal solutions to the
information leakage from the Kerr BH. Section V is devoted to the numerical analysis of the problem based
on the formal solutions. We then analyze in Section VI the information leakage problem from the Kerr BH
from different perspectives, allowing us to understand the key physics behind the problem. After we provide
a summary and discussions in Section VII, we explain in Sections IX, X, XI, and XII our methods and provide
proofs of the statements.
II. PRELIMINARIES
We here introduce our notation and explain basic properties of the key quantities we use in the paper. We
basically use the notation commonly used, so the readers familiar with those can skip this section. Important
notations are summarized in Table I.
A. General notation
We use the following standard asymptotic notation. Let f(n) and g(n) be functions on R+. We say f(n) =
O(g(n)) if there exist c, n0 > 0 such that f(n) ≤ cg(n) for all n ≥ n0. When there exist c, n0 > 0 such that
f(n) ≥ cg(n) for all n ≥ n0, we say f(n) = Ω(g(n)). If f(n) = O(g(n)) and f(n) = Ω(g(n)), we denote it by
f(n) = Θ(g(n)). If limn→∞ f(n)/g(n) = 0, we write it by f(n) = o(g(n)). For two natural numbers i and j
(i ≤ j), we often denote the sequence of integers between them, {i, i+ 1, . . . , j − 1, j}, by [i, j]. The logarithm
is always taken in base two.
When we consider a system S composed of qubits, the number of qubits is denoted by |S|. For Hilbert spaces,
operators, and superoperators, we explicitly write the relevant systems in the superscript. For instance,HS is a
Hilbert space associated with a system S,XSR is an operator acting on the system SR, ES→B is a superoperator
from the system S to B. For superoperators from e.g. S to itself, we denote it by ES . A reduced operator on S
of ρSR is denoted by ρS , that is, ρS = TrR[ρSR]. Furthermore, as the identity operator I acts trivially, we often
denote (MS ⊗ IR)ρSR(MS† ⊗ IR) simply by MSρSRMS†. The identity superoperator is denoted by e.g. idS.
We denote a set of linear operators fromHA toHB by L(HA,HB), and L(HA,HA) by L(HA). Special opera-
tors onH, such as Hermitian operators, positive semi-definite operators, quantum states, and sub-normalized
states, are denoted by
Her(H) = {X ∈ L(H) : X = X†}, (14)
P(H) = {X ∈ Her(H) : X ≥ 0}, (15)
S(H) = {ρ ∈ P(H) : Tr[ρ] = 1}, (16)
S≤(H) = {ρ ∈ P(H) : Tr[ρ] ≤ 1}, (17)
respectively.
For several important quantum states, we fix the notation. The maximally entangled state between S and S′,
where HS ∼= HS′ , is always denoted by ΦSS′ . The completely mixed state on HS is denoted by piS = IS/dS
(dS = dimHS). For a quantum state ρS ∈ S(HS), its purification by R (HR ∼= HS) is often denoted by |ρ〉SR.
Namely, it satisfies
TrR[|ρ〉〈ρ|SR] = ρS, (18)
where TrR is the partial trace over R.
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B. Superoperators, channel-state duality, and norms
Conjugations by a unitary, an isometry, and a partial isometry are the fundamental superoperators in quantum
mechanics. An isometry V H→K from a Hilbert spaceH to another one K (dimH ≤ dimK) is defined by
(V H→K)†V H→K = IH. (19)
Note that V H→K(V H→K)† 6= IK unless dimH = dimK. When dimH = dimK, an isometry is called a unitary.
A partial isometry is a linear operator from H to K, where no assumption is put on their dimensions, such
that it is an isometry on its support. Important examples of a partial isometry are projections, isometries, and
unitaries.
Another important class of superoperators is a quantum channel T S→B , which is a completely-positive (CP)
and trace-preserving (TP) map. A map is called CP if (idS′ ⊗ T S→B)(ρS′S) ≥ 0 for any ρS′S ≥ 0 and is TP if
Tr[T S→B(ρS)] = Tr[ρS]. We also say a superoperator T S→B is sub-unital and unital if T S→B(IS) ≤ IB and
T S→B(IS) = IB , respectively.
In quantum information theory, a complementary channel is also important (see e.g. [37]). Let T A→B be a
quantum channel, and V A→BET be its Steinspring dilation [38], i.e., V
A→BE
T is an isometry such that
TrE[V
A→BE
T ρ
A(V A→BET )
†] = T A→B(ρA), (20)
for any ρA ∈ L(HA). The complementary channel T¯ A→E of T A→B is then defined by
T¯ A→E(ρA) := TrB[V A→BET ρA(V A→BET )†], (21)
for any ρA ∈ L(HA). The complementary channels is especially useful to quantify how much information of
ρA is lost when it goes through the quantum channel T A→B .
Any superoperator T S→B from S toB has a convenient representation in terms of an operator onHSB , which
is often referred to as the Choi-Jamiołkowski representation [39, 40], or sometimes the channel-state duality, and
defined by
J(T S→B) := (idS ⊗ T S′→B)(ΦSS′). (22)
Properties of superoperators can be rephrased in terms of the Choi-Jamiołkowski representation. For instance,
T S→B is CP, TP, and unital if and only if J(T S→B) ≥ 0, TrB[J(T S→B)] = piS , and TrS[J(T S→B)] = piB ,
respectively.
We use the Shatten p-norm ‖ · ‖p (p ∈ [1,∞]) for linear operators, which is defined by
‖X‖p :=
(
Tr[(XX†)p/2]
)1/p
. (23)
For p = 1, 2, and∞, the norm is often called the trace, Hilbert-Schmidt, and operator norm, respectively. Note
that the operator norm is nothing but the maximum singular value. We also use the fidelity between quantum
states ρ and σ, defined by
F (ρ, σ) := ‖√ρ√σ‖21. (24)
For pure states |φ〉 and |ψ〉, we denote the fidelity between them by F (|φ〉, |ψ〉), which is simply equal to
|〈φ|ψ〉|2.
C. Random untary
Throughout the paper, the unitary group of degree d < ∞ is denoted by U(d). Since the unitary group of a
finite degree is a compact group, there exists the unique left- and right- unitarily invariant probability measure,
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TABLE I: A summary of out notation.
General notation
HA A Hilbert space associated with the system A
L(HA,HB) A set of all linear operators fromHA toHB
L(H) A set of all linear operators onH
Her(H) {Φ ∈ L(H) : Φ = Φ†}
P(H) {Φ ∈ Her(H) : Φ ≥ 0}
S(H) {Φ ∈ P(H) : Tr[Φ] = 1}
S≤(H) {Φ ∈ P(H) : Tr[Φ] ≤ 1}
U(d) Unitary group of degree d
ΦAA
′
Maximally entangled state between A and A′ (HA ∼= HA′ )
piA Completely mixed state in A
T A→B A superoperator from L(HA) to L(HB) (mostly CPTP maps)
T¯ A→E A complementary superoperator of T A→B
J(C) The Choi-Jamiołkowski representation of a superoperator of C
Notation when a Hilbert spaceHS is decomposed into⊕j∈J HSmj
DS dimHS
dj dimHSmj
HS∗ ⊕j∈J (HSmj )⊗2
ΠSj ∈ P(HS) The projection ontoHSmj
piSj ∈ S(HS) piSj := ΠSj /dj
Norms, distance-like measure, and entropies
‖X‖1 The trace norm of an linear operator X : ‖X‖1 = Tr[
√
XX†]
‖X‖2 The Hilbert-Schmidt norm of an linear operator X : ‖X‖2 =
√
Tr[XX†]
‖X‖∞ The operator norm given by the largest singular value of X .
F (φ, σ) Fidelity between two states Φ ∈ S(H) and σ ∈ S(H): F (φ, σ) = ‖√φ√σ‖21
H(A)φ The von Neumann entropy of φA: H(A)φ = −Tr[φ log φ]
H(A|B)φ The conditional entropy of φAB : H(A|B)φ = H(AB)Φ −H(B)φ
Hmin(A|B)φ The conditional min-entropy of φ
AB :
Hmin(A|B)φ = supσB∈S(HB) sup{λ ∈ R|2−λIA ⊗ σB − φAB ≥ 0}
known as the Haar measure. We denote by H the Haar measure. More specifically, the Haar measure satisfies
the following property.
For anyW ⊂ U(d) and V ∈ U(d), H(VW) = H(WV ) = H(W). (25)
When a unitary U is chosen uniformly at random from U(d) with respect to a given probability measure µ,
it is denoted by U ∼ µ. In particular, if a unitary is chosen with respect to the Haar measure, it is called a Haar
random unitary and is denoted by U ∼ H.
D. Entropies
For a positive semi-definite operator ρAB , the conditional min-entropy is defined by
Hmin(A|B)ρ = sup
σB∈S(HB)
sup{λ ∈ R|2−λIA ⊗ σB − ρAB ≥ 0}. (26)
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This is a generalization of the usual conditional entropy H(A|B)ρ := H(AB) − H(B), where H(A) =
−Tr[ρA log ρA] is the von Neumann entropy. It is in general hard to compute the conditional min-entropy,
but for a pure state, the following proposition is known.
Proposition 1 (Ref. [41]). For a pure state ψAB , the conditional min-entropy is given by
Hmin(A|B)ψ = −2 log
[
Tr[
√
ψA]
]
= −2 log[Tr[√ψB]]. (27)
Dimentional upper and lower bounds of the conditional min-entropy are also known:
−min{log(dimHA), log(dimHB)} ≤ Hmin(A|B)ρ ≤ H(A|B)ρ ≤ log(dimHA). (28)
Note that, unlike the classical counterpart, the conditional min-entropy can be negative. As a comprehensive
introduction to entropies, see Ref. [42].
The following general upper and lower bounds on the conditional min-entropy hold when the state has a
specific form.
Proposition 2. Let {HAj } be mutually orthogonal subspaces ofHA, and piAj be the completely mixed state onHAj . For a
state ΛABC =
∑J
j=0 pjpi
A
j ⊗ ρBCj , where ρBCj ∈ S(HBC) and {pj} is a probability distribution,
− log
[ J∑
j=0
pj
dj
2−Hmin(B|C)ρj
]
≤ Hmin(AB|C)Λ ≤ min
j∈[0,J]
{
Hmin(B|C)ρj − log
[pj
dj
]}
, (29)
where dj = dimHAj .
The proof of Proposition 2 is given in Appendix A.
III. QUANTUM INFORMATION THEORETIC APPROACH TO THE INFORMATION PARADOX
In recent years, the BH information paradox has been investigated from the viewpoint of quantum informa-
tion. One of the pioneering works was by Hayden and Presill. They investigated how quickly the information
leaks out from the BH [1] based on a quantum information theoretic toy model of a BH, which we refer to as
a HP model. Since our study is also based on the HP model, we first overview it in Subsections III A and III B.
Our motivation is then explained in Subsection III C.
A. Hayden-Preskill’s model of quantum BH
We consider an N -qubit quantum BH Bin in a quantum state ξBin . The state ξBin is purified to be |ξ〉BinBrad
by the “past radiation” Brad, which is the system of the Hawking radiation emitted from the BH beforehand.
In this paper, we especially consider two types of BHs, “pure” and “mixed” ones. A pure BH is the BH where
Bin is in a pure state |ξ〉Bin . This could be the case when the BH has not emitted any Hawking radiation, or
the past radiation emitted earlier has been measured by someone. The mixed BH is, on the other hand, the BH
where Bin is entangled with the past radiation Brad. So, ξBin is a mixed state. In the original HP model [1], the
pure and mixed BHs are called young and old BHs, respectively
At time T1, Alice throws a k-qubit quantum information source A into an either pure or mixed BH Bin,
enlarging the BH to S = ABin of N + k qubits. To keep track of the quantum information of A, we introduce
a reference system R, and set AR in the maximally entangled state |Φ〉AR. The BH S then undergoes time
evolution given by the repetitions of internal unitary dynamics Ui, acting on N + k − i + 1 qubits, and the
Hawking radiation of a single qubit, where i = 1, 2, . . . . The radiation is described by the process that a
randomly chosen qubit goes out from the BH. In Fig. 6, the unitary dynamics is depicted by a green box, and
the radiation by a purple line.
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FIG. 6: An information theoretic diagram of the BH information problem based on the HP model [1]. The blue lines represent
the paths of qubits, where the green wave lines indicate that they may be entangled. The red line indicates the Hawking
radiation from the BH.
TABLE II: Notation in the investigation of the BH information problem
Bin (N qubits) Initial BH before quantum information source is thrown in.
Brad (N ′ qubits) “Past” radiation that purifies the initial BH Bin.
A (k qubits) Quantum information source Alice throws into the BH Bin.
R (k qubits) Reference system that is maximally entangled with A.
S (N + k qubits) The BH after the information source A is thrown in (S = ABin = SinSrad).
Srad (` qubits) Hawking radiation from the BH S.
Sin (N + k − ` qubits) Remaining BH after Srad is evaporated.
Suppose that ` qubits, denoted by Srad, have been evaporated from the BH S by time T2. We denote the
whole dynamics of the BH by LS→Sin , where Sin is the remaining BH at time T2 after Srad is evaporated from S.
The Sin is composed of N + k − ` qubits. In our analysis, we also use its complementary dynamics. Recalling
that the dynamics LS→Sin of the BH consists of unitary dynamics and the partial trace, the complementary
dynamics is given by the dynamics LS→Srad from S to the radiation Srad.
To check whether or not the information ofA has been already leaked out from the BH, we introduce another
person Bob. Bob is waiting outside of the BH and collects all the radiation Srad. He then tries to recover the
quantum information source A as much as possible. In addition, he may make use of the past radiation Brad
when the initial BH Bin is mixed. Since the mixed BH is entangled with the past radiation, this may help Bob
recover the information. We say that Bob succeeds in recovering the information source A when he is able to
establish the maximally entangled state between the reference R. If this is achieved, he can indeed access the
information of A in the sense that, if the initial state of A had been |ψ〉, Bob would also be able to recover |ψ〉.
The state Bob obtains after the whole process is explicitly written as
ΦˆAR = DSradBrad→A ◦ LS→Srad(ΦAR ⊗ ξBinBrad), (30)
where DSradBrad→A is a CPTP map applied by Bob to recover the information source A. Using the infidelity of
entanglement as a measure of the recovery error, we define
∆tot(ξ,L,D) := 1− F
(
ΦAR, ΦˆAR
)
, (31)
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which satisfies 0 ≤ ∆tot ≤ 1. This error in general depends on the state ξBin of the initial BH Bin, the dynamics
LS→Sin of the BH, and the decoding operation DSradBrad→A by Bob.
The main concern in the HP model is the number ` of evaporated qubits for Bob to be able to recover the
information source A, which is formally stated as follows:
Question (Information leakage problem). Let S be ABin = SradSin. For a given state ξ of the initial BH Bin, and
the dynamics L of the BH, how large should ` = |Srad| be so that
∆tot(ξ,L) := infD ∆tot(ξ,L,D) 1? (32)
Here, the infimum is taken over all quantum channels DSradBrad→A.
As often the case in quantum information theory, we assume that Bob knows ξBin and LS→Sin , so that
DSradBrad→A may depend on them. Although one may think that this is a strong assumption, we empha-
size that this is compatible with the original spirit of the information paradox, which asks whether or not the
information is lost during the evaporation. If the information is in principle recoverable from the radiation, it
implies that the information is already outside of the BH, so that it is not lost.
The whole process is described in Fig. 6. For clarity, we also provide a list of important quantities in Table II.
B. Review of the result by Hayden and Preskill: decoupling approach
The information leakage problem is understood very well based on the decoupling approach [11, 12, 14]: for
the information retrieval from the radiation to be possible, it is necessary and sufficient that the remaining BH
Sin is decoupled from the reference R in the sense that
LS→Sin(ΦAR ⊗ ξBin) ≈ piR ⊗ σSin , (33)
where piR is the completely mixed state onHR, and σSin ∈ S(HSin) is any state.
The key idea by Hayden and Preskill in Ref. [1] is to assume that each unitary Ui during the dynamics L of
the BH is well-approximated by a unitary drawn uniformly at random with respect to the Haar measure Hi on
the corresponding unitary group U(2N+k−i+1), i.e. Ui ∼ Hi. In other words, they assumed that the dynamics
of the BH is Haar scrambling. The validity of this assumption and the time necessary for this assumption to be
satisfied, known as the scrambling time, have been intensely discussed in recent years.
The most important property of Haar scrambling is that it results in decoupling with high probability [43],
which further implies that, for almost any choice of unitaries Ui ∼ Hi, the dynamics L of the BH leads to the
recovery error bounded from above as [1, 14]
log
[
∆tot(ξ,L)
] ≤ k − `+ N −Hmin(Bin)ξ
2
, (34)
where Hmin(Bin)ξ is the min-entropy of the state ξBin of the initial BH. Thus, if `  k + (N −Hmin(Bin)ξ)/2,
∆tot(ξ,L) 1. SinceHmin(Bin)ξ quantifies the entanglement between the initial BHBin and the past radiation
Brad, this clearly implies that entanglement between them dominates how quickly the information leaks out
from the BH.
In particular, for the pure BH, Hmin(Bin)ξ = 0 since Bin is in a pure state. Hence, we obtain
∆tot(ξ,L) ≤ 2k−`−N2 . (35)
This implies that, after a little more than half of the BH S is evaporated, Bob becomes able to recover the
information with high accuracy. On the other hand, when the initial BH Bin is sufficiently mixed, such as that
ξBinBrad is a maximally entangled state, Hmin(Bin)ξ = N . Thus, it follows that
∆tot(pi
Bin ,L) ≤ 2k−`. (36)
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This implies that Bob can recover the information from the radiation of a little more than k qubits. In this case,
the error is independent of the size N of the initial BH. Hence, even if the BH is macroscopically large, Bob
dose not have to wait for long.
The approach by Hayden and Preskill has opened a number of research topics [9, 10, 15–33], such as scram-
bling, out-of-time-ordered-correlators (OTOCs), the relation between quantum chaos and quantum BHs, and
novel approaches to the holographic principle.
C. Motivation -Symmetry and Information Leakage-
Despite the fact that the Hayden-Preskill’s result offers a deep insight into the BH information science, BHs
in reality have symmetry, such as rotational, charge, and so on. Such global symmetries are often argued to
be violated at the level of quantum gravity [34, 35]. However, to be consistent with classical BHs in a classical
limit, quantum BHs should have approximate symmetries, making the dynamics hard to be fully scrambling
due to the conservation law. Thus, it is natural to ask a question of how exact or approximate symmetry affects
the information leakage problem.
To answer this question, we modify the HP model of quantum BHs such that it can be applied to the ones
with exact symmetry. Since no full decoupling occurs when a BH has a symmetry, which is due to the absence
of full scrambling, we cannot directly apply the conventional decoupling method. The main goal of this paper
is first to extend the decoupling approach to the one compatible with the symmetry, and then to reveal from
the perspective of the BH physics how information leaks out from a BH with exact symmetry.
The method we develop in this study is general and can be applied to any symmetry. In this paper, however,
we deal only with a quantum Kerr BH, which is a BH with axial symmetry.
IV. DYNAMICS OF A KERR BH AND THE ERRORS OF THE INFORMATION RECOVERY
Let us now study the information leakage from a Kerr BH. Without loss of generality, we assume that the
symmetric axis is the Z-axis, so that the conserved quantity is the Z-component of angular momentum, which
we denote by the Z-axis AM for short.
In Subsection IV A, we first explain that we can divide the quantum information into two types in terms
of symmetry. We also explain the dynamics restricted by the symmetry and argue its consequence in Subsec-
tion IV B. The main analysis is given in Subsection IV C, where we provide an upper bound on the recovery
error when the BH has the Z-axis symmetry.
A. Symmetry and Information
Since the axial symmetry is abelian, the Hilbert space of the system with the symmetry can be decomposed
into a simple form. For instance, the Hilbert spacesHA,HBin , andHS are decomposed by theZ-axial symmetry
into
HA =
k⊕
κ=0
HAκ , HBin =
N⊕
µ=0
HBinµ and HS =
N+k⊕
m=0
HSm, (37)
respectively. Note that these notations are based on the number of up-spins, but it can be readily transformed
to the Z-axis AM since the Z-axis AM m of the state with m up-spins in the system W of M qubits is simply
given by m−M/2. We thus use both notations interchangeably. We denote the projection onto each subspace
by e.g. ΠSκ , Π
Bin
µ , and Π
S
m. We assume that the reference R has the same structure as the quantum information
source A, i.e. HR is also decomposed asHA in terms of the number of up-spins.
According to the decomposition ofHA by symmetry, we can define the symmetry-invariant information. To
see this, we first define ΦARdiag =
∑k
κ=0 pκΦ
AR
κ , where pκ := Tr[Φ
ARΠRκ ] and Φ
AR
κ := Π
R
κΦ
ARΠRκ /pκ, and divide
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ΦAR into
ΦAR = ΦARdiag + δΦ
AR
off , (38)
where δΦARoff = Φ
AR −ΦARdiag. By definition, ΦARdiag is invariant under the rotation of the system A around Z-axis,
which follows from the fact thatHR has the same structure asHA. Hence, we refer to the information in ΦARdiag as
symmetry-invariant information. The symmetry-invariant information can be further decomposed into classical
and quantum ones. The symmetry-invariant classical information is the information about the Z-axis AM κ,
defined by {pκ, κ}, while the symmetry-invariant quantum information is the information about e.g. which κ
spins out of k spins are up.
Accordingly, we can define two types of errors in recovering information. One is ∆inv for the recovery of
symmetry-invariant information and the other is ∆tot for the total information, which are respectively defined
by
∆inv(ξ,LKerr) = infD
[
1− F (ΦARdiag,DSradBrad→A ◦ LS→SradKerr (ΦARdiag ⊗ ξBinBrad))], (39)
∆tot(ξ,LKerr) = infD
[
1− F (ΦAR,DSradBrad→A ◦ LS→SradKerr (ΦAR ⊗ ξBinBrad))]. (40)
Here, LKerr is the dynamics of the Kerr BH, which we next provide explicitly.
B. Dynamics of the Kerr BH – symmetry-preserving scrambling –
Similarly to the Hilbert space, each unitary Ui in LKerr should be in the form of
Ui =
N+k−i+1⊕
m=0
U
(m)
i , (41)
due to the axial symmetry of the Kerr BH, where U (m)i acts on the subspace spanned by the states with m
up-spins. In the same spirit as the original HP model [1], we assume that U (m)i scrambles all information in the
subspace. More precisely, we assume that U (m)i ∼ H(m)i , where H(m)i is the Haar measure on the unitary group
on which U (m)i is defined. In this notation, we assume that
Ui ∼ HKerri := H(0)i × H(1)i × · · · × H(N+k−i+1)i . (42)
Note that Ui ∼ HKerri does not change the number of up-spins in the system, or equivalently the Z-axis AM.
Hence, it never scrambles all the Hilbert space. When each Ui in LKerr is chosen in this way, we refer to the
dynamics LKerr of the Kerr BH as symmetry-preserving Haar scrambling.
The fact that the dynamics of the Kerr BH is symmetry-preserving scrambling indicates that full decoupling
hardly occurs in the Kerr BH. Since full decoupling is the necessary and sufficient condition for Bob to be able
to recover the information, this further implies that the information is carried away from the Kerr BH in a
different manner. However, the dynamics LKerr can still scramble each subspace with a fixed Z-axis AM since
U
(m)
i ∼ H(m)i . Due to this partial scrambling, the decoupling is also expected to become partial in the sense
that the correlation between Sin and R is only through the classcal value m of the number of up-spins in S that
remains unchanged under the dynamics.
This expectation gives us a great insight into the information leakage problem from a quantum BH with sym-
metry. To see this, we recall the monogamous nature of correlations in quantum systems [44]: when a tri-partite
system is in a pure state, the amount of classical correlation between two subsystems and that of quantum
correlation between another two subsystems are in total equal to the entropy in the common subsystem. We
can apply this relation to the information leakage problem, since BSinR, where B = SradBrad is the subsystem
with Bob, is in a pure state.
First, after the Kerr BH is partially scrambled, it is expected that there is no correlation between Sin and
R in each subspace with a fixed AM. This implies that B and R should have full quantum correlation in each
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subspace. As such a correlation defines the symmetry-invariant quantum information, we naturally expect that
Bob should be able to recover the symmetry-invariant quantum information from the radiation. Furthermore,
since Sin andR have no quantum correlation between different subspaces, Bob can also recover its counterpart
with respect to the monogamy, i.e. the symmetry-invariant classical information. Finally, the fact that Sin and
R may share a part of the symmetry-invariant classical information indicates that Bob should not be able to
fully recover the information about the quantum coherence between different subspaces. Thus, we overall
expect that Bob can recover all the symmetry-invariant information, both classical and quantum ones, but not
the whole information.
With this expectation in mind, we quantitatively investigate how quickly the leakage of each information
occurs in the following Sections.
C. Partial decoupling of the Kerr BH and recovery errors
The above intuitions can be made rigorous by using the recently proposed partial decoupling theorem [36]
and its extension. To this end, let E be a system isomorphic to the remaining BH Sin, i.e. HE ∼= HSin , and
S′ = S′radS
′
in be isomorphic to the Kerr BH S. We then introduce states Ψ
SR and τS
′E by
ΨSR := ΦAR ⊗ ξBin , and τS′E := J(TrSrad) = piS
′
rad ⊗ ΦS′inE, (43)
respectively. Using these states, we also define ΨSRmm′ = Π
S
mΨ
SRΠSm′ and τ
S′E
mm′ = Π
S′
mτ
S′EΠS
′
m′ , which are in
general sub-normalized. We also let dm be dimHSm =
(
N+k
m
)
.
We then introduce an extended system S∗, whose Hilbert space is HS∗ := ⊕m(HS′m ⊗ HSm) and define a
fictitious quantum state ΓS
∗ER onHS∗ER by
ΓS
∗ER =
N+k∑
m,m′=0
2N+k√
dmdm′
τS
′E
mm′ ⊗ΨSRmm′ . (44)
Based on these notations, the following lemma provides upper bounds on the recovery errors.
Lemma 3 (Upper bounds on recovery errors). The error ∆inv(ξ,LKerr) in recovering the symmetry-invariant infor-
mation and the error ∆tot(ξ,LKerr) in recovering the whole information satisfy
∆inv(ξ,LKerr) ≤
∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1, (45)
∆tot(ξ,LKerr) ≤
∥∥LS→SinKerr (ΨSR)− ΓSin ⊗ piR∥∥1, (46)
where ΓSinR is isomorphic to ΓER := TrS∗ [ΓS
∗ER] by identifying E with Sin.
This sort of lemma is often used in the decoupling approach [11–14]. For completeness, we provide the proof
in Subsection X A.
Due to Lemma 3, it suffices to evaluate the R.H.S. of the inequalities. For a technical reason, we modify
the state Γ to a subnormalized one Γ˜S
∗ER
n := Π
S′rad
n ΓS
∗ERΠ
S′rad
n , which corresponds to the situation where the
number of up-spins in Srad is post-selected to be n. Using pn = Tr[Γ˜S
∗ER
n ], we define a set I by for  ≥ 0
I := {n ∈ [0, `] : pn ≥ }. (47)
Using a projection ΠS
′
rad() =
∑
n∈I Π
S′rad
n , we define
Γ˜S
∗ER() := ΠS
′
rad()ΓS
∗ERΠS
′
rad(). (48)
The reason for introducing I is to obtain good bounds on the recovery errors by using the so-called “smooth-
ing” technique and will be explained later.
The key technical tool to investigate the R.H.S. of the inequalities in Lemma 3 is an extension of the partial
decoupling theorem [36]. The original theorem was shown in full generality, even dealing with a non-abelian
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symmetry and with a proper smoothing, but we here use the simplest one. By extending the partial decoupling
theorem using the concentration of measure phenomena (see Section X for the formal statement and the proof),
we arrive at the following proposition.
Proposition 4 (Informal). The dynamics LS→Sin for almost any choice of unitaries Ui ∼ HKerri satisfies∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1 ≤ 2Θξ(N, k, `), (49)∥∥LS→SinKerr (ΨSR)− ΓSin ⊗ piR∥∥1 ≤ 2Θξ(N, k, `) + ηξ(N, k, `). (50)
Here, Θξ(N, k, `) and ηξ(N, k, `) are, respectively, given by
Θξ(N, k, `) = min
≥0
{
2−
1
2Hmin(S
∗|ER)Γ˜() + w()
}
, (51)
ηξ(N, k, `) =
1
2k
N+k−`∑
n=0
k∑
κ=0
∣∣∣∣N+k∑
m=0
(
`
m−n
)(
N+k
m
)(χm−κ − 1
2k
k∑
κ′=0
(
k
κ′
)
χm−κ′
)∣∣∣∣
(
N + k − `
n
)(
k
κ
)
. (52)
where w() := 1− Tr[Γ˜()] = ∑n/∈I pn, and χn = Tr[ξBinΠBinn ]. Moreover, pn is explicitly given by
pn =
1
2k
N+k∑
m=0
k∑
κ=0
χm−κ
(
`
n
)(
N+k−`
m−n
)(
k
κ
)(
N+k
m
) . (53)
Combining Lemma 3 and Proposition 4, we obtain upper bounds on the recovery errors.
Corollary 5. The errors ∆inv(ξ,LKerr) and ∆tot(ξ,LKerr) in recovering the symmetry-invariant and the whole infor-
mation of the quantum information source A, respectively, from the radiation Srad satisfy the following:
∆inv(ξ,LKerr) ≤ 2Θξ(N, k, `), (54)
∆tot(ξ,LKerr) ≤ 2Θξ(N, k, `) + ηξ(N, k, `). (55)
To better understand the meaning of the quantity Θξ(N, k, `), it is helpful to start with the case of  = 0. In
this case, we have Θξ(N, k, `) = 2−
1
2Hmin(S
∗|ER)Γ . In this case, it is straightforward to improve the bounds by
factor 2, which results in
∆inv(ξ,LKerr) ≤ 2− 12Hmin(S∗|ER)Γ (56)
∆tot(ξ,LKerr) ≤ 2− 12Hmin(S∗|ER)Γ + ηξ(N, k, `). (57)
Hence, the conditional min-entropyHmin(S∗|ER)Γ of the state ΓS∗ER provides an upper bound of the recovery
error. This bound however turns out not to be tight. This is typical when we use the min-entropy since its value
is in general very sensitive to the events that rarely happen. By ignoring the rare events, the value of the min-
entropy can be often improved drastically. To this end, a subset I was introduced in Proposition 4. It is,
however, also true that ignoring the rare events results in an additional error, which is quantified by w() in
Proposition 4. Thus, the Θξ(N, k, `) in Proposition 4 quantifies the trade-off relation between the improvement
of the conditional min-entropy and the error induced by ignoring rare events.
Proposition 4 shows that, when Θξ(N, k, `)  1, which turns out to be fulfilled when ` is sufficiently large,
the state in Sin and R is approximately given by
LS→SinKerr (ΨSR) ≈ ΓSinR =
N+k∑
m=0
2N+k
dm
τSinmm ⊗ΨRmm. (58)
This implies that, after sufficiently many qubits are evaporated, the correlation between the remaining BH Sin
and the referenceR is only through the classical valuem of theZ-axis AM in the initial Kerr BHBin, confirming
our intuition in Subsection IV B.
Corollary 5 also shows that there should be a gap between the errors in recovering the symmetry-invariant
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information and that for the whole information. The difference between them corresponds to ηξ(N, k, `). Re-
calling the definition of the symmetry-invariant information, the difference should be related to the information
that is variant under the action of the symmetry, such as the X and -Y components of the AM.
V. NUMERICAL ANALYSIS OF THE INFORMATION LEAKAGE FROM THE KERR BH
Based on Proposition 4, we numerically evaluate the recovery errors. The pure Kerr BH is considered in
Subsection V A, and the mixed Kerr BH in Subsection V B.
A. Recovery errors for the pure Kerr BH
Let us consider the case where the initial Kerr BH Bin is in a pure state with the Z-axis AM L on average and
its fluctuation δL. We especially consider the pure state in the form of
|ξ(L, δL)〉Bin =
N∑
µ=0
√
χµ(L, δL)|ϕµ〉Bin , (59)
where µ stands for the number of up-spins inBin, {χµ(L, δL)}µ is a normalized Gaussian distribution over µ ∈
[0, N ] with mean L−N/2 and standard deviation δL, which is properly normalized so that∑Nµ=0 χµ(L, δL) =
1, and |ϕµ〉Bin is an arbitrary pure state in HBinµ . Note that, due to the symmetry-preserving scrambling, the
recovery errors do not depend on the choice of |ϕµ〉Bin .
In this case, the state ΓS
∗ER defined by Equation (44) is given by the following simple form:
ΓS
∗ER(L, δL) =
∑`
n=0
pnpi
S′rad
n ⊗ Φ˜S
′
inESR
n (L, δL), (60)
where {pn} is the probability distribution given in Proposition 4, and the normalized pure state
|Φ˜n(L, δL)〉SinESR is given by
|Φ˜n(L, δL)〉S′inESR ∝
N+k∑
m=0
√
1(
N+k
m
)(ΠS′inm−n|Φ〉S′inE)⊗ (ΠSm(|Φ〉AR ⊗ |ξ(L, δL)〉Bin)). (61)
Due to this simple form of ΓS
∗ER(L, δL), we can show that the conditional min-entropy Hmin(S∗|ER)Γ˜()
satisfies
Hmin(S
∗|ER)Γ˜() ≥ k − log
[∑
n∈I
(N+k∑
m=0
k∑
κ=0
√
χm−κ(L, δL)(
N+k
m
) (N + k − `
m− n
)(
k
κ
))2]
. (62)
See Subsection XI A for the further details.
By substituting this into Proposition 4, we can numerically compute the recovery errors ∆inv(ξ(L, δL),LKerr)
for the symmetry-invariant information and ∆tot(ξ(L, δL),LKerr) for the whole information. Note that the
bounds do not depend on the sign of L. Namely, ξ(L, δL) with ±L result in the same bound. This is naturally
expected since the rotation direction of the Kerr BH should not affect any features of the information leakage.
The numerically evaluated bounds on ∆inv(ξ(L, δL),LKerr) and ∆inv(ξ(L, δL),LKerr) are given in Figure 7
as functions of the number ` of evaporated qubits for |L| = 0, N
8
, N
4
, 3N
8
, and δL = 0.1
√
N (red), 0.5
√
N (blue),
0.9
√
N (green), and 0.3N (brown). The filled markers correspond to the upper bounds on ∆tot(ξ,LKerr), and
the dashed lines to the bounds on ∆inv(ξ,LKerr). For comparison, we have also plotted the recovery error of
the trivial case (L = δL = 0) by a yellow dash-dotted line.
From Figure 7, we observe the following:
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FIG. 7: Recovery errors for the pure Kerr BH. The errors ∆tot(ξ,LKerr) (filled markers) and ∆inv(ξ,LKerr) (dashed lines)
are plotted for N = 500 and k = 5. The state ξ(L, δL)Bin is a pure state in Bin, implying that there is no entanglement
between the initial Kerr BH Bin and the past radiation Brad. In each figure, we have also plotted ∆inv for the trivial case
L = δL = 0 by a yellow dash-dotted line for the sake of comparison, with which we define the delay of information leakage:
δ`∆(L, δL) := `(L, δL)− (0, 0).
1. The recovery error ∆inv for the symmetry-invariant information starts decaying exponentially quickly
after a certain number of qubits are evaporated. The number, as well as the decaying speed, strongly
depends on both the AM |L| and its fluctuation δL of the initial Kerr BH Bin. Compared to the trivial
case (yellow dash-dotted line), we observe that, to achieve the same error ∆, there is a delay δ`∆(L, δL)
of information leakage when the Kerr BH has non-zero AM. In general, the delay becomes larger when
L or δL is larger. In particular, when the fluctuation δL is macroscopically large (brown plots) such
as δL = Θ(N), then the delay appears to be especially large, indicating that the symmetry-invariant
information cannot be recovered from the radiation until very late time.
2. The recovery error ∆tot for the whole information behaves differently depending on whether the fluctu-
ation δL of the Z-axis AM in Bin is O(
√
N) or Θ(N).
When δL = O(
√
N), ∆tot first behaves similarly to ∆inv, that is, ∆tot starts decreasing exponentially
quickly after a certain number of qubits is evaporated, which occurs nearly at the same timing as ∆inv.
However, soon after that, the decreasing of the error becomes slow, and ∆tot remains at a non-negligible
value until the last moment. This indicates that a part of the information remains unevaporated from the
Kerr BH until late time. We call such residual information information remnant. By carefully looking at the
plots for different L but same δL, we also observe that the amount of information remnant is independent
of L but dependent on δL.
On the other hand, when δL = Θ(N), ∆tot ≈ ∆inv, and no information is recovered from the radiation
until the last moment.
Before we proceed, we emphasize that, in any case, Bob needs to wait until at least a half of the Kerr BH
evaporates before he becomes able to retrieve any information from the radiation. This is a consequence of the
no-cloning theorem [45]. If Bob were able to recover the information from Srad of ` ≤ (N + k)/2 qubits, it also
implies that the information could be recovered from Sin since it consists of at least (N + k)/2 qubits. That is,
the information of A could be recovered both inside and outside of the BH at the same time, which contradicts
to the no-cloning theorem.
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B. Recovery errors for the mixed Kerr BH
We next consider the mixed Kerr BH, which is initially entangled with the past radiationBrad. For simplicity,
we only consider the following entangled states:
|ξ(L, δL)〉BinBrad =
N∑
µ=0
√
χµ(L, δL)|Φµ〉BinBrad , (63)
where {χµ} is a normalized Gaussian distribution over µ ∈ [0, N ] with mean L−N/2 and standard deviation
δL, and |Φµ〉BinBrad is the maximally entangled state inHBinµ ⊗HBradµ .
In this case, the state ΓS
∗ER becomes
ΓS
∗ER =
∑`
n=0
N∑
µ=0
pn,µpi
S′rad
n ⊗ piBinµ ⊗ Ψ˜S
′
inEAR
n,µ , (64)
where pn,µ and the normalized pure state Ψ˜
S′inEAR
n,µ are given by
pn,µ =
χµ(L, δL)
(
`
n
)
2k
N+k∑
m=0
(
N+k−`
m−n
)(
k
m−µ
)(
N+k
m
) (65)
|Ψ˜n,µ〉S′inEAR ∝
N+k∑
m=0
1√(
N+k
m
)(ΠS′inm−n|Φ〉S′inE)⊗ (ΠAm−µ|Φ〉AR), (66)
respectively. Note that
∑
µ pn,µ = pn, where pn is given in Proposition 4. Similarly to the case of the pure Kerr
BH, we can show that
Hmin(S
∗|ER)Γ˜() ≥ k − log
[
γ(N, k, `)
]
(67)
where
γ(N, k, `) :=
N∑
µ=0
χµ(L, δL)(
N
µ
) ∑
n∈I
(N+k∑
m=0
√
1(
N+k
m
)(N + k − `
m− n
)(
k
m− µ
))2
. (68)
See Subsection XI B for the details. Together with Proposition 4, we can obtain upper bounds on the recovery
errors ∆inv(ξ(L, δL),LKerr) and ∆tot(ξ(L, δL),LKerr). We again note that ±L provides the same bounds.
The errors are numerically plotted in Figure 8 as a function of `. Similarly to the previous section, the plots
are for L = 0, N
8
, N
4
, 3N
8
, and δL = 0.1
√
N (red), 0.5
√
N (blue), 0.9
√
N (green), and 0.3N (brown). The filled
markers correspond to the upper bounds on ∆tot, and the dashed lines to the bounds on ∆inv. We have also
plotted the recovery error for the trivial case of L = δL = 0 by a yellow dash-dotted line.
We observe the following.
1. The ∆inv decays in a similar manner to the pure Kerr BH. That is, it starts decreasing after a certain num-
ber of qubits are evaporated. Moreover, in comparison with the trivial Kerr BH (yellow dash-dotted line),
there exists a delay δ`∆(L, δL) of the leakage when the Kerr BH has non-zero Z-axis AM or fluctuation.
When L and δL are small, the delay is not so large. However, when the initial BH Bin has a macroscopi-
cally large fluctuation such as δL = Θ(N), the delay becomes substantially large. Thus, in the case of the
mixed Kerr BH, the information recovery from the radiation becomes possible at various timings, ranging
from O(k) to O(N).The timing seems to be highly dependent on the Z-axis AM L and its fluctuation δL
of the initial Kerr BH.
2. About ∆tot, we observe that the whole information still remains unleaked until the last moment of the
complete evaporation of the Kerr BH. This implies that, even for the mixed Kerr BH, the information
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FIG. 8: Recovery errors for the mixed Kerr BH. The errors ∆tot(ξ,LKerr) (filled markers) and ∆inv(ξ,LKerr) (dashed lines)
are plotted for the state ξ(L, δL) with various L and δL, where N = 500 and k = 5. The state |ξ(L, δL)〉BinBrad is entangled
between the initial Kerr BH Bin and the past radiation Brad. In each figure, we have also plotted ∆inv for L = δL = 0 by a
yellow dash-dotted line as a reference.
remnant exists. It turns out that the amount of information remnant depends only on δL and is exactly
the same as that for the pure Kerr BH for the same δL, which will be elaborated later.
VI. PHYSICS BEHIND THE INFORMATION LEAKAGE
The analysis in Section IV is all about upper bounds on the recovery errors, and their tightness is unclear.
Hence, the information could leak out more quickly than shown in Section IV. We here show that this is unlikely
the case by providing heuristic lower bounds on the errors. At the same time, the analysis in this section reveals
the physics behind the information leakage from the Kerr BH.
We first elaborate on the delay δ`∆(L, δL) of information leakage in Subsection VI A and then the information
remnant in Subsection VI B.
A. Delay of the information leakage due to symmetry
From the numerical analysis, we have observed that, when the initial Kerr BHBin has non-zeroZ-axis AM or
fluctuation, the information retrievable from the radiation becomes possible later than the trivial Kerr BH with
zero AM. To formulate this more precisely, we introduce the number `∆(L, δL) of evaporated qubits needed to
achieve ∆inv ≤ ∆. Here, we use ∆inv, rather than ∆tot in order to get rid of the effect of information remnant.
We then define the delay δ`∆(L, δL) by
δ`∆(L, δL) := `∆(L, δL)− `∆(0, 0). (69)
In Subsection VI A 1, we analyze the delay from the viewpoint of typical entanglement generated by the scram-
bling dynamics of the BH and, in Subsection VI A 2, we show how the delay can be understood in terms of the
macroscopic properties of the initial Kerr BH. In Subsection VI A 3, we numerically compare the result with
those obtained by the partial decoupling argument.
1. Cramping of entanglement and dimension condition
To intuitively understand the information leakage from a quantum BH, we first consider the BH without
symmetry. The dynamics L of such a BH is fully scrambling and is known to generate extremely high entan-
glement between subsystems, which is known as typical entanglement [46]. Hence, when the BH S has no
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symmetry, the radiation Srad and the remaining BH Sin are highly entangled. This plays a crucial role in the
information leakage from the BH as follows.
The typical entanglement makes the marginal state in a smaller subsystem, Srad or Sin, completely mixed.
Hence, if one has access only to the smaller subsystem, the marginal state after the scrambling dynamics L
looks identical irrespective of the initial state, implying that it contains no information about S. The complete
erasure of the information, however, does not occur in the larger subsystem since the Schmidt decomposition
of a bi-partite quantum state [47] guarantees that any bipartite pure state should have an equal size of spreads
in the two subsystems. Thus, the spread in the larger system should be “cramped” at the size of the dimension
of the smaller subsystem. This cramping makes it possible to retrieve the information about S from the larger
subsystem.
The information leakage from the pure BH without symmetry can be readily understood from the cramping:
when more than a half of the qubits are evaporated from a pure BH, Srad becomes the larger one and the
cramping sets in. The mixed BH then sees the onset much earlier since it is already on the verge of cramping
initially due to the entanglement between the initial BH Bin and the past radiation Brad. This can be captured
more quantitatively by introducing a degree of cramping C in the radiation Srad, defined by
C := H(Bin)ξ + log
[
dimHSrad
dimHSin
]
. (70)
When C > k, the k-qubit information of A is likely to have no significant overlap and should be recoverable
from the radiation Srad. As dimHSrad = 2` and dimHSin = 2N+k−` for the BH without symmetry, we can
easily solve C > k, resulting in ` > k+N/2 for the pure BH, and ` > k+ (1−H(Bin)ξ)N/2 for the mixed BH.
Both agree well with the result obtained from the decoupling argument (see Inequalities (35) and (36)).
Let us now apply the cramping argument to the information leakage from the Kerr BH. For simplicity, we
consider the case where the initial Kerr BHBin has a fixed Z-axis AM L, which is equivalent to that the number
of up-spins in Bin is L+N/2. This implies that the number of up-spins in S = ABin is ≈ L+ (N + k)/2 since
the quantum information sourceA has k/2 up-spins on average. When the Kerr BH S is split into the radiation
Srad and the remaining BH Sin, the subspaceHSL+(N+k)/2 is divided into
HSL+(N+k)/2 =
⊕`
n=0
HSradn ⊗HSinL+(N+k)/2−n, (71)
where n represents the number of up-spins in Srad. Since the dynamics LKerr is symmetry-preserving scram-
bling, the dynamics generates high entanglement only between the subspacesHSradn andHSinL+(N+k)/2−n, but not
between HSradn and HSinL+(N+k)/2−n′ for n 6= n′. Thus, the cramping argument should be applied to each pair
(HSradn ,HSinL+(N+k)/2−n) of subspaces individually, which leads to a modified cramping condition that
C(n) := H(Bin)ξ + log
[
dimHSradn
dimHSinL+(N+k)/2−n
]
> k, (72)
for each n ∈ [0, `]. We then require Inequality (72) to hold for most n but not all since, if it is required so,
the condition is hardly fulfilled due to extreme cases, such as n = 0, that can be practically ignored since it
rarely happens. We hence take only non-extreme n into account. This is similar to the smoothing in the partial
decoupling.
Before we proceed, we emphasize that the cramping condition (72) is extremely useful since it can be applied
to the BHs with any symmetry and is calculable only from the initial entanglement,H(Bin)ξ, and the dimension
of each invariant subspace of a given symmetry. Thus, we think that the dimensional constraint (72) provides a
general and concise method to check how quickly the information starts leaking from a BH with any symmetry.
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FIG. 9: Delay of information leakage from partial decoupling and cramping argument: the delay δ`∆(ω) := `∆(ωN, 0) −
`∆(0, 0), computed by the partial decoupling approach (Proposition 4), and the delay δ ˆ`c(L) := ˆ`c(ωN)− ˆ`c(0), obtained from
the cramping condition (Equation (73)), are plotted as functions of the density ω of the Z-axis AM in the initial Kerr BH Bin.
The upper and lower figures show the delays for the pure and mixed Kerr BHs, respectively. The size N of the initial Kerr
BH Bin is set to 300, and the size k of the quantum information source A is fixed to 3. In both figures, δ`∆(ω) is computed
for ∆ = 0.005 (red plots), 0.05 (blue plots), and 0.5 (green plots), while δ ˆ`c(ω) is computed for c = 3.4 (red dashed line), 2.6
(blue dashed line), and 1.6 (green dashed line) for the pure BH, and 10.8 (red dashed line), 8.7 (blue dashed line), and 6.2
(green dashed line) for the mixed BH. In both pure and mixed Kerr BHs, they nearly coincide, indicating that the cramping
argument provides good estimations.
2. Physics behind the threshold
The dimension condition (72) has a great advantage that we can better understand `∆(L, δL). For simplicity,
we consider the case where L = ωN and δL = 0. Without loss of generality, we assume that ω ∈ [0, 1/2] since
the rotation direction of the Kerr BH does not affect the information leakage.
As an estimate of `∆(L, δL), we introduce the number ˆ`c(L) of qubits to be evaporated such that the modified
cramping conditionC(n) > k holds for all nwith |δn| ≥ c(〈δn2〉)1/2, where δn := n−〈n〉 and 〈·〉 is the average
over the distribution of the number of up-spins in Sin induced by the evaporation process. Using the function
s(w) := −(1/2 − w) log[1/2 − w] − (1/2 + w) log[1/2 + w], and denoting by ωS := L/(N + k) be the initial
Z-axis AM per qubit in S and by Cini = H(Bin)ξ − (N + k)s(ωS) < 0 the initial degree of cramping when no
radiation is emitted (` = 0), we can show that
ˆ`
c(L) ≈ `(0)(L) + c`(fl)(L), (73)
where
`(0)(L) = − Cini
2s(ωS)
+
k
2s(ωS)
, (74)
`(fl)(L) =
|s(ωS)|
s(ωS)
√
`(0)(L)
|s′′(ωS)|
(
1− `
(0)(L)
N + k
)
, (75)
and s′(w) and s′′(w) are the first and second derivatives of s(w), respectively. See Subsection XII A for the
derivation.
Equation (73) shows that ˆ`c(L) can be divided into two terms. The first term, `(0)(ωS), is easily understood
from the fact that evaporation of a qubit with entropy s(ωS) increases the degree of cramping by 2s(ωS). It
is the second term `(fl)(ωS)(≥ 0) that is the non-trivial consequence of the symmetry of the Kerr BH. It stems
from the fluctuation of the AM in the radiation, which makes the cramping condition harder to be fulfilled.
In Figure 9, we numerically compare δ`∆(ω) := `∆(ωN, 0) − `∆(0, 0) with δ ˆ`c(ω) := ˆ`c(ωN) − ˆ`c(0) for
various ∆. We observe that, by appropriately choosing c, they coincide very well, suggesting that the cramping
condition provides a good estimation of the number of evaporated qubits needed for the information recovery.
We now interpret the delay of information leakage in terms of the thermodynamic properties of the initial
BH. To this end, we introduce ω := L/N , which is the Z-axis AM per qubit of the initial Kerr BH Bin. The key
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step is to notice that the thermodynamic entropy of the HP model is given by s(ω), implying that it shall satisfy
thermodynamics relations. Let f(ω) be the external force required to drive the Z-axis AM of a BH of N qubits
to ωN at inverse temperature β. Due to the differential form of the internal energy dU = 1
β
dS−pdV and to the
fact that, in the HP model, the internal energy is zero (U = 0) and pdV can be identified with −f(ω)dω we can
relate s(ω) to f(ω) such as f(ω) = −s′(ω)/β, where β = (kBT )−1 is the inverse temperature with kB being the
Boltzamann constant. The associated susceptibility is then given by χ(ω) = −βs′′(ω)−1.
Using these relations and recalling that ωS = ωN/(N + k), we can approximate `(0)(L) and `(fl)(L) in terms
of s(ω) under the assumption that 1 k  N , leading to
`(0)(L) ≈ 1− e
2
N +
1
2
(
1 +
1 + eω|f(ω)|β
s(ω)
)
k, (76)
`(fl)(L) ≈ |f(ω)|
s(ω)
√
1 + e
2
χ(ω)β`(0)(ω). (77)
with ω = L/N , where e := H(Bin)/(Ns(ω)) is the entanglement entropy ratio of the initial Kerr BH Bin to
its maximum value. This enables us to interpret the information leakage from the Kerr BH in terms of the
thermodynamic quantities of the HP model.
These two expressions become particularly simple in the case where the Kerr BH Bin initially has a small
Z-axis AM (|L|  N ). In this case, we obtain
`(0)(L) ≈ 1− e
2
N + k, (78)
`(fl)(L) ∝ β
∣∣∣∣f( LN )
∣∣∣∣
√
1− e
2
N + k. (79)
This shows that, first, (1−e)N/2+k qubits are necessarily evaporated irrespectively from the AM of the initial
Kerr BH and, more importantly, that the symmetry of the Kerr BH causes an extra delay which is proportional
to the force needed to drive the AM of the BH to its initial value. This connection between the information
leakage and the thermodynamics has never been explored to the best of our knowledge, and paves the way to
understanding the information leakage problem in terms of the BH physics.
To conclude this section, we emphasize that Equations (76) and (77) are expressed only in terms of the ther-
modynamics quantities of the HP model of the Kerr BH. This indicates that the same relation should hold
independently of the microscopic details of the HP model. Thus, we conjecture that, for any abelian symmetry
that leads to an extensive conserved quantity, they universally holds even in a different model of the BH, and
that the information leakage can be sorely understood in terms of the BH thermodynamics.
3. Comparison with the analysis based on the partial decoupling
So far, we have considered only the case of δL = 0. To check if our results, e.g. Equation (73), can be applied
even for non-zero fluctuations δL, we here numerically provide the delay δ`∆(L, δL) based on the upper bound
on the recovery errors ∆inv given in Proposition 4. Figure 10 is for the pure Kerr BH, and Figure 11 for the mixed
Kerr BH. There, δ`∆(L, δL) is plotted as a function of the size N of the initial Kerr BH Bin for various L and
δL.
First, by looking at the case of δL = 0 (black circles in the figures (II), (III), and (IV)), we observe that
δ`∆(L, 0) = Θ(
√
N) for the pure Kerr BH (see Figure 10). For the mixed BH, Figure 11 shows that δ`∆(L, 0) is
independent of N . Both are consistent with the result based on the cramping argument (see Equation (79)).
When the Z-axis AM of the initial Kerr BH is fluctuating, i.e. δL > 0, we observe that, for the pure Kerr BH,
the delay δ`∆(L, δL) remains Θ(
√
N) when the fluctuation is small such as δL = O(
√
N) [56], but the scaling
seems to be gradually changed to Θ(N) as the fluctuation grows to a macroscopic value such as δL = Θ(N).
On the other hand, for the mixed Kerr BH, the delay δ`∆(L, δL) remains constant in terms of N when δL =
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FIG. 10: Figures of the delay δ`∆(L, δL) in the case of a pure Kerr BH for different Z-axis AM L and different standard
deviations δL. They are numerically computed based on Proposition 4. The size k of the quantum information source A is set
to 1. For simplicity, we set ∆ = 0.1. In each plot, the solid line shows the fitting by the function ax+ b
√
x+ c, where (a, b, c)
is decided by the least squared fitting.
FIG. 11: Figures for the delay δ`∆(L, δL) for the mixed Kerr BH with different Z-axis AM L and different standard deviations
δL of the initial Kerr BH Bin. They are plotted as a function of the number N of qubits in the initial Kerr BH. The size k of
the quantum information source A is set to 1. The ∆ is set to 0.1 for simplicity.
δL = O(
√
N) δL = Θ(N)
Delay δ`∆ for the pure Kerr BH Any L Θ(
√
N) Θ(N)
Delay δ`∆ for the mixed Kerr BH
Small L O(1) O(1)
Large L O(1) O(N)
TABLE III: A summary of the delay δ`∆ of information leakage both for pure and mixed Kerr BHs. These results are obtained
from the numerics based on Proposition 4. The order is in terms of the size N of the initial Kerr BH Bin and should be also
dependent on the size k of the information source A.
Θ(
√
N). For macroscopically large fluctuations (δL = Θ(N)), the delay depends on L: although δ`∆(L, δL)
seems to be constant when L ≈ 0, it gradually becomes O(N) as L increases.
For clarity, the dependence of the delay δ`∆(L, δL) on the fluctuation δL of the Z-axis AM in the initial Kerr
BH is summarized in Table III.
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FIG. 12: Figure (i) explains the Z-axial symmetry of a state and the Husimi Q function. The Husimi Q function is defined
on a sphere. For simplicity, we expand the sphere surface to a 2-dimensional plain as in the right side of the figure. Figure (ii)
shows the semi-log plot of ηξ(N, k, `), which characterizes the information remnant, for various states ξ of the initial BH with
different fluctuations of Z-axis AM, δL = 0 (black), 0.1
√
N (red), 0.5
√
N (blue), 0.9
√
N (green), and 0.3N (brown). The size
N of the initial BH is fixed to 1000, and k is set to 1. The average Z-axis AM L can be arbitrary since ηξ(N, k, `) does not
depend on L. Comparing this with the Husimi Q functions for each ξ(L, δL), which visualizes the symmetry-breaking of ξ, we
clearly observe that ηξ(N, k, `) is small when the degree of symmetry-breaking is large. We can also observe that ηξ(N, k, `)
behaves differently depending on whether `  (δL)2 or `  (δL)2 as explained in the main text. The former case is most
prominently observed for δL = 0.3N (brown line), where the η is nearly constant. The latter case is observed for δL = 0 (black
line), where ηξ(N, k, `) decreases as ≈ `−0.5 for small `.
B. Information Remnant and Symmetry-breaking
We finally investigate the information remnant, which is another crucial phenomena caused by the symmetry
of the Kerr BH. The information remnant is characterized by ηξ(N, k, `), whose exact expression is given in
Equation (52) in Proposition 4. However, it is hard to obtain any insight from it. Thus, we investigate ηξ(N, k, `)
from a different viewpoint and show that it is related to the symmetry-breaking of the BH.
We first show a numerical evidence that the symmetry-breaking of ξ is related to ηξ(N, k, `) by visualizing
the symmetry-breaking using an unnormalized Q function. For a pure state |ξ〉Bin , the Q function is defined by
Qξ
(
LX√
N/2
,
LZ√
N/2
)
=
∣∣〈θ, φ|ξ〉Bin∣∣2, (80)
where |θ, φ〉 := (cos θ
2
|0〉 + eiφ sin θ
2
|1〉)⊗N and (θ, φ) are given by sin θ cosφ = 2LX/N and cos θ = 2LZ/N .
Note that the function is regarded as the Husimi Q function for N →∞ when 〈LY 〉 ≈ N/2 since, in that case,
it follows that 〈[ LZ√
N
, LX√
N
]〉 ≈ i
2
. See Figure 12 (i) for the visualization of the Q function.
In Figure 12 (ii), we provide both ηξ(N, k, `), as a function of `, and the visualization of the symmetry-
breaking of the initial state ξ(L, δL) of the pure Kerr BH, which is given by Equation (59). It is clear that the
less information remnant is, the more strongly the symmetry is broken in ξ(L, δL). This also explains why
ηξ(N, k, `) does not depend on the average Z-axis AM L of ξ(L, δL) since varying L does not change the
degree of symmetry-breaking of the state.
The relation between ηξ(N, k, `) and symmetry-breaking can be analytically elaborated. We first recall the
monogamous nature of the correlations in quantum system explained in Subsection IV B. It states that, for
the whole information to be recoverable from the radiation Srad, the symmetry-invariant classical information
should be necessarily erased from the remaining BH Sin. The amount of symmetry-invariant classical informa-
tion remained in Sin can be quantitatively evaluated by measuring theZ-axis AM inR and Sin separately. Since
R is the reference system that keeps track of the information of A, if the outcome in R is hard to be deduced
from the outcome in Sin, we can conclude that the symmetry-invariant classical information has been wiped
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out from Sin.
Let P (ν|κ) be the probability distribution of the outcome ν in Sin given that the outcome in R is κ. Then, it
follows that
ηξ ≥
∑
κ
q(κ)
∑
ν
∣∣P (ν|κ)− P (ν)∣∣, (81)
where q(κ) is the probability to obtain the outcome κ in R, and P (ν) :=
∑
κ q(κ)P (ν|κ) is the probability to
obtain ν in Sin. We also introduce the degree of symmetry-breaking ζ(Sin) of the remaining Kerr BH Sin as
follows: First, let |Ψ〉SinS′in be a purification of the state ΨSin . We then define Bθ(Ψ) := 1 −
∣∣〈Ψ|eiθLZ ⊗ I|Ψ〉∣∣2,
where LZ is the Z-axis AM operator in Sin and the second identity acts on S′in. Note that the second term is the
fidelity between the original state |Ψ〉 and the state (eiθLZ ⊗ I)|Ψ〉 after the θ-rotation of Sin around the Z-axis.
While Bθ(Ψ) = 0 for any θ when Ψ is Z-axial symmetric, Bθ(Ψ) increases even for infinitesimal θ if ρ breaks
the symmetry. Hence, we define the degree ζ(Sin) of symmetry-breaking by
ζ(Sin) :=
∂2
∂θ2
Bθ(Ψ)
∣∣∣∣
θ=0
. (82)
The degree of symmetry-breaking defined in this way turns out to be equal to twice the variance of the Z-axis
AM in ΨSin .
By explicitly writing down the probabilities in Inequality (81), we can relate ηξ and the degree ζ(Sin) of
symmetry-breaking as follows:
ηξ & 〈|δκ|〉
(
1− `
N + k
)√
2
3 ζ(Sin)
, (83)
where δκ := κ−〈κ〉 and 〈·〉 is the expectation over the probability distribution q(κ). Hence, when information
remnant is little, ζ(Sin) should be necessarily large, and the Z-axial symmetry in Sin should be necessarily
broken strongly. See Subsection XII B for more details.
When
√
` δL, where δL is the fluctuation of the Z-axis AM of the initial Kerr BH Bin, the degree ζ(Sin) of
symmetry-breaking in Sin should be inherited from that of the initial Kerr BH Bin. This is because the degree
of symmetry-breaking is given by the variance of the conserved quantity as we have mentioned. After ` qubits
are evaporated, the fluctuation, i.e. the standard deviation, of the Z-axis AM in the remaining Kerr BH Sin is
approximately given by δL +
√
`. Hence, if
√
`  δL, the initial fluctuation δL is dominant. Recalling that
ζ(Bin) = 2(δL)
2, we conclude that ηξ & ζ(Bin)−1/2 when `  (δL)2. On the other hand, when `  (δL)2, the
fluctuation is dominated by the one due to the evaporation and ζ(Sin) ≈ `. Thus, we obtain
ηξ(N, k, `) &
{
ζ(Bin)
−1/2 when ` (δL)2,
`−1/2 when ` (δL)2, (84)
where we have omitted the coefficients in the right-hand side.
Recalling that the recovery error ∆tot is roughly given by ∆inv + ηξ, we can now see how the information
remnant behaves. For the pure Kerr BH, ∆inv ≤ 1 only when ` ≥ N/2 due to the non-cloning theorem. Hence,
if δL  √N , the first case of Inequality (84) is never observed, so that ηξ = O(`−1/2), which can be rephrased
asO(N−1/2) as ` needs to be at leastN/2. On the other hand, when the initial fluctuation in the BH is large such
as δL = O(N), the first case of Inequality (84) always holds. As ζ(Bin) = O(N2) in this case, ηξ = O(N−1).
From these considerations, we see that, in any cases, the information remnant is little when the size N of the
initial Kerr BH is sufficiently large.
For the mixed Kerr BH, there are cases where ∆inv ≤ 1 for ` = O(k). In this case, ηξ & ζ(Bin)−1/2. Since this
is independent of `, the total error ∆tot remains at a constant value even when the evaporation proceeds. Thus,
a certain amount of information remains in the Kerr BH for a long time. This is especially remarkable when
the symmetry-breaking of the initial Kerr BH is constant in terms of N . In that case, the information remnant
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Symmetry-breaking of the initial Kerr BH
Weakly broken Strongly broken
Z-axis AM
of the initial Kerr BH
Small Evaporation quickly starts but
much information remnant.
Evaporation quickly starts and
little information remnant.
Large Evaporation slowly starts and
much information remnant.
Evaporation slowly starts but
little information remnant.
TABLE IV: A summary of how information leaks out from the Kerr BH. We have shown that 1. the more the initial Kerr BH
is entangled with the past radiation, the more quickly it starts releasing information, 2. the larger Z-axis AM of the initial Kerr
BH is, the later the BH starts releasing the information, and 3. the more strongly the symmetry is broken in the initial Kerr
BH, the less the information remnant exists. While the first feature is common with the BH without symmetry, the second and
the third features are induced by the symmetry of the Kerr BH. Although they are rigorously shown only for the Kerr BHs,
we conjecture that similar features are observed for the BHs with extensive conserved quantities.
becomes non-negligible even in the thermodynamic limit (N →∞).
VII. SUMMARY AND DISCUSSIONS
In this paper, we have investigated the information leakage from a quantum Kerr BH withZ-axial symmetry.
We have first provided general formulas for upper bounds on the errors to recover the information in the Kerr
BH from the Hawking radiation. The key technique is the extension of the partial decoupling theorem. The
bounds have been numerically evaluated, from which we have clarified how information is carried away by
the Hawking radiation from the Kerr BH (see Table IV). We have further investigated the delay of information
leakage and the information remnant from the physics point of view, and have revealed that the delay is
related to the force needed to drive the Z-axis AM of the Kerr BH and that the information remnant is to the
symmetry-breaking of the initial Kerr BH.
We conjecture that the results obtained in this paper, the delay of information leakage and the information
remnant can be generalized to quantum BHs with any symmetry. In particular, we strongly think that any BHs
with abelian symmetry can be addressed using the same technique. We will leave the analysis of the infor-
mation leakage from the BH with non-abelian symmetry an interesting future problem, where the information
cannot be simply divided into the symmetry-invariant and the variant ones, and more careful analysis will be
needed. Note however that the partial decoupling theorem in Ref. [36] can be applied even for such BHs.
Another important open problem is how long it takes to approximately achieve symmetry-preserving Haar
scrambling. All of our analyses rely on the assumption that the internal unitary dynamics of the Kerr BH
is symmetry-preserving scrambling, but this assumption will not be exactly satisfied by the time-evolution
of the BH since it is known that implementing the Haar random unitary generally takes exponentially long
time. Hence, it is of crucial importance to consider approximations. Approximations of random unitary are
studied in terms of unitary t-designs, which mimic the tth order statistical moments of a Haar random unitary
on average, and a couple of results are known about the time needed to achieve t-designs [48–51]. It will
be of great interest to investigate how symmetries affect such results. More explicitly, how can we construct
symmetry-preserving unitary t-designs by e.g. quantum circuits?
Our analysis may also provide an operational approach to study weak violations of symmetries in the regime
of quantum gravity. In this paper, we have assumed that the dynamics exactly preserves the symmetry. When
symmetries are weakly violated, the time evolution eventually approaches a fully random unitary, rather than a
symmetry-preserving random one, and hence, the violation of symmetries leads to deviations from our results
in the long time limit. From the deviations, it may be possible to estimate how strongly symmetries are violated
in quantum gravity. It would be thus fruitful to study the trade-off relation between the violation of symmetries
and the amount of radiation needed to recover the information. This will lead to a novel insight into the
symmetry in quantum gravity from the operational perspective.
This problem may possibly be captured in a broader framework of the resource theory. In this paper, we
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have revealed that symmetry-breaking of the initial state of the Kerr BH reduces the information remnant. This
can be rephrased as that symmetry-breaking is a resource of information transmission when the dynamics is
limited by symmetry. Similarly, it will be possible to quantify the violations of symmetry in the dynamics as
a resource. Thus, using the framework of the resource theory, we may be able to understand the symmetry-
breaking of states as well as that of dynamics in a unified manner, which will be an interesting open question.
VIII. ORGANIZATION OF THE REMAINING PAPER
The remaining of the paper is organized as follows. In Section IX, we provide our technical contribution,
namely, the concentration phenomena of partial decoupling. In Section X, we derive formal upper bounds
on the recovery errors using the partial decoupling approach. The technique we have used in the numerical
evaluation of the bounds is provided in Section XI, where the main contribution is to derive lower bounds on
the conditional min-entropy for special cases. The detailed analyses on the delay of information leakage and
the information remnant are given in Section XII.
IX. PARTIAL DECOUPLING AND ITS CONCENTRATION
We here provide the concentration phenomena of partial decoupling. We begin with a review of the partial
decoupling theorem and its extension in Subsection IX A. The proof is given in Subsection IX B. In this Section,
the systems’ labeling, such as S,A,E, and so on, does not necessarily correspond to those of the BH information
leakage problem.
A. Review of the partial decoupling theorem
The partial decoupling theorem is proposed by two of the authors in Ref. [36]. We here explain it in its
simplest form, which suffices in the analysis of the information leakage problem. The readers interested in the
full version should refer to Ref. [36].
Theorem 6 (Non-smoothed partial decoupling theorem [36]). Consider a Hilbert space HS (dimHS = DS) de-
composed into
⊕
j∈J HSj (dimHSj = dj) and a unitary US in the form of
⊕
j∈J U
S
j , where U
S
j ∈ U(dj) acts on
HSj . Let H× be a product probability measure induced by the Haar measures Hj on the unitary group U(dj) on HSj , i.e.
H× = H1×· · ·×HJ . For any ΨSR ∈ S≤(HSR), and any trace-non-increasing CP map CS→E , let ΓS∗RE ∈ S≤(HS∗RE)
be
ΓS
∗ER =
∑
j,j′∈J
DS√
djdj′
ζS
′E
jj′ ⊗ΨSRjj′ , (85)
where HS∗ := ⊕j∈J (HS′j ⊗HSj ), ζS′Ejj′ = ΠS′j ζS′EΠS′j′ with ζS′E = J(CS→E) being the Choi-Jamiołkowski represen-
tation of CS→E , and ΨSRjj′ = ΠSj ΨSRΠSj′ . Then, it holds that
EUS∼H×
∣∣∣∣∣∣∣∣CS→E(USΨSRUS†)− ΓER∣∣∣∣∣∣∣∣
1
≤ 2− 12Hmin(S∗|ER)Γ , (86)
where Hmin(S∗|ER)Γ is the conditional min-entropy of ΓS∗ER.
We also have the relation that
ΓER := TrS∗ [Γ
S∗ER] = EUS∼H×
[CS→E(USΨSRUS†)]. (87)
Theorem 6 is useful when we are interested in encoding quantum information with a restriction of symmetry,
which is the case in the information leakage problem of a Kerr BH. Although Theorem 6 may be sufficient
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from an information theoretic viewpoint, where the main concern is to find at least one good encoder, it is
of crucial importance in physics to strengthen the statement such that it holds for almost any unitary chosen
uniformly at random from H×. We thus show a probabilistic statement based on the concentration of the Haar
measure [52, 53].
Theorem 7 (Concentration phenomena for the partial decoupling). In the same setting as Theorem 6, it holds for
any ε > 0 that
ProbUS∼H×
[∥∥CS→E(USΨSRUS†)− ΓER∥∥
1
≤ 2− 12Hmin(S∗|ER)Γ + ε
]
≥ 1− exp
[
− ε
2dmin
48||ΨS||∞
]
, (88)
where dmin = min{d1, . . . , dJ}.
Noting that ||ΨS||∞ ≤ 1 since ΨSR ∈ S≤(HSR), Theorem 7 implies that the probability is exponentially close
to 1 in terms of dmin.
There may however exist the cases where dmin is small, such as dmin = 1. If this is the case, Theorem 7 fails
to provide a strong concentration. Below, we provide a little more generalization of the statement by setting a
“threshold” dimension (see Appendix B for the proof):
Corollary 8. Consider the same setting as in Theorem 7. Let dth be an arbitrary threshold dimension, and ΠS≥ be the
projection onto the subspacesHSj with dimension greater than or equal to dth, i.e. ΠS≥ =
∑
j∈J≥ Π
S
j , where J≥ = {j ∈
J : dj ≥ dth}. If Tr[ΨSRΠS≥] ≥ 1− δ, then it holds for any ε > 0 that
ProbUS∼H×
[∥∥CS→E(USΨSRUS†)− ΓER∥∥
1
≤ 2
− 12Hmin(S∗|ER)Γ√
1− δ + ε+ f(δ)
]
≥ 1− exp[−ε
2dth
48C
], (89)
where C = min{1, ||ΨS ||∞
1−δ }, and f(δ) = 2
√
δ + δ + δ
1−δ .
B. Proof of Theorem 7
To prove Theorem 7, we use the concentration of measure phenomena for product measures. We first define
the L2-sum of the Hilbert-Schmidt norms on the product of unitary groups.
Definition 9 (L2-sum of the Hilbert-Schmidt norms). Let U× be a product of unitary groups U(d1)× · · · × U(dJ).
For U = (U1, · · · , UJ) ∈ U× and V = (V1, · · · , VJ) ∈ U×, the L2-sum D(U, V ) of the Hilbert-Schmidt norms on U×
is defined by D(U, V ) =
√∑
j∈J ||Uj − Vj||22.
We also use Lipschitz functions, which is a generalization of uniformly continuous functions.
Definition 10 (Lipschitz functions (see e.g. [52])). A real-valued function F on a metric space (X, d) is said to be
Lipschitz if
||F ||Lip := sup
x 6=y∈X
|F (x)− F (y)|
d(x, y)
<∞. (90)
The ||F ||Lip is called an Lipschitz constant of F . The function F with a Lipschitz constant L is called L-Lipschitz.
It is well-known that a Haar random unitary has concentration properties when the degree of the group is
large, which finds a number of applications in quantum information science. In most cases, the Haar measure
on the whole unitary group is concerned. However, the concentration also happens for the product measure
H× = H1×· · ·×HJ on U(d1)×· · ·×U(dJ), where each unitary group U(dj) is equipped with the Haar measure
Hj .
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Theorem 11 (Concentration of measure on the product space [53]). Let U× be the product of unitary groups U(d1)×
· · · × U(dJ) equipped with the L2-sum of Hilbert-Schimidt norms, and H× = H1 × · · · × HJ be the product probability
measure of the Haar measure Hj on each unitary group U(dj). Suppose that a function F : U× → R is L-Lipschitz.
Then, for every ε > 0,
Prob(U1,...,UJ )∼H×
[
F (U1, . . . , UJ) ≥ E(U1,··· ,UJ )∼H× [F ] + ε
] ≤ exp[−ε2dmin
12L2
], (91)
where dmin = min{d1, . . . , dJ}.
Based on Theorem 11, we now prove Theorem 7 by identifying the unitary US =
⊕
j∈J U
S
j as a point
(US1 , . . . , U
S
J ) on U× = U(d1)× · · · × U(dJ).
Proof (Theorem 7). For a given US =
⊕
j∈J U
S
j , let (U
S
1 , . . . , U
S
J ) be the corresponding point on U× equipped
with the L2-sum of Hilbert-Schimidt norms D. By a slight abuse of notation, we also denote the point by US .
Let F : U× → R be a function given by
F (US1 , . . . , U
S
J ) :=
∥∥CS→E(USΨSRUS†)− TrS∗ [ΓS∗ER]∥∥1. (92)
In the following, we compute the Lipschitz constant of F . Using the triangle inequality, we obtain
|F (US1 , . . . , USJ )− F (V S1 , . . . , V SJ )| ≤ ||CS→E(USΨSRUS†)− CS→E(V SΨSRV S†)||1 (93)
≤ ||USΨSRUS† − V SΨSRV S†||1 (94)
≤ 2||(US − V S)|Ψ〉SR||2 (95)
≤ 2||ΨS||1/2∞ ||US − V S||2, (96)
where the second inequality follows from the monotonicity of the trace distance under any trace-non-increasing
map, the third one from that ΨSR is a pure state and the exact diagonalization with the use of the inequality√
1− x2 ≤√2(1− x) for any x ∈ [0, 1], and the last one from the fact that
||MX |φ〉XY ||22 = Tr[MXφXYMX†] (97)
= ||φXMX†MX ||1 (98)
≤ ||φX ||∞||MX†MX ||1 (99)
= ||φX ||∞||MX ||22, (100)
due to the Hölder’s inequality. Explicitly writing US and V S as
⊕
j∈J U
S
j and
⊕
j∈J V
S
j , respectively, ||US −
V S||2 is given by
∑
j∈J
∥∥USj − V Sj ∣∣∣∣22, i.e. ||US − V S||2 = D(US, V S). Hence, for any US ∈ U× and V S ∈ U×, we
obtain
|F (USrad, . . . , USJ )− F (V Srad, . . . , V SJ )|
D(US, V S)
≤ 2
√
||ΨS||∞, (101)
which implies that the Lipschitz constant of F is bounded from above by 2
√||ΨS||∞.
We then apply Theorem 11 and obtain
ProbUS∼H×
[
F (USrad, . . . , U
S
J ) ≥ 2−
1
2Hmin(S
∗|ER)Γ + ε
] ≤ ProbUS∼H×[F (USrad, . . . , USJ ) ≥ E[F ] + ε] (102)
≤ exp[− ε2dmin
48||ΨS||∞
]
, (103)
where dmin = min{d1, . . . , dJ}, and Theorem 6, stating that E[F ] ≤ 2− 12Hmin(S∗|ER)Γ , is used in the first line.
This concludes the proof. 
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X. FORMAL ANALYSIS OF THE INFORMATION LEAKAGE FROM THE KERR BH
In this section, we prove the statements in Section IV C, i.e. Lemma 3 and Proposition 4. We first show
Lemma 3 in Subsection X A, using the standard technique based on the Uhlmann’s theorem. We then prove
Proposition 4 in Subsection X B.
A. Proof of Lemma 3
Lemma 3 states the following.
Lemma 3 (Restatement) The error ∆inv(ξ,LKerr) in recovering the symmetry-invariant information and the error
∆tot(ξ,LKerr) in recovering the whole information satisfy
∆inv(ξ,LKerr) ≤
∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1, (104)
∆tot(ξ,LKerr) ≤
∥∥LS→SinKerr (ΨSR)− ΓSin ⊗ piR∥∥1. (105)
Here, ΓSinR is isomorphic to ΓER by identifying E and Sin, and is explicitly given by
ΓSinR :=
N+k∑
m=0
2N+k
dm
τSinmm ⊗ΨRmm. (106)
The Lemma follows from the Uhlmann’s theorem.
Theorem 12 (Uhlmann’s theorem [54]). Let |ρ〉AB and |σ〉AC be a purification of ρA ∈ S(HA) and σA ∈ S(HA),
respectively. Then,
F (ρA, σA) = max
V C→B
|〈ρ|ABV C→B|σ〉AC |2, (107)
where the maximization is taken over all partial isometries fromHC toHB .
It is convenient to rewrite the Uhlmann’s theorem in an approximate form as follows, which we call the
Uhlmann’s trick:
Corollary 13 (Uhlmann’s trick (see e.g. Ref. [43])). For any pure states |ρ〉AB and |σ〉AC , there exists a partial
isometry V B→C such that
1− F (V B→CρAB(V B→C)†, σAC) ≤ ||ρA − σA||1. (108)
Note that Corollary 13 implies that if ρAB and σAC are extensions of ρA and σA, respectively, in the sense that
TrB[ρ
AB] = ρA and TrC [σAC ] = σA, there exists a CPTP map DB→C such that
1− F (DB→C(ρAB), σAC) ≤ ||ρA − σA||1, (109)
which follows from the monotonicity of the fidelity under partial trace. We now prove Lemma 3.
Proof (Lemma 3). We first show Inequality (104). It is convenient to denote Sin by E, so we will show that
∆inv(ξ,LKerr) ≤
∥∥LS→EKerr (ΨSR)− ΓER∥∥1. (110)
An extension of ΓSinR is by definition given by ΓS
∗ER. We also recall that the dynamics LKerr consists of the
unitary dynamics and the partial trace. Hence, an extension of LS→EKerr (ΨSR) is given by
ΨESradRBradU = U
S(|Φ〉AR ⊗ |ξ〉BinBrad), (111)
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where ΨSU is a unitary part of the dynamics LKerr and we have used that S = ESrad. Hence, there exists a CPTP
map DSradBrad→S∗ such that
1− F (ΓS∗ER, DSradBrad→S∗(ΨESradRBradU )) ≤ ∥∥LS→EKerr (ΨSR)− ΓER∥∥1. (112)
Noting that S∗ is isomorphic to SS′ = ABinS′, we take the partial trace over S′EBin. Using the monotonicity
of the fidelity under partial trace, we have
1− F (ΓAR, DSradBrad→A ◦ LS→SradKerr (ΦAR ⊗ ξBinBrad)) ≤ ∥∥LS→EKerr (ΨSR)− ΓER∥∥1, (113)
where ΓAR := TrS′EBin [Γ
S∗ER], and we have used TrE[ΨU ] = LS→SradKerr (ΦAR ⊗ ξBinBrad). Noting that
2N+k√
dmdm′
Tr[τS
′E
mm′ ] = δmm′ , the state Γ
AR is given by
ΓAR =
N+k∑
m=0
TrBin [Ψ
SR
mm] =
N+k∑
m=0
TrBin [Π
S
m(Φ
AR ⊗ ξBin)ΠSm]. (114)
We further apply the pinching map CR onto R, mapping ΦAR to∑kκ=0 ΠRκΦARΠRκ = ΦARdiag, which leads to
1− F (CR(ΓAR), DSradBrad→A ◦ LS→SradKerr (ΦARdiag ⊗ ξBinBrad)) ≤ ∥∥LS→EKerr (ΨSR)− ΓER∥∥1. (115)
We finally compute CR(ΓAR) using the fact that ΠSm =
∑k
κ=0 Π
A
κ ⊗ΠBinm−κ, where ΠBinm−κ is defined by the zero
operator when m < κ or N < m− κ. It follows that
CR(ΓAR) =
N+k∑
m=0
k∑
κ=0
Tr[ΠBinm−κξ
Bin ]ΠAκΦ
ARΠAκ (116)
=
k∑
κ=0
ΠRκΦ
ARΠRκ (117)
= ΦARdiag, (118)
where we used
∑N+k
m=0 Π
Bin
m−κ = I
Bin . We thus arrive at our conclusion:
1− F (ΦARdiag, DSradBrad→Aˆ ◦ LS→SradKerr (ΦARdiag ⊗ ξBinBrad)) ≤ ∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1, (119)
which implies that ∆inv(ξ,LKerr) ≤ ‖LS→SinKerr (ΨSR)− ΓSinR‖1.
Inequality (105) can be similarly shown based on Corollary 13. 
B. Errors of the information leakage from the Kerr BH
We next prove Proposition 4. Let us recall some notation:
ΓS
∗ER =
N+k∑
m,m′=0
2N+k√
dmdm′
τS
′E
mm′ ⊗ΨSRmm′ , (120)
ΓSinR =
N+k∑
m=0
2N+k
dm
τSinmm ⊗ΨRmm ∼= TrS∗ [ΓS
∗ER], (121)
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where τS
′E
mm′ = Π
S′
mτ
S′EΠS
′
m′ , Ψ
SR
mm′ = Π
S
mΨ
SRΠSm, and dm =
(
N+k
m
)
. We use a subnormalized state Γ˜S
∗ER
n and
its normalization factor pn, which are defined by
Γ˜S
∗ER
n := Π
S′rad
n Γ
S∗ERΠS
′
rad
n , (122)
pn := Tr
[
Γ˜S
∗ER
n
]
. (123)
Using pn, we define a probable set I = {n ∈ [0, `] : pn ≥ }, and a subnormalized state Γ˜() as
Γ˜S
∗ER() := ΠS
′
rad
 Γ
S∗ERΠS
′
rad
 , (124)
where ΠS
′
rad
 :=
∑
n∈I Π
S′rad
n . We finally define
dmin(ε) = min
{(
N + k
m+ n
)
: m ∈ [0, N + k − `], n ∈ I
}
. (125)
A formal statement of Proposition 4 is then given as follows.
Proposition 4 [Formal statement] The dynamics LS→SinKerr for almost any choice of unitaries Ui ∼ HKerri satisfies that,
for any ε > 0, ∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1 ≤ 2Θεξ(N, k, `), (126)∥∥LS→SinKerr (ΨSR)− ΓSin ⊗ piR∥∥1 ≤ 2Θεξ(N, k, `), (127)
with probability at least 1− exp[−ε2dmin()/48]. Here, Θεξ(N, k, `) and ηξ(N, k, `) are, respectively, given by
Θεξ(N, k, `) = min
≥0
{
2−
1
2Hmin(S
∗|ER)Γ˜() + w()
}
+ ε, (128)
ηξ(N, k, `) =
1
2k
N+k−`∑
n=0
k∑
κ=0
∣∣∣∣N+k∑
m=0
(
`
m−n
)(
N+k
m
)(χm−κ − 1
2k
k∑
κ′=0
(
k
κ′
)
χm−κ′
)∣∣∣∣
(
N + k − `
n
)(
k
κ
)
. (129)
where w() := 1− Tr[Γ˜()] = ∑n/∈I pn, and χµ = Tr[ξBinΠBinµ ]. Moreover, pn is explicitly given by
pn =
1
2k
N+k∑
m=0
k∑
κ=0
χm−κ
(
`
n
)(
N+k−`
m−n
)(
k
κ
)(
N+k
m
) . (130)
In the informal statement provided in Section IV C, the ε was ignored for simplicity. We first simplify the
dynamics of the Kerr BH in Subsection X B 1, and then provide the proof in Subsection X B 2.
1. Simplification of the dynamics
We first start with a simple observation that, due to the symmetry-preserving scrambling of the Kerr BH, the
dynamics LS→SinKerr can be replaced with a single application of a symmetry-preserving random unitary followed
by the evaporation of ` qubits at once (see Figure 13). To see this more explicitly, let us recall the definition of
LS→SinKerr . As we can see from the left of Figure 13, it is given by
LS→SinKerr (ζS) := Tri` [U` Tri`−1 [. . .Tri2 [U2 Tri1 [U1ζSU †1 ]U †2 ] . . . ]U †` ], (131)
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FIG. 13: An information theoretic diagram of the BH information problem [1]. The blue lines represent the paths of qubits,
where the green wave lines indicate that they may be entangled. The red line indicates the Hawking radiation from the BH.
where Tri is the partial trace over a randomly chosen ith qubit, representing the Hawking radiation of one
qubit. This can be rewritten as follows:
LS→SinKerr (ζS) = Tri1...i` [(Ii1...i`−1 ⊗ U`) . . . (Ii1 ⊗ U2)U1ζSU †1 (Ii1 ⊗ U2)† . . . (Ii1...i`−1 ⊗ U`)†], (132)
where Ii...j is the identity operator action on the ith, . . . , jth qubits, and Tri1...i` = TrSrad is the partial trace
over i1th, . . . i`th qubits.
Since each Ui is assumed to be symmetry-preserving scrambling, it is in the form of Ui =
⊕
n U
(n)
i and U
(n)
i
is unitarily invariant in the sense that, for any unitary V acting on the same space of U (n)i , the distribution of
V U
(n)
i is the same as that of U
(n)
i . Using this property, the statistics of the dynamics LS→SinKerr (ζS) is the same as
that of the Tri1...i` [U
SζSUS†], where US = U1 in the previous notation. In particular, we have
E
Ui∼H(i)Kerr
∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1 = EU∼H×∥∥TrSrad(USΨSRUS†)− ΓSinR∥∥1. (133)
Note also that the unitarily invariance of US also implies that any choice of the ` qubits that are going to be
traced out leads to the same result. Hereafter, we use this simplification.
2. Proof of Proposition 4
Proof (Proposition 4). In order to show Inequality (126), let Γ˜SinR() be isomorphic to TrS∗ [ΓS
∗ER
I ] by identify-
ing E with Sin. Using the simplification of the dynamics and the triangle inequality, we obtain∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1 ≤ ∥∥TrSrad [ΨSRU ]− TrSrad [ΠSrad ΨSRU ΠSrad ]∥∥1
+
∥∥TrSrad [ΠSrad ΨSRU ΠSrad ]− Γ˜SinR()∥∥1 + ∥∥Γ˜SinR()− ΓSinR∥∥1, (134)
where ΨSRU = U
SΨSR(US)†.
Using Theorem 7, the second term is bounded from above as∥∥TrSrad [ΠSrad ΨSRU ΠSrad ]− Γ˜SinR()∥∥1 ≤ 2− 12Hmin(S∗|ER)Γ˜() + ε, (135)
with probability at least 1 − exp[−ε2dmin()/48] for any ε > 0. Note that the minimum dimension is given by
dmin() due to the application of ΠSrad .
When the second term of Inequality (134) is small, the first term of Inequality (134) should be also small. To
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observe this, we use the fact that ΨSRU ≥ ΠSrad ΨSRU ΠSrad , which leads to∥∥TrSrad [ΨSRU ]− TrSrad [ΠSrad ΨSRU ΠSrad ]∥∥1 = |Tr[ΨSRU ]− Tr[ΠSrad ΨSRU ΠSrad ]| (136)
= 1− Tr[ΠSrad ΨSRU ΠSrad ]. (137)
Using the monotonicity of the trace distance, we also obtain from Inequality (135) that∣∣Tr[ΠSrad ΨSRU ΠSrad ]− Tr[Γ˜SinR()]∣∣ ≤ 2− 12Hmin(S∗|ER)Γ˜() + ε. (138)
Since Γ˜SinR() = TrS∗ [ΓS
∗ER()], we have Tr[Γ˜SinR()] = Tr[Γ˜()] = 1− w() and so,
Tr[ΠSrad Ψ
SR
U Π
Srad
 ] ≥ 1− w()− 2−
1
2Hmin(S
∗|ER)Γ˜() − ε. (139)
Thus, ∥∥TrSrad [ΨSRU ]− TrSrad [ΠSrad ΨSRU ΠSrad ]∥∥1 ≤ 2− 12Hmin(S∗|ER)Γ˜() + w() + ε, (140)
when Inequality (135) holds. Note that this evaluation is not tight since, when  = 0, the L.H.S. is trivially zero,
but the R.H.S. is in general non-zero.
For the third term, note that ΓS
∗ER ≥ Γ˜()S∗ER, implying that ΓSinR ≥ Γ˜SinR(). Thus, we have
‖Γ˜SinR()− ΓSinR||1 = Tr[ΓSinR − Γ˜SinR()] (141)
= 1− Tr[Γ˜()] (142)
= w(). (143)
Altogether, we obtain that, for any ε > 0,∥∥LS→SinKerr (ΨSR)− ΓSinR∥∥1 ≤ 2(2− 12Hmin(S∗|ER)Γ˜() + w() + ε) (144)
with probability at least 1 − exp[−ε2dmin/48]. Since the left-hand side is independent of , we take the min-
imum of the right-hand side over  > 0 and arrive at the desired statement that ‖LS→SinKerr (ΨSR) − ΓSinR‖1 ≤
2Θεξ(N, k, `), where
Θεξ(N, k, `) = min
>0
{
2−
1
2Hmin(S
∗|ER)Γ˜() + w() + ε
}
. (145)
with probability at least 1− exp[−ε2dmin()/48].
We next derive Inequality (127). Using the simplification of the dynamics and the triangle inequality, we
obtain ∥∥LS→SinKerr (ΨSR)− ΓSin ⊗ piR∥∥1 ≤ ∥∥TrSrad [ΨSRU ]− ΓSinR∥∥1 + ∥∥ΓSinR − ΓSin ⊗ piR∥∥1 (146)
≤ 2Θεξ(N, k, `) +
∥∥ΓSinR − ΓSin ⊗ piR∥∥
1
, (147)
with probability at least 1− exp[−ε2dmin()/48] for any ε > 0, where we have used Inequality (126). The ΓSinR
and ΓSin are explicitly computed to be
ΓSinR =
N+k∑
m=0
∑`
n=0
k∑
κ=0
(
`
n
)(
k
κ
)(
N+k−`
m−n
)(
N+k
m
) χm−κpiSinn−m ⊗ piRκ , (148)
ΓSin =
1
2k
N+k∑
m=0
∑`
n=0
k∑
κ=0
(
`
n
)(
k
κ
)(
N+k−`
m−n
)(
N+k
m
) χm−κpiSinm−n, (149)
where we have used ΠS
′
m =
∑`
n=0 Π
S′in
m−n⊗ΠS
′
rad
n and ΠSm =
∑k
κ=0 Π
A
κ ⊗ΠRm−κ. Since both are already diagonal,
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we can explicitly compute their distance such as∥∥ΓSinR − ΓSin ⊗ piR∥∥
1
=
1
2k
∑`
n=0
k∑
κ=0
∣∣∣∣N+k∑
m=0
(
`
n
)(
N+k
m
)(χm−κ − 1
2k
k∑
κ′=0
(
k
κ′
)
χm−κ′
)∣∣∣∣
(
N + k − `
m− n
)(
k
κ
)
. (150)
This is exactly ηξ(N, k, `) defined by Equation (129). Hence, we obtain that, for any ε > 0,∥∥LS→SinKerr (ΨSR)− ΓSin ⊗ piR∥∥1 ≤ 2Θεξ(N, k, `) + ηξ(N, k, `), (151)
with probability at least 1− exp[−ε2dmin()/48].
We finally compute pn := Tr[Γ˜n]:
pn =
N+k∑
m,m′=0
2N+k√
dmdm′
Tr
[
ΠS
′
rad
n τ
S′E
mm′
]
Tr
[
ΨSRmm′
]
(152)
=
N+k∑
m=0
2N+k
dm
Tr
[
ΠS
′
rad
n Π
S′
mτ
S′ΠS
′
m
]
Tr
[
ΠSmΨ
S
]
. (153)
Recalling that ΨS = piA ⊗ ξBin , we obtain
Tr
[
ΠSmΨ
S
]
=
k∑
κ=0
Tr
[
(ΠAκ ⊗ΠBinm−κ)(piA ⊗ ξBin)
]
(154)
=
1
2k
k∑
κ=0
χm−κ
(
k
κ
)
. (155)
Since τS
′
= piS
′
, it follows that
Tr
[
ΠS
′
rad
n Π
S′
mτ
S′ΠS
′
m
]
=
1
2N+k
Tr
[
ΠS
′
rad
n Π
S′
m
]
(156)
=
1
2N+k
Tr
(
`
n
)(
N + k − `
m− n
)
. (157)
As dm =
(
N+k
m
)
, we obtain pn = 12k
∑N+k
m=0
∑k
κ=0 χm−κ
(`n)(
N+k−`
m−n )(
k
κ)
(N+km )
. 
XI. QUANTITATIVE ANALYSIS OF THE INFORMATION LEAKAGE FROM THE KERR BH
We here break down the formal upper bounds on the recovery errors to the numerically evaluatable ones.
We do so by providing a lower bound on the conditional min-entropy Hmin(S∗|ER)Γ˜(). We also derive an
upper bound and show that, for I = [0, `], the lower and upper bounds nearly coincide, implying that the
lower bound is likely to be tight. We then use the lower bound of the conditional min-entropy to numerically
compute an upper bound of
Θξ(N, k, `) = min
≥0
{
2−
1
2Hmin(S
∗|ER)Γ˜() + w()
}
. (158)
The pure and mixed Kerr BHs are dealt with in Subsections XI A and XI B, respectively.
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A. Hmin(S∗|ER)Γ for the pure Kerr BH
Let us derive upper and lower bounds on Hmin(S∗|ER)Γ˜() when the initial BH Bin is in a pure state ξ. We
first consider the case of  = 0, that is, Γ˜() = Γ. Noting that the Choi-Jamiołkowski representation of the
partial trace TrSrad is τ
S′E = piS
′
rad ⊗ ΦS′inE , Γ is explicitly given by
ΓS
∗ER =
N+k∑
m,m′=0
2N+k√
dmdm′
(
ΠS
′
m (pi
S′rad ⊗ ΦS′inE)ΠS′m′
)⊗ (ΠSm(ΦAR ⊗ ξBin)ΠSm′), (159)
which can be further simplified to
ΓS
∗ER =
∑`
n=0
pnpi
S′rad
n ⊗ Φ˜S
′
inESR
n . (160)
Here, the probability distribution {pn} is given in Proposition 4, and the normalized pure state |Φ˜l〉S′inESR is
defined by
|Φ˜n〉S′inESR =
√
2N+2k−`
Mn
N+k∑
m=0
√
1(
N+k
m
)(ΠS′inm−n|Φ〉S′inE)⊗ (ΠSm(|Φ〉AR ⊗ |ξ〉Bin)), (161)
where Mn =
∑N+k
m=0
∑k
κ=0
(
N+k−`
m−n
)(
k
κ
)
χm−κ/
(
N+k
m
)
, and χn = Tr[ξBinΠBinn ].
By applying Proposition 2, we obtain
− log
[∑`
n=0
Mn
2k
2−Hmin(S
′
inS|ER)Φ˜n
]
≤ Hmin(S∗|ER)Γpure ≤ min
n∈[0,`]
{
Hmin(S
′
inS|ER)Φ˜n − log[
Mn
2k
]
}
. (162)
Furthermore, since Φ˜S
′
inESR
n is a pure state, using Proposition 1, its conditional min-entropy can be computed
in terms of a marginal state:
Hmin(S
′
inS|ER)Φ˜n = −2 log
[
Tr
[√
Φ˜ERn
]]
, (163)
where Φ˜ERn is explicitly given by
Φ˜ERn =
1
Mn
N+k∑
m=0
k∑
κ=0
χm−κ(
N+k
m
)ΠEm−n ⊗ΠRκ . (164)
This is already a diagonal form, so Tr
[√
Φ˜ERn
]
, and hence Hmin(S′inS|ER)Φ˜l , can be exactly obtained. We thus
have
k − log γ(N, k, `) ≤ Hmin(S∗|ER)Γ ≤ k − max
n∈[0,`]
{
log γn(N, k, `)
}
, (165)
where
γn(N, k, `) :=
(N+k∑
m=0
k∑
κ=0
√
χm−κ(
N+k
m
)(N + k − `
m− n
)(
k
κ
))2
, (166)
γ(N, k, `) :=
∑`
n=0
γn(N, k, `). (167)
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FIG. 14: Numerical evaluations of the lower bound (Inequalities (165)) on the conditional min-entropy Hmin(S∗|ER) for the
state |ξ(L, δL)〉Bin given by Equation (168). The state has the Z-axis AM L and the standard deviation δL. The size N of
the initial BH Bin is set to 300, and the size k of the quantum information source A to 5. Figure (i) is for L = 0, and (ii) for
|L| = N
4
. In each figure, the standard deviation δL is chosen to be 0 (black), 0.1
√
N (red), 0.5
√
N (blue), 0.9
√
N (green), and
0.3N (brown). For comparison, we have also plotted the state-independent lower bound by solid yellow lines, and the y-axis
is taken up to the state-independent upper bound, which are both given by Inequalities (28). The inset shows the difference
between the upper bound and lower bounds in Inequalities (165), showing that they nearly coincide.
To check how tight the upper and lower bounds in Inequalities (165) are, we especially choose the state of
the initial Kerr BH Bin as ξ(L, δL) with the Z-axis AM L and its standard deviation δL:
|ξ(L, δL)〉Bin =
N∑
µ=0
√
χµ(L, δL)|ϕµ〉Bin , (168)
where {χµ} is the Gaussian distribution over µ with mean L + N/2 and standard deviation δL, which is
properly normalized so that
∑N
µ=0 χµ = 1, and |ϕµ〉Bin is an arbitrary state in HBinµ . In Figure 14, the lower
bound is plotted for L = 0 (Figure 14 (i)) and |L| = N
4
(Figure 14 (ii)), where N = 300 and k = 5. In each case,
δL is chosen to be 0, 0.1
√
N, 0.5
√
N, 0.9
√
N , and 0.3N . To check the tightness of the bounds, the insets show
the difference between the lower and the upper bounds in Inequalities (165). From these figures, it is observed
that the lower and upper almost coincide in both cases.
We next consider Γ˜S
∗ER() = ΠS
′
rad()ΓS
∗ERΠS
′
rad() for  > 0. It is explicitly given by
Γ˜S
∗ER() =
∑
n∈I
pnpi
S′rad
n ⊗ Φ˜S
′
inESR
n . (169)
We can similarly derive a lower bound on its conditional min-entropy Hmin(S∗|ER)Γ˜() ≥ k −
log[γpure(N, k, `|ξ)], where
γpure(N, k, `|ξ) :=
∑
n∈I
(N+k∑
m=0
k∑
κ=0
√
χm−κ(L, δL)(
N+k
m
) (N + k − `
m− n
)(
k
κ
))2
. (170)
By using this lower bound on the conditional min-entropy, an upper bound of Θξ(N, k, `) is obtained as
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follows:
Θξ(N, k, `) = min
≥0
{
2−
1
2Hmin(S
∗|ER)Γ˜() + w()
}
(171)
≤ min
≥0
{
2−k/2
√
γpure(N, k, `|ξ) + w()
}
. (172)
Noting that w() is given by
∑
n/∈I pn, we can numerically evaluate this bound.
B. Hmin(S∗|ER)Γ for the mixed Kerr BH
We next consider the case when ξBinBrad is entangled between Bin and Brad. Since it is hard to deal with
general states, we focus on the state in the form of
|ξ〉BinBrad =
N∑
µ=0
√
χµ|Φµ〉BinBrad , (173)
where {χµ} is the aforementioned probability distribution, and |Φµ〉BinBrad is the maximally entangled state in
HBinµ ⊗HBradµ . For those ξ, the state ΓS
∗ER can be explicitly written down as
ΓS
∗ER =
∑`
n=0
N∑
µ=0
pn,µpi
S′rad
n ⊗ piBinµ ⊗ Ψ˜S
′
inEAR
n,µ , (174)
where pn,µ and the normalized pure state Ψ˜
S′inEAR
n,µ are given by, respectively,
pn,µ =
χµ
(
`
n
)
2k
N+k∑
m=0
(
N+k−`
m−n
)(
k
m−µ
)(
N+k
m
) (175)
|Ψ˜n,µ〉S′inEAR =
√
2N+2k−`
Ln,µ
N+k∑
m=0
1√(
N+k
m
)(ΠS′inm−n|Φ〉S′inE)⊗ (ΠAm−ν |Φ〉AR), (176)
and Ln,µ =
∑N+k
m=0
(
N+k−`
m−n
)(
k
m−µ
)
/
(
N+k
m
)
. Note that
∑
µ pn,µ = pn with pn being the one given in Proposition 4.
Similarly to the previous section, using Propositions 1 and 2, lower and upper bounds on Hmin(S∗|ER)Γ are
obtained as
k − log[γ′(N, k, `)] ≤ Hmin(S∗|ER)Γ ≤ k − max
n∈[0,`],µ∈[0,N ]
{
log
[
γ′n,µ(N, k, `)
]
+ log
[
χµ(
N
µ
)]}, (177)
where
γ′n,µ(N, k, `) :=
(N+k∑
m=0
√
1(
N+k
m
)(N + k − `
m− n
)(
k
m− µ
))2
, (178)
γ′(N, k, `) :=
∑`
n=0
N∑
ν=0
χν(
N
µ
)γ′n,µ. (179)
In Figure 15, we plot these bounds when {χn} is the normalized Gaussian distribution over n with mean
L + N/2 and standard deviation δL, which is the same choice as that in Subsection XI A. We particularly
plotted the lower bound for L = 0 (Figure 15 (i)) and |L| = N
4
(Figure 15 (ii)), where N = 300 and k = 5. In
each case, δL is chosen to be 0, 0.1
√
N, 0.5
√
N, 0.9
√
N , and 0.3N . The difference between the lower and the
upper bounds is given in the inset of each figure. We again observe that the bounds nearly coincide, implying
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FIG. 15: Numerical evaluations of the lower bound in Inequalities (177), on the conditional min-entropy Hmin(S∗|ER) for
entangled state |ξ(L, δL)〉BinBrad with a specific form given by Equation (173). The average Z-axis AM is L and its standard
deviation is δL. The size N of the initial BH Bin is set to 300, and the size k of the quantum information source A to 5. Figure
(i) is for L = 0, and (ii) for |L| = N
4
. In each figure, the standard deviation δL is chosen to be 0 (black), 0.1
√
N (red), 0.5
√
N
(blue), 0.9
√
N (green), and 0.3N (brown). The inset shows the difference between the upper bound and the lower bound in
Inequalities (177), showing that they nearly coincide.
that the bounds are almost tight.
For  > 0, Γ˜S
∗ER() is given by
Γ˜S
∗ER() =
∑
n∈I
N∑
ν=0
pn,νpi
S′rad
n ⊗ piBinν ⊗ Ψ˜S
′
inEAR
n,ν , (180)
for which a lower bound of the conditional min-entropy is similarly given by Hmin(S∗|ER)Γ˜() ≥ k −
log[γmixed(N, k, `|ξ)], where
γmixed(N, k, `|ξ) =
∑
n∈I
N∑
ν=0
χν(L, δL)(
N
ν
) (N+k∑
m=0
√
1(
N+k
m
)(N + k − `
m− n
)(
k
m− ν
))2
. (181)
Using this lower bound, we obtain
Θξ(N, k, `) ≤ min
≥0
{
2−k/2
√
γmixed(N, k, `|ξ) + w()
}
, (182)
by which we can numerically evaluate Θξ(N, k, `).
C. Methods for numerics
To obtain Figures 7 and 8, we have numerically evaluated the R.H.S. of Inequality (172) and Inequality (182),
respectively.
Let us denote by Θξ() the quantity to be minimized over , i.e. Θξ = min≥0 Θξ(). In the numerical
calculations, we have first checked for randomly chosen (L, δL) that the value of Θξ() smoothly changes
when  is varied. We have also checked that Θξ() is likely to have one minimum. We then computed Θξ() for
a discrete parameter set E0 = {10−xy : x = 1, . . . , 9, y = 1, . . . , 9} and take the minimum value to find Θξ. For
(L, δL) = (3N/8, 0.9
√
N), (0, 0.3N), (N/8, 0.3N), (N/4, 0.3N), and (3N/8, 0.3N), the min∈E0 Θξ() turns
43
out not to monotonically decrease as ` increases, which indicates that the minimization over the parameter set
E0 is not sufficient. In these cases, we have computed Θξ() two more digits around the minimum over E0.
XII. HEURISTIC ANALYSIS OF THE INFORMATION LEAKAGE FROM THE KERR BH
In this Section, we provide derivations of the delay δ`∆(L, δL) of information leakage in Subsection XII A,
and the information remnant in Subsection XII B.
A. Delay of information leakage
Here, we show Equation (73) from the modified cramping condition that C(n) > k, where n ∈ [0, `] repre-
sents the number of up-spins in Srad, and the degree of cramping is defined as
C(n) := H(Bin)ξ + log
[
dimHSradn
dimHSinL+(N+k)/2−n
]
. (183)
Note that L + (N + k)/2 is the number of up-spins in S = ABin. We require that this modified cramping
condition holds for non-extreme values of n. In the following, we consider the case where the initial Kerr BH
Bin has a fixed Z-axis AM L = ωN with ω ∈ [0, 1/2]. Note that it suffices to consider ω ∈ [0, 1/2] since the
rotation direction does not change the features of information leakage. Indeed, our final result will be expressed
for ω ∈ [−1/2.1/2].
We then define ˆ`c(L) by the minimum ` for which the modified cramping condition to hold for all n with
|δn| ≤ c√〈δn2〉, where δn := n − 〈n〉, 〈·〉 is the average over the distribution over the number of up-spins
in Srad, which is induced by the evaporation process, and c is a parameter of O(1). Our goal is to show
Equation (73), which is
ˆ`
c(L) ≈ `(0)(L) + c`(fl)(L), (184)
where
`(0)(L) = − Cini
2s(ωS)
+
k
2s(ωS)
, (185)
`(fl)(L) =
|s(ωS)|
s(ωS)
√
`(0)(L)
|s′′(ωS)|
(
1− `
(0)(L)
N + k
)
. (186)
Here, ωS := |L|/(N+k) is theZ-axis AM per qubit in S,Cini = H(Bin)ξ−(N+k)s(ωS) < 0 is the initial degree
of cramping, i.e. the degree of cramping when no radiation is emitted (` = 0), s(w) := −(1/2 − w) log[1/2 −
w]− (1/2 + w) log[1/2 + w], and s′(w) and s′′(w) are the first and second derivatives of s(w), respectively.
Recalling that Srad and Sin consist of ` and N + k − ` qubits, respectively, the dimensions are given by
dimHSradn =
(
`
n
)
, (187)
dimHSinL+(N+k)/2−n =
(
N + k − `
L+ (N + k)/2− n
)
. (188)
These are well-approximated by a function s(w), leading to
log
[
dimHSradn
dimHSinL+(N+k)/2−n
]
= `s
(
n
`
− 1
2
)
− (N + k − `)s
(
L+ (N + k)/2− n
N + k − ` −
1
2
)
. (189)
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We now expand n around its average 〈n〉 = (ωS + 1/2)` such as n = (ωS + 1/2)` + c
√〈δn2〉 (recall that
ωS = L/(N + k) is the Z-axis AM per qubit in S on average). We then have
log
[
dimHSradn
dimHSinL+(N+k)/2−n
]
= `s
(
ωS + c
δn
`
)
− (N + k − `)s
(
ωS − c δn
N + k − `
)
(190)
≈ −(N + k − 2`)s(ωS) + 2cδls′(ωS), (191)
where the second line follows from the assumption that |δn| ≤ c√〈δn2〉.
We also need to express
√〈δn2〉 in terms of `. Recalling that a symmetry-invariant scrambling acts on S, the
weight of the state onHSradn is given by
W Srad(n) =
(
`
n
)(
N+k−`
L+(N+k)/2−n
)(
N+k
L+(N+k)/2
) . (192)
This can be approximated by s(ωS) as well. Rewriting n as n = (ωS + 1/2)`+ x, we obtain
log[W Srad(n)] ≈ `s(ωS + x
`
) + (N + k − `)s(ωS − x
N + k − `
)− (N + k)s(ωS), (193)
=
1
2
(N + k)
`(N + k − `)s
′′(ωS)x
2 +O(x3). (194)
Combining this with the fact that W Srad(n) can be also approximated by a Gaussian distribution when 1 
k  N , the variance 〈δn2〉 is approximately given by
〈δn2〉 ≈ −
(
1− `
N + k
)
`
s′′(ωS)
. (195)
Thus, in terms of the initial degree of cramping, Cini = H(Bin)ξ − (N + k)s(ωS), we obtain
Cini + 2ˆ`c(L)s(ωS) + 2cs
′(ωS)
√
−
(
1−
ˆ`
c(L)
N + k
) ˆ`
c(L)
s′′(ωS)
= k. (196)
In the following, we denote ˆ`c(L) by ˆ`c for short. This can be simplified by introducing `(0) as (k −
Cini)/(2s(ωS)) such that
ˆ`
c = `
(0) − s
′(ωS)
s(ωS)
√
−
(
1−
ˆ`
c
N + k
) ˆ`
c
s′′(ωS)
. (197)
Further assuming 1 k  N , it is straightforward to obtain
ˆ`
c ≈ `(0) − s
′(ωS)
s(ωS)
√
−
(
1− `
(0)
N + k
)
`(0)
s′′(ωS)
. (198)
Finally, since both s′(ωS) and s′′(ωS) are non-positive, we obtain
ˆ`
c ≈ `(0) + |s
′(ωS)|
s(ωS)
√(
1− `
(0)
N + k
)
`(0)
|s′′(ωS)| (199)
= `(0)(L) + `(fl)(L). (200)
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B. Information remnant ηξ
We here show Inequality (83). To this end, we consider the situation where the Z-axis AM of the reference R
and the remaining BH Sin are separately measured. Denoting by P (ν|κ) be the probability distribution of the
outcome ν in Sin given that the outcome in R is κ, the ηξ should satisfy
ηξ ≥
∑
κ
q(κ)
∑
ν
∣∣P (ν|κ)− P (ν)∣∣, (201)
where q(κ) is the probability to obtain the outcome κ in R, and P (ν) =
∑
κ q(κ)P (ν|κ) is the probability to
obtain ν in Sin. Each probability is given in terms of the state ΨSinR. Denoting by ΠSinν and Π
R
κ the projection
onto the subspace of HSin with the AM ν and that onto the subspace of HR with the AM κ, respectively, the
probabilities are given by
q(κ) = Tr[ΠRκΨ
R], (202)
P (ν|κ) = Tr[ΠSinν ΨSinκ ], where ΨSinκ = TrR[ΠRκΨSinR]/q(κ), (203)
P (ν) = Tr[ΠSinν Ψ
R] =
∑
κ
q(κ)P (ν|κ). (204)
The goal here is to relate ηξ with the degree ζ(Sin) of symmetry-breaking in Sin, which is defined by
ζ(Sin) :=
∂2
∂θ2
Bθ(Ψ)
∣∣∣∣
θ=0
, (205)
where Bθ(Ψ) := 1 −
∣∣〈Ψ|eiθLZ ⊗ I|Ψ〉∣∣2, |Ψ〉SinS′in is a purification of ΨSin by S′in, and LZ is the Z-axis AM
operator in Sin and the second identity acts on S′in.
We now assume that we may approximate the value of ν by continuous values, allowing us to replace the
above probabilities with probability density functions p(ν|κ), p(ν), and p¯(ν − αδκ). We also assume that the
κ-dependence of p(ν|κ) is approximated by a shift without changing its common shape. Namely, we assume
that
Tr[ΠSinν Ψ
Sin
κ ] ≈ Tr[ΠSinν−αδκΨSin〈κ〉] (206)
with α = 1 − `/(N + k), where δκ = κ − 〈κ〉 and 〈·〉 is the expectation over the probability distribution q(κ).
Note that the rescaling by α is needed since S is composed of N + k qubits while Sin is of N + k − ` qubits.
Denoting Tr[ΠSinµ Ψ
Sin
〈κ〉] by p¯(µ) = p(µ|κ = 〈κ〉), it follws that p(ν|κ) ≈ p¯(ν − αδκ).
We then assume that |δκ| is sufficiently small so that p¯(ν − αδκ) = p¯(ν)− αδκp¯′(ν) +O(δκ2), which further
implies that p(ν) = p¯(ν) +O(δκ2). Using these and replacing the summation over ν in Inequality (201) by the
integral, we obtain
ηξ ≥ α
∑
κ
q(κ)|δκ|
∫
dν
∣∣∂p¯(ν)
∂ν
∣∣+O(δκ2), (207)
= α〈|δκ|〉
∫
dν
∣∣∣∣∂p¯(ν)∂ν
∣∣∣∣+O(δκ2) (208)
where 〈|δκ|〉 := ∑κ q(κ)|δκ| is the mean absolute deviation of the Z-axis AM in R. The integral in Equa-
tion (208) can be bounded from below by 2 maxν p(ν). Thus, we have
ηξ ≥ 2〈|δκ|〉αmax
ν
p(ν) +O(δκ2). (209)
The maxν p(ν) can be further bounded from below in terms of the variance 〈δν2〉 of the Z-axis AM in Sin, i.e.
〈δν2〉 := 〈ν2〉 − 〈ν〉2 = Tr[L2ZΨ]− (Tr[LZΨ])2. This follows from the fact that the probability distribution that
has the least standard deviation under the condition that the maximum probability is given is the rectangle
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function r(x) = rmax for x ∈ [−1/(2rmax), 1/(2rmax)] and 0 otherwise. In that case, the variance V is
V =
∫ 1/(2rmax)
−1/(2rmax)
x2rmaxdx =
1
12r2max
. (210)
This implies that, for any probability density function p(x), max p(x) ≥ (2√3√V )−1. Thus, we arrive at
ηξ ≥ 1√
3
〈|δκ|〉
(
1− `
N + k
)
1√〈δν2〉 +O(δκ2). (211)
We now relate the variance 〈δν2〉 of the Z-axis AM in Sin to the degree of symmetry-breaking ζ(Sin). It is
straightforward to explicitly write down Bθ(Ψ) since
∣∣〈Ψ|eiθLZ ⊗ I|Ψ〉∣∣2 is given by∣∣〈Ψ|eiθLZ ⊗ I|Ψ〉∣∣2 = ∣∣Tr[eiθLZΨ]∣∣2 (212)
=
∣∣1 + iθTr[LZΨ]− θ2
2
Tr[L2ZΨ]
∣∣2 +O(θ3) (213)
= 1 + θ2
(
(Tr[LZΨ])
2 − Tr[L2ZΨ]
)
+O(θ3) (214)
= 1− θ2〈δν2〉+O(θ3). (215)
Thus, we have ζ(Sin) = 2〈δν2〉 and so, it follows that
ηξ ≥
√
2
3
〈|δκ|〉
(
1− `
N + k
)
1√
ζ(Sin)
+O(δκ2). (216)
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Appendix A: Proof of Proposition 2
We here prove Proposition 2. The statement to be shown is the following: let {HAj } be mutually orthogonal
subspaces of HA, and piAj be the completely mixed state on HAj . For a state ΛABC =
∑J
j=0 pjpi
A
j ⊗ ρBCj , where
ρBCj ∈ S(HBC) and {pj} is a probability distribution,
− log
[ J∑
j=0
pj
dj
2−Hmin(B|C)ρj
]
≤ Hmin(AB|C)Λ ≤ min
j∈[0,J]
{
Hmin(B|C)ρj − log
[pj
dj
]}
, (A1)
where dj = dimHAj .
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Proof. By definition of the conditional min-entropy, ∀j ∈ [0, J ], ∃σCj ∈ S(HC) such that 2−Hmin(B|C)ρj IB⊗σCj ≥
ρBCj , from which it follows that
IAB ⊗ (2−Hmin(B|C)ρjσCj ) ≥ ΠAj ⊗ ρBCj . (A2)
Since this holds for all j ∈ [1, J ], we obtain
Tr[σ˜C ]IAB ⊗ σ˜
C
Tr[σ˜C ]
≥ ΛABC , (A3)
where σ˜C :=
∑J
j=0 pj/dj2
−Hmin(B|C)ρjσCj is an un-normalized state. This implies that
− log
[ J∑
j=0
pj
dj
2−Hmin(B|C)ρj
]
≤ Hmin(AB|C)Λ. (A4)
To obtain an upper bound, we start with the fact that there exists σC such that 2−Hmin(AB|C)ΛIAB ⊗ σC ≥
ΛABC =
∑J
j=0 pjpi
A
j ⊗ ρBCj . By applying the projection ΠAj onto the both side, it implies that
∀j, 2−Hmin(AB|C)ΛΠAj ⊗ IB ⊗ σC ≥
pj
dj
ΠAj ⊗ ρBCj (A5)
⇐⇒ ∀j, 2−Hmin(AB|C)ΛIB ⊗ σC ≥ pj
dj
ρBCj (A6)
⇐⇒ ∀j, Hmin(B|C)ρj ≥ Hmin(AB|C)Λ − log
[pj
dj
]
. (A7)
The desired upper bound is immediately obtained from this.
Appendix B: Proof of Corollary 8
To show Corollary 8, we use the gentle measurement lemma:
Lemma 14 (Gentle measurement lemma [55]). Let Φ be in S(H) and Λ be an Hermitian operator such that 0 ≤ Λ ≤
I . If they satisfy Tr[ΛΦ] ≥ 1− , where 0 ≤  ≤ 1, then ||Φ− Φ′||1 ≤ 2
√
, where
Φ′ =
√
ΛΦ
√
Λ
Tr[ΛΦ]
. (B1)
We also use a simple fact about the conditional min-entropy.
Lemma 15 (Conditional min-entropy after projective measurement). Let ΠA be a projection operator, ΦAB be a
quantum state. A post-measured state Φ˜AB := ΠAΦABΠA/Tr[ΠAΦAB] satisfies Hmin(A|B)Φ˜ ≥ Hmin(A|B)Φ +
log[Tr[ΠAΦAB]].
Proof (Lemma 15). Let σB ∈ S(HB) be the state such that 2−Hmin(A|B)ΦIA ⊗ σB ≥ ΦAB . Then, we have
2−(Hmin(A|B)Φ+log[Tr[Π
AΦAB ]])IA ⊗ σB ≥ Φ˜AB, (B2)
which implies the desired result. 
Using these lemmas, Corollary 8 can be shown as follows.
Proof (Corollary 8). We first define the state Ψ˜SR by
Ψ˜SR :=
ΠS≥ΨSRΠ
S
≥
Tr[ΠS≥ΨSRΠ
S
≥]
(B3)
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W also use the fact that ΓER := TrS∗ [ΓS
∗ER] = EUS∼H×
[CS→E(USΨSRUS†)]. Using the triangle inequality, we
obtain∥∥CS→E(USΨSRUS†)− EUS∼H×[CS→E(USΨSRUS†)]∥∥1
≤ ∥∥CS→E(USΨSRUS† − USΨ˜SRUS†)∥∥
1
+
∥∥CS→E(USΨ˜SRUS†)− EUS∼H×[CS→E(USΨ˜SRUS†)]∥∥1
+
∥∥EUS∼H×[CS→E(USΨ˜SRUS†)]− EUS∼H×[CS→E(USΨSRUS†)]∥∥1. (B4)
In the following, we evaluate each term in the right-hand side of Inequality (B4) separately.
For the first term, noting that CS→E is a trace-non-increasing map, and the trace norm is unitarily invariant,
we have ∥∥CS→E(USΨSRUS† − USΨ˜SRUS†)∥∥
1
≤ ∥∥ΨSR − Ψ˜SR∥∥
1
≤ 2√, (B5)
where the last inequality follows from the gentle measurement lemma and the assumption that Tr[ΨSRΠS≥] ≥
1− .
To evaluate the second term, we use Theorem 7. Recalling that Ψ˜S does not have support on the subspace
HSj with dimension being smaller than dth, it follows that, for any δ > 0,∥∥CS→E(USΨ˜SRUS†)− EUS∼H×[CS→E(USΨ˜SRUS†)]∥∥1 ≤ 2− 12Hmin(S∗|ER)Γ˜ + δ (B6)
with probability at least 1−exp[− δ2dth
48||Ψ˜S ||∞ ]. Here, Γ˜
S∗ER =
∑
j,j′∈J
DS√
djdj′
ζSEjj′ ⊗ Ψ˜S
′R
jj′ . Since Π≥ is commutable
with ΠSj for any j,
Γ˜S
∗ER =
(IS ⊗ΠS′≥ )ΓS
∗ER(IS ⊗ΠS′≥ )
Tr[(IS ⊗ΠS′≥ )ΓS∗ER]
. (B7)
Using Lemma 15, we have
Hmin(S
∗|ER)Γ˜ ≥ Hmin(S∗|ER)Γ + log
[
Tr[ΠS≥Γ
S∗ER]
]
(B8)
= Hmin(S
∗|ER)Γ + log
[
Tr[ΠS≥Ψ
SR]
]
(B9)
≥ Hmin(S∗|ER)Γ + log[1− ], (B10)
where the second line is obtained since DS√
djdj′
Tr[ζSEjj′ ] = δjj′ . Furthermore, it holds that
||Ψ˜S||∞ ≤ min
{
1,
||ΠS≥||∞||ΨS||∞
Tr[ΠS≥ΨS]
} ≤ min{1, ||ΨS||∞
1− 
}
=: C, (B11)
where we have used the sub-multiplicativity of the operator norm, and the assumption that Tr[ΨSRΠS≥] ≥ 1−.
Combining all of these together, the second term is bounded as
∥∥CS→E(USΨ˜SRUS†)− EUS∼H×[CS→E(USΨ˜SRUS†)]∥∥1 ≤ 2− 12Hmin(S∗|ER)Γ√1−  + δ (B12)
for any δ > 0 with probability at least 1− exp[− δ2dth
48C
].
To evaluate the third term of Inequality (B4), we use the explicit form of the averaged operator
EUS∼H×
[CS→E(USΨSRUS†)] = ∑
j /∈J≥
DS
dj
ζEjj ⊗ΨRjj. (B13)
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Further, using the relation ΠS≥ =
∑
j∈J≥ Π
S
j , we obtain∥∥EUS∼H×[CS→E(USΨ˜SRUS†)]− EUS∼H×[CS→E(USΨSRUS†)]∥∥1 (B14)
=
∥∥∑
j∈J
DS
dj
ζEjj ⊗ (Ψ˜Rjj −ΨRjj)
∥∥
1
(B15)
≤
∑
j /∈J≥
∥∥DS
dj
ζEjj ⊗ΨRjj
∥∥
1
+
∑
j∈J≥
∥∥DS
dj
ζEjj ⊗ (Ψ˜Rjj −ΨRjj)
∥∥
1
. (B16)
Recalling that Tr[DS
dj
ζEjj] ≤ 1 and that Ψ˜Rj = ΨRj /Tr[ΠS≥ΨSR] for j ∈ J≥, the first term of Inequality (B16) is
bounded from above by ∑
j /∈J≥
Tr[ΨRjj] = Tr
[
ΨSR(IS −ΠS≥)
] ≤ . (B17)
An upper bound of the second term of Inequality (B16) is given by∣∣∣∣ 1Tr[ΠS≥ΨSR] − 1
∣∣∣∣ ∑
j∈J≥
Tr[ΨSRjj ] ≤

1− 
∑
j∈J
Tr[ΨSRjj ] =

1−  . (B18)
Combining the upper bounds of all three terms in Inequality (B4), we obtain the desired result:
∥∥CS→E(USΨSRUS†)− EUS∼H×[CS→E(USΨSRUS†)]∥∥1 ≤ 2− 12Hmin(S∗|ER)Γ√1−  + δ + f(), (B19)
with probability at least 1− exp[− δ2dth
48C
], where f() = 2
√
+ + 
1− . 
