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ABSTRACT
In this thesis I prove the validity of Tamagawa number conjecture of Bloch-
Kato for certain Hecke characters. I study the exponential map and local Tamagawa
measure for all odd primes. I also study p-part of Shafarevich-Tate group for motives
associated to Hecke characters, for all prime p 6= 2 or 3.
Here is the main result of this paper: (for more detail, see Chapter 2.2)
Let K be an imaginary quadratic number field of class number 1 and dis-
criminant −dK , where dK > 0. Fix ψ of type (1, 0) and conductor f which satisfies
ψ(α¯) = ψ(α) for all ideals α of OK . By the theory of complex multiplication there
exists an elliptic curve E over Q such that End(E) = OK and the Gro¨ssencharacter
associated to E in the sense of Deuring is precisely ψ. For each prime p of OK , let
ψp : Gal(K(fp
∞)/K)→ K∗p be the Weil realization of ψ at p.
Fix integer k, j such that k − j > 1 and j ≥ 0. There exists motive Mk,j
such that L(Mk,j, 0) = L(ψj+k, k). (see [5] prop 2.1). Let ∆ = Gal(K(Ep)/K) which
is a finite group of order prime to p since by theory of complex multiplication we
have ∆ →֒ (Op/p)∗. Hence we can view ∆ also as a subgroup of Gal(K(fp∞)/K) and
consider the restriction of ψp on ∆.
Main Theorem. Fix integer k − j > 1 and j ≥ 0. Then the p− part of Tamagawa
number conjecture for Mk,j is true for all prime p 6= 2, 3 which splits in K/Q and all
p which is nonsplit in K/Q such that ψkp ψ¯
−j
p is nontrivial when restricted to ∆.
iv
1CHAPTER 1
INTRODUCTION
Zeta and L-functions are important and intriguing subjects that have been the fo-
cal point of study in number theory ever since the beginning. Classically there are
Dedekind zeta functions and Dirichlet L-functions. Dirichlet applied his L-functions
to the proof of existence of infinite primes in arithmetic progessions. Kummer showed
the connection between Fermat’s Last Theorem and class numbers of cyclotomic fields,
which are closely related to special values of L-functions by class number formula.
In the begining of this century Hecke L-functions and Artin L-functions were intro-
duced. Hecke L-functions are special cases of automorphic L-functions. These are
very general class of L-functions which have nice analytic properties such as analytic
continuation and functional equations. On the other hand, through the advancement
of algebraic geometry, especially cohomology theories and theories of motives, one
can define Hasse-Weil L-functions for general motive which include Artin L-functions
as special case. These L-functions encode an amazing amount of arithmetic informa-
tion about the motive. Langland’s conjecture essentially identifies these two kinds of
L-functions.
Modern interest in the study of special values of L-functions at integer ar-
gument is revived by Birch-Swinnerton-Dyer conjecture, which is an analogue of the
class number formula for abelian varieties:
Conjecture 1 (Brich-Swinnerton-Dyer). Let E be an elliptic curve over Q. Then
L(E/Q, s) has a zero at s = 1 of order equal to the rank r of Mordell-Weil group E/Q
and
lim
s→1
(s− 1)−rL(E/Q, s) = #(
⊔
(E))R(E/Q)Ω
∏
p<∞
cp#((E/Q)tors)
−2
2where Ω =
∫
E(R)
|ω| is the real period of Neron differential ω of E, R(E/Q) is a
regulator term comming from the height pairing, and
⊔
(E) is Shaferivich-Tate group
which is conjectured to be finite torsion.
Bloch had given a volume theoretic version of the above conjecture as G = E
(an elliptic curve) in the following generalization to the case G being an extension of
E by a torus.
Conjecture 2 (Tamagwa-Bloch). Let G be an semi-simple algebraic group over
Q.
τ(G) =
#(Pic(G)tors)
#(
⊔
(G))
where τ(G) =
∫
G(AQ)/G(Q)
(ω, (λp)) is Tamagawa number of G with respect
to Tamagawa measure (ω, (λp)). Here ω is a left invariant gauge form of dim(G) and
(λp) is suitable convergence factor.
Deligne formulated conjecture on special values of L-function at critical point
and its relation to period integrals, generalizing classical work of Euler among others.
Inspired by work of Bloch, Beilinson viewed K groups as rational motivic cohomology
group and defined regulator map which represents chern character to real Deligne-
Beilinson cohomology groups. He made several conjectures on special values of L-
functions which generalized Deligne’s conjecture. For a motive M with coefficent in a
number field E, these conjectures give the order of vanishing of L(M∗(1), s) at s = 0.
They predict interesting elements in K groups whose image under the regulator map
determine the first nonzero coefficent of Taylor series expansion of L(M, s) around
s = 0 up to E∗. In order to remove this ambiguity, Bloch and Kato made the
Tamagawa number conjecture for pure motives with coefficents in Q as follows ([1]
5.15):
Conjecture 3 (Bloch-Kato). Assume the triple (V,D, φ) comes from a motif. Let
M be a Z-lattice in V such that M ⊗ Zˆ is Galois stable in V ⊗Af . Then
⊔
(M) is
finite and
Tam(M) =
#(H0(Q,M∗ ⊗Q/Z(1)))
#(
⊔
(M))
3Here (V,D) is a motivic pair (see [1] 5.15 for its definition) which is a pair
of Q vector space with additional structures and comparision isomorphisms between
them when tensored with C or Qp, satisfying some additional axioms. They usually
arise from the rational Betti and De Rham cohomology of pure motives over Q.
Tam(M) and
⊔
(M) are defined analogously as for G above. See section 2.1 for more
information on their definition and φ (which is a certain Haar measure). The main
difficulty is to give a reasonable definition of local points A(Qp) for p 6 ∞, global
points A(Q) and Haar measures on A(Qp). For this purpose Bloch and Kato rely
heavily on p-adic Hodge theory, especially Fontaine’s Bcris and BdR. See section 2.1
for a brief recall of this conjecture of Bloch-Kato.
Over the past few years there have been several important new development.
First Fontaine and Perrin-Riou ([4] ) reformulated Bloch-Kato conjecture in terms of
measure on Fundamental line induced by canonical measure on Euler-Poincare line
which enable them to extend the Tamagawa number conjecture for motives over F
with coefficent in E (here E and F are number fields). It also reduces the verification
of the conjecture for general motives to pure motives.
Secondly Kato ([8]) made a generalized Iwasawa Main conjecture which gen-
eralize the classical Iwasawa main conjecture and Bloch-Kato conjecture at the same
time. Most importantly he conjectured the existence of p-adic zeta elements (non-
archimedean analogues of zeta values in C) which can be viewed as ”p-adic Langlands
program”.
Thirdly, Perrin-Riou ([9]) has proposed a new framework for defining general
p-adic L-functions for crystalline representation using Bloch-Kato’s exponential map
and Iwasawa theory. Moreover she established a direct link between Tamagawa num-
bers of motives with her conjectual construction of arithmetic p-adic L-function. We
expect Kato’s p-adic zeta elements which can be made into an abstract Euler system
also give rise to Perrin-Riou’s p-adic L-function. From their work, we see in order
to prove Tamagawa number conjecture, we should look for magical elements in K
groups (resp. Galois cohomolgy groups) which are strongly related to special values
of L-function via Beilinson’s regulator map (resp. exponential or dual exponential
4map). Then try to show that these magical elements form integral basis of some
canonically defined modules which typically requires an Iwasawa type argument.
Finally history seems to come back to a full circle when in Wiles’ recent
proof of Fermat’s Last theorem, he reduced the problem to an estimation of the
order of certain Selmer group which in turn follows from p part of Tamagwa number
conjecture for motive sym2(E) for a semi-stable modular elliptic curve E at p = 3 or
p = 5 !
As for the verification of the Tamagawa number conjecture, besides the
complete proof of it in the case of Riemann Zeta function (i.e for motive Q(r)) and
partial results for motive h1(E)(2) for CM elliptic curve E by Bloch-Kato, the only
progress has been M.Harrison’s ([6]) proof of p part of Tamagawa number conjecture
for certain special Hecke character of Gaussian field Q(i) in the case p splits in Q(i).
The goal of this paper is to extend Harrison’s result to more general Hecke
characters of more general fields, verifying p part of Tamagawa number conjecture for
p which is nonsplit as well as for p which splits. Our method is basically different from
Harrison’s and works equally well for all imaginary quadratic fields. We recover his
result as a special case of ours. For simplicity of presentation, we will just consider
the case for cl(K) = 1. In general the only change is notationwise. By the same
method we can check p part of Tamagawa number conjecture for all Hecke characters
of K of type (k,−j) with 0 ≤ j and k − j > 1, for all odd prime p 6= 3 not dividing
the number of roots of unity in Hilbert class field of K (when p is nonsplit, we also
need to assume that the Hecke character is nontrivial when restricted to ∆, see our
Main theorem in 2.2.) The last restriction comes from Iwasawas main conjecture.
The results we used of Kato (i.e explicit reciprocity law), Rubin (i.e Iwasawa main
conjecture of quadratic number field) and results on arithmetic of Hecke characters
and Eisenstein series all extends to general K, so are our extensions of some of these
results we need for the proof.
Brieftly, here are the contents of this paper:
5• In chapter 2, we will recall some background material on Tamagawa number
conjecture and fix some notations in the special case of Hecke characters we will
consider. We do some preliminary reduction of the Tamagawa number formula
to be proved.
• In chapter 3 we write the local Tamagawa numbers as a product of 2 terms: one
term will appear again in the formula for p part of Shafarevich group; another
term involves evaluation of dual exponential map on special element (in Galois
cohomlogy group) constructed from elliptic units. We review dual exponential
map and define these special elements. We also study carefully deep results
of Kato on explicit reciprocity law for 1-dimesional Lubin-Tate formal groups
which will be used for the calculation in chapter 4 and chapter 5.
• In chapter 4 we define carefully the elliptic units we are going to use and cal-
culate the Coleman power series associated to it. The logarithmic derivative
of this power series is essentially Eisenstein series. We review the properties of
Eisenstein series and its link to special values of Hecke-L function. We evaluate
the dual exponential map in the case j = 0. We distinguish two cases according
to whether p is a good reduction prime or not. When p is a bad reduction
prime, since E has CM, we go up a finite field extension and pass on to a twist
of E which has good reduction at p. We study the behavior of dual exponential
map under field extension and twist.
• Chapter 5 is the most technical part of this thesis. Here we are trying to
get information on the value of dual exponentail map evaluated on the special
element in the case j > 0 from Kato’s explicit reciprocity law (which require
j = 0). Roughly we go up along a tower of fields (essentially unramified when
p splits but totally ramified when p is nonsplit, which make it necessary to
consider these 2 cases separately) and ”untwist” our character. Interestingly
the p-adic period of E play a major role in these translation from j > 0 case to
j = 0 case. In particular we need a congruence property between p-adic period
6and special values of weight 1 Eisenstein series evaluated on pn torsion points
(which actually holds for general modular elliptic curves!). On the L-function
side, we deduce realtion between L(ψ¯k+j, k) and L(ψ¯k, k) via their relation to
values of Eisenstein series. It is known in the theory of elliptic functions how
to relate Ej,k with Ek. We arrive at our result by a congruence argument.
• In chapter 6 we deal with the Shafarevich-Tate group associated to our motive.
Again we need to consider the case p splits and the case p is nonsplit separately.
We need first reduce the Shafarevich group to more familiar objects studied in
Iwasawa theory. Here we use crucially the Iwasawa Main conjecture proved by
Rubin (both 1 and 2 variable case).
7CHAPTER 2
MOTIVE FOR HECKE CHARACTER;
PRELIMINARY RESULTS
2.1 Tamagawa number conjecture
Here we recall Bloch-Kato’s conjecture in more detail.
Definition 1. Let K be a finite extension ofQp. Let V be aQl vector space endowed
with a continous Gal(K¯/K) action. If p = l we assume moreover that V is a de Rham
representation. Let T be a Galois stable lattice of V . Then
H1f (K, V )
def
=

Ker(H
1(K, V ) −→ H1(Knr, V )), if l 6= p;
Ker(H1(K, V ) −→ H1(K,Bcrys ⊗ V )), if l = p;
and we define H1f (K, T ) as the full iverse image of H
1
f (K, V ) under the natural map
H1(K, T )→ H1(K, V ). In particular H1f (K, T ) containes all the torsion of H1(K, T ).
Notation. For a de Rham representation V of Gal(K¯/K), denote DR(V ) to be
H0(K, V ⊗ BDR) and FiliDR(V ) = DR(V )i to be H0(K, V ⊗ FiliBDR).
We define the exponential map
DR(V )/DR(V )0 → H1f (K, V )
to be the connecting homomorphism from the exact squence of Galois modules ob-
tained by tensoring V with Fontaine’s fundamental exact squence:
0→ Qp α→ Bcrys ⊕ B+DR
β→ Bcrys ⊕ BDR → 0
where α(x) = (x, x) and β(x, y) = (x− f(x), x− y), f being the usual frobenuis.
Now define local and global points for a motivic pair (V,D) of weights 6 −1.
These are finite dimesional Q vector spaces with extra structures, satisfying some
8axioms. For details see [1] 5.5. One can just think of them as realizations of motives,
with various comparison isomorphism comming from (p-adic) Hodge theory, V given
by Betti cohomology and D coming from de Rham cohomology. Fix a Z lattice M in
V such that M ⊗ Zˆ is Galois stable.
Definition 2.
A(Qp)
def
=

H
1
f (Qp,M ⊗ Zˆ), if p <∞
((D∞ ⊗R C)/(D0∞ ⊗R C) +M)+, if p =∞
We regard A(Qp) for p <∞ as a compact group with natural topology, and
A(R) as a locally compact group. Fix an isomorphism
ω : detQ(D/D
0) ∼= Q
which induces for each p 6∞
detQp(Dp/D
0
p)
∼= Qp
This defines a measure on each Dp/D
0
p and hence a Haar measure on A(Qp) via
exponential map.
Bloch and Kato proved (see Theorem 4.1 of [1]) that there is a finite set of
bad primes S which consists of places at infinity, bad reduction primes and prime p
less than the length of filtration of DR(V ) and for p /∈ S
µp,ω(A(Qp)) = Pp(V, 1)
where for l 6= p, Pp(V, 1) def= det(1− frobp : V Ipl ) is the p-Euler factor of L(V, 0). Now
assume the weights are 6 −3, then the product
LS(V, 0)
−1 =
∏
p/∈S
µp,ω(A(Qp))
converges. Bloch and Kato defined the Tamagawa measure µ for the motivic pair
(V,D) as µ =
∏
p6∞ µp,ω on
∏
p6∞A(Qp). It is clear µ is independent of choice of ω.
9A(Q) is a finitely generated abelian group (generalized global Selmer group)
such that
A(Q)⊗ Zˆ = H1f,Spec(Z)(Q,M ⊗ Zˆ)
where H1f,Spec(Z) means the set of elements in the global Galois cohomology group
whose image under localization map at each prime p lies in theH1f part. There are nat-
ural homomorphismA(Q)→ A(Qp) for p <∞, as well asA(Q)→ A(R)/A(R)cpt =
D∞/(D0∞ + V
+
∞). Now define
Tam(M) = µ((
∏
A(Qp))/A(Q))
and define
⊔
(M)
def
= Ker
(
H1(Q,M ⊗Q/Z)
A(Q)⊗Q/Z →
⊕
p6∞
H1(Qp,M ⊗Q/Z)
A(Qp)⊗Q/Z
)
One knows that p part of
⊔
(M) is finite for each finite prime p, even though in general
it is very hard to verify
⊔
(M) itself is finite. Tamagawa number conjecture can also
be written as
LS(V, 0) =
#(
⊔
(M))
#(H0(Q,M∗ ⊗Q/Z(1)))µ∞,ω(A(R)/A(Q))
∏
p∈S−∞
µp,ω(A(Qp)) (2.1.1)
2.2 Hecke characters and associated motives
Let K be an imaginary quadratic number field of class number 1 and dis-
criminant −dK , where dK > 0. Let φ be a Gro¨ssencharacter of type A0. We say φ
has conductor f and infinity type (r, s)if φ((α)) = αrα¯s whenever α ≡ 1 (mod f) ,
α ∈ K∗ and f is the smallest ideal of OK such a relation holds. Fix f such that (f) = f.
Fix ψ of type (1, 0) and conductor f which satisfies ψ(α¯) = ψ(α) for all ideals α of
OK . By the theory of complex multiplication there exists an elliptic curve E over Q
such that End(E) = OK and the Gro¨ssencharacter associated to E in the sense of
10
Deuring is precisely ψ. For each prime p of OK , let ψp be the Weil realization of ψ
at p.
A∗K/K
∗ //ψ
((
artin map
PP
PP
PP
PP
PP
PP
K∗ // K∗p
Gal(K(fp∞)/K)
77
ψp
pppppppppppp
Notation. We view all our global fields as subfields of Q¯ and choose once for all a
place υp of Q¯ above p, and an embedding ip : Q¯ → Q¯p. We identify decomposion
group Dp (resp. inertia group Ip) at υp with Gal(Q¯p/Qp) (resp. the inertia subgroup
of Gal(Q¯p/Qp)) via ip. When p = pp
∗ we pick p so that υp | p. we identify Kp
with Qp by ip which is the restriction of ip to K. we identify Kp∗ with Qp by ip ◦ τ
where τ is the complex conjugation. In particular, we have ψp |Ip= χp the cyclotomic
character and ψp∗ |Ip= 1. Let K(f) denote the ray class field of conductor f and for
any prime ideal p ⊆ OK set K(fp∞) as the union of all K(fpn). It is well known that
K(fpn) = K(Efpn). Fix a global minimal Weierstrass model for E and fix ω as the
Neron differential. Let L be the period lattice and fix Ω∞ ∈ R an OK generator of
L: Ω∞ =
∫
E(R)
ω. (sometimes called the real period of E). Let ρ : C/L → E(C) be
given by ρ(z) = (P(z),P ′(z)) where P is the Weierstrass P function.
Let ϕ = ψkψ
−j
. Define imprimitive L-series
L(ϕ−1, s) =
∑
α⊆OK
(α,f)=1
ϕ−1(α)Nα−s
The analytic continuation and functional equation for L(ϕ−1, s) are known. Since
ψψ¯ = χ
def
= χcyclo, L(ψ¯jψ
−k, 0) = L(ψj+k, k). It is easy to see that if k − j > 1, then
L(ψj+k, k) 6= 0. A theorem of Damerell says that ( 2π√
dK
)jΩ
−(k+j)
∞ L(ψj+k, k) is algebraic,
belongs to K if 0 6 j < k. From now on assume 0 6 j < k. Moreover since ψ(α) =
ψ(α), it follows that L(ψj+k, k) ∈ R. Hence in our case ( 2π√
dK
)jΩ
−(k+j)
∞ L(ψj+k, k) ∈
Q∗.
On the other hand it is known how to associate motives to general Hecke
character using abelian varieties with complex multiplication. For our ϕ there exists
11
a motive Mk,j such that L(Mk,j, 0) = L(ψj+k, k). (see [5] prop 2.1). Let ∆ =
Gal(K(Ep)/K) which is a finite group of order prime to p since by theory of complex
multiplication we have ∆ →֒ (Op/p)∗. Hence we can view ∆ also as a subgroup of
Gal(K(fp∞)/K) and consider the restriction of ψp on ∆.
Main Theorem. Fix integer k, j such that k − j > 1 and j ≥ 0. Then the p part of
Tamagawa number conjecture for Mk,j is true for all prime p 6= 2, 3 which splits in
K/Q and all p which is nonsplit in K/Q such that ψkp ψ¯
−j
p is nontrivial when restricted
to ∆.
Mk,j comes from E × · · · ×E︸ ︷︷ ︸
k+j
twisted by −j times the Tate motive, i.e it is a
factor of (h1(E)(1))⊗(k+j)(−j) = h1(E)⊗(k+j)(−j). Notice wt(Mk,j) = −k + j < −1.
Mk,j have been constructed in [6] section 2 (j = 0) and [5] section 1 (for j > 0).
Harrison essentially proved the special case of our main theorem when p splits in
K/Q for K = Q(i) and j = 0. Guo proved the special case of main theorem for p
good ordinary prime sufficently big which is unramified in K/Q (under this restriction
he does not need to calculate local Tamagawa numbers). Notice both of these authors
rely on (1 or 2 variable) p-adic L-function for the Hecke character of K when p splits,
whose counterpart is still lacking when p is inert. We get around this and our proof
is different from theirs even in the case that p splits.
Now brieftly recall results and notations forMk,j. For motive h1(E)(1), its
realization is given by
• MB = H−1B (E) = QΓ1⊕QΓ2, where Γ1 is the image under ρ of the line segement
from the origin to Ω∞ along the real axis and Γ2 is the image under ρ of the
line segement from the origin to
√
dΩ∞ along the imaginary axis.
• MdR = H−1dR(E) = Qωˆ ⊕ Qηˆ where ωˆ, ηˆ are dual basis of basis ω = dx/y and
η = xdx/y. Since Fil1H1dR(E) = Qω we see that
MdR = Fil
−1MdR ⊇ Fil0MdR = Qηˆ ⊇ Fil1MdR = 0
12
•
Mp = H
−1
p (E) =

(Tp(E)⊕ Tp∗(E))⊗Qp = Qp(ψp)⊕Qp(ψ
∗
p) p splits
Tp(E)⊗Qp = Kp(ψp) p is nonsplit
(2.2.1)
where τ acts by swapping the two factors when p splits and by its natural action
on Kp otherwise.
Realizations for motive Gm (or Q(1)) are
• MB = H−1B (Gm) = QΓ where Γ is the projection of the directed path from 0 to
2πi under C→ C/2πiZ
• MdR = H−1dR(Gm) = Qεˆ where εˆ is the dual basis of ε = dx/x ∈ H1dR(Gm).
Fil0M dR = M dR ⊇ Fil1M dR = 0
• Mp = H−1p (Gm) = Qp(χ)
It follows that the realizations for our motive Mk,j are given by
• V def= MB = (Qe1 ⊕Qe2) ⊗QΓ⊗(−j) where e1 and e2 are tensors in Γ1 and Γ2
with rational coefficents defined by
d−
k+j
2
∑
Λ⊆{1,... ,k+j}
d#(
Λ
2
)Γσ1 ⊗ · · · ⊗ Γσk+j = e1 +
1√
d
e2
where Γσi = Γ1 if i ∈ Λ and Γσi = Γ2 otherwise.
• D def= MdR = (Qωˆ⊗(k+j) ⊕Qηˆ⊗(k+j))⊗Qεˆ⊗(−j), and
Fil0 = Qηˆ⊗(k+j) ⊗Qεˆ⊗(−j)
•
Vp =

(T
⊗k
p ⊗ T⊗(−j)p∗ ⊕ T⊗kp∗ ⊗ T⊗(−j)p )⊗Qp def= Qp(ϕp)⊕Qp(ϕp∗) p splits
T
⊗(k+j)
p (−j)⊗Qp def= Kp(ϕp) p is nonsplit
(2.2.2)
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It is also known that (V,D) gives rise to a motivic pair (see [5] section 1).
Fix latticeM = (Ze1⊕Ze2)⊗ZΓ⊗(−j) of V . It is shown in [5] that under comparision
map M is mapped onto the natural lattice Tp where
Tp =

Zp(ϕp)⊕ Zp(ϕp∗), if p splitsOp(ϕp), if p does not split (2.2.3)
It follows that M ⊗ Zˆ is galois stable. Now fix a lattice L = Zωˆ⊗(k+j) ⊕ Zηˆ⊗(k+j) ⊗
Zεˆ⊗(−j) of D. This gives a measure on MdR/M0dR by setting the measure of L/L
0 =
Zωˆ⊗(k+j)⊗Zεˆ⊗(−j) to be 1. We are going to verify our Main Theorem for this lattice
M with respect to Tamagawa measure induced by this chosen measure.
Notation. From now on, set ̟ = ω⊗(k+j) ⊗ ε⊗(−j) and let ˆ̟ denote ωˆ⊗(k+j) ⊗ εˆ⊗(−j).
Let us deal with µ∞(A(R)/A(Q)) first. A(Q) ⊆ H1f,specZ(Q,M ⊗ Zˆ) and
A(Q)⊗Z R = D∞/(D0∞ + V +∞) = 0 in our case. We will see later in chapter6 (6.1.8)
that H1f,specZ(Q,M ⊗ Zˆ) is finite group. Hence A(Q) is finite torsion, and the p-part
of #(A(Q)) = #(H0(Q, Tp ⊗Qp/Zp)).
To find out µ∞(A(R)) we need to compute a period integral. Notice under
θ : H1dR(E/Q)→ H1dR(Ean), we have (compare lemma 1.5 in [6])
θ(ω) = 2dz, θ(η) = − 2π
Ω2∞
dz¯
It is easy to compute that
∫
Γ1
dz = Ω∞,
∫
Γ2
dz =
√
dΩ∞,
∫
Γ1
dz¯ = Ω∞,
∫
Γ2
dz¯ =
−√dΩ∞ hence under the map
H−1dR(E)
(θdual)−1−→ H−1dR(Ean)→ H−1B (E)⊗C (2.2.4)
cycle 7→ {differential∆ 7→
∫
cycle
∆}
ωˆ 7→ 1
4Ω∞
(Γ1 +
1√
d
Γ2) and ηˆ 7→ −Ω∞
4π
(Γ1 − 1√
d
Γ2)
Notice also under period isomorphism map for Gm, Γ⊗(−j) 7→ (2πi)−jε−j. Hence by
the above definition of e1 amd e2 , we have the following
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Proposition 1. Under our choice of Tamagawa measure and lattice M,
µ∞(A(R)) =

(2π)
−j(4Ω∞)k+j, if j is even
(2π)−j(4Ω∞)k+j
√−d, if j is odd
For more details, see lemma 3.1 in [5].
Lemma 1.
µp(A(Qp)) =
µp(H
1
f (Qp, Tp))
|Pp(V, 1)|−1p
Pp(V, 1) up to powers of 2 and 3 (2.2.5)
Proof. Since wt(Mk,j) = −k 6 −2, we have
∀l 6= p,H1f (Ql, Vp) ∼= H1(Qnrl /Ql, V Ilp ) ∼= V Ilp /(1− frobl) = 0
Hence #(H1f (Ql, Tp)) = #(H
0(Ql, Vp/Tp)). It follows from the exact sequence of Il
modules:
0→ Tp → Vp → Vp/Tp → 0
that
0→ V Ilp /T Ilp → (Vp/Tp)Il → H1(Il, Tp)tors → 0
Since H0(Ql, Vp/Tp) = H
0(Qnrl /Ql, (Vp/Tp)
Il), we get from the above exact sequence:
#(H0(Ql, Vp/Tp)) = #(H
0(Qnrl /Ql, V
Il
p /T
Il
p ))×#(H0(Qnrl /Ql, H1(Il, Tp)tors)
Obviously #(H0(Qnrl /Ql, V
Il
p /T
Il
p )) = |Pl(V, 1)|−1p . On the other hand, #(H0(Qnrl /Ql,
H1(Il, Tp)tors)) = 1 if Il acts trivally on Tp since then H
1(Il, Tp) ∼= Hom(Il, Tp) which
has no torsions. In general since l 6= p,H1(Il, Tp) ∼= H1(Il/R, Tp) = Tp/1−σl where R
is the wild inertia at l and σl is a topologically generator of Il/R. But since our ellipic
curve has CM, Il acts on Tp through finite quotient. It is well known that eigenvalues
of σl are at most 24 th root of unity. Hence #(H
1(Il, Tp)tors) is divisible by at most
powers of 2 and 3.
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Now the Tamagawa number conjecture for Mk,j is reduced to
∏
p6∞
µp(H
1
f (Qp, Tp))
|Pp(V, 1)|−1p
=
L(ψ¯k+j, k)
(2π)−j(4Ω∞)k+j(
√−d)δ(j)#(A(Q))
#H0(Q,M∗ ⊗Q/Z(1)
#(
⊔
(M))
(2.2.6)
where δ(j) = 1 if j is odd and 0 otherwise.
2.3 More preliminary results and notations
Let p be a prime ideal of OK . Let Eˆp be the formal group of E around origin
over Kp which gives the kernel of reduction modulo p. Let L be the period lattice of
a global minimal Weierstrass model of E. Define
ε : C/L→ E(C), ε(z) = (x, y), x = P(z), y = P ′(z)
where P(z) is the Weierstrass function. We have E1(Kp)
∼=→ Eˆp under which (x, y) 7→
T = −2x/y. Here E1(Kp) is the kernel of reduction modulo p on E(Kp). Fix T as
the variable on Eˆp. Let ω0 be the normalized invariant differential on Eˆp.
Lemma 2.
ω = ω0
Proof. Let λ be the inverse of ε, hence z = λ(T ). We have
ω =
dx
y
= dz = λ
′
(T )dT, ω0 = λ
′
Eˆp
(T )dT
where λEˆp is the logarithm assoicated to ω. Since both λ and λEˆp are group ho-
momorphism : Eˆp → Ga, we have λEˆp = cλ for some constant c. But well known
formulas, x = T−2a(T ), y = T−3a(T ), where a(T ) has coefficents in Op and constant
term is 1. Hence dx/y = (1 + · · · )dT. It follows that c = 1 as ω0 is normalized.
Notation. From now on we fix a prime p of OK and the completion of OK at p by
Op. When no confusion arise, we will sometimes omit the subscript p.
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Now if p is a good reduction prime for E, i.e p ∤ f, then Eˆ is a Lubin-
Tate formal group with respect to the uniformizer π = ψ(p) of p. When E has bad
reduction at p, we will replace E by a twist which has good reduction at p. This is
possible since E has CM and so E must has potentially good reduction at p. More
precisely fix character ǫ : Gal(K¯/K)→ O∗K such that ψǫ is unramified at p, and such
that cond(ǫ) = g the prime to p part of f. Let M denote the fixed field of Ker(ǫ). Let
E
′
denotes the twist of E by ǫ: E
′
is an elliptic curve over K which is isomorphic to
E over M . Fix f : E → E ′ over M . Let ψ′ , ω′ and Ω′∞ be defined the same way for
E
′
as for E. It is known that ψ
′
= ψǫ. Set r such that f ∗ω
′
= rω. Then we also have
Ω
′
∞ = rΩ∞. Let F denote the maximal extension of K inside M(Ep∞) = M(E
′
p∞)
which is unramified at p. Let Fn = F (E
′
pn). It is known ([10] lemma 4.2 (ii)) that
Fn ⊃ MKn, ∀n > m(p) where m(p) def= the smallest integer such that 1 + pm(p)O ⊂
(O∗)wK , wK = #(O∗K).
Notation. • when p splits, ∀n ∈ N, ∀m ∈ N, set Kn,m = K(Epnp∗m) and let
Kn,m,P be the completion of Kn,m with respect to the place of Kn,m above p
induced by P which we still denote by P. By convention Kn means Kn,0 in this
case.
• when p is nonsplit, ∀n ∈ Z+, set Kn = K(Epn) = K(Epn) and set Kn,P as the
completion at P.
In all cases, set G∞ = Gal(K∞/K) and G∞,υ = Gal(K∞,υ/Kp), where
K∞
def
=

K(Ep∞), if j > 0K(Ep∞), if j = 0
Set Λ = Zp[[G∞]] the usual Iwasawa algebra. In the case that E has bad reduction
at p we aslo define the same way Fn,m or Fn and F∞ for base field F , but replacing
E by E
′
. For example, Fn
def
= F (E
′
pn).
Lemma 3. There are only finite number of places P of F∞ and K∞ lying above p.
Proof. We know the property of ramification of the fields under consideration from
theory of complex multiplication. When p is nonsplit, each Kn is totally ramified
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over K at p hence there is a unique place of K∞ above p , namely ( the one induced
by ) υ and the set of places of F∞ lying above p corresponds 1 - 1 with Σ
def
= a set of
coset representative of Gal(F/K)/Gal(Fυ/Kp) : ∀P | p, there exists a unique σ ∈ Σ
such that P = συ , then P corresponds to σ.
When p splits, let us first assume that E has good reduction at p. Then
Kn,m is totally ramified over K0,m at places above p and K0,m is unramified over K
at p. Moreover from the definition of Gro¨ssencharacter, it follows that the number of
primes of K0,m above p which we denote by rm is given by the index of the subgroup
generated by π in (Op/p∗m)∗. Hence there is an interger M such that rm = r0pm for
m < M and rm = r0p
M for m ≥ M . So there are only finite number of places of
K∞ above p. When p is a bad reduction prime for E, upon replacing K by F and E
by E
′
which has good reduction at p , the above argument applies to Fn,m and F∞.
Recall E and E
′
are isomorphic over Fm(p),0, hence F∞ is an overfield of K∞. From
this we see there are only finite number of places of K∞ above p too. In fact there
is 1 - 1 correspondence between the set of places of F∞ above p and a set of coset
representative of Gal(F0,M/K)/Gal(F0,M,υ/Kp) .
18
CHAPTER 3
LOCAL TAMAGAWA NUMBER; DUAL
EXPONENTIAL MAP
3.1 Local Tamagawa number
In this section we will see how to reduce the computation of local Tamagawa
number to an evaluation of dual exponential map exp∗ on a special element.
Recall in our case,
H1(Qp, Vp) =

H
1(Qp,Qp(ϕp))⊕H1(Qp,Qp(ϕp∗)), if p splits
H1(Qp, Kp(ϕp)), if p does not split
(3.1.1)
where ϕp = ψ
k
pψ¯
−j
p . Note that when p splits, H
1
f (Qp, Vp) = H
1(Kp, Kp(ϕp)) since
DR0(Vp) = DR(Qp(ϕp∗)), from which it follows that H
1
f (Qp,Qp(ϕp∗)) = 0. When p
is nonsplit, we have
H1(Qp, Vp) ∼= H1(Kp, Kp(ϕp))Gal(Kp/Qp)
DR(Qp, Vp)⊗Kp = DR(Kp, Kp(ϕp))
We will first concentrate on DR(Kp, Kp(ϕp))
exp→ H1f (Kp, Kp(ϕp)) and then if p is
nonsplit, we will take into consideration the Gal(Kp/Qp) action later.
Let a ∈ Kp be the local Tamagawa measure of H1f (Kp,Op(ϕp)) with respect
to lattice L/L0 ⊗Op ⊆ D/D0 ⊗Kp, i.e a = a1#(H1(Kp,Op(ϕp)))tors where a1 is the
index of lattice H1f (Kp,Op(ϕp))tf and the lattice exp(L/L0 ⊗Op) in H1f (Kp, Kp(ϕp)),
i.e
exp(L/L0 ⊗Op) = a1 ×H1f (Kp,Op(ϕp))tf (3.1.2)
19
Note both sides are rank 1 Op modules. Here ”tf” means torsion free part. The
restriction map gives an isomorphism:
H1(Kp, Kp(ϕp)) ∼= H1(K∞,υ, Kp(ϕp))G∞,υ
∼= [⊕P|pH1(K∞,P, Kp(ϕp))]G∞
∼= HomG∞(Ξ∞, Kp(ϕp)) by local class field theory
(3.1.3)
where Ξ∞ = ⊕P|pU∞,P and
U∞,P
def
=

lim←n K
∗
n,P if j = 0
lim ←
n,m
K∗n,m,P if j > 0
Let Ξ
′
∞ and U
′
∞,P be similarly defined for F. We denote A∞ to be inverse limit of
global units similarly defined and we view A∞ as embeded inside Ξ∞ and denote the
closure of the image as A∞. Denote C∞ and C∞ to be the subgroup defined for elliptic
units.
Remark 1. The reseason we write the semi-local version of the above isomorphism is
because of the link with Iwasawa Main conjecture.
Now H1f (Kp,Op(ϕp))tf ⊆ HomG∞(Ξ∞, Kp(ϕp)) as a rank 1 free Op module.
There exists integer e such that
H1f (Kp,Op(ϕp))tf = peHomG∞(Ξ∞,Op(ϕp)) (3.1.4)
Lemma 4.
(Np)e = #(H0(Kp, Kp/Op(ϕp)))
Proof. A special case of this in the case j = 0 and p splits is given in [6] prop 3.8,
but the proof extends to our case. Nothing in that proof relies on j = 0 or p being a
split prime.
Fix δ = exp( ˆ̟ ) a generator of HomG∞(Ξ∞, Kp(ϕp)). Suppose δ maps Ξ∞
to bOp(ϕp) ⊂ Kp(ϕp), i.e
exp(L/L0 ⊗Op) = bHomG∞(Ξ∞,Op(ϕp)) (3.1.5)
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Comparing 3.1.2, 3.1.4 and 3.1.5, we get |b|p = |a1|p (Np)e. Since
#(H1f (Kp,Op(ϕp))tors) = #(H0(Kp, Kp/Op(ϕp)))
we have |a|p = |b|p. Our approach to find b is first calculate δ(u) for some u which is
a generator of rank 1 Λ module C∞. In particular we see δ(u) 6= 0. By well known
results (e.g [10] Theorem5.1(ii)) in Iwasawa theory, Ξ∞ is of rank [Kp : Qp] as Λ
module. So when p | p and p splits in K/Q, then Ξ∞/C∞ is a torsion Λ module.
Since δ is G∞ equivariant, we have
b = δ(u)× (#([(Ξ∞/C∞)(ϕ−1p )]G∞))−1 (3.1.6)
When p is nonsplit, it is known ([10] lemma 11.9) there is a noncanonical
direct sum decomposition Ξ∞ = Ξ1∞ ⊕ Ξ2∞, where Ξ1∞ and Ξ2∞ are free rank 1 Λ
modules such that δ(Ξ2∞) = 0. Since δ(u) 6= 0, it follows Ξ∞/(Ξ2∞,C∞) is a torsion
Λ module. Now δ viewed as a homorphism: Ξ∞ → Kp(ϕp) factors through Ξ∞/Ξ2∞
and is also G∞ equivariant, so
b = δ(u)×#(HomG∞(Ξ∞/(Ξ2∞,C∞), Kp/Op(ϕp))) (3.1.7)
In the case p splits, one can give a formula for #([(Ξ1∞/C∞)(ϕ
−1
p )]G∞) using
(1 or 2 variable) p-adic L-function and Iwasawa Main conjecture. But this is not
possible in the case p is nonsplit. So instead of explicitly computing it, we relate it
to #(
⊔
(M)) and in verfying 2.2.6 this term get canceled. On the other hand, the
claculation δ(u) turns out to be very complicated, especially when j > 0. First we
will reduce it to an evaluation of exp∗ map.
3.2 Dual exponential map
Definition 3. K will be a finite extension of Qp in this section. Let V be a Qp
vector space endowed with a continous action of Gal(K¯/K). Assume V is a de
Rham representation. There are 2 equivalent definition of exp∗ (for the proof of the
equivalence, see [7] p124-125.)
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1. exp∗ : H1(K, V )/H1f (K, V ) → D0dR(V ) is the composite of the following maps
induced by duality pairing:
H1(K, V )/H1f (K, V )
∼=→ HomQp(H1f (K, V ∗(1)),Qp) (3.2.1)
→ HomQp(DdR(V ∗(1))/DdR(V ∗(1))0,Qp)
∼=→ DdR(V )0
2. exp∗ is the composite map
H1(K, V )→ H1(K, V ⊗ B+dR)
∼=→ D0dR(V )
where the second arrow is the inverse of isomorphism:
DidR(V ) = H
0(K, V ⊗Qp BidR)
∪(log(χcyclo))−→ H1(K, V ⊗Qp BidR) (3.2.2)
in the case i = 0. Here χcyclo : Gal(K¯/K) → Z∗p is the character describing its
action on p∞ th root of 1, and
log(χcyclo) ∈ H1(K,Zp) = Homcont(Gal(K¯/K),Z∗p).
In our situation, we have
DR(Kp, Kp(ϕp))
exp→ H1f (Kp, Kp(ϕp)) res→ Hom(Ξ∞, Kp(ϕp))
or DR(Kp, Vp(E)
⊗(k+j)(−j)) exp→ H1f (Kp, Vp(E)⊗(k+j)(−j)) and we want to evaluate
δ = ⊕P|pexpP( ˆ̟ ) : Ξ∞ = ⊕P|pU∞,P→ Kp(ϕp)
on some special element u comming from global units, i.e u = (· · · , uP, · · · )P|p.
Remark 2. We are going to write down explicitly what u is later on. Right now
it suffices to know that when p is a bad reduction prime, u = Norm(u
′
) for some
u
′ ∈ F ∗∞. We have the following commutative diagram:
F ∗∞ −−−→ ⊕P|p(⊕ω|PF ∗∞,ω)
norm
y y⊕P|p local norm
K∗∞ −−−→ ⊕P|pK∗∞,P
Recall for a fixed place P | p of K∞ , the set of places ω | P of F∞ corresponds 1 - 1
with a set of coset representative of Gal(F/K)/Gal(Fυ/Kp)).
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We need to consider
exp∗ : H1(Kp, V
⊗−(k+j)
p (1 + j))→ DR0(Kp, V ⊗−(k+j)p (1 + j))
First we define special elements of H1(Kp, V
⊗(−k−j)
p (1 + j)) by method of Soule:
Notation. Fix a basis ǫ of Zp(1) once for all. Fix a basis ξ = (ξn)n for Tp(E) as an
Op module. We will specify a particular choice later on in connection with Coleman
power series. This also determines a basis ζ for Tp∗ when p | p splits, by requiring the
Weil pairing of ξ and ζ to be ǫ.
Definition 4. (1): if j = 0
(i): if p is a good reduction prime of E, then ∀n ≥ 0, denote the image of uP under
the folowing composite map as Sn(uP).
lim←
m
K∗m,P→ lim←
m
H1(Km,P,Zp(1))
*→ lim←
m
H1(Km,P, T
⊗(−k)
p (1)/π
m)
trace→ lim←
m
H1(Kn,P, T
⊗(−k)
p (1)/π
m) ∼= H1(Kn,P, T⊗(−k)p (1))
(3.2.3)
where the map (*) is ∪ξ⊗(−k)m which is well defined because by the very definition of
Km, all p
m torsion points of E are rational over Km.
(ii) if p is a bad reduction prime, ∀n ≥ m(p) we define for ω | P | p,
Sn(u
′
ω) to be the image of u
′
ω ∈ limm F ∗m,ω under analogous composite map as above
defined for base field Kp. Define Sn(uP) =
∑
ω|PCoresFn,ω/Kn,P (Sn(u
′
ω)) and define
S0(uP) = CoresKn,P/Kp(Sn(uP)). Of course it is clear that S0(uP) is independent of
n. Let S
′
n(u
′
ω) ∈ H1(Fn,ω, Tp(E ′)⊗(−k)(1)) has the same meaning, except now we use
the basis ξ
′
in the definition.
(2): if j > 0,
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(i): if p split is a good reduction prime, ∀n > 0, define Sn(uP) to be the
image of uP under the composite of the following maps:
lim←
m
K∗m,m,P→ lim←
m
H1(Km,m,P,Zp(1))
(*)→ lim←
m
H1(Km,m,P, T
⊗(−k)
p ⊗ T⊗jp∗ (1)/πm)
trace→ lim←
m
H1(K1,n,P, T
⊗(−k)
p ⊗ T⊗jp∗ (1)/πm)
∼= H1(K1,n,P, T⊗(−k)p ⊗ T⊗jp∗ (1))
(3.2.4)
where the map (*) is ∪ξ⊗(−k)m ⊗ ζ⊗jm which is well defined again by definition of Km,m.
We denote the image of Sn(uP) in H
1(K1,n,P, T
⊗(−k)
p ⊗T⊗jp∗ (1)/πn) as Sn,n(uP). Define
S0(uP) = CoresK1,n,P/KpSn(uP) and S0,n(uP) = CoresK1,n,P/KpSn,n(uP).
(ii): if p is a nonsplit and good reduction prime, ∀n ≥ 0, define Sn(uP) as
the image of uP under the composite of the following maps:
lim←
m
K∗m,P→ lim←
m
H1(Km,P,Zp(1))
(*)→ lim←
m
H1(Km,P, T
⊗(−k−j)
p (1 + j)/π
m)
trace→ lim←
m
H1(Kn,P, T
⊗(−k−j)
p (1 + j)/π
m)
∼= H1(Kn,P, T⊗(−k−j)p (1 + j))
(3.2.5)
where the map (*) is ∪ξ⊗(−k−j)m ⊗ ǫ⊗j which is well defined again by definition of Km.
We denote the image of Sn(uP) in H
1(Kn,P, T
⊗(−k−j)
p (1 + j)/π
n) as Sn,n(uP). Define
S0,n(uP) = CoresKn,P/KpSn,n(uP) which is just the image of S0(uP) inH
1(Kp, T
⊗(−k−j)
p
(1 + j)/pn).
(iii): when p is a bad reduction prime, just as in the case j = 0, ∀n ≥ m(p),
define Sn(u
′
ω) as the image of u
′
ω in H
1(Fm(p),n,ω, T
⊗(−k−j)
p (1 + j)) when p | p , p
splits and Sn(u
′
ω) ∈ H1(Fn,ω, T⊗(−k−j)p (1 + j)) when p nonsplits. Define Sn(uP) =∑
ω|PCores(Sn(u
′
ω)) and define S0(uP) = Cores(Sn(uP)). Again this definition does
not depend on the n ≥ m(p) chosen. Define Sn,n(uP) the same way as when p is
a good reduction prime. Finally denote again S
′
n(u
′
ω) and S
′
n,n(u
′
ω) similarly defined
elements except we replace Tp(E) by Tp(E
′
) and use ξ
′
in the definition. It is clear
by definition and our chosing f(ξ) = ξ
′
that fSn(u
′
ω) = S
′
n(u
′
ω), where f : E → E ′ .
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Remark 3. When p is a bad reduction prime, we could have defined Sn(uP) in another
way, namely directly apply Soule’s method to uP just as in the good reduction prime
case. The following commutative diagram (in the case j = 0) tell us the two definitions
are equivalent:
⊕ω|PU′∞,ω

//
⊕ω|P local norm
U∞,P

⊕ω|PH1(Fn,ω, T⊗(−k)p (1)) //
∑
ω|P cores
H1(Kn,P, T
⊗(−k)
p (1))
The reason for the approach we defined them earlier is that in the process of calcu-
lating exp∗(u) when p is a bad reduction prime, we need to use Sn(u
′
) and S
′
n(u
′
)
anyway. Note the same remark applies to the definition of Sn(u) for p bad reduction
prime and j > 0.
Now let us come back to the problem of relating δ(u) to
∑
P|p exp
∗(S0(uP)).
The crucial point is the following commutative diagram from Galois cohomology
theory: (we have in mind now j = 0 case, j > 0 case follows the same way)
H1(Kp, Kp(ϕp))

res
× H1(Kp,Op(ϕp)∗(1)) // Kp
⊕P|pH1(Kn,P, Kp(ϕp))

res
× ⊕P|pH1(Kn,P,Op(ϕp)∗(1))
OO ∑
P|p cores
// Kp
⊕P|pHom(U∞,P, Kp(ϕp)) × ⊕P|pU∞,P
OO
Sn
// Kp
Here the upper diagram commutes by property of restriction and corestriction map
while the lower diagram commutes because of the definition of Soule map Sn we used
and class field theory. Notice the composite of left vertical maps sends exp( ˆ̟ ) to
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δ and the composite of right vertical maps sends u to
∑
P|pS0(uP). Hence by this
diagram, we have
δ(u) =
∑
P|p
(res(exp( ˆ̟ )), Sn(uP)) by lower diagram
=
∑
P|p
(exp( ˆ̟ ), cores(Sn(uP)))by upper diagram
=
∑
P|p
( ˆ̟ , exp∗(S0(uP)) by def of exp
∗ and S0(uP)
=
∑
P|p
exp∗(S0(uP))/̟ by the choice of ̟ and ˆ̟
We use and generalize results of Kato on exp∗ in the following section.
3.3 Explicit reciprocity law
In this section we recall Kato’s explicit reciporcity law for 1-dimensional
Lubin-Tate formal groups, generalizing that of Wiles and also his earlier results with
Bloch on exponential map for Qp(r). All refrences in this section are made to [7].
Let F/K be an unramified extension of p-adic local fields. Fix π a prime
element of K. Let Γ be the Lubin-Tate formal group over OK corrsponding to uni-
formizer π and let G be the connected p-divisible group over OF obtained from Γ by
extension of scalars. Denote the action of a ∈ OK on G by [a]. Let T be the Tate
module for G and fix a basis ξ for T. Let Fn denotes the field obtained by adjoining
πn torsion point of G. For a norm compatible system of units u = (un)n ∈ limF ∗n ,
define Sn(u) ∈ H1(Fn, T⊗(−r)(1)), ∀n ≥ 0, r ≥ 1, exactly as we defined in definition 4
in the case j = 0 and p is good reduction prime. Associated to such u is its Coleman
power series gu,ξ characterized by:
(φ−n(gu,ξ))(ξn) = un, ∀n ≥ 1
where φ is the Frobenius element in Gal(F/K) acting on the coefficents of gu,ξ.
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Theorem 1 (The explicit reciprocity law,[7] 2.1.7). ∀n, r ≥ 1,
exp∗ : H1(Fn, T⊗(−r)(1))→ DR0(Fn, V ⊗(−r)(1))
∼= colie(G)⊗(r) ⊗OF Fn
sends Sn(u) to
1
(r − 1)!π
−nrω⊗r ⊗ {( d
ω
)r log(φ−n(gu,ξ))}(ξn) (3.3.1)
Here ω is any OF basis of colie(G) = HomOF (Lie(G),OF ).
Remark 4. 1. When j = 0 we are going to apply theorem 1 to Γ = Eˆp
• If p is a good reduction prime, then take F = K = Kp, Γ = Eˆp, and
π = ψ(p)
• If p is a bad reduction prime, take K = Kp, F = FP, Γ = Eˆ ′p and π = ψ′(p)
2. When j > 0 we can not directly apply theorem 1 as the proof given in [7] really
require the twist to be 1. We will have to dig much deeper into the whole proof
and extract a ”modπn” version of exp∗ and find ways to pass from twist by j+1
to twist by 1. Finally we need a congruence argument to nail down δ(u).
3. Because of the nature of the proof, theorem 1 just describes explictly exp∗ on
Soule-type elements Sn(u) We will brieftly recall the details of the argument.
Also the condition n ≥ 1 is necessary, and the argument does not apply to
n = 0.
For this purpose recall now some important steps for the proof of theorem 1.
Readers who are just interested in verifying Tmamagawa number conjecture for j = 0
can go directly to the next section.
Let Ω1(G) be the space of differential forms on G and O(G) ∼= OF [[t]] be
the ring of functions on G. We have
Ω1(G) = O(G)⊗OF colie(G)
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For n ≥ 0, let Sn be the topological ring p−adically complete and separated, charac-
terized by the property: ∀i ≥ 1, Spec(Sn/piSn) is the PD envelope of Spec(OFn/piOFn)
in Spec(O(G)/piO(G)) with repsect to the embedding induced by ξn : Spec(OFn)→
G. ∀r ≥ 1 define J [r]Sn ⊂ Sn to be the inverse limit over i of the r-th divided power of
Ker(Sn/p
iSn → OFn/piOFn). Since G is formally smooth over OF , the fundamental
theorem in crystalline cohomology theory shows
RΓ(Spec(OFn/πi)/Spec(OF/πi)crys, J [r])
∼= [J [r]Sn/πi
d→ J [r]Sn−1/πi ⊗OG Ω1(G)] (i ≥ 1)
(3.3.2)
where J = Ker(Ocrys → Ozar). Following Kato, define a pairing
colie(G)⊗OK T → J∞ : ω ⊗ ξ 7→ (lω,ξ,n)n (3.3.3)
Here for ω ∈ colie(G) , let lω be the logarithm of G associated to ω, i.e dlω = ω.
Define lω,ξ,n = [π
n]∗lω ∈ JSn . Then dlω,ξ,n = πnω. In particular, dlω,ξ,n ≡ 0 (mod πn).
Hence by 3.3.2
lω,ξ,n mod π
n ∈ H0(Spec(OFn/πn)/Spec(OF/πn)crys, J)
We denote the image of it in
H0(Spec(OF¯/πn)/Spec(OF/πn)crys, J) ∼= Jn = J∞/πn
also as lω,ξ,n. This gives the above pairing which indues an isomorphism:
colie(G)⊗r ⊗OF F ∼= DR0(F, V ⊗(−r)(1)⊗Qp B+dR) (3.3.4)
We also need an integral version of this, as in [7] 2.2.3, that
colie(G)⊗r ⊗OK OL →֒ H0(L, T⊗(−r) ⊗OK J [r]∞ /J [r+1]∞ ) (3.3.5)
where L is any finite extension of F.
Remark 5. We will generalize these statements when j > 0.
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We introduce more notation and results from [7]. Define µξ,n : Sn ⊗O(G)
Ω1(G) → H1(Fn, J∞) to be the composite map coming from isomorphism 3.3.2 and
spectral sequence
RΓ(Spec(OFn/πi)/Spec(OF/πi)crys, J)
→ RΓ(Gal(F¯ /Fn), RΓ(Spec(OF¯/πi)/Spec(OF/πi)crys, J)
= RΓ(Fn, J∞/πi)
(3.3.6)
By taking ∪ξ⊗(−r)n this induces a map
Sn ⊗O(G) Ω1(G) µr,ξ,n−→ H1(Fn, (T⊗(−r) ⊗OK J∞/J [r+1]∞ )/πn) (3.3.7)
Let Θ = lim(. . . → Ω1(G) → Ω1(G) → Ω1(G)) where the arrows are trace map Trπ
associated to [π]. Define
θr,ξ,n : Θ→ H1(Fn, T⊗(−r) ⊗OK J∞/J [r+1]∞ ) to be the composite of
Θ = lim
m
Ω1(G)
(µr,ξ,m)m−→ lim
m
H1(Fm, (T
⊗(−r) ⊗OK J∞/J [r+1]∞ )/πm)
trace→ lim
m
H1(Fn, (T
⊗(−r) ⊗OK J∞/J [r+1]∞ )/πm)
∼= H1(Fn, T⊗(−r) ⊗OK J∞/J [r+1]∞ )
(3.3.8)
The following commuative diagram is a key point in Kato’s proof:
O(G)∗ //ξn

d log
O∗Fn // H1(Fn,Zp(1)) //

H1(Fn, T
⊗(−r)(1)/πn)

Ω1(G) //
−µξ,n
H1(Fn, J∞) // H1(Fn, (T⊗(−r) ⊗OF J∞)/πn)
(3.3.9)
which reduces the proof of theorem 1 to the following
Theorem 2 ([7] 2.2.7). ∀n, r ≥ 1, the composite map
Θ
θr,ξ,n−→ H1(Fn, T⊗(−r) ⊗OK J∞/J [r+1]∞ )
→ H1(Fn, V ⊗(−r) ⊗K B1dR/Br+1dR ) ∼= colie(G)⊗r ⊗OF Fn
(3.3.10)
sends (ηm)m ∈ Θ to
− 1
(r − 1)!π
−nrω⊗r ⊗ {( d
ω
)r−1(
ηn
ω
)}(ξn)
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Actually Kato deduced this from ”finite version ” of it as follows:
Proposition 2 ([7] 2.3.2). For fixed n ≥ 1, ∃ integer c = c(F, n) 6= 0, such that
∀m ≥ n, let αm be defined as follows:
Sm ⊗ Ω1(G)
**
αm
VVV
VVV
VVV
VVV
VVV
VVV
//
µr,ξ,m
H1(Fm, (T
⊗(−r) ⊗OK J∞/J [r+1]∞ )/πm)

trace
H1(Fn, (T
⊗(−r) ⊗OK J∞/J [r+1]∞ )/πm)
and set αc,m = cαm. Define βc,m to be the map :
βc,m(η) = ((r − 1)!−1π−nrc)ω⊗r ⊗ {( d
ω
)r−1(
1
ω
Tracem,n(η))}(ξn) ∪ log(χG)
Then αc,m + βc,m = 0.
Here c(F, n) is independent of m ≥ n and χG describes the Galois action
on T , but notice log(χ(G)) and log(χcyclo)have the same image in H
1(F,Cp). We do
not have to worry about the definition of ”Trace” map here, as in our application,
we take (ηm)m ∈ Ω1(G) the element given by (d logφ−m(gu,ξ))m and it follows from
the norm compatibility of u = (um)m that after taking d log this particular element
is trace compatible.
Lemma 5. We have the following commutative diagram
H1(Fn, T
⊗(−r)(1)/πm) //
c(n)ι1

λ
H1(Fn, (T
⊗(−r) ⊗OK J∞/J [r+1]∞ )/πm)
colie(G)⊗r ⊗OK OFn/πm //ι2
33
ρ
gggggggggggggggggggggg
H0(Fn, (T
⊗(−r) ⊗OK J [r]∞ /J [r+1]∞ )/πm)
OO
logχG
where ι1 on the first row is induced by inclusion Zp(1) → J∞ and ι2 is induced from
3.3.5.
Proof. This follows from proposition 2 and 3.3.9. The point is even though in general
one might not be able to define λ on the left side of the diagram, but we do know
that in H1(Fn, (T
⊗(−r) ⊗OK J∞/J [r+1]∞ )/πm),
ρ(
c(n)
(r − 1)!π
−nrω⊗r ⊗ {( d
ω
)r log(φ−n(gu,ξ))}(ξn)) = c(n)ι1((Sn,m(u)), (3.3.11)
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Remark 6. We are going to apply proposition2 and 3.3.11 in the following situation:
j > 0 (see also remark 4)
1. when p splits,
(F,E)
def
=

(K,E)(F,E ′) n0
def
=

1, if p is a good reduction primem(p), if p is a bad reduction prime
(3.3.12)
apply with base field F = F (Ep∗t)P, P | p, t → ∞ and n = n0 which is fixed.
Denote c(t) to be the constant needed when applying proposition 2 to the field
F (Epn0p∗t)P.
2. when p is nonsplit, define (F,E) just as above. Apply with F = FP and t
any positive integer. Denote c(t) to be the constant needed when applying
proposition 2 to the field F (Ept)P.
Note in all cases we have a fixed Lubin-Tate formal group when t changes.
Theorem 3. In the case p splits, the constant c(t) in proposition 2 can be chosen
independent of t.
Proof. We need to study more carefully how the constant c(F, n) in proposition 2
depends on F, n. Note in our situation, n = n0 is fixed while t changes (hence base
field changes). Recall Kato has put several restriction on c:
(1) In lemma 2.3.3, he required (r − 1)!−1π−nrc ∈ OF , and αc,m + βc,m kills
lr−1ω,ξ,mSm ⊗O(G) Ω1(G), ∀m ≥ n. He deduced this from a explicit description of µr,ξ,m
on lr−1ω,ξ,mSm ⊗ Ω1(G). In 2.3.8 we see all he need is that c is big enough so that
cπ−m log(χG(σ)) ≡ cπ−m(χG(σ)− 1) mod πm, ∀m ≥ n, σ ∈ Gal(Qp/Fm)
It is clear one can choose such an integer c independent of m and even n (take c
corresponding to n = 0). Then by Kato’s calculation,
αc,m(l
r−1
ω,ξ,mh⊗ ω) = −ω⊗r ⊗ (πn−mTrm,n(h(ξm)))(cπ−n log(χG))
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∀h ∈ Sm. The points is Trm,n : OFm → OFn has image contained in πm−nOFn . (This
one of the place where the argument fails if one take n = 0.) On the other hand, a
direct computation shows
{( d
ω
)r−1(
1
ω
Trm,n(l
r−1
ω,ξ,mh⊗ ω))}(ξn) = (r − 1)!πn(r−1)πn−mTrm,n(h(ξm))
This shows
βc,m(l
r−1
ω,ξ,mh⊗ ω) = −ω⊗r ⊗ (πn−mTrm,n(h(ξm)))(cπ−n log(χG))
and in particular we do not need to require that (r − 1)!−1π−nrc ∈ OF here.
(2) In lemma 2.3.10, Kato required c to kill J
[r−1]
Sm
/(J
[r]
Sm
+ lr−1ω,ξ,mSm), ∀m ≥ n
which he remarked by lemma 2.3.11 it is enough to ask c annihilates JSm/(J
[2]
Sm
+
lω,ξ,mSm). Kato was able to find such an integer c which is independent of m and n.
see the end of Page 141 of [7].
(3) In lemma 2.3.9, he wanted an integer c so that αc,m+βc,m kills J
[r−1]
Sm
⊗O(G)
Ω1(G)∀m ≥ n. An interger c which satisfies both of the above condition will auto-
matically satisfies this, since it follows from the definition that αc,m + βc,m vanishes
on J
[r]
Sm
⊗O(G) Ω1(G) .
(4) Finally a condtion on c in lemma 2.3.13 was reduced to condition that c
annihilates group Hq(Fn, OˆF¯ (−r)) (q = 0, 1) in lemma 2.3.16.
Hence to prove theorem 3, we just need to prove:
Proposition 3. Fix integer r 6= 0. Let K be a finite extension of Qp in (a)-(b).
(a): H0(K,OCp(r)) = 0.
(b): H1(K,OCp(r)) is killed by a power of p that depends on r and K.
(c): When p | p splits in K/Q, fix n0 ≥ 1, then
pdrH1(Kn0,m,υ,OCp(r))) = 0
for some constant dr that is independent of m, but depends on n0, r. Here K is our
imaginary quadratic field.
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We use and generalize some results of Tate [13] and Sen [11]. Note we
are dealing with continuous Galois cohomology, but the coefficent module OCp(r) is
not a ”discrete” Galois module, hence usual method to reduce it to computation of
cohomology of finite groups fails.
Proof. First recall some results of Tate in [13]: Let K be the quotient field of a
complete DVR of char 0, let C be the completion of algebraic closure of K; let K∞
be any infinite totally ramified extension of K such that Gal(K∞/K) ∼= Zp; let X be
the completion of K∞; let χ be a continuous character of Γ = Gal(K∞/K) into the
group of units of K. Then
1. Prop 8(b) [13]: if χ(Γ) is infinite, then H0(Γ, X(χ)) and H1(Γ, X(χ)) are 0.
2. Prop 10 [13] H0(Gal(K¯/K∞), C) = X , Hr(Gal(K¯/K∞), C) = 0, ∀r > 0
Using these tow proposition, we get
H0(K,OCp(r)) ⊆ H0(K,Cp(r)) = H0(Γ, H0(Gal(Q¯p/K∞,Cp(r)))
= H0(Γ, X(r)) = 0
where (1) follows from prop 10 and (2) follows from prop 8(b) of [13]. This proves
claim (a).
(b) is stated without proof in [7](2.2.4). We have by inflation-restriction
exact sequence:
0→ H1(Γ,OX(r))→ H1(K,OCp(r))→ H1(K∞,OCp(r)) (3.3.13)
First we prove p annihilates H1(K∞,OCp(r)) ∼= H1(K∞,OCp). Since for every contin-
uous cochain f on Gal(Q¯p/K∞) with values in OCp(taken with valuation topology),
we can find a sequence of continous cochain fn with values in OQ¯p(taken with discrete
topology) such that |f − fn| → 0(see [13] 3.2 prop10), we just need to prove that p
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kills H1(K∞,OQ¯p). This can also be seen in the following way: we have commutative
diagram
OQ¯p //

Q¯p //

Q¯p/OQ¯p
OCp // Cp // Cp/OCp
where we put discrete topology on the first row and valuation topology on the second
row and the vertical maps are continuous. Since by [13] prop 10, H1(K∞,OQ¯p)
is torsion group, we have another commutative diagram where horizontal maps are
epimorphisms:
H0(K∞, Q¯p/OQ¯p) //H1(K∞,OQ¯p)

H0(K∞,Cp/OCp(r)) // H1(K∞,OCp)
By the way exactly the same argument can be applied to show that if some power of
p kills H1(Γ,OK∞(r)), then the same power of p kills H1(Γ,OX(r)) too.
By a well known result of Serre ([12] prop 8) that every continuous cochain
in Gal(Q¯p/K∞) with values in OQ¯p comes by inflation from some finite Galois ex-
tension M/K∞, we see pH1(K∞,OCp) = 0 follows immediately from the following
generalization of [13] 3.2, cor1:
Lemma 6. Let K∞ be a deeply ramified field. Let M/K∞ be a finite Galois extension
with group G. Let f be an n−cochain of G with coefficents in M(χ) where χ is any
character of G, n ≥ 0. Let c > 1. Then there exists an (n − 1)−cochain g of G in
M(χ) such that
|f − δg| ≤ c|δf |, and |g| ≤ c|f |
In particular it follows Hq(G,OM(χ)) is killed by p, ∀q > 0. Here |f | denotes the
maximum of the absolute values of the coefficents of f and by a (−1)−cochain we mean
an element y ∈ M(χ). The coboundary δy of such a y is the 0−cochain TrM/K∞.
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Proof. For more details about deeply ramified extensions see [2]. They are general-
ization of totally ramified Zp extension studied by Tate[13]. There are 5 equivalent
characterization of it one of which says if K∞ is deeply ramified, then
TrM/K∞(mM) = m∞, ∀M finite extension of K∞
where mM and m∞ are maxiaml ideal ofM and L∞ respectively. Hence there exists a
(−1)−cochain y ∈ M(χ) such that |y| ≤ 1 and |δy| ≥ c−1. Define an (n−1)−cochain
y ∪ f by the formulas:
y ∪ f = yf, if n = 0
(y ∪ f)(s1, . . . , sn−1) = (−1)n
∑
sn∈G
s1s2 · · · snyf(s1, . . . , sn), if n > 0
One checks easily identity (δy)f − δ(y∪f) = y∪ (δf) which holds formally and really
has nothing to do with what χ is. Now divide last equality by x = δy = TrM/K∞y ∈
K∞ we find
f − δg = x−1(y ∪ δf), with g = x−1(y ∪ f)
Since |x−1| ≤ c, and |y| ≤ 1, we conclude the first part of the lemma.
Now if f ∈ Hq(G,OM(χ)), then we can find an (q−1)−cochain g of G in M(χ), such
that
f = δg and |g| ≤ c
We can pick e.g c = 2. Then we see pf = δ(pg) with pg ∈ Hq−1(G,OM(χ)). Hence
pf = 0 in Hq(G,OM(χ)).
Secondly we prove H1(Γ,OK∞(r)) is killed by a power of p. By 3.3.13, this
will give (b) of proposition 3. Denote Kn as the cyclic subextension of K inside K∞
of degree pn. Let σ be a generator of Γ = Gal(K∞/K) and so Γn
def
= Gal(K∞/Kn) is
generated by σp
n
. Let λ = χ−rcyclo(σ) which is ≡ 1 (mod π) where π is a uniformizer
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of K. Tate has defined a continuous operator t (an idempotent) on X(see [13] prop
5,6,7) such that X is a direct sum of K and X0 = ker(t) and σ − 1 is bijective with
a continuous inverse ρ on X0. Moreover he proved
|ρy| ≤ d|y|, ∀y ∈ X0
where d is a constant depending only on the Zp extension in question(see Tate’s
remark after prop 6 in [13]). In particular if we replace K by Kn as ground field, we
get σp
n − 1 is bijective with a continuous inverse ρn on X0 and
|ρny| ≤ d|y|, ∀y ∈ X0
with the same d.
Lemma 7. There exists integer a(K) which depends on K such that t(OK∞) ⊆
pa(K)OK and we have the following exact sequence
0→ OK∞,0 → OK∞ t→ pa(K)OK (3.3.14)
where OK∞,0 = OK∞ ∩X0.
Proof. We need a known result which follows easily from the definition of different:
Lemma 8. Let M/F be extensions of local fields. Then
Trace(OM) = π[ordF (δM/F )]F OF
where δM/F is the relative different; πF is a uniformizer of F and ordF is the valuation
on F normalized so that ordF (πF ) = 1.
Applying this lemma to Kn/K, we get
tr(OKn) = p−nTrace(OKn)
(1)
= p−nπ[eKn+cK ]K OK
(2)
= π
[cK ]
K OK (3.3.15)
where (1) follows from [13] proposition 5 which use the classical formula expressing
relative different in terms of higher ramification groups. eK is the absolute ramifica-
tion index of K, i.e ordK(p) = eK . cK is a constant. Let a(K) = [cK/eK ], this gives
the claim in the lemma 7.
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We have exact sequence:
0→ H1(Γ,OK∞,0(r))→ H1(Γ,OK∞(r))→ pa(K)H1(Γ,OK(r)) (3.3.16)
We have by inflation-restriction sequence,
0→ H1(Γ/Γn,OK∞,0(r)Γn)→ H1(Γ,OK∞,0(r)) →֒ H1(Γn,OK∞,0(r)) (3.3.17)
This is because by [13] prop 8(b), OK∞,0(r)Γn ⊂ X(r)Γn = 0.
H1(Γn,OK∞,0(r)) = OK∞,0(r)/1− σp
n ∼= OK∞,0/λ− σp
n
(3.3.18)
We have
σp
n − λpn = (σpn − 1)− (λpn − 1) = (σpn − 1)(1− (λpn − 1)ρn) (3.3.19)
On the other hand, by Sen’s result, H1(Kn,OK∞) is killed by p for all n, which implies
∀x ∈ OK∞,0 , ∃ y ∈ OK∞ , such that px = (σp
n − 1)y
Take any n big enough so that |(λpn − 1)d| < 1 and consequently 1 − (λpn − 1)ρn is
an automorphism on X0. Let z = {1− (λpn − 1)ρn}−1y, then by 3.3.19 we have
px = (σp
n − λpn)z (3.3.20)
Notice |z| = |z− (λpn − 1)ρnz| = |y| ≤ 1, hence z ∈ OK∞ . It is also clear that z ∈ X0
as 1 − (λpn − 1)ρn is an automorphism on X0. Hence z ∈ OK∞,0. We conclude from
3.3.18 and 3.3.20 that pH1(Γn,OK∞,0(r)) = 0 for all n sufficently big and hence by
3.3.17, pH1(Γ,OK∞,0(r)) = 0. Notice H1(Γ,OK(r)) is killed by pd(K)+ordp(r) where
d(K) is the largest integer n such that K contains all pn th roots of unity. Now by
3.3.16, pbH1(Γ,OK∞(r)) = 0, for some b that depends on r and K. This gives (b) in
the proposition 3.
Finally to prove (c), we just remark the constant a(K) in lemma 7 depends
only on the higher ramification groups of Gal(Kn/K), ∀n. If one consider L/K finite
extension disjoint from cyclotomic extension of K (in particular this is true if L/K
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is unramified), then it is easy to see a(K) = a(L). On the other hand, d(K) also
stays the same as K runs through the fields Kn0,m,υ, ∀m, which has fixed ramification.
Since the only dependence of the power of p needed to kill H1(K,OCp(r)) in (c) is in
a(K) and d(K), we see (c) follows.
Remark 7. We had believed earlier that H1(K,OCp(r)) is killed by a power of p which
only depends on r, by the influence of result of Tate and Sen. In order to prove this,
it is clear one just need to elaborate on the dependence of a(K) in lemma 7 on K,
especially when one replace K by Kn. The crucial point is even though X = X0⊕K,
but t does not respect integral structure and H1(Γ,OK(r)) (which cause us all the
trouble) is not a direct summand of H1(Γ,OX(r)). One wants to prove the image of
H1(Γ,OK(r)) → H1(Γ,OX(r)) is small. We have trouble proving this now. Hence
we do not have the corresponding result of (c) in proposition 3 for p is nonsplit case
yet. This will force us to modify somewhat the calculation of exp∗ in the following
when p is nonsplit.
A classical result of Sen([11], theorem 3) says H1(K,OQ¯p) is killed by p, for
all local field K. Recall Sen proved this in [11] by a careful study of wildly ramified
automorphism of local fields, in particular
Lemma 9 ([11] Theorem 2 ). Let M/F be a Galois extension of local fields whose
residue field has char p and G = Gal(M/F ) is a cyclic group of order pn generated
by σ. Let πF (resp. πM) be a uniformizer of F (resp.M). Then
H1(Gal(M/F ),OM) = ⊕µ=p
n−1
µ=1 OF/π(µ)F OF
where (µ) is the greatest integer less than (µ + i(µ))/pn and i(µ) = ordM((σ
µ −
1)πM/πM), ordM is the discrete valuation on M such that ordM(πM) = 1. In partic-
ular H1(Gal(M/F ),OM) is killed by p.
We will need the following 2 variants of it later:
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Lemma 10. Let M/F be an abelian p extension of local fields whose residue field
extension has characteristic p. Then H1(Gal(M/F ),OM) is killed by pe, where the
constant e is the number of cyclic components in the decomposition of Gal(M/F ).
Proof. By easy induction on the number of cyclic components, the lemma is reduced
to the special case Gal(M/F ) = C1 × C2 where C1 and C2 are cyclic p groups. Let
N ⊂M be the field corresponding to C2, i.e Gal(M/N) = C2. Applying the spectral
sequence associated to
0→ C2 → Gal(M/F )→ C1 → 0
we get the following exact sequence:
H1(C1,OC1M )→ H1(Gal(M/F ),OM)→ H1(C2,OM)C1
Since OC1M = ON , and by lemma 9 (applying to M/N and N/F respectively), we get
H1(C1,OC1M ) = 0, H1(C2,OM) = 0
hence the lemma follows.
Lemma 11. With the same assumption as in lemma 9, let χ be a nontrivial character
of G = Gal(M/F ). Then H1(G,OM/pn(χ)) is killed by a power of p which depends
only on F and χ.
Proof. We follow some argument of Sen. Recall that H1(G,OM(χ)/pn) = A/(σ −
1)OM(χ)/pn where σ ∈ G is a generator and
A
def
= ker(
pn−1∑
i=0
σi : OM(χ)/pn → OM(χ)/pn)
Sen has found xµ ∈ M, 1 ≤ µ ≤ pn − 1, such that the x′µs and 1 together form an
OF basis of OM . Let yµ = (σ− 1)xµ. It is known ([11] theorem 1) that ordM(yµ) are
distinct mod pn. It follows that {yµ, µ = 1, . . . , pn−1} areOF basis for (σ−1)OM . For
any character χ of G, it is clear that 1¯, yµ/π
(µ)
F form an OF/pn basis of A. Hence the
claim follows from lemma 9 upon observing that OF/pn/(1−χ(σ)) (for χ nontrivial)
is killed by a power depending only on F and χ.
The difference between lemma 11 and lemma 9 is now there is contribution from OF .
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CHAPTER 4
COMPUTATION OF DUAL EXPONENTIAL
MAP WHEN J = 0
4.1 Elliptic units and Eisenstein series
Here we will define exactly the elliptic unit u ∈ A∞ we are going to use.
The bridge between its Coleman power series and Hecke L-series in provided by
Eisenstein series. We will recall some important results we need for our calculation.
Of special interest is a congruence property between Eisenstein numbers (which can
be thought of as special values of Eisenstein series at CM points of modular curves)
and congruences with p-adic periods of an elliptic curve. We need these congruences
to link L(ψ¯k, k) with L( ¯ψk+j, k) and relate exp∗ map for Mk,j with that for Mk,0 in
the next section. Our main refrence for this section is [3].
Let θ be the fundamental theta function (see [3] p48 (7))
θ(z, L) = ∆(L)e−6η(z,L)zσ(z, L)12
and for α an integral ideal of K, define Θ(z, L,α) = θ(z,L)
Nα
θ(z,α−1L)
which is an elliptic
function with respect to the second variable L.
Θ(z, L,α) =
∆(L)
∆(α−1L)
∏′
u∈α−1L/L
∆(L)
(P(z, L)− P(u, L))6
Now let us assume moreover that L has complex multiplication. Here are some
important results we will use: (see[3] prop 2.3)
1. Let m be a non-trivial integral ideal of K, υ a primitive m division point of L.
Assume (α,m) = 1. Then
• Θ(υ, L,α) ∈ K(m) : it is a unit if m is not a prime power
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• Θ(υ, L,α)σc = Θ(υ, c−1L,α) = Θ(ψ(c)υ, L,α) where c is any integral ideal
prime to m,σc is the image of c under artin map and ψ = ψE for elliptic
curve E corresponding to L.
2. Let a and b be two integrals ofK, prime to each other. then there is distribution
relation:
∏
υ∈b−1L/L
Θ(z + υ, L,α) = Θ(z, b−1L,α) (4.1.1)
Define elliptic unit u ∈ A∞ as follows:
1 (a): if p is a good split reduction prime, set Ω = Ω∞/f where (f) = f is
the conductor of E(or ψ), where L = Ω∞OK the period lattice of our CM elliptic
curve E. Define
en,m = Θ(Ω, p
np∗mL,α) = Θ(
Ω
πnπ∗m
, L,α) ∈ K(fpnp∗m)∗
Define
un,m = NormK(fpnp∗m)/Kn,m(en,m)
From properties above we see they are units in Kn,m.
Lemma 12. (un,m)n,m are norm compatible.
Remark 8. A special case of this for en,0 is stated without proof in [3].
Proof. ∀n1 ≥ n2, m1 ≥ m2,
NormK(fpn1p∗m1)/K(fpn2p∗m2)(en1,m1) =
∏
c∈B
Θ(ψ(c)
Ω
πn1π∗m1
, L,α) (4.1.2)
by property of Galois action, where B is a set of integral ideals of K such that
{(b, K(fpn1p∗m1)/K) : b ∈ B} describes precisely Gal(K(fpn1p∗m1)/K(fpn2p∗m2)).
Since conductor of (ψ) = f, by definition of set B, we have
ψ(c) ≡ 1 mod fpn2p∗m2
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Hence as c runs through setB, (ψ(c)−1)Ω/πn1π∗m1 exactly runs through pn1−n2p∗(m1−m2)
primitive torsion points of L. Hence by distribution preperty we have right hand side
of 4.1.2 is also equal to
Θ(
Ω
πn1π∗m1
, pn2−n1p∗(m2−m1)L,α) = Θ(Ω, pn2p∗m2L,α) = en2,m2
Now it is easy to see un,m are also norm compatible.
1 (b): if p is a split bad reduction prime, define
en,m = Θ(Ω
′
, pnp∗mL
′
,α) ∈ K(gpnp∗m)∗
where L
′
,Ω
′
and g is defined the same way as above, but for E
′
. Define
u
′
n,m = NormK(gpnp∗m)/Fn,m)(en,m)
and set un,m = NormFn,m/Kn,m(u
′
n,m) for n ≥ m(p) It follows similary as above that
un,m are norm compatible units.
2 (a): when p is a good nonsplit prime, define en = Θ(Ω, p
nL,α) ∈ K(fpn)∗
and set un = NormK(fpn)/Kn(en) which by the same proof above can be seen to be
norm compatible units, hence indeed u ∈ A∞.
2(b): when p is bad nonsplit prime, define en = Θ(Ω
′
, pnL
′
,α) ∈ K(gpn) and set
u
′
n = NormK(gpn)/Fn(en) and un = NormFn/Kn(u
′
n) for n ≥ m(p)
Now for each prime ideal p of OK which is a good reduction prime for E,
fix once for all a basis for Tp(E) as follows: Let wn be the unique f division point of
pnL such that
φn(ε(π−nwn, L)) = ε(Ω, L)
where (ε, L) : C/L → E(C) is defined in the begining of section 2.3 (note this map
is not Galois equivariant) and φ = frobp. It follows that wn ≡ wn−1 (mod pn−1L).
In particular, wn ≡ w0 ≡ Ω (mod L). Define vn = wn − Ω mod pnL and let ξn =
P(π−nvn)/P ′(π−nvn). It is clear ξn is a primitive πn torsion point of φ−nEˆp = Eˆp
since E is defined over K. Also by definition [π]ξn = ξn−1, hence {ξn}n ∈ Tp(E) is a
basis. Note λ(ξn) = π
−nvn, where λ is the inverse of ε which (as we have seen in the
proof of lemma 2.2) can be viewed as the canonical logarithm: Eˆp → Ga.
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Lemma 13. The Coleman power series of {un,m}n with respect to the chosen basis
above is: ∏
σ∈Gal(K(f)/K)
P (π∗(−m)λ(t))σ (4.1.3)
where P (z) is the Taylor series expansion of Θ(π∗(−m)Ω − z, L,α) and σ acts on
coefficents. Recall t is the variable on formal group Eˆp. and π
∗ = ψ(p∗). When p is
nonsplit, there is no m and the statement about coleman power series holds without
π∗(−m) term.
Proof. First notice for any m torison point ρm and integral ideal c prime to m, we
have
Θ(z + ρm, L,α)
σc = Θ(z + ψ(c)ρm, L,α) (4.1.4)
This follows because Θ(z, L,α) is a rational function of P(z) with coefficents in K,
so by addition theorem Θ(z + ρm, L,α) is a rational function of P(z) and P ′(z) with
coefficent in K(fm). Since
ε(ρm)
(c,K(fm)/K) = ε(ψ(c)ρm)
we get 4.1.4 on applying (c, K(fm)/K) to the coefficents of Θ(z + ρm, L,α).
By definition of Coleman power series, we want to show that
P φ
−n
(π∗(−m)λ(t)) |t=ξn= en,m
By the careful choice of wn it follows that
P φ
−n
(z) = Θ(wn/π
nπ∗(−m) − z, L,α)
Hence
P φ
−n
(π∗(−m)λ(t)) |t=ξn= Θ(
wn
πnπ∗m
− vn
πnπ∗m
, L,α) = en,m
the last equality holds because of the choice of vn and that
Θ(
Ω
πnπ∗m
, L,α) = Θ(Ω, pnpmL,α)
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Finally it is clear that the Coleman power series of {un,m}n is ”norm” from K(f) to
K of the Coleman power series for {en,m}n.
When p is a bad reduction prime for E, as usual we replace E by E
′
and
argue just the same to conclude that the Coleman power series for {u′n,m}n is :∏
σ∈Gal(K(g)/F )
P (π∗(−m)λ(t))σ (4.1.5)
which is to be interpretated the same way as above when p is nonsplit prime.
Recall we want to evaluate exp∗ on S0(u). To apply Kato’s result we have to
calculate logarithmic derivatives of Coleman power series above which are essentially
Eisenstein series. We brieftly recall as follows: ([3] 3.1) For integers 0 ≤ −i < k (we
are going to apply these results with i = −j)
(a):
Ei,k(z, L)
def
= (k − 1)!A(L)i
∑
ω∈L
(z + ω)−k(z¯ + ω¯)−i, k + i ≥ 3 (4.1.6)
where A(L) = π−1Area(C/L), π = 3.14 · · · . Define
E1(z, L) =
1
12
∂
∂z
logΘ(z, L)− 1
2
z¯A(L)−1
Define Ei,k(z, L,α) = NαEi,k(z, L)−Ei,k(z,α−1L) and denote Ek(z, L) = E0,k(z, L),
Ek(z, L,α) = E0,k(z, L,α).
(b): (see [3] p57-58)
(
d
dz
)k log Θ(z, L,α) = −12Ek(z, L,α), ∀k ≥ 1 (4.1.7)
Here we can kill the constant 12 if we had used 12th root of Θ(z, L,α), but since we
are verifying Tamagawa number conjecture up to power of 2 and 3, we do not have
to do that.
(c): Let m be any nontrivial ideal and ρm be a primitive m division point of L =
period lattice of CM elliptic curve E of conductor f. By 4.1.7 it is not surprising that
we have following properties similar to that of theta functions: ([3] 3.3)
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• Ei,k(cz, cL) = ci−kEi,k(z, L)
• Ei,k(ρm) ∈ K(l.c.m(f,m))
• Ek(ρm) is p integral if m is not a pure power of p, ∀k ≥ 2 (see lemma 22)
• If c is integral and (c, f) = 1, then
Ei,k(ρm, L)
σc = ψ(c)i−kEi,k(ρm, c−1L) (4.1.8)
(d):([3] 3.2) There exists a unique polynomial Φi,k in Z[X1, · · · , Xk−i], of degree 1− i,
isobaric of weight k − i (Xk is given weight k) such that
Ei,k = 2
jΦi,k(E1, · · · , Ek−i)
Furthermore
Φi,k = (−2X1)−iXk + terms in which X1 appears to degree < −i (4.1.9)
(e): We have the following link between Eisenstein numbers and special values of
partial Hecke L-series:([3] 3.5) let c be an integral ideal prime to f and f | m, ∀Ω ∈ C,
Nm−iEi,k(Ω, c−1mΩ) = (k − 1)!(
√
dK
2π
)iΩi−kψ(c)k−iL(ψ¯k−i, (
K(m)/K
c
), k) (4.1.10)
Here the partial L value means summing over all integral ideals of K prime to m and
whose artin symbol in Gal(K(m)/K) is equal to that of c. Combined with 4.1.9 this
gives a link between L(ψ¯k−i, k) with L(ψ¯k, k). We delay this study till we need it
later.
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4.2 Calculation in the case j = 0
Lemma 14. Let L/K be a finite extension of p-adic local fields. Let V be a de Rham
representation of Gal(K¯/K). Then (1) the following diagram commutes:
H1(L, V ) //
exp∗L
DR0(K, V )⊗K L
H1(K, V ) //
exp∗K
OO
res
DR0(K, V )
OO
inclu
(2) exp∗ commutes with Gal(L/K) action, where ∀φ ∈ H1(L, V ), ∀g ∈ Gal(K¯/L)
σφ(g)
def
= σ(φ(σ¯−1gσ¯)), ∀σ ∈ Gal(L/K), σ¯ is a lift of σ to Gal(K¯/K)
Proof. The commutativity of the diagram follows from the functorial property of
either definition of exp∗. Let exp∗(φ) = a, i.e by second definition, ∃m ∈ V ⊗ BdR,
such that
φ(g)− logχcyclo(g) ∪ a = gm−m, ∀g ∈ Gal(K¯/L)
in particular we have
φ(σ¯−1gσ¯)− logχ(σ¯−1gσ¯) ∪ a = (σ¯−1gσ¯)m−m
Let σ acts on both side of the above equation, noting that χ(σ¯−1gσ¯) = χ(g), we get
(σφ)(g)− logχ(g) ∪ (σa) = g(σm)− σm
hence by definition exp∗(σφ) = σexp∗(φ).
Remark 9. Since V is a vector space, the above restriction map is injective. We can
view the bottom row as the Gal(L/K) fixed part of the upper row.
Lemma 15. Let K/Qp be finite extension. Let Vi be de Rham representation of
Gal(Qp/K) for i = 1, 2. Suppose given a Gal(Qp/K) equivariant map f : V1 → V2,
then the following diagram commutes:
H1(K, V1) //
f

exp∗
H1(K, V2)

exp∗
DR0(V1) //
f
DR0(V2)
46
Proof. ∀φ ∈ H1(K, V1), ∀g ∈ Gal(Qp/K), define (fφ)(g) = f(φ(g)). Check that fφ
such defined is a cocycle:
(fφ)(g1g2) = f(φ(g1g2)) by definition
= f(φ(g1) + g1φ(g2)) since φ is a cocycle
= f(φ(g1)) + g1f(φ(g2)) since f is Gal(Qp/K) equivariant
Let exp∗(φ) = a. Applying f to the defining equation for a, we get
f(φ(g))− logχ(g) ∪ (fa) = f(gm)− fm = g(fm)− fm
hence exp∗(fφ) = fexp∗(φ).
4.2.1 j = 0 and p is a good reduction prime
In this case K∞/K is totally ramified at p and υ is the unique place of
K∞ above p. Observe by definition (see definition 4 in section 3) of Sn(uυ) ∈
H1(Kn,υ, Tp(E)
⊗(−k)(1)) that
S0(uυ) 7→
∑
τ∈Gal(Kn,υ/Kp)
τSn(uυ)
under the restriction map
H1(Kp, Tp(E)
⊗(−k)(1))→ H1(Kn,υ, Tp(E)⊗(−k)(1))
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using Kato’s results (theorem 1), we have
exp∗(Sn(uυ)
̟
=
1
(k − 1)!π
−nk{( d
ω
)k log(φ−ngu,ξ)}(ξn)
∗
=
1
(k − 1)!π
−nk{( d
dz
)k log(
∏
σ∈Gal(K(f)/K)
(σP )φ
−n
(z))}(vn)
=
1
(k − 1)!π
−nk{( d
dz
)k
∑
σ∈Gal(K(f)/K)
log Θσ(−z + wn
πn
, L,α)}( vn
πn
)
= − 12
(k − 1)!π
−nk{
∑
σ∈Gal(K(f)/K)
Eσk (−z +
wn
πn
, L,α)}(( vn
πn
)
= − 12
(k − 1)!π
−nk ∑
σ∈Gal(K(f)/K)
Eσk (
Ω
πn
, L,α)
(4.2.1)
where equality (∗) follows from lemma 12 and by definition of ξn. Here ω = λ′(T )dT
and ̟ = ω⊗(k+j)ǫ⊗(−j). Now we relate the last equality to special values of Hecke
L-series as follows:∑
σ∈Gal(K(f)/K)
Eσk (
Ω
πn
, L,α)
(1)
=
∑
b∈B
NαEk(ψ(b)
Ω
πn
, L)−Ek(ψ(b) Ω
πn
,α−1L)
(2)
=
∑
b∈B
NαEk(ψ(b)
Ω
πn
,
Ω
πn
fpn)−Ek(ψ(b) Ω
πn
, ψ(α−1)
Ω
πn
fpn)
=
∑
b∈B
(
Ω
πn
)−k
{NαEk(ψ(b), fpn)− ψk(α)Ek(ψ(αb), fpn)}
=
(
Ω
πn
)−k
{NαLKn(ψ−k, 1, 0)− ψk(α)LKn(ψ−k, σα, 0)}
(4.2.2)
where B is a set of integral ideals of K whose artin symbol in Gal(K(fpn)/K) describe
precisely Gal(K(fpn)/Kn) and in the last equation,
LKn(ψk, σα, s) =
∑
c∈OK ,(c,fp)=1
(c,Kn/K)=σα
ψ−k(c)Nc−s
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(1) holds by definition and (2) follows since ψ(α) is a generator of α. Compare with
Ek(ψ(b), fp
n) =
∑
ω∈fpn
(k − 1)!
(ψ(b) + ω)k
, ∀k ≥ 2, ∀b ∈ B
Notice {(ψ(b) + ω) : b ∈ B, ω ∈ fpn} is precisely the set of integral ideals of K prime
to fpn whose artin symbol in Gal(Kn/K) is σα by choice of B. Also since ψ has
conductor f , we have
ψ((ψ(αb) + ω)) = ψ(αb) + ω, ∀ω ∈ fpn
It follows from the definition of Ek(z, L) that
Ek(ψ(αb), fp
n) = (k − 1)!LK(fpn)(ψ−k, σαb, 0), ∀(α, fp) = 1
and also ∑
b∈B
Ek(ψ(αb), fp
n) = (k − 1)!LKn(ψ−k, σα, 0) (4.2.3)
Combining these equations, we get:
exp∗(S0(uυ))
̟
=
∑
τ∈Gal(Kn,υ/Kp)
τexp∗(Sn(uυ))
∗
= −12ω−k
∑
b∈B
c∈C
NαEk(ψ(bc), fp
n)− ψk(α)Ek(ψ(αbc), fpn)
= −12
(
Ω∞
f
)−k
(Nα− ψk(α))Lfp(ψ−k, 0)
(4.2.4)
where C is a set of integral ideals of K whose artin symbol in Gal(K(fpn)/K) describe
Gal(Kn,υ/Kp) = Gal(Kn/K) and Lfp(ψ
−k, s) means the incomplete complex L-series
with Euler factor at p and places dividing f deleted.
Remark 10. 1. equality (∗) follows either from lemma 14 (2) or one can take note
of the fact that τSn(uυ) = Sn((u
τ )υ) by definition and that the Coleman power
series for uτ is simply τ acting on the coleman power series for u. Then we can
repeat the above argument exactly the same way for uτ . Later in the case when
j > 0, we do not have analogue of lemma 14 as we do not quite have the exact
definition of finite version of exp∗. Then we will apply this alternative method.
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2. note in the above calculation we take any n ≥ 1 and get the same results (as
we should). One can just take n = 1 in this case.
4.2.2 j = 0 and p is a bad reduction prime
In this case, K∞/K is still totally ramified at p, υ being the unique place
lying above p in K∞. The places of F∞ lying above p are {υσ; σ ∈ D} where D is a set
of coset representatives of Gal(F/K)/Gal(Fυ/Kp). We want to relate exp
∗(S0(uυ))
with exp∗(S
′
n(u
′
υ)) which we can calculate by the same method from last section
applied to (F,E
′
). The following argument works for any n ≥ m(p). In particular
one can just take n = m(p). By lemma 14 and 15, we have the following commutative
diagram:
H1(Kp, Tp(E)
⊗(−k)(1)) //res

exp∗
⊕P|pH1(Fn,P, Tp(E)⊗(−k)(1)) //f

exp∗
⊕P|pH1(Fn,P, Tp(E ′)⊗(−k)(1))

exp∗
D0(Kp, Vp(E)
⊗(−k)(1)) // D0(Kp, Vp(E)⊗(−k)(1))⊗ Fn,P //f ⊕P|pcolie(G′)⊗k ⊗ Fn,P
Here the maps (induced by) f are isomorphisms. It follows
exp∗(S0(uυ)) = f−1{exp∗ ◦ f ◦ (⊕P|pres)(S0(uυ)}
= f−1{exp∗ ◦ f(
∑
τ∈Gal(Fn,υ/Kp)×D
τSn(u
′
υ))}
= f−1{exp∗(
∑
τ∈Gal(Fn/K)
ǫk(τ)τS
′
n(u
′
υ))}
(4.2.5)
The last equality holds because:
Lemma 16. Let L/Kp be finite extension. Let Ti, i = 1, 2 be rank 1 Op module with
continuous Gal(Kp/Kp) action. Suppose given f : T1 → T2 a Gal(Kp/L) isomorphism
under which T2 = T1(η) where η is a finite character of Gal(L/Kp). Then
f(σφ) = η−1(σ)σ(fφ), ∀σ ∈ Gal(L/Kp), φ ∈ H1(L, T1)
Same conclusion holds for finite version of this, i.e replace Ti by Ti/p
n.
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Proof. Under map f we have σ(fa) = η(σ)f(σa), ∀a ∈ T1, σ ∈ Gal(L/Kp), i.e σf =
η(σ)fσ. Hence ∀g ∈ Gal(Kp/L),
[σ(fφ)](g) = (σ(fφ))(σ¯−1gσ¯) = η(σ)f(σφ(σ¯−1gσ¯)) = η(σ)(f(σφ))(g)
so σ(fφ) = η(σ)f(σφ).
We apply this lemma here with T1 = Tp(E)
⊗(−k)(1) and T2 = Tp(E
′
)⊗(−k)(1). Recall
ψ
′
= ψǫ, so in applying the above lemma, we take η = ǫ−k. Now we calculate
exp∗(S
′
n(u
′
υ)) using Kato’s theorem:
exp∗(τS
′
n(u
′
υ))
̟′
= −12(Ω′)−k{NαLFn(ψ
′(−k), τ, 0)− ψ′(−k)(α)LFn(ψ
′(−k), σατ, 0)}
(4.2.6)
where τ ∈ Gal(Fn/K). Recall when j = 0, ̟ = ω⊗k. Also f−1(Ω′∞) = rΩ∞ and
f ∗ω
′
= rω. Combining 4.2.5 and 4.2.6 we get
exp∗(τS0(uυ))
̟
= rk{exp∗(
∑
τ∈Gal(Fn/K)
ǫk(τ)τS
′
n(u
′
υ))}/̟
′
= −12rk
∑
τ∈Gal(Fn/K)
ǫk(τ){(Ω′)−k(NαLFn(ψ
′(−k), τ, 0)
− ψ′(−k)(α)LFn(ψ
′(−k), σατ, 0))}
= −12
(
Ω∞
g
)−k
{NαLgp((ψ′ǫ−1)−k, 0)
−
∑
τ∈Gal(Fn/K)
ψ
′k(α)ǫ−k(α)ǫk(τσα)LFn(ψ
′(−k), τσα, 0)}
= −12
(
Ω∞
g
)−k
{NαLgp(ψ−k, 0)− ψk(α)Lgp(ψ−k, 0)}
= −12
(
Ω∞
g
)−k
(Nα− ψk(α))Lgp(ψ−k, 0)
(4.2.7)
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CHAPTER 5
DUAL EXPONENTIAL MAP WHEN J > 0
Here we will deal with p splits and p is nonsplit case seperately. Fix integers k, j such
that 0 < j < k and k − j > 1. Consider a general setting: E is an CM elliptic curve
over K, p a prime of K such that E has good reduction at p. Define
Vp =

Vp(E)
⊗(k+j)(−j)⊕ Vp∗(E)⊗(k+j)(−j) if p splits
Vp(E)
⊗(k+j)(−j) if p nonsplit
(5.0.1)
Equivalently,
Vp =

Qp(ψ
⊗(k+j)
p χ
−j)⊕Qp(ψ⊗(k+j)p∗ χ−j) if p splits
Kp(ψ
⊗(k+j)
p )⊗Qp Qp(−j) if p nonsplit
Let Wp = Vp(j). We have
DR(Wp) = Fil
−(k+j)DR(Wp) ⊃ · · ·Fil0DR(Wp) ⊃ Fil1DR(Wp) = 0
In particular when p splits, since ψp∗ is unramified at p, we get
Fil0DR(Wp) = DR(Qp(ψ
⊗(k+j)
p∗ )), gr
0DR(Wp) = DR(Qp(ψ
⊗(k+j)
p ))
Since filtration for DR(Vp) is just a shift of the above filtration to the right by j
we conclude that gr−kDR(Vp) and grjDR(Vp) are 1 dimensional Qp vector space
and grnDR(Vp) = 0, ∀n 6= −k, j. When p splits, we still have DR(Vp)/DR0(Vp) =
DR(Qp(ψ
⊗(k+j)
p χ
−j)).
With calculation of exp∗ in mind, let us now consider DR(L, V ∗p (1)) where
L/Kp is a finite extension and for p | p
Vp
def
= Vp(E)
⊗(k+j)(−j)
Note DR0(L, V ∗p (1)) is 1 dimensional over L. Let Tp be defined similarly using Tp(E).
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Lemma 17.
DR0(L, V ∗p (1)) ∼= colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗ L
where G is the p divisible group associated to Eˆp and Gm is the formal multiplicative
group.
Proof. the key point is the following commutative diagram:
colie(G)⊗(k+j) ⊗ B+dR //
∼=
ψ1

(ds/1+s)⊗(−j)
Vp(E)
⊗(−k−j) ⊗ Bk+jdR

θ
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗B+dR //ψ2 Vp(E)
⊗(−k−j)(j)⊗ BkdR
where map θ: ∀v ⊗ x ∈ Vp(E)⊗(−k−j) ⊗ Bk+jdR , θ(v ⊗ x) = (v ⊗ ǫj) ⊗ (xt−j). Here ǫ
is our fixed basis of Zp(1) and define t = log[ǫ] as usual in the theory of Bcrys which
gives us a Galois equivariant embedding:
Zp(1) →֒ J∞ : ǫ 7→ t
The above diagram commutes because the horizontal maps come from pairing
colie(G)⊗ Tp(E)→ J∞, colie(Gm)⊗ Zp(1)→ J∞
Using definition of this pairing, we see (ds/1+s, ǫ) 7→ t as the logarithm of Gm associ-
ated to ds/1+s is just the usual function log. This says the diagram is commutative.
Now notice the vertical maps are Galois equivariant isomorphisms. Kato proved ψ1
is a Galois equivariant isomorphism, which follows from the pairing above. Hence we
see ψ2 is also an isomorphism. Take H
0(L,−) of it, we get:
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗ L ∼= H0(L, Vp(E)⊗(−k−j)(j)⊗BkdR)
(∗)
= H0(L, Vp(E)
⊗(−k−j)(j)⊗ B1dR)
= H0(L, Vp(E)
⊗(−k−j)(1 + j)⊗ B+dR)
= DR0(L, Vp)
(5.0.2)
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where (∗) follows from p-adic Hodge-Tate decomposition of Vp as we remarked above
that Vp(E)
⊗(−k−j)(j)⊗BidR/Bi+1dR ∼= Cp(−k+ i) and the fact that H0(L,Cp(−k+ i)) =
0, since when 1 ≤ i ≤ k − 1, −k + i 6= 0 and H0(L,Cp(m)) = 0, ∀m 6= 0.
We also need the integral version of above lemma, namely there exists integer
N such that under ψ2 in lemma 17,
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗ B∞ ∼= pNTp(E)⊗(−k−j)(j)⊗ Jk∞ (5.0.3)
We also have the following analogue of 3.3.5: ∀L finite extension of Kp,
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗OL →֒ H0(L, Tp(E)⊗(−k−j)(j)⊗ Jk∞/J [k+1]∞ )
→ H0(L, Tp(E)⊗(−k−j)(j)⊗ J∞/J [k+1]∞ )
(5.0.4)
with cokernel killed by pN , where N is independent of L.
There is a unique homomorphism of formal groups over OCp
η : Eˆp → Gm, η(ξ) = ǫ
and ∃Ωp ∈ OCp making the following diagram commutes:
Eˆp //
η
  Ωpλ A
A
A
A
A
A
A
A
Gm
Ga
OO
exp
This is well known in the case p splits, since then Eˆp and Gm are two 1 dimensional
Lubin-Tate formal group over Qp which correspond to uniformizer π = ψ(p) and
p respectively. Moreover they become isomorphic over Qunrp . In general a result
of Katz [14](section 6) says that HomOCp (Eˆp,Gm) is a free Op module of rank 1.
Since ρ(T )
def
= log(1 + η(T )) satisfies ρ(T1[+]T2) = ρ(T1) + ρ(T2), it follows from the
uniqueness of normalized logarithm of Eˆp that ∃Ωp ∈ OCp , such that ρ = Ωpλ (Ωp is
just the coefficent of T in ρ(T )). From this we have
η∗(
ds
1 + s
) = Ωpλ
′
(T )dT = Ωpω, by lemma2
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Since [π] = [pα−1] for some α ∈ O∗Kp(even in O∗K when p is nonsplit), again following
the definition of the above paring, we get:
ω ⊗ ξ 7→ Ω−1p αt
5.1 p splits
5.1.1 p is a good reduction prime
In this case we have seen in lemma 3 there is an integer M such that ∀m ≥
M , the set of places in K0,m above p is the same as the set of places of K∞ lying above
p and they are in 1-1 correspondence with B which is a set of coset representatives
of Gal(K0,M/K)/Gal(Ko,M,υ/Kp). In this section, we denote V
′
p = Vp(E)
⊗k and
T
′
p = Tp(E)
⊗k (we work exactly with V
′
p when j = 0).
Theorem 4. (1) ∃ integer c, e both independent of m and Am ∈ OKp/pm, such that
∀m > M we have equality in H1(Kp, (T ∗p ⊗ J∞/J [k+1]∞ )/pm) :
pec
∑
P|p
S0,m(uP) = p
eAm̟ ∪ logχG (5.1.1)
(2) ∃l ∈ {1, · · ·p − 1}, ∃A ∈ Kp, such that cA ∈ OKp , and for all m big enough we
have
cA ≡ Aml (mod pm)
(3) ∑
P|p
exp∗(S0(uP))
̟
= −12α−j
(√
dK
2π
)j
Ω−j−k(Nα− ψkψ¯−j(α))Lfpp∗(ψ¯k+j, k)
(5.1.2)
Remark 11. • It follows from (1) of the theorem and the definition of exp∗ com-
bined with the fact that logχG and logχcyclo have the same image in H
1(Kp,Cp)
that:
c
∑
P|p
exp∗(S0(uP))
̟
≡ Am (mod pm−e), ∀m > M + e
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By (2) and the fact that c is independent of m, we have
∑
P|p
exp∗(S0(uP)) = A̟ (5.1.3)
In the process of proving this theorem, we will give an explicit formula for Am
and A (i.e just the righ hand side of 5.1.2). In particular they are closely related
to L(Mk,j, 0) as we want.
• This theorem which is an analogue of Kato’s theorem when j = 0 (see theorem
1) seems to apply only to special element S0(u) where u is our chosen genera-
tor of elliptic units. In the proof we need to be able to compute explicitly the
logarithmic derivative of coleman power series for u (which for our u is essen-
tially Eisenstein series) and to pass from j = 0 case to j > 0 case. For our
chocice of u we rely on some special property of Eisenstein numbers. However
it seems impossible to describe explicitly the image of exp∗ on arbitrary element
of H1(Kp, V
∗
p (1)).
Proof. The key point is the following 2 commutative diagram: ∀P | p
H1(Kp, T
∗
p (1)/p
m) //
ρ1

θ1
H1(K1,m,P, T
∗
p (1)/p
m)

θ2
H1(Kp, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m) //ρ3 H1(K1,m,P, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m)
H0(Kp, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m) //ρ5
OO
∪ logχG
H0(K1,m,P, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m)
OO
∪ logχG
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j)/pm //ρ7
OO
θ4
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗OK1,m,P/pm
OO
θ5
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H1(K1,m,P, T
∗
p (1)/p
m) //
ρ2

θ2
H1(K1,m,P, T
′∗
p (1)/p
m)

θ3
H1(K1,m,P, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m) //ρ4 H1(K1,m,P, (T
′∗
p ⊗ J∞J [k+1]∞ )/p
m)
H0(K1,m,P, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m) //ρ6
OO
∪ logχG
H0(K1,m,P, (T
′∗
p ⊗ J∞J [k+1]∞ )/p
m)
OO
∪ logχG
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗OK1,m,P/pm //
ρ8
OO
θ5
colie(G)⊗k ⊗OK1,m,P/pm
OO
θ6
Here are the maps used in the diagram: ρ1 and ρ3 are restriction maps;
ρ5, ρ7 are inclusions; θ1 and θ2 is what we had called ι1 in lemma 5; θ3 is composition
of ι1 with the map induced by multiplication by Ω
j
pα
−j mod pm on J∞/J
[k+1]
∞ /pm;
ρ2 is ∪ζ⊗(−j)m and ρ4 = ρ6 are composition of map ∪ζ⊗(−j)m with the map induced
by multiplication by Ω⊗jp α
−j mod pm; ρ8 is tensoring with ω⊗(−j) ⊗ (ds/1 + s)⊗j
mod pm; θ6 is what we called ι2 in lemma 5 and induced from 3.3.5; similarly θ4 and
θ5 are induced from 5.0.4. Note that ρ2 is well defined since ζm (which is a fixed basis
of Ep∗m) is rational over K1,m by definition; ρ4 is well defined since
σΩp = (ψ(σ)/χ(σ))Ωp, ∀σ ∈ Gal(Qp/Kp)
which can be deduced from the definition of Ωp (see [6] 2.7 when p splits and [14]
theorem 6.1 when p is nonsplit). Note our definition of Ωp coincides with Yager’s but
it is actually inverse to that of de Shalit and Harrison. When p splits, ψ/χ exactly
describes the Galois action on ζ . By the way it follows from these that Ωp lies inside
Qˆp
unr
when p splits and when p does not split, Ωp lies in the completion of Kp(Ep∞).
Remark 12. When p splits we can easily makes sense of the map
mult by Ωjpα
−j mod pm : J∞/J [k+1]∞ /p
m → J∞/J [k+1]∞ /pm
since Qˆp
unr ⊂ Bcrys and Ωp is integral (even a p unit).
Lemma 18. The above diagram commutes.
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Proof. By definitions of various maps used in the diagram, the only nontrivial part
of the commutativity is the lower right corner. This can be seen from Kato’s pairing
colie(G)⊗ TG → J∞ (take G = Gm, or the p divisible group associated to Eˆp) under
which
ds
1 + s
⊗ ǫ 7→ t, ω ⊗ ξ 7→ Ω−1p αt
Lemma 19. (1): the maps ρ2i, i = 1, 2, 3, 4 are isomorphisms;
(2): ker(ρ3) is killed by p
e where e is an integer independent of m and for all m big
enough;
(3): the image of ρ7 is the Gal(K1,m,P/Kp) invariant part of the target space.
Proof. The claim (1) for ρ2i, i = 1, . . . , 4 is clear, as Ωp, α are p-units.
(3) follows from exact sequence
0→ OK1,m,P π
m→ OK1,m,P → OK1,m,P/πm → 0
we have
0→ OKp/πm → (OK1,m,P/πm)Gal(K1,m,P/Kp) → H1(Gal(K1,m,P/Kp),OK1,m,P )
(5.1.4)
Apply lemma 9, recallK1,m,P/Kp is not wildly ramified which implies that i(µ) defined
in lemma 9 is 0 in our case. Hence
H1(Gal(K1,m,P/Kp),OK1,m,P ) = 0
Now we prove ker(ρ3) is killed by p
e for some integer e independent of m.
To show this, we will use (a),(b),and (c) below:
(a): ker(ρ3) = H
1(Gal(K1,m,P/Kp),
(
(T ∗p ⊗ J∞/J [k+1]∞ )/pm
)Gal(Q¯p/K1,m,P )
).
(b): we have exact sequence
OK1,m,P/pm →
(
B∞/J
[k+1]
∞ /p
m
)Gal(Q¯p/K1,m,P ) → H1(K1,m,P, B∞/J [k+1]∞ )
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By obvious exact sequence and proposition 3(c), H1(K1,m,P, B∞/J
[k+1]
∞ ) is killed by
some pd which depends only on k. Hence we see
pd(OK1,m,P/pm) = pd
(
B∞/J [k+1]∞ /p
m
)Gal(Q¯p/K1,m,P )
(5.1.5)
(c): by 5.1.5 and 5.0.4, we have
pN+dker(ρ3) ∼= H1(Gal(K1,m,P/Kp),OK1,m,P/pm−d−N)
where N is independent of m. Consider the following exact sequence:
H1(G,OK1,m,P )→ H1(G,OK1,m,P/pm−d−N)→ H2(G,OK1,m,P ) (5.1.6)
where G = Gal(K1,m,P/Kp). By lemma 9, H
1(G,OK1,m,P ) = 0. Since as m→∞, the
fields K1,m,P has fixed ramification, we see
H2(Gal(K1,m,P/Kp),OK1,m,P ) = OKp/Tr(OK1,m,P )
is killed by pa for some a independent of m. Hence
paH1(Gal(K1,m,P/Kp),OK1,m,P/pm−d−N) = 0
Now take e = N + d+ a which is independent of m, we get
peker(ρ3) = 0
From now on we make the convention that ∀σ ∈ Gal(K1,m/K), ψ(σ) means
ψ(σ¯) mod pm which is well defined for any σ¯ which is a lift of σ to Gal(K¯/K). When
we talk about congruence, we meant for Cp and not necessarily for integers.
Now chasing diagram begining with S0,m(uP), ∀P = υη, η ∈ B. First
ρ2 ◦ ρ1(S0,m(uP)) = ρ2(
∑
σ∈Gal(K1,m,P/Kp)
σSm(uP))
=
∑
σ∈Gal(K1,m,υ/Kp)
ψ¯j(ση)σηSˆm(uυ)
(5.1.7)
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where ψ¯ = ψ/χ and ψ¯−1 describes the Galois action on Tp∗(E). Here Sˆm(uP) denotes
S0,m(uP) ∪ ζ⊗(−j)m which is nothing but the image of norm compatible units {un,m}n
in H1(K1,m,P, Tp(E)
⊗(−k)(1)/pm) defined just as we did in definition 4 when j = 0
and p is a good reduction prime, except instead of using base field Kp, we make
an unramified field extension and use K0,m,P as base field. Coleman power series
for {un,m}n has been computed in lemma 13 and we can now apply Kato’s ”finite”
version of exp∗ proposition 2 and in particular 3.3.11, which gives us equality in
H1(K1,m,P, (T
′∗
p ⊗ J∞/J [k+1]∞ )/pm):
cηSˆm(uυ) =
∑
τ∈C
ρ(
c
(k − 1)!π
−kω⊗k ⊗ {( d
ω
)k log(φ−1P τη(π∗(−m)λ(t)))}(ξ1)
=
∑
τ∈C
ρ(
c
(k − 1)!π
−kω⊗k ⊗ {( d
dz
)k log(φ−1Θτη(Ω/π∗m − z, L,α))} |z=v1/π)
= −12
∑
τ∈C
ρ(
c
(k − 1)!π
−kπ∗(−mk)Eτηk (
Ω
ππ∗m
, L,α)ω⊗k)
(5.1.8)
where we use C to denote Gal(K(fp∗m)/K(Ep∗m)). We can argue completely the
same way and get a formula for cσSˆm(uυ), ∀σ ∈ Gal(K1,m,υ/Kp) and the only change
in the corresponding result is to replace Eτηk in the above equation by E
στη
k . Note
map ρ in 3.3.11 is just θ6 ◦ ∪(logχG) here. Combining 5.1.7 and 5.1.8 and chasing
the diagram, we have equality in H1(K1,m,P, (T
′∗
p ⊗ J∞/J [k+1]∞ )/pm):
cρ4 ◦ ρ3 ◦ θ1(S0,m(uP))
= cθ3 ◦ ρ2 ◦ ρ1(S0,m(uP))
= −12
∑
σ∈Gal(K1,m,υ/Kp)
τ∈C
ρ(Ωjpα
−j c
(k − 1)!π
−kπ∗(−mk)ψ¯j(ση)Eστηk (
Ω
ππ∗m
, L,α)ω⊗k)
= −12
∑
σ∈Gal(K1,m,υ/Kp)×C
ρ(Ωjpα
−j c
(k − 1)!π
−kπ∗(−mk)ψ¯j(ση)Eσηk (
Ω
ππ∗m
, L,α)ω⊗k)
(5.1.9)
where the last equality holds becasue
ψ¯(τ) ≡ 1 (mod pm), ∀τ ∈ Gal(K(fp∗m)/K(Ep∗m))
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It follows from this that in equality in H1(K1,m,P, (T
∗
p ⊗ J∞/J [k+1]∞ )/pm)
cρ3 ◦ θ1(S0,m(uP))
= ρ{−12Ωjpα−j
c
(k − 1)!π
−kπ∗(−mk)
∑
σ∈Gal(K1,m,υ/Kp)×C
ψ¯j(ση)Eσηk (
Ω
ππ∗m
, L,α)̟}
def
= ρ(Am,η̟)
(5.1.10)
Now observe Am,η ∈ OK1,m,P/πm is fixed by Gal(K1,m,P/Kp) , since
τ{Ωjp
∑
σ∈Gal(K1,m,υ/Kp)×C
ψ¯j(ση)Eσηk (
Ω
ππ∗m
, L,α)}
≡ ψ¯(τ)jΩjpψ¯(τ)−j
∑
σ∈Gal(K1,m,υ/Kp)×C
ψ¯j(σητ)Eστηk (
Ω
ππ∗m
, L,α)} mod pm
≡ {Ωjp
∑
σ∈Gal(K1,m,υ/Kp)×C
ψ¯j(ση)Eσηk (
Ω
ππ∗m
, L,α)} mod pm
(5.1.11)
So by lemma 19 (3), cAm,η̟ comes from colie(G)
⊗(k+j) ⊗ colie(Gm)⊗(−j)/pm via ρ7
and by the commutative diagram, together with lemma 19 (2), we have the following
equality in H1(Kp, (T
∗
p ⊗ J∞/J [k+1]∞ )/pm):
pecθ1(S0,m(uP)) = p
eAm,η̟ ∪ logχG (5.1.12)
Define Am ∈ Op/pm as follows:
Am =
∑
η∈B
Am,η
= −12Ωjpα−j
c
(k − 1)!π
−kπ∗(−mk)
∑
σ∈Gal(K(fpp∗m)/K)
ψ¯j(σ)Eσk (
Ω
ππ∗m
, L,α)
= −12Ωjpα−j
c
(k − 1)!π
∗(−mk) ∑
σ∈Gal(K(fpp∗m)/K)
ψ¯j(σ)Eσk (
Ω
π∗m
, pL,α)
(5.1.13)
We have by 5.1.12 equality in H1(Kp, (T
∗
p ⊗ J∞/J [k+1]∞ )/pm):
pec
∑
P|p
θ1(S0,m(uP)) = p
eAm̟ ∪ logχG (5.1.14)
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This settles part (1) of the theorem 4. Now our objective is to rewrite
Am and to study its dependence on m. This gives us naturally the definition of A.
Here we use crucially a congruence between p-adic period Ωp with values of weight 1
Eisenstein series which in the case p splits can be found in [3] ( 4.14 (41) ): (but be
careful his notation f,Ω,Ωp are different from ours, m has the same meaning though)
Ωp ≡ −N(fpp∗m)E1( Ω
π∗m
, pL) (mod pm−m0) (5.1.15)
where m0 is a constant independent of m.
We also need a congruence between different Eisenstein numbers as follows:
(see [3] 3.4 (12), in the notation of [3], take c = N(fpp∗m), m = fpp∗m, µ = Ω/ππ∗m)
∀ 0 ≤ j < k,
(−2cE1(µ, L))jEk(µ, L) ≡ (2c)jE−j,k(µ, L) (mod f¯pmp∗) (5.1.16)
or equivalently
(2c)jE−j,k(
Ω
π∗m
, pL) ≡ (−2cE1( Ω
π∗m
, pL))jEk(
Ω
π∗m
, pL) mod pm−j−k (5.1.17)
Using 5.1.15 and 5.1.17, we have:
cΩjpψ¯
j(σ)Eσk (
Ω
π∗m
, pL)
≡ c(Ωσp )jEσk (
Ω
π∗m
, pL) mod pm
≡ c(−N(fpp∗m))j(Eσ1 (
Ω
π∗m
, pL))jEσk (
Ω
π∗m
, pL) mod pm−m0−j−k
≡ c(−N(fpp∗m))jEσ−j,k(
Ω
π∗m
, pL) mod pm−m0−j−k
≡ c(k − 1)!
(√
dK
2π
)j (
Ω
π∗m
)−j−k
L(ψ¯k+j ,
(
K(fpp∗m)/K
c
)
, k) mod pm−m0−j−k
(5.1.18)
where c is an integral ideal of K such that σ = σc ∈ Gal(K(fpp∗m)/K) and the last
equality follows from :
Eσc−j,k(
Ω
π∗m
, pL) = ψ(c)−j−kE−j,k(
Ω
π∗m
, c−1pL)
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and we apply 4.1.10 with m = fpp∗m and Ω = Ω/π∗m = Ω∞/fπ∗m. Note also π in√
dK/2π in 5.1.18 is 3.14 . . .
Remark 13. Recall Ek(z, L,α) = NαEk(z, L) − Ek(z,α−1L), one can apply similar
arguments to Ek(z, ψ(α)α
−1L). The point is the integral and congruence property
we used before for E−j,k(z, L) really requires that L is taken to be the period lattice of
some CM ellptic curve with good reduction at p. Hence we have to apply arguments
above to Ek(z, ψ(α)α
−1L) and not Ek(z,α−1L), since ψ(α)α−1L is the period lattice
of Eσα , not α−1L. This is more nontrivial when we consider K with class number
bigger than 1. Also when E has bad reduction at p as we are going to deal with in
the next section, we replace E by E
′
which has good reduction at p and apply above
arguments to Ek(z, L
′
).
So we get similarly to 5.1.18
cΩjpψ¯
j(σ)Eσk (
Ω
π∗m
,α−1pL)
≡ cψk(α)ψ¯j(σ)(Ωp)jEσk (ψ(α)
Ω
π∗m
, pL) mod pm
≡ cψkψ¯−j(α)ψ¯j(σσα)(Ωp)jψ¯j(σ)Eσσαk (
Ω
π∗m
, pL) mod pm
≡ cψkψ¯−j(α)(k − 1)!
(√
dK
2π
)j (
Ω
π∗m
)−j−k
L(ψ¯k+j,
(
K(fpp∗m)/K
cα
)
, k)
(5.1.19)
LetW be a set of integral ideals prime to fp such that {
(
K(fpp∗m)/K
c
)
; c ∈ W} describes
precisely Gal(K(fpp∗m)/K). Combining 5.1.13, 5.1.18 and 5.1.19, we get
Am ≡ −12cα−j
(√
dK
2π
)j
Ω−j−kπ∗mj
∑
c∈W
{NαL(ψ¯k+j,
(
K(fpp∗m)/K
c
)
, k)
− ψkψ¯−j(α)L(ψ¯k+j,
(
K(fpp∗m)/K
cα
)
, k)} mod pm−m0−j−k
≡ −12cα−j
(√
dK
2π
)j
Ω−j−kπ∗mj(Nα− ψkψ¯−j(α))Lfpp∗(ψ¯k+j, k) mod pm−m0−j−k
(5.1.20)
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Here Lfpp∗(ψ¯
k+j, s) is incomplete L-series. We see the only dependence of right hand
side of 5.1.20 on m is in the term π∗m. But since π∗ = ψ(p∗) is a p-adic unit, there
exists l such that π∗l ≡ 1 mod p. Let
A = −12α−j
(√
dK
2π
)j
Ω−j−k(Nα− ψkψ¯−j(α))Lfpp∗(ψ¯k+j, k) (5.1.21)
which is independent of m. We have
cA ≡ Aml mod pm
for all m sufficently big (so that (l− 1)m > m0+ j+ k), since π∗ml ≡ 1 (mod pm) by
choice of l. This proves (2).
5.1.2 p is a bad reduction prime
In this case the set of places of F∞ lying above p is in 1-1 correspondence with
C × D where C = Gal(F/K)/Gal(Fυ/Kp) and D = Gal(F0,M/F )/Gal(F0,M,υ/Fυ).
Denote in this section Tˆp = Tp(E
′
)⊗(k+j)(−j) and Tˆ ′p = Tp(E ′)⊗(k+j). Continue to use
Tp and T
′
p as defined in last section. We need the following commutative diagrams
analogous to the the two diagrams we used in section 5.1:
H1(Kp, T
∗
p (1)/p
m) //
ρ1

θ1
∑
η∈C H
1(Fm(p),m,υη , Tˆp
∗
(1)/pm)

θ2
H1(Kp, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m) //ρ3
∑
η∈C H
1(Fm(p),m,υη , (Tˆp
∗ ⊗ J∞
J
[k+1]
∞
)/pm)
H0(Kp, (T
∗
p ⊗ J∞J [k+1]∞ )/p
m) //ρ5
OO
∪ logχG ∑
η∈C H
0(Fm(p),m,υη , (Tˆp
∗ ⊗ J∞
J
[k+1]
∞
)/pm)
OO
∪ logχG=∪ logχG′
f−1{colie(G′)⊗(k+j) ⊗ colie(Gm)⊗(−j)}/pm //ρ7
OO
θ4
colie(G
′
)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗Om/pm
OO
θ5
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∑
η∈C H
1(Fm,υη , Tˆp
∗
(1)/pm) //
ρ2

θ2
∑
η∈C H
1(Fm,υη , Tˆp
′∗
(1)/pm)

θ3∑
η∈C H
1(Fm,υη , (Tˆp
∗ ⊗ J∞
J
[k+1]
∞
)/pm) //
ρ4 ∑
η∈C H
1(Fm,υη , (Tˆp
′∗ ⊗ J∞
J
[k+1]
∞
)/pm)
∑
η∈C H
0(Fm,υη , (Tˆp
∗ ⊗ J∞
J
[k+1]
∞
)/pm) //
ρ6
OO
∪ logχG=∪ logχG′ ∑
η∈C H
0(Fm,υη , (Tˆp
′∗ ⊗ J∞
J
[k+1]
∞
)/pm)
OO
∪ logχG
colie(G
′
)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗Om/pm //ρ8
OO
θ5
colie(G
′
)⊗k ⊗Om/pm
OO
θ6
In the last line of the above two diagrams, we denote Om,υη = OFm(p),m,υη ,
Om =
∑
η∈C OFm(p),m,υη and denote Fm,υη = Fm(p),m,υη . The maps in the diagram are:
ρ2i−1, i = 1, 2 are f ◦ res; ρ2i−1, i = 3, 4 are f ◦ inclu; ρ2 is ∪(ζ ′m)⊗(−j) where ζ ′ is
the basis of Tp∗(E
′
) we fixed in our study of coleman power series for elliptic units;
ρ4 = ρ6 are composition of map ∪ζ ′m⊗(−j) with the map induced by multiplication by
(Ω
′
p)
j(α
′
)−j and ρ8 is tensoring with ω
′⊗(−j)⊗ (ds/1+s)⊗j; the maps θi’s are the same
as used before in section 5.1. Note ρ2i, i = 1, . . . , 4 are isomorphisms. By the same
argument as in lemma 19 (2), we see that ker(ρ3) is killed by p
e for some integer e
independent of m for all m big enough; and since Vˆp = Vp(ǫ
k+j), following the same
proof as in lemma 19 (3), we can identify p× the source space of ρ7 as the ǫ−k−j part
of p× the target space under the action of corresponding Galois group. ∀P | p place
of K∞, say P = υτ , τ ∈ D,
ρ1(S0,m(uP)) =
∑
σ∈Gal(Fm(p),m,υ/Kp)×C
f(τσSm(u
′
υ))
=
∑
σ∈Gal(Fm(p),m,υ/Kp)×C
ǫk+j(τσ)τσS ′m(u
′
υ)
(5.1.22)
We also have ρ2(σS
′
m(u
′
υ)) = ψ¯
′ j(σ)σSˆ ′m(u
′
υ), ∀σ where again we denote Sˆ ′m(u′υ) =
S ′m(u
′
υ) ∪ (ζ ′m)⊗(−j). Applying proposition 2 and 3.3.11 we get equality in
H1(Fm(p),m,υη , (Tˆp
′∗
(1)⊗ J∞/J [k+1]∞ )/pm): (∀η ∈ C)
cSˆ ′m(ηu
′
υ) = −12
∑
γ∈B
ρ{ c
(k − 1)!π
−m(p)kπ∗(−mk)Eγηk (
Ω
′
πm(p)π∗m
, L
′
,α)ω
′⊗k} (5.1.23)
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where we denote B as Gal(K(gp∗m)/K(E
′
p∗m)) which comes in with the coleman
power series. Using the diagram we get equality in
∑
η∈C H
1(Fm(p),m,υη , (Tˆp
′∗ ⊗
J∞/J
[k+1]
∞ )/pm) (compare 5.1.9)
cρ4 ◦ ρ3 ◦ θ1(S0,m(uP))
= cθ3 ◦ ρ2 ◦ ρ1(S0,m(uP))
= θ3(
∑
σ∈Gal(Fm(p),m,υ/Kp)×C
cǫk+j(τσ)ψ¯′
k+j
(τσ)τσSˆ ′m(u
′
υ))
= −12
∑
σ∈Gal(Fm(p),m,υ/Kp)×C
γ∈B
ρ{(Ω′p)j(α
′
)−j
c
(k − 1)!(π
′
)−m(p)k(π
′
)∗(−mk)
ǫk+j(γτσ)ψ¯′
j
(γτσ)Eγτσk (
Ω
′
π′m(p)(π′)∗m
, L
′
,α)ω
′⊗k}
(5.1.24)
Hence we get equality in
∑
η∈C H
1(Fm(p),m,υη , (Tˆp
∗⊗J∞/J [k+1]∞ )/pm) (compare 5.1.10):
cρ3 ◦ θ1(S0,m(uP)) = ρ{−12cΩ′jp α
′−j 1
(k − 1)!(π
′
)−m(p)k(π
′
)∗(−mk)
∑
σ∈X
ǫk+j(τσ)ψ¯′
j
(τσ)Eτσk (
Ω
′
π′m(p)(π′)∗m
, L
′
,α)̟
′}
def
= ρ(Am,τ̟
′
)
(5.1.25)
where X = Gal(Fm(p),m,υ/Kp)× B × C. It is easily seen that
σAm,τ = ǫ
−k−j(σ)Am,τ , ∀σ ∈ Gal(Fm(p),m,υ/Kp)× C
Hence there is some element , namely:
f−1(pAm,τ̟
′
) ∈ f
−1{colie(G′)⊗(k+j) ⊗ colie(Gm)⊗(−j)}
pm
that maps to pAm,τ under ρ7. Then by left half of the commutative diagram and the
fact that ker(ρ3) is killed by p
e, we get equality in H1(Kp, (T
∗
p ⊗ J∞/J [k+1]∞ )/pm)∑
P|p
pe+1cθ1(S0,m(uP)) =
∑
τ∈D
f−1(pe+1Am,τ̟
′
) ∪ logχG (5.1.26)
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Now we rewrite Am,τ , applying the same method from last section to E
′
. Let
W be a set of integral ideals of K prime to fp such that {
(
K(gpm(p)p∗m)/K
c
)
; c ∈ W}
describes precisely Gal(K(gpm(p)p∗m)/K). The result is: (compare 5.1.20)
∑
τ∈D
Am,τ ≡ −12cα′−j
(√
dK
2π
)j
Ω
′(−j−k)π
′∗mj
∑
c∈W
ǫk+j(c){NαL(ψ¯′k+j,
(
K(gpm(p)p∗m)/K
c
)
, k)
− ψ′kψ¯′−j(α)L(ψ¯′k+j,
(
K(gpm(p)p∗m)/K
cα
)
, k)} mod pm−m0−m(p)(j+k)
≡ −12cα′−j
(√
dK
2π
)j
Ω
′(−j−k)π
′∗mj(Nα− ψkψ¯−j(α))Lgpp∗(ψ¯k+j, k)
mod pm−m0−m(p)j−m(p)k
(5.1.27)
here in the last equality we used the fact that ψ
′
= ψǫ and ǫ is a finite character,
hence ψ¯′ǫ = ψ¯ and ǫ−k−jψ
′kψ¯′
−j
= ψkψ¯−j. Also when we apply the analogue of
5.1.17, we have to replace m− j − k by m−m(p)j −m(p)k since we are considering
E−j,k(Ω
′
/π
′m(p)π
′∗m, L
′
) now. Recall f ∗ω
′
= rω, f−1(Ω
′
∞) = rΩ∞, we see
Ω
′(−k−j)f−1(̟
′
) = Ω−j−k∞ g
j+k̟
The only dependence of the right hand side of 5.1.27 on m is π
′∗mj term, and again
we can apply the trick before to π
′
and conclude∑
P|p
exp∗(S0(uP))/̟ = −12α′−j
(√
dK
2π
)j
Ω(−j−k)∞ g
k+j(Nα− ψkψ¯−j(α))Lgpp∗(ψ¯k+j, k)
(5.1.28)
5.2 p is nonsplit
Theorem 5. ∃α ∈ O∗K , d ∈ O∗Kp∑
P|p
exp∗(S0(uP)) = djfkα−j
(√
dK
2π
)−j
Ω−k−j∞ (Nα− ψkψ¯−j(α))Lfp(ψ¯k+j, k) (5.2.1)
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Proof. Here we will just argue for the case p is a good reduction prime for E. Notice in
this case there is only one place of K∞ lying above p. We deal with the bad reduction
case in exactly the same way as in the case p splits and is a bad reduction prime,
namely we apply what we do in section 5.1 for F,E
′
, etc. We need the following two
commutative diagrams:
H˜1(Kp, T
∗
p (1)/p
n) //
ρ1

θ1
H˜1(Kn,υ, T
∗
p (1)/p
n)

θ2
H1(Kn,υ, (T
∗
p ⊗ J
[k]
∞
J
[k+1]
∞
)/pn)

θ8
H1(Kp, (T
∗
p ⊗ J∞J [k+1]∞ )/p
n) //ρ3 H1(Kn,υ, (T
∗
p ⊗ J∞J [k+1]∞ )/p
n)
H0(Kp, (T
∗
p ⊗ J∞J [k+1]∞ )/p
n) //ρ5
OO
∪ logχG
H0(Kn,υ, (T
∗
p ⊗ J∞J [k+1]∞ )/p
n)
OO
∪ logχG
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j)/pn //ρ7
OO
θ4
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗OKn,υ/pn
OO
θ7
H˜1(Kn,υ, T
∗
p (1)/p
n) //
ρ2

θ2
H˜1(Kn,υ, T
′∗
p (1)/p
n)

θ3
H1(Kn,υ, (T
∗
p ⊗ J
[k]
∞
J
[k+1]
∞
)/pn) //
ρ4
H1(Kn,υ, (T
′∗
p ⊗ J
[k]
∞
J
[k+1]
∞
)/pn)
H0(Kn,υ, (T
∗
p ⊗ J
[k]
∞
J
[k+1]
∞
)/pn) //
ρ6
OO
∪ logχG
H0(Kn,υ, (T
′∗
p ⊗ J
[k]
∞
J
[k+1]
∞
)/pn)
OO
∪ logχG
colie(G)⊗(k+j) ⊗ colie(Gm)⊗(−j) ⊗OKn,υ/pn //
ρ8
OO
θ5
colie(G)⊗k ⊗OKn,υ/pn
OO
θ6
Remark 14. Note the subtle difference between this diagram and the one used before
for p splits case. By our calculation in the case j = 0, e.g 4.2.4 and 4.2.2, we see
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exp∗(Sn(uυ))/̟ ∈ Kn,υ has p-valuation bounded independent of n, where u is a
generator of module of elliptic units. It follows we have (compare lemma 5)
Lemma 20. Let H˜1(Kn,υ, T
⊗(−k)(1)/πm) be the submodule ofH1(Kn,υ, T⊗(−k)(1)/πm)
generated by (image of) Soule elements ˆSn,m(u) ∈ H1(Kn,υ, T⊗(−k)(1)/πm), ∀u ∈ C∞.
Then there ∃c independent of n,m, and ∃θ, which make the following diagram com-
mutative, for all m ≥ n:
H1(Kn,υ, T
⊗(−k)(1)/πm) //
cι1
H1(Kn,υ, (T
⊗(−k) ⊗ J∞/J [k+1]∞ )/πm)
H˜1(Kn,υ, T
⊗(−k)(1)/πm) //
θ

λ
OO
H1(Kn,υ, (T
⊗(−k) ⊗ J [k]∞ /J [k+1]∞ )/πm)
OO
θ8
colie(G)⊗k ⊗OKn,υ/πm //ι2
33
ρ
ggggggggggggggggggggg
H0(Kn,υ, (T
⊗(−k) ⊗ J [k]∞ /J [k+1]∞ )/πm)
OO
logχG
where λ( ˆ(Sn,m(u)) = c/(k − 1)! π−nkω⊗k ⊗ {( dω )k log(φ−n(gu,ξ))}(ξn) and θ8 is the
natural map induced by J
[k]
∞ /J
[k+1]
∞ → J∞/J [k+1]∞ .
Here the map λ can be thought of as the finite version of dual exponential
map. We will only use the case n = m of the above lemma in the following. If
we were able to prove analogue of proposition 3 (c) in the case p is nonsplit (i.e
c(n) in lemma 5 is independent of n), we do not have to use H˜1(Kp, T
∗
p (1)/π
m).
On the other hand, if c(n) → ∞ (e.g grow like pn), then it implies that the index
of submodule generated by Soule type elements comming from elliptic units inside
H1(Kn,υ, T
∗
p (1))/H
1
f (Kn,υ, T
∗
p (1)) also tends to infinity as n→∞ and then we might
not be able to define λ on the whole H1(Kn,υ, T
∗
p (1)/π
m). Anyway we conclude
following identity (compare with 3.3.11):
ρ(
c
(k − 1)!π
−nkω⊗k ⊗ {( d
ω
)k log(φ−n(gu,ξ))}(ξn))
= θ( ˆ(Sn,n(u)), in H
1(Kn,υ, (T
⊗(−k) ⊗ J [k]∞ /J [k+1]∞ )/πn)
(5.2.2)
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In the diagrams at the beginning of this section, θ3 is the composition of
θ with multiplication by Ωjpα
−j on J [k]∞ /J
[k+1]
∞ /pn. θ2 is induced from θ to make the
following diagram commutative:
H˜1(Kn,υ, T
⊗(−k−j)(1 + j)/πn)

∪ξ⊗jn ǫ⊗(−j)n
//θ2 H1(Kn,υ, (T
⊗(−k−j)(j)⊗ J [k]∞ /J [k+1]∞ )/πn)

∪ξ⊗jn ǫ⊗(−j)n
H˜1(Kn,υ, T
⊗(−k)(1)/πn) //
θ
H1(Kn,υ, (T
⊗(−k) ⊗ J [k]∞ /J [k+1]∞ )/πn)
ρ2 = ∪ξ⊗jn ǫ⊗(−j)n ; ρ4 = ρ6 are the composition of ∪ξ⊗jn ǫ⊗(−j)n with the map induced by
multiplication by Ωjpα
−j; ρ8 is tensoring with ω⊗(−j)⊗ (ds/1+ s)⊗j. It is clear that ρ2
and ρ8 are isomorphisms while the kernel and cokernel of ρ4 and ρ6 are killed by some
fixed power pd of p (can take d to be the p valuation of Ωjp). ρ1, ρ3, ρ5 are restriction
maps and ρ7 is inclusion. θ1 is induced by Zp(1) →֒ J∞ (the same map we used when
p splits); θi, i = 4, 5, 6, 7 are maps in 3.3.5 and 5.0.4.
Notice now we can also make sense of the map:
mult by Ωjp mod p
m : J [k]∞ /J
[k+1]
∞ /p
m → J [k]∞ /J [k+1]∞ /pm
as it is well known that ∀k ∈ Z, J [k]∞ /J [k+1]∞ has an OCp module structure. Define bk
so that the image of following map is pbkOCp .
J [k]∞ /J
[k+1]
∞
λ→ OCp , (image of tk) 7→ 1
Lemma 21. (1): ker(ρ1) and ker(ρ3) are killed by p
e where e is an integer indepen-
dent of n;
(2): after multiplying by pb where b is independent of n, we can identify the source
space of ρ7 with the Gal(Kn,υ/Kp) invariant part of the target space of ρ7.
Proof. Recall T ∗p = Op(ψ−k−jp χjcyclo). Since Gal(Q¯p/Kn,υ) acts trivially on T ∗p (1)/pn,
we get
ker(ρ1) = H
1(Gal(Kn,υ/Kp),Op(η)/pn)
where η = ψ−k−jp χ
1+j
cyclo mod p
n which is a nontrivial character of Gal(Kn,υ/Kp).
Clearly this is killed by a power of p independent of n (only depends on k, j, ψ).
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Hence (1) for ker(ρ1) follows.
We know
ker(ρ3) = H
1(Gal(Kn,υ/Kp), H
0(Kn,υ, T
∗
p ⊗ J∞/J [k+1]∞ /pn)) (5.2.3)
Hence by obvious exact sequence, to prove the claim for ker(ρ3), we just need to
prove that some power of p independent of n kills
H1(Gal(Kn,υ/Kp), H
0(Kn,υ, T
∗
p ⊗ J [i]∞/J [i+1]∞ /pn))
for each 1 ≤ i ≤ k. Recall J [i]∞/J [i+1]∞ ∼= pbiOCp under the map λ above. By definition,
the action of Gal(Q¯p/Kn,υ) on T
∗
p ⊗ J [i]∞/J [i+1]∞ /pn is trivial. Hence as Gal(Q¯p/Kn,υ)
modules
T ∗p ⊗ J [i]∞/J [i+1]∞ /pn ∼= pbiOCp/pn
By the following obvious exact sequence (note OCp/pn ∼= OQ¯p/pn):
H0(Kn,υ, p
biOCp)/pn →֒ H0(Kn,υ, T ∗p ⊗ J [i]∞/J [i+1]∞ /pn)→ H1(Kn,υ, pbiOQ¯p)
together with pH1(Kn,υ,OQ¯p) = 0 ([11] theorem 3), we conclude that
pH0(Kn,υ, T
∗
p ⊗ J [i]∞/J [i+1]∞ /pn) = pbi+1OKn,υ/pn (5.2.4)
as H0(L,OCp) = OL for any local field L, by [7] 2.2.4 (3).
Hence we just need to prove
pdH1(Gal(Kn,υ/Kp),OKn,υ/pn(φi)) = 0, ∀1 ≤ i ≤ k (5.2.5)
for some d independent of n, where φi = ψ
−k−jχi+jcyclo mod p
n which is a nontriv-
ial character of Gal(Kn,υ/Kp). This follows immediately by applying lemma 11 to
Kn,υ/Kp. Hence (1) for ker(ρ3).
Finally, since we have the following obvious exact sequence:
0→ Op/pn → (OKn,υ/pn)G → H1(G,OKn,υ)
where G = Gal(Kn,υ/Kp), we see to prove (2) in the lemma 21, we just need to prove
that p2 kills H1(Gal(Kn,υ/K1,υ),OKn,υ). This follows from lemma 10 we have proved
before.
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Remark 15. Sen’s result (i.e lemma 9) exactly deal with wildly ramified field extension
case (as we are in now). The unramified or tamely ramified case is trivial.
Now we are ready to prove theorem 5, using the 2 commutative diagrams at
the beginning of this section. By definition, we see
ρ2 ◦ ρ1(S0,n(uυ)) = ρ2(
∑
σ∈Gal(Kn,υ/Kp)
σSn,n(uυ))
=
∑
σ∈Gal(Kn/K)
ψ¯j(σ)σ ˆSn,n(uυ)
(5.2.6)
where we use ˆSn,n(uυ) to denote Sn,n(uυ) ∪ ξ⊗jǫ−j which is just the image of norm
compatible units {un} in H1(Kn,υ, Tp(E)⊗(−k)(1)/pn) defined just as we did in defi-
nition 4 case j = 0 and p is a good reduction prime. Again using proposition 2 and
5.2.2, we have equality in H1(Kn,υ, (T
′∗
p ⊗ J [k]∞ /J [k+1]∞ )/pn):
θ(σ ˆSn,n(uυ)) =
∑
τ∈C
ρ(
c
(k − 1)!π
−nkω⊗k ⊗ {( d
ω
)k log(φ−nP (λ(t))τσ)}(ξn))
=
∑
τ∈C
ρ((
c
(k − 1)!π
−nkω⊗k ⊗ {( d
ω
)k log(φ−nΘτσ(Ω− z, L,α))} |z=vn/πn)
= −12
∑
τ∈C
ρ((
c
(k − 1)!π
−nkEτσk (
Ω
πn
, L,α)ω⊗k), ∀σ ∈ Gal(Kn/K)
(5.2.7)
Here we use C to denote Gal(K(Efpn)/K(Epn)). By 5.2.6 and 5.2.7 and using the
above diagram, we get in H1(Kn,υ, (T
′∗
p ⊗ J [k]∞ /J [k+1]∞ )/pn)
θ3 ◦ ρ2 ◦ ρ1(S0,n(uP))
= Ωjpα
−j ∑
σ∈Gal(Kn/K)
ψ¯j(σ)θ3(σ ˆSn,n(uυ))
= −12
∑
σ∈Gal(Kn/K)
τ∈C
ρ{cΩjpα−j
1
(k − 1)!π
−nkψ¯j(τσ)Eτσk (
Ω
πn
, L,α)ω⊗k}
= −12
∑
σ∈Gal(Kfpn/K)
ρ{cΩjpα−j
1
(k − 1)!π
−nkψ¯j(σ)Eσk (
Ω
πn
, L,α)ω⊗k}
(5.2.8)
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Since ker(ρ4) is killed by some p
d, with d independent of n, it follows we have equality
in H1(Kn,υ, (T
∗
p ⊗ J∞/J [k+1]∞ )/pn),
ρ3 ◦ θ1(pdS0,n(uυ))
= θ8 ◦ θ2 ◦ ρ1(pdS0,n(uυ))
= ρ{−12cpdΩjpα−j
1
(k − 1)!π
−nk ∑
σ∈Gal(Kfpn/K)
ψ¯j(σ)Eσk (
Ω
πn
, L,α)̟}
def
= ρ(pdAn̟)
(5.2.9)
Since σΩp = ψ¯(σ)Ωp, ∀σ ∈ Gal(Kn/K), we see that An ∈ OKn,υ/pn is fixed by
Gal(Kn/K). Hence by lemma 21, (2), we see p
bAn̟ is in the image of ρ7 and by
the commutative diagram, and also lemma 21 (1), we have equality in H1(Kp, (T
∗
p ⊗
J∞/J
[k+1]
∞ )/pn):
pe+d+bθ1(cS0,n(uυ)) = p
e+d+bAn̟ ∪ logχG (5.2.10)
Lemma 22. Let p | p and p does not split. Suppose (f, p) = 1 and v be a primitive
fpn torsion point of L which is the period lattice of E with good reduction at p. Then
πnE1(v, L) and π
jE−j,k(v, L) are p integral for 0 < j < k, k > 1, where π = ψ(p) is a
uniformizer of K at p.
Remark 16. Analogue of this in the case p splits can be found in [3] 3.3 (i.v). We
need this to make sense of congruence like 5.1.17.
Proof. First prove that Ek(v, L) is p integral, ∀k ≥ 3. The point is one can easily
verify from the definition that Ek(v, L) = (−1)kP(k−2)(v, L). But since v is a primitive
fpn torsion point of L, ε(v, L) is not in the kernel of reduction modulo p map, where
ε(−, L) : C/L→ E, z 7→ (x, y), x = P(z), y = P ′(z)
Hence its x and y coordinates are integral at p and by an easy induction we get
P(k−2)(v, L) is also integral at p, for all k ≥ 3. Note this argument holds for p
splits as well as for p which is nonsplit. Now when p nonsplits, in [14], Yager proved
by a careful study of congruence arising from formal group Eˆp that p
nE1(v, L) is p
73
integral (see cor 3.6 of [14]). To deduct this from his cor 3.6 just notice his un =
−2P(Ω∞/πn)/P ′(Ω∞/πn) hence is p integral.
For k = 2 case, we can use a trick by de Shalit [3] P60, (10). Finally we use 4.1.9 to
conclude πjE−j,k(v, L) is p integral, for 0 ≤ j < k, k > 1.
Yager has proved stronger results: Let vn = Ω∞/fπn = Ω/πn, then
f¯πnE1(vn, L) ≡ f¯πn+1E1(vn+1, L) mod pn−1
and so γ
def
= limn→∞ f¯πnE1(vn, L) exists. In [14] prop 4.5 and th 5.5 Yager studied
Galois action and p valuation of γ. It turns out they coincide with those of Ωp.
Thanks to his result, we know now ∃d ∈ O∗Kp such that Ωp = dγ and hence
Ωp ≡ df¯πnE1(Ω/πn, L) mod pn−1 (5.2.11)
By 4.1.9 and lemma 22, we get:
(f¯πnE1(vn, L))
jEk(vn, L) ≡ (f¯πn)jE−j,k(vn, L) mod pn
c
(k − 1)!π
−nkΩjpψ¯
j(σb)E
σb
k (vn, L)
≡ c
(k − 1)!π
−nk(Ωjp)
σbEσbk (vn, L) mod p
n
≡ c
(k − 1)!π
−nkdj(f¯πn)jE−j,k(ψ(b)vn, L) mod pn
≡ djf−jc
(√
dK
2π
)−j
Ω−k−jLfpn(ψ¯k+j, σb, k) mod pn
(5.2.12)
where in the last congruence we use 4.1.10, with Ω = vn = Ω∞/fπn, m = fpn and
c = b. Now combining with 5.2.9, we get
An ≡ cα−jdjf−j
∑
σ∈Gal(K(fpn)/K)
(√
dK
2π
)−j
Ω−k−jN(α)Lfpn(ψ¯k+j, σ, k)
− (ψkψ¯−j)(α)Lfpn(ψ¯k+j, σσα, k) mod pn
≡ cα−jdjfk
(√
dK
2π
)−j
Ω−k−j∞ (N(α)− (ψkψ¯−j)(α))Lfp(ψ¯k+j, k) mod pn
(5.2.13)
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Call the right hand side to be cA which is independent of n. By 5.2.10, we have:
exp∗(pe+d+bcS0(uυ))/̟ ≡ pe+d+bcA mod pn, ∀n > 0
where b, c, d, e are constants independent of n. Hence we conclude:
exp∗(S0(uυ))/̟ = d
jα−jfk
(√
dK
2π
)−j
Ω−k−j∞ (N(α)− (ψkψ¯−j)(α))Lfp(ψ¯k+j, k)
(5.2.14)
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CHAPTER 6
SHAFAREVICH-TATE GROUP
Recall p-adic realization for Mk,j is
Vp =

Qp(ϕp)⊕Qp(ϕp∗) if p splitsKp(ϕp) if p does not split (6.0.1)
We will consider p splits case and p nonsplit case separately. It does not matter
whether p is a good reduction prime for E or not.
6.1 p splits
Define
Sel(p) = Ker
(
H1(Q, Vp/Tp)→
∏
l<∞
H1(Ql, Tp ⊗Qp/Zp)
H1f (Ql, Tp)⊗Qp/Zp
)
= Ker
(
H1(Q, Vp/Tp)→
∏
l 6=p
H1(Ql, Vp/Tp)× H
1(Qp, Vp/Tp)
H1f (Qp, Tp)⊗Qp/Zp
)
∼= Ker
(
H1(K, Vp/Tp)→
∏
ν 6=p
H1(Kν ,Qp/Zp(ϕp))× H
1(Kp,Qp/Zp(ϕp))
H1f (Kp,Zp(ϕp))⊗Qp/Zp
)
(6.1.1)
Here is the reason for the last equality:
• First we have restriction map H1(Q, Vp/Tp) ∼= H1(K, Vp/Tp)Gal(K/Q) and since
H1(K, Vp/Tp) = H
1(K,Qp/Zp(ϕp))⊕H1(K,Qp/Zp(ϕp∗))
where τ ∈ Gal(K/Q) acts by swapping the two factors, we have
H1(K,Qp/Zp(ϕp)) ∼= H1(K, Vp/Tp)Gal(K/Q)
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under which θ 7→ θ⊕τθ. The same argument applies to local Galois cohomology
groups at ν | l and l is nonsplit:
H1(Kν , Vp/Tp)
Gal(Kν/Ql) ∼= H1(Kν ,Qp/Zp(ϕp))
Hence in such case we have the following commutative diagram:
H1(Q, Vp/Tp) //
∼=
res

res
H1(K, Vp/Tp)
Gal(K/Q) //
∼=

res
H1(K,Qp/Zp(ϕp))

res
H1(Ql, Vp/Tp) //
∼=
res H
1(Kν , Vp/Tp)
Gal(Kν/Ql) //
∼=
H1(Kν ,Qp/Zp(ϕp))
Ker(H1(Q, Vp/Tp)→ H1(Ql, Vp/Tp))
∼= Ker(H1(K,Qp/Zp(ϕp))→ H1(Kν ,Qp/Zp(ϕp)))
(6.1.2)
• In the case l 6= p and l splits in K/Q, say l = νν∗, we have the following
commutative diagram:
H1(Q, Vp/Tp) //
∼=

res
H1(K,Qp/Zp(ϕp))

( res,res)
H1(Ql, Vp/Tp) //
∼=
H1(Kν ,Qp/Zp(ϕp))⊕H1(Kν∗ ,Qp/Zp(ϕp))
where in the bottom row we use identification:
H1(Kν ,Qp/Zp(ϕp∗)) ∼= H1(Kν∗ ,Qp/Zp(ϕp))
From this diagram it follows that
Ker(H1(Q, Vp/Tp)→ H1(Ql, Vp/Tp))
∼= ∩ω=ν,ν∗Ker(H1(K,Qp/Zp(ϕp))→ H1(Kω,Qp/Zp(ϕp)))
(6.1.3)
• similarly we have commutative diagram:
H1(Q, Vp/Tp) //
∼=

res
H1(K,Qp/Zp(ϕp))

( res,res)
H1(Qp,Vp/Tp)
H1f (Qp,Tp)⊗Qp/Zp
//
∼= H1(Kp ,Qp/Zp(ϕp))
H1f (Kp ,Zp(ϕp))⊗Qp/Zp
⊕H1(K∗p,Qp/Zp(ϕp))
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where the bottom isomorphism is because H1f (Qp,Zp(ϕp∗)) is finite torsion
group.
We see from these that we also have the following:
S
′ def
= Ker
(
H1(Q, Vp/Tp)→
∏
l 6=p
H1(Ql, Tp ⊗Qp/Zp)
H1f (Ql, Tp)⊗Qp/Zp
× H
1(Qp, Vp/Tp)
H1(Qp,Qp/Zp(ϕp))
)
∼= Ker
(
H1(K,Qp/Zp(ϕp))→
∏
ν 6=p
H1(Kν ,Qp/Zp(ϕp))
)
(6.1.4)
We have by definition :
0 // Sel(p) // S
′
(p) //
A
′
p
Ap
(6.1.5)
where Ap = H
1
f (Qp,Zp(ϕp)) ⊗ Qp/Zp ⊆ A′p = H1(Qp,Qp/Zp(ϕp)). We are going
to relate S
′
(p) to familiar objects in Iwasawa theory, and find the exact difference
between Sel(p) and S
′
(p).
Lemma 23. S
′
(p) ∼= Hom(X∞,Qp/Zp(ϕp))G∞ where X∞ is the Galois group over
K∞ of the maximal p-abelian unramified outside places above p extension of K∞.
Proof. First note H1(G∞,Qp/Zp(ϕp)) = H2(G∞,Qp/Zp(ϕp)) = 0 as p-cohomological
dimension of G∞ is 1, and that 1−σ acts invertibly on Qp(ϕp) where σ is a generator
of G∞. So restriction induces an isomorphism:
H1(K,Qp/Zp(ϕp)) ∼= H1(K∞,Qp/Zp(ϕp))G∞
It is well known from criterion of Ogg-Neron-Shafarevich that E has good reduction
at all places of K(Ep) not lying above p. For place λ 6= p of K, let Iλ be the inertia
subgroup of Gal(Kλ/Kλ) and let I
′
λ = Iλ ∩Gal(Q¯/K∞).Then I
′
λ is of finite index in
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Iλ and [Iλ : I
′
λ] is prime to p since #((Gal(K(Ep)/K)) is prime to p. We have the
following commutative diagram:
H1(K,Qp/Zp(ϕp)) //

res
H1(Kλ,Qp/Zp(ϕp)) //
ρ1
H1(Iλ,Qp/Zp(ϕp))

ρ2
H1(K∞,Qp/Zp(ϕp))G∞ //
∼=
Hom(X∞,Qp/Zp(ϕp))G∞ // H1(I
′
λ,Qp/Zp(ϕp))
Hom(I
′
λ,Qp/Zp(ϕp))
where X∞ is the Galois group over K∞ of the maximal p-abelian extension of K∞.
The map ρ1 is injective, since
Ker(ρ1) ∼= H1(Kunrλ /Kλ,Qp/Zp(ϕp)Iλ) = 0
This is trival when (f, λ) = 1 as then Qp/Zp(ϕp)
Iλ = Qp/Zp(ϕp) is divisible. When
(f, λ) 6= 1, then since ϕp factors through K(fp∞) , so ϕp(I ′λ) is a nontrival finite
subgroup of O∗p. Since 1 + pOp has no torsion, we see ϕp(I ′λ) * 1+ pOp which inplies
again Ker(ρ1) is trivial. Note ρ2 is also injective, as #(Iλ/I
′
λ) is prime to p. From
this diagram, we see that
S
′
(p) ∼= Hom(X∞,Qp/Zp(ϕp))G∞ ∼= Hom(Ξ∞/C∞,Qp/Zp(ϕp))G∞ (6.1.6)
where the second isomorphism comes from the class field exact sequence:
0 // A∞/C∞ // Ξ∞/C∞ // X∞ // A∞ // 0 (6.1.7)
where A∞ = limF⊂K∞ Cl(F ). Using Main conjecture in Iwasawa theory for K as
proved in [10] 4.4, applying the 1 variable version when j = 0 and 2 variable version
when j > 0, we get the second isomorphism and we know from this S
′
(p) is a finite
torsion group as Ξ∞/C∞ is a torsion Λ module in this case (p splits). Hence by 6.1.5,
Sel(p) is also finite and so Sel(p) =
⊔
(p). By the way this also gives us A(Q) is finite
torsion in our case, since A(Q)⊗ Zp = H1f,spec(Z)(Q, Tp) which is finite as
H1f,spec(Z)(Q, Tp)⊗Qp/Zp →֒ Sel(p) (6.1.8)
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Remark 17. • Lemma 23 and its proof, except the second isomorphism in 6.1.6
holds word for word in the case p is nonsplit.
• One can prove in the most general situation that ⊔(p) is finite. The hard part
is to prove it is 0 for almost all p and to link the order to special values of
L functions. Lemma 23 enables us to do so for S
′
(p) by the well known link
between Ξ∞/C∞ and p adic L functions of K. This had been done in both [5]
and [6]. In our approach we do not do this, rather we note #(S
′
(p)) will cancel
another term in Tamagawa number formula 2.2.6. Now we just need to pin
down exactly the difference between Sel(p) and S
′
(p).
For this purpose we need a more refined version of 6.1.5 as follows. First a general
remark: Let Vp be a p-adic de Rham representation of Gal(Q¯/Q). Then
Sel(p) ∼= Ker

H1(GSp, Vp/Tp)→ ∏
l∈Sp
H1(Ql, Vp/Tp)
H1f (Ql, Tp)⊗Qp/Zp


where Sp = {l : Vp is ramified at l }∪{p} and GSp is the absolute Galois group of the
maximal p extension of Q unramified outside places in Sp. This follows from the fact
that
H1(Ql, Vp/Tp)
H1f (Ql, Tp)⊗Qp/Zp
⊆ H1(Qunrl , Vp/Tp) = Hom(Il, Vp/Tp), ∀l /∈ Sp
by definition. Now back to our case Vp as given in the beginning of this section and
p splits. Consider the commutative diagram:
0 // 0 // H1(GSp, Vp/Tp) //
id

λ
H1(GSp, Vp/Tp) //

res
0
0 //
A
′
p
Ap
// ⊕l∈Sp H
1(Ql,Vp/Tp)
H1f (Ql,Tp)⊗Qp/Zp
// ⊕l∈Sp,l 6=p H
1(Ql,Vp/Tp)
H1f (Ql,Tp)⊗Qp/Zp
⊕ H1(Qp,Vp/Tp)
A′p
// 0
It follows from this by snake lemma that
0 // Sel(p) // S
′
(p) //
A
′
p
Ap
// coker(λ) // coker(res) // 0 (6.1.9)
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We also have the following variant of the Poitou-Tate exact sequence:
0 // Sel(p) // H1(GSp, Vp/Tp) //
λ ⊕l∈Sp H
1(Ql,Vp/Tp)
H1f (Ql,Tp)⊗Qp/Zp

∼=
0 H2(GSp, Vp/Tp) H
1
f,spec(Z)(Q, T
∗
p (1))
∨oo ⊕l∈SpH1(Ql, T ∗p (1))∨oo ρ∗
where (−)∨ means the Pontrayagin dual. If we apply our argument of finitness of
Sel(p) to similarly defined Selmer group for T ∗p (1) everything still works, in particular
we will have
S
′
(T ∗p (1)) ∼= Hom(X∞,Qp/Zp(ϕ−1p χcyclo))G∞
except in this case ϕ−1p χcyclo = ψ
−k−j
p χ
1+j
cyclo so we have to use 2 variable version of
Main conjecture even if j = 0. We conclude Sel(T ∗p (1)) is still finite and hence
H1f,spec(Z)(Q, T
∗
p (1)) is also finite torsion whose order is #((V
∗
p (1)/T
∗
p (1))
GQ). Since
ρ∗ is onto, it induces an isomorphism of coker(λ) onto H1f,spec(Z)(Q, T
∗
p (1))
∨. In par-
ticular, #(coker(λ)) = #((V ∗p (1)/T
∗
p (1))
GQ). Now (A
′
p/Ap)
∨ ∼= H1f (Qp,Zp(ϕ−1p χ)) is
a finite torsion group which has order
δp
def
= #(H0(Qp,Qp/Zp(ψ
−k−j
p χ
1+j))) (6.1.10)
In order to prove coker(res) = 0, by 6.1.9, we just need to prove that any representa-
tive of coker(λ) can be changed by an element of A
′
p/Ap so as to lie in Im(λ) which
by the Poitou-Tate exact sequence, it is enough to show that ρ∗ maps A
′
p/Ap onto
H1f,spec(Z)(Q, T
∗
p (1))
∨. But we see that
ρ : H1f,spec(Z)(Q, T
∗
p (1)) →֒ (A
′
p/Ap)
∨
It follows that ρ∗ maps A
′
p/Ap ⊂ ⊕l∈SpH1(Ql, Vp/Tp)/(H1f (Ql, Tp) ⊗Qp/Zp) already
onto H1f,spec(Z)(Q, T
∗
p (1))
∨, hence the map ”res” is actually onto. Hence by 6.1.9 we
have
#(Hom(Ξ∞/C∞,Qp/Zp(ϕp))G∞)−1δp = #((V ∗p (1)/T
∗
p (1))
GQ)#(
⊔
(p))−1 (6.1.11)
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6.2 p is nonsplit
Here the basic idea is still try to apply Iwasawa Main conjecture for p non-
split case ([10] 4.4 (ii)). The proof will be somewhat different from p splits case and
it is essentially due to Rubin who dealt with the case k = 1, j = 0. In this section,
Vp = Kp(ϕp). First consider
S(p)
def
= Ker
(
H1(K, Vp/Tp)→
∏
ν⊂OK
H1(Kν , VP/Tp)
H1f (Kν , Tp)⊗Kp/Op)
)
Lemma 24. Sel(p) = S(p)Gal(K/Q)
Proof. This follows from:
• if l splits and l 6= p, say l = νν∗, the following diagram commutes:
H1(Q, Vp/Tp) //
∼=
res

res
H1(K, Vp/Tp)
Gal(K/Q)

(res,res)
H1(Ql, Vp/Tp) //
ρ
H1(Kν , Kp/Op(ϕp))⊕H1(Kν∗ , Kp/Op(ϕp))
where ρ(f) = (f, τ(f)) is injective.
• by definition of H1f , the restriction map gives isomorphism:
H1(Qp, Vp/Tp) ∼= H1(Kp, Vp/Tp)Gal(Kp/Qp)
which induces:
H1f (Qp, Tp)⊗Qp/Zp ∼= H1f (Kp, Tp)⊗Kp/Op)Gal(Kp/Op)
and the following diagram commutes:
H1(Q, Vp/Tp) //
∼=
res

res
H1(K, Vp/Tp)
Gal(K/Q)

res
H1(Qp, Vp/Tp)/(H
1
f (Qp, Tp)⊗Qp/Zp) //
∼=
res
( H
1(Kp ,Vp/Tp)
H1f (Kp ,Tp)⊗Kp/Op
)Gal(Kp/Op)
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• if l is nonsplit, ν | l, then
H1(Q, Vp/Tp) //
∼=
res

res
H1(K, Vp/Tp)
Gal(K/Q)

H1(Ql, Vp/Tp) //
∼=
res H
1(Kν , Kp(ϕp))
Gal(Kν/Ql)
Define
S
′
(p) = Ker
(
H1(K, Vp/Tp)→
∏
ν 6=p
H1(Kν , VP/Tp)
H1f (Kν , Tp)⊗Kp/Op)
)
As remarked in last section, restrction gives:
H1(K, Vp/Tp) ∼= H1(K∞, Vp/Tp)G∞
which induces S
′
(p) ∼= Hom(X∞, Kp/Op(ϕp))G∞ . It is clear that
S(p) = Ker
(
S
′
(p)→ H
1(Kp, Vp/Tp)
H1f (Kp, Tp)⊗Kp/Op
)
(6.2.1)
Now unlike in the case p splits, X∞ is no longer a torsion Λ module. Yet we
can still apply Main conjecture as follows.
Write G∞ = Γ × ∆, where ∆ = Gal(K(Ep)/K) is a finite group of order
prime to p. Let χ = ϕ |∆. We have seen:
H1(Kp, Vp/Tp) ∼= Hom(Ξ∞, Kp/Op(ϕp))G∞
∼= Hom(Ξχ∞, Kp/Op(ϕp))Γ
Denote η : H1f (Kp, Tp)⊗Kp/Op → Hom(Ξχ∞,Op(ϕp))Γ. Recall Ξχ∞ = Ξ1∞⊕Ξ2∞ where
Ξ1∞ and Ξ
2
∞ are free rank 1 Λ module with δ(Ξ
2
∞) = 0 for a generator δ of the image
of η. By 6.2.1 we see that
S(p) = {f ∈ Hom(Ξχ∞, Kp/Op(ϕp))Γ : f |Ξ∞ ∈ Image(η)} (6.2.2)
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Now since we have calculated in previous sections that δ(u) 6= 0 for u ∈ C∞ our chosen
generator. Hence Ξˆ
def
= Ξχ∞/(Ξ
2,C∞) is a torsion Λ module. Let Xˆ be the quotient of
Xχ∞ by the image of Ξ
2
∞ under the class field theory map:
Ξ2∞ ⊆ Ξχ∞ → Ξχ∞/A∞
χ →֒ Xχ∞
then by 6.2.2, we have
S(p) = Hom(Xˆ, Kp/Op(ϕp))Γ
Now for out fixed k, j, assume nonsplit prime p satisfies that χ = ψk+jp χ
−j
cyclo|∆ is
nontrival, (note this is the only place in the paper where we use this assumption on
p. One should be able to remove this condition in the nonsplit case of Iwasawa Main
conjecture as proved by Rubin [10]) we can then apply [10] theorem 10.6 which gives
via 6.1.7 (see [10] 11.13) Char(Xˆ) = Char(Ξˆ). By [10] theorem 5.3 (v) and theorem
11.12(ii), Xˆ and Ξˆ has no finite torsion submodule, hence
S(p) = Hom(Ξχ∞/(Ξ
2,C∞), Kp/Op(ϕp))Γ (6.2.3)
6.3 Putting everything together
Before we finally deduce our main theorem from all these computations of
exp∗, let us remark on the constant Nα − (ψkψ¯−j)(α) that always comes up in our
formulas: ∀α, (α, fp) = 1,
Nα− (ψkψ¯−j)(α) = −ψkψ¯−j(α)(1− ψ−kψ¯jχcyclo(α))
Since ψ(α) is a generator of α, hence ψkψ¯−j(α) is a p unit. It is clear we can choose
an integral ideal α such that
∣∣Nα− (ψkψ¯−j)(α)∣∣−1
p
= #(H0(Kp, Kp/Op(ψ−kψ¯jχcyclo))) (6.3.1)
Now to finish the proof of the main theorem, or to verify both sides of 2.2.6 have the
same p valuation, for p 6= 2, 3 and p ∤ dK , we just need to observe:
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1. when p splits, this follows from 3.3.2 4.2.4, 4.2.7, 5.1.3, 5.1.21, 5.1.28 and 6.1.11.
Also notice the constants f, g or α, α
′
in these equations all have p valuation 0.
Note
µp(H
1
f (Qp, Tp))
|Pp(V, 1)|−1p
= |a|−1p #(H0(Qp,Qp/Zp(ϕp∗)))
and
Lfp(ψ¯
k+j ,k)
Pp(V,1)
× #(H0(Qp,Qp/Zp(ϕp∗))) exactly takes care of L(ψ¯k+j, k) and
by above remark,
∣∣Nα− (ψkψ¯−j)(α)∣∣−1
p
cancels the term δp that comes in
#(V ∗p (1)/T
∗
p (1))
GQ)#(
⊔
(p))−1).
2. when p is inert, p | p, we have proved so far: under expKp : DR(Kp, Kp(ϕp))→
H1f (Kp, Kp(ϕp)) we have
exp(L/L0 ⊗Op) = aH1f (Kp,Op(ϕp))
and by 4.2.4 4.2.7 , 5.2.1 and 3.1.7, we see
|a|−1p = |b|−1p
=
∣∣∣∣∣
(√
dK
2π
)−j
Ω−k−j∞ (Nα− ψkψ¯−j(α))Lfp(ψ¯k+j, k)
∣∣∣∣∣
−1
p
×#(HomG∞(Ξ∞/(Ξ2∞,C∞), Kp/Op(ϕp)))
(6.3.2)
Here again we do not care p units α, d, f (or g).We have commutative diagram:
DR(Kp, Kp(ϕp)) //
expKp
H1f (Kp, Kp(ϕp))
DR(Qp, Kp(ϕp)) //
exp
OO
inclu
H1f (Qp, Kp(ϕp))
OO
res
By this diagram we view the second row as the Gal(Kp/Qp) ∼= Gal(K/Q) fixed
part of the first row. Note(√
dK
2π
)−j
Ω−k−j∞ Lfp(ψ¯
k+j, k) ∈ Q
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hence we get
µ̟,p(H
1
f (Kp,Op(ϕp))) =
∣∣∣∣∣
(√
dK
2π
)−j
Ω−k−j∞ (Nα− ψkψ¯−j(α))Lfp(ψ¯k+j, k)
∣∣∣∣∣
−1
p
×#(HomG∞(Ξ∞/(Ξ2∞,C∞), Kp/Op(ϕp))Gal(K/Q))
(6.3.3)
By 6.2.3 and lemma 24 , we get
#(
⊔
(p)) = #(Sel(p)) = #(HomG∞(Ξ∞/(Ξ
2
∞,C∞), Kp/Op(ϕp))Gal(K/Q))
Hence we get both sides of 2.2.6 have the same p valuation when p is inert.
3. when p ramifies, all our computations on exp∗(u) and #(
⊔
(p)) still holds. the
only discrepency is the term
√
dK which seems to have different power on both
sides of 2.2.6.
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