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Abstract
We shall weaken the conditions of monotonicity given by Chandra [J. Math. Anal. Appl. 275
(2002) 13–26], where he investigated trigonometrical polynomials associated with f ∈ Lip(α,p)
(0 < α  1, p  1) to approximate f in Lp-norm to the degree of O(n−α) (0 < α  1).
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let f be 2π -periodic and let f ∈ Lp[0,2π] = Lp for p  1. Denote
sn(f ;x) = 12a0 +
n∑
k=1
(ak coskx + bk sin kx) ≡
0∑
k=0
Ak(f ;x),
partial sum of the first (n + 1) terms of the Fourier series of f ∈ Lp (p  1) at a point x ,
furthermore let
ωp(δ;f ) = sup
0<|h|δ
{
1
2π
2π∫
0
∣∣f (x + h) − f (x)∣∣p dx
}1/p
,
the integral modulus of continuity of f ∈ Lp .
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ωp(δ;f ) = O(δα),
then we write f ∈ Lip(α,p) (p 1).
Throughout ‖ · ‖p will denote Lp-norm, defined by
‖f ‖p =
{
1
2π
2π∫
0
∣∣f (x)∣∣p dx
}1/p (
f ∈ Lp (p  1)
)
.
In the present paper, we shall consider approximation of f ∈ Lp by trigonometrical
polynomials Nn(f ;x) and Rn(f ;x), where
Nn(f ;x) = 1
Pn
n∑
m=0
pn−msm(f ;x), Rn(f ;x) = 1
Pn
n∑
m=0
pmsm(f ;x),
Pn = p0 + p1 + p2 + · · · +pn = 0 (n 0),
and, by convention, p−1 = P−1 = 0.
The case pn = 1 for all n 0 of either Nn(f ;x) or Rn(f ;x) yields
σn(f ;x) = 1
n + 1
n∑
m=0
sm(f ;x).
We shall also use the notations
∆gn = gn − gn+1, ∆mg(n,m) = g(n,m) − g(n,m + 1).
A positive sequence c := {cn} is called almost monotone decreasing (increasing) if there
exists a constant K := K(c), depending on the sequence c only, such that for all nm
cn Kcm (Kcn  cm).
Such sequences will be denoted by c ∈ AMDS and c ∈ AMIS, respectively.
Recently, Chandra [2] proved three interesting theorems on the trigonometric approxi-
mation and gave numerous attractive corollaries, some of them give sharper estimates than
the results proved, e.g., by Quade [7], Mohapatra and Russell [6], and by himself earlier [1].
The most interesting results of Chandra treat the case α = 1.
We intend to generalize further some of his results. Next we recall only one of his
theorems and a part of another one, which will be developed here.
In [2], among others, the following theorems were proved.
Theorem A. Let f ∈ Lip(α,p) and let {pn} be positive such that
(n + 1)pn = O(Pn). (1.1)
If either
(i) p > 1, 0 < α  1 and (ii) {pn} is monotonic,
or
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then ∥∥f − Nn(f )∥∥p = O(n−α).
Theorem B. Let f ∈ Lip(α,1), 0 < α < 1, and let {pn} be positive and non-decreasing
with (1.1). Then∥∥f − Rn(f )∥∥1 = O(n−α).
We see that all of the results recalled in Theorems A and B have conditions with
monotone sequences {pn}.
In some previous papers [3–5] we established results where the conditions of mono-
tonicity were replaced by weaker assumptions.
In this note we also want to lighten the monotonicity conditions of the cited theorems.
More precisely, we prove the following:
Theorem 1. Let f ∈ Lip(α,p) and let {pn} be positive. If one of the conditions
(i) p > 1, 0 < α < 1 and {pn} ∈ AMDS,
(ii) p > 1, 0 < α < 1, {pn} ∈ AMIS and (1.1) holds,
(iii) p > 1, α = 1 and ∑n−1k=1 k|∆pk| = O(Pn),
(iv) p > 1, α = 1, ∑n−1k=0 |∆pk| = O(Pn/n) and (1.1) holds,
(v) p = 1, 0 < α < 1 and ∑n−1k=−1 |∆pk| = O(Pn/n)
maintains, then∥∥f − Nn(f )∥∥p = O(n−α). (1.2)
Theorem 2. Let f ∈ Lip(α,1), 0 < α < 1. If the positive {pn} satisfies (1.1) and the con-
dition
∑n−1
k=0 |∆pk| = O(Pn/n) holds, then∥∥f − Rn(f )∥∥1 = O(n−α). (1.3)
It is very easy to examine that all of our conditions claim less than the requirements of
Theorems A and B. For example, the condition on the sum in (iii) is always satisfied if the
sequence {pn} is non-increasing, namely then
n−1∑
k=1
k|∆pk| =
n−1∑
k=1
k∆pk = Pn−1 − (n − 1)pn,
and this is clearly O(Pn).
If {pn} is non-decreasing and (1.1) holds, then
n−1∑
k=0
|∆pk| = −
n−1∑
k=0
∆pk = pn − p0  pn = O
(
Pn
n
)
is also true.
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Without claiming any respect we may say that our proof contains some new handy
arguing when α = 1.
2. Lemmas
We shall use the following lemmas in the proof of the theorems:
Lemma 1. If f ∈ Lip(α,1), 0 < α < 1, then
‖f − σn‖1 = O(n−α).
See Quade [7, Theorem 6(i)].
Lemma 2. If f ∈ Lip(1,p) (p > 1), then∥∥σn(f ) − sn(f )∥∥p = O(n−1).
See Quade [7, p. 541], last line.
Lemma 3. Let, for 0 < α  1 and p > 1, f ∈ Lip(α,p). Then∥∥f − sn(f )∥∥p = O(n−α).
See Quade [7, p. 541, Theorem 5(i)].
Lemma 4. Let {pn} ∈ AMDS, or let {pn} ∈ AMIS and satisfy (1.1). Then, for 0 < α < 1,
n∑
m=1
m−αpn−m = O(n−αPn)
holds.
Proof. Let r denote the integral part of n/2. Then, if {pn} ∈ AMDS,
n∑
m=1
m−αpn−m Kpn−r
r∑
m=1
m−α + (r + 1)−α
n∑
m=r+1
pn−m
= O(n1−α)pn−r + O(n−α)Pn = O(n−αPn).
If {pn} ∈ AMIS and (1.1) is valid, then
n∑
m=1
m−αpn−m Kpn
r∑
m=1
m−α + (r + 1)−α
n∑
m=r+1
pn−m
= O(Pn/n)
n∑
m=1
m−α + O(n−α)Pn = O(n−αPn).
The proof is complete. 
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3.1. Proof of Theorem 1
We prove the cases (i) and (ii) together utilizing Lemmas 3 and 4. Since
Nn(f ;x)− f (x) = P−1n
n∑
m=0
pn−m
{
sm(f ;x)− f (x)
}
, (3.1)
thus
∥∥f − Nn(f )∥∥p  P−1n
n∑
m=0
pn−m
∥∥f − sm(f )∥∥p
= P−1n
n∑
m=1
pn−mO(m−α) + O(pn/Pn) = O(n−α),
and this is (1.2).
Next we consider the case (iv).
By Abel’s transformation we get that
Nn(f ;x) = P−1n
n∑
m=0
Pn−mAm(f ;x),
and thus
sn(f ;x)− Nn(f ;x) = P−1n
n∑
m=1
(Pn − Pn−m)Am(f ;x).
Hence, again by Abel’s transformation and P−1 = 0,
sn(f ;x)− Nn(f ;x) = P−1n
n∑
m=1
∆m
(
m−1(Pn − Pn−m)
) m∑
k=1
kAk(f ;x)
+ (n + 1)−1
n∑
k=1
kAk(f ;x).
Thus
∥∥sn(f ) − Nn(f )∥∥p  P−1n
n∑
m=1
∣∣∆m(m−1(Pn − Pn−m))∣∣
∥∥∥∥∥
m∑
k=1
kAk(f )
∥∥∥∥∥
p
+ (n + 1)−1
∥∥∥∥∥
n∑
k=1
kAk(f )
∥∥∥∥∥
p
. (3.2)
Since
σn(f ;x)− sn(f ;x) = (n + 1)−1
n∑
kAk(f ;x),
k=1
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n∑
k=1
kAk(f )
∥∥∥∥∥
p
= (n + 1)∥∥σn(f ) − sn(f )∥∥p = O(1). (3.3)
Combining (3.2) and (3.3) we obtain that
∥∥sn(f ) − Nn(f )∥∥p = O(P−1n )
n∑
m=1
∣∣∆m(m−1(Pn − Pn−m))∣∣+ O(n−1). (3.4)
An elementary calculation yields that (see, e.g., [2, p. 18])
∆m
(
m−1(Pn − Pn−m)
)= m−1(m + 1)−1
{
n∑
k=n−m
pk − (m+ 1)pn−m
}
. (3.5)
Next we shall verify by induction that∣∣∣∣∣
n∑
k=n−m
pk − (m + 1)pn−m
∣∣∣∣∣
m∑
k=1
k|pn−k+1 −pn−k |. (3.6)
If m = 1, then∣∣∣∣∣
n∑
k=n−1
pk − 2pn−1
∣∣∣∣∣= |pn − pn−1|,
thus (3.6) holds. Now let us assume that (3.6) is proved for m = ν and we verify m = ν + 1
( n). Since∣∣∣∣∣
n∑
k=n−(ν+1)
pk − (ν + 2)pn−(ν+1)
∣∣∣∣∣=
∣∣∣∣∣
n∑
k=n−ν
pk − (ν + 1)pn−(ν+1)
∣∣∣∣∣

∣∣∣∣∣
n∑
k=n−ν
pk − (ν + 1)pn−ν
∣∣∣∣∣+ ∣∣(ν + 1)pn−ν − (ν + 1)pn−(ν+1)∣∣

ν∑
k=1
k|pn−k+1 − pn−k | + (ν + 1)|pn−ν − pn−(ν+1)|,
thus (3.6) is proved for m = ν + 1, too, that is, (3.6) is true for any 1m n.
Using this and (3.5) we get that
n∑
m=1
∣∣∆m(m−1(Pn − Pn−m))∣∣ n∑
m=1
m−1(m + 1)−1
m∑
k=1
k|pn−k+1 − pn−k|

n∑
k=1
k|pn−k+1 − pn−k |
∞∑
m=k
m−1(m + 1)−1 =
n−1∑
k=0
|∆pk|.
Now combining this, the assumption
∑n−1
k=0 |∆pk| = O(Pn/n) and (3.4), we get∥∥sn(f ) − Nn(f )∥∥ = O(n−1).p
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In the proof of the case (iii) we first verify that the condition ∑n−1k=1 k|∆pk| = O(Pn)
implies that
An :=
n∑
m=1
∣∣∆m(m−1(Pn − Pn−m))∣∣= O(Pn/n). (3.7)
For simplicity we shall write ∆pn−k instead of pn−k − pn−k+1.
By (3.5) and (3.6)
An 
n∑
m=1
m−1(m + 1)−1
m∑
k=1
k|∆pn−k|.
Denote again by r the integer part of n/2. Then, by Abel’s transformation, we have
r∑
m=1
m−1(m + 1)−1
m∑
k=1
k|∆pn−m|
r∑
k=1
|∆pn−k|
n−1∑
i=r−2
|∆pi | = O(Pn/n),
at the last step we have used the condition
∑n−1
k=1 k|∆pk| = O(Pn). On the other hand,
n∑
m=r
m−1(m+ 1)−1
m∑
k=1
k|∆pn−k|

n∑
m=r
m−1(m + 1)−1
{
r∑
k=1
k|∆pn−k| +
m∑
k=r
k|∆pn−k|
}
=: An1 + An2.
Furthermore, using again our assumption, we get
An1 
n∑
m=r
(m + 1)−1
n−1∑
i=r−2
|∆pi | = O(Pn/n)
and
An2 
n∑
m=r
(m + 1)−1
m∑
k=r
|∆pn−k|
= O(n−1){|∆p0| + 2|∆p1| + 3|∆p2| + · · · + (r + 1)|∆pr+1|}
= O(Pn/n).
Summing up our partial results, we verified (3.7). Thus (3.4) and Lemma 3 again
yield (1.2).
Finally, we prove the case (v). Utilizing (3.1), p−1 = 0 and the Abel’s transformation,
we get
Nn(f ;x)− f (x) = P−1n
n∑
m=0
(∆mpn−m)
m∑
k=0
(
sk(f ;x)− f (x)
)
= P−1n
n∑
(m + 1)(∆mpn−m)
{
σm(f ;x)− f (x)
}
.m=0
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∥∥f − Nn(f )∥∥1  P−1n
n∑
m=0
(m + 1)|∆mpn−m|
∥∥f − σm(f )∥∥1
= O(P−1n )
n∑
m=0
(m + 1)1−α|∆mpn−m|
= O(n1−αP−1n )
n−1∑
m=−1
|∆pm| = O(n−α).
Herewith the case (v) is also verified, and thus the proof of Theorem 1 is complete. 
3.2. Proof of Theorem 2
Since
Rn(f ;x)− f (x) = P−1n
n∑
m=0
pm
{
sm(f ;x)− f (x)
}
,
thus following the consideration of the case (v) of Theorem 1, we get
∥∥f − Rn(f )∥∥1 = P−1n
∥∥∥∥∥
n∑
m=0
pm
{
f − sm(f )
}∥∥∥∥∥
1
 P−1n
n−1∑
m=0
(m + 1)|∆pm|
∥∥f − σm(f )∥∥1
+ (n + 1)pnP−1n
∥∥f − σn(f )∥∥1
= O(n1−αP−1n )
n−1∑
m=0
|∆pm| + O(n−α) = O(n−α).
This proves (1.3). 
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