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Beginning in 1869 with the alternating method of Schwarz [22] for 
solving the Dirichlet problem for Laplace’s equation, iterations of projec- 
tions and their convergence properties have played an important role in 
mathematics. Perhaps they were first recognized for their intrinsic interest 
by J. von Neumann in 1933, through his well-known alternating projection 
theorem [18]. It asserts that if P and Q are orthogonal projections onto 
closed subspaces S, and S, of a Hilbert space H, then the sequence of 
products P, QP, PQP, . . . . converges strongly to the projection onto the 
subspace S, n So. See also Wiener [28]. 
With some modifications, von Neumann’s theorem and its extensions 
find application in domain decomposition methods for the numerical solu- 
tion of partial differential equations [3, 16, 271, linear inequalities [24], 
approximation theory [20, 111, population biology [ 123, mathematical 
programming [6,2, 151, and in the broad field of image recovery [25,29] 
(most notably, computer tomography [23, 14, 191). 
In light of the broad utility of von Neumann’s original result, it is 
surprising that the natural generalization has gone unresolved, namely, 
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(*) if P, Q, and R are orthogonal projections onto respective closed 
subspaces S,, S,, and S, of a Hilbert space, does an unrestricted iteration 
converge strongly to the projection onto the subspace S, n S, n S,? 
In 1965, Amemiya and Ando [l] proved weak convergence, for non- 
expansive maps merely satisfying the following condition (W), namely, if 
whenever the sequence {u,} is bounded and Iu,I - 1 TV,, -+ 0, it follows that 
the weak lim,, _ cc (u,, - TV,,) = 0. (In fact, their result continues to hold in 
a smooth reflexive Banach space [lo].) Powers of a single (W) map may 
fail to converge strongly [9]. However, if the map satisfies the stronger 
condition (S), which is similar to (W) except that weak is replaced by 
strong convergence, then its powers do converge strongly. 
In 1962, I. Halperin [ 133 introduced condition (K) with constant k > 0 
for a (nonexpansive) map T, namely, that 1,~ - TX’ < k( 1x1’ - I Txj2) for all 
x E H. It is easy to see that condition (K) is at least as strong as (S), yet 
we show that an (unrestricted) iteration of two maps, each satisfying (K), 
can fail to converge strongly. One may conclude that if (*) is true, it is due 
at least in part to the particular geometric properties of projections. Indeed, 
it is this aspect of projections that we shall emphasize. 
In Example 1 we show that condition (S) and condition (K) are not 
equivalent. Example 2, immediately following, contains the aforementioned 
counterexample. 
We say that the (algebraic) semigroup S(Q,, Q,, . . . . QN) generated by the 
N projections { Qj: 1 < j< N} has condition (K) with constant k if for any 
XEH, and each word WE& Ix- W~~~2~k(~x~2-~W~~2). (For descriptive 
purposes, we shall henceforth write W = S, = QrcnjQrcn _ ,) . Qr,, ,, where r 
is a self-mapping of the set of natural numbers, and refer to S, as a random 
or unrestricted product of the Q,‘s.) In the presence of this condition, 
the sequence (S,x), for x E H, is easily seen to be Cauchy and hence 
convergent. We are indebted to R. E. Bruck for suggesting use of (K) in 
this context. 
In Proposition 1 we provide a geometric proof of the fact that the 
semigroup generated by two projections has condition (K) with k = 2. 
Example 3 shows that this constant cannot be improved. 
Example 4 shows that the three projection case is fundamentally more 
complicated than the two projection case. Nevertheless, our main theorem 
states that the semigroup generated by the orthogonal projections onto N 
one-dimensional subspaces of a Hilbert space has condition (K) with con- 
stant k = N. We feel that this result can contribute towards the resolution 
of (*). 
We conclude with a property of a related semigroup (Proposition 2). 
For other recent results on iterations of (linear and nonlinear) non- 
expansive maps see, for example, [ 5, 4, 21, 8, 91. 
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EXAMPLE 1. Let H be a (real) separable Hilbert space with orthonor- 
ma1 basis (e,) for j = 0, 1, 2, . . . . One may define a bounded linear operator 
T on H such that 
Tej=cosfej+(sini-+)e,+, forjodd, 
and 
Te,=O for j even 
Note that 11 TII < 1 since 
cos2i+(sin:-+)‘<l for j-1,2,.... 
Writing x, = cj a,j”)ei, we have 
ITxn12= 1 
j odd 
(a:“‘,‘( 
Now if Ix,1 + 1 and ITx,l + 1 then one may easily see that 
&.V,, (aj”‘)2 + 0 and for fixed odd j, al”’ -+ 0. 
Since both series 
1 l2 
sin:-? 
> 
and 
1 2 
1 -cos: 
J J J > 
are convergent, an easy argument gives that I( 1 - T) x,12 + 0, i.e., T has 
condition (S). 
For T to have condition (K), the quotient 
I(1 - T) ej12 
1 - I TejJ 2 
must be bounded for all j= 1, 2, . . . . Equivalently, 
(1 - cos 2.4)’ +(sin 24 - u2)2 
1 - cos2 24 - (sin u - ~4~)~ 
must remain bounded as u JO. However, two applications of L’Hospital’s 
rule reveal that 
lim(l- 
cos 24)’ + (sin z4 - u2)2 
U~o 1-cos2u-(sinu-~2)2 
= sco. 
We conclude that T cannot have condition (K). 
104 DYE AND REICH 
EXAMPLE 2. Let H be as in Example 1. Given k, > 0 and k, > 0, we 
shall exhibit two maps, each satisfying condition (K) with k, and k,, 
respectively, and construct a random product from them that fails to 
converge strongly. 
Define a bounded linear operator T on the two dimensional subspace 
(e,, e, + l ) by the matrix 
bi 
L 
cos a, sin CI, 
-sina; 1 cosai ’ 
We claim that given any fixed k > 0, there exist constants xi and bi such 
that 
(1) T has (K) with constant k (and no smaller) and 
(2) Given E > 0 there exists an integer n, such that T”le, = pe,, ,, 
where p > 1 -E. 
To prove (1) we first note that since T is a rotation multiplied by a 
constant, it suffices to verify that 
lej - TeJ* = k( (eil * - 1 Te,l”). 
Let I= le;- Te,l and b= JTe,l. So by the law of cosines we require that 
/2=k(l -b*)= 1 +b*-2bcosq. 
If we pick aj > 0 small enough so that cos2 cx, 3 1 - k2, then we can solve 
for b;, obtaining 
b;= 
cos cti + Jk* - I+ cos2 c(, 
l+k 
This choice of bi satisfies (1). An application of L’Hospital’s rule shows that 
(bi)“” + 1 as CI JO. Hence there exists an integer n, so that if C(~ = x/2n, then 
T”le, = pej+, with p > 1 -8. 
This fulfills (2), and the claim is established. 
Now for k, > 0. We define T, on H as follows. Breaking H down into 
orthogonal subspaces MZi= (e2,, e2i+ i) for i= 0, 1, 2, . . . . we let the restric- 
tion of T, to M2i be a map of type T as above. That is, we may assume T, 
on M,, to have condition (K) with constant k, , and angle 01, and b, such 
that for some integer n2i, 
1 
Ye,, = p2;e2;+ 1, with pzi3 1-m. 
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Since the subspaces MZi are reducing for T,, we have that T, satisfies 
condition (K) with constant k, on H. 
We next define a map T,, which is similar to T, except it satisfies condi- 
tion (K) with constant k2, has reducing subspaces ( ezj+ ,, eZi+ 2) for 
i= 0, 1, 2, . . . and satisfies 
T’;2’+‘e2i+1=P2i+1e2i+2 with p,,+,>l-&. 
Define a random product S,, of these two maps as follows. We let 
S e = T”Oe no 1 I 13 s no+n,el = T;‘T?e,, S no+n,+n2el = T12T?T’10el~ 
etc. Since F( T,) = F( T,) = (0), we know by [l] that S, converges weakly 
to zero. Hence 
I%+.,+ +n, e,I>fj 1-A 
1=0 ( 1 
must diverge to zero as n + co, if S, converges trongly. This is clearly not 
the case, as C (l/2’) converges. 
We remark in passing that since 
le2i - T;z’e2,12 --) o. 
1-p:, ’ 
we observe that condition (K) with constant k >O for a map does not 
imply that its powers have condition (K) with that k. 
We now note that in von Neumann’s setting, S(P, Q) has condition (K). 
This was proved in [S]. However, we give an alternative proof, whose 
virtue lies in its entirely elementary (geometric) character. 
PROPOSITION 1. Let P and Q be orthogonal projection operators on 
a Hilbert space H. Then the algebraic semigroup S( P, Q) has (K) with 
constant k = 2. 
Proof We may assume without loss of generality that S, = P, S2 = QP, 
S, = PQP, . . . . Let x, be any vector such that Px, =x1, and let x2 = Qx,, 
x3 = Px,, x4= Qx,, . . . . We begin by establishing 
IXi-Xi+A2G lx;12- bi+A2, (3) 
for all i and n > 1. 
Assume n= 1. Then Ixi12= Ixi-xi+,12+ Ixi+,12 by the Pythagorean 
Theorem. Proceeding inductively, assume (3) has been established for n > 1 
and all i. We will prove that (3) holds for all i and for n + 1. 
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Assume i is odd and n is even. Again by Pythagoras, 
I%-x!+n+l12= I-~,-x,+112+ Ix,+, -x,+.+112. (4) 
Applying (3) with n = 1 and the inductive assumption we obtain 
l~~i-Xi+n+112 6 Ix;12- 14+112+ IX;+,12- IXitn+112 = l.x,12- Ix,+,,+,12. 
Thus (3) holds for i odd and n + 1, n even. 
Next, assume i is odd and n is odd. Appropriate application of the 
Pythagorean Theorem gives 
Again applying (3) with n = 1 and the inductive assumption gives 
Ix,--x,+.+1 12~IXi12-21xi+A2+I~;+.+,12. 
Since Ix. r+,l+ ,I ,< Ix~+~~, the expression just obtained is less than or equal 
to Ixi12- Ix r+n+l12. This proves (3) for n+ 1, nodd. Thus (3) holds for i 
odd and for n + 1. An entirely similar argument yields the same conclusion 
for n + 1 and i even. This completes the induction and proves the assertion 
(3). 
To complete the proof, take an arbitrary vector x and positive integer n. 
Then ~x-x,~2~2~x-x,~2+2~x,-x,,~2~2(~x~2-~x~~2+~x,~2-~x,,~2)= 
2(lx12- lx,z12)> by (3). 
Proposition 1 still leaves open the question whether its conclusion holds 
for some k < 2. The following example settles this. 
EXAMPLE 3. We consider 2 x 2 matrices 
and 
where 0 < 1~ 1. It is evident that P = P, and Q are projections (self-adjoint 
idempotents). Put S = QP. 
In [8], it is proven that the following conditions on a contraction T are 
equivalent: 
(i) T satisfies condition (K) with constant k > 0, and 
(ii) (I+ T*T)/2<k/(l +k)+Re T/(1 +k). 
We wish to find the largest t = l/( 1 + k) in [0, 1 ] for which 
I+ s*s 
----<l--++ReS, 
2 
forallO<E,<l. 
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In matrix terms, we want the largest t in the interval [0, l] such that, with 
respect to the usual operator order on operators on two-dimensional 
complex Hilbert space, 
[ 
1 - 2t + 2At - A2 
OQ 
(t-A)& -A) 
(t-l,)&iq 1 1-2t-A(l--2) 
The requirement hat this matrix be 20 imposes three conditions on the 
matrix in question, namely, that each of the diagonal terms be 20 and that 
the determinant be 20. 
Let A=1-2t+21t-12=(1-A)(&2t+1) and B=l-2t-1(1-A) 
be the diagonal terms, Then the determinant is AB - (t - ;1)* 1( 1 - 1). 
Dividing out the (1 - %) term and simplifying, we see that the condition for 
the determinant o be 30 reduces to the inequality 
We want (6) to hold for all 1, 0 < 2 < 1. Thus we want 
I-2t or 
l<- 
t ’ 
t=i, or k+1=3. 
When t = 4, one can check easily by calculus that the diagonal terms A and 
B are 20 for all 1 E (0, 1). In terms of Proposition 1, it is now evident that 
k = 2 is the best possible value of k. 
The special simplicity of the two projection case we have been discussing 
is best seen in light of the theory of von Neumann algebras. See [26]. 
J. Dixmier has shown [7] that the von Neumann algebra M generated by 
two projections P and Q contains a central projection Z such that M, is 
abelian and M,-, is of type I,, that is, can be represented as 2 x 2 matrices 
over an abelian von Neumann algebra. Assume Z=O. Then P and Q can 
be represented by matrices 
Q= :, i [ 1 and ,,hV - T) ;= l-T 1, OQTGI. 
(See [26] for a modern treatment.) The procedure in Example 3 was based 
simply on choosing various possible spectral values of T. In striking con- 
trast to this result are phenomena in the three projection case which 
suggest hat entirely new ideas will be needed to extend Proposition I to 
the case of N Z 3 projections: 
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EXAMPLE 4. Let H be an infinite dimensional separable Hilbert space. 
We assert there exist three projections P, Q, and R, two of which commute 
with each other, such that the von Neumann algebra generated by P, 
Q, and R is a factor of type II,. We are indebted to M. Takesaki for 
suggesting study of the particular example we use. 
First, let G = Z,, that is, the additive group of integers mod 2. For con- 
venience, we use multiplicative notation and write G = {e, x}, with x2 = e. 
A simple analysis reveals four projections in the group algebra of 
G: 0, e, p = $e + ix, and ie - ix. Note that any subalgebra of the group 
algebra containing p and e also contains .Y = 2p - e. 
Next, let G = Z,, the additive group of integers mod 3, which again we 
write in multiplicative notation as {e, I’, y’}, with y3 = e. A straightforward 
but lengthy computation exhibits eight projections in the group algebra 
of G, namely, 0, e, fe - $3 - j~)~, s = fe + $ + fv’, q = $e + 
(m/3) Y + (Q/3) Y2? r = fe + (o/3) .v + (o/3) y2, $e + (02/3) y + (02/3) y2, 
and $e + (W2/3) y + (w2/3) y2, where o = $ + i(,/‘?/2). Note that the linear 
span of e, 9, and Y contains 3(q-$e)+3(r-$e)=y+y2 and 
(3/i $)(q - $e) - (3/i $)(r - te) = J - p’. Thus the linear span in ques- 
tion contains J and y2. Also, rq = qr=s. Both group algebras in these 
examples are abelian. 
Let G = PSL(2, Z) denote the modular group. In G we distinguish 
elements S and T defined by 
[ 0 -l s= 1 0 1 and T= [ 1 1 0 1  
We note S2 = I, (ST)” = Z, and G is generated by S and T. In fact 
PSL(2, Z) E Z, * Z,. Now, it is also known that for each element W of G, 
W# identify, the conjugate class ZWZ ~ ’ (Z E G) is infinite. This statement 
is abbreviated by saying that G is an ICC group. 
We employ a construction first devised by Murray and von Neumann 
[ 171. (See also [26, Proposition 7.91.) Let G be a countably infinite group 
with the ICC property. Let H = 12(G). Associate with each ge G the 
(unitary) operator u(g) on H defined by (u(g) f)(h) = ,f( g - ‘h) (f E H) and 
let M be the von Neumann algebra generated by these operators u(g) as 
g ranges over G. Then, M is a factor of type II 1. 
For the group G = PSL(2, Z), let M be its left ring. As G Iis ICC, M is 
a II, factor. By the identification of the generator x of Z, with S, we see 
that P= iI+ $ is a projection in M and S= 2P- I. Similarly, by the iden- 
tification of the generator y of Z, with ST, we see that Q = jr+ (o/3) ST + 
(GJ/~)(ST)~ and R = iI+ (a/3) ST+ (cx0/3)(ST)~ are commuting projections 
in M whose linear span with I contains ST and (ST)‘. Thus, the von 
Neumann subalgebra of M generated by P, Q, and R contains all operators 
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u(g) (ge G) and therefore coincides with M. This affirms the assertion 
made at the beginning of the example, namely, that on a separable infinite 
dimensional Hilbert space, there exist three projection P, Q, and R, such 
that QR = RQ and the von Neumann algebra generated by P, Q, and R is 
a factor of type II 1. 
We now prove that in the special case of N projections onto lines 
(through the origin) in a Hilbert space, the (algebraic) semigroup S has 
condition (K) with k = N. That a bound k exists was predicted in [S]. 
However, the value of our result lies both in the suggestive number N 
(which may be useful in determining rates of convergence), and in knowing 
for which geometric configurations the bound is approached. Such infor- 
mation may be crucial in extending the following theorem to more general 
projections. 
THEOREM. Let Qi, 1 d i < N, be the orthogonal projections onto N one- 
dimensional subspaces of a (real) Hilbert space. Then S(Q,, Q,, . . . . QN) has 
condition (K) with constant k= N. 
The proof consists of the following observations and lemmata. 
First we observe that the theorem is true if and only if 
for all semigroups S’(Q;, Q;, . . . . Qh), where the Qi’s are orthogonal projec- 
tions (onto lines through the origin), WE S’, and We, # e, . We emphasize 
that N is assumed to be fixed throughout the proof. 
We call the sequence of points (e,, S,e,, S,e,, . . . . S,e,) the nodes for the 
projection path for the product S,. We assume without loss of generality 
that S,e,#e,,S,e,#cte, forO<cc<l and Na2fortheremainderofthe 
proof. 
When the final projection Q = QrC,,,) of an otherwise variable word W is 
fixed, it will be convenient to designate f = le, - We, 1 and b = 1 We, 1, so 
that 
I’ 
cpw= 1 -b2’ 
We will refer to b as the ending norm for the path determined by the word 
W. The point Smel defines a ray r,,, and we will denote by 19 the angle (of 
radian measure <n) between e, and this r,. By trigonometry we see that 
cp=l+ 
2b(b - cos 0) 
1-b’ ’ 
and that cp is an increasing function of 6. 
409:156’1-8 
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LEMMA 1. Given any path P, there exists a path P, with ut most two 
nodes on each line, (at most one on each .side I$’ the origin), .such that 
‘pPG(PtQ. 
Proof Suppose a line I, is visited twice on the same side of the origin 
in the product S,. Explicitly, we have 
Because 
Le, = Srln,, ‘. Sr,j, Qk . ’ QkSr(r) . ~1. 
for some CY 3 1, we have, for 
that JS,e, I < ISke, 1. By the observation preceding the lemma we conclude 
that cpsm,, d CP~~;,~,, 
LEMMA 2. Given any path P = (e, , S, e, , S,e, , . . . . S,e, ), there exists 
a planar path P, of m + 1 nodes contained entirely in a half of a plane 
containing e,, S,,,e,, and the origin, and ending on the ray determined by 
S,e,, such that h,< hPz, and therefore, (pp< (pp,. 
(We note for the sake of clarity that N lines give rise to possibly 2N rays, 
so that the final planarized path, though restricted to a half plane, may 
appear to involve more lines than the original path.) 
ProofI We assume e, , Sme, and the origin are not collinear; if they are, 
we proceed with the following argument, with S,,.. ,e, in place of S,e, . Set 
v = S,,,e,. Let M denote the plane generated by v, e,, and the origin and 
having orthogonal unit vectors e, and e, and set z = S, ~, e, . Let R,- , be 
a rotation about e, aligning z with M so that v, 2, and e, all share the same 
half plane. Applying R,,_ , to all the preceding nodes, we obtain a new 
projection path on m - 1 new (rotated) rays, which we denote S:, , . 
Clearly 
I;/ = IS:n-,PII. 
If we set z’ = Sl, , e, our claim is that 
(7) 
IQ rwzl d IQ,,& (8) 
To prove the claim, we set 
v=a,e, +a,e, 
z=b,e, +bze,+ y 
z’ = b,e, + b;e,, 
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where y E M’ and the e, components of z and z’ are the same by (7) and 
the fact that R,,- i is a rotation about e,. The relation (8) will follow if 
the angle between u and z’ is larger than the the angle between u and z. 
Equivalently, in this setting, we must verify that 
(u,z)=a,b,+a,b,~a,b,+a,b~=(u,z’). (9) 
From the initial geometry (before the rotation) and the choice of rotation, 
one sees that a2, b,, and b; all have the same sign. By (7) we have 
b: + b: + y2 = bf + b;’ implying (9). 
We now continue the process, sequentially aligning all the prior nodes 
(and rays) into M. Each operation yields a new system of rays whose final 
ending norm b on the ray determined by u is higher than that of the old 
configuration. If we had made the substitution described in the first sen- 
tence of the proof, we would have applied Qrcrn) to u = S,+, e, and, by a 
simple argument as in Lemma 1, realized a higher ending norm b on the 
ray determined by S,e,. This completes the proof. 
Suppose the path P = (e,, S,e,, S,e,, . . . . S,e,) is both of type P, and 
P,, i.e., it is contained in a half plane containing e, and Sme, and each ray 
is visited once. Let ri, 1 6 i<m, denote the ray determined by S,e,, and Oi 
the angles between the corresponding rays and e,. If the angles Bi do not 
form a strictly increasing sequence, we say that the path backs up. 
LEMMA 3. Suppose the path P is both of type P, and P, and has a 
backup. Then there exists a backup free path P, determined by a proper 
subset of the rays of P (involving no more than m nodes), starting at e, and 
ending on the ray determined by S,,,e, , which has a higher ending norm b 
than P. 
Proof Consider first that portion of the path on rays ri with angle less 
than 6,. Note the first ray ri for which the very next angle Bi+ , is smaller 
than Oi. We look to the next occurrence in P of an angle 0, such that 
0, > 19~. We observe that by deleting the rays between ri+ , and rj, we obtain 
a path P’ (of fewer nodes) which jumps directly from ri to rj, and at ray 
rJ, has a higher norm than P does on the same ray. Hence P’ also has a 
higher ending norm b on r, than P. We continue this process, if necessary, 
eliminating all backups involving rays of angle less than 8,. If no further 
backups occur in the path P’, then we use P’ for P,, proving the claim. 
If angles greater than 0, occur, we note the last ray rk in P’ before such 
an angle. By deleting all the intervening rays between rk and rm, we create 
a path which we denote by P”, which ends on r,,, and has a higher ending 
norm b than P’, and which has no backups: We use P” for P,, finishing the 
argument. 
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We mention in passing that if P= (e,, S,e,, S,e,, . . . . S,e,) is a path of 
type P,, one may insert additional rays between e, and r, and produce the 
obvious path P* without backups. We note that P* has a higher ending 
norm on r,,, than P. This fact will be used implicitly further on. 
LEMMA 4. For a planar path P of type P, there exists an “equi-angular” 
path P,, ending on the ray determined by S,,,e, such that bp2 < b,,. 
Proof We may assume that P is of type P,, by Lemma 3. 
From geometrical considerations we see that a maximum ending norm b 
will occur for some configuration of m - 1 rays between e, and S,e, 
Denote the intervening angles by c(;, 0 d G(; d 7r/2, 1 < i < m. Let (3 be the 
(fixed) angle between e, and S,e, . So we seek to maximize 
subject to 
b = cos cz, cos ~1~ . . . cos cc,,, 
CI, fa2+ +cc,-e=o. 
Using the method of Lagrange multipliers, we obtain the following system 
of equations: 
-sincr,coscr,...coscc,=d 
-coscc, sin2,...cosa,=J. 
. . . 
-costl,cos~~~~~sinsr,=1. 
Cross multiplication now gives tan CI, = tan ~1~ = t.. = tan cI,. 
The constraints on the CX’S give 51, = CI~ = . . = a,,. 
Some trigonometric inequalities will be necessary for the remainder of 
the proof. 
LEMMA 5. For n 3 3 and 0 < c1 d nJn we have 
1-;a2<cosni(<l-$a2. 
ProoJ To prove the right hand side of the inequality, we have to show 
that 
2n 
7 
~2<1-coSnCI=(1-coStL)(1+COSCI+ ... +cosnP’cr) 
= 2sin’i (l+cosa+ ... +cos+‘.), 
( > 
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or, equivalently, 
sin2 E 
2 
~(l+coscc+ ... +cosr%)>$ 
c( 
0 2 
Now, sin xJx is decreasing for 0 <x < 42, so that 
Also, 
and 
x+(~)2>(~)‘=(~)2, 
Lx2 
cosa>l-- 
2 
for 0 < x < 742, 
( ) 1-f q for O<cc<*. 
Hence 
1 +cosa+ .‘. +cosnpl r>l+(l-;)+(I$) 
+ . . . +(*2+) =n-$+2+ ... +n-I) 
C?(n-1)n 
=n---=n 1 J-y’) 
2 2 ( 
>n 1 -‘“,;j”‘). 
( 
Thus it suffices to show that 
9 (>( 712 n 1-w)x2 >4” 4n2 > x2’ 
Equivalently, 
or 
(n-1)x2 5 
4n’ <9’ 
n-1 
n2 < 
0.225 1. 
This is true for n 3 3. 
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The other side of the inequality follows from 
(cosc(y> 1-c ‘1 ( > 
2 
2 
>1+ 
LEMMA 6. For n > 2 and 0 < x < z/n we have 
cosn x > 
sin ncc - sin CI 
sin(n - 1) a 
Proof: We note that 
O<a<L* 
n-l 
(n- l)a<z 
2 2 
for n32. 
Now 
sin ncI - sin cc cos((n + 1) cr/2) 
sin(n- 1) cx = cos((n - 1) M/2) 
and we wish to show that this quantity is less than COS” c( for 0 < LX < x/n. 
So, we wish to show that 
But 
cos (n + 1) u (n-1)cr 
2 
< cosn LY cos ~ 
2 
for O<c(<c 
n 
cos(n+l)a (n-l)@ (n-1)cr 
2 
=cos~coscx--sm 
2 2 
sin a. 
The inequality in question now reduces to 1 - COS+ ’ a < (tan( (n - 1 )cr/2)) x 
tan GL. 
Operating with the left term, we have 
(n- 1) 
This will be less than the right term provided 
2 sin CL < (2 sin(4))(Wd2)) 
2 cos c1 
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or 1 < cos(a/2)/cos a. This is certainly true, since 
cosa>O for 0 < a < n/n, n > 2. 
The result follows. 
LEMMA I. Let the equi-angular path P, of m nodes have common angle 
a. Then (pp4 monotonically increases to its supremum m as a J 0. 
ProoJ Let 
G(a) = 
cosm a - cos ma 
COS-m a-cosma’ 
Then 
(pp4 = 1 + 2G(a). 
An application of L’Hospital’s rule shows that limzl,, (1 + 2G(a)) = m. The 
lemma will follow if we show that G(a) is strictly decreasing on 
0 < a < x/m, if m > 1. In the obvious way, we express G’(a) as a quotient 
whose numerator simplifies to 
( cosZm a)(sina(l-m))+sina(l+m)-2cos”asina, 
and whose denominator is greater than 0. So, we wish to show that this 
expression is less than 0 on (0, x/m). Regard it as a quadratic in ~0s”’ a. 
Proving that it is less than 0 on 0 <a < x/m is equivalent to showing that 
co9 a is strictly larger than the larger root of 
sin a( 1 - m) x2 - 2(sin a) x + sin a( 1 + m) = 0. 
For this, it is necessary and sufficient hat 
sin ma - sin a 
cosm a> 
sin(m - 1) a 
for O<aCn. 
m 
This is true by Lemma 6. The result follows. 
LEMMA 8. Any path P that visits a given line more than once has ‘pp < N. 
Proof: Note the very first recurrence of a given projection Qk in S,. 
Then for some i < j < m one has the subpath 
(el, S, e, , -., QkSiel, . . . . Qksje,). (10) 
If there are i + 2 < N nodes in the subpath (e,, S,e,, . . . . QkS,e,), there 
must be at most (N- (i + 2)) remaining nodes in the path (10). 
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If I, is collinear with e, and QkSie, is on the rude determined by e, , we 
note that the path P’= (e,, Sj+ze,, . . . . Q,,S,e,, . . . . S,,e,) will have a highler 
ending norm h on the ray r, determined by S,ne, than the original path P. 
Otherwise, Lemmata 2, 3, and 4 show that there exist i+ 1 coplanar, equi- 
angular rays in the plane generated by e, , Q,S,e, , and the origin, whose 
resulting (backup free) projection path P* has a higher ending norm h on 
r,,. Similarly, there exist N- i - 3 coplanar, equi-angular (with a possibly 
different angle 8) rays between the end of P* (or e,, if the first possibility 
occurs) and the ray determined by QkSje,, (with resulting backup free 
projection path P**), so that the resulting planar projection path P” 
formed by splicing P ** to P* has a final ending norm h 3 ISme, 1 on r,, . 
We assume for now that P* and P** do not overlap. 
We next shrink /I of P** to a value /Y </?, so that the resulting path 
ends on the ray determined by -e, and is contained entirely in the half 
plane containing P*. Splicing this new subpath onto P* yields a new com- 
plete path P”’ (which is of type Pz) having both h and 1 larger than the 
corresponding values for P”, so q p,c < cp p,ss. 
A final application of Lemma 4 to the complete path P”’ allows us to 
conclude that there exists an equi-angular path, which we denote by P, of 
no more than Nf 1 nodes, with 8 = rr and ‘pP,.. < ‘pp. 
We have 
1 +h 1 +cosN+‘(rr/(N+ 1)) 
‘PP=l-b= 1 -cosN+r(rr/(N+ 1))’ 
Suppose now that P* and P** overlap. Necessarily, the combined path 
P” is contained in a half plane (determined by e, and lk.) We observe that 
the ending norm b is no greater than that in the above expression, and the 
ending value for 1 is no greater than 1 + b. Hence the above expression 
serves as an upper bound for the value of cp in that case. 
The lemma will be proved if we show that the above expression is less 
than N. This is equivalent to showing that 
COSN 
2 
;<1-- 
N 
for N3 3. 
This follows from Lemma 5. 
The proof of the Theorem now follows easily from Lemma 7, as we may 
assume our path is of type P, with no more than N nodes. 
We conclude this paper with a result which is related to Lemma 2. 
Let S, be a random product from S = S(Q,, Q2, . . . . QN) and let P be the 
corresponding projection path of m + 1 nodes, starting at e, . The construc- 
tion in Lemma 2 provides a (unique) planar path P2 of m + 1 nodes, 
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starting at e, and ending on the ray determined by S,e,, such that 
‘PPb VP** In the case that N 6 4, simple examples show that (pp2 may 
exceed N. We conjecture that for N > 4, the bound of N suffices. At any 
rate, the following proposition shows that (pP2 d 1.7N, for all N > 1. 
PROPOSITION 2. Let S be the algebraic semigroup with infinitely many 
generators of the form U,Q, U, ‘, 1 G j f N, where U, is a unitary map 
fixing e, . Then for any word W = S, of S, the corresponding projection path 
P which starts at e, has ‘pp< 1.7N. 
Proof. For fixed j, each map of the form U, Qj U; ’ is a projection onto 
a line 1;“’ through the origin. Since U, fixes e,, the angle between II” and 
e, is the same as the angle between 1, and e,. When the map U,Qi U; ’ 
is applied in the product S,, the corresponding node determines a ray, 
which, when planarized by the construction of Lemma 2, will coincide with 
one of the two planarized rays of I,. Hence despite the new unitary con- 
jugations, the planarized path will have m + 1 nodes on at most N rays in 
the first quadrant and at most N rays in the second quadrant. By Lemma 3, 
we may assume that it is of type P,. There is no loss of generality in 
assuming that all 2N + 1 nodes are present and by Lemma 4, we may 
assume it is of type P, ending on a ray whose angle with e, is less than 
or equal to rc. Finally, Lemma 7 shows that the first quadrant path P* of 
type P,, of 2N + 1 nodes and ending on the y-axis, has ‘pp < (pp.. Now 
l2 
‘PP. - 
1 + COS~~(~C/~N) --= 
1-b’ 1 - COS~~( n/4N)’ 
One can easily check that (pp* < 1.7N for N = 1, 2, and 3. In the following 
it will be assumed that N ~4. 
For a constant A, we let n = 4N and note that (pp. < AN if and only if 
8 
cos”%l-- 
n An+4’ 
From the proof of Lemma 5, we see that (11) is true if 
A> 
64 
P,z*(4 - n2/n + x2/n’) 
-4 = h,(n), 
n 
(11) 
where 
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As P, is increasing, we see that 
h,(n) = 
64 
P,,7c2(4 - 7r2/n) 
-%h,(n), for n3 16. 
n 
Hence if the constant A is greater than h,(n), for n >, 16, then ‘pp. < AN, for 
iV> 4. Easy calculus shows that h,(x) is decreasing for x > 16. Numerical 
computation gives h,( 16) z 1.676 . Hence qp* < 1.7N for N= (1, 2, and 3), 
4, 5, . . . . 
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