Abstract. We study the kernel and cokernel of the Frobenius map on the p-typical Witt vectors of a commutative ring, not necessarily of characteristic p. We give some equivalent conditions to surjectivity of the Frobenus map on both finite and infinite length Witt vectors; the former condition turns out to be stable under certain integral extensions, a fact which relates closely to a generalization of Faltings's almost purity theorem.
Introduction
Fix a prime number p. To each ring R (always assumed commutative and with unit), we may associate in a functorial manner the ring of p-typical Witt vectors over R, denoted W (R), and an endomorphism F of W (R) called the Frobenius endomorphism. The ring W (R) is set-theoretically an infinite product of copies of R, but with an exotic ring structure; for example, for R a perfect ring of characteristic p, W (R) is the unique strict p-ring with W (R)/pW (R) ∼ = R. In particular, for R = F p , W (R) = Z p .
In this paper, we study the kernel and cokernel of the Frobenius endomorphism on W (R). In case p = 0 in R, this map is induced by functoriality from the Frobenius endomorphism of R, and in particular is injective when R is reduced and bijective when R is perfect. If p = 0 in R, the Frobenius map is somewhat more mysterious; to begin with, it is never injective. In fact, it is easy and useful to construct many elements of the kernel. On the other hand, Frobenius is surjective in some cases, although these seem to be somewhat artificial; the simplest nontrivial example we have found is the ring of integers in a spherical completion of Q p .
While surjectivity of Frobenius on full Witt vectors is rather rare, some weaker conditions turn out to be more commonly satisfied and more relevant to applications. For instance, one can view the full ring of Witt vectors as an inverse limit of finite-length truncations, and the condition of surjectivity of Frobenius on finite levels is satisfied quite often. For instance, this holds for R equal to the ring of integers in any infinite algebraic extension of Q which is sufficiently ramified at p (e.g., the p-cyclotomic extension). In fact, this condition can be used to give a purely ring-theoretic formulation of a very strong generalization of Faltings's almost purity theorem, based on recent work by the second author and Liu [5] and by Scholze [7] .
One principal motivation for studying the Frobenius on Witt vectors is to reframe p-adic Hodge theory in terms of Witt vectors of characteristic 0 rings, and ultimately to globalize the constructions with an eye towards study of globalétale cohomology, K-theory, and L-functions. We will pursue these goals in subsequent papers.
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Witt vectors
Throughout this section, let R denote an arbitrary ring. For more details on the construction of p-typical Witt vectors, see [3, Section 0.1]. Definition 1.1. For each nonnegative integer n, the ring W p n (R) is defined to have underlying set W p n (R) := R n+1 with an exotic ring structure characterized by functoriality in R and the property that for i = 0, . . . , n, the p i -th ghost component map w p i : W p n (R) → R defined by w p i (r 1 , r p , . . . , r p n ) = r is a ring homomorphism. These rings carry Frobenius homomorphisms F : W p n+1 (R) → W p n (R), again functorial in R, such that for i = 0, . . . , n, we have w p i • F = w p i+1 . Moreover, the Verschiebung maps V : W p n (R) → W p n+1 (R) defined by the formula V (r 1 , . . . , r p n ) = (0, r 1 , . . . , r p n ) are additive (but not multiplicative).
There is a natural restriction map W p n+1 (R) → W p n (R) obtained by forgetting the last component; define W (R) to be the inverse limit of the W p n (R) via these restriction maps. The Frobenius homomorphisms at finite levels then collate to define another Frobenius homomorphism F : W (R) → W (R); there is also a collated Verschiebung map V : W (R) → W (R). The ghost component maps also collate to define a ghost map: w : W (R) → R N . We equip the target with component-wise ring operations; the map w is then a ring homomorphism.
In either W p n (R) or W (R), an element of the form (r, 0, 0, . . . ) is called a Teichmüller element and denoted [r] . These elements are multiplicative: for all
Some additional properties of Witt vectors are the following.
Remark 1.2.
A standard method of proving identities about Witt vectors and their operations is reduction to the universal case: take R to be a polynomial ring in many variables over Z, form Witt vectors whose components are distinct variables, then verify the desired identities at the level of ghost components. This suffices because R is now p-torsion-free, so the ghost map is injective.
We will need a couple of other p-divisibility properties. We first prove the following lemma.
Proof. Write p = (x 1 , x p , . . . ) ∈ W (Z). Then x 1 = p and x p = (p−p p )/p = 1−p p−1 , which is congruent to 1 mod p 2 if p > 2 and to 3 mod 4 if p = 2. To complete the argument, we show by induction on n that for each n ≥ 1, we have x p i ≡ 0 mod p 2 for 2 ≤ i ≤ n. The base case n = 1 is vacuously true. For the induction step, considering the p n -th ghost component of p, write
To complete the induction, it suffices to check that each term on the right side has p-adic valuation at least n + 2. This is clear for the first term because p n ≥ n + 2. For the second term, treating p = 2 and p > 2 separately, we have x p ≡ (−1) 
where f p i is a certain universal polynomial with coefficients in Z which is homogeneous of degree p i+1 under the weighting in which the variable x p j has weight p j .
(e) For p = 2 and i ≥ 2, f p i belongs to the ideal generated by 2,
Proof. By reduction to the universal case, we see that y p i equals a universal polynomial in x 1 , . . . , x p i+1 with coefficients in Z which is homogeneous of degree p i+1 for the given weighting. This polynomial is congruent to x p p i modulo p by [3, (1.3.5) ]. Each of the remaining assertions concerns a particular coefficient of this polynomial, and so may be checked after setting all other variables to 0.
To finish checking (a), we must check that y p i does not depend on x p i+1 . We may assume
To check (b), we may assume that
, so the claim follows. To check (c), we may assume that
In this case, the claim is that
, by homogeneity it is sufficient to check the claim for x p = 1. In this case, it follows from Lemma 1.3. We may similarly check (d).
To check (e), we may assume that
. By homogeneity, it is sufficient to check the claim for
This implies the desired result. 
The kernel of Frobenius
When R is a ring not of characteristic p, it is easy to see that F : W (R) → W (R) cannot be injective; for instance, the Cartier-Dieudonné-Dwork lemma implies that p, 0, 0, . . . arises as the sequence of ghost components of some element of W (Z). More generally, one can determine exactly which elements of R can occur as the first component of an element of the kernel of F . This will be useful in our analysis of surjectivity of F . Definition 2.1. Given a ring R, define the sets I 0 = R and I i := {r ∈ R | r p ∈ pI i−1 } for i > 0; it is apparent that I 0 ⊇ I 1 ⊇ I 2 ⊇ · · · . We will see below that each I i is an ideal. Also define
Lemma 2.2. For each i ≥ 0, the set I i defined above is an ideal.
Proof. We proceed by induction on i, the case i = 0 being obvious. Given that I i−1 is an ideal, it is clear that I i is closed under multiplication by arbitrary elements of R. It remains to show that if x, y ∈ I i , then x+y ∈ I i . Using the definition, we must check that
follows from x, y ∈ I i . That the remaining terms are in pI i−1 follows from x, y ∈ I i ⊆ I i−1 .
Remark 2.3.
If R is the ring of integers in an algebraic closure of Q p (or the completion thereof ), then I i is the principal ideal generated by any element of valuation The significance of the ideals I i is the following. Proposition 2.5. Let R be a ring, let i be a positive integer, and let n be either ∞ or an integer greater than or equal to i.
Proof. To check (a), apply Lemma 1.4 to write x
. . , y p j )) belongs to the ideal generated by p(
To check (b), we first check that under the hypotheses of (b), if there exists
for j = 0, . . . , i − 1. For j ∈ {0, . . . , i − 1}, apply Lemma 1.4 to write
From this equality, we see that (
belongs to the ideal generated by p(x 1 − y 1 ), . . . , p(x p j+1 − y p j+1 ). This ideal is contained in pI k by hypothesis. By assumption we also have x
p ∈ pI k , and so we have x p j − y p j ∈ I k+1 as claimed.
Note that the hypothesis of the previous paragraph is always satisfied for k = 0 because I 0 = R. The previous paragraph gives us control over the terms x 1 − y 1 , . . . , x p i−1 − y p i−1 . Since x p i − y p i ∈ I n−i by assumption, we may induct on k to deduce that x p j − y p j ∈ I n−i+1 for j = 0, . . . , i − 1. In particular,
; we may now induct on i to deduce (b).
To check (c), note that by Lemma 1.4 again, it is sufficient to find
. This is possible because x p i−1 − y p i−1 ∈ I n−i+1 and x 1 − y 1 , . . . , x p i−1 − y p i−1 ∈ I n−i , so as in the proof of (a) we have x
To check (d), we construct the y p i recursively, choosing y 1 = 0. Given y 1 , . . . , y p i , we must choose y p i+1 so that in the notation of Lemma 1.4, we have y
Corollary 2.6. Let R be a ring and let n be either ∞ or a positive integer. Then an element r ∈ R occurs as the first component of an element of the kernel of F : W p n (R) → W p n−1 (R) if and only if r ∈ I n .
Proof. Suppose that n < ∞. If r = z 1 for z ∈ W p n (R) such that F (z) = 0, then trivially z p n ∈ I 0 . By Proposition 2.5(b), z 1 ∈ I n ; the same conclusion holds for n = ∞. Conversely, suppose r ∈ I n . Put z 1 = r. By Proposition 2.5(c) applied repeatedly, for each positive integer i ≤ n, we can find z p i ∈ I n−i so that F (z 1 , z p , . . . , z p i ) = 0. This proves the claim.
Remark 2.7. The image under the ghost map of any element in the kernel of F has the form ( * , 0, 0, . . .). If R is a p-torsion-free ring, the ghost map is injective, so any element of the kernel of F is uniquely determined by its first component. In this case, we may combine Proposition 2.5(b) and (c) to deduce that if z ∈ W p i (R) is such that F (z) = 0 and z 1 ∈ I n for some n ≥ i, then z p j ∈ I n−j for j = 0, . . . , i.
Surjectivity conditions
Surjectivity of the Witt vector Frobenius turns out to be a subtler property than injectivity, because there are many partial forms of surjectivity which occur much more frequently than full surjectivity. We first list a number of such conditions, then identify logical relationships among them. Definition 3.1. For R an arbitrary ring, label the conditions on R as follows.
( Figure 1 . Logical implications among conditions on the ring R. 
′ . In addition, each solid single arrow in Figure 1 represents a direct implication, and for each other arrow type, the conditions at the tails of the arrows of that type together imply the condition at the target.
The proof of Theorem 3.2 will occupy the rest of this section. First, however, we mention some consequences of Theorem 3.2, and some negative results which follow from some examples considered in Section 5. •
Remark 3.4. The following implications fail to hold by virtue of the indicated examples.
• (i) ⇒ (xi) by Example 5.7.
• (ii) ⇒ (i) by Example 5.4 (or from (ii) ⇒ (iv) below).
• (ii) ⇒ (iii) by Example 5.4.
• (ii) ⇒ (iv) by Example 5.9.
• (ii) ⇒ (xii) by Example 5.4.
• (iv) ⇒ (i) by Example 5.4.
• (vi) ⇒ (xv) by Example 5.8.
• (vi) ⇒ (xviii) by Example 5.8.
• (xii) ⇒ (xvii) by Example 5.2.
• (xv) ⇒ (xviii) by Example 5.3.
• (xviii) ⇒ (xvii) by Example 5.2.
Remark 3.5. It seems that there should be some relationship between (iii) and (xii), but we were unable to clarify this.
Proof of Theorem 3.2. We now prove the implications represented in Figure 1 .
Proof. These are all obvious.
Proof. Let x ∈ W (R) denote an arbitrary element. We may write
. Since we are assuming that F is surjective, we deduce (iii).
Proof. Fix elements r i as in condition (xii). Our strategy is to define an element y ∈ W (R) in a special way so that if x ∈ W (R) is such that F (x) = y, then we must have x 1 ∈ ∩ ∞ i=0 B(r i , I i ). To prescribe our element y ∈ W (R), it suffices to define compatible finite length Witt vectors y
). Now inductively assume we have defined By (i), we can find an element x such that F (x) = y. Because F (x) and
) have the same initial i+1 components, we have that
mod I i+1 . Because x 1 does not depend on i, and x
Proof. Choose any y ∈ W (R). We will construct x ∈ W (R) such that F (x) = y. We use (ii) to find elements
, and so on. By (xii) and Proposition 2.5(b), we may choose
) for fixed i and increasing k, which implies that y p i − y p i ∈ pI ∞ for each nonnegative integer i. This means that y and y have the same image in W (R/pI ∞ ), so the difference z = y − y has all of its components in pI ∞ . By Proposition 2.5(d), z is in the image of F , as then is y.
Proof. This is obvious, given that any element px
Proof. Suppose that n ≥ 2 and that x ∈ W p n (R) and r ∈ R satisfy F (x) = [r]. For each of k = 0, . . . , n − 1, we check that x p , x p 2 , . . . , x p n−k belong to I k . This is clear for k = 0. Given the claim for some k < n − 1, for i = 1, . . . , n − 1 − k we may apply Lemma 1.4 to deduce that x , so f p i (x 1 , . . . , x p i ) belongs to the ideal generated by x p , . . . , x p i . Therefore −px p i+1 and −pf p i (x 1 , . . . , x p i ) both belong to pI k , and so x p i belongs to I k+1 . This completes the proof; as a corollary, we observe that x p ∈ I n−1 , and so r − x p 1 = px p ∈ pI n−1 . The stated implications now follow.
Proof. We are assuming that we can find x such that F (x) = V ( [1] ). Then the ghost components of x must be ( * , 0, p). In other words, x •
Proof. Working with ghost components as above, these are obvious.
Proof. Given r ∈ R, by (xiii) we may choose x 1 ∈ R, x p ∈ I ∞ for which r = x p 1 + px p . We now show that we can choose x p 2 , x p 3 , · · · ∈ I ∞ so that F (x 1 , . . . , x p n ) = (r, 0, . . . , 0) for each n ≥ 1.
Given , so f p n (x 1 , . . . , x p n ) belongs to the ideal generated by x p , . . . , x p n , which by construction is contained in I ∞ . It follows that −x p p n − f p n (x 1 , . . . , x p n ) ∈ pI ∞ , so we can find x p n+1 ∈ pI ∞ for which x p p n + px p n+1 + f p n (x 1 , . . . , x p n ) = 0. By Lemma 1.4, this choice of x p n+1 has the desired effect.
• (xv) ⇒ (vi)
Proof. We wish to produce elements
. Using (xv), choose r so that r p ≡ −p mod p 2 . Set x 1 := r. Then clearly we can choose x p ≡ 1 mod p such that F (x 1 , x p ) = (0). Next, in the notation of Lemma 1.4, we wish to choose x p 2 so that
We also wish to ensure that if p > 2, then x p 2 ≡ 0 mod p, while if p = 2, then x p 2 = 1 mod p. To see that this is possible, we first observe that x p p ≡ 1 mod p 2 . We then note that f p (x 1 , x p ) consists of an element of the ideal generated by x p 1 (which is a multiple of p) plus some constant times
. In either case, we obtain x p 2 of the desired form. Now assume that for some i ≥ 2, we have found x 1 , x p , . . . , x p i such that x p j ≡ 0 mod p for j ≥ 3 and such that F (x 1 , x p , . . . , x p i ) = (0, 1, 0, . . . , 0). We then claim that we can find x p i+1 ≡ 0 mod p such that F (x 1 , x p , . . . , x p i+1 ) = (0, (−1) p−1 , 0, . . . , 0). We wish to find x p i+1 ≡ 0 mod p such that
. . , x p ) = 0 with f p i (x 1 , . . . , x p ) ≡ 0 mod p. This again follows by Lemma 1.4 ′ .
• (xv) ⇒ (viii) Proof. Our goal is to find an element x = (x 1 , x p , . . . , x p n ) such that F (x) = V n−1 (1) . Ignoring x p n temporarily, we will first find preliminary values for x p n−1 , . . . , x 1 (in that order), then we will find the actual values for x 1 , . . . , x p n (in that order). We will write the preliminary values as x p i . Set x p n−1 = 1, and then find x p n−2 , . . . , x 1 (in that order) such that
This is possible by (xv). Note that x p i p ∈ pR for 0 ≤ i ≤ n − 2. Now we will find the actual values x 1 , . . . , x p n . Set x 1 := x 1 . Assume we have found x 1 , . . . , x p i with x p j ≡ x p j mod pR for some i ≤ n − 2. Using the notation of Lemma 1.4, we must choose
We must choose y p i+1 so that
Because
this follows from the homogeneity result in Lemma 1.4 and the fact that x p p j ≡ 0 mod p for all j. This shows that we can find the required y p i+1 . In this way we can construct the components x 1 , . . . , x p n−1 . Finding the last component x p n is a little different, because the last component of V n−1 (1) is 1 instead of 0. This means that we need
. . , x p n−1 ) = 1. But this is easy, because we know
Proof. By Lemma 1.4, we must find
Proof. For any r ∈ R, we must find r 1 , . . . , r p n such that
We first find r 1 , s such that r − r p n 1 = ps by repeatedly applying (xviii). To find the remaining r p i , we apply the induction hypothesis to s.
Proof. We have already seen (x) ′ ⇒ (xviii). The two results follow because we have also shown (x) ⇒ (x) ′ and (xviii) ⇒ (x).
• (x) + (xvii) ⇒ (xv) Proof. By (xvii), we can find s 1 , s 2 ∈ R for which s
′ ⇒ (xviii). Given any r ∈ R, by (xviii) we can find s 3 ∈ R for which s
• (x) + (xvii) ⇒ (ii) Proof. We just saw that (x)+(xvii) ⇒ (xv), and we also know that (xv) ⇒ (viii). We will thus use (viii) freely below. We prove that F : W p n (R) → W p n−1 (R) is surjective for n ≥ 1 by induction on n. The base case n = 1 is exactly (x) ′ . Now assume the result for some fixed n − 1, pick any y ∈ W p n (R), and consider the diagram
The term s exists by our inductive hypothesis and the term r exists because restriction maps are surjective. If we had y = y ′ , we would be done.
. Then a calculation shows F (r + x ′ x ′′ ) = y, as desired.
• (xiv)
Proof. These are compositions of implications we have already proved.
Proof. We will prove that all six conditions appearing in the statement are equivalent. We have already proven the following implications:
Thus, it suffices to prove that (xiv) ′ implies (ii). This follows because we have seen above that (xiv) ′ ⇒ (x) + (xvii) ⇒ (ii).
Valuation rings
Throughout this section, we assume that R is a valuation ring with valuation v, in which p is nonzero. In several cases, we also assume that v is a real valuation. This includes a number of the examples considered in Section 5.
Remark 4.1. Suppose that v(p) is p-divisible in the value group of v. Then for each nonnegative integer n, the ideal I n is principal, generated by any
If moreover v is a real valuation and there exists y ∈ R such that v(y) = 1 p−1 v(p), then I ∞ is the principal ideal generated by y. Remark 4.2. Condition (xii) holds whenever v is a real valuation, v(p) is pdivisible (so the I n are as computed in Remark 4.1), and R is spherically complete (i.e., any decreasing sequence of balls in R has nonempty intersection). The spherically complete condition is in practice quite rare; for instance, an infinite algebraic extension of Q p which is not discretely valued is never spherically complete. As a result, (xii) is also rather rare, as then is (i); see Example 5.4. Remark 4.3. Condition (ii) implies (xviii) (the Frobenius homomorphism on R/pR is surjective) and that there exists an element x ∈ R with 0 < v(x) < v(p) (e.g., by (xvi)). The converse is also true, as follows. By (xviii), there exist y, z ∈ R with
This implies (xvi), which together with (xviii) implies (ii). As a byproduct of the argument, we note that (ii) implies that v(p) is p-divisible.
Remark 4.4. For valuation rings, (xv) implies (ii), and so the two conditions become equivalent. To see this, note that if R satisfies (xv), we can find r 1 such that r p 1 = −p mod p 2 R, and in particular, r p 1 = −pu for some unit u ∈ R. By (xv) again, for any x ∈ R we may find r 2 ∈ R with r p 2 = −pxu + p 2 y, with y ∈ R and u as above. Since pv(r 1 ) = v(−p) ≤ v(−px) = pv(r 2 ), we have that r 2 /r 1 is an element of R. We then compute
Hence (xviii) holds; since (xv) also implies (xvii), we may deduce (ii) as desired.
Remark 4.5. If R satisfies condition (ii), then it satisfies almost purity; see Section 6. Thus if S is the integral closure of R in a finite extension of Frac(R), then the maximal ideal of S surjects onto the maximal ideal of R under the trace map. In other words, R is deeply ramified in the sense of Coates and Greenberg [1].
Examples
We now describe some simple examples realizing distinct subsets of the conditions considered above.
Example 5.1. Take R to be any ring in which p is invertible. Then by Theorem 3.2, all of our conditions hold. Example 5.7. Let R denote the spherical completion of O Cp constructed by Poonen in [6] . We will show that R satisfies (i), and thus satisfies all of the labeled conditions except for (xi).
We first recall the explicit construction of R. Let Z p t Q denote the ring of generalized power series over Z p ; its elements are formal sums i∈Q,i≥0 c i t i with c i ∈ Z p such that the set {i ∈ Q : c i = 0} is well-ordered. This ring is spherically complete for the t-adic valuation. Poonen's spherical completion of O Cp is then the ring Z p t Q /(t − p). In particular, R/(p) ∼ = F p t Q /(t). From this description, it is clear that R satisfies (xii) and (xviii). Finally, since R is a valuation ring and there exists x ∈ R for which 0 < v(x) < v(p) (e.g., the image of t 1/p ), Remark 4.3 implies that R satisfies (ii). Putting this together, we deduce that R satisfies (i).
Almost purity
We conclude with one motivation for studying condition (ii): it provides a natural context for the concept of almost purity, as introduced by Faltings and studied more recently by the second author and Liu in [5] and by Scholze in [7] . More precisely, (ii) amounts to an absolute version (not relying on a valuation subring) of the condition for a ring to be integral perfectoid in the sense of Scholze.
We begin by defining the adjective almost. See [2] for more general setting.
Definition 6.1. Let R be a p-torsion-free ring which is integrally closed in R p := R[p −1 ] and which satisfies condition (ii). A p-ideal of R is an ideal I of R such that I n ⊆ (p) for some positive integer n. An R-module M is almost zero if IM = 0 for every p-ideal I of R. Theorem 6.2. Let R be a p-torsion-free ring which is integrally closed in R p := R[p −1 ] and which satisfies condition (ii). Let S p be a finiteétale R p -algebra, let S 0 be the integral closure of R in S p , and let S be any R-subalgebra of S 0 such that S/S 0 is an almost zero R-module.
(a) The ring S also satisfies condition (ii).
(b) For any p-ideal I of R, there exist a finite free R-module F and R-module homomorphisms S → F → S whose composition is multiplication by some t ∈ R for which I ⊆ (t). (c) The image of S under the trace pairing map S p → Hom Rp (S p , R p ) is almost equal to the image of the natural map from Hom R (S, R) to Hom Rp (S p , R p ).
Proof. For each t ∈ Q, choose integers r, s ∈ Z with s > 0 and r/s = t. Since R is integrally closed in R p , the set Put B = A ⊗ R S, and extend ψ by linearity to a homomorphism ψ : S p → B. By [5, Theorem 3.6 .12], there is a unique power-multiplicative norm on B under which it is a finite Banach A-module, and for this norm the subring o B = {x ∈ B : |x| ≤ 1} also satisfies (ii). As in [5, Remark 2.3.14], for m B = {x ∈ B : |x| < 1}, we have ψ −1 (m B ) ⊂ S. Given y ∈ S/(p), choose a lift y ∈ S of y. Since B satisfies (ii) and ψ(B[p −1 ]) is dense in S, we can find z ∈ ψ −1 (o B ) for which u := z p − y satisfies |ψ(u)| ≤ p −1 . In particular, u ∈ ψ −1 (m B ) ⊂ S; moreover, we may write x The quantity x p−1 1 u/p again belongs to ψ −1 (m B ) ⊂ S, so u ∈ (x 1 , p)S. Therefore Frobenius is surjective on S/(x 1 , p); by arguing as before (using the fact that x p 2 ≡ x 1 mod pR), we deduce that Frobenius is surjective on S/(x i 1 , p) for i = 2, . . . , p. Therefore, S satisfies (xviii); since (xvi) is again evident, S satisfies (ii). This proves (a). The proofs of (b) and (c) similarly reduce to the corresponding statements about o A and o B , for which see [5, Theorem 5.5 .9] or [7] . , Ω S/R is killed by p n for some nonnegative integer n. If n > 0, then for each x ∈ S we may apply Theorem 6.2 to write x = y p + pz. Then dx = py p−1 dy + p dz is also killed by p n−1 . By induction, it follows that we may take n = 0, proving the claim.
Remark 6.4. Note that the proof of Theorem 6.2 involves the facts that ψ(R) and o A are almost isomorphic (using o A to define almost), as are ψ(S) and o B . Also, Theorem 6.2 can be applied with S p = R p , to show that any R-subalgebra R ′ of R for which R/R ′ is almost zero also satisfies (ii).
