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a b s t r a c t
We consider a system ofM(≥ 2) singularly perturbed equations of reaction–diffusion type
coupled through the reaction term. A high order Schwarz domain decomposition method
is developed to solve the system numerically. The method splits the original domain into
three overlapping subdomains. On two boundary layer subdomains we use a compact
fourth order difference scheme on a uniform mesh while on the interior subdomain we
use a hybrid scheme on a uniform mesh. We prove that the method is almost fourth
order ε-uniformly convergent. Furthermore, we prove that when ε is small, one iteration
is sufficient to get almost fourth order ε-uniform convergence. Numerical experiments are
performed to support the theoretical results.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following system ofM(≥ 2) coupled singularly perturbed reaction–diffusion equations
Lu := −Eu′′ + Au = f inΩ = (0, 1) (1a)
u(0) = a1, u(1) = a2, (1b)
where E = diag(ε, . . . , ε) is a diagonal matrix with 0 < ε ≪ 1, f = (f1, . . . , fM)T , and u = (u1, . . . , uM)T . For each x ∈ Ω ,
the coupling matrix A = ( aij(x))M×M satisfies the following positivity condition
aij(x) ≤ 0, i ≠ j, (2)
aii(x) > 0,
M−
j=1
aij > α > 0, i = 1, . . . ,M. (3)
It is well know that classical numericalmethods are not appropriate for singularly perturbed problems. The solution to these
problems usually has layer(s) – narrow region(s) where the solution changes rapidly – when the perturbation parameter
becomes small. Various non-classical approaches are used to design special numerical methods that converge uniformly no
matter how small the perturbation parameter [1–3].
Shishkin [4] first examined a system of two parabolic partial differential equations that is analogous to (1), but posed on
an infinite strip. In recent years there has been a considerable interest in coupled system of singularly perturbed problems. A
brief survey of numerical methods developed for these problems is given in [5]. Methods of high order convergence reduce
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the computational cost to find good numerical approximations. Nevertheless, for the system of reaction–diffusion problems
(1), only in [6] the order of convergence is more than two. In [6], a HODIE technique to develop a third order uniformly
convergent numerical method for a system of two equations is considered.
For singularly perturbed problems, suitably designed Schwarz domain decomposition methods have been proven to
yield ε-uniform results [7–10]. The order of convergence achieved by these methods is almost two. The general description
of domain decomposition methods can be found in [11] and the references therein. Extending the method in [7] for scalar
problems, an almost second order discrete Schwarz method based on standard finite difference operator with a uniform
mesh in each subdomain is developed in [8] for the system of reaction–diffusion problems (1). Also, faster convergence of
the iterative process for small ε is addressed in [8].
In this paper, a high order Schwarz domain decompositionmethod is developed for a systemofM(≥2) coupled singularly
perturbed reaction–diffusion equations (1). The method splits the original domain into three overlapping subdomains. On
two boundary layer subdomains we use a compact fourth order difference scheme on a uniformmesh while on the interior
subdomain we use a combination of the compact fourth order difference scheme and the central difference scheme on a
uniformmesh. An almost fourth order ε-uniform convergence of themethod is proved. Furthermore, it is proved that, when
ε is small, only one iteration is sufficient to get the desired accuracy.
The idea of using combination of the schemes depending on the ratio between the perturbation parameter and the
discretization parameter was first introduced in [12] to construct a high order numerical method for scalar singularly
perturbed reaction–diffusion problems. A similar idea was also used in [13] for two-dimensional initial–boundary value
reaction–diffusion problems.
This paper is arranged as follows. In Section 2, a high order decomposition of the solution into its regular and layer parts is
constructed. In Section 3, the continuous Schwarz method is introduced and the error bounds are given. In Section 4, a high
order discrete Schwarz method is developed and almost fourth order ε-uniform error estimates are obtained. Numerical
results are presented in Section 6 in support of our theoretical estimates. Finally, conclusions are included in Section 7.
Notations: Throughout the paper we use C , with or without a subscript to denote a generic positive constant independent
of ε, k and N . Similarly, C = C(1, 1, . . . , 1)T . Define v ≤ w if vi ≤ wi, 1 ≤ i ≤ M , and |v| = (|v1|, . . . , |vM |)T . We consider
themaximum norm and denote it by ‖.‖D, where D is a closed and bounded subset ofΩ . For a real valued function v ∈ C(D)
and for a vector valued function v = (v1, . . . , vM)T ∈ C(D)M , we define
‖v‖D = max
x∈D
|v(x)| and ‖v‖D = max{‖v1‖D, . . . , ‖vM‖D}.
The analogous discrete maximum norm on the mesh DN is denoted by ‖.‖DN . For any functions g, yp ∈ C(Ω), define
gj = g(xj), yp;j = yp(xj); if g, yp ∈ C(Ω)M then gj = g(xj) = (g1;j, . . . , gM;j)T , yp;j = yp(xj) = (yp,1;j, . . . , yp,M;j)T . For
a vector g = (g1, . . . , gM)T , define ‖g‖ = maxi=1,...,M |gi|.
2. Properties of the exact solution
For the error analysis of the present method we require sharp bounds on the exact solution u of (1) and its derivatives.
We use an auxiliary inequality from [14, Lemma 1]
‖g ′‖I ≤ 2
µ
‖g‖I + µ2 ‖g
′′‖I for g ∈ C2(I), I := [a, a+ µ], µ > 0. (4)
Lemma 2.1. Let A satisfy (2)–(3). Then, for all x ∈ Ω and s = 0, . . . , 6
|u(s)(x)| ≤ C(1+ ε−s/2Bε(x)), (5)
whereBε(x) := e−x
√
α/ε + e−(1−x)√α/ε .
Proof. We first prove that ‖u(s)‖Ω ≤ Cε−s/2, s = 0, . . . , 6. The bound on u follows from the uniform stability of L. The
bound on the second derivative of u follows from (1) and the bound on u. Using (4) withµ = ε1/2 and g = ui, i = 1, . . . ,M ,
we get ‖u′‖Ω ≤ Cε−1/2. The bounds on the higher order derivatives of u follow by differentiating Lu = f .
We now use the inductive argument in [1, Sec. 6, Lemma 1] to establish the result. 
We also require a special decomposition of the exact solution into its regular and layer parts. Set x∗ = 4√εα−1/2
ln(1/
√
ε) and define for each i ∈ {1, . . . ,M} and x ∈ Ω
vi(x) =

6−
κ=0
(x− x∗)κ
κ! u
(κ)
i (x
∗) for 0 ≤ x ≤ x∗;
ui(x) for x∗ ≤ x ≤ 1− x∗;
6−
κ=0
(x− x∗)κ
κ! u
(κ)
i (1− x∗) for 1− x∗ ≤ x ≤ 1,
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andwi(x) = ui(x)− vi(x). Then Lemma 2.1 and the choice of x∗ yields
|v(s)i (x)| ≤ C(1+ ε2−s/2), |w(s)i (x)| ≤ Cε−s/2Bε(x), for s = 0, . . . , 6; (6)
cf. [15]. Thus we obtained the decomposition u = v + w, where v and w are regular and layer parts, respectively. This
decomposition does not in general satisfy Lv = f and Lw = 0. Note that these additional properties are not needed in the
error analysis of the present method.
We remark that the decomposition (6) require A and f to be six times continuously differentiable onΩ . However, if we
consider problem (1) with the assumptions
aij(x) ≤ 0, i ≠ j, (7)
aii(x) > 0,
M−
j=1,j≠i
aijaii

Ω
< γ < 1, i = 1, . . . ,M, (8)
then it is possible to decompose u into a sum of a regular part v and a layer part w, with the assumption that A and f are
four times continuously differentiable onΩ; see the Appendix for more details.
Let Pε be the class of problems (1) with (2)–(3) and letPε be the class of problems (1) with (7)–(8). ForM = 2, Pε andPε
are the same. But for variable coefficients andM > 2, the problem classPε is a subclass of the problem class Pε .
3. Continuous Schwarz method
In this section we present a continuous Schwarz method. Consider the overlapping subdomains Ωℓ = (0, 2σ),Ωm =
(σ , 1− σ),Ωr = (1− 2σ , 1), where the subdomain parameter σ is defined in Section 4. The iterative process starts with
u[0](x) ≡ 0, 0 < x < 1, u[0](0) = u(0), u[0](1) = u(1). For k ≥ 1, the iterates u[k] are defined by
u[k](x) =

u[k]ℓ (x), x ∈ Ωℓ \Ωm,
u[k]m (x), x ∈ Ωm,
u[k]r (x), x ∈ Ω r \Ωm,
where u[k]p , p = ℓ,m, r are the solutions to
Lu[k]ℓ = f inΩℓ, u[k]ℓ (0) = u(0), u[k]ℓ (2σ) = u[k−1](2σ),
Lu[k]r = f inΩr , u[k]r (1− 2σ) = u[k−1](1− 2σ), u[k]r (1) = u(1),
Lu[k]m = f inΩm, u[k]m (σ ) = u[k]ℓ (σ ), u[k]m (1− σ) = u[k]r (1− σ).
In the following lemma we estimate the error in continuous Schwarz iterates.
Lemma 3.1. Let u be the solution to (1) and let u[k] be the kth iterate of the continuous Schwarz method. Then
‖u− u[k]‖Ω ≤ Cηk,
where η = e−σ√α/ε < 1.
Proof. Assumptions (2)–(3) ensure that the operator L satisfies a maximum principle and it is parameter-uniform stable in
the maximum norm. Since u[0](x) ≡ 0, 0 < x < 1, the uniform stability of the operator L gives ‖u− u[0]‖Ω = ‖u‖Ω ≤ C .
Also (u − u[0])(0) = 0 and (u − u[0])(1) = 0. Then clearly ‖u − u[0]‖Ω ≤ Cη0. Thus the result is true for k = 0. Let the
result be true for some k ≥ 0. Then we need to show that
‖u− u[k+1]‖Ω ≤ Cηk+1. (9)
Note that
L(u− u[k+1]ℓ ) = 0 inΩℓ, (u− u[k+1]ℓ )(0) = 0, ‖(u− u[k+1]ℓ )(2σ)‖ ≤ Cηk.
Then consider the barrier function ϕ±(x) = Cηke−√α/ε(2σ−x) ± (u− u[k+1]ℓ )(x), and use the maximum principle to obtain
|(u− u[k+1]ℓ )(x)| ≤ Cηke−
√
α/ε(2σ−x) inΩℓ.
Hence, ‖u− u[k+1]ℓ ‖Ωℓ\Ωm ≤ Cηk+1. Similar argument can be used to show that ‖u− u[k+1]r ‖Ωr\Ωm ≤ Cηk+1. Note that
L(u− u[k+1]m ) = 0 inΩm, ‖(u− u[k+1]m )(σ )‖ ≤ Cηk+1, ‖(u− u[k+1]m )(1− σ)‖ ≤ Cηk+1.
Then, themaximumprinciple proves ‖u−u[k+1]m ‖Ωm ≤ Cηk+1. Combining all the estimates, we obtain (9) and thus complete
the proof. 
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4. Discrete Schwarz method
We now propose a discrete Schwarz method for problem (1) by discretizing continuous Schwarz method described in
Section 3. To resolve boundary layers, we consider σ to be the Shishkin transition point [1]
σ = min

1
4
, 4

ε
α
lnN

. (10)
In order to simplify the presentationwe consider equal number ofmesh points in each of the three overlapping subdomains.
We remark that the number of mesh points in each of the three overlapping subdomains need not be equal, but only
of the same order. Let N = 3 × 2n, n ≥ 1, and define a uniform mesh length hp = (d − a)/N in each subdomain
Ωp = (a, d), p = ℓ,m, r . LetΩNp : a = x0 < x1 < · · · < xN−1 < xN = d, with xj = a+ jhp, j = 0, . . . ,N .
We consider a compact fourth order difference schemeonΩℓ andΩr , and a combination (to ensure inversemonotonicity)
of the compact fourth order difference scheme and the central difference scheme on Ωm. The discretization on each
subdomainΩNp , p = ℓ,m, r is
[LNp Up]j = [ϒpf ]j, (11)
where
[LNp Up]j :=

[LNp,1Up]j
[LNp,2Up]j
.
.
[LNp,MUp]j
 =

[Rp(Up,1)]j +
M−
i=1,i≠1
[Qp(a1iUp,i)]j
[Rp(Up,2)]j +
M−
i=1,i≠2
[Qp(a2iUp,i)]j
.
.
[Rp(Up,M)]j +
M−
i=1,i≠M
[Qp(aMiUp,i)]j

, (12)
[ϒpf ]j :=

[Υp,1f ]j
[Υp,2f ]j
.
.
[Υp,M f ]j
 =

[Qp(f1)]j
[Qp(f2)]j
.
.
[Qp(fM)]j
 (13)
with
[Rp(Vi)]j = r i,−p;j Vi;j−1 + r i,cp;jVi;j + r i,+p;j Vi;j+1. (14)
[Qp(Vi)]j = qi,−p;j Vi;j−1 + qi,cp;jVi;j + qi,+p;j Vi;j+1. (15)
The values of the coefficients r i,•p;j , q
i,•
p;j, i = 1, . . . ,M, j = 1, . . . ,N − 1, • = −, c,+ on the subdomain ΩNp , p = ℓ, r ,
are given by
r i,−p;j = −
ε
h2p
+ qi,−p;j aii;j−1, r i,cp,j =
2ε
h2p
+ qi,cp;jaii;j, r i,+p;j = −
ε
h2p
+ qi,+p;j aii;j+1, (16)
qi,−p;j =
1
12
, qi,cp;j =
5
6
, qi,+p;j =
1
12
. (17)
Here the coefficients are determined so that the scheme is exact for polynomials up to degree four and satisfies the
normalization condition qi,−p;j + qi,cp;j + qi,+p;j = 1, i = 1, . . . ,M, j = 1, . . . ,N − 1; cf. [16, sect. 6.1.4].
The values of the coefficients r i,•p;j , q
i,•
p;j, i = 1, . . . ,M, j = 1, . . . ,N − 1, • = −, c,+, on the subdomain ΩNp , p = m,
depend on the relation between hp and ε. First, when h2p‖aii‖Ω ≤ 12ε, the coefficients r i,•p;j , qi,•p;j, i = 1, . . . ,M, j =
1, . . . ,N − 1, • = −, c,+ are defined again by (16)–(17). On the other hand, when h2p‖aii‖Ω > 12ε, the coefficients
r i,•p;j , q
i,•
p;j, i = 1, . . . ,M, j = 1, . . . ,N − 1, • = −, c,+, are given by
r i,−p;j = −
ε
h2p
, r i,cp;j =
2ε
h2p
+ aii;j, r i,+p;j = −
ε
h2p
, (18)
qi,−p;j = 0, qi,cp;j = 1, qi,+p;j = 0. (19)
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Alternatively, the discretized operator LNp can be defined as
[LNp Up]j :=

[LNp,1Up]j
[LNp,2Up]j
.
.
[LNp,MUp]j
 =

−ε[δ2xUp,1]j +
M−
i=1
[Qp(a1iUp,i)]j
−ε[δ2xUp,2]j +
M−
i=1
[Qp(a2iUp,i)]j
.
.
−ε[δ2xUp,M ]j +
M−
i=1
[Qp(aMiUp,i)]j

, (20)
where
[δ2xVi]j = (Vi;j+1 − 2Vi;j + Vi;j−1)/h2p.
Then iterative process starts with U [0](xj) ≡ 0, 0 < xj < 1, U [0](0) = u(0),U [0](1) = u(1), and for each k ≥ 1,
U [k](xj) =

U [k]ℓ (xj), xj ∈ ΩNℓ \Ωm,
U [k]m (xj), xj ∈ ΩNm,
U [k]r (xj), xj ∈ ΩNr \Ωm,
(21)
where U [k]p , p = ℓ,m, r are the solutions to
[LNℓ U [k]ℓ ] = [ϒℓf ] inΩNℓ , U [k]ℓ (0) = u(0), U [k]ℓ (2σ) = SU [k−1](2σ),
[LNr U [k]r ] = [ϒr f ] inΩNr , U [k]r (1− 2σ) = SU [k−1](1− 2σ), U [k]r (1) = u(1),
[LNmU [k]m ] = [ϒmf ] inΩNm, U [k]m (σ ) = SU [k]ℓ (σ ), U [k]m (1− σ) = SU [k]r (1− σ),
where SU [k] denotes the cubic C0-spline interpolant of U [k] on the meshΩN := (ΩNℓ \Ωm)∪ΩNm ∪ (ΩNr \Ωm), and this is
constructed by clustering three adjacent and equidistant mesh intervals and fitting a cubic function through the numerical
approximation on the four associated mesh points.
Lemma 4.1. Let N0 be the smallest positive integer such that
max
1≤i≤M
{β‖aii‖Ω} < N20/ ln2 N0, (22)
where β = 16/3α. Then, for any N ≥ N0, the operators LNp , p = ℓ,m, r are of positive type.
Proof. The proof immediately follows from (16)–(19), condition (22), and the definition of mesh length on each
subdomain. 
As a straightforward consequence of Lemma 4.1, we have the following discrete maximum principle inΩNp , p = ℓ,m, r .
Lemma 4.2 (Discrete Maximum Principle). Assume that Z0 ≥ 0 and ZN ≥ 0. Then [LNp Z]j ≥ 0 for xj ∈ ΩNp implies that Zj ≥ 0
for xj ∈ ΩNp .
5. Error analysis
In this section we estimate the error in discrete Schwarz iterates and prove that for small ε, only one iteration is required
to attain almost fourth order ε-uniform convergence.
Theorem 5.1. Let u be the solution of problem (1) and let U [k] be the kth iterate of the discrete Schwarz method. Let SU [k] be the
cubic C0-spline interpolant of U [k]. Then, for any N ≥ N0,
‖u− SU [k]‖Ω ≤ C02−k + C1N−4 ln4 N. (23)
Proof. The proof is by induction. Since U [0](xj) = 0 for 0 < xj < 1, the uniform stability of the operator L gives
‖u − U [0]‖ΩN = ‖u‖ΩN ≤ C . Also (u − U [0])(0) = 0 and (u − U [0])(1) = 0. Then clearly there exists C3 and C4 such
that
‖u− U [0]‖
Ω
N ≤ C320 + C4N−4 ln4 N.
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Thus, the result is true for k = 0. Let the result be true for some k ≥ 0. Then we need to show that
‖u− U [k+1]‖
Ω
N ≤ C32−(k+1) + C4N−4 ln4 N. (24)
Let [0p(u)]j denote the truncation error [LNp (u− U [k+1]p )]j. For xj ∈ ΩNℓ , Taylor expansions give[0ℓ(u)]j ≤ Cεh4ℓ‖u(6)‖[xj−1,xj+1].
Then using ‖u(6)‖Ω ≤ Cε−3 and hℓ ≤ C
√
εN−1 lnN , we obtain[0ℓ(u)]j ≤ C2N−4 ln4 N. (25)
By the triangle inequality we have
|(u− U [k+1]ℓ )(2σ)| = |(u− SU [k])(2σ)| ≤ |(u− Su)(2σ)| + |S(u− U [k])(2σ)|. (26)
The second term on the right hand side can be bounded by using the stability of the operator S and the induction hypothesis.
Thus, it remains to bound the first term. Let I be a cluster of three adjacent mesh intervals of equal length hI containing the
point 2σ . We have the following standard interpolation error estimates
|(g − Sg)(2σ)| ≤ Ch4I ‖g (4)‖I and |(g − Sg)(2σ)| ≤ C‖g‖I for g ∈ C4(I)M . (27)
Note that I lies inΩm. Here two distinct cases (σ = 1/4 and σ < 1/4) are considered. In the first case, ε−1/2 ≤ C lnN and
hI = 1/2N . Using the first bound of (27) and ‖u(4)‖Ω ≤ Cε−2, we obtain
|(u− Su)(2σ)| ≤ Ch4I ‖u(4)‖I ≤ C5N−4 ln4 N.
For the case σ < 1/4, we use the decomposition u = v +w to get
|(u− Su)(2σ)| ≤ |(v − Sv)(2σ)| + |(w − Sw)(2σ)|.
Then first interpolation error estimate of (27), hI ≤ CN−1, and ‖v(4)‖Ω ≤ C gives
|(v − Sv)(2σ)| ≤ Ch4I ‖v(4)‖I ≤ C5N−4.
For the layer partw, the second estimate of (27) gives
|(w − Sw)(2σ)| ≤ C‖w‖I ≤ C‖Bε‖I ≤ C2e−σ
√
α/ε ≤ C5N−4.
Thus the first term on right hand side of (26) is bounded by
|(u− Su)(2σ)| ≤ C5N−4 ln4 N. (28)
Hence
|(u− U [k+1]l )(2σ)| ≤ C62−k + C7N−4 ln4 N. (29)
Now introduce the mesh functions
Ψ±(xj) = xj2σ C32
−k + C4N−4 ln4 N ± (u− U [k+1]ℓ )(xj).
Recalling (29), and the truncation error bound (25), use the mesh functions Ψ± with C3 and C4 chosen sufficiently large,
independent of ε, to get
|(u− U [k+1]ℓ )(xj)| ≤
xj
2σ
C32−k + C4N−4 ln4 N.
Hence
‖u− U [k+1]ℓ ‖ΩNℓ \Ωm ≤ C32
−(k+1) + C4N−4 ln4 N. (30)
Similar arguments can be used to show that
‖u− U [k+1]r ‖ΩNr \Ωm ≤ C32
−(k+1) + C4N−4 ln4 N. (31)
Next we estimate the error in the computed solution U [k+1]m . For this purpose we consider the two distinct cases: h2m‖aii‖ ≤
12ε and h2m‖aii‖ > 12ε.
3348 S. Chandra Sekhara Rao, S. Kumar / Journal of Computational and Applied Mathematics 235 (2011) 3342–3354
In the first case a compact fourth order difference scheme is used. Let g ∈ C6([xj−1, xj+1])M . Then for xj ∈ ΩNm, i =
1, . . . ,M , Taylor expansions give
|[Γm,i(g)]j| ≤

Cεh4m‖g(6)i ‖[xj−1,xj+1],
Cε‖g(2)i ‖[xj−1,xj+1].
(32)
Nowwe estimate the truncation in two distinct cases: σ = 1/4 and σ < 1/4. First consider σ = 1/4. In this case hm = 1/2N
and ε−1/2 ≤ C lnN . Thus ‖u(6)‖Ω ≤ Cε−1 ln4 N , by Lemma 2.1. Then for xj ∈ ΩNm , the first bound of (32) gives
|[Γm,i(u)]j| ≤ C2N−4 ln4 N, i = 1, . . . ,M. (33)
For the case σ < 1/4, similar to the decomposition of u split the truncation error as
|[0m(u)]j| ≤ |[0m(v)]j| + |[0m(w)]j|. (34)
For the regular part we use the first estimate of (32), hm ≤ CN−1, and ε‖v(6)‖Ω ≤ C . For xj ∈ ΩNm , we obtain
|[Γm,i(v)]j| ≤ C5N−4, i = 1, . . . ,M.
For the layer part we use the second estimate of (32) to get
|[Γm,i(w)]j| ≤ Cε‖w(2)i ‖[xj−1,xj+1]
≤ C‖Bε‖[xj−1,xj+1]
≤ C6N−4, i = 1, . . . ,M,
since for xj ∈ ΩNm
‖Bε‖[xj−1,xj+1] ≤ (e−σ
√
α/ε + e−(1−(1−σ))
√
α/ε) = 2e−σ
√
α/ε = 2N−4.
Now consider the case when h2m‖aii‖ > 12ε. In this case a standard central difference scheme is used. Let g ∈
C4([xj−1, xj+1])M . Then for xj ∈ ΩNm, i = 1, . . . ,M , by Taylor expansion
|[Γm,i(g)]j| ≤

Cεh2m‖g(4)i ‖[xj−1,xj+1],
Cε‖g(2)i ‖[xj−1,xj+1].
(35)
When σ = 1/4 then ε−1/2 ≤ C lnN and hm = 1/2N . Thus ‖u(4)‖Ω ≤ C ln4 N , by Lemma 2.1. Using the first bound of (35),
we get
|[Γm,i(u)]j| ≤ CεN−2 ln4 N ≤ C7N−4 ln4 N, i = 1, . . . ,M.
When σ < 1/4, we use the solution decomposition of u, (35) and (6) to get
|[Γm,i(u)]j| ≤ |[Γm,i(v)]j| + |[Γm,i(w)]j|
≤ Cεh2m‖v(4)i ‖[xj−1,xj+1] + Cε‖w(2)i ‖[xj−1,xj+1]
≤ CεN−2 + CN−4 ≤ C8N−4, i = 1, . . . ,M.
Collecting various truncation error bounds for both the cases (h2m‖aii‖ ≤ 12ε and h2m‖aii‖ > 12ε), we have
|[0m(u)]j| ≤ C10N−4 ln4 N for xj ∈ ΩNm .
As
|(u− U [k+1]m )(σ )| = |(u− U [k+1]ℓ )(σ )| ≤ C32−(k+1) + C11N−4 ln4 N,
and
|(u− U [k+1]m )(1− σ)| = |(u− U [k+1]r )(1− σ)| ≤ C32−(k+1) + C11N−4 ln4 N,
application of Lemma 4.2 gives
‖u− U [k+1]m ‖ΩNm ≤ C32
−(k+1) + C4N−4 ln4 N. (36)
Combining error bounds (30), (31) and (36), we get (24).
Wenowuse standard interpolation error estimates for cubicC0-spline interpolation to get the desired error estimate (23).
Suppose I denotes the cluster of three adjacent mesh intervals of equal length hI . We have following standard interpolation
error estimates
‖g − Sg‖I ≤ Ch4I ‖g (4)‖I and ‖g − Sg‖I ≤ C‖g‖I for any g ∈ C4(I)M . (37)
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Application of the triangle inequality gives
‖u− SU [k]‖Ω ≤ ‖u− Su‖Ω + ‖S(u− U [k])‖Ω . (38)
Then use the stability of the operator S to get
‖S(u− U [k])‖Ω ≤ C‖u− U [k]‖ΩN ≤ C02−k + C2N−4 ln4 N. (39)
To estimate the interpolation error ‖u − Su‖Ω , first consider I ⊂ (Ωℓ \ Ωm) ∪ (Ω r \ Ωm). Note that hI ≤ C
√
εN−1 lnN ,
and ‖u(4)‖Ω ≤ Cε−2 by Lemma 2.1. Use the first interpolation error estimate of (37) to get
‖u− Su‖I ≤ CN−4 ln4 N for I ⊂ (Ωℓ \Ωm) ∪ (Ω r \Ωm).
Next consider I ⊂ Ωm. Using (37) and imitating the arguments used in establishing (28), we get
‖u− Su‖I ≤ CN−4 ln4 N for I ⊂ Ωm.
Thus we have
‖u− Su‖Ω ≤ C5N−4 ln4 N. (40)
Combining (38)–(40) we get (23). This completes the proof. 
In the following theorem we show that the iterative process converges much faster than is shown in Theorem 5.1.
Theorem 5.2. Let U [k] be the kth iterate of the discrete Schwarz method and let SU [k] be its cubic C0-spline interpolant. Then,
for any N ≥ N0,
‖SU [k+1] − SU [k]‖Ω ≤ Cλk,
where λ = 1+ σN αε −N < 1. Furthermore, λ ≤ 16N−4 for σ = 4√ε lnN/√α.
Proof. By the stability of the operator S, we have
‖SU [k+1] − SU [k]‖Ω ≤ C‖U [k+1] − U [k]‖ΩN .
Thus to get the desired estimate we have to show that
‖U [k+1] − U [k]‖
Ω
N ≤ Cλk where λ =

1+ σ
N

α
ε
−N
.
The proof is by induction. For k = 0, we use arguments similar to [8, Lemma 8]
‖U [1] − U [0]‖
Ω
N ≤ Cλ0.
Let the result be true for some k ≥ 0. Then we need to show that
‖U [k+2] − U [k+1]‖
Ω
N ≤ Cλk+1 where λ =

1+ σ
N

α
ε
−N
. (41)
Note that
[LNℓ (U [k+2]ℓ − U [k+1]ℓ )]j = 0 for xj ∈ ΩNℓ , (U [k+2]ℓ − U [k+1]ℓ )(0) = 0,
and using the stability of the operator S and the induction hypothesis
‖(U [k+2]ℓ − U [k+1]ℓ )(2σ)‖ = ‖S(U [k+1] − U [k])(2σ)‖ ≤ Cλk.
Consider ψℓ;j = (ψℓ;j, ψℓ;j, . . . , ψℓ;j)T defined by
−ε[δ2xψℓ]j + [Qℓ(αψℓ)]j
−ε[δ2xψℓ]j + [Qℓ(αψℓ)]j
.
.
−ε[δ2xψℓ]j + [Qℓ(αψℓ)]j
 = 0 for xj ∈ ΩNℓ , ψℓ;0 = 0, ψℓ;N = Cλk. (42)
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Using themaximum principle argument we note thatψℓ;j ≥ 0 for xj ∈ ΩNℓ , and thus one can easily deduce that [LNℓ ψℓ]j ≥ 0
for xj ∈ ΩNℓ . Hence
[LNℓ (ψℓ − (U [k+2]ℓ − U [k+1]ℓ ))]j = [LNℓ ψℓ]j − [LNℓ (U [k+2]ℓ − U [k+1]ℓ )]j
≥ 0 for xj ∈ ΩNℓ ,
ψℓ;0 − (U [k+2]ℓ;0 − U [k+1]ℓ;0 ) ≥ 0, ψℓ;N − (U [k+2]ℓ;N − U [k+1]ℓ;N ) ≥ 0.
Therefore by Lemma 4.2, we have
U [k+2]ℓ;j − U [k+1]ℓ;j ≤ ψℓ;j for xj ∈ ΩNℓ . (43)
The exact solution to the difference problem (42) is
ψℓ;j = Cλk
(ξ1 + ξ2)j − (ξ1 − ξ2)j
(ξ1 + ξ2)N − (ξ1 − ξ2)N ,
where ξ1 = 3+5

σ
N
√
α
ε
2
3−

σ
N
√
α
ε
2 and ξ2 = 2  σN αε 
 9+6 σN√ αε 2
3−

σ
N
√
α
ε
22 .
Hence, for xj ∈ ΩNℓ \Ωm
ψℓ;j ≤ Cλk
(ξ1 + ξ2)N/2 − (ξ1 − ξ2)N/2
(ξ1 + ξ2)N − (ξ1 − ξ2)N
= Cλ
k
(ξ1 + ξ2)N/2 + (ξ1 − ξ2)N/2
≤ Cλ
k
(ξ1 + ξ2)N/2
.
It is easy to see that
ξ1 ≥ 1+

σ
N

α
ε
2
and ξ2 ≥ 2σN

α
ε
.
Consequently ψℓ;j ≤ Cλk+1, for xj ∈ ΩNℓ \Ωm. Therefore
‖U [k+2]ℓ − U [k+1]ℓ ‖ΩNℓ \Ωm ≤ Cλ
k+1. (44)
Similarly we can show that
‖U [k+2]r − U [k+1]r ‖ΩNr \Ωm ≤ Cλ
k+1. (45)
Next we use (44) and (45) and the argument similar to [8, Lemma 8] to show that
‖U [k+2]m − U [k+1]m ‖ΩNm ≤ Cλ
k+1. (46)
Finally we combine the estimates (44)–(46) to get (41).
Furthermore
λ =

1+ σ
N

α
ε
−N
=

1+ 4 lnN
N
−N
for σ = 4√ε lnN/√α.
Following the argument in [1, Lemma 5.1], we get
λ ≤ 16N−4, N ≥ 1. 
Using an idea similar to [8, Theorem 1], combining Theorems 5.1 and 5.2, we now prove that, for small ε, one iteration is
sufficient to attain almost fourth order ε-uniform convergence.
Theorem 5.3. Let u be the solution of problem (1) and let U [k] be the kth iterate of the discrete Schwarz method. Let SU [k] be the
cubic C0-spline interpolant of U [k]. If σ = 4 ε
α
lnN, then for any N ≥ max{N0, 2},
‖u− SU [k]‖
Ω
N ≤ C0N−4k + C1N−4 ln4 N.
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Proof. Application of the triangle inequality gives
‖u− SU [k]‖
Ω
N ≤ ‖SU − SU [k]‖
Ω
N + ‖u− SU‖
Ω
N . (47)
We now estimate both the terms on the right hand side of (47). Theorem 5.2 conveys that there exists SU such that
SU := limk→∞ SU [k]. Consequently, from Theorem 5.1, for any N ≥ N0,
‖u− SU‖
Ω
N ≤ C1N−4 ln4 N. (48)
Again we use Theorem 5.2 to deduce that, for any N ≥ max{N0, 2},
‖SU − SU [k]‖
Ω
N ≤ C
∞−
i=k
N−4i
= C N
−4k
1− N−4
≤ C0N−4k. (49)
Combining (47)–(49), we obtain the required result. 
6. Numerical results
In this section numerical results are presented which confirm the theoretical estimates established in the previous
section. Two test problems are solved numerically using the discrete Schwarz method described in Section 4, and the
stopping criterion for the iterative procedure is taken to be
‖U [k+1] − U [k]‖
Ω
N ≤ KN−4 ln4 N, (50)
where the parameterK is chosen such that ‖U [k+1]−U [k]‖
Ω
N relative to the magnitude of u is O(N−4 ln4 N). We takeK to
be O(‖u‖Ω), which can be estimated a priori by using
‖u‖Ω ≤
1
α
‖f ‖Ω +max{‖a0‖, ‖a1‖}.
We omit the superscript k on the final iterate (when stopping criterion (50) is satisfied) and write simply U . We consider
the following test problems.
Example 6.1.
−εu′′1 + 3u1 − (1− x)u2 − (1− x)u3 = exp(x), u1(0) = u1(1) = 0,
−εu′′2 − 2u1 + (4+ x)u2 − u3 = cos(x), u2(0) = u2(1) = 0,
−εu′′3 − 2u1 − 3u2 + (6+ x)u3 = 1+ x2, u3(0) = u3(1) = 0.
Example 6.2.
−εu′′1 + 2.1u1 − (1− x)u2 − (1+ x)u3 = x, u1(0) = u1(1) = 1,
−εu′′2 − xu1 + (1.1+ x)u2 − xu3 = −x, u2(0) = u2(1) = 1,
−εu′′3 − (2+ x)u1 − (1− x)u2 + (3.1+ x)u3 = 1, u3(0) = u3(1) = 1.
Note that, Example 6.1 is from the problem classPε , which is a subclass of the problem class Pε and Example 6.2 is from
the problem class Pε , and does not belong to the class Pε . For the subdomain parameter σ , we consider α = 0.95 for
Example 6.1 and α = 0.09 for Example 6.2. We consider K = 1 for both the test problems. We define SU on macro-
intervals [x3j, x3(j+1)], j = 0, . . . , 2N/3− 1. The exact solutions to both the test problems are not available, so we estimate
the accuracy of the numerical solution U and SU by comparing them to the numerical solutionU obtained on a mesh with
same subdomain parameter σ , but 3N intervals in each subdomain. We compute
‖u− U‖
Ω
N ≈ ENε := ‖U − U‖ΩN and ‖u− SU‖Ω ≈ENε := ‖U − SU‖Ω3N .
We then compute the ε-uniform errors by
EN = max
ε
ENε and EN = max
ε
ENε .
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Table 6.1
Maximum pointwise errors ENε , E
N and ε-uniform rate of convergence ρN for Example 6.1.
ε = 10−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29
j = 0 3.22E−05 3.05E−06 2.89E−07 2.74E−08 2.68E−09 4.14E−10
1 6.59E−06 3.22E−07 7.11E−08 3.32E−09 5.80E−10 5.07E−11
2 5.42E−07 3.36E−08 2.12E−09 1.37E−10 1.13E−11 1.02E−12
3 4.97E−05 3.13E−06 1.96E−07 1.23E−08 7.65E−10 4.27E−11
4 7.74E−04 9.49E−05 1.06E−05 1.08E−06 7.48E−08 4.67E−09
5 7.68E−04 9.42E−05 1.05E−05 1.08E−06 1.05E−07 9.76E−09
6 7.66E−04 9.40E−05 1.05E−05 1.07E−06 1.05E−07 9.76E−09
7 7.65E−04 9.39E−05 1.05E−05 1.07E−06 1.05E−07 9.76E−09
8 7.65E−04 9.39E−05 1.05E−05 1.07E−06 1.05E−07 9.76E−09
EN 7.74E−04 9.49E−05 1.06E−05 1.08E−06 1.05E−07 9.76E−09
ρN 3.97 3.98 4.00 4.00 4.00
Table 6.2
Maximum pointwise errors ENε , E
N and ε-uniform rate of convergence ρN for Example 6.2.
ε = 10−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29
j = 0 3.92E−05 3.77E−06 3.18E−07 2.63E−08 2.20E−09 1.96E−10
1 6.23E−06 6.64E−07 5.95E−08 4.34E−09 2.63E−10 1.84E−11
2 3.59E−07 2.24E−08 1.40E−09 8.86E−11 5.50E−12 3.84E−13
3 3.53E−05 2.22E−06 1.39E−07 8.71E−09 5.44E−10 3.39E−11
4 5.40E−04 6.63E−05 7.37E−06 7.58E−07 5.44E−08 3.40E−09
5 5.40E−04 6.63E−05 7.37E−06 7.57E−07 7.38E−08 6.86E−09
6 5.41E−04 6.65E−05 7.38E−06 7.58E−07 7.38E−08 6.86E−09
7 5.41E−04 6.65E−05 7.38E−06 7.58E−07 7.38E−08 6.86E−09
8 5.41E−04 6.65E−05 7.38E−06 7.58E−07 7.38E−08 6.86E−09
EN 5.41E−04 6.65E−05 7.38E−06 7.58E−07 7.38E−08 6.86E−09
ρN 3.97 3.99 4.00 3.99 4.00
Table 6.3
Global maximum errorsENε ,EN and ε-uniform rate of convergenceρN for Example 6.1.
ε = 10−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29
j = 0 3.22E−05 3.05E−06 2.89E−07 2.74E−08 2.68E−09 4.14E−10
1 6.59E−06 3.22E−07 7.11E−08 3.32E−09 5.80E−10 5.07E−11
2 2.30E−05 1.58E−06 1.04E−07 6.66E−09 4.21E−10 2.89E−11
3 1.49E−03 1.24E−04 9.02E−06 6.08E−07 3.94E−08 2.51E−09
4 1.39E−02 2.63E−03 3.84E−04 4.68E−05 3.59E−06 2.38E−07
5 1.39E−02 2.62E−03 3.83E−04 4.67E−05 5.01E−06 4.93E−07
6 1.39E−02 2.62E−03 3.83E−04 4.66E−05 5.01E−06 4.93E−07
7 1.39E−02 2.62E−03 3.83E−04 4.66E−05 5.01E−06 4.93E−07
8 1.39E−02 2.62E−03 3.83E−04 4.66E−05 5.01E−06 4.93E−07
E˜N 1.39E−02 2.63E−03 3.84E−04 4.68E−05 5.01E−06 4.93E−07
ρ˜N 3.15 3.48 3.70 3.83 3.90
Since we have an error bound of the form (N−1 lnN)ρ , we compute the ε-uniform numerical rates of convergence by
ρN = ln E
N − ln E2N
ln(2 lnN)− ln(ln(2N)) ,
ρN = lnEN − lnE2N
ln(2 lnN)− ln(ln(2N)) .
The values of the maximum pointwise error ENε for the present method applied to Examples 6.1 and 6.2 are given in
Tables 6.1 and6.2, respectively. The last two rows in each of the tables (Tables 6.1 and6.2) represent the ε-uniformmaximum
pointwise errors EN and the ε-uniformconvergence ratesρN . Clearly these results are in good agreementwith our theoretical
estimates.
The values of the global errorENε for the present method applied to Examples 6.1 and 6.2 are given in Tables 6.3 and 6.4,
respectively. The last two rows in each of the tables (Tables 6.3 and 6.4) represent the ε-uniform global errorsEN and the
ε-uniform convergence ratesρN . It is clear from Tables 6.3 and 6.4 that the present method is almost fourth order global
uniformly convergent. This supports the theoretical result established in Section 5.
Tables 6.5 and 6.6 represent the numbers of Schwarz iterations required until the stopping criterion (50) is satisfied
for Examples 6.1 and 6.2, respectively. Clearly these results are in good agreement with the theory. Further numerical
experiments are conducted with K = 0.1, 10, to confirm the effect of parameter K in (50) on the error and iteration
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Table 6.4
Global maximum errorsENε ,EN and ε-uniform rate of convergenceρN for Example 6.2.
ε = 10−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29
j = 0 3.92E−05 3.77E−06 3.18E−07 2.63E−08 2.20E−09 1.96E−10
1 6.23E−06 6.64E−07 5.95E−08 4.34E−09 2.63E−10 1.84E−11
2 1.61E−05 1.10E−06 7.24E−08 4.63E−09 2.93E−10 1.78E−11
3 1.09E−03 9.03E−05 6.53E−06 4.39E−07 2.85E−08 1.81E−09
4 9.90E−03 1.86E−03 2.71E−04 3.30E−05 2.63E−06 1.74E−07
5 9.90E−03 1.86E−03 2.71E−04 3.30E−05 3.54E−06 3.48E−07
6 9.90E−03 1.86E−03 2.71E−04 3.30E−05 3.54E−06 3.48E−07
7 9.90E−03 1.86E−03 2.71E−04 3.30E−05 3.54E−06 3.48E−07
8 9.90E−03 1.86E−03 2.71E−04 3.30E−05 3.54E−06 3.48E−07
E˜N 9.90E−03 1.86E−03 2.71E−04 3.30E−05 3.54E−06 3.48E−07
ρ˜N 3.16 3.49 3.70 3.83 3.90
Table 6.5
Number of Schwarz iterations required to satisfy the stopping criterion for Example 6.1.
ε = 10−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29
j = 0 10 13 16 19 22 25
1 7 9 10 12 13 15
2 3 3 4 4 4 5
3 2 2 2 2 2 2
4 1 1 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 1 1 1
7 1 1 1 1 1 1
8 1 1 1 1 1 1
Table 6.6
Number of Schwarz iterations required to satisfy the stopping criterion for Example 6.2.
ε = 10−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29
j = 0 12 14 17 20 23 26
1 6 7 8 9 11 12
2 2 3 3 3 4 4
3 1 1 2 2 2 2
4 1 1 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 1 1 1
7 1 1 1 1 1 1
8 1 1 1 1 1 1
count. It has been observed that for large ε, withK = 0.1 there is a small increase in iteration counts and a small reduction
in the errors; but withK = 10, there is a small reduction in iteration counts and a small increase in the errors. However,
for ε ≤ 10−3, identical results are noticed.
7. Conclusions
Wedeveloped a high order Schwarz domain decompositionmethod for a system ofM(≥ 2) coupled singularly perturbed
reaction–diffusion equations. We proved that the method produces almost fourth order ε-uniform results. Furthermore, it
is shown that, when ε is small, one iteration is sufficient to get almost fourth order ε-uniform convergence. Numerical
experiments support the theoretical results and demonstrate the effectiveness of the method.
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Appendix
In this appendix we construct a decomposition of u into a sum of a regular part v and a layer part w for the problem
classPε with the assumption that A and f are four times continuously differentiable on Ω . This type of decomposition for
scalar singularly perturbed reaction–diffusion problem is given in [16, pp. 50–51] using the idea of extending the domain
introduced in [17] along with inequality (4).
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Lemma A.1. Let A and f be four times continuously differentiable onΩ . Let A satisfy (8). Then, for all x ∈ Ω and s = 0, . . . , 4,
|u(s)(x)| ≤ C(1+ ε−s/2Bε(x)), (A.1)
where α := (1− γ )mini=1,...,M minx∈[0,1] aii(x) andBε(x) := e−x
√
α/ε + e−(1−x)√α/ε .
Proof. An application of the technique from [18, Lemma 2.3] and argument in [19] proves the lemma. 
Theorem A.2. Let A and f be four times continuously differentiable on Ω . Let A satisfy (7)–(8). Then, u can be decomposed as
u = v +w , where the regular part v and the layer part w satisfy
‖v(s)‖Ω ≤ C(1+ ε2−s/2) and |w(s)i (x)| ≤ Cε−s/2Bε(x)
for i = 1, . . . ,M and s = 0, . . . , 6.
Proof. LetΩ∗ := [−1, 2] be the extension of the domainΩ . The functions A and f are smoothly extended to the functions
A∗ ∈ C4(Ω∗)M×M and f ∗ ∈ C4(Ω∗)M with A∗|[0,1] = A and f ∗|[0,1] = f , in such a way that (8) remain valid for the extended
functions (with α perhaps replaced by a slightly smaller positive constant). Let L∗ be the extended differential operator. Let
v∗ be the solution of
L∗v∗ = f ∗ in (−1, 2), v∗(−1) = v∗(2) = 0 and set v∗|[0,1] = v.
Here v represents the regular part of the solution exhibiting no layers. An affine transformation and (A.1) gives ‖v(s)‖Ω ≤ C
for s = 0, . . . , 4. Using Lv = f , we immediately get ‖v(6)i ‖Ω ≤ Cε−1, i = 1, . . . ,M . Finally, using (4) for g = v(4)i with an
interval I ⊆ [0, 1] of length µ = ε1/2, we obtain ‖v(5)i ‖Ω ≤ Cε−1/2, i = 1, . . . ,M . To obtain bounds on the derivatives of
layer componentw, we use the following property of the layer functionBε(x)
max
x∈I
Bε(x) ≤ 2eδ
√
α/ε min
x∈I Bε(x) for I := [a, a+ δ] ⊆ [0, 1]. (A.2)
The layer componentw is the solution of
Lw = 0 in (0, 1), w(0) = u(0)− v(0), w(1) = u(1)− v(1).
Assumptions (7)–(8) ensure that a maximum principle holds for the operator L. An application of the maximum principle
gives the bound onw. For the second derivative ofw, use Lw = 0 and |wi(x)| ≤ CBε(x), i = 1, . . . ,M . In order to get the
bound on w ′, we use (4) for g = wi with an interval I ⊆ [0, 1] of length µ = ε1/2 and use (A.2) with δ = √ε. This gives
|w′i(x)| ≤ Cε−1/2Bε(x) for x ∈ Ω, i = 1, . . . ,M . Differentiating Lw = 0 and using lower order derivative bounds, we get
the bounds on higher order derivatives ofw. 
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