Abstract-The vertex coloring problem is a well-known classical problem in graph theory in which a color is assigned to each vertex of the graph such that no two adjacent vertices have the same color. The minimum vertex coloring problem is known to be an NP-hard problem in an arbitrary graph, and a host of approximation solutions are available. In this paper, four learning automata-based approximation algorithms are proposed for solving the minimum (vertex) coloring problem. It is shown that by a proper choice of the parameters of the algorithm, the probability of approximating the optimal solution is as close to unity as possible. The last proposed algorithm is compared with some well-known coloring algorithms and the results show the efficiency of the proposed algorithm in terms of the color set size and running time of algorithm.
INTRODUCTION
The vertex coloring problem is a well-known combinatorial optimization problem in graph theory, which is widely used in real life applications like computer register allocation, air traffic flow management, timetabling, scheduling, frequency assignment, and light wavelengths assignment in optical networks. A legal vertex coloring of graph . That is, a legal vertex coloring of G is assigning one of p distinct colors to each vertex of the graph in such a way that no two endpoints of any edge are given the same colors. Formally, the vertex coloring problem can be either considered as an optimization problem or as a decision problem. The optimization version of the vertex coloring problem is intended to find the smallest number of colors by which the graph can be legally colored, and the decision problem aims at deciding for a given p whether or not the graph is p -colorable, and is called p -coloring problem.
A given graph G is p -colorable, if it can be legally colored with at most p different colors. The chromatic number ) (G χ is the minimum number of colors required for coloring the graph, and a graph G is said to be pchromatic, if p G = ) ( χ . A minimum coloring of G is a legal coloring in which the smallest number of colors (i.e., chromatic number) to be assigned to the vertices. The minimum coloring problem is formally an NP-hard problem for general graphs as determining the chromatic number is known to be NP-hard. It is shown in [1] that the decision problem of graph p -colorability ( p -coloring problem) is an NP-complete problem for 3 ≥ p , and can be solved in polynomial time otherwise. Since the vertex coloring problem is known to be NP-hard for general graphs, all the exact algorithms can only be applied on small graphs, while very large graphs often arise in a variety of applications. On the other hand, in applications, it often suffices to find a near optimal coloring of the graph. Hence, a large number of polynomial time algorithms have been proposed to approximate the near optimal solutions to the coloring problem. The approximation approaches reported in the literatures can be classified as local search approaches, genetic algorithms, fuzzy-based optimizations, evolutionary algorithms, simulated annealing methods, ant colony-based approaches, Markov chain approaches, and neural network approaches.
In this paper, we propose four learning automatabased approximation algorithms for finding near optimal solutions to the minimum (vertex) coloring problem. It is shown that by a proper choice of the parameters of the proposed algorithms, the probability of approximating the optimal solution is as close to unity as possible. The performance of the last proposed algorithm is measured through experimental results, in terms of the time and the number of colors required for coloring the graphs, and compared with CHECKCOL [8] , GLS [7] , ILS [4] , TPA [5] and AMACOL [6] . The results show that the proposed algorithm outperforms the others.
The rest of the paper is organized as follows. The learning automata are described in the next section. In section III, the proposed learning automata-based algorithms are described. The performance of the proposed algorithms is evaluated through the simulation experiments in section IV, and section V concludes the paper.
II. LEARNING AUTOMATA, AND VARIABLE ACTION SET LEARNING AUTOMATA
A. Learning Automata A learning automaton [2] [3] is an adaptive decisionmaking unit that improves its performance by learning how to choose the optimal action from a finite set of allowed actions through repeated interactions with a random environment. Learning automata can be classified into two main families: fixed structure learning automata and variable structure learning automata. Variable structure learning automata are represented by a triple
where β is the set of inputs, α is the set of actions, and T is learning algorithm. The learning algorithm is a recurrence relation which is used to modify the action probability vector. Let ) (k α and ) (k p denote the action chosen at instant k and the action probability vector on which the chosen action is based, respectively. The recurrence equation shown by (1) and (2) is a linear learning algorithm by which the action probability vector p is updated. Let ) (k i α be the action chosen by the automaton at instant k .
When the taken action is rewarded by the environment (i.e., 0
When the taken action is penalized by the environment (i.e., 1 ) ( = n β ). r is the number of actions can be chosen by the automaton, ) (k a and ) (k b denote the reward and penalty parameters and determine the amount of increases and decreases of the action probabilities, respectively.
B. Variable Action Set Learning Automata
A variable action set learning automaton is an automaton in which the number of actions available at each instant changes with time. It has been shown in [3] that a learning automaton with a changing number of actions is absolutely expedient and also ε -optimal, when the reinforcement scheme is 
is the probability of choosing action i α , conditioned on the event that the action subset ) (k A has already been selected and
the sum of the probabilities of the actions in subset ) (k A ,and
III. THE PROPOSED ALGORITHMS
In this section, we propose four intelligent approximation algorithms based on learning automata for coloring a given graph with the minimum expected number of colors (minimum coloring problem) as defined in section I. In each algorithm, a network of learning automata isomorphic to the graph is initially formed by assigning a learning automaton to each vertex of the graph. Such a network of learning automata can be described by a duple contains of a number of stages, and at each stage, each learning automaton randomly selects one of its colors and assigns it to its corresponding vertex. Thus, a coloring is made at each stage. The set of colors to be selected at each stage is referred to as color-set. Then, the algorithm decides whether the coloring is a legal coloring or not (except algorithm 4. At each stage k , the cardinality of the minimum color-set that has yet been found is denoted by dynamic threshold k T . The cardinality of the color-set of a given legal coloring is then compared with dynamic threshold k T . If it colors the graph with the smaller number of colors, then it is rewarded by the environment, and penalized otherwise. The various legal colorings are iteratively produced and the action probability vectors are updated until a near optimal solution is found to solve the minimum coloring problem with a probability close enough to unity.
In the first proposed algorithm, which we call Algorithm 1, it is assumed that the number of colors can be assigned to each -Each learning automaton updates its probability vector by penalizing its chosen action.
Step 4. Stopping Condition
-The process of selecting legal colorings of the graph and updating the action probabilities are repeated until the product of the probability of choosing the colors of a legal coloring called PLC is greater than a certain threshold or the number of colorings exceeds a pre-specified threshold. The coloring which is chosen last before stopping the algorithm is the coloring with the smallest color-set among all proper colorings.
• In the first proposed algorithm, the number of actions available for each learning automaton is assumed to be equal to the number of vertices in the graph. Although the probability of finding a legal coloring is much higher when a large number of actions is available, such an action set significantly prolongs the convergence delay of each learning automaton to the optimal action as well as the running time of the algorithm. On the other hand, it is shown that an arbitrary graph can be colored with at most ∆ +1 colors, where ∆ denotes the maximum degree of the vertices in the graph. To alleviate the convergence latency, we propose another algorithm in which the number of actions can be chosen by each learning automaton is equal to ∆ +1. Due to the reduction in number of actions, it is expected that the second proposed algorithm colors the graphs in less time, and with a smaller number of colors comparing algorithm 1. Algorithm 1 in which such a modification in number of actions is made is called algorithm 2.
• In the previous algorithms, all learning automata have the same number of actions, while some vertices of the graph can be easily colored with a much smaller number of colors (actions). This gives the same importance to all colors, and results in an excessive delay in finding the proper color for a large number of vertices. On the other hand, in these algorithms, each learning automaton locally decides to color itself and does it based on its neighbors' color. The drawback of the first four proposed algorithms is that they can not guarantee to find a legal coloring of the graph at each stage. This weakness significantly increases the number of colorings needs to be computed until a legal coloring is found, and therefore increases the running time of algorithm. To eliminate the problem of improper colorings, we propose another learning automata-based algorithm in which, unlike the algorithms described earlier, the number of actions can be taken by each learning automaton varies with time. This property allows the learning automata to pick the only colors they have not yet been selected by the adjacent learning automata. In this algorithm, to avoid the improper colorings, each learning automaton i A changes its number of actions by disabling the actions selected by its adjacent learning automata as described in subsection II on variable action set learning automata. Algorithm 3 in which, at each stage, a legal coloring of the graph is found is called algorithm 4. This algorithm differs from algorithm 3 in the action set defined for each learning automaton as well as the color selection phase (step 1). Since all colorings are found in step 1 of algorithm 4 are legal, step 2 (feasibility checking) is not required to be verified in this algorithm.
IV. NUMERICAL RESULTS
To study the efficiency of the proposed algorithms, we have conducted two groups of simulation experiments. The first group is concerned with investigating the impact of the learning rate on the size of the color set, and running time of the proposed algorithms. In the second group of experiments, algorithm 4, which outperforms the other proposed algorithms, is tested on a subset of hard-to-color benchmarks like Leighton, DSJ and Wap. The performance of algorithm 4 is measured in terms of the time and the number of colors required for coloring the graphs, and compared with CHECKCOL [8] , GLS [7] , ILS [4] , TPA [5] and AMACOL [6] .
In all experiments presented in this paper, the reinforcement scheme used for updating the action probability vectors is I R L − . Each algorithm is terminated when the probability of the chosen color set (PLC) is 0.9 or greater, or the number of colorings exceeds a pre-defined threshold.
To study the impact of the learning rate on the size of the color set and running time of the proposed algorithms, the learning rate is varied from 0.06 to 0.5 and each of the proposed algorithms is tested on the standard random graph DSJC125.1. The average color set size and the average running time of each algorithm for coloring the graph is given in table I. Each result reported in table I is averaged over 100 runs. The results show that, in all algorithms, the size of the color set decreases as the learning rate decreases. Furthermore, for all proposed algorithms, it can be seen that the time required for coloring the graph increases as the learning rate decreases. For instance, in algorithm 1, the average size of the color set is 14 and the running time (in seconds) of algorithm is 0.0030, when the learning rate is 0.30, while the color set decreases to 5 and the running time increases to 16.437, as the learning rate decreases to 0.07.
The results reported in table I also reveal that algorithm 4 outperforms the others, and algorithm 1 has the worst performance comparing algorithms 1 and 2.
Comparing the results of algorithms 1 and 2, we find that, due to the reduction in number of actions of each learning automaton, algorithm 2 is capable of coloring the graph with a smaller color set in a shorter time. It also can be seen that, algorithm 3 slightly outperforms algorithm 2. This is due to the fact that the number of actions available for each learning automaton is determined based on the local density of the graph, which results in a higher convergence rate for most learning automata.
In the second group of experiments, algorithm 4 is tested on three different classes of the hard-to-color benchmark graphs, and compared with those of CHECKCOL [8] , GLS [7] , ILS [4] , TPA [5] and AMACOL [6] . The results are summarized in tables II, III, and IV. In these tables, the first column includes the number of colors required for coloring the graph (CN), and the second column includes the running time of each algorithm in seconds (RT). In these experiments, the learning rate of algorithm 4 is set to 0.1, and the algorithm is terminated when the probability of the chosen color set is 0.9 or greater, or the number of colorings exceeds a pre-defined threshold.
Comparing the results of the other algorithms, reported in table II, we observe that, in most cases, GLS has the shortest running time, and CHECKCOL and AMACOL have the worst running time. It also can be seen that, in almost all cases, AMACOL picks the smallest number of colors to color the graphs, and GLS uses the most number of colors. Comparing the results of algorithm 4 with AMACOL, we find that the color sets chosen by algorithm 4 are as small as those of AMACOL, while the running time of algorithm 4 is considerably shorter than AMACOL. On the other hand, comparing algorithm 4 with GLS, it can be seen that the running time of algorithm 4 is as close to GLS as possible, while the size of the color set, in algorithm 4, is significantly smaller comparing GLS.
Comparing the results reported in table III, we find that, in almost all cases, ILS outperforms the others in terms of running time. It can be seen that CHECKCOL always selects the smallest color sets for coloring the graphs, while its running time is the worst. Comparing the results of algorithm 4 with the chromatic number of the benchmarks, we observe that the size of the color sets constructed by algorithm 4 is equal to the chromatic number. It is shown that, CHECKCOL is also capable of finding the optimal solution, but the running time of algorithm 4 is much less than that of CHECKCOL.
Comparing the results reported in table IV, we observe that, GLS and TPA outperform the others in terms of the size of the color set, and ILS in terms of the time required for coloring the Wap benchmark graphs. The results of algorithm 4 show that the size of the color set constructed by algorithm 4 is close enough to the best results. On the other hand, the running time of algorithm 4 is considerably shorter comparing GLS and TPA.
V. CONCLUSION
In this paper, four learning automata-based approximation algorithms were proposed to solve the minimum (vertex) coloring problem. The proposed algorithms iteratively find the different possible colorings of the graph, and depending on the response received from the environment, the color-sets are rewarded or penalized. Finally, the algorithms learn how to find the minimum coloring of the graph, among all the legal colorings, with the highest probability. The last proposed algorithm was compared with some well-known coloring algorithms and the results showed the efficiency of the proposed algorithm in terms of the color set size and running time of algorithm. 
