The main goal of this paper is to develop a potential theoretical approach to study the Dunkl Laplacian ∆ k , which is a standard example of differential-difference operators. Introducing the Green kernel relative to ∆ k , we prove that the Dunkl Laplacian generates a Balayage space and we investigate the associated family of harmonic measures. Therefore, by means of harmonic kernels, we give a characterization of all ∆ k -harmonic functions on a large class of open subsets U of ℝ d . We also establish existence and uniqueness results of a solution of the corresponding Dirichlet problem.
Introduction
The purpose of this paper is to develop a potential theoretical approach to study a differential-difference operator, namely the Dunkl Laplacian ∆ k . Roughly speaking, the Dunkl Laplacian is a perturbation of the usual Laplacian by a term with differences associated with a finite reflection group W and a multiplicity function k. The operator ∆ k was introduced by C. F. Dunkl in [6] in order to construct orthogonal polynomials and spherical harmonics for measures invariant under the action of a finite reflection group. Thereafter, M. Voit and M. Rösler showed in [22] that ∆ k generates a strong Feller semi-group (P k t ) t which reduces to the classical Brownian semi-group in the case where the function k is identically vanishing. This fact led several authors to define and develop many Dunkl theoretic concepts probabilistically, by investigating the so-called Dunkl process (see [3, 5, 10, 22] ). Recently, the study of the potential theory associated with the operator ∆ k has known growing interest (see for instance [9, 11, 12, 15, 18] ).
We offer, in the present work, an overview of Dunkl potential theory via Balayage methods. Using the semi-group(P k t ) t , we introduce the set E ∆ k of all excessive functions and we prove that ℝ d together with E ∆ k form a Balayage space. Notice that the notion of Balayage spaces provides a potential theory which is as rich as that of harmonic spaces and it covers large classes of linear elliptic and parabolic partial differential operators as well as Riesz potentials, Markov chains on discrete spaces and integro-differential operators (for more details on Balayage spaces, we refer to [2] ). Unlike harmonic spaces, it is well known that in Balayage spaces, harmonic measures for an open set V may live on the entire complement V c of V instead of being concentrated on the boundary ∂V. For our Balayage space (ℝ d , E ∆ k ), we prove that harmonic measures of an open set V are with compact support on V c . Moreover, we establish a correspondence between harmonic measures and ∆ k -harmonic functions (i.e., C -functions satisfying ∆ k u = ). This correspondence allows us to investigate the existence of a solution u ∈ C (V) ∩ C(V) to the Dirichlet problem
for a large class of open sets V and continuous functions f . The main tool used in our approach is the Green kernel G k which is defined by the integral of P k t with respect to t. Among the important properties of G k , we shall prove that for every open Borel bounded function f with compact support on ℝ d , the function G k f is continuous on ℝ d , vanishing at infinity and satisfies ∆ k G k f = −f in the distributional sense (see Theorem 3.4) . Similar results regarding the kernel G k were recently obtained in [18] . In this paper, we use the Green kernel G k to study excessive functions and to prove that the couple (ℝ d , E ∆ k ) is a Balayage space. This fact yields the existence of a family of harmonic measures (H V (x, ⋅ )) V related to the Dunkl Laplacian ∆ k . Combining properties of the Green operator G k and results known for standard Balayage spaces, we prove that for every bounded open set V and every x ∈ V, the support of the harmonic measure
is supported by the boundary ∂V. Using harmonic measures, we establish in the last section of this paper a characterization of ∆ k -harmonic functions by integral equalities. More precisely, we prove that a C -function f on a bounded
for every open set U such that U ⊂ V. Furthermore, we prove that Problem (1.1) admits a unique solution provided V is bounded W-invariant and regular.
The paper is organized as follows: Basic notions and results on Dunkl theory are collected in Section 2. These concern in particular the Dunkl Laplacian, the Dunkl kernel and the Dunkl translation. Section 3 is devoted to the study of the Green kernel G k . In Section 4, we give a minimum principle which will be used not only to prove the uniqueness but also the existence of a solution to Problem (1.1). In Section 5, we study excessive functions and we prove that (ℝ d , E ∆ k ) is a Balayage space. Introducing the corresponding family of harmonic kernels (H V ) V , we give in Section 6 a characterization of ∆ k -harmonic functions on W-invariant open sets. In Section 7, we investigate the Dirichlet problem (1.1).
Preliminary
For every subset F of ℝ d , let B(F) be the set of all Borel measurable functions on F. Let C(F) be the set of all continuous real-valued functions on F. We denote by
For every open subset U of ℝ d , we denote by C ∞ c (U) the set of all infinitely differentiable functions on U with compact support. If G is a set of numerical functions, then G + (resp. G b ) will denote the class of all functions in G which are non-negative (resp. bounded).
For every α ∈ ℝ d , we denote by σ α the reflection in the hyperplane orthogonal to α. It is given by 
where ∆ and ∇ denote the usual Laplacian and gradient on ℝ d , respectively. The function f is said to be
Using integration by parts, we obtain the following symmetry property (see [8] ): For every f ∈ C (V) and
where w k is the homogeneous weight function defined on ℝ d by
It was proved in [16] (see also [11] ) that the operator ∆ k is hypoelliptic in 
then f is infinitely differentiable on V.
According to [7] , there exists a unique linear isomorphism V k from the space of homogeneous polynomials of degree n on ℝ d into itself such that V k = and ∆ k V k = V k ∆. By [24] the intertwining operator V k has an homeomorphic extension to C ∞ (ℝ d ). The positivity of V k (see [20] ) yields that for every x ∈ ℝ d , there exists a unique probability measure μ k x which is supported by the convex hull of the orbit of x,
For x = , the measure μ k is the Dirac measure concentrated at 0 which means that V k f( ) = f( ). The Dunkl kernel associated with the multiplicity function k is defined on
It is well known that E k is positive, symmetric and admits a unique holomorphic extension to ℂ d × ℂ d satisfying E k (ξz, w) = E k (z, ξw) for every z, w ∈ ℂ d and every ξ ∈ ℂ. We invite the reader to consult [4, 7, 17] for more details regarding the Dunkl kernel. Throughout this paper, we assume that
Let J λ (resp. j λ ) be the Bessel function (resp. the normalized Bessel function) given by
.
It was proved in [21] that for each x ∈ ℝ d and t > , there exists a unique probability measure σ k x,t , which is supported by
The Dunkl translation is defined in [25] for every function f ∈ C ∞ (ℝ d ) and every x, y ∈ ℝ d by
Further, if the function f is with compact support, then τ x f is also with compact support on ℝ d . In the particular case where f is in the Schwartz space S(ℝ d ) and is radially symmetric (that is, there exists a function F : ℝ + → ℝ such that f = F(| ⋅ |)), it was proved in [21] that
For arbitrary functions f, g ∈ S(ℝ d ), it was proved in [23] that
Notice that if the multiplicity function k vanishes identically, then the Dunkl Laplacian reduces to the classical Laplacian ∆. In this case the measure μ k x is the Dirac measure concentrated at x. Then the intertwining operator V k is the identity operator and so E k and τ x reduce to the classical exponential function and translation operator, respectively.
According to [15] , for every x ∈ ℝ d , r > and f ∈ C ∞ (ℝ d ), there holds
where S d− is the unit sphere in ℝ d , σ is the surface area measure on S d− and d k is the normalizing constant given by
In the sequel, we write
It was shown in [11] that for every x ∈ ℝ d , every Borel set A ⊂ ℝ d and every radial function f ∈ S(ℝ d ), there holds
. We then deduce that
for every Borel function g on ℝ d for which the integrals in (2.5) make sense. It should be noted that a formula close to (2.5) has been obtained in [23] . The following result was proved in [11] .
Proposition 2.1. Let V be a W-invariant open set and let f be a locally bounded function on V.
Then the following statements are equivalent:
Green kernel
For every Borel non-negative function f on ℝ d , let
Obviously, p k t is symmetric and positive. Moreover, by [19] , for every x, y ∈ ℝ d and t, s > , we have the following properties:
These yield that the family (P k t ) t> forms a semi-group (i.e., P k t ∘ P k s = P k t+s for every t, s > ) such that for every t > , the kernel P k t is Markovian (i.e., P k t = ) and strong Feller (i.e., P k
). Furthermore, in virtue of [22] , lim
The Green operator G k will play an important role in our approach. It is defined for every Borel bounded or non-negative function f by 
Proof. Let t > and x ∈ ℝ d . Then
as desired.
For every x, y ∈ ℝ d , we define the Green function by
Obviously, G k is symmetric and positive on ℝ d × ℝ d .
Lemma 3.2.
For every x, y ∈ ℝ d ,
Proof. Using (2.3), we see that
We make the substitution
Finally, recall that the support of μ k y is contained in C(y) and observe that for every ξ ∈ C(y), 
Then
In order to prove (3.4), we only have to make sure that we may interchange the order of integration. It follows from (2.5) that for every t > ,
Let r > such that supp f ⊂ B( , r) and let c :
Hence, we apply the Fubini-Tonelli theorem to get (3.4 ). Now we turn to prove the continuity of G k f . The function P k t f is continuous on ℝ d . Further, by (3.5), for every R > and x ∈ B( , R) we have
By direct computation we see that
Thus, by the Lebesgue theorem, G k f is continuous on B( , R) and thus on ℝ d since R is arbitrary. Finally, by (3.2), for every x ∈ ℝ d such that |x| ≥ r, we have
Thus lim |x|→∞ G k (x, y) = which leads by (3.4) to
This leads to
Indeed, using (2.4) and the fact that
Corollary 3.5. Let V be a W-invariant open set and let f be a Borel bounded function on
Proof. In virtue of Theorem 3.4,
Hence, by the hypoellipticity of ∆ k it follows that G k f is infinitely differentiable on V which yields by (2.1) that
This means that G k f is ∆ k -harmonic on V. Finally, use Proposition 2.1 to conclude.
In the sequel, we denote by G k y , y ∈ ℝ d , the function defined on ℝ d by (x, y) .
Proof. For every t > , the function x → p k t (x, y) is continuous and non-negative on ℝ d . Using Fatou's lemma, we deduce that G k y is lower semi-continuous on ℝ d . To abbreviate the notation we denote v x,y (ξ) := |x| + |y| − ⟨x, ξ⟩.
On the one hand, using (3.3), we see that
On the other hand, it was shown (see [21, Proof of Theorem 3.1]) that for every s > ,
where
Using the Bessel function J λ , the last integral can be written as
By a well-known integral formula involving the Bessel function (see for instance [13, p . 100]), we have
Now combine (3.8) and (3.9) to derive
Hence
Moreover, it is easy to see that if x and t are chosen so that B(x, t) ⊂ ℝ d \ O(y), then |x − wy| > t for every w ∈ W and so v x,y (ξ) > t for every ξ ∈ C(y).
Consequently, for every x ∈ ℝ d and t > such that B( Proof. Let φ be a non-negative Borel function. Then by Fubini's theorem for every x ∈ ℝ d ,
Since for every y ∈ ℝ d the function G k y is non-negative and is lower semi-continuous on ℝ d (see Proposition 3.6), it follows from Fatou's lemma that G k φ is lower semi-continuous on ℝ d . Furthermore, by Proposition 3.6, we see that for every x ∈ ℝ d and every t > , we have
In the following example we show that, for various choices of the multiplicity function k, the Green function G k y may be finite or infinite valued on O(y) \ {y}. 
where v x,y (ξ) = |x| + |y| − ⟨x, ξ⟩. Let R * be the root system given by
where (e i ) ≤i≤d denotes the canonical basis of ℝ d . By [26] , the intertwining operator V k associated with the root system R * is given by
where t = (t , . . . , t d ), k i = k(e i ) and B is the Beta function. Hence, the Green function associated with R * is given for every x, y ∈ ℝ d by
Assume now that the multiplicity function k is a positive constant function. Then λ = d(k + ) − and
Let us fix y = e n for some n ∈ { , . . . , d}. Then O(e n ) = e n , −e n and G k e n (x) = c
Whence short computation shows that
Consequently, G k e n (−e n ) is finite if and only if k − λ > − . We then deduce that 
This means that for every y ∈ ℝ d there holds j λ (t|y|) = , which is absurd. Proof. Let us suppose the contrary, that is, we suppose the existence of a non-empty compact set K satisfying the following property:
Let A be the set of all non-empty compact subsets D ⊂ K satisfying (4.2). We first claim that the set A is inductively ordered by the converse inclusion relation. 
is strictly contained in M. By Corollary 3.7 the function G k φ is lower semi-continuous on ℝ d and then it attains its infimum on every compact subset of ℝ d in particular on the compact set M. This means that M ὔ is a non-empty compact set. Furthermore, let us denote β := inf y∈M G k φ(y). Then, for every
The first equality is due to the fact that σ k x,T (M) = , and the last inequality follows from Corollary 3.7. We then deduce that is a lower bound of (D i ) i∈I . Hence the claim will be proved once we have shown that D ∈ A. The set D is a compact subset of K. Moreover, by the compactness of K, the set D is not empty provided the family (D i ) i∈I has the finite intersection property. Since (D i ) i∈I is a well-ordered family of non-empty sets, we easily see that every finite sub-family of (D i ) i∈I has a non-empty intersection which means that the family (D i ) i∈I has the finite intersection property and yields that D ̸ = . In order to prove that the set D satisfies (4.2), we shall show that for every x ∈ D,
To that end, let x ∈ D and let H be a compact subset of ℝ d \ D. Then
By the compactness of H there exists a finite sub-family D i , . . . , D i n of (D i ) i∈I such that
We know that for every i ∈ I, we have σ k
This leads to (4.3) and proves the claim. such that B(x, t) ⊂ Ω, there holds
Then f ≥ on Ω.
Proof. We extend f to a lower semi-continuous function on Ω by setting f(z) = lim inf x→z f(x) for every z ∈ ∂Ω.
Thus An analogous minimum principle has been obtained in [18] , using direct constructive methods and assuming that the open set Ω is W-invariant and connected.
Excessive functions and Balayage space
The set of all excessive functions will be denoted by E ∆ k . Obviously, the constant function belongs to E ∆ k . Notice that if f is a Borel non-negative function such that P k t f ≤ f for every t > , then
which means that the map t → P k t f is decreasing on ] , ∞[. This yields that
Then for every y ∈ ℝ d , the function G k ( ⋅ , y) is excessive. Moreover, it follows from Proposition 3.1 that for every non-negative Borel function f on ℝ d , G k f is also excessive.
Then u is excessive if and only if there exists a sequence (f n ) n in B + (ℝ d ) such that (G k f n ) n increases to u.
Proof. Assume that there exists a non-negative sequence (f n ) n such that (G k f n ) n increases to u. Then the fact that for every n the function G k f n is excessive yields, in view of the monotone convergence theorem, that u is also excessive. Conversely, assume that u is excessive. Let v ∈ B + (ℝ d ) such that < G k v < ∞ (by Proposition 3.3 such a function may exist). For every n ≥ , we define u n = min u, n, nG k v and f n = n(u n − P n u n ).
Of course, the sequence (u n ) n belongs to B + (ℝ d ) and increases to u. Thus for every m ≥ , (P m u n ) n is an increasing sequence in B + (ℝ d ). Further, u, n and G k v are excessive. So (u n ) n ⊂ E ∆ k and hence for every n ≥ , P k s u n = P k t P k s−t u n ≤ P k t u n for every < t < s. Obviously, the proof will be finished once we have shown that G k f n = n ∫ n P k s u n ds. Let t > . Then 
Harmonic measures
For every function u ∈ E ∆ k and every subset A of ℝ d , we denote by R A u the reduit of u on A, i.e.,
Obviously, R A u (x) = u(x) for every x ∈ A. Let P ∆ k be the set of all continuous potentials of the Balayage space
According to [2, II.5.4] , for every x ∈ ℝ d and every open set V, there exists a unique probability measure H V (x, ⋅ ) on ℝ d , which is supported by V c such that for every function u ∈ P ∆ k ,
In the sequel, we denote
when the integral makes sense. Obviously,
By [2, II.4.6] , every function in E ∆ k is the limit of an increasing sequence in P ∆ k . Then we deduce from [2, VI.1.7] that (6.1) holds for every function u ∈ E ∆ k , which means that
3)
The following result follows from [2, III.2.8]. 
Furthermore, using Proposition 5.3, we obtain 
The sequence (H V n G k y ) n≥n is decreasing. Indeed, Since G k y is excessive, it follows from the first statement of Proposition 6.1 that H V n+ G k y ≤ G k y . Applying H V n and using (6.4), we get for every n ≥ n ,
Whence (H V n G k y − H V n G k y ) n≥n is a non-negative increasing sequence. Then by the monotone convergence theorem,
This means that H U u(x) = u(x). Hence H U u = u on U, and thus on ℝ d (using (6.2)). In particular, H V n u = u on V n for every n ≥ . Since H V n u is continuous on V n by Corollary 6.7, it follows that u is continuous on V n for every n, and thus u is continuous on V. 
Proof. Let us denote u = lim n→∞ H V n G k y . Since G k y is excessive, it follows from Proposition 6.1 that H V G k y ≤ G k y . Applying H V n and using (6.4), we get
Let n tend to infinity to obtain H V G k y ≤ u. To prove the converse equality, we denote v = H V G k y − u and we intend to show that v ≥ on V. Using a general minimum principle of Balayage spaces (see [2, III.4.3] ), we only need to show that v is lower semi-
In view of the above lemma, it is clear that v is continuous on In particular, if y ∈ V c , then H V G k y = G k y .
Proof. Let x, y ∈ ℝ d \ ∂V. If y ∈ V c , then by (6.2), H V G k x (y) = G k x (y) = G k (x, y). Hence, it follows from Corollary 6.3 that H V G k x (y) = H V G k y (x). Now, assume that y ∈ V. Let (V n ) n≥ be the sequence of open sets defined in (7.1). Let us consider the function u defined for every η ∈ ℝ d by u(η) := H V G k η (y). Then for every n ≥ and every η ∈ V n ,
By Corollary 6.3, for every ξ ∈ ∂V, we have H V n G k ξ = G k ξ on ℝ d . Consequently, H V n u = u on V n and thus, using (6.2),
Since G k y is excessive, we then deduce from Proposition 6.1 that u ≤ G k y on ℝ d , which implies that for every n ≥ , there holds H V n u ≤ H V n G k y on ℝ d . Then, using (7.3), we get u ≤ H V n G k y . Letting n tend to ∞, we obtain by Lemma 7.4 that u ≤ H V G k y on ℝ d . In particular,
Finally, interchange x and y to derive equality. Let (φ n ) n ⊂ C ∞ c (ℝ d ) be a sequence converging to f on ∂V. Using (3.6), we write φ n = G k (−∆ k φ n ) for every n; then it follows from (7.5) that M x,t (H V φ n ) = H V φ n (x).
Finally, let n tend to infinity to finish the proof. 
where V n is given by (7.1). Since V n is W-invariant, it follows from Proposition 7.6 that H V n f is ∆ k -harmonic on V n . Consequently, f is ∆ k -harmonic on V n for every n ≥ . Whence f is ∆ k -harmonic on V (because V = ⋃ n V n ). To prove the converse, we just use Proposition 7.2. 
