On the basis of a phase-eld model previously proposed in 4] to describe the phenomenon of di usion-induced grain boundary motion (DIGM), we present a formal asymptotic reduction to a moving free boundary problem. This problem is one of enhanced motion by curvature. The enhancement depends on the local concentration jump, across the grain boundary, of a solute species that is di using along the boundary. The reduction depends on the material di usivity vanishing outside the grain boundary; this also introduces important mathematical and conceptual di culties which are addressed in detail.
Introduction
A common experimental observation in materials science is that boundaries between crystalline grains (grain boundaries) in a metallic alloy support enhanced di usion of atoms of the alloy species, and the presence of concentration gradients in these boundaries may induce the migration of the boundary itself. This e ect, which has been thoroughly studied, is called di usion induced grain boundary motion (DIGM) (see the review 11], the other references in 4], and especially the commentary in Sec. 1 of 3]).
Various theoretical explanations have been given. In particular, some of the present authors developed a phase-eld model in 4] based on a gradient ow with respect to a proposed free energy functional that depends on the concentration distribution c of a solute species in the grain boundary, an order parameter relevant to the local crystallinity, and spatial gradients of the latter. We showed that there was no motion unless free energy interaction terms between c and were introduced. These are terms in the free energy which depend on both c and .
The lowest order interaction term that was found to support DIGM represented an elastic e ect, and it led to a forcing term for the motion. Experiments have shown that the elastic energy due to composition inhomogeneities in the crystals gives rise to the principal driving force for DIGM 16, 17] .
Our analysis was limited to a simple thin plate geometry, in which the grain boundary spanning the plate remained planar at all times. This is a reasonable assumption consistent with experiments on thin plates (O(10 m)). Experiments have shown, however, that for thicker plates the trace of the grain boundary as seen on cross sections perpendicular to the plate's surface is curved.
In this paper and in ( 3] ) the assumption that the boundary is planar will be avoided. The mathematics will be made tractable by means of a sharp interface approximation based on the phase-eld model of DIGM given in 4], with the assumption that the driving force is the elastic interaction. The detailed derivation of this approximation is given in Sec. 2.
The model we obtain is a free boundary problem in the plane for a mobile curve or interface representing the moving grain boundary. It takes the form of a forced motion by curvature problem, the force depending on the local concentration of a solute species in the grain boundary. In addition, the solute di uses along the moving interface from a source (or sink) on the faces of the plate and is absorbed into the growing grain (or depleted from the shrinking grain) by the motion of the grain boundary.
The model is derived by means of formal asymptotics involving a small parameter representing the strength of the elastic interaction responsible for DIGM; and another (possibly small) parameter , the latter being a combination of and various material constants. There are formidable mathematical and conceptual complications having to do with the vanishing of the material diffusivity outside the grain boundary. These di culties are addressed in detail in Section 2.3.2 and Appendix B. Theorems 3 and 4 in that appendix provide a conceptual basis for the de nition and properties of solutions of a wide class of di erential equations with degenerate di usion, extending beyond the present context.
Three versions of the free boundary problem are derived in Secs. 2.4, 2.6, and 2.7. The second version is a higher order (in ) version of the rst. In simple cases the third version constitutes an equation for the quick redistribution of an arbitrary initial solute distribution to become compatible with the version in Sec. 2.4.
There is a special class of steady problems which is of great interest. These problems have to do with experimental setups involving multigrain metallic plates with two kinds of surfaces: the surfaces of the plates are adjacent to a vapor which acts as source or sink of solute atoms. The crystalline grains, that ll the space between the surfaces, are assumed to have a vanishingly small di usion coe cient. The grain boundaries, the surfaces between grains, are mobile and provide paths for the di usion to or from the vapor. Although there are junctions among grain boundaries and where grain boundaries intersect the plate faces, we consider only two grains and a single grain boundary that spans the plate. When the motion is steady that class of problems can be formulated as a system of ordinary di erential equations for the determination of the distribution of solute and shape of the boundary. The imposed boundary conditions would make it overdetermined, were it not for the presence of an unknown parameter (velocity) which must also be determined. There are only two (dimensionless) xed parameters in these equations: the thickness of the plate and the parameter mentioned before. These steady problems are investigated rigorously in Sec. 3 . Conditions for the existence of solutions are given, and the case when 1 is explored. A discussion of the results of the paper, including a review of order of magnitude assumptions, is given in Sec. 4 .
We note that traveling wave solutions for forced mean curvature ow with prescribed forcing have previously been studied in various settings, cf 5, 6] . Numerical calculations based on both phase eld and sharp interface models support the formal asymptotics of this paper and yield for both models traveling wave solutions in appropriate parameter regimes as the long time limit of initial value problems, 13, 8] .
In 3] further results on the model derived here are given. In addition, the e ects of various boundary conditions imposed by the physics at the junctions of the grain boundary with the plate surfaces are examined. One of these, which considers grooving at this moving junction by surface di usion, has a profound e ect on the solutions. 2 The sharp-interface model w =ĉ +^ @p( ;ĉ) @ĉ ; (2.4) wherer is with respect tox, is a constant which can be thought of as a relaxation time for the grain boundary motion, is a constant length associated with gradient contributions to the free energy density of the system,D( ) is the di usivity, and^ is a scaled dimensionless stress that results from a unit composition change. It will turn out that is comparable with the thickness of the grain boundary. The equations (2.1) -(2.4) arise from a double-obstacle variational inequality framework, in which is restricted by ?1 1 . In 4], they were derived as a relaxation (gradient) ow for a free energy integral containing an interaction term^ p( ;ĉ). The elastic interaction will be modeled The interaction termp given in (2.5) di ers slightly in appearance ((1 + ) vs (1 ? )) from that in 4], because in that paper the leading edge of the grain boundary was taken to be where = ?1.
In the present paper we use a di erent convention, characterizing the leading edge by = 1 and the trailing edge by = ?1.
No traveling wave solution (not even a standing wave solution) exists if^ = 0, from which we concluded in 4] that the interaction term^ p must be nonzero to produce steady grain boundary movement.
The di usion coe cientD will be zero outside the grain boundary, i.e. where = 1, and positive inside; in fact for some 0; b > 0, we assume thatD( ) is a monotone increasing and that this relation may be di erentiated with respect to . The functionD( ) is allowed to be discontinuous at the edges = 1 (this is the case = 0 in (2.6)).
The degeneracy ofD where = 1 means that the concept of solution of (2.3) is ambiguous; this is associated with the fact that solutions generally have singularities where the degeneracy takes place. To remove this ambiguity, we must supplement that equation with extra requirements. Since (2.3) expresses conservation of solute, we require rst of all thatĉ be conserved at the possible singularities, namely at the edges of the grain boundary. Secondly, we shall require that our solutions be limits of solutions of nonsingular problems associated with di usivitiesD n which are strictly positive and continuous, and which approachD as n!1. Among other things, these limiting solutions are such thatŵ;ĉ; andDrŵ are continuous at the trailing edge of the grain boundary, where = ?1. Sections 2.3.2, 2.4, and Appendix B are in large part devoted to these issues. See also the last part of Section 2.2.
The conditions in the undisturbed part of the metal, just in front of the moving grain boundary, are taken to beĉ =ĉ 0 ; = 1. Just behind it, we have = ?1 andĉ is to be determined. In this paper we shall assume thatĉ 0 = 0. If this is not the case, then easy adjustments to the analysis can be made. We now nondimensionalize the equations (2.1)-(2.4).
Let c y 1 be the maximal value ofĉ attained in the process and D m = = D be a certain average value of the functionD( ), to be given later (2.71 These relations are in accord with typical values of the parameters (see Section 4). Here and throughout the paper, relations such as \ O(1); O( )", etc., will mean that there exists a constant C of moderate size, whose value will change from context to context, independent of , such that the quantity on the left of the inequality is C; C , etc., in absolute value. We shall use such generic constants C is other contexts as well.
In addition to (2.14), which concern the material parameters, the analysis will operate under certain assumptions, given in Sec. 2.3, on the solutions we are constructing, namely about the orders of magnitude of the derivatives appearing in (2.10), (2.11). These assumptions enable the formal analysis to proceed in a logical manner, so that our formal construction provides solutions that have the assumed properties.
We restrict attention to two-dimensional problems, the grain boundary at time t being represented by a mobile curved strip G(t) in the x = (x 1 ; x 2 )-plane bounded on two sides by curves ? (t). (The picture in 3{space will have the grain boundary extending with no change in nitely far in the positive and negative x 3 {directions.) The two grains lie on either side of this strip; we represent them by the two domains + (where = 1) and ? (where = ?1). The curves ? are the common boundaries between G and .
By de nition, G is linked to the phase function by the relations G(t) = fx : ?1 < (x; t) < 1g; (2.15) and on the boundary ? + (t) ? ? (t) of G(t), (x; t) = 1; r (x; t) = 0 for x 2 ? (t); (2.16) the second coming from (2.2). Recall that the function is extended continuously outside G with (x; t) = 1 for x 2 ? (t) (t).
For the time being, we disregard the possible intersections of G with the boundary of the domain occupied by the metal specimen. Those intersections will generate additional pieces of the boundary of G. They will be dealt with in Secs. 2.5 and 3. We consider only motions such that G moves into + (t), i.e. ? + is the leading edge and ? ? the trailing edge. As mentioned above, we have c(x; t) =ĉ(x; t) = 0 in + , and since D = 0 in , we have from (2.11) that c is independent of t in ? . It may of course depend on x. In fact for x 2 ? (t), c(x; t) = c(x; T(x)), where T(x) is the time at which x 2 ? ? (T ). This is the concentration left behind after the grain boundary has passed the point x.
Coordinates tied to G
We start with a curvilinear coordinate system to be used in G(0). We call it r(x; 0); s(x; 0), or just (r; s) for short. We de ne r(x; 0) to be the distance from x to ? ? (0). Let (x) denote the unit vector directed from X(x) toward x, and (x) the one obtained by rotating (x) through the angle =2. Let s(x; 0) be signed arclength from some reference point X 0 on ? ? (0) to the closest point X(x) on ? ? (0) to x, s increasing in the direction of . We assume the transformation x!(r; s) is smooth and invertible.
We shall have need to rewrite the equations (2.10), (2.11) within G(t) in terms of scaled curvilinear spatial coordinates. We do this rst at t = 0. De ne z = r ; s = ?1=2 s; (2.17) and new functions (z; s; 0) = (x; 0); U(z; s ; 0) = c(x; 0); W(z; s ; 0) = w(x; 0):
Here the coordinate x on the right sides is to be expressed as x(z; s; 0) or x(z; s ; 0) by means of the transformations given above.
An expression (D.6) for r Drw in this curvilinear system is derived in Appendix D. That represents the left side of (2.11) at t = 0.
For the right side of (2.11) and left side of (2.10), we must let the coordinate system evolve.
For this purpose, let Y be a curve in space through the point X 0 which for each t is orthogonal to ? ? (t) at the place where they intersect. We de ne r(x; t) again to be the distance from x to ? ? (t), the point on the latter which is closest to x being denoted by X(x; t). We de ne (x; t) and (x; t) in the same way we did at t = 0, and s(x; t) to be the signed arclength on ? ? (t) from its intersection point with Y to X(x; t), s increasing as we move in the direction .
At t = 0, we have by the chain rule t (x; 0) = t (z; s; 0) + ?1 r t (x; 0) z (z; s; 0) + s t (x; 0) s (z; s; 0); (2.19) where the symbols x on the right are meant to denote x(z; s; 0 with a similar expression for c t (x; 0). This, together with (D.6), provides the transformation of equations (2.11), (2.12) at time 0. But at any other time, we could simple take that other time as the time origin and apply the same reasoning to obtain the same formula. Our de nition of the evolution of the coordinate system was designed not to depend on the time origin. We therefore de ne (z; s; t); U(z; s ; t); W(z; s ; t) the same way as in (2.18), and v(s; t) as the velocity of ? ? (t), and obtain that (2.10), (2.11) Consider now the issue of boundary conditions for U (or c). This is a crucial question in our analysis; the vanishing of D outside G induces a degeneracy in (2.25) which calls into question the regularity and even the de nition of solutions. The most extreme case of this irregularity is when D is discontinuous at ? , jumping from a positive value in G to 0 outside. Whatever the concept of solution used, by conservation of solute the normal component of the material ux must be continuous at ? , when measured relative to those two moving curves.
We approach the question of side conditions for U by rst describing the physical picture. Since c = 0 in the parent grain ( + ), there is no ux of material through ? + (again, in a frame moving with ? + ). However there will be material ux out of G through ? ? ; the latter is deposited in the daughter grain ? . This latter ux is generated by di usion of material along the grain boundary. It is not known a priori, and in fact will only be determined after solving the free boundary problem which we shall derive in Sec. 2.4.
Similarly, the value of c = U at the trailing edge is not known at this stage. Therefore the most conventional boundary conditions for U on ? are not appropriate.
What turns out to be a suitable side condition for U, in place of the traditional ones at ? ? , is that it be the limit of a sequence of solutions of similar problems with non-degenerate di usions.
The functions U n in the sequence should be uniformly bounded and have uniformly bounded uxes through ? ? , and this smoothness with respect to the variables s and t should be uniform in n. Of course all solutions depend on the parameters such as and , but we have not generally indicated that dependence explicitly. Item III above is an exception; dependence of on was shown because the analysis in the next subsection 2.3.1 requires some regularity in that dependence.
Some interpretation of these scalings is called for. In terms of the dimensional quantities given in (2.9), the implication of I and III is that for the solutions we construct, the shape of the grain boundary will have characteristic radius of curvature or larger. The implication of II, however, is that the variation of c along the grain boundary will typically occur with characteristic length 1=2 = q Dm or larger. The integral condition in I follows from the rst part of I if the length of ? ? is O(1). In the case of the steady motion studied in Section 3, when the length of ? may be in nite, it is also satis ed. Finally IV (2.30) implies that the characteristic velocity of the grain boundary will be at most . However, we note here that some solutions, such as some trailing con gurations considered in Section 3 with small , are such that the characteristic length of the grain boundary shape, as well as that of the variation of c along it, are both , and the characteristic velocity is 2 Dm . (2.40) Since the boundary of the domain of is now set at = 0; , we must impose the following boundary conditions on the solution of (2.40), which follow from (2.27): .40) is needed for the existence of a solution satisfying (2.41). Altogether, this makes three extra conditions to be satis ed. They can be ful lled by (1) choosing v so that the solvability condition is satis ed, (2) choosing appropriately, and (3) These two equations have a unique solution ( ; ). This completes our construction of the solution (2.36) of (2.33).
We shall need the following property of the exact solution (z; s; t): there exist positive constants a 1 ; a 2 such that for small z > 0, a 1 z 2 (z; s; t) + 1 a 2 z 2 :
To see this, note that by (2.39) the dominant term 0 + 1 in the expansion of + 1 is O(z 2 ) and is bounded below by 1 4 z 2 for small z, and the boundary conditions (2.34) imply that all higher terms `i n the expansion satisfy `= O(z 2 ). This last argument applies also to tangential derivatives, giving us j ss (z; s; t)j + j s (z; s; t)j a 2 z 2 :
The same is true near the other boundary ? + of G, which is given (say) by z = z 1 (s; t). We Now consider the justi cation of the hypotheses of Thm. 3. The boundedness of f 1 and f 2 follows from that of the q's, and that of f 4 from assumptions I{IV in Section 2.3 and (D.12). That of f 3 is considered below.
One of the hypotheses is the continuity of W at z = 0. For this we use our basic stipulation (2.29), along with Thm. 4. Suppressing dependence on (s; t), we express the di usivity D( (z)) = d(z) as the limit of a sequence of strictly positive smooth functions d n (z) de ned in an expanded interval (?a; z 1 ) for some a > 0. We then posit that W is the limit of a sequence of solutions W n of (2.51) with D replaced by d n (z). According to Thm. 4, the existence of such a limit W, uniform in closed intervals excluding z 1 , its continuity at z = 0, and the fact that its di usive ux J = lim z#0 d(z)@ z W(z) = 0, follows merely from the assumed existence of a sequence of solutions W n (with d = d n ) which are smooth in (s ; t) uniformly in n and whose di usive uxes J n = d n @ z W n at z = ?a are uniformly bounded. (By smooth in (s ; t), it will su ce to assume that 3 derivatives with respect to s and 2 with respect to t are uniformly bounded.) The condition (2.29) is to be interpreted that W is a limit in the sense of Thm. 4.
Being a uniform limit near z = 0, the solution W is regular there in z as well as in (s ; t), but not necessarily so near z = z 1 .
The only other hypotheses of Thm. 3 to check are (B.3) and that Theorem 3 provides estimates, depending on , associated with W, and they will now be used.
It is remarkable that the needed properties following from Thm. 3 depend crucially on the positivity of the velocity factor v in the higher order term ? 2 ?1 v @ z U in (2.51).
We restrict v only by (2.31) and seek estimates which depend explicitly on v . Since by (2.14) and ( 
c(x; t) dx: (2.61) This is the total mass of solute contained in G . We of course continue to seek solutions satisfying II. In particular, in the coordinate system attached to the moving strip G(t), the time rate of change of c and c is at most an O(1) quantity. We interpret this as saying that any fast transients have disappeared. Also, the s -derivatives of U and W are bounded. Since the size of G (in reference to the variable x in (2.9)) is O( 1=2 ), we have M; dM dt C 1=2 ; (2.62) where C is independent of and . We now write an equation for the conservation of mass M(t) in G , and derive one of our free boundary equations as an asymptotic approximation to it. We do this for time t = 0, but the result is valid for any t. The mass changes only due to the ux of solute through the boundary of G , which consists of four parts: ? ? \ @G ; ? + \ @G , and the two ends where s = 1=2 s i ; i = 1; 2.
We consider them separately.
The condition (2.28) implies there is no such ux through ? + . Consider the trailing edge ? ? .
As we have noted, the characterization (2.29) implies that J = d(z)@ z W(z)j z=0 = 0, which means there is no di usive ux through ? ? . and D = D m = is indeed close to the average di usivity in the grain boundary.
We shall obtain one of our limiting evolution equations, governing the di usion of solute along the free boundary, by setting D 0 = 1 and neglecting the error term on the right of (2. In these equations, v(s; t) and (s; t) are velocity and curvature of the curve ? ? (t). Since this single curve will serve to represent the grain boundary G(t) in this free boundary formulation, we rename it ?(t). The function u(s; t) is a concentration associated to the point s on ?(t). We have de ned it as the concentration at the mid-line location corresponding to the point s, but this detail is unimportant within the free boundary context. (If 1=2 v is not small, we see by (2.58) that u(s; t) is also an approximation to the concentration on ?(t) itself, but we wish to allow the possibility that v be arbitrarily small.)
The rst equation (2.74) is a motion by curvature law with a forcing term u 2 . The importance of the curvature in grain boundary motion was rst shown by Allen and Cahn 1] in a di erent connection. Rigorous asymptotics for the double obstacle phase eld equation in the form (2.1) with u being prescribed were carried out in 9]; see 7] for a review.
With > 0, the equations (2.74), (2.75), together with the prescription of initial data for u and ?, may make a reasonable problem for the evolution of ?(t) and u(s; t), except that there is apparently a severe compatibility constraint which the initial data (u(s; 0); ?(0)) must satisfy.
Namely, u(s; 0) and (s; 0) should be such that there exists a function v(s; 0) so that (2.74), (2.75) are satis ed at t = 0. In other words, at t = 0, u ss ? 1 ( + u 2 )u = 0:
Instead of the initial value problem, one may instead wish to consider solutions for which ?(t) represents a curve moving with constant speed without changing its shape and u(s; t) is independent of t. Such a steady problem will be the subject of the next Section 3 of this paper; see also the comments in Section 2.5.
If is very small, which is the typical case, one is tempted to approximate the problem by setting = 0 in (2.74). However, it is not likely that the resulting equations specify a well-posed evolution problem. On the other hand, the steady Problem II considered in Section 3 does make sense. This point will be taken up in Section 3.4.
Plate problems
In all this, we have supposed that G does not meet the boundary of the domain . However in experiments involving metal plates, the grain boundary will typically meet at least one of the plate's faces and terminate there. The point of intersection will itself move along the face. If there is no grooving, the appropriate boundary condition at the intersection, in our phase-eld model, will be that the normal derivative of is 0, and since is a function of z alone to lowest order (2.39), this translates in the sharp interface limit into the condition that ?(t) must, for each value of t, meet the face orthogonally. If grooving occurs, the face is met at a di erent angle; see 3] for an analysis of that more general case.
The concentration will also be subject to a boundary condition at the face. If the plate is immersed in a reservoir which acts as a source for solute material, the concentration in that reservoir can (and will) be taken as the characteristic value c y , and the boundary condition there for the nondimensional concentration will be u = 1.
For example, suppose the plate is given as the slab f?2H x 2 0g in the x 1 ; x 2 plane, ?(t) connects the faces fx 2 = 0g and fx 2 = ?2Hg, and there is such a reservoir outside the plate. Then the conditions ?(t) has a tangent perpendicular to the face at x 2 = 0; ?2H; (2.76) u = 1 at x 2 = 0; ?2H; (2.77) must be added to the equations (2.74), (2.75).
In the variations discussed below, similar comments can be made about boundary conditions. The signi cance of the terms on the right side of (2.79) is as follows. The rst represents the change in concentration due to di usion along the grain boundary, the second is the change due to loss of solute atoms to the daughter grain ? during the motion of the grain boundary, and the last is the change due to the stretching of the boundary during its motion.
The quick transient problem
When the prescribed initial data (u(s; 0); ?(0)) for (2.79), (2.74) do not satisfy the compatibility constraint given for (2.74), (2.75), there may be an initial rapid process wherein u is adjusted to satisfy the constraint. We give here an approximate description of that process in some cases. In the case of the plate problem described in Sec. 2.5 and studied in steady state in Sec. 3, again when 1, we expect that a rapid transient will bring a wide range of initial states to one of the steady solutions of Prob. I or II in Sec. 3.1. The general mechanism of this process, however, is still unknown. a semilinear heat equation to be solved with initial data u(s; 0) given. If > 0, the solution can be expected to approach a unique t-independent solution of (2.81) as t!1. In fact, this can be proved for all physically interesting boundary conditions on ?(t), since the nonlinearity in (2.81) is monotone decreasing in u.
This t-limiting state can then be used as initial condition for the evolution (2.74), (2.75) under the slower time scale t.
If < 0 or changes sign, then sub-and super-solutions can be used to prove the existence of stable stationary solutions of (2.81), not necessarily unique, which are limits as t!1 of wide classes of solutions. Again, the evolution now proceeds under the slower time scale.
3 Steady motion of a grain boundary with source at one or two ends
In this section we look for special solutions of (2.74), (2.75) corresponding to experiments involving a metal plate immersed in a solute vapor. Although grooving is an important e ect 3], we neglect it in this paper. Accounting for grooving would simply change the boundary conditions (3.4) below. Problem I below represents a plate of dimensionless thickness 2H with a single grain boundary connecting the two faces. We call this the \connecting case". At the faces there is a vapor with given concentration. Solute is supplied equally at the two plate faces and after di using, is deposited in the growing grain. As before, the geometry is 2D. The motion has reached a steady state, so that ?(t) moves without changing shape to the left with speed ! in a direction along the surface of the plate.
More general solutions of (2.74), (2.75) with appropriate boundary conditions presumably converge to those of the equations below, which are for steady traveling waves.
Symmetry with respect to the mid-line of the plate is assumed. The problem when vapor is present at only one of the two faces can be handled as easily; only obvious changes need be made.
Problem II corresponds to a plate so thick that no steady con guration can exist with the grain boundary passing completely through the plate. The grain boundary does not reach the other side of the plate; it simply trails behind the moving intersection of the boundary with the surface of the plate. We call this the \trailing case".
The theorems give basic existence of traveling waves for the two problems, together with niteness of the penetration distance into the metal plate, in the case of the second problem. We have not as yet been able to prove uniqueness of the solutions of this steady-state model. For H near a critical value beyond which no solution of Prob. I exists, we argue in Sec. 3.3 that the grain boundary bulges out in the region in the middle of the plate and moves approximately by curvature alone. In that section we approximate the solution in the bulge region and nd its thickness as a function of !. This gives rise to the conjecture given there about the relation between the critical value of H and the penetration distance H 1 associated with Prob. II.
Note: The forcing relation does not have to be u 2 for most of the following to work. The term ?u 2 in (3.2) can be replaced by ?f(u), where f is any di erentiable strictly increasing function with f(0) = 0, and many analogous results continue to hold. For example in (3.12) below, the integrand u 2 will be replaced by f(u).
Problems and results
In Prob. I, H is the half-thickness of the plate. The top face is at x 2 = 0 in the (x 1 ; x 2 ) plane, so the plate occupies the strip f?2H x 2 0g. The migrating grain boundary can be represented in the form x 1 = X(x 2 ) ? !t.
We generally formulate the problems in terms of its angle of inclination = arctan X 0 (x 2 ), and consider only the top half f?H x 2 0g of the plate; the bottom half is then obtained by symmetry. The steady migration is to the left, and the top half of the grain boundary lags further behind as one goes deeper into the plate, so that 2 (? 2 ; 0].
Recall that the variable s in (2.75) is dimensionless arclength along the grain boundary. We measure it from the top (x 2 = s = 0). In Prob. I let S be the unknown arclength to the midpoint We conjecture that the solution of Prob. I is unique, and the same for Prob. II. However, it is clearly possible for both a connecting and a trailing solution to exist. For example, if H is larger, but not too much larger, than the penetration distance H 1 given in (3.12) below, then a trailing solution will exist, and no doubt a connecting solution as well. In any case, there are certain properties which all solutions share. Part (a) of this theorem means that when the plate's thickness surpasses some critical amount, depending on , there is no steady solution representing a grain boundary which extends clear through the plate. Part (c) implies that the steady trailing solution (Prob. II) penetrates only a nite distance H 1 into the material.
Proofs
We shall need the following lemmas. This de nes the map ( ; !) = F(~ ;!) from K S into itself. Also F is compact, due to the estimates on the derivatives of u and indicated above. The existence of a xed point follows from the Schauder theorem. This xed point, together with the associated function u, will satisfy (3.2){(3.5).
Next we obtain a solution of Prob. II by passing to the limit S!1. Again, the above estimates on derivatives of u and show that they form an equicontinuous family, depending on the parameter S. On each s-interval I k = 0; k] (k an integer), there is therefore a subsequence S n k !1 along which the corresponding solutions ( n k ; u n k ; ! n k ) converge uniformly to a limit. A diagonal subsequence converges everywhere to a limit ( ; u; !) which satis es (3.2), (3.3), (3.7) and (3.8).
We nally prove (3.9) . By the monotonicity of and u (Lemmas 1b and 2b), (1) where ! 0 > 0 will be chosen later and T is chosen so large that H < 1 2 p 1 ? e ?2T= p : (3.26) This is possible by the assumption on H. We now de ne a compact mapping from M into itself, in three steps. Let (~ ;!;S) be an arbitrary element of M. (iii) Select S < T such that h(S) = H. With this choice of S, we set ( ) = S (S ); ! = ! S , and the de nition of our map from M into itself is complete. The mapping is compact; in fact by (3.27) and (3.29), u has a uniform bound, and hence from (3.31), S and therefore the new function has derivative bounded independently of the initial function~ .
The map therefore has a xed point ( ; !; S). The corresponding functions (s) = (s=S); u(s) = v(s=S) provide the solution of Prob. I. In fact the equations (3.2){(3.5) are immediate, and we need only check (3.6). But that also follows from (3.33) and integrating (3.2) from 0 to S.
We now turn to the proof of Thm. 2, for which we need the following two lemmas. We nally choose A so large that N S v < 0, and also v(0) > 1. Both A and B are independent of S.
We now have a superfunction v and a subfunction u. We must show speci cally that this implies u v, because N S does not enjoy a general comparison principle. If it were not true, then w = v ?u would have a negative minimum at some point s 0 , which cannot be 0 or S, by our choice of boundary conditions on v. Therefore at s 0 2 (0; S), we have w 0 = 0; w 00 0; v < u. Using the convexity of u 2 , we may replace the factor u 2 (t) ? u 2 (s) in the integrand of (3.43) by (t ? s)(u 2 ) 0 (s), thereby converting (3.43) into an inequality with \ ". We note that (u 2 ) 0 (s) = 2u(s)u 0 (s) < 0: Since (from (3.40)) Hence the desired conclusion (3.39).
This proves the lemma in the case S < 1. The other case is when (3.2), (3.3) hold for all s > 0. The proof in this case is obtained by simply replacing S by 1 in the above proof.
Proof of Thm. 2(b) Let ! = infĈ, whereĈ is the set of all possible velocities ! for solutions of Prob. I or II, for xed . Since ! 2 (0; 1), we have ! 0. We have only to show strict inequality here. There exists a sequence ( k ; ! k ; u k ) of solutions with ! k #! . Let S k 1 be the associated values of S. We may also require that S k converge to some limit S 1 1. Now S 1 > 0 (it may be in nite) because an easy argument shows that ! is near 1 when S is small.
The common bounds for all the functions k and u k and equations (3.2) 
Critical value of H
For xed > 0, we expect that there is a value H c ( ) of H such that a solution of Problem I exists if and only if H < H c . Theorem 1(b) would then provide a lower bound: H c 1 2 p , although it will be shown below that there may be reason to believe it is much larger when is small.
It is also reasonable that for H slightly less than H c , the upper part of the grain boundary can be approximated by the solution of Problem II, which extends to in nity in the direction of the positive x 1 -axis. The mirror image of such a con guration would be attached to the bottom of the plate. What would result is a long bulge in the middle of the plate, where the two approximate solutions of Prob. II are connected one with the other. In the region of this bulge, points on the grain boundary will correspond to arclengths which are very large, so that solute material would have to di use far from the sources on the plate faces. It will then be reasonable to neglect the solution concentration (and therefore the solute motive force) in that region. Setting u = 0 in (3.2), approximating the bulge by one of in nite extent, and resetting the origins of both s and x 2 
Slow and fast motion when 1
When is small, Thm. 1(b) gives the existence of a spanning con guration moving with high speed, when the thickness H is small, namely less than 1 2 p . The reason the speed is large can be seen from the proof of that part of the theorem. In fact (3:25) gives the lower bound ! ! 0 , and (3.32) yields ! 0 = g(2T= p ) C p for some C, small enough , and xed T (if is small enough, we may select a xed T to satisfy (3.26)). Therefore ! C p 1. These highly mobile boundaries have the property that the curvature term on the left of (3 .2) is negligible compared to the others, so that ! u 2 , bar denoting some average. Since H is small, u is not too small, due to its sources at the faces of the thin plate. Therefore ! is large.
On the other hand, the bulging solutions whose existence we surmised in the previous section have moderate speed. Their speed, in fact, is determined approximately by that for the trailing solution of Prob. II with = 0. In the trailing parts of the con guration, the left side of (3.2) balances the last term on the right, the rst term on the right being negligible.
In the bulging part, however, the concentration is negligible and the curvature term on the left of (3.2) balances the rst term on the right, which (since ! is now a known O(1) quantity) is O( ).
The bulge therefore has small curvature and thickness of the order 1 .
Estimates for typical values of our parameters are given in Section 4. It is noted there that in typical cases, is so small that the width of the bulging con guration would be too large to be observable in practice.
We therefore have two kinds of solutions when 
Parameter estimation and discussion
We began the modeling process by a set of phase eld equations (2.1)-(2.4) in which the following dimensional parameters appeared: = a length characteristic for the gradient contributions to the free energy, and also a measure of the grain boundary widtĥ = a nondimensional ratio of elastic energy density, a product of elastic modulus and Vegard's law coe cient squared, to alloy mixing free energy D m = an average di usivity of solute in the grain boundary c y = the maximum value of the concentration = a relaxation time for grain boundary motion
In terms of these, our asymptotic analysis proceeded under the basic assumptions (2.13):
1; c y p^
which assume the dimensionless form (2.14). We constructed (formally) solutions which can be approximated by solutions of our free boundary problem. Those solutions have the following characteristic lengths, which can be read o from Assn. I (2.32): The thickness of the grain boundary is O( ), the characteristic radius of curvature of the grain boundary is at least ^ (c y ) 2 , and the characteristic length associated with the variation of the concentrationĉ along the grain boundary is not less than 1=2 = = q Dm ^ (c y ) 2 . The characteristic velocity of the grain boundary is no larger than^ (c y ) 2 . One of the basic PDE's, namely (2.3) and its various subsequent versions, has a degenerate di usivity D. This degeneracy was the source both of conceptual di culties in de ning a solution, and of di culties in developing its asymptotics for small . The concept of solution we used was that of a limit of solutions of nondegenerate problems. This was explained and studied in detail in Appendix B, where the most important properties of such solutions were also found. Two of these properties (2.55) and (2.59) were crucial steps in developing the asymptotic reduction to a free boundary problem.
Steady solutions of this free boundary problem in the context of experiments with plates were investigated rigorously. We found a \trailing" solution of Problem II (for a su ciently thick plate) representing a grain boundary which lags behind the motion at the source (which is at the moving intersection of the grain boundary with the face of the plate), so that its shape becomes parallel to the face of the plate at a penetration distance of the order of . Its speed is of the order 2 D m = .
We also found a \connecting" solution of Problem I for plates with dimensionless thickness H < 1 2 p , i.e. dimensional thicknessĤ < q Dm 4^ (c y ) 2 . Finally for 1 at a special plate thickness, there is a steady moving grain boundary spanning the plate, which consists of a pair of trailing con gurations as described, connected by a much wider bulge with width of the order = All of these numbers are 1 as assumed, although the second one is perhaps marginal. A typical penetration distance will then be 10 ?5 m, which is in agreement with experiments. The thickness of plates supporting the slow boundaries indicated in Sec. 3.4 will be of the order = 1m. Under these parameter estimates, these traveling boundaries will be much too wide to be realizable in practice. The fast con gurations discussed in that section have dimensionless speed given by ! ?1=2 , or dimensional speed which could change a great deal depending on the temperature, a typical value being O(10 ?5 )m/sec. When 1, one is tempted to approximate the free boundary evolution problem (2.74), (2.75) by formally setting = 0. However, such a resulting problem is likely to be ill posed as an evolution problem. The small parameter apparently serves as a regularizing parameter for the ill-posed problem which must be kept, even though small.
Passing to the steady problem considered in Sec. 3, one has additional di culties in setting = 0. In fact in that case there will never be a (connecting) solution of Problem I, in which the grain boundary spans the plate, because (3.2) implies that every solution (s) is monotone. The grain boundary could not turn back to meet the other face. However, there is a reasonable solution of the in nite plate problem (Theorem 1(a) allows that possibility); this is apparently the only case in which the approximation = 0 is reasonable when 1. Many other problems suggest themselves by the treatment given here. The modeling can be extended to the motion of other grain boundary surfaces in a 3D material. Then the \curvature" in (2.74) will denote twice the mean curvature, and the di usion term in (2.75) will be 2D di usion in the surface. Corresponding plate problems with reservoir boundary conditions are formulated in a straightforward manner. For example one analog of the steady problem considered here would be the nonsteady expansion of a grain boundary which is radially symmetric with respect to an axis perpendicular to the plate.
The unidirectional nature of the model here, i.e. our assumption that v > 0 (2.31), excludes many interesting phenomena such as double-seam con gurations 10, 2]. When a boundary begins to propagate into a grain which has already been changed by a DIGM motion, the basic equations will change somewhat, because the concentration c 0 appearing in (2.5) will have changed. Modeling and analysis can no doubt be performed to handle this situation as well.
The steady problem considered in Sec. 3 involved a source of solute at one or two boundaries of the moving grain boundary ?(t). One can also formulate problems in which ? is a closed curve and therefore has no boundaries or sources. For example suppose it is a circle with changing radius, and that u is uniform on the circle. The compatibility condition for initial conditions for (2.74), In short, the function W satis es the hypotheses of Theorem 3 with J = 0, and the resulting estimates hold.
Commentary on the signi cance of Thm. 4
The main point of mathematical di culty, by far, in our asymptotic reduction to a free boundary problem was the fact that the di usivity D( ) is zero outside the grain boundary. A similar problem would arise if it were positive but very small. The partial di erential equation (2.11) (or in another form, (2.51)) therefore becomes degenerate at the trailing edge r = z = 0 and also at the leading edge. The properties, and even the existence, of solutions near the degeneracy may be subject to question.
With the aid of Theorem 4 we conceive of solutions W of our degenerate PDE (2.51), recast in the form (B.1), as being limits of solutions of nondegenerate ones. This is assumption (2.29). We may take the approximating sequence d n (z) of di usivities to be strictly positive and continuous everywhere, as long as each satis es the monotonicity requirements of Thm. 3.
If we assume that for each n there is a solution of the nondegenerate problem which is bounded independently of n and equicontinuous in (s; t), then the theorem ensures the existence of a limit solution of the degenerate problem which is continuous even at the point z = 0 of degeneracy. This argument, by the way, applies only at the trailing edge, not at the leading edge; we rely on v in (2.51) being positive, and so obtain a unidirectional result.
In our modeling process, we understand the concentration function w or W of the degenerate problem (2.11) or (2.51) to be such a limiting solution. Its continuity at the trailing edge ? is then guaranteed.
Given that, the estimates provided by Thm. 3 then lead to (2.55) and (2.56), which show that the solution has uniform behavior near the trailing edge, and also supply the central estimates needed to e ect a reduction to our free boundary problem. (C.8)
We now look into the derivation of (2.78). We do the expansions ( ) = 0 ( ) + 1 ( ) + 
