One possible approach to exact real arithmetic is to use linear fractional transformations (LFT's) to represent real numbers and computations on real numbers. Recursive expressions built from LFT's are only convergent (i.e., denote a well-de ned real number) if the involved LFT's are su ciently contractive. In this paper, we de ne a notion of contractivity for LFT's. It is used for convergence theorems and for the analysis and improvement of algorithms for elementary functions.
Introduction
Linear Fractional Transformations (LFT's) provide an elegant approach to real number arithmetic 8, 17, 11, 14, 12, 6] . One-dimensional LFT's x 7 ! ax+c bx+d are used in the representation of real numbers and to implement basic unary functions, while two-dimensional LFT's (x; y) 7 ! axy+cx+ey+g bxy+dx+fy+h provide binary operations such as addition and multiplication, and can be combined to obtain in nite expression trees denoting transcendental functions.
LFT's can be modeled within linear algebra. If the four parameters of a one-dimensional LFT are written as a (2,2)-matrix (shortly called matrix), functional composition becomes matrix multiplication. Likewise, the eight parameters of a two-dimensional LFT can be written as a (2,4)-matrix (called tensor). Basic computational steps can be realized as variants of matrix multiplication.
In the LFT approach, real numbers are represented by in nite products of matrices. Two variants di ering in the choice of these matrices have been considered by the group of Edalat and Potts at Imperial College 13, 6] . In the general approach, the rst matrix is arbitrary, while the remaining matrices are positive, i.e., satisfying a; b; c; d 0. The digit approach (also called exact oating point) is more restrictive: the rst matrix in the product is one of four sign matrices, and the remaining matrices are members of a xed nite set of positive digit matrices. FB 14 { Informatik, Universit at des Saarlandes, Postfach 151150, D-66041 Saarbr ucken, Germany, e-mail: heckmann@cs.uni-sb. de We present part of the existing framework of the LFT approach in Section 2. This provides the background for understanding the results in the remainder of this paper.
Digit matrices are made such that every in nite product of digit matrices converges, i.e., denotes a single well-de ned real number (possibly 1). Yet there are divergent general products, for instance the product of identity matrices. A general product only converges if its matrices denote LFT's that are su ciently contractive. In Section 3, we derive a notion of contractivity for matrices, and prove a su cient criterion for the convergence of in nite products of matrices. In the LFT approach, non-rational elementary functions can be represented by in nite tensor expressions: fx = t 0 x(t 1 x(t 2 x(: : :))). In general, these expressions may or may not converge for a xed real argument x. As in the case of matrices, convergence can be guaranteed if the tensors (two-dimensional LFT's) in the expression are su ciently contractive. In Section 4, a notion of contractivity for tensors is derived from that for matrices and used to prove a su cient criterion for convergence of tensor expressions. In Section 5, tensor contractivity is used in the analysis of some tensor expressions proposed by Edalat's group. In certain cases, it is possible to modify these tensor expressions in order to achieve better convergence.
Exact Real Arithmetic by Linear Fractional Transformations
In this section, we present the framework of exact real arithmetic by LFT's 8, 17, 11] . After a general introduction, we specialize to the version used by the group of Edalat and Potts at Imperial College 14, 12, 13, 16, 6].
From Digit Streams to Linear Fractional Transformations
There are many ways to represent real numbers as in nite objects 3, 2, 4, 5].
Here, we are only concerned with representations as in nite streams of \digits". These streams are evaluated incrementally; at any given time, only a nite pre x of the stream is known. There are several di erent stream representations which can be grouped into two large families: variations of the familiar decimal representation 1, 3, 2, 5, 7, 11, 10], and continued fraction expansions 8, 17, 9] .
For the rst family, consider the usual decimal representation. 
LFT's and Matrices

Intervals
The set R ? can be visualized as a circle. In- 
General Normal Products
In the representation of real numbers by LFT's (matrices), the base interval 
Sign and Digit Matrices
In the digit approach (`exact oating point'), the matrices in the representing in nite product are restricted to a nite set. The rst matrix is one of four sign matrices, while the remaining ones come from a nite set of positive digit matrices.
There are four possible sign matrices, corresponding to rotations by 0 , 90 , 180 , and 270 . They can be explicitly described as follows: There are many possible sets of digit matrices, one for every base r > 1. Edalat and Potts 6] also discuss non-integer bases, but their implementation uses base r = 2. Here, we only consider integer bases r > 1. Now, we try to derive a criterion su cient to guarantee convergence of an in nite product of positive matrices. Intuitively, the LFT's denoted by the matrices should be contracting functions to ensure the shrinking of the corresponding sequence of intervals to a single point.
Calculation of the Contractivity
To measure the contractivity of an LFT, a metric on 0; 1] is needed. Note that the contractivity of a matrix is invariant under scaling (multiplication of all four entries by a number r > 0). This is as expected since it was derived as a property of the LFT denoted by the matrix.
The relationship between distance and contractivity is expressed by the following proposition: 
Contractivity and Composition
From the derivation of the contractivity, it is obvious that the contractivity of a composition of two LFT's is at most as large as the product of the contractivities of the two LFT's. The following proposition adds the details. Matrices with equal column sums not only admit equality in Prop. 3.1 and Prop. 3.3, but also have a particularly simple formula for their contractivity.
First, the minimum in the denominator of con Usually, we shall not directly apply this criterion, but one of the following two corollaries: Corollary 3.6 Let Q 1 n=1 M n be an in nite product of positive matrices. If there is a constant c < 1 such that con M n c for all but a nite number of indices n, then the product converges to a real number. Corollary 3.7 If Q 1 n=1 M n is an in nite product of positive matrices such that lim n!1 con M n < 1, then the product converges to a real number.
The estimation (I n ) 2 Q n i=1 con M n from Prop. 3.4 shows that the smaller the contractivities con M n are, the smaller the intervals I n will be, i.e., the quicker the convergence of the in nite product of matrices is. , this product is convergent. Prop. 3.4 gives the estimation (I n ) 2=4 n . In Table 1, this upper bound is compared with the actual size of the approximation intervals. In the intervals, the lower end is rounded down and the upper end is rounded up to obtain a proper inclusion. Recall that the size (I n ) of I n does not refer to the usual distance, but to the distance d introduced in Section 3.1. Thus, ( 1; 2] ) is not 1, but 1 3 . The power of 2 occurring in the value of (I n ) indicates how many digit matrices in base r = 2 have been calculated so far.
In 15], e is described as . The determinant of these matrices is ?1, whence their contractivity is 1=(4n ? 3) 2 , ensuring convergence. In Table 2 , the actual size of the approximation intervals is compared with the upper bound from Prop. 3.4. The convergence is much quicker than in Table 1 , at the expense of bigger numbers in the matrices. , and thus, the product converges. The same paper contains another in nite product for involving big integers of size about 10939058860032000 n 4 , where for large n, the contractivity of each matrix is about 1=151931373056000. (7) where I m is the interval M 1 M m 0; 1]. However, the cited papers do not contain an analysis for which values of x the expression fx converges, i.e., the intersection (7) is a singleton set.
The question of convergence of the tensor expression fx for a xed value x can be reduced to the question of convergence of the corresponding product of matrices T 0 j x T 1 j x : : :. The key for proving this is the following observation about tensors: Proposition 4.1 Let T be a positive tensor and (I n ) n2N and (J n ) n2N be shrinking sequences of subintervals of 0; 1]. Then By repeated applications of this proposition, intersection (7) can be simpli ed as follows: To prove convergence of Q 1 n=0 (T n j x ), Theorem 3.5 and its two Corollaries can be used.
Case Studies: Analysis of Tensor Expressions
Here, we analyze some of the tensor expressions in 15]. Most of them have good contractivities. In the case of square root, the contractivity can be considerably increased by modifying the original tensor expression. In contrast to the cases x = 0 or x = 1, we can achieve con Tj x < 1 for 0 < x < 1 by suitable choices of the parameters a, c, and e. In the following, we look for parameter values which minimize con Tj x .
Comparing (9) and (10), one sees that for a = e, con Tj x = con Tj 1=x holds. In the sequel, we restrict ourselves to this symmetric case and x 1. In this case, (9) becomes Note that for xed a, the denominator of (11) increases with increasing c, while the numerator decreases, provided that the quadratic expression in it is not negative. Thus, c should be chosen as large as possible under the side condition that a con T n j x = con nx + n + 1 (2n + 1)x 2n + 1 (n + 1)x + n = j(nx + n + 1)((n + 1)x + n) ? (2n + 1) 2 xj (min(nx + 3n + 2; (3n + 2)x + n)) 2 This expression is symmetric in x, i.e., con T n j x = con T n j 1=x holds for all n in N and x in 0; 1]. Therefore, we may restrict ourselves to the case x 1. In this case, the minimum in the denominator reduces to its right argument. The numerator can be simpli ed as follows: j(nx + n + 1)((n + 1)x + n) ? (2n + 1) Thus, we obtain for x 1 a value of con T n j x = n(n+1)(x?1) 2 ((3n+2)x+n) 2 . For x = 0, this simpli es to n+1 n > 1; therefore, convergence is not guaranteed in this case. (We conjecture that convergence holds, but cannot prove it.) For all x in 0; 1], lim n!1 con T n j x = (x?1) 2 (3x+1) 2 holds, the same expression as for the modi ed tensor for square root. The last row in Table 3 shows the values of this fraction for some values of x. For x > 0, the fraction is < 1, ensuring convergence of the tensor expression by Theorem 4.2 and Cor. 3.7. The best contractivity is achieved at x = 1, where con T n j 1 = 0 for all n > 0. . For con T n j x , we obtain: con T n j x = con (2n + 2)x + 2n (2n + 1)x + 2n + 1 (2n + 1)x + 2n + 1 2nx + 2n + 2 = j((2n + 2)x + 2n)(2nx + 2n + 2) ? ((2n + 1)x + 2n + 1) 2 j (min((4n + 3)x + 4n + 1; (4n + 1)x + 4n + 3)) 2 Again, this is symmetric in x, the values for x and 1=x are identical. Thus, we restrict ourselves to the case x 1 where the minimum in the denominator reduces to its left argument. The numerator can be simpli ed to (x ? 1) 2 , so that con T n j x = (x?1) 2 ((4n+3)x+4n+1) 2 . For x = 0, this is 1=(4n + 1) 2 , for x = 1=2, it is 1=(12n + 5) 2 , and for x = 1, it is 0 independent of n. For all x in 0; 1], the expression is inverse quadratic in n and goes to 0 as n goes to 1. Thus, we have very good contractivities in this example.
Exponential
Conclusion
The introduction of a contractivity for LFT's leads to a su cient criterion for the convergence of in nite matrix and tensor expressions. In addition to qualitative statements such as the expression converges or the expression may not converge, we obtain quantitative information from Prop. 3.4: the smaller the contractivity, the quicker the convergence. Surely, this will a ect the complexity of evaluating an expression to a speci ed accuracy, yet the details of the relationship between contractivity and complexity are still to be found.
