ABSTRACT The sparse recovery (SR) algorithm, under the premise that signals are sparse, can be divided into two categories. One is a digital discrete method implemented via lots of iterative computations and the other is a continuous method implemented via analog circuits, which is usually faster. In this paper, we focus on the continuous method and propose a fixed-time convergence dynamical system. Compared with the existing system, it dynamically allocates the exponent according to time-varying elements of the system state, avoiding possible mismatches between the fixed exponent and some elements.
I. INTRODUCTION
Recovering a sparse signal based on a small number of measurements, possibly corrupted by noise, is a fundamental problem in signal processing. Suppose an unknown s-sparse signal ω = [ω 1 , · · · , ω N ] T ∈ R N which needs to be recovered is acquired from insufficient measurements [1] ,
where the measurement matrix ∈ R M ×N is with M N and y ∈ R M is the observed measurement corrupted by noise ∈ R M . Particularly, the sparse signal recovery problem (1) is an underdetermined problem that can be solved by the following unconstrained optimization problem:
with λ > 0 a balance parameter and ρ(ω) : R N → R + , a sparsity-inducing function. In normal conditions,
Sparse recovery techniques have been thoroughly studied [2] - [4] , in addition to the classical greedy algorithm (MP) [5] , OMP [6] , as well as the development of OMP [7] , the iterative shrinkage thresholding algorithm (ISTA) [8] The associate editor coordinating the review of this manuscript and approving it for publication was Jinming Wen. and fast ISTA [9] are of great significance in solving problem (2) . However, aforementioned algorithms require a large number of iterations, which may lead highly computational burdens and storage requirements, especially encountering applications with a huge amount of data, for example, face recognition [10] and DOA [11] etc.
It is worth noting that the dynamic system is proved to be more suitable for solving optimization problems due to its instantaneous computation and consequent fast response [12] , [13] . Furthermore, aiming at SR problem (2), Rozell et al. [14] and Balavoine et al. [15] , [16] presented a highly parallel, rapid, and power-efficient dynamical system, named locally competitive algorithm (LCA):
where u(t) ∈ R N is the state vector, a is the sparse output, i.e., the estimation of sparse signal ω. To facilitate theoretical analysis, the time constant τ > 0 determined by physical properties of the underlying system is set to 1. The soft thresholding function H λ (· ) is defined as
with thresholding λ > 0, u n (t) the n-th element of u(t), and f (u n (t)) = u n (t) − λsign(u n (t)). LCA has been proved to have desirable convergence properties, such as stability and global convergence to the optimum of the objective function (2) when it is unique [15] . With some relaxed conditions, the support set of the sparse signal can be obtained within a limited time. Furthermore, with some restrictions on the problem specifics, LCA has a bounded exponential convergence rate. On the other hand, according to the definition of global convergence [15] , the convergence time of (3) may be infinite. To address this problem, an improved dynamical system with finite convergence time is proposed in [17] :
where the exponential coefficient α ∈ R + belongs to (0, 1), and · α = | · | α sign(·). In theory, the dynamical system (5) is proved to have the finite-time convergence property, and thus more efficient than LCA who has exponential convergence property. Moreover, the convergence time of the system in (5) is related to the initial condition, and the same α may not always be the best choice for all nodes u i (t), i ∈ [1, . . . , N ].
In this paper, a new system that allows all u i (t) to choose its better exponent respectively is proposed. The new system has the fixed-time convergence property (Definition 1), and the convergence time of this system has an upper bound that is independent of initial conditions. In addition, the convergence rate is improved as well (Fig. 1) .
Definition 1 [18] : For a general dynamical systeṁ x = g(t, x), x(0) = x 0 , it is said to be fixed-time stable if it is globally finite-time stable [19] , [20] and the convergence time function T (x 0 ) is bounded, i.e., ∃T max > 0 such that
The main task of this paper is to prove the fixed-time convergence property of the proposed dynamic system and verify the conclusion through experiments. Its organizational structure is as follows. The fixed-time system is described in Section II. Then Section III proves the fixed-time convergence property of the proposed system. In Section IV, numerical experiments are illustrated. Finally, the conclusion is presented in Section V.
II. PROPOSED DYNAMICAL SYSTEM FOR SR
To clarify the theoretical motivation for the new system, let's consider two simple systems:ẋ = − x α with α ∈ (0, 1) anḋ x = − x β with β ∈ (1, ∞). It is obvious that the systeṁ x = − x α is faster when |x| < 1, but the systemẋ = − x β is faster when |x| > 1.
Therefore, with theoretical feasibility and making the exponent always be optional, the new algorithm proposed in this paper is presented as follows:
where
In the following Section III, we will give a detailed theoretical explanation about (6).
III. FIXED-TIME CONVERGENCE OF THE PROPOSED SYSTEM A. PRELIMINARY DEFINITIONS
First, system (6) is Lyapunov stable and the equilibrium point of (6) are the critical point of (2), which is similar to [17, Lemmas 1 and 3] . And for an arbitrary dictionary , as long as the sparsity s that is set and known in advance satisfies s < 1 2 (1 + 1 µ ), with µ the mutual coherence of , the solution of the sparse recovery problem (2) is unique [21] . Thus, the equilibrium point u * of the system (6) is unique.
Using u * and the corresponding a * , we define the error termũ
and E(ũ) for analyzing the fixed-time convergence property.
where the matrix G(ũ) is defined as
withũ n is the n-th component of some constant vectorũ, and
,ū j is the j-th component of some constant vectorū, and ρ ij is the function related to the trajectoryũ(t) such thatũ i (t) = ρ ij (ũ j (t)).
B. PRELIMINARY CONCLUSIONS
The equation (6) implies the inequalities in Lemma 1 below, which is very useful and essential for the convergence property.
Lemma 1: For the proposed dynamical system in (6) and the function E(ũ), there exists a positive constant γ ∈ (0, 1) such that ũ + ( T − I )ã 2 2 ≥ γ E(ũ). Proof: Using the middle term ũ 2 2 , we divide the proof into three parts.
1) As the same with [17, Lemma 3] , the proposed system (6) is Lyapunov stable, and we have known that system (6) has a unique solution, i.e. the invariant set M = {ũ|ũ + ( T − I )ã = 0} has a unique element, which isũ = 0. Therefore, ũ + ( T − I )ã 2 2 = 0 and ũ 2 2 = 0 are tenable only when the system converges.
2) With the premise of 1), if we suppose a constant 0 < ς < 1, then there exists another constant ι, such that
with ι ∈ (0, 1).
3) According to (4), we can easily get that H λ (x)−H λ (y) ≤ x − y for ∀x ≥ y, which implies that for ∀ũ i (t),
withã i andũ i are the i-th element ofã andũ respectively. As the operator H λ (u i ) is non-decreasing with respect to u i , it is obvious thatũ i (t) · g i (ũ i (t)) ≥ 0, thus with (10),
In addition,
Reusing the precondition 1), there exist m 1 > 0 and m 2 > 0, such that |ã i (ρ ij (s))| ≤ m 1 ||ũ(t)|| 2 and |ũ j (t) −ū j | ≤ m 2 ||ũ(t)|| 2 are tenable before the system converges. Then
Combine (11), let κ = max{m 1 m 2 , 1/2}, then for ∀i, j,
Besides, from (11) we can easily conclude that
With (12) and (13), we can obtain that
In summary, (14) and (9) indicate that there exists a positive
C. FIXED-TIME CONVERGENCE PROPERTY ANALYSIS
Before proving the fixed-time convergence property of the system (6), we give a very useful lemma that can determine whether a dynamical system with non-negative state has the fixed-time convergence property. Lemma 2 [22] : Let υ(t) be a non-negative scalar function that is differentiable and satisfiesυ(t) ≤ −ς (υ(t)) with ς (υ) > 0, ς(0) = 0; if t * = ∞ 0 1 ς (υ) dυ is finite, then for any υ(0) = υ 0 > 0, υ(t) = 0 for all t ≥ t * .
The following theorem proves that the proposed system has fixed-time convergence property. , such that E(t) = 0 for all t ≥ T and any initial condition u 0 .
Proof: Firstly, according to the derivative rule of the variable limit integral,
Then from (8), the time derivative of E results iṅ
. (15) Sinceũ(t) = u(t) − u * , and u * is constant, theṅ
Moreover,
therefor, if we assume that Ω =ũ(t) + ( T − I )ã(t), then from ψ = Ω + ψ * we can derive ψ i = Ω i , which means that the exponents of ψ i and Ω i are the same, with Ω i the i-th element of Ω. Consequently, equation (16) 
With (17), it can be deduced that (15) iṡ
which satisfies that
According to [23, Lemmas 3.3 and 3.4] , we have
which means that
Combining 19 and the conclusion of Lemma 1, i.e., Ω 2 2 ≥ γ E(ũ), equation (18) becomeṡ
. (20) It has been shown previously that the system (6) has one and only one equilibrium point, which indicates thatũ (t) does not equal 0 before the system converges. SinceĖ ≤ 0 from (20) and E(ũ(t)) = 0 only whenũ (t) = 0, so E ≥ 0. Otherwise, E will remain negative and keep decreasing, which is contradictory. Then according to Lemma 2,
Combining integral properties, i.e., for ∀ϕ ≥ 0,
Apparently, t * is finite. From Lemma 2, there exists a bound time
, for any initial conditions, E(ũ(t)) = 0 for all t ≥ T . This ends the proof.
Remark 1: It can be found that the T max is independent of initial conditions. Furthermore, calculating the derivative of T max about β and α, we get From (14), we have got that γ < 1, so ln γ ≤ 0, which means that the T max increases as α increases. Furthermore, when β = 1 + 2 ln N −ln γ , the T max is minimum. In additional, when N > γ e 2 , with e the natural constant 2.71828..., then 1 +
However, γ is difficult to obtain, so roughly, when N > e 2 , β = 1
IV. SIMULATIONS AND RESULTS
In this section, without being specified, experimental parameters will obey following settings. Supposing the signal length N is 200 and sparsity s is 10, the sparse signal a ∈ R N is generated randomly with its non-zero entries drawn from the normal Gaussian distribution. Each element of the measurement matrix ∈ R M ×N , M = 100 with normalized columns is also drawn from the normal Gaussian distribution, and the measurement y ∈ R M is collected via y = a + ε, with ε a Gaussian noise, the standard derivation of which is 0.016. Moreover, the threshold λ is set to 0.05, the time parameter τ is set to 0.1, and simulations are finished by the ODE45 solver in MATLAB. In addition, each element of initialization u(0) is drawn from the random Gaussian distribution with its standard derivation σ .
Firstly, the recovery performance of the proposed system for sparse signals is demonstrated in Fig. 2 , with α = 0.5, β = 2, and u(0) = 0 ∈ R N . The measurement y is added by noise with different standard derivations, and the threshold λ is 0.12. The result in Fig. 2 shows that the signal recovered by (6) is very close to the original sparse signal. Furthermore, the less noise leads to the more accurate result.
Then we observe the convergence rate of three systems (3), (5) and (6) under different initial conditions u(0). With β = 3, α = 0.2, and σ = 3, Fig. 3 reflects that the proposed system has the faster convergence rate.
In addition, the relationship between T max and different β is verified by 100 Monte Carlo experiments. Setting α = 0.5, σ = 1, and β is drawn from the set {1.05, 1.38, 1.5, 3, 8, 10, 15}. The T max refers to the maximum T converge corresponding to different β. It is noteworthy that the minimum of T max occurs near β = 1.5 in Fig. 4 , which coincides the analysis in Remark 1. To understand the process of the active node set , the sum Fig.5b shows that S Γ gradually decreases to zero, which is a satisfactory result for the SR problem. Furthermore, two different energy functions log 10 u(t) − u(t −1) 2 2 and log 10 u−u * 2 2 are plotted in Fig.5a and Fig.5d respectively to show the convergence process. Obviously, errors in Fig.5a, Fig.5b, and Fig.5d almost converge at the same time.
Next, we test the influence of α and β to the convergence rate with the initial condition of 10 ∈ R N . Fig. 6 reflects that with the same β, the convergence rate decreases as α increases. Moreover, with α = 0.2, it also shows that the convergence rate is slower when β = 5 than it is in the situation where β < 2. In brief, results of this experiment are consistent with the conclusion in Remark 1.
Finally, a simulation combined with practical application of system identification is done. System identification is a model selection for a process, using a limited number of inputs and outputs, which may be disturbed by noise. After the system model is selected, the system parameters also need to be estimated. Using least mean square (LMS) as the loss function, and assuming that the system parameters are sparse and time-varying, the parameter estimation model is as follows [24] :
N with φ i ∈ R N the input data matrix, y(t) = [y 1 , y 2 , · · · , y M ] T ∈ R M the output vector, ω(t) = [a 1 , a 2 , · · · , a N ] T ∈ R N is unknown and sparse system parameters that need to be estimated.
Setting u(0) = 0 ∈ R N , with α = 0.2, β = 1.5, and τ = 0.2, the time-varying measurements y(t) is directly plugged into the system (6) to estimate the signal vector ω(t). One nonzero entry of ω varies with time as the following function ω 45 (t) = 1.5 + 2 cos(0.4π t), t ≤ 5 −(t − 7.7) 2 + 3.5, t > 5
Instead of ODE45, we use ODE1 for this simulation for simplicity and speed, and Fig. 7 shows that our proposed system can successfully track the changing of signal, except that there is a delay at the jump point t = 5.
V. CONCLUSION
In this paper, a dynamical system with the fixed-time convergence property for the SR problem is proposed, and such property is proved theoretically and experimentally. The dynamic selection mechanism of exponents speeds up the convergence rate, and the existence of upper bound T max means that the convergence time can be roughly estimated in advance. Moreover, it has been shown that the algorithm is effective for parameters estimation of system identification, and the parameter estimation model (21) can also be applied to other signal processing scenarios in the future, such as adaptive filter coefficient estimation [25] , direction-of-arrival (DOA) estimation [26] and so on.
