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Abstract
For an open set Ω ⊂ Rn let A(Ω) be the space of real analytic functions on Ω . Improving our
previous results, we prove a new quantitative characterization of the linear partial differential opera-
tors P(D) which are surjective on A(Ω). This implies that P(D) is surjective on A(Rn) if P(D) is
surjective on A(Ω) for some Ω = ∅. Further inheritance properties for the surjectivity of P(D) on
A(Ω) are also obtained.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we continue the study of the basic question when
P(D) :A(Ω) →A(Ω) is surjective. (1.1)
Here P(D) is a partial differential operator with constant coefficients, Ω ⊂ Rn is an open
set and A(Ω) is the space of real analytic functions on Ω .
Solutions to this problem have been given mainly by two methods: Hörmander [8] has
characterized (1.1) for convex open sets Ω by means of a Phragmen–Lindelöf condition
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ther studies on this problem (see Miwa [20], Andreotti and Nacinovich [2], Zampieri [25],
Braun [4] and the recent papers of Braun et al. [5,6]).
Hörmander’s criterion is restricted to convex sets Ω by the use of Fourier theory. On the
other hand, Kawai [13] used so-called “good elementary solutions” for P(D) to prove (1.1)
for locally hyperbolic operators on special, not necessarily convex bounded open sets Ω
(see Kaneko [10–12] for the case of unbounded open sets and further results in the spirit
of Kawai’s work, and Andersson [1] for Ω = Rn).
In Langenbruch [16] we recently clarified the role of fundamental solutions for our
problem, and we gave several characterizations of (1.1) by means of elementary solutions
and also by conditions of type (AΩ) (see Theorem 2.3 below).
In the present paper, a quantitative version of the latter characterization will be proved.
Using this new condition and a result of Hörmander [8], we will show that
P(D) is surjective on A(Rn)
if P(D) is surjective on A(Ω) for some Ω = ∅. (1.2)
For convex Ω , this is one of the main results of Hörmander [8], while the question had been
open for general Ω . Thus, surjectivity of P(D) on A(Rn) is a general necessary condition
for (1.1).
We also show that surjectivity of partial differential operators on real analytic functions
is inherited similarly as for operators on C∞-functions. In fact, if P(D) is surjective on
A(Ωj) for any j ∈ J then P(D) is surjective on A(Ω) for
Ω :=
(⋂
j∈J
Ωj
)◦
and
Ω := lim inf
j
◦Ωj
:= {ξ ∈ Rn | ∃ε > 0: Bε(ξ) ⊂ Ωj for any but finitely many j}.
Also, if P(D) is surjective on A(Ω), then P(D) is surjective on A(Ωε) for any ε > 0,
where
Ωε :=
{
ξ ∈Ω | dist(ξ, ∂Ω) > ε}.
Next, we obtain the following result of Andreotti and Nacinovich [2] and Zampieri [25]:
For convex Ω , (1.1) holds if and only if P(D) is surjective on A(H) for any tangent
halfspace H of Ω .
We finally show an extension of this result for homogeneous operators P(D) and open
sets Ω with C1-boundary: In this case, P(D) is surjective on A(conv(Ω)) and on A(H)
for any tangent halfspace of Ω if (1.1) holds.
The paper is organized as follows: The necessary notations and results from Langen-
bruch [16] are recalled in Section 2. Section 3 contains the main technical tools of this
paper (see Proposition 3.2 and Theorem 3.3) and the proofs of the claims stated above with
the exception of our main result (1.2), which is proved in Section 4.
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In this section, we will introduce some useful notation and we will recall the basic
results from Langenbruch [16] which are needed in the following.
In this paper, n ∈ N always is at least 2. Ω and ω are open sets in Rn. We also assume
that Ω is connected.
The real analytic functions on Ω are denoted by A(Ω). P(D) is always a partial dif-
ferential operator in n variables with constant coefficients. Our proofs will be based on
harmonic functions in (n + 1) variables. The corresponding notations and facts will be
given now.
A point in Rn+1 is written as (x, y) ∈ Rn × R. ∆ =∑kn(∂/∂xk)2 + (∂/∂y)2 denotes
the Laplace operator on Rn+1. The harmonic germs near a set S ⊂ Rn+1 are denoted by
C∆(S). Of course, P(D) = P(Dx) also operates on the harmonic germs, and in fact we will
solve the equation P(Dx)f = g for harmonic germs f and g rather than for real analytic
functions f and g. For this, we need the following basic lemmata (compare Remarks 3.1
and 3.2 in Langenbruch [16]). For compact sets Q⊂ L ⊂ Rn+1 let
R
Q
L :C∆(L) → C∆(Q)
be the canonical mapping defined by restriction.
Lemma 2.1. Let Q⊂ L ⊂ Rn+1 be compact sets such that
Rn+1 \Q does not have a bounded component (2.1)
(and the same for L). Then
P(D)C∆(Q) ⊃ RQL
(
C∆(L)
)
if for any bounded set B in C∆(Q)′b the set
B˜ := {µ ∈ C∆(Q)′ | P(−D)µ ∈B}
is bounded in C∆(L)′b .
Proof. The condition implies that the mapping
tR
Q
L ◦ P(−D)−1 :P(−D)C∆(Q)′ ⊂ C∆(Q)′b →C∆(L)′b
is defined and sequentially continuous (and hence continuous) on the metric space
P(−D)C∆(Q)′ ⊂ C∆(Q)′b . The proof is completed by a standard Hahn–Banach argu-
ment. 
Lemma 2.2. Let Q ⊂ Rn+1 be compact with (2.1). Then for any bounded set B in C∆(Q)′b
the set
B˜ := {µ ∈ C∆(Q)′ | P(−D)µ ∈B}
is bounded in C∆(conv(Q))′ .b
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vided by the Grothendieck–Tillmann duality: Let
G(x,y) := −∣∣(x, y)∣∣1−n/((n− 1)cn+1)
be the canonical even elementary solution of the Laplacian (see Hörmander [9], and recall
that (n+ 1) 3). For Q ⊂ Rn+1 compact let
C∆,0(R
n+1 \Q) :=
{
f ∈ C∆(Rn+1 \Q)
∣∣ lim
ξ→∞f (ξ) = 0
}
endowed with the topology of C(Rn+1 \Q). C∆,0(Rn+1 \Q) is a Fréchet space.
C(V \Q) also induces the topology of C∆,0(Rn+1 \Q) (2.2)
if V is an open neighborhood of Q. Let
(µ)(x, y) := uµ(x, y) :=
〈
µ(s,t),G(s − x, t − y)
〉
for µ ∈ C∆(Q)′b.
Then we have the topological isomorphisms
 :C∆(Q)
′
b → C∆,0(Rn+1 \Q) ∼= C∆(Rn+1 \Q)/C∆(Rn+1) (2.3)
by the Grothendieck–Tillmann duality (Grothendieck [7, Theorem 4], Mantovani and
Spagnolo [17], Tillmann [22, Satz 6]).
As a first application of (2.3) we notice the following: Let Q,L ⊂ Rn+1 be compact
sets both satisfying (2.1). Then a set
B ⊂ C∆(Q∩L)′b is bounded
if B ⊂ C∆(Q)′b and B ⊂ C∆(L)′b is bounded. (2.4)
To characterize the surjective partial differential operators on A(Ω) the useful technical
conditions (AΩ) and (AΩ) were introduced in Langenbruch [16]. We summarize the defi-
nitions and the characterization in the following theorem (see Theorem 4.6 in Langenbruch
[16]). For T ∈ R let
U
(
Ω × {T }) := {V ⊂ Rn+1 open | V ∩ (Rn × {T })= Ω × {T }}
and U(Ω) := U(Ω × {0}).
Theorem 2.3. The following statements are equivalent:
(i) P(D) is surjective on A(Ω).
(ii) P(D) satisfies the following condition (AΩ): for any ω  Ω there is ω˜  Ω with
ω ω˜ such that for any ωˆ Ω and any ξ ∈ ∂ω˜ there is δ > 0 such that for any 0 <
T  δ there are V ∈ U(ωˆ × {T }) and E ∈ C∆(W), W := V ∪ (ω × ]T − δ, T + δ[),
such that
P(D)E = G(· − ξ, )|W .
(iii) P(D) satisfies the following condition (AΩ): for any ω Ω there are ω˜ Ω with
ω  ω˜ and 1  δ0 > 0 such that for any ξ ∈ Ω \ ω˜ and any 0 < T  1 there are
V ∈U(Ω × {T }) and E ∈ C∆(W), W := V ∪ (ω × ]T − δ0, T + δ0[), such that
P(D)E = G(· − ξ, )|W .
700 M. Langenbruch / J. Math. Anal. Appl. 297 (2004) 696–7193. The basic results
We will prove the main technical results in this section (see Proposition 3.2 and The-
orem 3.3), leading to the new condition (AΩ) (see Theorem 3.4) which is equivalent to
the surjectivity of P(D) on A(Ω) and can be considered as a quantitative intermediate
version of the conditions (AΩ) and (AΩ) from Theorem 2.3. We will then prove some
consequences concerning the inheritance of surjectivity of partial differential operators on
spaces of real analytic functions including the results stated already in the introduction.
The results of this section are intimately connected to the possibility of shifting subsets
of Ω within Ω . We now introduce the corresponding notation: For a compact K ⊂ Ω let
S(K,Ω) := {ξ ∈ Rn | ξ +K ⊂ Ω}
and let S0(K,Ω) be the component of 0 in S(K,Ω). S0(K,Ω) is open and pathconnected
since S(K,Ω) is open. Let
Ωε :=
{
ξ ∈Ω | dist(ξ, ∂Ω) > ε}.
The Ω-hull KΩ of a compact K ⊂ Ω is defined by
KΩ :=
{
x ∈ Rn | x + S0(K,Ω) ⊂ Ω
}= ⋂
ξ∈S0(K,Ω)
(Ω − ξ).
K is contained in KΩ by the definition of S0(K,Ω), and KΩ is contained in Ω since
0 ∈ S0(K,Ω). Let
KεΩ :=
⋂
ξ∈S0(K,Ωε)
(Ω − ξ)
and let
BC(x) :=
{
ξ ∈ Rn | ‖x − ξ‖ <C}.
Lemma 3.1. Let K ⊂ Ω be compact.
(a) KΩ ⊂ Ωε if K ⊂ Ωε .
(b) For any C  1 and any ε > 0 there is η > 0 such that
BC(0)∩
(
K +Bη(0)
)η
Ω
⊂ KΩ +Bε(0).
Proof. (a) Let K ⊂ Ωε . Then Bε˜(0)+K ⊂ Ω for some ε˜ > ε and therefore Bε˜(0) is con-
tained in S0(K,Ω). By the definition of KΩ we get KΩ +Bε˜(0) ⊂ Ω , that is, KΩ ⊂ Ωε .
(b) If the claim were not true, there are C  1 and ε > 0 and a sequence
xn ∈BC(0)∩
(
K +B1/n(0)
)1/n
Ω
(3.1)
such that
xn /∈KΩ +Bε(0). (3.2)
Since the sequence (xn)n∈N is bounded, we may suppose that x := limn→∞ xn exists. We
will show that x ∈KΩ contradicting (3.2). So let ξ ∈ S0(K,Ω). Then there is a path
γ : [0,1]→ S(K,Ω)
M. Langenbruch / J. Math. Anal. Appl. 297 (2004) 696–719 701connecting 0 and ξ . Moreover, there is n0 such that
B2/n0
(
γ (t)
)+K ⊂ Ω1/n0 for any t ∈ [0,1].
This implies that
B1/n0(ξ) ⊂ S0
(
K +B1/n(0),Ω1/n
)
for any n n0.
By (3.1) we get B1/n0(ξ)+ xn ⊂ Ω and therefore x ∈ KΩ since
x + ξ = xn +
[
(x − xn)+ ξ
]⊂ Ω. 
The following decomposition is the main technical tool of this paper. It is formulated in
such a way that it can be applied repeatedly. Let
I (c) := ]−c, c[ and J (c) := [−c, c] for c > 0.
Proposition 3.2. Let X,K, K˜,Z, Z˜ (and ω, ω˜,ω1, ω˜1, respectively) be (relatively) com-
pact subsets of Ω and let δ > γ > 0 such that
X ⊂ K ⊂ ω ⊂ ω˜ K˜◦, X ⊂ Z ⊂ ω1 ⊂ ω˜1  Z˜◦ and 0 < δ < δ0/4,
where ω˜ and δ0 > 0 are chosen for ω by (AΩ). For Q := (X × J (δ)) ∪ (Z × J (β)) let B
be bounded in C∆(Q)′b and let
B˜ := {µ ∈ C∆(Q)′ | P(−D)µ ∈B}.
Then for sufficiently small 0 < β < γ, B˜ can be decomposed as
B˜ ⊂ B˜I + B˜II,
where
B˜I ⊂ C∆
(
Z˜ × J (γ ))′
b
and B˜II ⊂ C∆
(
(K˜ ∩ Z˜)× J (δ))′
b
are bounded, and also
P(−D)B˜II ⊂ C∆
((
(K˜ ∩ Z˜) × J (γ ))∪ (X × J (δ)))′
b
is bounded, if either
B˜ is bounded in C∆
(
Z × J (δ))′
b
, (3.3)
or
K˜ ⊂ Z and ω˜1 is chosen for ω1 by (AΩ). (3.4)
Proof. The proof is an improved version of parts of the proof of Theorem 4.4 in Langen-
bruch [16].
(a) By Lemma 2.2 and (2.3) we get
{uµ | µ ∈ B˜} is bounded in C∆
(
Rn+1 \ (conv(Z)× J (δ))). (3.5)
Using (AΩ) we now get additional bounds if β is sufficiently small: There is a neighbor-
hood V of ∂(ω˜∩ ω˜1)× ([−δ,−γ /2] ∪ [γ /2, δ]) such that for any a ∈ Nn+10 ,
sup
{∣∣Dauµ(x, y)∣∣ | (x, y) ∈ V, µ ∈ B˜} Ca < ∞. (3.6)
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]T − δ0, T + δ0[)) by (AΩ). Since K ⊂ ω and Z ⊂ Ω are compact there are ρ > 0 and
0 < νξ,T < δ/4 such that
K +B(0)⊂ ω and
(
Z +B(0)
)× [T − 2νξ,T , T + 2νξ,T ] ⊂ Vξ,T . (3.7)
For (x, y) ∈B(0)× I (νξ,T ) and a ∈ Nn+10 we thus get for µ ∈ B˜ ,∣∣Dauµ(x + ξ, y − T )∣∣= ∣∣〈µ(s,t),DaG(s − ξ − x, t + T − y)〉∣∣ (3.8)
= ∣∣〈µ(s,t),P (Ds)DaEξ,T (s − x, t + T − y)〉∣∣
= ∣∣〈P(−D)µ(s,t),DaEξ,T (s − x, t + T − y)〉∣∣ (3.9)
if 0 < β  νξ,T since δ  δ0/4. This implies that
sup
{∣∣uµ(x, y)∣∣ | (x, y) ∈Bρ(ξ) × ]−T − νξ,T ,−T + νξ,T [, µ ∈ B˜} C,
since P(−D)µ ∈B , where B is bounded in C∆(Q)′b , and since{
DaEξ,T (· − x, · + T − y) | x ∈Bρ(0), y ∈ I (νξ,T )
}
is bounded in C∆(Q) by (3.7) since 0 < β  νξ,T .
Applying (3.9) for uµ(·,−·) instead of uµ we get a similar bound for uµ on Bρ(ξ) ×
]T − νξ,T , T + νξ,T [.
In case of (3.4) we have ω˜ ∩ ω˜1 = ω˜, and the claim then follows since ∂ω˜ ×
([−δ,−γ /2] ∪ [γ /2, δ]) is compact.
On the other hand, using only (3.8), (3.3) implies a bound like (3.6) near ∂ω˜1 ×
(±[γ /2, δ]) since Z ⊂ ω1. Thus, (3.6) also holds in this case.
(b) For µ ∈ B˜ we now decompose uµ into vµ +wµ, keeping track of uniform estimates.
Choose a neighborhoodU1  (Z˜∩K˜)◦ of ∂(ω˜∩ ω˜1) such that U1 ×(±[γ /2, δ])⊂ V for V
from (3.6). We set U := U1∪(ω˜∩ω˜1) and choose ϕ ∈ C∞0 (U×I (2δ)) such that ϕ = 1 near
(ω˜ ∩ ω˜1)× J (δ). Let 0 < β < γ/2 and set f˜µ := ∆(ϕuµ)|W for W := Rn × (R \ J (γ /2)).
By (3.5) and (3.6) f˜µ can be extended trivially (i.e., by the value 0) to a bounded function
fµ on Rn+1 such that
suppfµ ⊂ W1 := V ∪
(
(ω˜ ∩ ω˜1)×
(
I (2δ) \ J (δ))).
Since Dauµ is locally uniformly bounded on W1 by (3.5) and (3.6) and since P(−Dx)fµ
is the trivial extension of P(−Dx)f˜µ, P(−Dx)fµ is also bounded and
sup
{‖fµ‖∞ + ∥∥P(−D)fµ∥∥∞ | µ ∈ B˜} C1. (3.10)
Let gµ := G ∗ fµ. Then
sup
{‖gµ‖∞ + ∥∥P(−D)gµ∥∥∞ | µ ∈ B˜} C2 (3.11)
by (3.10) since W1 is bounded. Set
vµ := (ϕuµ − gµ)|Rn+1\((K˜∩Z˜)×J (δ))
and
wµ :=
(
(1 − ϕ)uµ + gµ
)∣∣
n+1 ˜ ,R \(Z×J (γ ))
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and wµ ∈ C∆,0(Rn+1 \ (Z˜ × J (γ ))). Moreover, uµ = vµ +wµ outside Z˜ × J (δ).
(c) By (3.5), (3.6) and (3.11),
{vµ | µ ∈ B˜} is bounded in C∆
(
Rn+1 \ ((K˜ ∩ Z˜)× J (δ))). (3.12)
Moreover, since P(−D)uµ is contained and bounded in C∆(Rn+1 \ Q), we also have
P(−D)vµ ∈ C∆,0(Rn+1 \ S) for S := ((K˜ ∩ Z˜)× J (γ )∪ (X × J (δ)) and{
P(−D)vµ | µ ∈ B˜
}
is bounded in C∆,0(Rn+1 \ S) (3.13)
by (3.6) and (3.11).
(d) By (3.6), (3.11) and the assumption on B (and B˜),{
P(−D)wµ | µ ∈ B˜
}
is bounded in C∆
(
Rn+1 \ (Z × J (γ ))). (3.14)
Hence,
{wµ | µ ∈ B˜} is bounded in C∆
(
Rn+1 \ (conv(Z˜) × J (γ ))) (3.15)
by Lemma 2.2. By (2.3) and (2.4) this directly implies that
{wµ | µ ∈ B˜} is bounded in C∆
(
Rn+1 \ (Z˜ × J (γ ))) (3.16)
if (3.3) holds. If (3.4) is assumed instead, (3.16) follows as above from (3.14) and (AΩ)
(and (3.15)), if we assume (as we may) that γ > 0 is sufficiently small. In view of (3.12),
(3.13), (3.16) and (2.3), the proposition is proved. 
Since the decomposition problem in C∆(Q)′ has been solved in Proposition 3.2 we can
now use a suitable shifting procedure to prove the following result which is basic for this
paper and which improves on Theorem 4.4(a) in Langenbruch [16]. Theorem 3.3(b)–(d)
will be used in Section 4 for X := {z}, z ∈ Ω , to show that P(D) is surjective on A(Rn) if
P(D) is surjective on A(Ω) for some non-void Ω .
Theorem 3.3. Let P(D) be surjective on A(Ω).
(a) For any compact X ⊂ Ω there is C > 0 such that for any ε > 0 there are η > 0, δ0 > 0
and a compact X˜ε with
X ⊂ X˜ε ⊂
(
XΩ +Bε(0)
)∩BC(0)
such that for any 0 < δ  δ0, any compact Y ⊂ Ω and any 0 < γ < δ there are a
compact Y˜ ⊂ Ω with Y ⊂ Y˜ and 0 < β < γ such that
P(D)C∆
(((
X +Bη(0)
)× J (δ))∪ (Y × J (β)))
⊃ C∆
((
X˜ε × J (δ)
)∪ (Y˜ × J (γ )))∣∣
((X+Bη(0))×J (δ))∪(Y×J (β)).
(b) We may choose X˜ε in (a) such that
X˜ε ⊂
⋂
V∩X =∅
V, (3.17)
where V are the components of (XΩ +Bε(0))∩BC(0).
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that
(ξ +X)˜ε ⊂ ξ +
[(
XΩ +Bε(0)
)∩BC(0)].
(d) We may take Y˜ = Y in (a), if Y is convex and X˜ε ⊂ Y .
Proof. (a)(i) It is sufficient to show that (for the quantifiers as in (a)) we may choose
X˜ε ⊂ XεΩ ∩BC(0) (3.18)
such that
P(D)C∆
((
X × J (δ))∪ (Y × J (β)))
⊃ C∆
((
X˜ε × J (δ)
)∪ (Y˜ × J (γ )))∣∣
((X×J (δ))∪(Y×J (β)). (3.19)
Indeed, for ε > 0 we may choose η > 0 by Lemma 3.1(b) and then use (3.18) and (3.19)
for (X +Bη(0)) and η > 0 instead of X and ε > 0.
(ii) When solving (3.19) and proving (a) we will use an increasing sequence 0 < γj . We
may assume that γ0  γ < δ is sufficiently small. We will use Lemma 2.1 with
Q := (X × J (δ))∪ (Y × J (β)) and L := (X˜ε × J (δ))∪ (Y˜ × J (γ0)).
Thus let B be a bounded set in C∆(Q)′b . We have to show that
B˜ := {µ ∈ C∆(Q)′ | P(−D)µ ∈B} is bounded in C∆(L)′b. (3.20)
(iii) In the first step, Proposition 3.2 is used for K := X. Let X˜ := K˜ and δ0 > 0 be
chosen for K as in Proposition 3.2 and choose C > 0 such that X˜ ⊂ BC(0). Set Z := Y ∪ X˜
and choose ω˜1 as in (3.4) to decompose B˜ for Y˜ := Z˜ from Proposition 3.2 and 0 < γ0 < δ0
as
B˜ ⊂ B˜I + B˜II,
where
B˜I ⊂ C∆
(
Y˜ × J (γ0)
)′
b
is bounded, (3.21)
and
B˜II ⊂ C∆
(
X˜ × J (δ))′
b
and P(−D)B˜II ⊂ C∆
((
X˜ × J (γ0)
)∪ (X × J (δ)))′
b
are bounded, (3.22)
if 0 < δ < δ0/4 and 0 < β is sufficiently small (notice that we may substitute Y by Z in
the definition of Q and B˜). Since B˜I already satisfies the appropriate bounds for (3.20) by
(3.21), we now concentrate on B˜II . Notice that
B˜II ⊂ B˜ − B˜I ⊂ C∆
((
Q∪ (Y˜ × J (γ0)))∩ (X˜ × J (δ)))′
= C∆
((
X × J (δ))∪ (X˜ × J (γ0)))′ (3.23)
since X ⊂ X˜ ∪ Y = Z ⊂ Z˜ = Y˜ and β < γ0 < δ.
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Proposition 3.2 with the assumption (3.3). Fix ε > 0. Then
{uµ | µ ∈ B˜II} is locally uniformly bounded on Rn+1 \
(
X˜ × J (δ))
by (3.22) and (2.3). To show (3.20) (and (3.18)), we therefore have to prove uniform bounds
for uµ,µ ∈ B˜II , near
(x, y) ∈ (X˜ \ (XεΩ)◦)×±[γ0, δ] ⊂ (X˜ \Xε/2Ω )×±[γ0, δ]. (3.24)
Recall that X˜ ⊂ Z ⊂ Z˜ = Y˜ and that
X
ε/2
Ω ⊂
(
XεΩ
)◦
since Xε/2Ω +Bε/2(0) ⊂ XεΩ.
Thus, fix x ∈ X˜ \ Xε/2Ω . By the definition of Xε/2Ω there is ξ ∈ S0(X,Ωε/2) such that x +
ξ /∈ Ω . Since ξ ∈ S0(X,Ωε/2), there is a path λ : [0,1] → S0(X,Ωε/2) with λ(0) = 0 and
λ(1) = ξ such that λ(t) +X ⊂ Ωε/2 for any t ∈ [0,1]. Choose ε0 > 0 such that
Bε0
(
λ(t)
)+X ⊂ Ωε/2 for any t ∈ [0,1].
For K := λ([0,1]) + Bε0(0) + X we now choose K˜ and 0 < δ1 = δ1(ε, x)  δ0 as in
Proposition 3.2 and then fix 0 < ε1 < ε0 such that
X˜ ∪ K˜ ⊂ Ωε1 .
Let δ  δ1/4. Since x+λ(0)= x ∈ X˜ ⊂ Ωε1 and x+λ(1)= x+ξ /∈ Ω , there is 0 t∞  1
such that
Bε1/8(x)+ λ(t∞) ⊂ Ω \Ωε1 . (3.25)
Choose 1 > η > 0 such that∣∣λ(t) − λ(τ)∣∣ ε1/4 if |t − τ | η and t, τ ∈ [0,1]. (3.26)
Define
t1 := sup
{
t ∈ [0,1] | X˜ + λ(t) ⊂ Ωε1/4
}
.
By (3.22) and (3.23) we may now apply Proposition 3.2 to λ(t1) +X ⊂ K (instead of X),
Z := λ(t1)+ X˜, Z˜ := λ(t1)+ X˜ +Bηε1/8(0), γ0 instead of β (!) and
B˜1 := τλ(t1)(B˜II),
where τζ is the shift by ζ . We thus get for 0 < γ0 < γ1  γ ,
B˜1 ⊂ B˜1,I + B˜1,II
with bounded sets
B˜1,I ⊂ C∆
(
λ(t1)+
((
X˜ +Bηε1/8(0)
)× J (γ1)))′b,
B˜1,II ⊂ C∆
(([
λ(t1)+
(
X˜ +Bηε1/8(0)
)]∩Ωε1 )× J (δ))′b (3.27)
and
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((([
λ(t1)+
(
X˜ +Bηε1/8(0)
)]∩Ωε1 )× J (γ1))
∪ ((λ(t1)+X)× J (δ)))′b (3.28)
if 0 < δ  δ1/4 and γ0 is sufficiently small. Thus, τ−1λ(t1)(B˜1,I ) satisfies the bounds needed
for (3.20) (if Y˜ ⊃ X˜ +Bηε1/8(0)).
We now continue with τ−1λ(t1)(B˜1,II) instead of B˜II and X˜1 := [λ(t1)+ X˜ +Bηε1/8(0)] ∩
Ωε1 − λ(t1) instead of X˜, i.e., we define
t2 := sup
{
t ∈ [0,1] | X˜1 + λ(t) ⊂ Ωε1/4
}
and decompose again with 0 < γ1 < γ2  γ if γ1 is sufficiently small. Since
tj+1  tj + η
in each step by (3.26), we end up with tj0 = t∞ and γj0 = γ after j0  1/η steps. We thus
get finitely many conditions on γj (and finally on β). The sets τ−1λ(tj )(B˜j,I ) all satisfy the
bounds in (3.20) for j  j0 (if Y˜ ⊃ X˜ +Bε1/8(0)). Since also
{uµ | µ ∈ B˜j0,II} is locally bounded on Rn+1 \ (Ωε1 × R),
(3.25) implies that{
τ−1λ(t∞)(uµ) | µ ∈ B˜j0,II
}
is locally bounded near x × [γ, δ].
Since the first set in (3.24) is compact, the proof of (a) is complete.
(b) By (a), X˜ε can be chosen as a subset of (XΩ + Bε(0)) ∩ BC(0). Using the decom-
position from Proposition 3.2 again, one can cut off the components as in (3.17) and use
Lemma 2.2 to show that the remaining term is bounded in C∆(Y˜ × J (γ0)). This shows (b).
(c) Given ξ ∈ S0(X,Ω), we find a path λ : [0,1] → Ω with λ(0) = 0 and λ(1) = −ξ
such that
λ(t) +X ⊂ Ω for any t ∈ [0,1].
Similarly as in the proof of (a) we now shift the set B˜ defined by a bounded set B ⊂
C∆((ξ + X) × J (δ) ∪ (Y × J (β)))′b along λ cutting it in each step (notice that (ξ + X)
is shifted to X in this way). Then fixing the constant C for X as in (a), we may proceed
shifting and cutting as in (a). Thus C is chosen independent of ξ .
(d) By (a) there is a compact Y˜ ⊂ Ω such that B˜ satisfies (3.20). By Lemma 2.2 and
the assumptions, B˜ is also bounded in C∆(Y × J (δ))′b , hence B˜ is bounded in C∆((X˜ε ×
J (δ))∪ (Y × J (γ0)))′b by (2.4). This proves (d). 
From Theorems 3.3 and 2.3 we immediately obtain the following characterization.
Theorem 3.4. P(D) is surjective on A(Ω) if and only if the following condition (AΩ) is
satisfied: for any ω Ω there is C > 0 such that for any ε > 0 there is δ0 > 0 such that
for any ωˆΩ with
ωˆ ⊃ ω˜ε :=
(
(ω¯)Ω +Bε(0)
)∩BC(0),
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V ∪ (ω × ]T − δ0, T + δ0[), such that
P(D)E = G(· − ξ, )|W .
Proof. Condition (AΩ) is sufficient by Theorem 2.3, since it obviously implies (AΩ) (re-
call that (ω¯)Ω ⊂ Ωγ for some γ > 0 by Lemma 3.1(a), hence ω˜ε Ω for small ε > 0).
To show that (AΩ) is also necessary, fix ω  Ω and set X := ω¯. Choose C > 0 for
X and then δ0 > 0 and X˜ε for X and ε by Theorem 3.3(a). Fix ωˆ  Ω as above and
define Y := ¯ˆω. Let γ := min{T/2, δ0/2} and choose Y˜ and β > 0 by Theorem 3.3(a). For
ξ ∈ ωˆ \ ω˜ε we then have
G(· − ξ, ) ∈C∆
((
X˜ε × [T − δ0, T + δ0]
)∪ (Y˜ × [T − γ,T + γ ])),
since T − γ  T/2 > 0 and since ξ /∈ ω˜ε ⊃ X˜ε by Theorem 3.3(a). By Theorem 3.3, the
equation P(D)E = G(· − ξ, ) can be solved near
(
X × [T − δ0, T + δ0]
)∪ (Y × [T − β,T + β])
⊃ W := (ω × ]T − δ0, T + δ0[)∪ (ωˆ × ]T − β,T + β[).
The theorem is proved. 
We will now give some direct applications of Theorem 3.4, which are similar to the
well-known inheritance of surjectivity for partial differential operators on spaces of C∞-
functions (see, e.g., Section 10.6 in Hörmander [9]).
Corollary 3.5. If P(D) is surjective on A(Ω) then P(D) is surjective on A(Ωε) for any
ε > 0.
Proof. We have to check the condition (AΩε) by Theorem 2.3. Thus, let ω Ωε . Then
ωΩε˜ for some ε˜ > ε, and we may choose C > 0 and define ω˜ε1 for ω and ε1 := (ε˜−ε)/2
by (AΩ) and Theorem 3.4. Since (ω¯)Ω ⊂ Ωε˜ by Lemma 3.1(a),
ω˜ε1 ⊂
(
Ωε˜ +Bε1(0)
)∩BC(0)Ωε
and (AΩε) now follows from (AΩ). 
For operators on C∞-functions the following stronger result holds: if P(D) is surjective
on C∞(Ω) then P(D) is surjective on C∞(Ω˜ε), where
Ω˜ε := Ωε ∩B1/ε(0).
This is false for operators on A(Ω). Indeed, for Ω := Rn we have Ω˜ε = B1/ε(0), but there
are operators P(D), which are surjective on A(Rn) but not on A(B1/ε(0)) (see Hörman-
der [8]).
Corollary 3.5 is also interesting from the following point of view: Generally speaking,
there are few operators P(D) which are surjective on A(W) for some bounded open set
W with C1-boundary (see Langenbruch [14,15]). Now notice, that Ωε may be bounded
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results from Langenbruch [14,15] may impose additional conditions on surjective operators
on A(Ω). Also, ∂Ωε may have more outer normal vectors than ∂Ω thus again imposing
extra necessary conditions (see Langenbruch [14,15]).
Next we show that surjectivity is inherited to (the interior of) intersections.
Corollary 3.6. Let P(D) be surjective on A(Ωj) for any j ∈ J . Then P(D) is surjective
on A(Ω) for
Ω :=
(⋂
j∈J
Ωj
)◦
.
Proof. To show (AΩ), let ωΩ . Then ωΩε for some ε > 0, hence ω (Ωj )ε for any
j ∈ J . We first show, that (AΩ) holds for any ξ ∈Ω \Ωε/2. Indeed, for ξ ∈Ω \Ωε/2 there
is j0 ∈ J such that ξ ∈ Ωj0 \ (Ωj0)ε . As in the proof of Corollary 3.5 we may now choose
ω˜j0  (Ωj0)ε and δj0 > 0 by (AΩj0 ), Theorem 3.4 and Lemma 3.1(a). Since ξ /∈ ω˜j0 , (AΩ)
holds for ξ by (AΩj0 ).
We next apply (AΩj1 ) for some fixed j1 ∈ J and obtain (AΩ) for any
ξ ∈Ωj1 \
(
BC(0)∩ (Ωj1)ε
)⊃ Ω \BC(0).
Thus, (AΩ) is proved. 
By Corollaries 3.5 and 3.6 we immediately see that for any ε > 0 and any set A ⊂ Rn,
P(D) is surjective on A(S(A,Ωε)◦)
if P(D) is surjective on A(Ω).
Indeed, we only have to notice that
S(A,Ωε) =
⋂
a∈A
(Ωε − a).
Again, the set S(A,Ωε)◦ may be rather small (or even void) if compared with Ω . Finally,
surjectivity is inherited to (the interior of) the limit inferior:
Corollary 3.7. Let P(D) be surjective on A(Ωj) for any j ∈ J . Then P(D) is surjective
on A(Ω) for
Ω := lim inf
j
◦Ωj
:= {ξ ∈ Rn | ∃ε > 0: Bε(ξ) ⊂ Ωj for any but finitely many j}.
Proof. If J is finite then
Ω = lim inf
j
◦Ωj = Rn
and the claim follows from Theorem 4.4 below since P(D) is surjective on A(Rn) by that
theorem.
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Theorem 4.4 and Theorem 2.3, there is C > 0 such that (AΩ) holds for any ξ /∈BC(0). Let
ω Ωε and ωˆ Ω . By the above definition of the limit inferior of sets and compactness,
there is a finite set J0 ⊂ J such that
ω  (Ωj )ε and ωˆΩj for any j ∈ J \ J0.
Let ξ ∈ ωˆ \ Ωε/2. Then there is an infinite set I ⊂ J such that ξ /∈ (Ωj )ε for any j ∈ I .
Thus, there is i ∈ I \ J0 and the claim follows for ξ by (AΩi ). 
Corollary 3.7 implies, that P(D) is surjective on A(⋃j∈NΩj) if P(D) is surjective on
A(Ωj) for any j ∈ N and if the sets Ωj are almost increasing, that is, for any j ∈ N and
any x ∈Ωj there are ε > 0 and k ∈ N such that
Bε(x) ⊂ Ωm for any m k.
Especially, the converse of Corollary 3.5 also holds, that is, that P(D) is surjective on
A(Ω) if P(D) is surjective on A(Ωε) for any ε > 0.
We next obtain a result which was first proved by Andreotti and Nacinovich [2] (assum-
ing that Ω is bounded) and Zampieri [25] using Hörmander’s method. For this, we recall
the notion of tangent half spaces (see Andreotti and Nacinovich [2, p. 157]).
Let Ω be convex and let x0 ∈ ∂Ω . For n ∈ N set
Ω(x0, n) := x0 + n(Ω − x0)
and define the tangent cone for Ω at x0 by
C(x0,Ω) :=
⋃
n∈N
Ω(x0, n).
C(x0,Ω) is a convex cone. If it is a half space, it is called a tangent half space, if not,
we choose x1 ∈ ∂C(x0,Ω) with x1 = x0 and define the convex cone C(x1,C(x0,Ω)).
If C(x1,C(x0,Ω)) is not a halfspace, we can take x2 ∈ ∂C(x1,C(x0,Ω)) with x2 /∈
R(x1 −x0) and define the convex cone C(x2,C(x1,C(x0,Ω))). Proceeding in this way, we
finally end up with a half space. All half spaces constructed in this way are called tangent
half spaces for Ω at x0.
Corollary 3.8. Let Ω be convex. Then P(D) is surjective on A(Ω) if and only if P(D) is
surjective on A(H) for any tangent half space H of Ω .
Proof. Since Ω and the tangent half spaces are convex, we can assume that P is homoge-
neous (see Hörmander [8]).
“⇒” Since P(D) is homogeneous, P(D) is surjective on A(Ω(x0, n)) for any x0 ∈ ∂Ω
and any n ∈ N. Since the sets Ω(x0, n) are increasing with n (see Andreotti and Nacinovich
[2, p. 157]), we have
lim inf
n∈N
◦Ω(x0, n) =
⋃
n∈N
Ω(x0, n) = C(x0,Ω)
and P(D) is surjective on A(C(x0,Ω)) by Corollary 3.7. Proceeding in this way, P(D) is
surjective on A(H) for any tangent half space of Ω .
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tangent half spaces by Andreotti and Nacinovich [2]. 
Additionally to the statement in Corollary 3.8, the surjectivity of P(D) on A(Rn \ H¯ )
for all tangent half spaces H was used in Zampieri [25]. This extra condition is redundant.
It anyway follows from the surjectivity of P(D) on A(H) since we may assume that P(D)
is homogeneous.
For 0 = N ∈ Rn let
HN :=
{
x ∈ Rn | 〈x,N〉 > 0} and Sn := {x ∈ Rn | ‖x‖ = 1}.
Corollary 3.9. The set{
N ∈ Sn | P(D) is surjective on A(HN)
}
is compact and symmetric.
Proof. Let Nk ∈ Sn be a sequence with limit N and let P(D) be surjective on A(HNk) for
any k. Then P(D) is surjective on A(HN) by Corollary 3.7 since
lim inf
k
◦HNk = HN. 
In the remaining part of this section we prove some results connected to Corollary 3.8
for non-convex Ω . We first show that surjectivity is inherited to A(HN) if Ω “almost”
contains HN . To make this precise, we define the cones Γk(N) for N ∈ Sn and k ∈ N as
follows:
Γk(N) :=
{
x ∈ Rn | 〈x,N〉 > ‖x‖/k}.
Corollary 3.10. Let Ω = Rn and N ∈ Sn and let P(D) be surjective on A(Ω). Then P(D)
is surjective on A(HN) if for any k ∈ N there is xk ∈ Rn such that xk +Γk(N) ⊂ Ω .
Proof. (i) For any k ∈ N there is Ωk ⊂ Rn such that P(D) is surjective on A(Ωk) and
Γk(N) ⊂ Ωk and B1/k(0) \Ωk = ∅. (3.29)
Choose xk ∈ Rn such that xk + Γk(N) ⊂ Ω and set
t0 := inf
{
t ∈ R | tN + xk + Γk(N) ⊂ Ω
}
.
Then t0 > −∞ since Ω = Rn. Moreover,
t0N + xk + Γk(N) ⊂ Ω, while B1/k(0)+ t0N + xk + Γk(N)  Ω,
by the minimality of t0. We may therefore choose yk ∈ (t0N + xk + Γk(N)) such that
B1/k(yk) \Ω = ∅. The claim then follows for Ωk := Ω − yk since
yk + Γk(N) ⊂ t0N + xk + Γk(N) ⊂ Ω
since Γk(N) is convex.
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ΩI := lim inf
k∈N
◦Ωk.
Then
ΩI ⊃ lim inf
k∈N
◦Γk(N) =
⋃
k∈N
Γk(N) = HN and 0 /∈ΩI (3.30)
by (3.29). P(D) is surjective on A(ΩI) by Corollary 3.7. Hence, P(D) is surjective on
A(ΩII) for
ΩII :=
( ⋂
ξ∈N⊥
ΩI − ξ
)◦
by Corollary 3.6. By (3.30) we have
Rn \N⊥ ⊃ ΩII ⊃ HN.
Thus, HN is a component of ΩII , and P(D) is also surjective on A(HN). 
The assumption of Corollary 3.10 can be localized if Pm is homogeneous. This leads to
the following definition of inner almost normals:
IAN(∂Ω) := {N ∈ Sn | ∀k ∈ N, ∃ε > 0, xk ∈ ∂Ω : Bε(xk) ∩ (xk + Γk(N))⊂ Ω}.
Notice that we do not assume that Ω has C1-boundary near some boundary point nor that
N is the inner unit normal to ∂Ω at some boundary point in the usual sense. Of course the
latter vectors are contained in IAN(∂Ω).
Corollary 3.11. Let P(D) be homogeneous and surjective on A(Ω). Then P(D) is sur-
jective on A(HN) for any N ∈ IAN(∂Ω).
Proof. For N ∈ IAN(∂Ω) and k ∈ N choose xk and ε > 0 as above. Set Ωk := Ω − xk .
Then 0 ∈ ∂Ωk . Since P is homogeneous, P(D) is surjective on A(jΩk) for any j ∈ N. By
Corollary 3.7, P(D) is surjective on A(Ω˜k) for
Ω˜k := lim inf
j∈N
◦(jΩk) ⊃ lim inf
j∈N
◦(j(Bε(0)∩ Γk(N)))= Γk(N).
Since 0 /∈ Ω˜k for any k ∈ N, Ω˜k satisfies (3.29) for any k ∈ N, and the claim now follows
as in the proof of Corollary 3.10. 
Corollary 3.12. Let P(D) be homogeneous. Then P(D) is surjective on A(conv(Ω)) if
P(D) is surjective on A(Ω) and if Ω has C1-boundary.
Proof. conv(Ω) is the interior of the intersection of the half spaces xN +HN , which con-
tain Ω (here N is the inner unit normal to ∂Ω at xN ). Since P(D) is surjective on A(HN)
by Corollary 3.11, the claim follows from Corollary 3.6. 
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In this section we will show that P(D) is surjective on A(Rn) if P(D) is surjective on
A(Ω) for some non-void Ω ⊂ Rn. For convex Ω this was shown by Hörmander [8].
The proof is based on the results from the previous section, especially on Theorem 3.3,
and on the following theorem of Hörmander (see Hörmander [8, Theorem 1.1] and the
discussion following Theorem 1.3 in Hörmander [8]).
Theorem 4.1. Let W ⊂ Rn be convex and open and let z ∈W . P(D) is surjective on A(Rn)
if the following holds: for any f ∈ A(W) and for any w W there is u ∈ C(w) such that
P(D)u = f on w, and such that u can be analytically extended to a neighborhood Uz of z
in Cn which is independent of w.
Also, a careful study of the Ω-hull of points in Ω is needed (recall Section 2 for the
respective definitions). We will always assume in this section that
0 ∈Ω.
Lemma 4.2.
(a) {z}Ω = {x ∈ Rn | x − z+Ω ⊂ Ω} = z+ {0}Ω ⊂ Ω if z ∈ Ω .
(b) {0}Ω +Ωε ⊂ Ωε for any ε > 0.
(c) {0}Ω is a closed subsemigroup of (Rn,+).
(d) {0}Ω = {x ∈ Ω | d(x + ξ, ∂Ω) d(ξ, ∂Ω) for any ξ ∈Ω}.
Proof. (a) By definition, S({z},Ω) = Ω − z = S0({z},Ω) since Ω is connected. This
implies (a), since z ∈ Ω .
(b) Let ξ ∈ Ωε . Then Bε˜(ξ) ⊂ Ω for some ε˜ > ε and hence({0}Ω + ξ)+Bε˜(0) ⊂ {0}Ω +Bε˜(ξ) ⊂ {0}Ω +Ω ⊂ Ω
by (a) (for z := 0), that is,
{0}Ω + ξ ⊂ Ωε.
(c) Let x, z ∈ {0}Ω . Then
x + z+Ω ⊂ x +Ω ⊂ Ω,
hence, x + z ∈ {0}Ω by (a). Let xn ∈ {0}Ω and limn→∞ xn =: x . Then
x +Ωε ⊂ Ωε ⊂ Ω
for any ε > 0 by (b). Hence x +Ω ⊂ Ω and x ∈ {0}Ω by (a).
(d) “⊆” Let x ∈ {0}Ω and ξ ∈ Ω with d(ξ, ∂Ω)= ε. Then x ∈Ω by (a), and (b) implies
that
ξ + x ∈Ωε˜ for any 0 < ε˜ < ε
and therefore
d(ξ + x, ∂Ω) ε = d(ξ, ∂Ω).
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with γ (0) = 0 and γ (1) = ξ . Then
d
(
x + γ (t), ∂Ω) d(γ (t), ∂Ω)> 0 for any t ∈ [0,1].
This implies that x+ξ = x+γ (1) ∈Ω since x+γ (0)= x ∈ Ω . Thus, x ∈ {0}Ω by (a). 
To apply Theorem 4.1, we need to know, if for some point K := {z} in Ω the set K˜ε
may be chosen by Theorem 3.3 within a convex subset of Ω . This is shown in the last part
of the following
Proposition 4.3. Let Γ (0,Ω) := {x ∈ {0}Ω | tx ∈ {0}Ω if t > 0}.
(a) Γ (0,Ω) is a closed subsemigroup of {0}Ω and a convex cone.
(b) 0 is an isolated point of {0}Ω if Γ (0,Ω)= {0}.
(c) For 0 = z ∈ Rn let πz denote the orthogonal projection onto z⊥ and let Ω ′ := πz(Ω).
Then
πz
({0}Ω)⊂ {0}Ω ′ .
(d) For any connected open set Ω ⊂ Rn with 0 ∈ Ω and any C > 0 there are z ∈ Ω and
ε > 0 such that the convex hull of the component of z in({z}Ω +Bε(0))∩BC(z)
is a relatively compact subset of Ω .
Proof. (a) The first claim follows from Lemma 4.2(c). Since Γ (0,Ω) is a cone by defini-
tion, convexity follows from the semigroup property.
(b) Let 0 = xn ∈ {0}Ω be a sequence tending to 0. We may assume that x :=
limn→∞ xn/‖xn‖ exists. We will show that x ∈ Γ (0,Ω) = {0}, a contradiction. Fix t > 0
and choose k(n) ∈ N such that t/‖xn‖ ∈ [k(n), k(n) + 1]. For ε > 0 and ξ ∈ Ωε we then
get
tx + ξ = lim
n→∞
(
txn/‖xn‖+ ξ
)= lim
n→∞
((
txn/‖xn‖− k(n)xn
)+ k(n)xn + ξ) ∈ Ωε
by Lemma 4.2(b) since k(n)xn ∈ {0}Ω by Lemma 4.2(c) and∥∥k(n)xn − txn/‖xn‖∥∥ ‖xn‖ → 0.
Hence,
tx +Ω =
⋃
ε>0
(tx +Ωε) ⊂
⋃
ε>0
Ωε = Ω,
that is, tx ∈ {0}Ω by Lemma 4.2(a) and x ∈ Γ (0,Ω).
(c) We may assume that z = en is the nth canonical unit vector. Let x = (x ′, xn) ∈ {0}Ω
and ξ ′ ∈ Ω ′. Then there is ξn ∈ R such that (ξ ′, ξn) ∈Ω . Therefore,
(x ′, xn)+ (ξ ′, ξn) ∈Ω
by Lemma 4.2(a) and (x ′ + ξ ′) ∈Ω ′, that is, x ′ ∈ {0}Ω ′ again by Lemma 4.2(a) (notice that
also Ω ′ is open and connected and that 0 ∈ Ω ′).
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For n= 1, the claim is trivially satisfied for z := 0. Indeed, Ω then is an interval, hence
convex, and by Lemma 4.2(a) and (c), {0}Ω is closed in R and contained in Ω .
Let the claim be proved for fixed n ∈ N and let Ω ⊂ Rn+1 be open with 0 ∈ Ω . We
distinguish two cases:
If Γ (0,Ω)= {0}, then 0 is isolated in {0}Ω by (b) and the component of z := 0 in({0}Ω +Bε(0))∩BC(0)
is Bε(0) for small ε > 0, which shows the claim.
On the other hand, assume that there is y ∈ Γ (0,Ω) with ‖y‖ = 1.
Let W denote the component of 0 in({0}Ω +Bε(0))∩BC(0).
πy(W) is connected since πy is continuous. Since ‖πy‖  1,πy(W) is contained in the
component W ′ of 0 in({0}Ω ′ +B ′ε(0))∩B ′C(0)
by (c). Since Ω ′ is connected and contains 0, Lemma 4.2(a) implies that the component of
y ′ ∈Ω ′ in ({y ′}Ω ′ +B ′ε(0))∩B ′C(y ′) is y ′ +W ′. We may thus use the inductive hypothesis
to get y ′ ∈ Ω ′ ⊂ y⊥ such that
y ′ + conv(W ′)Ω ′.
Since y ∈ Γ (0,Ω), we may use Lemma 4.2(d) and a compactness argument to show that
there are C1 > 0 and ε˜ > 0 such that
ty + y ′ + conv(W ′) ⊂ Ωε˜
for any t C1. Therefore,
y ′ + (C1 +C)y + conv(W) ⊂ [C1,C1 + 2C]y +
(
y ′ + conv(W ′))Ω.
This proves the claim for z := y ′+(C1 +C)y since {z}Ω = z+{0}Ω by Lemma 4.2(a). 
The following theorem is the main result of this paper.
Theorem 4.4. P(D) is surjective on A(Rn) if P(D) is surjective on A(Ω) for some Ω = ∅.
Proof. We will apply Theorem 3.3 to check the assumptions of Theorem 4.1. Choose
C > 0 uniformly for x ∈ S0({0},Ω) = Ω by Theorem 3.3(c). Then choose z ∈ Ω and
ε > 0 by Proposition 4.3(d) such that the convex hull X˜ of the component of z in
({z}Ω + Bε(0)) ∩ BC(z) is a relatively compact subset of Ω . Fix η > 0 and δ0 > 0 by
Theorem 3.3(a) for X := {z}. Choose a convex open set W such that X˜  W  Ω . Let
f ∈ A(W). By means of the Cauchy problem for the Laplacian we may extend f to
f1 ∈ C∆(X˜ × J (δ)) for some 0 < δ < δ0. Let w be open and convex with X˜ ⊂ w W
and set Y := w. Choose a convex compact Y˜ ⊂ W such that Y ⊂ Y˜ ◦. Again by the Cauchy
problem, we know that f1 ∈ C∆(Y˜ × J (γ )) for some 0 < γ < δ.
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g1 ∈ C∆
((
Bη(z)× ]−δ, δ[
)∪ (w × ]−β,β[))
such that P(D)g1 = f1. Thus,
g := g1|w×{0} ∈A(w), P (D)g = f on w
and g can be holomorphically extended to a neighborhood Uz of z since g1 is harmonic
on Bη(z) × ]−δ, δ[. Uz is independent of w since η and δ are independent of w. Thus,
the assumptions of Theorem 4.1 are satisfied and P(D) is surjective on A(Rn) by that
theorem. 
Corollary 4.5. The following are equivalent:
(a) There is a non-void open set Ω ⊂ Rn such that P(D) is surjective on A(Ω).
(b) For any open set Ω ⊂ Rn there is a smallest open set Ω˜ ⊂ Rn containing Ω such that
P(D) is surjective on A(Ω˜).
(c) P(D) is surjective on A(Rn).
Proof. (a) implies (c) by Theorem 4.4. (b) follows from (c) by Corollary 3.6. (b) clearly
implies (a). 
We finally notice, that surjectivity of P(D) on A(Ω) may be split into a global property
(namely, surjectivity of P(D) on A(Rn)) and a property of type (AΩ) for points near the
boundary:
Corollary 4.6. The following are equivalent:
(a) P(D) is surjective on A(Ω).
(b) P(D) is surjective on A(Rn) and for any ω Ω and any C > 0 there is ε > 0 such
that for any ξ ∈ Ω ∩ BC(0) with d(ξ, ∂Ω)  ε and any ωˆ  Ω there is δ > 0 such
that for any 0 < T  δ there are V ∈ U(ωˆ × {T }) and E ∈ C∆(W), W := V ∪ (ω ×
]T − δ, T + δ[), such that
P(D)E = G(· − ξ, )|W .
Proof. “(a) ⇒ (b)” The first statement follows by Theorem 4.4, the second one from (AΩ)
and Theorem 2.3.
“(b) ⇒ (a)” We have to check (AΩ) for
ω := Ω˜γ :=
{
x ∈ Ω | d(x, ∂Ω) > γ and ‖ξ‖ < 1/γ } for γ > 0.
By Theorem 2.3 (for Ω = Rn), P(D) satisfies (ARn) and hence there is C > 0 such that
the conditions in (AΩ) are satisfied for ω as above and any ξ ∈ Rn with ‖ξ‖ C. Choose
ε > 0 for C by (b). For ξ ∈ Ω with ‖ξ‖ < C the conditions in (AΩ) then are satisfied by
assumption if d(ξ, ∂Ω) ε, that is, if ξ /∈ Ωε . This proves (AΩ) for any ξ ∈ Ω \ ω˜ for
ω˜ := BC(0)∩Ωε . 
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paper. For this we need some further notation.
An important class of operators for our problem is the class of locally hyperbolic op-
erators defined as follows: Pm is locally hyperbolic if for any 0 = θ ∈ Rn with Pm(θ) = 0
there are 0 = N ∈ Rn and C > 0 such
Pm(θ + x + zN) = 0 if |x| + |z| <C and Im(z) = 0.
The localization Pm,θ of Pm at a real root θ = 0 of Pm is defined by
Pm,θ (x) := lim
s→0
(
Pm(θ + sx)s−qθ
)
,
where qθ is the lowest order of the expansion (with respect to s) of Pm(θ + sx).
Finally, let
Λ(Pm) :=
{
x ∈ Rn | Pm(y + sx) ≡ Pm(y) for any y ∈ Rn
}
(see Hörmander [9, (10.2.8)]) which obviously is a linear space. If Λ(Pm) = {0} then Pm
“depends on fewer variables.”
If P(D) is not surjective on A(Rn) then P(D) is surjective on A(Ω) for no open set Ω
by Theorem 4.4. We notice some examples from the literature.
Example 4.7. P(D) is surjective on A(Ω) for no open set Ω ⊂ Rn in each of the following
cases:
(a) n= 3 and Pm is not locally hyperbolic.
(b) n  3 and Pm is a quadratic form which is neither elliptic nor proportional to a real
indefinite quadratic form or the square of a real linear form.
(c) There is 0 = θ ∈ Rn with Pm(θ) = 0 such that Pm,θ (D) does not have a continuous
linear right inverse in C∞(Rn).
(d) Λ(Pm) = {0} and Pm(D) does not have a continuous linear right inverse in C∞(Rn).
Proof. This follows from Theorem 4.4, since P(D) is not surjective on A(Rn) in each case
(see Theorems 6.5 and 6.6 in Hörmander [8] for (a) and (b); (d) is a special case of (c),
since Pm,θ = Pm for any θ ∈ Λ(Pm). (c) follows from Theorem 3.14 in Meise et al. [19]
and Satz 6.4.1 and 5.5.2 in Braun [3]). 
The conditions in Example 4.7(d) are, e.g., satisfied if Λ(Pm) = {0} and Pm is elliptic
as a polynomial on Λ(Pm)⊥.
Operators admitting a continuous linear right inverse in C∞(Ω) have been studied by
Meise et al. in a series of papers (see, e.g., Meise et al. [18] for hints to the corresponding
literature).
If the principal part of P is the power of a real linear form, a complete characterization
of the surjectivity of P(D) can be obtained as follows.
Example 4.8. Let Ω ⊂ Rn be open and let Pm(D) = 〈N,D〉m for some 0 = N ∈ Rn. The
following are equivalent:
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(b) Ω is P(D)-convex for supports.
(c) dist(x, ∂Ω) satisfies the minimum principle on every line F := ξ + RN , that is, for
every compact interval K ⊂ F ∩Ω we have
min
x∈K dist(x, ∂Ω)= minx∈∂FK dist(x, ∂Ω).
(d) Pm(D) is surjective on A(Ω).
Proof. We may assume that N = e1, the first canonical unit vector.
“(a) ⇒ (b)” This holds for general P(D) by Zampieri [24].
“(b) ⇒ (c)” Assume that there is a compact interval K := [a, b]e1 + ξ ⊂ F ∩ Ω such
that
ε := min
x∈K dist(x, ∂Ω) < δ := min
(
dist(ae1 + ξ, ∂Ω),dist(be1 + ξ, ∂Ω)
)
.
By Theorem 12.7.5 of Hörmander [9] there is a C∞-zerosolution f defined on Rn such
that supp(f ) = F +Bγ/4(0), γ := δ − ε. Using a suitable cut off function φ we obtain
dist
(
supp
(
P(D)(f φ)
)
, ∂Ω
)
 δ − γ /4 > ε + γ /4 dist(supp(f φ), ∂Ω).
Hence, Ω is not P(D)-convex for supports.
“(c) ⇒ (a)” By the remark after Theorem 12.7.5 of Hörmander [9] P(D) has hyper-
function elementary solutions E− and E+ such that supp(E±) ⊂ ±[0,∞[. Let x ∈ Ω
with dist(x, ∂Ω) = ε > 0. Then dist(x, ∂Ω)  ε on one of the components of x in
x + (±[0,∞[e1 ∩ Ω) by the minimum principle. We may thus define a hyperfunction
E ∈B(Ω) by defining E to be the shift of E+, say, near that component in Ω and setting
E = 0 on the complement in Ω of the component. This proves (AΩ) for ω := Ωε . Since
P(D) is surjective on A(Rn), (a) follows from Corollary 4.6.
“(c) ⇔ (d)” This is well known since Pm(D) = ∂m1 (see, e.g., Hörmander [9, Theo-
rem 10.8.5]). 
For general operators and general open sets it is not known if P(D) is surjective on
A(Ω) if and only if Pm(D) is surjective on A(Ω). For convex Ω this is a result of Hör-
mander [8].
The heat equation and the Laplacian in two variables (considered as an operator in
three variables) were the first examples of operators which are not surjective on A(R3)
(see Piccinini [21]). We can now completely characterize the surjectivity for this kind of
operators.
Example 4.9. Let n 3 and let Pm(D) = ∆k :=∑kj=1 ∂2j , 1 k  n, be the Laplacian in
k variables.
(a) Let k = n. Then P(D) is surjective on A(Ω) for any open set Ω ⊂ Rn.
(b) Let 1 < k < n. Then P(D) is surjective on A(Ω) for no open set Ω ⊂ Rn.
(c) Let k = 1. Then P(D) is surjective on A(Ω) if and only if dist(x, ∂Ω) satisfies the
minimum principle on every line F := ξ + Re1.
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elliptic.
(b) This follows from Example 4.7(b).
(c) This follows from Example 4.8(c). 
Notice that for Ω ⊂ R2, P(D) is surjective on A(Ω) if and only if Ω is P(D)-convex
for supports (see Zampieri [23] and Langenbruch [16, Corollary 2.11] for an alternative
proof).
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