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NUMERICAL SOLUTIONS TO LARGE-SCALE DIFFERENTIAL LYAPUNOV
MATRIX EQUATIONS
M. HACHED ∗ AND K. JBILOU†
Abstract. In the present paper, we consider large-scale differential Lyapunov matrix equations having a low rank
constant term. We present two new approaches for the numerical resolution of such differential matrix equations.
The first approach is based on the integral expression of the exact solution and an approximation method for the
computation of the exponential of a matrix times a block of vectors. In the second approach, we first project the
initial problem onto a block (or extended block) Krylov subspace and get a low-dimensional differential Lyapunov
matrix equation. The latter differential matrix problem is then solved by the Backward Differentiation Formula
method (BDF) and the obtained solution is used to build the low rank approximate solution of the original problem.
The process being repeated until some prescribed accuracy is achieved. We give some new theoretical results and
present some numerical experiments.
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1. Introduction. In the present paper, we consider the differential Lyapunov matrix
equation (DLE in short) of the form{
X˙(t) = A(t)X(t)+X(t)AT(t)+B(t)B(t)T ; (DLE)
X(t0) = X0, t ∈ [t0, Tf ], (1.1)
where the matrix A(t)∈Rn×n is assumed to be nonsingular and B(t)∈Rn×s is a full rank ma-
trix, with s≪ n. The initial condition X0 is assumed to be a symmetric and positive low-rank
given matrix.
Differential Lyapunov equations play a fundamental role in many areas such as control, filter
design theory, model reduction problems, differential equations and robust control problems
[1, 5]. For those applications, the matrix A is generally sparse and very large. For such prob-
lems, only a few attempts have been made to solve (1.1).
Let us first recall the following theoretical result which gives an expression of the exact
solution of (1.1).
THEOREM 1.1. [1] The unique solution of the general Lyapunov differential equation
X˙(t) = A(t)X+X A(t)T +M(t); X(t0) = X0 (1.2)
is defined by
X(t) = ΦA(t, t0)X0Φ
T
A(t, t0)+
∫ t
t0
ΦA(t,τ)M(τ)Φ
T
A (t,τ)dτ. (1.3)
where the transition matrix ΦA(t, t0) is the unique solution to the problem
Φ˙A(t, t0) = A(t)ΦA(t, t0), ΦA(t0, t0) = I.
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Futhermore, if A is assumed to be a constant matrix, then we have
X(t) = e(t−t0)AX0e(t−t0)A
T
+
∫ t
t0
e(t−τ)AM(τ)e(t−τ)A
T
dτ. (1.4)
We notice that the problem (1.1) is equivalent to the linear ordinary differential equation{
x˙(t) = A (t)x(t)+ b(t)
x0 = vec(X0)
(1.5)
where A = I⊗A(t)+A(t)⊗ I, x(t) = vec(X(t)) and b(t) = vec(B(t)B(t)T ), where vec(Z) is
the long vector obtained by stacking the columns of the matrix Z. For moderate size problems,
it is then possible to use an integration method to solve (1.5). However, this approach is not
adapted to large problems. In the present paper, we will consider projection methods onto
extended block Krylov (or block Krylov if A is not invertible) subspaces associated to the
pair (A,B). These subspaces are defined as follows
Km(A,B) = range(B,AB, . . . ,A
m−1B)
for block Krylov subspaces, or
Km(A,B) = range(A
−m, . . . ,A−1B,B,AB, . . . ,Am−1B)
for extended block Krylov subspaces. Notice that the extended Krylov subspace Kk(A,B) is
a sum of two block Krylov subspaces
Km(A,B) =Km(A,B) + Km(A
−1,A−1B).
To compute an orthonormal basis {V1, . . . ,Vm}, where Vi is of dimension n× s for the block
Krylov and n× 2s in the extended block Krylov case, two algorithms have been defined:
the first one is the well known block Arnoldi algorithm and the second one is the extended
block Arnoldi algorithm [7, 25]. These algorithms also generate block Hessenberg matrices
T¯m = V
T
m+1AVm satisfying the following algebraic relations
AVm = Vm+1 T¯m, (1.6)
= VmTm+Vm+1Tm+1,mE
T
m , (1.7)
where Tm = T¯m(1 : d, :) = V
T
m AVm and where Ti, j is the (i, j) block of T¯m of size d×d, and
Em = [Od×(m−1)d , Id]T is the matrix of the last d columns of the md×md identity matrix Imd
with d = s for the block Arnoldi and d = 2s for the extended block Arnoldi.
When the matrix A is nonsingular and when the computation of W = A−1V is not difficult
(which is the case for sparse and structured matrices), the use of the extended block Arnoldi
is to be preferred.
The paper is organized as follows: In Section 2, we present a first approach based on the ap-
proximation of the exponential of a matrix times a block using a Krylov projection method.
We give some theoretical results such as an upper bound for the norm of the error and an ex-
pression of the exact residual. A second approach,presented in Section 3, for which the initial
differential Lyapunov matrix equation is projected onto a block (or extended block) Krylov
subspace. Then, the obtained low dimensional differential Lyapunov equation is solved by
using the well known Backward Differentiation Formula (BDF). In Section 4, an applica-
tion to balanced truncation method for large scale linear-time varying dynamical systems is
presented. The last section is devoted to some numerical experiments.
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2. The first approach: using an approximation of the matrix exponential. In this
section, we give a new approach for computing approximate solutions to large differential
equations (1.1). The expression of the exact solution as
X(t) = e(t−t0)AX0e(t−t0)A
T
+
∫ t
t0
e(t−τ)ABBTe(t−τ)A
T
dτ, (2.1)
suggests the idea of computing X(t) by approximating the factor e(t−τ)AB and then using a
quadrature method to compute the desired approximate solution.
As computing the exponential of a small matrix is straightforward , this is not the case for
large scale problems, as e(t−τ)A could be dense even though A is sparse. However, in our
problem, the computation of e(t−τ)A is not needed as we will rather consider the product
e(t−τ)AB, for which approximations via projection methods onto block or extended block
Krylov subspaces are well suited.
Krylov subspace projection methods generate a sequence of nested subspaces (Krylov or
extended Krylov subspaces). Let Vm = [V1, . . . ,Vm] be the orthogonal matrix whose columns
form an orthonormal basis of the subspace Km, Following [21, 22, 27], an approximation to
Z = e(t−τ)AB can be obtained as
Zm(t) = Vme
(t−τ)Tm V Tm B (2.2)
where Tm = V
T
m AVm. Therefore, the term appearing in the integral expression (2.1) can be
approximated as
e(t−τ)ABBTe(t−τ)A
T ≈ Zm(t)Zm(t)T . (2.3)
If for simplicity, we assume Xt0 = 0, an approximation to the solution of the differential
Lyapunov equation (2.1) can be expressed as
Xm(t) = VmGm(t)Vm
T , (2.4)
where
Gm(t) =
∫ t
t0
G˜m(τ)G˜
T
m(τ)dτ, (2.5)
and G˜m(τ) = e
(t−τ)TmBm.
The next result shows that the matrix function Gm is the solution of a low-order differential
Lyapunov matrix equation.
THEOREM 2.1. Let Gm(t) be the matrix function defined by (2.5), then it satisfies the
following low-order differential Lyapunov matrix equation
G˙m(t) = TmGm(t)+Gm(t)Tm
T +BmB
T
m, t ∈ [t0, Tf ] (2.6)
Proof. The proof can be easily derived from the expression (2.5) and the result of Theo-
rem 1.1.
As a consequence, intruducing the residual Rm(t) = X˙m(t)−AXm−XmAT −BBT asso-
ciated to the approximation Xm, we have the following relation
V
T
m Rm(t)Vm = V
T
m (X˙−AXm(t)−Xm(t)AT −BBT )Vm
= G˙m(t)−TmGm(t)−Gm(t)TmT −BmBTm
= 0,
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which shows that the residual satisfies a Petrov-Galerkin condition.
As mentioned earlier, once G˜m(τ) is computed, we use a quadrature method to approxi-
mate the integral (2.5) in order to approximate Gm(t).
We now briefly discuss some practical aspects of the computation of e(t−τ)TmBm where
Bm = V
T
m B, when m is small and Tm is a an upper block Hessenberg matrix.
In the last decade, many approximation techniques such as the use of partial fraction expan-
sions or Pade´ approximation have been proposed, see for example [9, 22]. However, it was
remarked that a good way for evaluating the exponential of matrix times by a vector by using
rational approximation to the exponential function. One of the main advantages of ratio-
nal approximations as compared to polynomial approximations is the better stability of their
integration schemes. Let us consider the rational function
F(z) = a0+
p
∑
i=1
ai
z−θi ,
where the θi’s are the poles of the rational function F . Then, the approximation to G˜m(τ) =
e(t−τ)Tm is given by
G˜m(τ)≈ a0Bm+
p
∑
i=1
ai[(t− τ)Tm−θiI]−1Bm. (2.7)
One of the possible choices for the rational function F is based on Chebychev approxima-
tion of the function ex on [0, ∞[, see [22]. We notice that for small values of m, one can
also directly compute the matrix exponential e(t−τ)Tm by using the well-known ’scaling and
squaring method for the matrix exponential’ method, [13]. This method was associated to a
Pade´ approximation and is implemented in the expmMatlab routine.
From now on, we assume that the basis formed by the orthonormal columns of Vm is obtained
by applying the block Arnoldi or the extended block Arnoldi algorithm to the pair (A,B).
The computation of Xm(t) (and of Rm(t)) becomes expensive as m increases. So, in order
to stop the iterations, one has to test if ‖ Rm ‖< ε without having to compute extra products
involving the matrix A. The next result shows how to compute the residual norm of Rm(t)
without forming the approximation Xm(t) which is computed in a factored form only when
convergence is achieved.
THEOREM 2.2. Let Xm(t) = VmGm(t)V
T
m be the approximation obtained at step m by
the block (or extended block) Arnoldi method. Then the residual Rm(t) satisfies
‖ Rm(t) ‖=‖ Tm+1,mG¯m(t) ‖, (2.8)
where G¯m is the d×md matrix corresponding to the last d rows of Gm where d = s when
using the block Arnoldi and d = 2s for the extended block Arnoldi.
Proof. The proof of this theorem comes directly from (2.4) and the fact that Gm solves
the low dimensional problem (2.6).
The result of Theorem 2.2 is very important in practice, as it allows us to stop the iterations
when convergence is achieved without computing the approximate solution Xm(t).
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The following result shows that the approximation Xm is an exact solution of a perturbed dif-
ferential Lyapunov equation.
THEOREM 2.3. Let Xm(t) be the approximate solution given by (2.4). Then we have
X˙m(t) = (A−Fm)Xm+Xm (A−Fm)T +BBT . (2.9)
where Fm =VmT
T
m+1,mV
T
m+1.
Proof. The proof is easily obtained from (2.6) and the expression (2.4) of the approximate
solution Xm(t).
REMARK 1. The solution Xm(t) can be given as a product of two low rank matrices.
Consider the eigen-decomposition of the symmetric and positive matrix md×md Gm(t) =
UDUT where D is the diagonal matrix of the eigenvalues of Gm(t) sorted in decreasing order
and d = s for the block Arnoldi or d = 2s for the extended block Arnoldi. Let Ul be the md× l
matrix of the first l columns of U corresponding to the l eigenvalues of magnitude greater
than some tolerance dtol. We obtain the truncated eigen-decomposition Gm(t) ≈ UlDlUTl
where Dl = diag[λ1, . . . ,λl ]. Setting Z˜m(t) = VmUlD
1/2
l , it follows that
Xm(t)≈ Z˜m(t)Z˜m(t)T . (2.10)
Therefore, one has to compute and to store only the matrix Z˜m(t) which is usually the re-
quired factor in some control problems such as in the balanced truncation method for model
reduction in large scale dynamical systems. This possibility is very important for storage
limitations in the large scale problems.
The next result states that the error matrix X(t)−Xm(t) satisfies a differential Lyapunov ma-
trix equation.
THEOREM 2.4. Let X(t) be the exact solution of (1.1) and let Xm(t) be the approximate
solution obtained at step m. The error Em(t) = X(t)−Xm(t) satisfies the following equation
E˙m(t) = AEm(t)+Em(t)A
T −Rm(t), (2.11)
and
Em(t) = e
(t−t0)AEm,0e(t−t0)A
T
+
∫ t
t0
e(t−τ)ARm(τ)e(t−τ)A
T
dτ, t ∈ [t0, Tf ]. (2.12)
where Em,0 = Em(0).
Proof. The result is easily obtained by subtracting the residual equation from the initial
differential Lyapunov equation (1.1).
Next, we give an upper bound for the norm of the error in the case where A is a stable matrix.
THEOREM 2.5. Assume that A is a stable matrix and X(t0) = Xm(t0). Then we have the
following upper bound
‖ Em(t) ‖≤‖ Tm+1,m ‖‖ G¯m ‖∞ e
2(t−t0)µ2(A)− 1
2µ2(A)
, (2.13)
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where µ2(A) =
1
2
λmax(A+A
T )< 0 is the 2-logarithmic norm and ‖ G¯m ‖∞= max
τ∈[t0,t]
‖ G¯m(τ) ‖.
The matrix G¯m is the d×md matrix corresponding to the last d rows of Gm where d = s when
using the block Arnoldi and d = 2s for the extended block Arnoldi.
Proof. We first remind that if A is a stable matrix, then the logarithmic norm provides
the following bound ‖ etA ‖≤ eµ2(A)t . Therefore, using the expression (2.12), we obtain the
following relation
‖ Em(t) ‖≤
∫ t
t0
‖ e(t−τ)A ‖2 ‖ Rm(τ) ‖ dτ.
Therefore, using (2.8) and the fact that ‖ e(t−τ)A ‖≤ e(t−τ)µ2(A), we get
‖ Em(t) ‖ ≤ ‖ Tm+1,mG¯m ‖∞
∫ t
t0
e2(t−τ)µ2(A)dτ
≤ ‖ Tm+1,m ‖‖ G¯m ‖∞ e2tµ2(A)
∫ t
t0
e−2τµ2(A)dτ
≤ ‖ Tm+1,m ‖‖ G¯m ‖∞ e2tµ2(A) × e
−2µ2(A)t − e−2µ2(A)t0
−2µ2(A)
= ‖ Tm+1,m ‖‖ G¯m ‖∞ e
2(t−t0)µ2(A)− 1
2µ2(A)
,
which gives the desired result.
Notice that if ‖ Tm+1,m ‖ is close to zero, which is the case when m is close to the degree of
the minimal polynomial of A for B, then Theorem 2.5 shows that the error Em(t) tends to zero.
Next, we give another error bound for the norm of the error for every matrix A.
THEOREM 2.6. Let X(t) be the exact solution to (1.1) and let Xm(t) be the approximate
solution obtained at step m. Then we have
‖X(t)−Xm(t)‖ ≤ etµ2(A)(‖B‖+ ‖Bm‖)
∫ t
t0
e−τµ2(A)‖e(t−τ)AB−Vme(t−τ)TmBm‖dτ
where µ2(A) = λmax((A+A
T )/2), Z(τ) = e(t−τ)AB and Zm(τ) = Vme(t−τ)TmBm with Bm =
V Tm B.
Proof. From the expressions of X(t) and Xm(t), we have
‖X(t)−Xm(t)‖ =
∥∥∥∥
∫ t
t0
(Z(τ)Z(τ)T −Zm(τ)Zm(τ)T )dτ
∥∥∥∥
=
∥∥∥∥
∫ t
t0
[Z(τ)(Z(τ)−Zm(τ))T +(Z(τ)−Zm(τ))ZTm(τ)]dτ
∥∥∥∥
≤
∫ t
t0
(‖Z(τ)‖+ ‖Zm(τ)‖)‖Z(τ)−Zm(τ)‖dτ,
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Therefore, using the fact that µ2(Tm) = λmax((Tm+T
T
m )/2)≤ λmax((A+AT )/2) = µ2(A),
where Tm = V
T
m AVm, it follows that
‖X(t)−Xm(t)‖ ≤ etµ2(A)(‖B‖+ ‖Bm‖)
∫ t
t0
e−τµ2(A)‖Z(τ)−Zm(τ)‖dτ
≤ etµ2(A)(‖B‖+ ‖Bm‖)
∫ t
t0
e−τµ2(A)‖e(t−τ)AB−Vme(t−τ)TmBm‖dτ,
When using a block Krylov subspace method such as the block Arnoldi method, then one can
generalize to the block case the results already stated in many papers; see [7, 9, 12, 22]. In
particular, we can easily generalize the result given in [22] for the case s= 1 to the case s> 1.
In this case, we have the following upper bound.
‖eAB−VmeTmBm‖ ≤ 2 ‖ B ‖ ρ
meρ
m!
, (2.14)
where ρ = ‖A‖
The rupper bound (2.14) could be used in Theorem 2.6 to obtain a new upper bound for the
norm of the error. In that case, we obtain the following upper bound
‖X(t)−Xm(t)‖ ≤ 2 ‖ B ‖ ρ
m
m!
et(µ2(A)+ρ)(‖B‖+ ‖Bm‖)
∫ t
t0
e−τ(µ2(A)+ρ)(t− τ)mdτ, (2.15)
We summarize the steps of our proposed first approach (using the extended blockArnoldi)
in the following algorithm
Algorithm 1 The extended block Arnoldi (EBA-exp) method for DLE’s
• Input X0 = X(t0), a tolerance tol > 0, an integer mmax.
• For m= 1, . . . ,mmax
– Apply the extended block Arnoldi algorithm to compute an orthonormal ba-
sis Vm = [V1, ...,Vm] of Km(A,B) = Range[B,A
−1B, ...,A−mB,Am−1B] and the
upper block Hessenberg matrix Tm.
– Set Bm = V
T
m B and compute G˜m(τ) = e
(t−τ)TmBm using the matlab function
expm.
– Use a quadrature method to compute the integral (2.5) and get an approxima-
tion of Gm(t) for each t ∈ [t0, Tf ].
– If ‖ Rm(t) ‖=‖ Tm+1,mG¯m(t) ‖< tol stop and compute the approximate solution
Xm(t) in the factored form given by the relation (2.10).
• End
3. A second approach: Projecting and solving with BDF.
3.1. Low-rank approximate solutions via BDF. In this section, we show how to obtain
low rank approximate solutions to the differential Lyapunov equation (1.1) by projecting
directly the initial problem onto small block Krylov or extended block Krylov subspaces.
We first apply the block Arnoldi algorithm (or the extended block Arnoldi) to the pair (A,B)
to get the matrices Vm and Tm = V
T
m AVm. Let Xm(t) be the desired low rank approximate
solution given as
Xm(t) = VmYm(t)V
T
m , (3.1)
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satisfying the Petrov-Galerkin orthogonality condition
V
T
m Rm(t)Vm = 0, t ∈ [t0, Tf ], (3.2)
where Rm(t) is the residual Rm(t) = X˙m(t)−AXm(t)−Xm(t)AT −BBT . Then, from (3.1) and
(3.2), we obtain the low dimensional differential Lyapunov equation
Y˙m(t)−TmYm(t)−Ym(t)T Tm −BmBTm = 0, (3.3)
with Tm = V
T
m AVm and Bm = V
T
m B. The obtained low dimensional differential Lyapunov
equation (3.3) is the same as the one given by (2.6). For this second approach, we have to
solve the latter low dimensional differential Lyapunov equation by some integration method
such as the well known Backward Differentiation Formula (BDF).
Notice that we can also compute the norm of the residual without computing the approxima-
tion Xm(t) which is also given, when convergence is achieved, in a factored form as in (2.10).
The norm of the residual is given as
‖ Rm(t) ‖=‖ Tm+1,mY¯m(t) ‖, (3.4)
where Y¯m is the d×md matrix corresponding to the last d rows of Ym where d = s when using
the block Arnoldi and d = 2s for the extended block Arnoldi.
3.2. BDF for solving the low order differential Lyapunov equation (3.3). In this
subsection, we will apply the Backward Differentiation Formula (BDF) method for solving, at
each stepm of the block (or extended) block Arnoldi process, the low dimensional differential
Lyapunov matrix equation (3.3). We notice that BDF is especially used for the solution of
stiff differential equations.
At each time tk, let Ym,k of the approximation of Ym(tk), where Ym is a solution of (3.3). Then,
the new approximation Ym,k+1 of Ym(tk+1) obtained at step k+ 1 by BDF is defined by the
implicit relation
Ym,k+1 =
p−1
∑
i=0
αiYm,k−i+ hkβF (Ym,k+1), (3.5)
where hk = tk+1− tk is the step size, αi and βi are the coefficients of the BDF method as listed
in Table 3.1 and F (X) is given by
F (Y ) = TmY +Y T
T
m + BmB
T
m.
p β α0 α1 α2
1 1 1
2 2/3 4/3 -1/3
3 6/11 18/11 -9/11 2/11
TABLE 3.1
Coefficients of the p-step BDF method with p≤ 3.
The approximate Ym,k+1 solves the following matrix equation
−Ym,k+1+ hkβ (TmYm,k+1+Ym,k+1T Tm )+BBT +
p−1
∑
i=0
αiYm,k−i = 0,
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which can be written as the following Lyapunov matrix equation
TmYm,k+1+ Ym,k+1T
T
m+Bm,kB
T
m,k = 0. (3.6)
We assume that at each time tk, the approximation Ym,k is factorized as a low rank product
Ym,k ≈ Zm,kZm,kT , where Zm,k ∈ Rn×mk , with mk ≪ n. In that case, the coefficient matrices
appearing in (3.6) are given by
Tm = hkβTm−
1
2
I and Bm,k+1 = [
√
hkβB
T ,
√
α0Z
T
m,k, . . . ,
√
αp−1ZTm,k+1−p]
T .
The Lyapunovmatrix equation (3.6) can be solved by applying direct methods based on Schur
decomposition such as the Bartels-Stewart algorithm [3, 11]. We notice that for large prob-
lems, many Krylov subspace type methods have been proposed to solve (3.6); [8, 14, 15, 16,
17, 25, 21].
REMARK 2. The main difference between Approach 1 and Approach 2 is the fact that in
the first case, we compute an approximation of an integral using a quadrature formulae while
in the second case, we have to solve a low dimensional differential Lyapunov equation using
the BDF method. Mathematically, the two approaches are equivalent and they differ only in
the way of computing numerically the low-order approximations: Gm in the first approach
and Ym in the second one. ‘
We summarize the steps of our proposed first approach (using the extended block Arnoldi) in
the following algorithm
Algorithm 2 The extended block Arnoldi (EBA-BDF) method for DLE’s
• Input X0 = X(t0), a tolerance tol > 0, an integer mmax.
• For m= 1, . . . ,mmax
– Apply the extended block Arnoldi algorithm to compute an orthonormal ba-
sis Vm = [V1, ...,Vm] of Km(A,B) = Range[B,A
−1B, ...,A−mB,Am−1B] and the
upper block Hessenberg matrix Tm.
– Set Bm = V
T
m B and use the BDF method to solve the low dimensional differ-
ential Lyapunov equation
Y˙m(t)−TmYm(t)−Ym(t)T Tm −BmBTm = 0, t ∈ [t0, Tf ]
– If ‖ Rm(t) ‖=‖ Tm+1,mY¯m(t) ‖< tol stop and compute the approximate solution
Xm(t) in the factored form given by the relation (2.10).
• End
4. Application: Balanced truncation for linear time-varying dynamical systems. In
this section, we assume that the coefficient matrices A and B are time-dependent. It is the
case for example when we are dealing with Multi-Input Multi-Output (MIMO) linear-time
varying (LTV) dynamical systems{
x˙(t) = A(t)x(t)+B(t)u(t), x(t0) = 0,
y(t) = C(t)x(t),
(4.1)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rp is the control and y(t) ∈ Rp is the output.
The matrices A(t) ∈ Rn×n, B(t) ∈ Rn×p and C(t) ∈ Rp×n are assumed to be continuous and
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bounded for all t ∈ [t0, Tf ].
The LTV dynamical system (4.1) can also be denoted as
Σ(t)≡
[
A(t) B(t)
C(t) 0
]
. (4.2)
In many applications, such as circuit simulation, or time dependent PDE control problems,
the dimension n of Σ is quite large, while the number of inputs and outputs is small p≪ n.
In these large-scale settings, the system dimension makes the computation infeasible due to
memory, time limitations and ill-conditioning. To overcome these drawbacks, one approach
consists in reducing the model. The goal is to produce a low order system that has similar
response characteristics as the original system with lower storage requirements and evaluation
time.
The reduced order dynamical system can be expressed as follows
Σm


x˙m(t) = Am(t)xm(t)+Bm(t)u(t)
ym(t) =Cm(t)xm(t)
(4.3)
where xm ∈ Rm, ym ∈ Rp, Am ∈ Rm×m, B ∈ Rm×p and Cm ∈ Rp×m with m≪ n. The reduced
dynamical system (4.3) is also represented as
Σm(t)≡
[
Am(t) Bm(t)
Cm(t) 0
]
. (4.4)
The reduced order dynamical system should be constructed in order that
• The output ym(t) of the reduced system approaches the output y(t) of the original
system.
• Some properties of the original system such as passivity and stability are preserved.
• The computation methods are steady and efficient.
One of the well known methods for constructing such reduced-order dynamical systems is
the balanced truncation method for LTV systems [23, 24, 26]; see also [10, 19, 20] for the
linear time-independent case. This method requires the LTV controllability and observability
Gramians P(t) andQ(t) defined as the solutions of the differential Lyapunovmatrix equations
P˙(t) = A(t)P(t)+P(t)A(t)T +B(t)B(t)T , P(t0) = 0, (4.5)
and
Q˙(t) = AT (t)P(t)+P(t)A(t)+C(t)TC(t), Q(Tf ) = 0. (4.6)
Using the formulae (1.3), the differential Lyapunov equation (4.5) has the unique symmetric
and positive solution P(t) given by
P(t) =
∫ t
t0
ΦA(t,τ)B(τ)B
T (τ)ΦTA (t,τ)dτ,
where the transition matrix ΦA(t,τ) is the unique solution of the problem
Φ˙A(t,τ) = A(t)ΦA(t,τ), ΦA(t, t) = I.
The observability Gramian is given by
Q(t) =
∫ T f
t
ΦTA(τ, t)C
T (τ)C(τ)ΦA(τ, t)dτ.
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The two LTV controllability and observability Gramians P(t) and Q(t) are then used to con-
struct a new balanced system such that P˜(t) = Q˜(t)= diag(σ1(t), . . . ,σn(t))where the Hankel
singular values are given by σi(t) =
√
λi(P(t)Q(t), i= 1, . . . ,n and order in decreasing order.
The concept of balancing is to a transform the original LTV system to an equivalent one in
which the states that are difficult to reach are also difficult to observe, which is finding an
equivalent new LTV system such that the new Gramians P˜ and Q˜ are such that
P˜(t) = Q˜(t) = diag(σ1, . . . ,σn)
where σi is the i-th Hankel singular value of the LTV system; i.e.
σi =
√
λi(P(t)Q(t)).
Consider the Cholesky decompositions of the Gramians P and Q:
P(t) = Lc(t)Lc(t)
T , Q(t) = Lo(t)Lo(t)
T , (4.7)
and consider also the singular value decomposition of Lc(t)
TLo(t) as
Lc(t)
TLo(t) = Z(t)Σ(t)Y (t)
T , (4.8)
where Z(t) and Y (t) are unitary n× n matrices and Σ is a diagonal matrix containing the
singular values. The balanced truncation consists in determining a reduced order model by
truncating the states corresponding to the small Hankel singular values. Under certain condi-
tions stated in [24], one can construct the low order model Σm(t) as follows: We set
Vm(t) = Lo(t)Ym(t)Σm(t)
−1/2 andWm(t) = Lc(t)Zm(t)Σm(t)−1/2, (4.9)
where Σm(t) = diag(σ1(t), . . . ,σm(t)); Zm(t) and Ym(t) correspond to the leading m columns
of the matrices Z(t) and Y (t) given by the singular value decomposition (4.8). The matrices
of the reduced LTV system
Wm(t)
TVm(t)Am(t)=Vm(t)
TA(t)Wm(t)−Vm(t)TW˙m(t), Bm(t)=Vm(t)TB(t), Cm(t)=C(t)Wm(t).
(4.10)
The use of Cholesky factors in the Gramians P(t) and Q(t) is not applicable for large-scale
problems. Instead, one can compute low rank approximations of P(t) an Q(t) as given by
(2.10) and use them to construct an approximate balanced truncation model.
As A, B andC are time-dependent, the direct application of the two approaches we developed
is too expensive. Instead, we can apply directly an integration method such as BDF to the
differential Lyapunov matrix equations (4.5) and (4.6). Then, at each iteration of the BDF
method, we obtain a large Lyapunov matrix equation that can be numerically solved by using
the extended block Arnoldi algorithm.
Consider the differential matrix equation (4.5), then, at each iteration of the BDF method, the
approximation Pk+1 of P(tk+1) where P is the exact solution of (4.5), is given by the implicit
relation
Pk+1 =
p−1
∑
i=0
αiPk−i+ hkβG (Gk+1), (4.11)
where hk = tk+1− tk is the step size, αi and βi are the coefficients of the BDF method as listed
in Table 3.1 and G (X) is given by
G (X) = AT X+X A+ BBT .
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The approximate solution Pk+1 solves the following matrix equation
−Pk+1+ hkβ (ATPk+1+Pk+1A+BBT )+
p−1
∑
i=0
αiPk−i = 0,
which can be written as the following continuous-time algebraic Riccati equation
A
T
k Pk+1+ Pk+1Ak+BkB
T
k = 0. (4.12)
Assuming that at each timestep, Pk can be approximated as a product of low rank factors
Pk ≈ Z˜kZ˜Tk , Z˜k ∈ Rn×mk , with mk ≪ n, the coefficient matrices are given by
Ak = hkβA− 1
2
I, and Bk+1 = [
√
hkβB,
√
α0Z˜
T
k , . . . ,
√
αp−1Z˜Tk+1−p]
T .
A good way for solving the Lyapunovmatrix equation (4.12) is by using the block or extended
block Arnoldi algorithm applied to the pair (Ak,Bk). This allows us to obtain low rank ap-
proximate solutions in factored forms. The procedure is as follows: applying for example
the block Arnoldi to the pair (Ak,Bk) we get, at step m of the Arnoldi process, an orthonor-
mal basis of the extended block Krylov subspace formed by the columns of the matrices:
{V1,k, . . . ,Vm,k} and also a block upper Hessenberg matrix Hm,k. Let Vm,k = [V1,k, . . . ,Vm,k]
and Hm,k = V
T
m,kAkVm,k. Then the obtained low rank approximate solution to the solution
Pk+1 of (4.12) is given as Pm,k = Vm,kYm,kV
T
m,k where Ym,k is solution of the following low
order Lyapunov equation
Hm,kYm,k+Ym,kHm,k
T + B˜k B˜
T
k = 0, (4.13)
where B˜k = V
T
m,kBk. As stated in Remark 1, the approximate solution can be given in a
factored form.
5. Numerical examples. In this section, we compare the two approaches presented in
this paper. The exponential approach (EBA-exp) summarized in Algorithm 1, which is based
on the approximation of the solution to (1.1) applying a quadrature method to compute the
projected exponential form solution (2.5). We used a scaling and squaring strategy, imple-
mented in the MATLAB expm function; see [12, 18] for more details. The second method
(Algorithm 2) is based on the BDF integration method applied to the projected Lyapunov
equation (3.3). The basis of the projection subspaces were generated by the extended block
Arnoldi algorithm for both methods. All the experiments were performed on a laptop with an
Intel Core i7 processor and 8GB of RAM. The algorithms were coded in Matlab R2014b.
Example 1. The matrix A was obtained from the 5-point discretization of the operators
LA = ∆u− f1(x,y)∂u
∂x
+ f2(x,y)
∂u
∂y
+ g1(x,y),
on the unit square [0,1]× [0,1] with homogeneous Dirichlet boundary conditions. The num-
ber of inner grid points in each direction is n0 = and the dimension of the matrix A was
n = n20 =. Here we set f1(x,y) = 10xy, f2(x,y) = e
x2y, f3(x,y) = 100y, f4(x,y) = x
2y ,
g1(x,y) = 20y and g2(x,y) = xy. The time interval considered was [0, 2] and the initial condi-
tion X0 = X(0) was choosen as the low rank product X0 = Z0Z
T
0 , where Z0 = 0n×2. For both
methods, we used projections onto the Extended Block Krylov subspaces
Kk(A,B) = Range(B,AB, . . . ,A
m−1B,A−1B, . . . ,(A−1)mB)
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and the tolerance was set to 10−10 for the stop test on the residual. For the EBA-BDF method,
we used a 2-step BDF scheme with a constant timestep h. The entries of the matrix B were
random values uniformly distributed on the interval [0, 1] and the number of the columns in
B was s= 2.
literature. In order to check if our approaches produce reliable results, we began comparing
our results to the one given by Matlab’s ode23s solver which is designed for stiff differential
equations. This was done by vectorizing our DLE, stacking the columns of X one on top of
each other. This method, based on Rosenbrock integration scheme, is not suited to large-scale
problems. Due to the memory limitation of our computer when running the ode23s routine,
we chose a size of 100× 100 for the matrix A.
In Figure 5.1, we compared the component X11 of the solution obtained by the methods
tested in this section, to the solution provided by the ode23s method fromMatlab, on the time
interval [0, 2], for size(A) = 100× 100 and a constant timestep h= 10−3.
0 0.5 1 1.5 2
−5
0
5
10
15
x 10−4EBA-exp/ode23s
 
 
ode23s
EBA−exp
0 0.5 1 1.5 2
−5
0
5
10
15
x 10−4EBA-BDF(2)/ode23s
 
 
ode23s
EBA−BDF(2)
FIG. 5.1. Values of X11(t) for t ∈ [0, 2]
We observe that all the considered methods give similar results in terms of accuracy. The
relative error norms
‖XEBA−exp(t f )−Xode23s(t f )‖
‖Xode23s(t f )‖
and
‖XEBA−BDF(2)(t f )−Xode23s(t f )‖
‖Xode23s(t f )‖
at fi-
nal time t f = 2 were equal to 1.8× 10−10 and 9.1× 10−11 respectively. The runtimes were
respectively 0.59s, 5.1s for the EBA-exp and EBA-BDF(2) methods and 1001s for the ode23s
routine.
In Table 5.1, we give the obtained runtimes in seconds, for the resolution of Equation (1.1)
for t ∈ [0, 2], with a timestep h = 0.001 and the Frobenius norm of the residual at the final
time.
The results in Table 5.1 illustrate that the EBA-exp method clearly outperforms the EBA-
BDF(2) method in terms of computation time even though both methods are equally accurate.
In Figure 5.2, we featured the norm of the residual at final time t = 2 for both EBA-exp and
EBA-BDF(2) methods for size(A)= 6400× 6400 in function of the number m of extended
Arnoldi iterations. We observe that the plots coincide for both methods.
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size(A) EBA-exp EBA-BDF(2) Residual norm
2500× 2500 3.23 s 31.9 s O(10−9) (m= 16)
6400× 6400 5.2 s 81.6 s O(10−9) (m= 19)
10000× 10000 5.6 s 168 s O(10−8) (m= 19)
22500× 22500 11.8 s 1546 s O(10−8) (m= 23)
TABLE 5.1
runtimes and residual norms for EBA-exp and EBA+BDF(2)
0 2 4 6 8 10 12 14 16 18
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Residual norm vs m, size(A) = 6400 × 6400
m
‖
R
m
‖
FIG. 5.2. Residual norms vs the number of extended Arnoldi iterations m
Example 2. This example comes from the autonomous linear-quadratic optimal control prob-
lem of one dimensional heat flow
∂
∂ t
x(t,η) =
∂ 2
∂η2
x(t,η)+ b(η)u(t)
x(t,0) = x(t,1) = 0, t > 0
x(0,η) = x0(η),η ∈ [0,1]
y(x) =
∫ 1
0
c(η)x(t,η)dη ,x > 0.
Using a standard finite element approach based on the first order B-splines, we obtain the
following ordinary differential equation
Mx˙(t) = Kx(t)+Fu(t) (5.1)
y(t) =Cx(t), (5.2)
where the matricesM and K are given by:
M =
1
6n


4 1
1 4 1
. . .
. . .
. . .
1 4 1
1 4

 , K =−α n


2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

 .
Using the semi-implicit Euler method, we get the following discrete dynamical system
(M−∆tK) x˙(t) =Mx(t)+∆t Fuk.
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We set A= (M−∆tK)−1M and B= ∆t (M−∆tK)−1F . The entries of the n× s matrix F and
the s×n matrixC were random values uniformly distributed on [0, 1]. In our experiments we
used n=, s= 2, ∆t = 0.01 and α = 0.05.
In Table 5.2, we give the obtained runtimes in seconds, for the resolution of Equation (1.1)
for t ∈ [0, 2], with a timestep h = 0.001 and the Frobenius norm of the residual at the final
time.
size(A) EBA-exp EBA-BDF(2) Residual norms
2500× 2500 1.0 s 8.0 s O(10−11) (m= 11)
6400× 6400 4.9 s 14.4 s O(10−14) (m= 11)
10000× 10000 11.5 s 29.7 s O(10−13) (m= 11)
20000× 20000 11.8 s 173.4 s O(10−13) (m= 11)
TABLE 5.2
runtimes and residual norms for EBA-exp and EBA-BDF(2)
The figures in Table 5.2 illustrate the gain of speed provided by the EBA-exp method. Again,
both methods performed similarly in terms of accuracy. In figure 5.3, we considered the case
size(A)= 100×100 and plotted the upper bound of the error norms as stated in Formula (2.13)
at the final time Tf against the computed norm of the errors, taking the solution given by the
integral formula (2.1) as a reference, in function of the numberm of Arnoldi iterations for the
EBA-exp method.
0 2 4 6 8 10 12
10−8
10−6
10−4
10−2
100
102
Error bound at final time vs m, size(A) = 100 × 100
m
 
 
Error bound
Norm of the error
FIG. 5.3. Upper bounds of the error norms and computed error norms vs the number of iterations
Example 3 In this last example, we applied the EBA-BDF(1) method to the well-known
problem Optimal Cooling of Steel Profiles. The matrices were extracted from the IMTEK
collection 1. We compared the EBA-BDF(2) method to the EBA-exp method for problem
sizes n = 1357 and n = 5177, on the time interval [0 ,1000]. The initial value X0 was chosen
as X0 = 0 and the timestep was set to h = 0.01. The tolerance for the Arnoldi stop test was
set to 10−7 for both methods and the projected low dimensional Lyapunov equations were
numerically solved by the solver (lyap from Matlab) at each iteration of the extended block
Arnoldi algorithm for the EBA-BDF(2) method.
In Table 5.3, we listed the obtained runtimes which again showed the advantage of the EBA-
exp method in terms of execution time and similar accuracy for both methods.
1https://portal.uni-freiburg.de/imteksimulation/downloads/benchmark
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size(A) EBA-exp EBA-BDF(2) Residual norms
1357× 1357 11.1 s 515.5 s O(10−8) (m= 6)
5177× 5177 148.7 s 1721 s O(10−7) (m= 39)
TABLE 5.3
Optimal Cooling of Steel Profiles: runtimes and residual norms for EBA-exp and EBA-BDF(2)
6. Conclusion. We presented in the present paper two new approaches for computing
approximate solutions to large scale differential Lyapunov matrix equations. The first one
comes naturally from the exponential expression of the exact solution and the use of ap-
proximation techniques of the exponential of a matrix times a block of vectors. The second
approach is obtained by first projecting the initial problem onto a block Krylov (or extended
Krylov) subspace, obtain a low dimensional differential Lyapunov equation which is solved
by using the well known BDF integration method. We gave some theoretical results such as
the exact expression of the residual norm and also upper bounds for the norm of the errors.
An application in model reduction for linear time-varying dynamical systems is also given.
Numerical experiments show that both methods are promising for large-scale problems, with
a clear advantage for the EBA-exp method in terms of computation time.
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