We discuss the generic behavior of the hydrodynamic function H͑q͒ and diffusion function D͑q͒ characterizing the short-time diffusion in suspensions of charge-stabilized colloidal spheres, by covering the whole fluid regime. Special focus is given to the behavior of these functions at the freezing transition specified by the Hansen-Verlet freezing rule. Results are presented in dependence on scattering wavenumber q, effective particle charge, volume fraction, salt concentration, and particle size, by considering both the low-charge and high-charge branch solutions of static structure factors. The existence of two charge branches leads to the prediction of a re-entrant melting-freezing-melting transition for increasing particle concentration at very low salinity. A universal limiting contour line is derived for the principal peak height value of H͑q͒, independent of particle charge and diameter, and concentration and salinity, which separates the fluid from the fluid-solid coexistence region. This line is only weakly dependent on the value of the structure factor peak height entering the Hansen-Verlet rule. A dynamic freezing criterion is derived in terms of the short-time cage diffusion coefficient, a quantity easily measurable in a scattering experiment. The higher-dimensional parameter scans underlying this study make use of the fast and highly efficient ␦␥-scheme in conjunction with the analytic rescaled mean spherical approximation input for the static structure factor. Our results constitute a comprehensive database useful to researchers performing dynamic scattering experiments on charge-stabilized dispersions.
I. INTRODUCTION
Diffusion processes in suspensions of charge-stabilized colloidal particles are the subject of ongoing experimental and theoretical research. [1] [2] [3] Charged dispersions form a particularly important class of soft matter systems encountered in chemical industry, food science, and biology. The static properties of these systems are reminiscent to those of simple liquids, but their dynamics is diffusive rather than ballistic. To understand the diffusion properties of charged colloidal particles requires to consider both their direct electrosteric and the solvent-mediated hydrodynamic interactions ͑HIs͒. The latter type of interaction is very long ranged and of many-body nature.
The dynamics of a large variety of charge-stabilized spherical particles has been studied by dynamic light scattering 2, 4 and, more recently, also by x-ray photon correlation spectroscopy ͑XPCS͒. [5] [6] [7] These methods determine the dynamic structure factor, S͑q , t͒, as a function of scattering vector q and time t. A short-time cumulant analysis of S͑q , t͒, in combination with a measurement of the static structure factor S͑q͒, allows to infer the hydrodynamic function H͑q͒. This function is the key quantity containing the information on colloidal short-time diffusion processes and sedimentation in the presence of HIs. 1, 3 The most significant value of H͑q͒ is its principal peak height, H͑q m ͒, attained at a wavenumber, q m , practically coincident with the location of the principal peak of S͑q͒. The value of H͑q m ͒ relates to the short-time relaxation of density fluctuations of wavelength comparable in size to the radius of ϳ2 / q m of the dynamic cage of next-neighbor particles formed around each particle. The generic behavior of H͑q m ͒ as a function of colloid charge, size, and volume fraction has not been thoroughly explored so far, neither experimentally nor theoretically. Experimental short-time data are usually restricted to a narrow range of concentration values with little chance to detect generic trends that apply to the whole colloidal fluid-phase regime. For example, it was found experimentally 4, 8, 9 at low colloid concentrations and salinity that the H͑q m ͒ of highly charged spheres increases monotonically with increasing volume fraction, consistent with a theoretical prediction made on the basis of analytical approximations valid in the limit of small volume fractions only ͓see Eq. ͑7͒ discussed below͔. On first sight, one might be tempted to extrapolate this monotonic behavior of H͑q m ͒ to larger volume fractions. Indeed, biased by this ͑incorrect͒ expectation, some authors interpreted their experimental XPCS data on highly charged particles, which show a decrease in H͑q m ͒ with increasing , as evidence for an unexplained "unusual" hydrodynamic behavior of the particles reminiscent of hydrodynamic screening. 5, 10 However, more recent theoretical and dynamic computer simulations have shown that due to near-field many-body HI contributions, which become important at higher concentrations, the -dependence of H͑q m ͒ can be nonmonotonic, with a maxi-mum value larger than one at some intermediate and values smaller than one at large . 6, 11, 12 This behavior of H͑q m ͒ should be contrasted with those for the sedimentation and short-time self-diffusion coefficients which are equal, respectively, to the zero and infinite wavenumber limit of H͑q͒. Both quantities decrease monotonically with increasing .
In this work, we explore and explain general trends in the behavior of the H͑q͒ for charge-stabilized colloidal spheres, for the complete fluid-phase regime. Special attention is given to the behavior of H͑q m ͒. For this purpose, H͑q͒ has been calculated for a large range of values for the particle concentration, charge, and size, and added salt concentration. Our extensive parameter scan was achieved by using the fast and highly efficient ␦␥-scheme of Beenakker and Mazur, 13, 14 combined with the analytic rescaled mean spherical approximation ͑RMSA͒ for the static structure factor input. 15 The electrostatic pair interactions are modeled in our calculations by a screened Coulomb potential of DerjaguinLandau-Verwey-Overbeek ͑DLVO͒ type, 16 characterized by an effective particle charge number. 17, 18 The Hansen-Verlet freezing criterion 19, 20 for the onset of freezing is used to derive a universal freezing line for H͑q m ͒ that separates the colloidal fluid phase from the fluid-crystal coexistence region, and to obtain a dynamic freezing rule in terms of the short-time cage diffusion coefficient. Consideration of both the low-charge and high-charge branch solutions for the static structure factor leads to the prediction of a re-entrant melting-freezing-melting transition in systems of strongly charged particles at very low salinity. As a compromise between an ideally salt-free system ͑C s =0͒ and real waterbased systems ͑C s Ϸ 10 −7 M͒ we have selected the value of C s =10 −9 M, which allows for investigating subtle effects at very low volume fractions and which, on the other hand, is not completely unrealistic.
The paper is structured as follows: Sec. II provides the theoretical background on short-time diffusion. It also includes the explanation of the particle model and the methods of calculation. Section III contains our results for a large variety of systems with different concentrations, salt contents, particle charges, and particle sizes. The conclusions are given in Sec. IV.
II. SHORT-TIME DIFFUSION AND HYDRODYNAMIC FUNCTION

A. General definitions
In photon correlation spectroscopy and neutron spin echo measurements on monodisperse colloidal spheres, the dynamic structure factor, S͑q , t͒, is determined as a function of scattering vector q and time t. At short times on the colloidal scale, S͑q , t͒ decays exponentially,
with a q-dependent diffusion function, D͑q͒, that can be expressed as the ratio
of the hydrodynamic function, H͑q͒, and the static structure factor S͑q͒ = S͑q , t =0͒. The function H͑q͒ is a measure of the influence of the solvent-mediated HIs acting between the spheres on their short-time diffusion. It is the sum of a q-independent self-part and a q-dependent distinct-part,
where D s is the short-time selfdiffusion coefficient proportional to the initial slope of the particle mean-squared displacement, and D 0 is the singleparticle diffusion coefficient at infinite dilution. Without HI, H͑q͒ would be equal to one so that any q-dependence reflects the influence of the HIs. At wavenumbers large compared to the position, q m , of the principal peak of S͑q͒, H͑q͒ becomes equal to D s / D 0 , whereas in the opposite limit of small q, H͑q͒ reduces to the mean sedimentation velocity of a homogeneous suspension in a weak uniform force field, divided by the single-particle sedimentation velocity.
B. Model and method of calculation
Our analytic calculations of H͑q͒ and S͑q͒ are performed using the one-component macroion fluid model ͑OMF͒. The colloidal spheres with their clouds of neutralizing microions are described in this simplifying model as uniformly charged hard spheres ͑HSs͒ of diameter interacting by the effective pair potential of DLVO type,
The electrostatic screening parameter, , is given by 2 
where n is the colloid number density, n s is the number density of added 1-1 electrolyte, and = ͑4 / 3͒na 3 is the colloid volume fraction. Furthermore, Z is the effective charge on a colloid sphere in units of the elementary charge e and L B = e 2 / ͑k B T͒ is the Bjerrum length of the suspending solvent of dielectric constant and temperature T. The square of the screening parameter has a contribution, ci 2 , due to surfacereleased counterions, which are monovalent, e.g., for silica spheres in dimethylformamide ͑DMF͒, and a contribution, s 2 , arising from an added 1-1 electrolyte. The factor 1 / ͑1-͒ corrects for the free volume accessible to the microions. 17, 18 We use the OMF as a well-established model that captures essential features of charge-stabilized suspensions, where attractive dispersion forces can be neglected.
As a versatile analytic method that allows to predict the hydrodynamic function of dense suspensions of chargestabilized spheres to rather good accuracy, we use the ͑zeroth order͒ renormalized density fluctuation expansion scheme by Beenakker and Mazur. This so-called ␦␥-scheme is based on a partial resummation of many-body HIs contributions. It invokes truncated hydrodynamic mobility tensors without lubrication corrections. The technical details of this method are summarized in Refs. 13 and 14. An extensive comparison of the ␦␥-scheme predictions for H͑q͒ with Stokesian dynamics simulation data has shown that the hydrodynamic function of charge-stabilized particles is, in general, well captured. 7, 11, 12 The ␦␥-scheme requires the static structure factor S͑q͒ as the only input, which we calculate using the analytic RMSA solution.
RMSA-␦␥-scheme calculations of S͑q͒ and H͑q͒ are computationally highly efficient. Since wide-range parameter scans were required to explore the generic features of H͑q͒ in the fluid state and at freezing, these have been our methods of choice.
III. RESULTS
A. Basic concepts and parameters
In this work we discuss the generic behavior of the hydrodynamic function H͑q͒ as a function of wavenumber, particle effective charge, volume fraction, particle number density, salinity, and particle size within the full fluid regime with special focus on its behavior at the freezing transition. Such a high-dimensional parameter scan requires a very fast method to calculate the static structure factor, which is required as the input to the ␦␥ scheme. To this end, we use the analytic and consequently very fast RMSA approximation. There exist accurate methods to compute the S͑q͒ of particles with Yukawa-type interactions, such as the Rogers-Young ͑RY͒ scheme 21 which, in the fluid regime, gives results in very good agreement with computer simulations. However, for the huge parameter scans discussed here this scheme is too slow and costly in terms of computation time. While the RMSA tends to underestimate the ͑effective͒ charge in strongly correlated systems, this does not affect our general findings regarding the behavior of H͑q͒ near and below the freezing point.
In order to fully explore short-time diffusion in a colloidal system, characterized by the dielectric constant of the suspending solvent, particle diameter =2a, effective particle charge number Z, and volume fraction , we performed calculations of H͑q͒ and S͑q͒ for a wide range of volume fractions and values of the effective charge numbers Z. In the first part of this work we study the special case of extreme low-salinity ͑i.e., practically salt-free͒ suspensions with a very small residual 1-1 electrolyte concentration C s equal to 1 ϫ 10 −9 M. In the second part, we present also results for systems with varying added salt concentrations.
To make contact with recent experimental data obtained in our group, we consider in particular a reference colloidal system of silica spheres in DMF ͑ = 36.7͒, with a diameter of = 171 nm. In addition to this reference system, silica particles in DMF with a series of diameters = 10, 20, 40, 80, 300, and 500 nm are explored to see the effect on the short-time diffusion when the diameter is changed.
B. Salt-free systems
Figures 1͑a͒ and 1͑b͒ show the RMSA static structure factor S͑q͒ and ␦␥-RMSA hydrodynamic function H͑q͒, respectively, for the Si-DMF reference system under salt-free conditions with a charge value of Z = 200. The structure factor peak value S͑q m ͒, where crystallization sets in, varies to some extent, depending on the range and steepness of the pair potential, from about 2.85 for neutral HSs to about 3.1 for low-salinity systems of strongly charged particles. The range of the Yukawa-type pair potential, as quantified by the nondimensionalized screening parameter a, has also a bearing on whether crystallization in a more compact fcc or a less compact bcc phase takes place. The Hansen-Verlet freezing rule is too crude to distinguish a fcc from a bcc phase. As we will show later, the behavior of the hydrodynamic function at freezing is quite insensitive to the selected freezing value of S͑q m ͒ in the Hansen-Verlet rule. Figure 1 displays that the principal peak, S͑q m ͒, of S͑q͒ increases monotonically with increasing , whereas the principal peak height, H͑q m ͒, of H͑q͒ passes through a maximum, subsequently attaining values smaller than one when is further increased. The behavior of the maximum of H͑q͒ as a function of is typical for low-salinity suspensions of strongly charged particles. It reflects the competition of the far-field HI contribution, which favors an enlarged H͑q m ͒ of values larger than one, and near-field HIs which come into play at higher concentrations and have the opposite effect of lowering H͑q m ͒. The structure factors shown in Fig. 1͑a͒ ͓and the associated H͑q͒'s͔ where the peak value S͑q m ͒ is significantly larger than the freezing value should be considered as mere analytic extensions of the fluid-phase system functions to which the RMSA-␦␥ scheme applies to, into the coexistence region.
The dominant length scale in salt-free and low-salinity 
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Generic behavior of the hydrodynamic function J. Chem. Phys. 132, 054510 ͑2010͒ systems is the size, r m =2 / q m , of the dynamic cage of nextneighbor particles. For sufficiently small , r m in these systems is nearly equal to the geometric next-neighbor distance ͗r͘ = n −1/3 ϰ −1/3 , where n is the particle number density since the strongly repelling particles try to maximize their mutual distances. The location, q m , of the principal peak of S͑q͒ coincides practically with that of the principal peak of H͑q͒.
Figures 2͑a͒ and 2͑b͒ display isocharge lines of the principal peaks in S͑q͒ and H͑q͒, respectively, as a function of , for ͑effective͒ charge numbers as indicated. The thin solid ͑black͒ and the thin dashed ͑red͒ curves are the isocharge lines of the low-charge ͑Z = 0 -1500͒ and high-charge branch ͑Z = 2500-15 000͒ solutions of the RMSA-␦␥ scheme, respectively. Here we point out that nearly equally good fits of the experimentally determined S͑q͒'s ͓and also the H͑q͒'s͔ are obtained by the RMSA-␦␥ scheme for two distinct particle charge branches, namely, a low-charge branch of comparatively small Z values and a high-charge branch of much higher charge values. Notice further that the pronounced difference in the range of the low-and high-charge branch Z values translates into a huge, orders-of-magnitude difference in the corresponding ranges of the reduced electrostatic coupling parameter L B Z 2 / a ͓see Fig. 2͑b͔͒ . The 1-1 mapping of charge number pairs from the two branches does not relate two perfectly identical S͑q͒'s. The two structure factors differ in finer details, e.g., at small and large q values, and there can be a small phase shift in the oscillations of S͑q͒, but the overall shapes are often not distinguishable within the resolution of a scattering experiment. Whether the low-charge or the high-charge values are physically relevant can only be decided on the basis of additional information ͓aside from the experimental S͑q͔͒ on the system such as data from electrophoretic charge measurements. 6 We emphasize here that the occurrence of two wellseparated branches of effective charges is not an artifact of the RMSA scheme. It follows also from the more elaborate RY scheme and from computer simulations. The origin of the two charge branches in the OMF pair potential model basic to our study is the electrostatic screening caused by the counterions released from the particle surfaces. With increasing Z, the growing pair potential contact value that tends to strengthen the interparticle correlations becomes overcompensated by the influence of the counterion screening affecting two particles at a distance r m . This gives rise to a S͑q m ͒ passing through a maximum as a function of Z. Since we explore general features of the hydrodynamic function here, results are presented and discussed both for the low-and high-charge branches.
The solid ͑dashed͒ arrows in Fig. 2 point to increasing values of the low-Z ͑high-Z͒ branch. The iso-Z lines of S͑q m ͒ for both the low-and high-charge branches initially increase monotonically with concentration reaching the freezing point when S͑q m ͒ = 3.1. While for the low-charge branch ͑black lines͒ there is only one freezing point, the S͑q m ͒ of the highcharge branch declines at moderately large concentrations leading to melting of the system. After passing through a minimum, S͑q m ͒ rises up sharply when is further increased. This nonmonotonic behavior is again due to the strong counterion screening present in high-Z systems, whose influence on the static pair correlations becomes dominant at moderately large . At larger , the screening effect becomes overcompensated by increasingly strong pair forces since the particles must approach each other at higher densities. This is reflected additionally by the nonmonotonicity of the high-charge branch pair potential u͑͗r͒͘ as a function of , taken at the geometric particle pair separation ͗r͘ = n −1/3 ͑see Fig. 3͒ . For the low-charge branch, a minimum of u͑͗r͒͘ as a function of becomes visible only at larger charge values, when counterion screening is sufficiently strong.
The filled circles in Figs. 2͑a͒ and 2͑b͒ denote the points where the freezing value, S͑q m ͒ = 3.1, representative of a lowsalinity system, is attained. From Fig. 2͑a͒ , one notices that each of the high-charge branch isocharge lines has three such freezing points at distinct densities. In fact, the number of freezing points on the isocharge line can be used as a criterion to distinguish between the low-and high-charge branch solutions. 
054510-
An interesting feature of the S͑q m ͒ plot for the highcharge branch in Fig. 2͑a͒ , is the minimum in S͑q m ͒ located at a value in between the second and third freezing points. For all in this range, the system is fluidlike ordered, whereas outside this concentration interval, fluid-crystal coexistence or a fully crystalline system should be found. The origin of the nonmonotonic behavior of H͑q m ͒ in Fig. 2͑b͒ for the low-Z branch was discussed already in relation to Fig. 1 , where a value of Z = 200 was considered. The isocharge lines of H͑q m ͒ for the high-charge branch are flatter than those of the low-charge branch, in particular, for smaller .
The set of freezing point values of H͑q m ͒ both of the low-and high-charge branches, indicated by the circles in Fig. 2 , form a single, continuous freezing contour line, referred to as H f ͑q m , ͒. There is only a single freezing line since the H͑q͒ calculated in the ␦␥ theory is a unique functional of S͑q͒, and corresponding pairs of S͑q͒'s in the low-Z and high-Z branches with equal principal peak height are approximately equal.
The freezing line for H͑q m ͒ constitutes the upper bound for the hydrodynamic function peak height for all explored systems. Further down we will show that the peak values H͑q m ͒ in fluid-ordered systems ͓characterized by S͑q m ͒ Ͻ 3.1͔ are all bounded by this limiting contour line for any salt concentration and any particle size. Adding salt weakens the particle interactions so that the peak values of S͑q͒ and H͑q͒ are decreased.
The lower limiting line for H͑q m ͒ depicted in Fig. 2͑b͒ is reached in the infinite salt or zero-charge limits that represent neutral HSs. Recall here that in the employed OMF model no additional ͑direct͒ interactions are present, which differ from the screened Coulomb and excluded volume interactions. In the OMF model, values of H͑q m ͒ below those of HSs do not occur. This finding conflicts with the astonishingly low values for H͑q m ͒ purportedly measured in certain low-salinity suspensions of charge-stabilized colloidal spheres. 5 Neither the electrokinetic influence of the microions 11 nor residual van der Waals attractions or porosity effects 22 can explain the findings communicated therein, 5 whose validity has already been critically discussed. 7 Figure 2͑b͒ is useful in mapping out the hydrodynamic function peak value region where a fluidlike system can be found, bounded from above by the freezing contour line, and from below by the HS line. The fluid-phase region in Fig.  2͑b͒ narrows for large values of , where H͑q m ͒ becomes small, attaining values well below 1.
From Fig. 3 , one notices that the freezing values of the pair potential energy, u͑͗r͒͘, at distance ͗r͘ are larger for the low-Z branch than for the high-Z branch. This is a consequence of the strong counterion screening present in high-Z systems, giving rise to a more steeply decaying pair potential. There are two separate freezing lines in the case of u͑͗r͒͘ ͑the two dashed curves in Fig. 3͒ , which decrease with increasing . The -dependence is weaker for the highcharge branch line. Akin to the freezing lines of H͑q m ͒ and S͑q m ͒, the high-Z branch line for u͑͗r͒͘ is intersected by the isocharge lines at two distinct concentrations. A separate freezing line exists for each branch pointing to the impossibility of formulating a freezing criterion in terms of u͑͗r͒͘ alone. Clearly, this function is not enough to estimate the strength of the interparticle correlations.
Determining H͑q m ͒ experimentally amounts to first measure the cage diffusion coefficient, D͑q m ͒, in a short-time dynamic scattering experiment, multiplying it next by the corresponding S͑q m ͒ obtained in an additional static scattering experiment. Therefore, from an experimental viewpoint, it is useful to express all the information embodied in Fig.  2͑b͒ for H͑q m ͒ in terms of D͑q m ͒. To this end consider Fig. 4 , which shows the isocharge lines, the limiting freezing line, and the HS line of D͑q m ͒ as a function of .
With increasing charge, D͑q m ͒ becomes smaller in the case of the low-Z branch. This expresses a stiffening of the next-neighbor cage with increasing Z. The opposite trend is found, however, for the high-Z branch, where D͑q m ͒ increases with increasing Z, reflecting essentially the behavior of the high-Z branch peak value S͑q m ͒ as a function of Z ͓see Fig. 2͑a͔͒ . Notice here that the freezing line for D͑q m ͒ follows from that of H͑q m ͒ simply by division through S f ͑q m ͒ = 3.1.
In fact, the relation D͑q m ͒ / D 0 = H͑q m ͒ / 3.1 can be used to formulate a dynamic freezing rule in terms of the directly measurable cage diffusion coefficient, equivalent to the Hansen-Verlet freezing criterion. To obtain a simple formula expressing this rule, we discuss next an analytic approximation for the freezing line of H͑q m ͒.
From Fig. 5 , where a log-log plot of H͑q m ͒ − 1 at freezing is shown, one notices that the power-law fit H͑q m ͒ −1 
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Generic behavior of the hydrodynamic function J. Chem. Phys. 132, 054510 ͑2010͒ = 1.15ϫ 1/3 is in good agreement with the small-portion of the limiting freezing line. The exponent 1/3 used in this fitting formula is due to the scaling relation, r m ϰ −1/3 , for the peak position of the radial distribution function in a lowsalt system. Thus, we obtain the ͑short-time͒ dynamic freezing rule ͒ than the limiting freezing line for H͑q m ͒ ͑i.e., ϰ 1/3 ͒, obtained for varying charges. The concentration range where the low-asymptotic formula in Eq. ͑7͒ applies narrows with increasing particle correlations so that the representing curves in Fig. 6 intersect the limiting freezing line at smaller . Deviations from Eq. ͑7͒ become visible at higher values of where near-field HIs come into play, and where excluded volume interactions begin to matter. For a system described by the high-Z branch solution, the -dependence of H͑q m ͒ is very flat over an extended concentration range ͑see Fig. 2͒ . We point out here that the asymptotic formula in Eq. ͑7͒ does not apply to the high-Z branch.
C. Effect of adding salt
So far we have been concerned with the limiting case of ͑practically͒ salt-free suspensions. We proceed in exploring the effect of adding 1-1 electrolyte ions to the salt-free Si-DMF suspension considered earlier. Figure 7 reveals that even a small amount, C s =1 M, of added salt has a marked effect on the principal peak heights both of S͑q͒ and H͑q͒.
The effect of adding salt is especially pronounced at low , where the salt-ion contribution, salt , to the total screening parameter exceeds that of the surface-released counterions ͑cf. Fig. 8͒ . In this salt-dominated regime, the peak values of S͑q͒ and H͑q͒ are strongly reduced in comparison with the salt-free case shown in Fig. 2 . According to Fig. 7 , for a small amount of added salt, there is only a single crystallization point ͑open circles͒. Thus, the melting-freezingmelting re-entrance transition is predicted to occur for very low-salt concentrations only.
Different from the zero-salt case, the S͑q m ͒ of the highcharge branch remains roughly constant in an intermediate concentration interval that broadens with increasing Z. Regarding H͑q m ͒, the effect of adding salt is to lower its value at smaller so that a pronounced gap is found in between the limiting ͑green͒ freezing line and all the iso-Z lines. Consequently, no freezing at low is predicted for systems with a small amount of added salt.
In the low-salinity system considered here, the ratio 1 / ͑ ϫ ͗r͒͘ of the Debye screening length, D =1/ , and geometric mean particle distance, reveals a maximum as a function of . The maximum grows with increasing Z and is shifted to larger concentration values ͑cf. Fig. 9͒ . In contrast to this, D itself decays monotonically as a function of . To understand the maximum in the curves of Fig. 9 , we note that according to the defining equations for and ͗r͘, D / increases proportional to 1/3 for low values where salt ions dominate, whereas it decays proportional to −1/6 ϫ ͑1-͒ 1/2 in the counterion-dominated large-regime. For the charge values of the high-charge branch, the Debye length never exceeds 15% of the geometric mean particle distance. 
D. Effect of particle size
We have analyzed so far the behavior of the hydrodynamic function as a function of volume fraction, salinity, and effective particle charge. Another parameter that can be easily controlled experimentally is the diameter =2a of particles. It has a hydrodynamic influence on the dynamics through the stick boundary conditions on the particle surfaces. Moreover, it affects the pair potential via the reduced coupling and screening parameters L B Z 2 / a and a, respectively, and for fixed number density n of particles, also via the volume fraction.
Consider again a salt-free Si-DMF system ͑C s =10 −9 M͒, but now for particles with a diameter of = 40 nm much smaller than the diameter of 171 nm used previously. The isocharge lines of S͑q m ͒ and H͑q m ͒ for this small-particle system as a function of concentration are displayed in Figs. 11͑a͒ and 11͑b͒ , respectively. Note here that for a given , the number density of small particles is much higher than in the big-particle case. 
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Gapinski, Patkowski, and Nägele J. Chem. Phys. 132, 054510 ͑2010͒ lowering the particle size can be understood as follows: A smaller for a given implies a larger n, and thus a larger screening parameter ͑i.e., a larger ͒ which, in general, overcompensates the effect of the enlarged reduced coupling parameter L B Z 2 / a ͓cf. Fig. 11͑b͔͒ . As a consequence, as can be seen in Fig. 11͑a͒ , an extended interval of intermediate volume fractions occurs at which the condition S͑q m ͒ = 3.1 cannot be fulfilled, i.e., the system cannot crystallize, regardless of the selected values of Z. With regard to the hydrodynamic function ͓Fig. 11͑b͔͒, the main effect is the gap between the largest attainable H͑q m ͒ value in this interval and the upper limiting freezing line, which characterizes large particles under the same salt-free conditions. The curves representing the largest possible peak values of H͑q͒ for a selection of particle sizes are shown in Fig. 12 for the zero-salt case. The curves move upward with increasing particle size. Once exceeds a certain size ͑roughly 170 nm͒ the line of the largest attainable peak values merges in its depicted fluid-phase part with the limiting freezing curve connecting the symbols in the figure. This demonstrates that the limiting freezing line for H͑q m ͒ behaves universally also in the sense that its values cannot be exceeded irrespective of the particles size.
Throughout our discussion, we have used a fixed value of 3.1 in the Hansen-Verlet criterion, disregarding the fact that as discussed earlier, somewhat smaller values should be used for short-range potentials. However, a crucial finding of our study is that the limiting freezing line for H͑q m ͒ is quite insensitive to the assumed peak value of S͑q m ͒ at freezing. In fact, using the HS freezing value 2.85 in place of 3.1 leads only to a small downshift of the limiting freezing line that is most pronounced at its peak ͑see Fig. 13͒ . This justifies our usage of the limiting freezing line ͑for the value 3.1͒ as a dynamic indicator that allows us to distinguish in an approximate way the fluid from the nonfluid regime.
IV. CONCLUSIONS
Using the analytic ␦␥-scheme in combination with the efficient RMSA, the generic behavior of H͑q͒ has been mapped out and physically explained, in its dependence on colloid and salt concentrations, and effective particle charge and particle radius.
The present work is the first one which covers the full parameter range in the fluid-phase regime. Both the low-and high-charge branch solutions for S͑q͒ have been considered. The isocharge lines of H͑q m ͒ as a function of volume fraction behave nonmonotonically within the fluid-phase range, at lower salinities and for intermediately large particle charges. The -dependence of the high-charge branch result for H͑q m ͒ is weaker than that of the low-charge branch. This allows to distinguish the two branches from a concentration series measurement of H͑q͒. Reducing the particle size for fixed and Z broadens the gap between the largest attainable peak value for H͑q m ͒ and the limiting freezing line. Therefore, it is more difficult to crystallize a suspension of small particles for small volume fractions well below the HS freezing value.
The limiting freezing line, H f ͑q m ͒, which constitutes the upper limit both of the low-and high-charge branch solutions for H͑q͒, cannot be exceeded irrespective of the selected particle size and charge. The location of this limiting line is almost insensitive to the peak value, S f ͑q m ͒, used in the Hansen-Verlet freezing rule. This justifies its usage as a dynamic indicator for the onset of freezing. The insensitivity of H f ͑q m ͒ to S f ͑q m ͒ is in line with the general observation that the freezing value of a dynamic property, such as the long-time self-diffusion coefficient D L , is insensitive to the range of the pair potential. Therefore, the ratio H f ͑q m , ͒ / 3.1Ϸ 1 / 3, which is only mildly -dependent, can be used as the short-time dynamic freezing value of the normalized cage diffusion coefficient D͑q m ͒ / D 0 . The cage diffusion coefficient is more easily accessible in a scattering experiment than D L , for which specialized methods such as forced Rayleigh scattering or fluorescence recovery after photobleaching must be used. The flat -dependence of H͑q m ͒ in case of the high-charge branch opens up the possibility of observing a reentrant solid-fluid-solid transition at rather small volume fractions, provided the residual salt content in the system is very low. 
