In a mobility-on-demand system, travel requests are handled by a fleet of shared vehicles in an on-demand fashion. An important factor that determines the operational efficiency and service level of such a mobility-on-demand system is its operational policy that assigns available vehicles to open passenger requests and relocates idle vehicles. Previously described operational policies are based on control theoretical approaches, most notably on receding horizon control. In this work, we employ reinforcement learning techniques to design an operational policy for a mobility-on-demand system. In particular, we propose a cascaded learning framework to reduce the number of state-action pairs which allows for more efficient learning. We train our model using the AMoDeus simulation environment and real taxi trip travel data from the city of San Francisco. Finally, we demonstrate that our reinforcement learning based operational policy for mobility-on-demand systems outperforms state-of the art fleet operational policies that are based on conventional control theoretical approaches.
I. INTRODUCTION
In Mobility-on-Demand (MoD) systems, customers request a ride (e.g. with a car) from their origin to a destination and are served by a vehicle belonging to a fleet. Users do not own a vehicle themselves but use it as a service. In one-way MoD services, customers can book trips which originate at a different place than they end, which inevitably leads to system imbalances [1] . This can be solved via rebalancing, the relocation of empty vehicles from oversupplied to undersupplied areas of the operating domain. While MoD systems offer many economic and ecological benefits resulting from the shared use of resources [2] , the necessary rebalancing process is costly and in some cases even impossible to carry out since operators are required to relocate vehicles. Operating a fleet of self-driving cars as an Autonomous Mobility-on-Demand (AMoD) service changes the cost of rebalancing since vehicles may be rebalanced without a driver or passenger. Furthermore, the technology allows to centrally control the fleet and carry out its rebalancing in an optimized way. This decision is taken by the operational policy guiding the behavior of the vehicles. Its task is to optimize routing and dispatching of vehicles such that system imbalances can be evened out as effectively and efficiently as possible. A well-performing policy must be adaptive to changes in the system state and typically incorporates anticipative elements. In the present literature, operational policies of AMoD systems are largely based on the application of Control Theory [1] , [3] - [6] . Many implementations are based on Model Predictive Control [7] (MPC) combined with network flow optimization [8] - [10] .
The authors are with the Institute for Dynamic Systems and Control, ETH Zurich, Switzerland. Other approaches employ decentralized control methods or heuristics to control fleets of vehicles [11] - [14] . Serving users in an ever-changing perhaps idiosyncratic city is a complex task to be carried out in a high-dimensional state and action space. Furthermore, the underlying system is time-varying and it includes complex patterns of interactions and is nonlinear due to incorporated delays and discrete states. This setting poses a challenge to the application of methods based on conventional control methods as these approaches often require an underlying system model. Such a model must be formulated in mathematical terms and it must capture the behavior of the plant accurately enough.
In this work, we bypass the trade-off between mathematical complexity and model accuracy by employing a method that does not require an explicit system model. We investigate the possibility of solving the rebalancing problem not via classic control methods, but via reinforcement learning methods. Using such a learning-based approach, we aim to capture relationships in the travel demand previously not utilized. As a start, we begin by using simple state-action reinforcement learning models [15] which serve as proof of concept. The key challenge of our approach is to design a state-action model that both encapsulates the most important information and is still efficient in terms of the state-action space size. To the best of our knowledge, this is the first work applying reinforcement learning to MoD rebalancing. The closest related works solve a congestion problem by learning dynamic tolling prices [16] or use reinforcement learning for station-based bike sharing [17] .
Contribution:
We introduce reinforcement learning to the problem of rebalancing. Our system is trained to learn a policy that is independent of any hand-crafted control law. Secondly, a cascade-based reinforcement learning model is derived that both captures the essential spatio-temporal characteristics of the rebalancing problem and efficiently defines a state-action space that promises reasonably fast and stable convergence. Finally, this cascade model is embedded into the AMoDeus simulation environment [18] , trained on a realworld scenario, and shown to outperform the service level of state-of-the-art operational policies available in literature.
II. RELATED WORK
Several control based approaches have been used to design operational policies to control mobility-on-demand systems. Several works use a fluidic model with a state that includes vehicle and customer request rates [1] , [3] , [4] . With the assumption of time-invariant rates in a certain time interval, an optimal flow policy for the respective model formulation is derived. The apriori customer request rates are estimated from historic travel data. A major drawback of this model is several assumptions are made which in general do not hold for real-world mobility-on-demand systems. An example of such an assumption is that customer requests rates are modeled as time-invariant or piecewise time-invariant. In reality, they exhibit a strong time-varying behavior and are spatio-temporally correlated. Another approach uses a similar time discretization which defines an MPC model over a receding horizon with the possibility to decline a customer request [9] . The future customer requests in this MPC model are predicted using Long Short-Term Memory [19] (LSTM) network. Working without any apriori customer request estimate [1] , a feedback controller is used to compensate any imbalance of the vehicle distribution among the scenario by solving a min-flow rebalancing problem [1] . A simpler policy [18] is introduced which continuously matches free vehicles to open requests based on the solution of an Euclidean bipartite matching problem. Another method described in [12] matches request-vehicle pairs after distiguishing between heavy and light traffic conditions. Theoretical results for optimal policies have been derived for light traffic conditions [11] and heavy traffic conditions [13] . To our best knowledge, there has been no application of reinforcement learning for autonomous vehicle fleet management. Nevertheless using reinforcement learning (RL) there have been related applications in traffic signal control [20] , data packet routing in a dynamically changing network [21] , and learned elevator control [22] . More frequently RL is employed to learn individual driving strategies [23] or distributed multiagent scenarios [24] and has ventured towards simulated multi-agent settings [25] , [26] . However many of the recent deep learning backed RL approaches have failed to be more efficient than random search [27] . The approach proposed in this work utilizes established Q-learning [28] approaches as a proof of concept for the viability of learning approaches for autonomous fleet management.
III. LEARNING TO RUN A MOD SERVICE A. Overview
A MoD operational policy must determine the dispatching and rebalancing of vehicles in the fleet. In this paper emphasis is put on the latter. While previous approaches aim to control rebalancing by hand-crafted policies, reinforcement learning intends to learn the optimal policy. The objective is to maximize the sum of rewards. Accordingly, a complex policy can be learned from provided data of movement patterns without the necessity of designing an optimization structure or completely understanding the logic in the patterns. Learning is desirable since permanent change in the traffic environment together with the inherent variability of travel demand result in a complexity that is hard to capture by a compact control law. Therefore, we investigate reinforcement learning as an alternative to the existing approaches based on classical control theoretical approaches or model predictive control. For the sake of simplicity, the reinforcement learning is restricted to tabular learning [15] where an exact value function for the whole state-action domain is trained. Each state-action pair is mapped to the expected summed future reward, which is a scalar that indicates how desirable a state-action pair is. Consequently, it is essential to define a state-action model that efficiently captures all learning-relevant information in the state-action space. The idle vehicle distribution reveals a lot about the current MoD balance as it indicates in which regions vehicles are busy serving customers and in which regions a reservoir of idle vehicles piles up. Therefore the idle vehicle distribution is chosen as the sole and sufficient state description. Similarly, the action is defined as the desired idle vehicle distribution. The empty rebalancing vehicles are not counted as idle. For the rebalancing problem, the area of interest is split into N disjoint regions which enables the definition of the free vehicle distribution x x x(t) := (x 0 (t), ..,
where v i (t) is the number of free vehicles in region i and time t and v tot (t) :=
Between these regions the rebalancing is executed.
B. Regular Tabular Learning
In a straightforward tabular learning approach the area is split by the Lloyd k-means algorithm [29] for k = N . The segmentation is based on requests from historic customerdata. For each of the regions the corresponding segments of the global state and action, defined over the free vehicle distributions, are derived and depicted in Fig. 2 . To be applicable for learning, the segments of the state are discretized into M s different elements and the segments of the action in M a different elements for K different time intervals of equal length. This approach results in a global state-action size of O(M N s · M N a ) which grows exponentially in N . For tabular learning global convergence is shown in [30] for an infinite number of samples. According to [31] the number of required samples to come within µ of the optimal policy grows with O(S log(1/µ)/µ 2 )(log(S)+log log(1/µ)) where S is the state-size. Consequently, the convergence speed directly depends on the state size and for a larger rebalancing problem this approach converges too slow for practical reasons.
C. Cascaded Tabular Learning 1) Concept: In order to achieve a more scalable stateaction size a cascaded model is introduced. The idea behind this spatially hierarchical model is to learn from a coarse level to finer levels. Consequently, the area of interest is recursively split into two halves by using again the Lloyd k-means algorithm for k = 2 regions at a time. These splits are defined as cascade nodes, each consisting of the area of two halves and its own state and action space. Fig. 2 shows the transition from the two region model (one node) to the next deeper four region model (two nodes). This step can be arbitrarily repeated to 2 L regions where L is the number of levels in the cascade. Once the complete cascade is generated, the training is done from the top level (coarse learning) to the bottom level (refined learning) where only one node is trained at a time. E.g. in Fig. 2 first the node at level 0 is trained and afterwards subsequently the two nodes on level 1. After such a learning round has finished for all the nodes, a new round can be initiated with the currently learned policies in the nodes. Since for the first round no policies are learned yet, the default action of an untrained node is to distribute the free vehicles evenly. Such even distributions of free vehicles are used as reference points for previously presented control policies [3] and show good performance. We therefore use them as a starting point in the training of our model. The motivation behind this top-down approach are two essential assumptions. First, we assume that on the same spatial hierarchy level, the performance of the nodes is independent. Second, we assume that the optimization of a node is not significantly influenced by the refined learning in the lower nodes. The first assumption follows from the fact that the regions on the same cascade level are disjoint. The second one is justified by the observation that the lower nodes only change the distribution in one half of the upper nodes which is irrelevant in the coarsergrained perspective. Under these assumptions the learning of a node is relatively independant of the previously learned nodes and motivate the subsequent learning of the nodes. The sum of the subsequent state-action sizes with the same discretization as in Subsection III-B is growing linearly with the number of regions, i.e., the number of nodes grows with N . Consequently, a more promising convergence behaviour is expected than for regular tabular learning.
2) State-action Description of the Cascade Node: A cascade node consists of a left and right half as shown in Fig.  2 . For each of the two halves the ratio of the idle vehicles is defined by
where for the case of heavy traffic without any free vehicles in the node a special state element λ is introduced since it would not suit any of the others. Note that c left (t) unambiguously characterizes c right (t) due to the chosen cascade node model. Similar to the state definition, the action, a left , can be defined as the desired ratio of the free vehicles between the two halves. x 0 
Variable Definition
Condition
Reward (negative sum of waiting customers) the cascade model which can be seen in Fig. 3 . The indexing of the free vehicle distribution is chosen consistently to the deepest level cascade states, i.e., x i and c L−1 i are defined over the same region i.
Analogously to the general state description of the cascade node in Eq. 2, the local cascade states are defined by
where the numerator counts the free vehicles in the left/right half (depending on the index) and the denominator the free vehicles of both halves of the node. The auxiliary function Φ(i) is defined by
x i (t) can then be expressed by the local cascade states
which can be shown by inserting the definition of Eq. 4. All the terms cancel except the numerator term of the deepest cascade state and the denominator term of the upper most cascade state which is equal to the definition of Eq. 1. In Eq. 6 λ is converted to 0 since there are no vehicles available in these regions. Eq. 6 shows that the share of free vehicles in region i is the product of the local cascade states from which this region inherits. Analogously to the cascade states, the cascade actions can be described. The elements of the desired free vehicle ratio x x x d (t) := (x d 0 (t), .., x d N −1 (t)) T are computed by evaluating
Based on the current and desired vehicle distributions x x x(t) and x x x d (t), the operational policy can determine the required global rebalancing action. Eq. 4 and 6 show the direct connection between the free vehicle distribution x x x(t) and the local cascade states c l i (t), respectively between x x x d (t) and a l i (t). For any free vehicle distribution the corresponding cascade states can be found such that they represent the exact same vehicle distribution among the regions. This fact shows that no information is lost by using the cascade model. Fig. 4 . Schematic of the MoD procedure
IV. FLEET CONTROL STRUCTURE

A. Concept
In order to measure the performance, the regular model and the cascaded model are embedded into a fleet control structure. Therefore, three different periods are introduced which indicate the relative independence of the corresponding tasks. The dispatching period P d is chosen as the most frequent one since it is critical in terms of the customer waiting time. In each dispatching period, available vehicles are assigned to open requests based on the solution of an Euclidean bipartite matching problem between the two sets. At every rebalancing period P r a rebalancing command is executed which relocates idle vehicles. The learning period P l defines the actual learning frequency and should be a multiple of P r . Within the period P l a time-invariant request rate is assumed. Therefore the same learned action is applied to every rebalancing period within P l . In this way the learning granularity can be set arbitrarily without changing the rebalancing or the dispatching frequency.
B. Minimal Rebalancing Distance Problem
The rebalancing structure is adapted from [1] to minimize the rebalancing distance that has to be driven to reach a desired distribution of free vehicles. For each rebalancing interval k r within the learning interval k l the current number of free vehicles per region v v v[k r ] is read and the desired number of free vehicles
The desired free vehicle distribution can be derived from the current actions of the learning period determined by the reinforcement learning module. The floor function ensures that the desired number of vehicles is always available, i.e, the condition
For the current and desired number of vehicles among the regions a minimal rebalancing distance problem in the form of an Integer Linear Program [32] (ILP) is solved to receive the rebalancing
where α ij [k r ] := α α α[k r ]| i,j is the number of vehicles to be rebalanced from region i to j. D ij is the approximated travel distance from region i to j. Similar to the argumentation in [1] it can be shown that the ILP can be relaxed to a linear program. By solving this minimal rebalancing distance problem, the rebalancing is optimized in two steps. First, a desired vehicle distribution is derived from the model trained by reinforcement learning such that the average customer waiting time is minimized. Second, for a given distribution the rebalancing distance is minimized. In this way the average waiting time and the rebalancing distance optimization are separated while the average waiting time is explicitly priorized.
C. Mobility-on-Demand Structure
All put together gives the procedure in Algorithm 1 where the reinforcement learning is done in RLModule and the free vehicle distribution is received from it. The variable r stands for the reward that is the negative sum of waiting customers over all the rebalancing intervals in a cascade interval. The reward is a measure of the mean waiting time of the customers over time.
V. EXPERIMENTS
With the previously defined models, experiments are conducted in the AMoDeus [33] simulation framework. The 16: execute rebalancing with α α α 17: end if 18: end while data used for training and testing are taxi traces from the city of San Francisco which are publicly available [34] . As tabular method Q-learning [35] is used and implemented using the reinforcement learning library subare [36] since the Q-learning method promises reasonable convergence speed and limited complexity of implementation. For exploration an epsilon greedy policy [15] executes either exploitation or exploration steps with a certain exploration rate ∈ [0, 1]. To favor less visited state-action pairs an Upper-Confidence Bound [37] (UCB) inspired state counter is implemented that adds an offset to these state-action pair values. A constant step size α q-learning is used for the learning which defines the adaption factor of the state-action value for a new sample.
The reinforcement learning models are evaluated based on real customer travel data of 17 week days. In the test reward setting 14 days are used for training and the 3 remaining for testing. The learning consists of several epochs through all the 14 training days. At the end of each epoch the current performance is evaluated on the 3 testing days where the summed reward over the whole day is measured by following the greedy ( = 0) policy of the currently learned value function. An additional setting, training reward, is evaluated where training and testing is done on the same single day where one epoch consists of 14 identical days. The training reward setting is used to get an upper bound on the performance of the standard test reward setting. These two settings are then compared to classical control methods, namely the Adaptive real-time rebalancing policy (ARTRP) in [1] and the Feedforward Fluidic Optimal Rebalancing Policy (FFORP) in [3] with full apriori knowledge of the customer requests. Additionally, convergence is compared between the regular learning approach and the cascade learning approach in the test reward setting. All simulations are done with 4000 requests per day and a fleet size of 100 autonomous vehicles. The following parameters in Table II are used for all the learning methods. The test reward setting takes twice as many epochs per node for the learning process as for the varying training days more extensive learning is expected. VI. RESULTS With the described experiments two main comparisons are made. First, the convergence of the two introduced learning methods, regular and cascaded learning, are compared. Second, the performance of the cascaded tabular learning method is compared with two control-based methods. In Fig. 5 the comparison is made between the cascaded and the regular method. Both methods have a similar convergence behaviour in the mean. However, the variance is larger in the regular method which is due to the larger state-action space. While the cascade method observes the corresponding state-action spaces sufficiently, the regular method is not able to fully discover it with the same amount of batches. Consequently, the performance of the regular method varies more. This effect will even be more significant for larger problems. Therefore the cascade model is preferred over the regular method. In Fig. 6 the convergence of the cascade method is shown for the two different settings. It is visible that for both settings the convergence stagnates within three learning rounds which verifies the two assumptions in Section III, i.e. the individual hierarchical learning in the nodes has neglectable interference. The curve of the test reward setting exhibits more noise since the optimization over several days introduces more variance to the learning. In the first learning round of the training reward setting peaks are visible which illustrate the learning progress in the individual nodes. In Fig. 7 the characteristics of the customer waiting times are depicted for one of the test days. The FFORP method with apriori customer request knowledge is outperformed by the cascade method; even with the test reward setting. Consequently, the hand-crafted rule of the FFORP method either reacts suboptimally to the available information or it does capture less of the relevant information required for the rebalancing problem optimization. The worse performance of the ARTRP method can be explained by the fact that this method does not use any prediction at all.
VII. CONCLUSION
In this work, we have considered the fleet operation problem in mobility-on-demand systems. Operational policies for such systems are typically based on conventional control methods that require the design of a model that accurately captures the complex dynamics of such systems. We argue that reinforcement learning can be used to train an operational policy guiding the behavior of a mobilityon-demand system. We have used tabular learning to train a cascaded model of the system with limited state-action space size. This model is then used to control the behavior of a mobility-on-demand system and shown to outperform stateof-the-art strategies in terms of the average customer waiting time. The result paves the way for several additional fields of research. Models could utilize neural network function approximation as one possible direction. Other reinforcement learning approaches could be used such as Dyna [15] to overcome the problem of limited simulation data. Similar to AlphaGo Zero [38] , a Monte Carlo Search Tree could be introduced together with a transition probability estimator to improve the policies. Another approach could be to explicitly split prediction and policy learning. As in [9] , an LSTM neural network could be used for the prediction of the customer requests. This would allow a more efficient policy learning since the prediction of future request locations is separated from the training of the actual policy. 
