Abstract. Distribution mixtures with product components have been applied repeatedly to determine clusters in multivariate data. Unfortunately, for categorical variables the mixture parameters are not uniquely identifiable and therefore the result of cluster analysis may become questionable. We give a simple proof that any non-degenerate discrete product mixture can be equivalently described by infinitely many different parameter sets. Nevertheless a unique result of cluster analysis can be guaranteed by additional constraints. We propose a heuristic method of sequential estimation of components to guarantee a unique identification of clusters by means of EM algorithm. The application of the method is illustrated by a numerical example.
Introduction
The cluster analysis of categorical data is well known to be a difficult problem. Let us recall that arithmetical operations and therefore means and variances are undefined for categorical variables. Generally, the values of categorical variables are neither ordered nor there is any reasonable and commonly acceptable way to define a distance or similarity measure. Binary variables as a special case may appear to be naturally ordered but often there is no reliable argument to prefer one of the two possibilities to assign the values 0 and 1. For these and other reasons the standard clustering algorithms are not directly applicable to multivariate categorical data.
One of the first statistical methods of cluster analysis of categorical data is due to Lazarsfeld [14] . Motivated by sociological research he proposed fitting of multivariate Bernoulli mixtures to binary data to identify possible latent classes of respondents by means of mixture components. Wide application of the latent class (latent structure) analysis was enabled by the computationally efficient EM algorithm [4] . Discussion of latent class analysis from a statistical point of view can be found in Fielding [5] . Other approaches to clustering and latent variable models are discussed e.g. by Vermunt et al. [18] , (see also [1] , [6] , [15] ). Multivariate Bernoulli mixture is only a special case of the general conditional independence model which can be defined for general discrete variables (categorical, qualitative or nominal) as a finite mixture of product components. The application of discrete product mixtures to cluster analysis corresponds with the original approach of Lazarsfeld, however, in both cases there is a problem to justify the obtained solutions. The conditional independence model is not uniquely identifiable in case of categorical variables and therefore the result of cluster analysis becomes questionable.
In the present paper we first introduce the conditional independence model for unordered categorical variables and briefly describe the corresponding version of EM algorithm for estimation of mixtures (Sec. 2). Then we discuss the problem of identifiability of distribution mixtures with product components (Sec. 3) in connection with the recently considered concept of "practical identifiability" of multivariate Bernoulli mixtures [3] . In Sec. 4 we propose the method of sequential identification of mixture components as a tool to obtain unique clusters. The application of the method is illustrated by a numerical example. Finally we summarize the main results in the Conclusion.
Conditional Independence Models
Let ξ 1 , . . . , ξ N be a finite number of general discrete random variables. In particular, we assume that each variable ξ n ∈ X n takes on some categorical (nominal, qualitative) values from a finite set X n without any type of ordering. Simultaneously, let μ be a discrete random variable taking on values from a finite set of integers M
We suppose that the random variables ξ n are conditionally independent given the value of μ. In other words we assume that the conditional probability distributions F (x|m), m ∈ M of the random vector
can be expressed as a product of univariate conditional distributions f n (x n |m):
In view of Eqs. (1), (2) the unconditional joint probability distribution of the random vector ξ can be expressed in the form of a finite distribution mixture of product components:
Here the probability w m is usually called the weight of m-th component and f n (x n |m) are the conditional (component specific) univariate distributions of the variables ξ n respectively. In this sense the distribution mixture (3) is defined by the parameter set Θ = {M, w m , f n (·|m), m ∈ M}.
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In case of dichotomous variables ξ n ∈ {0, 1} the probability distribution (3) becomes the well known multivariate Bernoulli mixture
which is a special case of the general conditional independence model (3). The standard way to estimate the conditional independence models from data is to compute maximum-likelihood estimates of mixture parameters by means of the iterative EM algorithm [4] , [13] . In particular, let S be a set of independent observations of the random vector ξ:
which are identically distributed with some unknown distribution mixture of the form (3). To compute the m.-l. estimates of the unknown parameters w m , f n (·|m) we maximize the likelihood function
by means of the basic EM iteration equations
where w m , f n (·|m) are the new parameter values and δ(ξ, x n ) denotes the usual delta-function, i.e. δ(ξ, x n ) = 1 for ξ = x n and otherwise δ(ξ, x n ) = 0. The EM algorithm generates a nondecreasing sequence {L (t) } ∞ 0 . As the criterion (6) is bounded above (L < 0) the monotonic property implies convergence of the sequence {L (t) } ∞ 0 to a possibly local maximum of the function (6) in the parameter space (for more details cf. e.g. [13] ). Obviously, a local maximum may be starting-point dependent.
Given the estimated distribution mixture (3) we can characterize any data vector x ∈ X by its affinity with the mixture components in terms of the conditional probabilities. The conditional posterior weights q(m|x) are particularly useful if there is some interpretation of the mixture components, e.g. if the components correspond to some "latent classes" [14] , "hidden causes" [15] or "clusters" having a specific meaning. This idea is closely related to the original latent structure analysis of Lazarsfeld.
There are also some other theoretical arguments justifying the finite distribution mixture (3) as a "latent class" model. It should be emphasized that the statistical relations among the random variables ξ 1 , . . . , ξ N are wholly explained by their dependence on the variable μ which is sometimes called the latent variable. Given the value of the latent variable μ, the random variables ξ n are statistically independent, i.e. their interdependence is removed. In this sense the values of the variable μ can be viewed as "hidden causes" which cannot be observed directly but remove the statistical interaction between the observed variables ξ 1 , . . . , ξ N . Once specified, the hidden cause μ would permit us to treat the visible variables ξ n in a simple way as if they were mutually independent [15] . In view of these arguments the conditional independence model (3) is assumed to be "the most universal and distinctive characteristics featured by the notion of causality" (cf. [15] , [16] ). (3) is not restrictive in the sense that any discrete probability distribution P (x) on X can be expressed as a mixture (3) provided that the number of components may be chosen sufficiently large. In particular, let P (x) be a general discrete probability distribution on X defined by a table of probabilities. Considering a numbering of the points of X , we can write
Remark 1. It is easily verified that the conditional independence model
where p (k) is the table probability attached to x (k) ∈ X and K = |X |. Then the distribution mixture of the form (3) equivalent to the given table of values is obtained by setting
In other words, the components F (x|m) in (9) are reduced to Dirac distributions δ(x, x (m) ) positioned at the points x (m) ∈ X while the component weights w m are equal to the respective table probabilities p (m) .
Problem of Identifiability
The conditional independence model has been used by many authors in different areas as a tool of cluster analysis [18] . One of the most popular application fields appears to be the bacterial taxonomy. Gyllenberg et al. [12] recall about thirty references relating to a widely used method of classification of bacteria known as probabilistic numerical identification. The method is based on estimating parameters of the multivariate Bernoulli mixtures (4) from the observed data. The resulting components of the Bernoulli mixture are then used to identify the individual classes of bacteria (so called taxons). The posterior probability q(m|x) (cf. (7)) is known in bacterial identification as the Willcox probability that the observed bacteria strain x belongs to the m-th class (taxon). In this sense the estimated Bernoulli mixture (4) defines the taxonomic structure of bacteria. It is obvious that, before estimating the mixture (4), we should verify that it can be estimated uniquely, since otherwise we could obtain several different taxonomic structures for a given set of bacterial data. If the distribution mixture (3) or (4) is not defined uniquely then the corresponding interpretation of data in terms of clusters or latent classes becomes questionable (cf. [14] , [12] ). Unfortunately, multivariate Bernoulli mixtures are not identifiable, i.e. different parameter sets Θ = {M, w m , f n (·|m), m ∈ M} can correspond to exactly the same Bernoulli mixture.
Essentially, the proof of this assertion follows from the early papers of Teicher [17] and Blischke [2] . More recently Gyllenberg et al. [12] alternatively repeated the proof of Teicher for the specific case of discrete distributions by showing that the conditional independence model (3) is identifiable if and only if the mixtures of univariate discrete distributions f n (x n |m) are identifiable. Then, by using a theorem of Blischke (cf. [2] ), they show the mixtures of univariate Bernoulli distributions to be non-identifiable as a special case of the non-identifiable binomial distributions and therefore multivariate Bernoulli mixtures are non-identifiable, too. In the following we give a simple and intuitive proof of this property for a more general class of discrete mixtures with product components (cf. [9] ).
Lemma 1. Any discrete distribution mixture of the form
can be equivalently described by infinitely many non-trivially different parameter sets Θ = {M , w m , f n (·|m), m ∈ M } if at least one of the univariate conditional distributions f n (·|m) is non-singular in the sense that
Proof. One can easily verify that any univariate discrete distribution f n (·|m) which is non-degenerate in the sense of the inequality (11) can be expressed as a convex combination of two different distributions in infinitely many ways, e.g.
Now, by means of the substitution (12), we can express the component w m F (x|m) as a weighted sum of two different components
where w 
and therefore, after substitution (13) in (10), we obtain two formally different mixtures defined by different parameter sets Θ = Θ which describe exactly the same probability distribution P (x).
• It can be seen that the non-identifiability of any non-degenerate Bernoulli mixture (4) directly follows from Lemma 1. It appears that the question of uniqueness has been neglected in the literature on numerical taxonomy (cf. discussion in [12] ) but, surprisingly, this circumstance does not seem to have any serious practical consequences. Moreover, it has been observed that in numerical experiments the mixture parameters can often be uniquely identified from sufficiently large randomly generated samples of data vectors. Thus e.g. Carreira-Perpinan et al. [3] in a re-identification experiment generated randomly a set of 10000 of 16 dimensional binary vectors from a specific Bernoulli mixture of M = 8 components (cf. Tab. 1). Using this data they estimated repeatedly Bernoulli mixtures of different number of components by means of EM algorithm. For M = 8 the original parameters were re-identified 9 out of 10 times. When using fewer components (M = 4) the EM algorithm reproduced some of the original components and linear combinations of the remaining ones. A more complex mixture model (M = 10) always reproduced the eight original components with the last two being their slight modifications or linear combinations. We have observed similar results in our early paper [7] . It appears that "well separated" components in high-dimensional spaces are "practically identifiable" (cf. [3] ) if the data set S is large enough.
Sequential Identification of Components
For obvious reasons the theoretically possible ambiguity in estimating discrete models of conditional independence is a serious disadvantage from the point of view of practical applications. Nevertheless, we can achieve a unique result of cluster analysis e.g. by introducing additional constraints. One intuitively Table 2 . Parameters of the 16-dimensional Bernoulli mixture obtained by re-estimating the mixture parameters from Tab.1 by using sequential adding of components wm ϑ1 ϑ2 ϑ3 ϑ4 ϑ5 ϑ6 ϑ7 ϑ8 ϑ9 ϑ10 ϑ11 ϑ12 ϑ13 ϑ14 ϑ15 acceptable and easy to apply method is a sequential adding of new components to the estimated mixture.
In particular, applying EM algorithm, we start with a mixture having a single component and arbitrary (e.g. randomly chosen) initial parameters. In this case the EM algorithm converges in one iteration to a component defined as a product of univariate marginal distributions. In the next phase a new component is added, initialized as a product of univariate uniform distributions with equal initial weight, i.e. w 1 = w 2 = 0.5. Then the EM iterations are continued until sufficient convergence. When the relative increase of the likelihood function is less then some small positive threshold , a new uniform component is added again and the component weights are normed to obtain w 3 = w 2 and w 1 +w 2 +w 3 = 1. The EM iterations are then started again with the new initial parameters. In this way the new component defined as a product of uniform marginals is added repeatedly as long as it is "accepted" by the previous mixture model. The computation is stopped when the weight of the new added component is less than a suitably chosen low threshold after the convergence is achieved.
There is no theoretical support of the proposed method to guarantee some qualitative properties of the resulting mixture. Nevertheless, it can be heuristically justified by some computational properties. Let us note first that, from the computational point of view, the resulting mixture model is defined uniquely. In practice, the only source of uncertainty may be the limited parameter accuracy at the end of each convergence phase. Moreover, the method avoids random influences of initial values and represents a reasonable mechanism to choose a proper number of components. Note that the newly added uniform component tends to "fit" to data points insufficiently "covered" by the previous model and for this reason the weight of the added component is usually decreasing in final stages of computation when the number of components is sufficiently large.
It should be emphasized that by including a new (uniform) component to the previously adjusted model we may violate the monotonic property of EM algorithm in the following iteration. Moreover the new component interferes with the previously estimated parameters and partly devaluates the preceding convergence phase.
We illustrate the proposed sequential identification method by considering the re-identification problem from the paper [3] . In order to avoid random influences of a given finite sample S we re-estimated the original multivariate Bernoulli mixture (cf. Tab.1) in a way which is equivalent to an infinite sample size. Note that for the sample size |S| approaching infinity we can write
i.e. the sum over the infinite sample S can be equivalently replaced by summing over all x ∈ X whereby P * (x) denotes the asymptotic relative frequency of x. In order to maximize the asymptotic likelihood function L * we have modified the basic EM iteration Eqs. (7), (8) in analogy with Eq. (14):
Instead of generating a given number of pseudo-random binary vectors we have computed and stored the values P * (x) for all the 65536 binary vectors x from the 16-dimensional binary cube. By using the "asymptotic" likelihood function L * and the corresponding version of EM algorithm we have the possibility to avoid any random small sample fluctuations. In other words we can verify the properties of the proposed method in the extreme case of infinite sample size.
The method of sequential adding of components based on the asymptotically modified EM iteration equations (15) , (16) has been applied repeatedly to reestimate the mixture parameters from Tab.1. A new component has been added whenever the relative increase of the maximized criterion L * was less than a chosen threshold = 10 −12 . The estimated parameters from Tab.2 have been obtained after 3000 iterations. The threshold has been varied between 10 −9 and 10 −12 with very similar results. In all computational experiments we have observed a clear tendency to suppress the weight of superfluous components. The 10th component was not added and the weight of the last added 9th component was by two or three orders less than w 8 , i.e. w 9 ≈ 10 −4 − 10 −5 (cf. Tab. 2).
Conclusion
The models of conditional independence have been proposed repeatedly as a tool of cluster analysis of multivariate categorical data since the standard approaches are usually not directly applicable. A serious drawback of the conditional independence models follows from the fact that they are not uniquely identifiable. We give a simple and intuitive proof that any non-degenerate discrete mixture with product components can be equivalently described by infinitely many different parameter sets and therefore it is non-identifiable. We propose to guarantee a unique result of cluster analysis by introducing additional constraints, in particular by sequential adding of components in EM algorithm. Let us recall finally that there are numerous application possibilities of the conditional independence models based on approximating unknown probability distributions (cf. e.g. [7] , [8] , [10] , [11] ). In application to practical problems of pattern recognition and statistical modelling the approximation accuracy is of primary importance. The non-identifiability of estimated mixtures is less relevant and may be even useful in view of increased flexibility of mixture models.
