Since the beginning of the 21st century, research on artificial intelligence has made great progress. Bayesian networks have gradually become one of the hotspots and important achievements in artificial intelligence research. Establishing an effective Bayesian network structure is the foundation and core of the learning and application of Bayesian networks. In Bayesian network structure learning, the traditional method of utilizing expert knowledge to construct the network structure is gradually replaced by the data learning structure method. However, as a result of the large amount of possible network structures, the search space is too large. The method of Bayesian network learning through training data usually has the problems of low precision or high complexity, which make the structure of learning differ greatly from that of reality, which has a great influence on the reasoning and practical application of Bayesian networks. In order to solve this problem, a hybrid optimization artificial bee colony algorithm is discretized and applied to structure learning. A hybrid optimization technique for the Bayesian network structure learning method is proposed. Experimental simulation results show that the proposed hybrid optimization structure learning algorithm has better structure and better convergence. 2 of 16
Introduction
The birth of the first computer in 1946 marked the creation of a real tool with which humans were able to simulate human thinking. In 1956, artificial intelligence was officially proposed, and since then, it has made great progress. In the 1970s and 1980s, the "expert system" became the focus of research in the field of artificial intelligence. By collecting the experience and knowledge of experts in various fields, summing these up as operating rules, and then inputting the obtained rules to a computer, computers are able to solve problems encountered in the field. However, this rule-based expert system does not have the ability to learn. When a rule changes, such as the need to replace an old rule with a new rule, the expert system does not automatically adjust. In 1988, the Turing Award winner Jedea Pearl first proposed the Bayesian network [1] . Compared with the expert system based on empirical knowledge, the Bayesian network solves the uncertainty problem, especially when solving complex problems, making it more effective and intuitive. Today, the data shows an explosive growth trend. The traditional method of analyzing knowledge and inducting experience to make decisions cannot meet the needs of social development. The great advantages of Bayesian networks in solving uncertainty problems have made them central to the study of intelligence, data mining, and machine learning, as well as to many fields involving decision-making, diagnosis, and evaluation [2] .
Bayesian network structure learning includes structure learning and parametric learning [3] . Structure learning is the premise and basis of parametric learning, and it is also the core of Bayesian network learning research. For high-dimensional data sets, which are currently exploding in various 
Main Structure Learning Method
For the training data set D composed of a set of random variables V = {V1, V2, ..., Vn}, the structure learning is to find the corresponding DAG graph structure. At this time, the number of nodes is n, f(n) is the number of directed acyclic graphs composed of n nodes; Robinson [9] proves that there is the following relationship between the number of DAG f(n) and the number of nodes n:
It can be seen from Equation (1) that as the number of nodes increases, the number of DAG increases exponentially. Obviously, for this NP-hard problem, it is unrealistic to manually construct a Bayesian network structure. To this end, the researchers propose a number of different structure learning algorithms. The research methods of these algorithms are broadly divided into constraintbased [10] structure learning methods and score-and-search-based methods [11] . The score-andsearch-based method selects a scoring function to evaluate the similarity between the BN structure and the actual structure, and performs multiple iterative searches through the search algorithm to find the structure with the highest score. This structure learning method regards the network structure learning problem as an optimization problem, and the scoring function corresponds to the fitness function in the optimization problem. This paper adopted this structure learning method.
The structure learning mathematical model based on the search score is shown in Equation (2):
where f (G, D) represents the network structure scoring function of data set D, G' represents all possible structure spaces, and C represents constraints (i.e., the searched structure graph satisfies being termed acyclic).
( , ) = ( | ) × ( ).
In Equation (3), since the data set is given, f(D) is a fixed value, the objective of structure learning is to find an optimal network structure G*, expressed as * = arg max ( | ).
In structure learning based on search score, in order to find the optimal network structure G*, it is necessary to calculate the score f(G, D) according to the given training data D and its possible structure G; the scoring function is needed at this time. Some commonly used scoring functions are the Bayesian Dirichlet equivalence (BDeu) score [12] , Log-Likelihood (LL) score [13] , Akaike's 
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In structure learning based on search score, in order to find the optimal network structure G*, it is necessary to calculate the score f (G, D) according to the given training data D and its possible structure G; the scoring function is needed at this time. Some commonly used scoring functions are the Bayesian Dirichlet equivalence (BDeu) score [12] , Log-Likelihood (LL) score [13] , Akaike's information criterion (AIC) score [13] , Bayesian information criterion (BIC) score [14] , and so on. The BIC score fully considers the complexity of the structural parameters, and also considers the storage bytes of the training samples, making it more suitable for the training data of smaller samples such as the experiments herein. Therefore, we use the BIC score as a standard function to measure the Bayesian network structure in this chapter. The BIC score can usually be expressed as
The input parameters are the structure matrix G and the data matrix D. n is the number of nodes, r i is the number of nodes in the V i state (the number of possible values), and q i is the number of parent nodes of node V i . m is the number of samples, and m ijk is the number of samples in which the node V i takes the value k and the parent node takes the value j.
As mentioned above, the problem of learning the network from the data is generally considered to be an NP-hard optimization problem, so it is necessary to find an efficient search algorithm; to this end, the heuristic algorithm has high search efficiency and is often used to find the best network structure in structure learning. This type of search method mainly includes the K2 algorithm [15] , the simulated annealing algorithm [15] , the hill climbing algorithm [16] , and evolutionary algorithm methods. The evolutionary algorithm is simple to implement, and the global search ability is stronger. Compared with other traditional search methods, the global information can be more comprehensively utilized, and the dependence on the optimization function is small. Therefore, the network structure learned by the structure learning method based on the evolutionary algorithm has a smaller difference with the real structure, and can converge to a better structure more quickly, the convergence itself is also better [17] [18] [19] [20] .
Hybrid Optimization Artificial Bee Colony Algorithm for Bayesian Network Structure Learning
The structure learning method based on the artificial bee colony algorithm (ABC) [21] treats the process of learning Bayesian network structure from a data set as the process of a bee colony searching for a food source. The directed acyclic graph is transformed into matrix form, and then the finding of the optimal network structure is transformed into the finding of an optimal matrix, the computer can thereafter perform matrix operations. Each possible Bayesian network structure is regarded as a food source for calculation, the correspondence between them is shown in Table 1 . In structure learning based on search scoring, the structure map is usually represented by a matrix of 0 or 1, and the solution search space is discrete. Although the artificial bee colony algorithm can solve the optimization problem of continuous function well, it fails when it encounters the discrete domain problem. Therefore, on the basis of a multi-group artificial bee colony algorithm based on cuckoo algorithm (CMABC) and knowledge of Bayesian networks, this paper proposed a Bayesian network structure learning method based on discrete CMABC algorithm (CMABC-BNL).
Problem Abstraction
In order to transform the directed acyclic graph DAG in a Bayesian network into a computer-understandable representation, we used the same matrix coding form as in Reference [22] . Assuming that the number of nodes in the BN network is n, the DAG graph composed of the n nodes can be represented as an n × n matrix A according to the relationship between the nodes, and the elements a ij in A are defined as follows: Figure 2 shows the process of converting a DAG diagram into an adjacent matrix.
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Algorithm Description

Initialization Phase
The BN structure is a discrete space composed of 0 or 1. We generate SN food sources with an initial value of 0 or 1 through the Bernoulli Process [23] ; the initial process of each food source Xij is shown in Equation (8):
where Xij = (Xi1, Xi2, ..., XiD) represents the i-th food source, i = 1, 2, ..., SN, j = 1, 2, ..., D, D = n2 is the dimension in the solution space, rand is a random number between [0,1].
Fitness Function
In CMABC-BNL, Equation (5) is chosen as a standard function to measure the structure of the Bayesian network. The value obtained by using the BIC score evaluation structure is usually negative, and if the BIC value is larger, the difference between the network structure and the real structure is smaller. In the artificial bee colony algorithm, the fitness value indicates the quality of the food source, usually expressed by a positive value: if the fitness value is larger, the quality of the food source is better. Therefore, this paper redefines the fitness function as
Employed Foragers
In the swarm intelligence optimization algorithm, in order to find the global optimal solution, more resources (groups) should be allocated to searching and developing the food-rich areas. In general, the probability of finding a better solution near some better solutions is bigger. Therefore, this paper aims to divide the population into elite subgroups, ordinary subgroups, and vulnerable subgroups by the richness of food sources (fitness values) without loss of population diversity. Since the search space for structure learning problems is discrete, the search equations for continuous problems cannot satisfy the solution's needs. We combined the idea of cross-variation in the In CMABC-BNL, the structure diagram is uniquely determined in the form of a matrix, as shown in Figure 2 ; the DAG diagram is converted to A 1 , and this matrix consists of n 2 elements. Since every possible structure is seen as a food source, the structure diagram can be used to obtain an n 2 -dimensional food source through the following transformation process:
3.2. Algorithm Description
Initialization Phase
where X ij = (X i1 , X i2 , ..., X iD ) represents the i-th food source, i = 1, 2, ..., SN, j = 1, 2, ..., D, D = n 2 is the dimension in the solution space, rand is a random number between [0,1].
Fitness Function
Employed Foragers
In the swarm intelligence optimization algorithm, in order to find the global optimal solution, more resources (groups) should be allocated to searching and developing the food-rich areas. In general, the probability of finding a better solution near some better solutions is bigger. Therefore, this paper aims to divide the population into elite subgroups, ordinary subgroups, and vulnerable subgroups by the richness of food sources (fitness values) without loss of population diversity. Since the search space for structure learning problems is discrete, the search equations for continuous problems cannot satisfy the solution's needs. We combined the idea of cross-variation in the differential evolution algorithm [24, 25] to adjust the search ability of the three subgroups with different mutations and crossover operators.
(1) Variation Behavior Different mutation operators were used to control the variation behavior of different populations. The variation of the three subgroups is as follows:
vulnerable subgroups:
ordinary subgroups:
elite subgroups:
where rand is a random number between [0,1], p i, Xp(t) is a food source randomly selected from all populations, and X gb (t) is the current optimal food source. M(·) is a Bswap mutation [26] operation as shown in Algorithm 1. Taking the elite subgroup as an example, when rand is greater than 0.4, the individual will choose X gb , j(t) to mutate, obtain, and use the information of the current optimal food source, and find a better food source more quickly. The optimization process tends to cause the algorithm to fall into a local optimum. Conversely, selecting Xp(t) to mutate and selecting random individuals to increase the randomness of the search process can enhance the ability of the algorithm to jump out of the local optimum. We used the same design idea in the CMABC algorithm to design different mutation modes for the three subgroups to balance the global search and local search ability of each subgroup, and enhance the optimization performance of the algorithm while maintaining biodiversity.
Algorithm 1. Bswap Mutation
Input: food source X i Output: food source after mutation operation M(X i ) 1 Select two random values in [1, D] , u, v; 2 If X iu (t) = X iv (t), then X iu (t) = (X iu (t) + 1) mod 2; Otherwise, X iu (t) = (X iu (t) + 1) mod 2, X iv (t) = (X iv (t) + 1) mod 2
(2) Crossover Behavior After the food source X i (t) is mutated to V i (t), X i (t) and V i (t) are cross-interleaved by a crossover operation to produce a new food source Xi'(t). The crossover operation is as shown in Equation (13):
where j = 1, 2, ..., D. r j is a random number of each dimension j between [0,1].
(3) Choice Behavior We used the same greedy selection strategy as the ABC algorithm to select new and old food sources and leave the food source with a high fitness value.
Followers
In CMABC-BNL, the Follower will calculate the follow-up probability according to the fitness of the food source, then they will select the employed foragers to follow and search in the neighborhood according to the probability. We used the same roulette selection probability formula as in Equation (4) to calculate the probability p i (t) of the follower. If p i (t) > rand [0,1], the follower will select the food source and search and update using Equation (11) and Equation (13).
Scouter
If the quality (fitness value) of the food source does not increase after a limited iterative search, the corresponding employed foragers will be discarded as scouters and the food source will be updated. We use Equation (11) to update the food source and change the value of the step size scaling factor α to α = O(L/10) to make the food source update more efficient. Since the position of the food source is composed of discrete points 0 or 1, we need to round up the newly generated food source position with the following formula:
Structure Correction
The Bayesian network is a directed acyclic graph model. The existence condition of this model is that there is no "closed loop" in the structure. However, in CMABC-BNL, the structure changes according to the progress of the search process. Multiple 0,1 transformations of nodes lead to edge changes (deletion, joining, or inversion), and a "ring" may occur there in the structure. At this time, the structure searched cannot be used as the optimal Bayesian network structure regardless of the score. For example, in Figure 3 , matrix A1 corresponds to food source X i . When a new food source V i is searched, a51 in the corresponding matrix A2 changes from 0 to 1, and the corresponding structure forms a directed edge from V to D which makes the BN structure corresponding to the new food source produce a ring "V, S, B". as in Equation (4) to calculate the probability pi(t) of the follower. If pi(t) > rand [0,1], the follower will select the food source and search and update using Equation (11) and Equation (13).
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Structure Correction
The Bayesian network is a directed acyclic graph model. The existence condition of this model is that there is no "closed loop" in the structure. However, in CMABC-BNL, the structure changes according to the progress of the search process. Multiple 0,1 transformations of nodes lead to edge changes (deletion, joining, or inversion), and a "ring" may occur there in the structure. At this time, the structure searched cannot be used as the optimal Bayesian network structure regardless of the score. For example, in Figure 3 , matrix A1 corresponds to food source Xi. When a new food source Vi is searched, a51 in the corresponding matrix A2 changes from 0 to 1, and the corresponding structure forms a directed edge from V to D which makes the BN structure corresponding to the new food source produce a ring "V, S, B". In order to avoid the occurrence of illegal structures to invalidate the algorithm, we need to check whether the structure has a ring, and "break" the ring structure once a new structure (new food source) appears. In this paper, inspired by the nodes in the depth-first search (DFS) which are colorcoded, the color being used to judge the state of the node, a marked depth-first search (marked DFS, MDFS) strategy is proposed to search the structure of the ring and also fix this belt loop structure. The specific structure correction steps are as follows:
Step 1: Convert food source Xi into corresponding matrix Ai.
Step 2: Initialize all nodes to grey, i = 1.
Step 3: Select node ai as the initial node, use depth-first search for its descendant nodes, and mark the descendant nodes as white. In order to avoid the occurrence of illegal structures to invalidate the algorithm, we need to check whether the structure has a ring, and "break" the ring structure once a new structure (new food source) appears. In this paper, inspired by the nodes in the depth-first search (DFS) which are color-coded, the color being used to judge the state of the node, a marked depth-first search (marked DFS, MDFS) strategy is proposed to search the structure of the ring and also fix this belt loop structure. The specific structure correction steps are as follows:
Step 1: Convert food source X i into corresponding matrix A i .
Step 3: Select node a i as the initial node, use depth-first search for its descendant nodes, and mark the descendant nodes as white.
Step 4: When node a i completes the DFS search, it is judged whether a 1 will be white. If it is white, it means that there is a ring structure, and the edges that make up the ring are marked as black.
Step 5: If there is a black ring, randomly delete one of the black edges and update the matrix A i . i = i + 1.
Step 6: Determine if i is less than n, and if so, execute Step 3, otherwise, execute Step 7.
Step 7: Convert A i to food source X i .
Algorithm Flow
In order to better explain the process of the algorithm, we introduced algorithm 2 to make a description. Initialize population number 2 × SN, Iteration number M, Threshold limit, Food source SN←(8); 2
Structure correction for each food source; 3
Calculate the fitness values of the SN food sources, record one of them as zbest, and compare the fitness values of the remaining (SN-1) food sources in turn until the current gbest is found. And mark the current number of unupdated count = 1; 4 while m ≤ M do 5
Divide the population, calculate the average fitness value of the current SN food source locations, screen out the vulnerable populations, and screen out the elite and common populations with a certain ratio µ; 6 for i = 1 to SN do//Employed Foragers 7 new food source V i (t)←Equation(10-13); 8 structure correction for V i (t); 9
if fit(V i (t)) > fit(X i (t)) then X i (t) = V i (t); 10 else count i ←count i +1; 11
if fit(X i (t)) > fit(X gb (t)) 12 X gb (t) = X i (t); fit(X gb (t)) = fit(X i (t)); if fit(V i (t)) > fit(X i (t)) then X i (t) = V i (t); 20 else count i ← count i +1; 21 if fit(X i (t)) > fit(X gb (t)) 22 X gb (t) = X i (t); fit(X gb (t)) = fit(X i (t)); 
Algorithm Complexity Analysis
As shown in Algorithm 2, the number of employed foragers and followers is SN, the number of nodes in the structure diagram is n, the dimension of the food source is D = n × n, the number of samples is m, and the number of iterations is M.
In the structure correction process, for a structure with n nodes, it is generally necessary to traverse all the elements in the structure diagram once, so the time complexity of the structure correction is O(n 2 ); the process of converting the structure diagram into a food source is linear. Therefore, the time complexity is O(n 2 ).
In one iteration, the population division, the employed foragers, the followers, and the scouter are serial. The time complexity of population partitioning is O(SN); for employed foragers, this paper divided the employed foragers into three subgroups, and the mutating and crossover behavior of a single employed foragers to produce new food sources is linear, so the complexity is O(n 2 ). The search process of each type of subgroup is independent, and the complexity of calculating the food source fitness value is O (M × n 2 ), so the time complexity of the SN employment bee search process is O(SN × m × n 2 ); followers select the food source for searching. In the worst case, all followers are selected for neighborhood search, so the time complexity of SN followers is O (SN × m × n 2 ). When a food source is not updated after a limit iteration, the employed foragers becomes a scouter. At this time, the time complexity of the scouter to update the food source is O(n 2 ), so in the worst case, the SN employed foragers are converted into the scouter, the time complexity is O (SN × n 2 ).
In summary, the time complexity of CMABC-
Simulation Experiment and Result Analysis
In this paper, three classical Bayesian network data sets, ASIA, ALARM and INSURANCE [27] , were selected, as shown in Table 2 . Among them, ASIA is used for medical diagnosis of tuberculosis and cancer models, ALARM is used to monitor patients' alarm systems, and INSURANCE is used for automotive industry insurance risk assessment. We performed a data set design comparison experiment for three Bayesian randomly selected different sample numbers. In order to test the effectiveness and performance of CMABC-BNL, 20 independent experiments were used as the experimental sample to count objective function values (fitness values), Hamming distance (SHD), and average execution time (Ext). SHD is the operand needed to convert from the current structure to the correct structure, which is used to measure the difference between the learned structure and the real structure. Ext represents the time required to learn the final structure, reflecting the convergence of the algorithm. Table 3 shows the results of averaging experimental data after CMABC-BNL was run 10 times independently under each data set. Table 3 compares the data of CMABC-BNL under different data sets. Figures 4 and 5 show the ASIA network obtained under the standard ASIA network and 500 sample sets, respectively. As can be seen from the chart, for the ASIA data set, in the worst case, the structure learned by CMABC-BNL had only one reverse side compared with the real structure. Figures 6 and 7 show the ALARM network obtained under the standard ALARM network and the 5000 data sets, respectively. As can be seen from the figure, for the ALARM data set, in the best case, the structure obtained by learning had only two missing sides and one reverse side compared with the real structure. As for INSURANCE, it can be seen that its data was very similar to ALARM. At the same time, the effect of learning the number of samples of 5000 was obviously better than that of the sample with 500 samples, and the convergence speed was also faster. This also indicated that a large sample training set could be used to improve the performance of the algorithm.
To better illustrate the performance advantages of CMABC-BNL, the algorithm was compared with genetic algorithms (GA) [22] , Bayesian network structure learning based on artificial bee colony algorithm (ABC-BN) [28] , Bayesian network construction algorithm using PSO (BNC-PSO) [29] and GES [30] under 1000 data sets and 5000 data sets. The population of each algorithm was set to 50, and the maximum number of iterations was set to 100. At the same time, we also introduced the F1 value as the criterion. The F1 value is the harmonic mean between the recall rate and the accuracy rate. The larger the F1 value, the better the classification performance. Table 3 compares the data of CMABC-BNL under different data sets. Figures 4 and 5 show the ASIA network obtained under the standard ASIA network and 500 sample sets, respectively. As can be seen from the chart, for the ASIA data set, in the worst case, the structure learned by CMABC-BNL had only one reverse side compared with the real structure. Figures 6 and 7 show the ALARM network obtained under the standard ALARM network and the 5000 data sets, respectively. As can be seen from the figure, for the ALARM data set, in the best case, the structure obtained by learning had only two missing sides and one reverse side compared with the real structure. As for INSURANCE, it can be seen that its data was very similar to ALARM. At the same time, the effect of learning the number of samples of 5000 was obviously better than that of the sample with 500 samples, and the convergence speed was also faster. This also indicated that a large sample training set could be used to improve the performance of the algorithm. To better illustrate the performance advantages of CMABC-BNL, the algorithm was compared with genetic algorithms (GA) [22] , Bayesian network structure learning based on artificial bee colony algorithm (ABC-BN) [28] , Bayesian network construction algorithm using PSO (BNC-PSO) [29] and GES [30] under 1000 data sets and 5000 data sets. The population of each algorithm was set to 50, and the maximum number of iterations was set to 100. At the same time, we also introduced the F1 value as the criterion. The F1 value is the harmonic mean between the recall rate and the accuracy rate. The larger the F1 value, the better the classification performance.
It can be seen from Table 4 and Figures 8-10 that CMABC-BNL was significantly better than the other two algorithms. In the ASIA network, ABC-BN and BNC-PSO ran at a lower speed, and GA reached a local optimum with fewer iterations. In ALARM and INSURANCE, the convergence of ABC-BN was better than that of CMABC, which indicated that for the more complex Bayesian network structure, the convergence accuracy of ALARM was significantly improved when there was no significant difference in convergence speed between ALARM and ABC-BN. For a simpler To better illustrate the performance advantages of CMABC-BNL, the algorithm was compared with genetic algorithms (GA) [22] , Bayesian network structure learning based on artificial bee colony algorithm (ABC-BN) [28] , Bayesian network construction algorithm using PSO (BNC-PSO) [29] and GES [30] under 1000 data sets and 5000 data sets. The population of each algorithm was set to 50, and the maximum number of iterations was set to 100. At the same time, we also introduced the F1 value as the criterion. The F1 value is the harmonic mean between the recall rate and the accuracy rate. The larger the F1 value, the better the classification performance.
It can be seen from Table 4 and Figures 8-10 that CMABC-BNL was significantly better than the other two algorithms. In the ASIA network, ABC-BN and BNC-PSO ran at a lower speed, and GA reached a local optimum with fewer iterations. In ALARM and INSURANCE, the convergence of ABC-BN was better than that of CMABC, which indicated that for the more complex Bayesian network structure, the convergence accuracy of ALARM was significantly improved when there was no significant difference in convergence speed between ALARM and ABC-BN. For a simpler It can be seen from Table 4 and Figures 8-10 that CMABC-BNL was significantly better than the other two algorithms. In the ASIA network, ABC-BN and BNC-PSO ran at a lower speed, and GA reached a local optimum with fewer iterations. In ALARM and INSURANCE, the convergence of ABC-BN was better than that of CMABC, which indicated that for the more complex Bayesian network structure, the convergence accuracy of ALARM was significantly improved when there was no significant difference in convergence speed between ALARM and ABC-BN. For a simpler structure, it took less time to learn, and although some execution efficiency was sacrificed, the convergence accuracy could be significantly improved within an acceptable range. GES used the equilibrium class as the state of greedy search, which also made it require fewer execution iterations. However, the structure learned was generally larger than the actual one. In order to show the results more clearly, two relatively interfering algorithms GES and BNC-PSO were removed in the following line chart. This showed the superiority of the CMABC-BNL algorithm more clearly. In addition, it could be seen from the F1 value that in the ASIA network, the value of CMABC-BNL was only slightly lower than that of BNC-PSO. In ALARM and INSURANCE, the F1 value of CMABC-BNL showed better performance. In summary, CMABC-BNL had better performance advantages and practicability than the other two algorithms. 
Conclusions
This paper proposed a Bayesian network structure learning algorithm based on the discrete CMABC algorithm. Firstly, the process of finding the optimal network structure was regarded as the process of finding the optimal food source, and the Bayesian network structure learning problem was abstracted into the discrete domain problem. Then, by combining the crossover and mutation operators in the differential evolution algorithm, preserving the idea of multiple groups in CMABC, designing a multi-group search strategy, and "rounding up" the food source update strategy based on Levy flight in the CMABC algorithm, it could be applied to discrete problems. In addition, regarding illegal structures in the structure learning problem, a marked depth-first search strategy was proposed to modify the structure of the ring. Finally, we carried out a complexity analysis of CMABC, comparing it with GA and ABC-BN on two data sets with different sample numbers and a large difference in node number. The experimental results showed that CMABC-BNL had certain performance advantages and application value, and there was also space for CMABC-BNL to learn from other similar algorithms. 
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