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ABSTRACT

With the rapid development of technology, the need for novel materials and state-of-theart devices is growing fast. Complex oxides which have strongly correlated electrons
are favorable candidates for materials industry, due to their rich phase diagrams and
multiple functions. Especially, ferroelectric oxides is very promising materials in the
industry for storage, due to their bistable polarization states triggered by external
electrical field. This thesis is centered on ferroelectric oxides, analyzing their lattice
structures and investigating the interface of ferroelectrics and other complex oxides to
examine the potential of the heteostructures in the application in electronic devices.

The most notable feature of ferroelectric oxides is their reversible spontaneous
polarization, which is strongly related to the lattice distortion in the crystal. In chapter 2,
we report a neutron diffraction study of NaNbO 3 [sodium niobate], to comprehensively
understand the origin of ferroelectricity. We find that the structure evolves six phases
from 930K to 15K in long-range, while only three real ground states are detected at
short-range.

We then study the ferroelectric/manganites heterostructures and explore its potential in
the application in field effect transistors and ferroelectric memories. In chapter 3, we first
describe the insulator-to-metal phase transition is realized in La0.8Sr0.2MnO3 [strontium
doped lanthanum titanate oxides] under the field-effect of the ferroelectric
Pb(Zr0.2Ti0.8)O3 [lead titanate oxides] layer. Moreover, we find that the interfacial
transition plays a very crucial role in the tunneling electroresistance effect (TER) of the
heterostructures.

In chapter 4, we test the similar function at the interface of ferroelectrics and cuprates.
We describe that the epitaxial strain and oxygen stoichiometry both lead to substantial
changes in superconducting properties and these two factors are strongly coupled. And
we demonstrate that the interface superconductivity is achieved in overdoped cuprates
La1.6Sr0.4CuO4 [strontium doped lanthanum cuprate oxides] under field effect, with high
Meissner volume and Tc [superconducting transition temperature] around 15K.
Therefore, our results provide deep understanding on ferroelectric materials and open
more opportunities for their application.
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CHAPTER 1
INTRODUCTION

Growing interests have been attracted to complex oxides due to their coupling of
electronic, magnetic, thermal, mechanical, and optical properties, which promises their
broad applications in various technologies and devices in industry. Moreover, novel
phenomena and multifunctionality can appear at the interfaces of oxides thin film,
especially the interface of ferroelectrics and complex oxides, in which the field effect
manipulates various novel electronic and magnetic properties. So this work mainly
focuses on the structure and physical properties of ferroelectric oxides and its
application in field effect based electronic devices.

Materials
Background of complex oxides
Complex transition metal oxides span a wide range of crystalline structures which
makes it an intriguing topic in the world of physics. Most transition metal oxides belong
to strongly correlated electron oxides ascribed to the incompletely filled d- and f-electron
shells with narrow bands. In this class of materials, the interplay of charge, spin, orbital
and lattice degrees of freedom generates rich spectra of phases and novel physical
functionalities, including ferroelectricity, ferromagnetism, insulator-to-metal transitions,
high-temperature superconductors and so on. This motivated our extensive
investigation with the aim of understanding of existing materials and exploration of
advanced materials for future. In this thesis, we mainly focus on ferroelectrics,
manganites oxides and cuprate superconductors.

Cuprate superconductors
The first high temperature superconductors (HTSC) were discovered in copper oxides in
1986 by IBM researchers Georg Bednorz and K. Alex Muller.1 After this major
breakthrough in the field of superconductivity (SC), a number of perovskite cuprates
superconductors, especially YBa2Cu3O6 (YBCO)2 and Bi2-xSrxCa2CuO2 (BSCCO)3, were
discovered. These compounds have critical temperatures above the boiling point of
liquid nitrogen, forming the basis of a current large technological interest. The goal of
realizing room temperature superconductors has attracted extensive attempts; but up till
now, the highest superconducting transition temperature is reported to be 133 K for the
compound HgBa2Ca2Cu3O8+x,4 and whether room temperature SC is possible or not is
still an open question.
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Figure 1. Phase diagram of doped cuprate oxides.
The left part is for hole doping and the right part is for electron doping.

The high temperature superconductors found in copper oxides compounds usually
evolves from the “Mott” insulators, when carriers are doped into the crystals, as shown
in figure 1. The key element for all these structures is the CuO2 plane, whose
occupancy of carriers determines the ground state. In a Mott insulator, the virtual charge
fluctuations generate super-exchange interaction, which favors antiparallel alignment of
neighboring spins. As carriers are inserted into CuO2 plane, the strong correlation
between electrons coupled them into “Coulomb pairs” and results in superconductivity.
Although the electron-electron interaction has been generally confirmed as the origin for
high-temperature superconductivity, the underlying mechanism has been a
controversial topic for more than two decades.
The simplest high-temperature cuprates are the single-layer compounds derived from
the parent material La2CuO4 (LCO)5. LCO is an antiferromagnetic insulator, but the
HTSC can be obtained by both electron and hole doping. The Sr substituted compound
(LSCO), in which the electrons removed from a filled band to make hole carriers, is one
of the most often studied HTSCs. The spin configuration plays an important role in La 2xSr xCuO 4 (LSCO) structure. Above x=0.02, the long-range magnetic order is destroyed,
but two-dimensional short range spin correlations appear, which results in spin glass
states. The system behaves like a 2D disordered metal with a gradual change from a
metal at high temperatures to an insulator at low temperatures. Superconductivity
appears at x=0.05, and the Tc can reach its highest point, 40K, at x=0.15.
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For this compound, multiple properties and physical origins have been studied through
various methods. For instance, the superconductivity of LSCO can be enhanced, even
created by epitaxial strain6,7 or excessive oxygen8,9, in which abnormally high Tc
(Tc=50K) can be achieved. Spin and charge inhomogeneities, which refers to the “stripe”
in cuprates have been detected by local structure from neutron scattering and nuclear
magnetic resonance10; Fermi surface and band structure have been studied by angular
resolved photoemission spectroscopy11; phase stiffness and pesudogap have been
shown in some theoretical calculations12,13, and so on. In this thesis, we mainly focus on
the creation of superconductivity by the field effect. To fully realize and understand the
coupling in ferroelectrics and cuprates, we start from the well-known strain induced
superconductivity and interface influence on SC.

Manganite oxides
Manganite oxides have the general formula Re 1-xAxMnO3, in which Re is a trivalent rare
earth element (Re=La, Pr, Nd, Sm, Eu, etc) and A is a divalent alkaline earth element
(A=Ba, Sr, Ca, etc). These compounds are in perovskite structures (ABO 3) as shown in
figure 2a, with mixture of Re and A in A sites and Mn in B sites. The Mn atom has an
electronic configuration 1s22s22p63s23p63d54s2, with unfilled d orbital shell. When Re is
substituted by A, a part of Mn3+ will convert into Mn4+ valence state to maintain the
charge neutrality of the system. In Re1-xAxMnO3 crystal lattice, the 5-fold orbital
degeneracy of the 3d levels of Mn is split into the lower-lying triply degenerate t2g states
and the higher-lying doubly degenerate eg states, as shown in figure 2b. So a Mn 3+ ion
has an electronic configuration 3d4 with 3 electrons at the t2g orbitals and 1 electron at
the eg orbitals, in which S=2. And a Mn4+ is in 3d3 electron configuration, with three t2g
electrons and no eg electrons, in which S=3/2.

(a)

(b)
eg
3d orbitals

A
B
O

Mn3+
t2g

Figure 2. Structure of perovskites and spin configuration for manganites
(a) ABO3 cubic perovskite unit cell (b) Splitting of eg and t2g orbitals of Mn3+ due to JahnTeller distortion.

In the Re1-xAxMnO3 lattice, when the symmetry of the MnO6 octahedron is lowered, the
Jahn-Teller distortion can further split the t2g and eg levels. Since Mn4+ ion does not
have eg electrons, the energy remains unchanged, whereas the energy of eg occupied
3

state of Mn3+ is changed due to the Jahn-Teller distortion. So in manganites which have
high concentration of Mn3+ ions, Jahn-Teller distortion has a strong tendency to take
place, leading to lowering of the lattice symmetry.
The magnetic properties of the manganites are dominated by the exchange interactions
between the magnetic moments of Mn ions. In doped manganites, two Mn states
coexist: Mn3+ with one eg electron and Mn4+ with no electron at eg level. The double
exchange interaction between ions in different valence states, in which an eg electron
localized at a Mn3+ ion can hop onto the vacant place of a neighboring Mn 4+ ion, results
in metallic conductivity and ferromagnetism. However, the superexchange interactions
between two similar Mn ions, in which virtual electron hopping happens at the next-tonearest neighbors, promises the manganites become insulator and antiferromagnet.
These two exchange mechanisms coexist and govern the electronic and spin states in
the manganites.
One of the most studied doped manganites is La1-xSrxMnO3, which has a rich and
complex phase diagram, as shown in figure 3. It evolves from a spin-canted insulator to
a ferromagnetic insulator and then a ferromagnetic metal and finally into an
antiferromagnetic insulator. So, different ground states compete with increasing x.
Theoretical calculations have revealed that phase separation into ferromagnetic and
antiferromagnetic regions spreads through the whole structure in manganites. Since the
phase separation and the competition of various electronic and magnetic ground states
are rather sensitive to external stimulus, we carried out the field effect study on
manganites and explored the application of manganites heterostructures in transistors
and memories in this thesis.
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Figure 3. Phase diagram of La1-xSrxMnO3.
CI, FM, AFM, I and M correspond to spin-canted, ferromagnetic, antiferromagnetic,
insulator and metal, respectively.

Ferroelectrics
The first discovery of ferroelectricity is traced back to the observation of the nonlinear
electrical properties in potassium sodium tartrate tetrahydrate (KNaC 4H4O6)14, which is
already well known as a piezoelectric compound several decades ago. However, it has
not attracted sufficient attention at that time due to the suppression of this phenomenon
by a very small deviation from the chemical stoichiometry. When a new type of
ferroelectric oxides, barium titanate BaTiO 3, was discovered15, intensive interests have
been born on this kind of materials. It was a very important achievement because
BaTiO3 was the first ferroelectric structure without hydrogen bonds and had more than
one ferroelectric phase. After this discovery, a number of perovskite ferroelectric oxides
began to be found rapidly. Then, a Bi-based layered structure oxides joined the family
of ferroelectrics with high dielectric permittivity and good retention 16. In nowadays, more
than one thousands ferroelectric materials are known. They are widely used in the
application for capacitors, transistors, sensors and so on.
Ferroelectricity is intimately connected with interesting and important electronic
phenomena, including piezoelectricity (the coupling of electrical and elastic properties)
5

and pyroelectricity (the coupling of electrical behaviors with temperature). But the most
prominent feature of ferroelectrics is the reversibility of its permanent polarization, which
results in a hysteresis loop in the dependence of polarization P on electric field E. So
the magic of ferroelectric materials is operating it at the scale of a unit cell, in which a
spontaneous electric polarization can be switched by an external electric field, resulting
in bistable states. Moreover, ferroelectric crystals have a Curie temperature, below
which the structure is able to become polar and the electric dipole can form.
Due to strong polarization, good response and multiple phases, perovskite oxides
become the most popular member in the ferroelectric family. The perovskite structure
has the chemical composition ABO3, with a corner positioned atom (0, 0, 0) (B-site) and
a body centered atom (1/2, 1/2, 1/2) (A-site). In ferroelectric perovsite oxides, the atom’s
off-centered displacement and order-disorder transition will result in a spontaneous
polarization. Most ferroelectric crystals consist of domains and the boundaries between
two neighboring domains are called domain walls. In absence of an external electric
field, the domains are randomly arranged. When the electric field is applied, the
domains will be oriented along the field direction. Therefore, the domain dynamics and
the domain-wall motion are the essential factors to determine dielectric, piezoelectric,
pyroelectric, and ferroelectric properties and hence are a subject of extensive scientific
research.
In order to detect the origin of ferroelectricity, the lattice distortion and domain structure
are the key parameters. Structural determination is usually carried out by X-ray or
electron diffraction. The Bragg peaks obtained from diffraction patterns can accurately
determine the lattice symmetry and lattice constant when the crystal structure is perfect.
But the ferroelectric phase is usually accompanied by local distortion, and the local
bond length varies from the prediction from the average structure. 17 Therefore, we
introduce local structure investigations on ferroelectric materials to have a deeper
understanding on the origin of the spontaneous polarization in this thesis.

Applications
Ferroelectric field effect transistor
A ferroelectric transistor is evolved from a field-effect transistor (FET), which is a
transistor that uses an electric field to control the conductivity of a channel of one type
of charge carrier in a semiconductor material. In a ferroelectric field effect transistor, the
metal gate has been replaced by a ferroelectric layer; and this produces a device with
nondestructive readout in which the polarization of the gate could be sensed simply by
monitoring the magnitude of the source-drain current. In order to improve the
performance of a ferroelectric FET, stronger polarization, better retention of ferroelectric
materials, and advanced design of the transistors have been developed all these years.
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While besides ferroelectric materials, modulating the semiconductor channel materials
is also a functional method to improve the FET performance. Especially, when the
traditional silicon channel is replaced by complex oxides, the polarization in ferroelectric
gate can introduce drastic carrier population change which results in huge difference in
drain currents. For complex oxides, as we mentioned above, the strong electron
correlations lead to various novel phases. Under the field effect from ferroelectrics, the
carrier densities of these correlated electron oxides can be drastically tuned, and
possibly results in metal-to-insulator, antiferromagnet-to-ferromagnet, and insulator-tosuperconductor transitions, as shown in figure 4. 18 In this thesis, we realized the phase
transition of insulator-to-metal and antiferromagnet-to-ferromagnet in the
ferroelectric/manganite oxides heterostructures; and also discovered the Fermi liquid to
superconductor transitions in the ferroelectric/cuprate oxides heterostructures.

Figure 4. Phase diagrams of complex oxides.

Ferroelectric memories
Ferroelectric memories originate from the idea that the electronic information can be
stored in the electrical polarization in ferroelectrics. When a ferroelectric layer is
sandwiched by electrodes, the tunneling electroresistance depending on the two
orientations of ferroelectric polarization can determine the states in the memories. 19-21
The barrier to develop the ferroelectric memories is the technique to fabricate ultrathin
ferroelectric layer which can still maintain the strong polarization and fast response.
With the development of ferroelectric materials and thin film synthesis technologies,
nowadays the difficulty of thickness limit has been overcome by advanced ferroelectric
materials, such as lead zirconate titanate (PZT) which can sustain its polarization even
in a few unit cells.22
After a group of experimental and theoretical attempts on ferroelectric tunnel junction to
understand the electroresistance effect, several factors have been considered to
contribute to the resistance switching by polarization orientation: the different
7

incomplete carriers screening at the boundaries of ferroelectrics and the electrodes; the
atoms’ displacement and reconstruction at the interface which results in different
transmission possibility; the strain from the piezoelectricity applied to the ferroelectric
barrier which tunes the transport characteristics of the barrier, as shown in figure 5.23 In
this thesis, we explore more mechanisms of electroresistance effect and introduce more
parameters to the ferroelectric memories as a result.

Figure 5. Structure and mechanism of ferroelectric tunnel junction
Schematic viewgraph of a ferroelectric tunnel junction which consists of two electrodes
separated by a few nm-thick ferroelectric barrier layer.
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CHAPTER II
LOCAL STRUCTURE OF FERROELECTRIC OXIDES

In order to achive comprehensive understanding of the physical properties and develop
practical application of ferroelectrics, a deep knowledge of the lattice structure and the
origin and formation of the spontaneous polarization of ferroelectrics is needed. So we
first focus on the refined structural analysis of ferroelectric oxides in this chapter.

Introduction

Ferroelectric materials are widely used in many electromechanical components and
electronic devices, such as actuators, sensors, ﬁeld-effect transistors, and ultrasonic
transducers. Due to strong piezoelectric response, Pb(Zr,Ti)O 3 (PZT) is the most widely
employed ferroelectric material at present, even though lead has recently been banned
from many commercial applications and materials, for example, from solder, glass, and
pottery glaze, due to concerns regarding its toxicity. Therefore a concerted effort was
mounted to develop lead-free piezoelectric ceramics. A large number of studies have
been focused on the discovery of better ferroelectrics near the morphotropic phase
boundaries (MPB) in alkaline niobate based perovskite solid solutions. 24–26 In particular
Saito, et al.4 have designed a new lead-free ferroelectric based on the MPB in the
data to probe the local structure of each phase and details of each phase of NaNbO 3.
perovskite-rich region of (K,Na)NbO3, which shows excellent piezoelectric performance
comparable to those of PZT. Interestingly, their mother compound, sodium niobate,
NaNbO3, is known for its complex phase behavior, and there are a number of conﬂicting
reports on its structure.28–43 Thus there is a strong need for understanding the structure
and phase transformation of sodium niobate.

At high temperatures, NaNbO3 takes the structure of simple perovskite. But as the
temperature is lowered,28–30 pressure is applied31 or the sample size is reduced,32
NaNbO3 undergoes a surprisingly complex sequence of structural phase transitions. Its
rich phase diagram is generally described by Glazer and Megaw, 33 which contains at
least six phases, varying from cubic at high temperature, through tetragonal,
orthorhombic, and, ﬁnally, to rhombohedral structure below room temperature. This
complexity invited many scientists to study the temperature-induced phase changes in
NaNbO3 and its soft mode mechanism for structural change.28,31,34–38 However, the
results are seriously contradictory to each other, particularly at low temperatures. Above
913 K, it has a paraelectric cubic phase Pm3m, and when cooling down, it evolves
through a series of antiferrodistortive phases, tetragonal (T2) P4/mbm, orthorhombic (T1)
Cmcm, orthorhombic (S) Pbnm, orthorhombic (R) Pbnm, orthorhombic (P) Pbcm
9

phases, and forms a rhombohedral R3c phase at low temperatures. Mishra et al.
replace the space group Pnmm of S and R phases with the Pbnm group according to a
high-resolution powder neutron diffraction study. 39 They also point out that the
antiferroelectric phase Pbcm and the ferroelectric phase R3c coexist and have
competing interaction at room temperature and below. 40 Further in the transition
mechanism, the high and room-temperature phase transitions are considered to be due
to the NbO6 octahedral tilting, while the low-temperature transitions are related to the
off-centered displacements of niobium atoms and octahedral distortions of NbO6.41–43 In
spite of extensive use of experimental techniques and theoretical studies, surprisingly
large amounts of controversies are still present on the details of the structure and
process of phase transitions of NaNbO3. In this part, we use the Rietveld and pair
distribution function (PDF) analyses of high-resolution neutron scattering.

Results and Discussions

Rietveld analysis of powder neutron diffraction data
Powder sample of NaNbO3 (99.997% purity) was purchased from Alpha Aesar Co., and
the pulsed neutron diffraction measurements were performed with the NPDF
spectrometer of the Lujan Center of Los Alamos National Laboratory at various
temperatures. The results were ﬁrst analyzed using the Rietveld reﬁnement (EXRGUI,
revision 1225). The neutron diffraction pattern at 930K shown in Figure 6 was analyzed
on the basis of an ideal cubic structure with the space group Pm3m. The cubic phase is
well ﬁtted with the structural parameters of the ideal perovskite, with Na at (0,0,0), Nb at
(0.5,0.5,0.5), O at (0.5,0.5,0) and a = b = c = 3.9507 Å. All the Bragg reﬂections present
could be indexed as main cubic perovskite reﬂections. When temperature is lowered to
880 K, the appearance of the superlattice peaks shown in Figure 6 indicates the phase
transition to the tetragonal P4/mbm space group, which is induced by M and R zone
boundary condensation involving the rotation of NbO 6 octahedral. Between 820 and
770K, NaNbO3 has an orthorhombic Cmcm space group phase. The appearance of
additional superlattice peaks (see Figure 6) is the sign for phase transition and
multiplicity of the unit cell. When the temperature further goes down, numerous
controversies are drawn on the space groups and phase transitions. As the temperature
falls in the range of 700–600 K, Ahtee et al.29 ﬁnd that it belongs to the Pnmm space
group symmetry with the cell dimensions 2 × 2 × 2 with respect to the elementary
perovskite cell by X-ray diffraction measurements. However, Mishra et al. argue that it
undergoes a phase transition to the Pbnm space group with the √2 ×√2 × 12 cell
dimensions at 700 K and √2 ×√2 × 6 cell dimensions at 600 K through neutron
diffraction measurements. Our neutron diffraction patterns can be ﬁtted well by the
Pbnm space group parameters with √2 ×√2 × 6 cell dimensions, partly supporting
Mishra et al., but not much difference is seen between the patterns for 700 and 600 K.
Note that our model includes a small portion (4.5%) of a phase with Cmcm space group
at 700 K.
10

Between room temperature and 490 K, the orthorhombic Pbcm space group seems to
achieve the best ﬁt in the Rietveld reﬁnement. Below room temperature, as detected by
Mishra et al., the orthorhombic Pbcm group and rhombohedra R3c group coexists within
the entire temperature range, including the lowest temperature. When we compare
every peak at low and room temperatures, it seems that most of the supperlattice peaks
at low temperatures can ﬁnd their original formation at room temperature, in spite of
some shifts in the Q value and changes in intensity, still, some peaks are an exclusive
result of the R3c space group symmetry, as shown in Figure 7. The evolution of phase
transitions in our Rietveld reﬁnement is shown in Table I and the lattice parameters,
parameters of every atom position, thermal factor, phase fraction, and the agreement
factors are shown in Table II. The deﬁnition of parameters in the table can be found in
Ref. 44.

Figure 6. Diffraction patterns of NaNbO3
Evolution of the neutron diffraction patterns for NaNbO 3 as temperature is varied from
930 to 15K. Each pattern is representative for one phase of NaNbO 3. Superlattice peaks
are marked with arrows.
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Pair distribution function analysis above room temperature
In the antiferroelectric and ferroelectric phases, NaNbO 3 undergoes lattice distortion,
with tilting and atomic off-center displacements in the short range. However, the
diffraction patterns are not sensitive to detailed local displacements during the phase
transition. In order to determine differences between the local and average structures,
the PDF method was employed to probe the evolution of the local structure, especially
for those at temperatures below 490 K. The PDF, denoted g(r) in the following formula,
describes all the interatomic distances present in the structure, and is obtained from the
total structure function S(Q) through the Fourier transformation45

1
g (r )  1 
Q[ S (Q)  1]sin(Qr )dQ
2 2 r 0 0
Because S(Q) includes both the Bragg and diffuse scattering intensities the PDF can
describe aperiodic as well as periodic structure. From 900K to 600K, the PDF calculated
(PDFGUI 1.0b) with the fitting parameters same as those in the Rietveld analysis shows
good agreement with the experimental PDF, indicating that the crystallographic
structure provides also a good description of the local atom arrangement above 600K.
Figure 8 is an example of the experimental PDF agreeing with the calculated PDF using
the Rietveld model at 820K. In Figure 8, within the basic cubic perovskite cell (around 4
Å), the two primary peaks correspond to Nb-O and Na-O are at r = 1.9 Å and r = 2.8 Å,
which indicates that Nb is at the center of an NbO 6 octahedron and there is no obvious
distortion in the unit cell.
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Figure 7. Diffraction fitting of NaNbO3
Observed (solid spheres), calculated (open circles), and difference (crosses) profiles
obtained after the Rietveld refinement of NaNbO 3 using the mixture of phaseswith
rhombohedra R3c group (70%) and orthorhombic Pbcm group (30%) at 15 K. Peaks
marked with arrows are the ones belong only to the R3c group according to the analysis
of GASA software.
TABLE I. Phase evolution of NaNbO3 at various temperatures
Temperature

Space group

Symmetry

930K
880K
820-770K
700K
600K
490-300K
190-15K

Pm3m
P4/mbm
Cmcm
Cmcm+Pbnm
Pbnm
Pbcm
Pbcm+R3c

Cubic
Tetragonal
Orthorhombic
Orthorhombic
Orthorhombic
Orthorhombic (AFE)
Rhombohedra (FE)
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When temperature is lowered to 490K, through the PDF analysis we find that the
structure model obtained by the Rietveld refinement actually shows very poor
agreement at small r, as shown in Figure 9, which suggests that for r < 5.2 Å the
structure is actually not in the Pbcm space group. The PDF provides the data for true
atomic distances which cannot easily be determined from the average structure analysis
by the Rietveld analysis. If we use the parameters for the low temperature phase R3c
group to refine all the atom positions and thermal factors, we can get excellent fit to the
PDF below 5.2 Å as shown in Figure 10. The same conclusion is obtained through the
PDF fitting from 490K to 300K. Therefore, in this range of temperature, the Pbcm space
group describes only the long-range symmetries and atomic positions. On the other
hand within the short range up to 5.2 Å, the correct local structure is surprisingly the
R3c space group. This size of the domain is slightly smaller than the rhombohedral R3c
unit cell, in which it keeps the character and symmetry of the R3c group, though
distorted. These small R3c domains gradually stack into the Pbcm space group through
the entire structure. Depending on the models resulted from the Rietveld refinement, the
a and b axis of the Pbcm unit cell rotate by 45° from those of the R3c unit cell; so it is
most likely that the atoms form twin structures (as the Na and O atoms shown in figure
11) in R3c domains and along its diagonal direction, the whole structure can result in
Pbcm symmetry. Moreover, the R3c space group is a ferroelectric phase while the
Pbcm space group is antiferroelectric, which means that the local domains in the R3c
group has a spontaneous polarization and they align in antiparallel arrangements to
revolve into the Pbcm group. Along the c axis, the length of the Pbcm unit cell (c =
15.48 Å) is about twice as the R3c unit cell (c = 7.82 Å) and about four times as the
elementary cubic cell (3.95 Å), so every basic polarized cell also form similar twin
structures to make the polarizations stack antiparallel through the whole structure as
shown in Figure 11.
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Figure 8. Local structure fitting of NaNbO3 at 820K
Neutron pair distribution function G(r) analysis of NaNbO3 at 820 K with the Cmcm
parameters from the Rietveld analysis. This phase is well described by the Cmcm
structure. Models obtained by the Rietveld analysis can fit the PDF from 930 to 600 K
quite well. This is an example that shows the accuracy of the Rietveld model at high
temperatures.

Figure 9. Local structure fitting of NaNbO3 at 490K
Neutron pair distribution function G(r) analysis of NaNbO3 at 490 K with the Pbcm group.
Note that this structure model can describe the PDF only above 5.2 Å.
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Figure 10. Local structure fitting of NaNbO3 at 490K
Neutron pair distribution function G(r) analysis of NaNbO3 at 490 K with the R3c group.
Note that this phase can describe the structure profile only below 5.2 Å.
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Figure 11. Structure of NaNbO3 at 490K in short range
(a) Atomic arrangement of NaNbO3 at 490 K. Yellow balls are Na, green balls are
niobium, and purple balls are oxygen. a’ and b’ are R3c axes and a and b are Pbcm
axes. (b) Construction of the basic cells (∼4 Å) and local polarizations. Every arrow
corresponds to a spontaneous polarization in an elementary perovskite cell.

It is traditionally considered that the spontaneous polarization in ferroelectric and
antiferroelectric phases of NaNbO3 originates from the distortion of the lattice and offcentered displacement of Nb atoms. Figure 12 shows the PDF of NaNbO3 at a very
short range, which is within the range of an elemental perovskite unit cell from 930 to
15K. We can see that the first peak, which corresponds to the Nb-O bond, is broad and
asymmetric but without a split down to 600K (six green curves shown in Figure 12). As
temperature falling down to 300K (four blue curves shown in Figure 12), the peak due to
Nb-O bond is separated into two subpeaks, one around r = 1.9 Å and the other around r
= 2.1 Å , and a Na-O bond peak appears at r = 2.4 Å as well. When the temperature is
above 600 K, where the structure is paraelectric, the Nb-O bond length is 1.95 Å and
the Na-O bond length is 2.8 Å. Therefore, in the antiferroelectric phases, the Nb atom in
the octahedral NbO6 is off-centered by 0.15 Å or 7.7%, while the Na atom in NaO8 is offcentered by 0.4 Å or by 14%. This means Na has even a larger off-centered
displacement than Nb, as shown in Figure 13, and both displacements contribute to the
formation of local dielectric polarization.
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Figure 12. Pair distribution function of NaNbO3
Neutron pair distribution function G(r) analysis of NaNbO3 from 930 to 15 K up to 4 Å.
Note that the result can be divided into three groups with the evolution of temperature:
900–600K (green lines), 490–300K (blue lines), and 190–15K (red lines). This indicates
that only two basic structural changes happen at a short range. Peaks resulted from NaO and Nb-O bonds are marked with arrows and obvious Nb-O bond lengths changes at
very short distance from 490 to 15K are also emphasized in the inset.
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Figure 13. Atom arrangements of NaO12 and NbO6
Depictions of NaO12 at 930K (left top) and at 15K (left bottom), and NbO 6 at 930K (right
top) and at 15K (right bottom) according to the PDF analysis. Na and Nb displacements
are exaggerated for clarity.

Figure 14. Local structure fitting of NaNbO3 at 15K
Neutron PDF analysis of NaNbO3 at 15K with R3c and Pbcm group coexistence model
from the Rietveld analysis. Note that the differences gradually vanish above 10 Å.
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Figure 15. Local structure fitting of NaNbO3 at 15K
Neutron pair distribution function G(r) analysis of NaNbO3 at 15K with only the R3c
group. Note that the differences are very small below 10 Å and begin to become
obvious above 10 Å.

Pair distribution function analysis at low temperatures
When NaNbO3 is cooled down below room temperature, it exhibits ferroelectric
behaviors due to the spontaneous polarization formed in its structure. A great deal of
research has been focused on the structure in this range of temperature, and it is
generally agreed that two phases, R3c and Pbcm, coexist. Our Rietveld analysis also
shows the coexistence of the two phases. Two-phase coexistence in a compound at low
temperatures usually signifies that at least one of the phases is metastable. The PDF
analysis explained why this occurred.
As shown in Figure 14, if we use the model obtained from the Rietveld refinement, the
PDF fitting confirms the two phase coexistence at r > 10 Å. However, it is clearly shown
in Figure 15 that below 10 Å, R3c is the only phase group that correctly describes the
local atomic distribution. Additionally, largest off-centering displacements of Na atoms
and the most significant distortions in Na-O-Na correlations are indicated (similar to that
shown in Figure 11), which is the result of the flexibility of Na atomic position. The
radius of sodium ion is very small (1.02 Å), 46 whereas it is surrounded by 12 nearest
oxygen atoms (1.40 Å in radius46) with the average Na-O distance of 2.79 Å. These
oxygen atoms form a cage with very large space for a Na atom to move around. Of
course, Nb atoms also have off-centered displacement, as believed conventionally. But
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the nominal ionic size of Nb (0.74 Å)46 is much larger for the volume of the octahedron
formed by the six oxygen atoms surrounding Nb. Thus the picture of Nb rattling in the
O6 cage is invalid.
Below 190 K, NaNbO3 falls in the ferroelectric state, with the parallel spontaneous
polarization. Again, if we compare the PDF in the very short range (three red lines in
Figure 12), namely within the size of the elemental perovskite unit cell, the splitting of
the first peak confirms the Nb-O variations in the NbO6 octahedra, one at r = 1.87 Å and
the other at r = 2.1 Å, which is attributed to the off-centered displacement of Nb atom.
Especially, the two Nb-O peaks are not identical and the ratio of their intensities is about
1.5. In some previous studies, Nb was considered tomove towards the [111] direction of
the NbO6. But in such a case the split Nb-O peaks should have the 1:1 intensity ratio.
Our PDF result seems to indicate that Nb moves towards a direction between (111) and
(110). Moreover, with the evolution of temperature below 190K, the peaks of Nb-O bond
lengths prefer to stay the same, but the Na-O bond correlation peak shifts very
significantly. During cooling, the amplitude of thermal vibration of Na becomes very
small, which leaves Na to more clearly off-centered positions. At 15K, two well-defined
Na-O peaks are formed at r = 2.4 and 3.1 Å, inferring that Na atoms have about 14%
off-centering from the center of the oxygen cage, much larger than the off-centering of
Nb atoms. Also, the ratio of the intensities of these two peaks is again about 1.5, though
the intensities are relatively small due to broadening of average Na-O correlations. That
means Na may have a similar direction of movement as Nb. The coincidence of Na and
Nb off-center displacements contribute to the formation of large dielectric polarization.
From 490 to 300 K, the space group at short range is always R3c, which is a
ferroelectric (FE) state. However, the structure over the long distance beyond 10 Å is
always antiferroelectric (AFE) with the Pbcm group symmetry. This can only mean that
nanoscale twins are formed in the R3c phase with the ferroelectric polarization changing
from one twin to another. Above room temperature, this kind of average AFE structure
appears through the whole lattice. Below 190 K, some of the FE domains are larger,
while much of the FE domains remain in the nanoscale twins, resulting in apparent
coexistence of the R3c and Pbcm phases.
The results of PDF fitting clearly indicate that the true ground state for the local structure
of NaNbO3 below 490 K is actually the R3c structure. It is the real phase of NaNbO3 at
low temperatures, but they tend to form nanotwins, resulting in the appearance of the
Pbcm phase at long ranges. It should be noted that if the twins are regularly spaced
they should result in superlattice diffraction, and a different structure with a large unit
cell. That such superlattice diffraction peaks are not observed implies the spacings of
nanotwins are irregular. As noted by Hendrick and Teller 47 for partially ordered layered
lattices of graphite, such irregular, random arrangement of twins can produce sharp
diffraction peaks with the average lattice structure, in this case Pbcm, rather than broad
diffraction patterns corresponding to the short structural coherence length.
The most probable cause of the formation of nanotwins is the low mobility of Na ions at
low temperatures. The off-centering of Na is quite large, as much as 0.4 Å, greatly
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contributing to large ferroelectric polarization. But at the same time the energy barrier to
move from one off-centered position to another must be significant, resulting in trapping
of Na ion in one of these off-centered positions at low temperatures. This makes
formation of large FE domains difficult, resulting in nanotwin states. The large barrier for
motion also explains the hysteric effect naturally without invoking the idea of quantum
paraelectricity.48 On the other hand, as we mentioned earlier, replacing Na with other
elements such as K can improve its ferroelectric and piezoresponse performance. The
ionic radius of K+ is larger than that of Na+ by 0.25 Å,46 reducing the off-centering to only
0.1 Å. The energy barrier for such a small off-centering is negligible, making K+ much
more mobile than Na+, although the contribution of K+ to ferroelectricity is smaller.
Apparently, the new lead-free ferroelectric materials27 were synthesized by improving
the mobility of alkali ion at the expense of losing some polarization, by partially replacing
Na by K.

Conclusions
In summary, we have discovered the local aspect of evolution of the structure and
space group of sodium niobate from 930 K down to 15 K through the combination of the
standard neutron scattering diffraction Rietveld analysis and the local pair distribution
function (PDF) study. The long range crystallographic phase undergoes six phase
transitions, through cubic, tetragonal, orthorhombic, and rhombohedral. However, the
study of the short-range structure demonstrates that in spite of such complexity there
are only three main patterns in the local structures, as shown in Figure 12. At high
temperatures (above 490 K), local dielectric polarization is absent. In the intermediate
temperature range (down to 300 K), Nb starts to become off-centered, but Na remains
centered. Only below 300 K, both Nb and Na become off-centered. The study of the
local structure brought further new information. Especially at low temperatures, where
NaNbO3 experiences antiferroelectric and ferroelectric transitions, our local PDF shows
that the short-distance structure is always in the R3c space group, which is actually the
real ground state. In the long range, however, the nanotwined structure of the R3c cells
brings the appearance of the Pbcm space group. Our discovery solves the longstanding controversies in numerous neutron studies of sodium niobate at low
temperature and explains why NaNbO 3 is a good base compound for promising new
ferroelectric materials that can substitute lead-containing toxicant materials.
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CHAPTER III
FERROELECTRICS/MANGANITES HETEROSTRUCTURES
After the discussion and elucidation of the physical origin and lattice structure of
ferroelectric oxides in the last chapter, the application of the switchable polarization of
ferroelectrics follows. Effective ferroelectric control of some functional oxides can lead to
remarkable physical phenomena. We move on to the field effect study in ferroelectric
and ferromagnetic heterostructures in both in-plane and out-of-plane directions in this
chapter.

Strongly coupled phase transition in ferroelectric/correlated electron
oxides heterostructures

Introduction
Sr-doped LaMnO3 (La1-xSrxMnO3, LSMO) has a rich phase diagram and exhibits a wide
spectrum of magnetic and electronic properties, mainly due to the strong coupling
among spin, charge, orbital, and lattice degrees of freedom. 49–51 The phase diagram of
LSMO reveals numerous different phases with increasing x (hole doping), as partially
shown in Figure 16(a): spin-canted insulator (C-I), ferromagnetic insulator (FM-I),
ferromagnetic metal (FM-M), and antiferromagnetic insulator (AF-I). The complicated
phase diagram manifests the material’s sensitivity to external stimuli, such as
thickness,52–56 strain,57–59 microstructure, and lattice distortion,60 in addition to chemical
doping and temperature. In particular, in the vicinity of its phase boundaries, for
instance x=~0.2, the phase of LSMO is most susceptible to a small perturbation and,
thus, even an insulator-metal transition (IMT) can be realized in controllable fashion.
As one of the controlling parameters, electric polarization in ferroelectrics can be
efficiently used to tune the characteristics of LSMO. In oxide heterostructures, it has
been frequently shown that the physical property of LSMO could be manipulated by the
neighboring ferroelectric layer.61–65 Even though the concept of ferroelectric field effect
seems promising, the direct probing of the field-induced change in electronic and
magnetic ground states with a conventional capacitor as a function of the polarization
direction has been rather limited due mainly to the following reason: It is practically
impossible to switch the polarization across a large area of a macroscopic ferroelectric
layer (typically several mm2) needed for DC transport and magnetic measurements,
since the required energy to switch the polarization is extremely high. Even if one could
reach the required energy level, the typical size of the top electrode should be relatively
small (in the order of 100 lm in diameter or less). Otherwise, when a larger capacitor is
used, a huge charging current due to a large RC time constant would hinder the reliable
ferroelectric switching. In addition, it is almost impossible to avoid unwanted pinholes or
particulates in thin films prepared by most physical vapor depositions. To overcome this
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problem, some studies used sub-micron-size field effect transistor and observed
ferroelectric switching dependent changes in the manganite layer in
ferroelectric/manganite heterostructures. 66 However, a clear IMT has not yet been
achieved with the ferroelectric polarization control, most probably due to additional
sample processes including nanolithography, which induces more complications to the
system. The absence of the experimental data hampered the understanding of the
detailed mechanisms for ferroelectric field effect. It is worthy of note that there have
been attempts to switch the polarization of the whole layer by using ambient gas 67 or
mechanical pressure,68 but the LSMO phase change using ferroelectric switching has
been rarely explored in such cases.
In this letter, we show that IMT can be realized in LSMO by capping the layer with a
ferroelectric PZT epitaxial layer. Correspondingly, the ferromagnetic phase transition
temperature (TC) and saturation magnetic moment (Ms) were also substantially tuned
depending on the doping level, indicating a clear crossover across the phase boundary
of LSMO by ferroelectric field effect. Comparison with nonferroelectric SrTiO 3 (STO) and
LaAlO3 (LAO) capping layers excluded other possible origins for the IMT in the LSMO
layer, besides ferroelectricity.

Measurements
A group of LSMO (with nominal x=0.2) heterostructures were epitaxially fabricated by
pulsed laser epitaxy on atomically smooth TiO 2-terminated (001) STO substrates. The
thickness of the LSMO layer was varied as 5, 10, and 30 nm. We then deposited 10nm-thick PZT, STO, and LAO ultrathin films as capping layers on top of the LSMO
layers. The samples were fabricated at 625°C in 100 mTorr of oxygen partial pressure.
A KrF excimer laser (λ=248 nm) with a laser fluence of ~1J/cm2 was used for ablating
sintered PZT and LSMO targets and single crystal STO and LAO targets. Typical
polarizations of our PZT thin films were ~80µC/cm2, with not much thickness dependent
fluctuations. Details on the growth condition can be found elsewhere. 69
Figure 16(a) shows a schematic diagram of our samples. The topography of a final
PZT/LSMO heterostructure was observed by atomic force microscopy (AFM), showing
an atomically flat surface and well-defined terraces, as shown in Figure 16(b). Note that
the growth of atomically flat, high quality heterostructures is a critical step towards
obtaining the high polarization in PZT, required for effective ferroelectric switching with
an ultrathin film.69 Also note that the image is after positive and negative ferroelectric
switching, which indicates that the surface topography is not influenced by the
ferroelectric poling. The phase images of the PZT film with LSMO as a bottom electrode
were measured by piezoresponse force microscopy (PFM) as shown in Figure 16(c).
The polarization was switched by a conductive AFM tip using +2.5 and -2.5 V. The PFM
image of the PZT film reveals that it has a single as grown ferroelectric domain with an
upward polarization direction and clear ferroelectric switching property. On the other
hand, the PFM images from the LAO/LSMO (Figure 16(d)) and STO/LSMO (data not
shown) heterostructures, which we have grown to validate the ferroelectric field effect,
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indicate that both LAO and STO layers are indeed non-ferroelectric. Temperature (T)dependent resistivity curves, ρ(T), were recorded by a physical property measurement
system (PPMS, Quantum Design Inc.). Ohmic indium contacts were ultrasonically
soldered to the samples’ corners in van der Pauw geometry and, then, gold wires were
bonded to the contacts as schematically shown in Figure 16(a). T and magnetic field
dependent magnetization curves, M(T) at 200 Oe and M(H) at 10K, were recorded
using a 7 T superconducting quantum interference device (SQUID, Quantum Design
Inc.) magnetometer.
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Figure 16. Schematics and surface condition of manganites films and heterostructures
(a) Left and right images represent schematic drawings on a PZT/LSMO heterostructure
and a LSMO thin film on STO, respectively. The electrodes for in-plane van der Pauw
transport measurements were contacted to the LSMO layer. The image in the middle
shows a part of the phase diagram of La 1-xSrxMnO3. (b) Topographic image of a PZT(10
nm)/LSMO(5 nm) heterostructure deposited on a (001) STO substrate, showing an
atomically smooth surface with clear step-terrace structure. (c) PFM image of PZT on
bottom electrode LSMO showing clear ferroelectric switching in the PZT layer. The
contrast was produced by a conductive AFM tip under +2.5V and -2.5 V, for downward
() and upward (ʘ) domains, respectively. Region I correspond to as-grown
background, and Regions II and III correspond to positively and negatively poled
regions, respectively. (d) PFM image of a LAO on LSMO showing no piezoresponse.
The scale bars on the images correspond to 400 nm.
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Results and Discussions
When more holes are doped into LSMO (i.e., x is increased) near x=0.2 across the
phase boundary, we can expect two different phenomena as illustrated in Figure 16(a):
The system will undergo an IMT and the magnetic TC will increase with increasing x.
Figure 17 demonstrates that by observing these two phenomena, we could successfully
control the phase of LSMO not through chemically adding extra holes, but by
electrostatically using a ferroelectric capping layer. As shown in Figure. 17(a), the bare
LSMO film exhibited a highly insulating ρ(T) behavior with a TC of ~200K (marked with a
triangle). On the other hand, the PZT/LSMO heterostructure exhibited a metallic ρ(T)
behavior over a wide range of T. Surprisingly, ρ(T) was decreased by at least four
orders of magnitude at ~70K by capping with the PZT layer. This ratio seems to be
further increased at lower T (the bare LSMO’s resistivity at lower T was above the
instrumental limit.) The TC was also increased substantially to~250 K, as expected from
the field doping. The increase in ferromagnetic TC by the ferroelectric layer was
confirmed by the M(T) curves as shown in Figure 17(b). Furthermore, an evident
increase in Ms in the LSMO layer, from 2.06 to 3.71 µB/Mn, was observed with PZT
capping, as shown in the M(H) curves in the inset of Figure 17(b).
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Figure 17. Electronic and magnetic properties of various ferroelectric heterostructures
Transport and magnetic properties of ultrathin (5 nm) LSMO films with different capping
layers of PZT, STO, and LAO. Tc is marked with a triangle. (a) Temperature-dependent
resistivity for LSMO with 10 nm capping layers. (b) Temperature-dependent
magnetization of LSMO and LSMO with 10 nm capping layers thereon measured at 200
Oe. Inset shows magnetic hysteresis loops for corresponding samples measured at 10K.

It is obvious that the boundary condition of LSMO changes with ferroelectric capping,
and this strongly affects the physical properties of the layer. In particular, the upward
ferroelectric polarization of the as-grown PZT layer (see Figure 16(c)) will attract more
holes to the PZT/LSMO interface. Consequently, the carriers will be accumulated near
the interface to screen the electric field, as schematically shown in Figure 16(a). The
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increased hole density would increase the conductivity of the LSMO layer, eventually
crossing the insulator-metal phase boundary. There can be an alternative picture, which
does not necessarily contradict with the previous scenario. Note that both FM-I and FMM phase domains coexist for LSMO near x=~0.2. 70,71 The hole accumulation due to the
ferroelectric field effect would enhance the population and/or size of the FM-M phase
domains, bringing the system above the percolation limit to exhibit the metallic behavior.
The increased TC evidently supports this idea, because the increased magnetic double
exchange interaction results in the increased fraction of FM-M phase domains.
In order to confirm that the large change in the physical properties of the LSMO layer is
actually resulting from the ferroelectric layer, we deposited non-ferroelectric capping
layers (STO and LAO) instead of PZT. As shown in Figure 17, ρ(T), M(T), and M(H)
curves of LAO/LSMO are very similar to those of bare LSMO with no capping layer. This
clearly illustrates that a non-ferroelectric layer does not change the electrostatic
boundary condition in LSMO as compared to air (i.e., non-capping situation). On the
other hand, the results on the STO/LSMO heterostructure deviated slightly from the
bare LSMO, although the change was weaker than that for PZT/LSMO. While more
detailed study is required to exactly determine the role of STO capping layer, we
suggest a charge transfer across the interface as one of the origins of the change in the
physical properties in STO/LSMO. In particular, STO is known to easily supply oxygen
to the LSMO surface that possibly has an oxygen deficient dead layer. 72,73 Thus, the
changes in ρ(T) and TC in STO/LSMO might be related with the fact that some of
oxygen defects in LSMO were compensated by interfacing with STO. In addition, cation
intermixing or doping to the interface between the LSMO and STO might also be
possible. However, it is unlikely based on our atomically flat topography and welldefined x-ray reflectivity fringes, indicating a rather sharp interface.
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Figure 18. Thickness dependent electronic and magnetic properties of PZT/LSMO
LSMO thickness dependent transport and magnetic properties of LSMO films with 10
nm-thick PZT capping layers. T c for LSMO/STO and PZT/LSMO/STO heterostructures
are marked with empty and solid triangles, respectively. Temperature-dependent (a)
resistivity and (b) magnetization for 5, 10, and 30 nm LSMO with and without PZT
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capping layers. Inset shows the magnetic hysteresis loops for corresponding samples
measured at 10 K.
We further studied the dependence of the ferroelectric field effect on the thickness of
LSMO. If the ferroelectric PZT layer has the largest influence near the PZT/LSMO
interface, the effect will decrease as the LSMO thickness increases. Figure 18(a) shows
ρ(T) of 5, 10, and 30 nm of LSMO with and without a PZT capping layer. It certainly
shows that the change coming from the PZT capping decreases as LSMO thickness
increases. For bare LSMO, the resistivity was increased with decreasing thickness.
When the thickness of the LSMO layer was smaller than 10 nm, i.e., for 5 nm LSMO,
the film became highly insulating, suggesting that the critical thickness for the metallic
LSMO is between 5 and 10 nm. A similar thickness dependent transport behavior has
been reported for LSMO with x=0.3 thin films,51 where they suggested a loss of a
conducting percolation path for LSMO layers thinner than ~3.2 nm. Those x=0.3 LSMO
films have more stable FM-M phases compared to the case of x=0.2 reported here,
which could explain the difference in the critical thicknesses. However, the same
argument can be applied for the x=0.2 LSMO films. When these LSMO films are capped
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with PZT, ρ(T) decreases regardless of the LSMO thickness. However, the effect was
the largest for the 5 nm LSMO film, the thinnest among studied here. While other
contributions such as compensation of surface dead layer and/or prevention of carrier
depletion due to capping layer might also play some role, it is evident that the
ferroelectric field effect is the largest near the interface of PZT/LSMO interface with the
thickness of several nanometers. Figure 18(b) shows the magnetic properties of the
samples. It shows an increase in T C and Ms with PZT capping, but again, the amount of
change decreases with increasing LSMO thickness. We note that M(T) curves for 30 nm
LSMO with and without the PZT capping layer are different from others, i.e., it seems to
show two different transitions with decreasing T. While it requires a detailed study on
the magnetic property, we suggest that the strain relaxation leading to some lattice
distortion in the thicker film might be attributed to such an exotic behavior.
Figure 19 summarizes the transport and magnetic properties of LSMO and PZT/LSMO
heterostructures, as a function of the LSMO thickness. The resistivity ratio between
PZT/LSMO heterostructure (ρPZT/LSMO) and LSMO film (ρLSMO) clearly increased as T
decreased. As expected, the resistivity ratio of the 5 nm-thick LSMO increased most
rapidly. Surprisingly, at 50 K, we could obtain a resistivity ratio greater than five orders
of magnitude, by extrapolating the ρ(T) for the bare 5 nm LSMO. The extrapolation was
done by fitting the curve using the Arrhenius function, which could fit other insulating
curves (10 and 30 nm) of LSMO at low temperature quite well. Figure 19 also shows the
change in TC (∆TC,=TC,PZT/LSMO-TC,LSMO) between PZT/LSMO and LSMO, for different
LSMO thicknesses. For 5 nm-thick LSMO, the change in TC due to ferroelectric capping
is increased by ~50 K. Finally, Ms ratio at 10 K, at 0.2 T between PZT/LSMO and LSMO
(Ms,PZT/LSMO/Ms,LSMO) is shown. The strongest effect of ferroelectric layer is again shown
from the thinnest LSMO film, enhancing Ms as large as twice. These results clearly
indicate that the phase of LSMO is most susceptible to the ferroelectric polarization near
the interface of PZT/LSMO.

Conclusions
In summary, substantial changes in transport and magnetic property of LSMO ultrathin
films under the influence of ferroelectric polarization have been reported. As compared
to the bare LSMO thin films, PZT/LSMO heterostructures showed a large modulation of
resistivity, magnetic phase transition temperature, and saturation magnetization.
Moreover, we have confirmed that an insulator-metal transition transition in manganites
can be achieved when the manganite layer is sufficiently thin as the field effect is
dominantly active near the interface, driven by ferroelectric polarization. Therefore, our
unambiguous observations on the ferroelectric field effect control could aid
understanding and controlling functional oxide heterostructures, opening a door to
realizing oxide electronic devices such as ferroelectric field effect transistors and nonvolatile data storage.
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Tunneling Electroresistance Induced by Interfacial Phase Transitions
in Ultrathin Oxide Heterostructures

Introduction
In quantum electronics, an ultrathin insulating layer sandwiched by two metallic
electrodes serves as a tunnel junction (TJ), where electrons pass through the barrier by
the quantum tunneling process. Depending on the selection of electrode materials, a
wide range of TJs can be designed and utilized for various purposes. For example,
semiconductor tunnel diodes are used for amplifiers and frequency converters, 74
magnetic TJs for magnetic detectors in hard disks, 75 and superconducting TJs utilizing
the Josephson effect for magnetometer applications. 76 Recently, an upsurge of interest
has focused on electrically-induced large resistance changes by using TJs with
ferroelectric (FE) insulating barriers, displaying the so-called tunneling electroresistance
(TER) effect (see Figure 20a).77,78 The spontaneous polarization of the FE barrier is
predicted to affect the tunneling behavior in FE tunnel junctions (FTJs) through the
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Figure 20. Interfacial phase modulation by FE.
(a) Schematic representation of Metal/FE/CEO TJs. Energy band diagrams of FTJs at
zero external bias are also drawn for two polarization directions. The carrier population
is controlled by the direction of the polarization, which yields either hole accumulated
(top) or depleted (bottom) state in the CEO layer. (b) Phase diagram of bulk LSMO
varying x [Ref. 91]. Near x ~ 0.20, TC changes the most with x (dTC/dx ~ 1300), near x ~
0.50 the change is less drastic (dTC/dx ~ –800), and near x ~ 0.33 it is the smallest
(dTC/dx ~ 300).
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interface effect,79 inverse piezoelectric response,80,81 and modification of the band
structure of the FE barrier,82 resulting in a bi-stable state for non-volatile switching.
Correlation between the FE polarization orientation and the tunneling conductance due
to the change of electrostatic potential across the FE layer has also been observed in
FE oxide heterostructures.77,83-86 This FE field induced modulation of the TER can be
particularly interesting when the FE layer is combined with correlated electron oxides
(CEOs) as the metallic electrodes. Up to now, however, the role of the metallic
electrode (the CEO layer in the heterostructure) has often been ignored or
underestimated in explaining the TER effect. While an electronic phase modification in
the electrode by a neighboring FE layer has been theoretically predicted in seminal
work by Tsymbal and collaborators,77,87 there have been only few experimental efforts
to attest those predictions.88,89 This is largely due to the absence of a direct FE control
on both the electronic and magnetic states of the CEO layer, even though electric-field
controlled modifications of the magnetism or magnetic-field dependent resistivity
changes have been observed in oxide heterostructures. 90 Since the modification of the
CEO state should naturally accompany drastic changes in the physical properties of the
heterostructures, this approach encompasses great potential for novel device
applications, which could effectively utilize CEO phase modifications by controlling the
FE polarization (Figure 20a).

La1-xSrxMnO3 (LSMO) is a hole-doped CEO and an excellent model system to explore
the above-described effects because its electronic and magnetic phases are highly
susceptible to a small change in doping (Figure 20b).91 Therefore, a strongly coupled
phase modulation could significantly influence the TER magnitude. An ultrathin LSMO
was chosen as the CEO layer to maximize the effect and to convincingly confirm the
expected effects by investigating both its electronic and magnetic properties. We note
that, while LSMO thin films have been frequently used as bottom electrodes in FTJs in
some previous studies, its contribution to the junction transport has never been fully
appreciated.83,85,92,93 In this work, we systematically investigate the coupled phase
modulation in the oxide heterostructure by varying the nominal composition x in LSMO
(x = 0.20, 0.33 and 0.50). PbZr 0.2Ti0.8O3 (PZT) has been chosen as the FE layer owing
to its large remnant polarization (typically, our highly polar PZT film has a remnant
polarization, Pr = ~80 μC/cm2, without much thickness dependent variations.). 94 It is also
worth noting that a large polarization is indispensable to strengthening the coupling
across the heterointerface without the dielectric breakdown typically found in non-FEcontaining field effect devices.94 Schematics of heterostructures and corresponding
energy band diagrams are shown in Figure 20a to illustrate the main ideas. When the
FE polarization is upward, the carriers (holes) in LSMO become accumulated due to the
spontaneous electric field at the interface. Conversely, when the polarization is
downward, a hole-depleted state is realized. In addition to the different shape of the
PZT band due to the polarization reversal, the hole depleted/accumulated-state yield a
substantial change in the in-plane and out-of-plane transport properties in FTJs. Even
more importantly, the hole depletion/accumulation could trigger the crossing of a phase
boundary of LSMO (Figure 20b), providing us with another degree of freedom which
could largely amplify or even reverse the TER effect.
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Measurements
All samples were in-situ grown by pulsed laser epitaxy on atomically smooth TiO2terminated SrTiO3 substrates at 625 °C in 100 mTorr of oxygen. The growth at the high
pressure oxygen partial pressure ensures the quality of our ultrathin heterostructures
with chemically abrupt interfaces,107 as confirmed by Z-contrast scanning transmission
electron microscopy. A KrF excimer laser (λ = 248 nm) with a laser fluence of ~1 J/cm2
was used for ablating sintered PZT and LSMO targets. Details on the growth condition
can be found elsewhere.94

A combination of nanoscale polarization and local conductance were mapped by PFM
and CAFM. Clear FE response of hysteretic piezoresponse and switching behavior
were observed with a single as grown FE with an upward polarization direction. ρ(T)
curves were recorded by a 14 T physical property measurement system (PPMS,
Quantum Design Inc.). Ohmic indium contacts were ultrasonically soldered to the
samples’ corners in Van der Pauw geometry and, then, gold wires were bonded to the
contacts. M(T) curves at 200 Oe were recorded using a 7 T superconducting quantum
interference device (SQUID, Quantum Design Inc.) magnetometer. The structural
quality of the heterostructures was investigated by x-ray diffraction and scanning
transmission electron microscopy. For the later, we used the state-of-the-art JEOL ARM
200 CF, which was equipped with two aberration correctors (CEOS) and a cold fieldemission gun, routinely achieving a spatial resolution of 0.8 Å. The range of collection
angle of 68 to 280 mrad was used for high-angle annular dark-field imaging.

The model calculations were done using a 4×4×12 lattice with twisted boundary
conditions (TBC) in plane, and open boundary conditions (OBC) perpendicular to the
film. In order to eliminate the surface termination effect on the ferroelectric switching, a
mixed surface termination (50%) of LSMO has been used for the calculations. The TBC,
with a 6×6 k-mesh, can reduce finite size effects.108 Several dielectric constants from 20
to 180 were used and all give qualitatively similar results, although the screening length
depends on the dielectric constant value. With regards to the t2g spins, a FM
background for x = 0.20 and 0.33 and an A-AFM background for x = 0.50 were adopted
to calculate the electronic distribution (Figure 24).95 To account for the interfacial phase
transitions, the system energies are compared between the original spin t2g
backgrounds and those obtained by switching the background to the competing state,
as done in Refs. 78 and 79. For example, in the x = 0.50 case with FE polarization
pointing to the LSMO, four interfacial LSMO layers become FM when using JAFM = 0.1t0,
where JAFM is the superexchange coefficient and t0 is the DE energy unit (~0.5 eV).91,103
Note that, in Figure 24, the changes in the hole density can be very large particularly for
the first layer in our idealized calculation. However, our results should be considered
only an upper bound on the density modifications that can be achieved by the influence
of the FE component. In particular, issues such as the lattice distortions in the vicinity of
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the interface have not been considered in our effort. For more details the reader should
consult Ref. 30.

Results and Discussions
The impact of the FE polarization on the electronic and magnetic state of the LSMO
layer could be clearly observed from the in-plane transport and magnetic properties of
our heterostructures, as summarized in Figure 21. Since it was impossible to switch the
as-grown polarization on the macroscopic scale necessary for the in-plane
measurements, we compared the results of various LSMO ultrathin films with (upward
polarization) and without (no polarization) a PZT capping layer. As previously reported,
the spatial extent of the ample FE polarization effect is limited to only a few
nanometers.96 Therefore, we focused on heterostructures with an ultrathin LSMO layer
(5 nm). The polarization direction of the as-grown PZT was upward, so the LSMO film
with PZT capping layer should have a hole accumulation state. This would shift the
LSMO phase to the increased doping side, i.e. to the right in Figure 20b. The
temperature dependent resistivity, ρ(T), curves in Figure 21a shows that x = 0.20 LSMO
indeed exhibits a remarkable polarization-induced insulator-to-metal transition. In the
case of the PZT/LSMO heterostructure, the drastically reduced ρ(T) value, the
increased ferromagnetic (FM) Curie temperature (TC), and the increased magnetization
coherently indicate the modification of the electronic and magnetic state of LSMO from
a FM insulator to a FM metal by the FE polarization. Note that the strong FE field effect
control, yielding here, e.g. a 100,000 fold change in resistivity at 50 K, is solely related
with the polarization of our PZT film. 96 Such a huge change in resistivity by FE
polarization is amongst the largest ever reported.88 On the other hand, Figure 21c
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shows results for x = 0.50 LSMO displaying an opposite trend to that of x = 0.20 LSMO:
ρ(T) now increases with the FE field induced doping. While it was rather difficult to
determine TC from the suppressed temperature dependent magnetization M(T) curves
due to the antiferromagnetic (AFM) phase of the highly doped LSMO, the TC estimation
from the peak in the ρ(T) curves (denoted as triangles) shows a slight decrease in TC
with the PZT layer on top of the LSMO layer. Note that the suppressed changes in TC
compared to those of x = 0.20 LSMO might be due to the reduced slope value of the xdependent TC curve, as shown in Figure 20b: the slope near x = 0.50 (~ –800) is only
about 60% of the value near x = 0.20 (~1300). Based on the results for x = 0.20 and
0.50 LSMO, it can be further expected that x = 0.33 LSMO should display less
pronounced changes than the other compositions in the electronic and magnetic
properties by the FE field induced doping. Indeed, as shown in Figure 21b, the changes
in ρ(T) due to the PZT capping are weaker when compared to the heterostructures with
x = 0.20 and 0.50 LSMO. The overall changes in the in-plane physical properties clearly
indicate that the FE field doping is an efficient way to controlling the phase of the CEO
layer,63 which could substantially influence on the TER effect in the oxide
heterostructure, as discussed later.

Figure 22 shows the polarization direction dependent tunnel currents, or TERs in a
PZT/LSMO (x = 0.20) heterostructure. Figure 22a shows a piezoresponse force
microscopy (PFM) phase image of the sample at room temperature, which was poled
with an incrementally increasing dc poling bias. The gradual change in the applied
voltage used in switching the polarization direction shows that the coercive voltage is ~2
V. The conducting atomic force microscopy (CAFM) image for the corresponding area is
shown in Figure 22b. The current map was collected at a tip bias voltage (–1.5 V). A
distinct contrast has been observed in the current map, where the upward FE
polarization of PZT leads to a significantly higher current. While a portion of the CAFM
image includes noisy current spots due to instrumental limitations (see Supporting
Information for more detail), the clear correlation between the PFM phase and CAFM
images serves as a convincing proof that the FE polarization plays an important role in
determining the tunneling current through the heterostructure. 83,84
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(a) Voltage-dependent PFM phase image of a PZT/LSMO (x = 0.20) heterostructure at
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In addition, the overall tunneling behavior depends on the thickness of the ferroelectric
layer.49 At the thin limit, direct quantum tunneling can be expected, while FowlerNordheim tunneling governs the out-of-plane transport for samples with thicker PZT
layers. More detailed discussions on the tunneling behavior can be found in Supporting
Information. The current ratio in our heterostructure (x = 0.20) between the upward and
downward FE polarizations was obtained as a function of the PZT thickness, as shown
in Figure 22c. It exhibited a peak around 7 nm of PZT. This behavior implies that there
is an optimal thickness of the FE layer for the largest TER effect. When the thickness of
the FE layer was too thin, the tunneling current was very large even for downward
polarization, so the contrast seemed to be diminished. Also, as the PZT thickness
approaches the critical thickness of ferroelectricity, the polarization decreases due to
the enlarged effect of the depolarization field. 98,100 Since an increased polarization
should result in a larger TER effect,52 the decreased TER effect for thinner PZT might
also be attributed to weakened ferroelectricity and increased leakage currents. On the
other hand, when the PZT thickness is larger than ~10 nm, tunneling through the PZT
layer would become extremely difficult, which again decreases the TER ratio. This
reduction is caused by the exponential decrease of the tunneling probability as the
thickness of the barrier layer increases. Note that the TER ratio for our PZT/LSMO
heterostructure with the optimal PZT thickness (7 nm) is at least 30,000%. The actual
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value could be larger, but due to instrumental limitations, we calculated the ratio with the
measurable minimum current level of 10 pA. The TER ratio is significantly larger than
those reported in other heterostructures, 84,85,91,93,101 or comparable with some previous
reports.83,86,102 Note that in those studies, the TER effect was solely attributed to the FE
layer. Therefore, the large TER effect in our optimized PZT/LSMO heterostructure
unveils the important role of the CEO layer. As observed from the in-plane transport in
Figure 21a, the modified phase of LSMO due to the FE polarization largely amplifies the
electroresistance effect. Note that using non-FE oxides such as LaAlO3 for the PZT
layer or SrRuO3 for the LSMO layer have revealed no such huge electroresistance
effect, suggesting that the phase modulation in the CEO layer is mostly responsible for
the observed TER effect.

More importantly, we believe that the LSMO CEO layer could play a more crucial role
than the PZT FE layer for the electroresistance effect in the heterostructures. To
examine this idea, we varied x in our LSMO layer deposited prior to the PZT layer (10
nm in thickness). Figure 23 shows CAFM images for x = 0.20, 0.33, and 0.50 in LSMO,
taken at room temperature. A typical PFM phase image representative for all
PZT/LSMO heterostructures confirmed the good ferroelectricity of PZT as shown in
Figure 23a. It consistently displayed both positively and negatively poled domains with a
clear contrast, regardless of x. On the other hand, the resultant TER effect observed
from the CAFM image was strikingly different. For the x = 0.20 heterostructure, as
already shown in Figure 21, the upward (downward) polarization resulted in a
significantly high (low) tunneling current. Surprisingly, for the x = 0.50 heterostructure,
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this TER trend was completely reversed. As shown in Figure 23d, for x = 0.50, the
upward (downward) polarization resulted in a low (high) tunneling current, with a
similarly distinct contrast in the current level as in the x = 0.20 heterostructure. On the
other hand, the x = 0.33 heterostructure showed similar trends as the x = 0.20
heterostructure, but the contrast between the current level for the upward and
downward polarizations was substantially suppressed.

In these regards, it is worthwhile mentioning again that the FE polarization in the PZT
layer induces a hole-accumulated or -depleted state in LSMO near the interface. These
changes in the hole carrier density near the interface could drastically alter the
electronic and magnetic states of LSMO, especially when x is near a phase boundary.96
The distinctly different phase of LSMO would of course change the boundary condition
at PZT/LSMO interface dramatically, influencing the tunneling current that we observe in
the CAFM measurement. Note also that the x = 0.20 and 0.50 LSMO heterostructures
are in the vicinity of different phase boundaries. In fact, x = 0.20 and 0.50 transit,
respectively, from insulating and metallic phases to metallic and insulating phases by
hole accumulation. Since the metallic (insulating) phase of LSMO would increase
(decrease) the tunneling probability across the heterostructure, the opposite trend in the
CAFM can be easily understood by taking into account the polarization-induced
modulation of electronic states in LSMO. Furthermore, the x = 0.33 LSMO is in the
middle of the metallic phase which manifests that the FE field effect on the LSMO layer
is weakened. Note that this suppressed contrast is in agreement with what most
previous reports have observed with x ~ 0.30 LSMO or SRO.84,85

Some of the effects described here have been further verified by theoretical
calculations. A microscopic model Hamiltonian was employed to simulate the
depletion/accumulation of holes on the CEO side of the structure. More specifically, the
Hamiltonian contains the standard two-orbital double-exchange (DE) term
supplemented by an electrostatic potential originating from the surface charge of PZT
that is expected to induce a redistribution of eg electrons in LSMO.103 The FE
polarization of PZT was modeled via a surface charge (±0.8 electrons/unit cell) attached
to the LSMO interface, a reasonable and widely-accepted procedure.103 Afterwards, the
eg profile and screening potential in LSMO were calculated self-consistently by
diagonalizing the DE Hamiltonian and solving the Poisson equation for the electrostatic
field.103 The localized spins in the DE model were assumed to be FM for x = 0.20 and
0.33, and A-type AFM (A-AFM) for x = 0.50, or paramagnetic (PM), i.e. disordered for all
the values of x studied here. Note that the results for the change in carrier populations
were found to be quite similar leading us to conclude that the observed hole
redistribution is dominated by electrostatics. As shown in Figure 24 and discussed
previously, the screening effect on the LSMO layer is mostly restricted to just a few
layers from the interface.96 Although the screening length depends on the LSMO
effective dielectric constant used, the qualitative tendencies are unambiguous: when the
FE polarization points away from the LMSO layer, the interfacial eg density is
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prominently decreased (i.e. holes are accumulated). In contrast, the interfacial hole
density is suppressed when the FE polarization points towards the LSMO layer. The FE
modulation of the eg density near the interface is expected to modify the interfacial
physical properties of LSMO significantly, in accord with well-established Mn-oxide
theoretical phase diagrams and also with a recent prediction. 104 This interfacial phase
transition will induce drastic changes in both the in-plane conductance and the out-ofplane tunnel current 87. In fact, considering the x = 0.50 heterostructure as an example
and using proper superexchange coupling, our calculation shows that the interfacial
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Figure 24. FE field control of interfacial charges.
The theoretical depth profile showing the changes in the eg electronic density for
upward (Q = –0.8) and downward (Q = 0.8) polarizations for compositions x = 0.20, 0.33
and 0.50. The spin configurations in the DE model were selected as FM for x = 0.20 and
0.33, and A-AFM for x = 0.50. Two different dielectric constants (ε1 = 20 and 180) have
been used to compare the degree of FE control. These idealized calculations show that
the electronic density modifications in the first and second layers can indeed be very
large, compatible with the experimental results. Our theoretical results define an upper
bound of what could be achieved experimentally, since effects such as lattice
reconstructions at the interfaces have not been incorporated. In the Supplementary
Information, results for PM spin configurations are presented as well, showing that the
amount of hole doping does not change much with the spin configuration.
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LSMO layers may become FM instead of the original A-AFM ground state order.79 The
possible interfacial FM to A-AFM phase transition in the x = 0.20 heterostructure will
give rise to the opposite effect. Note that our calculations were performed for the ground
state, namely at zero-temperature. Nevertheless, the results are overall in good
agreement with the experimental observations. Moreover, since the amount of hole
doping is similar for FM, A-AFM, and PM spin configurations, the latter to be expected in
the high temperature state of LSMO, our results are useful to understand the large TER
ratio of the FE/CEO junctions (see Supplementary Information for the PM result). The
substantial modifications in the eg electronic density observed in our simplified model
system indicate that the local phase transitions in LSMO near the interface can indeed
be potentially dramatic, and this effect could be utilized for amplified electroresistance or
other electronic devices that require large ON/OFF ratios.

Our combined experimental and theoretical observations robustly indicate that the
modulated phase in LSMO is the key factor to control the TER, but the following
additional details should also be considered for a deeper understanding of the system.
First, the thickness of the LSMO should be carefully controlled, in addition to the PZT
thickness, as it significantly influences the current ratios. As the LSMO thickness
approaches the ultrathin limit, LSMO tends to exhibit the behavior of a film with a
smaller doping.105,106 Since our LSMO ultrathin films are only 5 nm thick, they could
behave as less-than-nominally doped films. (Note that the thickness dependence could
vary with the doping level x in LSMO) Although it would be rather difficult to quantify this
thickness influence, the effect would simply shift the LSMO layer to a lower doping
value in the vicinity of the phase boundaries of x = 0.20 and 0.50 LSMO. Thus, this is
not a serious problem. Second, the depletion width for the carrier depleted state for the
downward PZT polarization should be considered as well. This would be especially
important for future quantitative analyses, as the depletion width could change for
different electronic phases of LSMO. Since the depletion width would directly affect the
tunneling probability across the heterostructure, it is an important parameter to be
considered. Third, due to the phase changes in the LSMO layer, the PZT layer can be
inversely affected. For example, drastic modifications in the boundary condition could
alter the depolarization field, which could directly affect the FE polarization. Finally,
intrinsic phase separation tendencies in the manganite layers could also be an issue to
consider in real materials.

Conclusions
In conclusion, we have demonstrated that TER in ultrathin FE/CEO (PZT/LSMO)
heterostructures is determined by phase transitions in the interfacial state of LSMO
induced by the FE polarization. This coupled phase modulation was confirmed using
LSMO layers with compositions near the phase boundaries. The largest TER ratio was
obtained for LSMO x = 0.20, reaching a ratio > 30,000%. This implies that the
polarization induced phase transitions in the LSMO layer play the most important role in
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determining the value of the TER. Our effort not only provides a comprehensive
understanding of the electroresistance behavior in strongly coupled systems, but also
contributes to the exploration of nanoscale highly sensitive non-volatile electronics, in
which two different tunneling resistances define the logic states by the influence of the
FE polarization.
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CHAPTER IV
FERROELECTRICS/CUPRATES HETEROSTRUCTURES

Since the resistance switch and tunneling electroresistance effect have been
successfully demonstrated in PZT/manganites heterostructures and insulator-to-metal
transition in LSMO is induced by field effect, we describe the results of the
measurements on the PZT/cuprates heterostructures in this chapter, in order to study
the insulator-to-superconductor transition in cuprates. Because the high-temperature
superconductors have complicated structures and electronic properties, a group of
external factors have huge influence on SC. So we discuss the strain and oxygen effect
on cuprates first and then move on to the field effect on SC.

Epitaxial strain and oxygen stoichiometry effect on superconductivity
of cuprates

Introduction
Since the discovery of high-temperature superconductivity (HTS) in the cuprate oxides
in the 1980’s109, it has been generally believed that the superconductivity occurs within
the copper oxide plane, CuO2. Although the deep underlying mechanism of HTS has
been a continuing controversial topic, it is well-known that the crystal lattice has a strong
influence on superconductivity.110-112 Since lattice change can be introduced by external
stress, it has been found that the superconducting transition temperature (T c) is affected
under high stress, in which it decreases when the stress across CuO 2 plane while
increases along the plane.113-115 Therefore, due to the complete opposite effects of
stress along a and c directions, in which ƏTc/Əa > 0 and ƏTc/Əc < 0, epitaxial strain
becomes a more reliable parameter to study the lattice effects upon superconductivity.
Thus La2-xSrxCuO4, evolving from an insulator to a superconductor when carriers are
doped into the CuO2 plane, is a very good candidate for strain effect studies, because
its superconductivity is rather sensitive to the ratio of a and c.116 A consensus has been
achieved in numerous investigations that compressive strain increases T c, even beyond
the bulk value (Tc = 40 K), while the tensile strain suppresses it.117-120,122 The main
reasons are ascribed to the elongation along the c direction which results in change in
electrostatic potential on Cu, suppression of the low-temperature tetragonal phase121
and change in the charge stripes 122. Besides strain, large enhancement or even
initiation of superconductivity is also found by inserting additional oxygen in the LSCO
lattice.123-126 According to the three-band Hubbard model for LSCO127, holes reside on
the oxygen band; therefore excess oxygen redistributes carriers over the Cu-O
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network.128, 129 This has created a large interest in introducing post-growth oxidation in
synthesis of LSCO films, because it is considered that the simplex parameter, such as
strain, is not enough to fully increase the superconductivity. It was found that oxygen
annealing can promote superconducting properties in undoped or lightly doped LSCO
films.125, 130 Up till now, a systematic determination of strain in conjunction with oxygen
influences on LSCO has not been fully studied. In this chapter, we describe the results
of the study both on the effects of strain and oxygen content on the optimally doped
LSCO(x=0.15) and find that these two parameters are strongly coupled. Moreover,
deeper understanding of energy preference of oxygen vacancies and lattice changes
due to reduction and oxidation has been investigated in theoretical calculations.

Results and Conclusions
In order to systematically investigate the influence of strain and oxygen stoichiometry on
LSCO, we have deposited optimally doped La 1.85Sr0.15CuO4films on (001)-orientated
LaSrAlO4 (LSAO), LaAlO3 (LAO), (LaAlO3)0.3(Sr2AlTaO6)0.7 (LSAT), and SrTiO3 (STO)
substrates by pulsed laser deposition (PLD). We have also varied the thickness of
these films to determine the onset of superconductivity for the respective strained states.
The details of the growth conditions are described later. The optimally doped
LSCO(x = 0.15) has a tetragonal structure with the in-plane lattice constant a = 3.777 Å.
Hence, LSCO films are under biaxial tensile stain on STO (a = 3.905 Å), LSAT
(a = 3.868 Å) and LAO (a = 3.79 Å) with lattice mismatch of 3.27%, 2.35%, 0.34%
respectively, and under compressive strain on LSAO (a = 3.755 Å) with -0.56%
mismatch. The θ−2θ X-ray diffraction pattern reveals (00l) peaks, which clearly shows
that our LSCO films are epitaxially grown in the c-orientated direction. Moreover,
reciprocal space mappings (RSM) of X-ray patterns confirm that 0.34% mismatch from
LAO and −0.56% from LSAO are fully strained states in LSCO samples, even when the
film is thick enough. But even less than 1% variation in aLSCO is sufficient to lead to
drastic changes in the LSCO films. While the huge mismatch from LSAT and STO
cannot easily persist in the LSCO films, in which tensile strain is substantially reduced
due to lattice relaxation, to the value even smaller than that grown on LAO.

Because the electronic structure is one of the most determinant criteria of
superconductors, the transport properties of these strained LSCO films are studied. The
in-plane sheet resistances of these films were determined using a physical properties
measurement system (PPMS, Quantum Design Inc.). Figure 25a is a summary of the Tc
of LSCO films with varying thickness on each of the substrates. Among all the samples,
the electronic state of LSCO starts from insulating due to the carrier depletion effect in
ultrathin samples which is quickly suppressed in thicker films. The LSCO evolves from
an insulator to a superconductor as the thickness increases closer to the bulk value. It is
clearly shown in figure 1a that the onset T c of all superconducting films are
approximately 7 K, but when the epitaxial strain evolves from compressive to tensile,
the thickness is dependent on Tc at a faster rate. Moreover, the onset thicknesses of
LSCO under different strain states vary from one another. When 0.56% compressive
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strain is applied from LSAO substrates, the onset thickness is 10 nm, while it exceeds
100 nm with 0.34% tensile strain on LAO. When the tensile strain is relaxed on LSAT
and STO substrates, the onset thickness is reduced to 50 nm and 30 nm. Therefore,
when the tensile strained films are significantly relaxed, the onset thickness also
decreases drastically. The results match the traditional view that tensile strain kills the
superconductivity while compressive strain promotes it. In thin film studies, it is
considered that the profound influence from epitaxial strain is resulted from

Figure 24. Strain dependent Tc and oxygen stoichiometry induced lattice change.
(a)Thickness dependence Tc of LSCO(x=0.15) films grown on LSAO, LAO, LSAT and
STO substrates (b) Out-of-plane lattice constants of 20 nm thick LSCO(x=0.15) asgrown, annealed in oxygen and vacuum films on LAO substrates.
the change in the apical Cu-O bond length116, 131, 132. However, in some x-ray absorption
studies, it is found that the in-plane Cu-O bond is the determinant factor for the
superconductivity.133, 134 Based on those controversial explanations, it is indicated that
the mechanism of strain effect on superconductors are not easily determined from the
lattice modulation, so more parameters should be involved.

In addition to strain, oxygen stoichiometry has also been reported as a crucial factor for
superconductivity in cuprate oxides. As reported in earlier studies, post-annealing in
highly oxidizing atmospheres such as ozone-oxygen mixtures is introduced to
sufficiently increase Tc in LSCO. And it is discovered that such post-growth treatment
can insert extra oxygen atoms into interstitial positions, which has larger influence on
underdoped cuprates than optimally doped ones. 125 Since it is well known that
oxygenation effect in oxides is usually accompanied with lattice alteration which also
43

creates strain effect, we assume that oxygenation and strain can interact with each
other. So we introduce a strain-dependent oxygen content study on LSCO by
performing post annealing process on LSCO films to explore comprehensive
understanding of the dependence of these two factors. The lattice change of the tensile
(LAO) and compressive (LSAO) strained LSCO during post annealing is shown in
Figure 25b. Here, the in-plane constants are fixed by stress, and the c lattice parameter
is possible to be altered by oxygen sponge. And we found that in compressive strained
case (LSCO/LSAO), little variation resulted from oxidization process. On the contrary,
under tensile strain films have large lattice parameter changes along the c direction,

Figure 25. Strain and oxygen content control of superconductivity.
Temperature dependent sheet resistances of LSCO(x=0.15) as-grown, annealed in
oxygen and vacuum films (a) on LAO substrates (b) on LSAO substrates

in which large expansion during oxidization and contraction during oxygen reducuction
process are seen. Furthermore, the oxygen annealing temperature is extremely
important for lattice expansion. For the same annealing time, the greater the
temperature, the more increase is introduced to the c lattice constant in LSCO films.
Longer oxidation time fails to bring more change into the system. Therefore, tensile
strain makes the cuprate lattice rather sensitive to oxygen sponge while compressive
strain stabilizes the oxygen sublattice of the cuprate very well. Especially, the trend of
lattice change is contrary to that in perovskite oxides in which contraction is found in
oxidization process due to attraction of electron cloud by extra oxygen. But our
unreasonable lattice changes still have some clues in earlier studies. Even though it has
been briefly explained that expansion during oxygenation is ascribed to interstitial
oxygen insertion and contraction in oxygen reduce is resulted from removal of apical
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oxygen15, we need deeper exploration to determine whether it is really the case in our
LSCO(x=0.15) systems.

In-plane transport measurements of these annealed and as-grown LSCO films have
also been carried out. The data are shown in Figure 26. Altering the oxygen content via
post-annealing affects not only the structural properties but the sheet resistance as well.
The as-grown LSCO is 20 nm, which is thin enough to sustain the full strain from the
substrates, during vacuum annealing at 500 °C and 10-4 Torr, the resistivity is increased
by more than one order of magnitude. During oxygen annealing at 200 °C 400 Torr O2,
the resistivity is reduced by more than two orders of magnifude. As the oxidization
temperature increases up to 400°C, the resistivity decreases and eventually the film
becomes superconducting near 12 K. Bearing this in mind, the oxidization temperature
is the most critical factor to lower the oxygen migration barrier in tensile-strained films.

Figure 26. Carrier density modulation mediated by strain states.
Carrier densities of LSCO(x=0.15) under tensile and compressive strain. The dashed
line corresponds to the linear relationship of strain state and carrier density.

While for LSCO under compressive strain, superconductivity is retained, regardless of
vacuum or oxygen post-annealing. These results are consistent with the lattice change
trend during annealing, revealing an ‘oxygen sponge’ behavior of LSCO where tensile
strain can move oxygen in and out of the lattice easily while compressive strain may
retain it under all post-annealing environments.
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It is very evident from these studies that epitaxial strain is strongly coupled with the
oxygen stoichiometry. In our studies, especially those shown in Figure 26, oxygen can
easily move in and out of the cuprate lattice in tensile strained films and difficult to tune
electronic properties of compressive strained cuprate films. This indicates that the
acknowledged discovery that tensile strain kills the superconductivity is not only due to
lattice modulation (the change in Cu-O bond length) as reported, but also because that
it triggers the change in oxygen stoichiometry of LSCO. Therefore tensile strain will
facilitate oxygen vacancy formation in LSCO films, which is an important reason why
superconductivity is easily suppressed under vacuum annealing. While the LSCO films
are fully oxidized under compressive strain which can sustain the oxygen content.
Moreover, in tensile-strained cuprates, the oxygen diffusion barrier is lowered, and then
oxygen migration through the lattice becomes much easier. So epitaxial strain can tune
the oxygen content in LSCO and modify the oxygen migration across the lattice as well.

Figure 27. Preferential site for oxygen vacancy formation and lattice response of oxygen
vacancy formation.
(a) Strain dependent formation energies of equatorial and apical oxygen vacancies (b)
Strain and oxygen vacancy site dependent c lattice constants change.

Since a subtle change in oxygen stoichiometry can result in notable difference in the
holes doped into LSCO, we carried out carrier density measurements on LSCO to
further confirm the strong coupling between epitaxial strain and oxygen content. As
shown in Figure 27, the carrier densities of LSCO films grown on different substrates
with varying thicknesses have been summarized. The epitaxial strain is calculated from
the mismatch between the in-plane lattice constants of the film and bulk value. When
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LSCO films are fully strained, as grown on LAO and LSAO, the strain is maintained for
large thicknesses. When the film is partially strained (grown on LSAT and STO), the
extent of the relaxation has a large fluctuation as the film grows thicker. The carrier
densities of tensile strained LSCO change significantly as a function of the degree of
strain. When tensile strain is relaxed about 0.3%, the carrier density is increased
roughly 30 times from the fully strained state, which indicates that the carrier density
and the strain have almost a linear relationship. This illustrates that the carrier density in
cuprate films is strongly correlated with the epitaxial strain, which is due to the change
in oxygen content.

even though we believed that under tensile strain oxygen vacancies are formed and
oxygen migration is eased, deeper insights of the oxygen sublattice in LSCO should be
developed. For one thing, according to the symmetry of LSCO, there are two possible
positions for oxygen vacancies to reside: equatorial (in CuO 2 plane) and apical
(perpendicular to CuO2 plane) positions. So the question of where the oxygen
vacancies triggered by tensile strain is located has been raised. For another, the
abnormal lattice change during oxidization and oxygen reduction processes needs
explanation. Although the expansion along the out-of-lane direction in oxygenation has
been understood by inserting oxygen into interstitial positions so far, it cannot
completely be convinced due to our observations. Since we suppose that intrinsic
oxygen vacancies are induced in tensile strained LSCO films, the oxygen is more likely
to fill the vacancy positions rather than staying in interstitial positions. Furthermore, the
Hall measurements of as-grown and annealed films show that carrier density is
changed with oxygen moving in and out. But the interstitial oxygen is known to be highly
mobile, but it is difficult to contribute to the modulation of the carrier concentration. In
order to find reasonable answers to this puzzle, Density Function Theory (DFT) is
carried out, as shown in figure 28.

Through these theoretical calculations, it was found that the oxygen vacancy is always
more stable under tensile strain for both apical and equatorial positions. The formation
energy of apical oxygen vacancy is around 6 eV which is much higher than the
formation energy of equatorial oxygen vacancy which is around 3 eV. From these
results, we conclude that there is a preferential formation of oxygen vacancies within the
CuO2 plane in the equatorial position as opposed to the apical position. This discovery
is also a good illumination that tensile strain is a hindering factor of superconductivity.
Moreover, we found a similar trend of lattice change in DFT calculations as in our
experimental measurements. Regardless of the type of strain, tensile or compressive,
when oxygen vacancy is located in the equatorial position, the c lattice constant
becomes smaller than the bulk value while it is larger than the bulk value when oxygen
vacancy is in the apical position. This result verifies that the tensile strain triggers
equatorial oxygen vacancy formation.
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Conclusions
In conclusion, our experimental studies consistently show that epitaxial strain is strongly
correlated to the oxygen stoichiometry in LSCO as shown by the dramatic effects upon
the superconductivity. Tensile strain facilitates oxygen vacancy formation within the
equatorial positions which has not been previously determined. Moreover, tensile
strained LSCO films exhibit a remarkable oxygen sponge behavior while compressive
strain does not. Though the underlying reason of lattice expansion and contraction
according to oxidation and oxygen reduction is not well understood, these results bring
more comprehensive understanding on superconductivity.

Superconductivity induced by field effect in overdoped cuprates
Introduction
The superconducting cuprate oxides have a complicated phase diagram and are quite
sensitive to external stimulus due to the strong electron correlation. The ground state of
cuprates can be manipulated through a slight variation of carrier concentration, which
results in drastic change in physical properties. Besides chemical doping, electrostatic
effect, especially through ferroelectric control, is also a useful tuning method, because it
is a controllable and reversible. The ferroelectricity induced carrier population change,
which leads to drastic phase transitions, has been studied in many functional oxides
materials. In previous studies, it has been demonstrated that ferroelectric control can
effectively induce superconductivity and tune the critical temperature T c.
In the La2-xSrxCuO4 (LSCO) system, the superconductivity is influenced by many factors,
such as the low temperature tetragonal phase, charge stripes, strain states and so on. It
has been reported that superconductivity can be created in undoped and lightly doped
region by compressive epitaxial strain or by ozone annealing, in which abnormal high T c
appears when Cu-O bond length is modulated or extra oxygen is inserted into the lattice.
But these methods unavoidably introduce defects and disorder in the crystal when
superconductivity is turned on. Moreover, interface superconductivity has been
observed in undoped and overdoped cuprates heterostructures, although the underlying
reason has not been uncovered yet. But deeper exploration on this heterostructure has
found that this superconductivity resides in the undoped layer. Therefore, nearly all of
the induced superconductivity evolves from the undoped antiferromagnetic insulator
phase. Thus it is likely that the strong spin correlation in the antiferromagnetic phase is
required for the formation of Cooper pairs. Up till now, field effect induced
superconductivity has not been observed and the possibility of superconductivity in
overdoped phase has not been tested. In this report, we demonstrate the ferroelectric
introduced superconductivity in the overdoped cuprates LSCO (0.4). We also show that
the superconductivity can be easily turned on and off by different polarization directions
of PZT in PZT/LSCO heterostructures.
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Results and Discussions
In order to test the field effect on the superconducting state and T c, we deposited a
group of LSCO (0.15) and Pb0.8Zr0.2TiO3 (PZT) heterostructures by pulsed laser
deposition on (001) LaAlO3 (LAO) and SrTiO3 (STO) substrates. The typical
polarizations of PZT were around 80µC/cm2, with little thickness fluctuation. The details
on the growth can be found elsewhere. The spontaneous polarization and
ferroelectricity of PZT is determined by piezoresponse force microscopy (PFM) as
shown in Figure 29 The polarization was switched by a conductive AFM tip using the
applied field of +5 and -5 V. The PFM phase images of PZT grown on LAO shows that it
has a single domain with downward switchable polarization.
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Figure 28. Ferroelectric switch of superconductivity
(a) T-dependent sheet resistance curves of LSCO (0.15) and PZT 10nm/LSCO (0.15)
100nm on LAO substrate (b) PFM image of PZT/LSCO (0.15) heterostructure on LAO
and the dark blue region corresponds to -5V poled region while the light blue region
corresponding to +5V pole region (c) T-dependent sheet resistance curves of LSCO
(0.15) and PZT/LSCO (0.15) 15nm on STO substrate (d) PFM image of PZT/LSCO
(0.15) heterostructure on STO
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The temperature (T)-dependent sheet resistance curves, R(T), of these samples were
recorded by a physical property measurement system (PPMS, Quantum Design Inc.).
The 100nm LSCO (0.15) on LAO is superconducting, with Tc around 8K. Thinner films
are insulating due to tensile strain from the LAO substrates. Its R(T) curve is
comparable with the samples capped by a 10nm PZT layer. The result reveals that we
can successfully turn off the superconductivity not by tuning chemical doping but
through the field effect from a ferroelectric capping layer. The downward polarization in
PZT can introduce electron doping in the underneath layer LSCO (0.15), which leads to
the superconductor-to-insulator transition.
On the contrary, when we grew the PZT/LSCO heterostructures on STO substrates, the
as-grown PZT is also in single domain but with upward polarization as shown in the
PFM phase image in figure…. The opposite direction of polarization is probably due to
difference in the strain from the substrate or the termination, but the exact reason is not
very clear yet. The LSCO on STO is 15nm thick, under tensile strain and in the oxygendeficient state (as mentioned in the strain effect study of the cuprates). So this LSCO
layer is off from the optimally doping phase but resides in the lightly-doped region; and
when PZT is deposited above LSCO with upward polarization (PZT/LSCO
heterostructures), LSCO returns back to a superconductor. Therefore, the upward
polarization effectively induces the hole accumulation in the LSCO films and turn on the
superconductivity.
Since the modulation of superconductivity in optimally doped cuprates can be realized
by the polarization of PZT, we further tested this effect on overdoped cuprates. When
cuprates is in the overdoped region, it is known as a Fermi liquid, in which high carrier
concentration and weakened electron correlation have annihilated the superconductivity.
So a group of LSCO (0.4) and PZT heterostructures on LAO substrates were
synthesized. As mentioned above the PZT deposited on LAO has an downward
polarization with single domain, and can trigger electron doping in the underneath layer.
The LSCO (0.4) layer is fixed at 20nm and PZT layers are varied as 5, 10 and 30nm.
The sheet resistance curves R(T) of these samples are shown in figure 30.
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Figure 29. Interface superconductivity of PZT/LSCO
(a)T-dependent sheet resistance curves of LSCO (0.4) 20nm and PZT/LSCO (0.4)
20nm heterostructures, and the thicknesses of PZT vary as 5, 10 and 30nm. (b) Tdependent magnetization curves of 100nm LSCO(0.15) and PZT 30nm/LSCO (0.4).

It is clear that the ferroelectric capping layer brings drastic modulation to the conducting
properties of the overdoped cuprates. Even under ultrathin PZT film (5nm), nearly 2
orders of magnitude change in sheet resistances can be realized in the LSCO (0.4)
layer. Though the LSCO becomes more conducting, it still shows a semiconducting
behavior. When PZT is increased to 10nm, the transport property of LSCO becomes
metallic, in which the resistance is reduced as temperature decreases. A trend of
resistivity to fall down is shown near 5K, which indicates the possibility to trigger
superconductivity in the overdoped cuprates. And finally in PZT 30nm/LSCO (0.4)
heterostructures, the insulator to superconductor transition is introduced at the interface
by the field effect, with Tc around 15K. Therefore, as the thickness of PZT film increases,
the polarization in the ferroelectric layer becomes stronger, and when the field effect is
large enough, superconductivity can be turned on in the over-doped metallic phase
region of cuprates.
Besides the electronic behavior, another important criteria of superconductor is
diamagnetism. So the T dependent magnetic moment curves, M(T) at 100Oe and 2K, of
the cuprates heterostructures were recorded using a 7 T superconducting quantum
interference device (SQUID, Quantum Design Inc.) magnetometer. M(T) curves of the
PZT 30nm/LSCO (0.4) and 100nm LSCO (0.15) are compared in figure (b). They show
that the Tc of LSCO (0.15) is around 8K while the PZT/LSCO (0.4) has a T c around 15K,
so these results support the T c revealed in R(T) curves. Furthermore, the interface
superconductor has a stronger diamagnetism, because the magnetic moment drops
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Figure 30. Thickness dependent properties of LSCO(0.4) and PZT/LSCO(0.4)
(a) T-dependent sheet resistance curves of LSCO (0.4) films and the thickness varies
as 5, 10, 20, 30, 40 and 50nm. (b) T-dependent sheet resistance curves of LSCO (0.4)
5, 20, 40nm and PZT 30nm/LSCO (0.4) heterostructures

To further study the dependence of ferroelectric field effect on the thickness of
LSCO (0.4), we grew a group of LSCO (0.4) films, whose thicknesses are varied as 5,
10, 20, 30, 40, 50nm. R(T) curves of these samples reveal that transport properties of
LSCO(0,4) evolve from insulating to metallic as the thickness grows, as shown in figure
31 The critical thickness is around 30nm. When LSCO (0.4) film is thinner than 30nm, it
behaves as an insulator due to carrier depletion; and when it is thicker than 30nm, it is
metallic and the resistance decreases as the temperature drops. We then deposited
PZT of 30nm on top of the 5, 20 and 40nm LSCO (0.4) films. The bare 5 and 20nm
LSCO (0.4) are all insulating but the R(T) curves show that their resistances decrease
by more than 2 orders of magnitude when they are covered by PZT. With the cover of
PZT the 20nm LSCO (0.4) becomes superconducting while the sheet resistance of 5nm
LSCO (0.4) shows a slight increase below 50K. Moreover, the bare 40nm LSCO (0.4) is
metallic, and when it is under the field effect, the resistance is reduced by around one
order of magnitude. So the field effect on LSCO is similar as what we discussed on
LSMO in chapter 3; the carrier population change happens only in the few layers of the
film underneath.
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Conclusions
In summary, drastic changes in the electronic properties of LSCO films under the
influence of ferroelectric polarization have been demonstrated. The effects from the PZT
with opposite electrical polarization reveal that superconductivity of the optimally doped
cuprates LSCO (0.15) can be turned on and off. Moreover, this field effect can introduce
even the insulator-to-superconductor transition in the overdoped cuprates LSCO (0.4).
This interface superconductor has strong diamagnetism and high susceptibility. The
ferroelectric control is effective only in few layers of the cuprates film. Our observations
demonstrate the possibility of superconductivity in overdoped region of cuprates, which
brings broader application of field effect devices and more comprehensive
understanding of interface superconductivity.
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CHAPTER V
CONCLUSIONS

In conclusion, we performed neutron scattering on NaNbO 3 to probe the local and
global structures of this ferroelectric material. The six phases with varying symmetries
are determined from the average structures of this compound. Then the pair distribution
function (PDF) studies have shown that the local structure is different from the longrange lattice structure and elucidated how it finally determines spontaneous polarization
in ferroelectrics. The application of the field effect of ferroelectric oxides are investigated
in ferroelectrics/manganties and ferroelectrics/cuprates heterostructures. Drastic
change in resistivity by more than 4 orders of magnitude has been achieved in ultrathin
PZT/LSMO heterostructures, which triggers insulator-to-metal transition and
magnetization enhancement in LSMO. In addition, we find that the strongest coupling of
ferroelectric resides in the thinnest bilayers. Then the switching on and off of
superconductivity by spontaneous polarizations are demonstrated in the
heterostructures of PZT and optimally doped cuprates. Most importantly, the interface
superconductivity is introduced by field effect for the first time in overdoped cuprates
which is originally in the Fermi liquid and metallic phase region.

The comprehensive understanding of the ferroelectricity in the compound NaNbO 3
brings us a deeper view at the atomic scale of the polarization formation, which has not
been known for a long time, because attention has always been focused on the longrange structure. This discovery opens the possibility to find more lead-free ferroelectric
compounds and enables better use of ferroelectric materials. The successful
demonstration of the field effect induced phase transitions in PZT/LSMO and
PZT/LSCO, as well as the colossal tunneling electroresistance effect in PZT/LSMO offer
possibilities of promising device designs in the electronic industry, which can also
benefit the industry of information technology.
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