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Abstract 
Artificial Intelligence (AI) systems are increasingly dependent on machine learning 
models which lack interpretability and algorithmic transparency, and hence may not be 
trusted by its users. The fear of failure in these systems is driving many governments to 
demand more explanation and accountability. Take, for example, the “Right of 
Explanation” rule proposed in the European Union in 2019, which gives citizens the 
right to demand an explanation from AI-based predictions. Explainable Artificial 
Intelligence (XAI) is an attempt to open up the “black box” and create more explainable 
systems which create predictive models whose results are easily understandable to 
humans. This paper describes an explanation model called ExplainEx which 
automatically generates natural language explanation for predictive models by 
consuming REST API provided by ExpliClas open-source web service. The classification 
model consists of four main decision tree algorithms including J48, Random Tree, 
RepTree and FURIA. The user interface was designed based on Microsoft.Net 
Framework programming platform. At the background is a software engine automating 
a seamless interaction between Expliclas API and the trained datasets, to provide 
natural language explanation to users. Unlike other studies, our proposed model is 
both a stand-alone and client-server based system capable of providing global 
explanations for any decision tree classifier. It supports multiple concurrent users in a 
client-server environment and can apply all four algorithms concurrently on a single 
dataset, returning both precision score and explanation. It is a ready tool for 
researchers who have datasets and classifiers prepared for explanation. This work 
bridges the gap between prediction and explanation, thereby allowing researchers to 
concentrate on data analysis and building state-of-the-art predictive models. 
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