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Introduction 
An experiment is a question which 
science poses to Nature, and a 
measurement is the recording of 
Nature's answer.  
M. Planck   
 
In the past decades, the generation of high magnetic fields and the investigation of 
various magnetic phenomena governed by those fields have become a matter of 
considerable scientific interest. A dozen scientific laboratories all over the world have 
succeeded in developing high magnetic field facilities. One of the newest laboratories is the 
Dresden High Magnetic Field Laboratory where pulsed magnetic fields up to 60 T are 
generated. It is very difficult to perform the measurements under the extreme conditions of 
short measuring times in the presence of electromagnetic noise and mechanical vibration 
caused by the field pulse. This leads that high-field research is intrinsically 
multidisciplinary merging ideas from physics, mathematics, engineering and computer 
science. 
Measurements of magnetotransport phenomena such as magnetoresistance and Hall 
effect can give information about electronic properties of metals such as the Fermi-surface 
cross-section and the charge-carrier concentration, since the current originates from states 
near the Fermi surface. Research using high magnetic fields is critical to undercover the 
secrets of high-temperature superconductivity. It is fundamentally important to understand 
the behavior of the upper critical field of these materials at low temperature. The 
magnetoresistance measurements can give indirect access to the magnetic order in the 
materials where a strong interplay between electron transport and magnetization is present, 
for example in ferromagnetic manganite materials.  
 The first part of this work is dedicated to the development of the magnetotransport 
measurement system. It has been elaborated combining electrical engineering, computer 
science and digital signal processing involving the application of sophisticated numerical 
calculations.   
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An essential point was to assess the developed system for its applicability to 
materials that extremely differ in their initial resistances (from 1 mΩ up to several tens 
of kΩ).  
A further central point is the investigation of various magnetotransport phenomena. 
These are (i) the irreversibility field and the upper critical field of modified high-Tc 
YBa2Cu3O7−δ superconductors; (ii) Shubnikov-de Haas oscillations in semimetals; 
(iii) magnetoresistance effects in different types of ferromagnetic manganite thin films. 
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1 Fundamental Aspects 
1.1 Generation of High Magnetic Fields 
The history of the study of magnetic effects and their applications goes back to 
ancient days.  “Certain bodies, as, for instance, the iron ore called loadstone, the earth itself, 
and pieces of steel which have been subjected to certain treatment, are found to possess the 
following properties, and are called Magnets.” This wrote J. C. Maxwell at the beginning of 
the introduction to his fundamental manuscript “Treatise on Electricity and 
Magnetism” (1855).  At that time, in the 19th century, the study of magnetic and electrical 
effects became more intensive [1]. Many natural phenomena have a magnetic character that 
became a stimulus for various investigations. Natural magnetic fields have a range from 
very small values (intergalactic space 10−13 T, earth 10−4 T) up to extremely high values 
(black holes 105 T, neutron stars 1010 T) [1]. 
Magnetic field is a powerful tool for studying the properties of matter because they 
couple directly to the electronic charge and magnetic moments of the protons, neutrons and 
electrons from which matter is made. This gave an incentive to develop various techniques 
for generating high magnetic fields [2, 3, 4]. Current high-field magnets can be classified 
with respect to the methods used to generate the magnetic field [5]. These include: 
 Steady-state magnets  
 Controlled Waveform magnets  
 Non-destructive pulsed magnets  
 Destructive magnets for megagauss fields  
The steady-state magnets include permanent magnets (up to 2 T), resistive magnets 
and superconducting coils. The superconducting magnets are extensively used in many 
laboratories all over the world since they are commercially available and do not require 
large electrical power and cooling capacity. The maximum magnetic field is limited by the 
critical current density and mechanical properties of the superconducting material. Current 
superconducting coils operate up to about 20 T. The breakthrough in the development of 
steady-state magnets was made by Francis Bitter, who designed a water-cooled stack of 
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“Bitter plates” consisting of a sequence of copper and insulating plates with cooling holes. 
The maximum field achieved in current Bitter magnets is 33 T. A hybrid magnet consisting 
of a Bitter magnet nested in a superconducting coil can provide fields of up to 45 T [6, 7].   
The controlled waveform magnets operate for periods of less than 1 s. The 
pioneering prototype for these magnets is the 40 T magnet that was build at the University 
of Amsterdam [4, 8]. The major drawback of these facilities is the enormous cooling 
capacity required to compensate the strong energy dissipation due to Joule heating in the 
magnet and, as a consequence, the large required electrical power of about 3−40 MW [9, 
10]. These steady-state and controlled waveform magnets provide an opportunity for 
research in static or quasi-static fields. For example, these are the measurements of 
chemical and biological reactions in magnetic fields [11]. 
In the last decade several laboratories issued the challenge to develop a non-
destructive 100 T facility [12, 13], one of them is the Dresden High Magnetic Field 
Laboratory. The non-destructive magnet uses a multilayered wire-wound coil. Usually the 
pulsed field is formed due to discharging a capacitor bank into the coil circuit. A typical 
non-destructive pulsed magnet is energized by a capacitor bank, which has a stored energy 
in the range of 0.1 to several MJ. At present advanced non-destructive magnets can 
generate fields up to 80 T (65 T for user coils) in bore diameters of 10−25 mm and with 
pulse durations of the order of 10 ms [14]. The non-destructive pulsed magnet operates 
close to the limit where strong magnetic forces on the conducting materials or extensive 
heating will destroy the coil. The main requirement for the conductor wires is the optimum 
superposition of high mechanical strength, high electrical conductivity and sufficient 
ductility [15]. The latest scientific efforts concentrate on developing high-strength copper-
based conductor materials [16]. These are microcomposite Cu-Ag [17], Cu-Nb alloys [18] 
and Cu-based macrocomposite strengthened by the use of a steel jacket [19]. Currently one 
of the exploitable conductor materials is Glidcop consisting of copper mixed with 
about 1 % aluminum oxide [20]. The maximum field and the service time of a coil are 
strongly correlated with the development of stronger wires and reinforcement as well as 
with the progress in manufacturing technology and predictive computations. Several 
pulsed-field laboratories design and build their own coils and now some of those are 
commercially available. Various physical investigations can be realized using non-
Fundamental Aspects 7
destructive pulsed magnets. For example, these are magnetotransport, magnetization, 
magneto-optics, resonant ultrasound, magnetostriction [21], nuclear magnetic 
resonance [22] and heat-capacity measurements [13]. For each type of measurements data-
acquisition systems and corresponding mathematical algorithms for data processing are 
developed. 
Fields in excess of 100 T are generated by magnets, which are usually destroyed in 
a short time interval (of the order of a microsecond or less) by the combined effect of 
magnetic force and Joule heating. Some parts of the measurement system are destroyed, 
too. Destructive magnet techniques include the single-turn coil (up to 300 T) [23], 
electromagnetic flux compression (up to 750 T) [24] and explosive flux compression (up to 
2800 T) [25]. Only few laboratories in the world manufacture such magnets and provide 
measurement facilities owing to the security, technical skill and cost requirements.  
1.2 Magnetotransport Effects 
… only electrons and a magnetic field. 
H. L. Stoermer “Nobel lecture” 
 
The nature of different microscopic phenomena can be probed by the investigation 
of macroscopic material parameters. For example, one of the most important effects of a 
magnetic field on electrons in a crystal lattice is the formation of Landau levels. This gives 
rise to resistance oscillations in metallic materials that is termed Shubnikov-de Haas effect. 
Measurements of this effect give information about quasiparticles on the Fermi surface. In 
superconducting materials exhibiting zero-resistance below the critical temperature, the 
applied magnetic field can result in an increase of the resistance restoring its normal state.  
Magnetoresistance is the phenomenon of a material changing its electrical 
resistance R caused by an applied magnetic field H. Usually the magnetoresistance (MR) is 
defined as the ratio  
MR (H) = 
0
0)(
R
RHR −
, (1)
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where R0 is the electrical resistance of the material without an applied magnetic field, 
H = 0.  Non-magnetic metals have a small ordinary magnetoresistance owing to the Lorentz 
force on the electron trajectories due to the applied magnetic field. The electrons thus 
undergo more collisions with impurities or phonons, which increases the resistivity. In 
ferromagnetic metals and alloys, an anisotropic magnetoresistance (AMR) is observed. 
The AMR originates from the spin-orbit interaction between the conducting electron and 
magnetization carriers, and, as a consequence, the resistance depends on the relative 
orientations of the electric current and the magnetization. The magnetic field range in 
which the AMR effect occurs is governed by the field needed to change the direction of the 
magnetic moment. For example, permalloy (Ni80Fe20) films, which are presently employed 
in sensor applications, exhibit an AMR effect of 1−2 % in a field range of mT. The 
discovery of giant magnetoresistance (GMR) in 1988 was to a great extent due to the 
significant progress in thin-film deposition techniques, which made it possible to fabricate 
layers of various materials with a nearly monolayer precision [26, 27]. The origin of the 
GMR effect derives from spin-dependent scattering of the conduction carriers within the 
magnetic layers or at the boundaries of the magnetic layers. Nowadays, the largest 
technological application of GMR is in the data storage industry. In addition to ordinary, 
anisotropic and giant magnetoresistance, there also exists colossal magnetoresistance 
(CMR). The discovery of the CMR effect in the 1990s [28] following the preparation of 
high-quality thin films of doped manganite perovskites, such as La3−xCaxMnO3 and 
La3−xSrxMnO3, has stimulated numerous investigations of their structure, transport and 
magnetic properties. The CMR effect can be extremely large resulting in a resistance 
change of a few orders in magnitude. In ferromagnetic metallic layers separated by a thin 
insulating spacer layer, a tunneling magnetoresistance (TMR) is observed. In the case of 
GMR, CMR and TMR the magnetic field causes a decrease of resistance, i. e. according 
to (1) MR(H) is negative. Magnetoresistance effects – AMR, GMR, CMR, TMR – combine 
both tremendous technological and scientific potential. 
The Hall effect was discovered already in 1879 by Edwin Hall. He found that a 
voltage – the Hall voltage – appears across a conducting material when an electrical current 
is flowing along it in the presence of a perpendicular magnetic field.  The origin of the Hall 
effect can be understood by classical electrodynamics: the presence of the magnetic field 
Fundamental Aspects 9
exerts a sideward Lorentz force onto the charge carriers. The Hall resistivity is the ratio 
between the Hall voltage and the applied current density. The resistance and the Hall effect 
are often described by longitudinal ρxx and transverse ρxy resistivities, respectively. The 
subscripts xx and xy originate from the way in which the voltages Uxx and Uxy are measured 
with respect to the applied current: I II Uxx and I ⊥Uxy, respectively. If the question of 
interest is only the longitudinal resistance, then the index is usually omitted. The Hall 
resistivity is defined as ρxy = µ0H·RH, where RH  is the Hall coefficient [29], and calculated 
according to: 
en
H
xy ⋅
µ−=ρ 0 . (2)
Here H is the applied magnetic field, n is the charge-carrier density and e is the electron 
charge. In metals and semiconductors, the Hall effect has become a standard tool for the 
determination of charge-carrier densities. Entirely new phenomena appear when the Hall 
effect is studied in two-dimensional electron systems at very low temperatures (a few 
degrees above absolute zero) and with high magnetic fields. In 1980 the German physicist 
K. von Klitzing showed experimentally that the Hall conductivity in such systems does not 
vary evenly, but exhibits step-like plateaus. For his discovery of what is termed the integer 
quantum Hall effect von Klitzing received the Nobel Prize in Physics in 1985 [30]. A new 
and entirely unexpected discovery was made at the beginning of the 1980's when a research 
team at Bell Laboratories found plateaus corresponding to the fractional numbers 1/3, 2/3, 
4/3, 5/3, 2/5, 3/5, 4/5, 2/7..... multiplied by the constant e2/h, where h is Planck’s constant. 
This was the discovery of the fractional quantum Hall effect [31]. All these phenomena 
occur at low temperatures and at high magnetic fields. 
1.2.1 Shubnikov-de Haas Oscillations in Metals  
Magnetoresistance measurements on metals in magnetic fields are extensively used 
to obtain information concerning the properties of the charge carriers in the system.  
According to the nearly-free-electron model, the conduction electrons in metals are 
delocalized and can move through the sample in the presence of the periodic lattice 
potential. Taking account of quantum theory including the Pauli principle and Landau’s 
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concept of quasiparticles, the electrons in the metal are well-described by the Fermi-Dirac 
distribution. The Fermi surface is the surface of constant energy EF in the k-space that 
separates unfilled states from filled quasiparticles states at absolute zero. The electrical 
properties of metals are dominated by the shape of the Fermi surface, because the current is 
controlled by the occupancy of states near the Fermi surface. 
The important question for the electrical conductivity is how the electrons respond 
to applied electrical and magnetic fields, E and B, respectively.  The basic equation of the 
semi-classical approach is obtained by equating the rate of change of quantum momentum, 
ħk, to the Lorentz force  
( )BEk ×+−= ve
dt
dh , (3)
where k is the wave vector of the electron and  v is the electron velocity. In a magnetic 
field, the carriers no longer follow straight trajectories, but helical ones with a radius 
inversely proportional to the magnetic-field strength. Electrons perform these orbits at the 
cyclotron frequency ωc = e B / m*, where  m* is the cyclotron effective mass [32]. For the 
simplest case of a spherical Fermi surface the Fermi-surface energy is determined by 
( ) 3/22*22*2 322 nmkm FF ⋅π== hhE , (4)
where kF is the Fermi wave factor and n is the charge-carrier concentration [32]. 
Following the semi-classical approach of Onsager and Lifshitz, the orbits in a 
magnetic field are quantized by the Bohr-Sommerfeld quantization rule. From the Bohr-
Sommerfeld relation and the equation of motion of a charged particle in a magnetic field B, 
it follows that the electron motion is quantized and only discrete orbits are allowed. The 
enclosed area, Sl , of an orbit in the k space satisfies 
hll
BeS ⋅⋅π⎟⎠
⎞⎜⎝
⎛ += 2
2
1 , (5)
where l  is an integer number.  The allowed electron orbits in k-space are lying on so-called 
Landau levels. If the magnetic field B increases, the cross section of the Landau levels 
increases equally and eventually one level will cross the highest occupied energy state, i. e., 
the Fermi energy EF. Thus, the density of states at the Fermi surface can oscillate as a 
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function of the magnetic field.  The frequency F of these oscillations is given by the area of 
the maximum and the minimum cross-sectional area of the Fermi surface SF normal to the 
magnetic field according to 
FSeB
F ⋅π=⎟⎠
⎞⎜⎝
⎛∆=
2
1/1 h . (6)
The oscillation of the density of states leads to an oscillatory electrical conductivity, known 
as the Shubnikov-de Haas effect. At T = 0, the relative amplitude, ∆σ/σ0, can be 
written [32] as 
00
~
D
D∝σ
σ∆ , (7)
where D0 is the steady density of states and D
~  is the oscillatory part referring to one 
particular sheet at the Fermi surface. For T > 0 the border between occupied and 
unoccupied states is no longer sharp but somewhat smeared according to the Fermi-Dirac 
distribution. Therefore, the electrons on the outermost Landau level redistribute over a 
somewhat extended field range. Thus, the amplitude of the Shubnikov-de Haas oscillations 
is reduced by a temperature factor RT [32]. If electrons have a finite relaxation time due to 
scattering, the Landau levels become broadened in accordance with the uncertainty 
principle. This leads to a reduction of the oscillation amplitude expressed by the 
multiplication by a so-called Dingle factor RD [32]. In an applied magnetic field, the 
degeneracy of the levels is lifted by the Zeeman splitting and two sets of Landau levels 
evolve. The energy difference between the split levels is ∆E = g µBB,  where µB is the Bohr 
magneton and g is the spin g-factor which, for free electrons, is about 2. The two sets of 
Landau levels pass the Fermi surface at different fields with different phases. The 
superposition of spin-up and spin-down oscillations leads to a further reduction of the 
oscillation amplitude by multiplication by a spin-splitting factor RS  [32].  In summary, the 
relative amplitude of the Shubnikov-de Haas oscillations can be expressed by  
00
~
D
DRRR SDT∝σ
σ∆ . (8)
The measurement of Shubnikov-de Haas oscillations is a very useful tool to probe the 
Fermi surface.  
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1.2.2 Irreversibility Field and Upper Critical Field in Superconductors 
Throughout the decades following Kamerlingh Onnes’s discovery, in 1911, of 
superconductivity in mercury at 4.2 K, materials with ever higher transition temperatures 
were steadily discovered. At high temperatures, a superconductor behaves as a normal 
metal or a semiconductor. When it is cooled below the critical temperature Tc, it has zero 
electrical resistance. Besides the phenomenon of zero resistance, in the superconducting 
state these materials totally exclude any magnetic flux from their interior as long as the 
applied field does not exceed a certain critical field (Meissner-Ochsenfeld effect). In type-I 
superconductors, superconductivity is destroyed when the applied field rises above a 
critical value Hc.  In type-II superconductors, the magnetic flux is completely excluded 
when the applied magnetic field is below the lower critical field Hc1 (Meissner state). For 
applied fields above Hc1, the magnetic flux is able to penetrate in quantized units by 
forming tubes called vortices or flux lines. The flux lines are aligned parallel to the applied 
magnetic field and form a flux-line lattice within the superconductor (mixed state or 
Shubnikov state). The motion of flux lines results in dissipation and, consequently, in a 
finite resistivity of the metal in its mixed state. However, this dissipation can be avoided by 
interaction of the flux lines with pinning centers in the material. As long as flux lines are 
pinned the current can flow in the superconductor without losses up to a critical current 
density at which the flux lines start to move. Above the irreversibility field Hirr, the flux 
lines become unpinned and mobile, thus giving rise to a finite resistivity. When the applied 
field reaches a value called the upper critical field Hc2 (>> Hc1), the material is completely 
filled with flux lines, i. e., the superconductivity will be destroyed.  Type-II 
superconductors that exhibit sufficiently large values of the critical current density and the 
irreversibility field are called hard superconductors [33]. These are the materials used in 
technological applications, for example such as superconducting coils. 
The discovery of cuprate superconductors in 1986 [30] with Tc above 30 K was the 
beginning of a new area of research, the high-Tc superconductivity. One of these materials 
is YBa2Cu3O7-δ. Since its critical temperature is higher than 90 K exceeding the boiling 
temperature of liquid nitrogen (77 K), it is a very promising material for applications at 
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T = 77 K. Another great advantage of high-Tc superconductors is their high value of Hc2, 
which is important for the application to high-field magnets.   
All cuprate superconductors known up to now show layered perovskite-like 
structures containing CuO2 layers alternated by intermediate building blocks [34].  
Superconductivity takes place in the doped CuO2 layers while the other layers act as charge 
reservoirs. One way of doping the CuO2 planes is realized by changing the oxygen content. 
The crystallographic units of YBa2Cu3O7−δ consist of two CuO2 planes, a BaO 
block and a Y layer as shown in Fig. 1. The atom Y is sandwiched between two CuO2 
planes. The variable part of the oxygen content is located in CuO chains. The total number 
of oxygen atoms in a unit cell varies from 6 to 7. At the composition YBa2Cu3O6 the 
material is an antiferromagnetic insulator. An increase in oxygen content makes the crystal 
metallic and non-magnetic; the crystal is a superconductor above O6.64 [34, 29].  
In high-Tc superconductors the coherence length along the crystallographic c axis is 
less than the distance between the superconducting CuO2 planes, and hence the coupling 
between the planes tends to be weak. Therefore, a strong anisotropy of Hc2 is observed, i. e. 
if the direction of the applied field is perpendicular to the crystallographic c-axis, H ⊥ с, 
much higher magnetic fields are needed to suppress superconductivity than for  H II с. 
 
Fig. 1. Crystal structure of YBa2Cu3O7−δ. Cu(2) denotes the Cu site within the CuO2 plane, Cu(1) 
the site within the CuO chain. 
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1.2.3 Magnetoresistance Effects in Manganites 
The transport properties of mixed-valence manganites have generated enormous 
interest for almost 50 years. The system offers rich electronic phase diagrams and a large 
magnetoresistance effect [35]. Interest in these compounds was revived in the 1990s 
following the preparation of high-quality thin films with a large magnetoresistance effect at 
room temperature [28].    
The mixed-valence manganites can be regarded as solid solutions between end 
members such as LaMnO3 and CaMnO3 leading to mixed-valence compounds such as 
La1−xSrxMnO3 and La1−xCaxMnO3. Each of the end members is antiferromagnetic and 
insulating, but the solid solutions with x ≈ 0.3 are ferromagnetic and conducting. These 
compounds crystallize in a perovskite-like structure. A good way to regard the ideal 
structure is as a cubic close-packed array formed by O2− anions and large La3+ or Sr2+/Ca2+ 
doping cations, with the small Mn3+ or  Mn4+ cations in the octahedral interstitial sites 
(see Fig. 2 (a)). The ideal cubic structure is distorted by the so-called Jahn-Teller effect 
(Fig. 2 (b)). Consider an isolated ion of Mn. It has an active 3d shell with five degenerate 
levels. If the manganese ion is part of the crystal structure the splitting due to the crystal-
field leads to an  doublet and a triplet. The remaining degeneracy is usually lifted by 
a tetragonal (Jahn-Teller) lattice distortion, i. e., the six oxygen ions surrounding 
manganese can slightly readjust their locations, creating the asymmetry between the 
different directions that effectively removes the degeneracy. The lifting of orbital 
degeneracy in the Mn
ge g2t
3+ connected with the lattice distortion results in a lowering of the 
system energy.   
If a fraction x of the trivalent La3+ ions is replaced by divalent Sr2+ or Ca2+ ions, 
holes are introduced on the Mn sites. This results in a fraction 1− x of the Mn ions 
remaining as Mn3+ (3d, )3
2
t
g
1
g
e  and a fraction x becoming Mn4+ (3d, ). The 
substitutions also alter the interatomic distances and bond angles. The electrons are 
localized and the  electron of the Mn
3
2
t
g
0
g
e
g2t
ge
3+ ion may be itinerant. According to the first 
Hund’s rule the free spins align to form an S = 3/2 state. Then, the sector can be g2t g2t
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considered as a localized magnetic moment at each Mn ion. The mixed-valence manganites 
exhibit   different   types  of  magnetic  order,  for  example,   LaMnO3   shows   an   A-type 
 
 Fig. 2. (a)  The ideal cubic perovskite-like structure. (b) Schematic representation of the crystal-
field splitting of the 3d levels of the Mn3+ ion: cubic and tetragonal environment.  The latter case is 
due to a Jahn-Teller deformation. DE – double exchange, Mn3+− O2− − Mn4+, mediated by an 
itinerant eg electron. 
 
antiferromagnetic ordering that corresponds to planes with ferromagnetic alignment of 
spins, but with antiferromagnetic coupling between those planes. If the localized t2g spins 
are up (parallel to the magnetization), the conducting eg electrons with up spins can move 
freely, while eg electrons with down spin cannot readily hop due to the large value of the 
Hund’s rule coupling energy that prevents their movement. In other words, the conducting 
eg electrons at the Fermi level are fully polarized at low temperatures. This means that the 
manganites exhibit spin-polarized electron transport. Zener suggested that an eg electron 
transfer from Mn3+ to Mn4+ ion is realized via a simultaneous transfer to and from the 
intermediate oxygen ion and called this mechanism double exchange [36]. Double 
exchange is always ferromagnetic, unlike superexchange which involves a virtual electron 
transfer and is frequently antiferromagnetic. If the spins of the Mn ions are not parallel or if 
the Mn−O−Mn bond is bent, the electron transfer becomes more difficult and the mobility 
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decreases. The hopping probability is proportional to ( )2/cos θ , where θ is the angle 
between the two Mn core spins [37]. The magnetic field aligns the core spins and, 
therefore, increases the conductivity. Thus, due to the applied magnetic field the colossal 
magnetoresistance (CMR) effect is observed. In the present work the measurements of the 
CMR effect are not included (see the results obtained in the Dresden High Magnetic Field 
Laboratory in Ref. [38]). 
The double-exchange mechanism in manganites is sensitive to distortions of the 
Mn–O–Mn bond. This leads to the formation of insulating regions in the strain fields of 
extended defects such as grain boundaries. Early investigations of various ferromagnetic 
manganite samples containing grain boundaries showed that such materials display a large 
low-field magnetoresistance [39, 40]. This finding initiated numerous studies on 
manganites containing different types of grain boundaries, such as polycrystalline ceramics 
and films, pressed powders, single grain boundaries in films on bi-crystal substrates, 
scratched substrates, step-edge and laser-patterned junctions. It was observed that grain 
boundaries leading to the formation of insulating regions between ferromagnetic grains 
strongly hinder charge transport. This is similar to granular ferromagnetic metals consisting 
of small ferromagnetic grains surrounded by insulating material, for example Ni grains in 
an insulating SiO2 matrix [41]. Many models focusing on the relationship between the 
magnetoresistance behavior and magnetic properties of grain boundaries were 
proposed [42]. Most of them treat the grain boundary as a potential barrier across which 
spin-polarized tunneling occurs between adjacent grains [39, 43, 44]. In the present work 
the magnetotransport through grain boundaries of polycrystalline materials has been 
studied.  
The spin-polarized transport mechanism through grain boundaries is very 
sophisticated. A direct-tunneling process was described by Julliere as early as 1975 [43]. 
Julliere’s simplest model considered ferromagnetic-insulator-ferromagnetic electrodes with 
parallel and anti-parallel magnetization orientation of the ferromagnetic electrodes. In some 
cases, this model can account for the low-field magnetoresistance but it fails to explain the 
presence of high-field magnetoresistance. Multi-step- or resonant-tunneling can occur in 
the presence of localized states in the barrier which allows tunneling via impurities in the 
barrier as suggested by Glazman and Matveev in 1988 [45]. Since the non-linear current-
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voltage characteristics of manganite oxides obey the Glazman-Matveev formula for multi-
step tunneling, Lee et al. proposed a resonant tunneling process through interfacial 
manganese states at the grain boundary [46]. According to this model the conducting 
electron first tunnels from one grain to an impurity state in the grain-boundary interface and 
then into the next grain. Spin-polarized tunneling in manganites is promising for 
applications and, at the same time, theoretically challenging. High-field magnetoresistance 
experiments can provide additional knowledge about the nature of the transport mechanism 
through grain boundaries. 
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2 The Dresden High Magnetic Field Facility  
The Dresden High Magnetic Field Facility was built at IFW Dresden in 
collaboration with FZ Rossendorf, TU Dresden, MPI-PkS Dresden and MPI−CPfS Dresden 
[47]. At present, the facility provides non-destructive magnetic fields up to 60 T with a 10 
ms rise time. The purpose of the High Magnetic Field Facility is to develop innovative 
research activities in pulsed magnetic fields. A detailed overview of the facility is given in 
Ref. [47] (see Fig. 3).  
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connected to the capacitor bank by means of an electromechanical switch. The 
measurement equipment is situated in shielded racks, which are placed at both sides of the 
wooden box. The measurement equipment and power system are synchronized by a 
multichannel trigger sub-system, which generates trigger pulses simultaneously into all 
units of the facility. The measurement equipment is triggered at about 3 ms before the field 
pulse appears. So far, magnetotransport, magnetization and nuclear magnetic resonance 
measurements are successfully performed in the facility.  
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Fig. 4.  Schematic overview of the high magnetic field facility: I) control room, II) power system 
room, III) field room, MR – magnetotransport rack, M1 and M2 – measuring racks, L electrical 
connections between coil insert and racks, connection L* can be attached to the measurement 
inserts of Coil I or Coil II. 
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2.1 The Power System 
The power system energizes the facility.  The 1 MJ capacitor bank is divided into 
four identical and independent 250 kJ modules. Each module consists of three capacitors 
(1.667 mF) produced by Maxwell Technologies. These capacitors were chosen due to 
reliability criteria that include: a maximum voltage of 10 kV, a maximum stored energy of 
83.3 kJ, discharge times in the millisecond range and a life time of about 10.000 
charge/discharge cycles at 10 kV. The capacitor bank can be charged to the full energy at 
10 kV in about 40 s.   
The basic concept of the power-system design was to generate field pulses of 
different shapes that are suitable for different types of measurements (magnetization, 
magnetoresistance, nuclear magnetic resonance).    
A simplified circuit diagram of the power system with a connected coil is presented 
in Fig. 5. The capacitor bank is connected to the high-field coil via coaxial cables and 
grounded at the inner side of the coil only. The capacitor modules can be charged to full 
voltage with one polarity only, the opposite voltage should not exceed 30 % of the full 
voltage. The reversing of the high-field pulse is realized by using the power supplies with 
different polarities and the industrial circuit breakers (in Fig. 5 the breakers are not shown 
but the connections for positive and negative start field polarities are shown). The capacitor 
bank is connected to two power supplies (12 kJ/s per unit) via high-voltage circuit breakers 
U1 or U2 (see Fig. 5).  The bank is fired by optically driven thyristor switches.  
The rise time of the field pulse depends on the capacitance and the inductance of the 
field coil. The capacitance of the bank can be changed by utilizing 1, 2, 3 or all 4 modules 
in parallel. This allows modifying the pulse-field duration in the case of low and medium-
field values. For the highest maximum field all 4 capacitor modules are used.   
The pulse shape can be significantly modified by the crowbar circuit, with which 
each capacitor module is equipped. Three configurations of the crowbar circuit with 
crowbar resistances R = 0, 0.4 Ω, ∞ (achieved by switches U3 and U4) allow three different 
pulse shapes at different start-field polarity. Fig. 6 shows examples of field pulses produced 
by 50 T and 60 T coils as well as different shapes of field pulses, e. g. (i) positive direction 
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only, (ii) negative direction only, (iii) field pulse followed by a small reversed field, (iv) 
medium-field pulse followed by a nearly equal reversed field. 
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a)  b) 
Fig. 5. Simplified circuit diagram of the power system with a connected coil: a) for the magnetic 
field pulse with positive start polarity; b) the magnetic field pulse with negative start polarity. 
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2.2 Field Coils 
At present, two high-field coils purchased from the NHMFL, Tallahassee (USA), 
provide fields of up to 50 T and 60 T. The coil design follows F. Herlach's prescription of 
using a variable thickness of fiberglass reinforcement between each layer of conductor to 
uniformly distribute the full-field mechanical hoop stress [14].  
The high-field coils operate in a liquid-nitrogen bath at 77 K. This reduces the 
resistance of the coil and avoids overheating of the coil during the field pulse. During a 
pulse up to the maximum field the coils are heated to almost room temperature. The cool-
down time between pulses is about half an hour. 
The 50 T coil has an inner bore of 24 mm, an outer diameter of 130 mm and a 
height of 100 mm. The coil is made from 10 layers with 27 turns each of Glidcop wire with 
a cross sectional area of 2.2 mm × 3.3 mm.  The layers are reinforced with glass fiber. The 
coil parameters are presented in Table 1.   
 
Table 1.  50 T and 60 T field coil parameters, the rise and decay time parameters are given for the 
case of four capacitor modules and R = 0.4 Ω. 
Maximum field, 
T 
Diameter of 
inner bore, 
mm 
Rise time, 
ms 
Exponential 
decay time, 
ms 
50 24 9.7 25 
60 15 7.5 20 
2.3 The Helium Flow Cryostat 
The liquid 4He flow cryostats for the 50 T and 60 T coils were produced by 
Cryogenic Ltd. The temperature inside the finger of the cryostat is controlled by the 4He 
flow and the heat exchanger. The diameter of the inner tube is 12 mm for the 50 T cryostat 
and 9.6 mm for the 60 T cryostat. The cryostats operate in the temperature range from 
1.6 K to 300 K.   
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The measuring insert fixed inside the cryostat contains the magnetization M(H) 
pick-up system with field measuring coils, a temperature sensor and, in the case of the 60 T 
coil, an additional heater to improve the temperature stability. The inserts have a free inner 
space of 6 mm for the magnetotransport or the magnetization sample holders.   
The construction of the liquid 4He flow cryostat, the nitrogen cryostat and the coil is 
sketched in Fig. 7.  The 4He flow cryostat and the field coil are fixed to the top flange of the 
liquid nitrogen cryostat to control the gap between the cryostat finger and the inner bore of 
the field coil during assembly.  
 
Fig. 7. Simplified view: 1 – liquid 4He flow cryostat, 2 – liquid nitrogen cryostat, 3 – pulse coil. 
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3 The Magnetotransport Measurement System 
Developing of a high-quality magnetotransport measuring system in the pulsed-field 
facility is one of the main topics of this work. The magnetotransport measurements are 
performed by using a four-probe or a six-probe technique with AC/DC current (alternating 
current/direct current) through a sample. The principal electrical circuit is shown in Fig. 8.  
A voltage generator with an inner resistance Rg produces a constant or an alternating 
voltage Ug(t) with frequency fg. The shunt resistor Rn, the resistance of the investigated 
sample R(t) and the equivalent inductance Ls, which is a combination of the sample 
inductance and the parasitic mutual inductance, are connected in series. Stray capacitance 
from the wiring forms an additional electrical circuit in parallel with the sample resistance. 
This capacitance is not shown in Fig. 8 since it influences the results only in the case of a 
very high sample resistance R(t) or a high frequency fg [4]. 
Rg
Ug (t) 
V0 (t) + Vnoise (t)
R (t) 
Rn
O
scilloscope 
Ls 
U (t) 
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G
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Fig. 8. Electrical circuit diagram for magnetotransport measurements. 
 
The signals UI (t) and U(t) are measured from the shunt resistor Rn and the sample 
R(t), respectively. The current through the sample is calculated as  
I(t) = UI (t) / Rn. (9)
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The resistor Rn is chosen so that Rg + Rn >> R(t) holds. If this condition is met, the 
amplitude of the current I(t) is nearly constant during the measurement. This excludes the 
impact of various transient processes in the generator circuits upon the results.   
Faradays’ law states that the change of the magnetic flux Φ(t) penetrating into a 
circuit of area A induces an electrical voltage V0(t) along the border of this area. In 
magnetotransport measurements the circuit area is formed by the sample itself and the 
wiring.  The induced voltage is given by  
)()( 0 tVtdt
d −=Φ .  (10)
The flux variation Φ(t) is defined as 
∫=Φ
A
dAtBt )()( , (11)
where B(t) is the magnetic flux density.  If the magnetic flux density is homogeneous in the 
area A, then the flux variation can be calculated as )()( tBAt ⋅=Φ . Hence the induced 
voltage is given by 
V0(t) = −A⋅ dB(t)/dt. (12)
The smaller the area  A, the smaller is the induced pickup voltage. Therefore the sample 
wiring arrangement has to be done carefully.   
The pulsed field generation is inevitably accompanied by various noise voltages 
Vnoise(t) caused by: 
 transmission of mechanical vibrations from the coil during the pulse to the 
sample holder in the acoustic frequency range, 
 electromagnetic noise due to the high-voltage switching process, 
 external noise due to insufficient shielding. 
In Fig. 8 the sum of the induced voltage and the noise voltages, V0(t) + Vnoise(t), is presented 
as emf.  
A DC current is applied, if  R(t)⋅I(t) is larger than V0(t) and much larger than 
Vnoise(t). An AC current is used, if R(t)⋅I(t) is smaller than V0(t) (e. g. in the measurements 
of superconductors). 
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3.1 Measuring Approach Based on DC Current Implementation 
The DC current approach uses a constant current, I(t) = IA. In this approach two 
experiments with positive, , and negative, , current polarities, so that = − , are 
performed. This is done in order to subtract the signal V
+
AI
−
AI
−
AI
+
AI
0 (t) from the measured voltage 
signal as well as to exclude thermoelectric voltages. If the spurious voltage Vnoise(t) is 
negligibly small, then the measuring voltages U+(t) and U−(t) at  and , respectively, 
are expressed as  
+
AI
−
AI
U+(t) = R(t)⋅  + V+AI 0(t),             U−(t) = R(t)⋅ −AI  + V0(t). (13)
Consequently, the resistance is calculated as  
R(t) = +
−+
⋅
−
AI
tUtU
2
)()( . (14)
3.2 Measuring Approach Based on AC Current Implementation 
Suppose the AC current through the sample has the form 
I(t) = IA cos(ωg t + θI ), (15)
where IA is the amplitude, θI is the phase of the current and ωg is the generator frequency.  
According to Kirchhoff's law the voltage signal measured using the oscilloscope is: 
U(t) = V0(t) + R(t) I(t) + Ls
dt
tdI )( + Vnoise (t). (16)
Substituting (15) into (16) yields 
U(t) = V0(t) + R(t) IA cos(ωg t + θI ) – ωg Ls IA sin(ωg t + θI ) + Vnoise(t) . (17)
Using cos α = [ + ]/2  and sin α = − j [ − ]/2, where j =α⋅je α⋅− je α⋅je α⋅− je 1−  (the complex 
unit), (17) can be expressed as 
U(t)  =  V0 (t) + R (t) 2
AI ( ))()( IgIg tjtj ee θ+ω−θ+ω +  +  (18)
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+ j·ωg Ls 2
AI ( ))()( IgIg tjtj ee θ+ω−θ+ω −  + Vnoise(t) . 
The complex-valued impedance can be determined as 
Z(t) = R(t) + j X(t), (19)
where the imaginary part of the impedance is  
X(t) = ωg Ls. (20)
Combining the terms in (18) and substituting (19) into (18) give the following:  
U(t) = V0(t) + 2
AI (Z(t)⋅ + Z)( Igtje θ+ω⋅ *(t)⋅ )( Igtje θ+ω⋅− ) + Vnoise (t). (21)
Denote the complex-value current as  
I =  IjA eI
θ⋅⋅ (22)
and the complex-valued voltage as  
)()( tt ZIV ⋅=  = , )()( tjA VetV θ⋅⋅ (23)
where VA(t) is the amplitude and θV(t) is the phase of the complex-valued voltage, then (21) 
can be rewritten as following: 
U (t) = V0(t) + ( )tjtj gg etet ω⋅−ω⋅ ⋅+⋅⋅ )()(21 *VV  + Vnoise (t) =  
= V0(t) + Re[V(t) ] + V
tj ge ω⋅ noise (t) 
 
= V0(t) + VA (t)⋅ ))(cos( tt Vg θ+ω + Vnoise (t) . 
(24)
Formula (24) represents three equivalent forms of the signal U(t). An example of 
U(t), I(t) and dH/dt data is shown in Fig. 9.  
Recalling (23), the complex impedance can be calculated as 
==
I
VZ )()( tt  )()( tj Zet θ⋅⋅Z , (25)
where )(tZ  is the magnitude and θZ(t) is the phase of the impedance. The following 
relationships between the magnitude and the phase of the impedance are valid 
A
A
I
tVtXtRt )()()()( 22 =+=Z , (26)
 
The Magnetotransport Measurement System 28
tg θZ(t) = )(
)(
tR
tX   and  θZ(t) = θV(t) − θI. 
The real and imaginary parts of the impedance are 
cos
)(
)(
A
A
I
tV
tR = θZ(t)  and  sin)()(
A
A
I
tV
tX = θZ(t). (27)
 
d(µ
0 H
)/dt (T/m
s) 
Fig. 9. Data U(t), I(t) and dH/dt were measured on the melt-textured bulk YBa2Cu3O7−δ (c II H) at 
T = 80 K, fg = 10 kHz, up to 50 T. Insets a) and b) show U(t) and I(t) at t = 20.0…20.3 ms and 
t = 50.0…50.3 ms, respectively. 
 
The relative error of the resistance calculation ∆R/R at any time t can be derived 
from (27) and written as  
ZZ
A
A
A
A
V
V
I
I
R
R θ∆⋅θ+∆+∆=∆ )(tg , (28)
where ∆IA , ∆VA and ∆θZ are absolute errors of the current amplitude, the voltage amplitude 
and the impedance phase, respectively. Recalling (20) and (26) one gets tg(θZ) = ωgLs/R. In 
order to increase the precision of the resistance measurements it is necessary to reduce ∆IA, 
∆VA and ∆θZ as well as to keep tg(θZ) < 1. The absolute errors can be reduced by using an 
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analog-to-digital converter with higher resolution. tg(θZ) < 1 holds, if the upper limit of the 
generator frequency used in the experiment is  
 ωupper limit < R/Ls. (29)
3.3 Frequency Analysis of Signals  
The representation of the signal U(t) in the frequency domain, i. e. the spectrum of 
the aperiodic continuous time signal, is determined by the Fourier transform as 
U  ∫
∞
∞−
⋅ω⋅−⋅=ω dtetU tj)()( . (30)
The inverse Fourier transform is defined as 
 
∫
∞
∞−
⋅ω⋅⋅ωπ= dtetU
tj)(
2
1)( U . (31)
The U(t) and its Fourier transform U (ω) are denoted as a Fourier-transform pair: 
U (ω) U(t) . F↔ (32)
Suppose  V(t) V (ω), VF↔ 0(t) VF↔  0(ω) and Vnoise(t) VF↔ noise(ω). Recalling (24) and using the 
Fourier-transform properties (V *(t) V (−ω) and V(t)⋅  V (ω − ω
F↔ tje ⋅ω⋅ 0 F↔ 0)),  U (ω) can be 
represented as  
U (ω) = V 0(ω) + 2
1 [V (ω − ωg) + V *(−ω − ωg)] + V noise (ω). (33)
U (ω) for positive frequencies is V (ω), translated into the frequency to the right by ωg and 
scaled in amplitude by ½, as well as positive parts of the spectra V 0(ω) and Vnoise(ω). 
U (ω) for negative frequencies is obtained by a mirror inversion of V (ω) about ω = 0 (that 
is V *(−ω)), translating into a frequency to the left by ωg and scaling the result by ½, as well 
as negative parts of the spectra V 0(ω) and Vnoise(ω). A sketch of the spectrum components 
of U(ω) is shown in Fig. 10. 
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Fig. 10.  Spectral  magnitudes )(ωV  and )(ωU  of the signals V(t) and U(t), respectively. 
 
Since V0(t) and Vnoise(t) are real-valued functions, their spectra are symmetric about 
ω = 0. V0(ω) lies in a narrow band of frequencies in the vicinity of ω = 0.  Vnoise(ω) has 
high-frequency contents.  
Recalling (19) and (23) leads to V(t) = I⋅(R(t) + j X(t)). If R(t) ↔ R (ω) and 
X(t) X (ω), then V(ω) = I⋅(R (ω) + j X (ω)). Since the imaginary part of the impedance is 
time independent, then V (ω) is determined by R (ω). If the spectrum width of R (ω) is ∆ω, 
then the generator frequency that can be used in the experiment is 
F
F↔
ωg >> ∆ω. (34)
If (34) holds, then different contributions of U (ω), the spectra V (ω), V0(ω) and Vnoise(ω), 
do not cross each over.  Summarizing (29) and (34) yields 
∆ω << ωg < ωupper limit. (35)
This relation is a rule for choosing the generator frequency being used in the experiments.  
3.4 The Digital Technique  
There are two major approaches − the hardware Lock-in Amplifier technique and 
the digital technique  − that allow the time-dependent amplitude and a relative phase shift 
of the bandpass signals to be obtained. The hardware Lock-in Amplifier technique is based 
on a commercially available Lock-in Amplifier. The major advantages of the Lock-in 
 
The Magnetotransport Measurement System 31
 
Amplifier is its usability and serviceability. Drawback of this approach is that the data 
processing cannot be performed with different parameters for one pulse field experiment. 
In the digital technique, at first, the signals are recorded on an oscilloscope (or a 
transient recorder) and then they are processed to a computer. The digital technique has the 
following advantages. It is possible to get the signals I(t) and U(t) using a high-resolution 
analog-to-digital converter and perform the data processing by applying different 
mathematical algorithms. The basic disadvantage of the digital technique is a lack of 
commercially available inexpensive end-user products. Therefore, it is necessary to build 
the hardware and software subsystems for data acquisition as well as data processing.   
The hardware subsystem includes digital oscilloscopes, a generator and voltage 
amplifiers (see Fig. 11). In order to avoid electromagnetic interference, the measurements 
equipment is placed in two independent shielded racks. The generator, two amplifiers and 
the oscilloscope-I are located in the “Magnetotransport Rack”. The temperature controller 
and the oscilloscope-II are situated in the “Measuring Rack”. Fiber optic GPIB (General 
Purpose Interface Bus) converters are used for the communication interface between the 
computer and the measurement equipment. This and the use of uninterruptible power 
supplies for oscilloscopes and generator and the inner battery for the amplifiers allows 
reducing stray voltages caused by ground loops and the 230 V power system. 
The data-acquisition and power systems are synchronized as described in Chapter 1. 
The generator operates in the burst modulation mode. Duration of the generator signal is set 
equal to the time of the field pulse. This allows increasing the amplitude of the current 
without significant Joule heating of the sample. As a result, the signal-to-noise ratio is 
increased.  
The magnetic field derivative dH/dt(t) is measured by the field pick-up coil [48]. 
The magnetic field H(t) is obtained by using an integrator.  
Upon completion of the measurement, the experimental data are transmitted from 
the oscilloscope to the measuring computer and saved on hard disk for further analysis by 
the data processing program. The data acquisition and processing are programmed in  
Agilent VEE Pro 6.03 software. 
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Fig. 11. Magnetotransport data-acquisition system. Uxx(t) and Uxy(t) are the longitudinal and 
transverse voltages, respectively. 
3.4.1 The Measurement Equipment 
The hardware part of the data-acquisition system consists of Stanford Research 
System DS345 or DS360 synthesized function generators, two Stanford Research System 
SR560 Low Noise Preamplifiers, Yokogawa DL750 and DL708E oscilloscopes, and Lake 
Shore Model 340 temperature controller. 
The DS345 and DS360 generator signal spectra are presented in Fig. 12.  Evidently, 
the 10 kHz signal generated by the DS345 is accomplished by additional parasitic 
modulations at 5 and 15 kHz. The generator DS360 is used for measurements up to 
200 kHz. 
The replaceable oscilloscope ADC-modules are galvanic independent, hence the 
simultaneous measurements of the magnetoresistance and the Hall-effect do not cause an 
additional closed-loop circuit. The major characteristics of the oscilloscopes are listed in 
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Table 2. The major advantages of the DL750 are a large memory (up to 10 million samples 
for 4 channels), lower residual noise and a high-speed high-resolution module. If the 
generator frequency fg  is below 20 kHz, the 16-bit ADC-modules are used. If  fg > 20kHz, 
the 12-bit ADC-modules are used. 
 
Fig. 12. The DS345 and DS360 generator signal spectra. fg = 10 kHz. 
 
Table 2. Basic parameters of the oscilloscopes DL708E and DL750. 
Oscilloscope Module Bandwidth 
Maximum 
sample 
frequency 
ADC 
resolution 
Range 
Residual 
noise level 
701855 DC–1MHz 10 MHz 
12 bit 
4000 LSB 
± 20m…80V ± Range*0.015 
 
DL708E 
701853 DC–40 kHz 100 kHz 
16 bit 
64000 LSB 
± 20m…80V ± Range*0.0025 
701250 DC–3 MHz 10 MHz 
12 bit 
3750 LSB 
± 62.5m…250 V ± Range*0.0048 
DL750 
701251 DC–300 kHz 1 MHz 
16 bit 
60000 LSB 
± 12.5m…250 V ± Range*0.0008 
3.4.2 The Magnetotransport Sample Holder 
The measurement insert, placed in the 4He cryostat, consists of two parts: 1) the 
outer part holds the magnetic field and magnetization measurement pick-up coils [48] as 
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well as a temperature sensor, 2) the inner part presents the replaceable magnetization or 
magnetotransport sample holder (see Fig. 13). 
 
1 – sample 
2 – twisted wires 
3 – textolite holder   
4 – German silver tube 
5 – coaxial cables 
6 – textolite bung 
7 – vacuum screwed nut 
8 – fixing detail 
9 – BNC connectors 
110 mm 1250 mm 
5.6 mm ∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞ ∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞ 
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞ 
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c) 
b) 
a) 
Fig. 13. Sketched view of the magnetotransport sample holder: a) general view, b) the replaceable 
details: upper figure is for the magnetoresistance measurements and lower figure is for the 
magnetoresistance and the Hall-effect measurements, c) photo with a mounted sample. 
 
Fig. 13 shows the magnetotransport sample holder. Main parts of the sample holder 
are a German silver tube (∅ 6 mm), Lake Shore thin coaxial cables placed inside the tube 
and a textolite holder. The textolite holder consists of two parts: a detail fixed on the tube 
and a replaceable (screwed) detail. The sample is glued onto the replaceable detail. There 
exist two designs of it. One enables the magnetoresistance measurements with I II H or 
I ⊥ H, where I is the current through the sample and H is the applied magnetic field. 
Another enables the simultaneous measurements of the magnetoresistance and the Hall-
effect. The thin twisted wires connect the sample contacts and the coaxial cables. The 
textolite bung, glued with Blue Staycast epoxy, is placed inside the top part of the German 
silver tube. This bung provides a vacuum-tight seal. The BNC connectors are mounted on 
the end of the coaxial cables. The sample holder has a low mutual inductance between the 
leads, vacuum tightness and electrical shielding. 
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4 Digital Signal Processing 
Digital signal processing (DSP) is an area of science that has been developed 
rapidly over the last decades because of significant advances in digital hardware and 
computer technology. The DSP can provide a greater degree of flexibility and a higher 
order of precision compared with analog circuits and analog signal processing [49]. 
To process a continuous-time (analog) signal by digital means, first it is necessary 
to convert it into a digital form that is a discrete-time signal. The corresponding device is 
called analog-to-digital converter (ADC). Uniform sampling with a sampling interval ∆t 
(its reciprocal 1/∆t = fs  is called the sampling frequency) establishes a relationship between 
the time variables t and n of continuous-time and discrete-time signals, respectively, that is  
t = n ∆t. (36)
As a consequence of (36), there exists a relationship between the frequency variable ω for 
continuous-time signal and the frequency variable w for discrete-time signals: 
w = ω⋅∆t = 2π⋅f / fs. (37)
w is the normalized frequency in radian per samples. 
Recalling (15), (24) and (36), the discrete-time current and voltage signals have the 
form 
I(n) = IA  cos (wg n + θI ),            n = 0, 1,…, M−1,
U(n) = V0(n) + VA(n) cos (wg n + θV (n)) + Vnoise(n),       n = 0, 1,…, M−1,
(38)
where wg = 2π⋅fg / fs is the normalized generator frequency, IA and VA(n) are current and 
voltage amplitude, respectively, θ I and θV (n) are current and voltage phase, respectively, 
and M is the number of measured experimental points. By definitions (22) and (23), the 
discrete-time complex-valued current and voltage are represented as  
I = , IjA eI
θ⋅⋅
V (n) = . )()( njA VenV
θ⋅⋅
(39)
It follows that 
U (n) = V0(n) + ( )njnj gg enen ⋅⋅−⋅⋅ ⋅+⋅ ww )()(
2
1 *VV  + Vnoise (n) = (40)
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= V0(n) + Re[V(n) ] + V
nj ge w⋅ noise (n).  
There exists an N 
N << 
w∆
π2 , (41)
such that the amplitude  and the phase θ)(nVA V (n) of V(n) can be approximated to 
constants within any N-length interval. 
The discrete-time complex impedance is denoted  
Z(n) = R(n) + j⋅X(n)   (42)
and can be calculated as 
I
VZ )()( nn = ,                            n  = 0, 1,…, M − 1.  (43)
In order to determine Z(n) it is necessary to calculate V(n) and I  for all n = 0, 1,…, M − 1.  
To compute V(n) the Discrete Fourier Series, the Least-Square Method or the Finite 
Impulse Response Filter implementation can be applied. These approaches can be used for 
the I analysis, too.   
4.1 Approach Based on the Discrete Fourier Series  
From (40) it follows that the discrete voltage signal U(n) is expressed as 
U (n) =  V0(n) + Re[V(n) ] + V
nj ge ⋅⋅w noise (n) ,      n = 0, 1, ..., M. (44)
Suppose the value N satisfies the condition (41) and is equal to  
N = p
g
⋅π
w
2 ,                    p = 1, 2, ...  (45)
then V0(n) and V(n) in (44) can be approximated to constants within any interval with 
length N. Consider piecewise functions U (l), where l = n, n − 1, ..., n − (N−1) and 
n = 0, 1, …, M − 1. The Discrete Fourier Series (DFS) representation for U(l) consists of N 
harmonically related exponential functions ,  where nj ke ⋅⋅w kk ⋅π= Nw
2 , k = 0, 1, ..., N −1, 
and is expressed as   
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∑−
=
⋅⋅π⋅⋅=
1
0
2
)()(
N
k
l
N
kj
k enlU v ,          l = n, n − 1, ..., n−(N−1),
n = 0, 1, …, M − 1,
(46)
where  are coefficients in the series representation, k = 0, 1, ..., N−1. Here the 
extension (n) used with  denotes that the coefficient v
)(nkv
)(nkv k corresponds to the part of the 
analyzed interval started from n. 
The calculation of the Fourier series coefficients, vk (n), is presented in Appendix B.  
They are expressed as 
∑−−
=
⋅⋅π⋅−⋅=
)1( 2
)(1)(
Nn
nl
l
N
kj
k elUN
nv ,           k = 0, 1, ...,  N−1. (47)
The Fourier-series coefficients , k = 0, 1, ..., N−1, satisfy the periodicity 
condition , or equivalently 
)(nkv
)()( nn kNk vv =+ )()( nn kkN −− = vv  [50]. Since U(l) is real-
valued, it follows that its Fourier coefficients satisfy the symmetry condition 
. Thus, for U(l) the spectrum , k = 0, 1,…, L, where L = N / 2 for N 
even or L = (N−1) / 2 for N odd, completely specifies the signal on the frequency domain. 
Using these properties of , the Fourier series in (46) can also be expressed by 
)()(* nn kk −= vv )(nkv
)(nkv
( )
=⋅+⋅+= ∑
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⋅−⋅π⋅
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⋅⋅π⋅L
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=
⋅⋅π
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⎤
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⎡
⋅⋅+=
L
k
l
N
kj
k ennv
1
2
0 )(2Re)( v  ,   l = n, n − 1, ..., n − (N−1).
(48)
Thus the modulus and the argument of the complex coefficient  
Vk (n) = 2·vk (n) (49)
represent the amplitude and the phase associated with the frequency component .  As 
a result, U(l) can be written as 
nj ke ⋅⋅w
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[ ]∑
=
⋅⋅⋅+=
L
k
lj
k
kennvlU
1
0 )(Re)()(
wV ,     l = n, n − 1, ..., n − (N−1). (50)
Substituting (47) into (49) yields 
∑−−
=
⋅⋅−⋅=
)1(
)(2)(
Nn
nl
lj
k
kelU
N
n wV ,              k = 0, 1, ...,  N−1.  (51)
Replacing l  by  in (51) gives lnn −='
∑−
=
−⋅⋅−⋅−=
1
0'
)'()'(2)(
N
n
nnj
k
kennU
N
n wV ,            k = 0, 1, ...,  N−1. (52)
From (45) it follows that pg ⋅π= Nw
2 , i. e., pkkg == ww . Thus the modulus and the 
argument of the complex coefficient pkk n =)(V  represent the amplitude and the phase 
associated with the frequency component ,  the result is: nj ge ⋅⋅w
∑−
=
−⋅⋅−⋅−=
1
0'
)'()'(2)(
N
n
nnj gennU
N
n wV ,           n = 0,  1, ..., M−1.  (53)
Applying the developed algorithm to the I(n) data analysis, the I can be calculated. 
Then recalling (43), the complex-valued impedance Z(n) = V(n)/I  is computed. Thus the 
resistance R(n) = Re[Z(n)] is obtained for all n = 0, 1,…, M − 1.  
4.2 Approach Based on the Least Square Method 
To find a function f(n) that passes as close as possible to experimental points U(n),  
n = 0, 1,…, M−1, the Least Square Method (LSM) can be applied. The LSM finds a 
function by minimizing the error of this function and a set of data 
( ) min)(),,...,,(1
0
2
21 =−∑−
=
N
n
m nUnvvvf  
( ) minUnvvvf
v
N
n
m
i
,...,2,1,0)(),,...,,(
1
0
2
21 ==−∂
∂ ∑−
=
. 
(54)
where vi  is an unknown parameter. 
The discrete-time voltage signal U(n) in (40) has the form 
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U (n) =  V0(n) + Re[V(n) ] + V
nj ge ⋅⋅w noise (n). (55)
Suppose U(n) approximates to the function 
f(n) = V0(n) + Re[V(n) ],             n = 0, 1, …,  M−1.  nj ge ⋅⋅w (56)
If N satisfies the condition (41), then V(n) and V0(n) can be approximated to constants 
within any interval with length N. Consider the piecewise functions  f (l), where 
l = n,  n − 1, ..., n − (N−1) and l = 0, 1, …, M − 1. Using the properties of multiplication of 
complex-valued variables the function f (l) can be expressed in the form 
[ ] [ ] [ ] [ ]=−+= ⋅⋅⋅⋅ ljlj gg enennvlf ww Im)(ImRe)(Re)()( 0 VV  
( ) ( )lnvlnvnv gg ww sin)(cos)()( 210 −+= ,    l = n, n − 1, ..., n − (N−1), (57)
where  
)()( 00 nVnv = ,         [ ])(Re)(1 nnv V= ,           [ ])(Im)(2 nnv V= .    (58)
The extension (n) used with variables in (57) and (58) denotes that these correspond to the 
analyzed interval starting from n. 
The vi(n), i = 0, 1, 2, are unknown parameters, which have to be obtained as a result 
of minimization of the total square error with respect to each parameter vi
( ) 0)()()1(
22
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lUlnv
v
,               i = 0, 1, 2. (59)
where φ0(l) = sin( l), φgw 1(l) = cos( l), φgw 2(n) = 1. It follows 
( ) ( ) ( )∑∑ ∑ −−
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= =
⋅φ=⎥⎦
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0
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nl i
rri lUllnvl ,        i = 0, 1, 2. (60)
 The expressions (60) constitute a 2×3 system of linear equations whose solution 
gives the parameters vi.  Expression (60) can be written in the matrix form as  
ATA V =AT U, (61)
where 
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(62)
From (61) it follows that the matrix V can be calculated as multiplication of the 
transposed matrix A, (that is AT), the matrix U and the inverse matrix ATA (that is 
(ATA)−1): 
V = AT U (ATA)−1 (63)
The results of the calculation, which can be done using the Cramer method, are the 
coefficients of the matrix V: vi,  i = 0, 1, 2. Recalling (58) yields 
V(n) = v1(n) + j v2(n)                     n = 0, 1, …,  M−1. (64)
It is common knowledge that the summation of the multiplication of the orthogonal 
trigonometrical functions on any interval dividable by their period yields zero. As a 
consequence, if N = p
g
⋅π
w
2 , where p is an integer, then solving (63) gives that the 
components of the matrix V (that are v0,  v1, and v2) have an analytical expression:  
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=
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(65)
Substituting (65) into (64) gives  
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Replacing l  by  in (66) yields lnn −='
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N
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Applying the developed algorithm to the I(n) data analysis, the I can be calculated. 
Then recalling (43), the complex-valued impedance Z(n) = V(n)/I  is computed. Thus the 
resistance R(n) = Re[Z(n)] is obtained for all  n = 0, 1,…, M − 1.  
4.3 Approach Based on the Finite Impulse Response Filters 
In this section an algorithm developed for magnetotransport data calculations based 
on both the frequency and the time domain analysis of the signal U(n) are described. At the 
beginning some basic characteristics of the digital filters are considered. 
4.3.1 Basics of Digital Filter Design 
Filtering is the ability to selectively suppress or enhance parts of a signal. This is 
used in signal processing in a variety of ways, for example, removal of undesirable noise 
from desired signals in electrical engineering, signal detection in radar and communication 
techniques or spectral analysis of signals. In different engineering applications analog or 
digital filters are applied. Analog filters are designed around electronic components, while 
digital filters are represented as mathematical algorithms. 
A digital filter operates on a discrete-time input signal, f (n), according to some 
well-defined rules, to produce another discrete-time output signal, y(n).  Mathematically, a 
filter can be represented as a convolution sum  
∑∞
−∞=
−⋅=
'
)'()'()(
n
nnfnhny , (68)
where h(n′) are the filter coefficients or the filter impulse response. The nature of the 
filtering action is determined by its frequency response characteristic, H (w). The impulse 
response h (n) and its frequency response H (w) are referred as a discrete Fourier transform 
pair:   
H (w) h(n) . 
F↔ (69)
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The frequency response H (w) is a complex-valued function that is characterized by its 
magnitude )(wH  and  its phase ,  i. e. H)(wHθ  (w) = 
)()( ww HH θ⋅−⋅ je . In general, the 
filter modifies the input signal spectrum, that is F ( w ) f
F↔  (n), according to the spectrum 
H (w) to yield an output signal with the spectrum Y ( ), that is Y ( w ) yw
F↔  (n).  Since the 
convolution of two infinite signals in time-domain corresponds to a multiplication of their 
spectra in the frequency-domain, it follows that Y (w) = H (w)⋅F (w). Relations of signals 
and their spectra are summarized in Fig. 14.  
 
Filter 
h(n), F (w) 
 y (n) = h(n) * f (n) 
Y (w) = H (w)⋅F (w) 
Output f (n) 
F  (w) 
Input 
 
Fig. 14.  Time- and frequency-domain input-output relationships in filtering. The convolution sum 
is denoted by an asterisk. 
 
Filters are usually classified according to their frequency response characteristics as 
lowpass, highpass or bandpass filters. Lowpass filter passes through all frequency 
components of a signal in the passband, below a designated cutoff frequency, and rejects all 
frequency components of a signal in the stopband, above the cutoff frequency.   
The frequency response magnitude )(wH  of an ideal lowpass filter has a 
rectangular shape (see Fig. 15). Unfortunately, the ideal filter is physically unrealizable, 
i. e. )(wH  cannot drop from unity to zero abruptly, since in this case its impulse response 
is infinite and it is not absolutely summable. Fig. 15 illustrates the typical deviations from 
the magnitude of the ideal lowpass filter. The transition from passband to stopband defines 
the transition width of the filter. The start cutoff frequency wc1 identifies the edge of the 
passband, while the stop cutoff frequency wc2 denotes the beginning of the stopband.  The 
ripples in the passband and stopband are indicated as ε1 and ε2, respectively. 
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Fig. 15. Illustration of the typical deviations from the magnitude of an ideal lowpass filter. 
 
A desirable property of filters is the linear-phase response. This means that all 
frequency components of the filter input signal are delayed by an equal amount of time, 
before they reach the filter output. There are two major types of filters: Infinite impulse 
response (IIR) and finite impulse response (FIR). IIR filters generally achieve an excellent 
magnitude frequency response at the expense of a non-linear phase. FIR filters are used, if a 
linear-phase characteristic within the passband of the filter is required. The primary 
disadvantage of FIR filters is that their implementation requires larger computational 
resources than that of IIR filters realized by a recurrent calculation. 
The FIR filtering is mathematically determined as a finite convolution sum  
∑−
=
−⋅=
1
0'
)'()'()(
N
n
nnfnhny , (70)
where N is the filtering order. In the filter design process, it is necessary to develop the 
algorithm determining the coefficients h(n) such that their frequency response is closely 
approximated to the required frequency response .  )(wH
The simplest FIR filter is the moving average filter. Its coefficients are 
N
nh 1)( =  
for all n = 0, 1,…, N. The frequency response of the moving average filter is calculated as 
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(the details of the calculation can be found, for example, in Ref. [49]). From (71) it follows 
that the magnitude characteristic )(wH  has zero values at 
N
n⋅π= 2w , where 
n = 1, 2, …, N−1.  Fig. 16 illustrates h(n) and )(wH  of the moving average filters with a 
filter order N = 1000 and N = 2000. Limitations of the moving average filter are the 
following: it is only possible to set wc2 = 2π/N; wc1 yields to zero; ε2 is equal to 
 that is always larger than 2/3π.( NN 2/3sin/1 π⋅ )  Hence, the application area of the moving 
average filter is restricted.   
There are different methods for designing linear-phase FIR filter: the window 
method, the frequency-sampling method and the Parks-McClellan approximation 
algorithm [49]. The window method and the frequency-sampling method are relatively 
simple techniques. However, they also possess some minor disadvantages, for example, it 
is the lack of precise control of the critical frequencies such as wc1 and wc2. The Parks-
McClellan optimal FIR filter algorithm provides total control of the filter specifications, 
wc1, wc2, ε1 and ε2, and, as a consequence, it is preferable over the other methods. 
The Parks-McClellan algorithm uses the Remez exchange algorithm and Chebyshev 
approximation theory that minimizes the maximum error between the desired frequency 
response and the actual frequency responses. An FIR filter designed using the Parks-
McClellan algorithm has the characteristic that all of the ripple peaks in the passband have 
equal height (the same is true in the stopband), as opposed to filters designed using the 
Kaiser window method, in which the ripple peaks decrease in amplitude as the frequency 
becomes more distant from the cutoff frequency.  Fig. 16 shows an example of h(n) and 
)(wH  of the moving average filter and the filter based on the Parks-McClellan algorithm. 
Obviously, the filter based on the Parks-McClellan algorithm has better characteristics than 
the moving average filters. Parks-McClellan algorithm subroutines written in Matlab and 
other mathematical programming languages are available. 
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 Fig. 16.  The filter coefficients h(n) (left panel) and the corresponding magnitude of the frequency 
response )(wH  (right panel).  Blue solid and black dotted lines correspond to the moving average 
filters with N = 1000 and N = 2000, respectively. The red line represents the FIR filter based on the 
Parks-McClellan algorithm: ε1 = 0.001,  ε2 = 0.005, wc1 = 0.0006⋅π rad/samples and wc2 = 0.002⋅π 
rad/samples.  
 
 In order to illustrate the degrees of freedom in the filter specification design, 
consider a useful metaphor in a filter design. That is to think of each basic specification 
(filter order, transition width and ripples) as one of the angles in a triangle (see Fig. 17).  
Because these corner objects cannot be varied independently, one can at most select the 
values of two of them. If the transition width and the ripple values are chosen, then the third 
specification is determined by the design algorithm utilized. Moreover, if one of the 
specifications becomes larger or smaller, it will impact on one or both of the other 
specifications.  For example, a moving average filter can have a small filter order and, as a 
consequence, it can be easily realized, but the transition width and ripples will be too large 
to provide the required quality of the filter action. 
Filter order
Passband / Stopband 
ripples Transition width
 
Fig. 17.  FIR design specifications represented as a triangle. 
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4.3.2 The Algorithm Based on the Finite Impulse Response Filters 
According to (40) the discrete-time voltage signal U(n) has the form 
U (n) ( ) )()()(
2
1)( *0 nVenennV noise
njnj gg +⋅+⋅+= ⋅⋅−⋅⋅ ww VV . (72)
Its spectrum, U (w), can be expressed in terms of the spectral functions: V0(w) V
F↔ 0(n), 
V (w) V (n) and V
F↔ noise(w) V
F↔ noise(n). According to Fourier transform properties, U (w) 
has the form 
U(w) = V 0(w) + 2
1 [ V (w − wg) + V *(− w − wg)] + V noise(w). (73)
The spectrum U (w) for positive frequencies is V (w) translated in frequency to the right by 
wg and scaled in amplitude by ½, i. e. it is ½V (w − wg), as well as positive parts of V0(w) 
and Vnoise(w). The spectrum U (w) for negative frequencies is obtained by first folding 
V (w) about w = 0, translating it to the left by wg and scaling it by ½, i. e. it is 
½ V *(− w − wg) as well as negative parts of V0(w) and Vnoise(w). The spectral contents of 
U (w) are shown in Fig. 18 (left panel). 
 
0 − 2⋅w g − w g 
2
1 ⎥V *(− w − 2⋅ w g) ⎢
⎥Vnoise (w + w g)⎢
⎥V0 (w+wg) ⎢ 
⎥F (w)⎢ 
    
2
1 ⎥V (w) ⎢    
w 0 w g 
1/2
− wg 
2
1 ⎥V *(− w − w g)⎢ 
⎥V0 (w) ⎢ 
⎥U (w)⎢ 
⎥Vnoise (w)⎢ 
    
2
1 ⎥V (w − w g) ⎢ 
w
⎥Vnoise (w)⎢ ⎥Vnoise (w + w g)⎢
 
Fig. 18.  Spectrum magnitudes )(wU  (left panel) and )(wF  (right panel) of the signal U(t) and 
the signal f (t), respectively. 
 
Multiplying the U(n) by the reference signal Uref (n) = , the product function,  f (n),  
is calculated as 
nj ge ⋅⋅− w
f (n) = U(n)⋅ Uref (n) =  
       njnoise
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Applying the shifting property of Fourier transforms, the spectrum of the signal f (n), that is 
F (w)  f
F↔  (n), can be presented in the form 
F (w) = 
2
1
V (w) + V 0(w + wg) + 2
1
V *(−w − 2 wg) + V noise(w + wg). (75)
Thus, the spectrum F (w) is a translation of the U (w) in frequencies to the left by wg 
(see Fig. 18). From (37) and the criteria (35) it follows that the frequency content of the 
spectrum V (w) is concentrated within a narrow frequency band whose width is ∆w. The 
spectrum F (w) and its part ½V (w) that is concentrated in the vicinity of  w = 0 are shown 
in Fig. 18.  By applying a lowpass filter to the function f (n), the ½ V (n) can be obtained, if 
the start and the stop cutoff frequencies, wc1 and wc2, respectively, satisfy  
wc1 > ∆w,       wc2 < wg. (76)
Since the FIR filter can be represented as convolution sum (70), it follows that the result of 
the filtering is 
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As a result, if the lowpass filter characteristics satisfy the conditions (76), then 
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1)( nny V= . Consequently, it yields 
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The moving average filter with the filter order N =
gw
π2 ⋅ p, where p is an integer, has 
a cutoff frequency wc2 ≤ wg.  Applying the moving average filter to the function  f (n) leads 
to 
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This expression has the same form as the results obtained for algorithms based on the 
Discrete Fourier Series (53) and the Least Square Method (67).   
Applying the developed algorithm to the I(n) data analysis, the I can be calculated. 
Then recalling (43), the complex-valued impedance Z(n) = V(n) / I  is computed. Thus the 
resistance R(n) = Re[Z(n)] is obtained for all n = 0, 1,…, M − 1. 
In the previous section it has been shown that the moving average filter has worse 
characteristics than the Parks-McClellan optimal FIR filter that provides a total control of 
the filter specifications and a flat passband. This filter was applied for the estraction of the 
magnetoresistance data in the present work. 
The algorithm based on the FIR filters can be applied directly for calculations of the 
complex-valued impedance Z(n). Recalling (43) and (78) as well as using a complex-
valued function property, *II ⋅ = I , the impedance Z(n) is calculated as      
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Practically, the real and the imaginary parts of the complex-valued function 
( )*)'(g nnje −⋅⋅ wI can be calculated as 
[ ]nje gRe w⋅⋅I  =  IA  cos (wg n + θ I ) = I (n), 
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) ,     n = 0, 1,…, M−1. (81)
The last expression is a convolution sum, i. e. a filter applied to the I(n). Such filter is 
called a Hilbert transform. 
If only the resistance, i. e. R(n) = Re[Z(n)], is the point of interest, then  
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To illustrate this approach, consider the function  f (n):  
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Fig. 19 shows an example of the function f (n) (for the purposes of an illustration the time 
variable t = n⋅∆t is used as abscissa, instead of n). The spectrum magnitude )(wF  of the 
function f (n) and the lowpass filter are shown in Fig. 20. Fig. 21 shows the results of the 
filtering of the f (n), which is R(n). The data have been measured for bulk YBa2Cu3O7−δ 
(c II H) at T = 80 K.  Since this algorithm is not a real-time one, it follows that the 
information of the analyzed signal at points before and after the running point (in essence 
“looking into the future”) can give a zero time-delay of the results and a double filter order. 
That procedure is called a zero time-delay implementation. The calculations of the filter 
parameters and filtering itself are realized by using the Matlab Runtime tools integrated in 
VEE Pro 6.0. 
 
 
Fig. 19.  Function f (n) calculated for the melt textured bulk YBa2Cu3O7−δ (c II H) at T = 80 K. 
fg  = 10 kHz, fs = 10 MHz and wg = 0.002π. 
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Fig. 20.  Spectrum magnitude )(wF  of the function f(n) calculated for the melt-textured bulk 
YBa2Cu3O7−δ (c II H) at T = 80 K and low pass filter spectrum )(wH  magnitude of the FIR filter 
based on Parks-McClellan algorithm with ε1 = 0.001, ε2 = 0.005, wc1 = 0.0006⋅π rad/samples and 
wc2 = 0.002⋅π rad/samples. 
 
 
 Fig. 21.  Results obtained by the approach based on FIR filters with zero time-delay 
implementation.  Data have been measured for bulk YBa2Cu3O7−δ (c II H) at T = 80 K, resistance vs. 
time. The inset shows the resistance of the sample vs. magnetic field. 
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4.4 Summary and Discussion 
In this chapter three major digital signal-processing approaches were analyzed.  The 
approach based on the DFS represents the signal as a linear weighted sum of harmonically 
related complex exponentials. The final result of the calculation is presented in (53). The 
restriction of this approach is that the size of the analyzed data interval must be dividable 
by its period.  
The approach based on the LSM assumes that the best-fit sinusoidal-type function is 
the function that has the minimal sum of the deviations squared (least square error) from a 
given set of the experimental data. The analyzed data interval can take any value but at 
least 3. Since the approximating function parameters are calculated through multiplication 
and transposition of matrixes (see (63)), it follows that the LSM calculation demands a lot 
of mathematical operations and, as a result, its software implementation requires numerous 
computer resources and a large computation time. If the analyzed data interval is dividable 
by its period, this approach has the simple analytical expression (67). It has the same form 
as that obtained for DFS in (53).  
The linear-phase FIR filtering approach based on a frequency analysis of the signals 
was applied for the magnetotransport data calculation. The approach allows determining the 
time-dependent amplitude and phase of the sinusoidal-type function. Its general form (78) 
is described as a filter, in other words, it is a convolution-sum of the filter coefficients and 
the product of the analyzed signal and exp(−j·wg·n). There are different types of linear-
phase FIR filters that can be applied for the calculation. One of these is the moving average 
filter. If this filter is applied, then the result has the same form (79) as those obtained for 
DFS in (53) and LSM in (67). Thus, the analytical expression of the DFS and LSM 
approaches can be described in terms of a filtering or a convolution. The Parks-McClellan 
optimal FIR filter provides a total control of the filter specifications and a flat passband. 
This filter exhibits better characteristics than the moving average filter. Thus, in the present 
work the Parks-McClellan optimal FIR filter implementation was chosen for the signal 
analyzes. Processing the analyzed signal in both the forward and the reverse directions 
gives a zero time-delay of the results and a double filter order.  
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Fig. 22 shows results for the melt textured bulk YBa2Cu3O7−δ superconductor 
(c II H) at T = 80 K calculated by two approaches: DFS with an analyzed data interval of 
one period and FIR filtering with zero time-delay implementation. Obviously, the FIR 
filtering gives a better signal-to-noise ratio. In order to estimate the noise scope, the 
standard deviation of the resistance, SD = ∑
=
−−
n
i
i RRn 1
2)(
1
1 , is calculated in the range 
from 0 T up to 4 T, where the sample is superconducting, i. e. R ≈ 0. Results for different 
approaches are summarized in Table 3. The last column shows deviations from the result 
obtained by DFS. The FIR filter approach allows one improve the signal-to-noise ratio up 
to 25 %. The smaller the ratio between the generator frequency and sampling frequency,  
fg /fs, the larger the signal-to-noise ratio that can be achieved. 
 
Fig. 22.  Field dependence of the resistance of the melt-textured bulk YBa2Cu3O7−δ  (c II H) at 
T = 80 K. The red line is obtained by the DFS approach. The blue line is obtained by FIR filtering 
based on the Parks-McClellan algorithm: ε1 = 0.001, ε2 = 0.005, wc1 = 0.0006⋅π rad/samples and 
wc2 = 0.002⋅π rad/samples. 
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Table 3. Results obtained by different approaches. Generator frequency fg = 10 kHz, sampling 
frequency fs = 10 MHz. The normalized generator frequency is wg = 0.002π. The last column shows 
the relative noise improvement with respect to the DFS approach. 
Approach Specifications SD % 
DFS N = 1000 1.61 · 10-5  
Moving average filtering 
(with zero time-delay 
implementation) 
N = 1000 1.33 · 10-5 17.4 
ε1 ε2 wc1,   ×wg
wc2,   
×wg
 
0.001 0.005 0.3 1 1.28 · 10-5 20.5 
0.001 0.005 0.3 0.5 1.23 · 10-5 23.6 
 
FIR filtering 
(with zero time-delay 
implementation) 
0.002 0.002 0.4 0.5 1.20 · 10-5 25.5 
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5 Superconducting Materials 
Results on the magnetic vortex phase diagram of YBa2Cu3O7-δ (YBCO) were 
reported for both single crystals [51] and optimally-doped thin films [52, 53].  For instance, 
Nishizaki and Kobayashi observed three different phases of the vortex state in YBCO 
single crystals [51]. One is an almost perfect vortex-lattice (Bragg glass), in which vortices 
are fixed and arranged regularly. The second type is the disordered vortex glass that is 
analogous to the magnetic order of a spin glass. On the other hand, in the vortex-liquid 
phase the vortex arrays can move easily because of the lack of sufficient pinning. This 
complex phase diagram simplifies for superconductors with strong pinning in which only 
the vortex-glass and the vortex-liquid phase are found [54]. These two phases are separated 
by the irreversibility line Hirr(T). Measurements of the irreversibility line permit to estimate 
pinning forces and the vortex mobility. 
Sekitani et al. reported Hc2 at T = 0 for YBCO to be 120 T in the magnetic field 
direction H II с and to be 250 T for H ⊥ с [53]. They found that the behavior of Hc2(T) at 
T / Tc < 0.9 follows the Werthamer-Helfand-Hohenberg (WHH) formalism. WHH refines 
the BCS theory by including impurity scattering, spin-Zeeman and spin-orbit effects and 
predicts a negative curvature of Hc2(T) over the whole temperature range with a saturation 
at low temperatures.   
The intent of this part of the present work is to measure the vortex phase diagram of 
melt-textured YBCO. 
5.1 Pure and Zn-doped YBa2Cu3O7-δ Samples 
Melt-texture processing of optimally-doped YBa2Cu3O7-δ (YBCO) samples and the 
crystallographic characterization are well established at the IFW Dresden [55].  
The macroscopic superconducting properties of YBCO are strongly influenced by 
the microstructure, in particular, and the grain size of the samples. The high anisotropy of 
YBCO makes it necessary to produce well-textured YBCO samples. In the last few years 
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melt texturing has become the most promising method to obtain high-quality bulk YBCO 
material. A further improvement of the superconducting properties has been achieved by 
using a seeding technique at the beginning of the melt-texture process. The growth of single 
grains initiated by the seed becomes extremely sensitive to the process parameters, e. g. 
heating rate, maximum temperature, cooling rate and temperature distribution in the 
furnace and especially in the sample [56]. X−ray pole figures of the optimally doped 
sample show that the misorientation of grains in the region nearby the seed is less 
than 2° [57].   
5.2 Experimental  
The experimental investigations were performed on a small sample (1x1x1 mm3), in 
order to avoid heating during the field pulse. For the same reason, the sample was placed 
on a sapphire plate, profiting from the fact that sapphire has a very good thermal 
conductivity and is an electrical insulator. The four-point technique with current I ⊥ с at a 
frequency of 10 kHz was used for the magnetoresistance measurements. Static-field 
resistance and magnetization measurements using a superconducting solenoid in fields up 
to 16 T were done before. 
5.3 Irreversibility Field and Upper Critical Field of YBa2Cu3O7−δ 
The investigated YBCO sample shows a critical temperature Tc of 91 K. The 
experimental data, resistance R versus applied magnetic field H, measured at different 
temperatures are presented in Fig. 23. The data were measured with the field H applied 
perpendicular and parallel to the c axis. Raw data of the voltage U(t) and current I(t) signals 
measured for a melt textured bulk YBCO sample (H II c) at T = 80 K are shown in Fig. 9. 
The approach based on the finite impulse response (FIR) filter implementation was applied 
for the resistance data calculations. The reproducibility of the results was checked carefully 
for different currents and frequencies. No pronounced hysteresis was found in the 
resistance data obtained on the increasing and decreasing sides of the field pulses (see Fig. 
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21). The best signal-to-noise ratio was found on the decreasing side of the field pulses. 
Only the data of these down sweeps are shown in Fig. 23. Fig. 23 shows that the resistance 
is zero at temperature T < Tc and field H = 0.  When the applied magnetic field is small 
(H < Hirr), all vortices are pinned and the zero resistance persists. When the irreversibility 
field Hirr is the exceeded, vortices are de-pinned and become mobile, thus giving rise to a 
finite resistance in the superconducting state. When the upper critical field Hc2 is attained, 
superconductivity is destroyed completely.  
 
 
Fig. 23.   Magnetic-field dependence of the resistance R of the melt-textured bulk YBCO sample at 
H || c (left panel) and H ⊥ c (right panel). 
 
Fig. 23 shows that the R(H) curves have a smooth crossover from zero resistance to 
normal-state resistance. Below Hirr, thermally assisted flux flow will allow flux lines to 
jump to neighboring potential wells in the landscape of pinning sites and thus give rise to a 
small non-zero resistance. In addition, a small non-zero resistance below Hirr may occur 
due to flux jumps under the fast sweep of the applied magnetic field [58]. In order to define 
a criterion for the irreversibility field Hirr, magnetization measurements in static fields up to 
16 T were performed. The temperature dependence of the magnetization data is presented 
in Fig. 24. Analyzing the zero-field cooled and field-cooled magnetization measured at a 
certain applied field, the temperature parameters Tirr and Tc2 can be defined (see Fig. 24). 
These parameters intent that Hirr and Hc2 are equal to this applied field at temperatures Tirr 
and Tc2, respectively. Comparing magnetization and resistance data, the criterion for Hirr 
and Hc2 is defined. The irreversibility field Hirr at each temperature was determined from 
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the resistive onset using an electric field criterion of 1.4 µV/cm (1.4 µV voltage measured 
from a 1 cm long sample). 
  
 
Fig. 24.  Temperature dependence of the magnetization of the melt-textured bulk YBCO for H || c. 
Comparing the zero-field cooled and the field-cooled measurements Tirr and Tc2 can be determined. 
 
Fig. 25  summarizes the Hirr(T) and Hc2(T) data derived from magnetoresistance and 
magnetization measurements [59]. It is evident that the irreversibility field Hirr(T) and the 
critical field  Hc2(T) are much lower for H || c than in the case H ⊥ c.   
The Hirr(T) dependence for H || c follows the power-law relationship for fields 
µ0H < 20 T  
Hirr( T ) ∝ ( )α− cTT /1 ,  (84)
where a system-dependent exponent α = 1.4 is found for the studied sample. This can be 
explained by thermally activated flux creep [60] or by the transition of a vortex glass to a 
vortex liquid [54]. At higher fields, µ0H > 20 T, the experimental data follow an almost 
linear Hirr(T) dependence. The above-mentioned model cannot explain this linear behavior 
as shown in Fig. 26.  Surprisingly, the Hirr(T) data of this bulk YBCO sample show a good 
agreement with the data reported for a YBCO thin film [52]. 
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Fig. 25.  Magnetic phase diagram of the melt-textured bulk YBCO for H || c and H ⊥ c. Open 
circles ({) are Hirr data obtained from magnetization measurements, filled squares () are Hirr data 
obtained from resistance measurements in static fields up to 16 T, open triangles (U) are Hirr data 
obtained from resistance measurements in pulsed fields. data obtained from resistance in 
pulsed fields are denoted by open stars (). 
2cH
 
Fig. 26.  Irreversibility field of the melt-textured bulk YBCO for H || c. Symbols as explained in 
Fig. 25.  Dashed line: Hirr(T) according to Eq. (84).  
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Referring to Fig. 25, the anisotropy of the upper critical field is  = 5. The 
values dH
II
22 / cc HH
⊥
c2/dT near Tc are about −8 T/K and −1.5 T/K for H II c and H ⊥ c, respectively; 
these results are in line with corresponding parameters −10 T/K and −1.9 T/K obtained for 
optimally doped thin-film YBCO [52]. Hc2(T) has a small positive curvature at 
0.7 < T / Tc < 1. Usually, a negative curvature over the whole temperature range is expected 
following the BCS theory [52]. On the other side, Abrikosov introduced a model for the 
layered high-Tc cuprates that explains the positive curvature of the Hc2(T) dependence [61, 
62]. The critical field Hc2(T) dependence of the investigated melt-textured bulk YBCO 
sample is expected to change its character at higher fields and to saturate at a certain 
magnetic field Hc2(T = 0), being larger than the fields available at the IFW Dresden (60 T). 
5.4 The Upper Critical Field of Zn-doped YBa2Cu3O7-δ 
YBCO is a suitable system for studying effects of impurities on magnetotransport 
and flux-pinning properties. The effect of a Zn substitution into YBCO is expected to 
provide useful information about the mechanism of high-Tc superconductivity. There are 
two different types of Cu sites in YBCO: chain Cu(1) and plane Cu(2) sites as shown in 
Fig. 1. Doped Zn is reported to substitute mostly Cu(2) atoms at the plane sites. It is 
believed that nonmagnetic Zn, acting as a spin vacancy, locally breaks superconducting 
pairs. It was reported by Mahajan et al. [63] that NMR measurements showed that the size 
of the disturbed regions is about 1.5 nm (see Fig. 27).  These disturbed non-
superconducting regions act as effective pinning centers for flux lines. 
Disturbed region of  ∼ 1.5 nm
Zn
Cu
CuO2 planes
 
Fig. 27. Spin disorder on CuO2 planes with Zn-substituted Cu site. 
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The increase of the Zn concentration reduces the critical temperature Tc. In undoped 
YBCO, Tc is about 91 K, for 0.12 wt. % Zn-doping, Tc is 89 K, and for 1.2 wt. % Zn-
doping, Tc is 73 K. 
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Fig. 28.  Irreversibility field Hirr(T) and upper critical field Hc2(T) for the melt-textured bulk YBCO 
and Zn-doped YBCO. The dashed line, Hirr(T), for YBCO is obtained by scaling the Hirr(T) data 
of  the YBCO sample with 0.12 wt. % Zn doping (the scaling factor is 1.45).  
 
Fig. 28 summarizes the Hirr(T) and Hc2(T) data derived from resistance 
measurements for pure and Zn-doped YBCO at H || c. The small positive curvature of 
Hirr(T) and Hc2(T) is also observed for the Zn-doped YBCO sample at temperatures close to 
Tc followed by a pronounced negative curvature at low temperatures.  
At small Zn-doping, 0.12 wt. %, the irreversibility field is slightly suppressed. 
Despite of the decrease of Tc, Hirr(T) and Hc2(T), Zn-doping enhances the critical current 
density Jc under an applied magnetic field [64, 65, 66]. Krabbes et al. reported Jc results 
obtained from magnetization measurements using a vibrating-sample magnetometer at 
static fields [64]. At 75 K and low Zn concentration, less than 0.12 wt. %, doping strongly 
improves the critical current densities in the field range up to 5 T. The field dependence of 
Jc (not shown here) exhibits a pronounced so-called peak effect at about 2.5 T whereas for 
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the undoped YBCO Jc monotonously decreases with increasing applied magnetic field. In 
the maximum, the Jc value of the Zn-doped YBCO sample is about three times higher than 
that for the undoped YBCO. The enhancement of Jc due to Zn substitution suggests that the 
Zn2+ ion site acts as an effective vortex pinning center. Obviously, the peak effect is very 
advantageous for obtaining high trapped fields in bulk material, and, as a consequence, it is 
a promising material for many practical applications [67, 68]. The slight suppression of 
Hirr(T) still keeps it challenging for the practical use.  
Doping with a high Zn concentration, 1.2 wt. %, leads to a subsequent decrease of 
Tc, Hirr(T) and Hc2(T). Surprisingly, the irreversibility field data for YBCO without Zn 
doping scale with those for 1.2 wt. % Zn doping (scaling factor is 1.45) as shown in Fig. 
28. At high Zn doping Jc decreases, too. This can be explained as follows: non-
superconducting regions produced by Zn2+ ions start touching each other and, therefore, the 
critical current density is strongly suppressed [64].  
5.5 Summary and Discussion 
The experimental results obtained for melt-textured bulk YBa2Cu3O7−δ show that 
the developed magnetoresistance measurement technique for the pulsed-field facility works 
well for the investigation of materials whose resistances are in the range of several mΩ. 
Phase diagrams of irreversibility and upper critical fields were investigated for pure and 
Zn-doped YBa2Cu3O7−δ. The results show that the irreversibility and the upper critical 
fields are suppressed by the Zn substitution. At small Zn doping, 0.12 wt. %, this material 
is useful for applications where magnetic fields are present, since it shows a strong 
enhancement of the critical current density and just a slight suppression of the 
irreversibility field. The temperature dependence of the critical field shows a tendency for 
saturation at lower temperatures. It was published earlier [53] that upper critical fields of 
YBa2Cu3O7−δ thin films saturate at field value higher than 50 T. A similar behavior is 
expected for melt-textured bulk YBa2Cu3O7−δ at higher fields. 
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6 Semimetals 
The RBiPt compounds (R = rare-earth metal) show a rich variety of ground-state 
properties, that range from superconductivity (for R = La, 5d1 6s2 ) over semimetallic 
(R = Ce, 4f1 5d1 6s1) and small-gap semiconducting behavior (R = Nd) to the “super”-
heavy-fermion metal YbBiPt [69, 70]. Up to date, however, there is only limited knowledge 
on the electronic, superconducting, and magnetic properties of these materials. In 
particular, the influence of the 4f moments on the electronic properties remains to be 
clarified. 
CeBiPt and LaBiPt are semimetals exhibiting complex properties [71].  LaBiPt is a 
superconductor below Tc = 0.9 K, whereas CeBiPt orders as a simple commensurate 
antiferromagnet below TN = 1.1 K as evidenced by specific-heat, magnetization, and 
neutron-scattering experiments [72, 73]. 
Shubnikov−de Haas (SdH) oscillations and Hall-effect measurements on CeBiPt 
and LaBiPt were performed in static magnetic fields up to 15 T at Karlsruhe University and 
up to 28 T at the Grenoble High Field Laboratory [71].  The experiments show that both 
semimetals have a very low charge-carrier concentration and, consequently, very small 
Fermi energy. These results are in a good agreement with relativistic band-structure 
calculations by Oguchi [72] and by Goll et al. [71], who assumed localized Ce 4f states. 
These calculations for CeBiPt predict two small hole-like Fermi-surfaces and a number of 
very small electron-like pockets. The latter seem to be too small to be experimentally 
observed.  
Experimental results obtained in static fields exhibit a highly unusual behavior for 
CeBiPt below about 10 K [71]. The SdH frequency increases with decreasing temperature: 
it almost doubles between T = 10 K and T = 0.4 K at H II [100]. Consequently, the extremal 
Fermi-surface area perpendicular to the [100] direction increases drastically [71]. Since this 
effect is absent for the homologous LaBiPt, the Ce 4f electrons are evidently responsible for 
these band-structure modifications. Magnetotransport measurements of CeBiPt and LaBiPt 
at higher fields can give additional information on the influence of the 4f moments on the 
electronic properties. 
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The magnetotransport measurements up to 50 T have been done in collaboration 
with J. Wosnitza and J. Hagel (TU Dresden).  
6.1 CeBiPt and LaBiPt Samples 
The samples were prepared in the group of T. Takabatake at Hiroshima University 
in Japan [73]. Single crystals of CeBiPt and LaBiPt were grown using the Bridgman 
technique. Thereby, first CePt and LaPt were prepared by argon-arc melting. Then the 
appropriate amount of Bi was added for the single-crystal growth. The crystals have the fcc 
AgAsMg structure with space group mF 34 . The constituents (Pt, Bi, and Ce or La) form 
three fcc sublattices with their origins at (0 0 0), (¼  ¼  ¼), and (¾ ¾ ¾), respectively. The 
cubic lattice parameters are 6.867 and 6.871 Å for LaBiPt and CeBiPt, respectively [74, 
75]. 
6.2 Experimental 
Six-point transport measurements of CeBiPt and LaBiPt samples have been 
performed using six gold wires (40 µm) attached to the samples with graphite paste. The 
magnetoresistance measurements were carried out in the longitudinal mode I II U and in the 
transverse mode I ⊥ U (ρxx and ρxy resistivities, respectively). The transverse resistivity ρxy 
provides a measure of the Hall effect and, as a consequence, the sign and magnitude of the 
charge-carrier density n, that is n = – µ0H /(ρxy·e), where e is the electron charge.  
The samples themselves were tightly glued to the sample holder with IMI7031 
varnish. AC currents of some 1 mA with frequencies between 10 and 100 kHz were applied 
to the samples. The reproducibility of the signals was checked carefully for different 
currents and frequencies. The absence of Joule heating and eddy-current heating was 
verified, too. The best signal-to-noise ratio was found on the falling side of the field pulses.  
Since the results do not show any hysteresis, in the following only the data of these down 
sweeps are shown.  
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6.3 Shubnikov-de Haas Oscillations in CeBiPt  
Magnetoresistance measurements on a CeBiPt single crystal have been performed 
with the magnetic field applied along [100], i. e., along the direction where the temperature-
dependent Fermi-surface changes were found earlier [71]. Fig. 29 shows the longitudinal 
resistance Rxx as a function of the magnetic field H for selected temperatures between 4.2 K 
and 96 K. At low fields and low temperatures, first a negative magnetoresistance appears 
which most presumably originates from antiferromagnetic fluctuations surrounding the 
mentioned magnetic order. The SdH oscillations are pronounced at temperatures below 
20 T. These pulse-field data agree perfectly well with the static-field data reported 
previously [71].  
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resistivity data exhibit pronounced SdH oscillations up to 25 T. The amplitude of the 
oscillations increases with decreasing temperature. At higher fields, ρxx drastically 
increases exhibiting no oscillations even at lower temperatures. The Hall-effect 
measurement (ρxy) shows almost no temperature dependence. 
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Fig. 30.   Field dependence of the longitudinal ρxx and transverse ρxy resistivities of the CeBiPt 
single crystal for T = 1.7, 4.2 and 10 K and H II [100]. 
6.3.1 Frequency and Amplitude of the Shubnikov-de Haas Oscillations 
The frequency and the amplitude of the SdH oscillations can be extracted from the 
magnetoconductivity data (σxx). σxx is calculated by using longitudinal ρxx and transverse 
ρxy data, so that σxx = ρxx/(  [32]. The calculated σ)
22
xyxx ρ+ρ xx data are presented in Fig. 31. 
The relative magnetoconductivity ∆σ/σ0 is calculated as ∆σ/σ0 = (σxx – σ0)/σ0, where σ0 is 
a smoothed background fitted to the σxx data (see Fig. 31). At fields above about 25 T, the 
determination of the smoothed background conductivity σ0 is not an evident task, since the 
resistivity ρxx increases drastically. Therefore, the relative conductivity data were calculated 
up to 25 T only. The left panel of Fig. 31 shows the ∆σ/σ0 data for T = 4.2 K. The ∆σ/σ0 
data for the temperatures 1.7, 4.2 and 10 K are summarized in Fig. 32. The ∆σ/σ0 data 
plotted vs. 1/H exhibit an equal distance between neighboring minima and maxima. The 
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frequency of SdH oscillations, F, is reciprocal to the distance between neighboring minima 
or maxima of the ∆σ/σ0(1/H) data and measured in Tesla units. 
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Fig. 31.  Relative SdH magnetoconductivity
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magnetoresistance measurements performed at the NHMFL in Los Alamos down to 0.4 K 
and up to 60 T [76] are in good agreement with the data obtained at the IFW Dresden. 
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The SdH oscillation amplitudes A can be defined from the relative 
magnetoconductivity data ∆σ/σ0 at a certain magnetic field. The theory predicts for the 
temperature-dependent amplitude [32] 
⎥⎥⎦
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⎡α∝
em
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B
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sinh/)( , (85)
where α = 2 π2 kB me / e  = 14.69 T / K,  kh B is the Boltzmann constant, and m*/me is the 
effective cyclotron mass in relative units of the free-electron mass me. Fig. 34 shows 
amplitude data estimated from the SdH oscillations at about µ0H = 10 T (black points). A 
fit of the experimentally determined amplitude A(T) is done according to (85), where the 
effective mass m* and a proportional coefficient are unknown parameters. From this fitting 
procedure, an effective mass is obtained m* = 0.25(4) me. This result is in a good agreement 
with previous results (m* = 0.21 me) measured in static fields [71].  
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Fig. 34.  Temperature dependence of the SdH oscillation amplitude for the CeBiPt single crystal at 
µ0H  = 10 T with fit (solid line) for an effective cyclotron mass m* = 0.25(4) me.   
6.3.2 The Hall Effect 
The Hall-effect data at T = 4.2 K obtained for the CeBiPt single crystal are shown in 
Fig. 35.  It is observed that the slope of the transverse resistivity ρxy of the CeBiPt singe 
crystal changes with applied field. This indicates a field-induced change of the charge-
carrier density. The hole-like charge-carrier density at low fields is about n = 7.2·1017 cm−3. 
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At high fields it is about 9.2·1017 cm−3, i. e. it changes at high fields by about 28 %.  The 
same change of the charge-carrier density is observed at 1.7 K and 10 K.   
Since the magnetization measurements on this crystal in fields up to 50 T did not 
show sudden change of magnetization, it is concluded that this effect is not due to a 
metamagnetic transition. As it is published for CeRu2Si2 [77, 78], where the de Haas-van 
Alphen effect shows that the Fermi surface changes from being governed by itinerant 4f 
electrons below a certain transition field to those connected with localized 4f electrons 
above the transition field. 
Summarizing, measurements of the longitudinal and transverse resistivities of the 
CeBiPt single crystal at T = 4.2 K and µ0H < 25 T reveal an effective mass of 
m* ≈ 0.25(2) me and a hole-like charge-carrier density of n = 7.2·1017 cm-3. Recalling (4), 
the Fermi energy is estimated to EF  ≈ 10.3 meV; this value matches with results of zero-
field theoretical band-structure computations by Oguchi [72]. The relative 
magnetoconductivity data (H II [100]) show that the frequency of the SdH oscillations and, 
as a consequence, the extremal Fermi-surface cross-section perpendicular to the [100] 
direction decreases by about 25 % with increasing temperature from 1.7 to 10 K. The Hall-
effect data do not exhibit any essential temperature-dependence but do reveal field 
dependent changes of the hole-like charge-carrier density. With increasing magnetic fields 
above 25 T, the carrier density increases by about 28 % assuming a one-band model. The 
temperature- and field-induced peculiarities of resistivity and Hall-effect data point to a 
change of the Fermi-surface topology which can be related to the Ce 4f magnetic moments.   
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6.4 Shubnikov-de Haas Oscillations of LaBiPt 
It is suggestive that the temperature- and field-induced band-structure change can be 
connected to the Ce 4f moments. As a control experiment, we investigated the isostructural 
LaBiPt where the 4f electrons are absent. As reported earlier, the frequencies of the 
magnetic quantum oscillations in LaBiPt remain temperature independent. Equivalently, no 
temperature- or field-induced Fermi-surface changes are found in the pulse-field 
experiments as shown in Fig. 36.  The SdH oscillations persist up to the highest fields with 
temperature-independent frequency. There is no sudden increase of the background 
magnetoresistance as observed for CeBiPt. The Fourier transformation (FT) of the data 
measured for LaBiPt between 10 and 50 T shows two peaks, one at about 80 T and the 
other at about 120 T see inset of Fig. 36).  
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Fig. 36.  Field dependence of the resistance of the LaBiPt single crystal for different temperatures 
and for magnetic field aligned along the [111] direction. The inset shows the Fourier spectra vs. 
frequency F of the data. 
 
A fully relativistic band-structure calculation predicts two slightly different hole-
like and two very tiny electron-like Fermi surfaces [72]. The latter are so small that they 
cannot be resolved in the magnetotransport experiment [72]. The experimentally obtained 
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SdH frequencies indicate the two hole-like Fermi surfaces. These results, F = 80 T and 
120 T, are in some agreement with predicted theoretical calculations for H II [111]. Since 
the limited frequency resolution of the Fourier transformation leads to a broadness of the 
FT peaks, the real Fermi surfaces could be smaller and closer to the predicted theoretical 
values. 
From the temperature dependence of the SdH amplitudes two effective masses 
 = 0.20(2) for the FT peak at 80 T and  = 0.24(4) for the FT peak at 120 T were 
extracted by use of (85). Again, this is in good agreement with the theoretical 
calculations [72].  
*
1m
*
2m
The Hall-effect measurements on the LaBiPt single crystal do not exhibit the 
unusual behavior observed for the CeBiPt single crystal.  Fig. 37 shows that the Hall 
resistance maintains its slope angle exhibiting no field-induced change in the charge-carrier 
concentration, that is n = 4.2(2)·1018 cm-3.  This suggests, once more, that the field-induced 
band-structure change in CeBiPt is connected with the Ce 4f magnetic moments.  
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Fig. 37.  Hall-effect data m
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metal with stable electronic band structure, the latter reveals a Fermi surface, which is 
highly sensitive both to temperature and magnetic field. Obviously, the Ce 4f magnetic 
moments are responsible for the observed unusual features of the CeBiPt single crystal: a 
field-induced increase of the hole-like charge-carrier concentration and vanishing of the 
SdH oscillations above about 25 T.  
On one side, the resistivity data of the CeBiPt crystal exhibit field-induced changes 
occurring above about 25 T. On the other side, the magnetization data show the typical 
paramagnetic behavior exhibiting no metamagnetic transition up to 49 T. Suppose that with 
increasing magnetic field the 4f electrons become decoupled from the delocalized electrons, 
then this will lead to a reduced number of electron-like states which in turn would result in 
an increased value of the hole-like charge-carrier concentration. However, the 4f electrons 
loosing their itinerant character would give a contribution to the magnetization different 
from that of the localized 4f electrons. Since there is no anomaly in the magnetization data 
at about 25 T (perhaps, the magnetization measurement technique is not sensitive enough to 
resolve such changes), a field-induced decoupling of the 4f electrons from the delocalized 
charge carriers can be excluded.  
Suppose that the Ce 4f electrons are polarized due to an applied high magnetic field. 
This could produce an intra-atomic exchange between Ce 4f and 5d states and, as a 
consequence, a change of the Fermi-surface topology in high magnetic fields. Since a 
detailed analysis of the high-field Fermi-surface topology from experimental resistivity 
data is excluded due to the lack of any detectable SdH signal at fields above 25 T, some 
theoretical work was done by I. Opahle and M. Richter at IFW Dresden [79]. They 
calculated the zero-field band structure of CeBiPt by the use of a recent, high-precision 
four-component relativistic version of the full-potential local-orbital (FPLO) code [80, 81]. 
A basis set of optimized local orbitals with 5s, 5p, 6s, 6p, and 5d states for Ce, Bi, and Pt 
was used. The Ce 4f electron was not included in the valence basis and localized by the use 
of a confining potential. A spherically averaged 4f charge and spin density was assumed. If 
polarization of Ce 4f electrons is applied (using the so-called open-core approach), the 
intra-atomic exchange interaction splits the Ce 5d bands, being in the vicinity of the Fermi 
level [79], in a Zeeman-like fashion. With increasing 4f polarization, the splitting between 
the levels increases linearly. One of these levels crosses the Fermi-surface and, as a 
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consequence, the effective number of charge-carriers changes drastically. This could 
explain the increase of the resistivity and the measured Hall-effect peculiarity in magnetic 
fields above 25 T. However, this effect does not explain the observed temperature 
independence of the transition field. Therefore, further theoretical modeling is needed.   
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7 Ferromagnetic Manganite Thin Films  
Grain boundaries (GB) in samples of the half-metallic manganites La0.7Sr0.3MnO3 
and La0.7Ca0.3MnO3 are characterized by a large resistance, if compared with the grain 
interior. Manganites are generally characterized by a strong correlation of the electrical 
resistance with the magnetic order (see 1.2.3). Intergrain electrical transport in 
ferromagnetic manganites leads to a large negative magnetoresistance of about −33 % 
observed in the range of low magnetic fields (µ0H < 1 T) where the magnetization inside 
the grains aligns [39, 46]. Generally, this low-field effect is followed by a continuous 
decrease of resistance R in higher fields H.   
The grain boundary regions have a size of the order of several nm [82]. Therefore it 
is difficult to directly observe the magnetic order in the grain boundary using direct 
imaging techniques such as magneto-optical imaging (with a resolution of about 0.2 µm) or 
magnetic force microscopy (resolution of 30 nm) [83]. Calderón et al. proposed a canted 
antiferromagnetic structure for the surface of ferromagnetic manganites from theoretical 
calculations [84]. Ziese  et  al. suggested spin-glass-like properties due to a competition 
between the ferromagnetic double-exchange and the antiferromagnetic superexchange 
interaction [85, 86]. Alternatively, the GB can be ferromagnetic with a reduced Curie 
temperature TC if compared with that of the grain interior [39]. Experiments probing the 
magnetic order at GBs are highly desirable.    
The type of transport mechanism governing intergrain transport is a matter of 
controversy so far. The transport mechanism determines the quantitative effect of the 
magnetic disorder in the GB region on charge transfer between grains. Indirect tunneling 
via one or more manganese ions in the boundary region was suggested by several authors 
(e. g. [87]), since non-linear current-voltage characteristics obeying the Glazman-Matveev 
formula for multi-step tunneling [45] were observed. Lee et al. proposed a two-step 
tunneling process through interfacial manganese states at the GB.  In this model, the grains 
are assumed to consist of the ferromagnetic grain interior with an ordering temperature TC, 
and a several nm wide GB region showing a reduced magnetic order. This 
phenomenological model predicts a linear field dependence of the magnetoconductance in 
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high magnetic fields for the case of a constant susceptibility of the GB spins [46]. The 
magnetoconductance at magnetic fields (higher than the saturation field of the intragrain 
magnetization) is given in their model by  
+=− 2
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2χGB⋅Η⋅M (86)
where G0 is the conductance of the material at H = 0, M is the intragrain magnetization 
normalized to the value MII  of the collinear spin orientation and χGB is the correspondingly 
normalized susceptibility of the GB region. A linear magnetoconductance in magnetic 
fields of up to 20 T has indeed been measured for several polycrystalline manganites at 
T << TC. On the other hand, Evetts et al. developed a model micromagnetically describing 
the magnetoresistance of a mesoscale GB region (that is typically somewhat broader than a 
tunnel barrier of a few nm thickness) characterized by a reduced (ferro)magnetic order [82]. 
This model provides an expression of  
dH
dR
R0
1  ≈ −2⋅γ⋅χGB⋅M0  (87)
for the resistance in high magnetic fields. Here, R0 is the resistance at H = 0, γ is a constant 
factor and M0 is the spontaneous intragrain magnetization normalized to the value of the 
collinear spin orientation. This model predicts a linear magnetoresistance for a GB 
susceptibility χGB independent of magnetic field H.   
The relaxation of resistance in dependence on time t, R(t), can be used to monitor 
the relaxation of the GB magnetic order. Ziese et al. observed an approximately logarithmic 
R(t) in polycrystalline La0.7Ca0..3MnO3 films measured at 77 K after switching off a 
magnetic field of 1 T [88]. Comparing several samples, an increase of the relaxation rate 
with increasing GB magnetoresistance was found in this work, confirming the GB origin of 
the relaxation [89]. Balevicius et al. reported an exponential R(t) in La0.7Ca0..3MnO3 films 
(of unknown texture) recorded within some milliseconds after short field pulses of up to 
45 T [90].  
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7.1 La0.7Sr0.3MnO3 and La0.7Ca0.3MnO3 Samples 
The La0.7Sr0.3MnO3 thin film preparation and the structural characterization of the 
samples were done by T. Walter (IFW Dresden). The polycrystalline and epitaxial 
La0.7Sr0.3MnO3 films were grown on Y−ZrO2 (100) substrates at a substrate temperature TS 
of 680 oC (sample A) and 850 oC (sample B) by pulsed laser deposition [91]. The 
deposition parameters include a wavelength of 248 nm, a pulse energy of 350 mJ, a pulse 
frequency of 5 Hz, and an oxygen pressure of 0.4 mbar in the chamber. After deposition, 
the samples were cooled to room temperature in an oxygen atmosphere of 400 mbar. The 
film thickness is about 80 nm. The grain size is around 100 nm, as measured by atomic 
force microscopy.  
The films crystallize in an cR3  (SG 167) structure, but for simplicity, the film 
structure can be described by pseudocubic lattice parameters [91]. X-ray Bragg-Bretano 
and pole-figure measurements showed no texture for sample A and mainly (110)-oriented 
grains with two in-plane orientations forming 45° grain boundaries for sample B [91].  An 
epitaxial film (sample C) grown on SrTiO3 (100) is investigated for comparison. The 
ferromagnetic transitions are at TC = 360 K for sample A, at 365 K for sample B and at 
330 K for sample C (reduced by an epitaxial tensile strain in the last case). The summarized 
characteristics of the samples are presented in Table 4. 
The electrical resistivity ρ of the polycrystalline sample A depends only weakly on 
temperature, ρ(300 K) ∼ ρ(5 K) ∼ 10−1 Ω cm. The ρ value for the textured sample B is 
smaller than that for  sample A, ρ(300 K) ∼ 10−-2 and ρ(5 K) ∼ 3·10−3 Ω cm. The low-
temperature resistivity for the epitaxial film is approximately two orders of magnitude 
lower than that of sample B. The enhancement of resistance with decreasing texture of the 
samples is ascribed to a large GB resistance between misoriented grains.  
The La0.7Ca0.3MnO3 thin film (sample D) with step-edge junctions was prepared by 
M. Ziese (Universität Leipzig). The LaAlO3(100) substrate was patterned by chemically 
assisted ion-beam etching. An array of steps along the substrate of 200 nm height and 
20 µm distance was formed. A 25 nm thick La0.7Ca0.3MnO3 thin film was deposited on the 
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patterned substrate using pulsed laser deposition at 650 oC. Disordered regions formed at 
the step edges show a typical GB behavior [92, 93]. 
 
Table 4.  Substrates, deposition temperature TS, texture and Curie temperature TC of La0.7Sr0.3MnO3 
films. 
Film Substrate TS,  °C Texture characterization TC,  K 
A Y-ZrO2 (100) 680 without in-plane texture 360 
B Y-ZrO2 (100) 850 
(110)-oriented grains, in plane 
texture with 45° grain boundaries 365 
C SrTiO3 (100) 800 epitaxial 330 
7.2 Experimental 
The La0.7Sr0.3MnO3 and La0.7Ca0.3MnO3 films were mounted on the sample holder 
with the film plane parallel to the magnetic-field direction. The DC current was applied in 
the film plane parallel to the field. The four contacts were made by using silver paint. 
Measured resistance values are in the range of several kΩ.  The shunt resistance 
Rn = 200 kΩ. The current through the sample I(t) was nearly constant, i. e. I(t) ≈  IA. 
The voltage-current characteristics of the sample show ohmic behavior up to 
I = 100 µA. Repeated measurements with different generator voltages (giving I ≈ 20 µA 
and I ≈ 40 µA) provide reproducible results, independent of the value of the measuring 
current.  These measurements verify the absence of Joule heating of the sample during the 
measurement. Additionally, measurements with different polarities of the applied generator 
voltage were performed in order to exclude the thermoelectric voltages. In the present 
measurements thermoelectric effect and induced pick-up voltages are negligibly small in 
comparison with the measured voltage signal.  
The measurements have been performed at different temperatures between 4.2 K 
and 305 K with applied magnetic fields µ0H(t) ≤ 57 T. Measurements with different 
maximum values of the field µ0Hmax= 7, 25 and 47 T show the good reproducibility of the 
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R(H) results. Furthermore, R(H) data recorded in static magnetic fields up to 16 T agree 
with pulsed field data within about 3 % if normalized to the zero-field value.   
The remanent resistance measured after the field pulse was found to be smaller than 
the initial resistance by about 3 %. Therefore, the subsequent relaxation of the resistance 
were analyzed. For comparison, relaxation measurements were performed in the 
superconducting magnet of a SQUID magnetometer after switching off a field of 4.8 Tesla 
applied for 5 min.   
7.3 Grain Boundary Resistance 
7.3.1 Intragrain Magnetoresistance in La0.7Sr0.3MnO3 
The field dependence of the electrical conductance, G = 1/R, was measured for the 
La0.7Sr0.3MnO3 films. Fig. 38 shows the magnetoconductance G(H) normalized to the 
conductance value obtained in zero field, that is G0 at H = 0. The magnetoconductance data 
obtained in 50 T and 60 T coils agree well with each other (for example, see data obtained 
for the non-textured sample A). This indicates a good reproducibility of the results obtained 
with different high field coils. The normalized G(H)/G0 data are symmetrical with respect 
to the positive / negative direction of the applied field, except for a hysteresis-like loop 
between the data collected in the increasing and the decreasing parts of the field pulse (that 
is clearly seen for the non-textured sample A at the inset of Fig. 38). Perhaps, this relates to 
a delayed magnetic response of the sample owing to the different slopes of increasing and 
decreasing magnetic field parts.   
Measurements of the non-textured sample A show a steep conductance increase at 
low field, where the magnetization inside grains aligns, and a linear conductance behavior 
at high fields. In comparison with sample A, the textured sample B shows a linear 
magnetoconductance only below 15 T and a tendency towards saturation above µ0H ∼ 15 T.  
This behavior is attributable to the fact that the textured sample B has a lower degree of 
structural disorder at the GBs, leading to a lower magnetoconductance and a saturation in 
smaller fields. The measurement of the epitaxial sample C shows no conductance jump at 
low field and a very low magnetoconductance change at higher fields (see inset of Fig. 38). 
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This confirms a leading role of the GB behavior in the observed linear high-field 
magnetoconductance for the non-textured sample A. 
 
Fig. 38. Field dependence of the electrical conductance G = 1/R measured at indicated temperatures 
for the non-textured A and the textured B sample. Normalization is to the initial zero field value G0.  
Data measured in the 50 T coil are shown as solid lines. Data measured in the 60 T coil are shown 
as empty points (°°°).  Inset: field dependence of G/G0 measured at T = 4.2 K for the non-textured 
A, the textured B and the epitaxial C sample. 
 
The field dependence of the normalized conductance G(H)/G0 measured at several 
temperatures between 4.2 K and 305 K for the non-textured sample A is plotted in Fig. 39 
(data correspond to the decreasing part of the field pulse). The data measured in static 
magnetic field at T = 20 K up to 16 T show a good agreement with the pulsed-field data 
(see Fig. 39). At higher fields µ0H > 1 T and low temperatures T ≤ 100 K, the conductance 
curves show a clear linear behavior. The constant slope of G(H) is maximum at 4.2 K and 
decreases with increasing temperature. At 200 K, a slightly positive curvature of G(H) 
appears and gets more pronounced with rising temperature up to 300 K. Near TC, the 
dominance of the intergrain resistance get lost. 
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Fig. 39. Magnetic-field dependence (for decreasing field) of the electrical conductance G 
normalized to the zero-field value G0 of the non-textured sample A. Data measured in static 
magnetic field at 20 K are shown as dotted line. 
 
The linear magnetoconductance of the non-textured La0.7Sr0.3MnO3 sample at high 
magnetic fields can be described by resonant tunneling processes through interfacial spin 
sites at the GB [46]. Resonant tunneling means that the conducting electron first tunnels 
from the bulk of grain 1 to the GB interface and then into the bulk of grain 2.  Assuming 
the validity of the tunneling model, a quantitative link between the conductance slope and 
the GB susceptibility, χGB, can be derived according to equation (86). The intragrain 
magnetization M has been taken as the temperature-dependent spontaneous magnetization 
obtained from M(H) loops normalized to the value MII  of the collinear spin orientation. At 
low temperature, the saturation magnetization is reached at µ0H < 0.5 T, and equals the 
spontaneous magnetization. For an estimate of the MII value, it is assumed that the 
La0.7Sr0.3MnO3 sample contains 30 % of Mn4+ with µ  = 3 µB and 70 % of Mn3+ with 
µ  = 4 µB, where µB is the Bohr magneton. The average manganese spin in La0.7Sr0.3MnO3 
is µ  = 3.7 µB and  the pseudocubic lattice constant is 3.876 Å, thus MII = 591 emu⋅cm-3. 
Fig. 40 shows the temperature dependence of the normalized conductance slope, 
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1/G0·dG/dH, and the GB susceptibility χGB. Both, slope and χGB, increase slightly towards 
low temperature. This is in agreement with the result of Lee et al. for polycrystalline 
La0.7Sr0.3MnO3 and (La,Pr)0.7Sr0.3MnO3 [46].   
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Fig. 40. Temperature dependence of the conductance slope 1/G0·dG/dH and grain boundary 
susceptibility χGB. The latter was estimated according to Eq. (86).  
 
Different types of magnetic ordering are possible in the GB region. At first, it was 
already stated in Refs. [46, 94] that the absence of a χGB ∼ T−1 behavior gives evidence for 
non-paramagnetic GB spins, i. e. an efficient magnetic coupling of these spins. This is also 
confirmed by the absence of saturation of the G(H) behavior at µ0H ≤ 57 T.  Paramagnetic 
spins should tend to saturate at T = 4.2 K in magnetic fields above µ0H ∼ kBT /µ ∼ 1.7 T, 
where kB is the Boltzmann constant, µ  = 3.7 µB is the estimated average manganese spin.  
The lack of saturation in the magnetoconductance at low temperatures allows 
excluding ferromagnetic order inside the GBs, i. e. an approximately collinear arrangement 
of manganese spins at low temperature can be excluded. 
 
Further, it is known from published data that some antiferromagnetic manganites, 
for example Sm0.5Ca0.5MnO3 and Y0.5Ca0.5MnO3, exhibit a roughly constant increase of 
magnetization in high magnetic fields [95]. Many other antiferromagnetic manganites 
undergo metamagnetic transitions at fields between 20 T and 50 T. This metamagnetic 
transition is frequently related to a melting of an ordered charge lattice present in the 
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antiferromagnetic state (see, e. g., Refs. [96, 97]).  Hence, it is suggested that the nearly 
constant susceptibility measured in large magnetic fields indicates a strong 
antiferromagnetic coupling of the spins at the GBs. 
The suggestion of strong antiferromagnetic coupling in the GB region is in line with 
calculations predicting a canted antiferromagnetic order at the surface of ferromagnetic 
manganites. Calderón et al. estimated a saturation field of about 60 T for the interface 
magnetoresistance between two grains and a saturated [R(2 T)−R(60 T)] / R(2 T) of about 
 −75 %…80 % [84]. There is some quantitative agreement of this estimation to the 
magnetoresistance measurements. The field dependence of the magnetoresistance 
MR(H) = (R(H) – R0)/R0, where R0 is the value obtained in zero field, of non-textured 
sample A is plotted in Fig. 41. The high-field magnetoresistance shows a slow MR(H) 
variation down to −80 % at T = 4.2 K. However, recent calculations (for an overview, see 
Ref. [98]) have revealed a general instability of spin-canted states in three- and two-
dimensional models for manganites. Instead of spin canting, phase-separated states with 
coexisting antiferromagnetic and ferromagnetic clusters are obtained numerically. So far, 
experimental results do not allow distinguishing between a spin-canted or a phase-separated 
state at the GB.   
 
Fig. 41.  Field dependence of the magnetoresistance MR = (R(t) – R0)/R0 of the non-textured sample 
A. Branches for increasing and decreasing field parts are plotted. 
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A spin-glass like characteristic at the grain boundary was proposed by Ziese [85]. A 
spin-glass exhibits a high magnetic frustration. The origin of this behavior is the disordered 
local structure combined with competing magnetic interactions [99]. Since locally random 
contributions of ferromagnetic and antiferromagnetic interactions at GBs are not unlikely, 
the proposed spin-glass like characteristic at GBs is not improbable, too. The idea of spin-
glass like behavior is supported for instance by the observation of a slow, approximately 
logarithmic resistance relaxation measured in polycrystalline manganite films [88] that 
scales with the magnitude of the low-field magnetoresistance and, thus, should originate in 
the GB region. The GB susceptibility determined for the non-textured sample A in the 
framework of the tunneling model, however, does not show magnetic freezing, i. e. a 
susceptibility peak near a freezing temperature, down to 4.2 K (see Fig. 40).  Most of the 
GBs are of the antiferromagnetic type; however, it is reasonable to assume the existence of 
some spin-glass-like GBs in the GB network of the polycrystalline sample [100]. 
7.3.2 Slow Resistance Relaxation in La0.7Sr0.3MnO3 and La0.7Ca0.3MnO3 
The magnetoresistance behavior of polycrystalline La0.7Sr0.3MnO3 films shows a 
hysteresis at low temperatures that was not observed in prior measurements in static fields 
up to 16 T. For example, see the magnetoresistance measurements of non-textured 
La0.7Sr0.3MnO3 (sample A) in Fig. 41. At low temperature and high fields, it is assumed that 
the resistance is predominantly caused by GBs. Therefore, these hysteresis-like 
magnetoresistance data indicate that not all GB spins follow the fast variation of the 
magnetic field. After the field pulse, the resistance R of the samples is smaller than the 
initial resistance R0 by about 2 – 3 % and relaxes toward R0 slowly. Fig. 42 gives an 
example of the time-dependent magnetic field (of a 7 T pulse) and the response of the 
resistance for the non-textured La0.7Sr0.3MnO3 sample A. 
Fig. 43 shows the R(t) data recorded after the field pulse. A slow resistance 
relaxation of the samples A and B is observed and it follows approximately a logarithmic 
law:  
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with a time constant t0 depending on sample properties as well as on the history of the 
measurement, the “resistive” viscosity S and the first measuring point with resistance R1 
measured at t1. These measurements were performed in the time range up to 25…40 s. 
 
Fig. 42. Time dependence of magnetic field H and resistance R of the sample A in a relaxation 
experiment at 4.2 K. R0 is the value of R measured before the field pulse is applied. 
 
 
Fig. 43. Resistance relaxation for the non-textured A and the textured B sample recorded starting 
about 10 ms after the end of the field pulse at T = 4.2 K and 22 K.  Solid lines are fits according to 
Eq. (88) to the data of resistance relaxation.   
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Since the electrical transport process through the GBs is very sensitive to a small 
field drift near H = 0, the relaxation data from the pulsed-field experiment with those 
obtained in the static-field measurements are compared.  Fig. 44 shows an example of the 
normalized R(t) of sample B measured after switching off a static 4.8 T magnetic field and 
resetting the superconducting magnet. These relaxation data measured in a time range of 
about 3600 s show a similar logarithmic behavior as obtained after pulsed field. 
   
Fig. 44. Resistance relaxation of the non-textured sample B after switching off a 4.8 T field in the 
static-field measurements, measured at T = 1.95, 4, 10 K. At t = 0, the magnet was reset to H = 0; 
t1= 60 s.  Solid lines are fits to the data of resistance relaxation according to Eq. (88).  
  
The “resistive” viscosity S determined by using Eq. (88) and its temperature 
dependence for different samples are summarized in Fig. 45. The comparison of static and 
pulsed-field data for sample A indicates good agreement, in spite of a difference in the 
measuring times and the magnetic fields. At 5 K, viscosity values of the non-textured A and 
the epitaxial C sample differ by two orders of magnitude. The strong relaxation and the 
negative slope of S(T) seem to be characteristic of the GBs in samples A and B.  
 
For comparison, the slow resistance relaxation of the step-edge La0.7Ca0.3MnO3, 
sample D, was investigated. This sample contains a small number of nearly identical 
artificial GBs. In Fig. 46, the obtained values of viscosity S for this sample are plotted 
versus temperature. The most prominent feature is a pronounced maximum of S(T) at about 
18 K. A slow relaxation together with a maximum of the viscosity is typical for spin glasses 
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that are characterized by “a random, yet co-operative freezing of spins at a well defined Tf” 
[99]. The viscosity maximum is found near the freezing temperature Tf in spin glasses. 
Ziese et al. suggested a spin-glass nature of the GBs in ferromagnetic manganites after 
observation of a logarithmic-like resistance relaxation [88]. From the observed results, a 
spin-glass nature of artificial GBs in sample D can be assumed.  
 
Fig. 45. Temperature dependence of viscosity S derived from fits to the data of resistance relaxation 
measured after applying pulsed and static fields according to Eq. (88). Sample A is non-textured, 
sample B is polycrystalline but textured and sample C is epitaxial.  
 
The structural or chemical parameters which decide the magnetic nature of a GB in 
manganites are barely investigated (apart from the effect of mechanical stress to suppress 
ferromagnetic double exchange). It seems reasonable to assume that the dominating 
magnetic interaction will vary from ferromagnetic to antiferromagnetic with increasing 
level of any disturbing parameter (like misorientation angle between grains or density of 
oxygen vacancies in the GB layer), and that, due to randomness, a spin-glass region can 
appear where none of both interactions (ferromagnetic or antiferromagnetic) is clearly 
dominating. Perhaps, some of GBs in the GB network of the polycrystalline La0.7Sr0.3MnO3 
film exhibit spin-glass nature with the freezing temperature below the measured 
temperature of T = 4.2 K. This is assumed to be the reason why the S(T) behavior of sample 
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A (in Fig. 45) shows a monotonic decrease instead of the expected maximum due to spin-
glass freezing. 
 
Fig. 46. Temperature dependence of viscosity S for the non-textured La0.7Sr0.3MnO3 sample A and 
the step-edge La0.7Ca0.3MnO3 sample D.  
7.4 Summary and Discussion 
Magnetoresistance and resistance relaxation results of La0.7Sr0.3MnO3 and step-edge 
La0.7Ca0.3MnO3 thin films were presented. The measurements of a non-textured 
La0.7Sr0.3MnO3 film show a linear increase of the conductance with an increase of the 
magnetic field at temperatures below 100 K. This observation leads to the assumption of 
the validity of the resonant tunneling model [46]. This model allows estimating the GB   
susceptibility in dependence of temperature and magnetic field. The linear high-field 
magnetoconductance and the small change of the low-temperature GB susceptibility point 
towards a strong antiferromagnetic coupling of the spins at grain surfaces. 
Resistance measurements performed after the applied magnetic pulse allows 
monitoring a slow resistance relaxation. The resistive viscosity for epitaxial, polycrystalline 
textured and non-textured La0.7Sr0.3MnO3 and step-edge La0.7Ca0.3MnO3 films was derived 
from these measurements. It is observed that the epitaxial La0.7Sr0.3MnO3 film has a low 
magnetoconductance effect and a slow relaxation, underlining the GB origin of the 
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enhanced relaxation of polycrystalline films. It is surprisingly found that the resistive 
viscosity of the polycrystalline films increases with decreasing temperature down to 4.2 K. 
This means, some GB magnetic moments still fluctuate in the considered temperature 
range, indicating the weakness of their exchange interactions. However, the strong 
antiferromagnetic interactions, concluded from the observation of a linear high-field 
magnetoconductance of the polycrystalline La0.7Sr0.3MnO3 film, contradict the assumption 
of a weak exchange between GB magnetic moments. Thus, it seems possible that two types 
of GBs exist along the conduction path: (i) antiferromagnetic ones and (ii) a few with spin-
glass-like characteristics. The distribution of the GB misorientation angle can naturally 
result in the formation of different types of GBs. In order to clarify this assumption, 
resistance-relaxation measurements of a La0.7Ca0.3MnO3 film grown on the step-edged 
substrate were performed. This sample contains a small number of nearly identical artificial 
GBs. Relaxation measurements of the La0.7Ca0.3MnO3 film exhibit a viscosity peak at about 
18 K. This proves the presence of a spin-glass-like magnetic order in GBs on step edges. 
From these experimental results, the possible coexistence of antiferromagnetic and a few 
spin-glass GBs in manganites samples are suggested. However, further investigations of 
samples with a single grain boundary are desirable. 
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Summary and Outlook 
 
In the present work, the magnetotransport measurement technique was developed 
and various materials, exhibiting resistances from 1 mΩ up to several tens of kΩ, were 
investigated in pulsed magnetic fields of up to 60 T. The developed technique allows 
performing the magnetoresistance and the Hall-effect measurements simultaneously. These 
can provide detailed information about the electronic properties of the materials, e. g. 
charge-carrier density and the Fermi energy. Resistance measurements performed 
immediately after the magnetic field pulse allow the monitoring of the relaxation processes 
starting at a very short time after the field was switched off. The obtained results show a 
good time resolution and a high reproducibility.   
The central part of the developed technique − the digital signal processing − 
includes a detailed analysis of the widely used DFS and LSM approaches as well as the 
development of a new approach based on the FIR filtering. It is analytically shown that the 
DFS and LSM approaches can be realized by using convolution-sum implementation. The 
DFS and LSM approaches can be represented as a case of the FIR filtering approach, if the 
moving average filter is applied. It is shown that the FIR filter approach based on the Parks-
McClellan algorithm allows one to obtain results with better signal-to-noise ratio. The 
developed approach can be useful in different areas of physics where precise data analysis 
is required.  
Phase diagrams of irreversibility and upper critical fields obtained for pure and Zn-
doped YBa2Cu3O7−δ high-temperature superconductors were measured. The suppression of 
the critical field by Zn-doping is observed. The temperature dependence of the critical 
fields shows a small positive curvature at 0.7 < T / Tc < 1. It is assumed that it will change 
its character at fields higher than 50 T and saturate at a certain value. Higher magnetic 
fields are necessary to confirm this prediction.  
In this work, a high-field study of the electronic properties of the two semimetals 
LaBiPt and CeBiPt were presented. The frequency and the amplitude of Shubnikov-de 
Haas oscillations were measured. It is shown that the LaBiPt single crystal behaves as a 
normal metal with a stable electronic band structure, while the CeBiPt single crystal reveals 
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a Fermi surface, which is highly sensitive both to temperature and magnetic field. This 
field-induced change occurs above about 25 T at low temperatures, where Shubnikov-de 
Haas oscillations are not observed anymore and the Hall effect indicates a charge-carrier 
density increase of about 28 %. A possible explanation of the observed phenomena is that 
the magnetic field polarizes the Ce 4f moments, which then lead to a spin-dependent 
splitting of the itinerant electron states. Sophisticated band-structure calculations for 
different magnetic fields are required to clarify these phenomena.  
Magnetoresistance of non-textured, textured and epitaxial La0.7Sr0.3MnO3 and step-
edge La0.7Ca0.3MnO3 thin films were investigated. It was found that at temperatures up to 
100 K, the high-field magnetoconductance of the non-textured La0.7Sr0.3MnO3 film exhibits 
a linear increase. This observation leads to assume the validity of the resonant tunneling 
model suggested by Lee et al. [46]. This model allows estimating the temperature and 
magnetic-field dependence of the grain-boundary susceptibility. A linear 
magnetoconductance and a nearly constant low-temperature grain-boundary susceptibility 
point towards a strong antiferromagnetic coupling of the spins at the grain surfaces. The 
slow resistance relaxation of the step-edge La0.7Ca0.3MnO3 film exhibits a pronounced 
maximum of the viscosity at about 18 K. This reveals a spin-glass nature of the magnetic 
moments in the grain boundaries. Resistance relaxation data of polycrystalline 
La0.7Sr0.3MnO3 films show an increase of viscosity down to 4.2 K. Perhaps, the 
temperature-dependent viscosity exhibits a maximum at a lower freezing temperature 
indicating the presence of some spin-glass-like grain boundaries. These experimental 
results suggest a possible coexistence of antiferromagnetic and (a few) spin-glass grain 
boundaries. 
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A matrix  
fg generator frequency 
fs sampling frequency of oscilloscope 
f approximation function 
f  complex-valued function 
F  spectrum of f function 
h filter coefficient 
H spectrum of h  
I current 
IA current amplitude 
i index 
j complex imaginary unit     
k index 
l index 
L integer number 
M integer value, length of the measured signal 
n index, discrete time notation  
n′ index 
N length of analyzed signal part or filter order 
R resistance of the sample 
r index 
t  time 
U  voltage measured from the sample  
U  spectrum of U signal 
U matrix 
refU  reference voltage signal 
V  complex-valued voltage 
V voltage spectrum 
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V matrix  
VA  voltage amplitude 
Vnoise  noise voltage  
Vnoise noise voltage spectrum 
V0 induced voltage  
V0 spectrum of V0
vk  complex-valued Fourier series coefficient  
v  unknown parameter used in LSM approach 
X  imaginary part of impedance  
Z complex-valued impedance 
∆t  sampling interval of oscilloscope 
ε1  passband ripple 
ε2 stopband ripple 
θI  current phase 
θV  voltage phase 
ω cyclic frequency 
ωg generator cyclic frequency 
∆ω frequency band 
w normalized cyclic frequency 
wg normalized cyclic generator frequency 
∆w  normalized frequency band 
wc1 normalized start cutoff frequency 
wc2 normalized stop cutoff frequency 
wk normalized discrete spectrum values 
F↔  Fourier Transform 
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The expression for the Fourier coefficients  can be obtained by multiplying 
both sides of (46) by exponential 
)(nkv
l
N
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e
⋅⋅π⋅− 2
, where r = 0, 1, …, N−1, and summing the 
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Interchanging the order of the summation in the right-hand side of (89) yields 
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 where the summation over a single period, from n to n −(N−1),  is expressed as 
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Thus for , the right-hand side of (90) yields zero. On the other hand, if rk ≠ rk = , then 
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and hence the Fourier series coefficients are expressed as 
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