Abstract. Let (B, R, α) be a C * -dynamical system and let A = B α ([0, ∞)) be the analytic subalgebra of B. We extend the work of Loebl and the first author that relates the invariant subspace structure of π(A), for a C * -representation π on a Hilbert space Hπ, to the possibility of implementing α on Hπ. We show that if π is irreducible and if lat π(A) is trivial, then π(A) is ultraweakly dense in L(H π ). We show, too, that if A satisfies what we call the strong Dirichlet condition, then the ultraweak closure of π(A) is a nest algebra for each irreducible representation π. Our methods give a new proof of a "density" theorem of Kaftal, Larson, and Weiss and they sharpen earlier results of ours on the representation theory of certain subalgebras of groupoid C * -algebras.
Introduction
Throughout this note, (B, R, α) will be a fixed C * -dynamical system determined by a separable 1 C * -algebra B and a strongly continuous representation α = {α t } of R on B as a one-parameter group of * -automorphisms. We let A denote the subalgebra consisting of the analytic elements in B with respect to α. Thus A consists of all those a ∈ B such that t → α t (a) is an H ∞ (R), B-valued function on R. Alternatively, A is the spectral subspace B α [0, ∞). (See [3] , [17] and [23] .) We call A the analytic subalgebra of B determined by α. We are interested in the following general problem: Given a C * -representation π of B, how are the properties of the C * -dynamical system (B, R, α) reflected in the invariant subspace structure of π(A)? One of the first consequences of our analysis is
Theorem 1.1. If π is an irreducible representation of B on a Hilbert space H π and if π(A) has no nontrivial invariant subspaces, then π(A) is ultraweakly dense in L(H π ).
An algebra A of operators on a Hilbert space H is called transitive if it has no nontrivial invariant subspaces. The transitive algebra problem is to determine if there are any proper, weakly closed transitive operator algebras. Theorem 1.1 shows that none can be constructed from analytic operator algebras. More important, perhaps, is the new perspective Theorem 1.1 places on the initial construction of an irreducible triangular operator algebra due to Kadison and Singer [14] and its refinement due to Arveson [2] . These algebras can be described in terms of C * -dynamical systems and Theorem 1.1 provides a new proof that they are ultraweakly dense. In earlier work, the ultraweak density is derived as a consequence of the fact that the algebra in question contains a masa; our proof uses, instead, the harmonic analysis of C * -dynamical systems. Our analysis rests fundamentally on [17] , where it is shown how the invariant subspace structure of the analytic subalgebra of a W * -dynamical system is tied to the covariant representations of the system. The improvements to [17] that this note provides yield refined information about the full lattice of invariant subspaces of π(A). This is illustrated by Theorem 1.2.
The key assumption that we need is that A is strongly Dirichlet in the following sense. We write B α (−∞ As we shall show in §3 below, the assumption that A is a strongly Dirichlet subalgebra of B is equivalent to assuming that α is uniformly averaging in the sense that there is a faithful, α-invariant, conditional expectation from B onto B α (0) such that
in the norm topology for each b ∈ B. It is unknown how much stronger the assumption is that A is a strongly Dirichlet subalgebra of B than the assumption that A is a Dirichlet subalgebra of B, meaning that A + A * is norm dense in B.
Theorem 1.2. If A is a strongly Dirichlet subalgebra of B and if π is an irreducible representation of B on a Hilbert space H π , then there is a nest N of subspaces of H π such that the ultraweak closure of π(A) is the nest algebra alg(N ), where alg(N )
is the set of all operators on H π that leave each subspace in N invariant.
In a sense Theorem 1.2 contains Theorem 1.1. Theorem 1.1 says that (without any hypotheses on A) if π(A) has no invariant subspaces, then π(A) is ultraweakly dense in alg(N ) where N is the trivial nest, {0, I}. Also, it should be noted that the techniques of [17] always produce a whole nest N of invariant subspaces for π(A) whenever there is a nontrivial invariant subspace. Consequently, π(A) ⊆ alg(N ). The point of the hypothesis that A is a strongly Dirichlet subalgebra of B is to guarantee that the ultraweak closure of π(A) equals alg(N ). Theorems 1.1 and 1.2 are proved in the next section. Section 3 has two objectives. First, we investigate the relation between the strong Dirichlet property and the uniform averaging condition. This was studied in [20] using some results of Jørgensen [13] . However, one of the results in [13] that was used is incorrect. In §3 we fix the error in [13] and the proof in [20] where it was used. As our second objective, we use the analysis that went to repair [13] coupled with the techniques developed in §2 to provide a new proof of Theorem 10 in [15] , which shows that a nest subalgebra of a semifinite von Neumann algebra is "local". More precisely, if B is such a von Neumann algebra, with ideal of relatively compact operators K, and if A = B ∩ alg(N ), where N is a nest whose projections lie in B, then A ∩ K is ultraweakly dense in A. In Section 4 we use Theorems 1.1 and 1.2 and the analysis that enters into their proofs to complement the results of [21] . In the setting of [21] ,
, where E is a T-groupoid over an r-discrete, principal, amenable groupoid G. By virtue of Kumjian's representation theorem [16] , such an algebra B may be described in a coordinate free way as a nuclear C * -algebra containing a diagonal. The automorphism group α is determined by a cocycle c on G and so, therefore, A is determined by c. The invariant subspace lattice of π(A), lat(π(A)), turns out to be intimately tied to the asymptotic behavior of c. Our analysis of this relation answers some questions raised in [21] ; it gives new proofs and extensions of some results of Orr and Peters [22] ; and it provides the new perspective on the results of Kadison and Singer [14] and Arveson [1] alluded to above.
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Representations and invariant subspaces
The terminology of the theory of C * -dynamical systems is not universally agreed upon. Since certain fine points in the theory are important for our analysis, we begin with some definitions and relate them to the terminology in the two basic references that we follow, [10] and [23] .
Following [23] , we call a pair (π, U ) a covariant representation of the dynamical system (B, R, α) if π is a representation of B on a Hilbert space H π and U = {U t } t∈R is a unitary representation of R on H π such that the equation
holds for all t ∈ R and a ∈ B. A covariant representation (π, U ) of (B, R, α) may be integrated to yield a C * -representation π ×U of the C * -crossed product, B × α R. And conversely, each C * -representation of B × α R may be disintegrated in terms of a covariant representation of (B, R, α). See §7.6 of [23] .
A C * -representation π of B on a Hilbert space H π will be called protocovariant in case there is a unitary representation of R, U = {U t } t∈R on H π such that (π, U ) is a covariant representation of (B, R, α). Guichardet [10] calls such a π covariant, but Pedersen does not assign any special term to it. Of course given a (separable) protocovariant representation π of B, the unitary representations U = {U t } t∈R that one may take to build covariant representations of (B, R, α) are "affinely related" by 1-cocycles for R with values in the unitary group of π(B) . The distinction we wish to emphasize is that covariant representations of (B, R, α) are tied to the representations of B × α R. As we have indicated, they really are the representations of B × α R. Protocovariant representations, on the other hand, are representations of B.
Proof. 1) ⇒ 2)
. If π is quasi-covariant, then there are a covariant representation (ρ, V ) of (B, R, α) and an isomorphism Ψ :
2) ⇒ 3). Suppose that there is an ultraweakly continuous representation of R on π(B) , {β t } t∈R , such that β t • π = π • α t for all t. Then since ampliations are von Neumann algebra isomorphisms, we may replace π by ∞ · π acting on H π ⊗ 2 (Z) and assume that {β t } t∈R acts on (∞ · π)(B) and satisfies the equation
The von Neumann algebra (∞ · π)(B) acts on a separable space and has a properly infinite commutant. In Corollary 10 of [12] , Halpern shows that if (∞ · π)(B) were semifinite, then {β t } t∈R would be spatially implemented. However, as we show, his argument is quite general, thanks to work of Haagerup [11] and others (see [6] , §2.5.4). Indeed, write B for (∞·π)(B) . There is a von Neumann algebra isomorphism ρ : B → B, where B acts on a separable space H ρ such that B has a separating and cyclic vector; i.e., B is in standard form. By [11, Theorem 3.2 and Corollary 3.6], there is a unitary representation of R,
, where I is the identity operator on 2 (Z).
is also properly infinite (and acts on a separable space) and so by Corollary 8 in §8 of Chapter III of [8] , ρ ⊗ I is spatial. However, we have (ρ ⊗ I) • β t = (Ad(V t ⊗ I)) • (ρ ⊗ I) and this shows that {β t } t∈R is spatially implemented on H π ⊗ 2 (Z). Thus ∞ · π is protocovariant. 3) ⇒ 1). This is clear, since ∞·π is quasi-equivalent to π, ∞·π is quasi-covariant, and quasi-covariance is preserved under quasi-equivalence.
Our next objective is to identify the largest central summand of the universal enveloping von Neumann of B that "carries" all the quasi-covariant representations of B. To this end, recall that the covariant representations of (B, R, α) are in one-toone correspondence with the C * -representations of the crossed product C * -algebra, B [23] , there is a one-parameter group of (necessarily normal) * -automorphisms {α t } t∈R on Φ(B) such that α t • Φ = Φ•α t on B because Φ • α t is a representation of B. Since Φ(B) is canonically isomorphic to the double dual of B (Theorem 3.7.8 of [23] ), one may view α t as the second transpose of α t . In general, the group {α t } t∈R is not continuous in any sense; that is, the map t → α t is not continuous. However, π 0 • α t and (AdU t ) • π 0 are normal representations of Φ(B) that agree on Φ(B) because π
It follows that α t (c 0 ) = c 0 for all t and ifα t denotes the restriction of α t to c 0 ·Φ(B) ,
Consequently, {α t } t∈R is an ultraweakly continuous group of automorphisms of c 0 · Φ(B) . The following theorem shows that c 0 is the largest central projection in Φ(B) on which {α t } t∈R acts ultraweakly continuously. It identifies, too, conditions under which a representation is quasi-covariant. We continue using the notation already established. Proof. Suppose π is quasi-covariant. By Proposition 2.1, we may replace π with ∞ · π, if necessary, in order to assume that π is protocovariant. This does not change c. The invariance of c under {α t } t∈R may be proved using exactly the same argument we used to prove that c 0 is invariant. Alternatively, one may use the equivalence of assertions (i) and (iv) of Theorem 7.4.10 in [23] . To see that c ≤ c 0 , choose a unitary representation V = {V t } t∈R of R on H π so that (π, V ) is a covariant representation of (B, R, α). Let p be the central support of π × V iñ Φ(B × α R) and letΨ be a von Neumann algebra isomorphism from p ·Φ(B × α R)
As shown in §7.6 of [23] , B lies in the multiplier algebra of B × α R. Consequently, if {e λ } is an approximate identity for B × α R we find that for all a ∈ B, π(a)
, where the limit is in the ultraweak topology. Thus π is quasi-equivalent to a subrepresentation of π 0 , and so c ≤ c 0 .
For the converse, observe that for all t, π • α t is quasi-equivalent to c · Φ
(The last equality is justified by the assumption that c is an invariant central projection dominated by c 0 .) If Ψ is the von Neumann algebra isomorphism from (c · Φ)(B) onto π(B) such that Remark 2.4. It should be noted that no special properties of R, beyond the fact that R is a 2nd countable locally compact group, have been used so far. Thus these results remain valid for arbitrary C * -dynamical systems (B, G, α) where B is a separable C * -algebra and G is a second countable, locally compact group.
The following lemma is well known. However, since we lack a specific reference, we give a proof for the sake of completeness. Proof. Obviously the condition is necessary. To see that it is sufficient, suppose there is an a ∈ A 1 \A 2 . Then there is an ultraweakly continuous linear functional f = w xi,yi , where x i 2 and y i 2 are finite and
and ξ ∈ K because A 2 is unital. What we have shown is that η is orthogonal to K but not orthogonal to (a ⊗ I)ξ. Thus, since ξ ∈ K, K / ∈ lat(A 1 ⊗ CI). This contradicts our hypothesis and so, by symmetry,
Recall that an algebra A of operators on a Hilbert space H is called reductive in case the invariant subspaces of H for A all reduce A. Of course a transitive algebra is reductive, but not conversely. The reductive algebra problem is to determine whether every weakly closed reductive algebra is a von Neumann algebra. In [17] , one parameter automorphism groups of von Neumann algebras were used to construct examples of ultraweakly closed reductive algebras that are not self-adjoint, i.e., not von Neumann algebras.
Corollary 2.6. An operator algebra A on a Hilbert space H is ultraweakly dense in the von Neumann algebra that it generates if and only if
Proof. This is immediate from Lemma 2.5, the double commutant theorem, and the fact the invariant subspaces for a von Neumann algebra are the ranges of the projections in its commutant.
Returning to our C * -dynamical system, (B, R, α), and the analytic subalgebra A, we apply the results obtained so far, coupled with [17] , to analyze the invariant subspace lattice of π(A), where π is a C * -representation of B. We assume that there are no α-invariant ideals I in B such that the induced action on B\I is trivial. This implies that for each C * -representation π of B, π(A) is a proper, norm closed, subalgebra of π(B).
Theorem 2.7. If π is a C * -representation of B, then π(A) has a non-reducing invariant subspace if and only if π contains a protocovariant subrepresentation.
Proof. For the sufficiency of the condition, observe that if π contains a protocovariant subrepresentation, we may as well assume that π, itself, is protocovariant. If {U t } t∈R is a unitary representation of R such that (π, U ) is a covariant representation of (B, R, α), and if E is the spectral measure for U , then by Theorem 2.9 of [17] and the fact that (
each of the subspaces E([t, ∞))H π is invariant under π(A). They can't all reduce π(A) because if they did, they would reduce π(B).
This and the covariance assumption, then, would imply that ker π is invariant and that α is trivial on B/ ker π contrary to our assumptions.
For the converse, suppose M is an invariant subspace for π(A) that does not 
is the Fourier-Stieltjes transform of E and if π N is the reduction of π by N , then π N is a subrepresentation of π and by Theorem 2.13 of [17] , (π N , U) is a covariant representation of (B, R, α).
Corollary 2.8. If π is a C * -representation of B, then π(A) is ultraweakly dense in π(B) if and only if π contains no quasi-covariant subrepresentations.
Proof. By Corollary 2.6, π(A) is ultraweakly dense in π(B) (the von Neumann algebra generated by π(A)) if and only if (∞ · π)(A) is a reductive algebra. By Theorem 2.7, this happens if and only if ∞ · π contains no protocovariant representations. If σ is a quasi-covariant representation of π, then ∞ · σ is a protocovariant subrepresentation of ∞ · π by Proposition 2.1. So π(A) is not ultraweakly dense in π(B) . On the other hand, if π(A) is not ultraweakly dense, then ∞ · π contains a protocovariant representation σ. Since π is quasi-equivalent to ∞ · π, σ is quasi-equivalent to a subrepresentation of π. Since quasi-equivalence preserves quasi-covariance, we conclude that π contains a quasi-covariant representation.
Proof of Theorem 1.1. If π is an irreducible representation of B, then π contains no proper subrepresentations. So, to show that π(A) is ultraweakly dense in L(H), it suffices, by Corollary 2.8, to show that π is not quasi-covariant. If π were quasi-covariant, then there would be an ultraweakly continuous representation of R
It is well known that an ultraweakly continuous representation of R on L(H π ) is spatially implemented. Thus there is a unitary representation {U t } t∈R of R on H π such that β t = AdU t , and so π is, in fact, protocovariant. Thus by Theorem 2.7, π(A) has a proper invariant subspace, contrary to assumption. Thus π cannot be quasi-covariant.
The next result is the key to proving Theorem 1.2. It assumes something a bit weaker than strong Dirichlet property on A. This will prove useful later. 
is the spectral subspace of M determined by β and the interval [0, ∞).
, we may apply Lemma 2.5, replace π by ∞ · π, if necessary, and suppose that there is a subspace
Of course M does not reduce π. So by Theorem 2.7, π contains a protocovariant representation say ρ. The subspace carrying ρ reduces π, and therefore M , and so we may cut down to it, if necessary, and assume that π, itself, is protocovariant. Reviewing the proof of Theorem 2.7, which follows arguments in [17] , we see that there is a unitary representation V = {V t } t∈R of R on H π with spectral measure E such that (AdV t ) • π = π • α t for all t (so that, in fact, β t = AdV t ) and such that for all > 0
where Q is the projection of
by Corollary 2.14 of [17] . Since this contradicts our assumption, we shall proceed under the assumption that E 0 = 0.) By Corollary 2.14 of [17] , we have
where
If a ∈ M β [0, ∞), then since E(0, ∞) and E[0, ∞) are invariant projections for a, by Corollary 2.14 of [17] , we have (I−E(0, ∞))a(E(0, ∞)) = (I−E[0, ∞))a(E[0, ∞)) = 0 and so 
Uniform averaging and the Kaftal-Larson-Weiss density theorem
To begin this section, we investigate some of the relations among the uniform averaging condition, the strong Dirichlet hypothesis, and the ergodic theorem of Dang-Ngoc-Nghiem [7] . Our particular objective here is to repair an error in [13] . Our analysis will help to clarify the hypothesis in Theorem 1.2 and to provide a new proof of Theorem 10 of [15] . In fact, we shall generalize this result somewhat.
We start with a lemma that paraphrases Théorème 2.1 and Théorème 3.1 of [7] . In it, B will be an arbitrary von Neumann algebra and β = {β t } t∈R will be a 1-parameter group of automorphisms of B. We do not suppose that the map t → β t , from R to Aut(B), is continuous in any sense. We write D for the fixed point algebra of β. Of course we shall be interested primarily in the case when B = Φ(B) , β = α , and D = D − the fixed point algebra of α . Lemma 3.1 is really a paraphrase of Théorème 3.1 of [7] . Part B is presented to highlight the role of Théorème 2.1 of [7] in our considerations.
The projection e 0 is called the β-finite projection in D and the system (B, β) is called β-finite if e 0 = I.
The fixed point algebra of α , D, is a von Neumann subalgebra of Φ(B) that contains the ultraweak closure of Φ(B α (0)) because α t • Φ = Φ • α t . However, the latter can be quite a bit smaller. Indeed, if B is the compact operators on an infinite dimensional Hilbert space H and if α t = AdU t , where {U t } t∈R has continuous spectrum (say, Example. Let X be the one point compactification of R, X = R ∪ {∞}, and let R act on X by translation, fixing ∞. Let B = C(X) and let α be given by the action of R on X. Then Φ(B) is the ∞ -direct sum of the spaces L ∞ (X, µ) where µ ranges over all probability measures on X. These µ are, of course, the states on B and the normal states on Φ(B) . Now there is only one invariant probability measure on X, the point mass at infinity, δ ∞ . It follows from Lemma 3.1 that the projection e 0 has rank 1 and so (Φ(B) , α ) cannot be α -finite.
To prove Theorem 3.4, we require two lemmas. The second lemma gives three other conditions that are all equivalent to the condition that A is a strongly Dirichlet subalgebra of B. In Theorem 3.1 of [20] these were claimed to be equivalent to a fourth condition. However, the proof given there rests on part (a) of Jorgensen's Theorem 6.1 in [13] and as it turns out we had to drop the fourth condition and provide new arguments. We did this in our first draft. However, László Zsidó then called our attention to [27, Corollary 3.5] where the lemma is proved almost exactly as we need it. In the lemma we shall write B for the Banach space dual of B. (Recall that we are identifying Φ(B) with the double dual of B, so this notation is consistent.) Also, given a map Ψ : B → B, we denote the transpose or adjoint of Ψ mapping B to B by Ψ . Finally, we shall write (B ) α (0) for the invariant elements of B .
Lemma 3.3. The following assertions are equivalent:
(1) There is an α invariant conditional expectation Ψ from B onto B α (0) such that, for all b ∈ B,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. As we said above, this is essentially Corollary 3.5 of [27] . However, one needs to cite his Lemma 3.3 for the equivalence of the first two conditions. Also, his corollary is phrased in terms of one parameter groups of operators on a Banach space. The fact that the projection his lemma guarantees is an expectation in our setting is, fortunately, quite elementary.
Theorem 3.4. The algebra A is a strongly Dirichlet subalgebra of B if and only if e 0 D coincides with the ultraweak closure of c · Φ(B α (0)), where c is the central cover of e 0 in the center of Φ(B) .
We suspect that c lies in the ultraweak closure of Φ(B α (0)), so the conclusion may be rephrased to say that e 0 D is contained in the ultraweak closure of Φ(B α (0)), but we are unable to prove this. 
Proof. Suppose that A is a strongly Dirichlet subalgebra of B and recall that Φ(B) is canonically isometrically isomorphic to the
Here, we treat B as a bimodule over Φ(B) in the usual way (see [8, 
Before proving Theorem 3.6, we show how it yields Theorem 10 of [15] .
Corollary 3.7 ([15, Theorem 10]). Let M be a semifinite von Neumann algebra on a separable Hilbert space, and let K be an ultraweakly dense 2-sided ideal in
Proof. By Theorem 4.2.3 of [17] there is a uniformly continuous representation of R,
In fact, α is inner. Thus condition (ii) of Theorem 3.6 is satisfied. Because α is inner, α preserves every semifinite normal trace on M and since M acts on a separable Hilbert space, there is a faithful normal semifinite trace on M . Thus the condition (i) of Theorem 3.6 is satisfied. Theorem 3.6, then, completes the proof.
Proof of Theorem 3.6. We let B = K and π be the identity representation in Corollary 3.5. We let α | K be the α in that corollary and the β of that corollary is our current α. Let e 0 be the α-finite projection for the system (M, α) and let c be the central cover of e 0 in the center of M . By Corollary 3.5, we need only show that e 0 M α (0) is contained in the ultraweak closure of c · (M α (0) ∩ K). In fact, we show a little more. Let q 0 be the supremum of the finite projections in M α (0) ∩ K. (Recall that a projection p is finite if and only if τ (p) < ∞.) Of course q 0 may be zero. In any case, we show that e 0 = q 0 . This will complete the proof. But if q is a finite projection in M α (0) (if q is finite, it must be in K), and if ϕ q is defined by the formula ϕ q (a) = τ(qa)/τ (q), then a moment's reflection reveals that ϕ q is an invariant normal state on M with s(ϕ q ) = q. By Lemma 3.1 (Part B), each such q is dominated by e 0 . Thus q 0 ≤ e 0 . For the reverse inequality, define ϕ on
Then ϕ is a normal, semifinite, invariant weight on M + . (This follows since both e 0 and q 0 are in the center of M α (0).) Evidently, ϕ is supported by e 0 and so by Théorème 3.3 [7] , the restriction of ϕ to M α (0) + is semifinite. Thus there is a y ∈ M α (0) + , y = 0, such that ϕ(y) < ∞. This implies that y(e 0 − q 0 ) lies in K ∩ M α (0). Hence for each > 0 the spectral projection, corresponding to [ , ∞), of y(e 0 − q 0 ) lies in K ∩ M α (0). Since these are all orthogonal to q 0 (recall e 0 and q 0 are in the center of M α (0) and so the spectral projections of y(e 0 − q 0 ) are orthogonal to q 0 ), we contradict the fact that q 0 is the supremum of all finite projections in M α (0), unless y(e 0 − q 0 ) = 0. Thus y(e 0 − q 0 ) = 0 for every y ∈ M α (0) + such that ϕ(y) < ∞ and since these are ultraweakly dense in M α (0) + , we conclude that e 0 = q 0 .
Coordinatized operator algebras
In this section we complement the results of [21] and show how the analysis in [14] and [1] relates to our perspective. For this purpose, we follow the notation of [21] and [19] . We fix a second countable, locally compact, Hausdorff, r-discrete, principal groupoid G. We view G as an equivalence on G (0) × G (0) . We write λ = {λ u } u∈G (0) for the Haar system on G, where λ u is counting measure on G u , u ∈ G (0) . (The assumption that such a Haar system exists is equivalent to assuming that the range and source maps, r and s, are local homeomorphisms [24] .) We assume, too, that E is a T-groupoid over G and we write j : E → G for the quotient map. When convenient, we writeα for j(α). The space of compactly supported, continuous, complex-valued functions f on E such that f (tγ) = tf (γ), γ ∈ E, t ∈ T, becomes a * -algebra, denoted C c (G, E), under the operations
and
The enveloping C * -algebra of C c (G, E) will be denoted C * (G, E). This is the C * -algebra B that we fixed at the outset of this paper. We shall assume that C * (G, E) is nuclear, which is the same as assuming G is measurewise amenable (see [19] and [24] ). We fix once and for all a faithful cocycle c : G → R. This is a continuous homomorphism c such that
The cocycle c determines a one-parameter group {α t } t∈R on B = C * (G, E) by the formula
(Note that our assumptions guarantee that the elements of C * (G, E) may be represented by continuous functions on E that vanish at infinity. So the formula makes sense.) As is shown in [21] , the algebra A of analytic elements in B = C * (G, E) determined by {α t } t∈R is A(P (c)), where P (c) :
Observe that since c is assumed to be faithful
A special class of examples deserves to be mentioned here. Let Z act freely on a locally compact Hausdorff space X and write x + n for the translate of x by n. Let G = X × Z with the usual groupoid structure: (x, n) and (y, m) are composable if and only if y = x+n and (x, n)(x+n, m) := (x, n+m), while (x, n) −1 = (x+n, −n). The assumption that the Z action is free means that G is isomorphic to the orbit equivalence relation in X × X : {(x, x + n) | n ∈ Z, x ∈ X}. The T-groupoid in this example is trivial, i.e., E = T × G, and so we may ignore it in the formulas to follow. The C * -algebra of G in this case is usually denoted C * (X, Z) and is called the transformation group C * -algebra determined by the action of Z on X. It is also called the crossed product determined by Z and C 0 (X). The cocycle c in this example is the so-called position cocycle, c(x, n) = n. The set P(c), then, may be viewed either as X × Z + or as {(x, x + n) | n ∈ Z + , x ∈ X}, and the algebra A is what is known in the literature as an analytic (or non-self-adjoint) crossed product.
Special cases of the following result appear in the literature [5, 17, 20, 18] .
Theorem 4.1. The algebra A = A(P (c)) is a strongly Dirichlet subalgebra of
Proof. We need to show that
where the sets in the union are disjoint and are closed and open. Of course these sets are also T-invariant. Furthermore, the analysis in [21] shows that 
A C * -representation π of C * (G, E) may be disintegrated and so each such π is determined by a triple (µ, G (0) * H, U), where µ is a quasi-invariant measure on [24] and [25] .) The exact relation between π and (µ, G (0) * H, U) is expressed through the equation
where f ∈ C c (G, E), ξ is a square integrable section of the bundle, and where ∆ is the modular function associated with µ. (See [24] .) If the representation π is irreducible or, more generally, if π is factorial, then the measure µ is ergodic. In this event, we may form the asymptotic ranges of the cocycle c calculated with respect to µ, R 
Proof. Theorem 3.2 of [21] implies that lat π(A) is either {0, I} or a continuous nest. Thus the first assertion follows from Theorem 1.2 and Theorem 4.1. Theorem 4.1 of [21] says that ifR µ ∞ (c) = {0, ∞}, then lat π(A) = {0, I}. Therefore the second assertion follows from the first. Theorem 9.1 of [21] asserts that if c is Z-valued, thenR µ ∞ (c) = {0, ∞}. Thus the third assertion follows from the first two.
) and if the associated measure µ is properly ergodic, then π(A) is ultraweakly dense in L(H π ).
Recall that an algebra of operators T on a Hilbert space H is called triangular in case T ∩ T * is a masa in L(H). This masa is called the diagonal of T . Such an algebra is called maximal triangular iff it is not contained in any larger triangular algebra with the same diagonal and it is called irreducible iff it has no nontrivial invariant subspaces. In Theorem 2.2.1 of [14] , Kadison and Singer showed that if D is an infinite dimensional masa on a Hilbert space H and if U is a unitary operator on H that normalizes D and acts ergodically on D, meaning that U and D have no common, nontrivial, invariant subspaces, then the algebra S generated by U and D is an irreducible triangular algebra with diagonal D. So, therefore, every maximal triangular algebra T with diagonal D that contains S is also irreducible. In Theorem 3. This fact may also be derived from Corollary 4.3 as follows. Given D and U , it is well known that it is easy to produce a separable locally compact Hausdorff X, a homeomorphism τ of X, a quasi-invariant measure µ on X, and a unimodular function θ such that D is unitarily equivalent to the multiplication algebra determined by L ∞ (X, µ) acting on L 2 (X, µ) through multiplication and U is unitarily equivalent to the operatorŨ defined on L 2 (X, µ) by the formula (Ũξ)(
, where J is the Radon-Nikodym derivative dµ • τ/dµ. These ingredients are not uniquely determined by D and U , but that does not matter here. The action of Z on X that τ produces need not be free, but if it isn't, µ assigns measure zero to the periodic points, and that is all that matters. Of course µ and θ determine an irreducible representation π of C
where f ∈ C c (X, Z) and ξ ∈ L 2 (X, µ). Since the ultraweakly closed algebra generated by π(A) contains the ultraweakly closed algebra generated by D (realized as L ∞ (X, µ)) and U (realized asŨ ), the latter is all of L(H) by Corollary 4.3.
In one sense, Arveson's approach to proving that ultraweak denseness of Kadison and Singer's algebras is preferable to ours. His analysis covers a much broader range of examples than those studied by Kadison and Singer and others. Nevertheless, it is noteworthy that Corollary 4.3 also produces operator algebras, whose diagonals have infinite multiplicity, that are ultraweakly dense in the full algebra of operators on the underlying Hilbert space. The ultraweak denseness of these algebras seems to be outside the scope of the techniques that Arveson developed.
We turn now to refinements of [21] that result when the irreducibility assumption on the representations studied is replaced by the assumption that they are factorial. As is customary, we shall identify subspaces with their orthogonal projections. We are interested in what one can say about factorial representations π of C * (G, E) for which there is a nontrivial projection Q in M ∩ lat π(A) where, for the remainder of the paper, M denotes π(C * (G, E) ) . 
where N is as in 3).
5) In the notation of 3), each atom of E is a minimal projection in M . Thus, if
M is a continuous factor, E is nonatomic and N is continuous nest. [17, Theorem 5.2] ). Since M is assumed to be a factor and Q is neither 0 nor I, we conclude that Q −∞ = I and Q +∞ = 0. As in the proof of Theorem 5.2 of [17] , we conclude that there is a spectral measure E in M such that for all λ ∈ R, Of course part 2) is an immediate consequence of Theorem 2.9 and part 1). It is worthwhile to note that the ultraweak closure of π(A) is independent of any ultraweakly continuous representation of R on M , {β t } t∈R , such that
Parts 3), 4) and 5) all rest on showing that the atoms of E are minimal projections in M . This, in turn, uses an argument found in the proof of Theorem 2.9. So let λ be an atom of E. We show E({λ})ME({λ}) is contained in the ultraweak closure of E({λ})π(D)E({λ}). Note that π(D) commutes with E because α fixes D elementwise and AdU t • π = π • α t . This shows that π(D) commutes with U and, therefore, with E. Since π(D) is abelian, this will show that E({λ}) is an abelian projection. Since M is a factor we will conclude that E({λ}) is a minimal projection. By [17, Corollary 2.14], we see that
, the assertion is immediate from Theorem 4.1. Part 5) now has been proved. Part 4) follows from part 3), part 2) and [17, Corollary 2.14]. So it remains to prove part 3). However, if P is a projection in M ∩ lat(π(A)), then the arguments just presented yield a unitary representation {V t } t∈R in M with associated spectral measure F in M such that F ([0, ∞)) ≥ P ≥ F ((0, ∞) ). The projection F ({0}) is also a minimal projection in M , so P either equals F ([0, ∞)) or F ((0, ∞) ). But, since (π, U ) and (π, V ) are covariant representations, we conclude that for each t ∈ R, U t V * t commutes with M . Since these operators lie in M , we find that there is a scalar λ(t) such that V t = λ(t)U t . A moment's reflection reveals that λ is, in fact, a continuous character and so there is an r ∈ R such that λ(t) = e itr . This, in turn, implies that F [t, ∞) = E[t − r, ∞) for all t and shows that P is either E ([−r, ∞) ) or E((−r, ∞)). .) The fact that π is factorial means that µ is ergodic. The proof of the following result, then, follows the same line of argument spelled out in [21] , using Theorem 4.4, here, to replace Theorem 3.2 of [21] . We shall therefore only indicate briefly what changes are necessary in the arguments of [21] to complete the proof. All we need, when µ is properly ergodic, is the fact that N is a continuous nest. This follows from Theorem 4.4. Part 3) is an analogue of Corollary 6.6 of [21] and rests on a modified form of [21, Theorem 6.1] . One has to replace lat π(T (P )) there by lat π(T (P )) ∩ M where T (P ) is defined like A, but in the Borel category where the cocycle c defining P is assumed only to be Borel. In the last line of the proof of [21, Theorem 6 .1], where we used irreducibility, it is enough to assume that π is factorial and that the projections F t , produced there, lie in M . Corollary 6.6 of [21] also requires the discussion after Lemma 6.2 and Corollary 6.3 of [21] . The fact that there are t n 's such that F n = Q tn (notation of [21] ) in the factorial case follows from Theorem 4.4. It also follows that L n ∈ M and that L n is a minimal projection in M ∩ π(M n ) just as was proved there. It results that π n is factorial and this replaces Corollary 6.3 in [21] . Finally, part 4, really, is an analogue of [21, Theorem 7 .1] and the modifications of the proof are not substantial.
One can defineR ∞ (c) (see [24] or the discussion before Definition 2.3 in [21] ) and conclude just as in the proof of Theorem 9.1 of [21] 
