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1. Introduction
We consider the Cauchy problems for Navier–Stokes equations
(P1)
⎧⎨
⎩
∂tu − u + (u · ∇)u + ∇π = 0 for (t, x) ∈ (0,∞) × Rn,
divu = 0 for (t, x) ∈ (0,∞) × Rn,
u(0, x) = u0(x) for x ∈ Rn,
where u = u(t, x) = (u1(t, x),u2(t, x), . . . ,un(t, x)) and π = π(t, x) denote the unknown velocity vec-
tor and the unknown pressure of the ﬂuid at the point (t, x) ∈ R × Rn , respectively, and u0(x) is the
given initial velocity vector. We also consider nonlinear heat equations
(P2)
{
∂tu − u = λ|u|p−1u for (t, x) ∈ (0,∞) × Rn,
u(0, x) = u0(x) for x ∈ Rn,
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T. Iwabuchi / J. Differential Equations 248 (2010) 1972–2002 1973where u = u(t, x) is the unknown scalar valued function, u0 is the given initial data, and p > 1, λ are
real numbers.
Deﬁnition 1.1 (Modulation spaces). Let {ϕk}k∈Zn ⊂ C∞0 (Rn) be a partition of unity satisfying the follow-
ing. Let ϕ ∈ C∞0 (Rn) satisfy
suppϕ ⊂ {ξ ∈ Rn ∣∣ |ξ |√n}, ∑
k∈Zn
ϕ(ξ − k) = 1 for any ξ ∈ Rn.
Let ϕk be deﬁned by
ϕk(ξ) := ϕ(ξ − k), (1.1)
k := F −1ϕkF . (1.2)
For 1 q, σ ∞,−∞ < s < ∞, we deﬁne Msq,σ (Rn) by
Msq,σ
(
R
n) := { f ∈ S ′(Rn) ∣∣ ‖ f ‖Msq,σ (Rn) < ∞},
‖ f ‖Msq,σ (Rn) :=
{
(
∑
k∈Zn 〈k〉sσ ‖k f ‖σLq(Rn))
1
σ for 1 σ < ∞,
supk∈Zn 〈k〉s‖k f ‖Lq(Rn) for σ = ∞,
where 〈k〉 := (1+ |k|2) 12 .
On the property of modulation spaces, the scaling argument does not work in general since we
deﬁne the partition of unity {ϕk}k∈Zn in modulation spaces using the translations of the smooth func-
tion with compact support. The details are studied in the result by Sugimoto and Tomita [17], who
have studied the dilation property of modulation spaces.
On the study of applications to partial differential equations in modulation spaces, Wang, Zhao
and Guo [22] have considered local solutions for nonlinear Schrödinger equations and Navier–Stokes
equations for initial data u0 in M02,1(R
n). Wang and Hudzik [19] have considered global solutions for
nonlinear Schrödinger and Klein–Gordon equations with nonlinear term up for u0 in Ms2,σ (R
n) when
σ = 1 and s = 0 for Schrödinger equations and when 1 σ < np/(np+2s−1) and s = (n+2)/n(p+1)
for Klein–Gordon equations. Wang and Huang [20] have considered local and global solutions for
the generalized Korteweg–de Vries equations, Benjamin–Ono equations and Schrödinger equations,
and Wang, Han and Huang [21] have considered global solutions and scattering for the generalized
derivative nonlinear Schrödinger equations. The local and global solutions for nonlinear heat equations
and Navier–Stokes equations in M0q,σ (R
n) are obtained by our previous work [11].
In this paper, we consider the existence of local and global solutions with initial data u0 ∈
Msq,σ (R
n) for some s,q, σ . In the following Theorem 1.3 for Navier–Stokes equations, our initial data
is included in the results by Koch and Tataru [14] in some cases, and the other cases are not clear
in general. However, we can show that the derivative index s = −1 is optimal to guarantee well-
posedness. The details are in Remarks 1.5 and 1.6.
In this paper, we extend our results in [11] for Navier–Stokes equations and nonlinear heat equa-
tions. In particular, we treat the derivative index s ∈ R. It is important to consider the nonlinear partial
differential equations in function spaces which have scaling invariance, such as Lebesgue spaces,
Sobolev spaces, Besov spaces, Lizorkin–Triebel spaces. In fact, if initial data of the problem (P1) is
in the Lebesgue space Ln(Rn) and suﬃciently small, there exists a global solution, which was proved
by Kato [12], and the index n of Lebesgue space Ln(Rn) is the critical index which is obtained by
the scaling argument for Navier–Stokes equations (P1). On the other hand, the global behavior is con-
trolled by the index q in the result [11] in modulation spaces, and this point is just the same in this
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global behavior is controlled by the index q.
For Navier–Stokes equations (P1), Fujita and Kato [6] considered the Cauchy problems in H
1/2
0 (Ω),
where Ω is a bounded domain in R3 in 1964. Kato [12] proved the existence of solutions in Lebesgue
spaces Ln(Rn) and showed that the solution exists globally in time when initial data u0 ∈ Ln(Rn) is
suﬃciently small. In 1985, Giga and Miyakawa [9] considered the Cauchy problems in Lp(Ω), where
Ω is a bounded domain in Rn . Cannone [4] and Planchon [16] considered global solutions in the
case of n = 3 for small initial data u0 in B−1+3/qq,∞ (R3) (3 < q  6) and L3(R3). Koch and Tataru [14]
studied local solutions for initial data u0 ∈ vmo−1 and global solutions for small initial data u0 ∈
BMO−1. Miura [15] studied the local solutions, which have time continuity in gmo−1, for initial data
u0 ∈ vmo−1 ∩ gmo−1. Zhou [25] studied global solutions for initial data in BMOs if −1  s < 0. On
the Cauchy problems in modulation spaces, Wang, Zhao and Guo [22] proved the existence of local
solutions for initial data u0 ∈ M02,1(Rn). In our previous work [11], we proved the existence of local
solutions for initial data u0 ∈ M0q,σ (Rn) if 1 q∞,1 σ  n/(n−1). In addition to the condition of
the existence of local solutions, we obtain the global solutions if q  n and initial data is suﬃciently
small.
We study the following integral equation
(NS) u(t) = etu0 −
t∫
0
∇e(t−τ )P (u ⊗ u)(τ )dτ ,
where P := 1+ (−)−1∇ div and ⊗ denotes tensor product. Let PMsq,σ (Rn) be deﬁned by
PMsq,σ
(
R
n) := {u ∈ [Msq,σ (Rn)]n ∣∣ divu = 0 in S ′(Rn)},
‖u‖Msq,σ (Rn) :=
n∑
j=1
‖u j‖Msq,σ (Rn),
where u = (u1, . . . ,un). To state our theorems, we introduce the following function spaces
ls,σ (L
r(0, T ; Lq(Rn))) which were introduced by Wang and Hudzik [19].
Deﬁnition 1.2. For s ∈ R, 1  σ , r,q  ∞ and 0 < T  ∞, we deﬁne the function spaces
ls,σ (L
r(0, T ; Lq(Rn))) by
ls,σ
(
Lr
(
0, T ; Lq(Rn))) := { f ∈ S ′(R × Rn) ∣∣ ‖ f ‖ls,σ (Lr(0,T ;Lq(Rn))) < ∞},
‖ f ‖ls,σ (Lr(0,T ;Lq(Rn))) :=
{
(
∑
k∈Zn(〈k〉s‖k f ‖Lr(0,T ;Lq(Rn)))σ )
1
σ if σ < ∞,
supk∈Zn 〈k〉s‖k f ‖Lr(0,T ;Lq(Rn)) if σ = ∞,
where k is deﬁned by (1.2).
Theorem 1.3. Let n, s, q, σ satisfy
n 2, 1 q∞, 1 σ < ∞, n(σ − 1)
σ
− 1 s.
Then, for any u0 ∈ PMsq,σ (Rn) there exists T > 0 such that (NS) has a unique solution u in XT , where
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{
u ∈ [C([0, T ],Msq,σ (Rn))]n | ‖u‖XT < ∞, divu = 0 },
‖u‖XT := sup
t∈(0,T )
∥∥u(t)∥∥Msq,σ (Rn) + ‖u‖Z ,
‖u‖Z :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
‖u‖l0,1 (L2(0,T ;Lq(Rn))) if s = −1,
supt∈(0,T ) t
|s|
2 ‖u(t)‖M0q,σ (Rn) if −1< s < 0,
supt∈(0,T ) t
n
2 (
1
ν − 1σ )‖u(t)‖Msq,ν (Rn) if s = n(σ−1)σ − 1 0 or 0 s n(σ−1)−nσ ,
0 otherwise,
where ν is an arbitrary real number satisfying
1
σ
<
1
ν
<
1
σ
+ n(σ − 1) − σ s
2σn
.
In addition, let u, v ∈ XT be each solution for initial data u0 , v0 , respectively, it holds that
‖u − v‖XT → 0, as v0 → u0 in
[
Msq,σ
(
R
n)]n.
Furthermore, if q n and initial data u0 is suﬃciently small, the solution exists globally in time.
Remark 1.4. If s > n(σ − 1)/σ − 1 or initial data u0 is suﬃciently small, we can take the existence
time T > 0 depending only on the norm of initial data u0. If not so, we take T > 0 small for each
initial data u0. We prove them in Section 3 together with the proof of Theorem 1.3.
Remark 1.5. The range of s is in the interval [−1,∞) and this lower bound −1 is optimal. In fact, we
can show the ill-posedness for Navier–Stokes equations (NS) in PMs2,σ (R
n) if s < −1 and 1 σ < ∞,
which is proved in Appendix A of this paper in the way of the result by Bejenaru and Tao [1]. In their
way, we show that continuous dependence on initial data fails.
Remark 1.6. In some cases, we can show that initial data in Theorem 1.3 is included in the results by
Koch and Tataru [14], or Miura [15]. If the derivative index s = −1, we have σ = 1 and
M−1q,1
(
R
n)⊂ vmo−1 ∩ gmo−1 if 1 q∞. (1.3)
Therefore, if s = −1, initial data u0 for local solutions is included in the result by Miura [15] who
proved the existence of local solutions for u0 ∈ vmo−1 ∩ gmo−1. For global solutions, we have
Msq,σ
(
R
n)⊂ BMO−1 if −1 s 0, s = n(σ − 1)
σ
− 1 and 1 q n. (1.4)
Therefore, if −1  s  0, initial data u0 for global solutions is included in the result by Koch and
Tataru [14] who proved the existence of global solutions for u0 ∈ BMO−1. We show (1.3) and (1.4) in
Proposition 2.17. However, we don’t know such relations in the case s = n(σ −1)/σ −1 > −1 for local
solutions, and the case s = n(σ − 1)/σ − 1 > 0 for global solutions.
Remark 1.7. There is no inclusion between the modulation space M−1∞,1(Rn) and BMO
−1. In fact, we
can show the following estimate with the fact BMO−1 = F˙−1∞,2(Rn). If f satisﬁes suppF [ f ] ⊂ {ξ ∈ Rn ||ξ | 1}, we have
‖ f ‖M−1 (Rn)  C‖ f ‖ F˙−1 (Rn).∞,1 ∞,2
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‖ f ‖ F˙−1∞,2(Rn)  C‖ f ‖M−1∞,1(Rn).
There is the following example f which is not in BMO−1 but in M−1∞,1(R). For suﬃciently small ε > 0,
f (x) :=
∑
−∞< j0
2ε j2i2
j x +
∑
j1
j−22 j2i2 j x,
where i = √−1. We also see that f is not in Sobolev spaces Hsp(Rn) if 1 p ∞, s > −1.
Remark 1.8. The global solutions in Theorem 1.3 are obtained by the smoothing effect of the propaga-
tor et . In fact, the solution u(t) in Theorem 1.3 is small and in the Lebesgue space Ln(Rn) if 0 < t  1
and initial data u0 is suﬃciently small. Therefore, the solution u(t) exists globally in time by the result
of Kato [12], who proved the existence of global solutions for small initial data u0 ∈ Ln(Rn).
For nonlinear heat equations (P2) with λ = 1, Fujita [7] proved nonexistence of nonnegative
and nontrivial global solutions for p < 1 + 2/n in 1966. In 1968, Fujita [8] proved the existence
of global solutions for p > 1 + 2/n. For the critical exponent p = 1 + 2/n, Hayakawa [10] proved
nonexistence of nonnegative and nontrivial global solutions in the case of n = 1,2, and Kobayashi,
Sirao and Tanaka [13] proved it in general dimensions. Weissler [23] considered the Cauchy prob-
lems in Lebesgue spaces Lq(Rn), and proved the existence of local solutions for u0 ∈ Lq(Rn) with
q n(p − 1)/2 > 1 and nonexistence of solutions for some u0 ∈ Lq(Rn) with 1 q < n(p − 1)/2. Also,
Weissler [24] proved the existence of global solutions for suﬃciently small u0 ∈ L n2 (p−1)(Rn) when
p > 1 + 2/n. In 1983, Brezis and Friedman [3] studied (P2) for λ = −1 when initial data are δ func-
tions. They proved the existence of local solutions for p < 1 + 2/n and nonexistence of solutions for
p  1+ 2/n. In our previous work [11], we proved the existence of local solutions for the initial data
u0 ∈ M0q,σ (Rn) if 1  q ∞, 1  σ ∞, p  1 + 2σ/n(σ − 1). In addition to the condition of the
existence of local solutions, we obtain the global solutions if p  1 + 2q/n > 1 + 2/n and initial data
u0 is suﬃciently small.
In this paper, since we can take λ for an arbitrary real number, we put λ = 1 afterward for sim-
plicity. Since we have the diﬃculty to take p for real numbers in modulation spaces, we take p for
natural numbers similarly to the results in [11,19,22] and we consider the integral equation
(H) u(t) = etu0 +
t∫
0
e(t−τ )up(τ )dτ .
Theorem 1.9. Let s ∈ R, 1 q∞, 1 σ < ∞ and p ∈ N.
(i) Let s, σ , p satisfy
−1 s < 0, 1 < p min
{
1+ 2σ
n(σ − 1) − σ s ,
2
−s
}
, p <
(n + 2)σ
n(σ − 1) − σ s .
Then for any u0 ∈ Msq,σ (Rn), there exists T > 0 such that (H) has a unique solution u in XT , where
XT :=
{
u ∈ C([0, T ],Msq,σ (Rn)) ∣∣ ‖u‖XT < ∞ },
‖u‖XT := sup
t∈(0,T )
∥∥u(t)∥∥Msq,σ (Rn) + ‖u‖Z ,
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⎧⎨
⎩
‖u‖l0,σ (Lp(0,T ;Lq(Rn))) if s = −
2
p ,
supt∈(0,T ) t
|s|
2 + n2 ( 1ν − 1σ )‖u(t)‖M0q,ν (Rn) if − 2p < s < 0,
where ν is an arbitrary real number satisfying ν  σ and
p − 1
p
<
1
ν
<
1
σ
+ 2+ ps
pn
. (1.5)
(ii) Let s, σ , p satisfy
s 0, 1 < p  1+ 2σ
n(σ − 1) − σ s .
Then for any u0 ∈ Msq,σ (Rn), there exists T > 0 such that (H) has a unique solution u in XT , where
XT :=
{
u ∈ C([0, T ],Msq,σ (Rn)) ∣∣ ‖u‖XT < ∞ },
‖u‖XT := sup
t∈(0,T )
∥∥u(t)∥∥Msq,σ (Rn) + ‖u‖Z ,
‖u‖Z :=
{
supt∈(0,T ) t
n
2 (
1
ν − 1σ )‖u(t)‖Msq,ν (Rn) if p = 1+ 2σn(σ−1)−σ s or p  1+ nn(σ−1)−σ s ,
0 otherwise,
where ν is an arbitrary real number satisfying
p − 1
p
(
1− s
n
)
<
1
ν
<
1
σ
+ (p − 1){n(σ − 1) − σ s}
pσn
.
On (i) and (ii), let u, v ∈ XT be each solution for initial data u0, v0 , it follows that
‖u − v‖XT → 0, as v0 → u0.
Furthermore, if p  1+ 2q/n > 1+ 2/n and u0 is suﬃciently small, the solution exists globally in time.
Remark 1.10. If we consider the nonlinear term being |u|p−1u for nonlinear heat equation (H), we
can treat on the condition of p − 1 being an even number. If p − 1 is a real number, the nonlinearity
|u|p−1 is not a smooth function in general and it is diﬃcult to treat.
Remark 1.11. In (ii) of Theorem 1.9, the upper bound of p = 1 + 2σ/{n(σ − 1) − σ s} seems to be
optimal because of the following continuous embeddings. For 1 σ  2, we have
Ms σ
σ−1 ,σ
(
R
n) ↪→ Hs, σσ−1 (Rn) ↪→ L2(Rn)∩ Lr(Rn) if s
n
= σ − 1
σ
− 1
r
.
For 2 σ ∞, we have
Hs,
σ
σ−1
(
R
n) ↪→ Ms σ
σ−1 ,σ
(
R
n),
Hs,
σ
σ−1
(
R
n) ↪→ Lr(Rn) if s = r − 1 − 1 .
n r σ
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1+ 2σ
n(σ − 1) − σ s = 1+
2r
n
and the right-hand side is a critical index obtained by the scaling invariance in Lr(Rn). That is, it is
necessary that p satisﬁes p  1 + 2r/n to obtain local solutions if initial data u0 is in Lr(Rn), which
was proved by Weissler [23].
Remark 1.12. In (i) of Theorem 1.9, the conditions p < −2/s and p < (n + 2)σ /{n(σ − 1) − σ s} are
necessary for the existence of ν . And the conditions p = −2/s and p = (n + 2)σ /{n(σ − 1) − σ s} are
meaningful. In fact, we can show the ill-posedness for (H) in Ms2,σ (R
n), if
p >
2
−s or p >
(n + 2)σ
n(σ − 1) − σ s , (1.6)
which we prove in Appendix A. The way of the proof is similar to Remark 1.5 with the argument of
Bejenaru and Tao [1]. Therefore, the case
−1 s < 0, 1< p min
{
1+ 2σ
n(σ − 1) − σ s ,
2
−s
}
, p = (n + 2)σ
n(σ − 1) − σ s (1.7)
is not treated in Theorem 1.9. However, we can treat a certain case, which is Theorem 1.13.
We consider the case p = (n+2)σ /{n(σ −1)−σ s}. For details, the condition (1.7) can be rewritten
by the following 3 cases:
n = 1, p = 2, s = −σ + 2
2σ
−1, (1.8)
n = 1, p = 3, s = − n
σ
−2
3
, (1.9)
n = 2, p = 2, s = − n
σ
−1. (1.10)
Theorem 1.13. Let n = 1, p = 2,1 q∞. Then, for any u0 ∈ M−1q,2(R), there exists T > 0 such that (H) has
a unique solution u in XT , where
XT :=
{
u ∈ C([0, T ],M−1q,2(R)) ∣∣ ‖u‖XT < ∞ },
‖u‖XT := sup
t∈(0,T )
∥∥u(t)∥∥M−1q,2(R) + ‖u‖l0,2 L2(0,T ;Lq(R)).
In addition, let u, v ∈ XT be each solution for initial data u0, v0 , it follows that
‖u − v‖XT → 0, as v0 → u0.
Furthermore, if p  1+ 2q/n > 1+ 2/n and u0 is suﬃciently small, the solution exists globally in time.
Remark 1.14. Theorem 1.13 corresponds to the case s = −1 in (1.8). Here, we introduce a typical
example, let initial data u0 ∈ M−12,2(R). Then, we obtain a local solution by Theorem 1.13 and the
derivative index s = −1 is optimal by Remark 1.12. That is, if the derivative index s < −1, (H) is
ill-posedness in Ms2,2(R).
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only on the norm of initial data u0. In our proof, the existence time T can be taken depending only
on the norm of u0 if
p < min
{
1+ 2σ
n(σ − 1) − σ s ,
(n + 2)σ
n(σ − 1) − σ s ,
2
−s
}
, (1.11)
or initial data u0 is suﬃciently small. The way of the proof is similar to Remark 1.4 and we omit the
details of the proof.
Remark 1.16. The global solutions in Theorems 1.9 and 1.13 are obtained by the smoothing effect of
et similarly to the case of Navier–Stokes equations in Remark 1.8. In fact, the solution u(t) in each
theorem is small and in the Lebesgue space Ln(p−1)/2(Rn) if 0 < t  1 and initial data u0 is suﬃciently
small. Therefore, the solution exists globally in time by the result of Weissler [24], who proved the
existence of global solutions for small initial data u0 ∈ Ln(p−1)/2(Rn).
In this paper, we show some properties of modulation spaces and the propagator et in the mod-
ulation spaces in Section 2. We prove the theorems for Navier–Stokes equations in Section 3 and
nonlinear heat equations in Section 4.
2. Preliminaries
In this section, we consider the properties of modulation spaces and the function spaces
ls,σ (L
r(0, T ; Lq(Rn))), and the estimates for the propagator of et in those function spaces. For sim-
plicity, we put ls,σ LrT L
q := ls,σ (Lr(0, T ; Lq(Rn))) and ‖ · ‖Msq,σ := ‖ · ‖Msq,σ (Rn) in the following sections.
The constant C denotes an absolute positive constant which can change in each line.
2.1. Modulation spaces and ls,σ LrT L
q
In this section, we introduce some properties of modulation spaces and ls,σ LrT L
q .
Proposition 2.1. (See [5,18,19].) Let 1  q,q1,q2, σ ,σ1, σ2 ∞. Then we have the following continuous
embeddings.
(i) If 1/q + 1/q′ = 1, then
M0q,min{q,q′}
(
R
n) ↪→ Lq(Rn) ↪→ M0q,max{q,q′}(Rn).
(ii) If q1  q2, σ1  σ2 , s1  s2 , then
Ms1q1,σ1
(
R
n) ↪→ Ms2q2,σ2(Rn).
(iii) If σ1  σ2 , s1 > s2 , s1 − s2 > n(1/σ2 − 1/σ1), then
Ms1q,σ1
(
R
n) ↪→ Ms2q,σ2(Rn).
Remark 2.2. Similar embeddings to (ii) and (iii) in Proposition 2.1 also hold. That is, let 1  r ∞,
T > 0 and s j,q j, σ j ( j = 1,2) be the same as Proposition 2.1, we have
ls1,σ1 Lr1T L
q1 ↪→ ls2,σ2 Lr2T Lq2 ,
if q1  q2, σ1  σ2, s1  s2 or σ1 > σ2, s1 > s2, s1 − s2 > n(1/σ2 − 1/σ1). In addition, the embedding
in (iii) of Proposition 2.1 does not hold if s1 − s2 = n(1/σ2 − 1/σ1) (see [19]).
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1
q
= 1
q1
+ 1
q2
= 1
q3
+ 1
q4
,
1
r
= 1
r1
+ 1
r2
= 1
r3
+ 1
r4
,
1
σ
= 1
σ1
+ 1
σ2
− 1 = 1
σ3
+ 1
σ4
− 1.
There exists C > 0 such that for any f ∈ ls,σ1 Lr1T Lq1 ∩ l0,σ3 Lr3T Lq3 , g ∈ l0,σ2 Lr2T Lq2 ∩ ls,σ4 Lr4T Lq4 , we have
‖ f g‖ls,σ LrT Lq  C‖ f ‖ls,σ1 Lr1T Lq1 ‖g‖l0,σ2 Lr2T Lq2 + C‖ f ‖l0,σ3 Lr3T Lq3 ‖g‖ls,σ4 Lr4T Lq4 . (2.1)
Remark 2.4. In modulation spaces, it is known that
‖ f g‖Msq,σ  C‖ f ‖Msq1,σ1 ‖g‖M0q2,σ2 + C‖ f ‖M0q3,σ3 ‖g‖Msq4,σ4 . (2.2)
These q,q j, σ ,σ j ( j = 1,2,3,4) correspond to those of Proposition 2.3, which is proved in the similar
way to the proof of (2.2) in [11].
Lemma 2.5. Let 1 < σ,σ1, σ2 < ∞, 0  α < n/σ ,0  β < n(1 + 1/σ − 1/σ2) − α satisfy 1/σ − (α +
β)/n = 1/σ1 + 1/σ2 − 1, and σ  σ1 , there exists C > 0 such that for any f ∈ Lσ1 (Rn) and g ∈ Lσ2 (Rn), we
have ∥∥|x|−α((| · |−β f ) ∗ g)∥∥Lσ (Rn)  C‖ f ‖Lσ1 (Rn)‖g‖Lσ2 (Rn).
Remark 2.6. Similar lemma to Lemma 2.5 can be veriﬁed in sequence spaces instead of Lebesgue
spaces. That is, for any {ak}k∈Zn ∈ lσ1 (Zn) and {bk}k∈Zn ∈ lσ2 (Zn), we have∥∥∥∥
{
〈k〉−α
∑
m∈Zn
ak−m
〈k −m〉β bm
}
k∈Zn
∥∥∥∥
lσ (Zn)
 C
∥∥{a}k∈Zn∥∥lσ1 (Zn)∥∥{b}k∈Zn∥∥lσ2 (Zn), (2.3)
where σ ,σ1, σ2,α,β are the same as Lemma 2.5. We can also obtain the same estimate on the
condition of σ  σ2 instead of σ  σ1.
We prove Lemma 2.5 in Appendix A and introduce the following proposition, which is necessary
for the critical case of Theorem 1.3 and Theorem 1.9; the case s = n(σ − 1)/σ − 1 in Theorem 1.3 and
the case p = 1+ 2σ/{n(σ − 1) − σ s} in Theorem 1.9.
Proposition 2.7. Let 1 q,q1,q2, r, r1, r2 ∞, 1 < σ,σ1, σ2 < ∞, 0 < T ∞ and 0 < s < n/σ .
(i) If
1
q
= 1
q1
+ 1
q2
,
1
r
= 1
r1
+ 1
r2
, σ  σ1,
1
σ
− s
n
= 1
σ1
+ 1
σ2
− 1, (2.4)
there exists C > 0, such that for any u ∈ M0q1,σ1 (Rn) and v ∈ M0q2,σ2 (Rn), we have
‖uv‖M−sq,σ  C‖u‖M0q1,σ1 ‖v‖M0q2,σ2 . (2.5)
For any u ∈ l0,σ1 Lr1T Lq1 and v ∈ l0,σ2 Lr2T Lq2 , we also have
‖uv‖l−s,σ LrT Lq  C‖u‖l0,σ1 Lr1T Lq1 ‖v‖l0,σ2 Lr2T Lq2 . (2.6)
T. Iwabuchi / J. Differential Equations 248 (2010) 1972–2002 1981(ii) In addition to the condition of (i), we assume σ  σ2 . Then, there exists C > 0 such that, for any u ∈
Msq1,σ1 (R
n) and v ∈ Msq2,σ2 (Rn), we have
‖uv‖Msq,σ  C‖u‖Msq1,σ1 ‖v‖Msq2,σ2 . (2.7)
For any u ∈ ls,σ1 Lr1T Lq1 and v ∈ ls,σ2 Lr2T Lq2 , we also have
‖uv‖ls,σ LrT Lq  C‖u‖ls,σ1 Lr1T Lq1 ‖v‖ls,σ2 Lr2T Lq2 . (2.8)
Remark 2.8. The estimate of Proposition 2.7 is correct if we replace (2.4) with
1
σ
− s
n
<
1
σ1
+ 1
σ2
− 1.
In this case, we can prove the estimate using embedding in modulation spaces. For example, consid-
ering (i), let ν satisfy ν > σ , s/n > 1/σ − 1/ν and 1/ν = 1/σ1 + 1/σ2 − 1, then, we have from the
embedding in modulation spaces,
‖uv‖M−sq,σ (Rn)  ‖uv‖M0q,ν (Rn). (2.9)
And applying (2.2), we obtain the desired estimate. In Proposition 2.7, we can treat the case s/n =
1/σ − 1/ν , which we can’t prove with the embedding (2.9).
Proof of Proposition 2.7. Step 1. To prove (2.5), we have
‖uv‖M−sq,σ (Rn) 
{∑
k∈Zn
(
〈k〉−s
∑
k1∈Zn
‖k1u‖Lq1 (Rn)
∑
|k2|3√n
‖k−k1−k2 v‖Lq2 (Rn)
)σ} 1σ
.
And we obtain the desired estimate applying (2.3) putting
α := s, β := 0, ak := ‖ku‖Lq1 (Rn), bk :=
∑
|k2|3√n
‖k−k2 v‖Lq2 (Rn).
The proof of (2.6) follows similarly with the use of the inequality
‖uv‖l−s,σ Lr Lq 
{∑
k∈Zn
(
〈k〉−s
∑
k1∈Zn
‖k1u‖Lr1 Lq1 (Rn)
∑
|k2|3√n
‖k−k1−k2 v‖Lr2 Lq2 (Rn)
)σ} 1σ
.
Step 2. We show (ii) in this step and only treat (2.7) since the proof of (2.8) can be proved in the
similar way. To prove (2.7), we have
‖uv‖σMsq,σ (Rn) 
∑
k∈Zn
(
〈k〉s
∑
k1∈Zn
‖k1u‖Lq1 (Rn)
∑
|k2|3√n
‖k−k1−k2 v‖Lq2 (Rn)
)σ
 C
∑
k∈Zn
( ∑
k1∈Zn
〈k1〉s‖k1u‖Lq1 (Rn)
∑
|k2|√n
‖k−k1−k2 v‖Lq2 (Rn)
)σ
+ C
∑
k∈Zn
( ∑
k1∈Zn
‖k1u‖Lq1 (Rn)
∑
|k |√n
〈k − k1 − k2〉s‖k−k1−k2 v‖Lq2 (Rn)
)σ
.2
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applying (2.3). In fact, the ﬁrst term in the right-hand side is estimated by (2.3) with
α := 0, β := s, ak := 〈k〉s
∑
|k2|√n
‖k−k2 v‖Lq2 (Rn), bk := 〈k〉s‖ku‖Lq1 (Rn).
The second term follows similarly. 
In the similar way to the proof of Proposition 2.7, we obtain the following corollary as a general-
ization of Proposition 2.7.
Corollary 2.9.
(i) Let 1 q, r ∞, p ∈ N, 1 ν,σ < ∞, 0 < T ∞, and 0 α < n/ν satisfy
1
ν
− α
n
 p
σ
− (p − 1), 1 σ  ν.
Then, there exists C > 0 such that for any u ∈ M0pq,σ (Rn), we have∥∥up∥∥M−αq,ν  C‖u‖pM0pq,σ . (2.10)
For any u ∈ l0,σ LprT Lpq, we also have∥∥up∥∥l−α,ν LprT Lpq  C‖u‖pl0,σ LprT Lpq . (2.11)
(ii) Let q, r, p, ν,α, T be the same as (i), and 1μ < ∞ satisfy
1
ν
− (p − 1)α
n
 p
μ
− (p − 1), 1μ ν.
Then, there exists C > 0 such that for any u ∈ Mαpq,μ(Rn), we have
∥∥up∥∥Mαq,ν  C‖u‖pMαpq,μ . (2.12)
For any u ∈ lα,μLprT Lpq, we also have∥∥up∥∥lα,ν LrT Lq  C‖u‖plα,μLprT Lpq . (2.13)
2.2. The properties for et
In this section, we consider the properties of et in modulation spaces.
Proposition 2.10. Let 1 q, r, σ , ν ∞, s, s˜ ∈ R.
(i) If q r, there exists a constant C > 0 such that
∥∥et f ∥∥Msq,σ  C(1+ t)− n2 ( 1r − 1q )‖ f ‖Msr,σ . (2.14)
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∥∥et f ∥∥M0q,σ  C(1+ t− n2 ( 1σ − 1ν ))‖ f ‖M0q,ν . (2.15)
(iii) If s s˜, there exists constant C > 0 such that
∥∥et f ∥∥Ms˜q,σ  C(1+ t− s˜−s2 )‖ f ‖Msq,σ . (2.16)
Proof. (i) and (ii) were proved in [11]. Therefore, we prove (iii) and only treat the case s˜ = 0 and
s  0 for simplicity. On the low frequency part of the norm, that is, let k satisfy |k| 3√n, we have
from Lq(Rn) boundedness of et
∑
|k|3√n
∥∥ket f ∥∥σLq  C ∑
|k|3√n
〈k〉sσ ‖k f ‖σLq  C‖ f ‖σMs1q,σ .
On the high frequency part of the norm, we use Lemma 2.5 in [11]:
∥∥ket f ∥∥Lq  Ce−ct|k|2‖k f ‖Lq if |k| 3√n, (2.17)
which is the reﬁned estimate of (5.13) in [22]. So that, we have
∥∥ket f ∥∥Lq  C |k||s|e−ct|k|2〈k〉s‖k f ‖Lq  Ct− |s|2 〈k〉s‖k f ‖Lq .
Taking the sequence norm lσ (Zn), we obtain the desired estimate. 
Proposition 2.11. Let 1 q∞, 1 ν  σ < ∞, s ∈ R and α  0. If α > 0 or ν < σ , then we have
lim
T↘0 supt∈(0,T )
t
α
2 + n2 ( 1ν − 1σ )
∥∥et f ∥∥Ms+αq,ν = 0 for any f ∈ Msq,σ (Rn).
Proof. This proposition is proved in the similar way to Proposition 2.8 in [11]. 
Proposition 2.12. Let 1 q∞, 1 σ < ∞ and 0 < α  1, then we have
(i) ‖et f ‖
l0,σ L
2
α
T L
q
 C(1+ T α2 )‖ f ‖M−αq,σ for any f ∈ M−αq,σ (Rn);
(ii) limT↘0 ‖et f ‖
l0,σ L
2
α
T L
q
= 0 for any f ∈ M−αq,σ (Rn).
Proof. We show (i) ﬁrst. If |k| 3√n, we have from since et and k being commutative and bound-
edness of et in the Lebesgue space Lq(Rn)
∥∥ket f ∥∥
L
2
α
T L
q
 C‖k f ‖
L
2
α
T L
q
 CT α2 ‖k f ‖Lq . (2.18)
If |k| 3√n, we have from (2.17)
∥∥ket f ∥∥
L
2
α
T L
q
 C
∥∥e−ct|k|2∥∥
L
2
α (0,∞)‖k f ‖Lq  C |k|
−α‖k f ‖Lq . (2.19)
Taking the sequence norm lσ (Zn) with (2.18) and (2.19), we obtain (i).
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f R :=
∑
|k|R
k f .
For any ε > 0, there exists R > 1 such that we have
‖ f − f R‖M−αq,σ < ε.
By the triangle inequality, we have∥∥et f ∥∥
l0,σ L
2
α
T L
q

∥∥et f R∥∥
l0,σ L
2
α
T L
q
+ ∥∥et( f − f R)∥∥
l0,σ L
2
α
T L
q
. (2.20)
On the ﬁrst term of (2.20), we take T > 0 satisfying T
α
2 Rα‖ f R‖M−αq,σ  ε, it holds from the bounded-
ness of the propagator et in Lebesgue spaces that
∥∥et f R∥∥
l0,σ L
2
α
T L
q
 C‖ f R‖
l0,σ L
2
α
T L
q
 CT α2 ‖ f R‖M0q,σ
 CT α2 Rα‖ f R‖M−αq,σ
 Cε.
On the second term of (2.20), we have from (2.17)
∥∥ket( f − f R)∥∥
L
2
α (0,T ;Lq(Rn)) 
∥∥e−ct|k|2‖
L
2
α (0,∞)
∥∥k( f − f R)∥∥Lq(Rn)
 C〈k〉−α∥∥k( f − f R)∥∥Lq(Rn).
Taking the sequence norm lσ (Zn), we have∥∥et( f − f R)∥∥
l0,σ L
2
α
T L
q
 C‖ f − f R‖M−αq,σ (Rn)  Cε.
Therefore, we obtain the desired estimate. 
Proposition 2.13. Let s ∈ R, 1 r,q, σ ∞ and 0 < T ∞.
(i) There exists C > 0 such that for any f ∈ ls,σ L1T Lq, we have
sup
t∈(0,T )
∥∥∥∥∥
t∫
0
e(t−τ ) f (τ )dτ
∥∥∥∥∥
Msq,σ
 C‖ f ‖ls,σ L1T Lq .
(ii) There exists C > 0 such that for any f ∈ ls− 2r ,σ L1T Lq, we have
∥∥∥∥∥
t∫
0
e(t−τ ) f (τ )dτ
∥∥∥∥∥
ls,σ LrT L
q
 C
(
1+ T 1r )‖ f ‖
ls− 2r ,σ L1T Lq
.
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spaces, we have
∥∥∥∥∥k
t∫
0
e(t−τ ) f (τ )dτ
∥∥∥∥∥
Lq(Rn)

T∫
0
∥∥k f (τ )∥∥Lq(Rn) dτ .
Summing over k ∈ Zn after multiplying 〈k〉s in both sides, we obtain the desired estimate.
We show (ii) in the case s = 0 for simplicity. We treat the low and high frequency separately.
First, we consider the estimate of low frequency. In this case, we assume |k| 3√n, and applying the
boundedness of the propagator et , we have
∥∥∥∥∥k
t∫
0
e(t−τ ) f (τ )dτ
∥∥∥∥∥
LrT L
q
 CT 1r
T∫
0
∥∥k f (τ )∥∥Lq(Rn) dτ
 CT 1r 〈k〉− 2r ‖k f ‖L1T Lq . (2.21)
We treat the high frequency next. In this case, we assume |k| 3√n and have from (2.17)
∥∥∥∥∥k
t∫
0
e(t−τ ) f (τ )dτ
∥∥∥∥∥
LrT L
q
 C
∥∥∥∥∥
t∫
0
e−c(t−τ )|k|2
∥∥k f (τ )∥∥Lq(Rn) dτ
∥∥∥∥∥
LrT
.
Applying Hausdorff–Young’s inequality, we have
∥∥∥∥∥k
t∫
0
e(t−τ ) f (τ )dτ
∥∥∥∥∥
LrT L
q
 C〈k〉− 2r ‖k f ‖L1T Lq . (2.22)
Taking the sequence norm lσ (Zn), we obtain the estimate (ii) by (2.21) and (2.22). 
2.3. The boundedness of the operator P
We show a kind of boundedness of P = 1+ (−)−1∇ div in modulation spaces.
Lemma 2.14. Let 1 q∞, f ∈ S ′(Rn).
(i) If |k| 3√n, we have
‖k∇ P f ‖Lq(Rn)  C‖k f ‖Lq(Rn) if ‖k f ‖Lq(Rn) < ∞.
(ii) If |k| 3√n, we have
‖k P f ‖Lq(Rn)  C‖k f ‖Lq(Rn) if ‖k f ‖Lq(Rn) < ∞.
Proof. We prove (i) ﬁrst. We use the homogeneous Besov space B˙0q,1(R
n), let {φ j} j∈Z be Littlewood–
Paley’s decomposition. We have from the embedding B˙0q,1(R
n) ↪→ Lq(Rn) and the boundedness of P
in the homogeneous Besov spaces
‖k∇ P f ‖Lq(Rn)  C
∑
−∞< jn
2 j
∥∥φ j ∗ (k f )∥∥Lq(Rn)  C‖k f ‖Lq(Rn).
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the homogeneous Besov spaces and k is away from the origin. 
From Lemma 2.14, we obtain the following proposition.
Proposition 2.15. Let s ∈ R, 1 r,q, σ ∞ and T > 0. Then, there exists C > 0 such that we have
‖∇ P f ‖Msq,σ  C‖ f ‖Ms+1q,σ if f ∈ M
s+1
q,σ
(
R
n),
‖∇ P f ‖ls,σ LrT Lq  C‖ f ‖ls+1,σ LrT Lq if f ∈ l
s+1,σ LrT Lq.
2.4. The relation between modulation spaces and some function spaces
In this section, we show some relations between modulation spaces with negative derivative index
and BMO−1 or vmo−1 or gmo−1. We use the following notations in [15].
Deﬁnition 2.16. For a measurable function f in Rn and T > 0, we put
‖ f ‖BMO−1T := supx∈Rn,0<R2<T
(
1
|B(x, R)|
∫
B(x,R)
R2∫
0
∣∣eτ f (y)∣∣2 dτ dy
) 1
2
,
where B(x, R) is a ball whose center and radius are x ∈ Rn and R , respectively, and |B(x, R)| is
Lebesgue measure of B(x, R). Then, we deﬁne function spaces as follows:
BMO−1 := { f ∈ S ′(Rn) ∣∣ ‖ f ‖BMO−1 := ‖ f ‖BMO−1∞ < ∞},
bmo−1 := { f ∈ S ′(Rn) ∣∣ ‖ f ‖bmo−1 := ‖ f ‖BMO−11 < ∞},
vmo−1 :=
{
f ∈ bmo−1
∣∣∣ lim
T↘0‖ f ‖BMO−1T = 0
}
,
gmo−1 :=
{
f ∈ bmo−1
∣∣∣ lim
t↘0 e
t f = f in bmo−1
}
.
Proposition 2.17. Let s ∈ R and σ  1. We have
M−1q,1
(
R
n)⊂ vmo−1 ∩ gmo−1 if 1 q∞, (2.23)
Msq,σ
(
R
n)⊂ BMO−1 if 1 q n and s = n(σ − 1)
σ
− 1 0. (2.24)
Proof. By Proposition 2.1, it suﬃces to consider the case of q = ∞ for (2.23) and the case of q = n for
(2.24).
To show (2.23), we show M−1∞,1(Rn) ↪→ bmo−1 ﬁrst. Let f ∈ M−1∞,1(Rn), and we use the partition of
unity and have
‖ f ‖bmo−1 
∑
k∈Zn
‖k f ‖bmo−1 . (2.25)
If |k| 3√n, we have from the boundedness of the operator et in L∞(Rn)
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x∈Rn,0<R2<1
(
1
|B(x, R)|
∫
B(x,R)
dy
R2∫
0
∥∥etk f ∥∥2L∞(Rn) dt
) 1
2
 C‖k f ‖L∞(Rn). (2.26)
If |k| 3√n, we use (2.17) and have
‖k f ‖bmo−1  C sup
x∈Rn,0<R2<1
(
1
|B(x, R)|
∫
B(x,R)
dy
R2∫
0
e−ct|k|2‖k f ‖2L∞(Rn) dt
) 1
2
 C〈k〉−1‖k f ‖L∞(Rn). (2.27)
From (2.25)–(2.27), we have
‖ f ‖bmo−1  C
∑
k∈Zn
〈k〉−1‖k f ‖L∞(Rn) = C‖ f ‖M−1∞,1 .
Therefore, we obtain M−1∞,1(Rn) ↪→ bmo−1. The claim f ∈ vmo−1 is obtained by the similar way to the
proof of (ii) in Proposition 2.12. The claim f ∈ gmo−1 is obtained by the embedding M−1∞,1(Rn) ↪→
bmo−1 and the fact et f ∈ C([0,∞),M−1∞,1(Rn)) in [11].
To show (2.24), we use the following embedding:
Bs σ
σ−1 ,∞
(
R
n) ↪→ BMO−1,
which was proved in [14]. It suﬃces to show
Ms σ
σ−1 ,σ
(
R
n) ↪→ Bs σ
σ−1 ,∞
(
R
n), (2.28)
since σ/(σ − 1) n and Msn,σ (Rn) ↪→ Ms σ
σ−1 ,σ
(Rn). Let {φ j} j∈Z be Littlewood–Paley’s decomposition
and ψ := 1−∑ j1 φ j . We have from Young’s inequality
‖ψ ∗ f ‖
L
σ
σ−1 (Rn)

∑
|k|3√n
∥∥ψ ∗ (k f )∥∥
L
σ
σ−1 (Rn)
 C
∑
|k|3√n
‖k f ‖
L
σ
σ−1 (Rn)
 C‖ f ‖Ms σ
σ−1 ,σ
.
For j = 1,2, . . . , we have from Young’s inequality and Proposition 2.1
‖φ j ∗ f ‖
L
σ
σ−1 (Rn)
=
∥∥∥∥φ j ∗
(∑
k∈E j
k f
)∥∥∥∥
L
σ
σ−1 (Rn)
 C
∥∥∥∥∑
k∈E j
k f
∥∥∥∥
L
σ
σ−1 (Rn)
 C
∥∥∥∥∑
k∈E j
k f
∥∥∥∥
M0 σ
σ−1
,
where
E j :=
{ {ξ ∈ Rn | |ξ | 2(n+10)} for j = 1,2, . . . ,n,
{ξ ∈ Rn | 2 j−10  |ξ | 2 j+10} for j = n + 1,n + 2, . . . .
So that, we have
2 js‖φ j ∗ f ‖
L
σ
σ−1 (Rn)
 C
∥∥∥∥∑
k∈E j
k f
∥∥∥∥
Ms σ
σ−1 ,σ
 C‖ f ‖Ms σ
σ−1 ,σ
.
Therefore, we obtain (2.28). 
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We consider the following integral equation:
Ψ (u)(t) = etu0 −
t∫
0
∇e(t−τ )P (u ⊗ u)dτ ,
and for simplicity, we deﬁne ‖ · ‖Y by
‖u‖Y := sup
t∈(0,T )
∥∥u(t)∥∥Msq,σ .
We consider the case s = −1 in Step 1, the case −1 < s < 0 in Step 2, the case s = n(σ −1)/σ −1 0
or 0 s {n(σ − 1) − n}/σ in Step 3, and the last case in Step 4, and prove the claim of Remark 1.4,
which is how to determine the existence time T > 0.
Step 1. By the condition of Theorem 1.3, we have σ = 1 if s = −1. We show the following estimates:
∥∥Ψ (u)∥∥Y  C‖u0‖M−1q,1 + C‖u‖2Z , (3.1)∥∥Ψ (u)∥∥Z  ∥∥etu0∥∥Z + C(1+ T 12 )‖u‖2Z . (3.2)
On the norm ‖ · ‖Y , the ﬁrst term in the right-hand side is obtained by (2.15). We have from Proposi-
tions 2.15, 2.13, 2.3 and Remark 2.2
∥∥∥∥∥
t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
M−1q,1
 C
∥∥∥∥∥
t∫
0
e(t−τ )(u ⊗ u)dτ
∥∥∥∥∥
M0q,1
 C‖u ⊗ u‖l0,1L1T Lq
 C‖u‖2
l0,1L2T L
2q
 C‖u‖2Z .
On the norm ‖ · ‖Z , we apply Propositions 2.15, 2.13 and Remark 2.2
∥∥∥∥∥
t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
Z
 C
∥∥∥∥∥
t∫
0
e(t−τ )(u ⊗ u)dτ
∥∥∥∥∥
l1,1L2T L
q
 C
(
1+ T 12 )‖u ⊗ u‖l0,1L1T Lq
 C
(
1+ T 12 )‖u‖2Z .
Therefore, we obtain the desired estimate. From Proposition 2.12, the norm ‖etu0‖Z is small for
suﬃciently small T > 0, which depends on each u0 and isn’t taken depending only on the norm
of u0. And we can apply Banach’s ﬁxed point theorem in a certain complete metric space to obtain
the desired solution. In fact, the way of the proof is similar to that of [11]. That is, we deﬁne the
complete metric space for small ε > 0,
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u ∈ [C([0, T ],M−1q,1(Rn))]n ∣∣ ‖u‖Y  C‖u0‖M−1q,1 + ε, ‖u‖Z  2ε},
d(u, v) := ‖u − v‖Y + ‖u − v‖Z ,
and can apply Banach’s ﬁxed point theorem.
Here, we show that the existence time T > 0 can be taken depending only on the norm of u0 if
u0 is suﬃciently small. Applying Proposition 2.12, we have
∥∥etu0∥∥Z  C(1+ T 12 )‖u0‖Msq,σ .
And similarly to the proof of (3.1) and (3.2), there exists C0 > 0 such that we have
∥∥Ψ (u)∥∥XT  C0(1+ T 12 )‖u0‖M−1q,1 + C0(1+ T 12 )‖u‖2XT , (3.3)∥∥Ψ (u) − Ψ (v)∥∥XT  C0(1+ T 12 )(‖u‖XT + ‖v‖XT )‖u − v‖XT . (3.4)
Let u0 and T > 0 satisfy
‖u0‖M−1q,1 <
1
8C20
, 8C20
(
1+ T 12 )2‖u0‖M−1q,1  1.
We deﬁne the following complete metric space,
{
u ∈ [C([0, T ],M−1q,1(Rn))]n ∣∣ ‖u‖XT  2C0(1+ T 12 )‖u0‖M−1q,1},
d(u, v) := ‖u − v‖XT .
If u and v are in this space, we have from (3.3) and (3.4)
∥∥Ψ (u)∥∥XT  2C0(1+ T 12 )‖u0‖M−1q,1 , d(Ψ (u),Ψ (v)) 12d(u, v).
Therefore, Ψ is a contraction mapping and we can apply Banach’s ﬁxed point theorem if T > 0 satis-
ﬁes
T
1
2 
(
8C20‖u0‖M−1q,1
)− 12 − 1.
Step 2. By the condition of Theorem 1.3, we have σ < 2 if s < 0, n 2 and s n(σ − 1)/σ − 1. We
show the following estimate. There exist α1,α2 > 0 and β1, β2  0 such that we have
∥∥Ψ (u)∥∥Y  C‖u0‖Msq,σ + C(T α1 + T β1)‖u‖2Z , (3.5)∥∥Ψ (u)∥∥Z  ∥∥etu0∥∥Z + C(T α2 + T β2)‖u‖2Z . (3.6)
We deﬁne a real number ν satisfying 1/ν = 2/σ − 1. On the norm ‖ · ‖Y , we apply Proposition 2.15,
(2.15), (2.16), (2.2) and Proposition 2.1 and have
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t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
Msq,σ
 C
t∫
0
∥∥e(t−τ )(u ⊗ u)∥∥Ms+1q,σ dτ
 C
t∫
0
(
1+ (t − τ )− 1+s2 − n2 ( 1σ − 1ν ))‖u ⊗ u‖M0q,νdτ
 C
t∫
0
(
1+ (t − τ )− 1+s2 − n2 ( 1σ − 1ν ))‖u‖2
M02q,σ
dτ
 C‖u‖2Z
t∫
0
(
1+ (t − τ )− 1+s2 − n2 ( 1σ − 1ν ))τ s dτ
 C‖u‖2Z
(
T 1+s + T 1− 1+s2 − n2 ( 1σ − 1ν )+s).
Here, it is necessary that the exponent of T being nonnegative, and it is satisﬁed by s 
n(σ −1)/σ −1. On the norm ‖ · ‖Z , we apply Proposition 2.15, (2.15), (2.16), (2.2) and Proposition 2.1,
and have
t
|s|
2
∥∥∥∥∥
t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
M0q,σ
 t
|s|
2
∥∥∥∥∥
t∫
0
e(t−τ )(u ⊗ u)dτ
∥∥∥∥∥
M1q,σ
 Ct
|s|
2
t∫
0
(
1+ (t − τ )− 12− n2 ( 1σ − 1ν ))‖u ⊗ u‖M0q,ν dτ
 C‖u‖2Z t
|s|
2
(
t1+s + t 12− n2 ( 1σ − 1ν )+s).
It is necessary that the exponent of t being nonnegative, and it is satisﬁed by s n(σ − 1)/σ − 1.
Therefore, we can apply Banach’s ﬁxed point theorem and obtain the desired solution. Here, if
s = n(σ − 1)/σ − 1, we can take the existence time T > 0 depending on each u0. In fact, we have
from Proposition 2.11 that ‖et‖Z is small for small T > 0, and use the following complete metric
space:
{
u ∈ [C([0, T ],Msq,σ (Rn))]n ∣∣ ‖u‖Y  C‖u0‖Msq,σ + ε, ‖u‖Z  2ε},
d(u, v) := ‖u − v‖Y + ‖u − v‖Z .
The way of the proof is similar to Step 1. If s > n(σ − 1)/σ − 1, we can take the existence time T > 0
depending only on the norm of u0. In fact, if u0 is suﬃciently small, we can show it in the similar
way to Step 1 with
∥∥etu0∥∥Z  C(1+ T |s|2 )‖u0‖Msq,σ ,
which is obtained by applying (2.16). We show the case u0 being large. Similarly to the proof of (3.5)
and (3.6), there exist C0,α,β > 0 such that we have
T. Iwabuchi / J. Differential Equations 248 (2010) 1972–2002 1991∥∥Ψ (u)∥∥XT  C0(1+ T |s|2 )‖u0‖Msq,σ + C0(T α + T β)‖u‖2Z , (3.7)∥∥Ψ (u) − Ψ (v)∥∥XT  C0(T α + T β)(‖u‖XT + ‖v‖XT )‖u − v‖XT . (3.8)
Let T > 0 satisfy
T  1, 12C20
(
T α + T β)‖u0‖Msq,σ  1, (3.9)
and we deﬁne the following complete metric space,
{
u ∈ [C([0, T ],Msq,σ (Rn))]n ∣∣ ‖u‖XT  3C0‖u0‖Msq,σ },
d(u, v) := ‖u − v‖XT .
If u and v are in this space, we have from (3.7)–(3.9)
∥∥Ψ (u)∥∥XT  3C0‖u0‖Msq,σ , d(Ψ (u),Ψ (v)) 12 d(u, v).
And we can apply Banach’s ﬁxed point theorem.
Step 3. We show the following estimate. There exist α1,α2 > 0 and β1, β2  0 such that we have
∥∥Ψ (u)∥∥Y  C‖u0‖Msq,σ + C(T α1 + T β1)‖u‖2Z ,∥∥Ψ (u)∥∥Z  ∥∥etu0∥∥Z + C(T α2 + T β2)‖u‖2Z .
We deﬁne ν˜ satisfying
1
ν˜
− s
n
= 2
ν
− 1. (3.10)
By the conditions for s, σ , ν in theorem, we have σ < ν˜ < ∞. On the norm ‖ · ‖Y , we apply Proposi-
tion 2.15, (2.15) and (2.16) and have
∥∥∥∥∥
t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
Msq,σ
 C
t∫
0
(
1+ (t − τ )− 12− n2 ( 1σ − 1ν˜ ))‖u ⊗ u‖Msq,ν˜ dτ .
From the relationship (3.10), we apply (2.7) and Proposition 2.1, and have
∥∥∥∥∥
t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
Msq,σ
 C
t∫
0
(
1+ (t − τ )− 12− n2 ( 1σ − 1ν˜ ))‖u‖2Ms2q,ν dτ
 C‖u‖2Z
t∫
0
(
1+ (t − τ )− 12− n2 ( 1σ − 1ν˜ ))τ−n( 1ν − 1σ ) dτ
 C‖u‖2Z
(
T 1−n(
1
ν − 1σ ) + T 12− n2 ( 1σ − 1ν˜ )−n( 1ν − 1σ )).
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n(σ − 1)/σ − 1. On the norm ‖ · ‖Z , we also apply Proposition 2.15, (2.15), (2.16), (2.7) and Proposi-
tion 2.1 similarly and have
t
n
2 (
1
ν − 1σ )
∥∥∥∥∥
t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
Msq,ν
 Ct n2 ( 1ν − 1σ )
t∫
0
(
1+ (t − τ )− 12− n2 ( 1ν − 1ν˜ ))‖u ⊗ u‖Msq,ν˜ dτ
 C‖u‖2Z t
n
2 (
1
ν − 1σ )(t1−n( 1ν − 1σ ) + t 12− n2 ( 1ν − 1ν˜ )−n( 1ν − 1σ )).
It is necessary that the exponent of t being nonnegative, and it is satisﬁed by s  n(σ − 1)/σ − 1.
Therefore, we can apply Banach’s ﬁxed point theorem. Here, the existence time T can be taken sim-
ilarly to Step 2. That is, if s = n(σ − 1)/σ − 1, it follows that β1 = β2 = 0 and T is taken depending
on each u0 with Proposition 2.11. If s > n(σ − 1)/σ − 1, it follows that β1, β2 > 0 and T is taken
depending only on the norm of u0.
Step 4. The ﬁrst term of Ψ (u) is estimated by (2.15):∥∥etu0∥∥Y  C‖u0‖Msq,σ .
Let ν˜ satisfy
σ < ν˜ < ∞, 1
ν˜
− s
n
= 2
σ
− 1.
Applying Proposition 2.15, (2.15), (2.16), (2.7) and Proposition 2.1, we have
∥∥∥∥∥
t∫
0
∇e(t−τ )P (u ⊗ u)dτ
∥∥∥∥∥
Msq,σ
 C
t∫
0
(
1+ (t − τ )− 12− n2 ( 1σ − 1ν˜ ))‖u ⊗ u‖Msq,ν˜ dτ
 C‖u‖2Y
(
T + T 12− n2 ( 1σ − 1ν˜ )).
Here, the integrability is guaranteed by s > n(σ − 1)/σ − 1. And the condition ν < ∞ is satisﬁed by
s > {n(σ − 1)−n}/σ . The existence time T > 0 can be taken depending only on the norm of u0 since
the exponent of T is positive.
4. Proof of Theorems 1.9 and 1.13
We consider the following integral equation:
Ψ (u)(t) := etu0 +
t∫
0
e(t−τ )up dτ ,
and for simplicity, we deﬁne ‖ · ‖Y by
‖u‖Y := sup
t∈(0,T )
∥∥u(t)∥∥Msq,σ .
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quently, we treat (i) of Theorem 1.9 for the case −2/p < s < 0 in Step 2, (ii) of Theorem 1.9 for the
case s 0 and p = 1+ 2σ/{n(σ − 1) − σ s} or p  1+ n/{n(σ − 1) − σ s} in Step 3, and the last case
in Step 4.
In Steps 1–3, we show that there exist C,α > 0, β  0 such that
∥∥Ψ (u)∥∥Y  C‖u0‖Msq,σ + C(T α + T β)‖u‖pZ , (4.1)∥∥Ψ (u)∥∥Z  ∥∥etu0∥∥Z + C(T α + T β)‖u‖pZ . (4.2)
In Step 4, we show that there exist C,α > 0 such that∥∥Ψ (u)∥∥Y  C‖u0‖Msq,σ + CT α‖u‖pY . (4.3)
We only consider the second term of Ψ (u) since the ﬁrst term can be estimated with (2.15), (2.16)
and Proposition 2.12. Once we show the estimates (4.1)–(4.3), we can obtain the desired solution in
the similar way to Section 3. About Remark 1.15, if (1.11) is satisﬁed, then we can take β > 0 in our
proof. Therefore, we can take T > 0 depending only on ‖u0‖Msq,σ in the similar way to Section 3. The
case u0 being suﬃciently small is also treated in the similar way to Section 3 and the existence time
T can be taken depending only on ‖u0‖Msq,σ .
Step 1. We consider the case s = −2/p in this step. We ﬁrst consider the case s > −n/σ . In this
case, we see
1
σ
− 2
pn
 p
σ
− (p − 1),
and have from Proposition 2.13, (2.11) and Remark 2.2
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
M
− 2p
q,σ
 C
∥∥up∥∥
l
− 2p ,σ L1T Lq
 C‖u‖p
l0,σ LpT L
pq  C‖u‖pZ .
On the norm ‖ · ‖Z , we have from Proposition 2.13, (2.11) and Remark 2.2
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
l0,σ LpT L
q
 C
(
1+ T 1p )∥∥up∥∥
l
− 2p ,σ L1T Lq
 C
(
1+ T 1p )‖u‖pZ .
Therefore, we obtain (4.1) and (4.2).
We consider the case s < −n/σ next and the following proof covers the proof of Theorem 1.13.
By the assumption of theorems, we also have σ  p/(p − 1). On the norm ‖ · ‖Y , we have from
Proposition 2.1
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
M
− 2p
q,σ
 C
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
M0q,∞
.
Therefore, we have from Proposition 2.13, (2.11) and Remark 2.2
∥∥∥∥∥
t∫
e(t−τ )up(τ )dτ
∥∥∥∥∥
M
− 2p
q,σ
 C
∥∥up∥∥l0,∞L1T Lq  C‖u‖pl0,p/(p−1)LpT Lpq  C‖u‖pZ . (4.4)0
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∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
l0,σ LpT L
q
 C
(
1+ T 1p )∥∥up∥∥
l
− 2p ,σ L1T Lq
 C
(
1+ T 1p )∥∥up∥∥l0,∞L1T Lq .
Similarly to (4.4), we have ∥∥up∥∥l0,∞L1T Lq  C‖u‖pZ .
Therefore, we obtain (4.1) and (4.2).
We treat the case s = −n/σ at last. By the condition of Theorem 1.9, there is nothing but the case
of n = 1, s = −1, σ = 1. On the norm ‖ · ‖Y , we have from Propositions 2.1 and 2.13
∥∥∥∥∥
t∫
0
e(t−τ )u2(τ )dτ
∥∥∥∥∥
M−1q,1
 C
∥∥∥∥∥
t∫
0
e(t−τ )u2(τ )dτ
∥∥∥∥∥
M0q,1
 C
∥∥u2∥∥l0,1L1T Lq .
Applying (2.1) and Remark 2.2, we have∥∥u2∥∥l0,1L1T Lq  C‖u‖2l0,1L2T L2q  C‖u‖2Z . (4.5)
On the norm ‖ · ‖Z , we have from Proposition 2.13 and Remark 2.2
∥∥∥∥∥
t∫
0
e(t−τ )u2(τ )dτ
∥∥∥∥∥
l0,1L2T L
q
 C(1+ T )∥∥u2∥∥l−1,1L1T Lq  C(1+ T )∥∥u2∥∥Z .
‖u2‖l0,1L1T Lq is estimated in the same way as (4.5) and obtain (4.1) and (4.2).
Step 2. We consider the case −2/p < s < 0 in this step. We ﬁrst consider the case s > −n/σ . Let ν˜
satisfy
ν  ν˜, 1
ν˜
− |s|
n
 p
ν
− (p − 1).
If σ < ν˜ , we have from (2.15), (2.10) and Proposition 2.1
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
Msq,σ
 C
t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν˜ ))∥∥up(τ )∥∥Msq,ν˜ dτ
 C
t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν˜ ))∥∥u(τ )∥∥p
M0pq,ν
dτ
 C‖u‖pZ
t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν˜ ))τ− p|s|2 − pn2 ( 1ν − 1σ ) dτ
 C‖u‖pZ
(
T 1−
p|s|
2 − pn2 ( 1ν − 1σ ) + T 1− n2 ( 1σ − 1ν˜ )− p|s|2 − pn2 ( 1ν − 1σ )). (4.6)
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necessary that the exponent of T is nonnegative. It is satisﬁed by p  1 + 2σ/{n(σ − 1) − σ }. We
can also treat the case σ  ν˜ . In fact, using Proposition 2.1, we can remove the singularity when τ is
close to t in (4.6) by replacing (1+ (t − τ )− n2 ( 1σ − 1ν˜ )) with 1. On the norm ‖ · ‖Z , we have from (2.15),
(2.16), (2.10) and Proposition 2.1
t
|s|
2 + n2 ( 1ν − 1σ )
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
M0q,ν
 Ct
|s|
2 + n2 ( 1ν − 1σ )
t∫
0
(
1+ (t − τ )− |s|2 − n2 ( 1ν − 1ν˜ ))∥∥up(τ )∥∥Msq,ν˜ dτ
 C‖u‖pZ t
|s|
2 + n2 ( 1ν − 1σ )(t1− p|s|2 − pn2 ( 1ν − 1σ ) + t1− |s|2 − n2 ( 1ν − 1ν˜ )− p|s|2 − pn2 ( 1ν − 1σ )).
Here, the integrability when τ is close to 0 and t is guaranteed by the condition (1.5), and it is
necessary that the exponent of t being nonnegative and it is satisﬁed by p  1+ 2σ/{n(σ − 1)− σ s}.
Therefore, we obtain (4.1) and (4.2).
We consider the case s −n/σ next. In this case, let ρ satisfy 1/ρ = p/ν − (p − 1), and then, ρ
satisﬁes ν  ρ < ∞ since ν < p/(p − 1). On the norm ‖ · ‖Y , we apply Proposition 2.1 and (2.10), and
have
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
Msq,σ

∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
M0q,ρ
 C
t∫
0
∥∥up(τ )∥∥M0q,ν˜dτ
 C
t∫
0
∥∥u(τ )∥∥p
M0pq,ν
dτ
 C‖u‖pZ T 1−
p|s|
2 − pn2 ( 1ν − 1σ ).
Here, it is necessary that the exponent T is positive, and it is satisﬁed by the condition (1.5). On the
norm ‖ · ‖Z ,
t
|s|
2 + n2 ( 1ν − 1σ )
∥∥∥∥∥
t∫
0
e(t−τ )up(τ )dτ
∥∥∥∥∥
M0q,ν
 Ct
|s|
2 + n2 ( 1ν − 1σ )
t∫
0
(
1+ (t − τ )− n2 ( 1ν − 1ρ ))∥∥up(τ )∥∥M0q,ρ dτ
 C‖u‖pZ t
|s|
2 + n2 ( 1ν − 1σ )(t1− p|s|2 − pn2 ( 1ν − 1σ ) + t1− n2 ( 1ν − 1ρ )− p|s|2 − pn2 ( 1ν − 1σ )).
Here, the integrability is guaranteed by the condition (1.5). It is necessary that the exponent of t is
positive, and it is satisﬁed by p  1+ 2σ/{n(σ − 1) − σ s}.
1996 T. Iwabuchi / J. Differential Equations 248 (2010) 1972–2002Step 3. Let ν˜ satisfy
1
ν˜
− (p − 1)s
n
= p
ν
− (p − 1).
By the conditions for s, σ , ν in theorem, we have σ < ν˜ < ∞. On the norm ‖ · ‖Y , we have from
(2.15), (2.12) and Proposition 2.1
∥∥∥∥∥
t∫
0
e(t−τ )up(s)ds
∥∥∥∥∥
Msq,σ
 C
t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν˜ ))∥∥up∥∥Msq,ν˜ dτ
 C
t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν˜ ))‖u‖pMspq,ν dτ
 C‖u‖pZ
t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν˜ ))τ− pn2 ( 1ν − 1σ ) dτ
 C‖u‖pZ
(
T 1−
pn
2 (
1
ν − 1σ ) + T 1− n2 ( 1σ − 1ν˜ )− pn2 ( 1ν − 1σ )).
It is necessary that the exponent of T is nonnegative, and it is satisﬁed by p  1+2σ/{n(σ −1)−σ s}.
On the norm ‖ · ‖Z , we have from (2.15), (2.12) and Proposition 2.1
t
n
2 (
1
ν − 1σ )
∥∥∥∥∥
t∫
0
e(t−τ )up(s)ds
∥∥∥∥∥
Msq,ν
 Ct n2 ( 1ν − 1σ )
t∫
0
(
1+ (t − τ )− n2 ( 1ν − 1ν˜ ))∥∥up∥∥Msq,ν˜ dτ
 C‖u‖pZ t
n
2 (
1
ν − 1σ )
t∫
0
(
1+ (t − τ )− n2 ( 1ν − 1ν˜ ))τ− pn2 ( 1ν − 1σ ) dτ
 C‖u‖pZ t
n
2 (
1
ν − 1σ )(t1− pn2 ( 1ν − 1σ ) + t1− n2 ( 1ν − 1ν˜ )− pn2 ( 1ν − 1σ )).
And it is necessary that the exponent of t is nonnegative, and it is satisﬁed by p  1+σ/{n(σ − 1)−
σ s}. Therefore, we obtain (4.1) and (4.2).
Step 4. Let ν satisfy
σ < ν < ∞, 1
ν
− s(p − 1)
n
= p
σ
− (p − 1).
Applying (2.15), (2.12) and Proposition 2.1, we have
∥∥∥∥∥
t∫
0
e(t−τ )up(s)ds
∥∥∥∥∥
Msq,σ
 C
t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν ))∥∥up∥∥Msq,ν dτ
 C
t∫ (
1+ (t − τ )− n2 ( 1σ − 1ν ))‖u‖pMspq,σ dτ0
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t∫
0
(
1+ (t − τ )− n2 ( 1σ − 1ν ))dτ
 C‖u‖pY
(
T + T 1− n2 ( 1σ − 1ν )).
Here, the integrability is guaranteed by p < 1 + 2σ/{n(σ − 1) − σ s}. And ν < ∞ is satisﬁed by p <
1+ n/{n(σ − 1) − σ s}. Therefore, we obtain (4.3).
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Appendix A
A.1. Ill-posedness for (NS)
We show the claim of Remark 1.5 that states ill-posedness for (NS) in PMs2,σ (R
n) if s < −1.
We show that continuous dependence on initial data fails by the way of Bejenaru and Tao [1].
It is suﬃcient by their way to show that for s < −1, the map from (PM−12,1(Rn),‖ · ‖Ms2,1 ) to
([C([0,1],M−12,1(Rn))]n,‖ · ‖C([0,1],Ms2,1)) deﬁned by
f →
t∫
0
∇e(t−τ )P((eτ f )⊗ (eτ f ))dτ
is discontinuous. We remark that we can take the existence time T > 0 being greater than 1 if the
initial data is suﬃciently small. If the map is continuous, we have
sup
t∈(0,1)
∥∥∥∥∥
t∫
0
∇e(t−τ )P(eτ f )⊗ (eτ f )dτ
∥∥∥∥∥
Ms2,σ
 C‖ f ‖2Ms2,σ .
If the space dimension n is even, we deﬁne j-th component of F [ f ] by
(−1) j−1ξ−1j
{
χ(ξ − Ne1) + χ(−ξ − Ne1) + χ(ξ + Ne2) + χ(−ξ + Ne2)
}
, (A.1)
for j = 1,2,3, . . . ,n, where N is an arbitrary large natural number, e1 := (1,0, . . . ,0) and e2 :=
(0,1,0, . . . ,0) are unit vectors on Rn , ξ = (ξ1, ξ2, . . . , ξn) and χ is a characteristic function whose
support is the following set:{
ξ ∈ Rn ∣∣ 1 ξ j  2 if j is odd, −2 ξ j −1 if j is even}.
We remark that f satisﬁes div f = 0. Then, we have
‖ f ‖2Ms2,σ  CN
2s. (A.2)
On the other hand, taking t = 1/N2, we have
∥∥∥∥∥
1
N2∫
∇e( 1N2 −τ )P((eτ f )⊗ (eτ f ))dτ
∥∥∥∥∥
Ms
 CN−2, (A.3)
0 2,σ
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in PMs2,σ (R
n).
To prove (A.3), we have from Plancherel’s theorem
∥∥∥∥∥
1
N2∫
0
∇e( 1N2 −τ )P((eτ f )⊗ (eτ f ))dτ
∥∥∥∥∥
Ms2,σ

∥∥∥∥∥0
1
N2∫
0
∇e( 1N2 −τ )P((eτ f )⊗ (eτ f ))dτ
∥∥∥∥∥
L2(Rn)

∥∥∥∥∥
1
N2∫
0
ϕ0
n∑
j=1
ξ je
−( 1
N2
−τ )|ξ |2
(
1− ξ1|ξ |2
n∑
l=1
ξl
)
F[(eτ f j)(eτ f1)]dτ
∥∥∥∥∥
L2(Rn)
,
where f j denotes the j-th component of f , and the last inequality is obtained by considering the
ﬁrst component. For simplicity, we deﬁne F (τ , ξ) by
F (τ , ξ) := ϕ0(ξ)
n∑
j=1
ξ je
−( 1
N2
−τ )|ξ |2
(
1− ξ1|ξ |2
n∑
l=1
ξl
)
F[(eτ f j)(eτ f1)](ξ).
Here, we can show that for ξ0 = (10−2,10−1,0, . . . ,0), we have F (τ , ξ0) = 0 for any τ ∈ [0,1/N2].
And there exist δ > 0 independent of N and an open set E ⊂ Rn with ξ0 ∈ E such that |F (τ , ξ)| > δ
for any τ ∈ [0,1/N2], ξ ∈ E and suﬃciently large N . Therefore, we have
∥∥∥∥∥
1
N2∫
0
F (τ , ξ)dτ
∥∥∥∥∥
L2(Rn)
 δ
2
∥∥∥∥∥
1
N2∫
0
dτ
∥∥∥∥∥
L2(E)
= δ|E|
2N2
.
Therefore, we obtain (A.3).
If the space dimension n is odd, we deﬁne the j-th component of F [u0] by{
2−1ξ−1j
{
χ(ξ − Ne1) + χ(−ξ − Ne1) + χ(ξ + Ne2) + χ(−ξ + Ne2)
}
if j = 1,3,
(−1) j−1ξ−1j
{
χ(ξ − Ne1) + χ(−ξ − Ne1) + χ(ξ + Ne2) + χ(−ξ + Ne2)
}
otherwise.
The difference from even dimensions is how to guarantee div f = 0. Putting G(ξ) := {χ(ξ − Ne1) +
χ(−ξ − Ne1)+χ(ξ + Ne2)+χ(−ξ + Ne2)}, we have ∂x j f j = i2−1F −1[G] if j = 1,3. If j = 2,4, . . . ,n,
we have ∂x j f j = i(−1) j−1F −1[G]. Therefore, div f = 0 is satisﬁed, and we can treat similarly to the
case of even dimensions.
A.2. Ill-posedness for (H)
We show the claim of Remark 1.12 that states ill-posedness for (H) in Ms2,σ (R
n) if (1.6)
is satisﬁed. Similarly to Section A.1, we assume that the map from (M−2/p2,1 (Rn),‖ · ‖Ms2,σ ) to
(C([0,1],M−2/p2,1 (Rn)),‖ · ‖Ms ) deﬁned by2,σ
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t∫
0
e(t−τ )
(
eτ f
)p
dτ
is continuous. Then, we have
sup
t∈(0,1)
∥∥∥∥∥
t∫
0
e(t−τ )
(
eτ f
)p
dτ
∥∥∥∥∥
Ms2,σ
 C‖ f ‖pMs2,σ . (A.4)
We consider the case p > −2/s ﬁrst. In this case, let F [ f ] be deﬁned by
χ(ξ − Ne1) + χ
(
ξ + (p − 1)Ne1
)
,
where N is a large natural number, e1 := (1,0, . . . ,0) and χ is a characteristic function whose support
is
E := {ξ = (ξ1, . . . , ξn) ∈ Rn ∣∣−1 ξ j  1 for j = 1, . . . ,n}.
Then, we have
‖ f ‖pMs2,σ  CN
ps. (A.5)
On the other hand, taking t = 1/N2, we have
∥∥∥∥∥
1
N2∫
0
e
( 1
N2
−τ )(
eτ f
)p
dτ
∥∥∥∥∥
Ms2,σ
 CN−2, (A.6)
which we prove later. Then, it is contradiction from (A.4)–(A.6), therefore, (H) is ill-posedness in
Ms2,σ (R
n) if p > −2/s.
To prove (A.6), we have
∥∥∥∥∥
1
N2∫
0
e
( 1
N2
−τ )(
eτ f
)p
dτ
∥∥∥∥∥
Ms2,σ

∥∥∥∥∥F
[ 1N2∫
0
e
( 1
N2
−τ )(
eτ f
)p
dτ
]∥∥∥∥∥
L2(E)
. (A.7)
For simplicity, we put χN (ξ) := χ(ξ −Ne1). If τ ∈ [0,1/N2] and ξ ∈ E , there exists C > 0 independent
of N such that we have
F
[ 1N2∫
0
e
( 1
N2
−τ )(
eτ f
)p
dτ
]
(ξ)

1
N2∫
e
−( 1
N2
−τ )|ξ |2(
e−τ |·|2χN
) ∗ · · · ∗ (e−τ |·|2χN) ∗ (e−τ |·|2χ−(p−1)N)dτ0
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1
N2∫
0
(χN ∗ · · · ∗ χN ∗ χ−(p−1)N)(ξ)dτ
 CN−2(χN ∗ · · · ∗ χN ∗ χ−(p−1)N)(ξ). (A.8)
Here, we remark that χN ∗ · · · ∗χN denotes the convolution of (p−1) functions of χN . Since Lebesgue
measure of suppχN and suppχ−(p−1)N are equal to that of E , we obtain (A.6).
We treat the case p > (n + 2)σ /{n(σ − 1) − σ s} next. In this case, let F [ f ] be deﬁned by
χ
(
100N−1(ξ − Ne1)
)+ χ(100N−1(ξ + (p − 1)Ne1)).
Then, we have
‖ f ‖pMs2,σ  CN
ps+ pnσ . (A.9)
On the other hand, taking t = 1/N2, we have
∥∥∥∥∥
1
N2∫
0
e
( 1
N2
−τ )(
eτ f
)p
dτ
∥∥∥∥∥
Ms2,σ
 CN−2+(p−1)n, (A.10)
which we prove later. From (A.4), (A.9) and (A.10), we have −2 + (p − 1)n  ps + pn/σ and this is
contradiction. Therefore, (H) is ill-posedness in Ms2,σ (R
n) if p > (n + 2)σ /{n(σ − 1) − σ s}.
We prove (A.10) in the similar way to (A.6). Similarly to (A.7) and (A.8), we have
∥∥∥∥∥
1
N2∫
0
e
( 1
N2
−τ )(
eτ f
)p
dτ
∥∥∥∥∥
Ms2,σ
 CN−2
∥∥(χ˜N ∗ · · · ∗ χ˜N ∗ χ˜−(p−1)N)∥∥L2(E), (A.11)
where χ˜N(ξ) := χ(100N−1(ξ − Ne1)). In this case, Lebesgue measure of supp χ˜N and supp χ˜−(p−1)N
are 100−nNn times that of E , and (χ˜N ∗ · · · ∗ χ˜N ∗ χ˜−(p−1)N ) is constructed by (p − 1) convolutions.
Therefore, we obtain ∥∥(χ˜N ∗ · · · ∗ χ˜N ∗ χ˜−(p−1)N)∥∥L2(E)  CN(p−1)n. (A.12)
From (A.11) and (A.12), we obtain (A.10).
A.3. Proof of Lemma 2.5
To prove Lemma 2.5, we use the theory of Lorentz spaces and introduce the following notations.
We deﬁne the non-increasing rearrangement of f ,
f ∗(λ) := inf{t > 0 ∣∣m f (t) λ},
where f is a measurable function on Rn and m f (t) is the distribution function of f which is deﬁned
by the Lebesgue measure of the set {x ∈ Rn | | f (x)| > t}. We deﬁne f ∗∗ by
f ∗∗(λ) := 1
λ
λ∫
f ∗(λ′)dλ′,0
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Lσ ,∞
(
R
n) := { f ∈ S ′(Rn) ∣∣ ‖ f ‖Lσ ,∞ < ∞},
‖ f ‖Lσ ,∞ := sup
λ0
λ
1
σ f ∗∗(λ)
for 1 σ ∞.
Lemma A.1. Let 1 σ ,σ1, σ2, ν ∞, 0 α < n/σ , β  0.
(i) If 1/σ = 1/ν + α/n, there exists C > 0 such that for any f ∈ Lν,∞(Rn), we have
∥∥|x|−α f ∥∥Lσ ,∞(Rn)  C‖ f ‖Lν,∞(Rn).
(ii) If β < n(1 + 1/σ − 1/σ2) − α and 1/σ − (α + β)/n = 1/σ1 + 1/σ2 − 1, there exists C > 0 such that,
for any f ∈ Lσ1,∞(Rn) and g ∈ Lσ2,∞(Rn), we have
∥∥|x|−α(| · |−β f ) ∗ g∥∥Lσ ,∞(Rn)  C‖ f ‖Lσ1,∞(Rn)‖g‖Lσ2,∞(Rn).
Proof. We mainly show (i) since (ii) is obtained by applying (i), the estimate of the convolution
f ∗ g in Lorentz spaces, and (i) again. We use the theory of rearrangement with Theorem 2.2 and
Lemma 2.5 of Chapter 2 in Bennett and Sharpley [2]. For any λ > 0, there exists Eλ ⊂ Rn , whose
Lebesgue measure is λ, such that we have
(|x|−α f )∗∗(λ) = 1
λ
∫
Eλ
|x|−α f (x)dx
 1
λ
λ∫
0
(|x|−α)∗(η) f ∗(η)dη
 C
λ
λ∫
0
η−
α
n η−
1
ν dη sup
η>0
η
1
ν f ∗(η)
 Cλ− 1σ sup
η>0
η
1
ν f ∗(η).
Multiplying λ
1
σ , we obtain the desired estimate since f ∗  f ∗∗ . 
Proof of Lemma 2.5. Applying (ii) in Lemma A.1 and the embedding from Lebesgue spaces to Lorentz
spaces, we have
∥∥|x|−α(| · |−β f ) ∗ g∥∥Lν,∞(Rn)  C‖ f ‖Lν1 (Rn)‖g‖Lσ2 (Rn), (A.13)
where ν , ν1 satisfy the same condition of σ , σ1, respectively. For ﬁxed g ∈ Lσ2 (Rn), we consider the
operator T : Lν1 (Rn) → Lν,∞(Rn) deﬁned by
T ( f )(x) := |x|−α((| · |−β f ) ∗ g)(x).
2002 T. Iwabuchi / J. Differential Equations 248 (2010) 1972–2002From (A.13), this operator T is a bounded operator. We choose ν = ν(1), ν(2) and ν1 = ν(1)1 , ν(2)1 ,
respectively, satisfying ν(1) < σ < ν(2) , ν(1)1 < σ1 < ν
(2)
1 and ν
( j)  ν( j)1 ( j = 1,2), so that we can apply
Marcinkiewicz interpolation theorem and verify that the operator T can be extended as a bounded
operator from Lσ1 (Rn) to Lσ (Rn). 
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