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Topological Bicomplex Modules
Romesh Kumar and Heera Saini
Abstract. In this paper, we develop topological modules over the ring of
bicomplex numbers. We discuss bicomplex convexivity, hyperbolic-valued semi-
norms and hyperbolic-valued Minkowski functionals in bicomplex modules. We
also study the conditions under which topological bicomplex modules and lo-
cally bicomplex convex modules become hyperbolic normable and hyperbolic
metrizable respectively.
Keywords. Bicomplex modules, topological bicomplex modules, bicomplex
convexivity, hyperbolic-valued seminorms, hyperbolic-valued Minkowski func-
tionals, locally bicomplex convex modules.
1 Introduction and Preliminaries
Bicomplex numbers are being studied for quite a long time. The book of G. B.
Price [20] contains the most comprehensive and extensive study of bicomplex
numbers. Recently, a lot of work is being done on bicomplex functional analysis,
see, e.g., [3], [4], [6], [8], [9], [10], [14], [15], [16]. [17], [18], [22], [23] and references
therein. A systematic study of functional analysis in this setting began with the
monograph [1]. After publication of this monograph, some interesting papers
have been published in this direction. Also see [11] and[12] for recent work on
bicomplex functional analysis.
Topological vector spaces are one of the basic structures investigated in func-
tional analysis. The bicomplex version of topological vector spaces was intro-
duced in [10] and we are interested to develop a systematic theory on these
topological structures. In this paper, we present some basic concepts and re-
sults on topological modules over the ring of bicomplex numbers. Bicomplex
convexivity plays a central role throughout the paper and has been discussed
thoroughly in section 2. Some properties of hyperbolic-valued seminorms have
been studied and their relationship with the sets which are bicomplex balanced,
bicomplex convex and bicomplex absorbing has been established in section 3.
Section 4 introduces the concept of hyperbolic-valued Minkowski functionals.
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These functionals play an important role in the study of locally bicomplex con-
vex modules which have been discussed in section 5. For the study of topological
vector spaces, we refer the reader to [2], [5], [7], [13], [19], [24], [25] and [26] and
references therein.
Now, we summarize some basic properties of bicomplex numbers. The set
of bicomplex numbers BC is defined as
BC = {Z = w1 + jw2 | w1, w2 ∈ C(i)} ,
where i and j are imaginary units such that ij = ji, i2 = j2 = −1 and C(i) is
the set of complex numbers with the imaginary unit i. The set BC of bicomplex
numbers forms a ring with the addition and multiplication defined as:
Z1 + Z2 = (w1 + jw2) + (w3 + jw4) = (w1 + w3) + j(w2 + w4) ,
Z1 · Z2 = (w1 + jw2)(w3 + jw4) = (w1w3 − w2w4) + j(w2w3 + w1w4).
Moreover, BC is a module over itself. The product of imaginary units i and
j defines a hyperbolic unit k such that k2 = 1. The product of all units is
commutative and satisfies
ij = k, ik = −j and jk = −i.
The set of hyperbolic numbers D is defined as
D = {α = β1 + kβ2 : β1, β2 ∈ R} .
The set D of hyperbolic numbers is a ring and a module over itself. Since the
set BC has two imaginary units i and j, two conjugations can be defined for
bicomplex numbers and composing these two conjugations, we obtain a third
one. We define these conjugations as follows:
(i) Z†1 = w1 + jw2,
(ii) Z†2 = w1 − jw2,
(iii) Z†3 = w1 − jw2,
where w1, w2 are respectively the usual complex conjugates of w1, w2 ∈ C(i).
For bicomplex numbers we have the following three moduli:
(i) |Z|2i = Z . Z†2 = w12 + w22 ∈ C(i),
(ii) |Z|2j = Z . Z†1 = (|w1|2 − |w2|2) + j( 2 Re(w1 w2)) ∈ C(j),
(iii) |Z|2k = Z . Z†3 = (|w1|2 + |w2|2) + k( −2 Im(w1 w2)) ∈ D.
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A bicomplex number Z = w1 + jw2 is said to be invertible if and only if
Z . Z†2 = w1
2 + w2
2 6= 0
and its inverse is given by
Z−1 =
Z†2
|Z|2i
.
If Z = w1 + jw2 6= 0 is such that Z . Z†2 = w12 + w22 = 0, then Z is a zero
divisor. The set of zero divisors NC of BC is, thus, given by
NC = {Z | Z 6= 0, w12 + w22 = 0} ,
and is called the null cone. Bicomplex algebra is considerably simplified by the
introduction of two hyperbolic numbers e1 and e2 defined as
e1 =
1 + k
2
and e2 =
1− k
2
.
The hyperbolic numbers e1 and e2 are zero divisors, which are linearly indepen-
dent in the C(i)- vector space BC and satisfy the following properties:
e1
2 = e1, e2
2 = e2, e1
†3 = e1, e2
†3 = e2, e1 + e2 = 1 e1 · e2 = 0 .
Any bicomplex number Z = w1 + jw2 can be uniquely written as
Z = e1z1 + e2z2 , (1.1)
where z1 = w1 − iw2 and z2 = w1 + iw2 are elements of C(i). Formula (1.1) is
called the idempotent representation of a bicomplex number Z. The sets e1BC
and e2BC are ideals in the ring BC such that
e1BC ∩ e2BC = {0}
and
BC = e1BC+ e2BC . (1.2)
Formula (1.2) is called the idempotent decomposition of BC. Writing a hyper-
bolic number α = β1 + kβ2 in idempotent representation as
α = e1α1 + e2α2,
where α1 = β1+β2 and α2 = β1−β2 are real numbers, we say that α is positive
if α1 ≥ 0 and α2 ≥ 0. Thus, the set of positive hyperbolic numbers D+ is given
by
D+ = {α = e1α1 + e2α2 : α1 ≥ 0, α2 ≥ 0}.
For α, γ ∈ D, define a relation ≤′ on D by α ≤′ γ whenever γ − α ∈ D+.
This relation is reflexive, anti-symmetric as well as transitive and hence defines
a partial order on D. For further details on partial ordering on D one can refer
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[1, Section 1.5].
If A ⊂ D is D-bounded from above, then the D-supremum of A is defined as
sup
D
A = supA1e1 + supA2e2,
where A1 = {a1 : a1e1 + a2e2 ∈ A} and A2 = {a2 : a1e1 + a2e2 ∈ A}.
Similarly, D-infimum of a D-bounded below set A is defined as
inf
D
A = inf A1e1 + inf A2e2,
where A1 and A2 are as defined above.
The Euclidean norm |Z| of a bicomplex number Z = e1z1 + e2z2 is defined as
|Z| = 1√
2
√
|z1|2 + |z2|2 .
One can easily check that
|Z ·W | ≤
√
2|Z||W |,
for any Z,W ∈ BC. The hyperbolic-valued or D-valued norm |Z|k of a bicomplex
number Z = e1z1 + e2z2 is defined as
|Z|k = e1|z1|+ e2|z2|.
It is easy to see that
|Z ·W |k = |Z|k · |W |k,
for any Z,W ∈ BC. The comparison of the Euclidean norm |Z| and hyperbolic-
valued norm |Z|k of a bicomplex number Z gives
||Z|k| = |Z|.
The Euclidean norm and the hyperbolic-valued norm of bicomplex numbers
have been discussed thoroughly in [1, Section 1.3, 1.5].
A BC-module X can be written as
X = e1X1 + e2X2 , (1.3)
whereX1 = e1X andX2 = e2X areC(i)-vector spaces as well as BC-modules(see,
[9], [23]). Formula (1.3) is called the idempotent decomposition of X . Thus,
any x in X can be uniquely written as x = e1x1 + e2x2 with x1 ∈ X1, x2 ∈ X2.
Let X be a BC-module and || · || be a norm on X considered as a vector space
over R. Then || · || is called a (real-valued) norm on the BC-module X if for any
x ∈ X and z ∈ BC
||zx|| ≤
√
2 |z| · ||x||.
Assume that X1, X2 are normed spaces with respective norms ‖.‖1, ‖.‖2. For
any x ∈ X , set
‖x‖ =
√
‖x1‖21 + ‖x2‖22
2
.
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Then ‖.‖ defines a real- valued norm on BC-module X . This norm is called the
Euclidean-type norm on X .
Again, let X be a BC-module and || · ||D : X −→ D+ be a function such that for
any x, y ∈ X and z ∈ BC, the following properties hold:
(i) ||x||D = 0 ⇔ x = 0.
(ii) ||zx||D = |z|k||x||D.
(iii) ||x+ y||D ≤′ ||x||D + ||y||D.
Then || · ||D is called a hyperbolic-valued (D-valued) norm on X . If X1, X2
are normed spaces with respective norms ‖.‖1, ‖.‖2 then X can be endowed
canonically with the hyperbolic-valued norm given by the formula
‖x‖D = ‖e1x1 + e2x2‖D = e1‖x‖1 + e2‖x2‖2 .
The comparison of the real-valued norm ||x|| and hyperbolic-valued norm ||x||D
of x ∈ X gives
|||x||D| = ||x||.
For more details on real-valued norm and hyperbolic-valued (D-valued) norm
see, [1, Section 4.1, 4.2].
For further details on bicomplex analysis, we refer the reader to [1], [8], [9],[14],
[15], [16], [17], [18], [20], [22], [23] and references therein.
2 Topological Bicomplex Modules
Topological bicomplex modules have been introduced in [10, Section 2]. In this
section, we introduce the concepts of balancedness, convexivity and absorbed-
ness in bicomplex modules and discuss some of their properties.
Definition 2.1. Let X be a BC-module and τ be a Hausdorff topology on X
such that the operations
(i) + : X ×X −→ X and
(i) · : BC×X −→ X
are continuous. Then the pair (X, τ) is called a topological bicomplex module
or topological BC-module.
Remark 2.2. A topological hyperbolic module can be defined in a similar way
by just replacing BC-module with D-module in the above definition.
Remark 2.3. Let (X, τ) be a topological BC-module. Write
X = e1X1 + e2X2,
where X1 = e1X and X2 = e2X are C(i)-vector spaces. Then τl = {elG : G ∈
τ} is a Hausdorff topology on Xl for l = 1, 2. Moreover, the operations
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(i) + : Xl ×Xl −→ Xl and
(i) · : BC×Xl −→ Xl
are continuous for l = 1, 2. Therefore, (Xl, τl) is a topological C(i)-vector space
for l = 1, 2.
Example 2.4. Every BC-module with D-valued norm (or real-valued norm) is
a topological BC-module.
Lemma 2.5. ( [10, Lemma 2.1] ) For any y ∈ X, the map Ty : X → X defined
by
Ty(x) = x+ y, for each x ∈ X,
is a homeomorphism.
Lemma 2.6. ( [10, Lemma 2.2] ) For any λ ∈ BC \NC, the map Mλ : X → X
defined by
Mλ(x) = λ · x, for each x ∈ X,
is a homeomorphism.
Definition 2.7. Let B be a subset of a BC-module X . Then B is called a
BC-balanced set if for any x ∈ B and λ ∈ BC with |λ|k ≤′ 1, λx ∈ B.
In other words, λB ⊆ B for any λ ∈ BC, |λ|k ≤′ 1. It can be easily seen that
if B is a BC-balanced set, then 0 ∈ B.
Theorem 2.8. Let B be a BC-balanced subset of a BC-module X. Then
(i) λB = B whenever λ ∈ BC with |λ|k = 1.
(ii) λB = |λ|kB for each λ ∈ BC \ NC.
Proof. (i) Let λ ∈ BC such that |λ|k = 1. Since B is a BC-balanced, λB ⊆ B.
Writing λ = λ1e1 + λ2e2, we have that |λ1| = 1 and |λ2| = 1. Therefore,
∣∣∣∣ 1λ
∣∣∣∣
k
=
1
|λ|k = |λ|k
−1
= |λ1|−1e1 + |λ2|−1e1 = 1.
It then follows that
1
λ
B ⊆ B.
Thus B ⊆ λB.
(ii) Let λ ∈ BC \ NC. If λ = 0, then clearly λB = |λ|kB. So, we assume
that λ 6= 0. Writing λ = λ1e1 + λ2e2, we obtain
λ
|λ|k =
λ1
|λ1|e1 +
λ2
|λ2|e2.
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Therefore ∣∣∣∣ λ|λ|k
∣∣∣∣
k
= 1.
By (i), we have
λ
|λ|kB = B.
Thus λB = |λ|kB.
Theorem 2.9. Let B be a BC-balanced subset of a BC-module X. Then
(i) e1B and e2B are balanced sets in C(i)-vector spaces e1X and e2X respec-
tively.
(ii) e1B ⊂ B and e2B ⊂ B.
Proof. (i) Let x ∈ e1B and a ∈ C(i) such that |a| ≤ 1. Then there exist x′ ∈ B
and a′ ∈ BC with |a′|k ≤′ 1 such that x = e1x′ and e1a = e1a′. Since B is
BC-balanced, a′x′ ∈ B. Thus ax = ae1x′ = e1ax′ = e1a′x′ ∈ e1B showing that
e1B is a balanced set in C(i)-vector space e1X. Similarly, one can show that
e2B is a balanced set in C(i)-vector space e2X.
(ii) Let x ∈ e1B. Then there is an x′ ∈ B such that x = e1x′. Since x′ ∈ B, by
BC-balancedness of B, λx′ ∈ B for any λ ∈ BC, with |λ|k ≤′ 1. In particular,
taking λ = e1, we get x = e1x
′ ∈ B. Thus e1B ⊂ B. Similarly, it can be shown
that e2B ⊂ B.
Definition 2.10. Let B be a subset of a BC-module X . Then B is called a
BC-convex set if x, y ∈ X and λ ∈ D+ satisfying 0 ≤′ λ ≤′ 1 implies that
λx+ (1− λ)y ∈ B.
The definition of a BC-convex set is same as that of D-convex set except for
the difference that a BC-convex set is a subset of a BC-module and a D-convex
set is a subset of a D-module. The D-convexivity for hyperbolic modules has
been discussed in [14, Section 9]. Proof of the next theorem is similar to the
proof of [14, Proposition 18], thus we omit it.
Theorem 2.11. Let B be a BC-convex subset of a BC-module X. Then
(i) e1B and e2B are convex sets in C(i)-vector spaces e1X and e2X respec-
tively.
(ii) e1B ⊂ B and e2B ⊂ B whenever 0 ∈ B.
The following lemma is easy to prove:
Lemma 2.12. In a BC-module X, if {Bl : l ∈ ∆} is a collection of BC-convex
sets, then ∩lBl is BC-convex.
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Theorem 2.13. Let B be a BC-convex subset of BC-module X. Then B can
be written as
B = e1B + e2B.
Proof. Let x ∈ B. Then e1x ∈ e1B and e2x ∈ e2B. Therefore,
x = (e1 + e2)x = e1x + e2x ∈ e1B + e2B
showing that B ⊂ e1B + e2B. Now, let x ∈ e1B and y ∈ e2B. Then there
exist x′, y′ ∈ B such that x = e1x′ and y = e2y′. Since B is BC−convex, we get
x+ y = e1x
′ + e2y
′ = e1x
′ + (1− e1)y′ ∈ B.
Thus e1B + e2B ⊂ B. Hence, the proof.
Theorem 2.14. Let X be a BC-module and B ⊂ X. If e1B and e2B are
convex sets in C(i)-vector spaces e1X and e2X respectively, then e1B + e2B is
a BC-convex subset of X.
Proof. Let x, y ∈ e1B + e2B and 0 ≤′ λ ≤′ 1. Write x = e1x1 + e2x2, y =
e1y1 + e2y2 and λ = e1λ1 + e2λ2, where e1x1, e1y1 ∈ e1B, e2x2, e2y2 ∈ e2B and
0 ≤ λ1, λ2 ≤ 1. Since e1B and e2B are convex in C(i)-vector spaces e1X and
e2X respectively, we have
e1λ1x1 + e1(1− λ1)y1 ∈ e1B
and
e2λ2x2 + e2(1 − λ2)y2 ∈ e2B.
Thus,
λx + (1 − λy)
= (e1λ1 + e2λ2)(e1x1 + e2x2) + (1 − (e1λ1 + e2λ2))(e1y1 + e2y2)
= (e1λ1x1 + e2λ2x2) + (e1(1− λ1)y1 + e2(1 − λ2)y2)
= (e1λ1x1 + e1(1 − λ1)y1) + (e2λ2x2 + e2(1 − λ2)y2) ∈ e1B + e2B
showing that e1B + e2B is BC-convex.
If e1B and e2B are convex sets in C(i)-vector spaces e1X and e2X respec-
tively, then B = e1B + e2B may not hold. Here is an example:
Example 2.15. Let X = BC and B = {z = e1z1 + e2z2 : z1, z2 ∈ C(i), |z1|+
|z2| < 2}. Then e1B = {e1z1 : |z1| < 2} and e2B = {e2z2 : |z2| < 2}
are convex sets in C(i)-vector spaces e1X and e2X respectively. Observe that
e1
3
2
∈ e1B and e2 32 ∈ e2B, but 32 = e1 32 + e2 32 /∈ B. Therefore, B 6= e1B + e2B
and hence B is not BC-convex.
Theorem 2.16. Let X be a topological BC-module and B ⊂ X. Then the
following statements hold:
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(i) (e1B)
o
= e1B
o and (e2B)
o
= e2B
o.
(ii) e1B = e1B and e2B = e2B.
Proof. (i) Let x ∈ (e1B)o. Then there exists an open neighbourhood U ⊂ X
such that x ∈ e1U ⊂ e1B. Let x = e1y, for some y ∈ U . Clearly y ∈ Bo.
Therefore x = e1y ∈ e1Bo, which proves that (e1B)o ⊂ e1Bo. Now, let
y ∈ Bo and U ⊂ X be an open neighbourhood such that y ∈ U ⊂ B. Then
e1y ∈ e1U ⊂ e1B. Since U is open in X , e1U is an open set in e1X . Therefore
e1y ∈ (e1B)o, showing that e1Bo ⊂ (e1B)o. Thus (e1B)o = e1Bo. Similarly,
one has (e2B)
o
= e2B
o.
(ii) Let x ∈ e1B. Then there exists a net {xl} ⊂ e1B such that xl → x. Let
xl = e1yl, where yl ∈ B and let yl → y. Then y ∈ B. Therefore xl = e1yl → e1y.
Since e1X is Hausdorff, limits are unique, so x = e1y ∈ e1B. This shows that
e1B ⊂ e1B. Now, let y ∈ B. Then there exists a net {yl} ⊂ B such that yl → y.
Therefore {e1yl} ⊂ e1B such that e1yl → e1y, showing that e1y ∈ e1B. Thus
e1B ⊂ e1B, so we have e1B = e1B. Similarly, we have e2B = e2B.
Theorem 2.17. Let B be a BC-convex set in a topological BC-module X. Then
the following statements hold:
(i) Bo = e1B
o + e2B
o and B = e1B + e2B.
(ii) Bo and B are BC-convex sets.
Proof. (i) Since B is BC-convex, we can write B as
B = e1B + e2B.
Clearly, Bo ⊂ e1Bo + e2Bo. Now, e1Bo + e2Bo is an open set in X such that
e1B
o + e2B
o ⊂ e1B + e2B = B. But Bo is the largest open set contained in
B. Therefore e1B
o + e2B
o ⊂ Bo. Thus Bo = e1Bo + e2Bo. Again, trivially
B ⊂ e1B + e2B. From Theorem 2.16 and [25, Theorem 1.13(b)], it follows that
e1B + e2B = e1B + e2B ⊂ e1B + e2B = B. Thus, we have B = e1B + e2B.
(ii) Since B is BC-convex, e1B and e2B are convex sets in C(i)-vector spaces
e1X and e2X respectively. It then follows from [14, Theorem 1.13] that (e1B)
o
and (e2B)
o are convex sets in C(i)-vector spaces e1X and e2X respectively, so by
Theorem 2.16(i) e1B
o and e2B
o are convex sets in C(i)-vector spaces e1X and
e2X respectively. From Theorem 2.14 we see that e1B
o + e2B
o is BC-convex.
Finally, from (i) it follows that Bo is a BC-convex subset of X . Similarly, one
can prove that B is BC-convex.
Theorem 2.18. Let B be a BC-balanced set in a topological BC-module X.
Then B is BC-balanced and so is Bo if 0 ∈ Bo.
Proof. Let λ ∈ BC such that |λ|k ≤′ 1. If λ = 0, then λB = {0} ⊂ B. If
0 <′ |λ|k ≤′ 1, then by Lemma 2.6, we have λB = λB ⊂ B. If λ = λ1e1 with
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0 < |λ1| ≤ 1, then using respectively Theorem 2.16(ii), [13, Theorem 2.1.2],
balancedness of e1B and Theorem 2.9(ii), we obtain λB = λ1e1B = λ1e1B =
λ1e1B ⊂ e1B ⊂ B. If λ = λ2e2 with 0 < |λ2| ≤ 1, then similarly as above,
we get λB = B. Thus B is BC-balanced. Now, suppose that 0 ∈ Bo and
λ ∈ BC, |λ|k ≤′ 1. If λ = 0, then λBo = {0} ⊂ Bo. If 0 <′ |λ|k ≤′ 1, then
using Lemma 2.6, we get λBo = (λB)
o ⊂ Bo. If λ = λ1e1 with 0 < |λ1| ≤ 1,
then using respectively Theorem 2.16(i), [13, Theorem 2.1.2], balancedness of
e1B and Theorem 2.9(ii), we obtain λB
o = λ1e1B
o = λ1(e1B)
o = (λ1e1B)
o ⊂
(e1B)
o ⊂ Bo. Similarly, if λ = λ2e2 with 0 < |λ2| ≤ 1, then λBo ⊂ Bo. This
proves that Bo is BC-balanced whenever 0 ∈ Bo
Definition 2.19. Let B be a subset of a BC-module X . Then B is called a BC-
absorbing set if for each x ∈ X , there exists ǫ >′ 0 such that λx ∈ B whenever
0 ≤′ λ ≤′ ǫ.
It should be noted that a BC-absorbing set always contains the origin.
Theorem 2.20. Let B be a BC-absorbing set in a BC-module X. Then e1B
and e2B are absorbing sets in C(i)-vector spaces e1X and e2X respectively.
Proof. Let x ∈ e1X. Then there exists x′ ∈ X such that x = e1x′. Since B is
BC-absorbing, there exists ǫ >′ 0 such that λx ∈ B whenever 0 ≤′ λ ≤′ ǫ.
Write ǫ = ǫ1e1 + ǫ2e2 and λ = λ1e1 + λ2e2. Then, we have ǫ1 > 0 and
e1(λx) = e1λ1x = λ1y ∈ e1B,
where 0 ≤ λ1 ≤ ǫ1, proving that e1B is an absorbing subset of C(i)-vector
spaces e1X . In a similar way, e2B can be shown to be an absorbing subset of
C(i)-vector spaces e2X .
Remark 2.21. We have seen that if B is a BC-balanced set then e1B ⊂ B
and e2B ⊂ B and if B is a BC-convex set containing 0 then also e1B ⊂ B
and e2B ⊂ B. But it may happen that if B is a BC-absorbing set and that it
contains 0, then neither e1B ⊂ B nor e2B ⊂ B. We have the following example:
Example 2.22. Let X = BC and B = {z ∈ BC : |z|k <′ 12} ∪ {1}. Then B is
a BC-absorbing subset of BC. Now 1 ∈ B, so we have e1 ∈ e1B and e2 ∈ e2B.
But neither e1 ∈ B nor e2 ∈ B showing that e1B * B and e2B * B.
The following result is essentially based on [25, Theorem 1.14].
Theorem 2.23. Let (X, τ) be a topological BC-module. Then the following
statements hold:
(i) Each neighbourhood of 0 in X is BC-absorbing.
(ii) Each neighbourhood of 0 in X contains a BC-balanced neighbourhood of 0.
(iii) Each BC-convex neighbourhood of 0 in X contains a BC-convex BC-balanced
neighbourhood of 0.
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Proof. (i) Let U ⊂ X be a neighbourhood of 0. Let x ∈ X . Since scalar mul-
tiplication is continuous and ·(0, x) = 0, there exists a neighbourhood V of x
and ǫ >′ 0 such that whenever |γ|k <′ ǫ, we have γV ⊂ U . In particular, for γ
satisfying 0 ≤′ γ ≤′ ǫ/2, we have γx ∈ U . This shows that U is BC-absorbing.
(ii) Let U ⊂ X be a neighbourhood of 0. Since scalar multiplication is con-
tinuous and ·(0, 0) = 0, there exists a neighbourhood V of 0 and ǫ >′ 0 such
that whenever |γ|k <′ ǫ, we have γV ⊂ U . Let M = ∪|γ|k<′ǫγV. Then M is a
neighbourhood of 0 and M ⊂ U . To show that M is BC-balanced, let x ∈ M
and |λ|k ≤′ 1. Then x = γy, for some y ∈ V . Since |λγ|k = |λ|k|γ|k <′ ǫ, it
follows that λx = λγy ∈M.
(iii) Let U ⊂ X be a BC-convex neighbourhood of 0 and B = ∩|γ|k=1γU. Then
by (ii), there is a BC-balanced neighbourhood sayM of 0 such thatM ⊂ U . For
any γ ∈ BC with |γ|k = 1, we have by BC-balancedness of M that γ−1M =M,
so M ⊂ γU . Therefore M ⊂ B, so 0 ∈ Bo ⊂ U . We now show that Bo is
BC-convex and BC-balanced. Clearly, γU is BC-convex. It then follows from
Lemma 2.12 that B is BC-convex and so is Bo by Theorem 2.17. Since γU is
BC-convex set containing 0, for any λ ∈ D+, 0 ≤′ λ ≤′ 1, we have λγU ⊂ γU.
Thus, for any β ∈ BC with |β|k = 1
λβB = ∩|γ|k=1λβγU = ∩|γ|k=1λγU ⊂ ∩|γ|k=1γU = B.
This shows that B is BC-balanced. In view of Theorem 2.18 Bo is also BC-
balanced.
3 Hyperbolic-valued Seminorms
The hyperbolic-valued seminorms in bicomplex modules have been studied in
[14, Section 3]. In this section, we investigate some properties of hyperbolic-
valued seminorms in bicomplex modules as well as in topological bicomplex
modules.
Definition 3.1. [14, Definition 2] Let X be a BC-module. Then a function
p : X −→ D is said to be a hyperbolic-valued (or D-valued) seminorm if for any
x, y ∈ X and λ ∈ BC, the following properties hold:
(i) p(λx) = |λ|kp(x).
(ii) p(x+ y) ≤′ p(x) + p(y).
Theorem 3.2. Let p be a D-valued seminorm on a BC-module X. Then for
any x, y ∈ X, the following properties hold:
(i) p(0) = 0.
(ii) |p(x) − p(y)|k ≤′ p(x− y).
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(iii) p(x) ≥′ 0.
(iv) {x : p(x) = 0} is a BC-submodule of X.
Proof. (i) Using Definition 3.1(i), we get
p(0) = p(0 · x)
= |0|kp(x)
= 0.
(ii) Using Definition 3.1(ii), for any x, y ∈ X , we have
p(x) = p(x− y + y)
≤′ p(x− y) + p(y).
Therefore
p(x)− p(y) ≤′ p(x− y). (3.1)
Again,
p(y) = p(y − x+ x)
≤′ p(y − x) + p(x)
= | − 1|k p(x− y) + p(x)
= p(x− y) + p(x),
which implies that
p(y)− p(x) ≤′ p(x− y). (3.2)
Thus from equations (3.1) and (3.2), we obtain |p(x)− p(y)|k ≤′ p(x− y).
(iii) By using (ii) and then (i), we obtain
p(x) = p(x− 0)
≥′ |p(x) − p(0)|k.
= |p(x)|k
≥′ 0.
(iv) Let λ, γ ∈ BC, and x, y ∈ X such that p(x) = p(y) = 0. Then
p(λx+ γy) ≤′ |λ|kp(x) + |γ|kp(y)
= 0.
Therefore, by (iii), it follows that p(λx+ γy) = 0.
Remark 3.3. Every D-valued norm on a BC-module is a D-valued seminorm.
However, the converse is not true in general. Here is an example:
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Example 3.4. Define a function p : BC −→ D by
p(Z) = |z1| e1, for each Z = z1e1 + z2e2 ∈ BC.
Then p is a D-valued seminorm on BC. In fact,
(i) for any Z = z1e1 + z2e2, W = w1e1 + w2e2 ∈ BC, we have
p(Z +W ) = |z1 + w1|e1
≤′ (|z1|+ |w1|)e1
= |z1|e1 + |w1|e1
= p(Z) + p(W ); and
(ii) for any λ = λ1e1 + λ2e2, Z = z1e1 + z2e2 ∈ BC, we have
p(λZ) = |λ1z1| e1
= |λ1| |z1| e1
= (|λ1|e1 + |λ2|e2) |z1| e1
= |λ|k p(Z).
Now e2 6= 0, but p(e2) = 0. Thus, p is not a D-valued norm on BC.
Theorem 3.5. Let p be a D-valued seminorm on a topological BC-module X.
Denote the sets {x ∈ X ; p(x) <′ 1} and {x ∈ X ; p(x) ≤′ 1} by A and C
respectively. Then the following statements are equivalent:
(i) p is continuous.
(ii) A is open.
(iii) 0 ∈ Ao.
(iv) 0 ∈ Co.
(v) p is continuous at 0.
(vi) there exists a continuous D-valued seminorm q on X such that p ≤′ q.
Proof. We will prove this theorem in the following way:
(i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (v)⇒ (i) and (i)⇔ (vi)
(i)⇒ (ii) : Let x0 ∈ A. Choose ǫ >′ 0 such that p(x0)+ ǫ <′ 1. Then the set
V = {λ ≥′ 0 : |λ − p(x0)|k <′ ǫ} is a neighbourhood of p(x0) in D+. Since p
is continuous at x0, there exists a neighbourhood U of x0 such that p(U) ⊂ V.
Now, let x ∈ U . Then p(x) ∈ V . This implies that |p(x) − p(x0)|k <′ ǫ. Thus
p(x) − p(x0) <′ ǫ. Therefore p(x) <′ p(x0) + ǫ <′ 1, so x ∈ A. Hence U ⊂ A.
This shows that A is open.
(ii)⇒ (iii) and (iii)⇒ (iv) are obvious.
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(iv) ⇒ (v) : Let ǫ >′ 0 and {xl} be a net in X such that xl → 0 as l → ∞.
Then by (iv), there is an l0 such that for l ≥ l0, we have p(xl) ≤′ ǫ. This shows
that p is continuous at 0.
(v)⇒ (i) : Suppose xl → x. Then
|p(xl)− p(x)|k ≤′ p(xl − x). (3.3)
Since xl−x→ 0 and p is continuous at 0, it follows that p(xl−x)→ 0. Equation
(3.3) implies that p(xl)→ p(x). Hence p is continuous.
Again (i)⇒ (vi) is obvious.
(vi)⇒ (i) : Suppose xl → x. Then, since xl−x→ 0 and q is continuous, we
obtain q(xl−x)→ 0. Now, 0 ≤′ p(xl−x) ≤′ q(xl−x), so p(xl−x)→ 0. Again,
inequality (3.3) yields p(xl)→ p(x), proving that p is continuous at x.
Theorem 3.6. Let X be a BC-module and p be a hyperbolic-valued seminorm
on X. Then, {x ∈ X : p(x) <′ 1} and {x ∈ X : p(x) ≤′ 1} are BC-convex ,
BC-balanced and BC-absorbing subsets of X.
Proof. Let A = {x ∈ X : p(x) <′ 1} and x, y ∈ A. Let λ ∈ D+ such that
0 ≤′ λ ≤′ 1. Then
p(λx+ (1− λ)y) ≤′ p(λx) + p((1− λ)y)
= |λ|kp(x) + |(1− λ)|kp(y)
= λp(x) + (1− λ)p(y)
<′ λ + (1− λ)
= 1,
proving that A is BC-convex. Now, let x ∈ A and λ ∈ BC with |λ|k ≤′ 1. Then,
p(λx) = |λ|kp(x) ≤′ p(x) <′ 1. This shows that A is BC-balanced. Let x ∈ X .
Choose α >′ 0 such that α >′ p(x). Set ǫ = 1/α. Then, for any λ satisfying
0 ≤′ λ ≤′ ǫ, we have p(λx) = |λ|kp(x) = λp(x) ≤′ p(x)/α <′ 1. Thus A is
BC-absorbing. Similarly, it can be shown that the set {x ∈ X : p(x) ≤′ 1} is
BC-convex , BC-balanced and BC-absorbing.
4 Hyperbolic-valued Minkowski Functionals
In this section, we define hyperbolic-valued Minkowski functionals in bicomplex
modules and it has been shown that a hyperbolic-valued Minkowski functional of
a bicomplex balanced, bicomplex convex and bicomplex absorbing set turns out
to be a hyperbolic-valued seminorm. Hyperbolic-valued Minkowski functionals
in hyperbolic modules have been studied in [14, Section 9].
Definition 4.1. Let B be a BC-convex, BC-absorbing subset of a BC-module
X . Then, the mapping qB : X −→ D+ defined by
qB(x) = inf
D
{α >′ 0 : x ∈ αB}, for each x ∈ X,
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is called hyperbolic-valued gauge or hyperbolic-valued Minkowski functional of
B.
Theorem 4.2. Let B be a BC-convex, BC-balanced, BC-absorbing subset of a
BC-module X. Then the D-valued gauge qB is a D-valued seminorm on X.
Proof. Let x, y ∈ X such that qB(x) = α and qB(y) = γ. Then for any ǫ >′ 0,
we have x ∈ (α + ǫ)B and y ∈ (γ + ǫ)B. Therefore, we can find u, v ∈ B such
that x = (α + ǫ)u and y = (γ + ǫ)v. Observe that 0 <′ α+ǫ
α+γ+2ǫ
<′ 1 and
0 <′ γ+ǫ
α+γ+2ǫ
<′ 1. Therefore, by BC-convexivity of B, we have
(
α+ ǫ
α+ γ + 2ǫ
)
u+
(
γ + ǫ
α+ γ + 2ǫ
)
v ∈ B.
That is,
(α+ ǫ)u+ (γ + ǫ)v
α+ γ + 2ǫ
∈ B.
This implies that (α+ ǫ)u+(γ+ ǫ)v ∈ (α+ γ+2ǫ)B which yields that x + y ∈
(α + γ + 2ǫ)B. Letting ǫ → 0, we obtain qB(x + y) ≤′ α + γ = qB(x) + qB(y).
We now show that qB(λx) = |λ|kqB for each x ∈ X and λ ∈ BC. Clearly,
qB(0) = 0. So, we assume that λ 6= 0. Let x ∈ X . We first consider the case
when λ ∈ BC \ NC. Since B is BC-balanced, by Theorem 2.8, we have
qB(λx) = inf
D
{α >′ 0 : λx ∈ αB}
= inf
D
{
α >′ 0 : x ∈ α
(
1
λ
B
)}
= inf
D
{
α >′ 0 : x ∈ α
(
1
|λ|kB
)}
= |λ|k inf
D
{
α
|λ|k : x ∈
α
|λ|kB
}
= |λ|k qB(x).
Now, suppose λ ∈ NC. Then either λ = λ1e1 or λ = λ2e2. We consider the case
λ = λ1e1, the other one follows on similar lines. Now, since B is BC-balanced
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set in X , it follows that e1B is a balanced set in C(i)-vector space e1X . Hence,
qB(λx) = inf
D
{α >′ 0 : λx ∈ αB}
= inf
D
{αe1 : λ1e1x ∈ αe1B}
= inf
D
{
αe1 : e1x ∈ α
(
1
λ1
e1B
)}
= inf
D
{
αe1 : e1x ∈ α
(
1
|λ1|e1B
)}
= inf
D
{
αe1 : e1x ∈ α|λ1|e1B
}
= |λ1|e1 inf
D
{
α
|λ1| : x ∈
α
|λ1|B
}
= |λ1|e1 qB(x)
= |λ|k qB(x).
This completes the proof.
Definition 4.3. Let (X, τ) be a topological BC-module. Then a subset B ⊂ X
is said to be bounded if for each neighbourhood U of 0, there exists λ >′ 0 such
that B ⊂ λU .
Corollary 4.4. Let B be a bounded BC-convex, BC-balanced, BC-absorbing
subset of a topological BC-module (X, τ). Then, qB is a D-valued norm on X.
The next result follows from Theorem 3.6 and Theorem 4.2.
Theorem 4.5. Let B be a BC-convex, BC-balanced, BC-absorbing subset of
a BC-module X and qB be the D-valued gauge on B. Then, both the subsets
{x ∈ X | qB(x) <′ 1} and {x ∈ X | qB(x) ≤′ 1} of X are BC-convex, BC-
balanced and BC-absorbing.
Theorem 4.6. Let (X, τ) be a topological BC-module, B be a BC-convex, BC-
balanced, BC-absorbing subset of X and qB be the D-valued gauge on B. Let
us denote {x ∈ X : qB(x) <′ 1} and {x ∈ X : qB(x) ≤′ 1} by AB and CB
respectively. Then, the following statements hold:
(i) Bo ⊂ AB ⊂ B ⊂ CB ⊂ B.
(ii) If B is open, then B = AB .
(iii) If B is closed, then B = CB .
(iv) If qB is continuous, then B
o = AB .
Proof. (i) Let x0 ∈ Bo. Then, there exists a neighbourhood V of x0 such that
x0 ∈ V ⊂ B. Since scalar multiplication is continuous, there exists ǫ >′ 0 and a
neighbourhood U of x0 such that γx0 ∈ V whenever |γ−1|k <′ ǫ. It then follows
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that x0 ∈ 1γB whenever 0 <′ γ−1 <′ ǫ. Therefore, q(x0) ≤′ 1γ <′ 1, so x0 ∈ AB.
This proves that Bo ⊂ AB. Let x0 ∈ AB. Then, by Definition 4.1, there exists
α satisfying 0 <′ α <′ 1 such that x0 ∈ αB. Since B is BC-balanced, it follows
that αB ⊂ B. Thus, x0 ∈ B. This shows that AB ⊂ B. Clearly x0 ∈ B implies
that qB(x0) ≤′ 1. Thus B ⊂ CB. Now, let x0 ∈ CB. Then q(x0) ≤′ 1 and we
have the following cases:
Case (i): If q(x0) <
′ 1, then x0 ∈ AB ⊂ B ⊂ B.
Case (ii): If q(x0) = e1+ re2, 0 ≤ r < 1, then take an = (1− 1n )e1+ e2, n ∈ N.
We have
q(anx0) = |an|kq(x0)
=
(
(1− 1
n
)e1 + e2
)
(e1 + re2)
= (1− 1
n
)e1 + re2
<′ 1.
Therefore, anx0 ∈ AB ⊂ B. Since limn→∞ anx0 = limn→∞
[
(1− 1
n
)e1 + e2
]
x =
(e1 + e2)x0 = x0, it follows that x0 ∈ B.
Case (iii): If q(x0) = re1 + e2, 0 ≤ r < 1, we take an = e1 + (1− 1n )e2, n ∈ N.
Then, similarly as in case (ii) above, we obtain x0 ∈ B.
Case (iv): If q(x0) = 1, take an = 1− 1n . Therefore
q(anx0) = |an|kq(x0)
= 1− 1
n
<′ 1,
which shows that anx0 ∈ AB ⊂ B. Now, limn→∞ anx0 = limn→∞(1 − 1n )x0 =
x0, implies that x0 ∈ B. Thus, in all the above cases CB ⊂ B.
(ii) If B is open, then Bo = B. Therefore, from (i), we get B = AB.
(iii) If B is open, then B = B. Now, again using (i), we obtain B = CB.
(iv) Suppose, qB is continuous. Then by Theorem 3.5, AB is an open set.
Since Bo is the largest open set containing B and AB ⊂ B, it follows that AB ⊂
Bo. From (i), we obtain Bo = AB .
5 Locally Bicomplex Convex Modules
In this section, we introduce the bicomplex version of locally convex topologi-
cal spaces. Hyperbolic metrizable and hyperbolic normable locally bicomplex
convex modules have also been studied. Results in this section are analogous to
the results on topological vectors spaces as given in [5], [13] and [25]. We begin
this section with the following definition.
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Definition 5.1. Let X be a BC-module and P be a family of D-valued semi-
norms on X . Then the family P is said to be separated if for each x 6= 0, there
exists p ∈ P such that p(x) 6= 0.
We define a topology on a BC-module X determined by the family P of
D-valued seminorms on X as follows:
For x ∈ X, ǫ >′ 0 and p ∈ P , we set
U(x, ǫ, p) = {y ∈ X : p(y − x) <′ ǫ};
and for x ∈ X, ǫ >′ 0 and p1, p2, . . . , pn ∈ P , set
U(x, ǫ, p1, p2, . . . , pn) = {y ∈ X : p1(y−x) <′ ǫ, p2(y−x) <′ ǫ, . . . , pn(y−x) <′ ǫ}.
Let UP(x) = {U(x, ǫ, p1, p2, . . . , pn) : ǫ >′ 0, p1, p2, . . . , pn ∈ P and n ∈ N}.
Then, UP = {UP(x) : x ∈ X} = ∪x∈XUP(x) forms a base for a topology τP
on X , called the topology generated by the family P .
Theorem 5.2. Let P be a separated family of D-valued seminorms on X. Then
(X, τP) is a topological BC-module.
Proof. Let x, y ∈ (X, τP) such that x 6= y. Then, there exists p ∈ P such that
p(x − y) 6= 0. Let p(x − y) = ǫ = ǫ1e1 + ǫ2e2. There arise the following three
cases:
Case (i): If ǫ1 > 0, ǫ2 > 0, take γ = ǫ/3. Then U(x, γ, p) = {z : p(x− z) <′ γ}
and V (y, γ, p) = {z : p(y− z) <′ γ} are neighbourhoods of x and y in (X, τP ).
We shall show that U ∩ V 6= φ. If possible, let z0 ∈ U ∩ V . Then p(x− z0) <′ γ
and p(y − z0) <′ γ. We have
p(x− y) ≤′ p(x− z0) + p(y − z0)
<′ γ + γ
= 2γ,
i.e., ǫ <′ 2γ, which is absurd. Thus, U and V are disjoint neighbourhoods of x
and y in (X, τP ).
Case (ii): If ǫ1 > 0, ǫ2 = 0, take γ =
ǫ1
3
e1+ re2, where r > 0. Then U(x, γ, p) =
{z : p(x− z) <′ γ} and V (y, γ, p) = {z : p(y− z) <′ γ} are neighbourhoods of
x and y in (X, τP). Now, let z0 ∈ U ∩V . Then p(x−z0) <′ γ and p(y−z0) <′ γ.
Therefore
p(x− y) ≤′ p(x− z0) + p(y − z0)
<′ γ + γ
= 2γ,
i.e., ǫ1e1 <
′ 2 ǫ1
3
e1 + 2re2, which is not possible. Thus, U and V are disjoint
neighbourhoods of x and y in (X, τP ).
Case (iii): If ǫ1 = 0, ǫ2 > 0, take γ = se1 +
ǫ2
3
e2, where s > 0. Then as
in case (ii), one easily checks that U(x, γ, p) = {z : p(x − z) <′ γ} and
18
V (y, γ, p) = {z : p(y − z) <′ γ} are disjoint neighbourhoods of x and y. This
shows that (X, τP) is a Hausdorff space. We now show that + : X ×X −→ X
is continuous. For this, let (x0, y0) ∈ X ×X and U(x0 + y0, ǫ, p1, p2, . . . pn)
be a neighbourhood of x0 + y0 in (X, τP). Then U(x0, ǫ/2, p1, p2, . . . pn) ×
U(y0, ǫ/2, p1, p2, . . . pn) is a neighbourhood of (x0, y0) in the product topology
of X × X . Let (x, y) ∈ U(x0, ǫ/2, p1, p2, . . . pn) × U(y0, ǫ/2, p1, p2, . . . pn).
Then pi(x−x0) <′ ǫ/2 and pi(y−y0) <′ ǫ/2 for each i = 1, 2, . . . , n. Therefore,
for i = 1, 2, . . . , n, we have
pi[(x+ y)− (x0 + y0)] = pi[(x− x0) + (y − y0)]
≤′ pi(x− x0) + pi(y − y0)
<′ ǫ/2 + ǫ/2
= ǫ.
That is, +(x, y) ∈ U(x0+y0, ǫ, p1, p2, . . . pn), proving the continuity of + : X×
X −→ X at (x0, y0). Since (x0, y0) is arbitrary, it follows that + : X×X −→ X
is continuous. Now, to show that · : BC×X −→ X is continuous, let (λ0, x0) ∈
BC ×X and U(λ0x0, ǫ, p1, p2, . . . pn) be a neighbourhood of λ0x0 in (X, τP ).
Choose δ >′ 0 such that δ2 + (|λ0|k + pi(x0))δ <′ ǫ for each i = 1, 2, . . . , n.
Let Uδ = {λ ∈ BC : |λ − λ0|k <′ δ}. Then Uδ × U(x0, δ, p1, p2, . . . pn) is a
neighbourhood of (λ0, x0) in BC×X . Let (λ, x) ∈ Uδ ×U(x0, δ, p1, p2, . . . pn).
We then have for i = 1, 2, . . . , n,
pi(λx − λ0x0) = pi[(λ− λ0)(x − x0) + λ0(x− x0) + x0(λ − λ0)]
≤′ pi[(λ− λ0)(x − x0)] + pi[λ0(x− x0)] + pi[x0(λ − λ0)]
= |(λ− λ0|kpi(x − x0) + |λ0|kpi(x− x0) + |(λ− λ0|kpi(x0)
<′ δ2 + (|λ0|k + pi(x0))δ
<′ ǫ.
Therefore, ·(λ, x) ∈ U(λ0x0, ǫ, p1, p2, . . . pn) showing that · : BC×X −→ X is
continuous at (λ0, x0). Since (λ0, x0) is arbitrary, it follows that · : BC×X −→
X is continuous. Hence, (X, τP) is a topological BC-module.
Proof of the following lemma is on the similar lines as in [13, Lemma 2.5.1],
so we omit the proof.
Lemma 5.3. Let X is a topological BC-module and P = {pn}n∈N be a family
of D-valued seminorms on X. For each m ∈ N, define qm : X → D by
qm(x) = sup{p1(x), p2(x), . . . , pm(x)}, for each x ∈ X.
Then, Q = {qm}m∈N is a family of D-valued seminorms on X such that the
following hold:
(i) Q is separated if P is so.
(ii) qm ≤′ qm+1, for each m ∈ N.
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(iii) (X, τP) and (X, τQ) are topologically isomorphic.
Definition 5.4. A topological BC-module (X, τ) is said to be locally bicomplex
convex (or BC-convex) module if it has a neighbourhood base at 0 of BC-convex
sets.
Proof of the following theorem is on the similar lines as in [13, Theorem
2.3.1]. For the sake of completeness, we give the proof.
Theorem 5.5. A topological BC-module (X, τ) is a locally BC-convex module
if and only if its topology is generated by a separated family P of D-valued
seminorms on X.
Proof. Suppose (X, τ) is a locally BC-convex module. Let B be a neighbourhood
base at 0 of BC-convex sets. Assume that each B ∈ B is BC-balanced and
BC-absorbing and let qB be the D-valued Minkowski functional of B. Then
P = {qB} is a family of D-valued seminorms on X such that for each B,
{x ∈ X : qB(x) <′ 1} ⊂ B ⊂ {x ∈ X : qB(x) ≤′ 1}.
Therefore the topology on X is generated by P . Let 0 6= x ∈ X . Then, there
exists B ∈ B such that x /∈ B. For this B, we have qB(x) ≥′ 1. Thus, P = {qB}
is a separated family.
Conversely, suppose P is a separated family of D-valued seminorms on
X that generates the topology on X . Let {U(0, ǫ, p1, p2, . . . , pn) : ǫ >′
0, p1, p2, . . . , pn ∈ P} be a neighbourhood base at 0. Let 0 ≤′ λ ≤′ 1 and
x, y ∈ U(0, ǫ, p1, p2, . . . , pn). Then, for each m = 1, 2, . . . , n,
pm(λx+ (1 − λ)y) ≤′ pm(λx) + pm((1− λ)y)
= λpm(x) + (1− λ)pm(y)
<′ λǫ + (1− λ)ǫ
= ǫ.
This shows that U(0, ǫ, p1, p2, . . . , pn) is BC-convex.
Definition 5.6. Let d : X×X → D be a function such that for any x, y, z ∈ X ,
the following properties hold:
(i) d(x, y) ≥′ 0 and d(x, y) = 0 if and only if x = y,
(ii) d(x, y) = d(y, x),
(iii) d(x, z) ≤′ d(x, y) + d(y, z).
Then d is called a hyperbolic-valued (or D-valued) metric on X and the pair
(X, d) is called a hyperbolic metric (or D-metric) space.
The following result is easy to prove
Lemma 5.7. Every D-metric space is first countable.
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Definition 5.8. A topological BC-module X is said to be hyperbolic metrizable
(or D-metrizable) if the topology on X is generated by a D-valued metric on X .
Definition 5.9. A topological BC-module X is said to be hyperbolic normable
(or D-normable) if the topology on X is generated by a D-valued norm on X .
Proof of the following lemma is on the similar lines as in the case of topo-
logical vector spaces ( see, e.g., [13, Theorem 2.5.1]).
Lemma 5.10. Let P = {pn} be a countable separated family of D-valued semi-
norms on a topological BC-module (X, τ) such that pn ≤′ pn+1 for each n ∈ N.
Define a function d : X ×X → D by
d(x, y) =
∞∑
n=1
2−n
pn(x− y)
1 + pn(x − y) , for each x, y ∈ X.
Then, d is a translation invariant D-valued metric on X and the topology on X
generated by d is the topology generated by the family P.
Theorem 5.11. A locally BC-convex module (X, τ) is D-metrizable if and only
if its topology is generated by a countable separated family P of D-valued semi-
norms on X.
Proof. Suppose X is D-metrizable. Then X has a countable neighbourhood
base B = {Bn : n ∈ N} at 0 of BC-convex sets. Assume that each Bn is
BC-balanced and BC-absorbing and Bn+1 ⊂ Bn for each n ∈ N. Let qn be the
D-valued Minkowski functional of Bn. Then as in the proof of Theorem 5.5,
Q = {qn} is a separated family P of D-valued seminorms on X that generates
the topology on X .
Conversely, suppose P = {pn} is a countable separated family of D-valued
seminorms on X that generates the topology on X . By Lemma 5.3, we may
assume that the family {pn} of D-valued seminorms is increasing. The rest of
the proof follows from Lemma 5.10.
Theorem 5.12. A topological BC-module (X, τ) is D-normable if and only if
it contains a bounded BC-convex neighbourhood of 0.
Proof. Suppose, (X, τ) is D-normable. Then, clearly, the set B = {x ∈ X :
||x||D <′ 1} is a bounded BC-convex neighbourhood of 0.
Conversely, suppose B is a bounded BC-convex neighbourhood of 0.We may
assume that B is BC-balanced. For each x ∈ X , define
||x||D = qB(x), (5.1)
where qB is the D-valued Minkowski functional of B. Then, boundedness of B
implies that (5.1) is a D-valued norm on X . Since B is open, B = {x ∈ X :
||x||D <′ 1}. We show that {λB : λ >′ 0} is a neighbourhood base at 0. For
this, let U be a neighbourhood of 0. Since B is bounded, there exists γ >′ 0
such that B ⊂ γU . That is, λB ⊂ U , where λ = 1
γ
>′ 0. Thus, {λB : λ >′ 0}
forms a neighbourhood base at 0. This completes the proof.
21
Remark 5.13. All the results in this paper can also be developed for topological
hyperbolic modules on similar lines with slight adjustments.
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