The binary alphabet
It is common knowledge that any message in a natural language may be translated into a string of binary digits in the following bijective way. List all the symbols used in the language; assign each symbol a fixed length binary string long enough to ensure that the assignment of strings to symbols is unique; replace each symbol of the message by its binary string THE MA THEMA TICAL GAZETTE and transmit that. For example, if your language is elementary arithmetic and your symbol list is {O,I,2, ... ,9.+,-.X.7,=}, giving each symbol a distinct 4-bit string is sufficient to transmit any statement of this language in binary form.
Digital pulses are a standard method of 'technological' communication, so this device gets us closer to a mathematical model of modern reality. The weakness of the example from the point of view of error spotting is that we have 15 symbols and only 16 binary strings. In other words, there is virtually no redundancy so nearly all errors would go undetected. So a guiding principle of error-correcting codes is to put the redundancy of natural language back into the more technological binary language.
A simple binary error-correcting code
It is easy to imagine a scenario in which only two possible messages need to be sent: YES or NO; BUY or SELL; ATIACK or RETREAT. Clearly assigning 0 to one and 1 to the other is useless as errors would be totally undetectable and could lead to disaster! A solution provided by coding theory is to make the following translation.
YES -+ 000, NO -+ Ill. This is called the 3-fold repetition code, and although very simple it gives a good introduction to some of the basic theory, terminology and modelling assumptions of coding theory, which we now list.
There are just two binary strings which can be sent, 000 and Ill, so the size of this code is 2. We envisage the possibility of any or all of the three bits being changed by channel noise so whatever is sent, anyone of the eight 3-bit strings could be received. It is convenient to refer to these eight strings as words, of which the two meaningful ones are called codewords. Suppose that the word 010 is received.
The recipient reasons that 000 was the intended codeword because although channel noise could have acted to corrupt either 000 or III to 010 the first of these is the more likely. This is true of course only if p, the probability of anyone bit being corrupted is not too large. Further modelling assumptions of standard coding theory are that p is constant and that errors are induced randomly and independently. Hence the number of errors per transmitted codeword follows a binomial distribution. An easy exercise is to show that p < !is the condition which will ensure that the probability of e errors per word is a decreasing function of e. This condition will be assumed from now on. So we have the following reasonable decoding algorithm: 1. If the received word is a codeword accept it as the transmitted codeword. 2. If it is not a codeword interpret it as a codeword which differs from the received word in the smallest number of bits. It can happen that there is more than one candidate codeword in clause 2, and even if not it is still possible for the algorithm to deliver the wrong decision.
But with the p < ! condition it is the best we can do probabilistically.
There is a less ambitious way in which this simple code can be used. We may only require that errors be detected, not necessarily corrected. This is clearly a less stringent requirement since the only way in which a transmitted codeword can be received as the other codeword is for all three bits to have been corrupted. We say that this code is therefore two-errordetecting. There is still the question of what to do about a word detected as containing errors. If feasible, the receiver may request retransmission in the hope that the new transmission is error-free. This is a plausible hope if pis reasonably small. It is the strategy used by the polite guest at the noisy party when he says 'I beg your pardon; would you mind repeating that?'
The serious side of this strategy is that there is always a non-zero probability (probably small but possibly significant) of not detecting the error at all. If for example this probability is 0.05 and the message is a weather forecast on the basis of which we take, or don't take, an umbrella, we may decide that we can live with getting wet once in about every twenty occasions. But in a life-threatening military application our attitude to this risk will be different and it would be necessary to find a better channel or devise a better code.
In some cases the strategy of requesting a retransmission is just not available. The channel may be one-way; the received message may require immediate action, leaving no time to send it again; the 'message' may be a digital picture of a remote planet sent by a satellite camera which will have flown well beyond the planet by the time it receives the retransmission request. In all these circumstances error detection is not enough: we must attempt error correction.
How does our simple code with its associated decoding algorithm perform? It is clear that all instances of no error or one error will be correctly decoded but that words with two or three errors will be misinterpreted.
It is a one-error-correcting code. Note that if p is sufficiently small this is adequate for many applications.
But the error correction has been gained at a price: digiti sing {YES, NO} by {OOO,III} instead of {O, I} means a 3-fold increase in transmission time. A major concern of coding theory is to achieve good error correction with minimal codeword length. Another desirable feature would be the ability to send many different words, unlike our rather linguistically challenged example code!
Richard Hamming's solution
The history of the famous Hamming family of codes goes back to Hamming's work at Bell Telephone Laboratories in 1948. McEliece [2] explains how Hamming codes are used to protect computer memory chips. Our aim here is to show how the simplest code of the family works using nothing more than a Venn diagram.
This simplest code has 16 binary codewords of length 7. The first four bits of each codeword are the 16 possible 4-bit strings, to which three extra 'redundancy bits' are added. The extra bits are fixed so as to make the code usable for 2-error-detecting or l-error-correcting.
In this respect is is the same as the three fold repetition code but it has two important advantages. It has a much richer language-16 codewords instead of just two, and much more efficient word length expansion ratio-7:4 instead of 3:1. How it achieves its error processing success depends on the cunning way in which the redundancy bits are specified. One simple way of explaining this is through a 3-set Venn diagram in which the seven interior regions are labelled as shown in Figure 1. (The exterior region 8 will be put to use later.) Suppose the message to be sent is 1100. Prior to transmission it is encoded as a 7-bit codeword as follows: the initial four bits are placed, in order, in regions 1 to 4. The three extra bits go in regions 5,6,7 chosen uniquely so that the total number of 1s in each of the sets A, Band C is even. Thus 1100 is encoded as 1100100 as in Figure 2 , and this codeword is transmitted. Now we use the Venn diagram to implement the decoding method previously suggested, and then justify it. Suppose for example that the channel induces a single error so that 1101100 is received. The receiver puts these bits into his copy of the Venn diagram ( Figure 3 ). It is now clear that this received word satisfies the parity condition on set C but not on A or B. So the receiver knows he has not received a codeword so he tries to change it into a codeword by making the smallest possible change. A single change which will do this is bit 4 since region 4 (A n B n C') is the only one affecting just sets A and B. Thus the correct transmitted codeword is recovered. So much for the example.
We now have to show that, on the assumption that at most one channel-induced error occurs, the decoding algorithm always produces the correct codeword. By symmetry we need consider only three cases: a change in bit 1; a change in anyone of bits 2, 3, 4; a change in anyone of bits 5, 6, 7. It is easy to check in each case that changing anyone bit Xi of a codeword will result in a non-codeword, and that if we try to change it back to a codeword we either have to change just Xi or at least two bits. What if there are no errors? Then the received word is a codeword; all three parity checks work; the decoding algorithm instructs the user to accept the received word, and all is well. Now consider the claim made earlier that this code can be used as a 2-error detector. Some care is needed here: we are saying that if at most two errors occur then the receiver is able to detect when a received word contains errors. He is not able to say how many (lor 2), nor is he able to locate the errors. This can be illustrated by checking the details of the following example. For the received word 1111100 use the Venn diagram to deduce that (a) this is not a codeword so at least one error has occurred, and (b) there is one possible single error and several possibilities for a pair of errors.
The fact that the receiver cannot distinguish between the single and double error in (b) above is an annoyance which can be eliminated at the cost of encoding by 8-bit strings rather than 7. The extra bit goes in region 8 of the Venn diagram and is an overall parity check, which means that it is chosen so that the total number of I s in each 8-bit codeword is even. A further exercise for the reader is to check that for this code of length 8, for words containing at most two errors, the following algorithm works: I. Put the bits of the received word, in order, in regions I to 8. 2. Do the parity checks on sets A, B, C, and the overall parity check.
(a) If all are correct accept the received word.
(b) If the overall check fails and at least one of the other checks fails, deduce that there is only one error, that it is in bits I to 7, and decode as for the 7-bit code. (c) If the overall check is the only one to fail deduce that there is just one error and that it is in bit 8. (d) If the overall check works but at least one of the others fails, deduce that there are two errors and request retransmission. [3] contains various exercises based on playing around with these simple codes.
Going deeper
Pleasant as these tricks are, if this were all there is to coding theory it would not be the important subject it is today, both to the pure mathematician and the communications scientist. So in this section we explore how even a simple code like those discussed thus far already contains enough deeper structure which is the key to designing codes with desirable properties.
First consider the reason for the Hamming 7-bit code being robust against single errors.
It is because the 16 codewords are sufficiently dissimilar so that if a single error is made in one of them the resulting word is still more like the original codeword than any other codeword. In fact, to transform any codeword to another at least three errors must occur. This notion can be made more precise as follows: define the distance d between two words (of the same length and over the same alphabet) as the number of places in which the words differ
This suggests regarding the set of all such words as points in some 'word space', and in this space d is a metric. The only property of a metric which is not totally trivial to check is the 'triangle inequality':
for all words x, y, z, and we leave this as an exercise. Thus our word space is an example of a finite metric space.
The minimum distance d (C) of a code is defined as the smallest distance between any pair of distinct codewords. Clearly, if d (C)~t + I, then the result of changing a codeword in any t or fewer places cannot be another codeword, so every received word with at most t errors will be detected as a non-codeword. Hence d (C)~t + 1 is a sufficient condition for the code being t-error-detecting. It is obviously also a necessary condition.
For t-error-correction we require that all transmitted codewords c suffering at most t errors result in a received word, w which is still closer (in the sense of the metric d) to c than to any other codeword. A useful exercise is that a code Cis t-error-correcting if, and only if, d(C)~2t + 1, with the hint that the proof makes essential use of the triangle inequality.
These results show that in code design we have a classic combinatorial problem: to pick from the set of all possible words a subset (called the code) whose members are sufficiently 'spread out' that the distance between any pair is large. The combinatorics is even more fun when we take into account some practical considerations: we don't want n, the word length to be too large (long words take longer to transmit); we'd like the number of codewords M to be reasonably large (so that the 'language' is rich enough to send a reasonable variety of messages); we want d (C) as large as possible to give C decent error correcting capability. These requirements are pulling in different directions so we have a constrained combinatorial optimisation problem.
Optimal coding theory describes a code C as being a q-ary (n, M, d) code, where q is the alphabet size (2 in the case of our binary codes), d is d (C), and n, M are as mentioned above. Much of the theory is virtually unchanged when q is not 2. There is also a nice theory of 'variable length codes' such as Morse code, in which codewords can have different lengths, but we confine attention to codes with a fixed n, called block codes.
Returning to the binary 7-bit Hamming code, we can ask whether it can be 'improved'. In the light of the discussion above we see that choosing the codewords so that M or d increased or n decreased (while the other two parameters were fixed) would count as improvements. It turns out that none of these improvements is possible, so this Hamming code is already optimal. To see another aspect of its special status consider again the meaning of a code being t-but not (t + 1)-error-correcting.
Our 'nearest neighbour' decoding algorithm will correctly decode all words with at most t errors, but not all with t + 1 errors. But in general it may correct some with t + 1 errors.
To see an example of this consider the tertiary code {cbaaa, bcabc, bacbc, aabbc, acccb, cbbab}.
Verify that d (C) = 2 so that it is not l-error-correcting, but find a received word with one error which is decoded correctly.
In contrast, in our Hamming code (1-but not 2-error-correcting) correction of all instances of 2 errors fails. This binary code is an example of a 'perfect' code, a very rare species! The story of the search for all perfect codes is fascinating, spans many areas of mathematics, and uses lots of sheer ingenuity. Some of the story is given in [4] . In the next section we shall be able to give a more positive meaning of 'perfect code'.
Bounds for codes
Having introduced the metric space of words we use the imagery of metric space geometry to illuminate the proof of one of the famous upper bounds of optimal coding. Suppose for given q, nand d, we wish to find a code with maximal M. It is actually more convenient to work with the error correcting parameter t rather than d (recall that for t-error correction we require d~2t + I so t ,.; (d -1)/2. O · .. g ... . ·8··
Figure 4 makes no pretence to numerical accuracy! It is simply a guide to thought. The rectangle X represents the word space, containing the codewords (crosses) and all the other words (dots). The regions represent codeword-centred 'spheres'. S (0, r), the 'sphere of radius r centred on the word 0' is defined as [x EX: d(x, 0) ,.; d, so it consists of all words at distance at most r from u, The spheres in Figure 4 are all those centred on codewords and having radius t. So our necessary and sufficient condition for the code being t-error-correcting is that these spheres should be disjoint. Now the number of words at distance i from a fixed word 0 is (~) (q -l)i since the i symbols of 0 to be changed can be chosen in (~) ways and each change can be to anyone of the remaining q -1 symbols.
So the 'mass' of S (0, r), the number of words it contains, is .± (~)(q -Ii.
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The disjointness condition then implies that the total number of words in the M codeword-centred spheres of radius t is at most the total number qn of words in the whole space. That is, M .f. (~.) (q -Ii c q", and dividing The strict inequality covers the general case of some words being outside all such spheres. This is the situation in which some received words with t + v errors (v~1) may still be correctly decoded provided that their distance from all other codewords exceeds t + v.
If we have equality this does not arise, and all words at distance greater than t from their transmitted codeword will be closer to a different codeword and will therefore be wrongly decoded. Hence our previous definition of a perfect code is equivalent to equality in the sphere-packing bound. Our promised more positive definition of a perfect t-error-correcting code is one in which every word lies within distance t of one, and only one, codeword.
In the search for optimal codes the question asked is "I want a code with specified q, n, d, with at least M codewords. Is it worth looking for?" The
Hamming bound can tell you that no such code exists if the required parameters do not satisfy the inequality, and therefore save you from fruitless work. Different combinatorial reasoning can lead to different upper bounds on M, and the reason for pursuing them is that we may, for some code parameters, arrive at bounds more powerful than the Hamming. We confine ourselves to proving one and sketching another. Although this is usually less powerful than the Hamming bound it does lead to a class of codes, those which have equality in the Singleton bound, called the Maximum Distance Separable (MDS) codes.
The Singleton bound
They have interesting mathematical properties and finding them has been a major area of research.
The Plotkin bound
The previous two bounds are applicable to all block codes. The idea of the Plotkin bound is to restrict the class of codes in the hope of devising something more powerful for this class. The restriction is to binary codes with d > n /2, so it is relevant to codes used on very noisy channels causing relatively large numbers of errors per word. We shall not give the full argument here, but just mention that combining two combinatorial 
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A lower bound
The upper bounds tell us not to waste time searching for codes which don't exist. Lower bounds are more encouraging. They say: "It may be hard to find a code with your required parameters, but at least you can be sure that it exists."
The Gilbert-Varsharnov bound is one such encouragement. Its proof uses the picture and technique used above for the Hamming bound. From the word space of if words we somewhat naively pick M words to be the codewords, subject to the condition that d (C)~d. First pick any word. Then successively pick the rest so that each one picked has distance at least d from all previously chosen words. Hence, at each stage of the process the next word may be freely chosen from all those words outside spheres of radius d -1 centred on the words c already selected. The process stops when there are no such words left, and if M codewords have then been chosen, each of the q" words will be a member of at least one of the spheres
d-I(n)
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More structure
The alphabet Z2 of binary codes is a field under the operations of addition and multiplication modulo 2. Words are n-tuples of elements of Z2, which look suspiciously like vectors, and indeed the word space Z2 is a vector space under the usual operations. Our Hamming 7-bit code is just a subset of size 16 from the word space zi, and if you do the rather tedious check you find that the sum of any two codewords is another codeword! But any surprise at this observation is dispelled by reflection on how the codeword bits were defined: the first 4 bits could be chosen arbitrarily, which is why there are 2 4 = 16 codewords, then the remaining 3 bits were chosen to satisfy the independent conditions that sets A, Band C all had an even. number of 1s. In modulo 2 arithmetic these conditions are just a set of three linear equations, namely
and of course the solution set of these equations is a vector subspace of zi with dimension 4. The matrix H of these equations is called the parity check matrix, and the code C is the subspace defined by He = O. C is called a linear code, and provided the alphabet symbols are the members of a finite field any linear code over these symbols may be defined by specifying a parity check matrix.
Another way of specifying the code is to choose a basis for the code and to take the generator matrix G to be the matrix whose rows are the words of this basis. The code itself is then the set of all linear combinations of these row vectors.
The advantage of linear codes is that the encoding and decoding processes are applications of operations well known to algebraists from the theories of linear algebra and finite fields. These operations are easily adaptable for rapid computer implementation, which is why these codes are the main players in the 'real world'. To give a hint of the beauty of linear codes we mention a few of their more attractive properties: I. If the weight of a word is defined as its number of non-zero symbols, then d (C) is the minimum weight of all the non-zero codewords. So to find d (C) it is only necessary to scan the list of codewords, not find the distances between all pairs of them. 2. If codeword e is sent and r received then the error pattern for this transmission is the word e defined by r = e + e, so that e can be thought of as the 'noise' causing e to be changed to r. Whether or not r is correctly decoded depends only on e, not on e or r. Practical decoding methods are dependent on this property.
d (C)
is the minimal number of dependent columns of H. This provides a way of actually constructing a linear code with specified d (C). The class Ham (r, q) of q-ary Hamming codes is defined as those with r independent rows in their (r x n) parity check matrices, and n, the codeword length, chosen to be maximal subject to the constraint that no pair of columns is linearly dependent. Hence all Hamming codes are 1-error-correcting. (They are also the only linear perfect codes which are non-trivial and I-error-correcting.)
A hint of more structure
If we apply a permutation of the bit positions of all the codewords, this in general changes the set of codewords but does not change the distance structure (and hence the error correcting properties). In particular, applying the permutation (I 5) (2 6) to the seven positions of our Hamming 7-bit binary code has the effect of doing the same permutation to the 7 columns of H. If the 16 codewords of this new equivalent code are listed we find that the code consists of ‫0ס‬ooooo, 1111111, a set U of 7 words of weight 3 and a set V of 7 words of weight 4. If any word of U is picked, the rest of U consists of all the cyclic shifts of that word, and the same applies to V.
We say the code is cyclic, the general definition of a cyclic code being any linear code which is closed under the operations of cyclically permuting each of its codewords. In fact R is a principal ideal domain, and for each ideal I there is a unique monic divisor g of x" -I, of smallest degree, such that I consists of all its polynomial multiples. Such a divisor is called a generator of I. The ideas of generator and parity check matrices on which the design, encoding and decoding techniques of linear codes depend, all have their analogues for cyclic codes in terms of polynomial operations in the ring R. These operations can be implemented rapidly by machine, which makes cyclic codes very useful, but all this is another long story.
Pictures from Mars
The pictures of the Martian surface taken by Mariner 9 in January 1972 were transmitted to earth using one of a famous family of codes, the ReedMuller (RM) codes. There are several ways of constructing them and we shall describe one, perhaps the most elementary of them.
Other constructions involve Boolean functions [3] , [5] , and finite geometries [5] . The codes go back to the work of I. S. Reed and D. E. Muller in 1954. Most applications require rapid decoding algorithms and mechanisms for achieving this exist partly by virtue of the Boolean algebra connection. Details are given in [5] and [6] .
The RM codes make up a 2-parameter family RM (r, m) of linear binary codes which can be described using the '* construction' and proofs of all the results below can be found in [3] . If x, y are binary strings of length n then the word x Iy is the string of length 2n formed by writing down the bits of x followed by those of y. example of a non-commutative operation. Our application will be to binary linear codes, which are just finite vector spaces over Zz. They are normally described by the three parameters n, k, d where n is the length of the codewords, k is its dimension as a vector space (so that M, the number of codewords, is 2 k ), and d, its minimum distance as defined in section 8. The basic properties of the construction are summed up by the following result for any two binary linear codes CJ, Cz, with length n and having dimensions kJ, kz and minimum distances dJ, dz Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0025557200001704 respectively: C1 * C2 is linear with dimension k, + k2 and minimum distance equal to min {2d" d2}.
The Reed-Muller codes are defined recursively for the integer parameters r, m with m~0 and 0 E;; r E;; m as follows: Clearly it is tedious to continue this process much further, though a couple more steps are feasible as exercises.
And the proofs of the following properties of RM codes are good exercises on induction.
It is tedious to have to construct RM codes through a recursive process and fortunately there is a way of avoiding this by using the previously mentioned Boolean algebra approach [3] .
There are also intimate connections between RM and Hamming codes via the vector space concepts of duality and orthogonality, and this often unexpected web of connections within coding theory and beyond into many other areas of mathematics is a major attraction of the subject.
Finally, the code actually used in the Mariner 9 mission was RM (I, 5), so each pixel was encoded as a word of length 32 (2 5 ) , and d = 16 (2 5 -1 ) so the 'shade' of each pixel was correctable even if it suffered 7 (Ld.y1J)
errors.
I would like to thank the referee for comments, corrections and suggestions.
