Abstract. This paper presents a new method of semianalytical particle tracking analysis under transient conditions. To permit accurate particle tracking in transient flows, the particle velocity is interpolated linearly in both space and time coordinates within each finite difference cell and time step. By using the total derivative and this interpolation scheme, the particle velocity is derived and integrated analytically to obtain the particle's trajectory within each cell and time step. Errors are much smaller than in numerical integration schemes. Numerical experiments show that the transient semianalytical solutions are efficient and accurate.
Introduction
In a typical groundwater flow and mass transport modeling effort, the fluid flow equation is solved first by a numerical technique such as finite differences or finite elements. The solution describes the fluid flow in a specified space and time domain, given prescribed initial and boundary conditions. In the analytical approach, particle tracking is accomplished by solving for the stream function to compute streamlines and travel times of contaminants [Javandel et al., !984; Bear and Verruijt, 1987] . The analytical method gives an exact solution and is most accurate because there is no computational error involved. Unfortunately, most analytical path line solutions are limited to one-and twodimensional steady state flows with simple geometry and hydrologic conditions.
Numerical particle tracking provides a powerful tool to analyze problems involving complex geometry or time variation. Due to inherent numerical errors, particle path lines are generally sensitive to the numerical approach used.
The simplest approach to numerical particle tracking is to advance the particle along straight steps, with the length and direction of each step determined from the velocity at its starting point. However, this explicit approach tends to be A method is developed below to account for the velocity change during a time step, leading to a semianalytical solution for a particle's path line in unsteady flow. The basic idea is to modify the simple linear interpolation scheme to account for temporal changes in velocity. Conceptually, a two-dimensional cell for a transient problem is treated as a three-dimensional cell with time as the third dimension. It is assumed that each velocity component within a cell can be calculated by linear interpolation in its own direction and time. This technique avoids cross product terms between the spatial and temporal coordinates, which appear in the bilinear interpolation scheme and can only be integrated numerically. The superposition assumption leads to an analytical expression for particle path lines within a cell.
Particle Tracking for Steady Flow
For a detailed treatment of particle tracking theory, the reader is referred to the paper by Goode [1990] and the book by Anderson and Woessner [1992] . A summary is presented here for convenience and discussion. For simplicity, we limit our discussion to two-dimensional groundwater flow in a confined aquifer with a constant permeability and thickness. All formulae can easily be extended to three-dimensional problems. The governing equation [Freeze and Cherry, 1979 appropriate velocity interpolation function is a key step. Two particle velocity interpolation schemes are commonly used' simple linear and bilinear interpolations. Because the current study employs the simple linear interpolation concept, it is summarized as follows.
Linear Interpolation
In simple linear interpolation (Figures 1 and 2 ), the particle's velocity components at any location within the cornputational cell are linearly interpolated as functions of coordinates only in their own coordinate directions: Because this scheme assumes a steady state flow field during the time step, information at time t = t• or t = t 2 is enough for the particle velocity calculation. Equation (2) can be used directly to evaluate the particle velocity. For instance, within a cell the particle velocity components in the Goode [1990] showed that (2) also yields a discontinuous velocity field in space, even for steady flow problems.
A particle's path line can also be obtained from (2) by general numerical integration methods such as the fourthorder Runge-Kutta integration method [Nelson, 1978; Zheng, 1989] where finite integration steps are required to advance a particle's movement within a cell.
Particle Tracking for Unsteady Flow
Particle tracking in unsteady flows is far from mature. However, it has been drawn great attention recently [Schafer-Perni and Wilson, 1991; Goode, 1992] . Velocity changes during a time step had not been stressed in earlier work. Most models are either designed for steady flow or implemented with a stepwise velocity assumption. With a stepwise velocity approach, velocity changes during a time step are entirely ignored. Results from a stepwise assumption are difficult to justify because there are few analytical solutions or accurate field experiments for comparison.
By extending the steady state semianalytical approach of Pollock [1988] , a transient semianalytical solution is developed here. In this approach, a new interpolation scheme is first proposed to take into account velocity changes during a time step. By applying the concept of the material derivative, the rate of change of the particle velocity is derived and then is integrated analytically to obtain the particle path line.
A detailed account of these steps follows.
Recent work [Goode, 1992] Particle Path Line Now we examine a particle's kinematic motion over time and within two-dimensional physical space (or three. dimensional spatial and temporal space). The temporal rate of change of the particle's x component of velocity, or total derivative, as the particle moves through the cell is [Bear, 1972] :l.t Thus we need to compute the travel time to each of these planes. First, we study the case when the initial particle velocity in the x direction is greater than zero. In this study we further assume that none of the velocities changes its direction during the time interval. To see whether a particle exits the x face (see Figure 3, point y) or remains in the cell (point a), (9) and (18) are used. To determine the time required for the particle to reach point % we substitute (9) into ( where L is uniformly divided into N segments, and t n is the particle travel time at x = (L/N)(n). It can be shown [Scheid, 1968] To compare the computational efficiency, we conduct a CPU test. The first example requires very few CPU time.
Therefore to generate a comparable CPU time, we increase the number of"DO LOOP" in the program. Table 1 dicted by the fourth-order Runge-Kutta method may be caused by the stepwise approximation in the particle velo½-ity's calculation, with errors become larger as particles travel longer distances (see travel times for particles 1 and 2). In the weakly transient case, the difference in errors is much less pronounced because the stepwise assumption is a good approximation for the particle velocity's calculation. In 
Conclusions
The steady state or stepwise velocity approach to particle tracking in transient flow fields suffers from significant errors due to the numerical integration and time discretization. An approach that incorporates velocity changes during a time step will improve both accuracy and efficiency, particularly The linear spatial and temporal interpolation scheme for the velocity components and the analytical path line solution could be applied to most particle tracking and solute transport models. Although the method has been designed for finite difference models, with some modifications it could also be used with other numerical techniques such as the technique developed recently by Cordes and Kinzelbach [1992] for quadrilateral finite elements.
