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Abstract
A Householder reflector and a suitable product of Givens rotations are two well known
methods for generating an orthogonal matrix with a given first column. Based on a careful
realization of an observation by Householder and Fox, we present a new representation of an
orthogonal Hessenberg matrix. We relate our matrix to Schur parameters.
© 2005 Elsevier Inc. All rights reserved.
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1. A little history
Ask a student to specify a n × n orthogonal matrix with a given first column q and
a well trained one will name the Householder reflector H = I − wγwt , γ = 2/wtw,
with w artfully chosen to be q ± e1 where I = [e1, e2, . . . , en] is the identity matrix.
Ask for a different solution and, perhaps, you will be told to use (n − 1) Givens
rotationsG1,G2, . . . ,Gn−1 with carefully chosen rotation angles. Ask for yet another
solution and, in all probability, you will be met with silence.
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Here is a third choice. Take any factorizationBB t of the idempotent matrix I − qq t
with n × n − 1 B of full column rank n − 1. Then [q, B] is a solution. This is not
new.
In 1971, Householder and Fox [3] pointed out that if BB t is idempotent and B
has full column rank, then its columns form an orthonormal basis for range(BB t) =
range(B). In 1978, Moler and Stewart [5] performed a careful error analysis for
the computed Cholesky factorization of a given dense symmetric matrix A that is,
somehow, known to be idempotent; A2 = A. Diagonal pivoting is essential. But even
with diagonal pivoting the columns of the computed factor L with LLt = At ,
 a permutation matrix, may not be orthogonal to working accuracy. The culprit,
in unfortunate cases, is severe cancellation in forming the reduced matrix and the
subsequent normalization of a small leading column of that matrix.
The proof of the Householder–Fox observation, in exact arithmetic, is breathtak-
ingly simple. Let B have full column rank r and let BB t be idempotent. So,
B(B tB)B t = (BB t)(BB t) = BB t. (1)
Now peel off the outer matrices, B on the left, B t on the right, to see that
IrB
tBIr = I 2r = Ir .
Here, “peeling off” is short for the ponderous phrase: premultiplying each side of (1)
by the left inverse B† and postmultiplying by (B t)† = (B†)t . Is that what they mean
by beautiful mathematics?
There is more to be said.
2. Backwards is better
One of the uses of Matlab [4] is its help in revealing false conjectures and expos-
ing treacherous methods. To test the viability of the Householder–Fox observation
Kahan chose the normalized version of (1, 8−1, 8−2, . . . , 8−15)t for q and invoked
Matlab’s chol function on I16 − qq t = L˜L˜t , where L˜ is 16 × 15 only to find that
‖L˜tL˜ − I15‖ ≈ 1. Too bad. As the Moler and Stewart analysis predicted, the output
of chol may sometimes be disappointing dispite backward stability.
But wait. Let us not rush to judgement. The function chol does not know, and so can-
not exploit, the special structure of I − qq t . A better algorithm is to obtain an analytic
expression for L˜ using determinants. It is not yet illegal to teach determinants.
Since I − qq t is an elementary matrix, we may expect its Cholesky factor L˜ to
inherit some of that structure. Let us write the triangular factorization of the singular
matrix I − qq t in the special form
I − qq t = LD2Lt,
where L is n × (n − 1) and lower triangular with 1’s on its diagonal and D2 =
diag
(
d21 , . . . , d
2
n−1
)
is positive definite. Then L˜ = LD and each lij , i > j , can be
written as a quotient of two determinants. The leading role is played by the leading
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principal minors p0 = 1, p1, p2, . . . , pn−1 of I − qq t . In our case, pn = det[I −
qq t] = 1 − q tq = 0 and
pj = 1 −
j∑
i=1
q2i =
n∑
k=j+1
q2k . (2)
The proof is left as an interesting exercise. When j = 2,
p2 = (1 − q21 )(1 − q22 ) − q21q22
= 1 − q21 − q22 .
The expression in (2) reveals the secret. Matlab is compelled to use the first expression
pj = 1 −
j∑
i=1
q2i , j = 1, . . . , n − 1, n, (3)
because it must cope with the general case. For our case, the second expression is the
obvious choice since it involves nothing but the addition of positive quantities:
pn = 0; pj = pj+1 + q2j+1, j = n − 1, n − 2, . . . , 1. (4)
This justifies our section heading.
The “pivots” in triangular factorization are the quotients of the p’s:
d21 =
p1
p0
, d22 =
p2
p1
, . . . , d2n−1 =
pn−1
pn−2
, d2n = 0.
This follows from the fact that d21d
2
2 · · · d2j = pj , j = 1, . . . , n. The determinant in
the numerator of ljk has a simple value. Again the calculation is left as an exercise
but let us consider lj4 for j > 4. The numerator for lj4 is
det


1 − q21 −q1q2 −q1q3 −q1q4−q2q1 1 − q22 −q2q3 −q2q4−q3q1 −q3q2 1 − q23 −q3q4−qjq1 −qjq2 −qjq3 −qjq4

 .
Suitable elementary operations show that this determinant is just the (j, 4) en-
try of the matrix! In general, for j > k, ljk = −qjqk/pk . With P  diag(p1, . . . ,
pn−1, 1), the strictly lower triangular part of L˜ = LD coincides with the strictly
lower triangular part of the rank-one matrix
−qq tP−1(D ⊕ 0).
From the first section we know that the columns of LD form an orthonormal basis
for range(I − qq t), the projector orthogonal to q. Thus
Q = [q, LD]
is a third type of orthogonal matrix with given first column.
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3. UsingQ
Of course, L is not formed explicitly. It suffices to use two auxiliary vectors,
d  (d1, d2, . . . , dn−1) and t  (q1/p1, q2/p2, . . . , qn−1/pn−1). We have more to
say about the superdiagonal entries d1, . . . , dn−1 of the lower Hessenberg matrix Q
below. A nice feature of our Q is that it is not necessary, for the sake of accuracy, to
order the entries of q monotonically.
As an example of the effect backward summation may have in computing L˜ =
LD, let q be given as in Kahan’s example above. Since the first (n − 1) = 15 col-
umns of L˜ should be orthonormal, we can check their orthogonality. Let L be
the first 15 columns of L˜. Table 1 presents results comparing the orthonormality
of the columns of L when pj is computed using (3) and (4). As can be seen from
the table, columns of L have completely lost orthonormality when (3) is used due to
severe cancellation, bearing out the melancholy predictions of [5]. However, results
are accurate within round-off for (4). Not to belabor the point, but the only difference
in the computation is how pj is computed.
The rank one aspect of the strictly lower triangular part of L˜ permits efficient
application. In addition zero entries in q are easily exploited. Algorithm 1 contains
some subtle pseudocode to execute M ← MQ for a dense matrix M . We use pseudo
Matlab notation and write q(j) instead of qj . The key is to work from column n
towards the front. The cost: (the number of nonzeros in q) × (two daxpys + one
scaling). This is slightly better than the four multiplies and two additions for standard
Givens rotations.
Table 1
Kahan’s example using (3) and (4)
maxj,k |LtL − I15|jk ‖LtL − I15‖
pj using (3) 7.01 × 10−1 1.00
pj using (4) 2.22 × 10−16 2.57 × 10−16
Input: q, t , d
Input/Output: M
Work Vector: v
v ← M(:, n) ∗ q(n)
for j = n : −1 : 2
if (q(j − 1) /= 0)
M(:, j) ← (M(:, j − 1) − v ∗ t (j − 1)) ∗ d(j − 1)
v ← v + M(:, j − 1) ∗ q(j − 1)
else
M(:, j) ← M(:, j − 1)
endif
endfor
M(:, 1) ← v
Algorithm 1. M ← MQ.
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4. Schur parameters
A lower Hessenberg matrix that is orthogonal may be represented as a product of
(n − 1) plane rotations G1G2 · · ·Gn−1 where Gj denotes a rotation in the (j, j + 1)
coordinate plane. If the active part of each Gj matrix is written(
cj sj
−sj cj
)
then the superdiagonal entries of the product are (s1, s2, . . . , sn−1) and may be identi-
fied with (d1, d2, . . . , dn−1) in our formulation provided that the rotation angles lie in
(0, ). The {si} determine the orthogonal Hessenberg matrix, modulo the sign of the
last column, and are one set of “Schur parameters” for the matrix [2]. An alternative
set are the cosines {ci}. It is easy to verify that we can recover the {q2i } from the {di}
since
(d1d2 · · · dj )2 = pj =
n∑
i=j+1
q2i , j = n − 1, . . . , 1.
The Schur representation of orthogonal matrices is very attractive in the generic
case when no qi vanishes. However, the Schur representation requires si+1 = di+1 =
1 if qi = 0 and so Gi+1 is a swap. Unless care is taken the Schur representation can
invoke unnecessary swaps (data movement) when q is a sparse vector.
For extra credit: Extend our approach to “blocks”, i.e., let q be a tall thin matrix.
Development of these ideas into an efficient procedure for QR factorization, espe-
cially for sparse matrices, is under development. See [1].
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