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CHAPTER 1 
INTRODUCTION 
1.1. IMBEDDING METHODS: A DESCRIPTION 
Let E be a (real) Hilbert space, D c E and let F: D + E be a nonlinear 
operator. In this monograph we shall be concerned with the numerical solu-
tion of the equation 
(1.1.1) F(x) o. 
Until further notice we assume that D = E. 
* Suppose that x E Eis a solution of (1.1.1). A well-known method for 
* approximating x is Newton's method. It consists of the calculation of a 
sequence of approximations {~} where 
(1.1.2) (k o, 1,2, .•. ) • 
* -1 
In (1.1.2) x0 EE is a given approxii;a.tion to x and r(x):: [F'(x)] where 
F' (x) denotes the Frechet-derivative Jf F at x. Newton's method has the 
* drawback that when the starting point x0 is remote from x , the sequence 
* {~}defined in (1.1.2) generally wil. not converge to x . In many such 
cases imbedding methods - or continuation methods, as they are also called 
* 
- appear to be able to generate a sequ..nce {~} that converges to x • In 
these methods a mapping H: [T0 ,, 1J x E +Eis introduced, for which H(t,x) 
depends continuously on t, such that 
0 is easily solvable 
(1.1.3) and 
2 
[T0 ,T 1J is a closed interval in IR. Thus the operator Fis imbedded in the 
family of operators {H(t,•) It E [T 0 ,T 1J}. 
We observe that if F does not depend naturally on a suitable parameter 
t, it is still always possible to define an H, satisfying (1.1.3), in sever-
al ways. For example, let x0 EE be given, 'then 
H: [0,1] x E-+ E, 
(1.1.4) 
H (t,x) (1-tl {F (x) - F (x0J } + tF (x) (for all t E [O, 1] and x EE) 
satisfies the conditions (1.1.3). More generally, let K: Ex E-+ E, where K 
may depend on F, satisfy K(x,x) = 0 (for all x E El. Then, for any x0 E E, 
the operator 
H: [0,1] x E-+ E, 
(1.1.5) 
H(t,x) (1-t)K(x,x0 J + tF(x) (for all t E [0,1] and x EE) 
meets the conditions (1.1.3). 
We return to our original problem and suppose that a mapping 
H: [T0 ,T 1] x E-+ E has been introduced satisfying (1.1.3). Instead of the 
single problem (1.1.1), the entire family of problems 
(1.1.6) H(t,x) 0 
is considered. Let u0 E E be the solution of H(T 0 ,x) 0. Suppose that 
(1.1.6) has, for each t E [T0 ,T 1 ], a unique solution x = U(t), which depends 
continuously on t. (See e.g. [MEYER, 1968] for the restrictions on H which 
ensure that such a curve u exists. We shall not go into this type of prob-
lem. l We have 
(1.1.7) H(t,U(t)) 
and 
(1.1.8) 
0 
* x • 
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Thus U defines a curve in E with starting point u0 
and with end point equal 
* to the solution x of (1.1.1). We shall describe some ways in 
which the im-
bedding can be used in the numerical solution of eq
uation (1.1.1). 
a. Discrete imbedding 
* As a first possibility for approximating x 
successively the solutions of 
(1.1.9) (i 0,1, ••• ,N) 
U(T 1) one may approximate 
by some numerical process (e.g. Newton's method). Here N is an
 integer and 
{t0,t1 , ••• ,tN} is a partition of [T0 ,T 1 ], that
 is, T0 = t 0 < t 1 < ••• < tN = T1 
holds. As starting point for the iterative process 
for approximating U(ti) 
the last iterate of the iterative process for appr
oximating U(ti-l) is often 
used (i ~ 1). If this approximation is close to U(ti-l) and if
 ti - ti-l is 
sufficiently small then hopefully a sequence may be
 generated that converges 
to U(ti). 
* This way of approximating x is called discrete imb
edding. 
b. Transformation to an initial value problem 
* 
We next consider a somewhat different way of aprpox
imating x = U(T 1). 
Assume that the mapping U, satisfying (1.1.7) is continuously 
differentiable 
on [T0 ,T 1J and that H has continuous partial 
Frechet-derivatives. Different-
iating the identity (1.1. 7) with respect to t, we obtain 
(1.1.10) alH(t,U(t)) + a2H(t,U(t))U(t) 0 
where a1H and a2H are the partial Frec
het-derivatives of H with respect to 
• d 
t and x respectively and U(t) denotes dt U(t). If we assume th
at a2H(t,U(t)) 
is invertible (for all t E [T0 ,T 1J> then (cf. (1.1.10)) u sati
sfies the 
following initial value problem: 
(1.1.lla) uct> 
(1.1.llb) U(O) = u0 • 
* Thus x U(T 1) may be approximated by applying a numer
ical integration pro-
cedure to (1.1.11). The approximation of x* thus obtained can 
then be used 
as starting point for an iterative process for app
roximating x* more closely 
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(e.g. Newton's method). 
Transforming (1.1.1) into the initial value problem (1.1.11) is often 
called Davidenko's method. 
c. Iterative imbedding 
We finally notice that imbeddings of type (1.1.5) may also be used to 
* construct iterative methods for approximating x . To that end, let 
K: Ex E + E, such that K(x,x) = 0 (for all x EE), be given. Let x0 EE 
and let H: [0,1] x E +Ebe of type (1.1.5). In this case the initial value 
problem (1.1.11) reduces to 
X(t) -1 -[ (1-t) o1K(X(t) ,x0 ) + tF' (X(t))] {-K(X(t) ,x0) + F(X(t))} 
( 1.1.12) (t E [0,1]), 
X(O) 
Computing the solution X(t) of (1.1.12) at t = 1 be means of a given numeri-
cal integration procedure, we obtain an approximation, say x 1 ~ X(l), which 
is uniquely determined by x0 . We thus have x 1 = G(x0), where the operator 
G depends only on F, Kand the given numerical integration procedure. Solv-
ing (1.1.12) once more by the same numerical integration procedure, with x0 
replaced by x 1 , we obtain an approximation x 2 ~ X(l), which is related to 
x 1 by x 2 = G(x1l. In this way we arrive at the iterative process 
(1.1.13) (k 0' 1, 2, ... ) . 
We call this way of constructing iterative methods, iterative imbedding. 
Hereafter we shall use for iterative imbedding initial value problems that 
are of a rather more general type than problem (1.1.12) (cf. section 2.6). 
1.2. IMBEDDING METHODS: HISTORICAL SURVEY AND CURRENT STATUS 
Originally, imbedding methods were only used as tools to demonstrate 
the existence of solutions to operator equations. In [FICKEN, 1951] a re-
view is given of such applications, which date back at least to the last 
century. 
The idea of using the discrete imbedding method for the numerical solu-
tion of nonlinear equations seems to date back to [LAHAYE, 1934, 1935] (see 
also [ORTEGA & RHEINBOLDT, 1970; pp. 234-235] for a bibliography on early 
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numerical applications). More recent investigations have be
en performed by 
e.g. [AVILA, 1974], [LAASONEN, 1970], [POMENTALE, 1974],
 [WACKER, 1971, 1974, 
1977(a,b)] and [RIBARI~ & SELISKAR, 1974]. In [LEDER, 1974] and [RHEINB
OLDT, 
1975, 1976] adaptive methods are proposed for determinin
g the partition 
{tO,tl, ••• ,tN}. 
The idea of transforming problem (1.1.1) into the initial val
ue problem 
(1.1.11) is usually attributed to Davide~o ([DAVIDENKO, 19
53]). Davidenko 
applied this method to a variety of problems inc
luding integral equations 
and matrix inversion (e.g. [DAVIDENKO, 1965(a,b), 1975]). 
In [RALL, 1968] 
an exposition of Davidenko's work is given (it also contain
s some transla-
tions and a bibliography). A review of still more applicati
ons (among which 
two-point boundary value problems) is given in [WASSERSTROM
, 1973]. In 
[MEYER, 1968] and [BOSARGE, 1971] the method is consider
ed, with the initial 
value problem (1.1.11) solved by Runge-Kutta methods. 
In [GAVURIN, 1958] a somewhat different way of transform
ing problem 
(1.1.1) into an initial value problem is used. Any iterativ
e process of 
type 
(1.2.1) ~+1 (k 0,1,
2, ••• ), 
where x0 € E is given, can be conceiv
ed as an application of Euler's method 
(see e.g. [LAMBERI', 1973; p. 13]) with stepsize h = 1 to th
e initial value 
problem 
Y.ct> P(Y(t)) (t € [O,co)), 
( 1. 2. 2) 
The curve Y is called the continuous analogue of the iterativ
e process 
(1.2.1) (see also [ROSENBLOOM, 1956], [BITTNER, 1967] and [
UEBERHUBER, 
1976]). 
This approach is closely related to Davidenko's 
method (cf. [MEYER, 
1968]). For example, let 
H: [O,co) x E -+ E, 
(1.2.3) 
H(t,x) -t F(x) - e F(x0> (for all t € [0,co) and x € E). 
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Suppose that for all t E [0, 00 ) the problem H(t,x) = 0 has a unique solution 
x = U(t), which depends continuously on t. We have 
(1.2.4) -t F(U(t)) - e F(x0 ) 0, (t E [O,oo)). 
If we assume that F' (U(t)) exists and is invertible (for all t E [0, 00)) then 
differentiating (1.2.4) with respect tot and using the identity (1.2.4) 
yield 
u(tl -f(U(t))F(U(t)) (t E [0,oo)) 1 
(1.2.5) 
Thus the curve Y = u, satisfying (1.2.5), is the continuous analogue of 
Newton's method. See also [BOGGS, 1971].. [BOGGS & DENNIS, 1974], [BITTNER, 
1967] and [DI LENA & TRIGIANTE, 1976]. 
We also mention the possibility of combining the discrete imbedding 
method with Davidenko's method. For example, let a partition {t0 ,t1 , ... ,tN} 
of [T 0 ,, 1 J be given. Then the first step of the k-th stage (k = 1,2, ..• ,N) 
of this process consists of computing an approximation uk of U(tk) by apply-
ing a numerical integration procedure on (1.1.lla) at [tk-l'tk]. The second 
step of the k-th stage consists of solving the equation (1.1.9), for i = k 
by means of an iterative process with starting point uk. See e.g. [DEIST & 
SEFOR, 1967] and [BROYDEN, 1969]. More recently in [FEILMEIER, 1972], 
[KUBICEK, 1976], [MENZEL & SCHWETLICK, 1976], [SCHWETLICK, 1975, 1976], 
[DEUFLHARD, PESCH & RENTROP, 1976] and [DEUFLHARD, 1976] these types of 
methods have been investigated. 
The method of iterative imbedding has been investigated in [KIZNER, 
1964] for the case E lR. In this paper the relation is given between the 
order of accuracy of a numerical integration method for solving the initial 
value problem (1.1.12) and the order of convergence of the corresponding 
iterative process (1.1.13). In [DAVIDENKO, 1966], [BITTNER, 1967], [KLEIN-
MICHEL, 1968] and [PETRY, 1971] the iterative imbedding method is considered 
for the case that E is lRn or an arbitrary Banach space. In these papers the 
emphasis lies on constructing high order iterative methods of type (1.1.13). 
In the papers of Kleinmichel and Petry theorems on these iterative methods 
are given which are similar to the famous Newton-Kantorovich theorem (cf. 
[KANTOROWITSCH & AKILOW, 1964; Theorem 6 (l.XVIII)]). 
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1.3. SCOPE OF THE STUDY 
In this monograph we shall be concerned mainly 
with iterative imbedding. 
As described in section 1.1, in this way iterat
ive methods (1.1.13) for solv-
ing (1.1.1) can be constructed. These iterative methods ar
e based on the 
operator K (determining the initial value problem (1.1.12)
) and on a numeri-
cal integration procedure. We shall restrict ou
r attention to integration 
procedures of (generalized) Runge-Kutta type. 
In the last chapter we shall consider some algor
ithms based on discrete 
imbedding, for the solution of problem (1.1.1). In some of
 them Davidenko's 
method is used also. 
In chapter 2 we introduce the basic concepts to
 be used throughout this 
study. In Section 2.4 we introduce the concept 
of a radius of convergence 
r(M;f) of an iterative method M with respect to some (give
n) class F of 
operators F. Let x* denote the solution of F(x) = 0 where 
F belongs to F. 
Then r(M;f) indicates how close to x* an initial guess x0 
should be, for the 
iterative process to yield a sequence of approx
imations xk that converges 
* to x • Section 2.5 is concerned with the local c
onvergence behaviour of an 
* 
iterative process (i.e. its convergence behaviour near the
 solution x of 
F{x) = 0). We introduce two types of local convergence beh
aviour that lie 
between the well-known concepts of local and qu
adratic convergence. We derive 
both necessary and sufficient conditions for th
ese intermediate types of local 
convergence - generalizing the results of [OSTROWSKI, 1
960; Theorems 22.1 
and 22.2] and [KITCHEN, 1966]. In section 2.6 we presen
t the imbedding on 
which the iterative .methods with which we shall
 be concerned will be based. 
In chapter 3 (section 3.2) we introduce the Runge-Kutta m
ethods that 
will be used for constructing the iterative pro
cesses (1.1.13). In section 
3.3 we shall indicate that the problem of the n
onconvergence of Newton's 
method is closely related to a certain type of 
instability of Euler's method. 
In chapter 4 we derive general formulae for ite
rative methods which are 
constructed by means of iterative imbedding. 
In chapter 5 we investigate the local convergenc
e behaviour of the 
iterative methods that were constructed in chap
ter 4. We derive both neces-
sary and sufficient conditions for quadratic co
nvergence and for the two 
intermediate types of convergence introduced in
 section 2.5. Our main re-
sults in this chapter are formulated in nine th
eorems, that are given in 
sections 5.1 and 5.2. The most obvious condition
s on the operator K, for 
which the iterative process (1.1.13) is locally convergen
t, are given in the 
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Theorems 5. 2. 3 - 8 ( cf. subsections 5. 2. 2 - 3) . Some of these theorems may be 
viewed as generalizations of the results of [KIZNER, 1964]. 
In chapter 6 we determine the radii of convergence of iterative methods 
of the type described in section 4.1. Our main results in this chapter are 
formulated in four theorems (Theorems 6.2.i, 6.3.1, 6.5.1 and 6.6.1). Part 
I of this chapter is concerned with F<a,S,y>, a class of operators F which 
is defined in section 6.1. In section 6.2 we determine the radius of conver-
gence of Newton's method with respect to F<a,S,y>. A related result is given 
in [RHEINBOLDT, 1975] although in that paper it was only shown that the value 
obtained is a lower bound of the radius of convergence. In section 6.3 we 
prove that a class of iterative methods that are closely related to the so-
called damped Newton methods, all have a greater radius of convergence than 
Newton's method. Part II of chapter 6 is concerned with F<a,a>, a class of 
operators F which is defined in section 6.4. In section 6.5 we determine the 
radius of convergence of Newton's method with respect to this class. Finally, 
in section 6.6 we are able to give an explicit expression of the radii of 
convergence (with respect to F<a,a>) of the iterative methods which were 
considered in section 6.3. 
In chapter 7 we present numerical experiments with iterative methods 
which were dealt with in the preceding chapters. Iterative methods based 
on a generalized Runge-Kutta method related to the Backward Euler method, 
appear to be more successful in solving the testproblems than the other 
methods tes.ted (including Newton's method) . 
In chapter 8 we present some algorithms for solving problem (1.1.1). 
In section 8.1 we describe an algorithm which is proposed in [RHEINBOLDT, 
1975]. This algorithm is based on discrete irnbedding and has an adaptive 
step strategy for determining the partition {t0 ,t1 , ... ,tN} (cf. section 1.1). 
In the sections 8.2, 8.3 and 8.4 we present some variants of this algorithm, 
in some of which Davidenko's method is used also (cf. section 1.1). These 
variants also use the results of section 6.5. From the numerical results 
given in section 8.5, it appears that all these algorithms are very reliable, 
but the algorithms in which Davidenko's method is used require the least 
amount of work for the solution of a problem. 
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CHAPTER 2 
PRELIMINARIES 
In this chapter we introduce some well-known concepts such a
s the spec-
tral radius of a linear operator (section 2.2). In section 2.3 we give a 
definition of an iterative method. In section 2.4 the conce
pt of the radius 
* 
of convergence of an iterative method is introduced. Let x 
be the solution 
* 
of (1.1.1). Then this concept indicates how close to x an initial guess x0 
must be in order that the application of the iterative metho
d to problem 
* (1.1.1) may yield a sequence of approximations ~ that converges to x • Se
c-
tion 2.5 is concerned with the local convergence behaviour o
f iterative pro-
cesses. We introduce two types of local convergence behaviou
r that lie be-
tween the well-known concepts of local and quadratic converg
ence. In sec-
tion 2.6 we present the irobedding on which the iterative met
hods to be in-
vestigated in the following chapters will be based. 
2. 1 • CONVENTIONS AND NOTATIONS 
From now on the following conventions hold. 
If F is an operator, then D(F) denotes its domain. 
Let z 1 and z 2 be Banach spaces. Then 
{C I c: z1 + z2; c is linear and bounded}. 
L (1) [Z Z ] 1' 2 and 
L(n)[Z z J 1' 2 
(n 2,3, ••• ) • 
Let land n be the positive integers with ls n. Let Q € L(n)[z1,z2J and 
yj € z 1 (j = 1,2, ••• ,l). We use the notation 
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Let F: D(F) + z 2 with D(F) c z 1 and let x € interior(D(F)). Then F' (x) (or 
F(l) (x)) denotes the (Frechet-)derivative of Fat x (F'(x) € L[z1,z2Jl. 
F"(x) (or (F( 2) (x)) denotes the second (Fi..echet-)derivative of Fat x (it 
(2) is the Frechet-derivative of the operator F' at x, F"(x) € L [z1 ,z2Jl. 
The n-th (Frechet-)derivative of Fat x'(n 3,4, ••• ) is denoted by F(n) (x). 
If z 1 = z 2 = z we set L[z1,z2J L[Z] and L(n)[z1,z2J = L(n)[Z] (n = 
1,2, •.• ). 
If C € L[z], then C is said to be invertible if T € L[Z] exists such 
that CT =TC= I, the identity (we write T = [CJ-1). 
For i = 1,2, .•• ,n+l let Zi be a given Banach space with norm ll·lli. Let 
z0 = z 1 x z 2 x ••• x zn be the product space. We shall always assume that the 
norm in z 0 is 0 °11 0 where Oxl1 0 = max{llxilli I 1 :!> i :!> n} (for all x = Cx1 ,x2 , 
••• ,xn) € z0 ). Let P: D(P) + Zn+l with D(P) c z 0 • Let x = (x1 ,x2 , ••• ,xn) € 
z0 • For i = 1,2, ••• ,n we define the operator P(x1 , ... ,xi_1,· ,xi+1 , ... ,xn) by 
with 
D(Q) Cx1 , •.• ,x. 1 ,v,x. 1 , .•. ,x) € D(P)}, i- . i+ n 
(for all v € D(Q)). 
For Xi € interior(D(P(x1 , ••• ,xi-l'"'Xi+l'•••iXn))) we denote by diP(x) the 
partial (Frechet-)derivative of P with respect to xi at x (i = 1,2, ... ,n). 
For x. € interior(D(a.P(x1 , ••• ,x. 1,•,x. 1, ••. ,x ))) we denote be a~J.P(x) J i J- J+ n ~ 
the derivative {a.[a.P]}(x) (i,j = 1,2, ..• ,n). 
J i 
E denotes a real Hilbert space, with inner product (•,•) and norm 
IJ.IJ =(•,-)!.we shall always assume that E -F {O}. Let x € E and a€ (0, 00 ]. 
We set 
B(x,cr) {y I y € E; II y-xll < a}. 
Furthermore if V c E is a subset of E, then V denotes the closure of V. 
For a detailed definition of the above concepts we refer to 
[KANTOROWITSCH & AK:i;LOW, 1964]. 
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Let F: D(F). + E with D(F) c E and let x E interior(D(F)). Suppose F
 is 
Frechet-differentiable at x, and suppose F'(x) is invertible. Then 
f(x) de-
notes [F' (x)J-1 • 
• d 
Let X: [0,1] + E, then X(t) denotes dt X(t) (t E [0,1]). 
Let$: D($) + lR with D($) c JR. $ is.isotone (antitone) on D($) if 
$(~ 1 > $ $(~ 2 > ($(~ 1 >> ~ $(~)) whenever ~ 1 ,~ 2 ED($) and ~l $ ~ 2
• $is strict-
ly isotone (anitone) on D($) if $(~ 1 ) < <j>-(~ 2 } ($(~ 1 ) > $(~ 2 }) whenever 
~1'~2 E D($} and ~1 < ~2. 
Let m and n be integers. We shall always use the conve
ntions 
n 
l 0 
i=m 
n 
and n 
i=m 
1 (if m > n). 
lR denotes the set of real numbers, c denotes the set o
f complex num-
bers. lRn and ~n denote the real and the complex n-dimensional vector space, 
respectively. Finally, lN = {1,2,3, ••• }. 
2. 2. THE SPECTRUM OF A LINEAR OPERATOR 
Let E~ denote the complex extension of E (see [KANTOROWITSCH & AKILO
W, 
1964; section 2(XIII)]). EC is a complex Hilbert space. We denote it
s inner-
product by(•,·)~. The norm in E4: is ll·U:i:: =(•,•);.We note that Eis a sub-
space of EC. Any element z of E4: can be written in the 
form z = x + iy where 
x,y EE are.uniquely determined. Let z 1,z2 EE~. Then 
where x. , y. E E and z . 
. J J J 
xj+iyj (j = 1,2). 
Let T E L (E4:) • 
DEFINITION 2.2.1. The spectrum of T is the set 
(2.2.1} sp(T) {a I a E ~; [T-aI] is not invertible}. 
sp(T) is non-empty (cf. [RUDIN, 1973; Theorem 10.13(a)]). 
DEFINITION 2.2.2. The number 
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(2. 2. 2) sr(T) sup{lal la E sp(T)} 
is called the spectral radius of T. 
We have 
THEOREM 2.2.1. 
sr(T) 
n-+oo n<::l 
PROOF. cf. [RUDIN, 1973; Theorem 10.13(b)]. 0 
Let C E L(E), and let 
(2.2.3) 
c<Z:z = ex + icy (z E Ea:, z = x+iy, x,y EE). 
Then C<Z: E L(E<Z:) and it follows that 
(2.2.4) llcll =lid. 
<!: <!: 
c<Z: is 
sp(C) 
called the extension of C in E<Z:. The spectrum of C is defined by 
sp(C<Z:). Analogously, the spectra} radius of C is defined by sr(C) 
sr(C<Z:). From (2.2.4) and Theorem 2.2.1 it follows that 
(2.2.5) sr (C) 
Let p be a rational function with rea.l coefficients, i.e. p (z) = 
-1 [q(z)] p(z) where p and q are polynomials with real coefficients. We de-
fine 
(2.2.6) {z I z E <!:; q(z) I- O} 
and 
(2.2.7) {CIC _E L(E); q(C) is invertible}. 
13 
-1 
Let C € DE(p). Then p(C) denotes the linear operator [q(C)] p(C). 
THEOREM 2.2.2. Let p: D(p) +«::be a r~tional function with real coeffic
ients. 
Let c € L(E). If sp(C) c D«:(p) then 
and sp(p (C)) 
-1 
~· Let p (z) :: [q(z)] p(z). 
p (sp(C)). 
1. It follows from [RUDIN, 1973; Theorem 10.28(a)] that q(CC) is in
vertible. 
Since q(C«:) = [q(C)]«: we have C € DE(p). 
2. Since q(C~) = [q(C)]~, p(C~) = [p(C)]~ we have p(C~) 
[RUDIN, 1973; Theorem 10.28(b)] follows that 
[p (C) ]«::. From 
Consequently sp(p(C)) p(sp(C)), which completes the p
roof of 
the theorem. D 
2.3. ITERATIVE METHODS 
In this section we introduce some concepts that will pl
ay an important 
role in our investigations. Throughout, 
(2 .3 .1) . G = {GIG: D(G) + E; D(G) c E} 
and 
(2.3.2) F {FI F: D(F) + E; D(F) c E; F(x) 0 has a unique solutio
n}. 
Let F € F be given. Then x* will always denote the solution o
f F(x) 0. 
Let F c F. 
DEFINITION 2.3.1. Any operator with domain F and range in G is called an 
iterative method for F. 
We note that this concept of an iterative method is muc
h wider than 
what is intuitively understood by the term. However, fo
r ease of presenta-
tion, we shall work with the above concept of an iterat
ive method. 
-
-
Let M be an iterative method for F and let F € F. Set 
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(2 .3. 3) D(M,F) {x0 I there exists a sequence {~} such that xk E D (G) , where 
G = M (F), and ~+l = G (~) (k = 0, 1, 2, ..• )}. 
DEFINITION 2.3.2. The iterative process, corresponding to the iterative 
method Mand the function FE F will be, denoted by [M,F], and consists in 
computing vectors ~ from 
(2.3.4a) ~+1 (k 0,1,2, ... ) 
where 
(2.3.4b) G = M(F). 
In this connection, the operator G in (2.3.4b) is called an iteration 
function. The starting point x0 of (2.3.4a) should be an element of D(M,F) 
in order to prevent the iterative process from breaking off prematurely. 
DEFINITION 2.3.3. The set D(M,F) defined in (2.3.3) is called the domain of 
the iterative process [M,F]. 
Let x0 E D(M,F). Then the sequence {xk} generated by x0 and the itera-
tive process [M,F] is, of course, defined by (2.3.4). 
DEFINITION 2.3.4. The set 
(2.3.5) S(M,F) {x0 I x0 E D (M,F) and the sequence {xk} generated by x0 and 
[M,F] converges to x*} 
is called'the region of convergence of the iterative process [M,F]. 
2.4. THE RADIUS OF CONVERGENCE 
Let FE F. As pointed out in the introduction, we are interested in 
iterative methods M such that the related iterative processes [M,F] generate 
* sequences {xk} that converge to x , even if the starting point x0 is remote 
* from x . 
In this section we introduce the concept of the radius of convergence 
* of an iterative method M. ·This concept indicates how close to x a starting 
point x0 should be for the iterative process [M,F] to generate a sequence 
* that converges to x • 
Let F be a non-empty subset of F. 
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DEFINITION 2.4.1. Let M be an iterative method (for FJ and FE F. We define 
r (M,F) {
0 (if x* i interior(S(M,F))), 
sup{cr Ja> 0 and B(x ,cr) c S(M,F)} (otherwise) . 
r(M,F) is called radius of convergence of the iterative process [M,F]. 
DEFINITION 2.4.2. Let M be an iterative method (for Fl and let F0 be a non-
empty subset of F. Then 
is called the radius of convergence of the iterative method M with respect 
to F0 • 
It is clear that the larger r(M;f 0) is for an iterative method M, the 
less sensitive with regard to starting points will be the iterat
ive pro-
cesses [M,F] (FE F0J generated by it. 
2.5. LOCAL CONVERGENCE BEHAVIOUR OF ITERATIVE PROCESSES 
Let F c F and let M be an iterative method for F. Let F E F. 
DEFINITION 2.5.1. The iterative process [M,F] is called locally convergent 
* (LC) is a neighbourhood V of x exists such that V c S(M,F). 
Obviously the iterative process will have a positive radius of c
onver-
gence if and only if it is locally convergent. We give three oth
er defini-
tions concerning the convergence behaviour of [M,F] near x*. 
DEFINITION 2.5.2. The iterative process [M,F] is called stably convergent 
* (SC) if a constant 8 > 0, an N0 E JN and a neighbourhood V of x exist such 
that V c S(M,F), and for all x0 E V, the sequence {~} generated by x0 and 
[M,F] satisfies 
(for all k ~ N0J • 
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DEFINITION 2.5.3. The iterative process [M,F] is called regularly convergent 
(RC) if a neighbourhood V of x* exists such that V c S(M,F) and for all 
x0 € V, the sequence {~} generated by x0 and [M,F] satisfies 
(k 1, 2, ••• ). 
DEFINITION 2.5.4. The iterative process [M,F] is called quadratically con-
vergent (QC) if a neighbourhood V of x* and a number o > 0 exist such that 
V c S(M,F) and for all x0 E V, the sequence {~} generated by x0 and [M,F] 
satisfies 
(k 0,1,2, ... ) • 
It is clear that the following relations hold. 
QC .,. RC .,. SC.,. LC. 
If [M,F] is locally convergent and G = M(F) is continuous in x* then 
obviously G(x*> = x*. This means that x* is a fixed point of G. 
Conversely, the following theorem holds. 
THEOREM 2.5.1. Suppose x* is a fixed point of G = M(F). Let 
x* € interior(D(G)) and let G be differentiable at x*. The following four 
statements (i) - (iv) hold. 
(i) If sr(G' (x*)) < 1 then [M,F] is stably convergent. 
(ii) If * sr(G' (x ) ) > 1 then [M,F] is not stably convergent. 
{iii) If llG' {x*l II < 1 then [M,F] is regularly convergent. 
{iv) If llG 1 (x*)ll > 1 then [M,F] is not regularly convergent. 
In order to prove Theorem 2.5.1 we need two lemmata. 
LEMMA 2.5.2. Let P: D{P) + E with D{P) c E. Suppose 
(a) The operator P has a fixed pointy* with y* E interior{D(P)) and P is 
* differentiable at y • l/ 
* no n {b) II P' (y ) II s a and II [P' (y *) ] II O s o < 1 for some n0 ;:?; 1 and real num-
bers ex and o. 
no 
Then for any e: > 0 with o + e: < 1 there exists a number a > 0 such that 
* for all x € B(y ,cr) and all n;:?; 1 we have 
and .e. * s c). Rx-y II. 
n 
A = o O + e and l = entier(n-l). 
no 
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PROOF. Let e > 0. Set). on°+e, suppose;\.< 1. Let j €JN and j S n0 • 
The 
. 
* . * * . 
operator PJ is defined in a neighbourhood of y, PJ(y) = y and PJ 
is con-
* tinuous in y • From the chainrule (cf. [KANTOROWITSCH & AKILOW, 1964
; sec-
tion 1.2(XVII)] it follows that Pj is differentiable at y* and 
(2.5.1) *
 . [P' (y ) ]J. 
* 
Consequently, a number cr 1 > 0 exists such that for all 
x € B(y ,cr1 ) and all 
j s n0 we have x € D(Pj) and 
* Hence for all x € B(y ,cr 1) we have 
. * . * U pJ (x) - y U s (aJ + e) II x-y II 
and 
no * * II P Cxl - y II s >.U x-y U • 
. 
01 
Let c = max{aJ + £ I 1 S j S n0 }. Set a = min{a l' c}. Le; n ~ 1. Then n = 
ln0 +k where l ~ 0 and 1 s k s n0 • Then for al
l x € B(y ,a) we have 
x € D(Pn) and 
n * UP (xl -y II 
This proves the lemma. D 
LEMMA 2.5.3. Let P: D(P) ~ E with D(P) c E. Let the assumption (a) o
f lemma 
2.5.2 be fulfilled. Suppose U [P' (y*> to11 l/no ~ o > 1 for some n0 ~ 1. Then 
for all positive numbers e and a there exists an x € B(y*,cr> with x ~ y* 
such that x € D(Pno) and 
no * n 
lip cx>-y u ~co 0 -e>Di-y*ll. 
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PROOF. Let £ and a be positive numbers. From the chainrule it follows that 
no * [P ]' (y ) exists. Consequently a number a E (0,cr] exists such that for all 
x E B(y*,o) we have x E D(Pno) and 
(2.5.2) no no * no * . * £ * II P (x) - P (y ) - [P ] ',(y ) (x-y ) II ,,; ~I x-y II • 
Moreover an element y E E with llyll = 1 exists such that 
(2.5.3) 
n 
li[P'(y*)J Oyll 
Let x * (f y + 2 y. Then (2.5.1), (2.5.2) and (2.5.3) yield 
n 11 P 0 (xl - Y *u 2 n (a 0 -%i u:x-/11 - ?':x-/11. 
This proves the lemma. D 
We now turn to the proof of Theorem 2.5.1. 
* (i) If sr(G'(x )) < then from (2.2.5) it follows that an n0 :?: 1 exists 
such that 
n n 
li[G' (x*lJ 0 11 °,,; o < 1. 
no 
Let £ > 0 with o + £ < 1 . According to Lemma 2. 5. 2 a positive number a 
exists such that for all x E B(x*,cr) and n:?: 1 we have x E D(Gn) and 
n · * l * II G (x) - x II ,,; c>. II x-x II • 
j * no Here c = max{a + £ I 1 $ j $ n0}, a = II G' (x ) II , >. = o + £ and l = 
entier(n-l). Hence [M,F] is stably convergent. 
no 
(ii) Suppose sr(G' (x*)) > 1 and [M,F] is stably convergent. Thus positive 
* ~ numbers a and 8 and an integer NO :?: 1 exist such that for all x E B(x ,a) 
and all n :?: NO we have x E D(Gn) and 
Furthermore from (2.2.5) it follows that an N :?: N0 and a o > 1 exist such 
that 
1 
ll[G'(x*>Jnlln <: o (for all n <: N) • 
Hence Lemma 2.5.3 applies where a E (O,o], E > O and n0 <: N are such that 
ono - E > e. This yields a contradiction. 
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(iii) If llG 1 (x*)ll < 1, Lemma 2.5.2 applies' with n0 = 1 and a o < 1. This
 
proves the result. 
(iv) Suppose II G' (x *)II = o > 1. If [M,F] is regularly convergent then a po
si-
tive number a exists such that B(x*,o> c D(G) and 
llG(x) - x*U s Ux-x*ll (for all x € B(x*,o)). 
However Lemma 2. 5. 3 applies with n0 = 1 and E > 0 such that 
o - E > 1 • This 
yields a contradiction. Hence [M,F] is not regularly convergent. D 
REMARK 2. 5~1 • We note that Theorem 2 • 5 .1 remains valid if E i
s a Banach 
space. 
The sufficiency of the condition sr(G' (x*)) < 1 for [M,F] to be locally 
convergent where E = JR, was proved by Schroder (cf. [SCHRODER, 1870]). 
Ostrowski proved it if E = JRn (cf. [OSTROWSKI, 1960; Theorem 22.1]). In 
[KITCHEN, 1966] it is proved if E is an arbitrary Banach space. D 
We end this section with a simple result with regard to qua
dratically 
convergent iterative processes. 
THEOREM 2.5.4. Suppose [M,F] is quadratically convergent. Then with G 
M(F) 
it follows that x* € interior(D(G)), G'(x*> exists and G'(x*l = O. 
PROOF. If [M,F] is quadratically convergent then positive constants a a
nd o 
exist such that B(x*,o) c D(G) and 
llG(x) - x*U s oDx-x*ll 2 * (for all x € B(x ,o)). 
Hence G'(x*l exists and G'(x*> o. D 
2.6. THE IMBEDDING AND THE DIFFERENTIAL EQUATION 
In this section we present the imbedding and the differentia
l equation 
which we use to construct.iterative methods by means of iter
ative imbedding 
(cf. section 1.1) • 
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We first define some classes of operators that we shall need subse-
quently. Let 
(2 .6 .1) {F I F E F; D (F) is open; F is twice continuously differentiable 
on D (F) ; there-exists a constantµ such that II F" (x) II ,;; )J 
(for all x E D(F)); F' (x*) is invertible} 
(see also (2.3.2)). We shall restrict our attention to problems F(x) = 0 
where FE F1 • In order to describe the type of imbedding to be used, we de-
fine the following two classes of operators. Let 
(2.6.2) K 
Let 
(2.6.3) A 
{K I K: D(K) + E, D(K) = W(K) xw(K) whereW(K) isanopensub-
setofE; K(x,x) =0 (forallx E W(K)); a11K(y,x), 
a12K(y,x) and a 21 K(y,x) exist (forallx,y E W(K)); a11 K 
is continuous on D (K); there exist constants µ 1 , µ 2 and µ 3 
suchthatlla 11 K(y,x)ll,;; µ 1 , lla 12K(y,x)ll,;; µ 2 and 
lla 21K(y,x)ll,;; µ 3 (forallx,y E W(K))}. 
{A I A: F 1 + K; with K A(F) it holds W(K) D(F) (forall 
FEFl)}. 
Examples of elements of A. Let FE F1 • 
[A(F)](y,x) - F(y) - F(x). 
[A(F)] (y,x) _ F' (x) (y-x). 
[A(F)](y,x) _ y-x. 
We give three lemmata. The first lemma is a general result that will 
often be used subsequently. 
LEMMA 2.6.1. Let P: D(P) + z2 with D(P) c z1 where z1 and z2 are Banach 
spaces. Assume that a positive number o and V c D(P) with V open and convex 
exist such that for all x E V the derivative P' (x) exists and llp• (x)ll ,;; o. 
Then 
llP(x) -P(y)ll,;; ollx-y II (for all x,y E V). 
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PROOF. See [KANTOROWITSCH & AKILOW, 1964; section 1.3(XVII) ]. D 
LEMMA 2.6.2. Let Q: D(Q) + z with D(Q) = v x V where V is an open su
bset of 
E and Z is a Banach space. Suppose a1Q(y,x) and a2Q(y,x) exist (for a
ll 
x,y € V) and suppose that a1Q is ~ontinuous on D(Q). Then Q is con
tinuous 
on D(Q). 
PROOF. Let x0 ,y0 € v. Let E > O. Then a numb
er o > 0 exists such that 
x,y € v, nalQ(y,x) - alQ(yo,xo)U ~ E and 
whenever x € B(x0 ,oJ and y € B(y0 ,o). Let x € B(x0 ,oJ and y € B(y0 ,oJ. Let 
with D(P) 
Therefore 
(z € D(P)) 
B(y ,o). From Lemma 2.6.1 it follows that 
0 
This proves the lemma. D 
The next lemma is a consequence of Lemma 2.6.2. 
LEMMA 2.6.3. If K € K then both the operators a1K and K are continuou
s on 
D(K). 
PROOF. From (2.6.2) it follows that Lemma 2.6.2 applies for Q = a1K
. Hence 
a1K is continuous on D(K). Consequently, Lemma 
2.6.2 also applies for Q = K. 
This completes the proof. D 
Let F € F1 and A€ A~ Set K = A(F). Let x0 € D(F). Cons
ider the imbed-
ding 
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H: [0,1] x D(F) + E, 
(2.6.4) 
H(t,x) (1-t)K(x,x0) + tF(x) (t E [0,1], X E D(F)). 
Thus H(O,x0 ) = O and H(1,x) = F(x). 
Suppose H(t,x) = 0 has a unique solution x X(t) for all t E [0,1]. 
Then 
(2.6.5) H(t,X(t)) 
We have 
(2.6.6) X(O) = XO 
0 
and 
(for all t E [0,1]). 
x ( 1) * x • 
We also note that for all t E [0,1] and x E D(F) the derivatives a1H(t,x) 
and a2H(t,x) exist and are continuous (in t and x) and satisfy 
-K(x,x0 ) + F(x) 
and 
The derivatives a1H(O,x} and a1H(1,x} should be considered respectively 
as the rig4t and left partial derivatives of H with respect to t. 
Let 
(2.6.7) D(A,F) { (t,y,z) It E [0,1]; y,z E D(F); with K = A(F), the 
operator [ (1-t} a1K(y,z) + tF' (y)] is 
invertible}. 
Suppose (t,X(t),x0J E D(A,F) for all t E [0,1]. Then X(t) exists (see Lemma 
2.6.3 and [KANTOROWITSCH & AKILOW, 1964; Theorem 3(XVII)]). Differentiation 
of (2.6.5) with respect to t yields 
(2.6.8) 0 (for all t E [0,1]). 
Before we give the differential equation from which we shall derive 
the iterative methods, we introduce another class of functions, with which 
we can significantly enlarge the number of iterative methods to be 
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constructed in chapter 4 (see also section 6.3). We set 
(2.6.9) s {h \ h: [0,1] + lR; his continuous on [0,1)}. 
Let g e: S. It is obvious (see (~.6.5) and ·(2.6.8)) that X satisfies 
(2.6.10) 31H(t,X(t)) + 32H(t,X(t))X(t) + g(t)H(t,X(t)) 0 
(for all t e: [0,1]). 
Since by assumption (t,X(t),x0) e: D(A,F), it follows that 
X(t) -[3 2H(t,X(t))J-1{a 1H(t,X(t)) + g(t)H(t,X(t))} 
(for all t e: [0,1]), 
(2.6.11) 
X(O) = x 0 . 
The relation (2.6.11) is equivalent to 
x<t> (te:[0,1]), 
(2. 6 .12a) 
where 
~: D(~) + E, D(~) D(A,F) (cf. (2.6. 7)), 
(2.6.12b) 
~(t,y,z) 
-1 
-[(1-t)3 1K(y,z) + tF'(y)] x 
{-K(y,z) + F(y) + g(t)[(l-t)K(y,z) + tF(y)]} 
((t,y,z) E D(~)). 
Conversely, if Y is a solution of 
(2 .6 .13) 
Y(t) (te:[0,1]), ~(t,Y(t),x0 ) 
Y(O) XO' 
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then 
ddt H(t,Y(t)) + g(t)H(t,Y(t)) 0 (for all t E [0,1]), 
H(O,Y(O)) 0. 
So that (cf. [BERGER, 1977; Theorem 3.1.23]) 
H(t,Y(t)) 0 (for all t E [ 0 , 1 ) ) . 
Since KE Kand FE F1 , and since Y is left-continuous in t 
that 
H(l,Y(l)) lim H(t,Y(t)) 
ttl 
0. 
We summarize the above results in a theorem. 
1, it follows 
THEOREM 2.6.4. Assume FE F1, A EA and g ES. Set K 
Let H be defined in (2.6.4). 
A(F). Let x0 E D(F). 
(i) If H(t,x) = 0 has a unique solution x = X(t) and 
[(1-tl8 1K(X(tJ,x0 J + tF'(X(t))] is invertible for all t E [0,1], 
then (2.6.12) holds. 
(ii) If X is a solution of the initial value problem (2.6.12a), then 
(2 .6 .5) holds. 
The initial value problem (2.6.12a) will be used in chapter 4 to con-
struct iterative methods by means of iterative imbedding. 
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CHAPTER 3 
RUNGE-KUTTA METHODS 
In this chapter we present the Runge-Kutta methods tha
t will be used 
for the construction of iterative methods by means of 
iterative imbedding. 
We shall deal with two types of Runge-Kutta methods, w
hich will be presented 
in the subsections 3.2.1 and 3.2.2, respectively. 
In section 3.3 we shall indicate that the problem of n
onconvergence of 
Newton's method is closely related to a certain type o
f unstable behaviour 
of Euler's method. 
3.1. ONE-STEP METHODS 
Consider the initial value problem 
Y.<t> f(t,Y(t)) (te: [0,1]), 
(3.1.1) 
Y(O) = Yo' 
where f: [O,l]xv+Ewith V c E and y0 e: V are given. We assume t
hat (3:1.1) 
has a unique solution Y. Most of the computational me
thods for solving 
(3.1.1) approximate the true solution Y of (3.1.1) on a discrete .po
int set 
{t0 ,t1, ... ,tN+l} where O = t 0 < t 1 < ••• < tN+l = 1. 
Runge-Kutta methods, which we shall use in the constru
ction of itera-
tive methods, are one-step methods. This means that, st
arting from y0 and 
t 0 , approximations yn of Y(tn) (n = 1,2, ••• ,N+l
) are obtained by 
(3 .1. 2a) 
where 
(3.1.2b) (i O, 1, ••• ,N). 
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The function ~ is characteristic for the method. We shall therefore 
define a Runge-Kutta method in terms of ~- By H we shall denote the sequence 
of stepsizes 
(3.1.3) H 
Together with the one-step method, H determines the numerical integration 
procedure. Let a sequence of stepsizes H = {h0 ,h1 , ... ,hN} be given. Then 
the numbers t 1 ,t2 , ... ,tN+l are supposed to satisfy (3.1.2b) where t 0 = 0. 
In the next section we describe two types of Runge-Kutta methods for 
solving numerically problem (3.1.1). We shall confine our considerations 
to so-called explicit Runge-Kutta methods and generalized Runge-Kutta methods 
(see e.g. [VAN DER HOUWEN, 1977; sections 2.2- 3]). 
3.2. DESCRIPTION OF THE RUNGE-KUTTA METHODS 
3.2.1. Runge-Kutta methods with scalar coefficients 
DEFINITION 3. 2 .1. Let L = (A. . ) be a real strictly lower triangular (m+l) x 
J_ I J 
(m+l) matrix (m E lN). Then the general m-stage Runge-Kutta method with 
scalar coefficients is defined by 
(3.2.la) 
where 
(3.2.lb) 
and 
(3.2.lc) 
m 
.~ l 
1'.=1 
A k 
m+l ,1'. l 
kl (t,y;h,f) - f(t,y), 
kl(t,y;h,f) -
1'.-1 
l j=l Ao . .(.., J 
1'.-1 
l j=l Al .k.(t,y;h,f)} (1'.=2,3, ..• ,m) ,] J 
1,2, ... ,m+l). 
The matrix L is called the generating matrix of the Runge-Kutta method, 
which, obviously, completely determines the method. 
For the sake of shortness we shall use the phrase "Runge-Kutta method 
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with scalar coefficients L" to mean "Runge-Kutta metho
d with scalar coeffi-
cients with generating matrix L". Moreover, given a Ru
nge-Kutta method with 
scalar coefficients L ={A, .), we shall always assume that Vo (l = 1,2, •.• , J., J .(., 
m+l) satisfies (3.2.lc). In addition, we shall always assume that 
(3.2.2a) vm+l 
and 
(3.2.2b) V.e_ E [0,1] (l 2,3, ••• ,m). 
The Runge-KUtta methods with scalar coefficients define
d here are of 
the so-called explicit type. For a more detailed descri
ption of Runge-Kutta 
methods see [VAN DER HOUWEN, 1977], [LAMBERT, 1973] and [STETTER
, 1973]. 
3.2.2. Runge-Kutta methods with operator coefficients 
We assume that a2f(t,y) exists (for all t E [0,1] and y E inte
rior(V)). 
Let J(t,y) = a2f(t,y). 
DEFINITION 3.2.2. Let 
(3.2.3a) 
m+l 
R: <I:+ i{<I: ) , 
R{z) = (p. . (z)) 
. l.,J 
(z E <I:) • 
Here R(z) is a strictly lower triangular (m+1) x (m+l)-matrix and p
, . is a l.,J 
rational function with real coefficients for which 
(3.2.3b) 0 E D...,(P .. ) 
... J.,J 
(i 2,3, ••• ,m+l and j 1,2, ••• ,i-1). 
Then the general m-stage Runge-Kutta method with opera
tor coefficients is 
defined by 
m 
(3.2.4a) l 
l=l 
A k 
m+1,l l 
where 
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kl (t,y;h,f) - f(t,y), 
(3.2.4b) 
k,e_(t,y;h,f) - f ( t + v ,e.h, y + h 
l-1 
l j=l A0 .k. (t,y;h,f)) (l .{_, J J 2, 3, ... ,m) , 
(3.2.4c) A. i,j p .. (hJ(t,y)) (i 2,3, ... ,m+l and j 1,2, ... ,i-l) l,J 
and 
l-1 
(3.2.4d) vl l P,e_ . (0) j=l ,J (l 1,2, ... ,m+l). 
The operator R completely determines the method. For the sake of short-
ness we shall use the phrase "Runge-Kutta method with operator coefficients 
R" to mean "Runge-Kutta method with operator coefficients defined in (3.2.4) 
where R is of the type (3.2.3)". Analogous to the case of scalar coeffi-
cients, for a given Runge-Kutta method with operator coefficients R, vl 
(l = 1,2, ... ,m+l) is always supposed to satisfy (3.2.4d). Furthermore, we 
shall always assume that 
(3.2.Sa) vm+l 
and 
(3.2.Sb) V,e_ E [Q,1] 2, 3, ... ,m) • 
The Runge-Kutta methods with operator coefficients that are defined 
here, require one evaluation of the operator J per step. A more detailed 
description of Runge-Kutta methods with operator coefficients, including 
methods that require several evaluations of the operator J per step, can be 
found in [VAN DER HOUWEN, 1977; .section 2.3]. 
3.3. NONCONVERGENCE OF NEwrON'S METHOD 
3.3.1. Strong stability of discretization methods 
Let FE F1 and x0 E D(F) (cf. (2.6.1)). Let KE K where K(y,x) _ 
F(y) - F(x) and g E S where g = 0 (cf. (2.6.2), (2.6.9)). 
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Suppose the initial value problem (2.6.12a) has a unique solu
tion X. 
Hence 
xct> -r(X(tllF(x0 J (t E: [0,1]), 
(3.3.1) 
In (3.3.1) f(X(t)) denotes [F'(X(t))J-1 • It follows that X(l) 
Theorem 2.6.4(ii)). 
* x (cf. 
Suppose we solve (3.3.1) numerically, using a Runge-Kutta meth
od of 
the type described in section 3.2. Let x1 denote t
he approximation to X(1) = 
* x thus obtained. 
* If x0 = x it is easily verified th
at x1 * x • If x0 x* + o whe
re 
o c: E with o ~ 0, then 
* we wish x1 to be closer to x than x0 is
, i.e. 
(3.3.2) 
In other words, we want the Runge-Kutta method to 
damp out the pertubations 
o, just like the true solution does. This requirement is closely 
related to 
the concept of strong stability of discretization methods for ini
tial value 
problems (cf. [STETTER, 1973; section 1.5.3]). 
h 
Suppose we solve (3.3.1) numerically, using Euler's method wi
th stepsize 
* 
1. We then obtain an approximation x 1 to X(1) = x that satisf
ies 
(3.3.3) 
Hence, in this case, x1 is the first Newton itera
te. Therefore, the itera-
tive process [M,F] where Mis Newton's method is of type (1.1.13) 
where 
Euler's method with stepsize h = 1 is used. 
Consequently, nonconvergence of Newton's method m
ight be conceived as a 
case in which Euler's method with stepsize h = 1 i
s not strongly stable with 
respect to perturbations in the vector x0 occurrin
g in the initial value 
problem (3.3.1). 
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3.3.2. Class of strongly stable Runge-Kutta methods 
Consider the initial value problem 
(3. 3. 4a) Y.ct> CY(t) (t ~ 0), 
(3.3.4b) Y(O) 
n n 
where y0 E JR , c E L(JR) and all eigenvalues µof C satisfy Re(µ) < 0. 
This type of differential equation has the property that perturbations that 
are introduced at t = 0 are damped out as t grows (cf. [STETTER, 1973; 
Theorem 2.3.4]). 
Obviously, problem (3.3.4) is a rather poor model for problems of the 
type (3.3.1). This last type of problem, however, turns out to be too compli-
cated in the analysis of strong stability of Runge-Kutta methods. 
Let e E [O,!J and let Re be the Runge-Kutta method with operator co-
efficients for which 
(3.3 .5) ( 0 
- \[1-(1-e)z]-l 
Suppose we solve the initial value problem ( 3. 3. 4a) where Y ( 0) = y 0 + 6 
with o E JRn. It can be shown that if the numerical integration procedure 
uses Re with stepsize h > 0, the effect of 6 is damped out in the approxima-
tions yn of Y(tn) if tn grows (cf. [LAMBERT, 1973; pp. 240-241], where meth-
ods are .described that, when applied to (3.3.4), are equivalent to the meth-
ods Re (e E [O,!JJ). On the other hand, if we use Euler's method with step-
size h > O, this need not be the case (cf. [LAMBERT, 1973; p. 227]). 
Such phenomena may also occur in problems of the type (3.3.4) where 
t E [0,T] with T < 00 (cf. [STETTER, 1973; section 2.3.7]). 
Let M denote an iterative method for which the iterative process [M,F] 
is of the type (1.1.13) and which is based on the numerical integration of 
(3.3.1), using Re with e E [O,!J. In view of the above considerations one 
might expect M to be more successful than Newton's method in some cases 
where the latter fails (at least if E = JRn) . 
In chapter 7 we shall therefore apply iterative methods of the type M 
to problems for which Newton's method fails. In that chapter we shall also 
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consider iterative processes of the type (1.1.13) that are bas
ed on the 
numerical integration of (3.3.1), using the Runge-Kutta metho
ds with scalar 
coefficients L1 or L2 • L1 and L2 are defined
 by 
0 0 0 0 0 
(i 
0 ~) 1 0 0 0 0 64 1 (3.3.6) Ll 0 and L2 0 20 0 0 0 5 0 0 TI 0 0 
0 0 0 1 0 
With respect to problem (3.3.4) these methods have a strong s
tability be-
haviour that is better than that of Euler's method
 when all eigenvalues µ 
of the linear operator C in (3.3.4) satisfy µ € JR and µ < 0 
(cf. 
[VAN DER HOUWEN, 1977; pp. 89-90]). 
For the sake of comparison, we shall also consider
 iterative pro-
cesses of the type (1.1.13) that are based on the numerical in
tegration of 
(3.3.1), using Euler's method with stepsizes h < 1. 
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CHAPTER 4 
CONSTRUCTION OF ITERATIVE METHODS 
In this chapter we derive general formulae 
for iterative methods which 
are constructed by means of iterative imbed
ding (cf. p. 4). 
4.1. ITERATIVE METHODS BASED ON RUNGE-KUTTA
 METHODS WITH SCALAR COEFFICIENTS 
Let A EA and g ES be given (cf. (2.6.3) and (2.6.9)). L
et L = (A .. ) 
l., J 
be an m-stage Runge-Kutta method with scala
r coefficients and let H = {h0 , 
h 1, ..• ,hN} be a sequence of stepsizes.
 
Let F E F1 (cf. (2.6.1)) and set K = A(F). 
The iterative method to be described here w
ill be constructed by means 
of iterative imbedding. More specifically, 
it will be based on the numerical 
integration of the initial value problem 
X(t) -[ (1-t) a1K(X(t) ,x0 ) + tF' (X(t)) J-
1 x 
{-K(X(t),xo) + F(X(t)) + g(t)[(l-t)K(X(t),xo) + tF(X(
t))]} 
(t E [0,1]), 
(4.1.1) 
(cf. (2 .6 .12)). In short, 
x (t) f(t,X(t)) (t E [0,1]), 
(4.1.2) 
X(O) = x0 , 
where f(t,y) = .P(t,y,x0) (cf. (2.6.12b)). In (4.1.1) 
(or, equivalently, 
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(4.1.2)) x0 E D(F) is given. The numerical integration procedure is based 
on the Runge-Kutta method Land the sequence of stepsizes H. 
Suppose the initial value problem (4.1.1) has a unique solution X. Then 
* according to Theorem 2.6.4(ii) it follows that X(l) = x • The Runge-Kutta 
* approximation x 1 of X(l) = ~ is given by 
where 
and 
n 
Yn+l = zm+l (n = 0, 1, ••. ,N). 
Herewith we define for n 0,1, ••• ,N the quantities z,l (i. 1 , 2 I o • • Im+ 1 ) by 
(if .l > 1) and 
.l-1 
y + h l 
n n j=l 
n A. 0 .k .• 
.(..,] J 
If we repeat this process in the way described on page 4 we arrive 
at an iterative process [M,F] .of type (1.1.13). Mis an iterative method 
for F1 , depending on A, g, Land H. For the sake of clarity we shall some-
times denote this iterative method by JM(A,g,L,H) in order to emphasize its 
dependence on A, g, Land H. Hence 
(4.1.3) M lM (A,g,L,H). 
We shall now give, for FE F1 , an expression of G 
Land H, where K = A(F). 
G: D(G) + E, 
(4.l .4a) 
G 
where 
M(F) in terms of K, g, 
(4.1.4b) 
and 
(4.1.4c) 
D (F), 
n 
nn+l = z:;m+l 
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(n 0, 1, ••• ,N) • 
Herewith we define for n = 0,1, ••. ,N the functions z:;£ (l 1,2, ... ,m+l) 
by 
(4 .1. 4d) 
n 
Kl-1 (X) 
(if l > 1) and 
(4 .1. 4e) 
l-1 
X E D(K~) (j 
J 
n (x) + h I Ao .K~(x} 
n n j=l -<-,J J 
1, 2, ••. ,l-1) , if l > 1}, 
4.2. ITERATIVE METHODS BASED ON RUNGE-KUTTA METHODS WITH OPERATO
R 
COEFFICIENTS 
Again, iterative methods that will be described in this section 
are 
based on the numerical integration of (4.1.1) (or (4.1.2)), where K, g and 
x0 are given. However, the numerical in
tegration procedure will now be based 
on a Runge-Kutta method with operator coefficients. 
4.2.1. Preliminaries 
When using a Runge-Kutta method with operator coefficients to so
lve 
the initial value problem (4.1.2), an expression for o2f(t,y) is required. 
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In this subsection we give a lemma which will be used in the next subsection 
to derive a formula for a2f(t,y). 
We first give a lemma that will often be used subsequently. 
LEMMA 4. 2 .1. Let C, !:::. E L (E) . Suppose C is· invertible and 
llt:::.11 < --1--
11 [C]-lll 
Then c + !:::. is invertible and 
PROOF. see [KANTOROWITSCH & AKILOW, 1964; Theorem 4(2.V)]. 0 
Let P: u + E and Q: U + L(E) where U is an open subset of E. If the 
(2) derivative of Q at x E u exists, we have Q' (x) E L (E), (see section 2.1). 
LEMMA 4.2.2. Assume that Q(x) is invertible for all x E U. Define 
W: U + E, 
W(x) -1 [Q(x)] P(x) (x E U). 
Let y E u. Assume that Q' (y) and P' (y) exist. Then W' (y) exists and 
-1 -1 -1 W'(y)z=[Q(y)] P'(y)z - [Q(y)] Q'(y)z[Q(y)] P(y) 
(for all z E E). 
PROOF. 1. Let I(E) denote the subset of L (E) that consists of all invertible 
linear operators on E. From Lemma 4.2.1 it follows that this subset is open 
in L(E). Let 
(C E I (E)). 
From [RALL, 1969; p. 96] it follows that for all C E I(E) the derivative 
Ri(C) exists and [Ri(C)](~) = -[C]-l~[C]-l (for all~ E L(E)). Let 
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(x € U). 
From the chainrule it follows that R2 is differentiable
 at y and 
(4.2 .1) 
-1 -1 
-[Q(y)] Q' (y)z[Q(y)] 
(for all z € E) • 
2. Obviously W(x) = R2 (x)P(x). Using the relation (4.2.1) it follow
s that 
to prove the lemma, it is sufficient to prove that W'(y) exists and 
W'(y)z = R2(y)zP(y) + R2 (y)P'(y)z {for all z € E) • 
Choose a > 0 such that B(y,cr) c u. For h € E with lihU < a let 
and 
P(y+h) - P(y) - P'(y)h. 
Then 
W(y+h) - W(y) 
Since, for i = 1,2, 
II E. (h) u 
J. --.U~h'""'ll- -+- o 
+ [R2(y)h +El (h)][P(y) + P'(y)h + E2 (h)]. 
when h-+- 0 (h f. 0), 
this completes the proof. D 
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4.2.2. Formula for iterative methods based on Runge-Kutta methods 
with operator coefficients 
Let A EA and g ES. Let R = (p, .) be an m-stage Runge-Kutta method l,J 
with operator coefficients and let /-/ = {h0 ·,h1 , ..• ,hN} be a sequence of step-
sizes. 
Let F E F1 and set K = A(F). Let 4 be defined by (2.6.12b). 
LEMMA 4.2.3. Let (t,y,x) E D(<P). Then y E interior(D(<P(t,·,x))), x E 
interior(D(<P(t,y,•))) and the partial derivatives a2<P(t,y,x) and a3<P(t,y,x) 
exist. We have 
(4.2.2) -1 -g(t)I - [(1-tJ3 1K(y,x) + tF'(y)] x 
{-3 1K(y,x) + F' (y) + [ (1-t) a11 K(y,x) + tF" (y) HCt,y,x)} 
and 
(4.2.3) -1 [ (1-t) 31K(y,x) + tF' (y) J {[1-g(t) (1-t) ]32K(y,x) 
- (1-tJa 21 K(y,x)<P(t,y,x)}. 
PROOF. Since (t,y,x) E D(<P), the operator [(1-t)a 1K(y,x) + tF' (y)] is in-
vertible. Set a = II [ (1-t) a1K(y,x) + tF' (y) J- 111. We recall that D(F) is an 
open subset of E. From Lemma 2.6.3 it follows that a1K is continuous at 
(y,x). Further F"(y) exists. Consequently, a number a> 0 exists such that 
B(x,cr) c D(F), B(y,cr) c D(F) and 
II [ (1-t) a1K(y,x) + tF' (y)] - [ (1-t) a1K(y,x) + tF' (y) ]II < a 
(for all x E B(x,cr) and ye B(y,cr)). 
From Lemma 4.2.1 it follows that for ally e B(y,cr) and x E B(x,cr) we have 
(t,y,x) c D(<P) so that B(y,a) c D(<P(t,•,x)) and B(x,crl c D(<P(t,y,·)). 
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From [RALL; 1969; Theorem 18.1] it follows that Az 1z2 = Az2z 1 (for a
ll 
z 1 and z2 in E) with A= [(1-t)a 11K(y,x) + tF"(
y)]. Consequently, from Lemma 
4.2.2 it follows that a2~(t,y,x) exists and that (4.2.2) holds. 
Since a12K(y,x) and a21K(y,x) exist, and a12K(y,x)z 1
z 2 = a21K(y,x)z2z 1 
(for all z 1 and z 2 in E) (cf. [RALL, 1969; p. 116]), from
 Lemma 4 •. 2.2 it 
follows that a 3~(t,y,x) exists and that (4.2.3) holds. D 
Let x0 € D(F) be given. Set f(t,y) : ~(t,y,x0). From Lemm
a 4.2.3 it 
follows that whenever (t,y,x0) € D(~), the partial derivative a 2~(t,y,x0 ) 
exists. Thus a2f(t,y) exists and a2f (t,y) = a2~(t,y,xo> (for all 
(t,y) € D(f)). 
Consider the initial value problem (4.1.1) and suppose it has a uniq
ue 
* 
solution X. Then according to Theorem 2.6.4(ii) it follows that X(1) 
= x • 
* 
The Runge-Kutta approximation x1 of X(1) = x is given by 
where 
and 
(n = 0,1, ••• ,N). 
Herewith we define for n = 0,1, ••• ,N the quantities z[ (l = 1,2, ••• ,m+1) by 
(if l > 1), 
(Lf l > 1) and 
Po .(h a2fCt ,y )) 
.(.. 1 ] n n n 
A(n)kn 
l,j j 
(j 1, •.. ,l-1) 
If we repeat this process in the way described on page 4
 we arrive 
at an iterative process [M,F] of type (1.1.13). Mis an iterative me
thod 
for F1, depending on A, g, Rand H. Analogous to (4.1.3) 
we shall sometimes 
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denote this iterative method by JM(A,g,R,H). Hence 
(4.2.4) M JM (A,g,R,H). 
We recall that for a rational function with real coefficients p, the 
set DE(p) is defined by (2.2.7). We shall now give, for FE F1 , an expres-
sion of G = M(F) in terms of K, g, Rand H, where K = A(F). 
G: D(G) ->- E, 
(4.2.Sal 
G 
where 
(4.2.Sb) D(F), 
and 
(4. 2. Sc) (n 0,1, .•. ,N). 
Herewith we define for n 0,1, ... ,N the functions sl (l 1 , 2 , ..• , m+ 1 ) by 
(4.2.Sdl 
(if l > 1) and 
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(4.2.Se) 
oci;,t> = {x Ix E D(nn>; x E D(K~) and 
where, for l > 1, 
(4.2.Sf) 
hna 241Ctn,nn (x) ,x) E DE(P,e,j> (j = 1,2, •.• ,l-1
), if l > 1}, 
l-1 
n (x) + h l 
n n j=l 
(n) n Ah .K. (x) 
"-1] ] 
PD .(h a2<11(t 1 1'1 (x) 1 x)) 
"-1 J n n n 
(j 1121•••1.l-1). 
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CHAPTER 5 
LOCAL CONVERGENCE 
As already noted in section 2.5, an iterative proce
ss will have a posi-
tive radius of convergence if and only if it is loc
ally convergent. 
Throughout this chapter we denote with A and g give
n (fixed) elements 
belonging to A and S respectively (see (2.6.3) and (2.6.9)). Furth
er, F de-
notes a given (fixed) operator, F € F1 (see (2.6.1)) and K = A
(F). 
Let,R be a Runge-Kutta method with operator coeffic
ients and let H be 
a sequence of stepsizes. In this chapter we invest
igate the conditions which 
should be imposed on A, g, R and H for the iterative process [
M,F] where 
M = IM(A,g,R,H) (cf. (4.2.4)) to be locally convergent. In par
ticular we 
shall investigate under what conditions on A, g, R
 and H the iterative pro-
cess [M,F] exhibits one of the three types of convergence be
haviour that 
were introduced in the Definitions 2.5.2 - 4. The mo
st obvious conditions are 
presented in subsection 5.2.2, in which R is suppos
ed to be a Runge-Kutta 
method with scalar coefficients, and in subsection
 5.2.3. 
5.1. NECESSARY CONDITIONS AND SUFFICIENT CONDITIONS
 
Throughout section 5.1 we denote with R = (pi,j) and H = {h0 ,h1, •
•• ,hN} 
respectively a given (fixed) m-stage Runge-Kutta method with o
perator co-
efficients and a given (fixed) sequence of stepsizes. In parti
cular, R may 
be a Runge-Kutta method with scalar coefficients. 
Let M = IM(A,g,R,H) (cf. (4.2.4)). In this section we present 
a theorem 
that gives necessary conditions and sufficient con
ditions for the iterative 
process [M,F] to have a local convergence behaviour of one o
f the types that 
were introduced in the Definitions 2.5.2 - 4. 
To that end we introduce the following functions. 
For any t E [0,1], let 
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(5.1.1) Dt = {z I z E <I:; 1-t+tz i O}. 
For i 1,2, let 
(5.1.2al 
where 
(5.1.2b) 
D(u.) +<I: 
1. 
D(u.) 
1. 
{ (t,z) I z E Dt' t E [0,1]} 
and for all (t,z) E D(u.), 
1. 
(5.1.2c) 
Let 
(5 .1. 3a) 
where 
(5. l.3b) 
and 
(5.1.3c) 
ui (t,z) 
-1 {[1-t+tz] [1-z] - g(t) 
-[1-g<tl <1-tl J[1-t+tzF 1 
y: D(y) +<I:, 
y 'N+l 
'o' a: +a:, 
, 0 (z) = 1 
n 
'n+l = am+l (n 0,1, ... ,N). 
(if i 1), 
(if i = 2) • 
Herewith we define for n = 0,1, ... ,N the functions a[ (l 1,2, ... ,m+l) by 
(5.1.3d) 
n 
11 l-l (zl 
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{if l > 1) and 
{5.1.3e) 
{z I z € D(T ) ; z € D(11~) and 
n J 
hnul (tn,z) € Da:<P.e.,jl (j 
l-1 
1,2, • • • ,l-1) I if .e. > 1}, 
a~(z) = T (z) + h l Po .{h u 1 (t ,z))11~(z) 
.(.. n n j=l .(.. 1 J n n J 
n (z € D(a.e.l l • 
Consider the following conditions {we note that sr(T) with
 T € L(E) is de-
fined by (2.2.2); the set DE(y) is defined by (2.2.7)). 
* * CONDITION 0. a1K{x ,x ) is invertible and C € DE(y) where
 
* * -1 * C = [<l 1K.Cx ,x )] F'(x ). 
CONDITION 1. Condition 0 holds and sr (y {C)) < 1. 
CONDITION 2. Condition 0 holds and sr (y (C)) $ 1. 
CONDITION 3. Condition 0 holds and Uy{c) II < 1. 
CONDITION 4. Condition 0 holds and Uy (C) II $ 1. 
CONDITION 5. Condition 0 holds and y(C) = 0. 
Then the following theorem holds. 
THEOREM 5.1.1. The following propositions {i) - (v) are true. 
{i) Condition 1 is a sufficient condition for the iterative
 process [M,F] 
to be stably convergent. 
(ii) Condition 2 is a necessary condition for the iterative 
process [M,F] 
to be stably convergent. 
{iii) Condition 3 is a sufficient condition for the iterative
 process [M,F] 
to be regularly convergent. 
(iv) Condition 4 is a necessary condition for the iterative 
process [M,F] 
to be regularly convergent. 
(v) Condition 5 is a necessary and sufficient condition for
 the iterative 
process [M,F] to be quadratically convergent. 
The proof of this theorem will be given in sect
ion 5.3. 
In many cases it might be very complicated to v
erify whether or not 
one of the Conditions 1 - 5 is .satisfied. In the 
next section we shall give, 
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amongst other things, less complicated stipulations under which one of the 
Conditions 1 - 5 is satisfied. 
5.2. FURTHER CONDITIONS ON THE ITERATIVE METHODS 
This section is divided into three subsections. The first contains two 
theorems that give sufficient conditions under which the iterative process 
[M,F] where M = lM (A,g,R,H) is stably convergent and quadratically conver-
gent, respectively. Here R is a given Runge-Kutta method with operator co-
efficients and H is a given sequence of stepsizes. These conditions are 
simpler than those given in Theorem 5.1.1. The last two subsections give 
still simpler conditions under which [M,F] exhibits one of the types of con-
vergence behaviour that were considered in section 5.1. 
5.2.1. Simpler sufficient conditions 
Throughout subsection 5.2.1 we denote with R = (p .. ) and H = {h0 ,h1 , 1., J 
•.. ,hN} respectively a given (fixed) m-stage Runge-Kutta method with opera-
tor coefficients and a given (fixed) sequence of stepsizes. Let M = JM (A,g, 
R,HJ. Consider the following condition: 
for n 0,1, •.. ,N, 
(5. 2 .1) 
-h g(t) E D~(p 0 .) and Po .(-h g(t )) =Po .(0) 
n n u. -1..., J -1..., J n n -1..., J 
(l = 2,3, .•• ,m+l; j = 1,2, ... ,l-1). 
The following two theorems hold. 
* -1 * * THEOREM 5.2.1. Assume that (5.2.1) holds and that sp([F' (x ] a1K(x ,x )) 
{1}. Then the iterative process [M,F] is stably convergent. 
* * THEOREM 5.2.2. Assume that (5.2.1) holds and that a1K(x ,x ) 
the iterative process [M,F] is quadratically convergent. 
We shall prove these theorems in section 5.3. 
* F' (x ) • Then 
REMARK 5.2.1. If E = IR then, obviously, the assumptions of Theorem 5.2.1 
and Theorem 5.2.2 are equivalent. 
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Suppose E 1 lR, then this need not be the case, as the following ex
ample 
shows. 
Choose u1 ,u2 € E such that (u1 ,u2J 
T € L(E) by 
(x € E). 
1. Define 
2 Thus, T 0 so that sp(T) = {O}. Suppose that, for the operator A € A, 
[A(F)](y,x) - F(y) 
~ 
F (x) + T (y-x) (F € F 1) • 
* * * 
Suppose that F(x) :: x. Hence F' (x ) = I and a1K(x ,x ) = I+ T. Consequent
ly, 
* * * a1K(x ,x) 1 F'(x ). On the other hand, from Theorem 2
.2.2 we have 
* -1 * * 
sp([F'(x )] a1K(x ,x )) = sp(I+T) = {1}. 0 
* * * REMARK 5.2.2. Cl 1K(x ,x ) F'(x) if, for example 
[A(F}] (y,x} - F(y} - F(x}, or 
[A(F}](y,x} - F'(x}(y-x}. 
The imbedding (1.1.5) with K = A(F} where 
[A(F}](y,x) - y-x 
is sometimes used in the discrete imbedding method (see e.g. [MENZEL & 
* * * 
SCHWETLICK, 1976]). Since in general a1K(x ,x} 1 F'(x ), this choice of A
 
does not seem to be suitable for iterative imbedding (see also the Theorem
s 
5.2.3-8). 0 
REMARK 5.2.3. The condition (5.2.1) holds if R = L where L is a Runge-Kut
ta 
method with scalar coefficients. This case will be considere
d in the next 
subsection. 
If R is a Runge-Kutta method with operator coefficients, the
 condition 
(5.2.1) holds if g(tn} = 0 (n = 0,1, ••• ,N). This case will be considered in
 
subsection 5.2.3. 0 
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5.2.2. Iterative methods based on Runge-Kutta methods with scalar 
coefficients 
We recall that throughout this subsection A, g and F are given (fixed) 
elements belonging to A, S and F1 respectively. 
The iterative methods to be considered in this subsection are of the 
type described in section 4.1. We shall give three theorems that give neces-
sary and sufficient conditions on A in order that for any Runge-Kutta method 
with scalar coefficients Land any sequence of stepsizes H, the iterative 
process [M,F] where M = IM(A,g,L,H) may have one of the three types of con-
vergence behaviour with which Theorem 5.1.1 was concerned. 
The proofs of these theorems will be given in section 5.3. 
THEOREM 5.2.3. The following propositions (i) and (ii) are equivalent. 
(i) For any Runge-Kutta method with scalar coefficients L and any sequence 
of stepsizes H the iterative process [M,F] where M = JM(A,g,L,H) is 
stably convergent. 
~~~ * -1 * * (ii) sp([F' (x ) ] 81K(x ,x ) ) = {1}. 
This theorem is a consequence of Theorem 5.2.1 and Theorem 5.1.l(ii). 
The next two theorems are consequent on the last three propositions of 
Theorem 5.1.1 and of Theorem 5.2.2. 
THEOREM 5.2.4. The following propositions (iii) and (iv) are equivalent. 
(iii) For any Runge-Kutta method with scalar coefficients L and any sequence 
of stepsizes H the iterative process [M,F] where M = JM (A,g,L,H) is 
regularly convergent. 
(iv) * * * a 1 K (x , x ) = F' (x ) . 
THEOREM 5.2.5. The following propositions (v) and (vi) are equivalent. 
(v) For any Runge-Kutta method with scalar coefficients L and any sequence 
of stepsizes H the iterative process [M,F] where M = JM (A,g,L,H) is 
quadratically convergent. 
* * * (vi) a1K(x ,x ) = F' (x ) . 
An immediate consequence of these theorems is, of course, that the pro-
positions (iii) and (v) are equivalent. 
5.2.3. Iterative methods based on Runge-Kutta methods with op
erator 
coefficients 
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We recall that throughout this subsection A, g and F are gi
ven (fixed) 
elements belonging to A, Sand F1 respectively. 
In this subsection we consider iterative methods of the typ
e described 
in section 4.2. Analogous to the previous subsection, we sha
ll give three 
theorems that give necessary and sufficient conditions on A
 and g in order 
that, for any Runge-Kutta method with operator coefficients
 R and any se-
quence of stepsizes H, the iterative process [M,F] where M = JM(A,g,R,Hl 
may have one of the three types of convergence behaviour w
ith which Theorem 
5.1.1 was concerned. 
The proofs of these theorems will be given in the next sect
ion. 
THEOREM 5.2.6. The following propositions (i) and (ii) are equivalent. 
(i) For any Runge-Kutta method with operator coefficients R and any sequenc
e 
of stepsizes H the iterative process [M,F] where M = IM(A,g,R,H) is 
stably convergent. 
(ii) sp([F'(x*>J-1a1K<x*,x*l> = {1} and g(t) = 0 (for all t € [0,1)). 
Theorem 5.2.6 is similar to Theorem 5.2.3. As may be expected
 we can 
also obtain results similar to Theorem 5.2.4 and Theorem 5.2.
5. 
THEOREM 5.2,.7. The following propositions (iii) and (iv) are equivalent. 
(iii) For any Runge-Kutta method with operator coefficients R and any se-
quence of stepsizes H the iterative process [M,F] where M = JM(A,g,R, 
Hl is regularly convergent. 
* * * (iv) a1K(x ,x ) = F' (x ) and g(t) = 0 (for all t € [0,1)). 
THEOREM 5.2.8. The following propositions (v) and (vi) are equivalent. 
(v) For any Runge-Kutta method with operator coefficients R and any se-
quence of stepsizes H the iterative process [M,F] where M = IM(A,g,R, 
HJ is quadratically convergent. 
* * * (vi) a1K(x ,x) = F'(x) and g(t) = 0 (for all t € [0,1)). 
An immediate consequence of these theorems is that the prop
ositions 
(iii) and (v) are equivalent. 
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5.3. PROOF OF THE THEOREMS 
As may be expected, the proofs of the theorems listed above exhibit 
similarities. Therefore in the next subsection we have collected some lem-
mata that will be useful for proving the theorems of both section 5.1 and 
section 5.2. Lemma 5.3.8 (statement (5.3.13d)), Lemma 5.3.10 (statement 
(5.3.14d)) and the Lemmata 5.3.11 and 5.3.12 will play an important role in 
the proofs of the theorems. 
5.3.1. Preliminary lemmata 
Throughout subsection 5.3.1 we denote with R = (p, .l and H = {h0 ,h1, J. I J 
... ,h} respectively a given (fixed) m-stage Runge-Kutta method with opera-N 
tor coefficients and a given (fixed) sequence of stepsizes. 
Furthermore, G = M(F) where M = JM (A,g,R,H). Since F E F1 and K = A(F) 
A * * where A E , there exist positive constants a , S , µ, µ1 , µ2 and µ3 such 
that B(x*,cr*J c D(F), and such that 
(5.3. la) 
(5.3.lb) II F" (x) II S µ, 
(5.3.lc) 
(5.3.ld) K(x,x) 0 
* * for all x,y E B(x ,a ) (see (2.6.1), (2.6.2) and (2.6.3)). As a consequence 
of Lemma 2.6.1 and (5.3.1) we have for all x,y,z E B(x*,cr*l 
(5.3.2a) llF' (x) - F' (y)ll $ µII x-yll, 
(5.3.2b) II a1K(y,x) - a1K(z,x) II $ µ111y-zll I 
(5.3 .2c) II a1K(y,x) - a1K(y,z)ll $ µ211 x-zll, 
(5.3.2d) II a2K (y ,x) - a2K(z,x) II $ µ311y-zll. 
We note that 
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Hence, for all x,y € B(x*,cr*> we have 
(5.3 .3a) 
and 
(5.3.3b) 
* * * 
11[(1-tJa1KCy,xl + tF'CylJ - [C1-tJa 1KCx ,x) + tF'(x )]II 
* * * 
s (1-tl {µ 1 Oy-x II + µ2Dx-x II} + tµUy-x II (for all t € [0
,1]). 
The following lemma is a general result that will often be u
sed subse-
quently. 
LEMMA 5.3.1. Let P: D(P) ~ E with D(P) c E. Let x,y € D(P). Suppose v = 
{z I z = x+t (y-x) with t € [ 0, 1]} c interior (D (P) ) • Let P' (z) exist (for all 
z € V) and suppose a constant o > 0 exists such that llp•(z)-P'(x)ll s oDz-xl
l 
(for all z € V). Then 
DP(y) - P(x) - P' (x) (y-x) II 
0 2 
s '2 Hx-yll • 
PROOF. see [SPIJKER, 1972; Lemma 1]. D 
We return to operator K. 
LEMMA 5.3.2. 
* * (for all x € B(x ,a)). 
* * PROOF. Let x,y € B(x ,a). Using (5.3.ld), (5.3.2b,c) and Lemma 5.3.1, 
llK(x,y) - K(x,x) + a1K(x,x) (y-x)ll 
:!> llK(y,y) - K(x,y) - a1K(x,y)(y-x)ll+Ha 1K(x,y) - a1K(x,x)llllx-yll 
µ1 2 2 
s T U x-yll + µ211 x-yll • 
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This proves the lemma. D 
* * Let x,y E B(x ,a). Then 
Therefore, as a consequence of (5.3.2d), Lemma 5.3.2 and (5.3.3a) we have 
(5.3.4) 
* * (for all x,y E B(x ,a)). 
We recall that the operator~ is defined in (2.6.12b). Each iterative 
method described in chapter 4 is based on the numerical integration of the 
initial value problem (2.6.12a). Therefore, ~will play an important role 
in the proofs of the theorems. The next five lemmata are concerned with ~. 
LEMMA 5.3.3. Lett E [0,1] and suppose that (t,x*,x*) ED(~). Assume that 
* * a1K(x ,x ) is invertible and set 
c * * -1 * [a 1K(x ,x ) ] F' (x ) • 
Then the operator [ (1-t) I+ tC] is invertible. Further 
x* E interior(D(~(t,·,x*)) n D(~(t,x*,•))) 
and the derivatives ai~(t,x*,x*) (i 2,3) exist and satisfy 
* * a2~(t,x ,x ) 
* * a3~(t,x ,x ) 
-1 
-g(t)I + [(1-t)I + tC] [I-C], 
-1 
-{1 - g(t)(l-t)}[(l-t)I + tC] . 
PROOF. The result follows from Lemma 4.2.3 and Lemma 5.3.2. D 
LEMMA 5.3.4. Lett E [0,1]. If (t,x*,x*) ED(~) then positive constants S 
and a exist such that (t,y,x) E D(~) and 
{5.3.5) 
* whenever x,y. € B{x ,cr). 
53 
* * * -1 -
PROOF. Set S 20 [ {1-t) a1K{x ,x ) + tF' (x ) ] II. Set µ = max{µ 1,µ 2,µ}
 and 
. * 1 cr = min{cr , 2Sa}. From Lemma 4.2.1 and (5.3.3b) the result follows. D 
LEMMA 5.3.5. Lett€ [0,1]. If (t,x*,x*l € D(~) then positive constants c 1, 
c 2 and cr exist such that (t,y,x) € D(~) and 
(5.3.6) 
whenever x,y € B(x*,cr). 
* * ~- Set 01 = llF 1 (x )II and o1 = e1 + µcr • From (5.3.2a) i
t follows that 
* * DF 1 (z)ll s o1 (for all z € B(x ,cr )) • From Lemma 2.6.1 it 
now follows that 
(5.3.7) * * (for ally€ B{x ,cr )) • 
Set 02 
that 
From (5.3.4) and Lemma 5.3.2 it follows that 
* * Let x,y € B(x ,cr ). Then 
(for all z,x € B(x*,cr*>>. 
* * (for all z € B{x ,cr )). 
K(y,x) K(y,x) - K(x*,x> + K(x*,x> - K(x*,x*). 
Using Lemma 2.6.1 it follows that 
(5.3.8) * * llK(y,x)ll s o2{11y-x II+ llx-x II} *
 * (for all x,y € B(x ,cr )) • 
From Lemma 5.3.4 it follows that numbers S > 0 and cr € (O,cr*J exist 
such 
* that for all x,y € B(x ,cr) we have (t,y,x) € D(~) and (5.3.5). Toget
her with 
(5.3. 7) and (5.3 .8) this yields the result with c 1 = S[l + {g(t) I (1-t) Jo 2 
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and c 2 = c 1 + f3[1 + tJg(t) I Jo 1 . 0 
LEMMA 5.3.6. Lett E [0,1]. Suppose (t,x*,x*) E D(~). Then positive constants 
c 1 ., c 2 . (i = 2,3) and cr exist such that y E interior(D(~(t,•,x))), 
, l. , l. 
x E interior(D(~(t,y,•))) and the derivatives ai~(t,y,x) exist and satisfy 
(5.3.9) II a.~(t,y,x) 
J. 
whenever x,y E B(x*,cr). 
a .~(t,x* ,x*> II ~ c llx-x*ll + c lly-x*ll (i 
J. 1,i 2,i 2, 3) 
PROOF. 1. From Lemma 5.3.4 and Lemma 5.3.5 it follows that positive constants 
c1 , c 2 , f3 and a number cr E (O,cr*J exist such that for all x,y E B(x*,cr) we 
have (t,y,x) ED(~) and (5.3.5), (5.3.6). From Lemma 4.2.3 it follows that 
x E interior(D(~(t,y,•))), y E interior(D(~(t,•,x))) and the derivatives 
o.~(t,y,x) (i = 2,3) exist whenever x,y E B(x*,cr). J. 
* * Let x,y E B(x ,cr), set T = [(1-t)8 1K(y,x) + tF' (y)] and T 
* * * [ (1-t) o1K(x ,x ) + tF' (x ) J. 
2. From Lemma 4.2.3 it follows that 
-1 
-[T] {-8 1K(y,x) + F'(y) + [(1-t)o 11K(y,x) + tF"(y)H(t,y,x)} 
* -1 * * * + [T J {-8 1K(x ,x ) + F' (x ) }. 
Note that 
Using this relation we obtain 
+ [ (1-t)ll o11K(y,x)ll + tllF"(y)llJh(t,y,x)ll} 
SS 
Using {S.3.S), (S.3.3), (S.3.2a), (S.3.lb,c) and {S.3.6) the result f
ollows 
for i = 2. 
3. From Lemma 4.2.3 it follows that. 
Hence 
* * a3~(t,y,x) - a3~(t,x ,x } 
-1 * -1 * * (1 - g{t} (1-t}}{[T] a2K{y,x) - [T ] a2K{x ,x )} 
-1 
- (1-t)[T] a 21K{y,x)~{t,y,x). 
* * Ua3~Ct,y,x} - a 3~ct,x ,x )U 
-1 * -1 * * * 
+ li[TJ Ull[T J llllT-T lllla 2K(x ,x )0} 
-1 
+ (1-t}li[TJ lllla 21K(y,x)llH~(t,y,x)ll. 
Using (S.3.S}, {S.3.4), (S.3.3b), (S.3.lc) and (S.3.6} the result fol
lows 
for i = 3. This completes the proof. 0 
LEMMA S.3.7. Lett E [0,1] and suppose (t,x*,x*> ED(~). Let 
f: D{f) + E, 
f(z} = ~(t,y,x) (z (y,x), z E D{f)) 
with 
D(f) { (y,x} I x,y E E; {t,y,x) E D{~)} c E x E. 
Then a constant cr > 0 exists such that 
B{x*,cr> x B(x*,cr> c D(f), {t} x B(x*,cr) x B(x*,cr> c D(~), 
fl ((y,X)) I a 2~(t,y,X) and a3~{t,y,x) exist 
and 
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(5.3.10) 
* whenever x,y E B(x ,o). 
PROOF. Notice that the operators K, a1K and a11K are continuous on D(F) x D(F) 
(cf. Lemma 2.6.3 and (2.6.2,3)). Further the operators F, F' and F" are con-
tinuous on D(F) (cf. (2.6.1)). From Lemma 5.3.6 it follows that a constant 
* * a > 0 exists such that t x B(x ,o) x B(x ,o) c D(W) and the derivatives 
* * 3iW(t,y,x) (i = 2,3) exist whenever x,y E B(x ,cr). Consequently B(x ,cr) x 
* B(x ,cr) c D(f). It is easily verified that the mapping (y,x) + a2w(t,y,x) 
* * and the operator f are continuous on B(x ,a) x B(x ,a). The result now fol-
lows from [BROWN & PAGE, 1970; pp. 284-285 and Theorem 7.4.2]. 0 
In the next lemmata Condition 0 will play an important role. We first 
* introduce the function G . 
Suppose that, for n = 0,1, ..• ,N, 
* * * * x E interior(D(W(tn,·,x ))),the derivative a2w(tn,x ,x) 
(5.3.11) exists and 
(.l 2,3, .•. ,m+l; j 1,2, ... ,.l-1) 
(cf. (2.2. 7)). Let 
(5.3.12a) * G G 
where G is defined in ( 4. 2. Sa - d) in which the functions i;;[ are defined by 
(5.2.12b) D (l;;l) = {x I x E D (n ) ; X E D(K1;1) (j = 1 '2' ... ,.l-1 J ' if .e. > 1}, n J 
.l-1 (n) 
n (xl + h l A* . K~(X) D(l;;l)) l;;.e_ (x) nn (X E 
n j=l .l,J J 
(n 0,1, .•. ,N; .l 1,2, .•. ,m+l). In (5.3.12b) 
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(5.3.12c) * * Po .(h a 2~(t ,x ,x )) 
-1.-,J n n 
(n 0,1, ••. ,N; l = 2,3, ... ,m+l; 
j 1,2, ... ,l-1). 
For n 0, 1 , ... , N we set 
(5.3.12d) * nn nn' 
n n 
(5.3.12e) * n l > * 
n (l 
r;l r;,l and, if 1, Kf-1 Kf-1 
1,2, •.. ,m+l). 
REMARK 5.3.1. Obviously, if R = L, where L is an m-stage Runge-Ku
tta method 
with scalar coefficients, then G* = G where G = M(F) with M = JM(A,g,L,H). 
0 
* The operator G will be a useful tool in investigating the local 
con-
vergence behaviour of [M,F] where M = JM(A,g,R,H). To that end we also need 
an expression of [G*J•cx*). 
Let the functions y, 'n (n = 0,1, •.. ,N+l), al and, for l > 1, Til-l 
(n = 0,1, ••• ,N; l = 1,2, •.. ,m+l) be defined in (5 .• 1.3). 
* 
LEMMA 5.3.8. Let Condition 0 be satisfied. Then (5.3.11) holds. Let G be 
defined in (5.3.12). Then for n 
(5.3.13b) and (5.3.13c) are true. 
0,1, .•. ,N the propositions (5.3.13a), 
(5.3.13a) 
·Positive constants an and on exist such that B(x*,an) c D(n~J, 
the derivative n*•(x) exists and lln*•(x)-T (C)li::; o llx-x*ll n n n n 
* whenever x E B(x ,an). 
For l = 1,2, •.. ,m+l positive constants a 0 , o2 0 and,if l > 1, o1 0 _ 1 
. . 
n,~ ,n,~ ,n,~ 
exist such that 
n n 
* * 
n * 
B(x ,a l) c D(K.f_-l)' C E DE(TI.l-1), the derivative [K.f_-1 JI (X) n, 
exists, 
(5.3.13b) n 
* n * II [Kl-1]' (x) - Til-l (C)li $ ol,n,l-lllx-x II 
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(if £. > 1) and 
* *n *n B(x ,an,£.) c D(l;;.e_ ), C E DE(o:l), the derivative [1;;£. ]'(x) exists, 
(5.3.13c) 
n 
ll[i;;; ]' (x) - o:~(C)ll $ o 0 llx-x*ll 
-<- -<- 2,n,-<-
* * whenever x E B(x ,a l). In particular, since G 
N n, 
y = 'N+l o:m+l' 
B(x*,oN 1J c D(G*), the derivative [G*J• (x*) exists and 
,m+ 
(5.3.13d) 
II [G*]' (x) - y (C) II :<=; 0 111 x-x *11 2,N,m+ 
* whenever x E B(x ,a 1>. N,m+ 
PROOF. Since Condition 0 is satisfied, (5.3.11) holds (cf. Lemma 5.3.3, 
(5.1.2) and (5.1.3e)). 
* 1. Let n = 0. Since n0 (x) = x (for all x E D(F)) and i: 0 (z) - 1, the pro-
position (5.3.13a) is true for n = 0. 
2. Suppose (5.3.13a) is true for some n = n0 with 0 $ n0 $ N. 
2.1. Since i;;~no = n~0 and a~O ='no' the propositions (5.3.13b) and (5.3.13c) 
are true for n = n0 and l = 1. 
2.2. Suppose (5.3.13b) and (5.3.13c) are true for n = n0 and all£.$ £.0-1 
where 2 :<=; £.0 $ m+l. Set tn .e. 1 = tn + v.e_ 1hn . Then positive constants 
. 0 1 o- 0 o- 0 
crl, On I 01 "-1 (£. = 2,3, ... ,to-1) and 02 0 -1 exist such that for o ,no,-<- ,no,-<-o 
n = n0 we have (5.3.13a) is true, (5.3.13b) is true (for£.= 2,3, ... , 
£.0-1) and (5.3.13c) is true (for£.= £.0-lJ, if on0 a 1 and an0 ,t o1 
c.e. = 1,2, ... ,t0-1i. 
*no * *no * Since [1;;.e_ _1J• (x) exists and s.e_ -l (x) 
- 0 - 0 * -constant a2 E (O,o1J exist such.that B(x ,a2 ) c 
* x , a constant 
*no 
D(i;;.e.0_1J and 
e > 0 and a 
*nO * * 111;;.e. _1 (xl -x II :0; ellx-x II 
0 
* -(for all x E B(x ,o2JJ. 
From Lemma 5.3.6 and Lemma 5.3.7 it follows that positive constants c 1 . , 
,i 
c 2,i (i = 2,3) and a constant cr3 > 0 exist such that (5.3.9) and (5.3.10) 
hold fort= t 0 1 with a= a3 • Set o4 min{cr2 ,cr3/(1+8J}. Then 
* - ng,-<-o- * -
B(x ,o4J c D(Kf ~ 1 ). Let x E B(x ,o4 J. As a consequence of the chainrule 
0 
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*no 
and (5.3.10) it follows that [Kl0_1J• (x) exists and 
Hence, (cf. Leillllla 5.3.3), 
Further 
* no 
.:s:cc112 +c 2aiUx-xH{lla 0 _ 1 ccJll+o 2 0 1cr} 2, ~o ,no,~o- 4 
Set 
Then (5.3.13b) holds for n = n0 and l = l 0 when cr l o4 • Consequently 
* - *no * -
no, 0 *no 
B(x ,cr4) c D(~lo) and for any x € B(x ,cr4) the derivative [~
lo ]'(x) exists 
and 
* n '(x) 
no 
60 
Hence, 
l -1 
0 no I p l . (h u 1 (t ,C)) 71. (C) j=l o'J no no J 
Further 
Hence (5.3.13c) is true for n n0 and l = l 0 . Therefore (5.3.13b), (5.3.13c) 
are true for n = n0 and all l ~ m+l 
* *no ~no 2. 3. Suppose n0 < N. Since n l = l;m~·l and i: l ~ l' the proposition no+ • no+ m+ 
(5.3.13a) is true for n = n0+1. This proves the lemma. 0 
* * Lemma 5.3.10 describes the similarity between G and G near x . For 
the proof of Lemma 5.3.10 we need the following lemma. 
LEMMA 5.3.9. Let p be a rational function with real coefficients. If 
c0 € DE(p), then positive numbers£ and o exist such that all C € L(E) with 
lie - c0 11 < £ belong to DE(p) and satisfy the inequality 
-1 PROOF. Let p(z) = [q(z)] p(z) whereby p and q are polynomials with real 
coefficients. Then E',o 1 ,o 2 > O exist such that all c € L(E) with llc-c0 11 < £ 
satisfy 
and 
-1 -1 -1 -1 Further [c1 J - [c2J = [c2J [c2 - c 1 J[c1] (for all c1 ,c2 € L (E) which 
are invertible). Together with Lemma 4.2.1 this yields the result. 0 
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* 
LEMMA 5.3.10. Let Condition 0 be satisfied. Then (5.3.11) holds. L
et G be 
defined in (5.3.12). Then for n = 0,1, ••• ,N the propositions (5.3.1
4a), 
(5.3.14b) and (5.3.14c) are true. 
Positive constants cr and o exist such that n n 
(5. 3 .14a) 
lln (x) -n*(x)ll $ o llx-x*ll 2 whenever x E B(x*,cr ). 
n n n 
n 
For l = 1,2, ••• ,m+1 positive constants on,l' o2,n,l and, if l > 1, 
o1,n,l-l 
exist such that 
(5.3.14b) 
(if l > 1) and 
(5.3.14c) 
* 2 02 ollx-x n 
,n,.(.. 
* 
N * 
whenever x E B(x ,crn,l). In particular, since G = 'm+l and G 
* * B(x ,ON 1> c D(G) n D(G ) and 
,m+ 
(5.3.14d) 
* 2 $ o2 1Hx-x II 
,N,m+ 
* whenever x E B(x ,crN,m+l). 
PROOF. Since Condition 0 is satisfied, (5.3.11) holds. 
1. Let n = 0. Since D(F) = D(n0) D(n~) and n0 = n~, the proposition 
(5.3.14a) is true for n = O. 
2. Suppose (5.3.14a) is true for some n = n0 with 0 $ n0 $ N.
 
no *no * 
2.1. Since '1 = nno and '1 = nno' the proposition
s (5.3.14b) I (5.3.14c) 
are true for n = n0 and l = 1. 
2.2. Suppose (5.3.14b), (5.3.14c) are true for n n0 and all l 
$ l 0 -1 
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where 2 ~ l 0 ~ m+l. Sett 0 1 = t + V 0 1h . Then positive constants 
- no,~o- no ~o- no 
a1 , o , o2 0 and o 0 1 (l = 2,3, .•• ,l0-1J exist such that for no ,no,~o-1 1,no,~-
n =no we have (5.3.14a) is true, (5.3.14b) is true (for l = 2,3, •.. , 
l 0 -1) and (5.3.14c) is true (for l = l 0 - 1), if an0 = 0: 1 and an0 ,l a 1 
<l = 1,2, ..• ,l0-1i. 
From Lemma 5.3.8 it follows that constants a 2 E (O,cr 1J and 61 > 0 exist 
* - * *nO such that B(x ,a2 J c D(nn0 J n D(~l0_ 1 J, 
(5.3.15a) 
and 
(5.3.15b) * -(for all x E B(x ,a2 JJ. 
* - *no Moreover, for l = 2,3, .•• ,l0 , B(x ,a2 ) c D(Kl_ 1J and 
(5.3.15c) * -(for all x E B(x ,a2JJ. 
From (5.3.14c) (n = n 0 , l = l 0 - 1) and (5.3.15b) it follows that 
(5.3 .15d) 
* -(for all x E B(x ,a2JJ 
8 + o a • 1 2,n0 ,l0-1 2 
•k * Since (t,x ,x ) E D(4>) (for all t E {tn , 
0 
and the relations (5.3.15d), (5.3.15c) t 0 1}J, because of Lemma 5.3.6 no,~o-
(l = l 0 J, there exist positive constants c 1 , c 2 and a constant 0: 3 E (O,cr 2 J 
* - no no 
such that B(x ,a3 J c D(Kl0_ 1J n D(Kl0_ 1 ) and 
(5.3.16) 
* -(for all t E {t ,t 0 _ 1} and all x,y E B(x ,a3JJ. no no,~o 
Set a 4 
- -1-[ 1 + o/.] a3 • Then, from Lemma 2.6.1 it follows that for all 
* -x E B(x ,a4 J 
Therefore, a 
n = no and .e. 
Observe 
constant o1 0 1 exists such that (S.3.14b) is true for 
,no,-l..o- _ 
= .e.0 with a 0 E (O,a4J. no,-l..o 
that 
(j = 1,2, ... ,.e.0-1). 
Hence, from Lemma S.3.9 and relation (S.3.16) it follows that constants 
* -
as E (O,cr4J and 63 > 0 exist such that for all x,y E B(x ,as) 
and 
(j = 1,2, ••. ,.e.0-1). 
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Let 84 81 +o OS. Then B(x*,crS) cD(ri ) and lln (x) -x*ll
 $ 8411x-x*ll (for 
* _no _ _ _1_no no n *n 
all x E B(x ,as)). :e= a6 [l+o4J as. Then B(x*,06) c D(t;.e_~l n D(z;.e.0°) 
and for all x E B(x ,a6 ) 
II n (x) 
no 
n 
(n ) * (n ) * 0 
+ II A.e_ O. - A,e._ ? 1111 K. (x) II } s 
o•J o•J J 
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Hence (5.3.14b), (5.3.14c) hold for n = n0 and all l S m+l. 
. no * *no 2.3. If n 0 < N then, since n l = ~ l and n l ~m+l' (5.3.14a) holds no+ m+ no+ 
for n = n0 + 1 as well. This proves the lemma. D 
* From Lemma 5.3.10 it follows that x E interior(D(G)) whenever Condi-
tion 0 is satisfied. The next lemma shows that the reverse is also true. 
* LEMMA 5.3.11. Condition 0 is satisfied if and only if x E interior(D(G)). 
* * * PROOF. 1. Suppose x E interior(D(G)). Obviously, (t,x ,x) ED(~) for all 
* * t = tn+Vf-lhn (n = 0,1, ..• ,N; l = 2,3, ... ,m+l). In particular a1K(x ,x) 
is invertible. Using Lemma 5.3.3, it is easily verified that Condition 0 
is satisfied. 
2. If Condition 0 is satisfied, from Lemma 5.3.10 it follows that 
* x E interior(D(G)). D 
The following important lemma is a consequence of Lemma 5.3.8 and 
Lemma 5.3.10. 
* LEMMA 5.3.12. If Condition 0 is satisfied, then x E interior(D(G)), the 
* * derivative G' (x ) exists and G' (x ) = y(C). 
* * PROOF. From Lemma 5.3.8 it follows that x E interior(D(G )), the derivative 
[G*J• (x*) exists and [G*J• (x*) = y(C). From Lemma 5.3.10 it follows that 
* * x E interior(D(G)). From (5.3.14d) it follows that G'(x) exists and 
G' (x*) = [G*J• (x*). D 
The next three lemmata will be useful in the proofs of the Theorems 
5.2.1 and 5.2.2. 
LEMMA 5.3.13. Suppose -hng(tn) E D~(p 0 .) and Po .(-h g(t )) 
.... -<-,J -<-,J n n 
( n = 0, 1 , •.. , N; .l = 2, 3, ... , m+ 1 ; j = 1 , 2, ... ,l-1) . Then 
(5.3.17a) 
-1 
p 0 . (0) 
"-• J 
(if l > 1) and 
(5.3.17b) 
(n = 0,1, ••• ,N; l = 1,2, ••• ,m+l). In particular we have 
(5.3.17c) and y (1) o. 
PROOF. Notice that u 1 (t,1) = -g(t) and u 2 (t,1) = -(1-g(t) (1-t)).
 
1. a~= •o and <0 (z) = 1 hold. Hence (5.3.17a), (5.3.17b) aLe true for 
n=Oandl=l. 
2. Suppose (5.3.17a), (5.3.17b) hold for n == n0 -1 with O < n0 s N an
d 
l == 1,2, ••• ,m+l. 1 
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no no- no 
no 
2.1. Since a 1 = < =a 1 , we have 1 € D,..
.(a1 ) and a 1 (1) 1-t 1 -
n0 m+ ~ no-
" +lh 1 =1-t • Thus (5.3.17a), (5.3.17b) hold for 
n = n0 andl = 1. 
m no- no 
2.2. Suppose (5.3.17a), (5.3.17b) are true for n = n0 and all l s l 0 -
1 
where 2 s l 0 s m+l. Set t 0 1 == t + v 0 1h • The
n 1 € D,,,('lf~O 1> and 
Further 
and 
no 
'J[l -1 (1) 
0 
nor.t.o- no .t.o- no ~ o-
-g(t D _ 1) (1 - t D ) no,.t.o no,.t.0-1 
l -1 0 
+ h l 
no j=l 
1 - t - "l h • 
no 0 no 
This proves the lemma. 0 
The next two lemmata are direct consequences of Lemma 5.3
.13. 
LEMMA 5.3.14. Let the assumptions of Lemma 5.3.13 hold. Suppose 
-
w -1 * * 
sp(LF'(x )] a1KCx ,x )) == {1}. Then Condition O is satisfied and s
p(y(C)) 
{O}. 
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* -1 * * PROOF. Set T = [F'(x )] o1K(x ,x). According to Theorem 2.2.2 the operator 
* * T is invertible. It is easily verified that a1K(x ,x ) is invertible and 
* * -1 -1 * -1 * * -1 * [8 1K(x ,x ) ] = [T] [F' (x ) ] . Set C = [8 1K(x ,x ) ] F' (x ) . Since C = 
-1 [T] , from Theorem 2.2.2 it follows that sp(C) = {1}. Consequently, from 
Lemma 5.3.13 and Theorem 2.2.2 it follows that the statement of the lemma 
is true. D 
* * LEMMA 5.3.15. Let the assumptions of Lemma 5.3.13 hold. Suppose a1K(x ,x ) 
* F'(x). Then Condition 0 is satisfied and y(C) = 0. 
PROOF. According to Lemma 5.3.14 Condition 0 is satisfied. In this case 
C = I. It is easily verified that y(I) = 0. D 
5.3.2 Proof of Theorem 5.1.1 
a. The propositions (i), (ii), (iii) and (iv) are immediate consequences 
of Lemma 5.3.11, Lemma 5.3.12 and Theorem 2.5.1. 
b. Suppose that Condition 5 is satisfied. Due to Lemma 5.3.8 and Lemma 
* * 5.3.10 positive constants cr, o1 and o2 exist such that B(x ,cr) c D(G) n D(G ) 
and 
II G (x) - G* (x) II 
* . * * whenever x E B(x ,cr). Since G (x ) * x , from Lemma 5.3.1 it follows that 
0 1 * 2 llG* (x) -x*ll S: - llx-x II 
2 * (for all x E B(x ,cr)). 
Hence 
llG(x) - x*ll * (for all x E B(x ,cr)). 
Thus [M,F] is quadratically convergent. 
c. Suppose [M,F] is quadratically convergent. From Lemma 5.3.11 it follows 
that Condition 0 is satisfied. From Lemma 5.3.12 and Theorem 2.5.4 it follows 
that Condition 5 is satisfied. This completes the proof. 0 
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5.3.3. Proof of the Theorems 5.2.1 and 5.2.2 
Suppose that (5.2.1) holds. 
* -1 * * 
1. PROOF OF THEOREM 5.2.1. Suppose sp([F'(x )] a1K(x ,x )) = {
1}. Due to 
Lemma 5.3.14 Condition 1 holds. Theorem 5.1.1(i) yields the res
ult. D 
* * * 
2. PROOF OF THEOREM 5.2.2. Suppose F'(x) = a1K(x ,x ). Due to 
Lemma 5.3.15 
Condition 5 holds. Theorem 5.1.l(v) yields the result. D 
5 • 3 • 4 • Proof of the Theorems 5 • 2 • 3 - 5 
1. PROOF OF THEOREM 5.2.3. a. We show.that (i) implies (ii). To
 that end we 
need the following two lemmata. For 6 € (0,1] and o € IR, defin
e 
(5.3.18) £ce "' = (: 
0 
0 
1-0 
-
LEMMA 5.3.16. Let 6 € (0,1] and 0 € IR. Let L = L(6,o) and H =
 {1}. Set G 
M(F) where M = lM(A,g,L,HJ. Let the rational function y be define
d in 
(5.1.3) where R = L. Suppose x* € interior(D(G)). Then Conditio
n 0 holds, 
* * a1K(x ,x) is invertible and [(1-6)I+6C] is 
invertible where 
(5.3.19) c * * -1 
* [a 1KCx ,x ) J F' (x ) • 
Further C € DE(y), the derivative G'(x*> exists, G'(x*> 
cl + oc2 where 
(5.3.20) I+ {[(1-6)I+6C]-l[I-C]-g(6)I}[I-6C] 
. 
-1 
- {1-g(6) (1-6)}[(1-6)I+6C] 
and 
(5.3.21) 6{2 + 6g(6) }[ (1-6)! + 6C]-lC[I-C]. 
y(C) and y(C) 
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PROOF. According to Lemma 5.3.11 Condition 0 is satisfied (where R = L). 
* * Hence <\KCx ,x) is invertible, [(1-0)I+0C] is invertible and C E DE(y). 
From Lemma 5.3.12 it follows that G'(x*> exists and G'(x*> = y(C). A little 
calculation shows that 
(5.3.22) y(C) -1 I+o{-c}+ (1-o){{[(1-0)I+0C] [I-C]-g(0)I}[I-0C] 
-1 
- [1-g(0)(1-0)][(1-0)I+0C] }. 
Resolving relation (5.3.22) one obtains 
This proves the lemma. D 
LEMMA 5.3.17. Let e E (0,1] and let c 1 and c 2 be defined in (5.3.20) and 
(5.3.21) respectively. Then for any o E lR 
PROOF. Let o E IR. It is easily verified that c 1 and c 2 commute. Hence 
c 1 +oc2 and -c1 commute. Therefore (cf. [RUDIN, 1973; Theorem 11.23]) 
Consequently, 
* -1 * * Suppose (i) holds and sp([F'(x )] a1K(x ,x )) r {1}. There follows 
that (0,x*,x*) ED(~) so that aiK(x*,x*) is invertible. Choose 0 E (0,1] 
such that 2 + 0g(0) r 0. (This is possible since g E S, cf. (2.6.9) .) Let 
o E IR. Since (i) holds, Lemma 5.3.16 applies. Let c 1 and c 2 be defined in 
(5.3.20) and (5.3.21), respectively. From Theorem 2.2.2 it follows that 
sp(c2J r {0}. Choose o1 E lR such that Jo 1 Jsr(C2) - sr(c1J > 1. Let 
L = L(0,o 1l and H = {1}. Let the rational function y be defined in (5.1.3) 
where R = L. From Lemma 5.3.16 and Lemma 5.3.17 it follows that 
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Using Theorem 5.1.l(ii) this yields a.contradiction. 
b. From Theorem 5.2.1 it follows that (ii) implies (i). 0 
2. PROOF OF THE THEOREMS 5.2.4, 5.2.5. We shall show th
at (vi) implies (v), 
and that (iii) implies (iv). This is of course sufficient to prove 
both 
Theorem 5.2.4 and Theorem 5.2.5. 
a. From Theorem 5.2.2 it follows that (vi) implies (v). 
b. We show that (iii) implies (iv). Assume (iii) holds and suppos
e 
* * * a1K(x ,x ) 'f F' (x ) • Choose 6 € (0,1] such tha
t 2 + 6g(6) 'f O. Let c5 € JR. 
Lemma 5.3.16 applies. Let c, c1 and c2 be defined in (5.3.19), (5.3
.20) and 
(5.3.21), respectively. Since I - C 'I 0 and C is invertible, we have 
llc2D 'I O. 
Choose cS 1 E JR such that lc5 1 illc2 - c111 > 1. Let 
L = i.(a,cS 1l (cf. (5.3.18)) 
and H = {1}. Let the rational function y be defined in (5.1.3) where 
R = L. 
From Lemma 5.3.16 it follows that c E DE(y) and 
Using Theorem 5.1.l(iv) this yields a contradiction. 0 
5.3.5. Proof of the Theorems 5.2.6 - 8 
1. PROOF OF THEOREM 5.2.6. a. We show that (i) implies (ii). We sha
ll use 
the following lemma. 
* -1 * * 
LEMMA 5.3.18. Suppose sp([F'(x )] a1K(x ,x )) = {1} and g(6) 'I 0 for so
me 
ia E [0,1). Then a Runge-Kutta method with operator coefficients Rand a se-
quence of stepsizes H exist such that x* i D(G) where G = M(F) and M = 
lM (A,g,R,H). 
* -1 * * * * 
PROOF. Since sp([F' (x )] Cl 1K(x·,X )} {1}, the operator a1K(x ,x}
 is in-
* * -1 * 
vertible. Set C = [a1K(x ,x }] F' (x). Since sp(C) = {1} it follow
s that 
the operator [(1-6}I+6C] is invertible. From Lemma 5.3.3 it follows
 that 
* * a2~(6,x ,x } exists and 
* * a2~ca,x ,x l 
-1 
-g(6) + [(1-6)I+6C] [I-C]. 
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From Theorem 2.2.2 it then follows that 
* * sp((1-6)Cl 2<!>(6,x ,x )) {-(1-6)g(8)} '/- {O}. 
Let R = (p, .) be a one-stage Runge-Kutta method with operator coefficient 
i,J - 1 -1 . 
where p 211 (z) = [1 + g( 6)(l-6) z] . Let H = {h0 , ... ,hN}, where H = {1} if 
6 = 0 and ff = {6, (1-6)} if 6 '/- O. Let G = M(F) where M = :JM (A,g,R,H). Then 
D 
Since any Runge-Kutta method with scalar coefficients is a Runge-Kutta 
method with operator coefficients, it follows from Theorem 5.2.3 and Lemma 
5.3.18 that (i) implies (ii). 
b. From Theorem 5.2.1 it follows that (ii) implies (i). 
2. PROOF OF 'FHE THEOREMS 5.2.7, 5.2.8. we shall show that (vi) implies (v), 
and that (iii) implies (iv). 
a. From Theorem 5.2.2 it follows that (vi) implies (v). 
* * b. Suppose (iii) holds. From Theorem 5.2.4 it follows that a1K(x ,x ) 
F'(x*). From Theorem 5.2.6 it follows that g(t) = 0 (for all t E [0,1)). 
This completes the proof. D 
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CHAPTER 6 
RADIUS OF CONVERGENCE 
In this chapter we determine the radii of converge
nce of some of the 
iterative methods described in section 4.1. 
In section 6.1 we introduce F<cr,~ 1y>, the subclass of F1 (see (
2.6.1)) 
to which the radii of convergence to be considered
 in Part I of.this chapter 
will be related. In section 6.2 we determine the r
adius of convergence of 
Newton's method. In section 6.3 a class of iterativ
e methods, which are 
denoted by Mw' is introduced. These have greater radii o
f convergence than 
Newton's method. Any method~' which is a kind of
 damped Newton method, is 
of a type considered in subsection 5.2.2. We also g
ive a result which shows 
that certain damped Newton methods have greater ra
dii of convergence than 
Newton's method. 
Part II of this chapter is concerned with F<cr,a>, th
e subclass of F1 
that is introduced in section 6.4. In section 6.5 w
e determine the radius 
of convergerice of Newton's method with respect to 
F<cr,a>. As in Part I of 
this chapter, we investigate in section 6.6 the co
nvergence behaviour of 
the iterative methods M~ (introduced in section 6.3) with resp
ect to F<cr,a>. 
w 
In this case, we are able to give an explicit expr
ession for the radii of 
convergence. 
We finally note that we base the determination of 
the radius of conver-
gence of an iterative method M with respect to a s
ubclass F0 of F1 on the 
following principle. We first give a lower bound, 
say r, of r(M;f0). Then 
we consider the case E = lR and.construct an f E F0 for 
which r(M,f) r. 
When E is an arbitrary Hilbert space we "extend" f
 to an operator F on E 
such that F E Fo and r(M,F) = r. The extension of f to F is describ
ed in 
subsection 6.2.3. 
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PAR!' I 
6.1. THE CLASS f<cr,S,y> 
In the first part of this chapter we shall be concerned with the fol-
lowing subclass of F1 (see 2.6.1)). 
For given cr € (O,m] and S,y > 0 
(6.1.1) f<cr,S,y> {FIF € F 1 ;-B(x*,cr> c D(F); li[F'(x*>J-111 ~ S; 
llF"(x)ll ~ y (for all x € B(x*,cr))}. 
We notice that for any F € F1 , numbers cr € (0,m] and S,y > 0 exist such that 
F € f<cr,S,y>. Hence 
(6.1.2) U f<cr,S,y>. 
0€(0,m] 
S,y>O 
Let S > 0 and let F € L(E) with F = t I (I is the identity). Obviously, 
F € f<cr,S,y> (for all cr € (0, 00 ], y > 0). Consequently, for each cr € (0, 00 ] 
and all S,y > O, the set f<cr,S,y> is not empty. 
6.2. THE RADIUS OF CONVERGENCE OF NEWTON'S METHOD WITH RESPECT TO f<cr,(3,y> 
Let cr € (0, 00 ] and S,y > 0. Let M be Newton's method, which means that 
for F € F1 , the function G M(F) is defined by 
G: D(G) + E, 
(6.2.1) D(G) {x Ix€ D(F); F'(x) is invertible}, 
G(x) x - r(x)F(x) (x € D(G)). 
We recall that r(x) denotes [F' (x)]-l (for x € D(G)) 
THEOREM 6.2.1. Let M be the Newton's method, then 
(6.2.2) r (M;f<cr, S,y>) 2 min{cr, 36y}. 
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We shall prove Theorem 6.2.1 in the next subsec
tions. 
6.2.1 Proof of Theorem 6.2.1 
In order to prove Theorem 6.2.1 we need the follo
wing two lemmata. 
LEMMA 6.2.2. If FE F<o,B,y> and x E B(x*,ol n B(x*, ;y) the
n F'(x) is in-
vertible and 
B 
1-ByDx-x*u 
* -1 
PROOF. Since FE F<o,B,y>, it follows that ll[F'(x )] II s 
Band 
---
* * '*
 *1 
HF 1 (x) -F'(x )II s yllx-x II (for all x E B(x ,o) n B(x, -B )), (cf. 
Lemma 
. 
y 
2.6.1). Therefore, Lemma 4.2.1 applies, thus proving this 
lemma. D 
LEMMA 6.2.3. For FE F<o,B,y> let G be defined by (6.2.1). T
hen 
and 
* * 1 B(x ,o) n B(x , By) c D(G) 
* 2 
llG(x) -x*ll s ByHx-x 11 
2(1-Byllx-x*ll) 
* * 1 
whenever x E B (x ,o) n B (x , By) • 
PROOF. The first part of the conclusion is a co
nsequence of Lemma 6.2.2. 
---
* * 1 
Let x E B(x ,o) n B(x , -B ) • From Lemma 
* y 
F(x) + F'(x)(x -x) + r(x), where Hr(x)ll 
5.3.1 it follows that 0 = F(x*> = 
Y n *u 2 s 2 x-x • Thus 
llx - r (x)F(x) - x*ll II r (x) r (xl U • 
Using Lemma 6.2.2, we obtain 
* 2 
U r(x) r (x) II s __.B-'y'-ll_x_-x_ll __ 
2 ( 1-Byll x-x *u) 
This completes the proof. D 
We are now able to prove the following lemma. 
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LEMMA 6.2.4. Let M be the Newton's method, then 
2 
r(M;F<o,a,y>) ~ min{o, 3ay}. 
PROOF. Let FE F<o,a,y>, and G = M(F). Thus G is defined by (6.2.ll. For 
-- 2 2 -1 2 
e: E (0,3l, set a(e:) = [3+2e:] [3-e:]. Note that 0 < a(e:) < 1. From Lemma 
6.2.3 it follows that for any x E B(x*,o> n B(x* (~-e:)_!_) we have x E D(G) 
and 
(6.2.3) * 2 * ayllx-x II II G (x) - x II s -'--'----- s 
2<1..'.ayllx-x *u l 
• 3 ar 
2 
--e: 
3 * 2 lx-x II 
2(1-(3-e:ll 
a(e:)llx-x*ll. 
* * 2 2 If x0 E B(x ,o) n B(x , ~) then an e: E (0 13> exists such that x0 E 
* - * 2 1 ,.,y B(x ,o) n B(x , (3- e:) ay). The relation (6.2.3), shows that x0 € D(M,F) (cf. 
(2.3.3)) and that the sequence{~} generated by x0 and [M,F] satisfies 
(k +co). 
2 Hence x0 E S(M,F) (cf. (2.3.5)), so that r(M,F) ~ min{o, 3ay}. Since F was 
an arbitrary element of F<o,a,y> this proves the lemma. D 
Results similar to Lemmata 6.2.3 and 6.2.4 can also be found in 
[RHEINBOLDT, 1975]. 
REMARK 6.2.'1. Notice that, if FE F<o,a,y>, then at the same time, F E 
* 0 (D(F0 ) = B(x ,o)). F<o,a,y> where F is the restriction of F to B(x*,o>, 0 
Obviously r(M,F0 ) s o, so that r(M;F<o,a,y>) s o. D 
REMARK 6.2.2. Suppose E = lR and let o > 3 ~y· In view of Lemma 6.2.4 and 
Remark 6.2.1 the proof of Theorem 6.2.1 is completed if we can show that an 
* 2 f E F<o,a,y> and an x0 E D(f) with llx0 - x 11 3ay exist such that x0 i 
S(M,f). Consider 
1 
2f32y 
.!_ ~ - .r. ~2 
f3 2 
.!_ ~ + .r. ~2 
f3 2 
1 
- 2f32y 
It is easily verified that 
(l.. f I: > 1 ) 
<, - f3y , 
1 
(if ~ € [O, f3y)) , 
1 
(if~€ (- f3y ,0)), 
(if ~ 
a) f 0 is continuously differentiable on IR, f0 (~) exists and if0 (~
) I s y 
(for all ~ € lR with ~ I- {O, - :y' :y}); 
b) the equation f0 (~) = 0 has a unique solution at ~* 0 and 
l[f0 c~*>J- 1 1 = a; 
) ith 1: = - 2- we have 
c w "o 3f3y 
and 
fo <-~o> 
-~o - f' c-~ > = ~o· 0 0 
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* 2 Consequently, 1~0 - ~ I = 3f3y and ~O I- S(M,f0). However, since f 0 I- F<o,[3,y> 
(f0 is not twice-differentiable at~= O, ~ = :y and~= -:y)' this example 
does not complete the proof of Theorem 6.2.1. The proof 
can be completed by 
using the next lemna. It states that an f with the desi
red properties exists, 
which is not only twice but infinitely differentiable o
n D(f). D 
2 
LEMMA 6.2.5. If a > 3f3y then for any£ > 0 there exists an F € F<o,[3,y
> 
which is infinitely differentiable on D(F), for which 
2 
r(M,F) < 3f3y + £. 
For the case E = lR we prove this lemma, with the func
tion f 0 of Re-
mark 6.2.2 in mind, in the next subsection. If E ~ lR th
en Lemma 6.2.5 is 
proved in the subsection 6.2.3 (cf. p. 86). 
In view of Lemna 6.2.4 and Remark 6.2.1 the proof of The
orem 6.2.1 is 
easily completed by application of Lemma 6.2.5. 
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6.2.2. Proof of Lemma 6.2.5 where E lR 
In this section we shall prove Lemma 6.2.5 if E 
(1;1,1;2) = 1;1 1;2 (for all 1;1,1;2 E IR). 
PART A 
IR with innerproduct 
We start with a lemma which will be used subsequently. 
LEMMA 6.2.6. Let $: D($) + lR with D($) c JR. Assume that D($) ~ (-E,E) 
for some E > 0. Suppose that $ has a fixed point I; = O. Assume that $ is 
continuous on D($) and that 1$(1;) I$ li;I (for all I; E lR with 0 $ li;I < s). 
If sorrva A > 0 satisfies [->.,>.] c D($), 1$(>.) I ~f. and 1$(-J..) I ~ >., then a 
nwnber i; 0 E [->.,>.]with i; 0 ~ 0 exists for which $(1;0 ) ED($) and $[$(1;0 )J 
i;o. 
PROOF. If$(>.) ~ f. or$(->.) $ ->. then ~(1;0 ) = i;0 (for some i; 0 E [->.,>.]with 
i; 0 ~ 0), so that the statement is true. Suppose$(>.) $->.and$(->.) ~ >.. 
Then a number o1 E [-J..,0) exists such that $(o 1) =A and a number o2 E (0,J..] 
exists for which $(o 2) = ->.. We assume that 1$(1;) I $A (for all I; E [o 1 ,o 2Jl. 
This is no restriction. Hence $(1;) E D($) (for all I; E [o 1 ,o 2Jl. Since 
$[$(o 2JJ =$(->.)~f. and l$C$(1;JJI $ li;I (for all I; E (0,s)), a number i; 0 E 
(O,o 2J exists such that $[$(1;0)] = i; 0 • This proves the lemma. 0 
PART B 
We note that in Remark 6.2.2 we were not able to complete the proof of 
Theorem 6.2.1. But with the function f 0 in mind, we can construct an F that 
satisfies the proposition of Lemma 6.2.5. 
We introduce some function classes. Let T E (O,oo]. We define 
(6.2.4a) C00 (-T 1 T) 
If T oo, we set 
(6.2.4b) C00 (IR) 
{ f [ f: (-T, T) + IR; f is infinitely differentiable 
on (-T,T)}. 
C00 (-T 1 T). 
We give two well-known results (see also [COURANT, 1961; p. 172]). 
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LEMMA 6.2.7. There exists a function w E C
00 (IRJ such that 
0 (if I; $ OJ , 
w (i;J > 0 (if I; > OJ • 
PROOF. Let W: lR ->- JR, 
(6.2.5J 
0 
{ -1/I; 
e 
(if I; $ OJ , 
(if I; > OJ • 
It is easily verified that the stateme
nt of the lemma holds. D 
LEMMA 6.2.8. Let the numbers y1, y2 , o3 and o2 be giv
en. Suppose o1 < a2 • 
Set d = (y 1 ,y2 ,a 1,a 2J. Then a monotone func
tion hd E C00 (JRJ exists such 
that 
(6. 2 .6J 
(if I; $ olJ, 
(if I; ;:: 0 2J • 
PROOF. We assume that y 1 f. y 2 (y 1 = y 2 is a 
trivial case) • Let <P (i;J -
w<o 2 - i;JW(i;- o1J where W is defi
ned in (6.2.5J. Set 
(6.2.7) 
Y2-y1 
<j>(TJdL] --0----
[f 2 <j> (T) dT] 
01 
It is easily verified that hd has the 
properties stated. D 
PART C 
Let cr, B and y denote the constants introduced
 at the beginning of 
1 
section 6.2, which also appear in Lemm
a 6.2.5. Let o E (0 19) and set 
1 1 
(0,y,-By' (-l+o)Byl, 
0 0 
(y,-y,-By' By)' 
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d = 1 1 3 C-y,O,Cl-olSy' Sy>. 
Let 
h: lR + lR, 
ha: m 
(6.2.8) 1 
h(~) ha: m 
2 
ha: m 
3 
We define the function f by 
f: lR + JR, 
(6.2.9) 
f(O = t ~ + 1 
0 
>. =h(O 
graph of h 
Fig. 6.2.1 
1 
Sy 
The following lemma holds. 
(if ~ 1 :,; - 2Sy) I 
(if " ;;:: 1 ) 
" 2Sy • 
(~-T)h(T)dT (~ € JR). 
1 
- Sy 
graph of f 
Fig. 6.2 .2 
I.= f(~) 
0 
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LEMMA 6.2.9. The function f defined in (6.2.9) has the following properties: 
f(O) = O, f € C00 (lR), 
f' (!;;) > 0 (for all !;; € JR) and. 
f € f<o, 13, y>. 
PROOF. Notice that h € C00 (JR). Furthermore, for all!;;€ lR we have f'(I;;) = 
-1--1;; - - (k) - (k-2) S + f O h('l')d'l', f" (I;;) = h(I;;) and f (I;;) = h (I;;) (k = 3,4, ••• ) • Conse-
oo 1 
quently, f € C (lR) and f' (0) =a· Furthermore, for all I;; € lR we have 
a> lf"<I;;> I = 1:hc1;;> I ~ y; 
b) if I;; > O, f' (I;;) 1 11/l3y h('l')d'l' 
1 1 O; ~a-+ >---= 0 13 13 
if I;; < O, f'(I;;) 1
 r1/l3y h('t')d'l' 1 1 o. ~a-+ >---= 0 13 13 
Since f(.0) = 0 it follows that I;; = 0 is the unique solution of f(I;;) 
o. 
This proves the lemma. D 
1 
LEMMA 6.2.10. Let 6 € (0,9). Let M be Newton's method and let f be d
efined 
in (6.2.9). Set~= M(f). Then D(~) = IR. Further, a number 1;; 0 € 
2 1 2 1 . [-C-3+26)l3y' c-3 +26) 13YJ exists such that H~cr;0>J = r; 0 and i;;0 I S(M,f). 
PROOF. From Lemma 6.2.9 and (6.2.1) it follows that D(~) = lR. Set A
 = 
-2--1 221 1 
1 y2 
C-3+ 26)S. (Thus 0 < A < C3+9) l3y < (1-6) l3y .) Then f(A) > a A - 2 A and 
f' {A) < t ~·y{A - 136y). Hence 
Analogously we can show that 
_, _ f(-A) > A 
" f' (-A) • 
From Lemma 6.2.3 and Lemma 6.2.6 it follows that a numbe
r i;;0 € [-A,A] exists 
such that ~[~(1;;0)] = 1;; 0 and 1;; 0 I S(M,f). This proves the lemma. D 
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By virtue of this last lemma, for all E > 0 we are able to construct 
an F that satisfies the statement of Lemma 6.2.5 for the case E lR. 
In the next subsection we shall prove Lemma 6.2.5 where E is an arbi-
trary Hilbert space. 
6.2.3. The E-extension of a real function 
From [BROWN & PAGE, 1970; Theorem 9.2.13, 9.2.16] it follows that a 
subset B of E exists such that the following three statements (i), (ii) and 
{iii) hold. 
{i) All U 1 V E B satisfy {u,v) 
(ii) For any x E E, the set B 
x 
0 (if u # v) and {u,v) = 1 (if u = v). 
{u I u E B; (x,u) # O} is countable. 
(iii) Let x E E and let Bx {u I u = un with n E JN0}. Here JN0 c JN is a 
set of consecutive integers with 1 E JN0 • In the case that JN0 
only l <co numbers, put un = 0 (n = l+l,l+2,l+3, ••. ). Put 
B = { u I u u with n E JN} • Then 
x n 
and 
x = l {x,un)un 
n=l 
II xii 2 I.' { l 2 l x,un • 
n=l 
contains 
From now on, B denotes a fixed subset of E for which the above men-
tioned properties hotd. 
We call a sequence {j } in JN in which every positive integer appears 
n 
once and only once, a reordering of JN. 
Let {un} c B u {O} satisfy {ui,uj) = 0 (i,j E JN, i # j). 
LEMMA 6.2.11. Let the sequence {nn} in lR satisfy nn = 0 if un = 0 (n = 
1,2, ••. ) . Suppose r.co n2 < co Then the following four statements (i) - {iv) 
n=l n 
hold. 
{i) 
{ii) 
{iii) 
{iv) 
The 
N oo 
sequence {r,n=l n u } converges. Put y = r.n=l n u . 
n n N n n 
{ j } be a reordering of JN • Then { r. _ 1 n . u . } converges and 
n n- Jn Jn 
Let 
r.ooln.u. =y. 
n= Jn Jn 
II yll 2 = r.co n 2 . 
n=l n 
Let c > 0. Suppose {a } is a sequence in lR that satisfies I a I ::; c In I (n = 
n n n 
1, 2, •.• ) . Then {l.N 1 a u } converges. Putz = r. 00 1 a u . Then II zll ::; ell yll • = nn = nn 
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PROOF. (i) Let & > o. Then an N1 € lN exists such that 
N+m 2 (6.2.10) l nn < e: (for all·N,m € lN with N ~ N1). 
n=N+l 
Consequently, 
N+m N 
II l 
n=l 
n u -
n n l 
n=l 
2 
n u R 
n n 
(for all N,m € lN with 
N ~ N1). 
This proves (i). 
(ii) Let & > 0. Then an N1 € IN exists such that (6.2.10) holds. Choose 
N2 ~ N1 such that n € {j 1,j 2, ••• ,jN2} (n = 1,2, ••• ,N1). 
Then 
fty - EN l n. u. 11 2 S & (for all N ~ N2). Hence (ii) holds. 
n= Jn Jn 
(iii) Suppose B = {u I u = v with n € lN} and z; = (y,v ) (n 1,2, ••• ) • y n n n 
It is easily verified that a reordering {j } of IN exists, such that z;. n Jn 
nn (n = 1, 2, ••• ) • Consequently, 
co co 2 
2 l 2 l Dyll = z; = z;. 
n=l n n=l Jn 
(cf. [RUDIN, 1953; Theorem 3.56]). 
(iv) Let N,m ~ 0. Then 
N+m N 
au 11 2 H l au - l 
n=l n n n=l 
n n 
co 
l n~ 
n=l 
N+m 
l 
n=N+l 
N+m 
l 
n=N+l 
2 In I . n 
N 
Hence {En=l anun} is a Cauchy sequence and II zR s cllyll. 0 
We shall now define the E-extension of a real function. Let 
T € (O,co]. 
Let 
(6.2.lla) 
Suppose 
(6.2.llb) cp (0) o. 
Let x € B(O,T) and B = {u I u = u with n € lN}. Let the constant c > 0 x n 
satisfy 
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(6.2.12a) c ~ I <PI (I;) I (for all i; E m with Ii; I ~ llxll) • 
Set i;n = (x,un) (n = 1,2, •.. ). Thus x 
1,2, .•• ). From Lemma 2.6.1 it follows that 
(6.2.12b) (n 1, 2 I • • •) • 
Lemma 6.2.11(iv) implies that {E~=l <j>(l;n)un} is a Cauchy sequence. We set 
(6.2.13a) F(x) 
for 
(6.2.13b) x = l 
n=l 
Let {n },{z;; } c m. 
n n 
00 
i; u • 
n n 
Let E 
E 
n=l z;;nwn = x with v n'wn 
00 2 
n n=l n 
c B u 
00 z;;~ 00 < 00 and E < 00. Suppose E n=l n v n=l n n 
{O} (vi,vj) (wi,wj) (n = 1, 2 I • • •) and = 
00 00 
0 
(i I j E lN,i'/j). Then F(x) = E <j>(nn)vn = E n=l <j>(z;;n)wn (cf. Lemma6.2.11(ii)), n=l 
For given <j> satisfying (6.2.11) we call 
F: B(O,T) + E, where 
(6.2.14) 
F(x) is defined in (6.2.13) (for all x E B(O,T)), 
the E-extension of <j>. 
THEOREM 6.2.12. Let <j> satisfy (6.2.11) and suppose <j>' (I;) '/ 0 (fox all 
I; E (-T,T)). Let F be the E-extension of <j>. Then 
(i) x = 0 is the unique solution of F(x) = 0. 
(ii) Fis infinitely differentiable on D(F). Let k E JN. For x E D(F) 
and h. EE (j = 1,2, ... ,k) Let 
J 
For n = 1,2, .•• , let i;n 
Then 
(6.2.15a) 
{u I u v with n E lN} • 
n 
(x,v ) and h. 
n J,n (h. ,v ) (j J n 
I (k) 
l <P (I; )hl h2 •.. hk v 
n= 1 n , n , n , n n 
1,2, ... ,k). 
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Suppose the number ck satisfies 
(6.2.15b) (for all; E IR with l;I ~ HxH).
 
Then 
(6.2.lSc) 
(iii) F' (x) is invertible (for all x E D(F)). Let x E D(F) and y E 
E, and 
let B u B = { u I u = u with n E IN} • Let ; = (x, u ) and n = 
x y n n n 
n 
(y,un) (n = 1,2, •.• ) • Then 
In particular 
(6.2.16) 
co 
I [~·c;n>J- 1 ~c;n>un. 
n=l 
PROOF. (i) Obviously, x = 0 is a solution of F(x) = O. Suppose 
F(x) = 0 has 
a solution x = y*. Let B = {u I u = v with n E JN} and n = (y* ,v ) (n = 
* Y* n n 
n 
1,2, ••• ). Then F(y) = Eco_ 1 ~(n )v. Consequent on Lemma 6.2.1
1(iii), 
* 2 co n- 2 n n 
O = UF(y )D = E 1 [~Cn )] • Hence ~Cn) = O, so that n = O (n = 
1,2, ••• ). 
* n= n n 
n 
This implies y = 0. 
(ii) Suppose F(k) (x) exists and satisfies (6.3.lSa,c) (for all 
x E D(F)); 
with k ~ O (if k = O then (6.3.15a) should read F(x) = Eco 1 ~c; )v ). n= 'f n n 
Let x E D(F). Let the positive numbers o and e: satisfy Uxll + e: 
~ o < 1:. 
We notice that a constant c > 0 exists such that 
(6.2.17) 
Let the number ck+l satisfy 
(6.2.18) l~Ck+ll m I ~ ck+l 
(for all ;,n E IR 
with I; I + In I ~ ol • 
(for all; E IR with !;I ~ llxH). 
Let y,h1,h2, •.• ,h_ EE. Let B u B u {lf 1 Bh} = {u I u = v with n E JN}. 
-K: x y i= i n 
For n = 1,2, ••• , let 
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(6.2.19) and h. = (hi''vn) i,n (i 1,2, ••• ,k). 
(k+ll I U Set an=~ (l';n)nnhl,nh21 n ••• hk,n' then lanl ~ ck+lllh11Dh2 11 ••• I~ lnnl 
(n = 1,2, ••• ). From Lemma 6.2.ll(iv) it follows that {E~=l anvn} converges. 
Set z = E00 1 a v • Then n= n n 
00 
(6 .2.20a) z = !;' (k+l) l ~ (!'; ) Tl hl h2 ••. hk v 
n=l n n ,n ,n ,n n 
and 
(6. 2. 20b) 
Suppose B u B u {lJ~=l Bhi} = {u I u = vn with n €IN}, and for n = 1,2, ••• , 
- _x ,.,;y - -I'; = (x,v ) , n (y,v ) and h. = (h. ,v ) (i = 1,2, ••• ,k). Then a reorder-
n n n n i,n i n 
ing {j } of IN exists such that for n = 1,2, ••• we have v = vj , ~ = l';j , 
_ n _ . _ (k+lY _ _n_ n_ n 
n = TlJ' and h. =hi J' (i = 1,2, .•. ,k). Let a = ~ (£; )Tl h 1 h 2 n n i,n ' n n n n ,n ,n 
···£\ (n = 1,2, ••• ). By virtue of Lemma 6.2.ll(ii), the sequence 
N '~,..,, oo ,...,,. ,..,, {E 1 a v } converges and E 1 a v = z. n= n n n= n n 
Let 
(6.2.21) 
Q € L (k+l) (E) ' 
(for all y,h1 ,h2 , ••• ,hk €E. Here z is de-
fined in (6.2.20a) with y,h1,h2•···•hk 
satisfying (6.2.19)). 
In view of (6.2.20b), llQll ~ ck+l. 
(k+l) . We show that Q = F (x). Let y,h1 ,h2 , ••• ,hk € E satisfy (6.2.19). 
Suppose II yll ~ £ and II h 1 II II h 2 11 = ••• II hkll = 1. (Notice that {E:=l n~} 2 <: 
N 2 2 N 4 {En=l nn} <: En=l Tln (for all N € IN).) Then (cf. (6.2.17)) 
00 
l [~ (k) (£; + Tl ) ~ (k) (!'; ) 
n=l n n n 
2 l 4 2 4 ~ c Tln ~ c llyll • 
n=l 
Hence, 
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HF(k) (x+y) - F(k) (x) - QyU s 2 cUyO (for all y € E with UyU s E). 
This implies. that Q = F(k+i)(x). Therefore (6.2.15) holds for k+1. Cons
e-
quently, (6.2.15) holds for all k € lN. 
(iii) Let x € D(F). Then a constant c exists such that 
(6.2.22) (for all E; € m with IE;I s HxH). 
For y € E let B u B = { u I u = v with n € JN}. Let x y n 
(6.2.23) (n = 1,2, ••• ) • 
According to (6.2.22) and Lemna 6.2.ll(iv), the sequence 
{E:=l [~' (f;n)J-1nnvn} converges, and with 
(6.2.24a) 
we have 
(6.2.24b) 
z = l 
n=l 
-1 [~I (I'; ) J n V 
n n n 
llzll s cllyll. 
Suppose B u B = {u I u =:; with n € lN}. Let~ = (x,:;) and n = (y,:;) 
x y n n m n 
~ n -l~ n 
(n = 1,2, ••.• ). From Lemma 6.2.11(ii) it follows that E 1 [~'(/'; )] 
n v =z. 
n= n n n 
Let 
(6.2.25) 
C: E + E, 
Cy = z (z is defined in (6.2.24a) with y € E satisfying 
(6.2.23)). 
Obviously c is linear in y and from (6.2.24b) it follows that C is b
ounded. 
Moreover 
F' (x)Cy = CF' (x)y = y (for all y € E) • 
This completes the proof. D 
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Let the constants cr, S and y denote the constants appearing in Lemma 
6.2.5, which were introduced at the beginning of section 6.2. 
. 1 . 
PROOF OF LEMMA 6.2.5. Let 0 € (0,9>· Let f be defined in (6.2.9). Fis the 
E-extension of f. From Lemma 6.2.9 and Theorem 6.2.12 i~ follows that the 
equation F(x) = 0 has a unique solution x = O, that F is infinitely differ-
entiable on E, that F'(O) is invertible and [F'(O)]-l =SI, and that 
DF11 (x)n s; y (for all x €E).Hence F € F<cr,S,y>. Let u €B. Then r(>,u)F(AU) = 
[f' ().) J-1f().)u (for all A € lR), (cf. (6.2.16)). Set G = M(F). Let cp be de-
fined in Lenma 6.2.10. It follows that G().u) = cp().)u (for all A€ lR). 
2 1 2 1 According to Lemma 6.2.10 a number ~O € [-c-3 + 2o) Sy' C-3+ 2o) Sy] with ~0 'f O 
exists for which cp[cp(~0 JJ = ~0 • Consequently, G(G(~0u)) = ~0u. Hence ~0u ~ 
S(M,F). This proves Lemma 6.2.5. D 
6.3. ITERATIVE METHODS WITH GREATER RADII OF CONVERGENCE 
Let a € (O,=] and S,y > O. In this section we present a class of itera-
tive methods (for F1> which all have greater radii of convergence with re-
2 
spect to F<cr,S,y> than Newton's method when a > 3Sy" 
Let 
(6.3.la) A EA with [A(F)](y,x) - F(y) - F(x) 
let 
(6.3.lb) g € S with g(t) 
1 t-t (if t € [0,1)), 
(if t 1) 
and let 
(6.3.lc) L be Euler's method 
(cf. (2.6.1), (2.6.3) and (2.6.9)). 
In this section we shall be concerned, among other things, with the 
iterative methods M that satisfy 
(6.3.2) M = lM (A,g,L,H) 
(cf. (4.1.3)). Here H 
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Let M satisfy (6.3.2) and let FE F1 • We notice that propositio
n (vi) 
of Theorem 5.2.5 with K = A(F) is true. Consequently, the itera
tive process 
[M,F] is quadratically convergent. 
For FE F1, the function G = M(F) is defined by (cf. 
(4.1.4)) 
G: D(G) ~ E, 
(6. 3 .3a) 
G = nN+l • 
In (6.3.3a) the function nN+l is defined as follows: 
(6.3.3b) 
n0 : ocn0> ~ E, 
D(no> = D(F), 
(for all x E ocn0>> 
and for n = 0,1, ••• ,N the functions nn+l are define
d by 
(6.3.3c) D(nn+l> = {x Ix E D(nnl, nn Ix) E D(F) and F' (nn (x) l is inver
tible}, 
nn+l (x) (for all x E D
(nn+l)). 
In (6.3.3c) 
(6.3.4) (n = 0,1, ••• ,N;. 
Let 
(6.3.5) 
wn E (0,1) (n = 0,1, ••• ,N-1) and wN = 1}. 
DEFINITION 6,3.1. Let w € n with w (wo,w1,···1WN) and N € lN.
 By MW we de-
note the iterative method for which, for all FE F1, the
 function G = Mw(F) 
is defined in (6.3.3). 
Let H 
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(n = 0,1, ••• ,N-1) and hN = 1-tN, it follows that IM(A,g,L,Hl = Mw. Here 
w = (w0 ,w 1, ... ,wN) and wn (n = 0,1, ... ,N) is defined by (6.3.4). 
Conversely, let w E Q with w = (w0 ,w1 , ... ,wN). Then the sequence H = 
{h0 ,h1 , .•. ,hN} where hn (n = 0,1, ... ,N) satisfies (6.3.4), is uniquely deter-
mined. Consequently, Mw = IM(A,g,L,H). 
For notational convenience, instead of iterative methods M of the type 
(6.3.2) we shall consider the iterative methods M_ (w E Q). In view of the 
w 
above considerations, this is no restriction. 
The following theorem holds. 
THEOREM 6.3.1. Let w E Q. Then Mw is quadratically convergent. Further 
r(M_; F<o,S,y>) = a 
w 
2 
r(M"; F<o,S,y>) > 
w 3Sy 
(if a 2 ~ 3Syl ' 
2 
(if a > 3Sy>. 
We shall prove this theorem in "<:he next subsection. 
Let FE F1 (cf. (2.6.1)). A well-known class of numerical methods for 
solving F(x) = 0 are the so-called damped Newton methods. For given x0 E D(F) 
these methods generate a sequence {xn} for which 
(6.3.6) x - w f (x ) F (x ) 
n n n n 
(n 0,1,2, •.• ) 
(cf. [ORTEGA & RHEINBOLDT, 1970; chapt:er 14 .4]) . Here 0 < w 
n 
~ 1 (n = 0,1, 
2, .•. ) and wk < 1 for at least one k. Obviously, the methods Mw Cw E m are 
damped Newton methods with periodic ccefficients w 
n 
and with WO < 1, wl < 
•.. ,wN-l < 1, wN = 1 for some N ~ 1. 
2 If a > 3Sy' one may conjecture th.lt the general damped Newton methods 
1, 
have a greater radius of convergence w:.th respect to F<o, S, y> than Newton's 
method (cf. [ORTEGA & RHEINBOLDT, 1970; Theorem 14.4.4], [DEUFLHARD, 1974]). 
This means that, for an F E F<o, S, y>, these methods are expected to gener-
* * 2 ate sequences {xn} that converge to x " even if llx0-x II ~ 3Sy" Theorem 
6. 3 .1 shows that this holds for the dam1,ed Newton methods Mw. The next 
theorem shows that the conjecture is aho true for all damped Newton methods 
with inf{w In ~ O} > 0. 
n 
THEOREM 6.3.2. Let 0 < wn ~ 1 (n = 0,1,2, •.. ) and wk < 1 for at least one 
k. Let inf{w I n ~ O} > 0. Then a constant 0 exists such that the following 
n 
propositions ho]d. 
(i) 0 A 
2 2 2 
µ = a (if µ s 35i and µ > 35Y (if a > 35y> • 
(ii) Let F € F<o,B,y>. Then for any x0 € B(x*,ii> a sequence {xn} exists 
such that for n = 0,1,2, ••• 
xn € D(F), F'(xn) is invertible, 
* and limn-t«> xn = x • 
We shall prove this theorem in the next subsection. 
6.3.1. Proof of the Theorems 6.3.1 and 6.3.2 
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In order to prove the Theorems 6.3.1 and 6.3.2 we requi
re the following 
lemma ta. 
LEMMA 6.3.3. Let P: D(P) + E with D(P) an open subset of E. Let XO€ D(P
). 
Suppose that P is twice differentiable on D(P) and that P'(x0l is invert
ible. 
Suppose positive constants a 0 , a0 , y0 and T exist such that 
(i) 
(ii) 
(iii) 
(iv) 
h < .!. . where 2 
and Up11 (x)B ~ y0 (for all x 1:: B(x0 ,T)J, 
1,2). 
Unde~ these assumptions the equation P(x) = O has a solution ; in B(x0 ,r1> 
and x is the unique solution of P(x) = 0 in B(x0 ,Tl. 
PROOF. The conclusion is a direct consequence of the w
ell-known Newton-
Kantorovich theorem (cf. [KANTOROWITSCH & AKILOW, 1964; Theorem 6(1
.XVIII)], 
[GRAGG & TAPIA, 1974]). 0 
LEMMA 6.3.4. If u,x,y,z € E and z = wx + (1-w)y with w € JR, then 
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2 2 2 2 Hz-ull = wUx-uD + (1-w)Hy-ul - w(l-w)llx-yll • 
PROOF. Observe that the following relations (a) and (b) hold. 
(a) I z-uU 2 
(bl H x-yU 2 
2 2 2 2 2 llw(x-u)+(l-w) (y-u)ll = w llx-u~ +(1-w) lly-ull +2w(l-wl (x-u,y-u). 
2 2 2 II (x-u) - (y-u) II = II x-ull +II y-ull -2 (x-u, y-u) • 
Therefore, 
2 2 2 2 (x-u,y-u) = II x-uU +II y-ull - II x-yU • 
Together with relation (a), this proves the leIIUDa. D 
Throughout this subsection 
(6.3. 7) - 1 o=min{o, 8y}. 
Let w E (0,1]. Define 
(6 .3 .8) 
o : [O,crl + [O,ooJ, 
w 
2 2 
-[ llye: ] [ (2-llye:) ] ow(e:) = (1-w) + w 2(1-llye:) - w(l-w) 2(1+8ye:) (e: E [O,o)). 
The following leIIUDa holds. 
LEMMA 6.3.5. 000 is continuous and strictly isotone on [O,o), and 000 (0) 
2 (1-wl • 
PROOF. The proof of this leIIUDa is straightforward. D 
As a consequence of this leIIUDa we have 
(6.3.9) 
Let the 
(6.3.10) 
0 
w 
(e:) ~ 0 (for all e: E co ,a> i . 
function e be defined by 
w 
e : [O,o) + [O,oo)' 
w 
lo ce:J 
w 
ce: € co,ai i. 
Let 
(6.3.lla) µw sup{£ I £ E [0 ,;) ; 8 (£) < 1} w 
and 
(6.3.llb) 7T sup{£ I £ E [O ,cr) ; 8 (£) £ < c;}. w w 
Obviously, µ s 7T w w 
s cr (see also Fig. 6.3.1). 
LEMMA 6.3.6. Let w E (0,1]. Let 8 be defined by (6
.3.10). The following 
w 
statements (i), (ii) and (iii) hold. 
(i) 8 (0) = 1-wand8 is continuous and strictly 
isotone on [0 ,;) . 
w w 
(ii) If cr > - 2- then e 
2 1 (if w (0,1)) and 
2 
= 1 (if w 
w ( 38y) < E 8w (38y) 
-
3~y 
If cr s 38y then lim£to ew(EJ < 1 (if W E 
(0,1)) and lim - e (£) s EtO w 
(if w = 1) • 
(l.'i' i') 2 (. - 2 ) d -
( 'f - 2 ) 
µw > 38y if cr > 38y an µw = cr i cr s
 38y • 
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1) . 
PROOF. By virtue of Lemma 6.3.5 it follow
s that 8 (0) = 1 - w and that 8 is w2 w 
continuous and strictly isotone on [O,;). If a > 38y 
then it is easily veri-
fied that 8w( 3~y) < 1 (if w E (0,1)) and 8w( 3~y) = 1 (if w = 1). This com-
pletes the proof. 0 
0 
( cr 
~=8 (£)£ 
w 
Fig. 6 .3 .1. 
1 l3y;WE (0,1)). 
cr 
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The following important lemma holds. 
LEMMA 6.3.7. Let F € F<cr,S,y> and w E (0,1]. Let 8 be defined by (6.3.10). 
w 
* -Let y E B(x ,cr). Then F'(y) is invertible. Set 
z = y - wf(y)F(y). 
Then the following estimate holds. 
II z-x*ll :;; e (lly-x*ll) lly-x*ll. 
w 
Further, if lly-x*ll :;; p < µw then 
II z-x*ll :;; Klly-x*ll. 
Here K = ew (p) and it follows that K € [0, 1). 
PROOF. 1. According to Lemma 6.2.2 the derivative F' (y) is invertible. Set 
* e: = II y-x II and let 
v = y - f(y)F(y). 
Then z wv + (1-w)y. According to Lemma 6.3.4 we have 
(6.3.12) llz-x*ll 2 * 2 * 2 2 (1-w)lly-x II + wllv-x II - w(1-w)llf(y)F(y)ll 
Using Lemma 6.2.3 we thus obtain 
(6. 3 .13a) 2 2 [ s 2 ] 2 2 llz-x*ll :> (1-w)e: + w 20:~ye:) - w(1-w)Li 
where 
(6.3.13b) II r (yl F (y) II • 
In order to show that llz-x*ll :> 8w(e:)e: it is sufficient to prove that 
(6 .3 .14) Li ;::: (2-Sye:l e: 2(1+Sye:l (Cf. (6.3.8) I (6.2.10)). 
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2. Suppose 
(6.3.15) 0 < 2~ay(1+aye) < aye(2-aye). 
Consider 
P: D(F) -+ E, 
(6.3.16) 
P(x) F(x) - F (y) (x e: D(F)). 
Then P' (x) 
and 
F'(x) (for all x e: D(F)). Consequently, P'(x*> is invertib
le 
* 
-rex )FeyJ 
r ex*) [F' ex*) - F' ey) ]r(y)F(y) - r (yJFey). 
Hence, with a= ~(1+aye), we have 
(6.3.17) 
Seth= aay. According to (6.3.15) we have 
(6.3.18) 
Since 2h < ayeez-aye) it follows that 
I 2' 
1 - f1-2h < 1 - v1-2aye+eaye) = Sye. 
Consequently, 
e6.3.19) 1-lf:2h ay < E < 0 < 
From (6.3.18) and e6.3.19) it follows that Lemma 6.3.3 ap
plies (with~ = a). 
~ * ~ ~ - * 
Hence P(x) = 0 has a unique solution x in B(x ,a) and x e: 
Bex ,r1). Since 
* ~ ~ -
* 
Pey) 0 and ye: B(x ,a), it follows that x = y, so that y
e: Bex ,r1). There-
fore 
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1-ll-2h' 
----< £ Sy (cf. (6.3.19)). 
This yields a contradiction. Consequently (6.3.14) holds. Hence 
llz-x*ll :s; e (£)£. 
w 
If£ :S: p < µw, then 6w(£) :s; e (p) < 1 · (cf. Lemma 6 .3 .6 (i)). This com-
w 
pletes the proof. D 
PROOF OF THEOREM 6.3.2. 
PART A. A number k 2 0 exists for which wk < 1. For n = 0,1, .•. ,k set en 
e and TI = TI where e... and TI,,, are defined by (6.3.10) and (6.3.11b) wn n wn wn wn 
respectively. For n = 0,1, ... ,k let 
(6.3.20) 
Consider the following function. 
(6.3.21a) 
(if£ E [0,TI.)), 
J 
(if£ E [TI.,cr]). 
J 
Herewith we define the quantities £n (n 0,1, ... ,k+l) by 
(6.3.21b) 
and 
(6.3.21c) (n 0, 1, ... ,k) . 
The following lemma holds. 
LEMMA 6.3.8. 
(i) The function ~ defined by (6.3.21) is isotone on [O,cr] and continuous 
on [O, cr) • 
(ii) A constant µ exists such 
2 
cr > 36y) and lim£tC ~(£) < 
2 2 
that µ cr (if cr :s; 36Y), 36Y < µ 
. ~ 2 
min{cr, 36y}. 
< cr (if 
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(iii) Let e: € [0,µ). Let e: (n = 0,1, ••. ,k) be defined by (6.3.
21b,c). Then 
-
n 
e:n < nn s a (n = 0,1, ••• ,k). 
PROOF. From LeDmla 6.3.6(i) it follows that ~ is isotone dn [O
,cr] an4 con-
tinuous on [O,o). It is easily verified that ~c 3~) < 3 ~ (if~~ 3~) and 
-
2 µy µy µy 
lime:tcr ~(e:) <.o (if as 36YJ, (cf. Lemma 6.3.6(ii)). Consequently, a con-
stant µ exists such that statement (ii) is true. 
Let e: € [0,µ) and let e: (n = 0,1, ••• ,k) be defined by (6.3.2
1b,c). 
n 
Suppose e:n0 ~ nn0 for some n0 with 0 
s n0 s k. Then $n0 <e:n0> 
easily verified that ~(e:) =a. This yields a contradiction. 
a and it is 
D 
PART B. Letµ satisfy statement (ii) of Lemma 6.3.8. Let F € 
F<cr,13,y>. 
Let x0 € B(x* ,µ) and set e: = llx0-x*ll. Let e:n (
n = 0,1, ••• ,k+l) be de-
fined by (6.3.21b,c). It is easily verified that for n = 0,1,
 ••• ,k 
llx -x*I $ e:n < nn < a, F' (xn) is invertible, and, with 
x - w r(x )F(x ) 
n n n n 
we have 
Dx 1-x*H s e CUx -x*ll>llx -x*ll s 
e Ce: le: = $n(e:n) 
n+ n n n n n
 n 
(cf. Lemma 6.3.7, Lemma 6.3.6(i) and LeDmla 6.3.S(iii)). Hence
 
2 
PART C. From part B of the proof it follows that 
a ntnnber p € (0, 36y) with 
-
* 
p < a exists such that ~+l € B(x ,p). Set 
a= sup{e <P> In~ k+1J. w 
n 
Since p < µw (for all w € (0,1]), (cf. LeDUJla 6.3.6(iii)), it 
follows that 
6 (p) < 1 (for all w € (0,1]). Further, 6 (p) is continuous i
n w (for all 
w 
w -
w € [;1.,1] with A= inf{w In~ k+l}). Hence e < 1. From Lemma 6
.3.7 it fol-
n 
lows that for n = k+1,k+2, ••• 
lly-w r(y')F(y)-x*ll $ Slly-x*ll 
n 
* (for ally€ B(x ,p)). 
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Consequently, the statement of the theorem holds. D 
PROOF OF THEOREM 6.3.1. Theorem 6.3.1 is a direct consequence of Theorem 
6.3.2 and Remark 6.2.1. D 
PART II 
Let M denote Newton' s method and let the method Mlil '.(with w E Q) be de-
fined by Lefini tion 6. 3 .. 1 • In part I of this chapter we were able to prove 
that r(M_; r<cr,S,y>) ~ r(M; r<cr,S,y>) (for all cr E (0, 00 ] and S,y >OJ. How-
w 
ever, we did not manage to determine r(Mlil; r<cr,S,y>). In this second part 
r J [ 1 1] of chapter 6 we shall present the subclass r<cr,a> (cr E (0, 00 and a E -2'2 l 
of F1 . It will appear that in this case we can determine ~ot only 
r(M; r<cr,a>) but also r(M_; r<cr,a>). 
w 
Before we introduce r<cr,a> we observe the following. Let F E Fl with 
F E L1 (E) where 
(6.4.0. l) {F \ F: E->- E, and F(x) - b+L(x) with b EE, LE L(E)}. 
Let M be Newton's method. It is easily verified that, with G = M(F), we have 
* G(x) = x (for all x E El. Consequently, for any starting point x0 E E, 
Newton's method requires only one step to solve F(x) = 0. More generally 
speaking, let cr E (0, 00 ], let F E F1 and suppose that the following holds: 
* B(x ,cr) c D(F), F' (x) is invertible and 
(6 .4 .0. 2) 
* (x-x ,r(x)F(xll 1 * 2 2 * ~!Ix-xii +llr(x)F(x)ll} (forallxEB(x,,crJJ. 
A little calculation shows that (6.4.0.2) implies llG(x)-x*ll 2 = 0 (for all 
x E B(x*,cr)). Hence Newton's method requires only one step to solve F(x) = 0 
* 1 whenever x0 E B(x ,cr). The subclass r<cr,2> consists of all functions F for 
which (6.4.0.2) is true. Further r<cr,i> c r<cr,a2> c r<cr,al> c r<cr,-i> = Fl 
(for all a 1 ,a2 E [-~1 ~] with a 1 < a 2J. See also Fig. 6.4.1 on page 99. Conse-
quently, r(M; r<cr,•>) is isotone on [-i,i], r(M; r<cr,-i>) = 0 (cf. (6.1.2) 
1 
and Theorem 6.2.1) and r(M; r<cr,2>) = a. 
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6.4. THE CLASS F<o,a> 
Before we present the class F<o,a> we give two lemm
ata. 
LEMMA 6. 4 .1. Let F e: F 1• Then for any x e: D (Fl. for which F' (x) is
 invertible 
we have 
(6.4.1) 1 * 2 
2 * 1 * 2 2 
-tfllx-x U +llr(x)F(x)U } ,,; (x-x ,r(x)F(x)) ,,;t£11x-x U +Dr(x)F(x)U 
}. 
Further, positive numbers p and o exist such that B
(x*,p) c D(F), and F' (xl 
is invertible and 
(6.4.2) (x-x*,r(x)F(x)) 
1 * 2 * 2 2 ~ [2- ollx-x II J{Hx-x II + llf(x)F(x)ll } 
* (for all x e: B(x ,p)). 
PROOF. 1. Let x e: D(F) and suppose F' (x) is invertible. Then 
* 1 * 2 * (x-x , r (x) F (x)) - t£ llx-x II - II f(x) F (x) II } ,,; (x-x , r (x) F (x) l 
* 1 * 2 
,,; (x-x , r (x) F (x) ) + t£ II x-x II - II r (xl F (x) II } • 
From Schwarz's inequality (see [KANTOROWITSCH & AKILOW, 1964; 
section 7.1 
(II)]) it follows that 
-llx-x*Ulfr(x)F(x)H ,,; (x-x* ,r(x)F(x)) ,,; llx-x*llllr(x)F(x)D. 
Hence (6.4.1) holds. 
2. Let M denote Newton's method. From Lemma 6.2.3
 and (6.1.2) it follows 
that [M,F] is quadratically convergent. Hence p,o 1 > 0 exis
t such that 
* B(x ,p) c D(F), and F' (x) is invertible and 
11 x-r (x) F(x>-x*U 2 * (for all x e: B(x ,p)). 
Consequently, 
2(x-x*,r(x)F(x)) 
* (for all x e: B(x ,p)). 
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1 2 Therefore, with o = 2 o1 , (6.4.2) is true. D 
Let 
X! F1 X (O,oo] X lR + IR, 
* 
. f { (x-x I r (x) F (x) ) } 
in* * 2 2 - a 
od x-x II <cr II x-x II +II r (xl F (xl II (6.4.3) 
x(F;cr,a) * (if B(x ,a) c D(F} and F' (x) is invertible 
* for all x E B(x ,cr)), 
- 2 - a (otherwise) . 
The following lemma holds. 
LEMMA 6.4.2. For any F E F1 we have 
(6.4.4) 
and 
(6 .4. 5) 
- 2 - a s x(F;cr,a) s 2 
lim X(F;cr,a) 
a+o 
1 2-a 
a (for all a E (0, 00 ] and a E lR) 
(for all a E IR) • 
PROOF. This lemma is a direct consequence of Lemma 6.4.1. D 
Let FE F1 and a E (O,oo]. From (6.4.4) it follows that 
(6.4.6) X(F;cr,a) 2:0 
(6.4. 7) X(F;cr,a) < 0 
(for all a s -t}, 
1 (for all a > 2) . 
1 1 
For a E (0, 00 ] and a E [-2'2] we define 
(6.4.8) F<a,a> 
1 1 When a E (0,oo] and a E (-'2'2] then the following relation holds. 
(6.4.9) F<o;CL> * {FIFE F1 ; B(x ,o) c D(F); F'(x)
 is invertible and 
* * 2 2 (x-x , r (x) F (x)) ;;:: CL{U x-x II +II r (x) F (x) II } (for all 
x E B(x*,o))}. 
Further 
(6 .4 .10) (for all a E (0,m]). 
Let o E (0,m]. We notice that 
(6.4.11) (for all numbers CL 1 ,CL2 wi
th 
-t ~ CLl ~ CL2 ~ t) • 
Let L1 (E) be defined by (6.4.0.1). It is eas
ily verified that 
(6.4.12) (for all o E (0,m
]). 
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Thus for each o E (0, 00 ] and CL E [-t1t], the set F<a,CL> is not empty. 
1 1 
Leto E (0, 00 ) and CL E c-2,2J. Let FE F<o,CL> and let F012 
denote the 
* restrictio~ of F to B(x ,o/2). Then F012 E F1 but F012 i F<o,C
L> (cf. (6.4.9)). 
Consequently 
(6.4.13) 
1 1 
(for all o E (0, 00 ] and CL e: (-2'2]) · 
Fig. 6.4.1 illustrates the properties of F<o,CL> 
listed above. 
F<a _.!_> = F ' 
, 2 1 x < 0 
F<a,CL 1> ' 
F<a,CL 2> 
(F1 n L1 (El), x > 0 -~ 
Fig. 6.4.1 Fig. 6.4
.2 
a 
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REMARK 6.4.1. 
1. Let cr € (0,oo]. It can be shown that F<cr,a1> f F<cr,a2> whenever 
1 
a 1 ,a2 € [0,2] and a 1 f a 2 (this is a consequence of the Lemmata 6.6.8 and 
6.6.11). 
2. If E = lR, then it is easily verified that F<cr,a> F<cr,O> whenever 
1 
a € <-21 0] and cr € (0,oo]. 
If E f lR, then this need not be the case. We shall illustrate this 
for the case E = m2 with innerproduct (x,y) = i;; 111 1 +1;; 211 2 (for x = ci;; 1 , i;; 2>, 
2 y = (11 1 ,11 2 > € m ). Let 
F: m2 + lR2 , 
(6.4.14) 
F(x) 
where x 
It is easily verified that F(O) = O, F € F1 and that F' (x) is invertible 
(for all x € m2 ). With x0 = (2,1) it can be shown that-~< a 0 < O, where 
Consequently I since II XO II = Is I we have x (F; Is I ao) < 0. From Lemma 6. 4. 2 it 
1 follows that limcr-1-0 X(F;cr,a0) = 2- a0 > O. It can be shown that in this case 
xCF;cr,a0) i.s continuous on (0, 00 ]. Consequently, a number cr0 € (O,ISJ exists 
such that F € F<cr0 ,a0> and F i F<cr0 ,o>. Hence F<cr0 ,a0> f F<cr0 ,o>. 
Even if E is an arbitrary Hilberts~ace with E 1 m, using the above 
example it can be shown that numbers a and cr with _.!. < a < 0 and cr > 0 exist 
2 
such that F<cr,a> f F<cr,O>. D 
Let cr € (0, 00 ] and F € F1 • Notice that (cf. (6.4.3) and (6.4.4)) 
(6.4.lS) 
We define 
(6.4.16) 
1 1 
xCF;cr,•) is strictly antitone and continuous on [-2'2], and 
a· F x (0 oo] + [-.!. .!.] 
• 1 I 2 1 2 I 
1 1 
a(F;cr) = supfo I a€ [-2'2]; xCF;cr,a) ~ O} (F € F1, cr € (0, 00 ]). 
Let Fe: F1 • It is easily verified that (cf. Fig.
 6.4.2 and (6.4.5}} 
(6.4.17} 
1 
a(F;•} is antitone on (0, 00 ] and lim a(F;cr} = 2· 
cr+O 
From (6.4.15} and (6.4.16} it follows that 
(6.4.18) F e: f<cr,a(F;cr}> (for all cr e: (0,oo]). 
1 1 
Let a e: [-2,2> and Fe: F1 . Notice that (cf. (6.4.3} and (6
.4.5)) 
101 
(6.4.19) x(F;•,a) is antitone on (O,oo], left-continuous
 on (0, 00), and 
1 
lim xCF;cr,a} = 2-a > 0. 
cr+O 
We define 
f 1 x 
1 1 + (O,oo], s: [-2·2> 
(6.4.20) 
s (F;a) sup{cr I cr e: (0 , 00 ] i x (I•' ;cr ,a) ~ O} 
Let Fe: F1• It is easily verified that (cf. Fig.
 6.4.2) 
(6.4.21} 
1 1 
s(F;•) is antitone on [-2,2> • 
From (6.4.19) and (6.4.20} it follows that 
(6.4.22} F e: f<s (F ;a) ,a> 
1 1 (for all a e: [-2'2)). 
(F e: f l' a e: 
1 1 [-2·2». 
6.5. THE RADIUS OF CONVERGENCE OF NEWI'ON'S METHO
D WITH RESPECT TO f<cr,a> 
1 1 
Let cr e: (0,oo] and a e: [-2'2]. 
THEOREM 6.5.1. Let M be the Newton's method. The
n 
r(M; f<cr,a>} = {0 
cr 
(l.'f < 2) a-51 
2 
(if a > 5>. 
We shall prove this theorem in the next subsect
ion. 
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6.5.1. Proof of Theorem 6.5.1 
First, we introduce an auxiliary function, which will be used frequently 
in this chapter. Let 
1 6: (o,2J x {1,2} + m, 
(6. 5 .1) 
6 <i:; ,kl ( (f;,k) E D(6)). 
Direct computation shows that the following relations hold. 
(6.5.2) 
and 
(6,5,3) 6(1';,l) [6(1';,2)]-l 
(k 1, 2) 
1 (for all f; E (0 ,2]) . 
The following relations, that are easily verified, will be used subsequently. 
6 ( • 1 2) 1 6 <i:; ,2J is strictly anti tone on (0 12J 1 lim CO I 
f;+O (6.5.4) 
2 6 c5 ,2i 2, 1 6 <2 ,2i 1. 
(6.5.5) 6 ( 0 I 1) 1 2 1 is strictly isotone on (0,2], 6 <5, 1 J 2' 6,2 ,1J 1. 
The following lemma holds. 
lJ F * LEMMA 6.5.2. Suppose a E (0,2. Let FE <cr,a>. Then B(x ,a) c D(F), and 
F' (x) is invertible and 
(6 .5.6) 6(a,1) II x-x*ll ~ II r (x)F(x) II ~ 6 (a,2) II x-x*ll * (for all x E B(x ,o)). 
* * PROOF. In view of (6.4.9) we have B(x ,o) c D(F). Let x E B(x ,cr). Then 
F'(x) is invertible and (cf. (6.4.9)) 
* * 2 2 (x-x ,r(x)F(x)) 2 a{llx-x II + llr(x)F(x)ll}. 
Using Schwarz's inequality, we obtain 
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aHf(x)F(x)D 2 - Ux-x*KHf(x)F(x)U + allx-x*D 2
 ~ O. 
This implies (6 .5 .6). D 
Let 
(6.5. 7) 
6(~,2) - 1 
From (6.5.4) it follows that 
(6 .5 .8) 
1 2 
~ is strictly antitone on (0,2] and ~<5> 1. 
The following lemma holds. 
1 
LEMMA 6.5.3. Suppose a € (0,2]. Let F E F<a,a>. Set G = M(F) w
here Mis 
Newton's method. Then B(x*,o> c D(G) and 
(6.5.9) llG(x)-x*H ~ ~(a)Hx-x*ll * (for all x € B(x ,a)). 
~.In view of (6.4.9) we have B(x*,ol c D(G). Let x € B(x*,a>. It follows 
that (cf. (6.4.9)) 
HG(x)-x*ll 2 = llx-r(x)F(x)-x*U 2 
* 2 2 * Ux-x ft + Dr(x)F(x)U - 2(x-x ,r(x)F(x)) 
* 2 2 ~ (1 - 2a){Ux-x II + A f(x) F (J:) II }. 
Hence, using Lemma 6.5.2, 
(6.5.10) 
Since [~(a)J2 = 1 + 6(a,2) 2 - 26(a,2), from (6.5.2) and (6.5.10) it follows 
that (6.5.9) is true. D 
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A consequence of Lemma 6.5.3 is the following lemma. 
LEMMA 6.5.4. Let M be the Newton's method. Then 
(if Cl E 
r(M;f<cr,a>) 
(if a E 
2 1 PROOF. Suppose a E <5,2 J and let FE F<a,a>. Notice that~ is strictly anti-
1 2 tone on (0,2] and that ~(S) = 1 (cf. (6.5.8)). Hence, in view of Lemma 6.5.3, 
we have B(x*,cr) c S(M,F). This proves the lemma. D 
2 REMARK 6.5.1. Suppose E = lR and suppose a E (0 1 5]· In view of Lemma 6.5.4 
and Remark 6.2.1 the proof of Theorem 6.5.1 is completed if we can show 
that for all £ > 0 there exist an f E F<a,a> and an x0 E D(f) with 
llx -x*ll < £, such that x0 rj S(M,f). Consider 
f: lR + lR, 
1 
se (a,2) (if s > Q) I 
f (sl 0 (if s 0) I 
-f(-sJ (if s < 0). 
It is easily verified that f is continuous on lR,f; = 0 is the unique solu-
tion of f(f;) o, and, for all s f o, f is twice continuously differentiable 
and f'(sl f O. Further 
6(a,2ls (for all s f O). 
Consequently (cf. (6.5.2)), 
2 2 F;a{1+6(a,2)} 
(for all s f 0) . 
If s f 0 then (cf. (6.5.8)) 
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[l - 6(a,2)]~ -lji(a)~ ~ -C 
It is easily verified that ~ i S(M,F). 
However, since f i F<o,a> (f is not differentiable at~= O), with
 this 
example we have not completed the proof of Theorem 6. 5 • 1
 • With the next lemma, 
however, we can complete the proof of Theorem 6.5.1 by 
showing that an 
f € F<o,a> with the desired properties exists, which is
 not only twice but 
infinitely differentiable on D(f) . 0 
1 2 
LEMMA 6.5.5. Let M be the Newton's method. Suppose a E 
[-2,5J. Then for any 
e > 0 there exists an F E F<o,a> which is infinitely differentiable on
 D(F) 
for which r(M,F) ~ e. 
We shall prove this lemma, with the function f of Rem
ark 6.5.1 in mind, 
in a more general setting in subsection 6.6.2 (cf. p.119). 
6.6. THE RADIUS OF CONVEBGENCE OF M_ WITH RESPECT TO F
<o,a> 
w 
Let Q be defined in (6.3.5); for w E Q the iterative method~ is 
de-
fined by Definition 6.3.1. 
In this section we give a theorem concerning the radiu
s of convergence 
1 1 
of~ with respect to F<o,a>, where o E (0,oo] and a E [-'2'2]. To th
at.end 
let 
(6 .6 .1) 
{
l -w6(~ 1 l) 
W1 Cw,~> = 
we (~,2) - 1 
(if 0 < w ~ 2~ ~ 1), 
(if 0 < 2~ < (I) ~ 1) . 
Here 6 is defined in (6.5.1). Let w E (0,1]. In view of (6.5.2 - 5) 
the fol-
lowing relations (6.6.2a,b,c) hold. 
(6.6.2a) 
(6.6.2b) 
1 
ip1 (w,•) is continuous and strictly antitone on 
(0,2], 
If w 
1 - w. 
1, if w E (0,1) then ip 1 (w,~) < 1 
2 1 (for all ~ E [5,2J>. 
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(6.6.2c) ~>O 1 (for all s E (0,2] with 
2s t- w) • 
Consider the functions 
(6.6. 3) 
and 
(6.6.4) 
Let w E st. 
(6 .6 ,5) 
and 
(6.6.6) 
n 
max{l, j!Jo 1/1 1 (wj,sl (n = 0,1, •.• ,N-1)} 
cp 2 <w,s> 
N 
j!Jo 1/1 1 (wj ,sl 
1 (wO,wl, ... ,wN)). (s E (0,2] and w E Q with w 
Note that WN 1. In view of (6.6.2a,b) we have 
cp 1 (w,•) is continuous and antitone on (0,~J, cp 1 (w,sl 
~ 1 2 (for all s E [a,2]) , where 0 < a < S' 
1 
cp 2 (w,•) is continuous and strictly antitone on (o,2J, 
lim <P 2 <w,sl po . 
'1'he following theorem holds. 
THEOREM 6.6.1. Let cr E (0, 00 ], a E 
cp 2 (w,sl = 1 has a unique solution 
the equation 
2 
and aw E (0,5). We have 
{6.6. 7) r{M_; (I) 
Here o satisfies 
{6.6.8) 
{ 
IJ 
<1> 1 {iii,a) 
F<cr ,a>) == : 
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(l.. f < < 1) alil a - 2, 
(if a == alil) , 
{;i.f -t S: a < alil). 
The proof of Theorem 6.6.1 will be given in the next two su
bsections. 
It depends on the following principle. Let a E {O,~J, a E {0,t], w E n and 
w E (0,1]. For FE f<cr,a> and y E B(x*,cr> set 
z == y - wr(y)F(y). 
It can be shown (see Lemma 6.6.5) that 
Uz-x*ll s: ip 1 (w,a) lly-x*ll. 
From this relation it can be shown that 
IJ 
<1> 1 (w,a) 
r(M00 ; f<cr,a>) ~ { 
0 (otherwise) • 
Using specially chosen iterative processes [Miii,F] it can be shown tha
t 
(6.6. 7) holds. 
We give some illustrations. 
1. Graph of ip 1; ; E (O,t] is fixed. 
A A ==1Ji1 ( ,d 
1 -- _J 
~- : 
0 2; 
Fig. 6.6.la 
I 
1 (I) 
2 c; € co,5-i i 
A 
1 
A== ip 1 (w,;) 
3 
5 
0 4 (I) 
5 
Fig. 6.6. lb 
2 
c; == 5> 
108 
A. A. 
A.= ip 1 (w,1;) A.= ip 1 (w,1;) 
1 
-----, -------, 
I I 
I 
/1-4i; 21 
I 
I 
0 21; 1 w 0 w 
2 1 1 Fig. 6.6.lc (I; E (5,2)) Fig. 6.6.ld (1;=2> 
2. Graph of r(M_; F<cr,a>); a E (0, 00 ] and w En are fixed. 
w 
A. A.=r(M_;F<cr,a>) 
q_~ 
A.= r(M_;F<cr,a>) 
a~ w 
----r 
' 
0 
q, 2 <w,am> = 1 q, 1 <w,ara> = 1 q, 2 <w,ara> = 1 q, 1 <w,ara>>1 
Fig. 6.6.2a Fig. 6.6.2b 
3. Graph of r(M; F<cr,a>), where Mis Newton's method; a E (0, 00 ] is fixed. 
A.=r(M_;F<cr,a>) 
......... w 
"?--
0 52 
Fig. 6.6.3 
1 1 -4. Graph of r(Mm; F<cr,a>); a E [-2 ,2J and w En are fixed (a F afii). 
0 
/ 
/ 
, 
A.= r (M_; F<cr ,a>) 
w 
a 
r (M_; F<cr ,a>) 
w = 1 
a 
Fig. 6.6.4a 
0 
r(M_;F<cr,a>) 
O< w 
a 
< 1 
a 
Fig. 6.6.4b 
0 
A.= r (M-; F<o ,a.>) 
r(M_;F<o,a.>) 
w 
0 
Fig. 6.6.4c 
0 
0 
We give some corollaries of Theorem 6.6.1. 
COROLLARY 6.6.2. Let a € (O,=J and w € n. Let M be Newton's method.
 Then 
(6.6.9) r(M ; F<o,a.>) ~ r(M; F<o,a.>) [j] 
1 1 (for all a. € [-2'2]). 
More specifically, 
(6.6.10) r(Mw; F<o,a.>) r(M; F<o,a.>) = a 
2 1 (for all a. € <5,2Jl 
and there exist constants a.00 and &00 with o < a.00 ~ a.00 < ~ such that 
(6.6.11a) O < r(Mrn; F<o,a.>) ~a 
and 
(6.6.llb) 
and r(M; F<o,a.>) = O 
2 (for all a. € (a.00 ,5 Jl 
- 2 (for all a. € (a.rn'S]) • 
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2 
PROOF. According to (6.6.5) and (6.6.6) it follows that numbers a.00 ,a
. € (0,5) 
-
~ 1 -
exist such that ~l (w,a.) = 1 (for all a.€ [a.,2]), ~ 2 (w,a.) < 1 (for all 
1 - ~ 
a. € [a.00 ,2Jl and ~ 2 (w,a.00 ) = 1. Let a.00 max{a.,a.rn}. From Theorem 6.6
.1 and 
Theorem 6.5.1 it follows that the statement is true. 
D 
1 1 -
Let a € (0,=], a. € [-2'2] and w € n. Corollary 6.6.2 shows that Mrn 
has 
a radius of convergence with respect to F<o,a.> that is 
not smaller and, for 
certain values of a. is even greater, than the radius of
 convergence of 
Newton's method. See also Remark 6.3.1. 
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Corollary 6.6.2 can also be interpreted as follows. Let F E F • Then 
- 1 1 1 F E F<s(F;a) ,a> (for all a E L-21 2)) (cf. (6.4.20), (6.4.22)). Consequently,· 
. I 2 1 I - 1 r(M,F) ?:p0 =sup{s(F;a) aE c5 ;2J}andr(Mw 1 F) ?:pw=sup{s(F;a) aE (aw''IJ}. In 
view of (6.4.21) it follows that p ?: p0 . Corollary 6.6.2 guarantees that 
fii ' * [M,F] generates a sequence {~} that converges to x whenever the starting 
* point x0 E B(x ,p 0). Furthermore, [Mm,F] generates a sequence {~} that con-
* * * verges to x whenever x0 E B(x ,p_) ~ B(x ,p 0 ). 
w 2 
Let N0 E IN be given. Let SNo E (0,5) satisfy 
(6.6.12) 
SN is unique (cf. (6.5.4)). Define 
0 
(6.6.13) 
1. 
11 .CN0 J = 2s J NO 
(j = 0,l, ... ,N0 -l) 
where 
and 11 [NO] = 1. 
NO 
Hence, TI[N0 ] E Q and the following result is a consequence of Theorem 6.6.1. 
COROLLARY 6.6.3. Let a E (0,oo]. Let w E Q with w = (wO,wl, ••• ,wN) I N $No 
and wt TI[N0 J. Then 
(6.6 .14) r(M-[ ]; F<a a>) ?: r(M_; F<o,a>) 
11 NO w 
More specificallly, . 
(6.6.15) r(M_[ ]; F<o,a>) 
11 NO 
a 
1 
and there exists a constant µw with SNo < µw < 2 such that 
(6.6.16) r(M_; F<o,a>) = 0 
w 
PROOF. From (6.6.2c) it follows that for j 
and 
0,1, ..• ,N0-1 we have 
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Consequently, 
and 
Hence, from Theorem 6.6.1, (6.6.5) and (6.6.6) it follows that the state
-
ments (6.6.14- 16) are true. D 
Corollary 6.6.3 may be interpreted as follows. Of all itera
tive methods 
~for which w € n with w = (w0 ,w1, ••• ,wN) and N ~ N0 , the iterative method 1 1 
Mi[Ng] is optimal in the following sense. Let o € (O,m] and a € [-2'2]. Any 
iterative method Mw for which w = Cw0 ,w1 , •.• ,wN) with N ~ N0 and w # i[N0J, 
possesses a radius of convergence with respect to F<o,a> that
 is never 
greater and, for certain values of a is even smaller, than 
the radius of 
convergence of ~[No]" 
We conclude this section by presenting another consequence 
of Theorem 
6.6.1. 
1 
COROLLARY 6.6.4. For any a € (0,2] an w € n exists for which 
· r (M-; F<o ,a>) = o 
w 
(for all o € (O,m]). 
PROOF. It is easily ·verified that ~No~ O (if N0 + m), (cf. (6.6.12)). H
ence, 
Corollary 6.6.4 follows from (6.6.15). D 
6.6.1. Proof of Theorem 6.6.1 
Throughout this subsection, o and a denote the constants th
at appear 
in Theorem 6.6.1 and w the element of n. We start with a lemma which
 was 
alluded to in the previous section (page 107). 
1 
LEMMA 6.6.5. Let w € (0,1]. Suppose a € (0,2]. Let F € F<o,a>. Then 
B(x*,o> c D(F). Let y € B(x*,o). Then F'(y) is invertible. Set 
z = y - wr(y)F(y). Then 
(6.6.17) 
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Here $ 1 is defined in (6.6.1). 
PROOF. Notice that 
(y-x*,r(y)F(yll ~ a{lly-x*ll 2 + llr(y)F(yJll 2}. 
Consequently, 
II z-x*ll 2 * 2 2 2 * lly-x II +w llr(y)F(y)ll -2w(y-x ,f(y)F(y)) 
* 2 2 2 s (1-2wa)lly-x II + (w -2wa)llf(y)F(y)ll . 
Using Lenma 6.5.2 it follows that 
llz-x*ll 2 
2 2 * 2 s {{1-2wa+ (w -2wa)[6(a,1)] }lly-x II 
{1-2wa + (w 2-2wa) [6 (a,2) J2}11y-x*ll 2 
(if w s 2a) , 
(if w > 2a). 
From (6.5.2) it thus follows that 
llz-x*ll 2 
2 2 * 2 
{ {w [6(a,1)] -2w6(a,1) + l}lly-x II 
s 2 2 * 2 {w [6(a,2)] -2w6(a,2) +l}lly-x II 
(if w s 2a), 
(if w > 2a). 
Thus (cf. ('6.6.1) and (6.6.2c)) relation (6.6.17) is true. D 
Let $1 and $2 be defined in (6.6.3) and (6.6.4) respectively. A conse-
quence of the previous lenma is 
1 LEMMA 6.6.6. Suppose a E (o, 2J. Let F E F<o,a> and set G Mw(F). Then for 
* -all x E B(x ,o/$ 1 (w,a)) we have x E D(G) and 
(6.6.18) llG(x)-x*ll s $2 (w,a)llx-x*ll. 
* -PROOF. Let x E B(x ,o/$ 1 (w,a)). Using Lenma 6.6.5 we have, with y0 x, 
lly 1 -x*ll s $ 1 (w ,a)lly -x*ll n+ n n < 0 
where 
(n 0,1, •.. ,N-1). 
Since G(x) = yN - f(yN)F(yN) it follows that 
This proves the statement. D 
We are now in a position to give a lower bound on 
r(M_; F<cr,a>). 
(I) 
LEMMA 6.6.7. 
(6.6.19) 
cr 
r(Mw; F<cr,a>) ~ {:1 (ra,a) (
if a€ co,iJ and +2cw,a) < 1), 
(otherwise) • 
~· Relation (6.6.19) is a direct consequence of Lemma 6.6.6
. D 
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The next subsection will be devoted to the proof o
f the following lemma, 
which may be conceived as a generalization of Lemm
a 6.5.5. 
1 
LEMMA 6.6.8. Suppose a E (0,2]. Then the following propositions h
old. 
(i) If +1 (w,a) > 1 then, for any T E lR for which +1 (w
,a)T > cr, an 
F E F<cr,a> which is inB.initely differentiable on D(F) exists for 
which 
(6.6.20) 
(ii) If +2 Cw,a) > 1 then, for any e > O, an FE F<cr,a> w
hich is infinitely 
differentiable .on D(F) exists for which 
(6.6.21) 
Notice that 
1. r(M-; F<cr,a>) s cr (cf. Remark 6.2.1). Hence (6.6.7) follows
 from Lemma 
(I) 
6.6.7, (6.6.6) and Lemma 6.6.8. · 
2. F<cr,a1> ::::i F<cr,a2> (if-is a 1 s a 2 s i>· Hence r
(M00 ; F<cr,a>) is isotone 
on c-i·i] so that relation (6.6.8) holds .. 
Therefore, the statement of Theorem 6.6.1 is true. 
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6.6.2. Proof of .the Lemmata 6.5.5 and 6.6.8 
PART A. 
We assume in this part of the proof that E = JR. 
1 LEMMA 6.6.9. Let the integer n ~ 0 and let a E (0, 00 ]. Let aj E (0,2], 
'j E (0,cr) and kj E {1,2} (j = 0,1, ... ,n). Suppose 'i of 'j if i of j (i,j 
0,1, .•. ,n). Then for any&, with 0 <a::; minfoj I 0::; j::; n}, an 
f E F<cr,a> n C00 (-cr,cr) (see (6.2.4)) exists such that 
* (i) x = 0 is the unique solution of the equation f(x) 0, 
( 6 • 6 • 2 2) (ii) f ' ( i;) of 0 (for all i; E ( -cr , a) ) , 
(iii) [f'(!;)J-1f(!;} = S(a.,k.l!; (if l!;I 
J J 
T. (j = 0,1, •.. ,n), or 
J 
I !; I E [ T . , a) and T . ~ Ti· ( i = 0, 1 , ..• , n) ) • 
J J 
PROOF. We assume that 0 < 'o < T1 < ... < 'n' this is no restriction. Let 
a satisfy 0 < a ::; min{aj I 0 ::; j ::; n}. Set 'n+l = a and let '-1 E (0,To). Let 
e: > 0 with e: < -31 minh. -T. 1 I 0::; j::; n+l}. Set c.= 8(a.,k.) (j = 0,1, .•• , J J- J J J 
n), c 1 = 1. Let d.= (c. 1 ,c.,T.-2e:,T.-e:) (j = 0,1, ..• ,n) and let h.= ho;. 
- J J- J J J J a) (cf. (6.2.6)) (j = 0,1, ••. ,n). Let 
h: [0,cr) + (0,oo), 
(6.6.23) (if !; E [0,T_l + e:]), 
(if !; E (T. l + E: 1 T. + e:J (j J- J 0, 1, .•. ,n)), 
(if i; E (Tn + e:,cr)). 
+------~ ;\=h(!;) 
0 
'-1 'o 
graph of h 
Fig. 6.6 .5. 
Define 
f: (-o,o) -+ lR, 
i; 1 
(6.6.24) { :Xp[f '-1 h(>J> d>l 
f (f,;) 
-fH;> 
1. We show that f E c=(-o,o). 
a. f is continuous on (O,o) and 
(6.6.25) f'(f,;) = -_-1~ f(f,;) > 0 
h(f,;)f,; 
In general, for k ~ 2 
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(if i; € (0,0)) I 
(if i; 0) I 
(if i; € (-o,O)). 
(for all i; E (0,o)). 
(for all i; E (0,o)) 
where pk is a differentiable function that is composed of th
e functions 
- -
-(k-1) h,h' , ••• ,h 
f (I;) exp[ E;f _!:_ d>.] = _i;_ 
>. '-1 
'-1 
continuous on (-<_1,,_1> and f(k) (f,;) exists (for all k € lN Hence f is 
and all i; E (-<_1,,_1>>. 
c. For i; E (-o,O) we have f(f,;) = -~(-/;) where~ denotes the restriction o
f 
f to (0,o). Since ~ is infinitely differentiable on (O,o), the function 
f is infinitely differentiable on (-o,O) with 
(6.6.26) (for all k E lN and all i; E (-o,O)). 
Hence f € c=(-o,o). 
2. We prove that f E F<o,~>. Obviously (cf. (6.6.25), (6.6.26)), f' (I;) > 0 
(for all i; E (-o,o)). Hence i; = 0 is the unique solution of f(f,;) = O. 
Notice that, since a > 0 and a s min{aj I 0 s j s n} it follows that 
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1-~ 
2& 8(a.,1) $ min{e (a.., 1) [ o J 
s max{e (a.. ,2) [ o s j s n} s e (a.,2) 
J 
(see (6.5.4) and (6.5.5)). Hence 
$ j $ n} $ h (s) 
1+~ 
2a (for all s E [O,o)), 
(for all s E [0,o)). 
Thus 
(for alls E [O,o)). 
Therefore (cf. (6.6.25)) it follows that 
(6.6.27) (for all s E [ 0 , a) ) • 
Fors E (-o,O) we have (cf. (6.6.26)) 
(6.6.28) f(sl _ f<-s> flTIT' = f' <-si 
Hence (6.6.27) holds for s E (-o,O) as well. Thus f E F<o,a>. 
3. Relation (iii) follows from (6.6.23), (6.6.25) and (6.6.28). D 
LEMMA 6.6.10. Let a E (0, 00 ] and n E lN. Let the numbers a.. and T. (j 0,1, 
J J 
... ,n) satisfy the conditions of Lemma 6.6.9. Let 'n+l > 0 be given. Further-
more, let w En with w = (w0 ,w1 , ... ,wN) and N ~ n. Assume that 'j+l = 
lj! 1 (w.,a..)T. (j = 0,1, ... ,n). Let k. = 1 (if w. S 2a..) and k. = 2 (if J J J J J J J 
wj > 2a.j) (j = 0,1, •.. ,n). Let f E F<o,a> n C00 (-o,o) satisfy (6.6.22) where 
0 <a$ minfo. I 0 $ j $ n}. Then for any s E (-o,o) with lsl ='owe have J . 
(6.6.29a) IYj+ll = 'j+l (j = 0, 1, .•. ,n) . 
Here 
(6 .6. 29b) (j O, 1, ••• , n) 
and 
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(6.6.29c) i;. 
PROOF. Let I; c. (-o ,o) satisfy I I; I = i: 0 • Assume l is an integer with 0 ~ l 
~ n. 
Suppose (6.6.29) holds for all j with 0 ~ j ~ l-1. Thus y.e_ E (-o,o), and 
Hence IY.e.+ll = i:l+l (cf. (6.6.1), (6.6.2c)). This proves the lemma. D 
The following lemma shows that the Lemmata 6.5.5, 6.6.8 hold
 if E = lR. 
1 -
LEMMA 6.6.11. Let a c. (o,2J and w c. n. 
(i) Suppose $ 1 (w,a) > 1. Leto c. (O,oo). Then for all i: c. IR with 
(ii) 
$1 (w,a)i: > o an f c. F<o,a> n C
00 (-o,o) and a number i;, 0 c. D(f) with 
li;0 1 ~ i: exist such that f(O) = O, f'(I;) ~ O (for all 
i; c. (-o,o)) 
and i;, 0 i D(Mra,f). 
Suppose $2 Cw,a) > 1. Then for any ~ > 0 an f E f<oo,a> n C
00 (:m) and a 
number i;,0 c. D(f) with Ji; 0 J ~ e exist such that f(O) = O,
 f'(I;) ~ O 
(for all i; c. lRJ, $(1;0) c. D($), $[.pci;0>J = i;, 0 and i;,0 i S(Miii,f). Here 
$ = Miii(f). 
(iii) Suppose a=~- Then for any e > 0 an f E F<00 ,a> n C00 (lR) and a number 
i;, 0 c. D(f) with 11;0 1 = e exist such that f(O) = O, f
'(I;) ~ O (for all 
I; c. lR), $ ci;0J c. D($), $[$ ci;0> J = fo and i;,0 i S(M,f). Here M is 
Newton's method and $ = M(f). 
PROOF. (i) Suppose $ 1 (w,a) > 1. Consequently a< t and an n < N exists such 
that rf 0 $1 (w. ,a) > 1. Let i: c. (0 ,o) such that rf 0 $ 1 (w. ,a) > 5:!... We assum
e 
~= J J= J ' 
that TP;-_0 $ 1 (w.,a) ~ 5:!.. (for all i.< n). ]- J 1" 1 . 
Due to (6.6.2a) an e > 0 exists with a+e < 2 such that rf._0 $ 1 (w.,a+e.) 
0 ...n 0 
J- J J 
< - (for all i < n) and 11. 0 $1 Cw.,a+e.) > - (for any set {e0 ,e1 , •.• ,e } 
c 
i: J= J J i: 
n 
(0,e]). Set i: 0 = i:. We construct the numbers a. and i:. 1 (j = 0,1, •
•. ,n) as 
J ]+ 
follows. Choose e. c. (0,e] such that $ 1 Cw.,a+e.)i:. ~ i:. (for all i ~ j). J J J J i 
Set a.= a+e. and i:. 1 = $1 (w.,a.)i: .• Thus {i:0 , ••• ,i: } c (0,o) and i: 1 
> o. 
J J J+ J J J n 
n+ 
According to Lemma 6.6.10 an f E F<o,a> n C
00 (-o,o) exists such that for all 
i;,0 E lR with Ji;0 J = i: the relation (6.6.29) holds. He
nce i;, 0 i D(Mwf). This 
proves statement (i). 
(ii) Suppose $2 (w,a) > 1. Hence a < t· Let e > 0. As in the first part of 
the proof we can construct numbers aj (j = 0,1, ••• ,N) and i:j 
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(j = 0,1, ... ,N+l), where 'o =£and 'N+l > 'o' such that a$min{ajJo:s;j $N}, 
and Tj+l = ~(wj,aj)Tj and Tit Tj for i: j (j = 0,1, ... ,N). From Lemma 
6.6.10 it follows that an f E F«,,,a> n C (lR) exists such that, for all 
s E lR with lsl =£,we have $(sl = 'N+l > 'o = lsl. Here$= Mw(f). Since 
$is continuous on lR and [M_,f] is quadratically convergent (cf. p.87), 
w 
from Lemma 6.2.6 it follows that a number s0 E [-£,£] with so t 0 exists 
such that $[$(s0 JJ = s 0 . This proves (ii). 
(iii) Suppose a=~- Let £ > 0 and let 'o = £. From Lemma 6.6.9 and (6.5.4) 
it follows that an f E F<oo,a> n C00 (JR) exists such that [f' (s)J- 1f(s) = 2s 
(for alls E lR with lsl = •o). This proves (iii). D 
PART B. 
We are now in a position to prove the Lemmata 6.5.5 and 6.6.8 where E 
is an arbitrary Hilbert space, as will be clear from the next lemma. 
1 "' LEMMA 6.6.12. Let a E (O,oo] and a E (0,2]. Let f E C (-o,o) and suppose that 
f' (s) t 0 (for all s E (-a,a)) and f(O) = 0. Moreover, let 
(6.6.30) (for all s E (-o ,a)). 
Let F be the E-extension off (cf. (6.2.14)). Then FE F<o,a> and x* 0. 
PROOF. In view of Theorem 6.2.12 and (6.4.9) it is sufficient to prove that 
(6.6 .31) 2 2 (x,r(x)F(x));::: a{llxll +llr(xJF(x)ll } (for all x E B(O,o)). 
Let x E B(O,o). Suppose that B = {uju = u with n E IN} and s = (x,u ) (n = 1,2, x n n n 
... ).Hence lsnl <a (n=l,2, ... ). From Theorem 6.2.12(iii) it follows that 
(x,r(x)F(x)) 
Since 
llxll 2 + llr(x)F(x)ll 2 
relation (6.6.30) shows that (6.6.31) holds. D 
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PROOF OF THE LEMMATA 6.5.5, 6.6.8. 
1. suppose ~ 1 (w,a) > 1. Let TE JR satisfy ~ 1 (w,a)T > cr. Let f E c~(-cr,cr) 
and ; 0 satisfy statement (i) of Lennna 6.6.11. Let F
 be the E-extension of f. 
Thus F E F<cr,a> and there exists an element u of E with 
Hull = 1 such that 
f(A) 
f(AU)F(Au) = f'(A) u (for all A E (-cr,cr)). 
Set x0 = ; 0u. Then x0 t D(M00 ,F). Finally, from Theo
rem 6.2.12 it follows 
that F is infinitely differentiable on D(F). This proves statement 
(i) of 
Lemma 6.6.8. 
2. By a similar argument to the above, (using Lennna 6.6.11(ii)) one
 can 
show that statement (ii) of Lemma 6.6.8 is true, and (using Lemma 6
.6.11 
(iii)) prove Lennna 6.5.5. D 
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CHAPTER 7 
NUMERICAL EXPERIMENTS 
In this chapter we present some numerical 
results. The test examples 
will all be finite dimensional problems. E
xamples of the application of the 
imbedding method to problems in infinite d
imensional (Banach) spaces can be 
found, amongst others, in the following thr
ee references: [WACKER, 1972] 
(where the discrete imbedding method is used), [BOSAR
GE, 1971] (where 
Davidenko's method is used), [KLEINMICHEL, 1968] (wh
ere iterative imbedding 
is used) , (cf. section 1 .1) . 
We present some numerical results with ite
rative methods of the type 
investigated in Chapters ~ and 6. 
All computations have been carried out on 
a CDC Cyber 73/173-28 compu-
ter (accuracy: 48 binary digits in the mantissa). 
7.1. ITERATIVE METHODS TO BE TESTED 
We have divided the iterative methods to b
e tested into three classes. 
Let A EA (cf..(2.6.3)) where [A(F;](y,x):: F(y)-F(X
J (for all FE F1 
(cf. (2.6.1)). Let FE F1 . 
CLASS 1. Let N 2 0 and H = {h0 ,h1 , ... ,hN} with hi= N
+l (i = 0,1, ... ,N). 
Let g = 0. Let Re (for e E JR) be the or,e-stage Rung
e-Kut ta method with 
operator coefficient for which 
-1 
p 211 (z) :: [1 - (1-e)z] 
(see also subsection 3.3.2). We notice that, when so
lving a linear differen-
tial equation with constant coefficients, 
the method Re with e = i is equi-
valent to the Trapezoidal rule, and the meth
od Re with e = 0 is equivalent 
to the Backward Euler method. The Trapezoid
al rule is more accurate than 
the Backward Euler method. However the lat
ter method has better stability 
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properties than the former one (cf. [LAMBERT, 1973; pp. 235-236]). If 6 
then R6 reduces to Euler's method. 
Set MN,e = IM(A,g,R6 ,H). Then G = MN,e(F) satisfies (cf. section 4.2) 
G: D(G) + E, 
(7.1.la) 
G(x) flN+l (x) (x E D(G)). 
In ( 7 . 1. 1 a) n . (x) ( j 
J 
0,1, ... ,N+l) is defined by 
n0 (x) = x 
( 7 . 1. lb) and 
flj+l (x) fl . (x) J 
r (f). (x) )F(x) 
J 
(j 0,1, .•. ,N). 
1 We notice that for 6 = 2 and N = 0 the method MN,e is known in the litera-
ture as the method of tangent hyperbolas (cf. [ORTEGA & RHEINBOLDT, 1970; 
p. 188] for a bibliography on this method). Furthermore for 6 = 0 and N = 0 
the method M e has been investigated in [DI LENA & TRIGIANTE, 1976]. In that N, 
paper it was supposed that E = JR. In the computations that were performed 
on some problems in JR., the method exhibited better convergence behaviour 
than the convergence behaviour of Newton's method, especially when the start-
ing points were not close to the desired solution. 
From Theorem 5.2.8 it follows that the iterative processes [MN 16 ,FJ 
(N ~ 0, 6 E JR.) are all quadratically convergent. 
In higher dimensional vector spaces computation of F"(z) requires in 
general an exorbitant amount of work. Consequently, for 6 t 1, the iterative 
methods MN,e are rather cumbersome from the computational point of view. 
We shall therefore modify M 6 in such a way that F" (n. (x)) need not be N, J 
computed. Let y,x E D(F). Suppose F' (y) is invertible. For any £ > 0 there 
exists a number p > 0 such that for all' with 0 < l•I < p 
1 
- lip• (y+•f(y)F(x)) - F' (y) - •F"(y)f(y)F(x)ll < £. 
L 
When ' is small, the operator ~F' (y + •f (y) F (x)) - F' (y)} is therefore approx-
' imately equal to F"(y)f(y)F(x). Thus we can approximate the iteration func-
tion G, defined in (7.1.1) by an iteration function G, 
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G: D(G) + E, 
(7 .1.2a) 
~ 
~ 
G(x) nN+l (x) (x € D(G)). 
In (7.1.2a) nj(x) (j 0,1, ••• ,N+l) is defined by 
n0 Cx> = x 
(7.1.2b) and 
nj+l (x) 
~ 1 ~ (1-0) ~ ~ 
nj (x) - N+l [F' Cnj (x)) - (N+l) t {F' <nj (x) +tr (nj (x)) F (x)) 
- F'Cn.<x»}J-1FCx> Cj 0,1, ••. ,N>. 
J 
D(G) is defined in a way similar to D(G) (cf. section 4.2.2). G can
 be con-
ceived as an iteration function of an iterative method,
 which we denote by 
MN 16 • Hence G = ~16 (F). 
We notice that for N = O, iterative methods M have bee
n investigated 
- N,0 
by several authors (cf. [TRAUB, 1964; p. 164], where it is assumed 
that 
E = lR; for the case that E is an arbitrary Banach spac
e, an example is 
given, for instance, in [KOGAN, 1967]). Just as with the method of 
tangent 
hyperbolas, the main purpose of investigating these me
thods was their local 
* convergence behaviour (near x ). Our main interest, however is in w
hat hap-
* pens when the starting point x0 is remote from x • 
CLASS 2. We shall also consider the optimal methods M-
defined in Definition 
-
w 
6.3.1, where w = ~[N] (cf. (6.6.13)) with N € lN given. We notice tha
t the 
iterative processes·[~[N]'F] (N € lN) are all quadratically conver
gent (cf. 
p. 87). 
CLASS 3·. Let N 2: 0 and let H 
Let g1,g2 € S with 
(7 .1.3a) 0 
and 
1 
(7.1.3b) g2(t) F 1 
0,1, ••• ,N). 
(if t € [0,1)), 
(if t 1). 
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We shall also consider the methods M. . where 1-,J ,N 
(7 .1.4) M. . = IM (A,g. ,L. ,H) 1-,J,N 1- J (i 1, 2; j 1,2 ,3) . 
Here, L1 and L2 are defined in (3.3.6). The Runge-Kutta method L3 is the 
so-called Modified Euler method (cf. [LAMBERT, 1973; p. 118]) and is defined 
by 
0 
(7 .1.5) 0 
From Theorem 5.2.5 it follows that the iterative processes [M .. N,F] 
1-1 JI (i 1,2; j = 1,2,3) are quadratically convergent. 
We shall test iterative methods MN,B of Class 1 with 8 
choice of these methods has been motivated in section 3.3. 
1 0,2, 1. The 
Methods of classes 2 and 3 have the following features, which motivated 
their choice. 
(a) The methods of Class 2, for which we could determine the radius of con-
vergence, are all optimal according to the theory given in Part II of 
Chapter 6. 
(b) The methods M. . (i,j = 1,2) are based on Runge-Kutta methods that are i,J,N 
superior to Euler's method for certain types of differential equations 
(see section 3.3). 
(c) The methods M. . (i,j = 1,2) are based on first order Runge-Kutta 1-,J ,N 
(d) 
methods which require per step at .•'.east two evaluations of the function 
f (appearing on the right-hand sidn of the differential equation) . The 
methods M. 3 N (i = 1,2) are based on a second order Runge-Kutta method 1_1 t 
which requires two such function evaluations per step. 
The methods M-[ ] and M2 . (j = 1,2,3) are both of the type (4.1.3), 1T N ,J ,N 
with the same A and g. We thus have Mrr[N] = 1M(A,g2 ,L0 ,H) and M2 ,j,N 
1M(A,g2 ,Lj,H) where A, g 2 , Hand L. (j = 1,2,3) are defined above. L0 ~ ~ J~ ~ 
denotes Euler's method and H = (h0 ,h1 , ... ,hN) denotes the sequence of 
stepsizes which corresponds to the optimal w = (~0 ,~ 1 , ... ,~N) = n[N] 
by means of (6.3.4). 
(e) With j E {1,2,3} and N 2 0 both fixed, the iterative methods M. . 
i,J ,N 
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(i 1,2) differ only with regard to function gi (i = 1,2)
. 
7.2. NUMERICAL RESULTS WITH THE METHODS DESCRIB
ED IN SECTION 7.1 
Iterative methods of the Classes 1, 2 and 3 hav
e been applied to two 
problems. 
PROBLEM 1. This problem arises from a finite-di
fference approach to the one-
dimensional two-point boundary value problem 
d 2 d 2 ~ {s ~ V(s)} - s f(V(s)) = 0 ds ds 
(O<s<l), 
(7 .2 .1) 
V' (0) O, V(l) 1 
-1 v 
where f(v) = £ v+A (see [KELLER, 1968; p. 162 et seq.]).
 On physical 
grounds the solution of (7.2.1) looked for should be posit
ive and continuous. 
It can be shown that a unique positive solution
 exists, which is strictly 
isotone. In [MURRAY, 1968] it is shown that V(O) ~ 2[£A]-lexp{-[£A]-l} (if 
EA« 1). 
Let m € lN and let £,A > O. Consider the (m+l)-dimensiona
l problem 
F(x) = O, where for x = c;0 ,;1 , ••• ,;m) and F(x) = ($0 CxJ,$ 1 
(x) , ••• ,$m(x)) 
(7 .2.2) 
$o(x) 
$. (x) 
J 
$ (x) 
m 
Here, b. = ~1- and s m+l i 
2 2 
+b. [s.J f(;.) 
J J 
(j 1,2, .•• ,m-1), 
i b. (i = L 1, ... ,m+!l • Set 
(7 .2 .3) D(F) {x I X ~ lRm+l ,. (" " " ) h " 0 x = , 0 ,, 1, ••• ,,m were ,j > 
(j 0,1, ••• ,m)}. 
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It can be shown that F' (x) is invertible (for all x E D(F)) and that F(x) O 
has a solution that is unique in D(F). Consequently, FE F1 • 
The starting point XO was chosen to be XO= (s~1S~1···1S~) where s~ 
(1-£A)[s.J2+£A (j = 0,1, .•• ,m). The computations were performed form= 99 
J 
and A= 0.1. For£ we took £ = 0.05, 0.01 and 0.001. 
In all these three cases, Newton's method failed. More specifically, 
it generated sequences {x} that converged to a "solution" outside D(F). D 
k 
Any iterative process was considered to yield a sequence {~} converg-
ing to a solution of the equation F(x) = 0 whenever, for some k with 
1 s k s 20, 
(7.2.4) or 
-6 (see e.g. [BUS, 1975]). For both o1 an6 o2 we took 10 . The norm used was 
the Euclidean norm. The number of iteration steps required for the stopping 
criterion to be satisfied is only given if a process succeeded in generating 
a sequence {~} that converged to the desired solution. In all other cases 
we assume that the iterative process failed and indicate this by FAILURE. 
~ N e 8 
£ = 0.05 
£ = 0.01 
£ = 0.001 
TABLE 7.2.1. 
-4 Method Class 1 (cf. (7 .1.2); T = 10 ) . 
Problem 1 (A = 0.1, m 99). 
0 0 0 1 
1 0.5 0 1 
FAILURE 3 4 4 
FAILURE FAILURE 5 FAILURE 
FAILURE FAILURE 7 FAILURE 
~ N 3 3 3 7 m 8 1 0.5 0 1 
£ = 0.05 3 2 3 3 
£ = 0.01 4 2 4 3 
£ = 0.001 FAILURE 2 4 FAILURE 
1 1 
0.5 0 
2 3 
3 4 
4 5 
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TABLE 7.2.2. 
Method Class 2 (cf. (6.3.3), (6.6.13)). 
Problem 1 {A= 0.1, m = 99). 
~ N 1 3 7 m 
E: = 0.05 3 2 
1 
E: = 0.01 FAILURE FAILURE FA
ILURE 
E: = 0.001 FAILURE FAILURE FA
ILURE 
TABLE 7.2.3. 
Method Class 3, M (cf. (7.1.4), (7.1.3a), (
3.3.6) and (7.1.5)). 
1, j ,N 
Problem 1 (A = 0.1, m = 99). 
~d N 0 0 0 1 
1 1 3 3 
m j 1 2 3 1 
2 3 1 3 
E: = 0.05 FAILURE 8 4 
3 3 2 3 2 
E: = 0.01 FAILURE FAILURE 7 F
AILURE FAILURE 4 4 3 
E: = 0.001 FAILURE FAILURE FAILURE F
AILURE FAILURE .7 FAILURE 3 
TABLE 7.2.4. 
Method Class 3, M2 ,j,N (cf. (7.1.4), (7.l.3b), (3.3
.6) and (7.1.5)). 
Problem 1 (A = 0.1, m = 99). 
~d N 0 0 0 1 1 
1 3 3 
m j 1 2 3 1 2
 3 1 3 
E: = 0.05 FAILURE 7 8 3 
3 3 2 2 
E: = 0.01 FAILURE FAILURE FAILURE FA
ILURE FAILURE FAILURE 2 3 
E: = 0.001 FAILURE FAILURE FAILURE FAIL
URE FAILURE FAILURE FAILURE FAILURE 
PROBLEM 2. As a second example we consi
der the problem F(x) O, where for 
x = (i;; 1 ,i;; 2J and F(x) = (<j> 1 (x),<j> 2 (x)) 
<P1{x) = ~sin(s1s2) - 2\1 s2-s1}, 
(7 .2.5) 1 2s1 ( 1 - -l (e - e) + ~ s - 2es 4n TI 2 1 
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(cf. [CARNAHAN, LUTHER & WILKES, 1969; p.319]). This problem has a solution 
* x ~ (0.30, 2.84). Set 
(7.2.6) D(F) {y0 J y0 E IR2 ; a continuous curve X on [0,1] with X(O) =y0 
* and X(l) = x exists, such that F' (X(t)) exists and 
is invertible and F(X(t)) - (1-t)F(y0) = 0 (for all 
t E [0,1])}. 
It can be shown that D(F) is open. The equation F(x) 0 also has two "solu-
* * * * tions", y and z , outside D(F). y = (0.5,7f) and z f::: (-0.26, 0.62). The 
starting point was chosen to be x0 = (0.4, 3). It appears that x0 E D(F) 
(cf. [BOGGS, 1971]). In this case Newton's method failed in the sense that 
it generated a sequence {~} * converging to z * instead of x • 
method 
TABLE 7.2.5. 
-4 Method Class 1 (cf. (7.1.2); 
Problem 2. 
T = 10 ) . 
N 0 0 0 1 1 
e 1 0.5 (' 1 0.5 
FAILURE 5 7 FAILURE 3 
method N 3 3 3 7 
I e 1 0.5 0 1 
4 3 4 3 I 
TABLE 7.2.6. 
MethodClass2 (cf. (6.3.3), (6.6.13)). 
Problem 2. 
N 3 7 
FAILURE FAILURE 2 
D 
1 
0 
5 
129 
TABLE 7.2.7. 
Method Class 3 (cf. (7.1.4), (7.1.3), (3.3.6) and (7.1.5)). 
Problem 2. 
N 0 0 0 1 1 1 
3 3 
j 1 2 3 1 2 3 1 3 
method 
Ml,j,N 4 3 3 3
 3 3 3 3 
M2 . 
,],N FAILURE 
3 FAILURE 3 2 FAILURE 2 3 
CONCLUSION. The methods ~ 1 0 of Class 1 with 0 = 0 and 0 = i• and the methods 
M113 ,N of Class 3 appear to be 
more reliable than the other methods whose 
test results have been presented above (including Newton's me
thod M011 , which 
failed). 
The work per step for a method ~, 0 (with 0 ~ 1) and for a method M113 ,N
 
is roughly twice the work for a method ~ 0 (with 0 = 1) and for a metho
d 
Mn[N] - with the same N ~ o.~Even if we c~mpare methods MN, 0 (with 0 = o,tl 
and M113 ,N with the methods ~, 0 (with 0 = 1) and Mff[N] th
at require the 
same amount of work per iteration step, the forme
r (especially ~, 0 with 
0 = 0) turn out to be better. 
~ 1 ~ 
Among the methods ~, 0 (0 = o,2) and M113 ,N, the methods ~. 0 with 0 
(in which case the Backward Euler method underlies the iterati
ve methods) 
appear to b~ more reliable than the methods MN, 0 with 0 = t (in which case 
the Trapezoidal rule underlies the iterative metho
ds) and M113 ,N (in which 
case the Modified Euler method underlies the itera
tive methods). However, if 
small stepsizes are taken (i.e. N large) then the last two typ
es of methods 
generate sequences that converge faster to the so
lution than the first ones. 
0 
If we restrict our attention to the methods of Cla
sses 2 and 3, methods 
M1 3 of Class 3 appear to
 be more reliable than the other ones. The methods
 
I ,N 
Mff[N] and the methods M2,j,N' which are closely related to one an
other, 
appear to have about the same (rion-l convergence behaviour. 
If we compare the methods of Class 3 with one anot
her with regard to 
the function g, the iterative methods that are bas
ed on g1 (cf. (7.1.3a)) 
appear to be superior to the iterative methods bas
ed on g2 (cf. (7.1.3b)). 
This indicates that the choice of the function g m
ay significantly affect 
the convergence behaviour of an iterative method o
f the type (4.1.3bl. It 
therefore seems worth while to investigate in futu
re research the role of 
function g in the convergence behaviour of iterativ
e processes [M,F] where 
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* Mis of the type (4.1.3b) and x0 is remote from x 
In conclusion, the methods M 8 appear to be very reliable for solving N, 
the problem F(x) = 0. The investigation of these methods in future research 
would therefore seem to be desirable. 
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CHAPTER 8 
PREDICTOR-CORRECTOR CONTINUATION ALGOR
ITHMS 
Let FE F1 . So far, we have only been intere
sted in iterative processes 
for solving 
(8.1.0) F(x) 0. 
In [RHEINBOLDT, 1975] an algorithm for solving (8.1.0
) is proposed which is 
based on discrete imbedding. It has an ada
ptive step strategy for determin-
ing the partition {t0 ,t1 , ... ,tN} (cf. section 1.1). 
In section 8.1 we give an outline of this 
algorithm. In sections 8.2, 
8.3 and 8.4 we go into more detail, and pre
sent some variants of the algo-
rithm, in some of which Davidenko's method
 is used also (cf. section 1.1). 
These variants also use the results given 
in section 6.5. In some of them 
Newton's method is used, while in the othe
rs the iterative method M010 is 
used also (cf. (7.1.2)). In section 8.5 we present s
ome numerical results 
obtained with the algorithms described her
e. 
In this chapter we assume that E is finite-
dimensional. Throughout the 
sections 8 .1 - 4 the operator F denotes a g
iven (fixed) element of F 1 . 
8.1. INTRODUCTION 
Let u0 E D(F) and let 
Q: [0,1] x D(F) + E, 
(8.1.1) 
Q(t,x) _ F(x) - (1-t)F(u0 ) 
(cf. (1.1.4)). Suppose that for all t E [0,1] the eq
uation 
(8.1.2) Q(t,x) 0 
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has a unique solution x = U(t), which depends continuously on t. 
We recall that the method of discrete imbedding consists of selecting 
a partition P = {t0 ,t1 , •.. ,tN} with 0 = t 0 <t1 < ..• <tN = 1 and of solving 
(8.1.2) successively fort= ti (i = 1,2, .•. ,N), (cf. (1.1.9)). 
Let M be the iterative method (the local method) that is used for ap-
proximating the solution U(ti) of (8.1.2) (i = 1,2, ... ,N). By r(t) we de-
note the radius of convergence (see Definition 2.4.1) of the iterative pro-
cess [M,Q(t, o)] (t E [0,1]). 
We shall now describe how a partition P and starting points y, 0 for l., 
[M,Q(ti 1 •)](the i-th local process) are selected in the algorithms to be 
described here. 
Suppose the algorithm has progressed through t 1,t2 , ... ,tk with tk < 
and kc 1, so that close approximations ui of U(ti) (i = 1,2, ... ,k) have 
been obtained. We indicate how ~+l and yk+l,O are selected (we shall specify 
what follows further on) . 
1. An approximation Uk of U is constructed. Thus 
(8.1.3) Uk (t) "" U(t) (t € [0,1]). 
2. lluk(t) -U(t)ll is estimated by Ek(t) (for all t c ~).Thus 
(8.1.4) (t c ~). 
3. r(t) is estimated by rk(t) (for all t c tk). Thus 
(8.1.5) rk(t) ;::; r(t) 
4. Let hk be the solution of 
(8.1.6) (h > 0) I 
where y1 , 0 < y1 S 1, is a given number which reflects the uncertainties of 
the estimates. Then 
5. Set 
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(8.1. 7) 
yk+l,O is the starting point of the local 
process [M,Q(tk+l'•)]. 
Observe that, when rk(t) = r(t) and E.k(t) = lluk(t) -U
(t)ll, for any 
y 1 E (0,1) the (k+l)-th local proces
s yields a sequence {y } k+l,j j=0,1,2, •.. 
that converges to U(tk+l). 
In the algorithms to be presented here, rk
(t) = pk for some constant 
pk > 0 and either Ek= 0, or Ek is strictly
 isotone on [tk, 00), Ek(tk) = 0 
and limt-+<x> £k(t) = oo, In the first case we set tk+l 
= 1, in the last case 
the equation (8.1.6) has a unique solution. 
Following Rheinholdt ([RHEINBOLDT, 1976]) we call an
 algorithms of the 
type described above a predictor-corrector c
ontinuation (PCC) algorithm 
(Uk is the predictor and Mis the corrector). 
In the following survey of the algorithm, 
we also give a more detailed 
description of the way in which the stepsiz
e is selected. 
1. k := O; tk := O; ~ := hstart; go to 3. 
2. hk is the solution of (8.1.6). 
3. 
4. 
min 
{
tk + h . 
tk+l := tk + hk 
tk + hmax 
(if hmin ~ hk ~ hmax)' 
(if hk > hmax) · 
If ~+1 > 1 then~+l 1; Yk+l ,O := Uk(tk+l). 
Perform [M,Q(tk+l'•)] with starting 
If convergence criterion is met for 
then (~+1 := Yk+l,l; 
if tk+l = 1 then STOP 
else (k ·= k+l; go to 2)) 
else 
if tk+l - tk = hmin then FAILURE 
else (~ := y2hk; go to 3). 
The constant y 2 E (0,1) is given. 
point yk+l,O 
some yk+l ,l' with l ~ l max' 
In sections 8. 2 - 4 we specify how Uk (k = 0, 1, ... ) , 
and Ek and rk (k = 
1,2, ... ) are determined. We assume that for all t E 
[0,1] the operator F'(x) 
exists and is invertible (for all x in some open nei
ghbourhood of U(t)). 
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Hence, from Theorem 2.6.4(i) it follows that 
u(tl -r(u(t))F(u0J (t E [0,1]) t 
(8.1.8) 
In sections 8. 2 - 4 we suppose the algorithm has progressed through 
t 0 ,t1 , •.. ,tk with k 2 0. Hence close approximations u0 ,u1 , •.. ,uk of respec-
tively U(t0 ) ,U(t1) , •.. ,u(tk) are available. 
8.2. DETERMINATION OF Uk 
We shall describe three types of approximations Uk w~ich we tested. We 
suppose k 2 0. 
a. Lagrange interpolation. Let an integer p with 0 s p S k be given. Choose 
Uk , where 
,p 
(8.2. la) 
and 
(8.2.lb) 
Uk (t) -
,p 
1Tk . (t) 
,p,J 
It follows that 
(8.2.2) 
I 1Tk,p,J· (t)~-j j=O 
(j 
(j 0,1, ... ,p). 
0, 1, ... ,p). 
In [RHEINBOLDT, 1975] Uk is of this type. 
b. Interpolation, using relation (8.1.8). Let an integer p with 0 s p S k 
be given. Set 
(8 .2.3) Uk -r(~l F (u0 l . 
Choose Uk Uk I where 
,p 
(8.2.4a) 
uk,p (t) - uo (if k 0) 
and 
(8.2.4b) uk Ctl -
,p 
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(if k ~ 1). 
Here nk . is defined in (8.2.lb). It is easily verified
 that, when k ~ 1, 
,p,J 
(8.2.5a) 
and 
(8.2.5b) 
uk Ctk .l 
,p -J ~-j (j 0
,1, ••• ,p) 
This type of interpolation curve is, for exam
ple, used in [BYRNE & HINDMARSH, 
1975] as a predictor for implicit backward differentiat
ion formulae for the 
numerical solution of ordinary differential eq
uations. 
c. Approximation, using a Runge-Kutta method with
 operator coefficient. 
Consider the one-stage Runge-Kutta method with
 operator coefficient 
-
-1 
R == (p .. ) :where p 2 1 Czl = [1-z] (see section 3.3 and p
.121); R is related 
J.1) I 
to the Backward Euler method. 
Let Uk(t) be the approximation through uk of U(t), which 
is obtained 
by performing one integration step of Ron prob
lem (8.1.8). Thus 
As in (7 .1. 2) we approximate F" (~Jr (uk) F (u0 ) by 
Here, y 3 > 0 is a given small numb
er (cf. p.122). We then obtain the approxi-
.., 
mation Uk to U, 
(8.2.6a) 
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Compared to the predictor Uk , the determination of U with k ~ 1, 
,p k,p 
requires approximately one Newton-step extra work. For k ~ 1 we therefore 
approximate~ by f(yk,l-l)F(u0), where Yk,l-l is the last but one iterate 
of the k-th local process (the L-U decomposition of F' (yk,l-l) 
a2Q(tk,yk,l-1) is available from the local' process). 
Similarly, if k ~ 1, instead of Uk, defined in (8.2.6a), we use 
(8.2.6b) 
When compared to uk,p' the amount of extra work required for Uk~is approxi-
mately equal to one Newton-step. For ease of reference, we put u0 = 50 . 
8.3. ESTIMATION OF liUk(t)-U(t)li 
In this section we present the estimates of lluk(t)-U(t)ll we use in the 
algorithms. We suppose k ~ 1. We shall use the following lemma. 
LEMMA 8.3.1. Let p and q be integers with -1 ~ q ~ p ~ k and p ~ 0. Set 
p+q+l = n. Let Y: [0,1] +Ebe (n+l)-times continuously differentiable on 
[0,1] and suppose 
(8.3.1) max 
tdO, l] 
dn+l 
11--Y(t)ll ~ o · oo 
dtn+l 
Let Y : [0,1] + E b~ a polynomial of iegree ~ n satisfying n 
(8.3.2a) 
and 
(8.3.2b) 
Then 
(8.3.3) 
y (tk .) 
n -J Y(tk .) -J 
y (tk ,) 
n -J Y(tk ,) 
-J 
lly (t)-Y(t)ll 
n 
(j 0, 1, ... ,p) 
(j 0, 1, ... ,q). 
(for all t E [ 0, 1]) . 
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PROOF. 1. If E = lR then this result c
an be found in e.g. [STUMMEL & HAINER, 
1971; section 3.2.1, 3.2.2]. 
2. Suppose E = lRm (with m > 1). Let 'o E [0,1
]. Suppose ~(T0 ) t 0 where 
~(L 0 ) = Yn(LO) -Y(L0J. Then a linear functional L
: E-+ m. exists with llLll 
such that L~(L0 ) = ll~(L 0 )11. 
Let LY= n and LYn = nn. It is easily 
verified that n is (n+l)-times con-
tinuously differentiable on [0,1] and that m
axtE[O,l] Jdn+l/dtn+l n(t) I so. 
Further n (tk .) = n(t. .) (j = 0,1, ... ,p) and n (t. .) 
= n(tk .) (j = 0,1, 
n -J k-J 
n -k-J -J 
..• ,q). Consequently (cf. part 1 of this proof)
 
I I s --
0
-
h I I q I I 
nn(t)-n(t) (n+l)! j=O t-tk-j jUo t-tk-j 
(for all t E [0,1]). 
In particular, since ll~(L 0 )11 = JL~(L 0 ) I= lnn(L 0)-n(L0) J, r
elation (8.3.3) 
is true for t = 'o· 
Consequently, (8.3.3) is true for all t E [0,1
]. This proves the 
lemma. D 
a. Let p ~ 0 (with p s k-1) be given. Suppos
e that U is (p+2)-times con-
tinuously differentiable, so that a co
nstant o1 > 0 exists such that 
(8.3.1) 
holds with Y = u, n = p+l and o = o1 . 
Let Uk= uk,p (cf. (8.2.1)). If ~-j = 
U(tk .) (j 
-J 
0 I 1 I ••• Ip) then 
llu (t)-u(t)ll s lluk (t)-uk 1 (t)ll + llu 1
(t)-U(t)ll 
k,p . ,p ,p+ 
k,p+ 
01 p+l 
s lluk,p(t)-uk,p+l (t)ll + (p+2): jUo Jt-tk-jl 
(for all t E [0,1]) 
(cf. (8.3.3)). It is easily verified that 
(8.3.4) 
In this case we therefore set Ek Ek , w
here 
,p 
(8. 3. 5) Ek (t) - lluk (t)-Uk 1 (t)il 
,p ,p ,p+ 
where v E E. 
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or, equivalently, 
where 
(8.3.6) 
p -1 
v = {J·Do (t-tk .J} [Uk (tJ-uk 1 CtJJ 
-J ,p ,p+ 
(for any t E [0,1] with t f. tk . (j 
-J 
0, 1, ... ,p)). 
This kind of estimate of lluk(t)-U(t)ll is also used in [RHEINBOLDT, 1975]. 
REMARK 8.3.1. Determination of p. The - assumed to be unique - solution of 
(8.1.6) depends on p and we might choose p = pk such that the solution h of 
(8.1.6) is maximum. However, in general, too many changes in pare inadvis-
able. Following [RHEINBOLDT, 1975] we only tested on values of h correspond-
ing top= pk-l + o (o = -1,0,-1). Moreover, whenever p was changed we kept 
it fixed for at least one further step. D 
b. Let p ~ 0 be given (p $ k-1). Let Uk Uk,p (cf. (8.2.4)). Like case a, 
we estimate llu (t)-U(t)ll by lluk (t)-Uk 1 tt)ll. As in (8.3.4) it can be k,p ,p ,p+ 
shown that 
Uk (t) 
,p uk,p+1 tt> 
We thus set e:k e: , where k,p 
(8.3. 7) E:k Ctl - II uk (tl - u (tl 11 
,p ,p k,p- 1 
or, equivalently, 
e:k (t) 
,p 
(8.3.8) 
v = 
where 
(for any t E [0,1] with t f. tk-j (j 
where v E E. 
0,1, ... ,p)). 
The integer p pk is determined in the way described in Remark 8.3.1. 
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. 
c. Let Uk= Uk. Suppose U is three
-times continuously differentiable.
 Let 
f(u) = -f(u)F(u0). Thus 
(8.3.9) u(tl f(U(t)) (t E [O,l])
. 
It is easily verified that (cf. p.135) 
Define d 1 and d 2 such that 
and 
It is easily verified that a consta
nt c1 E (0, 00 ) exists such that, w
hen 
lt-tkl is sufficiently small, 
Suppose 
Then 
max 
tE[O, 1] 
3 
11Lu<tlll 
dt3 
(for all t E [0,1]). 
2 2 
From (8.3.9) it follows that d /dt U(t) = f
' (U(t) )f(U(t)) (t E [0,1]). Hence, 
if~= U(tk) I 
11 uk (t)-U(t) II 
(lt-~I sufficiently small). 
We can therefore estimate lluk(t) -U(t)ll by 
~k(t), where 
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or, equivalently, 
Similarly, we estimate lluk(t)-U(t)ll (cf. (8.2.6a)) by i\(t), where 
(8.3.lOa) 
Obviously, lluk(t)-U(t)ll (cf. (8.2.6b)) is estimated by e:k(t), where 
(8.3.10b) e:k (tJ - II r (yk,f.-1 iy1;F' (yk ,f.-1 +y 3r (yk ,f.-1 J F (uoll -F' (yk ,f.-1 J } 
lt-~1 2 
f(yk,f.-lJF(uoJll 2 
8.4. LOCAL PROCESSES; ESTIMATION OF THE RADII OF CONVERGENCE 
In this section we present the two types of local processes that are 
used in the algorithms whose test results are presented in section 8.5. 
The first type uses Newton's method, which requires the least amount 
of work per iteration step of all the methods considered in chapter 7. Since 
Newton's method is quadratically convergent, this local process will, in 
general, only require a few steps. The second type of local process uses a 
combination of Newton's method and the method MO,O (cf. (7.1.2)), which 
appears to have very good convergence behaviour (cf. Tables 7.2.1, 7.2.5). 
We also tested algorithms in which the methods Mrr[N] (cf. (6.3.3), 
(6.6.13)) are used as local method. (The radius of convergence of these 
methods was estimated by using the theory of chapter 6, Part II.) However, 
in contradistinction to the iterative methods in chapter 7, almost all PCC 
algorithms which were tested, managed to deliver the desired solution (within 
the required accuracy). Consequently, it is only sensible to compare the PCC 
algorithms with respect to the total amount of work, which is roughly the 
total number of local steps required to solve the problem. It appeared that, 
when using a method MW[N] or a combination of Mrr[N] and Newton's method, the 
total amount of work was significantly higher than in the case in which 
Newton's method only was used. 
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We shall now specify the local process that us
es Newton's method, and 
the one that uses M010 also. We assume k ~ 1.
 Both local processes contain 
the following control mechanism {for the k-th local proces
s): 
{8.4.la) 
then "convergence criterion is met" 
{8.4.lb) 
then "convergence criterion is not met" 
{8.4.lc) 
then (j := j+l; go to ITER) 
{8.4.ld) else 
"convergence criterion is not met". 
Three remarks on this control mechanism. 
-6 
1. We shall use o1 = o2 = 10 in {8.4.la). Other types o
f stopping criteria 
than requirement {8.4.la) are possible (see e.g. [SCHWETLI
CK, 1975]). How-
ever, it is not yet clear which stopping criter
ion is optimal {in the sense 
that it minimizes the total number of local ite
ration steps), (see also 
v v [RIBARIC & SELISKAR, 1974] and [WACKER, 1977b]). 
2. In requirement {8.4.lb), the constant y 4 ~ 2 is given. 
If rk-l (~) = r(tk) 
and if 11<\,jO > y4rk_1{tk) (for some j ~OJ it seems reasonab
le to assume 
that Yk,j i B(U(~),r{~)). In general rk-l (~) ~ r(~). In pra
ctice it 
appeared that in cases where requirement {8.4.lb) was met, 
in general no 
convergence occurred {we chose y4 = 10). 
-2 
3. We shall use o3 = o4 = 10 in (8.4.lc). The requirem
ents {8.4.la,c) then 
guarantee that the number of steps in a local p
rocess is always less than 
th 
10. If after the 7 step no convergence is to 
be expected, the process is 
broken off. 
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In the subsections 8.4.1 and 8.4.2 we assume that the k-th local pro-
cess has been performed successfully, so that a sequence {yk .}.=O 1 0 
,] J , , ••• ,-<-
has been generated where Yk,l = uk. In these subsections we show how 
{yk .}. 0 1 0 has been obtained and how rk(t) (~ r(t)) is constructed. I) ]= I I • • • I.(, 
rk will be of the type 
(8.4.2) 
where Pk is an estimate of r(~). Set 
(8.4.3) 
8.4.1. Newton's method 
If Newton's method (subsequently denoted by M0) is used as local method, 
then 
(8.4.4a) 0 yk . - d_- • 
I) -K 1) 
where 
(8.4.4b) 0 -1 d- . = [P'(yk ,)] P(yk ,) 
-K I) I) I) 
(j 0 I 1 I • • • ,l-1) • 
It is easily verified that PE F1 (cf. pp. 131, 133, and (2.6.1)). 
Consider the function a, defined in (6.4.16). For all a E (0,oo] we 
have 
(8.4.Sa) a(P;cr) 
We set 
(8.4.Sb) a (P; 0) 
-1 (x-U(~) ,[P' (x)] P(x)) 
inf { 2 -1 2} 
O<ll U (tk) -xii <a II x-U (tk) II +II [P' (x)] p (x) II 
(if B(U(tk),cr) c D(P) and P'(x) is 
invertible on B(U(tk),cr)), 
1 
- 2 (otherwise) • 
1 
2· 
143 
It follows that (cf. (6.4.18)) PE f<o,a(P;o)> (for all o E (0,
00 ]). Let 
(8.4.6) sk sup{o I a(P;o) - ~ > O}. 
! 
2 
5 
0 
Fig. 8.4.1. 
By virtue of Theorem 6.5.1 we have r(M0 ; f<o,a(P;o)>) 
2 
fies a(P;o) - 5 > O. Consequently 
(8.4.7) 
pk will be an estimate of sk, 
(8.4.8) 
o whenever o satis-
skis determined by a(P;•). However, in general, we do not know a(P
;•) ex-
plicitly. We therefore estimate a(P;•), using Yk,O'Yk,l'"""'Yk,l" 
From Lemma 6.4.1, (6.4.17) and (8.4.Sb) it follows that a(P;•) is a
nti-
tone on [O,m], the right-derivative of a(P;•) exists at o = 0 and 
(8.4.9) ~ a(P·O) do I 0 (for o 0). 
We therefore estimate sk as foliows. For j 0 I 1 I o o o ,l-1 let
 
(8.4.lOa) 
and 
(8.4.lOb) 
(yk .-u. ,dk . ) 
,] JC ,] 
2 2 
llyk .-u. II +lid .II 
,J JC K,J 
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where d . K,J 
O is 
'\,j defined by (8.4.4b). 
--
... --)C.x ............. , 
---1._ ',~=ak,5(a) 
I >. ' 
I " ' t I )( ',-
I I " ' 
---+----t-1-- -\ a=a (a) =a (a) 
1 I I 1 '< k,4 k 
I I I 
I I I 
I I 
I 
I a= a(P;a) 
I 
I I 
a 
Fig. 8.4.2. 
Define 
(8.4.lla) 
where ck,j is such that 
(8.4.llb) a. . (ak .l 
J< I J f J 
(j 0' 1, ... ,.e.-1) • 
Set 
(8.4.12) ak(a) =a. . (a), where ck . ~ck . K,Jo ,Jo ,J (j 
Then Pk is the solution of ~(a) ~ (a > 0) • Thus 
(8.4 .13) 
(see also Fig. 8.4.2). 
0' 1, .•• ,.e.-1) • 
We notice that in [RHEINBOLDT, 1975] also, Newton's method is used as 
local method. However, in that paper, the estimate rk(t) of r(t) is based 
on a result similar to Theorem 6.2.1. 
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REMARK 8.4.1. It is easily verified that, when 
l = R..k = 1 and llyk,O-Yk,lU f 
O, then ck,jo = 0. Hence Pk cannot be determined. {In fact Pk
 = = so that 
~+l - tk = hmax {cf. p.133) .) In such a case, either r(tk) 
is large (so that 
p k = = is a "good" estimate of r (tk)) or r_<tk) is small an
d it is only by 
chance that the k-th local process required onl
y one step. In this last case, 
the stepsize h_ = h may be too large. Unfort
unately too little informa-
-lc max 
tion is available to show us which is the case.
 Consequently, in order to 
prevent the (k+l)-th local process from failing we put (if
 R..k = 1) 
(8.4.14) 
so that the new step ~ will not differ too much from tk -
tk-l. D 
REMARK 8.4.2. For k = 1, the control mechanism 
of the k-th local process 
should contain an estimate r 0 Ct) of r(t), (cf. (8.4.lb)). 
However, r 0 cannot 
be determined in the way described above withou
t making extra computations. 
For k = 1 we therefore drop the requirement (8.4.lb) (or, 
equivalently, we 
put r 0 Ctl = =J. D 
8.4.2. A mixed method 
The method MO,O (cf. (7.1.2) with N =a= 0) exhibited goo
d convergence 
behaviour on the test problems of section 7.2. 
Suppose MO,O is the local me-
thod, then {yk .l._0 1 o satisfies 
r J J- I I••• r"'-
(8.4.15a) 
where 
(8.4.15b) ~.j 
1 0 -1 [p I (yk •) - .!.{p I (yk • + tdk •) - p I (yk •) } J p (yk •) 
1) t 1J rJ rJ rJ
 
(j 0,1, ... ,l-1). 
-4 
In (8.4.15b) the number t > 0 is a given (small) constant 
(t = 10 ) and 
~,j is defined by (8.4.4b). However, the work per step required for MO,O 
is roughly twice the work required for Newton's
 method. In order to reduce 
the amount of work, we therefore use a mixed me
thod which only uses MO,O when 
the Newton-step may be expected to be bad. Usin
g this mixed method 
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{yk . } ._0 1 o satisfies 
,] ]- , , ... ,..{,.. 
(8.4.16a) 
where 
0 (8.4.4b)) (if Ila~ .II 0 
rk . 
(cf. < Y52rk-1 (tk)), (8.4.16b) dk . = , J , J 
I J dk . (cf. (8 .4 .15b) (otherwise) 
,J (j = 0 I 1, • • • ,l-1) • 
1 In our test examples we took for the constant y 5 the values O, 2 and 1 (cf. 
section 8.5). If y 5 = O, then the mixed method reduces to M010 . In (8.4.16b) 
r~_ 1 (tk) is an estimate of the radius of convergence of Newton's method for 
the k-th local problem. We have assumed the k-th local process has already 
been performed. In order to perform (8.4.16) for k+l we should estimate the 
radius of convergence of Newton's method for the (k+l)-th local problem 
(r~(tk+lll. Since i~ the k-th local process a~,j is evaluated in each itera-
tion step, we set rk(tk+ll = pk, where pk is defined by (8.4.13). 
Let r(tk) denote the radius of convergence of the mixed process (solv-
ing the k-th local problem). We shall only use the mixed method if r(M0 ,PJ < 
r(M010 ,PJ is to be expected (cf. (8.4.21)). If this is the case and if y5 
is not large (cf. (8.4.16b) and (8.5.3),), it may be expected that r(~) = 
r(M0 0 ,P). We therefore use an estimate of r(M0 0 ,P) as estimate of r(tk). 
1 We notice that MO,O has been derived from ~O,O (cf. (7.1.1)). [M010 ,PJ 
is equivalent to [M ,P], where 
0 
P (x) - [P' (x) ]-lp (x) . 
(i) Suppose {yk .}._0 1 0 has been obtained by [M010 ,P]. Thus 1) )- I I••• I.{.. 
where 
~,j -- -1-[P' (yk .) ] P(yk .) I J I J (j 0, 1 , ... ,l-1) . 
-Similarly to (8.4.13) we can estimate r(M0 ,P), which is equal to r(M010 ,PJ, 
by 
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-
where ck,jo = ck,jo' and j 0 and ck,jo are defined by (8.4.10-12) with 
a_ =d (j=0,1, ••• ,l-1). K.,j K.,j 
(ii} Suppose {yk . } '=O 1 0 has been obtained by [M010 ,PJ (cf .. (8.4.15)). tJ J I I••• t"-....., 
Then, similarly, we estimate r(M010 ,P) by pk, defined by 
(8.4.17) 
Here, ck . = ck . , and jO and ck . are defined by (8.4.10 - 12) with 
_,JO rJO rJo 
dk,j = '\,j (j = 0,1, ••• ,l-1). 
(iii) Suppose {yk .}.=O 1 0 has been obtained by the mixed method. Hen
ce 
'J J ' ' ••. ,.c.. 
{yk .}.=O 1 o satisfies (8.4.16). We would like to estimat
e the radius 
'J J ' ' ••• ,.c.. -
of convergence of the (k+l)-th local process by pk (cf. (8.4.17)). Howeve
r, 
it may occur that ~,j = ~,j for some j,_so that ~,j is not available. In 
general it is too expensive to calculate '\ . only for the p
urpose of esti-
-
0 ,J 
mating pk. However, if llC!k,jU is not large, then 
0 0 - - -
a_- . + d.- . +1 = p (yk . ) + p (yk . - p (yk . )) ""' K.,J K,J ,J ,J ,J 
-
-1-
~ [I- (I-P'(yk ,))] P(yk .) 
... 'J 'J 
Hence if d_ . ~ dk . and 0 ~ j ~ l-2 we 
-K., J ,J 
-
0 0 
approximate d .. by a_- . + d~ '+l" 
-
-!!,J -k,J -K.,J 
Thus, similarly to (8.4.17) we estimate r(M010 ,Pl by pk, defined by 
Here, ck . ck . , and j 0 and c are defined by (8 .4 .10 - 12) wi'th 
,J 0 ,J 0 k,j 0 
(8.4.19) '\,j {~,j a..o +do 
lc,j -K.,j+l 
(if (i 
-k,j 
(if d. 
-K.,j 
d .. ) ' K,J 
0 
a_· . ) • 
-k,J 
The factor y6 reflects the uncertainties in the 
estimate. 
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Let M denote the mixed method. Suppose the estimate Ek (t) of II U('t)-Uk (t) II 
satisfies Ek(tk+h) = cihJ 2 (with c > 0), (see e.g. (8.3.8) with p = 0, 
and (8.3.10)). Suppose furthermore that M = M010 . The method M010 requires 
twice as much work per iteration step as Newton's method. It therefore seems 
reasonable to use M (=M010 ) only if this implies that the stepsize hk is at 
least twice as large as it would be if Newton's method was used. Consequently, 
in cases where 
(8.4.20) 
1 
where y7 = 4 1 it seems advisable to use Newton's method instead of method M 
(cf. (8.1.6)). Obviously, in general M ~ M010 . We therefore use Newton's 
method instead of M whenever the (weaker) requirement (8.4.20) with y 7 = 2 
(cf. (8.5.3)) is satisfied. We shall denote this combination of Newton's 
method and the mixed method by M0 • Hence 
(8.4.21) 
{Newton's method 
the mixed method (cf. (8.4.16)) 
(if (8.4.20) is true), 
(otherwise) . 
REMARK 8.4.3. When l $ 2 and Newton's method only has been used in the k-th 
local process, Pk cannot be determined (when l = 2, then ck . 0). In that 
•Jo 
case we use Newton's method only in the (k+l)-th local process. D 
REMARK 8.4.4. In the first local process we use Newton's method only. See 
also Remark 8.4.2. D 
8.5. NUMERICAL RESULTS WITH THE PCC ALGORITHMS 
In all the test examples that are to be presented, we use 
-6 10 (cf..(8.4.la), 
(8 .5 .1) 
-2 o4 = 10 (cf. (8.4.lc)), 
in the control mechanisms for the local methods. 
1. As a first example, we consider the behaviour of several PCC algorithms 
when applied to Problem 1 (cf. p.125). 'l'he control parameters were chosen as 
follows: 
1 (cf. (8.1.6)), 
1 (cf. p.133), 
Y1 Y2 =2 
(8.5.2) 
Y3 10-
4 (cf. (8.2.6b)); Y4 10 (cf. (8.4.lbJ). 
Furthermore, we set 
h = h = 10-2 , 
start min 
h 
max 
1 (cf. p.133). 
In Table 8.5.1 results are given where Newton's 
method is used as local 
method. 
e: predictor 
0.01 u 
_k,p 
0.01 u ~k,p 
0.01 Uk 
0.001 u 
_k,p 
0.001 u ~k,p 
0.001 Uk· 
TABLE 8.5.1. 
PCC algorithm. 
Local method: M0 • 
Problem 1 (A= 0.1, m = 99). 
total number total number 
of t-steps of local steps 
6 25 
5 20 
4 16 
8 37 
6 27 
6 23 
total amount 
of work 
25 
20 
21 
37 
27 
30 
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The total amount of work has been expressed in 
the number of Newton-steps 
required. (We assumed that the evaluation of Uk(tk+l) (k ~
 1) was equivalent 
to one Newton-step.) As an example, we specify the perform
ance of one of the 
algorithms. 
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TABLE 8.5.2. 
pcc·algorithm. 
Predictor: Uk 
,p 
Local method: M0 . 
Problem 1 (E = 0.001, A= 0.1, m 99). 
rk-i (tk) number of 
k tk p (estima e of the local steps 
radius of conv.) 
1 0.010 0 - 3 
2 0.143 1 0.278101 6 
3 0.227 1 0.111101 5 
4 0.364 2 0.886100 5 
5 0.524 2 0.576100 5 
6 0.715 2 0.400100 5 
7 0.944 2 0.278100 5 
8 1 2 0.191100 3 
We also used the combination of the mixed method and Newton's method as 
local method. Its control parameters were chosen as follows: 
(8.5.3) 
2 (Cf. (8 .4 .16b)) I 
(cf. (8.4.18)), 
1 y7 =2 (cf. (8.4.20)). 
TABLE 8.5.3. 
PCC algorithm. 
Predictor: Uk. 
-4 Local method: M0 (T = 10 , cf. (8.4.21), (8.4.15b)). 
Problem 1 (A = 0.1, m = 99). 
total number total num;eer of total amount 
E of t-steps M0-steps M010-steps of work 
0.01 3 12 0 16 
0.001 4 15 1 22 
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When both an iterative method and a PCC algorithm manag
e to solve a problem 
F(x) = 0, both starting from the same u0 = x0 , the latter, in gen:ra
l, re-
quires much more work than the former (see e.g. Table 7.2.1 (for M010
) and 
Table 8.5.3). This phenomenon is due to the fact that PCC algorithms
 contain 
many control mechanisms which prevent divergence. They 
are therefore reliable 
but also rather expensive. 
2. Secondly, we consider the behaviour of PCC algorith
ms when applied to 
Problem 3, a problem given in [RHEINBOLDT, 1975]. 
PROBLEM 3. This problem arises from a finite element ap
proach to the two-
dimensional boundary value problem 
a a a a #f(T;v,w) av T(v,w)] +a;i:f(T;v,w) aw T(v,w)] = c 
(8 .5 .4a) ( (v,w) € e [0,1
] x (0,1]), 
T(v,w) 0 (if (v,w) € ae, the boundary of 6). 
In (8.5.4a) 
(8.5.4b) f(T;v,w) 
a 2 a 2 
- q([av T(v,wl J + [aw T(v,wl J l 
and 
(if s :s; 0.15), 
(8.5.4c) q(s) (J.'f 0 1
5 0 5 - 40s-l 3) 
. <s< . , s=--7 , 
(if s ~ 0.5). 
Let m ~ 1. Consider the mxm-dimensional problem F(x) 0 
(8.5.5a) 
where 
(8.5.5b) 
~. j (x) J., 
~. . (x) 
J.,] 
0 
C N W Q. ,(x)I;; .. -Q .. (x)I;;. ·+1 -Q .. (x)I;;. 1 . J.,] J.,] J.,] J.,] J.,] J.- ,] 
S E 2 
- Qi . (x) I;;. . 1 - Q. . (x) I;;. +l . + LI c 
,] J.,J- J.,] J. ,] 
(i,j 1,2, •.. ,m). 
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Here,~- . and~- .(x) are the ((i-l)m+j)-th components of respectively x l.,J l.,J 
and F(x). Moreover, 
(8.5.5c) 
(8.5.Sd) 
Further, 
(8.5.5e) 
and 
(8.5.5f) 
m+l ' 
~ .? = 0 k,-t- (if (k~,l~> E ae (k,l 0,1, .•• ,m+l)). 
Q~ . (x) = -21{q(o (i,j+l) 2 + o (i,j) 2> + q(o (i-1,jl 2 + o (i,j) 2>}, l.,J v w v w 
Q~ .(x) = ~21 q(o (i-l,jl 2 +o (i,j/J +q(o (i-1,jJ 2 +o (i-1,j-1l 2J}, l.,J v w v w 
Q~ . (xl = ~21 q(o (i-1,j-ll 2 + o (i,j-1) 2> l.,J v w 
E Q. . (x) 
J. I J 
Q~ . (x) 
l. I J 
0 (k ,l) 
v 
+ q(o (i,jl 2 + o (i,j-ll 2>}, 
v w 
~21 q(o (i,jl 2 + o (i,j-ll 2> + q(o (i,jl 2 + o (i+l ,jl 2i}, v w v w 
N W S E Q .. (x) +Q .. (x) +Q .. (x) +Q .. (x) (i,j l.,J l.,J l.,J l.,J 1, 2 I••. ,m) 
(k 0,1, ... ,m; l 0,1, ... ,m+l). 
The starting point is u0 = 0. For the problems we solved, (8.1.2) (or, 
equivalently, (8.1.8)) has a unique continuous solution. Setting x* = U(1), 
we define D(F) in a similar way as in Problem 2 (cf. (7.2.6)). Although 
F i F1 (F need not be twice differentiable on D(F) if q0 # q 1) we tested 
PCC algorithms on (8.5.5). The computations were performed form= 5 and 11, 
c = 15 and q0 = 1; for q 1 we took q 1 = 10, 25 and 50. D 
In the examples to be given, the control parameters y 1 , y 2 , y 3 and y 4 
satisfy (8.5.2). We chose 
(8.5.6) h 
start 
-2 7.10 I h . 
min 
-2 2.10 I h 
max 
(cf. p. 133). 
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Furthermore, following Rheinholdt, we le
t h 1 = hstart" 
In Table 8.5.4 results are given where N
ewton's method is used as local 
method. 
TABLE 8.5.4. 
PCC algorithm. 
Local method: M0 . 
Problem 3 (c = 15, m =' 5). 
qo ql predictor tot
al number total number of total amou
nt 
of t-steps local steps of wo
rk 
1 10 u 
_k,p 
11 53 53 
1 10 u ~k,p 
8 37 37 
1 10 Uk 7 
28 36 
1 50 u 
_k,p 
14 72 72 
1 50 u ~k,p 
11 56 56 
1 50 Uk 8 
34 43 
We also used the combination of the mixe
d method and Newton's method as local 
method. Its control parameters were chos
en as follows: 
(8.5.7) 1
 
y 6 = 4 ( cf. ( 8. 4. 18) ) , 
1 
y 7 = 2 (cf. (8.4.20)). 
For y 5 (cf. (8.4.16b)) we took y 5 = 0 
and y5 1. 
Y5 
0 
1 
0 
1 
TABLE 8.5.5. 
PCC algorithm. 
Predictor: Uk. 
-4 
Local method: M0 (i: = 10 , cf. (8.4.21), (8.4.1
5b)). 
Problem 3 (c = 15, m = 5). 
Problem total number total num
ber of total amount 
qo ql of t-steps 
M0-steps M010-steps of 
work 
1 10 8 16 14 
53 
1 10 6 25 1 
34 
1 50 8 18 16 
59 
1 50 6 29 1 
38 
154 
As an example, we specify the performance of a PCC algorithm, using M0 as 
local method. 
TABLE 8.5.6. 
PCC algorithm. 
Local method: M0 (y5 
Problem 3 (c 
Predictor: u, . 
-4 ,, 
1, T = 10 , cf. (8.4.21), (8.4.lSb)). 
1, q 1 =SO, m = 5). 
estimate rk-l (~) of number of 
the radius of conv. Of local steps 
~ 
k tk MO Mo,o 
1 0.070 - - 1 
2 0.140 - - 7 
* 3 0.279 0.16510-1 0.54410-1 7 
4 0.366 0.10210-1 0.21 \ 0-1 5 
5 0.588 0.53810-2 0.13310-1 6 
6 1 0.39410-2 0.14210-1 4 
* The local process included one M0 , 0-step. 
We also tested PCC algorithms on Problem 3 where q 0 = 1, q 1 = 25 and m = 11. 
This case was also considered in [RHEINBOLDT, 1975]. We present results for 
the following two PCC algorithms: 
PCCI, which uses Uk as predictor and M0 (with control parameters y 5 1, 
1 1 Y6 = 4 and y 7 = 2> as local method. 
PCCII, which uses U as predictor and Newton's method as local method. k,p 
In both algorithms the control parameters y 1, y 2 , y 3 and y4 satisfy (8.5.2), 
and hstart' hmin and hmax satisfy (8.5.6). Further, h 1 = hstart" 
TABLE 8.5.7. 
PCC algorithm. 
Problem 3 (c = 15, q0 = 1, q 1 25, m 11) . 
Algorithm total number total nu
mJ2er of total amount 
of t-steps M0-steps M0 , 0-steps 
of work 
* RHEINBOLDT 18 82 
-
82 
PCCI 10 47 
1 60 
** 
PCCII FAILUR
E 
* The numbers have been obtained from
 [RHEINBOLDT, 1975]. 
th 
** The 5 local process broke off at t 5 
~ 0 .17 while t 5 - t 4 h .. min 
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CONCLUSION. From tables 8.5.1 and 8.5.4
 it appears that the predictors uk,p 
(see (8.2.4)) and Uk (see (8.2.6b)) allow greate
r t-steps than the predictor 
Uk (see (8.2.1)). Furthermore, the total amou
nt of work required to solve 
,p 
the problem is significantly less when 
one of the first two predictors is 
used rather than the last one. 
The predicto: Uk requires the least t-s
teps to solve the problem. As 
an evaluation of Uk(t) is~more expensive than an e
valuation of Uk,p(t), 
algorithms using Uk,p or Uk require ab
out the same amount of work. 
The algorithms using the method M0 in which the mixed me
thod with 
y 5 > 0 is used (see (8.4.21) and (
8.4.16b)) required less work than the ones 
using Newton's method only as local me
thod. 
With regard to the total amount of wor
k, from Table 8.5.5 it appears 
that the method M0 in which the mixed method with y 5 
to the method M0 in which the mixed method with y 5 
0 is used is inferior 
is used. (We recall 
that the mixed method with y 5 = 0 is eq
uivalent to the method MO,O (cf. 
(7.1.2)) .) 
Obviously, more numerical experiments 
are required in order to assess 
this combination of the mixed method an
d Newton's method. 
We note that, although the algorithm 
in [RHEINBOLDT, 1975] and the 
algorithm PCCII both use the predictor
 Uk and Newton's method, the latter 
,p 
failed to solve the problem with which 
Table 8.5.7 is concerned. This may 
be due to a better choice of control p
arameters, which are unknown to us, in
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the former. It may also be due to the different ways in which the radii of 
convergence of the local processes are estimated. 
We finally notice that the differential equation (8.1.8) is of the type 
(2.6.11) where H = Q and g = 0. In view of the computational results of 
chapter 7 it also seems worth while to investigate PCC algorithms that use 
the differential equation (2.6.11) with H = Q and g ~ 0. 
In conclusion, PCC algorithms appear to be very reliable for solving 
the problem F(x) = 0. Among the algorithms tested, the ones in which 
Davidenko's method is used, require the least amount of work. With suitably 
chosen control parameters, the combination of the mixed method and Newton's 
method appears to require less work as local method than Newton's method 
alone. It is clear, however, that many questions remain open for future re-
search. 
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SUMMARY 
In this monograph we are concerned with the num
erical solution of the 
equation 
F(x) = 0. 
Here F is a nonlinear operator from D into E, 
where E is a (real) Hilbert 
space and D a subset of E. Let x* be the (unknown) solutio
n of (*). 
A well-known iterative method for approximating
 x* is Newton's method. 
However, if the starting point x0 ED is remote
 from x*, then in general x* 
cannot be approximated by this method. In many 
such cases, so-called imbed-
ding methods succeed in approximating x* numer
ically. We restrict our atten-
tion to the imbedding 
H(t,x) = (1-t)K(x,x0) + tF(x) (0 $ t :!> 1, x E D) 
where K is an operator from DXD into E for whi
ch K(x,x) = 0 (for all x ED). 
Let X be the solution of the initial value prob
lem 
x<t> -[a~ H(t,X(t))]-l ;t H(t,X(t)) (0 $ t $ 1:) , 
With certain restrictions on K and F it follows
 that x = X(t) is the solµ-
tion of 
H(t,x) 
so that X(1) * x • 
0 (tE [0,1]), 
In this thesis iterative methods are investigat
ed that are based on the 
* 
successive numerical integration of ( ) with changing init
ial value x0 • The 
numerical integration is performed by means of 
(generalized) Runge-Kutta 
methods. Hence these iterative methods depend o
n K and the Runge-Kutta 
method used. 
The investigations are performed using the conc
ept "radius of conver-
gence of an iterative method" (cf. section 2.4). 
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In chapter 5 the restrictions on K and the Runge-Kutta method which 
are sufficient for the iterative process to have a positive radius of con-
vergence are given. 
In chapter 6 the radii of convergence of some iterative methods of 
this type are determined. Iterative methods. are presented that have a great-
er radius of convergence than Newton's method. 
In chapter 7 numerica: results are presented. In particular, an itera-
tive method based on a generalized Runge-Kutta method related to the Back-
* ward Euler method appears to be very reliable when x0 is a remote from x 
In chapter 8 algorithms are described that solve successively (***) 
for t = t 1 ,t2 , .•. ,tN (with 0 = t 0 < t 1 < ••• < tN = 1) using an iterative 
* 
method. In some of these algorithms the differential equation ( ) is also 
used. The numbers t 1,t2 , •.• ,tN are determined during the process itself. 
Some numerical results are presented. The algorithms appear to be very re-
* liable. The algorithms in which differential equation ( ) is used, appear 
to require the least amount of work in order to solve (*). 
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