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1. Introduction
The functioning of proteins relies on their capacity
to e⁄ciently adopt distinct spatial con¢gurations
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upon interaction with highly speci¢c entities from the
environment. The purpose of the work that we re-
view here is to get detailed insight in the internal
dynamics underlying these speci¢c con¢gurational
changes using a ‘percussional’ approach where the
external trigger is close to a N-function in time. The
fastest structural changes taking place on the time
scale of tens of femtoseconds (1 fs = 10315 s), the
external trigger synchronizing the time course of a
biological reaction must be impulsive on this time
scale. This requirement can only be met or approxi-
mated by using ultrashort optical pulses, both as
impulsive perturbation and as a probe. Hence the
interest in femtosecond spectroscopy in the elucida-
tion of the fundamental mechanisms of biological
processes. This technological restriction implies that
only photoactivatable processes can be triggered and
experimentally studied on the femtosecond time
scale. However, general results from these studies
may be extended to nonphotoactivatable processes.
Evidently, an eminent application of femtosecond
spectroscopy is to study physiological light-driven
processes, predominantly photosynthesis and vision,
but also a variety of other processes, including pho-
totaxis, light-induced DNA-repair, and green £uores-
cence. In addition, many proteins involved in other
functions absorb light via colored cofactors (chromo-
phores) and can thus be activated by a light pulse in
the favorable situation where part of the absorbed
photon energy is channeled to a reactive state. This
is in particular the case for heme proteins, which are
involved in a great variety of processes, including
oxygen transport and storage (hemoglobin and my-
oglobin), local NO production (NO-synthase) and
sensing (guanylyl cyclase), detoxi¢cation (cyto-
chrome P450) and in particular in many respiratory
and other bioenergetic functions (oxidases, cyto-
chrome complexes). Furthermore, photoactivation
via optically active arti¢cial substrates bound to the
protein may in principle gain insight into a variety of
other biologically relevant processes.
On the femtosecond-to-picosecond time scale, in-
traprotein dynamics can be highly correlated. This
property constitutes a fundamental di¡erence with
processes taking place on a longer time scale, where
the dynamics are stochastic in nature. As a conse-
quence, for ultrafast processes, concerted motions
may play an important role in determining reaction
e⁄ciencies, and the thermodynamic concepts govern-
ing the slower processes are not necessarily applica-
ble. The experimental demonstration of a regime of
vibrational and, on a shorter time scale, electronic
coherence, during ultrafast reactions is an important
general achievement of femtosecond spectroscopic
studies in the last decade.
We have previously reviewed ‘femtosecond biol-
ogy’ in 1992 [1]. Since then, sub-50 fs solid-state
femtosecond laser sources have become commercially
available and the ¢eld has been rapidly expanding.
Especially in combination with site-directed muta-
genesis, femtosecond spectroscopy (in particular
transient absorption) has become a widespread tool
in structure^dynamics^function studies. In addition,
during the last few years, the novel structure deter-
mination of several important photoactivatable pro-
teins, including the B800^850 antenna complex [2],
the Photosystem I reaction center [3], cytochrome c
oxidase [4,5], green £uorescent protein [6,7], DNA-
photolyase [8] and NO-synthase [9] have provided a
structural basis for such studies. Recent develop-
ments in many of these domains have been treated
in more specialized reviews. Without attempting to
cover the entire literature, in the present time scale-
and technique-oriented review we will focus on a few
current issues involving the application of femtosec-
ond spectroscopy, with an emphasis on the role of
vibrational motion in ultrafast processes. The char-
acteristics of the biological systems covered will be
described only succinctly. We refer to more system-
centered reviews for comprehensive introductions on
these systems.
2. Experimental aspects
Very generally, ultrafast spectroscopic techniques
are of the type pump-probe (Fig. 1). The photopro-
cess is synchronized by a relatively intense and nec-
essarily short pump pulse. The spectroscopic re-
sponse of the sample is probed by a weak probe
pulse. The response time of conventional detection
devices is too long to achieve femtosecond temporal
resolution from a continuous probe source. There-
fore, the probe pulse itself must also be short and
its time-integrated characteristics (spectrum, inten-
sity) are measured. A kinetic response is constructed
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by repeating the experiment at various values for the
delay time between pump and probe pulse (Fig. 1C),
equivalent to a sampling technique in electronics:
‘sampling scope’. This is achieved by varying the
relative optical path length of the pulse pair (in air,
a path length di¡erence of 10 Wm corresponds to 33
fs). In di¡erent types of experiments, the repetition
rate varies from V1 Hz to V100 MHz (oscillator
frequency). Pulse lengths of 40^50 fs can now be
obtained directly with commercially available oscilla-
tor/ampli¢er systems. However shorter pulses are
routinely used in many laboratories and pulse lengths
of less than 5 fs have been reported [10].
The main part of the experimental work reviewed
here has been obtained with transient absorption
spectroscopy, for which the general optical arrange-
ment is displayed in Fig. 1A. Here, the transmission
of a one-color or multicolor (white light) femtosec-
ond probe pulse is recorded as a function of the
delay time (Fig. 1C) and possibly, in the second
case, the wavelength. Other commonly employed ul-
trafast optical techniques include transient Raman
spectroscopy, photon echo spectroscopy and transi-
ent spontaneous emission (£uorescence) spectro-
scopy.
In transient Raman spectroscopy, the Raman scat-
tering induced by the probe pulse is monitored. In
this case, the temporal resolution is necessarily lim-
ited (typically to V1 ps) by the bandwidth require-
ment to ensure a reasonable spectral resolution. For
biological applications, the technique has been ap-
plied almost exclusively to heme proteins. Following
initial studies by Petrich and coworkers on the high-
frequency X4 mode in hemoglobin [11], recent advan-
ces include the extension to the low-frequency (V200
cm31) spectral region [12] and the improvement of
the signal to noise ratio by the use of a kHz repeti-
tion rate solid-state laser, allowing to monitor reli-
ably the anti-Stokes spectra [13].
In photon echo experiments, a transient grating
Fig. 1. Principle of femtosecond pump-probe spectroscopy. The time delay between pump and probe pulses is determined by the opti-
cal path length di¡erence between the two pulses. (A) Scheme for transient absorption measurements. A probe pulse propagates
through a volume of the sample illuminated by the pump pulse and its intensity or spectrum is monitored as a function of the delay
time. (B) Scheme for transient emission measurements. The pump-pulse induced emission is gated by mixing with a reference pulse in
a non-linear crystal and the upconverted £uorescence is detected at the sum-frequency of £uorescence and reference beam. (C) A ki-
netic trace is generated by varying the optical path of one of the pulses in a stepwise manner. The shown trace is a transmission ki-
netics of wild-type RCs from R. sphaeroides in the stimulated emission region [32]. It re£ects both coherent nuclear dynamics in, and
population decay of, the P* state.
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generated by two optical pulses is red out by an echo
generated by a third pulse and emitted in a speci¢c
direction. This technique yields information about
the electronic [14] and vibrational [15] dephasing,
depending on the type of grating generated.
Finally, in spontaneous emission experiments, the
sample interacts only with the excitation pulse, which
populates an emitting electronic state. The £uores-
cence is focused into a nonlinear crystal and mixed
with a probe pulse. The intensity of the generated
pulse at the sum-frequency of the probe pulse and
the £uorescence is then recorded as a function of the
delay time between pump- and probe pulse (Fig. 1B).
Using refractive optics to minimize frequency disper-
sion e¡ects after the sample (they cannot be precom-
pensated for), a time resolution of V130 fs has been
obtained [16]. In addition to spontaneous emission,
stimulated emission can be generated by probe light
in resonance with the emitting transition. In a tran-
sient absorption arrangement this is manifested as
light ampli¢cation in the direction of the beam;
i.e., as a ‘bleaching’ of the sample, often in a spectral
region where there is no ground state absorption
[17].
To avoid jitter (spread in the timing of the probe
pulse relative to the pump pulse), the pump and
probe pulses are generally taken from, or derived
from, the same laser source, a femtosecond solid
state (titanium sapphire) or dye laser, operating in
the visible or near-infrared (NIR). For many appli-
cations, the output of the oscillator is ampli¢ed at a
lower repetition rate, using a (typically nanosecond)
pulsed pump laser. In this way, light at a di¡erent
spectral region can be generated using nonlinear
processes such as frequency doubling, and self-phase
modulation in the case of continuum generation.
This light can subsequently be ampli¢ed, either by
an external pump laser, as above, or parametrically,
using the ampli¢ed femtosecond pulse as a pump. In
most applications described here, a visible or NIR
pump pulse is combined with a UV, visible, NIR
or mid-infrared probe pulse. The latter can be ob-
tained using di¡erence frequency generation with two
spectrally close-lying visible or NIR pulses, or alter-
natively by optical recti¢cation in a semiconductor
material of a spectrally broad and very short single
pulse [18]. The latter technique also allows Fourier
transform infrared (FTIR) spectroscopy with femto-
second resolution [19]; applications to biological sys-
tems have yet to be reported. More broadly, femto-
second electromagnetic pulses ranging from single
cycle micrometer [18] to subnanometer X-ray
[20,21] have been generated.
A few elements speci¢c for femtosecond work are
worth mentioning to understand speci¢c require-
ments.
(1) Often, the technique operates near the band-
width limit, that is near a regime where the temporal
resolution corresponds to the spectral bandwidth of
the pulses used. Hence the laser pulses used are far
from monochromatic in the classical sense, even in
so-called one-color experiments. For instance, for a
pulse centered at 800 nm, a pulsewidth of 30 fs (full
width at half maximum (fwhm)) corresponds to a
spectral width of V22 nm (fwhm).
(2) Group velocity dispersion is an important pa-
rameter: any optically active material (lenses, win-
dows, solvent, even air) through which the pulse
propagates introduces dispersion (chirp) and hence
pulse lengthening. To a certain extent these can be
compensated for, but generally they are kept to a
minimum, and for instance the group velocity disper-
sion e¡ects impose a short (typically 1 mm or less)
optical path length of the sample and a (near-)paral-
lel arrangement of pump- and probe pulses.
3. Regimes of protein dynamics
As stated in the introduction, impulsive excitation
of a system in a nonequilibrium nuclear con¢gura-
tion induces motions directed towards the (new)
equilibrium conformation. The nature of these mo-
tions is relevant for understanding the mechanism of
reactions taking place on the femtosecond time scale.
A useful classical visualization of the possible re-
gimes of these motions is the wave packet scheme
(Fig. 2). Here a one-dimensional cross section of
the potential energy surfaces of the ground state,
excited state and possibly product electronic state is
displayed along a ^ generalized ^ nuclear coordinate,
with displaced potential energy minima. The protein
multi-atom system has many intrinsic degrees of
freedom and a corresponding dimensionality of the
potential energy surfaces; yet the number of degrees
of freedom for which the wells are signi¢cantly
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displaced along a reactional pathway may be lim-
ited.
The absorption of a photon generates the excited
state in an out-of-equilibrium con¢guration, the dis-
tribution of which is represented by a ‘wave packet’.
In the classical view of the Franck^Condon principle,
the initial wave packet is the projection of the
ground state thermal distribution, possibly weighted
by the spectrum of the absorbed light. This packet
initially evolves towards the equilibrium position.
For the full dynamics of the wave packet, two re-
gimes can be distinguished. First, the motions can be
damped strongly by energy dissipation towards other
degrees of freedom (friction), resulting in a rapid
relaxation of the packet towards a thermal distribu-
tion, where the motion is stochastic (Fig. 2, upper
panel). If, by contrast, frictional damping occurs on
a time scale longer than the period corresponding to
the curvature of the well, the wave packet will peri-
odically move back and forth in a coherent fashion
(Fig. 2, lower panel). This regime of motion in prin-
ciple allows speci¢c, external perturbation-selected
motion of the protein, and exploration of con¢gura-
tions which are not thermally accessible.
In contrast to the stochastic regime, in the coher-
ent regime, oscillatory beats associated with speci¢c
spectroscopic properties may be observed. This is
illustrated in Fig. 2 for the case of probing emission
from an impulsively populated excited state. This
speci¢c case is spectroscopically a relatively simple
one as the same transition is used for excitation
and probing [22]. However, other spectroscopic ob-
servables probing the excited state also can give rise
to coherent kinetics [23], and furthermore coherent
motion can be monitored on other potential energy
surfaces, including that of the ground state, in which
a wave packet can be created via the impulsive
stimulated Raman e¡ect [24] or via selective depop-
ulation (‘anti-wave packet’) [25]. The latter e¡ects are
not directly relevant for biological functioning, but
can be of high spectroscopic interest as a tool for
studying the vibrational structure underlying absorp-
tion bands [26].
In almost all classical treatments of reaction dy-
namics, the ensemble of motions in the reactant state
are assumed to be thermal. The observation, in the
early nineties, of vibrational coherence in bacterial
reaction centers [27] and subsequently in many other
light-sensitive systems [28^31] has demonstrated
that coherent motions contribute signi¢cantly to the
dynamics of proteins on the picosecond time scale.
This implies that the assumption of thermal equili-
brium is not, or at least not generally, valid on this
time scale.
In the following, we will review experimental prog-
ress on a few selected protein systems.
4. Photosynthetic proteins
4.1. Vibrational coherence in bacterial reaction
centers
The function of the photosynthetic reaction center
(RC) membrane protein of purple bacteria is to gen-
erate a transmembrane potential via electron transfer
between a set of cofactors. Electron transfer is driven
by the free energy of a singlet excited state, initially
generated by optical excitation. Therefore, the most
apparent response to a physiological trigger (absorp-
tion of a photon) lies in the changes of the electronic
con¢guration of the system. Nevertheless, the bacte-
rial reaction center constituted the ¢rst protein in
which nuclear motions were directly observed, as os-
cillatory modulations of the femtosecond kinetics of
the primary donor excited state P*, at cryogenic tem-
perature [27]. These initial studies were performed on
isolated functional RCs from Rhodobacter sphaer-
oides R26 and on membrane-bound RCs from the
DLL mutant of Rhodobacter capsulatus, which is de-
void of the primary acceptor bacteriopheophytin HL
and therefore does not perform electron transfer. The
latter system displayed a relatively simple (two main
frequencies at 15 and 77 cm31) oscillatory pattern in
the stimulated emission spectral region and a detailed
study of the spectral characteristics allowed to ex-
clude the possibility that other phenomena, in partic-
ular electronic coherence, were at the origin of those
signals [22]. In wild-type membrane-bound RCs of R.
sphaeroides, the distribution of the fundamental fre-
quencies of the activated modes was found to be
more complex [32], with at least seven modes in the
experimentally accessible (pulse duration limited to
6V350 cm31) low-frequency region, the three
strongest occurring in the 90^160 cm31 region. The
oscillatory features are very similar when measured
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Fig. 2. Regimes of nuclear motions, illustrated by wave packet evolution on one-dimensional cross sections of excited state potential
energy surfaces. (1) In the stochastic regime, the initially created wave packet rapidly relaxes towards a quasi-stationary distribution.
The emission kinetics are monotonically decaying and wavelength-independent. Surface crossing towards a product state occurs by
thermal population of the transition state. (2) In the coherent regime, the initially created wave packet moves back and forth. The
emission kinetics are modulated with the frequencies of the motions and are wavelength-dependent, with opposite phases at both sides
of the spectrum. Surface crossing can occur by thermal or by coherent motion along the reaction coordinate.
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with stimulated emission (in a transient absorption
con¢guration, see Section 2) [32] and with spontane-
ous emission [16], in agreement with their assignment
to activated modes in the primary donor excited state
(P*). At low temperature, the damping of the oscil-
latory features in WT RCs occurs concomitantly
with the decay of the P* population in V1 ps (see
Section 4.4). Comparison with mutant RCs with lon-
ger-lived P*, shows that for most modes, the intrinsic
dephasing time has a lower limit of V2 ps [33]. The
frequency spectrum corresponds well with the P-
Raman-active modes [34,173,174] and the phonon
distribution needed to ¢t hole-burning data [35], in-
dicating that essentially all of the activated modes
maintain phase relationships on the time scale of a
few picoseconds. It was further demonstrated that
this is also the case at room temperature [36]. The
lower relative amplitude of the coherence signal at
higher temperatures is primarily due to the fact that
ground state motions are Boltzmann-activated, lead-
ing to an initially ‘fuzzy’ quantum excited state, char-
acterized by a large spread in nuclear coordinates
and phases in the initially populated wave packet
[22,37].
The appearance of strongly activated directed co-
herent motions in an electron transfer-catalyzing pro-
tein is intriguing. It has been discussed by several
groups [27,32,38^44] whether these coherent motions
play a functional role (see also Section 4.4). Nuclear
conformation changes may assist electronic reac-
tions, but a spectroscopic assessment of a direct
role of coherent motions in primary electron transfer
is not straightforward [23] (see Section 4.4). More-
over, the detailed characteristics of these motions are
essentially unknown. The following observations give
more general indications for their nature.
4.2. Characteristics of low-frequency vibrations in
photosynthetic proteins
The primary electron donor P is a bacteriochloro-
phyll dimer (Fig. 3) and the P* state has intradimer
charge transfer (of the type PL P
3
M) character [45],
which could provide a way to Franck^Condon cou-
ple intradimer modes. This suggests that at least
some of the vibrational modes involve relative mo-
tions of the two halves of the dimer. Pioneering work
by Warshel using molecular dynamics simulations of
model dimers suggests an intra-dimer vibrational fre-
quency of V100 cm31 [46]. Vibrational coherence
has not been observed in bacteriochlorophyll mono-
mers [47]. Apart from reaction centers, low-fre-
quency vibrational coherence has now also been ob-
served in the excited states of a variety of antenna
systems, mostly (but not exclusively [48]) bacterio-
chlorophyll-containing complexes. Observations of
coherences in complexes from purple bacteria include
the core light-harvesting antenna (LH-1) of both bac-
teriochlorophyll b [49] and bacteriochlorophyll a
containing species [30,50,51] (main frequency V105
cm31) and the B820 unit which is derived from it
[52,53] (main frequency 170 cm31) as well as the
peripheral light-harvesting antenna (LH-2) [30,54]
(main frequency V150 cm31, much weaker than
LH-1). Coherences have also been reported in com-
plex systems from green bacteria, including the chlo-
rosome [55] (many frequencies near 50 and 100^
250 cm31) and, interestingly (see below), the Fen-
na^Matthews^Olson (FMO) complex (main fre-
quency 110 cm31) [56]. The appearance of low-fre-
quency coherence in bacteriochlorophyll assemblies
which are thought to have dimeric interactions, and
the analogy to the assignment of the V130 cm31
vibrational progression observed in hole-burning of
the primary donor dimer in bacterial RCs [57] to a
dimer mode, has led to the suggestion that these
motions correspond to intradimer vibrational modes
[51,52]. This suggestion is generally consistent with
the idea that formation of a delocalized electronic
excited state activates these motions. Yet several ar-
guments indicate that these modes should not be
regarded as pure dimer modes.
(1) It is likely that, at least for the FMO complex
(a ‘21-mer’) and LH-2 (see Section 4.5), the excited
state is delocalized over more than two bacterio-
chlorophylls. For LH-1, the coherences appear
more pronounced and less frequency-dispersed,
which may indicate more localization within a dimer
unit [51], however in the B820 complex, which is
thought to contain separated LH-1 dimers, the
main frequency component has shifted from V105
cm31 to V170 cm31 [52,53] and the frequency spec-
trum is more dispersed. On the other hand, indica-
tions that low-frequency motions might be con¢ned
to a monomer come from the recent reports of low-
frequency (down to V60 cm31) resonance Raman
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bands of dry bacteriochlorophyll ¢lms [34,58]. How-
ever, these may re£ect delocalized multimer modes,
as under these condition aggregation is likely to oc-
cur [59].
(2) For bacterial RCs, the frequency spectrum is
quite di¡erent for WT RCs of R. sphaeroides [32],
(many frequencies, mainly in the 90^160 cm31 re-
gion) and for the DLL mutant of R. capsulatus [22]
(two main frequencies at 15 and 77 cm31). Whereas
the manifold of di¡erences between the two types of
RCs prohibits a detailed comparison, this indicates
that the vibrational modes are not localized within
the bacteriochlorophyll cofactors or within the
dimer. Furthermore, slight di¡erences in damping
Fig. 3. In£uence of hydrogen bonds between the bacteriochlorophyll dimer P and the protein in reaction centers of Rhodobacter
sphaeroides on the vibrational motions coupled to the PCP* transition [61]. (A) View of the bacteriochlorophylls PL and PM and
three residues that were altered by site-directed mutagenesis. In wild-type RCs, a hydrogen bond is present between PL and His L168
(dotted line). This hydrogen bond can be broken by introducing Phe, Leu or Asp at position L168. Additional hydrogen bonds can
be added by introducing His at position M197 or L131 (or M160, not shown). (B) Stimulated emission kinetics at selected wave-
lengths recorded at the red side of the emission band at 18K in wild-type and various mutant RCs. (C) Fourier transforms of the os-
cillations in the kinetics of panel B, representing the fundamental frequency spectra of the vibrational modes set in motion by excita-
tion of P. The drastic variations of the spectra indicate involvement of the protein in the chromophore vibrational modes. Panels B
and C are reprinted (with permission) from [61], copyright (1998) National Academy of Sciences, USA.
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of the vibrational modes, activated by optical excita-
tions, have been observed between detergent-isolated
and membrane-bound RCs [60]. This also indicates
that the protein matrix is involved in these motions.
(3) In a more systematic study of RCs from R.
sphaeroides, we have recently reported substantial
changes in the frequency spectrum induced by sin-
gle-site mutations altering the hydrogen bond pattern
between P and the protein [61] (Fig. 3). A compar-
ison with the charge distribution in the P state of
these mutants [62], together with the lack of fre-
quency shifts upon changing of the electronic con¢g-
uration of P by various mutations at position M210
[33], strongly suggest that perturbations of vibration-
al modes are involved, including the protein. The
alterations were stronger for interactions in the vicin-
ity of the overlap area of the two bacteriochloro-
phylls, indicating that dimer-type motions are likely
contributing to the a¡ected modes.
In conclusion, it appears that the low-frequency
coherent motions in photosynthetic complexes, acti-
vated by the formation of the excited state (the elec-
tron donor state P* for RCs), can be identi¢ed as
chromophore-driven protein motions.
4.3. Vibrational coherence and energy transfer
In electron-transfer catalyzing photosynthetic sys-
tems, in vivo photochemistry follows energy transfer
from an antenna system. Dynamics of energy trans-
fer has been reviewed by van Grondelle and co-
workers [63] and, with the exception of one recent
development (Section 4.5), will not be reviewed in
detail here. Yet a few aspects are of considerable
interest in the framework of the vibrational coher-
ence discussed above.
First, coherent motions in RCs have been studied
mainly upon direct excitation of the lowest-lying ex-
cited state P* of the system. A question is whether
such motions are also activated when P* is formed
by downhill energy transfer, from other electronic
states in the RC, or from the surrounding antenna.
It has recently been shown [64,65] that this is the case
for energy transfer, in the 50^200 fs time scale, from
the B* and H* excited states of the monomers of the
RC cofactor system, indicating that the nuclear con-
¢guration along the P*-active modes is not much
modi¢ed prior to P* formation. Antenna excited
states will probably in£uence the RC con¢guration
to an even lesser extent than B* and H*. Therefore,
upon P* population via energy transfer from the
antenna, the same motions are presumably activated
as upon direct P* formation in antenna-devoid com-
plexes (however, this cannot be directly investigated
because the energy transfer times are too slow (tens
of picoseconds) to e¡ectively synchronize the mo-
tions). This indicates that these motions accompany
electron transfer also under physiological circum-
stances.
Second, an intriguing observation is that in several
antenna systems where energy transfer occurs be-
tween isoenergetic states, vibrational coherence is
maintained on a time scale several times longer
than the average ‘hopping time’ between such states
[30,49,66]. This clearly indicates that a Fo«rster-type
description, assuming vibrationally relaxed states, is
not valid for the energy-transfer process. The phe-
nomenon that the coherences are transferred with
the excitation suggests that either the transfer is
modulated by the vibrational modes or that the in-
teracting states are strongly delocalized and involve
the same pigments. A full comprehension of such
transfer processes must await developments of theo-
retical models including nonthermal nuclear dynam-
ics.
We note that vibrational coherence has not been
observed in strongly heterogeneous antenna systems
like those of heliobacteria [67,68] and Photosystem I
[69]. This does not a priori exclude coherent energy
transfer, but the spectral inhomogeneity of such sys-
tems may wash out any coherent mechanisms.
4.4. Electron transfer in bacterial reaction centers
Ultrafast electron transfer has been studied in a
variety of RC complexes. The bacterial RC in its
isolated or antenna-depleted membrane-bound form
constitutes a model system for biological electron
transfer. The reactant state (P*) can be generated
by direct and exclusive excitation of the primary do-
nor P. After the early assessment of roughly concom-
itant decay of P* and appearance of the product
state PH3L in V3 ps at room temperature [17,70^
72] and V1 ps at cryogenic temperature [73], much
research has been focused on the role of the Bchl
monomer BL, which is located in between P and
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HL. The di¡erent approaches to this question have
been extensively reviewed elsewhere [74^78]. Brie£y,
a direct reaction P*CPH3L would be orders of
magnitudes faster than predicted by classical nona-
diabatic Marcus theory of electron transfer [79,80].
Therefore it has been proposed that the PB3L serves
as an intermediate, either as a real, transiently popu-
lated, intermediate or as a virtual intermediate via a
superexchange mechanism [81,82]. In the former
case, the decay of this state must be signi¢cantly
faster than its formation to explain the similar ki-
netics of P* decay and PH3L formation. Based on
analysis of small transient features, an exponential
scheme
Pÿ!k1 PB3Lÿ!
k2 PH3L
has been proposed by Zinth and coworkers [83,84],
(somewhat more elaborate variations of this scheme
have later also been proposed [85^87]), with k2 1/0.9
ps at room temperature and 1/0.3 ps at cryogenic
temperature [88] (however, low-temperature transi-
ents corresponding to the latter were not observed
in our laboratory [89]). More generally this would
imply that the PB3LCP
H3L reaction takes place
on a faster time scale than vibrational relaxation of
the P* state [22,27,32,36], indicating that a reasoning
in terms of thermally equilibrated states is a priori
not valid. Therefore, it has also been proposed that
the reaction occurs in a near-adiabatic regime, in
which the potential energy surfaces of the states P*,
PB3L and P
H3L (and possibly other states, see be-
low) are strongly coupled [27,32,38]. The temperature
dependence of the P* decay reaction also points in
this direction, as analysis in terms of a nonadiabatic
single-mode model with a thermal distribution of vi-
brational levels, yielded a ‘reaction’ mode of V80
cm31 [73,88]. This would imply a near-adiabatic re-
gime, at least at low temperature. Whether a single
mode is coupled to the electron transfer reaction is
an open question. The observation of coherent mo-
tion activated by P* formation (see above) suggests
that the reaction coordinate is along one of these
modes, yet the spectroscopic determination of such
a mode is not straightforward [23,41]. For the dom-
inant modes in the 90^160 cm31 range, the spectro-
scopic features in the P* stimulated emission range
do not suggest a strong direct coupling to primary
electron transfer [23,90]. For the lower frequency
range, the situation is less clear [23]. Involvement
of 10 and 30 cm31 modes in PB3L formation has
been suggested [41] on the basis of their appearance
in a highly congested spectral region, but the mech-
anism of this involvement is unclear and furthermore
the corresponding oscillations appear to persist be-
yond the proposed lifetime of this state.
In intact RC-antenna systems, the lowest-lying ex-
cited state P* is the precursor of electron transfer
[63]. A novel set of observations concerns electron
transfer in antenna-depleted systems, via other path-
ways as those outlined above. It has been thought
that upon excitation of higher-lying states than P*;
i.e., H*, B* or P* (P denoting the higher exciton
component of the dimer P), the excitation rapidly (on
the time scale of 50^200 fs [64,65,70,91^93]) cascades
down to the P* state, from which primary electron
transfer proceeds. Yet, recently several groups have
reported experiments on mutant [94,95] and wild-
type [65,96^98] reaction centers indicating that part
of the B* or H* excitations lead to charge separation
through pathways bypassing P* formation. Spectral
analyses indicate that radical pairs having a PB3L or
BL H
3
L character are formed en route towards the
state PH3L [65,95,98], although the formation of a
substantial population of BL H
3
L is not observed in a
mutant devoid of P [99], suggesting that the presence
of P is a prerequisite for electron transfer in all cases.
Whereas kinetic analyses are often performed in
terms of exponential reactions between distinct
states, it is possible that the electron transfer reac-
tion(s) proceed by relaxation of the initially popu-
lated ‘hot’ excited states via a manifold of pathways
on an adiabatic potential energy surface, coupling
the surfaces of the involved excited and radical pair
states, towards an electronic state with predominant
PH3L character [96].
Studies of electron transfer in other types of RCs
are considerably complicated by the fact that P can-
not be exclusively excited, leading to a spectroscopic
evolution re£ecting both electron transfer and energy
transfer, which may take place on the same time
scale. This is particularly the case for the Photosys-
tem II RC, which is thought to be structurally similar
to the bacterial RC, but where the absorption bands
of all of the eight chlorins contained in the RC
strongly overlap. It has been suggested that in this
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case the primary donor is highly delocalized over an
ensemble of pigments (see, for instance, [100]).
4.5. Energy transfer in LH2
An important novel stimulus for the study of
structure/function relationships in antenna systems
has come from the assessment that the antenna sys-
tems in purple bacteria are organized in ring-struc-
tures [2,101,102]. In particular, in the LH2 structure
of Rps. acidophila, reported in 1995 [2], the ‘B850’
(absorbing near 850 nm) complex is organized in a
ninefold symmetric ring of 18 strongly interacting
Bchl a molecules, each pair of which is associated
with a monomeric ‘B800’ (absorbing near 800 nm)
Bchl a molecule. It had been known for several years
that the downhill B800CB850 energy transfer takes
approximately 700 fs [103].
Much present research focuses on the role and
functioning of the ‘storage ring’ arrangement of the
B850 complex. A homogeneous 18-mer ring would
give rise to delocalized degenerate excitations over
the complex. Symmetry-breaking disorder can lead
to more localized excitations. The main questions
concern excitation energy transfer between the
near-degenerate excited states of the complex and
in particular the degree of delocalization (‘coherence
length’, here coherence refers to electronic coherence)
of the excitations over the various pigments. Using
direct excitation into the B850 pool, the question has
been studied with polarized absorption [104^107],
polarized £uorescence [14] and 3-pulse photon echo
spectroscopy [66] as well as with nonlinear absorp-
tion [108] and superradiance [109]. The data are an-
alyzed in terms of models which include disorder and
a description of high-lying electronic levels to ac-
count for excited state absorption. Values for the
delocalization of the excitations ranging from 2^4
[14,66,105,107,109] to V18 pigments (the entire
ring) [104,106,108,110] have been proposed. Part of
these discrepancies might be traced back to the mod-
els used and to the de¢nition and time scale of ‘co-
herence length’ probed by the various techniques.
Also, di¡erent instrumental limitations may play a
role; for instance Nagarajan et al. [104,111] report
a very high (signi¢cantly above 0.4) initial absorption
anisotropy decaying in 20^30 fs with V35 fs instru-
ment response, whereas much lower values, both for
the initial anisotropy (V0.3) and decay rate (50^100
fs) were reported by Pullerits et al. [105] and Jimenez
et al. [66] (in £uorescence) with an instrument re-
sponse of V150 fs (note that interpretation of £uo-
rescence is in principle more straightforward).
Clearly, at present no consensus is reached on the
determination of the coherence length and on the
functional relevance of a ring-like structure and a
uni¢ed interpretation framework is needed.
5. Retinal proteins
Two membrane-bound pigment^protein systems
constitute the most well-known examples of systems
in which an ultrafast light-induced conformational
change takes place. These are rhodopsin, the photo-
sensitive protein in vision [112], and bacteriorhodop-
sin, a protein which uses light to generate a proton
gradient which drives photosynthesis in Halobacteria
[113]. In both cases the primary process is the iso-
merization of a retinal chromophore bound to the
protein, transCcis for bacteriorhodopsin and
cisCtrans for rhodopsin.
5.1. Isomerization mechanism in bacteriorhodopsin
Bacteriorhodopsin is a photosynthetic retinal pro-
tein which functions as a light-driven proton pump
in halobacteria [113]. Following the absorption of a
photon by all-trans retinal, the initial event is its
isomerization to the 13-cis form with a quantum
yield of V65%. About a decade ago, several groups
have shown that the ground state photoisomerized
product appears in V500 fs [114^116], followed by
the formation of a second intermediate in V3 ps.
The presently debated questions concern the shape
and number of potential energy surfaces involved in
the primary reaction (Fig. 4). Initially, in the blue
part of the emission spectrum (6 750 nm), only
very quickly decaying (100^200 fs) stimulated emis-
sion was observed [115,116] and this was interpreted
as a rapid depopulation of the Franck^Condon re-
gion by motion along a strongly repulsive excited
state potential energy surface [117]. In this view, iso-
merization takes place on the initially populated ex-
cited state. The 13-cis product ground state and the
all-trans ground state are populated (and ‘repopu-
BBABIO 44747 12-4-99
M.H. Vos, J.-L. Martin / Biochimica et Biophysica Acta 1411 (1999) 1^20 11
lated’ respectively) directly from the relaxed, excited
state in V500 fs, as monitored by decay of the
stimulated emission on the red side of the emission
band (sV750 nm) [116].
However, several recent observations are at var-
iance with the above picture. The time-resolved spon-
taneous emission was observed to occur with similar
multiexponential kinetics throughout the very broad
emission band, from 680 to 900 nm [118]. Two
groups [119^121] have studied in detail the stimu-
lated emission, including at the most red part of
the emission band (s 800 nm), and demonstrated
that the blue part of the band is obscured by a com-
pensating induced absorption, which explains the
failure to observe broad-band stimulated emission
in the early work [115,116]. In the more recent
work [119^121] no spectral evolution of the sponta-
neous or stimulated emission was observed. An¢nrud
and coworkers [119,120] (a similar mechanism was
suggested by Hochstrasser and coworkers [121]) in-
terpreted their results in terms of a three-state model
inspired by molecular dynamics simulations [122], in
which ultrafast equilibration (6 30 fs) takes place on
the relatively £at excited state potential energy sur-
face along the reaction coordinate. From this sur-
face, crossing was proposed to occur, in V500 fs,
towards a strongly repulsive potential energy surface,
from which the product and reactant ground states
are populated very rapidly. In this view, isomeriza-
tion is driven by protein motions which are not di-
rectly coupled to the initial excitation of the retinal.
This model could be better reconciled with a slight
activation energy deduced from the decreasing rate
of the isomerization reaction at low temperature
(with a similar quantum yield) reported V20 years
ago with picosecond pulses [123]. Yet more recent
results using pulses of 350 fs indicate that the reac-
tion is essentially temperature independent down to
20K [124], consistent with an activationless mecha-
nism. Another di⁄culty with the three-state model
(Fig. 4B) is that it does not explain the 100^200 fs
spectral evolution observed previously near the
Franck^Condon region [115,116]. Haran et al. [121]
suggested this phase to be related to a change in
energy between the initially created excited state
and the higher-lying states.
Studies with bacteriorhodopsin mutants have been
performed with the aim to unravel the mechanism of
this reaction in more detail and on a molecular level.
Speci¢cally, a slower reaction with a similar quantum
yield has been reported for several single-site mutants
a¡ecting the charge distribution in the vicinity of the
chromophore [125^127], indicating that the shape of
the isomerization potential energy surface depends
on the environment. To test the validity of the di¡er-
ent possible models, it is warranted to extend these
studies to lower temperatures, as discussed by Logu-
nov et al. [127], and to higher time resolution.
5.2. Vibrational coherence in bacteriorhodopsin
Using short probe pulses (12 fs), high-frequency
(s 1000 cm31) vibrational coherences have been ob-
served in bacteriorhodopsin, in the spectral region
where the ground state absorbs [28]. These have
been interpreted as motions on the ground state po-
Fig. 4. Possible schemes for retinal isomerization in bacterio-
rhodopsin, roughly according to the ones proposed in [115] (A)
and [119] (B).
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tential energy surface activated by the impulsive
stimulated Raman e¡ect [24,28]. The spectrum cor-
responds to that expected from the ground state res-
onance Raman spectrum, indicating that all activated
motions are underdamped. This work constituted the
¢rst evidence for ISR in a protein system (later it was
reported for heme proteins [29] and bacterial RCs
[30]). Such a coherent spectroscopy constitutes an
interesting tool to characterize ground-state motions,
yet without enlightening us on their possible func-
tional role.
In contrast to rhodopsin (see Section 5.3), in bac-
teriorhodopsin no coherence has been reported in
relation to formation of the isomerized product state.
This may be related to the relatively slow speed of
isomerization.
5.3. Rhodopsin
The cascade of events constituting the vision proc-
ess is initiated in rhodopsin. A photon is absorbed by
the 11-cis retinal chromophore, which subsequently
isomerizes to the all-trans con¢guration (bathorho-
dopsin) via dissipation of approximately 40% of the
photon energy [112]. This process has a quantum
yield of 67% [112,128], the remainder returns to the
11-cis ground state. The reaction has a well-de¢ned
reaction coordinate, the torsion along the (11,12)
bond. Early picosecond spectroscopic studies have
been reviewed by Schichida [128]. Here we will focus
on femtosecond work, which has been produced only
since 1991 on rhodopsin [129,130].
Much work has been done by Mathies, Shank and
coworkers [130^132], using visible transient absorp-
tion spectroscopy. The overall kinetics show main
phases of V200 fs and a few ps, superimposed on
which appear strong oscillatory features, indicating
that the reaction occurs in a regime of vibrational
coherence (see below). Following bleaching of the
ground state band centered at V500 nm, in V200
fs an induced absorption appears at wavelengths
s 560 nm, presumably re£ecting the isomerized reti-
nal. This observation has been interpreted [130,131]
as the consequence of the formation of the bathorho-
dopsin product state directly in its ground state via
an adiabatic surface crossing, using a similar model
to that proposed for bacteriorhodopsin (see Section
5.1). In the same framework, the further spectral
relaxation, including a blue shift of the induced ab-
sorption band towards the known maximum of this
state at V550 nm, re£ect further conformational re-
laxation and vibrational cooling, both in the rhodop-
sin reactant and bathorhodopsin product ground
states.
Based on early single wavelength kinetics with a
lower time resolution in which coherences were not
observed, an alternative interpretation was given by
Callender and coworkers [129]. They suggested that
the 200-fs phase re£ects isomerization on the excited
state potential energy surface followed by relaxation
to the bathorhodopsin ground state in V3 ps. How-
ever, the later full spectral data of Peteanu et al.
[131] and Wang et al. [132] strongly suggest that
the bathorhodopsin product state is formed directly
in V200 fs.
Fig. 5. Scheme of potential energy surface cross sections along
the reaction coordinate of ligand (here CO) dissociation in
heme proteins. Absorption of a photon by the liganded, low-
spin heme leads to motion along a repulsive excited state sur-
face. The dissociation energy is approximately 22 kcal/mol
(7717 cm31) [172], which is lower than the heme’s lowest elec-
tronic transition with sizable oscillator strength. Along with
photodissociation, the Fe spin changes and heme doming to-
wards the distal histidine occurs, by motion in a direction per-
pendicular to the dissociation coordinate [148]. Heme doming
(XV50 cm31) presumably occurs an order of magnitude slower
than dissociation (XV520 cm31).
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In rhodopsin, strong oscillations are observed in
the transient absorption experiments [130,132]. The
spectroscopic properties of features with a main fre-
quency of V60 cm31 (period 550 fs) were studied in
detail by Wang et al. [132]. They demonstrated that
these re£ect coherent vibrational motion on the po-
tential energy surface of the product, bathorhodop-
sin, state. Apparently, the product state formation is
fast enough (V200 fs) for coherent population of the
60 cm31 mode; in accordance, no coherent motions
are clearly observed in isorhodopsin, where a slower
isomerization (along the 9^10 torsional coordinate)
in V600 fs occurs [133]. The visualization of a prod-
uct state mode of which the quarter period (130 fs)
corresponding approximately to the reaction time,
suggests that the mode is strongly coupled to the
reaction [132]. Unfortunately this suggestion is di⁄-
cult to prove, as due to its very short lifetime (a
fraction of the period of the putative coupled
mode) coherence in the reactant state cannot be
studied. The close correlation between isomerization
speed and quantum yield in rhodopsin and two ana-
logs [133,134] led Mathies, Shank and coworkers to
support a ballistic curve-crossing mechanism for the
reaction (although wave packet broadening appar-
ently also plays a role in the case of 13-demethyl
rhodopsin [134]). This suggests that the frequency
of the ‘reaction mode’ is also di¡erent in these spe-
cies, which may provide a means to further charac-
terize the ‘molecular identity’ of this mode.
6. Heme proteins
Heme proteins play an essential role in a wide
variety of physiological functions, by their capacity
to bind and release external ligands or by their redox
properties, or both. Photoactivation of heme proteins
is not a natural process, however small ligand like
CO, O2, or NO (but not CN), bound to the heme
iron, can be photodissociated in the femtosecond
time scale with a very high quantum yield
[1,135,136], and this provides a unique property to
synchronize the dissociation of ligands and subse-
quently study the dynamics of the system. The early
photophysical processes involve two excited states,
decaying on a time scale of a few hundred femto-
seconds and a few picoseconds, respectively. These
states have been spectroscopically characterized for
myoglobin and hemoglobin [135,137]. They have
been reviewed previously [1] and appear to follow a
similar scheme in a variety of proteins, including
cytochrome c oxidases aa3 [138] and cbb3, quinol
oxidase bd, NO synthase, and cytochrome b and c
(unpublished results), with some variation in the life-
times and relative populations of the two excited
states.
The dynamics of geminate recombination of exter-
nal ligands after photodissociation have been studied
on the picosecond time scale as an indirect probe of
the protein rearrangements on this time scale. This
has been done in particular with NO as a ligand, in
which case a major fraction of the heme-ligand pairs
recombine within a few hundred picoseconds.
Strongly nonexponential recombination is observed
[139,140], likely at least in part re£ecting a relaxation
of the protein on the time scale of recombination.
Using site-directed mutants of myoglobin [141,142]
residues have been identi¢ed that a¡ect the recombi-
nation process on the picosecond time scale, some of
which are surprisingly remote from the heme [141].
6.1. Vibrational dynamics
Recent research has focused on the direct evalua-
tion of the heme and protein conformational dynam-
ics following ligand detachment. The dissociation of
the ligand presumably occurs within half a period of
the Fe^ligand stretching frequency (V520 cm31 for
Fe^CO); i.e., in less than 50 fs [1] (Fig. 5). An im-
portant question is how and on what time scale the
heme and the protein accommodate to this change.
Spectroscopically, information on the heme reaction
is most straightforward to obtain. For hemes with a
6-coordinate heme iron, photodissociation of one lig-
and results in a 5-coordinate heme iron and relative
motion of the iron out of the heme plane (‘doming’).
The vibrational frequency of the heme-doming mo-
tion in myoglobin has been suggested to be V50
cm31 [26,143,144]. Hence the lower limit of the speed
of heme doming is V170 fs (a quarter of a period).
Time-resolved resonance Raman studies of the Fe^
His mode (V220 cm31) have demonstrated that
upon photodissociation of CO^hemoglobin and
CO^myoglobin, heme doming occurs essentially in
less than 1 ps [12,145]. More recent very high signal
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to noise transient Raman data in the high-frequency
regions are in agreement with this view [13]. Meas-
urements of the shift of the position of the band III
charge-transfer absorption band in myoglobin have
been interpreted to reveal a substantial additional
(V20%) doming on the time scale of tens and hun-
dreds of picoseconds [146,147]; yet as discussed by
Franzen et al. [145], protein relaxations may in£u-
ence the position of this band as well.
Recently, femtosecond coherence spectroscopy has
been used to study the coherent reaction of the heme
upon impulsive excitation of cytochrome c and my-
oglobin. Champion and coworkers [29,148] pio-
neered such an approach using both excitation and
probing in the Soret band. As the Soret band is
strongly Raman active for the low-frequency modes
[149], these excitation conditions lead to strong im-
pulsive stimulated Raman signals (wave packet mo-
tion on the ground state) and indeed the observed
frequencies correlated well with the Raman spectrum
[29]. Furthermore, for the case of MbNO, where the
excitation pulse in addition leads to dissociation of
the NO ligand, low-frequency motions assigned to
Fe^His stretching (220 cm31) and heme doming
(75 cm31, but see [26]) have been observed in single
wavelength kinetics and assigned to the deliganded
product state [148]. This result was interpreted in
terms of the very rapid photodissociation which
sets in motion these modes (cf. Fig. 5), suggesting
the importance of these modes in the heme-ligand
interaction. This technique thus appears powerful
both as a tool for vibrational spectroscopy in the
low-frequency domain and to investigate the func-
tional importance of motions coupled to the reac-
tion. The study of the latter aspect may be consid-
erably facilitated by the use of excitation conditions
which are not Raman active for the investigated
modes. This should avoid complications arising
from the superposition of the two types of signals.
With this aim, multicolor spectroscopic experiments
using impulsive excitation in the heme K band are
currently carried out in our laboratory.
The trajectory of the dissociated CO^ligand from
MbCO has also been investigated by polarized tran-
sient infrared spectroscopy [150]. Evidence was pre-
sented for the transfer to two spectroscopically dis-
tinct antiparallel docking positions, parallel to the
heme plane, with di¡erent time scales of 0.2 ps and
0.5 ps. A comparison with classical di¡usion dynam-
ics indicated that the motion leading to these posi-
tions is inertial; i.e., directed. We note that the time
scale of these processes is similar to that proposed
for the major rearrangement of the heme, heme dom-
ing (V50 cm31, see above, corresponding to a period
ofV0.7 ps). This suggests that, upon breaking of the
heme^ligand bond, the motion of the heme, and the
trajectory of the ligand (thought to be predominantly
along the heme plane [150]) remain correlated and
possibly concerted. In the same study [150], a strong,
near threefold, increase in the absorption of the CO-
stretch occurring in V1.6 ps, was assigned to re£ect
the protein response to the occupancy of the docking
site. In this view, local protein accommodation oc-
curs as a delayed response to the arrival of CO in the
site, but occurs prior to heme and CO vibrational
relaxation (see Section 6.2).
6.2. Vibrational relaxation
Generally, the assessment that vibrational coher-
ence for the low-frequency modes is maintained for
a few picoseconds in proteins, even at room temper-
ature, demonstrates that the biochemistry on this
time scale takes place in a mixed regime of coherent
and stochastic motions. The dephasing times of the
oscillatory features set a lower limit for vibrational
dephasing and relaxation of V2 ps (intrinsic inho-
mogeneity may also lead to dephasing). Accordingly,
the time required for vibrational energy dissipation
upon optical excitation of the heme has been esti-
mated in the picosecond time range by various meth-
ods. Mituzani and Kitegawa [13], using picosecond
anti-Stokes resonance Raman spectroscopy, have re-
cently determined the cooling of the heme by dissi-
pation of the excess energy stored in the X4 mode
(V1350 cm31 in deoxymyoglobin, arising from in-
plane heme vibrations) upon photodissociation of
MbCO. They found biphasic cooling with tempera-
ture-decay times of 3 ps (93%) and 25 ps (7%), in
agreement with earlier anti-Stokes work with a lower
time resolution [151] and with an earlier detailed
analysis of the time evolution of the Stokes-band
[11]. This ¢nding is in general agreement with the
limits observed by coherence spectroscopy, although
it should be kept in mind that the energy dissipation
for low-frequency modes may be slower than for
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high-frequency modes. From transient infrared stud-
ies, the heating of the D2O solvent upon exciting the
hemes in (unliganded) hemoglobin and myoglobin
was found to be substantially slower (main phase
of V8 ps) [152], suggesting that the £ow of energy
from heme to the aqueous solvent passes via the
protein moiety.
Vibrational relaxation and vibrational dephasing
upon direct excitation of CO in the CO-stretching
mode (around 1950 cm31, depending on the protein)
in MbCO has also been measured using infrared
pump-probe [153,154] and vibrational echo
[15,155,156] spectroscopy. Vibrational relaxation
takes V20 ps, depending somewhat on the orienta-
tion of CO with respect to the heme [153,154] and
presumably proceeds via the CO-heme bond. Com-
parison with the above-discussed dynamics of heme
cooling and the result that the binding of the heme to
the protein via the covalent Fe^proximal histidine
bond does not a¡ect vibrational dephasing [156], in-
dicate that energy dissipation via the CO^Fe bond is
rate limiting in this case.
6.3. Oxidases
Many of the studies on heme proteins have been
performed on the ‘model proteins’ myoglobin and, to
a less extent, hemoglobin. These studies can serve as
an interpretation framework for the ultrafast chem-
istry in many other hemeproteins with a large variety
of biological functions. In particular, studies have
been performed on cytochrome c oxidase aa3, a key
enzyme in the respiratory chain which catalyzes the
4-electron reduction of molecular oxygen to water.
The crystal structures of this membrane protein
from bovine heart [4] and its bacterial counterpart
[5] have recently become available. The oxygen bind-
ing site, heme a3, is located in close proximity (V4.5
Aî ) to one of the two copper centers, CuB and a
cross-linked histidine^tyrosine structure [157]. This
particular arrangement is probably of great impor-
tance for the catalytic function of the enzyme. Ultra-
fast studies, previously reviewed by Einarsdottir
[158], have thus far only been carried out with CO
as a ligand, as O2-liganded complexes cannot be gen-
erated in steady state. Upon excitation of the hemes,
CO dissociates from heme a3 within 100 fs [138], and
subsequently binds to CuB in less than 1 ps
[159,160], from where it leaves the complex on a
microsecond time scale. The transfer of CO to CuB
thus provides an example of a highly directed short-
range transfer of a ligand. Femtosecond coherence
spectroscopic measurements will be very useful to
investigate the vibrational modes involved in this re-
action. Whether CuB also is involved directly in tran-
sient binding of O2 in the functional enzyme is un-
clear, yet a peroxide ligand has been suggested to
bridge the a3-CuB space in the ‘as-prepared’ enzyme
[157].
The proximal coordination of the heme a3 upon
photodissociation of CO has been subject to consid-
erable debate. Woodru¡ [161] proposed a mechanism
in which the transfer of CO to CuB induces a ligand
residue which coordinates CuB to switch and replace
the proximal histidine bonded to heme a3 in V6 ps
(corresponding to a relaxation phase observed in
transient absorption measurements [138]). This lig-
and-shuttle mechanism was proposed to play a
role in controlling the access of external ligands to
the active site and the rate of through-bond electron
transfer towards the active site, as well as in proton
pumping. However, the later available crystal struc-
tures show no obvious candidates for such a ‘switch’
ligand-residue. Recent picosecond resonance Raman
experiments [162] have demonstrated that the Fe^His
mode (V220 cm31) is observed within 5 ps after CO
dissociation, implying that a histidine ligand is
present at this time scale. Although in principle it
cannot be excluded that the present proximal histi-
dine is replaced by another histidine (CuB is coordi-
nated by three histidines) in less than 5 ps, the au-
thors strongly favor a mechanism in which the
proximal coordination of heme a3 remains un-
changed. Future transient Raman experiments with
a higher time resolution may further help to resolve
this issue.
7. Concluding remarks
We have reviewed some of the recent develop-
ments in ultrafast studies, mainly focusing on pri-
mary processes in some more extensively character-
ized proteins. Yet ultrafast spectroscopy has become
a tool for investigation of speci¢c primary processes
in a wide variety of photoactive proteins, including
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for instance green £uorescent protein [163^165] and
the plant growth regulation protein phytochrome
[166,167]. Along another axis, modern ultrafast opti-
cal techniques are used to study more general aspects
of protein physical chemistry. For example, three-
pulse photon echo spectroscopy has been used to
study spectral di¡usion of heme groups as a probe
for the energy landscape of proteins [168^170] and
two-dimensional femtosecond infrared spectroscopy
has been used to study vibrational energy £ow in
peptides [171].
A main general notion that emerges from the work
of the last few years is that on the time scale of
femtoseconds, the conformational changes that con-
stitute or assist the function of a protein are highly
directed and concerted motions. Many of these mo-
tions appear to take place on the time scale of 100
fs^1 ps. Present spectroscopic techniques monitor the
projection of such motions on the spectroscopic ob-
servable. One ultimate goal will be to ‘¢lm’ the pro-
tein structures in real time in the course of these
motions. Technical progress towards this end has
recently been made, resulting in the detection of fem-
tosecond X-ray di¡raction [21].
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