Introduction
Automotive body assembly is a complex process which typically involves joining of several hundred sheet metal parts using several thousand spot welds per vehicle. The process is often subject to errors of various natures, such as: the non-nominal shape and size of parts, the non-nominal location and deteriorated condition of tooling, and imperfect welds. Each of these errors causes variation on the subassemblies, resulting in low quality and poor performance of the vehicle produced. These errors should be detected in-line and appropriate preventive measures, either on-line or off-line, must be taken accordingly. This paper is concerned with the detection of fixture faults, which are considered a major contributor to assembly dimensional variation ͓1͔.
Significant research has recently been conducted in the diagnosis of fixture faults. Using a statistical approach called the principal component analysis ͑PCA͒, a systematic methodology was developed to diagnose single fixture faults by extracting the principal component directly from the set of measurement data ͓2͔. In PCA, uncoupled patterns of variation are identified from measured data that contain correlated values at different sensor locations. Though effective in cases of single fixture fault, PCA does not provide a meaningful diagnosis when multiple faults exist simultaneously, or when the measurement data contains noise.
Ceglarek and Shi ͓3͔ detected and isolated principal components from measurement data, and compared them with predetermined variation patterns to diagnose single fixture faults. Since they considered only rigid parts, their predetermined variation patterns, generically called the diagnostic vectors, were found using a geometrical analysis of the rigid part with given locations of fixtures and measurement points. Using the same diagnostic vectors, a procedure for the diagnosis of multiple fixture faults was also developed based on the least squares estimation method ͓4͔. By combining the same type of diagnostic vectors and the beambased model of compliant automotive body assembly, Rong et al. ͓5͔ diagnosed single faults caused by part-to-part interference. They used PCA to identify a single fault pattern from the measurement data. A special methodology utilizing singular value decomposition was also developed to address the cases where two or more diagnostic vectors become nearly collinear ͓6͔.
None of the previous studies cited above specifically dealt with the diagnosis of multiple fixture faults in the case of compliant parts. Recently, two such studies have been reported. Liu and Hu ͓7͔ developed the designated component analysis ͑DCA͒ in which a set of mutually orthogonal variation patterns is first defined. Each pattern is usually defined such that it represents a certain displacement mode of the part, e.g. translation or rotation. The corresponding designated components are calculated by projecting the actual measurement data onto the designated patterns. The designated patterns that account for the most of the variability in the data can then be identified. In the second step, a relation between the designated patterns and each case of single and multiple fixture faults is determined. Fixture faults may be diagnosed using the pattern-fault relationship established in the second step. Given that the designated patterns must be mutually orthogonal, the definition of physically meaningful patterns for parts of complex geometry is not always obvious.
Chang and Gossard ͓8͔ developed a computational method for the diagnosis of multiple fixture faults of compliant assemblies. Their approach uses the concept of ''deviation modes,'' each of which is a vector comprising of deviations of measurement points in case of a single fixture fault. These are obtained by finite element analyses of the entire assembly process of compliant parts. The ''deviation modes'' are simply another form of the diagnostic vector, as the ''variation pattern'' defined in ͓3͔. The approach can predict the fixture faults from assembly measurement, and not just on individual components.
In order to employ any diagnosis method for fixture faults, measurements must be made. During the past decade, in-line optical coordinate measurement machines ͑OCMM͒ have become so common in modern automotive body assembly plants that almost all desired measurement data on major subassemblies is available. A practical question that naturally arises then is how to select a set of minimum number of sensor locations among the many available, such that the data collected may provide the greatest opportunity for the detection of failures. Khan et al. ͓9͔ suggested an optimization method for the sensor locations, based on the Euclidean distance between the two closest diagnostic vectors. Ding et al. ͓10͔ presented a optimal sensor distribution for multi-station assembly systems considering a 3-2-1 locating scheme and inplane fixture failures. They determine the minimum number of sensors in each single station to assure diagnosability. Djurdjanovic and Ni ͓11͔ used a stream of variation modeling for machining process for measurement synthesis. The measurement synthesis considers the effect of the sensor strategy in the measurement uncertainty and cost.
Assembly manufacturing is only one among various fields where optimal sensor placement is crucial. Another example of where this is important is in the field of modal identification of continuous systems such as large space structure ͑LSS͒. Optimal and effective deployment of sensors on LSS is difficult and critical because the number of sensors is usually limited and their locations are fixed once installed. A significant number of investigations have been conducted in this area ͓12-14͔. Yao et al. ͓12͔ and Franchi and Gallieni ͓13͔ applied genetic algorithms whereas Kammer ͓14͔ applied the effective independence ͑EfI͒ sensor placement method. The EfI method is a computational search method in which an ''optimal'' layout of a given number, say n, of sensors is reached by starting with a much greater number, say N, of sensors and eliminating the least informative sensor in each of (N-n) steps. The least informative sensor is determined in each step by computing the determinant of a matrix called the Fisher information matrix. Wang et al. ͓15͔ presented a similar methodology for sensor placement. This paper presents a methodology for optimal placement of sensors to be used in the diagnosis of multiple fixture faults in compliant parts using EfI ͓14͔. In addition, a methodology for the diagnosis of multiple fixture faults considering compliant parts is presented. The diagnosis methodology uses the least square approach ͓4͔ to estimate the fixture fault vector from measurement data. It also uses finite element analyses to fully consider the compliance of the part to find the diagnostic vectors, termed ''designated patterns.'' The present work differs from Rong et al. ͓5͔ who were concerned with part-to-part interference, not fixture faults, in compliant assembly. The diagnosis of fixture failures in a real automotive part is considered to demonstrate the use of the proposed methodology. This paper is organized as follows. Section 2 presents an overview of the multiple fixture diagnosis methodology including the problem of sensor placement. Section 3 briefly presents a multiple fixture diagnosis methodology used in this paper. Section 4 presents the proposed methodology for optimal sensor placement based on the effective independence ͑EfI͒ method. In Section 5 the methodology is applied to a real automotive part example. In addition, the effectiveness of the optimal sensor layout in diagnosing multiple concurrent fixture faults is compared with an arbitrary set of sensors. Finally, Section 6 draws conclusions.
Methodology Overview
This section presents an overview of the methodology used for the diagnosis of multiple fixture faults in compliant sheet metal assembly based on the sensor location method developed in this paper. The methodology may be used to identify single and multiple faults in a general N-2-1 locating scheme ͓16͔. The N-2-1 scheme considers that N locators are placed in the primary plane, two in the secondary plane and one in the tertiary plane. Figure 1 shows an example of a ''4-2-1'' locating scheme for a sheet metal. Four clamps (A 1 ,A 2 ,A 3 ,A 4 ) are used to constrain the part movement and deformation in the primary datum (z-direction͒. A pinhole and a pin-slot are used to constrain the in-plane motion of the part. Locators (B 1 and B 2 ) locate the part in the secondary datum, and locator (C 1 ) is used in the tertiary datum. Figure 2 shows an overview diagram of the methodology. First, finite element analysis ͑FEA͒ is conducted to find the displacement patterns of the compliant part for each case of a single fixture failure. Then, using the FEA results and the EfI method for sensor placement ͓14͔, a layout of sensors is found for the most discriminative manifestation of the single faults.
Once the sensors are placed, the deformation patterns for each case of single fixture fault are generated with the FEA results. Then, fixture diagnosis may be conducted applying least squares method to estimate the components, contained in a set of measurement data, corresponding to the designated patterns. Finally, considering the variation of each component and correlation among them, single or multiple fixture faults are identified. Details of the entire procedure in Fig. 2 are given in the two following sections, with emphasis on the method of sensor placement ͑Section 4͒.
Multiple Fixture Faults Diagnosis
This section briefly outlines the method for identifying multiple fixture faults, in an N-2-1 locating system, from the measurement data. Recalling that the present work is only concerned with fixture faults causing out-of-plane variations of parts, an out-of-plane displacement field corresponding to each fixture fault is computed by FEA. In conducting the FEA, the faulty fixture is assumed to have a unit out-of-plane displacement from its nominal position, while all others are at their nominal positions. Repeating similar FEA for each of the N fixtures in the N-2-1 locating system, N displacement fields are obtained. The in-plane fixture failures are not considered for simplification. An extension to in-plane analysis will require to include 3 additional in-plane displacement fields corresponding to the faults of the in-plane fixtures. Assuming that S sensor locations are determined in the manner to be described shortly, the designated patterns may be found from the FEA results by simply collecting the displacements at the nodes that correspond to the sensor locations for each given fixture fault.
A column vector consisting of those out-of-plane displacements is called the designated pattern vector because the pattern is ''designated'' by the displacement field computed for each fixture fault. The N designated patterns ͑or designated pattern vectors͒ for the N single fixture faults are denoted as d (i) , each having dimensions of Sϫ1. That is,
where the superscript, i, in parentheses denotes the index of the corresponding faulty fixture, and d j (i) is the out-of-plane displacement at the jth sensor location computed by the FEA. Note that if the part were rigid, the number of fixtures would be Nϭ3 and the designated patterns could have been obtained by simple rigidbody geometric analyses. It is also important to note that all displacements caused by fixture faults must remain within the linear elastic region of the part's material, and thus the displacement field in case of multiple fixture faults may be obtained by the superposition of displacement fields for single faults. Now, the vector from the measurement data, denoted as y, is composed by the data, from each of the S sensors, i.e. y ϭ͕y 1 ,y 2 , . . . ,y S ͖ T . The underlying idea of the diagnosis algorithm is to decompose the measurement vector, y, into the components of the designated patterns, d
(i) (iϭ1, 2, . . . ,N). This is mathematically expressed as
where q i 's represent the individual contribution of d (i) 's to y; w is a vector representing the measurement noise and all other effects not modeled by the finite element model; and D is the matrix of the designated pattern vectors, d (i) . D is referred as the designated pattern matrix and has dimensions of SϫN. In actual computations, w is assumed to have a Gaussian distribution with zero mean and covariance matrix ⌿ϭ w 2 •I. In other words, w assumes independent noises with equal variances. The variance of the noise in the system is assumed to be known. It can be estimated from measurements under an in-control condition.
It may easily be seen from Eq. ͑2͒ that the problem of identifying faults from measurements is solving S linear equations for N unknowns, q i (iϭ1,2, . . . ,N). Therefore, the minimum number of sensors required to solve this problem is N; that is, SуN is required. The cases where SϽN, which were dealt by Chang and Gossard ͓8͔, are not considered in this work. This exclusion is supported by the availability of measurement data using OCMM, as mentioned in the Introduction.
The least squares method is the most widely used approach for the estimation problems such as the present problem ͓4,7͔. Applying the least squares method to Eq. ͑2͒ yields
where q is the estimate of q. The estimator accuracy depends of the noise level. Equation ͑3͒ can be conducted only if the inverse of the matrix, D T D, exists. This condition for the inverse of D T D is equivalent to the full-rankness of D, which in turn is equivalent to the linear independence of the d (i) vectors that constitute D ͓17͔. This is the concept underlying the EfI algorithm presented in the next section, where the sensor placement is sought for the greatest degree of linear independency among the designated patterns, d
(i) iϭ1,2, . . . ,N. Note also that when SϭN, D becomes a full-rank square matrix, and thus Eq. ͑3͒ simply yields q ϭD Ϫ1 y. Measurement data are usually collected repeatedly from samples of a part to perform statistical process control. Applying Eq. ͑3͒ to each of M part samples, y ( j) ( jϭ1,2, . . . ,M ), the corresponding component estimation vectors, q ( j) ( jϭ1,2, . . . ,M ), may be obtained for each part j. Considering that the measurement of each sample are random variable, q will be also a random vector, where each column represents the contribution of each deformation pattern to a given part. In order to identify the fixture faults from these component estimations of measurement data, the variance of each ͑e.g., the ith) component contribution q i ( j) among the M measurement cases is calculated as
The variance of q i 2 is due to the noise variance and the variance of q i itself. The contribution of each designated pattern, C i , to the total system variation can be calculated individually as a proportion of the measurement data variation explained by each designated component. That is,
where ⌺ q denotes the covariance matrix of q , and thus its trace is the sum of variances of all components. In addition, since multiple fixture faults may result in correlations among the designated patterns, the correlation can be calculated using Eq. ͑5͒.
The correlation among the patterns can be useful to identify the root cause of the multiple fixture faults. It should be noticed that it is only meaningful to analyze the correlation among the significant patterns. However, we should expect that in general the fixture faults will be statistically independent.
Sensor Placement Method
The performance of any diagnostic methodology depends on the measurements and, thus the sensors used. In particular, the methodology in Fig. 1 requires a carefully determined number and location of sensors, for the fault identification process to work. It will be economical to use the minimum number of sensors. This is true even with the commonly used OCMM's, considering the cost associated with processing the in-line data as well as the initial installation of the sensors.
As mentioned in the Introduction, the effective independence ͑EfI͒ sensor placement method used in this study is adopted from the field of vibration mode identification for large space structures. The EfI method was found to be able to simultaneously maximize the signal strength and effectively differentiate among the vibration modes ͓14͔. In applying the EfI method to our problem, the displacement fields are computed using FEA for all cases of single fixture fault, instead of the vibration modes that are usually obtained also by conducting dynamic FEA.
The EfI method is essentially an iterative numerical method which finds the most ''effective'' sensor locations by starting with a large number of candidate locations, which may be at finite element nodes and eliminating the least effective sensor in each step of the iteration until the given number of sensors is left. As was discussed in the previous section, the effectiveness of the sensor locations obtained by the procedure assures that it provides the greatest linear independency among the displacement vectors associated with single fixture faults. The underlying logic and procedure of this EfI method is briefly given below.
The accuracy of estimation given by Eq. ͑3͒ for q may be evaluated by the error of estimation, defined as
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Transactions of the ASME where E͓ ͔ denotes the expected value of the quantity in the brackets, and ⌿ is the covariance matrix of the noise vector, w, in Eq. ͑2͒. The matrix, Q 0 , in Eq. ͑6͒ is called the Fisher information matrix, and it must be ''maximized'' to minimize the error of estimation. It is assumed that the noise at different sensors are uncorrelated, but possess the same variance, w 2 . Then, the Fisher information matrix becomes
where w 2 is scalar. For convenience, Q in Eq. ͑7͒ will be called the Fisher information matrix hereafter. Now, a suitable norm of the Fisher information matrix, QϭD T D, must be maximized for the minimum error of estimation given by Eq. ͑6͒, and thus the best estimate given by Eq. ͑3͒.
Various norms of the Fisher information matrix, such as its trace, determinant, and condition number, have been found suitable to represent certain characteristics of the information matrix ͓14͔. In particular, the determinant ͉Q͉ has been shown to have the largest value when the estimate is the best of all linear unbiased estimators.
To derive a good criterion for the best estimate, a matrix defined below was used in ͓14͔
It was also shown in ͓14͔ that the ith diagonal term of E represents the fractional contribution of the ith sensor location to the linear independence of the columns of D because the trace of E is equal to the rank of E. Furthermore, the ith diagonal term of E, named the effective independence ͑EfI͒ of the ith sensor location, E Di , has been shown to be related to the determinant of the Fisher information matrix as ͓18͔
where Q Ti represents the information matrix with the ith candidate sensor location deleted. In other words, E Di represents the fractional change that would occur in the determinant of the information matrix if the ith sensor is deleted. Therefore, in each iterative step of the EfI method, the sensor͑s͒ having the lowest value͑s͒ of E Di are deleted. Then, the information matrix is recalculated with the reduced number of sensor locations for the next iteration. The detailed computational procedure is shown in Fig. 3 . The procedure begins with a set of all possible sensor locations, easily given by the finite element nodes. Denoting the number of sensors included in this starting set as S 0 , the designated pattern matrix D ͑having dimensions S 0 ϫN) is formed by arranging the N designated pattern vectors ͑having dimensions S 0 ϫ1), each representing displacements at the S 0 sensor locations in the case of a single fault for each of the N fixtures. Then, the iteration index j is set to its initial value, S 0 . The first step in the iteration loop is to compute the effective independence E Di defined in Eq. ͑9͒ for all sensor locations, and then the sensor corresponding to the lowest value of E Di is removed. The matrix D is then updated with the reduced number of sensors, and the above procedure is repeated until the number of sensors is reduced to the given number, S. The required number of sensors, S, must be equal to or greater than N in the N-2-1 fixture case as explained in the previous section.
The number of repeated calculation of E Di , which accounts for most of computation involved in the EfI method, is given by S 0 !/(S 0 ϪS)!, a large number particularly when S 0 is large. The number of sensor locations in the initial set, S 0 , may significantly be reduced by selecting only those that exhibit relatively large deformation in the displacement modes of each fixture failure, as was done in ͓14͔ on the basis of kinetic energy for vibration modes. Areas of nodes that present small deformation for every fixture failure do no provide any additional information to the measurement system. The nodes in these areas have simultaneously a low signal and are not independent. Also, the number of iterative steps may be reduced by deleting more than one sensor location in each iterative step. Many sensor locations, however, should not be deleted in one step because, in general, the rank of sensor locations do not remain the same as the iteration continues. In other words, if too many sensor locations are deleted in one step, those deleted may include the locations that would have not been deleted if only one had been deleted in each step. Since there do not exist any established guidelines for the acceptable numbers of initial sets of sensor locations and of sensors deleted in a step, in this study, all finite element nodes are used as the initial set of sensor locations and only one sensor location is deleted in one iterative step.
Case Study
The methodology described was applied to an automotive component, the fender bracket shown in Fig. 4 . The part has approximate dimensions of 400 mmϫ1 mmϫ300 mm. The material is mild steel with Young's modulus of 207 GPa and Poisson's ratio of 0.3.
In this case, a 6-2-1 locating scheme is considered. The locating scheme consists of a slot ͑constraining displacements in the z-direction͒ at node 584, a hole ͑constraining displacements in the x-and z-directions͒ at node 1250, and six locating pads ͑con-straining displacements in the y-direction͒ at nodes 880 (L 1 ), 1250 (L 2 ), 1564 (L 3 ), 1792 (L 4 ), 584 (L 5 ), and 2752 (L 6 ). The locations of the six (Nϭ6) out-of-plane fixtures are indicated in Fig. 4 . The EfI sensor placement method is first applied, and then, using the sensor locations obtained, the diagnosis results for multiple fixture faults are presented. ϭ3262) as shown in Fig. 4 . Each of the six deformation patterns was obtained by imposing a unit displacement on each one of the six out-of-plane fixtures, and by computing the resulting deformation field. The computed out-of-plane displacements at all nodes were recorded. Arranging the nodal displacements, found for each single fixture fault, in a column vector yields a designated pattern, d (i) . Then, these column vectors d (i) (iϭ1,2, . . . ,6) constitute the initial designated pattern matrix D.
The EfI algorithm was implemented using MATLAB. The final number of sensors, S, to retain was arbitrarily set to 18, 9, or 6, and the results were compared. The retained 6 sensor locations are shown in Fig. 5 . The gray levels of varying darkness in Fig. 5 shows the deleting sequence of sensor locations. The sensor locations in the brighter zone were deleted before those in the darker zone because they have less contribution to the determinant of the information matrix, or the linear independence of the columns of the matrix D. This gray contour map could be used in situations where it is not possible to locate a sensor at the desired location for some unexpected reason, and thus the next to best location is sought.
The elements of the designated pattern matrix, D, for the case of nine sensor locations is shown in Table 1 . Each column in Table 1 gives the elements of the designated pattern vector, d (i) . It can be shown that D is of full rank, i.e. rank (D)ϭ6.
Diagnosis of Multiple Fixture Faults. Using the 9 sensor locations found above, the diagnosis method described in Section 3 was applied to a simulated case of simultaneous failure of two fixtures, L 1 and L 3 . It was assumed that the out-of-plane displacements ͑in mm͒ at the two faulty fixtures, q 1 and q 3 in Eq. ͑2͒, are random with their means, variances, and covariance given by Using the random number generator in MATLAB, 1000 sets of values for the two random variables, q 1 and q 3 , were generated with the statistical properties given by Eqs. ͑10͒ and ͑11͒. Then, by substituting into Eq. ͑2͒ these random values of q 1 and q 3 , along with a random noise vector, w, the corresponding 1000 sets of measurement data, y ( j) ( jϭ1,2, . . . ,1000), were obtained. To evaluate the capacity of the proposed method to detect the fixture faults under the presence of noise, various levels of noise were considered. Elements of the noise vector, w, used were mutually uncorrelated Gaussian random variables with zero mean and equal variance set to various percentages ͑ranging from 0 to 300%͒ of the sum of the variances of fixture faults, i.e. w 2 ϭ( q 1 2 ϩ q 3 2 )ϫ␣, 0р␣р3.0.
Using the simulated measurement data, y ( j) , generated as above, the fixture fault diagnosis was performed. Substituting y ( j) into Eq. ͑3͒, the estimate, q ( j) , was obtained for j ϭ1,2, . . . .,1000. Unless the number of sensors is much greater than the number of fixtures, the mean of q ( j) may not be a good estimate of q . The variance of q ( j) , however, provides the contribution of the designated patterns to the total variation of measurement, as given by Eqs. ͑4͒ and ͑5͒. It may be seen from Eq. ͑11͒ that when there is no noise, the contribution of each fixture fault should be C 1 ϭ1/(1ϩ4)ϭ20%, C 3 ϭ1/(1ϩ4)ϭ80% and C 2 ϭC 4 ϭC 5 ϭC 6 ϭ0, and the correlation between the L 1 and L 3 faults should be 13 ϭͱ1/ͱ1"4ϭ0.5. As the noise level increases, the capability to distinguish among different faults tends to decrease. The computed contributions of each fault, C i , for various levels of noise are plotted in Fig. 6 . The ideal values of C i mentioned above are obtained without noise. As the noise level increases, C i monotonously increase or decrease toward their asymptotic values. It can be seen from Fig. 6 that with increasing noise level, it becomes increasingly difficult to isolate the true fixture faults, L 1 and L 3 . In particular, for noise levels above 150%, the contributions from all six faults become similar. Therefore, significant levels of noise do not permit the accurate identification and isolation of fixture faults. Figure 7 shows the effect of noise level in the accuracy to estimate the correlation between the L 1 and L 3 ( 13 ). It can be seen that the capability to estimate 13 also decreases as the noise level increases.
In order to examine the effectiveness of the sensor layout found by the EfI method, the same problem was solved one more time with an arbitrary sensor layout, and the results were compared. The arbitrary, but seemingly plausible, set of sensor locations is shown in Fig. 8 . For this new set of sensor locations, a new designated pattern matrix, D, was defined, and the fractional contribution of each fixture fault, C i , was obtained in the same manner as before. Figure 9 shows the comparison of C 3 , the most significant contributor, between the cases of the EfI and arbitrary set of sensor locations. It may be noticed that, compared with the arbitrary sensor locations, the sensors located by the EfI method provide more robustness to measurement noise. Comparison of other C i 's showed similar trend. This phenomenon is related to that the EfI sensors do not only maximize the linear independence among patterns, but also maximize the signal strength. The same robustness effect is obtained for the estimation of i j .
In addition, Fig. 9 shows C 3 for two other cases of more and less number of sensor locations ͑18 and 6, respectively͒. Though the difference is not as striking as in the comparison with the arbitrary sensors, the fixture fault diagnosis seems to gain robustness to noise with a larger number of sensors. This trend of greater robustness with more sensors was also observed in the other C i 's. This may be taken for granted because more sensors will provide more information ͑or stronger signal͒ and the effects of random noise may be suppressed more effectively. The practical decision of how many sensors will be used must be made on the basis of a trade-off between the noise-robustness and cost.
Conclusions
A sensor placement methodology was developed, based on the effective independence ͑EfI͒ sensor placement method, for the fixture fault diagnosis in an N-2-1 locating scheme used for compliant sheet metal parts. The least squares estimation was used to diagnose the fixture faults from measurement data. In order to investigate the performance of the EfI sensor placement method, a scenario of multiple fixture faults for an automotive fender bracket was considered. The diagnosis result using the EfI sensor placement was compared with using a set of arbitrarily ͑but plausibly͒ placed sensors. It was demonstrated that the sensors placed by the EfI method enable a much more robust and accurate diagnosis of fixture faults in the presence of measurement noise. From the results of the present work, it may be concluded that the combination of the EfI sensor placement method and the least squares estimation method constitutes an effective and robust approach to the multiple fixture faults for compliant parts even in the presence of moderate measurement noise. The EfI method was originally developed for the on-orbit identification of vibration modes of large space structures, but it seems to work as well for the fixture diagnosis problem. This success was realized by treating the designated patterns of the compliant part in the fixture fault diagnosis problem as analogous to the vibration modes of the compliant body in the mode identification problem.
The EfI method not only works well for the diagnosis problems, but it is also simple to apply in a systematic manner. However, one drawback of the method is the intensive computation due to the laborious iterative deletions of one candidate sensor location in each step. This may be avoided by starting with a smaller initial set containing only likely sensor locations and/or by deleting more than one sensor locations in each iterative step, as discussed earlier.
Finally, even though the methodology has been presented for out-of-plane fixture variation, the approach can be used for fixture faults in other directions of an N-2-1 locating scheme. In general, three-dimensional finite element analyses of the compliant part may be conducted to obtain designated patterns, each for a single fault of a fixture in one of the three directions. These designated patterns will initially contain three-dimensional displacements at all possible sensor locations. Then, the EfI sensor placement method and the least squares estimation method used in this work may be applied without modification for the effective diagnosis of the three-dimensional fixture faults.
