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BRANCHING RANDOM WALK WITH INFINITE PROGENY MEAN: A TALE OF TWO
TAILS
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Stanford University∗, Indian Statistical Institute, Kolkata†, Indian Statistical Institute,
Bangalore‡, Universite´ Paris Nanterre§
We study the extremes of branching random walks under the assump-
tion that the underlying Galton-Watson tree has infinite progeny mean. It
is assumed that the displacements are either regularly varying or they have
lighter tails. In the regularly varying case, it is shown that the point process
sequence of normalized extremes converges to a Poisson random measure.
In the lighter-tailed case, however, the behaviour is much more subtle, and
the scaling of the position of the rightmost particle in the nth generation de-
pends on the family of stepsize distribution, not just its parameter(s). In all
of these cases, we discuss the convergence in probability of the scaled max-
ima sequence. Our results and methodology are applied to study the almost
sure convergence in the context of cloud speed for branching random walks
with infinite progeny mean. e exact cloud speed constants are calculated
for regularly varying displacements and also for stepsize distributions hav-
ing a nice exponential decay.
1. Introduction. Branching random walk is a very important model in the context of statistical physics
and probability.e basic model is very simple and intuitive. It starts with a particle at the origin. e particle
aer unit time splits into a random number of particles following a specified progeny distribution and each
new particle makes a random displacement on R following a displacement distribution. e new particles
form the first generation. Aer unit time, each particle in the first generation splits into a random number
of particles according to the same law and independently of whatever has happened in the earlier time as
well as to the other particles in the same generation. Each new particle makes a random displacement from
the position of its parent following the same displacement distribution independent of other particles. e
new particles form the second generation. is dynamics goes on. is resulting system is called a branching
random walk (BRW).
It is clear that the particles in the system described above naturally form a rooted Galton-Watson tree if we
forget about their positions. e progeny distribution of this branching process will be denoted by {pk}k≥0,
with pk := P(Z1 = k), where Zn denotes the number of individuals at generation n ≥ 0 with Z0 ≡ 1. is
Galton-Watson tree will be denoted by T = (V,E), where V is the set of vertices of the tree and E is the
collection of edges. e collection of particles or vertices at the n-th generation will be denoted by Dn.
Now, to each edge e of the Galton-Watson tree, we assign a real-valued random variable Xe which shall
denote displacement of the corresponding particle (the particle at the lower end of the edge, i.e., the particle
in the higher generation) from the position of its parent. Our model description implies that conditioned on
the Galton-Watson tree T, {Xe : e ∈ E} is a collection of i.i.d. random variables. Because of the underlying
tree structure, for each vertex v, there is a unique geodesic path connecting it to the root. We shall denote the
collection of all edges on this path by Iv . It is easy to see that the position of the particle corresponding to the
vertex v is given by
Sv :=
∑
e∈Iv
Xe, ∀ v ∈ V.
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e collection {Sv : v ∈ V } is called the Branching RandomWalk (BRW) induced by the tree T = (V,E) and
the displacements {Xe : e ∈ E}. e main focus of the study of BRW is mainly the study of the asymptotic
behavior of {Sv : v ∈ Dn} when n → ∞, or the behavior of functions such as the maximum displacement,
Mn := maxv∈Dn Sv; the range of the displacements,Rn := (maxv∈Dn Sv−minv∈Dn Sv); or order statistics,
different gap statistics, etc.
e earliest works on branching randomwalks include Hammersley (1974), Kingman (1975), Biggins (1976).
is model and its extreme value theory have now become very important because of their connections to
various probabilistic models (e.g., Gaussian free fields, conformal loop ensembles, multiplicative cascades, tree
polymers, etc.); see Bramson and Zeitouni (2012), Addario-Berry and Reed (2009), Hu and Shi (2009), Aide`kon
(2013), Dey and Waymire (2015). Extremes of the branching randomwalk with heavy-tailed displacement has
been studied by Be`rard and Maillard (2014), Bhaacharya (2018a), Bhaacharya et al. (2017, 2018), Durre
(1979, 1983), Gantert (2000), Maillard (2016).We refer to the exposition by Shi (2015) for a detailed background
on the topic.
e main focus of this paper will be on the analysis of the behavior of the BRW when the progeny distri-
bution has infinite mean, i.e., E(Z1) = ∞. In the branching process literature, the asympototic behaviour of
the number of particles in the n-th generation under infinite mean was first studied in Darling (1970), Seneta
(1973). e conditions in Seneta (1973) were later improved by Davies (1978). In this article we shall follow
throughout the conditions mentioned in Davies (1978). It was shown in Davies (1978) that if the progeny
distribution, besides of having infinite mean, conforms to a tail behavior with tail index α ∈ (0, 1) along-with
some regularity conditions (which is roughly saying that, if G is the distribution function of the progeny
distribution, then (1−G(x)) ∼ Cx−α as x −→∞), then
(1.1) αn logZn
a.s−→W,
whereW is a non-degenerate non-negative random variable with the property thatW is almost surely pos-
itive on the event of survival of the tree. In other words, in the infinite mean set-up, the generation size
explodes in a double-exponential manner if the tree survives. As a consequence we establish that in this case
the Galton - Watson tree, up to the n-th generation, has most of its particles in the last generation, i.e., the
total progeny upto the (n − 1)-th generation is negligible when compared to the number of particles at the
n-th generation (see Lemma 2.5). is presence of huge number of particles in the last generation, in some
sense, show that most pair of particles in the last generation have very few common ancestors and therefore
the dependence between their displacements is very low. Consequently, it is expected that the behavior of
{Sv : v ∈ Dn} will be close to the behavior of Zn many independent particles aer n-steps of random walks
with the same displacement variable as the step size of the randomwalk.is hypothesis will prove to bemore
or less true in the results of the later sections.e present articles aims to bring this feature more prominently
in terms of branching random walk.
In the literature of extremes of branching random walks, clustering has always played a crucial role. e
point process of displacements of a branching randomwalk is described through a Cox-cluster process, rather
impicitly in case of light-tailed displacements (Madaule (2015)) and more explicitly in the heavy tailed set-up
(Bhaacharya et al. (2017)). e limiting point process seems to have a universal stability structure as was
predicted by Brunet and Derrida (2011). For a detailed discussion of such stability properties, we refer the
readers to Maillard (2013), Subag and Zeitouni (2017), and Bhaacharya (2018b).
In case of branching random walks with infinite progeny mean and regularly varying displacements, we
have again verified Brunet and Derrida (2011) conjectures. e limiting extremal point process is now a Pois-
son random measure with no clustering. e reason behind this cluster-breaking phenomenon is that the ex-
tremes are governed by the last generation displacements and to the best of our knowledge, such peculiarity
has not been observed before in the context of branching random walks. We formalize these heuristics in the
Section 3 of this article with the help of Lemma 2.5.
Another reason to consider the infinite mean branching process is due to its recent interest and links to
random graphs. Infinite mean branching process and branching random walk (with infinite progeny mean) is
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intimately tied upwithmany scale free networks. See for example the recentwork of Komja´thy and Lodewijks
(2019), Van Den Esker et al. (2005), van der Hofstad et al. (2007) which explore the relationship of infinite
mean branching process with the chemical distances in configuration model with power law degree dis-
tributions. e more closely related model to the present article is the scale free percolation model introduced
in Deijfen et al. (2013) which turns out to be very robust model for real-life network models (having scale free
nature and small-world feature). In another recent work (van der Hofstad and Komjathy (2017)) the informa-
tion spread or diffusions on such random graphs were studied. e key tool in their analysis (and perhaps the
first of its kind) was the study of a branching randomwalk (in a random environment) where both the progeny
mean and displacement random variables had infinite mean. It was shown that similar to behaviour of the
branching process, the maximal displacements in the branching randomwalk grow double exponentially.e
branching random walks considered there were on Zd.
In the infinite progeny mean branching random walks with real valued displacements, there has been a
detailed investigation of conditions for explosions occuring; see Amini et al. (2013). As far as we know, no
systematic study of extremes has been carried out for this model and our articles aims to contribute to this
area. We are confident that the techniques introduced in this article will be useful in studying random graphs
where the exploration process can be linked to branching random walks.
e speed of a branching random walk can be defined in many ways. e cloud speed turns out to be one
of the possibilities, which is described as
scloud = lim sup
n→∞
1
n
max
v∈Dn
Sv
By Kolmogorov 0-1 law the speed turns to be constant when the displacements are i.i.d. e cloud speed
was introduced by Benjamini and Peres (1994) and the computation of the the constant (in the almost sure
sense) follows from the work of Biggins (1976), Hammersley (1974), Kingman (1975) and it is given in terms
of Fenchel-Legendre transform of the displacement distribution. We refer to Peres (2000) for an exposition on
cloud speed. One crucial assumption in the above results are finite progenymean and finiteness of themoment
generating function.e later conditionwas removed byGantert (2000)where the tail of displacement random
variables were assumed to be follow semi-exponential distribution, which changed the rate of growth of the
maxima. So the definition of cloud speed was modified as
sψcloud = lim sup
n→∞
1
ψ(n)
max
v∈Dn
Sv
for some appropriate function ψ. e details of these results are recalled in Section 5. ere are other notions
of speed of BRW (namely, burst speed and sustainable speed).We do not deal with these notions in the present
article. One of the primary reason is that our focus of the article is on the extremes with infinite mean progeny
distribution and it turns out the study of extremes gives us information on the cloud speed, whose definition
needs an adjustment in presence of infinite progeny mean.
1.1. Main contributions. As the title of this article suggests there is an influence of two tails (the tail of
the progeny distribution and tail of the displacement random variables) on the results we obtain. We briefly
now mention the main results of the article heuristically (for more precise formulation we refer to the later
sections). roughout the article, we keep the assumptions on progeny distribution as in Davies (1978) (ex-
plicitly stated in Assumption 2.1). e distribution function “roughly” has a regularly varying tail with index
α with α ∈ (0, 1) and hence has infinite mean.
(A) In Section 3 we shall restrict our aention to the situation where the displacement distribution is almost
surely non-negative and has tail which is regularly varying with index β, i.e., if F is the displacement
distribution function, then
(1.2) lim
x−→∞
1− F (tx)
1− F (x) = t
−β,
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for some β > 0. To analyze the asymptotic behavior of the n-th generation, as n becomes large, we
shall take the approach using point process theory. We shall scale the positions of the particles in
the n-th generation by Cn := F
←(1 − 1Zn ). Choice of this random scaling constant is inspired by
the deterministic scaling used in Bhaacharya et al. (2018). In eorem 3.2, we show that the point
process converges to a Poisson randommeasure with intensity measure τβ , with τβ(x,∞) = x−β . is
shows there is no clustering in the limit under the above scaling and the dependency structure gets
camouflaged by the size of the last generation. An important consequence comes from Corollary 3.3.
We show that the maximum grows double exponentially conditioned on the tree, that is
(1.3) αn logMn
P→ W
β
.
One can, in fact show joint convergence of the first k order statistics in the log scale (see Remark 3.4).
Note here that both the tail indices come into play in the above asymptotics. e point process result
can be used also to get various other order statistics of the displacement random variables.e proof of
the point process results uses on the crucial techniques in the theory of heavy tailed random variables,
called the principle of one large jump. Using this principle we show that the point process based on the
scaled positions in the n-th generation is close (in an appropriate metric) to the point process based on
the displacements in the last generation (see Proposition 3.8), and thus compute its weak limit.
(B) In Section 4, we deal with asymptotics of the form (1.3) when the displacement random variables do
not come from the regularly varying distributions. It is clear that a distribution function having regu-
larly varying tail does not have moment generating function finite. We consider another sub-class of
distributions which do not have moment generating function finite, for example
(1.4) 1− F (x) ∼ exp(−cxν) as x→∞
with c > 0 and ν ∈ (0, 1). e explicit assumptions are mentioned in Assumption 4.1. e assumptions
ensure two crucial properties which we use later in the proofs : (1) the distribution has the the so-
called subexponential property, and (2) the maximum of iid distributions belong to the Gumbel domain
of araction. e exact order of maxima is derived in eorem 4.6. One notices that in (1.4) if one has
ν ≥ 1 then the moment generating function is finite. We consider two such cases in this subsection-
the exponential and the Gaussian distribution. e exponential case is investigated in eorem 4.6 and
Gaussian case is handled in eorem 4.8. We consider a more general case ν > 1 in context of cloud
speed and almost sure convergence. We had to deal with the Gaussian case differently as distribution
is not positively supported. We use a Gaussian comparison lemma of Li and Shao (2002) to overcome
this.
(C) In Section 5, we shall introduce the notion of cloud speed in our context of infinite progeny mean
branching random walk. e existing definitions of scloud (as in Benjamini and Peres (1994)) or s
ψ
cloud
(as in Gantert (2000)) needs to be modified as the growth of the maximum is super-exponential. To get
a non-trivial scaling, one must consider the above definitions in the logarithmic scale. We consider two
kinds of displacement random variables in this section, first one in the light tailed regime and another
in the regularly varying set-up. In the light-tailed set-up we have restricted our aention to the case
where the displacement variables have a right tail of the form,
(1.5) F¯ (x) = 1− F (x) ∼ Cx−u exp(−γxr), as x −→∞,
where γ > 0 and u ∈ R and r ≥ 1. In this case, our cloud speed is defined as
s∗cloud := lim sup
n−→∞
1
n
max
v∈Dn
log+ Sv.
We show ineorem 5.7 that s∗cloud = − log α/r, almost surely, conditioned on the survival of the tree.
To obtain the exact behaviour, first we need precise estimates on the Fenchel-Legendre transform of
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random variables satisfying (1.5) and to derive this we use Laplace method; see the Section 7 (Appendix)
of this paper. One of the biggest challenges in this case comes when displacements are not necessarily
positively supported. We use a general thinning argument to overcome this hurdle. We believe that this
thinning argument that enhances a truncation can also be applied in other context.
Finally, we consider the displacements with regularly varying tail of index β. In this case, the growth is
even faster and hence another log-scale needs to be introduced to get a meaningful almost sure limit.
Keeping this in view we define,
s†cloud := lim sup
n−→∞
1
n
max
v∈Dn
log+ log+ Sv.
We show ineorem 5.9 that s†cloud = − log α. e result will be a consequence of the results obtained
in Section 3.
1.2. Structure of the article. In Section 2, we state the main assumptions on the progeny distribution, also
discuss the result of Davies (1978) and we show that size of the last generation is much bigger than the total
progeny of all the other generations. Section 3 deals with the point process convergence of the scaled positions
of the particles in the n-th generation.e displacement distributions from subexponential class, exponential
and Gaussian are discussed in Section 4. In Section 5 we define the notion of cloud speed in our context and
state the results on the light tailed and heavy tailed. e proof for the heavy tailed case is already presented
in this section. In Section 6 we derive the cloud speed in context of light tailed displacement. Finally in the
Appendix 7 using the Laplace method, we derive a crucial estimate on the Fenchel-Legendre transform of
certain light tailed distribution.
1.3. Acknowledgement. e authors would like to thank Remco van der Hofstad for first pointing out
the article by Davies (1978) and also many useful discussions throughout the project. We also thank Ayan
Bhaacharya for helpful comments during the progress of the article. A significant portion of the research
was carried out during the M. Stat dissertation of S.R. at Indian Statistical Institute, Kolkata, the visit of P.R. to
Universite´ Paris Nanterre, and the visit of P.S. to Indian Statistical Institute, Bangalore. We acknowledge all of
these institutions for their support and hospitality. e research of R.S.H. and P.R. are both partially funded
by MATRICS Grants from the Science and Engineering Research Board, Govt. of India. P.R. is also partially
supported by a SwarnaJayanti Fellowship from the Department of Science and Technology, Govt. of India.
2. Infinite mean Branching Chain. We shall first mention the key result derived in Davies (1978) on
the asymptotic properties of the Galton-Watson tree under the assumption that the progeny mean is infi-
nite.roughout this paper, G will denote the distribution function of Z1, the non-negative integer valued
branching random variable and G will denote its survival function. Our assumption on the progeny variable
will be the following throughout the whole article unless mentioned otherwise.
Assumption 2.1. ere exists a function γ : R+ −→ R+ and a constant α ∈ (0, 1) such that,
(D1) γ is non-increasing.
(D2) x 7→ xγ(x) is non-decreasing.
(D3)
∫∞
0 γ(e
ex) dx <∞.
(D4) ∃ x0 > 0, such that
x−γ(x) ≤ xαG¯(x) ≤ xγ(x), ∀ x ≥ x0.
e behaviour of the number of particles in the n-th generation of a Galton-Watson tree satisfying the
above Assumption 2.1 was derived by Davies (1978). e main observations in this article will crucially use
this fact.
6 S. RAY, R.S. HAZRA, P. ROY, P. SOULIER
Theorem 2.2 (Theorem 1, Davies (1978)). Under Assumption 2.1, there exists a non degenerate, non-negative
random variableW such that
(2.1) αn log(Zn + 1)
a.s.−→W.
Moreover, suppose H denotes the distribution function ofW . en
lim
x−→∞
− log(1−H(x))
x
= 1,
and H(0) = P(W = 0) = q where q is the probability of extinction of the corresponding Galton - Watson Tree.
We shall call α as the tail index of Z1 or its distribution function G. Since we shall condition on the
survival of the tree, so we observe that such a conditioning is equivalent to conditioning on the eventW > 0.
Indeed, if A := (αn log(Zn + 1) −→ W ) then P(A) = 1. It is immediate that, A ∩ (W > 0) ⊆ (Zn −→
∞) ⊆ (T survives). On the other hand, P(Ac ∩ (W > 0)) = 0 shows
P[A ∩ (W > 0)] = P(W > 0) = 1− q = 1− P(T extincts) = P(T survives).
is gives that the events (T survives) and A ∩ (W > 0) differ by a set of probability zero, which in turn
gives that the events (T survives) and (W > 0) differ by an event of probability zero. erefore, in later
discussions when conditioning on survival, we can basically condition on the event (W > 0).
e conditions in Assumption 2.1 are somewhat complex. An easy example of family of distributions satis-
fying these conditions can be observed by taking γ ≡ 0, which results in the survival function G¯(x) ∼ x−α,
with α being the tail index.e following remark formally proves the intuitive result that if two distributions
have equivalent tail and one of them satisfies the conditions in Assumption 2.1, then the same should hold for
the other distribution also.
Lemma 2.3. Let G1 and G2 are two distribution functions on R
+ such that G1 satisfies Assumption 2.1 for
some tail index α ∈ (0, 1). If there exists two finite, positive constants C1 and C2 such that
C1G1(x) ≤ G2(x) ≤ C2G1(x), for all x ≥M,
for someM ∈ R+, then G2 also satisfies Assumption 2.1 with the same tail index.
Proof. We haveG1 follows Assumption 2.1 with tail index α ∈ (0, 1) and let γ be a function as described
in the assumptions. TakeK := max {| logC1|, | logC2|}. Define, γ1 as follows
γ1(x) := γ(x) +
K
log x
I(x ≥ e) +KI(0 ≤ x < e).
It is easy to check that the assumptions (D1)–(D4) using this γ1 for the distribution function G2.
Remark 2.4. Lemma 2.3 along with the observation before it enables us to make the following simple conclu-
sion. If for some α ∈ (0, 1), x0 > 0 and 0 < C1 ≤ C2 <∞, we have C1x−α ≤ G¯(x) ≤ C2x−α, ∀x ≥ x0, then
G satisfies the assumptions in Assumption 2.1 with tail index α. is gives us a more general class of distribution
functions satisfying the Assumption 2.1.
One of the main tools in proving the results will be the following result which basically tells that in the
infinite progenymean set up, almost all themass of the tree is concentrated in the last generation and therefore
the last generation basically determines the asymptotic behavior.
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Lemma 2.5. Assume the branching random variable Z1 satisfies Assumption 2.1. Take 0 ≤ s < 1
α
. en,
1
Zn
n−1∑
i=0
Zsi
a.s.−→ 0, on (W > 0).
In particular, conditioned on the survival of T, we have
(2.2)
1
Zn
n−1∑
i=0
Zi
a.s.−→ 0.
Proof. Fix s ∈ [0, 1/α) and observe that we have to show that
P
[
(W > 0) ∩
(
1
Zn
n−1∑
i=0
Zsi 9 0
)]
= 0.
Take ω ∈ (W > 0)∩ (αn log(Zn+1)→W ). en clearly, as Zn(ω) −→∞, we have αn log(Zn(ω)) −→
W (ω). Choose ǫ > 0 but small enough such that β := αs(1 + ǫ) − (1 − ǫ) < 0 (which is possible because
0 ≤ αs < 1). en, we can get n0 ∈ N such that
(2.3) exp(α−n(1− ǫ)W (ω)) ≤ Zn(ω) ≤ exp(α−n(1 + ǫ)W (ω)), ∀ n ≥ n0.
Now, for all n > n0, using (2.3) we have
1
Zn(ω)
n−1∑
i=n0
Zsi (ω) ≤
1
Zn(ω)
n−1∑
i=n0
exp(α−i(1 + ǫ)sW (ω))
≤ 1
Zn(ω)
n exp(α−(n−1)(1 + ǫ)sW (ω))
≤ n exp(α
−(n−1)(1 + ǫ)sW (ω))
exp(α−n(1− ǫ)W (ω))
= n exp(α−nβW (ω)) −→ 0.(2.4)
Here we use that β < 0 andW (ω) > 0. On the other hand, Zn(ω) −→∞ gives,
(2.5)
1
Zn(ω)
n0−1∑
i=0
Zsi (ω) −→ 0.
Using (2.4) and (2.5) we have
1
Zn(ω)
n−1∑
i=0
Zsi (ω) −→ 0.
erefore,
(W > 0)
⋂( 1
Zn
n−1∑
i=0
Zsi 9 0
)
⊆ (αn log(Zn + 1)9W ) ,
which proves the required result.
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3. BRW with regularly varying displacement: Extremes. In this section we shall describe the ex-
tremes of the branching randomwalkwhen the displacement variables associatedwith the edges are i.i.d. with
regularly varying tail. In this case, one can derive the exact asymptotics of the point process of rescaled posi-
tions and show that the behaviour is similar to an i.i.d. set-up. When the progeny distribution has finite mean
and satisfies the Kesten-Stigum condition the point process behaviour was described in Bhaacharya et al.
(2017). e extremes in such a set-up (with finite mean) with more general conditions were derived in Durre
(1983). We now extend the above results to infinite mean progeny distribution.
Assumption 3.1. Given the tree T = (V,E) we assume
(R1) the displacement random variables {Xe}e∈E
i.i.d.∼ F .
(R2) the displacements are non-negative with probability 1.
(R3) F ∈ RV−β (that is, satisfies (1.2)), for some β > 0, where F (x) = 1− F (x).
e assumption (R2) can be replaced by two sided tail-balance condition and this will not effect the analysis
which follows and to keep the presentation simple we will stick to non-negative random variables. We will
later see that such a generalization when the displacements are light-tailed will require more efforts. Let us
define some notations which will be useful throughout.
(3.1) U :=
1
1− F .
Note that U is well-defined as F (x) < 1, ∀ x < ∞, by the regularly varying tail assumption (R2). U← and
F← are defined to be (le-) inverses of U and F respectively, as usual. Let us now define the scaling
(3.2) Cn := U
←(Zn) = F
←
(
1− 1
Zn
)
.
Let us consider the set E := (0,∞], with the usual topology (the topology which obtained by the one-point
un-compactification of [0,∞] which was endowed with the topology obtained by the one point compactifi-
cation of [0,∞)). Keeping in mind the notations for the BRW defined in Section 1, we define,
Nn :=
∑
v∈Dn
δC−1n Sv =
∑
v∈Dn
δC−1n
∑
e∈Iv
Xe
, ∀ n ≥ 1.
e following result describes the asymptotic behavior of the point process Nn.
Theorem 3.2. Under Assumption 2.1 and 3.1 we have
Nn :=
∑
v∈Dn
δC−1n Sv
D−→ N ∼ PRM(τβ), conditioned on survival,
where Cn is as (3.2) and τβ be the unique measure on (0,∞] such that τβ((x,∞]) = x−β .
e above result verifies Brunet and Derrida (2011) conjectures in this setup with the limiting extremal
point process being a Poisson random measure with no clustering. e reason behind this cluster-breaking
phenomenon is that the extremes are governed by the last generation displacements thanks to Lemma 2.5,
which will be the key ingredient in the proof. Some corollaries can easily be derived fromeorem 3.2 about
the asymptotic behavior of the ordered statistic of the displacement of the particles in the n-th generation as
n −→∞.
Corollary 3.3. Under assumptions of eorem 3.2 we have
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1. LetM
(1)
n = maxv∈Dn Sv . en
C−1n M
(1)
n
D−→ Φβ, conditioned on survival ,
where Φβ denotes the Fre´chet distribution with parameter β.
2. Fix k ≥ 1. Let,M (k)n be the k-th maximum value in the set {Sv, v ∈ Dn} . en
αn logM (k)n
P−→ W
β
, conditioned on survival .
Proof of Corollary 3.3. For any x > 0 and k ≥ 1 we have from eorem 3.2
P(Nn((x,∞]) ≤ k − 1|T survives) −→ P(Poi(x−β) ≤ k − 1).
Also, observe that (Nn((x,∞]) ≤ k − 1) = (C−1n M (k)n ≤ x) and
P(Poi(x−β) ≤ k − 1) = exp(−x−β)
[ k−1∑
j=0
1
j!
x−βj
]
= G(x)
for some distribution function G which gives mass on (0,∞). erefore,
(3.3) C−1n M
(k)
n
D−→ G, conditioned on survival .
Taking k = 1 gives the first part of the result. On taking logarithms on both sides of (3.3) and multiplying by
αn we have
(3.4) αn logM (k)n − αn logCn P−→ 0.
Using Resnick (1987, Proposition 0.8), we have,
αn logCn
αn logZn
=
logCn
logZn
=
logU←(Zn)
logZn
a.s.−→ 1
β
, conditioned on survival.
Finally using eorem 2.2 we have
αn logCn
a.s.−→ β−1W,
conditioned on survival. Using (3.4) we have the desired result.
Remark 3.4. Under the conditions of eorem 3.2 one can actually establish (using the same arguments
above) that
αn
(
logM (1)n , logM
(2)
n , . . . , logM
(k)
n
)
→ 1
β
(W,W, . . . ,W ) .
In effect, the above remark says that the rightmost particles of the BRW goes away from the origin in
a double-exponential speed in this set-up. Such double-exponentail growth was also observed only for the
rightmost particle in a rather specialized setup by van der Hofstad and Komjathy (2017). e proof of eo-
rem 3.2 crucially uses consequence of Lemma 2.5 and the fact that the last generation has large size compared
to the other previous generations.
Proof of Theorem 3.2. We consider point processes as random elements in the spaceMp(E) of all Radon
point measures on a locally compact and separable metric space E (for this section E = (0,∞]). Here E is
endowed with the vague convergence which is metrizable by the metric
dv(µ, ν) =
∞∑
i=1
2−imin{|µ(hi)− ν(hi)|, 1}
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where hi is a suitably chosen subset (consisting only of Lipschitz functions) of the collection C
+
K(E) of all
non-negative continuous real-valued functions on E with compact support. (Mp(E), dv) is a complete and
separable metric space. erefore the standard theory of weak convergence is readily available for point
processes and can be characterized by the pointwise convergence of corresponding Laplace functionals on
C+K(E) (see Proposition 3.19 in Resnick (1987)). For further details on point processes, see Kallenberg (1986),
Resnick (1987, 2007).
e proof will consist of several steps which, for the sake of understanding, have been divided into several
separate propositions. Let us first define,
N˜n :=
∑
v∈Dn
∑
e∈Iv
δC−1n Xe , ∀ n ≥ 1.
Let ev denote the edge that connects particle or node v to its parent, for v ∈ Dn, n ≥ 1. Define,
N∗n :=
∑
v∈Dn
δC−1n Xev
, ∀ n ≥ 1.
Our first step to the main result will be the next proposition which basically says N∗n well approximates N˜n
asymptotically, that is, for large n only the displacement from the last generation maer.
Proposition 3.5.
dv(N˜n, N
∗
n)
P−→ 0, conditioned on survival.
Proof. We denote the event that T survives by A, which is same as the event {W > 0} except for a null
set. From the definition of dv , it is evident that we have to show
N˜n(g) −N∗n(g) P−→ 0, ∀ g ∈ C+K(E), conditioned on survival.
Fix a g ∈ C+K(E) such that support of g is contained in (δ,∞] for some δ > 0. is is possible since the
compact sets in E are the sets which are closed and bounded away from 0. Suppose Tn−1 = (Vn−1, En−1)
denotes the tree until generation n. Define the random variable
Sn,δ :=
∑
e∈En−1
I(C−1n Xe > δ), ∀ n ≥ 2.
Sn,δ represents the number of edges in Tn−1 which survive and greater than δ aer the scaling. We shall
show that Sn,δ
P−→ 0, conditioned on survival, which shows that aer scaling by Cn only the displacements
in the last generation survives with high probability. Note that
(3.5) P[Sn,δ > 0|T] ≤
∑
e∈En−1
E[I(C−1n Xe > δ)|T] = F¯ (Cnδ)
n−1∑
i=1
Zi
where we have used in the last equality that the total number of particles in the first (n − 1) generations is∑n−1
i=1 Zi. Now using (3.1) and U(Cn) = U(U
←(Zn)) ≥ Zn we bound the last term in (3.5) as
(3.6) F¯ (Cnδ)
n−1∑
i=1
Zi =
F¯ (Cnδ)
F¯ (Cn)
∑n−1
i=1 Zi
U(Cn)
≤ F¯ (Cnδ)
F¯ (Cn)
∑n−1
i=1 Zi
Zn
.
Observe that conditioned on the survival, Zn → ∞ with probability 1 and hence from (3.2) it follows that
Cn →∞ with probability 1. So we have
(3.7)
F¯ (Cnδ)
F¯ (Cn)
a.e.−→ δ−β <∞, conditioned on survival.
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Now (2.2) and (3.7) show that the last term in (3.6) goes to 0 almost everywhere, conditioned on the survival.
e event A = {T survives} is an event in the σ-field generated by the tree T, so we have
P(Sn,δ > 0|A) = E[P(Sn,δ > 0|T)|A].
erefore, by DCT, we conclude that P[Sn,δ > 0|A] −→ 0. Note that, on the event {Sn,δ = 0}, we have
g(C−1n Xe) = 0 for all e ∈ En−1 and hence N˜n(g) = N∗n(g). erefore,
P(|N˜n(g) −N∗n(g)| ≥ ǫ|A) ≤ P(Sn,δ > 0|A) −→ 0, ∀ ǫ > 0.
is concludes the proof of Proposition 3.5.
Recall that τβ is the unique measure on E such that τβ((x,∞]) = x−β, ∀ x > 0. A PRM(µ) on E
denotes the Poisson Random Point Measure on E whose mean measure is µ. e next proposition tells us
about the asymptotic property of the random point measure N∗n .
Proposition 3.6.
N∗n
D−→ PRM(τβ), conditioned on survival.
Proof. Consider {Xi}i≥1
i.i.d.∼ F , independent of T. We define, bn := F←(1− 1
n
). Recall Cn = bZn and
N∗n =
∑
v∈Dn
δC−1n Xev
d
=
Zn∑
j=1
δC−1n Xj =
Zn∑
j=1
δb−1
Zn
Xj
By Resnick (1987, Proposition 3.21) we have
n∑
i=1
δb−1n Xi
D−→ PRM(τβ), as n −→∞.
We also have Zn
a.e.−→∞, conditioned on survival with {Zi}i≥1 being independent to {Xi}i≥1. erefore,
N∗n =
Zn∑
j=1
δb−1
Zn
Xj
D−→ PRM(τβ), as n −→∞, conditioned on survival .
Now we approach the most important part of the proof, namely the so-called One Large Jump. We shall do
the computations in two steps. Recall Iv is the unique geodesic path connecting the vertex v to the root. Let
M
(n)
v be the maximum of the edge weights on this path for a vertex v in the n-th generation
(3.8) M (n)v := max
e∈Iv
Xe, ∀ v ∈ Dn.
For the first step, we shall consider another point process defined as follows through the above maxima
(3.9) N∗∗n :=
∑
v∈Dn
δ
C−1n M
(n)
v
, ∀n ≥ 1.
We shall prove that asymptotically N˜n and N
∗∗
n are very close. For that we need the following crucial
lemma.
12 S. RAY, R.S. HAZRA, P. ROY, P. SOULIER
Lemma 3.7. Consider θ > 0. Define the following random variables and events.
(3.10) U
(n)
v,θ :=
∑
e∈Iv
I(C−1n Xe >
θ
n
), ∀ v ∈ Dn; An,θ :=
⋃
v∈Dn
(U
(n)
v,θ > 1), ∀ n ≥ 1.
en,
P(An,θ|T survives ) −→ 0, as n −→∞.
Proof. For any e ∈ E, conditioned on T, we have I(C−1n Xe >
θ
n
) is a Bernoulli random variable with
parameter pn(θ) := F¯
(
Cnθ
n
)
. erefore, conditioned on T, U
(n)
v,θ ∼ Bin
(
n, pn(θ)
)
, for all v ∈ Dn.
P
[
U
(n)
v,θ > 1 | T
]
= P
[
U
(n)
v,θ (U
(n)
v,θ − 1) ≥ 2 | T
]
≤ E
(
U
(n)
v,θ (U
(n)
v,θ − 1) | T
)
= n2p2n(θ)(1−
1
n
), ∀ v ∈ Dn.
Hence, using the union bound we have
(3.11) P (An,θ|T) ≤ Znn2p2n(θ)
(
1− 1
n
)
≤ Znn2p2n(θ), ∀ n ≥ 1.
Observe that the result would follow if we can show that, conditioned on the survival,
Znn
2p2n(θ)
a.e.−→ 0.
Define,
C ′n := U
←
(
Z
2
3
n
)
= F←
(
1− Z−
2
3
n
)
, ∀ n ≥ 1.
By Assumption (R3) we have U ∈ RVβ . Using Resnick (1987, Proposition (i), (v)) we have
U← ∈ RVβ−1 and lim
x−→∞
logU←(x)
log x
=
1
β
,
which gives that, logU←(x) = log x(β−1 + o(1)), as x −→∞. Since on (W > 0) we have Zn −→ ∞, a.s.
we have
(3.12)
logCn
logZn
=
logU←(Zn)
logZn
−→ 1
β
, and
logC ′n
logZn
=
logU←(Z
2
3
n )
3
2 logZ
2
3
n
−→ 2
3β
, a.s.
erefore, we have
log
Cn
nC ′n
= logCn − log n− logC ′n
= (logZn)
[
logCn
logZn
− logC
′
n
logZn
− α
n log n
αn logZn
]
.
By (2.1),(3.12) and αn log n = o(1) we get, on (W > 0),
logCn
logZn
− logC
′
n
logZn
− α
n log n
αn logZn
−→ 1
β
− 2
3β
=
1
3β
> 0, a.s.,
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which gives that,
(3.13) log
Cn
nC ′n
a.s.−→∞, on (W > 0).
Conditioning on the survival we have, Z
2
3
n
a.s.−→ ∞ and hence C ′n = U←
(
Z
2
3
n
)
a.s.−→ ∞. us (3.13) gives
that,
Cn
n
a.s.−→∞, conditioned on survival .
erefore,
(3.14)
pn(θ)
pn(1)
=
F¯ (Cnn θ)
F¯ (Cnn )
a.s.−→ θ−β <∞, conditioned on survival .
Take any ω ∈ (W > 0)∩(αn logZn −→∞)∩
(
Cn
nC ′n
−→∞
)
.Note that, this event is the same as (W > 0)
except for a null set by (3.13). Obviously, for sufficiently large n we have
(3.15) F¯ (
Cn(ω)
n
) ≤ F¯ (C ′n(ω)).
erefore, using (3.15) and (3.1) we have
nZ
1
2
n (ω)pn(1)(ω) = nZ
1
2
n (ω)F¯
(
Cn(ω)
n
)
≤ nZ
1
2
n (ω)F¯
(
C ′n(ω)
)
=
nZ
1
2
n (ω)
U(C ′n(ω))
.
As U(C ′n(ω)) = U(U
←(Z
2
3
n (ω))) ≥ Z
2
3
n (ω) it follows that the last term above is bounded by
nZ
1
2
n (ω)
U(C ′n(ω))
≤ nZ
1
2
n (ω)
Z
2
3
n (ω)
= nZ
− 1
6
n (ω).
Observe
log(nZ
− 1
6
n (ω)) = α
−n(log nαn − 1
6
αn logZn(ω)) = α
−n(−1
6
W (w) + o(1)) −→ −∞, asW (w) > 0,
and hence we have nZ
− 1
6
n (ω) → 0. So we can conclude, Znn2p2n(1) a.s.−→ 0, conditioned on survival, which
together with (3.14) implies that, Znn
2p2n(θ)
a.s.−→ 0, conditioned on survival. is concludes the proof of
the lemma.
With the help of the above technical lemma, now we can show the one large jump step, namely, the point
processes N˜n and N
∗∗
n are close.
Proposition 3.8.
dv(N˜n, N
∗∗
n )
P−→ 0, conditioned on survival.
Proof. It is enough to show that
P(|N˜n(g) −N∗∗n (g)| ≥ ǫ| T survives) −→ 0, ∀ ǫ > 0, ∀ g ∈ C+K(E).
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Take g ∈ C+K(E), such that supp(g) ⊂ (δ,∞] for some δ > 0. Now note that, ∀ n ≥ 1,
(3.16) Acn,δ =
⋂
v∈Dn
(Un,δ ≤ 1) =
⋂
v∈Dn
(C−1n Xe ≤
δ
n
, for all but at most one e ∈ Iv).
Since, g(x) = 0, if x < δ, we have,
Acn,δ =
⋂
v∈Dn
(C−1n Xe ≤
δ
n
, for all but at most one e ∈ Iv)
⊆
⋂
v∈Dn
(g(C−1n Xe) = 0, for all but at most one e ∈ Iv)
=
⋂
v∈Dn
(
∑
e∈Iv
g(C−1n Xe) = g(C
−1
n M
(n)
v ))
where the last equality follows from the fact that the displacementM
(n)
v can survive the scaling and therefore
may have a positive g-value on the event {g(C−1n Xe) = 0, for all but at most one e ∈ Iv}. Consequently
we can write,
Acn,δ ⊆
⋂
v∈Dn
(
∑
e∈Iv
g(C−1n Xe) = g(C
−1
n M
(n)
v ))
= (
∑
v∈Dn
∑
e∈Iv
g(C−1n Xe) =
∑
v∈Dn
g(C−1n M
(n)
v )) = (N˜n(g) = N
∗∗
n (g)).
erefore, for any ǫ > 0,
P(|N˜n(g) −N∗∗n (g)| ≥ ǫ| T survives) ≤ P(An,δ| T survives) −→ 0, as n −→∞,
using Lemma 3.7. is concludes the proof of this proposition.
Now we shall prove the main result (eorem 3.2) in two main steps, namely by the aids of Proposition 3.9
and Proposition 3.10.
Proposition 3.9.
N∗∗n
D−→ PRM(τβ), conditioned on survival.
Proof. Proposition 3.5 and Proposition 3.8 together imply that,
dv(N
∗
n, N
∗∗
n )
P−→ 0, conditioned on survival,
which along with Proposition 3.6 and Slutsky’s eorem (Resnick (2007, eorem 3.4)) gives the required
result.
In the next step, we shall prove that upon scaling by C−1n at most one displacement along the generation
line of a particle will survive.
Proposition 3.10.
dv(Nn, N
∗∗
n )
P−→ 0, conditioned on survival.
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Proof. As before let A denote the event that the tree survives. It is enough to show,
P(|Nn(g)−N∗∗n (g)| ≥ ǫ| A) −→ 0, ∀ ǫ > 0, ∀ g ∈ C+K(E), g Lipschitz.
Take one such g with supp(g) ⊆ (δ,∞] for some δ > 0, and for someM <∞,
|g(x) − g(y)| ≤M |x− y|, ∀ x, y ∈ E .
Observe that
(3.17) Nn(g) =
∑
v∈Dn
g(C−1n
∑
e∈Iv
Xe) and N
∗∗
n (g) =
∑
v∈Dn
g(C−1n M
(n)
v ).
For all v ∈ Dn, m(n)v denotes the first edge e along the geodesic line from the root to the vertex v such that
Xe = M
(n)
v holds, whereM
(n)
v is as in (3.8). Now take any θ ∈ (0, δ
2
).
Observe that on the event
{
C−1n Xe ≤
θ
n
, for all but at most one e ∈ Iv
}
we have
C−1n Sv − C−1n M (n)v =
∑
e∈Iv:e 6=m
(n)
v
C−1n Xe ≤
∑
e∈Iv:e 6=m
(n)
v
θ
n
=
(n− 1)θ
n
.
So using the definition of An,θ as in (3.10) we have for all n ≥ 1,
Acn,θ =
⋂
v∈Dn
{C−1n Xe ≤
θ
n
, for all but at most one e ∈ Iv}
⊆
⋂
v∈Dn
{C−1n Sv − C−1n M (n)v ≤
n− 1
n
θ < θ}.(3.18)
We shall now split the event in (3.18) into two parts. One sub-event is where the maximum displacement in
the geodesic line of a particle is very small aer the scaling and the remaining part being in the other.
On the event, (C−1n Sv−C−1n M (n)v < θ,C−1n M (n)v ≤
δ
2
), we have,C−1n Sv < θ+
δ
2 < δ. Hence g(C
−1
n Sv) =
g(C−1n M
(n)
v ) = 0. On the other hand, on the sub-event
(C−1n Sv − C−1n M (n)v < θ,C−1n M (n)v >
δ
2
),
we have by the Lipschitz condition on g that, |g(C−1n Sv)− g(C−1n M (n)v )| < Mθ. So we have the event Acn,θ
is contained in⋂
v∈Dn
((
C−1n Sv − C−1n M (n)v < θ,C−1n M (n)v ≤
δ
2
)⋃(
C−1n Sv − C−1n M (n)v < θ,C−1n M (n)v >
δ
2
))
⊆
⋂
v∈Dn
((
g(C−1n Sv) = g(C
−1
n M
(n)
v ) = 0
)⋃(∣∣∣g(C−1n Sv)− g(C−1n M (n)v )∣∣∣ < Mθ,C−1n M (n)v > δ2
))
Hence, using (3.17) we can write the following
Acn,θ ⊆
(∣∣∣Nn(g) −N∗∗n (g)∣∣∣ ≤Mθ ∑
v∈Dn
I
(
C−1n M
(n)
v >
δ
2
))
.
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erefore using
∑
v∈Dn
I
(
C−1n M
(n)
v >
δ
2
)
= N∗∗n ((
δ
2
,∞]) we have for any ǫ > 0,
P(|Nn(g)−N∗∗n (g)| ≥ ǫ| A) ≤ P
((|Nn(g)−N∗∗n (g)| ≥ ǫ) ∩Acn,θ| A)+ P(An,θ| A)
≤ P
(
MθN∗∗n ((
δ
2
,∞]) ≥ ǫ|A
)
+ P(An,θ| A),
for all θ ∈ (0, δ/2). Now, by Lemma 3.7, we have P(An,θ|A) −→ 0, as n goes to infinity. On the other hand,
by Proposition 3.9, we have N∗∗n
D−→ N = PRM(τβ), conditioned on survival. Since the set (δ/2,∞] is
relatively compact in E with N({δ/2}) = 0, we have
N∗∗n ((
δ
2
,∞]) D−→ N((δ
2
,∞]), conditioned on survival.
Now choose a sequence of real numbers {θk}k≥1 in
(
0, δ/2
)
such that θk −→ 0 as k −→∞ and ǫ
2Mθk
is a
continuity point of the distribution function of N((δ/2,∞]), for all k ≥ 1. erefore, for all k ≥ 1,
lim sup
n−→∞
P(|Nn(g) −N∗∗n (g)| ≥ ǫ| A) ≤ lim sup
n−→∞
P
(
N∗∗n ((δ/2,∞]) >
ǫ
2Mθk
| A
)
= P
(
N((δ/2,∞]) > ǫ
2Mθk
)
.
e right hand side goes to zero as k →∞, sinceN((δ/2,∞]) is a Poisson random variable with finite mean.
is concludes the proof of this proposition.
Proposition 3.9 and Proposition 3.10 together along with Slutsky’s eorem gives the required result in
eorem 3.2.
4. BRW beyond regular variation: Extremes. In this section, we shall derive the asymptotic behavior
of the extremes of BRW when the displacement variable is not from the class of regularly varying random
variables.We primarily consider three examples and show how the tail of the distribution functions determine
the behaviour of the right most particle in the BRW. Regularly varying random variables have the property
that moment generating function is not finite. In general, a distribution F is called heavy tailed if∫
R
eλxF (dx) =∞ for all λ > 0 .
Subexponential distributions ((Foss et al., 2013, Chapter 3)) belong to this class. Distributions which do not
fall in the above class are called light tailed. ey contain the exponential and the Gaussian distributions. e
main target of this section will be to consider displacements whose distributions belong to a class of sub-
exponential distribution, or follow the exponential or the Gaussian distribution, and deduce the behaviour of
the extremes of the BRW. e proofs for the subexponential and exponential displacements are very similar.
e Gaussian case needs a different treatment and is considered separately.
4.1. Displacement Distribution : Sub-exponential or Exponential. In this part we shall assume that the dis-
placement variables are independent and identically distributedwith distribution functionF wherewe impose
on F Assumption 4.1 or Assumption 4.5.
Assumption 4.1. e displacements are non-negative with distribution functionF . ere exists a measurable
function ψ : [0,∞) −→ (0,∞), regularly varying at infinity with tail index r ∈ (0, 1) and
F¯ (x) = 1− F (x) = exp
(
−
∫ x
0
ds
ψ(s)
)
, x ≥ 0 .
BRWWITH INFINITE MEAN 17
Distribution functions which satisfy Assumption 4.1 belong to the class of subexponential distributions
which we define now. LetH∗n denotes the n-fold convolution of a distribution function H .
Definition 4.2. A distribution function H belongs to the subexponential family, if
1. H(0−) = 0,
2. limx−→∞
1−H∗2(x)
1−H(x) = 2.
Lemma 4.3. If F satisfies Assumption 4.1, then it is subexponential and in the domain of araction of max-
imum of the Gumbel law. Furthermore, for every ǫ > 0, there exists a constant C such that for all n ≥ 1 and
x ≥ 0,
1− F ∗n(x) ≤ C(1 + ǫ)n(1− F (x)) .(4.1)
Proof. efirst statement is a nearly straightforward adaptation of the proof of (Asmussen and Albrecher,
2010, Proposition X.1.13). e second statement is (Resnick, 1987, Proposition 1.1(a)). e third statement is
(Asmussen and Albrecher, 2010, Lemma 1.8).
Example 4.4. Consider the Weibull tail F¯ (x) = exp(−cxν), ∀ x ≥ 0, where c > 0, ν ∈ (0, 1). In this case
we can take, ψ(x) = c−1ν−1x1−ν .
Assumption 4.5. F is an exponential distribution with rate parameter λ.
is is also equivalent to taking ψ identically λ−1 in Assumption 4.1, but will not satisfy other conditions.
In context of this assumption, we shall consider ψ as the constant function λ−1, which is regularly varying
of degree r = 0. For the exponential distribution, we can obtain a bound similar to (4.1):
1− F ∗n(t) =
n−1∑
j=0
e−λt
(λt)j
j!
≤ e(λt)n−1e−λt .(4.2)
e middle term in (4.2) can be obtained by considering a homogoneous Poisson point process on [0,∞) with
rate λ or by repeated integrations by parts.
From now on, we writeK = − log(1− F ), and we denote by L the le-continuous inverse ofK , i.e.
L(y) = inf{x ≥ 0 : K(x) ≥ y} .
Here, ψ ∈ RVr , hence 1
ψ
∈ RV−r . By Resnick (1987, eorem 0.6(a)), we conclude that
K = − log(1− F ) =
∫ x
0
1
ψ(s)
ds ∈ RV1−r ,
and therefore (Resnick, 1987, eorem 0.8(v)) yields L ∈ RVδ, with δ = (1− r)−1. For F following Assump-
tion 4.5,K(x) = λx and L(x) = λ−1x.
We can now state our main result. LetMn = maxv∈Dn Sv.
Theorem 4.6. Under the conditions on the progeny distribution given by Assumption 2.1 and conditions on
the displacement variables given by Assumption 4.1 or Assumption 4.5, we have,
Mn
L(logZn)
P−→ 1, as n −→∞, conditioned on survival .
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Corollary 4.7. Under the conditions on the progeny distribution given by Assumption 2.1 and conditions
on the displacement variables given by Assumption 4.1 we have,
Mn
L(α−n)
P−→W δ, as n −→∞, conditioned on survival,
For displacement variable satisfying Assumption 4.5 we have
αnMn
P−→ W
λ
, conditioned on survival.
Proof of Theorem 4.6. We first prove the following upper bound forMn:
P
( Mn
L(logZn)
> 1 + ǫ |T survives
)
−→ 0, as n −→∞, ∀ ǫ > 0,(4.3)
Proof of (4.3), subexponential case.. Applying Lemma 4.3, we have
P(Mn > (1 + ǫ)L(log(Zn)) | T)
≤
∑
v∈Dn
P(Sv > (1 + ǫ)L(logZn)|T)
= ZnF ∗n((1 + ǫ)L(logZn)
≤ C exp (n log(1 + ǫ) + log(Zn)−K{(1 + ǫ)L(log(Zn))}) .
By (2.1), the regular variation ofK with index 1− r and the fact thatK(L(log(Zn))) = log(Zn), we have
lim
n→∞
n log(1 + ǫ) + log(Zn)−K{(1 + ǫ)L(log(Zn))}
log(Zn)
= 1− (1 + ǫ)1−r < 0 almost surely.
is implies
lim
n→∞
exp (n log(1 + ǫ) + log(Zn)−K{(1 + ǫ)L(log(Zn))}) = 0 .
is proves (4.3) in the first case.
Proof of (4.3), exponential case. e proof is similar but we use (4.2) instead of (4.1). is yields
P(Mn > (1 + ǫ)λ
−1 log(Zn) | T)
≤ ZnF ∗n((1 + ǫ)λ−1 logZn)
≤ exp (1 + n log(1 + ǫ) + n log log(Zn) + log(Zn)− (1 + ǫ) log(Zn))
By (2.1), we have
lim
n→∞
1 + n log(1 + ǫ) + n log log(Zn) + log(Zn)− (1 + ǫ) log(Zn)
log(Zn)
= −ǫ < 0 .
is proves (4.3) in the second case.
We now prove a lower bound forMn. Let M˜n = maxv∈Dn Xev , and for all n ≥ 1,
(4.4) M˜n ≤Mn, w.p. 1 .
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Also, it is immediate that M˜n
d
= maxi=1,...,Zn Yi = Y(Zn), where {Yi}i≥1 is a collection of i.i.d. random vari-
ables with distribution function F , satisfying Assumption 4.1 or Assumption 4.5. By (Resnick, 1987, Proposi-
tion 1.1(a)), we have ,
Y(n) − bn
an
D−→ Λ, as n→∞ ,
with
bn =
( 1
1− F
)←
(n) = K←(log n) = L(log n) , an = ψ(bn) ,
and Λ denotes the Gumbel distribution. Since limx→∞ x
−1ψ(x) = 0, this yields
b−1n Y(n)
P−→ 1 , as n→∞ .
SinceZn −→∞with probability 1 conditionally on survival, and the displacement variables are independent
of the tree, we obtain
(4.5)
M˜n
L(logZn)
P−→ 1, as n −→∞, conditionally on survival.
e upper bound (4.3), (4.4) and (4.5) conclude the proof of eorem 4.6.
Proof of Corollary 4.7. Now take ω ∈ (T survives)∩ (W > 0). Recall that αn logZn(ω) −→W (ω) >
0. Fix 0 < ǫ < W (ω). We get,W (ω) − ǫ ≤ αn logZn(ω) ≤ W (ω) + ǫ, for large n.e monotonicity of L
and the fact that L ∈ RVδ guarantees
(W (ω)− ǫ)δ = lim
n−→∞
L(α−n(W (ω)− ǫ))
L(α−n)
≤ lim inf
n−→∞
L(logZn(ω))
L(α−n)
,
and
lim sup
n−→∞
L(logZn(ω))
L(α−n)
≤ lim
n−→∞
L(α−n(W (ω) + ǫ))
L(α−n)
= (W (ω) + ǫ)δ.
erefore,
(4.6)
L(logZn)
L(α−n)
a.s.−→W δ, conditioned on survival .
eorem 4.6 combined with (4.6) yields the first part of the corollary. Noting that L is a linear function for
the exponential case proves the last part of the corollary.
4.2. Displacement Distribution : Gaussian. In this section we shall assume that the displacement variables
are independent and identically distributed as N(µ, σ2), i.e.
(4.7) {Xe}e∈E
i.i.d.∼ N(µ, σ2), conditionally on the tree T.
Without loss of generality we shall assume µ = 0, σ2 = 1, as we will see from the result that mere location
change will not change the result and the scale change will just result in a scale change in the final limit. e
reason for a separate treatment comes mainly due to the fact that Gaussian distributions are not positively
supported and lower bound through iid random variables (as in the previous subsection) does not come for
free. To treat the lower bound we use Slepian type comparison theorems for Gaussians.
We continue with the notations of the previous section. e main result of the limiting behavior of the
extreme in this scenario is as follows.
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Theorem 4.8. Under the conditions on the progeny distribution given by eorem 2.2 and conditions on the
displacement variables given by (4.7), we have,
Mn√
2n logZn
P−→ 1, conditionally on survival of T.
As in the previous subsection, we have the following immediate corollary of the above result.
Corollary 4.9. Under the conditions on the progeny distribution given by eorem 2.2 and conditions on
the displacement variables given by (4.7), we have,
α
n
2Mn√
2n
P−→
√
W, conditionally on survival of T.
As in the previous case, the upper bound for the maximum displacement is straightforward using a first
moment method.
Lemma 4.10. Under the conditions on the progeny distribution given by eorem 2.2 and conditions on the
displacement variables given by (4.7), we have, for all ǫ > 0,
P
( Mn√
2n logZn
≥ 1 + ǫ|T survives
)
−→ 0, as n→∞, .
Proof. e proof of the upper bound is similar to the proof of (4.3). First note that, conditioned on survival
of the tree, Sv ∼ N(0, n), ∀v ∈ Dn.erefore, on the event that T survives,
P
( Mn√
2n logZn
≥ 1 + ǫ|T
)
≤
∑
v∈Dn
P
(
Sv ≥
√
2n logZn(1 + ǫ)|T
)
=
∑
v∈Dn
P
(
Sv√
n
≥
√
2 logZn(1 + ǫ)|T
)
= ZnΦ
(√
2 logZn(1 + ǫ)
)
,
where Φ is the distribution function of the N(0, 1) law. Using the fact that Φ(t) ≤ exp(−t2/2) for all t > 0,
we have
ZnΦ
(√
2 logZn(1 + ǫ)
)
≤ Zn exp
(
−(1 + ǫ)2 logZn
)
= Z−ǫ(2+ǫ)n −→ 0 ,
almost surely. Hence we have, for all ǫ > 0,
P
(
Mn√
2n logZn
≥ 1 + ǫ
∣∣∣A) −→ 0, as n −→∞ .
For the lower bound we shall apply the Gaussian Comparison Lemma to show that with high probability,
the maximum displacement at the n-th generation is close to the maximum of Zn many i.i.d. random walks
with standard normal increments.
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Theorem 4.11. (Li and Shao (2002)) Let n ≥ 3 and {ξj}1≤j≤n be standard normal random variables with
covariance matrix R = (rij)1≤i,j≤n. Assume that, rij ≥ 0 for all i, j = 1, . . . , n. Let
{
ξ∗j
}
1≤j≤n
be i.i.d.
standard normal random variables. Define ξ(n) = max1≤j≤n ξj and ξ
∗
(n) := max1≤j≤n ξ
∗
j . en, for all u > 0,
P(ξ(n) ≤ u) ≤ P(ξ∗(n) ≤ u)etn = (Φ(u))netn ,
with
tn =
1
2
∑
1≤i 6=j≤n
log
(
π
π − 2 arcsin(rij)
)
exp
(
−u
2
rij
)
.
Proof of Theorem 4.8. Due to Lemma 4.10, we only need to show the lower bound. To show the lower
bound we use eorem 4.11. Note that, the covariance between Sv and Sv′ is the generation number of the
particle which the last common ancestor of v and v′. Now in our case
{
n−1/2Sv : v ∈ Dn
}
is collection of
Zn many standard normal random variables with
Cov(
1√
n
Sv,
1√
n
Sv′) =
1
n
Cov(Sv, Sv′) = 1− 1
2n
d(v, v′) ≥ 0,
where d(v, v′) is the length of the shortest path between v and v′. erefore, we can write for all positive u,
(4.8) P
(
Mn√
n
≤ u
∣∣∣T) ≤ (Φ(u))Znetn(u),
with
tn(u) =
1
2
∑
v,v′∈Dn:v 6=v′
log
(
π
π − 2 arcsin(n−1Cov(Sv, Sv′))
)
exp
(
− u
2
n−1Cov(Sv, Sv′)
)
.
Grouping terms according to covariance yields,
(4.9) tn(u) =
1
2
n−1∑
k=1
Nn,k log
(
π
π − 2 arcsin(n−1k)
)
exp
(
− nu
2
k
)
,
where for n ≥ 1 and 1 ≤ k ≤ n− 1,
Nn,k = |
{
(v, v′) : v, v′ ∈ Dn,Cov(Sv, Sv′) = k
} | .
Note here that we consider (v, v′) and (v′, v) as different pairs. Furthermore, for n ≥ 3,
(4.10)
n−1∑
k=1
Nn,k = Zn(Zn − 1) ≤ Z2n .
Now note that limθ→0 θ
−1(1− cos(πθ/2)) = 0 implies for some δ > 0 we have
1− ǫ ≤ cos(π
2
ǫ), ∀ 0 < ǫ < δ .
is in turn gives that arcsinx ≤ πx/2 for all x ∈ (1− δ, 1]. Hence, for n > δ−1 and 1 ≤ k ≤ n− 1, we have
arcsin
k
n
≤ arcsin n− 1
n
≤ π
2
(1− 1
n
) ,
22 S. RAY, R.S. HAZRA, P. ROY, P. SOULIER
and hence
π
π − 2 arcsin(n−1k) ≤ n .
We can now bound the (4.9) as follows for large enough n:
tn(u) ≤ 1
2
n−1∑
k=1
Nn,k log(n) exp
(
− nu
2
k
)
≤ 1
2
n−1∑
k=1
Nn,k log(n) exp
(
− nu
2
n− 1
)
≤ Z2n log(n) exp
(
− nu
2
n− 1
)
.(4.11)
Choose now
u = un =
√
2(1− 1
2n
) logZn.
Plugging this un in (4.11) we get, for large enough n,
tn(un) ≤ Z2n log(n) exp
(
− n
n− 1(1 −
1
2n
) logZ2n
)
= log(n) exp
(
− 1
n− 1 logZn
)
.
erefore, using eorem 2.2, conditionally on survival of the tree, tn(un)→ 0, almost surely. Now we shall
use the following result to analyze Φ(un)
Zn . Let ξ∗i , i ≥ 1 be i.i.d. standard normal random variables and
ξ∗(n) = max
n
i=1 ξ
∗
i . By (Resnick, 1987, Subsection 1.5, Example 2), we have
ξ∗(n)
√
2 log n− 2 log n+ 1
2
log log n = Op(1) , as n→∞ .
is yields
ξ∗(n)√
2 log n
− 1 = OP
(
log log n
log n
)
.
By eorem 2.2, this yields
n
( ξ(Zn)√
2 logZn
− 1
)
= OP
(
n log logZn
logZn
)
= oP (1) .
Hence,
Φ(un)
Zn = P
(
ξ(Zn) ≤
√
2
(
1− 1
2n
)
logZn
∣∣∣T) = P( ξ(Zn)√
2 logZn
≤
√
(1− 1
2n
)
∣∣∣T)
≤ P
(
ξ(Zn)√
2 logZn
≤ 1− 1
4n
∣∣∣T) ≤ P(n( ξ(Zn)√
2 logZn
− 1
)
≤ −1
4
∣∣∣T)→ 0 .
is allows us to conclude from (4.8) that,
P
(
Mn ≤
√
2n(1− 1
2n
) logZn
∣∣∣T survives ) = o(1) .
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erefore, for all ǫ > 0,
lim sup
n−→∞
P
(
Mn√
2n logZn
≤ 1− ǫ
∣∣∣T survives )
≤ lim sup
n−→∞
P
(
Mn ≤
√
2n(1− 1
2n
) logZn
∣∣∣T survives ) = 0 .
is provides a lower bound and concludes the proof of eorem 4.8.
5. Cloud Speed of BRW. In this section we shall discuss how different types of speeds are defined in
Branching RandomWalk literature and how we can modify them to get a sensible speed in our infinite mean
branching random walk case. e main idea will be to rescale the particle positions in a different way from
the original definition of speeds and this rescaling will be different for regularly varying displacement case
and light tailed case. What we will focus on in this article is the cloud speed which is closely related to the
extremes we considered in the previous sections.
5.1. Speed of BRW for Finite Mean Progeny Case. Let us first discuss the set up and define some notations.
Let T be an infinite tree (in our case a Galton-Watson Tree T conditioned on its survival). We denote the rays
of the tree by ξ (rays are infinite paths from root which do not backstep) and the set of rays by ∂T. For a
vertex v, |v| denotes the distance of v to the root, that is, the number of edges on the shortest path from root
to v. ere are different ways to define a speed for the random walk {Sv}v∈T. In Benjamini and Peres (1994),
Lyons and Pemantle (1992), Peres (2000), the following notions of speed were considered.
Cloud Speed, scloud := lim sup
n−→∞
1
n
max
v∈Dn
Sv,
Burst Speed, sburst := sup
ξ∈∂T
lim sup
v∈ξ
1
|v|Sv,
Sustainable Speed, ssust := sup
ξ∈∂T
lim inf
v∈ξ
1
|v|Sv.
When defining Cloud Speed, we think of the ensemble {Sv, v ∈ Dn} as a cloud of particles and ignore
their history, recording the location of the edge of this cloud. For Burst Speed, we search for the infinite
line of descent with the greatest rate of escape along some subsequence of levels. For Sustainable Speed, we
search for the infinite line of descent which sustains consistently the greatest rate of escape.
It is obvious that,
sburst ≥ ssust, almost surely.
On the other hand,
lim sup
n−→∞
1
n
max
v∈Dn
Sv ≥ lim sup
v∈ξ
1
|v|Sv, ∀ ξ ∈ ∂T, almost surely,
which gives,
scloud ≥ sburst ≥ ssust, almost surely.
However, it was shown that for Galton-Watson trees, these speeds coincide and the speed can be computed
explicitly. We record the version of the result from Peres (2000) for comparison to our later results.
Theorem 5.1 (Biggins (1976), Hammersley (1974), Kingman (1975)). Consider the BRW with a progeny
distribution which has a finite meanm > 1. SupposeX denotes the generic displacement variable which satisfies
the following assumptions.
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1. X is not almost surely constant and E(X) = 0,
2. E(exp(λX)) <∞, ∀ λ ≥ 0.
Define the Fenchel-Legendre transform ofX as,
(5.1) I(x) := sup
λ∈R
[λx− logE(exp(λX))], ∀ x ∈ R.
and define,
s∗ := sup {s : I(s) ≤ logm} .
en under this set up, on the event that the Galton-Watson Tree T survives,
scloud = sburst = ssust = s
∗, almost surely.
Remark 5.2. e fact that scloud = s
∗ suggests that the maximum displacement at the n-th generation,
namelyMn := maxv∈Dn Sv grows with n in a linear rate in this set up.
Gantert (2000) studied speed of branching random walk when the assumption 2 of eorem 5.1 fails. e
assumption was replaced by random variables having a semi-exponential tail. More precisely, Gantert (2000)
had the following assumptions on the displacement random variable.
1. X has finite expectation.
2. X has a semi-exponential tail, i.e.,
(5.2) P(X ≥ t) = a(t) exp(−L(t)tr), for all large enough t,
where r ∈ (0, 1) and a and L are slowly varying functions such that L(t)tr−1 is non-increasing in t for
t large enough.
3. ere exists a function ψ : R −→ (0,∞) such that
L(ψ(n))ψ(n)r
n
−→ 1, as n→∞.
In this set up, the speed of tree indexed random walk changes and one needs to replace the linear scaling.
Cloud Speed, sψcloud := lim sup
n−→∞
1
ψ(n)
max
v∈Dn
Sv,
Burst Speed, sψburst := sup
ξ∈∂T
lim sup
v∈ξ
1
ψ(|v|)Sv,
Sustainable Speed, sψsust := sup
ξ∈∂T
lim inf
v∈ξ
1
ψ(|v|)Sv.
Theorem 5.3 (Gantert (2000)). Consider the BRW with a progeny distribution which has a finite mean
m > 1. Suppose X denotes the generic displacement variable which satisfies the assumptions stated above. en
under this set up, on the event that the Galton-Watson Tree T survives,
sψcloud = s
ψ
burst = s
ψ
sust = (logm)
1
r , almost surely.
Remark 5.4. In this case, the maximum displacement at the n-th generation, namely Mn := maxv∈Dn Sv
grows with ψ(n) in a linear rate.
From these results it is clear that tail of the displacement random variable determines the speed of the
branching random walk and the constant aer appropriate scaling depends on this tail. Now one notices
also that the above results (eorem 5.1 and eorem 5.3) depends on the finite mean m of the progeny
distribution of the Galton-Watson tree. We now study the speed of the random walk in the infinite mean set-
up. We mainly focus on two kinds of distributions- one light-tailed (stated in Assumption 5.5) and another
heavy tailed (Assumption 3.1).
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5.2. Speed of BRW for Infinite Mean Progeny, Light Tailed Displacement. Let us first properly define what
we mean by the light-tailed distribution case. In this section, our assumption on the displacement variables
will be as follows. Suppose X denotes the generic displacement variable and F be its distribution function.
Assumption 5.5. We shall assume that,
(5.3) P(X > t) = F¯ (t) ∼ Ct−u exp(−γtr), as t −→∞,
for some u ∈ R, r ≥ 1 and γ,C > 0.
Under this assumption,
E(exp(λX)) <∞, for some λ > 0.
In this subsection we shall consider the infinite mean Galton-Watson process and the assumptions on the
progeny distributions are as given in eorem 2.2. We define the speeds of BRW in this scenario as follows.
Cloud Speed s∗cloud := lim sup
n−→∞
1
n
max
v∈Dn
log+ Sv,
where log+(x) = I(x ≥ 1) log x.
Remark 5.6. We remark that the other notions of speed can be defined in our context too in the following
way.
Burst Speed, s∗burst := sup
ξ∈∂T
lim sup
v∈ξ
1
|v| log
+ Sv,
Sustainable Speed, s∗sust := sup
ξ∈∂T
lim inf
v∈ξ
1
|v| log
+ Sv,
Like previous case here also,
s∗cloud ≥ s∗burst ≥ s∗sust, almost surely.
We shall mainly concentrate on the cloud speed as it is intimately connected to our previous analysis. e exact
expression for the cloud speed is available in this case.
e main result in the light-tailed set-up is the following theorem.
Theorem 5.7. Consider a BRW where the progeny distribution satisfies Assumption 2.1 and the displacement
distribution satisfies Assumption 5.5. en, on the event that the tree T survives,
s∗cloud = −
1
r
log α, almost surely .
Moreover,
1
n
log+Mn :=
1
n
max
v∈Dn
log+ Sv
P−→ −1
r
log α, conditioned on survival.
To prove the above result we will need some crucial estimates on the Fenchel-Legendre transform and also
extreme values of light tailed random variable. Another major hurdle comes during the extension from posi-
tively supported random variables to variables supported on whole of R. We believe the proof is interesting
in itself and can perhaps be used in some context also. We shall defer the proof to Section 6.
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5.3. Speed of BRW for Infinite Mean Progeny, Regularly Varying Displacement. In this subsection we shall
assume the conditions imposed upon the progeny distribution in Assumption 2.1, the tail index of the distri-
bution being α ∈ (0, 1). e displacement variableX will be assumed to satisfy Assumption 3.1. Recall that,
the results in Section 2 says that the maximum displacement in the n-th generation,Mn goes to infinity in a
double-exponential rate. Keeping that in mind, we define the cloud speed of BRW in this scenario as follows.
Cloud Speed, s†cloud := lim sup
n−→∞
1
n
max
v∈Dn
log+ log+ Sv,
Remark 5.8. We can define the Burst speed and sustainable speed in an analogous way in this case too but
dealing with these cases will require new kind of analysis we feel and we leave it for a future work. e cloud
speed turns out to be an easy consequence of the extremes of heavy tailed displacements.
Theorem 5.9. Consider the BRW with a progeny distribution which satisfies the conditions in eorem 2.2
with tail index α and with a displacement distribution as described in Section 2, with regularly varying tail of
index β, β > 0. en under this set up, on the event that the Galton-Watson Tree T survives,
s†cloud = − logα, almost surely.
e proof of eorem 5.9 depends crucially on the extreme value theory result presented in Corollary 3.3.
Proof of Theorem 5.9. Note that, asDn is finite almost surely for all n ≥ 1, and log+ is non-decreasing,
we have,
s†cloud := lim sup
n−→∞
1
n
max
v∈Dn
log+ log+ Sv = lim sup
n−→∞
1
n
log+ log+Mn,
whereMn = maxv∈Dn Sv. So from Corollary 3.3 we get
1
n
log+ log+Mn
P−→ − log α, conditioned on survival .
Hence, there exists a subsequence {nj} such that,
1
nj
log+ log+Mnj
a.s.−→ − logα, conditioned on survival ,
which guarantees that on the event that T survives,
s†cloud = lim sup
n−→∞
1
n
log+ log+Mn ≥ lim sup
j−→∞
1
nj
log+ log+Mnj = − logα, almost surely.
To get the upper bound we recall that if F is the distribution function of the displacement variable, then by
assumption on F , we have F¯ (x) = x−βL(x) for some slowly varying function L. Observe,
P
(
αn logMn ≥ W
β
+ ǫ
∣∣∣T) = P(Mn ≥ exp(α−n (W
β
+ ǫ
)) ∣∣∣T)
≤
∑
v∈Dn
P
(
Sv ≥ exp
(
α−n
(
W
β
+ ǫ
))
|T
)
≤ ZnnF
(
1
n
exp
(
α−n
(
W
β
+ ǫ
)))
≤ Znnβ+1 exp
(−α−n(W + ǫβ))L( 1
n
exp
(
α−n
(
W
β
+ ǫ
)))
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where the second inequality follows by an union bound and the fact that there exists an edge e in the path
joining root to v such thatXe ≥ 1
n
exp
(
α−n
(
W
β
+ ǫ
))
. Observe using Proposition 0.8 (i) of Resnick (1987)
it follows that for the slowly varying function L we have
logL
(
1
n
exp
(
α−n
(
W
β
+ ǫ
)))
= o
(
log
(
1
n
exp
(
α−n
(
W
β
+ ǫ
))))
almost surely. Using eorem 2.2,W > 0 on the event of survival we have for n large enough,
logZn + (β + 1) log n− α−n (W + ǫβ) + logL
(
1
n
exp
(
α−n
(
W
β
+ ǫ
)))
≤ −Cα−n,
for some constant C > 0. Hence we can conclude,∑
n≥1
Znn
β+1 exp
(−α−n (W + ǫβ))L( 1
n
exp
(
α−n
(
W
β
+ ǫ
)))
<∞, almost surely
on the event of survival. erefore, by first Borel-Cantelli Lemma, on the event where T survives,
lim sup
n−→∞
αn logMn ≤ W
β
, almost surely.
is gives that, on the event of survival,
s†cloud = lim sup
n−→∞
1
n
log+ log+Mn ≤ − log α, almost surely.
is concludes the proof.
6. Proof of eorem 5.7 . We shall say f(x) = Θ(g(x)) if there exists constants 0 < C1 ≤ C2 < ∞,
such that for x large enough, one has C1g(x) ≤ f(x) ≤ C2g(x).
Lemma 6.1. Suppose X is a random variable satisfying Assumption 5.5. Let I(x) be the Fenchel-Legendre
transform ofX . en,
I(x) = Θ(xr), as x −→∞.
Although the result is very intuitive given the assumptions on the tail of the distributions, we could not
find any reference. We provide a proof of the above result using Laplace’s method in Appendix 7.
Using Lemma 6.1 we shall first find the upper bound for the cloud speed.
Lemma 6.2. Let the assumptions of eorem 5.7 hold. en, on the event that the tree T survives,
s∗cloud ≤ −
1
r
log α, almost surely .
Proof of Lemma 6.2. Note that by definition,
s∗cloud = lim sup
n−→∞
1
n
log+Mn,
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whereMn := maxv∈Dn Sv . Let k, ǫ > 0. Using first moment method and the definition of Fenchel-Legendre
Transform, we can write,
P(M rnn
1−r ≥ (k + ǫ) logZn|T) = P(M rn ≥ nr−1(k + ǫ) logZn|T)
≤
∑
v∈Dn
P(Srv ≥ nr−1(k + ǫ) logZn|T)
= ZnP
(Sv
n
≥ n− 1r ((k + ǫ) logZn)
1
r |T
)
≤ Zn exp
[
−nI
(
n−
1
r ((k + ǫ) logZn)
1
r
)]
Fromeorem 2.2 we have n−
1
r logZn −→∞, almost surely conditioned on the survival. Using Lemma 6.1,
we can therefore write that, for large enough n and for some positive finite constant C1, almost surely,
P(M rnn
1−r ≥ (k + ǫ) logZn|T) ≤ Zn exp
[
− nI
(
n−
1
r ((k + ǫ) logZn)
1
r
)]
≤ Zn exp
[
− nC1n−1((k + ǫ) logZn)
]
= Z1−C1(k+ǫ)n .
erefore, there exists n0 ∈ N such that
P(M rnn
1−r ≥ (C−11 + ǫ) logZn|T) ≤ Z−ǫC1n , almost surely , ∀ n ≥ n0,∀ǫ > 0.
Now, by eorem 2.2, we have, αn logZn
a.s.−→ W , conditioned on survival, and W > 0 on the event of
survival of the tree, which guarantees that∑
n≥1
Z−ǫC1n <∞, almost surely conditioned on survival.
erefore, by Borel-Cantelli Lemma,
P
(
lim sup
n−→∞
M rnn
1−r
logZn
≥ (C−11 + ǫ)|T survives
)
= 0, ∀ ǫ > 0.
Hence, we can conclude, on the event that T survives,
lim sup
n−→∞
M rnn
1−r
logZn
≤ C−11 , almost surely.
Again using the asymptotic behavior of Zn fromeorem 2.2, we get, on the event that T survives,
lim sup
n−→∞
M rnn
1−rαn
W
≤ C−11 , almost surely.
Taking logarithm on both sides we get, on the event that T survives,
lim sup
n−→∞
(r log+Mn + (1− r) log n+ n logα− logW ) ≤ − logC1, almost surely,
which implies that, on the event that T survives,
lim sup
n−→∞
(
r
n
log+Mn + log α) ≤ 0, almost surely.
is concludes the proof.
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Now we shall state an extreme value theory result which we shall use to lower bound the cloud speed.e
result easily follows from simple computations (Resnick, 1987, Chapter 1) and hence we skip the proof.
Lemma 6.3. Suppose Y1, Y2, · · · i.i.d.∼ F where
F¯ (t) = 1− F (t) ∼ Ct−u exp(−γtr), as t −→ ∞,
where u ∈ R, γ, v > 0. Let Y(n) := maxni=1 Yi, ∀ n ≥ 1. en there exists sequences of positive real numbers
{an}n≥1 and {bn}n≥1 such that, bn = F←(1− 1/n) = Θ((log n)
1
r ) and an = ψ(bn) with ψ(x) = x
1
r
−1 (the
auxilliary function), so that (Y(n) − bn)/an converges in distribution to the Gumbel law, hence is OP (1).
Using the above result we shall first prove the cloud speed for positive displacements.
Proposition 6.4. Consider a BRW where the progeny distribution satisfies the conditions stated in eo-
rem 2.2 with tail index α and the displacement distribution satisfies (5.3). Moreover suppose the displacement
variable X gives zero mass on (−∞,M), for someM ∈ R. en, on the event that the tree T survives,
s∗cloud = −
1
r
log α, almost surely .
Proof of Proposition 6.4. First observe that Lemma 6.2 do not need any restriction on the support of the
displacement random variable and hence to prove the result it is enough to show the lower bound of s∗cloud.
First we consider the case when displacement variable X gives zero mass on the negative real line. Note
that the non-negativity of the displacement variables guarantee that,
Mn := max
v∈Dn
Sv ≥ M˜n := max
ev:v∈Dn
Xev ,
where ev is the edge that connects the vertex v to its parent. Now, {Xev : v ∈ Dn} is a collection of Zn many
i.i.d. random variables whose distribution function satisfies the condition given in Lemma 6.3. erefore, we
get sequences {an} and {bn} satisfying the conditions stated in Lemma 6.3 such that
M˜n − bZn
aZn
= Op(1), conditioned on survival ,
because Zn −→ ∞, almost surely, conditioned on survival. Now note that, conditioned on survival of the
tree, using eorem 2.2 we get,
bZn = Θp
(
(logZn)
1
r
)
= Θ(α−
n
r ), almost surely ,
and
aZn = Θp
(
(logZn)
1
r
−1
)
= Θp(α
n−n
r ), almost surely .
Here Θp(1) means that it is a tight sequence of random variables which is bounded away from zero with
probability 1. erefore, conditioned on the survival we have, (M˜n − bZn)α
n
r
−n = Op(1), which guarantees
(6.1) (M˜n − bZn)α
n
r = op(1), conditioned on survival .
But we know conditioned on survival, α
n
r bZn = Θ(1), almost surely, which along with (6.1) gives
α
n
r M˜n = Θp(1), conditioned on survival .
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Taking logarithm on both sides we get that,
1
n
log+ M˜n
P−→ −1
r
log α, conditioned on survival .
erefore, there exists a subsequence {nj}j≥1 such that,
1
nj
log+ M˜nj
a.s.−→ −1
r
logα, conditioned on survival .
It gives us that,
s∗cloud = lim sup
n−→∞
1
n
log+Mn ≥ lim sup
n−→∞
1
n
log+ M˜n ≥ −1
r
log α
almost surely conditioned on survival. is completes the proof for the case when the displacement random
variables are non-negative.
Now let us consider the displacement random variable which gives zero mass to (−∞,M) andM is not
necessarily 0. Consider a new BRW where each edge of T is subjected to a displacement by another −M
unit. Let S′v denotes the new position of particle v, and M
′
n := maxv∈Dn S
′
v . en, S
′
v = Sv −M |v|, ∀ v,
and therefore,M ′n = Mn − nM,∀ n ≥ 1. e new BRW also satisfies the conditions in eorem 2.2 (as the
tree structure is the same in both cases) and (5.3). Moreover the displacement distribution of the new BRW
is concentrated on the non-negative real line by construction. erefore by the previous case, we have,
lim sup
n−→∞
1
n
log+M ′n = −
1
r
log α, almost surely conditioned on survival .
Note that, the event of survival for both the trees are exactly same. Also,
lim sup
n−→∞
1
n
log+M ′n = lim sup
n−→∞
1
n
log+(Mn − nM) = lim sup
n−→∞
1
n
log+Mn.
is completes the proof.
We shall use a general technique of thinning which seems to be useful to tackle the cases of determining
the asymptotic behavior of the maximum of the BRW when the displacement variable has unbounded tail in
the negative side. Let us first describe the technique.
Consider a Galton-Watson tree TwithZ as the generic progeny variable and {Xe}e∈E being the collection
of i.i.d. displacement variables associated with the edges, where E denotes the edge-set of the tree T. X is
the generic displacement variable. Fix aM ∈ R such that P(X ≥M) = p(M) > 0.We construct a new tree
out of T as follows.
1. Consider all the edges e ∈ E such thatXe < M .
2. Delete all such edges and all the descendants of that edge.
3. Get the new tree TM .
Some interesting facts about the new tree TM are that,
1. Suppose we begin to construct TM generation-wise from T. When we have constructed up to the n-th
generation of TM , each vertex in this n-th generation will have Z many children in T, and out of them
Bin(Z, p(M)) many children will have displacement greater than equal toM from their parent. And
this happens independently of other vertices in n-th generation and the generations before. Hence, TM
is also a Galton-Watson tree with generic progeny distribution Zp(M), where
Zp(M)|Z ∼ Bin(Z, p(M)).
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2. TM can also be constructed from only the tree structure of T by first keeping each child of a vertex
with probability p(M) and deleting the others, independent of all other vertices. Next to get the dis-
placements of the particles in TM , each existing edges in TM is given an i.i.d. displacement generated
from the conditional distribution ofX conditioned on (X ≥M). is construction generates the same
law as given by the original construction.
Keeping in mind the above facts, we see TM also gives a BRW with
1. Progeny distribution given by Zp(M) where
Zp(M)|Z ∼ Bin(Z, p(M)),
2. displacement distribution given byXM where
P(XM > x) =
P(X > x)
P(X ≥M) , ∀ x ≥M,
and the displacement variable gives zero mass on (−∞,M).
We shall be working with the tree TM and hence it is important first to verify that the assumptions of
eorem 5.7 are satisfied for the BRW corresponding to it. First we shall need a result which tells about the
tail behaviour of the progeny distribution of the new tree TM .
Lemma 6.5. Suppose Z denotes the progeny random variable with distribution functionG and survival func-
tion G¯ which satisfies the Assumption 2.1 with an index α ∈ (0, 1). Consider p ∈ (0, 1], and a random variable
Z(p) such that
Z(p)|Z = k ∼ Bin(k, p), ∀ k ≥ 0.
en the survival function of Z(p) also satisfies the Assumption 2.1 with the same tail index α.
Proof of Lemma 6.5. Suppose, {Ui}i≥1 is an i.i.d. sequence of Ber(p) random variables which is inde-
pendent of Z . en,
Z(p)
d
=
Z∑
k=1
Uk,
where the sum is defined to be 0 if Z = 0. Now fix any δ ∈ (0, 1) and ǫ ∈ (0, p). By weak law of large
numbers we have
(6.2) U¯n :=
1
n
n∑
i=1
Ui
P−→ p
which implies P(U¯n > ǫ) > δ, ∀ n ≥ N , for some N ≥ 1. erefore, using independence of {Ui}i≥1 and Z
along with (6.2), we have, for all x ≥ Nǫ,
P
(
Z(p) > x
)
≥ P
(
Z(p)
Z
> ǫ,Z >
x
ǫ
)
=
∑
k>x
ǫ
P
(
Z(p)
Z
> ǫ
∣∣∣Z = k)P(Z = k)
=
∑
k>x
ǫ
P
(
U¯k > ǫ
∣∣∣Z = k)P(Z = k)
=
∑
k>x
ǫ
P(U¯k > ǫ)P(Z = k)
>
∑
k>x
ǫ
δP(Z = k) = δP(Z >
x
ǫ
),
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which gives ∀x ≥ x∗0 = max {Nǫ, x0} (where x0 is obtained from Assumption (D4) on G¯),
P(Z(p) > x) ≥ δ(x/ǫ)−α−γ(x/ǫ).
Without loss of generality we can take x0 > e and then using monotonicity of γ, we conclude that
P(Z(p) > x) ≥ δ(x/ǫ)−α−γ(x) = x−α−γ(x)δǫα+γ(x) ≥ x−α−γ(x)δǫα+γ(x∗0) = x−α−γ(x) exp(−η),
where η = − log(δǫα+γ(x∗0)) > 0. Defining γ1 : [0,∞) −→ [0,∞) to be
γ1(x) :=
γ(x) +
η
log x
, if x ≥ x∗0
γ1(x
∗
0), if x < x
∗
0
,
it follows immediately that for all x ≥ x∗0
x−α−γ1(x) ≤ P(Z(p) > x) ≤ P(Z > x) ≤ x−α+γ(x) ≤ x−α+γ1(x).
Note that by definition and using monotonicity of γ we can observe that γ1 is also non-increasing. On the
otherhand, xγ1(x) = exp(η)xγ(x) which guarantees that x 7→ xγ1(x) is non-decreasing. Furthermore,∫ ∞
log log x∗0
γ1(e
ex) dx =
∫ ∞
log log x∗0
γ(ee
x
) dx+
∫ ∞
log log x∗0
η exp(−x) dx <∞,
as
∫∞
0 γ(e
ex) dx < ∞. erefore, ∫∞0 γ1(eex) dx < ∞. is helps us conclude that γ1 also satisfies the
conditions in Assumption 2.1.
e extinction probability of the new tree is given by the following lemmas.
Lemma 6.6. Consider Zp(M) and Z described above. Define, fM and f to be generating function of Z
p(M)
and Z respectively, i.e.,
fM(s) := E(s
Zp(M)), f(s) := E(sZ), ∀ s ∈ [0, 1].
en,
(a) fM(s) ↓ f(s), ∀ s ∈ [0, 1], as M ↓ −∞.
(b) P(TM survives) ↑ P(T survives), as M ↓ −∞.
Proof of Lemma 6.6. We begin with the proof of part (a). Consider {Ui}i≥1 to be a i.i.d. collection of
Unif(0, 1) random variables and the collection is independent of Z . Since Zp(M)|Z ∼ Bin(Z, p(M)), for all
M ∈ R we have
Zp(M)
d
=
Z∑
i=1
I(Ui ≤ p(M)),
where the sum is defined to be 0 if Z = 0. is give that,
fM(s) = E(s
∑Z
i=1 I(Ui≤p(M))), ∀ s ∈ [0, 1].
Now, by definition, p(M) ↑ 1 asM ↓ −∞, and therefore,
Z∑
i=1
I(Ui ≤ p(M)) ↑ Z, asM ↓ −∞.
BRWWITH INFINITE MEAN 33
Hence, by DCT, and using that 0 ≤ s ≤ 1, we conclude that,
fM (s) = E(s
∑Z
i=1 I(Ui≤p(M))) ↓ E(sZ) = f(s), ∀ s ∈ [0, 1].
is completes the proof of part (a). To show part (b), first note that it is enough to prove
P(TM extincts) ↓ P(T extincts), as M ↓ −∞.
Let
q(M) := P(TM extincts) = inf {s ∈ [0, 1] : fM(s) = s} ,
and
q := P(T extincts) = inf {s ∈ [0, 1] : f(s) = s} .
Using the fact that E(Z) = ∞ and E(Zp(M)) = p(M)E(Z) = ∞, we get qM and q are strictly less than 1.
Also, strict convexity of fM and f gives fM (s) ≤ s if and only if q(M) ≤ s ≤ 1 and f(s) ≤ s if and only if
q ≤ s ≤ 1. Now, ifM2 < M1, using the fact that fM(s) is non-decreasing inM , we get
fM2(q(M1)) ≤ fM1(q(M1)) = q(M1)
Which implies q(M2) ≤ q(M1). erefore, {q(M)} is non-decreasing inM and hence
q∗ = lim
M↓−∞
q(M) exists.
Enough to show that, q = q∗. Also, using the fact that, fM ≥ f point-wise, we get, f(q(M)) ≤ fM(q(M)) =
q(M) and hence q ≤ q(M) for allM ∈ R. is gives us q ≤ q∗.
Suppose q < q∗. Take r ∈ (q, q∗). By strict convexity of f and using that q < r < 1, we get f(r) < r.
Using Lemma 6.6 we get fM (r) ↓ f(r) < r, asM ↓ −∞. erefore there existsM such that fM (r) < r and
hence q(M) ≤ r. So we have
q ≤ q∗ ≤ q(M) ≤ r
which gives a contradiction. is completes the proof of the lemma.
Proof of Theorem 5.7. First note that, using Lemma 6.2 we get
(6.3) s∗cloud ≤ −
1
r
logα, almost surely on survival of T,
where T denotes the tree. Now consider the tree TM as described before. We have noticed that, the progeny
distribution of TM also satisfies the conditions in Assumption 2.1 and the displacement variable satisfies
Assumption 5.5 and is supported on [M,∞). LetDn,M denotes the n-th generation of TM , and then we have
by Proposition 6.4
lim sup
n−→∞
1
n
max
v∈Dn,M
log+ Sv = −1
r
log α, almost surely on survival of TM .
But, Dn,M ⊂ Dn, ∀ n ≥ 1,, which gives,
s∗cloud = lim sup
n−→∞
1
n
max
v∈Dn
log+ Sv ≥ −1
r
log α, almost surely on survival of TM .
Since, (TM survives) ⊂ (T survives), we have from (6.3) that,
s∗cloud ≤ −
1
r
log α, almost surely on survival of TM .
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erefore,
s∗cloud = −
1
r
log α, almost surely on survival of TM ,
for allM such that the original displacement variable gives positive mass on [M,∞). It is enough to consider
only negativeM ’s. Finally observe,
P(s∗cloud = −
1
r
logα,T survives)
≤ P(s∗cloud = −
1
r
logα,TM survives) + P(T survives,TM extincts)
= P(T survives,TM extincts) = q(M)− q −→ 0, as M ↓ −∞.
Here the last term goes to zero by Lemma 6.6. is completes the proof.
7. Appendix. In the Appendix we provide a proof of Lemma 6.1. e proof uses the Laplace’s method.
Proof of Lemma 6.1. To prove the bounds on the Legendre Transform, we shall first find required bound
on the moment generating function of the displacement distribution. Fix any λ > 0. en we can write,
(7.1) E(exp(λX)) =
∫ ∞
0
F¯ (
log x
λ
) dx = λ
∫ ∞
−∞
eλtF¯ (t) dt.
Assumption 5.3 guarantees that, there are two constants 0 < A1 < A2 and a positive real number M such
that
A1t
−u exp(−γtr) ≤ F¯ (t) ≤ A2t−u exp(−γtr), ∀ t ≥M.
Since, for any u ∈ R and δ > 0, we have t−u exp(−δtr) = o(1) and t−u exp(δtr) −→∞, as t −→∞, we can
conclude that, there are two constants 0 < A3 < A4, a positive real number K , and two positive constants
γ1, γ2 with γ1 < γ < γ2 such that,
(7.2) A3 exp(−γ2tr) ≤ F¯ (t) ≤ A4 exp(−γ1tr), ∀ t ≥ K.
erefore, using (7.1) and (7.2) we can write,
E(exp(λX)) ≥ λ
∫ ∞
K
eλtF¯ (t) dt
≥ λA3
∫ ∞
K
exp(−γ2tr + λt) dt
≥ λA3
∫ ∞
0
exp(−γ2tr + λt) dt−A3(exp(λK)− 1),(7.3)
and
E(exp(λX)) = λ
∫ K
−∞
eλtF¯ (t) dt+ λ
∫ ∞
K
eλtF¯ (t) dt
≤ eλK + λA4
∫ ∞
K
exp(−γ1tr + λt) dt.(7.4)
It is clear from the above expressions that our aim should be to find asymptotic bounds of integrals of the
form,
(7.5)
∫ ∞
0
exp(−βtr + λt) dt,
where β > 0, r ≥ 1, when λ becomes very large.
First consider the case of r > 1. We shall use the idea of asymptotic evaluation of integrals by Laplace’s
Method. e function hλ : [0,∞) −→ R defined as hλ(t) = λt− βtr has the following properties
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1. hλ has an unique maximum at tλ := (λβ
−1r−1)
1
r−1 > 0.
2. hλ is strictly increasing in [0, tλ] and strictly decreasing in [tλ,∞) with
(7.6) hλ(t) ≤ −β
2
tr, ∀ t ≥ Kλ :=
(2λ
β
) 1
r−1
> tλ.
3.
(7.7) hλ(tλ) = λ
r
r−1β−
1
r−1
[
r−
1
r−1 − r− rr−1
]
= A5λ
s,
where s := rr−1 > 1, and A5 is a positive constant independent of λ.
Our goal will be to show that the asymptotic order of the integral in (7.5) is same as the asymptotic order
of hλ(tλ) as λ→∞. Consider λ large enough such that tλ > 1, and therefore we have,
(7.8) hλ(t) ≤ hλ(1) < λ, ∀t ∈ [0, 1].
We perform a second order Taylor-series expansion of hλ around tλ in the interval [1,Kλ] as follows,
hλ(t) = hλ(tλ) + h
(1)
λ (tλ)(t− tλ) +
1
2
(t− tλ)2h(2)λ (ξt)
= hλ(tλ) +
1
2
(t− tλ)2h(2)λ (ξt), ∀ t ∈ [1,Kλ],
where ξt is between t and tλ (therefore in between 1 andKλ) and h
(1)
λ (tλ) = 0. Note that,
(7.9) ν1,λ := − inf
t∈[1,Kλ]
h
(2)
λ (t) = sup
t∈[1,Kλ]
βr(r − 1)tr−2 = βr(r − 1)max {1,Kr−2λ } > 0,
and
(7.10) ν2,λ := − sup
t∈[1,Kλ]
h
(2)
λ (t) = inf
t∈[1,Kλ]
βr(r − 1)tr−2 = βr(r − 1)min{1,Kr−2λ } > 0.
erefore,
(7.11) hλ(tλ)−
ν1,λ
2
(t− tλ)2 ≤ hλ(t) ≤ hλ(tλ)−
ν2,λ
2
(t− tλ)2, ∀ t ∈ [1,Kλ].
e expressions in (7.11) help us the find the lower bound on the integral as follows. Consider λ large enough
such that tλ > 2. en, [tλ − 1, tλ] ⊂ [1,Kλ] and hence, using (7.11) we get,∫ ∞
0
exp(−βtr + λt) dt ≥
∫ tλ
tλ−1
exp(hλ(t)) dt ≥ exp(hλ(tλ))
∫ tλ
tλ−1
exp(−ν1,λ
2
(t− tλ)2) dt
≥ exp
[
hλ(tλ)−
ν1,λ
2
]
.(7.12)
Now, by definition,Kλ = Θ(λ
1
r−1 ) and therefore, using (7.7) and (7.12) we conclude
(7.13) log
[ ∫ ∞
0
exp(−βtr + λt) dt
]
≥ hλ(tλ)−
ν1,λ
2
= Θ(λs).
On the other hand,∫ ∞
0
exp(−βtr + λt) dt =
∫ 1
0
exp(hλ(t)) dt+
∫ Kλ
1
exp(hλ(t)) dt+
∫ ∞
Kλ
exp(hλ(t)) dt.
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By (7.8) and (7.6) we can conclude,
∫ 1
0 exp(hλ(t)) dt ≤ eλ and
(7.14)
∫ ∞
Kλ
exp(hλ(t)) dt ≤
∫ ∞
Kλ
exp(−β
2
tr) dt ≤
∫ ∞
0
exp(−β
2
tr) dt = A6 <∞,
where A6 is a constant independent of λ. Also, using (7.11),∫ Kλ
1
exp(hλ(t)) dt ≤ exp(hλ(tλ))
∫ Kλ
1
exp(−ν2,λ
2
(t− tλ)2) dt
≤ exp(hλ(tλ))
∫ ∞
−∞
exp(−ν2,λ
2
(t− tλ)2) dt
= exp(hλ(tλ))
√
2π
1√
ν2,λ
= exp(Θ(λs)),(7.15)
using (7.10). Combining (7.14) and (7.15) we observe,
(7.16) log
[ ∫ ∞
0
exp(−βtr + λt) dt
]
≤ Θ(λs).
Equation (7.3), (7.4), (7.13), (7.16) and the fact that s > 1 yield that, for r > 1,
(7.17) logE(exp(λX)) = Θ(λs), as λ −→ ∞,
i.e., there exists constants 0 < C2 < C3 <∞ and a positive realM1 such that,
(7.18) C2λ
s ≤ logE(exp(λX)) ≤ C3λs, ∀ λ > M1.
Suppose, infλ∈[0,M1] logE(exp(λX) = η > −∞ (as logE(exp(λX)) is continuous and finite on [0,M1]). Fix
any x > E(X). By definition of Fenchel-Legendre Transform and using (7.18) we have,
I(x) := sup
λ∈R
(λx− logE(exp(λX)) = sup
λ>0
(λx− logE(exp(λX))
= max
{
sup
λ∈[0,M1]
(λx− logE(exp(λX))) , sup
λ>M1
(λx− logE(exp(λX)))
}
≤ max
{
sup
λ∈[0,M1]
(λx− η), sup
λ>M1
(λx− C2λs)
}
= max
{
xM1 − η, sup
λ>M1
(λx− C2λs)
}
.(7.19)
Since, s > 1, it can be easily checked that (computation is similar to the computation of hλ(tλ)) supλ>M1 [λx−
C2λ
s] = Θ(x
s
s−1 ), as x goes to infinity. Also notice that ss−1 = r > 1. erefore, using (7.19) we can conclude
that,
(7.20) I(x) ≤ max
{
xM1 − η, sup
λ>M1
[λx−C2λs]
}
= Θ(xr), as x −→∞.
On the other hand, using similar argument we get,
I(x) := sup
λ∈R
(λx− logE(exp(λX)) ≥ sup
λ>M1
(λx− logE(exp(λX))
≥ sup
λ>M1
[λx−C3λs] = Θ(xr).(7.21)
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Equation (7.20) and (7.21) , when combined, yield that,
(7.22) I(x) = Θ(xr), as x −→ ∞, when r > 1.
Now consider the case for r = 1. Using (7.3), we get,
(7.23) E(exp(λX)) ≥

λA3
γ2 − λ −A3(exp(λK)− 1) ≥
λA3
γ2 − λ −A7, ∀ 0 < λ < γ2,
∞, ∀ λ ≥ γ2.
for some constantA7 independent of λ. By continuity of the moment generating function at 0, get ǫ ∈ (0, γ2)
such that E(exp(λX)) ≥ 1
2
, for all 0 < λ < ǫ.erefore, we can write by (7.23) that
(7.24) E(exp(λX)) ≥

1
2
, ∀ 0 ≤ λ ≤ ǫ.
λA3
γ2 − λ −A7 ≥
ǫA3
γ2 − λ −A7 ∀ ǫ < λ < γ2,
∞, ∀ λ ≥ γ2.
So for all x ≥ E(X), we have by (7.24),
I(x) := sup
λ∈R
(λx− logE(exp(λX)) = sup
λ>0
(λx− logE(exp(λX))
= max
{
sup
λ∈[0,ǫ]
[λx− logE(exp(λX))], sup
ǫ<λ<γ2
[λx− logE(exp(λX))]
}
≤ max
{
sup
λ∈[0,ǫ]
[λx+ log 2], sup
ǫ<λ<γ2
[λx− log( ǫA3
γ2 − λ −A7)]
}
= max
{
xǫ+ log 2, sup
ǫ<λ<γ2
[λx− log( ǫA3
γ2 − λ −A7)]
}
.(7.25)
It can easily be checked that,
sup
ǫ<λ<γ2
[λx− log( ǫA3
γ2 − λ −A7)] = Θ(x), as x −→∞,
which gives us,
(7.26) I(x) ≤ max
{
xǫ+ log 2, sup
ǫ<λ<γ2
[λx− log( ǫA3
γ2 − λ −A7)]
}
= Θ(x), as x −→∞.
On the other hand, using (7.4), we get
(7.27) logE(exp(λX)) ≤ eλK + λA4
γ1 − λ, ∀ 0 < λ < γ1.
Hence, for all x > 0,
I(x) := sup
λ∈R
(λx− logE(exp(λX)) ≥ sup
0<λ<γ1
(λx− logE(exp(λX))
≥ sup
0<λ<γ1
[λx− log( λA4
γ1 − λ + e
λK)]
≥ sup
0<λ<γ1
[λx− log( γ1A4
γ1 − λ + e
γ1K)].(7.28)
Like the lower bound case, the last right hand term in (7.28) is Θ(x) as x becomes large, which yields that
I(x) ≥ Θ(x) as x becomes large. is completes the proof for r = 1 case.
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