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Vorwort des Herausgebers
Radarsensoren sind in den letzten Jahren zu einer festen Gro¨ße im Automo-
bilgescha¨ft geworden und werden erfreulicherweise zu einem sehr großen Teil
in Deutschland entwickelt und gefertigt. Unterschiedliche Scha¨tzungen rechnen
mit einem weltweiten Anteil an Fahrzeugen im Straßenverkehr mit mindestens
einem Radar zwischen 30% und 80% im Jahr 2030. Zwar sind die Radare im Kfz
heute alle noch Teil reiner Fahrerassistenzsysteme (d.h. die Verantwortung liegt
ausschließlich beim Fahrer), so wird doch jetzt schon ﬁeberhaft an zuku¨nftigen
Systemen fu¨r das autonome Fahren gearbeitet. Beim autonomen Fahren muss
das System die Verantwortung fu¨r jegliche Fahrmano¨ver u¨bernehmen, was eine
extreme Herausforderung an die Zuverla¨ssigkeit der Sensorik bedeutet. Auf-
grund der extremen Komplexita¨t der Kfz-Umgebung ist mehrfache Sensorredun-
danz unabdingbar. Alle Kfz-Firmen sind sich einig, dass mehrere Sensortechno-
logien (Radar, Kamera sowie evtl. Lidar und Ultraschall) gleichzeitig eingesetzt
werden mu¨ssen aber auch die Sensoren einer Technologie selbst redundant den
gleichen Umgebungsabschnitt beobachten mu¨ssen. Zur Erreichung der genann-
ten Ziele werden allerdings noch mehrere große Herausforderungen u¨berwunden
werden mu¨ssen.
Neben verbesserten Sensoren selbst wird zum einen eine virtuelle Testumgebung
fu¨r Fahrzeuge inkl. Sensorik beno¨tigt, um die Sensoren efﬁzient weiterentwi-
ckeln aber auch benchmarken bzw. qualiﬁzieren zu ko¨nnen. Zum anderen la¨sst
die zunehmende Verbreitung von Radarsensoren das Thema Interferenz relevant
werden. Genau an diesen Punkten setzt die Arbeit von Herrn Tom Schipper an.
In seiner Dissertation hat Herr Schipper wichtige wissenschaftliche Grundlagen
zur modellbasierten Analyse des Interferenzverhaltens zwischen Kfz-Radaren
erarbeitet. Wesentliche Zusammenha¨nge werden theoretisch aufgezeigt, mit
Messungen veriﬁziert und es wird ein Signalmodell zur detaillierten Vorher-
sage entwickelt. Herr Schipper realisiert eine neuartige virtuelle Testumgebung,
mit der Automobilradare vor der Hardwarerealisierung optimiert und auf Inter-
ferenztoleranz hin getestet werden ko¨nnen. Insbesondere Letzteres ist mit Mes-
sungen im heutigen Straßenverkehr aufgrund der noch eher geringen Verbreitung
von Radaren mit Messungen gar nicht mo¨glich. Herr Schipper hat hier, in Zu-
sammenarbeit mit dem Joint Research Center der Europa¨ischen Kommission in
Ispra, eigens RCS-Messdaten fu¨r verschiedene Fahrzeuge erhoben, um das ver-
wendete Wellenausbreitungsmodell realita¨tsnahkonﬁgurieren zu ko¨nnen. Basie-
rend auf dem neuartigen Simulationsmodell konnte der Effekt einer schrittwei-
sen Erho¨hung der Radarpenetrationsrate im Straßenverkehr auf das Sto¨rpotential
erstmalig umfassend untersucht werden.
Herr Schipper hat mit den von ihm vorgestellten Methoden wichtige Grundlagen
zum Testen von Automobilradaren gelegt und damit schon jetzt viel Aufmerk-
samkeit in der Fachwelt erregt. Ich wu¨nsche ihm alles Gute fu¨r die Zukunft und
hoffe, dass er seine exzellenten und vielseitigen Fa¨higkeiten auch weiterhin er-
folgreich einsetzen kann.
Prof. Dr.-Ing. Thomas Zwick
- Institutsleiter -
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Zur Erlangung des akademischen Grades eines
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Zusammenfassung
Die steigende Anzahl verbauter Kfz-Radarsensoren verlangt aktuell nach einer
eingehenden Untersuchung von deren gegenseitiger Interferenz. Die vorliegende
Arbeit liefert zu diesem Forschungsgebiet Beitra¨ge in Form von Modellen und
darauf aufbauenden Analysen. Die einzelnen Modelle werden weiter zu einer
virtuellen Testfahrt verknu¨pft, welche die Entwicklung und Evaluation von kom-
pletten Kfz-Radarsensoren unter Beru¨cksichtigung des Radar-Funkkanals er-
laubt. Im Rahmen dieser Arbeit wird die virtuelle Testfahrt im Kontext der Ra-
darinterferenz eingesetzt.
Fu¨r ein herko¨mmliches FMCW-Radar werden die empfangenen Sto¨rsignale fu¨r
CW-, FMCW- oder CS-Modulationen nach dem Mischvorgang im Zeit- und Fre-
quenzbereich modelliert. Auch wird der Einﬂuss von Anti-Aliasing-Filter und
Analog-Digital-Wandler auf Sto¨rsignale sowie gesto¨rte Nutzsignale diskutiert.
Faustformeln, abgeleitet aus den Erkenntnissen dieser Diskussion, erlauben die
Abscha¨tzung des Gesamtgewinns eines Radars gegenu¨ber Sto¨rungen. Auf Basis
dieses Gesamtgewinns werden systematisch potentiell problematische Konstel-
lationen von Radar, Ziel und Sto¨rer identiﬁziert.
Durch die Kombination aus Wellenausbreitungsmodell, Zielmodellierung, Ver-
kehrsﬂuss- und Umgebungsmodell sowie den Signalmodellen entsteht ein Mehr-
Nutzer Kfz-Radar Simulator. Letzterer wird eingesetzt, um die Einﬂu¨sse von
Umgebung, Radarpenetrationsrate sowie von Verkehrsﬂussparametern auf das
Sto¨rpotential, die insgesamt empfangene Sto¨rleistung, abzuscha¨tzen.
Weiter wird die Anwendung des Simulators fu¨r zwei typische Interferenz-Sze-
narien demonstriert, der Detektion eines Fußga¨ngers an einer Kreuzung, sowie
fu¨r die Einfahrt und Durchquerung eines Kreisverkehrs. Dabei kann die Re-
duktion der Empﬁndlichkeit eines Kfz-Radarsensors in einer virtuellen Test-
fahrt nachvollzogen werden, weswegen sich der Einsatz von Interferenz-Gegen-
maßnahmen empfehlen kann.
i
Zusammenfassung
Auf Basis der Erkenntnisse aus den vorherigen Kapiteln werden ausgesuchte
Interferenz-Gegenmaßnahmen auf deren Wirksamkeit hin eingescha¨tzt und, als
weitere Anwendungsdemonstration des Simulators, zum Teil parametrisiert.
Letztlich wird ein Vorschlag zu deren kombiniertem Einsatz gegeben.
ii
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Abku¨rzungen
AAF engl. Anti-Aliasing Filter
ACC engl. Adaptive Cruise Control
ADC engl. Analog-Digital-Converter (Analog-Digital-Wandler)
ADS Advanced Design System der Firma Keysight®
AEB engl. Autonomous Emergency Braking
BLR engl. Backward Looking Radar (ru¨ckwa¨rts schauendes Radar)
BLRR engl. Backward Looking Radar Right (ru¨ckwa¨rts schauendes
Radar, rechte Seite)
BLRL engl. Backward Looking Radar Left (ru¨ckwa¨rts schauendes
Radar, linke Seite)
CAS engl. Collision Avoidance System
CFAR engl. Constant False Alarm Rate
CPG engl. Coherent Power Gain
CS engl. Chirp Sequence (Radar)
CW engl. Continuous Wave (Radar) (Dauerstrich(radar))
DBF engl. Digital Beamforming
DC engl. Duty Cycle (Tastgrad)
DS engl. Desired Speed
dBsm engl. Decibel square meter
EIRP engl. Equivalent Isotropically Radiated Power (A¨quivalente
isotrope Strahlungsleistung)
ESP Elektronisches Stabilita¨tsprogramm
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ETSI engl. European Telecommunications Standards Institute
(http://www.etsi.org/)
Euro NCAP engl. European New Car Assessment Programme
FFT engl. Fast Fourier Transformation (Schnelle
Fouriertransformation)
FLR engl. Forward Looking Radar (vorwa¨rts schauendes Radar)
FMCW engl. Frequency Modulated Continuous Wave (Radar)
(Frequenzmoduliertes Dauerstrich(radar)
FSK engl. Frequency Shift Keying (Radar)
FT Fourier-Transformation oder Fourier-Transformierte
Fzp Fahrzeugprotokoll, VISSIM Version 5.40
GKS Globales Koordinatensystem
GO engl. Geometrical Optics
GPL GNU Public License
HF Hochfrequenz
HIL Hardware in the Loop
IFFT engl. Inverse Fast Fourier Transformation
IFOC engl. Interference Free Operation Constellations
ihert3d engl. ihe ray-tracing 3d, Software zur Simulation der
Wellenausbreitung in 3D des IHE
I/Q In-Phase und Quadratur
JRC engl. Joint Resarch Center of the European Commission,
Ispra, Italy
Kfz Kraftfahrzeug
LKS Lokales Koordinatensystem
Lkw Lastkraftwagen
LNA engl. Low Noise Ampliﬁer (Rauscharmer Versta¨rker)
LPD engl. Lanes Per Driving Direction
LO Lokaler Oszillator (engl. Local Oscillator)
LOS engl. Line-Of-Sight
MAD engl. Median Absolute Deviation
MATLAB engl. MATrix LABoratory®Software
der Firma The Mathworks, Inc.
Pkw Personenkraftwagen
PRF engl. Pulse Repetition Frequency (Pulswiederholfrequenz)
RCS engl. Radar Cross Section (Radarru¨ckstreuquerschnitt)
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RFK Radar-Funkkanal, Funkkanal zwischen einzelnen Sende- und
Empfangsantennen der Radare desselben Fahrzeugs
RPR Radarpenetrationsrate (engl. Radar Penetration Rate), Verha¨ltnis
von Anzahl Fahrzeuge mit Radar zu Anzahl aller Fahrzeuge
SFK Sto¨r-Funkkanal, Funkkanal zwischen Radaren
verschiedener Fahrzeuge
SIMO engl. Single Input Multiple Output
SIR engl. Signal-to-Interference Ratio (Signal-zu-Sto¨r-Verha¨ltnis)
SISO engl. Single Input Single Output
SNR engl. Signal-to-Noise Ratio (Signal-zu-Rausch-Verha¨ltnis)
SUMO engl. Simulation of Urban MObility, Deutsches Zentrum fu¨r
Luft- und Raumfahrt
TMC engl. Target Masking Constellations
TSMD engl. Target Self-Masking Distance
UTD engl. Uniform geometrical Theory of Diffraction
VISSIM Mikroskopische Verkehrsﬂusssimulation der Firma PTV AG
VCO engl. Voltage-Controlled Oscillator (Spannungsgesteuerter
Oszillator)
Lateinische Symbole
A Amplitude der U¨bertragungsfunktion H, oder allgemeine Amplitude
(ergibt sich aus direktem Kontext).
A0 Maximale Magnitude im Durchlassbereich
der Filteru¨bertragungsfunktion.
AI Amplitude der U¨bertragungsfunktion HI.
ATV Amplitude des Sendesignals des Radars.
ATI Amplitude des Sendesignals eines Sto¨rers.
BAAF Bandbreite des verwendeten AAF.
BI Insgesamt belegte Bandbreite des Sto¨rsignals.
BPuls Bandbreite eines Pulses.
BV Insgesamt belegte Bandbreite des Radarsignals.
BX U¨berlappung der Frequenzba¨nder von Nutz- und Sto¨rsignal.
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Abku¨rzungen, Symbole und Konstanten
CRϑ |Ψ Winkelabha¨ngige Richtcharakteristik einer Empfangsantenne
des Radars. Kann Polarisationsinformation tragen.
CRIϑ |Ψ Winkelabha¨ngige Richtcharakteristik einer Empfangsantenne
eines Sto¨rers. Kann Polarisationsinformation tragen.
CTϑ |Ψ Winkelabha¨ngige Richtcharakteristik einer Sendeantenne
des Radars. Kann Polarisationsinformation tragen.
CTIϑ |Ψ Winkelabha¨ngige Richtcharakteristik einer Sendeantenne
eines Sto¨rers. Kann Polarisationsinformation tragen.
D Maximaler Durchmesser einer Antennenapertur.
Dpol Entkopplung durch Polarisations-Diversita¨t.
eϑ ,eΨ ,er Basisvektoren im Kugelkoordinatensystem.
f Allgemein Frequenz.
f3dB Grenzfrequenz eines Filters hin zu dessen Sperrbereich(en).
FAAF Rauschzahl des AAF.
f⊥ Abstand von Bo¨gen im Frequenzbereich (1/τ⊥).
f0 Frequenz eines Tra¨gers.
fBV Beat-Frequenz des Radars fu¨r dessen Nutzignal.
fD Doppler-Frequenzverschiebung.
fDmax Maximale Doppler-Frequenzverschiebung.
fEI Endfrequenz der Frequenzrampe eines Sto¨rers.
fEV Endfrequenz der Frequenzrampe des Radars.
FLNA Rauschzahl des (rauscharmen) Empfangsversta¨rkers.
FM Rauschzahl des Mischers.
fmom Momentanfrequenz.
fmom,I Momentanfrequenz, hervorgerufen durch einen
koha¨renten Sto¨rer.
fmom,σ Momentanfrequenz, hervorgerufen durch das Echo eines Ziels
fu¨r FMCW-Radare.
fS Abtastrate oder Abtastfrequenz.
Δ fS Differenz der linear zeitabha¨ngigen Terme von LO- und
empfangenem Sto¨rsignal.
fscore Kombiniertes Bewertungsmaß fu¨r recall und precision.
fSI Startfrequenz der Frequenzrampe eines Sto¨rers.
fstep Weite eines Frequenzsprungs.
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Abku¨rzungen, Symbole und Konstanten
fSV Startfrequenz der Frequenzrampe des Radars.
fu¨ Frequenz, die den U¨bergangsbereich von Sperr- zu
Durchlassbereich eines Filters kennzeichnet.
fx Schnittpunkt von Sto¨r- und LO-Signal auf der Frequenzachse
in der Frequenz-Zeit-Darstellung.
GLNA Gewinn des (rauscharmen) Empfangsversta¨rkers.
GM Gewinn des Mischers.
GSIR Gewinn eines Radars gegenu¨ber inkoha¨renten Sto¨rquellen.
GT Sendeantennengewinn des Radars.
GTI Sendeantennengewinn eines Sto¨rers.
GW Gewinn eines FMCW-Radars gegenu¨ber Sto¨rungen aufgrund
der Fensterung vor einer FFT.
H U¨bertragungsfunktion im Allgemeinen oder fu¨r den Signalweg
eines Radars.
hWin Fensterfunktion.
hAAF Impulsantwort des AAF.
HAAF U¨bertragungsfunktion des AAF.
HI Allgemein U¨bertragungsfunktion fu¨r Sto¨rsignale.
H inkoh U¨bertragungsfaktor fu¨r inkoha¨rente Sto¨rung.
i Abku¨rzung fu¨r Einfallswinkel (engl. angle of incidence).
j Imagina¨re Einheit.
k0 Kreiswellenzahl 2π/λ0 im Vakuum.
NBit Anzahl Bits eines ADC.
NSP Anzahl von im Mittel sichtbaren Streupunkten.
NSto¨r,max Maximale Anzahl von sichtbaren Sto¨rungen im Zeitsignal
eines FMCW-Radars.
PD Grenze fu¨r die Detektierbarkeit eines nicht ﬂuktuierenden Ziels.
PEIRP Sendeleistung eines Radars in Hauptstrahlrichtung, bezogen
auf einen isotropen Kugelstrahler.
PIEIRP Sendeleistung eines Sto¨rers in Hauptstrahlrichtung, bezogen
auf einen isotropen Kugelstrahler.
Pint Wahrscheinlichkeit fu¨r das Auftreten einer Sto¨rung.
Pn Rauschleistung im Empfa¨nger nach der Prozessierung.
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PR Empfangsleistung eines Radars am Empfangsantennenport
fu¨r Nutzsignale.
PRI Empfangsleistung eines Radars am Empfangsantennenport
fu¨r Sto¨rsignale.
PR Inkoha¨rent aufaddierte Empfangsleistungen durch
Mehrwegepfade am Empfangsantennenport fu¨r Nutzsignale.
PRI Inkoha¨rent aufaddierte Empfangsleistungen durch
Mehrwegepfade am Empfangsantennenport fu¨r Sto¨rsignale.
PT Sendeleistung des Radars am Sendeantennenport.
PTI Sendeleistung des Sto¨rers am Sendeantennenport.
R Allgemein eine Distanz in m.
ΔR Entfernungsauﬂo¨sung in m.
Rσ Distanz zu einem Ziel in m.
RI Distanz zu einem Sto¨rer in m.
RUA Eindeutigkeitsbereich (engl. unambiguous range).
s Abku¨rzung fu¨r Ausfallswinkel (engl. scattering angle).
Si Teststatistik fu¨r den Hampel-Test.
SIR Signal-zu-Interferenzverha¨ltnis am Eingang
des Radarempfa¨ngers.
SIR0 Signal-zu-Interferenzverha¨ltnis im Radarempfa¨nger nach der
Signalprozessierung (SIR im Bildbereich).
t0 Kurzes Zeitintervall.
tdI Ideale Aufenthaltszeit einer Sto¨rung im Filter des Radars.
tdmod Zeitspanne, die fu¨r eine Modellierung im Zeitbereich mit
reduzierter Abtastrate vorgesehen ist.
tHampel Parameter fu¨r Entscheidung auf Basis des Hampel-Tests.
tr Anstiegszeit eines Filters, gemessen von 10% bis 90% an
dessen Sprungantwort.
ts Abstand zwischen Abtastpunkten im Zeitbereich.
ΔtSZ Abtastintervall eines zeitvarianten Szenarios.
tEI Endzeitpunkt einer Frequenzrampe eines Sto¨rers.
tEV Endzeitpunkt einer Frequenzrampe des Radars.
tSI Startzeitpunkt einer Frequenzrampe eines Sto¨rers.
tSV Startzeitpunkt einer Frequenzrampe des Radars.
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tx Schnittpunkt von Sto¨r- und LO-Signal auf der Zeitachse
der Frequenz-Zeit-Darstellung.
T Allgemein Rampendauer.
TPuls Dauer eines Pulses.
TPause Pause zwischen zwei aufeinanderfolgenden Pulsen.
TPeriode Dauer zwischen dem Beginn zweier Pulse.
tP,V Pausenspanne zwischen zwei Rampen eines FMCW-Radars.
tP,I Pausenspanne zwischen zwei Rampen eines FMCW-Sto¨rers.
T Allgemein Dauer einer Frequenzrampe
oder eines Zeitabschnitts.
TV Dauer des Sendesignals (i.d.R. einer Frequenzrampe)
des Radars. Entspricht i.d.R. der koha¨renten Prozessierungszeit.
TI Dauer des Sendesignals (i.d.R. einer Frequenzrampe)
eines Sto¨rers.
Temp Absolute Temperatur in Kelvin.
TXX Komplexe Kanal-U¨bertragungsmatrix exklusive der Antennen
fu¨r Nutzsignale. XX steht fu¨r die Polarisationskombinationen
ϑϑ , ϑΨ , Ψϑ , ΨΨ .
T simXX ( f , t) Komplexe Kanal-U¨bertragungsmatrix exklusive der Antennen
fu¨r Nutzsignale, wie sie vom Wellenausbreitungsprogramm
ihert3d geliefert wird.
T IXX Komplexe Kanal-U¨bertragungsmatrix exklusive der Antennen
fu¨r Sto¨rsignale. XX steht fu¨r die Polarisationskombinationen
ϑϑ , ϑΨ , Ψϑ , ΨΨ .
T simIXX ( f , t) Komplexe Kanal-U¨bertragungsmatrix exklusive der Antennen
fu¨r Sto¨rsignale, wie sie vom Wellenausbreitungsprogramm
ihert3d geliefert wird.
TRADAR U¨bertragungsfaktor fu¨r Radarkana¨le auf Basis von ihert3d
exklusive Antennen.
UR Komplexe Empfangsspannung am Antennenport des Radars
fu¨r das Nutzsignal.
URI Komplexe Empfangsspannung am Antennenport des Radars
fu¨r das Sto¨rsignal.
UT Komplexe Sendespannung am Antennenport des Radars.
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UTI Komplexe Sendespannung am Antennenport eines Sto¨rers.
VAAF Versta¨rkungsfaktor im Durchlassbereich des AAF.
VpMax Maximale Eingangsspannung des ADC (0 zu Spitze).
VC Da¨mpfung eines Ausbreitungspfads fu¨r ein Nutzsignal.
VCI Da¨mpfung eines Ausbreitungspfads fu¨r ein Sto¨rsignal.
VFE Gesamte Versta¨rkung aus Verbund von LNA und Mischer.
vr Relative Geschwindigkeit zu einem Ziel. Sie ist positiv, falls sich
ein Ziel dem Radar na¨hert.
xˆI Maximale Ho¨he einer Sto¨rung im Zeitbereich.
Der Index kann die Abku¨rzung einer Modulationsform tragen.
XI Fourier-Transformierte des digitalisierten Sto¨rsignals.
XˆI Maximum aus XI.
x2I,RMS Mittlere Sto¨rleistung im Zeitbereich.
xIFVI Nutz- und Sto¨rsignal am Ausgang des AAF im Zeitbereich.
XIFVI Nutz- und Sto¨rsignal am Ausgang des AAF im Frequenzbereich.
xIFI Sto¨rsignal am Ausgang des AAF im Zeitbereich.
XIFI Sto¨rsignal am Ausgang des AAF im Frequenzbereich.
xIFV Nutzsignal am Ausgang des AAF im Zeitbereich.
XIFV Nutzsignal am Ausgang des AAF im Frequenzbereich.
x˜TV Sendesignal direkt vor Aufteilung in Sende und Empfangszweig.
xLNAI Sto¨rsignal am HF-Eingang des Mischers.
xLNAV Nutzsignal am HF-Eingang des Mischers.
xLO In den Mischer-LO-Eingang eingespeistes Zeitsignal.
xMI Ideales Sto¨rsignal am Mischerausgang.
x`MI Unteres Mischprodukt fu¨r ein empfangenes Sto¨rsignal.
x`IQMI I/Q-Mischerausgangssignal (unteres Mischprodukt)
fu¨r das Sto¨rsignal.
X`MI Fourier-Transformierte von x`MI.
xMV Ideales Nutzsignal am Mischerausgang.
x`MV Unteres Mischprodukt fu¨r empfangenes Nutzsignal.
x´MV Oberes Mischprodukt fu¨r empfangenes Nutzsignal.
xn(t) Zeitsignal bestehend aus thermischem
und/oder Quantisierungsrauschen.
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Xn( f ) Spektrum von thermischem und/oder Quantisierungsrauschen.
x`IQMV I/Q-Mischerausgangssignal (unteres Mischprodukt)
fu¨r das Nutzsignal.
xRI Vom Radar empfangenes Sto¨rsignal, angegeben
am Empfangsantennenport.
xRV Vom Radar empfangenes Nutzsignal, angegeben
am Empfangsantennenport.
xTI Vom Sto¨rer in dessen Sendeantenne eingespeistes Zeitsignal.
xTV Vom Radar in dessen Sendeantenne eingespeistes Zeitsignal.
x◦TV Signal, dass als Mischer LO-Signal vorbereitet wird.
XV Fourier-Transformierte des digitalisierten Nutzsignals.
xwinI Digitalisiertes Sto¨rsignal nach Fensterung.
xwinV Digitalisiertes Nutzsignal nach Fensterung.
ZAR Port-Impedanz Empfangsantenne in Ohm.
ZAT Port-Impedanz Sendeantenne in Ohm.
Griechische Symbole
Λkoh Maß fu¨r den beno¨tigten Dynamikbereich bei Empfang
von koha¨renten Sto¨rungen.
Λinkoh Maß fu¨r den beno¨tigten Dynamikbereich bei Empfang
von inkoha¨renten Sto¨rungen.
εr Relative Permittivita¨t.
ζI Argument in unterem Mischprodukt des Sto¨rsignals
in Kurzschreibweise.
ζV Argument in unterem Mischprodukt des Nutzsignals
in Kurzschreibweise.
ϑ Elevationswinkel im Kugelkoordinatensystem und Kennzeichnung
fu¨r vertikale Polarisation (z.B. als Index von C, T oder σ ).
λ0 Wellenla¨nge (i.d.R. der Mittenfrequenz) in m.
μI Frequenzsteilheit des Sto¨rsignals in Hz/s.
μV Frequenzsteilheit des Nutzsignals in Hz/s.
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Δμ Differenz der Frequenzsteilheiten von Sto¨r-und LO-Signal in Hz/s.
Kann Index zur na¨heren Beschreibung tragen, i.d.R. die Bezeich-
nung zweier Signale, fu¨r welche die Steigungsdifferenz in Hz/s ge-
bildet wird (z.B. CSvsFMCW und CWvsFMCW)
ξ RCS in m·V/V.
σ , σ RCS in m2, ggf. komplex.
σeff Effektives, mittleres RCS je Streupunkt bei gleichma¨ßger Verteilung
des gesamten RCS auf NSP Streupunkte.
σXX RCS in m2 mit Polarisationsinformation.
τ Allgemeine Zeitverzo¨gerung in Sekunden, bzw. Zeitverzo¨gerung fu¨r
einen Ausbreitungspfad des Radars.
τimp Relevanteste La¨nge einer Impulsantwort (Zeit bis Impulsantwort auf
geringen Bruchteil der maximalen Amplitude gefallen ist).
τ⊥ Abstand von Sto¨rimpulsen im Zeitbereich.
τ⊥,Puls Abstand von Sto¨rimpulsen im Zeitbereich fu¨r Puls-Sto¨rer.
τc 1/
√
Δμ .
τI Zeitverzo¨gerung fu¨r einen Ausbreitungspfad von Sto¨rer zu Radar.
τimp Dauer der Filterimpulsantwort.
ϖ Rauhigkeit als Standardabweichung einer Oberﬂa¨che.
φ(t) Zeitabha¨ngiges Argument einer Sinus-, Kosinus-,
oder komplexen Exponentialfunktion.
ϕ Phase der U¨bertragungsfunktion H.
ϕBV Phasenterm des Nutzsignals im Mischerausgangssignal.
ϕC Phasenverschiebung eines Ausbreitungspfades
fu¨r ein Nutzsignal.
ϕI Phase der U¨bertragungsfunktion HI.
ϕSV Initiale Phase des Nutzsignals des Radars.
ϕSI Initiale Phase eines Sto¨rsignals.
ϕLO Initiale Phase des Mischer LO-Eingangssignals.
Δϕ Zeitunabha¨ngige Differenzphase von Sto¨r- und LO-Signal
nach Mischung.
Ψ Azimutwinkel in Kugelkoordinaten und Kennzeichnung fu¨r hori-
zontale Polarisation (z.B. als Index von C, T oder σ ).
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Ωi=s Identischer Ein- und Ausfallswinkel eines Ausbreitungspfads im
Kugelkoordinatensystem fu¨r einen Streupunkt bzw. ein Ziel mit ei-
nem RCS von σ .
ΩR Einfallswinkel eines Ausbreitungspfads
im Kugelkoordinatensystem fu¨r eine Antenne des Radars.
ΩRI Einfallswinkel eines Ausbreitungspfads
im Kugelkoordinatensystem fu¨r eine Antenne eines Sto¨rers.
ΩT Ausfallswinkel eines Ausbreitungspfads
im Kugelkoordinatensystem fu¨r eine Antenne des Radars.
ϒ Verha¨ltnis von
√
Δμ zur Grenzfrequenz des Tiefpassabschnitts
eines AAF.
ΩTI Ausfallswinkel eines Ausbreitungspfads
im Kugelkoordinatensystem fu¨r eine Antenne eines Sto¨rers.
Konstanten
c0 Lichtgeschwindigkeit, 299792458 m/s.
kB Boltzmann Konstante, 1,3806485279E-23 J/K.
π 3,14159265359.
Za¨hlvariablen
i,b,n,
m, p,k
Za¨hlen von Ausbreitungspfaden, Sto¨rquellen, Abtastpunkten im
Zeitbereich, Indizes im Frequenzbereich. Dient allgemein als ein
Faktor oder repra¨sentieren Exponenten.
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1 Einleitung
Kfz-Radare liefern Messdaten als Entscheidungsgrundlage fu¨r Fahrerassistenz-
systeme, welche aktiv in die Fahrdynamik eingreifen. Beispiele solcher, die Si-
cherheit eines Fahrzeugs beeinﬂussender Systeme sind die adaptive Geschwin-
digkeitsregelung ACC1 [Bel82], sowie Kollisionsschutzsysteme CAS2 [Win12].
Diese Systeme proﬁtieren von der Robustheit des Radars gegenu¨ber Witterungs-
bedingungen, wie Regen, Nebel [HHR95], oder der Sonneneinstrahlung. Weiter
kann ein Radar den Doppler-Effekt nutzen, um die relative Geschwindigkeit von
Objekten zu messen, was es von derzeit eingesetzten Infrarot-Lasern und Kame-
ras abhebt. Auch die Stu¨ckpreise fu¨r Radare fallen, denn die Entwicklung geht
konsequent in Richtung hochintegrierter Systemkonzepte [HTS+12, BWMS13,
KICR13, BL15]. Radar ist somit eine Schlu¨sselkomponente fu¨r die Realisierung
eines massenmarkttauglichen autonomen Fahrens.
Im Gegensatz zur Kamera sind Infrarot-Laser und Radar bei Nacht und Tag
auf das aktive Aussenden eigener Signale angewiesen. Steigt die Anzahl dieser
aktiven Sensoren auf der Straße, so kommt es zur Mehrfachbelegung des Spek-
trums, was zu unerwu¨nschten Interferenzeffekten fu¨hren kann. Als direkte Fol-
ge davon kann die Empﬁndlichkeit von Empfa¨ngern leiden [OR05, Bro07]. Das
ist einer der Gru¨nde, weswegen das Spektrum von Beho¨rden reguliert wird. In
Deutschland u¨bernimmt diese Regulierung die Bundesnetzagentur, auch auf Be-
schlu¨sse der ETSI3 hin [Bunb, Buna, Bunc]. Regulatorische Details und Mess-
vorschriften zur Pru¨fung von Radaren auf Konformita¨t sind in Dokumenten der
ETSI beschrieben, fu¨r die 24GHz Ba¨nder [ETS12a, ETS12b, ETS13a, ETS13b],
fu¨r das 77GHz Band [ETS14a, ETS14b] sowie fu¨r das 79GHz Band [ETS09a,
ETS09b]. Frequenzba¨nder werden u¨blicherweise in Zusammenarbeit von Indus-
trie und Beho¨rden entwickelt und festgelegt, was am Beispiel des 79GHz Pro-
1 engl. Adaptive Cruise Control
2 engl. Collision Avoidance System
3 engl. European Telecommunications Standards Institute (http://www.etsi.org/)
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jekts der Europa¨ischen Kommission verfolgt werden kann [GK13]. Die wich-
tigsten Eckdaten der Frequenzregulierung in Deutschland sind in Tabelle 1.1
zusammengestellt.
Tabelle 1.1: U¨bersicht zur Frequenzregulierung fu¨r Kfz-Radare in Deutschland. Fu¨r das schmalban-
dige 24GHz Band gilt erga¨nzend, dass dieselbe Frequenz maximal zu 10% der Sendedauer aktiv
sein darf, falls die Spitzenleistung gro¨ßer als -10 dBm EIRP ist.
Regulierung
Frequenzbereich 
in GHz
Maximale mittlere 
Leistungsdichte in
dBm/MHz (EIRP)
Maximale 
Spitzenleistung in
dBm (EIRP)
79 GHz 77-81 -3 55
77 GHz 76-77 55
24 GHz 24,05-24,25 20
Einbau-
datum
Frequenzbereich 
in GHz
Maximale mittlere 
Leistungsdichte in 
dBm/MHz (EIRP)
Maximale 
Spitzenleistung in 
dBm/50 MHz
Einbau bis
30.06.2013
21,65 - 22,00
22,00 - 26,65
-61,3
-41,3
0
0
Einbau ab 
01.07.2013 24,25 - 26,65 -41,3 0
Regulierung für schmalbandige Signale
Regulierung für UWB-Signale
Die mit diesen Frequenzba¨ndern realisierten Funktionen sind in Abb. 1.1 il-
lustriert. Das 77GHz Band ist fu¨r Radare mit hoher Reichweite pra¨destiniert.
Aufgrund der sta¨rker limitierten Sendeleistung in den 24 und 79GHz Ba¨ndern
sind diese fu¨r Radare mit kurzer bis mittlerer Reichweite geeignet. Auf Basis
der aktuellen Regulierung ko¨nnten in Deutschland bis zu 100% der Fahrzeuge
mit 77 und 79GHz Radaren ausgestattet werden. Diese Ausstattungsrate von
100% ist absehbar, was ein Gescha¨ftsbericht der Inﬁneon Technologies AG, als
Stellvertreter systemrelevanter Chiphersteller, deutlich macht [Inf14]. Dort wird
auf Basis von Erfahrungswerten aus erster Hand von einem ja¨hrlichen Zuwachs
an Radarsensoren zur Abstandswarnung von 40% ausgegangen. Auch Markt-
studien weisen auf einen konsequenten Anstieg der Radarausstattungsrate hin
[KMFA10, Gra15, Ind15].
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Abb. 1.1: Auf Radar basierende Fahrerassistenzfunktionen. Die Automobilhersteller benennen ihre
Fahrerassistenzfunktion individuell, auf die Einfu¨hrung von Abku¨rzungen wird an dieser Stelle
deshalb verzichtet.
Interferenz zwischen Radarsensoren wird somit ku¨nftig die Regel sein, und je-
der Hersteller wird eine zu deﬁnierende Sto¨rtoleranz seiner Sensoren belegen
mu¨ssen, sei es gegenu¨ber einer Zulassungsstelle oder gegenu¨ber dem Automo-
bilhersteller.
Um eine hohe Sto¨rtoleranz zu erreichen, werden Interferenz-Gegenmaßnahmen
unverzichtbarer Bestandteil jedes Radarsystems sein, deren Entwicklung durch
geeignete Softwarewerkzeuge unterstu¨tzt werden muss. Es gibt derzeit verschie-
dene Firmen, welche die virtuelle Erprobung von Fahrerassistenzsystemen unter
Einbezug notwendiger Peripherie und der Emulation einer Fahrzeugumgebung
durch sogenannte HIL4-Tests erlauben (z.B. [IPG14, dSP]). Damit ko¨nnen be-
reits Fahrmano¨ver zum Test von Systemen wie dem ESP5 oder dem ACC durch-
gefu¨hrt werden.
Wa¨hrend fu¨r das ESP interne Informationen wie Lenkwinkel, Querbeschleuni-
gung und Gierrate ausreichen, um die Funktionalita¨t zu gewa¨hrleisten, ist das
ACC, wie sa¨mtliche andere auf Radarsystemen basierende Fahrerassistenzfunk-
tionen, auf Informationen u¨ber das Umfeld angewiesen. Diese Informationen
ko¨nnen in Form von zuvor aufgezeichneten Sensordaten situationsabha¨ngig ein-
4 Hardware in the Loop
5 Elektronisches Stabilita¨tsprogramm
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gespielt werden, was eine Erprobung der Systeme in Echtzeit erlaubt. Alternativ
kann der Radar-Funkkanal modelliert werden [Bud11], um diesen im Rahmen
von Systemsimulationen zur Untersuchung spezieller Aspekte eines einzelnen
Radarsystems zu verwenden [DWK+10]. Letztere Simulation wurde zur Un-
tersuchung von nichtlinearen Bauelementen sowie Antennen in Kfz6-Radaren
verwendet [DKWF11, DNK+12]. Zwar ist die zuletzt genannte Lo¨sung noch
nicht echtzeitfa¨hig, jedoch wird die Entwicklung entsprechender Simulatoren
von Wirtschaft und Forschung forciert.
Diese Idee ist nicht ga¨nzlich neu. Es ist zudem davon auszugehen, dass praktisch
alle Radar-Zulieferer a¨hnliche Simulationssoftware bereits entwickelt haben und
sta¨ndig verbessern.
Jedoch ist letztere darauf zugeschnitten, ein einzelnes mit Radar ausgestattetes
Fahrzeug zu beru¨cksichtigen. Ein a¨hnliches Werkzeug fu¨r die virtuelle Erpro-
bung von Radarsystemen in einer Mehr-Nutzer Umgebung zur Beantwortung
von Fragestellungen bezu¨glich Radar-Interferenz existiert jedoch bislang nicht.
1.1 Ziele der Arbeit
Ziel dieser Arbeit ist es, das Sto¨rpotential in typischen Verkehrsszenarien, wie
Autobahnfahrten oder innersta¨dtischen Fahrten, abscha¨tzbar zu machen. Damit
sollen speziell auch Szenarien virtuell untersuchbar sein, die derzeit wegen einer
noch zu niedrigen RPR7 schlicht nicht existent sind. Dies sind beispielsweise
Fahrten auf Straßen, bei denen im schlimmsten Fall alle Fahrzeuge mit Radar
ausgestattet sind.
Weiter gilt es, Kfz-Radarsysteme teil- und vollautomatisiert auf deren Sto¨rfestig-
keit hin testbar zu machen. Daru¨ber hinaus sollen Lo¨sungen aufgezeigt und be-
wertet werden, wie Interferenzeffekte zwischen Kfz-Radaren reduziert werden
ko¨nnen.
6 Kraftfahrzeug
7 Radarpenetrationsrate (engl. Radar Penetration Rate), Verha¨ltnis von Anzahl Fahrzeuge mit Radar
zu Anzahl aller Fahrzeuge
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Um das Sto¨rpotential von Verkehrsszenarien abscha¨tzbar und die Sto¨rresistenz
eines kompletten Radarsensors im virtuellen Betrieb testbar zu machen, bietet
sich die Konzeption eines neuartigen Mehr-Nutzer Kfz-Radarsimulators an. Der
grundlegende Ansatz ist in Abb. 1.2 skizziert. Auch ist dort die Zugeho¨rigkeit
einzelner Bestandteile des Simulators zu den Kapiteln kenntlich gemacht.
6LPXODWLRQGHV5DGDU)XQNNDQDOV
9HUKDOWHQVPRGHOOLHUXQJGHU5DGDU5RKGDWHQXQWHU
%HUFNVLFKWLJXQJYRQ,QWHUIHUHQ]HIIHNWHQ
0RGHOOLHUXQJYRQ=LHOHQXQG8PJHEXQJ
3ODW]LHUHQYRQ5DGDU$QWHQQHQ
6LPXODWLRQ
GHV9HUNHKUVIOXVVHV
,QIRUPDWLRQEHU5DGDU
+DUGZDUHXQG0RGXODWLRQVIRUP
$'&
(YDOXLHUXQJGHU6W|UUHVLVWHQ]XQG
9RUVFKODJYRQ,QWHUIHUHQ]*HJHQPDQDKPHQ
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.DSLWHO
Abb. 1.2: Skizzierung des grundlegenden Konzepts des Mehr-Nutzer Radarsimulators.
Kenntlich gemacht ist auch die Aufteilung auf die einzelnen Kapitel der Arbeit.
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Inhaltlich gliedert sich die vorliegende Arbeit folgendermaßen. Kapitel 2 nimmt
sich der Untersuchung von Interferenzeffekten zwischen linear frequenzmodu-
lierten Signalen an. Wa¨hrend sich der Radar-Interferenz auf Signalebene bereits
in [GBM10, Gop11, FGBD11, FBBM13], und vom Autor selbst in [SHM+14]
angenommen wurde, wird in dieser Arbeit systematisch auf den Einﬂuss der
Signalparameter, sowie auf den Einﬂuss der grundlegenden analogen und digi-
talen Radarbasisbandsignalverarbeitung eingegangen. Ein Ergebnis davon ist die
ressourcenschonende Modellierung von Nutz- und Sto¨rsignalen in einem klas-
sischen FMCW-Radar. In Kapitel 3 wird der Mehr-Nutzer Kfz-Radarsimulator
konzipiert, wobei das entwickelte Signalmodell, ein deterministisches Verkehrs-
ﬂussmodell sowie ein Funkkanalsimulator miteinander verkoppelt werden. Wei-
ter werden RCS-Messdaten in das Simulationsmodell integriert. Dies sind deut-
liche Vorteile im Vergleich zur Modellierung in [His95], wo der Verkehrs-
ﬂuss rein statistisch modelliert, und auf eine deterministische Simulation des
Funkkanals verzichtet wurde. Im Vergleich zu neuesten statistischen Modellen
([BTJ13]) bietet der hier vorgestellte Simulator die Mo¨glichkeit einer determi-
nistischen Systemsimulation. In Kapitel 4 wird der entwickelte Simulator ver-
wendet, um die von einem Radar empfangene Sto¨rleistung in Abha¨ngigkeit von
messbaren Parametern wie Fahrzeug-Zuﬂussrate, Spuranzahl sowie Geschwin-
digkeit abzuscha¨tzen. Die empfangene Sto¨rleistung wird dabei als ein Maß fu¨r
das Sto¨rpotential angesehen. Auch wird der Einﬂuss von Tunnels und Kreuzun-
gen auf das Sto¨rpotential abgescha¨tzt. In Kapitel 5 wird der entwickelte Simu-
lator eingesetzt, um die Auswirkung von Radar-Interferenz auf die Detektion
von Zielen in ausgesuchten Verkehrssituationen zu untersuchen. Die Simulation
erlaubt dabei auch die Analyse der Sto¨rresistenz eines kompletten Radarsys-
tems. Durch den Vergleich von Simulation mit und ohne Sto¨rsignalen ist es
mo¨glich, Methoden zur Detektion und Unterdru¨ckung von Interferenzeffekten
zu entwickeln und zu parametrisieren. Es werden verschiedene Methoden auf
deren Eignung hin untersucht und deren gemeinsamer, abgestimmter Einsatz
vorgeschlagen.
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In diesem Kapitel werden die wichtigsten Effekte diskutiert, welche durch den
unerwu¨nschten Empfang fremder Radarsignale in einem FMCW1-Radar hervor-
gerufen werden. Als Grundlage dieser Diskussion dient das Modell eines einka-
naligen FMCW-Radars, wie es in Abb. 2.1 skizziert ist. Die Untersuchungen in
dieser Arbeit konzentrieren sich auf FMCW-Radare, da im Kfz fast ausschließ-
lich dieses Modulationsverfahren zum Einsatz kommt.
Bevor mit der Diskussion in Unterkapiteln im Detail begonnen wird, soll mit
Hilfe der Skizze zuna¨chst ein grundlegendes Versta¨ndnis der Problematik er-
reicht werden. Dazu wird die Funktionsweise des FMCW-Radars grob rekapi-
tuliert, um im Anschluss die wichtigsten Sto¨reffekte entlang der Empfangskette
zu umreißen. Weiter werden die fu¨r diese Arbeit wichtigsten Typen von Radar-
Sto¨rsignalen vorgestellt und es werden Begrifﬂichkeiten eingefu¨hrt.
Abb. 2.1 entha¨lt die fu¨r die Darstellungen in diesem Kapitel relevanten Kernele-
mente eines einkanaligen FMCW-Radars. In frequenzmodulierten Radaren wird
in aller Regel ein VCO2, entsprechend der gewu¨nschten Signalform, durch ei-
nen Digital-Analog-Wandler, oder unter Einsatz einer Phasenregelschleife, mo-
duliert. Im Idealfall la¨sst sich so ein exakt deﬁniertes Chirp-Signal erstellen, das
sich, im Falle eines klassischen FMCW-Radars, durch einen linearen Verlauf
der Frequenz u¨ber der Zeit auszeichnet. Dieses Signal wird u¨ber einen Kopp-
ler zur Sendeantenne gefu¨hrt, von der es in den Funkkanal abgestrahlt und von
der Empfangsantenne des Radars anschließend aufgenommen wird. Das Emp-
fangssignal wird mittels LNA3 (optional mit variabler Versta¨rkung) mo¨glichst
1 engl. Frequency Modulated Continuous Wave (Radar) (Frequenzmoduliertes Dauerstrich(radar)
2 engl. Voltage-Controlled Oscillator (Spannungsgesteuerter Oszillator)
3 engl. Low Noise Ampliﬁer (Rauscharmer Versta¨rker)
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rauscharm vorversta¨rkt und mit dem urspru¨nglichen, ausgekoppelten Sendesi-
gnal gemischt.
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Abb. 2.1: Modell eines gesto¨rten, einkanaligen FMCW-Radars.
Dabei ergibt sich ein Ausgangssignal nach dem Mischer, das die Informatio-
nen u¨ber Zeitverzo¨gerungen und Doppler-Verschiebungen im Kanal als nieder-
frequente Differenzfrequenzen entha¨lt. Das darauf folgende AAF4 u¨bernimmt
zwei Aufgaben als Vorbereitung zur Analog-Digital-Wandlung. Zum Einen ent-
fernt es durch seinen Tiefpass-Charakter die ho¨herfrequenten Mischprodukte bei
etwa der doppelten Tra¨gerfrequenz (oft sind diese jedoch bereits durch die be-
schra¨nkte Bandbreite der HF5-Komponenten stark geda¨mpft). Andererseits ist
es meist als Bandpass ausgelegt, um durch zusa¨tzliche Hochpass-Eigenschaften
den Dynamikbereich des folgenden ADC6 besser auszunutzen zu ko¨nnen. Das
wird realisiert, indem der Hochpass gerade die Entfernungsabha¨ngigkeit der
Radargleichung ausgleicht. So erscheint ein Ziel mit konstantem RCS7 u¨ber
den gesamten relevanten Entfernungsbereich mit derselben Amplitude im Signal
(Relativgeschwindigkeit 0 vorausgesetzt). Ist das Signal digitalisiert, so wird es
4 engl. Anti-Aliasing Filter
5 Hochfrequenz
6 engl. Analog-Digital-Converter (Analog-Digital-Wandler)
7 engl. Radar Cross Section (Radarru¨ckstreuquerschnitt)
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einer Vorverarbeitung unterzogen und anschliessend mittels FFT8 in den Fre-
quenzbereich u¨berfu¨hrt. In der Regel besteht die Vorverarbeitung im Verwer-
fen der Abtastwerte, in denen noch Einschwingvorga¨nge des AAF zu erkennen
sind, sowie in einer Fensterung des Signals, um eine Kontrolle u¨ber Auﬂo¨sung
und Dynamikbereich im Spektrum zu erreichen. Im Frequenzbereich ko¨nnen
nun Ziele erkannt werden, wobei hier CFAR9-Schwellen bzw. adaptive Ent-
scheidungsschwellen zur Unterscheidung zwischen Rauschen/Clutter/Sto¨rung
und mo¨glichen Zielen verwendet werden. Diese Ziele werden an einen Tracker
u¨bergeben, der das System robust gegenu¨ber Messrauschen machen soll.
Empfangene Sto¨rsignale, als Bestandteil des Empfangssignals, durchlaufen die
Signalverarbeitungskette aus Abb. 2.1 ebenso wie das Nutzsignal. Allerdings er-
fahren Sto¨rsignale in einem Kanal, frei von Mehrwegeausbreitung, eine dem
u¨blichen Pfadverlust entsprechende Da¨mpfung ∝ R2. Fu¨r Nutzsignale muss hin-
gegen mit einer Da¨mpfung ∝ R4 gerechnet werden, was auf der Annahme einer
sich ausbreitenden Kugelwelle nach der Streuung an einem Ziel basiert. Die
Leistung von Sto¨rsignalen kann am Eingang des HF-Frontends somit deutlich
ho¨her ausfallen, als dies fu¨r Nutzsignale der Fall ist. Damit stellt sich die Frage,
ob das HF-Frontend, bestehend aus (mo¨glicherweise variablem) LNA und Mi-
scher, durch die anliegende Eingangsleistung in die Kompression oder Sa¨ttigung
getrieben werden kann. Dies wu¨rde zur Erzeugung zusa¨tzlicher Frequenzanteile
im Signal und Informationsverlust fu¨hren.
Nach dem LNA folgt der Mischvorgang. Durch die Mischung werden Differenz-
frequenzen aus LO- und Empfangssignal erzeugt. Letzteres ist die Summe aus
Nutz- und Sto¨rsignal. Verfu¨gt ein Sto¨rsignal u¨ber andere Chirp-Parameter als
das Nutzsignal des Radars, so ergibt sich nach der Mischung wiederum ein neu-
er Chirp. Die Parameter dieses neuen Chirps ergeben sich aus der Differenz der
urspru¨nglichen Chirp-Parameter von Nutz- und Sto¨rsignal. In Abb. 2.2 ist dieses
Prinzip fu¨r eine CW10-Sto¨rungen skizziert.
Sind die Chirp-Parameter von Nutz- und Sto¨rsignal ausreichend verschieden, so
zwingt das AAF der Sto¨rung weiterhin ein Puls-Pause Verha¨ltnis auf, was zu
deren zeitlicher Einschra¨nkung fu¨hrt. Dieser Effekt ist ebenfalls in Abb. 2.2 er-
kennbar. Die Impulsantwort des AAF beeinﬂusst dabei maßgeblich die Form der
8 engl. Fast Fourier Transformation (Schnelle Fouriertransformation)
9 engl. Constant False Alarm Rate
10 engl. Continuous Wave (Radar) (Dauerstrich(radar))
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Sto¨rung im Zeitbereich. Falls kein (idealer) I/Q11-Empfa¨nger verwendet wird,
ist die das Spektrum der Sto¨rung außerdem stark von der relativen Phasenlage
aus Nutz- und Sto¨rsignal abha¨ngig. Diese beeinﬂusst die Ho¨he und Form des
Sto¨rimpulses.
Frequenz
Zeitursprüngliches Sende-
oder auch LO-Signal
Nutzsignal
Störsignal
Frequenz
Zeit
Grenzen des Anti-
Aliasing Filters
Vor Mischung
Nach Mischung
Abb. 2.2: Die obere Graﬁk zeigt die Lage der Signale vor der Mischung, die untere Graﬁk zeigt
die Lage der Signale nach der Mischung. Die oberen Mischprodukte sind hier nicht eingezeichnet
und spielen spa¨testens nach der Filterung durch das AAF keine Rolle mehr. Zu erkennen ist, dass
das AAF die Sichtbarkeit von Sto¨rungen zeitlich einschra¨nken kann, falls diese Sto¨rungen eine vom
Nutzsignal ausreichend verschiedene Rampensteilheit (in Hz/s) haben. Nutzsignale hingegen sind
hoch-koha¨rent zu dem fu¨r die Mischung genutzten LO-Signal und werden hauptsa¨chlich auf eine
einzelne Frequenz abgebildet.
Nach der analogen Filterung ist das Signal bereit fu¨r die Abtastung durch den
A/D-Wandler. Wie bei einem HF-Frontend ko¨nnen auch bei ADCs Sa¨ttigungs-
effekte auftreten, was als Clipping bezeichnet wird. Im Falle zeitlich stark be-
grenzter Sto¨rungen kann Clipping vorteilhaft sein, vorausgesetzt die Amplitude
der Sto¨rung ist deutlich ho¨her als die des Nutzsignals. Die Sto¨rleistung wird
nach oben hin beschra¨nkt und durch das Clipping weiß bis farbig im Spektrum
verteilt, wa¨hrend fu¨r das sonstige Nutzsignal die Vollaussteuerung des ADC an-
gestrebt werden kann. Dagegen schra¨nken zeitlich simultan und verteilt auftre-
tende Sto¨rungen die Flexibilita¨t bei der Versta¨rkungsanpassung deutlicher ein.
11 In-Phase und Quadratur
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Die Fensterung vor der FFT bewirkt eine zeitabha¨ngige Da¨mpfung des Emp-
fangssignals, wobei die Leistung zeitlich stark beschra¨nkter Sto¨rungen direkt
mit der entsprechenden Momentanleistung des Fensters skaliert. Alle bisher
genannten Effekte haben Einﬂuss auf das sich zeitlich schnell a¨ndernde, de-
terministische, farbige Sto¨rspektrum, auf dessen Basis Ziele detektiert wer-
den mu¨ssen. Es folgen vier Beispiele von typischen Sto¨rungen (CW-Sto¨rung,
FSK12-Sto¨rung, FMCW-Sto¨rung und CS13-Sto¨rung) in Zeit und Frequenzbe-
reich fu¨r ein FMCW-Radar zwecks erster Veranschaulichung (siehe Abb. 2.4
bis Abb. 2.7). Sie wurden mit einem Sto¨rgenerator aus dem MOSARIM-Projekt
erzeugt [MK12, TFW+12]. Die Sto¨reffekte werden mit dem in dieser Arbeit ge-
nutzten FMCW-Experimentalradar gemessen (siehe Abschnitt A.4). In den Gra-
ﬁken sind jeweils alle 8 Empfangskana¨le in verschiedenen Farben gezeichnet.
Die Signalparameter des gesto¨rten FMCW-Radars und der Sto¨rsignale sind in
Tabelle 2.1 zusammengefasst. Die idealisierten Spektrogramme sind in Abb. 2.3
gezeigt, wobei das LO-Signal des FMCW-Radars gru¨n, und die der Sto¨rer rot
gezeichnet sind. Ebenfalls ist der Messaufbau skizziert. Die Sendeleistung des
Sto¨rers ist etwa 17 dBm EIRP14 (Abschnitt A.2). Fu¨r eine na¨here Beschreibung
der Auswerteverfahren von CW-, FSK-, FMCW- und CS-Signalformen sei auf
[Win12], [GDMP12], [RSH10], [RMHS12] verwiesen.
Tabelle 2.1: Signalparameter fu¨r Radarsignal und Sto¨rquellen.
Typ Startfrequenz
( fSI)
Stopfrequenz
( fEI)
Dauer von Frequenzrampe
oder Frequenzschritt
FMCW-Radar,
Wird gesto¨rt.
23,99GHz 24,26GHz 2,5ms
sta¨ndig wiederholt.
CW-Sto¨rer 24,11GHz 24,11GHz sendet dauerhaft.
FSK-Sto¨rer 24,11GHz 24,114GHz 4 CW Schritte je 15 μs,
sta¨ndig wiederholt.
FMCW-Sto¨rer
mit kurzer Dauer
24,055GHz
24,245GHz
24,245GHz
24,055GHz
250 μs und
250 μs, sta¨ndig wiederholt.
CS-Sto¨rer 24,055GHz 24,245GHz 40 μs, sta¨ndig wiederholt.
12 engl. Frequency Shift Keying (Radar)
13 engl. Chirp Sequence (Radar)
14 engl. Equivalent Isotropically Radiated Power (A¨quivalente isotrope Strahlungsleistung)
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Abb. 2.3: Spektrogramme von Sto¨rungen. Die Messungen wurden in einer Absorberkammer fu¨r
eine Distanz von ca. 6m von Radar zu Sto¨rer durchgefu¨hrt. Gru¨n beschreibt das Nutzsignal
(FMCW), Rot beschreibt die Sto¨rsignale.
Wa¨hrend bei der CW-Sto¨rung ein einzelner Sto¨rimpuls im Zeitbereich zu erken-
nen ist, treten fu¨r die FSK-Sto¨rung mehrere Sto¨rimpulse in sehr kurzem zeitli-
chen Abstand auf. Entsprechend sind auch die Spektren unterschiedlich.
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Abb. 2.4: Beispiel einer gemessenen CW-Sto¨rung. In Abb. 2.4 bis Abb. 2.7 werden die acht Emp-
fangskana¨le des Experimentalradars in acht verschiedenen Farben dargestellt.
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Abb. 2.5: Beispiel einer gemessenen FSK-Sto¨rung.
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Abb. 2.6: Beispiel einer gemessenen FMCW-Sto¨rung.
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Abb. 2.7: Beispiel einer gemessenen CS-Sto¨rung.
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Wa¨hrend das Spektrum fu¨r die empfangene CW-Sto¨rung sehr gleichma¨ßig ist
(und wie spa¨ter gezeigt wird, der Fourier-Transformierten der Impulsantwort des
Empfangsﬁlters bzw. des AAF entspricht), kann es fu¨r eine FSK-Sto¨rung aus-
gepra¨gte Bo¨gen aufweisen. Die FMCW-Sto¨rung in Abb. 2.6 fu¨hrt zu mehreren
Sto¨rimpulsen entlang eines la¨ngeren Zeitbereichs. Im Vergleich zur CW-Sto¨rung
fa¨llt auf, dass die maximalen Amplituden im Zeitbereich geringer ausfallen.
Ebenso wechseln sich starke und schwa¨chere Sto¨rimpulse in etwa ab. Dieses
Pha¨nomen ist abha¨ngig von den Rampenparametern (die FMCW-Sto¨rung be-
steht aus steigenden und fallenden Rampen) und wird im Laufe dieses Kapitels
erkla¨rt. Die CS-Sto¨rung in Abb. 2.7 ist eine Form der FMCW-Sto¨rung, die sich
sehr schnell wiederholt. Die Amplitude ist im Vergleich zur FMCW-Sto¨rung
noch weiter abgefallen, die Anzahl der Sto¨rimpulse steigt gleichzeitig an.
Die gezeigten Messungen verdeutlichen, dass es sich bei Sto¨rungen keineswegs
um Rauschen handelt. Sto¨rungen fu¨hren zu deterministischen Empfangssigna-
len im Radar. Die Gestalt des empfangenen Sto¨rsignals nach der Mischung im
Radar bleibt großteils deterministisch bestimmbar.
Es folgt nun die Diskussion der wichtigsten Sto¨reffekte entlang der in Abb. 2.1
skizzierten Empfangskette, wonach alle Sto¨reffekte aus Abb. 2.4 bis Abb. 2.7
erkla¨rbar sind. Begonnen wird in Abschnitt 2.1 mit der Deﬁnition eines System-
modells.
2.1 Deﬁnition des Systemmodells
Abb. 2.8 zeigt das verwendete Systemmodell eines gesto¨rten FMCW-Radars. Es
stellt eine detailliertere Variante von Abb. 2.1 dar, mit einer Reihe von Sys-
temparametern und Funktionen als Zwischengro¨ßen. Es ist eine Anzahl von
1..m..M Sto¨rern erlaubt, mit jeweils B(m) Ausbreitungspfaden. Als Radar wird
eine quasi-monostatische SISO15 Variante (eine Sende- und Empfangsantenne)
angenommen, die fu¨r spa¨tere Systemsimulationen einfach auf eine SIMO16-
Variante (eine Sende- und mehrere Empfangsantennen) erweitert werden kann.
Das verwendete Koordinatensystem ist in Abb. A.1 gegeben.
15 engl. Single Input Single Output
16 engl. Single Input Multiple Output
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Abb. 2.8: Grundlegendes Systemmodell fu¨r Diskussion der Interferenzeffekte.
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2.1.1 Sendeseite
Der Sto¨rer m wird durch dessen Sendeleistung PTI,m, dessen komplexe Richtcha-
rakteristikCTI,m(ΩTI) und Antennengewinn GTI,m deﬁniert. Weiter wird der zeit-
liche Verlauf des abzustrahlenden Zeitsignals des jeweiligen Sto¨rers xTI,m(t) vor-
gegeben. Analog dazu seien fu¨r das Radar PT, CT(ΩT), GT und xTV(t) deﬁniert.
Alle Antennen haben dieselbe Port-Impedanz ZAR. Das Radarsignal x˜TV(t) wird
derart generiert, dass nach dem Koppler xTV(t) mit der gewu¨nschten Leistung
abgestrahlt werden kann. Das fu¨r den LO17-Eingang des Mischers bestimmte
Signal x◦TV(t) sei in diesem Modell durch eine gesonderte Versta¨rkung an die
Anforderungen des Mischers (empfohlene Eingangsleistung) angepasst und lie-
fere am Eingang des Mischers xLO(t).
2.1.2 Modellierung des Funkkanals
An dieser Stelle werden zwei Arten von Funkkana¨len deﬁniert. Der Funkka-
nal zwischen den Antennen verschiedener Radare wird hier als Sto¨r-Funkkanal
bezeichnet (SFK18). Es wird angenommen, dass die Sto¨rung zwischen Rada-
ren am selben Fahrzeug vernachla¨ssigbar ist, z.B. aufgrund entsprechender Syn-
chronisation. Ein SFK existiert somit nur zwischen Radaren unterschiedlicher
Fahrzeuge.
Der Funkkanal zwischen den Antennen eines einzelnen Radars wird hier als
Radar-Funkkanal (RFK19) bezeichnet. Der RFK entha¨lt dabei Information u¨ber
Ziele, welche das Radar im Rahmen der Signalverarbeitung extrahiert.
Die Darstellung in Abb. 2.8 erlaubt die Integration eines deterministischen,
strahlenoptischen Wellenausbreitungsmodells nach [GW98, Kay02, Mau05] fu¨r
die Simulation zeitvarianter, frequenzselektiver Funkkana¨le. Das Wellenaus-
breitungsmodell kann angewandt werden, falls die Fernfeldbedingungen nach
[Bal12, GW98],
R >
2D2
λ0
und R λ0
2π
, (2.1)
17 Lokaler Oszillator (engl. Local Oscillator)
18 Sto¨r-Funkkanal, Funkkanal zwischen Radaren verschiedener Fahrzeuge
19 Radar-Funkkanal, Funkkanal zwischen einzelnen Sende- und Empfangsantennen der Radare des-
selben Fahrzeugs
16
2.1 Deﬁnition des Systemmodells
fu¨r einen Beobachtungspunkt erfu¨llt sind, wobei R die Entfernung von einer
Antenne mit gro¨ßter Aperturabmessung D und Frequenz f = c0/λ0 ist. Wei-
ter mu¨ssen die zur Modellierung der Objekte no¨tigen Polygone groß gegenu¨ber
der Wellenla¨nge sein, d.h. praktisch lokal eben u¨ber etwa 5 λ0. Der Parameter
Ω(t) = (ϑ ,Ψ)(t) in sa¨mtlichen Varianten repra¨sentiert dabei den zeitabha¨ngigen
Ein- bzw. Austrittswinkel von Ausbreitungspfaden fu¨r Elevation (ϑ ) und Azimut
(Ψ ) in den lokalen, spha¨rischen Koordinatensystemen der zugeho¨rigen Anten-
nen. Das ra¨umliche Abstrahlverhalten bzw. Empfangsverhalten der Antennen
im Fernfeld wird mittels der komplexen, frequenzabha¨ngigen Richtcharakteris-
tikenCR(Ω(t), f ),CT(Ω(t), f ),CRI(Ω(t), f ) undCTI(Ω(t), f )mit Komponenten
fu¨r vertikale (ϑ ) und horizontale Polarisation (Ψ ), sowie der zugeho¨rigen An-
tennengewinne GTI,m( f ), GT( f ) und GR( f ) beschrieben. Die zeitvariante, fre-
quenzabha¨ngige U¨bertragungsfunktion H( f , t) lautet nach [GW98] fu¨r den zeit-
varianten, frequenzselektiven Funkkanal mit einer zeitabha¨ngigen Anzahl B(t)
an Ausbreitungspfaden
H( f , t) =
UR( f , t)
|UT|
=
√
8ℜ{ZAR( f )}
8ℜ
{
Z∗AT( f )
}
√(
c0
4π f
)2
GR( f )GT( f ) ·
·
B(t)
∑
b=1
[
CRϑ (ΩR,b(t), f )
CRΨ (ΩR,b(t), f )
]T[
Tϑϑ ,b( f , t) TϑΨ ,b( f , t)
TΨϑ ,b( f , t) TΨΨ ,b( f , t)
]
e− j2π f τb(t) ·
·
[
CTϑ (ΩT,b(t), f )
CTΨ (ΩT,b(t), f )
]
=
B(t)
∑
b=1
Ab( f , t)e
jϕb( f )e− j2π f τb(t).
(2.2)
Der erste Wurzelterm fa¨llt heraus, falls der Realteil beider Antennenimpedanzen
ZAR und Z∗AT gleich ist, wovon hier immer ausgegangen wird. Die komplexen,
vollpolarimetrischen Transfermatrizen TXX ,b( f , t) beru¨cksichtigen alle Effekte
des Kanals mit Einﬂuss auf Amplitude und Phase des gesendeten Signals mit
Ausnahme des ausgeklammerten, zeitabha¨ngigen Exponentialterms e− j2π f τb(t)
und ohne Antennen. Der zeitabha¨ngige Exponentialterm e− j2π f τb(t) tra¨gt Infor-
mation u¨ber die frequenz- sowie laufzeitabha¨ngige Phase des Signals und zeigt
an, dass die Zeitverzo¨gerung τb eines Ausbreitungspfades zeitabha¨ngig ist.
Das fu¨r Simulationen verwendete Programm zur Simulation der Wellenausbrei-
tung ihert3d20 liefert einen Ausschnitt aus (2.2) zur Beschreibung des RFK:
T simXX ,b( f , t) =
(
c0
4π f
)[
Tϑϑ ,b( f , t) TϑΨ ,b( f , t)
TΨϑ ,b( f , t) TΨΨ ,b( f , t)
]
e− j2π f τb(t). (2.3)
20 engl. ihe ray-tracing 3d, Software zur Simulation der Wellenausbreitung in 3D des IHE
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Die maximal verfu¨gbare Leistung PR( f , t) am Ausgang der Empfangsanten-
ne fu¨r einen einzelnen Ausbreitungspfad b ergibt sich unter Verwendung von
(2.2) zu
PR( f , t) = PT |Hb( f , t)|2 . (2.4)
Analog zu (2.2) ergibt sich die zeitvariante, frequenzabha¨ngige U¨bertragungs-
funktion HI,m( f , t) fu¨r Sto¨rer m aus M(t)mit jeweils B(m, t)Ausbreitungspfaden
hin zum Radar
HI,m( f , t) =
URI( f , t)
|UTI|
=
√
8ℜ{ZAR( f )}
8ℜ
{
Z∗AT( f )
}
√(
c0
4π f
)2
GR( f )GTI,m( f ) ·
·
B(m,t)
∑
b=1
[
CRϑ (ΩRI,m,b(t), f )
CRΨ (ΩRI,m,b(t), f )
]T[
T Iϑϑ ,m,b( f , t) T IϑΨ ,m,b( f , t)
T IΨϑ ,m,b( f , t) T IΨΨ ,m,b( f , t)
]
·
· e− j2π f τI,m,b(t)
[
CTIϑ ,m(ΩTI,m,b(t), f )
CTIΨ ,m(ΩTI,m,b(t), f )
]
=
B(m,t)
∑
b=1
AI,m,b( f , t)e
jϕI,m,b( f )e− j2π f τI,m,b(t).
(2.5)
Das fu¨r Simulationen verwendete Programm zur Simulation der Wellenausbrei-
tung ihert3d liefert einen Ausschnitt aus (2.5) zur Beschreibung des SFK:
T simIXX ,m,b( f , t) =
(
c0
4π f
)[
T Iϑϑ ,m,b( f , t) T IϑΨ ,m,b( f , t)
T IΨϑ ,m,b( f , t) T IΨΨ ,m,b( f , t)
]
e− j2π f τI,m,b(t). (2.6)
Die maximal verfu¨gbare Sto¨rleistung PRI am Ausgang der Empfangs-antenne
fu¨r einen einzelnen Ausbreitungspfad b des Sto¨rers m ergibt sich zu
PRI,m,b( f , t) = PTI,m
∣∣HI,m,b( f , t)∣∣2 . (2.7)
Gleichungen (2.4) u. (2.7) ﬁnden in Kommunikation und Radar Verwendung.
Dabei sind die komplexen Transfermatrizen TXX ,b( f , t) und T IXX ,m,b( f , t) ver-
schieden.
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Aus (2.4) ergibt sich fu¨r ein monostatisches Radar mit Entfernung Rσ zu einem
Punktziel σXX (Ω(t), f ) sowie Freiraumausbreitung
PR( f , t) =
∣∣∣∣∣∣
√(
c0
4π f
)2
GR( f )GT( f )PT ·
(
CRϑ (ΩR(t), f )
CRΨ (ΩR(t), f )
)T
·
·
[
σϑϑ (Ωi=s(t), f ) σϑΨ (Ωi=s(t), f )
σΨϑ (Ωi=s(t), f ) σΨΨ (Ωi=s(t), f )
]
e− jk02Rσ√
4πR2σ︸ ︷︷ ︸
TXX
(
CTϑ (ΩT(t), f )
CTΨ (ΩT(t), f )
)
∣∣∣∣∣∣∣∣∣∣∣
2
.
(2.8)
Dabei ist das Streuverhalten von σXX (Ω(t), f ) ebenfalls abha¨ngig von der Po-
larisation der einfallenden, ebenen Welle. Es wird angenommen, dass der Win-
kel der einfallenden Wellenfront (i von engl. incident) gleich dem Winkel der
gestreuten Wellenfront (s von engl. scattered) ist. Der Parameter k0 = 2π/λ0
beschreibt die Wellenzahl im Vakuum. Wird weiter eine ideale Ausrichtung der
Antennen auf das Ziel und Polarisationsanpassung angenommen, so ergibt sich
die Radargleichung
PR( f , t) =
∣∣∣∣∣∣∣∣∣∣
√(
c0
4π f
)2
GR( f )GT( f )PT ·
e− jk02Rσ√
4πR2σ
√
σ(Ωi=s(t), f )︸ ︷︷ ︸
T
∣∣∣∣∣∣∣∣∣∣
2
=
PTGT( f )GR( f ) ·σ(Ωi=s(t), f ) ·c20
(4π)3R4σ f 2
,
(2.9)
wie sie in der Literatur zu ﬁnden ist [Sko01, Bal12]. Aus (2.7) ergibt sich fu¨r
die Freiraumausbreitung zwischen einem Sto¨rer und Radarempfa¨nger mit einer
Distanz von RI zueinander
PRI( f , t) =
(
c0
4π f
)2
GR( f )GTI( f )PTI ·
∣∣∣∣∣∣∣∣∣
(
CRϑ (ΩR(t), f )
CRΨ (ΩR(t), f )
)T
e− jk0RI
RI︸ ︷︷ ︸
TIXX
·
·
(
CTIϑ (ΩTI(t), f )
CTIΨ (ΩTI(t), f )
)∣∣∣∣∣
2
.
(2.10)
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Wird weiter eine ideale Ausrichtung der Antennen aufeinander und Polarisati-
onsanpassung angenommen, so ergibt sich die Friis-U¨bertragungsgleichung
PRI( f , t) =
∣∣∣∣∣∣∣∣∣
√(
c0
4π f
)2
GR( f )GTI( f )PTI
e− jk0RI
RI︸ ︷︷ ︸
TI
∣∣∣∣∣∣∣∣∣
2
=
PTIGTI( f )GR( f )c20
(4π)2R2I f 2
.
(2.11)
2.1.3 Empfangsseite
In Abb. 2.8 sind fu¨r die eingezeichneten Hardwarekomponenten auch deren hier
beru¨cksichtigte Parameter aufgefu¨hrt. Die Hochfrequenz-Komponenten werden
durch deren, falls nicht explizit anders deklariert, frequenzunabha¨ngigen Ge-
winne GLNA, GM und Rauschzahlen FLNA, FMischer beschrieben. Das AAF ist
im Detail durch seine U¨bertragungsfunktion hAAF(t), seine Rauschzahl, sowie
zusa¨tzlich durch den maximalen Versta¨rkungsfaktor im Durchlassbereich VAAF
beschrieben. Als wesentliche Parameter des hier angenommenen ADC sind der
maximal darstellbare Spannungswert VpMax, die Anzahl der Bits NBit sowie die
Abtastrate fS aufgefu¨hrt. Nach dem ADC liegen abgetastete Signale vor, die ﬂe-
xibel digital weiterverarbeitet werden ko¨nnen. Die sich beim Durchlaufen der
Funktionsblo¨cke ergebenden analogen oder digitalisierten Zeitsignale sind mit
x(t) bzw. x[n] sowie individuellen Indizes bezeichnet. Das letzte Zeichen der In-
dizes kennzeichnet dabei die exklusive Verarbeitung des Sto¨rsignals (I), oder die
exklusive Verarbeitung des Nutzsignals (V). Die digitalisierten Signale im Fre-
quenzbereich lauten X [k] mit Indizierung nach dem eben deﬁniertem Schema.
Die analogen und digitalen Fourier-Transformationen sind in Abschnitt A.3 ge-
geben. Werden mehrere identische Empfangszweige zugelassen, so ergibt sich
die Mo¨glichkeit einer digitalen Strahlformung (DBF21) u¨ber eine entsprechende
Anzahl von Antennenelemente. Anschließend erfolgt die Zieldetektion auf Ba-
sis einer adaptiven Entscheidungsschwelle sowie eine Objektverfolgung mittels
linearem Kalman-Filter.
21 engl. Digital Beamforming
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In Abb. 2.8 ist der U¨bergang vom Analogbereich zum Digitalbereich zu erken-
nen. Zwecks Untersuchung und Veranschaulichung von Interferenzeffekten wird
spa¨ter jedoch meinst im Analogbereich argumentiert.
Hardware zur Veriﬁkation des Modells
Spa¨tere Veriﬁkationsmessungen erfolgen anhand eines Experimentalradars, des-
sen Aufbau und Anwendungen in den Publikationen [HKZ10, HCZZ11, HZ11,
HZZ11, HSZ+12, HSZZ13, HMS+] beschrieben sind. Die relevanten System-
eigenschaften sind in Abschnitt A.4 zusammengefasst.
2.2 Modellierung des Nutzsignals
Basierend auf dem in Abschnitt 2.1 eingefu¨hrten Systemmodell folgt nun die
Modellierung der Nutz- und Sto¨rsignale bis nach dem AAF. Es werden verein-
fachende Annahmen getroffen. Die genutzte Bandbreite sei im Vergleich zur
Tra¨gerfrequenz klein. Die Ausbreitungseffekte Reﬂexion, Beugung und Streu-
ung seien durch die Wellenausbreitungssimulation fu¨r eine Tra¨gerfrequenz aus-
reichend charakterisiert. Um die Doppler-Frequenzverschiebung aus der sukzes-
siven Phasenverschiebung von sich relativ zum Radar bewegenden Objekten zu
bestimmen, mu¨sste ein Szenario in sehr kleinen Zeitschritten
ΔtSZ ≤ 12 fDmax
, (2.12)
abha¨ngig von der maximal auftretenden Doppler-Frequenzverschiebung fDmax,
abgetastet werden. Vom Rechenaufwand her gesehen ist dies fu¨r eine Sys-
temsimulation derzeit nicht vertretbar. Stattdessen wird die Doppler-Frequenz-
verschiebung analytisch aus Informationen u¨ber Geometrie und deren Geschwin-
digkeitsvektoren vom Wellenausbreitungsprogramm berechnet [Mau05] und
steht bereits nach der ersten Momentaufnahme des Szenarios zur Verfu¨gung.
Dafu¨r wird angenommen, dass sich das Szenario u¨ber die Dauer eines Radar-
Messzyklus gleichfo¨rmig a¨ndert. Fu¨r eine weiterreichende Beschreibung des
Funkkanals sei auf [Mau05] verwiesen.
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Aus den U¨bertragungsfunktionen H( f , t) und HI( f , t) des vorangegangenen Ab-
schnitts 2.1.2 werden fu¨r die Beschreibungen in diesem Kapitel folgende Gro¨ßen
verwendet:
• Ein- und Austrittswinkel eines Ausbreitungspfades relativ zu den lokalen
Koordinatensystemen der Sende- und Empfangsantennen in Grad. Wird
beno¨tigt um H( f , t) und HI( f , t) unter Einbezug der Antennen zu berech-
nen.
• Da¨mpfung eines Ausbreitungspfades VC =
∣∣F−1 {H( f , t)}∣∣ fu¨r das Nutzsi-
gnal bzw. VCI =
∣∣F−1 {HI( f , t)}∣∣ fu¨r das Sto¨rsignal fu¨r eine einzelne simu-
lierte Tra¨gerfrequenz.
• Akkumulierte Phasenverschiebung ϕC =∠{H( f , t)} fu¨r das Nutzsignal und
ϕCI = ∠{HI( f , t)} fu¨r das Sto¨rsignal fu¨r eine einzelne simulierte Tra¨gerfre-
quenz in Radiant. Darin sind Phasenverschiebungen aufgrund von Pfadlauf-
zeit und Interaktion mit der Umgebung enthalten (Reﬂexion, Streuung).
• Doppler-Frequenzverschiebung fD in Hertz.
• Laufzeit des Pfades τ in Sekunden. Im Folgenden wird die Laufzeit τ ei-
nes Ausbreitungspfades fu¨r das Nutzsignal ebenfalls fu¨r die Laufzeit eines
Sto¨rsignals verwendet.
Diese Gro¨ßen lassen sich zur Modellierung von empfangenen Nutzsignalen ver-
wenden.
Abb. 2.9 zeigt das Frequenz-Zeit-Diagramm fu¨r ein durch weitere Frequenzram-
pen gesto¨rtes Radar. Es folgt die Modellierung des FMCW-Nutzsignals. Die Fre-
quenzrampe des Radars in Abb. 2.9 beginne bei einer Startfrequenz fSV zum
Zeitpunkt tSV und ende bei Frequenz fEV zum Zeitpunkt tEV. Damit la¨sst sich
die Frequenzsteilheit der Frequenzrampe angeben
μV =
fEV− fSV
tEV− tSV
=
BV
TV
, (2.13)
welche positiv (ansteigende Frequenzrampe), null (CW-Signal) oder negativ
(fallende Frequenzrampe) sein kann.
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Abb. 2.9: Visualisierung des FMCW-Prinzips mit Sto¨rsignalen im Frequenz-Zeit-Diagramm. Die
Beat-Frequenz fBV ist relativ zur Frequenzrampe des Radars gezeichnet. Ein Sto¨rer mit FMCW-
Signalform ist gru¨n, ein Sto¨rer mit CW-Signalform (Spezialfall der FMCW-Signalform) rot einge-
zeichnet. Je gro¨ßer der Unterschied der Rampensteigungen von Nutz- und Sto¨rsignal, je ku¨rzer ist die
Aufenthaltszeit der Sto¨rung (tdI,1, tdI,2) im Filter mit Bandbreite 2BAAF. Die idealen Schnittpunkte
der Frequenzrampen sind mit tx1 bzw. tx2 gekennzeichnet.
Das reelle Sendesignal xTV(t) mit Amplitude ATV, initialer Phasenverschiebung
ϕSV, Startfrequenz fSV und Frequenzsteilheit μV sei wie folgt gegeben:
φ(t) = 2π
∫ t
0
fSV+μVt dt
xTV(t) = ATVcos(φ(t)) = ATVcos
(
πμVt2+2π fSVt+ϕSV
)
.
(2.14)
Das Empfangssignal xRV(t) fu¨r einen einzelnen Ausbreitungspfad mit einer zeit-
abha¨ngigen Signallaufzeit τ(t), sowie einer Kanalda¨mpfung VC ergibt sich nach
[Jal14], bzw. durch Anwendung der Prinzipien aus [GDMP12, Kapitel 7] zu
xRV(t) =VCATVcos
(
πμV(t− τ(t))2+2π fSV(t− τ(t))+ϕSV
)
, (2.15)
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wobei die Anfangsphase des Signals ϕSV hinzugefu¨gt wurde. Das hochfrequente
Signal am HF-Eingang des Mischers ergibt sich nach idealer Versta¨rkung durch
den LNA zu
xLNAV(t) =
√
GLNAxRV(t). (2.16)
Der Mischer realisiere eine ideale Multiplikation. Das zum Mischen verwendete
LO-Signal ist hier mit eigener Absolutphase angegeben
xLO(t) = cos
(
πμVt2+2π fSVt+ϕLO
)
. (2.17)
Das Ausgangssignal des Mischers ergibt sich zu:
xMV(t) =
√
GM ·xLNAV(t) ·xLO(t) =
√
GMGLNA︸ ︷︷ ︸
VFE
·xRV(t) ·xLO(t). (2.18)
GM ist dabei der Gewinn des Mischers. Es wird davon ausgegangen, dass
das hochfrequente Mischprodukt x´MV(t) bereits durch das bandbegrenzte HF-
Frontend stark unterdru¨ckt wird, so dass im Folgenden nur das untere Misch-
produkt angegeben wird. Der Mischer arbeitet nach [TSG12, Kapitel 25.1.2]
dabei in Kehrlage oder Gleichlage. Die Lage werde alleine durch das Vorzei-
chen der Frequenzsteilheit μ bestimmt. Zur Vereinfachung wird weiter ange-
nommen, dass |2π fSVτ(t)| >>
∣∣πμVτ2(t)∣∣ gilt. Das untere Mischprodukt fu¨r
μV > 0 (steigende Frequenzrampe, Mischen in Kehrlage) liefert
x`KLMV(t) =
VFEVCATV
2
·cos(2π fSVt+πμVt2
+ϕLO−2π fSVt+2π fSVτ(t)−πμVt2+2πμVτ(t)t−πμVτ(t)2−ϕSV).
(2.19)
Fu¨r die zeitabha¨ngige Verzo¨gerung τ(t) gelte
τ(t)≈ τ − 2vrt
c0
. (2.20)
Dabei ist vr die Relativgeschwindigkeit zu einem Ziel und c0 die Lichtge-
schwindigkeit. Eine positive Relativgeschwindigkeit bedeute, dass sich ein Ziel
anna¨hert.
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Wird (2.20) in (2.19) eingesetzt ergibt sich
x`KLMV(t) =
VFEVCATV
2
·cos
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2π
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−μV 2vrc0
t2+
⎡
⎢⎢⎢⎣μVτ − fSV 2vrc0︸ ︷︷ ︸
≈ fD
⎤
⎥⎥⎥⎦
︸ ︷︷ ︸
fBV
t
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
+2π fSVτ︸ ︷︷ ︸
ϕC
+ϕLO−ϕSV
⎞
⎟⎠
≈ VFEVCATV
2
cos(2π(μVτ − fD)t+ϕC+ϕLO−ϕSV︸ ︷︷ ︸
−ζV
),
(2.21)
worin der t2-Term hier vernachla¨ssigt und fSV 2vrc0 durch die aus der Wellen-
ausbreitungssimulation bekannten Doppler-Frequenzverschiebung fD fu¨r die
Tra¨gerfrequenz ersetzt wird. In den verbleibenden Ausdruck werden die eben-
falls aus der Wellenausbreitungssimulation bekannte Pfadlaufzeit τ und die Pha-
senverschiebung ϕC eines Ausbreitungspfades eingesetzt. Fu¨r Δμ < 0 (fallende
Frequenzrampe, Mischen in Gleichlage) ergibt sich analog:
x`GLMV(t) = x`MV(t) =
VFEVCATV
2
cos(2π( fD−μVτ)t−ϕC−ϕLO+ϕSV︸ ︷︷ ︸
ζV
).
(2.22)
Die Momentanfrequenzen oder Beat-Frequenzen von (2.21) und (2.22) lauten
fBV =
1
2π
d
dt
(
x`KLMV(t)
)
= μVτ − fD; μ > 0,
fBV =
1
2π
d
dt
(
x`GLMV(t)
)
=−μVτ + fD; μ < 0.
(2.23)
In (2.23) oder (2.22) muss μV mit Vorzeichen eingesetzt werden. So ergibt
sich fu¨r ein na¨her kommendes Fahrzeug ( fD > 0) und fallende Frequenzrampe
(μV < 0) beispielsweise eine ho¨here Beatfrequenz, als dies bei gleichem fD,
jedoch steigender Frequenzrampe (μV > 0) der Fall ist. Wird lediglich ein CW-
Signal ausgesendet, d.h. μV = 0, so kann nicht zwischen einer positiven und
negativen Doppler-Frequenzverschiebung unterschieden werden. Der Einsatz ei-
nes I/Q-Empfa¨ngers la¨sst die Bestimmung des Vorzeichens der Beat-Frequenz
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bereits fu¨r einzelne Frequenzrampen zu. Das Empfangssignal eines FMCW-
Radars mit I/Q-Empfa¨nger ist hier abha¨ngig vom individuell verwendeten I/Q-
Mischer modelliert:
x`IQMV(t) =
VFEVCATV
2
(cos(ζV)− jsin(ζV)︸ ︷︷ ︸
e− jζV
)
{
HF > LO: Q = I+90◦
HF < LO: Q = I−90◦. (2.24)
Die Informationen u¨ber die relative Lage von I- und Q-Signal am Ausgang
des Mischers kann in der Regel dessen Datenblatt entnommen werden. Glei-
chung (2.24) wird mittels des in Abb. 2.10 skizzierten Aufbaus fu¨r ein stati-
ona¨res Szenario ( fD = 0Hz) in Abb. 2.11 demonstriert. Die Amplituden wurden
fu¨r eine bessere Vergleichbarkeit mit konstantem Faktor angeglichen. Das mo-
dellierte und das gemessene Signal wurden mit demselben Tiefpass geﬁltert,
um eine unterschiedliche Zeitverzo¨gerung zu vermeiden. Es zeigt sich eine gut
u¨bereinstimmende Phasenlage fu¨r Modell und Messung bei einer gegebenen Si-
gnallaufzeit von 10μs. Im Falle der Weiterverarbeitung des Signals werden die
ersten Abtastwerte verworfen, welche mindestens der Signallaufzeit zuzu¨glich
der ungefa¨hren Einschwingzeit des Filters entsprechen.
Ein Vergleich von Messung und Simulation fu¨r ein reales, statisches Szenario
zeigt Abb. 2.12 fu¨r ein stationa¨res Ziel mit 2,9 dBsm in 6m Abstand zum Ex-
perimentalradar in einer Absorberkammer. Basierend auf den angegebenen Da-
ten des Experimentalradars (Abschnitt A.4), sowie (2.22), werden dabei thermi-
sches, weißes Rauschen, das AAF sowie das Quantisierungsrauschen des ADC
modelliert.
Im Frequenzbereich zeigt sich ab etwa 10 kHz eine gute U¨bereinstimmung von
gemessenem und simuliertem Rauschen, welches durch das AAF geformt wird.
Das Nutzsignallevel wird gut nachgebildet.
6LJQDOJHQHUDWRU 2V]LOORVNRS
/2 ,
4+)
0LVFKHU
Abb. 2.10: Testaufbau zur Veriﬁkation des verwendeten Modells fu¨r einen I/Q-Empfa¨nger. Fu¨r den
genutzten Mischer gilt: Q = I+90◦ falls HF > LO und Q = I−90◦ falls HF < LO.
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Abb. 2.11: Vergleich von Messung und Signalmodell fu¨r I/Q-Empfa¨nger. Links: fSV = 890MHz,
fEV = 870MHz, τ = 10μs, ϕC = 2π fSVτ , ϕSV = 0, ϕLO = 33/20π +π/2, fD = 0Hz, TV = 100μs.
Rechts: fSV = 870MHz, fEV = 890MHz, τ = 10μs, ϕC = 2π fSVτ , ϕSV = 33/20π , ϕLO = π/2,
fD = 0Hz, TV = 100μs.
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Abb. 2.12: Vergleich von Messung und Simulation fu¨r das Experimentalradar. Im Zeitsignal wurden
die ersten Abtastwerte verworfen um Einschwingvorga¨nge zu unterdru¨cken.
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2.3 Modellierung von FMCW-Sto¨rungen
2.3.1 Sto¨rung im Zeitbereich
Analog zum Sendesignal des Radars la¨sst sich ein gesendetes FMCW-Sto¨rsignal
deﬁnieren:
xTI(t) = ATIcos
(
πμIt2+2π fSIt+ϕSI
)
. (2.25)
Der Parameter μI = ( fEI − fSI)/TI = BI/TI gibt die Steigung der Frequenz-
rampe an. Das Empfangssignal xRI(t) fu¨r einen einzelnen Ausbreitungspfad
mit einer zeitabha¨ngigen Signallaufzeit τ(t), einer Phasenverschiebung ϕCI
der Tra¨gerfrequenz sowie einer Kanalda¨mpfung VCI, welche die Antennen ein-
schließt, ergebe sich zu
xRI(t) =VCIATIcos
(
πμI(t− τ(t))2+2π fSI(t− τ(t))+ϕSI
)
. (2.26)
Die zeitabha¨ngige Verzo¨gerung in (2.27) tra¨gt an dieser Stelle im Vergleich zu
(2.20) keinen Faktor 2 (das Sto¨rsignal muss den Weg zum Radar nur einmal
zuru¨cklegen)
τ(t)≈ τ − vrt
c0
. (2.27)
Spa¨ter wird die Geschwindigkeitsabha¨ngigkeit erneut durch die aus der Wellen-
ausbreitungssimulation bekannte Doppler-Frequenzverschiebung ersetzt. Das
hochfrequente Signal am HF-Eingang des Mischers ergibt sich nach idealer
Versta¨rkung durch den LNA zu
xLNAI(t) =
√
GLNAxRI(t). (2.28)
Der Mischer realisiere eine ideale Multiplikation. Das zum Mischen verwendete
LO-Signal lautet
xLO(t) = cos
(
πμVt2+2π fSVt+ϕLO
)
. (2.29)
Am Ausgang des Mischers ergibt sich
xMI(t) =
√
GM ·xLNAI(t) ·xLO(t) =
√
GMGLNA︸ ︷︷ ︸
VFE
·xRI(t) ·xLO(t). (2.30)
28
2.3 Modellierung von FMCW-Sto¨rungen
Das untere Mischprodukt fu¨r anfa¨ngliche Gleichlage ( fSI> fSV) ergibt sich zu
x`MI(t) =
VFEVCIATI
2
·cos
⎡
⎢⎣
⎛
⎜⎝π(μI−μV︸ ︷︷ ︸
Δμ
)+2π
[
μI
vr
c0
[
1+
vr
c0
]]⎞⎟⎠ t2
+2π
⎛
⎜⎜⎜⎝ fSI− fSV+ fSI vrc0︸ ︷︷ ︸
≈ fD
−μIτ
(
1+
vr
c0
)⎞⎟⎟⎟⎠ t+2π
(μI
2
τ − fSI
)
τ
−ϕLO+ϕSI] .
(2.31)
Werden die von vr abha¨ngigen Terme bis auf fSI vrc0 vernachla¨ssigt, und wird die
Phasenverschiebung des Kanals ϕCI fu¨r eine simulierte Tra¨gerfrequenz beru¨ck-
sichtigt, so kann x`MI(t) vereinfacht dargestellt werden
x`MI(t) =
VFEVCIATI
2
·cos
⎡
⎢⎣π(μI−μV︸ ︷︷ ︸
Δμ
)t2+2π( fSI− fSV+ fD−μIτ︸ ︷︷ ︸
Δ fS
)t
+πμIτ2−2π fSIτ︸ ︷︷ ︸
ϕCI
−ϕLO+ϕSI
︸ ︷︷ ︸
Δϕ
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
VFEVCIATI
2
·cos(πΔμt2+2πΔ fSt+Δϕ︸ ︷︷ ︸
ζI
).
(2.32)
Gleichung (2.32) ist in Abb. 2.13 um den zeitlichen Schnittpunkt tx von LO-
Frequenzrampe und Sto¨r-Frequenzrampe gezeichnet, welcher sich durch Null-
setzen der Momentanfrequenz aus (2.32) bestimmen la¨sst:
fmom =
1
2π
d
dt
(
πΔμt2+2πΔ fSt+Δϕ
)
= (μI−μV)t+ fSI− fSV+ fD−μIτ != 0
⇒ tx = μIτ + fSV− fSI− fDμI−μV =
−Δ fS
Δμ
.
(2.33)
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Eine entsprechende Verschiebung des zeitlichen Schnittpunkts aufgrund einer
variierenden Pfadlaufzeit τ ist in Abb. 2.13 (rechtes Bild) zu erkennen. Das
Mischerausgangssignal verha¨lt sich weiter periodisch mit 2π , und es fa¨llt auf,
dass fu¨r einen immer gleichen Abstand τc von tx der Zusammenhang f (tx) =
f (tx + τc) gilt. Wird letzte Gleichung nach τc aufgelo¨st, ergibt sich ein Zusam-
menhang mit dem Parameter Δμ , welcher die Steigungsdifferenz der zwei am
Mischprozess beteiligten Frequenzrampen beschreibt:
cos(2πΔ fStx+πΔμt2x +Δϕ) =
− cos(2πΔ fS(tx+ τc)+πΔμ(tx+ τc)2+Δϕ)⇒ τc = 1√Δμ .
(2.34)
Diese Eigenschaft kann z.B. ausgenutzt werden, um die Frequenzsteilheit einer
Frequenzrampe im Zeitbereich zu scha¨tzen, da μV des eigenen Sendesignals be-
kannt ist. Voraussetzung ist jedoch ein genu¨gend breites Empfangsﬁlter, so dass
das Sto¨rsignal aufschwingen kann (s. Abschnitt 2.3.3). Analog zu (2.24) la¨sst
sich das Sto¨rsignal fu¨r die Verwendung eines I/Q-Empfa¨ngers angeben
x`IQMI(t) =
VFEVCIATI
2
(cos(ζI)− jsin(ζI)︸ ︷︷ ︸
e− jζI
)
{
HF > LO: Q = I+90◦
HF < LO: Q = I−90◦. (2.35)
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Abb. 2.13: Sto¨rsignal nach idealer Mischung im Zeitbereich fu¨r verschiedene Phasenlagen. Gezeich-
net ist von dunkel nach hell. Die a¨ußeren Markierungen zeigen τc, die mittlere tx.
Bild links: fSV = 24,05GHz, fEV = 24,25GHz, TV = 2,5ms, ϕLO = 0, fSI = 24,25GHz,
fEI = 24,05GHz, TI = 2,5ms,VFEVCIATI = 1, GM = 1, fD = 0Hz, τ = 0s,
ϕSI = (0, 3, 7, 10, 13, 17, 20, 23, 27, 30, 33, 37) ·π/20.
Bild rechts: wie links, jedoch fSV = 24,25GHz, fEV = 24,05GHz, fSI = 24,05GHz,
fEI = 24,25GHz, τ = 1μs.
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Abb. 2.14: Vergleich von gemessener und modellierter FMCW-Sto¨rung. Die a¨usseren Markierungen
zeigen τc, die mittlere tx.
Links: fSI = 890MHz, fEI = 870MHz, ϕSI = 7π/20, TI = TV = 100μs,
τ = 10μs, fSV = 870MHz, fEV = 890MHz, ϕLO = π/2+π/10, fD = 0Hz.
Rechts: Wie links, jedoch fSI = 875MHz, fEI = 885MHz, ϕSI = 0,
τ = 0s, fSV = 888MHz, fEV = 878MHz.
Gleichungen (2.33), (2.34) und (2.35) werden in Abb. 2.14 fu¨r zwei beliebige
Start und Endfrequenzen sowie zwei beliebig gewa¨hlte Phasen in Form von
Messungen demonstriert. Dabei wird ein kurzer Zeitausschnitt um tx gezeigt.
Die gemessenen Signale sind auf deren Amplituden-Maxima normiert.
2.3.2 Sto¨rung im Frequenzbereich
Angenommen wird zuna¨chst ein zeitlich unbegrenztes Signal. Gleichung (2.35)
kann in den Frequenzbereich transformiert werden. Hierzu wird die tabellierte
FT22 eines komplexen Gauss-Pulses verwendet [Fou15, Sti00]
x(t) = e− jat
2
  X( f ) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
√
π
a e
j
(
π2 f2
a − π4
)
,a > 0,
√
π
|a|e
− j
(
π2 f2
|a| − π4
)
,a < 0.
(2.36)
22 Fourier-Transformation oder Fourier-Transformierte
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Weiter wird der Modulationssatz der FT beno¨tigt [GRS05]:
e j2π f0t x(t)  X( j(2π f −2π f0)). (2.37)
Die Differenzgro¨ßen seien nochmals zusammengefasst:
Δμ = μI−μV
Δ fS = fSI− fSV+ fD−μIτ
Δϕ = πμIτ2−ϕCI−ϕLO+ϕSI
(2.38)
Ausgehend von (2.35) seien hier zwei FT von komplex vorliegenden Sto¨r-
signalen angeben:
x`MI(t) =
VFEVCIATI
2
e− jζI =
VFEVCIATI
2
e− j2πΔ fSte− j(πΔμ)t
2
e− jΔϕ
 
mit πΔμ = a > 0→ Δμ > 0 :
X`MI( f ) =
VFEVCIATI
2
√
1
Δμ
e j(
2πΔ fS f
Δμ )e j(
π( f2+Δ f2S )
Δμ − π4 −Δϕ),
mit πΔμ = a < 0→ Δμ < 0 :
X`MI( f ) =
VFEVCIATI
2
√
1
−Δμ e
j( 2πΔ fS fΔμ )e− j(
π( f2+Δ f2S )
−Δμ − π4 +Δϕ).
(2.39)
Der Term e j(
2πΔ fS
Δμ ) beschreibt eine Zeitverschiebung. Diese kann negativ (ein
Schnittpunkt der Frequenzrampen in der Zukunft) oder positiv sein (ein Schnitt-
punkt der Frequenzrampen in der Vergangenheit). Die bisherigen FT basieren
auf komplexen Zeitsignalen und der Absolutwert von X`MI( f ) ergibt stets eine
Konstante. Die FT ko¨nnen auch fu¨r jeden einzelnen Zweig des I/Q-Empfa¨ng-
ers angegeben werden. Unter Ausnutzung der Trigonometrischen Funktionen
([BSMM08], S.763, [Fou15]) ko¨nnen die Fourier-Transformationen fu¨r Varian-
ten mit Kosinus und Sinus angegeben werden
F
{
cos(at2)
}

1
2
(
F
{
e jat
2
}
+F
{
e− jat
2
})
F
{
sin(at2)
}

1
j2
(
F
{
e jat
2
}
−F
{
e− jat
2
})
.
(2.40)
32
2.3 Modellierung von FMCW-Sto¨rungen
Mit den aus (2.39) bekannten Lo¨sungen der Fourier-Transformationen ergibt
sich fu¨r Kosinus und Δμ > 0
X`MI( f ) =
VFEVCIATI
2
√
1
Δμ
e j(
2πΔ fS f
Δμ )cos
(
π( f 2+Δ f 2S )
Δμ
− π
4
−Δϕ
)
, (2.41)
fu¨r Kosinus und Δμ < 0
X`MI( f ) =
VFEVCIATI
2
√
1
−Δμ e
j( 2πΔ fS fΔμ )cos
(
π( f 2+Δ f 2S )
−Δμ −
π
4
+Δϕ
)
, (2.42)
fu¨r Sinus und Δμ > 0
X`MI( f ) =
VFEVCIATI
2
√
1
Δμ
e j(
2πΔ fS f
Δμ )sin
(
π( f 2+Δ f 2S )
Δμ
− π
4
−Δϕ
)
, (2.43)
und fu¨r Sinus und Δμ < 0
X`MI( f ) =−VFEVCIATI2
√
1
−Δμ e
j( 2πΔ fS fΔμ )sin
(
π( f 2+Δ f 2S )
−Δμ −
π
4
+Δϕ
)
. (2.44)
Abb. 2.15 und Abb. 2.16 zeigen jeweils eine Gegenu¨berstellung von Zeit- und
Frequenzbereich, basierend auf den Gleichungen (2.41) bzw. (2.42). Dabei wird
eine Frequenzauﬂo¨sung entsprechend der nun als endlich angenommenen Be-
obachtungszeit TV beru¨cksichtigt. Die angegebenen Spektren sind durch TV zu
teilen, wie fu¨r die graphische Darstellung geschehen.
Im Zeit- und Frequenzbereich ist ein gegensa¨tzliches Verhalten zu beobachten.
Ein gro¨ßer werdendes Δμ fu¨hrt zu einem zeitlich ku¨rzer werdenden zentralen
Puls im Zeitbereich um den zeitlichen Schnittpunkt tx der Frequenzrampen von
Radar und Sto¨rer. Gleichzeitig wird die maximale Pulsbreite im Frequenzbe-
reich gro¨ßer und die maximale Amplitude im Frequenzbereich nimmt ab. Die
A¨nderung der Amplitude verha¨lt sich dabei ∝
√
1/ |Δμ|. Eine Verdopplung von
Δμ fu¨hrt so zu einer Absenkung des Spektrums um den Faktor
√
2.
Die relative Phasenlage Δϕ variiert die erste Nullstelle im Zeitbereich vor oder
nach tx im Bereich tx ± τc. Im Spektrum wandert die erste Nullstelle zwischen
0Hz und einem Maximum von
√
Δμ . Nach einer Phasendrehung von π wieder-
holt sich das Betragsspektrum. Die relative Phasenlage Δϕ variiert auch direkt
die Amplitude im Zeitbereich zur Zeit tx, sowie die Amplitude des Spektrums
um 0Hz.
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Abb. 2.15: Sto¨rsignal nach idealer Mischung im Zeit- und Frequenzbereich. Die Markierungen im
Zeitbereich von links nach rechts entsprechen -τc, tx und τc. Im Frequenzbereich entspricht die Mar-
kierung
√
Δμ . Die Farbe Grau als Hinterlegung dient dem Vergleich des Signalmodells mit einer rein
numerischen Simulation basierend auf der Annahme, dass eine Mischung einer idealen Multiplika-
tion entspricht. Die Zeitverzo¨gerung durch das verwendete AAF wurde herausgerechnet. Eine vari-
ierende Differenzphase Δϕ fu¨hrt zu einer sich a¨ndernden Amplitude am zeitlichen Schnittpunkt der
Frequenzrampen, sowie zu einer sich a¨ndernden Amplitude im Frequenzbereich. Simulationspara-
meter: VFEVCIATI = 1, TV = 0,25ms, fSV = fEI = 2,425GHz, fEV = fSI = 2,405GHz, τ = 0μs,
fD = 0Hz, Δϕ = (0,3,5,7,10,13,15,17,20) ·π/20 (v. blau nach rot).
121 122 123 124 125 126 127 128 129
−0,6
−0,5
−0,4
−0,3
−0,2
−0,1
0
0,1
0,2
0,3
0,4
0,5
0,6
Zeit in μs
Sp
an
nu
ng
 in
 V
0 100 200 300 400 500 600 700 800
0
0,005
0,01
0,015
2|
X
(f
)|
Frequenz in kHz
Abb. 2.16: Wie Abb. 2.15, jedoch mit Parametera¨nderungen: τ = 200 ns, fSV = 2,405GHz,
fEV = 2,425GHz, fSI = 2,445GHz, fEI = 2,385GHz.
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Der Extremfall Δμ ≈ 0Hz/s beschreibt das parallele Verlaufen der Frequenz-
rampen von Sto¨rsignal und LO-Signal, d.h. beide sind nahezu koha¨rent (vgl.
Abb. 2.9). Die empfangene Nutz-Frequenzrampe aus Abb. 2.9 kann somit auch
durch einen sto¨rendes Radar hervorgerufen werden, was nach der Mischung
zu einer einzelnen Beat-Frequenz fu¨hrt. Fa¨llt die Beat-Frequenz in die AAF-
Bandreite, so kann dies zu einer Falschdetektion eines Ziels fu¨hren. Dies wird
auch Geisterziel genannt. In der Praxis wird ein Geisterziel u¨ber einen Fre-
quenzbereich verteilt sein, der umso schmaler ist, je reiner die Generierung
von Nutz- und Sto¨rsignal ist. Ein praktisches Beispiel fu¨r ein Geisterziel ist
in [GBM10] gegeben. Aufgrund des nicht korrelierten Phasenrauschens ver-
teilt sich die Sto¨rleistung jedoch um die eigentliche Beat-Frequenz des Geister-
ziels. In Abschnitt 5.3.5 wird nochmals auf Geisterziele bzw. nahezu koha¨rente
Sto¨rungen eingegangen.
Abb. 2.17 zeigt einen Vergleich von Modell und Messung, was die Anwendbar-
keit der hier vorgestellten Modellierung im Frequenzbereich demonstriert.
Das Zusammenspiel aus Sto¨rsignal und dem AAF entscheidet letztlich u¨ber die
Ho¨he der Sto¨ramplitude im Zeitbereich. Entsprechend wird im na¨chsten Unter-
kapitel die Bedeutung des AAF fu¨r Sto¨rungen diskutiert.
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Abb. 2.17: Vergleich von Modellierung und Messung im Frequenzbereich fu¨r I- und Q-Zweig. Pa-
rameter: fSI = 875MHz, fEI = 885MHz, ϕSI = ϕC = 0, TI = TV = 100μs, τ = 0s, fD = 0Hz,
fSV = 888MHz, fEV = 878MHz,ϕLO = π/2+π/10. Der Mittelwert ist nicht modelliert und wurde
im Beispiel abgezogen.
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2.3.3 Einﬂuss des Anti-Aliasing Filters auf das Sto¨rsignal
Das Ausgangssignal des AAF kann durch Faltung des Mischerausgangssignals
mit der Filterimpulsantwort des AAF berechnet werden [GRS05]. Zum Beispiel
fu¨r das Nutzsignal:
xIFV(t) = hAAF(t)∗ x`MV(t) =
∫ ∞
−∞
hAAF(t− τ)x`MV(τ)dτ . (2.45)
An dieser Stelle soll na¨her auf die Auswirkungen des AAF auf das empfangene
Sto¨rsignal eingegangen werden. Wegen der Distributivita¨t der Faltung gilt
xIFVI(t) = hAAF(t)∗ (x`MV(t)+ x`MI(t))
= hAAF(t)∗ x`MV(t)+hAAF(t)∗ x`MI(t) = xIFV(t)+ xIFI(t)
(2.46)
und im Frequenzbereich bedeutet dies
XIFVI( f ) =F {hAAF(t)} ·F {x`MV(t)}+F {hAAF(t)} ·F {x`MI(t)}
=F {xIFV(t)}+F {xIFI(t)}= XIFV( f )+XIFI( f ).
(2.47)
Nutz und Sto¨rsignal ko¨nnen somit getrennt voneinander im Zeit- oder Frequenz-
bereich geﬁlter und spa¨ter zusammengefu¨hrt werden. Das AAF ist zwecks Dyna-
mikkompression oft als Bandpass ausgefu¨hrt. Die grundlegende U¨bertragungs-
funktion des AAF fu¨r FMCW-Radare ist in Abb. 2.18 (links) skizziert. Ein Ziel
erscheint dank des Hochpassabschnitts des AAF, je nach dessen Welligkeit im
Frequenzbereich, mit vergleichbarer Leistung fu¨r alle Entfernungen (Relativge-
schwindigkeit von 0 m/s angenommen). Die Ho¨he des Sto¨rimpulses im Zeitbe-
reich nach der Filterung mittels AAF ha¨ngt von der Amplitude des Sto¨rsignals
nach der Mischung, der Charakteristik/Bandbreite des Filters, dem Parameter
Δμ sowie der relativen Phasenlage von LO- und Sto¨rsignal Δϕ ab. Vier Tief-
und Bandpa¨sse werden zur Argumentation verwendet, deren U¨bertragungsfunk-
tionen in Abb. 2.18 (rechts) dargestellt sind. Die zugeho¨rigen Impulsantworten
sind in Abb. 2.19 zusammengefasst.
Fu¨r einen reinen Tiefpass kann die Grenzfrequenz f3dB nach [TSG12] na¨he-
rungsweise auch durch die an der Sprungantwort gemessenen Anstiegszeit des
Filters ausgedru¨ckt werden:
tr =
1
3
1
f3dB
. (2.48)
Diese Na¨herung ist weitestgehend unabha¨ngig von der Ordnung und vom Typ
des Tiefpassﬁlters [TSG12].
36
2.3 Modellierung von FMCW-Sto¨rungen

G%
'
HND
GH
hEHUJDQJVEHUHLFK
%HVWP
|JOLFKH
%DQGEHJUHQ]XQJ
_+I_
Ia5I5 PI5 P
ıHUVFKHLQW
NRQVWDQW
30 35 40 45 50 55 60
−120
−110
−100
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
10
Frequenz in dBHz
|H
(f
)|2
 in
 d
B
Übertragungsfunktion Tiefpass
Übertragungsfunktion Bandpass
Abb. 2.18: Links: Das AAF verbindet die Bandbegrenzung mit einer Kompression der Signaldyna-
mik. Rechts: Die U¨bertragungsfunktionen von vier Tief- und Bandpa¨ssen mit jeweils 15, 21, 63 und
120 kHz oberer Grenzfrequenz und Butterworth Charakteristik. Fu¨r den Tiefpass-Abschnitt wird ein
Filter sechster Ordnung verwendet, fu¨r den Hochpass-Abschnitt ein Filter zweiter Ordnung.
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Abb. 2.19: Charakteristiken der verwendeten Filter im Zeitbereich. Die Impulsantworten sind
die Ableitungen der Sprungantworten nach der Zeit, deshalb tragen sie hier die Einheit Hz
auf der y-Achse. Links: Tiefpassﬁlter 6ter Ordnung mit Grenzfrequenzen von 15, 22, 63 und
120 kHz. Rechts: Fu¨r eine Dynamikkompression wird das Tiefpassﬁlter um einen Hochpass mit
40 dB/Dekade Steigung zu einem Bandpass erweitert.
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(f) Spektrum des Basisbandsignals für Bandpass−Filterung
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Abb. 2.20: Einﬂuss von Tiefpass (links) und Bandpass (rechts) auf Formung des Sto¨rsignals.
Schwarze vertikale Markierung: Schnittpunkt der Frequenzrampen zum Zeitpunkt tx. Graue
Markierungen: tx ± τc (im Zeitbereich) und 1/τc =
√
Δμ (im Frequenzbereich). Parameter:
VFEVCIATI = 1, fSV = fEI = 102MHz, fEV = fSI = 104MHz,Δϕ =−π/4,TV = TI = 1ms.
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Die zwei Tiefpass-Grenzfrequenzen 21 kHz und 63 kHz sind in Abha¨ngigkeit
vom Parameter Δμ gewa¨hlt. Das Nutzsignal hat die Eigenschaft μV = 2MHz1ms ,
das Sto¨rsignal die Eigenschaft μI =−2MHz1ms .
f3dB =
1
3
·
1
tr
=
1
3
·
√
|Δμ|= 1
3
·
√
|μI−μV| ≈ 21kHz,
f3dB = 1·
√
|Δμ| ≈ 63kHz.
(2.49)
Die Formung des Sto¨rsignals nach der Mischung durch die deﬁnierten Tiefpass-
ﬁlter und Bandpassﬁlter kann in Abb. 2.20 nachvollzogen werden. Die Teilbilder
(a) und (d) zeigen das untere Mischprodukt x`MI(t) zusammen mit den Filterim-
pulsantworten, welche Zwecks Anschauung zum idealen zeitlichen Schnittpunkt
der Frequenzrampen tx hin verschoben, und auf ihr Maximum normiert sind. In
Abb. 2.20 (b) und (e) sind die sich durch Faltung im Zeitbereich ergebenden
Sto¨rsignale xIFI(t) nach dem AAF gezeigt. Es fa¨llt auf, dass entweder die Fil-
terimpulsantwort hAAF(t) mit Dauer τimp tendiert, das Sto¨rsignal xMI(t) um tx
abzubilden (τimp < τc), oder dass xMI(t) tendiert hAAF(t) abzubilden (τimp > τc).
Dabei ist τc = 1/
√
Δμ . Der Parameter τimp beschreibt die wesentliche La¨nge der
Filterimpulsantwort. Es soll zuna¨chst festgehalten werden:
τimp ≈ tr  1√|Δμ| = τc: das Filter schwingt auf,
τimp ≈ tr  1√|Δμ| = τc: das Filter schwingt nicht auf,
(2.50)
wobei der U¨bergang ﬂießend ist. Die Bedingungen aus (2.50) werden messtech-
nisch u¨berpru¨ft. Dazu wird die maximal auftretende absolute Amplitude des
digitalisierten Zeitsignals im Experimentalradar als Funktion von τc bzw. Δμ
betrachtet (s. Abb. 2.21). Ist τc ≈ τimp, so kann das Sto¨rsignal na¨herungsweise
Aufschwingen und seine maximale Amplitude erreichen. Der den Messdaten fu¨r
Abb. 2.21 zugrundeliegende Versuchsaufbau ist in Abb. 2.22 skizziert, Beispiele
der fu¨r die Darstellung in Abb. 2.21 verwendeten Zeitsignale sind in Abb. 2.23
gezeigt. Dabei kann der Anstieg der Sto¨r-Amplitude in Abha¨ngigkeit von τc =
1/
√|Δμ| nachvollzogen werden. Dabei ist die Sichtbarkeit der FMCW-Sto¨rung
im Bandpass-Filter des Experimentalradars auf etwa
tdI =
2BAAF
Δμ
(2.51)
beschra¨nkt, wobei fu¨r BAAF eine obere Frequenzgrenze des AAF eingesetzt
wird. Dies kann eine beliebige Frequenz aus dem Sperrbereich des Tiefpass-
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Abschnitts sein, welche als Maß zur Bestimmung der Aufenthaltsdauer ange-
dacht ist.
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Abb. 2.21: Abha¨ngigkeit der maximalen, absoluten Amplitude des Sto¨rsignals von τc bzw. Δμ . Die
Gerade markiert die wesentliche La¨nge der AAF-Impulsantwort τimp ≈ 60μs (siehe Impulsantwort
des Experimentalradars in Abschnitt A.4) bzw. Δμimp = 1/τ2imp. Stichprobenumfang je Datenpunkt:
1000 Zeitsignale um bei variierender Phasenlage mo¨glichst zuverla¨ssig das jeweilige Maximum des
Zeitsignals bestimmen zu ko¨nnen.
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Abb. 2.22: Messaufbau fu¨r Veriﬁkation mit realem FMCW-Radar. Es wird nur das obere Seitenband
generiert. Alle unbenutzten Kana¨le sind mit 50Ω abgeschlossen. Eine Photographie des Messauf-
baus ist im Anhang zu ﬁnden (Abschnitt A.5).
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Abb. 2.23: Exemplarische Stichproben gesto¨rter Signale im Zeitbereich mit unterschiedlichem
τc = 1/
√
Δμ .
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Beim Tiefpassﬁlter entspricht τimp etwa dem Abstand von Beginn zu erster Null-
stelle, oder der Anstiegszeit tr. In Abb. 2.20(b) ist erkennbar, dass fu¨r die Grenz-
frequenzen von 15 kHz und 21 kHz das Sto¨rsignal nicht aufschwingen kann.
Die maximalen Amplituden der Sto¨rungen lassen sich fu¨r diesen Fall abscha¨tzen:
xˆI =
VFEVCATI
2
√|Δμ| ·max(|hAAF(t)|)≈ VFEVCATI2√|Δμ| · 1tr ·A0,
wobei gelten muss: tr
√
|Δμ| !> 1,
oder :
A0
max(|hAAF(t)|)
√
|Δμ| !> 1,
oder alternativ nach (2.48):
1
3 · f3dB
√
|Δμ| !> 1.
(2.52)
Diese Gleichung gilt in der Form mit tr fu¨r reine Tiefpassﬁlter. Die Impulsant-
wort ist die Ableitung der Sprungantwort. Da die Bestimmung der Anstiegszeit
tr vom Prinzip her einer Ableitung nach der Zeit im linearsten Teil der Sprun-
gantwort entspricht, kann diese auch statt dem Maximalwert der Impulsantwort
max(|hAAF(t)|) verwendet werden. Jedoch muss in diesem Fall die Versta¨rkung
im Passband des Filters A0 zusa¨tzlich beru¨cksichtigt werden. Bandpa¨sse mit
gleichem A0 und gleicher Grenzfrequenz des Tiefpassabschnitts fu¨hren im Ver-
gleich zu reinen Tiefpa¨ssen zu niedrigeren maximalen Sto¨ramplituden (weniger
Bandbreite wird belegt, entsprechend weniger Energie kann fu¨r den Puls auf-
gebracht werden). Nach (2.52) ist in Abb. 2.20 (b) und (e) eine Grenze fu¨r die
maximalen Amplituden fu¨r die AAF mit 15 kHz und 21 kHz Bandbreite einge-
zeichnet. Das Filter mit 21 kHz Bandbreite erfu¨llt mit f3dB = 1/3·
√
Δμ gerade
nicht mehr die Bedingung fu¨r die Anwendbarkeit aus (2.52). Die Sto¨ramplitude
steigt nach dieser Grenze immer ﬂacher an, bis das Filter der Sto¨rung folgen
kann und damit voll aufgeschwungen ist.
In Abb. 2.20 (c) und (f) zeigt der rote Graph das sich ergebende Spektrum nach
Filterung im Frequenzbereich mit einem Filter mit oberer Grenzfrequenz von
f3dB =
√
Δμ = 63 kHz. Im Zeitbereich des Basisbands ergibt sich fu¨r den reinen
Tiefpass hierbei eine Sto¨rspitze, die bereits die maximal zu erwartende Ampli-
tude (0,5V) erreicht hat und beginnt dem Sto¨rsignal zu folgen. Soll ein Tiefpass-
ﬁlter die maximale Sto¨ramplitude verringern, muss das AAF somit eine obere
Grenzfrequenz besitzen, die kleiner ist als
√
Δμ . Die maximale Amplitude des
Sto¨r-Spektrums ist dagegen unabha¨ngig von der Filterbandbreite und wird maß-
geblich durch die maximale Beobachtungszeit TV (legt die Frequenzauﬂo¨sung
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Δ f fest) und den Parameter Δμ bestimmt (siehe Formeln um (2.42) sowie den
dort nachfolgenden Absatz). Damit ist die Sto¨rimpulsho¨he vor dem ADC im
Zeit- und Frequenzbereich modellier- und abscha¨tzbar.
An diesem Punkt kann nun der Effekt der sich abwechselnden, maximalen Am-
plituden und variierenden Absta¨nde der Sto¨rimpulse im Zeitbereich in Abb. 2.6
erkla¨rt werden. Da das FMCW-Sto¨rsignal abwechselnd positive und negative
μ aufweist, das gesto¨rte Radar jedoch lediglich dieselbe Art von Frequenzram-
pen mit positiven μ aufweist, existieren zwei Werte fu¨r Δμ . Wegen der zwei
unterschiedlichen Δμ kann die Amplitude einzelner Sto¨rungen nach dem AAF
zwei unterschiedliche Maxima annehmen (ein Maxima fu¨r μV > 0 und μI > 0
sowie ein Maxima fu¨r μV > 0 und μI < 0). Die Variation der Phase ist dabei
weiterhin ein Einﬂussfaktor. Im Vergleich zur CW-Sto¨rung aus Abb. 2.4 ist die
maximale Amplitude in Abb. 2.6 geringer. Da Δμ sowie TV und TI variieren, va-
riiert auch der zeitliche Abstand zwischen den Sto¨rzeitpunkten im Zeitbereich
in Abb. 2.6.
Zusammenfassung der Bedeutung des AAF fu¨r die Gestalt
von Sto¨rungen im FMCW-Radar
Das AAF beschra¨nkt die Zeit, in der die Sto¨rung im Zeitbereich zu sehen ist. Die
Sto¨rung kann dabei in zwei Typen unterteilt werden. Typ eins ist eine Sto¨rung,
die aufgrund großem Δμ und schmalbandigem AAF nicht bis auf deren maxi-
male Amplitude im Zeitbereich aufschwingen kann. Die Bedingung dafu¨r ist in
(2.50) bzw. (2.52) aufgefu¨hrt. Die Sto¨rung zeigt tendenziell die Gestalt der Fil-
terimpulsantwort. Diese Sto¨rung wird im Rahmen dieser Arbeit als inkoha¨rente
Sto¨rung bezeichnet.
Die Sto¨rung von Typ zwei kann auf deren maximale Amplitude aufschwingen.
Die Sto¨rung nimmt mit gro¨ßer werdender Filterbandbreite oder kleiner werden-
dem Δμ immer mehr die Gestalt des Sto¨rsignals nach dem Mischer x`MI(t) an.
Dabei steigt proportional die Dauer der sichtbaren Sto¨rung im geﬁlterten Zeit-
signal xIFI(t) an, d.h. mehr Abtastwerte werden gesto¨rt. Das Extrem ist eine na-
hezu koha¨rente Sto¨rung, fu¨r die Δμ ≈ 0 gilt. In diesem Fall werden ein Großteil
oder alle Abtastwerte gesto¨rt.
Ein schmales AAF hat im wesentlichen zwei Vorteile gegenu¨ber breiten AAF.
Als erstes kann es verhindern, dass eine Sto¨rung zu stark aufschwingt und damit
das Signal an die Stellgrenzen des AAF gelangt. Kann dies geschehen, geht fu¨r
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jeden Abtastpunkt, fu¨r den Clipping auftritt, Information verloren. Der zweite
Vorteil eines schmalen Filters ist, dass die Wahrscheinlichkeit dafu¨r sinkt, dass
mehrere Sto¨rer zugleich in das AAF fallen.
Arbeiten mit reduzierter Abtastrate
Die in (2.46) beschriebene Modellierung kann vom Aufwand her gering gehal-
ten werden, indem ein mo¨glichst niedriges Vielfaches von
√|Δμ| als Abtast-
frequenz fs verwendet wird. Der U¨bergang zu ho¨heren, nicht mehr darstellbaren
Frequenzen wird durch die Multiplikation mit einer Fensterfunktion abgemildert
(s. Abb. 2.24 (links)). Das verwendete AAF muss gleichzeitig vor dem Wirksam-
werden der Fensterfunktion das Signal in seiner Bandbreite beschra¨nken. Dann
ergibt sich ein praktisch identisches Ergebnis fu¨r das Sto¨rsignal im Zeitbereich
nach der Filterung mit dem AAF bei hoher und reduzierter Abtastrate. Existie-
ren mehrere Sto¨rungen, so richtet sich die minimale Abtastrate nach dem gro¨ßten
vorkommenden
√|Δμ|.
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Abb. 2.24: Modellierung im Zeitbereich mit reduzierter Abtastrate. Eine Faltung der Sto¨rsignale
aus dem Bild links mit der Impulsantwort des AAF ergibt die rechts gezeigten Filterimpulsant-
worten. Rot markiert die Simulation mit reduzierter Abtastrate (hier ca. 3MHz ≈ 10·√|Δμ|, mit
Δμ = 200MHz/2,5ms), schwarz eine Simulation mit 1GHz Abtastrate. Die Markierung zeigt den
zeitlichen Schnittpunkt tx.
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2.3.4 Mehrfache Sto¨rungen
Wegen der derzeit nicht vorhandenen zeitlichen Synchronisation von Radaren
unterschiedlicher Fahrzeuge, der unterschiedlichen Modulationsformen sowie
dem gleichzeitigen Vorhandensein mehrerer relevanter Sto¨rer treten ha¨uﬁg meh-
rere Schnittpunkte je Frequenzrampe des Radars auf. Drei unterschiedliche
Radar- bzw. Sto¨rsignale sind in Abb. 2.25 skizziert.
Die CW-Sto¨rung ist ein Sonderfall der FMCW-Sto¨rung mit einer Frequenzsteil-
heit von 0Hz/s. Eine FSK-Sto¨rung kann als Aneinanderreihung von CW-Sto¨-
rungen mit variierender Frequenzlage aufgefasst werden. Eine CS-Sto¨rung ist
eine Aneinanderreihung von FMCW-Sto¨rungen kurzer Dauer. Die maximale
Amplitude der CS-Sto¨rung sinkt dabei ∝
√|Δμ| (s. (2.52)), wobei im Gegenzug
die Anzahl sichtbarer Sto¨rungen zunimmt. Bei allen Sto¨rungen entscheidet die
relative Phasenlage von Nutz- und Sto¨rsignal u¨ber die Amplitude der sichtba-
ren Sto¨rung, was mit A = f (ϕ) im Bild kenntlich gemacht ist. Eine U¨bersicht
der wichtigsten Signalparameter BI, TI und fstep ist in Tabelle 2.2 gegeben. Die
U¨bersicht ist angelehnt an Parameter, die im Rahmen des MOSARIM-Projekts
[MK12] fu¨r einen Generator von Sto¨rsignalen [TFW+12] festgelegt wurden.
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Abb. 2.25: Prinzipzeichnung verschiedener Typen von Sto¨rsignalen.
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Tabelle 2.2: Hier angenommene Parameter typischer frequenzmodulierter Sto¨rsignale.
CW FMCW FSK CS
TI - 0,5 - 40ms ≥ 15 μs 20 - 50 μs
BI - 100 - 250ms - 100 - 200MHz
fstep - - 1MHz -
Das bisher erarbeitete Formelwerkzeug fu¨r FMCW-Sto¨rungen kann ebenso fu¨r
die Generierung solcher CW-, FSK- und CS-Sto¨rungen verwendet werden. Es
wird an dieser Stelle angenommen, dass das Empfangsﬁlter (in Abb. 2.25 grau
angedeutet) so schmal ist, dass jede Kreuzung von Frequenzrampen durch einen
kurzen Impuls im Zeitbereich repra¨sentiert werden kann. Eine Aneinanderrei-
hung von zeitlich kurzen, individuell mit τn verzo¨gerten Pulsen der Anzahl N
mit Amplituden An sei wie folgt dargestellt:
x(t) =
N
∑
n=0
Anδ (t− τn)  X( f ) =
N
∑
n=0
Ane− j2π f τn . (2.53)
Der Vergleich eines Summanden von (2.53) mit einer FT aus Abschnitt 2.3.2
zeigt die A¨hnlichkeit der beiden Ausdru¨cke, wobei der Koefﬁzient A und der
komplexe Phasenterm von den Signalparametern abha¨ngig ist:
X`MI( f ) =
VFEVCATI
2
√
1
Δμ
cos
(
π( f 2+Δ f 2S )
Δμ
− π
4
−Δϕ
)
︸ ︷︷ ︸
A
e j(
2πΔ fS f
Δμ )︸ ︷︷ ︸
e− j2π f τ
.
(2.54)
Abb. 2.26 zeigt Sto¨rungen durch ein FSK-Signal aus Abb. 2.25. Die Parameter
sind bewusst so gewa¨hlt, das zwei Sto¨rspitzen mit einem zeitlichen Abstand τ⊥
von 1ms bzw 0,4ms zueinander auftreten, was wie folgt berechnet wird:
τ⊥ = tx,2− tx,1 =−
Δ fS2
Δμ2
− (−Δ fS1
Δμ1
). (2.55)
In Abb. 2.26 la¨sst sich nachvollziehen, dass die maximale Amplitude von FSK-
Sto¨rspitzen und CW-Sto¨rspitzen im Zeitbereich gleich sind, falls dieselbe Auf-
enthaltszeit von FSK-Sto¨rung und CW-Sto¨rung im AAF gegeben ist. Im Ver-
gleich mit einem CW-Sto¨rer steigt die maximale Amplitude dieser FSK-Sto¨rung
im Frequenzbereich im Worst Case linear mit der Anzahl der Sto¨rzeitpunkte an.
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Der ideale Abstand der Bo¨gen im Spektrum kann aus τ⊥ berechnet werden
f⊥ =
1
τ⊥
. (2.56)
Liegen Filterimpulsantworten eng benachbart, so kann die U¨berlagerung der
Sto¨rungen im Zeitbereich jedoch auch zu stark variierenden Werten von f⊥
fu¨hren.
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Abb. 2.26: Mehrfache Sto¨rungen und Auswirkung auf das Spektrum. Links: Ein zeitlicher Ab-
stand von 1ms fu¨hrt im Spektrum zu Bo¨gen mit 1 kHz Abstand. Parameter: fSV = 102MHz,
fEV = 104MHz, fSI = fEI = 102,8MHz (erste Stufe), 103,2MHz (zweite Stufe) Rechts: Ein zeit-
licher Abstand von 0,4ms fu¨hrt zu einem Abstand der Bo¨gen von 2,5 kHz.
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Dies ist auch der Grund, weswegen der Abstand der Bo¨gen im Spektrum der
FSK-Sto¨rung in Abb. 2.5 nicht ohne genaue Kenntnis u¨ber die Filterimpulsant-
wort, sowie u¨ber die Phasenlagen von LO- und Sto¨rsignal bestimmt werden
ko¨nnen. Abb. 2.26 zeigt weiter, dass sich diese FSK-Sto¨rung auch direkt im
Frequenzbereich modellieren la¨sst. Weiter kann durch IFFT23 des Produkts aus
Frequenzmodell und Filteru¨bertragungsfunktion eine Approximation des Zeitsi-
gnals nach dem AAF gewonnen werden.
Im Falle einer CS-Sto¨rung tritt eine deutlich ho¨here Anzahl von Sto¨rspitzen im
Zeitbereich des FMCW-Radarsignals auf. Deren zeitliche Schnittpunkte tx,n mit
einer Frequenzrampe eines FMCW-Radars lassen sich durch Erweiterung von
(2.33) um n ·TI mit n ∈ Z bestimmen:
tx,n =− fSI− fSV+ fD−μI(τ +nTI)μI−μV
⇒ tx,n = −Δ fSΔμ +n
μITI
Δμ︸︷︷︸
τ⊥
=
−Δ fS
Δμ
+n
fEI− fSI
Δμ︸ ︷︷ ︸
τ⊥
. (2.57)
Dabei muss die jeweilige Momentanfrequenz von Sto¨r- und Radarfrequenz-
rampe im gemeinsam abgedeckten Frequenzbereich liegen, und es muss tx,n ≥ 0
sowie tx,n ≤ TV erfu¨llt sein. Unter Zuhilfename der zuletzt genannten Randbe-
dingungen ko¨nnen die tatsa¨chlichen Zeiten der Rampenschnittpunkte bestimmt
werden. Der Parameter τ⊥ beschreibt auch hier den zeitlichen Abstand benach-
barter Sto¨rzeitpunkte voneinander. Die maximal zu erwartende Amplitude ei-
nes CS-Sto¨rers xˆI,CS la¨sst sich mit (2.52) ermitteln. Alternativ la¨sst sich xˆI,CS
aus der gemessenen oder simulierten maximal zu erwartenden Amplitude einer
CW-Sto¨rung xˆI,CW und den jeweiligen Steigungsunterschieden ΔμCSvsFMCW und
ΔμCWvsFMCW relativ zur Frequenzrampe des Radars berechnen:
xˆI,CS = xˆI,CW
√∣∣∣∣ΔμCWvsFMCWΔμCSvsFMCW
∣∣∣∣= xˆI,CW
√∣∣∣∣μCW−μFMCWμCS−μFMCW
∣∣∣∣ (2.58)
Gleichung (2.58) wird in Abb. 2.27 verwendet, um die Ho¨he der Sto¨ramplitude
xˆI,CS aufgrund einer CS-Sto¨rung aus einer gebenen CW-Sto¨rung zu scha¨tzen.
Die Abbildung zeigt weiter, dass xˆI,CS mit gro¨ßer werdendem Δμ (entspricht
μCSvsFMCW) sinkt. Dies geschieht solange der relevanteste Teil der Filterimpuls-
antwort τimp ku¨rzer ist als der zeitliche Abstand τ⊥ zwischen den auftretenden
Sto¨rungen (d.h. τimp < τ⊥).
23 engl. Inverse Fast Fourier Transformation
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Abb. 2.27: Gestalt von mehrfachen Sto¨rungen aufgrund von CS-Sto¨rsignalen. Die relevante La¨nge
des AAF ist etwa τimp = 100μs (siehe Abb. 2.19 links, TP 15 kHz) Links: Die Sto¨rspitzen im
Zeitbereich liegen weit genug auseinander, dass die maximale Sto¨ramplitude gut abgescha¨tzt wer-
den kann (graue, waagerechte Linie). Parameter: fSV = 102MHz, fEV = 104MHz, TV = 2ms,
TI = 200μs. Rechts: Sobald die Sto¨rungen im Zeitbereich ineinander u¨berlaufen fa¨llt die maxi-
male Sto¨ramplitude im Zeitbereich nicht mehr weiter ab und la¨sst sich nicht wie gehabt abscha¨tzen.
Parameter: wie links, jedoch TI = 20μs.
Ist τimp > τ⊥, so kann die maximale Sto¨ramplitude nicht mehr mit (2.58) oder
(2.52) abgescha¨tzt werden, da es zur, nach wie vor von der relativen Phasenlage
abha¨ngigen, U¨berlagerung der eng benachbarten Sto¨rungen kommt. Die maxi-
male Sto¨ramplitude fa¨llt als Folge nicht weiter ab. Das sichtbare Sto¨rsignal im
Zeitbereich geht in einen zunehmend rauscha¨hnlichen Zustand u¨ber (Abb. 2.27,
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rechtes Bildpaar). Gleichung (2.52) la¨sst sich um eine Bedingung zur Verwen-
dung mit CS-Sto¨rern erga¨nzen:
xˆI =
VFEVCATI
2
√|Δμ| ·max(|h(t)|) ; mit: tr
√
Δμ > 1; τimp < τ⊥. (2.59)
Anhand von Abb. 2.27 und den sich darauf beziehenden Erla¨uterungen ist nun
die Form der Spektren in Abb. 2.6 und Abb. 2.7 erkla¨rbar. Diese Aussage zur
Abscha¨tzbarkeit der Amplitude von CS-Sto¨rungen im Zeitbereich wird durch
eine Messung belegt, deren Ergebnisse in Abb. 2.28 zusammengestellt sind. Die
Grundlage fu¨r die Graﬁk bildet ein Stichprobenumfang von 1000 Messungen
je Parametervariation mit dem Experimentalradar in der Konﬁguration nach
Abb. 2.22 ohne zeitliche Synchronisation sowie konstanter Sendeamplitude des
Sto¨rsignals. Die Parametervariation besteht in einer schrittweisen Verku¨rzung
der Dauer TI der CS-Frequenzrampe, wa¨hrend die Dauer TV der LO-Frequenz-
rampe des gesto¨rten FMCW-Radars konstant bei 2,5ms verbleibt. Der DC24
des Sto¨rsignals ist dabei eins, d.h. es wird ohne Pausen wiederholt. Sto¨rer und
Radar u¨berstreichen dabei denselben Frequenzbereich mit einer Bandbreite von
260MHz. Das Experimentalradar arbeitet immer mit steigenden Frequenzram-
pen, d.h. μV > 0. Die Sto¨rsignale werden mit ansteigenden (μI > 0) und fallen-
den Frequenzrampen μI < 0 generiert. Aus jeder einzelnen Stichprobe, welche
einem absoluten Basisbandsignal |xIFI(t)| von 2,5ms La¨nge abzu¨glich der Ein-
schwingzeit des AAF zu Beginn des Signals entspricht, wird der Maximalwert
xˆI bestimmt. Die relative Ha¨uﬁgkeit von xˆI wird u¨ber 1000 Stichproben generiert
und als Kastengraﬁk in Abb. 2.28 dargestellt. Fu¨r μI > 0 und eine steigende An-
zahl von Sto¨rungen NSto¨r,max = TV/TI zeigt sich, dass die Breite der Verteilung
schma¨ler wird und deren Median sowie absolute Lage mit gro¨ßer werdendem
NSto¨r,max absinken, bis NSto¨r,max = 50 ist, und damit τimp = 60μs > τ⊥ = 49μs
ist. Fu¨r μI < 0, d.h. einer fallenden Frequenzrampe des Sto¨rsignals, ist die Be-
dingung τimp > τ⊥ mit NSto¨r,max = 40 etwas schneller erreicht. Auch sind die
Verteilungen tendenziell schma¨ler als fu¨r μI > 0. Fu¨r große NSto¨r,max pendelt
sich xˆI im selben Bereich ein. Ein relevanter Unterschied bzgl. xˆI besteht zwi-
schen μI > 0 und μI < 0 nur fu¨r kleine Werte von NSto¨r,max.
24 engl. Duty Cycle (Tastgrad)
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Abb. 2.28: Verlauf der maximalen Sto¨ramplitude im Zeitbereich in Abha¨ngigkeit von den Rampen-
parametern TV und TI. Parameter: BI = BV = 270MHz. Stichprobenumfang: 1000 Messungen je
TV/TI ohne Synchronisation zwischen Sto¨rer und Radar. DC = 1. Die Box markiert den 25% - 75%
Perzentil-Bereich, der Punkt den Median und die Linie erfasst alle restlichen Werte. Das Kreuz mar-
kiert das TV/TI, ab dem τimp > τ⊥ gilt.
In Abb. 2.29 ist der Mittelwert des Absolutwert-Quadrats (oder mittlere Leistung
bzw. Sto¨rleistung des Signals [GRS05], Abschnitt A.2 )
x2I,RMS =
1
N
N
∑
n=1
|x[n]|2 = 1
N2
K
∑
k=1
|X [k]|2 (2.60)
u¨ber TV/TI fu¨r die bereits zuvor beschriebene Stichprobe aufgetragen. Fu¨r kleine
TV/TI und μI < 0 zeigen sich schmalere Verteilungen und geringere Maxima fu¨r
x2I,RMS, als es fu¨r μI > 0 der Fall ist. Sonst verha¨lt sich x
2
I,RMS fu¨r μI > 0 und
μI < 0 sehr a¨hnlich. Der Median von x2I,RMS bleibt fu¨r alle Parametervariationen
von TV/TI etwa gleich.
Wegen des Parsevalschen Theorems [GRS05] kann x2I,RMS auch im Frequenz-
bereich bestimmt werden, was ein Vergleich von Abb. 2.29 und Abb. 2.30 zeigt.
Vor Bestimmung des dazu verwendeten Spektrums mittels FFT wurden keinerlei
Offset-Kompensation oder Fensterung des Zeitsignals durchgefu¨hrt.
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Abb. 2.29: Diese Graﬁk zeigt den Vergleich der mittleren Sto¨rleistung fu¨r μI > 0 (linkes Bild) und
μI < 0 (rechtes Bild) fu¨r die beschriebene Stichprobe.
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Abb. 2.30: x2I,RMS wurde hier im Frequenzbereich berechnet und stimmt mit den Ergebnissen aus
Abb. 2.29 u¨berein.
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Abb. 2.31: Verlauf der maximalen Sto¨ramplitude XˆI im Frequenzbereich in Abha¨ngigkeit von TV/TI.
Auffa¨llig sind die Ausreißer fu¨r verschiedene Werte von TV/TI = 40, 800 bzw. 30, 700.
Die Maximalwerte von XˆI sind in Abb. 2.31 dargestellt, wozu vor der FFT der
Mittelwert des jeweiligen Zeitsignals abgezogen, sowie eine Fensterung im Zeit-
bereich vorgenommen wurde.
Wa¨hrend in Abb. 2.28 der Median von xˆI abfa¨llt, bis etwa τimp > τ⊥ gilt, steigt
der Median von XˆI im selben Bereich in Abb. 2.31. Im letztgenannten Bild sind
Ausreißer der Verteilungen zu gro¨ßeren Amplituden hin erkennbar. Fu¨r μV > 0
treten die Ausreißer bei NSto¨r,max = 40 bzw. 800, fu¨r μV < 0 bei NSto¨r,max = 30
bzw. 700 auf.
Die Ursache hierfu¨r ist eine periodische Aneinanderreihung und U¨berlagerung
von AAF-Impulsantworten im Zeitbereich, welche im Frequenzbereich wie-
derum eine Aneinanderreihung von Impulsen ergibt. Da die Filterimpulsant-
worten mehrere lokale Extremwerte aufweisen, und deren Amplitude zudem
noch abha¨ngig von der relativen Phasenlage von LO- und Sto¨rsignal ist, sind
diese gemessenen Ausreißer schwierig vorherzusagen. Dieser Effekt ist auch in
Abb. 2.27 rechts zu erkennen, wo das Spektrum der CS-Sto¨rung zum Teil ho¨here
Amplituden aufweist, als es fu¨r die weniger ha¨uﬁg auftretenden Sto¨rungen im
Bildpaar links der Fall ist.
An dieser Stelle kann erkla¨rt werden, warum in Abb. 2.4 und Abb. 2.6 (aus der
Einleitung dieses Kapitels) etwa gleiche Sto¨rleistungsdichten zu erkennen sind.
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Das FMCW-Signal sto¨rt im Gegensatz zum CW-Signal, bei gleicher Sende-
leistung, mit geringeren maximalen Amplituden im Zeitbereich, jedoch sto¨rt es
dafu¨r o¨fter. Dies fu¨hrt in der Summe zu einer vergleichbaren Sto¨rleistungsdichte
fu¨r die mehrmalige FMCW-Sto¨rung und die einmalige CW-Sto¨rung. Fu¨r die
FMCW-Sto¨rung ist wegen der Aneinanderreihung von Impulsen eine Bogen-
form erkennbar.
Alternative Modellierung von Mehrfachsto¨rungen
An dieser Stelle sollen, alternativ zu (2.46), zwei Varianten der Modellierung
von mehrfachen Sto¨rungen erla¨utert und demonstriert werden. Sie basieren auf
dem bisher entwickelten Formelapparat.
Die erste Variante besteht in der direkten Modellierung der Sto¨rung im Zeit-
bereich nach dem AAF durch eine geeignete Platzierung von skalierten Filter-
impulsantworten des AAF. Voraussetzung ist, dass tr
√
Δμ > 1 erfu¨llt ist, was
auch bedeutet, dass die Ho¨he der Filterimpulsantwort xˆI mit (2.52) abscha¨tzbar
ist. Das Signal nach dem AAF mit N Sto¨rzeitpunkten la¨sst sich u¨ber folgendes
Schema erstellen:
xIFI(t) =
N
∑
n=1
Re
(
xˆI,n ·
hAAF(t)
max{|hAAF(t)|} ·e
jϕn
)
∗δ (t− tx,n). (2.61)
Die Phase ϕn folgt dabei einer vorzugebenden Verteilung (z.B. einer Gleich-
verteilung, wie spa¨ter verwendet) und variiert die Amplitude der sichtbaren
Sto¨rung. In der praktischen Realisierung kann auf die Faltung verzichtet werden,
wenn die Filterimpulsantworten direkt an den Sto¨rzeitpunkten τn platziert wer-
den. Das so generierte Sto¨rsignal kann direkt zum Nutzsignal nach dem AAF
addiert werden. Diese Art der Sto¨rmodellierung ist bereits brauchbar um Algo-
rithmen zur nachtra¨glichen Unterdru¨ckung von Sto¨rungen zu testen. Durch eine
FFT kann in den Frequenzbereich gewechselt werden.
Die zweite Variante der Modellierung besteht in der direkten Generierung des
Spektrums. Dazu wird eine mehrfache Sto¨rung in einzelne Sto¨rungen zerlegt.
Diese ko¨nnen anschließend mittels Formeln aus Abschnitt 2.3.2 (z.B. Glei-
chung (2.41)) modelliert und superpositioniert werden. Das Prinzip dieses Mo-
dellierungsansatzes ist in Abb. 2.32 fu¨r eine mehrfache FMCW-Sto¨rung bzw.
CS-Sto¨rung skizziert. Die beno¨tigten Startfrequenzen der Sto¨rer fSI,1 und fSI,2
werden dabei durch Extrapolation gewonnen. Dazu werden zuna¨chst die Ram-
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penschnittpunkte tx,n mittels (2.57) unter Verwendung der tatsa¨chlichen Start-
frequenzen der Sto¨r-Frequenzrampen fSI,org bestimmt.
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Abb. 2.32: Beispiel einer Zerlegung von mehrfachen Sto¨rungen. Schwarz zeigt das Nutzsignal, rot
die mehrfache Sto¨rung.
Im Anschluss werden die Startfrequenzen fSI,n der neuen Sto¨r-Frequenzrampen
bestimmt:
fSI,n = tx,n · −μI+ fx,n mit
fx,n = tx,n ·μV+ fSV
⇒ fSI,n = tx,n ·(μV−μI)+ fSV = tx,n · −Δμ + fSV
(2.62)
Beispielhaft la¨sst sich ein repra¨sentatives Sto¨r-Spektrum fu¨r das Experimental-
radar nach dessen AAF fu¨r N Sto¨rungen generieren (Δμ > 0)
X`IFI( f ) =
(
N
∑
n=1
VFEVCATI
2
√
1
Δμ
e j(
2πΔ fS,n f
Δμ )
· cos
(
π( f 2+Δ f 2S,n)
Δμ
− π
4
−Δϕn
))
·HAAF( f ).
(2.63)
Das Spektrum muss lediglich bis zu der Frequenz erstellt werden, fu¨r die das
AAF genu¨gend da¨mpft. Durch eine IFFT la¨sst sich das Zeitsignal nach dem
AAF berechnen.
Die Anwendbarkeit von (2.61) und (2.63) wird anhand einer Stichprobe von
1000 Messungen je Satz von Signalparametern unter der Verwendung des Mess-
aufbaus nach Abb. 2.22 u¨berpru¨ft. Eine Erla¨uterung zum Prinzip der Datenerhe-
bung kann Abb. 2.33 und deren Bildunterschrift entnommen werden.
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Die Stichproben im Zeitbereich sind dem Ausschnitt entnommen, welcher von
der Sto¨rung beeinﬂusst ist. Die Amplituden von xIFI(t) werden in Abb. 2.34 bis
Abb. 2.36 durch relative Summenha¨uﬁgkeiten dargestellt und sind mit xIFI be-
zeichnet.
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Abb. 2.33: Obige Bilder werden beispielhaft fu¨r die Erla¨uterung der Datenerhebung genutzt. Die
erhobenen Daten werden zur U¨berpru¨fung der Signalmodelle verwendet. In diesem Beispiel ver-
wendete Signalparamter: τ = 0 s, fD = 0Hz, fSV = 23,99GHz, fEV = 24,26GHz, TV = 2,47ms,
fSI = 24,05GHz, fEI = 24,22GHz, ϕLO = 0, TI = 412μs. Sto¨rsignal und Radar-LO werden zeit-
gleich gestartet, jedoch variiert die Phase des zum Hochmischen des Sto¨rsignals verwendeten
Tra¨gersignals dabei zufa¨llig. Die initiale Phase des Sto¨rsignals ϕSI ist als gleichverteilt zwischen
0 und 2π angenommen. Links: Der schwarze Graph zeigt eine Messung des Sto¨rsignals nach dem
AAF. Der rote Graph zeigt das modellierte Sto¨rsignal xIFI(t), welches hier durch IFFT aus dem
Frequenzbereichsmodell gewonnen wird. Die oberen und unteren waagerechten Grenzen zeigen die
erreichten maximalen absoluten Amplituden der Stichprobe an (1 bis x, aus 1000). Der zur Er-
hebung der Stichprobe herangezogene Zeitabschnitt wird durch die vertikalen Grenzen markiert.
Rechts: Das obere schwarz/rote Paar von Graphen zeigt die Fourier-Transformierte einer Messung
(schwarz) und das Frequenzbereichs-Modell (rot) auf Basis von Signalen nach der Filterung mit
dem AAF. Das untere schwarz/rote Paar von Graphen zeigt die Fourier-Transformierte einer Mes-
sung (schwarz) und das Frequenzbereichs-Modell (rot) ohne das AAF. Um letztere zu erhalten, ist
das bekannte AAF aus der Messung herausgerechnet worden. Die waagerechten Grenzen zeigen die
bislang erreichten maximalen Amplituden wa¨hrend der Stichprobenerhebung an. Der zur Erhebung
der Stichprobe herangezogene Frequenzabschnitt wird durch die vertikalen Grenzen markiert.
Im Frequenzbereich dient ein Ausschnitt aus dem ﬂachsten Teil des Spektrums,
unter Einbezug des AAF, als Stichprobe. Die Amplituden von |XIFI( f )| werden
in Abb. 2.34 bis Abb. 2.36 durch relative Ha¨uﬁgkeiten dargestellt und sind mit
|XIFI| bezeichnet.
In Abb. 2.34 ist ein Vergleich von Messung und Simulation fu¨r eine einzel-
ne CW-Sto¨rung gezeigt. Bis auf einen konstanten Amplitudenfaktor zeigt sich
eine gute U¨bereinstimmung von Messung und Simulation. Die Ursache fu¨r
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die Abweichung liegt in der direkten Verwendung der Datenblattangaben von
LNA, Mischer und der theoretischen U¨bertragungsfunktion des AAF fu¨r die
Simulation. Weitere Verluste und Nichtidealita¨ten des Radars sind nicht beru¨ck-
sichtigt. Das thermische und sonstige Grundrauschen des Radars (bei ausge-
schalteter Sto¨rquelle) wird im Zeit und Frequenzbereich zur Simulation hinzu
addiert. Modelliert wird jeweils im Zeitbereich (”Modell Zeitbereich”) oder im
Frequenzbereich (”Modell Frequenzbereich”), anschließend wird per FFT bzw.
IFFT in die andere Doma¨ne gewechselt.
In Abb. 2.35 und Abb. 2.36 sind zwei weitere Modellierungsbeispiele fu¨r 6 und
100 Sto¨rzeitpunkte je FMCW-Frequenzrampe gezeigt. Die Parameter der Mes-
sung und Simulation sind den Bildunterschriften zu entnehmen.
Nun ko¨nnte aufgrund der in Abb. 2.34, Abb. 2.35 und Abb. 2.36 aufgefu¨hrten
relativen Ha¨uﬁgkeiten der Schluss gezogen werden, dass die Sto¨ramplituden im
Frequenzbereich durch eine bestimmte Verteilung beschrieben werden ko¨nnen.
Dem muss jedoch nicht zwingend so sein. |XIFI( f )| kann auch bi- oder mul-
timodal verteilt sein, wie Abb. 2.37 zeigt. Dies ist das Resultat von Spektren
mit ausgepra¨gten Maxima und Minima (Pulska¨mmen), die auch u¨ber der Zeit
vera¨nderlich sein ko¨nnen. Je stabiler diese Maxima und Minima eingehalten
werden, umso deutlicher sind die lokalen Maxima der relativen Ha¨uﬁgkeiten
voneinander trennbar.
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Abb. 2.34: Die Messung und Simulation einer CW-Sto¨rung zeigen eine gute U¨bereinstimmung, bis
auf einen konstanten Faktor. Die Darstellungen basieren auf einer Stichprobenerhebung, wie sie in
Abb. 2.33 beschrieben ist. Verwendete Parameter: τ = 0 s, fD = 0Hz, fSV = 23,99GHz,
fEV = 24,26GHz, TV = 2,47ms, ϕLO = 0, fSI = 24,135GHz, fEI = 24,135GHz, TI = TV,
ϕI ist gleichverteilt zwischen 0 und 2π angenommen.
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Abb. 2.35: Vergleich von Messung und Simulation fu¨r TV/TI = 6 im Zeit- und Frequenzbereich.
Die Darstellungen basieren auf einer Stichprobenerhebung, wie sie in Abb. 2.33 beschrieben ist.
Verwendete Parameter: τ = 0 s, fD = 0Hz, fSV = 23,99GHz, fEV = 24,26GHz, TV = 2,47ms,
ϕLO = 0, fSI = 24,05GHz, fEI = 24,22GHz, TI = 412 μs, ϕI ist als gleichverteilt zwischen 0 und
2π angenommen.
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Abb. 2.36: Vergleich Messung und Simulation fu¨r TV/TI = 100 im Zeit- und Frequenzbereich.
Die Darstellungen basieren auf einer Stichprobenerhebung, wie sie in Abb. 2.33 beschrieben ist.
Verwendete Parameter: τ = 0 s, fD = 0Hz, fSV = 23,99GHz, fEV = 24,26GHz, TV = 2,47ms,
ϕLO = 0, fSI = 24,05GHz, fEV = 24,22GHz, TI = 24,7 μs, ϕI ist gleichverteilt zwischen 0 und 2π
angenommen.
Das deterministisches Signalmodell kann diese Verteilungen liefern, muss je-
doch entsprechend parametrisiert werden, was genaue Kenntnis u¨ber die tat-
sa¨chlichen Nichtidealita¨ten des Radars und des Generators sowie die Taktge-
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ber erfordert. Ohne besondere Parametrisierung liefert das Modell in Abb. 2.37
zwar ebenfalls eine multimodale Verteilung der Amplituden von |XIFI( f )|, diese
weicht allerdings deutlich von der gemessenen Verteilung ab. Die maximal auf-
tretende Amplitude ist jedoch fast identisch. Auch das Spektrum in Abb. 2.27
(links unten) wu¨rde eine multimodale Verteilung liefern.
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Abb. 2.37: Beispiel fu¨r multimodale relative Ha¨uﬁgkeiten im Frequenzbereich. Solche Verla¨ufe der
relativen Ha¨uﬁgkeit weisen auf Pulska¨mme im Spektrum hin. Der Einbruch zwischen den beiden
Maxima ist umso ausgepra¨gter, je stabiler der Kamm im Frequenzbereich sichtbar ist. Zeitlich
vera¨nderliche Ka¨mme mit mehreren, in der Amplitude unterschiedlichen lokalen Maxima fu¨hren
zu entsprechenden multimodalen relativen Ha¨uﬁgkeiten. Parameter: TV/TI = 7, sonst wie Abb. 2.36.
Die Signale wurden nach (2.61) modelliert.
2.3.5 Modellierung des Gesamtsignals
Zur gemeinsamen Veriﬁkation der Modelle fu¨r Nutz- und Sto¨rsignale dient ein
Vergleich von Messung und Simulation auf Basis des Messaufbaus in Abb. 2.38.
Im Aufbau sind die Sende- und Empfangsantennen des Experimentalradars
durch externe Antennen ersetzt. Das Gesamtsignal ergibt sich aus der Super-
position von Nutz- und Sto¨rsignal.
Die Modellierung des Nutzsignals xIFV(t) im Zeitbereich nach der Filterung
mit dem AAF geschieht nach (2.45). Dabei wird die Radargleichung (2.9) zur
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Abscha¨tzung der Da¨mpfung des Funkkanals genutzt. Weiter werden die Ge-
winne der verwendeten Hardwarekomponenten aus Abb. 2.38 beru¨cksichtigt,
ebenso wie die Gewinne der Komponenten des Experimentalradars (s. Ab-
schnitt A.4).
+RFKSDVV
5)
/2
1)
5)
/2
1)
9DULDEOH
'lPSIXQJ+RFKSDVVFRVʌI6,Wȝ,Wðĳ6,ʌ
ʌ
/2
+RFKSDVV
FRVʌI6,Wȝ,Wĳ6,
$UELWUlUHU
6LJQDOJHQHUDWRU
7ULJJHU
5DGDU
(PSIDQJVNDQDO
5DGDU
6HQGHNDQDO
*.DEHO  G%
5ı P =LHOı 
G%VP
35,6W|UOHLVWXQJ
37 G%P
*5 G%
*7 G%
I  *+]
.DEHO
.DEHO
.DEHO

([SHULPHQWDOUDGDU
*HQHUDWRUIU6W|UVLJQDOH
*:LONLQVRQ  G%
351XW]OHLVWXQJ
37, G%P6W|UOHLVWXQJ
6W|UVLJQDO
*3IDG
Abb. 2.38: Messaufbau zur U¨berpru¨fung des gemeinsamen Simulation von Nutz- und Sto¨rsignal.
Sa¨mtliche beschriftete Kabel haben dieselbe La¨nge von 1m. Die Mehrwegeausbreitung im Szenario
ist vernachla¨ssigbar.
Das Grundrauschen des Radars wird nach der Filterung mit dem AAF pseudo-
zufa¨llig hinzu addiert, wobei separat aufgezeichnete Signale xn(t) verwendet
werden. Letztere werden mit dem Experimentalradar gemessen, wobei die Emp-
fangskana¨le des Experimentalradars mit 50ΩWidersta¨nden abgeschlossen sind.
Das Sto¨rsignal xIFI(t) im Zeitbereich wird mit Hilfe von (2.61) modelliert und,
nach Einbezug der Gewinne der Hardwarekomponenten ab dem Wilkinson-
Teiler, zum Nutzsignal xIFV(t) hinzu addiert. Dabei ist eine vorherige Filte-
rung des Sto¨rsignals mit dem AAF nicht no¨tig, da dessen Auswirkung auf die
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Sto¨rung bereits in (2.61) enthalten ist. In Abb. 2.39 (links) ist ein Vergleich von
gemessenem und simuliertem Zeitsignal gezeigt. Die waagerechten Grenzen
markieren die sich dabei fu¨r 1000 Messungen ergebenden maximalen, abso-
luten Amplituden aufgrund der Sto¨rungen. Es ist zu erkennen, dass die maxi-
mal erreichten Amplituden fu¨r Messung und Simulation gut u¨bereinstimmen.
Das Modell gibt die Worst-Case Sto¨rimpulse im Zeitbereich somit gut wieder.
Auch akzeptabel ist die U¨bereinstimmung der Amplituden der Nutzsignale. Die
Abweichungen lassen sich durch die vereinfachte Annahme eines Punktziels
im Freiraum fu¨r die Simulation erkla¨ren. In der Realita¨t kommt es im Kanal
und im Aufbau selbst zu weiteren Reﬂexionen oder einer Kopplung zwischen
Sende- und Empfangsantenne, was beispielsweise zu einer U¨berlagerung meh-
rerer Nutzsignale a¨hnlicher Frequenz und damit zu einer Schwebung, oder zu
zusa¨tzlichen, niederfrequenten Signalanteilen fu¨hren kann.
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Abb. 2.39: Links: Der Ausschnitt zeigt das gemessene und ein simuliertes Zeitsignal. Die Gren-
zen markieren die Maximalwerte, die u¨ber 1000 Stichproben hinweg erreicht werden. Die Sto¨rung
ist bei ca. 1,4ms zu erkennen. Rechts: Spektrum auf Basis der Modellierung im Zeit- oder Fre-
quenzbereich. Es sind die Signale gezeigt, die zur ho¨chsten Sto¨rleistung fu¨hren. Es zeigt sich eine
gute U¨bereinstimmung von Simulation und Messung. Die zusa¨tzlich sichtbaren Reﬂexionen in der
Messung sind in der Simulation nicht beru¨cksichtigt, da dort nur das RCS des Winkelreﬂektors vor-
gegeben ist.
Das Spektrum des Gesamtsignals ergibt sich durch Multiplikation von xIFV(t)+
xIFI(t) mit einem Hamming-Fenster, sowie durch eine sich anschließende FT.
Dieses wird im Spektrum von Abb. 2.39 (rechts) mit “Modell Zeitbereich“ be-
zeichnet. Es zeigt sich eine gute U¨bereinstimmung der gemessenen und simu-
lierten Worst-Case Spektren.
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Als zweite Variante wird XIFV( f ) im Frequenzbereich generiert. Zuna¨chst wird
die Beat-Frequenz des Ziels nach (2.23) berechnet und das Ziel in der entspre-
chenden Frequenzelle im Spektrum platziert. Die Information zur Bestimmung
der Amplitude der Beat-Frequenz stammt erneut aus der Radargleichung, so-
wie aus den Informationen u¨ber die Gewinne der Hardwarekomponenten. Die
Filterung mit dem AAF geschieht durch eine Multiplikation des Spektrums mit
HAAF(f). Das Grundrauschen xn(t)  Xn( f ) wird zum sich ergebenden Spek-
trum hinzu addiert. Die Fensterung wird durch eine Faltung dieses Spektrums
mit der FT des Hamming-Fensters realisiert. Es ergibt sich XIFV( f ).
Das Spektrum des Sto¨rsignals XIFI(f) wird nach (2.63) generiert und zu XIFV( f )
hinzu addiert. Das sich ergebende Spektrum des Gesamtsignals wird in Abb. 2.39
(rechts) mit ”Modell Frequenzbereich”bezeichnet. Auch fu¨r die Modellierung
des Gesamtsignals im Frequenzbereich zeigt sich eine gute U¨bereinstimmung
der gemessenen und simulierten Worst-Case Spektren.
In Abb. 2.39 (rechts) markieren zwei Datenpunkte im Spektrum den Abstand
von Nutzsignal zu Sto¨rsignal. Das folgende Kapitel nimmt sich der Abscha¨tzung
dieses Abstands an und geht auf die wesentlichen Einﬂussfaktoren im Radar-
empfa¨nger ein.
2.3.6 Gewinn gegenu¨ber Sto¨rungen
Bis zu diesem Punkt sind die Sto¨reffekte zwischen FMCW-Radaren und CW-
/FSK-/FMCW-/ und CS-Radaren beschrieben worden. Nun folgen einige Faust-
formeln zur Abscha¨tzung des Gewinns von Nutzsignalen gegenu¨ber Sto¨rsignalen.
Der Gewinn gegenu¨ber vo¨llig unkorrelierten bzw. inkoha¨renten Sto¨rquellen ent-
spricht nach [Pac04] dem Produkt aus belegter Signalbandbreite multipliziert
mit der koha¨renten Integrationszeit. Die Integrationszeit wird hier mit der Dauer
des ausgesendeten Signals gleichgesetzt. Damit ergibt sich
GSIR = BV ·TV, (2.64)
was dem Gewinn eines Radars mit FMCW-Modulation gegenu¨ber einem CW-
Sto¨rer entspricht. Bei einer Sto¨rung durch ein FMCW-Radar muss dieser Ge-
winn entsprechend skaliert werden, wie in [Gop11] aufgefu¨hrt. In der vorliegen-
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den Arbeit ergibt sich der Gewinn direkt aus dem Vorfaktor der FT einer Sto¨rung
(vgl. (2.41)) unter Einbezug der koha¨renten Integrationszeit TV
GSIR = (TV
√
|Δμ|)2 = T 2V |Δμ| , (2.65)
wobei TV zugleich die Frequenzauﬂo¨sung der FT bestimmt. Tatsa¨chlich teilt
sich dieser Gewinn eines FMCW-Radars gegenu¨ber Sto¨rungen in einen Gewinn
durch analoge Signalprozessierung und einen Gewinn durch digitale Signalpro-
zessierung auf. Wenn ein breitbandiges AAF zu keiner Sa¨ttigung des ADC des
Radarempfa¨ngers fu¨hrt, kann der Gewinn auch digital realisiert werden. Hier
gilt, je la¨nger die koha¨rente Integrationszeit, umso ho¨her fa¨llt der Gewinn GSIR
aus, da die Frequenzauﬂo¨sung des per FFT gewonnenen Spektrums verbessert
wird und sich die Energie damit u¨ber mehr Frequenzzellen verteilen kann.
Weiter ist der Gewinn von der Fensterfunktion abha¨ngig, mit der das Empfangs-
signal vor der FFT multipliziert wird. Dabei erfahren das Signal als auch die
Sto¨rung eine zeitabha¨ngige Da¨mpfung ihrer Amplitude. Falls die Sto¨rung nur
wenige Abtastwerte um einen dominierenden Abtastwert n lokalisiert ist, kann
der Gewinn GW durch die Multiplikation mit einer auf ihr Maximum normierten
Fensterfunktion ”win” als
GW =
⎛
⎜⎜⎝
1
M
M
∑
m=1
win[m]
win[n]
⎞
⎟⎟⎠
2
(2.66)
angena¨hert werden, wobei M der La¨nge des Zeitsignals oder des Fensters in
Abtastwerten entspricht. Der Za¨hler in Gleichung (2.66) entspricht dabei dem
CPG25, wie er in [Har78] im Rahmen einer Diskussion von Fensterfunktionen
verwendet wird. Dieser beschreibt den Verlust an mittlerer Leistung, die ein Si-
gnal durch Multiplikation mit dem normierten Fenster erfa¨hrt. In Abb. 2.40 kann
der Gewinn GW fu¨r eine Messung anschaulich nachvollzogen werden.
Gleichung (2.65) kann um den Gewinn durch die Fensterung erga¨nzt werden:
GSIR = T 2V |Δμ| ·GW. (2.67)
Dieser Effekt des Fensters kann gezielt zur Sto¨rreduktion verwendet werden,
z.B. durch den Einsatz schmalbandiger Modulationsformen wie FSK an den
Ra¨ndern des regulierten Spektrums. Breitbandige Signale, welche mit Fenste-
rung im Zeitbereich prozessiert werden, wu¨rden hiervon proﬁtieren.
25 engl. Coherent Power Gain
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Abb. 2.40: Die Fensterung bewirkt eine zeitabha¨ngige Da¨mpfung des gesto¨rten Zeitsignals.
Abha¨ngig von der Lage der Sto¨rung wird diese sta¨rker oder schwa¨cher geda¨mpft. In der Graﬁk
links sind die Sto¨rungen noch nicht mit dem Fenster multipliziert. Die Da¨mpfung im Zeitbereich
wirkt sich direkt auf das SIR im Frequenzbereich aus [SHM+14] ©IJMWT.
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Abb. 2.41: Fu¨r diese Ergebnisse wurde ein I/Q-Mischer bei 880MHz verwendet, in der Konﬁ-
guration wie in Abb. 2.10 gezeigt. Mit Hilfe eines AWG werden die Signale fu¨r HF- und LO-
Eingang direkt vorgegeben, I- und Q-Signale werden mit einem Oszilloskop aufgezeichnet. Die
Signalamplitude wird dabei konstant gehalten. Zuna¨chst wird ein Nutzsignal mittels zwei zeitver-
setzter Frequenzrampen (BV = 20MHz, TV = 200 μs) generiert, von dem anschließend entweder
nur I- oder I- und Q-Zweig kombiniert ausgewertet werden. Dies fu¨hrt zum generischen Ziel bei
etwa 100 kHz. Anschließend wird am HF-Eingang ein CW-Sto¨rsignal bei 880MHz eingespeist und
ebenfalls fu¨r I- sowie I-und Q-Zweig kombiniert Fourier-transformiert. Beide Spektrum-Paare (I-
Nutz und Sto¨rsigal, sowie I/Q-Nutz- und Sto¨rsignal) sind mit Ihrem jeweiligen Maximum auf 0 dB
Referenzlevel dargestellt. Ohne einen I/Q-Empfa¨nger ergibt sich das bekannte Bogenspektrum, des-
sen erster Bogen (0 bis maximal
√
Δμ) von der Amplitude her phasenabha¨ngig variieren kann.
Im gezeigten Fall ist dessen Maximum getroffen, welches im Vergleich zum nahezu frequenzun-
abha¨ngigen Gewinn bei I/Q-Prozessierung um 6 dB ho¨her liegt. Jedoch kann bei gu¨nstiger relativer
Phasenlage von LO- und Sto¨rsignal auch ein tempora¨r deutlich ho¨herer Gewinn erzielt werden, als
ihn eine I/Q-Prozessierung liefert [SHM+14, Ker14].
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Damit Gleichung (2.67) gilt, darf jede Frequenz von einer Sto¨rung nur einmal
belegt werden. Wird ein I/Q-Empfa¨nger verwendet, ist dies der Fall, da dieser
die Unterscheidung zwischen positiven und negativen Frequenzen erlaubt.
Wird kein I/Q-Empfa¨nger verwendet, so ist diese Unterscheidung nicht mo¨glich
und die Amplitude je Frequenzzelle des Spektrums variiert abha¨ngig von der re-
lativen Phasenlage Δϕ von LO-Signal und Sto¨rsignal. Dies bringt der Kosinus-
Term in der FT einer FMCW-Sto¨rung zum Ausdruck (siehe z.B. (2.41)). Dies
bedeutet, dass die Sto¨rung bei gu¨nstiger Phasenlage auch sehr stark unterdru¨ckt
werden kann (der Kosinus Term wird null). Der minimale Gewinn eines FMCW-
Radars ohne I/Q-Empfa¨ngerum fa¨llt hingegen, wie in Abb. 2.41 gezeigt und
kommentiert, um bis zu 6 dB niedriger aus, als es fu¨r ein FMCW-Radar mit
I/Q-Empfa¨nger der Fall ist.
Erga¨nzend wird in Abb. 2.42 und Abb. 2.43 anhand einer LTspice-Simulation
(LTspice IV von Linear Technology, Version 4.21g) der Gewinn fu¨r eine ideale
Mischung na¨her erla¨utert. Fu¨r dieses Beispiel betra¨gt der ideale Gewinn
GSIR = |Δμ|T 2V =
∣∣∣∣ (113,025−103,025)MHz250μs − (100−110)MHz250μs
∣∣∣∣ ·2502 μs2
= 5000.
(2.68)
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Abb. 2.42: Setup fu¨r die Simulation des Gewinns mit LTspice. Der per Kasten markierte Frequenz-
bereich wird wa¨hrend der Mischung doppelt belegt. Daher ist dort die Amplitude bis zu Faktor 2
ho¨her. Der Bereich oberhalb 6,975MHz wird stattdessen nur einmal belegt.
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Im Spektrum der Sto¨rung aus Abb. 2.43 (rechts) la¨sst sich auch ein mittlerer
Gewinn fu¨r den Fall ohne I/Q-Empfa¨nger deﬁnieren. Wird die Kosinus-Gestalt
des Teilbereichs von 0 bis 7MHz betrachtet, so la¨sst sich analog zum Zeitbe-
reich der Effektivwert der Amplitude angeben. Wird dieser quadriert ergibt sich
GSIR = 1/2 |Δμ|T 2V.
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Abb. 2.43: Gewinn eines FMCW-Radars gegenu¨ber einer als FMCW-Signal beschreibbaren Sto¨rung
in der Simulation mit LTspice. Simuliert ist eine Mischung (in Form einer idealen Multiplikation)
von LO- und Sto¨rsignal. Das LO-Signal sowie das Sto¨rsignal haben eine Amplitude von 1V. Links:
In diesem Bild ist der Empfang eines koha¨renten Sto¨rsignals gezeigt, was zu einem unteren Misch-
produkt bei 2MHz fu¨hrt. Das zugeho¨rige Signal im Zeitbereich, nach der Mischung, hat eine Am-
plitude von 0,5V. Das Spektrum zeigt als Maximum 0,354≈ 0,5/√2. Ein Bessel-Tiefpassﬁlter 4ter
Ordnung beschra¨nkt das Spektrum ab etwa 10MHz. Diese Messung dient als Referenz. Rechts: Die
Amplitude des Sto¨rsignals im Zeitbereich nach der Mischung betra¨gt 0,5V. Das obere Mischpro-
dukt wurde durch das Tiefpassﬁlter entfernt. Mit den Parametern der Frequenzrampe aus Abb. 2.42
und der Berechnung in (2.68) ergibt sich eine Reduktion um
√
5000 von 0,354 auf ≈ 0,005. Dieses
Sto¨rlevel ist bei etwa 10MHz markiert, wo keine U¨berlappung der beteiligten Mischsignale auftritt.
Dies ist der ideale Gewinn. Im Teilbereich mit U¨berlappung der beteiligten Signale (bis etwa 7MHz)
ergibt sich eine um bis zu Faktor 2 ho¨here Amplitude. Jedoch ist nun auch eine absolute Amplitude
von 0 mo¨glich. Die Gestalt der Sto¨rung im Bereich der U¨berlappung im Frequenzbereich kann in
sehr guter Na¨herung mit dem Formelwerkzeug aus Kapitel 2 beschrieben werden.
Die Faustformeln zur Abscha¨tzung des Gewinns eines FMCW-Radars gegenu¨ber
einer als FMCW-Signal beschreibbaren Sto¨rung lauten somit
GSIR = T
2
V |Δμ| ·GW ·
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 , I/Q-Empfa¨nger
1
4 , kein I/Q-Empfa¨nger, dafu¨r variiert Δϕ
die Ho¨he des Spektrums,
1
2 , kein I/Q-Empfa¨nger, mittlere Sto¨rleistung.
(2.69)
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CW-, FSK- und CS-Signalformen sind Spezialfa¨lle einer FMCW-Sto¨rung. Die
obige Formel gilt fu¨r jeden vollsta¨ndigen Durchlauf einer Frequenzrampe eines
Sto¨rers durch das AAF im idealen Spektrogramm. Durchla¨uft ein sto¨rende Fre-
quenzrampe das AAF mehrfach, so kann der Gewinn fu¨r jede einzelne Teilrampe
bestimmt werden.
Gleichung (2.69) wird beispielhaft verwendet um das SIR fu¨r die markierten
Datenpunkte in Abb. 2.39 (rechts) zu berechnen. Dazu werden die Angaben zum
Messaufbau nach Abb. 2.38 und Abschnitt A.4 verwendet. Das SIR26 am Ein-
gang des Experimentalradars wird mit
SIR0 =
PR
PRI
(2.70)
bezeichnet. Es ergibt sich zu
SIR0 =PR−PRI = PT+GR+GT+σ |dBsm+3·GKabel+GPfad+GWilkinson
− (PTI+GWilkinson+GKabel)
=2,6dBm+2·14,2dB+16,34dBsm−3·2dB+10log10
⎛
⎜⎝
(
3E8 ms
24,135GHz
)2
(4π)3R4σ
⎞
⎟⎠
−6,2dB− (−50dBm−6,2dB−2dB) =−72,71dBm− (−58,2dBm)
≈−14,5dB
(2.71)
Das Signal-zu-Interferenz-Verha¨ltnis nach der Signalprozessierung SIR ergibt
sich fu¨r das verwendete FMCW-Experimentalradar ohne I/Q-Empfa¨nger im
Worst-Case zu
SIR =SIR0 ·GSIR = SIR0 ·T 2V · |Δμ| ·GW ·
1
4
.
SIR =−14,5dB+ (2,5ms)2
∣∣∣
dB
+
∣∣∣∣ (24,135−24,135)GHz2,5ms − (24,26−23,99)GHz2,5ms
∣∣∣∣
−5,35dB−6dB =−14,5dB−52.04dB+110,33dB−5,35dB−6 dB
=32,44dB.
(2.72)
Dieser Gewinn stimmt sehr gut mit dem in Abb. 2.39 abzulesenden Gewinn von
−32,9 dB− (−65,55 dB)= 32,55 dB fu¨r eine Worst-Case Sto¨rung (ungu¨nstigste
26 engl. Signal-to-Interference Ratio (Signal-zu-Sto¨r-Verha¨ltnis)
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Phasenlage des Sto¨rsignals) u¨berein. Der ”Gewinn” des Hamming Fensters GW
gegenu¨ber der Sto¨rung ist in diesem Fall identisch mit dem CPG des Hamming-
Fensters nach [Har78], da die CW-Sto¨rung die FMCW-Frequenzrampe in deren
zeitlicher Mitte schneidet, wie in Abb. 2.40 (links) skizziert. Dabei wird fast
ausschließlich die Energie des Nutzsignals durch die Fensterung gemindert. Der
CPG betra¨gt fu¨r das Hamming Fenster 20 · log10(0,54) =−5,35 dB.
2.4 Konstellationsdiagramm fu¨r
die Reichweite von Radaren
Das nun folgende Modell stellt ein Werkzeug fu¨r die erste Einscha¨tzung von
Sto¨rszenarien dar. Dabei wird der zuvor eingefu¨hrte Gewinn GSIR eines FMCW-
Radars verwendet. Das Modell erlaubt Aussagen u¨ber den Einﬂuss von externen
Sto¨rungen auf die Reichweite des Radars. Das Modell nimmt dabei die Wel-
lenausbreitung im Freiraum an, was Mehrwegeausbreitung ausschließt. Rau-
schen und Clutter bleiben an dieser Stelle unberu¨cksichtigt. Weiter wird Ko-
Polarisation zwischen Sende- und Empfangsantennen angenommen. Abbildung
2.44 zeigt ein Szenario mit einem Radar, einem Ziel und einem Sto¨rer. Die Be-
zeichnungen sind in Abschnitt 2.1 eingefu¨hrt worden. Das RCS des Ziels ist
durch σ gegeben, wobei an dieser Stelle ein monostatisches RCS angenommen
wird, das weiter unabha¨ngig von der Entfernung Rσ ist. Damit existieren keine
Ausbreitungspfade vom Sto¨rer u¨ber das Ziel hin zum Radar.
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Abb. 2.44: Idealisiertes Szenario eines gesto¨rten Radars im Freiraum.
68
2.4 Konstellationsdiagramm fu¨r die Reichweite von Radaren
Die vom Radar empfangene Sto¨r- und Nutzleistung kann durch Ausnutzung des
Pfadverlusts
PRI =
PTIGTI|CTI(ΩTI)|2GR|CR(ΩRI)|2λ 20
(4π)2R2I
(2.73)
und der Radargleichung
PR =
PTGT|CT(ΩT)|2GR|CR(ΩR)|2σλ 20
(4π)3R4σ
(2.74)
berechnet werden. Um nun die Reichweite des gesto¨rten Radars abzuscha¨tzen,
kann aus den obigen Gleichungen (2.73) und (2.74) das SIR0 am Antennen-
fußpunkt des Radarempfa¨ngers bestimmt werden (2.77). Dabei wird angenom-
men, dass sowohl Radar als auch Sto¨rer im selben Frequenzbereich arbeiten (24,
77 oder 79GHz), weswegen sich die Wellenla¨nge λ0 in guter Na¨herung heraus
ku¨rzen la¨sst.
PR =
PTGT|CT(ΩT)|2GR|CR(ΩR)|2σλ 20
(4π)3R4σ
(2.75)
PRI =
PTIGTI|CTI(ΩTI)|2GR|CR(ΩRI)|2λ 20
(4π)2R2I
(2.76)
PR
PRI
=
PTGT|CT(ΩT)|2|CR(ΩR)|2σR2I
PTIGTI|CTI(ΩTI)|2|CR(ΩRI)|24πR4σ
=
S0
I0
= SIR0. (2.77)
Gleichung (2.77) entha¨lt bislang keinen Gewinn durch analoge oder digitale Pro-
zessierung. Gleichung (2.77) kann um einen Gewinn GSIR erweitert
SIR =
S
I
=
PTGT|CT(ΩT)|2|CR(ΩR)|2σR2I
PTIGTI|CTI(ΩTI)|2|CR(ΩRI)|24πR4σ
GSIR (2.78)
und auf die Entfernung von Radar zu Sto¨rer umgestellt werden.
RI =
√
S
I
PTIGTI|CTI(ΩTI)|2|CR(ΩRI)|2
PTGT|CT(ΩT)|2|CR(ΩR)|2
4πR4σ
σGSIR
. (2.79)
Aus obiger Gleichung la¨sst sich ablesen, in welcher Entfernung und Ausrich-
tung sich ein Sto¨rer zum Radar beﬁnden muss, um ein vorgegebenes SIR nach
einer Prozessierung mit einem Gewinn von GSIR zu erzeugen. Steigt der Ge-
winn, muss sich fu¨r ein gleichbleibendes SIR die Entfernung des Sto¨rer zum
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Radar entsprechend verringern, oder sich die Ausrichtung der Antennen zuein-
ander a¨ndern. Hier sei angenommen, dass die Hauptkeule des Radars auf das
Ziel und den Sto¨rer ausgerichtet ist. Die Hauptkeule des Sto¨rers sei auf das Ra-
dar gerichtet. Fu¨r diese Annahmen vereinfacht sich (2.79) zu
RI =
√
S
I
PTIGTI
PTGT
4πR4σ
σGSIR
=
√
S
I
PIEIRP
PEIRP
4πR4σ
σGSIR
=
√
SIR
PIEIRP
PEIRP
4πR4σ
σGSIR
. (2.80)
Es sei weiter angenommen, dass Radar und Sto¨rer dieselbe EIRP aufweisen
und sich im gegenseitigen Fernfeld beﬁnden. Auch beﬁnden sich Radar und
Ziel im gegenseitigen Fernfeld (σ = f (Rσ ), Ziel ist ein Punktziel). Das RCS
von Motorra¨dern oder Fahrra¨dern ist (zum Teil erheblich) kleiner als 10 dBsm.
Fahrzeuge und Lastkraftwagen erreichen 15 dBsm und mehr fu¨r die dominanten
Beobachtungswinkel (Front-, Seiten- und Heckansicht), wie in Abschnitt 3.5.3
bzw. [SFGT+11] fu¨r das 24GHz Band gezeigt. Fußga¨nger sind mit −7 bis
−3 dBsm vergleichsweise klein [FGC13].
Basierend auf (2.80) ko¨nnen Isolinien fu¨r ein vorgegebenes SIR gezeichnet wer-
den. Abbildung 2.45 zeigt eine solche Graﬁk, an der drei interessante Begriff-
lichkeiten deﬁniert werden ko¨nnen. Die diagonale (blaue) Linie teilt das Bild in
zwei Zonen ein. Die Fla¨che oberhalb der blauen Linie kennzeichnen die Kon-
stellationen aus Radar, Ziel und Sto¨rer, welche das gewu¨nschte SIR mindestens
erfu¨llen. Entsprechend wird diese Zone mit der in ihr enthaltenen Konstellatio-
nen im Folgenden als IFOC27-Zone bezeichnet.
Die Zone unterhalb der Isolinie entha¨lt die Konstellationen, die das geforderte
SIR nicht erfu¨llen. Diese Zone wird im Folgenden als TMC28-Zone bezeichnet.
Ein Ziel kann gleichzeitig als Sto¨rer fungieren. Ab einer bestimmten Distanz
zum Radar kann es sich selbst maskieren (”verstecken”), fa¨llt also unter den
gewu¨nschten SIR-Wert. Diese Entfernung wird hier als TSMD29 bezeichnet.
Die Isolinien fu¨r verschiedene GSIR, ein festes σ und ein festes SIR sind in
Abb. 2.46 eingezeichnet. Basierend auf diesen Parametern kann ein Ziel mit
10 dBsm ab etwa 50 bis 60m und ein Ziel mit 0 dBsm ab etwa 30m Entfer-
nung unter das gewu¨nschte SIR von 10 dB fallen, falls sich der Sto¨rer in 10m
Abstand zu einem Radar mit einem GSIR von 60 dB beﬁndet. Bei gleichem Ge-
winn fa¨llt ein Fahrzeug mit einem RCS von 10 dBsm in 100m Entfernung unter
27 engl. Interference Free Operation Constellations
28 engl. Target Masking Constellations
29 engl. Target Self-Masking Distance
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das geforderte SIR, falls sich ein Sto¨rer in etwa 35m Distanz aufha¨lt. Fu¨r Fahr-
zeuge ist das TSMD groß. Fu¨r die in Bild 2.46 gegebenen Parameter liegt die
TSMD fu¨r ein σ von 10 dBsm bei etwa 250m. Fu¨r Ziele in der Region um 0 dB
fa¨llt die TSMD jedoch schon unter 100m, was fu¨r schnell na¨her kommende Ver-
kehrsteilnehmer wie Motorra¨der relevant werden ko¨nnte, sobald diese mit Radar
ausgestattet sind. Diese wu¨rden dann spa¨ter erkannt, vorausgesetzt das Szenario
ist Interferenz-limitiert, und nicht Rausch- oder Clutter-limitiert.
Eine harte Grenze zwischen IFOC- und TMC-Zonen ist in der Realita¨t so nicht
zu erwarten. Dort spielen der Schwund als Resultat von Mehrwegeausbreitun-
gen, die Richtcharakteristiken der Antennen sowie ein vera¨nderlicher Gewinn
gegenu¨ber der Sto¨rung eine Rolle. Bislang wurde stillschweigend davon ausge-
gangen, dass keine Sa¨ttigung des HF-Frontends vorliegt und auch kein Clipping
des ADC vorkommt.
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Abb. 2.45: Die diagonale (blaue) Isolinie, fu¨r ein SIR von 10 dB, teilt das Bild in zwei Hauptzonen
ein. Parameter: SIR = 10 dB; GSIR = 52 dB;PIEIRP = PEIRP;σ = 10 dBsm = f (Rσ ).
[SHM+14] ©IJMWT.
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Abb. 2.46: Isolinien eines Radars fu¨r verschiedene GSIR. Parameter: SIR = 10 dB;PIEIRP = PEIRP;
σ = 10 dBsm = f(Rσ ). [SHM+14] ©IJMWT.
2.5 Einﬂuss von Sto¨rungen auf den beno¨tigten
Dynamikbereich von ADCs
Im HF-Frontend (Mischer und LNA) sowie im Basisband ko¨nnen Sa¨ttigungs-
effekte aufgrund von Sto¨rungen anderer Radare auftreten. Im HF-Frontend ist,
vorausgesetzt sa¨mtliche Radare sind von ihrer maximal aussendbaren Leistung
her gleich reguliert, mit keinen Sa¨ttigungseffekten zu rechnen. Eine Begru¨ndung
hierfu¨r ist, dass Radare gegenu¨ber Selbst-Interferenz durch die Kopplung zwi-
schen eigenen Sende- und Empfangsantennen robust sein mu¨ssen. Auch sind
starke, bu¨ndelnde Streuungen an Zielen in na¨chster Distanz denkbar, die das
HF-Frontend ebenfalls nicht in die Sa¨ttigung treiben du¨rfen. Aus diesen Gru¨nden
wird auf Sa¨ttigungseffekte des HF-Frontends an dieser Stelle nicht weiter ein-
gegangen. Das AAF sorgt im Anschluss an die Mischung durch eine entfer-
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nungsabha¨ngige (d.h. frequenzabha¨ngige) Versta¨rkung bzw. Dynamikkompres-
sion des Nutzsignals fu¨r eine mo¨glichst gute Aussteuerung des nachfolgenden
ADC (s. Abschnitt 2.3.3 fu¨r Beispiele von AAF). Niedrige Mischerausgangs-
frequenzen werden gering, hohe Mischerausgangsfrequenzen dagegen hoch
versta¨rkt. Fu¨r das Nutzsignal fu¨hrt dies zur beabsichtigten Kompression des be-
legten Dynamikbereichs, da nur schwache Signale aus gro¨ßeren Entfernungen
und damit la¨ngeren Signallaufzeiten hoch versta¨rkt werden. Hingegen werden
Frequenzrampen von Sto¨rern mit großer A¨hnlichkeit zum Nutzsignal (d.h. Δμ
ist klein, z.B. von Radaren gleicher Bauart) zu beliebigen Zeitpunkten empfan-
gen. Dadurch kann der Fall eintreten, dass Sto¨rer aus naher Distanz zusa¨tzlich
hoch versta¨rkt werden, da sie zu hohen Mischerausgangsfrequenzen fu¨hren. Das
Verha¨ltnis von Sto¨r- zu Nutzleistung fu¨r den Empfang von nahezu koha¨renten
Sto¨rsignalen mit linearer Frequenzmodulation la¨sst sich unter der Annahme ide-
al aufeinander ausgerichteter, identischer Antennen von Radar und Sto¨rer sowie
Verzicht auf Mehrwegeausbreitung wie folgt angeben
Λkoh ≈ PRIPR =
PTIλ 20
(4π)2R2I
·
|H( fmom,I)|2
1
·
(4π)3R4σ
PTσλ 20
·
1
|H( fmom,σ )|2
≈ PRI
PR
=
PTI
R2I
·
R4σ ·(4π)
PTσ
·
|H( fmom,I)|2
|H( fmom,σ )|2 .
(2.81)
Λkoh gibt den ungefa¨hren, minimal beno¨tigten Dynamikbereich bei gegebenem
Ziel σ an, welchen ein ADC bereitstellen muss, um Nutzsignal und nahezu
koha¨rentes Sto¨rsignal (μV ≈ μI) gemeinsam ohne Clipping zu digitalisieren.
Diese Na¨herung ist umso genauer, je ho¨her der Unterschied zwischen PRI und PR
ist, da die Summe aus Nutz- und Sto¨rsignal konvertiert werden muss. H( f ) ist
die U¨bertragungsfunktion des verwendeten AAF. Die der Zielentfernung propor-
tionalen Momentanfrequenzen im Basisband (auch Beat-Frequenzen genannt, s.
(2.23)) werden mit fmom,σ bezeichnet
fmom,σ =
∣∣∣∣2 vrλ0 −μV 2Rσc0
∣∣∣∣ . (2.82)
Die vom Sto¨rer hervorgerufenen Momentanfrequenzen sind mit fmom,I benannt
und sind abha¨ngig von der relativen zeitlichen Lage von Nutz- und Sto¨r-Fre-
quenzrampe.
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H( f )wird hier als Hochpass mit Versta¨rkung A0 im Durchlassbereich modelliert
H( f ) =
A0
1+ j( fu¨f )
n (2.83)
und gleicht mit n = 2 in seinem Sperrbereich den R4 Term der Radargleichung
gerade aus. Der Parameter fu¨ kennzeichnet den U¨bergangsbereich von Sperr- zu
Durchlassbereich. Gleichung (2.83) ist fu¨r A0=1 und fu¨ = 152 kHz in Abb. 2.47
gezeichnet. Die Grenzfrequenz fu¨ ergibt sich dabei aus den angenommenen Pa-
rametern des Sendesignals (μV = −270/2,5 in MHz/ms, λ0 = 24,125GHz),
und den Zielparametern (maximal 200m Distanz, Relativgeschwindigkeit
vr = 50m/s).
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Abb. 2.47: Modell fu¨r einen Hochpass nach (2.83) mit n=2, A0=1 und fu¨ = 152kHz.
Abbildung 2.48 zeigt den beno¨tigten Dynamikbereich Λkoh fu¨r eine Digitalisie-
rung ohne Clipping bei einem Ziel der Gru¨ße σ = 0 dBsm in Abha¨ngigkeit der
Position von Radar und Sto¨rer. Dabei wird der beinahe Worst-Case angenom-
men, na¨mlich dass das Sto¨rsignal mit H( f = fu¨)≈A0−3 dB gewichtet wird, und
das Nutzsignal hingegen abha¨ngig von der Momentanfrequenz H( f = 0... fu¨)
versta¨rkt wird. Es zeigt sich, dass sich bei nahezu koha¨rentem Empfang von
Sto¨rungen besonders die Detektion kleiner Ziele als schwierig erweisen kann.
So zeigt sich in Abb. 2.48, dass fu¨r eine Konstellation aus einem Sto¨rer in 10m
Entfernung und einem Ziel mit 0 dBsm in 20m Entfernung mit vr = 0m/s etwa
Λ = 70 dB an Dynamik beno¨tigt wird, damit das Signal ohne Clipping digi-
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talisiert werden kann. Mit jedem Abtastpunkt, fu¨r den Clipping vorliegt, ver-
ringert sich die verfu¨gbare Integrationszeit und das SNR30 im Radarbild sinkt
proportional dazu. Jedoch ist in der Praxis ein ”perfektes”Geisterziel schwer zu
realisieren. Vielmehr tritt eine Verteilung u¨ber die benachbarten Frequenzzel-
len aufgrund der nicht perfekten Koha¨renz zwischen Nutz- und Sto¨rsignal auf
[GBM10], was die maximal zu erwartende Sto¨rleistung absenkt. Bei dieser Art
Sto¨rung ist hervorzuheben, dass wenn Clipping auftritt, dieses u¨ber praktisch die
gesamte Frequenzrampe anfa¨llt, was einen Totalverlust des Empfangssignals zur
Folge haben kann.
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Abb. 2.48: Minimal beno¨tigter Dynamikbereich Λkoh des ADC bei nahezu koha¨renter Sto¨rung.
Nutz- und Sto¨rsignalparameter μI ≈ μV = −270/2,5 in MHz/ms, λ0 = 24,125GHz, σ = 0 dBsm,
A0 = 1, fu¨ = 152 kHz (entspricht 200m Distanz, Relativgeschwindigkeit vr = 50m/s), n = 2. Fu¨r
das Sto¨rsignal wird immer eine Gewichtung mit H( f = fu¨) ≈ A0 − 3 dB durchgefu¨hrt. Lediglich
der Pfadverlust wird fu¨r die Sto¨rung in Abha¨ngigkeit von RI beru¨cksichtigt. Die problematischsten
Konstellationen ergeben sich fu¨r nahe Distanzen zum Sto¨rer, dort wa¨re fu¨r ein 0 dBsm Ziel mit Re-
lativgeschwindigkeit 0 in naher Distanz und eine Digitalisierung ohne Clipping zwischen 60 und
80 dB ADC-Dynamik no¨tig. Zu erkennen ist auch der Eintritt in den U¨bergangsbereich des Filters
um fu¨. Dort wandern die A¨quipotentiallinien nach oben ab, da die Versta¨rkung des Nutzsignals mit
der Frequenz fmom,σ langsamer ansteigt.
30 engl. Signal-to-Noise Ratio (Signal-zu-Rausch-Verha¨ltnis)
75
2 Systemmodell und Interferenzeffekte
Im bisher betrachteten Fall konnte eine Sto¨rung komplett aufschwingen und
wurde frequenzselektiv vom Filter versta¨rkt. Solche, u¨ber la¨ngere Zeit nahezu
koha¨renten Sto¨rungen sind im Vergleich zu inkoha¨renten Sto¨rungen selten (in
Abschnitt 5.3.5 wird spa¨ter darauf na¨her eingegangen).
Inkoha¨rente Sto¨rungen (Δμ = 0) u¨berstreichen in der Regel kontinuierlich ei-
nen Frequenzbereich innerhalb des AAF. Dabei stellt sich die Frage, ob das
Sto¨rsignal aufschwingen kann und wie lange es sich insgesamt im Filter aufha¨lt.
Damit eine Sto¨rung nicht komplett aufschwingt muss in etwa gelten
1
3 f3dB
√
Δμ =
1
3 f3dB
√
μI−μV
!
> 1. (2.84)
Letzteres wurde in (2.52) eingefu¨hrt. Nun la¨sst sich die Bedingung fu¨r das Auf-
schwingen von Sto¨rungen in Abha¨ngigkeit von Signal- und Zieleigenschaften
angeben. Dazu wird in (2.84) fu¨r f3dB die aufgrund der maximalen Entfernung
und Geschwindigkeit eines Ziels maximal zu erwartende Momentanfrequenz
aus (2.82) eingesetzt
ϒ=
√
Δμ
3 f3dB
=
√
Δμ
3
∣∣∣−2 vr,maxλ0 +μV 2Rσ ,maxc0
∣∣∣
!
> 1. (2.85)
Der Gewichtungsfaktor fu¨r die Amplitude der empfangenen Momentanleistung
von einem inkoha¨renten Sto¨rer la¨sst sich entsprechend angeben
Hinkoh ≈
(
max(|hAAF(t)|)√|Δμ|
)
≈
(
A0
tr
√|Δμ|
)
≈
(
3A0 f3dB√|Δμ|
)
≈
⎛
⎝3A0
∣∣∣−2 vr,maxλ0 +μV 2Rσ ,maxc0
∣∣∣√|μI−μV|
⎞
⎠
≈
(
A0
ϒ
)
.
(2.86)
Mit diesem Faktor wird (2.81) abgea¨ndert
Λinkoh ≈ PRIPR =
PTI
PTσ
·
R4σ ·(4π)
R2I
·
|Hinkoh|2
|H( fmom,σ )|2 . (2.87)
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Ein Beispiel fu¨r den Verlauf von Hinkoh und ϒ in Abha¨ngigkeit der Ziel und
Signaleigenschaften ist in Abb. 2.49 gegeben. Dabei wird die Filterbandbreite
(obere Grenzfrequenz des Tiefpass-Abschnitts des AAF-Bandpasses) mit der
Entfernung zum Ziel skaliert. Diese Graﬁk ist folgendermaßen zu interpretieren:
Fu¨r die gegebenen Signalparameter, eine Relativgeschwindigkeit von maximal
50m/s und einer Entfernung von z.B. maximal 40m zum Ziel ist gegenu¨ber
Abb. 2.48 mit einer Verringerung des beno¨tigten Dynamikbereichs (falls eine
AD-Wandlung ohne Clipping gewu¨nscht ist) um etwa H2inkoh(40m) = 0,22
2 oder
13 dB zu rechnen.
Belegen starke Sto¨rungen nur wenige Abtastpunkte, so kann der ADC ge-
zielt nach der Leistung des Nutzsignals ausgesteuert werden, was eine Ver-
besserung im SIR und SNR bedeutet. Dieses vorgehen kann als Interferenz-
Gegenmaßnahme aufgefasst werden und ist in Abschnitt 5.3.8 na¨her erla¨utert.
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Abb. 2.49: Aufschwingen des Filters in Abha¨ngigkeit der Signal und Zielparameter. Zieleigenschaf-
ten: 1...200m, Geschwindigkeit 50m/s. Signaleigenschaften: μV =−270MHz/2,5ms,
μI = 270,MHz/2,5ms, Δμ = 540MHz/2,5ms, Tra¨gerfrequenz 24,125GHz. Versta¨rkung des Fil-
ters im Passband A0=1. Eigenschaften wie in Abb. 2.48.
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3 Konzeption eines Mehr-Nutzer
Kfz-Radar Simulators
Nachdem im vorherigen Kapitel die Modellierung von gesto¨rten FMCW-Sig-
nalen realisiert wurde, wird sie in diesem Kapitel zu einer Systemsimulation
erweitert.
Der Einsatz von Simulatoren bietet sich besonders zur Untersuchung von kom-
plexem Systemverhalten an, wie es (gesto¨rte) Kfz-Radare aufweisen. Letztere
vereinen HF- und Basisband-Hardware, einen zeitvarianten, nichtlinearen Funk-
kanal mit mehreren Nutzern sowie eine umfangreiche digitale Signalverarbei-
tung zu komplexen Gesamtsystemen. Als direkte Folge davon ist die Model-
lierung der Radarsysteme ebenfalls eine komplexe Aufgabe. Deswegen wird
zuna¨chst die Bedeutung der virtuellen Testfahrt verdeutlicht und zugleich auch
deren Verwendung in dieser Arbeit begru¨ndet.
3.1 Chancen und Herausforderungen
der virtuellen Testfahrt
Der zu konzipierende Simulator soll den Nutzer in die Lage versetzen, die Aus-
wirkung von Sto¨rungen auf die Performanz und Funktionalita¨t des Kfz-Radars
systematisch untersuchen zu ko¨nnen. Dazu muss er die Zwischen- und Aus-
gangsgro¨ßen des Radarsystems unter Variation aller relevanten Modellparame-
ter beobachtbar machen. Dies entspricht im Wesentlichen einer virtuellen Test-
oder Erprobungsfahrt. Die virtuelle Testfahrt birgt enormes Potential fu¨r die
vorliegende Arbeit und die zuku¨nftigen Entwicklungszyklen der Automobilin-
dustrie. Anhand der Gegenu¨berstellung zweier beispielhafter Abla¨ufe von realer
und virtueller Testfahrt in Abb. 3.1 soll die letzte Aussage begru¨ndet werden.
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Dabei wird zuna¨chst angenommen, dass die virtuelle Testfahrt bereits existiert
und deren Resultate realita¨tsgetreu sind.
Die reale Testfahrt beginnt u¨blicherweise mit der Organisation eines Versuchs-
fahrzeugs mit derjenigen Radar-Generation, fu¨r die es zu entwickeln gilt. Ver-
suchsfahrzeuge sind durch die ﬁrmeneigene Werkstatt umgeru¨stete Serienfahr-
zeuge, entsprechend begrenzt verfu¨gbar und begehrt. Entwicklungs- als auch
Applikationsingenieure mu¨ssen sich diese Fahrzeuge teilen und dadurch Kom-
promisse im Belegungsplan eingehen. Schla¨gt ein Test fehl, kann dieser mo¨gli-
cherweise nicht einfach am na¨chsten Tag wiederholt werden. Dazu kommt die
Wahrscheinlichkeit des Wegfalls eines Fahrzeugs durch technische Defekte oder
Unfa¨lle wa¨hrend des Testbetriebs.
Im Gegensatz dazu steht die virtuelle Testfahrt jederzeit und jedem zur Verfu¨-
gung. Voraussetzung dafu¨r ist lediglich ein Rechner und eine Simulationssoft-
ware. Fa¨llt der Rechner als virtuelles Fahrzeug aus, so kann er binnen ku¨rzester
Zeit und zu geringen Kosten ausgetauscht werden.
Abb. 3.1: Vergleich von realer und virtueller Testfahrt.
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Bei einer realen Testfahrt mu¨ssen zudem la¨ngere An- und Ru¨ckfahrtswege zum
und vom Erprobungsgebiet eingeplant werden. Auch ko¨nnen mehrere Versuchs-
fahrzeuge und Testla¨ufe vor Ort no¨tig sein, um das gewu¨nschte Testziel zu er-
reichen. Dies bindet Material sowie Personal und verursacht damit Kosten.
Bei der virtuellen Testfahrt gestaltet sich dies ga¨nzlich anders. An die Stelle
der An- und Ru¨ckfahrt sowie des Arrangieren des Testablaufs vor Ort tritt das
einmalige Erstellen oder Laden von Modellen fu¨r Fahrzeug und Szenario. Die
virtuelle Testfahrt ist exakt deﬁnierbar und auch perfekt reproduzierbar. Die
Durchfu¨hrung des Tests selbst wird vom Rechner u¨bernommen.
Auf Basis der Messdaten (digitalisierte Rohdaten) ko¨nnen direkt Algorithmen
entwickelt und evaluiert werden. Dabei ist es u¨blich, Fahrsituationen zu identiﬁ-
zieren, die nochmals identisch oder mit leichter Abwandlung wiederholt werden
mu¨ssen. Auch no¨tige A¨nderungen an der Hardware sind denkbar (Einbauort,
Filtercharakteristiken usw.). Beides macht neue Testfahrten no¨tig.
Im Fall der realen Testfahrt muss deren Flussdiagramm abermals durchlaufen
werden. Dazu kommen bei A¨nderungen der Hardware Umru¨stzeiten fu¨r das
Versuchsfahrzeug. Die virtuelle Testfahrt kann hingegen schneller neu gestartet
werden. A¨nderungen am Szenario oder an der Hardware sind rein digital und
daher unproblematisch. Auch kann mit Komponenten und Parametervariationen
experimentiert werden. Die Entwicklung der folgenden Radar-Generation kann
hierdurch erheblich beschleunigt werden, da der virtuelle Fahrversuch sehr fru¨h
eine weitgehende Evaluation der Systemfunktionalita¨t erlaubt.
Beabsichtigt risikoreiche Fahrmano¨ver sind auf o¨ffentlichen Verkehrswegen
entweder rechtlich nicht zula¨ssig oder, falls unbeabsichtigt, selten und meist
nicht reproduzierbar. Der virtuelle Test hat in dieser Hinsicht keinerlei Ein-
schra¨nkungen. Auch erlaubt der virtuelle Test das Erstellen von Szenarien, die
praktisch noch nicht existent sind, wie das Vorhandensein hoher RPR (Radarpe-
netrationsrate).
Der bisherige Vergleich zeigt, dass eine virtuelle Testfahrt ein wesentlich ef-
fektiveres Entwickeln ermo¨glicht. Zudem gilt der bisherige Vergleich analog
fu¨r Flottentests. Bei diesen werden Millionen von Kilometern an Strecke abge-
fahren, um u¨ber eine mo¨glichst große Stichprobe die Probleme des Kfz-Radars
oder der mit Hilfe dessen realisierten Funktion aufzudecken. Fu¨r die Automo-
bilindustrie und speziell die Zulieferer von Kfz-Radaren fu¨hrt folglich kein Weg
an einer mo¨glichst weitgehenden Virtualisierung der Testfahrten vorbei.
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Aus den bisherigen Ausfu¨hrungen la¨sst sich eine Reihe von Gru¨nden ableiten,
wegen derer die virtuelle Testfahrt fu¨r die Untersuchung von Interferenzeffekten
zwischen Kfz-Radaren vorteilhaft oder zwingend no¨tig ist:
1. Sind keine Versuchsfahrzeuge vorhanden, bleibt nur der virtuelle Test.
2. Sind Versuchsfahrzeuge vorhanden, so kann fu¨r deren Radar nicht nach Be-
lieben Einbauort, Modulationsform oder Hardware vera¨ndert werden. Statt-
dessen bedarf es der Organisation von gemeinsamen Fahrversuchen mit kon-
kurrierenden Firmen, wie sie in [MK12] durchgefu¨hrt wurden. Die detail-
lierten Ergebnisse dieser Tests unterliegen weiter dem Firmengeheimnis.
Virtuelle Testfahrten ko¨nnen hingegen von einer neutralen Person durch-
gefu¨hrt werden, die kurzfristigen Einﬂuss auf alle Parameter des Szenarios
und der beteiligten Radare hat.
3. Riskante Fahrsituationen wie Beinahe-Unfa¨lle, Unfa¨lle, Auffahrten auf Stau-
enden und Fahrmano¨ver bei hohen Relativgeschwindigkeiten sind mittels
virtueller Testfahrten gefahrlos und perfekt reproduzierbar mo¨glich.
4. Noch ist ein geringer Anteil der Fahrzeuge auf den Straßen mit Radar aus-
gestattet, die Radar-Penetrationsrate ist als gering einzustufen [KMFA10].
Sollen Fahrsituationen fu¨r ho¨here Radar-Penetrationsraten untersucht wer-
den, so sind diese schlicht noch nicht existent. Diese Fahrsituationen ko¨nnen
auf absehbare Zeit nur u¨ber eine virtuelle Testfahrt nachgestellt werden.
5. Interferenz-Gegenmaßnahmen ko¨nnen mittels virtueller Testfahrt zeitnah in
typischen Szenarien evaluiert werden. Die Entwicklung von Algorithmen
(oder auch von neuen Hardwarekonzepten oder kompletten Radarsystemen)
proﬁtiert dabei insbesondere von der perfekten Reproduzierbarkeit der Si-
mulation, da konkurrierende Lo¨sungsansa¨tze unter exakt gleichen Randbe-
dingungen verglichen werden ko¨nnen. Dies ist dank der Simulation bereits
vor dem ersten Prototyp mo¨glich.
Die bisherige Argumentation ging von einer bereits verfu¨gbaren, realita¨tsge-
treuen virtuellen Testfahrt aus. Leider ist zum Stand der Drucklegung die-
ser Arbeit keine spezielle Software fu¨r Funkanwendungen frei oder ka¨uﬂich
verfu¨gbar, die ein virtuelle Testfahrt ermo¨glicht. Jedoch ist der Automobilbran-
che die Bedeutung der virtuellen Testfahrt bewusst und man treibt die Ent-
wicklung erfolgreich voran [IPG14]. Die Realisierung einer virtuellen Test-
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fahrt ist ein umfangreiches Unterfangen, das von den Entwicklern ein hohes
Maß an Systemversta¨ndnis voraussetzt. Ein Kfz-Radar vereint Hardware fu¨r
den Frequenzbereich bis zig-GHz, einen zeitvarianten, nichtlinearen Funkka-
nal mit mehreren Nutzern, sowie eine ausgefeilte digitale Signalverarbeitung.
Diese drei Blo¨cke (Funkkanal, Hardware (analoge Signalverarbeitung), Signal-
verarbeitung) sind jeweils fu¨r sich genommen mit kommerzieller Software gut
beherrschbar. MATLAB1 ist hier als Universalwerkzeug fu¨r allgemeine nume-
rische Berechnungen zu nennen. Speziell fu¨r HF-Schaltungen und Systeme ist
beispielsweise ADS2 geeignet. Fu¨r die Charakterisierung des Funkkanals bie-
ten sich kommerzielle Lo¨sungen [AWE14, Rem14], aber auch akademische
Lo¨sungen [Kay02] an. Auch fu¨r die automatische Modellierung des Verkehrs
existieren kommerzielle und frei verfu¨gbare Lo¨sungen [PTV14, Ins13].
Die Herausforderung ist nun nicht die Entwicklung einer eigensta¨ndigen Soft-
warelo¨sung, welche mit den bereits vorhandenen Teillo¨sungen konkurriert. Die
Herausforderung liegt vielmehr bei der geeigneten Wahl, Modiﬁkation und Ver-
knu¨pfung vorhandener Software zu einem Simulator, mit dem eine virtuelle
Testfahrt durchgefu¨hrt werden kann.
Das folgende Unterkapitel widmet sich der Konzeption dieses Simulators.
3.2 Systemsimulation und Simulationskontrolle
Eine virtuelle Testfahrt wird durch die in Abb. 3.2 skizzierte, modular konzi-
pierte Systemsimulation ermo¨glicht. Eine Simulationskontrolle steuert dabei den
Ablauf. Sie u¨bergibt Eingangsgro¨ßen und Steuerungsparameter an die einzelnen
Blo¨cke, holt die sich ergebenden Ausgangsgro¨ßen ab und stellt sie wiederum fu¨r
weitere Blo¨cke in geeigneter Form bereit. Die Software MATLAB eignet sich
fu¨r eine Simulationskontrolle sehr gut. Sie ist fu¨r drei wichtige Betriebssysteme
verfu¨gbar (Windows, Linux, Macintosh) und erlaubt die Steuerung anderer Soft-
ware u¨ber spezielle Schnittstellen oder die Kommandozeile. Eine Systemsimu-
lation beginnt mit der Generierung von Szenarien, die manuell oder automatisch
erfolgt.
1 engl. MATrix LABoratory®Software der Firma The Mathworks, Inc.
2 Advanced Design System der Firma Keysight®
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Abb. 3.2: Konzept der Systemsimulation mit Evaluation.
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3.3 Automatische Szenario-Generierung
Die automatische Generierung von Szenarien bietet sich insbesondere fu¨r kom-
plexe Fahrten la¨ngerer Dauer an. Gute Beispiele hierfu¨r sind Autobahn- oder
Kreuzungs-Szenarien bei hohem Verkehrsaufkommen. Um solche Szenarien au-
tomatisch generieren zu ko¨nnen, bedarf es einer Verkehrsﬂusssimulation.
3.3.1 Verkehrssimulation
Die Wahl der Verkehrssimulation hat direkten Einﬂuss auf die Repra¨sentativita¨t
der spa¨ter erhobenen Daten zum Sto¨rpotential zwischen Kfz-Radaren. Entspre-
chend muss hier Software Verwendung ﬁnden, die den Verkehrsﬂuss mo¨glichst
realita¨tsnah bereitzustellen vermag. Im Rahmen der vorliegenden Arbeit ﬁel die
Wahl auf VISSIM3[PTV14]. Diese erlaubt die Nachstellung nahezu beliebiger,
realistischer Verkehrsszenarien fu¨r private und o¨ffentliche Verkehrsmittel, wie
z.B. Kreuzungen mit Ampelanlagen, Fußga¨ngeru¨berwege, Bushaltestellen oder
Kreisverkehre. VISSIM stellt eine Vielzahl an vorgefertigten Fahrzeugtypen wie
Fußga¨nger, Pkw4, Lkw5, Busse, Motorra¨der oder Straßenbahnen zur Nutzung
bereit, deren Zuﬂuss und Wunschgeschwindigkeit wa¨hlbar sind. Zusammen mit
den Randbedingungen Umgebung und individuellem Fahrverhalten stellt sich
daraufhin eine Fahrzeugdichte automatisch ein, bis hin zu Verkehrsstauungen.
Der Verkehrsﬂuss in VISSIM basiert dabei auf einer Weiterentwicklung des
Wiedemann-Modells ([Wie74]) und beru¨cksichtigt die fu¨r Fahrer speziﬁschen
physischen und psychologischen Aspekte sowie deren Einﬂuss auf das Fahr-
verhalten. Das Verhalten von Fußga¨ngern wird in VISSIM unter Verwendung
des 1995 vorgestellten Social Force Modells von Helbling ([HM95]) modelliert.
VISSIM verfu¨gt u¨ber eine Exportfunktion, welche die im Szenario beﬁndlichen
Teilnehmer in einem Fzp6 auﬂistet. Letzteres beinhaltet die Nummer der indivi-
duellen Verkehrsteilnehmer sowie Informationen u¨ber deren Art, Position, Lage
und Geschwindigkeit. Auch sind Informationen u¨ber das Straßennetz verfu¨gbar.
Die VISSIM-Projektdatei stellt weiter auslesbare, detaillierte 3D-Daten der Um-
gebung zur Verfu¨gung. VISSIM ist derzeit nur fu¨r das Betriebssystem Windows
3 Mikroskopische Verkehrsﬂusssimulation der Firma PTV AG
4 Personenkraftwagen
5 Lastkraftwagen
6 Fahrzeugprotokoll, VISSIM Version 5.40
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verfu¨gbar. Da ein Fzp jedoch unabha¨ngig vom Rest der Systemsimulation er-
stellt werden kann, ist dies kein Ausschlusskriterium. Die Software ist kom-
merziell erfolgreich, bewa¨hrt und damit repra¨sentativ. Es existiert zudem eine
Vielzahl von realistischen Beispielszenarien. Fu¨r den akademischen Einsatz ist
die Software zudem kostenfrei nutzbar. Abb. 3.3 zeigt eine komplexe, stark be-
fahrene Kreuzung in der Karlsruher Innenstadt, Ecke Ludwig-Erhard-Allee /
Ru¨ppurer Straße.
Eine interessante Alternative zu VISSIM ist SUMO7. Es handelt sich dabei
ebenfalls um eine Mikrosimulation des Verkehrsﬂusses [Ins13], die unter der
Open-Source-Lizenz GPL8 erha¨ltlich ist. Linux und Windows werden unterstu¨tzt,
zudem existiert eine experimentelle Importfunktion fu¨r VISSIM-Daten. Ihr er-
folgreicher Einsatz in Projekten beweist zudem ihre prinzipielle Eignung in
Systemsimulationen [BBT14].
Abb. 3.3: Von VISSIM bereitgestelltes Straßenszenario.
Bei der Verwendung von VISSIM bieten sich die in Tabelle 3.1 gelisteten Pa-
rameter fu¨r einen Export mittels Fzp-Datei an. Werden die Parameter aus Ta-
belle 3.1 zusammen mit der VISSIM-Projektdatei (INP-Datei) ausgewertet, so
lassen sich die in Tabelle 3.2 gelisteten Informationen zusammenstellen.
7 engl. Simulation of Urban MObility, Deutsches Zentrum fu¨r Luft- und Raumfahrt
8 GNU Public License
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Tabelle 3.1: Auﬂistung relevanter VISSIM-Exportparameter.
Parametername Bedeutung
t Simulationszeitpunkt
FzNr Fahrzeugnummer
Str Momentan vom Fahrzeug befahrene Strecke
x Koordinate des Fahrzeugs auf befahrener Strecke
Typ Fahrzeugtyp
Laenge Maximale La¨nge des Fahrzeugs
vMS Aktuelle Geschwindigkeit des Fahrzeugs
WeltX,-Y,-Z globale X,Y,Z-Position Fahrzeug-Vorderkante
HWeltX,-Y,-Z globale X,Y,Z-Position Fahrzeug-Hinterkante
Tabelle 3.2: Aufbereitete Informationen aus Fzp- und INP-Datei.
1. Fahrzeugnummer
2. Streckennummer
3. Fahrzeugtyp
4. Maximale La¨nge des Fahrzeugs
5. Geometrische La¨nge (Differenz von Vorder- zu Hinterkante)
6. La¨ngenkoordinate auf Strecke
7. Globale Koordinate Fahrzeug-Vorderkante (x,y,z)
8. Globale Koordinate Fahrzeug-Hinterkante (x,y,z)
9. Globale Koordinate der geometrischen Fahrzeug-Mitte (x,y,z)
10. Skalare Geschwindigkeit in Fahrtrichtung
11. Normierter Richtungsvektor (Kartesische Koordinaten)
12. Normierter Richtungsvektor (Kugel-Koordinaten)
13. Richtung des Abbiegens (wichtig fu¨r mehrteilige Fahrzeuge)
Diese werden spa¨ter fu¨r die Generierung des Szenarios beno¨tigt (siehe Ab-
schnitt 3.3.3). VISSIM liefert beispielsweise keine direkten Informationen u¨ber
die Abbiegerichtung von mehrteiligen Fahrzeugen wie Sattelschleppern oder
Straßenbahnen. Die Richtung des Abbiegens wird deshalb durch einen Vergleich
der maximalen La¨nge des Fahrzeugs (Distanz von Fahrzeug-Vorderkante zu
87
3 Konzeption eines Mehr-Nutzer Kfz-Radar Simulators
Fahrzeug-Hinterkante bei Geradeausfahrt) mit der geometrischen La¨nge (Dis-
tanz von Fahrzeug-Vorderkante zu Fahrzeug-Hinterkante bei Kurvenfahrt) er-
mittelt.
3.3.2 Auswahl relevanter Verkehrsteilnehmer
Das von der Verkehrssimulation bereitgestellte Fzp beinhaltet eine Vielzahl von
Verkehrsteilnehmern in Fahrbahnabschnitten von bis zu mehreren Kilometern
La¨nge. Wu¨rde die Wellenausbreitung direkt fu¨r ein solches Szenario berechnet,
so wa¨re dies zeitlich in hohem Maße inefﬁzient. Die Funktion eines Fahrzeug-
Selektors ist es, die Anzahl der Verkehrsteilnehmer auf eine benutzerdeﬁnierte
Art und Weise einzuschra¨nken.
Die erste Mo¨glichkeit der Einschra¨nkung besteht in der Deﬁnition einer fes-
ten Beobachtungszone, beispielsweise eines Abschnitts auf einer Autobahn. In
Abb. 3.4 ist das Prinzip der festen Beobachtungszone skizziert. Eine Anwen-
dungsmo¨glichkeit fu¨r die feste Beobachtungszone ist die Generierung vieler,
unabha¨ngiger Momentaufnahmen eines Szenarios. Diese helfen, aussagekra¨ftige
Statistiken zum Sto¨rpotential zwischen Kfz-Radaren zu gewinnen, wie spa¨ter in
Kapitel 4 gezeigt wird. Auch kann es von Interesse sein, spezielle Verkehrssitua-
tionen wie einen kompletten Abbiegevorgang auf einer stark befahrenen Kreu-
zung in immer neuen Varianten zu testen. Hierfu¨r eignet sich eine dynamische
Beobachtungszone. Ein Beispiel ist in Abb. 3.5 gegeben.
Zuna¨chst wird in der Startzone auf das Eintreffen eines deﬁnierten Verkehrsteil-
nehmers gewartet (z.B Pkw, Lkw, Motorrad). Ist ein passendes Opfer-Fahrzeug
vorhanden, so werden innerhalb der dynamischen Beobachtungszone weitere
Verkehrsteilnehmer zugelassen. Wa¨hrend das Opfer-Fahrzeug seiner Trajekto-
rie folgt, wird die Beobachtungszone mitgefu¨hrt. Erreicht das Opfer-Fahrzeug
einen deﬁnierbaren Abstand zum Startpunkt und erfu¨llt damit eine Abbruch-
bedingung, so wird das bisher verfolgte Fahrzeug aufgegeben und es kann ein
neuer Abbiegevorgang abgewartet werden. Auf diese Weise lassen sich Statisti-
ken u¨ber eine Vielzahl von a¨hnlichen Abbiegevorga¨ngen erzeugen.
Die beiden hier deﬁnierten Beobachtungszonen erlauben die Reduktion des Fzps
und ermo¨glichen die automatische Generierung einer Vielzahl von Szenarien
gleicher Art. Das reduzierte Fzp wird an den Block Szenario-Erstellung weiter-
gegeben.
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Abb. 3.4: Prinzip der festen Beobachtungszone. Der beobachtete Abschnitt der Straße bleibt fest.
[SPH+15] ©IEEE.
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Abb. 3.5: Beispiel der dynamischen Beobachtungszone. der beobachtete Abschnitt der Straße wird
mit dem aktuell ausgewa¨hlten Fahrzeug mitgefu¨hrt. [SSA+15] ©IEEE.
3.3.3 Szenario-Erstellung
Zuna¨chst wird die Erstellung eines Szenarios, basierend auf dem Block Szenario-
Erstellung in Abb. 3.2, grob beschrieben. Anschließend wird auf den konkreten
Aufbau sowie die Funktionalita¨ten des Szenarios na¨her eingegangen.
Das Ziel des Blocks Szenario-Erstellung ist die Aufbereitung aller verfu¨gbaren
Informationen zu einem Szenario, welches einem Modell zur Berechnung der
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Wellenausbreitung und damit des Funkkanals u¨bergeben werden kann. Dabei
geschieht das Folgende: Die bislang nur als Identiﬁkationsnummer im Fzp
existenten Fahrzeugtypen werden mittels Polygonzu¨gen dreidimensional mo-
delliert. Gleiches gilt fu¨r die Umgebung, deren Beschreibung aus der VISSIM-
Projektdatei extrahiert werden kann. Die hier vorgestellte virtuelle Testfahrt
wird unter Verwendung der Wellenausbreitungssoftware ihert3d realisiert, wel-
che nach einer Modellierung von Objekten mittels Polygonen verlangt [Kay02,
Mau05]. Ein Beispiel fu¨r die Modellierung mittels Polygonzu¨gen ist in Abb. 3.6
gegeben. Fu¨r den Pkw ist zusa¨tzlich der Umlaufsinn fu¨r einen Polygonzug skiz-
ziert. Der Normalenvektor zeigt bei mathematisch positivem Umlaufsinn ent-
lang der Polygonzu¨ge nach außen, was von ihert3d fu¨r Sichtbarkeit gefordert
wird [Kay02]. Der Normalenvektor steht also auf der Seite des Polygons, das
fu¨r ihert3d sichtbar ist, damit dieses ein Hindernis darstellt. Die andere Seite
des Polygons ist fu¨r ihert3d nicht sichtbar und es kann ein Ausbreitungspfad
durch das Polygon hindurch gefunden werden. Diese Eigenschaft wird spa¨ter
ausgenutzt, um Streupunkte von Zielen im Inneren von Fahrzeugen platzieren
zu ko¨nnen (s. Abschnitt 3.5.2).
Allen Polygonen werden i.d.R. frequenzabha¨ngige Materialparameter (vom Nut-
zer vorzugeben), sowie Lage und Geschwindigkeitsvektor aus dem Fzp zuge-
ordnet. Bei der Interaktion einer elektromagnetischen Welle mit dem Polygon
werden von ihert3d der entsprechende Reﬂexionsfaktor, die Beugungskoefﬁzi-
enten und die Doppler-Frequenzverschiebung bestimmt (s. Abschnitt 3.5). Der
Block Szenario-Erstellung u¨bernimmt auch die physikalische Platzierung der im
Szenario vorkommenden Radarsysteme (Radare und Sto¨rer). In Abb. 3.6 sind
beispielhaft ein FLR9 sowie ein BLR10 mit deren LKS11 eingezeichnet.




 

Abb. 3.6: Polygon-Modelle fu¨r Pkw, Transporter und Lkw in unterschiedlichem Maßstab. Eben-
falls eingezeichnet sind ein vorwa¨rts und ein nach hinten rechts schauendes Radar mit lokalen
Koordinatensystemen.
9 engl. Forward Looking Radar (vorwa¨rts schauendes Radar)
10 engl. Backward Looking Radar (ru¨ckwa¨rts schauendes Radar)
11 Lokales Koordinatensystem
90
3.3 Automatische Szenario-Generierung
ihert3d wird durch Skripte gesteuert. Das Szenario wird komplettiert, indem der
Block Szenario-Erstellung ein Simulations-Setup, oder kurz, eine Simulation fu¨r
jeden Zeitpunkt des Szenarios erstellt. Das Programm ihert3d arbeitet das Sze-
nario spa¨ter sukzessive ab, indem alle angelegten Simulationen nacheinander
ausgefu¨hrt werden.
Das Szenario spielt eine zentrale Rolle bei der Realisierung der virtuellen Test-
fahrt und verlangt deshalb nach einer na¨heren Betrachtung. Abb. 3.7 zeigt das
Konzept des Szenarios.
Abb. 3.7: Aufbau eines Szenarios zur Verwendung mit einer Software zur Berechnung der
Wellenausbreitung.
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Es besteht aus einem Simulations-Set und einer Umgebung. Die Umgebung be-
steht aus einem Polygon-Modell im GKS12 mit den fu¨r das Wellenausbreitungs-
modell gebra¨uchlichen Materialparametern.
Das Simulations-Set besteht aus einer beliebigen Anzahl von Verbundobjekten,
freien Antennen und Simulationen. Der Pkw in Abb. 3.6 ist ein Beispiel fu¨r ein
Verbundobjekt. Durch Transformationen wird das Polygon-Modell des Fahr-
zeugs im LKS des Verbundobjekts platziert und gegebenenfalls ausgerichtet so-
wie skaliert. Gleiches gilt fu¨r die Position und Ausrichtung von Radaren, die
aus einer beliebigen Zusammensetzung von Sende- und Empfangsantennen be-
stehen. Bei den Antennen handelt es sich um ideale, omnidirektionale Strahler.
Sie erlauben die spa¨tere Aufrechnung von polarisations- und winkelabha¨ngigen
Strahlungsdiagrammen. Wie zuvor bei der Umgebung werden auch den Ver-
bundobjekten, genauer deren Modellen, Materialparameter zugewiesen.
Freie Antennen sind unabha¨ngig von Verbundobjekten platzierbar und dienen
der Realisierung von Richtfunk-Systemen oder sonstigen fest installierten Funk-
systemen. Die so erstellten Verbundobjekte und freien Antennen werden ent-
sprechend dem Fzp in ihrer Lage und Geschwindigkeit im GKS transformiert.
Die Steuerung der Wellenausbreitungssoftware ihert3d wird durch den Block
Simulation des Simulations-Set realisiert. Eine Simulation u¨bersetzt die Infor-
mationen aus Umgebung, Verbundobjekten und freien Antennen in die Skript-
Sprache des verwendeten Wellenausbreitungssimulators und fu¨gt weitere, fu¨r
den Betrieb des Simulators no¨tige Befehlsfolgen hinzu. Fu¨r jeden zu simulie-
renden Zeitpunkt kann eine Simulation fu¨r Interferenz-Szenarien und zugleich
eine Simulation fu¨r Radar-Szenarien erstellt werden. Bei einem Radar-Szenario
gilt es, den RFK zwischen Sende- und Empfangsantenne(n) des Opfer-Radars
zu berechnen. Die Radar-Funkkana¨le ko¨nnen genutzt werden, um die Funktion
des Opfer-Radars per Systemsimulation zu testen, zuna¨chst ohne den Einﬂuss
von Sto¨rungen. Bei einem Interferenz-Szenario gilt es, die SFK zwischen dem
Radar und den Sto¨rern (andere, sto¨rende Radare oder Funksysteme) zu berech-
nen. Dies gleicht der Berechnung eines Funkkanals fu¨r die Kommunikation. Die
SFK ko¨nnen genutzt werden, um das Sto¨rpotential des Szenarios abzuscha¨tzen,
wie in Kapitel 4 durchgefu¨hrt.
Eine Kombination von RFK und SFK in der Systemsimulation erlaubt es, die
Funktion des Radars in Mehr-Nutzer Szenarien zu u¨berpru¨fen. Diese Kombina-
tion wird in Abschnitt 3.5.2 beschrieben. Auf das zur Modellierung von Radar-
12 Globales Koordinatensystem
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zielen verwendete, gemessene Ru¨ckstreuverhalten von ausgesuchten Verkehrs-
teilnehmern wird in Abschnitt 3.5.3 eingegangen.
3.4 Manuelle Szenario-Generierung
Die manuelle Szenario-Generierung bietet die vollkommene Kontrolle u¨ber Er-
stellung und Ablauf eines Szenarios. So ko¨nnen auch seltenere oder riskante
Szenarien, wie die von der Organisation Euro NCAP13 zum Test von AEB14-
Systemen deﬁnierten Fahrsituationen [EUR13], virtuell nachgebildet werden.
Ein geeigneter Szenario-Editor, der dies leisten kann, verfu¨gt idealerweise u¨ber
folgende Eigenschaften und Funktionen.
1. Bereitstellung einer graphischen Bedienoberﬂa¨che zur Visualisierung der
Eingaben und des aktuellen Szenarios
2. Erstellen, Laden, Editieren und Speichern von 3D-Graﬁkobjekten
3. Importieren und Exportieren von 3D-Graﬁkobjekten im vom Wellenausbrei-
tungssimulator genutzten Format
4. Platzieren und hierarchisches Gruppieren der 3D-Graﬁkobjekte
5. Platzieren von Antennen und Einordnung in bestehende Gruppierungen von
3D-Graﬁkobjekten
6. Zeitabha¨ngige Transformation der Lage einzelner 3D-Graﬁkobjekte und
Antennen oder von Gruppierungen, d.h. Festlegen von Trajektorien
7. Verknu¨pfung der 3D-Graﬁkobjekte mit Materialeigenschaften
8. Vorschau auf den zeitlichen Ablauf des Szenarios
9. Abbildung der Steuerungsparameter des Wellenausbreitungssimulators in
der graphischen Benutzeroberﬂa¨che
10. Exportieren des gesamten Szenarios (Anweisungen fu¨r Wellenausbreitungs-
simulator um Simulation durchzufu¨hren, 3D-Graﬁkobjekte im passenden
Format, Antennen und Zeitauﬂo¨sung des Szenarios)
13 engl. European New Car Assessment Programme
14 engl. Autonomous Emergency Braking
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11. Schnittstelle zur Steuerung des Editors per Skript (Umgehung der graphi-
schen Benutzeroberﬂa¨che)
Die Punkte 4-7 und Punkt 10 der obigen Liste werden von der automatischen
Szenario-Generierung ebenfalls geleistet. Die Trajektorien (Punkt 6) werden da-
bei allerdings durch den Verkehrsﬂusssimulator erzeugt. Die Punkte 8 und 11
bedu¨rfen eines Kommentars. Eine Vorschau erlaubt das stufenlose Abspielen
des Szenarios im Vorfeld der U¨bergabe an das Wellenausbreitungsmodell. So
ko¨nnen sa¨mtliche eingegebenen Trajektorien auf deren Korrektheit hin u¨berpru¨ft
werden. Der Zeitverlust durch das Starten von fehlerhaft aufgesetzten Simulatio-
nen kann so reduziert werden. Eine Schnittstelle zur Steuerung des Editors per
Skript erlaubt weiter das Eingreifen in den Ablauf des Szenarios. Dies kann bei-
spielsweise fu¨r manuelles ”Fahren” (Lenken, Bremsen, Beschleunigen) oder fu¨r
Funktionen wie ACC oder AEB genutzt werden. Abb. 3.8 verdeutlicht den Ein-
satz einer solchen Schnittstelle anhand einer manuellen Szenario-Generierung
fu¨r AEB-Szenarien.
Abb. 3.8: Beispiel einer Systemsimulation mit Ru¨ckkopplung auf die Szenario-Generierung.
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Dabei ist die Struktur aus Abb. 3.2 wiederzuerkennen, jedoch ist der Block Eva-
luation und Ru¨ckkopplung ausgefu¨hrt. Der Ablauf bei diesem Konzept einer
Systemsimulation ist der folgende: Zuna¨chst wird ein Szenario initial per Editor
aufgebaut. Dieses wird fu¨r einen Zeitschritt, welcher hier der Dauer eines Mess-
zyklus des Radars entspricht, exportiert. Der Simulation der Wellenausbreitung
schließt sich die Simulation der analogen und digitalen Signalverarbeitung an,
gefolgt vom Tracking und der Funktion, hier einem AEB. Im Falle einer zu ra-
schen Auffahrt auf das vorausfahrende Fahrzeug wird eine Bremsung ausgelo¨st.
Ein physikalisches Fahrzeugmodell berechnet nun aus den verfu¨gbaren Informa-
tionen u¨ber Umgebung und Fahrzeug die effektive Verzo¨gerung (in m/s2). Fu¨r
die folgenden Zeitschritte ergeben sich die neuen Parameter fu¨r die Geschwin-
digkeit des Fahrzeugs und damit dessen Lage. Mit den neuen Lagedaten kann der
na¨chste Zeitschritt bzw. Radarzyklus im Editor (u¨ber eine externe Schnittstelle)
vorbereitet, exportiert und simuliert werden. Diese Schleife wird wiederholt und
damit eine virtuelle Testfahrt realisiert.
[
\]
\
]
[
\
]
[
Abb. 3.9: Mit Editor manuell erstelltes Szenario. Die Antennen werden durch die gru¨nen und roten
Koordinatensysteme repra¨sentiert.
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Abb. 3.9 zeigt das mit Hilfe eines Editors des IHE erstellte Szenario eines Ab-
biegevorgangs, bei dem ein AEB auslo¨sen ko¨nnte. Zu erkennen sind die Trajek-
torien, welche u¨ber Punkte und Interpolation zwischen diesen deﬁniert werden.
Die platzierten Antennen sind als lokale Koordinatensysteme zu erkennen. In
der vertikalen Leiste oben kann das Szenario mit Hilfe eines Schiebereglers von
Anfang bis Ende beobachtet werden. Die Angabe der FPS (engl. Frames per
Second) deﬁniert die Zeitauﬂo¨sung. Um ho¨here Zeitauﬂo¨sungen zu erreichen,
ko¨nnen die FPS entsprechend erho¨ht werden.
3.5 Bestimmung der Funkkana¨le
fu¨r die Systemsimulation
Einer Kurzeinfu¨hrung in das verwendete Programm ihert3d und dessen zu
Grunde liegenden Wellenausbreitungsmodell schließt sich die Pra¨sentation einer
Methodik an, welche eine Virtuelle Testfahrt durch sukzessive Simulation des
SFK und RFK ermo¨glicht (s. Abschnitt 3.5.2).
Fu¨r die Simulation des RFK werden dazu Informationen u¨ber das RCS von
Zielen beno¨tigt, welche in Abschnitt 3.5.3 vorbereitet werden.
3.5.1 Kurzeinfu¨hrung in das Wellenausbreitungsmodell
Die Wellenausbreitungssimulationen im Rahmen dieser Arbeit basieren auf dem
Programm ihert3d des IHE ([Mau05, Kay02]).
ihert3d nutzt GO15 und UTD16, zwei asymptotische Verfahren fu¨r hohe Fre-
quenzen. Die GO ist fu¨r die Berechnung von Funkkana¨len in weitla¨uﬁgen und
zugleich komplexen Szenarien ein bewa¨hrtes Mittel. Sie ist ein asymptotisches
Verfahren und basiert auf der Annahme, dass die Ausbreitung von elektroma-
gnetischen Wellen der eines Lichtstrahls a¨hnelt. Damit die per GO berechnete
Wellenausbreitung gu¨ltig ist, mu¨ssen sa¨mtliche Objekte im Szenario und de-
ren Kru¨mmungsradien groß gegenu¨ber der Wellenla¨nge sein. Im konkreten Fall
bedeutet dies, dass die Abmessungen und Kantenla¨ngen der zur Modellierung
15 engl. Geometrical Optics
16 engl. Uniform geometrical Theory of Diffraction
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verwendeten Polygone wesentlich gro¨ßer als die Wellenla¨nge der Simulations-
frequenz sein mu¨ssen [Mau05]. Weiter darf sich die Oberﬂa¨chenstruktur u¨ber
eine Wellenla¨nge hinweg kaum a¨ndern. Die Materialeigenschaften des Ausbrei-
tungsmediums mu¨ssen zudem u¨ber den Bereich einer Wellenla¨nge etwa kon-
stant sein [Mau05, MPM90]. Sind diese Bedingungen erfu¨llt, so erlaubt die GO
die Berechnung der Amplitude und Phase entlang des Ausbreitungsweges der
Welle, bzw. des Strahls inklusive der Reﬂexionen an Objekten [GW98]. Der Re-
ﬂexionsfaktor ha¨ngt dabei von den Materialparametern der in den Streuprozess
involvierten Polygone, sowie von Einfallswinkel und Polarisation der einfallen-
den Welle ab. Ein Unterscheidungsmerkmal bezu¨glich der Implementierung ei-
ner GO ist die Art der Bestimmung von Ausbreitungspfaden, von der im We-
sentlichen zwei Varianten existieren. Die erste Variante diskretisiert den Raum
um einen Sender mit einer zu wa¨hlenden Winkelauﬂo¨sung und sendet in diese
Richtungen Strahlen zur weiteren Verfolgung aus. Die Strahlen werden so lange
weiterverfolgt, bis sie eine bestimmte Ausbreitungsda¨mpfung erfahren haben
oder ein zu deﬁnierendes Empfa¨nger-Volumen treffen. Dabei wird nach jeder
Interaktion mit einem Objekt eine neue Aussendung von Strahlen in der zuvor
beschrieben Weise initiiert, was die Anzahl der potentiellen Ausbreitungspfade
stark ansteigen la¨sst. Dies bedeutet, dass viele Strahlen unno¨tigerweise verfolgt
werden, was zusa¨tzliche Rechenzeit kostet. Diese Art der Bestimmung von Aus-
breitungspfaden wird als Ray-Launching-Verfahren bezeichnet. Ein Vorteil die-
ses Verfahrens ist jedoch die sehr einfache Parallelisierbarkeit [TLB10]. Dieses
Verfahren eignet sich gut fu¨r die Untersuchung einzelner, isolierter Objekte. Ein
Anwendungsbeispiel ist die Bestimmung des RCS von Fahrzeugen. In dieser
Art von lokal sta¨rker begrenztem Szenario kann die Diskretisierung des Rau-
mes leichter ausreichend fein gewa¨hlt werden. Bei umfangreicheren Szenarien
wie innersta¨dtischen Kreuzungen oder la¨ngeren Autobahnabschnitten ist dage-
gen eine wesentlich feinere Diskretisierung des Raumes no¨tig, um mit hoher
Wahrscheinlichkeit die relevanten Streupunkte zu treffen.
Die zweite Variante zur Bestimmung von Ausbreitungspfaden stellt das Strahl-
such-Verfahren mittels Spiegelungsmethode dar [MDDW00]. Das dabei reali-
sierte Ray-Tracing vermeidet im Gegensatz zum Ray-Launching das “blinde“
Verfolgen von Ausbreitungspfaden. Stattdessen bestimmt es alle relevanten Re-
ﬂexionspunkte entlang reiner Reﬂexionspfade exakt und eindeutig [Mau05]. Die
Spiegelungsmethode ist fu¨r die Berechnung der Mobilfunkkana¨le von weitla¨u-
ﬁgeren Szenarien deshalb gut geeignet.
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In ihert3d ist die Spiegelungsmethode in optimierter Form in Kombination
mit der GO implementiert. Weiter ist die Beugung an Kanten mittels UTD
[Lue89, GW98] realisiert, so dass ein stetiger Intensita¨tsabfall jenseits der Ein-
fallsschattengrenze erfolgt. Die Bestimmung von Beugungspfaden erfolgt dabei
durch Anwendung des Fermat’schen Prinzips [Bal12, GW98]. Auch werden ge-
mischte Pfade aus Reﬂexion und Beugung zugelassen. Die Amplituden- und
Phasena¨nderung der Vektoren der (komplexen) Feldsta¨rke entlang eines Aus-
breitungspfades wird durch Matrizengleichungen fu¨r den Fall der GO und der
UTD vollpolarimetrisch in [GW98, Mau05] beschrieben. Eine abgeschwa¨chte
Reﬂexion an schwach rauhen Oberﬂa¨chen wird durch modiﬁzierte Fresnel-
Reﬂexionsfaktoren modelliert. Ebenfalls ist diffuse Streuung an Vegetation mit
Hilfe eines inkoha¨renten Ansatzes implementiert. Sie ist jedoch nicht mit Re-
ﬂexions- und UTD-Beugungspfaden kombinierbar. In [Jan11] wurde ihert3d
zudem um einzelne, parametrisierbare Streupunkte erweitert, die in Mischpfa-
den nicht beru¨cksichtigt werden. Fu¨r jeden gefundenen Ausbreitungspfad gibt
ihert3d dessen Laufzeit, die erfahrene Doppler-Verschiebung sowie vollpola-
rimetrisch die Da¨mpfung der Amplitude und absolute Phasenlage an. Letz-
tere erlaubt die Untersuchung von Fading-Effekten im Fall einer Mehrwege-
Ausbreitung. Weiter werden fu¨r jeden Ausbreitungspfad die Aus- und Eintritts-
winkel fu¨r Sende- und Empfangsantenne in deren Kugelkoordinatensystemen
angegeben. Dies erlaubt die Aufrechnung von Strahlungsdiagrammen im An-
schluss an die Wellenausbreitungssimulation. Die Konzeption von ihert3d in-
klusive der relevanten physikalischen Gesetzma¨ßigkeiten sowie weiterfu¨hrende
Referenzen sind vollsta¨ndig in [Mau05, Kay02, GW98] aufgefu¨hrt.
ihert3d eignet sich gut fu¨r die Berechnung von Mobilfunkkana¨len in weit-
la¨uﬁgeren Szenarien, was Veriﬁkationsmessungen im Innenstadtbereich von
Karlsruhe belegt haben [FMKW06]. Damit la¨sst sich ihert3d auch gut zur Ab-
scha¨tzung des analogen Falls, der Berechnung der empfangenen Sto¨rleistung bei
Kfz-Radaren, anwenden. Die Arbeitsfrequenzen von Kfz-Radaren liegen mit 24
oder 77GHz nochmals deutlich ho¨her und erfu¨llen die Bedingungen fu¨r die
Gu¨ltigkeit der asymptotischen Verfahren GO und UTD nochmals besser. ihert3d
wird deshalb im Rahmen dieser Arbeit als Werkzeug verwendet.
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3.5.2 Methodik zur Simulation des Radar-Funkkanals
So elegant die Anwendung der GO mittels Spiegelungsmethode ist, sie hat ein
Deﬁzit bei der Bestimmung von RFK. Dies la¨sst sich auf die konsequente An-
wendung des Reﬂexionsgesetzes zuru¨ckfu¨hren, welches der Spiegelungsmetho-
de inha¨rent ist. Dabei ist der Eintrittswinkel eines Strahls gleich dessen Aus-
trittswinkel. Wird ein Objekt sehr grob modelliert, so existieren nur ein oder
wenige Winkel, fu¨r die ein Radar (Sende- und Empfangsantenne praktisch an
einem Ort) sein urspru¨ngliches Empfangssignal nach einer Reﬂexion am Objekt
wieder empfangen kann. In Abb. 3.10 wird verdeutlicht, das bereits eine geringe
Lagea¨nderung eines Polygons dazu fu¨hren kann, dass kein Ausbreitungspfad
(Radar-Ziel-Radar) mehr gefunden wird.
5DGDU 2EMHNW 5DGDU
6HQGHU(PSIlQJHU
2EMHNW
6HQGHU(PSIlQJHU
$XVEUHLWXQJVSIDG $XVEUHLWXQJVSIDG
Abb. 3.10: Problematik der Pfadsuche bei Simulation des RFK mit Geometrischer Optik auf Basis
der Spiegelungsmethode und geringem Detailgrad des Ziels.
Dem kann durch eine genauere Modellierung der Objekte mittels verkleinerter
Polygone begegnet werden. Jedoch mu¨ssen die Abmessungen des Polygons wei-
terhin deutlich gro¨ßer als die Wellenla¨nge der betrachteten Frequenz sein, was
zu einem Zielkonﬂikt fu¨hrt. Auch macht sich bei der Spiegelungsmethode eine
ho¨here Anzahl von Polygonen sehr schnell in einem erho¨hten Rechenaufwand
bemerkbar, wenngleich in [Mau05] eine anwendungsbezogene Optimierung des
Algorithmus beschrieben und in ihert3d umgesetzt wurde. Dies macht eine de-
taillierte Nachbildung von Fahrzeugkarosserien kaum praktikabel.
Weiter weist ein auf Basis dieser Modellierung ermittelter Reﬂexionspfad der
GO nicht den aus der Radargleichung zu erwartenden Abfall der Leistungs-
dichte ∝1/R4 auf, sondern lediglich einen Abfall ∝1/R2, wie er fu¨r den Fall
eines unendlich ausgedehnten Ziels zu erwarten ist. Als Folge wu¨rde in den al-
lermeisten Fa¨llen die von einem Objekt zum Radar zuru¨ckreﬂektierte Leistung
u¨berscha¨tzt. Um dennoch Radar-Systemsimulationen zu erlauben, wird der Ab-
lauf der Wellenausbreitungssimulation in zwei Stufen eingeteilt, die nacheinan-
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der abgearbeitet werden (s. Abb. 3.11). Die erste Stufe dieser Methodik besteht
in der standardma¨ßigen Simulation der Wellenausbreitung mit ihert3d, um die
SFK zu ermitteln (Abb. 3.11 oben). Dazu werden die vereinfachten Fahrzeug-
modelle aus Abb. 3.6 verwendet. Die Idee liegt darin, die Simulationsgeschwin-
digkeit durch eine geringe Anzahl von Polygonen je Verkehrsteilnehmer hoch zu
halten. Gleichzeitig werden die a¨ußeren Abmessungen der Verkehrsteilnehmer
akkurat nachgebildet, um deren realem Abschattungsverhalten mo¨glichst nahe
zu kommen. Dies ist wichtig, da die Abschattung von Fahrzeugen bei steigender
Fahrzeugdichte auf einer Straße Einﬂuss auf die empfangene Sto¨rleistung haben
kann. Jedem Sto¨rer wird eine Sendeantenne, dem Radar eine Empfangsantenne
zugeordnet. In der zweiten Stufe wird der RFK berechnet. Dazu werden die
Verkehrsteilnehmer im Szenario nacheinander als Ziele deklariert (angefangen
mit Ziel 1 in Abb. 3.11) und deren Ru¨ckstreuverhalten durch Streupunkte (Emp-
fangsantennen) innerhalb der Abmessungen des Fahrzeugmodells realisiert, de-
ren Anzahl, Platzierung und Parametrisierung je nach individuellem Anwen-
dungsfall erfolgt. Die Polygone, welche die Gestalt des Ziels deﬁnieren, werden
dazu vom Umlaufsinn her invertiert, d.h. die Polygone werden durchla¨ssig fu¨r
die Pfadsuche von ihert3d (s. Abschnitt 3.3.3 und Abb. 3.6). Als Folge ko¨nnen
die Ausbreitungspfade die a¨ußeren Abmessungen des Fahrzeugmodells passie-
ren und Streupunkte innerhalb dessen erreichen. Die Polygone, deren Norma-
lenvektoren im invertierten Zustand nach innen zum Zentrum des Fahrzeugmo-
dells zeigen, werden als praktisch perfekt absorbierend angenommen. Auf diese
Weise kann kein Ausbreitungspfad, der in das Innere des Fahrzeugmodells ge-
langt, dieses wieder verlassen. Lediglich die Interaktion mit Streupunkten, wie
dem in Abb. 3.11 mittig angeordneten Streupunkt, ist erlaubt.
Mit Ausnahme des gerade aktiven Ziels werden alle u¨brigen Objekte im Sze-
nario mit den u¨blichen, nicht-invertierten Polygonen modelliert. Die Pfadsuche
von ihert3d liefert mittels Spiegelungsmethode die Mehrwegepfade vom Radar
(Sendeantenne) zu den Streupunkten (Empfangsantennen). Es wird Reziprozita¨t
des Funkkanals angenommen und die Ausbreitungspfade sowie deren Trans-
ferfaktoren (s. (2.3)) werden mit ihert3d nur in eine Richtung bestimmt (von
Radar zu einem Streupunkt). Der von ihert3d je Ausbreitungspfad bestimmte
Transferfaktor wird derart modiﬁziert, dass sich einschließlich der Streuung an
einem monostatischen Punktziel σ die aus der Radargleichung bekannte Aus-
breitungsda¨mpfung ∝ R4 ergibt. In Abb. 3.12 ist ein exemplarisches Szenario
mit einem einzelnen Ausbreitungspfad skizziert. Die Polarisation werde in die-
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sem Anschauungsbeispiel durch den Funkkanal nicht vera¨ndert und es liege Ko-
Polarisation fu¨r Radarantenne und Ziel vor.
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6).
=LHO
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5).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Abb. 3.11: Aufteilung der Wellenausbreitungssimulation in zwei Stufen.
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Abb. 3.12: Herleitung der Modiﬁkation der Pfadparameter anhand eines monostatischen Streu-
punkts.
Fu¨r diesen Ausbreitungspfad ist in (3.1) die Modiﬁkation des durch ihert3d be-
stimmten Transferfaktors dargestellt.
TRADAR =
(
λ
4π
e− jk0(R1+R2)
R1+R2
·Γ(Ω)
)
︸ ︷︷ ︸
T , Wird von ihert3d fu¨r jeden
Ausbreitungspfad von Sende-
zu Empfangsantenne geliefert.
2
·
√
σ(Ωi=s)
λ 2
4π︸ ︷︷ ︸
Aufrechnen des RCS
fu¨r Streupunkt
(3.1)
In (3.1) ist Γ der komplexe Reﬂexionsfaktor an der Mediengrenze. Die von
ihert3d verwendeten Reﬂexionsfaktoren sind in [GW98, Kay02, Mau05] be-
schrieben und werden an dieser Stelle nicht genauer ausgefu¨hrt.
Die Doppler-Frequenzverschiebung geht aus der Geometrie und deren Geschwin-
digkeitsvektoren hervor und wird von ihert3d fu¨r die Ausbreitung von Sende- zu
Empfangsantenne geliefert. Diese Frequenzverschiebung wird fu¨r die Anwen-
dung mit Streupunkten verzweifacht. Die Zeitverzo¨gerung des Ausbreitungspfa-
des wird ebenso verzweifacht. Fu¨r das Aufrechnen der Antennenrichtcharakte-
ristiken stehen die Ein- und Austrittswinkel der Pfade im jeweiligen LKS der
Antennen zur Verfu¨gung. Diese Art der Modellierung erlaubt in einer Simulati-
on auch das Entstehen von Geisterzielen.
Damit ist die Simulation des RFK fu¨r Ziel 1 abgeschlossen. Im zweiten Durch-
lauf wird der RFK fu¨r Ziel 2 in gleicher Weise bestimmt (s. Abb. 3.11, unterer
Abschnitt, Simulation fu¨r Ziel 2). Die so erlangten SFK und RFK werden in
einer Systemsimulation nacheinander prozessiert und superpositioniert.
In dieser Arbeit ist es nicht das Ziel, beispielsweise Algorithmen zur Kon-
turscha¨tzung zu testen. Im Rahmen dieser Arbeit ist die Modellierung von ver-
102
3.5 Bestimmung der Funkkana¨le fu¨r die Systemsimulation
teilten Zielen zweitrangig, da zur Bewertung von Sto¨reinﬂu¨ssen ein Vergleich
zwischen gesto¨rten und ungesto¨rten Szenarien vorgenommen wird. Hierfu¨r ist
die beschriebene Methode der Modellierung von Zielen akzeptabel und bie-
tet wegen der geringen Anzahl von zu simulierenden Streuern (realisiert durch
Antennen, eine je Fahrzeug) ku¨rzere Rechenzeiten. Ebenso ist der Fokus der
Modellierung auf die Detektion von relevanten Zielen ausgelegt. So tritt die
Umgebung nur indirekt u¨ber Mehrwegepfade von Radar zu Ziel in Erscheinung.
Dies entbindet von dem Problem, die gesamte Umgebung bezu¨glich deren RCS
vermessen zu mu¨ssen, um unrealistische Nutzsignale zu vermeiden. Letztere
ko¨nnten die Detektion von relevanten Zielen unno¨tig erschweren und die Be-
urteilung von Sto¨rungen ungerechtfertigterweise beeinﬂussen. Von den Streuei-
genschaften her bekannte Objekte ko¨nnen jedoch bei Bedarf in gleicher Weise
modelliert und in die Simulation eingebunden werden, wie zuvor fu¨r ein Fahr-
zeug beschrieben. Um ein monostatisches σ von Zielen angeben zu ko¨nnen,
sind Messungen fu¨r typische Verkehrsteilnehmer durchgefu¨hrt worden, die im
folgenden Abschnitt 3.5.3 vorgestellt werden.
3.5.3 Messung des monostatischen RCS
Die in diesem Unterkapitel erlangten RCS-Messergebnisse dienen als Basis fu¨r
die spa¨tere Emulation des RCS. Aus Gru¨nden der Praktikabilita¨t wird die Mes-
sung auf das monostatische RCS von Zielen beschra¨nkt. Der Frequenzbereich
ist auf 23-27GHz festgelegt. Zum Einen wird damit der fu¨r FMCW-Radare re-
levante Bereich von 24-24,25GHz abgedeckt.
Zum Anderen erlaubt der erweiterte Frequenzbereich Aufschluss daru¨ber, ob
sich das RCS u¨ber einen gro¨ßeren Frequenzbereich auffallend stark a¨ndert. Die
Messungen sind im Rahmen des MOSARIM-Projekts [MK12] fu¨r eine Reihe
von Fahrzeugen durchgefu¨hrt und bereits vero¨ffentlicht worden [SFGT+11].
Fu¨r das 79GHz Band sind Messergebnisse aus anderen Quellen verfu¨gbar (bei-
spielsweise [MNK12]). Abb. 3.13 zeigt die vermessenen Objekte in der reﬂexi-
onsarmen Messkammer des JRC17. Fu¨r Fahrrad und Motorroller kann eine reﬂe-
xionsarme, ho¨lzerne Plattform eingesetzt werden. Fu¨r Fahrzeuge bis drei Tonnen
kommt eine metallene Plattform zum Einsatz. Diese muss durch eine geeignete
Kalibrierung so weit mo¨glich herausgerechnet werden, was in [CMEM+13] spe-
ziell untersucht wurde.
17 engl. Joint Resarch Center of the European Commission, Ispra, Italy
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Das JRC fu¨hrt dazu eine voll-polarimetrische Kalibration durch, wie in [WK91]
beschrieben. Fu¨r jedes der Objekte wird von perfekter Symmetrie ausgegangen,
weswegen im Azimut nur u¨ber 180◦ gemessen wird, von der Front- zur Heck-
ansicht. Weiter wird der Elevationswinkel leicht vera¨ndert, um eine Bestrahlung
in 0,5m, 0,75m und 1m Ho¨he relativ zur Oberkante der Plattform zu realisie-
ren. Die Distanz von den Antennen zur Mitte der Plattform betra¨gt 10m. Fu¨r die
Messung selbst wurde ein Netzwerkanalysator verwendet, der den Bereich 23
bis 27GHz in 5MHz Schritten abtastet. Dies resultiert in einem Eindeutigkeits-
bereich von
RUA =
c0
2 ·Δ f
=
c0
2 ·5MHz
= 30m, (3.2)
was fu¨r die Messkammer mit einem Radius von 10m ausreichend ist. Das u¨ber
die aufgenommenen N Frequenzen gemittelte, absolute RCS sei hier deﬁniert
als
σ =
1
N
N
∑
i=1
|σ i| . (3.3)
In der Radartechnik ist eine Darstellung von σ in dBsm18 u¨blich:
σ |dBsm = 10· log10
( σ
m2
)
. (3.4)
Die Abbildungen 3.14 und 3.15 zeigen das σ typischer Verkehrsteilnehmer
fu¨r den Frequenzbereich 24-24,25GHz und 23-27GHz. Der 0◦ Azimut-Winkel
entspricht dabei stets einer frontalen Bestrahlung. In beiden Abbildungen 3.14
und 3.15 sind deutliche Einbru¨che von σ fu¨r einen schra¨gen Einfall der Wellen
auf die Fahrzeuge zu erkennen (ca. 40◦-80◦ und 100◦-140◦). Der Grund dafu¨r
sind die ﬂa¨chenma¨ßig großen, glatten Metallﬂa¨chen der Karosserie, die aus-
gepra¨gtere Vorzugsrichtungen fu¨r Reﬂexionen aufweisen. Entsprechend fu¨hren
Bestrahlungen von 0◦, 90◦ und 180◦ zu lokalen Maxima von σ . Fu¨r die ge-
nannten Winkel weist der Lieferwagen erwartungsgema¨ß das gro¨ßte RCS auf.
Der VW Beetle wurde in die Liste der Messobjekte aufgenommen, da er u¨ber
Kunststoff-Karosserieteile und stark ausgepra¨gte Rundungen verfu¨gt. Sowohl
fu¨r die Mittelung u¨ber 250MHz, als auch fu¨r die Mittelung u¨ber 4GHz la¨sst
sich fu¨r Betrachtungswinkel von ca. 5◦-20◦ im Vergleich zu den u¨brigen Fahr-
zeugen ein niedrigeres σ beobachten.
In Abb. 3.16 ist σ fu¨r Zweira¨der gezeigt. Hier ist eine deutliche Abha¨ngigkeit
von der verwendeten Polarisation feststellbar. Die horizontale Polarisation fu¨hrt
18 engl. Decibel square meter
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dabei fast immer zu ho¨heren σ . Abbildung 3.17 zeigt das frequenz-, polarisations-
und winkelabha¨ngige σ fu¨r den VW Golf V, worin eine sta¨rkere Ru¨ckstreuung
fu¨r die horizontale Polarisation sichtbar ist.
In Abb. 3.18 la¨sst sich erkennen, dass bereits geringfu¨gige A¨nderungen der Be-
strahlungsho¨he bzw. des Elevationswinkels Auswirkungen auf das frequenz- und
azimut-winkelabha¨ngige σ haben. Dennoch bleibt fu¨r die Frequenzen außerhalb
des 24GHz Bandes der prinzipielle Verlauf des RCS als Funktion des Beobach-
tungswinkels sehr a¨hnlich. Die Maxima von σ treten fu¨r 0◦, 90◦ und 180◦ auf.
)DKUUDG
9:1HZ%HHWOH
9:*ROI9
$XGL$$YDQW
0RWRUUROOHU
)LDW'XFDWR
Abb. 3.13: Vermessene Fahrzeuge in der RCS-Messkammer des Institute for the Protection and Se-
curity of the Citizen des JRC in Ispra, Italien. ©JRC und IEEE [SFGT+11].
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Abb. 3.14: HH-Pol., Betrachtungsho¨he 0,75m, gemittelt u¨ber 24-24,25GHz. [SFGT+11] ©IEEE.
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Abb. 3.15: HH-Pol., Betrachtungsho¨he 0,75m, gemittelt u¨ber 23-27GHz. [SFGT+11] ©IEEE.
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Abb. 3.16: Betrachtungsho¨he 0,75m, 23-27GHz. [SFGT+11] ©IEEE.
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Abb. 3.17: Einﬂuss der Polarisation auf das gemessene RCS. Der Dynamikbereich ist manuell auf
den angegebenen Bereich beschra¨nkt.
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Abb. 3.18: Einﬂuss der Bestrahlungsho¨he auf das gemessene RCS. Der Dynamikbereich ist manuell
auf den angegebenen Bereich beschra¨nkt.
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Abb. 3.19: Die Modiﬁkation des von ihert3d gelieferten Transferfaktors nach (3.1) und der Einbezug
des gemessenen RCS erlaubt die Emulation des aus der Radargleichung zu erwartenden Verhaltens.
Im Beispiel ist Freiraumausbreitung angenommen.
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Die pra¨sentierten Messergebnisse verdeutlichen die Komplexita¨t des Ru¨ck-
streuverhaltens repra¨sentativer Fahrzeuge. Das RCS ist dabei deutlich abha¨ngig
vom Fahrzeugtyp. Die Interferenz mehrerer empfangener Streupfade fu¨hrt wei-
ter zu einer ausgepra¨gten Frequenzabha¨ngigkeit. Die A¨nderung des Beobach-
tungswinkels in Elevation und Azimut fu¨hrt ebenso zu einem sich a¨ndernden
Streuverhalten. Gemeinsam haben alle Fahrzeugtypen, dass sie bei Azimut-
winkeln um 0◦, 90◦ und 180◦ lokale Maxima der RCS-Werte aufweisen, un-
abha¨ngig von Frequenz und Polarisation. Im Rahmen dieser Arbeit werden
die Messdaten in Umsetzungstabellen (engl. Lookup-Tables) zusammen mit
ihert3d und (3.1) verwendet. Abb. 3.19 zeigt, dass das Wellenausbreitungsmo-
dell mit der Modiﬁkation der Transferfaktoren nach (3.1) in der Lage ist, dem
Da¨mpfungsverhalten der Radargleichung zu entsprechen.
An dieser Stelle sei der Europa¨ischen Kommission fu¨r die Fo¨rderung des Pro-
jekts MOSARIM [MK12] sowie dem Institute for the Protection and Security
of the Citizen des JRC in Ispra gedankt. Das Urheberrecht der im Rahmen die-
ses Projekts erhobenen Radardaten, welche fu¨r dieses Unterkapitel verwendet
wurden, liegt bei dem JRC.
3.5.4 Modellierung von verteilten Zielen
Es wird an dieser Stelle trotzdem auf eine rudimenta¨re Emulation eines verteil-
ten Ziels eingegangen. Eine Simulation von verteilten Zielen kann mittels bis-
tatischer Streupunkte realisiert werden. Solche bistatischen Streupunkte werden
beispielsweise in [BEH10] eingesetzt. Die Streupunkte werden deﬁniert entlang
der Karosserie des Fahrzeugs platziert, und falls eine Transmission in der Wel-
lenausbreitung erlaubt ist, auch innerhalb. Dadurch besitzt das Fahrzeug eine in
der Simulation messbare Ausdehnung, welche im FMCW-Radar in Form von
verschiedenen Zwischenfrequenzen in Erscheinung tritt. Auch ko¨nnen teilweise
verdeckte Ziele detektiert werden. Dies ist fu¨r reine Punktzielmodellierung nicht
der Fall. Die Problematik ist in Abb. 3.20 veranschaulicht.
Zwar ist prinzipiell die Nutzung bistatischer Streuzentren mit dem entwickelten
Simulator mo¨glich (der U¨bertragungsfaktor (3.1) muss dann bistatisch formu-
liert werden, jeder Streupunkt wird wie zuvor durch eine Antenne realisiert und
damit in die Pfadsuche des ihert3d eingebunden). Diese Streuzentren mu¨ssen
jedoch erst aufwa¨ndig gemessen oder durch Simulationen gewonnen werden.
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Deswegen ist im Simulator bei Bedarf eine alternative, approximative Modellie-
rungsmo¨glichkeit nutzbar. In Abb. 3.20 B sind dazu monostatische Streupunkte
gleichma¨ßig entlang der Außenkanten des Fahrzeugs verteilt. Der Beitrag jedes
Streupunkts wird proportional zur Anzahl der u¨ber 360◦ Azimut-Winkel im Mit-
tel sichtbaren Streupunkte NSP reduziert. Das jeweilige σeff je Streupunkt ergibt
sich zu
σeff =
σ
NSP
, (3.5)
was mit (3.1) verwendet werden kann. Die gestrichelten Linien in Abb. 3.20 B
dienen der Unterbindung von Ausbreitungspfaden durch das Fahrzeug hindurch.
Die grundlegende Methodik zur Simulation des RFK aus Abschnitt 3.5.2 a¨ndert
sich nicht und wird fu¨r jeden einzelnen Streupunkt angewendet.
Hier sei erwa¨hnt dass die a¨quidistante Verteilung von Streupunkten zu ausge-
pra¨gten Interferenzerscheinungen im Zeitbereich fu¨hrt. Um dem entgegenzuwir-
ken kann die Phasenverschiebung des jeweiligen Streupunktes zufa¨llig gewa¨hlt
werden. Auch kann eine Gewichtung der Streupunkte hilfreich sein.
9HU]LFKWDXI6WUHXSXQNWH
0RGHOOLHUXQJGXUFKHLQ]HOQHQ6WUHXSXQNW
0RGHOOLHUXQJGXUFKHLQH9LHO]DKOYRQ6WUHXSXQNWHQ
$
%
Abb. 3.20: Streupunkte erlauben auch die Detektion teilweise verdeckter Ziele.
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4 Simulative Abscha¨tzung des
zuku¨nftigen Sto¨rpotentials
In diesem Kapitel soll das zu erwartende Sto¨rpotential fu¨r zuku¨nftige, derzeit
noch nicht existente RPR abgescha¨tzt werden1. Dabei gilt es auch, den Einﬂuss
der Umgebung und der ga¨ngigen Verkehrsﬂussparameter auf das Sto¨rpotential
zu untersuchen. Dabei wird die Wellenausbreitung auf geraden Strecken, sowie
spa¨ter auch auf einer Kreuzung deterministisch simuliert. Dies stellt ein Unter-
scheidungsmerkmal im Vergleich zu [His95] dar. Die Betrachtung wird dabei
auf die Simulation der Wellenausbreitung bei 24,125GHz beschra¨nkt.
4.1 Aufbau der Simulation
4.1.1 Deﬁnition und Modellierung der Szenarien
Alle hier betrachteten Szenarien sind in Tabelle 4.1 aufgefu¨hrt. Die Radarpe-
netrationsrate (RPR), die Anzahl der Fahrstreifen je Fahrtrichtung (LPD2), die
Umgebung sowie die Wunschgeschwindigkeit (DS3) werden variiert. Details zu
den Antennen ﬁnden sich im Unterabschnitt Abschnitt 4.1.4. Jeder Fahrstrei-
fen ist 3,5m breit. Die Zuﬂussrate an Fahrzeugen wird mit 1000 Fahrzeugen je
Stunde und Fahrstreifen als konstant angenommen und der Anteil an Schwer-
lastverkehr (Lkw und Transporter) wird mit 20% deﬁniert. Diese Daten basieren
auf Verkehrsza¨hlungen [Bun10, Str10] und sind fu¨r eine stark befahrene, in-
nersta¨dtische Hauptverkehrsstraße repra¨sentativ.
1 Die Ergebnisse wurden zum Teil in [SPH+15] vero¨ffentlicht.
2 engl. Lanes Per Driving Direction
3 engl. Desired Speed
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Tabelle 4.1: Detaillierte Beschreibung der simulierten Szenarien fu¨r gerade Fahrspuren.
Szenario RPR LPD DS Umgebung Antennen
[%] [km/h]
A 10|20|30|40
50|60|70|80
90|100
2 50 Hauptverkehrs-
straße
FLR
BLRL
BLRR
B 10|100 1|2|3 50 Hauptverkehrs-
straße
FLR
BLRL
BLRR
C 10|50 2 50 Hauptverkehrs-
straße,
Tunnel
FLR
BLRL
BLRR
D 100 2 50|60|70
80|90|100
Hauptverkehrs-
straße
FLR
BLRL
BLRR
Tabelle 4.2: Liste der fu¨r die Wellenausbreitungssimulation verwendeten Materialparameter (ange-
nommen fu¨r 24,125GHz).
Material Re{er} Im{er} ϖ[mm]
Asphalt (Straße) 2,5 0,003 0,4
Asphalt (Seitenstreifen) 2,5 0,003 1
Beton (Ha¨userwand) 2,35 0,002 1
Beton (Tunnel) 2,35 0,002 0,4
Glas 5,04 0,086 0
Metall 1 106 0
Der Tunnel in Szenario C ist rechteckig, 4,5m hoch und verfu¨gt neben jeder Tun-
nelwand u¨ber einen 25 cm breiten Seitenstreifen. Bis auf das Szenario Tunnel
existieren in allen Szenarien lediglich Fahrzeuge sowie die Straßenoberﬂa¨che
und keine sonstigen Umgebungsobjekte. Die Fahrzeuge werden durch die in
Abb. 3.6 dargestellten Polygonmodelle repra¨sentiert und bestehen ausschließlich
aus Metall und Glas. Tabelle 4.2 fasst die komplexen, relativen Permittivita¨ten
der Materialien sowie die Oberﬂa¨chenrauhigkeiten ϖ nach [Hip95, Mau05] fu¨r
Umgebung und Fahrzeuge zusammen. Als Permeabilita¨t μr ist 1 angenommen.
112
4.1 Aufbau der Simulation
Die Materialparameter fu¨r Glas entsprechen einer Variante mit 88% SiO2 und
12% Na2O. Tabelle 4.3 listet die a¨ußeren Abmessungen der Fahrzeuge (”mini-
mum bounding box”) auf.
Tabelle 4.3: A¨ußere Abmessungen der hier verwendeten Fahrzeuge in Metern.
Fahrzeugtyp La¨nge Breite Gesamtho¨he Bodenfreiheit
Pkw 4,6 1,8 1,4 0,3
Transporter 5,3 1,8 2,5 0,3
Lkw 12 2,5 3,8 0,5
4.1.2 Stichprobe und Stichprobenumfang
Als feste Beobachtungszone werden 500m aus einem insgesamt 1480m langen
Straßenabschnitt deﬁniert (s. Abb. 4.1). Aus dessen Mitte wird innerhalb eines
50m langen Abschnitts zufa¨llig ein Pkw als Opfer-Fahrzeug ausgewa¨hlt. Alle
anderen Fahrzeuge innerhalb des 500m langen Abschnitts sind in der Simulation
potentielle Sto¨rer. Fu¨r jedes Szenario werden die Stichproben alle 4 Sekunden
gezogen, wobei kein Fahrzeug zweimal hintereinander als Opfer-Fahrzeug aus-
gewa¨hlt werden kann. Die minimale Anzahl von Stichproben je Szenario ergibt
sich nach einem initialen Test mit Szenario A zu 4000. Bei dieser Anzahl bildet
sich die Verteilung der empfangenen Sto¨rleistung bereits deutlich heraus. Der
Stichprobenumfang wird auf 4500 festgelegt. Jedes Szenario entspricht damit
einer Beobachtungsdauer von 5 Stunden.
 P9HUZRUIHQ 9HUZRUIHQ
 P
 P
Abb. 4.1: Darstellung der festen Beobachtungszone fu¨r die folgenden Untersuchungen.
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4.1.3 Bewertungskriterium
Eine reale Wellenausbreitung fu¨r die deﬁnierten Verkehrsszenarien fu¨hrt zu ei-
ner Mehrzahl von Ausbreitungspfaden von Sto¨rer zu Radar, einer Mehrwegeaus-
breitung. Die absolute Phasenlage der einzelnen Ausbreitungspfade ha¨ngt dabei
von komplexen Oberﬂa¨chenstrukturen und inhomogenen Ausbreitungsmedien
ab. Die U¨berlagerung dieser Ausbreitungspfade im Empfa¨nger fu¨hrt zu Mehr-
wegeschwund, welcher zufa¨lligen Charakter hat. Die fu¨r Mehrwegeschwund
verantwortlichen, absoluten Phasenlagen ko¨nnen simulativ, wegen der vereinfa-
chenden, jedoch notwendigen Annahmen in ihert3d, nicht exakt beru¨cksichtigt
werden. Als ein Benchmark-Parameter wird deshalb die inkoha¨rent empfangene
Sto¨rleistung PRI herangezogen, wie sie auch in [GW98] als Mittelung der (Sto¨r)-
Empfangsleistung bei schmalbandiger Analyse zugunsten der Angabe eines Er-
wartungswertes vorgeschlagen wird. Die Verwendung von PRI erlaubt eine bes-
sere Vergleichbarkeit von Szenarien bei gegebenem Stichprobenumfang, da auf
den Einbezug von Phaseninformationen verzichtet wird. Die Berechnung von
PRI wird auch in kommerziellen Wellenausbreitungsprogrammen (zur Berech-
nung) angeboten [AWE14, Rem14]. Der Spezialfall von (2.5) wird zur Berech-
nung von PRI fu¨r linear-, ko-polarisierte Antennen verwendet und ist in (4.1)
gegeben.
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Abb. 4.2: Prinzip der Berechnung von PRI. [SPH+15] ©IEEE.
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PRI =
[
c0
4π f
]2
GR
M
∑
m=1
[
PTI,mGTI,m
B(m)
∑
b=1
∣∣∣CTR(ΩR,m,b)T I,m,bCTI,m(ΩTI,m,b)∣∣∣2
]
(4.1)
B(m) gibt die Anzahl der relevanten Ausbreitungspfade je Sto¨rer m aus insge-
samt M Sto¨rern an. Die u¨brigen Parameter sind in Abschnitt 2.1.2 eingefu¨hrt
worden. Der Gebrauch von (4.1) wird in Abb. 4.2 fu¨r ein ﬁktives Szenario ver-
anschaulicht.
4.1.4 Konﬁguration der Antennen
FLR, BLRR4 sowie BLRL5 stehen mit ihrem jeweiligen Einbauort stellvertre-
tend fu¨r vorwa¨rts- bzw. ru¨ckwa¨rtsschauende Radare, wie sie fu¨r ACC-Systeme
und Totwinkel-, U¨berhol- oder Querverkehrs-Assistenten eingesetzt werden. Sie
werden im Rahmen dieser Untersuchung als nicht mechanisch schwenkend an-
genommen und sind mit gro¨ßeren O¨ffnungswinkeln fu¨r Radare mit bis zu mitt-
lerer Reichweite deﬁniert. Die Konﬁguration und Eigenschaften der Antennen
sind in Abb. 4.4 zusammengestellt. Die synthetischen Richtcharakteristiken fu¨r
einen horizontalen Schnitt sind in Abb. 4.3 angegeben. Die Antennenrichtcha-
rakteristiken sind rein synthetisch und verfu¨gen u¨ber keinerlei Nebenkeulen.
Weiter wird ein Empfangsantennengewinn von 0 dBi deﬁniert, eine Skalierung
dieses Gewinns kann bei Bedarf vorgenommen werden.
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Abb. 4.3: Richtcharakteristiken fu¨r die synthetischen Antennen (horizontaler Schnitt durch das Ma-
ximum der Hauptkeule, 90◦ Elevation). Links ist die Richtcharakteristik fu¨r ein FLR gegeben, rechts
fu¨r ein BLRR/BLRL.
4 engl. Backward Looking Radar Right (ru¨ckwa¨rts schauendes Radar, rechte Seite)
5 engl. Backward Looking Radar Left (ru¨ckwa¨rts schauendes Radar, linke Seite)
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Im Rahmen dieser Untersuchung wird weiter nur PRI fu¨r horizontale Kopolarisa-
tion der Antennen ausgewertet, da der Unterschied zu vertikaler Kopolarisation
vernachla¨ssigbar ist.
In Abb. 4.4 ist die mittlere Sendeleistung angegeben. Die Simulationsergebnisse
fu¨r PRI ko¨nnen entsprechend anderer gewu¨nschter Sendeleistungen skaliert wer-
den, da fu¨r alle Radare stets die gleiche Sendeleistung gilt.
Radar
(Parameter, Einheit)
FLR BLRL
BLRR
Sendeleistung [dBm EIRP] 20 20
Frequenz [GHz] 24,125 24,125
Lineare Polarisation Horiz. Horiz.
Antennengewinn [dBi] 0 0
Einbauho¨he [m] 0,5 0,6
Antennenausrichtung [◦]
Azimut 0 30
Elevation 0 0
3 dB Strahlbreite [◦]
Azimut ±12 ±42
Elevation ±4 ±24
6 dB Strahlbreite [◦]
Azimut ±15 ±60
Elevation ±5 ±30
12 dB Strahlbreite [◦]
Azimut ±18,4 ±84,5
Elevation ±6 ±34
Max. Strahlbreite [◦]
Azimut ±18,8 ±90
Elevation ±6,5 ±40
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Abb. 4.4: Gewa¨hlte Antennenkonﬁguration fu¨r zwei typische Radareinbaupositionen.
[SPH+15] ©IEEE.
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4.2 Simulationsergebnisse fu¨r Fahrt
auf gerader Strecke
Die folgenden Simulationsergebnisse zeigen PRI fu¨r die zuvor beschriebenen
Antennenkonﬁgurationen. Alle Darstellungen zeigen entweder relative Sum-
menha¨uﬁgkeiten oder die daraus entnommenen 1/10- und 9/10-Quantile, sowie
den Maximalwert von PRI. Fu¨r jede Variante der in Tabelle 4.1 deﬁnierten Sze-
narien werden dazu 4500 Momentaufnahmen berechnet.
4.2.1 Szenario A: Einﬂuss der Radarpenetrationsrate
In Szenario A wird die RPR von 10% bis 100% auf einer zweispurigen Straße
(LPD=2) variiert. Abb. 4.5 zeigt PRI fu¨r die FLR-, BLRL- und BLRR-Antennen.
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Abb. 4.5: Szenario A: Einﬂuss einer steigenden RPR auf verschiedene Radartypen bei zweispuriger
Straße. [SPH+15] ©IEEE.
Die maximale PRI zeigt sich fu¨r die BLRL-Antenne, da sie diagonal nach hin-
ten und zur Straßenmitte zeigt. Dadurch ist sie nahe an den BLRR-Antennen
der u¨berholenden Fahrzeuge und nahe an den BLRL-Antennen der entgegen-
kommenden Fahrzeuge. Fu¨r letzteren Fall treffen sich zudem die Maxima der
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BLRL-Richtcharakteristiken. Die maximale PRI fu¨r FLR-Antennen ist niedriger
als fu¨r BLR-Antennen, da fu¨r Szenarien auf gerader Strecke keine Situation exis-
tiert, in der aus na¨herer Distanz das Maximum einer FLR-Richtcharakteristik
mit den Maxima anderer Antennenrichtcharakteristiken u¨berlappt. Die 1/10-
Quantile sind hingegen fast unabha¨ngig vom Antennentyp. Dies la¨sst vermuten,
dass das 1/10-Quantil von Interferenz zwischen symmetrischen Konstellatio-
nen aus FLR/BLRL/BLRR-Antennen bestimmt wird, wie sie das hintereinander
Herfahren zweier Fahrzeuge auf einem Fahrstreifen darstellt.
Zu erkennen ist auch die Schwankung der maximalen PRI mit steigender RPR.
Hier zeigt sich, dass es eine noch umfangreichere Stichprobe bra¨uchte, um zu-
verla¨ssiger den ho¨chsten vorkommenden Wert fu¨r PRI zu ermitteln. Die Verla¨ufe
der Quantile erweisen sich hingegen als monoton.
Eine wesentliche Beobachtung in diesem Szenario A ist, dass die maximale PRI
weitestgehend konstant bleibt, wa¨hrend die 1/10- und 9/10-Quantile mit der RPR
ansteigen. Fu¨r eine RPR von 100% bedeuted dies im konkreten Fall, dass PRI
fu¨r ein FLR mit einer Wahrscheinlichkeit von 90% ho¨chstens 10 dB unterhalb
des maximal am FLR empfangenen PRI liegt. Fu¨r das BLRL ist die Wahrschein-
lichkeit 90%, dass PRI ho¨chstens 20 dB unterhalb des maximal empfangenen
PRI liegt.
4.2.2 Szenario B: Einﬂuss der Anzahl von Fahrstreifen
je Fahrtrichtung
An dieser Stelle wird die Anzahl der Fahrstreifen je Fahrspur bzw. Fahrtrichtung
(LPD) variiert. Der Verkehrszuﬂuss je Fahrstreifen wird konstant gehalten, als
Folge steigt die Anzahl von Sto¨rquellen mit der Anzahl von Fahrstreifen. Die
relative Summenha¨uﬁgkeiten in Abb. 4.6 zeigen den Einﬂuss einer Variation der
Spuranzahl von 1 auf 3 fu¨r ein FLR. Fu¨r eine RPR von 10% steigt das 1/10-
Quantil dabei um etwa 18 dB. Fu¨r eine RPR von 100% steigt das 1/10-Quantil
hingegen um ca 10 dB. Das fu¨r 3 Fahrstreifen maximal beobachtbare PRI liegt
etwa 7 dB u¨ber dem 1/10-Quantil.
Abb. 4.7 zeigt die relativen Summenha¨uﬁgkeiten fu¨r ein BLRL, welche ein sehr
a¨hnliches Verhalten zeigen wie zuvor fu¨r das FLR. Fu¨r eine Variation der Spu-
ranzahl von 1 auf 3 bei einer RPR von 10% steigt das 1/10-Quantil um ca 21 dB,
fu¨r eine RPR von 100% um ca 10 dB.
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Abb. 4.6: Szenario B: Einﬂuss der Anzahl von Fahrstreifen auf das PRI in einem FLR. [SPH+15]
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Tabelle 4.4: Momente von PRI fu¨r Szenario B.
RPR LPD Mittelwert [dBW] Modus [dBW] Max [dBW]
[%] FLR BLRL FLR BLRL FLR BLRL
10 1 −102,9 −98,1 −112,7 −112,8 −88,0 −76,2
10 2 −101,3 −96,5 −106,3 −107,5 −88,9 −76,3
10 3 −100,5 −97,3 −104,6 −103,9 −85,1 −78,4
100 1 −92,3 −88,3 −91,6 −94,2 −85,7 −76,0
100 2 −91,4 −87,5 −91,5 −91,2 −85,3 −76,2
100 3 −87,5 −84,1 −87,2 −85,3 −83,0 −73,4
Der Mittelwert, Modus und die maximale PRI sind in Tabelle 4.4 zusammenge-
stellt. Der Mittelwert steigt erwartungsgema¨ß mit LPD und RPR. Fu¨r niedrige
RPR ist der Anstieg des Mittelwerts mit steigenden LPD aufgrund des begrenz-
ten Stichprobenumfangs nicht zwangsweise monoton. Der Modus ist dagegen
robuster und zeigt einen monotonen Anstieg mit RPR und LPD. Die maximale
PRI la¨sst hingegen nur eine Tendenz vermuten.
Auf Basis von Abb. 4.5, 4.6 und 4.7 kann zusammengefasst werden, dass sa¨mt-
liche Quantile fu¨r PRI mit steigender RPR und LPD steigen. Tabelle 4.4 besta¨tigt
die intuitive Vermutung, dass Mittelwert, Modus und die maximale Sto¨rleistung
mit LPD und damit der Anzahl von Sto¨rern ansteigen. Fu¨r eine RPR von 10%
ist aufgrund des limitierten Stichprobenumfangs kein monotoner Anstieg der
Momente gegeben. Bei einer RPR von 100% liegen das 1/10-Quantil und das
9/10-Quantil bei 3 LPD 6 dB bzw. 3 dB ho¨her als bei 2 LPD.
Tabelle 4.5: Momente von PRI fu¨r Szenario C.
RPR Mittelwert [dBW] Modus [dBW] Max [dBW]
[%] FLR BLRL FLR BLRL FLR BLRL
Straße 10 −101,3 −96,5 −106,3 −107,5 −88,9 −76,4
Tunnel 10 −100,1 −96,1 −103,6 −101,2 −87,9 −74,1
Straße 50 −94,4 −90,4 −94,4 −93,9 −87,0 −74,1
Tunnel 50 −93,2 −89,4 −94,0 −92,2 −86,8 −76,4
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4.2.3 Szenario C: Einﬂuss der Umgebung
Abb. 4.8 verdeutlicht den Effekt eines Tunnels auf die empfangene Sto¨rleistung
im Vergleich zur Straße aus Szenario A. Die Quantile werden durch zusa¨tzliche
Mehrwegepfade, welche vom Tunnel hervorgerufen werden, weiter zu ho¨heren
PRI hin verschoben. Fu¨r eine RPR von 10% steigt das 1/10-Quantil um etwa
10 dB fu¨r FLR und BLRL. Fu¨r eine RPR von 50% zeigt sich ein a¨hnliches
Bild, das fu¨r das FLR jedoch weniger stark ausgepra¨gt ist als fu¨r das BLRL.
Fu¨r die 9/10-Quantile ist nur ein geringer Unterschied zwischen offener Straße
und Tunnel erkennbar, der mit steigender RPR noch geringer wird. Daraus kann
geschlossen werden, dass Umgebungen, welche eine massive Mehrwegeausbrei-
tung provozieren, wie Straßenschluchten oder Tunnel, besonders die niedrigeren
Quantile anheben. Die maximale PRI sowie die 9/10-Quantile werden weitest-
gehend von der na¨heren Umgebung des Opfer-Radars bestimmt bzw. durch di-
rekte Interferenz via LOS6-Pfade. Tabelle 4.5 fasst die Momente von PRI zu-
sammen. Die Maxima ﬂuktuieren auch hier aufgrund des begrenzten Stichpro-
benumfangs.
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4.2.4 Szenario D: Einﬂuss der Wunschgeschwindigkeit
Abb. 4.9 zeigt den Einﬂuss einer variierenden Wunschgeschwindigkeit auf PRI.
Das Verkehrsﬂussmodell moduliert u¨ber die Wunschgeschwindigkeit indirekt
den Abstand zwischen Fahrzeugen auf demselben Fahrstreifen, da das determi-
nistische Fahrermodell im Mittel ho¨here Sicherheitsabsta¨nde einzuhalten ver-
sucht. Eine realistische Fahrzeugdichte und Fahrzeugverteilung ergibt sich aus
dem Modell somit automatisch.
Als Folge davon sinken die Quantile fu¨r ho¨here Relativgeschwindigkeiten. Auch
sinkt die maximale PRI fu¨r das FLR, da es in dieser Art von Szenario im We-
sentlichen durch BLRR und BLRL von vorausfahrenden Fahrzeugen desselben
Fahrstreifens bestimmt wird.
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Abb. 4.9: Szenario D: Einﬂuss der Wunschgeschwindigkeit auf PRI. [SPH+15] ©IEEE.
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4.3 Simulation fu¨r Fahrt u¨ber Kreuzung
Aus hauptsa¨chlich zwei Gru¨nden wird PRI erga¨nzend fu¨r das Durchfahren einer
Kreuzung betrachtet. Durch den Linksabbiegevorgang von Fahrzeugen ko¨nnen
sich FLR-Antennen aus ku¨rzerer Distanz direkt anstrahlen. Weiter ist aufgrund
der geringeren Geschwindigkeit mit einem ku¨rzeren Abstand zwischen den
Fahrzeugen zu rechnen.
Als Szenario wird ein von VISSIM bereitgestelltes Modell einer Kreuzung im
Innenstadtbereich von Karlsruhe verwendet (s. Abb. 3.3). In Abb. 4.10 ist der
Auswahlbereich fu¨r die Fahrzeuge fu¨r eine Momentaufnahme aus der Simula-
tion dieser Kreuzung dargestellt. Aus einem Umkreis von 40m um den Kreu-
zungsmittelpunkt wird das Opfer-Fahrzeug zufa¨llig ausgewa¨hlt und solange bei-
behalten, bis es den Kreis von 40m Radius wieder verlassen hat. Nur bewegte
Fahrzeuge sind als Opfer-Fahrzeug zugelassen. Wa¨hrend das Opfer-Fahrzeug
beibehalten wird, werden auch die zufa¨llig verteilten Sto¨rer beibehalten.
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Abb. 4.10: Szenario einer Kreuzung in der Innenstadt von Karlsruhe fu¨r die PRI bestimmt wird.
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Abb. 4.11: Zweite, weiter geo¨ffnete FLR-Antennenvariante (FLR-W). Der Einbauort ist derselbe
wie bei der schmalen variante, jedoch mit einer 3 dB Strahlbreite in Azimut/Elevation von ±33.5◦
bzw. ±7.5◦. Die 6 dB Strahlbreite betra¨gt in Azimut/Elevation ±36◦ bzw. ±8◦.
Die Sto¨rer du¨rfen bis zu 125m vom Kreuzungsmittelpunkt entfernt sein. Der
mittlere Fahrzeugzuﬂuss je Straßenzug betra¨gt 968 Fahrzeuge pro Stunde. Der
Anteil des Schwerlastverkehrs (Busse und Lkw) am motorisiertem Verkehr
betra¨gt 12%. Die Wunschgeschwindigkeit liegt bei 50 km/h. Es werden Fuß-
ga¨nger und Fahrradfahrer zugelassen, die Einﬂuss auf das Verhalten der u¨brigen
Verkehrsteilnehmer und damit auf den Verkehrsﬂuss haben (durch das Provozie-
ren von Wartezeiten beim U¨berqueren der Straße). Die Wunschgeschwindigkeit
von Fahrradfahrern liegt bei 15 km/h, die der Fußga¨nger bei 5 km/h. Es werden
die synthetischen Antennen aus Abschnitt 4.1.4 in gleicher Konﬁguration ver-
wendet. Erga¨nzend wird mit der Antennenvariante FLR-W eine vorwa¨rts schau-
ende Antenne mit breiterer Hauptkeule eingefu¨hrt (s. Abb. 4.11). Es werden
immer alle Fahrzeuge mit FLR oder immer alle Fahrzeuge mit FLR-W Anten-
nenvarianten ausgestattet. Der Stichprobenumfang betra¨gt 4500 Momentaufnah-
men u¨ber 5 h Simulationszeit mit einer Zeitschrittla¨nge von 4 s. Folgend werden
die relativen Summenha¨uﬁgkeiten fu¨r PRI aufgefu¨hrt. Als RPR werden 10%,
50% und 100% gewa¨hlt. Fu¨r alle drei Typen von Radar-Einbaupositionen fa¨llt
auf, dass die Verbreiterung der FLR-Antennenhauptkeule zu einer Verschiebung
der Verteilungen zu ho¨heren PRI hin fu¨hrt (Abb. 4.12, Abb. 4.13, Abb. 4.14).
Diese Verschiebung fa¨llt fu¨r niedrige RPR geringer aus, als fu¨r hohe RPR. Die
Verteilungen fu¨r BLRR und BLRL unterscheiden sich auf einen ersten Blick nur
unwesentlich.
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Abb. 4.12: PRI fu¨r ein FLR bei der Fahrt durch eine Kreuzung fu¨r verschiedene RPR.
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Abb. 4.13: PRI fu¨r ein BLRL bei der Fahrt durch eine Kreuzung fu¨r verschiedene RPR.
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Abb. 4.14: PRI fu¨r ein BLRR bei der Fahrt durch eine Kreuzung fu¨r verschiedene RPR.
Aus Tabelle 4.6 ist ersichtlich, dass das maximale PRI fu¨r ein BLRR praktisch
konstant ist. Dies deutet auf eine immer wiederkehrende Situation hin, wie z.B.
dem Abbiegevorgang nach rechts, bei dem auf Fußga¨nger gewartet werden muss
und sich BLRR und ein oder mehrere FLR/FLR-W verschiedener Fahrzeuge
nahe kommen ko¨nnen.
Tabelle 4.6: Momente von PRI fu¨r das Kreuzungsszenario. Die Variation der FLR-Antennen ist in
der Spalte links gekennzeichnet.
Variante RPR Mittelw. [dBW] Modus [dBW] Max [dBW]
[%] FLR BLRL BLRR FLR BLRL BLRR FLR BLRL BLRR
FLR 10 -114,7 -110,3 -110,9 -112,6 -107,7 -108,1 -87,2 -78,9 -75,3
FLR-W 10 -107,9 -108,3 -109,0 -104,9 -105,7 -106,7 -78,1 -80,5 -75,3
FLR 50 -108,9 -101,6 -102,9 -106,7 -100,4 -102,5 -86,5 -78,6 -75,3
FLR-W 50 -98,5 -98,8 -99,7 -99,6 -98,1 -100,9 -78,1 -78,5 -75,3
FLR 100 -104,9 -97,7 -98,8 -102,9 -96,80 -100,5 -85,9 -78,6 -75,3
FLR-W 100 -94,2 -94,7 -95,5 -89,6 -94,2 -92,6 -78,0 -78,1 -75,3
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4.4 Detektionswahrscheinlichkeit
fu¨r nicht ﬂuktuierende Ziele
Die Vorbetrachtung in Abschnitt 2.4 zeigte, dass direkt vorausfahrende Sto¨rer
(die gleichzeit ein Ziel darstellen) erst spa¨t durch die eigene Interferenz un-
ter eine Detektionsschwelle fallen. Fu¨r einen Gewinn von GSIR = 60 dB, eine
Zielgro¨ße von σ = 10 dBsm, gleiche Sendeleistungen von Radar und Sto¨rer, so-
wie Freiraumausbreitung war dies fu¨r einen beno¨tigten Signal-zu-Sto¨rabstand
SIR = 10 dB ab etwa 250m der Fall.
Problematischere Konstellationen sind diejenigen, bei denen die Distanz von
Sto¨rer zu Radar deutlich geringer ist, als die Distanz von einem zweiten Ziel
zum Radar. Von speziellem Interesse sind auch Konstellationen, bei denen das
Ziel klein ist, wie bei Fußga¨ngern der Fall (-5 dBsm). Die Stichprobenumfa¨nge
fu¨r die Simulationen aus Abschnitt 4.2 und Abschnitt 4.3 ko¨nnen praktisch nicht
so weit erho¨ht werden, das beliebige kritische Konstellationen durch die gleich-
zeitige Simulation von Nutz- und Sto¨rleistungen mit erfasst wu¨rden. Stattdessen
werden an dieser Stelle nachtra¨glich ﬁktive, nicht ﬂuktuierende Ziele in ein aus-
schließlich mit Sto¨rern simuliertes Szenario aus Abschnitt 4.2 und Abschnitt 4.3
eingebracht. Dies la¨sst Ru¨ckschlu¨sse auf die Detektierbarkeit von Zielen in Sze-
narien mit mehreren Sto¨rern zu. Die einzuzeichnende Grenze PD fu¨r die Detek-
tierbarkeit eines Ziels wird unter Einbezug der verwendeten Systemparameter
nach Abb. 4.4, einem beno¨tigten Signal-zu-Sto¨rabstand (SIR) sowie einem Ge-
samtgewinn GSIR berechnet:
PD = PT︸︷︷︸
0,1W=PTI
· GR︸︷︷︸
1
· GT︸︷︷︸
1
· σ︸︷︷︸
variabel
·λ 2 ·
1
(4π)3 R4σ︸︷︷︸
variabel
· GSIR︸︷︷︸
variabel
·
1
SIR
. (4.2)
In Abb. 4.15 ist PD fu¨r drei verschiedene Ziele eingezeichnet. Die relativen Sum-
menha¨uﬁgkeiten stammen aus Abschnitt 4.2.2, der Simulation einer stark be-
fahrenen Hauptverkehrsstraße mit drei Fahrstreifen je Fahrspur. Ein in 20m
plo¨tzlich erscheinender Fußga¨ngers von −5 dBsm in 20m Entfernung (siehe
linke Markierung in Abb. 4.15) wu¨rde bei den gegebenen Rahmenbedingungen,
und basierend auf der inkoha¨rent empfangenen Sto¨rleistung PRI, in 65% der
Fa¨lle nicht vom FLR detektiert werden.
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Abb. 4.15: Relative Summenha¨uﬁgkeiten von Sto¨rleistungen fu¨r eine stark befahrene Hauptver-
kehrsstraße zusammen mit Empfangsleistung fu¨r verschiedene Radarziele.
Ein Ziel von 0 dBsm in 20m Entfernung wird fu¨r dieses Modell hingegen
sehr gut erkannt, die entsprechende Markierung liegt u¨ber der maximalen PRI
am FLR fu¨r dieses Szenario. Fu¨r das BLRL hingegen ist die Detektion von
Fußga¨ngern auf einer Hauptverkehrsstraße nicht relevant.
Ein nachtra¨glich eingebrachtes Fahrzeug mit 15 dBsm wu¨rde vom FLR auch
noch in 50m Entfernung mit hoher Wahrscheinlichkeit detektiert. Dabei verursa-
chen Sto¨rer in na¨herer Distanz zum Radar die am meisten relevante Sto¨rleistung.
Die vom nachtra¨glich eingebrachten Fahrzeug emittierte Sto¨rleistung wird we-
gen der ho¨heren Distanz vernachla¨ssigt. Das BLRL, fu¨r das die sta¨rksten Sto¨-
rungen ebenfalls aus na¨chster Na¨he erzeugt werden, bleibt ein zusa¨tzlich ein-
gebrachtes Ziel von 15 dBsm in 50m Entfernung noch zu 67% detektierbar.
Alternativ ist ein Ziel von 0 dBsm in 20m Entfernung zu 80% detektierbar.
Nach demselben Schema kann die Situation fu¨r das FLR und FLR-W auf der
Kreuzung beurteilt werden. In Abb. 4.16 zeigt sich, dass ein Fußga¨nger von
−5 dBsm in 20m Entfernung vom FLR nahezu sicher detektiert wird, wa¨hrend
128
4.5 Schlussfolgerungen
die breitere Variante FLR-W eine Detektion mit noch u¨ber 90% Wahrschein-
lichkeit zula¨sst.
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Abb. 4.16: Relative Summenha¨uﬁgkeit von Sto¨rleistungen am Antennenport fu¨r eine Kreuzung zu-
sammen mit der Empfangsleistung fu¨r einen Fußga¨nger an einem FLR.
4.5 Schlussfolgerungen
Die Simulationsergebnisse fu¨r die gerade Strecke lassen verschiedene Schlu¨sse
zu. Zuna¨chst ist wichtig festzustellen, dass das maximal zu erwartende PRI prak-
tisch nicht mit einer zunehmenden Anzahl von Radaren in mittlerer bis großer
Distanz ansteigen wird. Dies gilt auch in Umgebungen wie Straßenschluchten
und Tunnels. Stattdessen werden die niedrigen Quantile angehoben. Die ma-
ximale PRI wird bereits bei einfachen Szenarien erreicht, wo ein Sto¨rer dem
Opfer-Radar nahe kommt und kein Objekt die Sichtverbindung abschattet. Aus
Abb. 4.6, 4.7 und Tabelle 4.4 kann zusammengefasst werden, dass auf einer drei-
spurigen Straße die Chance fu¨r ein FLR 90% betra¨gt, dass PRI weniger als 7 dB
unterhalb des maximal beobachteten PRI liegt. Bei einem BLRL sind es 15 dB.
Auf ein reales FMCW-System u¨bertragen bedeutet dies, dass wenn die maximal
beobachtete Rauschleistungsdichte (aufgrund von Sto¨rungen) 7 dB bzw. 15 dB
u¨ber dem fu¨r das System u¨blichen Wert liegt, sich der nutzbare Dynamikbe-
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reich des Radars in 90% der Zeit verschlechtert. Diese Werte gelten fu¨r die
hier deﬁnierten Szenarien einer stark befahrenen, innersta¨dtischen Haupt- oder
Schnellstraße sowie die sonst getroffenen Annahmen.
Weiter ko¨nnen die Simulationen fu¨r die gerade Strecke mit bis zu 3 LPD (Tabel-
le 4.4) mit den Simulationen fu¨r die innersta¨dtische Kreuzung fu¨r die schmale
FLR-Variante verglichen werden. Hier zeigt sich, dass die mittlere Sto¨rleistung
im ﬂießenden Verkehr auf gerader Strecke ho¨her ausfa¨llt als fu¨r die Kreuzung,
und zwar fu¨r FLR und BLRL. Gleiches gilt fu¨r den Modus der Sto¨rleistung.
Die maximal erreichten Werte fu¨r PRI sind fu¨r beide Szenarien vergleichbar.
Ein Kreuzungsszenario bedeutet, beurteilt auf Basis der hier erhobenen Daten
unter den gemachten Annahmen, keine problematischere Interferenz-Situation,
als dies auf einer stark befahrenen, geraden Strecke der Fall ist. Jedoch ko¨nnen
spezielle Situationen, wie der Abbiegevorgang nach rechts an einem Fußga¨nger-
u¨berweg, zu sta¨ndig wiederkehrenden Anstiegen des PRI fu¨hren. Jedoch beﬁn-
den sich relevante Ziele in solchen Situation in na¨chster Na¨he.
Werden Entscheidungsschwellen fu¨r eine Detektion von Zielen nachtra¨glich
in die relativen Summenha¨uﬁgkeiten eingebracht, zeigt sich, dass die Detek-
tion von Fußga¨ngern durch ein FLR aufgrund von Radar-Interferenz zumindest
verzo¨gert wird. In 20m Entfernung liegt ein Fußga¨nger lediglich zu 35% u¨ber
der zur Detektion geforderten Empfangsleistung. Auf einer Kreuzung zeigt sich
fu¨r das FLR ein gu¨nstigeres Bild, Fußga¨nger werden mit einer hohen Wahr-
scheinlichkeit erkannt. Der breitere Antenneno¨ffnungswinkel des FLR-W fu¨hrt
jedoch zu einer verringerten Detektionswahrscheinlichkeit.
Die Verwendung eines erga¨nzenden Sensorsystems (z.B. einer Kamera) kann die
Detektionswahrscheinlichkeit, insbesondere fu¨r kleine Radarziele, erho¨hen.
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Der in Kapitel 3 konzipierte Simulator erlaubt es, die Funktionsweise von Radar-
sensoren in realistischen Umgebungen sowie beliebigen Fahrmano¨vern virtuell
zu testen und unter deﬁnierten, stets reproduzierbaren Randbedingungen zu op-
timieren bzw. zu parametrisieren.
In Zukunft ergeben sich verschiedene Einsatzmo¨glichkeiten fu¨r diesen Simula-
tor, dessen Weiterentwicklungen oder einzelne seiner Module.
Eine Kombination aus dem Modul zur Simulation des Radar-Funkkanals und
eines Fahrsimulators (wie z.B. CarMaker von IPG [IPG14]) wu¨rde einen virtu-
ellen Fahrversuch erlauben, der auch das direkte, dynamische Eingreifen eines
Fahrers am Steuer des Versuchsrechners ermo¨glicht. Die Entwicklung von Ra-
darsystemen und darauf aufbauender Funktionen ko¨nnte rein virtuell erfolgen,
ohne Fahrzeug, ohne Hardware, mit frei deﬁnierbarer Umgebung, auch unter
Einbezug von den in dieser Arbeit beschriebenen Interferenzeffekten.
Gilt es unter Beru¨cksichtigung realer Hardware und reproduzierbaren Verha¨lt-
nissen zu entwickeln oder zu evaluieren, werden ha¨uﬁg HIL-Tests eingesetzt.
Wa¨hrend der HIL-Test fu¨r die Erprobung von Kamera-basierten Assistenz-
systemen bereits gut beherrschbar ist [HH15], gestaltet sich der Aufbau von
einer HIL-Umgebung fu¨r Radarsensoren schwieriger und erfolgt bisher ohne
Beru¨cksichtigung realer Antennen [WWS15].
Mit der Entwicklung von Radar-Zielsimulatoren (wie z.B. der ARTS9510 Fami-
lie der Firma Rohde & Schwarz [Roh15]) ero¨ffnen sich hier neue Mo¨glichkeiten.
Sind die Radar-Funkkana¨le fu¨r ein virtuelles Fahrmano¨ver aus der Wellenaus-
breitungssimulation bekannt, kann das Reﬂexionsverhalten von Radar-Zielsi-
mulatoren so beeinﬂusst werden, dass das Kfz-Radar in einer Messkammer mit
Rollenpru¨fstand dennoch ein realita¨tsnahes Radarecho aus der Umgebung erha¨lt.
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Von der Einfu¨hrung der letztgenannten HIL-Umgebung werden Radarherstel-
ler, Zulassungsstellen und Fahrzeughersteller proﬁtieren. Radarsensoren oder
komplette Sensorpakete ko¨nnen dann deﬁniert und reproduzierbar gepru¨ft und
gegeneinander verglichen werden. In den HIL-Tests kann Interferenz zwischen
Radaren ebenfalls mit modelliert werden. Eine Skizze dieses Zusammenspiels
aus virtueller Testfahrt und HIL-Umgebung ist in Abb. 5.1 gegeben.
Die oben genannten Anwendungsmo¨glichkeiten greifen zeitlich zwar etwas vor-
aus, unterstreichen jedoch nochmals, dass auf lange Sicht kein Weg an der vir-
tuellen Testfahrt vorbei fu¨hrt, und dass sie beherrschbar ist.
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Abb. 5.1: Skizze eines HIL-Tests fu¨r Radarsensoren, gestu¨tzt durch einen virtuellen Test. Aus
der Simulation sind die momentanen Ausfalls- und Einfallswinkel, sowie die Pfadparameter
Da¨mpfung, Phasenverschiebung, Verzo¨gerung und Doppler-Verschiebung bekannt. Geeignet ange-
steuert, ko¨nnen Zielsimulatoren das Verhalten des simulierten Kanals emulieren und so dem Radar
realita¨tsnahe Echos liefern.
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Dieses vorletzte Kapitel demonstriert nun die Anwendung des entwickelten Si-
mulators anhand der beispielhaften Untersuchung unterschiedlicher Szenarien
im Kontext der Radarinterferenz. Zuna¨chst wird die Detektierbarkeit eines Fuß-
ga¨ngers fu¨r Sto¨rungen aus naher Distanz untersucht und beurteilt. Als zweites
Szenario dient die Einfahrt in einen Kreisverkehr, bei dem die automatisierte
Generierung des Verkehrsﬂusses zum Einsatz kommt.
Da Interferenz durchaus zum Verlust von Detektionen fu¨hren kann, widmet sich
dieses Kapitel auch ausgesuchten Interferenz-Gegenmaßnahmen. Diese werden,
wenn es sich anbietet, durch gezielte Anwendung des entwickelten Simulators
getestet und parametrisiert. Ziel ist dabei nicht die Entwicklung neuer Algorith-
men im Detail, sondern einen Vorschlag fu¨r den kombinierten Einsatz dieser
Gegenmaßnahmen zu geben. Dazu wird sich auch der Erkenntnisse aus den vor-
herigen Kapiteln bedient.
5.1 Detektion eines Fußga¨ngers
An dieser Stelle wird ein Fahrmano¨ver simuliert, welches in der Realita¨t nicht
mit realen Fußga¨ngern testbar ist. Im Szenario la¨uft ein Fußga¨nger, zuna¨chst
noch von einem Haus verdeckt, auf eine Straße. Ziel ist es, die Detektierbarkeit
des Fußga¨ngers bis kurz vor dem Aufprall abzuscha¨tzen. Die Ausganssituation
des Szenarios ist in Abb. 5.2 gezeigt. Zwei ausgesuchte Momentaufnahmen fu¨r
Sekunde 1 und Sekunde 2 sind in Abb. 5.3 dargestellt. Das gesto¨rte Radar ist
mit (C) bezeichnet, die zwei sto¨renden Radare sind mit (A) und (B) bezeichnet.
F markiert den Fußga¨nger. Detaillierte Informationen u¨ber den Aufbau und den
Verlauf des Szenarios ist in Abb. 5.4 gegeben. Die Antennen werden zuna¨chst
als ideale Halb-Kugelstrahler in Azimut und Elevation mit einem Gewinn von
0 dBi angenommen. Alle Radare arbeiten mit horizontaler Polarisation und einer
mittleren Sendeleistung von 20 dBm EIRP. Es werden die inkoha¨rent aufaddier-
ten Sto¨r- und Nutzleistungen PRI und PR u¨ber eine Zeitdauer von 2,4 Sekunden
am Antennenport des Radars von Fahrzeug (C) betrachtet (s. Abb. 5.5).
Die Nutzleistungen ko¨nnen direkt angegeben werden. Die Sto¨rleistungen von
(A) und (B) werden um den Gewinn GSIR,A = 61 dB und GSIR,B = 61 dB redu-
ziert, was dem mittleren, insgesamten Gewinn durch die Prozessierung im Radar
(C) entspreche. Die Rauschleistung Pn berechnet sich nach der Prozessierung zu
Pn = kB ·Temp·
1
TV
·Fges = 1,38−23
J
K
·300K ·
1
6,2ms
·10 =−171,8dBW. (5.1)
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Dabei ist Temp die absolute Temperatur in Kelvin, TV die verfu¨gbare Integra-
tionszeit und Fges = 10 die Gesamtrauschzahl des Empfa¨ngers. Damit sind die
relevanten Gro¨ßen zur Bestimmung des SIR am Antennenport abbildbar.
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Abb. 5.2: Ein Fußga¨ngers F la¨uft auf die Kreuzung, wa¨hrend ein gesto¨rtes Radar C sich ihm na¨hert.
Die Ausrichtung des BLRR ist wie eingezeichnet um 30◦ verdreht.
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Abb. 5.3: Die beiden abgebildeten Momentaufnahmen entsprechen den markierten Zeitpunkten in
Abb. 5.5.
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Aus Abb. 5.5 la¨sst sich erkennen, das nach etwa 0,7 Sekunden der Fußga¨nger
u¨ber der Rauschleistung, und kurz darauf auch oberhalb der Sto¨rleistung liegt.
Bei Sekunde 1 liegt der Fußga¨nger mit einem SIR von etwa 9 dB oberhalb der
Sto¨rleistung, welche von Sto¨rer B verursacht wird, und mit einem SIR von etwa
13 dB oberhalb der Sto¨rleistung, die durch Sto¨rer A verursacht wird. D.h. fu¨r die
angenommenen Gewinne von 61 dB gegenu¨ber den Sto¨rern ist der Fußga¨nger
bereits kurz nach seiner visuellen Sichtbarkeit durch den Fahrer des Fahrzeugs
C prinzipiell vom Radar detektierbar (dies ha¨ngt vom beno¨tigten SIR ab).
Die Beitra¨ge der Sto¨rer werden hier bewusst getrennt aufgefu¨hrt. Wa¨re nur
Sto¨rer A vorhanden, wu¨rde sich die Detektierbarkeit des Fußga¨ngers nur un-
wesentlich verbessern. Verfu¨gen Sto¨rer u¨ber ho¨here Sendeleistungen als das
Radar, so kann sich die Detektion eines Fußga¨ngers schnell um mehrere Zehn-
telsekunden verzo¨gern. Gleiches gilt fu¨r Radare mit niedrigerem GSIR. Klassi-
sche FMCW-Radare, welche auf Serien von Frequenzrampen unterschiedlicher
Dauer setzen, fu¨hren eine Rohdatenverarbeitung und vorla¨uﬁge Zieldetektion
fu¨r jede Frequenzrampe individuell durch. Setzt man die Gewinne nach (2.65)
fu¨r zwei Frequenzrampen 1 und 2 gleicher Bandbreite und variierender Dauer
gegenu¨ber einem CW Sto¨rer ins Verha¨ltnis, so zeigt sich, dass die Dauer der
Frequenzrampe den Gewinn skaliert:
|Δμ1| ·T 2V,1
|Δμ2| ·T 2V,2
=
∣∣∣0− fEV,1− fSV,1TV,1
∣∣∣T 2V,1∣∣∣0− fEV,2− fSV,2TV,2
∣∣∣T 2V,2 =
TV,1
TV,2
. (5.2)
Ein FMCW-Radar, dessen maximaler Gewinn gegenu¨ber Sto¨rungen 61 dB fu¨r
die la¨ngste Frequenzrampe ist, und dessen ku¨rzeste Frequenzrampe 1/10 der
la¨ngsten Frequenzrampe ist, hat ohne Redundanz somit ein GSIR von 51 dB.
Arbeitet die Detektion des Fußga¨ngers im FMCW-Radar ohne Redundanz, d.h.
mu¨ssen alle Ziele in allen Frequenzrampen zu ﬁnden sein, wu¨rde sich die De-
tektion nach Abb. 5.5 von Sekunde 1 auf etwa Sekunde 1,6 verzo¨gern, falls 9 dB
SIR gefordert wu¨rden. Liegt ein CW-Sto¨rer in der Mitte des vom Radar belegten
Frequenzbereiches, so verliert das Nutzsignal aufgrund der Fensterung vor der
FFT zeitweise nochmals bis zu 6 dB wa¨hrend der Prozessierung (abha¨ngig von
der Fensterfunktion, vgl. (2.66)), was die Detektion weiter erschwert.
In Sekunde 2 liegt der Fußga¨nger selbst fu¨r 51 dB Gewinn und mo¨gliche Verlus-
te durch eine Fensterung noch oberhalb der Sto¨rung.
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Position (x / y / z) 
des Objekt-
Streuzentrums
Geschwindigkeit
(x / y / z) in m/s
RCS im Azimut,
wird für alle 
Elevations-
winkel übernommen
Antennenposition
(x / y / z) in m
Sende-
leistung
in dBm EIRP
Fahrzeug A
Sekunde 0 -4,9 / -30 / 0,75 (0,10,0) -4,92 / -32,4 / 0,5
Sekunde 1 -4,9 / -20 / 0,75 (0,10,0) -4,92 / -22,4 / 0,5
Sekunde 2 -4,9 / -10 / 0,75 (0,10,0) -4,92 / -12,4 / 0,5
Fahrzeug B
Sekunde 0 -9,1 / -42,7 / 0,75 (0,15,0) -8,19 / -45,1 / 0,6
Sekunde 1 -9,1 / -27,7 / 0,75 (0,15,0) -8,19 / -30,1 / 0,6
Sekunde 2 -9,1 / -12,7 / 0,75 (0,15,0) -8,19 / -15,1 / 0,6
Fahrzeug C
Sekunde 0 (0,15,0) -4,92 / -52,89 / 0,5
Sekunde 1 (0,15,0) -4,92 / -37,89 / 0,5
Sekunde 2 (0,15,0) -4,92 / -22,89 / 0,5
Fußgänger F
Sekunde 0 2,25 / -14,25 / 0,55
Sekunde 1 -0,75 / -14,25 / 0,55
Sekunde 2 -3,375 / -14,25 / 0,55
Audi A4 Kombi,
gemittelt von 
24-24,25 GHz.
Audi A4 Kombi,
gemittelt von 
24-24,25 GHz.
20
20
Langsamer werdend
von Sekunde 0 bis
Sekunde 2
in (-) x Richtung
Gleichverteilt 
zwischen -3 
und -7 dBsm
20
Abb. 5.4: Details zum Simulations-Setup. Die RCS-Messdaten Stammen aus den in Abschnitt 3.5.3
vorgestellten Messungen.
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Abb. 5.5: Inkoha¨rent aufaddierte Nutz- und Sto¨rleistung, sowie Rauschleistung inkl. Prozessie-
rungsgewinnen, dargestellt am Antennenport der Empfangsantenne des Radars. GSIR,A,B = 61 dB.
Einﬂuss der Fensterung nicht inbegriffen.
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Da in Abb. 5.5 die gesamte Nutz- oder Sto¨rleistung fu¨r jede Quelle zwar separat
aufgefu¨hrt, jedoch alle Mehrwegepfade inkoha¨rent aufaddiert werden, folgt nun
noch eine genauere Betrachtung der Winkelspektren fu¨r die Sekunden 1 und 2.
Damit werden zwei Ziele verfolgt.
Zum Ersten wird damit sichergestellt, dass bei der Bestimmung des SIR ein
Nutzsignal keine Leistung aufgrund von Geisterzielen zugestanden bekommt.
So sind in den Winkel-Leistungsspektren in Abb. 5.6 (Sekunde 1) und Abb. 5.7
(Sekunde 2) die tatsa¨chlichen Ziele mit Ka¨sten markiert. Der zweite Ausbrei-
tungspfad der Zweiwegeausbreitung (die Reﬂexion am Boden) wird den Zielen
fu¨r die Berechnung des SIR zugestanden. Im Beispiel kann die Nutzleistung fu¨r
Fahrzeug B und den Fußga¨nger in sehr guter Na¨herung durch die Addition der
Teilleistungen bestimmt werden. In Sekunde 1 geht fu¨r Fahrzeug A geringfu¨gig
Nutzleistung wegen des Geisterziels verloren, jedoch ist das SIR so hoch (es
wird erneut ein Gewinn von GSIR,A,B = 61 dB angenommen), dass die Detektion
von Fahrzeug A in der hier betrachteten Distanz nicht in Frage gestellt werden
kann. Allerdings muss bedacht werden, dass alle Ziele wegen der dominanten
Zweiwegeausbreitung einem periodischen Positions- und Frequenzabha¨ngigen
Schwund ausgesetzt sind. Dies kann sich fu¨r die Detektion positiv oder negativ
auswirken.
Zum Zweiten kann der Effekt einer alternativen Antennenkeule fu¨r das Nutzra-
dars abgescha¨tzt werden (bisher wurde ein Halb-Kugelstrahler fu¨r Sende- und
Empfangsantenne angenommen). Ein O¨ffnungswinkel von ±20◦ fu¨hrt bereits
dazu, dass Sto¨rer B in Sekunde 1 auf das Niveau von Sto¨rer A und tiefer ab-
fallen kann. Eine sta¨rker bu¨ndelnde Antenne kann dann einen Vorteil fu¨r das
SIR, wenn sich deswegen Ziel und Sto¨rer vom Winkel her trennen lassen. Ein
ho¨herer Gewinn der Empfangsantenne bringt zugleich einen direkten Gewinn
gegenu¨ber dem thermischen Rauschen, welches vom Radar selbst verursacht
wird. Jedoch war dieses Rauschen bereits bei 0 dBi Empfangsantennengewinn
vernachla¨ssigbar. Weiter zeigt sich anhand von Abb. 5.6 u. Abb. 5.7 fu¨r dieses
Szenario, dass die aufsummierte Sto¨rleistung fu¨r gro¨ßere Eintrittswinkel ge-
genu¨ber der Sto¨rung von Sichtverbindungen vernachla¨ssigt werden kann.
Als Ergebnis dieser Betrachtung kann festgehalten werden, dass Fußga¨nger in
naher Distanz (< 10m) gut detektiert werden ko¨nnen. Interferenz von Radar-
sensoren hat jedoch das Potential, die Entdeckung von Fußga¨ngern relevant zu
verzo¨gern. Fu¨r eine fru¨hzeitigere Detektion sollte das Radarsystem in jedem Fall
u¨ber Interferenz-Gegenmaßnahmen verfu¨gen, und/oder es sollten Modulations-
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formen gewa¨hlt werden, die eine lange Integration mo¨glichst u¨ber den gesamten
Beobachtungszeitraum erlauben (z.B. CS-Modulation).
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Abb. 5.6: Winkel-Leistungsspektrum fu¨r Sekunde 1 der Simulation. Die Ka¨sten markieren die Zwei-
wegeausbreitung u¨ber den Boden vom Radar zu den Zielen.
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Abb. 5.7: Winkel-Leistungsspektrum fu¨r Sekunde 2 der Simulation. Die Ka¨sten markieren die Zwei-
wegeausbreitung u¨ber den Boden vom Radar zu den Zielen.
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Jedoch bringen CS-Radare die Anforderung an ho¨here AAF-Bandbreiten mit
sich, was die Wahrscheinlichkeit fu¨r mehrere zeitgleich wirksame Sto¨rungen
erho¨ht.
Bevor in Abschnitt 5.3 eine U¨bersicht von Interferenz-Gegenmaßnahmen und
eine Empfehlung zu deren Anwendung gegeben ist, wird in Abschnitt 5.2 eine
Systemsimulation fu¨r die Einfahrt in einen Kreisverkehr durchgefu¨hrt.
5.2 Systemsimulation fu¨r die Einfahrt
in einen Kreisverkehr
Diese exemplarische Simulation zeigt die Einfahrt eines Fahrzeugs in einen
Kreisverkehr (s. Abb. 5.8). Dabei wird das Radar des Opfer-Fahrzeugs durch
die Radare der anderen Fahrzeuge gesto¨rt [SSA+15].
Abb. 5.8: Szenario 1: Einfahrt in einen Kreisverkehr. [SSA+15] ©IEEE.
Alle Fahrzeuge sind mit drei generischen 24GHz Radaren mittlerer Reichweite
ausgestattet: Einem FLR fu¨r Abstandshalte- oder Notbremsassistenz, sowie zwei
BLR fu¨r Totwinkel- und Spurwechselassistenz. Die Modellierung erfolgt im
Zeitbereich nach (2.46) unter der Verwendung einer reduzierten Abtastrate. Das
jeweils gesto¨rte FLR des Opfer-Fahrzeugs, fu¨r das die Signalverarbeitung vor-
genommen wird, nutzt eine FMCW-Modulation bestehend aus drei Frequenz-
rampen: einer Aufwa¨rtsrampe mit 200 MHz Bandbreite, einer Abwa¨rtsrampe
mit 200MHz Bandbreite, sowie einem CW-Signal. Jeder Rampenabschnitt hat
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eine Dauer von 6ms. Die maximale Reichweite wird auf 50m festgelegt, ent-
sprechend begrenzt das AAF die Bandbreite und realisiert zugleich eine Dy-
namikkompression. Der ADC verfu¨gt u¨ber 14Bit. Sa¨mtliche Sto¨rer im Sze-
nario verfu¨gen u¨ber zum Radar inkoha¨rente FMCW-Signalformen, d.h. diese
haben andere Frequenzrampen mit vom Opfer-Radar unterschiedlichen Fre-
quenzsteilheiten μ . Die Sendeleistung betra¨gt fu¨r alle Radare 20 dBm EIRP.
Die Winkelbestimmung erfolgt nach dem Prinzip der Digitalen Strahlformung
(DBF), basierend auf einer Sende- und 8 Empfangsantennen [HSZ+12]. Dabei
wird der Transferfaktor nur fu¨r einen der Empfangskana¨le durch die Wellenaus-
breitungssimulation bestimmt. Die Transferfaktoren fu¨r die u¨brigen Empfangs-
kana¨le des gesto¨rten FLR werden durch Extrapolation gewonnen [FWMW03].
Die Doppler-Verschiebung wird fu¨r alle 8 Empfangssignale als gleich ange-
nommen. Die Detektion von Zielen erfolgt mit Hilfe einer CFAR-Schwelle.
Eine Detektion von Zielen und deren Verfolgung wird mittels linearem Kalman-
Filter realisiert [BP99, WB06], welcher im Rahmen einer studentischen Arbeit
implementiert wurde [Ahb14]. Neue Tracks werden erst im zweiten Messzyklus
akzeptiert. Entsprechend wird ein Aussetzer eines etablierten Tracks toleriert,
bevor letzterer gelo¨scht wird. Diese Art der Gu¨ltigkeitsbewertung folgt Vor-
schla¨gen aus Vero¨ffentlichungen [LHL+10, Men99].
In Abb. 5.9 ist ein Zeitausschnitt von 1,4 Sekunden aus der Einfahrt des Op-
fer-Fahrzeugs in den Kreisverkehr gezeigt, was die Visualisierung der Tracks
von unterschiedlichen Fahrzeugen ohne U¨berlappung erlaubt. Dabei werden 10
Messzyklen je Sekunde durchgefu¨hrt, wobei ein Messzyklus die zuvor erwa¨hnte
Rampenabfolge von insgesamt 18ms Dauer entha¨lt. In Abb. 5.9 ist nur das FLR
des Opfer-Fahrzeugs aktiv, es existiert somit keine Sto¨rung durch andere Radare.
Die aus der Verkehrsﬂusssimulation bekannten Positionen der Fahrzeug-Zentren
sind durch Sterne gekennzeichnet, die Tracks durch Kreise. Das ungesto¨rte Sze-
nario wird als Referenz betrachtet. Abb. 5.10 zeigt das gesto¨rte Szenario, worin
im Vergleich zum ungesto¨rten Szenario etwa 64% der Tracks fu¨r Fahrzeug C
verloren sind. Fahrzeuge A und B sind trotz Interferenz aufgrund der geringe-
ren Distanz zum Radar weiterhin zu erkennen und als Ziele verfolgbar. Ziele
in gro¨ßerer Distanz, wie Fahrzeug C, ko¨nnen jedoch teilweise maskiert werden,
insbesondere wenn sie in einem ungu¨nstigen Winkel zum Radar orientiert sind
und sich ein Sto¨rer in naher Distanz (hier Fahrzeug A) beﬁndet.
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Abb. 5.9: Diese Graﬁk zeigt die gu¨ltigen Tracks fu¨r Ziele im ungesto¨rten Fall.
Die Kreuze markieren die aus der Verkehrsﬂussimulation bekannte Fahrzeugpositionen.
[SSA+15] ©IEEE.
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Abb. 5.10: Gezeigt sind die gu¨ltigen Tracks, jedoch sind sa¨mtliche Radare aller Fahrzeuge aktiv und
sto¨ren das FLR des Opfer-Fahrzeugs. [SSA+15] ©IEEE.
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Tabelle 5.1: Einﬂuss von Interferenz auf die Empﬁndlichkeit eines Radars.
Ungesto¨rt (Referenz) Zieldetektion Mit Tracking
Recall 100% 100%
Gesto¨rt Zieldetektion Mit Tracking
Recall 55% 65%
Die Qualita¨t der Zieldetektion des Radars kann mittels geeigneter Gu¨tekrite-
rien (Abschnitt A.7) fu¨r 60 Sekunden Fahrt analysiert und fu¨r den Fall, dass
Sto¨rquellen an- oder ausgeschaltet sind, verglichen werden.
Wa¨hrend der 60 Sekunden Simulationsdauer werden vier verschiedene Fahr-
zeuge durch Anwendung der dynamischen Beobachtungszone verfolgt (Be-
griff eingefu¨hrt in Abschnitt 3.3.2). An dieser Stelle werden nur zwei Ex-
treme betrachtet: der erste Durchlauf geschieht ohne Sto¨rquellen, nur das Opfer-
Fahrzeuge besitzt ein FLR. Im zweiten Fall sind alle u¨brigen Fahrzeuge mit
einem FLR, einem BLRL und einem BLRR ausgestattet. Die Sendeleistung
betra¨gt unvera¨ndert 20 dBm EIRP. Das Gu¨tekriterium recall (Verha¨ltnis von
korrekt detektierten Zielen zu Anzahl aller im Szenario tatsa¨chlich existieren-
den Ziele), auch Empﬁndlichkeit oder Aufﬁndungsrate genannt, ist fu¨r die Si-
mulation u¨ber 60 Sekunden in Tabelle 5.1 angegeben. Bezugnehmend auf diese
Tabelle nimmt die Empﬁndlichkeit des Opfer-Radars bei aktiven Sto¨rquellen
deutlich ab. Der ungesto¨rte Zustand dient als Referenz. Im Vergleich zur Re-
ferenz werden in der Simulation mit aktiven Sto¨rquellen 45% weniger Ziele
detektiert. Das Tracking la¨sst maximal das Fehlen eines Ziels in zwei Messzy-
klen zu, weswegen sich recall durch Einsatz von Tracking verbessert.
Wie zuvor in Abschnitt 5.1 zeigt sich auch in diesem Beispiel einer Systemsimu-
lation, dass die Detektion von Fahrzeugen unkritisch zu sein scheint. Insbeson-
dere Fahrzeuge in na¨chster Umgebung sind sehr gut zu detektieren. Jedoch kann
die Detektion in mittlerer Entfernung und ungu¨nstigem relativen Beobachtung-
winkel durchaus leiden. Somit kann auch die Detektierbarkeit eines Fahrzeugs
von Interferenz-Gegenmaßnahmen proﬁtieren.
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von Kfz-Radarsensoren
Der in Abschnitt 5.2 deutlich gewordenen Abnahme der Empﬁndlichkeit des
Radars aufgrund von Interferenz kann auf verschiedene Weise begegnet wer-
den [BKS+12]. Interferenz kann auf physikalischer Ebene im Vorfeld vermie-
den (Trennung der Frequenzba¨nder) oder gemindert werden (Entkopplung durch
richtungsabha¨ngige Polarisation). Auf Signalebene kann Sto¨rungen ebenso be-
gegnet werden, etwa durch Minimierung der gleichzeitigen Belegung von Zeit
und Frequenz, sowie durch Entfernung der Sto¨rung aus dem Zeitsignal. Im Fol-
genden werden einzelne Interferenz-Gegenmaßnahmen erla¨utert und Vorschla¨ge
fu¨r deren kombinierten Einsatz gegeben.
5.3.1 Entkopplung durch Polarisationsdiversita¨t
Derzeit arbeiten kommerzielle Kfz-Radare mit linearer Polarisation, in der Regel
vertikal oder horizontal im Bezug zur Straßenoberﬂa¨che. Zwei Radare ko¨nnen
durch gezielte Wahl der Polarisation effektiv voneinander entkoppelt werden.
Am sta¨rksten wirkt sich dies auf die direkten Ausbreitungspfade aus, sowie auf
indirekte Ausbreitungspfade, welche die Polarisation der Welle selbst nur we-
nig drehen. Die klassische Zweiwegeausbreitung nach [GW98] ist ein Beispiel
dafu¨r, dass sich die Polarisation fu¨r einen indirekten Ausbreitungspfad nicht
a¨ndern muss. Jedoch ko¨nnen unebene Oberﬂa¨chen die Reinheit der Polarisa-
tion in der Praxis mindern.
Die mo¨gliche Entkopplung Dpol zwischen ideal einfach linear polarisierten An-
tennen durch Polarisationsdiversita¨t fu¨r einen direkten Ausbreitungspfad durch
Projektion des komplexen Zeigers des Elektrischen Feldes auf die Y-Achse (ver-
tikale Polarisation) oder X-Achse (horizontale Polarisation) des empfangenden
Radars la¨sst sich wie folgt berechnen:
Dpol,ϑ = sin(α),
Dpol,Ψ = cos(α),
(5.3)
bezugnehmend auf die Deﬁnition der Polarisation im Einheitskreis in Abb. 5.11.
Auch wird angenommen, dass die Richtcharakteristiken des Radars mit deren
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Maxima direkt aufeinander ausgerichtet sind. Ist die Polarisation zweier Ra-
dare 80◦ gegeneinander verkippt (vertikale gegen horizontale Polarisation mit
10◦ angenommener Toleranz), so ergibt sich leistungsma¨ßig eine Entkopplung
von etwa 15 dB. Bei 18◦ Toleranz sind es immerhin noch etwa 10 dB. Speziell
auf Autobahnen und Bundesstraßen ist es unwahrscheinlich, dass Radare zweier
Fahrzeuge in unmittelbarer Umgebung derart gegeneinander verkippt sind und
es kann von einer Entkopplung ≥ 15 dB im Normalfall ausgegangen werden.
Gegenu¨ber der Verwendung von reiner H- und V-Polarisationen hat die 45◦ Po-
larisation den Vorteil, dass auch gleiche Radare entgegenkommender Fahrzeuge
zuverla¨ssiger voneinander entkoppelt werden ko¨nnen.
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Abb. 5.11: Prinzip der Polarisationsdiversita¨t. Das Beispiel zeigt das Ausnutzen einer 45◦ Polari-
sation fu¨r eine Entkopplung zwischen den Radaren. Die gru¨nen Strecken zeigen die sich direkt an-
strahlenden Radare, die dank Polarisationsdiversita¨t voneinander entkoppelt werden ko¨nnen. Die 45◦
Polarisation der Antennen ist dazu abha¨ngig von der Fahrtrichtung des Fahrzeugs eingezeichnet.
In Abb. 5.11 ist ein Beispiel fu¨r Polarisationsdiversita¨t gegeben, was dank 45◦
Polarisation sowohl eine Entkopplung zwischen Fahrzeugen mit gleicher Fahrt-
richtung, als auch eine Entkopplung zwischen Fahrzeugen entgegengesetzter
Fahrtrichtung realisiert. Radare desselben Fahrzeugs ko¨nnen untereinander zeit-
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lich abgestimmt senden, was Interferenz zwischen diesen zu vermeiden hilft
(s. Abschnitt 5.3.5).
Entkopplung durch Polarisationsdiversita¨t hat den Vorteil, unabha¨ngig von der
Modulationsart wirksam zu sein. Da nur ein begrenztes Spektrum fu¨r Kfz-
Radare zur Verfu¨gung steht, ist die Polarisationsdiversita¨t ein wichtiges Werk-
zeug, das jedoch nur dann wirklich effektiv eingesetzt werden kann, wenn es
Absprachen zwischen den Fahrzeugherstellern gibt. Aktuelle Entwicklungen
zeigen jedoch, dass der praktische Einsatz von 45◦-polarisierten Radaren durch-
aus angedacht ist, und dass sie womo¨glich sogar zuverla¨ssiger Detektionen von
komplexen Zielen zulassen [WS15].
Polarisationsdiversita¨t ist aber natu¨rlich auch durch Verwendung von rein
horizontal-/vertikal polarisierten Antennen realisierbar. Falls vollpolarimetri-
sche Radarantennen Einzug halten, ko¨nnte auch situationsbedingt zwischen li-
nearen Polarisationen gewechselt werden.
Werden zwei Radare um die Hochachse gegeneinander verdreht (d.h. sie sind
nicht mehr direkt aufeinander ausgerichtet), so verringert sich die Entkopplung
zwischen den anfa¨nglich 45◦-Kreuz-polarisierten Antennen. Dies kann insbe-
sondere fu¨r wenig direktive Antennen relevant sein.
5.3.2 Entkopplung durch richtungsabha¨ngige
Unterteilung des Spektrums
Die Idee ist, sich gegenseitig direkt bestrahlende Radare in der Frequenz von
vornherein zu trennen. Dies ist derzeit bereits oft der Fall, so arbeiten Radare fu¨r
Spurwechselassistenten bei 24GHz und Radare fu¨r die automatische Tempore-
gelungen u¨blicherweise bei 76-77GHz. Interferenz zwischen diesen zwei Typen
von Radaren ist praktisch nicht feststellbar.
Kfz-Radare sind in Deutschland den Regeln der Bundesnetzagentur [Bunb,
Buna] unterworfen. Aus Performanz- und regulatorischen Gru¨nden verlagern
sich die Radare nach und nach in den Bereich von 76-81GHz, wobei der
Bereich von 77-81GHz wegen strikterer Begrenzung der mittleren Leistungs-
dichte [Bunc] fu¨r hochauﬂo¨sende Nah- und Mittelbereichsradare pra¨destiniert
ist. Wird das Band zur Vermeidung von Interferenz geteilt, so wird die erzielbare
Auﬂo¨sung reduziert. Aus diesem Grund ist diese Beschra¨nkung auf schmale
Teilba¨nder nur als Option zu sehen, falls keine hohe Auﬂo¨sung beno¨tigt wird
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oder keine andere Interferenz-Gegenmaßnahme mehr Abhilfe schafft. Eine
A¨nderung der Hardware ist fu¨r den Wechsel der Teilba¨nder nicht no¨tig, falls
die Radar-Hardware von vornherein breitbandig genug ausgelegt ist.
In Abb. 5.11 sind FLR von BLRL und BLRR durch die Nutzung anderer Fre-
quenzbereiche getrennt. Die Kombination aus Polarisationsdiversita¨t und ver-
schiedenen Frequenzba¨ndern fu¨hrt im Beispiel zu einer sehr guten Entkopplung
zwischen Radaren unterschiedlicher Fahrzeuge.
5.3.3 Adaptive Entscheidungsschwellen
Eine adaptive Entscheidungsschwelle wird im Bildbereich (beim FMCW-Radar
im Frequenzbereich) dem Rauschteppich intelligent nachgefu¨hrt. In der Litera-
tur werden diese auch als CFAR-Schwellen bezeichnet [Wie09, Roh83, Roh11].
Da praktisch jedes Kfz-Radar u¨ber CFAR-Schwellen verfu¨gt, ist eine gewisse
Grundimmunita¨t gegenu¨ber Falschdetektionen aufgrund von Sto¨rungen gege-
ben, falls letztere die spektrale Leistungsdichte gleichma¨ßig anheben.
Dies ist beispielsweise bei einer einzelnen, dominierenden Sto¨rspitze im Zeit-
bereich der Fall, welche lediglich einmal die Filterimpulsantwort des Radars
anregt. Gleiches gilt fu¨r Sto¨rungen mit Charakter von weißem Rauschen. In
Abb. 5.12 ist der Effekt einer CA-CFAR-Schwelle (CA fu¨r Cell Averaging) bei
gleichma¨ßigem Anstieg der spektralen Leistungsdichte gegeben. Eine fest ein-
gestellte Entscheidungsschwelle wu¨rde hier versagen.
Sto¨rungen, die im Zeitbereich eine Abfolge von Sto¨rspitzen darstellen, ko¨nnen
nach der Fourier-Transformation wiederum eine Abfolge von Sto¨rspitzen im
Frequenzbereich ergeben. Diese Sto¨rspitzen ko¨nnen im ersten Moment als Ziele
detektiert werden. Jedoch stimmt die zeitliche A¨nderung dieser Ziele in der Re-
gel nicht mit physikalisch plausiblen Bewegungsmustern von tatsa¨chlichen Ver-
kehrsteilnehmern u¨berein, weswegen falsche Ziele nach wenigen Messzyklen
durch den Tracking-Prozess aussortiert werden ko¨nnen.
Die Reaktion der CFAR-Schwelle kann zudem genutzt werden, um im Fre-
quenzbereich Interferenz zu detektieren. Dazu wird der Abschnitt im Spektrum
betrachtet, in dem selten starke Ziele zu ﬁnden sind. Im gezeigten Beispiel ist
dies fu¨r Frequenzen u¨ber 80 kHz der Fall. Steigt die CFAR-Schwelle hier im
Vergleich zur typischen Rauschleistungsdichte an, so kann von einer vorliegen-
den Sto¨rung ausgegangen werden.
146
5.3 Verbesserung der Sto¨rfestigkeit von Kfz-Radarsensoren
CFAR-Schwellen werden auf das speziﬁsche Radarsystem zugeschnitten und je
nach Fahrsituation auch unterschiedlich konﬁguriert. Ebenso speziﬁsch kann die
CFAR-Schwelle bei vorliegender Radar-Interferenz angepasst werden.
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Abb. 5.12: Das Beispiel einer gesto¨rten Messung zeigt eine gleichma¨ßige Anhebung der spektralen
Leistungsdichte. Die Entscheidungsschwelle wird hier nach dem CA-CFAR Prinzip nachgefu¨hrt.
Die Amplitude des Ziels variiert in diesem Beispiel von ungesto¨rter zu gesto¨rter Messung. Der Grund
liegt darin, dass fu¨r die gesto¨rte Messung das Ziel (ein Winkel-Reﬂektor) gegen die Sendeantenne
des Sto¨rers getauscht wurde.
5.3.4 Sto¨rdetektion und Sto¨runterdru¨ckung
im Zeitbereich
Dem Entfernen von Sto¨rspitzen im Zeitbereich muss eine mo¨glichst zuverla¨ssige
Detektion der Sto¨rungen vorausgehen. Dies kann z.B. durch Ausreißertests rea-
lisiert werden. Ein Vertreter letzterer ist der Hampel-Test, der in Abschnitt A.6
beschrieben ist. Der Test vergleicht jeden einzelnen Abtastpunkt auf seine Ab-
weichung von einem Vergleichswert tHampel, welcher unter Verwendung des Me-
dians erstellt wird und deswegen auch bei mehreren sta¨rkeren Sto¨rspitzen im
Zeitsignal diese noch detektieren kann. Der Hampel-Test wird anhand einer
Systemsimulation im virtuellen Umfeld erprobt und parametrisiert. Dazu wird
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die Fahrt auf einer stark befahrenen Hauptverkehrsstraße simuliert (2 Fahrstrei-
fen je Fahrspur, 50% Radarpenetrationsrate und 50 km/h Wunschgeschwindig-
keit, Einschra¨nkung der zugelassenen Ausbreitungspfade auf eine Interaktion
mit der Fahrbahnoberﬂa¨che, 3000 unabha¨ngige Momentaufnahmen mit einer
Zeitschrittdauer von 4 Sekunden). Von den Fahrzeugen sind 40% mit FLR und
BLRL/BLRR ausgestattet. Die Signalformen der sto¨renden Radarsysteme sind
zum gesto¨rten Radarsystem inkoha¨rente FMCW- und FSK-Radarsysteme im
24GHz Band mit 20 dBm EIRP. Aus den simulierten Zeitsignalen eines FLR
werden Gu¨tekriterien nach Abschnitt A.7 bestimmt und u¨ber verschiedene Werte
des Testparameters tHampel in Abb. 5.13 aufgetragen.
Die zentralen Gu¨tekriterien sind dabei recall (Aufﬁndungsrate oder Empﬁnd-
lichkeit, gibt an, wieviel der tatsa¨chlich gesto¨rten Abtastpunkte auch korrekt als
gesto¨rt detektiert werden), sowie precision (Genauigkeit, gibt das Verha¨ltnis von
korrekt als gesto¨rt detektierten Abtastwerten zu der Summe aller als gesto¨rt de-
tektierten Abtastwerte an). In Abb. 5.13 zeigt sich ein entgegengesetztes Verhal-
ten von recall und precision. Mit steigendem tHampel sinkt recall, d.h. es werden
weniger Abtastwerte als gesto¨rt detektiert. Im Gegenzug steigt precision, was
bedeutet, dass die Wahrscheinlichkeit fu¨r die fa¨lschliche Detektion von gesto¨rten
Abtastwerten sinkt, die Falschalarmrate fu¨r die Detektion von Sto¨rungen nimmt
ab. Es muss ein Kompromiss zwischen recall und precision eingegangen wer-
den. Bei der Auswahl des Parameters tHampel stellt sich somit die Frage, wie viel
an Genauigkeit geopfert werden soll um im Gegenzug an Aufﬁndungsrate zu
gewinnen.
Eine Optimierung von tHampel ist dank der Simulation unter exakt deﬁnier- und
a¨nderbaren Randbedingungen mo¨glich (z.B. Variation des Funkkanals oder des
Empfangsﬁlters). Fu¨r Tests mit realen Systemen ko¨nnen simulativ bestimmte
Parameter als Ausgangspunkt fu¨r weitere Feinabstimmungen dienen.
Ab tHampel ≥ 5 zeigt sich in Abb. 5.13 eine hohe Genauigkeit, wobei im Mittel
etwa 10% aller Sto¨rungen im Zeitbereich erkannt werden. Diese sind zugleich
die sta¨rksten vorkommenden Sto¨rungen im Signal und sollten bevorzugt entfernt
werden.
Um den Median zu erhalten muss beim Hampel-Test die Stichprobe sortiert
werden, was rechenaufwa¨ndig ist. Alternativ zum Hampel-Test kann auch der
Varianz- und Mittelwert-basierte Grubbs-Test [Gru69], sowie dessen iterative
Variante verwendet werden ([Atm12, Gru13]). Der iterative Grubbs-Test be-
steht in der mehrmaligen Ausfu¨hrung des Grubbs-Tests, wobei nach jeder
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Ausfu¨hrung die am sta¨rksten gesto¨rten Abtastwerte entfernt werden. Der itera-
tive Grubbs-Test ist sehr gut geeignet, falls mit hoher Genauigkeit lediglich die
sta¨rksten Sto¨rungen entfernt werden sollen und eine Sortierung der Stichprobe
zu aufwa¨ndig ist.
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Abb. 5.13: Parametrisierung des Hampel-Tests mit Hilfe einer Systemsimulation fu¨r eine Fahrt auf
einer Hauptverkehrsstraße mit 2 Fahrspuren mit je 2 Fahrstreifen. Es ist jeweils der Mittelwert der
Gu¨tekriterien aus Abschnitt A.7 fu¨r 3000 unabha¨ngige Momentaufnahmen dargestellt, einschließlich
der Standardabweichung. Es sind nur dargestellte Werte zwischen 0 und 1 gu¨ltig. Der Hampel-Test
wird auf die absoluten Zeitsignale angewendet ([Gru13]). Analysiert wurde das Empfangssignal
eines FLR.
Sind die Indizes der gesto¨rten Abtastwerte ermittelt, so kann die Sto¨rung un-
terdru¨ckt werden. Diese kann beispielsweise durch ”zu Null Setzen” der am
sta¨rksten gesto¨rten Abtastwerte erfolgen. Am Beispiel einer manuell vorgege-
ben Autobahnfahrt (s. Abb. 5.14) wird das Aufﬁnden von gesto¨rten Abtastwer-
ten mit Hilfe des zuvor parametrisierten Hampel-Tests (s. Abb. 5.15), sowie die
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Unterdru¨ckung der Sto¨rung mittels ”zu Null Setzen” demonstriert (s. Abb. 5.16).
Dabei wurden nur direkte Ausbreitungspfade von Ziel zu Radar, jedoch Mehr-
wegepfade von Sto¨rer zu Radar beru¨cksichtigt. Dem Hampel-Test wird zur De-
tektion der gesto¨rten Abtastwerte das absolute Zeitsignal zugefu¨hrt. Die Grenzen
fu¨r die Unterdru¨ckung der Sto¨rung werden anschließend erweitert.
Im Beispiel betrifft dies zwei Abtastwerte vor Beginn der detektierten Sto¨rung
und vier Abtastwerte nach Ende der detektierten Sto¨rung. Eine Ausnahme be-
steht, wenn die von der Sto¨rung ausgehend hinzu genommenen Abtastwerte ei-
nen Vorzeichenwechsel vollziehen. In diesem Fall ist der erste Abtastwert, der
im Vergleich zum vorangegangenen Abtastwert einen Vorzeichenwechsel auf-
weist, zugleich der letzte Abtastwert, welcher der Sto¨rung zugeordnet wird. Be-
reits diese einfache Art der Sto¨runterdru¨ckung fu¨hrt dazu, dass das Motorrad aus
Abb. 5.14 in etwa 40m Entfernung detektiert werden kann.
Abb. 5.14: Momentaufnahme einer Sto¨rsituation auf einer Autobahn. Das Motorrad (rechts oben)
wird vom BLRL wegen einer Sto¨rung zuna¨chst nicht erkannt.
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Abb. 5.15: Sto¨rdetektion und Sto¨runterdru¨ckung im Zeitbereich. Die am sta¨rksten gesto¨rten Abtast-
werte werden detektiert und zu Null gesetzt.
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Abb. 5.16: Spektrum des Signals nach der Unterdru¨ckung der Sto¨rung. Das Motorrad kann nun
detektiert werden.
151
5 Anwendungsdemonstrationen des Simulators
Wird ein FMCW-Radar durch ein CS-Radar gesto¨rt, kommt es im Zeitbereich zu
einer Vielzahl von gesto¨rten Abtastpunkten, wobei sich die Gesamtenergie des
empfangenen Sto¨rsignals u¨ber das gesamte oder la¨ngere Abschnitte des Nutzsi-
gnal verteilt (die Sto¨ramplituden nehmen dabei gegenu¨ber derer eines einzelnen
CW-Sto¨rers gleicher Sendeleistung ab, vgl. Abb. 2.4 und Abb. 2.7). Diese Art
von Sto¨rungen sind deutlich schwieriger zu detektieren und sinnvoll zu unter-
dru¨cken, was am schlechten Kosten-Nutzen-Verha¨ltnis fu¨r die Verbesserung des
SIR liegt.
So mu¨ssten bei einer CW-Sto¨rung nur wenige Abtastpunkte des FMCW-
Empfangssignals zu null gesetzt werden, um nahezu alle Sto¨renergie zu ent-
fernen. Werden hingegen viele Abtastpunkte des FMCW-Empfangssignals glei-
chermaßen gesto¨rt, ist dieses Vorgehen nicht mehr zielfu¨hrend, da mit jedem
unterdru¨ckten Abtastpunkt stets gleichermaßen Nutz- und Sto¨renergie aus dem
Gesamtsignal entfernt werden.
In CS-Radaren kann eine Sto¨rung im Rahmen einer Vorab-Verarbeitung einer
oder weniger Rampen detektiert werden, was Spielraum fu¨r fru¨hzeitig initiierte
Gegenmaßnahmen liefert. Die Sto¨rung ist im Signal dabei viel schneller zu er-
kennen als das Radarsignal, fu¨r dessen Detektion das Radar auf den Integra-
tionsgewinn angewiesen ist. Aus den gesto¨rten Rohdaten von FMCW- oder
CS-Radaren kann ausgelesen werden, wie das sto¨rende, inkoha¨rente FMCW-
Sto¨rsignal beschaffen war. Die Rohdatenpakete von CS-Radaren (Im Zeitbe-
reich) stellen dabei eine Art Spektrogramm dar. Bei FMCW-Radaren kann
die Rampenwiederholrate und die u¨berstrichene Bandbreite eines dominanten
Sto¨rers mit linearer Frequenzrampe ebenfalls aus dem Zeitsignal ausgelesen
werden. Existieren mehrere Sto¨rungen gleichzeitig, so kann wegen (2.57) davon
ausgegangen werden, dass FMCW- oder CS- Sto¨rer jeweils Sto¨rspitzen im Zeit-
bereich verursachen, die in immer gleichen, individuellen zeitlichen Absta¨nden
zueinander stehen. Sobald die Signalform von Radar oder Sto¨rer gea¨ndert wird,
a¨nderen sich auch die zeitlichen Absta¨nde der Sto¨rspitzen.
Falls die exakten Parameter des Sto¨rsignals inklusive der Phase scha¨tzbar sind,
kann dieses auch vom Gesamtsignal subtrahiert werden, was theoretisch zu
ho¨heren Gewinnen bezu¨glich des SIR fu¨hren kann [BW15].
Fu¨r CS-Radare gibt es Ansa¨tze, den Aufwand fu¨r die Detektion von Ausreißern
zu reduzieren, indem nicht jedes einzelne zur Prozessierung no¨tige Zeitsignal auf
Sto¨rungen untersucht wird. Stattdessen wird das Gesamtpaket von Zeitsignalen
auf typische Sto¨rmuster hin untersucht, wie sie von FMCW-Radaren verursacht
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werden [BKD+15]. Anschließend wird u¨ber die einzelnen Zeitsignale hinweg
die Sto¨rung durch inverse Fensterung unterdru¨ckt.
Auch der Erfolg von Interferenz-Gegenmaßnahmen kann durch Anwendung der
Gu¨tekriterien nach Abschnitt A.7 beurteilt werden, wie dies fu¨r die Sto¨rdetektion
mittels Hampel-Test demonstriert wurde (s. Abb. 5.13). Jedoch werden dabei
gleichzeitig die Algorithmen fu¨r die Sto¨rdetektion und Sto¨runterdru¨ckung, so-
wie die Algorithmen fu¨r die Zieldetektion mit beurteilt.
5.3.5 Variation von Pausenzeiten
Bei den aktuell verwendeten Kfz-Radaren handelt es sich meist um Radare ba-
sierend auf einer linearen Frequenzmodulation. Insbesondere zwischen Radaren
mit identischer Rampenabfolge kann es bei ungu¨nstiger zeitlicher Lage zu aus-
gepra¨gter Interferenz kommen, wie in Abb. 5.17 fu¨r die erste Frequenzrampe der
Fall. Die Frequenzrampe des Sto¨rers ha¨lt sich la¨ngere Zeit innerhalb des AAF
des Radars auf.
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Abb. 5.17: Sto¨runterdru¨ckung durch Variation der Pausenzeiten.
Das Empfangsﬁlter kann fu¨r solche nahezu koha¨renten Sto¨rungen ga¨nzlich auf-
schwingen und das gesamte Nutzsignal fu¨r diese Frequenzrampe droht unter
Umsta¨nden durch Clipping unreparierbar verloren zu gehen. Dazu kommt, dass
durch nicht perfekte Parallelita¨t von Nutz- und Sto¨r-Frequenzrampe kein idea-
les ”Geisterziel” erzeugt wu¨rde, sondern letzteres u¨ber einen breiteren Fre-
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quenzbereich verteilt wird. Damit ist auch die Detektion der tatsa¨chlichen Ziele
gefa¨hrdet, da dieser Effekt zu einem starken Anstieg der Leistungsdichte u¨ber
einen zusammenha¨ngenden Frequenzbereich fu¨hrt. Der Tracker bekommt even-
tuell keine Chance, ein ungu¨ltiges Ziel auszusortieren, da die Sto¨rung als Clutter
interpretiert wird.
Die Gefahr, dass sa¨mtliche aufeinanderfolgenden Frequenzrampen durch nahe-
zu koha¨rente Sto¨rungen betroffen sind, la¨sst sich durch die Einfu¨hrung varia-
bler Pausenzeiten zwischen den einzelnen Frequenzrampen reduzieren. Wird
eine Sto¨rung detektiert, so wird die Pausenzeit tP variiert. Dabei sind prinzi-
piell Radar und Sto¨rer in der Lage, die Sto¨rung zu erkennen und entsprechend
zu reagieren. Wenn beide ihre Pausenzeiten tP,I und tP,V variieren, kann es dazu
kommen, dass sie sich erneut sto¨ren. Jedoch nimmt die Wahrscheinlichkeit, dass
dieser Fall eintritt, von Rampenabfolge zu Rampenabfolge immer weiter ab. In
Abb. 5.17 ist der Fall skizziert, in dem die zweite Sto¨rung aufgrund einer variier-
ten Pausenzeit nicht mehr in das AAF des Radars fa¨llt. Die Wahrscheinlichkeit,
dass bei laufender Radar-Frequenzrampe eine identische Sto¨r-Frequenzrampe
(Bandbreite BV = BI, gleiche Rampendauer TV = TI) in die AAF-Bandbreite
von 2·BAAF fa¨llt ist
tdI =
2BAAF
BV
·TV ⇒ Pint = tdITV =
2·BAAF
BV
. (5.4)
Aus (5.4) wird deutlich, dass unter den angenommenen Rahmenbedin-
gungen eine geringe Filterbandbreite gleichbedeutend mit einer geringen
Sto¨rwahrscheinlichkeit (fu¨r nahezu koha¨rente Sto¨rungen) ist. Bei 150MHz Si-
gnalbandbreite und 75 kHz Filterbandbreite liegt die Chance fu¨r eine nahezu
koha¨rente Sto¨rung damit bei 0,1%.
Der na¨chste Start einer kompletten Abfolge von Frequenzrampen eines Mess-
zyklus kann ebenfalls zufa¨llig variiert werden. Unter Ausnutzen einer varia-
blen Pausendauer ko¨nnen Radare desselben Herstellers mit gleicher FMCW-
Modulation gleichzeitig in naher Umgebung arbeiten. Nahezu koha¨rente
Sto¨rungen ko¨nnen durch variierte Pausenzeiten effektiv vermindert werden.
Diese Maßnahme bietet sich besonders fu¨r relativ schmalbandig regulierte Ab-
schnitte des Spektrums an, wie z.B. das 24GHz Band, wo nicht beliebig im
Frequenzbereich gesprungen werden kann, wenn maximale Auﬂo¨sung verlangt
wird. Jedoch ko¨nnen Pausenzeiten nicht beliebig vergro¨ßert werden, denn ein
Messzyklus soll mo¨glichst schnell abgeschlossen sein. Weiter muss ein hoher
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Anteil des Messzyklus zum tatsa¨chlichen Messen verwendet werden, denn u¨ber
die Integrationszeit steigt das SNR. Auch ko¨nnen inkoha¨rente Sto¨rungen von
dieser Maßnahme nur wenig proﬁtieren.
5.3.6 Variation des genutzten Frequenzbereichs
Nach der Detektion einer Sto¨rung wird die Startfrequenz einer Rampensequenz
entsprechend gea¨ndert. Die Variation des genutzten Frequenzbereichs entfernt
nahezu koha¨rente Sto¨rungen entweder komplett, oder vermindert deren Dauer
im AAF, da die von Nutzsignal und Sto¨rung belegten Teile des Spektrums BV
und BI nicht mehr vollsta¨ndig u¨berlappen (s. Abb. 5.18). Diese unvollsta¨ndige
U¨berlappung fu¨hrt auch direkt zu einer geringeren Wahrscheinlichkeit fu¨r das
Auftreten von inkoha¨renten Sto¨rungen.
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Abb. 5.18: Die Sto¨runterdru¨ckung durch Variation der belegten Frequenzbereiche begegnet nahezu
koha¨renten und inkoha¨renten Sto¨rungen gleichermaßen.
Von dieser Art der Gegenmaßnahme ko¨nnen auch CS-Radare sta¨rker proﬁtie-
ren, da bei diesen la¨ngere variable Pausenzeiten entweder nicht praktikabel,
oder wegen der ho¨heren Filterbandbreiten weniger effektiv sind. Erfolgt die
Sto¨rdetektion u¨ber mehr als eine Frequenzrampe hinweg, so ko¨nnen die Fre-
quenzgrenzen der sto¨renden Frequenzrampe(n) abgescha¨tzt werden. Ist die Fre-
quenzlage der Sto¨rung bekannt, wird von dieser weg gesprungen. Fu¨hrt dies
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mindestens eines von zwei Radaren durch, so kann Interferenz im na¨chsten
Messzyklus vermindert oder gar ganz vermieden werden. Dies ist in Abb. 5.19
fu¨r die Paarung aus CS-Radar und FMCW-Radar illustriert. Das eine Radar
sto¨rt dabei jeweils das andere. Im Zeitbereich des FMCW-Empfangssignals la¨sst
sich erkennen, dass die unteren Frequenzen durch das CS-Radar gesto¨rt wer-
den. Der Frequenzssprung erfolgt zu ho¨heren Frequenzen hin, weg von den
gesto¨rten Frequenzen. Als Sprungweite bietet sich BX an. Die na¨chste FMCW-
Frequenzrampe ist als Folge ungesto¨rt, wenn das CS-Radar nicht auch den Fre-
quenzbereich wechselt. Entscheidet sich das CS-Radar nach gleichem Schema
fu¨r die A¨nderung der Frequenzlage und springt um BX zu niedrigeren Frequen-
zen hin, so wird zwischen den belegten Frequenzbereichen von FMCW- und
CS-Radar eine Lu¨cke von BX entstehen. Falls beide Radare nach derselben Re-
gel springen, wu¨rde somit auch ein Sprung von BX/2 ausreichen.
Alternativ ko¨nnen Chirp-Sequence Radare im Falle einer relevanten Sto¨rung
auch direkt nach deren ersten Frequenzrampe springen. Dabei erfolgt das Sprin-
gen jedoch ohne Detailinformationen u¨ber die Sto¨rung. Wenn dies mehrere Ra-
dare tun, ist es deshalb eine Frage der Wahrscheinlichkeit, ab welcher Frequenz-
rampe keine Sto¨rung mehr auftritt. Auf diese Weise gehen zu Anfang einige
Frequenzrampen verloren, weswegen die koha¨rente Integrationszeit proportio-
nal geringer wird und damit auch das SNR sowie die Geschwindigkeitsauﬂo¨sung
schlechter werden. Jedoch kann der Gewinn im SIR dies rechtfertigen. Die eben
beschriebene, kurzfristige A¨nderung der Frequenzlage fu¨r das CS-Radar ist auch
in Verbindung mit der Variation der zeitlichen Lage (Pausenzeiten) mo¨glich.
Bei FMCW-Radaren erfolgt die Sto¨rdetektion in der Regel nach dem Ablauf
einer gesamten Frequenzrampe. Hier ginge eine erste Frequenzrampe im Worst-
Case komplett verloren. Dabei ist eine FMCW-Frequenzrampe deutlich la¨nger
als eine einzelne CS-Frequenzrampe, entsprechend gro¨ßer fa¨llt der Verlust an
verfu¨gbarer Integrationszeit aus.
Die beschriebene Strategie fu¨r den Wechsel des Frequenzbereichs basiert auf der
Detektion der Sto¨rung im Nutzsignal und bezieht kein Wissen u¨ber Sto¨rungen
außerhalb des gerade vom Radar selbst verwendeten Frequenzbereichs mit ein.
Alternativ kann das Radar zwischen den Messzyklen das Spektrum nach Sto¨rern
absuchen, in dem das LO-Signal den maximal belegbaren Frequenzbereich des
Radars (24, 77, 79GHz Ba¨nder) durchfa¨hrt, jedoch nicht sendet. Ebenfalls ohne
Fourier-Transformation ist im Zeitbereich daraufhin erkennbar, welche Bereiche
des Spektrums sich fu¨r eine Nutzung mit mo¨glichst wenig Sto¨rung anbieten.
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Abb. 5.19: Wechsel des Frequenzbereichs zur Vermeidung von Sto¨rungen im na¨chsten Messzyklus
oder in der na¨chsten Frequenzrampe.
5.3.7 Variation der Abfolge von Frequenzrampen
Durch eine Variation der Rampensteilheit μ , bzw. eine sta¨ndige Neuanordnung
einer Abfolge von Frequenzrampen mit ﬁxem μ , la¨sst sich die Wahrscheinlich-
keit fu¨r nahezu koha¨rente Sto¨rungen in mehreren Frequenzrampen hintereinan-
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der wirksam reduzieren. Auch kann diese Maßnahme angewandt werden, falls
ein Frequenzbandwechsel nicht die erwu¨nschte Wirkung zeigt.
Jedoch untergra¨bt diese Maßnahme teilweise die Wirksamkeit von Frequenz-
lagenwechseln auf Basis zuvor erlangter Information aus der Sto¨rdetektion, da
sich das eben noch gescha¨tzte Sto¨rsignal sta¨ndig a¨ndern kann.
5.3.8 Steuerung der variablen Versta¨rkung
Eine Verbesserung des SIR bzw. SNR kann durch eine variable, adaptive
Versta¨rkung im Analogbereich erreicht werden. Der Grundgedanke ist, die
Leistung oder Amplitude des Nutzsignals zu scha¨tzen, um den ADC spa¨testens
zum na¨chsten Messzyklus gut auszusteuern. Die Scha¨tzung des Nutzsignals
kann dazu im Analogbereich oder im Digitalbereich geschehen. Im Digitalen
ko¨nnen Sto¨rungen mittels Ausreißertest erkannt und von der Scha¨tzung des
Nutzsignals gezielt ausgeschlossen werden.
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Abb. 5.20: Einsatz einer variablen Versta¨rkung zur Verbesserung des Signal-zu-Interferenz
Verha¨ltnisses. Die maximalen Grenzen des ADC liegen bei ±1,25V. Die mittels Hampel-Test de-
tektierten Sto¨rungen sind durch (rote) Kreuze markiert. Das Nutzsignal (entha¨lt 3 Ziele) wird abseits
dieser Sto¨rungen gescha¨tzt und daraufhin die Versta¨rkung so angepasst, dass der ADC gut ausge-
steuert wird und das Nutzsignal nicht von Clipping betroffen ist. Die Sto¨rung hingegen wird bewusst
ins Clipping getrieben.
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Ausgehend von der Annahme, dass sich das Nutzsignal von einem Messzyklus
zum na¨chsten nicht sprunghaft a¨ndert, kann die Versta¨rkung im HF-Bereich
oder die Versta¨rkung des AAF entsprechend der bekannten Amplitude des
Nutzsignals angepasst werden. Starke Sto¨rungen werden daraufhin durch die
maximalen Grenzen des ADCs von der Amplitude her automatisch limitiert,
wa¨hrend sich ADC-bedingte SNR und das SIR verbessern. Das Prinzip ist in
Abb. 5.20 veranschaulicht. Es ist besonders effektiv bei vereinzelten, sehr star-
ken Sto¨rungen. Bei einer Vielzahl starker Sto¨rungen ist von dieser Methode
abzusehen, da sonst zu viel Information verlorengeht. Tritt zu ha¨uﬁg Clipping
innerhalb einer Frequenzrampe auf, so kann die Versta¨rkung gezielt soweit
zuru¨ckgenommen werden, dass kein Clipping mehr auftritt. Auf diese Weise
bleiben zumindest die gro¨ßten Ziele detektierbar.
Die maximalen Amplituden des Nutzsignals oder der Sto¨rung ko¨nnen alterna-
tiv im Analogbereich (HF- oder Basisbandbereich) festgestellt werden, was der
nachgeschalteten digitalen Recheneinheit Zeit sparen kann.
5.4 Kombinierter Einsatz von Gegenmaßnahmen
Lediglich die Kombination aus Variation des genutzten Frequenzbereichs und
der Entkopplung durch richtungsabha¨ngige Unterteilung des Spektrums unter-
liegt sta¨rkeren Einschra¨nkungen (der genutzte Frequenzbereich kann nicht mehr
dynamisch frei gewa¨hlt werden). Alle sonst aufgefu¨hrten Gegenmaßnahmen
ko¨nnen sehr gut kombiniert werden:
• Eine 45 ◦ Polarisation der Antennen, wie in Abschnitt 5.3.2 erla¨utert. Es
kann mit einem Gewinn von u¨ber 10 dB, unabha¨ngig von der verwendeten
Signalform, gerechnet werden. Jedoch ist eine Abstimmung mit sa¨mtlichen
Zulieferern und Automobilbauern notwendig.
• Eine Sto¨rdetektion im Zeitbereich basierend auf ga¨ngigen Ausreißertests
oder unter Ausnutzen bereits existierender, jedoch neu parametrisierter
CFAR-Schwellen.
• Interpretation der Sto¨rdetektionen zur Abscha¨tzung der Signalparameter der
Sto¨rung, um Gegenmaßnahmen gezielter einsetzen zu ko¨nnen.
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• Implementierung von Algorithmen zum Entfernen von relevanten Sto¨rungen
im Zeitbereich.
• Eine Variation der Pausenzeiten bei der Detektion von nahezu koha¨renter
Sto¨rung unter Beru¨cksichtigung der gescha¨tzten Parameter des Sto¨rsignals.
• Eine Variation des genutzten Frequenzbereichs bei der Detektion von na-
hezu koha¨renter oder inkoha¨renter Sto¨rung. Nach Mo¨glichkeit werden die
gescha¨tzten Parameter des Sto¨rsignals in den Frequenzsprung mit einbezo-
gen. Eine Regelung der Frequenzspru¨nge wird optimalerweise zwischen den
Nutzern des Frequenzbandes abgestimmt. Wechseln zwei oder mehr Radare
den Frequenzbereich ohne abgestimmte Regelung nach dem Zufallsprinzip,
so ist es eine Frage der Wahrscheinlichkeit, wie viele Rampen no¨tig sind,
bis ein ungesto¨rter Messzyklus zu Stande kommt.
• Die Mo¨glichkeit, sowohl die Abfolge als auch die Steilheit der Frequenz-
rampen zu a¨ndern. Diese Option kann genutzt werden, wenn keine der vor-
herigen Gegenmaßnahmen Wirkung zeigen.
• Die adaptive Versta¨rkung sollte in jedem Fall eingesetzt werden, um das
SNR und SIR zu verbessern. Bei starken, vereinzelt auftretenden Sto¨rungen
werden die Sto¨rspitzen gezielt ins Clipping getrieben. Falls Sto¨rungen
zu vielen Zeitpunkten Clipping verursachen, wird die Versta¨rkung soweit
zuru¨ckgenommen, dass gerade kein Clipping mehr auftritt. Auf diese Weise
bleiben zumindest die gro¨ßten (und damit meist die wichtigsten Ziele) de-
tektierbar.
Alle Gegenmaßnahmen proﬁtieren von einer Absprache zwischen verschiede-
nen Radarsystemen unterschiedlicher Fahrzeuge (Radarsysteme desselben Fahr-
zeugs werden so synchronisiert, dass eine Beeinﬂussung mo¨glichst gering gehal-
ten wird). Dies kann durch Aufpra¨gung zusa¨tzlicher dekodierbarer Information
auf ein Radarsignal realisiert werden (z.B. fu¨r ein OFDM-Radar [Stu12]), oder
ein kleiner Teil des verfu¨gbaren Frequenzbandes ko¨nnte exklusiv fu¨r einen Kom-
munikationskanal reserviert werden.
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und Diskussion
Die in dieser Arbeit durchgefu¨hrte, grundlegende Untersuchung der Interfe-
renzmechanismen erlaubt die detaillierte Vorhersage und Modellierung von
empfangenen Sto¨rsignalen. Das Signalmodell wurde dazu modular anhand ei-
nes Industrieradars des Instituts veriﬁziert. Das Signalmodell wurde mit ei-
ner ebenfalls veriﬁzierten und erprobten Wellenausbreitungssoftware des Insti-
tuts gekoppelt, wobei das Streuverhalten von Radarzielen auf Basis von RCS-
Messdaten emuliert wurde. Das deterministische Verhalten von Verkehrsteilneh-
mern wurde durch den Einbezug einer kommerziellen Verkehrsﬂusssimulation
beru¨cksichtigt. Insgesamt ergibt sich so nun erstmalig die Mo¨glichkeit der Simu-
lation von repra¨sentativen Mehrnutzer-Funkkana¨len fu¨r Kfz-Radarsysteme unter
Einbezug von Interferenzeffekten.
Auf Basis dieses Modells konnte erstmalig der Effekt einer schrittwei-
sen Erho¨hung der Radarpenetrationsrate auf das Sto¨rpotential in typischen
Straßenszenarien abgescha¨tzt werden. Es zeigte sich, dass die maximal zu
erwartende Sto¨rleistung von Radaren in na¨chster Na¨he und direkter Sicht-
verbindung dominiert wird. Umgebungen wie Straßenschluchten und Tunnels
heben hingegen die niedrigen Quantile an. Fu¨r das in Kapitel 4 deﬁnierte,
vorwa¨rts schauende Radar auf einer dreispurigen Straße betra¨gt die Chance
90%, dass die auftretende Sto¨rleistung weniger als 7 dB unterhalb des fu¨r die
Stichprobe beobachteten Maximums liegt. U¨bertragen auf ein reales Kfz-Ra-
darsystem wu¨rde dies bedeuten, dass wenn die maximal beobachtete Spektrale
Sto¨rleistungsdichte mehr als 7 dB u¨ber dem fu¨r das Radar typischen Rauschtep-
pich im Frequenzbereich liegt, sich die Empﬁndlichkeit des Radars ohne Interfe-
renz-Gegenmaßnahmen in 90% der Zeit verschlechtert. Ein Kreuzungsszenario
bedeutet, beurteilt auf Basis der erhobenen Daten und fu¨r die getroffenen An-
nahmen, zuna¨chst kein relevant ho¨heres Sto¨rpotential, als dies auf einer stark
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befahrenen, geraden Strecke mit drei Fahrspuren der Fall ist. Jedoch stellen
Kreuzungen fu¨r aktive Assistenzfunktionen mitunter eine schwierigere Situa-
tion dar, als sie beispielsweise auf Autobahnen vorzuﬁnden ist. Fahrzeuge beﬁn-
den sich kurzzeitig auf Kollisionskurs (z.B. Linksabbieger) und Straßen werden
von kleinen und verletzlicheren Zielen wie Fußga¨ngern sowie Fahrradfahrern re-
gelma¨ßig und oft spontan abseits vorgesehener Wege u¨berquert. Die Anzahl an
denkbaren Szenarien ist hier sehr hoch, weswegen in dieser Arbeit ein Konstella-
tionsdiagramm fu¨r die gezielte Suche nach potentiell kritischen Kombinationen
aus Radar, Ziel und Sto¨rer eingefu¨hrt wurde (Abschnitt 2.4). Die Zuordnung zu
einer realen Fahrsituation kann in einem zweiten Schritt erfolgen. Im Konstella-
tionsdiagramm zeigt sich fu¨r die Detektion von Fahrzeugen, welche selbst u¨ber
ein sto¨rendes Radar verfu¨gen, ein entspanntes Bild. Es ist zu erwarten dass direkt
benachbarte Fahrzeuge (diejenigen, auf die es maßgeblich ankommt), immer er-
kannt werden. Vorsicht ist bei der Ausstattung von kleinen Zielen mit Radar
angebracht. Diese ko¨nnen aufgrund der von ihnen selbst verursachten Interfe-
renzen mitunter erst verspa¨tet erkannt werden.
Breitere Antenneno¨ffnungswinkel fu¨hren bei gleichbleibendem EIRP zu ei-
nem merklichen Anstieg der Quantile des Sto¨rpotentials. Die Verwendung
von schmalen Richtcharakteristiken fu¨r die Sendeantennen bzw. Phased-Array
Ansa¨tze ko¨nnen dem entgegenwirken.
Auch wurde auf den Einﬂuss der analogen sowie der digitalen Verarbeitungs-
schritte eingegangen. Das Anti-Aliasing Filter entscheidet zusammen mit den
Eigenschaften von Nutz- und Sto¨rsignal daru¨ber, ob das Sto¨rsignal aufschwin-
gen kann, oder nicht. Damit ein Sto¨rsignal nicht ga¨nzlich aufschwingt, muss die
Bandbreite des Anti-Aliasing-Filters geringer sein als die Bandbreite des Pulses,
welcher sich aus dem Mischprodukt zweier Frequenzrampen um deren zeitli-
chen Schnittpunkt herum ergibt. Ist diese Bedingung erfu¨llt, so wird fu¨r jeden
Sto¨rzeitpunkt die Impulsantwort des Filters angeregt, deren Amplitude mit dem
Bandbreitenverha¨ltnis aus Filter und Puls skaliert wird. Wird der Unterschied in
der Frequenzsteilheit von Nutz- und Sto¨rsignal weiter erho¨ht, so sinkt die Am-
plitude der Sto¨rung. Wird der Unterschied in der Frequenzsteilheit verringert, so
steigt die Amplitude der Sto¨rung bis diese ga¨nzlich aufgeschwungen ist.
Sto¨rsignale basierend auf zeitlich kurzen Rampen (CS-Modulation) fu¨hren im
klassischen FMCW-Radar zu vielen, jedoch von der Amplitude her niedri-
geren Interferenzerscheinungen (bei gleicher Sendeleistung). Die sichtbaren
Sto¨rungen nehmen von den Amplituden her so lange ab, bis sie in Absta¨nden zu-
162
6 Schlussfolgerungen und Diskussion
einander stehen, die ku¨rzer sind als die Impulsantwort des Anti-Aliasing Filters.
Eine Aneinanderreihung von Sto¨rimpulsen im Zeitbereich kann im Frequenzbe-
reich erneut zu einer Aneinanderreihung von Impulsen fu¨hren. Diese Impulse
ko¨nnen im Frequenzbereich zu Detektionen fu¨hren, welche durch Tracking und
erga¨nzende Gu¨ltigkeitsbewertungen (z.B. die Abfrage ob das Ziel den Erfas-
sungsbereich von den Ra¨ndern aus betreten hat) aussortiert werden. Da dies in
der Simulation bereits fu¨r ein einfaches Tracking gut gelang, ist bei Algorithmen
im Praxiseinsatz mindestens vom selben Erfolg auszugehen.
Die Fensterung vor der Fouriertransformation da¨mpft Sto¨rungen in Abha¨ngig-
keit von deren zeitlicher Lage. Dieser Effekt ließe sich ausnutzen, indem schmal-
bandige Modulationsformen an den Ra¨ndern des regulierten Spektrums einge-
setzt wu¨rden. Breitbandige Frequenzmodulationen ko¨nnten so stets von diesem
Effekt proﬁtieren.
Sto¨rungen du¨rfen bei der Analog-zu-Digital-Wandlung nicht zu Clipping bei
vielen Abtastwerten fu¨hren, da mit jedem verlorenen Abtastpunkt Sto¨r- und
Nutzsignalinformation verloren geht. Falls nicht alle Radare u¨ber dieselbe prak-
tikable Sendeleistung verfu¨gen, ist Clipping vermehrt Beachtung zu schen-
ken. So sind im 77GHz Band derzeit bis 55 dBm EIRP erlaubt, jedoch
fu¨r Kfz-Radare nur Werte von etwa 30 dBm EIRP typisch. Eine variable
Versta¨rkungsregelung kann im Worst-Case dabei helfen, exzessives Clipping zu
vermeiden und dadurch zumindest die gro¨ßten Ziele detektierbar zu halten.
Dank Systemsimulationen unter Beru¨cksichtigung von Funkkanal und Signal-
verarbeitung ist auch die virtuelle Entwicklung und Evaluation kompletter Ra-
darsysteme mo¨glich. In dieser Arbeit zeigt die virtuelle Fahrt in einem Kreisver-
kehr, dass auch Tracks von Fahrzeugen aufgrund von Interferenz verloren gehen
ko¨nnen. In jedem Fall nimmt die Empﬁndlichkeit der Radarsensoren ab, falls
diese miteinander interferieren. Interferenz-Gegenmaßnahmen sind notwendig,
um diese Reduktion an Empﬁndlichkeit so gering wie mo¨glich zu halten und
stellen damit einen wichtigen Bestandteil heutiger und ku¨nftiger Radarsysteme
dar. Einige Maßnahmen wurden aufgefu¨hrt sowie eine Mo¨glichkeit zur kom-
binierten Anwendung aufgezeigt. Betont werden soll, dass die Polarisationsdi-
versita¨t unabha¨ngig von der Signalform wirksam ist, jedoch fu¨r deren erfolg-
reiche Umsetzung eine fru¨hzeitige Abstimmung zwischen den Radarherstellern
notwendig ist. Auf der Signalebene kann beispielsweise durch einen abgestimm-
ten Frequenzbandwechsel Interferenzeffekten effektiv begegnet werden. Idealer-
weise kommunizieren Radare miteinander, um sich auf eine Teilung des Spek-
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trums zu einigen. Das 79GHz Band bietet fu¨r Kurz- und Mittelbereichsradare
deutlich mehr Spielraum fu¨r Interferenz-Gegenmaßnahmen, als dies im 77GHz
Band oder gar dem 24GHz Band der Fall ist. Eine Kommunikation zwischen
Radaren wu¨rde auf Signalebene sehr robuste Interferenz-Gegenmaßnahmen er-
lauben. Auf diese Weise ist auch eine zuverla¨ssigere Detektion von Fußga¨ngern
aus gro¨ßeren Entfernungen praktikabel. Eine Simulation zeigte, dass es aufgrund
von Interferenz durchaus zu einer relevanten Verzo¨gerung der Detektion eines
Fußga¨ngers kommen kann.
Das OFDM-Radar [Stu12] kann die Radar-Funktionalita¨t ebenso wie CS-Radare
erfu¨llen [FJ15] und zugleich breitbandig kommunizieren, was eine koordinierte
und sehr efﬁziente Nutzung des Spektrums erlaubt. Das CS-Radar verfu¨gt im
Vergleich zum FMCW-Radar bereits u¨ber einen ausgepra¨gteren Puls-Charakter
und ist als U¨bergangsform hin zu sehr ﬂexiblen Modulationsformen wie OFDM
zu sehen. Der Vorteil von CS- und OFDM-Modulationsform liegt in der Ei-
genschaft, u¨ber die gesamte Empfangsdauer hinweg integrieren zu ko¨nnen,
und zugleich Ziele nach Entfernung und Geschwindigkeit trennen zu ko¨nnen,
wa¨hrend bei FMCW-Radaren die einzelnen Rampen separat prozessiert werden
und fu¨r jede einzelne Frequenzrampe eine Zieldetektion vorgenommen wird,
mit anschließender Auﬂo¨sung von Mehrdeutigkeiten. Jedoch verhindern hohe
Anforderungen an die Hardware bislang die Nutzung von OFDM-Radaren fu¨r
Kfz. Im Gegensatz zu FMCW-, und CS-Radare kann ein OFDM-Radar den
beno¨tigten Dynamikbereich nicht durch ein herko¨mmliches AAF reduzieren,
was eine ho¨here Auﬂo¨sung des ADC no¨tig macht, insbesondere auch aufgrund
von Sto¨rungen. Weiter sind bislang hohe Abtastraten zur Digitalisierung von
OFDM-Empfangssignalen no¨tig. Die Kombination aus einer ho¨heren Anzahl
von Bits sowie einer hohen Abtastrate machen OFDM-Radarsysteme bislang
teuer. Bis sich diese Art von Radaren durchsetzt kann versucht werden, aktuellen
Signalformen zusa¨tzliche Information aufzupra¨gen, was wiederum Absprachen
oder sogar dieselbe Modulationsform no¨tig macht. Alternativ ko¨nnte ein klei-
ner Teil der regulierten Spektren fu¨r eine exklusive Kommunikation zwischen
Radarsensoren genutzt werden.
Interferenz zwischen Kfz-Radarsystemen kann nicht ohne weiteres ver-
nachla¨ssigt werden, sondern bedarf einer zwischen allen Teilnehmern des
Spektrums abgestimmten Regulierung. Die Limitierung der Leistungsdichte im
79GHz Band ist ein wichtiger und richtiger Schritt.
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Unter Einbezug aller in dieser Arbeit erlangten Erkenntnisse sowie dem Instru-
mentarium der Regulierung wird Interferenz zwischen Kfz-Radarsensoren ein
negativer, aber beherrschbarer Einﬂussfaktor bleiben.
165

A Anhang
A.1 Koordinatensystem
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Abb. A.1: Verwendetes Kugelkoordinatensystem.
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A.2 Berechnung von Leistung
Die mittlere Leistung eines digitalisierten Zeitsignals x[n] mit N Abtastpunkten
ist wie folgt deﬁniert
x2RMS =
1
N
N
∑
n=1
|x[n]|2 . (A.1)
Die mittlere Leistung eines analogen Zeitsignals x(t) ab dem Zeitpunkt t1 mit
Dauer T wird wie folgt deﬁniert
x2RMS =
1
T
∫ t1+T
t1
|x(t)|2 dt. (A.2)
Die maximale, momentane Spitzenleistung fu¨r ein einzelnes, sinus-fo¨rmiges
Zeitsignal (das schließt die in dieser Arbeit genutzten Frequenzrampen mit ein)
entspricht 2 ·x2RMS.
A.3 Fourier-Transformationen
Die kontinuierliche Fourier-Transformation (FT) und die Inverse Fourier-
Transformation (IFT) sind hier nach [Mah11] deﬁniert
X( f ) =F {x(t)}=
∫ ∞
−∞
x(t)e− j2π f t dt,
x(t) =F−1 {X( f )}=
∫ ∞
−∞
X( f )e j2π f t d f
(A.3)
ebenso wie die Diskrete Fourier-Transformation (DFT) und die Inverse Diskrete
Fourier-Transformation (IDFT)
X(k) =
N−1
∑
n=0
x(n)e− j
2πnk
N ;k = 0, ...,N−1, (A.4)
x(n) =
1
N
N−1
∑
k=0
X(k)e j
2πnk
N ;n = 0, ...,N−1. (A.5)
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A.4 Informationen zum Experimentalradar
Antenne(n) 8 separate, geschaltete Sendeantennen,
8 separate, simultan arbeitende Empfangsantennen
mit jeweils GT=GR=10 dBi Gewinn. Das Radar wird
fu¨r Tests im Labor ohne Antennen betrieben, weswegen
keine Richtcharakteristiken angegeben sind.
Eingangsversta¨rker Gewinn GLNA=13 dB, Rauschzahl FLNA=3,25 dB.
Mischer Gewinn GM=-8 dB, Rauschzahl FM=8 dB.
Anti-Aliasingﬁlter Abb. A.2 zeigt die Filtercharakteristiken,
die 3 dB Grenzfrequenz f3dB liegt bei 30 kHz.
A/D-Wandler Abtastrate fs=243 kHz, Auﬂo¨sung NBit=14.
Modulation FMCW, Sendeleistung je Kanal max. 20 dBm EIRP.
Bandbreite 270MHz, Mittenfrequenz 24,125GHz,
Dreieck-Frequenzmodulation,
Rampendauer 2,5ms, 250MHz in 2,3ms.
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Abb. A.2: Filtercharakteristiken des Experimentalradars.
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A.5 Aufbau zur Generierung von Sto¨rsignalen
6WHXHUXQJGHV5DGDUV
	
6LJQDODXVZHUWXQJ
([SHULPHQWDOUDGDU
/RNDOHU2V]LOODWRU
0RGXODUHU
6LQJOH 6LGHEDQG
0L[HU
$UELWUlUHU
6LJQDOJHQHUDWRU
Abb. A.3: Aufbau zur Generierung von Sto¨rsignalen.
/2
:LONLQVRQ
7HLOHU
'lPSIXQJVJOLHGHU
'&%ORFN
+\EULGNRSSOHU
0LVFKHU	
+RFKSlVVH
MH6WFN
7ULJJHU6LJQDO
IU$:*
)UGHQ0LVFKHUXQGGLH
9HUELQGXQJ]XP$:*
ZHUGHQ3DDU.DEHOPLW
DEJHJOLFKHQHQ
$EVROXWSKDVHQYHUZHQGHW
,46LJQDOH
YRQ$:*
([SHULPHQWDOUDGDU
Abb. A.4: Aufbau zur Generierung von Sto¨rsignalen.
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A.6 Hampel-Test
Fu¨r die Detektion eines Ausreißers aus einer Stichprobe X = x1, ..,xi, ..,xN wird
die Teststatistik ([SD08])
Si =
|xi−median(X)|
MAD
0,6745
mit i ∈ [1,N] (A.6)
gegen den wa¨hlbaren (und einzustellenden) Parameter tHampel gepru¨ft:
tHampel < Si ⇒ Abtastwert xi ist gesto¨rt. (A.7)
tHampel >= Si ⇒ Abtastwert xi ist nicht gesto¨rt. (A.8)
Dabei entspricht MAD1 ([Pea05])
MAD = median(|x1−median(X)| , ..., |xi−median(X)| , ... (A.9)
..., |xN −median(X)|). (A.10)
Der Faktor 0,6745 ist eine Korrekturgro¨ße um den MAD der Standardabwei-
chung von X anzuna¨hern [SD08]. Vera¨ndern Sto¨rungen das Signal, so sind Me-
dian und MAD robuster als der Mittelwert, wie er z.B. im Grubbs-Test [Gru69]
verwendet wird.
A.7 Bina¨re Klassiﬁkation und Gu¨tekriterien
Die Detektion von Zielen (Maxima im Spektrum), Objekten (Ziele, fu¨r
die gu¨ltige Tracks existieren) und Sto¨rungen (charakteristische, lokale Ma-
xima im Zeit oder Frequenzbereich) kann bina¨r klassiﬁziert werden. Dem
gegenu¨bergestellt wird der tatsa¨chliche Zustand von Zielen, Objekten und
Sto¨rungen, welcher bei der Verwendung einer Simulation genau bekannt ist.
Damit la¨sst sich die Wahrheitsmatrix in Tabelle A.1 angeben. Mit Hilfe der
Ha¨uﬁgkeiten der Matrixeintra¨ge lassen sich eine Reihe von Gu¨tekriterien nach
[Gau05, Wik15] deﬁnieren.
1 engl. Median Absolute Deviation
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Tabelle A.1: Wahrheitsmatrix.
Tatsa¨chlicher Zustand
positiv negativ
D
et
ek
tio
n p
os
iti
v
korrekt positiv falsch positiv
(TP, True Positiv) (FP, False Positiv)
”Treffer” ”Falschalarm”
ne
ga
tiv
falsch negativ korrekt negativ
(FN, False Negativ) (TN, True Negativ)
”Verpasste Detektion” ”Korrekte Ablehnung”
Die Empﬁndlichkeit (oder Aufﬁndungsrate) eines Klassiﬁkators wird durch das
Gu¨tekriterium recall beschrieben
recall =
TP
TP+FN
, (A.11)
welcher angibt, wieviele aller tatsa¨chlich mo¨glichen positiv-Detektionen der
Klassiﬁkator als positiv detektiert werden. Auf die Detektion von Zielen
u¨bertragen bedeutet dies, dass recall angibt, wieviele der tatsa¨chlich vorhande-
nen Ziele korrekt detektiert werden. Ein recall von 1 besagt, dass alle mo¨glichen
positiv-Detektionen tatsa¨chlich positiv detektiert wurden.
Das Gu¨tekriterium Genauigkeit oder precision des Klassiﬁkators gibt das
Verha¨ltnis von korrekt positiven Detektionen zu allen positiven Detektionen
an:
precision =
TP
TP+FP
. (A.12)
Eine precision von 1 besagt, dass alle positiv-Detektionen tatsa¨chlich korrekt
waren. Dabei ko¨nnen jedoch auch Detektionen verpasst worden sein (FN sind
nicht beru¨cksichtigt). Die Falschalarmrate ist deﬁniert als
FAR = 1− precision = FP
TP+FP
. (A.13)
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Die FAR gibt damit an, wieviele der positiv-Detektionen falsch waren.
Die Ausfallrate oder Speziﬁta¨t speciﬁcity setzt korrekt negative Detektionen
ins Verha¨ltnis zur Summe aus korrekt-negativen Detektionen und falsch-positiv
Detektionen (es existieren somit keine Ziele, nur negativ-Detektionen sind
mo¨glich):
speci f icity =
TN
TN+FP
. (A.14)
Eine speci f icity von 1 besagt, dass alle mo¨glichen negativ-Detektionen auch
tatsa¨chlich negativ detektiert wurden. Das Kriterium accuracy beschreibt das
Verha¨ltnis von korrekten Detektionen zur Summe aller Detektionen:
accuracy =
TP+TN
TP+TN+FP+FN
. (A.15)
Eine accuracy von 1 besagt, alle Detektionen sind korrekt. Fu¨r den optimalen
Klassiﬁkator gilt:
recall = precision = speci f icity = accuracy = 1. (A.16)
Das Maß fscore ermo¨glicht die kombinierte Bewertung von recall und
precision:
fscore =
2· precision ·recall
precision+ recall
, (A.17)
wobei precision und recall gleich gewichtet sind.
A.8 Sto¨rungen durch Pulsradare
Pulsradare belegen innerhalb einer kurzen Zeitspanne einen breiten Frequenz-
bereich, wa¨hrend FMCW-, FSK- oder CS-Radare kurzzeitig nur einen schma-
len Frequenzbereich belegen. Graﬁk Abb.A.5 veranschaulicht das Prinzip der
Sto¨rung eines FMCW-Radars durch ein Puls-Signal. Eine stetige Abfolge von
Pulsen fu¨hrt zu sich zeitlich wiederholenden Linienspektren. Dies ist in Abb. A.5
durch die gestrichelten Linien gekennzeichnet. U¨blicherweise ist die totale Si-
gnalbandbreite von Pulsradaren deutlich ho¨her als bei FMCW-Radaren. Ist dies
der Fall, so kann die Einhu¨llende des Pulssignals vernachla¨ssigt werden und
sa¨mtliche Spektrallinien des Pulses, welche in das AAF eines FMCW-Radars
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fallen ko¨nnten, sind etwa gleich stark ausgepra¨gt. Die Spektrallinien stehen im
Abstand der PRF2 voneinander. Diese entspricht
PRF =
1
TPeriode
. (A.18)
Der zeitliche Abstand der Sto¨rimpulse im Zeitbereich aufgrund einer Puls-
Sto¨rung la¨sst sich berechnen:
τ⊥,Puls =
PRF
μV
=
1
μVTPeriode
, wobei τ⊥,Puls >= TPeriode. (A.19)
D.h. die sichtbaren Pulssto¨rungen im Zeitbereich stehen minimal in der La¨nge
ihrer Periodendauer auseinander. Die Sto¨rung ist sichtbar, falls sie in das AAF
des FMCW-Radars fa¨llt (ist in Abb. A.5 um die FMCW-Frequenzrampe einge-
zeichnet).
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Abb. A.5: Prinzip der Sto¨rung von FMCW-Radaren durch Pulsradare.
2 engl. Pulse Repetition Frequency (Pulswiederholfrequenz)
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Die von Puls-Sto¨rungen im Zeitbereich hervorgerufenen Sto¨rspitzen lassen sich
durch Anlehnung an einen a¨quivalenten CW-Sto¨rer (ebenfalls eingezeichnet)
berechnen. Im Vergleich zum CW-Sto¨rer besitzt die Spektrallinie eines Puls-
Sto¨rers jedoch einen DC< 1:
DC =
TPuls
TPeriode
. (A.20)
Die Kombination von (2.52) und dem DC liefert
xˆI =
1
2
√|Δμ|
VPuls︷ ︸︸ ︷
VFEVCATI ·max(|h(t)|) ·DC. (A.21)
Abb. A.6 zeigt die Simulation eines empfangenen Puls-Sto¨rsignals nach dem
Mischvorgang mit den in der Bildunterschrift genannten Signal- und Systempa-
rametern fu¨r Radar und Sto¨rer.
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Abb. A.6: Gestalt einer Pulssto¨rung im FMCW-Radar nach dem Mischvorgang und vor dem AAF.
Signalparameter: Radar: fSV = 2,39GHz, fEV = 2,426GHz, TV = 250μs, hmax = 147,7MHz (s.
Filterimpulsantwort in Abb. A.2), τimp ≈ 15,3μs, gemessen am erstem Bogen der Filterimpulsant-
wort von 10% zu 10%. Sto¨rer: TPuls = 3ns, TPeriode = 100ns, Tra¨gerfrequenz f0 = 2,4125GHz,
2500 Pulse werden empfangen. LO-Signal und Sto¨rsignal (VPuls) haben beim idealen Mischvorgang
jeweils eine Amplitude von 1V. Die Amplitude des Mischerausgangssignals hat entsprechend 1V.
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Die Frequenzrampe des FMCW-Radars schneidet zu mehreren Zeitpunkten die
Spektrallinien des Pulssto¨rers. Die Absta¨nde dieser Schnittpunkte lassen sich
berechnen
τ⊥,Puls =
1
2,426GHz−2,399GHz
250μs ·100ns
= 92,6μs, (A.22)
was den zeitlichen Absta¨nden der Markierungen in Abb.A.6 entspricht. Die
Gestalt der Sto¨rungen ist sehr a¨hnlich zu den in Abschnitt 2.3 beschriebenen
Sto¨reffekten zwischen FMCW-Radaren. Jedoch fu¨hrt die Mischung von Puls-
Sto¨rer mit der FMCW-Frequenzrampe zur zusa¨tzlichen Aufpra¨gung des zuvor
erwa¨hnten DC, was in Abb. A.7 zu erkennen ist. Wird das Ausgangssignal des
AAF betrachtet, so la¨sst sich die maximale Sto¨ramplitude im Zeitbereich mittels
(A.21) abscha¨tzen
xˆI =
1V
2
√∣∣∣0− 2,426GHz−2,399GHz250μs ∣∣∣
·147,7MHz·
3 ns
100 ns
= 6,74V. (A.23)
Dieser Wert entspricht in etwa dem Maximum aus der Simulation (s. Abb. A.8,
das markierte Maximum abzu¨glich des markierten Offsets ergibt 7,165 −
0,3193≈ 6,85V).
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Abb. A.7: Aufpra¨gung eines DC bei Sto¨rungen durch Pulsradare. Dieses Bild zeigt eine Ver-
gro¨ßerung von Abb. A.6. Der zeitliche Abstand der ”Abtastung” entspricht TPeriode = 100 ns.
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Abb. A.8: Die Puls-Sto¨rung bildet das AAF ab, wobei sich die Sto¨rho¨he mit (A.23) scha¨tzen la¨sst.
Die Simulationsparameter sind in Abb. A.6 gegeben.
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Abb. A.9: Beispielhaftes Spektrum einer Puls-Sto¨rung (Bei etwa 5m ist ein Ziel zu sehen, keine
Sto¨rung) [Ker14]. Die Sto¨rungen wurden mit Hilfe des Norm-Interferers generiert, welcher im Rah-
men des MOSARIM Projekts entwickelt wurde [TFW+12]. Als Opfer-Radar diente das Experimen-
talradar des Instituts (Abschnitt A.4). Fu¨r den Pulssto¨rer gilt TPeriode = 100 ns und DC= 3/100. Die
Sto¨rspitzen im Zeitbereich sind damit etwa 93 μs voneinander entfernt.
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Da die Sto¨rimpulsho¨he von Puls-Sto¨rungen wegen des DC ohnehin niedriger
ausfa¨llt, als das fu¨r CW- oder FMCW-Sto¨rungen der Fall ist, sind Puls-Sto¨rungen
fu¨r die Analog-Digital-Wandlung unproblematischer. Ohnehin ist die regulato-
risch erlaubte Leistungsdichte von Puls-Signalen deutlich geringer, als fu¨r CW-
oder FMCW-Signale (s. Tabelle 1.1).
Im Frequenzbereich sind Puls-Sto¨rungen als schmalbandige Sto¨rspitzen erkenn-
bar, wie in Abb. A.9 fu¨r eine Messung mit dem Experimentalradar gezeigt. Diese
ko¨nnen potentiell als Ziele erkannt werden und mu¨ssen durch einen geeigneten
Tracking Prozess aussortiert werden.
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