The distribution, which we shall denote by Junip, was defined in [1] and [3] as one of a family {JO, of distributions. It is the value at T = TO of a certain polynomial Jnip. We shall recall the precise definition in Section 1. Let us just say here that for f Cc((G(A)1), J Tip(f) is given as an integral over G(Q)\G(A)' which converges only for T in a certain chamber which depends on the support of f. This is a source of some difficulty. For example, since Junip(f) is defined by continuation in T outside the domain of absolute convergence of the integral Tnip(f), it is not possible, a priori, to identify Junip with a measure. This will be a consequence (Corollary 8.3) of our final formula for Junip
We shall work indirectly. From [3] we understand the behaviour of Junip under conjugation. If y is any point in G(A)', we have (1) Junip(fy) = W QW Junip(Wy) QE (See Section 1 for a description of the undefined symbols.) On the other hand, for any finite set S of valuations of Q, there are some distributions on G(Qs)' which have the same behaviour under conjugation and which can be expressed locally in terms of integrals on the groups G(Qv). They are the weighted orbital integrals JM(y,f), f E C0C(G(QS)I), y E M(Qs) n G(Qs)i, in which M is a Levi component of a parabolic subgroup of G. The definition of these objects, which is somewhat tricky for general y, will be given in the paper [6] , along with the conjugation formula (2) JM(, f) = JQ(y, fQy).
Q E(M)
Our strategy is to find a linear combination of weighted orbital integrals which differs from Junip(f) by an invariant distribution.
Assume that S contains the Archimedean valuation. We can identify C°°(G(Qs)) with the subspace of functions in C°(G(A)1) which equal the characteristic function of a maximal compact subgroup away from S. Suppose for the moment that G has Q-rank 1 and that M is the minimal Levi subgroup. Consider the distribution Finally, we mention that Jni,, and more generally the distributions {J,}, are dual to the distributions {Jx} in the trace formula which come from Eisenstein series. The problem of finding a local formula for Jx(f) was solved in [4] and [5] . It We shall also fix a maximal compact subgroup K of the adelized group G(A) which is admissible relative to Mo in the sense of Section 1 of [3] .
Then for any P we have the usual function Hp from G(A) to ap. (See [1] , p. 917.) As in previous papers we write G(A)' for the kernel of HG in G(A).
Then G(Q) is a discrete subgroup of G(A)' such that G(Q)\G(A)1 has finite invariant volume.
Unless otherwise specified, any integral on a group or homogenous space will be with respect to the invariant measure. Such measures are of course determined only up to scalar multiples, which we prefer not to normalize. We assume only that in a given context they satisfy any obvious compatibility conditions.
The distribution we will study is one of those introduced in [1] . It depends on a minimal parabolic subgroup P0 = MoN0 defined over Q. It also depends on a point T in ao , the positive chamber in a0 associated to P0, which initially is suitably regular in the sense that its distance from the walls of a+ is large. Let /G denote the Zariski closure in G of the unipotent set in G(Q). It is a closed algebraic subvariety of G which is defined over Q. The set o = &G(Q) of rational points in /G consists, of course, of the unipotent elements in G(Q). It is one of the equivalence classes in G(Q) defined on p. 921 of [1] .
be the corresponding distribution. We shall briefly recall its definition.
The minimal parabolic subgroup P0 will be fixed from Sections 2 to 6. During this time all parabolic subgroups P will be understood to contain P0. For any such P, following Section [3] . T 2. A remark on the truncation operator. The distribution Jnip arises from the trace formula. It is the most troublesome of those terms in the formula which are associated to conjugacy classes. The terms on the other side of the trace formula are associated to "cuspidal automorphic data" X, and have been evaluated explicitly in [5] . The [3] .) Suppose that T is suitably regular. We define F(x, T) = FG(x, T) as on p. 941 of [1] . It is the characteristic function of the compact subset of
The truncation operator AT is defined on p. 89 of [2] . It where ATP is the partial truncation operator defined on p. 97 of [2] . Our result is immediately obtained by induction.
Our second formula for JTnip(f) will be in terms of
where Ad refers to the truncation operator acting on the diagonal.
Any left invariant differential operator on G(R)' transforms k(x, f) to a finite sum of functions of the form k(x,fi), fi E Cc (G(A)I). This follows from the chain rule and the definition of Kunip(x, x).
Therefore by Lemma 
is bounded by the sum over {PI, P2:PI, P2} of As in [1] we will use the decomposition 
(Here, Sp is the modular function of Po(A).) In view of the definition of P,
we can write (See Corollary 6.2 of [1] , and if necessary the discussion below on the decomposition of the vector Hpo(a'a).) This means that { (a'a) -n(a'a) } will remain in a fixed compact set. Since po(a'a) = 68'(a) Sp(a'a), we see that (3.1) is bounded by the integral over a' E A p.G and a E A p,,(Ti, T) of
where dy stands for a Radon measure on a fixed compact subset F of G(A)1.
In order to estimate the sum over y in (3.2) we will need a familiar lemma. As explained in Section 5, it can be regarded as a special case of a future result (Lemma 4.1), whose proof will be given in Sections 5 and 6. 
where \q(x) Ly is the absolute value of the v component of the adele q(x). It also belongs to C°(G(A)'). We would like to study I|fqI|.
We saw that we could take (3.6) 
where IIl-11 is the semi-norm (3.4) 
Fix a valuation v of Q, and recall the functions p, defined in Section 3. For any f C (G(A)I) and e > 0, define
Then fv also belongs to C°°(G(A)). Observe that it equals f on a neighborhood of the set U(A). The proof of this lemma is quite long and will be given in Sections 5 and 6. Assuming it in the meantime, we will establish Finally, we combine the estimate for (4.7) with the bound (4.6) of our original expression (4.4) (with e = E(n)). Fix 8, and for a given suitably regular T take n to be the largest integer such that d(T) Cllog 8in. We find that we can define |1'11 and also redefine . > 0, so that The following corollary will be especially important to us. Of particular interest is the case that U = {1}, the class of the identity element. The corresponding distribution has a simple formula. by the dominated convergence theorem. The corollary is then a consequence of the theorem.
5. Reduction of lemma 4.1. We have still to establish Lemma 4.1, as well as Lemma 3.2 from Section 3. In this section we shall reduce the proofs to that of a third lemma, whose proof will be the content of the next section. Actually, Lemma 3.2 is much easier. It is essentially a special case of Lemma 4.1, so most of our discussion will concern this second result. Let P be a (standard) parabolic subgroup. Consider an element y which belongs to P(Q) but to no (standard) parabolic subgroup P'(Q), with P' P. Then y can be written y = nwT, jn No(Q), T e Po(Q), where w is an element of the Weyl group of (G, A0) whose space of fixed vectors in a0 contains ap but no space ap, with P' C P. Let A be a rational representation of G whose highest weight X is a positive integral Ei(Ad(a-)X) = Xi(a)-Ei(X), a E Ap, with Xi a rational character on Ap. However, f is the radical of the ideal generated by the functions X -qj (A exp X), 1 j 1.
Consequently we can find a positive integer n and polynomials Fij(X), It is certainly enough to estimate the expression in the brackets of (5.4). Therefore, we let E be any rational polynomial on n such that E(Ad(a)-'U) = x(a)-E(U), a E Ap, U E n, for some rational character X of Ap. We shall also replace the function q4>(exp(-) ) with an arbitrary bounded, nonnegative function 4 on n(A) of compact support. We have reduced Lemma 4.1 (as well as Lemma 3.2) to the following assertion. We shall prove this result in the next section. There is nothing to show if P = G, so we shall assume that P is a proper (standard) parabolic subgroup of G.
6. Proof of lemma 5. 
is also in C°°(n(A) ). It is obviously enough to prove the lemma with the left hand side of (5.5) replaced by the expression 
{XE n(Q):E(X) #0O
We shall first show that the existence of an X which gives a nonzero contribution to (6. The induction hypothesis applied to nR (with E replaced by the constant polynomial 1) tells us that this second expression is bounded independent-1 ly of a. Set s = -rO. We obtain positive numbers cl and rl and an estimate BI(E, a) _ ClEr, valid for all e > 0 and all a E A p(T) which satisfy (6.2).
We must next deal with B2(e, a). The estimate we will derive for this quantity will not depend on the inequality (6.2) . We shall expand the polynomial E in terms of the basis {X, ... , Xd} of nh(Q). 
a bounded function of compact support. The sum over a is certainly finite. Therefore the induction hypothesis applied to nR (with E replaced by Ea) tells us that there are positive constants c' and r' such that B'(E, a) _ cEr, for all c > 0 and all a E Ap(Tl).
To deal with B2'(, a) we shall make use of an elementary estimate for polynomials. Suppose that y = (Y¥, ..., Yd) is a multi-index. For each 8 > 0 let by (8) Examples of such objects are the weighted orbital integrals which are defined and studied in [6] . Suppose that S is a finite set of places of Q. Finally, we should say that Theorem 8.1 and its corollaries remain true if Q is replaced by an algebraic number field F. Of course results for Q can always be applied to groups defined over F by restricting scalars. This gives an immediate analogue of Theorem 8.1. However, restriction of scalars requires that S be the set of all valuations of F which lie over a finite set of valuations of Q. On the other hand, every argument of this paper can be applied equally as well to F as Q. We have chosen to work over Q only to avoid introducing extra notation in our discussion of the paper [1] . At any rate, Theorem 8.1 and its corollaries hold for F without the above restriction on S.
