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Swarming of animal groups enthralls scientists in fields ranging from biology to physics to engi-
neering. Complex swarming patterns often arise from simple interactions between individuals to the
benefit of the collective whole. The existence and success of swarming, however, nontrivially depend
on microscopic parameters governing the interactions. Here we show that a machine-learning tech-
nique can be employed to tune these underlying parameters and optimize the resulting performance.
As a concrete example, we take an active matter model inspired by schools of golden shiners, which
collectively conduct phototaxis. The problem of optimizing the phototaxis capability is then mapped
to that of maximizing benefits in a continuum-armed bandit game. The latter problem accepts a
simple reinforcement-learning algorithm, which can tune the continuous parameters of the model.
This result suggests the utility of machine-learning methodology in swarm-robotics applications.
Introduction– The ubiquity of collective swarming has
fascinated scientists from all walks of life, including biol-
ogists [1–4], physicists [5–8], and roboticists [9–12]. For
instance, birds flock [13, 14], fish school [15, 16], fireflies
sync [17], neurons think [18], and ants build exotic struc-
tures such as bridges [19, 20] and towers [21]. Certain
collective behaviors benefit animal communities in for-
aging for foods and sheltering from predators, whereas
others can be entertaining but sometimes dangerous,
such as Mexican waves at sporting events [22] and mosh
pits at heavy metal concerts [23, 24]. Such behaviors,
though once mused to be manifestations of telekinetic ef-
fects [25], can arise from simple local interaction rules
among swarming agents [26–29]. Even with underly-
ing mechanisms demystified, it is still tempting to view
swarming agents as forming a collective mind [30]. This
perspective prompts a natural follow-up question: can
this mind learn? More practically, can we optimize –
or even reverse engineer – collective behaviors of swarm-
ing robots to our liking through an arsenal of machine-
learning techniques [31–36]?
Collective foraging provides an instructive and fruitful
testing ground in that it offers an obvious process to be
optimized. Namely, preference is given to the fast and
reliable tracking of food sources (or equivalently of dark
regions to hide from predators). Some biological [37, 38]
and synthetic [39] organisms find foods through chemo-
taxis at an individual level by sensing gradient in chemi-
cal densities (also see Ref. [40]). A recent study of golden
shiners, Notemigonus crysoleucas, however, revealed that
schools of fish can navigate to regions of lower light in-
tensity through collective phototaxis even if individuals
are incapable of detecting light-field gradient [41]. Vari-
ous mechanisms for collective gradient sensing have since
been proposed, such as field-dependent contact inhibi-
tion of locomotion interaction for chemotaxis [42] and
long-range force transmission for durotaxis [43] – a fun-
damental process in healing wounds.
The discovery of naturally occurring collective field-
taxis has subsequently triggered an effort to build robotic
swarms with the same gradient-sensing mechanism [44,
45]. These robots could ultimately become indispens-
able in applications ranging from sensing chemical pollu-
tants to disaster rescue missions. The efficiency of collec-
tive swarming, however, critically hinges on the micro-
scopic parameters governing local interactions between
agents. Thus, in contrast to traditional approaches aimed
at inferring interaction rules that dictate actual animal
groups [7, 46–49], in robotic applications the focus must
be put on tuning system parameters to achieve optimal
outcomes within given engineering constraints. This cir-
cles back to our original question. In this letter, we pro-
pose that machine-learning methodology can be adapted
to efficiently improve capabilities of swarming robots.
We in particular demonstrate the efficacy of reinforce-
ment learning in optimizing the collective fieldtaxis per-
formance of a simple model. This work paves the way
for assembling more complex swarming patterns through
optimization in high-dimensional parameter spaces.
Model– A group exhibits collective gradient sensing
when (i) it flocks with a coherent center-of-mass veloc-
ity and (ii) the coherent velocity accelerates toward the
direction of the gradient in the field. As is well known,
coherent flocking takes place in systems of self-propelled
agents interacting through repulsion at short range rr,
orientation aligning at intermediate range ro, and attrac-
tion at long range ra for some choices of these parameters.
In addition, as has been realized in making minimal mod-
els of golden shiners [41], the acceleration of the coherent
velocity can be induced by the magnitude dependence of
velocity on the local field intensity, with relatively slow
motion in preferred regions. These considerations natu-
rally lead to the following active matter model.
Let {xi(t),vi(t)}i=1,...,N denote positions and veloci-
ties of N agents in the two-dimensional periodic box of
linear size L, where t denotes time. At location X, agents
feel a field intensity F (X) ranging from zero to one, with
zero indicating preferred regions, be they shades, food
sources, or chemical spills. With each time step ∆t, po-
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FIG. 1. Dynamical trajectories of N = 16 swarming agents in the periodic box of linear size L = 100. (a) A typical trajectory
for a trained group with (ro, ra) = (2.06, 2.20) after time t = 10 (yellow), 100 (orange), and 1000 (red). The green line depicts
the center-of-mass trajectory of the group from t = 0 to 10000. The group finds the minimum without difficulty. (b) A similar
trajectory of a demoralized group with (ro, ra) = (1.70, 2.00) results in the group wandering. (c) The time dependence of the
field intensity perceived by a group, f , defined in Eq. (7). The result is averaged over 106 local environments of light fields [50].
At t = t? = 20, the trained group (black-solid) performs better than the demoralized one (magenta-dashed), a pre-training (see
Fig. 2) one with (ro, ra) = (1.95, 2.05) (blue-dash-dotted), and a suboptimal one with (ro, ra) = (2.10, 2.25) (cyan-dotted). A
close inspection reveals that the suboptimal group starts to slightly win over the optimal one after t >∼ 45, reflecting that the
definition of optimality depends on the time scale of interest.
sitions and velocities are updated as
xi(t+ ∆t) = xi(t) +
1
2
[vi(t) + vi(t+ ∆t)] (1)
vi(t+ ∆t) = [vmaxF (xi(t))]Rnoisedˆi(t) , (2)
where vmax denotes the maximum velocity and a matrix
Rnoise =
[
cos(θnoise) − sin(θnoise)
sin(θnoise) cos(θnoise)
]
(3)
represents noise inherent in information processing, mod-
eled by drawing θnoise uniformly from [−η, η] with the
noise level specified by η. The normalized directional
vector dˆi(t) ≡ di(t)/‖di(t)‖ is determined via the fol-
lowing rules: (i) if there are any neighbors within the
zone of repulsion rr, then
di(t) = −
∑
j 6=i
‖xj(t)−xi(t)‖<rr
xj(t)− xi(t)
‖xj(t)− xi(t)‖ ; (4)
(ii) if there are no neighbors in the zone of repulsion but
some within the zone of orientation/attraction ro,a, then
di(t) =
 ∑
j 6=i
rr≤‖xj(t)−xi(t)‖<ro
vj(t)
‖vj(t)‖
 (5)
+
 ∑
j 6=i
ro≤‖xj(t)−xi(t)‖<ra
xj(t)− xi(t)
‖xj(t)− xi(t)‖
 ;
and (iii) if there are no neighbors within the zone of at-
traction, then di(t) = vi(t). Here ranges are restricted
to the parameter subspace in which rr ≤ ro ≤ ra.
Lengths can be measured in the unit of the repulsion
range rr and time in the unit of t0 ≡ rr/vmax, both
set to unity henceforth. The box size, L = 100, is set
large enough to avoid boundary effects, the time step is
chosen to be ∆t = 0.01 to comply with observed short
information-processing time [7], and the noise level is set
to be small, η = 0.1
√
∆t, as the effect of noise is not
of primary interest here [51]. In addition to the num-
ber of agents N and the gradient length scale introduced
by a light field F , this essentially leaves two parameters
governing the behavior of the model, ro and ra.
Typical trajectories of the model are depicted in Fig. 1.
When the microscopic parameters are near optimal, the
group readily finds a minimum of the field, as expected.
For other parameters, by contrast, the group ceases to
move or simply wanders, dissipating energy through ran-
dom swarming motion without coherent direction. The
success and efficiency of the collective fieldtaxis thus cru-
cially depend on the microscopic parameters, (ro, ra).
The optimal efficiency can be found by a brute-force
parameter search if there is only one continuous parame-
ter characterizing the model or if parameters are discrete
(see, e.g., Ref. [52]). As the number of parameters
increases, however, such an approach quickly becomes
intractable, with the requisite computational time
roughly increasing as 1p where  is the desired accuracy
and p is the number of continuous parameters. For
generic systems with multiple parameters, an alternative
approach is thus imperative. We now demonstrate that
a simple variant of reinforcement algorithms [32], which
have been applied to optimize behavior at an individual
level [53, 54], can be effective at a collective level.
3Training Algorithm– Our training algorithm repeats
the following protocol: cast a static field, initialize agents
at t = 0, record the reward obtained up to time t =
t?, and adjust parameters through reinforcement. These
training sessions are indexed by α = 1, . . . , Ntrain.
Specifically, a light field is generated by defining
F˜ (α)(X) =
∑
k
[
A
(α)
k cos(k ·X) +B(α)k sin(k ·X)
]
, (6)
shifted and rescaled so that it ranges precisely from zero
to one. Here the sum over wavevectors, k = (kx, ky),
runs through kx, ky = 0,
2pi
L , . . . ,
2pinmax
L and amplitudes
A
(α)
k and B
(α)
k are independently drawn from a normal
distribution [55]. Agents are then initialized to positions
x
(α)
i (0) uniformly within a circle of radius R =
√
N
pi with
a randomly chosen center. Velocities are in turn initial-
ized to be v
(α)
i (0) =
[
−vmaxF ∇F‖∇F‖
] (
X = x
(α)
i (0)
)
.
In order to promote the decay of the average field in-
tensity perceived by agents,
f(t) ≡ 1
N
N∑
i=1
F (xi(t)) , (7)
the reward is defined as
Q ≡ max{0, f(0)− f(t?)} (8)
with a fixed terminal time t?. In other words, if f(t)
decreases over time duration t?, the magnitude of its de-
crease is the reward; otherwise, there is no reward.
For each training, a pair of trial parameter values(
r
(α)
o , r
(α)
a
)
is chosen from the continuum of allowed val-
ues, and a reward is given probabilistically based on that
choice. Our goal is to identify the pair of parameters,
(r?o , r
?
a), that maximizes the average reward, which is
equivalent to the continuum-armed bandit problem [56].
This generalization of the classical multi-armed bandit
problem [32, 57] has a simple learning algorithm that
performs stochastic gradient ascent to shift the parame-
ters toward optimality as the training proceeds [58, 59].
Namely, at the α-th training session with a light field
and an initial configuration drawn as above, the rewards
are evaluated at three nearby points in the parameter
space: Q0 at
(
r
(α)
o , r
(α)
a
)
, Q1 at
(
r
(α)
o − δ, r(α)a
)
, and Q2
at
(
r
(α)
o , r
(α)
a + δ
)
with deviation δ ≡ (α + 1)−1/4. The
parameters are then updated as
r(α+1)o = r
(α)
o + γ(Q0 −Q1)/δ (9)
r(α+1)a = r
(α)
a + γ(Q2 −Q0)/δ (10)
with γ ≡ (α + 1)−3/4 [60]. Over many iterations, these
updates obtain an ascent in the landscape of the aver-
age reward function Q(ro, ra) without evaluating such a
function for every pair of parameters.
FIG. 2. Training trajectories of model parameter val-
ues in parameter space. Trajectories with distinct ini-
tial guesses,
(
r
(α)
o , r
(α)
a
) ∣∣∣
α=1
= (1.95, 2.05) (blue line) and
(2.6, 2.7) (red line), converge to the same optimal point
(r?o , r
?
a) ≈ (2.06, 2.20) (black dot) of the average reward func-
tion Q(ro, ra) (displayed as the background color and obtained
through the brute-force parameter scan). The learning algo-
rithm scales better upon increasing the number of model pa-
rameters and, even for the two-parameter case, requires much
less computational time than the brute-force search.
In Fig. 2 we depict training trajectories of the param-
eters with the terminal time t? = 20 for N = 16 and
nmax = 1, which sets the gradient scale to be roughly of
order `grad ≡ L2pinmax ≈ 16. The training has been carried
out over Ntrain = 10
6 sessions [50]. Also depicted is the
outcome of the brute-force parameter search, obtained
with grid spacing 0.025 in the range 1 ≤ ro ≤ ra ≤ 3, at
each point averaged over the 105 realizations of local en-
vironments [50]. The resultant error bars in Q(ro, ra) are
of order 10−4, barely sufficient to locate the optimum at
this grid resolution. Bandit-algorithm trajectories con-
verge to the optimum as long as initial guesses are cho-
sen reasonably well, but with much less computational
time and greater accuracy than the brute-force search.
The bandit algorithm is further expected to scale bet-
ter as the number of model parameters p increases, with
power-law dependence on p [58, 59] in contrast to the
exponential dependence of the brute-force search. The
algorithm thus generalizes well.
It is important to keep in mind that the choices of
t?, N , and nmax affect the reward and hence the exact
position of optimality. For instance, while the trained
group maximizes decrease in the field intensity over time
t?, some nearby parameters may – and indeed do –
yield slightly better performance at other time scales
[Fig. 1(c)]. Similarly, the optimal parameters shift as
N is varied, even though small-group training extends
reasonably well upon scaling up group size (Fig. 3).
Conclusion– In this paper, we have implemented a
learning algorithm to optimize a specific reward for effec-
tive collective gradient sensing. Unlike some evolutionary
algorithms that result in compromised optimality due to
4(a) (b)
FIG. 3. Effects of variations in environmental parameters.
(a) The positions of optimal parameters obtained by the ban-
dit algorithm, averaged over 10 distinct initial guesses, for
N = 16 (circle), 32 (square), and 64 (triangle), with the mild
gradient nmax = 1 (black) and shaper gradient nmax = 2
(blue). Lines are guide for the eyes. (b) The field inten-
sity perceived by a group, f , as a function of time, t, for
the parameter (ro, ra) = (2.06, 2.20) found to be optimal for
N = 16. The different curves correspond to N = 16 (solid),
32 (dotted), and 64 (dashed).
idiocy of selfish agents [61–65], convergence to optimality
is guaranteed for a reasonable initial guess. More broadly,
this simple example suggests that machine-learning in-
sights can be brought to bear on the optimization prob-
lems that arise in applications of swarm robotics.
We have further found that the optimality achieved
depends on the choice of reward. A simplistic choice
of reward and algorithm has been made here, especially
in that there is no history dependence. If memory or
history are taken into account, it might be possible to
employ more elaborate and efficient reinforcement algo-
rithms [32, 53, 54, 66, 67]. If, instead, exemplary motion
trajectories to be mimicked are given, then we can use ap-
prenticeship [68] or supervised learning, minimizing the
deviation from such motions. In particular, we may be
able to combine multiple collective swarming behaviors
that belong to distinct species. This could lead us to
the boundary of learning capability, as in self-assembly
constructions [69, 70] and community detection [71–73].
In this regard, it is clear that the learning capability de-
pends on the model used. Perhaps one can construct a
general-purpose active matter model with many parame-
ters that allows for fast and more generic learning, in the
same vein as the deep-neural network that has been so
successful in beating games such as Atari [74] and Go [75].
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