ABSTRACT Mechanoregulatory healing models, bioregulatory healing models, and mechanobioregulatory healing models have been developed to investigate the interaction among the mechanical environment, biological factors, and tissue differentiation during bone fracture healing. However, there are few papers studying the influence of mechanical stability on growth factor activities. In this paper, we set up a computational model to investigate the influence of mechanical stability on growth factor activities. Two kinds of fracture gaps (2 mm: stable group and 3 mm: unstable group) were used in this model. In each group, 7% and 33% interfragmentary strains (IFSs) were used to represent low and high IFSs, respectively. Through the simulation, the spatial and temporal distributions of growth factors within the callus region were predicted. The influence of mechanical stability on growth factor activities was obtained. The computational model contributed to the understanding of the bone fracture healing process, and it can help to optimize the treatment methods.
I. INTRODUCTION
Bone fracture healing is a complex biological process that is strongly influenced by the interaction of mechanical stimuli, blood perfusion and biological factors. In the past few years, a number of computational models have been developed to simulate the fracture healing process. In general, these models can be divided into three categories: mechanoregulatory models, bioregulatory models and coupled mechanobioregulatory models [1] . Among these models, mechanoregulatory models that reviewed in detail elsewhere [1] - [6] are the earliest and most widely studied, which linked local mechanical conditions to tissue formation, differentiation and removal processes throughout secondary bone fracture healing. For bioregulatory and coupled mechanobioregulatory models [1] , [7] , highly coupled partial differential equations that describe the cell activities (migration, proliferation, differentiation and death) were used to simulate the healing process. The finite element method (FEM) is an effective way to solve these models. The development of iterative, adaptive models has made the computational model an effective tool to predict the distribution of tissue in the callus and fracture site over time, test the hypothesis and optimize the fracture treatment schemes. Although progress has been made in recent years, there still some processes to be explored during fracture healing, such as the relationship between the mechanical environment and the biological factors, mechanotransduction process from the tissue level to the intracellular level.
In mechanoregulatory models, the stability of the mechanical environment is crucial for successful fracture healing. Different forms of mechanical stimuli were used to regulate tissue changes -the growth and differentiation of callus tissue. The single and biphasic models are the two most commonly used finite element models [7] . In single finite element models [8] - [19] , the callus was assumed to be linear elastic. Deviatoric and dilatational stresses and/or strains were used as mechanical stimuli based on the theory of Claes and Heigele [20] . In phasic finite element models [20] - [36] , the callus was assumed to be poroelastic. Fluid flow and shear strain were used as mechanical stimuli. Many of the models are based on the theory of Prendergast et al. [32] - [35] . The principle strain and other single mechanical parameters were also used as mechanical stimuli [37] - [42] . In general, all these simulations achieved broad agreement with the generalized progression of secondary bone healing. Mechanical stimuli have not only been used to regulate tissue changes during fracture healing, but also used for angiogenesis in some models [1] , [7] , [10] , [11] . In addition to the mechanical stimuli, biological components such as cell population, growth factors were added to the models to adequately replicate the temporal and spatial development of the callus [8] - [11] , [23] - [25] , [28] , [31] , [40] , [42] , [45] . However, the influence of mechanical stimuli on the biological component was not added to the models.
The development of bioregulatory and mechanobioregulatory models was later than that of mechanoregulatory models. In bioregulatory models, growth factors play a regulatory role in the successful healing of bone fracture healing. Coupled partial differential equations are the main modeling methods. In 2001, Bailón-Plaza took the first step establishing a bioregulatory model [46] . Based on his work, bioregulatory models have been developed, especially for the process of angiogenesis. Perffer et al. [47] added the angiogenesis process into the model using continuous equations. Carlier et al. [48] described the formation of individual blood vessels in a discrete way. Carlier et al. [49] and Claes et al. [50] took them a step further and set up multiscale healing models in a more mechanistic way. Although all of these models had a good prediction outcome, the important influence of mechanical stimuli was neglected. Bailón-Plaza and van der Meulen [8] added mechanical stimuli as parameters to the cell differentiation process during bone fracture healing. In their work, they predicted that moderate, early loading was beneficial to bone healing. Based on their work, Isaksson et al. [28] added mechanical stimuli to more cell activities for the study of nonunions. Although mechanical stimuli were added to coupled mechanobioregulatory models, the mechanical influence on growth factors was still not studied.
The chief aim of this study was to establish a computational model to study the influence of mechanical stimuli on the spatial and temporal distribution of growth factors within callus over time. In our work, the activity of growth factors was added to a previously published healing model to make a connection between mechanical stimuli and growth factors [11] . Two different fracture gap values were used in this study: 2 mm fracture gap representing the stable healing group and 3 mm unstable healing group. In each group, two different interfragmentary strains (IFSs) was used: 7% IFS representing the low IFS and 31% representing the high IFS. Through the computational simulation, the influence of mechanical stimuli on the distribution of growth factors was investigated.
II. METHODS AND MATERIALS
The simulation process can be described as an iterative algorithm over time. Within each time step, the algorithm includes: obtaining the tissue concentration, obtaining the growth factor concentration and fuzzy logic control to simulate tissue differentiation. The algorithm was implemented by the cosimulation of Abaqus/Standard (version 6.13-3, Dassault Systemes Simulia Corp., Providence, RI, USA) and MATLAB (version R2017a, MathWorks Inc., USA). The implementation method is shown in Fig. 1 . 
A. STRAIN ANALYSIS OF FRACTURE CALLUS WITH THE FINITE ELEMENT METHOD (FEM)
An axisymmetric finite element (FE) model of a sheep tibia with a 3 mm mid-diaphyseal osteotomy was used to describe the mechanical behavior of the fracture callus (Fig. 2) . The fracture callus geometry was based on those presented by Claes and Heigele [20] and Lacroxi and Prendergast [23] . The fractured bone was assumed to be symmetrical around the middle of the fracture gap. Linear elastic material properties were used according to the work of Simon et al. [11] . A 4-node bilinear axisymmetric quadrilateral element type (CAX4) with a uniform 0.25 mm node spacing was used for the strain analysis (Fig. 2 ).
An axial load of 700 N was applied on the top surface of the cortical bone based on the work of Steiner et al. [13] and Kuiper et al. [21] . A fixator was created by adding a spring between the top surface of the cortical bone and the fixed plane of symmetry. To represent low interfragmentary movement (IFM) and high IFM, four kinds of fixator stiffness levels (9000 and 1150 N/mm in the 2 mm stable group; 6250 and 690 N/mm in the 3 mm unstable group) were used based on the work of Carlier et al. [49] . Dilatational strain, , (1) and distortional strain, γ , (2) were used as the mechanical stimuli. Dilatational strain was used to present a volumetric change. Distortional strain was used to present a shape change. Within the fracture callus, cortex bone consisted of compact bone, while each callus element consisted of changing the tissue mixture over time. Therefore, the material properties of each callus element were updated at each time step based on the current tissue concentration and material properties of pure tissues (Table 1 ). In our work, Young's modulus, E ele , of each callus element was assumed to be a cubic rule of mixture (3) based on the work of Carter and Hayes [51] . Poisson's ratio, v ele , of each callus element was assumed to be a linear rule of mixture (1) by the work of Simon et al. [11] . In our work, the finite element analysis was submitted with an inp file in the MATLAB environment. User subroutine UVARM was used to calculate dilatational and distortional strain. Young's modulus and Poisson's ratio were updated under MATLAB environment. For the initial simulation time, callus elements were assumed to consist of 100% connective tissue (0% fibrocartilage and 0% woven bone). In addition, the volume fractions of connective tissue, fibrocartilage and woven bone had the following relationship within the callus region (5) .
B. MATHEMATICAL DESCRIPTION OF GROWTH FACTORS
In our work, chondrogenic growth factor and osteogenic factor were modeled, based on the chondrogenic effects of BMP-2/4 and osteogenic effects of TGF-β1 [46] , [47] . Diffusion equations were used to describe the dynamic behavior of these factors (6) and (7).
where g b represents concentration of osteogenic growth factor, D b represents fusion-like constants, P b represents the production constants of osteogenic cells, and d b represents the decay constants.
where g c represents concentration of osteogenic growth factor, D c represents fusion-like constants, P c represents production constants by osteogenic cells, and d c represents decay constants.
For the decision of diffusion-like constants and decay constants, we assumed that the differences between the sheep and the rat were geometrical and temporal and not in the biology of fracture healing. All temporal parameter values from the original model were scaled by one-third to represent the slower progression of tissue development in the sheep than in the rat [8] . In addition, the decision of these values was based on the work of Geris et al. [46] .
Initially, the values of growth factors were set to 100% to simulate the source of factors at corresponding regions. A source of osteogenic growth factors was assumed near the cortex bone away from the fracture gap (1 mm away from the gap) (Fig. 2) . A source of chondrogenic growth factors was assumed at the bottom cortex bone (Fig. 2) . Finally, no cellular movement or growth factor diffusion was permitted across the symmetry plane. 
C. TISSUE DIFFERENTIATION WITH FUZZY LOGIC CONTROL
In our work, fuzzy logic control was used to describe the tissue differentiation process for each callus element based on the current tissue component (connective tissue, fibrocartilage and woven bone) and mechanical stimuli. The fuzzy logic rules have been reported in the work of Shefelbine et al. [9] , Simon et al. [11] and Ament and Hofer [38] . The rules ( Table 2 ) and corresponding fuzzy logic membership functions (Fig. 3) were based on the work of Simon et al. [11] .
To minimize the effect of different mesh densities on callus growth rate (0.22 mm/day) [11] , a uniform mesh size of 0.25 mm was used in our work [19] .
Initially, the fracture callus was filled with connective tissue and assumed to be avascular. The cortex was avascular up to 1 mm from the fracture and the rest of the tissue was full of blood. For perfusion boundary conditions, there was 30% at the periphery of the periosteal callus. After 10 days, there was 30% at the endosteal callus [11] .
III. RESULTS
According to the model, in the stable group, strains in Cases A and B were moderate at the initial time step. With the healing process, the strains decreased gradually. The osteogenic growth factor originated near the cortex bone far from the fracture gap and then gradually diffused to the fracture gap. The time that the osteogenic growth factor arrived at the fracture gap was almost the same between Case A and Case B (approximately 4 weeks). Chondrogenic growth factor filled the callus region at 2 weeks and then decreased gradually to zero at 10 weeks. According to Fig. 5 , we can conclude that under the stable group, strains were moderate for both Case A and B and IFS had little influence on the growth factor activities. In the unstable group, strains were greater than those in the stable group, especially near and in the fracture gap. Stains under 33% IFS were greater than those under 7% IFS. With the healing process, strains decreased to normal at approximately 6 weeks in Case C and 8 weeks in Case D. Similarly, osteogenic growth factor originated near the cortex far from the fracture gap and then diffused to the fracture gap gradually. However, the time arriving at the fracture gap was different between Case C and Case D. In Case C, the time was approximately 8 weeks and in Case D, the time was 10 weeks. According to Fig. 5 and Fig. 6 , the time osteogenic growth factor arrived at the fracture gap was later in the unstable group than that in the stable group. In addition, according to Fig. 6 , the diffusion area of Case D was larger than that in Case C. According to Fig. 5 and Fig. 6 , the diffusion area in the unstable group was larger than that in the stable group. The chondrogenic growth factor filled the region at approximately 2 weeks and then decreased to zero gradually. The time chondrogenic growth factor decreased to zero in Case C (approximately 8 weeks) was shorter than that in Case D (approximately 10 weeks). According to Fig. 5 and Fig. 6 , the time chondrogenic growth factor decreased to zero in the unstable group was longer than that in the stable group.
According to Fig. 5 and Fig. 6 , we can predict that the low fracture gap promoted the diffusion of osteogenic growth factor to the fracture gap. In the lower fracture gap (stable group), IFS had little influence on growth factor activities. However, in the higher fracture gap (unstable group), the time osteogenic growth factor to arrive at the fracture gap was longer in high IFS than in low IFS. In addition, the higher strains within the callus region led to a larger diffusion area for osteogenic growth factor.
IV. DISCUSSIONS
The chief aim of this work was to study the influence of mechanical stability on growth factors in a numerical way. To obtain their relationship, a new model was established based on previously published models [11] , [19] . Finite element analysis was used to investigate the mechanical stimuli within callus region. Partial differential equations were used to simulate the growth factor activities. Fuzzy logic rules was used to describe the tissue differentiation during fracture healing and combine mechanical stability and growth factor activities. Different fracture gaps, and different IFSs were used for the model. Trough the cosimulation with the model, the influences of mechanical stability on temporal and spatial distribution of growth factor activities were predicted successfully, which was different from other models. According to the prediction results, we can conclude that the mechanical stability had a crucial impact on growth factor activities. A stable mechanical environment was beneficial for osteogenic growth factor arriving at a fracture gap at an earlier time. High strains in and near the fracture gap prevented osteogenic growth factor to the fracture gap and promoted diffusion to the callus endosteum and periosteum, while chondrogenic growth factor was concentrated in and near the fracture gap.
According to the model, under the condition of the same IFS, a lower fracture gap promoted osteogenic growth factor diffusion to the fracture gap Fig. 5.A and Fig. 6.C, Fig. 5 .B and Fig. 6 .D. In the condition of Case A, the strains near and in the fracture gap were moderate, which was beneficial for osteogenic growth factor diffusion along the cortex and arriving at the fracture gap at an early time (approximately 4 weeks). In the condition of Case C, the larger fracture gap led to greater strains near and in the fracture gap, which was not suitable for the diffusion of osteogenic growth factor to the fracture gap. Osteogenic growth factor diffused far away from the fracture gap and near the endosteum and periosteum due to the moderate strain. At the same time, chondrogenic growth factor was concentrated at the fracture gap. After approximately 4 weeks, the strains in and near the fracture gap decreased, and the osteogenic growth factor diffused to the fracture gap. After approximately 8 weeks, there was full osteogenic growth factor at the fracture gap. Similarly, the time osteogenic growth factor arriving at the fracture gap was 3 weeks later in Case D than in Case B.
In addition to the influence of the fracture gap, IFS also had an important influence on growth factor activities. Fig. 5 and Fig. 6 show the influences of IFS on growth factor activities. According to Fig. 5 and Fig. 6 , we can conclude that under the condition of the larger fracture gap, IFS had a much greater influence on growth factor activities. From Fig. 5 , although IFS was different in the stable group, the spatial and temporal distribution of growth factors within the callus region were almost the same, and the time for osteogenic growth factor diffusion to the fracture gap was also the same (approximately 4 weeks). In the unstable group, different IFSs greatly influenced growth factor distribution and time to VOLUME 7, 2019 the fracture gap. Although the different IFSs were in the stable group, the mechanical environment within the callus was stable and strains near and in the fracture gap were moderate. The good mechanical stability enabled osteogenic growth factor diffusion to the fracture gap at an early time. Therefore, in the stable group, IFS had almost no influence on growth factor activities. However, in the unstable group, the large fracture gap led to a bad mechanical environment. The strains near and in the fracture gap were higher in 33% IFS than that in 7% IFS. The high strains prevented the diffusion of osteogenic growth factor to the fracture gap and promoted chondrogenic growth factor concentration in fracture gap.
From the simulation results, we can conclude that the spatial and temporal distribution of growth factors corresponded to the biological process of bone fracture healing. In the early stage of fracture healing, because osteogenic growth factor is mainly concentrated in cortex bone away from the fracture gap, intramembranous ossification takes place there. With the progress of fracture healing, chondrogenic growth factor first reach the fracture gap and chondrogenesis, chondrocalcification took place first in and around fracture gap. Finally, osteogenic diffused to the fracture gap, cartilage ossification took place and bone was formed at the fracture gap. In our study, osteogenic growth factor and chondrogenic growth factor were assumed to be regulators of connective tissue differentiating into woven bone and cartilage, respectively. Therefore, the time it took for osteogenic growth factor diffuse to the fracture gap decided the time fracture healed. In this study, we predicted that lower fracture gap and lower IFS were beneficial for the diffusion of osteogenic growth factor to the fracture gap. According to Fig. 7 , we can conclude that with a lower fracture gap and lower IFS, a faster fracture healing was predicted. In the stable group, IFS had a small influence on the decrease in IFM. The fracture healed in approximately 4 weeks. In the unstable group, a higher IFS made the fracture healing slower (approximately 9 weeks) than that of lower IFS (approximately 8 weeks). This corresponded well to the distribution of growth factor activities.
There are some limitations in our model. 1) In this model, the produced growth factors were not used in return to regulate the fracture healing process with mechanical stimuli. During bone fracture healing, growth factors played a regulatory role in tissue differentiation. However, in this work, mechanical stimuli were still the only regulatory factor. Therefore, adding biological regulators into the model should be done. 2) In this model, we assumed that the differences between the sheep and rat were geometrical and temporal and not in the biology of fracture healing. In addition, parameters in partial differential equations were estimated from in vitro and in vivo experiments and from different species. All of theses factors will lead to result errors. Therefore, in future work, parameters from the same species needed to be estimated to improve the model. In summary, this work presents a model to study the mechanical influence on the spatial and temporal distribution of growth factors within callus region. Through computational simulation, we obtained the spatial and temporal distribution of growth factors under different mechanical environments and dynamic interactions between mechanical strains and growth factors during bone fracture healing. The model will improve our understanding of the healing process and will help us optimize treatment methods. 
V. CONCLUSION
This work investigated the influence of mechanical stability on growth factor activities during bone fracture healing. First, the finite element analysis was used to compute the temporal and spatial distribution of mechanical stimuli. Then, partial differential equations were used to describe the growth factor activities. Finally, fuzzy logic rules was used to describe the tissue differentiation during fracture healing and combine mechanical stability and growth factor activities. Through cosimulation, the results shows that 1) Mechanical stability influenced growth factor activities during bone fracture healing; 2) A stable mechanical environment can promote the growth factor diffusion and promote the healing process. Otherwise, the unstable mechanical environment (large fracture gap and IFS) will hinder the growth factor diffusion and delay the healing process.
Future research agenda about this research can be summarised as: 1) adding biological regulators should be done in the future; 2) Parameters in the partial differential equations should from the same species; 3) Some experiments about the influence of mechanical stability on temporal and spatial distribution of growth factor activities should be done in the future. 
