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Robert Bieri and Ralph Strebel
On Groups of PL-homeomorphisms
of the Real Line
with Preface and Notes by the second author
Abstract
Richard J. Thompson invented his group F in the 60s; it is a group full of
surprises: it has a finite presentation with 2 generators and 2 relators, and a
derived group that is simple; it admits a peculiar infinite presentation and has
a local definition which implies that F is dense in the topological group of all
orientation preserving homeomorphisms of the unit interval.
In this monograph groups G(I ;A,P ) are studied which generalize the local
definition of Thompson’s group F in the following manner: the group G(I ;A,P )
consists of all orientation preserving PL-auto-homeomorphisms of the real line
with support in the interval I , slopes in the multiplicative subgroup P of the
positive reals and breaks in a finite subset of the additive Z[P ]-submodule A
of Radd. If I is the unit interval, A the subring Z[1/2] and P the cyclic group
generated by the integer 2, one recovers Thompson’s group F .
A first aim of the monograph is to investigate in which form familiar prop-
erties of F continue to hold for these groups. Here is a sample: the group F is
known to be simple by abelian; we shall see that the group G(I ;A,P ) has the
same form if I is a compact interval with endpoints in A and that it is, in general,
simple by soluble of derived length at most 3. Main aims of the monograph are
the determination of isomorphisms among the groups G(I ;A,P ) and the study
of their automorphism groups. Complete answers are obtained if the group P is
not cyclic or if the interval I is the full line. In the case of automorphisms, these
answers are the only known results about AutG(I ;A,P ), save for findings due
to M. G. Brin and to Brin-Guzmán that deal with special cases not covered by
the monograph.

Preface
The main part of this monograph is a corrected and augmented version of the
Bieri-Strebel memoir [BS85a]. The manuscript of that memoir was completed in
the autumn of 1985; it was then typed and the typescript was distributed to a
few mathematicians. At the beginning of 2014, I started to revise it, my original
plan being to stay close to the original text. Little by little, I had to abandon
this idea for reasons explained in Section N1 of the chapter called Notes. That
chapter contains two further sections: Section N2 details the differences between
the memoir and this monograph, and Section N3 surveys results obtained after
1985 and related to the topics of the memoir.
At the end of 2014, a corrected version of the memoir was published in the
repository arXiv as [BS14]. For this version the text has been reworked once
more, the chapter Notes and the bibliography have been updated, a Subject Index
has been added, and a number of misprints have been emended.
Origin of the memoir
In May 1984, Robert Bieri and I attended a meeting at the Mathematisches
Forschungsinstitut Oberwolfach (Germany). There Ross Geoghegan introduced
us to some recent discoveries of Matthew Brin and Craig Squier concerning groups
of piecewise linear homeomorphisms of the real line; many of these findings were
to be published later on in [BS85b].
These discoveries are a fascinating mixture of general results and explicit com-
putations with specific groups. To describe them I need a bit of notation. Let
PLo(R) denote the group of all orientation-preserving piecewise linear homeomor-
phisms of the real line with only finitely many breaks. It is easy to see that
this group is torsion-free and locally indicable. Brin and Squier establish that it
satisfies no laws and that it contains no non-abelian free subgroups.
The group PLo(R) has intriguing subgroups: first a finitely presented sub-
group, discovered by Richard J. Thompson in about 1965, later rediscovered inde-
pendently by Freyd and Heller (from a homotopy viewpoint) and by Dydak and
Minc (from a shape theory viewpoint) (see [FH93] and [Dyd77]). The group has
a very peculiar infinite presentation, namely
F = 〈x0, x1, x2, . . . | xixj = xj+1 for all indices i < j〉. (1)
(I use left action, as employed in the memoir [BS85a].)
According to Thompson’s manuscript [Tho74], the derived group of F is a
minimal normal subgroup of F ; it is actually simple, a fact discovered around
i
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1969 by Freyd and Heller (see part (T3) of the Main Theorem in [FH93]), but
known to Thompson, too.
Brin and Squier studied a second subgroup G of PLo(R). It consists of all
PL-homomorphisms of R with supports contained in the interval [0,∞[ , having
only finitely many singularities, all at dyadic rationals, and with slopes that are
powers of 2. The group G has the infinite presentation
〈x0, x1, x2, . . . | xixj = x2j−i for all indices i < j〉, (2)
but it has also the finite presentation
〈x0, x1, | x1x0x1 = x
2
0x1 and
x1x
2
0x1 =
x40x1〉. (3)
The subgroups of PLo(R) exhibit further surprises. In [Tho74], R. J. Thompson
represents the group F by PL-homeomorphisms with supports in the unit interval
[0, 1]; as discovered by him and, independently, by P. Freyd and A. Heller, it can
also be realized by PL-homeomorphisms with supports in the half line [0,∞[ or
with supports in the real line. 1
Layout of the memoir
The groups F and G have explicit finite presentations with generating sets made
up of concretely given PL-homeomorphisms. In addition, they have definitions
that might be called local: the group F consists of all PL-homeomorphisms with
supports in the unit interval I = [0, 1], slopes in the multiplicative group P gen-
erated by 2 and breaks in the Z[P ]-submodule Z[1/2] of the additive group of
R, while G is made up of all PL-homeomorphisms with supports in the half line
I = [0,∞[, slopes in P = gp(2) and breaks in A = Z[1/2].
These local definitions of F and of G form the starting point of the Bieri-
Strebel memoir [BS85a]. Similarly to what M. G. Brin and C. C. Squier propose
on page 490 of [BS85b], the authors consider subgroups of PLo(R), depending on
three parameters I, A and P , where I ⊆ R is a closed interval, P is a subgroup of
the multiplicative group of the positive reals R×>0 and A is a Z[P ]-submodule of
the additive group Radd. To every such triple they attach the subset
G(I;A,P ) = {g ∈ PLo(R) | g has support in I, slopes in P , breaks in A}.
This subset is closed under composition of functions and under passage to the
inverse 2 and G(I;A,P ) equipped with this composition is a group which, by abuse
of notation, will again be denoted by G(I;A,P ). In order to avoid trivialities, the
authors require, in addition, that I have positive length, that P 6= {1} and that
A 6= {0}. These non-triviality assumptions imply that A is a dense subgroup of R.
1see the First Canonical Representation and the Second Canonical Representation, defined
on pages 100 and 102 in [FH93].
2If I = R this holds only if one requires, in addition, that the PL-homeomorphisms maps A
onto itself. I shall impose this condition from now on.
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Themes
The group F has many striking properties; the following five are chosen by R.
Bieri and R. Strebel as themes of their memoir:
(i) F is dense in the space of all orientation preserving homeomorphisms of the
compact interval [0, 1], 3
(ii) its derived group is simple,
(iii) F is finitely generated,
(iv) F admits a finite presentation, and
(v) F is isomorphic to subgroups of PLo(R) with supports in [0,∞[ .
Analogues of some of these properties hold in great generality, analogues of others
only in rather restricted settings. In the sequel, I briefly comment on the findings
obtained in [BS85a] and reproduced in the main part of this monograph.
Construction of PL-homeomorphisms
I begin with property (i). The fundamental question here is whether, given positive
numbers b, b′ in A, there exists a PL-homeomorphism g with slopes in P and breaks
in A such that g([0, b]) = [0, b′]. The answer involves a submodule of A that is
familiar from the Homology Theory of Groups, namely
IP ·A =
{
a ∈ A | ∃pj ∈ P and ∃aj ∈ A with a =
∑
j
(pj − 1) · aj
}
. (4)
In view of the non-triviality hypothesis, this submodule is dense in R.
The answer now reads like this (see Theorem A4.1):
Theorem 1 A PL-homeomorphism with the stated properties exists if, and only
if, b′ − b ∈ IP ·A.
It follows, first of all, that property (i) extends to all groups G(I;P,A) with
I a compact interval (see Corollary A5.8). Other consequences hold for groups
with intervals I distinct from R, in particular the following ones (see Corollary
A5.6): every orbit Ω of G = G(I;A,P ) that is contained in the intersection of A
and the interior int(I) of I has the form (a + IP · A) ∩ int(I) and it is dense in
int(I). In addition, the group G acts transitively on the collection of all ordered
lists a1 < a2 < · · · < aℓ with elements ai in Ω. (Here ℓ is a positive integer.) This
addendum will be a key to the answer to item (ii).
3with respect to the L∞-norm
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Simplicity of the derived group
In the preceding section, a property of the groups G(I;A,P ) has been stated that
holds for all choices of the parameters A, P and which can be formulated in terms
of the group P , the module A, and the closely related submodule IP · A. In this
section, I explain how property (ii) can be rephrased in such a way that it holds
for all groups of the form G(I;A,P ).
The derived group of Thompson’s group F coincides with the subgroupB made
up of the elements that are the identity near 0 and near 1. For every choice of I,
A and P , the group G(I;P,A) contains an analogously defined subgroup, namely:
B(I;P,A) = {g ∈ G(I;A,P ) | g is the identity near the endpoints of I}. (5)
If I is the line or a half line, the stated requirement for g is to be interpreted
suitably; see section 2.3 for a precise formulation.
The group G(I;A,P ) can be viewed as a permutation group of the linearly
ordered set R and the same is true for its subgroups. The facts enunciated in the
paragraph following Theorem 1 imply that the normal subgroup B(I;P,A) acts
doubly transitively on its orbits Ω in A∩ int(I); more precisely, it acts transitively
on the subset of all ordered pairs {a1, a2} ∈ Ω2 with a1 < a2. Since each orbit
is dense in I, the action of B(I;P,A) on an orbit is faithful; a theorem of G.
Higman’s thus allows one to infer that the derived group of B = B(I;A,P ) is
non-abelian and simple. (For more information, see section 10.2).
The quotient group G/B can be expressed in terms of the parameters A and
P : if I is a compact interval with endpoints in A it is abelian and isomorphic
to P × P ; if I is the real line R or the half line [0,∞[ it is metabelian, but not
abelian (a fuller description is given by Corollary A5.5). It follows, in particular,
that G(I;A,P ) is an extension of a simple group by the soluble group G/B′.
In order to arrive at a more detailed description of the group G/B′ one has
to determine the abelianization Bab of B and the action of G/B on Bab. These
topics are investigated in Section 12. A first finding is that the isomorphism type
of B does not depend on the interval I (see Proposition C10.1). In the analysis
of Bab one can therefore assume that I = [0,∞[ whence G = G(I;A,P ) has an
explicitly known presentation; for details see section 14.1.
The results obtained in Section 12 can be summarized as follows: by Proposi-
tion C12.7 the abelian group Bab is the middle term of a right exact sequence
L¯→ Bab µ¯−→ K(A,P )→ 0. (6)
The group K(A,P ) is studied in section 12.3. By Proposition C12.10, it is trivial
if, and only if, A = IP ·A; it is finitely generated if, and only if, either A = IP ·A,
or A/(IP · A) is finite and P is a finitely generated group. Moreover, if K(A,P )
is finitely generated it is free abelian of rank rkP · (card(A/(IP · A))− 1).
The group L¯ can be described in terms of homology groups; in some cases, this
description allows one to deduce that L¯ is reduced to 0. Section 12.3c has some
details on this matter.
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Finiteness properties
I come now to a third topic treated in the memoir, finiteness properties of the
groups G(I;A,P ). Actually only the properties of finite generation, of finite gen-
eration of the abelianized group and of finite presentation are studied.
Finite Generation
I begin with a remark. One of the peculiarities of the Bieri-Strebel memoir is
the fact that the influence of the interval I on the groups G(I;A,P ) and on
their subgroups is studied systematically. For some questions, this influence is
small: one knows, for instance, that the subgroup B(I;A,P ) is isomorphic to
B(R;A,P ) for every interval I (with non-empty interior; see Proposition C10.1).
In addition, the isomorphism type of the groups G([0, b];A,P ) does not depend
on b ∈ A>0 whenever P is cyclic (Theorem E16.7). For other questions, however,
the answers depend strongly on the type of interval. This is the case for the
determination of isomorphisms and automorphism groups, a topic discussed later
on in this Preface, but also for the problems of finding out when a group G(I;A,P )
is finitely generated or when it admits a finite presentation.
The question of finite generation is the subject matter of Chapter B; here
the interval I plays a crucial rôle. Suppose first that I is either the line or the
half line [0,∞[ . Then the ordered pair (A,P ) for which the group G(I;A,P ) is
finitely generated can be characterized in a simple manner. Indeed, by combining
Theorems B7.1 and B8.2 one arrives at
Theorem 2 Let I be one of the intervals R or [0,∞[ . Then G(I;A,P ) is finitely
generated if, and only if,
(i) P is a finitely generated group,
(ii) A is a finitely generated Z[P ]-module, and
(iii) the quotient module A/(IP · A) is finite or I = R.
The proof depends on a result of Brin and Squier, according to which the
groups G(R;A,P ) and G([0,∞[ ;A,P ) admit convenient (infinite) presentations
whose generators are PL-homeomorphisms with at most one break (see [BS85b,
Corollary 2.8]).
No similar result is known for compact intervals I = [0, b] with b ∈ A>0. Con-
ditions (i) through (iii) listed in Theorem 2 are still necessary for finite generation
(see Proposition B6.1), but they may no longer be sufficient. To date, the finite
generation property seems to have been established only for the following special
choices of A and P :
(e) P is generated by positive integers p1, . . . , pk and A = Z[1/(p1 · · · pk)] (K.
S. Brown (unpublished), cf. [Ste92, Thm. 2.5], or Corollary B9.10);
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(f) P = gp(u) and A = Z[u, u−1] with u an algebraic integer of the form u =
(
√
n2 + 4 − n)/2 and n a positive integer (S. Cleary [Cle95] and [Cle00,
Section 4]).
In addition, a general fact is known: whether or not a group G([0, b];A,P ) is
finitely generated does not depend on b ∈ A>0 (see Lemma B9.1). (Groups with
distinct parameters b1, b2 may not be isomorphic; see Corollary E17.6).
Finite generation of the abelianized group
In the memoir, the abelianization of the groups G = G(I;A,P ) is only studied for
intervals that are bounded from below or from above, but not on both sides, in
particular for I = [0,∞[ . The following facts induced the authors to concentrate
on this special case: the isomorphism type of B = B(I;A,P ) does not depend on
I (Proposition C10.1), the study of Bab is relevant for the question whether B is
simple, the extension B ⊳ G ։ G/B and methods from the Homology Theory of
Groups allow one to relate the abelianizations of B, G and G/B, and last, but not
least, G([0,∞[ ;A,P ) has a very convenient, infinite presentation.
In section 12.1, this presentation is used to obtain a description of the abelian-
ization of G = G([0,∞[ ;A,P ) in terms of P and the abelian group A/(IP · A)
(see Proposition C12.1 and its proof). The cited proposition allows one then to
obtain a criterion for the finite generation of Gab:
Corollary 3 (Corollary C12.2) If I is a half line, the abelianization of G =
G(I;A,P ) is finitely generated if, and only if, P is finitely generated and and
IP · A has finite index in A. If Gab is finitely generated, it is free abelian of rank
rkP · (1 + cardA/(IP · A))
if the end point of I lies in A, and otherwise of rank rkP · (cardA/(IP ·A)).
Finite presentation
Chapter D of the Bieri-Strebel memoir addresses the question whether a group of
the form G(I;A,P ) admits a finite presentation. The obtained results are far less
general than Theorem 2; but, again, they are more satisfactory for the line or a
half line than for compact intervals.
A first general insight is provided by the next proposition; it is an immediate
consequence of Propositions D13.3 and D14.1.
Proposition 4 Suppose I = R or I = [0,∞[ . If G(I;A,P ) admits a finite
presentation so does the metabelian group Aff(A,P )
∼−→ A⋊ P .
As is well-known, a finitely generated metabelian group of the form A ⋊ P need
not admit a finite presentation (see, e.g., [BS80] or [Str84]). The above proposition
thus implies that many groups of the formG(R;A,P ) orG([0,∞[ ;A,P ) are finitely
generated, but infinitely related, for instance the group G(R;Z[1/6], gp(3/2)).
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No analogue of Proposition 4 is known for the interval I = [0, b]; indeed, it
seems that every group of the form G([0, b];A,P ) that has been shown to be
finitely generated is actually finitely presented and of type FP∞.
Now to some examples of groups of the form G(I;A,P ) that have been proved
to admit a finite presentation. Their list is quite short; in displaying it, I denote
by gp(X ) the group generated by the set X .
(a) I = R, P freely generated by a finite set of integers pj ≥ 2 and A = Z[P ]
(Proposition D13.7 and example 1 in section 13.3c; the cited proposition yields
actually some further examples);
(b) I = [0,∞[, P = gp(p) with p ≥ 2 an integer and A = Z[1/p] ([BS85b, §2]);
(c) I = [0,∞[, P = gp(p1, . . . , pk) with each pj a positive integer and A = Z[P ]
(Theorem D14.2);
(d) I = [0, b] with b ∈ A, and P = gp(p) with p > 1 an integer, and A = Z[1/p]
([Bro87, Theorem 4.17] or Proposition D15.10);
(e) I = [0, b] with b ∈ A, P = gp(p1, . . . , pk) with each pj a positive integer and
A = Z[P ] (K. S. Brown (unpublished); cf. [Ste92, Theorem 2.5]);
(f) I = [0, b] with b ∈ A = Z[u, u−1], P = gp(u) where u is the algebraic integer
(
√
n2 + 4−n)/2 with n a positive integer (see [Cle95] and [Cle00, Section 4]).
Notice that every module A figuring in the above list is cyclic and is actually the
module underlying the subring Z[P ], and that the group P is always generated by
rational numbers, except in case (f).
Isomorphisms and automorphisms
Isomorphisms and automorphisms are topics for which very satisfactory results are
known; Chapter E focusses on them. All isomorphisms are induced by conjugation
by homeomorphisms.
These homeomorphisms are obtained by two methods. In the first one, the
homeomorphism ϕ : int(I)
∼−→ int(I¯) is the result of an explicit construction. In
the simplest case, ϕ is (the restriction of) an affine map t 7→ s · t+ b. Translations
allow one to see that, for every a ∈ A, the group G([0,∞[ ;A,P ) is isomorphic
to G([a,∞[ ;A,P ) and G([0, b];A,P ) is isomorphic to G([a, a + b];A,P ). The
homothety α : t 7→ s · t with s > 0 implies that G([0,∞[ ;A,P ) is isomorphic
to G([0,∞[ ; s ·A,P ) and that G([0, b];A,P ) is isomorphic to G([0, s · b]; s ·A,P ).
Farther reaching are the effects of PL-homeomorphisms with infinitely many breaks
that do not accumulate in the interior of I. With the help of such homeomorphisms
one can show that the isomorphism type of B(I;A,P ) does not depend on the
interval I (see Proposition C10.1), and that the isomorphism type of G([0, b];A,P )
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with b ∈ A and P cyclic does not depend on b (see Theorem E16.7). A further
application will be discussed on page xi below.
The second route leading to homeomorphisms ϕ makes use of the proof of the
Main Theorem in S. H. McCleary’s paper [McC78] and of transitivity properties
of the subgroup B(I;A,P ) (established in Section 5). This route is detailed in
sections 16.1 through 16.3 and culminates in
Theorem 5 (Theorem E16.4) Assume G is a subgroup of G(I;A,P ) containing
the derived group B′ of B = B(I;A,P ) and that G¯ is a subgroup of G(I¯ ; A¯, P¯ ) with
the analogous property. If α : G
∼−→ G¯ is an isomorphism of groups there exists a
unique homeomorphism ϕ : int(I)
∼−→ int(I¯) that induces α by conjugation; more
precisely, the equation
α(g)↾ int(I¯) = ϕ ◦ (g↾ int(I)) ◦ ϕ−1 (7)
holds for every g ∈ G. In addition, ϕ maps A ∩ int(I) onto A¯ ∩ int(I¯).
Remark 6 Theorem 5 is deduced from Theorem E16.3, a result in the spirit of
the Main Theorem 4 of [McC78]; Theorem E16.3 deals with certain orientation
preserving permutation groups of an open interval J ⊆ R. As pointed out on
page 15 of [MR05], the proof of Theorem E16.3 can be adjusted so as to yield a
sharpening of the Main Theorem 4 of [McC78]. In the more recent paper [MR05],
S. McCleary and M. Rubin generalize this sharpened result further; see Theorem
4.1 in [MR05].
Theorem 5 has many consequences; some of them will be mentioned in this
Preface. A first one deals with the subgroup B(I;A,P ). This group is normal
in G(I;A,P ). Theorem E16.4 now implies that B is mapped onto itself by every
automorphism of a subgroup G of G(I;A,P ) that contains B; so B is a character-
istic subgroup of every subgroup G ⊃ B (for more details, see Corollary E16.5).
One of the main problems studied in Chapter E is whether or not the homeo-
morphisms ϕ : int(I)
∼−→ int(I¯) are piecewise linear, possibly with infinitely many
breaks. The answers are simpler and more uniform when P is not cyclic and hence
a dense subgroup of R×>0. I begin therefore by reporting on this case.
Case 1: P is not cyclic
The basic result here is
Theorem 7 (Theorem E17.1) Suppose G is a subgroup of G(I;A,P ) that con-
tains the derived group of B(I;A,P ) and G¯ is a subgroup of G(I¯ ; A¯, P¯ ) with the
analogous property. Assume G and G¯ are isomorphic and let ϕ : int(I)
∼−→ int(I¯)
be a homeomorphism inducing an isomorphism α : G
∼−→ G¯. If P is not cyclic the
following statements hold:
(i) P¯ = P ;
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(ii) there exists a non-zero real s such that A¯ = s · A and ϕ is a PL-homeomor-
phism with slopes in the coset s · P , breaks in A and its set of breaks is a
discrete subset of int(I).
In the preceding theorem, G is allowed to be B(I;A,P ) and similarly for G¯.
Then the PL-homeomorphism ϕ can well have infinitely many breaks. If G is all
of G(I;A,P ) sharper conclusions can be drawn:
Supplement 8 (Supplement E17.3) Assume that P is not cyclic and that α is
an isomorphism of G(I;A,P ) onto a subgroup G¯ of G(I¯; A¯, P¯ ) that contains the
derived group of B(I¯ ; A¯, P¯ ). Let ϕ : int(I)
∼−→ int(I¯) be the unique homeomor-
phism inducing α. Assume, furthermore, that I is the line R or a half line [a,∞[
with a ∈ A or a compact interval with endpoints in A, and that the intervals Iand
I¯ are similar.
Then ϕ is a finitary PL-homeomorphism and G¯ = G(I¯; A¯, P¯ ).
This supplement allows one to work out the automorphism group of G =
G(I;A,P ). The result involves a homomorphism η which is obtained as follows:
by part (ii) in Theorem 7, every automorphism α of G gives rise to a well-defined
coset s · P of R×>0 /P . Since s · A = A, multiplication by s is an automorphism of
A. These automorphisms of A form the group
Aut(A) = {s ∈ R× | s ·A = A}. (8)
The assignment α 7→ ϕ 7→ s · P then gives rise to the homomorphism of groups
η : AutG→ Aut(A)/P. (9)
The automorphism group AutG of the groupG = G(I;A,P ) can now be described
like this:
Corollary 9 (Corollary E17.7) Set G = G(I;A,P ). The kernel of η is the
subgroup InnG of inner automorphisms of G; its image depends on I: for I = R it
is Aut(A)/P , for I the half line [0,∞[ it is Auto(A)/P where Auto(A) = Aut(A)∩
R×>0; if, finally, I = [0, b] with b ∈ A, the image of η depends on b and is
Qb/P with Qb = {s ∈ Aut(A) | (|s| − 1) · b ∈ IP · A} . (10)
The answer given by Corollary 9 is very satisfactory. To see this, assume first
that A 6= {0} is a subgroup of Radd for which the group
Auto(A) = {s ∈ R×>0 | s · A = A} (11)
is not cyclic. If I = R, the outer automorphism group of G = G(I;A,Auto(A))
is of order 2 and AutG consists of the inner automorphisms of G and of the
compositions of inner automorphisms with the the automorphism induced by the
reflection t 7→ −t. The situation is similar if I = [0, b] with b ∈ A: then InnG has
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again index 2 in AutG and the automorphism by conjugation by the reflection
t 7→ b − t represents the coset AutG r InnG. If, finally, I is a half line with
endpoint in A, then AutG = InnG and the group G(I;A; Auto(A)) is complete.
The assumptions that P is all of Auto(A) and that it is not cyclic hold, in
particular, for PLo(R) = G(R;R,R×>0), a group considered in Corollary 31 of
[McC78]. Corollary 9 thus puts McCleary’s result into a larger context.
There is a second aspect of Corollary 9 that deserves mention, namely the
fact that, given parameters I, A and P as in the corollary, AutG(I;A,P ) has a
subgroup AutoG(I;A,P ) of index at most 2, which is a subgroup of the group
G(I;A,Auto(A)). Here AutoG(I;A,P ) denotes the subgroup of increasing au-
tomorphisms, the automorphisms induced by orientation preserving auto-homeo-
morphisms. Some consequences of this fact are spelled out by Corollary E17.8.
Supplement E17.3 allows one also to determine when two intervals [0, b1] and
[0, b2] lead to isomorphic groups. The answer depends once more on the automor-
phism group of A, more precisely on its index 2 subgroup Auto(A).
Proposition 10 (Corollary E17.6) Assume P is not cyclic and b1, b2 are
positive elements of A. Then the groups G([0, b1];A,P ) and G([0, b2];A,P ) are
isomorphic if, and only if, b1 + IP · A and b2 + IP · A lie in the same orbit of
Auto(A)/P .
Case 2: P is cyclic and I is unbounded
If P is cyclic, the homeomorphisms ϕ : int(I)
∼−→ int(I¯) inducing isomorphisms
α : G
∼−→ G¯ are more diverse than those arising for non-cyclic groups P . First
of all, ϕ can be an infinitary PL-homeomorphism even in the case of the groups
G = G([0, b];A,P ) and G¯ = G([0, b¯]; A¯, P¯ ) (see Theorem E16.7). Secondly, there
exist embeddings
G([0, b];A,P )֌ G([0,∞[ ;A,P )֌ G(R;A,P ),
induced by infinitary PL-homeomorphisms, that map the corresponding subgroups
of bounded homeomorphisms isomorphically onto each other (see section 18.2).
In spite of these facts, isomorphisms α : G(I;A,P )
∼−→ G(I¯ ; A¯, P¯ ) where I is
the line or a half line are still fairly manageable. Indeed, most of the conclusions
of Theorem 7 and Supplement 8 continue to be valid:
Theorem 11 Set G = G(I;A,P ), G¯ = G(I¯ ; A¯, P¯ ) and assume there exists an
isomorphism α : G
∼−→ G¯. If I and I¯ are both the line R or both the half line
[0,∞[ the following assertions hold:
(i) P¯ = P ;
(ii) there exist a non-zero real s and a unique PL-homeomorphism ϕ : int I
∼−→
int(I¯) so that A¯ = s · A, that α is induced by conjugation by ϕ and ϕ has
slopes in the coset s · P .
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(iii) If I = R then ϕ has only finitely many singularities; if I = [0,∞] its singu-
larities may be infinite in number, but they can only accumulate in 0.
Theorem 11 allows one to work out the automorphism group of G(I;A,P )
with I a line or half line. If I = R, the automorphism group is as described by
Corollary 9: it is an extension of G(R;A,P ) by the abelian group Aut(A)/P (see
section 19.2a). If I is a half line, the automorphism group of G = G(I;A,P ) is
more complicated on account of the fact that the PL-homeomorphisms inducing
automorphisms of G may have infinitely many singularities that accumulate in 0.
All the same, the outer automorphism group of G admits of a concrete description;
details can be found in section 19.2b (see, in particular, Proposition E19.4).
Case 3: P is cyclic and I is compact
We are left with the case where P is cyclic and I is a compact interval, say I = [0, b]
with b ∈ A. The methods developed in the memoir [BS85a] are then not suffi-
ciently powerful to determine the automorphism group of G([0, b];A,P ); in par-
ticular, they give no answer to the question whether every auto-homeomorphism
ϕ : ]0, b[
∼−→ ]0, b[ inducing an automorphism of G([0, b];A,P ) is necessarily piece-
wise linear. They permit one, however, to solve some easier problems.
Dependence on b.
If P is cyclic all groups in the family
{G([0, b];A,P ) | b ∈ A∩ ]0,∞[ }
are isomorphic to each other (see Theorem E16.7; the proof relies on the con-
struction of infinitary PL-homeomorphisms). This finding is in contrast with the
situation holding for groups with non-cyclic P (see Proposition 10).
Replacing, if need be, the given submodule A by a multiple s ·A with s ∈ R>0,
one can thus reduce to the case where 1 ∈ A; in principle, it suffices therefore to
consider the unit interval [0, 1].
Isomorphisms between subgroups containing B.
A surprising consequence of Supplement 8 is this: an injective endomorphism µ of
the group G(I;A,P ) is bijective whenever its image contains the derived group of
B = B(I;A,P ) and P is not cyclic. The analogous statement for cyclic P is false.
Indeed, for every integer m ≥ 1 there exists an infinitary PL-homeomorphism
ϕm : ]0, b[
∼−→ ]0, b[ which induces a monomorphism µm : G = G([0, b];A,P ) ֌ G
whose image has index m; the image consists of all PL-homeomorphisms in G
whose leftmost slope is a power of pm; here p denotes the generator of P with
p > 1. Similarly, there exists for every n ≥ 1 an infinitary PL-homeomorphism
ψn : ]0, b]
∼−→ ]0, b[ which induces a monomorphism νn : G = G([0, b];A,P ) ֌
G with image of index n that consists of all PL-homeomorphisms in G whose
rightmost slope is a power of pn; see section 18.5.
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The compositions νn ◦ µm : G֌ G have images with index m · n that contain
the bounded subgroup B = B([0, b];A,P ). They permit one to work out when
two subgroups of G([0, b];A,P ) with finite indices and containing B([0, b];A,P )
are isomorphic; see Theorem E18.13. It follows, in particular, that a subgroup of
finite index and containing B is isomorphic to G([0, b];A,P ) if, and only if, it is
the image of one of the monomorphisms νn ◦ µm : G֌ G.
Remark 12 If I = [0, 1], A = Z[1/2] and P = gp(2) the group G(I;A,P ) is
(isomorphic to) Thompson’s group F and each of its subgroups with finite index
contains B, for B = F ′ is an infinite, minimal normal subgroup. The results
reported in the previous section provide therefore a classification of the subgroups
of F with finite index. 4
Automorphism group of G([0, b];A,P ).
I come, finally, to the identification of the automorphisms of G = G([0, b];A,P ).
A basic question here is whether an auto-homeomorphism ϕ of the open interval
]0, b[ is piecewise linear if it induces an automorphism of G. As a preliminary step
towards an answer, Bieri and Strebel introduce the subgroup
AutPLG = {α ∈ AutG | α is induced by a PL-homeomorphism ϕ} (12)
and describe the subgroup AutPLG/ Inn(G) of the outer automorphism group of
G (see Proposition E19.8). This subgroup contains a copy of the group G and
is thus far from being abelian, in contrast to the outer automorphism group of a
group with non-cyclic group P considered in Corollary 9.
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Introduction
1 Background
This paper has its roots in investigations carried out in various areas of mathe-
matics: work of R. J. Thompson on logic and his discovery of two infinite simple
groups with finite presentations; next research of J. Dydak, P. Freyd, R. Geoghe-
gan, H. M. Hastings and A. Heller on unpointed homotopy idempotents 5 and
the subsequent study of K. S. Brown and R. Geoghegan of infinite dimensional,
torsion-free groups with type FP∞. Thirdly the result of G. Higman that a group
of order preserving, bounded permutations of a totally ordered set Ω has a derived
group which is simple and not reduced to the identity, whenever the group acts
2-fold transitively on Ω, and a similar result of D. B. A. Epstein about the group
of homeomorphisms with bounded support of a connected manifold. Fourthly, the
result, due to S. H. McCleary, that under suitable hypotheses each group isomor-
phism α : G
∼−→ G¯ of two ordered permutation groups is induced by conjugation
by a homeomorphism ϕ : Ω
∼−→ Ω¯ of the underlying totally ordered sets, and sim-
ilar theorems, due to J. V. Whittaker in the case of manifolds and to C. Holland
in the case of lattice-ordered permutation groups. Finally, the discovery, made
recently by M. G. Brin and C. C. Squier, that the group of (finitary) piecewise
linear homeomorphisms of the real line has no non-abelian free subgroups and the
introduction of generalized Thompson groups by these authors.
1.1 Richard Thompson’s discovery
In 1965, R. J. Thompson discovered that the 2-generator 2-relator group〈
x0, x1 | x
−1
1 x
−1
0 x1 =
x−20 x1,
x−11 x
−2
0 x1 =
x−30 x1
〉
(1.1)
has some surprising properties. Firstly, it has an intriguing infinite presentation〈
x0, x1, x2, . . . | x−1i xjxi = xj+1 for all i < j
〉
(1.2)
(see [CFP96], Example 1.1 and Theorem 3.4). 6
Next, Thompson observed that each element of (1.2) can be written in a special
form, namely
xi1xi2 · · ·xik · x−1jℓ · · ·x−1j2 x−1j1 (1.3)
5see [Geo08, Section 9.2] for a summary of this research.
6We shall stick to the usual convention of analysts for composing functions and accordingly
use left actions throughout; in particular, ab is short for aba−1.The authors of [CFP96] follow
the convention of analysts for composing functions, but use right action for conjugation.
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with i1 ≤ i2 ≤ · · · ≤ ik and j1 ≤ j2 ≤ · · · ≤ jℓ and ik 6= jℓ.
The group, given by the presentation (1.1), can be realized by PL-homeo-
morphisms, i.e., by piecewise affine homeomorphisms, of the unit interval. Indeed,
sending x0, x1 to the affine interpolations f0, f1 of the assignments depicted below,
gives such a realization (see [CFP96, Thm. 3.4]).
0 1
2
3
4
1
0 1
4
1
2
1
1
2
1 2x0 7−→ f0 =
0 1
2
3
4
7
8
1
0 1
2
5
8
3
4
1
1 1
2
1 2x1 7−→ f1 =
(1.4)
Thompson concluded that (1.1) defines a torsion-free, non-abelian group F and
that the realization is faithful. He proceeded to deduce from the semi-normal
form (1.3) that every proper homomorphic image of F is abelian or, to put it
differently, that the derived group F ′ of F is the unique minimal normal subgroup
6= {1} of F . He used this fact to establish that the group given by the presentation
T = 〈x0, x1, c1 | R〉 is simple if R is the following set of relations
x−11 x
−1
0 x1 =
x−20 x1,
x−11 x
−2
0 x1 =
x−30 x1, c1 = x1c2, c2x2 = x1c3, c1x0 = c
2
2, c
3
1 = 1.
Here x2, c2 and c3 are short for
x−10 x1, x
−1
0 c1x1 and x
−2
0 c1x
2
1, respectively (see
Theorem 5.8 and Corollary 5.9 in [CFP96] ). To ascertain that T is a supergroup of
G, Thompson gave a realization of T by PL-homeomorphisms of the circle R /Z,
associating to x0, x1 the homeomorphisms obtained from f0, f1 by identifying
the endpoints of [0, 1], and to c1 the PL-homeomorphism of R /Z induced by the
infinitary PL-homeomorphism depicted below (see [CFP96, Ex. 5.1])
−
1
2
−
1
4
0 1
2
3
4
1 3
2
7
4
2
−
1
2
−
1
4
0 1
2
3
4
1 3
2
7
4
2
1
2
2 1 1
2
2 1 1
2
2
1.1a Remarks on the history of Thompson’s discovery
The history of Thompson’s discovery is recounted on pages 475 and 476 of [MT73].
In translating the definitions from [MT73] and [Tho74] to the present set-up, it
must be borne in mind that in both papers right composition of homeomorphisms
is used. The group F is called P in both [MT73] and [Tho74] with generators
denoted D, E in [MT73] and D, R in [Tho74]. The group T is denoted by C
in section Part Two of [Tho74]; it is not mentioned in [MT73], where a larger
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group C′ is described in its stead. The group C′ occurs in Part Four of [Tho74]
under the name V , and is Thompson’s second finitely presented, simple group; it
is isomorphic to the automorphism group called G2,1 in [Hig74, Section 8]. The
group C′ can be realized by homeomorphisms of the Cantor set.
1.1b Rediscovery by homotopy theorists
The presentation (1.2) has been rediscovered by homotopy theorists, notably by J.
Dydak, P. Freyd, A. Heller, and H. Hastings, when studying unpointed homotopy
idempotents. Their interest in the group F was prompted by the fact that it
admits an (actually injective) endomorphism ψ, taking xi to xi+1 and satisfying
ψ2(g) = x−10 ψ(g)x0 for g ∈ G, and that the triple (F, ψ, x0) is universal among all
triples (H,ϕ, y), where ϕ is an endomorphism of H satisfying ϕ2(h) = ϕ(h)y for
h ∈ H (see, e.g., [DS78, p. 82 ff], [FH79, pp. 26–30] or [Geo08, 9.2]). In the course
of their investigations, the topologists rediscovered the semi-normal form (1.3) and
found a free abelian subgroup of infinite rank; this latter fact implies that F is
a torsion-free group of infinite cohomological dimension. Later, K. S. Brown and
R. Geoghegan, building on results about unpointed homotopy idempotents, were
able to show that Z admits a ZF -free resolution F∗ ։ Z with F0 = ZG and F1,
F2, . . . free ZF -modules of rank 2 ([BG84, Section 6]). This revealed that F is
a torsion-free, infinite dimensional group of type FP∞, the first known example
of this kind. Moreover, in [BG85] the same authors verified that the cohomology
groups Hj(F,ZF ) are trivial in all dimensions. They noticed also that F ′ is not
merely a minimal normal subgroup of G, but actually simple.
1.1c Local description of the groups of Thompson
A further result of Thompson’s lay dormant for quite a while: stated in terms of the
realization (1.4) it asserts that the image of F in the group of PL-homeomorphisms
is as large as could be hoped for: it is the group of all PL-homeomorphisms f of
R which satisfy the following conditions:
the support of f is contained in ]0, 1[, (1.5)
the slopes of f are powers of 2, and (1.6)
the singularities of f lie the subring Z[1/2] of Q . (1.7)
(This is what the proof given on pp. 476–477 in [MT73] amounts to in the present
setup; see also the proof of Theorem 1.4 in [Tho80].)
The stated fact is crucial for the further work of K. S. Brown and R. Geoghegan
on groups of type FP∞. It is related to the discovery of W. P. Thurston that the
group T maps under the given realization isomorphically onto the group of all
PL-homeomorphisms of the circle R /Z satisfying (1.6) and (1.7).
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1.2 Starting point of our article
The discovery that the group F can be described by properties (1.5), (1.6) and (1.7)
is the starting point of the present memoir. It suggests to view F , and similarly
defined groups, as ordered permutation groups and to bring results about such
groups to bear on the case at hand. As a sample, take the afore-mentioned fact that
F ′ is simple. A theorem of G. Higman’s [Hig54] states that every group B which
acts 2-fold transitively on an infinite, totally ordered set Ω by order preserving
permutations has a derived group [B,B] that is non-abelian and simple, provided
it consists of permutations with bounded support. With the help of G. Higman’s
theorem the fact that F ′ is simple can be explained as follows. Let B denote the
subgroup consisting of those homeomorphisms in F which have slope 1 near the
endpoints 0 and 1. Then the derived group F ′ equals B and all amounts to prove
that B/B′ is trivial and that B has an orbit which is dense in the open interval
]0, 1[ and on which B acts 2-fold transitively.
There is a second topic which the theory of ordered permutations groups has
much to say about, namely the existence of isomorphisms and automorphisms.
The key idea is this: if H is a group of homeomorphisms of R and if ϕ : R ∼−→ R
is a homeomorphism, conjugation by ϕ induces an isomorphism ϕ∗ : H
∼−→ ϕH .
Similarly, if N denotes the normalizer of H in the group of all homeomorphisms of
R, conjugation induces a homomorphism ϑ : N → AutH . Under suitable hypothe-
ses converse statements hold: every isomorphism α : H
∼−→ H1 is induced by a
unique homeomorphism ϕ and ϑ is an isomorphism of groups. Results of this type
are due to S. H. McCleary for ordered permutation groups [McC78]; previously
analogous results have been proved for homeomorphism groups of manifolds by J.
V. Whittaker [Whi63] and for lattice-ordered permutation groups by C. Holland
[Hol65]. Using ideas of [McC78] we shall find, in particular, that the group of outer
automorphisms AutF/ InnF of Thompson’s group F , defined by (1.1), contains
the direct square T × T of two copies of his simple group T .
2 Outline of our investigation
In [BS85b] various classes of subgroups of the group PLo(R) of order preserving
finitary PL-homeomorphisms of the real line R are considered. We shall deal with
a similarly defined collection of groups.
2.1 Definition of the group G(I;A,P )
The subgroups of PLo(R) that we shall study will be singled out by restricting
the support, the slopes and the singularities of their elements. Specifically, let I
be a closed interval of the real line, P a subgroup of the multiplicative group R×>0
of the positive reals, and A a subgroup of the additive group of R that is stable
under multiplication by the elements of P ; put differently, A is required to be a
Z[P ]-submodule of the additive group of R, the action being the canonical one.
Consider now the set of all finitary PL-homeomorphisms f : R ∼−→ R which satisfy
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the three requirements:
f has support in I and maps A onto itself; (2.1)
the slopes of f are elements of P , and (2.2)
the singularities of f lie in A. (2.3)
This set is closed under composition of functions, contains the identity and the
inverses of its elements; it thus gives rise to a group that we denote by G(I;A,P ).
In order to avoid that G(I;A,P ) is reduced to the identity we shall always impose
the following non-triviality restrictions on the triple (I, A, P ):
the interior of I is non-empty, and A as well as P are non-trivial. (2.4)
Note that requirement (2.4) implies that A, and each of its non-trivial Z[P ]-
submodules, contain arbitrarily small positive numbers whence they are dense
subgroups of the real line R.
We shall investigate five aspects of the groups G = G(I;A,P ):
(A) the G-orbits Ω in A and the multiple transitivity properties of G on its orbits;
(B) generating sets of G and the question whether G can be finitely generated;
(C) the abelianization of the subgroup B = B(I;A,P ) of bounded homeomor-
phisms and the simplicity of its derived group B′;
(D) presentations of G and the question whether G admits a finite presentation;
(E) isomorphisms of certain subgroups of groups G(I1;A1, P1) and G(I2;A2, P2),
and the automorphism groups of B(I;A,P ) and of G(I;A,P ).
2.2 The orbits of G(I;A,P ) in A
Fix I, A, P , and let G be short for G(I;A,P ). It is clear from requirement (2.1)
that the intersection A ∩ int(I) is stable under the action of G, but in general
G does not act transitively on this intersection. The reason for this failure is
easily explained: if a, a′, c and c′ are elements of A and f : [a, c] ∼−→ [a′, c′] is a
PL-homeomorphism with slopes in P and singularities in A, then f is the affine
interpolation of a sequence of the form
(b0, b
′
0) = (a, a
′), (b1, b′1), . . . , (bh, b
′
h) = (c, c
′).
So c′ − c = ∑i pi · (bi − bi−1) with each pi ∈ P , while a′ − a = ∑i bi − bi−1.
Consequently, the difference (c′ − c) − (a′ − a) is in the subgroup IP · A of A
generated by the elements of the form (p− 1) · a with p ∈ P and a ∈ A.
Actually, IP · A is a non-trivial ZP -submodule of A, hence dense in R; it is
familiar from the Homology Theory of Groups.
A first basic result, Theorem A4.1, claims that this condition on (c′−c)−(a′−a)
is also sufficient for the existence of a PL-homeomorphism f : [a, c]
∼−→ [a′, c′] with
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properties as stated in the above. It follows that each G-orbit in A ∩ int(I) is
the intersections of a coset IP · A + a with int(I), provided the elements of G
have a common fixed point, i.e., provided I 6= R. Next the stabilizer of a point
a ∈ int(I) is the product G(Iℓ;A,P ) ∩ G(Ir ;A,P ) where Iℓ = I ∩ (−∞, a] and
Ir = I ∩ [a,+∞[. The above description of the G-orbits allows one to deduce that
G acts ℓ-fold transitively on the G-orbits contained in A ∩ int(I) for every ℓ ≥ 1,
provided I 6= R or A = IP ·A (see Corollary A5.6).
Now to the orbits of G(I;A,P ) in int(I). If I = R they are the orbits of the
affine group
Aff(A,P ) = (t 7→ p · t+ a | a ∈ A and p ∈ P ); (2.5)
otherwise, they are the intersections of int(I) with the orbits of Aff(IP ·A,P ); see
Corollary A5.2.
2.3 The subgroup of bounded homeomorphisms B(I;A,P )
The space of orbits of G(I;A,P ) on A ∩ int(I) plays an unexpected rôle in the
abelianization of the subgroup of bounded homeomorphisms B(I;A,P ). This rôle
is explained by a homomorphism called ν; as a preamble to its definition, we briefly
discuss the homomorphisms λ and ρ. Both map the group G = G(I;A,P ) into
Aff(A,P ), the affine group with slopes in P and displacements in A.
For the definition of ρ, two cases will be distinguished depending on whether
sup I is a real c or +∞. In the first case, let σ+ : G→ R be the homomorphism that
associates to f the left derivative f ′(c−) of f in c and define ρ(f) to be the linear
map t 7→ σ+(f) · t; if sup I = +∞, define ρ(f) to be the affine transformation that
coincides with f near +∞. The homomorphisms σ− and λ are defined analogously
with regard to the left endpoint of the interval I or with regard to −∞.
We turn now to the subgroup B(I;A,P ) of the “bounded” homeomorphisms
in G(I;A,P ). It is, by definition, the kernel of the homomorphism
(λ, ρ) : G = G(I;A,P )→ Aff(A,P )×Aff(A,P ). (2.6)
The definitions of σ− and σ+ can be generalized as follows: if Ω is a G-orbit
in A ∩ int(I), define a function νΩ : G→ P by the formula
νΩ(f) =
∏
a∈Ω
f ′(a+)/f ′(a−), (2.7)
where f ′(a+) and f ′(a−) denote the right-hand and the left-hand derivatives of f
in a. As each f in G has only finitely many singularities, the product on the right
hand side of equation (2.7) makes sense; the chain rule then shows that each νΩ
is a homomorphism.
One can combine the various homomorphisms νΩ into a single homomorphism
ν, defined by
ν : G = G(I;A,P )→ Z[(A ∩ I)∼]⊗ P, f 7→
∑
Ω
Ω⊗ νΩ(f). (2.8)
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The existence of ν indicates that the group B(I;A,P ) may not be perfect. The
more detailed analysis of the restriction of ν to B(I;A,P ) is facilitated by two cir-
cumstances: the isomorphism type of B(I;A,P ) does not depend on I, it depends
only on A and P (see Proposition C10.1), and the groups
G = G([0,∞[ ;A,P ) and G1 = ker(σ− : G→ P )
admit very explicit infinite presentations. These presentations allow one to deduce
that the abelianization
νab : (G1)ab −→ Z [(A∩ ]0,∞[)∼]⊗ P
of ν is an isomorphism. Since G1 acts trivially on Bab = B([0,∞[ ;A,P )ab (by
Lemma C12.4) the extension of groups B ⊳ G1
ρ
։ G1/B gives rise to the exact
sequence of homology groups
H2(G1)
H2(ρ↾G1)−−−−−−→ H2(G1/B) d2−→ Bab −→ (G1)ab (ρ↾G1)ab−−−−−−→ (G1/B)ab → 1.
A closer look at ker(ρ ↾ G1)ab and cokerH2(ρ ↾ G1) leads to
Theorem 2.1 (see Theorem C12.14) If B(I;A,P ) is perfect then A = IP ·A.
Conversely, B(I;A,P ) is perfect if A = IP · A and H1(P,A) = 0 and if, in
addition, A has rank 1 or P contains a rational number p = n/d > 1 so that A is
divisible by n2 − d2.
Note that by Higman’s result (mentioned in section 1.2) and the multiple tran-
sitivity of B(I;A,P ) pointed out in section 2.2 imply that the derived group of
B(I;A,P ) is a torsion-free, non-abelian simple group.
2.4 Types of intervals
Two groups G(I1;A,P ) and G(I2;A,P ) with supports in distinct intervals may be
isomorphic. The precise classification into isomorphism types requires a good deal
of work that will be carried out in Chapter E. But by lumping together intervals
which produce isomorphic groups for rather obvious reasons one obtains already
a fairly good overview of the situation. The present section furnishes such an
overview.
Six types of intervals arise. The first type is made up of the single interval
I = R . (1)
Next, consider an unbounded, interval with one endpoint a. If a is in A, the
interval belongs to the type of
I = [0,∞[ (2)
All the groups with an unbounded interval but one endpoint in RrA are isomor-
phic to each other. As they are also isomorphic to the kernel of the homomorphism
σ− : G([0,∞[ ;A,P )→ P we introduce the open interval
I = ]0,∞[ with associated group ker (σ− : G([0,∞[ ;A,P )→ P ) . (3)
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For bounded intervals we distinguish three cases, according as to whether both
endpoints are in A, a single one of them is in A or none of them has this property.
The first of these types gives rise at this preliminary stage to the class of intervals
I = [0, b] with b a positive element of A. (4)
The groups with an interval of the second kind are all isomorphic to each other.
Since they are also isomorphic to the kernel of σ− : G([0, b0];A,P )→ P where b0
is a fixed positive element of A, we introduce the half open interval
I = ]0, b0] with associated group ker (σ− : G([0, b0];A,P )→ P ) . (5)
The group with an interval of the third kind coincide with the corresponding group
of bounded homeomorphism, and are isomorphic to each other. They lead to
I = ]0, b0[ with associated group B([0, b0];A,P ) (6)
2.5 Generating sets and presentations
As pointed out in Section 2 of [BS85b] groups corresponding to the intervals R
or [0,∞[ can be generated by very explicit and natural subsets. For the intervals
[0,∞[ and ]0,∞[ one can take the homeomorphisms g(a, p) with a single singularity
defined by
g(a, p)(t) =
{
t if t ≤ a,
p(t− a) + a if t > a.
Here a ∈ A varies over I and p ∈ P r {1}. For the interval I = R, one has to add
the elements with no singularity, i.e., the elements of the affine group Aff(A,P ).
To verify that these homeomorphisms generate the group in question, one proceeds
by a straightforward induction on the number of singularities.
The mentioned groups admit also very explicit and pleasant presentations in
terms of the given generators. For the interval [0,∞[ or ]0,∞[ the relations
g(a, p) ◦ g(a, p′) = g(a, p · p′),
g(a,p)g(a′, p′) = g(a+ p(a′ − a), p′) for a < a′
suffice to define the group.
If I = R, one has to add the relations of the multiplication table presentation
of Aff(A,P ), and the relations specifying the action of the affine transformations
t 7→ pt+ a, on the set {g(a′, p′) | a′ ∈ A and p ∈ P r {1} }. The verification that
the specified relations define the group in question can be carried out by a normal
form argument (see [BS85b, Section 2]).
No generating sets of such a simple kind are known for the groups correspond-
ing to the three types of bounded intervals. As mentioned in section 1.1, R. J.
Thompson found generators for the group F = G([0, 1];Z[1/2], gp(2)). In Section
9 we shall exhibit generating systems for the groups of the form
G([0, b];Z[gp(P)], gp(P))
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where P is a set of integers> 1. Our proof will be in three steps: first we reduce the
problem to the interval [0, 1] (see Theorem B9.2). Next, we introduce the concepts
of P-regular and P-standard subdivisions of [0, 1] and establish Proposition 2.2
given below. The set of P-regular subdivisions of [0, 1] is defined inductively: a P-
regular subdivision of level 1 is an equidistant subdivision of [0, 1] into p intervals
where p is an integer in P . If Dℓ is a P-regular subdivision of level ℓ ≥ 1, every
subdivision obtained from it by subdividing one of the intervals of Dℓ into p
equidistant subintervals, with p ∈ P , is a P-regular subdivision of level ℓ + 1 . A
P-standard subdivision is a P-regular subdivision in whose formation process it is
always the left most interval that is subdivided. A crucial result, the basic idea of
which goes back to Thompson [MT73, pp. 477–478], is then
Proposition 2.2 (see Proposition B9.5) If f is an element of the group
G[P ] = G([0, 1];Z[gp(P)], gp(P)) (2.9)
there exist P-regular subdivisions D and D′ with the same number of points such
that f ↾ [0, 1] is the affine interpolation of the list of points with coordinates in
D and in D′, respectively. Conversely, every couple of P-regular subdivisions
with the same number of points gives rise by affine interpolation to a function
f : [0, 1]→ [0, 1] which extends uniquely to an element of G[P ].
In the final step, we show that affine interpolations given by special P-regular
and P-standard subdivisions, or by special P-standard subdivisions, suffice to
generate G[P ] (see Theorem B9.9 for more details).
2.5a Finite generation
Our main result concerning finite generation is the following combination of Propo-
sition B6.1 and Theorems B7.1 and B8.2:
Theorem 2.3 If G(I;A,P ) is finitely generated then
(i) I equals R or it is of type [0,∞[ or of type [0, b] with b ∈ A,
(ii) A is a finitely generated Z[P ]-module, and
(iii) P is a finitely generated group,
(iv) either I = R or A/(IP ·A) is finite.
Conversely, if conditions (ii), (iii) and (iv) are satisfied and if I equals R or is of
type [0,∞[, the group G(I;A,P ) can be generated by finitely many elements.
If I is an interval of type [0, b] Theorem 2.3 gives only necessary conditions
for finite generation; the only sufficient condition we have been able to detect is
described in
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Corollary 2.4 (see Corollary B9.10) Given a finite set P of integers ≥ 2,
set P = gp(P) and A = Z[P ]. Then the group G([0, b];A,P ) is finitely generated
for every b ∈ A>0.
2.5b Finite presentations
If it comes to the question which of the groups G(I;A,P ) admit a finite presenta-
tion our results are meagre. We can prove that if I is either R or is of type [0,∞[
and ifG(I;A,P ) is finitely presented, then the metabelian group Aff(A,P ) = A⋊P
is finitely presented and A/(IP · A) is finite. As regards examples of finitely pre-
sented groups with I being of one of these two types, we can show that for a finite
set P of integers ≥ 2, the group G(I;Z[gp(P)], gp(P)) has a finite presentation
(see Propositions D13.7 and Theorem D14.2). 7
If I has type [0, b] the only finitely presented examples we know of are given
by
Proposition 2.5 (Proposition D15.10) If p ≥ 2 is an integer the group
G[p] = G([0, 1];Z[1/p], gp(p)) (2.10)
is generated by elements x = x0, x1, . . . , xp−1 and defined in terms of these
generators by the p(p− 1) relations
xixj =
xxj for 1 ≤ i < j ≤ p− 1,
xi·xxj = x
2
xj for 1 ≤ j < i+ 1 ≤ p, and
xp−1x
2
x1 =
x3x1.
This result covers slightly more ground than might appear at first sight, since the
group G([0, b];A,P ) does not depend on b ∈ A if P is cyclic (see Theorem E16.7).
Note that G[p]ab is free abelian of rank p. This shows that G[p] needs at least
p generators. Moreover, since G[p] is a split extension B[p]⋊ (P ×P ) and as G[p]
acts trivially on B[p]ab, it follows that B(p]ab is free abelian of rank p− 2; so B[p]
is only perfect if p = 2.
2.6 Isomorphisms
If it comes to isomorphisms of two groups G(I1;A1, P1) and G(I2;A2, P2), a better
picture emerges if one considers not only the groups G(Ii;Ai, Pi), but all groups
sandwiched between the simple groups B(Ii;Ai, Pi)
′ and G(Ii;Ai, Pi).
For i ∈ {1, 2}, let (Ii, Ai, Pi) be a triple, as considered before, and let Gi be
a group satisfying B(Ii;Ai, Pi)
′ ≤ Gi ≤ G(Ii;Ai, Pi). Making heavy use of ideas
of McCleary’s paper [McC78] we shall prove in Theorem E4 that every group
isomorphism α : G1
∼−→ G2 is induced by conjugation by a unique homeomorphism
7If I = R one can do slightly better; see section 13.3c.
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ϕ : int(I1)
∼−→ int(I2). One of the main questions left open by Theorem E16.4 is
then whether ϕ is a, possibly infinitary, PL-homeomorphism.
Here the algebraic structure of P plays a significant role: if P is not cyclic, it
is a dense subgroup of the multiplicative group R×>0. Using this fact we have been
able to determine the nature of ϕ:
Theorem 2.6 (see Theorem E17.1 and Supplement E17.3) Assume G1 and
G2 are as before, and α : G1
∼−→ G2 is an isomorphism induced by conjugation by
ϕ : int(I1)
∼−→ int(I2). If P1 is not cyclic then
(i) P2 = P1;
(ii) there exists a positive real s so that A2 = s·A1 and ϕ is a PL-homeomorphism
with slopes in the coset s · P of P in R×, singularities in A1 and set of
singularities a discrete subset of int(I1);
(iii) if, in addition, G1 = G(I1;A1, P1) and I1 and I2 are both the line R, or both
of type [0,∞[ or both of type [0, bi] with bi ∈ Ai, then G2 = G(I2;A2, P2) and
ϕ is a finitary PL-homeomorphism.
This theorem permits one to decide when G([0, b1];A,P ) and G[0, b2];A,P ) are
isomorphic.
Corollary 2.7 (Corollary E17.6) Assume P is not cyclic and b1, b2 are pos-
itive elements of A. Then the groups G([0, b1];A,P ) and G([0, b2];A,P ) are iso-
morphic if, and only if, b1 + IP · A and b2 + IP · A lie in the same orbit of the
group Auto(A) = {s ∈ R×>0 | s · A = A}.
This leaves us with the case of a cyclic group P . Here we have
Theorem 2.8 (see Theorem E18.1) Assume P1 is cyclic and consider an iso-
morphism α : G(I1;A1, P1)
∼−→ G2 onto a subgroup of G(I2;A2, P2) which contains
the derived group of B(I2;A2, P2). Let ϕ : int(I1)
∼−→ int(I2) be the unique home-
omorphism inducing α.
(i) If I1 = R then I2 = R and ϕ is a finitary PL-homeomorphism with slopes in
a coset s · P1 and singularities in A1. Moreover, P2 = P1, A2 = s · A1 and
G2 = G(R;A2, P2).
(ii) If I1 equals [0,∞[ or ]0,∞[ and if I2 = I1, then ϕ is an increasing PL-
homeomorphism with slopes in a coset s · P1 and singularities in A1. More-
over, P2 = P1, A2 = s · A1 and, for each ε > 0, the interval [ε,∞[ contains
only finitely many singularities of ϕ.
The previous theorem does not mention intervals of type [0, b] with b ∈ A.
We do not know whether the homeomorphism ϕ is necessarily piecewise linear
in such a situation. We can, however, construct infinitary PL-homeomorphisms
ϕ : ]0, b1[
∼−→ ]0, b2[ that allow us to prove the surprising
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Theorem 2.9 (Theorem E16.7) If P is cyclic the groups G([0, b];A,P ) with
b ∈ A>0 are isomorphic to each other.
Intervals I1 and I2 of different types may also lead to isomorphic groups G1
and G2, a fact illustrated by the group of bounded homeomorphisms discussed in
section 2.3:
Proposition 2.10 (Proposition C10.1) For every interval I that is not a sin-
gleton, the group B(I;A,P ) is isomorphic to B(R;A,P ).
2.7 Automorphism groups
Again two cases arise, depending on whether P is cyclic or not. If P is not cyclic,
the automorphism groups can be determined by Theorem E16.4. Generalizing a
result of McCleary’s [McC78, p. 526, Corollary 31] we have:
Corollary 2.11 (Corollary E17.7) Assume P is non-cyclic and I is either
R, or is of type [0,∞[, or is of type [0, b], and set G = G(I;A,P ). Then the kernel
of the homomorphism
η : Aut(G)→ Aut(A)/P, α 7→ (slopes of ϕ) · P
is the group of inner automorphism of G. If I = R, then η is surjective; if I is
of type [0,∞[ the image of η is the subgroup Auto(A)/P of index two. If, thirdly,
I = [0, b] the image of η can depend on b and is the canonical image of the group
{s ∈ Aut(A) | (|s| − 1) · b ∈ IP · A}.
We now move on to the case of a cyclic group P . If I is not bounded there are
results similar to the corollary just stated (see Theorem E18.1). If, however, I is a
compact interval we have not succeeded in proving that every automorphism is in-
duced by conjugation by a PL-homeomorphism. Our investigation deals therefore
only with two preliminary questions.
The first result describes the subgroup OutPLG of OutG whose elements are
represented by automorphisms that are induced by conjugation by PL-homeomor-
phisms of ]0, b[ .
Corollary 2.12 (Corollary E19.8) Assume P is cyclic, generated by p > 1
and set G = G([0, 1];A,P ). Then OutPLG is an extension of the form
1→ L −→ OutPL(G) −→ Aut(A)/P → 1
where L is a subgroup of index |A : IP ·A| in the square of the generalized Thomp-
son group T (R /Z(p−1);A,P ). (The latter group consist of all PL-homeomorphisms
of the circle R /Z(p− 1) with slopes in P and vertices in R /Z(p− 1).)
The second result, Proposition E19.10, states that the full automorphism
group AutG is generated by the subgroup AutPLG, consisting of all automor-
phisms induced by PL-homeomorphisms, and a subgroup AutperG that seems
more amenable to further study than the full automorphism group.
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A Construction of Finitary PL-homeomorphisms
3 Preliminaries
The aim of this section is to fix notation and terminology to be used in the sequel
and to collect a few simple results.
3.1 Piecewise affine homeomorphisms
Let J be a non-empty, open interval of R. A real valued function f : J → R will
be called piecewise affine, PL for short, if f is continuous and if there exists a
discrete subset S ⊂ J so that f is differentiable on J r S and its derivative f ′ is
constant on each component of J r S. If f is PL, a number s ∈ J where f is not
differentiable will be called a singularity or a break of f and the point (s, f(s)) in
the graph of f will be called a vertex of f . The value of f ′ on a component ]b, b′[
of J r S will be referred to as the slope of f on ]b, b′[.
If f : R ∼−→ R is a homeomorphism its support is the subset {t ∈ R | f(t) 6= t};
it is an open subset of R and will be denoted by supp f . A PL-function is allowed
to have infinitely many singularities; if it has only finitely many of them it will be
referred to as finitary.
3.2 The homomorphisms λ and ρ
Let A be a subgroup of R and P a subgroup of R×>0, as described in section 2.1.
The group G(R;A,P ) contains the subgroup Aff(A,P ) consisting of all affine
homeomorphisms, i.e., the PL-homeomorphisms of the form t 7→ p · t + a. By
requirement (2.1) in section 2.1, the translation part a of an element in Aff(A,P )
must be in A; it follows that the assignment (a, p) 7−→ (t 7→ p · t + a) defines an
isomorphism of A⋊ P onto Aff(A,P ).
Consider now a closed interval I that satisfies the non-triviality assumption
(2.4). The group G(I;A,P ) admits two geometrically defined homomorphisms λ
and ρ into Aff(A,P ). We begin with the definition of λ; it relies on two auxiliary
functions σ− and τ−. The function σ− : G(I;A,P ) → P records the slope of a
PL-homeomorphism at the left end of its domain of definition; it is given by the
formula
σ−(f) = limtցinf(I) f ′(t).
The function τ− takes values in A and is defined by
τ−(f) =
{
limtց−∞(f(t)− σ−(f) · t) if inf I = −∞,
0 if I is bounded from below.
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The function λ is then defined by
λ : G(I;A,P ) −→ Aff(A,P ), f 7−→ (t 7→ σ−(f) · t+ τ−(f)) (3.1)
The functions σ− and λ are actually homomorphisms, for σ− this can be
checked by a straightforward verification; for the other function it follows from
the observation that λ assigns to f the unique affine homeomorphism that coin-
cides with f near the left end point of I.
The homomorphism ρ : G(I;A,P )→ Aff(A,P ) is defined similarly; it uses the
auxiliary functions σ+ and τ+. The first of them is given by
σ+(f) = limtրsup(I) f ′(t),
the second by
τ+(f) =
{
limtր∞(f(t)− σ+(f) · t) if sup I =∞,
0 if I is bounded from above.
The function ρ, finally, is defined by
ρ : G(I;A,P ) −→ Aff(A,P ), f 7−→ (t 7→ σ+(f) · t+ τ+(f)). (3.2)
One sees as before that σ+ and ρ are homomorphisms.
Remarks A3.1 (i) In spite of the fact that the definitions of λ and ρ are straight-
forward, these homomorphisms are very useful. They show, in particular, that each
finitely generated subgroup L 6= {1} of G(R;R,R×>) maps homomorphically onto
Z. Indeed, let I be the smallest closed interval that contains the supports of the
elements of L. The homomorphism
L →֒ G(R;R,R×>0) λ−→ Aff(R,R×>0).
maps L onto a non-trivial finitely generated subgroup of the locally indicable group
R⋊R×>0. The group G(R;R,R
×
>0 is thus locally indicable; for a discussion of some
consequences of this fact, see, e.g., [Pas77, Section 13.1 and p. 638, Ex. 13.9 (ii)].
(ii) The definitions of σ− and σ+ will be generalized in section 11.1.
3.3 Geometrically induced isomorphisms
Let I1 and I2 be two closed intervals of R and let homeo(I1, I2) denote the set of
all homeomorphisms f of R with f(I1) = I2; this set may be empty. If ϕ1 and ϕ2
are homeomorphisms of R they induce a map
homeo(ϕ1, ϕ2) : homeo(I1, I2) −→ homeo (ϕ1(I1)), ϕ2(I2)) ,
taking f to ϕ2 ◦ f ◦ ϕ−11 . This map is bijective.
In the sequel, we shall use this bijection in two different contexts. In Section 4,
we shall investigate when the set PL-homeo(I1, I2;A,P ), consisting of all finitary
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PL-homeomorphisms f of R with f(I1) = I2, vertices in A2 and slopes in P , is
non-empty. The intervals I1, I2 will often be the form [ai, ci] with ai and ci in A;
so the translations ϕ1 and ϕ2, given by ϕi(t) = t− ai, induce a bijection
PL-homeo(I1, I2;A,P )
∼−→ PL-homeo([0, c1 − a1], [0, c2 − a2];A,P ). (3.3)
More generally, if Aut(A) denotes the group {p ∈ R× | p · A = A} and if ϕ1,
ϕ2 are in Aff(A,Aut(A)), these homeomorphisms induce a bijection
PL-homeo(I1, I2;A,P )
∼−→ PL-homeo(ϕ1(I1), ϕ2(I2);A,P ). (3.4)
Another application will be given in section 16.4; see Proposition E16.6.
4 The basic result
One of the basic results of Chapter A is an algebraic characterization of the orbits
of the action of G(I;A,P ) on A∩ int(I). It will involve the Z[A]-submodule IP ·A
of A, generated by the products (p− 1) · a with p ∈ P and a ∈ A.
As a first step towards this characterization we determine when there exists a
PL-homeomorphism f : R ∼−→ R in G(R;A,P ) that maps an interval [a, c] with
endpoints in A onto another such interval [a′, c′]. The answer is provided by
Theorem A4.1 Let a, a′, c and c′ be elements of A with a < c and a′ < c′. Then
there exists an element f ∈ G(R;A,P ) mapping [a, c] onto [a′, c′] if, and only if,
c′ − a′ is congruent to c− a modulo IP · A.
Proof. Assume first that there exists f ∈ G(R;A,P ) which maps [a, c] onto [a′, c′].
Let a = b0, b1, . . . , bh = c be an increasing sequence of elements of A that includes
all the singularities of f inside [a, c], and let p1, . . . , ph be the sequence of slopes
of f on the sequence of intervals
]b0, b1[, ]b1, b2[, . . . , ]bh−1, bh[ .
Then c′ − a′ = ∑1≤i≤h pi(bi − bi−1). As c − a = ∑1≤i≤h bi − bi−1 the difference
(c′ − a′)− (c− a) is an element of IP ·A, as claimed.
Conversely, assume there exist elements a1, . . . , ah in A and p1, . . . , ph in P
so that
c′ − a′ = c− a+
∑
1≤i≤h
(1− pi) · ai.
Set b′ = c′−a′ and b = c−a. By the bijection (3.3) it suffices to find f in G(R;A,P )
which maps [0, b] onto [0, b′]. If b′ = b, the identity proves the contention; so assume
henceforth that b′ 6= b (and h ≥ 1). There exists a permutation π of {1, . . . , h}
such that the partial sums
bj = b+
∑
1≤i≤j
(1− pπ(i)) · aπ(i)
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are positive for j ∈ {1, . . . , h}. If f1, . . . , fh are homeomorphisms in G(R;A,P )
so thatfj([0, bj−1]) = [0, bj] for j ∈ {1, . . . , h}, the composition fh ◦ · · · ◦ f1 is a
PL-homeomorphism mapping [0, b] onto [0, b′]. It suffices therefore to prove the
claim for h = 1. Moreover, as (1− p1)a1 = (1− p−11 )(−p1a1), we can assume that
p1 > 1. All taken together, it suffices to construct f ∈ G(R;A,P ) which maps
[0, b] onto [0, b+(p− 1)a] with p > 1 , a 6= 0, and b as well as b+(p− 1)a positive.
Suppose first that a > 0 and choose a large natural number k such that a′ =
a/pk is strictly smaller than b. Lemma A4.2 below then shows that there is a
PL-homeomorphisms f ∈ G(R;A,P ), having singularities in 0, a′/p and a′ and
slopes 1, p, pk+1, 1 which maps the interval [0, b] onto [0, b+ (p− 1)a]. If, on the
other hand, a is negative, the lemma permits one to find an PL-homeomorphism
f ∈ G(R;A,P ) which takes [0, b+ (p− 1)a] onto
[0, (b+ (p− 1)a) + (p− 1) · (−a)] = [0, b]
and so f−1 establishes the validity of our contention. 
Lemma A4.2 Assume a and b are positive elements of A and p > 1 is a slope in
P . Choose a positive integer k with a/pk < b and set a′ = a/pk. Let f be the
PL-function which interpolates the assignments
0 7→ 0, (a′/p) 7→ a′, a′ 7→ a′ + (p− 1)a
linearly, and is the identity on ]−∞, 0] and the translation with amplitude (p−1)a
on [a′,∞[. Then f is PL-homeomorphism with singularities in 0, a′/p, a′ and
slopes 1, p, pk+1, 1, and f maps the interval [0, b] onto [0, b+ (p− 1)a].
Proof. It suffices to check that the slope on the interval [0, a′/p] is p, and that the
slope s2 on [a
′/p, a′] is pk+1. The first claim is obvious and the calculation
s2 =
(a′ + (p− 1)a)− a′
a′ − a′/p =
(p− 1) · pk · a′
(p− 1)/p · a′ = p
k+1
establishes the second assertion. 
Illustration A4.3 We determine the submodule IP ·A for some specific values
of P and A, focussing attention on a particular kind of module A, namely the
subring Z[P ] generated, inside the field of real numbers, by the group P . The
module A is then cyclic and so A/(IP ·A), being a trivial Z[P ]-module, is a cyclic
group. Next, let P be a generating set of P . The augmentation ideal IP , viewed
as a left module, is then generated by the subset {p − 1 | p ∈ P} (see, e.g.,
[HS97, Lemma VI.1.2(ii)]) and so its image I[P ] = IP · A is generated by the set
{p− 1 | p ∈ P}.
(i) The preceding remarks hold, in particular, if P is a cyclic group, generated
by the real number p > 1. Then I[P ] is a principal ideal, generated by p− 1. Our
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aim now is to determine the order of the quotient ring Z[P ]/I[P ] = Z[P ]/Z[P ] ·
(p− 1).
Assume first that p is an integer. Then Z[P ] is the ring Z[1/p], the localization
of the ring Z with respect to the monoid md(p) = {pk | k ∈ N}. We claim that
Z[P ]/I[P ] is cyclic of order p−1. Indeed, the canonical projection π : Z։ Zp−1 =
Z /Z(p − 1) maps the element p onto the class 1 + Z(p − 1) which is invertible
in the ring Zp−1. It follows that π extends uniquely to a ring homomorphism π˜
of Z[P ] = Z[1/p] onto Zp−1 (see, e.g., [AM69, Proposition 3.1]). Its kernel is the
ideal generated by p− 1 and thus the quotient ring Z[P ]/I[P ] is isomorphic with
Zp−1, a ring whose additive group is cyclic of order p− 1.
Suppose next that p is a rational number, say p = n/d with n, d relatively
prime positive integers. As the numbers n, d are relatively prime the generalized
euclidean algorithm allows one to find integers x and y that satisfy the relation
1 = x · n+ y · d. (4.1)
This relation implies, first of all, that 1 = x · (n − d) + (y + x) · d), a relation
showing that d maps onto an invertible element of Zn−d = Z /Z(n− d) under the
canonical epimorphism π : Z ։ Zn−d. One sees similarly that π(n) is invertible
in the ring Zn−d, whence π(n · d) is invertible in that ring. Thirdly, relation (4.1)
implies that the rational number 1d equals x · nd + y inside Q and so d is invertible
in Z[P ]; one verifies in the same way that n is invertible in Z[P ]. We conclude
that Z[P ] is the localized ring Z[ 1n·d ] and that the ideal I[P ], which is generated by
n/d− 1, is also generated by n− d. It then follows, as in the preceding paragraph,
that the canonical ring epimorphism π : Z։ Zn−d extends to a ring epimorphism
π˜ : Z[P ]։ Zn−d and that its kernel is the ideal generated by n− d. But if so, the
quotient ring Z[P ]/I[P ] is isomorphic to Zn−d and so has order |n− d|.
Thirdly, let p be an algebraic number. The additive group of Z[P ] is then a
torsion-free group of finite rank; as I[P ] = Z[P ] · (p− 1) has the same finite rank,
A/(IP · A) is a torsion group; being cyclic it is therefore finite. If, finally, p is a
transcendental number the ring Z[P ] is isomorphic to the group ring ZP and so
A/IP · A, being isomorphic to ZP/IP , is infinite cyclic.
(ii) Suppose P is generated by finitely many integers p1, . . . , pf , each of which
is greater than 1. Then I[P ] is the ideal generated by the integers
p1 − 1, . . . , pf − 1.
This ideal is contained in the principal ideal generated by the greatest common
divisor d > 0 of the pi − 1; the generalized euclidean algorithm, on the other
hand, shows that d ∈ I[P ] and so I[P ] = Z]P ] · d. Moreover, as the ring Z[P ] is
isomorphic to the localized ring Z[1/(p1 · · · pf )], the inclusion Z →֒ Z[P ] induces
an isomorphism Z /dZ ∼−→ Z[P ]/I[P ], and so Z[P ]/I[P ] is cyclic of order d.
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5 Applications
5.1 Orbits of G(I;A,P )
The first corollary of Theorem A4.1 gives an algebraic characterizations of the
orbits of G(I;A,P ) acting on A ∩ int(I).
Corollary A5.1 If I = R the canonical action of G(I;A,P ) on A is transitive;
otherwise each orbit in A ∩ int(I) has the form (IP · A+ a) ∩ int(I) with a ∈ A.
Proof. If I = R the affine group Aff(A,P ) is a subgroup of G(I;A,P ) and it acts
transitively on A. Otherwise, there exists an element a0 ∈ A r I which is fixed
by G(I;A,P ). Let b be an element of A ∩ int(I) and consider f ∈ G(I;A,P ). By
Theorem A4.1 the differences f(b) − a and b − a are congruent modulo IP · A,
whence f(b)− b is in IP ·A. This shows that each orbit of G(I;A,P ) is contained
in a coset IP ·A+ a of IP ·A. Conversely, assume b, b′ are elements of A∩ int(I)
which are congruent modulo IP · A. Since A is a dense subset of R there exist
elements a, c in A ∩ int(I) with
a < min(b, b′) and max(b, b′) < c.
By Theorem A4.1 there are homeomorphisms f1 and f2 in G(R;A,P ) with
f1(a) = a, f1(b) = b
′ and f2(b) = b′, f2(c) = c.
Then the function f : R→ R, given by
f(t) =

t if t /∈ [a, c],
f1(t) if a ≤ t ≤ b,
f2(t) if b < t ≤ c
is in G(I;A,P ) and takes b to b′. 
Suppose I is not the entire line R. Corollary A5.1 tells one then that each
orbit Ω of G = G(I;A,P ) in A ∩ int(I) is the intersection of int(I) and a coset
IP ·A+ aΩ of the abelian group IP ·A. There exists also an algebraic description
of the G-orbits in int(I)r A. It involves, however, not only the abelian group A,
but also the canonical action of P on A, and reads thus:
Corollary A5.2 If I = R the orbits of G(I;A,P ) coincide with those of the
affine group Aff(A,P ). If I 6= R the orbits of G(I;A,P ) are the intersections of
int(I) with the orbits of the group Aff(IP ·A,P ).
Proof. Assume first that I 6= R and consider a point t∗ ∈ int(I) r A and a
function f ∈ G = G(I;A,P ). Then f is differentiable in t∗ and there exists a
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point a1 ∈ A∩ int(I) with a1 < t∗ so that f has slope f ′(t∗) on [a1, t∗]. The image
of f in t∗ can then be expressed as follows:
f(t∗) = (f(t∗)− f(a1)) + (f(a1)− a1) + a1
= f ′(t∗) · (t∗ − a1) + (f(a1)− a1) + a1
= f ′(t∗) · t∗ + (f(a1)− a1) + (1 − f ′(t∗)) · a0 (5.1)
Since I 6= R, the difference f(a1) − a1 lies in the submodule IP · A by Corollary
A5.1 and the term (1−f ′(t∗))·a0 lies in this submodule by definition. The previous
calculation and the fact that f(t∗) must be inside int(I) imply therefore that f(t∗)
and, more generally, the entire orbit Ωt∗ of t∗, is contained in the set
O(t∗) = (P · t∗ + IP · A) ∩ int(I).
We verify next Ωt∗ coincides with this set. Let p∗ ∈ P and b∗ ∈ IP · A be
elements such that p∗ · t∗ + b∗ ∈ int(I). Choose elements a0, a1, a2 and a3 in
A ∩ int(I) which satisfy the restrictions
a0 < a1 < t∗ < a2 < a3 and a0 < p∗a1 + b∗ < p∗a2 + b∗ < a3.
Since p∗a1 + b∗ = a1 + (p∗ − 1) · a1 + b∗ ∈ a1 + IP · A, Theorem A4.1 allows one
to find a PL-homeomorphism f1 ∈ G(R;A,P ) that maps the interval [a0, a1] onto
the interval [a0, p∗a1+ b∗]. Similarly, one can find a function f2 ∈ G(R;A,P ) with
f2([a2, a3]) = [p∗a2 + b∗, a3]. The function
f =

f1(t) if t ≤ a1
p∗(t− a1) + p∗ · a1 + b∗ if a1 < t < a2,
f2(t) if t ≥ a2
(5.2)
is then a PL-homeomorphisms that belongs to G(I;A,P ) and
f(t∗) = p∗(t∗ − a1) + p∗a1 + b1 = p∗t∗ + b∗.
We conclude then Ωt∗ = (P · t∗ + IP ·A) ∩ int(I).
Assume now that I = R and that t∗ ∈ RrA. Then the first part of previous
argument remains valid, save for the fact that the difference f(a1)− a1 occurring
in the right hand side of equation (5.1) is an element of A, but not necessarily
of IP · A, and so the first part shows only hat Ωt∗ ⊆ P · t∗ + A. The reverse of
this inclusion is then an immediate consequence of the fact that the affine map
t 7→ p∗ · t+ b∗ lies in G(R;A,P ) for every (p∗, b∗) ∈ P ×A and so Ωt∗ = P · t∗+A.
So far we assumed that t∗ ∈ int(I)rA. Consider now a point t∗ ∈ A ∩ int(I).
Then P · t∗ + IP · A = t∗ + IP · A and, by Corollary A5.1, this set is the orbit
of G through t∗ in case I 6= R. If, on the other hand, I = R then, according to
Corollary A5.1, the orbit of G through t∗ equals A, and this set coincides with
Ot∗ = P · t∗ +A.
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The proof is now complete except for the fact that the orbits have so far been
described without recourse to affine groups. This is easily put right, for
P · t∗ +A = Aff(A,P ).t∗ and P · t∗ + IP ·A = Aff(IP · A,P ).t∗.

5.2 The images of λ, ρ and (λ, ρ)
We begin by determining the image of the homomorphism
λ : G(I;A,P )→ Aff(A,P )
defined in section 3.2. The answer depends on I, and of course on (A,P ), and is
given by
Corollary A5.3 The image of λ : G(I;A,P )→ Aff(A,P ) is as follows:
(i) {1} if I is bounded from below but inf I is not in A;
(ii) {p · 1 | p ∈ P} if I is bounded from below and inf I is in A;
(iii) Aff(IP ·A,P ) if I is not bounded from below but bounded from above;
(iv) Aff(A,P ) if I = R.
Proof. (i) Set a = inf I and consider f ∈ G(I;A,P ). Then supp f ⊆ [a,∞[ and
so f is the identity on the interval ]−∞, a]. Since a ∈ RrA the point a is not a
singularity of f ; so σ−(f) = f ′(a) = 1 and thus λ(f) = 1.
(ii) Set a = inf I and choose c ∈ int(I). Given p ∈ P find a positive element
∆ ∈ A with (1+p)∆ < c−a. Then define a function b(a,∆; p) : R→ R by setting
b(a,∆; p)t) =

t if t /∈ [a, a+ (1 + p)∆]
p(t− a) + a if a ≤ t < a+∆,
p−1(t− (a+∆)) + (a+ p ·∆) if a+∆ ≤ t ≤ a+ (1 + p)∆.
(5.3)
Then f belongs to G(I;A,P ) and λ(f) = p · 1.
Remark A5.4 The homeomorphism f defined by formula (5.3) will find various
uses in this monograph, in particular in section 12.5 and in the proof of Theorem
E16.4. In these sections f is called b(a,∆; p) to stress the parameters involved in
f . Its rectangle diagram is displayed in Example C12.6 on page 63.
(iii) Given f ∈ G(I;A,P ) there exists a ∈ A so that f coincides with the affine
map λ(f) on ]−∞, a[. Then
f(a)− a = λ(f)(a)− a = (σ−(f) · a+ τ−(f))− a ∈ IP · A+ τ−(f).
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Since f(a)− a is in IP · A by Corollary A5.1, this chain of equalities reveals that
τ−(f) is in IP ·A and so λ(f) in Aff(IP ·A,P ). Conversely, if g is in Aff(IP ·A,P ),
choose c ∈ A ∩ int(I) and then b ∈ A∩ ] − ∞, c[ so that g(b) < c. Next, use
Theorem A4.1 to find an element h ∈ G(R;A,P ) that maps [b, c] onto [g(b), c],
and define the function f : R→ R by
f(t) =

g(t) if t < b
h(t) if b ≤ t ≤ c,
t if t > c.
(5.4)
Then f is in G(I;A,P ) and λ(f) = g.
(iv) follows from the fact that λ retracts G(R;A,P ) onto Aff(A,P ). 
The situation for ρ is symmetric to that of λ, and so we move on to the
discussion of the image of (λ, ρ).
Corollary A5.5 The image of (λ, ρ) : G(I;A,P ) → Aff(A,P )2 is the product
im λ× im ρ if I 6= R and, otherwise, the subgroup
{(f, g) ∈ Aff(A;P )2 | τ+(g)− τ−(f) ∈ IP · A}.
Proof. If I 6= R the constructions given by equations (5.3) and (5.4) occurring in
the proof of Corollary A5.3, and the analogous constructions needed to establish
the corresponding claims for ρ, can be carried out simultaneously, whence the first
assertion.
If I = R, both λ and ρ retract onto the affine subgroup Aff(A,P ) whence the
diagonal group {(g, g) | g ∈ Aff(A,P )} is contained in the image of (λ, ρ). The
claim is therefore equivalent to the assertion that
ρ(kerλ) = Aff(IP · A,P ).
This assertion holds by part (iii) in Corollary A5.3 and the fact that kerλ is the
union
⋃
a∈AG([a,∞[ ;A,P ). 
5.3 Multiple transitivity
The groups G(I;A,P ) are ordered permutation groups (G,Ω), i.e., groups acting
faithfully on a totally ordered set Ω by order preserving permutations. 1 From
the point of view of ordered permutation groups it is useful to know the multiple
transitivity properties of the groups G(I;A,P ). Suppose (G,Ω) is an ordered
permutation group and ℓ is a positive integer. One says G acts ℓ-fold transitively
on Ω if, given a couple of ℓ-tuples (ω1, . . . , ωℓ) and (ω
′
1, . . . , ω
′
ℓ) satisfying ω1 <
ω2 < · · · < ωℓ and ω′1 < ω′2 < · · · < ω′ℓ, there exists an element g ∈ G with
g(ω1) = ω
′
1, g(ω2) = ω
′
2, . . . , g(ωℓ) = ω
′
ℓ.
1For details on Ordered Permutation Groups we refer the interested reader to the account of
A. M. W. Glass [Gla81].
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Corollary A5.6 Let G be the group G(I;A,P ) and let Ω be a G-orbit contained
in A ∩ int(I). Then G acts faithfully on Ω; moreover, the G-action on Ω is ℓ-fold
transitive for every ℓ ≥ 1, if I 6= R or IP · A = A. If, however, I = R and
IP · A < A, the G-action is transitive but not 2-transitive.
Proof. By Corollary A5.1 the G-orbit Ω is the intersection of a coset of IP · A in
A and int(I) whenever I 6= R, and A itself if I = R; in both cases, Ω is thus dense
in int(I). Since the support of each homeomorphism in G is contained in int(I),
the group G thus acts faithfully on Ω.
Fix now a point ω0 ∈ Ω ⊆ A ∩ int(I). Its stabilizer H is the direct product
H = G(I1;A,P )×G(I2;A,P )
with I1 = I ∩ ]−∞, ω0] and I2 = I ∩ [ω0,+∞[. Assume next that Ω has the form
(IP ·A+ a0) ∩ int(I)
for some a0 ∈ A. Then Ω2 = Ω ∩ int(I2) equals (IP ·A+ a0) ∩ int(I2) and so G2
acts transitively on Ω2 by Corollary A5.1. The group G itself acts therefore 2-fold
transitively on Ω. Now Ω2 has the form (IP · A + a0) ∩ int(I2); so the previous
argument can be applied to (G2, I2) in place of (G, I). It follows, first, that G acts
3-fold transitively on Ω and then by, iteration, that G acts ℓ-fold transitively on
Ω for every ℓ ≥ 1.
In the previous argument we assumed that the G(I;A,P )-orbit Ω has the form
(IP ·A+ a0)∩ int(I); by Corollary A5.1 this assumption is fulfilled, if and only if,
I 6= R or A = IP ·A. Suppose, finally, that I = R and A > IP ·A. By the corollary,
G = G(R;A,P ) acts then transitively on Ω = A, but G2 = G([0,∞[ ;A,P ) does
not act transitively on A>0 = A∩ ]0,∞[, and so G does not act 2-fold transitively
on the orbit A. 
Remark A5.7 If int(I) is approximated by compact subintervals [a, c] the pre-
ceding corollary implies that B(I;A,P ) acts ℓ-fold transitively on each of its orbits
in A ∩ int(I), the number ℓ being an arbitrary positive integer.
Suppose now that f and g are homeomorphisms of R with
supp f < g(supp f).
Then the commutator [f, g] = f ·( gf)−1 coincides with f on supp f . This fact and
the multiple transitivity properties of B = B(I;A,P ) imply therefore that derived
group of B acts also ℓ-fold transitively on every orbit of B in A ∩ int(I).
5.4 A density result
In this final section of Chapter A we view G(I;A,P ) as a topological group and
show that it is dense in a far larger group.
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Corollary A5.8 Let Homeoo(I) denote the topological group of all orientation
preserving homeomorphisms g : R ∼−→ R with support in I, equipped with the topol-
ogy of uniform convergence on compact intervals of R. If I, A and P satisfy the
non-triviality requirement (2.4) then G(I;A,P ) is a dense subgroup of Homeoo(I).
Proof. Let [a, c] be a compact interval contained in I having endpoints in A. If
a is the left endpoint of I, set a∗ = a; otherwise let a∗ ∈ I ∩ A be a point with
a∗ < a. Define c∗ ∈ I ∩A with c ≤ c∗ similarly.
Fix now a homeomorphism g ∈ Homeoo(I) and let ε be a given positive real.
Since g ↾ [a, c] is uniformly continuous and A is dense in R, there exists a strictly
increasing sequence b0 = a, b1, . . . , bh = c of elements in A so that
|g(bi)− g(bi−1)| ≤ ε/2 for i ∈ {1, 2, . . . , h}.
Our next aim is to define a strictly increasing sequence b′0 < b
′
1 < · · · < b′h of
elements in A that will be the values of the PL-homeomorphisms f ∈ G(R;A,P )
on the sequence b0, b1, . . . , bh. Several cases arise.
Assume first that I = [a, c]. Then the homeomorphism g fixes both a = b0 and
c = bh. As the submodule IP · A is dense in R there exists therefore a strictly
increasing sequence b′0 = b0 < b
′
1 < · · · < b′h = bh of elements in A with the
following properties:
|b′i − g(bi)| ≤ ε/2 and b′i − bi ∈ IP ·A for i ∈ {1, . . . , h− 1}. (5.5)
Consider now an index i ∈ {1, . . . , h}. By the choices of b′i−1 and b′i the
difference
(b′i − b′i−1)− (bi − bi−1) = (b′i − bi)− (b′i−1 − bi−1)
lies in IP ·A; so Theorem A4.1 allows us to find a function fi ∈ G(R;A,P ) sending
the interval [bi−1, bi] onto the interval [b′i−1, b
′
i]. Let f : R → R be the function
whose restriction to each of the intervals [bi−1, bi] is fi, and which fixes every point
outside of [a, c]. Then f ∈ G(I;A,P ). Moreover, given t ∈ [a, c], there exists an
index i with bi−1 ≤ t ≤ bi and either g(t) ≥ f(t) or f(t) > g(t). In the first case,
the chain of inequalities
|g(t)− f(t)| = g(t)− f(t) ≤ g(bi)− f(bi−1)
≤ |g(bi)− g(bi−1)|+ |g(bi−1)− b′i−1| ≤ ε/2 + ε/2
holds and so |g(t)− f(t)| ≤ ε. In the second case, the claim follows from the chain
of inequalities
|g(t)− f(t)| = f(t)− g(t) ≤ f(bi)− g(bi−1)
≤ |b′i − g(bi)|+ |g(bi)− g(bi−1)| ≤ ε/2 + ε/2.
Assume next that a∗ < a and c∗ = c. Choose b′0 < b
′
1 < · · · < b′h so that
a∗ < b′0, |b′0 − g(b0)| ≤ ε/2, b′0 − b0 ∈ IP ·A.
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and so that the requirements (5.5) are satisfied. The choices of a∗ and b′0 permit
one to construct, with the help of Theorem A4.1, a PL-homeomorphism f0 that
maps the interval [a∗, b0] onto the interval [a∗, b′0]. Define the functions f1, . . . , fh
as before, and let f : R→ R be the function whose restrictions to the intervals
[a∗, a0], [b0, b1], . . . , [bh−1, bh]
are f0, f1, . . . , fh, and which fixes every point outside of [a∗, c]. Then f ∈
G(I;A,P ). Moreover, one checks, as in the previous case, that |f(t)−g(t)| ≤ ε for
every t ∈ [a, c]. The cases where either a∗ = a and c < c∗, or a∗ < a and c < c∗,
can be handled similarly to the second case. 
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6 Necessary conditions for finite generation
Suppose P1 is a subgroup of P and A1 is a Z[P1]-submodule ofA. ThenG(I;A1, P1)
is a subgroup ofG(I;A,P ), and it is a proper subgroup unless P1 = P and A1 = A.
Indeed, given a ∈ int(I) ∩ A and p ∈ P , formula (5.3) allows one to construct an
element f ∈ G(I;A,P ) for which
f ′(a−) = lim
tրa
f ′(t) = 1 and f ′(a+) = lim
tցa
f ′(t) = p.
Similarly, if I1 is a proper, closed subinterval of I, then G(I1;A,P ) is a proper
subgroup of G(I;A,P ). Finally, if X ⊂ int(I) ∩A is a union of orbits the set GX
of all homeomorphisms f ∈ G(I;A,P ) with singularities in X is a subgroup of G,
and if X1 $ X2 are two such subsets the group GX1 is properly contained in GX2 .
These facts and Corollary A5.1 yield a proof of
Proposition B6.1 If G(I;A,P ) is finitely generated then
• P is a finitely generated group;
• A is a finitely generated Z[P ]-module;
• A/(IP ·A) is finite or I = R;
• inf I and sup I lie in {−∞} ∪A ∪ {+∞}.
7 Generators for groups with supports in the line
For a ∈ R and p ∈ R>0, we denote by aff(a, p) : R ∼−→ R the affine homeomorphism
which takes t to pt+ a, and by g(a, p) : R ∼−→ R the PL-homeomorphism given by
g(a, p)(t) =
{
t if t ≤ a,
p(t− a) + a if t ≥ a.
The group G(R;A,P ) is generated by the subset
Aff(A,P ) ∪ {g(a, p) | (a, p) ∈ A× P}; (7.1)
this assertion can be verified by a straightforward induction on the number of
singularities of the elements of G(R;A,P ) (see [BS85b, Theorem 2.3]). Note that
the subset (7.1) consists of all elements of G(R;A,P ) with at most one singularity.
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The generating set (7.1) satisfies some simple relations:
aff(a, p) · aff(a′, p′) = aff(a+ pa′, pp′); (7.2)
g(a, p) · g(a, p′) = g(a, pp′); (7.3)
aff(a,p)g(a′, p′) = g(a+ pa′, p′); (7.4)
g(a,p)g(a′, p′) = g(a+ p(a′ − a), p′) provided a < a′. (7.5)
Actually, these relations define the group G(R;A,P ) — see section 13.1. Our
present interest in them lies in the fact that they enable us to prove the converse
of Proposition B6.1 for I = R.
Theorem B7.1 The group G(R;A,P ) is finitely generated if, and only if, P is a
finitely generated group and A is a finitely generated Z[P ]-module.
Proof. By Proposition B6.1 the stated conditions are necessary for finite genera-
tion. To prove that they are sufficient, let P be a finite set generating the group
P and A a finite set of Z[P ]-module generators of A. Relations (7.2) then imply
that the affine subgroup Aff(A,P ) of G(R;A,P ) is generated by the finite set
{aff(0, p) | p ∈ P} ∪ {aff(a, 1) | a ∈ A}. (7.6)
Next, equation (7.3) shows that the finite set
{g(0, p) | p ∈ P} (7.7)
generates the subgroup H = {g(0, p) | p ∈ P}. Equation (7.4), finally, reveals
that the translation aff(a, 1): t 7→ t+ a conjugates g(0, p′) onto g(a, p′). All taken
together, this shows that G(R;A,P ) is generated by the union of the finite sets
(7.6) and (7.7). 
8 Generators for groups with supports in a half line
8.1 Generators for G = G([0,∞[ ;A,P ) and for ker(σ− : G→ P )
Let I be an interval which is bounded on one side but not on the other side.
It then follows from bijection (3.4) that the group G(I;A,P ) is isomorphic to
G([a,∞[ ;A,P ) for some a ∈ R. Moreover, if a ∈ A then the groupsG([a,∞[ ;A,P )
and G([0,∞[ ;A,P ) are isomorphic. A more detailed analysis, to be carried out
in section 16.4, discloses that the groups G([a,∞[ ;A,P ) with a ∈ RrA are all
isomorphic to
ker(σ− : G([0,∞[ ;A,P )→ P )
and that this kernel is not isomorphic to G([0,∞[ ;A,P ). We can therefore restrict
attention to the groups G = G([0,∞[ ;A,P ) and G1 = kerσ−, whenever this is
convenient.
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Given b ∈ A, let g(b, p) be the PL-homeomorphism
g(b, p)(t) =
{
t if t ≤ b,
p(t− b) + b if b ≤ t. (8.1)
Fix a ∈ A. An easy induction on the number of singularities shows that the group
G = G([a,∞[ ;A,P ) is generated by the set
X a = {g(b, p) | b ≥ a and p ∈ P}. (8.2)
Similarly, G1 = ker(σ− : G→ P ) is generated by
X>a = {g(b, p) | b > a and p ∈ P}. (8.3)
These generators satisfy the relations
g(b, p) · g(b, p′) = g(b, pp′) (8.4)
and
g(b,p)g(b′, p′) = g(b+ p(b′ − b), p′) whenever b < b′. (8.5)
The stated relations are actually defining, as can easily be deduced by a normal
form argument due to M. G. Brin and C. C. Squier (see [BS85b, Thm. 2.3]).
In this section, we use the above relations to obtain a more economical set of
generators for G([0,∞[ ;A,P ).
Proposition B8.1 Let P be a set of generators of P and A a set of positive
reals generating A qua Z[P ]-module, and let T be a set of positive real numbers
representing the cosets of IP · A in A. Then the set
{g(0, p) | p ∈ P} ∪ {g(b, p) | b ∈ A∪T and p ∈ P} (8.6)
generates the group G([0,∞[ ;A,P ).
Proof. Let H denote the subgroup generated by the set (8.6) and let A denote the
subset of A∩ ]0,∞[ defined by
A =
{
a ∈ A∩ ]0,∞[ ∣∣ g(a, p) ∈ H for each p ∈ P} .
Our first aim is to show that A = A∩ ]0,∞[ ; the definition (8.2) of X 0 and the
facts that {g(0, p) | p ∈ P} is included in the set (8.6) and that X 0 generates
G = G([0,∞[ ;A,P ) will then immediately lead to the conclusion that H = G.
The set A enjoys the following properties.
(I) A∪T ⊂ A.
(II) P · A = A.
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(III) If a, a′ are in A and a < a′ then (1− p)a+ pa′ belongs to A for each p ∈ P .
Indeed, inclusion (I) holds by the definitions of H and of A. Property (II) is a
consequence of the inclusion of {g(0, p) | p ∈ P} into the set (8.6) and of the
relations
g(0,p)εg(a, p′) = g(pε · a′, p′),
that are special instances of relations (8.5). Property (III) follows from relations
(8.4) and (8.5).
Now to the proof of the equality A = A∩ ]0,∞[. Let a∗ be an element of
A∩ ]0,∞[. Find the representative b∗ ∈ T which is congruent to a∗ modulo
IP ·A. For a reason that will only become clear at the end of the proof, a∗ should
be larger than b∗. To satisfy this requirement we replace a∗ by pω ·a∗ with pω ∈ P
a suitably large element. If pω · a∗ can be shown to be in A, then a∗ ∈ A by
property (II). Note that pω ·a∗ = a∗+(pω−1)a∗ is congruent to b∗ modulo IP ·A.
As an abelian group, the submodule IP ·A is generated by the products (1−p)a
with p ranging over P and a varying over A. There exist therefore sequences
(ε1, . . . , εℓ), (p1, . . . , pℓ) and (a1, . . . , aℓ)
of elements in {1,−1}, P or A, respectively, so that
pω · a∗ = b∗ +
∑
1≤j≤ℓ
εj(1− pj)aj . (8.7)
Set b′i = b∗ +
∑
1≤j≤i εj(1− pj)aj for i ∈ {0, 1, . . . , ℓ}.
The idea now is to prove by induction on i that each b′i lies in A, whence
pω · a∗ = b′ℓ will be in A. If i = 0 all is well, for b′0 = b∗ ∈ T and so b′0 lies in A
by property (I). The inductive step, however, presents two problems: first of all,
some of the members b′i may be negative, a difficulty that can be circumvented
by rearranging the terms in equation (8.7); secondly, in the proof of implication
b′i−1 ∈ A =⇒ b′i ∈ A we intend to use property (III). Now
b′i = b
′
i−1 + εi(1− pi)ai =
{
(1− pi)ai + pi(p−1i b′i−1) if εi = 1,
(1− p−1i )piai + p−1i (pib′i−1) if εi = −1.
(8.8)
Property (III) is thus only of help if we can guarantee that ai < p−1i b
′
i−1 in the
first case and that piai < pib′i−1 in the second case or, equivalently, that
piai < b
′
i−1 if εi = 1 and ai < b
′
i−1 if εi = −1. (8.9)
This problem can be overcome as follows: one replaces b∗ by pα · b∗ where
pα ∈ P is a large number and sets bi = (pα − 1)b∗ + b′i. Then b0 = pαb∗ ∈ A by
property (II) and condition (8.9) becomes
piai < bi−1 if εi = 1 and ai < bi−1 if εi = −1. (8.10)
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Since the elements εi, pi and ai do not depend on the choice of pα, these conditions
are satisfied for every sufficiently large element pα ∈ P . It follows that
bℓ = (pα − 1)b∗ + b′ℓ = (pα − 1)b∗ + pω · a∗ ∈ A
and so we are left with showing that pω · a∗ = (1 − pα)b∗ + pα(p−1α bℓ) ∈ A.
According to property (III), this conclusion will hold if b∗ < p−1α bℓ or, equiva-
lently, if pαb∗ < bℓ. Now bℓ = (pα − 1)b∗ + pωa∗ and b∗ < pωa∗ by the choice of
pω, and thus the latter condition is satisfied. 
By combining Proposition B8.1, the introductory remarks in section 8.1 and
Proposition B6.1, one arrives at the following characterization of the finitely gen-
erated groups among the groups of the form G = G([a,∞[ ;A,P ):
Theorem B8.2 Suppose I is the half line [a,∞[ . Then G(I;A,P ) is finitely
generated if, and only if, the following conditions hold:
(i) P is finitely generated;
(ii) A is a finitely generated Z[P ]-module;
(iii) A/(IP ·A) is finite, and
(iv) a ∈ A.
8.2 Generators for the kernel of (σ−, σ+)
In section 8.1, generating sets X a and X a,+ for the groups G = G([a,∞[ ;A,P )
and G1 = ker(σ− : G → P ) have been found (see formulae (8.2) and (8.3)). The
generating property of these subsets can be established by induction on the number
of singularities. There exists a further subgroup where this approach is feasible, the
subgroup G2 = ker(σ−, σ+). The groups G1 and G2 are both infinitely generated:
the first of them is the union of the increasing chain of subgroups G([a1,∞[ ;A,P )
with a1 > a and the second is the union of a similarly defined chain.
Given positive elements a, b of A and an element p ∈ P , let f(a, b; p) be the
function given by the assignments
t 7−→

t if t < a,
p(t− a) + a if a ≤ t ≤ a+ b,
t+ (p− 1)b if t > a+ b.
(8.11)
Each of the functions f(a, b; p) is in G2; we claim they generate G2. Indeed, if
f ∈ G2, there exists a sequence
S = (a; b1, . . . , bh; p1, . . . , ph), (8.12)
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with a, b1, . . . , bh a strictly increasing list of elements of A and p1, . . . , ph elements
in P , that describes f in the sense that f has
slope 1 on ]−∞, a[∪ ]a+ b1 + · · ·+ bh,+∞[ , and
slope pi on ]a+
∑
1≤j<i
bj, a+
∑
1≤j≤i
bj[ for i ∈ {1, . . . , h}.
It is easily verified that f is the composition
f(a, b1; p1) ◦ f(a+ b1, b2; p2) ◦ · · · ◦ f(a+ b1 + b2 + · · ·+ bh−1, bh; ph).
If f is described by the sequence (8.12) its image under the homomorphism ρ : G→
Aff(A,P ) is the translation with amplitude∑
i
pibi −
∑
i
bi =
∑
i
(pi − 1)bi.
We claim that (ρ ↾ G2) : G2 → IP · A factors over the multiplication map
µ : IP ⊗Z[P ] A։ IP ·A (8.13)
which takes (p − 1) ⊗ a to (p − 1)a. To prove this contention, we assign to each
sequence (8.12) an element of IP ⊗ZP A, namely
∑
i(pi − 1)⊗ bi. If a term bi is
replaced by a sum b′i + b
′′
i of positive elements of A and the sequence is replaced
by the subdivided sequence
S′ = (a; b1, . . . , bi−1, b′i, b
′′
i , bi+1, . . . , bh; p1, . . . , pi−1, pi, pi, pi+1, . . . , ph),
then S and S′ represent the same PL-homeomorphism and they give rise to the
same element in IP ⊗ZP A. This shows that there exists a function
ρ˜ : G2 → IP ⊗Z[P ] A, (8.14)
sending the composition f(a, b1; p1) ◦ · · · ◦ f(a+ b1 + b2+ · · ·+ bh−1, bh; ph) to the
sum
∑
i(pi−1)⊗bi. The function ρ˜ is a homomorphism; for in computing ρ˜(f¯ ◦f)
we can arrange that f and f¯ are represented by sequences of the form
S = (a; b1, · · · , bh; p1, . . . , ph),
S¯ = (a; p1b1, · · · , phbh; q1, . . . , qh).
Then f¯ ◦ f can be represented by the sequence
(a; b1, . . . , bh; p1q1, . . . , phqh),
and the claim reduces to a very simple calculation.
Clearly, a sequence S represents a bounded element if the sum∑
i
pibi −
∑
i
bi =
∑
i
(pi − 1)bi
is equal to 0. It follows that the subgroup B([0,∞[ ;A,P ) maps under ρ˜ onto the
kernel of the multiplication map µ : IP ⊗ZP A ։ IP · A, i.e., onto the homology
group H1(P,A). The previous considerations establish therefore
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Proposition B8.3 The group G2 = ker(σ−, σ+) is generated by the homeomor-
phisms f(a, b; p), defined by equation (8.11), and the assignment
f(a, b; p) 7→ (p− 1)⊗ b
extends to an epimorphism ρ˜ : G2 ։ IP ⊗Z[P ] A.
Let µ : IP ⊗Z[P ] A ։ IP · A denote the multiplication map. The composition
µ ◦ ρ˜ coincides then with ρ↾ G2 : G2 → IP · A →֒ Aff(IP · A,P ). In addition, the
subgroup B([0,∞[ ;A,P ) maps under ρ˜ onto the homology group H1(P,A) = kerµ.
9 Generators for groups with supports in a compact interval
If the interval I is compact we know of no general method for building up a PL-
homeomorphism with many singularities from PL-homeomorphisms with fewer
breaks. (This idea is the key to the results of Sections 7 and 8.) However, if P is
generated by positive integers and A is the subring Z[P ] of the rationals, we can
use equidistant subdivisions of [a, c], and variations thereof, to define a procedure
for obtaining elements with many singularities from simpler ones.
Our discussion starts with a comparison of generating sets for different inter-
vals; for this comparison A and P can be arbitrary; we require, however, that the
endpoints a and c lie in A. The existence of a comparison result is of interest since
groups G(I1;A,P ) and G(I2;A,P ) with intervals I1 and I2 of different lengths
need not be isomorphic if P is not cyclic (see Corollary E17.6).
9.1 The Comparison Theorem
In the proof of the comparison result we shall make use of
Lemma B9.1 Let a, b and c be elements of A with a < b < c. If P is a generating
set of P , then G([a, c];A,P ) is generated by G([a, b];A,P ) and 1+cardP auxiliary
elements. (The set P is allowed to be infinite.)
Proof. For each p ∈ P, choose an element gp in G = G([a, c];A,P ) with (gp)′(c−) =
p. Then
Gc = ker(σ+ : G→ P ) ∪ {gp | p ∈ P}
generates the group G = G([a, c];A,P ). Next, construct an element h ∈ G so
that h(t) < t for each t ∈ ](a + b)/2, c[. For every g ∈ kerσ+ there exists then
an exponent m so that hm(supp g) is contained in ]a, b[ , whence hm ◦ g ◦ h−m ∈
G([a, b];A,P ). It follows that G = G([a, c];A,P ) is generated by the set
G([a, b];A,P ) ∪ {h} ∪ {gp | p ∈ P}.

As a first application of the previous lemma one has
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Theorem B9.2 Let I1 and I2 be compact intervals with endpoints in A. Then
the group G(I1;A,P ) is finitely generated if, and only if, G(I2;A,P ) is so. This
statement remains valid if the qualification “finitely” is replaced by “countably”.
Proof. By Theorem A4.1 and the density of IP · A in R, there exists an element
f ∈ G(R;A,P ) which maps I1 onto an initial subinterval [a2, b2] of I2 = [a2, c2]. If
the group G1 = G(I1;A,P ) is generated by ℵ elements, so is its isomorphic copy
G([a2, b2];A,P ); by Lemma B9.1 the group G2 = G(I2;A,P ) is thus generated by
ℵ+ (1 + cardP) elements. Here P denotes a generating set of P ; if G1 is finitely
generated, P can be chosen to be finite (see Proposition B6.1), if G1 is countably
generated, so is P . As the rôles of G1 and G2 are interchangeable, the claim is
established. 
9.2 Definitions of P-regular and of P-standard subdivisions
From now on we work in the special set-up mentioned in the preamble to Section
9. Thus P is generated by a set P of natural numbers and A is the subring Z[P ] of
Q. In view of the Comparison Theorem (Theorem B9.2) we shall assume that I is
the unit interval [0, 1]. Our first aim is to construct a convenient set of generators
of the group G[P ] = G([0, 1];Z[gp(P)], gp(P)).
In the process of searching for such a set we shall adhere to
Convention B9.3 Given a sequence
((0, 0), (b1, b
′
1), . . . , (bh, b
′
h), (1, 1)) (9.1)
of points in the unit square [0, 1]2 with 0 < b1 < · · · < bh < 1, let fˇ : [0, 1]→ [0, 1]
denote the affine interpolation of the sequence (9.1) and let f : R → R be the
extension of fˇ that is the identity outside of [0, 1]. By abuse of language, we shall
call f , rather than fˇ , the affine interpolation of the sequence (9.1).
We proceed to the definition of a P-regular subdivision of [0, 1]; the defini-
tion will be recursive, the recursion parameter being called level. A P-regular
subdivision D1 of level 1 is a finite (strictly) increasing sequence of the form
(0,∆, 2∆, ..., (p− 1)∆, 1),
where ∆ = 1/p for some p ∈ P . If Dℓ−1 = (b0 = 0, b1, . . . , bh, bh+1 = 1) is a
P-regular subdivision of level ℓ − 1, each finite sequence Dℓ obtained from Dℓ−1
by replacing a couple (bj , bj+1) of adjacent points in Dℓ−1 by the sequence
(bj , bj +∆, bj + 2∆, . . . , bj + (p− 1)∆, bj+1)
with ∆ = p−1(bj+1 − bj) and p ∈ P is, by definition, a P-regular subdivision of
level ℓ. Stated more picturesquely, the subdivision Dℓ is obtained from Dℓ−1 by
subdividing the interval [bj , bj+1] of Dℓ−1 into p equal parts.
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The construction of a P-regular subdivision Dℓ of level ℓ can be coded by a
sequence of the form
(1, p1;n2, p2;n3, p3; . . . ;nℓ, pℓ) (9.2)
where the couple (ni, pi) specifies that in passing from level i− 1 to level i in the
creation of Dℓ the ni-th interval [bni−1, bni ] of Di−1 is subdivided into pi equal
parts. A subdivision D is called P-regular if it is P-regular of some level ℓ.
The P-standard subdivisions are those P-regular subdivisions in whose forma-
tion process it is always the left most interval that gets subdivided. A P-standard
subdivision of level ℓ is thus coded by a sequence of the form
(1, p1; 1, p2; 1, p3; . . . ; 1, pℓ) (9.3)
The P-standard subdivision with parameters given by expression (9.3) will be
denoted by St(p1, p2, . . . , pℓ).
Illustration B9.4 If P = {2}, the P-regular subdivisions of levels 1, 2 and 3
are as follows.
St(2) = (0, 1
2
, 1)
St(2, 2) = (0, 1
4
, 1
2
, 1)
(0, 1
2
, 3
4
, 1)
St(2, 2, 2) = (0, 1
8
, 1
4
, 1
2
, 1)
(0, 1
4
, 3
8
, 1
2
, 1)
(0, 1
4
, 1
2
, 3
4
, 1)
(0, 1
2
, 5
8
, 3
4
, 1)
(0, 1
2
, 3
4
, 7
8
, 1)
9.3 Homeomorphisms associated to P-regular subdivisions
As before, P is a set of positive integers which generate the group P . The reason
why P-regular subdivisions are of interest is explained by
Proposition B9.5 Let
D = (0 = b0, b1, . . . , bh, bh+1 = 1) and D
′ = (0 = b′0, b
′
1, . . . , b
′
h, b
′
h+1 = 1)
be two P-regular subdivisions with the same number of points. Then the affine
interpolation of the sequence of points
D ⊠D′ =
(
(b0, b
′
0), (b1, b
′
1), . . . , (bh, b
′
h), (bh+1, b
′
h+1)
)
(9.4)
is a PL-homeomorphism belonging to the group G[P ] = G([0, 1];Z[gp(P)], gp(P)).
Conversely, every PL-homeomorphisms f ∈ G[P ] is the affine interpolation of
some product D ⊠D′ of P-regular subdivisions of [0, 1].
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Proof. If D and D′ are P-regular subdivisions the lengths of the intervals [bi, bi+1]
and [b′i, b
′
i+1] are numbers in P = gp(P) and so the affine map passing through the
points (bi, b′i) and bi+1, b
′
i+1) has slope in P . It follows that the affine interpolation
fˇ : [0, 1]
∼−→ [0, 1] of D ⊠ D′ has vertices in Z[P ]2, slopes in P and that it maps
[0, 1] ∩ Z[P ] onto itself; so it extends therefore uniquely to a PL-homeomorphism
f ∈ G[P ].
Conversely, let f be an element of G[P ]. A P-regular subdivision containing
all the singularities of f can then be found as follows. To begin with, let p¯0 be a
common denominator of all the singularities of f . Next choose a multiple p0 of p¯0
that belongs to the monoid md(P) generated by the set P and define D to be the
equidistant subdivision of the unit interval [0, 1] with p0 + 1 points. Then D is a
P-regular subdivision of [0, 1]. Let
f(D) = {f(b0) = 0, f(b1), . . . , f(bp0), f(bp0+1) = 1}
be the image of D under f . Then f is the affine interpolation of D ⊠ f(D)
(extended by the identity outside of the unit interval) and so f is affine on each
subinterval [bi, bi+1] with slope si, say. The length of the interval [f(bi), f(bi+1] is
thus si(bi+1−bi) and this number lies in P . Now, letD′ be a P-regular, equidistant
subdivision of the interval [0, 1] which contains all the points of f(D); let ∆ be
the step width of D′. In passing from f(D) to D′, the interval [f(bi), f(bi+1)]
is subdivided into mi, say, equidistant subintervals of D′. The number mi lies
in P , for it equals si(bi+1 − bi)/∆. Since each number in P is a fraction of
numbers belonging to the monoidmd(P), somemd(P)-multiple qi ofmi belongs to
md(P). Subdivide now every subinterval of [f(bi), f(bi+1] with step width ∆ into
qi equidistant intervals. If this subdivision is carried out for each i ∈ {0, 1, . . . , h},
one ends up with a P-regular subdivision D′′ of [0, 1]. Its pre-image f−1(D′′) is
then P-regular. Since f is the affine interpolation of f−1(D′′)⊠D′′, the contention
is established. 
Example B9.6 The following example illustrates the search for P-regular sub-
divisions of the unit interval. Suppose P = {4, 6} and set P = gp(4, 6). Then
Z[P ] = Z[1/6]. Note that P ∩N×>0 is the submonoid generated by 4, 6, and 9.
Let f : R ∼−→ R be the affine interpolation of(
(0, 0), ( 118 ,
1
2 ), (
1
2 ,
17
18 ), (1, 1)
)
.
Then f has slopes 1, 9, 1, 19 , 1, and so it belongs the groupG([0, 1];Z[1/6], gp(4, 6)).
Let D be the equidistant subdivision of [0, 1] with step width 136 . This is a
P-regular subdivision that contains the singularities 0, 118 , 12 and 1 of f ; it can be
obtained by first subdividing the unit interval equidistantly into 6 intervals, and
then each of these 6 intervals into 6 subintervals of length 136 .
The image of D under f is the subdivision
f(D) =
(
0, 14 ,
1
2 ,
19
36 ,
20
36 , . . . ,
34
36 ,
34
36 +
1
9·36 , . . . , 1− 19·36 , 1
)
.
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Clearly, f(D) is part of the equidistant subdivision of [0, 1] with step with (9·36)−1;
but as 9 ·62 does not lie in the monoid generated by P = {4, 6}, this subdivision is
not P-regular. The equidistant subdivision D′ with step width ∆ = (36)−2 = 6−4,
however, is P-regular and it contains all the points of f(D). Consider now the
first subinterval [b0, b1] = [0, 136 ] of D and its image [f(b0), f(b1)] = [0,
1
4 ] under
f . In passing from f(D) to D′ the interval [0, 14 ] is subdivided into intervals of
length ∆ = (36)−2 and so their number is m0 = 9 · 36. The number m0 lies in P ,
but it does not belong to the submonoid generated by P = {4, 6}. We subdivide
therefore each of the m0 = 9 · 36 small subintervals of D′ contained in [0, 14 ] into
4 equal parts, obtaining q0 = 362 = 64 subintervals. The resulting subdivision of
[f(b0), f(b1)] = [0,
1
4 ] is part of a P-regular subdivision of D′ and the preimages
of these 64 equidistant subintervals have lengths 14 · 136 and so they are part of a
P-regular subdivision of D.
The preceding argument applies to each of the remaining 35 intervals of f(D).
In the case of the last subinterval [f(b35), f(b36)] = [1 − 19·36 , 1], the details are
as follows. In passing from f(D) to D′ this interval is subdivided into 4 smaller
subintervals. Since 4 is a number inmd(4, 6) the preimage of each of these intervals
occurs in a suitable P-regular subdivision of D.
9.4 A set of generators for G[P] = G([0, 1];Z[gp(P)], gp(P))
Our set of generators of G[P ] will involve four kinds of PL-homeomorphisms; they
are defined next.
9.4a Definitions of f(q; p; r, p′), h(p1, . . . , pℓ; p′1, . . . p
′
k), t(q; p, p
′) and g(p∗, p)
We begin with affine interpolations of a P-regular and a P-standard subdivision.
Let (q, p, p′) be a triple of elements in md(P)× P ×P, with q = p1p2 · · · pm, and
let r be an integer in {2, 3, . . . , p}. Let D to be the P-regular subdivision (of level
m+ 2) with parameter sequence
(1, p1; 1, p2; . . . ; 1, pm; 1, p; r, p
′)
(see the lines following equation (9.2) on page 35 for an explanation of this nota-
tion) and let f(q; p; r, p′) be the affine interpolation of
D ⊠ St(p1, p2, . . . , pm, p, p
′).
As indicated by its name, the PL-homeomorphism f(q; p; r, p′) does not depend on
the order of the factors pi in q = p1p2 · · · pm. Note that the support of f(q; p; r, p′)
is contained in the interval [0, 1/q].
The remaining three kinds of PL-homeomorphisms are affine interpolations of
two P-standard subdivisions. Suppose D = St(p1, . . . , pℓ) and D′ = St(p′1, . . . k′k)
are P-standard subdivisions of [0, 1] with the same number of points; this latter
conditions holds, if and only if,
2 + (p1 − 1) + · · ·+ (pℓ − 1) = 2 + (p′1 − 1) + · · ·+ (p′k − 1). (9.5)
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Define now h(p1, . . . , pℓ; p′1, . . . p
′
k) to be the affine interpolation of D ⊠D
′.
Two special cases of the type of PL-homeomorphism just defined will play an
important rôle in the sequel. The first of them is a kind of transposition. Let
q = p1 · · · pm be a product of elements in P and assume p and p′ are distinct
elements of P . Set
t(q; p, p′) = h(p1, . . . , pm, p, p′; p1, . . . , pm, p′, p). (9.6)
As is indicated by its name, the PL-homeomorphism t(q; p, p′) depends only on
the triple (q, p, p′), but not on the representation of q as a product with factors in
P .
The second special case involves two P-standard subdivisions of [0, 1] in each
of which occurs only a single element of P . Let p∗ be the smallest element of P .
(We assume, as we may, that 1 does not belong to P.) Given p ∈ P r{p∗}, we put
g(p∗, p) = h(p∗, . . . , p∗; p, · · · , p); (9.7)
here there are p− 1 consecutive occurrences of p∗, followed by p∗ − 1 consecutive
occurrences of p. (Formula (9.5) shows that this definition is licit.)
Illustration B9.7 The four kinds of PL-homeomorphisms just defined will be
used repeatedly in the remainder of Section 9. In order to familiarize the reader
with them, we exhibit some specimens. To do so, we use a graphical notation
for PL-homeomorphisms, called rectangle diagrams; these diagrams have already
been used in section 1.1. A rectangle diagram describes the affine interpolation
f of a sequence of points (ti, t′i) by a rectangle whose top and bottom lines are
subdivided according to the coordinates ti and t′i, respectively; moreover, each
point ti on the top line is joined to its image t′i on the bottom line by a straight
edge decorated by an arrow. In the trapezoids bounded by these edges and bits
of the top and bottom lines, the slopes can be inscribed.
1. PL-homeomorphisms f . These homeomorphisms are affine interpolations of
a P-regular subdivision and an associated P-standard subdivision of [0, 1]. Three
PL-homeomorphisms with P = {2, 3} are displayed in Figure B.1, namely the
functions f1 = f(1, 3; 2, 2), f2 = f(1, 3; 3, 2) and f3 = f(2; 1, 3; 3, 2).
2. PL-homeomorphisms h. These homeomorphisms are affine interpolations of
two P-standard subdivisions of [0, 1]. The two subdivisions are only restricted by
the condition that they comprise the same number of intervals. We illustrate this
type of PL-homeomorphisms by the function h(3, 5; 7); it is the affine interpolation
of St(3; 5)⊠ St(7).
3. PL-homeomorphisms t. This type of PL-homeomorphisms is a kind of
transposition; it permits one to exchange the order of subdivisions in P-standard
subdivisions. Every permutation of the set {1, 2, . . . , n} is a composition of trans-
positions of adjacent numbers; similarly, in order to express an arbitrary permuta-
tion of P-standard subdivisions it suffices to consider PL-homeomorphisms of the
form t(q; p, p′) = h(q; p, p′). In Figure B.1, the rectangle diagrams of type t depict
transpositions with q = 1 and q = 2, respectively, and with p = 3, p′ = 5.
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Figure B.1: PL-homeomorphisms of type f , h, t and g
4. PL-homeomorphisms g. The last kind of PL-homeomorphisms allows one to
trade a P-standard subdivision involving only one element p ∈ P for a P-standard
subdivision involving only the smallest element p∗ ∈ P . In Figure B.1, we display
three such PL-homeomorphisms, with p∗ = 2 for the first two functions and with
p∗ = 3 for the third one.
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Remark B9.8 The rectangle diagrams of the PL-homeomorphisms displayed in
Figure B.1 have sometimes fewer singularities than the number of points in the
subdivisions would lead one to expect. We shall come back to this phenomenon
in section 18.3b.
9.4b Definition of a prospective set of generators
We are now set for the definition of a prospective set of generators for the group
G[P ]. This set will be the union of four subsets F , G, T , and R, and it is defined
as follows:
F = {f(q; p; r, p′) | q ∈ {1} ∪ P, (p, p′) ∈ P2 and 1 < r ≤ p};
G = {g(p∗, p) | p ∈ P r{p∗} };
T = {t(q; p, p′) | q ∈ {1} ∪ P , (p, p′) ∈ P2 and p < p′};
and
R = {h(p1, . . . , pℓ; p′1, . . . , p′k) | pi and p′j satisfying a), b) and c) }.
The conditions referred to in the definition of the subset R are the following ones:
a) p1 ≤ p2 ≤ · · · ≤ pℓ as well as p′1 ≤ p′2 ≤ · · · ≤ p′k, and p1 < p′1;
b) the sets {pi | 1 ≤ i ≤ ℓ} and {p′j | 1 ≤ j ≤ k} are disjoint;
c) if an element p of P occurs in (p1, p2, . . . , pℓ) or in (p′1, . . . , p′k) at least (p∗− 1)
times then p = p∗. 1
Note that the subset R is disjoint from F ∪G ∪T . We shall prove
Theorem B9.9 Assume P is a set of integers greater than 1. Then the group
G[P ] = G([0, 1];Z[gp(P)], gp(P)) is generated by the set F ∪G ∪T ∪R.
The theorem will be established in sections 9.5 through 9.7.
Consider now the special case where P is finite. The subsets F , G and T are
then obviously finite, while R is finite in view of conditions b) and c). 2 Theorem
B9.9, in conjunction with Theorem B9.2, thus entails
Corollary B9.10 If P is a finite set of integers and a, c are elements of Z[gp(P)],
the group G([a, c];Z[gp(P)], gp(P)) is finitely generated.
1If p∗ = 2 condition c) says that the members of (p1, . . . , pℓ) and (p
′
1, . . . , p
′
k
) are all equal
to p∗, whence condition b) implies that neither of the sequences has any member. The subset R
is thus empty.
2Of course, condition (9.5) is also required to hold.
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9.5 A reduction
Let f be an element of the group
G[P ] = G([0, 1];Z[gp(P)], gp(P)).
By Proposition B9.5 there exist then P-regular subdivisions D and D′ of [0, 1] so
that f , restricted to the unit interval, is the affine interpolation ofD⊠D′. Suppose
D and D′ are described by the sequences
(1, p1;n2, p2; . . . ;nℓ, pℓ) and (1, p′1;n
′
2, p
′
2; . . . ;n
′
k, p
′
k),
respectively, and let D0 and D′0 be the P-standard subdivisions St(p1, . . . , pℓ) and
St(p′1, . . . , p
′
k). Then D, D0, D
′ and D′0 all have the same number of subintervals.
We can thus construct the affine interpolations of D ⊠ D0, of D0 ⊠ D′0 and of
D′ ⊠ D′0; call them g, h = h(p1, · · · , pℓ; p′1, . . . , p′k) and g¯. By Proposition B9.5
these elements belong to G[P ]; moreover, f = g¯−1 ◦ h ◦ g.
It suffices therefore to prove that each interpolation of a product D ⊠D0 of a
P-regular subdivision D, say described by the sequence (1, p1;n2, p2; . . . ;nℓ, pℓ),
and the P-standard subdivision St(p1, . . . , pℓ), is an element of the group
G0 = gp(F ∪G ∪T ∪R),
and that each PL-homeomorphism h(p1, . . . , pℓ; p′1, . . . , p
′
k) belongs to G0. These
verifications will be carried out in sections 9.6 and 9.7. Prior to moving on to
them, we pause for an observation.
If p1 and p¯ are elements of P, the PL-homeomorphism f(1; p1; p1, p¯) is linear
on [0, 1/p1] with slope 1/p¯. The PL-homeomorphisms f(q; p; r, p′) and t(q; p, p′),
on the other hand, have supports contained in [0, 1/q]. A glance at the definitions
of these elements will then reveal that the relations
f(1;p1;p1,p¯)f(q; p; r, p′) = f(p¯ · q; p; r, p′)
and
f(1;p1;p1,p¯)t(q; p, p′) = t(p¯ · q; p, p′)
are valid whenever p1 ≤ q. It follows that G0 contains the subsets
F♯ = {f(q; p; r, p′) | q ∈ md(P), (p, p′) ∈ P2 and 1 < r ≤ p} (9.8)
and
T ♯ = {t(q; p, p′) | q ∈ md(P), (p, p′) ∈ P and p < p′}. (9.9)
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9.6 Affine interpolations of P-standard subdivisions
As before, let G0 denote the group generated by the subset F ∪G ∪T ∪R. In
section 9.5, the claim of Theorem B9.9 has been reduced to two verifications:
it suffices to prove that each interpolation of a product D ⊠ D0 of a P-regular
subdivision D and an associated P-standard subdivision lies in G0, and that every
PL-homeomorphisms h(p1, . . . , pℓ; p′1, . . . , p
′
k) belongs to G0
In this section the second claim will be established. It is a consequence of
Lemma B9.11 The group
H = gp
({
h(p1, . . . , pℓ; p
′
1, . . . , p
′
k) | each pi and each p′j an element of P
})
is generated by the subset G ∪T ♯ ∪R.
Proof. Note first that the set G ∪T ♯ ∪R is a subset of H and that the subgroup
gp(T ♯) contains all the “permutations”
h(p1, . . . , pℓ; pπ(1), . . . , pπ(ℓ))
where ℓ ≥ 2, each pi is in P and π is a permutation of {1, 2, . . . , ℓ}.
Let L denote the group generated by G ∪T ♯. Call two elements h1 and h2
of H congruent if the double cosets L · h1 · L and L · h2 · L coincide. We shall
prove that every element h(p1, . . . , pℓ; p′1, . . . , p
′
k) is congruent to an element in
R∪R−1 ∪{1}.
Let h0 = h(p1, . . . , pℓ; p′1, . . . , p
′
k) be given. Suppose first there is some p ∈
P r{p∗} which occurs at least p∗ − 1 times in the sequence (p1, . . . , pℓ). There
exists then a “permutation” t1 in the subgroup gp(T ♯) so that the composition
h0 ◦ t1 takes on the form
h(p, p, . . . p, . . . ; p′1, . . . , p
′
k)
with p∗ − 1 (or more) occurrences of p in front. Then h¯0 = h0 ◦ t1 ◦ g(p∗, p)
is congruent to h0 and the generator p occurs less often in h¯0 than it does in
h0. An analogous argument applies to the parameter sequence (p′1, . . . , p
′
k). By
iteration we can therefore obtain an element h1 which is congruent to h0 and
satisfies condition c) formulated just before the statement of Theorem B9.9.
We may thus assume that the product h1 = h(p1, . . . , pℓ; p′1, . . . , p
′
k) satisfies
condition c). If h1 6= 1 and if pi = p′j for some couple (i, j), find two “permuta-
tions” in gp(T ♯) which transform h1 into the congruent element
h2 = h(p1, . . . , pi−1, pi+1, . . . pℓ, pi; p′1, . . . , p
′
j−1, p
′
j+1, . . . , p
′
k, p
′
j);
then observe that h2 is the same PL-homeomorphism as is
h(p1, . . . , pi−1, pi+1, . . . pℓ; p′1, . . . , p
′
j−1, p
′
j+1, . . . , p
′
k).
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By iteration we can then arrive at an element h2 that s congruent to h1, hence to
h0, and which satisfies conditions b) and c). Finally, by reordering the parameters
in h2 by means of gp(T ♯), we can obtain an element h3 = h(q1, . . . , hm; q′1, . . . , q′n)
which satisfies conditions b), c) and, in addition, the inequalities
q1 ≤ q2 ≤ · · · ≤ qm and q′1 ≤ q′2 ≤ · · · ≤ qn.
Thus h3 or h−13 will satisfy condition a); put differently, h3 belongs to R∪R−1.
All taken together, we have proved that
H ⊆ L · (R∪R−1 ∪{1}) · L ⊆ H.
Since L = gp(G ∪T ♯) the group H is thus generated by G ∪T ♯ ∪R. 
9.7 Affine interpolation of a P-regular and a P-standard subdivision
The next lemma takes care of the last missing bit in the proof of Theorem B9.9.
Lemma B9.12 Let D be the P-regular subdivision described by the sequence
S = (1, p1;n2, p2; . . . ;nℓ, pℓ) (9.10)
and let D0 be the P-standard subdivision St(p1, p2, . . . , pℓ). Then the affine inter-
polation f of D ⊠D0 is an element of the group generated by F ♯ ∪T ♯.
9.7a Proof of Lemma B9.12: preliminary remark
The subdivision D, given by the sequence (9.10), is a finite increasing sequence of
points in the unit interval that is constructed in an iterative manner. In the first
step, one picks p1 ∈ P , adds the subdivision points 1/p1, 2/p1, . . . , (p− 1)/p1 to
the couple (0, 1), and obtains a P-regular subdivision D1 of level 1. In the next
step, one picks p2 ∈ P and one of the p1 subintervals created so far, and introduces
in it p2 − 1 equidistant subdivision points. The result is a P-regular subdivision
D2 of level 2. One continues in the same manner with p3, . . . , pℓ and ends up with
a P-regular subdivision D = Dℓ of level ℓ. This subdivision is a finite increasing
sequence with
card(D) = 2 + (p1 − 1) + (p2 − 1) + · · ·+ (pℓ − 1)
points. Let D′ be another P-regular subdivision with card(D) points. By Propo-
sition B9.5, the affine interpolation of D ⊠D′ is then an element f of
G = G([0, 1];Z[gp(P)], gp(P)).
This PL-homeomorphism f depends only on the sequences D and D′, but not
on the sequential order in which these sequences are created. This fact will be a
crucial ingredient of the proof that we are about to describe.
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9.7b Proof of Lemma B9.12: main argument
Let f be the affine interpolation of the P-regular subdivision D, with parameter
sequence (9.10), and of the P-standard subdivision D0 = St(p1, p2, . . . , pℓ). Our
aim is to show that f is a product f2 ◦ f1 with f2 ∈ gp(T ♯) and f1 ∈ gp(F ♯). The
proof will be by induction on the level ℓ of D. If ℓ = 1, then f = 1; if ℓ = 2, then
f ∈ F . Assume now that ℓ > 2. The subdivision D contains then the points
0, 1/p1, 2/p1, . . . , (pi − 1)/p, 1
and at least one of the intervals [(k − 1)/p1, k/p1] is again subdivided. Let
[(m− 1)/p1,m/p]
be the right most of the subintervals that contain an additional point of D.
Assume first that m > 1. Our aim is to construct g ∈ gp(F) with the property
that the intersection g(D) ∩ [1/p1, 1] contains only the p1 points
1/p1, 2/p1, . . . , 1. (9.11)
Set b = (m− 1)/p1 and c = m/p1. Since the interval [b, c] gets subdivided in the
subdivision D, there exists an index i2 so that the intersection D ∩ [b, c] contains
the points
b, b+∆, . . . , b+ (pi2 − 1)∆, c, with ∆ = 1p1·pi2 ,
and possibly some further points. Set q2 = pi2 , put g2 = f(1; p1;m, q2), and
consider D2 = g2(D). Since g2(b + (pi − 1)∆) = b, the intersection D2 ∩ [b, c]
contains fewer points than does D∩ [b, c]. By iteration we can thus find a sequence
of maps g2, g3, . . . gk and a sequence of elements q2, . . . , qk, chosen among the
members of the sequence (p2, . . . , pℓ), so that the subdivisionDk = (gk◦· · ·◦g2)(D)
contains the points
b = (m− 1)/p1, m/p1, . . . , (p1 − 1)/p1, 1,
but no other point to the right of b.
The subdivision Dk is a P-regular subdivision of level ℓ that involves the pa-
rameters p1, p2, . . . , pℓ, not necessarily in the same order as in (9.10), and with
m(Dk) = m − 1. By iteration we can therefore find an element g ∈ gp(F) with
the properties that D′ = g(D) is a P-regular subdivision of level ℓ, involving the
numbers p1, p2, . . . , pℓ, not necessarily in the same order as in (9.10), and that
the intersection D′ ∩ [1/p1, 1] contains only the points (9.11).
The subdivision D′ is a P-regular subdivision of level ℓ with m(D′) = 1. It is
described by a sequence of the form
S′ = (1, p1; 1, q2; . . . ;n′ℓ, qℓ) (9.12)
where the list (q2, . . . , qℓ) is a permutation of the list (p2, . . . , pℓ).
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Consider now the truncated sequence S¯′ = (1, q2;n′3, q3; . . . ;n
′
ℓ, qℓ). It describes
a P-regular subdivision D¯′ of level ℓ − 1; let D¯′0 be the associated standard sub-
division St(q2, . . . , qℓ) and define h¯ : R
∼−→ R to be the affine interpolation of the
sequence of points D¯′⊠ D¯′0. Since the level of D¯
′ is ℓ−1, the induction hypothesis
applies and guarantees that h¯ is a product h¯2 ◦ h¯1 of PL-homeomorphisms with
h¯2 ∈ gp(T ♯) and h¯1 ∈ gp(F ♯). Let’s now go back to the P-regular subdivision D′
and its associated standard subdivision D′0 = St(p1, q2, . . . , qℓ). Let h : R
∼−→ R
be the affine interpolation of the sequence of points D′ ⊠D′0. Then h is nothing
but a rescaled version of h¯; more precisely, h = (1/p1)1 ◦ h¯ ◦ ((1/p1)1)−1. Since
conjugation by (1/p1)1 maps F ♯ into F ♯ and T ♯ into T ♯, the PL-homeomorphism
h is therefore a product h2 ◦ h1 with h2 ∈ gp(T ♯) and h1 ∈ gp(F ♯).
The preceding analysis discloses that f , the affine interpolation of D ⊠ D0,
is a composition of three affine interpolations, the interpolation g of D ⊠D′, the
interpolation h of D′⊠D′0, and the affine interpolation H of St(p1, q2, . . . , qℓ)⊠D0.
The claim thus follows from the facts that
g ∈ gp(F), h = h2 ◦ h1 ∈ gp(T ♯) ◦ gp(F ♯) and H ∈ gp(T ♯) .
Example B9.13 We illustrate the reasoning in the proof of Lemma B9.12 by an
example. Choose P = {2, 3} and A = Z[1/2, 1/3] = Z[1/6], and consider the
P-regular subdivision
D = (0, 1/3, 1/2, 2/3, 5/6, 8/9, 17/18, 1);
it is displayed in the first horizontal line of the following figure.
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The subdivision D can be obtained by dividing the unit interval first into
3 intervals of equal length, then halving both the second and the third subin-
terval so obtained, and finally subdividing the last of the created subintervals
again into 3 intervals of equal length. Sequences describing the subdivision D are
(1, 3; 2, 2; 4, 2; 5, 3), but also
S = (1, 3; 3, 2; 4, 3; 2, 2) with (p1, p2, p3, p4) = (3, 2, 3, 2).
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The level of the subdivision D is 4. The sequence S tells us that the third subin-
terval of the initial subdivision D1 = (0, 1/3, 2/3, 1) is cut into two subintervals of
the same length. We apply therefore the PL-homeomorphism g2 = f(1; 3; 3, 2) to
D and obtain the subdivision
D2 = (0, 1/6, 1/4, 1/3, 2/3, 7/9, 8/9, 1);
it is shown by the second horizontal line of the figure. It is again a subdivision
of D1, but this time the third subinterval is divided into three parts of equal
length. We transform therefore the subdivision D2 = g2(D) with the help of the
PL-homeomorphism g3 = f(1; 3; 3, 3) and obtain the subdivision
D3 = (0, 1/18, 1/12, 1/9, 2/9, 1/3, 2/3, 1).
In D3, it is only the first interval of the division D1 that is further subdivided; so
D3 = D
′. In the proof one passes therefore to the truncated subdivision
D¯′ = (0, 1/6, 1/4, 1/3, 2/3, 1).
It has level 3 and is described by the sequence S¯′ = (1, 3; 1, 2; 2, 2). (The figure
discloses a direct way of arriving at a standard subdivision.)
9.8 Example 1: groups G[P] with P = {p} and p ≥ 2
If P is a singleton, the generating set afforded by Theorem B9.9 simplifies consid-
erably. This is due to the fact that there is then only one P-standard subdivision
for each level ℓ ≥ 1 and that the subsets G, T and R, defined in section 9.4, are
empty. Hence G[p] = G[P ] = G([0, 1];Z[1/p], gp(p)) is generated by the set
F = {f(q; p; r; p) | q ∈ {1, p} and 1 < r ≤ p};
it has 2(p− 1) elements. As will become clear later on, it is useful to replace the
finite generating set F by the infinite set
F ♯ = {f(pm; p; r, p) | m ∈ N and 1 < r ≤ p}.
The PL-homeomorphism f(m, r) = f(pm; p; r, p) has support ]0, r/pm+1[ and it is
linear on the interval [0, (r − 1)/pm+1] with slope 1/p. The definition of f(m, r)
thus implies that the relation
f(m,r)f(m′, r′) = f(m′ + 1, r′)
holds whenever, either m < m′, or m = m′ and r > r′.
The description of these relations simplifies if one enumerates the generators
according to the decreasing size of their supports. We introduce therefore genera-
tors xi for i ∈ N, express i in the form i = (p− r) + (p− 1)m and set
xi = f(m, r) = f(p
m; p, r, p).
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The above relations then take on the form xixj = xj+(p−1); they are valid for
every couple of non-negative integers (i, j) with i < j. They imply, in particular,
that G[p] is generated by p elements, namely x0, x1, . . . , xp−1.
The following result summarizes the insights obtained so far:
Corollary B9.14 For every integer p greater than 1, the group G[p] is generated
by elements {xi | i ≥ 0} that satisfy the relations
xixj = xj+(p−1) (9.13)
whenever i < j. They show that G[p] is generated by the subset {xi | 0 ≤ i < p}.
To relate the generators xi to the previously found generators, write i in the
form (p− 1)m+ (p− r) with 1 < r ≤ p; then xi = f(pm; p; r, p).
Remarks B9.15 (i) The relations displayed in equation (9.13) actually define
G[p] in terms of the xi. A proof of this fact will be given in section 15.1.
(ii) For each p ≥ 2, the group G[p] is not merely finitely generated, it is finitely
presented (see section 15.2) and of type FP∞ (K. S. Brown, unpublished. 3)
(iii) The group G[2] is the notable group studied by R. J. Thompson ([Tho74]),
P. Freyd and A. Heller (see [FH93]), K. S. Brown and R. Geoghegan ([BG84]),
and many others. It has a well-known finite presentation, namely
〈x = x0, y = x1 | yxy = x
2
y, yx
2
y = x
3
y〉. (9.14)
(iv) The generators xi will crop up in section 18.3b in a quite different context.
Illustration B9.16 Corollary B9.14 provides explicit generating sets with p ele-
ments for each of the groups G[p]. Below, the rectangle diagrams of the generators
will be displayed for p = 2 and p = 3.
If p = 2, the generator xi coincides with f(m, 2) = f(2m; 2; 2, 2); for m = 0
and m = 1, their rectangle diagrams are displayed below.
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If p = 3, the generator xi is equal to f(m, 3) = f(3m; 3, 3, 3) if i = 2m and
equal to f(3m; 3; 2, 3) if i = 2m+1. The rectangle diagrams of the three generators
x0, x1 and x2 are then as shown next.
3See section N3.4a for an update.
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9.9 Example 2: group G[P] with P = {2, 3}
If P = {2, 3} the generating set provided by Theorem B9.9 is still so small that
its elements can be displayed individually. The set is the union of four subsets G,
R, T and F .
The subset G consists of a single element, namely g(2, 3). The set R has also
only one element, namely h(2, 2; 3), and this element coincides with g(2, 3). This
homeomorphism is displayed next.
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3
g(2, 3)
The subset T = {t(q; p, p′) | q ∈ {1, 2, 3} and (p, p′) ∈ P2 with p < p′} con-
tains 3 elements; they are shown in Figure B.2.
The subset
F = {f(q; p; r, p′) | q ∈ {1, 2, 3}, (p, p′) ∈ {2, 3}2 and 1 < r ≤ p},
finally, has 18 elements. The first six of them, with q = 1, are shown in Figure
B.3. The rectangle diagrams of the remaining 12 elements are obtained by reducing
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1 1 3
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1 1 3
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1 1
t(1; 2, 3)
t(2; 2, 3)
t(3; 2, 3)
Figure B.2: The PL-homeomorphisms t(1; 2, 3), t(2; 2, 3) and t(3; 2, 3)
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Figure B.3: PL-homeomorphisms of type f
the above 6 diagrams by the factors 12 and
1
3 , respectively, and extending by the
identity on the right. Altogether we see that the group G[{2, 3}] has a generating
set with 1 + 3 + 18 = 22 elements.

C The Subgroup of Bounded Homeomorphisms B
Recall that B(I;A,P ), the subgroup of bounded homeomorphisms, is the kernel
of the homomorphism
(λ, ρ) : G(I;A,P ) −→ Aff(A,P )×Aff(A,P ).
Alternatively, it can be described as the union⋃
{G(I1;A,P ) | I1 a compact subinterval of int(I)}.
This description and Corollary A5.1 show that the B(I;A,P )-orbits in A ∩ int(I)
are of the form (IP ·A+ a) ∩ int(I), even in case I = R.
The results of this chapter deal with three topics: the independence of B =
B(I;A,P ) on I, estimates of Bab = B/[B,B] and the simplicity of B′ = [B,B].
10 Simplicity of the derived group of the subgroup B
The main objective of this section is the proof that the derived group of the
subgroup B(I;A,P ) is simple, no matter what the values of the parameters I, A
and P are. We begin by showing that the isomorphism type of B(I;A,P ) does
not depend on the interval I.
10.1 Independence on the interval containing the supports
The fact that B(I;A,P ) does not depend on I is a consequence of
Proposition C10.1 The group B(I;A,P ) is isomorphic to B(R;A,P ) for every
interval of positive length I.
Proof. Let a0 be a positive element of A and choose an element b0 in A ∩ int(I).
Since each interval ]0, 1m [ contains an element of P , we can find a doubly infinite
increasing sequence (bi | i ∈ Z) of elements in A ∩ int(I) satisfying properties (i)
and (ii):
(i) for each i ∈ Z, the difference bi+1 − bi is in P · a0;
(ii) limi→−∞ bi = inf(I) and limi→+∞ bi = sup(I).
Let ϕ : R → int(I) be the affine interpolation of the doubly infinite sequence
((i · a0, bi) | i ∈ Z). Then ϕ is a PL-homeomorphism of R onto int(I) whose slopes
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are in P and whose vertices are in A2. If f is an element of B(R;A,P ) there
exists a positive integer ℓ such that the support of f is contained in the interval
]− ℓa0, ℓa0[. It follows that ϕf = ϕ◦f ◦ϕ−1 is a finitary PL-auto-homeomorphism
of int(I) with support in ]b−ℓ, bℓ[, slopes in P and vertices in A2. Hence ( ϕf)∼, the
extension of ϕf that fixes every point outside of int(I), is an element of B(I;A,P ).
Conversely, if g ∈ B(I;A,P ) the conjugate ϕ−1◦(g ↾ int(I))◦ϕ is in B(R;A,P ).
From these facts we see that conjugation by ϕ induces an isomorphism ofB(R;A,P )
onto B(I;A,P ). 
10.2 Proof of the simplicity of the derived group of B
The simplicity of B′ will be a consequence of Proposition C10.2 below; its proof
is a variation on G. Higman’s proof of Theorem 1 in [Hig54].
Proposition C10.2 Let B 6= {1} be a group satisfying the following condition.{
For every ordered pair (x, y) ∈ B2 and every z ∈ B r {1}
there exists u ∈ B such that the equation [ ux, zuy] = 1 holds. (10.1)
Then B′ is simple and non-abelian, or B′′ = {1}.
Proof. We begin with a calculation. Let (x, y, z) ∈ B3 be a given triple. If z 6= 1,
there exists, by assumption, an element u ∈ B such that the equation [ ux, zuy] = 1
is valid; by conjugating this equation by u−1 and setting w = u−1zu one arrives
at the equation [x, wy] = 1. It allows one to rewrite the commutator of x and y
like this:
[x, y] = xyx−1 · (wy−1 · wy) · y−1 = xy · (x−1 · wy−1) · wy · y−1
= xy · (wy−1 · x−1) · wy · y−1 = xywy−1 · w−1x−1 · w · yw−1y−1
= xyw · xw−1 · w · yw−1.
Since w is short for u−1zu the calculation can be summarized by saying that
[x, y] = xyu
−1
z · xu−1z−1 · u−1z · yu−1z−1. (10.2)
Assume now that N is a normal subgroup of B and that z ∈ N . Equation
(10.2) then shows that every commutator [x, y] lies in N and so B′ ⊆ N . It
follows, first of all, that B′ is contained in every normal subgroup N 6= {1} and is
thus a minimal normal subgroup of B. Two cases now arise.
If B′′ = {1} then B is metabelian, and either B is abelian, or B′ is a minimal
abelian normal subgroup of B and thus a simple module over the ring ZBab.
Otherwise, consider a normal subgroup N 6= {1} contained in B′′. The calculation
then implies that B′ ⊆ N ⊆ B′′ and so B′ = B′′; in addition, B′′ is a minimal
normal subgroup of B. If we can show that B′′ is a minimal normal subgroup of B′
then B′ = B′′ will be a non-abelian simple group, as claimed by the proposition.
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To achieve this goal, we verify that the element u occurring in equation (10.2)
can be chosen inside B′. Indeed, given elements x, y of B and z ∈ B r {1}, there
exists, by statement (10.1), an element u ∈ B with [ ux, zuy] = 1. Next, with
(z, u, z) in the rôle of (x, y, z), there exists v ∈ B so that [ vz, zvu] = 1. So z
commutes with u1 = v
−1zvu. Set u2 = u−11 · u = [v−1zv, u−1]. Then u2 ∈ B′ and
the calculation
1 = u−11 · [ ux, zuy] · u1 =
[
u−11 · ux · u1, u−11 · zuy · u1
]
= [ u2x, zu2y]
justifies our contention. 
Corollary C10.3 For every choice of the triple (I, A, P ) the derived group of
B(I;A,P ) is a simple, non-abelian group.
Proof. We begin by verifying that B satisfies the hypotheses of Proposition C10.2.
The idea underlying this verification is simple: the union of the supports of ele-
ments f and g lies in a compact interval, say I = [b1, b2]. If h 6= 1 there exists a
small interval I ′ = [b′1, b
′
2] in the support of h such that I
′ and h(I ′) are disjoint.
Use Theorem A4.1 to construct u ∈ B so that u(I) ⊆ I ′. Then the supports of uf
and hug will be disjoint and so these functions commute.
Here are the details: given (f, g) ∈ B2 there exists numbers b1 < b2 in A =
(IP · A) ∩ int(I) so that supp f ∪ supp g ⊂ [b1, b2]; given h 6= 1 pick t∗ ∈ supph.
Two cases now arise. If t∗ < h(t∗) the continuity of h allows one to find b′1, b
′
2
in A so that b′1 < t∗ < b′2 < h(b′1). By Theorem A4.1 there exist then a PL-
homeomorphism u2 in G(R;A,P ) such that
u2(b1) = b
′
1, u2(b2) = b
′
2.
A priori, the function u2 is only known to belong to G(R;A,P ); its support,
however may not be bounded. We modify therefore u2 like this. Choose numbers
a and c in A with a < min{b1, b′1} and max{b1, b′2} < c. By Theorem A4.1 there
exist then functions u1 and u3 in G(R;A,P ) satisfying the restrictions
u1(a) = a, u1(b1) = b
′
1, and u3(b2) = b
′
2, u3(c) = c.
A look at the definitions of u1, u2, u3 shows next that there exists a function u
which agrees with u1 on [a, b1], is equal to u2 on [b1, b2], agrees with u3 on [b2, c]
and is the identity outside of [a, c]. This function u is then a PL-homeomorphism
in B(I;A,P ) and its construction guarantees that uf and hug commutate.
If h(t∗) < t∗ then t∗ < h−1(t∗); so the previous argument holds with h−1 in
place of h. It implies that there exists u ∈ B(R;A,P ) so that uf and h−1ug
commute, whence huf and ug commute. It suffices thus to exchange f and g at
the beginning of the argument.
Proposition C10.2 therefore applies in both cases and proves that B′ is a simple,
non-abelian group unless B′′ = {1}. We are left with verifying that B is not
metabelian. Let f be an element of B r {1}. Then its support is bounded and
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so there exists g ∈ B with supp f 6= g(supp f), whence [f, g] = f ◦ gf−1 6= 1.
Similarly, there exists h ∈ B with supp[f, g] 6= h(supp[f, g]), whence [[f, g], h] 6= 1.
Since h can be chosen in B′ we have proved that B′′ 6= {1}. 
11 Construction of homomorphisms into the slope group
The homomorphisms σ− and σ+, introduced in section 3.2, record the slopes of
the elements g ∈ G(I;A,P ) near the end points. In this section, we construct
similarly defined homomorphisms νΩ. In Section 12, then, they will be used to
describe the abelianization of the group G([0,∞[ ;A,P ).
11.1 Definition of the homomorphism ν
Let G be one of the groups G(I;A,P ), the parameters I, A and P being arbitrary
except that they satisfy the non-triviality restrictions (2.4). Each G-orbit Ω in A
gives rise to a function
νΩ : G→ P, f 7→
∏
α∈Ω
f ′(a+)/f ′(a−). (11.1)
In the above, f ′(a+) and f ′(a−) are short for limtցa f ′(t) and limtրa f ′(t),
respectively; the product
∏
f ′(a+)/f ′(a−) is defined since all but finitely many
factors are equal to 1. Since Ω is a G-orbit the chain rule implies that νΩ is a
homomorphism. As each homeomorphism f ∈ G(I;A,P ) has only finitely many
singularities, all but finitely many values νΩ(f) are equal to 1.
In order to combine these homomorphisms νΩ into a single homomorphism ν,
we introduce the set (A∩I)∼ of G-orbits of A∩I and the free abelian group on this
set. We denote the latter group by Z[(A∩I)∼] and then define the homomorphism
ν like this:
ν :
{
G(I;A,P ) −→ Z[(A ∩ I)∼]⊗Z P
f 7−→∑Ω⊂A∩I Ω⊗ νΩ(f). (11.2)
11.2 Properties of ν
(i) If I = R then G acts transitively on A ∩ I = A and so Z[(A ∩ I)∼] is infinite
cyclic; moreover, for each f in G one has∏
a∈A
f ′(a+)/f ′(a−) = ( lim
tր∞
f ′(t)) · ( lim
tց−∞
f ′(t))−1 = σ+(f) · σ−(f)−1,
and so ν can be recovered from σ− and σ+.
(ii) If I is bounded on one side but not on both sides, ν is surjective, as we
shall see in section 12.1; if, however, I is bounded ν is never surjective. Indeed,
if f has bounded support the product
∏
a∈A∩I f
′(a+)/f ′(a−) equals 1; thus the
image of ν is contained in the kernel of the map
ε : Z[(A ∩ I)∼]⊗ P −→ P, Ω⊗ p 7→ p. (11.3)
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11.2a Naturality of ν
The construction of ν is natural in two situations detailed by the next two lemmata.
Lemma C11.1 Let I1 be a closed subinterval of I, let P1 be a subgroup of P and
let A1 be a Z[P1]-submodule of A. Let µ : G1 = G(I1;A1, P1) →֒ G = G(I, A, P )
denote the obvious inclusion and let ι∗ : (A1 ∩ I1)∼1 → (A∩ I)∼ be the map that is
derived from the inclusion ι : (A1 ∩ I1) →֒ A∩ I by passage to the quotients. Then
the square
G(I1;A1, P1)
ν1
//
µ

Z[(A1 ∩ I1)∼1 ]⊗ P1
Z[ι∗]⊗(P1 →֒P )

G(I;A,P )
ν
// Z[(A ∩ I)∼]⊗ P
(11.4)
is commutative.
Proof. Let Ω1 be a G1-orbit in A1 ∩ int(I1) and consider an element f1 ∈ G1. By
definition (11.2) one has
(ν1)Ω1 (f1) =
∏
a1∈Ω1
f ′1(a1,+)/f
′
1(a1,−). (11.5)
If one passes from f1 to f = µ(f1), the factors in the above product do not
change, but Ω1 may no longer be an orbit of the larger group G. If this happens
then several G1-orbits, say Ω1,1, . . . , Ω1,k, coalesce into a single orbit Ω. 1 Then
νΩ(f) = νΩ1,1(f1) · · · νΩ1,k(f1).
Since the tensor product −⊗Z− is bi-additive, this value coincides with the image
of ν1(f1) under Z[ι∗]⊗ (P1 →֒ P ). 
Lemma C11.2 Suppose I1, I2 are intervals, P is a subgroup of R
×
>0 and A1, A2
are Z[P ]-submodules of Radd. For i ∈ {1, 2}, let Gi ≤ G(Ii;Ai, P ) be a subgroup.
Assume there exists a finitary PL-homeomorphism ϕ : I1
∼−→ I2 which maps A1∩I1
onto A2 ∩ I2, and induces by conjugation an isomorphism
β : G1 −→ G2, g1 7−→ unique extension of ϕ(g1 ↾ I1) in G(I2;A2, P ).
Then ϕ sends G1-orbits of A1 ∩ I1 onto G2-orbits of A2 ∩ I2 and the square
G1


//
β

G(I1;A1, P )
ν1
// Z[(A1 ∩ I1)∼1 ]⊗ P
Z[ϕ∗]⊗1

G2


// G(I2;A2, P )
ν2
// Z[(A2 ∩ I2)∼2 ]⊗ P
. (11.6)
is commutative.
1Infinitely many orbits may coalesce, but as f has only finitely many singularities, only
finitely many of these orbits need to be taken into account.
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Proof. The equation ϕ(g1(t1)) = ( ϕg1)(ϕ(t1)) holds for every (g1, t1) ∈ G1×I1 and
shows that ϕ maps G1-orbits in I1 onto G2-orbits in I2. Moreover, if t1 ∈ A1 ∩ I1
then ϕ(t1) in A2 ∩ A2 by hypothesis. Fix now a G1-orbit Ω1 in A1 ∩ int(I1), set
Ω2 = ϕ(Ω1) and pick a1 ∈ Ω1 and g1 ∈ G1. Set a2 = ϕ(a1). The chain rule
justifies then the computation
( ϕg1) (a2+) = ϕ
′(g1(ϕ−1(a2))+) · g′1(ϕ−1(a2))+) · (ϕ−1)′(a2+)
= ϕ′(g1(a1)+) · g′1(a1+)/ϕ′(a1+)
for the right-hand derivative at a2. A similar result holds for the left-hand deriva-
tive at a2.
Let S1 ⊂ Ω1 denote the union of the set of singularities of g1, the set of
singularities of ϕ and the preimage of the set of singularities of ϕ under g1. Then
S1 is a finite set and so the following calculation is licit:
νΩ2 (
ϕg1) =
∏
a1∈S1
ϕ′(g1(a1)+) · g′1((a1)+)/ϕ′((a1)+)
ϕ′(g1(a1)−) · g′1((a1)−)/ϕ′((a1)−)
=
∏
a1∈S1
ϕ′(g1(a1)+)
ϕ′(g1(a1)−)
·
∏
a1∈S1
g′1(a1)+)
g′1(a1)−)
·
∏
a1∈S1
ϕ′((a1)−)
ϕ′((a1)+)
=
∏
a1∈S1
ϕ′(g1(a1)+)
ϕ′(g1(a1)−)
·
∏
a1∈S1
ϕ′((a1)−)
ϕ′((a1)+)
· νΩ1(g1).
A factor ϕ′(g1(a1)+)/ϕ′(g1(a1)−) in the first product in the last line is distinct
from 1 ∈ P if, and only if, g1(a1) is a singularity of ϕ; so the first product in
nothing but the reciprocal of the second one, and thus νΩ2(
ϕg1) coincides with
νΩ1(g1). 
11.2b Comment on Lemma C11.2
The hypotheses of Lemma C11.2 require, inter alia, that ϕ be a finitary PL-
homeomorphism. The question arises whether the conclusion of Lemma C11.2
remains valid if ϕ is an infinitary PL-homeomorphism, the remaining hypotheses
being as before. The answer turns out to be in the negative.
Indeed, let I be the unit interval [0, 1] and set G = G(I;Z[1/2], gp(2)). Our
first aim is to construct a non-surjective monomorphism µ of G. Define ϕ : R→ R
to be the function that is the identity outside of int(I) and the affine interpolation
of the decreasing sequence of points n 7→ sn with s0 = (1, 1) and
sn = (an, bn) =
(
3
2
(
1
2
)n
,
(
1
2
)2n−1)
in the interior of I. The sequence s begins thus:
(1, 1),
(
3
4 ,
1
2
)
,
(
3
8 ,
1
8
)
,
(
3
16 ,
1
32
)
, . . . .
For each n ∈ N, the slope of ϕ on the interval [an+1, an] is (1/2)n−1, as one easily
verifies. It follows, first, that ϕ maps A = Z[1/2] onto itself and then that con-
jugation by ϕ induces an automorphism of the kernel N of the homomorphism
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σ− : G ։ gp(2). Let f ∈ G be the PL-homeomorphism whose rectangle dia-
gram is displayed in the middle rectangle of the following figure; it generates a
complement of N in G. We claim that the conjugate g = ϕf of f is a finitary
PL-homeomorphism and that it lies in G. To verify this assertion, we study the
rectangle diagram of g = ϕ ◦ f ◦ ϕ−1.
0 1
8
1
4
3
8
1
2
3
4
1
1 1 1 1
2
1
25
8
7
8
1
2
1
2
1 1 2 23
16
1
2
1
2
1 1 2
0 1
32
1
16
1
8
1
4
1
2
1
ϕ−1
f
ϕ
We claim g is the finitary PL-homeomorphism with rectangle diagram as shown
on the right of the next figure. To justify this assertion we compute the image of
g at bn for n ≥ 2. Using the definitions of g, and of the numbers aj , bj, the image
g(bn) of bn can be computed for n ≥ 2 like this:
bn 7−→ an 7−→ 12an = an+1 7−→ bn+1 = 14bn.
It follows that g is linear with slope 1/4 on the interval ]0, b2] = ]0, 1/8[. Moreover,
the above rectangle diagram allows one to see that the slope of g on the interval
[1/8, 1/4[ is 1/4, on [1/4, 1/2] it is 1/2, that it equals 1 on [3/8, 3/4] and 2 on
[3/4, 1]. The rectangle diagram of ϕf is therefore as depicted on the right of the
following figure.
0 1
2
3
4
1
1
2
1 2
0 1
4
1
2
1
f
0 1
4
3
8
1
2
3
4
1
1
4
1
2
1 1 2
0 1
16
1
8
1
4
1
2
1
ϕf
We infer, first, that g = ϕf ∈ G and so imµ = N · gp( ϕf) = N · gp(f2) is a
subgroup of index 2 in G = N · gp(f). Since IP · A = (2 − 1) · A = A, Corollary
A5.1 shows next that the group G = G([0, 1];A,P ) acts transitively on the set
Ω = A∩ ]0, 1[; as ϕ(A) = A we see, in addition, that ϕ maps the orbit Ω onto
itself.
Set G1 = G([0, 1];Z[1/2], gp(2)) and G2 = imµ and let β : G1
∼−→ G2 be the
isomorphism induced by µ. Then G1, G2 and ϕ, β satisfy the assumptions of
Lemma C11.2, except for the fact that ϕ has infinitely many breaks.
The rectangle diagram of f shows next that
(ν1)Ω(f) = (1/
1
2 ) · (2/1) = 4,
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while the rectangle diagram of ϕf shows that
(ν2)Ω(
ϕf) = (12/
1
4 ) · (1/ 12 ) · (2/1) = 8.
So (ν1)Ω(f) 6= (ν2)Ω( ϕf). Since Z[ϕ∗] ⊗ 1 is the identity of Z[(A ∩ I)∼] ⊗ P the
square (11.6) is therefore not commutative.
Remark C11.3 The above counter-example belongs to a larger class of examples.
Let P be a cyclic group with generator p < 1 and A a Z[P ]-module. Pick b ∈ A>0
and consider the group G1 = G([0, b];A,P ). According to section 18.4a, there
exists then, for every integerm ≥ 2, an increasing PL-homeomorphism ϕm, defined
on the interval [0, b], that maps each G1-orbit of A∩ [0, b] onto itself and induces by
conjugation an (injective) endomorphism µm of G1 with the following properties.
• µm maps the subgroup B = B([0, b];A,P ) onto itself;
• G2 = imµm has index m in G1;
• µm(f)′(0+) = (f ′(0+)m and µm(f)′(b−) = f ′(b−) for every f ∈ G1;
• Z[ϕ∗]⊗ 1 is the identity of Z[(A ∩ I)∼]⊗ P .
If we set I = I1 = I2 = [0, 1], put A = A1 = A2 and G1 = G(I;A,P ) all
the hypotheses of Lemma C11.2 are fulfilled, except for the fact that the PL-
homeomorphism ϕ is infinitary. The conclusion of the lemma does not hold; in-
deed, as stated in point (ii) (at the top of page 54), the product
∏
a∈A∩I f
′(a+)/f ′(a−)
equals 1 for every f ∈ G1. Pick now f ∈ G1 with f ′(0+) 6= 1. Then µm(f)′(0+) 6=
f ′(0+), and as µm(f)′(b−) = f ′(b−), there must exist a G1-orbit Ω1 in A ∩ ]0, b[
with image Ω2 so that
(ν1)Ω1(f) 6= (ν2)Ω2( ϕf).
12 Investigation of the abelianization of the subgroup B
In this section, we determine the abelianizations of the groups G([0,∞[ ;A,P )
and G1 = ker(σ− : G([0,∞[ ;A,P )→ P ) and use then this knowledge to study the
abelianization of B([0,∞[ ;A,P ).
12.1 Abelianization of G([0,∞[ ;A,P )
The following result describes the abelianizations of G = G([0,∞[;A,P ) and of
G1 with the help of the homomorphism ν.
Proposition C12.1 Suppose I is bounded on one side but not on both sides.
Then the abelianization νab of ν : G(I;A,P )→ Z[(A∩I)∼ ]⊗P is an isomorphism.
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Proof. Suppose first that the endpoint of I is in A. There exists then an affine
homeomorphism ϕ in Aff(A, {±1}) with ϕ(I) = [0,∞[ and such that
ϕG(I;A,P ) = G([0,∞[ ;A,P ).
The naturality of ν, as described in Lemma C11.2, implies thus that it suffices to
establish the claim for I = [0,∞[.
Set G = G([0,∞[;A,P ) and let T ⊂ ]0,∞] be a set of representatives of the
G-orbits (IP ·A+b)∩I in A ∩ int(I). The homomorphism ν : G→ Z[(A∩I)∼]⊗P
induces a homomorphism
νab : Gab −→ Z[(A ∩ I)∼]⊗ P.
We claim it is bijective.
To establish this contention, we construct first a suitable generating set of Gab.
According to Proposition B8.1, the group G is generated by the subset
{g(0, p) | p ∈ P} ∪ {g(b, p) | b ∈ A∪T and p ∈ P},
whereA is a set of positive generators of A and T is a set of positive representatives
of the cosets of IP ·A in A. Our aim is now to verify that the canonical image of
the set
{g(0, p) | p ∈ P} ∪ {g(b, p) | b ∈ T and p ∈ P} (12.1)
generates Gab. Indeed, given a∗ in A there exists b∗ ∈ T so that b∗ ∈ IP ·A+ a∗.
The proof of Proposition B8.1 furnishes next a sequence of elements
b∗,
b0 = pα · b∗, b1 = b0 + ε1(1− p1)a1, . . . , bℓ = bℓ−1 + εℓ(1− pℓ)aℓ,
pω · a∗ = (1− pα)b∗ + bℓ,
a∗
whose members lie in A∩ ]0,∞[. A closer look at the construction of this sequence
discloses that, for each pair (b, b¯) of consecutive members of the sequence and each
p ∈ P , the generator g(b¯, p) is conjugate to g(b, p). It follows that g(a∗, p) is
conjugate to g(b∗, p), and so the canonical image of the set (12.1) generates Gab.
The PL-homeomorphisms g(0, p) and g(t, p) have a single singularity at 0,
respectively at t, and so the definition of ν, given by formulae (11.1) and (11.2),
show that ν(g(0, p)) = {0} ⊗ p and ν(g(t, p) = G · t ⊗ p. The co-domain of the
homomorphism νab is the tensor product Z[(A ∩ I)∼] ⊗ P and its first factor
Z[(A ∩ I)∼] is free abelian with basis {0} ∪ {G · t | t ∈ T }. The definitions of ν
and of the set (12.1) imply thus, first of all, that νab is surjective. Consider now a
non-trivial element of g · [G,G] ∈ Gab. In view of relations (8.4) there exists then
finitely many elements
g(a1, p1), . . . , g(ak, pk) with a1 < a2 < · · · < ak,
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with each aj ∈ {0} ∪ T , each pj ∈ P r {1}, all in such a way that
g · [G,G] = g(a1, p1) · g(a2, p2) · · · g(ak, pk) · [G,G].
The fact that the tensor product Z[(A ∩ I)∼] ⊗ P is a direct sum of the groups
{0}⊗P and G · t⊗ P , finally, allows us to conclude that νab(g · [G,G]) 6= 0. Thus
νab is injective.
Suppose now that the endpoint of I is not in A. If I = I1 is bounded from
above, the affine homeomorphism ϕ = −1 sends I1 onto the interval I2 = −I1,
which is bounded from below, and it maps the orbit space
G(I1;A,P )\(A ∩ I1)
onto the space G(I2;A,P )\(A∩I2). Lemma C11.2 then shows that the homomor-
phism
(ν1)ab : G(I1;A,P )ab → Z[(A ∩ I1)∼1 ]⊗ P
is bijective if (ν2)ab : G(I2;A,P )ab → Z[(A ∩ I2)∼2 ]⊗ P has this property.
We may, and shall, therefore assume that I is bounded from below. We discuss
first the special case where J is the open interval ]0,∞[ with endpoint 0. Then
G1 = G(J ;A,P ) is nothing but the kernel of
σ− : G([0,∞[ ;A,P )→ P.
We claim that ν : G([0,∞];A,P )→ Z[(A ∩ [0,∞[)∼]⊗P induces an isomorphism
(ν1)ab : (G1)ab = ker(σ−)ab −→ Z[(A ∩ ]0,∞[)∼1]⊗ P. (12.2)
This assertion can be deduced from the case established before like this. First,
G1 is the union of its subgroups G([a,∞[ ;A,P ) with a ∈ A>0; in view of Corol-
lary A5.1, the G1-orbits and the G-orbits coincide therefore on A ∩ ]0,∞[. The
resulting embedding
(A ∩ ]0,∞[)∼1 ֌ (A ∩ [0,∞[)∼
gives then rise to an extension
Z[(A ∩ ]0,∞)∼1]⊗ P ֌ Z[(A ∩ [0,∞[)∼]⊗ P ։ P (12.3)
of abelian groups. Next, the extension G1 ✁G ։ P has the splitting σ : P ֌ G
that sends p to g(0, p). In addition, G acts trivially on (G1)ab. Indeed, given
p ∈ P and an element g1 ∈ G1 there exists a positive number b ∈ A such that the
support of g1 is contained in [b,∞[. Theorem A4.1 and Corollary A5.1 allow us
thus to find an element h ∈ G1 so that h(t) = pt for each t ≥ b. It follows that
g(0,p)g1(b, p
′) = hg1(b, p′). The fact just proved implies that the equation
[G,G1] = [G1 · σ(P )] = [G1, G1]
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is valid. The fact that the extension G1✁G։ P splits and 5-term exact sequence
in homology (see, e.g., [HS97, Corollary 8.2]) allows us therefore to infer that this
extension G1 ✁G։ P abelianizes to the exact sequence
(G1)ab ֌ Gab ։ P. (12.4)
This extension, extension (12.3), Lemma C11.1 and the result for the case I =
[0,∞[, imply, finally, that the map (ν1)ab, described by formula (12.2), is an iso-
morphism. Moreover, since every translation τa : t 7→ t+ a is affine, the assump-
tions on ϕ, stated in Lemma C11.2, are satisfied by every τa with a ∈ A, and so the
preceding result allows us to infer that the homomorphism νa : G( ]a,∞[ ;A,P )→
Z[(A∩ ]a,∞[)∼]⊗ P induces an isomorphism
(ν1,a)ab : G( ]a,∞[ ;A,P )ab ∼−→ Z[(A∩ ]0,∞[)∼]⊗ P. (12.5)
for every a ∈ A.
These isomorphisms permit us to establish the claim of Proposition C12.1 by
an approximation argument. Suppose b ∈ RrA and set G = G([b,∞] ;A,P ).
Then
G =
⋃
{G( ]a,∞[ ;A,P ) | b < a ∈ A} .
Consider now a couple (a, a′) ∈ A2 with a < a′. The inclusion ]a′,∞[⊂ ]a,∞[
induces then a bijection (A∩ ]a′,∞[ )∼ ∼−→ (A ∩ ]a,∞[ )∼. On the other hand, the
functor H 7→ Hab commutes with colimits. Since G is the colimit of the subgroups
G(]a,∞[ ;A,P ), formula (12.5) therefore implies that the homomorphism
νab : G([b,∞[ ;A,P )ab −→ Z[(A ∩ [b,∞[)∼]⊗ P (12.6)
is bijective for b ∈ RrA. The proof of Proposition C12.1 is now complete. 
Since the group Z[(A∩ ]a,∞[ )∼] is free abelian of rank cardA/(IP ·A), Propo-
sition C12.1 has the following
Corollary C12.2 If I is a half line, the abelianization of G = G(I;A,P ) is
finitely generated if, and only if, P is finitely generated and and IP ·A has finite
index in A. If Gab is finitely generated, it is free abelian of rank
rkP · (1 + cardA/(IP · A))
if the end point of I lies in A, and otherwise of rank rkP · (cardA/(IP ·A)).
Remarks C12.3 (i) The homomorphism ν : G = G(I;A,P ) → Z[(A ∩ I)∼] ⊗ P
has been introduced in section 11.1 for arbitrary intervals I of R. If I is a half
line of one of the forms [a,∞[ or ]a,∞[ with a ∈ A, the group G is generated
by elements with a single break, namely the PL-homeomorphisms g(b, p) defined
in formula (8.1). This formula makes it plain that b is the unique singularity of
g(b, p) and that g(b, p)(b+)/g(b, p)(b−) = p. The definition of ν therefore implies
that
ν (g(b, p)) = G · b⊗ p (12.7)
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for every couple (b, p) ∈ (A ∩ I)× P .
(ii) The above corollary complements Theorem B8.2 which states, inter alia,
that the group G([a,∞[ ;A,P ) with a ∈ A is finitely generated precisely if P is
finitely generated, A is a finitely generated Z[P ]-module and A/(IP ·A) is finite.
12.2 Abelianization of B(I;A,P )
In view of Proposition C10.1 we assume that I = [0,∞[. Set B = B([0,∞[ ;A,P ).
Then B is a normal subgroup of
G1 = ker (σ− : G([0,∞[ ;A,P )→ P ) .
The abelianization of G1 can be computed by means of Proposition C12.1. Corol-
laries A5.3 and A5.5 imply next that G1/B is isomorphic to Aff(IP · A,P ) ∼=
(IP · A) ⋊ P . We shall use these facts and results from the Homology Theory of
Groups to obtain estimates for Bab = B/[B,B].
We begin with
Lemma C12.4 If I 6= R or IP · A = A, then G(I;A,P ) acts on B(I;A;P )ab by
the identity.
Proof. Let f ∈ G(I;A,P ) and g ∈ B(I;A,P ) be given. Since A is non-zero, we
can find elements a1 < c1 and c2 < a2 in A ∩ int(I) with c1 ≤ supp g ≤ c2. Our
aim is now to construct an element f1 ∈ G([a1, a2];A,P ) such that
fg = f1g. (12.8)
Two cases arise. If f fixes a point of A then f(a1)−a1 lies in IP ·A (by Theorem
A4.1) and there exists a PL-homeomorphism h1 ∈ G(R;A,P ) with h1(a1) = a1
and h1(c1) = f(c1) (again by Theorem A4.1). In the same way, one finds a PL-
homeomorphism h2 ∈ G(R;A,P ) with h2(c2) = f(c2) and h2(a2) = a2. Consider
now the function f1 : R→ R given by
f1(t) =

t if t ∈ Rr[a1, a2],
h1(t) if a1 ≤ t < c1,
f(t) if c1 ≤ t ≤ c2,
h2(t) if c2 < t ≤ a2.
Then f1 is an element of G([a1, a2];A,P ) ⊂ B(I;A,P ) with property (12.8).
If, on the other hand, f has no fixed point in A then I = R, whence A = IP ·A
by hypothesis and so we can construct f1 as before. Lemma C12.4 now follows
from the fact that f1 ∈ B(I;A,P ). 
Remark C12.5 If I = R but IP ·A 6= A, the action ofG(R;A,P ) on B(R;A,P )ab
is not trivial; see Proposition C12.16.
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12.2a Expressing Bab as an extension
For the next stage of our analysis of Bab we consider the extension
1 // B
µ
// G1
ρ
// (IP ·A)⋊ P // 1. (12.9)
Note that the image of ρ : G1 → A⋊ P is (IP ·A)⋊ P , and not A⋊ P (see claim
(iii) of Corollary A5.3). As we have seen in section 8.1, the group G1 is generated
by the PL-homeomorphisms g(b, p) given by
g(b, p)(t) =
{
t if t ≤ b
p(t− b) + b if t ≥ b;
here b is in A>0 and p is in P . For future reference, we note that
ρ(g(b, p)) = ((1− p)b, p). (12.10)
Extension (12.9) gives rise to an exact sequence in homology, namely
H2(G1)
H2ρ−−→ H2(IP ·A⋊P ) d2−→ B/[G1, B] ι∗−→ (G1)ab ρab−−→ (IP ·A/IP 2·A)×P → 1
(see, e.g., [Bro94, p. 47, Ex.6(a)], or [HS97, p. 203, Corollary 8.2]). The abelian
group Bab is centralized by G1 (by Lemma C12.4), and so [G1, B] = [B,B].
Proposition C12.1 allows us to express the kernel of ρab, and hence the image
of ι∗. Indeed, this proposition and its proof show that ker ρab is isomorphic to the
kernel K(A,P ) of the epimorphism
ρ¯ :
{
Z[(A∩ ]0,∞[)∼]⊗ P −→
(
(IP · A)/(IP 2 ·A))× P
G1 · a⊗ p 7−→ ((1− p)a+ IP 2 · A, p).
(12.11)
With the help of K(A,P ) and the above 5-term sequence the group Bab can now
be written as an extension of the form
1→ cokerH2(ρ) d2 // Bab ν∗ // K(A,P )→ 1, (12.12)
the epimorphism ν∗ being given by
f · [B,B] 7−→
∑
a∈A∩ ]0,∞[
G1 · a⊗ f ′(a+)/f ′(a−). (12.13)
Example C12.6 Given positive elements a and ∆ of A and p ∈ P , consider the
PL-homeomorphism b(a,∆; p) defined by the rectangle diagram
a a+∆ a+ (p+ 1) ·∆
a a+ p ·∆ a+ (p+ 1) ·∆
p p−1b(a,∆; p)
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Clearly b(a,∆; p) is an element of the group B([0,∞[ ;A,P ). Its image under ν is
G1a⊗ p+G1(a+∆)⊗ p−2 +G1(a+ (p+ 1)∆)⊗ p;
cf. formula (11.2). The description can be simplified, as the G1-orbit of a+(p+1)∆
is by Corollary A5.1 equal to
(a+ (p+ 1)∆+ IP ·A) ∩ ]0,∞[ = (a+ 2∆+ IP ·A) ∩ ]0,∞[
So G1 · (a+ (p+ 1)∆) = G1 · (a+ 2∆) and thus
ν(b(a,∆;P )) = G1 · a⊗ p+G1 · (a+∆)⊗ p−2 +G1 · (a+ 2∆)⊗ p. (12.14)
12.2b Analysis of cokerH2(ρ)
The group K(A,P ) is fairly manageable — see, e.g., Proposition C12.10 below
— but cokerH2(ρ) is hard to compute. An estimate, which is sometimes helpful,
can be obtained as follows. Set
G2 = ker ((σ−, σ+) : G[(0,∞[;A,P )→ P × P )
= ker(σ+ : G1 → P )
and fix a positive element b0 ∈ A. The relations (8.4) imply that the group
Pb = 〈g(b0, p) | p ∈ P 〉 is a complement of G2 in G1. Thus both G1 = G2⋊Pb and
IP · A ⋊ P are split extensions, and ρ maps G2 onto IP · A; note, however, that
ρ does not map Pb into P . The spectral sequences associated to the extensions
B ֌ G1 → P and IP · A ֌ (IP · A) ⋊ P ։ P lead then to the following two
commutative ladders with exact rows:
H2(P, (G2)ab)
d2
//
ρ∗1

H0(P,H2(G2)) //
ρ∗2

L //
ρ∗

H1(P, (G2)ab) //
ρ∗3

0
H2(P, IP ·A) d2 // H0(P,H2(IP · A)) // L¯ // H1(P, IP ·A) // 0
(12.15)
and
0 // L //
ρ∗

H2(G1) //
H2(ρ)

H2(P ) //
1

0
0 // L¯ // H2(IP · A⋊ P ) // H2(P ) // 0.
(For more details, see page 362, in particular formula (4.4), in [HS74].)
The second ladder implies that cokerH2(ρ) is isomorphic to cokerρ∗ and the
first one provides one with an estimate for cokerρ∗. The resulting estimate for
Bab is summarized by
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Proposition C12.7 If B = B([0,∞[ ;A,P ) and if K(A,P ) is the kernel of the
homomorphism ρ¯ given by formula (12.11), there exist exact sequences
0→ coker(L ρ∗−→ L¯)→ Bab ν∗−→ K(A,P )→ 0, (12.16)
0→ K(A,P ) −→ Z[A/(IP · A)]⊗Z P −→ (IP ·A/IP 2 ·A)× P → 1, (12.17)
and
H2(P, IP · A) d2−→ H0(P,H2(IP · A)) −→ L¯ −→ H1(P, IP · A)→ 0. (12.18)
12.2c Vanishing results for H∗(P, IP ·A)
The exact sequence (12.18) provides an estimate of the group L¯. Under suitable
hypotheses on P and A, the first and the last term of this sequence vanish; the
sequence yields then an explicit description of L¯. Here are some samples.
Lemma C12.8 Suppose one of the following conditions is satisfied.
(i) P is (infinite) cyclic.
(ii) A = IP ·A and I[P ] =∑{(1− p)Z[P ] | p ∈ P} is a cyclic Z[P ]-module.
(iii) A = IP ·A and A is a finitely generated Z[P ]-module.
(iv) A = IP ·A and A is noetherian.
Then the homology groups Hj(P, IP · A) vanish for every j > 0.
Proof. (i) If P is cyclic, say P = gp(p), then 0 → ZP 1−p−−→ ZP → Z → 0 is
a ZP -free resolution of Z and so H1(P,A) ∼= ker(A 1−p−−→ A) vanishes, as do all
higher dimensional homology groups.
(ii) and (iii). Assume first that I[P ] is a cyclic Z[P ]-module. There exists then
λ¯ ∈ Z[P ] with I[P ] = λ¯ · Z[P ]; note that λ¯ ∈ I[P ]. The chain of equalities
A = IP ·A = I[P ] · A = λ¯ · Z[P ] · A = λ¯A
shows then that multiplication by λ¯ defines a surjective endomorphism λ∗ : A→ A.
Since A is a torsion-free Z[P ]-module, λ∗ is injective and hence an automorphism.
If, on the other hand, A is a finitely generated ZP -module, it follows from
A = IP ·A and the Cayley-Hamilton Theorem that A is annihilated by an element
of the form 1−λ with λ in IP . The endomorphism λ∗ induced by λ is thus bijective.
We exploit next the fact that λ lies in the center of the (commutative) ring ZP .
Let B a right ZP -module and A a left ZP -module. Multiplication by λ induces an
endomorphism of A, but also of B, and the two endomorphism 1⊗ λ∗ and λ∗ ⊗ 1
induce the same endomorphism of A⊗ZP B, but also the same endomorphism of
the torsion functors TorZPj (A,B) for j > 0 (see, e.g., [LR04, 10.3.3]).
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We apply this fact to the homology groups Hj(P,A) = Tor
ZP
j (Z, A). Since
λ ∈ IP , the map TorZPj (λ∗,1) is the zero map; since λ∗ is an automorphism of A,
the map TorZPj (1, λ∗) is bijective. As the two maps coincide, Tor
ZP
j (Z, A) must
be trivial for j > 0.
(iv) Since A = IP · A the homology group H0(P,A) is trivial; as A is noethe-
rian all higher homology groups Hj(P,A) vanish therefore by a result of Derek
Robinson’s (see [Rob76, Theorem A] or [LR04, 10.3.1]). 
Example C12.9 In the literature on PL-homeomorphism groups of the form
G(I;A,P ), the module A is usually taken to be Z[P ]. To require that A = IP ·A
is then tantamount with demanding that Z[P | = I[P ] · Z[P ]. Thus for A = Z[P ],
the requirement that A = IP ·A implies that I[P ] is a cyclic Z[P ]-module. So all
homology groups Hj(P,A) vanish by part (ii) of Lemma C12.8.
12.3 Analysis of K(A;P )
We turn now to the computation of the abelian group K(A,P ), the kernel of the
epimorphism
ρ¯ : Z[(A∩ ]0,∞[)∼]⊗ P ։ (IP · A/IP 2 · A)× P ;
this epimorphism is described by formula (12.11). Our main result is
Proposition C12.10 (i) K(A,P ) is trivial if, and only if, A = IP · A.
(ii) K(A,P ) is finitely generated if, and only if, either A = IP ·A, or if A/(IP ·A)
is finite and P is finitely generated.
(iii) if K(A,P ) is finitely generated and A 6= IP ·A, then K(A,P ) is free abelian
and its rank equals rk(P ) · (card (A/(IP ·A))− 1).
In the proof of Proposition C12.10 we shall make use of an auxiliary result; it
will be stated and established first.
12.3a On the quotient modules A/(IP · A) and (IP ·A)/(IP 2 · A)
Lemma C12.11 Assume P is an abelian group and A is an arbitrary ZP -module.
a) If P is finitely generated and IP · A has finite index in A, then IP 2 · A has
finite index in IP · A.
b) If A/(IP · A) is a torsion group, so is A/(IP 2 ·A).
Proof. a) Let T be a transversal of IP · A in A and P a finite set generating P .
Consider an element a ∈ A. Since T is a transversal of A1 = IP · A in A, there
exists τa ∈ T and a1 ∈ A1 with a = τa + a1.
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As an abelian group, A1 is generated by the products (q−1) ·a with q ∈ P and
a ∈ A. The identities q1q2 − 1 = q1(q2 − 1) + (q1 − 1) and q−1 − 1 = −q−1(q − 1)
then imply that A1 is generated, as a ZP -module, by the products (p− 1) ·a with
p ∈ P and a ∈ A. So the element a1 found before has a representation of the form
a1 =
∑
p∈P(p − 1) · a(p). Each of the elements a(p), finally, can be written as a
sum τa(p) + a1(p).
The representations of a obtained so far give rise to the following chain of
equalities:
a = τa + a1 = τa +
∑
p∈P
(p− 1) · a(p)
= τa +
∑
p∈P
(p− 1) · (τa(p) + a1(p))
=
(
τa +
∑
p∈P
(p− 1) · τa(p)
)
+
∑
p∈P
(p− 1) · a1(p). (12.19)
The first summand in equation (12.19) can take on at most |A/A1|+ |A/A1|cardP
values and the second summand lies in IP 2 · A. The equation thus proves that
IP 2 · A has finite index in A, and hence also in A1 = IP ·A.
b) Fix a ∈ A. By hypothesis, there exists a positive integer na with na ·a ∈ A1.
Set a1 = na ·a. Then a1 can be written as a sum a1 =
∑
p∈P(p−1) ·a(p). Each of
the elements a(p) lies in A and so there exists, for each p, a positive integer ma,p
with ma,p · a(p) ∈ A1. Let m be a common multiple of the integers ma,p. Then
(m · na) · a = m · (na · a) = m ·
∑
p∈P
(p− 1) · a(p) =
∑
p∈P
(p− 1) · (m · a(p)).
As each summand m · a(p) lies in A1 = IP · A, the sum
∑
p∈P(p− 1) · (m · a(p))
belongs to IP 2 ·A. This proves that A/(IP 2 · A) is a torsion group. 
12.3b Proof of Proposition C12.10
We begin with an observation. The set (A∩ ]0,∞[)∼ is the space of G1-obits 2
of the interval ]0,∞[. Now each G1-orbit has the form (IP · A + a)∩ ]0,∞[ (by
Corollary A5.1); so the assignment G1 · a 7→ a + IP · A defines a bijection of
(A∩ ]0,∞[)∼ onto A/(IP ·A).
We embark now on the proof of Proposition C12.10, starting out with the case
where A = IP ·A. Then (A∩ ]0,∞[)∼ is a singleton; in addition, IP ·A = IP 2 ·A.
The map ρ¯ thus takes on the form P → {0}×P and sends p to (0, p). It is therefore
injective and so its kernel K(A,P ) is trivial. Claims (i) and (ii) hold therefore,
while claim (iii) is valid since its assumption is not fulfilled.
Assume next that A/(IP · A) is finite and P is finitely generated. Lemma
C12.11 then implies that (IP ·A)/(IP 2 ·A) is finite. The group P is free abelian,
for it is finitely generated by hypothesis and torsion-free as a subgroup of R×>0.
2Recall that G1 denotes the subgroup ker(σ− : G([0,∞[ ;Q,P )
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Hence Z[(A∩ ]0,∞[)∼]⊗P is free abelian, while (IP ·A/IP 2 ·A)×P is the direct
product of a finite and a free abelian group. As card((A∩ ]0,∞[)∼) coincides with
the order of A/(IP ·A) by the preliminary remark, a straightforward count of ranks
proves that K(A,P ) has torsion-free rank (card(A/IP ·A)− 1) · rk(P ). Moreover,
being a subgroup of a free abelian group, K(A,P ) is free abelian, too.
We continue with the remaining parts of the proof of claims (i) and (ii), as-
suming that A 6= IP · A. Pick a positive number a ∈ A r IP · A, set ∆ = a,
fix p ∈ P , and consider the PL-homeomorphism b(a,∆; p) discussed in Example
C12.6. Formula (12.14) the shows that
ν(b(a,∆; p)) = G1 ·a⊗p+G1 ·2a⊗p−2+G1 ·3a⊗p ∈ Z[(A∩ ]0,∞[)∼]⊗P (12.20)
and this image lies in K(A,P ) (to see this, use the exactness of the sequence
(12.16) and the fact that b(a,∆; p) ∈ B(]0,∞[ ;A,P )).
We claim that ν(b(a,∆; p)) is non-trivial for every p ∈ Pr{1}. Two cases arise.
If the order of a+ IP ·A in A/(IP ·) is 3 or higher, the three orbits G1 · a, G1 · 2a
and G1 ·3a are pairwise distinct; the projection π : Z[(A∩ ]0,∞[)∼⊗P → P which
sends G1 ·a⊗p to p ∈ P and the remaining direct summands to 1 ∈ P , is therefore
surjective. If, on the other hand, a + IP · A has order 2, then G1 · a = G1 · 3a,
and the image of π is the subgroup {p2 | p ∈ P} of P . It follows that K(A,P ) is
non-trivial and that it is infinitely generated if P is so.
The arguments in the preceding paragraphs establish claims (i) and (iii) of
Proposition C12.10, as well as part of its claim (ii). It remains to be proved that
A/(IP · A) is finite if K(A,P ) is finitely generated and, as before, A 6= IP · A.
By the previous paragraph the group P must then be finitely generated. We next
verify that A/(IP ·A) is a torsion group. Suppose n is a positive integer and a ∈ A
an element so that the numbers a, 2a, . . . , 4na represent pair-wise distinct cosets
of A/(IP ·A). Set ∆ = a, choose p0 ∈ P r {1} and consider the sequence n 7→ an
defined by an = b(4n · a,∆; p). It then follows, as in the previous paragraph, that
this sequence generates a subgroup of K(A;P ) which is free abelian of rank n. As
the group K(A,P ) is finitely generated, by hypothesis, its rank is an upper bound
for n and hence for the order of the elements of A/(IP ·A). If follows, in particular,
that A/(IP · A) is a torsion group, whence (IP · A)/(IP 2 · A) is so by part b) of
Lemma C12.11. But if so, the exact sequence (12.17) yields an upper bound of the
rank of the free abelian group Z[(A∩ ]0,∞[)∼] ⊗ P and hence of the cardinality
of the orbit space (A∩ ]0,∞[)∼. The bijection (A∩ ]0,∞[)∼ ∼−→ A/(IP · A),
described at the very beginning of the proof, permits one, finally, to conclude that
the group A/(IP ·A) is finite
12.3c Application to groups with cyclic group P
Proposition C12.10 gives concrete information on the group K(A,P ) under fairly
mild assumptions. Proposition C12.7 then allows one to turn this information into
a description of Bab, provided one can control the cokernel of the map ρ∗ : L→ L¯.
A situation where such a control is available arises if P is a cyclic subgroup of
Q×>0.
12 Investigation of the abelianization of the subgroup B 69
Corollary C12.12 Assume P is a cyclic subgroup of Q×>0 and A/(IP · A) is a
torsion group. Then B([0,∞[ ;A,P )ab is free abelian of rank card(A/IP · A) − 1
if A/(IP ·A) is finite, and otherwise of rank ℵ0.
Proof. Since P is cyclic, the homology groupsHj(P, IP ·A) vanish in every positive
dimension j (see Lemma C12.8). By Proposition C12.7 the group Bab is thus
isomorphic to
K(A,P ) = ker
(
ρ¯ : Z[(A∩ ]0,∞[)∼]⊗ P ։ (IP ·A/IP 2 ·A)× P
)
.
Since A/(IP · A) is a torsion group, so is (IP · A)/(IP 2 · A) by Lemma C12.11;
the co-domain of ρ¯ is thus torsion-by-infinite cyclic; the domain of ρ¯, on the other
hand, is free abelian of rank cardA/(IP ·A) by the first paragraph of section 12.3b.
The claim now follows from the fact that ρ¯ is surjective. 
Example C12.13 We begin with a general remark. Given a group P and a Z[P ]-
module A, set G = G([0, 1];A,P ) and B = B([0, 1];A,P ). Consider now the
extension B ι−→ G ։ G/B. This extension gives rise to an exact sequence in
homology, namely
H2(G) −→ H2(G/B) d2−→ B/[B,G] ι∗−→ Gab −→ (G/B)ab → 0.
The group G acts trivially on Bab (by Lemma C12.4), whence [B,G] = [B,B].
Since G/B is isomorphic to P × P , the above sequence can therefore be rewritten
as follows:
H2(G) −→ H2(P 2) d2−→ Bab ι∗−→ Gab −→ P 2 → 0. (12.21)
The maps H2(G)→ H2(P 2) and Gab → P 2 occurring in this sequence are induced
by the projection (σ−, σ+) : G։ P × P .
Assume now that P is cyclic. Then the projection (σ−, σ+) has a one-sided
inverse µ : P×P → G (this follows from part (ii) of Corollary A5.3 and its analogue
for σ+) and so H2(G) → H2(P 2) is a split epimorphism. The five term sequence
(12.21) implies therefore that the sequence B ι−→ G ։ P 2 abelianizes to an exact
sequence 3
0→ Bab ι∗−→ Gab ։ P 2. (12.22)
Note that the injectivity of the induced map ι∗ : Bab → Gab amounts to say that
B′ = G′ or, equivalently, that G/B′ is abelian. The conclusion of Corollary C10.3
can then be stated in a more memorable form: the derived group of G([0, 1];A,P )
is a non-abelian simple group.
Suppose, finally, that P is generated by a positive rational number p > 1 and
that A is the Z[P ]-module Z[P ] = Z[p, p−1]. Then A is locally cyclic and so
A/(IP ·A) is a torsion group. By Proposition C10.1 the group B = B([0, 1];A,P )
is therefore isomorphic to the group B([0,∞[ ;A,P ) studied so far. By Corollary
3see sections N3.2c and N3.2d for far better results.
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C12.12, the group Bab is thus free abelian and its rank is 1 less than the order of
A/(IP ·A). The order of this quotient has been determined in Illustration A4.3: if
p = D/N withD andN positive, relatively prime integers, then IP ·A = (N−D)·A
and the quotient A/(IP ·A) is cyclic of order N −D. We deduce that Bab is free
abelian of rank |N−D|−1. The exact sequence (12.22) then allows us to compute
Gab: it is free abelian of rank |N −D|+ 1.
12.4 When is Bab trivial?
If B = B([0,∞[;A,P ) is perfect then A = IP ·A by Propositions C12.7 and C12.10
(i). A further necessary condition is provided by Proposition B8.3: it states, inter
alia, that H1(P,A) is a homomorphic image of B. By Lemma C12.8 this second
condition holds if, e.g., A = IP · A is noetherian. We don’t know whether this
consequence of Lemma C12.8 holds without any extra hypothesis.
Conversely, assume that A = IP · A. Then K(A,P ) is trivial by part (i) of
Proposition C12.10 whence Proposition C12.7 yields the following commutative
diagram with exact rows and an exact column.
H2(P, (G2)ab)
d2
//
ρ∗1

H0(P,H2(G2)) //
ρ∗2

L //
ρ∗

H1(P, (G2)ab) //

0
H2(P,A)
d2
// H0(P,H2(A)) // L¯ //


H1(P,A) // 0
Bab
(12.23)
This diagram implies, in particular, that Bab is trivial if H1(P,A) = 0 and if the
map
ρ∗2 = H0(P,H2(ρ ↾ G2)) : H0(P,H2(G2)) −→ H0(P,H2(A))
is surjective. The only situation for which we can guarantee that this condition is
fulfilled occurs when the group H0(P,H2(A)) vanishes.
Our final result singles out two cases in which this latter condition is satisfied.
Theorem C12.14 Assume P is a subgroup of R×>0 and A is a Z[P ]-submodule of
Radd. Let B denote the subgroup B([0,∞[ ;A,P ). If Bab is trivial then A = IP ·A.
Conversely, Bab is trivial if A = IP · A, H1(P,A) = 0 and if one of the following
two conditions holds:
(i) A is locally cyclic;
(ii) P contains a rational number p = n/d > 1 so that A is divisible by n2 − d2.
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Proof. If Bab is trivial then K(A,P ) = 0 by the exact sequence (12.16) and so A =
IP ·A by part (i) of Proposition C12.10. Conversely, assume that A = IP ·A. Then
K(A,P ) vanishes by part (i) of Proposition C12.10. If, in addition, H1(P,A) = 0
and A is locally cyclic the group H2(A), being isomorphic to the exterior square
of A, vanishes and so Bab = 0 by diagram (12.23). If condition (ii) is fulfilled the
rational number p acts on H2(A) ≈ A ∧ A by multiplication by p2. The group
H0(P,H2(A)) is therefore trivial, for it is a quotient of
H2(A)/H2(A) · (p2 − 1) = H2(A)/H2(A) · (n2 − d2).
The desired conclusion follows again from diagram (12.23). 
Examples C12.15 The PL-homeomorphism groups of the form G(I;A,P ) that
are discussed in the literature typically use a module of the form A = Z[P ].
Then the condition A = IP · A implies that H1(P,A) = 0 (see Example C12.9).
The group B is therefore perfect and hence simple (by Corollary C10.3) provided
hypothesis (i) or (ii) is fulfilled.
Here are some concrete examples. a) Assume first that P is the cyclic group
generated by p = 32 , and set A = Z[P ]. Then IP · A = (32 − 1) · A = 12 · A = A.
Moreover, as A is locally cyclic hypothesis (i) is fulfilled and so B is simple.
b) Assume next that P contains the integers 2 and 3 and set A = Z[P ]. Then
IP contains 2− 1 and so IP ·A = A; in addition, 22 − 12 = 3 ∈ P . So hypothesis
(ii) is fulfilled, whence B(R;Z[P ], P ) is simple. Moreover, Theorem E17.1) implies
that distinct groups P , P¯ , containing both 2 and 3, give rise to non-isomorphic
simple groups B(R;Z[P ], P ) and B(R;Z[P¯ ], P¯ ).
c) From the point of view of an analyst, uncountable groups are also of interest,
for example the group B(R;R,R×>0); here P = R
×
>0 and A = Z[P ]. Since 2 and
3 lie in P the group B(R;R,R×>0) is simple by the previous example b), and we
have recovered a result originally proved by Chehata in [Che52] and later on by
D. B. A. Epstein in [Eps70, Theorem 3.2].
12.5 Action of G(R;A,P ) on B(R;A,P )ab
We begin with an observation. If I is a compact interval the orbits of the group
G(I;A,P ) contained in A ∩ int I have the form (IP ·A+a)∩int(I) with a ∈ A (see
Corollary A5.1). Now every bounded PL-homeomorphism f ∈ G(R;A,P ) lies in
G(I;A,P ) for some compact interval I and B(G;A,P ) is the union of the groups
G(I;A,P ) with I a compact interval. It follows that the orbits of B˜ = B(R;A,P )
in A are the cosets of IP ·A in A.
Fix a B˜-orbit contained in A, say Ω = IP ·A+ a0. The function
νΩ : B˜ −→ P, f 7−→
∏
a∈Ω f
′(a+)/f ′(a−) (12.24)
is then defined and, as Ω is an orbit of B˜, it is a homomorphism (cf. section 11.1).
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Consider now the PL-homeomorphism f = b(a,∆; p) discussed in Example
C12.6; here a ∈ A and ∆ is a positive element of A and p ∈ P is a non-trivial
element. This homeomorphism has 3 singularities, namely
a, a+∆ and a+ (p+ 1) ·∆ ∈ a+ 2∆+ IP ·A.
Its image ν(f) is given by formula (12.14); it is
ν(f) = B˜ · a⊗ p+ B˜ · (a+∆)⊗ p−2 + B˜ · (a+ 2∆)⊗ p.
Suppose now that A/(IP · A) has more than one element and choose ∆ ∈
ArIP ·A. Then the orbit represented by a+∆ is distinct from the orbit represented
by a, but also distinct from B˜ · (a + 2∆). If π : Z[A/(IP · A)] ⊗ P ։ P denotes
the projection onto the direct summand corresponding to IP · A + (a + ∆), the
image of f under π ◦ ν is therefore p−2.
Consider, finally, the translation τ : R → R with amplitude ∆ and the conju-
gated element τf = τ ◦ b(a,∆; p) ◦ τ−1) = b(a+∆,∆; p). Then
(π ◦ ν)( τ f) =
{
p if 2∆ /∈ IP · A,
p2 if 2∆ ∈ IP · A.
In both cases, the homomorphism π ◦ ν maps f = b(a; ∆; p) and its conjugate τf
to distinct elements of P . Since P is commutative π ◦ ν induces a homomorphism
of B˜ab into P ; it maps the cosets f · [B˜, B˜] and τf · [B˜, B˜] to different elements of
P .
The previous calculations establish
Proposition C12.16 If IP ·A 6= A the group G˜ = G(R;A,P ) acts non-trivially
on the abelianization B˜ab of its subgroup of bounded elements B˜.
D Presentations
Let I be the line R or the half line [0,∞[. The group G = G(I;A,P ) admits
then a simple infinite presentation: in case I = R, its generators are the affine
homeomorphisms and PL-homeomorphisms with one break, if I = [0,∞[, the
generating set consists of all PL-homeomorphisms with one singularity.
In Chapter B the triples (I, A, P ) giving rise to a finitely generated groups G
have been determined: the group P must then be finitely generated and A must
be a finitely generated Z[P ]-module; moreover, if I = [0,∞[ the submodule IP ·A
is to be of finite index in A (see Theorems B7.1 and B8.2). The necessity of the
stated conditions follows directly from the observation that the group G is the
union of an infinite chain if either P is an infinitely generated group, or if A is
an infinitely generated module, or if I = [0,∞[ and A/(IP · A) is infinite (clearly
only countable groups present a problem). In the case of a line the sufficiency of
the stated conditions can easily be read off from the infinite presentation; in the
other case, the claim has been established by a rather lengthy calculation.
In this chapter, we address the problem of determining the triples (I, A, P )
which lead to finitely presented groups G. Our results are far less complete than
those in Chapter B. The necessary conditions we have found are easy to state: if
G admits a finite presentation so does the metabelian group Aff(A,P ) ∼−→ A⋊P ;
moreover, if I = R then A/(IP · A) must be finite (see Propositions D13.3 and
D14.1). Our sufficient conditions are very exacting; the best result is obtained in
the case of a line (see Proposition D13.7); in the case of a half line the group P is
required to be generated by positive integers and A = Z[P ] (see Theorem D14.2).
In the above, only intervals of infinite length have been mentioned. There are
results for intervals of the form [0, b] with b ∈ A (see Section 15) but, much as
in Chapter B, these results are far less general than the findings for intervals of
infinite length.
13 Presentations of groups with supports in the line
Here is a summary of the results in this section. The group G = G(R;A,P ) is a
semi-direct product of the form N ⋊Aff(A,P ). If G is finitely generated, N is the
normal closure of a finite subset and G admits a tractable infinite presentation (see
Proposition D13.1). If G admits a finite presentation, so does its quotient group
Aff(A,P ); moreover, the quotient module A/(IP ·A) is then finite (see Proposition
D13.3). Proposition D13.7, finally, gives a partial converse to these results.
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13.1 An infinite presentation
In Section 7 the group G = G(R;A,P ) has been shown to be generated by the
affine subgroup Aff(A,P ) and by the subset of the kernel of λ : G → Aff(A,P )
consisting of elements with one singularity. If we include, for ease of notation, the
identity into this subset we arrive at the set
G = {g(a, p) | (a, p) ∈ A× P}; (13.1)
here g(a, p) denotes the PL-homeomorphism that fixes t for t ≤ a and sends t to
p(t− a) + a for t > a.
Relations in terms of the generating set Aff(A,P ) ∪ G are the multiplication
table relations
aff(a, p) ◦ aff(a′, p′) = aff(a+ pa′, pp′), (13.2)
g(a, p) ◦ g(a, p′) = g(a, pp′), (13.3)
and the conjugation relations
aff(a,p)g(a′, p′) = g(a+ pa′, p′), (13.4)
g(a,p)g(a′, p′) = g(a+ p(a′ − a), p′) if a < a′. (13.5)
These relations define G in terms of the generating set Aff(A,P ) ∪ G (see
[BS85b, Section 2]). Indeed, let F be the free group on the set Aff(A,P ) ∪ G and
let ≡ denote the congruence relation on F generated by relations (13.2) through
(13.5). Given a word w ∈ F there exists, by relations (13.4) and (13.5), a congruent
word vam · · · va1 ·u, where u is a word in Aff(A,P ), each vai is a word in {g(ai, p) |
p ∈ P} and am > am−1 > · · · > a1. Using relations (13.2) and (13.3), each of
these subwords can be replaced by a generator g(ai, pi), respectively by a generator
aff(a0, g0), without leaving the congruence class. The resulting word
w′ = g(am, pm) · · · g(a1, p1) aff(a0, p0)
represents the identity 1 : R ∼−→ R only if aff(a0, p0) = 1 and pi = 1 for each i.
The above presentation has a simple form, but its generating set contains many
redundant elements; a smaller generating set can be obtained as follows. We begin
by introducing the PL-homeomorphisms
f(p) = aff(0, p), g(p) = g(0, p) and h(a) = aff(a, 1). (13.6)
Relations (13.2) and (13.4) allow one to express the old generators in terms of the
new ones: aff(a, p) = h(a)◦f(p) and g(a, p) = h(a)g(p). If one substitutes the new
generators into relations (13.3) one finds that all of them are consequences of the
relations
g(p) · g(p′) = g(pp′) for all (p, p′) ∈ P 2. (13.7)
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If one expresses relation (13.4) in the new generators one arrives at the relations
h(a)f(p)
(
h(a′)g(p′)
)
= h(a+pa
′)g(p′).
The conjugating element of the right hand side of this relation equals h(a) f(p)h(a′)
(by relations (13.2)). So relations (13.4) boil down to the conjugation relations
f(p)g(p′) = g(p′) for all (p, p′) ∈ P 2. (13.8)
Now to relations (13.5). The insertion of the new generators produces the relations
h(a)g(p)h(a)−1·h(a′)g(p′) = h(a+p(a
′−a))g(p′).
Upon setting b = a′ − a and using relations (13.2), the previous relations become
g(p)h(b)g(p′) = h(pb)g(p′) for all (b, p, p′) ∈ A>0 × P 2. (13.9)
Note that h(pb) = f(p) · h(p) · f(p)−1; since f(p)g(p′) = g(p′) in view of relations
(13.8), relations (13.9) can also be written in the form
g(p)h(b)g(p′) = f(p)h(b)g(p′). (13.10)
In the sequel, we shall mainly be interested in presentations of finitely generated
groups. Then P will be finitely generated, hence free abelian. Suppose therefore
that P is free abelian and let P is a basis of P . Relations (13.2) and (13.7)
can then be used to eliminate the generators f(p) and g(p) with p ∈ P r P .
The presentation derived from relations (13.2), (13.8) and (13.9) in terms of this
smaller set of generators is then as described in
Proposition D13.1 Suppose P is free abelian with basis P. Introduce the PL-
homeomorphisms f(p) = aff(0, p), g(p) = g(0, p) and h(a) = aff(a, 1). The group
G(R;A,P ) is then generated by the (infinite) set
{f(p) | p ∈ P} ∪ {g(p) | p ∈ P} ∪ {h(a) | a ∈ A},
and defined in terms of this generating set by the relations
[f(p), f(p′)] = [f(p), g(p′)] = [g(p), g(p′)] = 1, (13.11)
f(p)h(a) = h(pa), (13.12)
h(a) · h(a′) = h(a+ a′), and (13.13)
g(p)h(b)g(p′) = f(p)h(b)g(p′). (13.14)
Here (a, a′, b) ranges over A×A×A>0 and (p, p′) over P2.
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Remark D13.2 The first commutator relations in (13.11) guarantee that the
subset {f(p) | p ∈ P} generates an abelian group; the relations (13.12) and
(13.13) define then the module A. If the metabelian subgroup (and quotient
group) Q = A⋊ P of G admits a finite presentation, the infinite set of generators
{f(p) | p ∈ P} ∪ {h(a) | a ∈ A} can be replaced by a finite subset Q, and finitely
many relations in terms of this subset Q will then define the group Q.
The group G itself will then be generated by its subgroup Q and the finite
subset {g(p) | p ∈ P} and defined by the relations of Q, the remaining relations
listed in equation (13.11) and the set of relations (13.14). This last set has a
strange feature: it involves the subset A>0 which depends not only on the module
structure on A, but, in addition, on the order relation inherited from R. In section
13.3 we shall present an approach to deal with this problem.
13.2 Necessary conditions for a finite presentation
In Chapter B necessary, as well as sufficient, conditions for the finite generation of
G = G(R;A,P ) have been stated. If it comes to finite presentations, we cannot do
equally well: we can only derive necessary conditions and give sufficient conditions
of a rather different sort. Necessary conditions are spelled out by
Proposition D13.3 If G(R;A,P ) admits a finite presentation the metabelian
quotient group Aff(A,P ) is finitely related and A/(IP · A) is finite.
Proof. According to Theorem B7.1 the group G = G(R;A,P ) is finitely generated
if, and only if, P is finitely generated and A is a finitely generated Z[P ]-module;
these two conditions hold precisely if the homomorphic image im λ = Aff(A,P ) ∼=
A⋊ P is finitely generated. Moreover, if P is finitely generated, say by the finite
set P, relations (13.4) imply that the kernel of λ is the normal closure of the finite
set {g(0, p) | p ∈ P}. Thus Aff(A,P ) is finitely presented if G is so.
The proof of the assertion that finite presentability of G forces A/(IP ·A) to be
finite is more involved and relies on Theorem A in [BS78]. This theorem has the
following consequence: suppose G is a finitely related group without non-abeian
free subgroups, χ : G։ Z is an epimorphism and x ∈ G is an element generating
a complement of kerχ. Then there exist a finitely generated subgroup B of kerχ
and a sign ε ∈ {1,−1} with the following properties:
x−εB ⊆ B and
⋃
j≥0
xj·εB = kerχ (13.15)
(see, e.g., Theorem B∗ on page 266 and the Deduction of Theorem B from Theorem
B∗ on page 267 in [Str84]).
Suppose now that G = G(R;A,P ) is finitely generated and that A/(IP · A) is
infinite. The image Aff(A,P ) ∼−→ A⋊P of G is then finitely generated, whence A
is a finitely generated Z[P ]-module over the finitely generated group P , and so the
quotient module A/(IP · A) is a finitely generated abelian group. Being infinite,
it maps therefore onto an infinite cyclic group; so there exists a subgroup A1 of
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A that contains IP · A and so that A/A1 is infinite cyclic. The subgroup A1 is,
in point of fact, a finitely generated Z[P ]-submodule of A and A1 ⋊P is a finitely
generated normal subgroup of A ⋊ P ∼←− Aff(A,P ) with infinite cyclic quotient
(A ⋊ P )/(A1 ⋊ P ). There exists therefore an epimorphism χ¯ : A ⋊ P ։ Z with
kernel A1 ⋊ P ; let χ denote the composition
G
λ−→ Aff(A,P ) ∼−→ A⋊ P χ¯−→ Z .
The kernel of χ is then the semi-direct product
kerχ = kerλ⋊ Aff(A1, P ). (13.16)
Next, let x0 ∈ Aff(A,P ) ⊂ G be a translation with χ(x0) ∈ {1,−1} and let B0
be a subgroup of kerχ with the following properties:
B0 is finitely generated and B0 ⊆ x0B0. (13.17)
Lemma D13.4 below assures us that
⋃
j≥0
xjB0 $ kerχ. As the group of all
finitary PL-homeomorphisms of the real line and, in particular, G have no non-
abelian free subgroups (see [BS85b, Theorem (3.1)]), the consequence of [BS78,
Theorem A] stated in the above thus allows us to conclude that G is infinitely
related. 
We are left with proving
Lemma D13.4 Suppose the epimorphism χ : G(R;A,P ) ։ Z, the finitely gener-
ated subgroup B0 ∈ kerχ and the translation x0 : t 7→ t+ a0 are as before. Then⋃
j≥0
xj0B0 $ kerχ.
Proof. We first have a closer look at K = kerχ. Equation (13.16) shows that K
is the semi-direct product of kerλ and Aff(A1, P ). The kernel of λ contains the
subset X−∞ made up of all PL-homeomorphisms g(a, p) given by the formula
g(a, p)(t) =
{
t if t ≤ a,
p(t− a) + a if a ≤ t; (13.18)
here a runs over A and p over P . An easy induction on the number of singularities
of the elements in kerλ then discloses that kerλ is generated by the subset X−∞
(cf. [BS85b, Corollary (2.5)]). As X−∞ is closed under inversion it follows that
every element in K = kerχ is a composition of the form
f = g(af,k, pf,k) ◦ · · · ◦ g(af,1, pf,1) ◦ aff(a′f , p′f ). (13.19)
We next turn our attention to the subgroup B0. It is, by hypothesis, a finitely
generated subgroup of K. Choose a finite generating set B0 of B0 that is stable
under inversion and then select, for every f ∈ B0, a representation of the form
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(13.19). LetA be the set of all elements af,j occurring in the chosen representations
of the elements f ∈ B0; it is a finite set. Consider now the set
Sing(B0) = {t ∈ R | ∃f ∈ B0 with f ′(t−) 6= f ′(t+)} (13.20)
of all singularities of the elements in B0. Our immediate aim is to establish an
upper bound for Sing(B0), namely
Sing(B0) ⊆ A1 +A =
⋃
a∈A
A1 + a. (13.21)
Fix an element h ∈ B0. Since the generating set B0 of B0 is closed under
inversion, h is a product fℓ ◦ · · · ◦ f1 of elements fj ∈ B0, each of which has the
form (13.19). If h is not differentiable at s there exists a factor fj of h and in this
factor a function g(afj ,i, pfj ,i), all in such a way that the PL-homeomorphism
h∗ =
(
g(afj ,i−1, pfj ,i−1) ◦ · · · ◦ g(afj ,1, pfj ,1) ◦ aff(a′fj , p′fj )
)
◦ (fj−1 ◦ · · · ◦ f1)
maps s onto the unique singularity afj ,i of g(afj ,i, pfj ,i). Now, afj ,i ∈ A and h∗
is a composition of PL-homeomorphisms that belong to K = X∞ ∪Aff(A1, P ).
Since K is closed under inversion, it suffices to check that each element of K maps
the set A1 +A into itself. This verification is easy: fix a∗ ∈ A1 +A. If aff(a1, p)
is an element of Aff(A1, P ) then
aff(a1, p)(a∗) = a1 + p · a∗ = (a1 + (p− 1) · a∗)) + a∗ ∈ A1 + a∗.
If g(a, p) ∈ X∞ then
g(a, p)(a∗) =
{
a∗ if a∗ ≤ a
a+ p(a∗ − a) = (p− 1)(a∗ − a) + a∗ ∈ A1 + a∗ if a∗ > a.
The preceding calculations use both the fact that IP · A is contained in A1.
So far we know that Sing(B0) is contained in A1 + A where A is a certain
finite subset of A. Let’s now pass to the subgroup x0B0. By assumption, x0 is the
translation with amplitude a0 ∈ A. The set of singularities Sing( x0B0) of x0B0
equals therefore Sing(B0) + a0. Moreover,
Sing( x
k
0B0) = Sing(B0) + k · a0
for every positive integer k, whence inclusion (13.21) allows us to infer that
Sing
(⋃
j≥0
xj0B1
)
⊆ A1 +A+N ·a0. (13.22)
The right hand side of this inclusion is a proper subset of A; for A/A1 is infinite
cyclic, a0 generates a complement of A1 in A and A is a finite set. The assertion
of the lemma now follows from inclusion (13.22) and the fact that the set of
singularities Sing(X∞) of X∞ is, of course, all of A. 
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Remarks D13.5 (i) The problem of characterizing the finitely related metabelian
groups among the finitely generated metabelian groups is addressed in [BS80]. The
proposed solution involves a subset Σ[Q,Q] of a sphere S(Qab); thanks to a number
of subsequent articles this subset is fairly well-understood. A survey of results on
Σ[Q,Q] is given in [Str84, Section 6].
(ii) If G is finitely presented, so is the soluble quotient G/[B,B] of G, the group
B′ being simple by section 10.2. Suppose now that A/(IP · A) is finite. Then
G/[B,B] is finitely presented if, and only if, G/ kerλ, or equivalently Aff(A,P ), is
so. Indeed, if G/[B,B] is finitely presented then so is Aff(A,P ) by the first part of
the proof of Proposition D13.3 and the fact that B ⊂ kerλ. The converse follows
from three facts. First of all, G/[B,B] is an extension of Bab by G/B, which by
the proof of Corollary A5.5 is an extension of IP ·A⋊P by A⋊P . Secondly, Bab is
finitely generated by Lemma D13.6 below and IP ·A⋊P is finitely presented, e.g.,
because it has finite index in A⋊P which is finitely related by assumption. Finally,
extensions of finitely presented groups can be finitely presented by a well-known
observation of P. Hall’s (see, e.g., [Rob96, p. 52]).
(iii) Lemma D13.6 below states a condition which implies that Bab is finitely
generated. Another sufficient condition can be gleaned from Proposition C10.1 and
the exact sequence (12.21): the group Bab is finitely generated if G([a, c];A,P )ab,
and hence its image P , are finitely generated (for some a < c in A). 1
In part (ii) of the preceding remarks, the following result has been used.
Lemma D13.6 If Aff(A,P ) is finitely presented and A/(IP ·A) is finite then the
abelian group B(R;A,P )ab is finitely generated.
Proof. The claim is a consequence of results in Chapter C. Proposition C10.1
first shows that B(R;A,P ) is isomorphic to the group B = B([0,∞[ ;A,P ). The
abelianization of the latter group is an extension of a quotient of a group L¯ by
a group K(A;P ) (see formula (12.16)). By assumption, A/(IP · A) is finite and
Aff(A,P ) is finitely presented, whence P is finitely generated and A is a finitely
generated Z[P ]-module; by part (ii) of Proposition C12.10 the group K(A,P ) is
thus finitely generated. It suffices therefore to show that L¯ is finitely generated.
By formula (12.18) the group L¯ is the middle term of an exact sequence
H0(P,H2(IP · A)) −→ L¯ −→ H1(P, IP · A)→ 0.
As pointed out before, P is finitely generated and A is a finitely generated Z[P ]-
module. Since the group ring of a finitely generated abelian group is noethe-
rian, the submodule A1 = IP · A of A is finitely generated and so the homology
groupH1(P,A1) is a finitely generated group (see, e.g., [LR04, Theorems 4.2.3 and
10.1.5]). To complete the proof it suffices thus to show that the iterated homology
group H0(P,H2(A1)) is finitely generated.
1see sections N3.2c and N3.2d for a more revealing argument
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We claim that H2(A1) is finitely generated as a ZP -module. Indeed, the group
A1⋊P is (isomorphic to) a subgroup of Aff(A,P ) having finite index and so finitely
presentable since Aff(A,P ) is so. Choose a free presentation π : F ։ A1⋊P with
F a finitely generated free group. Set R = kerπ and S = π−1(A1). Then S
is a free group and so the Schur-Hopf formula permits one to express H2(A1)
as (R ∩ S′)/[R,S] (see, e.g., [HS97, section VI.9]). Since (R ∩ S′)/[R,S] is a
submodule of the ZP -module R/[R,S] and as the latter is finitely generated and
ZP is noetherian, the ZP -modules (R ∩ S′)/[R,S] and H2(A1,Z) are finitely
generated over ZP , and so H0(P,H2(A1)) is a finitely generated abelian group. 
13.3 Sufficient conditions for finite presentability
In this section we formulate conditions which guarantee that a group of the form
G = G(R;A,P ) admits a finite presentation. As these conditions might puzzle the
reader we begin by motivating them.
13.3a Motivation
The homomorphism λ : G ։ Aff(A,P ) ∼−→ A ⋊ P has a splitting, given by
the obvious inclusion of Aff(A,P ) into G. The group G is thus a semidirect
product N ⋊ Aff(A,P ) with N the normal subgroup generated by the subgroup
G([0,∞[ ;A,P ). Assume now that G is finitely generated. Then so is P ; as P is
torsion-free abelian, it is free abelian; let P be a basis of P . Proposition D13.1
thus applies and provides one with an infinite presentation of G. This presentation
has three types of generators, homotheties f(p) = aff(0, p) with p ∈ P , transla-
tions h(a) = aff(a, 1) with a ∈ A, and the generators g(p) = g(0, p) with p ∈ P .
This generating set is infinite, but this is solely due to the translations h(a) with
a ranging over the infinite Z[P ]-module A. Note that the module A is finitely
generated, for the group G, and hence its quotient Aff(A,P ) ∼−→ A⋊ P , are so.
Assume next that G is finitely presented. By Proposition D13.3 the quotient
group Aff(A,P ) ∼−→ A ⋊ P of G is then finitely presented, too. Let A ⊂ A be a
finite set generating A as a Z[P ]-module. Then Aff(A,P ) has a finite presentation
of the form
Aff(A,P ) =
〈
A∪F
∣∣∣ { [f(p), f(p′)] | (p, p′) ∈ P2} ∪ R}〉 (13.23)
where F = {f(p) | p ∈ P} and R is a finite set of relators which ensure that
A is an abelian group with the correct module structure. In the presentation
(13.23), each homothety f(q) is represented by a product of homotheties h(pj)εj
with pj ∈ P and εj ∈ {1,−1}, while the translation h(a) with amplitude a is
represented by a product of the form h(q1)a1 · · · h(qm)am with each qℓ ∈ P and
each aℓ ∈ A∪A−1. The relations (13.12) and (13.13) are then satisfied, and hence
in principle redundant. But they are very convenient in later calculations.
Let’s enlarge presentation (13.23) to a presentation of G. Proposition D13.1
shows how this can be done: one has to add the (finite) set of generators G =
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{g(p) = g(0, p) | p ∈ P}, and add the subset
[f(p), g(p′)] = 1 = [g(p), g(p′)] for (p, p′) ∈ P2 (13.24)
of the set of commutator relations (13.11), and the infinite set of conjugation
relations (13.14), namely
g(p)h(b)g(p′) = f(p)h(b)g(p′). (13.25)
In this last set of relations, the elements p and p′ range over P and b ranges over
the subset B = A>0. To deal with this infinite set of relations we introduce a
condition that will be formulated and investigated next.
13.3b The result and its proof
The subset A>0 inherits two algebraic operations from the Z[P ]-module A: is
is closed under addition, thus a sub-semi-group of Aadd, and it is stable under
multiplication by P . We can thus view A>0 as a semi-group with operators in P .
If this structure is finitely generated the group G can conceivably be shown to be
finitely presented.
We have only been able to establish a weaker result of this kind, namely
Proposition D13.7 Suppose Aff(A,P ) is finitely presented and B = A>0 is
finitely generated as a semi-group with operators in P . If P contains a rational
number distinct from 1 then G(R;A,P ) admits a finite presentation.
Proof. Let P be a basis of the group P and set F = {f(p) | p ∈ P}. The module
A is a finitely generated over Z[P ]; let A ⊂ A be a finite set of generators. The
group G is then generated by the finite set
X = F ∪A∪ {g(p) | p ∈ P}.
Its subset F ∪A generates the complement Aff(A,P ), and this complement admits
a finite presentation of the form (13.23). Our task is to show that the infinite set
of relations (13.25), namely
g(p)h(b)g(p′) = f(p)h(b)g(p′), (13.26)
follow from finitely many among them, from the relations in presentation (13.23)
and the commutativity relations (13.24).
Let B be a finite set that generates B = A>0 as a semi-group with operators
in P , and let n/d ∈ P r{1} be a rational number; we may assume that n > d > 0.
Put
B˜ =
{∑
b
m(b) · b
∣∣∣ b ∈ B and m(b) ∈ {0, 1, . . . , n− 1}} .
Then B˜ is a finite set.
Let F (X ) be the free group on X and let ≡ denote the congruence relation on
F (X ) that is generated by the relators in presentation (13.23), by the commutator
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relations (13.24) and by those relations of the form (13.26) with (p, b, p′) in P ×B˜×
P . We claim that the congruence
g(p)h(b)g(p′) = f(p)h(b)g(p′) (13.27)
holds for each element b ∈ B = A>0 and each pair (p, p′) in P2.
Let B denote the subset of those elements b ∈ B = A>0 for which congruence
(13.27) holds for all (p, p′) in P2. Then B enjoys the following properties.
(I) B˜ ⊂B.
(II) P ·B = B.
(III) If b, b′ and b+ b′ are in B and if q lies in P then b+ qb′ belongs to B.
Property (I) holds by the definition of the congruence relation ≡; property (II)
is valid because of the commutativity relations (13.24), relations (13.12) and the
following calculation, valid for every q ∈ P ∪P−1:
g(p)h(qb)g(p′) = g(p)
f(q)h(b)g(p′) = g(p)(f(q)h(b))g(p′) = f(q)(g(p)h(b))g(p′)
= f(q)(f(p)h(b))g(p′) = f(p)(f(q)h(b))g(p′) = f(p)h(qb)g(p′).
Property (III) will be established by induction on the minimal number ℓ of letters
in P ∪P−1 which are needed to express q. If ℓ = 0 then b + qb′ = b + 1 · b′ and
this sum is in B by hypothesis.
The case ℓ = 1 requires a rather lengthy argument that will be given below.
Suppose now that ℓ = 2 and that q = pε22 p
ε1
1 with εi ∈ {1,−1} and i ∈ {1, 2}.
Assume b, b′ and b + b′ lie in B. The case ℓ = 1 (to be proved below) then
guarantees that b+ pε11 b
′ ∈ B. On the other hand, pε11 b′ ∈ B by property (II) and
the assumption that b′ ∈ B. But if so, the elements b, pε11 b′ and b + pε11 b′ lie all
three in B, whence b + qb′ = b + pε22 (p
ε1
1 b
′) lies in B, again by the case ℓ = 1.
Iterate.
Now to the verification of the case ℓ = 1. It will involve a calculation in which
p′ is fixed and only the conjugating elements in the exponents are modified. In
order to render the calculation more readable, we write w1 ≈ w2 to express that
w1 and w2 are words of F (X ) for which the relation
w1g(p′) ≡ w2g(p′)
holds for every choice of p′ ∈ P ; the relations then also hold for every p′ ∈ P−1. In
the calculation, we shall also make use of the relations (13.12) and (13.13), namely
h(p · b) = f(p)h(b) and h(b1 + b2) = h(b1) · h(b2).
Assume now that b, b′ and b+ b′ belong to B, and fix q ∈ P ∪P−1. We aim at
proving the equivalence
g(p) · h(b+ q · b′) ≈ f(p) · h(b+ q · b′).
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The proof will consist of a chain of equivalences. At one point in the chain one
uses the hypothesis that b ∈ B, but written in the form
(g(p)h(b)) · g(p′) · (g(p)h(b))−1 ≡ h(pb) · g(p′) · h(pb)−1. (13.28)
This relation is valid every p′ ∈ P ∪P−1 and so, in particular, for q. The following
chain of equivalences now holds:
g(p) · h(b+ q · b′) ≈ g(p) · h(b)h(q · b′) ≈ g(p)h(p) · 1 · h(q · b′) (use (13.13))
≈ (g(p)h(b)) · (g(q) · (g(p)h(b))−1 · g(p)h(b) · g(q)−1) · h(q · b′)
≈ (g(p)h(b) · g(q) · (g(p)h(b))−1) · (g(p)h(b)g(q)−1 · g(q) · h(b′))
≈ (h(pb) · g(q) · h(pb)−1) · (g(p)h(b) · h(b′)) (by (13.28))
≈ (h(pb)g(q)h(pb)−1) · g(p)h(b+ b′)
≈ (h(pb)g(q)h(pb)−1) · h(p(b+ b′)) (since b+ b′ ∈ B)
≈ h(pb) · g(q) · h(−pb+ p(b+ b′)) ≈ h(pb) · g(q) · h(pb′)
≈ h(pb) · h(q · pb′) (use (II) and b′ ∈ B)
≈ h(pb+ pqb′) ≈ h(p(b+ qb′))
≈ f(p) · h(b+ q · b′) (by relation (13.12)).
The claim that B = B will now be deduced from property (III) by a double
induction, the induction parameter being an ordinal kω0 + ℓ, called weight. This
induction parameter is defined like this: every b ∈ B has a representation of the
form
(p1b1 + p2b2 + · · ·+ pkbk) + (1 · bk+1 + · · ·+ 1 · bk+ℓ) , (13.29)
where the elements b1,. . . , bk+ℓ lie in B and the elements p1,. . . , pk in P r {1}.
The weight of representation (13.29) is defined to be kω0 + ℓ.
The induction starts with elements having a representation of finite weight,
i.e., with sums of the form
b∗ =
∑
b∈B
m(b) · b
where each m(b) is a non-negative integer. If m(b) < n for each b ∈ B then b∗ ∈ B
by the definition of B˜ and property (I). If, on the other hand, m(b1) ≥ n for some
b1 ∈ B, set b = b∗−n · b1 and b′ = d · b1. Then b, b′ and b+ b′ have representations
of smaller weight than has b∗, and so they lie in B by the induction hypothesis
while b∗ = b+(n/d)b′ is in B by property (III) and the assumption that n/d ∈ P .
Suppose, finally, that k > 0 and that each element b0 ∈ B with weight less
than kω0 is in B. If b∗ has a representation of weight kω0 + ℓ, set b = b∗ − p1b1
and b′ = b1. Then b, b′ and b + b′ have representations with weight smaller than
kω0 and b∗ = b + p1b′, whence b∗ is in B by property (III) and the inductive
assumption. So B = B = A>0; in other words, the congruence (13.27) is valid for
every b ∈ A>0 and each couple (p, p′) ∈ P2 in the finitely presented group defined
just before equation (13.27). So we have constructed a finite presentation of the
group G(R;A,P ) and thus Proposition D13.7 is established. 
84 D Presentations
13.3c Some examples of finitely presented groups
We shall discuss two kinds of examples. The metabelian quotients Aff(A,P ) of
the groups of the first kind will be constructible (in the sense of Baumslag-Bieri
[BB76]) and so their finite presentability will be obvious. For the examples of the
second kind, the finite presentability of Aff(A,P ) will rely on the theory developed
by Bieri-Strebel in [BS80] and [BS81].
1) Let p1, p2,. . . , pk be positive integers greater than 1 with the property that
P = {p1, . . . , pk} is a basis of the group P generated by P . Set A = Z[P ]. Then
each positive element of A is a positive multiple of some power of
p = (p1 · p2 · · · pk)−1
and so b1 = 1 generates B = A>0 as a semi-group with operators in P .
The group Aff(A,P ) ∼= A ⋊ P is finitely presented, as it can be obtained by
a sequence of k ascending HNN-extensions, with Z as the base group of the first
HNN-extension and the group obtained in step i− 1 as the base group of the i-th
HNN-extension (see, e.g., [Str84, Section 1.2] for further details). By Proposition
D13.7 the group G(R;Z[P ], P ) admits therefore a finite presentation.
2) In the preceding examples, the metabelian group A ⋊ P has been built up
in a manner which implies directly that it admits a finite presentation. Now many
more subgroups Z[P ] ⋊ P of Q⋊Q×>0 admit a finite presentation.
2 For some of
these finitely presented groups Z[P ]⋊P the semi-group B = Z[P ]>0 can be shown
to be finitely generated with P as set of operators. Let J denote the product of
all the (positive) primes occurring in the prime factorizations of the elements of
P . Then Z[P ] = Z[1/J ]. Suppose the fraction 1/J can be written in the form
1/J = q1 + q2 + · · ·+ qm (13.30)
where every qi lies in P . Each positive power of 1/J has then a representation of
the same form and so B is generated by 1 as a semi-group with operators in P .
Here is an illustration. Suppose n1, n2 and d are relatively prime integers
greater than 1 and P is the group gp({n1/d, n2/d}). Set A = Z[P ] = Z[1/(n1n2d)].
Then {n1/d, n2/d} is a basis of P and A⋊P is finitely presented (by Example 34
in [Str84]). It suffices now to find a representation of the form (13.30), for one of
numbers 1/n1, 1/n2 or 1/d, as the remaining two numbers are P -multiple of any
one of them.
Let us consider first the special case where n1 = 2 and n2 = 3. Then 1/d
has a representation of the form (13.30) for all odd integers d ≥ 11. Indeed,
112 = 121 = 5 · 23 + 3 · 33 and so
(11 + 4k)2 = 112 + 88k + 16k2 = (5 + 11k + 2k2) · 23 + 3 · 33.
Every denominator d of the form 11 + 4k satisfies therefore the relation
1/d = (5 + 11k + 2k2) · (n1/d)3 + 3 · (n2/d)3.
2The necessary and sufficient conditions are spelled out in [Str84, p. 299, Example 34].
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The relation 13 = 22 + 32, on the other hand, leads to a representation of 1/d for
all d of the form 13 + 4k.
A similar conclusion holds for arbitrary positive, relatively prime integers n1
and n2. The squares n21, n
2
2 are then relatively prime and so a simple argument,
based on the generalized Euclidean algorithm, discloses that every integer d ≥
(n21 − 1) · (n22 − 1) has a representation of the form
d = c1 · n21 + c2 · n22 with c1, c2 in N
whence 1/d = c1(n1/d)2 + c2(n2/d)2. It follows that the group
G (R;Z[1/(n1n2d)], gp(n1/d, n2/d))
admits a finite presentation whenever n1, n2, d are relatively prime integers greater
than 1 and d ≥ (n21 − 1) · (n22 − 1).
Remarks D13.8 (i) A further class of groups deserves to be drawn to the atten-
tion of the reader. Let K ⊆ R be an algebraic number field with ring of integers O.
If K 6= Q the group of positive units P = O×>0 is non-trivial and so we can consider
G = G(R;O, P ). The quotient group Aff(O, P ) is polycyclic, hence finitely pre-
sented, and O /(IP ·O) is finite. So the necessary conditions, given by Proposition
D13.3, hold; but as P contains no rational number 6= 1, our sufficient condition is
not satisfied. We do not know whether any of these groups G(R;O, P ) admits a
finite presentation.
(ii) The module A of every group G(R;A,P ) which, so far, has been shown to
be finitely presented, is a locally cyclic as a group.
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The group G = G([a,∞[ ;A,P ) is generated by its elements with one singularity
and it admits an infinite presentation in terms of this generating set that is easy
to describe (see section 14.1). If G admits a finite presentation so does its quotient
group Aff(IP · A,P ) and A/(IP · A) is finite (see Propositions B6.1 and D14.1).
In this section, we shall also establish the following converse: if P is generated
by finitely many integers and A = Z[P ] then G is finitely presented (see Theorem
D14.2).
14.1 An infinite presentation
By section 8.1 the group G([a,∞[ ;A,P ) is generated by the subset of its elements
with (at most) one singularity, namely the set
X a = {g(b, p) | a ≤ b ∈ A and p ∈ P}. (14.1)
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In this formula, g(b, p) denotes the PL-homeomorphism given by equation (8.1).
These generators satisfy the relations
g(b, p) · g(b, p′) = g(b, pp′) and (14.2)
g(b,p)g(b′, p′) = g(b+ p(b′ − b), p′) if b < b′, (14.3)
where (p, p′) ranges over P 2 and b, b′ are elements of A∩ [a,∞[. One can show by
a normal form argument that relations (14.2) and (14.3) are defining relations of
G([a,∞[ ;A,P ) in terms of the generating set X a; see [BS85b, Section 2].
Suppose P is free abelian with basis P . Then the generators g(b, p) with
p ∈ P r P can be eliminated. If this is done, one ends up with a presentation of
G([a,∞[ ;A,P ) with generating set
Ya = {g(b, p) | a ≤ b ∈ A and p ∈ P} (14.4)
and defining relations
[g(b, p), g(b, p′)] = 1, (14.5)
g(b,p)g(b′, p′) = g(b+ p(b′ − b), p′) if b < b′ (14.6)
where (p, p′) runs over P2 and b, b′ are in A ∩ [a,∞[ .
14.2 Necessary conditions for a finite presentation
By Theorem B8.2 the group G = G([a,∞[ ;A,P ) is finitely generated precisely if
A ⋊ P is finitely generated, A/(IP · A) is finite and a lies in A. If G is finitely
presented, A⋊ P must be finitely presented according to
Proposition D14.1 If G([a,∞[ ;A,P ) has a finite presentation the same is true
for A⋊ P .
Proof. By [BS85b, Section 3] the group G = G([a,∞[ ;A,P ) has no non-abelian
free subgroups. The theory developed in [BS80] therefore applies and shows that
every metabelian quotient of G is finitely presented if G is so (see [BS80, p. 462,
Theorem 5.5]). In particular, the quotient group im ρ = Aff(IP ·A,P ) ∼= IP ·A⋊P
is then finitely presented. As IP · A has finite index in A (by Proposition B6.1),
the group A⋊ P is finitely presented, too. 
14.3 A Sufficient condition for finite presentability
M. G. Brin and C. C. Squier prove in Section 2 of [BS85b] that, for every integer
p ≥ 2, the group
G({p}) = G([0,∞[ ;Z[1/p], gp(p))
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has a finite presentation with p generators and p(p − 1)2 defining relations (see
[BS85b, p. 492]). We shall improve on this result and show that, for every non-
empty finite set P of integers p ≥ 2, the group
G(P) = G([0,∞[ ;Z[gp(P)], gp(P)) (14.7)
is finitely related. More precisely, we shall establish
Theorem D14.2 Let P be a finite (non-empty) set of integers p ≥ 2. Fix an
element p0 in P, e.g., p0 = min{p | p ∈ P}. Then G(P) is generated by the set
G(P , p0) = {g(i, p) | i ∈ {0, 1, . . . , p0 − 1} and p ∈ P} (14.8)
and it admits a finite presentation.
The proof will comprise four stages. In the first one we show that the sub-
presentation obtained from equations (14.1), (14.2) and (14.3) by restricting the
parameters b, b′ to N and p, p′ to P gives a presentation of G(P). 3 In the
next stage we verify that the group G(P) is generated by the finite set (14.8) and
recall the notion of Tietze transformations. In the third stage, we derive a con-
venient presentation of G(P) with a finite set of generators which has one more
element than the set (14.8). In the final stage we establish that all but finitely
many defining relations of the presentation arrived at in the third stage can be
discarded.
14.3a Proof of Theorem D14.2: first stage
The aim of this stage is to obtain a presentation of G(P) with generating set
X = {f(i, p) | i ∈ N and p ∈ P}. (14.9)
Let F (X ) denote the free group on X . As a first step towards the presentation
of G(P) with generating set X , we choose a presentation of P = gp(P) as an
abelian group with set of generators P . Let p1, p2,. . . , pm be an enumeration of
the elements of P and let α : Zm ։ P be the epimorphism which sends the i-th
standard basis element of Zm to pi. Then find a finite subset
{(x(1, 1), . . . , x(m, 1)), (x(1, 2), . . . , x(m, 2)), . . . , (x(1, k), . . . , x(m, k))}
of Zm which generates the kernel of α. For each i ≥ 0 and each j ∈ {1, 2. . . . , k},
set
w(i, j) = f(i, p1)
x(1,j)f(i, p2)
x(2,j) · · · f(i, pm)x(m,j). (14.10)
Having defined the elements w(i, j) we can describe the set of relators: it is
the union of the three infinite sets
3Here, and in the remainder of Section 14, N is assumed to contain the number 0.
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R0 = {w(i, j) | i ∈ N and j ∈ {1, 2, . . . , k}}, (14.11)
R1 = {[f(i, p), f(i, p′)] | i ∈ N and (p, p′) ∈ P2} (14.12)
and
R2 = { f(i,p)f(i′, p′) · f(i+ p(i′ − i), p′)−1 | (i, i′) ∈ N2, i < i′ and (p, p′) ∈ P2}.
Set R = R0 ∪R1 ∪R2, let R be the normal subgroup of F (X ) generated by
R and let π : F (X )/R→ G(P) denote the homomorphism sending, for i ∈ N and
p ∈ P , the generator f(i, p) to g(i, p). In view of relations (14.2) and (14.3) the
PL-homeomorphism
(g(0,p1)···g(0,pm))−kg(i, p′)
coincides with g(i/(p1 · · · pm)k, p′). The image of π contains therefore the gener-
ating set (14.1) of G(P) and so π is surjective.
The injectivity of π will be established by a normal form argument. The set
R2 consists of relators having the form f(i,p)f(i′, p′) · f(i′′, p′)−1 where i < i′ and
i′′ = i+ p(i′ − i). Then i < i′′. The relator f(i,p)f(i′, p′) · f(i′′, p′)−1 gives rise to
the following four equivalent relations
f(i, p)f(i′, p′) = f(i′′, p′)f(i, p), (14.13)
f(i, p)f(i′, p′)−1 = f(i′′, p′)−1f(i, p), (14.14)
f(i′, p′)f(i, p)−1 = f(i, p)−1f(i′′, p′), (14.15)
f(i′, p′)−1f(i, p)−1 = f(i, p)−1f(i′′, p′)−1. (14.16)
Consider now a non-trivial word w, with letters in X ∪X−1. Relations (14.14)
and (14.15), along with free reduction and the commutator relations in R1, permit
one to move everyf(i1, p1) in w to the right of every inverse f(i2, p2)−1 of a gen-
erator. It follows that w is congruent, modulo the relators in R1 ∪R2, to a freely
reduced word v−11 · v2, where both v1 and v2 are positive words in X . Relations
(14.13) next allow one to transform the second factor v2 into a positive word
u2 = f(i
′
k′ , p
′
k′) · · · f(i′2, p′2) · f(i′1, p′1) (14.17)
with i′k′ ≥ · · · ≥ i′2 ≥ i′1 and each p′i ∈ P . Similarly, relations (14.16) can be used
to change the factor v−11 into the inverse of a positive word
u1 = f(iℓ, pℓ) · · · f(i2, p2) · f(i1, p1) (14.18)
with iℓ ≥ · · · ≥ i2 ≥ i1 and with each pi ∈ P .
Assume now that w represents an element in kerπ. Then so does w′ = u−11 ·u2.
The positive words u1 and u2 represent therefore the same PL-homeomorphism
h ∈ G(P). If both words are empty, all is well. If one of them is non-empty we
may assume that u1 is non-empty and that i1 is the smallest value of an index
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of a generator f(i, p) which occurs in u1 or in u2. Let u12 be the terminal segment
of u1 formed by all the letters f(i, p) with i > i1 and let u11 be the initial segment
preceding u12. Then the functions h = π(u1R) and h12 = π(u12R) are the identity
on [0, i1] and have the same slope on ]i1, i1 + 1[ . If this slope is 1 the relators
in R0 ∪R1 show that u12 ∈ R and so π(u1R) = π(u11R). If it is non-zero then
i′1 = i1; let u22 be the largest terminal segment of u2 formed by the letters f(i, p)
with i = i1. Then the slopes of the functions h, π(u12R) and π(u22R) agree on
the interval ]i1, i1 + 1[; since the relators R0 ∪R1 define the group P and are
contained in R the terminal segments u12 and u22 are congruent modulo R and
so π(u11R) = π(u21R); here u21 denotes the initial segment of u2 which precedes
u22.
The above arguments are the ingredients of a proof by induction which allows
one to conclude that π : F (X )/R→ G(P) is injective.
14.3b Application: abelianization of G(P)
The presentation of G(P) found in the previous section allows one to determine
the abelianization of G(P) in the important case where P is a basis of P . 4
We begin with the case of a cyclic group P generated by the integer p > 1.
The generators f(i, p) have then a fixed second argument; we set f(i) = f(i, p) to
simplify the notation. The sets of relators R0 and R1 are redundant in this case.
Consider now a relator r = f(i)f(i′) · f(i+ p(i′ − i))−1 in R2. Since
i+ p(i′ − i) = i′ + (p− 1)(i′ − i), (14.19)
the relator r is equivalent to the relation f(i)f(i′) = f(i′+(p−1)(i′−i)). Replacing
i′ by j we conclude that G({p} admits the presentation〈
{f(i)}i∈N | f(i)f(j) = f(j + (p− 1)(j − i)) for (i, j) ∈ N2 and i < j
〉
. (14.20)
The abelianization ofG({p}), viewed as an abelian group, has thus the presentation〈{x(i)}i∈N | xj = xj+(p−1)(j−i) for (i, j) ∈ N2 and i < j〉 .
This presentation shows that abelianized group is free abelian with a basis that
corresponds bijectively to the set {0} ∪ {[j] | j ∈ Nr{0}} where [j] denotes the
equivalence class, represented by j, of the equivalence relation ≡ generated by the
relation j ≈ j + (p − 1)(j − i). It follows, first of all, that the equivalence class
[j] is contained in the equivalence class of the congruence relation modulo p − 1;
upon setting i = j − 1 one sees that j + (p− 1) ∈ [j]. This proves that the set of
equivalence classes is represented by 0, 1, 2, . . . , p− 1, and implies that G({p})ab
is free abelian of rank p.
Let’s now pass to the case where P is generated by a basis P consisting of
integers greater than 1. The previous arguments can be adopted readily to this
4Actually, a result, due to Ken S. Brown, shows that every group P generated by finite set
of integers admits a basis P1 that is made up of integers; see Proposition 1.1 in [Ste92].
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more general case and show that, as an abelian group, G(P)ab has the presentation
with generating set {xi,p | (i, p) ∈ N×P} and defining relations
xj,p′ = xj+(p−1)(j−i),p′ .
These defining relations identify only generators with the same parameter p′ and
the equivalence relation ≡ generated by the relations j ≈p j + (p− 1)(j − i), does
not depend on the parameter p′ ∈ P . Every equivalence class of ≡ is contained in
the congruence class modulo n = gcd{p− 1 | p ∈ P} and j+(p− 1) ∈ [j] for every
p ∈ P. The generalized euclidean algorithm thus implies that the equivalence
classes of ≡ are the congruence classes modulo n in Nr{0}. So we have proved
Lemma D14.3 Let P be a subgroup of Q×>0 generated by a finite set P of integers.
Assume P is a basis of the abelian group P . Then the group G(P)ab is free abelian
of rank
card(P) · (1 + gcd {p− 1 | p ∈ P}) (14.21)
14.3c Proof of Theorem D14.2: second stage
We begin by showing that the group G(P) can be generated by a finite set G(P , p0)
with a very simple description. The presentation arrived at in section 14.3a implies,
in particular, that G(P) is generated by the infinite set
π(X ) = {g(i, p) | (i, p) ∈ N×P}.
Fix an element p0 ∈ P . Given i ≥ p0, let r ∈ {0, 1, . . . , p0−1} denote the remainder
of i divided by p0. Then i = p0 · s+ r for some positive integer s. Relations (14.3)
show that g(i, p) equals g(r,p0)g(r + s, p); indeed,
g(r,p0)g(r + s, p) = g(r + p0((r + s)− r), p) = g(i, p).
Since r + s < i the preceding calculation allows us to set up an induction with
respect to i which proves that G(P) is generated by the finite set
G(P , p0) = {g(r, p) | 0 ≤ r < p0 and p ∈ P}
and so the first assertion of Theorem D14.2 is established.
If one uses G(P , p0) as the generating set of a presentation F0/R0 that is derived
from the presentation F (X )/R by elimination of redundant generators, one ends
up, in general, with an unwieldy set of relators. The situation improves if one adds
the extra generator
g = g(p0, p0)
−1g(0, p0). (14.22)
The calculation
g(p0,p0)g(i′ + (p0 − 1), p′) = g(p0 + p0(i′ + (p0 − 1)− p0), p′)
= g(p0 · i′, p′) = g(0,p0)g(i′, p′),
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holds in the group G(P) for each i′ > 1 and each p′ ∈ P . The relation just found
continues to hold if i′ = 1, as one sees from the computation
g(p0,p0)g(1 + (p0 − 1), p′) = g(p0,p0)g(p0, p′) = g(p0, p′) = g(0,p0)g(1, p′).
Conjugation by g satisfies therefore the equation
gg(i, p) = g(i+ (p0 − 1), p) (14.23)
for every i ≥ 1 and each p ∈ P. With the help of this extra generator g the
presentation
π∗ : 〈X | R = R0 ∪R1 ∪R2〉 ∼−→ G(P), (14.24)
will be transformed into a presentation with finitely many generators and infinitely
many, explicitly describable relators. This will be achieved by a sequence of trans-
formations traditionally called Tietze transformations. 5
Here is a conceptual version of this kind of transformations. Let Y and Z be
(non-empty) disjoint sets, and let F denote the free group on Y and F˜ the free
group on Y ∪Z. The assignements y 7→ y give rise to an embedding ι : F ֌ F˜ .
Choose, for each z ∈ Z, a word wz ∈ F and define W to be the set of words
{z ·w−1z | z ∈ Z}. Let ρ : F˜ → F be the homomorphism that sends y ∈ Y to y and
z ∈ Z to wz . The composition ρ ◦ ι : F → F is the identity, while ι ◦ ρ fixes each
y ∈ Y and sends each z to wz. Consider now the group given by the presentation
Φ = 〈Y ∪Z | W〉
and let ψ : F˜ → Φ be the obvious projection. Since ρ maps each relator z ·w−1z to
the neutral element of F , it induces an epimorphism ρ∗ : Φ։ F that is the inverse
of
ι∗ = ψ ◦ ι : F ֌ F˜ ։ Φ.
Suppose now that R is a set of relators in F and let R be the normal subgroup
of F generated by R. Then ι∗ induces an isomorphism of F/R onto Φ/ι∗(R). It
follows that the presentations
〈Y | R〉 and 〈Y ∪Z | R∪W〉
define isomorphic groups. In traditional parlance this fact is rendered by saying:
by introducing a new set of generators Z and adding, for each z ∈ Z, a relator of
the form z ·w−1z with wz a word in the old generators, one obtains a presentation
〈Y ∪Z | R∪W〉 that defines the same group as does the presentation 〈Y | R〉.
What we have described so far is a first type of Tietze transformations. There
is a second type that is easy to understand from the conceptual point of view: in
a presentation, say 〈Y | R〉, the set of relators R generates a normal subgroup
R⊳F (Y). If R1 is another set of relators with R as its normal closure, the identity
on Y will induce an isomorphism of the group with the presentation 〈Y | R〉 onto
the group with the presentation 〈Y | R1〉.
5see, e.g., [MKS04, Section 1] for details on this concept
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14.3d Proof of Theorem D14.2: third stage
This stage has three parts. One begins by adding a new generator f to the gener-
ating set X , defined by equation (14.9), and adding the relator
w = f · f(0, p0)−1f(p0, p0) (14.25)
to the set of relators R = R0 ∪R1 ∪R2, specified in the second paragraph of
section 14.3a. In the resulting group the analogue of the relations (14.23) will
hold, the relations
ff(i, p) = f(i+ (p0 − 1), p), (14.26)
valid for every i ≥ 1 and each p ∈ P . In the second part, these relations will be
used to reexpress the generators f(i, p) in terms of a finite subset among them and
of f . The new expressions for the generators f(i, p) permit one then to replace R
by a set of relators in which occur only finitely many of the original generators.
In the third part, one discards all but finitely many of the generators f(i, p) and
arrives at a presentation of G(P) with finitely many generators and an explicitly
known infinite set of relators.
Let F denote the free group on X and π : F → G(P) the homomorphism that
sends f(i, p) to g(i, p) for every (i, p) ∈ N×P. By the verifications in section 14.3a,
the map π is surjective and its kernel is the normal closure R = gpF (R) of an ex-
plicitly known subset R of F . Next, let F˜ be the free group on X ∪{f} and extend
π to the homomorphism π˜ : F˜ → G(P) which maps f to g = g(p0, p0)−1g(0, p0).
Then π˜ is surjective and its kernel is the normal closure of the subset
R˜ = R∪{w} with w = f · f(0, p0)−1f(p0, p0). (14.27)
Let ≡ denote the congruence relation on F˜ generated by R˜. Equations (14.22)
and (14.23), in conjunction with the fact that π˜ is an isomorphism, imply then
that the congruence
ff(i, p) ≡ f(i+ (p0 − 1), p) (14.28)
is valid for every i ≥ 1 and p ∈ P.
We next express the generators in X ∪{f} in terms of finitely many among
them. Set
X˜ (P , p0, f) = {f(i, p) | (i, p) ∈ {0, 1, . . . , p0 − 1} × P} ∪ {f}. (14.29)
Given an integer i ≥ p0 write it in the form i = r + s · (p0 − 1) with s a positive
integer and r ∈ {1, 2, . . . , p0 − 1}. By the congruences (14.28) the congruence
f(i, p) ≡ fsf(r, p) (14.30)
will the hold for every i ≥ p0.
With the help of these congruences we rewrite now the relators in the set R˜
(defined by equation (14.27)). This set is the union of the four subsets
R0, R1, R2 and {f · f(0, p0)−1f(p0, p0)}.
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The subset R0 is given by equation (14.10); its elements have the form
w(i, j) = f(i, p1)
x(1,j)f(i, p2)
x(2,j) · · · f(i, pm)x(m,j).
The generators involved in each one of these words have a fixed first parameter i
and so w(i+(p0−1), j) is congruent to fw(i, j) for every i ≥ 1 and j ∈ {1, . . . , k}.
In the presence of the congruences (14.30), the set R0 can therefore be replaced
by the set{
fsw(r, j) | (s, r, j) ∈ N×{1, . . . , p0 − 1} × {1, . . . , k}
}
∪{w(0, j) | j ∈ {1, . . . , k}} .
Since we are looking for a set of relators in terms of the generating set X ∪{f},
we need only retain one relator in every conjugacy class of gp(f), and so it suffices
to retain the finite set
R˜0 = {w(r, j | (r, j) ∈ {0, 1, . . . , p0 − 1} × {1, 2 . . . , k}}. (14.31)
The subset R1 consists of all the commutators [f(i, p), f(i, p′)] with i ∈ N and
(p, p′) ∈ P2. Each of these relators is a consequence of the relators in the finite set
R˜1 = {[f(r, p), f(r, p′)] | (r, p, p′) ∈ {0, 1, . . . , p0 − 1} × P2}. (14.32)
Now to the subset of relators R2. Its elements have the form
f(i,p)f(i′, p′) · f(i′′, p′)−1 with (i, i′) ∈ N2, i < i′ and i′′ = i+ p(i′ − i).
Since i′′ > i′ > i and as i′′ is given by the formula i′′ = i+ p(i′ − i), the relators
in R2 are congruent to conjugates of relators in R2 with i ≤ p0 − 1. Fix r < p0,
set i = r and write i′ in the form i′ = (p0 − 1)s′ + r′ with r′ ∈ {1, 2, . . . , p0 − 1}
(this is possible since i′ > i ≥ 0). Similarly, write i′′ = (p0 − 1)s′′ + r′′ with
r′′ ∈ {1, 2, . . . , p0 − 1}. In view of the equations
i′′ = r + p(i′ − r) and i′ = (p0 − 1)s′ + r′,
the calculation
(p0 − 1)s′′ + r′′ = i′′ = r + p(i′ − r) = r + p((p0 − 1)s′ + r′ − r)
= r + p(r′ − r) + (p0 − 1) · ps′
is valid. It implies that
r′′ ≡ r + p(r′ − r) = r′ + (p− 1)(r′ − r) (mod p0 − 1), (14.33)
s′′ = ps′ +
r + p(r′ − r)− r′′
p0 − 1 . (14.34)
We are left with the relator w = f · f(0, p0)−1f(p0, p0). The generator f(p0, p0)
occurring in it is congruent to ff(1, p0) (see the congruence (14.30)). So w can
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be replaced by f · (f(0, p0)−1 · f · f(1, p0)) · f−1, hence by f(0, p0)−1 · f · f(1, p0),
or by
f · f(1, p0) · f(0, p0)−1. (14.35)
So far we have rewritten the set of relators in R∪{f · f(0, p0)−1f(p0, p0)} in
terms of the finite set of generators X˜ (P , p0, f) (given by equation (14.29)), and we
have obtained a set of relators R˜∪{f ·f(1, p0) ·f(0, p0)−1}. In order to obtain this
new set of relators the congruences (14.30) have been used; they are consequences
of the set of relators
f(r + s(p0 − 1), p) ·
(
fsf(r, p)
)−1
for s ≥ 1 and r ∈ {1, · · · , r0 − 1}. (14.36)
The generators f(r + s(p0 − 1), p) with s > 0 are no longer needed and they can
be eliminated by means of a Tietze transformation 6 based on the set of relators
(14.36). If this is done, one arrives at the presentation described in
Proposition D14.4 The group G(P) admits a presentation with the finite set of
generators
X (P , p0, f) = {f(r, p) | 0 ≤ r ≤ p0 − 1 and p ∈ P} ∪ {f} (14.37)
and the defining set of relators
R(X , p0, f) = {f · f(1, p0) · f(0, p0)−1} ∪ R˜0 ∪ R˜1 ∪ R˜2. (14.38)
Here R¯0 and R¯1 denote the finite sets defined by formulae (14.31) and (14.32),
respectively, while R¯2 is the infinite set consisting of all the words
f(r,p)fs
′
f(r′, p′) ·
(
fs
′′
f(r′′, p′)
)−1
, (14.39)
the parameters satisfying the restrictions
0 ≤ r < p0, 1 ≤ r′ < p0, 1 ≤ r′′ < p0, s′ ∈ N, and r′ > r or s′ > 0,
and equations (14.33) and (14.34).
Illustration D14.5 If the slope group P is cyclic, the presentation afforded by
Proposition D14.4 can be described more concisely. Indeed, suppose P is generated
by p = p0. The sets R¯0 and R¯1 are then not needed, formula (14.33) simplifies to
r′′ = r′ and so formula (14.34) becomes
s′′ = ps′ +
r + p(r′ − r) − r′
p− 1 = ps
′ + r′ − r. (14.40)
We show next that every relator in R¯2 with r = 0 is a consequence of the
remaining relators in R¯2. If r = 0, such a relator has the form
f(0,p)fs
′
f(r′, p) · fs
′′
f(r′, p)−1
6see page 91
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(recall that r′′ = r′). If one expresses s′′ with the help of formula (14.40) and uses
that r = 0, the relator becomes
f(0,p)gs
′
f(r′, p) · fps
′+r′
f(r′, p)−1.
If, finally, the generator f(0, p) is replaced by f · f(1, p), one arrives at the relator
f ·f(1,p)·fs′f(r′, p) · fps
′+r′
f(r′, p)−1. (14.41)
We claim that this relator is a consequence of the relators
f(1,p)gs
′
1 f(r′1, p) · f
ps′
1
+r′
1
−1
f(r′1, p)
−1 (14.42)
that are contained in the set R¯2. Two cases arise. If r′ = 1 and s′ = 0 the
word (14.41) becomes f ·f(1,p)f(1, p) · ff(1, p)−1 and so it is freely equivalent to
the empty word; if r′ > 1 or s′ > 0 then r′ + (p − 1)s′ > 1 and so the word
(14.42) with (r′1, s
′
1) = (r
′, s′) is conjugated to a relator contained in the set R¯2
and thus conjugation by f transforms the relator (14.42) into the word (14.41).
The generator f(0, p) is now no longer needed and can be eliminated by a Tietze
transformation based on the relator f · f(1, p0) · f(0, p0)−1. If this is done, one
arrives at the presentation detailed in the following
Corollary D14.6 (cf. ([BS85b, Section 2]) If p is an integer ≥ 2, the group
G({p}) is generated by
x 7→ f(0, p)f(1, p)−1, x1 7→ f(1, p), . . . , xp−1 7→ f(p− 1, p), (14.43)
and is defined in terms of the generating set {x, x1, . . . , xp−1} by the relations
xix
n
xj =
xpn+j−ixj , (14.44)
where n ≥ 0 and (i, j) ranges over {1, . . . , p − 1} with the restriction that either
j > i or n > 0.
14.3e Proof of Theorem D14.2: fourth stage
In this final stage, we show that finitely many among the relators listed in Propo-
sition D14.4 suffice to define the group G(P). The proof will consists in a lengthy
calculation that is based on some properties of formulae (14.33) and (14.34).
According to Proposition D14.4 the group G(P) admits a presentation with
X (P , p0, f) = {f(r, p) | 0 ≤ r ≤ p0 − 1 and p ∈ P} ∪ {f} (14.45)
as set of generators and R(P , p0, f) as set of defining relators. The set R(P , p0, f)
in the union of three finite subsets and the infinite subset R¯2. The relators in the
infinite subset are equivalent to relations of the form
f(r,p)fs
′
f(r′, p′) = f
s′′
f(r′′, p′), (14.46)
the parameters satisfying the following restrictions:
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a) the elements p and p′ range over P ,
b) the index r varies over {0, 1, . . . , p0 − 1},
c) the integer s′ takes on all values in N;
d) the triple (r, r′, s′) takes on all values in {0, . . . , p0 − 1} × {1, . . . , p0 − 1} × N
with r′ > r or s′ > 0;
e) the index r′′ lies in {1, . . . , p0− 1} and satisfies the congruence (14.33), namely
r′′ ≡ r + p(r′ − r) (mod p0 − 1); (14.47)
f) the integer s′′ lies in N and satisfies equation (14.34), namely
s′′ = p · s′ + r + p(r
′ − r) − r′′
p0 − 1 . (14.48)
We continue with three observations.
i) The right hand side of relation (14.46) involves the parameter r′′; according
to formula (14.47) this parameter depends on r, r′ and p, but it does not
depend on s′.
ii) By formulae (14.47) and (14.48), the parameter s′′ depends on r, r′, p, p0 and
s′, but its dependence is of the form
s′′ = p · s′ + d(r, r′, p, p0). (14.49)
iii) If r = r′ (and hence s′ > 0) then r′′ = r by (14.47) and so s′′ = p′ · s′; relation
(14.46) simplifies therefore to
f(r′,p′)fs
′
f(r′, p′) = f
p′·s′
f(r′, p′). (14.50)
At present, we are set for completing the proof of Theorem D14.2. Let p⋆ be
the largest element of P and let F be the free group on the finite set X (P , p0, f)
defined by formula (14.45). Let ≡ denote the congruence relation on F generated
by the relations f ≡ f(p, p0) · f(1, p0)−1, the relations r ≡ 1 with r ∈ R¯0 ∪R¯1 and
all the relations of the form (14.46) with
(p, p′) ∈ P2, (r, r′) ∈ {0, 1, . . . , p0 − 1} × {1, . . . , p0 − 1} and s′ ≤ p⋆.
Assume now that n > p∗ and that the congruences (14.46) namely
f(r,p)fs
′
f(r′, p′) ≡ fs
′′
f(r′′, p′),
hold for all (p, p′) ∈ P2, all (r, r′) ∈ {0, 1, . . . , p0 − 1} × {1, . . . , p0 − 1} and every
s′ < n. Fix a couple (p, p′) ∈ P2 and find integers n1, n2 so that
n = n1 + p
′ · n2 with n1 ∈ {1, . . . , p′}. (14.51)
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Then n1, n1 + n2 and p′ · n2 are all three smaller than n.
Our aim is to prove the validity of the congruence
f(r,p)fng(r′, p′) ≡ fn
′′
f(r′′, p′) (14.52)
where r′′ is given by formula (14.47) and n′′ is given by the analogues of formulae
(14.48) and (14.49) with s′ replaced by n. Thus
n′′ = p · n+ r + p(r
′ − r) − r′′
p0 − 1 = p · n+ d(r, r
′, p, p0). (14.53)
To reach this goal, we rewrite the left hand side f(r,p)f
n
f(r′, p′) of congruence
(14.52) repeatedly in such a way that the induction hypothesis can be applied to
certain parts of the rewritten words. In the course of these rewritings a situation
will arise where an auxiliary result for the case r = r′ is needed.
We move on to the first part of the calculation. To ease notation, we write x ↓ y
for xyx−1 and set f1 = f(r, p), f2 = f(r′, p′) and f3 = f(r′′, p′). The left hand
side of congruence (14.52) becomes then f1fn ↓ f2. Since n1 < n, the induction
hypothesis guarantees that f1f
n1
f2 ≡ f
n′′
1 f3; moreover, as n2 < n1 + n2 < n, the
induction hypothesis and observation iii) show that
f2f
n2 ↓ f2 ≡ fp
′·n2 ↓ f2 and f3fn1+n2 ↓ f3 ≡ fp
′(n1+n2) ↓ f3.
These relations and formulae (14.51) and (14.53) are used in the next calculation.
f(r,p)·fnf(r′, p′) =
(
f1f
n1 · fp′n2
)
↓ f2
=
(
(f1f
n1 ↓ f2) · f1fn1 · f−12 fp
′n2
)
↓ f2
≡ (fn′′1 ↓ f3) · f1fn1 ↓
(
f−12 f
p′n2 ↓ f2
)
≡ (fn′′1 ↓ f3) · f1fn1 ↓ (fn2 ↓ f2)
= (fn
′′
1 ↓ f3) ↓ (f1fn1+n2) ↓ f2)
≡ fn′′1 f3f−n
′′
1 ↓ (f (n1+n2)′′) ↓ f3
=
(
fn
′′
1 f3f
(n1+n2)
′′−n′′1
)
↓ f3.
(14.54)
Observation ii) next allows one to rewrite the exponent (n1 + n2)′′ − n′′1 like this:
(n1 + n2)
′′ − n′′1 = (p(n1 + n2) + d(r, r′, p, p0))− (pn1 + d(r, r′, p, p0)) = pn2.
So the result of calculation (14.54) is the relation
f(r,p)·fnf(r′, p′) ≡ (fn′′1 f3fpn2) ↓ f3.
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Suppose we know that (f3fm) ↓ f3 ≡ fp′m ↓ f3 for every exponent m > 0. We
can then deduce that
(fn
′′
1 f3f
pn2) ↓ f3 = fn
′′
1 ↓ (f3fpn2 ↓ f3) ≡ fn
′′
1 ↓
(
fp
′·pn2 ↓ f3
)
= f (pn1+d(r,r
′,p,p0))+p
′pn2 ↓ f3
= fp(n1+p
′n2)+d(r,r
′,p,p0) ↓ f3 = f
n′′
f(r′′, p′).
We are left with establishing the relations (f3fm) ↓ f3 ≡ fp′m ↓ f3 for m > 0.
This can be done by repeating the calculation (14.54) with f2 = f(r′, p′) in the
rôle of f1 = f(r, p). Then p = p′ and r = r′, hence r′ = r′′ and so f1 = f2 = f3.
If m ≤ p∗ = max{p | p ∈ P} the claimed relation is one of the defining relations
(14.46); if m > p∗ we set m = m1 + p′m2 with m1 ∈ {1, . . . , p′} and compute:
f3·fmf3 =
(
f3f
m1 · fp′m2
)
↓ f3
=
(
(f3f
m1 ↓ f3) · f3fm1 · f−13 fp
′m2
)
↓ f3
≡ (fp′m1 ↓ f3) · f3gm1 ↓
(
f−13 f
p′m2 ↓ f3
)
≡ fp′m1f3f−p
′m1 · f3fm1 ↓ (fm2 ↓ f3)
≡
(
fp
′m1f3f
−p′m1fp
′(m1+m2)
)
↓ f3
=
(
fp
′m1f3f
p′m2
)
↓ f3
≡ (fp′m1fp′(p′m2)) ↓ f3 = f
p′m
f3.
(14.55)
The end of the fourth stage of the proof has now been reached; with it, the proof
of Theorem D14.2 is complete.
14.4 A more concise finite presentation of G({p})
We close Section 14 with a word on the finite presentation of the group G(P),
obtained before, in the special case where P is a singleton. By Corollary D14.6
the group G = G({p}) is then generated by the elements
x 7→ g(0, p)g(1, p)−1, x1 7→ g(1, p), . . . , xp−1 7→ g(p− 1, p) (14.56)
and defined in terms of these generators by the infinite set of relations
xix
n
xj =
xpn+j−ixj , (14.57)
where n ≥ 0 and (i, j) ranges over {1, . . . , p− 1}2 with the restriction that either
j > i or n > 0. The results in section 14.3e show, in addition, that the relations
with n > p⋆ = p are redundant. The group G has therefore a finite presentation
with p generators and (p − 1)(p − 2)/2 + p(p − 1)2 relations. If p = 2, this is a
presentation with 2 generators and 2 relations; if m > 2, one can do better.
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Proposition D14.7 If p ≥ 2, the group G({p}) = G([0,∞[ ;Z[1/p], gp(p)) is
generated by the elements
x 7→ g(0, p)g(1, p)−1, x1 7→ g(1, p), . . . , xp−1 7→ g(p− 1, p)
and defined in terms of these generators by the relations
xixj =
xj−ixj with 1 ≤ i < j ≤ p− 1, (14.58)
xixxj =
xp+j−ixj with (i, j) ∈ {1, 2, . . . , p− 1}2 and j ≤ i+ 1, (14.59)
xp−1x
2
x1 =
xp+2x1. (14.60)
The number of these relations is
(
p−1
2
)
+
((
p−1
2
)
+ (p− 1) + (p− 2))+1 = p(p−1).
Proof. The claim will be established by a refinement of the calculations carried
out in section 14.3e. As before, u ↓ v denotes the triple product uvu−1. We have
to verify that all the relations (14.57) are consequences of the relations listed in
formulae (14.58), (14.59) and (14.60).
Let Sn be the assertion: all relations (14.57) with parameter n are valid in the
group with generators (14.56) and relations (14.58), (14.59) and (14.60).
Assertion S0 holds since all relations with n = 0 are included into the set
(14.58). If n = 1 the relations for j ≤ i+1 are listed in (14.59). Suppose now that
j > i+ 1. The three relations
xj−1 ↓ xj = x ↓ xj , xi ↓ xj−1 = x(j−1)−i ↓ xj−1 and xi ↓ xj = xj−i ↓ xj
hold by assertion S0, while relation xj−1x ↓ xj = xp+1 ↓ xj is covered by (14.59).
The cited four relations justify the following calculation:
xix ↓ xj = ((xi ↓ xj−1) · xi · x−1j−1x) ↓ xj
= (xi ↓ xj−1) · xi ↓ (x−1j−1x ↓ xj)
= (xi ↓ xj−1) ↓ (xi ↓ xj) (since xj−1 ↓ xj = x ↓ xj)
= (x(j−1)−i ↓ xj−1) ↓ (xj−i ↓ xj)
= (x(j−1)−i · xj−1 · x−(j−1)+i · xj−i) ↓ xj
= x(j−1)−i ↓ (xj−1x ↓ xj)
= (x(j−1)−i · xp+1) ↓ xj = xp+j−i ↓ xj .
This proves assertion S1.
The verification of assertion S2 divides into three parts. If j = 1 and i = p−1,
the relation holds by assumption (14.60). If j = 1 and i < p − 1, assumption
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(14.60) and assertion S1 justify the following calculation:
xix
2 ↓ x1 = ((xi ↓ xp−1) · xi · x−1p−1x2) ↓ x1
= (xi ↓ xp−1) ↓ (xix ↓ x1) (since xp−1x ↓ x1 = x2 ↓ x1)
= (x(p−1)−i ↓ xp−1) ↓ (xp+1−i ↓ x1)
= (x(p−1)−i · xp−1 · x−p+1+ixp+1−i) ↓ x1
= (xp−1−i · xp−1x2) ↓ x1 (by relation (14.60))
= (x(p−1)−i · xp+2) ↓ x1 = x2p+1−i ↓ x1.
If, finally, n = 2 and j > 1, the index j − 1 exists. The relations
xj−1x ↓ xj = xp+1 ↓ xj and xix ↓ xj−1 = xp+(j−1)−i ↓ xj−1
hold by assertion S1 and relation xj−1 ↓ xj = x ↓ xj by statement S0. Therefore:
xix
2 ↓ xj = ((xix ↓ xj−1) · xix · x−1j−1x) ↓ xj
= (xix ↓ xj−1) ↓ (xix ↓ xj) (since xj−1 ↓ xj = x ↓ xj)
= (xp+(j−1)−i ↓ xj−1) ↓ (xp+j−i ↓ xj)
= (xp+(j−1)−i · xj−1 · x−p−j+1+i · xp+j−i) ↓ xj
= xp+(j−1)−i ↓ (xj−1x ↓ xj)
= (xp+(j−1)−i · xp+1) ↓ xj = x2p+j−i ↓ xj .
The verification of assertion S2 is now complete.
Suppose, next, that n ≥ 2 and that assertion Sn has been established. If j > 1
the index j − 1 exists and the following calculation is valid:
xix
n+1 ↓ xj = ((xixn ↓ xj−1) · xixn · x−1j−1x) ↓ xj
= (xix
n ↓ xj−1) ↓ (xixn ↓ xj) (since xj−1 ↓ xj = x ↓ xj)
= (xpn+(j−1)−i ↓ xj−1) ↓ (xpn+j−i ↓ xj)
= (xpn+(j−1)−i · xj−1 · x−pn−j+1+i · xpn+j−i) ↓ xj
= xpn+(j−1)−i ↓ (xj−1x ↓ xj)
= (xpn+(j−1)−i · xp+1) ↓ xj = x(n+1)p+j−i ↓ xj .
The relation xixn+1 ↓ xj = xp(n+1)+j−i ↓ xj holds thus for j > 1. Assume, finally,
that j = 1 and, in addition, that assertions Sn−1 and Sn hold. The calculation
xix
n+1 ↓ x1 = ((xixn−1 ↓ xp−1) · xixn−1 · x−1p−1x2) ↓ x1
= ((xix
n−1 ↓ xp−1) · xixn) ↓ x1 (since xp−1x ↓ x1 = x2 ↓ x1)
= (xp(n−1)+(p−1)−i ↓ xp−1) ↓ (xpn+1−i ↓ x1)
= (xpn−1−i · xp−1 · x−pn+1+i · xpn+1−i) ↓ x1
= xpn−1−i ↓ (xp−1x2 ↓ x1)
= (xpn−1−i · xp+2) ↓ x1 = x(n+1)p+1−i ↓ x1
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is then valid and establishes the induction step for j = 1. The proof of Proposition
D14.7 is now complete. 
Examples D14.8 We work out the presentation given by Proposition D14.7 for
p = 2 and p = 3. If p = 2, the set (14.58) is empty, while each of the sets (14.59)
and (14.60) contributes a single relation. The outcome is the 2-generator 2-relator
presentation
〈x, x1; x1xx1 = x
2
x1,
x1x
2
x1 =
x4x1〉; (14.61)
it resembles closely the presentation (9.14) for G([0, 1];Z[1/2], gp(2)). The PL-
homeomorphisms associated to x and x1 are g(0, 2)g(1, 2)−1 and g(1, 2); they are
indicated by the following two diagrams.
PSfrag
0 1 ∞
0 2 ∞
2 1x
0 1 ∞
0 1 ∞
1 2x1
If p = 3, Proposition D14.7 gives a presentation with three generators x, x1,
x2 and six defining relations. The relations are as follows:
x1x2 =
xx2, (14.62)
x1xx1 =
x3x1,
x2xx1 =
x2x1,
x1xx2 =
x4x2,
x2xx2 =
x3x2, (14.63)
x2x
2
x1 =
x5x1. (14.64)
The PL-homeomorphisms corresponding to x, x1 and x2 are
g(0, 3)g(1, 3)−1, g(1, 3) and g(2, 3).
15 Presentations of groups with supports in a compact
interval
Suppose I is a compact interval and G is the group G(I;A,P ). If G is finitely
generated then P is finitely generated, A is a finitely generated Z[P ]-module,
the quotient module A/(IP · A) is finite and both end points of I are in A (see
Proposition B6.1). No further necessary condition is known to hold if G is finitely
presented.
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The group G([a, c];A,P ) is isomorphic to G([a′, c′];A,P ) whenever P is cyclic
and a, a′, c and c′ are all four in A (see Theorem E16.7). In the case of a cyclic
group P with A = Z[P ], it suffices to therefore to study the group G([0, 1];A,P ).
In this section, we shall do this for the groups
G[p] = G([0, 1];Z[1/p], gp(p)) (15.1)
with p ≥ 2 an integer and prove that they are finitely presented. To date 7 they
are the only groups of the form G([a, c];Z[P ], P ) that are known to be finitely
presented
15.1 An infinite presentation of G[p]
By Theorem B9.9 and the preamble to section 9.8 the group G = G[p] is generated
by the infinite set F ♯ = {f(pm; p; r, p) | m ∈ N and 1 < r ≤ p}. For m > 0, these
generators are rescaled copies of the p− 1 generators
f(1; p; p, p), f(1; p; p− 1, p), . . . , f(1; p; 2, p)
with supports ]0, 1[ , ]0, (p− 1)/p[ , . . . , ]0, 2/p[, respectively. 8
It is useful to enumerate the generators f(pm; p; r, p) by decreasing length of
their support. To that end, we set i = (p− r) + (p− 1)m and xi = f(pm; p; r, p).
By Corollary B9.14 the generators xi satisfy then the relations
xixj = xj+(p−1) for i < j. (15.2)
These relations actually define the group, as we now prove by a normal form
argument. Let F be the free group with basis {xi | i ≥ 0} and let ≡ denote the
congruence relation on F that is induced by the relations (15.2). The relation with
parameters i < j has the following four equivalent forms
xi · xj ≡ xj+(p−1) · xi, x−1j · x−1i ≡ x−1i · x−1j+(p−1), (15.3)
xi · x−1j ≡ x−1j+(p−1) · xi, xj · x−1i ≡ x−1i · xj+(p−1). (15.4)
Relations (15.4), together with free reduction, allow one to move each generator
xk to the right of each inverse x−1ℓ of a generator. Every word w ∈ F is therefore
congruent to a word v−11 · v2 with v1 and v2 both positive or empty words in
the generators xk. Next relations (15.3) permit one to reorder the letters in v2,
respectively those in v−11 , so us to obtain a word w
′ = u−11 · u2, that is congruent
to v−11 · v2 and satisfies:
u1 = x
h(k)
ik
· · ·xh(2)i2 x
h(1)
i1
and u2 = x
n(ℓ)
jℓ
· · ·xn(2)j2 x
n(1)
j1
7i.e., in 1985; see sections N3.4a and N3.4b for newer results.
8For p ∈ {2, 3} and m ≤ 1, the rectangle diagrams of some of these functions are displayed
in Illustration B9.16.
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with i1 < i2 < · · · < ik and j1 < j2 < · · · < jℓ, and where each h(i) and each n(j)
is positive, unless u1 or u2 is empty (cf. the injectivity proof in section 14.3a).
Assume now that w represents an element in the kernel of the obvious projec-
tion π : F ։ G[p]. Then so does w′. By replacing, if need be, w′ = u−11 · u2, by a
cyclic reduction and/or its inverse, one arrives at a word w¯ = u¯−11 ·u¯2 that is, either
empty, or if non-empty has the property that the index j¯1 of the last letter in u¯2
is smaller than the index of the last letter in u¯1. The second case cannot arise.
Indeed, write j¯1 in the form (p− r1) + (p− 1)m1 with r1 ∈ {0, 1, . . . , p− 2}. Then
f = π(w) = π(w¯) is the identity on [(p− r1)/pm1+1, 1] and the right-hand deriva-
tive of f at (p− r1)/pm1+1 is pn¯1 6= 1, a finding which contradicts the assumption
that w is in the kernel of π.
15.2 A finite presentation of G[p]
Relations (15.2) make it clear that the group G[p] is generated by the finite set
X [p] = {x = x0, x1, . . . , xp−1}. (15.5)
Conjugation by the distinguished generator x permits one to eliminate the other
generators by means of the relations
xr+m(p−1) =
xmxr,
where r is in {1, 2, . . . , p− 1}. A short calculation then shows that the rewritten
relations (15.2) have the form
xix
n
xj = x
n+1xj ; (15.6)
here n ≥ 0 and (i, j) ranges over {1, 2, . . . , p− 1}2 with the restriction that either
j > i or n > 0.
So far we know that the group G[p] is generated by the set X [p] with p elements
and that it has an easily described infinite presentation in terms of this set. But
more is true:
Proposition D15.10 If p is an integer ≥ 2 the group G[p] is generated by the
set X [p] = {x = x0, x1, . . . , xp−1}, and defined in terms of X [p] by the relations
xixj =
xxj where 1 ≤ i < j ≤ p− 1, (15.7)
xixxj =
x2xj where (i, j) ∈ {1, . . . , p− 1} and j ≤ i+ 1, (15.8)
xp−1x
2
x1 =
x3x1. (15.9)
The number of these relations is p(p− 1).
Proof. Our argument follows closely the procedure employed in the proof of Propo-
sition D14.7, given on pages 99–101.
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Let Sn be the assertion: all relations (15.6) with parameter n are valid in the
group with generators (15.5) and relations (15.7), (15.8) and (15.9).
Assertion S0 holds since all relations with n = 0 are included in the set (15.7).
If n = 1 the relations for j ≤ i+1 are listed in (15.8). Suppose now that j > i+1
and write, to ease notation, u ↓ v for the conjugate uvu−1 of v. By statement S0,
the three relations xi ↓ xj−1 = x ↓ xj−1 and xi ↓ xj = xj−1 ↓ xj = x ↓ xj , hold,
while relation xj−1x ↓ xj = x2 ↓ xj holds by assumption (15.8). The cited four
relations justify then the following calculation:
xix ↓ xj = ((xi ↓ xj−1) · xi · x−1j−1x) ↓ xj
= ((xi ↓ xj−1) · xi) ↓ (x−1j−1x ↓ xj)
= (xi ↓ xj−1) ↓ (xi ↓ xj) (since xj−1 ↓ xj = x ↓ xj)
= (x ↓ xj−1) ↓ (x ↓ xj) = (x · xj−1 · x−1 · x) ↓ xj
= x ↓ (xj−1 ↓ xj) = x ↓ (x ↓ xj) = x2 ↓ xj .
It follows that assertion S1 is valid.
The verification of assertion S2 divides into three parts. If j = 1 and i =
p − 1, the relation holds by hypothesis (15.9). If, secondly, j = 1 and i < p − 1,
assumption (15.9) and statement S1 justify the following calculation:
xix
2 ↓ x1 = ((xi ↓ xp−1) · xi · x−1p−1x2) ↓ x1
= (xi ↓ xp−1) ↓ (xix ↓ x1) (since xp−1x ↓ x1 = x2 ↓ x1)
= (x ↓ xp−1) ↓ (x2 ↓ x1)
= (x · xp−1 · x−1x2) ↓ x1 = x ↓ (xp−1x ↓ x1)
= x ↓ (x2 ↓ x1) = x3 ↓ x1.
If, finally, n = 2 and j > 1, the index j − 1 exists. The relations
xj−1x ↓ xj = x2 ↓ xj and xix ↓ xj−1 = x2 ↓ xj−1
hold by statement S1 and relation xj−1 ↓ xj = x ↓ xj by statement S0. The
following calculation is thus valid.
xix
2 ↓ xj = ((xix ↓ xj−1) · xix · x−1j−1x) ↓ xj
= (xix ↓ xj−1) ↓ (xix ↓ xj) (since xj−1 ↓ xj = x ↓ xj)
= (x2 ↓ xj−1) ↓ (x2 ↓ xj)
= (x2 · xj−1 · x−2 · x2) ↓ xj = x2 ↓ (xj−1 ↓ xj)
= x2 ↓ (x ↓ xj) = x3 ↓ xj .
The verification of assertion S2 is now complete.
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Suppose, finally, that n ≥ 2 and that assertions Sn−1 and Sn have been estab-
lished. The following calculation is then valid:
xix
n+1 ↓ xj = ((xixn−1 ↓ xj) · xixn−1 · x−1j x2) ↓ xj
= (xix
n−1 ↓ xj) ↓ (xixn−1 · x ↓ xj) (since xjx ↓ xj = x2 ↓ xj)
= (xn ↓ xj) ↓ (xn+1 ↓ xj)
= (xn · xj · x−n · xn+1) ↓ xj = xn ↓ (xjx ↓ xj)
= xn ↓ (x2 ↓ xj) = x(n+1)+1 ↓ xj .
This completes the induction step and with it the proof of Proposition D14.7. 
Examples D15.11 The group G[2] is the celebrated group studied by R. J.
Thompson in [Tho74] (see also [MT73]), and by many other mathematicians.
Proposition D15.10 yields the well-known 2-generator 2-relator presentation (9.14),
namely
〈x, x1 | x1xx1 = x
2
x1,
x1x
2
x1 =
x3x1〉. (15.10)
The rectangle diagrams of the generators x, x1 are
0 1
2
3
4
1
0 1
4
1
2
1
1
2
1 2x =
0 1
4
3
8
1
2
1
0 1
8
1
4
1
2
1
1
2
1 2 1x1 =
As a second example, consider the group G[3]. Proposition D15.10 furnishes 3
generators x, x1 and x2; their rectangle diagrams are
0 1
3
2
3
7
9
8
9
1
0 1
9
2
9
1
3
2
3
1
1
3
1
3
3 3x =
0 1
3
4
9
5
9
2
3
1
0 1
9
2
9
1
3
2
3
1
1
3
3 1x1 =
and
0 1
9
2
9
1
3
2
3
1
0 1
9
2
9
1
3
2
3
1
1
3
3 1 1x2 =
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Proposition D15.10 lists 6 relations, namely
x1x2 =
xx2,
x1xx1 =
x2xx1 =
x2x1,
x1xx2 =
x2xx2 =
x2x2,
x2x
2
x1 =
x3x1.
E Isomorphisms and Automorphism Groups
In this chapter, we investigate isomorphisms among groups G = G(I;A,P ) and
G¯ = G(I¯; A¯, P¯ ). We first show that every such isomorphism α is induced by con-
jugation by a unique homeomorphism ϕ : int(I) ∼−→ int(I¯). This conclusion holds
for arbitrary pairs of triples (I, A, P ), (I¯ , A¯, P¯ ) and it remains valid for isomor-
phisms among certain subgroups of G and of G¯ (see Theorem E16.4 for a precise
statement). In the remainder of the chapter the nature of the homeomorphism ϕ
is studied. Best results are obtained if the group P is not cyclic. Then P¯ = P ,
the homeomorphism ϕ is piecewise linear with slopes in a coset s · P of P and
A¯ = s · A (see Theorem E17.1). A similar conclusion holds for isomorphisms
α : G(I;A,P )
∼−→ G(I¯ ; A¯, P¯ ) of groups with cyclic P and I the line or a half line
with endpoint in A (see Theorem E18.1).
16 General results
S. H. McCleary investigates group isomorphisms α : G ∼−→ G¯ of ordered permu-
tation groups (G,Ω) and (G¯, Ω¯) in [McC78]. He proves that α is induced by a
unique homeomorphism ϕ : Ωcpl ∼−→ Ω¯cpl of the Dedekind completion Ωcpl of Ω
onto the Dedekind completion Ω¯cpl of Ω¯, provided the following conditions hold:
G acts 3-fold transitively on Ω and contains strictly positive elements of bounded
support, and the pair (G¯, Ω¯) has the analogous properties (see [McC78, p. 505,
Main Theorem]). Here f is called positive, if f(ω) ≥ ω for all ω ∈ Ω, and strictly
positive if it is positive and distinct from 1. In section 16.2 we shall establish a
variation of McCleary’s result. Our proof will exploit ideas used in [McC78] in a
set-up that is adapted to the case at hand; the new set-up enables one to simplify
McCleary’s argument.
16.1 Set-up
In what follows we deal with isomorphisms of certain kinds of groups of order
preserving homeomorphisms of an open interval J of R. We require that G satisfies
the following four axioms.
Ax 1: G contains a strictly positive element.
Ax 2: G contains a non-trivial element with bounded support.
Ax 3: G contains non-trivial elements gℓ and gu with sup(supp gℓ) = inf(supp gu).
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Ax 4: G is approximately 6-fold transitive in the sense that, given strictly increas-
ing six-tuples (t1, . . . , t6) and (t′1, . . . , t
′
6) of elements in J , there exists h in
G with
h(t1) < t
′
1, t
′
2 < h(t2), h(t3) < t
′
3, t
′
4 < h(t4), h(t5) < t
′
5, t
′
6 < h(t6).
(16.1)
Note that if the pair (G, J) satisfies these axioms and if G˜ is a supergroup
of G, made up of homeomorphisms of the interval J , then (G˜, J) satisfies the
axioms, too. Moreover, if ϕ : J ∼−→ J¯ is an order preserving or order reversing
homeomorphism and if (G, J) fulfills the axioms, so does ( ϕG, J¯).
16.2 The basic result
In the sequel G and G¯ are assumed to be groups made up of order preserving
homeomorphisms of the open intervals J and J¯ , respectively.
We begin with a technical result that will be the main tool for constructing
the homeomorphism ϕ.
Lemma E16.1 Assume G satisfies axiom Ax4 and g1, g2 are elements of Gr{1}.
Suppose, in addition, that G contains an element f so that
[g1,
hfh−1g2] = 1 for all h ∈ G. (16.2)
If the inequality t < f(t) holds for some t ∈ J then
supp g1 < supp g2 and f is strictly positive. (16.3)
Proof. We begin by proving a contraposition of the first assertion in (16.3). Sup-
pose s1, s2 and t are elements of J such that
s1 ∈ supp g1, s2 ∈ supp g2 and s2 < s1.
and f is an element of G with t < f(t). Equation (16.2) holds for g1 if, and only
if, it holds with g1 replaced by g−11 , and the analogous statement is true for g2.
We can therefore assume that s1 < g1(s1) and that g2(s2) < s2. Choose reals t′,
t′′ with t < t′ < t′′ < f(t) and use them to define the six-tuples
(t1, t2, t3, t4, t5, t6) = (t, t
′, t′′, f(t), f(t′), f(t′′))
and
(t′1, t
′
2, t
′
3, t
′
4, t
′
5, t
′
6) =
(
g22(s2), g2(s2), s2, s1, g1(s1), g
2
1(s1)
)
.
These six-tuples are strictly increasing; by axiom Ax4 there exists therefore an
element h0 in G satisfying the inequalities (16.1). These inequalities imply that(
h0fh
−1
0 g−12 ◦ g1
)
(t′4) = (h0fh
−1
0 ◦ g−12 ◦ h0f−1h−10 )(t′5)
> (h0fh
−1
0 ◦ g−12 ◦ h0f−1)(t5) = (h0fh−10 ◦ g−12 ◦ h0)(t2)
> (h0fh
−1
0 ◦ g−12 )(t′2) = (h0fh−10 )(t′3)
> h0(f(t3)) = h0(t6) > t
′
6
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and that(
g1 ◦ h0fh
−1
0 g−12
)
(t′4) < (g1 ◦ h0fh−10 ◦ g−12 ◦ h0f−1)(t4)
= (g1 ◦ h0fh−10 ◦ g−12 ◦ h0)(t1) < (g1 ◦ h0fh−10 ◦ g−12 )(t′1)
= (g1 ◦ h0fh−10 )(t′2) < (g1 ◦ h0f)(t2)
= (g1 ◦ h0)(t5) < g1(t′5) = t′6.
These calculations reveal that g1 and h0fh
−1
0 g−12 do not commute.
We come now to the second assertion of Lemma E16.1. Suppose that f ∈ G
satisfies hypothesis (16.2) and t ∈ J is an element with f < f(t). Then supp g1 <
supp g2. Since g1 6= 1 and g2 6= 1 by hypothesis, their supports are non-empty and
so the inequality supp g2 < supp g1 does not hold. On the other hand, if f were
not strictly positive there would exists an element t′ ∈ J with f(t′) < t′. Then
t′ < f−1(t′) and so the first assertion of (16.3) would allow us to conclude that
supp g2 < supp g1, a contradiction. 
The main goal of this section is to show that if G and G¯ satisfy suitable
hypotheses, each isomorphism α : G ∼−→ G¯ is induced by conjugation by a unique
homeomorphism ϕ : J ∼−→ J¯ . The uniqueness part is a consequence of Ax4.
Lemma E16.2 If G satisfies Ax2 and Ax4 the only homeomorphism ϕ : J
∼−→ J
centralizing G is the identity.
Proof. Suppose ϕ(t) 6= t for some t in J . By the continuity of ϕ there exists then a
small interval J ′ = ]t′2, t
′
3] that contains t and is disjoint from its image ϕ(J
′). Use
axiom Ax2 to find an element g 6= 1 in G with bounded support, say contained
in ]t2, t3[, and then axiom Ax4 to find h ∈ G so that t′2 < h(t2) < h(t3) < t′3. Set
g1 =
hg. Then supp g1 and ϕ(supp g1) are disjoint and so g1 6= ϕg1. 
We are now ready to establish the announced modification of McCleary’s result
[McC78, Main Theorem 4]:
Theorem E16.3 Assume G satisfies axioms Ax1, Ax3 and Ax4, and G¯ satisfies
axioms Ax2 and Ax4. If α : G
∼−→ G¯ is an isomorphism of groups there exists a
unique homeomorphism ϕ : J
∼−→ J¯ which induces α by conjugation.
16.2a Proof of Theorem E16.3
If ϕ exists, it is unique by Lemma E16.2. As a first step on the way to ϕ, we
introduce the subset B of J defined by
B = {b ∈ J | there exist gℓ, gu in G with sup(supp gℓ) = b = inf(supp gu)},
(16.4)
and the analogously defined subset B¯ of J¯ . Since G satisfies Ax3 the set B is
non-empty; hypothesis Ax4 then implies that B is a dense subset of J .
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Our next aim is to construct a function ϕ1 : B → B¯. Consider b ∈ B. By
definition, G contains elements gℓ and gu such that
sup(supp gℓ) = b = inf(supp gu). (16.5)
We claim that the images α(gℓ) and α(gu) have the property that
sup(suppα(gℓ)) = inf(suppα(gu)) or sup(suppα(gu)) = inf(suppα(gℓ)).
(16.6)
Once this is proved, b¯ = sup(suppα(gℓ)) or b¯ = sup(suppα(gu)), respectively, will
be our candidate for ϕ1(b).
To establish property (16.6) we proceed as follows. Formula (16.5) implies, in
particular, that supp gℓ ≤ supp gu, i.e., that every element in the support of gℓ is
smaller than every element in the support of gu. The group G contains, by axiom
Ax1 a strictly positive element f . Every conjugate of f is then strictly positive
and so the formula
supp gℓ ≤
(
hf
)
(supp gu) = supp
(
hfh−1gu
)
holds for every h ∈ G. It implies that gℓ commutes with each conjugate hfh−1gu
of gu. Since α is a homomorphism this commutativity relation is also true for the
images g¯ℓ = α(gℓ), g¯u = α(gu) and for the images of the conjugates hfh−1 of f ;
as α is surjective this consequence can be stated as follows:
g¯ℓ commutes, for each h¯ ∈ G¯, with the conjugate h¯f¯ h¯
−1
g¯u of g¯u.
Note that f¯ 6= 1, for f 6= 1 and α is injective.
Two cases now arise: if there exists t¯ ∈ J¯ with t¯ < f¯(t¯) then f¯ is strictly
positive by Lemma E16.1; otherwise, f¯ is strictly negative.
Suppose first that f¯ = α(f) is strictly positive. The preceding argument can
then be summarized by the implication
if (gℓ, gu) ∈ G2 satisfies supp gℓ ≤ supp gu then suppα(gℓ) ≤ suppα(gu). (16.7)
Assume now that the triple (gℓ, b, gu) ∈ G ×B × G satisfies equality (16.5).
Then the images g¯1 = α(g1) and g¯u = α(gu) satisfy relation supp g¯ℓ ≤ supp g¯u.
But more is true: the equality
sup(supp g¯ℓ) = inf(supp g¯u) (16.8)
holds. Indeed, if equation (16.8) were not valid there would exist, by axioms Ax2
and Ax4, an element g¯ = α(g) in G¯r {1}, having bounded support and satisfying
the inequalities supp g¯ℓ ≤ supp g¯ ≤ supp g¯u. Since G¯ satisfies Ax4 and f¯ is strictly
positive, Lemma E16.1 would allow us to deduce the inequalities
supp gℓ ≤ supp g ≤ supp gu (16.9)
in contradiction to formula (16.5).
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The preceding argument shows, first of all, that the subset B¯ is non-empty and
so dense in J¯ (by axiom Ax4). It implies next that each triple (gℓ, b, gu) satisfying
condition (16.5) defines an element b¯ of B¯ ⊂ J¯ , given by
sup(suppα(gℓ)) = b¯ = inf(suppα(gu)). (16.10)
If gℓ is fixed, the element b¯ does not depend on the choice of gu; if gu is fixed, it does
not depend on gℓ. The assignment b 7→ b¯ defines therefore a function ϕ1 : B→ B¯.
This function is strictly increasing. Indeed, if b < b′ and b = sup(supp gℓ), b′ =
inf(supp gu) there exists (by Ax2 and Ax4) an element g satisfying relation (16.9)
whence implication (16.7) entails that
ϕ1(b) = sup(supp g¯ℓ)) < inf(supp g¯u) = ϕ1(b
′).
So far we know that ϕ1 : B → B¯ is a strictly increasing function, defined on
a dense subset of J , and that G¯ satisfies not only axioms Ax2 and Ax4, but also
axiom Ax1 (for f¯ = α(f) is strictly positive) and axiom Ax3. The roles of G and G¯
are therefore interchangeable. It follows, in particular, that B¯ is a dense subset of
J¯ and that ϕ1 : B→ B¯ is bijective. Let ϕ˜1 : B→ J¯ denote the composition of ϕ1
and the inclusion B¯ →֒ J¯ . Then ϕ˜1 is a strictly increasing function whose image
is dense in J¯ and so it extends uniquely to a strictly increasing and continuous
function ϕ : J → J¯ (cf. [Die69, IV.4.2.1, III.3.15.5 and III.3.15.3]). This extension
is actually surjective (by the Intermediate Value Theorem) and thus bijective. By
exchanging the rôles of G and G¯ one sees that ϕ−1 is continuous, too. All taken
together, this shows that ϕ : J → J¯ is a homeomorphism with image J¯ .
We are left with proving that the isomorphism α : G ∼−→ G¯ is induced by
conjugation by ϕ. For this task we recall the definition of B. Given b ∈ B, there
exist homeomorphisms gℓ and gu in G such that
sup(supp gℓ) = b = inf(supp gu).
Since each g ∈ G is orientation preserving it follows that
g(b) = g(sup(supp gℓ)) = sup(g(supp gℓ)) = sup (supp
ggℓ) .
On the other hand, if b′ is any point of B and g′ℓ ∈ G is any element with b′ =
sup(supp g′ℓ) then ϕ(b
′) = sup(suppα(g′ℓ)) holds by equation (16.10). These two
formulae then allow one to justify the following chain of equations:
(ϕ ◦ g) (b) = ϕ(g(b)) = ϕ (sup (supp ggℓ))
= sup (suppα ( ggℓ)) = sup
(
supp α(g)α(gℓ)
)
= α(g) (sup (suppα(gℓ)))
= α(g)(ϕ(b)) = (α(g) ◦ ϕ) (b).
The chain shows that the homeomorphisms ϕ ◦ g and α(g) ◦ϕ agree on the subset
B of J . As this subset is dense in the interval J the two homeomorphisms agree
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everywhere whence α(g) = ϕ ◦ g ◦ ϕ−1. The first case of the proof of Theorem
E16.3 is now complete
Suppose, secondly, that f¯ = α(f) is strictly negative. Define f˘ to be the
function −1f¯ : − t 7→ −f¯(t). Then f˘ is strictly positive, for the inequality f¯(t) ≤
t entails that −t ≤ −f¯(t) = f˘(−t). The homeomorphism f˘ is an element of
the group G˘ = −1G¯ and this group satisfies axioms Ax2 and Ax4. Indeed, the
hypothesis that G¯ satisfies axiom Ax2 obviously implies that G˘ does so. Suppose
now that (−t1, . . . ,−t6) and (−t′1, . . . ,−t′6) are two strictly increasing six-tuples
of elements in −J¯ . Then (t6, . . . , t1) and (t′6, . . . , t′1) are two strictly increasing
six-tuples with elements in J¯ . Since G¯ satisfies axiom Ax4 there exists therefore a
homeomorphism h ∈ G¯ satisfying the chain of inequalities
h(t6) < t
′
6 < t
′
5 < h(t5) < h(t4) < t
′
4 < t
′
3 < h(t3) < h(t2) < t
′
2 < t
′
1 < h(t1).
The negatives of this chain of numbers satisfy then a chain of inequalities of the
form
−h(t1) < −t′1 < · · · < −t′5 < −t′6 < −h(t6);
it shows that h˘ = −1h : − J¯ ∼−→ −J¯ satisfies the chain of inequalities (16.1) with
h replaced by h˘ and the six-tuples (−t1, . . . ,−t6) and (−t′1, . . . ,−t′6). The group
G˘ satisfies therefore axiom Ax4.
Consider now the isomorphism α˘ : G α−→ G¯ g¯ 7→(−1)◦g¯◦(−1)−−−−−−−−−−→ G˘. It maps the
strictly negative homeomorphism f onto f˘ which is a strictly positive element
of G˘. By the first case of the proof the isomorphism α˘ is therefore induced by
conjugation by a homeomorphism ϕ˘ : J ∼−→ −J¯, and so α itself is induced by
conjugation by ϕ = (−1) ◦ ϕ˘.
16.3 Consequences of Theorem E16.3
We begin by showing that Theorem E16.3 applies to every isomorphism of groups
α : G
∼−→ G¯ where G is a subgroup of a group G(I;A,P ) containing the derived
group of B(I;A,P ) and G¯ a subgroup of a group G(I¯ ; A¯, P¯ ) containing the de-
rived group of B(I¯ ; A¯, P¯ ). A priori, there may not be any relations between the
triples (I, A, P ) and (I¯ , A¯, P¯ ); it will turn out, however, that α induces always an
isomorphism P ∼−→ P¯ of a specific type (see Proposition E16.8) and that a much
tighter relationship holds if the group P is not cyclic: then P¯ = P and there exists
a positive real number s so that A¯ = s · A (see Theorem E17.1).
16.3a The main result and its proof
Theorem E16.4 Assume G is a subgroup of G(I;A,P ) containing B(I;A,P )′
and that G¯ is a subgroup of G(I¯; A¯, P¯ ) containing B(I¯ ; A¯, P¯ )′. If α : G ∼−→ G¯ is an
isomorphism of groups there exists a unique homeomorphism ϕ : int(I)
∼−→ int(I¯)
which induces α by conjugation; more precisely, the equation
α(g) ↾ int(I¯) = ϕ ◦ (g ↾ int(I)) ◦ ϕ−1 (16.11)
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holds for every g ∈ G. Moreover, ϕ maps A ∩ int(I) onto A¯ ∩ int(I¯).
Proof. We first verify that G satisfies axioms Ax1 through Ax4, listed in section
16.1. The group B′ = B(I;A,P )′ consists of elements of bounded support and
it is not reduced to the unit element (cf. Corollary C10.3), and thus axiom Ax2
holds for every group G containing B′. Theorem A4.1 and remark A5.7 imply
next that B′, and hence G, satisfy axiom Ax4.
Now to axiom Ax1. It postulates the existence of a strictly positive element in
G; we establish its validity by an explicit construction. Choose p ∈ P with p > 1
and a ∈ A ∩ int I. Find a positive element ∆ ∈ A that is so small that
c = a+ (2p+ 1) ·∆ ∈ int(I).
These choices being made, we construct PL-homeomorphisms f and g; they will
have the form of the PL-homeomorphism b(a,∆; p) discussed in Example C12.6.
The PL-homeomorphism g is the affine interpolation of the points
(a, a), (a+∆, a+ p ·∆), (a+ (p+ 1) ·∆, a+ (p+ 1) ·∆)
(extended by the identity outside of the interval [a, a+(p+1)·∆]); so g = b(a,∆; p)
in the notation of Example C12.6. The PL-homeomorphism f is a translated copy
of g, namely b(a+ p∆,∆; p). The commutator [f, g] = f ◦ g ◦ f−1 ◦ g−1 has then
the rectangle diagram depicted in the next figure.
0 1 p p
2+p−1
p
p+ 1 2p 2p+ 1
1
p
p p 1 1
1 1 1
p
1
p
p
p 1
p
1
p
1
1 p p 1
p
0 p 2p− 1 2p
2
−p+1
p
2p 2p+ 1
g−1
f−1
g
f
To simplify notation in this figure, but also in the calculations below, we con-
sider only the case where a = 0 and ∆ = 1; the general case can be reduced to
this one by a suitable affine map.
The diagram will be used to compute the commutator h = [f, g]. To render
legitimate this verification by a figure, we have to check that the four homeomor-
phisms and the arrangements of the auxiliary subdivisions are as indicated by the
figure. For the first verification, we recall that 1 < p, that f is the identity on [0, p],
has slope p on the interval ]p, p+ 1[ and slope 1/p on the interval ]p+ 1, 2p+ 1[,
and that g has slope p on the interval ]0, 1[, slope 1/p on the interval ]1, p + 1[
and that is the identity on [p + 1, 2p+ 1]. It follows that the support of [f, g] is
contained in the interval ]p, 2p[.
The second verification amounts to check that g(p) = p + 1 − 1/p and that
p < p+1−1/p < p+1 < 2p for every p > 1; both verifications are straightforward.
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The figure next permits one to infer that [f, g] fixes the points p and 2p, and that it
has slope p on the interval ]p, p+1−1/p[, slope 1 on the interval ]p+1−1/p, p+1[
and slope 1/p on the interval ]p+1, 2p[, We conclude that [f, g] is strictly positive
and that its support is the interval ]p, 2p[.
Conjugation by affine transformations then shows the following: whenever a is
a point in A ∩ int(I), p > 1 is in P and ∆ is a small positive element of A such
that a+(2p+1)∆ ∈ int(I), then the derived group of B(I;A,P ) contains a strictly
positive element with support ]a+ p ·∆, a+2p ·∆[. So B′ satisfies axiom Ax1 and
also axiom Ax3.
So far we know that the group G satisfies axioms Ax1 through Ax4; as the
group G¯ has the same properties as G, it satisfies these axioms, too. Theorem
E16.3 therefore implies that the given isomorphism α : G ∼−→ G¯ is induced by
conjugation by a homeomorphism ϕ : int(I) ∼−→ int(I¯).
We are left with proving that ϕ maps the subset A ∩ int(I) onto A¯ ∩ int(I¯).
Let a be a point in A ∩ int(I) and choose p ∈ P with p > 1. There exists then a
positive number ∆ ∈ A which is so small that the interval [a−p·∆, a+(p+1)·∆] is
contained in int(I). By the construction carried out at the beginning of the proof,
there exists thus a strictly positive element h ∈ B(I;A,P )′ ⊆ G which moves
every point in the interval ]a, a+p ·∆[. The image α(h) = ϕ◦h◦ϕ−1 is therefore a
PL-homeomorphism with support ]ϕ(a), ϕ(a+ p∆)[ or ]ϕ(a+ p∆), ϕ(a)[. In both
cases, the derivative of α(h) is 1 on one side of ϕ(a) and distinct from 1 at the
other side. Thus ϕ(a) is a singularity of α(h) ∈ G¯ ⊂ G(I¯ ; A¯, P¯ ), so ϕ(a) ∈ A¯. This
shows that ϕ(A ∩ int(I)) ⊆ A¯ ∩ int(I¯). As the rôles of G and G¯ can be reversed
in the previous argument, we have established that ϕ(A ∩ int(I)) = A¯ ∩ int(I¯). 
16.3b Application to the kernels of λ and of ρ
Theorem E16.4 will provide the basis of many results of this chapter. We open
the host of consequences with an application that relies on the fact that ϕ is a
homeomorphism mapping an open interval onto another open interval and so is,
either orientation preserving, or orientation reversing. Prior to stating the result,
we introduce a parlance.
Let G be a subgroup of G(I;A,P ), let B be the group of bounded home-
omorphism B(I;A,P ), and let G¯, B¯ be defined analogously. Suppose that G
contains B′, that G¯ contains B¯′ and that α : G ∼−→ G¯ is an isomorphism; let
ϕ : int(I)
∼−→ int(I¯) be the unique homeomorphism inducing α by conjugation.
We say that α is increasing if ϕ is so; otherwise α will be called decreasing
Corollary E16.5 (i) If G contains B and G¯ contains B¯ every isomorphism
α : G
∼−→ G¯ maps B onto B¯.
(ii) B is a characteristic subgroup of every group G with B ≤ G ≤ G(I;A,P ).
(iii) Suppose G contains the derived group of B and G¯ contains the derived group
of B¯. If α : G
∼−→ G¯ is increasing it maps the kernel of the homomorphism
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(λ ↾ G) : G → Aff(A,P ) onto the kernel of (λ¯ ↾ G¯) : G¯ → Aff(A¯, P¯ ) and
induces by passage to the quotients an isomorphism
αℓ : G/(G ∩ kerλ) ∼−→ G¯/(G¯ ∩ ker λ¯).
Similarly, α maps ker(ρ ↾ G) onto ker(ρ¯ ↾ G¯) and induces an isomorphism
αr : G/(G ∩ ker ρ) ∼−→ G¯/(G¯ ∩ ker ρ¯).
Proof. If g ∈ G has bounded support and ϕ : int(I) ∼−→ int(I¯) is a homeomorphism
then ϕg has bounded support. If ϕ is increasing and g ∈ G is bounded from below
the same is true of ϕg; similarly, if g is bounded from above, so is ϕg. The
assertions of the corollary are immediate consequences of Theorem E16.4, the
listed facts and the analogous facts obtained by reversing the rôles of G and G¯. 
16.4 Explicit constructions of isomorphisms: part I
Many useful isomorphisms α : G ∼−→ G¯ can be obtained by constructing explicit
homeomorphisms ϕ : int(I) ∼−→ int(I¯). Evidence for this statement has been
given already in Chapter A, where ϕ has been chosen to be a restriction of an
affine homeomorphism of R. In Proposition C10.1 then a PL-homeomorphism
with infinitely many singularities has been employed to show that B(I;A,P ) is
isomorphic to B(R;A,P ) for each interval I (with non-empty interior).
By varying the construction given in the proof of Proposition C10.1, one can
also show that each group G(I;A,P ) belongs to one of the six types of groups
enumerated in section 2.4 of the introduction; these groups correspond to the
intervals
(1) R,
(2) [0,∞[,
(3) ]0,∞[ with associated group ker(σ− : G([0,∞[ ;A,P )→ P ),
(4) [0, b],
(5) ]0, b] with associated group ker(σ− : G([0, b];A,P )→ P ), and
(6) ]0, b[ with associated group B([0, b];A,P ).
Proposition E16.6 Each group G(I;A,P ) is isomorphic to a group of one of
the above-listed six types; the type is uniquely determined by I.
Proof. We first deal with the existence of an isomorphism; it is clear for I = R.
If I is bounded on one side with endpoint in A, or bounded on both sides with
endpoints in A, there is an affine homeomorphism f in Aff(A, {1,−1}) so that
f(I) is the interval [0,∞[ is the first case and an interval of the form [0, b] with
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in A in the second case. If I is bounded, but none of the endpoints is in A, then
G(I;A,P ) = B(I;A,P ) and B(I;A,P ) is isomorphic to a group B([0, b];A,P )
(by Proposition C10.1). There remain the cases where exactly one endpoint is
in RrA. Then one can modify the proof of Proposition C10.1 so as to obtain a
homeomorphism ϕ : int(I) ∼−→ ]0,∞[ provided I or −I has the form [a,∞[ with
a /∈ A, or a homeomorphism ϕ : int I ∼−→ [0, b[ if I or −I is of the form [a, c] with
a ∈ A and c ∈ RrA.
Now to the uniqueness of the type. Suppose I1, I2 are intervals of one of the
above six types, and Gj = G(Ij ;A,P ) and Bj = B(Ij ;A,P ) for j ∈ {1, 2}. Let
α : G1
∼−→ G2 be an isomorphism. Then part (i) of Corollary E16.5 implies that
the quotient groups G1/B1 and G2/B2 are isomorphic. These quotient groups are
metabelian, but non-abelian if the interval is of one of the types (1), (2) or (3);
abelian but not trivial if the interval is of type (4) or (5), and trivial in the case
of type (6). It follows that the intervals I1 and I2 are, either both of one of the
types (1), (2) or (3), or both of one of the types (4) or (5), or both of type (6).
Consider next the case where the intervals I1 and I2 are of one of the types (1),
(2) or (3) and let ϕ : int(I1)
∼−→ int(I2) be a homeomorphism inducing α : G1 ∼−→
G2. Assume first that ϕ is increasing. Then ϕ induces an isomorphism of the
image of λ1 onto the image of λ2 (by part (iii) of Corollary E16.5). If I1 is of
type (1) the image of λ1 is isomorphic to A ⋊ P (by Corollary A5.3); if I2 is of
type (2) this image is isomorphic to P (again by Corollary A5.3); if, thirdly, I1 is
of type (3), this image is trivial. It follows that the groups G1 and G2 can only
be isomorphic via an increasing isomorphism if both are of the same type. If, on
the other hand, ϕ is decreasing then α will map the kernels of λ1 and ρ1 onto
the kernels of ρ2 and λ2, respectively. This fact implies, much as before, that the
groups G1 and G2 must be of the same type.
We are left with the case where the intervals are of type (4) or (5). If I1 is of
type (4), the images of both λ1 and ρ1 are isomorphic to P , and if it is of type (5)
the image of λ1 is trivial. These facts and part (iii) of Corollary E16.5 allow us to
deduce, much as before, that the groups can only be isomorphic if the intervals I1
and I2 are, either both of type (4), or both of type (5). 
Each of the above types of intervals I gives rise to a single isomorphism type of
groups G(I;A,P ), except possibly for types (4) and (5). Actually, type (5) is no
exception; indeed, given b, b′ in A>0 there exists an infinitary PL-homeomorphism
ϕ : ]0, b]
∼−→ ]0, b′] that maps A onto itself, has only finitely many singularities
in every compact subinterval of ]0, b] and which induces an isomorphism α of
G( ]0, b];A,P ) onto G( ]0, b′];A,P ) (cf. the proof of Proposition C10.1).
For an interval of type (4), the case where P is cyclic differs radically from
the case where P is non-cyclic. To gain an insight into the problem consider
two intervals [0, b] and [0, b′] with endpoints in A. If there exists a (finitary) PL-
homeomorphism ϕ in G(R;A,P ) mapping [0, b] onto [0, b′] then conjugation by ϕ
induces an isomorphism ofG([0, b];A,P ) ontoG([0, b′];A,P ). The same conclusion
holds if ϕ can be found in G(R;A,Aut(A)), where Aut(A) = {s ∈ R× | sA = A},
and the slopes of ϕ ↾ [0, b] lie in a single coset s · P of P .
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Assume now that the group P is not cyclic. Then every isomorphism
α : G([0, b];A,P )
∼−→ G([0, b′];A,P )
is induced by a (finitary) PL-homeomorphism as described before (for details, see
Supplement E17.3); it follows that the family of groups
{G([0, b];A,P | 0 < b ∈ A}
can contain non-isomorphic members (see Corollary E17.6).
For cyclic groups P the situation is different.
Theorem E16.7 If P is cyclic the groups in the family
{G([0, b];A,P ) | b ∈ A>0}
are isomorphic to each other.
Proof. Let p be the generator of P with p < 1. Since the homothety t 7→ p · t maps
the interval [0, b′| onto the interval [0, p · b′], it suffices to consider intervals [0, b]
and [0, b¯] with p · b < b¯ < b. The affine interpolation of(
(pb, pb¯), (b¯, b¯+ p(b¯ − b)), (b, b¯))
has slopes 1 and p, and vertices in A. With its help we now construct an infinitary
PL-homeomorphism ϕ : ]0, b] ∼−→ ]0, b¯]. Let (bi | i ≥ 0) and (b¯i | i ≥ 0) be the
sequences defined by
b2i = p
i · b, b2i+1 = pi · b¯, and b¯2i = pi · b¯, b¯2i+1 = pi(b¯+ p(b¯ − b)).
(b0, b¯0)
(b1, b¯1)
(b2, b¯2)
Figure E.1: Graph of the infinitary PL-homeomorphism ϕ1
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These sequences are strictly decreasing and they have the property that multi-
plication by p sends bi to bi+2 and b¯i to b¯i+2. The affine interpolation of the
product ((bi, b¯i) | i ≧ 0) of these sequences is an infinitary PL-homeomorphism
ϕ1 : ]0, b]
∼−→ ]0, p¯] with slopes in {1, p} and vertices in A2; it is indicated in Fig-
ure E.1. The homeomorphism extends uniquely to a homeomorphism ϕ : [0, b] ∼−→
[0, b¯] that fixes 0, and this extension satisfies then the commutativity relation
(ϕ ◦ p · 1) ↾ [0, 1] = (p · 1 ◦ ϕ) ↾ [0, 1]. (16.12)
We claim that conjugation by ϕ induces an isomorphism of G = G([0, b];A,P )
onto G¯ = G([0, b¯];A,P ). Indeed, if f ∈ G there exists an integer k and an index
j ≥ 0 so that f is linear on [0, pj · b] with slope pk. Consider now a positive real
number t in the interval [0,min{1, p−k} · pj · b¯]. Then ϕ−1(t) < min{1, p−k} · pj · b
and so the chain of equalities
(ϕ ◦ f ◦ ϕ−1)(t) = (ϕ ◦ (pk · 1) ◦ ϕ−1)(t) = pk · t
holds by relation (16.12). It shows that ϕf is linear with slope pk on the interval
[0,min{1, p−k} · pj · b¯]. As the singularities of ϕ accumulate only in 0 and as the
slopes of ϕ lie in {1, p}, it follows that ϕf ∈ G¯.
The preceding argument proves that ϕG ⊆ G¯. By reversing the rôles of G and
G¯, one establishes similarly that ϕ
−1
G¯ ⊆ G and thus ϕG = G¯, as asserted 
16.5 Results helping one in showing that ϕ is PL
The usefulness of Theorem E16.4 increases considerably if ϕ is known to be a
finitary or infinitary PL-homeomorphism. In this section we establish two auxiliary
results that help one in proving that a homeomorphism ϕ inducing an isomorphism
is piecewise linear. The set-up will be as in the statement of Theorem E16.4. Thus:
• G is a subgroup of G(I;A,P ) containing the derived group of B(I;A,P ),
• G¯ is a subgroup of G(I¯; A¯, P¯ ) containing B(I¯; A¯, P¯ )′, and
• ϕ : int(I) ∼−→ int(I¯) is a homeomorphism that induces by conjugation an
isomorphism of groups α : G
∼−→ G¯.
Proposition E16.8 Assume ϕ is order preserving. Then there exist, for every
a ∈ A ∩ int(I), positive real numbers δ and r such that the formula
ϕ(a+ p · t) = ϕ(a) + pr · (ϕ(a+ t)− ϕ(a)) (16.13)
holds for every t ∈ [0, δ] and each p ∈ P ∩ ]0, 1]. Moreover, the automorphism
θr : R
×
>0
∼−→ R×>0, taking t to tr = er·log(t), maps P isomorphically onto P¯ .
Proof. The proof consists of three parts. In the first one, the fact that ϕ maps
A ∩ int(I) onto A¯ ∩ int(I¯) and the hypothesis that α sends PL-homeomorphisms
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with slopes in P to PL-homeomorphisms with slopes in P¯ is shown to imply that
α induces an isomorphism ϑa : P
∼−→ P¯ taking p to pr. In the second part, we
establish formula (16.13) for a single slope p1 ∈ P ∩ ]0, 1]. In the third part, this
result is then extended to all slopes p ∈ P ∩ ]0, 1].
We embark now on the first part. The last statement of Theorem E16.4 guar-
antees that a¯ = ϕ(a) lies in A¯. Consider the subgroups
Ga = G ∩G(I ∩ [a,∞[ ;A,P ) and G¯a¯ = G¯ ∩G(I¯ ∩ [a¯,∞[ ; A¯, P¯ ).
Part (ii) of Corollary A5.3 and Remark A5.7 imply that Ga contains, for every
p ∈ P , an element fa whose right-hand derivative in a equals p. The assignment
f 7→ limtցa f ′(t) yields therefore an epimorphism σ− : Ga ։ P . Similarly, one
constructs an epimorphism σ¯− : G¯a¯ ։ P¯ . On the other hand, the hypothesis
that α is induced by an order preserving homeomorphism implies that α maps
the kernel of σ− onto the kernel of σ¯− and thus gives rise to an isomorphism
θa : P → P¯ which renders the square
Ga
αa
//
σ−


G¯a¯
σ¯−


P
ϑa
// P¯
commutative.
Our next aim is to work out the form of the isomorphism ϑa. As a first step
towards this goal we verify that ϑa maps the set P ∩ ]0, 1[ onto P¯ ∩ ]0, 1[ . Consider
p ∈ P with p < 1 and find fp ∈ Ga with σ−(fp) = p. Then αa(fp) = α(fp) is affine
on some interval [a¯, a¯ + εp] and has there slope σ¯−(α(fp)) = ϑa(p). Find δp > 0
so that fp is affine on [a, a+ δp] and that ϕ(a+ δp) ≤ a¯+ εp. The hypothesis that
α is induced by conjugation by ϕ then leads to the following chain of equalities
ϕ(a+ p · t) = (ϕ ◦ fp)(a+ t)
= (α(fp) ◦ ϕ)(a+ t) = α(fp)(ϕ(a+ t))
= ϕ(a) + ϑa(p) · (ϕ(a+ t)− ϕ(a));
it is valid for every t ∈ [0, δp]. Upon setting a¯ = ϕ(a), the result of the above
calculation takes on the form
ϕ(a+ p · t) = a¯+ ϑa(p) · (ϕ(a+ t)− ϕ(a)) for t ∈ [0, δp]. (16.14)
Since ϕ is increasing and p < 1, this representation implies that ϑa(p) < 1. It
follows that ϑa(P ∩ ]0, 1[) ⊆ P¯ ∩ ]0, 1[ and then, by reversing the rôles of G and G¯,
that ϑa(P ∩ ]0, 1[) = P¯ ∩ ]0, 1[.
This fact allows one to show next that θa(p) = pr for all p ∈ P and for some
positive real r. If P is cyclic, this claim is clear, for the generator p ∈ P ∩ ]0, 1[
is sent to the generator p¯ ∈ P¯ ∩ ]0, 1[ and thus p¯ = pr with r = ln p¯/ ln p > 0.
Otherwise, P and P¯ are dense subgroups of R×>0 and θa : P
∼−→ P¯ is an order
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preserving homomorphism. Set L0 = ln ◦ θ˜a ◦ exp: lnP ∼−→ ln(P¯ ). Then L0 is an
order preserving homomorphism which maps the dense subgroup ln(P ) of R onto
the dense subgroup ln(P¯ ) of R. It follows 1 that L0 extends uniquely to an order
preserving, continuous endomorphism L : Radd → Radd. The homomorphism L is
thus linear, given by multiplication by some real number r > 0, whence ϑ : P ∼−→ P¯
has the form p 7→ exp r · ln(p) = pr, as asserted.
We come now to the second part of the proof. In it we establish formula
(16.13) for a single element p1 < 1. Translations allow one to reduce to the case
where a = 0 = a¯. With this reduction and the formula for ϑa just obtained,
representation (16.14) becomes for p = p1:
ϕ(p1 · t) = pr1 · ϕ(t) for every t ∈ [0, δp1 ]. (16.15)
In the third part we show that formula (16.15) holds not only for p1, but for
every p ∈ P ∩ ]0, 1]. Given p < 1, one finds, as before, a real number δ > 0 so that
ϕ(p · t) = prϕ(t) for all t ∈ [0, δ]. Choose m ∈ N so large that pm1 · δp1 ≤ δ. Then
the following chain of equalities holds for each t ∈ [0, δp1 ]:
pm·r1 · ϕ(p · t) = ϕ(pm1 · p · t) = ϕ(p · pm1 · t) = pr · ϕ(pm1 · t) = pr · pm·r1 · ϕ(t).
This calculation shows that ϕ(p · t) = pr ·ϕ(t) for every t ∈ [0, ε1]. Formula (16.13)
now follows by an affine change of coordinates (and setting δ = δp1). 
The second result shows that a mild additional hypothesis on ϕ implies that ϕ
is PL, that P¯ = P and that A¯ = s · A for some positive real number s.
Proposition E16.9 Assume there exists a point a0 in A ∩ int(I) at which ϕ has
a one-sided derivative with non-zero value s. Then P¯ = P , A¯ = s ·A and ϕ is PL
with slopes in the coset s · P and singularities in A. Moreover, ϕ has only finitely
many singularities in every compact subinterval of int(I).
Proof. Since a0 is in A and ϕ(a0) in A¯, conjugations by affine homeomorphisms
bring us to the special case where a0 = 0 = ϕ(a0) and ϕ is order preserving with
right-hand derivative of value s > 0 at 0. Formula (16.13) then simplifies to
ϕ(p · t) = pr · ϕ(t);
it holds for every t ∈ [0, δ] for some δ > 0, and p ∈ P with p < 1.
The hypothesis that the right-hand derivative of ϕ exists in 0 and is positive
(and the fact that set P ∩ ]0, 1[ is not empty) implies therefore that r = 1 and so
ϕ is linear on [0, δ] with slope s and P¯ = P (by Proposition E16.8). Moreover,
A¯ = sA. Indeed, the last statement in Theorem E16.4 guarantees that ϕ maps
A ∩ int(I) onto A¯ ∩ int(I) whence s(A ∩ [0, δ] ) = A¯ ∩ [0, s · δ]. Next, given a
positive number a ∈ A, there exists a positive number p ∈ P with p · a < ε and so
s · a = p−1 · (s · p · a) ∈ A¯,
1see, e.g., [Die69, IV.4.2.1, III.3.15.5 and III.3.15.3]
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(because p−1·A¯ = A¯). Finally, if a¯ is a positive element of A¯ there exists p¯ ∈ P¯ = P
with p¯ · a¯ < s · δ and thus (p¯ · a¯)/s is an element a, say, of A and so a¯ = s · (a/p¯)
lies in s ·A.
We are left with proving that ϕ is a PL-homeomorphism with the stated prop-
erties. By the previous paragraph, there exists a positive real number ε such that
ϕ is linear on the open interval ]0, δ[ . Consider now an arbitrary point t0 ∈ int(I).
By Remark A5.7 the group B′ = B(I;A,P )′ acts 2-fold transitively on the inter-
section (IP ·A)∩ int(I). There exists therefore an element f ∈ B′ which maps an
open neighbourhood Jt0 of the given point t0 into ]0, δ[.
We claim that the restriction of ϕ to Jt0 is piecewise linear. Indeed, conjugation
by ϕ induces the isomorphism α : G ∼−→ G¯. It follows, in particular, that the
relation ϕ ◦ f−1 ◦ ϕ−1 = α(f−1) is valid or, equivalently, that the formula
ϕ = α(f)−1 ◦ ϕ ◦ f (16.16)
holds. The homeomorphisms f and α(f)−1 are finitary piecewise linear with slopes
in P = P¯ ; in addition, f maps Jt0 into an interval on which ϕ is linear with slope
s. Formula (16.16) therefore proves that ϕ is finitary piecewise linear on an open
neighbourhood of t0 and that its slopes lie in P−1 · s · P = s · P . 
17 Isomorphisms of groups with non-cyclic slope groups
In this section, Theorem E16.4 is applied in the situation where the group P is
not cyclic. The homeomorphisms ϕ inducing isomorphisms α are then necessarily
piecewise linear and they can be determined explicitly.
17.1 The main results
If P is not cyclic, the conclusion of Proposition E16.8 can be sharpened so as to
imply the hypothesis of Proposition E16.9. In this way one obtains the following
basic result:
Theorem E17.1 Let G be a subgroup of G(I;A,P ) containing B(I;A,P )′ and G¯
a subgroup of G(I¯ ; A¯, P¯ ) with the analogous property. If there exists an isomor-
phism α : G
∼−→ G¯ and if P is not cyclic, the following assertions hold:
(i) P¯ = P .
(ii) There exists a non-zero real number s such that A¯ = s · A and ϕ is a PL-
homeomorphism which maps A∩ int(I) onto A¯ ∩ int(I¯) and whose slopes lie
in the coset s · P . Each compact subinterval of int(I) contains only finitely
many singularities of ϕ.
Proof. By Theorem E16.4, the isomorphism α is induced by a homeomorphism
ϕ. Replacing, if need be, ϕ by (−1) ◦ ϕ : int(I) ∼−→ int(−I¯), we can reduce to
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the case where ϕ is increasing. Choose a0 ∈ A ∩ int(I) and set a¯0 = ϕ(a0). By
Proposition E16.8 there exist positive real numbers r and δ so that the equation
ϕ(a0 + p · δ) = a¯0 + pr · (ϕ(a0 + δ)− a¯0) (17.1)
is valid for every p ∈ P ∩ ]0, 1]. Since P is not cyclic, hence dense in R>0, and ϕ
is continuous, equation (17.1) is valid for each p ∈ ]0, 1[ and so ϕ is differentiable
on ]a0, a0 + δ[. The claim now follows from Proposition E16.9 and the fact that
]a0, a0 + δ[ contains a point of A. 
17.1a Supplement to Theorem E17.1
Theorem E17.1 reveals that the hypothesis that P is not cyclic forces the pa-
rameters P¯ and A¯ to be closely related to P and A. Indeed, one has then
P¯ = P and A¯ = s · A for some positive real s. This is as good as one can
expect, for every homothety ϕ : t 7→ s · t induces by conjugation an isomorphism
αs : G(I;A,P )
∼−→ G(ϕ(I); s · A,P ) and this isomorphism yields, of course, also
isomorphisms between subgroups.
We turn next to the question as to how closely related the intervals I and
I¯ must be. The group of bounded PL-homeomorphisms B(I;A,P ) provides a
telling negative answer, for this group does not depend on the interval I (up to
isomorphism; see Proposition C10.1). A positive answer is provided by
Lemma E17.2 Suppose that G = G(I;A,P ), that G¯ is a subgroup of G(I¯ ; A¯, P¯ )
containing the derived group of B(I¯; A¯, P¯ ) and that G is isomorphic to G¯. Then
the following implications hold:
(i) if I = R then I¯ = R;
(ii) if I = [0,∞[ then I¯ is either a half line with endpoint in A¯ or I¯ = R;
(iii) if I = ]0,∞[ then I¯ is either a half line with endpoint in RrA or a line.
Proof. Let α be in isomorphism of G onto G¯. If α is not increasing then
−1(−) ◦ α : G ∼−→ G¯ ∼−→ −1G¯
is an increasing isomorphism. We can thus assume that α is increasing. If I = R
both λ and ρ map G onto a non-abelian, metabelian group; if I = [0,∞[ the image
of λ = σ− is a non-trivial abelian group and the image of ρ is metabelian, but not
abelian; if I = ]0,∞[ the image of ρ is metabelian, but not abelian. In all three
cases, the claim thus follows from Corollary E16.5. 
Another type of question is whether µ : G(I;A,P ) ֌ G(I¯; A¯, P¯ ) can be a
monomorphism without being an isomorphism. An answer is provided by
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Supplement E17.3 Assume P is not cyclic, α : G(I;A,P ) ∼−→ G¯ is an iso-
morphism onto a subgroup G¯ of G(I¯ ; A¯, P¯ ) which contains the derived group of
B(I¯; A¯, P¯ ). Let ϕ : int(I)
∼−→ int(I¯) be the unique homeomorphism inducing α.
Assume, furthermore, that I is of type R, or of type [a,∞[ with a ∈ A, or of
finite length with endpoints in A. If I¯ has the same type as I then ϕ is a finitary
PL-homeomorphism and G¯ = G(I¯; A¯, P¯ ).
Proof. The verification will consist of three parts. Note first that Theorem E17.1
applies to α and so ϕ is a PL-homeomorphism with slopes in a coset s · P and
A¯ = s · A. In addition, P¯ = P and each compact subinterval of int(I) contains
only finitely many singularities of ϕ. By replacing, if need be G¯ by −1G¯, we can
arrange that α is increasing.
Part 1: I is bounded from below. So I is either of type [a, c] or of type [a,∞[ with
a ∈ A. The homeomorphism ϕ has then a unique continuous extension ϕ˜ which
sends a to the left end point a¯ of I¯. It turns out that the reasoning in the proof of
Proposition E16.8 can be repeated in the present situation. So there exist positive
real numbers δ and r with the property that the formula
ϕ˜(a+ p · t) = a¯+ pr · (ϕ˜(a+ t)− a¯) (17.2)
holds for every t ∈ [0, δ] and each p ∈ P ∩ ]0, 1]. Next we use the hypothesis
that P is not cyclic. It implies that P ∩ ]0, 1] is dense in the unit interval [0, 1].
Since ϕ and t 7→ tr are orientation preserving and continuous, the representation
(17.2) holds therefore for every p ∈ ]0, 1[ and shows that ϕ is differentiable on the
open interval ]a, a + δ[. Proposition E16.9 thus applies and guarantees that ϕ is
piecewise linear on ]a, a+ δ[. Therefore r = 1 and so ϕ is affine on [a, a+ δ].
Part 2: I is not bounded from above. The quotient G/ kerρ ∼−→ im ρ ⊆ A ⋊ P
is then a metabelian, but non-abelian group; the derived group of im ρ consists
of translations with amplitudes in IP · A if I = R, respectively in IP 2 · A if
I = [a,∞[ . In both cases, this derived group is a non-trivial Z[P ]-submodule of
Radd, hence a dense subgroup of Radd. Now, according to part (iii) of Corollary
E16.5 the isomorphism α, being increasing, induces an isomorphism of G/ ker ρ
onto G¯/(G¯ ∩ ker ρ¯). If follows that α induces an isomorphism
α2 : im(ρ)
′ ∼−→ (im ρ¯ ↾ G¯)′;
it maps the amplitude of a translation f to the amplitude of the translation
ρ(α(f)).
Our next aim is to imitate the proof of Proposition E16.8 in the present additive
setting. We claim, first, that the isomorphism α2 is strictly increasing. Let b ∈
IP 2 · A be an arbitrary positive element and let fb ∈ G be a translation with
amplitude b. Then α(fb) ∈ G¯ is a PL-homeomorphism which is a translation with
amplitude α2(b) for large enough values of t, say for t ≥ t¯b. Set tb = ϕ−1(t¯b).
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Since α is induced by conjugation by ϕ, one has α(fb) = ϕfb; so ϕ◦fb = α(fb)◦ϕ.
By evaluating this equality at t ≥ tb one obtains the chain of equations
ϕ(t + b) = (ϕ ◦ fb)(t) = (α(fb) ◦ ϕ)(t) = α2(b) + ϕ(t).
It implies that α2(b) is positive, for b is so by assumption and ϕ is increasing.
We show next that α2 is given by multiplication by a positive real number s2.
Let A2 be the group of amplitudes of the translations in (im ρ)′. Then A2 contains
the submodule IP 2 ·A, hence arbitrary small positive numbers. It follows that A2
is not cyclic and so dense in R. The isomorphism α2 maps A2 injectively onto a
group A¯2 of amplitudes contained in A¯. Its image A¯2 is not cyclic, and hence dense
in R. So A2 and A¯2 are both dense subgroups of Radd; as α2 is strictly increasing
it extends therefore to a (unique) strictly increasing monomorphism α˜2 : R֌ R.
The extended monomorphism is continuous and hence an R-linear map, given by
multiplication by some positive real s2.
We come now to the third stage of the analysis of ϕ. In it we show that the
restriction of ϕ to a suitable interval of the form [t∗,∞[ is affine. Choose a positive
element b∗ ∈ IP 2 · A and let fb∗ ∈ G be a translation with amplitude b∗. It then
follows, as in the above, that there is a number t∗ ∈ int(I) so that the equation
ϕ(t+ b∗) = α2(b∗) + ϕ(t) = ϕ(t) + s2 · b∗ (17.3)
holds for every t ≥ t∗. Consider now an arbitrary positive element b ∈ IP 2 · A.
Then there exists a number tb ∈ int(I) such that
ϕ(t+ b) = α2(b) + ϕ(t) = ϕ(t) + s2 · b for t ≥ tb.
Choose a positive integer m which is so large that tb ≤ t∗+m ·b∗. For every t ≥ t∗
the following calculation is then valid:
ϕ(t+ b) + s2 ·mb∗ = ϕ(t+ b+m · b∗)
= ϕ(t+m · b∗) + s2 · b = ϕ(t) + s2 ·mb∗ + s2 · b.
It follows, in particular, that the equation
ϕ(t∗ + b) = ϕ(t∗) + s2 · b (17.4)
holds for every positive element b ∈ IP 2 ·A and t ≥ t∗. Since ϕ is continuous and
IP 2 ·A is dense in R, this equation allows us to deduce that ϕ is affine with slope
s2 on the half line [t∗,∞[.
Part 3: conclusion of the proof. Having at one’s disposal the analysis of ϕ for I an
interval that is bounded from below, carried out in Part 1, and for I an interval
that is not bounded from above, given in Part 2, it is easy to establish that ϕ is a
finitary PL-homeomorphism. Recall that ϕ can be assumed to be increasing.
Suppose first that I and I¯ are half lines with endpoints in A, say I = [a,∞[
and I¯ = [a¯,∞] . By part 1 there exist a positive real δ with the property that ϕ
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is affine on the interval [a, a + δ]; by part 2 there exist a number t∗ ∈ int(I) so
that ϕ is affine on the half line [t∗,∞[; we may assume that a+ δ ≤ t∗. As ϕ has
only finitely many singularities in [a+ δ, t∗] (by claim (iii) in Theorem E17.1) it is
finitary piecewise linear.
Assume next that I and I¯ are compact intervals with endpoints in A, say
I = [a, c] and I¯ = [a¯, c¯]. By part 1 there exist a positive real δℓ so that ϕ is
affine on the interval [a, a + δℓ]. Replace now I and I¯ by −I and −I¯, and ϕ by
(−1) ◦ ϕ ◦ (−1). It then follows that there exists a positive real δr so that ϕ is
affine on the interval ]c− δr, c[. We conclude, as in the previous case, that ϕ is a
finitary PL-homeomorphism.
Thirdly, assume I and I¯ are lines. By part 2 there exists a positive real tr so
that ϕ is affine on ]tr,∞[. By replacing ϕ by (−1) ◦ ϕ ◦ (−1) one finds that there
exists tℓ so that ϕ is affine on ]−∞, tℓ[. It follows, as before, that ϕ is finitary PL.
We are left with showing that G¯ is all of G(I¯ ; A¯, P¯ ). This follows from the
fact that ϕ is finitary PL. Indeed, by Theorem E17.1 we know that P¯ = P , that
the slopes of ϕ lie in a single coset s · P and that A¯ = s · A. Since, by the
preceding analysis, ϕ is a finitary PL-homeomorphism it induces by conjugation
an isomorphism that maps G = G(I;A,P ) onto all of G(I¯ ; s · A,P ). Since G¯ is
known to be the image of the isomorphism induced by conjugation by ϕ, we see
that G¯ = G(I¯; s ·A,P ) = G(I¯ ; A¯, P¯ ). The proof is now complete. 
Remarks E17.4 (i) If I = R then I¯ = R by claim (i) in Lemma E17.2. The
analysis of ϕ carried out in the above uses then only the analysis of Part 2 in the
proof. This part does not need the hypothesis that P be non-cyclic, for IP 2 · A
is a non-trivial Z[P ]-module and hence dense in Radd even in case P is cyclic. It
follows that ϕ is affine on some interval J of the form [t∗,∞[ , so differentiable
on J , whence P = P¯ and ϕ is piecewise affine with slopes in a coset s · P by
Proposition E16.9. Supplement E17.3 has therefore the pleasant
Corollary E17.5 Assume α : G(R;A,P ) ∼−→ G¯ is an isomorphism onto a sub-
group G¯ of G(I¯; A¯, P¯ ) that contains the derived group of B(I¯ ; A¯, P¯ ). Then I¯ = R
and α is induced by conjugation by a finitary PL-homeomorphisms with slopes in
a coset s · P . Moreover, P¯ = P , A¯ = s ·A and G¯ = G(R; s · A,P ).
(ii) The hypotheses of Supplement E17.3 require that the intervals I and I¯ have
the same type. As we have seen in the preceding part (i), this requirement can be
dispensed with if I is a line. I do not know if the requirement is also superfluous
in case I is a half line or an interval of finite length.
17.2 Comparison of groups having intervals of finite length
The question when two groups of the form G(I;A,P ) and G(I¯;A,P ) are isomor-
phic has been discussed briefly in section 2.4 and, more fully, in section 16.4; the
answer is that they are isomorphic if, and only if, the intervals I and I¯ belong
to the same type, with the possible exception that groups G([0, b1];A,P ) and
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G([0, b2];A,P ) need not be isomorphic if P is not cyclic. In this brief section we
study the exceptional case.
Let b1, b2 be positive elements ofA, and letG1, G2 be the groupsG([0, b1];A,P )
and G([0, b2];A,P ), respectively. Assume P is not cyclic. Suppose first G1 and
G2 are isomorphic and let α : G1
∼−→ G2 be an isomorphism. Since conjugation
by the reflection t 7→ b2− t maps G2 onto itself, we may and shall assume that α is
increasing. By Supplement E17.3 there exists then a finitary PL-homeomorphism
ϕ : ]0, b1[
∼−→ ]0, b2[ that induces α by conjugation and has slopes in a coset s · P .
The real s is positive and s · A = A (by part (ii) of Theorem E17.1). It follows
that ϕ is the composition of the homothety s · 1, mapping [0, b1] onto [0, s · b1]
and a PL-homeomorphism f ∈ G(R;A,P ) which maps the interval [0, s · b1] onto
the interval [0, b2]. By Theorem A4.1, the difference s · b1 − b2 lies therefore in
IP · A. Conversely, assume there exists a positive real number s ∈ Auto(A) so
that s · b1 − b2 ∈ IP ·A. By Theorem A4.1 there exists then f ∈ G(R;A,P ) with
f([0, s · b1]) = [0, b2] and conjugation by f ◦ (s · 1) induces an isomorphisms of
G1 onto G2. We conclude that G1 and G2 are isomorphic if, and only if, there
exists s ∈ Auto(A) so that s · b1 − b2 ∈ IP · A. Now IP · A is invariant under
multiplication by Auto(A) and so the abelian group A/(IP · A) has a canonical
Auto(A)-action. The previous finding can therefore be summarized as follows:
Corollary E17.6 Let Auto(A) be the group {s ∈ R×>0 | s · A = A} and let b1,
b2 be positive elements of A. If P is not cyclic, the groups G([0, b1];A,P ) and
G([0, b2];A,P ) are isomorphic if, and only if, b1 + IP · A and b2 + IP · A lie in
the same orbit of Auto(A).
An illustration of Corollary E17.6 will be given in section 17.3b.
17.3 Automorphism groups
In this section, we study the implications of Theorem E17.1 and its Supplement
E17.3 for the automorphism groups AutG of the groups of G = G(I;A,P ), as-
suming that the slope groups P are non-cyclic.
17.3a Basic result
We begin by introducing an auxiliary homomorphism that will help us in describing
the outer automorphism groups. Let G be a subgroup of G(I;A,P ) that contains
the derived group of B(I;A,P ). If P is non-cyclic, Theorem E17.1 applies and
shows that every automorphism α of G is induced by conjugation by a unique
PL-automorphism ϕα whose slopes lie in a coset s ·P of P with s belonging to the
group
Aut(A) = {s ∈ R× | s · A = A} (17.5)
The assignment α 7→ ϕα 7→ s · P yields then a homomorphism.
η : AutG→ Aut(A)/P. (17.6)
17 Isomorphisms of groups with non-cyclic slope groups 127
Henceforth we shall assume that G is the group G(I;A,P ). The kernel and
the image of η can then be described as follows.
Corollary E17.7 Assume P is non-cyclic and G = G(I;A,P ). Then the fol-
lowing statements hold.
(i) If I = R, or I = [a,∞[ with a ∈ A, or I = [a, c] with (a, c) ∈ A2, then
ker η is the group of inner automorphisms and im η is the group of outer
automorphisms of G.
(ii) If I = ]a,∞[, or I = ]a, c] with c ∈ A, or I = ]a, c[, then ker η consists of
all automorphism α which are induced by PL-auto-homeomorphisms ϕα of
int(I) with slopes in P and vertices in A2 and whose sets of singularities
have the following property:
a) if I = ]a,∞[ or I = ]a, c] there are only finitely many singularities above
every b > a;
b) if I = ]a, c[ the singularities accumulate only in the endpoints.
(iii) if I = R or I = ]a, c[ then im η = Aut(A)/P ;
(iv) if I = [a,∞[ with a ∈ A, or I = ]a,∞[ , or I = ]a, c] with c ∈ A, then im η
is the subgroup Auto(A)/P of Aut(A)/P having index 2;
(v) if I equals [a, c] with (a, c) ∈ A2 then the image of η may depend on b = c−a
and it is the subgroup
Qb/P with Qb = {s ∈ Aut(A) | (|s| − 1)b ∈ IP · A}. (17.7)
Proof. (i) is a direct consequence of Theorem E17.1 and Supplement E17.3 (and
of the definition of ker η). Now to (ii). Suppose α is an automorphism of G. By
Theorem E17.1 it is then induced by a unique PL-auto-homeomorphism ϕ1 with
slopes in P and vertices in A2; in addition, every compact subinterval contains only
finitely many singularities of ϕ. It follows, in particular, that statement (ii)a) holds
for I = ]a, c] and that (ii)b) is valid for I = ]a, c[. Consider now an interval of the
form ]a,∞[. Then the argument carried out in Part 2 of the proof of Supplement
E17.3 applies and shows that ϕα is affine on a subinterval of the form [t∗,∞], and
so statement a) holds.
So far we know that every automorphism of ker η is induced by an auto-homeo-
morphism with properties as described in statement (ii). Conversely, these prop-
erties ensure that conjugation by such a PL-homeomorphism induces an automor-
phism of G(I;A,P ) that lies in ker η.
(iii) Assume first that I = R. Then each element s ∈ Aut(A) gives rise to a
homothety ϑs : t 7→ s · t which normalizes G(R;A,P ) and also B(R;A,P ); let αs
the induced automorphism of G(R;A,P ). Clearly, η(αs) = s · P .
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Consider now an open bounded interval I = ]a, c[ . Then the group G(I;A,P )
coincides with B(I;A,P ) (by the definition of G(I;A,P ); see section 16.4). Next,
the proof of Proposition C10.1 provides one with an infinitary PL-homeomorphism
ϕ : R ∼−→ I, with slopes in P , that induces, by conjugation, the isomorphism
αϕ : B(R;A,P )
∼−→ B(I;A,P ). The composition ψ = ϕ◦ϑs ◦ϕ−1 is then an auto-
homeomorphism of I that is PL and has slopes in the coset s · P . Conjugation
by ψ, finally, induces the automorphism βs = αϕαs of the group B(I;A,P ) and
η(βs) = s · P .
(iv) If I is either [0,∞[ or ]0,∞[, the images of σ− and of ρ are not isomorphic
whence each isomorphism of G = G(I;A,P ) must be increasing. If I =]a, c] with
c ∈ A the image of σ− is trivial and that of σ+ is P , and so every automorphism
is increasing. It follows in all these cases that the image of η is contained in the
subgroup Auto(A)/P represented by the positive elements in Aut(A).
Fix now s ∈ Auto(A). If I is either [a,∞[ or ]a,∞[, there exists an affine map
with slope s that fixes a and maps I onto itself. The induced automorphism then
proves that s ·P ∈ im η. If, on the other hand, I is the half-open interval ]a, c] pick
a positive element a0 ∈ A and construct strictly decreasing sequences (cj | j ∈ N)
and (c′j | j ∈ N) with the following properties:
• c0 = c′0 = c and limj→∞ cj = limj→∞ c
′
j = a;
• cj − cj+1 ∈ P · a0 and c′j − c′j+1 ∈ s · P · a0 for every j ∈ N.
The affine interpolation of the sequence of points (cj , c′j) ∈ A2 is then a PL-
homeomorphism with slopes in s·P and it induces by conjugation an automorphism
of the group G( ]a, c];A,P ).
(v) Assume, finally, that I = [a, c]. The affine map t 7→ a + c − t maps I
onto itself and induces by conjugation an order reserving automorphism; so it
suffices to consider increasing automorphisms α of G([a, c];A,P ). If α is induced
by ϕ, it follows, as in the proof of Corollary E17.6, that ϕ is the composition of
a homothety ϑs : ]a, c[
∼−→ ]s · a, s · c[, taking t to s · t, and the restriction of an
element f in G(R;A,P ) with f([s·a, s·c]) = [a, c]. By Theorem A4.1 the difference
s · (c− a)− (c− a) = (s− 1)b lies therefore in IP ·A. The preceding argument can
be reversed and so we have established assertion (v). 
Corollary E17.7 details the outer automorphism groups of the groupsG(I;A,P )
with P non-cyclic and I the line, a closed half line, or an interval [a, c] with
(a, c) ∈ A2. The next result describes the full automorphism groups of these
groups.
Corollary E17.8 Suppose P is non-cyclic and I is one of the closed intervals
R, [0,∞[ or [a, c] with (a, c) ∈ A2. Set G = G(I;A,P ) and let AutoG be the group
consisting of all increasing automorphisms of G. Then AutoG has index at most 2
in AutG and it is isomorphic to the subgroup of G(I;A,Auto(A)) consisting of all
finitary PL-homeomorphisms f with slopes in a single coset sf · P of Auto(A)/P .
It follows, in particular, that AutoG is locally indicable and that it contains no
free subgroups of rank 2.
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Proof. Each automorphism α of G is induced by conjugation by a unique home-
omorphism ϕα of int(I) (see Theorem E16.4). This homeomorphism is a finitary
PL-homeomorphism with slopes in a coset of Aut(A)/P and maps A∩ int(I) onto
itself (by Supplement E17.3). If α is increasing, the slopes of ϕα are in Auto(A)/P
and so ϕα is an element of G˜ = G(I;A,Auto(A)). Conversely, suppose g˜ ∈ G˜ is
an element whose slopes lie in a single coset s ·P . Then conjugation by g˜ maps G
onto the subgroup of all finitary PL-homeomorphisms which map A ∩ int(I) onto
s · A ∩ int(I) and have slopes in P ; since s ·A = A the equality g˜G = G holds.
The previous reasoning implies, in particular, that AutoG is isomorphic to
a subgroup of G(R;R,R×>0) hence it is locally indicable by Remark A3.1(i) and
contains no non-abelian free subgroups by [BS85b, Thm. 3.1]. 
17.3b Some examples
(i) We begin with specimens of automorphism groups Aut(A) of modules A. The
group Aut(A) can be far larger than P , as is brought home by the following
construction. Let Q be a subgroup of R×>0 which contains the given group P . Set
A = Z[Q] and view A as a Z[P ]-module. Then Auto(A) contains Q, but it may
actually be larger. Specific examples of this construction are obtained by choosing
Q = R×>0 and A = Z[Q] = R or by selecting Q = Q
×
>0 and A = Z[Q] = Q.
In the previous construction, A is the additive group of a the ring generated by
a super group Q of P and so A is typically a non-cyclic Z[P ]-module. But there
exist also examples with Auto(A) larger than P where A is a cyclic Z[P ]-module.
Consider, for instance, a subring R ⊂ R of the form Z[P ] and let A be the additive
group of R. The automorphism group Aut(A) is then nothing but the group of
units U(R) of the ring R. This group of units can be larger than P , as is shown
by the examples that follow.
a) Let p1, . . . , pk be integers greater than 1. Define P to be the group generated
by p1, . . . , pk and set R = Z[P ]. Then R is the ring Z[1/(p1 · · · pk)]. Let q1, . . . ,
qℓ be the list of prime numbers dividing the product p1 · · · pk. We claim that
Auto(A) = U(R) ∩R>0 = gp(q1, . . . , qℓ). (17.8)
Indeed, suppose that s ∈ Aut(A). Then s · 1 and s−1 · 1 both belong to A and so
there exist positive integers n+, n− and exponents e+, e− such that
s = n+/(q1 · · · qℓ)e+ and s−1 = n−/(q1 · · · qℓ)e− .
The equation s · s−1 = 1 gives next that n+ · n− = (q1 · · · qℓ)e+e− and so n+
is a divisor of a power of (q1 · · · qℓ); the uniqueness of the prime factorization in
N then implies that n+ is a product of powers of the various primes qj and so
s ∈ gp(q1, . . . , qℓ). The preceding argument shows that Auto(A) ⊆ gp(p1, . . . , pℓ);
the reverse inclusion is clear.
b) In the preceding example, the ring R = Z[P ] is a localization of Z and so
A is infinitely generated as as an abelian group (recall that P is assumed to be
non-trivial). Subrings R of R whose additive group is finitely generated, hence
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free abelian, are rings made up of algebraic integers. If P is generated by finitely
many algebraic integers that are units, the additive group of R = Z[P ] is finitely
generated and RQ = Q[P ] is an algebraic number field; let O be its ring of integers.
Dirichlet’s Unit Theorem (see, e.g., [AW04, Theorem 13.1.1]) then guarantees that
the group of units of O is the direct product of a free abelian group of finite rank
and the cyclic group {1,−1}. It follows that the group of units U(R) of R, being
a subgroup of U(O) and containing −1, has the same form.
Here is an explicit example. Let K be the algebraic number field Q(
√
2,
√
3 ).
Then K is generated by p1 =
√
3+
√
2 and this number is a root of the polynomial
X4 − 10X2 + 1, which is irreducible in Q[X ] (see, e.g., [AW04, Example 5.6.2]).
As this polynomial has four real roots, namely p1, −p1 and ±(
√
3−√2), the field
K is totally real and so the Z-rank of U(O) is 3 by Dirichlet’s Unit Theorem.
Consider now the subring R = Z[
√
2,
√
3 ] of O. It is easy to find 3 units in R
that have a good chance of generating a free abelian group of rank 3. namely
p1 =
√
3 +
√
2 with p−11 =
√
3−
√
2,
p2 =
√
2 + 1 with p−12 =
√
2− 1,
p3 = 2 +
√
3 with p−13 = 2−
√
3.
Note that p1+3 = p2+ p3; if P is a group generated by two of these numbers, the
ring R = Z[P ] will therefore contain the remaining one.
We finally show that p1, p2, p3 generate a free abelian group of rank 3. Note
first that all three numbers are greater than 1 and so of infinite order. To show
that gp(p2, p3) has rank 2, it suffices to verify that no positive power of p2 can be
a positive power of p3; this follows from the facts that p
m2
2 is a linear combination
of 1 and
√
2 with positive coefficients, from the analogous statement for pm33 , and
from the linear independence of 1,
√
2 and
√
3. To establish that gp(p1, p2, p3) has
rank 3 it suffices now to verify that no positive power pm11 of p1 is a product of the
form a2 · a3 with a2 ∈ Z[
√
2 ] and a3 ∈ Z[
√
3 ]. As there is no harm in assuming
that m1 is even, we shall do so; then p
m1
1 ∈ Z[
√
6 ] and so the claim follows by a
straightforward calculation based on the fact that the numbers 1,
√
2,
√
3 and
√
6
are linearly independent over Q.
(ii) We continue with specimens of functions b 7→ Qb that crop up in statement
(v) of Corollary E17.7. We start with two observations. Let b be a positive element
of A. The group Qb is then given by the formula
Qb = {s ∈ Aut(A) | (|s| − 1)b ∈ IP ·A}
It is the direct product {1,−1} × (Qb ∩ R×>0); in order to determine Qb(A) it
suffices thus to find the positive elements of Qb(A). Secondly, if b1, b2 are two
elements in A>0 which are congruent modulo IP · A the groups Qb1 and Qb2 are
equal. So we need only find the groups Qb for b running through a system of
positive representatives of A/(IP · A).
Consider now the case where P is generated by positive integers p1, . . . , pk
and set R = Z[P ]. By the example in part (i) a) above, the group Auto(R) is then
generated by the positive prime divisors q1, . . . , qℓ of the product p1 · · · pk.
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The ideal I[P ] = IP · R is generated by the integers p1 − 1, . . . , pk − 1; it is
actually the principal ideal generated by the greatest common divisor d of these
numbers. The quotient module A/(IP · A) is therefore represented by the list of
integers {1, 2, . . . , d}. If b is one of them, a fraction s = d/n ∈ gp(q1, . . . , qℓ) lies
in Qb if, and only if, the congruence
(d− n) · b ≡ 0 (mod d) (17.9)
is satisfied.
Here is a numerical example. Choose p1 = 65 = 5 · 13 and p2 = 97. Then
P = gp(65, 97), Auto(A) = gp(5, 13, 97), and d = gcd{65 − 1, 97 − 1} = 32. The
cyclic group generated by 5 is a complement of P in Auto(A); in order to find
Qb is suffices thus to find the minimal positive exponent k with (5k − 1) · b ≡ 0
(mod 32). Since 5k − 1 and 32 are both multiples of 4, the preceding congruence
is equivalent to the congruence
(1 + 5 + · · ·+ 5k−1) · b ≡ 0 (mod 8).
So we need only find the minimal exponents kmin for the 8 values 1, 2, . . . , 8 of b.
The results are collected in the following table.
b 1 2 3 4 5 6 7 8
kmin 8 4 8 2 8 4 8 1
(iii) We conclude with an illustration of Corollary E17.6. As in the previous
part(ii), we consider P = gp(65, 97) and A = Z[P ]. Then gcd{65− 1, 97− 1}= 32
and so the inclusion of Z into A induces an isomorphism Z /32Z ∼−→ A/(IP · A).
The group Auto(A) is generated by {5, 13, 97} or, alternatively, by {5, 65, 97}.
Since the numbers 65 and 97 act on Z /32Z by the identity, the isomorphism
classes of the groups Gb = G([0, b];Z[1/65 ·97], gp(65, 97)) correspond to the orbits
of gp(5) on the abelian group Z /32Z. There are 10 orbits, represented by the
subsets
{1, 5, 9, 13, 17, 21, 25, 29}, {3, 7, 11, 15, 19, 23, 27, 31}
{2, 10, 18, 26}, {6, 14, 22, 30},
{4, 20}, {12, 28}, {8}, {16}, {24}, {32}.
18 Isomorphisms of groups with cyclic slope groups
If P is cyclic the homeomorphisms ϕ : int(I) ∼−→ int(I¯) that induce isomorphisms
α : G
∼−→ G¯ are of a more varied nature than in the non-cyclic case, studied in
Section 17. On the one hand, ϕ can be an infinitary PL-homeomorphism even
when G = G([0, b];A,P ) and G¯ = G([0, b¯];A,P ), as has already been brought to
light by the proof of Theorem E16.7. In addition, there exists embeddings
G([0, b];A,P ) //
µ1,b
// G([0,∞[ ;A,P ) // µ2,b // G(R;A,P )
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induced by infinitary PL-homeomorphisms, which map the corresponding sub-
groups of bounded homeomorphisms isomorphically onto each other; they will be
constructed in section 18.2. Moreover, G([0, b];A,P ) admits injective endomor-
phisms µm and νn, whose images are subgroups that contain the bounded sub-
group B([0, b];A,P ) having finite indices m and n, respectively, in G/[0, b];A,P )
see section 18.4a.
Prior to giving details about these surprising isomorphisms, we deal in section
18.1 with a case where the situation is much as in Section 17.
18.1 Unbounded intervals
If the intervals are unbounded, most of the conclusions of Theorem E17.1 and
Supplement E17.3 continue to hold for cyclic P :
Theorem E18.1 Assume P is cyclic and α : G(I;A,P )
∼−→ G¯ is an isomorphism
onto a subgroup G¯ of G(I¯; A¯, P¯ ) which contains the derived group of B(I¯; A¯, P¯ ).
Let ϕ : int(I)
∼−→ int(I¯) be the unique homeomorphism inducing α.
(i) If I = R then I¯ = R and ϕ is a finitary PL-homeomorphism with slopes
in a coset s · P and singularities in A. Moreover, P = P¯ , A¯ = s · A and
G¯ = G(R; A¯, P ).
(ii) If I = [0,∞[ or I = ]0,∞[, and if I¯ = I, then ϕ is an increasing PL-
homeomorphism with slopes in a coset s ·P and singularities in A. Moreover,
P = P¯ , A¯ = s · A and for each k ∈ N>0, the interval [1/k,∞[ contains only
finitely many singularities of ϕ and G¯ contains ker(σ¯− : G(I¯ ; A¯, P¯ )→ P¯ ).
Proof. The crucial ingredient in the proofs of assertions (i) and (ii) is the analysis
carried out in Part 2 of the proof of Supplement E17.3 (see pages 123ff).
Assertion (i) is a restatement of Corollary E17.5. Assume now that I is one of
the half lines [0,∞[ or ]0,∞[ and that I¯ = I. Part 2 in the proof of Supplement
E17.3 then shows that ϕ is affine on a subinterval J ⊂ I of the form ]t∗,∞[ and
thus differentiable on J . Proposition E16.9 tells one next that ϕ is piecewise affine
with slopes in a coset s · P , that it has only finitely many singularities in each
interval of the form [1/k,∞[ and that P = P¯ . Note that ϕ is increasing; indeed,
I¯ = I and im(ρ : G(I;A,P ) → Aff(A,P )) and P = im(σ¯− : G¯ → P ) are not
isomorphic). 
18.2 Explicit constructions of isomorphisms: part II
The isomorphisms constructed below make explicit use of the fact that P is cyclic.
In that respect they are akin to the isomorphisms used in the proof of Theorem
E16.7.
Notation. In section 18.2 the group P is assumed to be cyclic and p denotes
its generator with p > 1.
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18.2a The embedding µ1,b : G([0, b];A,P )֌ G([0,∞[ ;A,P ).
Given a positive number b ∈ A, let ϕb : [0,∞[ → [0, b[ be the affine interpolation
of the sequence of points(
j · (p− 1)b, (1− p−j)b) for j = 0, 1, . . . . (18.1)
Then ϕ is a PL-homeomorphism with slopes p−1, p−2, . . . that maps A ∩ [0,∞[
onto A ∩ [0, b[ . It is illustrated by the following diagram.
(p− 1)b ∞
0 p−1
p
b b
1
p
1
p2
1
p3
0
ϕb
Lemma E18.2 For every positive number b ∈ A the PL-homeomorphism ϕ−1b in-
duces by conjugation an embedding µ1,b : G([0, b];A,P ) ֌ G¯ = G([0,∞[ ;A,P ).
Its image is the subgroup consisting of all elements g¯ ∈ G¯ with
σ+(g¯) = 1 and τ+(g¯) ∈ Z(p− 1)b.
Let µ¯1,b : P × P → P × ((IP ·A)⋊ P ) denote the function defined by
(pm, pn) 7→ (pm, (−n(p− 1) · b, 1)) .
Then µ¯1,b is a monomorphism which renders the square
G([0, b];A,P )
(σ−,σ+)
// //

µ1,b

P × P

µ¯1,b

G([0,∞[ ;A,P ) (σ−,ρ)// // P × (IP ·A⋊ P )
(18.2)
commutative.
Proof. For every f ∈ G = G([0, b];A,P ) the composition ϕ−1b ◦f ◦ϕb is a (possibly
infinitary) PL-auto-homeomorphism of I = [0,∞[ with slopes in P and vertices in
A2. Moreover, since f ∈ G = G([0, b];A,P ), there exists a small number ε > 0 so
that f is affine on the interval [(1− ε)b, b] and has there slope pn for some n ∈ Z.
Choose j0 so large that 1/pj0 ≤ ε. It then follows, for every index
j ≥ j1 = max{j0, j0 + n},
that f sends the number tj = (1 − p−j)b to tj−n = (1 − p−j+n)b. The composite
ϕ−1
b f thus maps t¯j = j · (p− 1)b to t¯j−n = (j − n) · (p− 1)b for every j ≥ j1 and
so it is a translation with amplitude −n · (p− 1)b for t ≥ j1(p− 1)b.
Conversely, if f¯ ∈ G([0,∞[ ;A,P ) has the property that ρ(f¯) is a translation
with amplitude in Z(p− 1) · b, then ϕb ◦ f¯ ◦ ϕ−1b is a PL-auto-homeomorphism of
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[0, b[ with slopes in P and vertices in A2 that is affine near b and so it is an element
of G([0, b];A,P ). We are left with verifying the commutativity of diagram (18.2).
It is clear that f and its conjugate µ1,b(f) = ϕ
−1
b f have the same slope in 0. On
the other hand, the above calculation has shown that ρ(µ1,b(f)) is a translation
with amplitude −n(p−1)b if f has slope pn in 1. So the diagram commutes. Since
µ1,b and µ¯1,b are obviously injective, the proof is complete. 
18.2b The embedding µ2,b : G([0,∞[ ;A,P )֌ G(R;A,P ).
Given b ∈ A>0, let ψ2,b : R ∼−→ ]0,∞[ be the affine interpolation of the sequence(−j(p− 1)b, p−j · b) for j = 0, 1, . . . (18.3)
and the translation by b on [0,∞[. Then ψb has slopes · · · , p−2, p−1, 1, and it
maps A onto A∩ ]0,∞[; it is indicated by the following diagram.
−∞ (1− p)b 0 ∞
0 b
p2
b
p
b ∞
1
p2
1
p
1ψ2,b
Lemma E18.3 For every positive number b ∈ A the PL-homeomorphism ψ−12,b in-
duces by conjugation an embedding µ2,b : G([0,∞[ ;A,P )֌ G(R;A,P ). Its image
consists of all elements g¯ ∈ G¯ = G(R;A,P ) with
σ−(g¯) = 1, τ−(g¯) ∈ Z(p− 1)b and ρ(g¯) ∈ (IP · A)⋊ P.
Let µ¯2,b : P × (IP ·Q⋊ P )→ (A⋊ P )× (A⋊ P ) denote the function defined by
(pm, y) 7→ (m(p− 1)b, (−b, 1) · y · (b, 1)) .
Then µ¯2,b is a monomorphism and the following square commutes.
G([0,∞[;A,P ) (σ−,ρ) //

µ2,b

P × (IP ·A⋊ P )

µ¯2,b

G(R;A,P )
(λ,ρ)
// (A⋊ P )× (A⋊ P )
(18.4)
Proof. For every f ∈ G = G([0,∞[ ;A,P ) the composition ψ−1b ◦f◦ψb is a (possibly
infinitary) PL-auto-homeomorphism of I = R with slopes in P and vertices in A2.
Since f lies in G there exists a small number ε > 0 so that f is linear on the
interval [0, ε], say with slope pm. Choose j0 so large that b/pj0 ≤ ε. It then
follows that f sends, for every index j ≥ j1 = max{j0, j0+m}, the point tj = b/pj
to tj−m = b/pj−m. The composition ψ
−1
b f maps, for every j ≥ j1, the point
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t¯j = −j(p − 1)b to t¯j−m = −(j − m)(p − 1)b, and so it is the translation with
amplitude m(p− 1)b on the interval ]−∞,−j1(p− 1)b].
There exists, furthermore, a positive number t∗ so that f is affine on the
interval [t∗,∞[ and ρ(f) ∈ Aff(IP ·A,P ). The composition ψ−1b f is then affine on
the interval [max{0, t∗ − b},∞[ and ρ( ψ−1b f) lies again in Aff(IP ·A,P ).
Conversely, if f¯ ∈ G(R;A,P ) has the property that λ(f¯) is a translation with
amplitude in Z(p − 1)b and ρ(f¯) ∈ Aff(IP · A,P ), the composition ψb ◦ f¯ ◦ ψ−1b
is a PL-homeomorphism with slopes in P that maps A∩ ]0,∞[ onto itself and
belongs to G([0,∞[ ;A,P ). The commutativity of the diagram follows from the
calculations carried out on the way. 
18.2c The embedding µ2,b ◦ µ1,b : G([0, b];A,P )֌ G(R;A,P ).
The composition ϕ1,b ◦ψ2,b : R→ ]0, b[ is a PL-homeomorphism; its description is
unwieldy unless (p− 1)b = b, i.e., unless p = 2.
By combining Lemmata E18.2 and E18.3 one obtains
Lemma E18.4 Let µ¯ : P 2 → (A⋊ P )2 be the function defined by the formula
µ¯(pm, pn) = (m(p− 1)b,−n(p− 1)b).
Then µ¯ is a monomorphism. The composition (ϕ ◦ ψb)−1 induces by conjugation
an embedding µ = µ2,b ◦ µ1,b which makes the square
G([0, b];A,P ) //
(σ−,σ+)
//
µ

P × P
µ¯

G(R;A,P )
(λ,ρ)
// A⋊ P ×A⋊ P
(18.5)
commutative. The image of µ consists of all elements g¯ ∈ G(R;A,P ) which satisfy
the conditions
σ−(g¯) = 1 = σ+(g¯) and (τ−(g¯), τ+(g¯)) ∈ Z(p− 1)b× Z(p− 1)b.
18.3 Application to the groups G[p] = G([0, 1];Z[1/p], gp(p))
Let P be the cyclic group generated by an integer p ≥ 2 and choose A = Z[1/p] and
b = 1. The group G[p] = G([0, 1];A,P ) has been investigated in section 9.8 and
in Section 15. In this section, we work out the images of G[p] for the embeddings
µ1,1 and µ = µ2,1 ◦ µ1,1.
According to Lemma E18.2, the embedding µ1,1 maps G[p] isomorphically onto
the subgroup of G([0,∞[ ;A,P ) consisting of all elements g¯ which satisfy the re-
quirements
σ+(g) = 1 and τ+(g) ∈ Z(p− 1).
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We claim that the image µ1,1(G[p]) is generated by the PL-homeomorphisms yi
defined by the formula
yi(t) =

t if t < i
p(t− i) + i if i ≤ t ≤ i+ 1
t+ (p− 1) if t > i+ 1
, (18.6)
the index i varying over N. 2 Let H denote subgroup generated by {yi | i ∈ N}.
For every m ≥ 1, the product
y0 ◦ y1 ◦ · · · ◦ ym
has slope p on [0,m]. It follows that there exist, for every g in imµ1,1, an element
h in H such that the singularities of hgh−1 are contained in N. The argument
detailed in section 8.2 then shows that hg is in H .
One verifies painlessly that yiyj = yj+(p−1) whenever i < j, and the usual
normal form argument then permits one to establish
Lemma E18.5 The image of G([0, 1];Z[1/p], gp(p)) under µ1,1 is generated by the
set {yi | i ∈ N} specified by formula (18.6), and defined in terms of this set by the
relations
yiyj = yj+(p−1) whenever i < j. (18.7)
18.3a Images of the generators yi in G(R;A,P ).
For the determination of the automorphisms of the group G[p] it is advantageous
to use their realizations in G(R;A,P ) afforded by the embeddings
µ2,1 : imµ1,1 ֌ G(R;A,P ), yi 7−→ ψ−12,1 ◦ y1 ◦ ψ2,1.
In this context, it is useful to dispose of a description of the images zi of the
generators yi. It is not hard to find one: using definition (18.3) of ψ2,1 and the
fact that zi = µ2,1(y1) is the composition ψ−12,1 ◦ yi ◦ ψ2,1, one easily verifies that
z0 is the translation with amplitude p− 1, while zi = yi−1 for positive indices i.
18.3b Preimages of the generators yi in G([0, 1];A,P ).
Presentation (18.7) coincides with presentation (9.13) of the group G[p], except
for the fact that the generators are now called yi while they are denoted by xi in
section 9.8. This makes one wonder what the preimages µ−11,1(yi) of the generators
yi look like.
To find the answer, we recall the definition of the generators xi. The generator
xi is the PL-homeomorphism f(m, r) = f(pm; p; r, p), the parameters i and (m, r)
being related by the formula i = (p− 1)m+ (p− r) with 1 < r ≤ p; see Corollary
2In section 8.2, the function yi is called f(i, i+ 1; p).
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B9.14. The PL-homeomorphism f(m, r) is the affine interpolation of two P-regular
subdivisions of level m+2. In the sequel it will suffice to have a closer look at the
case where m = 0; then f(r) = f(1, p; r, p) is obtained as follows. One divides the
unit interval into p subintervals of length 1/p and then the r-th of the subintervals
so obtained again into p intervals of length 1/p2, ending up with the P-regular
subdivision Dr. Let D′ be the P-standard subdivision of level 2; it arises by first
subdividing the unit interval into p parts of equal length and then dividing the
first interval [0, 1/p] into p subintervals of length 1/p2. The PL-homeomorphism
f(r), finally, is the affine interpolation of the sequence of points Dr ⊠D′.
Now, in the definition of a P-standard subdivision it is always the left most
subinterval attained at an intermediate level ℓ that gets subdivided in the passage
from level ℓ to level ℓ+1. Since conjugation by the reflection ı : t 7→ 1− t maps the
group G([0, 1];A,P ) onto itself and thus induces an automorphism of this group,
one could equally well work with subdivisions where it is always the right most
of the intervals already created that gets subdivided. If one proceeds in this new
manner one obtains the preimages of the elements yi used in the presentation
(18.7). Indeed, one has
Proposition E18.6 Let ı denote the reflection at the midpoint of the unit interval
and let xi be the generator of the group G([0, 1];Z[1/p], gp(p)) introduced in section
9.8. For each i ∈ N set fi = ıxi. Then fi coincides with µ−11,1(yi) for each i ∈ N.
The diagrams below illustrate the generators fi for p = 5 and i ∈ {0, 1, 2, 3}.
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1 1 1 5 1
5f3
18.3c Proof of Proposition E18.6.
We begin by collecting the salient features of the generators fi, for i running from
0 to p − 2. The function fi is the identity on the interval [0, i/p]. The next few
subdivision points of the interval [i/p, (i+1)/p] are mapped to (i+1)/p, (i+2)/p,
up to (p−1)/p; there are p−1− i such points. It follows that fi has slope p on the
interval from s1 = i/p to s2 = s1+(p− 1− i)/p2. The remaining i+1 subdivision
points in the interval [i/p, (i+ 1)/p] are mapped to the points
(p− 1)/p+ 1/p2, (p− 1)/p+ 2/p2, . . . , (p− 1)/p+ (i+ 1)/p2;
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0 t2 t4
i i+ 1 p− 1 2(p− 1)
i p− 1 p+ i 2(p− 1) 3(p− 1)
p p p2
1 p p 1 1
p−1 p−1 p−2 p−2 p−3
ϕ−11
yi
ϕ1
Figure E.2: PL-homeomorphism µ−11 (yi) for 0 ≤ i ≤ p− 2
on the interval from s2 = s1 + (p− 1− i)/p2 to s3 = (i+ 1)/p the function fi has
therefore slope 1. On the interval from s3 = (i + 1)/p to the endpoint 1, finally,
the function is affine with slope 1/p. We conclude that fi has 4 singularities, in
s1 =
i
p
, s2 = s1 +
p− 1− i
p2
=
i+ 1
p
− i+ 1
p2
, s3 =
i+ 1
p
, 1, (18.8)
and slope p on ]s1, s2[, slope 1 on ]s2, s3[ and slope 1/p on the interval ]s3, 1[.
We next determine the singularities tj of the PL-homeomorphism µ−11,1(yi),
again for i ≤ p − 2. The function µ−11,1(yi) is the composition ϕ1 ◦ yi ◦ ϕ−11 ; see
section 18.2a. The rectangle diagram of this composition (restricted to the interval
[0, (p − 1)/p]) is displayed in Figure E.2. The generator yi is the identity on the
interval [0, i], it has slope p on the adjacent interval ]i, i+1[ and is the translation
with amplitude p−1 on the half line [i+1,∞[ . The infinitary PL-homeomorphism
ϕ1 is linear with slope 1/p on the interval ]0, p− 1[, affine with slope 1/p2 on the
interval ]p−1, 2(p−1)[ and affine with slope 1/p3 on the interval ]2(p−1), 3(p−1)[.
Using the stated facts, it is easy to determine the singularities ti of µ−11,1(yi).
Note first that the chain of inequalities
i < p− 1 < p+ i ≤ 2(p− 1)
holds for every couple of integers (i, p) with 0 ≤ i ≤ p− 2 and 2 ≤ p. Figure E.2
thus allows one to see that the first singularity t1 equals i/p, and so it coincides
with s1, the first singularity of fi (see formulae (18.8)). The function µ−11,1(yi) is
affine with slope p on the interval from t1 to
t2 = ϕ1(y
−1
i (p− 1)) = ϕ1
(
i+
(p− 1− i)
p
)
=
1
p
·
(
i+
p− 1− i
p
)
,
and so t2 = s2. On the interval from t2 to t3 = ϕ1(i+1) = (i+1)/p the map µ−11,1(yi)
is a translation; moreover, t3 = s3. On the interval from t3 to t4 = (p− 1)/p the
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function has slope 1/p. (Note that t3 = t4 if i = p − 2.) Finally, µ−11,1(yi) has the
same slope 1/p on the interval from t4 = 1− p−1 to 1. Indeed, definition (18.1) of
ϕ1 justifies the following calculation for k ≥ 1:
ϕ1 ◦ yi ◦ ϕ−11 : 1− p−k 7−→ k(p− 1) 7−→ (k + 1)(p− 1) 7−→ 1− p−(k+1).
It follows that the function µ−11,1(yi) has no singularity in the interval ]t3, 1[ and
slope 1/p on this interval.
The previous calculations show that the preimage µ−11,1(yi) of yi coincides with
the function fi for i ∈ {0, 1, . . . , p− 2}. We intend to deduce the general result by
induction, the verifications just carried out being our basis, but to do so we need
to check our contention also for i = p−1. This new case is depicted in Figure E.3.
Note first that the chain of inequalities p − 1 < 2(p − 1) < 2p − 1 ≤ 3(p − 1)
holds for every integer p ≥ 2. The function µ−11,1(yp−1) is the identity on the interval
[0, ϕ1(p− 1)] and its first singularity t1 equals ϕ1(p− 1) = (p− 1)/p.
The second singularity is ϕ1
(
y−1p−1(2(p− 1))
)
and this number works out at
t2 = ϕ1(p− 1 + (p− 1)/p) = p− 1
p
+
p− 1
p3
.
The slope on the interval ]t1, t2[ is p. The third singularity is
t3 = ϕ1(p) =
p− 1
p
+
1
p2
and the slope on the interval ]t2, t3[ is 1. The value of t4 = ϕ1(2(p − 1)), finally,
is (p− 1)/p+ (p− 1)/p2. If p = 2 the interval ]t3, t4[ empty; otherwise, its length
is positive and the function µ−11,1(yp−1) has slope 1/p on it. One verifies, as in the
0
t1
t2
t3
t4
p 2(p− 1)
p− 1 2(p− 1) 2p− 1 3(p− 1)
p p2 p2
1 p p 1
p−1 p−2 p−3 p−3
ϕ−11
yp−1
ϕ1
Figure E.3: PL-homeomorphism µ−11 (yp−1)
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previous part, that this function has also slope 1/p on the interval from t4 until 1.
Altogether one finds that the function µ−11,1(yp−1) has four singularities in
t1 =
p− 1
p
, t2 =
p− 1
p
+
p− 1
p3
, t3 =
(p− 1)
p
+
1
p2
, 1
and that its slopes are p on ]t1, t2[, then 1 on ]t2, t3] and finally 1/p on ]t3, 1[.
We claim these singularities and slopes are also those of the generator fp−1.
To do so, one has to recall that the generator xp−1 is the conjugate of x0 by the
linear function λ = (1/p)1. Therefore fp−1 = ıxp−1 = ı◦λx0 = ı◦λ◦ı
−1
f0 is the
conjugate of f0 by the affine function ϑ = ı ◦ λ ◦ ı−1; one finds that
ϑ(t) =
p− 1
p
+
t
p
.
It follows that the singularities of fp−1 are the images of the singularities of f0
under ϑ. The singularities of f0 can be obtained from the list (18.8) by setting
i = 0; they are s1 = 0, s2 = (p − 1)/p2, s3 = 1/p and 1, and so the list of
singularities of fp−1 is
ϑ(s1) =
p− 1
p
, ϑ(s2) =
p− 1
p
+
p− 1
p3
, ϑ(s3) =
p− 1
p
+
1
p2
, 1.
This list tallies with that of the singularities of µ−11,1(yp−1); so fp−1 = µ
−1
1,1(yp−1).
The proof is now quickly completed. The previous calculation show that fi =
µ−11,1(yi) for each index i < p. Suppose the equality fj−(p−1) = µ
−1
1,1(yj−(p−1)) has
been established for some index j ≥ p, and set i = j − (p − 1). Then i ≥ 1.
Relations (18.7) and (9.13) therefore justify the following chain of equalities:
µ−11,1(yj) = µ
−1
1,1 (
y0yi) =
f0fi =
ı ( x0xi) =
ıxj = fj .
We conclude that the equality fi = µ−11,1(yi) holds for each index i ∈ N and thus
Proposition E18.6 is established.
18.4 Isomorphism types of normal subgroups containing B
We consider a group G([0, b];A,P ) with P cyclic and two subgroups G and G¯
containing B([0, b];A,P ). Our aim is to determine when G and G¯ are isomorphic.
For ease of notation we set I = [0, b] and B = B(I;A,P ). Note that G, G¯ can be
specified by giving their images Q, Q¯ under the epimorphism
π : G(I;A,P )
(σ−,σ+)
// // P × P // ω // // Z2 ;
here ω takes (pj , pℓ) to (j, ℓ) and p denotes the generator of P with p < 1.
By Corollary E16.5 each isomorphism α : G ∼−→ G¯ maps the subgroup B of G
onto the subgroup B of G¯ and so it induces an isomorphism
α¯ : Q = π(G)
∼−→ Q¯ = π(G¯).
This fact prompts one to introduce two classes of groups, defined by
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(I) Q has rank 1, and
(II) Q has rank 2, i.e., G has finite index in G(I, A, P ).
We shall see that class (I) divides into 3 isomorphism types, while class (II) com-
prises infinitely many such types.
We begin our analysis with an easy consequence of Theorem E16.4; it holds
for arbitrary groups A and P and reads thus:
Corollary E18.7 Suppose G ⊆ G(I;A,P ) contains the derived group of B =
B(I;A,P ) and G¯ ⊆ G(I¯; A¯, P¯ ) contains the derived group of B¯ = B(I¯; A¯, P¯ ).
Assume, in addition, that I and I¯ are bounded from below with endpoints a ∈ A
and a¯ ∈ A¯. Define subsets
Atta(G) = {g ∈ G | g′(a+) < 1} and Atta¯(G¯) = {g¯ ∈ G¯ | g¯′(a¯+) < 1}. (18.9)
Then every increasing isomorphism α : G ∼−→ G¯ maps Atta(G) onto Atta¯(G¯).
Proof. The set Atta(G) consists of all g ∈ G for which there exist a small positive
number εg so that g(t) < t for every t ∈ ]a, a + εg[. Every increasing homeo-
morphism ϕ : int(I) ∼−→ int(I¯) leads therefore to an inclusion of ϕAtta(G) into
Atta¯(G¯). As the rôles of G and G¯ can be interchanged, this inclusion is an equality.

18.4a The endomorphisms µm and νn
We continue with the construction of endomorphisms µm and νn of G([0, b];A,P )
that map B onto itself. Theorem A4.1 allows one to find, for every integer m ≥ 1,
an element f ∈ G(R;A,P ) that maps the interval [p · b, b] onto [pm · b, b]. 3 For
j ≥ 0, let fj denote the composition (pmj · 1) ◦ f ◦ (p−j · 1). Then fj induces by
restriction a homeomorphism
fj∗ : [pj+1b, pjb]
∼−→ [(pm)j+1b, (pm)jb]
and by taking the union of these homeomorphisms one ends up with an infinitary
PL-homeomorphism ϕm : ]0, b]
∼−→ ]0, b]. One verifies, as in the proof of Theorem
E16.7, that ϕm induces an endomorphism µm of G([0, b];A,P ) which maps B onto
itself, and that it induces the endomorphism
µ¯m : Z2 ֌ Z2, (j, ℓ) 7→ (mj, ℓ). (18.10)
Similarly, one can construct, for each n ≥ 1, an endomorphism νn of G([0, b];A,P )
which takes B onto itself and gives rise to the endomorphism
ν¯n : Z
2 ֌ Z2, (j, ℓ) 7→ (j, nℓ). (18.11)
Note that the auto-homeomorphism ı of I = [0, b], given by t 7→ b− t, induces an
automorphism ι of G([0, b];A,P ) which gives rise to the automorphism
ι¯ : Z2 ∼−→ Z2, (j, ℓ) 7→ (ℓ, j).
3Recall that p is the generator of P with p < 1.
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18.4b Isomorphism types of groups with G/B infinite cyclic
We consider now a group G in the class (I); by definition, the image Q of
π : G →֒ G([0, b];A,P )։ Z2
is then infinite cyclic and so it is generated by an element of the form
(j0, ℓ0) with j0 > 0, or with j0 = 0 and ℓ0 > 0.
Two cases arise: if j0 = 0 then the homomorphism νℓ0 maps
G1 = ker(σ− : G([0, b];A,P )→ P )
isomorphically onto G. Similarly, if j0 > 0 but ℓ0 = 0 then µj0 maps kerσ+
isomorphically onto G and kerσ+ is isomorphic to G1. In the second case, j0 > 0,
and ℓ0 6= 0. If ℓ0 > 0 then the group
G+ = {g ∈ G([0, b];A,P ) | σ−(g) = σ+(g)}
is mapped by νℓ0 ◦ µj0 onto G; if ℓ0 < 0 it is the group
G− = {g ∈ G([0, b];A,P ) | σ−(g) = (σ+(g))−1}
that is mapped by ν|ℓ0| ◦µj0 onto the given group G. We conclude that each group
in class (I) is isomorphic to one of the groups G1, G+ or G−. The next lemma
shows that no two of these three groups are isomorphic.
Lemma E18.8 No two of the three groups G+, G− and G1 are isomorphic, for
each satisfies a characteristic property not enjoyed by the other two groups, namely:
(i) G+ is an ascending HNN-extension with a stable letter g+ and a base group
of the form B0 = G([a1, b−a1];A,P ) where a1 ∈ A is a small positive number
with 3a1 < b;
(ii) G− is generated by an element g− and the subgroup B0 = G([a1, b−a1];A,P )
where a1 ∈ A is a small positive number with 3a1 < b, but it is not an
ascending HNN-extension of the type described in (i);
(iii) G1 cannot be generated by a subgroup B0 = G([a1, b− a1];A,P ) with a1 > 0
and an additional element g1.
Proof. The proof has two parts. In the first one, the three statements (i), (ii) and
(iii) are established. In the second part we deduce from the first part and Theorem
E16.4 that no two of the three groups are isomorphic.
We begin by fixing the notation that will be used in the proofs of both (i) and
(ii). Choose a positive number a0 ∈ A with 3a0 < b. By Corollary A5.3 there
exists then an element gℓ ∈ G(I;A,P ) with supp gℓ ⊂ [0, a0] whose right-hand
derivative in 0 is p; similarly, there exists an element gr ∈ G(I;A,P ) with support
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contained in [b − a0, b] and whose left-hand derivative in b is p. Set g+ = gℓ ◦ gr
and g− = gℓ ◦ g−1r . Then σ−(g+) = σ+(g+) = p and so g+ ∈ G+. On the other
hand, σ−(g−) = p and σ+(g−) = p−1, so g− ∈ G−.
Let a1 ∈ A be a positive number which is so small that gℓ is linear on [0, a1]
and gr is affine on [b − a1, b]; clearly a1 ≤ a0. Then both g+ and g− are linear on
[0, a1] and affine on [b− a1, b].
(i) The element g+ generates a complement of B = B([0, b];A,P ) in G+. Set
B0 = G([a1, b− a1];A,P ). Then B0 is a subgroup of B and it enjoys the following
property:
B0 ⊂ g+B0 ⊂ g
2
+B0 ⊂ · · · and
⋃
n∈N
gn+B0 = B.
As G+ is generated by B ∪ {g+}, this property implies that G+ is an ascending
HNN-extension with stable letter g+ and base group B0 = G([a1, b− a1];A,P ).
(ii) The group G− is generated by the subset B ∪ {g−}. We want to show
that B is generated by the conjugates B0 = G([a1, b − a1];A,P ) by the powers
of g−. By the choices of a1 ≤ a0 and g−, the generator g− fixes every point
in the interval [a0, 2a0] and it pushes the points in the interval [0, a1] towards 0.
Moreover, the inverse of g− moves every point of [b−a1, b] towards b. It follows that
the union of the conjugated subgroups gk−B0g
−k
− for k ∈ N contains the subgroup
B([0, 2a0];A,P ). Similarly, the subgroup B([a0, b];A,P ) is contained in the union
of all the conjugated subgroups g−j− B0g
j
− with j ∈ N. Lemma E18.9 below allows
us to deduce from these two facts that B is generated by the conjugates of B0 by
the powers of g−.
We are left with showing that G− is not an ascending HNN-extension with a
base group of the form B([ε, b − ε];A,P ) with ε > 0 and some stable letter g∗.
Consider an element g∗ ∈ G− that generates a complement of B in G−. Then
σ−(g∗)σ+(g∗) = 1. So g∗ either moves points near 0 towards 0 and points near
b away from b, or it moves points near 0 away from 0 and points near b towards
b. The group G− thus cannot be an ascending HNN-extension with a base group
whose elements have supports in an interval [ε, b− ε] and stable letter g∗.
(iii) Let g1 be an element of G1. Then σ−(g1) = 1 and so g1 is the identity
on a small interval [0, a1] with a1 > 0. So G1 cannot be generated by a subgroup
B([a1, b− a1];A,P ) with a1 > 0 and an additional element g1 ∈ G1.
We move on to the second part of the proof. In the first part each of the three
groups G+, G− and G1 has been shown to enjoy a characteristic property. These
properties involve the realizations of the groups as groups of PL-homeomorphisms.
To deduce the claim that no two of the three groups are isomorphic, we shall use
these characteristic properties, along with Theorem E16.4, Corollary E16.5 and
Corollary E18.7. Let G, G¯ be two of the groups G+, G− and G1, not necessarily
distinct, and let α : G ∼−→ G¯ be an isomorphism. Part (i) of Corollary E16.5
guarantees that α maps the subgroup B of G onto the subgroup B of G¯. Now
both G and G¯ are generated by the subgroup B and an additional element g,
respectively g¯; so α(g) ∈ B · g¯ ∪ B · g¯−1. The isomorphism α is induced by
conjugation by some homeomorphism ϕ : ]0, b[ ∼−→ ]0, b[ (by Theorem E16.4).
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We compare now α(g) = ϕ ◦ g ◦ ϕ−1 with the elements in B · g¯ ∪ B · g¯−1.
Suppose first that G = G1 and choose g = g1. Then g1 and hence α(g1) are the
identity near 0, while no element in G+ r B or in G− r B has this property. So
G1 is neither isomorphic to G+ nor to G−. Suppose next that G = G+ and choose
g = g+. If α is increasing, Corollary E18.7 implies that the right-hand derivative of
α(g+) in 0 is smaller then 1; the analogous result for the right end point b proves,
in addition, that α(g+)′(b−) < 1. So G¯ = G+. If α is decreasing, say induced by
conjugation by ϕ, replace ϕ by ı ◦ ϕ where ı is the reflection at the midpoint of
[0, b]. It then follows, as before, that G¯ = G+. 
Lemma E18.9 Let A and P be arbitrary and consider elements a1 < a2 < c1 < c2
in A. Then the group B([a1, c2];A,P ) is generated by the set
B([a1, c1];A,P ) ∪B([a2, c2];A,P ).
Proof. Set B = B([a1, c2];A,P ) and Bi = B([ai, ci];A,P ) for i ∈ {1, 2}. We
intend to show that every element of B lies in the complex product B1 ◦B2.
Let g be a given element of B. Then g fixes a1 and so f(t) − t ∈ IP · A
for every t ∈ [a1, c2] (by Theorem A4.1). Next, choose b and b′ in IP · A with
a2 < b < b
′ < c1 and construct then, with the help of Theorem A4.1, an element
h ∈ G(R;A,P ) satisfying the requirements h(b) = g(b) and h(b′) = b′. Define,
finally, g1 ∈ G(R;A,P ) to be the PL-homeomorphism that coincides with g on
[a1, b], with h on [b, b′] and that is the identity outside of [a1, b′]. Then g1 belongs
to B1, while g2 = g−11 ◦ g lies in B2 and so g = g1 ◦ g2. 
Remark E18.10 4 If G˜ = G(I;A,P ) is finitely generated the subgroups G+ and
G− are finitely generated, too. Indeed, by Lemma E18.8 each of these groups
is generated by a subgroup of the form G([a1, b − a1];A,P ) and an additional
element, and the subgroup G([a1, b − a1];A,P ) is isomorphic to G˜ by Theorem
E16.7.
If G˜ is finitely presented G+ is finitely presented, being an ascending HNN-
extension with base group G([a1, b − a1];A,P ) isomorphic to G˜ (by Theorem
E16.7), and stable letter generating a complement of B(I;A,P ). The group G−,
however, cannot be finitely presented. Indeed, G− is a subgroup ofG(R;Radd,R×>0)
and so it contains no non-abelian free subgroup (by [BS85b, Thm. 3.1]). If it ad-
mitted a finite presentation, the proof of Theorem A in [BS78] would therefore
allow us to find a finitely generated subgroup B0 in the kernel of σ− : G− ։ P and
a stable letter x so that G− is an ascending HNN-extension with base group B0.
Now, the kernel of σ ↾ G− is nothing but the subgroup B = B(I;A,P ) and every
finitely generated subgroup B1 of B is contained in B2 = G([ε, b − ε];A,P ) for
some ε > 0. The stable letter x would therefore have 0 and 1 as attracting fixed
points in contradiction to the fact that B · g− ∪ B · g−1− does not contain such an
element.
4This remark is due to R. Bieri and R. Geoghegan.
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18.4c Investigation of subgroups of Z2 with finite index
If G is in class (II), the subgroup Q has finite index in Z2. We collect here some
properties of such subgroups Q that will be used in the next section.
Let Q ⊆ Z2 be a subgroup of finite index. Then Q gives rise to four groups
Q1 = Q∩ (Z×{0}), Q2 = Q∩ ({0}×Z), im(π1 : Q։ Z) and im(π2 : Q։ Z);
here π1 and π2 denote the canonical projections of Z2 onto its two factors. All four
groups are infinite cyclic; let (m′, 0), (0, n′) and m, n be their positive generators.
The group inner(Q) = Q1⊕Q2 is then a subgroup of Q while outer(Q) = Zm⊕Zn
contains Q; these subgroups will be called the inner and outer rectangles of Q. 5
We consider now the images of inner(Q) and Q under the projection π1. The
first image is Z ·m′, the second Z ·m; as π1(inner(Q)) is a subgroup of π1(Q), the
integer m′ is a multiple of m, say m′ = c ·m. Now the kernels of the restrictions of
π1 to the subgroups inner(Q) and to Q are both equal to {0}×Z ·n′; the integer c
is thus nothing but the index of inner(Q) in Q. Similarly, one finds that n′ = c ·n.
Next, we construct generating sets of Q. By the previous paragraph the group
Q is an extension of Q1 = Z ·m′ × {0} by a cyclic group generated by an element
of the form (j, n); so Q is generated by (m′, 0) and (j, n). Similarly, Q is generated
by (0, n′) and an element of the form (m, ℓ). There exist therefore integers x, y
and d, e that satisfy the equations
(j, n) = x · (0, n′) + d · (m, ℓ) and (m, ℓ) = y · (m′, 0) + e · (j, n).
The first component of the first equation shows that j = d ·m; the second compo-
nent of the second equation implies that ℓ = e · n. The second component of the
first equation then states that
n = x · n′ + d · ℓ = x · c · n+ d · e · n
or, equivalently, that 1 = x · c+ d · e. Two cases now arises.
If c = 1 then Q = inner(Q) = outer(Q) and d and e can be arbitrary integers;
if c > 1 then Z /Z c is a non-trivial ring and so equation 1 = x · c+d · e states that
d and e are inverses of each other modulo c. Moreover, the facts that m′ = c ·m,
that j = d ·m, and that Q is generated by (m′, 0) = (c ·m, 0) and (j, n) = (d ·m,n)
implies that d is unique modulo c.
The previous insights are summarized in
Lemma E18.11 Suppose Q is a subgroup of Z×Z with finite index, and set Q1 =
Q ∩ (Z×{0}) and Q2 = Q ∩ ({0} × Z). Then there exists positive integers m, n
and c, d, e with the following properties:
(i) im(π1 : Q։ Z) = Z ·m and im(π2 : Q։ Z) = Z ·n;
(ii) c is the index of inner(Q) = Q1 ⊕Q2 in Q;
5These expressions are borrowed from [BW07]; see the comments in N3.5c.
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(iii) Q1 = Z(c ·m, 0) and Q2 = Z(0, c · n);
(iv) Q = Q1 + Z(d ·m,n) = Q2 + Z(m, e · n).
The numbers m, n and c are uniquely determined by Q; the numbers d and e are
unique modulo c. Moreover, if c > 1 then 1 ≡ d · e (mod c).
18.4d Isomorphism types of groups with G/B free abelian of rank 2
Suppose G and G¯ are subgroups of G([0, b];A,P ) which contain both the subgroup
B = B([0, b];A,P ) and have finite index in G([0, b];A,P ). Let Q and Q¯ be the
images of G and G¯ under the epimorphism
π : G(I;A,P )
(σ−,σ+)
// // P × P // ω // // Z2 ; (18.12)
here ω takes (pi, pk) to (i, k) and p denotes the generator of P with p < 1.
The aim of this section is to obtain necessary, as well as sufficient, conditions,
for the existence of an isomorphism α : G ∼−→ G¯. We begin with a remark on
the strategy of our approach. Suppose G and G¯ are subgroups of G([0, b];A,P )
as described before, and α : G ∼−→ G¯ is an isomorphism. Since G and G¯ contain
the subgroup B = B(I;A,P ), Corollary E16.5 implies then that α induces an
isomorphism α∗ : G/B
∼−→ G¯/B. Next, let Q and Q¯ denote the images of G and G¯,
respectively, under the projection π. Then π induces isomorphisms π∗ : G/B
∼−→ Q
and π¯∗ : G¯/B
∼−→ Q¯. Let α∗ : Q ∼−→ Q¯ denote the isomorphism that renders the
square
G/B
π⋆
//
α

Q
α∗

G¯/B
π¯⋆
// Q¯
(18.13)
commutative.
The isomorphism α is induced by conjugation by an auto-homeomorphism ϕ
of int(I) (by Theorem E16.4); let ϕ˜ denote the unique extension of ϕ to I = [0, b].
Assume now that ϕ˜ is increasing and that its right-hand derivative in 0 and its
left-hand derivative in b exist. The chain rule permits one then to deduce that
Q¯ = Q and that α∗ = 1Q. This conclusion holds without the hypothesis on the
differentiability of ϕ˜, provided outer(Q) and outer(Q¯) are equal to Z2.
More precisely, one has
Lemma E18.12 Assume the rectangles outer(Q) and outer(Q¯) coincide with Z2,
and let α : G
∼−→ G¯ be an isomorphism. Then the parameter c of Q coincides with
the parameter c¯ of Q¯. Moreover, if α is increasing then Q¯ = Q and α∗ = 1, whereas
α∗ = ι¯ ↾ Q and Q¯ = ι¯(Q) if α is decreasing. (Here ι¯ denotes the automorphism of
Z2 mapping (i, k) to (k, i).)
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Proof. Let ϕ be the auto-homeomorphism of ]0, b[ inducing α; it exists by Theorem
E16.4. Assume first that ϕ is increasing and consider the subgroups
H1 = {g ∈ G | g′(b−) = 1} and H¯b = {g¯ ∈ G¯ | g¯′(b−) = 1} (18.14)
of G([0, b];A,P ). The left-hand derivative g′(b−) of an element g equals 1 if, and
only if, g is the identity in a neighbourhood of 1. Since ϕ is increasing, the image
α(H1) = ϕ◦H1◦ϕ−1 of H1 coincides therefore with H¯1. The definitions of H1 and
of the projection π, on the other hand, imply that π(H1) equalsQ1 = Q∩ (Z×{0}).
The latter subgroup can be identified with the help of claim (iii) in Lemma E18.11:
in view of the assumption on outer(Q) one has m = n = 1. It follows that
Q1 = π(H1) = Q ∩ (Z×{0}) = Z(c, 0);
here c denotes the positive integer characterized in claim (ii) of the lemma.
So far we dealt with the subgroup H1 of G. The situation for the subgroup
H¯1, defined in equation (18.14), is entirely analogous and so
Q¯1 = π(H¯1) = Q¯ ∩ (Z×{0}) = Z(c¯, 0)
by statement (iii) of Lemma E18.11.
Now we invoke the commutativity of the square (18.13). By the first paragraph
of the proof, the isomorphism α : G ∼−→ G¯mapsH1 onto H¯1; by the commutativity
of the square this fact implies that α∗ : Q
∼−→ Q¯maps Q1 onto Q¯1. As Q1 is infinite
cyclic generated by (c, 0) and Q¯1 is generated by (c¯, 0), and as the parameters c
and c¯ are positive one infers that α∗ maps (c, 0) onto (c¯, 0). Now to the subgroups
H2 = {g ∈ G | g′(0+) = 1} and H¯2 = {g¯ ∈ G¯ | g¯′(0+) = 1} (18.15)
of G([0, b];A,P ). Statement (iii) of Lemma E18.11 implies for them that
Q2 = π(H2) = Q ∩ ({0} × Z) = Z(0, c) and Q2 = π(H¯2) = Z(0, c¯).
The proof is now quickly completed. By the first paragraph, α maps H1 onto
H¯1; similarly, one proves that α(H2) = H¯2. It follows that
α∗(inner(Q)) = α∗(Q1 +Q2) = Q¯1 + Q¯2 = inner(Q¯),
and thus α∗ induces an isomorphism of Q/ inner(Q) onto Q¯/ inner(Q¯). In view
of claim (ii) in Lemma E18.11, the first of these groups has order c, the second
order c¯, whence c = c¯. But if so, α∗ fixes every point of the subgroup inner(Q) =
Z(c, 0)⊕ Z(0, c); as Q is torsion-free, α∗ fixes therefore every point Q and so it is
the identity on Q.
Assume, secondly, that ϕ is decreasing and let ı : ]0, b[ ∼−→]0, b[ be the reflection
at the midpoint b/2 of the interval [0, b]. Then ψ = ı◦ϕ is increasing; let α1 : G ∼−→
ϑG¯ be the isomorphism induced by conjugation by ψ and set Q˜ = π( ıG¯). Then
Q˜ = Q by the previous part and so α∗ = ι ↾ Q and Q¯ = ι(Q). 
We are now set for establishing the announced characterization.
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Theorem E18.13 Suppose P is cyclic and G, G¯ are subgroups of G([0, b];A,P )
with finite index, both containing B. Set Q = π(G) and Q¯ = π(G¯), and let m, n
and c, d, e be the parameters associated to Q, and defined in section 18.4c, and
let m¯, n¯ and c¯, d¯, e¯ be the analogous parameters associated to Q¯. The following
statements are then equivalent:
(i) G and G¯ are isomorphic;
(ii) c = c¯ = 1, or c = c¯ > 1 and, either d ≡ d¯ (mod c) or d ≡ e¯ (mod c).
Proof. We begin with a remark. By assumption, the group Q = π(G) has the
parameters m, n and c, d, e, and so it is generated by the ordered pairs (c ·m, 0)
and (d · m,n) (see items (iii) and (iv) in Lemma E18.11). Define Qˇ to be the
subgroup of Z2 generated by (c, 0) and (d, 1). Then outer(Qˇ) = Z2 (by the final
claim of Lemma E18.11) and Q is the image of Qˇ under the “rescaling” map
ζm,n : Z
2 → Z2 sending (x, y) to (mx, ny). We assert that (ζm,n)∗ : Qˇ ∼−→ Q can
be lifted to an isomorphism η∗ : Gˇ
∼−→ G with Gˇ a subgroup of G([0, b];A,P )
containing G. Indeed, let µm and νn be the monomorphisms of G([0, b];A,P )
constructed in section 18.4a and set
η = µm ◦ νn : G([0, b];A,P )֌ G([0, b];A,P ).
The image of η contains the subgroup B and formulae (18.10) and (18.11) reveal
that π(im η) is nothing but Zm× Zn = outer(Q) and so im η contains G.
Set Gˇ = π−1(Qˇ); then π(Gˇ) = Qˇ. Let η∗ : Gˇ
∼−→ G be the isomorphism
obtained from η by restricting both the domain and the range suitably. The iso-
morphisms η∗ and (ζm,n)∗ render commutative the left square displayed in (18.16).
Gˇ
πˇ∗
//
η∗

Qˇ
(ζm,n)∗

G
π⋆
// Q
Gˆ
πˆ∗
//
η¯∗

Qˇ
(ζm¯,n¯)∗

G¯
π⋆
// Q¯
(18.16)
In this square, πˇ∗ : Gˇ ։ Qˇ and π∗ : G ։ Q denote the epimorphisms obtained
from π by restricting domain and range. In the same way, one can construct a
monomorphism η¯ = µm¯ ◦ νn¯ and a subgroup Gˆ in G([0, b];A,P ) that is mapped
by η¯ onto G¯ and that renders commutative the square shown on the right.
(i)⇒ (ii). Let α : G ∼−→ G¯ be an isomorphism and set
α1 = (η¯∗)−1 ◦ α ◦ η∗ : Gˇ −→ Qˆ.
Then α1 is an isomorphism and it is increasing precisely if α is so. 6 Lemma
E18.12 shows that c and c¯ coincide and that Qˇ = Qˆ if α is increasing or that
6The monomorphisms µm and νn are induced by conjugation by homeomorphisms which are
obviously orientation preserving; see section 18.4a.
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Qˇ = ι(Qˆ) if α is decreasing. Moreover, if c > 1 and Qˇ = Qˆ then d ≡ d¯ (mod c); if
c > 1 and Qˇ = ι(Qˆ) then d ≡ e¯ (mod c).
(ii) ⇒ (i). If c = c¯ = 1 then Qˇ = Qˆ; if c = c¯ > 1 and d ≡ d¯ (mod c) the
equality Qˇ = Qˆ holds again. In both cases, the groups Gˇ and Gˆ are equal; the
isomorphism η¯∗ ◦ η−1∗ is therefore defined and it maps G onto G¯. Assume, finally,
that c = c¯ > 1 and that d ≡ e¯ (mod c). Then Qˆ = ι(Qˇ). Now G([0, b];A,P )
admits an automorphism that corresponds under π to this exchange of factors,
namely the automorphism ι induced by conjugation by the reflection ı at the
midpoint of the interval [0, b]. It follows that Gˆ = ıGˇ and so the composition
η¯∗ ◦ ι ◦ η−1∗ maps G onto G¯. 
Remark E18.14 Theorem E18.13 shows, in particular, that a group of the form
G = G(I;A,P ) with I = [0, b], endpoint b ∈ A and cyclic slope group P has
many subgroups of finite index that contain B([0, b];A,P ) and are isomorphic to
G. By Supplement E17.3, this cannot happen if P is non-cyclic and I is one of
the intervals R, [0,∞[ or [0, b] with b ∈ A.
19 Automorphism groups of groups with cyclic slope groups
In this section, we have assembled our findings on the automorphism groups of
groups G = G(I;A,P ) with cyclic slope group P . These results show that the
complexity of the automorphism groups increases markedly if one passes from
groups with I a line, to groups with I a closed half line, to groups with I an
open half line. The outer automorphism groups are an indicator of this growing
complexity: if I is the line, OutG is abelian and isomorphic to Aut(A)/P ; if I is
a closed half line, OutG contains a copy of G; if, thirdly, I is an open half line,
OutG contains the cartesian product
∏
n∈NGn of countably many copies of G.
The three cases share, on the other hand, a common feature: every automorphism
is induced by conjugation by a PL-homeomorphism defined on int(I). We have not
been able to determine whether this property continues to hold if I is a compact
interval with endpoints in A; all we can offer is a satisfactory description of the
subgroup of OutG induced by conjugation by PL-homeomorphisms. 7
The section divides into three parts. In the first one, some subgroups of the
group of all PL-homeomorphisms of R are introduced that help one to describe the
automorphism groups. The second part contains our results on the automorphism
groups for I a line or a half line. The third part, finally, collects our findings on
the automorphism groups of groups G(I;A,P ) with I a compact interval.
19.1 Preliminaries
We begin with a reminder. Let (I, A, P ) be an arbitrary triple that satisfies the
non-triviality assumptions (2.4) and set G = G(I;A,P ). By Theorem E16.4, the
7See sections N3.5e and N3.5h for updates.
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automorphism group of G is then isomorphic to the normalizer of G in the ambient
group Homeo(int(I)), provided one views the elements of G as homeomorphisms
of int(I). We shall denote this normalizer by AutG. Conjugation induces then an
isomorphism
ϑ : AutG
∼−→ AutG. (19.1)
The automorphism group of G will be described by giving details about its
normalizer AutG of G. In the discussion of this normalizer various subgroups
turn out to be useful, in particular the two subgroups defined next.
Let J be a non-empty open interval of the real line, let A be a subgroup of
Radd and let P a subgroup of Auto(A). Define G∞(J ;A,P ) to be the group
consisting all (finitary or infinitary) PL-homeomorphisms f : J ∼−→ J which map
A ∩ J onto itself, have slopes in P , singularities in A, and no more than finitely
many singularities in any given compact subinterval of J .
In the sequel, G∞ = G∞(R;A,P ) will play the role of a containing group. One
subgroup that is worth being singled out at this stage is the subgroup of periodic
elements with period p ∈ A>0; it is defined by
G∞(R; p;A,P ) = {f ∈ G∞ | f(t+ p) = f(t) + p for all t ∈ R} (19.2)
For every period p ∈ A>0, the group G∞(R; p;A,P ) gives rise to a group made
up of homeomorphisms of the circle R /Z p. Indeed, the covering map π : R ։
R /Z p induces, by passage to the quotients, a homomorphism
κ : G∞(R; p;A,P )→ Homeo(R /Z p) (19.3)
into the group of auto-homeomorphisms of the circle R /Z p. The image of κ will be
denoted by T (R /Z p;A,P ) and called the group of finitary PL-homeomorphisms
of the circle R /Z p with slopes in P and singularities in A/Z p. The kernel of κ
is infinite cyclic, generated by the translation with amplitude p.
Remark E19.1 W. P. Thurston discovered that T (R /Z;Z[1/2], gp(2)) is isomor-
phic to Thompson’s simple groups T . Its generalization T (R /Z p;A,P ), however,
is not always simple. To see this, we go back to the group G∞(R;A,P ). Each of
its elements f maps A onto itself. Moreover, if a1 < a2 are in A then f has only
finitely many singularities in the compact interval [a1, a2], and so f(a2)− f(a1) is
congruent to a2−a1 modulo IP ·A by Theorem A4.1. This finding can be restated
by saying that
f(a1)− a1 ≡ f(a2)− a2 (mod IP · A) for all (a1, a2) ∈ A2. (19.4)
The above findings allow us to define a homomorphism γ of G∞(R;A,P ) onto
the abelian group A/(IP · A). To do so, we fix a0 ∈ A and consider the function
γ : G∞(R;A,P )→ A/(IP · A), f 7−→ (f(a0)− a0) + IP ·A. (19.5)
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Statement (19.4) shows that the function γ does not depend on the choice a0,
a fact that implies that γ is a homomorphism. Indeed, if f1, f2 are elements of
G∞(R;A,P ), the following calculation is valid:
γ(f2 ◦ f1) = (f2 ◦ f1)(a0)− a0 = (f2(f1(a0))− f1(a0)) + (f1(a0)− a0)
= f2(f1(a0))− f1(a0)) + γ(f1) = γ(f2) + γ(f1).
As G∞(R;A,P ) contains every translation with amplitude in A, the homomor-
phism γ is surjective.
Assume now that p lies in IP · A and let γp : G∞(R; p;A,P ) → A/(IP · A)
be the restriction of γ to the subgroup G∞(R; p;A,P ) of G∞(R;A,P ). Since the
translation hp with amplitude p lies in the kernel of γp the assignment
γ¯p : T (R /Z p;A,P )։ A/(IP ·A), f¯ 7−→ f¯(a0+Z p)−(a0+Z p)+IP ·A. (19.6)
is licit and defines an epimorphism onto the abelian group A/(IP ·A)
19.1a Hypotheses imposed for the remainder of Section 19
From now on, P denotes a cyclic group with generator p > 1. We assume that A
contains the integers Z and that [0, b] is the unit interval [0, 1]; by Theorem E16.7
this last assumption entails no loss of generality. Note that p = p − 1 is then a
positive element of IP ·A.
19.2 Groups with interval the line or a half Line
In this section, we study the automorphism groups of those groups for which we can
prove that every automorphism is given by conjugation by a PL-homeomorphism.
19.2a The automorphism group of G(R;A,P )
The automorphism group ofG(R;A,P ) has the form described by items (i) and (iii)
of Corollary E17.7. Indeed, by part (i) of Theorem E18.1 the group AutG(R;A,P )
is made up of those finitary PL-homeomorphisms f that map A onto itself, have
slopes in a coset sf · P , with s an element of
Aut(A) = {s ∈ R× | s ·A = A}, (19.7)
and singularities in A2. In addition, the outer automorphism group of G(R;A,P )
is isomorphic to Aut(A)/P . Note that AutG(R;A,P ) contains a familiar copy of
Aut(A), the group of homotheties
Aut(A)∧ = {s · 1 | s ∈ Aut(A)},
and so AutG(R;A,P ) = G(R;A,P ) ·Aut(A)∧. (Note that AutG(R;A,P ) has the
same description if P is a non-cyclic subgroup of R×>0.)
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19.2b Automorphism group of G([0,∞[ ;A,P )
We shall study both the automorphism group and the outer automorphism group
of G = G([0,∞[ ;A,P ). We begin with some preliminaries. By Theorem E16.4
and part (ii) of Theorem E18.1, every element ϕ ∈ AutG is an increasing PL-
homeomorphism of ]0,∞[ that maps A∩ ]0,∞[ onto itself, with slopes in a coset
sϕ ·P and singularities in A; the singularities may be infinite in number, but if so
they accumulate only in 0. The number sϕ is an element of
Auto(A) = {s ∈ R×>0 | s ·A = A}.
If follows that there exists a homomorphism
η : AutG→ Auto(A)/P
which sends a PL-auto-homeomorphism ϕ to the coset sϕ · P ; cf. section 17.3a.
This homomorphism is surjective; indeed, AutG contains a copy of Auto(A) made
up of the PL-homeomorphisms of the form
t 7→
{
s · t if t ≥ 0,
1 · t if t ≤ 0, (19.8)
with s ∈ Auto(A).
For the more detailed analysis of AutG it is convenient to replaceG by its image
G¯ under the embedding µ2,1 : G([0,∞[ ;A,P ) ֌ G(R;A,P ) detailed in section
18.2b. This embedding is induced by the PL-homeomorphism ψ−12,1 : ]0,∞[ ∼−→ R
that is increasing, maps A ∩ ]0,∞[ onto A, has slopes in P and infinitely many
singularities which, however, accumulate only in 0. Moreover, the homomorphism
η gives rise to an epimorphism
η¯ : Aut G¯→ Auto(A)/P.
The elements in its kernel have therefore the properties listed in
Lemma E19.2 Each element ϕ¯ ∈ ker η¯ lies in the group G∞(R;A,P ) (defined in
section 19.1) and its singularities can only accumulate in −∞.
The group Aut G¯ contains three subgroups that we describe next. Firstly,
the subgroup G¯ itself; according to Lemma E18.3, it consists of all elements g¯ ∈
G(R;A,P ) satisfying the restrictions
σ−(g¯) = 1, τ−(g¯) ∈ Z(p− 1) and ρ(g¯) ∈ Aff(IP · A,P ); (19.9)
in stating these restrictions, the assumptions that b = 1 and that 1 ∈ A have
been taken into account. The second subgroup is a copy Auto(A)∧ of the group
Auto(A), made up of all PL-homeomorphisms of the form (19.8).
The third subgroup H will turn out to be the kernel of η¯. Let H be the set
that consists of those elements h ∈ G∞(R;A,P ) for which there exists an element
th ∈ A with the following property:
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a) h(t+ (p− 1)) = h(t) + (p− 1) for each t ≤ th,
b) h↾[th,∞[ is a finitary PL-function.
Proposition E19.3 The set H is a subgroup of G∞(R;A,P ) and it is the kernel
of the epimorphism η¯ : Aut G¯։ Auto(A)/P .
Proof. We first verify that H is a subgroup. Suppose h ∈ H . Properties a) and
b) entail that h is a finitary PL-function on every half line of the form [t2,∞[ and
periodic with period p−1 on every sufficiently small half line of the form ]−∞, t1].
These features are preserved by composition and passage to the inverse, and so H
is a subgroup.
We next show that H is a subgroup of Aut G¯. Fix g¯ ∈ G¯ and h ∈ H . Then
g¯ has the properties stated in equation (19.9); in particular, τ−(g¯) = k(p− 1) for
some k ∈ Z. Then hg¯ is a PL-homeomorphism in G∞(R;A,P ) whose singularities
are finite in number on every half line of the form [t2,∞[ . So hg¯ belongs to G¯ if,
and only if, conditions (19.9) are satisfied. Let t1 be a sufficiently small number.
Then (
hg¯
)
(t1) = h
(
g¯(h−1(t1))
)
= h
(
h−1(t1) + k(p− 1)
)
= h
(
h−1(t1 + k(p− 1))
)
= t1 + k(p− 1).
This calculation shows that g¯1 = hg¯ is an element of G(R;A,P ) with σ−(g¯1) = 1
and τ−(g¯1) ∈ Z(p − 1). The third property of g¯ listed in equation (19.9) and the
fact that (IP · A) ⋊ P is a normal subgroup of A ⋊ P then imply that ρ(g¯1) ∈
Aff(IP · A,P ). All taken together, we have shown that g¯1 ∈ G¯.
The preceding reasoning establishes thatH is a subgroup of Aut G¯; its definition
then shows that it is contained in the kernel of η¯. Conversely, assume that ϕ¯ ∈
ker η¯. Then ϕ¯ lies in G∞(R;A,P ) (by Lemma E19.2). Conditions (19.9) show
next that G¯ contains the translation h¯∗ with amplitude p−1. As τ−(h¯∗) generates
the image of τ− and ϕ¯ is increasing the conjugated translation ϕ¯h¯∗ is a translation
near −∞, again with amplitude p− 1. There exists therefore a number t1 ∈ A so
that the equation (
ϕ ◦ h¯∗ ◦ ϕ−1
)
(t) = t+ (p− 1) (19.10)
holds for every t ≤ t1. Set u1 = ϕ¯−1(t1) and let u be an element of ] − ∞, u1].
Equation (19.10) gives then rise to the chain of equations
ϕ¯(u+ (p− 1)) = ϕ¯(h¯∗(u)) =
(
ϕ¯h¯∗
)
(ϕ¯(u)) = ϕ¯(u) + (p− 1);
it is valid for each u ≤ u1 and proves that ϕ¯ satisfies property a) characterizing the
elements of H . Property b) holds since the singularities of ϕ¯ can only accumulate
in −∞ (by Lemma E19.2) and thus ϕ¯ ∈ H . 
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Corollary E19.4 The outer automorphism group of G¯ is an extension of the
form
1 // T (R /Z(p− 1);A,P ) ι¯∗ // Out G¯ η¯∗ // Auto(A)/P // 1. (19.11)
In the above, G¯ denotes the subgroup of G(R;A,P ) satisfying the restrictions
(19.9); it is isomorphic to G([0,∞[ ;A,P ).
Proof. The conclusion of Proposition E19.3 can be restated by saying that Aut G¯
is the extension of the form
1 // H
ι¯
// Aut G¯
η¯
// Auto(A)/P // 1.
Since G¯ is a normal subgroup ofH it suffices therefore to establish that the quotient
group H/G¯ is isomorphic to T (R /Z(p− 1);A,P ).
To reach this goal, we construct an epimorphism ζℓ : H ։ G∞(R; p− 1;A,P ).
Consider h ∈ H . According to property b) there exists a number th ∈ A so that the
equation h(t+(p−1)) = h(t)+ (p−1) holds for every t ≤ th; intuitively speaking,
the PL-homeomorphism h is thus periodic with period p − 1 to the left of th. It
follows that there exists a function h˜ ∈ G∞(R; p−1);A,P ) which agrees with h on
the half line ]−∞, th] (and is periodic with period p−1). The PL-homeomorphism
h˜ does not depend on the choice of th; it is thus uniquely determined by h. The
assignment h 7→ h˜ is then a homomorphism, say ζℓ, of H into G∞(R; p− 1;A,P ).
It is surjective; indeed, given h˜ ∈ G∞(R; p− 1;A,P ) define h : R ∼−→ R by
h(t) =
{
h˜(t) if t ≤ 0,
t+ h˜(0) if t ≥ 0.
Then h is a PL-homeomorphism with slopes in P , singularities in A which maps
A onto A. In addition, it satisfies properties a) and b) characterizing the elements
of H and so it belongs to H .
The homomorphism ζℓ : H → G∞(R; p − 1;A,P ) is therefore surjective. Its
kernel consists of all elements in h ∈ H which are the identity to the left of
a suitably small number th; in view of property b) of h and Lemma E18.3, it
coincides thus with the kernel of τ− : G¯ ։ Z(p − 1). Moreover, the image of G¯
under ζℓ consists of all the translations with amplitudes in Z(p − 1); this image
equals the kernel of canonical epimorphism
κ∗ : G∞(R; p− 1;A,P )։ T (R /Z(p− 1);A,P ).
The epimorphism ζℓ induces therefore an isomorphism
H/G¯
∼−→ T (R /Z(p− 1);A,P ).
The proof of Corollary E19.4 is now complete. 
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19.2c Automorphism group of G1 = ker(σ− : G([0,∞[;A,P )։ P )
The investigation of the automorphism group of G1 will parallel that of the auto-
morphism group AutG([0,∞[ ;A,P ). By Theorem E16.4 and part (ii) of Theorem
E18.1 every element ϕ1 ∈ AutG1 is an increasing PL-homeomorphism of ]0,∞[
that maps A ∩ ]0,∞[ onto itself and has slopes in a coset sϕ1 ·P and singularities
in A; the singularities may be infinite in number, but if so they accumulate only
in 0. It follows that there exists a homomorphism
η1 : AutG1 → Auto(A)/P
which takes ϕ1 to sϕ1 · P . It is surjective, since AutG1 contains all the homeo-
morphisms of the form
t 7→
{
s · t if t ≥ 0,
1 · t if t ≤ 0, (19.12)
with s ∈ Auto(A).
For a more detailed analysis we replace G1 by its image G¯1 under the em-
bedding µ2,1 : G([0,∞[ ;A,P )֌ G(R;A,P ) (defined in 18.2b). The epimorphism
η1 : AutG1 → Auto(A)/P gives then rise to the epimorphism
η¯1 : Aut G¯1 ։ Auto(A)/P.
One sees next, just as in the paragraph preceding the statement of Lemma E19.2,
that the conclusion of this lemma holds also for the elements of the kernel of η¯1.
But more is true, this conclusion actually describes the elements of Aut G¯1; indeed,
the elements g¯1 ∈ Aut G¯1 are characterized by the requirements
σ−(g¯1) = 1, τ−(g¯) = 0 and ρ(g¯) ∈ Aff(IP · A,P ) (19.13)
We have thus established
Proposition E19.5 The kernel of η¯1 : G¯1 ։ Auto(A)/P consists of all PL-
homeomorphism in G∞(R;A,P ) whose set of singularities, if infinite in number,
accumulate only in −∞.
Remark E19.6 The group described in Proposition E19.5 does not seem to have
an alternative description that is better known. The group contains the carte-
sian product
∏
nG([−n + 1),−n];A,P ) of countably many copies of the group
G([0, 1];A,P ). The outer automorphism group Out G¯1 of G¯1 contains also a carte-
sian product
∏
j Lj of countably many copies of L = G([0, 1];A,P ). To see this,
choose a bijection β : N×N ∼−→ N and realize Lj as the diagonal copy in the carte-
sian product
∏
i∈NG([−(β(i, j)−1,−β(i, j)];A,P ). Then no nontrivial element of
G¯1 lies in
∏
j Lj.
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19.3 Automorphism groups of groups with I a compact interval
We come finally to groups of PL-homeomorphisms with supports in a compact
interval having endpoints in A; as the isomorphism type of G([0, b];A,P ) does not
depend on b ∈ A (see Theorem E16.7), we may and shall assume that I = [0, 1].
Set G = G([0, 1];A,P ). We have not been able to determine whether ev-
ery element of AutG is a PL-homeomorphism; the situation is even worse for
G1 = ker(σ− : G → P ) or for B([0, 1];A,P ) and so we shall say nothing about
these groups. 8 The subgroup AutPLG of all PL-homeomorphisms in AutG can,
however, be investigated in some detail.
We carry out this study in section 19.3a, obtaining descriptions of AutPLG and
ofOutPLG, that are akin to those ofAutG([0,∞[ ;A,P ) and ofOutG([0,∞[ ;A,P )
found in section 19.2b. In section 19.3b we address then the question whether
AutPLG coincides with the full group AutG. As a first step towards an answer we
show that AutG is generated by AutPLG and a second subgroup AutperG with
special properties.
19.3a The subgroup of PL-automorphisms
Let AutPLG denote the intersection AutG ∩ G∞(]0, 1[ ;A,P ) 9 and consider a
PL-homeomorphism in ϕ ∈ AutPLG, By definition, ϕ has then only finitely many
singularities in every compact subinterval of int(I) = ]0, 1[; so it is differentiable
at a point a ∈ A ∩ int(I) whence Proposition E16.9 allows one to deduce that ϕ
has slopes in a single coset sϕ ·P of Aut(A)/P . This fact implies that there exists
a homomorphism
ηPL : AutPLG→ Aut(A)/P (19.14)
which sends ϕ to the coset sϕ · P . This homomorphism is surjective. Indeed, the
reflection β at the midpoint of I is in AutPLG and η(β) = (−1) ·P . On the other
hand, if s is a positive real with s · A = A then s = s · 1 lies in A. By Theorem
E16.7 there exists therefore an infinitary PL-homeomorphism ψs : ]0, 1[
∼−→ ]0, s[
with slopes in P and vertices in A× (s · A) = A2 which, by conjugation, induces
an isomorphism
(ψs)∗ : G([0, 1];A,P )
∼−→ G([0, s];A,P ).
The composition ϕs = (ψs)−1∗ ◦(t 7→ s·t) belongs then to AutPLG and η(ϕs) = s·P .
(Recall that η may not be surjective if the slope group P of G = G([0, b];A,P ) is
not cyclic, as is shown by part (v) of Corollary E17.7).
Our next aim is to describe the kernel of η. For this task it is convenient to
replace the group G by its image G¯ of G under the embedding µ2,1 ◦ µ1. In view
of Lemma E18.4, this image consists of all PL-homeomorphism in G(R;A,P ) that
satisfy the restrictions
σ−(g¯) = 1, τ−(g¯) ∈ Z(p− 1) and σ+(g¯) = 1, τ+(g¯) ∈ Z(p− 1). (19.15)
8See sections N3.5e and N3.5h for updates.
9The definition of G∞(J ;A,P ) is given in section 19.1.
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We are now ready to define a subgroup H ⊂ G∞(R;A,P ) that will turn out
to be the kernel of η¯ : AutPL G¯ ։ Aut(A)/P . Let H be the set consisting of all
PL-homeomorphisms h ∈ G∞(R;A,P ) for which there exists a positive number
th ∈ A with the following properties:
a1) h(t− (p− 1)) = h(t)− (p− 1) for each t ≤ −th;
a2) h(t+ (p− 1)) = h(t) + (p− 1) for each t ≥ th.
Proposition E19.7 The set H is a subgroup of G∞(R;A,P ) and it is the kernel
of the epimorphism η¯ : AutPL G¯։ Aut(A)/P .
Proof. We first verify that H is a subgroup. Every element h ∈ H maps A
onto itself, has slopes in P , singularities in A and it lies in G∞ by definition.
Properties a1), a2) can thus be restated by saying that h is a finitary PL-function
on every symmetric interval [−b, b], and periodic with period p−1 outside of every
sufficiently large interval of this kind. It follows that the defining properties of the
elements of H are preserved by composition and passage to the inverse.
We show next that H is a subgroup of AutPL G¯. Let h be an element in H .
Suppose that g¯ ∈ G¯ and that τ−(g¯) = kℓ(p − 1) and τ+(g¯) = kr(p − 1). Then
g¯1 =
hg¯ is a PL-homeomorphism in G∞(R;A,P ). The element g¯1 lies therefore
in G¯ if, and only if, conditions (19.15) are satisfied. Let t be a sufficiently small,
negative number. Then
g¯1(t) = h
(
g¯
(
h−1(t)
))
= h
(
h−1(t) + kℓ(p− 1)
)
= h
(
h−1(t+ kℓ(p− 1))
)
= t+ kℓ(p− 1).
This calculation shows that g¯1 = hg¯ is an element of G(R;A,P ) with σ−(g¯1) = 1
and τ−(g¯1) ∈ Z(p− 1). One sees similarly that σ+(g¯1) = 1 and τ+(g¯1) ∈ Z(p− 1).
The preceding reasoning shows that the group H is a subgroup of AutPL G¯; the
definition of H then implies that H is contained in the kernel of η¯. Conversely,
assume that ϕ¯ ∈ ker η¯. Then ϕ¯ is a PL-homeomorphism which maps A onto itself
and has singularities in A (by the definition of AutPL G¯) and which has slopes in
P (since ϕ¯ ∈ ker η¯). It follows, in particular, that ϕ¯ is increasing. The group
G¯ contains the translation g¯∗ with amplitude −(p − 1) (see conditions (19.15)).
Its image τ−(g¯∗) generates the image of τ−; as ϕ¯ is increasing the conjugated
translation ϕ¯g¯∗ is therefore a translation near −∞ with amplitude −(p−1). There
exists thus a number tℓ ∈ A so that the equation(
ϕ¯g¯∗
)
(t) = t− (p− 1) (19.16)
holds for every t ≤ tℓ. Set uℓ = ϕ¯−1(tℓ) and fix u ∈ ] −∞, uℓ]. Equation (19.16)
leads then to the chain of equations
ϕ¯(u − (p− 1)) = ϕ¯(g¯∗(u)) =
(
ϕ¯g¯∗
)
(ϕ¯(u) = ϕ¯(u)− (p− 1).
They prove that ϕ¯ satisfies property a1), the first of the properties characterizing
the elements of H ; property a2) can be established similarly. Thus ker η¯ ⊆ H . 
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The previous proposition is the analogue of Proposition E19.3. That proposi-
tion has a corollary which describes the group OutPL G¯ of G¯ as an extension of
groups that are better known than the subgroup H itself. Our next goal is to
obtain an analogous corollary for the subgroup G¯ of G(R;A,P ) made up of all ele-
ments that satisfy condition (19.15); this subgroup is isomorphic to G([0, 1];A,P ).
The corollary will describe OutPL G¯ as an extension of groups. The kernel of the
extension is a subgroup, called L¯, of the square of T (R /Z(p− 1);A,P ). To define
L¯, we need the homomorphism
γ¯p−1 : T (R /Z(p− 1);A,P )։ A/(IP ·A), f¯ 7→ f¯(a0+Z p)− (a0+Z p)+ IP ·A,
(19.17)
introduced in Remark E19.1. Here R /Z(p−1) denotes the circle of circumference
p − 1 and a0 is an element of A. A crucial property of the function γ¯p−1 is the
fact that it does not depend on the choice of a0.
The group L¯ can now defined like this:
L¯ =
{
(f¯1, f¯2) ∈ T (R /Z(p− 1);A,P )2 | γ¯1(f¯1) = γ¯1(f¯2)
}
. (19.18)
Since γ¯1 is an epimorphism onto the quotient group A/(IP · A), the group L¯
is a subgroup of index |A : IP · A| in the square of the group of finitary PL-
homeomorphisms of the circle R /Z(p − 1) with slopes in P and singularities in
A/Z(p− 1).
Corollary E19.8 Let G¯ denote the subgroup of G(R;A,P ) consisting of the PL-
homeomorphisms satisfying the requirements (19.15). Then OutPL G¯, i.e., the
image of AutPL G¯ in the outer automorphism group of G¯, is an extension of the
form
1 // L¯ // OutPL G¯
η¯∗
// Aut(A)/P // 1 . (19.19)
Proof. The conclusion of Proposition E19.7 can be restated by saying that AutPL G¯
is an extension having the form
1 // H
ι¯
// AutPL G¯
η¯
// Aut(A)/P // 1.
Now, G¯ is a normal subgroup of Aut G¯ and every element of G¯ has slopes in P ; so
the epimorphism η¯ gives rise to an epimorphism
η¯∗ : OutPL G¯։ Aut(A)/P.
It suffices therefore to establish that ker η¯∗ is isomorphic to L¯.
As a first step on the way towards this goal, we construct two epimorphisms ζℓ
and ζr from H onto G∞(R; p− 1;A,P ). Let h be an element in H . According to
property a1) of the elements of H there exists then a positive number th ∈ A such
that the equation h(t − (p − 1)) = h(t) − (p − 1) holds for every t ≤ −th. There
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exists thus a PL-homeomorphism h˜ℓ ∈ G∞(R; p − 1);A,P ) which agrees with h
on the half line ] − ∞,−th]. As this PL-homeomorphism is not changed if th is
replaced by a larger number in A, it follows, as in the proof of Corollary E19.4,
that the assignment h 7→ h˜ℓ is a homomorphism, say ζℓ : H → G∞(R; p− 1;A,P ),
and that this homomorphism is surjective. Property a2) allows one to construct
a similar epimorphism ζr of H onto G∞(R; p − 1;A,P ). Taken together, these
homomorphisms lead to the homomorphism
ζ = (ζℓ, ζr) : H −→ G∞(R; p− 1;A,P )2, h 7−→ (h˜ℓ, h˜r). (19.20)
By composing ζ with the square of the projection
κ∗ : G∞(R; p− 1;A,P )։ T (R /Z(p− 1);A,P )
one obtains, finally, the homomorphism
ζ¯ = (ζ¯ℓ, ζ¯r) : H −→ T (R /Z(p− 1);A,P )2, h 7−→ (h¯ℓ, h¯r). (19.21)
Its kernel consists of all elements of H that are translations with periods in
Z(p − 1), both near −∞ and near +∞; a glance at equation (19.15) reveals then
that this kernel is nothing but the group G¯.
Now to the image of ζ¯. Let h be an element of H . Since H is a subgroup
of G∞(R;A,P ) the restriction of h to every compact interval [a1, a2] is a finitary
PL-homeomorphism with singularities in A and slopes in P . Suppose now that
a1 ∈ A is so small and a2 ∈ A is so large that h is periodic with period p−1 to the
left of a1 and also to the right of a2. Then h(a1) − a1 is congruent to h(a2) − a2
modulo IP ·A (by Theorem A4.1). In view of the definitions of h˜ℓ = ζℓ(h) and of
h˜r = ζr(h) this finding can be restated by saying that
γp−1(ζℓ(h)) = h˜ℓ(a1)− a1 + (IP · A)
= h˜r(a2)− a2 + (IP ·A) = γp−1(ζr(h)).
So the image of ζ is contained in the group
L˜ =
{
(f˜1, f˜2) ∈ G∞(R; p− 1;A,P )2 | γ¯p−1(f¯1) = γ¯p−1(f¯2)
}
.
Conversely, let h¯ℓ and h¯r be elements of T (R /Z(p− 1);A,P ) with γ¯p−1(h¯ℓ) =
γ¯p−1(h¯r). Let h˜ℓ and h˜r be lifts of these elements in G∞(R; p − 1;A,P ). Then
γp−1(h˜ℓ) = γp−1(h¯r). Pick elements a1 < a2 in A. Then h˜ℓ(a1) − a1 is congruent
to h˜r(a2) − a2, and so a2 − a1 is congruent to h˜r(a2) − h˜ℓ(a1). If the latter
difference is positive, Theorem A4.1 allows one to find a PL-homeomorphism f ∈
G(R;A,P ) with f(a1) = h˜ℓ(a1) and f(a2) = h˜ℓ(a2). Let h : R
∼−→ R be the
PL-homeomorphism that agrees with hℓ to the left of a1, with f on the interval
[a1, a2] and with h˜ to the right of a2. Then h is a PL-homeomorphism lying in H
that maps onto the given ordered pair (h¯ℓ, h¯r) in L¯. If, however, h˜r(a2) ≤ h˜ℓ(a1)
replace h˜r by a lift h˜1r of h¯r with h˜1r(a2) > h˜ℓ(a1) and proceed as before. We
conclude, first, that ζ¯ maps H onto L¯ and then that ζ¯ induces an isomorphism
H/G¯
∼−→ L¯. The proof of Corollary E19.8 is now complete. 
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19.3b Exotic automorphisms
We have not succeeded in determining whether the automorphism group Aut G¯
is larger than its subgroup AutPL G¯. 10 In this section, we prove, as a meagre
substitute, Proposition E19.10 which brings to light that Aut G¯ is generated by
AutPL G¯ and a subgroup Autper G¯ consisting of periodic homeomorphisms. This
result implies that if Aut G¯ contains an element outside of AutPL G¯, dubbed exotic,
then the subgroup Autper G¯ will also contain such an element.
Definition E19.9 Let Autper G¯ denote the subgroup of Aut G¯ which consists of
all homeomorphisms ϕ ∈ Aut G¯ that satisfy the restrictions
ϕ(0) = 0, and ϕ(t+ (p− 1)) = ϕ(t) + (p− 1) for all t ∈ R . (19.22)
Proposition E19.10 As before, let G¯ denote the subgroup of G(R;A,P ) defined
by the conditions (19.15). The automorphism group Aut G¯ is generated by its
subgroups AutPL G¯ and Autper G¯.
Proof. Let ϕ be an element of Aut G¯. Since −1R is in AutPL G¯ we may assume
that ϕ is increasing. It then follows, as in the proof of Proposition E19.7, that
there is a real t0 ∈ A so that
ϕ(t− (p− 1)) = ϕ(t)− (p− 1) for all t ≤ t0. (19.23)
Let ϕ˜ℓ denote the unique homeomorphism of R which agrees with ϕ on the half
line ]−∞, t0] and is periodic with period p− 1.
We claim that ϕ˜ is in Aut G¯. To prove this, we bring into play the translation
h¯ = (t 7→ t + (p − 1)) with amplitude p − 1. This translation lies in G¯ and it
commutes with ϕ˜. Consider now an element g¯ ∈ G¯. It satisfies the restrictions
(19.15) and so τ+(g¯) = k · (p − 1) for some k ∈ Z. The translation h¯k coincides
therefore with g¯ on a half line of the form [t1,∞[ ; let m be an integer with
t1 −m(p− 1) ≤ t0. The composition
g¯1 = h¯
−m ◦ (g¯ ◦ (h¯k)−1) ◦ h¯m
is then an element of G¯ whose support is contained in the half line ]−∞, t0]. The
calculation
ϕg¯1 =
ϕ˜g¯1 =
ϕ˜
(
h¯−m ◦ g¯ ◦ h¯m−k) = h¯−m ◦ ϕ˜g¯ ◦ h¯m−k
and the facts that ϕg1 and h¯ lie both in G¯ imply then that ϕ˜g¯ ∈ G¯. It follows that
ϕ˜G¯ ⊆ G¯. One verifies similarly, that ϕ˜−1G¯ ⊆ G¯, and so ϕ¯ ∈ Aut G¯, as claimed.
The proof is now quickly completed. Let h0 be the translation with amplitude
ϕ¯(0). Then ϕ¯(0) ∈ A by Theorem E16.4 and so h0 ∈ Aut G¯. The composition
ϕ˜1 = ϕ˜ ◦ h−10 fixes 0, lies in Aut G¯ and is periodic with period p − 1, and so it
10See sections N3.5e and N3.5h for updates.
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is an element of Autper G¯. The composition ϕ2 = ϕ˜−11 ◦ ϕ, on the other hand, is
an element of Aut G¯ which is a translation on the half line ] − ∞, t0] and hence
differentiable in a point of A. Proposition E16.9 thus allows us to infer that ϕ2
lies in AutPL G¯, and so ϕ, being the product ϕ˜1 ◦ ϕ2, lies in Autper ◦AutPL.
All taken together, we have shown that Aut G¯ is the complex product
{1R,−1R} ◦ Autper ◦AutPL
and so the proof is complete. 

Notes
This chapter, written by Ralph Strebel, discusses two topics: the differences be-
tween the Bieri-Strebel memoir of 1985 and this monograph, and a brief survey of
newer articles related to the themes of the memoir.
N1 Differences between memoir and monograph: summary
When I started to revise the Bieri-Strebel memoir I intended to produce a new
version of the text with few changes, limited to corrections of misprints and minor
errors, and to elucidations of obscure passages. Little by little, though, I detected
that more profound modifications were called for.
N1.1 Numbering of results, remarks, equations and the likes
First, there were errors in the numbering of equations, then comments and exam-
ples without a name. In addition, some names given to results look strange for
someone familiar with LATEX. In Chapter A, for instance, there is a main result,
called Theorem A and a sequence of consequences, labelled Corollaries A1, A1*,
A2, A3 and A4, then a remark and finally Corollary A5. I decided to use a se-
quential numbering throughout and so the names of the previously listed results
are now: Theorem A4.1, the first result in Section 4 inside Chapter A, and then
Corollaries A5.1, A5.2, A5.3, A5.5, A5.6, and A5.8. The item called “remark”
in the original version is now Remark A5.7. Section 5 contains also a new item,
Remark A5.4.
The previously listed results and remarks show that their names refer both to
the chapter and to the section in which they occur. The reason for this double
reference is this: each of the five chapters of the memoir has a very specific theme.
I think it is useful for a reader to be reminded of this theme when encountering a
reference to a result or remark and so I have included the names of the chapters into
the names of the results. On the other hand, some of the chapters, in particular
the last one, are quite long. In locating a result referred to it is therefore useful to
know in advance the section in which it is to be found. 11
N1.2 Subdivision of the memoir
I maintained the subdivision of the memoir into an Introduction followed by Chap-
ters A through E, and the subdivision of the chapters into sections, with numbers
11The counter for results and the likes is reset at the beginning of each section.
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running from 1 to 19. 12 The results of these chapters are reproduced in the same
order, but I have inserted new results, remarks and examples. The formulations
of the results are mostly as before, disregarding some stylistic polishing, with two
important exceptions: the statement of the core result Theorem E4 contained a
hypothesis that is redundant; I have removed it in Theorem E16.4, the equivalent
of Theorem E4, and in all of its corollaries; secondly, Supplement E11 states a
claim that does not seem to follow from the offered proof; it may be correct, but
as I could not mend the original proof this claim is no longer stated in Supplement
E17.3 and the results based on it.
N2 Differences between memoir and monograph: details
In this section I list the more important changes, corrections as well as additions,
that distinguish this monograph from the memoir of 1985.
N2.1 Introduction
There are few changes here, disregarding some rewordings. The discussed results
are, of course, cited in their corrected form; in addition, I changed the names of
the groups G and S, used in the memoir, into F and T , the names that have
become standard for two of Richard Thompson’s well-known groups.
The monograph has now two prologues, the Introduction and the Preface; their
subject matters overlap considerably. I decided to maintain the old introduction
as it reflects the outlook on the subject Robert and I had when we wrote the
memoir, while the preface, besides surveying the results of the memoir, tries also
to assess its achievements.
N2.2 Chapter A
The differences between the versions of Chapter A are quickly detailed. Theorem
A has been split into Theorem A4.1 and Lemma A4.2; the lemma states the basic
step in the proof of Theorem A in a more memorable form. The illustration in
section 5.1 has been transferred to Section 4 and expanded into Illustration A4.3.
It prepares for the applications of Theorem A4.1 made in [Ste92] and in [Lio08];
see section N3.1a for some comments. The proof of Corollary A5.2 contains now
more details than does the proof of Corollary A1∗, Remark A5.4 has been added,
the statement of Corollary A5.6 has been simplified, the illustration following
Corollary A4 in the first version has been removed and the proof of Corollary A5.8
has been slightly expanded.
12The final Section 20 has not been included into the monograph for reasons adduced in
section N2.10.
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N2.3 Chapter B
The changes in this chapter are of greater weight than those in the Introduction
and in Chapter A; they clarify proofs and correct errors.
N2.3a Section 7
In the memoir, formulae (7.4) and (7.5) are erroneously contracted into a single
one, namely
aff(a,p)g(a′, p′) = g(a+ p(a′ − a), p′)
and labelled (7-4). The lines following formula (7-7) become then incomprehen-
sible. In this monograph, the error has been corrected and the final part of the
proof of Theorem B7.1 has been polished.
N2.3b Section 8
The original proof of Proposition B8.1 is complete, but the ideas behind its cal-
culations do not stand out clearly. I rearranged therefore the reasoning so as to
make the strategy of the proof more transparent.
N2.3c Section 9
In the proof of the comparison result Lemma B9.1, I replaced the original PL-
homeomorphism by a PL-homeomorphism that is easier to define and which leads
to a simpler justification.
P-regular subdivisions are finite sequences of points in A∩ [0, 1] of a particular
kind and are constructed inductively. They can be coded by a sequence of the form
(1, p1;n2.p2; . . . , nℓ, pℓ) (see the paragraph containing formula (9.2) for explana-
tion). In the memoir, a subdivision is denoted by the letter S, in this monograph,
it is denoted by D and its code by S. Illustration B9.16 corresponds to the very
short section 9.3 in the memoir.
In the memoir, the proof of Proposition B9.5 and the Example B9.6 illustrating
it are both sketchy; the monographs gives more details. Remark B9.8 does not
figure in the memoir.
N2.3d Proof of Theorem B9.9
This proof is tricky. To help the reader in digesting it, I reworked the description of
the prospective set of generators (section 9.4), added illustrations B9.7 and B9.16,
and rearranged the proof of Lemma B9.12.
N2.3e Rectangle diagrams
Robert and I became acquainted with these diagrams through notes taken by Ross
Geoghegan. These notes recorded unpublished work of Matt Brin and Craig Squier
and contained examples of rectangle diagrams. Brin and Squier, in turn, had
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learned the notion of rectangle diagram in an early version of the paper [CFP96]
by Cannon et al. The rectangle diagrams in the Bieri-Strebel memoir are thus also
an offspring of Bill Thurston.
N2.4 Chapter C
In the memoir, Chapter C contains several passages which today seem rather
sketchy, if not obscure; some of them are erroneous. Most of the results formulated
in the chapter are, however, correct. I have therefore decided to rewrite much of
chapter and to round it off by several new examples. Here is the list of the main
changes and corrections.
N2.4a Section 10
In the memoir, a consequence of Higman’s Theorem 1, namely the first example of
[Hig54, Section 3], is stated as “Theorem”, but no proof is supplied. As Higman’s
argument is fairly short, I decided to include a variant of Higman’s Theorem 1
as Proposition C10.2 and to explain how this result entails the simplicity of the
derived group of B(I;A,P ). (The proof of Proposition C10.2 given in [BS14] has
a gap, pointed out to me by Jakub Gismatullin.)
N2.4b Section 11
In the 1985 text, the assertions stated now in Lemmata C11.1 and C11.2 are given
without proofs. I decided to promote them into lemmata followed by proofs, all
the more so as the second assertion is erroneous: the claim enunciated in the
lower part of page C-5 is that of Lemma C11.2, but with the hypothesis “ϕ is
a finitary PL-homeomorphism” weakened to “ϕ is a PL-homeomorphism”; this
weaker hypothesis does not allow one to deduce the conclusion, as is shown in
section 11.2b.
N2.4c Section 12.1
Lemma C11.2 is used in the proof of Proposition C12.1. In the first part the PL-
homeomorphism ϕ is affine and so the lemma applies. This first part quotes also
some details of the proof of Proposition B8.1. As this proof has been rearranged
so as to become more readable, I adopted the quotation accordingly. The second
part of the proof relies in the memoir on the mistaken analogue of C11.2. In this
monograph, an entirely different approach is used. Corollary C12.2 and Remarks
C12.3 do not figure in the memoir.
N2.4d Section 12.2
The second topic of Section 12 is the abelianization of the bounded group B =
B([0,∞[ ;A,P ). In a first step, Bab is written as an extension of the cokernel of
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H2(ρ) : H2(G1)→ H2(IP · A⋊ P ) by an auxiliary group K(A,P ); here G1 is the
kernel of the surjection
σ− : G([0,∞[ ;A,P )→ P.
This first step relies on Lemma C12.4 which asserts that G(I;A,P ) acts by the
identity on the abelian group B(I;A,B)ab as long as I 6= R. The analogue of
this lemma figuring in the memoir asserts more, namely that the action of the
group G(I;A,P ) on the homology groups Hj(B,Z) is trivial in every dimension
j. This claim is correct, but its proof is rather sketchy. As the general result is
only needed in a minor point of the memoir and as the length of a complete proof
seems out of proportion with the interest in the claim, I have omitted the more
general assertion.
In the memoir, the first step is followed directly by a study of the cokernel, the
outcome being summarized in Lemma C5. Here the study of the cokernel is given
in section 12.2b and it is summarized by Proposition C12.10. The description of
cokerH2(ρ) calls for an investigation of the vanishing of the groups Hj(P, IP ·A).
In the memoir, this analysis is the topic of section 12.4, here that of section 12.2c.
The findings are collected in Lemma C12.8; this lemma improves on Lemma C6
in the memoir and is followed by a new illustration, Example C12.9.
N2.4e Section 12.3
This section corresponds to section 12.4 in the memoir. Its topic is the study of
the abelian group K(A,P ). The results obtained therein are then used in sections
12.3c and 12.4 of the monograph, sections which replace sections 12.5 and 12.6 in
the memoir.
The group K(A,P ) is (isomorphic to) the kernel of the homomorphism
ρ¯ :
{
Z[(A∩ ]0,∞[)∼]⊗ P −→
(
(IP ·A)/(IP 2 · A))× P,
G1 · a⊗ p 7−→ ((1 − p)a+ IP 2 ·A, p).
(N2.1)
In this formula, (A∩ ]0,∞[ )∼ denotes the space of orbits in A∩ ]0,∞[, of the group
G1 = ker (σ− : G([0,∞[ ;A,P )). This orbit space has the cardinality of A/(IP ·A)
and so the domain of the map ρ¯ is written Z[A/(IP · A)] in the memoir. This is,
however, a dangerous substitution: the elements of the orbit space are represented
by positive elements of A, while the cosets in A/(IP ·A) are represented by arbitrary
elements of A. The formula describing ρ¯ in the memoir does not respect this fact.
In the monograph, the domain of ρ¯ is always written Z[(A∩ ]0,∞[ )∼] and great
care is exercised when the facts that (A∩ ]0,∞[ )∼ and A/(IP ·A) have the same
cardinality and that A/(IP ·A) has the structure of an abelian group, are used.
The proof of Proposition C12.10 relies on an auxiliary result, called Lemma
C12.11. The proof of this lemma makes use of an elementary argument which
has been communicated to me by J. R. J. Groves; it replaces the more conceptual
argument, based on properties of the tensor product, given in the memoir. The
second part of the proof of Proposition C12.10 is new and relies on the explicit
construction of non-trivial elements of Bab carried out in Example C12.6.
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Corollary C12.12 is an application of Proposition C12.10; it is called Propo-
sition C9 in the memoir. Its proof establishes a claim that is part of Lemma
C8.
Example C12.13 is an addition to this text; it replaces Corollary D12, a result
stated in Remark 15.3 which figures no longer in the monograph. 13 In this
example I also point out a fact, stated by M. Stein on page 478 of her article
[Ste92]: the derived group of G([a, c];A,P ) coincides with the derived group of
B([a, c];A,P ), and so it is simple, for every slope group P 6= {1} and every Z[P ]-
module A. 14
N2.4f Section 12.4
This section follows closely section 12.6 of the memoir, but supplements the fi-
nal result by a more detailed discussion of its utility. Examples C12.15 have no
counterpart in the memoir.
N2.4g Section 12.5
Let G˜ denote the group G(R;A,P ) and B˜ its subgroup of bounded elements. The
aim of sections 12.7 and 12.8 in the memoir is to show, by way of examples, that
G˜ can act non-trivially on the abelianization of B˜, in contrast to the conclusion of
Lemma C12.4. This aim is attained in a roundabout manner. One considers first
the extension B˜ →֒ G˜։ G˜/B˜ and its associated 5-term sequence
H2(G˜)
H2(λ,ρ)−−−−−→ H2(G˜/B˜) d2−→ B˜/[B˜, G˜] ι∗−→ G˜ab (λ,ρ)ab−−−−→ (G˜/B˜)ab → 1
and verifies then that the map (λ, ρ)ab is bijective. The group B˜/[B˜, G˜] is thus a
quotient of the multiplicator of the quotient group G˜/B˜; this group is metabelian.
In the special case where P is cyclic, generated by an integer p ≥ 2, and A = Z[1/p],
a presentation of G˜/B˜ is then constructed that allows one to deduce thatH2(G˜/B˜),
and hence B˜/B˜, G˜], are generated by at most 2 elements. The group B˜ab, on the
other hand, is isomorphic to Bab (by Proposition C10.1), hence free abelian of
rank p−2 by Illustration A4.3 and Corollary C12.12. So the commutator subgroup
[B˜, B˜] of B˜ is a proper subgroup of [B˜, G˜] whenever p > 4.
The proof given in the monograph is straightforward: the orbits Ω of the
action of B˜ on A are the cosets of IP ·A of A. The homomorphism ν and the PL-
homeomorphisms discussed in Example C12.6 imply then that every translation
with amplitude a ∈ Ar IP · A acts non-trivially on B˜ab.
N2.5 Chapter D
The changes in this chapter are less important than those in Chapter C. They aim
mainly at making the proofs more readable.
13The Note N2.5e gives the reason for this deletion
14see also sections N3.2a and N3.2c
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N2.5a Preamble to Chapter D
This introductory text is new.
N2.5b Section 13
This section studies presentations of the group G(R;A,P ). The starting point
are relations (13.7), (13.8), (13.9) and (13.10). In the memoir, few details about
the derivation of these relations are given; for the monograph, I have therefore
supplied some details. Remark D13.2 does not figure in the memoir.
Section 13.3 is a combination of sections 13.5 and 13.6 in the memoir. The
proof of Proposition D13.7 is rather tricky. I have therefore added an introductory
section 13.3a; it explains where the crux of the matter lies. Moreover, I have
replaced the term P-adic expansion, used in the memoir, by the locution generated
as a semi-group with operators in P . The examples in section 13.3c are based on
Proposition D13.7 mentioned before. They are identical with those discussed in
the memoir.
N2.5c Section 14
In the memoir, the analogue of Theorem D14.2 and the proof of this analogue
make up sections 14.3 through 14.7. For the monograph, I have combined these
sections into a single one and I have inserted an application into the proof; it is
given in section 14.3b. In addition, I have expanded the third stage of the proof
and corrected an error.
N2.5d Proofs of Propositions D14.7 and D15.10
The proofs of these results involve calculations that are rather similar. In the
memoir, the two proofs are shown to be consequences of a single general argument.
Here I give, in the interest of clarity, direct proofs for each of the two cases.
N2.5e Remark 15.3 in the memoir
This remark describes an approach to the computation of Bab where B is the
group B(I;A,P ) and I = [a, c] is a compact interval with endpoints in A. The
idea is to use the isomorphism
α : B([0,∞[ ;A,P ) ∼−→ B(I;A,P ),
afforded by Proposition C10.1, and the monomorphism
νab : B([0,∞[ ;A,P )ab ֌ Z[(A∩ ]0,∞[)∼]⊗ P,
studied in section 12.2, to derive information on the similarly defined homomor-
phism
ν∗ : B([a, c];A,P )ab ֌ Z[(A∩ ]a, c[)∼]⊗ P.
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The isomorphism α is induced by conjugation by an infinitary PL-homeomor-
phism ϕ, whence the square occurring in the statement of Lemma C11.2 may not
be commutative. This property, however, is used in the analysis carried out in
Remark 15.3. So the conclusions of the remark are in doubt.
One of these conclusions is Corollary D12, the statement of which is identical
with that of Corollary C12.12.
N2.6 Chapter E: minor changes in Sections 16 and 17
In Chapter E there are minor changes and two important ones which deserve
detailed comments. I begin with minor changes.
N2.6a Preamble to Chapter E
This preamble does not figure in the memoir.
N2.6b Section 16
The proof of the original version of Lemma E16.2 contains a gap. In the mono-
graph, it is closed by replacing the old hypothesis by a stronger one. One arrives
thus at the actual Lemma E16.2 and its proof. This modification has no impact on
the statement of Theorem E16.3 and its main application, Theorem E16.4. The
proof of the ancestor of Theorem E16.3, given in the memoir, omits details of some
verifications; here, they have been filled in.
In the memoir, the proof of the uniqueness part of the analogue of Proposition
E16.6 is rather sketchy. Here the missing bits have been added. Similarly, the
proofs of Propositions E16.8 and E16.9 have been expanded so as to render easier
their comprehension.
N2.6c Section 17
The proof Corollary E17.6 is the same as in the memoir, but I changed the state-
ment of the corollary slightly: in the memoir, the isomorphism types of the groups
in the family {G([0, b];A,P ) | b ∈ A>0} are shown to correspond to the orbits of
the group Aff(IP ·A,Auto(A)) acting on A; here, the isomorphism types match the
orbits of the group Auto(A) or, equivalently, the orbits of the group Auto(A)/P
acting on the group A/(IP ·A). This second formulation shows more clearly than
the previous one that the determination of the isomorphism types often boils down
to the geometric problem of finding the connected components of a finite graph;
this happens for instance, if A = Z[P ] and P is generated by finitely many positive
integers.
In the memoir, the statement of Corollary E17.7 is rather condensed. Here a
more leisurely wording is given and details have been added to the proof.
Corollary E17.7 provides explicit descriptions of the outer automorphism group
of the group G(I;A,P ) with P a non-cyclic group and various types of intervals
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I. It allows one to obtain a description of the automorphism group of G(I;A,P ).
It is given in Corollary E17.8 that is an addition to the monograph.
N2.6d Group Aut(A)
In the course of Section 17 a new concept comes to the fore, the group Aut(A) =
{s ∈ R× | s · A = A}, called the automorphism group of A, and its subgroup
Auto(A) = {s ∈ R×>0 | s ·A = A}. To help the reader in getting familiar this new
concept, some examples of automorphism groups are given in section 17.3b, along
with examples illustrating part (v) of Corollary E17.7.
N2.7 Chapter E: Theorem E16.4 and its proof
Theorem E16.4 is a consequence of Theorem E16.3 and the transitivity properties
of the derived group of B = B(I;A,P ) and those of the derived group of B¯ =
B(I¯; A¯, P¯ ), established in Section 5, in particular, in Remark A5.7.
The derived group of B and that of B¯ must satisfy a technical condition, they
must contain strictly positive elements. In 1985, the existence of such elements was
not known to Bieri and Strebel; accordingly, one reads at the bottom of page E-8
of the memoir: “We do not know whether B′ contains always a strictly positive
element” and so the existence of such elements is a hypothesis in Theorem E4 and
in its corollaries. In [MR05], S. H. McCleary and M. Rubin then point out that
the existence of such elements is a consequence of the remaining hypotheses. On
page 125 they write:
From a more general result [. . . ], Bieri and Strebel [BS85a, Theorem
E4] deduce part (2) of the present Theorem 7.6 [. . . ], provided each
groupHi contains a positive element. Here, besides deducing the entire
First Order Reconstruction package (see Theorem 7.6), we find that
the positivity hypothesis can be discarded.
I noticed at the beginning of the year 2014 that the existence of strictly positive
elements can also be established by a direct construction.
In this monograph, this construction is used twice in the proof of Theorem
E16.4: firstly to show that the existence of strictly positive elements with bounded
support need not be postulated and secondly to establish that the homeomorphism
ϕ maps the subset A ∩ int(I) onto A¯ ∩ int(I¯). The proof of the preparatory
Theorem E16.3 is an adaptation of the proof of the Main Theorem 4 in [McC78].
N2.8 Chapter E: Supplement E17.3 and its proof
Theorem E17.1 considers an isomorphism α : G ∼−→ G¯ where G is a subgroup
of G(I;A,P ) containing the derived group of B(I;A,P ) and where G¯ has analo-
gous properties. The theorem shows that α is induced by a PL-homeomorphism
ϕ : int(I)
∼−→ int(I¯) with slopes in a single coset s · P of P and that P¯ = P . The
aim of the supplement to Theorem E17.1 is to relate the intervals I and I¯ under
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the additional hypothesis that G = G(I;A,P ) and that I is either a line, a half
line with endpoint in A or a compact interval with endpoints in A.
In the memoir, the result corresponding to Supplement E17.3 claims that I¯
is then of the same type as I. The supplement in this monograph asserts less:
it assumes at the outset that I and I¯ have the same type and claims that G¯ =
G(I¯ ; A¯, P ) and that ϕ is a finitary PL-homeomorphism.
If I is the line R, the assumption that I and I¯ have the same type can be
dispensed with (see Lemma E17.2). But, as pointed out in Remark E17.4 (ii), I do
not know whether or not there exists, e.g., a monomorphism βb : G([0, b];A,P )֌
G([0,∞[ ;A,P ) with P not cyclic and so that im βb contains the derived group of
B([0,∞[;A,P ). (Such monomorphisms exist if P is cyclic; see section 18.2.)
N2.9 Chapter E: minor changes in Sections 18 and 19
N2.9a Section 18
In the memoir, the proof of the analogue of Theorem E18.1 relies on an argument
that is now used in Part 2 of the proof of Supplement E17.3. The proof in the
monograph refers to this Part 2. No proof of Lemma E18.2 figures in the memoir
and so I have added one for this monograph. In addition, I have corrected the
formula for u¯2,b and the preamble to Lemma E18.8. The claim of Proposition
E18.6 is not justified in the memoir. Here a rather lengthy proof is provided and
several rectangle diagrams have been added.
Corollary E18.7 is new. It is a simple, but useful observation on increasing
isomorphisms induced by conjugation by homeomorphisms that is used in the
proof of Lemma E18.8 and implicitly in the proof of Lemma E18.12. Lemmata
E18.8 and E18.9 are likewise new. The proofs of these results justify a claim voiced
at the very end of section 18.6 in the memoir.
Section 18.4d is a thoroughly rewritten and greatly expanded version of section
18.8 in the memoir. It embodies ideas that go back to the paper [BW07] by C.
Bleak and B. Wassink and it promotes the statement made in the last two lines
of section 18.8 of the memoir to Theorem E18.13. Remark E18.14 is a reminder
that seems called for at this juncture, but which is not part of the memoir.
Example 18.9 in the memoir has been discarded. There exists by now far more
general results which bring home the fact that the integral homology groups of
G([0, b];A,P ) do not allow one to determine whether, in case of non-cyclic slope
groups, intervals of different lengths give rise to non-isomorphic groups; see [Ste92,
Lemma 4.1].
N2.9b Section 19
This section has been reworked thoroughly. I have combined sections 19.2, 19.3
and 19.4 into the new section 19.2. More important, however, are the additions
to the proofs and remarks.
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Remark E19.1 figures in the first version, but with fewer details. I changed
the name G(R /Z p;A,P ), employed in the memoir, into T (R /Z p;A,P ) so as to
align it with the notation used by Melanie Stein in [Ste92].
The long section Section 19.2b discusses the automorphism group and the outer
automorphism group of G = G([0,∞[ ;A,P ) in the case where P is a cyclic group
generated by a real number p > 1. By Theorem E16.4 the determination of AutG
amounts to finding the normalizer AutG of G in Homeo( ]0,∞[ ). In the memoir
AutG is described in Lemma E18 by exhibiting subgroups that generate it. Here, I
pass from the very beginning to the copy G¯ of G in G(R;A,P ), afforded by Lemma
E18.3, and characterize then G¯ by conditions involving the homomorphism λ and
ρ; see Proposition E19.3. A consequence of this characterization is Corollary E19.4;
it describes Out G¯ in the same way as does Proposition E19 in the memoir.
Section 19.3, the last part of Section 19 discusses the automorphism group of
the group G = G([0, 1];A,P ), assuming that the number 1 lies in A. As before,
one passes to the realization G¯ ⊂ G(R;A,P ) and then restricts attention to the
subgroup AutPL G¯ of Aut G¯ made up by the elements which are PL. Two results
are obtained: a characterization of the elements of AutPL G¯ and a description of
OutPL G¯ as an extension of two better known groups; see Corollary E19.8. (The
corollary corrects an error contained in the the final assertion of Proposition E20
in the memoir.)
N2.10 Chapter E: omitted Section 20
Section 19 investigates the group of automorphism of a group G = G(I;A,P ) with
cyclic slope group P . It shows, in particular, that every automorphism of such a
group is induced by conjugation by a PL-homeomorphism if I is a line or a half
line, but it does not answer the question whether this conclusion continues to be
valid if I is a compact interval with endpoints in A. The memoir finishes therefore
with a section that tries to shed light on this unanswered question.
Closer scrutiny of this attempt discloses that the exposition is uneven and the
results themselves are premature. The only group to which the obtained results
seem to apply is Thompson’s group F ; for this group, however, far more detailed
and complete results have since been obtained by Matthew Brin in [Bri96]. Brin
proves, in particular, that every automorphism of a group G sandwiched between
F ′ and F is induced by conjugation by a PL-homeomorphism; see Theorem 1
in [Bri96]. In addition, it is now known, thanks to the work of M. Brin and
F. Guzmán, that the automorphism groups of the generalized Thompson groups
G[p] = G([0, 1];Z[1/p], gp(p)) behave quite differently if the integer p is greater
than 2: there exists then automorphisms which are exotic, i.e., induced by conju-
gation by a homeomorphism that is not piecewise linear; see [BG98, p. 285] and
the comment on item (III) on page 289.
In view of the stated facts I have decided not to include Section 20, or a slight
amendment of it, into this monograph.
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N3 Related articles
The Bieri-Strebel memoir studies a collection of groups that depend on three
parameters, the interval I containing the supports, the group P containing the
slopes and the Z[P ]-submodule A of Radd where the breaks lie. For some of the
discussed problems, the memoir, and hence this monograph, is best viewed as a
complement to the more recent literature, providing a background to more detailed
results on groups defined by more special values of I, A and P .
In this section, I survey some articles that use findings of the memoir or are
related to them.
N3.1 Chapter A
Groups of PL-homeomorphisms of the real line are, of course, examples of groups
of automorphisms of a linearly ordered set. In the literature on such groups one
often finds the hypothesis that the group act ℓ-fold transitively (in the sense of
order preserving permutation groups) on an orbit Ω. The first example in [Hig54,
§ 3] furnishes an illustration with ℓ = 2, while Corollary 3 and the Main Theorem
4 in [McC78] provide examples with ℓ = 3.
In the monograph, the hypotheses are expressed in terms of parameters I, A,
P , and, in some cases, by the position of the group inside the group G(I;A,P ).
There exists a basic result, namely Theorem A4.1, which brings to light that this
kind of hypotheses has useful consequences; it asserts that G(R;A,P ) contains a
PL-homeomorphism mapping an interval [0, b] with endpoint in A onto another
such interval [0, b′] if, and only if, b′ − b lies in the submodule IP ·A.
This result is remarkable in several ways: first of all, it holds for all choices of
A and P , and it involves the submodule IP · A which is familiar from Homology
Theory of Groups. It implies that the orbits of G = G(I;A,P ) are dense in A ∩ I
for all choices of I, A and P , and that G acts ℓ-fold transitively on every such
orbit for any given ℓ ∈ N, provided merely that I 6= R or that IP · A = A. The
quotient module A/(IP ·A) is involved in other questions treated in the monograph:
finite generation of G(I;A,P ) (see Proposition B6.1), finite generation of Bab (see
Proposition C12.10 and Lemma D13.6) and finite presentability of G(R;A,P ) (see
Proposition D13.3).
It also sheds light on the abelianization of the generalized Thompson group
T (R /Z p;A,P ) (see Remark E19.1). A related use occurs in the paper [BG98];
see section N3.5g below for details.
N3.1a Choices of A and P
Theorem A4.1 holds for all choices of A and P . In the literature on generalized
Thompson groups typically very special choices are considered. Most prominent
among them is the case where A is the subring Z[P ] generated by the group P ;
the quotient module A/(IP ·A) is then a cyclic group.
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As regards P , several authors choose P to be a group generated by finitely
many positive integers pi > 1, in particular Ken Brown in [Bro87, Section 4],
Matt Brin in [Bri96], then M. Brin and F. Guzmán in [BG98], Isabelle Liousse in
[Lio08] and Dongping Zhuang in [Zhu08]. The article [Ste92] by Melanie Stein is
an exception: in some parts the author uses the special choice mentioned before,
but in the proof of Lemma 4.1 and in Section 5 the parameters A and P can
be arbitrary. The papers [Cle95] and [Cle00] deal with another kind of subgroup
P : in the first of them, P is the cyclic group generated by the algebraic integer
p = 1 +
√
2, in the second P is generated by the algebraic integer (1 +
√
5 )/2.
From the point of view of an analyst the group G(R;R,R×>0) and its subgroups
G(I;R,R×>0) are also of interest. These groups have been studied by C. G. Chehata
in [Che52]; see section N3.2b below. The module A is then, once more, the ring
generated by the group P = R×>0.
N3.2 Chapter C
Let B and G denote the groups B(I;A,P ) and G(I;A,P ). According to Corollary
C10.3, the derived group of B is simple. The quotient group G/B, on the other
hand, is metabelian but not abelian if I is a line or a half line, and isomorphic
to P × P , hence a non-trivial abelian group, if I is a compact interval with end
points in A. 15 Moreover, the group G acts by the identity on Bab whenever I 6= R
(see Lemma C12.4). The quotient group G/B′ is thus always a soluble group of
derived length at most 3; it is center-by-metabelian if I is a half line and nilpotent
of class at most 2 if I is a compact interval. 16
The quotient group G/B can be described explicitly in terms of the parameters
A and P , but the situation is more involved for Bab. Fortunately, B and hence
Bab, do not depend on I (by Proposition C10.1), and one can describe a quotient
K(A,P ) of Bab rather well (see Proposition C12.7). Proposition C12.10 then
states that this quotient is trivial if, and only if, A = IP ·A and that it is finitely
generated if, and only, if A = IP · A, or if P is finitely generated and IP · A has
finite index in A. This proposition furnishes thus a necessary condition for Bab
to be trivial (and hence B to be simple). There exists also a sufficient condition
for the vanishing of Bab which, however, is far stronger that the stated necessary
condition; see Theorem C12.14.
N3.2a The paper [GG16] by Ś. R. Gal and J. Gismatullin
Corollary C10.3 asserts that the derived group B′ of B = B(I;A,P ) is simple for
every choice of the parameters I, A and P . Its proof is a variation on a proof
which goes back to Higman’s paper [Hig54]; it consists of four steps, the first three
of which constitute the proof of Proposition C10.2. This result just mentioned
15See Corollaries A5.3 and A5.5 for more precise statements.
16The group is actually abelian; see sections N3.2c and N3.2d.
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deals with a group B 6= {1} satisfying the following commutativity property:{
For every ordered pair (x, y) ∈ B2 and every z ∈ B r {1}
there exists u ∈ B such that the equation [ ux, zuy] = 1 holds. (N3.1)
In a first step, one deduces from the above property that, given (x, y, z) ∈ B3
with z 6= 1, the commutator [x, y] is a product of two conjugates of z and of two
conjugates of z−1. It follows, first of all, that every non-trivial normal subgroup
of B contains B′. Assume now that B is not metabelian. Then B′′ contains the
minimal normal subgroup B′, and so B′′ = B′ is a minimal normal subgroup of
B. In a third step one then shows that the element u mentioned in condition N3.1
can be chosen inside B′ if the elements x, y and z 6= 1 lie in B′. It follows that B′
is a non-abelian simple group.
The proof actually shows more: if B is not metabelian and z ∈ B′ r {1}, one
can find, given (x, y) ∈ B′ ×B′, elements b1, . . . , b4 in B′ so that
[x, y] = b1z · b2z−1 · b3z · b4z−1.
For every conjugacy class C 6= {1}, and each couple (x, y) ∈ (B′)2, there exists
therefore elements z1, . . . , z4 in C ∪C−1 so that [x, y] = z1 · · · z4. This finding and
the fact that B′ = B′′ prompt the question whether the group B′ is uniformly
simple in the sense of the following
Definition 1 ([GG16]) Let H be a group and n a positive integer. Then H
is called n-uniformly simple if, for each non-trivial conjugacy class C ⊂ H , every
h ∈ H is a product of at most n elements in C ∪C−1. The group is called uniformly
simple if it is n-uniformly simple for some positive integer n.
The question raised in the above has been answered by Ś. R. Gal and J. Gis-
matullin: according to [GG16, Remark 3.5] the derived group B′ of every bounded
group B(I;A,P ) is 6-uniformly simple (see [GG16, Remark 3.5]). In the proof of
the stated result, the authors make heavy use of a technique developed by D.
Burago et al. in [BIP08].
N3.2b The paper [Che52] by C. G. Chehata
In [Che52], the author studies groups of “bounded” PL-homeomorphisms of an
ordered field (F,<). More precisely, given an ordered field and a closed interval
I ⊆ F , Chehata considers the group that could be called B(I;Fadd, F×>0), on
the understanding that the definition of intervals in the field of real numbers is
generalized in the obvious way to intervals of ordered fields. His findings include
results that are familiar from Chapters A and C: Lemma 1 in Chapter I is an
analogue of Theorem A4.1 and Lemma 9 in that chapter is the special case of
Proposition C10.1 with (A,P ) = (Radd,R×>0). The main result of Chapter II in
[Che52] claims that the group B(I;Fadd, F×>0) is simple for every ordered field
(F,<). 17 This result has been improved by Ś. R. Gal and J. Gismatullin; they
17In the special case where F is a subfield of R with the induced order relation, this result
follows also from Corollary C10.3 and Theorem C12.14.
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show that the group B(I;Fadd, F×>0) is 6-uniformly simple (see [GG16, Remark
3.5]).
N3.2c The papers [Bro87] by Ken Brown and [Ste92] by Melanie Stein
Two articles published after 1985 deal with the quotient group G/B′. In [Bro87],
Ken Brown considers a subgroup Fn of the group G(R;Z[P ], P ) where P is a
cyclic group generated by an integer n ≥ 2. In the set-up of this monograph, the
subgroup Fn can be described like this. According to Lemma E18.4 the group
G = G([0, 1];Z[P ], P ) with P = gp(n) can be realized as the subgroup G¯ of
G(R;Z[P ], P ) made up of all PL-homeomorphisms g¯ which are translations near
−∞ and near +∞ with amplitudes that are (uncoupled, integer) multiples of n−1.
Let h : R ∼−→ R be the translation with amplitude 1 and set Fn = G¯ ·gp(h). Then
G¯ has index n − 1 in Fn. The reasoning in section 18.3a shows next that G¯ is
generated by the translation z0 with amplitude n−1 and the PL-homeomorphisms
zi(t) =

t if t < i− 1
p(t− i) + i if i− 1 ≤ t ≤ i
t+ (p− 1) if t > i
,
the index i varying over Nr{0}. The relations hzi = zi+1 hold for every index
i > 0; they show that Fn is an ascending HNN-extension with base group gp({zi |
i > 0}) (isomorphic to G 18) and stable letter h. Ken Brown states in the Remark
on page 63 of [Bro87] that Fn/[B,B] is metabelian, but not abelian, whenever
n > 2.
In [Ste92], M. Stein states Lemma 4.1, a result due to Ken Brown. The proof
of this lemma is quite general; it shows, in particular, that G′ = B′ for every
slope group P , module A and group G = G([0, b];A,P ) with b ∈ A (disregard the
statement in the second line of the proof which asserts that the exact sequence
0→ Bi incl.−−−→ Fi ρ−→ P × P → 0
splits). For a compact interval I, the group G/B′ is thus always abelian, not
merely nilpotent of class at most 2. A special case of this conclusion follows also
from the exact sequence (12.22), displayed in Example C12.13.
N3.2d An observation due to Ś. R. Gal and J. Gismatullin
Ś. R. Gal and J. Gismatullin rediscovered recently the result, mentioned in the
previous paragraph, according to which the derived group of G = G([0, b];A,P )
coincides with the derived group of B([0, b];A,P ). Their proof is short and goes
like this.
Let g1, g2 be elements of G. The support of the commutator [g1, g2] is contained
in an interval of the form [b1, b2] with b1, b2 in A and and 0 < b1 < b2 < b. Choose
18This follows, e.g., from Lemma E18.5.
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b′1 ∈ IP ·A with 0 < b′1 < b1 and b′2 ∈ b+IP ·A so that b2 < b′2 < b. Theorem A4.1
allows one then to construct an element h ∈ G(R;A,P ) that is the translation with
amplitude b′1 on ] −∞, 0], the identity on [b1, b2], the translation with amplitude
b′2− b on [b,∞] and which maps the interval [0, b1] onto the smaller interval [b′1, b1]
and the interval [b2, b] onto [b2, b′2]. Then
[g1, g2] =
h[g1, g2] = [
hg1,
hg2] ∈ G([b′1, b′2];A,P ) ⊂ B([0, b];A,P ).
N3.3 Finiteness properties — I a line or half line
Thompson’s group F has striking properties: it is finitely generated, has a presen-
tation with infinitely many generators of a particular kind, and a representation
in G([0, 1];Z[1/2], gp(2)) that is is dense in the space of all increasing homeomor-
phisms of the unit interval (see section 1.1 and Corollary A5.8). One of the aims
of the Bieri-Strebel memoir is to find out which of these properties persist and,
if so, in what form they do if one passes from the group G([0, 1];Z[1/2], gp(2)) to
the more general groups G(I;A,P ).
It turns out that there is a marked contrast, for results as well as techniques
leading to them, between groups where I is a line or half line, and groups where
I = [0, b] is a compact interval with end point b ∈ A. The discussion of the
finiteness properties will therefore be spread over two sections. In this one, results
for intervals of infinite length will be discussed.
N3.3a Finite generation
We start out with necessary conditions for G = G(I;A,P ) to be finitely generated.
Clearly, a group can only be finitely generated if it is countable; and a countable
group is finitely generated if, and only if, it cannot be written as union of an
infinite, properly ascending chain of subgroups. These observations are exploited
in the proof of Proposition B6.1, a result which holds for all types of intervals.
It shows that G can only be finitely generated if P is finitely generated, A is
a finitely generated Z[P ]-module, A/(IP ·A) is finite or I = R, and if the (finite)
endpoints of I lie in A.
I turn now to groups which have been shown to be finitely generated. All the
positive results I am aware of start out with an infinite sets of generators G and
prove then that a finite subset Gf of G is already generating. The methods leading
to such a generating set G differ widely for intervals of infinite length and for those
of finite length. If I is a half line, the group G = G(I;A,P ) is generated by the
elements with one singularity and there is a very simple presentation in terms of
these generators (see section 8.1; cf. [BS85b, Corollary (2.6)]). The situation for
a line is similar: then G is generated by the elements with at most one singularity
and there exists an explicit presentation with these generators, due to Brin and
Squier (see [BS85b, Corollary (2.8)] or Section 7).
Starting with the specified infinite generating sets, the relations in the Brin-
Squier presentations allow one to infer that the stated necessary conditions are
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also sufficient. If I is a line, the proof of this claim is simple, but if I is a half line
it is more involved; see the proofs of Theorems B7.1 and B8.2.
N3.3b Finite presentation
The results for finite presentations obtained so far are less satisfactory than those
for finite generation: all that is known are necessary, and far more demanding
sufficient, conditions.
This state of affairs is even true if I is the real line. If G admits a finite
presentation then so does its metabelian quotient Aff(A,P ) ∼= A⋊P and A/(IP ·A)
is finite (see Proposition D13.3). Note that Aff(A,P ) is finitely generated if, and
only if, P is a finitely generated group and A is a finitely generated Z[P ]-module.
19 The stated necessary condition for a finite presentation of G is thus stronger
than the condition for finite generation. The only known sufficient condition for
finite presentability is rather technical; see Proposition D13.7 for details. This
sufficient conditions holds, in particular, if A = Z[P ] and P is freely generated by
a finite set of (positive) integers (see Example 1 in section 13.3c).
Suppose now I is a half line. There exists then a necessary condition for finite
presentability that is stronger than that for finite generation: P must be finitely
generated, A must be finitely generated Z[P ]-module, A/(IP · A) must be finite
and, in addition, A⋊ P must admit a finite presentation (see Proposition D14.1).
No satisfactory sufficient condition for finite presentability is known. There exists,
however, a collection of finitely presented examples where A = Z[P ] and P is freely
generated by a set of positive integers (Theorem D14.2). In case P is cyclic, the
finite presentability of these groups has been proved earlier on by M. Brin and C.
Squier; see Theorem (2.9) in [BS85b].
N3.4 Finiteness properties — I = [0, b] with b ∈ A
The situation for groups with I = [0, b] differs widely from that for groups with I
the line or a half line. Here are some key facts about these groups:
• the known necessary conditions for finite generation and those for finite
presentation coincide;
• all groups known to be finitely generated have A = Z[P ] and P is either
generated by positive integers, or cyclic generated by a quadratic algebraic
integer;
• all groups known to be finitely generated admit a finite presentation and are
of type FP∞.
So far the approach propounded by the Bieri-Strebel memoir — study groups
G(I;A,P ) with parameters (I, A, P ) varying in some fairly wide classes — has
19In view of Theorem B7.1, the group G(R;A,P ) is thus finitely generated if, and only if, its
quotient group Aff(A, P ) is so.
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not been fruitful for the study of finiteness properties of groups with I a compact
interval (having endpoints in A). Indeed, only one general fact about finiteness
properties of this kind of groups seems to be known, namely Lemma B9.1; it asserts
that whether or not a group is finitely generated does not depend on the length b
of the interval I = [0, b].
N3.4a The papers [Bro87] by Ken S. Brown and [Ste92] by Melanie Stein
I begin by describing one kind of groups studied in these papers. Let P =
{p1, . . . , pk} be a finite set of integers greater than 1, put P = gp(P), A = Z[P ]
and choose a number ℓ ∈ A>0. Set
F (ℓ, A, P ) = G([0, ℓ];A,P ). (N3.2)
Melanie Stein investigates these generalized F -groups in [Ste92]. Among them
are the groups Fn,r studied by Ken Brown in [Bro87, Section 4] 20 and the groups
G[P ] = G([0, 1];Z[1/(p1 · · · pk)], gp(P)] with P = {p1, . . . , pk}
examined in Sections 9 and 15 of the Bieri-Strebel memoir. Stein determines
first when two F -groups are isomorphic to each other for obvious reasons. The
homothety θp : t 7→ p · t with p ∈ P allow one to replace ℓ by p · ℓ; so ℓ can
be assumed to be a natural number. Next, there exists a PL-homeomorphism
f : [0, ℓ]
∼−→ [0, ℓ′] in G(R;A,P ) if, and only, if ℓ′−ℓ is a multiple of d = gcd{pj−1 |
1 ≤ j ≤ k} (see [Ste92, pp. 479–480], or Theorem A4.1 and Illustration A4.3).
It suffices thus to consider ℓ ∈ {1, 2, . . . , d}. 21 Stein gives a second preliminary
result. By assumption, the group P is generated by finitely many integers pi > 1
and it is free abelian; the given integers, however, need not form a basis. Her
Proposition 1.1, due to Ken Brown, now guarantees that one can always find a
new set of integers which is multiplicatively independent. This result implies, in
particular, that the requirement that P is a basis of P can be dispensed with in
Proposition D13.1 and allows one to simplify the proof of Theorem D14.2.
I continue with a word on the proofs of finiteness properties of the groups
F (ℓ;A,P ). They involve the construction of a useful infinite generating set. In
the proof given in section 14.3, this fact is evident. In the papers by Brown and
Stein, it is hidden in the verification that a certain poset is directed (see the
first paragraph of [Ste92, p. 481]). This poset gives rise to a contractible simplicial
complex X acted on by the group F (ℓ, A, P ). By exhibiting and analyzing suitable
contractible subcomplexes of X , M. Stein is able to establish that, for every slope
group P generated by finitely many positive integers and A = Z[P ], each of the
groups F (ℓ, A, P ) with ℓ ∈ {1, . . . , d} admits a finite presentation and is of type
FP∞ (see [Ste92, Theorem 2.5]).
20Here k = 1, r = ℓ ∈ N and n = p1.
21The results in Chapter E allow one to go further and to determine which pairs of lengths
lead to isomorphic groups; for k = 1 all groups are pairwise isomorphic (see [Bro87, Proposition
4.1] or Theorem E16.7; for k > 1 Corollary E17.6 has the answer. Notice that for d > 1 (and
k > 1), the groups with ℓ = 1 and with ℓ = d are never isomorphic.
N3 Related articles 181
I conclude my sketch with a word on Lemma 4.1 in [Ste92]; it holds for arbitrary
values of A and P . The lemma shows that the homology groups Hj(F (ℓ, A, P ))
depend only on those of B([0, ℓ];A,P ) and of P×P ; more precisely, H∗(F (ℓ, A, P ))
is shown to be isomorphic to the tensor product B∗([0, ℓ];A,P )⊗H∗(P × P ).
In conjunction with Proposition C10.1 this finding implies that the homology
groups H∗(−;Z) do not allow one to prove that intervals of different lengths ℓ 6= ℓ′
may lead to non-isomorphic groups F (ℓ, A, P ) and F (ℓ′, A, P ). So Corollary E17.6
maintains its merits.
N3.4b The papers [Cle95] and [Cle00] by Sean Cleary
I return to the concept of P-regular subdivision, introduced in section 9.2. Suppose
P is a singleton consisting of an integer p ≥ 2; set P = gp(p) and A = Z[P ]. Then
every affine interpolation of P-regular subdivisions of I = [0, 1] with the same
number of points produces an element f ∈ G(I;A,P ), and every element f ∈ F
arises in this way. The proof of this claim is rather simple; see, e.g., [Bro87,
Proposition 4.4]. 22
In [Cle95], Sean Cleary introduces P-regular subdivisions for p = ω = √2 + 1.
They involve the minimal polynomial of ω−1 =
√
2 − 1, namely X2 + 2X − 1.
This minimal polynomial implies that 1, the length of the unit interval, is the
sum of the lengths of three intervals with lengths ω−1, ω−1 and ω−2. So the unit
interval is the union of two longer subintervals of length ω−1 and a shorter interval
of length ω−2. A novel feature of this type of subdivision is that the subintervals
have two lengths and so there are actually three regular subdivisions of [0, 1], each
with three subintervals. Each of the three subintervals can be subdivided in the
same manner, leading to subintervals with lengths that satisfy one of the equations
ω−1 = 2ω−2 + ω−3 or ω−2 = 2ω−3 + ω−4.
So far I have described regular subdivisions of level 1 and 2; by iterating one arrives
at regular subdivisions of arbitrary level ℓ.
Set G = G([0, 1];Z[
√
2 ], gp(ω)) and consider the statement that every PL-
homeomorphism in G is the affine interpolation of two {ω}-regular subdivisions
with the same number of points. The results in Chapter A, in particular Corollary
A5.3, imply that every point b ∈ [0, 1]∩Z[√2 ] is a break of a suitable element in G.
Since the additive group of the ring Z[
√
2 ] is equal to Z ·1+Z ·√2, the number b is
a Z-linear combination of the form m0+n0 ·
√
2. If b is neither 0 nor 1, exactly one
of the integersm0, n0 will be positive. On the other hand, if b is a point in an {ω}-
regular subdivision of [0, 1] then it will also be a point of a regular subdivision with
intervals of only two lengths ω−k and ω−k−1, as is not hard to show (see [Cle95,
p. 938]). So b will have a representation of the form b = mkω−k + nkω−k−1 with
non-negative integers mk and nk. These considerations lead to a first problem;
it is dealt with in [Cle95, Lemma 2]. Note that the analogous problem is easily
22If P is generated by several positive integers, the proof of the analogous statement is a bit
more involved, but still fairly short, see section 9.3.
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solved if A = Z[1/p] and p ≥ 2 is an integer; then every element b ∈ [0, 1]∩Z[1/p]
is a fraction of the form m/pk with 0 ≤ m ≤ pk and so it is a point of the uniform
subdivision of [0, 1] into pk intervals and this uniform subdivision is {p}-regular.
A further difficulty lies ahead: if b is a point in an {ω}-regular subdivision
of [0, 1] with intervals of length ω−k and ω−k−1, then the longer and shorter
subintervals will appear in a certain order and so it may not be possible to realize
a linear combination b = mkω−k + nkω−k−1 as subdivision induced on the initial
segment [0, b] by a regular subdivision of the unit interval with subintervals of
lengths ω−k and ω−k−1. This new problem is tackled on pages 941–951 in [Cle95].
The number ω =
√
2 + 1 is an example of quadratic algebraic integer; Sean
Cleary states on pages 954–955 that his techniques work also for other quadratic
algebraic integers. Moreover, in [Cle00] he gives details for this assertion in the
case of the algebraic integer (
√
5 + 1)/2.
N3.5 Chapter E
The pivotal result of Chapter E is Theorem E16.4. It asserts that every iso-
morphism α : G
∼−→ G¯ is induced by conjugation by a unique homeomorphism
ϕ : int(I)
∼−→ int(I¯) provided G is a subgroup of G(I;A,P ) that contains the de-
rived group of B(I;A,P ) and G¯ is a subgroup of G(I¯ ; A¯, P¯ ) with the analogous
property. There are no restrictions on the parameters (I, A, P ) and (I¯ , A¯, P¯ ).
Let G and G¯ be as in the statement of Theorem E16.4. The fact that every
isomorphism α : G ∼−→ G¯ is induced by conjugation by a homeomorphism has
some straightforward consequences. It implies, first of all, that B = B(I;A,P ) is
a characteristic subgroup of G whenever G contains B (see Corollary E16.5). The
fact that every homeomorphism of an interval is either increasing or decreasing
has another useful consequence: if ϕ is increasing then α induces isomorphisms
αℓ : im(λ : G→ Aff(A,P )) ∼−→ im(λ¯ : G¯→ Aff(A¯, P¯ ))
and a similar statement holds if ϕ is decreasing (again Corollary E16.5). The
stated result implies, in particular, that two groups G(I;A,P ) and G(I¯; A¯, P¯ ) can
only be isomorphic if I and I¯ are of the same type: either both are lines, or both are
half lines, or both are compact intervals with endpoints in A and A¯, respectively
(see Proposition E16.6).
The mentioned consequences are starters. The focus of Chapter E revolves
around the question whether ϕ is actually a PL-homeomorphism. Here the alge-
braic nature of P plays a decisive rôle.
N3.5a Groups with non-cyclic slope groups
If P is not cyclic then P¯ = P , and there exists a real number sα such that
A¯ = sα ·A and ϕ is a PL-homeomorphism with slopes in the coset sα ·P . The PL-
homeomorphism ϕ need not be finitary, but every compact subinterval of int(I)
contains only finitely many breaks of ϕ (see Theorem E17.1).
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Sharper results hold if G is all ofG(I;A,P ) and if, in addition, I and I¯ are both
lines, or both half lines, or both compact intervals with end points in A and A¯, re-
spectively. Then an isomorphism α : G ∼−→ G¯ can only exist if G¯ = G(I¯ ; A¯, P¯ ) and
a homeomorphism inducing an isomorphism α : G ∼−→ G¯ is necessarily piecewise
linear with finitely many breaks (see Supplement E17.3). This result has three
noteworthy consequences.
(i) It allows one to determine when two groups G(I;A,P ) and G(I¯;A,P ) with
compact intervals I = [0, b] and I¯ = [0, b¯] of different lengths are isomorphic
(consult Corollary E17.6 and part (iii) of section 17.3b for more details).
(ii) It implies that the outer automorphism group of G(I;A,P ) is abelian and
actually a subgroup of Aut(A)/P ; here Aut(A) denotes the group of all non-zero
reals s with s · A = A. This group contains always −1, but is is typically larger
then P × {1,−1}; see part (i) in section 17.3b for some examples.
(iii) It permits one to prove that the automorphism group of G(I;A,P ) has
a subgroup of index at most 2 which is (isomorphic to) an explicitly describable
subgroup of G(I;A,Auto(A) (Corollary E17.8 has more details).
N3.5b Groups with cyclic slope groups
If the slope group P is cyclic, the properties of isomorphisms and automorphisms
are typically more intricate than those described in the previous section, and often
counter-intuitive. There is, however, one exception: if I and I¯ are both lines, or
both half lines and if, in addition, G = G(I;A,P ), the situation is much as in the
case where P is not cyclic (details are given by Theorem E18.1).
A first indication of the surprises that lie ahead when I is compact is the fact
known, in the case of Thompson’s group F since the 1970s, that the group G =
G([0, b];A,P ) (with b ∈ A) can be embedded into G([0,∞[ ;A,P ) and also into
G(R;A,P ) in such a way that the image contains the subgroup B([0,∞[ ;A,P ),
respectively the subgroup B(R;A,P ) (details are spelled out in sections 18.2a and
18.2c).
More astonishing is the fact thatG contains, for every integer n > 1, a subgroup
of index n which is isomorphic to G and also subgroups of finite index which are
not isomorphic to G. 23 Details of these assertions are provided by section 18.4,
in particular by Theorem E18.13, and also by the next section.
N3.5c The papers [BW07] by Bleak-Wassink and [BCR08] by Burillo et al.
The papers [BW07] and [BCR08] study finite index subgroups of Thompson’s
group F = G([0, 1];Z[1/2], gp(2)). The subgroup B = B([0, 1];Z[1/2], gp(2)) coin-
cides with F ′ and it is simple; so every subgroup with finite index in F lies above
B. We are thus in the situation considered in section 18.4d. Let π : F → Z2 be
the homomorphism which maps f ∈ F to
(log2(f
′(0+)), log2(f
′(1−))) ∈ Z2;
23The answers to both parts of Question 4.5 in [CST04] are thus in the affirmative.
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this homomorphism is surjective. Given integers m ≥ 1 and n ≥ 1, consider
the preimage Km,n of Zm × Zn under π; it has index m · n in F . Both papers
mentioned above establish that each such “rectangular” subgroup is isomorphic
to F (see [BW07, Theorem1] and [BCR08, Corollary 3.3]); the given proofs use
different techniques and none of them is similar to the approach taken in section
18.4a. The cited results show, in addition, that the rectangular subgroups are the
only subgroups of finite index which are isomorphic to F . Moreover, C. Bleak and
B. Wassink give an algorithm that allows one to decide whether two subgroups of
finite index in F are isomorphic to each other (see [BW07, Theorem 1.8]). Some
ingredients of this algorithm have been used in the proof of Theorem E18.13.
N3.5d Automorphism group of G([0, b];A,P )
Let p > 1 be a generator of the cyclic group P . A first basic question concerning
G = G([0, b];A,P ) is whether or not every auto-homeomorphism ϕ : ]0, b[ ∼−→ ]0, b[
inducing an automorphism α of G is piecewise linear, possibly with infinitely many
breaks. The Bieri-Strebel memoir does not answer this question; as a substitute,
it introduces the subgroup
AutPLG = {α ∈ Aut(G) | α is induced by a PL-homeomorphism ϕ} (N3.3)
and describes the subgroup AutPLG/ InnG of the outer automorphism group of G
(details are spelled out in Corollary E19.8). This description shows, in particular,
that AutPLG/ InnG contains a subgroup of index |A : (IP · A)| in the square of
the generalized Thompson group T (R /Z(p− 1);A,P ). The outer automorphism
group of G([0, b];A,P ) is thus far from being abelian, in contrast to what happens
if P is not cyclic (see statement (ii) in section N3.5a).
N3.5e The paper [Bri96] by Matthew Brin
The best known group with P infinite cyclic and I compact is Thompson’s group
F = G([0, 1];Z[1/2], gp(2)). Its automorphism group did not yield to the tech-
niques of [BS85a], and has only been determined a decade later by Matthew Brin
in [Bri96]. He states his main result in Theorem 1 on page 9; this result deals with
subgroups of F , a supergroup F˜ of F with index 2, and also with Thompson’s
group T and one supergroup T˜ of T . In the language of this monograph, the
findings for F and its subgroup B can be summarized as follows:
Theorem .1 (see [Bri96, Theorem 1]) Let F denote G([0, 1];Z[1/2], gp(2)) and
set B = B([0, 1];Z[1/2], gp(2)). Then the following statements hold:
(i) every automorphism of F is induced by a PL-homeomorphism; the group
AutF is thus isomorphic to the group AutPL F discussed in section 19.3a;
(ii) every automorphism of B is piecewise linear and so AutB is isomorphic to
the group G∞([0, 1];Z[1/2], gp(2)) made up of all (finitary or infinitary) PL-
homeomorphism of [0, 1] with slopes in gp(2), breaks in Z[1/2] and a set of
breaks that does not accumulate in ]0, 1[.
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Notice that the subgroup B is characteristic in F (by Corollary E16.5); so the first
assertion of (i) is actually a consequence of part (ii).
As mentioned before, Matt Brin determines also the automorphism group of
Thompson’s group T = T (R /Z;Z[1/2], gp(2)); his result is very easy to state:
Theorem .2 (see [Bri96, Theorem 1]) Every automorphism of T is an inner
automorphism or the composition of an inner automorphism and the automor-
phism induced by reflection at the origin.
The outer automorphism group of T is thus abelian of order 2, in sharp contrast
to what happens with F (cf. Corollary E19.8).
The proofs of the stated results start out with variations on Theorem E16.4,
published by S. H. McCleary and M. Rubin in [MR96]. As these variations are
also a stepping stone in [BG98], a follow-up of [Bri96], I continue with some words
on the memoir [MR05], a later version of [MR96].
N3.5f The memoir [MR05] by Stephen H. McCleary and Matatyahu Rubin
Recall the message of Theorem E16.4: each isomorphism α : G ∼−→ G¯ of a subgroup
G ⊆ G(I;A,P ) onto a subgroup G¯ ⊆ G(I¯; A¯, P¯ ) is induced by conjugation by a
unique homeomorphism ϕα : int(I)
∼−→ int(I¯), provided G contains the derived
group of B(A; I, P ) and G¯ satisfies the analogous property. Theorem E16.4 is a
consequence of Theorem E16.3. That result deals with an isomorphism α : G ∼−→ G¯
of a subgroup G ⊆ Homeoo(J) onto a subgroup G¯ ⊆ Homeoo(J¯); here J and J¯
are open intervals of R and G, G¯ are assumed to satisfy certain axioms, labelled
Ax1, Ax2, Ax3 and Ax4.
The ancestor of Theorem E16.3 is the Main Theorem 4 in S. McCleary’s article
[McC78]. This result considers linear permutation groups G1 and G2 of (dense)
chains L1 and L2, respectively, and shows that every isomorphism α : G1
∼−→ G2
is induced by conjugation by a unique monotonic (that is, order-preserving or
order-reversing) automorphism ϕ : Lcpl1
∼−→ Lcpl2 of the Dedekind completions of
L1 and of L2, provided the following requirements are satisfied:
1) G1 and G2 act 3-fold order-transitively on L1, respectively on L2;
2) G1 and G2 contain both an element gi 6= 1 of bounded support with t ≤ gi(t)
for all t ∈ Li.
Suppose now that G1 is the group G(I1;A1, P1) for certain parameters I1, A1
and P1, and that G2 is the group G(I2;A2, P2) with parameters I2, A2 and P2.
Then each of the orbits L1 of G1 in A1 ∩ int(I1) is dense in I1, so G acts faithfully
on L1 and the Dedekind completion of L1 is the interval int(I1). Moreover, G1
acts 3-fold order-transitively on L1, unless I1 = R (see Corollary A5.6). Similar
statements hold for G2 and I2. Requirement 1) holds therefore for (L1, G1) and
(L2, G2), unless one of the intervals Ii is the line R. Since G1 and G2 contain
elements g1 ∈ G1 and g2 ∈ G2 that fulfill requirement 2), McCleary’s Theorem
applies, except when I1 = R or I2 = R.
186 Notes
This Proviso is one of the reasons that incited Bieri and Strebel to look for a
replacement of McCleary’s Main Theorem 4 that would allow them to establish the
indicated result in full generality. Their solution consisted in replacing 3-fold order-
transitivity by a version of approximate 6-fold transitivity, embodied in axiom Ax4,
and in replacing the condition in statement 2) by three conditions, dubbed axioms
Ax1, Ax2 and Ax3. Based on these hypotheses they proved Theorem E16.3, their
substitute for the Main Theorem 4. The proof of the pivotal Theorem E16.4
amounted then to a verification of axioms Ax1 through Ax4. If G1 is a subgroup
of G(I1;A2, P1) containing B1 = B(I1;A1, P1) and if G2 has analogous properties,
this verification is very easy thanks to the results of Chapter A, but axiom Ax1
did not seem to follow from the remaining assumptions when G1 is taken to be
the derived group of B1 (and similarly for G2).
Here the results of the McCleary-Rubin memoir have been an eye-opener. The
subject matter of this memoir and its proofs are intricate. One reason is that it
deals not only with groups of order-preserving automorphisms of linearly ordered
sets, but also with groups of automorphisms of circularly ordered sets and with
groups of automorphisms of two further, related types of structures. In the sequel
I shall mainly deal with linear permutation groups. 24 I begin by stating Theorem
2 in [MR05, p. 2] that is part of Theorem 7.6 in [MR05]:
Theorem .3 Let (L1, G1) and (L2, G2) be linear permutation groups that are 2-
interval-transitive and have each a non-identity bounded element. Then every iso-
morphism α : G1
∼−→ G2 is induced by conjugation by a unique monotonic bijection
ϕ : Lcpl1
∼−→ Lcpl2 .
Some of the terms occurring in the above statements deserve a detailed expla-
nation. As before, Lcpli denotes the Dedekind completion of the chain Li (which
is assumed to be dense). Interval transitivity is a weak form of transitivity. In the
sequel another weak form will play a rôle; so I give both definitions.
Definition .4 Let (L,G) be a linear permutation group and n ≥ 1 an integer.
• (L,G) is called approximately n-fold order-transitive if, for every sequence of
points a1 < · · · < an in L and every sequence of intervals J1 < · · · < Jn of L
with non-empty interiors, there exists g ∈ G such that g(ai) ∈ Ji for every i.
• (L,G) is called n-interval-transitive if, for every couple of sequences
I1 < · · · < In and J1 < · · · < Jn
of intervals of L with non-empty interiors, there exists g ∈ G such that
g(Ii) ∩ Ji is non-empty for i ∈ {1, . . . , n}.
24Alias ordered permutation groups (L,G); but note that in the present context it is not the
group G that is ordered, but the orbit L.
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Axiom Ax4 states a rather non-intuitive condition (see section 16.1), but it
clearly holds if G is approximately 6-fold order-transitive; the proof of [MR05,
Proposition 12.1] shows then that approximate 6-fold order transitivity is implied
by 12-interval transitivity and Theorem 12.2 in [MR05], finally, reveals that 12-
interval transitivity is implied by 3-interval transitivity, provided G contains a
non-identity element with bounded support. It follows that Theorem E16.3 holds
if axiom Ax4 is replaced by the requirement that G acts 3-interval-transitively.
The hypotheses of Theorem .3 are still weaker: G1 and G2 are merely required to
be 2-interval transitive and to satisfy axiom Ax2. 25
One of the benefits of the McCleary-Rubin memoir is that its deals not merely
with isomorphisms of linear permutation groups, but also with isomorphisms of
circular permutation groups. The following result reproduces Theorem 3 (this
result is also part of Theorem 7.20) in [MR05].
Theorem .5 Let (C1, G1) and (C2, G2) be circular permutation groups which are
3-interval-transitive and have each a non-identity bounded element. Then every
isomorphism α : G1
∼−→ G2 is induced by conjugation by a unique monocircular
bijection ϕ : Ccpl1
∼−→ Ccpl2 .
The transitivity properties established in Chapter A allow one to deduce from
the above theorem the following companion to Theorem E16.4. 26
Theorem .6 For i ∈ {1, 2}, let Pi be a non-trivial slope group, Ai a non-trivial
Z[Pi]-submodule of Radd and pi a positive element of Ai. Then every isomorphism
α : T (R /Z p1;A1, P1)
∼−→ T (R /Z p2;A2, P2)
of generalized T -groups is induced by a homeomorphism ϕ : R /Z p1
∼−→ R /Z p2 of
a circle of length p1 onto a circle of length p2. The homeomorphism ϕ is uniquely
determined by α and it maps A1/Z p1 onto A2/Z p2.
N3.5g Remark E19.1 and [BG98]
A rudimentary form of Remark E19.1 occurs already in the Bieri-Strebel memoir
of 1985. More precisely, the epimorphism
γ : G∞(R;A,P )։ A/(IP · A)
is not mentioned there but γ¯p : T (R /Z p;A,P )։ A/(IP ·A) occurs; it is used to
prove that the group T (R /Z p;A,P ) need not be simple, in contrast to Thomp-
son’s group T = T (R /Z;Z[1/2], gp(2)). The group G∞(R;A,P ) and the homo-
morphism γ are both used in [BG98] in the special case where P is the cyclic
group generated by the integer n ≥ 2 and A = Z[P ] = Z[1/n]. In addition, the
25See also the discussion on page 15 of [MR05].
26cf. Theorem 1.2.4 in [BG98]
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group T (R /Z p;A,P ) and the epimorphism γ¯p occur in [BG98]; here p denotes an
element of IP ·A.
The parallels between the notation employed in [BG98, Section 1.1] and that
used in this monograph are given below; in so doing I denote by P the cyclic group
generated by n ≥ 2 and by A the Z[P ]-submodule Z[1/n] of Radd. Notice that the
quotient group A/(IP · A) = Z[1/n]/(n − 1)Z[1/n] is a cyclic group with n − 1
elements (cf. Illustration A4.3).
∆n = ker (Z[1/n]։ Zn−1) = IP · A, (N3.4)
An(R) = G∞(R;A,P ), (N3.5)
ρn : An(R)։ Zn−1 corresponds to γ : G∞(R;A,P )։ A/(IP ·A), (N3.6)
Bn(R) = ker (ρn : An(R)։ Zn−1) , (N3.7)
An(Sr) = T (R /Z r;A,P ) with r ∈ ∆n = IP ·A, (N3.8)
ρn : An(Sr)։ Zn−1 corresponds to γ¯r : T (R /Z r;A,P )։ A/(IP · A). (N3.9)
Lemma 1.1.3 in [BG98] states, inter alia, that ρn : An(R)→ Zn−1 is a well-defined
epimorphism, and Lemma 1.1.5 says that ρn induces, by passage to the quotients,
an epimorphism ρ : An(R /Z r)։ Zn−1; it is the analogue of the epimorphism
γ¯r : T (R/Z r;A,P )։ A/(IP ·A)
defined in Remark E19.1 which goes back to [BS85a].
N3.5h The paper [BG98] by M. Brin and F. Guzmán
In [Bri96], the automorphism groups of Thompson’s groups F and T , and the
automorphism groups of some related groups, are determined (cf. section N3.5e
above). Each automorphism of one of these groups turns out to be induced by a
PL-homeomorphism. This prompts one to ask whether this feature persists if F
and T are replaced by generalized Thompson groups.
Matthew Brin and Ferdinand Guzmán address this question in [BG98]. They
consider, inter alia, two subgroups of Gn = G(R;Z[1/n], gp(n)) with n > 2 an
integer, previously studied by K. S. Brown in [Bro87], and denote these groups by
Fn,∞ and Fn. Both groups are defined in section 2.1 of [BG98] by giving explicit
sets of generators and then characterized in Proposition 2.2.6 as follows:
Characterization .7 (i) The group Fn,∞ consists of all elements g ∈ Gn that
are, near −∞ and near ∞, translations with amplitudes in Z(n−1). (So the
group Fn,∞ is isomorphic to G([0, 1];Z[1/n], gp(n)) by Lemma E18.4.)
(ii) The group Fn consists of all elements g ∈ Gn that are, near −∞ and near∞,
translations with integer amplitudes a−∞ and a+∞ satisfying the congruence
a−∞ ≡ a+∞ (mod n− 1).
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The results in [BG98] are numerous, but the precise rendering of some of the
most staggering findings needs quite a bit of auxiliary definitions and notations. In
the sequel I therefore content myself with a summary, taken from the introduction
to [BG98], and turn then to some of the relations between the Brin-Guzmán paper
and this monograph.
Here is a very brief summary (see [BG98, p. 285]):
In this paper, we study Aut(Fn,∞), Aut(Fn) and Aut(Tn,n−1) 27 for
n > 2. We find that all three contain exotic elements 28, and that the
complexity increases as n increases. We also find that the structures
of Aut(Fn) and Aut(Tn,n−1) are closely related, while differing signif-
icantly from the structure of Aut(Fn,∞). This difference increases as
n increases. Our analysis is only partial in that we discover large sub-
groups of these groups containing exotic elements, but we do not know
whether the subgroups are proper.
Now to some connections between [BG98] and this monograph.
(i) It has been pointed out in section N3.5g that the epimorphism
γ : G∞(R;A,P )։ A/(IP · A)
with P = gp(n) and A = Z[1/n] occurs in section 1.1 of [BG98] under the name
of ρn. Let K = K(R;A,P ) denote the kernel of γ. Then K is a characteris-
tic subgroup of G (this follows from the idea of the proof of Proposition [BG98,
Proposition 1.4.1] and from Theorem A4.1). Similarly, one sees that Fn,∞ is a
characteristic subgroup of Fn.
The group G = G(R;A,P ) is a rather well-known object, but this is no longer
so if one passes from G to the group G∞ = G∞(R;A,P ) introduced in section
19.1; recall that this group consists of all finitary, as well as infinitary, PL-
homeomorphisms of R which map A onto itself, have slopes in P , breaks in A,
and only finitely many breaks in every compact subinterval of R.
(ii) Let I, A and P be arbitrary. In section 17.3, the investigation of outer
automorphism groups leads one to the introduction of the “automorphism” group
Aut(A) = {s ∈ R× | s · A = A}
of a module A and to that of its subgroup of positive elements Auto(A).
If P is not cyclic, the outer automorphism group of G = G(I;A,P ) is an
explicitly describable subgroup of Aut(A)/P (see Corollary E17.7 for details). If
P is cyclic, the integer 1 is in A and I is the unit interval, the subgroup OutPLG
27The group Tn,n−1 is called T (R /Z(n− 1);Z[1/n], gp(n)) in section 19.1.
28Recall that an automorphism α of G(I;A, P ) is called exotic if it is induced by a homeo-
morphism ϕα that is not piecewise linear; cf. .
N3.6 sssec:19.3b
.
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of OutG is described in Corollary E19.8; here OutPLG is made up of those classes
of automorphisms that can be represented by automorphisms induced by PL-auto-
homeomorphisms. The description reveals that OutPLG is far from being abelian.
Let’s now consider the special case investigated in [BG98] in more detail. One
has (A,P ) = (Z[1/n], gp(n)) with n ≥ 2 an integer. The group Fn,∞, which is
isomorphic to G([0, 1];A,P ), is a subgroup of the huge group Bn(R) (defined by
equations (N3.5) and (N3.7)). Corollary 3.2.4.1 in [BG98] and Corollary E19.8 in
this monograph provide the following descriptions of the groups OutPL Fn,∞ and
OutPLBn(R):
OutPL Fn,∞ is an extension of a group L¯ by Aut(A)/P , (N3.10)
OutPLBn(R) = Aut(A)/P. (N3.11)
In the above, A = Z[1/n] and P = gp(n), while L¯ denotes a subgroup of index
n − 1 in the square of the group Tn,n−1 = T (R /Z(n − 1);Z[1/n], gp(n)). With
the help of γ¯n−1 : Tn,n−1 ։ Zn−1 the subgroup L¯ can be described like this:
L¯ = {(f¯1, f¯2) ∈ Tn,n−1 × Tn,n−1 | γ¯(f1) = γ¯(f2)}
(see Corollary E19.8). This description shows that OutPL Fn,∞ contains a copy of
Tn,n−1 and so it is far from being abelian. On comparing formulae (N3.10) and
(N3.11) one sees that OutPLBn(R) is far simpler than OutPL Fn,∞. Notice also
that OutPLBn(R) has the form of the outer automorphism group of G(R;A,P ) in
case P is not cyclic (see part (iii) of Corollary E17.7).
(iii) I conclude with a word on a third link between [BG98] and this monograph.
Proposition E16.9 investigates a homeomorphism ϕ : int(I1)
∼−→ int(I2) inducing
an isomorphism
α : G(I1;A1, P1)
∼−→ G(I2;A2, P2).
It assumes that there exists a point a0 ∈ A ∩ int(I1) at which ϕ has a one-sided
derivative and shows that ϕ is piecewise linear with slopes in a single coset sϕ ·P of
P . The proposition applies, in particular, to the auto-homeomorphisms inducing
automorphisms in AutPLG(I;A,P ) and implies that AutPLG(I;A,P ) maps into
the abelian group Aut(A)/P .
In Lemma 3.2.1 of [BG98], Brin and Guzmán consider a situation that leads
to a similar conclusion as the previously mentioned proposition. Suppose f is
an element of G∞(R;Radd,R×>0) which maps A = Z[1/n] onto itself. The lemma
then shows that the slopes s of f have the property that s±1 · A ⊆ A, i.e., that
s ∈ Aut(A) ∩ R×>0 = Auto(A). The authors denote Auto(Z[1/n]) by 〈〈n〉〉 and
state that it is generated by the prime divisors of n; cf. Example (i)a) in section
17.3b.
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N3.6a The paper [Lio08] by Isabelle Liousse
The Thompson-Stein groups referred to in the title of Isabelle Liousse’s paper are
the groups F ([0, r];A,P ) and T (R /Z ·r;A,P ) with parameters
r ∈ Nr{0}, n1, . . . , np multiplicatively independent integers > 1,
P = gp(n1, . . . , np) and A = Z[P ] = Z[1/(n1 · · ·np)].
The author denotes by Tr,(m) the generalized T -group with p = 1 and n1 = m,
and by Tr,(ni) the generalized T -group with ni > 1; see section 1.1 in [Lio08].
A main theme of her paper is the determination of the rotation numbers of the
PL-homeomorphisms in the group T (R /Z ·r;A,P ), but her paper discusses also
isomorphisms among two groups T (R /Z ·r;A,P ) and T (R /Z ·r′;A′, P ′), and the
automorphism group of T ([0, r];A,P ); these latter investigations are related to
themes in the Bieri-Strebel memoir. In the sequel, I comment on answers to the
following two questions, posed on p.52 in [Lio08, section 1.2]:
(2) What are the automorphisms of Tr,(ni)?
(3) Is it possible to classify the groups Tr,(ni) up to isomorphism? up to quasi-
isometry?
A first answer to (3) deals with isomorphisms among the groups Tr,(ni) with
r varying in Nr{0}. The reasonings in section 17.2 of this monograph show that
there exists a finitary PL-homeomorphism ϕ : [0, r] ∼−→ [0, r′] having slopes in a
single coset s · P of P with s ∈ Auto(A) and singularities in A = Z[1/(n1 · · ·np)]
if, and only if, s · r ≡ r′ modulo IP · A = d · A; here d = gcd{n1 − 1, . . . , np − 1}
(cf. Illustration A4.3). This result implies, in particular, that the groups Tr,(ni)
and Tr′,(ni) are isomorphic whenever r ≡ r′ (mod d). 29
The answer, given above, formulates a condition on (r, r′) that implies that
two groups Tr,(ni) and Tr′,(ni) are isomorphic. I. Liousse gives also a necessary
condition for groups with a cyclic slope group P = gp(m); its justification relies
on properties of rotation numbers, formulated in [Lio08, Theorem 1]. Her Corollary
2 can be stated like this:
Proposition .8 For m > 2 and (r, r′) ∈ {1, . . . ,m− 2} one has:
(i) The group Tr,(m) is not isomorphic to Tm−1,(m);
(ii) if m and r are odd and r′ is even, Tr,(m) is not isomorphic to Tr′,(m).
29This consequence is part of the the so-called Bieri-Strebel criterion for Thompson-Stein
groups formulated on page 55 in [Lio08]. Note, however, that the first two sentences of the
comments following the statement of questions (1) through (4) are misleading: [BS85a] studies
isomorphisms and automorphisms of the groups Fr,Λ,A = G([0, r];A,Λ), but not those of the
groups Tr,Λ,A; in addition, the preceding paragraph shows that groups Tr,(ni) and Tr′,(ni) are
isomorphic if r′ − r ∈ Z ·d, but it indicates also that the converse may be false.
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Note that the group Tm−1,(m) is known to contain exotic automorphisms, i.e.,
automorphisms induced by homeomorphisms of the circle R /Z(m − 1) that are
not piecewise linear (see [BG98]). So it is unlikely that results similar to the
above proposition can be obtained by the methods developed in [BS85a]. Things
are different if one looks for isomorphisms of generalized T -groups with non-cyclic
slope group P ; see Proposition .10 below.
A third answer, both to questions (2) and (3), is provided by Corollary 3 in
[Lio08]. This corollary has 4 parts; parts 3 and 4 deal with isomorphisms and
automorphisms; they can be restated thus:
Proposition .9 Let Tr,(ni) be a Thompson-Stein group with rank p > 2 and set
A = Z[1/(n1 · · ·np)]. Then
3. the group Tr,(ni)has no exotic automorphisms; more precisely, its automor-
phisms are realized by conjugations by maps in the larger group
T (R /Z ·r;A,Aut(A)).30
In particular, the outer automorphism group Out(Tr,(ni)) has order 2 pro-
vided that the integers ni are co-prime;
31;
4. for every r ∈ Nr{0} two Thompson-Stein groups
T ([0, r];Z[P ], P = gp(n1, . . . , np)) and T ([0, r];Z[P ′], P ′)
with P of rank p > 2 and P ′ of rank q ≥ 1, are isomorphic if, and only if
P = P ′.
In contrast to Proposition .8, the preceding Proposition .9 can also be derived
by the techniques of this monograph from a basic result of [MR05], even in a
stronger form:
Proposition .10 Assume P is not cyclic, A is a Z[P ]-module and r is a positive
element of A, and that P1 is a group, A1 a Z[P1]-module and r1 a positive element
of A1. Then
(i) the group T (R /Z ·r;A,P ) has no exotic automorphisms; more precisely, its
automorphisms are realized by conjugations by maps in the larger group
T (R /Z ·r;A,Auto(A)) ◦ {1, t+ Z ·r 7→ −t+ Z ·r};
(ii) the groups T (R /Z ·r;A,P ) and T (R /Z ·r1;A1, P1) are isomorphic if, and
only if, the groups G([0, r];A,P ) and G([0, r1];A1, P1) are so.
30Here I imitate the notation of I. Liousse; it is at variance with the convention that generalized
F - and T -groups contain only increasing PL-homeomorphisms.
31This addition is not quite correct: it holds if, and only if P = Auto(A); by section 17.3b
(i)a) this latter condition is valid precisely if the group P , generated by the integers n1, . . . , np,
coincides with the group generated by the prime numbers which divide the product n1 · · ·np.
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Proof. Let α be an isomorphism of T (R /Z ·r;A,P ) onto T (R /Z ·r1;A1, P1).
Theorem .6 then guarantees that α is induced by conjugation by a homeomorphism
ϕ : R /Z ·r ∼−→ R /Z ·r1. Since T (R /Z ·r1;A1, P1) contains the rotation which
sends the point ϕ(0 + Z ·r) to the point 0 + Z ·r1, we may and shall assume that
ϕ maps the point x = 0 + Z ·r of the circle R /Z ·r to the point x1 = 0 + Z ·r1 in
R /Z ·r1. It follows that ϕ induces by conjugation an isomorphism of the stabilizer
G = StT (R /Z ·r;A.P )(x) onto the stabilizerG1 = StT (R / Z ·r1;A1,P1)(x1). Let ϕ˜ be the
lift of ϕ which maps the interval [0, r] homeomorphically onto [0, r1]. Conjugation
by ϕ˜ induces then an isomorphism α˜ of the group G([0, r];A,P ) onto the group
G([0, r1];A1, P1). Since P is not cyclic Theorem E17.1 and Supplement E17.3
apply and show that P = P1, that ϕ˜ is a finitary PL-homeomorphism with slopes
in some coset s · P of P and that A1 = s · A.
The previous argument establishes one implication of assertion (ii). The con-
verse follows from the fact that an isomorphismG([0, r];A,P ) ∼−→ G([0, r1];A1, P1)
is induced, by Theorem E17.1 and Supplement E17.3, by a finitary PL-homeomor-
phism ϕ˜ : [0, r] ∼−→ [0, r1] with slopes in a coset s · P and that A1 = s · A. The
homeomorphism ϕ˜ descends to a homeomorphism ϕ : R /Z ·r ∼−→ R /Z ·r1 which
induces an isomorphism of T (R /Z ·r;A,P ) onto T (R /Z ·r1;A1, P1).
Now to assertion (i). The argument in the first paragraph shows that, given a
homeomorphism ϕ : R /Z ·r ∼−→ R /Z ·r, there is a rotation f ∈ T (R /Z ·r;A,P ),
so that the composition f ◦ϕ is a finitary PL-auto-homeomorphism of R /Z ·r with
slopes in Aut(A). As ϕ has the same properties as f ◦ ϕ the argument given in
the first paragraph of the proof implies claim (i). 
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