One of the main claims of the active vision framework is that finding data on the basis of task requirements is more efficient than reconstructing the whole scene by performing a complete visual scan. To be successful, this approach requires that agents learn visual routines to direct overt attention to locations with the information needed to accomplish the task. In ecological conditions, learning such visual routines is difficult due to the partial observability of the world, the changes in the environment, and the fact that learning signals might be indirect. This paper uses a reinforcement-learning actor-critic model to study how visual routines can be formed, and then adapted when the environment changes, in a system endowed with a controllable gaze and reaching capabilities. The tests of the model show that: (a) the autonomouslydeveloped visual routines are strongly dependent on the task and the statistical properties of the environment; (b) when the statistics of the environment change, the performance of the system remains rather stable thanks to the re-use of previously discovered visual routines while the visual exploration policy remains for long time sub-optimal. We conclude that the model has a robust behaviour but the acquisition of an optimal visual exploration policy is particularly hard given its complex dependence on statistical properties of the environment, showing another of the difficulties that adaptive active vision agents must face.
Introduction
The information-processing framework of vision, initiated with Marr's theory [1] , describes attention and vision as processes aimed at building 'objective' general-purpose representations of the environment that can be used to guide any relevant perceptual process and action [2] . This approach has a strong limit in that building representations totally detached from the specific needs of the system produces scene representations with an overwhelming amount of nonneeded information. The active vision approach [3] proposes instead to use a perceptual system with a highly-sensitive fovea to explore the environment and extract only the information needed to pursue current goals. This dramatically reduces visual computations as these can be performed only on limited portions of the scene, similarly to what happens in humans [4] .
Given this strategy, the difficulty of performing complex reconstruction of the environment is in great part transferred to the difficulty of controlling the gaze in an efficient manner. Experiments on overt visual attention in ecological conditions show that eye-movement patterns are organised on the basis of taskdependent visual routines [5, 6] . These are stereotyped sequences of elemental operations related to the accomplishment of specific perceptual or sensorimotor tasks, which involve eye movements and specific processing of foveated scene regions (e.g. contour tracing and location storing). Visual routines are a fundamental concept for active vision as they constitute the means through which visual behaviour actually selects only specific portions of the scenes to perform high cost visual-processing operations. Several behavioural studies, on tasks like face recognition [7] and visuo-motor control [8, 9] , have shown that human are able to readapt their visual routines for task specific demands.
In ecological conditions, learning visual routines is difficult due to: (a) the many dimensions of the visual space; (b) the partial observability caused by the environment properties and by the presence of a fovea and a periphery with a limited perception; (c) the need to pursue goals in changing conditions; (d) the fact that the mechanisms learning to control the eye can make leverage only on indirect rewarding signals, for example related to the effects of manipulation actions and not directly to eye movements.
Notwithstanding the importance of visual routines and these difficulties, most studies on active perception and autonomous robotics have not studied the processes of learning and re-adaptation related to them. In this respect, the goal of this work is starting to study in a systematic fashion how visual routines are first learned and then re-adapted when the environment changes. To this purpose, we use a reinforcement-learning bio-inspired embodied model controlling a cameraarm robot (some components of the architecture were presented in [10] and [11] ). The system has some features which make it well suited for this study within a bio-inspired active vision context: (a) it assumes a strong coupling between visual and arm control; (b) has a simplified bottom-up attention component and a rather sophisticated top-down attention component; (c) is based on neural maps which allow the formation of distributed quantitative internal representations easily studied in a graphical way.
Related studies. Previous studies on adaptive active vision have so far focused the previously mentioned topics in isolation. In [12] an artificial fovea is controlled by an adaptive neural controller. Without a teacher, this learns trajectories causing the fovea to find targets in simple visual scenes and to track moving targets. In [13] a model is proposed which integrates bottom-up and top-down attention processes. The system used Q-learning to find objects located in fixed positions in crowded rooms. Although interesting, the model needs hand-made knowledge of the target appearance and learning is specific for objects in one specific context, so it has to be retrained when objects move or scenes change. In [14] a model is proposed to solve active sensing problems under uncertainty. A reinforcement learning algorithm allows it to develop active sensing strategies to decide which uncertainties to reduce. However, in this study the model of the task is known a-priori and motor control is hardwired. In [15, 16, 17] evolutionary learning techniques are used for developing adaptive active vision systems. These approaches are robust to the perceptual aliasing problem, however they do not allow on-line adaptation to changing environments.
The Model
The architecture of the model (Figure 1 .a) integrates two components: (a) an attention control component formed by a bottom-up and top-down attention sub-component; (b) an arm control component. These components are based on common bio-inspired computational principles: (a) population codes (here 2D neural maps) used to represent sensorimotor information [18, 19] ; (b) dynamic neural-field networks used to integrate information and select actions based on neural competitions [20, 21] ; (c) a progressive development of skills (cf. [11] ). We now present an overview of the components and then describe them in detail.
The setup used to test the model is a simulated version of a real system presented in [10] (see Figure 1 .a), formed by a down-looking camera and a 2-DOFs robotic arm. The arm horizontal working plane is made up by a computer screen where the task stimuli appear. The input image of the model activates a periphery map that implements bottom-up attention. The central part of the input image (fovea) feeds a reinforcement-learning actor-critic component that learns to predict the position of relevant visual elements based on foveated cues (topdown attention). A leaky-neuron potential action map (PAM) integrates in time these predictions. A saliency map sums up the information from the periphery map and the PAM and selects the next eye movement corresponding to the most active neurons (neural competition). Each eye fixation point, encoded in a eye posture map, suggests a potential arm target to an arm posture map which (a) performs the eye posture → arm posture inverse kinematic and (b) implements a second neural competition which triggers reaching movements when the eye fixates the same location for about three consecutive time steps. If the reached target is the correct one (red object), the actor-critic component gets rewarded otherwise it gets slightly punished (as a metaphor of energy consumption).
Attention Control Components
Periphery Map (Bottom-Up Attention). The input image is a 240 × 320 pixel RGB image. A 30 × 40 gray periphery map pm is extracted from it: first the input image is divided into 30×40 blocks of 8×8 pixels each, then the RGB color values of the pixels of each block are averaged to obtain a gray value. As objects (uniformly coloured squares) are shown on a black background, the simple gray image is enough to reveal their presence: a more sophisticated bottom-up saliency (e.g. as that of [22] ) is not needed for the purposes of this work.
Actor-Critic Component (Top-Down Attention)
The fovea is composed of a 2 × 2 RGB pixel image (encoded in vector f ) extracted from the centre of the input image. The fovea image is fed into two feedforward neural networks forming a reinforcement-learning actor-critic architecture [23] , a biologically plausible model of trial-and-error learning in organisms [24, 25] . The critic is a network with a linear output unit v t which learns to evaluate the current state on the basis of the expected future discounted rewards. The system gets a reward r t after the execution of a reaching action, and this, together with v t , is used to compute the surprise signal s t (or 'TD error', [23] ) used to update the critic's weights (vector w c ) and the actor's weights (matrix W a ). The actor is a network whose output layer is a vote map of 60 × 80 sigmoid neurons (encoded in vector vm) which signal to the PAM the possible positions of rewarded targets with respect to the currently foveated visual cue (γ = 0.9; T is the transpose operator):
The critic is trained on the basis of s t , used as error signal, and the input f [23] . The actor is trained with a Hebb rule involving the activation of the saliency map (vector sm t ), which encodes the last eye displacement (see below), and the input f , so as to increase or decrease the probability of doing the same saccadic movement again on the basis of the surprise signal s t [10] (η c = 10 −7 , η a = 10 −5 ; • is the entrywise product operator):
Potential Action Map (Top-Down Attention Memory). The PAM is formed by 60 × 80 leaky neurons (vector pam) and accumulates evidence, furnished by the vote map vm via topological connections, on the possible positions of rewarded targets. Importantly, during each saccade the map activation is shifted in the direction opposite to the eye motion to maintain eye-centred representations (as it might happen in real organisms, see [26] ). The PAM is reset each time the input image changes (also this might happen in real organisms [27] ). Saliency Map. The 60×80 saliency map (encoded in vector sm) selects saccade movements on the basis of the sum of the topological input signals pm and pam. The saccade movement is selected by first identifying the unit with the maximum activation and then by activating the map with a Gaussian population code centred on it (the Gaussian function has a width σ = 1). The eye movement is the average of the winning neurons' preferred eye displacement (Δx, Δy). This selection mechanism, based on the maximum function, is a computationally fast approximation of a neural dynamic competition process (e.g., cf. [21] ).
Biology. Empirical evidence indicates that the cortical area of the frontal eye field (FEF) exhibits properties similar to those of the saliency map integrating bottom-up and top-down information to drive overt and covert attention [28] . Another possible location for this integration is the posterior parietal cortex [29] . Bottom-up (pre-attentive) saliency processes take place in a parallel in relation to various aspects of the retina image such as color, orientation, and motion, and the resulting information is then integrated at higher levels such as the FEF and the parietal cortex. These processes are performed with increasing abstraction in the retina, the lateral geniculate nucleus, the visual cortex, and the extrastriate visual cortex. The top down influence on attention control mainly originates from prefrontal cortex based on the subject's goals and motivations and the environment context. One type of top-down influence reaching FEF neurons is related to a template of the target to which attention must be allocated. Other type is related to the spatial relationship between objects that human can acquire even unconsciously as shown in experiment on contextual cueing [30] . This kind of knowledge might be encoded in the hippocampal system. Neurobiologial data on how and where saliency maps can be implemented in the brain can be found in [31, 32, 29] . The trial-and-error learning processes performed by the model might correspond to the processes taking place in the portions of the basal ganglia dedicated to the control of the eye (striatum and substantia nigra pars reticulata [33] ).
Arm Control Components
As the paper is focussed on attention processes, we now illustrate the main aspects of the arm control components and refer the reader to [11] for details.
Eye Posture Map. This 30 × 40 neuron map encodes the current eye posture as a Gaussian population code (encoded in vector emp; σ = 0.3).
Arm Posture Map. This is a 40 × 40 map (vector apm) which represents the output layer of a neural network whose weights (W apmk ) are pre-trained with a Kohonen algorithm to encode the arm postures in a 2D space. During tests, a neural neural competition [21] takes place in the map (similarly to what happens in real organisms [20] ), selects a target for reaching actions, and triggers them when any neuron achieves a certain threshold.
Arm Posture Readout Layer. This is a layer of four sigmoid neurons (vector aprl) that encode the desired arm joint angles issued to the arm simulated servos. The map is activated by the arm posture map through connection weights encoded in the matrix W aprl . Training. The arm components were trained before the experiments illustrated in Section 3. This pre-training is divided in three succeeding learning phases based on random movements of the arm (motor babbling). In these phases the system: (a) performs a vector quantization of postures within the arm posture map on the basis of the Kohonen algorithm; (b) learns with a delta rule the inverse kinematic mapping (W apm ) between the gaze direction corresponding to the seen hand (epm) and the corresponding arm posture encoded by the Kohonen map (apm) on the basis of W apmk ; (c) trains the arm posture readout map (W aprl ) with a delta rule.
Experimental Setup
In a previous work we showed that the system was able to learn in few trials to interact with several environments sharing an underling structure, like an simplified tree where the target was an apple always under the foliages. To test how the architecture behaves when exposed to environments based on contrasting rules a task was designed where the environment was randomly selected from one of 2 'families' of environments in every trial. We wanted also to study what could happen when the system has to update its knowledge to tackle a new context for which it is good but not optimal. To test this, the two families were presented with unbalanced frequencies and then these frequencies were switched. The objects of both families of environments were uniformly-coloured red/ green/blue rectangles with width 2.96cm and height 2.94cm and were placed on the vertexes of a 5×6 grid spaced 5.2cm and 3.8cm apart. In the family L (which stands for 'Left'), used in 75% of trials, the red target was on the left of a 'line' formed by 2 to 5 green cues (randomly positioned on one of the 2nd, 3rd, 4th or 5th column of vertexes). A blue distractor was set on the right side of the cue line (see Figure 1 .b). In the family R ('Right'), presented in 25% of trials, the placement of the target and distractor was switched with respect to the cue line (see Figure 1 .c). The attentional system was first trained for 60,000 steps in this condition, and then for further 60,000 steps with the frequency of presentation of environments of family L and R switched to respectively 75% and 25%. Figure 2 .a shows the average reward during learning, measured for the two different families of environments separately. The performance with L environments increases quickly and then reaches a stable steady state whereas for R environments increases slower and shows oscillations. Figure 2 .b shows the evolution of the average number of saccades per trial during learning divided for the two different families of environments. Learning time looks similar for the two families with some advantages for L, but R shows oscillations. The final average number of saccades is 5.86 for L and 7.08 for R. Both plots reach a steady level, so the final different number of saccades with L in comparison to R (approximately one saccade less on average) does not reflect a different level of skill but rather a different strategy. In this respect, the analysis of the behaviour of the system shows that it learns an exploration policy that initially assumes to tackle an environment from family L. In the presence of an environment from family R this assumption fails, and the system looks directly on the other side of the array rather than exploring the cues again. This strategy allows the system to solve the task with only one additional step. Figure 3 presents an analysis of visual routines. In particular, Figure 3 .a shows the most frequent sequences (during learning) of the first three 'eye actions' (saccade towards left, saccade towards right, saccade on the current object column) per trial. Figure 3 .c shows the evolution of the frequencies of the same sequences during learning. The most frequent action sequence is 'left, stay, stay', and is the sequence the model uses when exposed to environments of family L. The second most frequent sequence is 'stay, stay, stay'. This sequence is the most selected in the first trials, when the system oscillates between cues, whereas its frequency lowers as soon as the system learns to inhibit the entire column of cues, and is then used only when the system reaches the target to trigger the arm movement. The third most frequent sequence, 'left, right, stay', has the same first action of the most frequent sequence but then takes the gaze back to the right and then stops: this is the sequence used by the system to solve an environment of family R. This sequence is the last to be learnt, and together with the first and second sequences covers about 90% of all sequences. Overall, this strategy shows that the system initially acts as if it were in an L environment, and when it collects information contrary to this assumption it goes straight from the distractor to the target. The other sequences reach a relatively high frequency after the system learns to inhibit the column of cues, and the system has not yet discovered the relationship between the cues and the target, but then they get a rather low frequency after the system has learned the whole strategy. This policy, acquired by the model to tackle the two environment families is not a composition of the two policies which the system acquires to tackle each family separately. In fact, if a simulation is run with only one of the two families, the family L and the family R lead to the use of respectively the first sequence of Figure 3 .a and the first sequence of Figure 3 .b with a frequency, in each case, of about 90%. The internal representations of stimuli acquired by the system are not a simple combination of the representations of the strategies for the two families of environments. Figures 4.a,b show the activation patterns of the vote map when the system foveates a cue or a distractor after it has been trained with environments chosen from families L and R with a frequency of respectively 75% and 25%. Figures 4.c,d show the activation patterns of the vote map after the system has been trained with environments drawn from only family L (the patterns after Vote maps on the stimuli of the model after 60,000 training step when exposed to both families of environments after changing frequency of family L to 25% and frequency of family R to 75%.
Results
training with only family R have a mirror structure with respect to the vertical axis). Figures 4.a,b show that the patterns developed with both families is not a combination of the maps obtained with the separate training with each family as such combination would have been something like an average of topologically corresponding locations of the patterns related to the two families learned singularly. Rather, it contains features which allow the system to express the visual routines described above. This is shown especially by the activation pattern related to the distractor when the system is trained with only a family. In such pattern, contrary to what happens with the training with both families, there is no coding for the position of the target but rather for a movement back to the cue.
The structure of the vote-map activation patterns can also help clarifying the oscillations of performance observed with family R and shown in Figure 2 .a. Considering the vote map activation patterns built in the first learning phase (Figure 4 .e,f), the final vote map activation patterns (Figure 4.a,b) , and the vote map activation patterns developed when the system is exposed only to one family (Figure 4.c,d) , it is apparent that the most frequent task interferes with the exploration of the less frequent one during learning (see also Figure 2 .b).
Readapting to New Environment Statistics
After 60,000 steps of training with the families L and R at respectively 75% and 25%, the two frequencies were switched. As we have seen, at this point the system has already stabilised on its maximum level of performance. Switching the frequencies of the two tasks does not substantially affect the performance, as shown in Figure 5 .a. The performance with family L has some decrease whereas the performance with family R has a little increment, but after a transient phase performance with both families is again at about the same maximum level and the performance oscillations with family R are even reduced. Interestingly, Figure 5 .b shows that after about 2,000 trials the system becomes faster in solving the tasks of family R than those of family L, so following the switch in frequency of the two families. The nature of this policy shift is revealed by Figure 5 .c. This indicates that after switching the former most frequent sequence, 'left, stay, stay', progressively decreases to a very low level. The optimal policy for family R, 'right, stay, stay', steadily increases until becomes the new most frequent sequence. The sequence 'right, left, stay' appears slowly: this is the 'back-up' sequence for the new infrequent environments of family L which allows going directly to the target after finding the distractor.
The re-adaptation of the policy is quite slow because the difference in performance is rather stable after the shift, and this implies a small error signal for the actor. In particular, right after the shift the distractor (now encountered often) is a predictor of the target, so the value that the critic assigns to it is close to that of the target and the corresponding error is low. Moreover, when the switch takes place the connection weights are already rather high but often with a sign opposite to the required one (compare Figure 4 .a,b and Figure 4 .g,h).
Conclusions
This work used a bio-inspired reinforcement-learning model for controlling an eye-arm system to study learning and readaptation of visual routines. The model was tested with two contrasting tasks which posed aliasing problems and were presented with different frequencies. The model solved the two tasks by developing visual routines dependent on both on the structure and frequency of the tasks. The analysis of the internal representations revealed how the system organised to support such visual routines. Interestingly, the system starts exploring the environment on the basis of the expectation of tackling the most frequent task. If evidence is collected against this expectation, the system changes it and solves the less frequent task with only one additional saccade. The analysis of representations also indicates that the system has learned the spatial (stochastic) relationships between the elements of the objects useful for finding the taskdependent information within the scene. When after learning the frequency of presentation of the environments is switched the performance of the system does not substantially decrease thanks to the re-use of the previously acquired visual routines, then slowly improved on the basis of the reward feedback.
Overall, the study shows that when active vision systems have learning capabilities the discovery and re-adaptation of visual routines generates a number of very interesting phenomena such as the ability to tackle several environments at the same time, and the dependency of the optimal visual exploration policy on the statistical properties of the environment.
