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LIPSCHITZ BOUNDS FOR SOLUTIONS OF QUASILINEAR
PARABOLIC EQUATIONS IN ONE SPACE VARIABLE
BEN ANDREWS AND JULIE CLUTTERBUCK
Abstract. We bound the modulus of continuity of solutions to quasilinear parabolic
equations in one space variable in terms of the initial modulus of continuity and elapsed
time. In particular we characterize those equations for which the Lipschitz constants
of solutions can be bounded in terms of their initial oscillation and elapsed time.
1. Introduction
In this paper we investigate the extent to which degenerate nonlinear parabolic equa-
tions smooth out irregularities in the initial data. This is a well-known phenomenon
for the classical heat equation: Initial data which are very singular (such as in Sobolev
spaces of arbitrary negative exponent) give rise to solutions which are C∞ for any pos-
itive time. This ceases to be true for more nonlinear equations, particularly in cases
where the equation becomes degenerate when the gradient becomes large. Our aim is to
delineate clearly when such flows give rise to classical solutions from initial data which
are merely continuous, and conversely to characterise the modulus of continuity required
on the initial data to guarantee a classical solution for positive times.
In this first paper we give a thorough treatment of equations with one spatial variable,
where the situation can be completely understood. A subsequent paper will extend
these methods to higher dimensions, and show that for many equations of interest the
behaviour is determined by a suitable one-dimensional problem. Thus the results of this
paper, while of some interest in their own right, also serve as a foundation for our work
on equations with several spatial variables.
The argument employed in this paper is based on a method used by Kruzhkov [3]: If
u is a solution of a parabolic equation in one variable, so that
ut = auxx + bux + cu+ f
where a, b and c and f are bounded, a is strictly positive, and u is bounded (say |u| ≤M),
then w(x, y, t) = u(y, t)− u(x, t) satisfies a parabolic equation in two spatial variables:
wt(x, y, t) = a(y, t)uyy(y, t) + b(y, t)uy(y, t) + c(y, t)u(y, t) + f(y, t)
− a(x, t)uxx(x, t)− b(x, t)ux(x, t)− c(x, t)u(x, t) − f(x, t)
= a(y, t)wyy + a(x, t)wxx + b(y, t)wy + b(x, t)wx + F (x, y, t)
where |F (x, y, t)| = |c(y, t)u(y, t)−c(x, t)u(x, t)+f(y, t)−f(x, t)| ≤ 2M sup |c|+2 sup |f |.
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The important simplification that is achieved by this is the following: If u is defined on
an interval of the real line, then w can be defined on an open set in the half-plane {y ≥ x}
in R2, and we have w = 0 on the boundary {y = x}. A boundary gradient estimate
for w along this line implies a global gradient estimate for u. But boundary gradient
estimates can be proved using the parabolic maximum principle simply by constructing
suitable supersolutions near any boundary point. In the present example a barrier can
be constructed at a boundary point (z, z) by taking the form
ψ(x, y, t) = min
{
A(x+ y − z)2 +Be−C(y−x)erf
{
D(y − x)√
t
}
,M
}
and choosing A large (compared toM/d2, where d is the distance from z to the boundary
of the interval), B large compared to M , D large (compared to 1/a), C large (compared
to |b|/a), D large (compared to 1/a), and the time interval small.
This yields interior gradient estimates for solutions of any such equation, of the form
|u′(x, t)|2 ≤ CM2 (t−1 + d−2)
where d is the distance from x to the boundary of the domain.
In this paper we will sharpen the above argument to give optimal estimates, partic-
ularly in the case where the coefficients depend only on the gradient. More generally,
we will provide the best possible control on the modulus of continuity of solutions for
positive times, in terms of the initial modulus of continuity and the elapsed time: In
Section 2 we prove the basic result, which bounds the modulus of continuity of any
solution in terms of any supersolution of the same equation with the initial modulus of
continuity as initial data. The best such estimate is then given by the infimum over all
supersolutions, which may be considered a viscosity solution of the equation. In Section
3 we prove that this estimate is sharp: Among all solutions of the equation with initial
data satisfying a given bound on the modulus of continuity, the supremum of the moduli
of continuity is precisely the bound obtained in the previous section. In Section 5 we
give concrete estimates on the modulus of continuity by considering supersolutions con-
structed from translating solutions of the flow (the strucure of which we first develop in
Section 4). The result of this is a necessary and sufficient condition on the coefficients
of the equation for the existence of a Lipschitz bound for positive times in terms of
oscillation bounds at the initial time. More generally, we provide a sufficient condition
in terms of the coefficients of the equation for a given modulus of continuity to imply
Lipschitz bounds for positive times. We place in an appendix some results for uniformly
parabolic equations with coefficients depending only on the gradient.
2. Estimate on the modulus of continuity
In this section we prove the basic estimate, which controls the spatial modulus of
continuity of any solution in terms of any supersolution with initial data determined
by the initial modulus of continuity. We illustrate this first for the graphical curve-
shortening flow, and then treat more general one-dimensional equations. While a direct
generalisation of Kruzhkov’s argument does provide a bound, our sharp estimate requires
the use of the full Hessian matrix of the function of two spatial variables.
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Let u : R× [0, T )→ R be a smooth solution of the curve-shortening flow
(1)
∂u
∂t
=
u′′
1 + u′2
.
Suppose osc u = supu− inf u ≤M and u(x+ L, t) = u(x, t) for every x ∈ R and t ≥ 0.
Theorem 1. For all x 6= y in R and t > 0,
|u(y, t)− u(x, t)| ≤ 2Mϕ
( |y − x|
2M
,
t
M2
)
where ϕ : [0,∞)× (0,∞) → R is the solution of (1) satisfying ϕ(x, t)→ 12 as t→ 0 for
x > 0, ϕ(0, t) = 0 for t > 0, and ϕ(x, t)→ 12 as x→∞ for any t > 0. In particular,
|Du(x, t)| ≤ C1
(
1 + t3/2 exp(C2/t)
)
for some constants C1 and C2 depending only on M .
The existence of ϕ follows from the results of Ecker and Huisken [1], since the initial
condition can be rotated to be a Lipschitz graph. The strong maximum principle (applied
to the rotated graph) implies that ϕ has bounded gradient for positive times.
Proof. By replacing u by 1M u(Mx,M
2t) we can assume M = 1. Let ε > 0, and define
Z(x, y, t) = u(y, t)− u(x, t)− 2ϕ
( |y − x|
2
, t
)
− ε(1 + t)
on S = {(x, y, t) : x ≤ y ≤ x+ L, t > 0}. Z is negative near the diagonal {y = x} and
near {y = x+ L} since u is continuous and periodic, and near t = 0 since ϕ approaches
1/2 locally uniformly away from the diagonal, while |u(y, t)− u(x, t)| ≤ 1.
Suppose Z is not negative on S. Then there exists a first time t0 > 0 and a point
(x0, y0) with x0 < y0 < x0 + L such that Z(x0, y0, t0) = 0. At this point we have
(2) 0 =
∂Z
∂x
= −u′(x0, t0) + ϕ′
(
y0 − x0
2
, t0
)
where ϕ′ denotes the derivative of φ in the first argument, and
(3) 0 =
∂Z
∂y
= u′(y0, t0)− ϕ′
(
y0 − x0
2
, t0
)
,
and the Hessian matrix is negative semi-definite
(4) 0 ≥
[
∂2Z
∂x2
∂2Z
∂x∂y
∂2Z
∂y∂x
∂2Z
∂y2
]
=
[−u′′(x, t)− 12ϕ′′ (y−x2 , t) 12ϕ′′ (y−x2 , t)
1
2ϕ
′′ (y−x
2 , t
)
u′′(y, t)− 12ϕ′′
(y−x
2 , t
)] .
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Since u satisfies Equation (1), we have at the maximum of Z
0 ≤ ∂Z
∂t
(x, y, t) =
∂u
∂t
(y, t)− ∂u
∂t
(x, t)− 2∂ϕ
∂t
(
y − x
2
, t
)
− ε
=
u′′(y, t)
1 + (u′(y, t))2
− u
′′(x, t)
1 + (u′(x, t))2
− 2∂ϕ
∂t
(
y − x
2
, t
)
− ε
=
∂2Z
∂y2 +
1
2ϕ
′′
1 + (ϕ′)2
+
∂2Z
∂x2
+ 12ϕ
′′
1 + (ϕ′)2
+ 2c
(
∂2Z
∂x∂y
− 1
2
ϕ′′
)
− 2∂ϕ
∂t
− ε
= Tr
([
1
1+(ϕ′)2 c
c 11+(ϕ′)2
][
∂2Z
∂x2
∂2Z
∂x∂y
∂2Z
∂y∂x
∂2Z
∂y2
])
+
1
2
(
2
1 + (ϕ′)2
− 2c
)
ϕ′′ − 2∂ϕ
∂t
− ε
≤ 1
2
(
2
1 + (ϕ′)2
− 2c
)
ϕ′′ − 2∂ϕ
∂t
− ε
provided the matrix [
1
1+(ϕ′)2
c
c 1
1+(ϕ′)2
]
is positive semi-definite. Choosing c = −1/(1+ (ϕ′)2) we arrive at a contradiction, since
ϕ has been chosen to satisfy Equation (1). This contradicts the assumption that Z is
not negative on S. Therefore u(y, t) − u(x, t) < 2ϕ
( |y−x|
2 , t
)
+ ε(1 + t) for every ε > 0,
and hence u(y, t)− u(x, t) ≤ 2ϕ
( |y−x|
2 , t
)
for all x ≤ y ≤ x+ L and all t > 0. A similar
argument proves the result for y < x < y + L.
The explicit gradient estimate in the theorem follows by comparing ϕ with the function
ψ defined implicitly by
ξ = t−1/2
(
exp
{
−|ψ(ξ, t)− 1|
2
8t
}
− exp
{
−|ψ(ξ, t) + 1|
2
8t
})
.
This is a supersolution for t sufficiently small where |ψ| ≤ 12 , so 0 < ϕ(ξ, t) < min
{
ψ(ξ, t), 12
}
for ξ, t > 0. In particular this implies that
ϕ′(0, t) ≤ 2t3/2 exp
{
1
8t
}
for t small enough, and this gives the bound for |Du| in the Theorem. 
The method of proof above applies to quite general equations of the form
(5)
∂u
∂t
= α(u′)u′′
where the coefficient α is continuous and positive. We call a function regular if it has
continuous spatial derivatives up to second order and continuous first time derivative
(see Appendix A for regularity statements for equations of this kind).
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Definition 1. Let u ∈ C(R) be periodic of period L, and let ψ ∈ C(0, L/2) be positive.
ψ is a modulus of continuity for u if for all 0 < y − x < L,
(6) − 2ψ
(
L+ x− y
2
)
≤ u(y)− u(x) ≤ 2ψ
(
y − x
2
)
.
Definition 2. Let ψ ∈ C(0, L/2) be positive. Let Sψ be the space of functions ϕ ≥ 0
which are continuous on [0, L/2] × [0, T ] \ {(0, 0), (L/2, 0)}, regular on (0, L/2) × (0, T ]
with ∂ϕ∂t ≥ α(ϕ′)ϕ′′, and have ϕ(z, 0) ≥ ψ(z) for all z ∈ (0, L/2).
Theorem 2. Let u be a regular L-periodic solution of (5) on R × [0, T ], and let ψ be
a modulus of continuity for u(., 0). Let ϕ ∈ Sψ. Then ϕ(., t) is a modulus of continuity
for u(., t) for each t > 0.
Remarks:
(1) The case ψ(z) ≡ M bounds the modulus of continuity of solutions in terms of
initial oscillation and elapsed time (as in Theorem 1).
(2) If ϕ(0, t) = 0 for t > 0 then (6) implies u′(z, t) ≤ ϕ′(0, t) for every z, while if
ϕ(L/2, t) = 0 for t > 0 then u′(z, t) ≥ ϕ′(L/2, t) for every z.
(3) If ϕ(0, t) = ϕ(L/2, t) = 0 for t > 0 and ϕ satisfies (5) with ϕ(z, 0) = ψ(z), then
the result is sharp, with equality in the case u = ϕ (extended to be periodic).
Proof. Let ε > 0, and define Z(x, y, t) = u(y, t) − u(x, t) − 2ϕ (y−x2 , t) − ε(1 + t) on{(x, y, t) : x < y < x + L, t > 0}. Z is negative for small t > 0 (since u and ϕ
are continuous), and negative where y − x or L + x − y are small for any t. If Z is
not everywhere negative then there exists t0 > 0 and x0 < y0 < x0 + L such that
Z(x0, y0, t0) = max{Z(x, y, t) : x < y < x+L, 0 ≤ t ≤ t0}. At this point the first order
conditions (2) and (3) and the Hessian condition (4) hold. Since u satisfies (5),
∂Z
∂t
(x, y, t) =
∂u
∂t
(y, t)− ∂u
∂t
(x, t)− 2∂ϕ
∂t
(
y − x
2
, t
)
− ε
= α(u′(y, t))u′′(y, t)− α(u′(x, t))u′′(x, t)− 2∂ϕ
∂t
(
y − x
2
, t
)
− ε
< α(ϕ′)
(
∂2Z
∂y2
+
ϕ′′
2
)
+ α(ϕ′)
(
∂2Z
∂x2
+
ϕ′′
2
)
+ 2c
(
∂2Z
∂x∂y
− ϕ
′′
2
)
− 2∂ϕ
∂t
= Tr
([
α(ϕ′) c
c α(ϕ′)
][ ∂2Z
∂x2
∂2Z
∂x∂y
∂2Z
∂y∂x
∂2Z
∂y2
])
+
(
α(ϕ′)− c)ϕ′′ − 2∂ϕ
∂t
.
The terms involving second derivatives of Z are non-positive provided
[
α(ϕ′) c
c α(ϕ′)
]
is positive semi-definite. Choosing c = −α(ϕ′) we arrive at a contradiction:
0 ≤ ∂Z
∂t
< 2
(
α(ϕ′)ϕ′′ − ∂ϕ
∂t
)
≤ 0.
It follows that Z remains negative, and sending ε to zero gives the right-hand inequality
in (6). Replacing y by x + L and x by y (and using the periodicity of u) yields the
left-hand inequality. 
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3. Sharpness of the estimate
Theorem 2 gave an estimate on the modulus of continuity of a solution of (5) in terms
of any supersolution ϕ ∈ Sψ, where ψ is the initial modulus of continuity.
Definition 3. If ψ ∈ C(0, L/2) is positive, then the minimal supersolution of (5) is
ψ+(z, t) = inf {ϕ(z, t) : ϕ ∈ Sψ} .
It is an immediate consequence of Theorem 2 that if ψ is a modulus of continuity for
the initial data of an L-periodic solution u of (5), then ψ+(., t) is a modulus of continuity
for u at any positive time t. The aim of this section is to prove that the resulting estimate
is sharp if ψ is concave.
Theorem 3. Let ψ be concave and positive on (0, L/2). Then ψ+(., t) is concave for each
t ≥ 0, and ψ+ is a regular solution of (5) on (0, L/2)×(0,∞). Furthermore, there exists a
sequence vk of regular solutions to (5), with vk(., t) concave and vk(0, t) = vk(L/2, t) = 0
for each t > 0, and vk(., 0) ≤ ψ, such that vk converges to ψ+ locally uniformly in
(0, L/2) × [0,∞)).
Proof. Choose a sequence of smooth concave functions ψk on [0, L/2] with ψk(0) =
ψk(L/2) = 0, such that
(7) ψk(z) ≤ ψ(z) ≤ 1 + k
k
ψk
(
L
4
+
k
1 + k
(
z − L
4
))
for 0 ≤ z ≤ L/2 (such a sequence can be constructed from mollifications of ψ). Let vk
be the regular solution of
∂vk
∂t
(z, t) = α(v′k(z, t))v
′′
k(z, t), (z, t) ∈ [0, L/2] × [0,∞);
vk(z, 0) = ψk(z), z ∈ [0, L/2]; vk(0, t) = vk(L/2, t) = 0, t ≥ 0.
(see Appendix A for the regularity results required to prove the existence of vk)
Lemma 4. For each k and each t > 0, vk(., t) is concave.
Proof. The time-independent function ψk(z) is a supersolution of (5) with zero boundary
data, so by the comparison principle, vk(z, t) ≤ ψk(z) for all t ≥ 0. Applying the
comparison principle again, we find that the solution of (5) with initial data vk(z, s) is
less than or equal to the solution with initial data ψk(z) = vk(z, 0) for all positive times,
i.e. vk(z, s + t) ≤ vk(z, t) for all t ≥ 0 and s ≥ 0. Since vk is regular, ∂vk∂t exists, and
∂
∂tvk(z, t) = lims→0+ s
−1 (vk(z, t+ s)− vk(z, t)) ≤ 0 for all z and all t ≥ 0. Since (5) is
satisfied and α is positive, v′′k(z, t) ≤ 0. 
Lemma 5. For any small δ > 0 there exists Cδ(α, supψ) independent of k such that
sup
(z,y,t)∈[δ,L/2−δ]×[0,L/2]×[0,∞)
|vk(y, t)− vk(z, t)|
|y − z| + supz∈[δ,L/2−δ], 0≤t1<t2
∣∣∣∣vk(z, t2)− vk(z, t1)√t2 − t1
∣∣∣∣ ≤ Cδ
and
sup
[δ,L/2−δ]×[0,∞)
∣∣v′k(z, t)∣∣ + sup
[δ,L/2−δ]×[δ,∞)
(∣∣v′′k∣∣+
∣∣∣∣∂vk∂t
∣∣∣∣
)
≤ Cδ.
Furthermore, {v′′k : k ∈ N} and
{
∂vk
∂t : k ∈ N
}
are equicontinuous on [δ, L/2−δ]×[δ,∞).
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Proof. Since vk(., t) is concave, we have for z ∈ [δ, L/2 − δ], y 6= z in [0, L/2] and t ≥ 0:
(8) − supψ
L
2 − δ
≤ vk(
L
2 , t)− vk(z, t)
L
2 − z
≤ vk(z, t) − vk(y, t)
z − y ≤
vk(z, t)− vk(0, t)
z
≤ supψ
δ
.
Let C˜δ = max
{
supψ
δ ,
supψ
L/2−δ
}
. Taking y → z in (8) gives |v′k(z, t)| ≤ C˜δ for (z, t) ∈
[δ, L/2− δ]× [0,∞). Also, (8) implies vk(y, t) ≥ vk(z, t)− C˜δ|y − z| for any y ∈ [0, L/2],
z ∈ [δ, L/2 − δ] and t ≥ 0. Define αδ = sup|p|≤C˜δ α(p). Fix z and define w(y, s) =
vk(z, t) − C˜δ√sαδ µ
(
y−z√
sαδ
)
, where µ(ξ) = 2√
pi
exp
{
− ξ24
}
+ ξerf
(
ξ
2
)
(chosen such that
√
tµ(x/
√
t) solves the heat equation with initial data |x|). Note |w′(y, s)| ≤ C˜δ, w′′ ≤ 0,
and ∂w∂s = αδw
′′ ≤ α(w′)w′′, so w is a subsolution of (5). By the comparison principle
vk(y, t+ s) ≥ w(y, s) for all y and all s > 0, and in particular taking y = z we find
vk(z, t) ≥ vk(z, t+ s) ≥ vk(z, t) −
2C˜δ
√
sαδ√
pi
.
Therefore
(9) sup
z∈[δ,L/2−δ], 0≤t1≤t2
|vk(z, t2)− vk(z, t1)|√
t2 − t1
≤ 2C˜δ
√
αδ√
pi
.
It follows from the bound on v′k that vk is a solution of a uniformly parabolic equation on
[δ, L/2− δ]× [0,∞), and Equation (27) applies to give k-independent bounds on v′′k and
∂vk
∂t on [2δ, L/2− 2δ]× [2δ,∞), and (29) and (30) control their moduli of continuity. 
Define ϕk(z, t) =
1+k
k vk
(
L
4 +
k
1+k
(
z − L4
)
,
(
k
1+k
)2
t
)
. Then ϕk ∈ Sψ, so ψ+(z, t) ≤
ϕk(z, t) for every k. For any ϕ ∈ Sψ the comparison principle implies ϕ ≥ vk, and hence
vk(z, t) ≤ ψ+(z, t) ≤ ϕk(z, t). By Lemma 5 we have for δ ≤ z ≤ L/2− δ and t ≥ 0
ϕk(z, t) − vk(z, t) = 1 + k
k
vk
(
L
4
+
k
1 + k
(
z − L
4
)
,
(
k
1 + k
)2
t
)
− vk(z, t)
≤ 1
k
sup vk +
∣∣∣∣∣vk
(
L
4
+
k
1 + k
(
z − L
4
)
,
(
k
1 + k
)2
t
)
− vk
(
z,
(
k
1 + k
)2
t
)∣∣∣∣∣
+
∣∣∣∣∣vk
(
z,
(
k
1 + k
)2
t
)
− vk(z, t)
∣∣∣∣∣
≤ 1
k
supψ +
1
1 + k
∣∣∣∣z − L4
∣∣∣∣ C˜δ + 2C˜δ
√
αδ(1 + 2k)
(1 + k)
√
pit
≤ C
(
1
k
+
√
t
k
)
,
so that vk and ϕk both converge locally uniformly to ψ+ on [δ, L/2−δ]×[0,∞). Therefore
ψ+ is locally a uniform limit of concave functions, hence concave. Furthermore, the
estimates on v′′k and
∂vk
∂t and their moduli of continuity imply that ψ+ is a regular
solution of (5) on (0, L/2) × (0,∞). 
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Corollary 6. Every L-periodic solution u of (5) for which ψ is a modulus of continuity
for u(., 0) has ψ+(., t) as a modulus of continuity for u(., t) each t > 0. This estimate is
sharp: For any (z, t) ∈ (0, L/2)× (0,∞) and any ρ < ψ+(z, t) there exists an L-periodic
regular solution u of (5) such that ψ is a modulus of continuity for u(., 0) but there exists
x ∈ R with |u(x+ 2z, t) − u(x, t)| > 2ρ.
Proof. The estimate was established in the remarks after Definition 3. The sharpness
follows from Theorem 3: The functions vk extend by odd reflections to L-periodic regular
solutions of (5), and for k sufficiently large vk(z, t) − vk(−z, t) = 2vk(z, t) > 2ρ. It
remains to check that vk(., 0) has modulus of continuity ψ. We show more generally
that if v is a function which is concave and positive on [0, L/2], L-periodic and odd then
v has modulus of continuity v (hence also modulus of continuity ψ if v ≤ ψ on (0, L/2)):
Consider any x, y with 0 < y − x < L.
Case 1: nL ≤ x < (n+ 12)L for some n ∈ Z. By periodicity we can assume n = 0.
Then we have three sub-cases:
If x < y ≤ (n+ 12)L, then by concavity v(y−x) ≥ v(y)−v(x) ≥ −v (L2 + x− y), and
also by concavity 2v
(y−x
2
) ≥ v(y−x) and 2v(L+x−y2 )≥v(L2 +x−y)+v(L2 )=v(L2 +x−y).
If x <
(
n+ 12
)
L < y ≤ (n+1)L, then 2v (y−x2 ) ≥ 0 ≥ v(y)−v(x) = −v(x)−v(L−y) ≥
−2v
(
L+x−y
2
)
.
The remaining possibility is
(
n+ 12
)
L < y < x+L. Then v(y)−v(x) = v(y−L)−v(x),
so by the first sub-case above,
−2v
(
L+ x− y
2
)
=−2v
(
x− y + L
2
)
≤ v(y)− v(x) ≤ 2v
(
L+y−L−x
2
)
=2v
(
y − x
2
)
.
Case 2:
(
n+ 12
)
L ≤ x < (n + 1)L (as before assume n = 0). Then v(y) − v(x) =
v(L− x)− v(L− y), so by Case 1,
−2v
(
L+ (L− y)− (L− x)
2
)
≤ v(y)− v(x) ≤ 2v
(
L− x− L+ y
2
)
,
which is the required result after rearrangement. 
4. Translating solutions
This section concerns translating solutions of Equation (5). These will be used in the
next section to obtain estimates on the minimal supersolution ψ+.
Translating solutions are special solutions of Equation (5) of the form
v(x, t) = v(x, 0) − V t
for some constant V . These satisfy the ordinary differential equation
(10) α(v′)v′′ = −V.
The solutions of (10) can be obtained by integration: Define A(ξ) =
∫ ξ
0 α(s) ds and
B(ξ) =
∫ ξ
0 sα(s) ds. Then Equation (10) implies
A(v′(s))−A(v′(s0)) = −V (s− s0)
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and
B(v′(s))−B(v′(0)) = −V (v(s) − v(s0)).
Combining these gives the expression
(11) v(s) = v(s0)− 1
V
(
B ◦A−1 (A(v′(s0))− V (s− s0)) −B(v′(s0))) .
Alternatively, the graph of the translating solution can be described parametrically:
(12) graph(v) =
{
(x0, y0) +
1
V
(A(p), B(p)) : p ∈ R
}
.
The parameter p then gives the slope of the graph at the corresponding point.
Note that all translating solutions are related by translation (horizontally and/or
vertically) and scaling. Also note that limξ→∞A(ξ) = ∞ if and only if the domain of
definition of the translating solution extends to s = −∞, and limξ→−∞A(ξ) = −∞
if and only if the domain of definition extends to s = ∞. If limξ→∞A(ξ) = ∞ then
limξ→∞B(ξ) = ∞, and if limξ→−∞A(ξ) = −∞ then limξ→−∞B(ξ) = ∞, and so in
these cases the translating solutions extend to −∞ in the vertical direction as s → ∞
or s→ −∞ respectively. However there can be cases where the range of A is finite but
the range of B is infinite, so that the function v approaches −∞ at a finite value of s,
or where the ranges of both A and B are finite, so that the gradient of the function
becomes infinite with finite values of both s and v.
Example 4.1. For the heat equation, α = 1 everywhere, so A(ξ) = ξ and B(ξ) = 12ξ
2. The
translating solutions are therefore parabolae
{
1
V (ξ,
1
2ξ
2)
}
=
{
(x, V2 x
2)
}
, which extend
to infinity both horizontally and vertically.
Example 4.2. For the curve-shortening flow, α(p) = 1
1+p2
, so
A(ξ) = arctan(ξ)
and
B(ξ) = log
√
1 + ξ2.
Thus the translating solutions have finite width but extend to −∞ at both ends in the
vertical direction. Note that since ξ = tanA = tan(sV ), we have (up to translations)
v(s) = − 1
V
log cos(V s).
Example 4.3. In the homogeneous case, α(p) = |p|−γ , so such α are not C0(R). Never-
theless, we can find translating solutions v(s, t) = v(s)− V t, with
v(s) =


− 1V |sV (1−γ)|
2−γ
1−γ
2−γ , γ 6= {1, 2}
− 1V exp(±V s), γ = 1
− 1V log |sV |, γ = 2.
The nature of the solution is determined by the exponent:
2− γ
1− γ ∈


(2,∞) for 0 < γ < 1
(−∞, 0) for 1 < γ < 2
(0, 1) for γ > 2,
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with v being
unbounded horizontally and vertically 0 < γ ≤ 1,
unbounded vertically, but with a one-sided bound horizonally 1 < γ ≤ 2,
bounded on one side both vertically and horizontally γ > 2.
Example 4.4. We can also find translating solutions in the asymptotically homogeneous
case, α(p) ∼ |p|−γ as |p| → ∞. Here, limξ→∞A(ξ) =∞ for γ ≤ 1, and limξ→∞A(ξ) <∞
for γ > 1, while limξ→∞B(ξ) = ∞ for γ ≤ 2, and limξ→∞B(ξ) < ∞ for γ > 2. Thus
translating solutions are unbounded both horizontally and vertically if γ ≥ 1, vertically
but not horizontally if 1 < γ ≤ 2, and neither vertically nor horizontally if γ > 2. The
curve shortening flow is an example of the critical case γ = 2, while the non-parametric
curve-shortening flow
∂u
∂t
=
u′′
(1 + (u′)2)3/2
(where the curve moves vertically with speed equal to the curvature) corresponds to
γ = 3. In the latter example the translating solution is (up to scaling and translations)
v(s) = −
√
1− s2,
(semicircles have constant curvature and hence constant speed in this flow).
More generally for asymptotically homogeneous cases, the translating solutions are
asymptotic to those for the homogeneous cases:
v(s)→


− 1
V (2− γ) |V (1− γ)s|
2−γ
1−γ as |s| → ∞, 0 < γ < 1
− 1
V
exp(V |s|) as |s| → ∞, γ = 1
− 1
V (2− γ) |V (1− γ)(s
± − s)|
2−γ
1−γ as s→ s±, 1 < γ < 2 and γ > 2
1
V
log |V (s− s±)| as s→ s±, γ = 2
where s− = −V −1 ∫∞0 α(s) ds and s+ = V −1 ∫ 0−∞ α(s) ds.
The dichotomy between finite and infinite vertical extent for translating solutions
corresponds precisely to the sufficient condition for Lipschitz bounds for bounded initial
data which we provide in Corollary 8 in the following section.
5. Necessary and sufficient condition for Lipschitz bound
In this section we use supersolutions constructed from translating solutions to give
a sufficient condition for the minimal supersolution ψ+ to have bounded gradient for
positive times. In many cases of interest this is also a necessary condition, though this
is not always true. By Corollary 6 these results amounts to necessary and sufficient
conditions for a given coefficient α and initial modulus of continuity ψ to imply gradient
bounds for positive times.
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Theorem 7. Let ψ be positive and concave on (0, L/2), and let ψ+ be the minimal
supersolution of Definition 3. Let b be minus the Legendre transform of ψ, so that
ψ(x) = inf {x · z + b(z) : z ∈ R}
and
b(z) = sup {ψ(x)− x · z : 0 ≤ x ≤ L} .
Also define b˜(z) = b(z) + Lz2 . Then ψ+(., t) has gradient bounded above for each t > 0 if
(13) inf
z∈R
b(z)(
limz′→∞
∫ z′
z (s− z)α(s) ds
)1/2 = 0.
Furthermore, if this holds then we have the estimate
(14) ψ′+(x, t) ≤ inf
{
Z :
∫ Z
z
(s − z)α(s) ds ≥ b(z)
2
t
for some z
}
for all x ∈ [0, L/2]. Similarly, ψ+(., t) has gradient bounded below at for each t > 0 if
(15) inf
z∈R
b˜(z)(
limz′→−∞
∫
z′ z(z − s)α(s) ds
)1/2 = 0.
In this case the following estimate holds for each x ∈ [0, L/2]:
(16) ψ′+ (x, t) ≥ sup
{
Z :
∫ z
Z
(z − s)α(s) ds ≥ b˜(z)
2
t
for some z
}
.
Proof. Suppose (13) holds, and fix t0 > 0. Then in particular there exists z such that∫∞
z (s−z)α(s) ds > 2b(z)
2
t0
, and hence there also exists Z > z such that
∫ Z
z (s−z)α(s) ds =
2b(z)2
t0
. We prove that ψ′+(0, t0) ≤ Z for any such z and Z.
Let v be the translating solution with graph {(x(p), y(p, t)) : z ≤ p ≤ Z, 0 ≤ t ≤ t0}
defined parametrically by (12), with x(Z) = 0, y(Z, 0) = b(z), and V = b(z)t0 . Therefore
y(Z, t) = y(Z, 0) − tV ∈ [0, b(z)] for 0 ≤ t ≤ t0. The graph has slope z ≤ p ≤ Z, hence
v(x, 0) ≥ b(z) + zx. It follows that v(x, 0) ≥ ψ(x) since ψ(x)− xz ≤ b(z) for every x, so
ψ(x) ≤ b(z) + xz ≤ v(x, 0) for each x ∈ [0, x(z)]. Finally, we compute
y(Z, t)− zx(Z) =
(
b(z) +
1
V
∫ Z
z
rα(r) dr − V t
)
− z
V
∫ Z
z
α(r) dr
= b(z) +
t0
b(z)
∫ Z
z
(r − z)α(r) dr − b(z)t
t0
= 2b(z) − t
t0
b(z)
≥ b(z)
and therefore we have y(Z, t) ≥ x(Z)z + b(z) ≥ ψ(x(Z)) ≥ ψ+(x(Z), t) for 0 ≤ t ≤ t0.
By the comparison principle, ψ+(x, t) ≤ v(x, t) for 0 ≤ x ≤ x(Z) and 0 ≤ t ≤ t0, and in
particular ψ+(x, t0) ≤ v(x, t0) ≤ Zx for all x, so ψ′+(0, t0) ≤ Z. By concavity of ψ+(., t)
this implies ψ′+(x, t) ≤ Z for every x. The other inequality is proved similarly. 
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Remark 1. The condition (13) is not in general necessary for a gradient bound. Under
some circumstances this is the case, for example if there exists a convex function µ with
limz→∞ µ = 0 such that α(z) = (µq)zz for some q > 2. In this case it can be shown that
there exists a homothetic solution v of the form
v(x, t) =
√−t v0
(
x√−t
)
for 0 < x < C
√−t for some C, with v0(0) = 0 and v′0(0) = ∞. Furthermore v0 has
Legendre transform comparable to
(∫∞
z (s− z)α(s) ds
) 1
2 for large z. It follows that any
ψ which does not satisfy condition (13) lies above v(., t0) for some t0 < 0. A comparison
principle argument then shows that the minimal supersolution ϕ(., t) lies above v(., t0+t)
for small t, and so cannot have bounded gradient for these times.
It seems a plausible conjecture that whenever B is bounded, there exists a homothetic
solution of this kind, and that this determines the optimal modulus of continuity. Ex-
amples show that in some cases the resulting modulus of continuity is not comparable
to that given in Condition (13), so the optimal condition on initial data is a weaker one.
Corollary 8. If ψ(z) = M for 0 < z < L/2, then ψ+ has gradient bounded above for
each t > 0 if and only if limξ→∞B(ξ) = ∞, and gradient bounded below for each t > 0
if and only if limξ→−∞B(ξ) =∞. In this case
inf
{
ξ : B(ξ) ≤ M
2
t
}
≤ ψ′+(z, t) ≤ sup
{
ξ : B(ξ) ≤ M
2
t
}
.
Proof. In this case we have b(0) = b˜(0) =M , and the gradient bound follows by setting
z = 0 in (14) and (16).
On the other hand, suppose that limξ→∞B(ξ) < ∞. Then limξ→∞A(ξ) < ∞ also.
Choose V > max
{
4
L limξ→∞A(ξ),
4
M limξ→∞B(ξ)
}
. Let X = 1V limξ→∞A(ξ) <
L
4 . The
estimate (9) applies to ψ+, since ψ+ is locally the uniform limit of the functions vk.
Therefore there exists τ > 0 such that ψ+(x, t) ≥ 3M4 for 0 ≤ t ≤ τ and X ≤ x ≤ L2 −X.
Let ε > 0 be sufficiently small to ensure that X + ε ≤ L2 . Let v be the translating
solution with speed V defined parametrically by x(p) = ε+ 1V
∫∞
p α(s) ds and v(p, t) =
M
2 +
1
V
∫∞
p sα(s) ds − V t, with 0 ≤ t ≤ τ˜ = min
{
τ, M4V
}
. For each p we have v(p, t) ≥
M
2 − V t ≥ M2 − V M4V = M4 , and we have v(p, 0) ≤ M2 + 1V limξ→∞B(ξ) ≤ 3M4 ≤
ψ(x(p)), and for each t in this range we have v(0, t) ≤ 3M4 ≤ ψ+(x(0), t). Finally,
since limp→∞ v′(x(p), t) = ∞, the minimum of ψ+(., t) − v(., t) cannot occur at the
left endpoint. Therefore by the comparison principle we have ψ+(x, t) ≥ v(x, t) for
ε ≤ x ≤ X+ε and 0 ≤ t ≤ τ˜ . This holds for every ε > 0, and therefore ψ+(0, t) ≥ M4 for
0 ≤ t ≤ τ˜ and ψ+ does not have bounded gradient on this time interval. The argument
for the failure of the lower gradient bound is similar. 
Corollary 8 and Theorem 3 give a necessary and sufficient condition for the Lipschitz
constants of regular solutions to be controlled by initial oscillation and elapsed time:
Corollary 9. L-periodic solutions of Equation (5) satisfy estimates of the form
|u′(z, t)| ≤ C(t, |u|∞)
for each t > 0 if and only if B approaches infinity at ±∞.
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6. Examples: Gradient-dependent coefficients
In this section we explore the application of the previous results to some examples of
equations with gradient-dependent coefficients.
Example 6.1. We first consider the case of the heat equation, α(p) = 1 for all p. As
observed in Example 4.1, the translating solutions are unbounded, and so Lipschitz
bounds hold for positive times, by Corollary 9. The estimate provided by Theorem 7 for
bounded solutions (b(z) =M for all z) is then
|ψ′+(z, t)| ≤
√
2M√
t
.
(In this case the sharp estimate is |ψ′(z, t)| ≤ M (4pit)−1/2). We can also deduce a
stronger estimate if the initial data is Ho¨lder continuous: If ψ(z) = Czβ, then we have
b(z) = C1/(1−β)ββ/(1−β)(1 − β)z−β/(1−β), so the gradient estimate becomes
|ψ′+(z, t)| ≤ CC2t−
1−β
2
where C2 = C2(β).
Example 6.2. Consider the asymptotically homogeneous classes discussed in Example
4.4, where α(p) ∼ |p|−γ . For bounded initial data (ψ(z) =M) condition (13) is satisfied
only when γ ≤ 2, and then the gradient estimate given by Theorem 7 for small t is
|ψ′+(z, t)| ≤


(
CM2
t
) 1
2−γ
, γ < 2
exp
(
CM2
t
)
γ = 2.
If the initial data is Ho¨lder continuous, with ψ(z) = Kzβ and b(z) as in the above
example, then condition (13) is satisfied when γ < 21−β . The gradient estimate is
|ψ′+(z, t)| ≤ C˜K
2
2−(1−β)γ t
− 1−β
2−(1−β)γ .
This cannot be improved to γ = 21−β if γ > 2, since the function y = x
γ−2
γ gives
α(y′)y′′ ∝ −y, so there is a self-similar subsolution with this Ho¨lder exponent, and
consequently ψ+(., t) does not have bounded gradient for small t > 0 in such cases.
7. Coefficients depending on position, time and height
The methods introduced above for equations with coefficients depending only on the
gradient also apply much more generally, provided the coefficients can be estimated from
below by a function of the gradient.
Consider regular solutions of equations of the form
(17)
∂u
∂t
(x, t) = α˜(x, t, u(x, t), u′(x, t))u′′(x, t)
where a˜(x, t, z, p) ≥ α(p). We require α˜ to be L-periodic in x. The main result is as
follows:
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Theorem 10. Let u be a regular L-periodic solution of (17) on R × [0, T ] with initial
modulus of continuity ψ, where ψ is positive and concave on (0, L2 ). Then u(., t) has
modulus of continuity ψ+(., t) for each t > 0, where ψ+ is defined as in Definition 3
using supersolutions of (5).
In particular, this implies that the conditions in Theorems 7 and 8 are sufficient for
Lipschitz bounds for such equations.
Proof. We follow the proof of Theorem 2: Defining Z(x, y, t) = u(y, t) − u(x, t) −
2ϕ
( y−x
2 , t
) − ε(1 + t) as before, we arrive at the folowing at the first point and time
(x0, y0, t0) where Z reaches zero:
0 ≤ ∂Z
∂t
(x, y, t) = α˜
(
y, t, u(y, t), u′(y, t)
)
u′′(y, t)− α˜ (x, t, u(x, t), u′(x, t)) u′′(x, t)
− 2∂ϕ
∂t
(
y − x
2
, t
)
− ε
< α˜(y, t, u(y, t), ϕ′)
(
∂2Z
∂y2
+
ϕ′′
2
)
+ α˜(x, t, u(x, t), ϕ′)
(
∂2Z
∂x2
+
ϕ′′
2
)
+ 2c
(
∂2Z
∂y∂x
− ϕ
′′
2
)
− 2∂ϕ
∂t
.
At this point ∂
2Z
∂y2
≤ 0, and since ϕ is concave we have ∂2Z
∂y2
+ ϕ
′′
2 ≤ 0. Therefore
α˜
(
y, t, u(y, t), ϕ′
)(∂2Z
∂y2
+
ϕ′′
2
)
≤ α(ϕ′)
(
∂2Z
∂y2
+
ϕ′′
2
)
,
and similarly for the terms involving x. Thus exactly as in Theorem 2 we find
0 < Tr
([
α(ϕ′) c
c α(ϕ′)
][ ∂2Z
∂x2
∂2Z
∂x∂y
∂2Z
∂y∂x
∂2Z
∂y2
])
+
(
α(ϕ′)− c)ϕ′′ − 2∂ϕ
∂t
,
yielding the required contradiction with the choice c = −α(ϕ′). 
Appendix A. Regularity results for uniformly parabolic flows
This section concerns regularity results for quasilinear parabolic equations in which
the coefficients depend only on the gradient of the solution. In particular we will deduce
estimates on continuity for the second derivatives of solutions to uniformly parabolic
equations, assuming only that the coefficients are continuous. The results are not crucial
for the main results of the paper, but they make possible results which assume only
continuity of the coefficient α.
The corresponding estimates fail for more general parabolic equations, even in one
dimension: A simple example is provided by the function
u(x, t) = (x2 + t) log
(
1 +
1
x2 − t
)
+ C3t+ C4x
2
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on R× (−∞, 0] (extending to value zero at (0, 0)). For C3 and C4 large this is a solution
of an equation of the form
∂u
∂t
(x, t) = α(x, t)
∂2u
∂x2
(x, t)
with the coefficients α(x, t) continuous on R×(−∞, 0] and satisfying 0 < λ ≤ α(x, t) ≤ Λ
for some constants λ and Λ (a similar example appears in [2]). However u does not have
continuous or even bounded second spatial derivatives near (0, 0). Schauder estimates
provide continuity of the second derivatives if the coefficient α(x, t) is Dini-continuous
[5].
Now we proceed to the estimates: Let α be continuous on R, with
(18) 0 < λ ≤ α(p) ≤ Λ
for all p, for some constants λ and Λ, and
(19) |α(p) − α(q)| ≤ ω(|p− q|)
for all p and q, where ω is continuous on [0,∞) with ω(0) = 0. Denote QR(0, 0) =
(−R,R)× (−R2, 0]. Consider a solution u on QR(0, 0) of the equation
(20)
∂u
∂t
= α(u′)u′′
with osc(u) ≤M . The argument of Kruzhkov outlined in the introduction gives
|u′(x, t)| ≤ CM
(
Λ
λd2
+
1
λ(t+R2)
)1/2
,
where d = R− |x| is the distance to the boundary. In particular on QR/2(0, 0) we have
(21) |u′(x, t)| ≤ C
(
1 + Λ
λ
)1/2 M
R
.
Equation (20) implies v = u′ is a weak solution on QR/2 of the divergence-form equation
(22) ∂tv = ∂x
(
a(v)v′
)
.
It follows from the De-Giorgi-Nash estimate [4, Theorem 6.28] that v ∈ C0,βloc ((0, 1) ×
(0, T )) for some β depending on λ and Λ, with estimates of the form
oscQr(x,t)v ≤ C
(
r
ρ
)β
oscQρ(x,t)v
for r < ρ with Qρ(x, t) ⊆ QR(0, 0). Equation (21) bounds oscQR/2(0,0)v, yielding
(23) |v(x, t)− v(y, s)| ≤ CM
R1+β
(
1 + Λ
λ
)1/2 (|y − x|2 + |t− s|)β/2
whenever (x, t) and (y, s) are in QR/4(0, 0). Define A ∈ C1loc(R) by
(24) A(z) =
∫ z
0
α(s) ds.
The ellipticity assumption implies λ|z| ≤ |A(z)| ≤ Λ|z| for all z. Equation (20) implies
(25) ∂t(A(u
′)) = α(u′)∂2x
(
A(u′)
)
.
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The Kruzhkov argument bounds the gradient w = ∂xA(u
′) = α(u′)u′′ = ut:
(26) |w(x, t)|2 ≤ C sup
Qr(x,t)
|A(u′)|2 1 + Λ
λr2
.
In particular, if (x, t) ∈ QR/4(0, 0) then QR/4(x, t) ⊆ QR/2(0, 0) and Equation (21) yields
(27) |w(x, t)|2 ≤ C(1 + Λ)
2ΛM2
λ2R4
.
Differentiating Equation (25) again gives a divergence-form equation for w:
(28) ∂tw = ∂x
(
α(u′)∂xw
)
.
Again, the De-Giorgi-Nash estimate implies that w ∈ C0,βloc ((0, 1) × (0, T )), with
oscQr(x,t)w ≤ C
(
r
ρ
)β
oscQρ(x,t)w
for r ≤ ρ. In particular for (x, t) and (y, s) in QR/8(0, 0) we deduce
(29) |w(x, t) − w(y, s)| ≤ C (1 + Λ)
√
ΛM
λR2+β
(|y − x|2 + |t− s|)β/2 .
This gives an estimate on the continuity of u′′:∣∣u′′(x, t)− u′′(y, s)∣∣ ≤ 1
α(u′(x, t))
|w(x, t) − w(y, s)|+
∣∣∣∣α(u′(y, s))α(u′(x, t)) − 1
∣∣∣∣ ∣∣u′′(y, s)∣∣
≤ C(1 + Λ)
√
ΛM
λR2
((
d
R
)β
+
1
λ2
ψ
(
C
√
1 + ΛM√
λR
(
d
R
)β))
,(30)
where d =
√
|y − x|2 + |t− s|.
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