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ABSTRACT 
 
We investigate the evolution of homophones and its relation to the evolution of syllable number 
of words, based on the quantitative analysis on the historical data and simulation. We suggest that 
homophones are the outcome of arranging form-meaning associations according to Zipf’s law to 
maximize the referential power under effort for the speaker constraints. We also discuss the neu-
ral bases of ambiguity and the relation between ambiguity and robustness in language evolution. 
Furthermore, we show that homophones are stable and cumulate with the times. To avoid cre-
ating homophones, syllable number of words increases, with more recent entry dates of words 
associated with more syllables. We also explore stability of homophones and instability of syno-
nyms in children’s acquisition process. The mechanism of the evolution of homophones and 
syllable length of words works cross-linguistically from the emergence of language and goes on 
at present. 
 
1. Introductory remarks 
1.1. Preliminaries 
 
The existence and abundance of ambiguity in languages has intrigued linguists 
for a long time. If we view language as a coding system to encode meanings 
with signals, it would seem that language is not optimal, because in an ideal 
code one signal should correspond to exactly one meaning. When there are one-
to-many correspondences between form and meaning, ambiguities arise. We 
assume that the number of meanings that humans can manipulate is infinite and 
there may exist a cognitive constraint on the number of forms that can be 
memorized. To meet semantic need, polysemy and homophony, which are ma-
jor sources of ambiguity, are inevitable. In this study, we would like to investi-
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gate the evolution of homophony and its relation to the evolution of syllable 
number of words, based on the quantitative analysis on the historical data and 
simulation.   
Anttila (1989: 184) states that all languages have homophony to different 
degrees, and one can never predict with complete confidence when a commu-
nity or speaker will find it inconvenient enough to be corrected. Even when 
avoidance or correction of homophony does occur, there is no way of telling by 
what mechanism of change it will happen. Furthermore, there has been little 
study on the evolution of syllable number of words except the observation that 
word length is inversely related to the size of the phonological inventory (Nettle 
1999: 144-147).  
After defining polysemy and homophony, we will investigate degree of ho-
mophony based on the quantitative study in English and Japanese and simula-
tion, and examine sources, word frequencies and lexical categories of homo-
phones in section 2.  In section 3 we will inquire into the mechanism of how 
homophones evolve and how syllable number of words increases to avoid creat-
ing homophones.  In section 4 we will show that homophones are stable, based 
on Old and Middle English data. In section 5 we will explore the problem of 
why homophones are stable and synonyms are unstable in children’s acquisition 
process. In section 6, we will give concluding remarks. 
 
1.2. Definition of polysemy and homophony 
 
The border between polysemy and homophony is not always clear. An impor-
tant issue is the definition of a “lexical item” or “word”. According to Leech 
(1974: 229-230), the lexical entry is defined as a trio of specifications morpho-
logical, syntactic, and semantic. Two useful ways to define “lexical item” are: 
 
a) a bundle of lexical entries sharing the same morphological specification 
 
b) a bundle of lexical entries sharing the same morphological specification 
 and the same syntactic specification. 
 
The second definition states that any two lexical entries related by conversion 
belong to different lexical items (e.g. face as noun and face as verb), while the 
first regards these as variants of the same lexical item. Conversion is the deriva-
tional process whereby an item is converted to a new word-class without the 
addition of an affix. This relationship may be seen as parallel to that between 
verb acquit and noun acquittal (Greenbaum – Leech – Svartvik 1972: 1009). 
Marchand (1969: 359-360) calls it zero-derivation. We may assume that a word 
created by conversion or zero-derivation belongs to a different lexical item from 
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the base form in parallel with a derived item with an affix. Thus we adopt the 
second definition for lexical item proposed by Leech.  
We would like to define polysemy as forms with many related meanings 
within the same lexical category, and homophony as two or more unrelated 
meanings getting the same form within the same lexical category, or two or 
more meanings getting the same form across the different lexical category. By 
this definition of homophony, lexical items related by conversion or zero-
derivation are treated as homophones. Jespersen (1933: 73) calls such lexical 
items as “grammatical homophones”. Wordnet 2.0 (2003) defines polysemy 
within a lexical category.1 
 
2. Homophones in Present-day English and Japanese 
2.1. Degree of homophony 
 
Based on the CELEX lexical database of English, version 2.5 (1995) and the 
LDC Japanese Lexicon (1997), we find that 11,980 or 22.8% of 52,447 types 
and 8,827 or 17.2% of 51,274 types2 are homophones in Present-day English 
and Japanese respectively. We give the number of homophones classified ac-
cording to the syllable or mora3 number in columns and the number of words in 
a homophonous set in rows for English in Table 1a and for Japanese in Table 
1b. We also give the total number of types classified according to the syllable or 
mora number for English in Table 2a and for Japanese in Table 2b. In English 
4,743, or 70.2% of 6,761 one syllable words are homophones, and in Japanese 
145, or 58.3% of 252 one mora words and 1,232, or 40.9% of 2,946 two mora 
words are homophones. 
                                                 
1 We also give evidence to consider conversion is a source of homophones based on the discus-
sion in section 3. Homophones are usually composed of 2 words. In CELEX database, 9482 or 
79.1% of 11,980 homophones are composed of 2 words as shown in Table 1. But polysemy usu-
ally has more than 2 meanings. In WordNet database, polysemous nouns and verbs have 2.79 and 
3.66 meanings on the average respectively. We may assume that in polysemous words more 
recent creation dates of meaning do not always associate with more syllables. Thus the behavior 
of homophones and polysemous words are different, and words created by conversion show the 
behavior of homophones. 
2 29,419 proper nouns are excluded. 










V, syllabic nasal, and assimilated sound called hatsuon. 
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Table 1a. Number of homophones in English 
 1 syl. 2 syls. 3 syls. 4 syls. 5 syls. 6 syls. 7 syls. Total 
2 words 3068 3888 1792 588 132 8 6 9482 
3 words 900 477 123 60 3 0 0 1563 
4 words 460 104 16 0 0 0 0 580 
5 words 175 40 0 0 0 0 0 215 
6 words 96 0 0 0 0 0 0 96 
7 words 28 0 0 0 0 0 0 28 
8 words 16 0 0 0 0 0 0 16 
Total 4743 4509 1931 648 135 8 6 11980 
 
Table 1b. Number of homophones in Japanese 
 1 mora 2 morae 3 morae 4 morae 5 morae 6 morae Total 
2 words 26 446 1404 2268 108 12 4264 
3 words 27 231 687 885 3 0 1833 
4 words 32 132 420 520 0 0 1104 
5 words 5 125 165 225 0 0 520 
6 words 12 108 132 132 0 0 384 
7 words 21 14 84 126 0 0 245 
8 words 0 56 48 56 0 0 160 
9 words 9 45 45 27 0 0 126 
10 words 0 50 30 0 0 0 80 
11 words 0 0 33 0 0 0 33 
12 words 0 12 12 12 0 0 36 
13 words 13 13 0 0 0 0 26 
14 words 0 0 0 0 0 0 0 
15 words 0 0 0 0 0 0 0 
16 words 0 0 16 0 0 0 16 
Total 145 1232 3076 4251 111 12 8827 
 
Table 2a. Total number of types in English 
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Table 2b. Total number of types in Japanese 





















Wang et al. (2004) report some modeling for homophony. The simulation 
model is designed within the naming games framework proposed by Steels 
(1996). Agents in the model are assumed to be able to produce a number of 
distinctive utterances and to make use of such utterances to communicate a set 
of meanings.  Agents can create new words at random, as well as learn the 
words created by other agents. An example of two matrices with three meanings 
(m1, m2, m3) and three utterances (u1, u2, u3) is given in Table 3. Each ele-
ment of the matrices represents the probability that an agent has an association 
between a certain meaning and a certain utterance. The two matrices have the 
constraint that each row of the speaking matrix and each column of the listening 
matrix sum to one, to meet the assumption that each meaning is expressible, and 
each utterance is interpretable. At the beginning speaking and listening matrices 
of each agent are randomly initialized. 
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Table 3. An example of speaking and listening matrices in the interaction model 
(Ke et al. 2002) 
 u1 u2 u3  u1 u2 u3 
m1 0.3   0.4   0.3 m1 0.1 0.3 0.6 
m2 0.4 0.55 0.05 m2 0.5 0.3 0.3 
m3 0.7   0.2   0.1 m3 0.4 0.4 0.1 
 Speaking matrix  Listening matrix 
 
At each step, two agents are chosen to communicate, one as the speaker and the 
other as the listener. The speaker decides a meaning he wants to communicate, 
looks for or creates an utterance which is associated with the meaning, and 
transmits the utterance to the listener. The listener perceives the utterance and 
tries to interpret the meaning by searching his existing vocabulary. If he inter-
prets the same meaning for the utterance, then this is considered to be a success-
ful communication. Each word has a score; after each successful communica-
tion, the score of the word is increased. Otherwise, the score is decreased. When 
the score of the word becomes too small, the word is removed from the vocabu-
lary. Upon failure, the listener learns the word from the speaker by adding an 
association between the perceived utterance and the intended meaning of the 
speaker. After a number of interactions, we observe that associations between 
objects and utterances are shared by all agents.  
Figure 1 shows simulation results when the number of meanings (M) and the 
number of utterances (U) are equal. In this simulation only one word, i.e. a 
word without any context, is transmitted during the communication. There are 
10 agents, initialized randomly, with a vocabulary size of M=U=5. We can see 
that agents are able to acquire the same vocabulary, and their communications 
are successful 90% of the time, 20% of the words having homophones. When 
we compare the quantitative studies stated above with the simulation results, we 
may assume that to avoid homophones, humans try to manifest “one meaning, 
one form”, but homophones do occur and the threshold is around 20% of the 
vocabulary.4 
                                                 
4 Ke et al. (2002) also design an imitation model to simulate the emergence of a shared vocabu-
lary. In this model, there are a number of agents, each of which initially has its own set of map-
pings between meanings and utterances. When two agents interact, one imitates the other accord-
ing to some strategy, either by random or by following the majority in the population, and the 
agents converge to an identical vocabulary. The following table shows the average probability of 
the vocabulary with one-form-one-meaning by Strategy 1 (S1), i.e. random imitation and by 
Strategy 2 (S2), i.e. imitation by following the majority, when the number of meanings is fixed: 
M=10, and population size (P) and number of utterances (U) are varied. For example, when 
U=10, i.e. M=U, and P=10 by S1, the probability of the vocabulary with one-form-one-meaning 
is 0.77, i.e. the probability of homophones is 0.23. We find that the probability of homophones is 




Figure 1. Simulation of homophones when M=U (Wang et al. 2004) 
 
There are subtypes of iconicity, isomorphism, which denotes the one-form-one-
meaning condition, and automorphism, which holds that linguistic elements 
which are alike semantically should also resemble one another formally (Hai-
man 1985: 4). The former type of iconicity underlies homophony, while the 
latter type underlies polysemy. Because of automorphism of iconicity, it is quite 
plausible that there are many polysemous words. But as for homophony, people 
try to avoid creating homophones because of isomorphism of iconicity.  
     Why do homophones occur even though humans try to manifest one-to-one 
correspondence between form and meaning? Why is the threshold of homo-
phones around 20% of the vocabulary? Zipf (1949) suggests the simultaneous 
                                                                                                                       
around 0.25-0.20 when M=U, regardless of the population size, and even when the number of 
utterances outweighs the number of meaning by five times homophones seem to be unavoidable.  
It is interesting that the probability of homophones is almost the same whether we resort to the 
interactive model or the imitation model. 
 
Table 13. Average probability of the vocabulary with one-form-one-meaning by Strategy 1 and 
Strategy 2 (adapted from Ke et al. 2002) 
  S1    S2  
 U=10 U=30 U=50  U=10 U=30 U=50 
P=10 0.77 0.91 0.94  0.74 0.92 0.95 
P=30 0.76 0.92 0.95  0.73 0.92 0.95 
P=50 0.78 0.92 0.95  0.74 0.91 0.94 
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minimization of the two opposing forces from listener and speaker for form and 
meaning associations. One form for all meanings is an ideal code for the 
speaker, while one-to-one correspondence between form and meaning is an 
ideal code for the listener. He supposes that Zipf’s law, which states that word 
frequencies decay as a power law of its rank (see section 2.2.), is the outcome of 
form-meaning associations adopted for complying with listener and speaker 
needs. Arranging signals according to Zipf’s law is the optimal solution for 
maximizing the referential power under effort for the speaker constraint. Thus 
we may assume that humans try to manifest one meaning, one form to avoid 
creating homophones, but at the same time they try to maximize referential 
power under effort for the speaker constraint, using a portion of words fre-
quently and even forming homophones with high frequency words.  
     Ferrer i Cancho – Sole (2003) show that Zipf’s law is a hallmark of referen-
tially random systems and symbolic reference systems by using mathematical 
modeling. In our simulation of the emergence of a shared vocabulary, the same 
set of associations between meanings and utterances are formed from random 
creation by each agent. We may assume that the emergence of a shared vocabu-
lary is the result of Zipf’s law, which is found in the transition between referen-
tially random systems created randomly by each agent and symbolic systems of 
a shared vocabulary, and the threshold of the homophones is around 20% of vo-
cabulary, which is the limit of high frequency words (see Table 5 and Figure 2 in 
section 2.2.).  
     Our daily communication is not much hampered by homophones, because 
we generally do not process sentences in isolation from contexts. One may criti-
cize our quantitative work, arguing that instances that show homophonic clash, 
thus cause ambiguity must be examined on a case-by-case basis.5 However, as 
shown in Tables 1a and 1b, together with Tables 2a and 2b, the number of 
homophones decreases as the number of words in a homophonous set increases, 
and the percentage of homophones for each syllable or mora number decreases 
as the syllable or mora number increases. The distributions of homophones in 
Tables 1a and 1b suggest a threshold or limit of homophones that can be toler-
ated.6 They also suggest that there is greater probability of ambiguity as the 
number of words in a homophonous set and the syllable or mora number in-
crease.  
     We consider that all the different meanings of homophones must have been 
                                                 
5 Kempson (1980) analyzes sentence ambiguities in homonymy and polysemy in the interac-
tion between context and interpretation of the lexical item. 
6 Strang (1980) collects some 1700 monosyllabic words from the OED, and finds that the level 
of exploitation of homophones is higher than might be thought tolerable in several forms: /bi:/, 
/bε:/, /bei/, /bΛt/, /bΛk/. For example, in /bΛt/, there are 21 homophones, including 16 nouns and 4 
verbs, 12 surviving till the 19th century. 
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largely analyzed before the listener is able to select the proper one according to 
the context. The brain puts all sorts of competing pieces of information in sub-
conscious temporary storage until the context allows the appropriate one to 
surface. Thus, if  there are many competing meanings in the subconscious tem-
porary storage in the brain, the context no longer allows the appropriate one to 
surface, and ambiguity arises. Ongoing work by neuroscientists, e.g. Robert 
Desimone gives evidence to this effect from visual object recognition.  
     Robustness is the ability of the signal to withstand noise. Given an ambigu-
ous utterance with several meanings, the meaning intended by the speaker is the 
signal and the other possible meanings are noise. Everything else being equal, a 
language with fewer ambiguous utterances is more robust – it has a higher sig-
nal to noise ratio. The avoidance of homophony contributes to robustness of 
language. Lass (1980: 75-80, 1987) argues against homophonic clash or avoid-
ance of homophony as an explanation for sporadic changes. Our work is based 
on the quantitative examination of interaction of homophones and syllable 
length, which leads to growth in complexity in languages over time (see section 
3). Speakers avoid homophones by taking avoiding strategy in advance and the 
development can be predicted. These are what Lass claims for the explanation 
by homophonic clash or avoidance of homophony.  
     As basis of the analysis of the present-day material, there is no practical al-
ternative to Standard English. Dialectal items have wondered into and out of the 
lexical standard, and there is no record that makes clear, concerning every word 
that has declined into dialect, just when the loss of currency in standard oc-
curred. Moreover, there was no variety in Old and Middle English correspond-
ing to present-day Standard English. However, whichever variety we are con-
cerned with, we assume that the same fundamental mechanism of interaction of 
homophones and syllable length works in it. 
 
2.2. Sources, word frequencies, and lexical categories of homophones 
 
Creation of homophones might be the effect of (1) conversion from one lexical 
category to another, (2) borrowing, (3) sound change and (4) innovation of new 
words. Table 4 shows the number of occurrence of words for each source in 
English homophones, classified according to date of creation. We also give 
percentage of occurrence for each source in each period. The data is based on 
the first 4,919 samples out of 11,980 homophones from the CELEX database. 
All the historical information is based on the Oxford English dictionary, Ver-
sion 2.0 on CD-ROM (OED2). The original words in 2,260 homophonous sets 
of the 4,919 samples are excluded in calculation, thus the number of source 
words for homophones is  2,659 in total. The number in parentheses for conver-
sion is the number of occurrence of words where conversion from compounds, 
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onomatopoetic words, exclamatory words is excluded. We find that most of the 
homophones in Old English (OE) (c.700-1100) result from conversion, and 
those after the 12th century result from conversion and borrowing. Based on the 
number of occurrence of homophones created by conversion and borrowing, we 
find that there are two turning points: an upward one in the 16th century and a 
downward one in the 20th century.  This agrees with the Strang’s finding (1980) 
in monosyllabic words created by zero-derivation. 
 
Table 4. Sources of English homophones 
 Conversion Borrowing Sound change Innovation 
 Number % Number % Number % Number % 
OE 171 (167) 90.48 6 3.17 2 1.06 10 5.29 
12th c. 20 (18) 66.67 6 20.00 4 13.33 0 0.00 
13th c. 83(76) 54.96 67 44.37 1 0.66 0 0.00 
14th c. 152(140) 50.00 149 49.01 2 0.66 1 0.33 
15th c. 133(118) 64.56 62 30.10 11 5.34 0 0.00 
16th c. 279(206) 56.71 183 37.19 2 0.41 28 5.69 
17th c. 213(163) 52.99 175 43.53 0 0.00 14 3.48 
18th c. 122(76) 53.51 95 41.66 2 0.88 9 3.95 
19th c. 271(144) 58.91 167 36.30 9 1.96 13 2.83 
20th c. 137(44) 69.54 59 29.95 0 0.00 1 0.51 
Total 1581(1152) 59.46 969 36.44 33 1.24 76 2.86 
 
Some examples of homophones composed of original words and source words 
are given in (1). They are arranged with date of entry, lexical category, and 
source: (1) conversion, (2) borrowing, (3) sound change, (4) innovation of new 
words. Original words are shown without sources. When date of creation of 
homophone by sound change is different from date of entry of the word, it is 
given in parentheses. OE forms are given in parentheses for the homophones in 
(1c). 
 
1a) beat  885 (1400) V 3 
 beet  1000  N  
beat  1400  Adj 3 
beat  1615  N 1 (< V) 
 
1b) great  888  A  
great  950  N 1 (< A)  
grate  1400 (16c.) N 3  
grate  14.. (16c.) V 2 (< French), 3 
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1c) ewe (eowu) 700  N  
yew (eow) 725  N 4  
you (eow) 897  Pron 4 
1d) encounter 1297  N (< French encontre) 
 encounter 1300  V 2 (< French encontrer)  
 
1e) curve  1594  V (< Latin curvare)  
curve  1696  N 2 (< Latin curvus)  
 
Jespersen (1933: 73) states that conversion from one lexical category to another 
is one of the most characteristic traits of English, and is found to a similar ex-
tent in no other European language. Many cases of conversion are from N to V 
or from V to N. There are 547 samples, or 47.5% where V is converted from N, 
and 292 samples, or 25.3% where N is converted from V out of 1,152 samples 
for conversion (compounds, onomatopoeic words, exclamatory words are ex-
cluded). Many cases of borrowing are from French or Latin. There are 504 
samples, or 52% from French, 281 samples, or 29% from Latin out of 969 sam-
ples for borrowing. In homophones resulted from borrowing, the original word 
is also a borrowed word in many cases. When the words were borrowed into 
English, simplification of the inflectional endings occurred and they became 
homophones. We decide whether homophones composed of borrowed words 
are created by borrowing or conversion from the original word, based on the 
description in the OED2. 
The average word frequency for 2,260 original words in homophonous sets 
is 1,624, and that for 2,659 source words is 1,085. Table 5 gives the average 
word frequencies ranked from most frequent to least frequent in the CELEX 
database,7 and Figure 2 plots the power-law distribution of word frequencies as 
a function of word rank on log-log coordinates. This graph shows a similar 
slope to Zipf’s law that gives a straight line with a slope of -1. The average fre-
quencies for original and source words of homophones are in word rank of 
1001-2000 and 2001-3000 respectively. Thus we may state that the words that 
compose the homophones are high frequency words. 
 
                                                 
7 The CELEX frequencies are based on the 17.9 million token COBUILD/Birmingham corpus. 
 M. Ogura – W. S-Y. Wang 14 
Table 5. Average word frequencies ranked from most frequent to least frequent 
in the CELEX database 

































Figure 2. Power-law distribution of word frequencies in the CELEX database 
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We would like to add that most of the homophones are composed of words 
from different lexical categories in English. The number of occurrence of words 
whose lexical categories occur once in each homophonous set is 4,263 or 86.7% 
of 4,919 homophones. In Japanese, however, most of the homophones are com-
posed of words from the same lexical categories as shown in (2). The number of 
occurrence of words whose lexical categories occur once in each homophonous 
set is 365 or 4.1% of 8,902 homophones. Unfortunately there is no such dic-
tionary as OED in Japanese and we cannot trace the sources of homophones. 
 
2a) akusei ‘malignancy’  N 
 akusei ‘misgovernment’ N 
 
2b) akeru ‘to dawn’  V 
 akeru ‘to open (vt)’  V 
 
3. Evolution of homophones and syllable number of words 
3.1. Evolution of homophones 
 
The data are based on the first 4,919 samples out of 11,980 homophones from 
the CELEX database of English, and historical information is based on the 
OED2. Table 6 shows the number of occurrence of homophones that arose from 
OE to the 20th century. The total number of occurrence of homophones is classi-
fied according to the syllable number, and the mean syllable number of the 
homophones is given in each period. Figure 3 shows the cumulative number of 
homophones from OE to the 20th century. The abscissa shows date of creation 
of homophones, and the ordinate shows the cumulative number of homophones. 
Table 6 and Figure 3 are based on the homophones that exist in Present-day 
English, and it is not clear how many homophones became obsolete. However, 
we find, based on the study on the evolution of homophones in OE and Middle 
English (ME) (c1100-1400) in section 4, that homophones are stable and cumu-
late with the times. Thus we assume that the number of occurrence of homo-
phones in each period reflects the number of homophones that were created in 
that period. 
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Table 6. Number of occurrence of homophones that arose from OE to the 20th 
century 
Date Number of occurrence     Mean syl. 
num. 
 Total 1 syl. 2 syls. 3 syls. 4 syls. 5 syls. 6 syls. 7 syls.  
OE 674 484 174 15 1   1.30 
12th c. 80 46 29 5   1.49 
13th c. 397 204 155 37 1   1.58 
14th c. 681 268 290 96 27   1.83 
15th c. 359 161 138 43 16 1   1.77 
16th c. 815 294 314 156 43 8   1.97 
17th c. 630 173 232 162 47 16   2.21 
18th c. 340 84 134 88 20 11 2 1 2.26 
19th c. 667 165 229 183 71 18 1 2.33 









OE 12c 13c 14c 15c 16c 17c 18c 19c 20c
 
 
Figure 3. Cumulative number of homophones from OE to the 20th century  
 
3.2. Evolution of syllable number of words 
 
Homophones cumulate with the times, and there is a correlation between sylla-
ble number and date of creation of homophones, with more recent creation dates 
associated with more syllables as shown in the mean syllable number in Table 
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6. Then, how are the homophones avoided? We would like to show that syllable 
number of word increases to avoid creating homophones. Figure 4 plots mean 
syllable number of nouns and verbs with mean syllable number of homophones 
as a function of their date of entry into English. There are 2,874 nouns and 853 
verbs in our database. We obtained them from 5,245 samples, which are every 
eleven samples of 52,447 types in the CELEX database. Each word was classi-
fied according to its date of entry, which was checked by the OED2. Table 7a 
shows number of occurrence of 2,874 nouns and 853 verbs, which are classified 
according to syllable number and their date of entry. Table 7b gives the mean 
syllable number of nouns and verbs in each period. From Figure 4 we find a 
correlation between syllable number and date of entry for both nouns and verbs, 
with younger words containing more syllables. We assume that syllable number 
increases, with more recent entry dates of words associated with more syllables, 
to avoid creating homophones.8 
 
                                                 
8 The mean syllable number of homophones that were created in Old English (OE) might have 
been a little longer than that given in Table 6, which is based on Present-day English. Post-tonic 
vowels was in many cases pronounced with /ə/ in the 11th century, which ceased to be pronounced 
in the course of the Middle English period. Thus some homophones that were created in OE were 
one syllable longer in OE. This discussion also applies to the syllable length of nouns and verbs 
that entered in OE. However, the important fact is that the syllable number of nouns and verbs 
that entered in OE was larger than that of homophones. 
      One might argue that many nouns and verbs that entered after the 12th century are the borrow-
ing from Graeco-Romance lexicon, which would have increased syllable number since there is 
virtually no simplex Germanic lexis with more than two syllables. However, as shown in Table 4, 
a large number of homophones also result from Graeco-Romance lexis after the 13th century. 
Some were created by the borrowings that entered in the preceding period. Thus the syllable 
number of homophones increases with the times, and so does the syllable number of nouns and 
verbs to avoid creating homophones. 















Figure 4. Mean syllable number of nouns, verbs and homophones as a function 
of their date of entry 
 
Table 7a. Number of occurrence of nouns and verbs classified according to 






















OE 95 59 15 2  171 
12th c. 28 28 12 3 1  72 
13th c. 34 62 23 5 1  125 
14th c. 39 142 100 40 10  331 
15th c. 19 68 70 32 7 1  197 
16th c. 27 129 125 56 20 5  362 
17th c. 28 111 116 74 31 6  366 
18th c. 19 115 89 40 16 9 2  290 
19th c. 17 222 196 126 47 17 7  632 
20th c. 11 118 102 57 15 12 6 3 3 1 328 
Total 317 1054 848 435 147 51 15 3 3 0 1 2874 
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Table 7a. occurrence of nouns and verbs classified according to syllable number 
and date of entry: Verbs 
Date 1  syl. 2 syls. 3 syls. 4 syls. 5 syls. Total 
OE 59 56 15 2  132 
12th c. 18 21 4 2  45 
13th c. 17 52 14 1  84 
14th c. 45 85 31 5  166 
15th c. 10 40 20 7  77 
16th c. 26 43 34 13 1 117 
17th c. 13 43 32 10 1 99 
18th c. 7 17 12 1 1 38 
19th c. 8 19 26 6  59 
20th c. 2 19 10 4 1 36 
Total 205 395 198 51 4 853 
 
Table 7b. Mean syllable number of nouns and verbs 
Date Noun Verb 
OE 1.56 1.70 
12th c. 1.92 1.78 
13th c. 2.02 1.99 
14th c. 2.52 1.98 
15th c. 2.71 2.31 
16th c. 2.80 2.32 
17th c. 2.96 2.42 
18th c. 2.84 2.26 
19th c. 3.07 2.51 
20th c. 3.15 2.53 
Average 2.75 2.13 
 
We also find that mean syllable number of nouns is larger than that of verbs 
after the 14th century, while they are almost the same before the 13th century. 
This is due to much larger number of occurrence of nouns and their distribution 
from 1 syllable to much larger syllable number than verbs after the 14th century. 
From the distribution of occurrence of nouns and verbs at each syllable number 
in each century shown in Table 7a, we find that the greater the total number of 
occurrence of nouns than verbs in each century, the greater the range of distri-
bution of the syllable number. The average ratio of the total number of occur-
rence of nouns and verbs is 1.4 (368 nouns/261 verbs) before the 13th century, 
and 4.2 (2,506 nouns/592 verbs) after the 14th century. Thus the mean syllable 
number of nouns is larger than that of verbs after the 14th century.  
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The following are total number of occurrence and mean syllable number of 
nouns and verbs in open class words and conjunctions and pronouns in closed 
class words, based on the 38,920 samples from the CELEX database where 
parts of speech are given. 
 
 total number of occurrence syllable number 







pronoun 133 1.74 
 
Number of occurrence of closed class words is much smaller than that of open 
class words, and within open class words, number of occurrence of nouns is 4.1 
times as large as that of verbs. Syllable length of closed class words is shorter 
than that of open class words, and within open class words, nouns are longer 
than verbs. There is a correlation between syllable number and total number of 
occurrence of words. Most of the closed class words entered in OE and ME and 
they remain short in Present-day English.  
The above observation is confirmed in the Japanese data. The following are 
the total number of occurrence and the mean mora number of nouns and verbs 
in open class words and conjunctions and pronouns in closed class words, based 
on the 51,274 samples of the LDC Japanese Lexicon.  
 







conjunction 87 3.24 
pronoun 98 3.49 
 
There is no consonant cluster in Japanese, thus the size of phonological inven-
tory is smaller in Japanese than English. Word length is inversely related to the 
size of the phonological inventory, thus mora length of words in Japanese is 
longer as a whole than syllable length in English. 
 
4. Homophones in Old English and Middle English 
4.1. Stability of OE homophones 
 
The Brooklyn – Geneva – Amsterdam – Helsinki parsed corpus of Old English 
(2000) contains 18,629 types, and 1205 types, or 6.5% of them are homo-
phones. Scoring criterion is different from the CELEX database of English and 
the LDC Japanese Lexicon. Any differences in forms are counted as different 
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types. For example, homophones al as adjective and pronoun are treated as dif-
ferent from homophones all as adjective and pronoun, both of which remain as 
“all” in Present-day English.  Also different inflectional forms are counted as 
different types. For example, sum, which remains as “some” in Present-day 
English, has the following 8 homophonous sets: sum, suman, sume, sumere, 
sumne, sumon, sumre, sumum as adjective and pronoun. They are treated as one 
homophonous set “some” as adjective and pronoun in the CELEX database.  
Some examples of OE homophones are given in (3). Words with @ exist in 
Present-day English, those with * are archaic, literary or dialectal and those 
with + are obsolete. Words within quotation marks are those that are used in 
Present-day English. 
 
3a) ægðer ‘either’ Conj. @ 
 ægðer ‘either’ Pron. @ 
 ægðer ‘either’ Adj. @ 
 
3b) sæde ‘say’ V @ 
 sæde ‘seed’ N @ 
 
3c) stille ‘still’ Adj. @ 
 stille ‘still’ Adv. @ 
 
3d) an ‘one’ Adj. @ 
 an ‘one’ Pron. @ 
 an ‘one’ Prep. + 
an ‘one’ Adv. + 
 
3e) halga ‘holy’ Adj. @ 
 halga ‘hallow’ N* 
 
780 types or 65% of 1,205 OE homophones are still used in Present-day Eng-
lish, and 425 types became obsolete. Table 8 gives the number of types that 
became obsolete in each period. The dates of obsolescence are checked by the 
OED2. Many types of the 144 homophones that became obsolete in the 19th 
century are archaic, literary and dialectal in Present-day English. We also find 
that in 487 or 85% of 572 homophonous sets, at least one type exists in Present-
day English. Thus we may state that OE homophones are stable. Many exist in 
Present-day English and some persist long. 
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Table 8. Number of occurrence of OE homophones that became obsolete  
OE  37 
12th c.  13 
13th c.  68 
14th c.  43 
15th c.  49 
16th c.  23 
17th c.  35 
18th c.  13 
19th c. 144 
 
4.2. Stability of ME homophones 
 
We would like to confirm the above observation on the OE homophones in ME 
homophones based on the Penn – Helsinki parsed corpus of Middle English 
(2000). This corpus contains 48,725 types,9 and we find that 4,653 or 9.6% of 
them are homophones. 
2,691 types (= 1,966 types of OE origin + 725 types of ME origin) or 57.8% 
of 4,653 ME homophones (= 2,981 types of OE origin+1,672 types of ME ori-
gin) are used in Present-day English. Table 9 gives the number of types that 
became obsolete from the 12th to the 19th century, classified according to OE 
origin and ME origin. The total of the types of OE origin that became obsolete 
in the 19th century and those that are still used in Present-day English are 2,669 
types (703 types + 1966 types) or 89.5% of 2,981 homophones of OE origin. 
The total of the types of ME origin that became obsolete in the 19th century and 
those that are still used in Present-day English are 1,377 types (652 types + 725 
types) or 82.4% of 1,672 homophones of ME origin. It is not clear how many 
homophones of OE origin became obsolete in OE from Table 9, but we may 
confirm that homophones of both OE and ME origin are stable, and homo-
phones of ME origin cumulate on those of OE origin. 
 
                                                 
9 2003 clitics are excluded. 
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Table 9. Number of occurrence of ME homophones that became obsolete 
Date OE origin ME origin 
12th c.   8   7 
13th c.  61  29 
14th c.  48  33 
15th c.  73  49 
16th c.  57  48 
17th c.  52  92 
18th c.  13  37 
19th c. 703 652 
 
4.3. Word frequencies of OE and ME homophones 
 
Tables 10a and 10b give the average word frequencies ranked from most fre-
quent to least frequent in the OE and ME database respectively. Figure 5 plots 
the power-law distribution of word frequencies in OE and ME database on log-
log coordinates. The slopes of graphs are not so steep as -1 shown in Zipf’s law. 
This is because word frequencies of OE and ME database are based on scoring 
criterion of types where any differences in forms are counted as different types 
(see section 4.1.). The average frequencies of OE and ME homophones are 30.7 
and 87.9 respectively, and they are high frequency words in word rank of 251-
500 of OE database in Table 10a and word rank of 501-1000 of ME database in 
Table 10b respectively. 
 
Table 10a. Average word frequencies ranked from most frequent to least fre-
quent in OE database 
Word rank Average frequency 
1-250 216.53 
251-500   29.09 
501-1000   15.39 
1001-1500     9.29 
1501-2000     6.62 
2001-3000     4.61 
3001-4000     3.24 
4001-5000     2.45 
5001-10000     1.43 
10001-18629     1.00 
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Table 10b. Average word frequencies ranked from most frequent to least fre-
quent in ME database 
Word rank Average frequency 
1-250 1520.26 
251-500   164.99 
501-1000     78.76 
1001-1500      43.21 
1501-2000      29.52 
2001-3000      19.80 
3001-4000      13.30 
4001-5000        9.88 
5001-10000       5.62 
10001-15000       2.89 
15001-20000       2.00 
20001-25000       1.17 





















Figure 5. Power-law distribution of word frequencies in OE and ME database 
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Table 11 gives the average frequencies of the obsolete words from OE to the 
19th century in OE database. We also give the average frequency of the words 
that remain in the 20th century. Table 12 gives the average frequencies for the 
obsolete words from 12th to the 19th century in ME database, classified accord-
ing to OE origin and ME origin. We also give the average frequency for the 
words that remain in the 20th century. We find that words that became obsolete 
in OE in OE database in Table 11 are low frequency words. Word frequencies 
change with the times. From ME database in Table 12, we find that there is the 
correlation between dates of obsolescence and word frequencies. Words that 
became obsolete in the 19th century and those that remain in the 20th century are 
by far the most frequent words both for OE and ME origin. It is noted that the 
average frequency of words that became obsolete in the 13th century in OE da-
tabase is high as compared with that in ME database. This may be due to the 
change that the relative pronouns, þe and se, which were frequently used in OE, 
were replaced by þat in the 13th century. 
 
Table 11. Average frequencies of obsolete words from OE to the 19th century 
and of words that remain in the 20th century in OE database 
OE 2.27 
12th c. 29.08 
13th c. 89.06 
14th c. 45.58 
15th c. 41.04 
16th c. 10.65 
17th c. 11.23 
18th c. 39.77 
19th c. 19.45 
20th c. 28.98 
 
Table 12. Average frequencies of obsolete words from the 12th to the 19th cen-
tury and of words that remain in the 20th century in ME database 
 OE origin  ME origin 
12th c.  17.63   5.71 
13th c.    9.10   3.14 
14th c.    5.00   3.79 
15th c.  47.84 19.27 
16th c.  22.16   3.42 
17th c.  21.58   3.40 
18th c.    5.92   2.97 
19th c.   66.15  33.55 
20th c. 160.56  22.63 
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5. Children’s acquisition of homophones and synonyms 
 
We have shown that the homophones are stable in sections 3 and 4. However, 
synonyms are unstable. Ogura (1999), based on A thesaurus of Old English 
(TOE) (1995), shows that many words within near-synonyms in OE became 
obsolete in OE or ME.  
Nowak et al. (1999) explains the stability of homonyms and instability of 
synonyms by the children’s leaning mechanism. Individuals acquire a language 
by observing and imitating other individuals. Each individual undergoes a learn-
ing phase during which it constructs an association matrix, A. A’s entries, aij 
specify how often an individual has observed one or several other individuals 
referring to object i by producing signal j. The matrix P contains the entries Pij, 
which denote the probability that for a speaker object i is associated with sound 
j, and are derived from the association matrix by normalizing rows and col-
umns. 
Homonymy refers to the case where there are more than one entries with 1 in 
a column, which shows a signal, of the matrix P0 of the language, thus two dif-
ferent objects, i.e. meanings, which are shown in rows, are associated with the 
same word as shown in (4). We assume that when offspring receive k samples 
for each meaning from parent, the P0, speaking matrix of the homophone leads 
to the A(ssociation) matrix that the child constructs during the learning phase as 
shown in (5), which again leads to the same P1 matrix as shown in (6). 
 
( ) ( ) ( )001110011110 )6()5()4( =→=→= PAP kk  
Synonymy refers to the case where there are more than one non-zero entries in a 
row of the matrix: thus, the same meaning is associated with two different 
words as shown in (7). However, in synonymy binomial sampling leads to an 
association matrix which is slightly asymmetric as shown in (8), which results 
in an asymmetric new P1 matrix as shown in (9), which most likely gives rise to 
an even more asymmetric A, and synonymy decays over successive generations. 
 
)( ( ) ( )kkkkkk PAP /)12/1(/)12/1(112/112/15,05,00 )9()8()7( − ⋅+⋅− ⋅+⋅⋅⋅ =→=→=
The only stable solutions are given by (10) where synonymy has disappeared. 
 
(10) P = (1     0) or (0     1) 
 
We have seen stability of homophones in children’s acquisition process. But the 
stability also depends on frequency of k samples. Our OE and ME data show 
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that many of OE and ME homophones are high frequency words, i.e. words 
with large k samples, and low frequency words, i.e. words with small k samples 
became obsolete. In the real data of synonymy, A matrix and new P matrix are 
more asymmetric because they depend on frequency of words. Less frequent 
words became obsolete. Furthermore, the more near-synonyms in a given se-
mantic field, the more became obsolete. However, new words enter and there 
are always competition and selection among near-synonyms (Ogura 1999). 
 
6. Concluding remarks 
 
We have investigated the evolution of homophony and its relation to the evolu-
tion of syllable number of words, based on the quantitative analysis on the his-
torical data and simulation. Based on the CELEX database of English and the 
LDC Japanese Lexicon, we found that 22.8% of 52,447 types and 17.2% of 
51,274 types are homophones in English and Japanese respectively. The simula-
tion designed within the naming game framework shows that when the number 
of meanings and the number of utterances are equal, the agents converge to the 
same vocabulary, 20% of the words having homophones. We compared the 
quantitative studies with the simulation results and assumed that to avoid 
homophones, humans try to manifest “one meaning, one form”, but homo-
phones do occur and the threshold is around 20% of the vocabulary. We have 
suggested that homophones are the outcome of arranging form-meaning asso-
ciations according to Zipf’s law to maximize the referential power under effort 
for the speaker constraints. We have also discussed the neural bases of ambigu-
ity and the relation between ambiguity and robustness.  
Based on the CELEX database, the Brooklyn – Geneva – Amsterdam – Hel-
sinki parsed corpus of Old English, and the Penn – Helsinki parsed corpus of 
Middle English, we found that homophones are stable and cumulate with the 
times. To avoid creating homophones, syllable number of words increases, with 
more recent entry dates of words associated with more syllables. Furthermore, 
we showed that larger mean syllable number of nouns than verbs is due to 
greater number of occurrence of nouns than verbs and their distribution of oc-
currence from 1 syllable to larger syllable number. Small syllable number of 
closed words is due to its small number of occurrence and the early date of en-
try. We also explored stability of homophones and instability of synonyms in 
children’s association matrix based on the samples from parent. 
The mechanism of the evolution of homophones and syllable length of 
words based on English data works cross-linguistically from the emergence of 
language and goes on at present. We have demonstrated that homophones and 
syllable length interact with each other to form complex adaptive system, and 
ambiguity, robustness and complexity are intertwined with each other in lan-
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guage evolution (Ogura – Wang 2004; Wang – Minett 2005). 
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