Brownian motion in the case of a constant barrier and we present an exact analytical solution. Additionally we present first crossing distributions derived by simulating paths from fractional Brownian motion. We compare the results of the analytical solutions with both those of simulations and those of some approximated solutions which have been used in the literature. Finally, we present multiplicity functions for dark matter structures resulting from our analytical approach and we compare with those resulting from N-body simulations. We show that the results of analytical solutions are in good agreement with those of path simulations but differ significantly from those derived from approximated solutions. Additionally, multiplicity functions derived from fractional Brownian motion are poor fits of the those which result from N-body simulations. We also present comparisons with other models which exist in the literature and we discuss different ways of improving the agreement between analytical results and N-body simulations.
Introduction
The picture of structure formation in the Universe by the process of gravitational instability can be approximated analytically by the excursion set model. This model is based on the ideas of Press & Schechter [1] and on their extensions which are presented in the pioneered works of Peacock & Heavens [2] , Bond et al. [3] and Lacey & Cole [4] . In fact, the problem of structure formation is reduced to a first crossing problem, a problem that is present in many branches of science, [5] . Formally, this problem leads to the construction of integral equations and in some cases, their analytical solutions can be found using integral transforms. Such an approach we present in this paper. An analytical solution for the first crossing distribution of a constant barrier, when the initial density field obeys a fractional Brownian motion is derived. Additionally first crossing distribution are calculated numerically from simulations of the paths of random walks. We compare our results first with an approximated analytical formula used in the literature and second with the results of N-body simulations. In Sect.2 we describe the physical picture of the EPS methods and we construct the integral equation for the first crossing distribution . In Sect.3 the integral equation is solved in terms of Mellin transforms and the analytical expression for the first crossing distribution is found. In Sect. 4 we describe the method of path simulations. In Sect.5 we present our results that additionally contain multiplicity functions which are compared with the results of N-body simulations. We also compare our results to those of the model of [6] . Finally in Sect.6 a short discussion is given.
General Integral Equation for the first crossing distribution
Let a initial snapshot of the Universe. We find the density perturbation around a point of the Universe using a filter W . This usually is assumed spherically symmetric and depends on a characteristic radius R. Then, the smoothed density perturbation at the center of the spherical region is δ(R) = W (r; R)δ(r)4πr 2 dr whereδ(r) is the density at distance r from the center of the spherical region. Since the Universe is homogeneous at large scales the expected value of δ is zero when the radius R of the filter tends to very large values. We then define a critical value of δ named barrier, δ c . Decreasing the radius of the filter the resulting values of δ = δ(R) vary. So in the plane (R, δ) we have a random walk. Let that for some value of the filter radius R, which is reached first, and obviously is the maximum one, named R max , a value of δ equal to δ c is found. Then it is assumed that a structure of radius R max is formed around that point. This structure is of mass M given by M = 4πρ b W (r, R max )r 2 dr. Thus, the problem of the formation of structures becomes a first crossing problem. Since in a hierarchical scenario the variance S of the overdensity at scale R is a decreasing function of M that is contained in this region, and M is an increasing function of R we can consider a random walk on the plane (S, δ) that starts from the point (0, 0) and evolves as S increases (R decreases). Note that the role of S is completely analogous to the role of time t in onedimensional random walks on x-axis. The correlation of values of δ between scales is given by the autocorrelation function that is
where P is the power spectrum and W is the Fourier transform of the filter. The nature of the walks on the (S, δ) plane depends on the form of the smoothing kernel. If the smoothing kernel is the k-sharp filter then the correlation between two different scales S and S ′ is given the relation
which leads to a Brownian motion. Thus, in this case random walks have no memory. But for more realistic filters (as for example a top-hat in real space or a Gaussian one ) the correlation between scales has a different form and the walks are not memory-less any more. In fact for a Gaussian density field, using these two more realistic filters the correlation between scales is different to that given in Eq.2.2, see for example [20] , and thus a realistic approximation of the true nature of random walks on the (S, δ) plane, requires the study of stochastic processes with memory as for example the fBm which is studied here. Let f (S) the first crossing distribution in the walks described above. Thus f (S)dS is the probability a walk passes from the first time the barrier δ c at between S, S + dS. Consequently P 1 ≡ S 0 f (S ′ )dS ′ equals to the probability the walk has crossed the barrier at some value less than S. We define as P (δ, S) the probability of finding a walk at (δ, S) that has never crossed the barrier for values < S. The following equation holds:
Differentiating with respect to S we have:
If we denote by P 0 (δ, S) the probability of the random walk is at (S, δ), then,
where P 0 [δ, S/Sc = S ′ ] is the probability the walk is at (S, δ) given that it has passed from the barrier for first time at at S ′ .
If the walk is memoryless, as for example in the case of Brownian motion, one can make use of the strong Markov property and replace
. This cannot be done in the case of the fractional Brownian motion (fBm) since it is a motion with memory. Thus, a different approach has to be used. First, we recall that a fBm with Hurst exponent H has
(2.6) and propagator,
Hurst exponent is a parameter that affects the behavior of random walks and its role is clarified in section 4. The integral equation for f can be written as,
Using the expressions of Eq.2.6 and Eq.2.7 we have,
With the use of Heaviside function Θ Eq.2.9 can be written as,
or in a more convenient form as,
where y(S ′ ) = S ′ f (S ′ ) and g
In Sect.3 we deal with the analytical solution of Eq. 2.11. We will show that the solution of Eq. (2.8) is a very good approximation to the first crossing distribution of fBm and it improves significantly analytical expressions which have been used in the literature so far, [9] , [10] .
Analytical solutions
In the appendix we present the analytical solution of Eq.2.11. This solution can be approximated by a simpler expression which, as we will show below, works very satisfactory, as follows: Changing the variable in Eq. 8.18 to x = (1 + t) 2H we can write,
where ν = δ c / √ S. Since the main contribution to the integral comes from the values of x close to unity we can use
2H . Then, the above equation is written as,
It is a simple exercise to check that for H = 1/2 the above equations give the well known Markov density (or otherwise inverse Gaussian),
In Fig.1 . we compare the results from equations (8.18) and (3.2). These expressions coincide for H = 1/2 but, as it is shown in this figure, they are very close for other values of H in the range [0.4,0.6], which is interesting in a variety of physical problems. We note that if the assumption
2, is applied in the fBm case then the integral equation that results from Eq.2.5 has a solution
(see for example [9] , [10] , [11] ). Since the above assumption is not correct for the fBM, the result of Eq.3.4 can be considered only as an approximate solution. Its validity will be checked in the following. [6] in their study of walks with correlated steps give for the first crossing distribution in the case of a constant barrier, the following approximation,
where
In the above relation erf is the error function and Γ depends on the power spectrum and the kernel used to smooth the density field. In fact Γ −1 acts as the ν scale below which the correction to the completely correlated distribution becomes important. Thus for Γ −1 → 0 the result of Eq. (3.5) tends to the complete correlated case ( see Eq.1 in [6] ). Increasing values of Γ −1 increases the correction to the complete correlated case.
Simulations for fBM
Fractional Brownian motion B H , can be represented as an integral of a proper deterministic kernel with respect to an ordinary Brownian motion. If t denotes the time then we can write ,
where K H is the deterministic kernel and H ∈ (0, 1). W denotes the Brownian motion. A kernel that predicts the fractional Brownian motion is the Molchan-Golosov kernel ( [13] ). For H > 1/2 it is given by
f(S) and for H ≤ 1/2
The constant is given by,
The autocorrelation for fBm is given by
We split the integral of Eq.4.1 into a sum following the [12] method. We use n time intervals of lengths ∆t i = t i − t i−1 . Thus we write,
where t 0 = 0 and t n = t.
We assume that the quantity
is constant in the time interval [t i−1 , t i ] and equals to ∆W i /∆t i . Thus for t = t j we can write,
The steps to be followed are: First we divide the interval [0, t] into n intervals. Second we calculate
for j = 1, 2...n. Then we choose the numbers ∆W i , i = 1, 2...n from a distribution,
that is a Gaussian with zero mean value and σ 2 i = ∆t i . This can be done by choosing values X 1 , X 2 , ..X N from a normal N (0, 1) distribution and then define ∆W i = X i √ ∆t i . Then, for j = 1, 2, ...n we calculate the quantity
Thus, for any set ∆W i , i = 1, 2...n we have the positions of a tracer particle at times t 1 , t 2 , ...t n . For N such sets we will have the positions of N such traces particles that can be used for our analysis. Note that for any value j we have
since B H (t j ) is a sum of Gaussians with zero mean. Additionally,
Obviously, for the problem we face here t must be replaced by S and B H (t) by δ(S). For a kernel which describes properly the fBm, the sum in Eq.4.11 should be equal to S 2H j as it is known from Eq.2.6, and this was used as a test for the reliability of our simulation. We divided the interval [S min , S max ] to N intervals and we constructed the paths for N paths tracer particles. Typically we used S min = 10 −4 , S max = 10, N = 2000 and N paths = 50000. Note that a large number of N is essential for the accuracy of the integration. The first crossing time of every path is found by checking at every of its N steps if it passes the barrier. We then define a grid of N G intervals of the form [D i−1 , D i ] and the number of paths which have their first crossing times in this interval is found, let N i . Finally we calculate the first crossing distribution at
Typically we use N G = 200. In both grids (N and N G ) we used a spacing constant in log S.
In Fig.2 we present two walks. One for H = 0.45 and the other for H = 0.55. Since from Eq.2.7 is known that the expectation value of
we have for the correlation Cor the following relation, This shows that the correlation of values of δ can be either positive, for H > 1/2 or negative for H < 1/2. This is reflected to the walks of Fig.2 . A walk predicted for H > 1/2 is a persisting case. It persists to its history up to the current "time". Thus it appears smoother than a walk with (H < 1/2) which is anti-persisting. This last, has the trend to change its direction. This makes it very noisy. Note that, the above two walks are predicted using the same Brownian vector ∆W 1 , ∆W 2 , ...∆W N and thus the differences reflect the role of the deterministic coefficients C ij . 
First crossing distributions and multiplicity functions
There is a question which naturally arises before any attempt to apply the results of the above analysis to the problem of structure formation in the Universe: What are the autocorrelation functions between scales which result from equations 2.1 and 4.5 respectively ? Is for example the fBm approach more close to the physical problem than the approach of the memoryless Brownian motion? In order to answer to such questions we used Eq. 2.1, a power spectrum which is described below, a top-hat, in real space, filter and we constructed the autocorrelation function which is presented in Fig.3 . We compare the above prediction with the results of fBm using Eq.4.5. It is shown in Fig. 3 that a fBm with 0.55 ≤ H ≤ 0.6 approximates the correlation better than the memoryless model. We note that memory effects are included in the problem of structure formation by [20] , where the correlation between scales,as it results from Eq. 2.1, is approximated by an analytical formula and then a path integral method is used in order to approximate first crossing distributions. Obviously, our study is an alternative approach to the same problem. In our calculations we used the barrier δ c (z) = 1.686/D(z) where D(z) is the growth factor derived by the linear theory, normalized to unity at the present epoch. This is a constant barrier since it does not depend on S. The physical picture is that in an Einstein-de Sitter Universe, a spherical region collapses at z, if the linear extrapolation of its initial value δ in up to the present epoch equals to δ c (z) (see for example [14] ).
Our results were derived at z = 0 using a flat model for the Universe with present day density parameters Ω m,0 = 0.3 and Ω Λ,0 ≡ Λ/3H 2 0 = 0.7 where Λ is the cosmological constant and H 0 is the present day value of Hubble's constant. We have used the value H 0 = 100 hKMs −1 Mpc −1 and a system of units with m unit = 10 12 M ⊙ h −1 , r unit = 1h −1 Mpc and a gravitational constant G = 1. At this system of units H 0 /H unit = 1.5276. Regarding [16] and the thin solid line is the fit to the results given by their Eq.3. Large Dashes and small dashes are the results of Eq. 3.5 for Γ = 1/3 and Γ = 2/3 respectively. The thick dashed line , that is an excellent fit to the results of N-body simulations of Tinker et al [16] , was predicted using Γ −1 = 1 + ν 2.5 .
the power spectrum, we employed the ΛCDM formula proposed by Smith et al. [15] . We present first crossing distributions which are derived by three different ways. The first way uses Eq.8.18, the second uses Eq. 3.4 and the third uses Eq.4.12. We name first crossing distributions f anal , f aprox and f sim respectively. In Fig.4 we present f anal ,and f sim for H = 1/2. We note that for H = 1/2 the predictions of f anal and f aprox coincide. Thus this figure provides a check for the ability of simulations to predict results close to analytical ones. The agreement is satisfactory.
In Figs 5 and 6 we present results for first crossing distributions for H = 0.60 and H = 0.40 respectively. In both figures solid lines show the predictions of the approximated first crossing distribution given by Eq.3.4. Dashed lines correspond to the predictions of the analytical solution Eq.8.18. Squares are the results of path simulations. It is clear that the results of Eqs 3.4 and 8.18 differ significantly. Thus, Eq.3.4 cannot be considered as a good approximation of the first crossing distribution in fBm. As reqards the results of simulations can be considered as satisfactory. The noisy appearance can be improved using a larger number of paths and a small number of grid points N G . In any case it is clear that f sim is close to the results of Eq.8.18.
In Figs 7 and 8 we compare multiplicity functions, 2Sf (S), derived by our models with the results from N-body simulations which kindly became available by J.Tinker ([16] ). We have to note here that open squares, that represent the results of N-body simulations, come from counting the number N (M, z) of haloes of mass M present in the simulation at z. A comparison should be correct if the quantities Sf (S)dlnS and M 2 N (M,z) ρ b (z) dlnM were equal. This ansatz is incorrect: Whereas f(S) is a statement obtained by averaging over all walks in a Gaussian field, halos only form around special positions, for which the statistics are modified [18] , [25] , [26] . Recent works have shown how to improve on this ansatz, by explicitly averaging only over special positions [19] . However this problem may contributes significantly to the differences shown in Figures 4 and 5 but its study is beyond the scope of this paper. In Fig.7 [16] . It is clear that the results of fBm are poor representations of the multiplicity functions derived by N-body simulations. Decreasing the value of H the fit is improved for small haloes but it becomes worse for heavier ones. A similar sequence is presented in Fig.8 . Lines correspond to the same values of H as in Fig.7 but for the approximated solution given by Eq. 3.4. It is interesting that for H ≃ 0.4 the approximated solution is a good fit to the results of N-body simulations but obviously this cannot attributed to the fBM. Note that results for H > 1/2 are more poor fits than those presented above and have no interest for the problem we face here. In Fig.9 we compare some first crossing distributions derived from equations Eqs 8.18 and 3.5. Dashed lines are, from top to bottom, the predictions of Eq. 8.18 for H = 0.4, H = 0.5 and H = 0.6 respectively. Solid lines are the predictions of Eq. 3.5 for Γ = 1/4, Γ = 1/3 and Γ = 2/3 respectively. Although the values of Γ and H seem to be positively correlated it is clear that no agreement can be reached. In Fig.10 a comparison of multiplicity functions predicted by Eq.3.5 with the results of Nbody simulations. Squares are the results of [16] and the thin solid line is the fit to the results given by their Eq.3. Large dashes and small dashes are the results of Eq. 3.5 for Γ = 1/3 and Γ = 2/3 respectively. It is obvious that there is no constant value of Γ that can fit the results of Eq.3.5 with those of N-body simulations. Instead an excellent fit can be achieved for varying Γ. If we allow the correction to the complete correlated case to decrease with increasing halo mass then the fit is significantly improved. As an example we show the thick dashed line , that is an excellent fit to the results of N-body simulations, which was predicted using Γ −1 = 1 + ν 2.5 . This is a form that best fits the data. Its physical meaning is that a fixed value of Γ defined globally from the power spectrum and the filter is not appropriate.The scale below which the correction to the completely correlated distribution becomes important (Γ −1 ), should depend on the value of S. Expect for a few points of the noisy results of N-body simulations the relative error of this fit is better than a few percent.
Conclusions and Discussion
The construction of first crossing distributions is an interesting problem for many branches of science.In the first part of this paper we present a formula for fist crossing distribution in the case of fBm, that is a stochastic process with memory. What is the role of a process with memory for the particular problem which is studied here? For example in the persisting case, a walk which has a history of rising values of its δ ′ s, is more probable to continue rising and has a different probability to up-cross a certain barrier at a specific larger S, than in the antipersisting case, where it is preferable to change its direction. This difference redistributes first passage times and results to different mass functions. Additionally if a walk passes the barrier at S ′ it has a different probability to cross a larger boundary at S > S ′ for persisting and anti-persisting cases respectively. This results to a correlation between structures and could connect the characteristics of haloes with their environment but such a study is beyond of the scope of this paper. The formula presented is compared to path simulations of fBm and it is shown that it works very satisfactory and definitely much better than other approximated formulae which are exist in the literature [9] , [10] , [24] . In the second part of this paper, fBm is used for the problem of the formation of dark matter haloes in terms of the excursion set model. Various interesting approximations for this problem that refer mainly to the form of the barrier and to the use of various filters, have been used. Additional studies are about non-Gaussian initial density fields, diffuse barriers or even about models with anomalous diffusion (see for example [17] , [18] , [7] , [19] , [20] , [21] , [22] , [23] and references therein). In this paper we used the simplest form of the barrier, that is a constant one, but we assumed walks with memory which are governed by the fBm. We compared our predictions to those of [6] and we found that no constant value of Γ can lead to an agreement between the resulting first crossing distributions. Additionally, comparisons with the results of N-body simulations are presented. We conclude that that fBm is not able to approximate satisfactory these numerical results. The resulting curves that give the correct number of small mass haloes overestimate the number of large mass haloes and those that fit the number of large mass haloes overestimate the number of small mass haloes. We also presented a comparison between the predictions of the formula of [6] and the results of N-body simulations. We found that there is a disagreement too that cannot be reduced for constant values of the parameter Γ. Before drawing any final conclusions about the models studied in this paper we must to take into account once again, the remarks of the previous section regarding on the ansatz used for the comparison between the analytical results and those of N-body simulations. The improvement of this ansatz is necessary for reliable comparisons and consequently for the prediction of robust conclusions. However, in terms of the approach presented in this paper, we think that an attempt for the construction of a memory kernel which approximates better the correlation between various scales which results from the use of realistic filters, is an important problem. This problem is under study.
Changing the variable p → 1 − H − p we have,
Γ(p) Changing the variable of integration t → t + S, performing the differentiation with respect to S , substituting S → 1/S and changing once again the variable of the integration t → t/S we have the final form 
