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A b s t r a c t
\i
Currently, the world population is aging. People over 75 is one of the fastest 
growing age groups. This is the group most affected by Alzheimer’s disease. Reliable 
early diagnosis and tracking methods are essential to assist therapy and prevention.
This research aims to study anisotropy texture in tomographic brain scans to 
diagnose and quantify the severity of Alzheimer’s disease. A full methodology to 
study computer tomography, magnetic resonance imaging and multispectral mag­
netic resonance imaging is presented in this thesis.
Before applying any texture method to the tomographic brain images, a seg­
mentation technique has to be used to extract the different regions of interest. We 
propose the use of connected filters and iterative region merging to perform the 
segmentation.
Gradient vector histogram is applied to study the texture anisotropy of computer 
tomography scans. Computer tomography scans present evidence of texture changes 
in demented subjects compare to normal subjects. The overlap between these groups 
is considerable, so anisotropy texture using computer tomography does not seem 
to add more useful information to the diagnosis of Alzheimer’s disease than other 
clinical criteria.
Another method to study texture anisotropy is grey-level dependance histogram, 
which is based in a 3D generalisation for arbitrary orientation of the 2D co-occurrence 
matrices. This texture technique is applied to magnetic resonance imaging scans, 
where features extracted from the grey matter component have a strong correlation 
with the mini mental state examination1 scores.
Finally, Multispectral Grey-Level Dependence Histogram (MGLDH), Absolute 
Difference Histogram (ADH) and spatial correlations are texture techniques designed 
to study multispectral images. These techniques are applied to multispectral mag­
netic resonance images. We evaluate the performance of the different multispectral 
texture methods, and compare them with single channel texture methods.
'clinical test used to detect and evaluate the advance of dementia
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C h a p t e r  1  
I n t r o d u c t i o n
This thesis is about the possibilities of using micro-texture information in tomo­
graphic brain scans to diagnose and quantify the severity of Alzheimer's Disease (AD). 
The first section of this work (section 1.2) is about the effects of this condition in the 
cognitive functions of the AD patients. Sections 1.3 and 1.4 survey the current role and 
possibilities of Computer Tomography (CT) and Magnetic Resonance Imaging (MRI) 
applied to dementia. Section 1.5 introduces the concepts and methods of Anisotropy 
texture analysis. Finally in section 1.6 an overview of the layout of this thesis is presented.
1.1 M o t i v a t i o n
The aim of this work is to develop for the first time a full methodology to study 
the anisotropy textural proprieties of several types of tomographic brain images. This 
methodology can be divided as follows:
1. Image Segmentation. The tomographic brain images have to be segmented in 
the different regions of interest (e.g. white matter, grey matter, cerebrospinal 
fluid, etc.). We propose the use of connected filters and iterative region merging 
to perform the segmentation. To our best knowledge this is the first time these 
techniques have been applied to brain segmentation.
2. Anisotropic Texture Analysis. Different methods for texture analysis were applied 
to the different regions of interest at each of the tomographic brain images. The 
texture analysis aims to evaluate changes of the micro-textural1 in AD brain images 
compare to control volunteers images. The patients suffering of AD present a 
structural change in their brains at the scale of the individual brain cells (see 
section 1.2). This change is expected to affect at some stage the much higher 
scale of the micro-textural characteristics of the AD brain images
J Texture anisotropy at scales of the order of the interpixel distance
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3. Feature Extraction. Several methods are proposed to quantify the anisotropy 
present in the image texture. The spherical harmonics coefficients form a complete 
set of features to evaluate 3D texture proprieties. The application of spherical har­
monics to quantify anisotropy texture is new science. Also, the Fourier transform 
coefficients are a complete set of features for the 2D texture approach.
Our texture analysis approach is applied to CT, MRI and multispectral MRI images. 
The aim of these experiments is to evaluate the textural differences between AD scans 
and control scans. We want to know if texture can discriminate between the different 
clinical conditions, and if texture can be used to evaluate the stage of the patient 
condition.
1.2 A l z h e i m e r ’s D i s e a s e
Most of the information included in this section comes from either the Alzheimer’s 
Disease Society2 or NetHealth Inc.3.
There are over 700,000 people in the UK who have dementia. Dementia refers to a 
chronic or persistent disorder of the brain functionality mainly developed in people over 
65. The different types of dementia (where AD is by far the most common) are listed:
• Alzheimer's disease
• Vascular dementia
• Dementia with Lewis bodies
• Frontotemporal dementias (Pick's disease)
• Creutzfeidt-Jakob disease
• Progressive supranuclear palsy
• Fluntington’s disease
• Parkinson’s disease
• Alcohol misuse
• Down's syndrome
• HIV
2Alzheimer’s Disease Society 
Gordon House, 10 Greencoat Place 
London SW1P 1PH
3 w w w. alzheii ners. corn
1.2. ALZH EIM ER’S D ISEASE
Alzheimer's disease is characterised by continuous decline of multiple cognitive func­
tions in a much faster rate than normal aging. The cognitive functions affected in AD 
include:
• Memory impairment. Unable to acquire new information or to recall previously 
learned information, and
• At least one of the following cognitive functions:
— Aphasia. Loss of ability to understand or express speech, for example unable 
to respond to “Your daughter is on the phone.”
— Apraxia. Loss of ability to perform complex tasks involving muscle coordina­
tion.
— Agnosia. Loss of ability to recognise and use familiar objects.
— Loss of ability to plan, organise and execute normal activities, for example, 
going shopping.
AD is associated with other symptoms including depression, insomnia, incontinence, 
delusions, hallucinations, weight loss, sex problems, and significant verbal, emotional 
and physical outburst.
In healthy brains, the cells in the brain are arranged in an orderly structure. In AD 
the cells show a chaotic structure, and they stop functioning. The internal microtubu- 
lar structure of the nerves (which normally distribute substances through the neurons) 
collapses and the nerves degenerate in neurofibrillary tangles. The formation of neu­
rofibrillary tangles is related with an abnormal accumulation of a protein called tau. 
In addition, senile plaques (amyloid plaques) accumulate in brain tissue (figure 1.1). 
The senile plaques are formed by cellular fragments surrounding a central core of beta- 
amyloid peptide. The senile plaques are also found in normal aging brains, but in AD 
patients accumulate in a much greater rate. The neurofibrillary tangles and the senile 
plaques affect mainly parts of the brain related with memory and retention of learned 
information.
Currently the world population is aging. People over 75 is one of the fastest-growing 
age groups. This is also the group most affected by Alzheimer's disease (AD). The 
cost for AD was £1,039 million in 1990/91 in the UK (twice the cost of coronary heart 
disease, and over one third more than stroke care) [33]. Unless an efficient therapy 
or prevention is developed a considerable increment of the people affected by AD will 
occur. Therefore an improvement in the accuracy of diagnosis since the early stages of 
the condition is required.
A definitive diagnosis of Alzheimer’s Diseases is done post-mortem by a histological 
confirmation. The Clinical Diagnosis of Alzheimer’s Disease in life is mainly based on 
two sets of criteria. One from the American Psychiatric Association’s (DSM-IV), and the 
other from a joint effort of the National Institute of Neurological and Communicative
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Figure 1.1: Normal versus AD brain structure (from www.alzheimers.com)
Disorders Association and the Alzheimer's Disease and Related Disorders Association 
(NINCDS/ADRDA). The application of these criteria can lead to an accuracy of up to 
90%. However a definitive diagnosis of AD is not available in life.
1.3 C T  i m a g i n g  a p plied to d e m e n t i a
Scheltens [79] classifies previous works on AD based on CT data as follows:
(a) Qualitative assessment. An experienced radiologist subjectively evaluates CT data. 
In most of the cases this is also combined with other measurements 
[48] and [63]. Engels and Gelber [20] found that subjective evaluation of CT 
has diagnostic value for atypical dementias, but it has limited value in Alzheimer’s 
disease. They used one hundred demented patients where 56 were clinically diag­
nosed with probable Alzheimer's disease.
(b) Linear measurements. The data are used for computing the ratio of the distance 
between two points of interest and the width between the inner tables of the skull . 
LeMay et al [63] compare the qualitative assessment of CT with linear measures of 
atrophy. The average accuracy using perceptual ratings of temporal lobe regions 
was 88.57%, and the accuracy using only linear measures was 65%.
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(c) Planimetric measurements. Planimetry involves measurements of the area of re­
gions of interest, either by manual tracing or computer assistance. Jacoby and 
Levy [48] determine that CT shows more evidence of cerebral atrophy in demented 
subjects, but the overlap between the groups was considerable.
(d) Volumetric measurements. They determine volumes of various Cerebrospinal fluid 
(CSF) spaces or Ventricular Brain Ratio (VBR). Gado et al [30] found significant 
differences in volumetric indices between 20 demented and 27 normal subjects.
Scheltens also stresses that CT scans have proven not useful to distinguish AD from 
other dementias or normal aging. Flowever it can be observed that no one of these 
methods is based on texture. Then the question of AD characterisation by means of 
micro-texture is still open.
1.4 M R  i m a g i n g  a p p lied to d e m e n t i a
MR imaging is being widely used to study dementia. A much better contrast of 
soft tissue (compared to CT images), high resolution and true 3D data, makes MRI a 
promising imaging technique for dementia research.
Schmidt [80] uses subjective rating, linear and volumetric measurements to evaluate 
possible distinguishing patterns between Vascular Dementia, Alzheimer's Disease and 
Normal Aging. The results show several abnormalities more common to a specific de­
mentia, and concludes that MRI has the potential to increase the accuracy of the clinical 
diagnosis.
Freeborough and Fox developed the Boundary Shift Integral (BSI) as a measure of 
volume changes from registered 3D MRI [26] [25]. The BSI determines the total volume 
(from registered repeat 3D MRI) through which the boundaries of a given cerebral 
structure have moved and hence the volume change directly from voxel intensities. This 
precise method to measure volume changes shows a considerable difference between the 
rate of volume change between AD and controls (e.g. using matched subgroups of 9 
scans each, the rate of brains atrophy in control patients was 0.24%, and in AD patients 
was 2.78%). This method has potential uses in early diagnosis of AD and tracking of 
AD progression.
More recently, Fox et al. [24] developed the voxel-compression mapping for seri­
ally acquired volumetric MR images. This technique was successfully used to monitor 
the progression of symptom-free individuals from families with early-onset Alzheimer's 
disease, where progressive atrophy was revealed in these presymptomatic individuals. 
Furthermore the same technique was applied to AD patients and control volunteers. 
The voxel-compression mapping allowed the identification of the regions most affected 
by atrophy in AD patients.
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To our best knowledge only one previous work has explored the link between brain 
texture and AD. Freeborough and Fox [27] applied 2D texture analysis based on co­
occurrence matrices to the diagnosis and tracking of Alzheimer's disease. The data 
were divided in training and testing sets, the first one with 20 controls and 10 AD and 
the second with 20 controls and 14 AD. 2D co-occurrence matrices were computed for 
each slice of the brain scans with different offset distances (1-32). This allowed relevant 
texture differences to be automatically determined as part of the discriminant analysis. 
The discriminant analysis reached a classification rate of 91%. Also the discriminant 
function was applied to subjects who were repeatedly scanned (5 controls and 5 AD). It 
is notable that for all the AD patients the canonical value of the discriminant function 
increased in the successive scans through time (except in one case). The results are 
good and promising. They also suggest the use of multidimensional co-occurrence ma­
trices, but no new results have been published yet. Kovalev and Petrou [58] developed 
multidimensional co-occurrence matrices, which could be applied for texture analysis of 
3D data.
Mathias et al. [68] also used the 2D co-occurrence matrices method applied to spinal 
cord MR images. They found significant differences in texture between normal controls 
and multiple sclerosis patients, and also a significant correlation between texture and 
disability. Yu et al. [91] found distinct patterns of active and non-active plaques in NMR 
images of multiple sclerosis patients based on co-occurrences matrices.
1.5 A n i s o t r o p i c  T e x t u r e  A n a l y s i s
In Kovalev et al. [60], two approaches using anisotropic texture analysis for the char­
acterisation of the micro-structure 3D volume data were presented. Both of them were 
applied to medical volume images for the purpose of finding features that characterise 
the presence of pathologies with non-local manifestation (e.g. Dementia and Alzheimer's 
Disease). The results were promising, and motivated us to do further research.
A good departure point to study anisotropy is the paper published by Chetverikov, 
where the role of anisotropy in texture analysis is studied [11]. The relation between 
texture anisotropy and texture structurally, and a 2D procedure to obtain anisotropy 
features are presented and discussed.
Several other works had been published discussing new methods to analyse and 
measure anisotropy in texture. Chetverikov also studied rotation-invariant features using 
anisotropy [12] and more recently the use of Grey Level Difference Histograms (GLDH) 
for the characterisation of anisotropy [13]. The use of gradient orientation vectors and 
generalised co-occurrence matrices as a method to measure anisotropy were studied by 
Kovalev et al. [60].
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1.6 T h e s i s  O v e r v i e w
Computer Tomography (CT), Magnetic Resonance Imaging (MRI) are the techniques 
considered in this study. Chapters 2 and 3 briefly introduce the nature of image formation 
of CT and MRI respectively.
Chapter 4 presents the theoretical framework for anisotropy texture analysis. Gradi­
ent Vector Histogram and Grey-level Dependance Histogram are available techniques to 
construct a 3D anisotropy indicatrix (3D closed surface). Also in chapter 4 some basic 
features to measure anisotropy are introduced.
Spherical harmonics series allow the expansion of an arbitrary 3D closed surface in 
terms of an orthogonal set of parametric equations. The coefficients of this expansion can 
be used to characterise this 3D surface. The theory and application (as anisotropy feature 
extractor) of the spherical harmonic expansion is presented in chapter 6. Spherical 
harmonics are successfully applied to the analysis of MRI scans (chapter 9).
Brain image segmentation is an essential preprocessing step to improve and under­
stand the results given by texture analysis. Chapter 7 presents a brain segmentation 
technique based on connected filters and iterative region merging. The procedure allows 
one to extract the ventricules from the CT images. The ventricules are areas of lower 
anysotropy, and they tend to grow in AD patients. If the ventricules are included in 
the texture analysis, a bias in the result is present due to the size of the ventricules. 
The segmentation for MRI was used to identify 5 regions of interest: the whole brain 
(excluding the ventricules), white matter, grey matter and the border between white 
and grey matter. This allows one to identify the regions where texture changes are more 
correlated with the effects of AD in the brain.
In chapter 8, we use texture analysis of Computer Tomography (CT) 3D data to 
quantify the state of patients suffering from Alzheimer’s disease. In all 25 CT brain 
scans are used from patients with four different health conditions. Each CT scan is 
segmented to isolate the white-matter, and texture anisotropy is used to quantify micro­
texture in this tissue. A 3D orientation histogram is constructed from gradient vectors 
computed in each voxel. Features are extracted from the orientation histogram. Effects 
of anisotropic sampling are taken care of by appropriate scaling of the data. Two of the 
features computed seem to correlate well with the stage of the condition, so statistical 
t-tests and u-tests are used to establish the statistical significance of our results.
In chapter 9, we present some 2D and 3D texture anisotropy features computed 
from the grey matter of MRI-T1 data. Two independent sets of data are used for 
this analysis: a training set (13 AD scans and 12 control scans), and a test set (10 
AD scans and 10 control scans). The features computed from the training set show 
strong correlation with the score in the Mini Mental State Examination (MMSE) used 
routinely to help diagnose Alzheimer's disease [23]. The validity of our texture approach 
is assessed by performing various tests. A 2D texture approach is implemented to check 
whether 2D are adequate or 3D data are necessary for the derivation of good texture
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features. The correlation of the texture features with the age of the patient is studied 
to discard bias in the results. Finally, the grey-level values of the voxels of the region 
of interest are substituted with random noise to quantify the effect of the shape of the 
region of interest. Also in chapter 9 a stepwise discriminant analysis was applied to the 
training set, to obtain a linear discriminant function. This function then was applied to 
the features obtained from the test set to evaluate the classification rate.
A Magnetic Resonance Imaging (MRI) system can produce images from the same 
body part (e.g. Brain) with different contrasts depending on the technique used (T l, T2 
or PD). This is equivalent to have multispectral data as obtained from remote sensing 
or colour image sensors. Chapter 5 proposes several approaches to multispectral texture 
analysis. The methods proposed are: modified grey-level dependence histogram (for two 
bands), absolute difference histogram and spatial correlations.
In chapter 10, we use multispectral texture analysis to 6 MRI scans PD and T2 
weighted. Three of these scans come from Alzheimer's Disease (AD) patients and the 
other three are from control volunteers.
A short summary concludes each chapter, and in chapter 11 a global discussion and 
conclusions of this thesis are presented.
C o m p u t e r  T o m o g r a p h y  ( C T )
C h a p t e r  2
This chapter covers a basic introduction to Computer Tomography. The geometry 
of the scanners, X-ray system, Hounsfield scale and CT methods are presented. An 
extensive presentation of Computer Tomography Technology can be found in a compre­
hensive review by Richard A. Robb [76]. In addition the Biomedical Handbook presents 
a good introduction to Computer Tomography technology [17].
CT was developed in the early 1970s and revolutionised medical radiology. From a 
large number of measurements of X-ray transmission through the patient a tomographic 
map of the attenuation coefficient can be reconstructed. CT generates a high quality 
tomographic (cross-sectional) image of the internal structures of the body.
The first practical CT scanner was developed in 1971 by Dr. Hounsfield in England 
[46]. Since then CT technology has developed dramatically, and CT has become a 
standard imaging procedure for most parts of the body.
2.1 G e o m e t r y
The fundamental task of a CT scanner is to take an extremely large number (approx­
imately 500,000) of highly accurate measurements of X-ray in a controlled geometry.
The evolution of the CT scanners has been closely related with their X-ray system 
geometry (figure 2.1). From the relatively simple Hounsfield’s scanner until the latest 
geometry generation, a general improvement in quality and speed has been achieved. 
Current commercial scanners are third or fourth generation.
2.1.1 First Generation: Parallel-Beam Geometry
This is the first geometry used in a CT scan [46] and the easiest from which to 
understand the CT principles. Multiple X-ray measurements are obtained with a single
11
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Figure 2.1: Diagram of evolution of CT scanner geometries (From [76])
beam. A single highly collimated X-ray pencil beam and detector is translated in a 
linear motion across the patient to obtain a projection profile (160 measurements were 
obtained per projection profile).
The source and detector are rotated 1 degree about the patient isocentre, and another 
projection profile is obtained. This translate-rotate scanning motion is repeated until a 
rotation of 180 degrees is completed. A typical scan could take up to 5 minutes. The 
whole scan generated 180x160 measurements and the picture was built up with 80x80 
pixels.
2.1.2 Second Generation: Fan Beam, Multiple Detectors
Instead of a highly collimated X-ray beam and a single detector a fan beam and 
a linear detector array are used. The reconstruction algorithms are more complicated 
because they must handle fan-beam projection data.
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The scanner still uses a translate-rotate motion, but a large rotation increment can 
be used. The scan is reduced in time to approximately 30 s.
2.1.3 Third Generation: Fan Beam, Rotating Detectors
The fan beam and detector array are rotated only around the isocentre. The fan 
beam must be wide enough to completely contain the patient. A curved detector array 
is mechanically coupled to the X-ray source, and both are rotated together. The scan 
time is reduced to 1 s.
2.1.4 Fourth Generation: Fan Beam, Fixed Detectors
The detector array consists of independent detectors in a circle that completely 
surrounds the patient. The only moving part is the X-ray source and fan beam which 
rotate about the isocentre. Scan times are similar to those of the third generation 
scanners.
Both third and fourth generation are commercially available, and both have been 
highly successful clinically. Neither can be considered as of an overall superior design.
2.1.5 Alternative Geometric Designs
The CardioVascular Computed Tomography (CVCT) (figure 2.2) scanner developed 
at the University of California, San Francisco, is a no-motion design 
[8]. A high electron beam is swept along a semicircular tungsten strip anode. The 
X-rays are produced at the point where the electron beam hits the anode. It results in 
an X-ray beam that rotates about the patient without moving parts. This CT scanner 
was designed to detect and evaluate heart disease. Conventional CT scans present a 
severe image degradation due to cardiac motion. The proposed geometry reduces the 
scan time to 50 msec for two adjacent tomographic sections allowing an improvement 
in heart imaging.
The Dynamic Spatial Reconstructor (DSR) (figure 2.3) developed by the Biody­
namics Research Unit at the Mayo Clinic is a fully three-dimensional scanner [76], [75]. 
Dynamic volumes can be obtained of any region of the body using a different geometry 
from other CT systems. Many angles of view are rapidly obtained from multiple X-ray 
tubes placed on a semicircular gantry surrounding the patient. The system is capable 
of obtaining 240 adjacent 1-mm thick cross sections at a rate of up to 60 per second. 
Several new tools are added to CT imaging as high temporal resolution and synchronous 
volume scanning.
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Figure 2.2: Cardiovascular Computed Tomography (from [8])
2.1.6 Spiral CT Imaging
This new technology is considered to be an important technological breakthrough 
developed in the early 1990s. The term spiral CT refers to the path taken by the X-ray 
beam during scanning. Given that the patient is moved (examination table advances) 
at a constant rate while the X-ray tube rotates also at constant rate, the X-ray beam 
traces a spiral through the patient. The path of the X-ray beam fully covers the volume 
of interest without spatial and temporal gaps (the scan section is 10 times faster than 
standard CT).
This technology has been made possible due to a refinement in several areas related 
with CT. Kalender and Polancin describe in detail the physical characteristics of this 
scanner [51].
Some of the advantages of Spiral CT are speed, and volumetric data. The speed
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Figure 2.3: Dynamic Spatial Reconstnictor (from [75])
is typically 10 times faster than standard CT images. The speed improvements allows: 
reduce motion artifacts, generate the image during the peak tissue enhancement. The 
data generated is truly volumetric in nature.
Some of the disadvantages of Spiral CT are degrade slice sensitivity profile and 
particular artifacts unique to spiral CT [41]. Due to these disadvantages spiral CT is 
not often used in brain scans, and none of the CT images considered for our research is 
spiral CT.
2.2 X - R a y  b e a m  a n d  R e c o n s t r u c t i o n
The CT process consists mainly of two parts: (1) transmission of an X-ray beam 
which is measured through all possible straight-line paths in a plane of an object, and 
(2) the registered attenuation which is measured in order to reconstruct the object.
The first part of the CT scan is the X-ray source. With the exception of CVCT 
system, all CT scanners use bremsstrahlung X-ray tubes as the source of radiation [9]. 
These tubes produce X-rays by accelerating a beam of electrons onto a target anode. 
X-ray tubes in first and second generation CT scanners are oil-cooled, fixed anode, 
continuous X-ray sources. Air cooled, rotating anode (pulsed) are most common in 
third and fourth generation.
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The anode area from which X-rays are emitted is called the focal spot, and a colli­
mator assembly is used to control the width of the fan beam which in turn controls the 
width of the imaged slice.
The quality of an X-ray detector depends on whether it has (a) a high overall effi­
ciency to reduce the patient dosage, (b) time stability and (c) insensitivity to tempera­
ture variations. Modern CT scanners use two possible detector types: solid-state or gas 
ionisation detectors.
The gas detectors are chamber of pressurised gases, as Xenon or Xenon-Krypton. 
These gases produce positive ions upon interaction with X-rays. The conversion effi­
ciency is dependent on the level of pressure in the gas (10 to 20 atmospheres), and on 
the size of the collimating window. A common efficiency value for a gas detector is 60 
to 70%.
The efficiency of solid state detectors is comparable to gas detectors, but advantages 
in stability and reliability make them attractive. Several of the newest CT scans are using 
a Cesium Iodide (Csl) photo-diode detector.
The intensity of the X-ray beam is attenuated by absorption and scattering. The 
degree of attenuation depends on the energy spectrum of the X-rays as well as on the 
average atomic number and mass density of the patient tissues. The integral of the 
attenuation coefficient is given by
 ^ p(x,y)dz =  - j r  ln (0
where Ia and If are the incident and transmitted beam intensities; L is the length of 
the X-ray path; from z=0 to z=D is the actual reconstruction region; and y(x,  y) is the 
X-ray linear attenuation coefficient (figure 2.4).
The reconstruction algorithm requires measurements of this integral along many 
paths in the fan beam at many angles about the isocentre. L and I0 are known, so the 
values of the integral can be known from measuring It.
The first step for obtaining a CT reconstruction requires a mathematical idealisation, 
where two main assumptions are made: (a) the slices are infinitely thin; (b) for any 
particular source detector pair, all X-rays travel in the same straight line.
Let m  be the corresponding result of the ray sum so that
rD/ i-i(x, y)dz.
Jo
This integral equation was solved for j i(x, y) by Radon in 1917. Let I denote the distance 
of the line L from the origin, and let 0 denote the angle made by the normal with the x 
axis (see figure 2.4). Radon proved that
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Figure 2.4: Data Collection for CT
where m  is function of (1,6).
Radon’s formula has several practical difficulties as it requires an infinite number 
of measurements while CT generates only a finite set. As a result, the finite data can 
produce objects for which the reconstruction is very inaccurate. Several algorithms have 
emerged that generate a good reconstruction and are fast for computers. The different 
approaches can be classified into the following four categories: (a) Summation methods,
(b) Series expansion methods (e.g., iterative estimate-correct), (c) Transform methods 
(e.g., Fourier transform), and (d) Direct analytic methods (e.g., convolution or filtered 
back projection). An extensive analysis of these reconstruction algorithms is presented 
by G. Herman [39].
Both analytical and iterative estimation have been used for CT reconstruction. Iter­
ative methods are of historical interest due to the fact that such a method was used in 
the first commercially successful scanner [46]. However the speed and possible resolution 
of the analytical method is superior.
The analytical estimation uses a numerical approximation of the inverse Radon trans­
form (convolution - back projection) [40]. This technique has been used in other areas 
such as radio astronomy and electron microscopy where it was demonstrated that re­
constructions from discrete spatial sampling of bandlimited data led to full recovery of
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the cross-sectional attenuation.
2.3 H o u n s f i e l d  Scale
CT presents the data of the scan as a grey scale where the value (whiteness) is 
proportional to the X-ray attenuation in each point [84]. In the same way the X-ray 
attenuation is proportional to the electron density in the analysed point.
An arbitrary scale can be defined. Hounsfield scale uses air (-1000 units) and water 
(0 units) as fixed points (figure 2.5). The scan range can vary, so different kinds of 
tissue can be evaluated. The working range of a CT is called window (W) with a centre 
point (L). A Head scan is usually done at a window level (L) 34-40 Hounsfield units and 
a window (W) covering a range 0-75 Hounsfield units.
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Figure 2.5: Hounsfielcl CT scale
2.4 C T  M e t h o d s
A typical description of a CT Scan states: the type of scanner (e.g. Siemens So- 
matom, Ohio-Nuclear Delta 2010), picture element size (e.g. l x l  mm), slice thickness
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(e.g. 5 mm) reconstruction matrix (e.g. 256 x 256), used scale (e.g. Hounsfield), ori­
entation of the scan (e.g. 15° to the canthomeatal line1), starting and ending points 
(e.g. starting at the lever of the chiasmatic cistern2 and proceeding to the level of the 
superficial sulci3 at the vertex).
Figure 2.6 presents the skull guidelines used to define the orientation of the scan. 
Most of the CT scans are performed with the head supine (laying the face upwards) and 
the cross section plane at 10 — 25° to Reid's baseline4. This position is comfortable for 
the patient and reduces radiation in the eyes [84].
'Canthomeatal line is equivalent to the orbitomeatal line (figure 2.6)
2Insertion point of the Chiasma Optic
3Superficial surface of the brain. Sulci from the Latin circumvolutions
‘‘Reid’s baseline is equivalent to the infraorbitomeatal line (figure 2.6). Axial CTs use glabel- 
lomeatal line (or supraorbitomeatal line) (about 25 degrees to Reid’s baseline).
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Figure 2.6: Landmarks and guidelines used in skull and brain imaging
C h a p t e r  3
M a g n e t i c  R e s o n a n c e  I m a g i n g
This chapter introduces the basic concepts of Magnetic Resonance Imaging (MRI). 
First the Physical Principles of MRI are briefly explained, for a in-depth description of the 
physics in MRI refer to [1]. Then the MRI parameters and nomenclature most commonly 
used is presented. These parameters are essential to understand the image formation for 
both 2D-MRI or 3D-MRI [49]. MR Image formation is much more complex than in CT 
scans. Only a basic framework is given here. Finally a review of the current available 
equipment and instrumentation is presented.
Introduction to most of the concepts of MRI are found in [89], [88] or [10]. For a 
review of the technology and processing for 3D-MRI refer to [49],
3.1 P h y s i c a l  Principles
Contemporary medical imaging uses the Radio Frequency RF region of the electro­
magnetic spectrum to produce tomographic images. This is called Nuclear Magnetic 
Resonance (NMR) or Magnetic Resonance Imaging (MRI).
To make the nucleus vibrate a strong magnetic field is applied to the patient. The 
orientation of the magnetic dipole is parallel to the magnetic field, so it cannot be 
sensed (this is given from quantum physics). Then an RF signal is emitted to change 
the orientation of the magnetic dipole and sense the signal (the RF signal is in a range of 
5 to 200 MHz and 21 to 210 meV) . The magnetic resonance imaging signal originates 
from the nuclei of atoms resonating in the presence of this magnetic field.
The hydrogen nucleus is the ” MR active nucleus" used in clinical MRI. Hydrogen is 
abundant in the human body, and it has a relatively large magnetic moment.
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3 .1 .1  N et M agnetism
In the absence of a magnetic field the magnetic moments of the hydrogen nuclei are 
randomly oriented. When placed in a strong magnetic field the magnetic moments align 
parallel or anti-paraile! to the magnetic field (figure 3.1). The alignment of the magnetic 
moment depends on the thermal energy of the nucleus (proportional to the temperature 
of the patient), and the strength of the magnetic field Bq. High energy nuclei align their 
magnetic moments anti-parallel to the direction of the magnetic field, and low energy 
nuclei do not poses enough energy to oppose the magnetic field. It is desirable that 
the proportion of parallel magnetic moments is much higher than anti-parallel magnetic 
moments. In clinical diagnosis the thermal energy can not be modified, therefore the 
emphasis is towards stronger magnetic fields.
B 0
Figure 3.1: Orientation of the hydrogen nuclei magnetic moments. Most of them 
align themselves parallel to Bo
The Net Magnetisation Vector N M V  is then the excess of parallel magnetic mo­
ments from the anti-parailei magnetic moments. The magnitude of the magnetisation 
vector is proportional to the magnetic field strength |i?o|. according to N M V  =  xl-^o|. 
where x is the susceptibility of the nuclear spins.
3 .1 .2  Precession
Another phenomenon of interest is precession. The magnetic moments which con­
stitute the N M V  are also spinning around the axis parallel1 to Bq (figure 3.2). The 
precessional frequency is given by the Larmor equation:
’The axis parallel to Bo is defined as axis z, and the plane perpendicular to Bo is defined as 
plane x-y
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o/0 - 7|J30| (3.1)
where 7 is the gyro-magnetic ratio.
The gyro-magnetic ratio for hydrogen is 7hydrogen = Yl.YIMHz/T. The preces- 
sional frequency of the hydrogen can be found knowing the strength of the magnetic 
field Bo, for example whydrogen = 63.86MHz  at |j3o| =  1.5T.
The precession of the magnetic moments do not affect the orientation of the N M V . 
The individual magnetic moments are out of phase (are not in the same place on the 
precessional path), but the spinning is randomly distributed. Therefore the contribution 
of the magnetic moments in plane x-y adds to zero (figure 3.3).
3 .1 .3  R esonance
If an RF pulse with exactly the same frequency as the precessional frequency is 
applied to the nuclei, the exposed nuclei resonate.
For resonance of the hydrogen nucleus to occur, an RF pulse at exactly the preces­
sional frequency of the hydrogen U]iy(irogen must be applied. Other nuclei the magnetic 
moments of which are parallel (or anti-parallel) to the magnetic field will not be affected 
as they respond to other frequencies. Two main effects of resonance are important for
1. At resonance every hydrogen nucleus gains energy from the RF pulse. The internal 
thermal energy of the hydrogen nucleus increases, and the magnetic moments 
may gain enough energy to become an anti-parallel moment. If an RF pulse 
with enough duration and power is applied the number of anti-parallel magnetic 
moments can reach the same proportion as the parallel magnetic moments. Then 
all the magnetic moments add to zero in the axis 2 (N M V Z =  0).
Bq
precessional path
/ magnetic moment 
/ of the nucleus/ /\ 
hydrogen j / ]
nucleus \. /
Figure 3.2: Precession
MRI.
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Bo
Figure 3.3: Magnetic momenta out of phase. The N M V  is oriented in the direction 
of the magnetic held Bq.
2. The resonance makes also all the hydrogen magnetic moments to be in phase 
(the same place in the precessional path around Bo). When the nuclei are in 
resonance, the contribution of the magnetic moments in the plane perpendicular to 
the magnetic field B q does not add to zero anymore (figure 3.4). The contribution 
in the perpendicular plane x-y will be maximum when the magnetic moments add 
to zero along the z axis (N M V xlJ ft 0).
The N M V  precesses in the plane x-y as can be seen in figure 3.4.
Usually an RF pulse with enough energy and duration is used to make the N M V  
be zero in the z axis. This is also known as having a flip angle of 90°.
3 .1 .4  M R  signal
The resonating N M V  becomes a moving magnetic field. Faraday’s law of induction 
explains that in the presence of a moving magnetic field, a voltage is induced in a receiver 
coil (or any conductive loop) in the area of the moving magnetic field. This induced 
voltage constitutes the MR signal with a frequency equal to the precessional frequency 
of the hydrogen.
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Figure 3.4: Effects of the resonance. N M V Z = 0, and all magnetic moments in 
phase.
3.2 M R I  p a r a m e t e r s
There are three principal MRI parameters: spin density (or proton density), T l 
relaxation time and T2 relaxation time. Images weighted by one or two of the parameters 
can be produced by carefully selecting the type of Radio Frequency (RF) pulse sequence 
and the RF pulse times, which include Time Repetition (TR), Time-to-Echo (TE), 
and Time Inversion-delay (Tl). Such images are identified as Spin Density Weighted 
(SDW), T l Weighted (T1W), and T2 Weighted (T2W) according to which parameter 
is emphasised.
3 .2 .1  Spin D ensity
Spin density is the density of mobile hydrogen in the tissue of material being studied. 
The mobile hydrogen is mostly found in liquids. This is the reason for the weak signal 
produced by the bones which has plenty of hydrogen nucleus but is strongly bound.
Brain tissue is an example of a tissue with high proton density, and cortical bones 
have low proton density.
3 .2 .2  Longitudinal T l  relaxation  tim e
When the patient is positioned in the magnetic field B q all the hydrogen nuclei will 
start to align with the magnetic field. The number of aligned dipoles is exponential in 
time (as the charge in the capacitor), and T l is the time constant. Then with 1 x Tl
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time passed approximately 2/3 of the nuclei are aligned and it takes 5 x T l  constants 
to consider an equilibrium state (N M V Z = NMV)  .
Also if the magnetic field is turned off the magnetic vector N M V Z will go to zero
in an exponential way, and the T l constant dictates the rate of relaxation. In summary 
after any disturbance the magnetic vector N M V Z tends to return to its equilibrium after 
5 x T l.
Generally for T1W images, tissue with short T l appears bright; tissue with long T l 
appears dark.
3 .2 .3  Transversal T 2 and T 2 *  relaxation tim e
Constant T2 dictates the rate N  M V xy (the net magnetic vector in plane x-y) decays 
to zero after a 90-degree RF pulse. Since the relaxation of N M V Z is independent of the 
relaxation of N M V xy, T l and T2 are also independent.
Generally for T2W images, tissue with short T2 appears dark; tissue with long T2
appears bright.
As described above, T2 dictates the rate with which N M V xy decays to zero. How­
ever it is theoretically calculated for an ideal magnetic field which is constant through 
out the tissue or material studied. In practice MRI magnets are of high quality, but not 
ideal. Having a non-uniform magnetic field makes the magnetic vector described by the 
patient's nuclei to lose its phase coherence. Therefore different regions of the patient 
have different phases. This phenomenon is sensed by the N M V xy vector as a faster 
decay than theoretically predicted. This smaller time constant is referred to as T2*.
3 .2 .4  C on trast
Bones do not produce considerable signal neither in T1W or T2W. Fat tissue has 
short T l and long T2, therefore it is easy to recognise. The spinal cord contains a lot 
of fat tissue, producing a short T l constant (the shortest of all normal tissues). This 
same tissue has a long T2 generating intense signals in T2W. Muscles have relatively 
long T l and short T2, generating weak signals in any setting. The CerebroSpinal Fluid 
(CSF) has both T l and T2 long, therefore it appears black in the T1W images, and it 
is not distinguishable from the bones.
T1W images present a greater contrast than T2W images in normal tissue, although 
several pathologies produce long T2 signals. Example of this are edemas, tumors and 
infections.
From the magnetic resonance point of view, each tissue is described by three pa­
rameters: the proton density (p), the longitudinal relaxation time (T l), and transversal 
relaxation time (T2). The values of these three parameters for the brain components 
are shown in table 3.1.
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Table 3.1: Relaxation times (Tl and T2) and proton density (p) for human brain 
tissues at B q =  1.5T, where the proton density is normalised to that of CSF (from 
[10]).
Brain Components Tl (ms) T2(ms) P
White matter 621 75 0.8
Grey matter 1019 92 0.88
CSF 2953 807 1.00
If the brain is the region of interest in a scan the contrast CSF-grey matter is critical 
to delineating the brain outer limits. Due to the important difference in the values of T l 
and T2 for these tissues (table 3.1), T1W or T2W images generate a good CSF/grey 
matter contrast. The components grey matter- white matter present smaller differences 
in their MRI parameters (table 3.1). Therefore the settings of a scanning session have 
to be carefully selected to obtain a good contrast.
Figure 3.5 displays the three different modalities of MRI scans. Figures 3.5.a and
3.5.b have axial orientation, these images are PD and T2 weighted respectively and 
they are register images. It is visible in the figures that T2 image has a better contrast 
between grey matter and CSF than PD image. CSF in the T2 weighted image has the 
highest grey-level value. Figure 3.5.c has coronal orientation, and is T l weighted images. 
This last figure also offers a good contrast between grey matter and CSF. CSF in the 
T l weighted modality is black.
3.3 I m a g e  F o r m a t i o n
MRI obtains direct transverse, sagittal, coronal and oblique plane images. All the 
data can be acquired during a single imaging sequence. With proper data processing, 
any anatomic plane can be reconstructed for display [10].
Data acquisition is performed by having the tissues excited several times with RF 
pulses. Each excitation is followed by the application of magnetic field gradients in 
two or three orthogonal sequence. During one of these gradient applications (frequency 
encoding gradient or readout gradient) the signal emitted by the sample is recorded.
Two data acquisition strategies are possible. Bi-dimensional strategy (2-D), in which 
the RF pulse is used to excite one slab of the sample, and the gradient is then applied 
in two orthogonal directions within the slab. The image reconstruction is performed 
by using a bi-dimensional Fourier Transform. In the three dimensional strategy, the 
whole organ is excited and three orthogonal gradients are applied. The entire volume is 
reconstructed by using three-dimensional Fourier Transform [49].
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(a) proton density weighted (b) T2 weighted
(c) Tl weighted
Figure 3.5: MRI modalities
The bi-dimensional strategy is briefly described. The first type of RF sequence used 
for MR imaging is the spin echo pulse sequence [88] (figure 3.6). The simplified pulse 
sequence consists of an RF pulse with a flip angle of 90° followed by an RF pulse of
180°.
3.3.1 Gradients
Gradients are alteration to the main magnetic field B q. Additional coils of wire bore 
to the main magnet generate a gradient magnetic field around it. The magnitude of Bq 
is altered in a linear fashion, and along the axis of the gradient the precessional frequency 
of the hydrogen can be predicted. The gradients are allowed to have spatial encoding. 
Table 3.2 shows a possible example of the change in the precessional frequency along
Table 3.2: Precessional frequency along a magnetic linear gradient
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Position Field strength Precessional freq
iso centre 10,000 G 42.5700 M H z
- 1 cm 9,999 G 42.5657 M H z
- 2 cm 9,998 G 42.5614 M H z
-10 cm 9,990 G 42.5274 M H z
+ 1 cm 10,001 G 42.5742 M H z
+ 2 cm 10,002 G 42.5785 M H z
the gradient magnetic field.
3 . 3 . 2  S l i c e  S e l e c t i o n
When the gradient field of an axis is turned on, the magnetic field is altered, and the 
precessional frequency is also altered in a linear fashion (table 3.2). A slice perpendicular 
to the axis of the gradient field can be selectively excited (resonate) by transmitting an 
RF signal of appropriate frequency bandwidth. The nuclei situated in other slices are 
not excited as they respond to other precessional frequencies.
The thickness of the slice (the region of hydrogen nuclei that is excited) depends 
on both the bandwidth of the RF excitation, and the slope of the gradient field. A thin 
slice improves the spatial resolution, but the Signal to Noise Ratio (SNR) is reduced.
In spin echo pulse sequence, the slice selection gradient is switched on during the 
application of the RF pulses (both 90° and 180°). Figure 3.6 presents the relation of 
the slice selection timing in the spin echo pulse sequence.
3 . 3 . 3  P h a s e  E n c o d i n g
Once the slice is selected, further information should be obtained to encode the 
other two axes of the MRI scan. If a second gradient field in one of the remaining axe 
is applied, the precessional frequency of the excited nuclei is altered along that axis. 
Nuclei experiencing a stronger magnetic field travel faster in their precession path, so 
they gain phase. On the other hand the nuclei experiencing lower magnetic field lose 
phase. When the phase encoding gradient is switched off, all the excited nuclei return 
to the original precessional frequency, but the phase difference remains. The difference 
in phase along this axis allows one to encode the position of the nuclei.
Phase encoding is applied before the 180° RF pulse (figure 3.6).
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Table 3.3: Gradient axes in orthogonal plane imaging
Orientation Slice Selection Phase Encoding Frequency Encoding
Sagittal X Y Z
Axial(body) Z Y X
Axial (head) Z X Y
Coronal Y X Z
3 . 3 . 4  F r e q u e n c y  E n c o d i n g
The remaining axis is encoded using a third gradient field. The precessional frequency 
of the excited nuclei is again altered along the frequency encoding axis. This gradient 
field is applied while the signal is being recorded, and is often called the readout gradient. 
The M R  signal can now be located along the gradient according to its frequency.
Figure 3.6 presents the moment of the frequency encoding which coincides with the 
echo M R  signal. This echo signal contains the information necessary to encode the 
position of the nuclei in the 3 dimensional space of the scan.
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Figure 3.6: Spin echo pulse and gradient timing.
Table 3.3 lists the different scan orientation related to the gradient axis (slice selec­
tion, phase encoding and frequency encoding).
Spatial resolution of MRI is worse than radiography, but contrast resolution is better
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Table 3.4: Spatial and contrast resolution.
Spatial Resolution 
(111111)
Contrast Resolution 
(111111 at 0.5 % 
tissue difference)
Radioisotope Imaging 5 20
Ultrasound 2 10
Radiography 0.1 10
C T 0.5 4
MRI 0.5 1
Table 3.5: Magnet type in MRI equipment
Type Resistive Permanent Superconductive
Field Strength (T) 
Weight (tons) 
Volume (m3) 
AB/Bq 
A B (111G) 
Access
0.15-0.3
3
5
10 ppm 
15
Long or trans
0.3 
15 
15 
10 ppm 
30
transversal
0.5-4
8
12
500-5 ppm 
125-75 
longitudinal
than with CT or radiography. In table 3.4, spatial resolution refers to the minimum size 
of any structure that can be resolved, and contrast resolution refers to the minimum 
distance to detect 0.5 %  of tissue change (e.g. region one 90% white matter 10% grey 
matter; region two 89.5% white matter 10.5% grey matter).
3.4 Equipment
The main classification of the MRI scanners depends of the magnet type. Three 
types can be identified: Resistive, Permanent or Superconductive magnets. Table 3.5 
shows some of the typical values of the different MRI scanners. Parameter A B /Bq 
refers to the inhomogeneity of the magnetic field, where an inhomogeneity of 1 part per 
million(ppm) in a 1 Tesla magnet is equivalent to a range in the field from 1 to 1.000001 
Tesla.
Permanent magnets do not require power supply and are low in operating costs. 
Also the magnetic field is well confined in the scan room, and it can be designed in an 
open configuration (beneficial for claustrophobic or obese patients). The strength of the 
magnetic field is low, and therefore the SNR is also low. This type of scan is extremely 
heavy. Commercial equipment of this type includes the Siemens Magnetom Concerto,
the GE Signa Ovation (0.35 T) or the Philips Panorama (0.23 T). Figure 3.7 shows the 
Siemens Magnetom Concerto of 11 tons.
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Figure 3.7: Open configuration permanent magnet M RI Scanner (from
www.sieiiiensiiiedical.com)
Resistive magnets although are relatively inexpensive, have high operational cost 
due to the power required to maintain the magnetic field. Similarly to the permanent 
magnets the strength of the magnetic field is low, and the SNR is low.
Superconductive magnets produce strong magnetic fields, and therefore high SNR. 
The power requirements are low, but they require super cooled substances (cryogens). 
The operational cost is lower than for resistive magnets, but higher than for perma­
nent magnets. They are also expensive to buy. Commercial examples include the GE 
OpenSpeed (0.7T, open architecture), the GE VH/i (3T), Siemens Magnetom Rhapsody 
(IT, open architecture), Siemens Magnetom Allegra (3T, oriented to brain research), 
Philips Panorama (1 T, open architecture), Philips Intera (3T). Figure 3.8 displays the 
GE VH/i, with high field homogeneity (< 0.5 ppm).
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Figure 3.8: Superconductive magnet MRI Scanner (from www.ge.com).
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3 D  A n i s o t r o p i c  T e x t u r e  
A n a l y s i s
4.1 Introduction
Texture is variation in the data. When this variation is the same in all directions, 
the texture is isotropic. We  have anisotropy when the variation in the data is different 
in different directions.
One of the first studies on texture anisotropy was done by Chetverikov [11], [12], 
where the concept of a 2D anisotropy indicatrix is introduced. A texture descriptor F 
is computed on the image for a given orientation 0. If the descriptor F is then obtained 
for a large number of orientations in the range 0 < 0 < 2ir, a radial diagram for F(0) 
constitutes the anisotropy indicatrix. The shape of this indicatrix describes the deviation 
from the ideal isotropic texture (the 2D indicatrix of a random texture is a circle as F 
is constant independently of the orientation 0).
Three dimensional data is an important area of research for medical image analysis. 
Currently three dimensional image processing is being developed for medical applications 
as segmentation ([28], [53], and [43]) , visualisation ([44]) and volumetric measurements 
([26]). Joliot and Mazoyer present a summary of the state of art in three dimensional 
processing of M R  brain images [49].
To our knowledge brain texture analysis has been limited to 2D techniques. Free- 
borough and Fox [27] used the 2D co-occurrence method applied to MRI data, but the 
features they extracted did not measure anisotropy. Their MRI scans were acquired from 
40 normal controls and 24 AD  patients and a classification rate of 91 %  was obtained. 
Mathias et al. [68] also used the 2D co-occurrence method applied to spinal cord M R  
images. They found significant differences in texture between normal controls and mul­
tiple sclerosis patients, and also a significant correlation between texture and disability.
C h a p t e r  4
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Yu et al. [91] found distinct patterns of active and non-active plaques in N M R  images 
of multiple sclerosis patients based on 2D co-occurrence matrices.
The concept of texture anisotropy can be extended to 3D texture analysis, as pro­
posed by Petrou and Kovalev [59]. A 3D indicatrix can be generated if the descriptor F 
is obtained for a large number of 3D orientations.
Two descriptors F for 3D anisotropic texture analysis are presented in this chapter. 
First, gradient density vectors proposed by Kovalev et al [60] is presented in section 4.2. 
Then, Grey-Level Dependence Histogram (GLDH) defined by Haralick [35] and extended 
for anisotropy analysis by Chetverikov [13] is presented in section 4.3.
4.2 Gradient Vector Histogram
A gradient vector (magnitude and orientation) can be obtained from every voxel in 
the 3D brain scan. The gradient of volume / at voxel (xo, Vo, zq) is obtained from the 
partial derivatives along the axis of the volume:
X Sf (x0, yo ,zo) _ , Sf{x0, yQ,z0)_, 8f{x0t y0 ,z0) ^ (A ^V  (x0,2/0sZQ) =     % H   3 +    k (4.1)ox by bz
where i, j and k are the unit vectors along the 3 axes.
In practice an approximation is obtained using gradient filters.
4 . 2 . 1  G r a d i e n t  O r i e n t a t i o n  F i l t e r s
To obtain the gradient of each voxel a small filter is suggested to avoid the interfer­
ence of multiple local edges.
A 3 x 3 x 3 filter for 3D edge detection, which is a 3D generalisation of a Sobel 
filter, is used. This filter was first proposed by Zucker and Hummel [93] and was shown 
to be appropriate for estimating the local gradient in brain micro-textures [60].
Three masks are convolved with the image, and each mask generates the magnitude 
of the vector along certain axis. The 3 x 3 x 3  filter mask is:
_ YA _Y23V2n
2
-i
3__YI9s/3 v/2 6v/33 2 3 _
0 0 0 
0 0 0 
0 0 0
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Finally after convolving the image with the filter each voxel has an associated three 
component gradient vector (a, 6, c).
4 . 2 . 2  A n i s o t r o p i c  S a m p l i n g
Currently 3D Medical Images are increasingly being used in medical diagnosis. How­
ever most of the available images have a subsampling along the z axis. This phenomenon 
changes the shape of the voxel from a cube to an elongated rectangular parallelepiped. 
The change of voxel shape has not a trivial solution, and affects all anisotropic texture 
analysis.
The filtering process explained in the previous section requires the estimation of 
the first derivative. Two approaches can be used to solve the problem of anisotropic 
sampling. The first one is the interpolation along the z axis to generate a regular grid 
(cubic voxels). The main drawback of this approach is computer complexity and the 
requirement of additional storage memory. The second one is to map the anisotropic 
grid to a uniform reference grid so that the derivatives of the anisotropic grid can be 
expressed as a function of the reference grid and the map.
Kovalev et al. [60] are using the second method to compensate for anisotropic 
sampling (however the mathematical justification is never mentioned in the article). Liou 
and Singh [64] presented in their article a formal proposition to compensate anisotropic 
sampling in a 3D edge detector. First a uniform reference grid is proposed where £, ?] and 
r are the uniform coordinates, and x, y and 2 are the original coordinates (anisotropicaliy 
sampled image). The mapping between these two coordinate systems is given by the 
following three functions
x — Rx£ y = Ryi], z = R.zt
where Rx, R.y and R.z are the sampling rates.
Finally the gradient of the volumetric image / with respect to the original coordinates 
is computed by
S f  1 S f
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as demonstrated in [64], Therefore the compensation can be done with an appropriate 
scaling factor in the derivative with respect to 2.
4 . 2 . 3  O r i e n t a t i o n  H i s t o g r a m  o r  3 D  A n i s o t r o p y  I n d i c a t r i x
The directions of the 3D gradient vectors have to be quantised to estimate their 
histogram (density). To generate the bins for the 3D directions the surface of the unit 
sphere has to be tessellated. Using cylindrical coordinates, c/> is defined as the azimuthal 
angle, and znorm is the normalize value along the 2 axis. Dividing 4> and znorm into 
equally sized sections, we obtain cells of equal area [60]. The division of </; into M  
equal intervals and znorw into N  equal intervals results in N  x M  bins each with a solid 
angle of 4-7r/(AM). Then the gradient vector (a, b, c) is classified in bin (i,j) when the 
following conditions are satisfied:
2tt . , 2?r .
— % < $ <  — (ift 1)M  M
where sin6 =  • and cos<h =  >If:,■;V11-+0- Va-+o~
2 2 “1 + Jftj Znorm < “1 + — (J + l)
where z„orm = /V<l“+0-+f—
Only the vectors associated with the interior part of the brain are taken into account, 
while the vectors on the surface of the brain are excluded by thresholding. Also the 
smallest vectors in magnitude are ignored due to their poorly defined orientations [60].
Kovalev et al. [60] analysed two alternatives to generate the 3D anisotropy indicatrix 
(histogram). The first one increments a bin of the histogram with the magnitude of the 
gradient vector assigned to it. The main drawback of this assigning procedure is that 
the vectors with the greatest magnitude will dominate the histogram. The second one 
is to increment by 1 every time a vector is assigned to a bin. This method improves 
the sensitivity to micro-texture changes as the weak vectors are considered with similar 
importance as all other vectors.
In the experiments of chapter 8 the second alternative is used: a bin of the accumu­
lated histogram is incremented by 1 every time a vector is assigned to it. Examples of 
orientation histograms are shown in figure 4.1.
4.3 Grey-Level Dependence Histogram
This second approach to anisotropy texture analysis was first proposed by Chetverikov 
[13], and it is based on a extension for arbitrary spacing of the Grey-Level Dependence 
Histogram (GLDH).
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Figure 4.1: Visualisation of the orientation histograms, (a) The unit sphere (b) A 
C T  scan of a normal brain (FI, F2 and F3 are defined in section 4.4).
The definition of GLDH is a 3D generalisation of the 2D definition given by Haralick 
[35]:
No. of (x,y,z) for: . a ^'^'a  ^ a \v J ' I(x + Ax, y +  Ay, z +  A z) = I
C(k,l,d; Ax, Ay, Az) = ---------------- — £---— < --- T  }-  (4.2)N ormahsation
where </Ax2 + Ay'2 + Az2 = d, I(x,y,z) is the grey level at position (x,y,z), and
Normalisation is the number of pairs of voxels at relative locations (x,y,z) and (x +
Ax, y + Ay,z + Az) both of which are inside the region of interest. Variables A.?; + 
Ay + Az are dependant of a possible orientation in 3D space, and distance d.
The grey value at position (x +  A x,y +  A y,z + Az) can be approximated using 
linear interpolation of the values at neighbouring voxels followed by requantisation [13] 
(refer to appendix A.l).
Equation 4.2 allows one to extract a different co-occurrence matrix along each possi­
ble orientation in 3D space. Of course we cannot really consider all possible orientations 
in 3D, so we have to quantise them into a finite set of cones of possible orientations as 
we did in section 4.2.3.
Let us call fim\ and z./nf/ the azimuthal angle cf) and z values of the centre of the 
bins of the tessellation of the unit sphere. Then,
27T
findil) = Y f 7 (4-3)
for i = 0,2,..., M  — 1
W O )  =  - l , z ind( N - l )  = \ (4.4)
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fandti) 2 /M +  N -  2 ^  °  ^+ (2/M + N - 2) M 1 ^
for j  =  1 , 2 , N — 2
Variables Ax, Ay and A 2 of equation 4.2 can be obtained from the centre of the
bins as follows : Ax = dyj 1 - zfnd cos (f)ind, Ay = dyj I- zfnd sin find and Az =  dzind.
Quantizing the possible orientations allows one to obtain N x M co-occurrence matrices 
per defined d.
To further reduce the complexity of the texture description single quantities can be 
obtained for each 3D bin. The quantities we are using are Energy and Contrast1 from
[35].
N N
Energy((j>ind, Zjnd\ d) = $ *] $ ) C{k, /; find, Zind, d) (4-6)
k-1 /=1 
N N
Contrast(find, zmd\ d) = ^2(k ~ l)2c(k,l-,find,Zind,d) (4.7)
k= 1 /=1
Figure 4.2 shows an example of the 3D indicatrix extracted from an MRI scan with 
Contrast as quantity and setting r/ =  0.9375mm.
Alzheimer Scan. GLDH, contrast, d = 0.9375 mm
500-
y axis -500 -500
Figure 4.2: Example of a 3D indicatrix using Contrast
4.4 Feature extraction
Both methods gradient density histogram and grey-level dependence histogram gen­
erate a 3D indicatrix. Let us call H(i,j) the value of the 3D indicatrix in bin The
1 Contrast is also known as Inertia (e.g. [60])
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following rotation-invariant features proposed by Kovalev et al [60] are used for general 
description of the 3D indicatrix shape:
FI is the Anisotropy Coefficient:
F2 is the Integral Anisotropy Measure or standard deviation:
Efal (g(M) - Xn.)2
N M (4.9)
F3 is the Local Mean Curvature or the average value of the Laplacian:
F3 = 1 E £ ,  E.", | (H(i ~ Uj) + H(i + 1, j) + H(j,j - 1) + H (i, j + I)))2JVM
(4.10)
where H max and Hmin are the maximum and minimum value in the orientation his­
togram respectively, and H m is the mean value of all bins in the histogram.
4.5 Conclusions
Anisotropy texture analysis is a flexible tool whose capability to describe texture has 
been demonstrated by numerous experiments. The potential of this method to medical 
applications is investigated in chapters 8, and 9.
Gradient Vector Histogram generates a set number of vectors equal to the number 
of voxels in the region of interest. If the number of orientations (or bins in the 3D 
histogram) increases, the set number of vectors are distributed between more bins. 
Therefore, a relatively low number of bins has to be used to avoid increasing the noise in 
the indicatrix. On the other hand the Grey-Level Dependence Histogram is a continuous 
texture function, where the number of bins is simply equal to the number of sampling 
points. The more points we choose the better the function is sampled.
Gradient Vector Histograms do not take into consideration the magnitude of the 
gradient vector. The bin value is incremented by 1 every time a vector is assigned to 
it. This method although improves the sensitivity to micro-texture changes, it reduces 
the sensitivity to the different scales of the texture information. Grey-Level Dependence 
Histogram can be calculated for different distances d, so different texture information 
can be extracted at each scale.
Both approaches Gradient Vector Histogram and Grey-Level Dependence Histogram 
generate 3D indicatrices, where the deviation from a pure isotropic texture (a sphere in 
the indicatrix) carries information about the texture’s nature. The features suggested in 
section 4.4 are not the only possible set of features. In chapter 6, the spherical harmonic 
expansion of closed surfaces is suggested as a complete set of features to describe the 
shape of the indicatrix.
CHAPTER 4. 3D ANISOTROPIC TEXTURE ANALYSIS
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C h a p t e r  5
5.1 Introduction
A Magnetic Resonance Imaging (MRI) system can produce images from the same 
body part (e.g. Brain) with different contrasts depending on the technique used (Tl, 
T2 or PD). This is analogous to multispectral data obtained for remote sensing or colour 
images obtained in computer vision.
It is our objective to further explore the capabilities of multispectral texture analysis 
applied to MRI brain scans. In particular, we are interested in investigating whether this 
approach can improve the characterisation of the micro-textural properties of the brain, 
which could be reflected in a better marker for brain diagnosis.
This chapter is organised as follows. In section 5.2 we will give a brief literature 
review of multispectral texture analysis in the medical image processing area, and other 
related fields. In section 5.3 we will expand upon the methodologies to be used to 
analyse MRI scans. Finally in section 5.4 we will draw general conclusions.
In chapter 10 we will present the results of some experiments where the methods 
described in this chapter will be applied to MRI images.
5.2 Literature Survey
5 . 2 . 1  T e x t u r e  a n d  M u l t i s p e c t r a l  a n a l y s i s  i n  M R  I m a g e s
To our knowledge brain texture analysis has been limited to single spectrum images 
[27], [68], [91].
A common application of multispectral M R  brain images is the classification of 
individual pixels in classes that include CerebroSpinal Fluid (CSF), grey matter, white
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matter, subcutaneous fat, muscle and bone [87], [86], [37], [70]. In chapter 7 a literature 
survey of the multispectral approach to pixel classification and brain segmentation is 
presented.
5 . 2 . 2  M u l t i s p e c t r a l  i m a g e  a n a l y s i s  i n  R e m o t e  S e n s i n g
Vannier et al [87] based their pixel classification of tissue on the expertise gained from 
multispectral remote sensing. Satellite imaging systems produce multispectral images 
of the same area, and sophisticated algorithms are being used to analyse multispectral 
data [45]. Some methods which produce different presentation of multispectral images 
are mentioned by Hord [45]. A simple algorithm is the ratio image,
Gc = R. arctan((7a/Gb) (5.1)
where Ga and G[, are input image pairs.
Another method for analysing multispectral data in remote sensing applications is 
based on the eigenimages (Karhunen-Loeve transform) [45] which are obtained by ro­
tating the axes of the representation space to uncorrelated eigenbands. This method is 
not limited by the number of bands of the input images, but produces as an output also 
a multispectral image. Hua and Liu [47] present the Karhunen-Loeve Transform (KLT) 
as a generic tool for data compression and filtering. Devaux et al. [18] use the KLT 
to perform region-based segmentation of aerial colour images from colour and texture 
features. In their paper they present a region-based segmentation method in the KL 
colour image representation space and KLT extended to texture analysis by the Local 
Linear Transform (LLT).
Other works published in the multispectral image analysis in remote sensing mainly 
focus on image classification [74] [90] [14]. Gelli and Poggi [31] developed a compression 
algorithm of multispectral images based on region segmentation, and KLT.
5 . 2 . 3  C o l o u r  T e x t u r e  A n a l y s i s
Another example of multispectral texture analysis is Colour Texture Analysis in com­
puter vision.
Tan and Kittler [85] proposed to harness the texture and colour information sepa­
rately in an attempt to eliminate redundant or highly correlated features that are usually 
associated with colour images. The colour histogram is used as an image model from 
which a colour representation scheme of this method can be derived. Texture can be 
determined by an existing grey level texture representation (grey level co-occurrence 
matrix, Fourier power spectrum, autocorrelation, grey level run length, Gabor channel 
filtering, local linear transforms, etc). Finally a linear combination of these two separate 
representations of texture and colour attributes is performed. Harms et al. [36] use nat­
ural scenes made up of small grains or textons with nearly constant intensity and colour.
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Spatial arrangements of these textons relative to the neighbours, produce visually per­
ceptible texture. Then they use colour, shape and size features of textons to characterise 
stained blood cells. The method although interesting does not use multi-band features, 
but it combines single-band features, like the Tan and Kittler method.
On the other hand, Kondepudy and Healy [57] [56] suggest a descriptor of colour 
texture based on the spatial correlations within and between bands of a colour image. 
They show important advantages in using colour information for texture analysis, as for 
some textures colour is necessary to discriminate between them [56].
Rosenfeld et al. [77] used the distribution of absolute differences of pairs of pixels 
displaced by Sx.y over all bands of a multi-band image to capture the texture content. In 
particular, they used a 2 band image, but their method can be extended to any number of 
bands. The first suggestion is to obtain the co-occurrence matrices of multi-band images 
using the joint distribution of pairs of two-vectors in a given relative position. However 
this approach is computationally expensive, and cumbersome as a four dimensional 
matrix is required for its representation. A possible alternative approach is to use the 
difference histogram, taking into consideration only the distribution of absolute difference 
of grey levels of pairs of pixels in given relative positions. Experimentally the method is 
applied to eigenbands resulting from a Karhunen-Loeve transformation [65]. Rosenfeld 
et al. found that two-band features yield better (partial) separations between texture 
classes than single-band features. The multi-band texture analysis provides information 
not available from single-band features.
5.3 Methodology
In the subsections that follow we will expand upon the methods I will investigate. 
First we will describe the steps of KLT and then three methods of texture analysis that 
make use of the intraband information and at the end we will describe the method we 
have used in previous chapters for 3D texture anisotropy quantification, adapted for 2D 
and applied to each band separately.
5 . 3 . 1  K o r h u n e n - L o e v e  o r  H o t e l l i n g  T r a n s f o r m
The Korhunen-Loeve Transform (KLT) [29] allows one to represent the set of images 
(multi-band images) in terms of uncorrelated data. The method provides the optimal 
subspace in the least mean square error sense.
The set of images is defined as a set of random vectors [72], [32]:
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a vector x of dimension n is formed from the values of a single pixel in the n different 
bands.
The transform has the form [32]:
y = A(x — m) (5.3)
where A is the transformation matrix of size n x n, m  is an arbitrary vector of size n, 
and y is the transformed set of random vectors.
In order that the resulting images are uncorrelated, the autocorrelation matrix of the 
resulting set of random vectors y has to be diagonal. Therefore it can be demonstrated 
[72] that:
m  =  l-G = E {x } (5.4)
where /ix is the mean vector of the set of vectors x, and E {x } is the expectation of 
the set of vectors x.
The transformation matrix A is obtained from the eigenvectors of the covariance 
matrix Cx of the original random vectors as follows. The covariance matrix is defined as
Cx = E j(x- ^ x)(x - p x)r | (5.5)
As Cx is real and symmetric, it is always possible to find a group of n orthonormal 
eigenvectors [32] which satisfy
Cx uj = A^ Ui (5.6)
where iq is the eigenvector number i, A,• is the eigenvalue number i, and A.; > A.;+i 
Then the transformation matrix A is
T
A
UlJ
u2:
u,T
(5.7)
The covariance matrix of the transformed vectors y is a diagonal matrix the elements 
of which are the eigenvalues of Cx
Oy =
Ai 0
A2
(5.8)
The mean vector px and the covariance matrix Cx are computed as
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,and
M
Ifc=i
cx = ~  xkxkr - m xm xr (5.10)
where M  is the number of random vectors (number of pixels in the image).
Figure 5.1 displays the original multispectral image and their corresponding KLT 
transformed bands. It can be seen that the first principal component contains more 
detail and has more contrast than either of the two original bands. That is why KLT is 
used to enhance the contrast of multiband images.
(a) P D  weighted (b) T2 weighted
(e) First principal component. (d) Second principal component
Figure 5.1: Example of KL  transform
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5 . 3 . 2  G r e y - L e v e l  a n d  A b s o l u t e  D i f f e r e n c e  D i s t r i b u t i o n s  o f  M u l t i ­
s p e c t r a l  T e x t u r e
Rosenfeld et a!, published an appropriate method for multispectral texture analysis 
[77],
The definition of 2D co-occurrence matrices as given by Haralick [35] is:
No. of (x, y)where: f t  =
C ^ J A x . A  y) =  TVonnaLft f6’11'
where \/Ax2 fa Ay2 = d,, I(x, y) is the grey level at position (x,y), and Normalisation 
is the number of pairs of pixels at relative locations (x,y) and ( a;  +  A x/y + Ay) both 
of which are inside the region of interest.
This previous equation can easily be extended to multispectral images, considering 
the joint distribution of pairs of vectors in a given relative position. For a two band 
image this definition can be modified as follows:
No. of (x, y) where: , 9); a a \ I2{x + Ax,y + Ay) = lC (A:, l\d, Ax, Ay) = ------------- — ---- -— —   (5.12)N  ormalisation
where I j {x ,  y) is the grey level at position (x, y) of band j .  Let us call this method 
Multispectral Grey-Level Dependence Histogram (MGLDH).
Rosenfeld et al. proposed a simplification of the multispectral texture to allow 
another viable solution. They proposed the use of the distribution of absolute differences 
(difference in band 1, difference in band 2, etc.). For the particular case of a two band 
image the absolute difference is:
No. of (s. y, z) where: +  y\ j j  f t 9 V f t . *’
E(k,l;Ax, Ay) =   ------- hft) - h(X + A x,y + Ay)\ = I
N  ormalisation (5-13)
where Ij(x,y) is the grey level at position (x,y) of band j. Let us call this method 
Absolute Differences Histogram (ADH).
The absolute difference matrix is 2D in the case of two band images, which is 
computationally quite tractable.
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5 . 3 . 3  S p a t i a l  c o r r e l a t i o n s
Kondepudy and Healy [57] suggested a colour texture approach based on auto and 
cross correlation between bands. For a given pair of images I fxpy)  and I j(x,y), the 
correlation function is defined as:
Rij{Aa:, Ay) =  E  {(I*(a, y) - + A;i;, b +  A y) - //,;,)} (5.14)
where </Ax2 +  Ay2 =  d, pj is the mean value of band j, I j(x,  y) is the grey level at 
position (x, y) of band j ,  and E{ x }  is the expectation of value x.
For a colour image, there are six possible correlations Rrr, Rrfj, R^, Ryg, Rgi, 
and Rbi. Each correlation function is normalised by dividing by .(0,0) to make 
correlation independent of scaling factors. These functions can be easily extended to 
any multispectral image independent of the number of bands.
For a two band problem we would obtain three correlation matrices. Texture anisotropy 
analysis could be used as (Ax,Ay) can describe an arbitrary orientation.
5 . 3 . 4  2 D  T e x t u r e  a n i s o t r o p y  f r o m  t h e  o r i e n t a t i o n  h i s t o g r a m
As proposed by Chetverikov [13] co-occurrence matrices can be extended to obtain 
a polar anisotropy indicatrix for a series of angle values from [0, 2vr].
For equation 5.13 the greyvalue at position (,t +  Ax, y +  Ay) can be approximated 
using linear interpolation of the values at neighbouring pixels followed by requantisa­
tion. Therefore it is possible to extract a different absolute difference matrix along each 
possible orientation in 2D space. In order to quantise the 2D orientation we use the 
azimuthal angle on plane (x,y), measured from the x axis. The centres of the bins 
of the polar indicatrix are obtained as follows:
<knd(i) =  (5.15)
for i = 0,2 - 1
Quantizing the possible orientations allows one to obtain M  matrices for each specific 
value of d, (matrices are generated from M G L D H  and ADH). To further reduce the 
complexity of the texture description single quantities can be obtained for each 2D bin. 
The quantities are defined by equations 5.16, and 5.17 below:
Energy, or Angular second moment:
N N
Energy(kJ) = £ £ s ( M )2 
/=o k-0
(5.16)
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Contrast or Moment of inertia about the 45° diagonal:
N N
Contrast(kJ) =
l~0 k—0
where N is the number of grey level values in the image. 
Figure 5.2 presents an example of a 2D indicatrix.
Alzheimer Scan, GDHL, d=3mm
(5.17)
Figure 5.2: Example of a 2D  indicatrix
Let us call H(i) the value of the 2D indicatrix in bin (i). Two features proposed by 
Kovalev and Petrou [59] are used to analyse the shape of the 2D indicatrix.
FI is the Anisotropy Coefficient
Hmn.n-Ex =
Hr
F2 is the Integral Anisotropy Measure or standard deviation:
Fo = E £ i  (HU)- Hm fM
(5.18)
(5.19)
where H mjn and H max are the minimum and maximum value of the indicatrix re­
spectively, and ILm is the mean value of all points of the indicatrix.
Further anisotropy features may be computed from the Fourier descriptors of this 
2D shape:
N/2
R,(({);) = tt0 + cos(<f>i) + bk sin(0;))
A:=l
where (ft is value of the azimuthal angle for bin i.
(5.20)
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5.4 Conclusions
Multispectral analysis in M R  image analysis has been successfully used in brain 
segmentation and voxel classification. Currently multispectral methods have superseded 
previous classification methods based in a single band of the M R  image.
In chapter 9, anisotropy texture analysis will be shown as a viable technique for 
detection and tracking of Alzheimer's disease. Multispectral texture analysis is also a 
promising area for the detection and tracking of abnormal conditions in the brain as 
further information can be extracted from the additional bands.
In this chapter, 3 methods for Multispectral Texture Analysis were presented. In 
chapter 10, these methods will be applied to multispectral MRI, and the results compared 
to single channel texture techniques.
CHAPTER 5. MULTISPECTRAL TEXTURE ANALYSIS
S p h e r i c a l  H a r m o n i c  T h e o r y
C h a p t e r  6
6.1 Introduction
The representation of a closed surface in a parametric way has been one of the 
classical problems in computer vision. One of the most widely known techniques is the 
use of spherical harmonic series. Spherical harmonic series allow the expansion of an 
arbitrary surface in terms of an orthogonal set of parametric equations. The coefficients 
of this expansion can be used to characterise the surface.
Surface harmonics to which spherical harmonics is a specific case are solutions of 
Laplace's equation,
V 2V(x,y,z) = 0  (6.1)
which in Cartesian Coordinates is:
d2V d2V d2V M
d Y  + W  + 9^ - ( >
A function which is homogeneous in x,y,z of degree n, and satisfies equation 6.1 is 
called a solid spherical harmonic [42]. Using spherical coordinates, 0 is the latitude angle 
measured from the z axis varying between 0 and 7r, 0 is the longitude angle measured 
from the x axis varying between 0 to 2tt, and r is the radius value. The solid spherical 
harmonic will take the form V = rn0 (0)$(0) where 0(0)<I>(0) is the so called spherical 
surface harmonic or simply spherical harmonic for our analysis.
Other surface harmonics are defined according to the coordinate systems.
Circular cylindrical harmonics have two forms of models in circular cylindrical co­
ordinates z(p, 0) and p(z,0). Most surfaces in the first form are also representable in 
Cartesian coordinates, so the second form has greater interest [67].
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Spheroidal or Ellipsoidal Harmonics are defined using spheroidal coordinates. A 
spheroid is an ellipsoid of revolution and can be of two types: a prolate spheroid and an 
oblate spheroid [61]. The following equations define prolate spheroidal coordinates:
x =■ csinh(?7) sin(0) cosft)
y =  csinlft?) sin(0) sin(^ ) 
z =  csinli(?7) cos(0)
where c is the focal length [61]. The equations for oblate spheroidal coordinates are:
x = c cosli(?7) sin(0) cos(f)
y =  ccosli(?7) sin(0) sinft) 
z =  csinli(?7) cos(<9)
Spheroidal harmonics are based on solutions to Laplace’s equation of the form 
1/(77,M )  =  iJ(?7)0(0)<I>(r/>) [67],
There are several other surface harmonics as hyperspherical harmonics. An extensive 
definition of them can be found in [67], [42] and [61]. Spherical harmonics are the most 
widely use in computer vision, and have several advantages as being less sensitive to the 
position of the origin, the orientation of the axe [67], and computationally more stable.
Some of the characteristics of spherical harmonics which make them attractive for 
surface modelling are:
1. Orthogonality. Spherical harmonics are mutually orthogonal with respect to inte­
gration over the sphere. This property implies linear independence, assuring that 
all linear combinations of spherical harmonics are unique [67].
2. Completeness. Any continuous and derivable function of the form g(6,f) can be 
approximated arbitrarily closely by a linear combination of spherical harmonics. 
The convergence and summability of the spherical harmonic series is similar to the 
Fourier’s series as demonstrated by Hobson [42].
3. Ordered in spatial frequency. As the degree of the coefficients increases, so does 
the spatial frequency it describes. Therefore a spherical harmonic of high order can 
reconstruct details better. The term spatial frequency is not rigorously defined, 
but can be thought conceptually as the number of local maxima and local minima 
[67],
These particular proprieties of spherical harmonics make them attractive for mod­
elling closed surfaces. Several medical applications model specific organs or body pro­
cesses with spherical harmonics. The most widely explored is to model the surface and
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Figure 6.1: Spherical Coordinate System
movements of the heart [67]. Lefaix et al. model the vertebrae with spherical harmonics, 
and their aim is to analyse the deformation to diagnose spine diseases [62]. Also Shaw 
and Koles use spherical harmonics to localise abnormalities in the electroencephalogram 
(EEG) [81]. Another application which is quite interesting is the use of spherical har­
monics to do automatic 3D model-based segmentation of MRI Brain Images [53].
6.2 Continuous Spherical Harmonic Series
The spherical harmonics are solutions of equation 6.1. Laplace’s equation in spherical 
coordinates is:
d ( 2dV\ , 1 d f_._ndV\ , 1 d2V
dr \7' dr J + sin 6 09 \ 6 89 ) +  sin2 9 deft °‘ ^
where 9 is the latitude angle measured from the z axis varying between 0 and 7r, <f) is the 
longitude angle measured from the x axis varying between 0 to 27r, and r is the radius 
value (figure 6.1).
The spherical harmonics are assumed to be of the form V = 7?.(r)©(0)<I>((/;): substi­
tuting in equation 6.3 and dividing by i?,0<I> yields
1 d f 2dR\ . 1 d ( . „d,Q\ . 1 d2<I>
R dr V7' dr ) + 0  sin 9 d6 \ m  9 d,0 ) +  <I> sin2 9 d.f2 °'
The first term of this equation is the only part which involves r. It is impossible that 
the equation is satisfied unless [42]:
1 d f 0d R
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where k is a constant. In accordance with the rule for solving such equations, then
R = Ar1 +  Br"1-1, 
where k =  1(1 -I-1). Substituing in equation 6.4 and multiplying by sin20:
2 „ sin0 cl ( . nd,0\ 1 I24>1(1 + 1)sin 0 + _ _ ( r i „ 0_ j + ¥ _  =  O (6.5)
Now we must set the 0 dependent portion equal to a constant
1 d2<I> 2
T "777 ~ ~m  CX> d02
thus the most general value of <I> is
4>(0) -  Ce-im<t> +  Deimrp, 
where C and D are arbitrary constants. Equation 6.5 now becomes 
1 d
sin 9 (19 silieg  + (;(i + 1)__g_)e = 0 (6.6)
The previous equation 6.6 is also known as Legendre’s equation. Hobson [42] presents 
the complete solution of this differential equation, which results in
0  =  P(n(cos9)
where Pjn is the m  associated Legendre polynomial of order I, and m  < I (see Appendix 
A.2).
Finally combining the previous solutions R, 0 and gives the solid spherical har­
monics
V(n = r lP r  (cos 9) eim<p 
where rn =  —I, —(I — 1),.... 0,..., 1 — 1,1.
The surface spherical harmonic considers r —  1, then
Ylm(9,0) =  C[nP{n(cos 9)eirn4> (6.7)
are the spherical harmonic basis functions, where Cjn is a normalisation factor such that 
the series is othornormal.
cr
2l + l(l-m)\
4-7T (I + ?n)!
The spherical harmonics form a complete orthonormal basis (as in Fourier series), 
therefore
/ 2,‘ /" Y,m (0,0)r<*(0,0)sin9d9df = Smm'Su' (6.8)Jo Jo
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where 8mmi is the Kronecker delta (see Appendix A.3). Given the completeness and 
orthonormality of the spherical harmonics any closed surface of the form R(6,<p) can be 
expanded in terms of the spherical harmonics as
l I
=  £  £  D,^Yt’"(0,0) (6.9)
1=0 m=~l
where D^m are the spherical harmonics coefficients.
The process of determining the coefficients D^m is analogous to that of determining 
the coefficients in a Fourier series. Then multiplying equation 6.9 by Yjm*, integrate and 
using equation 6.8 we have
/27r P  R(0, f)Yfn'*(6, (/>) sin Qdddf 
J o Jo
£  l r 2tt /*7T
= E  E  / / DltWyr(0,</>)¥,',nue,/>)Smeded4fcSmtl fan •'»
L I
= f 1 'y ] L>i,m5mmtSiii
1=0 m =—l
r2ir rix
/ / R(Q, (j))Y,m*(0, <f>) sin6d.6d,(/) = D t m (6.10)
Jo Jo
In general the coefficients D km are complex valued. Now if the function R(6,(j)) is 
real, D^m and Di_m are complex conjugates. As a result, if
n, —in, I phi.m
then
A,-m -I A,m I 
where 7*)Tn is the phase of the complex coefficient D^m .
Consequently the spherical harmonic series 6.9 can also be represented in the form
of
> < »  = £  
1=0
I
DifiC?Pi(cosO) + 2 ^ | Ditm | CjnPfn( cos 6) cos (mf + 7j>m)
711=1 (6.11)
The cosine function in the previous equation can be expanded as
cos (m(j) +  7 i>m) = cos (mf) cos 7jj7n — sin(m</>) sin 7i,»,
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s o  w e  c a n  r e w r i t e  e q u a t i o n  6 . 1 1  i n  t h e  f o r m
l  i
<t>) = E E 0) + <f) (6.12)
/ = 0  m = 0
where
Hl,tn(6,(f>) =  cos (7710) Pfl (cos 9) 
Yi,m{9,f)  =  sm(rri(f)) P™ (cos 0)
(6.13)
(6.14)
and
Aifi = D ixqCi
Ai.,7i =  2 | Dj m | ft cos yi^ n
Binn =  -2 I D/,m j C',n smftm
Equations 6.9, 6.11 and 6.12 are all of them equivalent forms of spherical harmonic 
series for real functions of the form R(9, f).
Coefficient /fto is the mean radius of the 3D close surface. All the other non-zero 
coefficients represent different types of surfaces. Figure 6.2 shows the surfaces obtained 
by some of the low order coefficients.
6.3 Discrete Spherical Harmonic Series
In the previous section the spherical harmonic series for continuous closed surfaces 
was developed. In this section the spherical harmonic series for discrete surfaces is 
presented.
The discrete version of the spherical harmonics series can be written as:
L l
1=0 m=—l
which is the discrete equivalent of equation 6.9. If R(9j,(f>k) is a real function, the 
spherical harmonic series can also be represented as:
l i
1=0 111=0
which is the discrete equivalent of equation 6.12.
If the function R(0j, ft) is band limited so =  0 for all I > B, the coefficients 
can be calculated as a collection of finite sums [38], [19].
j = u  A : = U
where aj is a weight function [19]. The sampling points are chosen from a equiangular 
grid, 0j = 7r(2j fa 1)/4B and </;/,. =  27rk/2B.
(6.15)
R(9j, « = E E  MrmfftAOh *») + <h) (6.16)
Spherical Harmonic A? 5 Spherical Harmonic B4 4
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Figure 6.2: Spherical Harmonics superimposed on the unit sphere
6.4 Algorithms for the Calculation of the Coefficients.
Several methods have been proposed in the process of developing the fastest and 
most stable technique to obtain the spherical harmonic coefficients. Mainly three ap­
proaches have been found in the literature: those based on Singular Value Decomposi­
tion (SVD), those based on the fast Legendre transform and the Fast Fourier Transform 
(FFT), and those based on recursive methods. An extensive survey of other reconstruc­
tion methods for 3D surfaces can be found in [6].
Matheny and Goldof compared several surface harmonics to fit scattered surface data 
[67], Some examples of surface harmonics are prolate and oblate spheroidal harmonics 
and cylindrical harmonics. The paper compares the error of fitting various surface har­
monics using in all cases linear least-squares approach. An interesting conclusion from 
the work is that rigid shapes with high eccentricity are modelled better by spheroidal 
harmonics and highly elongated shapes by cylindrical harmonics. Therefore in our re­
search other surface harmonics could be considered if most of the 3D surfaces have high 
values of eccentricity. However for other cases spherical harmonics have the advantages
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to be less sensitive to both the position of the origin and the orientation of the axis.
The surface of any 3D object can be represented by a set of sample points. Each 
sample is represented in spherical co-ordinates [ r , 9 j , f k). The parameters of the Spher­
ical Harmonics Transformation (A.B) should be chosen to make the spherical harmonic 
discrete value R(9j,(f)k) as close to r  as possible for all pairs (9 j , fk).
If a least square error approach is used, it requires the minimisation of:
(r  -  R (9j,<pk))2 (6.18)
alt 6j,(pk
Erturk and Dennis (1997b), and Matheny and Goldof (1995) use SVD to solve 
the system. When the number of samples is greater than the number of parameters, 
the system is overdetermined. For these systems SVD gives a solution that is the 
best approximation in the least squares sense. The equation for the discrete spherical 
harmonics can be rewritten as:
R = U A + V B  (6.19)
that is the Matrix representation of equation 6.16.
If M  is the number of samples of 9j and N is the number of samples of fk, then 
R is a 2-D matrix of size [M x N]. A and B_ are 2-D matrices of size [L x L\ where 
Afm = 0 and Bkm =  0 if m  > I. U and V are 4-D matrices of size [L x L x M  x N].
All parameters can be put into a single matrix combining the values U_ and V into 
X  matrix, and A and B. into G_ matrix in the form:
R =  X C  (6.20)
Using SVD it is possible to solve for all A and B parameters to minimise the squared 
error. Although SVD gives the best result in the mean square error sense, this procedure 
has several drawbacks. For higher order representations and when the 3D model is highly 
sampled the calculation becomes prohibitively time-consuming. Also if there are areas 
with no sample points, artificial data points are required to limit spurious components.
Erturk and Dennis developed another approach which overcomes the drawbacks of 
the SVD method [22]. The method uses a sequential calculation where the Spherical 
Harmonic (SH) parameters will be evaluated at each stage so as to minimise the mean 
squared error. The method is called Fast Spherical Harmonic Analysis (FSHA). This 
calculation procedure is faster than SVD. For example a model of order 10 — 12 FSHA 
is ~  150 — 200% faster than SVD.
Another technique is based in the similarity between the spherical harmonic series 
and the Fourier series. From the equations which solve the discrete coefficients (equation 
6.17) the inner sums can be computed efficiently via the usual FFT. This reduces the
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equation to a discrete Legendre transform (inner product of a data vector and the 
sampled Legendre functions) [38] of the form
2s/N-1
A , m =  £  SjPr(cOSeh) = (S,Pn (6.21)
3=0
The number of operations to solve this last equation directly is 4N 2, however more 
efficient approaches have been proposed using smoothing and subsampling of the data, 
and using the recurrence of the associated Legendre functions. Healy et al. [38] were 
able to reduce the number of operations to Nlog2N .
6.5 Fast Spherical Harmonics Approach (FSHA)
As explained in section 6.4 a method of low computational cost, fast and stable for 
computing the spherical harmonic coefficients is the so called Fast Spherical Harmonics 
Approach (FSHA) [22]. This method developed by S. Ertiirk and T. Dennis allows a 
much faster reconstruction than other methods while obtaining the same precision.
The algorithm is based on a recursive method of approaching the initial surface, and 
it is reported to be fast and computational stable.
From equation 6.16 the method starts considering only the first coefficient A.o,o- 
Then R(9:j,cpii) =  Ao,oUo,o(9jy (pk) is substituted in equation 6.18 and minimising by 
differentiation:
A  E a i i  0, < t > R ( 0j > M U o , o ( 0j , < / > k )  / r  00^A0,0 = --tt--- 772 IE— T£  (6.22)Mali M  U0${9j, (pu)
Solving this equation will give us the best approximation of Ao,o as a single coef­
ficient, as we are minimising the mean square error. The residual error from this first 
approximation is given by
R'(ejt <j>k) =  R(8j, <j>k) - Ao,of/o.o(«j, M -  (6.23)
The next parameter (A.1,0) can be calculated as a single coefficient on the residual 
error (Rr(9j,(f)k)) after subtraction of the first approximation. Then for Aqo:
A l ’°  =   V ---------r r 2  if, T  '-----------  ( 6 - 2 4 )MalW,4> U1,0\Oj><Pk)
This process is repeated until all parameters up to the desired order of the transfor­
mation are obtained. After the SH coefficients are evaluated as above, the process is 
repeated from the start minimising the residual error from the end of the first iteration. 
The new obtained values of the parameters are added to the corresponding parame­
ters from the first stage. The process can continue with several iterations to increase 
accuracy.
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6 . 5 . 1  T e s t i n g
Two testing procedures were suggested to measure the quality of the FSHA.
The first method uses a simple surface, which is reconstructed by the FSHA. The 
error between the original and reconstructed surface is analysed.
The second method proposes another surface generated from a set of fixed SH 
coefficients. The error between the original and final coefficients and between the initial 
and reconstructed surface are analysed.
A r t i f i c i a l  S i m p l e  S u r f a c e
The surface is specified as a set of sampling points or 3D histogram. The sampling 
points (6j,(f>k) are given by the centre of the bins of the tessellation of the unit sphere 
as explain in equations 4.3, 4.4 and 4.5.
To generate the 3D histogram the following mathematical relation is used:
» > - , «  = { 5+cos(2^  ; 5 (6.25)
This artificially generated surface can be seen in figure 6.3.a for 42x42 sampling 
points.
To these surfaces the FSHA is applied to obtain the coefficients of the transformation. 
The coefficients generate an approximation of the original surface, where there is no any 
appreciable visual difference between original and reconstructed surfaces (figure 6.3.b).
The error concentrates in specific regions of the 3D histogram as can be observed in 
figures 6.3.c and 6.3.d. These regions are where the shape presents the highest frequency 
change, so it requires a high number of coefficients to be reconstructed. The error shape 
is similar independent of the number of sampling points, as can be seen from figures 
6.3.c, and 6.3.d for 42x42 and 30x30 sampling points respectively.
The mean error of the difference between the original 3D histogram and its recon­
struction is computed. Table 6.1 lists several mean errors computed for different number 
of sampling points, iterations (I) and order of the spherical harmonic reconstruction (L). 
The error decreases as expected when increasing the number of iterations (I), but it has 
an asymptotic minimum for each SH order (L). The error also decreases when the SH 
order is increased, and it can be made small as desired by increasing the SH order.
There is not any improvement as the number of sampling points is increased. A 
possible explanation of this particular phenomenon resides in the simplicity of the artificial 
surface (a few low frequency components require fewer sampling points). However if 
the sampling is too low (10 x 10) the error is much bigger (table 6.1).
Artificial Volume 42x42 Reconstructed Volume 42x42
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(a) Artificial Generate Surface 
for 42x42 sampling points.
Error Plot
y axis ’ x axis
(b) Reconstructed Surface (1=10, L = 8) 
for 42x42 sampling points.Error Plot (30 x 30)
(c) Error of the Reconstruction (1=10. L = 8) (d) Error of the Reconstruction (1=10, L = 8) 
for 42x42 sampling points. for 30x30 sampling points.
Figure 6.3: Spherical Harmonics Reconstruction Example.
Table 6.1: Error for different number of sampling points
Number of points
Percentage Mean Error (%)
II Oi > II oo 00IIcTT—HII I =  5, L =  12
10 x 10 0.0468 0.0468 0.0622
14 x 21 0.0255 0.0255 0.0057
30 x 30 0.0261 0.0261 0.0059
42 x 42 0.0266 0.0266 0.0057
60 x 60 0.0269 0.0269 0.0060
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Table 6.2: Error for different number of sampling points
Number of points
Percentage Mean Error (%)
II 7 =  5 II h-1 O
10 x 10 0.2181 0.2033 0.2002
14 x 21 4.3014xl0-2 4.2762xl0-2 4.2762xl0-2
30 x 30 3.9893 xl0“ 3 3.9858xl0"3 3.9858xl0"3
42 x 42 1.0036xl0“3 1.0029xl0"3 1.0029xl0“3
60 x 60 2.3519xl0-4 2.3504xl0~4 2.3504xl0~4
This specific experiment shows that the error for our FSHA implementation is low. 
Also the error does not have a notable decrement when the number of sampling points 
used is increased (except if the sampling rate is too low the error increases a lot).
Fixed Order and Coefficient Values
In order to further understand the behaviour of the FSHA another experiment is 
proposed. A 3D surface is generated, but now it is obtain from a set of fixed SH 
coefficients. The coefficients are randomly generated by Matiab for a SH order of 
L =  5. Figure 6.4 displays the surface to be reconstructed using FSHA.
Table 6.2 lists the error in the calculation of the coefficients for different number of 
sampling points and iterations. The error for 5 iterations is always lower than the error 
calculated in the first iteration. However the error arrives to an asymptotical minimum 
and there is no further improvement. As the number of sampling points increases 
the error (using the same number of iterations) reduces as well. Both were expected 
behaviours that were also observed in the first experiment.
Table 6.3 lists the statistical properties of the error in the calculation of the coef­
ficients for different number of sampling points. Both the error and the variance tend 
to zero as the number of iterations is increased. The only exception is when we have 
10 x 10 sampling points, where given the low sampling rate some of the coefficients can 
not be predicted.
The experiment shows that for a surface generated by a fixed set of coefficients the 
error in the reconstruction is extremely low. Also an increase of the number of sampling 
points and iterations reduces the error as expected.
6.6 Conclusions
The Fast Spherical Harmonics Approach was confirmed as a reliable tool to compute 
the spherical harmonic coefficients. It converges to the minimum error in a few iterations
z ax
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Figure 6.4: Two different views of the surface generated with fixed coefficients.
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Table 6.3: Statistical characteristics of the error in the coefficients
Mean
Number of points I =  1 1 =  5 I = 10
10 x 10 1.1586xl07 6.0177xl07 1.2069xl08
14 x 21 -6.8178xl0"5 -2.3708 xlO" 5 -2.3708xl0"5
30 x 30 -2.0328xl0"5 -1.8686xl0"5 -1.8686x 10~5
42 x 42 -1.0794xl0~5 -1.0356xl0"5 -1.0356x 10" 5
60 x 60 -5.4193xl0"6 -5.2029 x K T 6 -5.2026xl0"6
Variance
Number of points 1 = 1 1 = 6 1 =  10
10 x 10 4.8326 xlO15 1.3037xl017 5.2441 xlO17
14 x 21 1.3920xl0~6 1.0541xl0“6 1.0541 xlO" 6
30 x 30 1.1488xl0~7 9.9222xl0“8 9.9222xl0"8
42 x 42 2.9328xl0“8 2.4989 xl0~8 2.4989xl0"8
60 x 60 6.8922xl0-9 5.8564xl0"9 5.8564X10"9
obtaining the best coefficients in the minimum mean square error sense.
Also, if the number of sampling points is low the error will become unacceptably 
high. A sampling rate of 14 x 21 was found relatively sufficient, but for both experiments 
the spatial frequency was limited.
B r a i n  I m a g e  S e g m e n t a t i o n
C h a p t e r  7
7.1 Introduction
Accurate segmentation of MRI brain scans into their different components (Cere- 
broSpinal Fluid CSF, grey matter, white matter, etc) is a crucial prerequisite to our 
texture analysis procedure. The identification of areas of interest provides information 
of the changes of micro-textural properties in the different brain tissues.
W e  propose in this chapter the use of connected filters to segment brain scans. 
Connected Filters have the advantage of simplifying the image contents while preserving 
shapes (tissue edges) [78], [15]. This property makes them very attractive for a large 
number of applications as noise cancellation and image segmentation. The software 
support for connected component processing is provided by Pavia's Active Component 
Compound Objects (PACCO) as presented in [3].
7.2 Literature Survey
MRI brain segmentation has been an area of extensive research. For an in-detail 
review of the work on brain segmentation until 1993 see Bezdek et al. [2], and until 
2001 see Suri et al. [83]. Several are the techniques and approaches used to MRI brain 
segmentation.
Some segmentation methods are mainly based in morphological operators with some 
level of interactivity. Hohne and Flanson [43] developed a platform where a human 
user segment interactively using morphology functions. Freeborough et al. [28] also 
propose an interactive platform based in morphological operators, but the level of user 
interaction is lower. The main disadvantage of these approaches is the subjectivity of 
the segmentation as they are based on human expertise. Our method tries to reduce 
human interaction by using the concept of connected operators.
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Another direction of MRI brain segmentation is the direct classification of every 
individual pixel or voxel in its most likely tissue class. These methods are mainly based on 
the information obtained from multispectral MRI scans (MRI-T1, MRI-T2 and MRl-PD), 
and they use a pattern recognition classification method. The multispectral approach 
to pixel classification has superseded the identification of tissues from single images 
since the work of Vannier et al [87]. Some of these methods are based on paired 
M R  images. Kao et al. [52] combine vector decomposition technique with Gaussian 
probability thresholding on paired M R  images. Thacker and Jackson [86] propose a 
series of linear equations to estimate the proportion of each tissue in individual voxels 
from paired M R  images.
Furthermore research has been done in including all possible MRI-bands. Harris et al. 
[37] use an automated method for identifying training classes to be used in a discriminant 
function analysis. Mohamed et al. [70], [71] use three input M R  images (T\, T2 and 
PD) and a modified k-Nearest Neighbour algorithm for identification of tissue. Boudraa 
et al. [7] present a classification method of multiple sclerosis lesions using Fuzzy C- 
Means algorithm. Finally Holden et al. [44] use multispectral M R  brain images (Ti, T2, 
PD and Tl with contrast injection) to classify brain lesions using maximum likelihood 
discriminant analysis, where they use texture information extracted from single channels 
to improve their classification results.
The segmentation of M R  brain images using 3D techniques is a promising area of 
research. Justice and Stokely [50] proposed a semiautomatic method based on region 
growing in all three dimensions guided by initial seed points. Kelemem et al. [53] use 
restricted elastic deformation of 3D models and statistical models.
Several other work have reported interesting proprieties of connected filters when 
applied to segmentation [16], [78], [3]. These results encourage us to further explore 
the application of connected filters to brain segmentation.
7.3 Morphological Processing by Connected Operators
7 . 3 . 1  C o n n e c t e d  C o m p o n e n t s
There are several ways to define the notion of connectivity. In the image case, 
the definition of the connectivity is the definition of a local neighbourhood describing 
the connections between adjacent pixels. The classic choices involve 4,6,8 connectivity 
(figure 7.1).
In a binary image for example the number of connected components is determined 
by the type of connectivity. In figure 7.2 an example of a binary image is presented. If 8 
connectivity is used only one connected component is present, as any non-background 
pixel can be connected with one or more non-background pixels. On the other hand 
if 4 connectivity is used six connected components are identified. The pixels shown in
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Figure 7.1: Three different Neighbourhood Systems
black are not connected to any non-background pixel, so they are considered as separate 
connected components.
Figure 7.2: Binary Image.
The background of a set of connected components is defined as the complementary 
of their union. If a connected component is defined on the C connectivity (where 
C = 4,6 or 8), the background must have a connectivity given by 12 — C. Figure 
7.3 displays an example of an image where the background is the complement of the 
connected components.
7 . 3 . 2  M o r p h o l o g i c a l  F i l t e r s  b y  R e c o n s t r u c t i o n
Morphological filters by reconstruction have the property of simplifying images while 
preserving contours [78]. For our MRI scan segmentation technique two filters were 
used, namely opening by reconstruction and closing by reconstruction.
Opening by reconstruction was first introduced in [55], this filter requires removing
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pixels of the foreground from an image by any given criterion and in reconstructing all 
connected components of the image that had not been totally removed. In figure 7.4.a 
an original binary image is displayed, where the foreground is defined by the white pixels. 
Erosion by a square structuring element of size 11 x 11 is defined as the criterion for 
removing pixels. Figure 7.4.b is the result of applying erosion to the original image, where 
only a few foreground pixels survived. The surviving pixels belong to the main foreground 
object, which can be fully reconstructed using the information coded by the connected 
components. Figure 7.4.c shows the result of the reconstruction, where a considerable 
reduction of the complexity of the image in the background is achieved without losing 
shape information. Figure 7.4.d shows the result of the ordinary morphological opening 
[82], where the shape of the main foreground object is lost.
Closing by reconstruction is the complementary of opening by reconstruction. Figure
7.5.C shows the result of closing by reconstruction where a reduction of complexity of 
the image in the foreground is achieved. Figures 7.5.d shows the result of the ordinary 
morphological closing [82], where the shape information is lost.
Alternating opening and closing by reconstruction is able to reduce the complexity 
of the image while preserving the contour information. This property makes them really 
useful for image segmentation.
7 . 3 . 3  F l a t  Z o n e s  F i l t e r i n g
In order to apply the concept of filter by reconstruction to a grey scale image, we 
followed the extension proposed by J. Serra and P. Salembier [78]. The set-theory 
definitions are applied to the so called flat zones.
The original image is decomposed in a set of binary images that are found by suc­
cessively thresholding the original image at increasing grey values.
Alternating filters by reconstruction (opening + closing by reconstruction) are applied 
for each thresholded binary image, so a new set of further simplified binary images is 
generated. The resulting binary images are added together to generate a final stack
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(c) (4)
Figure 7.4: Opening by reconstruction
image. The stack image contains a simplified version of the original image, as superfluous 
detail has been removed. The simplification of the image closely relates to the criteria 
used to remove pixels in the filter by reconstruction (e.g. erosion of size 11 x 11).
7 . 3 . 4  C o n n e c t e d  F i l t e r s  a p p l i e d  t o  M R I  B r a i n  S c a n s
As mention in the previous section the segmentation result using connected filters 
closely relates to the criterion used to remove pixels.
A first criteria that has been already mentioned is to use a square structuring method. 
This is equivalent to using morphological erosion [32] as criterion to remove pixels in 
the filters by reconstruction. Figure 7.6 shows the results of segmentation using a 
square mask. The size of the mask determines the amount of detail preserved after 
segmentation. For example figures 7.6.C and 7.6.d display the results using a mask 5x5, 
where three main regions can be identified (bones, white matter, and grey matter). If 
the mask is 11 x 11 only global regions are present (non-brain, brain) (figure 7.6.e and
7.6.f).
Another criterion for the filters by reconstruction is to remove or preserve a connected
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component due to the number of pixels in it. Figures 7.7.a and 7.7.b show the result of 
when preserving only connected components with at least 250 pixels. The grey matter 
is much better segmented (regions that are elongated are preserved), compare figures
7.7.b and 7.6.d.
7 . 3 . 5  F u r t h e r  r e g i o n  m e r g i n g
The segmentation obtained using filters by reconstruction contains far too many 
regions. The ideal output would have only one region per brain organ. Therefore a 
region merging procedure is necessary.
All the connected components of the segmented images (e.g. figure 7.6.d) are 
obtained, and a connected component descriptor is assigned to each one. In our seg­
mentation procedure the average grey level value (computed from the original image 
shown in figure 7.6.b) is assigned to each connected component.
The connected components with more than a certain number of pixels are to be 
preserved. The other connected components are merged with the region with closest
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(a) Original Scan (b) Original Scan
(c) mask 5 x 5 (d) mask 5 x 5
(e) mask 11 x 11 (f) mask 1 1 x 11
Figure 7.6: Segmentation using square masks.
average grey level value. In other words the regions with similar average grey level value 
are merged.
Figure 7.8.a shows a segmented image with 10 connected components, where each 
connected component has an average grey level value and size in number of pixels: 
Region 1 2 3 4 5 6 7 8 9  10
Mean grey level 60 20 70 2 16 24 5 78 7 89
Size 20 65 72 17 5 8 60 15 18 19
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(a) Regions > 250 (b) Regions >250
(a) Regions > 500 (b) Regions > 500
Figure 7.7: Segmentation using connected component size.
Only three connected components have more pixels than the size thresholding value 
(connected components 2, 3 and 7). The average grey level value of the other connected 
components is rounded to the closest value of the main connected components. The 
new assigned values are:
Region 1 2 3 4 5  6 7 8 9  10
Mean grey level 70 20 70 5 20 20 5 70 5 70
After the reassignment of average grey level values many connected components will 
merge to a single region. If this procedure is done iteratively and the thresholding value 
is increased in each iteration, a considerable reduction in the number of regions will 
be achieve while preserving the contour information. Note that connected component 
9 does not merge with any region as all the neighbouring connected components have 
different mean grey level.
Figure 7.9 displays an example of a segmented image with region merging. The 
first segmentation (figure 7.9.b) contains 5256 connected components. After the first 
region merging using a threshold of 500 pixels the number of connected components 
is reduced to 2720 (with only 21 possible labels) (figure 7.9.c). The second iteration 
using a threshold of 700 pixels further reduces the number of connected components 
to 1677 (with only 7 possible labels). Figure 7.9.d displays the result of the iterative
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(a) (b)
Figure 7.8: Region merging based on average grey level value.
segmentation, where three main regions in the brain are easily identified: CSF, grey 
matter and white matter.
(a) Original Image (b) First Segmentation
(c) (d)
Figure 7.9: Example of segmentation using region merging.
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7.4 Conclusions
The results obtained for brain segmentation are visually acceptable. A few number 
of regions are left after the iterative segmentation, and the contours of the different 
regions of interest are well preserved. This fact is, in other approaches, a difficult 
goal to achieve. The use of other region descriptors like for example texture features 
to do region merging, or the generalisation of the method to 3D should improve the 
segmentation.
Segmentation using connected operators is indeed interesting and promising, but the 
main topic of this research is the texture analysis of brain scans. A lot more work should 
be done to establish an objective measurement of the accuracy of the segmentation and 
propose further improvements.
P a rt I I I  
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C T  s c a n s
8.1 Introduction
The data available consist of 25 CT brain scans from two normal volunteers and 
patients with 3 different clinical diagnoses: atrophy (9 patients), can develop atrophy 
(11 patients) and brain bruise (3 patients). The age average is 66.46 years, with the 
youngest being 45 (can develop atrophy) and the oldest 86 (atrophy).
The data have a resolution of 12 bits per voxel, and their size is 521 x 521 voxels 
per slice. The number of slices varies from brain to brain (from 25 to 37). Each slice 
is oriented in the glabellomeatal line which is an axial view of the head, which contains 
information from the brain and surrounding structures (bones, eyes, skin, etc.). These 
CT scans have been obtained with a clinical scanner (Siemens Somaton), in Leipzig 
hospital in Germany. Each picture element is 0.49 x 0.49 m m  and the slice thickness is 
5 mm.
In this chapter we first present the segmentation of the CT images (section 8.2). 
In order to test whether the texture characteristics of the CT image are related with 
the clinical diagnosis, the ventricles are excluded from the brain images. Ventricles 
are regions with low texture anisotropy and they tend to be augmented in dementia 
patients. Therefore including them in analysing the general anisotropy of the brain can 
lead to a bias in the results, where the texture features are correlated with the size of 
the ventricles and not with the micro-textural properties of the brain. The segmentation 
of the ventricles is done using flat zones filtering.
In section 8.3 we give an overview of the methodology we used to extract texture 
features. In section 8.4 we present our experiments, and in section 8.5 we examine the 
statistical significance of our results. W e  present our conclusions in section 8.6.
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8.2 Segmentation
The aim of this segmentation is to isolate the white matter of the brain. As the 
previous study by Kovalev et al. [60] indicates, this internal region of the brain may 
contain important changes in texture in conditions when the brain is affected globally as 
Alzheimer's disease. A semi-automatic 2D segmentation process was developed which 
uses a two steps procedure as described in chapter 7. In the first step the brain pixels 
are segmented from the non-brain pixels. The second step separates the ventricles and 
grey matter from the white matter.
The segmentation process uses flat zones filtering [78], which is based on connected 
component analysis [3], and morphological filtering by reconstruction.
CT images are of low contrast which make them hard to segment. When the brain is 
segmented the ventricles and some parts of the grey matter are identified as one region, 
and the white matter and some other parts of the grey matter constitute another region. 
The methods of region merging using the grey level values of the image (chapter 7) 
were not sufficient to fully separate grey matter from white matter. Therefore further 
manual segmentation was required to improve the segmentation between the grey and 
white matter.
In this paper only some slices are shown, but all the slices were carefully examined 
and some were manually corrected to improve the segmentation. Figures 8.1 and 8.2 
present some brain images where the ventricles and the grey matter are segmented.
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(a) id)
(ft ft)
(f)
Figure 8.1: Some of the slices before and after the isolation of the white matter.
(a),(d) Segmented Brain; (b)(e) automatically segmented white matter; ft),(f) fur­
ther manual corrected images.
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(c) (f)
Figure 8.2: Some of the slices before and after the isolation of the white mat­
ter. (a),(d) Segmented Brain; (b)(e) automatically segmented white matter; (c),(f) 
further manual corrected images.
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8.3 Anisotropic Texture Analysis
Gradient vector histogram is sensitive to micro-textural changes in the images. This 
method has been proven useful in evaluating brain atrophy in MRI images, and some of 
the computed features correctly classified Alzheimer patients from normal patients [60]. 
Gradient vector histogram generates a limited number of vectors, so the number of bins 
in the orientation histogram is limited as well.
The gradient vector histogram as presented in section 4.2 was applied to the CT 
Scans. Three experiments were performed: the first one using all the gradient density 
vectors, and the second and third thresholding away the lowest and largest magnitude 
vectors.
8.4 Experimental Results
8 . 4 . 1  N o  t h r e s h o l d i n g
Figure 8.3 presents the values of F2 versus F3(defined in section 4.4) using all 
gradient vectors for the construction of the orientation histogram. Features F2 and F3 
order the data in a diagonal line, “atrophy” and “can develop atrophy" scans are spread 
all over this line, “normal” and "brain bruise” tend to cluster in a smaller region from 
F3 =  0.17 to F3 =  0.23.
8 . 4 . 2  L o w  m a g n i t u d e  a n d  h i g h  m a g n i t u d e  v e c t o r s  t h r e s h o l d e d
Figure 8.4 displays the histogram of the magnitude of the gradient density vectors 
computed for each voxel of the white matter. This figure shows the histogram for one 
of the scans, but all other histograms have similar shape. The lowest magnitude vectors 
have poorly defined orientation [60], so a threshold of 5 units is fixed. According to 
the preliminary results of Kovalev et al. [60], the micro-textural properties of the brain 
tissues could contain important information about the patient's condition. The strongest 
gradient vectors, therefore, should be omitted as they contain information about the 
edges of the different tissues and not about the micro-texture. Two thresholds are 
suggested, one at 40 and the other at 30 units as can be seen in figure 8.4.
Figure 8.5 presents the values of F2 versus F3 using vectors with magnitudes in the 
range from 5 to 40. The data points are spread along the diagonal with the classes 
"atrophy" and “can develop atrophy" spread all along this line. Flowever they tend to 
cluster in the region of smaller anisotropy values. Classes “normal" and "brain bruise” 
tend to cluster in a more compact region with F3 values ranging from F3 =  0.15 to 
F3 =  0.18. The two clusters are more distinct now than they were when using all vectors. 
Five “atrophy” and "can develop atrophy” scans lie in the region where the “normal" 
and "brain bruise” scans are.
F2 and F3 considering all vectors
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Figure 8.3: Result for F2 and F8
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Figure 8.4: A  typical histogram of gradient vector magnitudes
Figure 8.6 shows the values of F2 versus F8 using only the gradient vectors with 
magnitude from 5 to 30. The results are similar to those of the previous experiment,
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Figure 8.5: Result for F2 and F3
however the separation between clusters shows a slight improvement. Three “atrophy” 
and “can develop atrophy" scans lie in the region where the “normal” and “brain bruise” 
scans are.
8.5 Statistical Significance of the results
The results presented in the previous section seem to classify the scans into two 
groups: “atrophy” and “can develop atrophy" as a first cluster, and “normal” and 
“brain bruise” as a second cluster.
Statistical tests are suggested to decide whether or not the parameters of these two 
groups are significantly different. First, the t-test is applied, where two assumptions 
are made: the data are normally distributed and both clusters have a common unknown 
variance. Second, the Mann-Whitney U test is applied which is a non-parametric method 
and no assumptions are necessary.
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Figure 8.6: Result for F2 and F8
8 . 5 . 1  V a l i d a t i o n  w i t h  t h e  t - t e s t
The t-test is the most commonly used method to evaluate the difference in means 
between two groups or clusters (refer to Appendix B.l). As a first approach the t-test is 
applied to the results of F\, F2 and F8 using only the gradient vectors with magnitude 
from 5 to 30. The results of the t-test are shown in table 8.1. The row labelled with 
p gives the probability of error if we assume that we are dealing with two different 
populations. These probabilities are quite low. However, they may not be true if the 
assumptions on which the t-test is based are violated.
The most important assumption concerns the equality of the standard deviation of 
the two populations. Table 8.1 includes information on the values of these standard 
deviations. As it can be seen from this table, the sample standard deviations of the two 
groups are quite different (e.g for F\ “atrophy” and “can develop atrophy” Sx = 21.99; 
“normal" and “brain bruise” Sy =  6.78). The assumption of equality of variances can be 
verified with the Levene’s test. In table 8.1 the probability of having the same variance is 
shown along the line Levene, and in all cases the probability is sufficiently low to negate 
the assumption [69]. Therefore another approach than the t-test should be used. As 
the variances of the two groups are different, a modified t-test with separate variance
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Table 8.1: t-test for gradient vectors with magnitude from 5 to 30. Class I refers 
to “atrophy” and “can develop atrophy” and class II refers to “normal” and “brain 
bruise”.
Fi f2 Fs
Mean class I 70.32 1.029 0.1059
Mean class II 93.62 1.105 0.1245
t-value -2.31 -2.526 -2.66
P 0.0309 0.0192 0.0142
Std. Dev. class I 21.99 0.0649 0.0151
Std. Dev. class II 6.78 0.0195 0.0061
Levene 0.1971 0.0995 0.1829
Table 8.2: Statistical t-test with separate variance estimate (p value)
Fi f2 a3
All Vectors 
Vectors 5 to 40 
Vectors 5 to 30
0.1653
0.007212
0.000718
0.0455
0.00178
0.000266
0.0547
0.001245
0.0000552
estimates will estimate better the statistical significance [5],
The results of the t-test with separate variance estimates show that when the low 
and high magnitude gradient vectors are thresholded, the results are more statistically 
significant. Table 8.2 displays the probabilities p of error involved in accepting a differ­
ence in the means of the two groups for each of the experiments reported in the previous 
section.
Figures 8.7 to 8.9 plot the mean, standard error and standard deviation for each of 
the anisotropic features (Fi, F2 and F3). Figures 8.7.a, 8.8.a, and 8.9.a plot the results 
of considering all gradient vectors, and figures 8.7.b, 8.8.b, and 8.9.b display the results 
of considering only the gradient vectors with magnitude from 5 to 30. These graphs 
show that the discrimination of the two groups on the basis of the anisotropic features 
defined is statistically significant.
8 . 5 . 2  M a n n - W h i t n e y  u - t e s t
The Mann-Whitney u-test is a non-parametric alternative to the t-test (refer to 
Appendix B.2) . The assumptions made for the t-test are not necessary for this test; 
in fact even in some cases where the t-test assumptions are valid, the u-test may offer 
even better statistical results than the t-test. Table 8.3 presents the probabilities of
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Box & Whisker Plot: F1
(a) All gradient vectors
Box & Whisker Plot: F1
(b) Gradient vectors with magnitude from 5 to 30
Figure 8.7: F\ mean, standard deviation, and standard error
error involved in accepting a difference in the means of the two groups for each of the 
experiments done in the two previous sections. As with the t-test, the results are more 
statistically significant when low and high magnitude gradient vectors are thresholded, 
and the best results are obtained when only the gradient vectors from 5 to 30 are 
considered.
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(b) Gradient vectors with magnitude from 5 to 30 
Figure 8.8: F2 mean, standard deviation, and standard error
8.6 Conclusions
W e  presented some experiments that show a statistical significance difference be­
tween two proposed groups: normal and brain bruise scans as group one, and atrophy 
and can develop atrophy as group two. Our results concern only the white matter of 
the brain (isolated after a careful segmentation).
The overlap between the proposed classes is considerable. The atrophy and can 
develop atrophy scans have features significantly more deviated from the.group mean
Box & Whisker Plot: F2
l~ ±Std. Dev. 
CD ±Std. Err. 
□ Mean
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Box & Whisker Plot: F3
(a) All gradient vectors
Box & Whisker Plot: F3
(b) Gradient vectors with magnitude from 5 to 30
Figure 8.9: F3 mean, standard deviation, and standard error
than normal and brain bruise scans (e.g. figure 8.9). This observation points that there 
is a tendency in the data to duster in the two proposed groups. However we can not 
make a strong conclusion as the data is not sufficient.
The results were shown to be statistically significant. The statistical tests performed 
confirmed with high probability that there is a significant difference between the two 
groups when the low and high magnitude gradient vectors are not considered. Therefore 
the brains of "normal" and “brain bruise" subjects exhibit micro-textural properties in 
the white matter which on average are significantly different from those exhibited by 
"atrophy” and "can develop atrophy” subjects.
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Table 8.3: Statistical u-test
Fi f2 Fz
All vectors 
Vectors (5-40) 
Vectors (5-30)
0.22
0.0209
0.00399
0.22
0.0119
0.00357
0.22
0.0098
0.00399
The results for texture analysis in CT images are in line with the results obtained in 
previous works no related to texture [48], [30], [79]. CT scans show more evidence of 
cerebral atrophy in demented subjects, but the overlap between the groups is consider­
able. Texture using CT scans does not add more useful information to the diagnosis of 
A D  than the clinical criteria currently used. In the following chapters only MRI data are 
considered.
CHAPTER. 8. GRADIENT DENSITY HISTOGRAM FOR: CT SCANS
G L D H  f o r  3 D  M R I  s c a n s
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9.1 Introduction
In this chapter we use the method of Grey-Level Dependence Histograms (GLDH) 
as defined by Chetverikov for 2D [13] and generalised to 3D by Kovalev and Petrou [59] 
(refer to section 4.3) and derive texture anisotropy features from MRI data, that correlate 
well with the result of Mini Mental State Examination (MMSE) which is routinely used 
to help diagnose Alzheimer’s Disease (AD) [23].
This chapter examines the following issues:
1. Whether 2D texture approach is adequate to analysis the MRI data, or 3D texture 
approach is necessary.
2. Whether the texture features are influenced by the changes in the brain due to 
normal aging.
3. Whether the features we computed reflect more the shape of the region of interest 
than the texture inside it.
4. Finally we estimate the capacity of the 3D texture features to discriminate between 
control and A D  scans.
For this study we used 45 scans MRI-T1 weighted, with coronal orientation. Each 
data cube is 180 x 180 x 124- pixels and the voxel size in m m  is (0.9375,0.9375,1.5). 
Twenty three of these scans are Alzheimer’s patients identified as ADI, AD2, ..., AD23 
and the other twenty two are control volunteers identified as COl, C02,..., C022. The 
control group was matched in age and gender with the AD  group. The mean age of the 
patients with AD  at the time of their scanning was 53.82 with an age range from 38 to 
72. While the mean age of the control volunteers was 54.54 with an age range of 37 to
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Table 9.1: M M S E  Scores for each patient. Training Set.
Sean M M S E Scan M M S E
ADI 25 COl 30
AD2 8 C02 28
A D  3 30 C03 30
AD4 25 C04 29
AD 5 23 COS 30
A D 6 25 C06 30
AD7 28 G07 29
ADS 22 COS 30
AD9 19 C09 30
AD10 - C O 10 30
AD11 14 COll 30
AD12 24 C012 30
AD13 12
Table 9.2: M M S E  Scores for each patient. Testing Set.
Scan M M S E Scan M M S E
AD 14 - C013 29
AD15 10 0014 30
AD16 25 C015 29
AD  17 16 C016 30
AD 18 3 C017 30
AD19 15 C018 30
AD 20 24 C019 29
AD 21 22 C O 20 30
AD 2 2 27 C021 29
AD23 27 C O 10 30
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72. These scans were split in a training set (13 AD and 12 CO), and a testing set (10 
AD  and 10 CO).
The Mini Mental State Examination (MMSE) score for each of the patients is also 
available. The M M S E  is a test used to detect dementia, although it is not specific to 
AD. The maximum score is 30 and controls will typically score 29 or 30/30. Scores 
between 10 and 24 are considered mild to moderate dementia cases, and scores below 
10 show severe dementia. Tables 9.1 and 9.2 display the scores for each patient. Two 
of the scores do not match with the clinical diagnosis: AD3 and C02. The AD3 scan is 
interesting as it comes from a patient who was imaged just before the onset of the first 
clinical symptoms, and at a time when there might have been ongoing structural brain 
changes - hence the high score for that subject.
The scans were segmented to isolate the brain from external structures (eyes, ven­
tricles, bones, etc.) [28]. The brains were further segmented to isolate the white and 
grey matter as well as the border between these two types of tissue [4],
The texture analysis technique we use effectively counts the number of pairs of voxels 
that appear in the same relative position and have certain fixed grey values. Therefore 
the relative grey values of the voxels are extremely important. In that respect MRI brain 
images may not be compatible with each other, depending on the initial conditions of the 
scanning process. A process of normalisation is used in order to have the same relative 
grey-level values for different scans. The smallest grey-level value for the segmented 
scan is assigned 1 and the highest 255, and 0 labels the voxels which do not belong to 
the region of interest.
9.2 Segmentation
The scans were segmented to isolate the brain from external structures (eyes, ven­
tricles, bones, etc.). This segmentation was performed using masks generated using the 
method described in [28] (these segmentation masks were provided by the Dementia 
Research Group). The brain slices (b) and (e) in figures 9.1 to 9.3 show the results 
of using these masks for segmentation. The quality is visually satisfactory, and all the 
non-desired voxels have been eliminated.
The brains were further segmented to isolated the white and grey matter. The 
segmentation method used is the described in chapter 7. These scans which are Tl- 
weighted present a lower contrast between grey and white matter than T2-weighted, 
however using connected filters by reconstruction and iterative region merging generates 
good segmentations. Flat zones filtering is applied using a structuring element made 
up from a single connected component larger than 10 pixels. Then a two'stage region 
merging is performed during which regions smaller than 10 pixels are eliminated at the 
first stage. At the second stage, regions smaller than 15 pixels are also eliminated by 
merging.
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Regions belonging to the white matter occur with a mean grey-level value higher 
than the regions belonging to the grey matter. A final thresholding separates these two 
types of region. Finally, all slices are visually verified, and only a few slices required 
further correction. The results of this segmentation can be seen in slices (c) and (f) in 
figures 9.1 to 9.3.
A further segmentation was performed in the scans. The border between the grey 
and white matter was found as this is an interesting region to analysed the texture. 
First the voxels from the transition white and grey matter are found, and a dilation of 
3 x 3 x 3 is performed in this voxels. Figure 9.4 shows the result of this segmentation.
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Figure 9.1: Some of the slices of the ADI scan. (a),(d) Original scan images; (b
segmented brain; (c),(f) further segmentation to extract the white matter.
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Figure 9.2: Some of the slices of the COl scan. (a),(d) Original scan images; (b),(e)
segmented brain; (c),(f) further segmentation to extract the white matter matter.
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Figure 9.3: Some of the slices of the C03 scan. (a),(d) Original scan images; (b),(e)
segmented brain; (c),(f) further segmentation to extract the white matter.
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(a) (b)
Figure 9.4: Some of the slices of the C03 scan showing the grey-white matter border
Table 9.3: The best features identified by all experiments
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Component Best Features Correlation 
with M M S E
Whole brain 1^ 5,41 d = 0.9375 -0.749
11^ 3,21 d = 2.5 -0.747
M5,l | ! 11 t° b? -0.739
White matter I A 31 d = 2 -0.750
|A5,5 | d = 0.9375 -0.647
Grey matter I4.il d = 0.9375 -0.876
1X 5,5! d = 0.9375 -0.845
f3 d = 0.9375 -0.830
F3 d = 1.5 -0.822
IXi.il d = 1.5 -0.818
IX1.11 d= 3 -0.818
|X5,3| d - 0.9375 -0.817
|X4,o | d= 2 -0.813
f3 d= 2 -0.810
Grey/white Bhi d = 2.5 -0.734
border Bi,i d = 3 -0.729
Bi, 1 d= 2 -0.701
9.3 Features correlating with the M M S E  score
The method of GLDH to anisotropy texture analysis is applied to the training set 
(scans ADI to AD13, and COl to C012). We  extracted anisotropy features from four 
different brain regions: the whole brain, white matter, grey matter, and the border 
between white and grey matter. We define the border between grey and white matter 
by performing a dilation of 3 x 3 x 3 in the voxels from the transition white-grey matter. 
In every single region five different distances d, were used: 0.9375m???,1, 1.5mm, 2mm, 
2.5m m  and 3mm, ie 5 separate indicatrices were contracted from each region. Table
9.3 presents the summary of the experiments performed and the best features identified. 
The last column gives the correlation coefficient of the particular feature with the M M S E  
score.
The features which best correlate with the M M S E  score were computed from the grey 
matter (shown highlighted in table 9.3). Figure 9.5 shows feature A\p plotted versus the 
M M S E  score, where the correlation between these two seemingly independent variables
‘Note that due to the intraslice resolution being 0.9375 min, the use of d = 0.9375 mm corre­
sponds to 2D analysis if not grey level interpolation takes place. However, since we perform 3D 
trilinear interpolation to find grey values at arbitrary positions, we extract 3D information even 
when d is less than the interslice distance.
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is very clear.
Figure 9.5: Feature K i |  in grey matter for d = 0.9375m m  versus the result of the 
M M S E  test (•) Alzheimer’s Disease, (+) Control scans
9.3.1 Discussion
In this section we are trying to assess the validity of our approach by performing 
various tests. In particular, we are examining.
1. Whether 2D are adequate or 3D data are necessary for the derivation of such 
features.
2. Whether the correlations we found are stronger or weaker than correlations with 
the age of the subjects.
3. Whether the features we computed reflect more the shape of the region of interest 
than the texture inside it.
Results of the experiments examining each one of the above points are presented 
below:
1. The strongest correlation is shown by features computed for d = 0.9375??i??i, 
which is the interpixel distance. To see therefore whether similar results could 
be obtained by performing 2D analysis, we constructed the 2D indicatrix for each 
slice separately and measured its anisotropy:
255 255
Contrast(<j)\ d) =  £ £ ( f c - 7 ) 2C (M ;<M ) (9-1)
k=1 (=1
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Alzheimer Scan, GDHL, d=3<nm
Figure 9.6: Example of a 2D indicatrix
where C(k,l\<f>,d) is the 2D co-occurrence matrix.
Figure 9.6 presents an example of a 2D indicatrix.
Let us call H(i) the value of the 2D indicatrix in bin (i). Features F\, and F2 can 
be computed using equations 4.8 and 4.9, and F% is now defined by
*  = \  N
Further anisotropy features may be computed from the Fourier descriptors of this 
2D shape:
N/2
P{fi) = ao +  (°'k cos(ft) + h  sin (fa)) (9.3)
k=l
where fi is value of the azimuthal angle for bin i.
Table 9.4 presents the results for the best features computed from the grey matter 
region when only 2D analysis is performed. As 2D analysis is performed on each 
slice separately, the value of each feature was averaged over all slices of the same 
subject before attempting the correlation analysis.
2. The correlation between the texture features and the age of the subjects (indepen­
dently of the clinical diagnosis) is smaller than 0.6 (except for B 2,2 with correlation 
of 0.674 at d = 0.9375mm and 0.694 at d = 1.5mm). Furthermore this correla­
tion considering only the control subjects is also smaller than 0.6 (except for A$>2 
with correlation 0.626 at d = 0.9375mm and JEfti with correlation of 0.613 at 
d, = 3mm). It is clear that for these particular scans the process of aging was not 
strongly reflected in the texture of grey matter.
Table 9.4: The best features identified by 2D analysis on Grey matter
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Best Features Correlation 
with M M S E
M d = 2 -0.875
M d = 2 -0.862
04 II
+3 -0.859
d = 3 -0.855
M II I—
1 Cn -0.853
|«r>| d =  2.5 -0.828
a5 d =  0.9375 -0.824
«-e d =  0.9375 -0.821
09 d =  0.9375 -0.821
Ol d =  0.9375 -0.817
3. We chose the distance d, to be small to avoid any interference with the main 
characteristics of the brain (e.g. size, shape or border between tissues). In order 
to test if the features truly measure the micro-textural characteristics of the brain 
rather than its large scale structure, another set of experiments was performed. 
The values of the voxels of the grey matter were substituted by random values, and 
both texture methods (3D-GLDH and 2D-GLDH) were applied. In all cases the 
correlation obtained between the features and the M M S E  scores was not greater 
than 0.6.
9.4 Discriminant Analysis
A forward stepwise discriminant analysis (see Appendix B.3) was applied to the 
training set for contrast at distances d =  0.9375m?n, d =  2mm, and d =  3mm, to 
estimate the capacity of these texture features to discriminate between control and AD 
scans.
A subset of all the features was selected using the forward selection method based on 
the Mahalanobis distance between the control and A D  groups in the training set [29]. 
The features which yielded the largest increase in the Mahalanobis distance between 
groups are added to the subset, until the remaining features do not increase considerably 
the Mahalanobis distance (p < 0.05).
The regions of interest are the whole brain and the grey matter as the features with 
highest correlation with the M M S E  were obtained from these regions.
9.4. DISCRIMINANT ANALYSIS 107
9.4.1 W hole Brain
Figure 9.7 shows the result for the discriminant analysis for contrast at d. = 0.9375mm. 
The discriminant function applied to the testing set yielded to two misclassified A D  scans 
(AD20, AD17) and three control scans (C013, C017, CO20), although their canonical 
scores (results of the discriminant function) are just over the decision boundary. The 
classification rate is 75 %.
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Figure 9.7: Discriminant analysis applied to the whole brain using contrast at 
d. =  0.9375?7t??t. Vertical axis is the canonical value of the discriminant analysis, 
horizontal axis has 110 meaning on the discriminant analysis.
Figure 9.8 shows the result of the discriminant analysis for contrast at d, =  2mm. 
The misclassified scans in the testing set are AD20, AD23, C013, CO20 and C021. 
The canonical scores of the misclassified scans are far from the decision boundary.
Figure 9.9 shows the result of the discriminant analysis for contrast at d = 3mm. 
Most of the control scans were misclassified, although the A D  scans were correctly
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Figure 9.8: Discriminant Analysis applied to the whole brain using contrast at 
cl = 2mm. Vertical axis is the canonical value of the discriminant analysis, horizontal 
axis has no meaning on the discriminant analysis.
classified. The overlap between the two classes is considerable.
9.4.2 Grey M a tte r
In order to assess the value of the features using contrast in the grey matter as a 
diagnostic marker, a discriminant analysis is applied.
Figure 9.10 shows the result for contrast at d = 0.9375mm. The misclassified scans 
are: AD17, AD22, C013, C015, C017, C022. The canonical scores of the misclassified 
scans are close to the decision boundary. This is similar to the result obtained for the 
same distance (d =  0.937577ml) for the whole brain.
The discriminant analysis for contrast at d = 2mm is shown in figure 9.11. The
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Figure 9.9: Discriminant Analysis applied to the whole brain using contrast at 
d. — 3mm. Vertical axis is the canonical value of the discriminant analysis, horizontal 
axis has no meaning on the discriminant analysis.
misclassified scans are AD22, C013, C015, C017. The canonical scores of the misclas- 
sified scans are relatively far from the decision boundary, although the classification rate 
is the highest observed so far (80 %).
Finally, figure 9.12 shows the discriminant analysis for contrast at d, =  3mm, where 
most control scans are misclassified except C014 and C016. The results are similar with 
those obtained when using the whole brain at d, = 3mm.
9.5 Conclusions
The method of Grey-Level Dependence Histograms (GLDH) can be used to produce 
many features strongly correlated with the M M S E  scores when applied to the grey matter 
component of MRI-T1 scans.
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Figure 9.10: Discriminant Analysis applied to the grey matter using contrast at 
d = 0.9375??i??i. Vertical axis is the canonical value of the discriminant analysis, 
horizontal axis has no meaning on the discriminant analysis.
Our experiments showed that the features computed reflected the micro-textural2 
properties of the brain rather than the shape of each region of interest, and they correlate 
with the condition of the patient rather than his/her age.
In general the A D  brains presented greater anisotropy in their grey matter texture 
at the tested scales than control brains. 2D features correlated with the M M S E  scores 
as well as 3D features, pointing that most of the texture information is already available 
in the individual slices.
An advantage of our approach is that only one scan is required to compute the 
features. This is a different approach from the method of quantifying volume change 
between registered repeated scans as a diagnostic marker [26]. However the current 
methods of quantifying volume change report better classification rate than the results 
we obtain in this experiment.
2Texture anisotropy at scales of the order of the interpixel distance
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Figure 9.11: Discriminant Analysis applied to the grey matter using contrast at 
d =  2mm. Vertical axis is the canonical value of the discriminant analysis, horizontal 
axis has no meaning on the discriminant analysis.
Each discriminant analysis is applied to 38 features using only 25 samples (scans) 
for the training. The large number of degrees of freedom compared to the number of 
data samples, resulted in a overtrained discriminant function (large separation between 
training groups). This in no way undermines the experiment, because we chose to test 
the discriminant function on a completely independent set and, therefore, the assessment 
of the technique is not influenced by these issues.
The results of the discriminant analysis were not significantly different when consid­
ering the whole brain or only the grey matter. In both cases the overlap between classes 
is considerable especially at d = 3mm. The best results were obtained at d. =  0.9375??T?n 
where the misclassified scans yielded canonical scores close to the decision boundary.
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Figure 9.12: Discriminant Analysis applied to the grey matter using contrast at 
d —  3mm. Vertical axis is the canonical value of the discriminant analysis, horizontal 
axis has no meaning on the discriminant analysis.
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C h a p t e r  10
For this study we used 6 multiband MRI scans PD and T2 weighted, with axial 
orientation. Each scan contains 20 slices, and every slice has 256 x 256 pixels with a 
resolution of 0.9375 x 0.93757n?n. Three of these scans come from Alzheimer’s Disease 
(AD) patients (identified as ADI, AD2 and AD3) and the other three are from control 
volunteers (COl, C02 and C03). The intra-slice resolution is 7.5mm, which is really 
high if one is interested in performing 3D texture analysis. Therefore only 2D texture 
analysis is performed. The Mini Mental State Examination (MMSE) scores are known 
for these scans (table 10.1).
The objective of this study is to evaluate the performance of the different multispec­
tral texture methods, and compare them with single channel texture methods. These are 
applied to both the original images and the Korhunen-Loeve (K-L) transformed images.
The scans were segmented to isolate the brain from external structures (eyes, ven­
tricles, bones, etc.) [4],
The basic steps of the study that follows are listed below:
1. Combine the bands (MRI-PD and MRI-T2) using the K-L Transform to produce 
two uncorrelated bands. Band one is defined as the channel of maximum contrast
Table 10.1: MMSE Scores for each patient.
Scan M M S E Scan M M S E
ADI 23 COl 30
AD 2 27 C02 30
AD 3 25 C03 30
113
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2. Use cross-bands texture features to classify the images, Multispectral Grey-Level 
Dependence Histogram (MGLDH), Absolute Difference Histogram (ADH) and 
spatial correlations. Apply cross-band texture analysis to both original multispec­
tral images and K-L transformed images.
3. Apply single band texture analysis to all the different bands, and compare their 
performance with cross-band texture features.
Each method was applied to the whole brain excluding the CerebroSpinal Fluid 
(CSF) regions. The number of scans is low, and it is difficult to quantify the statistical 
significance of the results. Nevertheless some of the techniques presented perform much 
better in discriminating these 6 scans.
10.1 Absolute Difference Histogram (ADH)
The quantities used are contrast and energy (equations 5.17 and 5.16) for d =
0.9375,1.5,2,2.5 and 3mm. The anisotropy texture was then characterised with the 
features presented by equations 5.18, 5.19 and 5.20.
10.1.1 A D H  applied to original images
Absolute Density Histogram (ADH) was applied to the original multispectral images 
(MRI-PD and MRI-T2).
Contrast
The total number of features that can discriminate between classes is 19. Table 10.2 
lists some of these features which can discriminate between AD  and controls. This table 
shows the ten features with the highest correlation with the M M S E  score. The normalise 
nearest neighbour distance between the classes (AD and CO) is also listed, which gives 
an indication of how separate the classes are. Feature a@ has a strong correlation with 
the M M S E  and a good separation of the classes as can be seen in figure 10.1.
The only feature which discriminates between classes independent of the distance d 
being considered is ao- Table 10.3 lists the correlation of this feature with the M M S E  
score, and the normalised nearest neighbour distance between classes. Figure 10.2.a 
shows a-o at d = 0.9375m m  where scan ADI is extremely close to scan C03. This fact 
is reflected in a low normalised nearest neighbour distance (0.089). Figure 10.2 shows 
also ao but at d =  3mm, and the normalised nearest neighbour distance (0.448) is much 
higher than that obtained for d =  0.9375mm.
Table 10.2: A D H  Contrast. Features which can discriminate between A D  and 
controls.
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Feature a 6 as hi 2 <7-4 1^2
Distance d. (111m ) 2.5 3 2 2 3
Correlation with M M S E 0.916 -0.794 -0.769 -0.764 -0.751
Nearest Neighbour 0.827 0.216 0.933 0.933 0.972
Feature b\ 2 bio a 5 hi 2 a,5
Distance d (m m ) 2.5 1.5 3 1.5 2.5
Correlation with M M S E -0.748 0.738 -0.732 -0.705 -0.694
Nearest Neighbour 0.624 0.766 0.216 0.543 0.332
+C01
+C03
+.............  C02
AD2
AD1• £D3 '
24 26 28 30MMSE
Figure 10.1: ADH, applied to the original images. a,o contrast at cl = 2.5mm. This 
is the feature with the highest correlation with MMSE. (•) Alzheimer’s Disease, (+) 
Control scans.
Energy
Energy is the second quantity being considered for our analysis,. Table 10.4 lists the 
features with the highest correlation with the M M S E  score from a total of 30 that are 
able to discriminate between the classes. The average of the correlation with the M M S E  
is higher than when using contrast as a quantity. Figure 10.3 displays the features with 
the highest correlation with M M S E  (0,4 at d =  1.5mm and oq at d = 2mm).
Two features, a0 and b\2 discriminate between classes independent of the distance 
d being considered. Tables 10.5 and 10.6 list these features, where the correlation with 
the M M S E  score in all cases is higher than > 0.8.
The results of the absolute difference histogram applied to the original images gave 
good separation between the classes.
0.4
0.35
<0035
0.25
0.2
0.15
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Table 10.3: ADIi Contrast. Feature do which discriminates between A D  and con­
trols.
Feature do do do do do
Distance d (111111) 3 2.5 2 1.5 0.9375
Correlation with M M S E -0.727 -0.694 -0.655 -0.6305 -0.579
Nearest Neighbour 0.448 0.529 0.382 0.276 0.089
Table 10.4: A D H  Energy. Features which can discriminate between A D  and con­
trols.
Feature a4 d6 h a8 do
Distance d (111111) 1.5 2 0.9375 1.5 2.5
Correlation with M M S E 0.909 -0.902 0.8932 -0.866 -0.865
Nearest Neighbour 0.782 1.142 0.447 0.773 0.852
Feature ds a8 a 12 d4 a8
Distance d (111111) 0.9375 2 2 2.5 2.5
Correlation with M M S E -0.862 0.858 -0.851 0.850 -0.836
Nearest Neighbour 0.858 0.589 1.009 0.223 0.905
Table 10.5: A D H  Energy. Feature oq which discriminates between A D  and controls.
Feature do do do do do
Distance d (111111) 3 2.5 2 1.5 0.9375
Correlation with M M S E 0.851 0.845 0.835 0.832 0.823
Nearest Neighbour 1.006 1.078 1.103 1.140 1.193
Table 10.6: A D H  Energy. Feature 612 which discriminates between A D  and controls.
Feature bi 2 bi2 bi2 bi 2 b\2
Distance d (mm) 3 2.5 2 1.5 0.9375
Correlation with M M S E 0.831 0.866 0.850 0.858 0.824
Nearest Neighbour 0.8077 0.883 1.040 1.050 1.358
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Figure 10.2: ADH, applied to the original images, ao contrast. This feature can 
discriminate between the classes independent of distance d. (•) Alzheimer’s Disease, 
(+) Control scans.
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Figure 10.3: ADH, applied to the original images, a4 and a.Q energy. These features 
are those with the highest correlation with MMSE. (•) Alzheimer’s Disease, (+) 
Control scans.
10.1.2 A D H  applied to the K -L  transformed images
Absolute Difference Histogram (ADH) was applied to the K-L transformed images. 
Tables 10.7 and 10.8 list the features which can discriminate between the classes. It 
can be observed that the average of the correlation with the M M S E  is lower than when 
A D H  is applied to the original images. The quantity contrast (table 10.7) produces 
twelve features able to discriminate between the classes. The quantity energy (table 
10.8) only produces seven features able to discriminate between the classes all with a 
correlation with M M S E  lower than 0.720.
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Table 10.7: A D H  Contrast. Features from the K-L transformed images which can 
discriminate between A D  and controls.
Feature a? <24 b7 bz b5
Distance d (111111) 1.5 2 2.5 2.5 0.9375
Correlation with M M S E -0.862 -0.814 0.807 -0.796 0.745
Nearest Neighbour 0.231 0.189 0.449 0.36 0.391
Feature h bg ag hi
Distance d (111111) 0.9375 3 2 0.9375 0.9375
Correlation with M M S E 0.716 -0.711 -0.706 -0.683 -0.672
Nearest Neighbour 0.159 0.365 0.451 0.219 0.209
Table 10.8: A D H  Energy. Features from the K-L transformed images which can 
discriminate between A D  and controls.
Feature «6 <27 aio ag Q/0
Distance d (111111) 0.9375 0.9375 2 2 2.5
Correlation with M M S E -0.798 0.745 -0.692 -0.669 -0.657
Nearest; Neighbour 0.708 0.605 0.281 0.243 0.047
The relatively worse performance of the A D H  technique when applied to the K- 
L transformed images was expected. A D H  extracts the textural information between 
bands, and the K-L transformed images are uncorrelated between the bands. It is then 
important to compare this multispectral technique with the single band technique applied 
to the K-L transformed images (section 10.4).
10.2 Multispectral Grey-Level Dependence Histogram 
( MG L D H)
The method of Multispectral Grey-Level Dependence Histogram (MGLDH) as pre­
sented in section 5.3.2 was applied to the PD and T2 weighted images (section 10.2.1), 
and the K-L transformed images (section 10.2.2).
The quantities used for the M G L D H  method are contrast and energy (equations 
5.17 and 5.16) for cl =  0.9375,1.5,2,2.5 and 3mm. The texture anisotropy was then 
characterised by the features defined by equations 5.18, 5.19 and 5.20.
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Table 10.9: MGLDIi Contrast. Features from the original multichannel images 
which can discriminate between A D  and controls.
Feature Quo as a 3 a s a4
Distance d (mm) 2.5 2 2 3 3
Correlation with M M S E 0.929 0.910 0.816 0.805 0.794
Nearest Neighbour 0.349 0.089 0.034 0.737 1.042
Table 10.10: M G L D H  Energy. Features from the original multichannel images 
which can discriminate between A D  and controls.
Feature ci 5 a 9 a4 f2 ft
Distance d (mm) 1.5 3 2 3 1.5
Correlation with M M S E 0.987 -0.923 -0.894 0.893 -0.878
Nearest Neighbour 0.501 1.505 0.230 0.694 1.071
Feature 0.2 a4 a8 F2 a4
Distance d (mm) 3 1.5 1.5 2 2.5
Correlation with M M S E -0.875 0.872 -0.851 0.840 0.834
Nearest Neighbour 0.154 0.198 1.288 0.976 0.310
10.2.1 M G L D H  applied to the Original Images
Some features are able to discriminate between the two classes. If contrast is the 
quantity being considered only 10 features in total are able to separate the classes. The 
5 features with the largest correlation with the M M S E  are listed in table 10.9. If energy 
is the quantity used, 40 features are able to discriminate between the classes. Table 
10.10 lists the 10 features with the largest correlation with MMSE.
10.2.2 M G L D H  applied to the K -L  Transformed Images
Multispectral Grey-Level Dependence Histogram (MGLDH) was applied to the K-L 
transformed images.
Quantity contrast produces 22 features able to discriminate between the classes. 
Table 10.11 presents the 10 features (from this group of 22) with the highest correlation 
with MMSE.
Quantity energy yields 13 features which separate the classes. Although there are 
not many features, most of them have a strong correlation with M M S E  (see table 10.12).
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Table 10.11: MGLDIi Contrast. Features from the K-L transformed images which 
can discriminate between A D  and controls.
Feature &5 Ml a4 ao ao
Distance cl (mm) 2 2 2.5 3 0.9375
Correlation with M M S E -0.857 0.857 0.849 -0.829 -0.829
Nearest Neighbour 0.409 0.229 0.270 1.547 0.041
Feature ao 012 012 0n 06
Distance d (111111) 2.5 3 2.5 3 1.5
Correlation with M M S E -0.808 -0.762 -0.761 0.743 -0.740
Nearest Neighbour 1.326 0.730 0.827 0.206 0.407
Table 10.12: M G L D H  Energy. Features from the K-L transformed images which 
can discriminate between A D  and controls.
Feature 01 h aQ 09 Ml
Distance d (111111) 1.5 0.9375 1.5 2.5 2
Correlation with M M S E -0.933 -0.881 0.865 -0.863 0.857
Nearest Neighbour 0.730 0.701 0.544 0.391 0.433
Feature a-j a 6 07 Mo Mi
Distance d (111111) 1.5 3 2.5 1.5 3
Correlation with M M S E -0.815 -0.805 -0.799 -0.748 -0.700
Nearest Neighbour 0.027 0.151 0.354 0.006 0.678
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Table 10.13: Spatial Correlations. Features from the cross-correlation of P D  and T2 
weighted images which can discriminate between A D  and controls.
Feature a,6 a7 an bg a4
Distance d, (mm) 2.5 2.5 3 3 0.9375
Correlation with M M S E -0.907 0.874 0.869 -0.857 0.838
Nearest Neighbour 0.614 0.933 0.636 0.681 0.038
Feature an bn h bz bz
Distance d (111111) 2 2.5 2 1.5 2.5
Correlation with M M S E 0.787 0.785 0.772 0.707 -0.690
Nearest Neighbour 0.590 0.433 0.917 0.515 0.376
10.3 Spatial Correlations
Three types of analysis can be performed using spatial correlations: cross-correlation 
between bands, and auto-correlation for each channel separately. Although the auto­
correlation analysis refers to a single band, it can complement the information provided 
by the cross-correlation, and therefore all three will be considered together.
10.3.1 Spatial Correlations applied to the Original Images
The cross-correlation analysis using PD and T2 weighted images generated 14 fea­
tures able to discriminate between the classes . Table 10.13 lists the 10 features with 
highest correlation with MMSE.
The auto-correlation analysis using the PD-weighted images yielded 33 features able 
to discriminate between the classes. Table 10.14 list the 10 features with the highest 
correlation with MMSE. All these 10 features have a correlation greater than > 0.89 
and a normalised nearest neighbour distance greater than > 0.26.
The autocorrelation texture analysis using the T2 weighted images generated 17 
features that can separate the classes. Table 10.15 list the features with the highest 
correlation with MMSE, where 9 have a correlation higher than > 0.8.
10.3.2 Spatial Correlations applied to the K -L  Transformed Images
The correlation between band one and band two of the K-L images is zero, therefore 
the cross-correlation analysis is not expected to yield any results.
The auto-correlation of band one has good results. The total number of features 
that can separate between the classes is 28. The features with the highest correlation 
with M M S E  that can separate the classes are listed in table 10.16.
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Table 10.14: Spatial Correlations. Features from the auto-correlation of P D  weighted 
images which can discriminate between A D  and controls.
Feature «3 0,4 a6 an
Distance d (mm) 2 0.9375 2.5 0.9375 2
Correlation with M M S E -0.960 -0.955 0.949 -0.947 0.947
Nearest Neighbour 0.976 0.950 0.945 1.079 0.674
Feature GlO a4 a7 05 an
Distance d (111111) 0.9375 3 2.5 2 3
Correlation with M M S E -0.942 0.942 0.921 0.900 0.893
Nearest Neighbour 1.142 0.271 0.689 0.261 0.689
Table 10.15: Spatial Correlations. Features from the auto-correlation of T2 weighted 
images which can discriminate between A D  and controls.
Feature ae 01 Q>0 01 0i
Distance d (111111) 2 0.9375 2.5 1.5 2
Correlation with M M S E 0.961 -0.944 -0.907 -0.898 -0.876
Nearest Neighbour 0.209 1.179 0.901 0.769 0.573
Feature 06 01 01 07 a7
Distance d (111111) 3 2.5 3 2.5 1.5
Correlation with M M S E -0.874 -0.872 -0.872 -0.830 0.772
Nearest Neighbour 0.476 0.419 0.310 0.075 -0.762
Table 10.16: Spatial Correlations. Features from the K-L band one transformed 
images which can discriminate between A D  and controls.
Feature a7 01 01 05 01
Distance d (111111) 2.5 2 3 3 2.5
Correlation with M M S E 0.918 -0.896 -0.893 -0.885 -0.866
Nearest Neighbour 0.520 0.462 0.286 0.789
Feature 05 04 04 an 0ii
Distance d (111111) 2 3 2.5 2 2.5
Correlation with M M S E -0.857 0.849 0.830 0.801 0.780
Nearest Neighbour 0.697 0.113 0.161 0.287 0.708
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Table 10.17: Spatial Correlations. Features from the K-L band two transformed 
images which can discriminate between A D  and controls.
Feature a,4 a7 an ft
Distance d (mm) 3 2.5 3 3
Correlation with M M S E 0.872 0.735 0.711 -0.700
Nearest Neighbour 0.204 0.258 0.520 0.021
The auto-correlation texture analysis of band two of the K-L images gave only 6 
features able to discriminate between the classes. Four of them present considerable 
correlation with the M M S E  (table 10.17).
10.4 Single Band Texture Analysis
The standard 2D Grey-Level Density Histogram (GLDH) as presented in section 4.3 
was applied to the single bands of the K-L transformed images (subsections 10.4.1 and 
10.4.2) and to the original brain images (subsections 10.4.3 and 10.4.4).
10.4.1 G L D H  applied to Band 1
The first band of the K-L transformed images contains the greatest possible contrast, 
and therefore we expect that it contains most of the textural information.
Tables 10.18 and 10.19 list the features with the highest correlation with M M S E  that 
discriminate between bands. The average correlation with M M S E  is similar to the one 
obtained using A D H  in the independent bands. It is clear that the textural information 
has been concentrated in the first band of the K-L transformed images.
Figure 10.4 shows the two features with the highest correlation with MMSE.
10.4.2 G L D H  applied to Band 2
The second band of the K-L transformed image is not expected to produce good 
features as most of the texture information is concentrated in the first band.
When using contrast as the quantity, only one feature hio at distance d = 2.5mm is 
able to separate the two classes. The normalised nearest neighbour distance is -0.0395, 
so the two classes are extremely close to each other. On the other hand, the correlation 
with the M M S E  is high 0.883.
When using energy as the quantity, a few more features were able to discriminate 
between the classes (table 10.20). These features are fewer and with lower correlation 
with M M S E  than the one obtained using energy in band one (table 10.19).
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Table 10.18: G L D H  Contrast. Features from the band one of the K-L transformed 
images which can discriminate between A D  and controls.
Feature a7 az a4 a4 an
Distance cl (mm) 0.9375 0.9375 3 2 0.9375
Correlation with M M S E -0.933 -0.931 -0.892 -0.898 -0.885
Nearest Neighbour 0.952 0.616 0.780 0.656 1.222
Feature b7 ag Fi ag bg
Distance d (mm) 2.5 0.9375 0.9375 1.5 1.5
Correlation with M M S E 0.869 -0.814 0.804 0.797 0.741
Nearest Neighbour 0.360 0.974 0.374 0.647 0.760
Table 10.19: G L D H  Energy. Features from the band one of the K-L transformed 
images which can discriminate between A D  and controls.
Feature ag ffio a i ag aw
Distance d (mm) 2 2.5 2.5 2.5 2
Correlation with M M S E -0.996 -0.875 0.862 -0.859 -0.820
Nearest Neighbour 0.765 0.868 0.279 0.561 0.885
Feature ag bn ag ag 05
Distance d (mm) 0.9375 2 1.5 3 2.5
Correlation with M M S E -0.809 -0.784 0.776 -0.773 -0.739
Nearest Neighbour 0.872 0.813 0.904 0.659 0.353
Table 10.20: G L D H  Energy. Features from the band two of the K-L transformed 
images which can discriminate between A D  and controls.
Feature a10 ag <*10 aio 06
Distance d (mm) 3 2.5 1.5 2 3
Correlation with M M S E -0.850 -0.820 -0.819 -0.810 -0.797
Nearest Neighbour 0.710 0.294 0.801 1.024 0.075
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Figure 10.4: GLDH, applied to band one K-L transformed images. Features with 
the highest correlation with MMSE. (•) Alzheimer’s Disease, (+) Control scans.
Table 10.21: G L D H  Contrast. Features from the PD-weighted images which can 
discriminate between A D  and controls.
Feature ft ft f2 0.2
Distance d (mm) 2.5 1.5 0.9375 0.9375 0.9375
Correlation with M M S E -0.989 0.979 0.975 0.968 0.968
Nearest Neighbour 1.020 0.656 0.961 0.780 0.755
Feature O.Q <3,4 0.3 oq 0,4
Distance d (mm) 1.5 3 0.9375 2.5 2
Correlation with M M S E 0.949 0.940 -0.903 0.884 -0.855
Nearest Neighbour 1.048 1.583 0.840 0.139 0.317
10.4.3 G L D H  applied to Proton Density Weighted Images
The 2D grey-level dependence histogram analysis was applied to the PD-weighted 
images. Tables 10.21 and 10.22 list the features that discriminate between the classes 
and with the highest correlation with MMSE, using contrast and energy as quantities 
respectively. The features obtained using contrast have a high correlation with the 
M M S E  score, which is on average higher than the correlation obtained using the same 
method in the band one K-L transformed images (compare tables 10.21 and 10.18). On 
the other hand the features obtained using energy from the PD-weighted images have 
on average a lower correlation with the M M S E  than the ones obtained from the band 
one K-L transformed images (compare tables 10.22 and 10.19).
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Table 10.22: G L D H  Energy. Features from the PD-weiglitecl images which can 
discriminate between A D  and controls.
Feature 05 <24 M a e &G
Distance cl (111111) 3 1.5 0.9375 1.5 2.5
Correlation with M M S E -0.900 0.873 0.822 -0.820 -0.795
Nearest Neighbour 1.360 0.437 0.916 0.162 0.071
Table 10.23: G L D H  Contrast. Features from the T2-weighted images which can 
discriminate between A D  and controls.
Feature 05 «5 a$ <24 03
Distance d (111111) 0.9375 0.9375 0.9375 2 0.9375
Correlation with M M S E 0.791 -0.766 -0.762 -0.753 0.689
Nearest Neighbour 0.503 0.321 0.292 0.094 0.260
10.4.4 G L D H  applied to T2 Weighted Images
Tables 10.23 and 10.24 list the features which discriminate between the two classes. 
The average correlation is lower than the one obtained from the PD-weighted images. 
This may indicate that the texture information in the PD channel is better for detection 
of dementia.
10.5 Discussion and conclusions
The number of scans is low, and it is not possible to quantify the statistical sig­
nificance of the results. Nevertheless some of the techniques presented perform much 
better in discriminating these 6 particular scans. The conclusions presented can not be 
guaranteed to hold true for another multispectral set of scans, and should be treated
Table 10.24: G L D H  Energy. Features from the T2-weighted images which can 
discriminate between A D  and controls.
Feature 0n (24 (24 Ml a 6
Distance d (111111) 0.9375 2.5 1.5 1.5 2.5
Correlation with M M S E 0.929 0.890 0.859 -0.810 -0.718
Nearest Neighbour 0.755 0.931 0.801 1.031 0.487
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as possible new methods which might be able to discriminate between AD  and control 
scans.
Table 10.25 presents a summary of the results obtained for the multispectral experi­
ments. The techniques which performed better for these particular data are highlighted 
in table 10.25. They are:
® Multispectral A D H  using energy as quantity for the PD and T2 weighted images;
• Multispectral M G L D H  using energy as quantity for the PD and T2 weighted 
images; and
• Spatial correlations using autocorrelation of PD weighted images (in reality this 
technique should be considered as single channel).
All the results mentioned in the list are performed in the original PD and T2 weighted 
images. Both A D H  and M G L D H  exploit the redundant information between the two 
bands being analysed. The Karhunen-Loeve transform is aimed to remove this inter­
channel information redundancy, so the correlation between band one and band two 
of the transformed image is zero. It is then clear why the multispectral A D H  and 
multispectral M G L D H  perform poorly on the K-L transformed images.
Another observation is that for multispectral analysis the energy quantity appears 
to give better results than contrast, while the opposite is true in single channel analysis 
(this was also confirmed in chapter 9).
Table 10.26 presents a summary of the single channel results. The autocorrelation 
technique is also considered. The best experiments are highlighted in the table.
The autocorrelation method applied to the PD-weighted images obtains by far the 
greatest number of features discriminating between the classes. Also the GLDH using 
contrast as quantity applied to the PD-weighted images gave good results. The PD 
channel may contain more important textural information to discriminate dementia than 
T2.
Other methods which obtain good results are GLDH using contrast and the auto­
correlation method both applied to the band one of the K-L transformed images, but 
not better than the results obtained from the single channel methods applied to MRI-PD 
images. This relatively good result contrasts with the results obtained from band two 
of the K-L transformed images, where not significant features are obtained.
Rosenfeld et al [77] concluded that multi-band texture features have the potential to 
obtain textural information not available in single-band texture features. This conclusion 
is also observed in the tentative results of these experiments where multispectral analysis 
performs marginally better to separate our scans than single band features, when applied 
to the PD and T2 weighted images. The opposite appears true for the K-L transformed 
images where only single-band features computed from band one are able to discriminate 
between the classes.
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Table 10.25: Summary of Multispectral Experiments
Image Technique Quantity Column A Column B Column C
K-L A D H Contrast 12 3 0
Images Energy 7 0 2
M G L D H Contrast 22 6 6
Energy 13 7 3
Spatial Crosscorrelation - - -
Correlations Autocorrelation 
Band one
28 7 5
Autocorrelation 6 1 0
Band two
P D  and A D H Contrast 19 1 7
T2 Energy 30 22 21
Images M G L D H Contrast 10 4 3
Energy 40 18 20
Spatial Crosscorrelation 14 5 5
Correlations Autocorrelation
PD-weighted
33 17 11
Autocorrelation 17 9 5
T2-weighted
Column A: Total number of features discriminating between classes (Alzheimer’s 
Disease and Control Scans).
Column B: Total number of features with a correlation with M M S E  >0.8.
Column C: Total number of features with nearest neighbour distance > 0.6.
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Table 10.26: Summary of Single Spectral Experiments
Image Technique Quantity Column A Column B Column C
Band one G L D H Contrast 16 8 8
K-L Images Energy 13 6 8
Correlations Autocorrelation 28 7 5
Band two G L D H Contrast 1 1 0
K-L Images Energy 9 4 3
Correlations Autocorrelation 6 1 0
PD-weighted G L D H Contrast 17 11 9
Energy 15 4 3
Correlations Autocorrelation 33 17 11
T2-weighted G L D H Contrast 16 0 1
Energy 29 4 6
Correlations Autocorrelation 17 9 5
Column A: Total number of features discriminating between classes (Alzheimer’s 
Disease and Control Scans).
Column B: Total number of features with a correlation with M M S E  > 0.8.
Column C: Total number of features with nearest neighbour distance > 0.6.
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A full methodology to study the micro-textural properties of the brain was presented.
First, two methods to estimate texture anisotropy were presented: Gradient Vector 
Histogram and Grey Level Dependence Histogram. Both approaches generate 3D indi- 
catrices, where the deviation from a pure isotropic texture (a spherical indicatrix) carries 
information about the nature of the texture.
The spherical harmonic coefficients were suggested as features to characterise the 
shape of the 3D indicatrices and therefore features of the brain texture. The Fast 
Spherical Harmonics Approach was confirmed as a reliable tool to compute the SH 
coefficients. It converges to the minimum error in a few iterations obtaining the best 
coefficients in the minimum mean square error sense.
A segmentation method based on connected components and morphological oper­
ators was presented. The results of this segmentation method are promising as only a 
few regions are left after the iterative segmentation, and the contours of the different 
regions of interest are well preserved. Using other approaches this is a difficult goal to 
achieve. Further work in this area, as the generalisation of the method to 3D, should 
improve the quality of the segmentation.
The results of the texture analysis method using CT data show a significant difference 
between the means of two proposed groups. Therefore the brains of the proposed group 
one “normal" and “brain bruise" subjects exhibit micro-textural properties in the white 
matter which on average are significantly different from those exhibited by the proposed 
group two “atrophy” and "can develop atrophy” subjects. The results for texture analysis 
in CT images are in line with the results obtained in previous works [48], [30], [79]. It 
can be concluded that CT scans show more evidence of cerebral atrophy in demented 
subjects, but the overlap between the groups is considerable, so texture using CT scans 
does not add more useful information to the diagnosis and track of AD.
Many features strongly correlated with the Mini Mental State Examination (MMSE) 
scores are obtained from the grey matter component of MRI-T1 scans. In general the
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A D  brains presented greater anisotropy in their grey matter texture at the tested scales 
than control brains. 2D features correlated with the M M S E  scores as well as 3D features, 
indicating that most of the texture information is already available in the individual slices.
Discriminant analysis was applied to MRI data. Two sets of data are considered: 
a training set with 25 scans (13 A D  and 12 controls) and a testing set with 20 scans 
(10 A D  and 10 controls). The control scans were matched in age and gender with the 
A D  scans to avoid any bias in the results. The classification rate for all experiments are 
between 75% to 80%.
Several methods of multispectral texture analysis were applied to 6 MRI scans (PD 
and T2 weighted). The experiments reveal marginally better classification of classes 
using multispectral methods than single channel methods for these specific scans.
The Karhunen-Loeve (K-L) transform was applied to the MRI images. The trans­
formed image with greater contrast was labelled as band one. The multispectral texture 
techniques perform poorly when applied to these data. This is due to the removal of 
correlation between band one and two of the K-L transformed images. If single channel 
methods are applied to the band one of the K-L transformed images, good separation 
of classes is achieved, but not better than the results obtained from the single channel 
methods applied to the original images. The results of this multispectral texture ap­
proach does not aim to be conclusive (as only a few scans are available), but to draw 
some interesting hypotheses for future research.
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A.l Linear Interpolation for Volumetric Data
Using the grey-level values of the 8 neighbouring voxels at integer grid positions the 
grey-level I(x +  A x,y ft A y,z ft A z) is approximated by:
I(x ft Ax, ya, za) =  {xb - (x ft Ax)) I(xa, ya, za) + (x ft Ax - xa) I(xb, ya, za)
I(x +  Ax, yb, za) =  (xb - (x +  Ax)) I{xa, yb, za) ft (x + A x  - x„) I{xb,yb, za)
I(x -t- Ax, ya, zb) = (xb (x -f- Ax)) I(xn, ya, z;,) +  (x + A x  — xn) I(xb, ya, zb)
I(x +  Ax, yb, zb) =  (xb - (x +  Ax)) I(xa,yb, zb) ft (x +  A x  - xa) I(xb, yb, zb)
/(x+Ax, y+Ay, za) = (yb - (y ft Ay)) I (x ft Ax, ya, za)ft(y ft Ay - ya)I(x+Ax, yb, za)
I (xftAx, yftAy, zb) = (yb - {y ft Ay)) I (x+Ax, ya, zb)ft(y ft Ay - ya) I (xft Ax, yb, zb)
I(xftAx,yftAy,zftAz) =  (zb - (z ft A z)) I(xftAx,y+Ay,za)ft(z ft Az - za) I(xftAx, yftAy,zb 
where
{xaftja, za) = ([® +  Ax], [y + Ay], [z ft Az])
(xb, Vbi zb) = (xa +  1, ya +  1, zt ft 1) 
where [w] is the integer part of w.
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A.2 Associated Legendre Polynomial
An associated Legendre polynomial is defined in terms of ordinary Legendre polyno­
mials [73] by
Po(t) = 1. Pi(t) = t, P2(t) = |(312 - 1), P3{t) = |(5ft - St),
P4(t) = J(35ft - 3012 +  3), Prfit) =  |(G3ft - 70ft +  15i).
A.3 Kronecker Delta
The simplest interpretation of the Kronecker delta is as the discrete version of the 
delta function defined by
(A.l)
The /th Legendre polynomial [34] is given by
(A.2)
The Legendre polynomials up to degree 5 are:
(A.3)
A p p e n d i x  B
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B.l T-test
The t-test is the most commonly used method to evaluate the difference in means 
between two groups or clusters. Theoretically, the t-test can be used even if the sample 
sizes are very small, as long as the variables are normally distributed within each group 
and the variance is the same for both groups [21]. If these conditions are not met, 
then one can evaluate the difference in means between two groups using one of the 
non-parametric alternatives to the t-test.
The t-test estimates the probability of error involved in accepting the hypothesis 
of a difference in the means of the two groups. If nx is the number of samples for 
group x and ny is the number of samples for group y, the following relations can be 
demonstrated [21]:
Number of degrees of freedom of the t-distribution,
where X  and Y are the sample means of X  and Y respectively and S2 is the pooled 
sample variance. The pooled sample variance is given by
which is a weighted average of the individual sample variances S2 and S2.
v =  nx +  ny — 2.
The value for the t-distribution (t-value) can be found by
X ~ Yt =
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The assumption of equality of variances can be verified with the Levene’s test. If the 
probability of having the same variance is sufficiently low to negate the assumption [69], 
another approach than the t-test should be used. As the variances of the two groups 
are different, a modified t-test with separate variance estimates can estimate better the 
statistical significance [5].
B.2 Mann-Whitney u-test
The u-test is the most sensitive nonparametric alternative to the t-test for indepen­
dent samples [66]; in fact in some instances it may offer greater power to reject the null 
hypothesis H q than the t-test. The u-test is computed based on rank sums rather than 
means.
The hypothesis for comparison of the two groups are: Ho the groups come from 
identical populations, Hi the groups come from different populations.
In order to apply the Mann-Whitney test, the raw data from samples A and B must 
first be combined into a set of N  = na -j- nb elements, which are then ranked from 
lowest to highest, including tied rank values where appropriate. These rankings are then 
re-sorted into the two separate samples.
The value of U reported in this analysis is calculated as
r r  , na(na + 1) ^U = n„nb -1   Ta
where Ta is the observed sum of ranks for sample A.
If the value of U exceeds a critical value (threshold), it means that there is statistical
evidence to reject the null hypothesis (Hq).
B.3 Discriminant Analysis
“Discriminant analysis is a statistical technique which allows the study of the differ­
ences between two or more naturally occurring (or a priori defined) groups with respect 
to several variables. The basic prerequisites are that two or more groups exist which we 
expect differ on some of the variables being considered and that those variables can be 
measured. Discriminant analysis will then allow us to study the differences between the 
groups and provide a tool to assign each case to a group" [54],
The discriminant analysis technique requires the derivation of a canonical discrimi­
nant function. The canonical discriminant function is a liner combination of the variables 
considered for the analysis, which maximise the differences between the group means. 
The following paragraphs explain how to compute the canonical discriminant function 
using the forward stepwise procedure.
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There are often situations in which is not clear which variables are valuable and 
necessary. In these situations, some variables may be poor discriminators (the group 
means are not very different on those variables), or two or more variables share the 
same information. Therefore a stepwise procedure is desirable to select the most useful 
discriminating variables.
A forward stepwise procedure starts with an empty subset of features. At each stage 
the feature which yielded the largest significant increase in group distance. A selection 
criteria is necessary. In our case we use the Mahalanobis distance between groups. This 
procedure goes on until all possible variables have been included, and the remaining 
variables do not contribute significantly to the increase of group distance [29].
The resultant set of features forms a feature vector, which we can denote by y. A 
canonical linear discriminant function for two groups can be obtained as follows:
D{ y) = bTy + c
where
b =  2K~I (mGi -  mG2)
c =  mG1K ~1mGi — mG2K ~]mG2
and where m Gi is the mean y over group one (Cl), m G2 is the mean y over group two
(G2) and K is the covariance matrix of y over both groups.
The obtained discriminant function can be then applied to independent cases, and
they would be classified to the group they most closely resemble.
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