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Abstract
We adapt the vector field method of Klainerman to the study of relativistic transport equations.
First, we prove robust decay estimates for velocity averages of solutions to the relativistic massive
and massless transport equations, without any compact support requirements (in x or v) for the
distribution functions. In the second part of this article, we apply our method to the study of the
massive and massless Vlasov-Nordström systems. In the massive case, we prove global existence
and (almost) optimal decay estimates for solutions in dimensions n ≥ 4 under some smallness as-
sumptions. In the massless case, the system decouples and we prove optimal decay estimates for
the solutions in dimensions n ≥ 4 for arbitrarily large data, and in dimension 3 under some small-
ness assumptions, exploiting a certain form of the null condition satisfied by the equations. The
3-dimensional massive case requires an extension of our method and will be treated in future work.
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1 Introduction
The vector field method of Klainerman [Kla85] provides powerful tools which are at the core of many
fundamental results in the study of non-linear wave equations, such as the famous proof of the sta-
bility of the Minkowski space [CK93]. In essence, the method takes advantage of the symmetries of
a linear evolution equation to derive in a robust way boundedness and decay estimates of solutions.
The robustness is crucial, as the final aim is typically to prove the non-linear stability of some sta-
tionary solution, so that the method should be stable when perturbed by the non-linearities of the
equations.
In this paper, we are interested in the massive and massless relativistic transport equations1
Tm( f )≡
(√
m2+|v |2∂t + v i∂xi
)(
f
)= 0, (1)
where m ≥ 0 is the mass2 of the particles and f is a function of (t , x, v) defined on Rt ×Rnx ×Rnv if m > 0
and Rt ×Rnx ×
(
Rnv \ {0}
)
otherwise, with n ≥ 1 being the dimension of the physical space.
Decay estimates via the method of characteristics for relativistic transport equations
For transport equations, the standard method to prove decay estimates is the method of characteris-
tics. The origin of these decay estimates goes back in the non-relativistic case to the work of Bardos-
Degond [BD85] on the Vlasov-Poisson system. Recall that if f is a regular solution to say T1( f ) = 0
then, for all (t , x, v) ∈Rt ×Rnx ×Rnv ,
f (t , x, v)= f
(
0, x− v t√
1+|v |2
, v
)
,
and assuming that f has initially compact support in v , one can easily infer the velocity average esti-
mate, for all t > 0 and all x ∈Rn ,∫
v∈Rn
| f |(t , x, v)d v . C (V )
t n
∣∣∣∣ f (t = 0)∣∣∣∣L1x L∞v , (2)
1We will be using in the whole article the Einstein summation convention. For instance, v i ∂xi in (1) stands for
n∑
i=1
v i ∂xi .
2In the remainder of this article, we will often normalize the mass to be either 1 or 0 and thus consider mostly T1 and T0.
We will however sometimes keep the mass m > 0 so that the reader can see how some of the estimates would degenerate as
m → 0.
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where V is an upper bound on the size of the support in v of f at the initial time and C (V )→+∞ as
V →+∞.
These estimates, while being relatively easy to derive, suffer from two important drawbacks when
applied to a non-linear system.
1. They require compact support in v of the solutions. In a non-linear setting, one therefore needs
to bound an extra quantity, the size of this support at t . In particular, we are enlarging the num-
ber of variables of the system. Moreover, there are many interesting models where the correct
assumptions from the point of view of physics3 is to allow arbitrary large v .
2. They require a strong control of the characteristics of the system.
These two inconveniences are in fact related and the first can be somehow mitigated by an even finer
analysis of the characteristics, see for instance [Sch04]. Concerning the second problem, we note that
there are many evolution problems for which the characteristics in a neighbourhood of a stationary
solution will eventually diverge from the original ones, introducing extra difficulties in the analysis. A
famous example of that is the stability of Minkowski space, where there is a logarithmic divergence, see
[CK93, LR10]. Moreover, to prove decay estimates such as (2), one needs to control the Jacobian asso-
ciated with the differential of the characteristic flow4 and in order to obtain improved decay estimates
for derivatives, one also needs estimates on the derivatives of the Jacobian. See for instance [HRV11]
where such a program is carried out for the Vlasov-Poisson system. In other words, one needs strong
control on the characteristics to be able to prove sharp decay estimates via this method in a non-linear
setting.
Decay estimates for the wave equation
In the context of the wave equation
äφ≡
[
−∂2t +
n∑
i=1
∂2
xi
]
φ= 0,
several methods exist to prove decay estimates of solutions. For instance, one standard way is to use
the Fourier representation of the solution together with estimates for oscillatory integrals. In the fun-
damental article [Kla85], Klainerman introduced what is now referred to as the vector field method5.
Instead of relying on an explicit integral representation of the solutions, it uses
1. a coercive conservation law. In the case of the wave equation, this is simply the conservation of
the energy.
2. a set of vector fields which commute with the equations. In the case of the wave equation, these
are the Killing and conformal Killing fields of the Minkowski space.
3. weighted Sobolev L2 −L∞ inequalities: the standard derivatives ∂t , ∂xi are rewritten in terms
of the commutator vector fields before applying the usual Sobolev inequalities. The weights in
these decompositions together with those arising from the conservation laws are then translated
into decay rates.
3See for instance the end of the introduction in [Vil10].
4In the context of the Vlasov equation on a curved Lorentzian manifold, this means that one needs estimates on the differ-
ential of the exponential map, or at least on its restriction to certain sub-manifolds.
5Let us also mention that, complementary to the method of Klainerman, which uses vector fields as commutators, one can
also use vector fields as multipliers, in the style of the work of Morawetz, see for instance [Mor62, Mor68].
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This leads to the decay estimate
|∂φ(t , x)|. E
1/2(φ)
(1+|t −|x| |)1/2(1+|t +|x| |)(n−1)/2 (3)
for solutions of the wave equation äφ = 0, where E(φ) is an energy norm obtained by integrating φ
and derivatives of φ (with weights) at time t = 0.
These types of estimates, being based on conservation laws and commutators, are quite robust, and
as a consequence, are applicable in strongly non-linear settings, such as the Einstein equations or the
Euler equations (see for instance [Chr07] for such an application).
A vector field method for transport equations
In our opinion, the decay estimate (2), being based on an explicit representation of the solutions, that
given by the method of characteristics, should be compared to the decay estimates for the wave equa-
tion obtained via the Fourier or other integral representations. In this paper, we derive an analogue of
the vector field method for the massive and massless relativistic transport equations (1). The coercive
conservation law is given by the conservation of the L1 norm of the solution, while the vector fields
commuting with the operators are essentially obtained by taking the complete lifts of the Killing and
conformal Killing fields, a classical operation in differential geometry which takes a vector field on a
manifold M to a vector field on the tangent bundle T M . The weighted Sobolev inequalities are slightly
more technical. One of the main ingredients is that averages in v possess good commutation prop-
erties with the Killing vector fields and their complete lifts. Our decay estimates can then be stated
as
Theorem 1 (Decay estimates for velocity averages of massless distribution functions). For any regular
distribution function f , solution to T0( f )= 0 and any (t , x) ∈R+t ×Rnx , we have∫
v∈Rnv \{0}
| f |(t , x, v) d v|v | .
1
(1+|t −|x| |)(1+|t +|x| |)n−1
∑
|α|≤n,
Ẑα∈K̂|α|
∣∣∣∣|v |−1 Ẑα( f )(t = 0)∣∣∣∣L1(Rnx×(Rnv \{0})) , (4)
where the α are multi-indices of length |α| and the Ẑα are differential operators of order |α| obtained as
a composition of |α| vector fields of the algebra K̂.
The detailed list of the vector fields and their complete lifts used here is given in Section 2.7.1. For the
massive transport equation, we prove
Theorem 2 (Decay estimates for velocity averages of massive distribution functions). For any regular
distribution function f , solution to T1( f )= 0, any x ∈Rn and any t ≥
√
1+|x|2, we have∫
v∈Rnv
| f |(t , x, v) d v√
1+|v |2
. 1
(1+ t )n
∑
|α|≤n,
Ẑα∈P̂|α|
∣∣∣∣Ẑα( f )|H1×Rnv vανα1 ∣∣∣∣L1(H1×Rnv ) , (5)
where H1 denotes the unit hyperboloid H1 ≡
{
(t , x) ∈Rt ×Rnx
∣∣ 1= t 2−x2}, Ẑα( f )|H1×Rnv is the restriction
to H1 ×Rnv of Ẑα( f ), vανα1 is the contraction of the 4-velocity (
√
1+|v |2, v i ) with the unit normal ν1
to H1 and where the Ẑα are differential operators obtained as a composition of |α| vector fields of the
algebra P̂.
Remark 1.1. No compact support assumptions in x or in v are required for the statements of Theorems
1 or 2. Of course, for the norms on the right-hand sides of (4) or (5) to be finite, some amount of decay
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in x and v is needed. Note that from the point of view of non-linear applications, it is sufficient to
propagate bounds for the norms appearing on the right-hand sides of (4) or (5), without any need to
control pointwise the decay in x or v of the solutions, to get the desired decay estimates for the velocity
averages.
Remark 1.2. In (4), the decay is worse near the light-cone t = |x|. This of course is an analogue of the
decay estimate (3) as traditionally obtained for the wave equation by the vector field method.
Remark 1.3. (5) is the analogue of the decay estimate for Klein-Gordon fields φ, solutions to äφ = φ,
for which, for all t ≥
√
1+|x|2,
|∂φ(t , x)|. E
1/2[φ]
(1+ t )n/2 ,
where E [φ] is an energy norm obtained by integratingφ and derivatives ofφ (with weights) on an initial
hyperboloid, as obtained by Klainerman in [Kla93].
Remark 1.4. As in the case of the Klein-Gordon equation, one can easily prove that for regular solutions
f to T1( f )= 0 with data given at t = 0 and decaying sufficiently fast as |x|→+∞ (in particular, solutions
arising from data with compact support in x) the norm on the right-hand side of (5) is finite, so that
the decay estimate applies6. Thus, the use of hyperboloids is merely a technical issue. The restriction
“t ≥
√
1+|x|2” simply means in the future of the unit hyperboloid. We provide a classical construction
in Appendix A, which explains how Theorem 2 can be applied to solutions arising from initial data with
compact x-support given at t = 0 to obtain a 1/t n decay of velocity averages in the whole future of the
t = 0 hypersurface.
Remark 1.5. The reader might wonder whether the same type of techniques could be applied for the
classical transport operator Tcl = ∂t + v i∂xi . This question was addressed in [Smu15] where decay esti-
mates for velocity averages of solutions to the classical transport operator were obtained. As an appli-
cation, [Smu15] considered the study of small data solutions of the Vlasov-Poisson system and provided
an alternative proof (with some additional information on the asymptotic behaviour of the solutions,
concerning in particular the decay in |x| and uniform bounds on some global norms) of the optimal
time decay for derivatives of velocity averages obtained first in [HRV11]. One of the nice features of the
vector field method is that improved decay estimates for derivatives follow typically easily from the main
estimates, and [Smu15] was no exception. In the relativistic case, our vector field method also provides
improved decay for derivatives. See Propositions 3.2 and 3.4 in Sections 3.2 and 3.3, respectively.
Applications to the massive and massless Vlasov-Nordström systems
In the second part of this paper, we will apply our vector field method to the massive and massless
Vlasov-Nordström systems
äφ = m2
∫
v
f
d v√
m2+|v |2
, (6)
Tm( f )−
(
Tm(φ)v
i +m2∇iφ
) ∂ f
∂v i
= (n+1) f Tm(φ), (7)
where m = 0 in the massless case and m > 0 in the massive case, ä ≡ −∂2t +
∑n
i=1∂
2
xi
is the standard
wave operator of Minkowski space, φ is a scalar function of (t , x) and f is as before a function of
6See also [Geo92], where decay estimates for the Klein-Gordon operator were obtained starting from non-compactly sup-
ported data at t = 0 using (mostly) vector field type methods.
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(t , x, v i ) with x ∈ Rn , v ∈ Rn if m > 0, v ∈ Rn \ {0} if m = 0. A good introduction to this system can be
found in [Cal03]. See also the classical works [Cal06, Pal06].
Roughly speaking, the Vlasov-Nordström system can be derived from the Einstein-Vlasov system by
considering only a special class of solutions (that of metrics conformal to the Minkowski metric) and
by neglecting some of the non-linear interactions in the (Einstein part of) the equations. Since most
of the simplifications concern difficulties which we already know how to handle (in the style of [CK93]
or [LR10]) and since the method that we are using here is of the same type as the one used to study the
Einstein vacuum equations, we believe it is a good model problem before addressing the full Einstein-
Vlasov system via vector field methods.
Before presenting our main results for the massive and massless Vlasov-Nordström systems, let us
explain the main differences between the m = 0 and m > 0 cases. First, as easily seen from (6)-(7),
when m = 0, the system degenerates to a partially decoupled system7
äφ = 0, (8)
T0( f )−
(
T0(φ)v
i
) ∂ f
∂v i
= (n+1) f T0(φ). (9)
Because of the decoupling, the first equation is simply the wave equation on Minkowski space and
the second can be viewed as a linear transport equation, where the transport operator is the mass-
less relativistic transport operator plus some perturbations. In particular, all solutions are necessarily
global as long as the initial data is sufficiently regular so that the linear equations can be solved. Thus,
our objective is solely to derive sharp asymptotics for the solutions of the transport equation. More-
over, since we have in mind future applications to more non-linear problems, the only estimates that
we will use on φ will be those compatible with what can be derived via a standard application of the
vector field method.
Apart from the decoupling just explained, let us mention also two important pieces of structure present
in the above equations. First, another great simplification comes from the existence of an extra scaling
symmetry present only in the massless case: the vector field v i∂v i commutes with the massless trans-
port operator T0 and it is precisely this combination of derivatives in v which appears in the equation
(9). This fact will make all the error terms obtained after commutations much better than if a random
set of derivatives in v was present in (9). Another property of (8)-(9) is the existence of a null structure,
similar to the null structure of Klainerman for wave equations. More precisely, we show that T0(φ) has
roughly the structure
T0(φ)' |v |∂¯φ+ 1
t
∂φ · z(t , x, v),
where ∂¯φ denotes derivatives tangential to the outgoing cone, ∂φ denotes arbitrary derivatives of φ
and z(t , x, v) are weights which are bounded along the characteristics of the linear massless transport
operator. Since ∂¯φ has better decay properties than a random derivative ∂φ, we see that products of
the form T0(φ)g , where g is a solution to T0(g )= 0 have better decay properties than expected8. Simi-
lar to the study of 3 dimensional wave equations with non-linearities satisfying the null condition, the
extra decay obtained means that in dimension 3 (or greater), all the error terms in the (approximate)
conservation laws are now integrable.
We now state our main results for the massless Vlasov-Nordström system.
7In fact, using e−(n+1)φ f as an unknown, we can obtain an even simpler form of the equations where the right-hand side
of (9) is put to 0. See (51).
8It is interesting to compare this form of the null condition to the one uncovered in [Daf06] for the massless Einstein-
Vlasov system in spherical symmetry. In fact, two null conditions were used there. The obvious one consists essentially in
understanding why null components of the energy momentum tensor of f decay better than expected. A more secret null
condition is used in the analysis of the differential equation satisfied by the part of the velocity vector tangent to the outgoing
cone. Our null condition is closely related to this one, even though we exploit it in a different manner since we are not using
directly the characteristic system of ordinary differential equations associated with the transport equations.
6
Theorem 3 (Asymptotics in the massless case for dimension n ≥ 4). Let n ≥ 4 and N ≥ 3n2 + 1. Let
φ be a solution of (8) satisfying φ(t = 0) = φ0,∂tφ(t = 0) = φ1 for some sufficiently regular functions
(φ0,φ1). Then, if EN [φ0,φ1]<+∞, where EN [φ0,φ1] is an energy norm containing up to N derivatives
of (∂φ0,φ1) and if EN [ f0]<+∞, where EN [ f0] is a norm containing up to N derivatives of f0, then the
unique classical solution f to (9) satisfying f (t = 0)= f0 verifies
1. Global bounds: for all t ≥ 0,
EN [ f ](t )≤ eCE
1/2
N [φ0,φ1]EN [ f0],
where C > 0 is a constant depending only on N ,n.
2. Pointwise estimates for velocity averages: for all (t , x) ∈ [0,+∞)×Rnx and all multi-indices α sat-
isfying |α| ≤N −n,∫
v∈Rnv \{0}
∣∣Ẑα f ∣∣ (t , x, v)|v |d v . eCE 1/2N [φ0,φ1]EN [ f0]
(1+|t −|x| |)(1+|t +|x| |)n−1 .
In dimension n ≥ 3, similar results can be obtained provided an extra smallness assumption on the
initial data for the wave function as well as stronger decay for the initial data of f hold.
Theorem 4 (Asymptotics in the massless case for dimension n = 3). Let n ≥ 3, N ≥ 7 and q ≥ 1. Let
φ be a solution of (8) satisfying φ(t = 0) = φ0,∂tφ(t = 0) = φ1 for some sufficiently regular functions
(φ0,φ1). Then, if EN [φ0,φ1]≤ ε, where EN [φ0,φ1] is an energy norm containing up to N derivatives of
(∂φ0,φ1) and if EN ,q [ f0]<+∞, where EN ,q [ f0] is a norm9 containing up to N derivatives of f0, then the
unique classical solution f to (9) satisfying f (t = 0)= f0 verifies
1. Global bounds with loss: for all t ≥ 0,
EN ,q [ f ](t )≤ (1+ t )Cε
1/2
EN ,q [ f0],
where C > 0 depends only on N ,n.
2. Improved global bounds for lower orders: for any M ≤N − (n+2)/2 and any t ≥ 0,
EM ,q−1[ f ](t )≤ eCε
1/2
EN ,q [ f0].
3. Pointwise estimates for velocity averages: for all (t , x) ∈ [0,+∞)×Rnx and all multi-indices |α| ≤
N − (3n+2)/2, ∫
v∈Rnv \{0}
|Ẑα f |(t , x, v)|v |d v . EN ,q [ f0]
(1+|t −|x| |)(1+|t +|x| |)n−1 .
Perhaps counter-intuitively, the massive case turned out to be harder to treat. While it is true that in
the massive case, the pointwise decay of velocity averages is not weaker along the null cone, there are
two important extra difficulties, namely
• The equations are now fully coupled. In particular, one cannot close an energy estimate for (6)
unless we have some decay for the right-hand side. On the other hand, our decay estimates, be-
ing based on commutators, necessarily lose some derivatives. In turns, this would imply com-
muting (9) more, but we would then fail to close the estimates at the top order. We resolve
this issue by another decay estimate for inhomogeneous transport equations with rough source
9The index q refers to powers of certain weights. See (63) for a precise definition of the norms.
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terms satisfying certain product structures. This other type of decay estimates only provides L2x
time decay of the velocity averages, which is precisely what is required to close the energy esti-
mate for (6). The proof of this L2x decay estimate itself can be reduced to our L
∞ estimates, so
that it can also be obtained using purely vector field type methods.
• The vector field v i∂v i does not commute with the massive transport operator. This implies that
commuting with (some of) the standard vector fields will lose a power of t of decay compared
to the massless case.
Because of the last issue, the results that we will present here are restricted to dimension n ≥ 4. One
way to treat the 3-dimensional case would be to improve upon the commutation formulae to elimi-
nate the most dangerous terms. For instance, one could try to use modified vector fields in the spirit of
[Smu15]. We plan to address the 3 dimensional case in future work.
A slightly more technical consequence of this last issue is that it introduces t weights in the estimates,
which are not constant on the leaves of the hyperboloidal foliation that we wish to use. Together with
the fact that the energy estimates are weaker on hyperboloids, this implies that the error terms arising
in the top-order approximate conservation laws can be shown to be space-time integrable only in
dimension n ≥ 5. To address the n = 4 dimension, instead of estimating directly Ẑα( f ), where f is
the unknown distribution functions and Ẑα is a combination of α vector fields, we estimate instead a
renormalized quantity of the form Ẑα( f )+ gα where the gα is a (small) non-linear term constructed
from the solution. The extra terms appearing in the equation when the transport operator hits gα will
then cancel some of the worst terms in the equations.
Our main result in the massive case can then be stated as follows.
Theorem 5. Let n ≥ 4 and m > 0. Let N ∈ N be sufficiently large depending only on n. For any ρ ≥ 1,
denote by Hρ the hyperboloid
Hρ =
{
(t , x) ∈Rt ×Rnx
∣∣ρ2 = t 2−x2} .
For any sufficiently regular functionψ defined on Rt×Rnx , denote byψ|Hρ its restriction to Hρ . Similarly,
for any sufficiently regular function g defined on
⋃
1≤ρ≤+∞ Hρ ×Rnv , denote by g |Hρ×Rnv its restriction to
Hρ ×Rnv . Then, there exists an ε0 > 0 such that for any 0 < ε ≤ ε0, if EN+n[ f0]+EN [φ0,φ1] ≤ ε, where
EN+n[ f0] and EN [φ0,φ1] are norms depending on respectively N +n derivatives of f0 and N derivatives
of (∂φ0,φ1), then there exists a unique classical solution ( f ,φ) to (6)-(7) satisfying the initial conditions
φ|H1 = φ0, ∂tφ|H1 =φ1,
f|H1×Rnv = f0,
such that ( f ,φ) exists globally10 and satisfies the estimates
1. Global bounds, for all ρ ≥ 1,
EN [φ](ρ). ε and EN [ f ][ρ]. ερCε
1/4
,
where C = 1 when n = 4 and C = 0 when n > 4.
2. Pointwise decay for ∂Zαφ: for all multi-indices |α| such that |α| ≤ N − n+22 and all (t , x) with
t ≥
√
1+|x|2, we have ∣∣∂Zαφ∣∣. ε
(1+ t )(n−1)/2(1+ (t −|x|)1/2 .
10Here, globally means at every point lying in the future of the initial hyperboloid H1. In 3d , this, of course, would already
follow from the work [Cal06] for regular initial data of compact support given on a constant time slice.
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3. Pointwise decay for ρ
(∣∣∂Zα f ∣∣): for all multi-indicesα andβ such that |α| ≤N−n, |β| ≤ bN /2c−n
and all (t , x) with t ≥
√
1+|x|2, we have∫
v
∣∣Ẑα f ∣∣ d v
v0
. ε
(1+ t )n−Cε1/4 and
∫
v
v0
∣∣Ẑβ f ∣∣d v . ε
(1+ t )n−Cε1/4 ,
where C = 1 when n = 4 and C = 0 when n > 4.
4. Finally, the following L2-estimates on f hold: for all multi-indicesαwith bN /2c−n+1≤ |α| ≤N ,
and all (t , x) with t ≥
√
1+|x|2, we have∫
Hρ
t
ρ
(∫
v
|Ẑα f |d v
v0
)2
dµHρ . ε2ρCε
1/4−n ,
where C = 2 when n = 4 and C = 0 when n > 4.
Remark 1.6. As for the linear decay estimates of Theorem 2, it is not essential to start on an initial
hyperboloid for the conclusions of Theorem 5 to hold. In particular, an easy argument based on finite
speed of propagation, similar to that given in Appendix A, shows that our method and results apply to
the case of sufficiently small initial data with compact x-support given at t = 0.
Remark 1.7. In [Fri04], solutions of the massive Vlasov-Nordström system in dimension 3 arising from
small, regular, compactly supported (in x and v) data given at t = 0 were studied and the asymptotics of
velocity averages of the Vlasov field and up to two derivatives of the wave function were obtained. How-
ever, no estimates were obtained for derivatives of the Vlasov field or for higher derivatives of the wave
function. Thus, [Fri04] is the analogue of [BD85] for the Vlasov-Nordström system while we obtained
here (in dimension 4 and greater) results more in the spirit of [HRV11, Smu15].
Remark 1.8. A posteriori, it is straightforward to propagate higher moments of the solutions in any of
the situations of Theorems 3, 4, 5, provided that these moments are finite initially. Moreover, we recall
that improved decay for derivatives of f and φ follows from the statements of Theorems 3, 4 and 5. See
for instance Propositions 3.2 and 3.4 below.
Aside: the Einstein-Vlasov system
As explained above, the Vlasov-Nordström system is a model problem for the more physically rele-
vant Einstein-Vlasov system. We refer to the recent book11 [Rin13] for a thorough introduction to this
system. The small data theory around the Minkowski space is still incomplete for the Einstein-Vlasov
system. The spherically symmetric cases in dimension (3+1) have been treated in [RR92, RR96] for
the massive case and in [Daf06] for the massless case with compactly supported initial data. A proof of
stability for the massless case without spherical symmetry but with compact support in both x and v
has recently been announced in [Tay15]. As in [Daf06], the compact support assumptions and the fact
that the particles are massless are important as they allow to reduce the proof to that of the vacuum
case outside from a strip going to null infinity. Interestingly, the argument in [Tay15] is quite geomet-
ric, relying for instance on the double null foliation, in the spirit of [KN03], as well as several structures
associated with the tangent bundle of the tangent bundle of the base manifold.
We hope to address the stability of the Minkowski space for the Einstein-Vlasov system in the massive
and massless case (without the compact support assumptions) using the method developed in this
paper in future works.
11Apart from a general introduction to the Einstein-Vlasov system, the main purpose of this book is to present a proof of
stability of exponentially expanding spacetimes for the Einstein-Vlasov system, see [Rin13].
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Structure of the article
Section 2 contains preliminary materials, such as basic properties of the transport operators, the defi-
nition and properties of the foliation by hyperboloids used for the analysis of the massive distribution
function, the commutation vector fields and elementary properties of these vector fields. In Section
3, we introduce the vector field method for relativistic Vlasov fields and prove Theorems 1 and 2. In
Section 4, we apply our method first to the massless case in dimension n ≥ 4 (Section 4.2.3) and n = 3
(Section 4.2.4) and then to the massive case in dimension n ≥ 4 (Section 4.3). In Appendix A, we
provide a classical construction which explains how our decay estimates in the massive case can be
applied to data of compact support in x given at t = 0. Some integral estimates useful in the course
of the paper are proven in Appendix B. Finally, Appendix C contains a general geometrical framework
for the analysis of the Vlasov equation on a Lorentzian manifold.
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2 Preliminaries
2.1 Basic notations
Throughout this paper we work on the n+1-dimensional Minkowski space (Rn+1,η), where the stan-
dard Minkowski metric η is globally defined in Cartesian coordinates (t , xi ) by η = diag{−1,1, . . . ,1}.
We denote spacetime indices by Greek letters α,β, . . . ∈ {0, . . .n} and spatial indices by Latin letters
i , j , . . . ∈ {1, . . . ,n}. We will sometimes use ∂xα ,∂t ,∂xi ,∂v i , . . . to denote the partial derivatives ∂∂xα , ∂∂t , . . .
Since we will be interested in either massive particles with m = 1 or massless particles m = 0, the
velocity vector (vβ)β=0,..,n will be parametrized by (v i )i=1,..,n and v0 = |v | in the massless case, v0 =√
1+|v |2 in the massive case.
The indices 0 and m > 0 will be used to denote objects corresponding to the massless or massive case,
such as the massless transport operator T0 and the massive one Tm and should not be confused with
spatial or spacetime indices for tensor components (we use bold letters on the transport operators to
avoid this confusion).
The notation A. B will be used to denote an inequality of the form A ≤C B , for some constant C > 0
independent of the solutions (typically C will depend on the number of dimensions, the maximal
order of commutations N , the value of the mass m).
2.2 The relativistic transport operators
For any m > 0 and any v ∈Rn , let us define the massive relativistic transport operator Tm by
Tm = v0∂t + v i∂xi , with v0 =
√
m2+|v |2. (10)
Similarly, we define for any v ∈R3 \ {0}, the massless transport operator T0 by
T0 = v0∂t + v i∂xi , with v0 = |v |. (11)
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For the sake of comparison, let us recall that the classical transport operator is given by
Tcl = ∂t + v i∂xi .
In the remainder of this work, we will normalize the mass to be either 1 or 0, so that the massive
transport operators we will study are
T1 =
√
1+|v |2∂t + v i∂xi ,
and
T0 = |v |∂t + v i∂xi .
2.3 The foliations
We will consider two distinct foliations of (some subsets of) the Minkowski space.
Let us fix global Cartesian coordinates (t , xi ), 1≤ i ≤ n on Rn+1 and denote by Σt the hypersurface of
constant t . The hypersurfaces Σt , t ∈R then give a complete foliation of Rn+1. The second foliation is
defined as follows. For any ρ > 0, define Hρ by
Hρ =
{
(t , x)
∣∣ t ≥ |x| and t 2−|x|2 = ρ2} .
For any ρ > 0, Hρ is thus only one sheet of a two sheeted hyperboloid.
t
r
Hρ
H1
Σt
Figure 1: The Hρ foliations in the (t ,r ) plane, ρ > 1
Note that ⋃
ρ≥1
Hρ =
{
(t , x) ∈Rn+1 ∣∣ t ≥ (1+|x|2)1/2} .
The above subset of Rn+1 will be referred to as the future of the unit hyperboloid. On this set, we will
use as an alternative to the Cartesian coordinates (t , x) the following two other sets of coordinates.
Spherical coordinates
We first consider spherical coordinates (r,ω) on Rnx , where ω denotes spherical coordinates on the
n−1 dimensional spheres and r = |x|. (ρ,r,ω) then defines a coordinate system on the future of the
unit hyperboloid. These new coordinates are defined globally on the future of the unit hyperboloid
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Hρ1
H1
Hρ2
r
=
0
t =
r
I+
Figure 2: The Hρ foliations in a Penrose diagram of Minkowski space, ρ2 > ρ1 > 1
apart from the usual degeneration of spherical coordinates and at r = 0.
Pseudo-Cartesian coordinates
These are the coordinates (y0, y j ) ≡ (ρ, x j ). These new coordinates are also defined globally on the
future of the unit hyperboloid.
For any function defined on (some part of) the future of the unit hyperboloid, we will move freely
between these three sets of coordinates.
2.4 Geometry of the hyperboloids
The Minkowski metric η is given in (ρ,r,ω) coordinates by
η=−ρ
2
t 2
(
dρ2−dr 2)− 2ρr
t 2
dρdr + r 2σSn−1 ,
where σSn−1 is the standard round metric on the n−1 dimensional unit sphere, so that for instance
σS2 = sinθ2dθ2+dφ2,
in standard (θ,φ) spherical coordinates for the 2-sphere. The 4 dimensional volume form is thus given
by
ρ
t
r n−1dρdr dσSn−1 ,
where dσSn−1 is the standard volume form of the n−1 dimensional unit sphere.
The Minkowski metric induces on each of the Hρ a Riemannian metric given by
d s2Hρ =
ρ2
t 2
dr 2+ r 2σSn−1 .
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A normal differential form to Hρ is given by td t − r dr while t∂t + r∂r is a normal vector field. Since
η (t∂t + r∂r , t∂t + r∂r )=−ρ2,
the future unit normal vector field to Hρ is given by the vector field
νρ ≡ 1
ρ
(t∂t + r∂r ) . (12)
Finally, the induced volume form on Hρ , denoted dµHρ , is given by
dµHρ =
ρ
t
r n−1dr dσSn−1 .
2.5 Regular distribution functions
For the massive transport operator, we will consider distribution functions f as functions of (t , x, v) or
(ρ,r,ω, v) defined on ⋃
1≤ρ<P
Hρ ×Rnv , P ∈ [1,+∞],
i.e. we are looking at the future of the unit hyperboloid, or a subset of it, times Rnv .
For the massless transport operator, we need to exclude |v | = 0 and we will only use the Σt foliation so
that we will consider distribution functions f as functions of (t , x, v) defined on [0,T )×Rnx ×
(
Rnv \ {0}
)
,
T ∈ [0,+∞].
In the remainder of this article, we will denote by regular distribution function any such function f
that is sufficiently regular so that all the norms appearing on the right-hand sides of the estimates are
finite. For simplicity, the reader might assume that f is smooth and decays fast enough in x and v
at infinity and in the massless case, that f is integrable near v = 0 and similarly for the distribution
functions obtained after commutations.
In physics, distribution functions represent the number of particles and are therefore required to be
non-negative. This will play no role in the present article so we simply assume that distribution func-
tions are real valued.
2.6 The linear equations
In the first part of this paper, we will study, for any T=T0,T1, the homogeneous transport equation
T f = 0, (13)
as well as the inhomogeneous transport equation
T f = v0h, (14)
where v0 =
√
1+|v |2 in the massive case and v0 = |v | in the massless case and where the source term
h is a regular distribution function, as explained in Section 2.5.
In the massless case, we will study the solution f to (13) or (14) with the initial data condition f (t =
0, .)= f0, where f0 is a function defined on Rnx ×
(
Rnv \ {0}
)
.
In the massive case, we will study the solution f to (13) or (14) in the future of the unit hyperboloid
with the initial data condition f|H1×Rnv = f0, where f0 is a function defined on H1×Rnv .
Equations (13) and (14) are transport equations and can therefore be solved explicitly (at least for C 1
initial data) via the method of characteristics. If f solves (13), then
f (t , x, v)= f
(
0, x− v
v0
t , v
)
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where v0 =
√
1+|v |2 for the massive case and v0 = |v | in the massless case. In the inhomogeneous
case, we obtain via the Duhamel formula that if f solves (14) with 0 initial data, then
f (t , x, v)=
∫ t
0
h
(
s, x− (t − s) v
v0
, v
)
d s.
2.7 The commutation vector fields
2.7.1 Complete lifts of isometries and conformal isometries
Let us recall that the set of generators of isometries of the Minkowski space, that is to say the set of
Killing fields, denoted by P, consists of the translations, the rotations and the hyperbolic rotations, i.e.
P=
{
∂t ,∂x1 , . . . ,∂xn
}
∪
{
Ωi j = xi∂x j −x j∂xi , 1≤ i , j ≤ n
}
∪
{
Ω0i = t∂xi +xi∂t , 1≤ i ≤ n
}
.
Mostly in the case of the massless transport operator, it will be useful, as in the study of the wave
equation, to add the scaling vector field S = t∂t + xi∂i to our set of commutator vector fields. Let us
thus define the set
K=P∪{S}.
The vector fields in K or P lie in the tangent bundle of the Minkowski space. To any vector field on a
manifold, we can associate a complete lift, which is a vector field lying on the tangent bundle to the
tangent bundle of the manifold. In Appendix C, we recall the general construction on a Lorentzian
manifold. For the sake of simplicity, let us here give a working definition of the complete lifts only in
coordinates.
Definition 2.1. Let W be a vector field of the form W =W α∂xα , then let
Ŵ =W α∂xα + vβ ∂W
i
∂xβ
∂v i , (15)
where
(
vβ
)
β=0,..,n = (v0, v1, .., vn) with v0 = |v | in the massless case, v0 =
√
1+|v |2 in the massive case,
be called the complete lift12 of W .
We will denote by
K̂≡ {Ẑ |Z ∈K}
and
P̂≡ {Ẑ |Z ∈P},
the sets of the complete lifts ofK and P.
Finally, let us also define P̂0 and K̂0 as the sets composed respectively of P̂ and K̂ and a scaling vector
field13 in (t , x) only:
P̂0 ≡ P̂∪ {t∂t +xi∂xi }= P̂∪ {S}, (16)
K̂0 ≡ K̂∪ {t∂t +xi∂xi }= K̂∪ {S}. (17)
12This is in fact a small abuse of notation, as, with the above definition, Ŵ actually corresponds to the restriction of the
complete lift of W to the submanifold corresponding to v0 =
√
1+|v |2 in the massive case and v0 = |v | in the massless case.
See again Appendix C for a more precise definition of Ŵ .
13Here, by a small abuse of notation, we denote with the same letter S, the vector field t∂t + xi ∂xi irrespectively of whether
we consider it as a vector field on Rn+1 or a vector field on (some subsets of) Rn+1×Rnv .
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Lemma 2.2. In Cartesian coordinates, the complete lifts of the elements of P and K are given by the
following formulae:
∂̂t = ∂t ,
∂̂xi = ∂xi ,
Ω̂i j = xi∂x j −x j∂xi + v i∂v j − v j∂v i ,
Ω̂0i = t∂xi +xi∂t + v0∂v i ,
Ŝ = t∂t +xi∂xi + v i∂v i .
2.7.2 Commutation properties of the complete lifts
As for the wave equation, the symmetries of the Minkowski space are reflected in the transport oper-
ators (10) and (11) through the existence of commutation vector fields. More precisely,
Lemma 2.3. • Commutation rules for the massive transport operator
[T1, Ẑ ]= 0, ∀Ẑ ∈ P̂, (18)
[T1,S]=T1, (19)
where S = t∂t +xi∂xi is the usual scaling vector field.
• Commutation rules for the massless transport operator
[T0, Ẑ ]= 0, ∀Ẑ ∈ K̂, (20)
[T0,S]=T0. (21)
Proof. The identities can be verified directly using the explicit expressions for the elements in P̂ and
K̂, but also follow from the general formula given in Appendix C (cf. Lemma C.7).
Remark 2.4. Note that from the expression of Ŝ and the two commutation rules for T0 and Ŝ and for T0
and S, it follows that
[T0, v
i∂v i ]=−T0.
Thus, we have in a certain sense two scaling symmetries, one in x and one in v.
Remark 2.5. It is interesting to note that while the Klein-Gordon operator ä−m2 (m > 0) does not
commute with the scaling vector field, the massive transport equation does commute in the form of
equation (19). What does not commute is the second scaling vector field v i∂v i .
We also have the following commutation relation within P̂0 and K̂0.
Lemma 2.6. For any Z , Z ′ ∈ P̂0, there exist constant coefficients CZ Z ′W such that
[Z , Z ′]= ∑
W ∈P̂
CZ Z ′W W.
Similarly, for any Z , Z ′ ∈ K̂0, there exist constant coefficients DZ Z ′W such that
[Z , Z ′]= ∑
W ∈K̂
DZ Z ′W W.
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2.8 Weights preserved by the flow
Recall that in a general Lorentzian manifold with metric g , if γ is a geodesic with tangent vector γ˙ and
K denotes a Killing field, then g (γ˙,K ) is preserved along γ. In this section, we explain how to transpose
this fact to the transport operators on Minkowski space.
We define the set of weights
km ≡ {vαxβ−xαvβ, vα} (22)
and
k0 ≡ {xαvα, vαxβ−xαvβ, vα}. (23)
The following lemma can be easily checked.
Lemma 2.7. 1. For all z ∈k0, [T0, z]= 0.
2. For all z ∈km , [Tm , z]= 0.
The weights in km or k0 also have nice commutation properties with the vector fields in P̂0 and K̂0.
Lemma 2.8. For any z ∈km and any Ẑ ∈ P̂0,
[Ẑ ,z]= ∑
z′∈km
cz′z
′
where the cz′ are constant coefficients.
Similarly for any z ∈k0 and any Ẑ ∈ K̂0,
[Ẑ ,z]= ∑
z′∈km
dz′z
′,
for some constant coefficients dz′ .
Proof. This follows from straightforward computations.
2.9 Multi-index notations
Recall that a multi-index α of length |α| is an element ofNr for some r ∈N\{0} such that∑ri=1αi = |α|.
Let Z i , i = 1, ..,2n+2+n(n−1)/2 be an ordering ofK. For any multi-index α, we will denote by Zα the
differential operator of order |α| given by the composition Zα1 Zα2 ...
In view of the above discussion, the complete lift operation defines a bijection betweenK and K̂. Thus,
to any ordering of K, we can associate an ordering of K̂. One extends this ordering to K̂0 by setting14
Ẑ 2n+3+n(n−1)/2 = S. We will again write Ẑα to denote the differential operator of order |α| obtained by
the composition Ẑα1 Ẑα2 ...
Similarly, we consider an ordering of P, which gives us an ordering of P̂which can be extended to give
an ordering of P̂0, and we write Zα and Ẑα for a composition of |α| vector fields in P, P̂ or P̂0.
The notation KN will be used to denote the set of all the differential operators of the form Zα, with
|α| =N . Similarly, we will use the notations P|α|, K̂|α|0 and P̂|α|0 .
We will also write ∂αt ,x to denote a differential operator of order |α| obtained as a composition of |α|
translations among the ∂t , ∂xi vector fields.
As for the sets of vector fields, we will also consider orderings of the sets of weights km and k0 and we
will write zα ∈k|α|m or zα ∈k|α|0 to denote a product of |α|weights in km or k0.
14Note that this is a small abuse of notation, since S is not obtained via the complete lift construction.
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2.10 Vector field identities
The following classical vector field identities will be used later in the paper.
Lemma 2.9. The following identities hold:
(t 2− r 2)∂t = tS−xiΩ0i ,
(t 2− r 2)∂i = −x jΩi j + tΩ0i −xi S,
(t 2− r 2)∂r = t x
i
r
Ω0i − r S.
Furthermore,
∂s ≡ 1
2
(∂t +∂r )= S+ω
iΩ0i
2(t + r ) , ∂i ≡ ∂i −ωi∂r =
ω jΩi j
r
= −ωiω
iΩ0 j +Ω0i
t
. (24)
2.11 The particle vector field and the stress energy tensor of Vlasov fields
Recall that in the Vlasov-Poisson or Einstein-Vlasov systems, the transport equation for f is coupled to
an elliptic equation or a set of evolution equations, via integrals in v of f , often referred to as velocity
averages in the classical case. In the relativistic cases, the volume forms15 in these integrals are defined
as
dµm ≡ d v
1∧ . . .∧d vn
v0
= d v√
m2+|v |2
, (25)
where as usual m = 0 in the massless case.
Remark 2.10. In the massless case, the volume form d v|v | is singular near v = 0. In the remainder of this
article, we will however study mostly energy densities, which introduce an additional factor of |v |2 in
the relevant integrals and thus remove this singular behaviour near v = 0.
We now define the particle vector field in the case of massive particles as
Nµm ≡
∫
Rn
f vµdµm ,
and in the case of massless particles as
Nµ0 ≡
∫
Rn \{0}
f vµdµ0,
as well as the energy momentum tensors
T µνm ≡
∫
Rn
f vµvνdµm ,
and
T µν0 ≡
∫
Rn \{0}
f vµvνdµ0,
where dµm and dµ0 are the volume forms defined in (25). More generally, we can define the higher
moments
M
α1...αp
m ≡
∫
Rn
f vα1 . . . vαp dµm ,
15For the interested reader, they can be interpreted geometrically as the natural volume forms associated with an induced
metric on the manifold on which the averages are computed, together with a choice of normal in the massless case.
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and similarly for the massless system.
The interest in any of the above quantities is that if f is a solution to the associated massless or massive
transport equations, then these quantities are divergence free. Indeed, we have
∂µT
µν
0 =
∫
Rn \{0}
T0( f )v
νdµ0, (26)
∂µT
µν
m =
∫
Rn
Tm( f )v
νdµm . (27)
We will be interested in particular in the energy densities
ρ0( f )≡ T0(∂t ,∂t )=
∫
Rn \{0}
f |v |d v, (28)
for the massless case, while for the massive case we define
ρm( f )≡ Tm(∂t ,∂t )=
∫
Rn
f v0d v. (29)
In the following, we will denote by ρ( f ) any of the quantities ρm( f ) or ρ0( f ) depending on whether
we are looking at the massive or the massless relativistic operator.
In the massive case, we will also make use of the following energy density
χm( f )≡ Tm(∂t ,νρ), (30)
where νρ is the future unit normal to Hρ introduced in Section 2.4. We compute
χm( f ) =
∫
v∈Rn
f v0
(
t
ρ
v0+ r
ρ
v r
)
dµm ,
=
∫
v∈Rn
f
(
t
ρ
v0− x
i
ρ
vi
)
d v.
The following lemma will be used later.
Lemma 2.11 (Coercivity of the energy density normal to the hyperboloids). Assuming that t ≥ r , we
have
χm( f ) ≥ t
2ρ
∫
v∈Rn
f
[(
1− r
t
)(
(v0)2+ v2r
)+ r 2σAB v A vB +m2] d v
v0
. (31)
Proof. Using that
(v0)2 = v2r + r 2σAB v A vB +m2
where σAB denotes the components of the metric σSn and v A , vB are the angular velocities, we have
(v0)2 = (v
0)2
2
+ 1
2
(
v2r + r 2σAB v A vB +m2
)
and thus
v0
(
t
ρ
v0− x
i
ρ
vi
)
= t
2ρ
(
(v0)2+ v2r + r 2σAB v A vB +m2−2
xi
t
vi v
0
)
.
The lemma now follows from
(v0)2+ v2r −2
xi
t
vi v
0 ≥
(
1− r
t
)(
(v0)2+ v2r
)
,
assuming t ≥ r .
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Remark 2.12. • Since (v0)2 ≥ v2r , we will use (31) in the form
χm( f )≥ t
2ρ
∫
v∈Rn
f
[(
1− r
t
)
(v0)2+ r 2σAB v A vB +m2
]
dµm .
• We also remark that
χm(| f |)≥ m
2
2
∫
v
| f |d v
v0
= m
2
2
ρm
( | f |
(v0)2
)
,
since t2ρ ≥ 12 , and, furthermore,
χm(| f |)≥ t − r
2ρ
ρm(| f |)= ρ
2(t + r )ρm(| f |).
• Finally, independently of Lemma 2.11, since by the Cauchy-Schwarz inequality for Lorentzian
metrics, as the vectors νρ , and v are both timelike future directed,∣∣∣∣ t v0−xi viρ
∣∣∣∣= |〈v,νρ〉| ≥ |v ||νρ | =m, where |v | = |g (v, v)| 12 ,
we get immediately ∫
v
| f |d v ≤
∫
v
1
m
∣∣∣∣ t v0−xi viρ
∣∣∣∣ | f |d v = 1mχm(| f |).
2.12 Commutation vector fields and energy densities
Vector fields and the operator of averaging in v essentially commute in the following sense.
Lemma 2.13. Let f be a regular distribution function for the massless case. Then,
• for any translation ∂xα , we have
∂xα
[
ρ0( f )
]= ρ0 (∂xα ( f ))= ρ0 (∂̂xα ( f )) .
• for any rotationΩi j , 1≤ i , j ,≤ n, we have
Ωi j
[
ρ0( f )
]= ρ0 (Ω̂i j ( f )) ,
where Ω̂i j is the complete lift of the vector fieldΩi j .
• for any Lorentz boostΩ0i , 1≤ i ≤ n, we have
Ω0i
[
ρ0( f )
]= ρ0 (Ω̂0i ( f ))+2ρ0 ( v i|v | f
)
.
• for the scaling vector field S, we have
S
[
ρ0( f )
]= ρ0 (Ŝ( f ))+ (n+1)ρ0( f ).
• finally, all the above equalities hold (almost everywhere) with f replaced by | f |, for instance
S
[
ρ0(| f |)
]= ρ0 (Ŝ(| f |))+ (n+1)ρ0(| f |).
19
Proof. Let us consider, for instance, a Lorentz boostΩ0i = t∂xi +xi∂t , then
Ω0i
[
ρ0( f )
] = ∫
v
(
t∂xi +xi∂t
)
( f )|v |d v. (32)
On the other hand, note that∫
v
(
t∂xi +xi∂t
)
( f )|v |d v =
∫
v
(
t∂xi +xi∂t +|v |∂v i
)
( f )|v |d v −
∫
v
|v |2∂v i ( f )d v
=
∫
v
Ω̂0i ( f )|v |d v +2
∫
v
v i
|v | ( f )|v |d v
= ρ0
(
Ω̂0i ( f )
)+2ρ0 ( v i|v | f
)
,
using an integration by parts in v i . The other cases can all be treated similarly, the translations being
trivial since ∂̂xα = ∂xα . That f can be replaced by | f | follows from the standard property of differentia-
tion of the absolute value16.
In the massive case, we have the following lemma, whose proof is left to the reader since it is very
similar to the above.
Lemma 2.14. Let f be a regular distribution function for the massive case. Then,
• for any translation ∂xα , we have
∂xα
[
ρm( f )
]= ρm (∂xα ( f ))= ρm (∂̂xα ( f )) .
• for any rotationΩi j , 1≤ i , j ,≤ n, we have
Ωi j
[
ρm( f )
]= ρm (Ω̂i j ( f )) ,
where Ω̂i j is the complete lift of the vector fieldΩi j .
• for any Lorentz boostΩ0i , 1≤ i ≤ n, we have
Ω0i
[
ρm( f )
]= ρ0 (Ω̂0i ( f ))+2ρm ( v i
v0
f
)
.
• finally, all the above equalities holds with f replaced by | f |.
Remark 2.15. Although we do not have for all commutation vector fields Zρ = ρẐ , we do have that
|Zρ(| f |)| . ρ (|Ẑ ( f )|)+ρ(| f |) and this is all we shall need from the above. Note also that if we were
looking at other moments, then similar formulae would hold with different coefficients. For instance,
we haveΩ0i
∫
v f dµm =
∫
v Ω̂0i f dµm for sufficiently regular f .
Remark 2.16. In the massless case, we included the scaling vector field, but recall that T0 actually com-
mutes with S (in the sense that [T0,S] = T0) so that we will not really need to replace S by Ŝ. Note also
that S also enjoys good commutation properties with Tm and that Sρm = ρmS.
16Recall that f ∈W 1,1 implies that | f | ∈W 1,1 with ∂| f | = f| f |∂ f almost everywhere. See for instance [LL97], Chap 6.17.
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2.13 (Approximate) conservation laws for Vlasov fields
The following lemma is easily verified17
Lemma 2.17. [Massless case] Let h be a regular distribution function for the massless case in the sense
of Section 2.5. Let f be a regular solution to T0( f )= v0h, with v0 = |v |, defined on [0,T ]×Rnx ×
(
Rnv \ {0}
)
for some T > 0. Then, for all t ∈ [0,T ],∫
Σt
ρ0( f )(t , x)d x
(
≡
∫
x∈Rn
∫
v∈Rn \{0}
|v | f (t , x, v)d xd v
)
=
∫
Σ0
ρ0( f )(0, x)d x+
∫ t
0
∫
Σs
ρ0(h)(s, x)d xd s,
(33)
and ∫
Σt
ρ0(| f |)(t , x)d x ≤
∫
Σ0
ρ0(| f |)(0, x)d x+
∫ t
0
∫
Σs
ρ0(|h|)(s, x)d xd s. (34)
Proof. The proof of (33) follows from an easy integration by parts (or an application of Stoke’s theorem)
and (26). A standard regularization argument of the absolute value allows to derive (34) in a similar
manner.
A similar identity holds for the massive case, but we shall need the following variant where we replace
the Σt foliation by the Hρ one.
Lemma 2.18 (Massive case). Let h be a regular distribution function for the massive case in the sense
of Section 2.5. Let f be a regular solution to Tm( f ) = v0h, with v0 =
√
m2+|v |2, m > 0, defined on⋃
ρ∈[1,P ] Hρ ×Rnv for some P > 1. Then, for all ρ ∈ [1,P ],∫
Hρ
χm( f )(ρ,r,ω)dµHρ =
∫
H1
χm( f )(1,r,ω)dµH1 +
∫ ρ
1
∫
Hρ
ρm(h)(s,r,ω)dµHs d s, (35)
and ∫
Hρ
χm(| f |)(ρ,r,ω)dµHρ ≤
∫
H1
χm(| f |)(1,r,ω)dµH1 +
∫ ρ
1
∫
Hρ
ρm(|h|)(s,r,ω)dµHs d s, (36)
Proof. Again, the proof of (35) just follows from (27) and an integration by parts, while that of (36)
follows similarly after a standard regularization argument.
3 The vector field method for Vlasov fields
3.1 The norms
We define in the following norms of distribution functions obtained from the standard conservation
laws for the transport equations and the commutation vector fields introduced in the previous section.
Definition 3.1. • Let f be a regular distribution function for the massless case in the sense of Sec-
tion 2.5 defined on [0,T ]×Rnx ×
(
Rnv \ {0}
)
. For k ∈N, we define, for all t ∈ [0,T ],
‖ f ‖K,k (t )≡
∑
|α|≤k
∑
Ẑα∈K̂|α|
∫
Σt
ρ0(|Ẑα f |)(t , x)d x. (37)
• Similarly, let f be a regular distribution function for the massive case in the sense of Section 2.5
defined on
⋃
1≤ρ≤P
Hρ ×Rnv . For k ∈N, we define, for all ρ ∈ [0,P ],
‖ f ‖P,k (ρ)≡
∑
|α|≤k
∑
Ẑα∈P̂|α|
∫
Hρ
χm(|Ẑα f |)dµHρ . (38)
17Recall that if f is a regular solution to T( f )= v0h, then | f | is a solution, in the sense of distributions, of T(| f |)= f| f | v0h.
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3.2 Klainerman-Sobolev inequalities and decay estimates: massless case
We are now ready to prove to following variant of the Klainerman-Sobolev inequalities18,19.
Theorem 6 (Klainerman-Sobolev inequalities for velocity averages of massless distribution functions).
Let f be a regular distribution function for the massless case defined on [0,T ]×Rnx ×
(
Rnv \ {0}
)
for some
T > 0. Then, for all (t , x) ∈ [0,T ]×Rnx ,
ρ0(| f |)(t , x). 1
(1+|t −|x| |)(1+|t +|x| |)n−1 ‖ f ‖K,n(t ). (39)
Proof. Let (t , x) ∈ [0,T ]×Rnx and assume first that |x| ∉ [t/2,3/2t ] and t +|x| ≥ 1. Let ψ be defined as
ψ : y → ρ0
(| f |(t , x+ (t +|x|)y)) ,
where y = (y1, y2, .., yn). Note that
∂yiψ(y)= ∂y i
[
ρ0
(| f |(t , x+ (t +|x|)y)]= (t +|x|)∂xi (ρ0 [| f |]) (t , x+ (t +|x|)y).
Assume now that |y | ≤ 1/4. Using the fact that we are away from the light-cone and the condition on
|y |, it follows that
1/C ≤ |t +|x|||t −|x+ (t +|x|)y | ≤C ,
for some C > 0. It then follows from the vector field identities of Lemma 2.9 that
|∂y i ρ0(| f |(t , x+ (t +|x|)y)|.
∑
Z∈K
∣∣Z (ρ0 [| f |])∣∣ (t , x+ (t +|x|)y).
From Lemma 2.13, we then obtain that∣∣∣∂y i ρ0 [| f |(t , x+ (t +|x|)y)]∣∣∣ . ∑
|α|≤1,Ẑα∈K̂|α|
∣∣ρ0 [Ẑ (| f |)]∣∣ (t , x+ (t +|x|)y)+ρ0(| f |)(t , x+ (t +|x|)y),
.
∑
|α|≤1,Ẑα∈K̂|α|
∣∣ρ0 [Ẑα(| f |)]∣∣ (t , x+ (t +|x|)y),
.
∑
|α|≤1,Ẑα∈K̂|α|
ρ0
[∣∣Ẑα(| f |)∣∣] (t , x+ (t +|x|)y),
.
∑
|α|≤1,Ẑα∈K̂|α|
ρ0
[∣∣Ẑα( f )∣∣] (t , x+ (t +|x|)y),
where we have used in the last line that for any vector field Ẑ ,
∣∣Ẑ (| f |)∣∣ = ∣∣Ẑ ( f )∣∣ (almost everywhere
and provided f is sufficiently regular), which essentially follows from the fact that ∂| f | = f| f |∂ f almost
everywhere if f ∈W 1,1. Let now δ = 116n , so that if |yi | ≤ δ1/2 for all 1 ≤ i ≤ n, we then have |y | ≤ 1/4.
Applying now a 1 dimensional Sobolev inequality in the variable y1, we have
|ψ(0)| = ρ0
[| f |] (t , x) . ∫
|y1|≤δ1/2
(∣∣∂y1ψ(y1,0, ..,0)∣∣+ ∣∣ψ(y1,0, ..,0)∣∣)d y1,
.
∫
|y1|≤δ1/2
( ∑
|α|≤1,Ẑα∈K̂|α|
ρ0
[∣∣Ẑα( f )∣∣](t , x+ (t +|x|)(y1,0, ..,0))
)
d y1.
18Note that (in more than 1 spatial dimension) we cannot apply directly the standard Klainerman-Sobolev inequalities, in
fact not even the usual Sobolev inequalities, to quantities such as ρ(| f |) because of the lack of regularity of the absolute value.
The aim of this section is therefore to explain how to circumvent this technical issue.
19For a very clear introduction to Klainerman-Sobolev inequalities in the classical case of the wave equation, the interested
reader may consult [Wan]. Some of the arguments below have been adapted from those notes.
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We can now apply a 1 dimensional Sobolev inequality in the variable y2 and repeat the previous argu-
ment, with |Zα( f )| replacing | f |, to obtain
|ψ(0)|.
∫
|y1|≤δ1/2
∫
|y2|≤δ1/2
( ∑
|α|≤2,Ẑα∈K̂|α|
ρ0
[∣∣Ẑα( f )∣∣](t , x+ (t +|x|)(y1, y2, ..,0))
)
d y1d y2.
Repeating the argument up to exhaustion of all variables, we obtain that
ρ0
[| f |] (t , x)
.
∫
|y1|≤δ1/2
∫
|y2|≤δ1/2
..
∫
|yn |≤δ1/2
( ∑
|α|≤n,Ẑα∈K̂|α|
ρ0
[∣∣Ẑα( f )∣∣](t , x+ (t +|x|)(y1, y2, .., yn))
)
d y1d y2..d yn .
Applying the change of variable z = (t +|x|)y gives us a (t +|x|)n factor which completes the proof of
the inequality in this particular case. The case where (t +|x|)≤ 1 follows from simpler considerations
and is therefore left to the reader.
Let us thus turn to the case where x ∈ [t/2,3/2t ] and (t +|x|)≥ 1 . Note that it then follows that t > 2/5
and |x| > 1/3. Let us introduce spherical coordinates (r,ω) ∈ [0,+∞)×Sn−1, such that x = rω and
denote by q the optical function q ≡ r − t . Let v(t , q,ω)≡ ρ0( f )(t , (t +q)ω).
Note that ∂q v = ∂rρ0, q∂q v = (r − t )∂r and that there exist constants Ci j such that
∂ωv = ∂ω
(
ρ0( f )(t , (q + t )ω)
)=∑
i< j
Ci jΩi jρ0( f ),
where theΩi j are the rotation vector fields.
Let q0 = |x|− t . We need to prove that
t n−1(1+|q0|)|v(t , q0,ω)|. ‖ f ‖K,n(t ).
Using a one dimensional Sobolev inequality, we have for any ω ∈Sn−1.
|v(t , q0,ω)|.
∫
|q |<t/4
∑
|α|≤1
∣∣∣(∂αq v) (t , q +q0,η)∣∣∣d q.
Note now that (
∂q v
)
(t , q +q0,ω)=
(
∂rρ0( f )
)
(t , q +q0,ω)= ρ0(∂r (| f |))
and thus
|∂q v(t , q +q0,ω)| . ρ0(|∂r f |)(t , q +q0,ω),
where we have used again the properties of the derivatives of the absolute value. Let now (ω1,ω2, ..,ωn−1)
be a local coordinate patch in a neighbourhood of the point ω ∈Sn−1. Using again a 1−d inequality,
we have ∣∣ρ0(|∂αr f |)(t , q +q0,ω)∣∣ . ∫
ω1
∣∣∂ω1ρ0(|∂αr f |)(t , q +q0,ω+ (ω1,0, ..,0))∣∣dω1
+
∫
ω1
∣∣ρ0(|∂αr f |)(t , q +q0,ω+ (ω1,0, ..,0))∣∣dω1.
Since ∂ω1 can be rewritten in terms of the rotation vector fields, it follows from Lemma 2.13 that∣∣∂ω1ρ0(|∂αr f |)∣∣. ∑
|β|≤1
ρ0
(∣∣∣Ẑβ∂αr f ∣∣∣) .
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Repeating until exhaustion of the number of variables on Sn−1 and using that ∂r = xk|x|∂xk and the
commutation properties between Ẑα and ∂r , we obtain that
|ρ0(| f |)(t , q +q0,ω)|.
∫
|q |≤t/4
∫
η∈Sn−1
∑
|α|≤n
ρ0
(∣∣Ẑα( f )∣∣) (t , q +q0,η)d qdσSn−1 .
Now since in the domain of integration, r = t +q +q0 = q +|x| ∼ t , we have
t n−1|ρ0(| f |)(t , q +q0,ω)| .
∑
|α|≤n
∫
|q |≤t/4
∫
η∈Sn−1
ρ0
(∣∣Ẑα( f )∣∣) (t , q +q0,η)r n−1d qdσSn−1 ,
.
∑
|α|≤n
∫
t/4≤r≤7t/4
∫
η∈Sn−1
ρ0
(∣∣Ẑα( f )∣∣) (t ,r,η)r n−1dr dσSn−1
.
∑
|α|≤n
∫
t/4≤|y |≤7t/4
ρ0
(∣∣Ẑα( f )∣∣) (t , y)d y,
which concludes the proof when |q0| ≤ 1.
Assume now that |q0| > 1. Let χ ∈ C∞0 (−1/2,1/2) be a smooth cut-off function such that χ(0) = 1
and define Vq0 (t , q,ω) ≡ χ((q − q0)/q0)v(t , q,ω). To get the extra factor of |q0|, we apply the method
used above replacing the function v by the function (s,η) → Vq0 (t , q0 + q0s,η) and applying first a
1−d Sobolev inequality in s on |s| < 1/2. The extra power of q0 appearing are then absorbed since
|q0+q0s| ∼ |q0| in the region of integration and since (r−t )∂r can be expressed as a linear combination
of commutation vector fields from Lemma 2.9 (with coefficients homogeneous of degree 0). The rest
of the proof is similar to the one just given when |q0| ≤ 1 and therefore omitted.
Since the norm on the right-hand side is conserved for solutions of the homogeneous massless trans-
port equations, we obtain in particular,
Theorem 7 (Decay estimates for velocity averages of massless distribution functions). Let f be a reg-
ular distribution function for the massless case, a solution to T0( f )= 0 on Rt ×Rnx ×
(
Rnv \ {0}
)
. Then, for
all (t , x) ∈Rt ×Rnx ,
ρ0(| f |)(t , x). 1
(1+|t −|x| |)(1+|t +|x| |)n−1 ‖ f ‖K,n(0). (40)
Finally, as for the wave equation, we have improved decay for derivatives of the solutions. More pre-
cisely, denote ∂= ∂t ,∂xi any translation, and ∂¯ a derivative tangential to the cone t = |x| such as ∂t+∂r
or the projection on the angular derivatives of ∂xi , ∂¯xi = ∂xi − x
i
r ∂r . Then, we have the following propo-
sition.
Proposition 3.2 (Improved decay for derivatives of velocity averages of massless distribution func-
tions). Let f be a regular distribution function for the massless case solution to T0( f )= 0 on Rt ×Rnx ×(
Rnv \ {0}
)
. Then, for all multi-indices l ,k and for all (t , x) ∈Rt ×Rnx ,
|∂l ∂¯kρ0( f )(t , x)|. 1
(1+|t −|x| |)1+|l |(1+|t +|x| |)n−1+|k| ‖ f ‖K,n+k+l (0). (41)
Proof. This proof is similar to that of the improved decay estimates for the wave equation, and there-
fore omitted.
Remark 3.3. Note that the improved decay estimates (41) only apply to velocity averages of f , because
of the lack of regularity of velocity averages of | f |.
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Finally, let us mention that we can obtain decay for other moments of the solutions, provided the
corresponding moments for f and the Ẑα( f ) are finite initially. For instance, in Theorem 1, the decay
estimate was written for the density of particles, while in Theorem 7, we considered the energy density.
One can move freely from one to the other, by considering f |v |q instead of f (provided the initial data
can support it of course).
3.3 Klainerman-Sobolev inequalities and decay estimates: massive case
In the massive case m > 0, we will prove
Theorem 8 (Klainerman-Sobolev inequalities for velocity averages of massive distribution functions).
Let f be a regular distribution function for the massive case defined on
⋃
1≤ρ<P
Hρ ×Rnv for some P ∈
[1,+∞]. Then, for all (t , x) ∈ ⋃
1≤ρ<P
Hρ ,
∫
v∈Rn
| f |(t , x, v) d v
v0
. 1
(1+ t )n ‖ f ‖P,n(ρ(t , x)), (42)
where ρ(t , x)= (t 2−|x|2)1/2 and the norm ‖ f ‖P,n is defined as in Section 3.1.
Proof. Recall from Remark 2.12, that
χm(| f |)(t , x)≥m2 t
2ρ
∫
v
f dµm =m2 t
2ρ
∫
v∈Rn
| f |(t , x, v) d v
v0
(43)
and thus, note that ∫
Hρ
χm(| f |)(t , x)dµHρ ≥
∫
Hρ
m2
t
2ρ
∫
v∈Rn
| f |(t , x, v) d v
v0
dµHρ . (44)
Let (t , x) be fixed in
⋃
1≤ρ≤P Hρ and define the functionψ in the (yα) system of coordinates (see end of
Section 2.3) as follows
ψ(y0, y j )≡
∫
v∈Rn
| f |(y0, x j + t y j )dµm .
Similarly to the proof of the massless case, we apply first a one 1−d Sobolev inequality in the variable
y1 ∫
v∈Rn
| f |(y0, x j )dµm = |ψ(y0,0)|.
∫
|y1|≤1/(8n)1/2
[∣∣∣∂y1ψ∣∣∣ (y0, y1,0, ..,0)+|ψ|(y0, y1,0, ..,0)]d y1.
Now ∂y1ψ= tt (y0,x1+t y1,x2,..,xn )Ω01, where the t in the numerator is that of the point (t , x) while t (y0, x j+
t y j ) ≡ ((y0)2+ (x j + t y j )2)1/2 is the time of the point defined in the yα coordinates by (y0, x j + t y j ).
Now if |x| ≤ t/2, then it follows from the conditions |y1| ≤ 1
(8n1/2)
≤ 18 that (y0)2 ≥ 3/4t 2 and thus that
| t
t (y0,x1+t y1,x2,..,xn ) | ≤ C for some uniform C > 0. On the other hand if |x| ≥ t/2, then it follows from
the conditions |y1| ≤ 1
(8n1/2)
≤ 18 that |x j + t y j | ≥ 3/8t , where y j = (y1,0, ..,0). Thus, we have for |y1| ≤
1/(8n1/2) ∣∣∣∂y1ψ∣∣∣ (y0, y1,0, ..,0). ∣∣∣∣∫
v
Ω01| f |(y0, x1+ t y1, x2, .., xn , v)dµm
∣∣∣∣ .
The remainder of the proof is then similar to the massless case. We have∣∣∣∣∫
v
Ω01(| f |)(y0, x1+ t y1, x2, .., xn , v)dµm
∣∣∣∣. ∑
|α|≤1
∫
v
|Ẑα f |(y0, x1+ t y1, x2, .., xn , v)dµm .
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Inserting in the Sobolev inequality and repeating up to exhaustion of all the variables (the fact that for
all j , |y j | ≤ 1
(8n1/2)
, guarantees that |y | = (∑nj=1 |y j |2)1/2 ≤ 1/8 so that we still have tt (y0,x j+t y j ) ∼ 1), we
obtain ∫
v
| f |(y0, x1, x2, .., xn , v)dµm .
∑
|α|≤n
∫
|y |≤1/8
∫
v
|Ẑα f |(y0, x j + t y j , v)dµmd y.
Recall that the volume form on each of the Hρ is given in spherical coordinates by
ρ
t r
n−1dr dσ, or in
yα coordinates by y
0
t d y . Thus, we have∫
v
| f |(y0, x1, x2, .., xn , v)dµm .
∑
|α|≤n
∫
|y |≤1/8
∫
v
|Ẑα f |(y0, x j + t y j , v)dµm t (y
0, x j + t y j )
y0
dµHρ ,
. t (y
0, x j )
y0
∑
|α|≤n
∫
|y |≤1/8
∫
v
|Ẑα f |(y0, x j + t y j , v)dµmdµHρ ,
where we have used again that t (y0, x j + t y j ) ∼ t (y0, x j ) in the region of integration. Applying the
change of coordinates z j = t y j and noticing that the quantities on the right-hand side are controlled
by the estimate (44) applied to Ẑα( f ) completes the proof.
Since the norm on the right-hand side of (42) is conserved if f is a solution to the massive transport
equation, we obtain, as a corollary, the following pointwise decay estimate.
Theorem 9 (Pointwise decay estimates for velocity averages of massive distribution functions). Let f
be a regular distribution function for the massive case satisfying the massive transport equation Tm( f )=
0 on
⋃
1≤ρ<+∞
Hρ ×Rnv . Then, for all (t , x) ∈
⋃
1≤ρ<+∞ Hρ ,
∫
v∈Rn
| f |(t , x, v) d v
v0
. 1
(1+ t )n ‖ f ‖P,n(ρ = 1).
Finally, let us mention the following improved decay for derivatives.
Proposition 3.4 (Improved decay estimates for derivatives of velocity averages of massive distribution
functions). Let f be a regular distribution function for the massive case satisfying the massive transport
equation Tm( f ) = 0 on
⋃
1≤ρ<+∞
Hρ ×Rnv . Then, for all i ∈ N, for all multi-indices l and for all (t , x) ∈⋃
1≤ρ<+∞ Hρ , ∣∣∣∣νiρ∂ly ∫
v∈Rn
f (t , x, v)
d v
v0
∣∣∣∣. 1(1+ t )n+|l |ρi ‖ f ‖P,n+i+l (ρ = 1),
where νρ = x
α∂xα
ρ is the future unit normal to Hρ and ∂
l
y is a combination of |l | vector fields among the
∂yk , 1≤ k ≤ n, which are tangent to the Hρ .
Proof. We have νρ = Sρ with S the scaling vector field. On the other hand, recall that S essentially
commutes with the massive transport operator, so that in particular Tm(S( f ))= 0 if Tm( f )= 0. Thus,∫
v S( f )
d v
v0
= S
(∫
v f
d v
v0
)
satisfies the same decay estimates as
∫
v f
d v
v0
, which shows the improved decay
for νρ(
∫
v f
d v
v0
). The higher order derivatives follow similarly. Indeed, using that S(ρ)= ρ, we have for
instance S2( f ) = ρ2ν2ρ( f )+S( f ). Applying the decay estimates for the velocity averages of S2( f ) and
S( f ) gives the correct improved decay for velocity averages of ν2ρ( f ). Higher normal derivatives can be
treated similarly. Finally, the improved decay for tangential derivatives of velocity averages is an easy
consequence of the fact that ∂yk = 1t Ω0k .
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4 Applications to the Vlasov-Nordström system
4.1 Generalities on the Vlasov-Nordström system
In 1913, Nordström introduced a gravitation theory based on the replacement of the Poisson equation
by a scalar wave equation. The Vlasov-Nordström system describes the coupling of this gravitational
theory with collisionless matter20.
It can be roughly obtained from the Einstein-Vlasov equations within the class of metrics conformal
to the Minkowski metric by neglecting some of the non-linear self-interactions of the conformal fac-
tor. In dimension n = 3, global existence for sufficiently regular massive distribution functions, with
compact support in (x, v) has been proven in [Cal06].
Following [Cal03], it is possible to make a derivation of this system for arbitrary mass, as well as arbi-
trary dimension. Consider the metric
g = e2φη
conformal to the Minkowski metric η, where φ is a function on Rn+1. For this system, the mass shell is
defined by the equation
e2φηαβv
αvβ =−m2, which provides v0 =
√
m2e−2φ+ηi j v i v j .
We can introduce the coordinates
vˆ i = eφv i ,
which consistently also provides
vˆ0 =
√
m2+ηi j v i v j = eφv0.
Considering distributions of particles which are conserved along the geodesic flow of g , we can define
the associated transport operator as
Tg ≡ vα
(
∂
∂xα
− vβΓiαβ
∂
∂v i
)
,
where Γi
αβ
are the Christoffel symbols of the metric g , which are given by
Γiαβ = δiα
∂φ
∂xβ
+δiβ
∂φ
∂xα
−ηαβ
∂φ
∂xi
,
so that
Tg = vα ∂
∂xα
−
(
2vα∇αφv i +m2e−2φ∇iφ
) ∂
∂v i
.
In the (t , x, vˆ) system of coordinates, we compute
Tg = e−φ
(
vˆα
∂
∂xα
−
(
vˆα∇αφvˆ i +m2∇iφ
) ∂
∂vˆ i
)
.
To couple the Vlasov field and the scalar function φ, we follow [Cal03] and require that21
äφ = m2e(n+1)φ
∫
v
f
d v
v0
. (45)
20See [Cal03] for an introduction to the system.
21It should not be surprising that the right-hand side of this equation vanishes for massless distribution functions, as, up to
an overall factor, it corresponds to the trace of the energy-momentum tensor, the latter being of course proportional to m for
Vlasov fields.
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Depending on the value of the mass m, we are thus faced with the following two systems.
The massless Vlasov-Nordström system
äφ = 0, (46)
vˆα
∂ f
∂xα
− vˆα∇αφvˆ i ∂ f
∂vˆ i
= 0. (47)
In this case, the equations decouple. We can of course solve the first equation and then think of the
second equation as a linear transport equation for f .
The massive Vlasov-Nordström system
In this case, we can perform yet another change of unknown by considering
f˜ (t , x, vˆ)≡ e(n+1)φ f (t , x, vˆ),
which has the advantage of removing the φ dependence in the right-hand side of equation (45).
We then obtain the usual expression of the (massive) Vlasov-Nordström system
äφ = m2
∫
vˆ
f˜
d vˆ
vˆ0
, (48)
vˆα
∂ f˜
∂xα
−
(
vˆα∇αφvˆ i +m2∇iφ
) ∂ f˜
∂vˆ i
= (n+1) f˜ vˆα ∂φ
∂xα
. (49)
From now on, we will drop the ˆ and ˜ on all the variables to ease the notations.
4.2 The massless Vlasov-Nordström system
We consider in this section, the system (46)-(47). We will denote by Tφ the transport operator defined
by
Tφ ≡ vα ∂
∂xα
− vα∇αφ · v i ∂
∂v i
,
i.e.
Tφ =T0−T0(φ) · v i∂v i .
The massless Vlasov-Nordström system can then be rewritten as
äφ = 0, (50)
Tφ( f ) = 0, (51)
which we complement by the initial conditions
φ(t = 0)=φ0, ∂tφ(t = 0)=φ1, (52)
f (t = 0)= f0, (53)
where (φ0,φ1) are sufficiently regular functions defined on Rnx and f0 is a sufficiently regular function
defined on Rnx ×
(
Rnv \ {0}
)
.
By sufficiently regular, we mean that all the computations below make sense. We will eventually re-
quire that EN [φ0,φ1] < +∞ where EN is the energy norm defined by (57) and similarly, we will also
require below that || f0||K,N <+∞ (with some additional weights in the case of dimension 3). Provided
N is large enough (depending only on n), these two regularity requirements are then enough so that
all the computations below are justified. In the remaining, we will therefore omit any further mention
of regularity issues.
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4.2.1 Commutation formula for Tφ
Recall the algebra of commutation fields K̂0 = K̂∪{S}, where S is the usual scaling vector field, defined
in (17). Similar to Lemma 2.3, we have
Lemma 4.1. For any Ẑ ∈ K̂0,
[Tφ, Ẑ ] = cZ T0+
[−cZ T0(φ)+T0(Z (φ))]v i∂v i ,
= cZ Tφ+T0(Z (φ))v i∂v i ,
where cZ = 0 if Ẑ ∈ K̂ and cZ = 1 if Ẑ = S, and where Z is the non-lifted field corresponding to Ẑ if Ẑ ∈ K̂
and Z = S if Ẑ = S.
Proof. Note first that for all Ẑ ∈ K̂0, we have [Ẑ , v i∂v i ]= 0. We then compute[
Tφ, Ẑ
] = [T0, Ẑ ]−[T0(φ)v i∂v i , Ẑ]
= [T0, Ẑ ]+ Ẑ
(
T0(φ)
)
v i∂v i +T0(φ)
[
Ẑ , v i∂v i
]
= [T0, Ẑ ]+ ([Ẑ ,T0]φ+T0(Ẑφ))v i∂v i .
To conclude the proof of the lemma, replace all the instances of
[
T0, Ẑ
]
by cZ T0 according to Lemma
2.3.
Iterating the above, one obtains
Lemma 4.2. Let f be a solution to (51). For any multi-index α, we have the commutator estimate∣∣[Tφ, Ẑα] f ∣∣≤C ∑
|β|≤|α|,|γ|≤|α|,
|β|+|γ|≤|α|+1
|T0(Zγφ)| · |Ẑβ f |, (54)
where the Zγ ∈K|γ|0 and the Ẑβ ∈ K̂
|β|
0 and C > 0 is some constant depending only on |α|.
4.2.2 Approximate conservation law
Similar to Lemma 2.17, we have
Lemma 4.3. Let h be a regular distribution function for the massless case in the sense of Section 2.5. Let
g be a regular solution to Tφ(g ) = v0h, with v0 = |v |, defined on [0,T ]×Rnx ×
(
Rnv \ {0}
)
for some T > 0.
Then, for all t ∈ [0,T ],∫
Σt
ρ0(|g |)(t , x)d x
≤
∫
Σ0
ρ0(|g |)(0, x)d x+
∫ t
0
∫
Σs
ρ0(|h|)(s, x)d xd s+ (n+1)
∫ t
0
∫
Σs
∫
v∈Rnv \{0}
|T0(φ) f |d vd xd s.
(55)
Proof. As for the proof of Lemma 2.17, this follows, after regularization of the absolute value, from
integration by parts or an application of Stoke’s theorem. The term T0(φ)v i∂v i | f |, which appears in
the computation, gives rise after integration by parts in v to the last term in (55) since ∂v i
(
v i T0(φ)
)=
(n+1)T0(φ).
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4.2.3 Massless case in dimension n ≥ 4
In this section, we prove Theorem 3. The n = 3 case requires slightly more refined techniques (which of
course would work also for n ≥ 4) but the estimates in the n ≥ 4 case are slightly stronger and simpler,
we therefore provide an independent proof.
If φ is a solution to the wave equation, let us consider the energy at time t = 0
EN [φ](t = 0)≡
∑
|α|≤N ,|α|∈K|α|
∣∣∣∣Zα(∂φ)(t = 0)∣∣∣∣2L2(Rnx ) . (56)
Now if φ(t = 0)=φ0 and ∂tφ(t = 0)=φ1, for pairs of sufficiently regular functions (φ0,φ1) defined on
Rnx , then the above quantity can be computed purely in terms of φ0, φ1, so we define
22
EN [φ0,φ1]≡ EN [φ](t = 0). (57)
Similarly, if f is a solution to (51) arising from initial data f0 at t = 0, then we define
EN [ f ](t = 0)≡ || f ||K,N (t = 0)
(
= ∑
|α|≤N ,Ẑα∈K̂α
∣∣∣∣ρ0 (Ẑα( f )(t = 0))∣∣∣∣L1(Rnx )
)
(58)
and we remark that this quantity can be computed purely in terms of f0 so we will set
EN [ f0]≡ EN [ f ](t = 0).
We will prove
Theorem 10. Let n ≥ 4 and let N ≥ 3n2 +1. Let (φ0,φ1, f0) be an initial data set for the massless Vlasov-
Nordström system such that EN [φ0,φ1]+EN [ f0] < +∞. Then, the unique solution ( f ,φ) to (50)-(51)
satisfying the initial conditions (52)-(53) verifies the estimates
1. Global bounds: for all t ≥ 0,
EN [ f ](t )≤ eCE
1/2
N [φ0,φ1]EN [ f0],
where C > 0 is a constant depending only on N ,n.
2. Pointwise estimates for velocity averages: for all (t , x) ∈ [0,+∞)×Rnx and all multi-indices α sat-
isfying |α| ≤N −n,
ρ0(|Ẑα f |)(t , x). e
CE 1/2N [φ0,φ1]EN [ f0]
(1+|t −|x| |)(1+|t +|x| |)n−1 .
Proof. Let N ,n,φ0,φ1, f0 be as in the statement of the theorem. From the conservation of energy and
the commutation properties of the Zα with the wave operator, we have, for all t ,
EN [φ](t )= EN [φ0,φ1]≡ EN .
Applying the standard decay estimates obtained via the vector field method toφ, we have for all multi-
indices α satisfying |α| ≤N − (n+2)/2 and for all (t , x) ∈Rt ×Rnx
|∂Zαφ(t , x)|2. EN [φ](t )
(1+|t −|x| |)(1+|t +|x| |)n−1 . (59)
22The alternative to the approach we use here is to assume that (φ0,φ1) are regular initial data with decay fast enough in x,
for instance by assuming compact support, so that the resulting EN [φ(t = 0)] is finite. What we want to emphasize here is that
the quantity EN [φ(t = 0)] can in fact be computed purely in terms of the initial data (using the equation to rewrite second and
higher time derivatives of φ in terms of spatial derivatives), and that this is all that is needed in terms of decay in x.
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Note that it follows from a standard existence theory for regular data that for all t , EN [ f (t )]<+∞.
Applying the Klainerman-Sobolev inequality (39), we obtain, for all multi-indices α satisfying |α| ≤
N −n and for all (t , x) ∈Rt ×Rnx ,
|ρ0(Ẑα( f ))(t , x)|. EN [ f ](t )
(1+|t −|x| |)(1+|t +|x| |)n−1 .
From Lemma 4.3 and the commutator estimate (54), we have for all t ≥ 0 and all multi-indices α,∫
Σt
ρ0(|Ẑα f |)(t , x)d x ≤
∫
Σ0
ρ0(|Ẑα f |)(0, x)d x+
∫ t
0
∫
Σs
ρ0(|hα|)(s, x)d xd s, (60)
where23
|hα| . 1
v0
∑
|β|≤|α|,|γ|≤|α|,
|β|+|γ|≤|α|+1
|T0(Zγφ)| · |Ẑβ f |
.
∑
|β|≤|α|,|γ|≤|α|,
|β|+|γ|≤|α|+1
|∂(Zγφ)| · |Ẑβ f |,
so that
ρ0(|hα|).
∑
|β|≤|α|,|γ|≤|α|,
|β|+|γ|≤|α|+1
|∂(Zγφ)|ρ0
(
|Ẑβ f |
)
,
since φ is independent of v . Integrating over x, we obtain, for all s ∈ [0, t ],∫
Σs
ρ0(|hα|)(s, x)d x .
∑
|β|≤|α|,|γ|≤|α|,
|β|+|γ|≤|α|+1
∫
Σs
|∂(Zγφ)|ρ0
(
|Ẑβ f |
)
(s, x)d x.
We now estimate each term in the above sum depending on the values of |γ| and |β|.
If |β| ≤N −n, we then apply the pointwise estimates on ρ0(Ẑβ( f )) to obtain∫
Σs
|∂(Zγφ)|ρ0
(
|Ẑβ f |
)
(s, x)d x .
∫
Σs
|∂(Zγφ)| EN [ f ](s)
(1+|s−|x| |)(1+|s+|x| |)n−1 d x.
Applying the Cauchy-Schwarz inequality and using that24∣∣∣∣∣∣∣∣ 1(1+|s−|x| |)(1+|s+|x| |)n−1
∣∣∣∣∣∣∣∣
L2x
. 1
(1+ s)(n−1)/2 , (61)
we obtain ∫
Σs
|∂(Zγφ)|ρ0
(
|Ẑβ f |
)
(s, x)d x . E 1/2N [φ](s)
EN [ f ](s)
(1+ s)(n−1)/2 . (62)
If now |β| >N−n, then |γ| ≤ |α|+1−|β| ≤N−(n+2)/2 and thus, we also have (62), using this time the
pointwise estimates on ∂(Zγφ) given by (59). Applying Grönwall’s inequality finishes the proof of the
theorem.
23Note that the last term in the right-hand side of Lemma 4.3 is similar to the error terms arising from the commutator
estimate of Lemma 4.2 and is therefore accounted for in the hα error term in equation (60).
24For the convenience of the reader, we have added in Appendix B certain integral estimates which include (61).
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4.2.4 Massless case in dimension n = 3
We now turn to the case of the dimension 3, where the slower pointwise decay of solutions to the wave
equations leads to a slightly harder analysis. First, let us strengthen our norms for the Vlasov field.
For this, recall the algebra of weights k0 introduced in Section 2.8 and define a rescaled version κ0 by
κ0 ≡ (v0)−1k0 =
{ z
v0
/z ∈k0
}
,
where we recall that v0 = |v | in the massless case. If α is a multi-index, we will write
[
z
v0
]α ∈ κ|α|0 to
denote a product |α| elements of κ0 and
[ |z|
v0
]α
in case we take the product of the absolute values of
these elements.
Let us now define, for any regular distribution function f , the weighted norm
EN ,q [ f ] ≡
∑
|α|≤N ,
|β|≤q
∑
Ẑα∈K̂|α|
∫
Σt
ρ0
(
|Ẑα f |
[ |z|
v0
]β)
(x)d x (63)
= ∑|α|≤N ,
|β|≤q
∑
Ẑα∈K̂|α|
∫
Σt
∫
v∈Rn \{0}
(
|Ẑα f |(x, v)
[ |z|
v0
]β)
v0d vd x
 ,
where the weights z
v0
lie in κ0.
Theorem 11 (Asymptotic behaviour in dimension n = 3). Consider the dimension n = 3. Let N ≥ 7
and q ≥ 1. Let (φ0,φ1, f0) be an initial data set for the massless Vlasov-Nordström system such that
EN [φ0,φ1]+EN [ f0]N ,q <+∞. Then, the unique solution ( f ,φ) to (50)-(51) satisfying the initial condi-
tions (52)-(53) verifies the estimates
1. Global bounds with growth for the top order norms: for all t ∈Rt ,
EN ,q [ f ](t )≤ (1+ t )CE
1/2
N [φ0,φ1]EN ,q [ f0], (64)
where C > 0 is a constant depending only on N ,n and q.
2. Small data improvement for the low order norms: there exists an ε0 (depending only on n, N , q)
such that if EN [φ0,φ1]≤ ε0, then for all t ∈Rt ,
EN−(n+4)/2,q−1[ f ](t )≤ eCE
1/2
N [φ0,φ1]EN ,q [ f0]. (65)
3. Under the above smallness assumption, we also have the optimal pointwise estimates for velocity
averages: for all (t , x) ∈ Rt ×Rnx and all multi-indices α satisfying |α| ≤ N − (3n + 4)/2 and all
|β| ≤ q −1,
ρ0
(∣∣∣∣Ẑα( f )[ zv0
]β∣∣∣∣) (t , x). eCE
1/2
N [φ0,φ1]EN ,q [ f0]
(1+|t −|x| |)(1+|t +|x| |)n−1 .
Proof. First, let us note that for all z ∈k0, we have
v i∂v i
( z
v0
f
)
= z
v0
v i∂v i f ,
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from which it follows that for all regular distribution functions g ,
[
Tφ,
z
v0
]
g = 0. Thus, we can upgrade
Lemma 4.2 to ∣∣∣[Tφ,[ z
v0
]σ
Ẑα
]
f
∣∣∣≤C ∑
|β|≤|α|,|γ|≤|α|,
|β|+|γ|≤|α|+1
|T0(Zγφ)| ·
[ |z|
v0
]σ
|Ẑβ f |, (66)
where the Zγ ∈ K|γ|0 , the Ẑβ ∈ K̂
|β|
0 ,
[
z
v0
]σ ∈ κ|σ|0 and C > 0 is some constant depending only on |α|.
Applying arguments similar to those used in the n ≥ 4 case yield
EN ,q [ f ](t ) ≤ EN ,q [ f0]+C
∫ t
0
∑
|β|≤|α|,|γ|≤|α|,
|β|+|γ|≤|α|+1
∑
|σ|≤q
∫
Σs
|∂(Zγφ)|ρ0
([ |z|
v0
]σ
|Ẑβ f |
)
(s, x)d xd s
≤ EN ,q [ f0]+C
∫ t
0
E 1/2N
EN ,q [ f ](s)
(1+ s) d s. (67)
Applying Grönwall inequality, we obtain (64).
Now assume that EN ≤ ε0 with ε0 small enough so that,
EN ,q [ f ](t )≤ (1+ t )δEN ,q [ f0],
with δ=CE 1/2N < 1/2.
The key to the improved estimates is the following decomposition of the transport operator T0:
T0 = v0∂t + v i∂xi = v0
(
∂t + x
i
|x|∂xi
)
− v0 x
i
|x|∂xi + v
i∂xi
= v0
(
∂t + x
i
|x|∂xi
)
+ v
0xi
t |x| (|x|− t )∂xi +
v i t −xi v0
t
∂xi
= v0
(
∂t + x
i
|x|∂xi
)
︸ ︷︷ ︸
outgoing derivatives
−v
0
t
xi
|x|︸︷︷︸
bounded
(
−x jΩi j + tΩ0i −xi S
t + r
)
︸ ︷︷ ︸
≤C(|Ωi j |+|Ω0i |+|S|)
+v0 z
v0t
∂xi ,
where the weight z in the last term is v i t − xi v0 ∈ k0. Recall25 now the following improved decay
for outgoing derivatives of solutions to the wave equations: for all multi-indices α such that |α| ≤
N − (n+2)/2−1, ∣∣∣∣(∂t + xir ∂xi
)
Zα(φ)
∣∣∣∣. EN(1+ t )3/2 .
As a consequence, it follows that for all multi-indices |α| ≤N − (n+2)/2−1,
|T0(Zαφ)|. EN v0
(
1
(1+ t )3/2 +
∑
z∈k0
|z|
v0
1
t (1+ t )
)
.
Repeating the previous ingredients then gives (65). The pointwise estimates then follow from the
Klainerman-Sobolev inequality (42).
25This can be obtained from the usual Klainerman-Sobolev inequality and the formula for ∂s in (24) by integration along
the constant t = |x| null lines. See for instance [Wan] for details.
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4.3 The massive Vlasov-Nordström system
We now turn to the massive case, that is to say the system
äφ = m2
∫
v
f
d v
v0
=m2ρ1
(
f
(v0)2
)
Tm( f )−
(
Tm(φ)v
i +m2∇iφ
) ∂ f
∂v i
= (n+1)Tm(φ) f .
As in the massless case, we introduce the notation Tφ ≡Tm −
(
Tm(φ)v i +m2∇iφ
)
∂
∂v i
for the transport
operator that appears on the left-hand side of the last equation. With this notation, we will seek for
solutions of the massive Vlasov-Nordström system
äφ = m2
∫
v
f
d v
v0
(68)
Tφ( f ) = (n+1) f Tm(φ) (69)
completed by the initial conditions
φ|H1 =φ0, ∂tφ|H1 =φ1 (70)
f|H1×Rnv = f0. (71)
As for the massless case, the lower the dimension, the harder it is to close the estimates. We consider
here only the dimensions n ≥ 4. As already explained, to treat the case n = 3, we need a refinement of
our method, for instance, the use of modified vector fields in the spirit of [Smu15] and we postpone
this to future work. The proof that we shall give below will be enough to close the estimates for n = 4
with some ε growth in the norms, and without any growth if n > 4.
In the following, we will set the mass m = 1.
4.4 The norms
In the context of the massive Vlasov-Nordström system, we define the following energies, similar to
the energies defined in (56) and (58):
• for the field φ, satisfying a wave equation:
EN [φ](ρ)≡
∑
|α|≤N ,Zα∈P|α|
∫
Hρ
T [Zαφ](∂t ,νρ)dµHρ , (72)
where, for any scalar functionψwe denote by T [ψ]= dψ⊗dψ− 12η(∇ψ,∇ψ)η its energy-momentum
tensor.
• for the field f , satisfying a transport equation:
EN [ f ](ρ)≡
∑
|α|≤bN /2c,Zα∈P̂α
∣∣∣∣∣∣χ1 ((v0)2 |Ẑα( f )|)∣∣∣∣∣∣
L1(Hρ )
+ ∑
bN /2c+1≤|α|≤N ,Zα∈P̂α
∣∣∣∣χ1 (|Ẑα( f )|)∣∣∣∣L1(Hρ ) ,
where for any regular distribution function g , χ1(g ) is defined as in Section 2.11.
Remark 4.4. The weight on the lower order derivatives contained in the norm of f ensures that point-
wise estimates can be performed on terms of the form∫
v
∣∣v0 Ẑα f (t , x, v)∣∣d v . EN [ f ](ρ)
t n
,
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accordingly to Theorem 8, provided that |α| ≤ bN2 c−n. It should furthermore be noticed that the "un-
weighted" standard estimates coming from Theorem 8 are still true for |α| ≤N −n:∫
v
∣∣Ẑα f (t , x, v)∣∣ d v
v0
. EN [ f ](ρ)
t n
.
They will nonetheless not be used in the following.
4.4.1 The main result
Our main result for the massive Vlasov-Nordström system is contained in the following theorem.
Theorem 12. Let n ≥ 4 and N ≥ 3n+4. Let ( f0,φ0,φ1) be an initial data set for the system (68)-(71).
Then, there exists an ε0 > 0 such that, for all 0≤ ε< ε0, if
• EN [φ0,φ1]≤ ε, (Initial regularity of φ)
• EN+n[ f0]≤ ε, (Initial regularity of f )
then, the unique classical solution ( f ,φ) of (68)-(71) exists in the whole of the future unit hyperboloid
and verifies the estimates
1. Energy bounds for φ: for all ρ ≥ 1,
EN [φ](ρ)≤ 2ε.
2. Global bounds for f at order less than N : for all ρ ≥ 1,
EN [ f ](ρ)≤ ρCε
1/4
2ε,
where the constant C = 1, when n = 4, and 0 when n > 4.
3. Pointwise decay for ∂Zαφ: for all multi-indices |α| such that |α| ≤ N − n+22 and all (t , x) with
t ≥
√
1+|x|2, we have ∣∣∂Zαφ∣∣. ε
(1+ t )(n−1)/2(1+ (t −|x|)1/2 .
4. Pointwise decay for ρ
(∣∣∂Zα f ∣∣): for all multi-indicesα andβ such that |α| ≤N−n, |β| ≤ bN /2c−n
and all (t , x) with t ≥
√
1+|x|2, we have∫
v
∣∣Ẑα f ∣∣ d v
v0
. ε
(1+ t )n−ε1/4 and
∫
v
v0
∣∣∣Ẑβ f ∣∣∣d v . ε
(1+ t )n−ε1/4 ,
where the constant C = 1, when n = 4, and 0 when n > 4.
5. Finally, the following L2 estimates on f hold: for all multi-indices αwith bN /2c−n+1≤ |α| ≤N ,
and all (t , x) with t ≥
√
1+|x|2, we have∫
Hρ
t
ρ
(∫
v
|Ẑα f |d v
v0
)2
dµHρ . ε2ρCε
1/4+1−n ,
where the constant C = 1, when n = 4, and 0 when n > 4.
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4.5 Proof of Theorem 12
4.5.1 Structure of the proof and the bootstrap assumptions
From now on, we consider a solution ( f ,φ) to (68)-(71) arising from initial data satisfying the require-
ments of Theorem 12. Let P be the largest (hyperboloidal) time so that the following bootstrap as-
sumptions hold on [1,P ]: assume that there exist an ε small enough and δ ∈ [0,1/2), such that, for all
(ρ,r,ω) in [1,P ]×R3,
• Energy bounds for φ:
EN [φ](ρ)≤ 2ε; (73)
• Global bounds for f :
EN [ f ](ρ)≤ ρδ2ε. (74)
It follows from a continuity argument26 that P > 1 and the remainder of the proof will be devoted to
the improvement of each of the above inequalities, establishing the validity of Theorem 12. The proof
is organized as follows:
• We first prove the necessary commutation formulae with the transport operator Tφ in Section
4.5.2. The fundamental commutator is given in Lemma 4.11.
• A second step consists in rewriting the well-known standard Klainerman-Sobolev estimates for
scalar fields using the hyperboloidal foliation (Proposition 4.12), in Section 4.5.3. These decay
estimates for derivatives of scalar fields also provide estimates on the fields themselves after
integration along null lines (Lemma 4.14).
• In Section 4.5.5, the bootstrap assumption (73) is improved, assuming weighted L2x decay es-
timates for the higher order derivatives of the solution to the transport equation (see Lemma
4.18). The proof is based on energy estimates for which we need the source terms to have suffi-
cient decay. When only low derivatives are involved, our Klainerman-Sobolev inequalities for f
are sufficient to close the energy estimates forφ, so that the L2x decay estimates are only required
to handle the high derivatives case (see Lemma 4.18).
• In Section 4.5.6, the bootstrap assumption (74) is improved. The proof relies on the conserva-
tion law for the massive transport equation (Lemma 4.20). Unfortunately, some of the source
terms arising from the commutation relations are a priori not space-time integrable. To han-
dle this lack of decay, we use renormalized variables by incorporating part of the source term in
the original variables (Equation (98)). Here we use pointwise estimates for ∂Zαφ but also the
pointwise estimates on Zαφ provided by Lemma 4.14. The improvement of the bootstrap as-
sumption is obtained after returning back to the original variables, provided that the initial data
are small enough (Proposition 4.24).
• One finally proves in Section 4.5.7 the L2-estimates for the transport equation, which are re-
quired in Section 4.5.5 to improve the bootstrap assumption on the solution of the wave equa-
tion. To this end, the equations for the renormalized variables introduced in Section 4.5.6 (Equa-
tion 98) are rewritten as a system (Lemma 4.28) of inhomogeneous transport equations. Using
the fact that we have control on the initial data for N+n derivatives, it is possible to prove strong
pointwise estimates for the homogeneous part of the solution to this system carrying the initial
data (Lemma 4.29). The inhomogeneous part of the solution to this system (with no initial data)
26Note that the methods of this paper show in particular that the system is well-posed in the spaces corresponding to the
norms E 1/2N [φ] and EN [ f ] for N sufficiently large. See also [CR04] for another local existence statement.
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is then approximated by a series whose coefficients satisfy recursive transport equations (Equa-
tions (114) and (115)). We prove L2x decay estimates for each term in this series, by exploiting
the specific structure of the inhomogeneous terms. Note that the smallness of the solution is
necessary here for the series to eventually converge.
Note that
• Estimates of the power of the smallness of the ρ-loss in the energy of the distribution function
are obtained in Section 4.5.7 (Lemma 4.30).
• Finally, the maximal regularity is required in Lemma 4.22, when pointwise estimates have to be
performed on f .
In the sequel, we will heavily use the following pointwise estimates, which hold under the bootstrap
assumptions (73) and (74):
• as a consequence of Proposition 4.12, if |γ| ≤N −⌊n2 ⌋−1, then
|∂Zγφ|.
p
ε
(t −|x|)
1
2 (1+ t )
n−1
2
=
p
ε
ρ(1+ t )
n
2 −1
;
• as a consequence of Lemma 4.14, if |γ| ≤N −⌊n2 ⌋−1, then
|Zγφ|.
p
ε(t −|x|)
1
2
(1+ t )
n−1
2
=
p
ερ
(1+ t )
n
2
;
• as a consequence of Theorem 8, if |β| ≤N −n, then∫
v
|Ẑβ f |d v
v0
. ερ
δ
(1+ t )n ;
• finally, as a consequence of Theorem 8, if |β| ≤ bN /2c−n, then∫
v
|v0 Ẑβ f |d v . ερ
δ
(1+ t )n .
4.5.2 Commutators in the massive case
Let us start with the following commutation relations.
Lemma 4.5.
[∂t ,∂v i ] = 0, (75)
[∂xi ,∂v i ] = 0, (76)
[t∂x j +x j∂t + v0∂v j ,∂v i ] = −
v i
v0
∂v j (77)
[xi∂ j −x j∂i + v i∂v j − v j∂v i ,∂vk ] = −δik∂v j +δ
j
k∂v i (78)
[t∂x j +x j∂t + v0∂v j , v i∂v i ] =
1
v0
∂v j (79)
[xi∂ j −x j∂i + v i∂v j − v j∂v i , vk∂vk ] = 0 (80)
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We now evaluate the commutators [Tφ, Ẑ ] for Ẑ ∈ P̂. We have[
Tφ, Ẑ
]
f = [T1, Ẑ ] f︸ ︷︷ ︸
=0 if Ẑ∈P̂
−
[
T1(φ)v
i∂v i , Ẑ
]
f −
[
∇iφ ·∂v i , Ẑ
]
f
= Ẑ [T1(φ)]v i∂v i f +T1(φ)[Ẑ , v i∂v i ] f −[∇iφ ·∂v i , Ẑ] f
= ([Ẑ ,T1]φ+T1(Ẑφ))v i∂v i f −[∇iφ∂v i , Ẑ] f
+
{
T1(φ)
1
v0
∂v j f if Ẑ = t∂x j +x j∂t + v0∂v j
0 otherwise
=T1(Zφ)v i∂v i f −
[
∇iφ ·∂v i , Ẑ
]
f
+
{
T1(φ)
1
v0
∂v j f if Ẑ = t∂x j +x j∂t + v0∂v j
0 otherwise
(81)
We have used that Ẑ (φ)= Z (φ) since φ is independent of v . To estimate the second term on the right-
hand side of the last equation, we need
Lemma 4.6. For any Z ∈P,
• if Z is a translation, then
[∇iφ ·∂v i , Ẑ ]=−∇i (Zφ)∂v i .
• if Z =Ω j k is a rotation, so that Ẑ =Ω j k + v j∂vk − vk∂v j , then
[∇iφ ·∂v i , Ẑ ]=−∇i (Zφ)∂v i .
• if Z =Ω0 j is a Lorentz boost, so that Ẑ =Ω0 j + v0∂v j , then
[∇iφ ·∂v i , Ẑ ]=−∇i (Zφ)∂v i +∇iφ
v i
v0
∂v j +∂t (φ)∂v j f .
We summarize these computations in this lemma.
Lemma 4.7. Let Ẑ ∈ P̂, then[
Tφ, Ẑ
]
f =T1(Zφ)v i∂v i f +
∑
|α|≤1,
1≤ j≤n,
0≤β≤n
p jβ
( v
v0
)
∂xβZ
α(φ) ·∂v j f ,
where the p iβ
(
v
v0
)
are polynomial of degree at most 1 in the variables v
k
v0
, 1≤ k ≤ n.
The terms containing v derivatives in the above formulae are problematic, since the ∂v are not part of
the algebra P̂. We use the following decomposition, for all 1≤ i ≤ n,
∂v i =
1
v0
(
t∂xi +xi∂t + v0∂v i
)
− 1
v0
(
t∂xi +xi∂t
)
(82)
= 1
v0
Ω̂0i − 1
v0
(
t∂xi +xi∂t
)
. (83)
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Remark 4.8. Note that
1
v0
∣∣∣t∂xi f +xi∂t f ∣∣∣≤ tv0 (|∂t f |+ |∂xi f |) ,
for (t , x) in the future of the unit hyperboloid. Now ∂t and ∂xi belong to P̂, but the price to pay is the
extra t factor. It is precisely this extra t growth which forbids us to close the estimate in dimension 3. A
similar obstacle was identified for the Vlasov-Poisson system in dimension 3 and solved by the mean of
modified vector fields in [Smu15]. We hope to treat the 3d massive Vlasov-Nordström system in future
work.
This leads to the commutation formula
Lemma 4.9. Let Ẑ ∈ P̂, then
[
Tφ, Ẑ
]
f =T1(Zφ)
∑
|α|=1
qα
( v
v0
, t , x
)
Ẑα( f )+ ∑
|α|≤1,|β|=1
0≤γ≤n
pγ
αβ
(
v
v0
, t , x
)
v0
∂xγZ
α(φ) · Ẑβ( f ),
where the qα
(
v
v0
, t , x
)
and pγ
αβ
(
v
v0
, t , x
)
are polynomial of degree at most 1 in the variables ,
vk
v0
,
vk
v0
t ,
vk
v0
xi , 1≤ i ,k ≤ n.
Iterating the above formula, we obtain
Lemma 4.10. Let α be a multi-index and Ẑα ∈ P̂|α|, then[
Tφ, Ẑ
α
]
f = ∑
|γ|+|β|≤|α|+1,
1≤|γ|≤|α|,
1≤|β|≤|α|
T1(Z
γφ)qβγ
( v
v0
, t , x
)
Ẑβ( f )
+ ∑
|γ|+|β|≤|α|+1,
0≤σ≤n,
1≤|β|≤|α|
0≤|γ|≤|α|
1
v0
pσγβ
( v
v0
, t , x
)
∂xσZ
γ(φ) · Ẑβ f ,
where
• the qβγ
(
v
v0
, t , x
)
are linear combinations of terms
q
(
vk
v0
)
, q ′
(
vk
v0
)
t , q ′′
(
vk
v0
)
xi , 1≤ i ,k ≤ n,
where q, q ′, q ′′ are polynomials of degree at most |α|.
• the pγ
γβ
(
v
v0
, t , x
)
are linear combinations with constant coefficient of terms
p
(
vk
v0
)
, p ′
(
vk
v0
)
t , p ′′
(
vk
v0
)
xi , 1≤ i ,k ≤ n,
where p, p ′, p ′′ are polynomials of degree at most |α|.
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Proof. This follows by an induction argument on the length of the multi-indexα and we therefore only
provide some details here. Assume the lemma is true for |α|. Recall that, for any Ẑ ∈ P̂0,
[Tφ, Ẑ Ẑ
α]( f )= [Tφ, Ẑ ]Ẑα( f )+ Ẑ [Tφ, Ẑα]( f )= I1+ I2,
with
I1 = [Tφ, Ẑ ]Ẑα( f ),
I2 = Ẑ [Tφ, Ẑα]( f ).
Using Lemma 4.9, we have for I1,
I1 =T1(Zφ)
∑
|γ|=1
qγ
( v
v0
, t , x
)
Ẑγ(Ẑα f )+ ∑
|γ|≤1,|β|=1,
0≤σ≤n
1
v0
pσγβ
( v
v0
, t , x
)
∂xσZ
γ(φ) · Ẑβ(Ẑα f ), (84)
with qγ and pσγβ as in the statement of Lemma 4.9. Since all the terms in (84) clearly have the desired
form, we turn to I2. Applying the induction hypothesis, we have
I2 = Ẑ

∑
|γ|+|β|≤|α|+1,
1≤|γ|≤|α|,
1≤|β|≤|α|
T1(Z
γφ)qβγ
( v
v0
, t , x
)
Ẑβ( f )+ ∑
|γ|+|β|≤|α|+1,
0≤σ≤n,
1≤|β|≤|α|
1
v0
pσγβ
( v
v0
, t , x
)
∂xσZ
γ(φ) · Ẑβ f
 ,
= ∑
|γ|+|β|≤|α|+1,
1≤|γ|≤|α|,
1≤|β|≤|α|
Ẑ
[
T1(Z
γφ)qβγ
( v
v0
, t , x
)
Ẑβ( f )
]
+ ∑
|γ|+|β|≤|α|+1,
0≤σ≤n,
1≤|β|≤|α|
Ẑ
[
1
v0
pσγβ
( v
v0
, t , x
)
∂xσZ
γ(φ) · Ẑβ f
]
= J1+ J2,
where
J1 =
∑
|γ|+|β|≤|α|+1,
1≤|γ|≤|α|,
1≤|β|≤|α|
Ẑ
[
T1(Z
γφ)qβγ
( v
v0
, t , x
)
Ẑβ( f )
]
and
J2 =
∑
|γ|+|β|≤|α|+1,
0≤σ≤n,
1≤|β|≤|α|
Ẑ
[
1
v0
pσγβ
( v
v0
, t , x
)
∂xσZ
γ(φ) · Ẑβ f
]
,
with qβγ and p
σ
γβ
as in the statement of the Lemma. To see that J1 has the correct form, we distribute
Ẑ which gives rise to three types of terms. The terms arising when Ẑ hits T1(Zγφ) or Ẑβ( f ) are easily
seen to have the right form. It remains to look at the case when Ẑ hits qβγ. If Ẑ is a translation, Ẑ = ∂xβ
and one easily sees that Ẑ (qβγ) has the correct form. If Ẑ is the lift of a rotation or a Lorentz boost,
then we write schematically Ẑ =x Z +v Z , where x Z is a homogeneous differential operator of order
1 in (t , x) and v Z is a homogeneous differential operator of order 1 in v . It is then easy to check that
x Z applied to a polynomial in the variables v i /v0 of degree ≤ |α|, possibly multiplied by the variables
t , xi will produce a polynomial, of the same degree ≤ |α|, in the variables v i /v0, possibly multiplied
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by the variables t , xi . Similarly, v Z applied to a polynomial in the variable v i /v0 of degree ≤ |α| will
produce a polynomial in the variables v i /v0 of degree ≤ |α|+1. As a consequence, Ẑα(qβγ) is a linear
combination of polynomials of degree |α|+1, possibly multiplied by t , xi . The term J2 can be treated
similarly.
The full expression for Tφ
(
Ẑα f
)
can now be computed using the transport equation (69) satisfied by
f .
Lemma 4.11. Let Zα be in P|α|. Then the following equation holds:
Tφ
(
Ẑα( f )
)= ∑
|γ|+|β|≤|α|+1,
|γ|≥1,|β|≥1
T1(Z
γφ)qβγ
(
v i
v0
, t , x
)
Ẑβ( f )+ ∑
|γ|+|β|≤|α|+1,
0≤σ≤n,
1≤|β|≤|α|
1
v0
pσγβ
( v
v0
, t , x
)
∂σZ
γ(φ)Ẑβ f
+ ∑
|γ|+|β|=|α|
rγβT1(Z
γφ)Ẑβ( f ),
(85)
where the qβγ and p
σ
γβ
are as in Lemma 4.10 and the rγβ are constants.
Proof. We have
Tφ
(
Ẑα f
)= [Tφ, Ẑα] f + ẐαTφ f = [Tφ, Ẑα] f + Ẑα ((n+1)T1(φ) f ) . (86)
The lemma thus follows from Lemma 4.10 and the fact that
Ẑα(T1(φ) f )=
∑
|γ|+|β|=|α|
rγβT1(Z
γφ)Ẑβ( f ) (87)
where the rγβ are constants.
4.5.3 The Hρ foliation and the wave equation
The aim of this section is to provide a Klainerman-Sobolev type inequality, applicable to solutions of
the inhomogeneous wave equation if the inhomogeneities decay sufficiently fast, using only energies
on the Hρ foliation. This question was addressed by Klainerman in [Kla93] for the Klein-Gordon oper-
ator and we show here how a similar proof can also be applied to the wave operator. We thus consider
a function ψ and its energy-momentum tensor
T [ψ]= dψ⊗dψ−1/2(η(∇ψ,∇ψ))η. (88)
If we want to perform energy estimates on Hρ , we need to multiply T [ψ] by ∂t and the normal to Hρ
νρ and integrate on Hρ . Let us thus compute the quantity T (∂t ,νρ).
We find:
T [ψ](∂t ,νρ)= t
2ρ
(
ψ2t +ψ2r +|/∇ψ|2
)+ r
ρ
ψtψr . (89)
Recall also that the volume form on Hρ is given by
ρ
t r
n−1dr dσ. Since we are looking only at the region
ρ ≥ 1, we have that t > r and T (∂t ,νρ) is clearly positive definite, with some degeneration as r → t .
More precisely, fix (t , x) in the future of the unit hyperboloid. Assume first that r = |x| ≤ t/2, then
ρ
t T [ψ](∂t ,νρ)≥ |∂ψ|2.
Let (Y 0,Y i ) be the coordinates of (t , x) in the (yα) system of coordinates adapted to the Hρ foliation
as introduced in Section 2.3. LetΦ(y)= ∂ψ(Y 0,Y j + t y j ). Then, a classical Sobolev inequality yields
|∂ψ(Y 0,Y j )|2 = |Φ(0)|2 . ∑
k≤(n+2)/2
∫
|y |≤δ
|∂kyΦ(y)|2d y, (90)
.
∑
k≤(n+2)/2
∫
|y |≤δ
|Z k (∂ψ)(Y 0,Y j + t y j )|2d y, (91)
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using that ∂y i = 1t Ω0i and the fact that ∂y iΦ= t∂y iψ together with estimates on tt (Y 0,Y j+t y j ) similar to
those of Section 3.3. Applying the change of coordinates y j → t y j yields
|∂ψ(Y 0,Y j )|2. 1
t n
∑
k≤(n+2)/2
∫
|y |≤tδ
|Z k (∂ψ)(Y 0,Y j + y j )|2d y.
Finally, note that |Y j + y j | = |x j + y j |. (1/2+δ)t so that if δ< 0, we are still away from the light cone.
Thus, the right-hand side of the previous equations can be controlled by the energies of Z k (∂ψ) on
Hρ . On the other hand, if t/2≤ r < t , we first remark that
ρ
t
T [ψ](∂t ,νρ)≥ (1− r
t
)|∂ψ|2.
Thus, we may repeat the previous arguments, losing the factor (1− rt ) in the process, as follows
|∂ψ(Y 0,Y j )|2 . 1
t n
∑
k≤(n+2)/2
∫
|y |≤tδ
|Z k (∂ψ)(Y 0,Y j + y j )|2d y, (92)
. 1
t n
∑
k≤(n+2)/2
∫
|y |≤tδ
(
1− r
t
)−1 (
1− r
t
)
|Z k (∂ψ)(Y 0,Y j + y j )|2d y. (93)
Since
1
1− rt
= t (t + r )
ρ2
. t
2
ρ2
and since again, we can replace t (Y 0,Y j +t y j ) by t in all the above computations, we have shown that
|∂ψ(Y 0,Y j )|2. 1
t n−2ρ2
.
Since ρ2 = (t + r )(t − r ) and since t ≥ r in the future of the unit hyperboloid, this is exactly the decay
estimate predicted by the usual Klainerman-Sobolev inequality using the Σt foliation. We summarize
this in the following proposition.
Proposition 4.12 (Klainerman-Sobolev inequality for the wave equation using the hyperboloidal foli-
ation). For any sufficiently regular function ψ of (t , x) defined on the future of the unit hyperboloid,
let E(n+2)/2[ψ](ρ) denote the energy
E(n+2)/2[ψ](ρ)=
∑
|α|≤ n+22
∫
Hρ
T [Zα[ψ]](∂t ,νρ)dµρ .
Then, for all (t , x) in the future of the unit hyperboloid,
|∂ψ|(t , x). 1
t (n−1)/2(t −|x|)1/2 E
1/2
N [ψ](ρ(t , x)). (94)
It is interesting to note that the above proof does not make use of the scaling vector field.
Remark 4.13. We will use in the following the inequality:
ρ
2t
T [ψ](∂t ,νρ) = |/∇ψ|2+
(
ψ2t +ψ2r +
2r
t
ψtψr
)
= |/∇ψ|2+
(
1− r
t
)(
ψ2t +ψ2r
)+ r
t
(
ψt +ψr
)2
that is to say
|∂ψ|2. ρ
t − r T [ψ](∂t ,νρ)=
t + r
ρ
T [ψ](∂t ,νρ).
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The inequality (94) provides decay for ∂ψ but not forψ. By integration along null lines, one can obtain
the following decay for ψ.
Lemma 4.14. Let ψ be such that E(n+2)/2[ψ](ρ) is uniformly bounded on [1,P ], for some P > 1. Assume
moreover that ψ|ρ=1 vanishes at∞.
Then ψ satisfies: for all (t , x) in the future of H1,
|ψ(t , x)|. sup
[1,P ]
[
E 1/2N
] u 12
t
n−1
2
,
where u = t −|x|.
Proof. The Klainerman-Sobolev estimates provide
|∂ψ(t , x)|.
sup[1,P ]
[
E 1/2N
]
ρt
n
2 −1
.
Let (t , x)= (t ,r,ω ∈Sn) be a point in the future of H1, and consider the point on the hyperboloid lying
at the intersection of the past light cone from (t , x), the hyperboloid H1, and the direction ω. Writing
u = t −|x| and v = t +|x|, we have
(t1, x1)=
(
t1 =
√
1+ r 21 ,r1 =
1
2
(
v − 1
v
)
,ω
)
∈H1.
Note that
1
〈r1〉
= 2
v + 1v
. 1〈v〉 since v ≥ t ≥ 1.
Integrating along the direction ω along the past light cone from (t , x) from (t1,r1,ω) to (t ,r,ω), one
obtains
ψ(t , x)=ψ(t1, x1)+
∫ t−r
t1−r1
(∂uψ)du,
so that
|ψ(t , x)| . E
1/2
N (ρ = 1)
〈r1〉 n−12
+
∫ t−r
t1−r1
sup[1,P ]
[
E 1/2N
]
u
1
2 v
n−1
2
du
.
E 1/2N (ρ = 1)
〈v〉 n−12
+ sup[1,P ]
[
E 1/2N
]
u
1
2
v
n−1
2
. sup
[1,P ]
[
E 1/2N
] u 12
v
n−1
2
,
which concludes the proof since 1v ≤ 2t . Here we have used that
∣∣ψ(t1, x1)∣∣. E 1/2N (ρ=1)〈r1〉 n−12 which follows
from usual weighted Sobolev inequalities on Rn applied to ∂ψ and the assumption thatψ restricted to
ρ = 1 vanishes at infinity.
4.5.4 Commutation of the wave equation
The commutation of the wave equation with our set of vector fields is straightforward and leads to
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Lemma 4.15. For any multi-index α,
äZα(φ)=
∫
v∈Rnv
Ẑα( f )
d v
v0
. (95)
Proof. First, recall that the vector fields in the algebra P commutes exactly with ä. The lemma then
follows from Lemma 2.14 and Remark 2.15 in case Zα contains some combinations of Lorentz boosts.
Remark 4.16. The following inequality will be used later on:∣∣∣∣∫
v∈Rnv
Ẑα( f )
d v
v0
∣∣∣∣≤χ1 (|Ẑα( f )|) ,
which is a direct consequence of Remark 2.12.
4.5.5 Energy estimates for the wave equation on hyperboloids
Considerψ defined in hyperboloidal time for all ρ ∈ [1,P ] and assume thatψ solvesäψ= h. Recalling
the expression for T [φ](∂t ,νρ) given by (89), we have
Lemma 4.17. Let ρ ∈ [1,P ]. Then,∫
Hρ
T [φ](∂t ,νρ)dµHρ =
∫
H1
T [φ](∂t ,νρ)dµH1 +
∫ ρ
1
∫
Hρ′
(
∂tφ
)
(ρ′)h(ρ′)dµHρ′ dρ
′.
Proof. The proof of this fact is only sketched, since classical. The reader can refer to [Kla93]. Remem-
ber that the divergence of the stress-energy tensor T [φ] is given by
∂αTαβ[φ]= h∂βφ,
when φ satisfies the equationäφ= h. The lemma then follows by integration between the two hyper-
boloids H1 and Hρ and an application of Stoke’s theorem.
To close the energy estimates for Zα(φ), we need the right-hand side of (95) to decay. Since for |α| ≤
N−n, the required decay follows from our Klainerman-Sobolev inequality (42) as well as the bootstrap
assumption (74), we have the following lemma
Lemma 4.18. Assume that δ < 1. Assume moreover that for all multi-indices α such that N −n+1 ≤
|α| ≤N , the following L2x decay estimate holds∫
Hρ
t
ρ
(∫
v
|Ẑα f |d v
v0
)2
dµHρ . ε2ρδ+1−n . (96)
Then, the following inequality holds, for all ρ ∈ [1,P ]:
EN [φ](ρ)≤ ε(1+Cε1/2),
where C is a constant depending solely on the dimension n and the regularity N . In particular, for ε
small enough, for all ρ ∈ [1,P ]:
EN [φ](ρ)≤ 3
2
ε.
Remark 4.19. • The weighted L2-estimates (96) will in fact be proven in Section 4.5.7 for the wider
range of multi-indices α with bN /2c−n+1≤ |α| ≤N .
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• Note that the L2-estimates are needed only for |α| > N −n: for lower order, the pointwise decay
estimates for the velocity averages are sufficient to conclude.
Proof. The proof of this lemma relies on Lemmata 4.17 . Applying first Lemmata 4.17 and 4.15 to
Zα(φ) for all multi-indices of length |α| ≤N , one obtains immediately, for ρ ≤ P
EN [φ](ρ)−EN [φ](1) .
∑
|α|≤N
∑
Zα∈P|α|
∫ ρ
1
∫
H ′ρ
|∂t Zαφ|
(∫
v
|Ẑα f |
v0
d v
)
dµHρ′ dρ
′
.
∑
|α|≤N
∑
Zα∈P|α|
∫ ρ
1
(∫
H ′ρ
∣∣∣∣∣
(
ρ′
t
) 1
2
∂t Z
αφ
∣∣∣∣∣ ·
(
t
ρ′
) 1
2
∫
v
|Ẑα f |
v0
d v
)
dµHρ′ dρ
′
.
∫ ρ
1
E 1/2N [φ](ρ
′)
 ∑
|α|≤N
∑
Zα∈P|α|
(∫
H ′ρ
(
t
ρ′
)(∫
v
|Ẑα f |
v0
d v
)2
dµHρ′
) 1
2
dρ′
We now apply for the low derivatives of f Theorem 8 (in conjunction with Remark 2.12): for |α| ≤N−n
∫
Hρ′
(
t
ρ′
)(∫
v
|Ẑα f |
v0
d v
)2
dµHρ′ .
∫ ∞
0
t
ρ′
· ε
2ρ′2δ
t 2n
r n−1
ρ′
t
dr . ε2ρ′2δ−n
∫ ∞
0
yn−1
〈y〉2n d y,
Since the last integral is convergent, we obtain[∫
Hρ′
(
t
ρ′
)(∫
v
|Ẑα f |
v0
d v
)2
dµHρ′
]1/2
. ερ′δ−n/2,
which, assuming δ< 1 is integrable in ρ. For the higher derivatives of f (i.e. for |α| >N −n), one uses
the assumption of the lemma to obtain:
∑
N−n<|α|≤N
∑
Zα∈P|α|
(∫
Hρ
t
ρ
(∫
v
|Ẑα f |d v
v0
)2
dµHρ
) 1
2
. ερ δ2+ 12− n2
We obtain finally
EN [φ](ρ)≤ ε+Cε
(∫ ρ
1
(
ρ′
δ+1−n
2
)
E 1/2N [φ](ρ
′)dρ′
)
,
where C is a constant depending only on the regularity and the dimension. Remark that
δ+1−n
2
≤ δ
2
− 3
2
<−1,
for n > 3 and δ < 1. The result then follows using the bootstrap assumptions (73) and integrating in
ρ.
4.5.6 L1-Estimates for the transport equation
In the remainder of the article, we will use the notation
E[g ](ρ)=
∫
Hρ
χ1(g )dµρ ,
for any regular distribution function g .
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Lemma 4.20. Let h be a regular distribution function for the massive case in the sense of Section 2.5. Let
g be a regular solution to Tφg = v0h, with v0 = (1+|v |2)
1
2 , defined on
⋃
ρ∈[1,P ] Hρ ×Rnv , for some P > 1.
Then, for all ρ ∈ [1,P ],∫
Hρ
χ1(|g |)dµHρ .
∫
H1
χ1(|g |)dµH1 +
∫ ρ
1
∫
Hρ′
∫
v
(
v0|h|+ 1
v0
|∂x0φg |+ |T1(φ)g |
)
d vdµH ′ρdρ
′ (97)
Proof. One proves first that∫
Hρ
χ1(g )dµHρ =
∫
H1
χ1(g )dµH1 +
∫ ρ
1
∫
Hρ′
∫
v
(
v0h+
(
1
v0
∂x0φ− (n+1)T1(φ)
)
g
)
d vdµH ′ρdρ
′,
since by integration by parts∫
v
(T1(φ)v
i +∇iφ)∂v i g d v =−
∫
v
g
(
(n+1)T1(φ)−
∂x0φ
v0
)
d v.
This establishes the lemma in case g ≥ 0. As in the proof of Lemma 2.18, the conclusion in the general
case follows after regularization of the absolute value.
For any multi-index α, let us now introduce the auxiliary function gα:
gα = Ẑα( f )− ∑
|γ|+|β|≤|α|+1
1≤|β|
1≤|γ|≤N− n+22
qβγZ
γ(φ)Ẑβ( f ), (98)
where the qβγ are as in the statement of Lemma 4.11). One can view g
α as a renormalization of Ẑα( f ).
The extra terms in the definition of gα will allow us to absorb certain source terms in the equation
satisfied by Tφ
[
Ẑα( f )
]
(cf. Lemma 4.11) which cannot be estimated adequately because they carry
too much v0-weight, leading either to a t-loss (cf. Remark 4.16) or to a v0 loss.
To perform L1-estimates on Ẑα( f ), we therefore proceed as follows:
• We derive the equations satisfied by the gα and then use them to obtain L1-estimates for the gα.
• We then prove the same L1-estimates for (v0)2gα with |α| ≤ bN2 c to take into account that the
lower derivatives of f are weighted by (v0)2 in the EN [ f ] norm (see the definition of the norm in
Section 4.4).
• Finally, the L1 estimates on gα are then transformed into L1-estimates on Ẑα( f ) using pointwise
estimates on Zγ(φ) for γ sufficiently small.
We start by deriving the equations for the gα.
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Lemma 4.21. For any multi-index α, gα satisfies the equation
Tφg
α = ∑
|γ|+|β|≤|α|+1,
|γ|≥1, |β|≥1
|γ|>N− n+22
qβγT1(Z
γφ)Ẑβ( f )+ ∑
|γ|+|β|≤|α|+1,
0≤σ≤n,1≤|β|≤|α|
1
v0
pσγβ∂xσZ
γ(φ)Ẑβ f
+ ∑
|γ|+|β|=|α|
rγβT1(Z
γφ)Ẑβ f
− ∑
|γ|+|β|≤|α|+1
1≤|β|
1≤|γ|≤N− n+22
Tφ(qβγ)Z
γ(φ)Ẑβ f − ∑
|γ|+|β|≤|α|+1
1≤|β|
1≤|γ|≤N− n+22
qβγZ
γ(φ)
×
( ∑
|κ|+|σ|≤|β|+1,
1≤|κ|,1≤|σ|≤|β|
T1(Z
κφ)qσκ Ẑ
σ( f )+ ∑
|κ|+|σ|≤|β|+1,
0≤ω≤n,1≤|σ|≤|β|
1
v0
pωκσ∂xωZ
κ(φ)Ẑσ f
+ ∑
|κ|+|σ|=|β|
rκσT1(Z
κφ)Ẑσ f
)
.
Proof. This formula is a direct consequence of the product rule and of a double application of Lemma
4.11.
Based on Lemma 4.21, we now proceed to the estimates on g :
Lemma 4.22. Assume that δ = ε1/4, and let α be a multi-index such that |α| ≥ bN /2c+ 1. Then, gα
satisfies, for all ρ ∈ [1,P ]:
E[|gα|](ρ)≤ (1+Cε1/4)eCε1/2ερε1/4
where C is a constant depending only on the regularity and the dimension. If, furthermore n > 4, then δ
can be vanishing.
Proof. Applying Lemmata 4.20 and Lemma 4.21, we obtain L1 estimates for gα provided we can con-
trol the source terms. The worse terms that have to be estimated are integrals in ρ of quantities of the
form ∫
Hρ
∫
v
v0qβγ|∂Zγφ||Ẑβ f |d vdµHρ , for |γ| >N −
n+2
2
and |β| ≤N +1−|γ| (99)∫
Hρ
∫
v
|Tφ(qβγ)||Zγφ||Ẑβ f |d vdµHρ , for |γ| ≤N −
n+2
2
and |β| ≤N +1−|γ| (100)∫
Hρ
∫
v
v0|qβγqκσ||Zγφ||∂Zκφ||Ẑσ f |d vdµHρ , for |γ| ≤N −
n+2
2
and |κ| ≤N − n+2
2
(101)
and |σ| ≤N +1−|κ|∫
Hρ
∫
v
v0|qβγqκσ||Zγφ||∂Zκφ||Ẑσ f |d vdµHρ , for |γ| ≤N −
n+2
2
and |κ| >N − n+2
2
(102)
and |σ| ≤N +1−|κ|.
The other error terms are easier to handle, so that, as an illustration, we will only give details below for
the extra error terms ∫
Hρ
∫
v
1
v0
|∂tφ||gα|d vdµHρ , (103)
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and ∫
Hρ
∫
v
|T1φ||gα|d vdµHρ . (104)
We deal first with Equation (99). To this end, we remind that
|qβγ|. t .
Furthermore, since
|β| ≤ n+2
2
≤
⌊
N
2
⌋
−n, since N ≥ 3n+4,
the Klainerman-Sobolev estimates of Theorem 8 can be applied, since the bootstrap assumption (74)
is satisfied: ∫
Hρ
∫
v
v0qβγ|∂Zγφ||Ẑβ f |d vdµHρ .
∫
Hρ
∫
v
v0t |∂Zγφ||Ẑβ f |d vdµHρ
.
∫
Hρ
ερδ
t n−1
(
t
ρ
) 1
2 (ρ
t
) 1
2 |∂Zγφ|dµHρ
. ε3/2ρδ− 12
(∫ ∞
0
t 3−2nr n−1dr
) 1
2
. ε3/2ρδ+1− n2 .
We now deal with (100). To this end, we notice that since |∂φ| decays faster than 1/t , we have
|Tφ(qβγ)|. v0.
Using Lemma 4.14 and the bootstrap assumption (73), we obtain∫
Hρ
∫
v
|Tφ(qβγ)||Zγφ||Ẑβ f |d vdµHρ .
∫
Hρ
∫
v
|Zγφ||v0 Ẑβ f |d vdµHρ
.
∫
Hρ
ε1/2ρ
t
n
2
· t
ρ
χ1(|v0 Ẑβ f |)dµHρ
. ε3/2ρδ+1− n2 .
We have in the course of the estimate used Remark 4.16.
Consider now the term (101) and recall that
|qβγqκσ|. t 2.
Assume first that |κ| ≤N − n+22 . Using Lemma 4.14 and the bootstrap assumption (73), we obtain∫
Hρ
∫
v
v0|qβγqκσ||Zγφ||∂Zκφ||Ẑσ f |d vdµHρ .
∫
Hρ
t 2 · ε
1/2ρ
t
n
2
· ε
1/2
ρt
n
2 −1
· t
ρ
χ1(|Ẑσ f |)dµHρ
. ε
ρ
∫
Hρ
t 4−nχ1(|Ẑσ f |)dµHρ
. ε2ρδ+3−n .
We have in the course of the estimate used Remark 4.16. Now, if |κ| >N− n+22 , then |σ| ≤ n+22 ≤
⌊N
2
⌋−n
since N ≥ 3n+4.
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Thus,∫
Hρ
∫
v
v0|qβγqκσ||Zγφ||∂Zκφ||Ẑσ f |d vdµHρ .
∫
Hρ
t 2 · ε
1/2ρ
t
n
2
ερδ
t n
(
t
ρ
)1/2 (ρ
t
)1/2 ∣∣∂Zκ(φ)∣∣dµρ ,
. ε3/2ρδ+ 12
(∫
Hρ
ρ
t
∣∣∂Zκ(φ)∣∣2 dµρ
)1/2 (∫
Hρ
t 5
t 3n
dµρ
)1/2
,
. ε2ρδ+3−n .
The term (102) can be estimated similarly since
|σ| ≤ n+2
2
≤
⌊
N
2
⌋
−n, since N ≥ 3n+4.
Finally, for the error terms (103) and (104), we apply Proposition 4.12 and Remark 2.12:∫
Hρ
∫
v
1
v0
|∂tφ||gα|d vdµHρ .
ε1/2
ρ
n
2
E[|gα|]](ρ)
∫
Hρ
∫
v
1
v0
T1(φ)|gα|d vdµHρ .
∫
Hρ
ε1/2
ρt
n
2 −1
t
ρ
χ1(|gα|)(ρ)dρ
. ε
1/2
ρ
n
2
E[|gα|]](ρ).
After integration in ρ, we then obtain that gα satisfies the integral inequality
E[|gα|](ρ)−E[|gα|](1) .
∫ ρ
1
ε3/2δ−1ρ′δdρ′+
∫ ρ
1
ε1/2
ρ′
n
2
E[|gα|](ρ′)dρ′
≤ ε+C
(
ε3/2
δ
ρδ+
∫ ρ
1
ε1/2
ρ′
n
2
E[|gα|](ρ′)dρ′
)
E[|gα|](ρ) ≤ ερδ
(
1+C ε
1/2
δ
)
+C
∫ ρ
1
ε1/2
ρ′
n
2
E[|gα|](ρ′)dρ′
for some constant C depending only on the dimension and the regularity. Grönwall’s lemma provides:
E[|gα|](ρ)≤ ερδ
(
1+C ε
1/2
δ
)
·exp
(
Cε1/2
∫ ρ
1
dρ′
ρ′
n
2
)
that is, if δ= ε1/4, there exists a constant C˜ ,
E[|gα|](ρ)≤ (1+ C˜ε1/4)eC˜ε1/2ερε1/4 .
We then consider the lower order derivatives of f particularly since these low derivatives of f are
weighted in v0 in the energy:
Lemma 4.23. Assume δ= ε1/4, and letα be a multi-index such that |α| ≤ bN /2c. Then, (v0)2gα satisfies,
for all ρ ∈ [1,P ]:
E[|(v0)2gα|](ρ)≤ (1+Cε1/4)eCε1/2ερδ
where C is a constant depending only on the regularity and the dimension. If, furthermore n > 4, then δ
can be vanishing.
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Proof. Let us compute first Tφ
(
(v0)2
)
:
|Tφ
(
(v0)2
) | = |2v0Tφ(v0)|
= |2v0
(
∇iφ+T1(φ)v i
)
∂v i v
0|
= |2((v0)2T1(φ)− v0∂x0φ) |
|Tφ
(
(v0)2
) | . |(v0)3∂φ|.
Using Proposition 4.12, one consequently obtains
|Tφ((v0)2)|. (v0)3 ε
1/2
ρt
n
2 −1
.
with (v0)2gα satisfying the equation
Tφ((v
0)2gα)= (v0)2Tφ(gα)+Tφ
(
(v0)2
)
gα.
Furthermore, since |α| ≤ N /2, the source terms the equation satisfied by gα (cf. Lemma 4.21) conse-
quently are only of the form ∂Zγ or Zγφ with
|γ| ≤ |α| ≤
⌊
N
2
⌋
≤N − n+2
2
since N ≥ n+2.
As a consequence, for low derivatives acting on f , all the terms containing φ can be estimated point-
wise.
The terms to be considered separately in this context are the same as in the proof of Lemma 4.22. The
only difference is the term of Equation (99), which is absent, since only low derivatives of φ appear in
the expression of gα. The estimates which one obtains are listed below. The arguments to perform the
estimates are the same as above:∫
Hρ
∫
v
|p iγβ||∂i Zγφ|(v0)2|Ẑβ f |d vdµHρ .
∫
Hρ
t · ε
1/2
ρt
n
2 −1
χ1
(
(v0)2|Ẑβ f |
)
dµHρ
. ε3/2ρδ+1− n2∫
Hρ
∫
v
|Tφ(qβγ)||Zγφ|(v0)2|Ẑβ f |d vdµHρ .
∫
Hρ
ε1/2ρ
t
n
2
· t
ρ
χ1
(
(v0)2|Ẑβ f |
)
dµHρ
. ε3/2ρδ+1− n2∫
Hρ
∫
v
v0|qβγqκσ||Zγφ||∂Zκφ|(v0)2|Ẑσ f |d vdµHρ .
∫
Hρ
t 2 · ε
1/2ρ
t
n
2
· ε
1/2
ρt
n
2 −1
· t
ρ
χ1
(
(v0)2|Ẑβ f |
)
dµHρ
. ε2ρδ+3−n∫
Hρ
∫
v
1
v0
|∂tφ|(v0)2|gα|d vdµHρ .
ε1/2
ρ
n
2
E[(v0)2|gα|](ρ)
∫
Hρ
∫
v
Tφ
(
(v0)2
) |gα|d vdµHρ . ∫
Hρ
ε1/2
ρt
n
2 −1
· t
ρ
χ1
(
(v0)2|gα|)dµHρ
. ε
1/2
ρ
n
2
E[(v0)2|gα|](ρ).
Altogether (v0)2gα satisfies the integral inequality:
E[|(v0)2gα|](ρ)−E[|(v0)2gα|](1).
∫ ρ
1
ε3/2ρ′δ+1−
n
2 dρ′+
∫ ρ
1
ε1/2
ρ′
n
2
E[(v0)2|gα|](ρ′)dρ′.
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The conclusion is obtained in a similar fashion as to the end of the proof of Lemma 4.22.
Proposition 4.24. Assume δ= ε1/4. The following inequalities holds, for all ρ ∈ [1,P ]:
• if n > 4,
EN [ f ](ρ)≤ (1+Cε
1/4)eCε
1/2
ερC˜ε
1/4
1−Cε1/2 ,
• and, if n = 4,
EN [ f ](ρ)≤ (1+Cε
1/4)eCε
1/2
ερC˜ε
1/4
1−Cε1/2 ,
where the constant C is a constant depending on the dimension and the regularity, and the constant
C˜ is 0, when n > 4, and 1 if n = 4. In particular, for ε small enough, then, in dimension n > 4, for all
ρ ∈ [1,P ]
EN [ f ](ρ)≤ 3
2
ε,
and, in dimension 4,
EN [ f ](ρ)≤ 3
2
ερε
1/4
.
Proof. We remind here the definition of gα:
gα = Zα f − ∑
|γ|+|β|≤|α|+1
1≤|β|
1≤|γ|≤N− n+22
qβγ(v
i /v0, t , x)ZγφẐβ f .
By the second triangular inequality comes immediately
E[|(v0)p gα|]≥ ∣∣E[|(v0)p Ẑα f |]−E[∣∣ ∑
|γ|+|β|≤|α|+1
1≤|β|
1≤|γ|≤N− n+22
qβγ(v
i /v0, t , x)Zγφ(v0)p Ẑβ f
∣∣]∣∣,
so that, using Lemma 4.14,
E[|(v0)p Ẑα f |]− ∑
|γ|+|β|≤|α|+1
1≤|β|
1≤|γ|≤N− n+22
E
[∣∣t · Cερ
t
n
2
(v0)p Ẑβ f
∣∣]∣∣≤ E[|(v0)p gα|],
E[|(v0)p Ẑα f |]−Cε1/2ρ2− n2 ∑
|γ|+|β|≤|α|+1
1≤|β|
1≤|γ|≤N− n+22
E
[∣∣(v0)p Ẑβ f ∣∣]∣∣≤ E[|(v0)p gα|],
for some constants C .
We now split the sum above between |β| = |α| and |β| < |α| and sum over the multi-indices |α| ≤ N ,
taking p = 2 for |α| ≤ bN2 c and p = 0 otherwise to build the energy EN [ f ]. One gets, using the bootstrap
assumptions (74), as well as Lemmata 4.22 and 4.23, for all ρ in [1,P ],
(1−Cε1/2)EN [ f ](ρ)≤ (1+ C˜ε1/4)eC˜ε
1/2
ερδ+Cε3/2ρδ+2− n2 ,
where C is a constant (possibly different of the one above) depending only on the dimension and the
regularity. Note finally that the ρ-loss is present only in dimension 4.
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As a consequence, for all ρ in [1,P ], if n > 4,
EN [ f ](ρ)≤ ≤ (1+ C˜ε
1/4)eC˜ε
1/2
ερδ
1−Cε1/2 ,
and, if n = 4,
EN [ f ](ρ)≤ ≤ (1+ C˜ε
1/4)eC˜ε
1/2
ερδ
1−Cε1/2 .
4.5.7 L2-estimates for the transport equation
Consider here the vector X defined by
X = (Ẑα1 f , . . . , Ẑαq f ) with |α1| ≥
⌊
N
2
⌋
−n+1 and |αq | =N , (105)
where the multi-index α goes over all the multi-indices of length larger that bN2 c−n + 1. Using the
same notation, we introduce the vector Gh :
Gh = (gα1 , . . . , gαq ) with |α1| ≥
⌊
N
2
⌋
−n+1 and |αq | =N
where gα has been defined by Equation (98). Consider finally the vector H defined by
H = (v0 Ẑα1 f , . . . , v0 Ẑαq f ) with |α1| = 0 and |αq | ≤
⌊
N
2
⌋
−n.
In a similar fashion as above, let us now consider the vector G l defined by:
G l = (v0gα1 , . . . , v0gαq ) with |α1| = 0 and |αq | ≤
⌊
N
2
⌋
−n.
We will denote in the following by |A|∞ the supremum over all the components of a vector or matrix
A. Recall that, if A and B are two matrices, then,
|AB |∞. |A|∞|B |∞.
All along this section, an inequality of the form
|A|. 1
1−ε1/2
appears often, for some quantity A. Since we have assumed that
ε1/2 ≤ 1
2
,
|A| can be bounded by 2, and we can ignore the dependency on the upper bound when 1−ε1/2 appears
in the denominator. We can then write
|A|. 1.
In the same spirit, eC
p
ε is treated as a constant.
The relation between the vectors X , H ,G j ,G l is now stated in the following lemma:
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Lemma 4.25. Assume that ε is sufficiently small. Then, the following relations between Gh ,G l , H , X
hold:
1. There exists a square matrix A such that
• G l =H − Al H;
• A satisfies:
|Al |∞. ε
1/2ρ
t
n
2 −1
;
• If ε is small enough, then 1− Al is invertible, and
|(1− Al )−1|∞. 1
2. There exist a square matrix A′, and a rectangular matrix A′′ such that
• Gh = X − A′X − A′′H;
• (A′) and (A′′) satisfy:
|A′i j |∞.
ε1/2ρ
t
n
2 −1
and |A′′i j |∞.
ε1/2ρ
v0t
n
2 −1
;
• If ε is small enough, then 1− A′ is invertible, and
|(1− A′)−1|∞. 1.
Proof. The proof of the algebraic relations between G l , Gh , X , and H is a direct consequence of the
definition of gα, as stated in Equation (98). The components of A are of the form qβγZ
γφ with |γ| ≤
N −bn2 c−1 (cf. Lemma 4.11 for the definition of qβγ). Since qβγ . t , the decay estimates for Zγφ (cf.
Lemma 4.14), as well as the bootstrap assumptions (73), provide the estimates on the components of
Al , A′, and A′′. Standard algebraic manipulations ensure the invertibility of the square matrices 1−Al
and 1− A′, and
|Al |∞. 1
1−ε1/2 , |A
′|∞. 1
1−ε1/2 .
Lemma 4.26. The commutator relation of Lemma 4.21 can be rewritten as
TφG
h +AX =BH ,
where
• A= (Ai j ) is square matrix, depending on (t , x, v) whose components can be bounded by
|Ai j |. ε
1/2v0
ρt
n
2 −1
or |Ai j |. ε
1/2
v0ρt
n
2 −2
or |Ai j |. ε
1/2v0ρ
t
n
2
or |Ai j |. εv
0
t n−3
;
in particular, for any regular distribution function g ,∫
Hρ
∫
v
|Ai j g |d vdµHρ .
ε1/2
ρ
n
2 −1
∫
Hρ
χ1(|g |)dµHρ .
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• B is rectangular matrix, depending on (t , x, v) whose components can be bounded by
|B i j |. t | fi j |with || fi j ||L2(Hρ ). ε1/2.
Proof. The proof of this lemma consists essentially in rearranging the terms of the commutator for-
mula stated in Lemma 4.21 and on the relation
Tφ(v
0)= v0(T1(φ)−∂tφ),
which can be bounded by the mean of Lemma 4.14 by
|Tφ(v0)|. (v
0)2ε1/2
t
n
2 −1ρ
.
We remind furthermore that, if Ẑβ f can be estimated pointwise, then ∂Zγφ should be estimated in
energy, as explained in the proof of Lemma 4.22. The estimates which then follow from splitting are
obtained in a similar as in the same proof as in Lemma 4.22. To understand the components of the
matrix A and B, and the related estimates, we finally provide the following examples of components
of these matrices:
• the matrix A contains the following terms (here in absolute value):
|rβγT1(Zγφ)|.
ε1/2v0
ρt
n
2 −2
for |γ| ≤N − n+2
2∣∣∣∣ 1v0 pδγβ∂δ(Zγφ)
∣∣∣∣. ε1/2
v0ρt
n
2 −2
for |γ| ≤N − n+2
2
|Tφ(qβγZγφ)|.
ε1/2v0ρ
t
n
2
for |γ|, |κ| ≤N − n+2
2
|qβγqκσZγφT1(Zκφ)|.
εv0
t n−3
for |γ|, |κ| ≤N − n+2
2
• the matrix B contains the following terms (here in absolute value):
1
v0
qβγT1(Z
γφ) with |γ| >N − n+2
2
,
where |qβγ|. t , and ‖(v0)−1T1(Zγφ)‖2L2(Hρ ). ε.
Consider now the case when the operator Tφ acts on the vector G l :
Lemma 4.27. There exists a square matrix Aˆ such that
TφG
l = AˆG l .
The components (Aˆi j ) of the matrix Aˆ satisfy
|Aˆi j |. ε
1/2v0
ρt
n
2 −1
or |Aˆi j |. ε
1/2
v0ρt
n
2 −2
or |Aˆi j |. ε
1/2v0ρ
t
n
2
or |Aˆi j |. ε
1/2v0
t n−3
;
in particular, for any regular distribution function g ,∫
Hρ
∫
v
|Aˆi j g |d vdµHρ .
ε1/2
ρ
n
2 −1
∫
Hρ
χ1(|g |)dµHρ .
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Proof. This equation essentially relies on the commutator formula of Lemma 4.21. Note that for this
formula, since α is very low, the first term of the right hand side of the commutator formula∑
|γ|+|β|≤|α|+1,
|γ|≥1, |β|≥1
|γ|≥N−b n2 c
qβγT1(Z
γφ)Ẑβ( f )
does not appear in the formula. Following the arguments of Lemma 4.23, in the situation when the
number of derivatives is low (smaller that bN2 c−n), then the derivatives of the wave equation can all
be estimated pointwise. Proposition 4.12 and Lemma 4.14 provide a relation of the form
TφG
l = Aˆ′H ,
where Aˆ′ satisfies the same properties as A in Lemma 4.26. Finally, we use the relation between G l and
H stated in Lemma 4.25.
Lemma 4.28. There exists a square matrix A and a rectangular matrix B satisfying:
• A= (Ai j ) is square matrix, depending on (t , x, v) whose components can be bounded by
|Ai j |. ε1/2 · v
0
ρt
n
2 −1
or |Ai j |. ε1/2 · 1
v0ρt
n
2 −2
or |Ai j |. ε
1/2v0ρ
t
n
2
or |Ai j |. ε · v
0
t n−3
;
in particular, for any regular distribution function g ,∫
Hρ
∫
v
|Ai j g |d vdµHρ .
1
ρ
n
2 −1
ε1/2
∫
Hρ
χ1(|g |)dµHρ .
• B is a rectangular matrix, depending on (t , x, v) whose components can be bounded by
|Bi j |. t | fi j |with || fi j ||L2(Hρ ). ε1/2.
such that the vector Gh satisfies the equation
TφG
h +AGh =BG l .
Proof. The proof relies on the combination of Lemmata 4.25, 4.26, and 4.27. Assuming ε small enough
so that the matrices 1− A, and 1− A′, are invertible, and substituting the expression of X , and H , in
function of Gh and G l , in the equation satisfied by Gh stated in Lemma 4.26, one obtains the equation:
TφG
h +A · (1− A′)−1 ·Gh =B · (1− A)−1 ·G l +A · (1− A′)−1 · A′′ ·G l
Since the components of the matrices (1− A′)−1 and (1− A)−1 are both bounded by 11−ε , the compo-
nents of the matrices A · (1− A′)−1 and B · (1− A)−1 satisfy the same properties as the A and B, up to
constant 11−ε . We finally consider the components of C = A · (1− A′)−1 · A′′ whose components can be
bounded by the means of Lemma 4.14, as follows (we remind the reader that A′′ contains a (v0)−1):
|Ci j |. ε
1/2
1−ε1/2 ·
ε1/2
ρt
n
2 −1
· ε
1/2ρ
t
n
2
or |Ci j |. ε
1/2
1−ε1/2 ·
ε1/2
ρt
n
2 −2
· ε
1/2ρ
t
n
2
or |Ci j |. ε
1/2
1−ε1/2 ·
ε1/2
t n−3
· ε
1/2ρ
t
n
2
.
One now easily notices that they can all be bounded by terms of the form
|Ci j |. t | fi j |with ‖ fi j ‖L2(Hρ ).
ε1/2
1−ε1/2 .
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Decomposition of the solution
We consider now the set of equations of the form
TφG
h +AGh =BG l , with initial data Gh(ρ = 1), (106)
where all matrices are as above. To obtain estimates on the solution Gh , we split it into two parts
Gh =G+Ghom, (107)
where Ghom and G are respective solutions to the Cauchy problems with initial data on the hyper-
boloid H1:
TφGhom+AGhom = 0, with Ghom(ρ = 1)=Gh(ρ = 1) (108)
TφG+AG =BG l with G(ρ = 1)= 0. (109)
We proceed by evaluating both components individually.
Homogeneous part
Commuting Equation (108) n-times with vector fields Ẑ yields
Tφ
(
ẐαGhom
)=−Ẑα (AGhom)+ [Tφ, Ẑα]Ghom (110)
for |α| ≤ n. Applying estimate (97) directly to this equation would yield problematic terms in the
estimate for the same reason as discussed after (98). As before, we introduce an auxiliary function
gα
hom
analogous to that defined in (97). Applying estimate (97) to the transport equation of gα
hom
yields
E[|gαhom|](ρ)≤ ε(1+Cε)eC
p
ε. (111)
for |α| ≤ n. In turn, for Ghom we obtain for n > 4:
∑
|α|≤n
E[|ẐαGhom|]≤
ε(1+Cε1/2)eCε1/2
1−ε1/2 ,
and, if n = 4: ∑
|α|≤n
E[|ẐαGhom|]≤
ε(1+Cε1/2)eCε1/2ρδ
1−ε1/2 ,
where the constant C does depend only on the dimension and the regularity N .
This yields
‖Ghom‖P,n(ρ)≤
{
ε(1+Cε)eCε
1−ε1/2 n > 4
ε(1+Cε)eCερδ
1−ε1/2 n = 4.
(112)
In combination with the Klainerman-Sobolev estimate (8) this implies the following lemma.
Lemma 4.29. The following estimate holds:
∫
v∈Rn
|Ghom|
d v
v0
≤

ε(1+Cε1/2)eCε1/2
(1+t )n n > 4
ε(1+Cε1/2)eCε1/2ρδ
(1+t )n n = 4,
(113)
where the constant C does depend only on the dimension and the regularity N .
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Inhomogeneous part
Before giving the full proof of the actual L2-decay estimates for the inhomogeneous part of Gh , let us
explain the main ideas on a simple model problem. Assume that T is a transport operator such as the
relativistic transport operator or even just the classical one and that f is a function of (t , x, v) satisfying
T ( f )= hg
where h = h(t , x) is such that it is uniformly bounded in L2x and such that g is itself a solution to the free
transport equation T (g )= 0 with g regular enough so that L1x,v -bounds hold for g and decay estimates
similar to our Klainerman-Sobolev inequality can be applied for the velocity averages of g . The aim
is to prove L2x -decay estimates on
∫
v | f |d v , the difficulty being that h has very little regularity so that
we cannot commute the equation. Instead, note that, by uniqueness, that f = g H , where H is the
solution to the inhomogeneous transport equation T (H)= h with zero data. Indeed,
T (g H)= T (g )H + g T (H)= g h,
since T (g )= 0. Now, note that∣∣∣∣∣∣∣∣∫
v
g Hd v
∣∣∣∣∣∣∣∣
L2x
.
∣∣∣∣∣
∣∣∣∣∣
(∫
v
|g |d v
)1/2 (∫
v
|g |H 2d v
)1/2∣∣∣∣∣
∣∣∣∣∣
L2x
.
∣∣∣∣∣
∣∣∣∣∣
(∫
v
|g |d v
)1/2∣∣∣∣∣
∣∣∣∣∣
L∞x
∣∣∣∣∣∣∣∣∫
v
|g |H 2d v
∣∣∣∣∣∣∣∣
L1x
.
Since we have assumed g to solve the free transport equations and to be as regular as needed, we
know that we have some decay for
∣∣∣∣∣∣(∫v |g |d v)1/2∣∣∣∣∣∣L∞x . Thus, it remains only to prove boundedness for
| ∣∣∣∣∫v |g |H 2d v∣∣∣∣L1x . This can be obtained using again the transport equation for g H and the associated
approximate conservation laws. Indeed, we have
T (g H 2)= 2g hH
and thus, we need to estimate an integral of the form
∫
t ,x,v |g hH |d td xd v . This is done as follows.
First, ∫
t ,x,v
|g hH |d td xd v =
∫
t
∫
x,v
|g |1/2|h| . |g |1/2Hd xd vd t
.
∫
t
(∫
x,v
|g ||h|2d xd v
)1/2 (∫
x,v
|g |H 2d xd v
)1/2
d t .
It follows that, if one can obtain enough decay for
(∫
x,v |g |(x, v)|h|2(x)d xd v
)1/2
, then the estimate can
close via a Grönwall type inequality. For the decay estimate, simply note again that∣∣∣∣∫
x,v
|g |(t , x, v)|h|2(t , x)d xd v
∣∣∣∣. ∣∣∣∣∣∣∣∣∫
v
g d v
∣∣∣∣∣∣∣∣
L∞
||h(t , x)||L2x .
This concludes the discussion of the estimates for the model problem. To estimate the inhomoge-
neous part of Gh , we will essentially follow this strategy requiring that
• we need to work with systems;
• the operator T needs to be replaced by Tφ (or rather Tφ+ A);
• the vector B replacing h is not uniformly bounded in L2x (there is a t-loss);
• the vector replacing g does not quite satisfy a homogeneous transport equation;
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• and finally, in all steps, we need to keep track of the exact decay rates in ρ to make sure the time
integrals converge.
To perform the estimates on the inhomogeneous part of the equation, we introduce the following ap-
proximation scheme: let (G0,B0) = (G ,B) initializing the approximation, and consider the sequences
(G`) and (B`) defined as solutions to the following equations (with vanishing initial data), for `= 1,
TφB1+AB1 =B0, with B1(ρ = 1)= 0
TφG1+AG1 =−B1AˆG l , with G1(ρ = 1)= 0 (114)
and, for `> 1,
TφB`+AB` =−B`−1Aˆ, with B`(ρ = 1)= 0
TφG`+AG` =−B`AˆG l , with G`(ρ = 1)= 0. (115)
Note that the second equation of (114) and (115) are identical.
Equations (114) imply that
Tφ
(
B1G
l +G1
)
= Tφ(B1)G l +B1Tφ(G l )+Tφ(G1)
= (−AB1+B0)G l +B1AˆG l −AG1−B1AˆG l
= −A
(
B1G
l +G1
)
+B0G l .
As a consequence, B1G l +G1 satisfies Equation (106) with zero initial data. By uniqueness of solutions
to the Cauchy problem,
G0 =B1G l +G1.
In a similar fashion, for `> 1, Equations (115) imply that
Tφ
(
B`G
l +G`
)
= (TφB`)G l +B`Tφ(G l )+Tφ(G`)
= (−AB`−B`−1Aˆ)G l +B`AˆG l −AG`−B`1AˆG l
= −A
(
B`G
l +G`
)
−B`−1AˆG l .
As a consequence, B`G l +G` satisfies the second equation of (115) at the rank `−1 with zero initial
data. By uniqueness of solutions to the Cauchy problem,
G`−1 =B`G l +G`.
To sum up, G can be written formally as
G =∑
`≥1
(G`−1−G`)=
∑
`≥1
B`G
l .
The convergence is proven later. Eventually the individual summands will be decomposed schemat-
ically into products of the form bg =
√
b2g
p
g , where b and g are components of B` and G l . In the
following we set up an iteration to obtain estimates on norms of the form (117), which are necessary
to estimate the first factor in these products. These are eventually estimated in Proposition 4.32.
The corresponding equations for B` are used in the following to obtain estimates for an energy to be
introduced below. We introduce the notations:
B1 = (B 1i j ), B` = (B`i j )
A= (Ai j ), Aˆ= (Aˆi j )
G l = (. . . , gi , . . .), B0 = (B 0i j ).
(116)
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We introduce a pointwise norm by
|B`B`G l |∞ ≡
∑
i , j ,k,m,n
|Bi j Bkm gn |. (117)
We define the corresponding energy by
F` ≡ E(|B`B`G l |∞). (118)
We rewrite equations (114) and (115) to obtain scalar equations for the components of B1 and B`.
Those are given in the following:
TφB
1
i j + Aki B 1k j =B 0i j
TφB
`
i j + Aki B`k j =−B`−1,ki Aˆk j for `> 1.
(119)
As an immediate consequence, we obtain the transport equations for the components of the pointwise
norm (117). Those read
Tφ
(
B 1i j B
1
km gn
)
=
(
−Aai B 1a j +B 0i j
)
B 1km gn +B 1i j
(−Aak B 1am +B 0km)gn +B 1i j B 1km Aˆbn gb ,
Tφ
(
B`i j B
`
km gn
)
=
(
−Aai B`a j −B`−1,ai Aˆa j
)
B`km gn +B`i j
(
−Aak B`am −B`−1,ak Aˆam
)
gn
+B`i j B`km Aˆbn gb for `> 1.
(120)
As a consequence of these equations and the general energy estimate (97) we obtain the following
energy estimates for the different iteration steps. Note that the initial data vanish.
F1(ρ).
∑
i , j ,k,l ,m
∫ ρ
1
∫
Hρ′
∫
v
{
|Aai ||B 1a j B 1kl gm |+ |Aak ||B 1i j B 1al gm |+ |Aˆbm ||B 1i j B 1kl gb |
+
√
(B 0i j )
2gm
√
(B 1kl )
2gm +
√
(B 0kl )
2gm
√
(B 1i j )
2gm
+
( |∂tφ|
v0
+T1(φ)
)
|B 1i j B 1kl gm |
}
d vdµρ′dρ
′
(121)
For `> 1,
F`(ρ).
∑
i , j ,k,l ,m
∫ ρ
1
∫
Hρ′
∫
v
{
|Aai ||B`a j B`kl gm |+ |Aak ||B`i j B`al gm |+ |Aˆbm ||B`i j B`kl gb |
+ |Aˆa j |
√
(B`−1,ai )
2gm
√
(B`kl )
2gm +|Aˆal |
√
(B`−1,ak )
2gm
√
(B`i j )
2gm
+
( |∂tφ|
v0
+T1(φ)
)
|B`i j B`kl gm |
}
d vdµρ′dρ
′.
(122)
We can state the final L2-estimates on the solution of the transport equation, which holds under the
bootstrap assumptions (73) and (74):
Lemma 4.30. Assume that ε is sufficiently small and that δ= ε 14 . Then, the following estimate holds:
• in dimension 4, for `≥ 0,
sup
ρ∈[1,P ]
ρ−ε
1/4
F`(ρ). ε`;
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• in dimension greater than 4, for `≥ 0,
sup
ρ∈[1,P ]
F`(ρ).
(
ε
3
2
)`
.
Remark 4.31. This lemma states in particular that the series
∑
`>0
∑
i , j ,k,m,n B
`
i j B
`
km gn (where i , j ,k,m,n
are the indices of the components of the matrices B` and G l ) converges normally in the appropriate Ba-
nach space.
Proof. We first consider the term F0(ρ)= E(|B0B0G l |∞). The components of B0 are products of func-
tions bounded by ε1/2 in L2 times t , according to Lemma 4.28. The components of G l can be bounded
pointwise by Theorem 8 and Remark 4.16. One consequently obtains:
F0(ρ).
∫
Hρ
ερδ
t n
|B0|2∞dµHρ . ε2ρδ+2−n .
Equations (121) and (122) provide the following integral inequalities, together with the decay of the
coefficients of the matrix A stated in Lemma 4.28:
F1(ρ) .
∫ ρ
1
ε1/2
ρ′
n
2 −1
F1(ρ
′)+ (F1(ρ′))
1
2 (F0(ρ
′))
1
2 dρ′
.
∫ ρ
1
ε1/2
ρ′
n
2 −1
F1(ρ
′)+ερ δ2+1− n2 (F1(ρ′))
1
2 dρ′
.
∫ ρ
1
ε1/2
ρ′
n
2 −1
F1(ρ
′)+ε3/4ρ δ2+ 12− n4 ·ε1/4ρ 12− n4 (F1(ρ′))
1
2 dρ′
. ε
3/2
n
2 −2−δ
(
1−ρδ+2− n2
)
+
∫ ρ
1
ε1/2
ρ′
n
2 −1
F1(ρ
′)dρ′. (123)
We continue with the case n > 4. From the previous estimate, by Grönwall’s lemma, one obtains
F1(ρ). eCε
1/2
ε3/2. ε3/2.
We now consider F`(ρ), for `≥ 2:
F`(ρ) .
∫ ρ
1
ε1/2
ρ′
n
2 −1
F`(ρ
′)+ ε
ρ′
n
2 −1
(F`−1(ρ′))
1
2 (F`(ρ
′))
1
2 dρ′
.
∫ ρ
1
ε3/2
ρ′
n
2 −1
F`−1(ρ′)dρ′+
∫ ρ
1
ε1/2
ρ′
n
2 −1
F`(ρ
′)dρ′. (124)
Still for n > 4, Grönwall’s lemma provides
F`(ρ). ε
3
2 eC
p
ε sup
ρ∈[1,P ]
F`−1(ρ). ε
3
2 sup
ρ∈[1,P ]
F`−1(ρ).
The conclusion of the proof for n > 4 is obtained by resorting to standard arguments for geometric
sequences.
We consider now the case n = 4. We are proving, by the mean of the bootstrap, the following estimates,
for all `≥ 1:
F`(ρ)≤Cε`ρε
1/4
, (125)
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where C > 0 is a constant depending only on the regularity and the dimension. Assume that the last
estimates holds on [1,P ′], where P ′ < P is the maximal time where Equation (125) holds. In view of
these assumptions, the above estimate for F1(ρ) takes the form, by inserting the bootstrap assumption
(125) into Equation (123):
F1(ρ). ε3/2
∫ ρ
1
ρ′−1+ε
1/4
dρ′,
which yields
F1(ρ). εε1/4ρε
1/4
,
and, in particular, improves the assumption for sufficiently small ε.
For `> 1, we obtain from the estimate for F`, by inserting the bootstrap assumption (125) into Equa-
tion (124):
F`(ρ). ε`ε1/2
∫ ρ
1
ρ′−1+ε
1/4
dρ′
so that
F`(ρ). ε1/4ε`ρε
1/4
,
which improves the bootstrap assumption and proves the lemma for the case n = 4.
We can finally summarize the estimates in the following proposition:
Proposition 4.32. Assume that ε is sufficiently small. Under the bootstrap assumptions (73) and (74),
the following estimates hold, for all multi-indices α such that bN /2c−n+1≤ |α| ≤N :∫
Hρ
t
ρ
(∫
v
|Ẑα f |d v
v0
)2
dµHρ . ρ2ε
1/4−nε2.
Proof. We first notice that, by Lemma 4.25, for α such that N2 +1≤ |α| ≤N ,(∫
Hρ
t
ρ
(∫
v
|Ẑα f |d v
v0
)2
dµHρ
) 1
2
. 1
1−ε1/2
(∫
Hρ
t
ρ
(∫
v
|gα|d v
v0
)2
dµHρ
) 1
2
. 1
1−ε1/2

(∫
Hρ
t
ρ
(∫
v
|Gαhom|
d v
v0
)2
dµHρ
) 1
2
+
(∫
Hρ
t
ρ
(∫
v
|Gα|d v
v0
)2
dµHρ
) 1
2
 ,
where Gα
hom
and Gα are the respective components of Ghom and G respectively. The first term of this
sum is estimated by the mean of Lemma 4.29
(∫
Hρ
t
ρ
(∫
v
|Gαhom|
d v
v0
)2
dµHρ
) 1
2
. ερ δ−n2
(∫ ∞
0
yn−1
< y >2n d y
) 1
2
.
The second term of the sum is estimated as follows: let us denote by Gα the components of the vector
G : we have (∫
Hρ
t
ρ
(∫
v
|Gα|d v
v0
)2
dµHρ
) 1
2
.
∑
`≥1
(∫
Hρ
t
ρ
(∫
v
|Bk`,αG lk |
d v
v0
)2
dµHρ
) 1
2
(126)
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by the triangle inequality. In turn, for every `≥ 1 we have the following estimate∫
Hρ
t
ρ
(∫
v
|Bk`,αG lk |
d v
v0
)2
dµHρ .
∑
k
∫
Hρ
t
ρ
(∫
v
|G lk |
d v
v0
)(∫
v
|(Bk`,α)2G lk |
d v
v0
)
dµHρ , (127)
where the last sum over k is taken of all the components of B` and G l and is consequently finite. In
combination with the pointwise decay for G l and the first estimate in Lemma 4.30 this implies∫
Hρ
t
ρ
(∫
v
|Bk`,αG lk |
d v
v0
)2
dµHρ . ρ2ε
1/4−nε`ε. (128)
This allows to take the sum in Equation (126) and yields∫
Hρ
t
ρ
(∫
v
|Gα|d v
v0
)2
dµHρ . ρ2ε
1/4−nε2. (129)
In combination with the bound on the homogeneous part above this yields the claim.
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A Distribution functions for massive particles with compact sup-
port in x
Theorems 2 and 5 require that the initial data be given on the initial hyperboloid H1 instead of a more
traditional t = const hypersurface. In this appendix, we explain how we can go from the t = 0 hyper-
surface to H1 provided the initial data on t = 0 has sufficient decay in x. For simplicity, consider the
homogeneous massive transport equation with initial data f0 given at t = 0. Assume that the support
of f0 is contained in the ball of radius R. Without loss of generality, we may translate the problem in
time, so that we now consider the problem with data at time t =
p
R2+1.
Tm( f ) = 0, (130)
f (t =
√
R2+1) = f0. (131)
Now, by the finite speed of propagation, the solution to this problem vanishes outside of the cone
C (R)≡
{
(t ,r,ω)/ t − r =
√
R2+1−R,ω ∈Sn−1, t ≥
√
R2+1
}
∪
{
(t ,r,ω)/ t + r =
√
R2+1+R,ω ∈Sn−1, t ≤
√
R2+1
}
depicted below. Thus, the trace of f on H1 is compactly supported and as a consequence, the norm
t
r
H1
r = Rr = R
C(R) C(R)
t =
√
R2 + 1
t =
r
Figure 3: The trace of a distribution function with compact support on H1.
appearing on the right-hand side of Theorem 2 is finite. Recall also that Theorem 2 gives pointwise
estimates for t ≥
√
1+|x|2. On the other hand, the region t <
√
1+|x|2 lies in the exterior ofC (R) and
thus f (t , x)= 0 for t <
√
1+|x|2. Thus, for compactly supported initial data given on some t = const
hypersurfaces, we can apply Theorem 2 and obtain a 1/t n decay uniformly in x.
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Finally, let us mention that the above arguments can be easily adapted to the non-linear massive
Vlasov-Nordström system for small initial data. Thus, once again, the use of hyperboloids in 5 is
merely technical.
B Integral estimate
Lemma B.1. Let n be a positive integer. Consider α,β such that
α+β> n.
There exists a constant Cα,β,n , such that the following estimates is true: for all t > 0, if β 6= 1∫ ∞
0
r n−1dr
(1+ t + r )α(1+|t − r |)β ≤
Cα,β,n
tα+β−n
(
1+ tβ−1
)
.
If β= 1, then ∫ ∞
0
r n−1dr
(1+ t + r )α(1+|t − r |) ≤
Cα,n
tα+1−n
(
1+ log(t +1)) .
Proof. Let
A =
∫ ∞
0
r n−1dr
(1+ t + r )α(1+|t − r |)β .
First, let us make the change of variable
r = t y.
This gives
A = 1
tα+β−n
∫ ∞
0
yn−1d y( 1
t +1+ y
)α ( 1
t +|1− y |
)β .
The first part of the denominator is bounded below by (1+ y)α, so that
A ≤ 1
tα+β−n
∫ ∞
0
yn−1d y(
1+ y)α ( 1t +|1− y |)β ,
We then cut the integral in 2, at the value r = 2. Let us thus introduce the constants Kα,β,n by
Kα,β,n =
∫ ∞
2
yn−1d y(
1+ y)α (y −1)β .
A can then be bounded by
A ≤ 1
tα+β−n
Kα,β,n +2n ∫ 1
0
d y( 1
t +1− y
)β
 .
The remaining integral can be computed: for β 6= 1,
∫ 1
0
d y( 1
t +1− y
)β = 1β−1
tβ−1− 1( 1
t +1
)β−1
= tβ−1
1−β
(
1− 1
1+ tβ−1
)
≤Cβtβ−1.
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If β= 1, we get ∫ 1
0
d y( 1
t +1− y
) = log(1+ t ).
We finally get the announced result: if β 6= 1∫ ∞
0
r n−1dr
(1+ t + r )α(1+|t − r |)β ≤
Cα,β,n
tα+β−n
(
1+ tβ−1
)
.
If β= 1, then ∫ ∞
0
r n−1dr
(1+ t + r )α(1+|t − r |)1 ≤
Cα,β,n
tα+1−n
(
1+ log(t +1)) .
C Geometry of Vlasov fields
In this section we present the necessary elements to understand the underlying geometry of Vlasov
fields, on an arbitrary curved manifold. In particular, we will present, with some amount of details,
• the geometry of the tangent bundle;
• the notion of complete lift, which is an essential tool to understand the commutators with the
Vlasov field;
• how the ambient geometry of the tangent bundle can be reduced to the mass shell.
Most of the calculations will be left to the reader.
The reader who wishes to know more about the geometry of the tangent bundle can refer to the book
by Crampin and Pirani [CP86]. This section has also been widely inspired by the work of Sarbach et al.
[SZ14a, SZ14b].
All along this section, let M be a n+1-dimensional smooth, oriented manifold, endowed with a Lorentzian
metric g , of signature (−,+,+,+). The Levi-Civita connection is denoted by ∇. The tangent bundle of
M is denoted by T M . We furthermore assume that M is time oriented: there exists a uniformly time-
like vector field T chosen, by convention, to be future pointing.
C.1 Geometry of the tangent bundle
This section is a reminder of some elementary geometric facts.
Definition C.1. The tangent bundle of M is the disjoint union of the tangent plane to M:
T M =qx∈M Tx M .
T M is a GLn(R)-principal bundle of dimension 2n+2 over M, with fibre Rn+1, and projection given by
pi : V = (x, v) ∈ T M 7−→ x ∈M .
Consider a chart (U , xα). One defines on the open set TU the following system of coordinates
(xα, vα = d xα).
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This system of coordinates provides a local trivialization of T M , by
V ∈ T M −→ (pi(V ), vα(V )) ∈U ×Rn+1.
In these coordinates, the metric reads
g = gαβvα⊗ vβ.
We now consider the tangent space to the tangent space of M , denoted by T T M . If V = (x, v) is a point
of T M , the tangent space to T M at the point (x, v), denoted by T(x,v)T M is generated by the vectors{
∂
∂xα
,
∂
∂vα
}
.
Let (x, v) be in T M . If t 7→σ(t ) is a curve on M , with σ(0)= x, σ˙(0)= v , the natural lift of σ is the curve
of T M defined by
σh = t 7→ (σ(t ), σ˙(t )) .
As a consequence, any curve in M can be obtained by projection on M of a curve in T M . We conse-
quently define:
Definition C.2 (Vertical space). The push forward pi? of the mapping pi defines, for (x, v) ∈ T M, a
surjective mapping T(x,v)T M into Tx M. The kernel ofpi? : T(x,v)T M →M is the horizontal space V(x,v)M
at (x, v). This is a subspace of dimension n + 1 of T(x,v)T M. In a system of coordinates (xα, vα), it is
generated by {
∂
∂vα
}
.
If t 7→ σ(t ) is a curve on M , with σ(0)= x, σ˙(0)= v , the horizontal lift of σ is the curve of T M defined
by
σh = t 7→ (σ(t ),V (t )) ,
where V (t ) is the vector field along the curveσ obtained by parallely transporting v along the curveσ.
In the coordinates (xα, vα), V obeys the differential equation
∇ασ˙V = V˙ α+Γαβγσ˙βV γ = 0,with V (0)= v,
where theΓα
βγ
are the Christoffel symbols of the connection. The tangent vector to the curveσ is given,
in the coordinates (xα, vα), at t = 0, by
σ˙(0)α
∂
∂xα
+ V˙ α(0) ∂
∂vα
= σ˙(0)α
(
∂
∂xα
−Γβαγvγ
∂
∂xβ
)
.
The vector
σ˙(0)α
(
∂
∂xα
−Γβαγvγ
∂
∂xβ
)
,
is the horizontal lift of the vector σ˙(0). This definition depends only on the vector v in Tx M .
Definition C.3. The horizontal space H(x,v)M at (x, v) is the subspace of T(x,v)T M generated by the
horizontal vectors
eα = ∂
∂xα
−Γβαγvγ
∂
∂vβ
.
It is independent of the chosen system of coordinates, and has trivial intersection with the vertical sub-
space of T(x,v)T M.
Finally, the tangent space is endowed with a metric:
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Definition C.4. The Sasaki metric on the tangent bundle T M is the metric of signature (2n,2) defined,
in coordinates, by
gs (eα,eβ)= gs
(
∂
∂vα
,
∂
∂vβ
)
= gαβ,
and
gs
(
eα,
∂
∂vβ
)
= 0.
C.1.1 Geodesic spray, and its commutators
We now turn our attention to the lift of geodesics to the tangent bundle.
Definition C.5. Let γ be a geodesic with γ(0)= x, γ˙(0)= v. The vector of H(x,v)M obtained by performing
the horizontal lift of v, denoted by T , is given by
T = vαeα = vα
(
∂
∂xα
−Γβαγvγ
∂
∂xβ
)
.
This defines globally a vector field on T M, called the geodesic spray.
Contrary to the geodesic flow, this vector field is defined globally on the manifold. Furthermore, since
its integral curves are the natural lift of geodesics, it naturally models the behaviour of freely falling
particles in the context of general relativity.
As we have seen earlier, one key aspect of the this work relies on the commutators with the transport
operator T (see section 2.7.2). The right tool to understand is the notion of complete lift (see section
2.7.1). It can be introduced as follows. Consider a vector field X on M . Assume that (locally) this vector
field arises from a flow φt :
dφt
d t
= X (φt ).
The mapping φt can naturally be lifted into a mapping of T M by the formula
φt? = (φt ,dφt ).
This immediately defines a vector field Xˆ on T M by the formula:
dφt?
d t
= X̂ (φt?).
It is also possible to have a definition relying on Lie transport along curves.
Definition C.6. Let X be a vector field on M. The complete lift of the vector field X on M into a vector
field Xˆ on T M is done as follows: Let p ∈ M and consider X (p). Let γ be an integral curve of X with
initial data:  γ(0) = pdγ
ds
(s) = X (γ(s)).
Let v ∈ Tp M, and consider the vector field Y defined on γ by Lie transporting the vector v along γ. It
obeys the equation
LX Y = [X ,Y ]= 0 with Y (p)= v.
This defines a curve Γ= (γ,Y (γ)) on T M. The mapping
X̂ : T M −→ T T M
(x, v) 7−→ dΓ
ds
(0)
defines a vector field on T M, defined as being the complete lift of X on T M.
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An expression of the complete lift of the vector W =W α∂xα in adapted coordinates is given in ([CP86,
p.330] and [CP86, p.288] for affine transformations) by
Ŵ =W α ∂
∂xα
+ vβ ∂W
α
∂xβ
∂
∂vα
. (132)
This expression can also be written as
Ŵ =W αeα+ vβ∇βW α
∂
∂vα
. (133)
One of the main interests of the complete lift is its relation with the commutators of the geodesic spray.
It is possible to give a precise characterization of the commutators with the geodesic spray which arise
from vector fields on the base manifold (cf. [CP86, Chapter 13, Section 6] ).
Theorem 13. A complete lift X̂ of a vector field is a symmetry of the geodesic spray Θ, i.e. commutes
with the geodesic spray
[X̂ ,T ]= 0,
if, and only if, the vector field X is an infinitesimal affine transformation of the corresponding affine
connection, and satisfies the equation, for every vector fields V ,W
LX∇V W =∇[X ,V ]W +∇VLX W.
In the presence of a metric, the commutator of a complete lift Xˆ , of a vector field X , can be written
explicitly (cf. [SZ14a, Formula (74)]).
Lemma C.7. Let X be a vector field on M. The complete lift X̂ of X commutes with the geodesic sprayΘ
if, and only if,
[T, X̂ ]= vαvβ [∇α∇βX µ−RµβανX ν] ∂
∂vµ
= 0.
Remark C.8. The equation
∇α∇βX µ−RµβανX ν = 0
is the equation for Jacobi fields (cf. [CP86, p.340]).
C.2 Geometry of the mass shell
If one considers a set of freely falling particles of given mass m, the 4-velocity of such a particle satisfies
g (v, v)=−m2.
It is consequently natural to consider the subset of the tangent bundle T M defined by
Pm = {(x, v) ∈ T M |gx (v, v)=−m2, v is future oriented},
called the mass shell. This set is the phase space of the considered set of particles. When the mass
m is positive, Pm is a smooth sub-manifold of T M . When the mass m is vanishing, Pm is no longer
a smooth sub-manifold because of the singularity at the tip of the vertex. If we ignore this fact, Pm is
a principal bundle over M , with group structure SO(n,1). The projection over M is obtained by the
restriction of the canonical projection of the bundle T M over M . The fibre at a point x is the subset of
the tangent plane Tx M given by
{v ∈ Tx M |gx (v, v)=−m2, v is future oriented}.
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Consider now a local chart on M , (U , xα). We have seen that this local system of coordinates gives rise
to a local chart on T M given by (TU , xα, vα = d xα). This system of coordinates gives rise to a system
of coordinates (xαxα, v i = v i ) on the mass shell by eliminating v0 in the equation
gαβv
αvβ =−m2. (134)
After one has chosen this system of coordinates, it is necessary to derive the relations between the
partial derivatives in the variables (xα, vα), and the partial derivatives in the variables (xα = xα, v i =
v i ). This is done by a simple application of the chain rule. Since v0 does depend on the metric, it is
first necessary to derive the following relations first: differentiating (134) brings
∂v0
∂xα
= − 1
2v0
∂gβγ
∂xα
vβvγ (135)
∂v0
∂v i
= − vi
v0
, (136)
where we have used the notation
vα = gαβvβ.
Consider now a smooth function f on the tangent bundle T M . Its restriction to the mass shell is
denoted by f . An immediate application of the chain rule brings the following relations:
∂ f
∂xα
= ∂ f
∂xα
+ ∂v
0
∂xα
∂ f
∂v0
= ∂ f
∂xα
− 1
2v0
∂gβγ
∂xα
vβvγ
∂ f
∂v0
(137)
∂ f
∂v i
= ∂ f
∂v i
+ ∂v
0
∂v i
∂ f
∂v0
= ∂ f
∂v i
− vi
v0
∂ f
∂v0
. (138)
The relations (137), (138) can now be used to determine which vectors are tangent to the mass shell.
We notice first that the vector fields eα, when applied to a function f , fulfil
eα( f ) = ∂ f
∂xα
− vβΓγ
βα
∂ f
∂vγ
= ∂ f
∂xα
− vβΓiβα
∂ f
∂v i
−
(
− 1
2v0
∂gβγ
∂xα
vβvγ+ vβΓ0βα+
vi
v0
vβΓiβα
)
∂ f
∂v0
= ∂ f
∂xα
− vβΓiβα
∂ f
∂v i
+ 1
2v0
(
∂gβγ
∂xα
vβvγ−2vβvγΓγβα
)
∂ f
∂v0
.
A quick calculation shows, using the expression of the Christoffel symbols, that
vβvγΓ
γ
βα
= 1
2
vβvγ
(
∂gβγ
∂xα
+ ∂gαγ
∂xβ
− ∂gβα
∂xγ
)
= 1
2
∂gβγ
∂xα
vβvγ.
The expression of eα is consequently
eα( f )= ∂ f
∂xα
− vβΓiβα
∂ f
∂v i
= eα( f ).
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This proves in particular that eα is tangent to the mass shell, as well as the Liouville vector field
T ( f )= vαeα( f )= vαeα( f )= vα ∂ f
∂xα
− vαvβΓiβα
∂ f
∂v i
.
In dimension n, the mass shell is of dimension 2n+1. We have as a consequence completely charac-
terized the generators of the tangent plane to the mass shell, which is generated by the vectors{
eα,
∂
∂v i
}
.
From this, it is easy to deduce that the vector
vα
∂
∂vα
is normal, for the Sasaki metric, to the mass shell (and also tangent in the massless case). The unit
normal is consequently given by, for m > 0,
N = −1
m2
vα
∂
∂vα
= −1
v0
∂
∂v0
+ 1
m2
v i
∂
∂v i
. (139)
We will now discuss the conditions ensuring that a complete lift is tangent to the mass shell. The same
procedure based on Equations (137), (138) can be applied to the complete lift of a vector field X :
X̂ = Xαeα+ vβ∇βX i
∂
∂v i
+ 1
v0
vβvγ∇βXγ
∂
∂v0
(140)
= Xαeα+ vβ∇βX i
∂
∂v i
+ 1
v0
pi(X )
βγ
vβvγ
∂
∂v0
. (141)
We immediately get the following lemma:
Lemma C.9. • If m > 0, X is Killing if, and only if, X̂ is tangent to Pm .
• If m = 0, X is conformal Killing if, and only if, X̂ is tangent to P0.
Proof. The proof of this fact consists in noticing that
gS (N , X̂ )= vµvν∇(µX ν).
Then, if X is Killing in the massive case, or conformal Killing in the massless case,
gS (N , X̂ )= 0,
and then X̂ is tangent to Pm(x).
Assume now that
gS (N , X̂ )= vµvν∇(µX ν) = 0.
Consider now the symmetric two form∇(µX ν) on the vertical space, which is endowed with the metric
gi j . Then, in the massless case, the symmetric two form ∇(µX ν) vanishes on the light cone of gi j and
is, as a consequence, proportional to it:
∇(µX ν) =φgµν,
i.e. X is conformal Killing. The conclusion in the massive case, follows in the same way.
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