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Abstract
We consider a class of multi-type particle systems having similar structure to the contact process and
show that additivity is equivalent to the existence of a dual process, extending a result of Harris. We give
two additional characterizations of these systems, in spacetime as percolation models, and biologically
as population models in which the interactions are due to crowding. We prove a necessary and sufficient
condition for the model to preserve positive correlations. We then show that complete convergence on
Zd holds for a large subclass of models including the two-stage contact process and a household model,
and give examples.
1 Introduction
The contact process [9],[10] is a model of infection spread in which each individual is in one of two states,
either healthy or infectious. The model has a number of convenient properties, namely, additivity and preser-
vation of positive correlations [7] which in many settings allow it to be analysed more or less completely;
see for example the proof, give in [10], of complete convergence for the model on the lattices Zd, which
characterizes not only the set of extremal invariant measures as a function of the infection parameter but
also the convergence to a combination of these measures, from any initial configuration. Since the proof
does not rely on other details of the model, for example, the number of infectious types, it seems natural to
suppose that the same results should hold for a much wider class of models.
To this end, we consider a class of particle systems that we refer to as growth models. The term is
borrowed from [3], however here we work in continuous rather than discrete time, and with systems having
generally more than one type of active particle. Precise definitions are given below, but we note that the
class of models considered includes the two-stage contact process [8], [4] the household model studied in [14]
and a spatial analogue of any multi-type branching process (see [11] for an introduction to these processes).
Since we focus on additive systems, our class of models does not include, for example, the multitype con-
tact process from [12]. In [7], Harris showed that for contact processes that additivity is equivalent to the
existence of a dual process; we generalize this result to systems with multiple active types, and give some
additional descriptions of these processes, as Harris did for contact processes. Also, we show for a nicely
behaved subclass of these models that complete convergence holds in the sense proved for stochastic growth
models in [3], and that there is a well-defined critical “surface” in parameter space separating survival from
extinction. In general we use ηt to denote the process under consideration.
We first recall the contact process. Given a graph with sites S and edges E, the contact process is a
continuous-time stochastic process taking place on the set of configurations {0, 1}S in which each site x is
either healthy (η(x) = 0) or infectious (η(x) = 1). A healthy site becomes infectious at rate λ times the
number of its infectious neighbours, and an infectious site recovers at rate 1. The graphical construction,
described in [10] and used in the next section, allows us to construct the process, using Poisson point pro-
cesses with the given rates, for all sets of initial configurations on the same probability space. We can also
think of the contact process as a model for population growth, substituting vacant for healthy and occupied
for infectious; this interpretation is useful when we define a notion of “primitive” active types, which play
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the role of different types of organisms in a multi-type process.
The contact process has a certain additivity property which simplifies its analysis. That is, defining ∨ on
pairs of configurations by
(η ∨ η′)(x) = max(η(x), η′(x))
and letting ηt and η
′
t refer to the process with initial configurations η0 and η
′
0, the process with initial con-
figuration η0 ∨ η
′
0 is given by ηt ∨ η
′
t for each t > 0. In other words, by superimposing the processes obtained
from two initial configurations, we recover the process run from the superimposed initial configuration. This
property is obvious from the graphical construction; see, for example, [7].
Our generalization is to processes that we call multi-type particle systems, with a finite set of types
F = {0, 1, ..., N}, so that the state space of configurations is FS . The local dynamics is given by a family of
transition rates
{cT (φ, ψ) : φ, ψ ∈ F
T , T ⊆ S finite }
that give the rate at which η|T , the restriction of η to T , flips to ψ when its value is φ. Under certain
regularity assumptions on the rates, we can construct a stochastic process with the rates given. These types
of systems are well-studied, particularly those in which F = {0, 1}; the interested reader may consult [9] for
sufficient conditions on the rates so that the process is uniquely defined. In the next section we give a simple
condition for this to hold, and a graphical construction that shows existence and uniqueness.
We say the process is additive if F is partially ordered by a join operation, that is, a binary operation
a ∨ b satisfying a ∨ b ≥ a, b and c ≥ a, b⇒ c ≥ a ∨ b, and such that
η′′0 = η0 ∨ η
′
0 ⇒ η
′′
t = ηt ∨ η
′
t for t > 0
with respect to the graphical construction, which clearly generalizes the definition for the contact process.
Letting 0 denote the configuration with all 0’s, we say the process is a growth model if type 0 ≤ a for all
a ∈ F and if 0 is absorbing and is reachable from any configuration with only finitely many sites in a non-0
state.
Note that the definition of additivity is not completely precise; as we shall see in Section 2, given a
process with well-defined transition rates there may be multiple ways of construcing it graphically, some of
which may satisfy the above definition while others do not, thus in Section 3 we shall arrive at the slightly
more precise Definition 3.2. However, the present definition is enough to understand the statement of the
results.
We now summarize the main results. The following result was proved in [7] for F = {0, 1}, using
graphical methods; we prove it here for general F , using a simpler and more general technique that focuses
on individual events. Roughly speaking, a dual is a process going backwards in time that gives information
about the forward process; a precise definition is given in Section 4.
Theorem 1.1. Every additive growth model has a dual which is an additive growth model.
The contact process turns out to be self-dual, i.e., the dual of the contact process is itself the contact
process. This fact allows us to prove, for example, that the contact process has single-site survival (i.e. has
a positive probability of surviving for all time, started from a single infected site - note this property does
not depend on the site considered, provided the graph is connected) if and only if it has a non-trivial upper
invariant measure (started from all sites infected, converges to an invariant measure that concentrates on
configurations with infinitely many infected sites). In Example 4.1 we show that for each N there is an
N -stage contact process which is also self-dual, and thus has also the property just stated.
We turn now to showing that for a growth model, the existence of a dual implies additivity. To do this it
is useful to pass to a slightly better type of growth model. An additive growth model has a set of primitive
types defined to be those a ∈ F such that a 6= b∨c for any b, c ∈ F with b 6= a, c 6= a. If we imagine primitive
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types a, b as individual organisms, we can think of a ∨ b as a state in which both an a and a b organism live
together at a single site. We can then expand the set of types F so that it distinguishes all combinations
of primitive types; a growth model that satisfies this condition is called multi-colour. The next result states
that after expanding the set of types, we can always obtain a well-defined process that projects down to the
original process.
Theorem 1.2. Every additive growth model η with types F has a lift ξ with types F∗ which is an additive
multi-colour growth model and satisfies
π(ξ0) = η0 ⇒ π(ξt) = ηt for t > 0
where π : FS
∗
→ FS is given by π(ξ)(x) = π(ξ(x)) for some π : F∗ → F that preserves the join.
The definition of a multi-colour growth model does not require that the model be additive. However, for
this type of model we can show that having a dual and being additive are equivalent.
Theorem 1.3. If a multi-colour growth model has a dual, then the model is additive.
Because they are defined in a natural way in terms of primitive types, additive multi-colour growth
models have a couple of useful interpretations, namely
• as percolation models in spacetime, and
• as population models in which organisms neither directly inhibit, nor help one another, but interact
only through the effects of crowding
These interpretations are described in Sections 6 and 7, and some basic facts are proved regarding them.
The percolation viewpoint has been used successfully to prove results about the contact process, as in [5],
where a contour method for proving survival (and estimating the critical value) is described. The population
viewpoint allows us to construct, from any multi-type branching process, a spatial model having the same
set of transitions but with the crowding effect arising from the “at most one particle of each type per site” rule.
For an additive multi-colour growth model we characterize the property PC, or positive correlations, in
terms of the individual transitions, as described in Section 8. PC is a helpful property for particle systems; for
example, in [1] it is a crucial property in comparing the contact process to oriented percolation. Included in
this characterization are models having only productive or destructive transitions, that is, models in which at
each transition, either particles are produced or “upgraded” to stronger particles, or else particles are killed
or “downgraded” to weaker particles, but not both. If we attach a parameter to each type of interaction in
such a model, as should be clear after the next section there is a natural sense in which the model is increasing
with respect to occurrence of productive interactions and is decreasing with respect to destructive interac-
tions. It follows that in the resulting parameter space, if we fix all but one parameter λ then there is a critical
value λc (possibly equal to 0 or∞) which is decreasing with respect to the rate of (other) productive transi-
tions and increasing with respect to the rate of (other) destructive transitions, such that single-site survival
occurs when λ > λc and does not occur when λ < λc - this is the so-called “critical surface” alluded to earlier.
By taking the join of all configurations we see that an additive model has a largest configuration. If
with respect to the graphical construction, η0 ≥ η′0 implies ηt ≥ η
′
t for t > 0 we say the model is attractive;
it follows easily from the definition of the partial order in terms of the join that an additive model is
attractive. For an attractive model with a largest configuration, the distribution of the process ηt started
from that configuration is decreasing in time, since for s < t, η0 ≥ ηt−s and evolving by s forward in time,
by attractiveness ηs ≥ ηt. By first examining cylinder sets of configurations whose probabilities decrease in
time, and then using these to determine finite-dimensional distributions, we can show the distribution of the
process converges to an upper invariant measure ν. We say the model exhibits complete convergence if for
any initial configuration η0 we have
ηt ⇒ (1− σ(η0))δ0 + σ(η0)ν
where δ0 is the measure that concentrates on the all zero configuration and σ(η0) = P(ηt 6= 0 ∀t > 0} is the
probability of survival starting from η0, and ⇒ denotes weak convergence of measures. The following result
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is proved in Section 9, and uses the construction of [1]. Translation invariant and symmetric means that
transitions are invariant under translation and under reflection in each coordinate. Irreducible means that
any active type at one site can produce any active type at any other site via some sequence of transitions.
“On Zd” just means that the set of sites is the d-dimensional integer lattice Zd, where d ≥ 1 is any integer.
Theorem 1.4. An additive multi-colour growth model on Zd which is irreducible, translation invariant,
symmetric and has only productive and destructive interactions exhibits complete convergence. Moreover,
single-site survival is equivalent to having ν 6= δ0.
The paper is organized as follows. In Section 2 we introduce the graphical method and describe the set of
couplings that it furnishes. In Section 3 we introduce the notions of attractiveness and additivity. In Section
4 we define growth models and prove Theorem 1.1. In Section 5 we define multi-colour systems and prove
Theorems 1.2 and 1.3. In Sections 6, 7 and 8 we discuss percolation, population, and positive correlations.
In Section 9 we prove complete convergence.
2 Graphical method and coupling
We begin by introducing a graphical method with the intention of describing a large but manageable class
of couplings for multi-type particle systems. Graphical methods have been extensively applied to particle
systems; see [7] for one of the first papers on the subject.
Definition 2.1. A local mapping is a function e : FT → FT for some finite T ⊆ S. An event structure
is a family of distinct local mappings {ei} and associated (positive) rates {ri} with each ei : FTi → FTi for
some Ti.
Our goal is to turn an event structure into a process ηt. Since ηt is constructed from a collection of
spacetime events, we call this the event construction. First define a family of independent Poisson point
processes {ui} such that each ui has intensity ri. Then, place the events corresponding to the processes {ui}
on the spacetime set S = S ×R+ to obtain a spacetime event map. When an event occurs that corresponds
to ui, we will apply the mapping ei, as we now describe.
If |S| < ∞ (i.e., the set of sites is finite) and for each T ⊆ S at most finitely many mappings ei send
FT → FT , then for each t > 0, only finitely many events occur in the interval (0, t]. Thus, given the initial
configuration η0 we can determine ηt for t > 0 by accounting for each event. If ui has an event at time s,
use ηs− to denote the state just prior to the event. Letting φ = ηs− |T be the restriction of ηs− to T , we let
ηs|T = ei(φ)
and ηs(x) = ηs−(x) for x /∈ T .
If |S| = ∞, to determine the state at each spacetime point (x, t) ∈ S it suffices that the state of only a
bounded set of points in S can affect the state at (x, t); the following condition is sufficient for this to hold.
Lemma 2.1. Given an event structure {ei}, {ri}, if there is an M and an L so that
• ri = 0 if |Ti| > M and
• each ri ≤ L
then for each spacetime point (x, t) ∈ S, the state at (x, t) is only affected by the state of a bounded set of
points in S.
Proof. Looking backwards in time, the number of sites y at time t − s whose state may affect the state at
(x, t) is bounded by a branching process in which each individual gives birth to M individuals at rate L,
which is known to be finite for finite times.
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Remark 2.1. These are fairly mild conditions, since we assume only that each event involves (and depends
on) at most M sites, and that each type of event occurs at rate at most L. Note, however, that there are
well-behaved systems not satisfying the first condition; see for example the nearest particle systems of Chapter
7 in [9].
To construct a multi-type particle system from its transition rates, one way to do it is to associate to each
transition cT (φ, ψ) the mapping ei that sends φ to ψ while leaving other local configurations unchanged,
and the rate ri = cT (φ, ψ). Letting cT =
∑
φ,ψ cT (φ, ψ), to satisfy the conditions of Lemma 2.1 it suffices to
have an M and an L so that
• cT = 0 if |T | > M and
• cT ≤ L
for each T . We call this the independent event construction, since an independent point process is assigned
to each transition. There may be other constructions, which we now describe.
Recall that a coupling is a probability space on which two or more processes are defined. In the event
construction, realizations of the process starting from any set of initial configurations are already coupled,
since they are determined from the same spacetime event map.
For a multi-type particle system, the independent event construction leads to a certain coupling of real-
izations. Using the same point processes to determine some transitions, we can obtain other couplings.
Definition 2.2. An event coupling for a multi-type particle system is an event structure {ei}, {ri}, ei :
FTi → FTi such that
• corresponding to each transition cT (φ, ψ) is a subcollection Ic of indices i such that
1. Ti ⊇ T ,
2. ei(φ
′)|T = ψ and ei(φ′)|Ti−T = φ
′|Ti−T whenever φ
′|T = φ, and
3. cT (φ, ψ) =
∑
i∈Ic
ri
• aside from this, ei(φ) = φ, and
• if ei is assigned to the transitions cTj (φj , ψj), j = 1, 2, ... then
{η : η|Tj = φj} ∩ {η : η|Tk = φk} = ∅, j 6= k (2.1)
In the context of an event coupling the ei are called transition mappings. The first condition is so that
the correct transitions occur, and at the correct rate. The second condition is so that nothing else happens.
The third condition is to ensure that we respect the joint distribution of distinct transitions in the process.
It follows from the condition in (2.1) that coupled transitions must occur on regions Tj that intersect in
at least one site, since if Tj ∩ Tk = ∅ there are configurations η satisfying both η|Tj = φj and η|Tk = φk.
Using this fact and a topological assumption on S we can get a bit more control on event couplings.
Proposition 2.1. Suppose that S is the set of vertices of an undirected graph with bounded degree and that
transitions cT (φ, ψ)
• satisfy the conditions of Lemma 2.1 and
• occur only on connected subsets T
Then in any event coupling, each mapping is associated to at most a uniformly bounded number of distinct
transitions.
5
Proof. From the overlap condition described above, it follows from connectedness that each mapping can
be assigned to at most finitely many transitions cTj (φj , ψj), in particular those involving sites within graph
distance M of T1. If d+ 1 is the degree of the graph (and M ≥ 2, say), then there are at most M(dM+1 −
1)/(d− 1) such sites (and thus a uniformly bounded number of distinct possible transitions involving these
sites), since a rooted tree with branching number d and depth M has 1 + d+ ...+ dM vertices.
We note that from any valid event coupling we obtain a coupling of realizations of our process starting
from any initial configuration. In certain cases, some of these couplings may be more useful than others, for
example if the resulting evolution of the system respects a certain natural partial order on the states, as we
now describe.
3 Attractiveness and additivity
Suppose the set of types F is a partially ordered set, that is, we have a reflexive transitive relation ≤ defined
for certain pairs a, b ∈ F . From this we obtain a partial order on local (or global) configurations given by
φ ≤ φ′ ⇔ φ(x) ≤ φ′(x) for each x ∈ T (η ≤ ζ ⇔ η(x) ≤ ζ(x) for each x ∈ S).
Definition 3.1. A mapping e : FT → FT is attractive if φ ≤ φ′ ⇒ e(φ) ≤ e(φ′). An event coupling is
attractive if each of its mappings is attractive. A process is attractive if it has an attractive event coupling.
Note that attractiveness of a process is equivalent to the existence of an event coupling so that η0 ≤ η′0 ⇒
ηt ≤ η′t for all t > 0.
The historical reason for the word “attractive” is given in [9], Chapter 2, Section 2; in that context, the
“spins” at adjacent sites tend to align, which means that the spin state at one site tends to be attracted to
the spin state at adjacent sites.
In some cases F is equipped with a join operation ∨, which is a symmetric binary operation defined for
all pairs a, b ∈ F that satisfies a ∨ b ≥ a, b and c ≥ a, b⇒ c ≥ a ∨ b.
Definition 3.2. A mapping e : FT → FT is additive if e(φ ∨ φ′) = e(φ) ∨ e(φ′). An event coupling is
additive if each of its mappings is additive, and a process is additive if it has an additive event coupling.
Note that additivity of a process is equivalent to the existence of an event coupling so that ηt = η
′
t ∨ η
′′
t
whenever η0 = η
′
0 ∨ η
′′
0 .
If a and b are comparable i.e., a ≤ b or b ≤ a, then a ∨ b is just max(a, b). From this it follows that if
η0 ≤ η′0 = η
′
0, then η0 ∨ η
′
0 = η
′
0 and so ηt ∨ η
′
t = η
′
t and in particular, ηt ≤ η
′
t. Thus additivity implies
attractiveness.
4 Growth models and duality
In order to say more about additivity, we focus on the following class of systems, which are natural choices
for either population growth or disease spread. For what follows let 0 denote the configuration with all 0’s.
Definition 4.1. A growth model is a multi-type particle system with a distinguished passive type 0 and
active types {1, ..., N} satisfying
• 0 ≤ a for each a ∈ F ,
• 0 is absorbing, and
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• 0 is reachable from any configuration with only finitely many active sites.
If we think of the active types as representing organisms in various stages of development this means that
vacancy is the “lowest” type, that no spontaneous birth occurs, and that a finite population has a chance
of dying out. For a population model, unoccupied territory is the passive type, and for a disease model in
which each site represents a particular individual, the passive type might be a healthy individual.
For a growth model we are interested in questions of survival, that is, whether the process started from
a finite number of active sites has a chance of avoiding the 0 state for all time.
We will show that each additive growth model has an additive counterpart going backwards in time; the
first step is to define its configurations.
Definition 4.2. For a growth model with types F and join ∨, a set of active types E ⊆ F is
• increasing if a ∈ E, a ≤ b⇒ b ∈ E, and is
• decomposable if a ∨ b ∈ E implies a ∈ E or b ∈ E.
The dual types F˜ are the set of increasing and decomposable sets of active types E, together with a passive
type 0, with the partial order 0 ≤ E for each E ∈ F˜ and E ≤ E′ if E ⊆ E′.
A partially ordered set of dual configurations F˜S is defined in the same way as for FS . From the following
proposition we see that the dual types come equipped with a join.
Proposition 4.1. The set of dual types has a join ∨ given by E ∨ E′ = E ∪ E′.
Proof. If E and E′ are increasing and a ∈ E ∪ E′ then b ≥ a implies b ∈ E ∪ E′, so E ∪ E′ is increasing,
and that if E and E′ are decomposable and b ∨ c ∈ E ∪ E′ then b ∈ E ∪ E′ or c ∈ E ∪ E′, so E ∪ E′ is
decomposable; therefore, E ∪ E′ ∈ F˜ whenever E,E′ ∈ F˜ . If E′′ ≥ E,E′ then E ⊇ E,E′ so E ⊇ E ∪ E′,
moreover E ∪ E′ ≥ E,E′.
In order to relate configurations in FS with dual configurations in F˜S we introduce the following com-
patibility relation.
Definition 4.3. A configuration η ∈ FS is compatible with a dual configuration ζ ∈ F˜S, denoted η ∼ ζ, if
for some x, η(x) is an active type and η(x) ∈ ζ(x). For local configurations φ ∈ FT , θ ∈ F˜T this reads
φ ∼ θ ⇔ φ(x) ∈ θ(x) 6= 0 for some x ∈ T
When the 6= 0 is understood it is usually omitted. With the compatibility relation comes the natural
identification ζ ↔ {η : η ∼ ζ} (or, for local configurations, θ ↔ {φ : φ ∼ θ}) of dual configurations with the
set of configurations with which they are compatible.
A growth model with configurations in FS has a dual if there is an event coupling for the model and
a multi-type particle system with configurations F˜S so that in the event construction for the process, the
following duality relation holds:
ηt ∼ ζ0 ⇔ η0 ∼ ζt
where the process ηs, 0 ≤ s ≤ t is run forward in time on the spacetime event map from 0 to t, and the dual
ζs, 0 ≤ s ≤ t, is run backward in time on the spacetime event map from t to 0 (so that ζs is on the timeline
t− s), using the dual mappings given by
e˜(θ) = {φ ∈ FT : e(φ) ∼ θ}
Note the identification θ ↔ {φ : φ ∼ θ} is assumed on the right-hand side of the equation.
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Remark 4.1. Duality for particle systems (the use of relations pairing particle systems with other systems
going backwards in time) comes in more than one form; the form described here is known as coalescing
duality in Chapter III of [9]. An application of this form of duality can be found in [3], where it is used to
help prove complete convergence of the growth models described in that paper. More general forms of duality
exist; see for example the paper [13] in which a form of duality is used for nonattractive contact processes.
Returning to the task at hand (and to the definition of duality just given), we now prove that every
additive growth model has an additive dual.
Proof of Theorem 1.1. Given the additive coupling of ηs, 0 ≤ s ≤ t, for all possible η0, and given the dual
configuration ζ0, set Λ0 = {η : η ∼ ζ0} and
Λs = {ηt−s : ηt ∼ ζ0}
Λs+ = {ηt−s+ : ηt ∼ ζ0}
where ηt−s+ is the configuration just preceding an event, if an event occurs at time s. Suppose for the
moment that |S| <∞ so that events happen one at a time. In the case |S| =∞, we suppose the hypothesis
of Lemma 2.1 are satisfied. Then, for any finite T ⊂ S and t > 0, run the process on an increasing sequence
of sets Ti with ∪iTi = S, that is, for each i, construct the process using only the events that occur on Ti.
Then from the conclusion of Lemma 2.1 there exists an almost surely finite i0 such that if i ≥ i0, then ηs|T ,
0 ≤ s ≤ t, run on Ti, is equal to ηs|T , 0 ≤ s ≤ t, for the process itself. The duality relation then follows from
the proof in the finite case.
Say that a collection of configurations Λ ⊂ FS is dualizable if there is a dual configuration ζ, called the
minimal configuration, so that
Λ = {η : η ∼ ζ}
If such a ζ exists it is unique. It is immediate that Λ0 is dualizable. Suppose that Λs is dualizable and that
there is an event at time s. We have Λs+ = {ηt−s+ : ηt−s ∈ Λs}, so we examine the mapping e : F
T → FT
that corresponds to the event at time s. Let ζ be the minimal configuration for Λs and let θ be its restriction
to T . Then η ∈ Λs+ if and only if e(φ) ∼ θ where φ is the restriction of η to T . Equivalently,
η ∈ Λs+ ⇔ e(φ)(y) ∈ θ(y) for some y ∈ T
For each y ∈ T we have by additivity that e(φ)(y) = ∨xe(φx)(y) where φx(x) = φ(x) and φx(y) = 0 if y 6= x.
Since θ(x) is decomposable it then follows that
e(φ)(y) ∈ θ(y)⇔ e(φx)(y) ∈ θ(y) for some x ∈ T
We then set δx(a) to be the local configuration φ with φ(x) = a and φ(y) = 0 for y 6= x and since
e(δx(a ∨ b)) = e(δx(a)) ∨ e(δx(b))
it follows that if e(δx(a ∨ b))(y) ∈ θ(y), then either e(δx(a))(y) ∈ θ(y) or e(δx(b))(y) ∈ θ(y), since θ(x) is
decomposable. By attractiveness and since θ(x) is increasing, if φ ≤ φ′ and e(φ)(y) ∈ θ(y) then e(φ′)(y) ∈
θ(y). It follows that for each x, y ∈ T the set
θ+,y(x) = {a ∈ F : e(δx(a))(y) ∈ θ(y)}
is increasing and decomposable, thus is a dual type. Thus, setting
ζs+(x) = {a ∈ F : δx(a) ∈ θ(y) for some y ∈ T }
when x ∈ T (and ζs+(x) = ζs(x) when x /∈ T ) we observe that ζs+(x) = ∪yθ+,y(x) is a dual type, since dual
types are closed under unions, and moreover that
η ∈ Λs+ ⇔ η(x) ∈ ζs+(x) for some x
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or in other words, Λs+ is dualizable, and ζs+ is its minimal configuration. This completes the induction step
and shows that an additive process has a dual which is defined in the manner just described. Dual mappings
e˜ : F˜T → F˜T can be given as
e˜(θ)(x) = {a ∈ F : e(δx(a)) ∼ θ}
with the property that e(φ) ∼ θ ⇔ φ ∼ e˜(θ). We observe that φ ∼ e˜(θ ∨ θ′) ⇔ e(φ) ∼ θ ∨ θ′ ⇔ e(φ)(x) ∈
θ(x) ∪ θ(x) for some x ⇔ e(φ) ∼ θ or e(φ) ∼ θ′ ⇔ φ ∼ e˜(θ) or φ ∼ e˜(θ′) ⇔ φ ∼ e˜(θ) ∨ e˜(θ′), which shows
that the dual is additive. By definition of the dual types and the duality relation, it follows that the dual is
a growth model.
In order to push the duality relation backwards through an event it was necessary to decouple the in-
teractions in the forward process, first by sites, then by type. It was in order to decouple by type that we
required dual types be decomposable. In general, considerable complexity can arise, however in the following
simple case we can easily identify the dual.
Example 4.1 (An N-stage contact process). Take F = {0, 1, ..., N} with primitive types 1, ..., N totally
ordered in the usual ordering of integers. Let G be an undirected graph, then define a process on G using the
transitions
• i→ i+ 1 at rate γ, for i = 1, ..., N − 1,
• i→ 0 at rate 1, for i ≥ 1, and
• 0→ 1 at rate λ times the number of neighbours in state N .
The set of dual types is 0 and Ej = {i ∈ F : i ≥ j}, for j = 1, ..., N , with Ej ⊂ Ek for j > k. It is not hard
to check that the dual transitions are
• Ei+1 → Ei at rate γ, for i = 1, ..., N − 1,
• Ei → 0 at rate 1, for i ≥ 1, and
• 0→ EN at rate λ times number of neighbours in state E1.
Introducing the correspondence Ej ↔ N + 1 − j, the set of dual types becomes {0, 1, ..., N} with the usual
order, and the transitions are identical to those in the original process. Thus we see that this process is
self-dual.
5 Primitivity and colour decomposition
The goal of this section is to prove Theorem 1.3. We will make our way towards multi-colour systems in a
few steps. First we need a couple of definitions.
Definition 5.1. For a growth model with a join, an active type a ∈ F is primitive if a = b ∨ c ⇒ a =
b or a = c, and is compound otherwise. The primitive types are denoted Fp.
It is possible to have a, b ∈ Fp with a < b; this is true for example when F is totally ordered, since in
that case all active types are primitive. We say that a, b ∈ F are incomparable or a <> b if a  b and b  a,
which is the opposite of being comparable.
Definition 5.2. A set C ⊂ Fp satisfying a = b or a <> b for a, b ∈ C is called a colour combination. We
denote by C the set of colour combinations.
Notice that C is partially ordered by C ≤ C′ ⇔ for each a ∈ C, there exists b ∈ C′ such that b ≥ a.
There is also a join defined by
C ∨ C′ = {a ∈ C ∪C′ : a 6< b for any b ∈ C ∪ C′}
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Definition 5.3. For the set of types F of a growth model with a join, the multi-colour expansion F∗ is the
set C of colour combinations of F , together with a passive type 0 satisfying 0 ≤ a for each a ∈ F∗.
From the definition of the join on C it follows that the sets {a}, for a ∈ Fp, are the primitive types in F∗.
There is a mapping π : F∗ → F defined by π(0) = 0 and
π : C 7→
∨
a∈C
a
for C ∈ C. Notice that for b ∈ F , π−1(b) = {C ∈ C : b =
∨
a∈C a}. If π(C) = a we say that C is a
decomposition of a, and if a has a unique decomposition we use C(a) to denote it. Notice that C(a ∨ b) =
C(a) ∨ C(b), if they exist.
Proposition 5.1. The mapping π : F∗ → F has the following properties:
• a ≤ b⇒ π(a) ≤ π(b).
• π(a ∨ b) = π(a) ∨ π(b).
• π is surjective.
• π−1(a) = {a} for each a ∈ Fp.
Proof. The first and second assertions are clear. To see that π is surjective, first note that F can be
partitioned into {0}, primitive types, and compound types. By definition, π(0) = 0. If a ∈ Fp, the set {a}
belongs to C and π({a}) = a. Finally, if b ∈ F is compound, then by repeatedly breaking up joins, we see
that b can be written as
b =
∨
a∈C
a
for some C ∈ C, and π(C) = b.
For each a ∈ Fp, from primitivity it follows that a has no decomposition containing more than element,
moreover π({c}) 6= a if c 6= a. Since π({a}) = a it follows that π−1(a) = {a}.
For future use we note that π can be defined on configurations by letting π(η)(x) = π(η(x)) for each x.
From Proposition 5.1 it follows that
• each primitive type has exactly one decomposition,
• each compound type has at least one decomposition, and
• primitive types in F lift to primitive types in F∗ in the sense that
1. the sets {a} are the primitive types in F∗,
2. π−1(a) = a for each a ∈ Fp and
3. the order is preserved under π−1
From the lifting property we see that the sets of primitive types F∗p and Fp are isomorphic, π being a natural
isomorphism between them.
Remark 5.1. A compound type in F can have more than one decomposition and thus more than one
preimage under π, as in the case F = {0, 1, 2, 3, 4} with 0 < 1, 2, 3 < 4, so that Fp = {1, 2, 3} and 4 = 1∨2 =
1 ∨ 3 = 2 ∨ 3 = 1 ∨ 2 ∨ 3. Here F∗ can be labelled {0, 1, 2, 3, 4, 5, 6, 7} with π(a) = a and π−1(a) = a for
a = 0, 1, 2, 3, 4 = 1∨ 2, 5 = 1∨ 3, 6 = 2∨ 3 and 7 = 1∨ 2∨ 3, and with π−1(4) = {4, 5, 6, 7}. If we add 1 < 2
to the order on F then Fp is still {1, 2, 3} but 4 = 1 ∨ 3 = 2 ∨ 3 only (in the sense of colour combinations).
In this case F∗ can be labelled {0, 1, 2, 3, 4, 5} with π(a) = a and π−1(a) = a for a = 0, 1, 2, 3, 4 = 1 ∨ 3 and
5 = 2 ∨ 3, and with π−1(4) = {4, 5}.
10
Definition 5.4. A set of types F with a join is multi-colour if every compound type has exactly one decom-
position. If F is multi-colour and b ∈ F , C(b) denotes its decomposition.
For any set of types F with a join, its multi-colour expansion F∗ is multi-colour. From Proposition 5.1,
F being multi-colour is equivalent to π : F∗ → F being injective, which is equivalent to F∗ and F being
isomorphic, π being a natural isomorphism between them. Thus for a multi-colour system there is a 1 : 1
correspondence between the set of active types and the set of colour combinations.
Before proving Theorem 1.2, we consider the following simple example of a multi-type system and its lift.
Example 5.1 (A 3-type system). Take the model with F = {0, 1, 2, 3, 4} with incomparable primitive types
Fp = {1, 2, 3} and 4 = 1 ∨ 2 = 1 ∨ 3 = 2 ∨ 3 = 1 ∨ 2 ∨ 3. Each non-zero type dies at rate 1, and produces an
individual of type 1, 2 or 3 at rate λ/3. Then the lift has types F∗ = {0, 1, 2, 3, 1∨ 2, 1 ∨ 3, 2 ∨ 3, 1 ∨ 2 ∨ 3},
and the transitions are the same: each non-zero type dies at rate 1, and produces an individual of type 1, 2
or 3 at rate λ/3. The only difference is that if, for example, a 2 lands on a site occupied by a 3, then in the
lift the resulting type is 2 ∨ 3 instead of just 4; in the lift we distinguish the various joins of primitive types.
We now prove Theorem 1.2. For the proof, define the minimal elements min(E) of a set E to be the
elements a ∈ E such that a 6> b for any b ∈ E. Each set E has a layer partition E1, E2, ..., Ek given by
E1 = min(E) and Ei = min(E − Ei−1) for i > 1.
Proof of Theorem 1.2. We take transition mappings e : FT → FT to new mappings
e∗ : F
T
∗
→ FT
∗
Having done this, ξt is constructed using the transitions e∗. To ensure that π(x0) = η0 ⇒ π(ξt) = ηt for
t > 0 it suffices to show that π ◦ e∗ = e◦π. Since F∗p and Fp are isomorphic we use a to denote both a ∈ F∗p
and π(a) ∈ Fp.
Partition Fp into layers Fp1, ..., Fpk. For a set B let ∨B denote ∨b∈Bb. For a ∈ F1 and x ∈ T let
e∗(δx(a)) = ∨π
−1(e(δx(a)))
Since for a, b ∈ F∗, π(a) = π(b) ⇒ π(a ∨ b) = π(a) ∨ π(b) = π(b), it follows that π(e∗(δx(a)) = e(δx(a)).
To extend e∗ to other layers in an additive way we first make the following observations. If a < a
′ then
a′ = a ∨ a′ and
e(δx(a
′)) = e(δx(a ∨ a
′)) = e(δx(a) ∨ δx(a
′)) = e(δx(a)) ∨ e(δx(a
′))
by additivity of e. If φ′ = φ ∨ φ′ and ψ ∈ π−1(φ), ψ′ ∈ π−1φ′ then
π(ψ ∨ ψ′) = π(ψ) ∨ π(ψ′) = φ ∨ φ′ = φ′
Thus, for i > 1 suppose e∗ is defined on δx(a) for each x ∈ T , a ∈ Fpj and j < i. Then let
e∗(δx(a
′)) = ∨π−1(e(δx(a
′))) ∨
∨
{e∗(δx(a)) : a < a
′, a ∈ Fpj , j < i}
It follows from the last observation that π(e∗(δx(a
′))) = e(δx(a
′)), moreover e∗(δx(a) ∨ δx(a′)) = e∗(δx(a′))
for any a < a′, a ∈ Fpj for some j < i. Doing this for each i, we find that e∗(δx(a)) is defined for each x ∈ FT
and each a ∈ Fp, and is additive on that set.
For each compound type b ∈ F∗ and x ∈ T , let
e∗(δx(b)) =
∨
{e∗(δx(a)) : a ∈ C(b)}
Finally, for arbitrary φ ∈ FT
∗
let e∗(φ) =
∨
x e∗(φx) where φx(x) = φ(x) and φx(y) = 0 for y 6= x. Both
extensions preserves additivity, and so e∗ is defined and additive on all of F
T
∗
.
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To check that π(e∗(φ)) = e(π(φ)) observe that π(e∗(δx(a))) = e(π(δx(a))) for a ∈ Fp and so
π(e∗(φ)) = π(∨e∗(δx(a)))
= ∨π(e∗(δx(a)))
= ∨e(π(δx(a)))
= e(π(∨δx(a)))
= e(π(φ))
where the ∨ is over x ∈ T and a ∈ C(φ(x)).
Remark 5.2. If ξt is the lift of ηt and ηt = 0 then ξt = 0, since the configuration with all 0’s has only itself
as a preimage under π. Therefore ηt survives, i.e., ηt 6= 0 for all t > 0, if and only if ξt survives. For this
reason, when studying questions of survival (which are usually the interesting questions for growth models),
it is sufficient to restrict our attention to multi-colour systems.
Having lifted to a multi-colour system, we now consider duality in that context, for which the following
fact is helpful.
Lemma 5.1. If F is multi-colour and a ∈ F is primitive then
a ≤ b ∨ c⇒ a ≤ b or a ≤ c
Proof. It suffices to think in terms of colour combinations. If a ≤ b ∨ c then a ≤ a′ for some a′ ∈ C(b ∨ c).
Since C(b ∨ c) = C(b) ∨ C(c) ⊂ C(b) ∪ C(c), a′ ∈ C(b) or a′ ∈ C(c), so that a ≤ b or a ≤ c.
If F is not multi-colour this may not hold, as in the case F = {0, 1, 2, 3, 4} with 0 < 1, 2, 3 < 4, in which
case 3 ≤ 4 = 1 ∨ 2 but 3  1, 2.
From Lemma 5.1 we conclude that for a multi-colour system the set
Ea = {a ∈ F : b ≥ a}
is not only increasing, but also decomposable, when a is primitive. Thus for a multi-colour growth model
and each primitive a, Ea is a dual type. We show next that these are exactly the primitive dual types.
We say that C(c) ≻ C(b) if a′ ≥ a for some a′ ∈ C(c), a ∈ C(b). Note that ≻ is reflexive but not
necessarily antisymmetric or transitive; for example, let bi = ai ∨ ai+1 for some set of incomparable ai, then
C(bi) ≻ C(bj)⇔ |i − j| ≤ 1.
Define also C ⊔ C′ = {a ∈ C ∪C′ : a 6> b for any b ∈ C ∪C′}, or = 0 (the passive type) if C ∩ C′ = ∅.
Proposition 5.2. If F is multi-colour then F˜ is multi-colour with primitive types
F˜p = {Ea : a ∈ Fp}
and F identifies with F˜ on active types via
b↔ Eb = {c ∈ F : C(c) ≻ C(b)}
Moreover,
Ea ∨ Eb = {c ∈ F : C(c) ≻ C(a) ⊔ C(b)}
In particular, the identification a↔ Ea of Fp with F˜p is order-reversing.
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Proof. We first exhibit the identification of F with F˜ , then deduce the rest. For E ∈ F˜ define the minimal
types
Em = min(E) = {a ∈ E : a 6> b ∀b ∈ E}
Each minimal type a ∈ Em is primitive, since if a = b ∨ c then since E is decomposable, b ∈ E or c ∈ E; if
b ∈ E then a 6> b, but since a ≥ b it follows that a = b. Moreover, a <> b for a, b ∈ Em thus Em is a colour
combination.
Since E is increasing, E ⊇ {b : b ≥ a for some a ∈ Em} =
⋃
a∈Em
Ea, moreover b ∈ E ⇒ b ∈ Em or b >
a for some a ∈ Em which means E ⊆
⋃
a∈Em
Ea, thus E =
⋃
a∈Em
Ea. Therefore E = {c ∈ F : C(c) ≻ Em},
or E = Eb = {c ∈ F : C(c) ≻ C(b)} where b ∈ F is the unique active type that satisfies C(b) = Em. To each
active type b corresponds a different set Eb, which yields the identification of F with F˜ . The expression for
Ea ∨ Eb follows easily.
Observe that if a ∈ Fp and a ∈ C(b)⊔C(c) then either a ∈ C(b) or a ∈ C(c), so that if Ea = Eb∨Ec then
a ∈ minEb or a ∈ minEc. Supposing the former, Ea ⊂ Eb which means Ea = Eb, i.e., Ea is primitive. On
the other hand, if b is compound then C(b) = ⊔a∈C(b)C(a), so that Eb = ∨a∈C(b)Ea and Eb is not primitive.
Thus F˜p = {Ea : a ∈ Fp}.
Since Eb 6= Ec when C(b) 6= C(c), the dual is multi-colour. If a, b ∈ Fp are primitive and a < b then
C(a) ⊔ C(b) = C(a), so Ea > Eb.
We now approach the double dual. If a growth model has a dual, then from the proof of Theorem 1.1 it
follows that its dual is additive, and so the dual has a dual, which is the double dual, whose set of types we
denote by F , using λ to denote an element of F . For a multi-colour system, it follows from an application
of Proposition 5.2 to F˜ that the double dual is multi-colour and has primitive types
λa = {E ∈ F˜ : E ⊇ Ea}
where a ∈ Fp, which are in 1 : 1 correspondence with Fp. Since duality is order-reversing on primitive types,
double duality is order-preserving on primitive types. By identifying active types with colour combinations,
we obtain an order-preserving identification of F with F given by
b↔ λb = {E ∈ F˜ : E ⊇ Ea for some a ∈ C(b)}
For a local configuration φ ∈ FT , let Ξφ ∈ F
T
denote the corresponding local double dual configuration,
under the above identification. The following relationship holds for compatibility.
Lemma 5.2. Let φ ∈ FT and θ ∈ F˜T , then
φ ∼ θ ⇔ θ ∼ Ξφ
Proof. It is sufficient to have b ∈ E ⇔ E ∈ λb, for each b ∈ F and E ∈ F˜ , and it is not hard to check that
b ∈ Ec ⇔ C(b) ≻ C(c) ⇔ ∃a ∈ C(b) : C(a) ≻ C(c) ⇔ C(a) ⊔ C(c) = C(c) ⇔ Ea ∨ Ec = Ec ⇔ Ec ⊇ Ea ⇔
Ec ∈ λb.
We now prove Theorem 1.3 by showing that if an additive multi-colour growth model has a dual, then
it identifies with its double dual, which since the double dual is additive, implies that the process itself is
additive.
Proof of Theorem 1.3. It suffices to show that transitions in the double dual commute with the identification
of FS with F
S
, i.e., to show that for double dual transition mappings e,
e(Ξφ) = Ξe(φ)
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Transition mappings e of the double dual are given by
e(Ξ) = {θ : e˜(θ) ∼ Ξ}
where the identification Ξ ↔ {θ : θ ∼ Ξ} is implicit. However, e˜(θ) ∼ Ξφ ⇔ φ ∼ e˜(θ) ⇔ e(φ) ∼ θ ⇔ θ ∼
Ξe(φ), using Lemma 5.2 and the duality relation for the process on F
S . Therefore,
e(Ξφ) = {θ : θ ∼ Ξe(φ)} = Ξe(φ)
as desired.
6 Percolation viewpoint
A percolation model (percolation process) is any stochastic model with some sort of spatial structure and a
notion of path from one point to another. We distinguish three models in increasing order of resemblance to
a particle system.
1. The classical percolation model [6]: take the random subgraph of the graph (V,E) with V = Z2 and
E = {xy : ‖x − y‖∞ = 1} in which each edge is included independently with probability p ∈ (0, 1).
Sites x, y ∈ V are connected if they are linked by a path of edges. Percolation occurs if (0, 0) belongs
to an infinite cluster of connected sites.
2. Oriented percolation in two dimensions [2]: take the random subgraph of the directed graph (V,E)
with V = {(x, y) ∈ Z2 : y ≥ 0, x + y is even} and edges from (x, y) → (x − 1, y + 1) and from
(x, y)→ (x+1, y+1) for each (x, y) ∈ V , again with each edge included independently with probability
p. Percolation occurs if there is an infinite path of directed edges starting at (0, 0).
3. The contact process (this one is a particle system): take the particle system with types {0, 1} and
transitions
• 0→ 1 at site x at rate λn1(x) and
• 1→ 0 at each site at rate 1
where n1(x) is the cardinality of the set {y : xy ∈ E, y is in state 1 }. The spacetime event map for
the process leads to a percolation model on the spacetime set V ×R+ in which the interval {x}× [s, t]
is an upward directed edge if there are no deaths on the interval, and (x, t)→ (y, t) is a directed edge
whenever there is a transmission event from x to y at time t. Percolation occurs from (x, 0) if there is
an infinite path (i.e., a path of infinite length) of directed edges starting at (x, 0).
For the contact process it is not hard to confirm that percolation from (x, 0) implies survival starting from
the single active site x, and vice versa. For a multi-particle system it may seem less clear how to prescribe
a percolation process. However, for an additive multi-colour system it can be easily achieved, provided that
we colour code the edges, as we show now.
On the spacetime set V ×R+, the interval {x}× [s, t) is an edge of every colour if there are no events on
that interval, since any colour can propagate upwards along it. If an event occurs at time t in the transition
mapping e : FT → FT , there is an edge from (x, t−) → (y, t) (where x = y is allowed) with initial colour
a and terminal colour b if b ∈ C(e(δx(a))(y)), that is, if type a at x produces type b at y through e. Edges
{x} × [s, t) with colour a and {y} × [t, u)} with colour b can be linked by an edge from (x, t−)→ (y, t) if it
has initial colour a and terminal colour b. Percolation occurs from type a at (x, 0) if there is an infinite path
of directed coloured edges starting at (x, 0) with colour a, and it characterizes survival:
Theorem 6.1. For an additive multi-colour particle system, survival occurs starting from the single type a
active site x if and only if percolation occurs from type a at (x, 0).
Proof. If there is a t > 0 so that all coloured paths from (x, 0) are contained in V × [0, t) then it follows
by additivity that the process has died out by time t. If there is an infinite path, then it follows again by
additivity that the process survives.
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7 Population viewpoint
Multi-colour systems can be understood in a natural way as models of interacting populations. Let each
colour correspond to a type of organism (plant, animal, fungus etc.). Recalling what it means to be a
colour combination, at each site we can have up to one each of any collection of organisms of different types,
provided the types are incomparable. Thus the restrictions on the population are that
• there can be at most one organism of a given type, at a given site, and
• organisms of comparable type cannot exist together at the same site.
These are realistic assumptions, if we think of populations having a carrying capacity, and of stronger types
excluding weaker types. If we wanted to model a carrying capacity K > 1 we could just assign a primitive
type to each number 1, 2, 3, ...,K of organisms of a certain type and then order them 1 < 2 < ... < K.
At an event with transition mapping e : FT → FT , for a, b ∈ Fp and x, y ∈ T we say that a at x produces
b at y, denoted e : (a, x)→ (b, y), if
b ∈ C(e(δx(a))(y))
that is, if b is one of the organisms in e(φ)(y), when φ is the local configuration having only the organism a
at site x and no other organisms at sites y ∈ T, y 6= x.
Using this notion of production, we can define a multi-type branching process in which each individual
gives birth to individuals of the appropriate types at the appropriate rates. We can then ask how the spatial
process differs from the branching process, which is answered by the following result.
Theorem 7.1. For an additive multi-colour system, the only interactions between organisms are due to the
effects of crowding and exclusion.
Proof. For an additive system, to compute the effect of a transition we first focus on each organism (x, a)
present before the event and include everything that it produces. Then, if for example (x, a) produces (z, c)
but (y, b) produces (z, d) with d > b, organism d excludes organism b; if (y, b) also produces (z, b) then only
one copy of organism b is retained at z. Thus, accounting for each organism’s production and then clearing
any duplicate or excluded organisms gives the result of a transition.
With this characterization in hand we now describe which types of interaction fail to be additive:
1. If the system exhibits inhibition, that is, the presence of one type of organism decreases the production
of another organism, then it cannot be additive, or even attractive; here’s why. The introduction of
an organism increases the configuration. However, for some organism its introduction decreases the
production of another organism, so we have a transition e with φ > φ′ but e(φ) < e(φ′).
2. If the system exhibits cooperation, that is, multiple organisms can produce together what they could
not produce alone, then e(∨x,aδx(a)) > ∨x,ae(δx(a)) for some collection of organisms (x, a). Thus the
system may be attractive, but cannot be additive.
In an additive system, organisms neither inhibit nor enhance each other’s production. In this sense, additive
systems are the least interactive of all interacting particle systems. However, mathematically, they are
relatively easy to analyze and have fairly strong properties, and biologically, they lie on the boundary between
inhibition and cooperation, and make good models of situations where, to first order of approximation, the
only interaction between organisms arises from the fact that they take up space.
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8 Positive Correlations
On a partially ordered state space, we say a function f is increasing if η ≤ η′ ⇒ f(η) ≤ f(η′), and is
decreasing if −f is increasing. For a particle system, increasing functions include indicators of the events
{η(x) ≥ a} for some a, x.
There is a useful property called positive correlations or PC which is said to hold for a measure µ on a
partially ordered state space when
Eµfg ≥ EµfEµg
for all increasing functions f, g, provided the expectations are defined. It can be checked, for example,
that deterministic configurations, that is, measures concentrated on a single configuration, have positive
correlations. We say a particle system has positive correlations or PC if
PC at time 0⇒ PC at later times
It is shown in [9], Chapter II, that a particle system has PC if and only if all transitions are between com-
parable states, that is, for each e, φ, either e(φ) ≥ φ or e(φ) ≤ φ.
For an additive system, we can use this result to characterize PC in terms of production. To warm up,
we first discern a few types of production:
1. persistence: (x, a) produces (x, a) and nothing else
2. movement: (x, a) produces (y, a), for some y 6= x, and nothing else
3. birth: (x, a) produces (x, a) and also something else
4. death: (x, a) produces nothing
5. promotion/demotion: (x, a) produces (x, b) with b > a (promotion) or b < a (demotion), and nothing
else
6. death with dispersal: (x, a) produces nothing at x, but produces something elsewhere
7. neighbour-assisted survival: (x, a) produces nothing, but for some y 6= x, (y, b) produces (x, a)
8. transmutation: (x, a) produces (x, b) with b <> a
Movement, for example, does not preserve PC, nor does death with dispersal or transmutation. Persistence,
birth, death, promotion/demotion and neighbour-assisted survival all preserve PC.
Say that an organism (x, a) waxes if (x, a) produces at least (x, a) (birth or persistence) and wanes if
it produces at most (x, b) for some b ≤ a and nothing else (persistence, demotion or death). A transition
mapping e is said to be productive if each (x, a) waxes, and destructive if each (x, a) wanes. An organism
(x, a) compensates for the loss of another organism (y, b) in a transition if (y, b) is demoted or dies, but
(x, a) produces (y, b).
Theorem 8.1. For an additive multi-colour system, if each transition is either productive or destructive,
then the system has PC. A necessary and sufficient condition is that for each transition mapping,
• each organism either waxes or wanes, and
• if (x, a) waxes then it compensates for the loss of every organism that wanes.
Proof. The sufficient condition follow easily from additivity, using the fact that φ ≤ ψ, φ′ ≤ ψ′ ⇒ φ ∨ φ′ ≤
ψ ∨ ψ′. If a transition mapping has both a waxing organism (x, a) that is not waning ((x, a) produces both
(x, a) and something else, possibly (x, b) for b > a or b <> a, or possibly another organism elsewhere) and
a waning organism (y, b), and (x, a) does not compensate for (y, b)’s loss, then letting φ = δx(a) ∨ δy(b),
e(φ)(y) < b = φ(y) but e(φ)(z) > φ(z) for some z, so e(φ) <> φ. If the condition given does hold, then
16
for any collection of organisms (x, a) joined into a local configuration φ, if at least one of them is waxing
then e(φ) ≥ φ since all losses are compensated for by the waxing organism, and if they are all waning then
e(φ) ≤ φ.
Note that PC is not always preserved by the dual, as the following example shows.
Example 8.1. Define the dandelion process with types {0, 1} as follows. For each x ∈ V , fix a dispersal
distribution p(x, ·) which is an atomic measure on subsets of V . At each site x, at rate 1, if x is occupied
then it dies and disperses, occupying the unoccupied sites in the set A with probability p(x,A). Equivalently,
for each site x ∈ V and each subset A ⊂ V , at rate p(x,A) (possibly = 0), if x is occupied then it dies and
disperses to the sites in A. This process is additive and multi-colour. The dual to the dandelion process is the
helper process in which at rate p(x,A), x becomes (or remains) unoccupied unless some site in A is occupied,
in which case x remains (or becomes) occupied. Since the dandelion process has death/dispersal transitions,
it does not have PC. In the helper process, however, all waning organisms have their losses compensated for,
so it follows that the helper process has PC.
9 Complete Convergence
We focus now on additive multi-colour growth models having only productive and destructive transitions,
which by Theorem 8.1 have positive correlations; for convenience we call these models simple. We first note
the following fact.
Lemma 9.1. The dual of a simple model is simple (and thus has PC).
Proof. Reversing a productive transition (i.e., looking at the dual transition) gives a productive transition,
and the same is true of a destructive transition.
As in the Introduction, we say the model has single-site survival or more succinctly, survives if, started
from a single active site, with positive probability there are active sites for all time. To achieve complete
convergence it is sufficient that when the model survives, for any ǫ > 0 and appropriately rescaled, both the
model and its dual dominate an oriented percolation process with parameter > 1 − ǫ, and we can then use
the strategy described in[3]. To obtain the comparison to oriented percolation we show that the construction
of [1] can be applied, with slight modifications, to any simple model that survives. We then need to show
that if a simple model survives, then so does it dual. However, applying the construction in [1] to the model,
if it survives then it has a non-trivial upper invariant measure, which using the duality relation shows that
its dual survives. Since the dual of the dual is the model itself and the dual is a simple model, the same
argument goes the other way, so the model survives if and only if its dual survives, which implies (in fact is
directly equivalent to the fact) that single-site survival and ν 6= δ0 are equivalent, which is part of Theorem
1.4; we now prove the rest of Theorem 1.4.
Proof of complete convergence in Theorem 1.4. We outline the modifications to the construction in [1] but
leave out the details, which would be cumbersome and somewhat redundant to write down explicitly. First,
we need the model to be attractive, translation invariant, symmetric, and have positive correlations (check).
We also want the model to be irreducible, for two reasons (although the first reason can be circumvented):
i) so that from a single site we can produce a large finite disc of active sites with some probability and ii)
so that when arguing for complete convergence we can ensure the model going forward in time can intersect
the dual going backward in time (for this see Section 5 of [3]). In [1] the construction is done for a nearest-
neighbour model (the basic contact process) but this can be generalized to a finite-range model by widening
the sides of the box to be at least as large as the range of the model, and correspondingly increasing the
range of production of a large finite disc of active sites. For a growth model the zero state is reachable from
any finite configuration, so for any h > 0, with positive probability an active site dies within time h without
spreading activity to other sites (by encountering the right sequence of destructive events - if it could not
then it would not be a growth model), which allows us to reproduce the argument in [1] that shows that
when the process survives for a long time, it has many active sites on the top and sides of a well-chosen
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rectangular box. Beyond this, the arguments in [1] are geometrical in nature and no additional properties
specific to the process are required. To get complete convergence, if the model does not survive there is
nothing to do. If the model survives, then its dual also survives, and we apply the construction of [1] to
both the model and its dual and using the resulting oriented percolation models, follow the approach of [3]
to show complete convergence.
10 Examples
We conclude with some examples of additive multi-type growth models.
10.1 Two-Stage Contact Process
This is a natural generalization of the contact process introduced in [8] and further studied in [4] in which
(viewing the contact process as a model of population growth) there is an intermediate juvenile type that
must mature before it can produce offspring. There are three types 0, 1, 2 and the transitions at a site x ∈ V
are
• 2→ 0 at rate 1
• 1→ 0 at rate 1 + δ
• 1→ 2 at rate γ
• 0→ 1 at rate λn2(x)
where n2(x) is the cardinality of the set {xy ∈ E : y is in state 2}. In order to obtain an additive process
we take the event structure with transition mappings
• recovery of type 1 and 2 at each site at rate 1
• recovery of type 1 at rate δ
• onset i.e., 1→ 2 at rate γ
• transmission along each edge at rate λ
In other words, it is enough to make sure that whenever a 2 recovers, a 1 also recovers. It is then easy
to check that the resulting process has the correct transition rates and is additive with respect to the join
operation on types given by a ∨ b = max a, b, so the partial order is 0 < 1 < 2. Since each transition is
either productive or destructive, the model preserves positive correlations. Taking the model on Zd with
nearest-neighbour interactions, the conditions of Theorem 1.4 are satisfied, so complete convergence holds.
This was shown in [4], with the proof given along the same lines but specifically for the two-stage contact
process.
10.2 Bipartite Infection Model
Consider the following model with primitive types {0,m, f, } wherem stands for male and f stands for female.
We can construct a two-sex model of infection spread by defining the following transitions on primitive types:
• m→ 0 at rate 1
• f → 0 at rate 1
• m→ m ∨ f at rate λ
• f → m ∨ f at rate λ
• 0→ f at rate λnm(x)
• 0→ m at rate λnf (x)
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where nf(x) is the cardinality of the set {xy : y has an m type particle} and nm(x) is the cardinality of
the set {xy : y has an f type particle}, and then extending transitions to the compound type m ∨ f in the
obvious way (for example m∨ f → f and m∨ f → m each at rate 1 from either m or f recovering). Thus in
this model we can imagine that at each site there is one male and one female each of which is either healthy
or infectious, and males can only transmit to females, and females to males, either at the same site, or at
neighbouring sites. Taking the event construction in which each of the above transitions, at each site/edge,
is assigned its own transition mapping, the model is additive with respect to the join with 0 ∨ m = m,
0 ∨ f = f and m ∨ f assigned its own (compound) type, moreover each transition is either productive or
destructive. Taking the model on Zd with nearest-neighbour interactions, the conditions of Theorem 1.4 are
satisfied, so complete convergence again holds.
10.3 Household Model
Consider the following model introduced in [14], which is somewhat similar to the N -stage contact process
considered in Example 4.1. The set of types is {0, 1, ..., N}, with parameters λ, γ and the transitions are
• i→ 0 at rate 1
• i→ i+ 1 at rate iγ
• 0→ 1 at rate λnN (x)
where nN (x) is the cardinality of the set {xy : y is in state N}. They also examine the variant where nN (x)
is replaced by λ
∑
xy∈E η(y), the sum of the values at neighbouring sites. In the first case, take the event
construction in which at each site there is a transition mapping for recovery i→ 0 and one mapping for each
of the i→ i+1 transitions, i = 1, ..., N − 1, and along each edge, there is a mapping for transmission at rate
λ. In the second case take the same event construction except with N transition mappings for transmission
e1, ..., eN each at rate λ, with exactly the mappings e1, ..., ei being used when η(y) = i. In both cases the
resulting process is additive with respect to the join given by a ∨ b = max a, b, and each transition is either
productive or destructive. Taking the model on Zd with nearest-neighbour interactions, the conditions of
Theorem 1.4 are satisfied, so complete convergence again holds.
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