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Abstract 
 
This paper describes a parallel machine system reacting to planned and uncertain arrivals 
with priorities and the allowance of rejection.  We propose a general model that fits this 
situation and move on to how this can be applied to the ongoing scheduling of the intensive 
care units (ICU).  Scheduling of patients in the ICU is complicated by the two general 
types; elective surgery and emergency arrivals.  We choose to handle these patient types by 
creating a tentative initial schedule and then reacting to uncertain arrivals as they occur.  
Robust techniques are used to minimise variation between one schedule and the next which 
is particularly important in the application of this model. 
   
  Keywords: Intensive care units, Scheduling, 
1. Introduction 
 
The efficient working of our public hospitals is of utmost importance to our society.  The ICU is an 
integral part of any hospital and is under great load from patient arrivals as well as resource limitations.  
For most hospitals there is little or no flexibility in the number of beds that are available for use now or 
in the future.  We propose an integer programming model to handle a parallel machine system reacting 
to planned and uncertain arrivals with priorities and while allowing rejections.  
 
Even with the best optimization techniques it is a fact that patients will be denied service.  In this case 
we need to make sure that the highest priority patients are admitted to reduce the very qualitative cost 
of rejecting a patient.  Queensland Health has procedures for prioritizing patients which removes the 
need to do this in our model. 
 
Classical scheduling applications in a dynamic environment handle jobs that don’t have feelings and 
needs that are possessed by the patients.  For anyone and their family a trip to the ICU is a stressful and 
emotional time.  We aim to use techniques that account for this fact and this will be one of the 
distinguishing factors of our work. 
 
There are a number of studies that have focussed on the ICU.  Operations research issues investigated 
include scheduling of patients and resources, allocation of limited resources and physical design of the 
facility.  These will be discussed as well as general scheduling and resource allocation methods that 
have been applied to hospitals or critical care or may be applicable to this area. 
 
Kim, Horowitz et al. (1999), Kim, Horowitz et al. (2000), and Kim and Horowitz (2002) describe 
models which are the closest to our proposed model.  However they do not encompass the whole of the 
operating theatre (OT) and ICU.  In these studies the ICU is modelled completely, and patients who 
require the ICU after a surgical intervention are included.  Their focus is also on balancing 
deterministic arrivals with stochastic arrivals.  To accomplish this they have used a quota system to 
specify the number of beds available to deterministic arrivals each day.  They experimented with 1 or 2 
weeks scheduling windows.  Simulation was used to compare the different scenarios.  For the particular 
hospital studied it was found that a scheme allocating  2 beds on Monday and Friday, and 1 bed on 
Tuesday, Wednesday and Thursday with bookings taken for beds over a 2 week period was optimal.  
Our model will be looking at scheduling patients on a day by day basis, whereas this model determines 
the best resource allocation for the ICU. 
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Similar to research undertaken by Kim and Horowitz (2002), Ridge, Jones et al. (1998) develops a 
simulation model of the ICU focussing on minimising the number of deterministic arrivals that are 
rescheduled.  Notable inclusions in the model developed here are that rescheduled surgeries are re-enter 
the model and are not ignored, and a queuing theory model is used to verify the output.  This queuing 
theory model was much simpler than the full simulation model but was used to determine if the 
simulation was working correctly. Some sensitivity analysis was performed to ascertain the effects that 
important variables had on the system.  These variables were the number of beds in the ICU, length of 
reschedule times and the number of beds reserved for emergency admissions.  The results were 
intended to be used as part of a decision analysis tool to decide allocation of beds.  While the main 
focus was on the number of emergency patient transfers it was concluded a more effective patient 
admission scheduling system could benefit the hospital being analysed.  Due to the stochastic nature of 
arrivals to the critical care facility it is a requirement to reduce their effect on the objective of the 
schedule. 
 
Sahinidis (2004) reviews the theory and methods developed to cope with the complexity of 
optimisation problems under uncertainty.  The main approaches to handle uncertainty are stochastic 
programming, robust stochastic programming, fuzzy programming and stochastic dynamic 
programming.  For scheduling problems such as ours the typical approach is to use some form of 
stochastic programming Tayur, Thomas et al. (1995); Birge and Dempster (1996); Sand and Engell 
(2004)  
 
Stochastic programming uses a two-stage solution system, where the decision variables are partitioned 
into two sets.  The first stage variables are those that can be decided before any uncertainty is realised.  
Once the random events impact the system improvements can be made by selecting second stage or 
recourse variables at some cost.  The objective is to minimize the sum of the first stage costs and the 
expected second stage costs.  For problems with continuous parameter distributions convexity 
properties of the recourse function have been used to develop sampling based decompositions and 
approximation schemes Infanger 1994; Shapiro and Homem-de-Mello (1998). 
 
Sand and Engell (2004) use a two-stage stochastic integer programming model on a moving horizon to 
schedule a flexible chemical batch process.  They found that most previous work used very defensive 
strategies to generate robust off-line scheduling which require little emphasis on adjustment in real-
time. This paper looks at recourse actions as further opportunity for optimisation. The system is 
affected by four types of uncertainty processing times; deviation in product quality; machine 
breakdowns; product demand changes.  A tree of possible future schedule horizons were computed to 
find the best first horizon schedule.  Neuhaus, Gunther et al. (2004) also develop a scheduling model 
for a chemical batch process plant.  Their approach is a predictive-reactive system that produces an 
initial schedule while handling unforseen events at the rescheduling stage to minimize their impact on 
the system performance.  The uncertainty in this model is limited to arrival of new jobs. 
 
Sabuncuoglu and Bayiz (2000) compare on-line and off-line scheduling approaches by analysing the 
effects of load allocation, system complexity and stochasticity.  There are two key elements in a 
scheduling system, the first is to determine planned start and completion times of operations and the 
second is to cope with unexpected events as they occur. It was determined that the effort to reduce 
variability in the system is worth more than more sophisticated algorithms.  For on-line scheduling the 
solution quality improves as the scheduling frequency increases.  It decreases as the length of the 
partial schedule decreases which is more significant for tardiness than makespan.  It was found that 
relative performance of on-line and off-line scheduling are not seriously affected by the systems size, 
but rather they are more sensitive to the system load.  Off-line scheduling is more suited to the situation 
where the load across machines is non-uniform. 
 
Herroelen and Roel (2004) reviews common approaches to scheduling under uncertainty.  They found 
that most research has been solely in a machine scheduling environment.  A number of papers have 
developed reactive scheduling models which in the rescheduling phase aim to reduce the deviation 
from the current schedule.   Artigues and Roubellat (2000), El Sakkout and Wallace (2000), Alagoz 
and Azizoglu (2003) all look at minimizing the difference between start times of jobs in the old and 
new schedules.  Match-up scheduling which aims to restrict solutions to those schedules in which 
resource allocation stays the same is used by Artigues and Roubellat (2000) 
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Aytug and Lawley et al.!!! (2003) review methods use to handle unforseen disruptions when executing 
production schedules.  Examples of disruptions in a production system include machine failures, 
quality problems, arrival of urgent jobs etc.  A completely reactive approach develop short term 
schedules at real-time based on a small amount of information and are usually based on dispatching 
rules.  The advantage of this approach is that it is computational fast, the drawback is that significantly 
better schedules can be developed by looking at more global factors.   
 
Rejection in scheduling looks at the problem of scheduling a set of jobs where we have the choice not 
to schedule certain jobs and incurring a penalty for this.  Engels, Karger et al. 2003) look at the 
objective of minimizing the sum of the weighted completions times of jobs scheduled plus the sum of 
jobs rejected while  (Bartal, Leonardi et al. 1996) focussed on the makespan.  Both these papers use a 
dummy machine to place all those jobs that are not scheduled.  This machine is not constrained in the 
same way as the normal machines to allow any job to be placed on it.  
 
Ensuring a timely and efficient flow of patients through the ICU is crucial for optimising patient care.  
In recent years, ICU overcrowding and its impact on patient flow has become a major issue facing the 
health sector in Queensland.  In this paper, a parallel machine system reacting is developed for the 
planned and uncertain patient arrivals with priorities and the allowance of rejection.  We have applied 
this to the ICU of a public hospital in Queensland . 
 
 
2. ICU Scheduling Model 
 
There are numerous factors and systems that influence patient flow (eg: number and rate of patient 
arrivals, number of beds , length of stay , staffing arrangements, etc. ).  Patient arrivals fall under two 
groups, elective and emergency.  In the case of our public hospital the number of patients from the 
elective and emergency groups is approximately the same.  Elective patients are known about weeks or 
months in advance.  On top of this we have batches of these patients arriving at regular times on 
weekdays.  Emergency patients on the other hand give little or no warning of their need to use the ICU.  
This uncertainty adds complexity to the scheduling of patients. 
 
The aims of this scheduling system is to:  
 normalise utilisation of the ICU at an increased level; 
 reduce rejection and reschedule rates of patients; and 
 allow real-time adjustment for stochastic arrivals. 
 
Another aspect of the model that adds complexity and sets it apart from many conventional scheduling 
problems is that some patients may be denied service by the ICU because of insufficient resources. 
 
At time 0 there are no patients in the system so a warm-up period is used to bring the system to a 
steady state and from that point descriptive statistics can be taken from the schedule that is developed. 
As seen in Figure 1 and Figure 2 respectively, there are following two alternatives: 
 Patient arrival that does not require schedule change; and  
 Patient arrival that requires schedule change. 
 
In the case where a conflict occurs and the patient cannot be fit in easily in the current schedule a re-
scheduling step is taken.  Patients are split into groups at the point of the expected arrival of the new 
patient.  Basically we have those patients that have their admission time and/or bed fixed and those that 
are flexible.  The patients that are currently being treated in the ICU have their bed and admission time 
fixed.  Patients that have not arrived yet may have their admission time fixed by the scheduler if their 
admission time has been changed a certain number of times, or if they are set to arrive within a certain 
amount of time.  Flexible patients may have their admission time and bed changed or be rejected from 
the system. 
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Fig 1: Patient arrival that does not require schedule change 
 
 
 
 
 patients being treated     
 patients that are soon to arrive or fixed for other reasons     
 flexible patients    
 
Fig 2: Patient arrival that requires schedule change 
 
 
The approach we are taking in this re-scheduling step is to generate a new schedule that is as close to 
the previous one as possible.   
 
 
3. The Model  
 
An integer programming for generating a schedule is developed and detail is described below.  The size 
of the model is determined by the number of patients, beds and time intervals 
 
Notations 
 
i : Patients   }...1{ Ii    
j : Beds    }...1{ Jj    
t : Time    }...0{ Tt   
f : Number of fixed patients. 
Variables 
 
Schedule decision variables 
,  ,
1  if patient   is admitted to bed  at time t 
0  otherwise.
ijtx i f j  
 
 
 
Given values describing the system 
ip : length of stay of patient i . 
ir : arrival time of patient i . 
ic : priority of patient i . 
iq : penalty incurred when rejecting patient i . 
jA : first available time of bed j . 
 
patients that are soon to 
arrive 
patients being treated    
0 , ,oijt ix j t a i f
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o
ia : original admission time fi  
 
Subsequent values calculated from decision variables and given values. 
ia : admit time of patient i .   
id : discharge time of patient i .   
iw : waiting time of patient i . 
Objective Functions 
 
1 1 0
I J T
ijt i i i
i j t
z x c t r p       (1) 
 
Objective function (1) allows the implementer to balance the waiting time against the length of stay of 
the patient, in effect rejecting the patient if the scaled waiting time becomes too large when compared 
to the length of stay. 
Constraints 
At most one patient is scheduled in bed j  at time t . 
tjx
I
i
t
pts
ijs
i
,1
1
1
)0,max(
          (2) 
 
When programming these constraints for a given t  only include jobs that satisfy tpi .  This removes 
the max function.  The inequality allows for idle time on a bed j  between being occupied by patients. 
 
Equation 3 and 4 ensure that each patient is scheduled once. 
    
1 0
1
J T
ijt
j t
x i f           (3) 
 
The inequality allows for patients to not be scheduled at all, which means they are rejected.  For 
patients that are fixed in the schedule the following constraint is used. 
 
1 0
1
J T
ijt
j t
x i f           (4) 
 
Waiting time is the difference between the arrival time of patient i  and their admission time. 
iratxw
J
j
T
t
iiijti 0
1 0
         (5) 
 
Where admission time 
J
j
T
t
ijti txa
1 0
           (6) 
 
Equation 7 ensures that no patient occupies bed j  before it becomes available. 
jx
jA
t
I
i
ijt 0
1
0 1
         (7) 
 
Discharge time of patient i is  
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ipad iii          (8) 
 
And the total idle time is as follows:  
T
t
I
i
J
j
iijt pxTj
0 1 1
         (9) 
  
 
4. Conclusions 
 
It was our aim to keep the model as general as possible to increase its applicability to other ICU’s.  The 
focus of the model is scheduling of humans or jobs that incur a penalty for job start time changes, while 
allowing for job rejections in a dynamic environment.  This model could be modified to fit other units 
within the hospital, as well as external practices that handle patients in a similar manner. 
 
The model above describes one scheduling step, in reality we will need to find a number of these. A 
large amount of work to solve a given problem is done outside of the model specified above.  Patients 
that overlap the two schedules are included in the subsequent schedule and are flagged as fixed or 
flexible depending on their admission time.  This information is then used to determine bed availability 
times for subsequent schedules.  Once the new schedule is found that information is fed into the next 
one and so on. 
 
The next step for this model is to determine the effects of the parameters in the objective function.   We 
can investigate the balance between waiting time and length of stay time has on patient rejections to 
provide more information to the implementers of the system.  The use of the scaling factor on the 
waiting time value may prove crucial in finding schedules that are good for the system they are applied 
to. 
 
To extend the model we aim to remove the deterministic length of stay values that we currently assume 
for patients.  This can be replaced by expected values calculated from past data.  This data may be 
gathered and kept up to date from the databases within the hospital.  As well as this expert information 
that may give a definite departure date can be used once the patient is nearly ready to leave the ICU. 
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