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VORWORT 
Di e L a g e r h a l t u n g i s t e i n e H a u p t d i s z i p l i n des O p e r a t i o n s Research. 
D i e Beschäftigung m i t Problemen der o p t i m a l e n Bestandsführung auf 
w i s s e n s c h a f t l i c h e m Niveau geht b i s i n d i e Anfänge des 20. Ja h r h u n d e r t s 
zurück. D i e v / i c h t i g s t e n Impulse e r f u h r d i e s e D i s z i p l i n a l l e r d i n g s e r s t 
nach dem 2. W e l t k r i e g , a l s s i c h W i s s e n s c h a f t l e r vom Range e i n e s Jakob 
Marschak, Kenneth Arrow, S. K a r l i n , u.a. mit den Problemen der optima-
l e n B e v o r r a t u n g b e i zufälliger Nachfrage befaßten. Es war kennzeichnend 
für d i e s e D i s z i p l i n , daß Methoden z u r Lösung d e r a r t i g e r Probleme e n t -
w i c k e l t wurden, noch ehe d i e zu I h r e r Umsetzung notwendige k o m m e r z i e l l e 
e l e k t r o n i s c h e D a t e n v e r a r b e i t u n g z u r Verfügung stand. 
Der S t e l l e n w e r t der L a g e r h a l t u n g im Unternehmen änderte s i c h s c h l a g a r -
t i g m i t dem wachsenden Z i n s n i v e a u der s i e b z i g e r J a h r e . Es war das Gebot 
der Stunde, das i n überhöhten Beständen gebundene überflüssige Umlauf-
vermögen f r e i z u s e t z e n und d i e so gewonnene Liquidität z u r Finanzierung-
neuer I n v e s t i t i o n e n zu verwenden. Es e n t s t a n d e i n Bedarf für i n t e l l i -
gente Problemlösungen. L e i d e r g i n g e n b e r e i t s d e r z e i t d i e F a c h l e u t e des 
O p e r a t i o n s Research und d i e E n t w i c k l e r von AnwendungsLösungen i n den 
Softwarehäusern g e t r e n n t e Wege. So wurde d i e Chance, im Zusammenwirken 
von T h e o r i e , P r o b l e m k e n n t n i s und E r f a h r u n g s w i s s e n d i e b e s t e n Lösungen 
zu f i n d e n , n i c h t o p t i m a l g e n u t z t . 
Heute stehen w i r v o r der E n t w i c k l u n g und R e a l i s i e r u n g a n s p r u c h s v o l l e r 
CIM-Konzepte und es i s t d r i n g e n d geboten, d i e Weichen neu zu s t e l l e n . 
Das v o r l i e g e n d e Buch s o l l dazu e i n e n B e i t r a g l e i s t e n . D a r i n w i r d d a r -
g e s t e l l t , wie L a g e r h a l t u n g nach den h e u t i g e n E r k e n n t n i s s e n mit H i l f e 
von OR r a t i o n a l g e s t a l t e t werden kann. Selbstverständlich i s t e i n e 
k o m p l e t t e Behandlung des umfangreichen S t o f f e s n i c h t möglich und auch 
n i c h t b e a b s i c h t i g t . Der S t o f f beschränkt s i c h auf Standardmodelle und 
w i c h t i g e E r w e i t e r u n g e n . Besonderer Wert w i r d auf das Methodische ge-
l e g t . Zum e i n e n w i r d dem L e s e r v e r m i t t e l t , wie d i e M o d e l l e g e e i g n e t 
f o r m u l i e r t und auf s p e z i e l l e P r o b l e m s t e l l u n g e n h i n e r w e i t e r t bzw. modi-
f i z i e r t werden. Zum anderen werden d i e benötigten mathematischen Ab-
VI 
l e i t u n g e n vollständig und verständlich b e s c h r i e b e n , so daß der L e s e r 
insgesamt i n d i e Lage v e r s e t z t w i r d , e i n i n diesem Buch n i c h t b e h a n d e l -
tes M o d e l l mit H i l f e der e r l e r n t e n Methoden selbständig zu b e a r b e i t e n . 
E i n e n eigenen Schwerpunkt b i l d e n d i e für k o m p l i z i e r t e Fälle der z u f a l l -
abhängigen Nachfrage notwendigen numerischen Lösungsverfahren. Auch 
h i e r werden d i e w i c h t i g s t e n A l g o r i t h m e n so ausführlich h e r g e l e i t e t , daß 
d i e auf s p e z i e l l e S i t u a t i o n e n notwendigen Z u s c h n i t t e gemacht werden 
können. 
So wendet s i c h das Buch sowohl an W i r t s c h a f t s w i s s e n s c h a f t l e r a l s auch 
an W i r t s c h a f t s i n f o r m a t i k e r , d i e i n anwendenden Unternehmen, S o f t w a r e -
häusern oder b e i D V - H e r s t e l l e r n moderne DV-Systeme z u r L a g e r h a l t u n g 
e n t w i c k e l n . 
B e i der Abfassung des Buches wurden d i e Autoren tatkräftig unterstützt. 
Di e b e i d e n Diplommathematikerinnen I n g r i d R i e d l b e c k und Susanna 
S p i e l v o g e l haben i n großer Geduld d i e mathematischen H e r l e i t u n g e n nach-
gerechnet und w e r t v o l l e D e t a i l k r i t i k geübt. Herr D i p l . - M a t h . Robert 
Ha c k l hat den gesamten Text k o r r e k t u r g e l e s e n und d i e Reinzeichnungen 
e r s t e l l t . F r a u K a r o l a T r e i b e r und Frau Bernarda Schwarzwälder tr u g e n 
durch i h r e sorgfältige und g e d u l d i g e A n f e r t i g u n g der D r u c k v o r l a g e n 
e n t s c h e i d e n d dazu b e i , daß das Buch kostengünstig e r s t e l l t werden 
konnte. Ihnen a l l e n gebührt dafür unser h e r z l i c h e r Dank. 
München/Regensburg, Januar 1989 
D i e t e r Bartmann M a r t i n Beckmann 
ÜBERSICHT 
Das Buch i s t i n sechs K a p i t e l g e g l i e d e r t . Das e r s t e befaßt s i c h mit 
L a g e r h a l t u n g b e i d e t e r m i n i s t i s c h e r Nachfrage. D i e K a p i t e l zwei b i s fünf 
h a n d e l n von zufallsabhängigen La g e r h a l t u n g s m o d e l l e n . Das s e c h s t e K a p i -
t e l i s t den Rechenverfahren gewidmet. 
Im e r s t e n K a p i t e l w i r d , der h i s t o r i s c h e n L i n i e f o l g e n d , nach e i n e r 
k u r z e n E i n l e i t u n g (§1) i n §2 zunächst das Losgrößenmodel1 von WILSON 
(bzw. HARRIS, bzw. ANDLER) v o r g e s t e l l t . Obwohl d i e M o d e l l v o r a u s s e t z u n -
gen von a l l e r e i n f a c h s t e r A r t s i n d , e r w e i s t s i c h d i e daraus a b g e l e i t e t e 
Formel der o p t i m a l e n Losgröße a l s sehr r o b u s t h i n s i c h t l i c h p r a x i s g e -
r e c h t e r V e r a l l g e m e i n e r u n g e n , insbesondere beim Übergang von der kon-
s t a n t e n N a c h f r a g e r a t e z u r P o i s s o n Nachfrage (wie s i c h im z w e i t e n 
K a p i t e l z e i g e n w i r d ) . 
In §3 werden K o s t e n und Sensitivität u n t e r s u c h t . Es s t e l l t s i c h heraus, 
daß d i e Kosten b e i optimalem B e s t e l l v e r h a l t e n S k a l e n e f f e k t e b e s i t z e n . 
M i t zunehmendem Umsatz werden d i e Stückkosten der L a g e r h a l t u n g g e r i n -
g er. B e i der D e z e n t r a l i s i e r u n g der Läger geht der E f f e k t zunehmender 
Skalenerträge aber t e i l w e i s e wieder v e r l o r e n . D i e entsprechende Formel 
w i r d h e r g e l e i t e t . M i t der Sensitivitätsanalyse werden d i e Fragen u n t e r -
s u c h t , welche Auswirkungen auf d i e Gesamtkosten zu erw a r t e n s i n d , wenn 
e r s t e n s d i e N a c h f r a g e r a t e f a l s c h eingeschätzt w i r d oder d i e E i n z e l k o -
s t e n m i t F e h l e r n b e h a f t e t s i n d , wenn man z w e i t e n s d i e o p t i m a l e B e s t e l l -
menge wegen s p e z i e l l e r V e r p a c k u n g s e i n h e i t e n oder T r a n s p o r t g e g e b e n h e i t e n 
n i c h t r e a l i s i e r t e n kann, oder wenn d r i t t e n s aus Unternehmensinternen 
o r g a n i s a t o r i s c h e n Gründen (oder vom L i e f e r a n t e n v o r g e s c h r i e b e n , wie das 
z.T. b e i pharmazeutischen Produkten der F a l l i s t ) e i n e besondere P e r i o -
denlänge zwischen den B e s t e l l u n g e n gewünscht w i r d . 
D i e nächsten b e i d e n A b s c h n i t t e , §4 und §5, s i n d den Sortimentslägern 
gewidmet. §4 l i e f e r t d i e t h e o r e t i s c h e R e c h t f e r t i g u n g für d i e K l a s s e n -
e i n t e i l u n g nach der ABC-Analyse anhand des Umsatzvolumens, gemessen an 
den E i n k a u f s p r e i s e n . §5 befaßt s i c h mit der Frage der S o r t i m e n t s b e r e i -
nigung. Wie hoch muß d i e k r i t i s c h e N a c h f r a g e r a t e s e i n , ab der es s i c h 
überhaupt l o h n t , e i n e n A r t i k e l im S o r t i m e n t zu h a l t e n ? 
V I I I 
Um F e h l e n t s c h e i d u n g e n zu vermeiden, i s t es w i c h t i g , d i e Nachfrage mög-
l i c h s t gut zu schätzen. L e i d e r stehen d i e A b s a t z z a h l e n i n n i c h t a g g r e -
g i e r t e r Form, a l s o k e i n e Monats-, Q u a r t a l s - oder J a h r e s a b s a t z z a h l e n , 
s e l t e n z u r Verfügung. In §6 w i r d deshalb g e z e i g t , wie man aus den 
B e s t e l l d a t e n d i e N a c h f r a g e r a t e gewinnen kann. 
Wie ändert s i c h d i e o p t i m a l e L a g e r h a i t u n g s p o l i t i k , wenn das Lager von 
e i n e r F i r m a b e t r i e b e n w i r d , deren Z i e l Gewinnmaximierung s t a t t K o s t e n -
minimierung i s t ? In diesem Zusammenhang t r i t t auch d i e Frage a u f , wie 
d i e Lagerbestände e i n e r s o l c h e n F i r ma zu bewerten s i n d . D i e s e Fragen 
werden i n den A b s c h n i t t e n 7 und 8 u n t e r s u c h t . 
E i n e M o d i f i k a t i o n des Standardmodells i s t b e i der Gewährung von Mengen-
r a b a t t notwendig. In §9 werden d i e zwei Fälle d i s k u t i e r t : a) der Men-
g e n r a b a t t w i r d nur auf e i n e d i e Rabat t schwel l e überschreitende Menge 
gewährt; b) er w i r d b e i U b e r s c h r e i t e n der R a b a t t s c h w e l l e auf d i e gesam-
te B estellmenge eingeräumt. 
In §10 w i r d e i n K r i t e r i u m z u r Ent s c h e i d u n g der Frage h e r g e l e i t e t , wann 
e i n e Sammelbestellung gegenüber e i n e r E i n z e l b e s t e l l u n g v o r t e i l h a f t e r 
i s t . 
War b i s h e r s t e t s von H a n d e l s l a g e r n oder R o h m a t e r i a l lägern d i e Rede, so 
werden i n §11 Produktionsläger bzw. F e r t i g w a r e n l a g e r b e i Eigenproduk-
t i o n b e t r a c h t e t . Wie groß i s t d i e o p t i m a l e Auflegung b e i o f f e n e r P r o -
d u k t i o n , d.h. b e i l a u f e n d e r Lagerentnahme mit k o n s t a n t e r Rate? 
In §12 werden d i e Konsequenzen von L a g e r d e f i z i t e n d i s k u t i e r t . B e i Un-
ternehmen mit MonopolCharakter geht auch b e i Lieferengpässen d i e Nach-
f r a g e n i c h t v e r l o r e n (sog. backorder c a s e ) . In der Regel w i r d es zwar 
etwas k o s t e n , wenn L a g e r d e f i z i t e a u f t r e t e n , w e i l dann auch d i e Gewinne 
später a l s möglich r e a l i s i e r t werden. F a l l s d i e s e Kosten aber n i c h t zu 
hoch s i n d , können s i c h Lagerfeh1mengen durchaus lohnen. O p t i m a l e Be-
s t e l l z y k l e n und Bestellmengen werden berechnet. 
IX 
In §13 w i r d d i e Forderung nach der G a n z z a h l i g k e i t der Lose berücksich-
t i g t . D i e s i s t insbesondere b e i k l e i n e n Losen und b e i Waren mit großen 
V e r s a n d e i n h e i t e n w i c h t i g . 
In §14 werden d i e Stellflächen im Lager i n d i e Überlegungen einbezogen. 
Im e r s t e n F a l l w i r d für e i n Gut e i n e f e s t e Stellfläche r e s e r v i e r t . 
Im z w e i t e n F a l l g i l t es, d i e b e i d e n B e s t e l l z e i t p u n k t e z w e i e r Güter so 
gegeneinander zu v e r s e t z e n , daß d i e maximal benötigte Gesamtstellfläche 
möglichst g e r i n g i s t . Neben Raumbeschränkungen können auch Budgetbe-
schränkungen wirksam werden. In §15 w i r d d i e Frage u n t e r s u c h t , welchen 
Einfluß Raum- oder K a p i t a l k n a p p h e i t auf d i e o p t i m a l e n B e s t e l l m e n g e n 
ausübt. 
§16 befaßt s i c h mit der S i t u a t i o n z e i t l i c h schwankender Nachfrage, 
wobei d i e N a c h f r a g e r a t e i n den nächsten P e r i o d e n genau bekannt und i n 
der w e i t e r e n Zukunft unbekannt i s t . D i e Losgrößenoptimierung g e s c h i e h t 
u n t e r der Annahme e i n e r r o l l i e r e n d e n Planung. 
In §17 w i r d e i n e f e s t e L i e f e r z e i t b e t r a c h t e t . Es w i r d d i e Frage u n t e r -
s u c h t , wann es überhaupt s i n n v o l l i s t , Güter auf Lager zu h a l t e n und 
wann es v o r t e i l h a f t e r i s t , a l s "Verkäufer m i t K a t a l o g " a u f z u t r e t e n . 
In §18 werden zufällige Schwankungen der L i e f e r z e i t mit berücksichtigt 
und Formeln zur g e e i g n e t e n D i m e n s i o n i e r u n g von Sicherheitsbeständen 
h e r g e l e i t e t . Dabei w i r d insbesondere Bezug auf d i e S i t u a t i o n der J u s t -
in-Time P r o d u k t i o n genommen. 
Das z w e i t e K a p i t e l b r i n g t e i n e E r w e i t e r u n g des e i n f a c h e n WILSON-Lager-
h a l t u n g s m o d e l l e s auf den F a l l zufälliger Nachfrage, deren A u f t r e t e n 
e i n e n Poissonprozeß b e s c h r e i b t . (Weitere V e r a l l g e m e i n e r u n g e n , wie z.B. 
L i e f e r z e i t e n oder b e l i e b i g v e r t e i l t e Nachfrage werden i n K a p i t e l 4 
be h a n d e l t . ) Die Paragraphen 19 und 20 geben e i n e Einführung i n den 
Poissonprozeß nebst s e i n e n V e r a l l g e m e i n e r u n g e n und s t e l l e n das b e i 
En t s c h e i d u n g s p r o z e s s e n u n t e r R i s i k o verwendete E n t s c h e i d u n g s k r i t e r i u m 
des e r w a r t e t e n Nutzens v o r . E b e n f a l l s z u r V o r b e r e i t u n g d i e n t §21. E r 
behandelt d i e k o n t i n u i e r l i c h e V e r z i n s u n g und u n e n d l i c h e Zahlungsströme. 
X 
In §22 und §23 w i r d das L a g e r h a l t u n g s m o d e l l mit P o i s s o n n a c h f r a g e im 
d i s k o n t i e r t e n und n i c h t d i s k o n t i e r t e n F a l l m i t H i l f e des BELLMANschen 
" P r i n z i p s der Optimalität" f o r m u l i e r t . I n §24 erfährt das M o d e l l e i n e 
w e i t e r e V e r a l l g e m e i n e r u n g auf den F a l l zufallsabhängiger Nachfrage vom 
Typ e i n e s SEMI-MARKOV PROZESSES. In Paragraph 25 w i r d m i t H i l f e der 
E n t s c h e i d u n g s i t e r a t i o n der Dynamischen Optimierung der Beweis dafür 
e r b r a c h t , daß t r o t z s t o c h a s t i s c h e r Nachfrage d i e o p t i m a l e B e s t e l l m e n g e 
i d e n t i s c h i s t m i t der Wilsonschen Losgröße des d e t e r m i n i s t i s c h e n Mo-
d e l l e s . 
In K a p i t e l 3 werden d i e E i n p e r i o d e n m o d e l l e b e h a n d e l t . D e r a r t i g e L a g e r -
h a i tung sp rob lerne t r e t e n z.B. b e i M o d e a r t i k e l n oder K a r t e n k o n t i n g e n t e n 
für Großveranstaltungen a u f , oder b e i der V o r r a t s a u s s t a t t u n g von S c h i f -
f e n , E x p e d i t i o n e n e t c . I n §26 w i r d das a l s Zeitungsjungenproblern be-
kannte Grundmodell v o r g e s t e l l t . Dabei w i r d auch auf d i e Frage eingegan-
gen, ab wann es s i c h überhaupt l o h n t , s i c h auf e i n Einperiodengeschäft 
e i n z u l a s s e n . 
In §27 w i r d d i e Abhängigkeit der o p t i m a l e n Losgröße von den Parametern 
der N a c h f r a g e v e r t e i l u n g und den Lage r - und Fehlmengenkos ten d i s k u t i e r t . 
M i t H i l f e der E n t r o p i e w i r d g e z e i g t , daß d i e Kosten aus dem E i n p e r i o -
dengeschäft um so mehr s t e i g e n , j e weniger s i c h L a g e r - und Fehlmengen-
k o s t e n voneinander u n t e r s c h e i d e n . 
E i n e w i c h t i g e V e r a l l g e m e i n e r u n g s t e l l e n d i e i n §28 und §29 f o r m u l i e r t e n 
M o d e l l e m it z e i t l i c h e r Periodenlänge dar. Insbesondere w i r d nach der 
o p t i m a l e n Periodenlänge g e f r a g t . 
E b e n f a l l s auf das Zeitungsjungenproblern läßt s i c h das "Uberbuchen b e i 
R e s e r v i e r u n g " zurückführen (§30). Da i n den s e l t e n s t e n Fällen a l l e 
R e s e r v i e r u n g e n auch tatsächlich i n Anspruch genommen werden, kann es 
für den V e r a n s t a l t e r lohnend s e i n , e i n e n T e i l des r e s e r v i e r t e n K o n t i n -
gentes e i n z w e i t e s Mal zu v e r k a u f e n . 
Im v i e r t e n K a p i t e l werden s t o c h a s t i s c h e M o d e l l e m it k o n t i n u i e r l i c h e r 
Überwachung behand e l t . E i n w i c h t i g e s V e r f a h r e n neben der Dynamischen 
Optimierung i s t d i e Methode der Z u s t a n d s w a h r s c h e i n l i c h k e i t e n . S i e w i r d 
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i n §31 erläutert und auf das M o d e l l mit g e o m e t r i s c h v e r t e i l t e r N a c h f r a -
ge sowie auf das M o d e l l mit P o i s s o n Nachfrage und e x p o n e n t i e l l e r L i e -
f e r z e i t (§32) angewandt. A l s V a r i a n t e w i r d auch der F a l l b e t r a c h t e t , 
b e i dem d i e L a g e r h a l t u n g s k o s t e n am Maximalbestand gemessen werden. 
D i e s e S i t u a t i o n f i n d e t man z.B. v o r , wenn man auf e i n eigenes Lager 
v e r z i c h t e t und e x t e r n e Lagerfläche anmietet. 
Die Paragraphen 33, 34 und 35 s i n d den M o d e l l e n m i t L i e f e r z e i t gewid-
met. B e i vollkommener Konkurrenz i s t d i e L i e f e r t r e u e e i n w i c h t i g e r Fak-
t o r im Wettbewerb. In v i e l e n Fällen kann man des h a l b d i e L i e f e r z e i t a l s 
zuverlässige, d.h. a l s k o n s t a n t e Größe ansehen. In §33 w i r d e i n M o d e l l 
mit f e s t e r L i e f e r z e i t besprochen. I n MonopolSituationen oder d o r t , wo 
Güter z u g e t e i l t werden, l i e g t d i e U n s i c h e r h e i t n i c h t so sehr i n der 
Nachfrage, sondern i n der L i e f e r z e i t . Insbesondere i s t d i e s i n E n t w i c k -
lungsländern zu beobachten. S p e z i e l l w i r d auch auf d i e S i t u a t i o n b e i 
E i g e n p r o d u k t i o n oder Just-In-Time L i e f e r a b r u f e n eingegangen, denn d o r t 
können s i c h Lieferverzögerungen sehr störend auswirken. 
Im fünften K a p i t e l werden s t o c h a s t i s c h e L a g e r h a l t u n g s m o d e l l e m i t p e r i o -
d i s c h e r Überwachung behandelt. Obwohl mit Einführung der e l e k t r o n i s c h e n 
D a t e n v e r a r b e i t u n g e i n e k o n t i n u i e r l i c h e B e s t a n d s f o r t s c h r e i b u n g m e i s t 
k e i n Problem mehr i s t , h a l t e n dennoch v i e l e Unternehmer an e i n e r p e r i o -
d i s c h e n I n s p e k t i o n und B e s t e l l e n t s c h e i d u n g f e s t . P e riodenmodelle t r e t e n 
auch d o r t a u f , wo mit den L i e f e r a n t e n Absprachen g e t r o f f e n wurden, daß 
B e s t e l l u n g e n immer nur zu bestimmten (meist gleichabständigen) Z e i t -
punkten vorzunehmen s i n d . Zunächst w i r d das grundlegende M o d e l l mit 
endlichem (§36) und unendlichem P l a n u n g s h o r i z o n t (§37) f o r m u l i e r t . 
G e n e r e l l läßt s i c h über d i e M o d e l l e i n d i e s e r K l a s s e sagen, daß s i e 
s c h w i e r i g z u o p t i m i e r e n s i n d . Besondere Bedeutung gewinnt d e s h a l b d i e 
i n §38 vorgenommene Zurückführung des Mo d e l l e s auf e i n e s t a n d a r d i s i e r t e 
Form. Die o p t i m a l e n B e s t e l l p o l i t i k e n b e i v e r s c h i e d e n e n Erwartungswerten 
und Streuungen der N a c h f r a g e v e r t e i l u n g l a s s e n s i c h u n m i t t e l b a r von der 
op t i m a l e n Lösung des Standardmodells a b l e s e n . 
In den f o l g e n d e n Paragraphen werden d i e Fragen u n t e r s u c h t : Wie läßt 
s i c h b e i s p e z i e l l e n M o d e l l e n e i n e Lösung gewinnen und wie s i e h t d i e 
S t r u k t u r der o p t i m a l e n B e s t e l l r e g e l aus, f a l l s überhaupt e i n e S t r u k t u r 
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v o r l i e g t ? Das e r s t e s p e z i e l l e M o d e l l (§39) i s t das AHM-Modell m i t expo-
n e n t i a l v e r t e i l t e r Nachfrage. D i e s i s t das Perioden-Analogon zum k o n t i -
n u i e r l i c h e n M o d e l l m i t P o i s s o n Nachfrage. 
In den Paragraphen 40 b i s 44 werden Untersuchungen z u r O p t i m a l i t a t der 
( s , S ) - P o l i t i k a n g e s t e l l t und für e i n e n S p e z i a l f a l l e i n e Methode z u r Be-
rechnung von s und S angegeben. 
In §45 w i r d das M o d e l l m i t L i e f e r z e i t f o r m u l i e r t . Es z e i g t s i c h , daß es 
den Rahmen des AHM-Typs n i c h t s p r e n g t . Es w i r d das i n t e r e s s a n t e Ergeb-
n i s h e r g e l e i t e t , daß d i e B e s t a n d s f l u k t u a t i o n b e i M o d e l l e n mit L i e f e r -
z e i t größer a l s b e i M o d e l l e n ohne L i e f e r z e i t i s t . D i e s g i l t a uch dann, 
wenn d i e L i e f e r z e i t f e s t , d.h. verläßlich i s t . Im a l l g e m e i n e n v e r t e u e r t 
d i e L i e f e r z e i t d i e L a g e r h a l t u n g . 
Für d i e P r a x i s i s t d i e Voraussetzung e i n e s stationären N a c h f r a g e p r o -
z e s s e s o f t m a l s n i c h t gegeben. Das Na c h f r a g e n i v e a u u n t e r l i e g t z e i t l i -
chen Schwankungen. M e i s t l i e g t aber I n f o r m a t i o n über den zukünftigen 
V e r l a u f v o r , a u f g r u n d d e r e r man k u r z f r i s t i g e Prognosen e r s t e l l e n kann. 
D i e s e I n f o r m a t i o n g i l t es, i n den M o d e l l e n zu berücksichtigen. Das ge-
s c h i e h t i n den f o l g e n d e n b e i d e n Paragraphen. I n §46 w i r d e i n e a u t o k o r -
r e l i e r t e Nachfrage u n t e r s t e l l t . I n §47 werden endogene und exogene P r o -
gnosemechanismen i n das M o d e l l eingeführt, so z.B. d i e e x p o n e n t i e l l e 
Glättung. D i e s v e r l a n g t e i n e N e u f o r m u l i e r u n g des Optimalitätsprinzips. 
E i n e s p e z i e l l e B e t r a c h t u n g w i r d b e i Gütern a n g e s t e l l t , d i e e i n e r n o r -
m a l v e r t e i l t e n Nachfrage u n t e r l i e g e n , e i n sehr g e r i n g e s Marktwachstum 
b e s i t z e n und deren Absatz m i t H i l f e exogener V a r i a b l e r p r o g n o s t i z i e r t 
w i r d , wobei d i e a u f e i n a n d e r f o l g e n d e n Prognosen n i c h t a u t o k o r r e l i e r t 
s e i n dürfen. I s t z.B. d i e exogene V a r i a b l e d i e Änderung des B r u t t o s o -
z i a l p r o d u k t s , so i s t d i e s e r Ansatz g e e i g n e t für Güter, d i e dem A k z e l e -
r a t i o n s p r i n z i p u n t e r l i e g e n , z.B. Investitionsgüter und E r s a t z t e i l e . 
Jedoch d a r f d i e Nachfrage d i e Prognose n i c h t b e e i n f l u s s e n . Damit s i n d 
Güter a u s g e s c h l o s s e n , deren Output s t e l l v e r t r e t e n d für e i n e Schlüssel-
i n d u s t r i e s t e h t . 
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In den vorangegangenen K a p i t e l n wurde s t e t s v e r s u c h t , zu jedem L a g e r -
h a l t u n g s m o d e l l für d i e o p t i m n a l e Losgröße bzw. B e s t e i l r e g e 1 e i n e n ex-
p l i z i t e n Ausdruck h e r z u l e i t e n . Dort wo d i e s n i c h t möglich i s t , kann man 
auf d i e Re c h e n v e r f a h r e n der Dynamischen Optimierung zurückgreifen. S i e 
b i l d e n den I n h a l t des s e c h s t e n K a p i t e l s . I n §48 w i r d das V e r f a h r e n der 
W e r t i t e r a t i o n b e h a n d e l t . Es i s t d i e a l l g e m e i n s t e Methode der Dynami-
schen O p t i m i e r t u n g und kann auch b e i L a g e r h a l t u n g s m o d e l l e n angewendet 
werden, d i e wegen e i n e r sehr k o m p l i z i e r t e n K o s t e n s t r u k t u r von den v o r -
g e s t e l l t e n Grundmodellen w e s e n t l i c h abweichen. Es werden V o r t e i l e und 
Schwächen d i e s e r Methode a u f g e z e i g t und e i n e Möglichkeit z u r Rechen-
zeitVerkürzung angegeben. 
In §49 w i r d d i e E n t s c h e i d u n g s i t e r a t i o n v o r g e s t e l l t . S i e s t e l l t e i n e 
A l t e r n a t i v e z u r W e r t i t e r a t i o n b e i Lagerhaitungsproblernen m i t u n e n d l i -
chem P l a n u n g s h o r i z o n t dar. Für d e r a r t i g e P r o b l e m s t e l l u n g e n l a s s e n s i c h 
Wert- und E n t s c h e i d u n g s i t e r a t i o n zu einem d r i t t e n V e r f a h r e n , der sog. 
P o l i t i k - W e r t i t e r a t i o n , k o m b i n i e r e n . 
H i e r a u f w i r d jedoch n i c h t eingegangen, denn d i e i n §50 v o r g e s t e l l t e 
Methode der B i s e k t i o n i n Verbindung mit der Dynamischen O p t i m i e r u n g 
z e i g t s i c h diesem V e r f a h r e n i n der Regel überlegen. 
Im l e t z t e n Paragraphen w i r d s p e z i e l l auf das AHM-Modell im BACKORDER-
F a l l ohne D i s k o n t i e r u n g eingegangen. Für d i e s e s M o d e l l wurde zwar e i n e 
s t a n d a r d i s i e r t e Form h e r g e l e i t e t (§38), d i e aber e i n e r Einschränkung 
bezüglich der Verteilungsannahme der Nachfrage u n t e r l i e g t . Es i s t d e s -
h a l b w i c h t i g , daß auch für Mo d e l l e mit a l l g e m e i n e r N a c h f r a g e v e r t e i l u n g 
s c h n e l l e Rechenverfahren z u r Verfügung stehen. E i n d e r a r t i g e s V e r f a h r e n 
haben F e d e r g r u e n / Z i p k i n e n t w i c k e l t . Es w i r d i n §51 v o r g e s t e l l t . 
Da b i s auf g e r i n g e Ausnahmen a l l e E r g e b n i s s e i n diesem Buch ausführlich 
h e r g e l e i t e t werden, s i n d im Text nur wenige L i t e r a t u r h i n w e i s e und Q u e l -
lenangaben verwendet worden. 
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KAPITEL I: D E T E R M I N I S T I S C H E L A G E R H A L -
T U N G S M O D E L L E 
§1 EINLEITUNG 
J.M. Keynes hat d r e i M otive für d i e G e l d h a l t u n g u n t e r s c h i e d e n , d i e s i c h 
auch auf d i e L a g e r h a l t u n g anwenden l a s s e n . 
1. Das T r a n s a k t i o n s m o t i v 
W e i l d i e Ausgangsströme n i c h t synchron s i n d mit den Eingangsströmen, 
muß e i n Lager d i e z e i t l i c h e n D i s k r e p a n z e n überbrücken. Üblicherweise 
geht e i n Gut i n größeren Zeitabständen und größeren Mengen e i n a l s 
aus. 
2. Das V o r s i c h t s m o t i v 
Wenn e i n e B e s t e l l u n g aufgegeben i s t , muß man e i n R e s e r v e l a g e r 
u n t e r h a l t e n , um d i e Nachfrage während der L i e f e r z e i t zu b e f r i e d i g e n . 
3. Das S p e k u l a t i o n s m o t i v 
Wenn e r w a r t e t w i r d , daß d i e P r e i s e s t e i g e n , l o h n t es s i c h , auf 
V o r r a t e i n z u l a g e r n . 
Im OR der L a g e r h a l t u n g w i r d t y p i s c h e r w e i s e auf d i e b e i d e n e r s t e n M o t i v e 
a b g e s t e l l t . Das d r i t t e w i r d g e l e g e n t l i c h i n der L i n e a r e n Optimierung 
a l s das sogenannte Lagerhausproblem (warehousing problem) be h a n d e l t . 
D i e L a g e r h a i t u n g s t h e o r i e gehört den e r s t e n und damit " k l a s s i s c h e n " 
Anwendungsgebieten des OR an. S i e wurde i n den 50-er Jahren vor a l l e m 
von der US Navy s t a r k gefördert. 
W i s s e n s c h a f t l e r vom Rang e i n e s OSKAR MORGENSTERN, JAKOB MARSCHAK, 
KENNETH ARROW, HERBERT SCARF, THOMAS WHITIN, JACK KIEFER und andere 
haben s i c h damals i n t e n s i v m i t der Anwendung von OR und S t a t i s t i k auf 
Lagerprobleme beschäftigt.(die Anfänge gehen a l l e r d i n g s v i e l w e i t e r z u -
rück, etwa auf den mythischen WILSON um d i e Jahrhundertwende). 
Lange u m s t r i t t e n war d i e Frage nach den o p t i m a l e n L a g e r h a i t u n g s S t r a -
t e g i e n . An d i e s e r Aufgabe hat s i c h z u e r s t d i e T h e o r i e der Dynamischen 
Optimierung h e r a u s g e b i l d e t (durch RICHARD BELLMAN). 
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§2 OPTIMALE LOSGRÖßEN 
Im E n g l i s c h e n : Economic Order Q u a n t i t i e s EOQ 
Der S t a n d a r d f a l l für das Losgrößenproblem i s t e i n e H a n d e l s f i r m a , d i e 
e i n Gut b e s t e l l t , um den Lagerbestand a u f z u s t o c k e n . D i e Kundennachfrage 
w i r d über d i e Lagerbestände b e f r i e d i g t . Wir nehmen an, daß d i e Nach-
f r a g e m it e i n e r k o n s t a n t e n Rate a u f t r i t t . S e i 
X: N a c h f r a g e r a t e 
y: Bestand im Lager 
Im Groß- und E i n z e l h a n d e l i s t d i e Annahme e i n e r k o n s t a n t e n Nachfrage-
r a t e o f t m a l s e i n e s t a r k e I d e a l i s i e r u n g . Hingegen t r i f f t s i e häufig zu 
b e i Rohmateriallägern e i n e s P r o d u k t i o n s b e t r i e b e s mit S o r t e n f e r t i g u n g 
oder F e r t i g u n g sehr großer Chargen. 
K o s t e n s t r u k t u r des Lagerha1tungsmodells 
B e s t e l l k o s t e n : Für d i e B e s t e l l k o s t e n u n t e r s t e l l e n w i r e i n e n l i n e a r e n 
Zusammenhang (Abb. 2.1). 
Bestel lkosten 
Anst ieg a 
k < 
Besteilrnenge 
A b b i l d u n g 2.1: B e s t e l l k o s t e n k u r v e 
3 
k: f i x e B e s t e l l k o s t e n . H i e r u n t e r f a l l e n d i e Kosten für Büroarbeit (10 
- 50 DM; e i n Geschäftsbrief k o s t e t ca. 10 DM), für Mängelrügen usw. 
a: p r o p o r t i o n a l e B e s t e l l k o s t e n , z.B. T r a n s p o r t k o s t e n , Kosten für d i e 
W a r e n e i n g a n g s k o n t r o l l e ; i n unserem M o d e l l hauptsächlich der 
E i n k a u f s p r e i s . 
L a g e r k o s t e n : D i e L a g e r k o s t e n bestehen aus den Z i n s k o s t e n , den Hand-
habung skos ten und den Kosten für d i e Miete des S t e l l p l a t z e s (auch wenn 
man Eigentümer der L a g e r h a l l e i s t ; h i e r s i n d d i e M i e t k o s t e n Opportu-
nitätskosten; d i e Möglichkeit e i n e r anderen Lagernutzung w i r d a u f g e -
geben) . Darüber h i n a u s können auch noch Kosten für Schwund ( i n I n d i e n 
w i r d c a . 1/4 der G e t r e i d e e r n t e von R a t t e n a u f g e f r e s s e n ) , Abnutzung oder 
V e r s c h l e c h t e r u n g (DEPRECIATION) und Wertabnahme durch t e c h n i s c h e s 
V e r a l t e r n (OBSOLESCENCE) a u f t r e t e n . A l l d i e s e Kosten werden zusammen-
gefaßt zu den L a g e r k o s t e n . 
h: L a g e r k o s t e n p r o Stück und Z e i t e i n h e i t ( L a g e r k o s t e n s a t z ) 
Fehlmengenkos ten: F a l l s zuwenig auf Lager i s t und man des h a l b d i e 
Nachfrage n i c h t v o l l b e f r i e d i g e n kann, e n t s t e h e n Fehlmengen. S i e werden 
mit S t r a f k o s t e n b e l e g t . 
g: Fehlmengenkos ten pro Stück und Z e i t e i n h e i t 
z'- f e h l e n d e Menge ( D e f i z i t , N e i n v e r k a u f ) 
Q' Fehlmengenkos ten 
Üblicherweise werden d i e Fehlmengenkosten p r o p o r t i o n a l z ur Menge ange-
nommen . 
G = g • z 
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Es i s t aber auch der F a l l denkbar, daß d i e Fehlmengenkos ten unabhängig 
von der Höhe des D e f i z i t s z a n g e s e t z t werden 
ö i s t das sog. Kroneckersymbol. D i e s e z w e i t e A r t der Fehlmengen-
k o s t enbewer tung wurde z.B. b e i der am e r i k a n i s c h e n F l o t t e angewendet. 
Das L a g e r h a l t u n g s p r o b l e m bestand d a r i n , w i e v i e l e ( E r s a t z - ) T e i l e einem 
a u s l a u f e n d e n S c h i f f z u r Deckung s e i n e s Bedarfes während der S e e f a h r t 
mitzugeben waren. E i n Nachschub auf See war nur s e l t e n möglich. Wenn 
mehr E r s a t z t e i l e des g l e i c h e n Typs benötigt wurden a l s mitgenommen 
worden waren, dann war es u n e r h e b l i c h , w i e v i e l e f e h l t e n . Wenn auch nur 
e i n e i n z i g e s T e i l zu wenig war, entstanden hohe Kosten. 
In H a n d e l s l a g e r n und Rohmateriallägern können D e f i z i t e a u f t r e t e n , wenn 
der Bestand n i c h t permanent erfaßt w i r d ( p e r i o d i s c h e I n s p e k t i o n ) , zu 
spät b e s t e l l t w i r d oder d i e L i e f e r u n g e i n e r b e s t e l l t e n Menge unpünkt-
l i c h e i n g e h t . 
Die h i e r b e s c h r i e b e n e K o s t e n s t r u k t u r i s t von sehr e i n f a c h e r Form. In 
der b e t r i e b s w i r t s c h a f t l i c h e n L i t e r a t u r f i n d e t man jedoch e i n e 
ausführliche D i s k u s s i o n über d i f f e r e n z i e r t e Kostenbetrachtungen. 
Die WILSONsche Losgrößenformel (auch ANDLERsche Formel, Formel von 
Wir b e t r a c h t e n den e i n f a c h e n F a l l e i n e s Lagers m it o b i g e r K o s t e n -
s t r u k t u r , k o n s t a n t e r N a c h f r a g e r a t e und permanenter B e s t a n d s k o n t r o l l e . 
L a g e r d e f i z i t e werden n i c h t z u g e l a s s e n ( h i e r z u §10). Dann w i r d das Lager 
nach f o l g e n d e r O p e r a t i o n s c h a r a k t e r i s t i k geführt (Abb. 2.2). 






Abb. 2.2: O p e r a t i o n s c h a r a k t e r i s t i k der Bestandsführung 
Es i s t o f f e n s i c h t l i c h , daß s i c h wegen der L i e f e r z e i t N u l l e i n e B e s t e l -
l u ng e r s t dann r e n t i e r t , wenn das Lager l e e r i s t ( t = t ^ ) . D i e B e s t e l l -
menge heißt 
D: Losgröße. 
I s t das Lager erneut l e e r geworden ( t = t ^ ) , w i r d e i n e z w e i t e Be-
s t e l l u n g aufgegeben. Da das System wegen X = c o n s t , stationär i s t , g i b t 
es k e i n e n Grund, h i e r e i n e andere Bestellmenge zu wählen a l s beim 
e r s t e n m a l . Da d i e S i t u a t i o n zum Z e i t p u n k t t ^ d i e s e l b e i s t wie zur Z e i t 
t ^ , muß auch b e i t ^ o p t i m a l s e i n , was b e i t ^ o p t i m a l war. 
Die N a c h f r a g e r a t e X i s t f e s t vorgegeben, d.h. unabhängig von unserem 
V e r h a l t e n . Somit l i e g t der O p t i m i e r u n g s s p i e l r a u m i n der Losgröße. Es 
i s t e i n e k o s t e n m i n i m a l e B e s t e l l m e n g e zu f i n d e n ! 
D i e Z i e l f u n k t i o n "Kosten pro Z y k l u s ( t ^ - t ^ ^ ) " i s t ungeeignet, derm 
d i e M i n i m i e r u n g d i e s e r K o s t e n 
6 
k + aD + h - * - - ^ Min 
2 X D 
m i t t l e r e r Bestand ^ 
Zykluslänge t ^ -
führt zu dem u n s i n n i g e n E r g e b n i s : o p t i m a l e Losgröße D = 0 . 
E i n e mögliche Z i e l f u n k t i o n wäre d i e Minimierung der d u r c h s c h n i t t l i c h e n 
Stückkosten 
C: d u r c h s c h n i t t l i c h e Stückkosten 
k + aD + 
D~ 
, D D 
h*2 # X Min 
D 
E i n e andere mögliche Z i e l f u n k t i o n s i n d d i e Z y k l u s k o s t e n pro Z e i t e i n h e i t 
C: Kosten während e i n e s Z y k l u s pro Z e i t e i n h e i t 






Wegen der Proportionalität C = XC und X = c o n s t , e r w e i s t es s i c h a l s 
gleichgültig, ob w i r C oder C verwenden. Beide s i n d konvex i n D. 
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Abb. 2.3: konvexe Z i e l f u n k t i o n C bzw. C 
Deshalb e r h a l t e n w i r d i e o p t i m a l e Losgröße D durch D i f f e r e n t i a t i o n der 
Z i e l f u n k t i o n C 
min C(D) <=> ^ = 0 
D 0 0 
dC 
dD = 0: ^ + £ = 0 D 2 
D* = f M n (2.2) 
Im E n g l i s c h e n heißt (2.2) d i e WILSONsche Losgrößenformel oder 
HARRIS-Formel, im deutschen Sprachraum d i e ANDLERsche Losgrößenformel 
( v g l . HOCHSTÄDTER (19 7 2 ) ) . 
Diese Formel i s t i n der Tat s i n n v o l l , wie e i n e k u r z e Sensitivitäts-
a n a l y s e bestätigt. Die o p t i m a l e Losgröße D nimmt sowohl b e i wachsender 
N a c h f r a g e r a t e Ä a l s auch b e i wachsenden f i x e n B e s t e l l k o s t e n k zu. 
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I n t e r v a l l z wischen zwei B e s t e l l u n g e n 
S e i 
T: I n t e r v a l l z w i s c hen zwei B e s t e l l u n g e n . 
Aus (2.2) läßt s i c h s o f o r t a b l e i t e n 
T — 2k 1 — 
> 
Xh (2.3) 
D u r c h s c h n i t t l i c h e L a g e r r e i c h w e i t e 
E i n e w i c h t i g e Kennzahl i s t der Q u o t i e n t d u r c h s c h n i t t l i c h e s L a g e r / A b s a t z 
p r o Z e i t e i n h e i t ( e n g l . : i n v e n t o r y / s a l e s r a t i o ) . Er sagt etwas aus über 
d i e l a n g f r i s t i g e E f f i z i e n z e i n e s Bestandsführungssystems. B e i o p t i m a l e r 
B e s t e l l p o l i t i k i s t 
d u r c h s c h n i t t l . Lager _ D 
Abs a t z ~ 2X 
Untersuchungen haben g e z e i g t , daß t r o t z O p e r a t i o n s Research d i e durch-
s c h n i t t l i c h e R e i c h w e i t e der Bestände i n den l e t z t e n zwei J a h r z e h n t e n 
zunahm. Es l a s s e n s i c h hierfür zwei Gründe angeben: 
1. D i e Lohnkosten s i n d so s t a r k a n g e s t i e g e n , daß t r o t z s t e i g e n d e r Z i n s -
k o s t e n (h w i r d größer) und Senkung e i n e s T e i l e s der F i x k o s t e n durch 
EDV d i e Rate k/h a n s t i e g . 
2. Durch D e z e n t r a l i s i e r u n g wurde d i e Z a h l der Läger vermehrt und 
darüberhinaus d i e V i e l f a l t der V a r i a n t e n erhöht, so daß p r o V a r i a n t e 
und L a g e r o r t d i e N a c h f r a g e r a t e X gesunken i s t , was gemäß (2.4) e i n e 
Erhöhung der d u r c h s c h n i t t l i c h e n Bestände gemessen i n R e i c h w e i t e n z ur 
F o l g e h at. 
Aus (2.4) l a s s e n s i c h auch Skalenerträge a b l e s e n . M i t wachsendem Um-
satzvolumen e i n e s Unternehmens w i r d das Lager/Absatz-Verhältnis gün-
s t i g e r . D i e s sagt jedoch noch n i c h t s über d i e Ko s t e n aus. E i n e K o s t e n -




§3 KOSTEN UND SENSITIVITÄT 
K o s t e n 
D i e K o s t e n f u n k t i o n C von G l e i c h u n g (2.1) e n t h a l t u.a. d i e p r o p o r t i o n a -
l e n B e s t e l l k o s t e n X*a. Es war zu sehen, daß d i e s e r Term auf d i e B e s t i m -
mung der o p t i m a l e n Losgröße k e i n e n Einfluß ausübt. B e i D u r c h s c h n i t t s -
b e t r a c h t u n g e n über e i n e n längeren Ze i t r a u m hinweg s i n d d i e s e B e s t e l l -
k o s t e n u n v e r m e i d l i c h und i n i h r e r Höhe n i c h t m a n i p u l i e r b a r . S i e werden 
d e s h a l b b i s auf w e i t e r e s a l s n i c h t beeinflußbarer Term aus der O p t i m i e -
rung herausgegenommen. Die so entstehende, um d i e p r o p o r t i o n a l e n 
B e s t e l l k o s t e n b e r e i n i g t e neue K o s t e n f u n k t i o n s e i c. 
c = C - Xa . 
B e i einem Z y k l u s der Länge t i s t 
k hD , 0 , 
c = t + 2 " • ( 3 ' 1 } 
B e i o p t i m a l e r Bestellmenge D w i r d daraus 
c = vflkXh . (3.2) 
Wie zu e r w a r t e n i s t , nehmen d i e Kosten e i n e s B e s t e l l z y k l u s p r o Z e i t -
e i n h e i t m i t wachsendem Geschäftsvolumen zu. Das Wachstum i s t j e d o c h 
s u b l i n e a r : 
c ~ 4"X . 
Für d i e Stückkosten c = c/X pro Z e i t g i l t 
r"2kh r o _ c = < . (3.3) 
S i e f a l l e n a l s o mit zunehmendem Umsatz 
10 
1 
c ~ — 
H i e r z e i g t s i c h e i n E f f e k t zunehmender Skalenerträge ( V o r t e i l großer 
Unternehmen)! Man kann d i e Ursache dafür, wie sonst auch, i n der 
INDIVISIBILITY ( U n t e i l b a r k e i t ) sehen, h i e r i n der U n t e i l b a r k e i t e i n e r 
B e s t e l l u n g . I s t auch d i e Bestellmenge noch so k l e i n , es f a l l e n s t e t s 
d i e f i x e n B e s t e l l k o s t e n i n v o l l e r Höhe an. 
B e i großen Unternehmen kann man jedoch häufig beobachten, daß d i e Läge 
d e z e n t r a l i s i e r t s i n d . Dadurch geht der S k a l e n e f f e k t t e i l w e i s e wieder 
v e r l o r e n , wie d i e fo l g e n d e Überlegung z e i g t . B e i m Lägern t r e f f e auf 
e i n e i n z e l n e s Lager e i n e Nachfrage mit der Rate X/m. D i e Gesamtnach-
f r a g e s e i X. Dann s i n d d i e Gesamtkosten pro Z y k l u s b e i D e z e n t r a l i s i e -
rung 
m 42khX7m = c , 
d.h. um den F a k t o r >I~m größer a l s b e i Z e n t r a l i s i e r u n g . D i e D e z e n t r a l i -
s i e r u n g i s t o f t u n t e r n e h m e n s h i s t o r i s c h begründet und es bedarf d e s h a l b 
e i n e s e n e r g i s c h e n Anstoßes, überkommene S t r u k t u r e n a u f z u b r e c h e n und d i 
L o g i s t i k neu zu o r g a n i s i e r e n . E i n e n d e r a r t i g e n Anstoß gab i n der Bun-
d e s r e p u b l i k D e u t s c h l a n d das hohe Z i n s n i v e a u Ende der s i e b z i g e r , Anfang 
der a c h t z i g e r J a h r e , a l s man ang e s t r e n g t v e r s u c h t e , d u r c h R a t i o n a l i s i e 
rung aus dem Umlaufvermögen des Unternehmens Liquiditätsreserven f r e i -
z u s e t z e n . In der F o l g e kam es zu z a h l r e i c h e n Z e n t r a l i s i e r u n g e n der Lä-
ger. 
Es s o l l aber n i c h t übersehen werden, daß d i e D e z e n t r a l i s i e r u n g auch 
e i n e n V o r t e i l b e s i t z t : man kommt dem Kunden buchstäblich entgegen. D i e 
drückt s i c h i n den obigen Formeln ( 3 . 2 ) , (3.3) n i c h t aus (etwa d i e Ko-
s t e n der T r a n s p o r t l o g i s t i k ) . 
S e n s i t i v i t a t 
de 
D i e p a r t i e l l e A b l e i t u n g g ^ - g i b t darüber Ausku n f t , wie s i c h e i n e 










D i e s e Werte s i n d j e d o c h von den gewählten Maßeinheiten abhängig. 
E i n e von den Maßeinheiten unabhängige Kennzahl i s t d i e Elastizität e. 
S i e mißt das Verhältnis der r e l a t i v e n Veränderungen zw e i e r Größen 
- c 
"c.x " ax 
x 
(3.4) 
D i e Elastizität läßt s i c h auch a l s l o g a r i t h m i s c h e A b l e i t u n g d a r s t e l l e n 
a In c 
^c,X a In X 
Für d i e Elastizitäten von c i n Bezug auf k, h g i l t entsprechend 
a In c 
~c,k a In k 
_ a In c 
^c,h ~ a In h 
M i t c = J2kXh erhält man 
6 c , X fcc,k £ c , h 2 
Die Elastizität der K o s t e n pro Z e i t i n Bezug auf X, k, h i s t s t e t s |. 
S t e i g e n z.B. d i e K o s t e n von k oder h um p%, dann s t e i g e n d i e Gesamt-
k o s t e n c pro Z e i t um Ähnliches g i l t für d i e Stückkosten c. Es i s t 
w i c h t i g , s i c h über d i e Sensitivität von c bzw. c k l a r zu werden, denn 
man kann i n der P r a x i s nur s e l t e n davon ausgehen, daß k und h genau 
bekannt s i n d . 
ac I n t e r e s s a n t i s t auch d i e Sensitivität der Kosten bezüglich 
ou 
Änderungen der Losgrößen. So i s t es n i c h t immer möglich, d i e minimalen 
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Kosten c zu r e a l i s i e r e n . Ursache hierfür können t e c h n i s c h e Bedingungen 
s e i n ( C o n t a i n e r , Lastwagen, Tank), oder s p e z i e l l e V e r p a c k u n g s e i n h e i t e n , 
oder es w i r d e i n e besondere Periodenlänge zwischen den B e s t e l l u n g e n 
gewünscht: Woche, Monat, V i e r t e l j a h r . S e i e n für e i n e n A u g e n b l i c k d i e 
mit einem S t e r n versehenen Größen d i e Optimalwerte. M i t H i l f e e i n e r 
T a y l o r e n t w i c k l u n g um c berechnen w i r d i e K o s t e n d i f f e r e n z c - c . Es 
i s t 
c = c(D) = g i + f- ( v g l . (3.1)) 
ac _ _ k\ h 
aD " D 2 + 2 
a 2 c _ 2kX 
2 ~ 3 
aD bö 
und damit 
c - c * - o + ( D - D * ) 2 • + 2 ,„*.3 (D y 
de der l i n e a r e Term v e r s c h w i n d e t , da -=r 3D 
Unter Vernachlässigung höherer Terme e r h a l t e n w i r 
W i e v i e l das ausmacht, muß im E i n z e l f a l l geprüft werden. 
B e i s p i e l : 
S e i k = 8 DM, h = 0.01 DM/Tag und Stück, X = 1 Stück/Tag. Dann i s t D* = 
^l2Xk/h = 40 Stück. D i e s e s Los r e i c h t für 40 Tage. D ie K o s t e n c* pro Tag 
s i n d c* = ^J2kXh = 0.40 DM. 
Das Gut i s t jedoch nur i n der k l e i n s t e n E i n h e i t von 50 Stück zu haben: 
D = 50. Um w i e v i e l s t e i g e n d i e Kosten pro Tag? 
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• ^ 2 * (D - D ) _ 1_ c z Xk v " X ' = DM = 0.0125 DM. 
(D ) 8 0 
D i e s i s t e i n e UberSchätzung. D i e tatsächliche K o s t e n d i f f e r e n z , wobei c 
nach (3.1) berechnet w i r d , beträgt 0.01 DM. Das bedeutet Ac/c = 2.5% 
b e i e i n e r Änderung AD/D von 20%. M i t t l e r e Abweichungen von der 
o p t i m a l e n Losgröße machen s i c h a l s o nur wenig bemerkbar. Grund: 
Ac i s t i n e r s t e r Näherung q u a d r a t i s c h i n AD. 
§4 RM-SYSTEME (ABC-ANALYSE) 
D i e Abkürzung RM s t e h t für den l a t e i n i s c h e n Ausdruck " r e d u c t i o ad 
maximum". In einem RM-System werden d i e Güter nach i h r e r W i c h t i g k e i t 
angeordnet. D i e s e Methode wurde von zwei a m e r i k a n i s c h e n Firmen e n t -
w i c k e l t . A l s W i c h t i g k e i t e i n e s Gutes i b e t r a c h t e t man dessen Umsatz-
volumen ^ i a i . gemessen an den E i n k a u f s p r e i s e n (und n i c h t an den 
V e r k a u f s p r e i s e n , da w i r Kosten messen). D i e E i n k a u f s p r e i s e s i n d i n 
unserem M o d e l l d i e p r o p o r t i o n a l e n B e s t e l l k o s t e n a^. 
Frühe Untersuchungen ergaben, daß s i c h d i e Güter grob i n d r e i K l a s s e n 
e i n t e i l e n l a s s e n 
K l a s s e Anzahl Umsatz )X.a. Z, l l 
A 20% etwa 65% 
B 40% etwa 27% 
C 40% etwa 9% 
Für e i n e d e r a r t i g e D r e i k l a s s e n e i n t e i l u n g hat s i c h der Name ABC-Analyse 
eingebürgert. 
I s t Xa überhaupt das r i c h t i g e K r i t e r i u m für e i n e E i n t e i l u n g nach 
K o s t e n g e s i c h t s p u n k t e n ? D i e K o s t e n f u n k t i o n l a u t e t c = NJ2kXh. Demnach 
wäre das K r i t e r i u m Xkh. F a l l s j e d o c h k k o n s t a n t für a l l e Güter und h ~ 
a i s t ( Z i n s k o s t e n ! ) , dann i s t 
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Xa Xkh. 
D i e s l i e f e r t d i e t h e o r e t i s c h e R e c h t f e r t i g u n g , Xa a l s Maßzahl für d i e 
K o s t e n zu verwenden, d i e d i e L a g e r h a l t u n g v e r u r s a c h t . 
Der S i n n der K l a s s e n e i n t e i l u n g b e s t e h t d a r i n , Lagerführungskosten zu 
sparen. Nur d i e Güter der K l a s s e A (größte W i c h t i g k e i t ) werden nach der 
bestmöglichen Methode geführt. Beachte: h i e r z u i s t o f t e i n e k o n t i n u i e r -
l i c h e B e s t a n d k o n t r o l l e notwendig! Für d i e Güter der K l a s s e n B und C 
verwendet man d i e e i n f a c h s t e n L a g e r h a l t u n g s m o d e l l e . Man verläßt s i c h 
h i e r o f t auf Daumenregeln. 
§5 SORTIMENTSENTSCHEIDUNG 
E i n e ABC-Analyse kann zu der Entscheidung führen, das S o r t i m e n t zu 
b e r e i n i g e n und e i n i g e A r t i k e l überhaupt n i c h t mehr im Lager zu führen. 
D i e s werden Güter m i t hohem Kostengrad oder g e r i n g e r Nachfrage s e i n , 
sog. Langsamdreher. 
S e i e n 
p^: V e r k a u f s p r e i s pro Stück des Gutes i , 
a^: E i n k a u f s p r e i s p r o Stück des Gutes i , 
b e i d e vom Wettbewerb vorgegeben. Der Gewinn pro B e s t e l l z y k l u s der Länge 
T i s t dann 
X. T(p. - a.) - k. - h.D. £ • l V i i iJ l i i 2 
D i e Gewinnrate G. = Erlös minus Kosten p r o Z e i t l a u t e t 
G. = X.(p. l l i 
k. + h.D. £ l l l 2 
T 
>J2k.X.h. I i i 
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Das o p t i m a l e S o r t i m e n t führt a l l e Güter mit p o s i t i v e r Gewinnrate. Der 
S c h w e l l e n w e r t X. der Nachfrage, b e i dem G. = 0 i s t , heißt BREAK EVEN 1 1 
POINT. Für X. < X. l i e g t das Gut i i n der V e r l u s t z o n e , für X. > X. i n l l ö I i 
der Gewinnzone. 
Abb. 5.1: Break Even Analyse 
2k.h. 
Der Break Even P o i n t l i e g t b e i X. = i , .2 (p. - a.) v l iJ 
E i n e s y s t e m a t i s c h e S o r t i m e n t s b e r e i n i g u n g w i r d o f t m a l s b e i Büchern 
durchgeführt. F a l l s d i e A b s a t z r a t e u n t e r e i n e n k r i t i s c h e n Wert fällt, 
w i r d das Buch n i c h t mehr a u f g e l e g t und d i e Restbestände werden b i l l i g 
abgestoßen. Um der Gefahr e i n e s zu frühen Verramschens zu begegnen, i s t 
es w i c h t i g , X. möglichst genau zu kennen. 
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§6 SCHÄTZUNG DER NACHFRAGERATE X 
A b s a t z d a t e n i n n i c h t a g g r e g i e r t e r Form ( a l s o k e i n e Monats-, Q u a r t a l s -
oder J a h r e s a b s a t z z a h l e n ) stehen n i c h t immer z u r Verfügung. L e i c h t e r 
s i n d d i e B e s t e l l d a t e n der Vergangenheit zu e r h a l t e n . Zur Schätzung der 
Na c h f r a g e r a t e g r e i f e n w i r des h a l b auf d i e s e zurück. S e i e n 
t . : I n t e r v a l l zwischen der ( i + 1 ) - t l e t z t e n und der i - t l e t z t e n B e s t e l -
lung (beachte: es w i r d i n d i e Vergangenheit gezählt, d.h. t i s t 
d i e i - t e zurückliegende P e r i o d e ) 
D^ : Bestellmenge b e i der i - t l e t z t e n B e s t e l l u n g ( N a c h s c h u b b e s t e l l u n g ! ) 
1.: i - t l e t z t e r H i l f s w e r t für X; 1. = D./t. (beachte: d i e B e s t e l l u n g l l l l v 
D^. i s t der E r s a t z für d i e Nachfrage vor der i - t l e t z t e n B e s t e l l u n g ) 
Im Losgrößenmodel1 i s t u n t e r s t e l l t , daß X k o n s t a n t i s t . Es i s t 
deshalb zu prüfen, ob d i e Beobachtungen d i e s e Annahme überhaupt 
stützen. E i n e sehr s c h n e l l e e r s t e Antwort l i e f e r t e i n e v i s u e l l e 
Überprüfung der Reihe {1.}. n t . 
1 i ;ifc[N 
1. 
i il 
Abb. 6.1: Z e i t r e i h e der Beobachtungen 1. 
t 
1 7 
F a l l s wie i n Abb. 6.1 g e z e i c h n e t , d i e Beobachtungen K um e i n e n l a n g -
f r i s t i g e n k o n s t a n t e n M i t t e l w e r t schwanken, dann i s t das a r i thmetische 
Mi t t e 1 aus den n vorhandenen Beobachtungen e i n g e e i g n e t e r Schatzwert 
für das wahre X 
n 
X = - ) 1. . (6.1) n L l v 
i = l 
Wählt man nur d i e j e w e i l s m l e t z t e n Beobachtungen, m f e s t , so s p r i c h t 
man von einem g l e i t e n d e n D u r c h s c h n i t t . 
E r s t r e c k e n s i c h d i e Beobachtungen über e i n e n längeren Z e i t r a u m hinweg, 
werden i n der Regel Verschiebungen des Nachfrageprozesses a u f t r e t e n , 
etwa h e r v o r g e r u f e n durch Sortimentsveränderungen, Kundenwanderung usw. 
Es i s t dann s i n n v o l l , den jüngeren Daten e i n größeres Gewicht zu 
v e r l e i h e n a l s den älteren. B e i geom e t r i s c h e r Gewichtung erhält man für 
n -> °°: 
00 
^ = (1 - p) • Y p 1 _ 1 l , |p| < 1. (6.2) 
V i - 1 i = l 1 
p i s t der G e w i c h t u n g s f a k t o r . 
D i e s e Gewichtung b e s i t z t den V o r t e i l , daß s i c h X r e k u r s i v l e i c h t 
bestimmen läßt. Es i s t 
X t + 1 = (1 - p)ll + pX t, t = 1.2,... (6.3) 
Wir e r s e t z e n p durch 1 - p und e r h a l t e n d i e i n der Z e i t r e i h e n t h e o r i e 
übliche D a r s t e l l u n g 
= p l l + (1 - p ) X 1 (6.4) 
1^ i s t d i e j e w e i l s l e t z t e Beobachtung, X^ der a l t e und X der neue 
Schätzwert für X. Die Äquivalenz zwischen (6.2) und (6.3) z e i g t man 
l e i c h t durch s u k z e s s i v e s Auflösen der R e k u r s i o n ( 6 . 3 ) . 
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Das Schätzverfahren (6.3) bzw. (6.4) heißt e x p o n e n t i e l l e Glättung 
e r s t e r Ordnung. D i e Vergangenheitswerte werden mit wachsendem A l t e r 
e x p o n e n t i e l l gedämpft. Dadurch l i e g t d i e A d a p t i o n s g e s c h w i n d i g k e i t b e i 
plötzlich F a l l a u f t r e t e n d e n NiveauverSchiebungen w e s e n t l i c h höher a l s 
mit der Methode des a r i t h m e t i s c h e n M i t t e l s . Das w i r d besonders 
d e u t l i c h , wenn man l e t z t e r e s e b e n f a l l s r e k u r s i v f o r m u l i e r t 
und t sehr groß werden läßt. D i e jüngste Beobachtung geht m i t dem 
Gewicht l / ( t + l ) i n den neuen Schätzwert für X e i n . M i t zunehmender Z e i t 
w i r d d i e s e r Einfluß immer g e r i n g e r . B e i der e x p o n e n t i e 1 l e n Glättung 
hingegen b l e i b t er k o n s t a n t . 
Die t h e o r e t i s c h e Begründung der e x p o n e n t i e l l e n Glättung e r s t e r Ordnung 
l i e g t i n der M o d e l l i e r u n g e i n e r a d a p t i v e n E r w a r t u n g s h a l t u n g nach der 
Formel 
E { X t + 1 } - E {X t} = p(lx - E { X t } ) , 
woraus 
E { X t + 1 } = plx + (1 - p)E{X t} (6.6) 
f o l g t . S i e b e s c h r e i b t d i e S t r u k t u r von Z e i t r e i h e n , d i e um e i n 
k o n s t a n t e s Niveau schwanken, wobei d i e s e s Niveau s e l b s t zufälligen 
Verschiebungen a u s g e s e t z t i s t . 




Abb. 6.2: Z e i t r e i h e mit Niveauverschiebungen 
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D i e e x p o n e n t i e l l e Glättung i s t b e i d e r a r t i g e n Z e i t r e i h e n e i n passendes 
P r o g n o s e v e r f a h r e n . D i e Z e i t r e i h e n t h e o r i e l i e f e r t a l l g e m e i n e Aussagen 
darüber, für welche S t r u k t u r e n von Z e i t r e i h e n d i e s e s P r o g n o s e v e r f a h r e n 
sogar o p t i m a l i s t . Hierüber und über a u s g e f e i l t e r e V a r i a n t e n der 
e x p o n e n t i e l l e n Glättung f i n d e t man mehr i n SCHLITTGEN/STREITBERG (1984) 
und MERTENS (1978). 
Gebräuchliche Werte für p l i e g e n zwischen 0.01 und 0.1. D i e Wahl e i n e s 
g e e i g n e t e n Wertes p i s t s e l b s t wieder e i n Entscheidungsproblem, b e i dem 
d i e V o r s t e l l u n g über d i e G e s c h w i n d i g k e i t der A d a p t i o n i n s S p i e l kommt. 
§7 GEWINNMAXIMIERUNG 
Angenommen, das Gut w i r d zum P r e i s p pro E i n h e i t v e r k a u f t , zum P r e i s 
a e i n g e k a u f t , und d i e übrigen Daten s i n d wie b i s h e r . Das Z i e l i s t 
Gewinnmaximierung. Der D u r c h s c h n i t t s g e w i n n pro Z e i t e i n h e i t beträgt 
o f f e n b a r 
p D - a D - k - h ^ . ? 
g = m • t 7 - 1 ) 
wenn d i e i n einem L a g e r z y k l u s a n f a l l e n d e n Erlöse und Kosten durch d i e 
Dauer e i n e s Z y k l u s d i v i d i e r t werden. 
\ r A Xk h „ g = M P ~ a ) ~ g g 
g = X(p - a) - c (7.2) 
wo c wie b i s h e r d i e D u r c h s c h n i t t s k o s t e n der L a g e r h a l t u n g ( v g l . § 3) 
pro Z e i t e i n h e i t d a r s t e l l e n . W e i t e r h i n i s t 
Max g = X(p - a) + Max(- ^  - | D) 
D D 
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X(p - a) - M i n ( ^ + § D) . (7.3) 
D 
Das Gewinnmaximierungsproblern i s t a l s o b i s auf d i e a d d i t i v e K o n s t a n t e 
X(p - a) i d e n t i s c h m it dem Kostenminimierungsproblem der 
S t a n d a r d l a g e r h a i t u n g s t h e o r i e . 
§8 BEWERTUNG EINES LAGERS 
E i n B e t r i e b habe d i e L i z e n z , das Lagergeschäft b i s zum Z e i t p u n k t T zu 
b e t r e i b e n . Der Lagerbestand s e i y, der gegebene Z e i t p u n k t t . Wie 
groß i s t der w i r t s c h a f t l i c h e Wert des B e t r i e b s ? Anders ausgedrückt, wie 
i s t das Lager y zu bewerten? 
Der Wert des B e t r i e b s i s t o f f e n b a r e i n e F u n k t i o n sowohl des 
Lagerbestandes y wie der v e r b l e i b e n d e n Z e i t T - t . Er werde mit 
v ( y , T - t) 
b e z e i c h n e t . Während e i n e s k l e i n e n Zeitraums At e n t w i c k e l t er s i c h wie 
f o l g t 
v ( y , T - t ) = p XAt - hyAt + v ( y - XAt, T - t - At) , y > 0 (8.1) 
denn der laufende Erlös i s t pXAt, d i e laufenden Kosten s i n d hyAt und 
das Lager nimmt ab um -XAt. 
Wenn y = 0, dann g i l t 
v ( 0 , T - t ) = -k - aD + v(D, T - t) , y = 0 ( 8 . 2 ) 
w e i l das Lager auf D aufgefüllt werden muß, und das d i e Kosten k + aD 
v e r u r s a c h t . 
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Für v ( y - XAt, T-t - At) i n (8.1) g i l t d i e T a y l o r - A p p r o x i m a t i o n 
v ( y - XAt, T - t - At) = v ( y , T - t) - v • XAt - v t • At 
E i n s e t z e n i n (8.1) und D i v i s i o n durch At e r g i b t d i e p a r t i e l l e D i f f e r e n -
t i a l g l e i c h u n g für v 
XVy + v._ = Xp - hy (8-3) 
mit der Randbedingung (8.2) und der Endbedingung 
v ( y , 0) = 0 (8.4) 
Damit d i e Endbedingung t r i v i a l erfüllt i s t , s e i angenommen, daß 
y(T) = 0 
d.h., daß e i n E n d l a g e r von N u l l g e p l a n t worden i s t . 
Es i s t n i c h t unvernünftig zu versuchen, d i e B e w e r t u n g s f u n k t i o n v zu 
z e r l e g e n i n e i n e n r e i n zeitabhängigen und e i n e n r e i n mengenabhängigen 
T e i l 
v ( y , T - t) = w(y) + g • (T - t ) . (8.5) 
Der zeitabhängige T e i l i s t außerdem h i e r a l s p r o p o r t i o n a l z ur v e r b l e i -
benden Z e i t a n g e s e t z t . Der Proportionalitätsfaktor i s t dann a l s d i e 
Gewinnrate pro Z e i t e i n h e i t zu i n t e r p r e t i e r e n . M i t dem Ansatz (8.5) w i r d 
aus der p a r t i e l l e n D i f f e r e n t i a l g l e i c h u n g (8.3) e i n e gewöhnliche 
D i f f e r e n t i a l g l e i c h u n g i n y 
Aw'(y) + g = Xp - hy (8.6) 
I n t e g r a t i o n von 0 nach y e r g i b t 
w(y) - w(0) = (p - S) y - |_ y 2 . (8.7) 
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Insbesondere 
w(0) = 0 . 
Für y = D e r h a l t man b e i Verwendung der Randbedingung (8.2) 
h D 2 
w(D) - w(0) = k + a D = ( p - S ) D - | ^ L F . 
Daraus bestimmt s i c h d i e Gewinnrate g a l s 
g = X[p - a - | - | ^ D ] . (8.8) 
M i t der Rate X w i r d d i e Gewinnspanne von 
k h n 
a " D " 2 X D = P 
v e r d i e n t , c s i n d d i e Stückkosten pro Z e i t ( v g l . ( 3 . 3 ) ) . E i n s e t z e n von 
(8.8) und w(0) = 0 i n (8.7) e r g i b t den Wert e i n e s Lagers y zu 
Der Wert des Unternehmens s e t z t s i c h zusammen aus dem Wert des La g e r s 
(8.9) und dem Wert der v e r b l e i b e n d e n Z e i t g • ( T - t ) . Der Wert des 
Lagers i s t e i n e q u a d r a t i s c h e und n i c h t e i n e l i n e a r e oder p r o p o r t i o n a l e 
F u n k t i o n des Lagerbestands. Er e r r e i c h t s e i n Maximum b e i 
* M a + g + JkD) 
y = r • 
y* = X f + D (8.10) 
u n t e r Verwendung der Wilsonschen Losgrößenformel für D. Der Wert des 
Lagers s t e i g t a l s o m it dem Bestand im ganzen B e r e i c h 0 < y < D. 
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B e t r a c h t e t man nur den Mehrwert des Lagers m(y), d.h. den Uberschuß 
über dem E i n k a u f s p r e i s a, dann i s t gemäß (8.9) 
/ \ /-k h nx h 2 
m ( y ) = (D + 2 A D ) y " ^ y 2X 
m(y) 2kh X 
h 2 
* y " 2X y (8.11) 
D i e s e r Mehrwert nimmt s e i n Maximum an, wenn 
2kh _ h 
X X 
* y 
2kX = D 
Di e o p t i m a l e B e s t e l l m e n g e i s t a l s o z u g l e i c h d i e j e n i g e , d i e den Mehrwert 
e i n e s L a g ers m a x i m i e r t . 
D i e Bewertung von Lagerbeständen und i h r e saubere Trennung von dem 
Z e i t w e r t e i n e s Unternehmens s i n d e i n b e t r i e b s w i r t s c h a f t l i c h a k t u e l l e s 
Problem (GRUBBSTRÖM). 
§9 MENGENRABATT 
E i n e M o d i f i k a t i o n des Standardmodells i s t notwendig b e i e i n e r Gewährung 
von Mengenrabatt. Wir u n t e r s c h e i d e n zwei Fälle: 
1. F a l l 
Mengenrabatt w i r d nur für d i e überschreitende Menge gewährt. 
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S t ü c k p r e i s 
Bes te l l menge D 
Abb. 9.1: R a b a t t s t a f f e l 
D > q i s t k e i n i n t e r e s s a n t e r F a l l . Wir nehmen d e s h a l b D < q an und 
- M o be-
f r a g e n zunächst nach der o p t i m a l e n Bestellmenge D, f a l l s mehr a l s q^ 
b e s t e l l t w i r d . 
D i e d u r c h s c h n i t t l i c h e n Stückkosten s i n d 
f r y \ u D D k + q a + (D-q a 1 + h • ~ • r-p o o v H o ; 1 2 X 
L " D 
wobei K = k + % ( a 0 ~ a ^ ) - ^ i s t konvex. Wir l a s s e n d i e Bedingung 
D > q^ im A u g e n b l i c k außer acht und e r h a l t e n über dC/dD = 0 a l s 
minimierende Losgröße 
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Es i s t zu prüfen, ob D > i s t . Für D < q^ i s t C(D ) das g l o b a l e 
Minimum. Für D > q Q s i n d C(D) und C(D ) zwei r e l a t i v e Minima und es 
b l e i b t f e s t z u s t e l l e n , welches von beiden das g l o b a l e Minimum i s t . Der 
Stückkostenvergleich l i e f e r t (beachte: C = c + a) 
2kh 
X 
F a l l D* 
+ a § 
o 
2Kh 
— + a l 
F a l l D 
(9.2) 
B e i s p i e l : 
S e i k = 8, h = 0.01, X = 1, q = 100, D 
o 
40. 
Wie groß muß der Mengenrabatt x = a Q - a^ s e i n , damit es s i c h gerade 
noch l o h n t , i h n i n Anspruch zu nehmen? 
Der V o r t e i l hebt s i c h auf b e i 
0.4 + x = 2(8 -f lOOx) * 0.01 1 
=> x = 1.2 . 
I s t auch s i c h e r D > q ? 
q 
2(8 + 120) 1 R n N 
* 0.01 = 1 6 0 > q ' 
2. F a l l 
Der n i e d r i g e r e P r e i s a^ w i r d für d i e gesamte Bestellmenge D gewählt, 
so b a l d D > q i s t . ~ o 
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S t ü c k p r e i s 
falls D < q 
falls D > q 
Beste l lmenge D 
Abb. 9.2 Stückpreis mit Rabatt (D > q ) 
und ohne Rabatt (D < q^) 
S e i wieder D < q . Dann w i r d s i c h e i n e B e s t e l l m e n g e D > q s i c h e r o o 
n i c h t r e n t i e r e n . V i e l l e i c h t aber D = q ? Dazu wieder der Kost e n v e r -
o 
g l e i c h a l s K r i t e r i u m 
2kh < k h 
— + a o > cT + 2X * % + a l ' o 
(9.3) 
F a l l D F a l l D = q 
B e i s p i e l : 
M i t denselben Kostenwerten wie vor h e r l i e f e r t das K r i t e r i u m (9.3) 
0.4 + x 5 8 0.01 100 2 100 
I n d i f f e r e n z h e r r s c h t b e i x = 0.18. Der Raba t t s p r u n g i s t j e t z t 
w e s e n t l i c h g e r i n g e r a l s im e r s t e n F a l l . 
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§10 SAMMEL- ODER EINZF.I .RESTELLUNG ? 
B e z i e h t man mehrere Güter vom g l e i c h e n L i e f e r a n t e n , so kann s i c h u n t e r 
Umständen e i n e Sammelbestellung lohnen. S e i e n 
k. , h^, X i : f i x e B e s t e l l k o s t e n , L a g e r k o s t e n s a t z und N a c h f r a g e r a t e von 
Gut i 
E i n z e l b e s t e l l u n g • 
D i e K o s t e n p r o Z e i t e i n h e i t (ohne p r o p o r t i o n a l e B e s t e l l k o s t e n ) b e t r a g e n 
im D u r c h s c h n i t t ( v g l . (3.2)) 
Sammelbestellung-
D i e W i e d e r b e s t e l l z e i t muß für a l l e Güter d i e s e l b e s e i n . B e i einem 
B e s t e l l z y k l u s der Länge t e r f o r d e r t d i e s E i n z e l l o s e D^ = X^ • t . D i e 
Kosten e i n e s Z y k l u s p ro Z e i t e i n h e i t (wiederum ohne p r o p o r t i o n a l e 
B e s t e l l k o s t e n ) s i n d ( v g l . (3.1)) 
k o f i x e B e s t e l l k o s t e n b e i Sammelbestellung. 
(10.1) 
i 
(10.2) c s t 





Wir s e t z e n d i e o p t i m a l e Zykluslänge T i n (10.2) e i n und e r h a l t e n a l s 
minimale Kosten c g für d i e Sammelbestellung 
^ 2 k hr . 
O l l 
X. 
J J 
2 N I Z . I I N I 2 Z . I I y h.X. 
y h.x. 
s L 1 1 
y h.x. 
L l l 
y h.x. 
, d.h. 
c = 2k y h.X. . 
S NI O L 1 1 
V e r g l e i c h : c^ ^ c g ? 
Beim K o s t e n v e r g l e i c h kann man gemeinsame F a k t o r e n kürzen, so daß d i e 
Frage l a u t e t : 
y ^k.h.X. ^ (k y h.X. 
L I M ; U L I i 
1. F a l l : 
k^ = ^ k^, d.h. b e i den f i x e n B e s t e l l k o s t e n w e i s t d i e Sammelbestellung 
gegenüber der E i n z e l b e s t e l l u n g k e i n e n V o r t e i l auf. Die Rechnung z e i g t 
y >j¥. 4 h T 7 ^ \ y k. J~y~h~x~ 
L l i i > Z, l Z. l l 
=: K. =: A. l l 
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i i i 
L i n k s s t e h t das S k a l a r p r o d u k t der beid e n Vektoren K, A und r e c h t s das 
Produkt i h r e r Beträge. Es i s t d e s h a l b 
i i i 
Um t r i v i a l e Fälle auszuschließen, können w i r i n der Regel K,A > 0 
v o r a u s s e t z e n . Dann entfällt das G l e i c h h e i t s z e i c h e n und d i e E i n z e l -
b e s t e l l u n g i s t demnach günstiger a l s d i e Sammelbestellung. Grund: B e i 
der E i n z e l b e s t e l l u n g werden d i e i n d i v i d u e l l v e r s c h i e d e n e n o p t i m a l e n 
Lose D^  b e s t e l l t . B e i der Sammelbestellung i s t das n i c h t möglich. 
2. F a l l : 
k = k. = k. H i e r e r w a r t e t man von der Sammelbestellung e i n e n 
O l 
K o s t e n v o r t e i l . D i e Rechnung bestätigt das. Es i s t 
K \ fR • 
Q u a d r i e r e n auf b e i d e n S e i t e n l i e f e r t d i e e i n d e u t i g e Aussage 
2 <K> > lk\ für A i > 0 . 
3. F a l l : 
k. = k + n.; k = k + ) n.; d.h. d i e f i x e n B e s t e l l k o s t e n s e t z e n s i c h l l o L i 
i 
aus einem Grundwert k und einem produktabhängigen Wert n^ zusammen. 
H i e r kann sowohl c < c a l s auch c > c s e i n . 
e s e s 
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§11 OPTIMALE AUFLEGUNG BEI EIGENPRODUKT ION 
Losgrößen t r e t e n n i c h t nur b e i H a n d e l s l a g e r n auf, sondern auch i n der 
F e r t i g u n g . Wir b e t r a c h t e n den e i n f a c h e n F a l l der sog. " o f f e n e n 
P r o d u k t i o n " , d.h. P r o d u k t i o n b e i l a u f e n d e r Entnahme aus dem F e r t i g t e i l -
E i n B e i s p i e l i s t d i e M o t o r e n f e r t i g u n g i n e i n e r A u t o m o b i l f i r m a . Das P r o -
duktionsprogramm für das nächste H a l b j a h r s i e h t d i e H e r s t e l l u n g von 
V i e r z y l i n d e r f a h r z e u g e n m i t k o n s t a n t e r Rate v o r . An der Montagestraße 
werden d i e s e Fahrzeuge täglich m o n t i e r t . Wie groß s i n d d i e F e r t i g u n g s -
l o s e der Motoren? 
u.: P r o d u k t i o n s r a t e , u. > X 
D: Losgröße abzüglich der laufenden Entnahmen während der P r o d u k t i o n s -
z e i t e i n e s Loses (Nettolosgröße). 
Der L a g e r v e r l a u f h at d i e fol g e n d e C h a r a k t e r i s t i k 
l a g e r . 





p - X 
_D 
X 
Abb. 11.1: L a g e r v e r l a u f b e i E i g e n p r o d u k t i o n 
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Die K o s t e n p r o Z e i t e i n h e i t l a u t e n 
c = 
k + hJ'H + j T ^ x ) -> Min 
D 
(11.1) 
Die o p t i m a l e Nettolosgröße i s t 
D = 2k h 1 
1 
1 (11.2) 
IL ~ X 
A n s t e l l e der Rate X i n (2.2) t r i t t j e t z t das harmonische M i t t e l aus X 
und u. - X a u f : 
Die Losgröße der Au f l e g u n g i s t ( u n t e r Berücksichtigung der laufenden 
Entnahme während der P r o d u k t i o n ) 
D i e f i x e n B e s t e l l k o s t e n k s i n d im v o r l i e g e n d e n F a l l d i e Kosten für 
das E i n s t e l l e n und R e i n i g e n der P r o d u k t i o n s l a g e r und d i e A n l a u f k o s t e n 
(Ausschußproduktion zu Beginn der Au f l e g u n g ) . 
§12 LAGERDEFIZITE ERLAUBT 
B i s h e r b e t r a c h t e t e n w i r das L a g e r h a i t u n g s m o d e l l s t e t s u n t e r der Neben-
bedingung: Bestand y > 0. J e t z t s e i e n auch L a g e r d e f i z i t e e r l a u b t . 
Wir u n t e r s c h e i d e n zwei Fälle: 
a) LOST SALES CASE. N i c h t b e f r i e d i g t e Nachfrage geht v e r l o r e n . 
b) BACKORDER CASE. N i c h t b e f r i e d i g t e Nachfrage w i r d zurückgestellt, 
b i s wieder Lieferfähigkeit v o r l i e g t . 
D = v • D 2kX \i - X s h u - X 
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Wir b e t r a c h t e n den BACKORDER CASE. Ihn kann s i c h i n der P r a x i s nur e i n 
k o n k u r r e n z l o s e s Unternehmen l e i s t e n , a l s o e i n M o n o p o l i s t ( mit der 
E i n s t e l l u n g "the p u b l i c be damned"). Anders i s t es b e i s t o c h a s t i s c h e r 
Nachfrage. Dort kann man s e l b s t b e i bestem W i l l e n n i c h t i n jedem F a l l 
e i n e 100%-ige Liefererfüllung g a r a n t i e r e n . 
In der Regel w i r d es etwas k o s t e n , wenn Fehlmengen a u f t r e t e n . F a l l s 




Abb. 12.1: O p e r a t i o n s c h a r a k t e r i s t i k e i n e s Lagers 
mit Fehlmengen (BACKORDER CASE) 
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Die L a g e r d e f i z i t e M werden mit dem p r o p o r t i o n a l e n Fehlmengenkostensatz 
g b e w e r t e t . 
D i e K o s t e n pro Z e i t l a u t e n 
D D M M 
k + h . - . , + g . - . -
( D + M )/X Min . (12.1) D,M 
c(D,M) i s t konvex. Aus 
h n 2 gM(D+M)- ^ 
de . _ kX _ 2 U + _ 
a M (D+M) 2 (D+M) 2 (D+M) 2 
ac : kx 4- , - \ p 2 ! 0 
a D (D+M) 2 (D+M) 2 (D+M) 2 
G l e i c h h e i t der Zahlerterme 
hD(D+M) = gM(D+M) 
f o l g t 
D _ I 
M " h (12.2) 
Das D e f i z i t i s t a l s o s t e t s größer N u l l , e g a l wie hoch d i e Fehlmengen-
k o s t e n s i n d . 
Grund'- D i e F e h l mengenkos ten s t e i g e n , f a l l s man d i e B e s t e l l u n g über 
hinauszögert, q u a d r a t i s c h m i t der Z e i t ( t - T^). Für k l e i n e At = t-T^ 
i s t d i e K o s t e n p a r a b e l sehr f l a c h . D i e zurückgestellte Nachfragemenge Aq 
v e r u r s a c h t k e i n e L a g e r k o s t e n . Würde man s i c h aber so eindecken, daß man 
auch noch Aq b e f r i e d i g e n könnte, müßte man Aq für den ganzen Z e i t r a u m 
T- l a g e r n . 
Aus (12.2) f o l g t : 
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T g - — T-
1 h + g 
2 _ g + h T . 
Damit w i r d d i e K o s t e n f u n k t i o n z u 
1 X T l X T 2 c = T [k + h — T 1 + g — T 2 ] = 
de c -» Min - ^ r 12 + h 2 (g-Th) + g 2 (g^Th) 
2k ( I + I ) X lh g J (12.3) 
Die o p t i m a l e B e s t e l l u n g i s t 
D + M 2 k A ( i + i ) (12.4) 
Für g -> 0 0 r e d u z i e r e n s i c h d i e s e b e i d e n E r g e b n i s s e auf d i e bekannten 
Formeln ( 2 . 2 ) , ( 2 . 3 ) . 
§13 GANZZAHLIGKEIT DES LOSES 
In unserem L a g e r h a l t u n g s m o d e l l war d i e Be s t e l l m e n g e b i s h e r e i n e r e e l l e 
Z a h l . B e i k l e i n e n Losen jedoch d a r f d i e Forderung nach der 
G a n z z a h l i g k e i t n i c h t mehr vernachlässigt werden. D i e L a g e r k o s t e n pro 
Z y k l u s s i n d j e t z t 
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D-l 
1 , V , n h V . h D(D + 1) 
i=0 j = l 
H i e r i s t ^ d i e Z e i t d a u e r , während der das Lager auf dem j e w e i l i g e n 
Stand b l e i b t , d.h. d i e Z e i t zwischen zwei Nachfragen. 
Die Z i e l f u n k t i o n c ( K o s t e n e i n e s B e s t e l l z y k l u s pro Z e i t e i n h e i t , ohne 
p r o p o r t i o n a l e B e s t e l l k o s t e n ) i s t 
c = ^ + | (D + 1) ^ M i n 
U Z D € IN 
(13.1) 
Di e Bedingung für das Minimum e i n e r konvexen F u n k t i o n c^ i n ganzen 
Z a h l e n n l a u t e t ( s i e h e d i e fo l g e n d e A b b i l d u n g 13.1) 
c _ = Min {c } => c ^ 1 > c ^ < c ^ l 1 n* m 1 nJ n * - l n* n*+l 
Abb. 13.1: konvexe F u n k t i o n c^ mit ganzzahligem Argument 
Man b e t r a c h t e t d i e e r s t e n D i f f e r e n z e n 
A : = c - c , n n n-1 
B e i n* s c h l a g e n s i e vom N e g a t i v e n i n s P o s i t i v e um. 
36 
B e i s p i e l : 
Für X = 1, h = 1, k = 1 wäre d i e o p t i m a l e Losgröße D nach der 
WILSONschen Formel (2.1) D = >l2. 
S o l l man nun a u f - oder abrunden? Besser i s t es, n i c h t von D auszugehen, 
sondern D mit H i l f e der e r s t e n D i f f e r e n z e n zu berechnen. 
Für d i e Z i e l f u n k t i o n (11.1) i s t 
A i = I + 1 " 6 < 0 ; 
1 3 
g + 2 ~ ^ ~ ^ ; ^ ^ a s Minimum t r i t t an den zwei 
S t e l l e n n = 1 und n = 2 auf 
i + 2 - 2 > 0 . 
A l s o s i n d D = 1 und D = 2 zwei g l e i c h b e r e c h t i g t e Lösungen. 
§14 BERÜCKSICHTIGUNG VON STELLITÄCHEN IM LAGER 
R e s e r v i e r t e Stellfläche 
Um i n einem Mehrproduktlager auf e i n bestimmtes Gut s c h n e l l z u g r e i f e n 
zu können, w i r d für d i e s e s Gut immer e i n und d i e s e l b e Stellfläche 
vorgesehen. D i e Lagerflächenkosten hängen dann von der r e s e r v i e r t e n 
Fläche ab. S i e i s t g l e i c h b e d e u t e n d mit der maximalen Lagermenge, a l s o 
mit D. 
S e i 
h j : m engenproportionaler L a g e r k o s t e n s a t z 
h^ '* flächenproportionaler L a g e r k o s t e n s a t z . 
D i e Kosten pro Z e i t e i n h e i t für e i n e n L a g e r z y k l u s der Länge D/A l a u t e n 
, , D D . n D 
k * h l 2 ' X + h 2 D ' X 
D/X 
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S i e werden minimal b e i der Losgröße 
D = 
h l + 2 h 2 
Die e f f e k t i v e n L a g e r k o s t e n s e t z e n s i c h a l s o zusammen aus den Lager-
k o s t e n h^ und den d o p p e l t e n Flächenkosten. 
Z e i t l i c h e Abstimmung von Beste l l m e n g e n 
Es werden zwei Güter g e l a g e r t . Stellflächen werden n i c h t r e s e r v i e r t . 
Der B e s t e l 1 r h y t h m u s i s t b e i b e i d e n Gütern g l e i c h . D i e Zykluslänge s e i 
T. Man kann d i e b e i d e n B e s t e l l z e i t p u n k t e so gegeneinander v e r s e t z e n , 
daß d i e maximal benötigte G e s a m t s t e l l f l a c h e möglichst g e r i n g w i r d . Wir 
be z e i c h n e n 
T : Phasenverschiebung der B e s t e l l u n g e n von Gut 2. 
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Der Gesamtbestand w e i s t zwei S p i t z e n auf. 
S p i t z e 1: B e i B e s t e l l u n g von Gut 2. 
S p i t z e 2' B e i B e s t e l l u n g von Gut 1. 
Di e o p t i m a l e Phasenverschiebung e r g i b t s i c h aus der Bedingung 
Min {Max { S p i t z e 1 | S p i t z e 2}} . 
Das Minimum w i r d angenommen, wenn d i e b e i d e n S p i t z e n g l e i c h hoch s i n d : 
X 2T + X ^ T - T ) = X XT + X 2 r (14.2) 
X. 
X l + X 2 
(14.3) 
S e t z e n w i r r i n (12.2) e i n , e r h a l t e n w i r den Maximalbestand 
2 2 
X l + X 1 X 2 + X 2 Max { y x + y 2 } = ^ + ^ T (14.4) 
Er i s t symmetrisch i n X und p r o p o r t i o n a l zu T/(X^ + ' 
B e i konstantem Wert der Gesamtrate X^ + X^ nimmt der Ausdruck 
X l + X 1 X 2 + X 2 
X l + X 2 
e i n Minimum für X^ = X^ an. Der Beweis b l e i b t dem L e s e r überlassen. 
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§15 BuTCETBESCHRÄNKUNG 
In einem M e h r p r o d u k t l a g e r k o n k u r r i e r e n d i e e i n z e l n e n Güter um den 
S t e l l p l a t z . B e i knappem Lagerraum kann man deshalb n i c h t erwarten, daß 
jedem Gut i d i e gesamte Fläche z u r Lagerung der o p t i m a l e n Losgröße D.. 
aus ( 1 4 .l ) eingeräumt w i r d . I n der Regel muß man mit einem B r u c h t e i l 
von auskommen. D i e s führt zu einem L a g e r h a l t u n g s m o d e l l mit Kapa-
zitätsrestriktion. A n s t e l l e des begrenzten Lagerraumes kann auch das 
zur Verfügung stehende K a p i t a l l i m i t i e r t s e i n : entweder das Umlauf-
vermögen im Lager oder das Girovermögen, begrenzt durch d i e K r e d i t -
l i n i e , f a l l s a l l e B e s t e l l u n g e n i n n e r h a l b e i n e s L a g e r z y k l u s g l e i c h z e i t i g 
b e z a h l t werden. S e i e n 
b^: Raumbedarf oder P r e i s p ro E i n h e i t von Gut i 
b^: Gesamt lägerkapazitat oder Budget 
: Losgröße 
Wir m i n i m i e r e n d i e Kosten ^ c^ , e i n e s Z y k l u s pro Z e i t e i n h e i t 
i 
( v g l . ( 2 . 1 ) ) : 
(15.1) 
u n t e r der Nebenbedingung 
N 
y b.x. < b (15.2) 
L l l " o v ' 
i = l 
m i t t e l s der Methode der Lagrange M u l t i p l i k a t o r e n : 
Die Nebenbedingung (15.2) w i r d vermöge des L a g r a n g e - M u l t i p l i k a t o r s ß an 
d i e Z i e l f u n k t i o n angekoppelt. D i e so e r w e i t e r t e F u n k t i o n heißt Lagrange 
F u n k t i o n L 
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- k.X. _ h. 
T 
wegen Min! 
+ ß > - y b.x. 
o L l l 
(15.3) 
> 0 
L i s t e i n e konkave F u n k t i o n , deshalb i s t für e i n Extremum h i n r e i c h e n d 
,, , k.X. h. 
dx. 2 2 M i 1 x. 
(15.4) 
Für ß = 0, d.h. wenn d i e Budgetbeschränkung n i e wirksam i s t , w i r d aus 
(13.4) wieder d i e a l t e WILSON-Formel ( 2 . 2 ) . Der V e r g l e i c h d i e s e r b e i d e n 
Formeln z e i g t , daß s i c h d i e Budgetbeschränkung i n Form erhöhter L a g e r -
k o s t e n a u s w i r k t . Wenn man a l s L a g e r k o s t e n nur den Z i n s a n s e t z t , zu dem 
s i c h das K a p i t a l r e n t i e r t , und wenn b^ der K a p i t a l e i n s a t z p ro E i n h e i t 
von Gut i i s t , dann führt d i e Budgetbeschränkung zu e i n e r Erhöhung der 
nominalen Z i n s e n . 
I n t e r p r e t i e r t man d i e Nebenbedingung (15.2) a l s Platzbeschränkung, dann 
i s t i h r e Auswirkung e i n e zusätzliche P l a t z m i e t e von 2ß pro E i n h e i t s -
f l a c h e . 
Wann f i n d e t b e i a l l e n Gütern e i n e R eduktion der Bes t e l l m e n g e (und damit 
des L a g e r s ) um d i e s e l b e n P r o p o r t i o n e n s t a t t ? Dafür i s t h i n r e i c h e n d 
b. - h. , l l 
denn m i t b . = ah., a € R, i = l , 2 , . . . , N w i r d (15.4) zu I i v J 
x. = l 
2k.X. l l 
>lhi(l+2aJ3) 
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Das Op t i m i e r u n g s p r o b l e m (15.1), (15.2) läßt s i c h auch a l s N i c h t 1ineares 
Programm f o r m u l i e r e n 
Min x r x N 
f N u k.X. h. 1 1 , 1 + x. x. 2 l l 
NB: 1) y b.x. < b 
J .L. 1 1 _ O i = l 
2) x. > 0, i = 1,2...,N. 
Da j e t z t der O p t i m i e r u n g s b e r e i c h auf x^ > 0 eingeschränkt i s t , könnte 
auch e i n Randextremum a u f t r e t e n , aber das i s t i n der obigen Z i e l f u n k -
t i o n n i e der F a l 1 . 
Bestimmung von ß ' Es g i l t ^ > 0. Da a l l e x.. > 0, i s t sogar = 0. 
Daraus f o l g t 
i = l 
X .k.b 2 I i i 
h. 
2 1 * ßhi 
Je größer b , d.h. j e schwächer d i e Nebenbedingung w i r k t , d e s t o k l e i n e r 




Abb. 15.1: Zusätzliche Kosten ß i n Abhängigkeit vom Budget 
B e i b Q > b w i r d das Budget n i c h t mehr v o l l beansprucht. 
B e i s p i e l : L a g e r k o s t e n 
r : Z i n s e n 
: K a p i t a l b i n d u n g s k o s t e n 
: prop. B e s t e l l k o s t e n 
^ a^x^ i D 0 : Budgetbesehränkung 
h. = r a . l l 
b. = a. l l 
Es i s t 
x. l 
X.k. l l 
1 — u < r 2" + ß a i + ß 
X.k. l l 
>i a. l 
ß i s t d i e K n a p p h e i t s r e n t e , d i e auf das K a p i t a l g e z a h l t w i r d . 
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y a.x. = — y >lX.k.a. 
L 1 l i . L I i i i = l 
J l + P y ^ T O T a -
Z, I i i i = l 
X.k. l l 
o a. 
x. = i ~ N 
y >JX.k.a. 
£ J J J 
j = l 
>JX.k.a. . I i i , 3> a.x. = -T? b l l N o 
y ^X.k.a. 
L J J J 
j = l 
Aus der l e t z t e n G l e i c h u n g i s t e r s i c h t l i c h , daß s i c h h i e r d i e Verhält-
n i s s e a.x./a.x. der e i n z e l n e n Losgrößen zueinander n i c h t ändern, wenn 
i i J J 
man das Budget b Q erhöht. 
§16 BEKANNTE NICHTKONSTANTE NACHFRAGE 
B i s j e t z t wurde d i e Nachfrage a l s ausschließlich k o n s t a n t über e i n e n 
u n e n d l i c h langen Z e i t r a u m b e t r a c h t e t . B e i H a n d e l s l a g e r n t r i f f t d i e s nur 
i n Ausnahmefällen zu. Eher i s t e i n e d e r a r t i g e S i t u a t i o n b e i F e r t i g u n g s -
lägern gegeben, wo z. B. Kauf t e i l e auf Lager g e h a l t e n werden, d i e zum 
Einbau i n e i n S e r i e n p r o d u k t dienen. Aber auch d o r t i s t e i n e k o n s t a n t e 
P r o d u k t i o n s r a t e s e l t e n . Wir l a s s e n deshalb d i e s e e i n s c h n e i d e n d e Voraus-
setzung f a l l e n . S e i 
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: Nachfragen i n den v o r uns l i e g e n d e n P e r i o d e n i = 1,2...,n. 
Di e Nachfrage i s t a l s o b i s z u r P e r i o d e n bekannt. 
B e i s p i e l : Automobilwerk 
Auf Käuferwunsch kann der PKW mit einem hölzernen S p o r t l e n k r a d ausge-
rüstet werden. Aus der Stücklistenauflösung des Fahrzeugprogrammes für 
das v o r l i e g e n d e Q u a r t a l e r g i b t s i c h der tägliche Bedarf an o b i g e n Lenk-
rädern. S i e werden beim Z u l i e f e r e r b e s t e l l t . Was i s t d i e o p t i m a l e L o s -
größe? 
Man könnte d i e s e s Problem a l s g a n z z a h l i g e s Optimierungsproblem mit 
P l a n u n g s h o r i z o n t n f o r m u l i e r e n . D i e s wäre jedo c h e i n e F e h l s p e z i f i k a -
t i o n , denn b e r e i t s nach einem B r u c h t e i l des P l a n u n g s h o r i z o n t s l i e g t 
neue I n f o r m a t i o n über den Bedarf für d i e Z e i t nach n v o r . Wir haben es 
genau genommen mit einem r o l l i e r e n d e n P l a n u n g s h o r i z o n t zu tun. Es wäre 
desh a l b e i n e v e r g e b l i c h e Mühe, d i e s e s Problem exakt lösen zu w o l l e n . 
Für e i n e problemgerechte M o d e l l i e r u n g g i b t es zwei Möglichkeiten". 
a) Entweder man weiß, wie s i c h das Problem i n der Zukunft verhält, d.h. 
man kann zumindest W a h r s c h e i n l i c h k e i t e n für zukünftige Nachfragen 
angeben. D e r a r t i g e M o d e l l e werden später beh a n d e l t . 
b) Oder man b e t r a c h t e t es a l s e i n endloses Problem. Man f r a g t , wie 
lange e i n e B e s t e l l u n g a u s r e i c h e n s o l l . D i e s e n Z e i t r a u m T wählt man 
so, daß d i e D u r c h s c h n i t t s k o s t e n minimal werden. Jedesmal, wenn der 
Bestand auf N u l l abgesunken i s t , w i e d e r h o l t man d i e s e n Vorgang. Im 
n a c h h i n e i n b e t r a c h t e t i s t d i e s e Methode s i c h e r n i c h t o p t i m a l , aber 
s i e i s t p r a k t i k a b l e r a l s d i e exakte Methode, w e i l man m i t e i n e r 
neuen E n t s c h e i d u n g n i c h t zu warten b r a u c h t , b i s der ganze Planungs-
h o r i z o n t a b g e l a u f e n i s t . In der L i t e r a t u r i s t d i e s e Methode a l s 
SILVER-MEAL H e u r i s t i k bekannt (SILVER & MEAL (1973)). 
Die Z i e l f u n k t i o n l a u t e t a l s o "minimiere d i e D u r c h s c h n i t t s k o s t e n des 
e r s t e n B e s t e l l z y k l u s " 
c ( T ) -» Min (16.1) 
T 
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c(T) = I + + A ^ f T - 1) + ... + Xj] . (16.2) 
Beachte^ d i e Menge X^ w i r d i P e r i o d e n lang g e l a g e r t . D i e Mi n i m i e r u n g 
g e s c h i e h t i n der d i s k r e t e n V a r i a b l e n T. D i e O p t i m a l i t a t s b e d i n g u n g e n 
l a u t e n 
c ( T ) - c(T - 1) < 0 ; 
(16.3) 
c(T + 1) - c(T) > 0 . 
S i e s i n d j e d o c h nur notwendig, aber n i c h t h i n r e i c h e n d , da (16.2) i . a . 
n i c h t konvex i s t . 
T 
D i e Konvexität i s t g e s i c h e r t , f a l l s ^ ^ i X ^ monoton i s t , d.h. für 
i = l 
T 
(T + 1 ) X T + 1 > Y i X i : T = 1 > 2 n ' 
i = l 
B e i s p i e l : S i e k = 12, h = 0.1, n = 8 
T 1 2 3 4 5 6 7 8 
5 3 6 2 4 3 4 7 
k/T 12 6 4 3 2.4 2 1.7 1.5 
5 11 29 37 57 75 103 159 
f l l X i 0.5 0 55 0 97 0 93 1.14 1.25 1.47 1.99 
c(T) 12.5 6 55 4 97 3 93 3.54 3.25 3.18 3.49 
T = 7 
für h = 1 ergeben s i c h zwei l o k a l e Minima! 
c(T) | 17 11.5 13.7 12.3 13.8 14.5 16.4 21.4 
T = 2 
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J e t z t b e t r a c h t e n w i r das Problem i n k o n t i n u i e r l i c h e r Z e i t . 
1 T c(T) = ± [k + h / t X ( t ) d t ] . 
o 
M i n i m i e r u n g bezüglich T: 
T 
T^XfT) - / t X ( t ) d t 
T 
Ij = h[TX(T) - i / t X ( t ) d t ] 
o i [k + / t X ( t ) d t ] = hTX(T) 
o 
D u r c h s c h n i t t s k o s t e n Grenzkosten des 
bezogen auf d i e Z e i t , für B e s t e l l z y k l u s 
d i e d i e B e s t e l l u n g a u s r e i -
chen s o l l 
D i e s e G l e i c h u n g o f f e n b a r t das ökonomische P r i n z i p : 
Im Kostenminimum müssen d i e D u r c h s c h n i t t s k o s t e n g l e i c h 
den Grenzkosten s e i n . 
Andere V e r f a h r e n s i n d z.B. das V e r f a h r e n der g l e i t e n d e n w i r t s c h a f t -
l i c h e n Losgröße (Minimierung der Stückkosten e i n e s Loses) und das 
" P a r t - P e r i o d - V e r f a h r e n " von DeMATTEIS & MENDOZA (1968) ( M i n i m i e r u n g s -
k r i t e r i u m : b e i der o p t i m a l e n Losgröße s i n d d i e B e s t e l l - und d i e Lage r -
k o s t e n g l e i c h groß). L e t z t e r e s l i e f e r t i n der Regel b e s s e r e E r g e b n i s s e 
( v g l . OHSE (1970)). 
de ' — = 0: dT U 
Untersuchungen von KNOLMAYER (1985) haben g e z e i g t , daß b e i Nachfrage-
r a t e n , d i e um e i n e n k o n s t a n t e n M i t t e l w e r t schwanken, d i e von SILVER und 
MEAL angegebene H e u r i s t i k d i e b e s t e n E r g e b n i s s e l i e f e r t . 
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Von SILVER und MILTENBURG (1984) stammen zwei M o d i f i k a t i o n e n d i e s e s 
V e r f a h r e n s . D i e e i n e wurde für den F a l l monoton f a l l e n d e r Nachfrage 
e n t w i c k e l t und d i e andere für den F a l l s p o r a d i s c h e r Nachfrage. 
Es g i b t natürlich auch S i t u a t i o n e n , i n denen es s i n n v o l l i s t , das L o s -
größenproblem exakt zu lösen, z.B. wenn e i n Zweigwerk i n naher Zukunft 
g e s c h l o s s e n werden s o l l . Das Produktionsprogramm i n d i e s e r A u s l a u f p h a s e 
l i e g t f e s t und damit auch d i e B e d a r f s r a t e von R o h m a t e r i a l i e n i n den 
v e r s c h i e d e n e n P e r i o d e n . E i n e r o l l i e r e n d e Planung i s t h i e r n i c h t ange-
b r a c h t . A l s Lösungsverfahren kommt d i e Dynamische Optimierung i n Frage 
- für d i e s e P r o b l e m s t e l l u n g f o r m u l i e r t von WAGNER & WHITIN (1958). 
Im a l l g e m e i n e n s c h n e i d e t j e d o c h der Al g o r i t h m u s von WAGNER und WHITIN 
s c h l e c h t e r ab a l s d i e SILVER-MEAL H e u r i s t i k (BLACKBURN & MILLEN 
(1980)). Jedoch hat i h n CHAND (1982) soweit m o d i f i z i e r t , daß er nach 
eigenen Angaben der SILVER-MEAL H e u r i s t i k überlegen w i r d . 
§17 FESTE LIEFERZEIT T 
I s t d i e L i e f e r z e i t T n i c h t N u l l , sondern p o s i t i v , aber k o n s t a n t und 
bekannt, so i s t zwischen den Z e i t p u n k t e n der B e s t e l l u n g und den Z e i t e n 
des maximalen Lagerbestandes zu u n t e r s c h e i d e n . O f f e n b a r muß d i e Be-
s t e l l u n g j e t z t r Z e i t e i n h e i t e n v o r dem Leerwerden des Lagers e r f o l g e n . 
Der Lagerbestand i s t zum o p t i m a l e n B e s t e l l z e i t p u n k t 
y = Ä • T. 
Wenn d i e L i e f e r z e i t r länger i s t a l s d i e Dauer e i n e s Z y k l u s 
dann werden z u jedem Z e i t p u n k t B e s t e l l u n g e n ausstehen und zu bestimmten 
Z e i t e n mehr a l s e i n e . Wenn das n i c h t e r l a u b t i s t , muß man s t e t s d i e 
Menge AT b e s t e l l e n , und zwar i n dem Au g e n b l i c k , wo d i e l e t z t e B e s t e l -
lung e i n g e t r o f f e n i s t . D i e Ko s t e n erhöhen s i c h dadurch gegenüber dem 
F a l l mit mehreren ausstehenden B e s t e l l u n g e n . Firmen lehnen im a l l g e -
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meinen v o r z e i t i g e L i e f e r u n g e n ebenso ab wie s i e verspätete L i e f e r u n g e n 
d u r c h V e r t r a g s s t r a f e u.a. a u s z u s c h a l t e n versuchen. D i e Pünktlichkeit 
und Zuverlässigkeit von L i e f e r a n t e n i n Japan w i r d von den USA-Automo-
b i l f i r m e n a l s e i n P r o d u k t i o n s v o r t e i l i h r e r j a p a n i s c h e n K o n k u r r e n t e n 
angeführt. 
S e l t e n e Nachfrage 
B e i einem s e l t e n n a c h g e f r a g t e n Gut s t e l l t s i c h d i e Frage, ob man d i e s e s 
Gut überhaupt auf Lager h a l t e n s o l l . 
a) n i c h t auf Lager h a l t e n : Es entstehen d i e S t r a f k o s t e n p r o A b s a t z i n 
Höhe von g r 
b) auf Lager halten". Es e n t s t e h e n d i e L a g e r k o s t e n pro Absatz i n Höhe 
von h/Ä. 
F i x e B e s t e l l k o s t e n b l e i b e n für den V e r g l e i c h außer a c h t . Das Gut w i r d 
n i c h t b e v o r r a t e t für gT < h/Ä, d.h. 
XT < - (17.1) 
E i n e d e r a r t i g e S i t u a t i o n i s t im Versandhandel gegeben. Jeder Sammelbe-
s t e l l e r kann a l s V e r k a u f s s t e l l e angesehen werden. I n d i e s e r Extremform 
der D e z e n t r a l i s i e r u n g i s t d i e V e r k a u f s r a t e p r o V e r k a u f s s t e l l e und Gut 
sehr g e r i n g . D i e e i n g e s p a r t e n L a g e r h a l t u n g s k o s t e n werden t e i l w e i s e a l s 
P r e i s v o r t e i l an den Kunden weitergegeben. 
Auch im A r z n e i m i t t e l h a n d e l t r i f f t d i e s e s M o d e l l zu. Die Nachfrage nach 
e i n e r bestimmten A r z n e i b e i e i n e r V e r k a u f s s t e l l e (Apotheke) i s t g e r i n g 
und d i e L i e f e r z e i t i s t sehr k u r z (wenige Stunden). Aus diesem Grund 
h a l t e n d i e Apotheken nur e i n K e r n s o r t i m e n t auf Lager. 
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§18 SICHERHEITSBESTAND BEI STQCHASTISCHER LIEFERZEIT 
(AUCH JUST-IN-TIME PRODUKTIV) 
Wir s e t z e n d i e Behandlung des F a l l e s k o n s t a n t e r und bekannter Nachfrage 
f o r t . Es s e i j e t z t d i e L i e f e r z e i t r e i n e Z u f a l l s v a r i a b l e m it 
Erwartungswert \x . Würde man den B e s t e l l p u n k t s^ = ÄJJ^ f e s t l e g e n ( d i e s 
i s t gerade d i e Nachfrage wahrend der e r w a r t e t e n L i e f e r z e i t u ^ ) , dann 
hätte man b e i symmetrischer L i e f e r z e i t v e r t e i l u n g u n m i t t e l b a r v o r dem 
E i n t r e f f e n der L i e f e r u n g genauso o f t p o s i t i v e Bestände wie 
Fehlbestände. Di e s i s t nur dann o p t i m a l , wenn L a g e r k o s t e n s a t z h und 
Fehlmengensatz g g l e i c h groß s i n d . Durch Anheben des B e s t e l l p u n k t e s auf 
S 2 ^ S l w* r c* m a n ^ a s F e h l m e n g e n r i s i k o r e d u z i e r e n . Die Menge s^ - i s t 
der S i c h e r h e i t s b e s t a n d . E r d i e n t dazu, d i e Abweichungen der L i e f e r -
z e i t e n um d i e e r w a r t e t e L i e f e r z e i t hinaus abzufangen. 
Sicherheitsabstand, 
m die L i e f e r v e r z ö -
erung e zu ü b e r -
rucken 




Wir nehmen an, daß m i t dem L i e f e r a n t e n e i n e L i e f e r z e i t u v e r e i n b a r t 
T 
wurde. Durch unvorhergesehene S i t u a t i o n e n kann es jedo c h zu Verzö-
gerungen kommen (z.B. b e i Produktionsengpaß, schleppender Z o l l a b f e r t i -
gung) oder zu frühzeitigen L i e f e r u n g e n ( i n f o l g e der Tourenplanung des 
S p e d i t e u r s ) . Auch d i e B e a r b e i t u n g der L i e f e r u n g im Wareneingang und i n 
der Qualitätskontrolle kann Schwankungen u n t e r l i e g e n . D i e s e Abweichun-
gen s i n d unvorhersehbar und werden de s h a l b im M o d e l l a l s R e a l i s a t i o n 
e i n e r zufälligen Störgröße b e t r a c h t e t . 
e^ _: zufällige Abweichungen vom v e r e i n b a r t e n L i e f e r t e r m i n , Z u f a l l s -
größe mit V e r t e i l u n g s f u n k t i o n P(e ) 
D i e gesamte L i e f e r z e i t T 
T = u + a (18.1) 
T T V ' 
i s t dann e i n e zufällige Größe. 
Das Problem der u n s i c h e r e n L i e f e r z e i t w i r d m e i s t h e u r i s t i s c h gelöst. 
Man l e g t e i n e n p r o z e n t u a l e n SERVICEGRAD f e s t 
SERVICEGRAD ß = E { b e f r i e d i g t e Nachfrage e i n e r P e r i o d e } x 
E{Gesamtnachfrage e i n e r P e r i o d e } 
z.B. ß = 97%. Die Feh1mengenwahrsehein1ichkeit i s t 
W k e i t ( y < 0) = 1 - ß/100. (18.2) 
Der S i c h e r h e i t s b e s t a n d s^ - s^ s o l l gerade so groß s e i n , daß der 
vorgegebene S e r v i c e g r a d bzw. d i e gewünschte F e h l m e n g e n w a h r s c h e i n l i c h -
k e i t e r r e i c h t w i r d . 
Kennt man d i e V e r t e i l u n g s f u n k t i o n P(fc } der Störvariablen e , so läßt 
s i c h aus (18.2 ) der S i c h e r h e i t s b e s t a n d a b l e i t e n . Der Wert s^ = i s t 
bekannt. Fehlmengen t r e t e n a u f , f a l l s d i e L i e f e r z e i t länger a l s d i e 
B e v o r r a t u n g s r e i c h w e i t e i s t 
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^ S 2 
d.h. 
B e i festern s^ i s t d i e W a h r s c h e i n l i c h k e i t für das A u f t r e t e n von F e h l -
mengen 
S 2 
Wk e i t ( y < 0) = W k e i t ( d T > ^ - JL^) . (18.3) 
i - p ( ^ - ^ T ) . 
Wir wählen s^ so, daß d i e s e F e h l mengenwahr sehe i n l i c h k e i t den 
gewünschten Wert annimmt, d.h. , daß s i e (18.2) erfüllt. Es muß a l s o 
g e l ten 
S 2 
1 - ß/100 = 1 - - vr)t 
bzw. 
S 2 
ß/100 = P ( ^ - u.). (18.4) 
Den B e s t e l l p u n k t s^ erhält man aus der /3%-Quantilen der V e r t e i l u n g s -
f u n k t i o n P ( e ^ ) . I s t z. B. d i e Störgröße N ( 0 , a ^ ) - n o r m a l v e r t e i 1 t , dann 
w i r d aus (18.4) 
S 2 
ß/100 = N ( ^ - JI T) 
und durch S t a n d a r d i s i e r u n g auf d i e N ( 0 , 1 ) - N o r m a l v e r t e i l u n g 
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S e i tßy P % - Q u a n t i l e der N ( 0 , 1 ) - N o r m a l v e r t e i l u n g , dann e r g i b t s i c h 
für s^ d i e Bedingung 
_2 
Xa 
s o = fcoo/ Xa + X 2 ß% T UT (18.5) 
SB 




Abb. 18.2: S i c h e r h e i t s b e s t a n d und D e f i z i t w a h r s c h e i n l i c h k e i t 
b e i B e s t e l l p u n k t s^. Die D i c h t e f u n k t i o n von i s t 
aus der Zeichenebene h e r a u s g e k l a p p t . 
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Für e i n i g e S e r v i c e g r a d e werden d i e zugehörigen F r a k t i l e n b e i 
n o r m a l v e r t e i l t e r L i e f e r z e i t angegeben. 
T a b e l l e 18.1: 







99 5 2.5758 
99 6 2.6521 
99 7 2.7478 
99 8 2.8782 
99 9 3.0902 
Nur Lieferverzögerungen 
Oftmals werden durch d i e Störeinflüsse nur Verlängerungen der 
L i e f e r z e i t h e r v o r g e r u f e n und k e i n e Verkürzungen. D i e Gesamt l i e f e r z e i t 
i s t dann 
T = a + e 
T 
wobei u. d i e v e r e i n b a r t e L i e f e r z e i t und e e i n e Z u f a l l s v a r i a b l e i s t , d i e 
T 
nur n i c h t n e g a t i v e Werte annehmen kann mit e i n e r V e r t e i l u n g s d i c h t e , d i e 








Abb. 18.3: V e r t e i l u n g s d i c h t e e i n e r 
zufälligen Lieferverzögerung a 
W i l l man s i c h gegen ß% a l l e r Verzögerungsfälle a b s i c h e r n , hat man e i n e n 
S i c h e r h e i t s b e s t a n d anzulegen, der für den Ze i t r a u m b i s zur ß%-Quantile 
a u s r e i c h t , d.h. b i s zu e^.. 
Beachte-' Im Gegensatz zu (18.6) i s t h i e r d i e V e r t e i l u n g der 
Lieferverzögerung n i c h t n o r m i e r t . Deshalb t r i t t i n (18.7) der Term cr^ 
n i c h t a l s M u l t i p l i k a t o r auf. 
S i c h e r h e i t s b e s t a n d b e i Just-In-Time P r o d u k t i o n 
B e t r a c h t e n w i r a l s Güter j e t z t E i n b a u t e i l e , d i e von e i n e r Z u l i e f e r f i r m a 
h e r g e s t e l l t und auf dem Endmontageband eingebaut werden. F a l l s es w i r t -
s c h a f t l i c h oder wegen der beengten Platzverhältnisse i n der Montage-
h a l l e gar n i c h t anders möglich i s t , w i r d d i e P r o d u k t i o n der F r e m d t e i l e 
ß% 




so auf den E i n b a u z e i t p u n k t a u s g e r i c h t e t , daß s i e spätestmöglieh begon-
nen w i r d , d i e T e i l e ohne Z e i t v e r z u g s p e d i t i e r t werden und am Montage-
band "gerade r e c h t z e i t i g " b e r e i t s t e h e n . D i e z e i t l i c h e Planung verläuft 
im P r i n z i p nach f o l g e n d e n Schema 
Z u l i e f e r e r ' M a t e r i a l b e s c h a f f u n g 
Grobplanung 
Fe i n p l a n u n g Steuerung 
Z e i t 
H e r s t e l l e r : Bekanntgabe 








genaue Fe s t -
legung der 
V a r i a n t e n 
D i e w i c h t i g e l e t z t e Phase e r f o r d e r t e i n e enge Kommunikation und hohe 
D i s z i p l i n b e i der E i n h a l t u n g der P r o d u k t i o n und T r a n s p o r t e : 
A r b e i t s - P r o d u k t i o n und T r a n s p o r t 
V o r b e r e i t u n g K o n t r o l l e 
Z e i t 
endgültige B e r e i t - Einbau 
F e s t l e g u n g Stellung 
a l l e r T e i l e - am Mon-
da t en, tageband 
Abruf t e r m i n 
Dennoch kann es zu Lieferverzögerungen kommen. S i e müssen durch e i n e n 
S i c h e r h e i t s b e s t a n d am Montageband abgefangen werden. Er berechnet s i c h 
wie v o r h i n nach der Formel (18.7). Es i s t jedoch zu beachten, daß h i e r 
im Gegensatz zu Lagerha1tungsmodellen d i e A b r u f t e r m i n e n i c h t b e s t a n d s -
g e s t e u e r t s i n d , sondern vom Produktionsfluß beim H e r s t e l l e r a b g e l e i t e t 
werden. Man w i l l d e s h a l b a l s S i c h e r h e i t k e i n Mengen- sondern e i n Z e i t -
p o l s t e r . A n s t e l l e des S i c h e r h e i t s b e s t a n d e s t r i t t e i n e V o r v e r l e g u n g des 
A b r u f t e r m i n s um d i e Z e i t s p a n n e fcRO/. Natürlich e r g i b t s i c h a l s Konse-
quenz des frühzeitigen Ab r u f s auch e i n e frühzeitige A n l i e f e r u n g und 
damit e i n Bestand am Montageband. 
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V i e l e i n der P r a x i s r e a l i s i e r t e n M o d e l l e a r b e i t e n m i t einem vorgegebe-
nen S e r v i c e g r a d , der kostenminimal e i n z u h a l t e n i s t . In der O R - L i t e r a t u r 
f i n d e t man auch auf k o m p l i z i e r t e r e s t o c h a s t i s c h e S a c h v e r h a l t e e r w e i t e r -
te S e r v i c e g r a d m o d e l l e , so z.B. von H. SCHNEIDER, CH. SCHNEEWEIß, 
J.ALSCHER und M. KÜHN ( s i e h e ALSCHER & KUHN & SCHNEEWEIß (1986) und d i e 
d o r t angegebene L i t e r a t u r ) . 
Der S e r v i c e g r a d muß jedo c h sehr sorgfältig gewählt werden, w e i l er d i e 
e r w a r t e t e n Gesamtkosten beeinflußt. S t r e n g genommen müßte d i e F i x i e r u n g 
des S e r v i c e g r a d e s auf e i n e n bestimmten Wert s e l b s t wieder das E r g e b n i s 
e i n e r Optimierungsrechnung s e i n (was i s t der o p t i m a l e S e r v i c e g r a d ? ) . 
L e t z t e n d l i e h hängt der S e r v i c e g r a d b e i einem L a g e r h a l t u n g s p r o b l e m , b e i 
dem d i e K o s t e n m i n i m i e r t werden s o l l e n , davon ab, wie teuer L a g e r d e f i -
z i t e s i n d . Es i s t d e s h a l b s i n n v o l l , wo immer es möglich i s t , a n s t a t t 
m i t einem vorgegebenen S e r v i c e g r a d g l e i c h m i t Fehlmengenkosten zu a r -
b e i t e n . Das bedeutet auch k e i n e Einschränkung der A l l g e m e i n h e i t , denn 
S e r v i c e g r a d und Fehlmengenkosten s i n d zueinander äquivalent. Einem ge-
gebenen Fehlmengenkostensatz i s t e i n bestimmter S e r v i c e g r a d b e i optima-
l e n Losgrößen zugeordnet und umgekehrt. 
I n den f o l g e n d e n K a p i t e l n werden ausschließlich s t o c h a s t i s c h e L a g e r -
h a l t u n g s m o d e l l e d i s k u t i e r t , i n denen mit Fehlmengenkos ten g e a r b e i t e t 
w i r d . Der Anwender s o l l t e s i c h n i c h t dem h e i l s a m e n Zwang e n t z i e h e n , 
s i c h genaue Gedanken über s e i n e Kosten zu machen. Manchesmal i s t es 
n i c h t möglich, d i e Fehlmengenkosten exakt zu erheben. In d i e s e n Fällen 
i s t aber d i e F e s t l e g u n g e i n e s S e r v i c e g r a d e s ebenso willkürlich wie d i e 
willkürliche Bestimmung der Fehlmengenkosten. I n d i e s e n S i t u a t i o n e n i s t 
es s i n n v o l l e r , S e r v i c e g r a d bzw. Fehlmengenkostensatz i n S i m u l a t i o n s -
rechnungen a l s Parameter zu v a r i i e r e n und s i c h dann anhand der Ergeb-
n i s s e auf e i n e n k o n k r e t e n Wert a l s p l a u s i b l e n Wert f e s t z u l e g e n . 
KAPITEL II: D AS W I L S O N M O D E L L M I T 
P O I S S O N N A C H F R A G E 
§19 POISSON PROZEß 
V o r b e r e i t e n d zu den nachfolgenden L a g e r h a l t u n g s m o d e l l e n mit s t o c h a -
s t i s c h e r Nachfrage w i r d der POISSON PROZESS eingeführt. Er geht zurück 
auf BORTKIEWITZ, der d i e Z a h l der durch Hufschläge getöteten L e u t n a n t s 
i n der preußischen Armee u n t e r s u c h t e . 
Wir l e i t e n den P o i s s o n Prozeß am B e i s p i e l der Nachfrage nach E r s a t z -
t e i l e n h e r . E i n e d e r a r t i g e Nachfrage e n t s t e h t immer dann, wenn e i n T e i l 
ausfäl1t. 
E i n e i n z i g e s T e i l : 
W a h r s c h e i n l i c h k e i t e i n e s A u s f a l l e s während At: p*At ; 
W a h r s c h e i n l i c h k e i t , k e i n A u s f a l l während At: 1 - p # A t . 
n T e i l e : 
Unter den Annahmen 
a) d i e T e i l e b e e i n f l u s s e n s i c h g e g e n s e i t i g n i c h t 
b) d i e A u s f a l l w a h r s c h e i n l i c h k e i t p i s t b e i jedem T e i l g l e i c h 
i s t d i e 
W a h r s c h e i n l i c h k e i t , u Ausfälle i n At: ( ^ ) ( p A t ) U ( l - p A t ) n U . 
Sehr v i e l e T e i l e : 
Annahme: 
n -» °°, p -» 0, aber n»p e n d l i c h : n # p = X = co n s t . 
W a h r s c h e i n l i c h k e i t , k e i n A u s f a l l i n At: p ( A t ) 
o v J 
p ( A t ) = l i m ( ^ ) ( p A t ) 0 ( l - p A t ) n 
i • r 1 ^ x *.A n -XAt 1im (1 - At) = e _ v n J 
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Beobachtung der Ausfälle über d i e Z e i t : 
Annalimen: 
a) u n e n d l i c h e Grundgesamtheit 
b) d i e W a h r s c h e i n l i c h k e i t , daß e i n b e l i e b i g e s T e i l im Z e i t r a u m At 
ausfällt, s e i XAt, 
c) d i e W a h r s c h e i n l i c h k e i t , daß mehrere T e i l e i n At a u s f a l l e n 
(At << a), s e i vernachlässigbar g e r i n g , 
d) e i n z e l n e Ausfälle s i n d voneinander unabhängig. 
Wir w i s s e n b e r e i t s 
P o ( 0 = e 
-Xt (19.1) 
und berechnen j e t z t d i e W a h r s c h e i n l i c h k e i t von u Ausfällen i n [ o , t ] , 
u = 1,2,..: 
At t - T 
k e i n A u s f a l l k e i n A u s f a l l 
A u s f a l 1 , 
Lage von At b e l i e b i g i n [ o , t ] 
P : ( t ) = / e " X T X e " X ( t - T ) d r = / X e " X t d r = X t e " X t 
P 2 ( t ) = J P 0 ( T ) X p l ( t " T ) d T = 
( ~^T-y \ ~M^T)^ ( X t ) -Xt = J e X»X(t - T ) e v Jdr = ^ ' e 
a l l g e m e i n u Ausfälle i n [ o , t ] : 
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u € IN o (19.2) 
POISSON PROZESS 
Wenn a l s o das z e i t l i c h e A u f t r e t e n der Nachfrage durch e i n e n P o i s s o n 
Prozeß b e s c h r i e b e n w i r d (sog. P o i s s o n N a c h f r a g e ) , dann bedeutet 
das: Nachfrage nach j e w e i l s einem Stück, wobei d i e Z e i t zwischen zwei 
a u f e i n a n d e r f o l g e n d e n Nachfragen e x p o n e n t i a l v e r t e i l t i s t (19.1). Es i s t 
(wie b i s h e r ) 
X: k o n s t a n t e N a c h f r a g e r a t e 
W i c h t i g e E i g e n s c h a f t der P o i s s o n Nachfrage 
E i n e k o n s t a n t e N a c h f r a g e r a t e bedeutet, daß d i e W a h r s c h e i n l i c h k e i t für 
e i n e Nachfrage im nächsten A u g e n b l i c k unabhängig davon i s t , w i e v i e l 
Z e i t s e i t der l e t z t e n Nachfrage v e r s t r i c h e n i s t . D iese "Gedächtnis-
l o s i g k e i t " i s t b e i k o n t i n u i e r l i c h e r Z e i t b e t r a c h t u n g e i n m a l i g . Es g i b t 
k e i n e n w e i t e r e n s t o c h a s t i s c h e n k o n t i n u i e r l i c h e n N achfragetyp mit d i e s e r 
E i g e n s c h a f t . D i e Gedächtnislosigkeit bedeutet nämlich 
Di e s i s t d i e d e f i n i e r e n d e F u n k t i o n a l g l e i c h u n g der E x p o n e n t i a l f u n k t i o n . 
Verwendung: 
Aus der H e r l e i t u n g i s t u n m i t t e l b a r e r s i c h t l i c h , daß d i e Annahme e i n e r 
P o i s s o n Nachfrage v o r a l l e m b e i einem sehr großen Kundenstamm z u t r i f f t , 
wo der e i n z e l n e Kunde s p o r a d i s c h und unabhängig von den anderen Kunden 
b e s t e l l t . H i e r u n t e r fällt auch d i e sog. s e l t e n e Nachfrage (lumpy 
demand). 
P o i s s o n V e r t e i l u n g : 
B e s c h r e i b t d i e Nachfrage e i n e n P o i s s o n Prozeß, so i s t d i e i n e i n e r 
Z e i t e i n h e i t t = 1 a u f t r e t e n d e Nachfrage P o i s s o n v e r t e i l t 
P Q ( t + At) = p Q ( t ) p o ( A t ) . (19.3) 
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u u! u € IN (19.4) 
Die P o i s s o n V e r t e i l u n g gehört zur sog. FAMILIE DER BINOMIALVER-
TEILUNGEN. H i e r z u zählen d i e 
B e r n o u l l i V e r t e i l u n g : 
Die B i n o m i a l v e r t e i l u n g : 
d i e n e g a t i v e B i n o m i a l v e r t e i l u n g : 
d i e geometrische V e r t e i l u n g : 
P Q = 1 - p; p x = p; 0 < p < 1; 
r n . u,- xn-u 
Pu.n = <u>p < X ~ P> 
P = ( " n ) ( - p ) U ( l " P ) n 
P u = (1 " P)P 
Zur bequemen Berechnung von Erwartungswert u. und V a r i a n z o benützen 
w i r d i e Methode der erzeugenden F u n k t i o n . 
Methode der erzeugenden F u n k t i o n 
S e i p^, p^,... e i n e d i s k r e t e V e r t e i l u n g m i t einem p o s i t i v e n Träger. D i e 
F u n k t i o n 
CO 
G(x) = l P ux U 
u=o 
heißt ERZEUGENDE FUNKTION. Es i s t 
G ' ( x ) l x = l = 1 u p u = m l = ^ Erwar tungswer t 
G ' ( x ) | x = 1 = ix (19.5) 
m 2 " m l ' 
2 2 2 Da CT = mg - , erhält man für d i e V a r i a n z a 
° 2 = G " ( x ) l x = l + G ' < x ) l x = l " t G ' ( x ) l x = l ] 2 (19.6) 
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B e i der P o i s s o n V e r t e i l u n g i s t 
G(x) = ^ e - V . e M - D r1 = * 
2
 * 
o = X 
Beim P o i s s o n Prozeß i s t 
co u 
G(x,t) = 5i^l_e- x^u = e X t ( x - l ) u=o 
a t = X t 
B e i der B i n o m i a l v e r t e i l u n g i s t 
G(x) = (1 - p + p x ) n * u = np o = n p ( l - p) 
B e i der n e g a t i v e n B i n o m i a l v e r t e i l u n g i s t 
k 
G(x) = ( | ^ - ) v • ' v1 - px' 
np 
1 - p 
2 j i p ^ + _ p _ 
1 - p' 1 - p v 
B e i der g e o m e t r i s c h e n V e r t e i l u n g i s t 
G(x) 1 - P 1 - px 
p p 
u - 1 - p 2 
(1 " P) 
Die erzeugende F u n k t i o n b e s i t z t d i e E i g e n s c h a f t e n : 
a) D i e Zuordnung e i n e r V e r t e i l u n g <p zu i h r e r erzeugenden F u n k t i o n i s t 
e i n e i n d e u t i g . 
b) D i e F a l t u n g der V e r t e i l u n g e n , ^  z weier unabhängiger Z u f a l l s -
v a r i a b l e n h a t a l s erzeugende F u n k t i o n das Produkt der erzeugenden 
F u n k t i o n e n der e i n z e l n e n V e r t e i l u n g e n 
*1 W *2 G (x) • G (x) 
c) S e i v = f (w), w Z u f a l l s v a r i a b l e mit V e r t e i l u n g <p^ , dann i s t d i e 
6 2 
erzeugende F u n k t i o n der V e r t e i l u n g d i e F u n k t i o n G v ( x ) 
G y ( x ) = G w ( f ( x ) ) 
M i t H i l f e d i e s e r E i g e n s c h a f t e n l a s s e n s i c h d i e V e r w a n d t s c h a f t e n 
i n n e r h a l b der F a m i l i e der B i n o m i a l v e r t e i l u n g e n a u f z e i g e n . D i e l e t z t e 
E i g e n s c h a f t benutzen w i r zur H e r l e i t u n g der e r s t e n b e i d e n Momente des 
s t o t t e r n d e n P o i s s o n P r o z e s s e s . 
Zusammengesetzter P o i s s o n Prozeß 
Beim P o i s s o n Prozeß bedeutet e i n E r e i g n i s "Nachfrage nach einem Stück". 
Beim zusammengesetzten P o i s s o n Prozeß können pro E r e i g n i s auch mehrere 
(oder k e i n ) Stück na c h g e f r a g t werden. Die Z e i t z w i s c h e n zwei E r e i g n i s -
sen i s t wie v o r h e r e x p o n e n t i a l v e r t e i l t . D i e Anzahl der n a c h g e f r a g t e n 
Stücke pro E r e i g n i s gehorcht s e l b s t e i n e r V e r t e i l u n g . 
B e i s p i e l : 
E i n B i e r f a h r e r v e r k a u f t von seinem L a s t k r a f t w a g e n aus B i e r . Dazu führt 
er an den Haustüren Verkaufsgespräche. D i e Dauer e i n e s Gespräches i s t 
e x p o n e n t i a l v e r t e i l t . A l s E r e i g n i s b e t r a c h t e n w i r d i e Beendigung e i n e s 
Verkaufsgespräches.Sie hat den Verkauf von u Kästen B i e r , 
u = 0,1,2,..., zum E r g e b n i s . S e i 
w^: W a h r s c h e i n l i c h k e i t , daß aufgrund e i n e s Verkaufsgespräches u Kästen 
B i e r v e r k a u f t werden. 
1. F a l l : 
S e i w B e r n o u l l i v e r t e i l t , d.h. u 
w^: Gespräch e r f o l g r e i c h , Verkauf e i n e s Kastens 
Wq: Gespräch vergebens, k e i n Verkauf 
w1 = 1 - w =: w 1 o 
w ^ n ) . W a h r s c h e i n l i c h k e i t , daß von n Gesprächen u e r f o l g r e i c h s i n d 
(n) . (n-1) ^ (n-1) wv J = (1 - w)w v J + WWV . J u v J u u-1 
(n) ,n. u,- .n-u ~. . , ^ ., wv = ( )w (1 - w) B i n o m i a l v e r t e i l u n g 
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p (t ) - ' W a h r s c h e i n l i c h k e i t , daß b i s zur Z e i t t u Kasten v e r k a u f t s i n d u 
\ (n) ( X t ) n -Xt p ( t ) = ) wv J N , / e * u v ' L u n! 
T 
da mindestens u Gespräche notwendig s i n d 
co xi 
Y -X*t ( X t ) ,TI. u , . An-u 2 6 n! ( u ) w ( 1 " W ) 
-Xt u,, ,u <» n - u 
e M ) > ( ' w ) , ( X t ) n " u u! L (n - u ) ! v J 
n=u 
f l - w)Xt 
( w X t ) u -wXt p ( t ) = r ^ — e , u € IN (19.7) 
D i e s e W a h r s c h e i n l i c h k e i t e n b e s c h r e i b e n e i n e n zusammengesetzten 
POISSON PROZESS (mit B e r n o u l l i V e r t e i l u n g ) . 
D i e erzeugende F u n k t i o n l a u t e t 
^ • ^ P . B e r n . = G P . ( G B e r n . <*>•<> 
= e X t C G B e r n . W " ^ x t r i - w + wx - in 
= e L J 
_ wXt[x - 1] ]i^ - o^ - Xwt 
Di e zugehörige V e r t e i l u n g i s t d i e zusammengesetzte POISSON VERTEILUNG 
(mit B e r n o u l l i V e r t e i l u n g ) 
p = J — — e 1 u u! Ii = a = Xw 
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2. F a l l : 
S e i w g e o m e t r i s c h v e r t e i l t : u 
w = (1 - w)w U, 0 < w < 1. u v J 
Der zusammengesetzte Prozeß heißt dann s t o t t e r n d e r P o i s s o n Prozeß 
w^n^, d.h. d i e W a h r s c h e i n l i c h k e i t , daß i n n Gesprächen u Kästen B i e r 
v e r k a u f t werden, berechnen w i r über d i e erzeugende F u n k t i o n 
G(x) = \ " W . v 'geom. 1 - wx 
Die erzeugende F u n k t i o n der n-fachen F a l t u n g der geometrischen 
V e r t e i l u n g i s t 
[G(x) ] n = [! " W ] n . L v 'geom.J L l - wx J 
V e r g l e i c h t man d i e s e n Ausdruck m i t der erzeugenden F u n k t i o n der 
n e g a t i v e n B i n o m i a l v e r t e i l u n g , so s i e h t man: d i e n-fache F a l t u n g b e i 
ge o m e t r i s c h e r V e r t e i l u n g l i e f e r t e i n e n e g a t i v e B i n o m i a l v e r t e i l u n g m i t 
der Potenz -n. 
NR- r l - z r n - 1 + + n ( n + x ) z 2 + + ( n + u - 1 ) ! z U + 
U z; " 1 + i ! + 2! + • • • + ( n - l ) ! u ! 
00 
V .n+u-lv u 
= z < u ) z • 
u=o 
A l s o i s t 
CO 
(1 - wx) = 2 ( u ) w x 
u=o 
und de s h a l b 
CO 
rnf ^ i n ^ / n + u - L n .n u u [G(x) ] = / ( )(1 - w) w x L v ygeom. J L v u } v 7 
u=o 
(n) = wv 7 u 
oo xi 
/-^ Y (^t) ~Xt ,n+u-K r i .n u 
Pu ( t> = Z n! 6 ( u } ( 1 _ W ) W 
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(19.8) 
STOTTERNDER POISSON PROZESS 
(m i t g e o m e t r i s c h e r V e r t e i l u n g ) 
D i e erzeugende F u n k t i o n l a u t e t 
G ( x . t ) s t . P . 
geom. 
e Xwt(f- wXt 
^ t = 1 
2 _ w ( l + w)Xt 
(1 - w) 
Anders a l s im F a l l des r e i n e n P o i s s o n Prozesses (o = u.) i s t h i e r 
a > u.. 
F a l l s der Bedingungskomplex auf e i n e P o i s s o n V e r t e i l u n g h i n w e i s t , d i e 
2 
e m p i r i s c h e n Daten aber auf o < u. schließen l a s s e n , kann es s i c h um 
e i n e g e m i s c h t e P o i s s o n V e r t e i l u n g handeln. 
Gemischte P o i s s o n V e r t e i l u n g 
B e i der gemischten P o i s s o n V e r t e i l u n g i s t d i e Rate X s e l b s t wieder 
v e r t e i l t m i t 
<p(X) dX: ( v e r a l l g e m e i n e r t e ) W a h r s c h e i n l i c h k e i t s d i c h t e von X. 
Dann i s t 
00 11 
X u -X 
P u = / uT e " * ( X ) dX u € IN (19.9) 
GEMISCHTE POISSON VERTEILUNG 
Di e erzeugende F u n k t i o n l a u t e t 
00 
G(x) n = / e X ( x ~ ^ G ( X ) dX v ygem.P. ^ v ' 
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G(X) i s t d i e erzeugende F u n k t i o n der V e r t e i l u n g von X. 
CO 
Ii = / XG(X) dX 
o 
a2 = j XG 2(X) dX < u., w e i l G 2 < G für o < G < 1. 
§20 ALLGEMEINE BEMERKUNG ZUM ZUFALL 
Landläufig w i r d auf Z u f a l l mit Aberglaube oder F l u c h t i n s I r r a t i o n a l e 
r e a g i e r t . W i s s e n s c h a f t l i c h w i r d der Z u f a l l d u r c h den B e g r i f f der 
W a h r s c h e i n l i c h k e i t e r f a s s t . Den Anstoß zu s t r e n g e n mathematischen 
Be t r a c h t u n g e n gab CHEVALIER DE MERE, a l s er PASCAL i n einem B r i e f b a t , 
Aussagen über d i e Gewinnaussichten e i n e s v o r z e i t i g abgebrochenen 
K a r t e n s p i e l s zu machen (RENYI (1969)). 
Für d i e L a g e r h a l t u n g e r g i b t s i c h e i n e neue S i t u a t i o n : d i e b i s h e r i g e n 
E n t s c h e i d u n g s k r i t e r i e n K o s t e n und Gewinn für d i e Wahl der b e s t e n 
Handlungsweise s i n d j e t z t vom Z u f a l l abhängig. Dadurch i s t es möglich, 
daß s i c h d i e E n t s c h e i d u n g e i n e s Dummkopfes im N a c h h i n e i n a l s d i e b e s t e 
e r w i e s e n hat und d i e En t s c h e i d u n g e i n e s Verständigen f a l s c h l a g . D i e s 
w i r d jedoch d i e Ausnahme s e i n . Auf lange S i c h t w i r d s i c h e i n e q u a l i -
f i z i e r t e E n t s c h e i d u n g s r e g e l s t e t s a l s d i e be s s e r e e r w e i s e n (nach dem 
Ges e t z der großen Z a h l e n ) . "Glück hat auf d i e Dauer nur der Tüchtige." 
D a r i n l i e g t d i e w e s e n t l i c h e R e c h t f e r t i g u n g des O p e r a t i o n s Research im 
R i s i k o b e r e i c h ! 
Für e i n e n Prozeß, dessen F o r t e n t w i c k l u n g einem zufälligen Einfluß 
u n t e r l i e g t , i s t es geradezu t y p i s c h , daß auch b e i der F e s t l e g u n g auf 
e i n e bestimmte V e r h a l t e n s w e i s e ( A k t i o n ) das zu e r z i e l e n d e E r g e b n i s , 
d.h. d i e über d i e gewählte A k t i o n g e s t e u e r t e zukünftige E n t w i c k l u n g des 
P r o z e s s e s , e i n e zufällige Größe i s t . Deren W a h r s c h e i n l i c h k e i t s v e r t e i -
l u n g s e i bekannt. 
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D i e Wahl e i n e r A k t i o n läßt s i c h somit zurückführen auf d i e Wahl der 
W a h r s c h e i n l i c h k e i t s v e r t e i l u n g des zugehörigen E r g e b n i s s e s . Deshalb w i r d 
j e t z t e i n K r i t e r i u m für d i e Präferenz e i n e r V e r t e i l u n g vor e i n e r z w e i -
ten g e s u c h t . Ursprünglich verwendete man das ERWARTUNGSWERT-KRITERIUM. 
S e i 
P : zu A k t i o n a gehörige V e r t e i l u n g des E r g e b n i s s e s x a 
Dann i s t beim E r w a r t u n g s w e r t k r i t e r i u m 
a^ b e s s e r a l s a^, f a l l s Ep {x} > Ep {x} . 
a l a 2 
E i n Einwand gegen d i e s e s K r i t e r i u m i s t das sog. PETERSBURGER PARADOX: 
Man werfe e i n e Münze so o f t , b i s zum erstenmal "Wappen" e r s c h e i n t . I s t 
d i e s beim n - t e n Wurf, so e r h a l t e man von der Bank den Gewinn x = 2 n . 
B e i prob(Wappen) = p r o b ( K o p f ) =0.5 b e s i t z t d i e V e r t e i l u n g (j) des Ge-
winns b e i der A k t i o n a^ = ' s p i e l e das S p i e l ' den u n e n d l i c h e n Erwar-
tungswert 
oo n 
E p {x} = l (|) • 2 n = 1 + 1 + ... . 
a l n=l 
Di e A k t i o n a ^ = ' s p i e l e n i c h t ' b r i n g t k e i n e n E r t r a g . Nach dem Erwar-
t u n g s w e r t k r i t e r i u m müßte e i n S p i e l e r auch b e i e i n e r noch so hoch von 
der Bank g e f o r d e r t e n Teilnahmegebühr zum S p i e l b e r e i t s e i n . Tatsächlich 
i s t aber niemand b e r e i t , e i n e n auch nur mäßig hohen E i n s a t z zu bezah-
l e n . 
M i t H i l f e des von DANIEL BERNOULLI (1738) eingeführten und nach ihm 
benannten K r i t e r i u m s der Nutzenerwartung kann das obige Paradox a u f g e -
löst werden. A n s t e l l e der Gewinnauszahlung i n G e l d bewertet man den 




G e l d x 
Abb. 20.1: N u t z e n f u n k t i o n u 
u ( x ) : Nutzen des E r g e b n i s s e s x 
E i n e N u t z e n f u n k t i o n w i r d , wenn überhaupt, nur b e i k l e i n e n Auszahlungen 
l i n e a r s e i n . Insgesamt i s t s i e nach oben beschränkt. Solange s i e unbe-
schränkt b l i e b e , ließen s i c h immer neue Paradoxen k o n s t r u i e r e n . Nach 
a l l g e m e i n e n ökonomischen Überlegungen w i r d d i e N u t z e n f u n k t i o n a l s 
konkav angenommen. 
Der e r w a r t e t e Nutzen i s t 
E p ( u ( x ) } = /u(x)dP (x) , 
a 
und nach dem N u t z e n k r i t e r i u m i s t 
a^ b e s s e r a l s a^, f a l l s Ep ( u ( x ) } > Ep {u(x)} . 
a l a 2 
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Woher weiß man, daß d i e Entscheidungen anhand des BERNOULLI-PRINZIPS 
gut s i n d ? Zunächst v e r s u c h t man, e i n i g e möglichst e i n l e u c h t e n d e Konse-
quenzen aus diesem P r i n z i p h e r z u l e i t e n . Je mehr p l a u s i b l e Konsequenzen 
man f i n d e t , umso p l a u s i b l e r w i r d das B e r n o u l 1 i - P r i n z i p s e l b s t . 
JOHN V. NEUMANN und OSKAR MORGENSTERN haben e i n Axiomensystem für 
r a t i o n a l e s V e r h a l t e n begründet, d i e das B e r n o u l l i - P r i n z i p i m p l i z i e r e n , 
d i e sog. N u t z e n a x i o m a t i k . D i e s e Axiome s i n d s e l b s t p l a u s i b e l , obwohl es 
auch h i e r Z w e i f l e r g i b t (ALLAIS). 
E i n e ausführliche D a r s t e l l u n g der E n t s c h e i d u n g s t h e o r i e u n t e r R i s i k o 
bzw. U n s i c h e r h e i t f i n d e t man i n H. SCHNEEWEISS (1967) und DE GROOT 
(1970). 
§21 ZINS, KONTINUIERLICHE VERZINSUNG, GEGENWARTSWERT 
Z i n s 
Warum g i b t es e i n e n Z i n s ? O f f e n s i c h t l i c h i s t auch b e i I n f l a t i o n s r a t e 
N u l l e i n e G e l d e i n h e i t heute mehr wert a l s i n einem J a h r . Der Grund 
hierfür l i e g t d a r i n , daß d i e Verfügung über G e l d e i n e n E r t r a g 
e i n b r i n g t , der dann a l s Z i n s i a u s g e z a h l t werden kann. B e i Zeitumkeh-




p '= I T T 
i : Z i n s ; 
1 + i : Z i n s f a k t o r ; 
l / ( l + i ) : D i s k o n t f a k t o r p; z u r Berechnung des Gegenwartswertes e i n e s 
zukünftigen E r t r a g e s . 
K o n t i n u i e r l i c h e V e r z i n s u n g 
i i s t üblicherweise der J a h r e s z i n s . B e i halbjährlicher Auszahlung 
2 
wächst das K a p i t a l um den F a k t o r (1 + i / 2 ) , b e i n Auszahlungen pro 
i n einem J a h r 
V e r z i n s u n g ) 1 + i 
D i s k o n t i e r u n g 1 
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J a h r um (1 + i / n ) . Im Grenzübergang erhält man d i e k o n t i n u i e r l i c h e 
Wachs turnsrate des K a p i t a l s 
k o n t i n u i e r l i c h e V e r z i n s u n g : 
. n 
l i m (1 + -) = e 1 
nnoo 
Wegen 
e 1 = 1 + i + ~- + . > 1 + i 
i s t d i e k o n t i n u i e r l i c h e V e r z i n s u n g höher a l s d i e d i s k r e t e . Umgekehrt 
e n t s p r i c h t einem J a h r e s z i n s i e i n e Zinsintensität r < i . 
Zinsintensität r : 1 + i = e (21.1) 
.2 .3 _ 
r = l n ( l + i ) = i - J - + i - + 
Der D i s k o n t f a k t o r p e r g i b t s i c h aus (21.1) zu 
1 - r — = e 1 + i (21.2) 
Gegenwartswert 
Wir b e t r a c h t e n j e t z t e i n e n Strom zukünftiger Zahlungen, d i e zu äqui-
d i s t a n t e n Z e i t p u n k t e n (Jahresende) t = 0,1,2,3,... eingehen. Für das 
Entscheidungsproblem i s t es notwendig, den Zahlungsstrom i n Bezug auf 
e i n e n bestimmten Z e i t p u n k t zu bewerten. Üblicherweise wählt man dazu 
den Endpunkt oder (häufiger) den Gegenwartszeitpunkt. Im l e t z t e n F a l l 
e r r e c h n e t man den sog. Gegenwartswert ( s o n s t den Endwert). Der Gegen-
war t s w e r t w i r d i . a . vorgezogen, w e i l w i r j e t z t h a n deln müssen. S e i 
z^: Zah lungs ström, t = 0,1 T 
G> Gegenwartswert. Er i s t d e f i n i e r t a l s 
T T 
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Neben dem Geldvolumen i s t auch d i e d u r c h s c h n i t t l i c h e Zahlung 
C: D u r c h s c h n i t t s w e r t 
e i n e w i c h t i g e Kenngröße des Zahlungsstromes. C i s t d i e 
d u r c h s c h n i t t l i c h e Zahlung pro Z e i t e i n h e i t 
T 
T TT l Z t 
t=o 
Zwischen C und G b e s t e h t e i n Zusammenhang. 
G 
C = l i m 2 T p-»l 1 + p + p + ...+p 
l i m — 
p-»l 1 
1 - P 
T+l p G . 
B e i stationären M o d e l l e n mit unendlichem P l a n u n g s h o r i z o n t i s t der 
Zahlungsstrom u n e n d l i c h l a n g . Dann i s t 
V J p->l 
(21.3) 
§22 LAGERHALTUNG BEI POISSON NACHFRAGE UND SOFORTIGER LIEFERUNG 
E i n e s der e i n f a c h s t e n s t o c h a s t i s c h e n L a g e r h a i t u n g s m o d e l l e i s t d i e 
L a g e r h a l t u n g b e i P o i s s o n Nachfrage und s o f o r t i g e r L i e f e r u n g . D i e s e s 
M o d e l l i s t v o r a l l e m d e s h a l b i n t e r e s s a n t , w e i l es m i t Methoden 
behandelt w i r d , d i e s i c h von den b i s h e r i g e n völlig u n t e r s c h e i d e n 
(Dynamische O p t i m i e r u n g ) . Da für d i e Nachfrage e i n Poisson-Prozeß 
u n t e r s t e l l t w i r d , s p i e l t d i e Z e i t vor der l e t z t e n Nachfrage k e i n e 
R o l l e . 
D i e L a g e r h a l t u n g w i r d a l s e i n Geschäft b e t r a c h t e t , das e i n e n Gewinn 
a b w i r f t . Der Gegenwartswert zukünftiger Gewinne i s t abhängig vom 
Anfangsbestand y: G = G ( y ) . Wir f o r m u l i e r e n G(y) r e k u r s i v i n der Z e i t , 
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indem w i r d i e Zukunft i n e i n e u n m i t t e l b a r vor uns l i e g e n d e k l e i n e 
Z e i t s p a n n e At und d i e Restspanne z e r l e g e n . Wegen der P o i s s o n Nachfrage 
b r a u c h t t n i c h t e x p l i z i t a l s Argument von G geführt zu werden. Es i s t 
für a l l e y 
G(y) = -hyAt + (1 - X A t ) G ( y ) e ~ r A t + 
2P 3) 
+ XAt[b + Max {-k - a(D - y + 1) + G ( D ) e " r A t | G ( y - 1 ) e ~ r A t } ] (22.1) 
4) 5) 6) 7) 8) 
1) L a g e r k o s t e n während At 
2) W a h r s c h e i n l i c h k e i t , daß k e i n e Nachfrage i n At a u f g e t r e t e n i s t 
3) Gegenwartswert nach At 
4) W a h r s c h e i n l i c h k e i t , daß Nachfrage i n At a u f g e t r e t e n i s t 
5) Gewinn aus dem Verkauf 
6) B e s t e l l k o s t e n 
7) Gegenwartswert nach A t, f a l l s B e s t e l l u n g 
8) Gegenwartswert nach At, f a l l s k e i n e B e s t e l l u n g 
Beachte: B e i P o i s s o n Nachfrage w i r d pro E r e i g n i s nur e i n e E i n h e i t 
nachgef r a g t . 
D i e R e k u r s i o n (22.1) f o r m u l i e r t das " P r i n z i p der Optimalität" der 
Dynamischen Optimierung (BELLMAN's PRINCIPLE OF OPTIMALITY, BELLMAN 
(1957), BECKMANN (1968)). 
D i e s e G l e i c h u n g kommt so zustande: 
Der gegenwärtige Lagerbestand i s t y. Der Gegenwartswert G(y) i s t der 
auf d i e Gegenwart bezogene Wert a l l e r zukünftigen Kos t e n und Erträge. 
S i e s t e h e n auf der r e c h t e n S e i t e von (22.1), aber j e t z t a u f g e t e i l t i n 
d i e Z e i t s p a n n e At und d i e Restspanne. Zunächst f a l l e n für e i n e k l e i n e 
Z e i t s p a n n e At d i e L a g e r k o s t e n an (Term 1). Am Ende von At Z e i t e i n h e i t e n 
a d d i e r e n w i r zu den b i s d a h i n a n g e f a l l e n e n L a g e r k o s t e n d i e Gewinne der 
Restspanne. Deren Wert hängt davon ab, ob nach At e i n e Nachfrage 
a u f t r i t t oder n i c h t und ob man, f a l l s e i n e a u f g e t r e t e n i s t , b e s t e l l t 
oder n i c h t . 
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F a l l 1: k e i n e Nachfrage a u f g e t r e t e n : Terme 2) und 3) 
F a l l 2' Nachfrage a u f g e t r e t e n mit W a h r s c h e i n l i c h k e i t XAt 
F a l l 2a'- Losgröße D b e s t e l l e n : Terme 6) und 7) 
F a l l 2b: n i c h t s b e s t e l l e n : Term 8) 
In jedem F a l l müssen auch d i e Kosten und Gewinne der Restspanne auf d i e 
— r A t 
Gegenwart d i s k o n t i e r t werden; deshalb der F a k t o r e . D i e D i s k o n -
t i e r u n g der L a g e r k o s t e n hy i n n e r h a l b des Zeitraumes At w i r d n i c h t 
durchgeführt (man kann d i e L a g e r k o s t e n so i n t e r p r e t i e r e n , daß d i e 
D i s k o n t i e r u n g , d.h. d i e Z i n s k o s t e n , b e r e i t s i n h e n t h a l t e n i s t ) . 
Die Lösung d i e s e r F u n k t i o n a l g l e i c h u n g (22.1) bestimmt für j e d e s y e i n e 
zugehörige o p t i m a l e E n t s c h e i d u n g . Das i s t d i e j e n i g e A k t i o n , d i e das 
Maximum auf der r e c h t e n S e i t e von (22.1) l i e f e r t . Da d i e F u n k t i o n a l -
g l e i c h u n g für a l l e zulässigen y gelöst w i r d , erhält man zu jedem y e i n e 
o p t i m a l e Handlungsanweisung und damit insgesamt e i n e E n t s c h e i d u n g s r e g e 1 
oder S t r a t e g i e . 
Im v o r l i e g e n d e n F a l l i s t d i e E n t s c h e i d u n g s r e g e l b e r e i t s v o r s t r u k t u -
r i e r t . D i s t j e t z t n i c h t d i e Losgröße, sondern der Bestand, auf den das 
Lager aufgefüllt w i r d . Wie e i n e k u r z e Über legung z e i g t , r e n t i e r t s i c h 
e i n e B e s t e l l u n g e r s t dann, wenn das Lager auf N u l l abgesunken i s t . 
Würde man nämlich b e i y > 0 b e s t e l l e n , dann würde man e i n e n k o n s t a n t e n 
"Bodensatz" y^ im Lager h a l t e n , den man n i e a n g r e i f e n würde. Aufgrund 
d i e s e r Ü b e r l e g u n g w i r d D doch wieder d i e Losgröße und aus (22.1) w i r d 
G(y) = -hyAt + (1 - XAt) G ( y ) e - r A t + XAt(b + G ( y - l ) e - r A t ), y > 1,(22.2) 
G ( l ) = -hAt + (1 - XAt) G ( l ) e - r A t + XAt(b - k - aD + G(D)e - r A t ). (22.3) 
(22.3) i s t d i e Randbedingung z u r D i f f e r e n z e n g l e i c h u n g (22.2). 
A p p r o x i m i e r t man 
- r A t d u rch 1 - r A t , erhält man e 
G(y) = -hyAt + G(y) - G(y ) ( X + r ) A t + XAtb + 
+ XAtG(y - 1) + o ( A t ) 2 
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G ( l ) = -hAt + G ( l ) - G(1)(X + r ) A t + XAt(b - k - aD) + 
+ G(D)XAt + o ( A t ) 2 , 
und daraus mit der Abkürzung p = ^ X und u n t e r Vernachlässigung der 
2 
Terme o ( A t ) 
G(y) = " £ hy + pb + pG(y - 1) , (22.4) 
G ( l ) = - 2 h + pb + p(-k - aD + G(D)) . (22.5) 
(22.4) i s t e i n e D i f f e r e n z e n g l e i c h u n g 1. Ordnung m i t der Randbedingung 
(22.5) . D i e Lösung d i e s e r D i f f e r e n z e n g l e i c h u n g erhält man durch suk-
z e s s i v e s E i n s e t z e n 
, phD ^ , , ph(D - 1) ^ , , ph(D - 2) M G(D) = pb - + p(pb - L + p(pb - L + 
+ ... + p(pb - £h • 2 + p G ( l ) ) . . . ) ) = 
D D " 1 i - p- L 1 " p 
^ 1=0 
D-l 
" l 5 ( ß - O P 1 + P D _ 1 ( k - aD)|. (22.6) 
p ^ i=o 
Wir i n t e r p r e t i e r e n d i e s e Formel. Es i s t 
m i t t l e r e s I n t e r v a l l z wischen zwei Nachfragen 
r 1 7 : der auf das I n t e r v a l l r- anwendbare Z i n s s a t z 
A A 
p = — - — : D i s k o n t f a k t o r für das Z e i t i n t e r v a l l ^ 
- r X 
1 + X 
p^ : D i s k o n t f a k t o r für e i n e n Z y k l u s 
: Gegenwartswert a l l e r Gewinne 
1 D 1 - p 
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* { } : Gegenwartswert a l l e r Z y k l e r i k o s t e n 
i - p d 
D-1 
^ ^ ( D - i ) p * : m i t t l e r e L a g e r k o s t e n e i n e s Z y k l u s ( i n n e r h a l b des Z y k l u s 
i=o d i s k o n t i e r t ) 
Legen w i r j e t z t den E n t s c h e i d u n g s z e i t p u n k t ganz an den Anfang, wo noch 
k e i n Bestand vorhanden i s t . Dort g i l t 
G(0) = -k - aD + G(D). 
Wir s e t z t e n G(D) aus (20.6) e i n und e r h a l t e n 
-k - aD - ^ ) (D - i ) p i 
G(O) = ^ - g + p r H • ( 2 2 - 7 ) 
1 - p 
Der Z a h l e r Z des e r s t e n Bruchs auf der r e c h t e n S e i t e von (22.7) 
repräsentiert d i e Ko s t e n pro Z y k l u s . Z / ( l - fP) = Z ( l + P^+(p^)^ +•••) 
i s t der Gegenwartswert a l l e r Z y k l e n k o s t e n . Der Term p b / ( l - p) i s t der 
Gegenwartswert a l l e r Gewinne. (Beachte: es geht k e i n e Nachfrage 
v e r l o r e n . ) E r i s t unabhängig von D. 
Nur d i e Kosten s i n d von D abhängig. Das läßt darauf schließen, daß man 
das Problem auch e i n f a c h e r hätte f o r m u l i e r e n können, nämlich a l s 
Kostenminimierungsproblem a n s t a t t a l s Gewinnmaximierungsproblem. 
Wie das Kostenminimierungsproblem genau l a u t e t , w o l l e n w i r j e t z t aus 
(22.7) e n t w i c k e l n . 
D-1 
Die Summe ^ (D - i ) p * läßt s i c h umformen 
i=o 
D-1 D-1 D-2 o 
l (D - O p 1 = l p J + l p j + ... + l Pj = 
i=o j=o j=o j=o 
- D , D-1 , 
=
 1 " P + 1 " P + + 1 " P = 
1 - p 1 - p 1 - p 
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Damit w i r d (20.7) zu 
1 — p (1 - p ) ( l - p ) ( 1 - p ) 
c o n s t . c o n s t . 
Der l e t z t e Term i n d i e s e r G l e i c h u n g i s t e i n e Konstante, ebenso der 
Gegenwartswert der Gewinne p b / ( l - p ) , so daß (22.8) d i e Form 
G(0) = Konstante -
annimmt. Der von D abhangige Term subsummiert a l l e n e g a t i v e n G l i e d e r 
i n der G e w i n n f u n k t i o n G(0). Er repräsentiert deshalb a l l e K osten. 
M i t k + aD = : K l a u t e t das so e r h a l t e n e Kostenminimierungsproblem 
= KX(1 - p) + hpD _ M . n 
M l " P ) ( l - P ) D 
bzw. nach V e r e i n f a c h u n g 
C = KX(1 - p) + h p D ^ M . n 
1 - p D 
(22.9) 
dC C i s t konvex. Deshalb w i r d das Minimum bestimmt durch 377 = 0 . Wir dJJ 
s u b s t i t u i e r e n 
- r 
p := e 
und e r h a l t e n 
dC ! „ 
dD = 0 ~ 
[ a X ( l - p) + h p ] ( l - p D ) - r p D [ ( k + a D ) X ( l - p) + hpD] = 0 
a X ( l - p ) [ l - p D - r D p D ] + h p [ l - p D - r D p D ] = r p D k X ( l - p) 
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[ a X ( l - p) + h p ] [ l - p D - r D p D ] = r p D k X ( l - p) 
p " - 1 - rD = rkX 
aX + h 1 - P 
e - 1 - rD = rkX 
aX + h 
e r - 1 
(22.10) 
rD 
Wir e n t w i c k e l n e i n e i n e T a y l o r r e i h e 
r V r V 
2 + 3! 
rkX 
aX + h 
e r - 1 
Für r « 1 i s t e - 1 £ r und man e r h a l t d i e Näherung 
aXr + h 
2Xk 
aXr + h (22.11) 
D i e s e s E r g e b n i s z e i g t , daß s i c h der durch den Z i n s h e r v o r g e r u f e n e 
E f f e k t a l s Erhöhung des L a g e r k o s t e n s a t z e s von h auf aXr + h i n t e r -
p r e t i e r e n läßt. Die o p t i m a l e Losgröße w i r d umso k l e i n e r , j e höher d i e 
Z i n s e n s i n d . 
Im Limes p -» 1 i s t 
D 2Xk h (22.12) 
Das E r g e b n i s im n i c h t d i s k o n t i e r t e n F a l l läßt s i c h auch d i r e k t aus 
(22.8) h e r l e i t e n . Aus (21.3) w i s s e n w i r 
C
( T - ») = l i m H " P^p-
V } P"»l r 
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A l s o w i r d 
D-1 
k + aD + £ ^ ( D - i ) p 1 
l i m (1 - p)G (0) = l i m (1 - p) • [ - igS 
p-»l p p-»l ' 1 - p 
D-1 
X + aD + ^  h B ~ 
(1 - p)G (0) = pb D^T 
P 1 + p + p z + ... + pu 1 
l i m (1 - p)G (0) = b - j j - a - £ - ( D * X ) 
p-»l H 
= Konstante - C, . 
l . p = 1 
und w i r e r h a l t e n das zum d e t e r m i n i s t i s c h e n M o d e l l äquivalente Problem 
der K o s t e n m i n i m i e r u n g 
M . ^ u . , k ^ h(D + 1) , 
M ^ n C l , p = 1 = M ^ n * D + 2X > • 
woraus e b e n f a l l s (22.12) f o l g t . 
§23 POISSON NACHFRAGE, KEINE DISKONTIERUNG 
Im v o r i g e n Paragraphen haben w i r den F a l l ohne D i s k o n t i e r u n g 
gewissermaßen "über d i e Hintertüre" durch d i e G r e n z w e r t b i l d u n g p 1 
m i t b e h a n d e l t . J e t z t w o l l e n w i r das entsprechende M o d e l l mit H i l f e des 
P r i n z i p s d er Optimalität f o r m u l i e r e n . 
Der F a l l ohne D i s k o n t i e r u n g enthält b e g r i f f l i c h e S c h w i e r i g k e i t e n , da 
sämtliche Gegenwartswerte von Erlös und Kos t e n u n e n d l i c h groß werden. 
Es z e i g t s i c h , daß i n diesem F a l l d i e M i n i m i e r u n g der Kostenzuwachsrate 
e i n e g e e i g n e t e Z i e l f u n k t i o n d a r s t e l l t . Das daraus entstehende M o d e l l 
w i r d i n diesem A b s c h n i t t b ehandelt. 
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Unter der b i s h e r i g e n Annahme, daß k e i n e Fehlmengen z u g e l a s s e n werden, 
i s t es vernünftig, d i e Gewinne aus den Verkaufen außer a c h t zu l a s s e n . 
Wegen f e h l e n d e r D i s k o n t i e r u n g w i r k e n s i c h Verschiebungen b e i den 
R e a l i s i e r u n g s z e i t p u n k t e n der Gewinne sowieso n i c h t aus. W i c h t i g i s t nur 
der Gesamtgewinn. Da der Gesamter lös von der L a g e r h a l t u n g s p o l i t i k n i c h t 
beeinflußt w i r d , wählen w i r e i n e n Kostenansatz. S e i 
9 : P l a n u n g s h o r i z o n t 
l$(y): K o s t e n f u n k t i o n ( e n g l . LOSS FUNCTION) b e i Lage r a n f a n g s b e s t a n d y 
und P l a n u n g s h o r i z o n t 9 
l ( y ) : l i m l Q ( y ) , f a l l s e r e x i s t i e r t . 
Da im n i c h t d i s k o n t i e r t e n F a l l d i e Kosten auf lange S i c h t p r o p o r t i o n a l 
z u r Z e i t t s i n d , w i r d I g ( y ) für sehr große 9 a s y m p t o t i s c h l i n e a r 
wachsen. 
Abb. 23.1: a s y m p t o t i s c h l i n e a r e Gesamtkosten 
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Im stationären F a l l i s t d e shalb 
C: Kostenzuwachs pro Z e i t e i n h e i t 
e i n e k o n s t a n t e Größe. Es g i l t für 9 
l e ( y ) = C Ä t + l e _ A t ( y ) . (23.1) 
Aus dem r e k u r s i v e n Ansatz (beachte: mit zunehmender K a l e n d e r z e i t 
verkürzt s i c h der P l a n u n g s h o r i z o n t ) 
l 0 ( y ) = hyAt + (1 - X A t ) l e _ Ä t ( y ) + X A t l 0 _ A t ( y - 1) . y > 1 
1 Q(1) = hAt + ( 1 - X A t ) l e _ Ä t ( l ) + XAt[k + aD + l 0 _ A t ( D ) ] . 
(23.2) 
w i r d dann 
CAt + l 0 _ Ä t ( y ) = hyAt + (1 - X A t ) l 0 _ Ä t ( y ) + X A t l ^ J y - 1) , 
y > 1 (23.3) 
CAt + l e _ Ä t ( l ) = hAt + (1 - X A t ) l e _ A t ( l ) + X A t [ k + aD + l 0 _ Ä t ( D ) ] • 
H i e r i s t wieder u n t e r s t e l l t , daß e r s t b e i y = 0 b e s t e l l t w i r d . Der 
Ver s u c h muß z e i g e n , ob d i e s e r n a i v e Ansatz gelungen i s t , d.h. ob s i c h 
daraus vernünftige R e s u l t a t e für 1 und D a b l e i t e n l a s s e n . 
Wir s t e l l e n (23.3) i n der Form dar 
CAt + X A t l 0 _ Ä t ( l ) = hAt + XAt(k + aD) + X A t l 0 _ A t ( D ) 
CAt + X A t l 0 _ Ä t ( 2 ) = 2hAt + X A t l 0 _ Ä t ( l ) 
. (23.4) 
CAt + X A t l 0 _ A t ( D ) = DhAt + X A t l 0 _ A t ( D - 1) . 
B e i Summierung d i e s e r G l e i c h u n g e n f a l l e n d i e 1-Terme weg. Es b l e i b t 
D 
DC = h ^ i + X(k + aD) , 
i = l 
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a l s o 
h(D + 1) ^ Xk + Xa (23.5) 2 D 
D i e s i s t d i e stationäre K o s t e n r a t e (Kosten e i n e s Z y k l u s pro Z e i t e i n -
h e i t ) . S i e g i l t es zu mi n i m i e r e n : 
D i e s e l b e Z i e l f u n k t i o n h a t t e n w i r schon im d e t e r m i n i s t i s c h e n M o d e l l . Es 
g i l t a l s o auch b e i P o i s s o n Nachfrage ohne D i s k o n t i e r u n g d i e WILSON 
Formel 
Wie läßt s i c h C im s t o c h a s t i s c h e n Sinne i n t e r p r e t i e r e n ? 
D i e v e r s c h i e d e n e n Lagerbestände y = 1,2,...,D s i n d d i e möglichen 
Zustände des Systems. D i e W a h r s c h e i n l i c h k e i t TT^ , das System im Zustand 
y zu f i n d e n , i s t wegen der k o n s t a n t e n N a c h f r a g e r a t e X = co n s t für 
a l l e Zustände g l e i c h 
= 1,2, D. 
S c h r e i b e n w i r nun (23.5) i n der Form 
D 
h(D + 1) Xk 
2 + D + Xa -» Min D 
2Xk 
h (23.6) 
C = h (23.7) 
1) 2)3) 
1) m i t W a h r s c h e i n l i c h k e i t 1/D i s t der Lagerbestand y 
2) W a h r s c h e i n l i c h k e i t , das System im Zustand y = 1 zu f i n d e n 
3) m i t Rate X w i r d y = 0 und es i s t d i e Zahlung k + aD fällig, 
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so läßt s i c h (23.7) a l s der Erwartungswert der Kos t e n e i n e s Z y k l u s 
i n t e r p r e t i e r e n 
D 
c^: m i t t l e r e K o s t en e i n e s Z y k l u s pro Z e i t e i n h e i t im Zustand y. 
Di e Zu S t a n d s w a h r s c h e i n l i c h k e i t e n ir^ (im v o r l i e g e n d e n F a l l i s t TT^ = g) 
s i n d abhängig von der Losgröße D. 
Die Methode, das o p t i m a l e D über d i e M i n i m i e r u n g von (23.7) zu f i n d e n 
nennt man d i e METHODE DER ZUSTANDSWAHRSCHEINLICHKEITEN. (Darüber mehr 
I n t e r e s s a n t i s t , daß im v o r l i e g e n d e n F a l l b e i d e Ansätze z u r s e l b e n 
Z i e l f u n k t i o n , nur i n v e r s c h i e d e n e r G e s t a l t , führen. 
§24 REKURRENTER PROZEß 
S e i j e t z t X = X ( t ) von der Z e i t abhängig, d i e s e i t dem l e t z t e n E r e i g n i s 
v e r s t r i c h e n i s t . D i e s e S i t u a t i o n kann z.B. auf e i n e n Z e i t u n g s k i o s k 
z u t r e f f e n , der an e i n e r Straßenbahnhaltestelle s t e h t . D i e Kundschaft 
b i l d e n hauptsächlich d i e Straßenbahnfahrer. I n der Regel i s t d i e 
Straßenbahn unpünktlich. Das I n t e r v a l l z w i s c h e n zwei Ankünften i s t dann 
s t o c h a s t i s c h . Unter der obigen Annahme i s t d i e A n k u n f t s w a h r s e h e i n 1 i c h -
k e i t abhängig von der s e i t der l e t z t e n Ankunft v e r s t r i c h e n e n Z e i t . 
Je länger d i e Straßenbahn auf s i c h warten läßt, de s t o größer w i r d d i e 
W a h r s c h e i n l i c h k e i t , daß s i e im nächsten A u g e n b l i c k kommt. 
Der Zustandsraum i s t j e t z t z w e i d i m e n s i o n a l : 
Lager y und Z e i t t s e i t der l e t z t e n Nachfrage. Es i s t 
y=i 
i n §31.) 
I g C y ^ ) 1 K o s t e n f u n k t i o n b e i Lager anfangsbestand y und P l a n u n g s h o r i z o n t 
9, wobei s e i t der l e t z t e n Nachfrage d i e Z e i t t v e r s t r i c h e n 
i s t . 
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Wir nehmen wieder an, daß d i e K o s t e n f u n k t i o n b e i festem y für 9 -» 0 0 
l i n e a r m i t der Z e i t wächst, und zwar mit der Rate C. Dann führt der 
An s a t z "Gesamtkosten morgen = Gesamtkosten heute + C" a n a l o g zu (23.1) 
auf d i e G l e i c h u n g 
l e ( y . t + Ät) = l e _ Ä ( . ( y . t ) + CAt . (24.1) 
Entsprechend (23.2) l a u t e t der r e k u r s i v e Ansatz 
l e ( y . t + A t ) = hyAt + [1 - X ( t ) A t ] l 0 _ Ä t ( y , t + At) + 
+ X ( t ) A t M i n { l ö . (y - 1,0), Min{k + ax + 1 Q A +.(x,0)}} , (24.2) U-At - x ~ U-At X 1 I x>0 y>l 
da j e t z t e i n e Nachfrage a u f g e t r e t e n i s t 
l Q ( l . t + A t ) = hAt + [1 - X ( t ) A t ] U A , ( l , t + At) + 
U o~"A t 
+ X ( t ) A t Min {k + ax + 1 Q A , ( x , 0 ) } . (24.3) 
V A U—At x>0 
Wegen der S t a t i o n a r i t a t der Kostenzuwächse (9 -» °°) brauchen w i r den 
P l a n u n g s h o r i z o n t 9 n i c h t mehr e x p l i z i t zu berücksichtigen und v e r -
z i c h t e n d e s h a l b von nun an auf den Index 9 bzw. 9 - At. 
Die F u n k t i o n a l g l e i c h u n g e n (24.2) (24.3) s i n d d i s k r e t i n y und k o n t i -
n u i e r l i c h i n t . Es w i r d im fo l g e n d e n durch Rechnung g e z e i g t , daß s i e 
s i c h für At 0 so umformen l a s s e n , daß d i e K o s t e n f u n k t i o n 1 nur noch 
i n Abhängigkeit von y im Z e i t p u n k t t = 0 a u f t r i t t . Der Prozeß i n t e r e s -
s i e r t demnach nur zu den Ubergangszeitpunkten (für d i e F u n k t i o n X ( t ) 
s i n d d i e s d i e E r n e u e r u n g s z e i t p u n k t e , d o r t w i r d X ( t ) auf den S t a r t w e r t 
X(0) zurückgesetzt) E i n d e r a r t i g e r Prozeß heißt r e k u r r e n t e r Prozeß. 
f 0 für y > 0 , 
Wir t r e f f e n wieder d i e Annahme". Bestellmenge x ( y ) = \ 
[ D für y = 0 . 
Dann w i r d aus (24.2) u n t e r Verwendung von (24.1): 
~ ^ y ' * + At^ + ^ y , t ^ + M t ) l ( y . t + At) = hy - C + X ( t ) l ( y - 1.0) 
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und für At -» 0 w i r d daraus d i e l i n e a r e D i f f e r e n t i a l g l e i c h u n g 
- a i ^ > t } + X ( t ) l ( y , t ) = hy - C + X ( t ) l ( y - 1,0) . (24.4) 
Zwischenrechnung: Wir leisen (24.4) durch I n t e g r a t i o n . Nochmals (24.4): 
-1 + X ( t ) l = hy - C + X ( t ) l ( y - 1,0). 
Die I n t e g r a t i o n w i r d l e i c h t , wenn d i e l i n k e S e i t e d i e A b l e i t u n g 
e i n e s Produktes l»f i s t . 
Um d i e s zu e r r e i c h e n , m u l t i p l i z i e r e n w i r (24.4) m i t f ( t ) , dem sog. 
i n t e g r i e r e n d e n F a k t o r 
t 
-/ X(x)dx 
f ( t ) = e ° 
Die l i n k e S e i t e der ob i g e n G l e i c h u n g w i r d damit zu 
- I f + l X f , 
und das i s t wegen der s p e z i e l l e n G e s t a l t von f i d e n t i s c h m i t der 
A b l e i t u n g von l f 
- i f + ixf = - | ^ i f ) . 
Damit w i r d (24.4) z u 
- I ^ l f ) = [hy - C + X ( t ) l ( y - l , 0 ) ] f , 
und es b l e i b t nur noch d i e r e c h t e S e i t e zu i n t e g r i e r e n . Man erhält 
m i t t e l s p a r t i e l l e r I n t e g r a t i o n 
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t t 
n -/ X(x)dx m -/ X ( x ) d x 
/ f ( t ) d t = / 1-e ° = t f ( t ) |" + / t X ( t ) e ° dt 
o O v ' O s v ^ 
1) 2) 
3) =: a 
1) W a h r s c h e i n l i c h k e i t , daß k e i n E r e i g n i s b i s z u r Z e i t t e i n t r i t t 
2) W a h r s c h e i n l i c h k e i t , daß e i n E r e i g n i s z u r Z e i t t e i n t r i t t 
3) Erwartungswert des Z e i t i n t e r v a l l e s b i s zum nächsten E r e i g n i s 
D i e I n t e g r a t i o n der gesamten G l e i c h u n g e r g i b t 
t 
-/ X ( x ) d x 
- l f | " = (hy - C ) a + l ( y - 1,0) / X ( t ) e ° 
o 
t 
-/ X ( x ) d x 
- l f | " = (hy - C)a + l ( y - l , 0 ) ( - l ) e ° |" 
Wir s e t z e n l(y,o5)*0 = 0 voraus und e r h a l t e n a l s Lösung von (24.4) 
l ( y . O ) = (hy - C)a - l ( y - 1,0) . 
Damit i s t j e t z t d i e Z e i t t e l i m i n i e r t und w i r e r h a l t e n das Zwischen-
e r g e b n i s 
l ( y ) = (hy - C)o - l ( y - 1) . (24.5) 
S c h r e i b t man d i e R e k u r s i o n (24.5) aus, erhält man 
l ( y ) = a(hy - C) + l ( y - 1) = 
= a(hy - C) + (h(y - 1) - C) + [... + a ( 2 h - C + 1 ( 1 ) ) ] . . . ] ] . 
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und d e s h a l b g i l t insgesamt 
l ( y ) = a ( h i - C) + 1(1) 
i=2 
1 < y < D (24.6) 
1(1) = a ( h - C) + k + aD + 1(D) . 
(24.6) i s t e i n System von D Gleichungen i n den D + 1 Unbekannten 
1 ( 1 ) , 1 ( 2 ) 1 ( D ) , C . D i e Losgröße D w i r d a l s gegeben angesehen und 
s p a t e r durch M i n i m i e r e n bestimmt. Aus dem gewählten Optim i e r u n g s -
k r i t e r i u m " minimiere den stationären Kostenzuwachs p r o Z e i t e i n h e i t " 
f o l g t , daß das o p t i m a l e D nur von den r e l a t i v e n Werten von 1 zueinander 
abhängt. Da d e s h a l b e i n e s der l ( y ) willkürlich gewählt werden kann, 
s e t z e n w i r 
und e r h a l t e n 
bzw. 
1(1) := o ( h - C) 
l ( y ) = a Y ( h i - C) 
i = l 
i ( y ) 
ahy(y 
i ( i ) = a ( h - C) 
, 1 < y < D . (24.7) 
B e i P o i s s o n Nachfrage i s t 
und (24.7) w i r d zu 
a = / t X e ~ X t d t = 1 
l ( y ) = h y ( ^ x + X ) - £ . K y < D 
1(1) = i ( h - C). 
(24.8) 
D i e s e S p e z i a l i s i e r u n g i s t jedoch n i c h t w e s e n t l i c h . 
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l ( y ) heißt WERTFUNKTION der Dynamischen Optimierung. Durch Summieren 
der G l e i c h u n g e n (24.6) e l i m i n i e r t man d i e l ( y ) und g e l a n g t damit auch 
i n diesem F a l l ( v g l . (23.5)) z u r K o s t e n f u n k t i o n 
C = ^ L 1 I + X k + X a (24.9) 
woraus s i c h d i e o p t i m a l e Losgröße 
D = 2Xk (24.10) 
e r g i b t . 
§25 OPTIMALITÄTSBEWEIS 
Obige E r g e b n i s s e wurden u n t e r der Annahme e i n e r f e s t vorgegebenen 
S t r u k t u r der o p t i m a l e n B e s t e l l r e g e l von der Form " b e s t e l l e D, f a l l s 
y = 0" h e r g e l e i t e t . Nur i n n e r h a l b d i e s e s Typs e i n e r B e s t e l l r e g e l wurde 
o p t i m i e r t . Annahmen und auch E r g e b n i s s e s c h e i n e n p l a u s i b e l . Es f e h l t 
j e d o c h noch der Beweis, daß d i e o p t i m a l e B e s t e l l r e g e l auch d i e 
vorgegebene S t r u k t u r b e s i t z t . 
D i e n i c h t von v o r n e h e r e i n auf e i n e n bestimmten Typ von B e s t e l l r e g e l 
f e s t g e l e g t e o p t i m a l e W e r t f u n k t i o n gehorcht den F u n k t i o n a l g l e i c h u n g e n 
l ( y ) + CAt = hyAt + [1 - X A t ] l ( y ) + XAtMin { l ( y - l ) , M i n {k + ax + 
x 
+ l ( x ) } } , y > l , (25.1) 
1(1) + CAt = hAt + [1 - X A t ] l ( l ) + XAt Min {k + ax + l ( x ) } . 
x 
Wir z e i g e n nun, daß unsere R e s u l t a t e (24.8), (24.9), (24.10) d i e s e 
F u n k t i o n a l g l e i c h u n g e n erfüllen. Dazu s e t z e n w i r 1, C und D aus ( 2 4 . 8 ) , 
(24.9) und (24.10) i n (25.1) e i n . 
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l ( x ) e i n g e s e t z t : D i e Mi n i m i e r u n g Min{ } l i e f e r t 
x 
Min{k + ax + 2 X ^ X ~ X^" (konvex!) 
x 
dx = a + X X + 2X " X = ° 
_ C _ 1 _ X 
X " h 2 % 
C aus (24.9) e i n g e s e t z t : 
_ D + 1 ^ _ I _ ^ 
X " 2 + h hD 2 h a 
x = |(D + ^ ) . (25.2) 
D aus (24.10) e i n g e s e t z t : 
1 D 2 x = |(D + §-) = D 
Damit w i r d 
und 
denn 
Min {k + ax + l ( x ) } = 0 
x 
Min { l ( y - 1).0} = l ( y - 1) . y > 1 i ( y ) = y- [ M y ^ _ i i _ c ] t y > 1 
< o 
A l s o erfüllt d i e B e s t e l l r e g e l " b e s t e l l e D, f a l l s y = 0" insgesamt das 
P r i n z i p der O p t i m a l i t a t (25.1). Es b l e i b t noch zu z e i g e n , daß s i e d i e 
e i n z i g e Lösung der F u n k t i o n a l g l e i c h u n g e n (25.1) i s t . 
S e i x = D' < e i n e w e i t e r e B e stellmenge. D' i n (25.2) e i n g e s e t z t 
n 
1 D 2 
89 
führt zu dem W i d e r s p r u c h 
D' = g r > D . (25.3) 
Ebenso führt d i e Annahme x = D' > D zum Widerspruch. 
Bemerkung 1: D i s t d i e e i n z i g e r e e l l e Lösung von (25.1). Da 
n 
aber y und D auf g a n z z a h l i g e Werte eingeschränkt s i n d , können zwei 
benachbarte B e s t e l l m e n g e n D^, D^, (D^ = D^ + 1) o p t i m a l s e i n . 
Bemerkung 2: Es läßt s i c h z e i g e n , daß d i e R e c h e n s c h r i t t e 
1) Wähle D' 
2) berechne damit l ( y ) | ^ ( und C(D') 
aus (24.8), (24.9) und (24.10) 
3) berechne damit x = x(D') aus (25.2) 
zu e i n e r V e rbesserung ''x(D') i s t besser a l s D' '' führen, d.h. 
C(x ( D ' ) ) < C(D'), solange D' ^ D i s t . D i e o p t i m a l e Lösung D erhält 
man nach e n d l i c h v i e l e n V e r b e s s e r u n g s s c h r i t t e n ( e i n z i g e V oraussetzung: 
h, k, a s i n d a l l e n i c h t n e g a t i v ) . 
D i e s e Methode der Dynamischen Optimierung nennt man ENTSCHEIDUNGSITERA-
TION. E i n e sehr ausführliche D a r s t e l l u n g d i e s e r Methode f i n d e t man i n 
BECKMANN (1968) und HOWARD (1965). 
KAPITEL III: S T O C H A S T I S C H E E I N P E R I O D E N -
M O D E L L E 
§26 DAS ZEITUNGS J^GENPROBLEM 
M o d e l l m it p r o p o r t i o n a l e n Fehlmengenkosten 
B i s j e t z t waren d i e L a g e r h a l t u n g s m o d e l l e durch e i n e k o n t i n u i e r l i c h e Be-
s t and süber wachung gekennzeichnet. Zu jedem b e l i e b i g e n Z e i t p u n k t konnte 
e i n e B e s t e l l u n g aufgegeben werden. Im Gegensatz dazu stehen d i e P e r i o -
denmodelle. B e s t a n d s i n s p e k t i o n und/oder B e s t e l l u n g s i n d nur zu d i s k r e -
ten Z e i t p u n k t e n , d.h. zu Beginn e i n e r P e r i o d e möglich. S o f e r n n i c h t s 
anderes gesagt w i r d , s i n d d i e P e r i o d e n a l l e g l e i c h l a n g . 
Das e i n f a c h s t e P e r i o d e n m o d e l l i s t das E i n p e r i o d e n m o d e l l . H i e r e r s t r e c k t 
s i c h das Entscheidungsproblem nur über e i n e e i n z i g e P e r i o d e . D e r a r t i g e 
L a g e r h a l t u n g s p r o b l e m e t r e t e n a u f , wenn man d i e Güter nach A b l a u f der 
P e r i o d e n i c h t mehr v e r k a u f e n kann. H i e r z u zählen z.B. M o d e a r t i k e l , R e i -
seangebote und K a r t e n k o n t i n g e n t e für Großveranstaltungen und auch Ta-
g e s z e i t u n g e n . Für l e t z t e r e f o r m u l i e r e n w i r das a l s Z e i t u n g s j u n g e n p r o -
b1em bekann t e Grundmode11. 
Der Z e i t u n g s j u n g e k a u f t frühmorgens e i n e n Stoß Tageszeitungen und v e r -
s u c h t , s i e während des Tages zu v e r k a u f e n . D i e übrig g e b l i e b e n e n kann 
er nur m i t einem V e r l u s t zurückgeben. Hat er s i c h mit zuwenig Z e i t u n g e n 
e i n g e d e c k t , entgeht ihm e i n Gewinn. D i e Nachfrage i s t ungewiß, j e d o c h 
s e i i h r e V e r t e i l u n g bekannt. S e i n Entscheidungsproblem l a u t e t : W i e v i e l e 
Z e i t u n g e n k a u f e i c h , um meine Gewinnerwartung zu maximieren? 
S e i e n 
x: Bestand an Zeitungsexemplaren, den s i c h der Z e i t u n g s j u n g e früh-
morgens z u l e g t 
p^: W a h r s c h e i n l i c h k e i t , daß u Exemplare v e r k a u f t werden 
P ( u ) : W a h r s c h e i n l i c h k e i t , daß d i e Nachfrage ( e c h t ) k l e i n e r a l s u i s t 
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Erwartungswert von u 
V e r l u s t pro n i c h t v e r k a u f t e m aber bevorratetem Exemplar 
V e r l u s t pro Exemplar b e i Fehlmenge (entgangener Gewinn und 
Kundenarger). 
In t y p i s c h e n E n t s c h e i d u n g s s i t u a t i o n e n i s t g >> h. 
Die En t s che i dungs v a r i a b l e i s t der Anfangsbestand x. Unter der ( n i c h t 
einschränkenden) Annahme, daß a l l e e v t l . entstehenden Fehlmengen e r s t 
am Ende der P e r i o d e a u f t r e t e n , läßt s i c h das Problem v e r e i n f a c h e n . Es 
genügt dann, d i e S i t u a t i o n am Ende der P e r i o d e zu b e t r a c h t e n . D i e z e i t 
l i e h e V e r t e i l u n g des Gewinnes während der P e r i o d e kann außer a c h t 
b l e i b e n . D i e Große x i s t so zu wählen, daß der e r w a r t e t e Nutzen aus de 
S i t u a t i o n am Periodenende maximal w i r d : 
Max E{Nutzen am Periodenende} . 
x 
D i e N u t z e n f u n k t i o n hat h i e r d i e folgende G e s t a l t : 
Nutzen 
x - u 
Steigung g 
Abb. 26.1 N u t z e n f u n k t i o n des Z e i t u n g s j u n g e n 
am Periodenende 
D i e Z i e l f u n k t i o n i s t demnach 
x 03 






i { h ^ (x - u ) p u + g ^ (u - x ) p u } . (26.1) 
u=x+l 
Da man i n der P r a x i s n i c h t gerne mit u n e n d l i c h e n Summen a r b e i t e t , i s t 
es nützlich, d i e Z i e l f u n k t i o n umzuschreiben. Wir verwenden d i e I n t e -
g r a l d a r s t e l l u n g 
Min { h / (x - u)dP(u) + g / (u - x ) d P ( u ) } 
Min { (h + g) / (x - u ) p u d u + g(p. - x ) } . 
x o 
M i t t e l s p a r t i e l l e r I n t e g r a t i o n 
x x 
(h + g) / (x - u)p du = (h + g ) ( x - u)P(u) | X + (h + g) / P(u)du 
o ^ v ' o 
= 0, da P(u) = 0 
erhält man d i e Z i e l f u n k t i o n 
Min{ (h -f g) / P(u)du + g(p - x)} 
x o 
(26.2) 
d 2 X 
S i e i s t konvex, da — ^ /P(u)du = P x > 0 i s t . 
dx o 
A u s h { } = 0 f o l g t 
(h + g ) P ( x ) - g = 0 
x =p (Hl—) 
v h + e:y 
(26.3) 
D i e s e Lösung i s t l e i c h t zu e r m i t t e l n . Dazu muß man n i c h t d i e ganze 
V e r t e i l u n g s f u n k t i o n P kennen. Es genügt d i e I n f o r m a t i o n über P i n der 
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Umgebung des Punktes ^ jjj ^  . Der e i n f a c h s t e Weg z u r Bestimmung von x 
i s t f o l g e n d e r : 
Wegen P(x) = J J - S — 
i s t 1 - P(x) = . 
h + g 
S e i g = 10h. Dann i s t 1 - P(x) = y y = 9%. A l s o muß x so gewählt werden, 
daß man an 9% a l l e r Tage zuwenig Z e i t u n g e n h a t . 
Wir f r a g e n nun: 
Wie muß d i e Nachfrage b e s c h a f f e n s e i n , daß s i c h d i e Eindeckung m it 
einem Anfangsbestand x > 0 l o h n t ? E i n e Eckenlösung x = 0 t r i t t a u f , 
wenn g/(h + g) gerade den k r i t i s c h e n Wert P(0) e r r e i c h t . 
Das Geschäft l o h n t s i c h e r s t b e i 
5rT7 > p(°)-
Wenn a l s o im o b i g e n B e i s p i e l an höchstens 91% a l l e r Tage überhaupt e i n e 
Nachfrage a u f t r i t t , s o l l man das Geschäft aufgeben. 
M o d e l l m it n i c h t p r o p o r t i o n a l e n Fehlmengenkosten 
Um d i e Rechnung zu v e r e i n f a c h e n , wurde das zu lagernde Gut wie e i n e 
k o n t i n u i e r l i c h e V a r i a b l e behandelt (z.B Öl). Wir w o l l e n d i e s b e i b e -
h a l t e n . Tatsächlich bezogen s i c h d i e e r s t e n Anwendungen von O p e r a t i o n s 
Research und S t a t i s t i k auf Lagerhaltungsprobleme b e i der Versorgung von 
S c h i f f e n u.a. m i t T r e i b s t o f f für e i n e längere S e e f a h r t . I n d i e s e n 
Fällen hat es wenig S i n n , Fehlmengen mit p r o p o r t i o n a l e n K o s t e n zu 
bewerten. Wenn auf hoher See d r e i oder fünf E i n h e i t e n e i n e s w i c h t i g e n 
Gutes f e h l e n , i s t d i e s b e i d e Male g l e i c h schlimm. Deshalb i s t h i e r d er 
Ans a t z angebracht: 
x 0 0 
Min { h / (x - u)dP(u) + G / dP(u)} . (26.4) 
x o X 
G: k o n s t a n t e r Kostenwert für das A u f t r e t e n von Fehlmengen i n b e l i e -
b i g e r Höhe. 
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D i e o p t i m a l e Losgröße x bestimmt s i c h aus der Bedingung ^ { } = 0, 
d.h. 
hP(x) - Gp x = 0 . 
S e i d i e Nachfrage z.B. e x p o n e n t i a l v e r t e i 1 t m i t dem Erwartungswert 1/X: 
P(x) = 1 - e _ X x . Dann i s t 
h ( l - e " ^ ) - G X e " ^ = 0 
h = (h + G X ) e _ X x 
x = 1 • l n ( y PX) . (26.5) X In h 
Durch g e e i g n e t e Wahl der E i n h e i t läßt s i c h s t e t s h > 1 e r r e i c h e n . 
Deshalb besagt ( 2 6 . 5 ) , daß d i e Bevorratungsmenge s t e t s größer s e i n muß 
a l s der e r w a r t e t e Verbrauch. 
§27 AUSWERTUNG VON P ( x ) = r - f — _ _ v ß h + g 
E i n e der w i c h t i g s t e n i n der P r a x i s a u f t r e t e n d e n Nach f rage v e r t e i lungen 
i s t d i e P o i s s o n v e r t e i l u n g ( s i e h e §19). B e t r a c h t e t man das A u f t r e t e n der 
Nachfrage i n großen Zeiträumen, geht d i e P o i s s o n v e r t e i l u ng i n e i n e 
N o r m a l v e r t e i l u n g über mit der D i c h t e 
_1 ( x - p ) 2 
1 2 o 2 p ( x ) d x = e dx 
o 
Ii' Erwartungswert 
er • V a r i a n z . 
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Im m i t t l e r e n B e r e i c h läßt s i c h d i e N o r m a l v e r t e i l u n g g u t a p p r o x i m i e r e n 
d u r c h d i e 
LOGISTIK: P (x) = ; m Z 1.6 . v J , -mx 1 + e 
P(x,u,a) = U r . (27.1) 
1 + e" ° 
Der Wert m ~ 1.6 kommt so zustande: Die D i c h t e der Standardnormal-
v e r t e i lung b e i x = 0 i s t 1/ J2xr . Die D i c h t e der S t a n d a r d l o g i s t i k b e i 
x = 0 i s t 
, 1 -mx d 1 i me 
dx 1 , -mx ~ , , -mx. 2 A 4 1 + e 'x=0 (1 + e ) 'x=0 
Da b e i d e D i c h t e n g l e i c h groß s e i n s o l l e n , f o l g t daraus 
m = — £ 1.6 . 
Für das Zeitungsjungenproblern l a u t e t d i e Bedingung für d i e o p t i m a l e 
Losgröße b e i Verwendung d i e s e r A p p r o x i m a t i o n 
J s L 
1 + e 
und d e s h a l b 
m(x-p) h + g 1 + h 
o g 
m(x-ix) 
ö _ g 
" h 
x = ]i + - In J m h (27.2) 
Die o p t i m a l e Losgröße x i s t e i n e l i n e a r e F u n k t i o n von u. und o und e i n e 
zunehmende F u n k t i o n von ^ . Man s i e h t 
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g { ^ } h => x { | } n . (27.3) 
Untersuchen w i r nun d i e Kosten. S e i 
l ( x ) : Erwartungswert der Kosten des E i n p e r i o d e n m o d e l l s b e i o p t i m a l e r 
Losgröße x. 
Beim M o d e l l m i t p r o p o r t i o n a l e n F e h l mengenkos ten s i n d d i e e r w a r t e t e n 
K o s t e n gemäß (26.2) 
x 
l ( x ) = (h + g) / P(u)du + g(p - x) . (27.4) 
o 
und s p e z i e l l b e i l o g i s t i s c h v e r t e i l t e r Nachfrage 
x 1 
l ( x ) = (h + g) / i - dy + g ( u - x) = 
 
1 + e 
- - (y -uO 
m 
x — e 
(h + g) I jf °- dy + g ( p - x) 
o ~(y-v) 
1 + e 
"(x-n) 
(h + g) l l n [ l + e° ] + g ( f i - x) 
Man geht b e i der Verwendung der L o g i s t i k davon aus, daß e i n e n e g a t i v e 
Nachfrage vernachlässigt werden kann. 
S e t z t man j e t z t für das o p t i m a l e x den Ausdruck (27.2) e i n , erhält man 
In l 
l ( x ) = (h + g) l l n [ l + e ft] - g l In f = 
= ? [ ( h + g) m ^ - g l n g ] 
1 [ h l n L ± J L + g l nh_l_£] 
m L h & g J 
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und schließlich 
l ( x ) = (h + g) ^ [- — v y v & ; m L h + g h + g l n r — " TT—~— l n r — ^ — ] + g h + g h + g J (27.5) 
Nun weiß man, daß d i e ENTROPIE e i n e r W a h r s c h e i n l i c h k e i t s v e r t e i l u n g 
e < p r p 2 P n> = " 1 p i l n p i • 
p.. > 0, ^ p,. = 1, am größten w i r d b e i G l e i c h v e r t e i l u n g p^ = ... = P n • 
Deshalb nimmt d i e K o s t e n f u n k t i o n l ( x ) b e i festem a i h r e n maximalen Wert 
an, f a l l s 
h + g h + g 
d.h. für h = g, und man kann a l l g e m e i n f e s t s t e l l e n : 
Der Erwartungswert der Kosten l ( x ) s t e i g t an, 
f a l l s h -* g b e i fes t g e h a l t e n e m h + g . (27.6) 
Außerdem i s t für g > h 
U- > 0 und | i > 0 
oh 9g 
ö 1 
Wir z e i g e n nur ^ > 0 durch D i f f e r e n z i e r e n von (2 7 . 5 ) . 
öh m L h + l n g h + g h + g Ti + g J 
+ (h • g) £ [- — 
( h + g ) ' h + g (h + g ) 2 h + g 
> 0 
m h + g h 
> 0 
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Da d i e F u n k t i o n l ( x ) b e i Vertauschen von h und g unverändert b l e i b t , 
g i l t auch 
2 ! > o . 
Dazu e i n B e i s p i e l . S e i o = 1 und 
a) h = g = l ; 
b) h = 0.1; g = 10 . 
In b e i d e n Fällen i s t das geometrische M i t t e l von h und g g l e i c h E i n s , 
aber 
a) l ( x ) = 0.77; 
b) l ( x ) = 0.317 . 
h 4= g bedeutet, es g i b t für das E i n p e r i o d e n m o d e l l günstige und ungün-
s t i g e Eindeckungen. Das E r g e b n i s (27.6) der obigen Untersuchung besagt 
nun: j e d e u t l i c h e r s i c h d i e günstigen von den ungünstigen i n den Kosten 
u n t e r s c h e i d e n , d e s t o größer i s t d i e E f f i z i e n z e i n e r o p t i m a l e n B e s t e l l -
r e g e l . D i e s g i l t b e i j e d e r b e l i e b i g e n N a c h f r a g e v e r t e i l u n g . 
§28 ZEITLICHE STRUKTUR DES ZEITUNGSJUNGENFROBLEMS 
O p t i m a l e Periodenlänge 
B e t r a c h t e n w i r a n s t e l l e des Ze i t u n g s j u n g e n e i n e n Eisverkäufer i n einem 
Fußbai 1S t a d i o n . Er v e r k a u f t während des S p i e l e s und auch schon v o r h e r 
E i s , das er i n einem Bauchladen m i t s i c h führt. Durch d i e f r e i e Wahl 
des Verkauf beg i n n s kann er ( i n Grenzen) d i e Länge der V e r k a u f s p e r i o d e 
f r e i wählen. G i b t es für i h n e i n e o p t i m a l e Periodenlänge i n diesem 
E i n p e r i o d e n p r o b l e m ? 
Wir h a t t e n v o r h i n P o i s s o n Nachfrage u n t e r s t e l l t , d i e w i r dann m i t t e l s 
der L o g i s t i k a p p r o x i m i e r t e n . Beim P o i s s o n Prozeß s i n d Erwartungswert 
und S t r e u u n g p r o p o r t i o n a l z u r Z e i t ( v g l . §19) 
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= a 2 = XT, d.h. - • 
Di e L a g e r - und Fehlmengenkosten s i n d e b e n f a l l s p r o p o r t i o n a l zu T 
hj, = hT; g T = gT. 
Damit e r h a l t man für d i e E i n p e r i o d e n k o s t e n b e i l o g i s t i s c h v e r t e i l t e r 
N achfrage (27.5) den zeitabhängigen Ausdruck 
l T ( x ) = (h + g)T ^  e x p [ - ^ In * - i n g - t - ] 
D i e e r w a r t e t e n Gesamtkosten pro Z e i t s i n d 
4 
D i e o p t i m a l e Periodenlänge b e i l o g i s t i s c h v e r t e i l t e r Nachfrage i s t 
H i e r b e i wurde jedoch e i n e grobe V e r e i n f a c h u n g vorgenommen: Das 
zufällige E r e i g n i s " e i n e Nachfrage t r i t t a u f " w i r d exakt auf das 
Per iodenende ge1egt. 
Genauer wäre es, das z e i t l i c h e A u f t r e t e n der Nachfrage i n n e r h a l b der 
P e r i o d e zu berücksichtigen. 
Genauerer A n s a t z 
Wir u n t e r s t e l l e n wieder e i n e P o i s s o n Nachfrage. Im M o d e l l m i t f e s t e r 
Periodenlänge (genau e i n e Z e i t e i n h e i t ) war 
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] ( x ) = (h + g) Y p ( u ) + SO* " x ) • 
u=0 
J e t z t i s t P(u) = p t ( u ) u n d V- = u n d d i e K o s t e n f u n k t i o n l a u t e t 
l T ( x ) = / { ( h + g) l P t ( u ) + g ( n t - x ) } d t . (28.1) 
u=0 
B e i P o i s s o n Nachfrage mit Rate X i s t 
i X t ^ -Xt 
f i t = Xt 
M i t d i e s e n Ausdrücken w i r d d i e Z i e l f u n k t i o n (28.1) zu 
l T ( x ) = / (h + g) l l e " X t L l t U / X t d t - g x T 
° u=o j=o ° 
(28.2) 
Zwischenrechnung: Es i s t 
} l ^ e - X t d t = _ l i X T i i e - X T + } i X ^ i e - X t d t 
( j - l ) ' 
u v ... ( f o r t g e s e t z t e p a r t i e l l e I n t e g r a t i o n ) 
£ E l " P T ( J ) 3 
M i t H i l f e d i e s e r Zwisehenrechnung w i r d aus (28.2) 
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1 T ( X ) = ( h + g) l £ [1 - p t ( J ) ] + g A |1 - g x T (28.3) 
u=o j=0 
Näherung 
Wir a p p r o x i m i e r e n d i e P o i s s o n V e r t e i l u n g für große XT durch d i e 
L o g i s t i k 
P T ( u ) 
1 + e 
Dann w i r d aus (28.3) 
(28.4) 
v , x u 
u=o r=o 
1 + e 
dr du + gX 7) g x T 
(28.5) 
Wir s e t z e n 
u "(r - Hj.) 
1 + e 
dr = u - - l n 1 + e > " ^T
} 
i n (28.5) e i n und e r h a l t e n 
l T ( x ) 
h + 
X J \ m u=o I 
1 + el 
"(u " M T)" 
du + gX ^ g x T . 
(28.6) 
Nun w i r d d i e s e K o s t e n f u n k t i o n bezüglich x ( b e i festem T) m i n i m i e r t . 
4^ - = 0 l i e f e r t dx 
h + g 
X x - - l n m 1 + e 
- ( X - Hj.) 
gT = 0 
1 0 2 
gXT o . r 0 - - — = x In n + g m 1 + e 
= x - - l n m 
m/ x m, x 
+ 1 e 
In 
™(x - i^y 
1 + e + ^ 
Es i s t = XT und a = 4XT , d e s h a l b •v <-p h 4XT , XT r = l n h + g m 1 + e - — (x - XT) n[XT 
D i e Auflösung nach x l i e f e r t d i e o p t i m a l e Losgröße 
4XT , x = l n m nvfXT • 1 
+ XT 
1 + g/h - 1 
(28.7) 
E i n e Plausibilitätsbetrachtung zeigt'. 
Wächst g/h, so wächst auch d i e o p t i m a l e Losgröße x. 
Man kann d i e P o i s s o n V e r t e i l u n g i n der Z i e l f u n k t i o n (28.2) auch d u r c h 
d i e N o r m a l v e r t e i l u n g a p p r o x i m i e r e n : 
m i t u. = X t ; o - J x T . Die o p t i m a l e Losgröße x läßt s i c h dann j e d o c h 
n i c h t mehr e x p l i z i t angeben. 
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§29 EXAKTER ANSATZ 
Wir wollen j e t z t den exakten Ansatz bei Poisson Nachfrage herleiten. 
Seien wie vorhin 
u: Nachfrage innerhalb T 
p^(T): Wahrscheinlichkeit, daß u Stück nachgefragt werden i n [o,T] 
p (T) = £ f £ e " * T u u! 
x: Anfangsbestand 
Es treten 2 F a l l e auf: u < x und u > x 
Bestand Bestand 
Abb. 29.1". Lager Situationen für die zwei Fälle 
Für die Lager- und Fehlmengenkosten während der Periode T ergibt sich 
der Ausdruck 
h • T X + x - u für u < x 
f (x) = < u v ' ' hx x _ t g(u-x) u - x _ r.. x — . - T + ^ - — t - • • T , fur u > x 2 u 2 u 
(29.1) 
Der Erwartungswert dieser Einperiodenkosten bei Anfangsbestand x i s t 
1 0 4 
co u 





+ f l J ^ _ ü l _ P u ( T ) . (29.3) 
wobei A l ( x ) d i e e r s t e D i f f e r e n z l ( x + l ) - l ( x ) b e d e u t e t . 
Es i s t j e t z t A l ( x ) zu berechnen. Diese Aufgabe s t e l l t s i c h b e i v i e l e n 
Lage r ha 1 tung sp rob lernen, b e i denen der Lagerbestand e i n e d i s k r e t e 
V a r i a b l e i s t . F a l l s l ( x ) n i c h t i n v e r s c h i e d e n e n I n t e r v a l l e n u n t e r -
s c h i e d l i c h d e f i n i e r t i s t und f a l l s d i e Summationsgrenzen n i c h t von x 
abhängen, läßt s i c h der D i f f e r e n z e n o p e r a t o r A u n t e r das Summenzeichen 
z i e h e n . D i e s e Voraussetzungen s i n d jedoch wegen (29.1) n i c h t gegeben. 
Wir z e i g e n , daß man h i e r dennoch so v e r f a h r e n kann ( v g l . SASIENI e t . 
a l . S. 305 f f ) . 
D i e F u n k t i o n f der L a g e r - und Fehlmengenkosten s e t z t s i c h stückweise 
aus den b e i d e n für a l l e x-Werte d e f i n i e r t e n T e i 1 f u n k t i o n e n f i und f2 
zusammen 
f (x) = u v } 
f i ( x ) 1, u v J für u < x 
f 0 (x) , für u > x 2,u v J 
M i t der Abkürzung 
f ( X ) = f (x) i * E £ e " X T u u u! 
läßt s i c h (29.2) s c h r e i b e n a l s 
00 
l ( x ) = l f u ( x ) . 
u=o 
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Nun g i l t b e i b e l i e b i g e n monoton wachsenden Summationsgrenzen a ( x ) und 
b(x) 
b ( x + l ) 
l ( x + 1) = Y ? U ( X + 1 ) 
u=a(x+l) 
b ( x ) b ( x + l ) a ( x + l ) - l 
a ( x ) b ( x ) + l a ( x ) 
und d e s h a l b auch 
b ( x ) b ( x + l ) a ( x + l ) - l 
A l ( x ) = l A f u ( x ) + l f u ( x + l ) - l ?u(x+1) • (29'4) 
a ( x ) b ( x ) + l a ( x ) 
Wegen 
f u ( x ) = { 
f. ( x ) , für u < x 
1, u v J 
f 0 (x) , für u > x 
2, u v ' 
i s t 
K x ) = 2 f l ) U M + l f 2 , u W 
u=b(x)+l u=o 
wobei h i e r b ( x ) = x. 
Zur E r m i t t l u n g von AI wenden w i r (29.4) auf d i e b e i d e n Summen der 
r e c h t e n S e i t e an und e r h a l t e n 
b ( x ) 
A l ( x ) = l A f l i U ( x ) + l Af (x) 
u=o u=b(x)+l 
b ( x + l ) 
+ l $1. ~ ? 2 , u < X + 1 ^ 
b ( x ) + l 
Da b(x) = x i s t , beschränkt s i c h d i e l e t z t e Summe auf 
106 
- (x+1) - f n ^ ( x + l ) l , x + l v J 2 , x + l v J 
S i e b e s i t z t den Wert N u l l , denn wie man aus (29.1) e r k e n n t , g i l t für 
u = x + 1 d i e G l e i c h u n g f, (x) = f n ( x ) . 
to l , u v ' 2,u v J 
Man d a r f a l s o den D i f f e r e n z e n o p e r a t o r u n t e r das Summenzeichen z i e h e n . 
D i e Optimalitätsbedingung für d i e s e s d i s k r e t e Problem l a u t e t 
A l ( x - l ) < 0 < A l ( x ) . 
D i e s führt zu 
f X oo p (T) 1 
A l ( x ) = (h + g)T l p u ( T ) + (x + \) l - S i j j — - gT . (29.5) 
^ u=o u=x+l 
D i e M i n i m i e r u n g der e r w a r t e t e n E i n p e r i o d e n k o s t e n b e d e u t e t : 
wähle den g e r i n g s t e n g a n z z a h l i g e n Wert x, der d i e Bedingung erfüllt 
M(x) > r - f — v ' h + g (29.6) 
wobei 
X 0 0 P (T) 
M(x) = l p u ( T ) + (x + I ) l J L j -
u=o u=x+1 
und s p e z i e l l b e i P o i s s o n Nachfrage 
„ ( x ) = l M l ! e - W + ( x + i ) l £lf e ^ T . (29.7) 
u=o u=x+l 
W i l l man neben der o p t i m a l e n Losgröße auch den Z i e l f u n k t i o n s w e r t l ( x ) 
s e l b s t e r m i t t e l n , s t a r t e t man am best e n b e i k = 0 und berechnet der 
Reihe nach den Wert M(k) für k = 1,2,... solange, b i s d i e Bedingung 
(29.6) zum e r s t e n m a l erfüllt i s t . Das zugehörige k i s t d i e o p t i m a l e 
Losgröße x. D i e Werte M(k) verwendet man zur Berechnung von l ( x ) . 
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Es i s t 
A l ( x ) = (h + g)TM(x) - gT . 
Daraus erhält man sehr l e i c h t l ( x ) : 
x-1 
l ( x ) = 1(0) + l A l ( k ) . 
k=o 
Da 
_ T S e T ( P o i s s o n ) 
u=o 
i s t 
2 X " X 
l ( x ) = + Y A l ( k ) . (29.8) 
k=o 
D i e s i s t der Erwartungswert der Lager- und K n a p p h e i t s k o s t e n für e i n e 
P e r i o d e der Länge T. 
Optimale Periodenlänge 
B i s j e t z t war d i e Periodenlänge T f e s t . Nun berechnen w i r näherungs-
weise im l e t z t e n S c h r i t t d i e minimalen D u r c h s c h n i t t s k o s t e n e i n e r 
P e r i o d e pro Z e i t e i n h e i t . 
, l T ( x ) 
Min c(T) = Min { £ + - ~ r — } (29.9) 
E i n f a c h s t e r Weg: Es i s t c(T) e i n e konvexe F u n k t i o n m i t l i m c ( T ) = °°. 
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c (T) 
T 
Abb. 29.2: Optimale Periodenlänge 
Wir berechnen für d r e i v e r s c h i e d e n e Werte , T^, T^, d i e i n der Nähe 
von T l i e g e n s o l l e n , d i e D u r c h s c h n i t t s k o s t e n c ( T ^ ) , c{T^), C ( T 3 ) u n < * 
a p p r o x i m i e r e n c(T) d u r c h e i n e F u n k t i o n vom Typ f ( T ) = ^ + ß + nr • T. 
D i e s e i s t d u r c h d i e d r e i Punkte ( ^ . c ^ ) ) , (T 2»c(T 2)), ( T 3 > c ( T 3 ) 
e i n d e u t i g bestimmt. Das Minimum l i e g t b e i 
(29.10) 
§30 ÜBERBUCHEN BEI RESERVIERUNG 
E i n S t a n d a r d b e i s p i e l für Uberbuchen i s t d i e H o t e l r e s e r v i e r u n g : I n einem 
großen H o t e l s o l l während der Hochsaison e i n e Tagung a b g e h a l t e n werden. 
D i e Besucher melden i h r e Teilnahme beim V e r a n s t a l t e r an. D i e s e r h a n d e l t 
beim Hotelmanager e i n e Preisermäßigung aus und bucht für d i e angemel-
d e t e n T e i l n e h m e r d i e Ubernachtungen. 
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Der Hotelmanager weiß aus E r f a h r u n g , daß b e i größeren V e r a n s t a l t u n g e n 
s t e t s e i n i g e angemeldete Teilnehmer ohne v o r h e r i g e Absage n i c h t e r -
s c h e i n e n (sog. no shows). Es kann für i h n d e s h a l b r e n t a b e l s e i n , 
weniger Zimmer f r e i z u h a l t e n a l s gebucht s i n d . S e i 
b: gebuchte Zimmer ( j e d e r Teilnehmer bucht e i n E i n z e l z i m m e r ) 
x: f r e i g e h a l t e n e Zimmer (Kapazität) 
h: K o s t e n für d i e F r e i h a l t u n g e i n e s Zimmers b e i N i c h t e r s c h e i n e n . Der 
n i c h t e r s c h i e n e n e Gast z a h l t nur den ermäßigten P r e i s . Hätte man 
gewußt, daß er n i c h t kommt, hätte man das Zimmer zum normalen 
P r e i s v e r m i e t e n können, h i s t g l e i c h dem Tagungsrabatt. 
g: Fehlmengenkosten. Der angemeldete Gast t r i f f t e i n , aber das Zimmer 
i s t b e r e i t s an jemand anderen v e r m i e t e t . Das H o t e l muß d i e K o s t e n 
für d i e e x t e r n e U n t e r b r i n g u n g des Gastes, i . a . i n e i n e r höheren 
P r e i s k l a s s e , übernehmen. 
u: Z a h l der tatsächlich ersche i n e n d e n Tagungsteilnehmer 
q: W a h r s c h e i n l i c h k e i t für das N i c h t e r s c h e i n e n e i n e s Gastes 
B e i b Buchungen l a u t e t d i e W a h r s c h e i n l i c h k e i t , daß u Gäste kommen 
P u ; b = 0(1 - q)V"U (30.1) 
und d i e k u m u l i e r t e W a h r s c h e i n l i c h k e i t P(u;b) = W a h r s c h e i n l i c h k e i t , 
Nachfrage < u b e i b Buchungen 
u 
P(u;b) = J " q ) Y q l " y • { 3 ° ' 2 ) 
y=o 
Das v o r l i e g e n d e Optimierungsproblem i s t vom Typ des Z e i tungs jungenpro-
blems. D i e E n t s c h e i d u n g s v a r i a b l e x i s t der v o r z u h a l t e n d e B e s t a n d an 




D i e oben zugrunde g e l e g t e B i n o m i a l v e r t e i l u n g b e s i t z t den Erwartungswert 
und d i e Streuung 
H = b ( l - q) ; 
o 2 = b q ( l - q) . 
Wenn b groß i s t , a p p r o x i m i e r t man d i e s e V e r t e i l u n g durch d i e 
N o r m a l v e r t e i l u n g (sog. Normalapproximation). Dann w i r d aus (30.3) 
x - b ( l - q) 
^ b q ( l - q) J g + h ' 
N i s t d i e V e r t e i l u n g s f u n k t i o n der s t a n d a r d i s i e r t e n N o r m a l v e r t e i l u n g . 
A p p r o x i m i e r t man d i e N o r m a l v e r t e i l u n g durch d i e L o g i s t i k , erhält man 
aus der obi g e n Beziehung 
1 1 
m [ x - b ( l - q ) ] 1 + ^ 
- ~ m [x " b ( l - q ) ] 
e ^ q ( i - q ) = | 
Wir lösen d i e s e G l e i c h u n g nach x auf und e r h a l t e n für d i e o p t i m a l e 
Losgröße f o l g e n d e Formel 
= S E i i l n S + b ( l - q) 
m h 
Auch h i e r g i l t w ieder 
x { | } M l { | } 1 
d.h. überwiegen d i e F e h l mengenkos ten, w i r d d i e Bevorratung größer s e i n 
a l s der e r w a r t e t e Absatz. S i n d hingegen d i e L a g e r h a l t u n g s k o s t e n größer 
a l s d i e F e h l mengenkos ten, i s t es umgekehrt. 
KAPITEL IV: S T O C H A S T I S C H E M O D E L L E M I T 
K O N T I N U I E R L I C H E R Ü B E R W A C H U N G 
§31 METHODE DER ZUSTANDSWAHRSQHEINLICHKEITEN 
In §23 i s t uns b e r e i t s e i n L a g e r h a l t u n g s m o d e l l m it k o n t i n u i e r l i c h e r 
Überwachung begegnet. Dort wurde e i n e P o i s s o n Nachfrage u n t e r s t e l l t . Es 
z e i g t e s i c h , daß un t e r d i e s e r s p e z i e l l e n Annahme d i e o p t i m a l e B e s t e l l -
menge D d i e s e l b e war wie beim d e t e r m i n i s t i s c h e n M o d e l l mit k o n s t a n t e r 
N a c h f r a g e r a t e . D wurde d u r c h d i e WILSON Formel bestimmt. Die I n t e r p r e -
t a t i o n der Z i e l f u n k t i o n C im s t o c h a s t i s c h e n S i n n führte zur Methode der 
Z u s t a n d s w a h r s c h e i n 1 i c h k e i t e n . 
Wir w o l l e n i n diesem K a p i t e l das Mo d e l l mit k o n t i n u i e r l i c h e r Über-
wachung bezüglich Nachfrageprozeß und L i e f e r z e i t v e r a l l g e m e i n e r n . Dabei 
verwenden w i r u.a. wieder d i e Methode der Z u s t a n d s w a h r s e h e i n I i c h k e i t e n . 
D i e Grundidee d i e s e r Methode läßt s i c h i n d r e i S c h r i t t e n s k i z z i e r e n . 
1. S c h r i t t : F e s t l e g u n g der S t r u k t u r der o p t i m a l e n B e s t e l l r e g e l i n 
p a r a m e t r i s i e r t e r Form ( h i e r z.B. " b e s t e l l e D, f a l l s y = 0"; D i s t der 
Parameter mit noch unbekanntem O p t i m a l w e r t ) . 
2. S c h r i t t ^ H e r l e i t u n g der stationären Z u s t a n d s w a h r s c h e i n l i c h k e i t e n . 
S e i 7 r y ( t ) d i e W a h r s c h e i n l i c h k e i t , daß s i c h das System z u r Z e i t t im 
Zustand y b e f i n d e t . Dann heißt 
T< D>:= l i m T< D>(t) 
V V 
d i e W a h r s c h e i n l i c h k e i t des Zustands y u n t e r Verwendung der f i x e n 
Losgröße D. 
Im a l l g e m e i n e n hängt d i e stationäre V e r t e i l u n g T T ^ ^ von der Anfangs-
v e r t e i l u n g T T ^ ( O ) und vom Parameter D der B e s t e l l r e g e l ab. Es läßt 
s i c h z e i g e n , daß b e i dem v o r l i e g e n d e n L a g e r h a l t u n g s m o d e l l und der 
1 1 2 
B e s t e l l r e g e l " b e s t e l l e D, f a l l s y = 0" d i e G r e n z v e r t e i l u n g TT ; 
e x i s t i e r t und unabhängig von der A n f a n g s v e r t e i l u n g T T ^ ( O ) i s t . 
3. S c h r i t t : M i n i m i e r u n g der e r w a r t e t e n Kosten pro Z e i t e i n h e i t , d.h. des 
stationären Erwartungswertes 
C : K o s t e n p r o Z e i t e i n h e i t im Zustand y. 
Im F a l l der P o i s s o n Nachfrage i s t i n zufällig h e r a u s g e g r i f f e n e r Z e i t 
der L a g e r b e s t a n d g l e i c h v e r t e i l t ( v g l . §23). 
J e t z t v e r a l l g e m e i n e r n w i r den Nachfrageprozeß. Wir nehmen an, daß 
nacheinander KaufInteressenten e i n t r e f f e n . S e i 
p^: W a h r s c h e i n l i c h k e i t , daß e i n Kunde u E i n h e i t e n k a u f t , 
u = 0,1,2,... 
Für d i e Kundenankünfte u n t e r s t e l l e n w i r e i n e n P o i s s o n Prozeß. Damit 
b e s c h r e i b t der Nachfrageprozeß e i n e n zusammengesetzten P o i s s o n Prozeß 
( v g l . §19). 
E i n e z e i t l i c h e B e t r a c h t u n g , d.h. e i n e K o s t e n r e k u r s i o n t -> t + At i s t 
k o m p l i z i e r t . Da es b e i der Z i e l f u n k t i o n aber nur auf d i e Erwartungs-
werte ankommt, kann man so tun, a l s ob d i e Kundenankünf t e genau 1/X 
Z e i t e i n h e i t e n a u s e i n a n d e r l i e g e n . D i e s i s t der Erwartungswert e i n e s 
Z w i s c h e n a n k u n f t s i n t e r v a l l s . Dadurch v e r e i n f a c h t s i c h der s t o c h a s t i s c h e 
Prozeß zu e i n e r M a r k o v k e t t e , b e i der zu jedem E r e i g n i s e i n Ubergang von 
einem L a g e r z u s t a n d i n e i n e n anderen ( b e i u = 0 i n denselben) s t a t t -





Abb. 31.1: Zustands - Ubergangsdiagramm 
I s t d i e Nachfrage größer a l s der Bestand, dann i s t der neue Zustand 
y = 0 und d i e n i c h t b e f r i e d i g t e Nachfrage geht v e r l o r e n . 
Für d i e B e s t e l l r e g e l l e g e n w i r wieder d i e bekannte S t r u k t u r zugrunde 
B e s t e l l m e n g e z ( y ) = 
0, für y > 0 , 
D, für y = 0 . 
In diesem Markovkettenmodell f i n d e n d i e Übergänge nach j e w e i l s 1/X 
Z e i t e i n h e i t e n s t a t t . Für den Zustand y = 0 g i l t f o l g e n d e V e r e i n b a r u n g : 
Das System v e r h a r r t 1/X Z e i t e i n h e i t e n i n diesem Zustand und d i e B e s t e l -
l ung w i r d e r s t am Ende der P e r i o d e aufgegeben ( b e i s o f o r t i g e r L i e f e -
r u n g ! ) . Somit e n t s t e h e n i n d i e s e r P e r i o d e k e i n e L a g e r k o s t e n . 
Für d i e stationären Z u s t a n d w a h r s c h e i n l i c h k e i t e n g e l t e n d i e Bestimmungs-
g l e i c h u n g e n : 
00 
1*1 l P u ; 
U = l 
0 < y < D-1 
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Das s i n d EH-2 G l e i c h u n g e n für D+l Unbekannte; e i n e G l e i c h u n g i s t jedoch 
l i n e a r abhangig, denn (3 1 . 2 ) , (31.3) l e g e n d i e Werte TT^, 
y = 0,1,2 D nur r e l a t i v z ueinander f e s t . Deshalb benötigt man noch 
d i e N o r m i e r u n g s g l e i c h u n g (31.4). 
Geometrische V e r t e i l u n g der Nachfrage 
S e i d i e Nachfrage u e i n e s Kunden g e o m e t r i s c h v e r t e i l t : 
p = (1 - p ) p U ; 0 < p < 1 , u = 0,1,2.. 
Dann i s t 
00 
* D = 0 - P) }\ l Pu 
1=0 U=l 
oo 
= (1 - p ) l TT.p 1 l p U 
i=o u=o 
TT Ä (1 - p ) l TT.p 1 -y 
i=y 
= (1 - p)7T y + P ( l " p ) ^ TT.P i=y+l i-(y+i) TT = TT y y+i 
V i 
y = 0,1 ,D-2 




TT D , für y = D, 
(1 - p)7r D, für 0 < y < D-1. 
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M i t H i l f e der Normierungsbedingung (31.4) kann j e t z t TT^ berechnet 
werden^ 
D 2 ^ = 1 * * . 1 'D " 1 + D - Dp ' 
Die stationären Z u S t a n d s w a h r s c h e i n l i c h k e i t e n l a u t e n a l s o 
TT — \ 
y 
l 
1 + D - Dp 
1 - P 
1 + D - Dp 
, für y = D , 
, für 0 < y < D-1 
(31.5) 
J e t z t kann d i e Z i e l f u n k t i o n i n Abhängigkeit von D f o r m u l i e r t werden. 
D i e K o s t e n C im Zustand y s i n d 
y 
hy , für 1 < y < D 
k + aD , für y = 0 . 
(31.6) 
D i e e r w a r t e t e n K o s t en p r o Z e i t e i n h e i t (31.1) werden im v o r l i e g e n d e n 
F a l l zu 
D-1 
hDir D + h ^ yir + (k + aDJir^ -> Min 
y=l D 
S e t z t man für d i e Z u s t a n d s w a h r s e h e i n l i c h k e i t e n d i e gefundenen Werte 
(31.5) e i n , e r h a l t man d i e Z i e l f u n k t i o n 
k + a D + h D ( I z I l hD 
1 + D ( l - p ) -> Min D (31.7) 
Der e r s t e Bruch b e s i t z t e i n e Ähnlichkeit z u r Z i e l f u n k t i o n (2.1) des 
WILSON M o d e l l s . Für d i e o p t i m a l e Losgröße D* läßt s i c h aus (31.7) k e i n 
g e s c h l o s s e n e r Ausdruck angeben. D i e Z i e l f u n k t i o n (31.7) läßt s i c h aber 
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l e i c h t auswerten. Es w i r d empfohlen, d i e Auswertung m i t der ganzzah-
l i g e n WILSON Losgröße zu beginnen und i n e i n e r g a n z z a h l i g e n Umgebung 
f o r t z u s e t z e n , b i s man den minimalen Wert gefunden h a t . 
§32 POISSON NACHFRAGE, EXPONENTIELLE LIEFERZEIT 
Nun b e t r a c h t e n w i r M o d e l l e m it L i e f e r z e i t . 
S e i d i e Nachfrage P o i s s o n v e r t e i l t und d i e L i e f e r z e i t e x p o n e n t i a l v e r -
t e i l t . 
X: Nachf r a g e r a t e 
p: L i e f e r r a t e 
Da d i e L i e f e r z e i t größer N u l l i s t , w i r d es i . a . n i c h t mehr o p t i m a l 
s e i n , e r s t b e i y = 0 z u b e s t e l l e n . Man w i r d e i n e B e s t e l l u n g b e r e i t s b e i 
y = s > 0 aufgeben. 
D i e Losgröße s e i D. Dann i s t ab dem Z e i t p u n k t , z u dem Bestand zum 
erst e n m a l den Wert s annimmt, d i e Größe 
S = s + D 
der maximale Lage r b e s t a n d . 
Da der La g e r b e s t a n d k o n t i n u i e r l i c h überwacht w i r d , w i r d e i n e B e s t e l l u n g 
genau b e i y = s aufgegeben. B i s zu ihrem E i n t r e f f e n kann das Lager 
z w i s c h e n z e i t l i c h w e i t e r abgesunken s e i n . Es i s t aber n i c h t e r l a u b t , 
e i n e w e i t e r e B e s t e l l u n g vorzunehmen, ehe d i e l e t z t e B e s t e l l u n g e i n g e -
t r o f f e n i s t . 
D i e B e s t e l l r e g e l i s t vom Typ e i n e r sogenannten 
(s,D) - P o l i t i k , 
auch Zwei-Behälter-Regel ( T w o - B i n - P o l i c y ) genannt. 
S i e wurde früher von den Heringsverkäufern p r a k t i z i e r t . S i e h a t t e n e i n 
o f f e n e s Faß und e i n noch g e s c h l o s s e n e s Faß i n Reserve. S o b a l d das 
o f f e n e Faß l e e r war, wurde das z w e i t e Faß geöffnet und g l e i c h z e i t i g e i n 
neues Faß b e s t e l l t . 
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B e i M o d e l l e n m i t L i e f e r z e i t i s t s i n n v o l l e r w e i s e 
D > s . (32.1) 
Denn wäre D < s und das Lager b i s zum E i n t r e f f e n der L i e f e r u n g auf 
y = 0 abgesunken, dann wäre der neue Lager b e s t a n d nach E i n t r e f f e n der 
L i e f e r u n g y = D < s und man müßte s o f o r t wieder b e s t e l l e n . 
Abb. 32.1: O p e r a t i o n s c h a r a k t e r i s t i k e i n e s L a g e r s b e i 
(s,D) - P o l i t i k . B = B e s t e l l u n g ; L = L i e f e r u n g ; 
L - B = L i e f e r z e i t . 
Der i n f o l g e von L a g e r d e f i z i t e n entgangene Umsatz gehe v e r l o r e n (LOST 
SALES). 
Wie groß s i n d d i e Z u s t a n d s w a h r s e h e i n l i c h k e i t e n i n diesem M o d e l l ? Wir 
z e r l e g e n den L a g e r b e r e i c h i n e i n z e l n e T e i l b e r e i c h e : 
1. T e i l b e r e i c h : y = 0 
Der Zustand y = 0 nimmt a l s Randpunkt e i n e besondere S t e l l u n g e i n . 
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Das Zustand-Uhergangsdiagramm bezogen auf ei n e n k l e i n e n Z e i t r a u m At 
s i e h t wie f o l ^ t aus 
1 -MAt 
Abb. 32.2 
Die P f e i l b e w e r t u n g e n s i n d d i e U b e r g a n g s w a h r s c h e i n l i c h k e i t e n . D i e Wahr-
s c h e i n l i c h k e i t , s i c h nach e i n e r k l e i n e n Z e i t s p a n n e At im Zustand y = 0 
zu b e f i n d e n , i s t u n t e r Berücksichtigung der Ubergange i n n e r h a l b At 
7T Q(t + At) = [1 - jiA t ] i r ( t ) + X A t i r 1 ( t ) . 
M i t At -» 0 w i r d daraus 
Ar (t) 
d t - u7T Q(t) + X i r ^ t ) . 
Im stationären F a l l i s t l i m TT ( t ) = 0, d.h. 
o v J 
tHOO 




2. T e i l b e r e i c h : 1 < y < s . 
Das Zustands - Ubergangsdiagramm b e s i t z t d i e G e s t a l t 
1 -XA t _ pAt 1 - A A t - p A t 1 -XA t - p A t 
Abb. 32.3 
119 
D i e W a h r s c h e i n l i c h k e i t des V e r h a r r e n s i n einem Zustand i s t h i e r 
1 - XAt - jiAt, d.h. weder d i e ausstehende B e s t e l l u n g i s t e i n g e t r o f f e n , 
noch e i n e Nachfrage i s t a u f g e t r e t e n . Das g i l t auch für den Zustand y = s. D o r t wurde e i n e B e s t e l l u n g spätestens zu Beginn des I n t e r v a l l s 
At gemacht. Es i s t 
TT ( t + A t ) = [1 - XAt - nAt]ir ( t ) + X A t 7 r y + 1 ( t ) . (32.5) 
Daraus w i r d im stationären F a l l 
TT 
X + p TT , 1 < y < s . (32.6) 
y+i x y 
3. T e i l b e r e i c h : s < y < D . 
Auch d i e s e Zustände können nur von höheren Beständen aus e r r e i c h t 
werden, wie das Zustands-Ubergangsdiagramm z e i g t 
XAt XAt 
y+1 
1-AAt 1 -AAt 
Abb. 32.4 
Die Rekurs i o n s g l e i chung für d i e Zus tands wahr sehe i n 1 i chke i ten l a u t e t 
TT y(t + At) = [1 - X A t ] 7 T y ( t ) + X A t 7 T y + 1 ( t ) . (32.7) 
Die stationäre Lösung i s t 
TT 1 = TT y + i y (32.8) 
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4. T e i l b e r e i c h : D < y < S 
D i e s e Zustände können sowohl i n f o l g e e i n e r Nachfrage a l s auch aufgrund 
e i n e s B e s t e i l e i n g a n g e s angenommen werden: 
y-D y-1 XAt XAt y+l y 
1 -XAt 
Abb. 32.5 
Demnach g i l t 
i r y ( t + Ät) = [1 - XAtJir ( t ) + X A t ? T y + 1 ( t ) + u A t 7 T y _ D ( t ) , (32.9) 
woraus f o l g t 
TT = TT . + £ TT n . (32.10) 
y y+l X y-D 
5. T e i l b e r e i c h : y = S. 
Der obere Randpunkt des Zustandsraumes kann nur über e i n e n Wareneingang 
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Es i s t 
und 
7Tg(t + At) = [1 - XÄt]TTg(t) + ^ A t 7 r s _ D ( t ) 
l1 
TT — — TT 
(32.11) 
(32.12) 
Zusammenfassend g i l t 
u. 
1 X o 
y+1 v X ; y 
TT - = TT 
y + i y 
TT = TT , 1 + ~ IT _ 
y y+1 X y-D 
" X ^S-D 
y = 0 
0 < y < s 
s < y < D 
D < y < S 
y = s . 
Wir s e t z e n 
X 
V 
1 + P 
und s t e l l e n d i e Z u s t a n d s w a h r s e h e i n 1 i c h k e i t e n i n Abhängigkeit von TT^ 
d a r . 
y-1 er 
TT = TT 
y P O 
s a 7r = — TT ; y p o 
1 r s y - D - l n 
TT = - [ a - er ]TT 
y p J o 
s - l 
a 
S 2 o 
0 < y < s 
s < y < D 
D < y < S - l 
y = s . 
(32.13) 
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Uber d i e Normierungsbedingung / TT = 1 w i r d schließlich TT f e s t g e l e g t 
L, y o y 
y 
TT = ± . (32.14) 
o s 
D ^ + 1 
Im nächsten S c h r i t t werden m i t H i l f e der Z u s t a n d s w a h r s e h e i n I i c h k e i t e n 
d i e D u r c h s c h n i t t s k o s t e n C p r o Z e i t e i n h e i t im stationären F a l l b e r e c h -
net . 
S 
C = 7r oXg + 7 T s + 1 X [ k + aD] + h ^ y7r y (32.15) 
y=i 
s 
= TT Xg + TT — X[k + aD] + hTT ß , 
o & o p L J o 
wobei 
s 
ß = % ^ + 2 D s " 2 s " °] + a S [ a ( s + D) - s - 2D] + D . (32.16) 
TT q aus (32.14) e i n g e s e t z t , e r g i b t schließlich 
(g - a)X - f- + ßh 
C = ^ + a X + - . (32.17) 
D s 
D ^ + 1 
Nun v e r s u c h e n w i r , d i e o p t i m a l e n Werte s , D zu bestimmen. Am ehe s t e n 
i s t d i e s noch im G r e n z f a l l u. >> X möglich. 
G r e n z f a l 1 : p >> X 
Aus p >> X f o l g t p << 1 und daraus a >> 1. D i e Z i e l f u n k t i o n (32.17) 
geht über i n 
r -* ^ + * o. h J W * one 9 C m + a ( s + D) - s - 2D( C -> — + aX + 5 ^[D + 2Ds - 2s - D] + ( a - 1) ! 
l i m Ca = C* = + aX + |(D + 2s + 1) . (32.18) 
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D i e notwendigen Bedingungen für e i n Optimum l i e f e r n 
D = 2kX h (32.19) 
s = 0 (32.20) 
Bezüglich s l i e g t e i n Randextremum v o r . Wir e r h a l t e n a l s o im G r e n z f a l l 
]i >> X wie e r w a r t e t d i e R e s u l t a t e des M o d e l l s ohne L i e f e r z e i t aus §22. 
R e s e r v i e r t e r Lagerraum 
I n a l l e n anderen Fällen muß man d i e Lösungen D, s entweder m i t nume-
r i s c h e n Methoden bestimmen oder das M o d e l l so v e r e i n f a c h e n , daß auch 
h i e r a n a l y t i s c h e Methoden zum Z i e l e führen. D i e Q u e l l e der S c h w i e r i g -
k e i t e n i s t der Term ß. 
D i e D u r c h s c h n i t t s k o s t e n C i n (32.15) hängen von a l l e n Lagerbeständen 
y = 0,1,2,...,S ab. W e s e n t l i c h e i n f a c h e r w i r d das Problem, wenn d i e 
L a g e r h a l t u n g s k o s t e n am Maximalbestand gemessen werden: h ( s + D) . Das 
kann z.B. der F a l l s e i n , wenn man k e i n eigenes Lager unterhält, sondern 
i n einem e x t e r n e n Lager Stellfläche r e s e r v i e r t . S i e muß so groß s e i n , 
daß s i e den Maximalbes t and aufnehmen kann. Dann l a u t e t d i e Z i e l f u n k t i o n 
C = 7TQgX + 7 T g + 1 X [ k + aD] + h ( s + D) . 
Nach k u r z e r Zwischenrechnung erhält man 
C = Xa + X(g - a)p + kXa' 
p + Da S 
+ h(s + D) . (32.21) 
H i e r t r i t t der Term ß n i c h t mehr auf. Dadurch w i r d d i e M i n i m i e r u n g von 
C bezüglich s und D e i n f a c h e r , aber man kann auf numerische V e r f a h r e n 
n i c h t v e r z i c h t e n . 
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§33 POISSON NACHFRAGE. FESTE LIEFERZEIT r 
Wir b e t r a c h t e n e i n Lagerha1tungsmodel1 m i t k o n t i n u i e r l i c h e r Überwa-
chung, P o i s s o n Nachfrage und f e s t e r L i e f e r z e i t r . Zur F o r m u l i e r u n g des 
M o d e l l s verwenden w i r j e t z t BELLMANs P r i n z i p der Optimalität. Künftige 
Kos t e n werden n i c h t d i s k o n t i e r t . 
Beobachten w i r im Z e i t p u n k t t den Lagerbestand y, so können w i r m i t 
e i n e r a u g e n b l i c k l i c h e n A k t i o n den Bestand frühestens ab dem Z e i t p u n k t t 
+ T b e e i n f l u s s e n . Auf das, was v o r h e r g e s c h i e h t , b e s i t z e n w i r k e i n e n 
Einfluß mehr. Deshalb s e t z e n w i r d i e j e n i g e n K o s t e n l ( y ) an, d i e m i t 
e i n e r A k t i o n verbunden s i n d , d i e im Z e i t p u n k t t + r e n t s t e h e n . Zwischen 
t und t + T können aber noch ausstehende a l t e B e s t e l l u n g e n e i n t r e f f e n . 
Der L a g e r b e s t a n d y t + T i s t a l s o zum e i n e n von y^, zum andern von den 
noch ausstehenden Mengen und zum d r i t t e n von der E n t s c h e i d u n g im Z e i t -
punkt t abhängig. Wir d e f i n i e r e n d e shalb im v o r l i e g e n d e n M o d e l l a l s 
ZUSTANDSGRÖßE y 
y: B e s t a n d p l u s ausstehende B e s t e l l u n g e n 
( e n g l . : s t o c k on hand p l u s on o r d e r ) 
N i c h t b e f r i e d i g t e Nachfrage w i r d zurückgestellt (BACKORDER CASE). 
l ( y ) , K o s t e n , d i e 
y t L i e f e r z e i t T i h i e r beginnen 
t t + T 
Abb. 33.1: K o s t e n werden b e i L i e f e r z e i t r auf 
d i e Z e i t t + T bezogen 
Der L a g e r b e s t a n d y z u r Z e i t t + T i s t e i n e Zufallsgröße. 
Es i s t d i e W a h r s c h e i n l i c h k e i t (Lager = y - u z u r Z e i t t + T | Lager = y 
z u r Z e i t t ) 
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= W a h r s c h e i n l i c h k e i t (Nachfrage = u i n der Z e i t T ) 
= ^~p~— e ^ T b e i P o i s s o n Nachfrage. 
D i e e r w a r t e t e n L a g e r - und F e h l mengenkos ten z u r Z e i t t + T s i n d 
y 
f ( y ) = h l (y - u) e~XT + g l (u-y) e~Xr . (33.1) 
u=o u=y+l 
Wie i n §26 g e z e i g t wurde ( v g l . (26.1), ( 2 6 . 2 ) ) , läßt s i c h d i e s e r Aus-
d r u c k umformen z u 
y 
f ( y ) = (h + g) l P u + g ( u - y) . 
u=o 
wobei 
P = \ W . . 
u L l ! 
Beachte: Damit der m i t H i l f e der I n t e g r a l d a r s t e l l u n g gewonnene Ausdruck 
(26.2) auch b e i d i s k r e t e r Nachfrage verwendet werden kann, i s t d i e 
d i s k r e t e V e r t e i l u n g s f u n k t i o n i n der Form P^ = P(u < x) entgegen der 
üblichen K o n v e n t i o n P^ = P(u < x) f e s t g e l e g t . 
Um d i e S c h r e i b w e i s e zu v e r e i n f a c h e n , d e f i n i e r e n w i r für das f o l g e n d e 
d i e N a c h f r a g e r a t e X a l s Nachfrage pro Z e i t e i n h e i t T. Dann brauchen w i r 
T i n der N o t a t i o n n i c h t e x p l i z i t aufzuführen. 
P r i n z i p der Optimalität 
S e i e n 
C: D u r c h s c h n i t t s k o s t e n p r o Z e i t e i n h e i t . 
B e i stationärem Kostenzuwachs werden aus den Gesamtkosten 1, wenn man 
den G e g e n w a r t s z e i t p u n k t um At i n d i e Vergangenheit zurückverlegt, d i e 
K o s t e n 1 + CAt. Nach dem O p t i m a l i t a t s p r i n z i p von BELLMAN g i l t d i e 
R e k u r s i o n 
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l ( y ) + CAt = f ( y ) A t + [1 - X A t ] l ( y ) + (33.2) 
+ XAt Min {kö(x - y + l ) + a ( x - y + 1) + l ( x ) } 
x>y-l 
für s < y < S. S t r e i c h t man l ( y ) auf beiden S e i t e n und d i v i d i e r t d urch 
A t , e r h a l t man 
X l ( y ) + C = f ( y ) + X Min {k<5(x - y + 1) + a ( x - y + 1) + l ( x ) } (33.3) 
x>y-l 
für s < y < S. 
S t r u k t u r der o p t i m a l e n P o l i t i k 
Wir beginnen unsere B e t r a c h t u n g beim Anfangs l a g e r b e s t a n d y = S. Im 
L a u f e der Z e i t s i n k t er ab. Früher oder später, wenn überhaupt e i n 
Lager geführt w i r d , muß wieder b e s t e l l t werden. D i e s g e s c h i e h t b e i 
y = s. D i e Bes t e l l m e n g e i s t S - s = D. D i e S t r u k t u r der B e s t e l l r e g e l 
i s t a l s o vom Typ (s, D ) . Demzufolge kann man (33.3) a u f g l i e d e r n i n 
X1(S) + C = f ( S ) + X1(S - 1) 
X1(S - 1) + C = f ( S - 1) + X1(S - 2) 
X l ( s + 1) + C = f ( s + 1) + X[k + aD + 1 ( S ) ] . 
D i e A d d i t i o n d i e s e r E i n z e l g l e i c h u n g e n l i e f e r t 
S 
y=s+l 
H i e r s i n d d i e D u r c h s c h n i t t s k o s t e n C pro Z e i t e i n h e i t e i n e F u n k t i o n der 
S t r u k t u r p a r a m e t e r s und D. Das Optimierungsproblem l a u t e t 
f ( y ) + Xk + XaD (33.4) 
s+D 




D i e K o n s t a n t e Xa beeinflußt s und D n i c h t . Wir gehen d e s h a l b zu den um 
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d i e p r o p o r t i o n a l e n B e s t e l l k o s t e n b e r e i n i g t e n D u r c h s c h n i t t s k o s t e n c über 
und verwenden der E i n f a c h h e i t h a l b e r für d i e Summe d i e I n t e g r a l d a r s t e l -
l u ng 
j i S + / D f ( x ) d x + £ S J Min 
s,D 
(33.6) 
Die für e i n Optimum notwendigen Bedingungen ~~ = 0 und gg- = 0 l i e f e r n 
f ( s + D) = f ( s ) 
s+D 
D-f ( s + D) - / f ( x ) d x - Xk = 0. 
S e z t man d i e e r s t e i n d i e z w e i t e G l e i c h u n g e i n , w i r d daraus 
s+D 
(s + D ) f ( s + D) - s f ( s ) - / f ( x ) d x = Xk 
s 
x = s+D s+D 
x f | = - / f ( x ) d x = Xk . 
s 
Di e P a r t i e l l e I n t e g r a t i o n / f dx = x f - / x f ' dx führt schließlich zu 
den notwendigen O p t i m a l i t a t s b e d i n g u n g e n 
s+D 
/ x f ' ( x ) d x = Xk 
s 
f ( s + D) = f ( s ) 
(33.7) 
(33.8) 
Man kann d i e s e zwei G l e i c h u n g e n numerisch lösen. E i n e Näherungslösung 
auf a n a l y t i s c h e m Weg erhält man, wenn man d i e obi g e n b e i d e n O p t i m a l i -
tätsbedingungen i n e i n e T a y l o r r e i h e e n t w i c k e l t und das G l e i c h u n g s s y s t e m 
i n s und D löst. Man erhält e x p l i z i t e Formeln für s und D. Zu demselben 
R e s u l t a t , jedoch b e i geringerem Rechenaufwand, g e l a n g t man, wenn man 
d i e Z i e l f u n k t i o n (33.6) e r s t d u r c h e i n e T a y l o r r e i h e a p p r o x i m i e r t und 
dann d i e p a r t i e l l e n A b l e i t u n g e n zu N u l l s e t z t . Es i s t 
f (x) = f(X) + (x - x)f • (x) + (x - x ) 2 ^ r ^ - + (33.9) 
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Wir i n t e g r i e r e n g l i e d w e i s e 
s+D s+D f • m S + D 2 
/ f ( x ) d x = Df(X) + f ' ( X ) / (x - X)dx + ^ / (x - X) clx + 
= Df (X) + ^4p- D[D + 2(s - X ) ] + 
+ f ' 6 ( X ) D[D 2 + 3D(s - X) + 3 ( s - X ) 2 ] + 
brechen nach dem G l i e d 2. Ordnung i n x ab und e r h a l t e n a l s angenäherte 
Z i e l f u n k t i o n c 
J £ + f ( X ) + [D + 2(s - X ) ] + 
+ f " ( X ) [ D 2 + 3D(s - X) + 3 ( s - X ) 2 ] . (33.10) 
9c D i e Bedingung — = 0 l i e f e r t os 
D + 2 ( s - X) = -2 f " ( X ) (33.11) 
9c 
D i e Bedingung — = 0 e r g i b t 
!* + i m + D LJhL+LJ!±,a - x ) = 0 . (33.12) 
S e t z t man h i e r d i e G l e i c h u n g (33.11), aufgelöst nach s - X, e i n , erhält 
man für D e i n e n von s unabhängigen Ausdruck 
3 12kX 
J f " ( X ) (33.13) 
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(33.11) l i e f e r t 
(33.14) 
Beachte: D i e Poi s s o n - V e r t e i l u n g s a n n a h m e s t e c k t i n der F o r m u l i e r u n g des 
P r i n z i p s der Optimalität (33.2). Da d i e P o i s s o n V e r t e i l u n g e i n e d i s k r e -
te V e r t e i l u n g i s t , müßte man a n s t e l l e von f , f ' d i e e r s t e n bzw. z w e i -
t e n D i f f e r e n z e n q u o t i e n t e n von f verwenden. E i n f a c h e r i s t d i e Approxima-
t i o n d u r c h e i n e s t e t i g e V e r t e i l u n g . 
A p p r o x i m a t i o n d u r c h d i e N o r m a l v e r t e i l u n g 
Für große X läßt s i c h d i e P o i s s o n V e r t e i l u n g gut du r c h e i n e Normalver-
t e i l u n g a p p r o x i m i e r e n . S e i 
V e r t e i l u n g s f u n k t i o n der s t a n d a r d i s i e r t e n 
N o r m a l v e r t e i l u n g , f a l l s d i e P o i s s o n V e r t e i l u n g 
den Erwartungswert X b e s i t z t . 
Dann i s t 
f ' ( x ) = ( h + g ) N ( x -) - g: >Jx 
f ' ( X ) = h - g. 
f . ( X ) = 1LU8L J _ 
sfX 
D = 3 1 2 k ^ ^X ; (33.15) >J h + e; 
h J2n\ D + x (33.16) 
g + h 2 2 
Wegen er = T^X f o l g t aus (33.15) 
D ~ er . (33.17) 
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A p p r o x i m a t i o n d urch d i e L o g i s t i k 
Wir a p p r o x i m i e r e n nun d i e P o i s s o n V e r t e i l u n g d u r c h d i e L o g i s t i k . S e i 
L ( X ; X , C T ) = 7 — r - r - ; m = — (33.18) 
- m ( x " X ) ^ 
1 + e 
d i e V e r t e i l u n g s f u n k t i o n e i n e r nach der L o g i s t i k v e r t e i l t e n Z u f a l l s -
v a r i a b l e n m i t Erwartungswert X und Standardabweichung CT. Es i s t dann 
r * ( x _ X ) i 
f ( x ) = (h + g) 2 In h + e° U g(X - x) ; 
f ( x ) h + g 
1 + e 
h - e 
m(x-X) CT 
f ' ( X ) = 
f ( x ) = L ± J L _ i _ 
a 427 
Da f ' ( X ) und f ' ' ( X ) b e i N o r m a l v e r t e i l u n g und L o g i s t i k i d e n t i s c h s i n d , 
e r h a l t e n w i r für D wieder d i e Formel (33.15). 
S e t z e n w i r nun f ( x ) i n d i e notwendige O p t i m a l i t a t s b e d i n g u n g (33.8) e i n , 
w i r d daraus 
r CT<s+d-x)i 
( h + g> l l n { e n , ( s _ x ) j - g° • ^ 3 3 1 9 ) 
1 + e° 
D i s t aus (33.15) bekannt. Dann kann man den Ausdruck 
A = e 
m p 
a 2 
berechnen, und m i t der w e i t e r e n Abkürzung 
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V = e 
"(s + 2 " X> (33.20) 
w i r d aus (33.19) 
1 + A-V 
2g_ 
A h + S =: Z . 
woraus f o l g t 
Nachdem nun V berechnet i s t , kann man den Wert von s bestimmen. Wir 
lösen (33.20) nach s auf und e r h a l t e n 
Wie ausführliche B e i s p i e l r e c h n u n g e n z e i g e n , l i e f e r n d i e b e i d e n 
NäherungsformeIn (33.16) und (33.21) gute Schätzwerte für den o p t i m a l e n 
Wert s . D i e Näherungsforme1 (33.15) für D j e d o c h führt i n den 
überwiegenden Fällen zu e i n e r Unterschätzung des o p t i m a l e n Wertes D . 
Es e m p f i e h l t s i c h d e s h a l b e i n e N a c h k o r r e k t u r von D. S i e kann auf 
folg e n d e Weise geschehen: 
Es i s t zu erwarten, daß d i e F u n k t i o n f i h r Minimum i n der Nähe von s + 
g annimmt. Der Wert X, um den f ( x ) i n e i n e T a y l o r r e i h e e n t w i c k e l t wurde 
(33.9), kann w e i t von der M i n i m u m s t e l l e e n t f e r n t s e i n . I n der Hoffnung 
auf e i n e b e s s e r e A p p r o x i m a t i o n kann man f ( x ) a n s t a t t im Punkt X im 
Punkt s + ^ i n e i n e T a y l o r r e i h e e n t w i c k e l n . D i e Rechnung führt j e d o c h 
auf k o m p l i z i e r t e Ausdrücke. 
s = - In V + X - -m z (33.21) 
mit o = NTx" und m = 
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Abb. 33.1 
Man kann jedoch im S i n n e e i n e r N a c h k o r r e k t u r den Wert von D v e r b e s s e r n , 
wenn man, nachdem man D und s m i t t e l s (33.15) und (33.16) oder (33.21) 





Kos tenf unkt i on 
Für d i e K o s t e n f u n k t i o n g i l t 
c = ^ + I / f ( x ) d x 
s 
s+D 
= ^ + I [ x f ( x ) | J + D - / x f ' ( x ) d x ] 
kX s+D  + (s + D ) f ( S D * D) - s f ( 3 ) _ 1 / x r ( x ) d x 
kX ( v g l . (33.7)) 
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M i t (33.8) w i r d daraus 
c = f ( s ) = f ( s + D) (33.22) 
§34 POISSON NACHFRAGE, STQCHASTISCHE LIEFERZEIT. EINE BESTELLUNG 
B e i vollkommener Konkurrenz i s t d i e L i e f e r t r e u e e i n w i c h t i g e r F a k t o r im 
Wettbewerb. Der L i e f e r a n t w i r d bemüht s e i n , L i e f e r t e r m i n e möglichst 
e i n z u h a l t e n . Für d i e L a g e r h a l t u n g l i e g t d e s h a l b d i e S t o c h a s t i k haupt-
sächlich i n der Nachfrage. In M o n o p o l s i t u a t i o n e n oder d o r t , wo Güter 
z u g e t e i l t werden, i s t es eher umgekehrt. D i e S t o c h a s t i k l i e g t nur zum 
g e r i n g e n T e i l i n der Nachfrage, zum größeren T e i l aber i n der L i e f e r -
z e i t . Häufig i s t d i e s i n Entwicklungsländern zu beobachten. 
Wir s t e l l e n nun e i n M o d e l l mit s t o c h a s t i s c h e r L i e f e r z e i t a u f . Der Be-
stan d w i r d k o n t i n u i e r l i c h überwacht. Solange e i n e B e s t e l l u n g noch aus-
s t e h t , d a r f k e i n e w e i t e r e B e s t e l l u n g aufgegeben werden. L i e f e r z e i t und 
Nachfrage s e i e n unabhängig voneinander. B e i d e b i l d e n e i n e n P o i s s o n P r o -
zeß. D i e s e s Lagerhaitungsmodel1 wurde b e r e i t s i n §30 b e h a n d e l t . D o r t 
wurde d i e Methode der Z u s t a n d s w a h r s c h e i n l i c h k e i t e n angewendet. Man v e r -
s u c h t e , Formeln für s und D h e r z u l e i t e n , was aber n i c h t g e l a n g . I n d i e -
sem Paragraphen w i r d der Weg über das Optimalitätsprinzip e i n g e s c h l a -
gen. S e i e n 
j i A t : W a h r s c h e i n l i c h k e i t , daß e i n e ausstehende L i e f e r u n g im Z e i t r a u m 
At e i n t r i f f t 
XAt: W a h r s c h e i n l i c h k e i t , daß im Zei t r a u m At e i n e E i n h e i t des Gutes 
n a c h g e f r a g t w i r d 
t : Z e i t s e i t der l e t z t e n B e s t e l l u n g 
t = 0: es s t e h t k e i n e B e s t e l l u n g aus 
l ( y , t ) : W e r t f u n k t i o n im stationären F a l l . 
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N i c h t d i s k o n t i e r t e r F a l l 
Wir f o r m u l i e r e n nun das P r i n z i p der Optimalität für den u n d i s k o n t i e r t e n 
stationären F a l l . 
S e i t = Q: 
l ( y . O ) + CAt = hyAt + [1 - XAt] l ( y . O ) + 
+ XAt Min {Min {k + aD + l ( y - l , A t ) } | l ( y - l . O ) } . 
D T 
b e s t e l l e n ' 
n i c h t b e s t e l l e n — 1 
woraus 
X l ( y . O ) + C = hy + XMin {Min { . } | l ( y - l . O ) } (34.1) 
D 
f o l g t . 
B e i einem hohen Lageranfangsbestand w i r d s i c h e i n e B e s t e l l u n g n i c h t 
lohnen. Je n i e d r i g e r j edoch der Lageranfangsbestand i s t , d e s t o g e r i n g e r 
w i r d der K o s t e n v o r t e i l der E n t s c h e i d u n g ' n i c h t b e s t e l l e n ' . Ab einem 
Punkt y = s w i r d es günstiger s e i n zu b e s t e l l e n . Da das Lager k o n t i -
n u i e r l i c h überwacht w i r d , b e s t e l l t man s o f o r t b e i y = s d i e Menge D. 
M i t d i e s e r Plausibi1itätsbetrachtung r e c h t f e r t i g e n w i r a l s o auch b e i 
diesem M o d e l l m i t L i e f e r z e i t d i e (s,D) - P o l i t i k . 
S e i t > 0: 
Solange e i n e L i e f e r u n g noch a u s s t e h t , d a r f man k e i n e erneute B e s t e l l u n g 
aufgeben. D i e s e S i t u a t i o n b i r g t deshalb k e i n e n E n t s c h e i d u n g s s p i e l r a u m . 
Man b r a u c h t n i c h t das P r i n z i p der Optimalität anzuwenden. D i e K o s t e n r e -
k u r s i o n l a u t e t ( s i e h e §23) 
l ( y , t ) + CAt = hyAt + [1 - XAt - p A t ] l ( y , t + At) + 
+ X A t l ( y - l , t + A t ) + uAtl(y+D,0) (34.2) 
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D i e Randbedingung für y = 0 i s t im LOST SALES F a l l gegeben d u r c h 
1(0, t ) + CÄt = XAtG + [1 - XAt - u A t ] l ( 0 , t + A t ) + 
+ X A t l ( 0 , t + A t ) + uAtl(D.O) . (34.3) 
H i e r b e i s i n d 
G: S t r a f k o s t e n für d i e Enttäuschung e i n e s n i c h t b e l i e f e r t e n Kunden; 
unabhängig von der Z e i t (Dimension: K o s t e n ) . 
Im Limes At -» 0 w i r d aus (34.2) d i e D i f f e r e n t i a l g l e i c h u n g 
- a l ^ , t : ) + [X + l ( y . t ) = hy + X l ( y - l . t ) - C + 
(34.4) 
+ ul(y+D,0), t > 0 
mit der Randbedingung 
- 9 1 ^ , t ) = -C + XG - p [ l ( 0 , t ) - 1(D,0)] . (34.5) 
Das Optimierungsproblem läßt s i c h a l s o i n Form e i n e s l i n e a r e n 
D i f f e r e n t i a l g l e i c h u n g s s y s t e m s b e s c h r e i b e n , das man du r c h I n t e g r a t i o n 
l o s e n kann. 
D i s k o n t i e r t e r F a l l 
— r t 
Wir i n t e r e s s i e r e n uns für l ( s , 0 ) . S e i r d i e Zinsintensität und e der 
A b z i n s u n g s f a k t o r vom Z e i t p u n k t t auf den Z e i t p u n k t N u l l ( s i e h e §21). 
M i t 
q(T)dT: D i c h t e der L i e f e r z e i t v e r t e i l u n g 
erhält man 
s 
0 0 T U 
l ( s , 0 ) = k + aD + / q(T) / J f ( s - u ) e " X t e " r t d t d r + T=0 t=0 u=o 
=: F ( s ) 
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s - u + D,0)dT + 
+ l(D.O)dT . (34.6) 
Für y > s g i l t d i e f o l g e n d e Überlegung: Die m i t t l e r e V e r w e i l z e i t des 
Systems im Zustand y i s t i . Für d i e s e Z e i t f a l l e n d i e L a g e r k o s t e n hy 
A 
an. Danach s i n k t das Lager auf y - 1. Die ab dann entstehenden K o s t e n 
l ( y - l . O ) werden mit dem F a k t o r e ~ r ^ =: p d i s k o n t i e r t : 
S p e z i a l f a l l : E i g e n p r o d u k t i o n oder Just-In-Time L i e f e r a b r u f e 
Wenn w i r s e l b e r p r o d u z i e r e n , u n t e r l i e g t d i e Liefermenge u n s e r e r Kon-
t r o l l e . Wir nehmen an, daß das Gut vom Produktionsläger zum V e r t r i e b s -
l a g e r s p e d i t i e r t w i r d . 
D i e L i e f e r z e i t e n t s t e h t dadurch, daß s i c h d i e B e s t e l l u n g a l s A u s l i e f e -
r u n g s a u f t r a g i n e i n e Warteschlange von b e r e i t s v o r l i e g e n d e n A u s l i e f e -
rungsaufträgen e i n r e i h e n muß und de s h a l b e i n e Z e i t u n b e a r b e i t e t b l e i b t . 
D i e z u r A u s l i e f e r u n g kommende Menge kann im l e t z t e n A u g e n b l i c k noch 
abgeändert werden. Dann kann man d i e Bestellmenge im l e t z t e n A u g e n b l i c k 
s t e t s so a k t u a l i s i e r e n , daß mit dem E i n t r e f f e n der L i e f e r u n g das Lager 
auf y = S aufgefüllt w i r d . Unter d i e s e r Annahme verändert s i c h d i e 
G l e i c h u n g (34.6) zu 
l ( y . O ) = p l ( y - l . O ) ; y > s (34.7) 
00 
l ( s , 0 ) = k + aD + F ( s ) + 1(S,0) Jq(r)e dr (34.8) 
o 
a 
a' Erwartungswert des D i s k o n t f a k t o r s über d i e L i e f e r z e i t . 
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D i e G l e i c h u n g (34.7) b l e i b t unverändert. Insbesondere g i l t für y = S 
S 
l(S. O ) = £ J y + p D l ( s , 0 ) . (34.9) 
y=s+l 
S e t z t man h i e r l ( s , 0 ) gemäß G l e i c h u n g (34.8) e i n und w e r t e t d i e Summe 
aus, erhält man 
1(S) = J - g - h [ ^ § t U _ S i f t l i ] + p S " s [ k + aD + F ( s ) ] . (34.10) 
1 - p a [ J 
Das z w e i t e Argument r = 0 i n der K o s t e n f u n k t i o n 1 w i r d n i c h t mehr 
mitgeführt, w e i l d i e R e k u r s i o n e n (34.9) und (34.10) s i c h s t e t s auf 
T = 0 b e z i e h e n . 
Auch h i e r i s t es n i c h t möglich, Formeln für d i e o p t i m a l e n Werte s ,S 
anzugeben. Man gewinnt s i e durch M i n i m i e r u n g von (34.10) 
{h j-sij+ii _ s i s + a ] + p S - S [ k + ^ + F ( s ) ] _ M i n _ 
1 - p a s , S 
wobei man s i c h wieder auf g a n z z a h l i g e Werte s,S beschränken kann. 
§35 POISSON NACHFRAGE, STOCHASTISCHE LIEFERZEIT, 
MEHRERE BESTELLUNGEN 
Wir w e i t e n j e t z t das L a g e r h a l t u n g s m o d e l l auf den F a l l aus, daß e i n e 
neue B e s t e l l u n g aufgegeben werden d a r f , noch bevor e i n e zu diesem 
Z e i t p u n k t noch ausstehende L i e f e r u n g e i n g e t r o f f e n i s t . Zunächst 
behandeln w i r den F a l l : 
Die L i e f e r z e i t T i s t e x p o n e n t i a l v e r t e i 1 t 
Die L i e f e r z e i t v e r t e i l u n g b e s i t z t d i e D i c h t e 
q ( T ) d r = }ie ^rdr . 
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Die E x p o n e n t i a l v e r t e i l u n g hat den V o r t e i l , daß man n i c h t zu w i s s e n 
b r a u c h t , wie lange e i n e L i e f e r u n g schon a u s s t e h t . Wir u n t e r s t e l l e n , daß 
a l l e L i e f e r z e i t e n i d e n t i s c h v e r t e i l t s i n d ( g l e i c h e r L i e f e r a n t ) . 
Wegen der P o i s s o n Nachfrage s i n d a l l e B e s t e l l u n g e n voneinander s t o -
c h a s t i s c h unabhängig. Aus diesem Grunde i s t d i e W a h r s c h e i n l i c h k e i t des 
E i n t r e f f e n s von B e s t e l l u n g e n 
a) f a l l s e i n e B e s t e l l u n g a u s s t e h t : pAt , 
b) f a l l s m B e s t e l l u n g e n a u s s t e h e n : mpAt . 
Die Z a h l 
m: ausstehende B e s t e l l u n g e n 
w i r d neben dem Bestand y d i e z w e i t e Zustandsgröße i n diesem Lager-
h a i tung smodel 1 . Deshalb brauchen w i r d i e ausstehenden B e s t e l l u n g e n 
n i c h t dem B e s t a n d h i n z u z u s c h l a g e n . 
y: j e t z t wieder p h y s i k a l i s c h e r Bestand (bzw. Fehlmengen). 
D i e L a g e r - bzw. Fehlmengenkosten s i n d 
Jede e i n z e l n e B e s t e l l u n g b e s i t z e d i e Losgröße D. Das P r i n z i p der O p t i -
malität l a u t e t ohne D i s k o n t i e r u n g 
l(y,m) + CAt = <Ky)At + mpAtl (y+D,m-l) + [1 - mpAt - XAt]l ( y,m) + 
oder (35.1) 
+ XAt Min {k + aD + l ( y - l , m + l ) | l ( y - l . m ) } (35.2) 
bzw. nach U m s t e l l u n g , Kürzen und D i v i s i o n durch At 
(X + mp)l(y,m) + C = <p(y) + mpl(y + D,m - 1) + 
+ X Min {k + aD + l ( y - l , m + l ) | l ( y - l , m ) } . (35.3) 
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D i e s i s t e i n e s c h w i e r i g e D i f f e r e n z e n g l e i c h u n g . Wir weichen d e s h a l b auf 
e i n e h e u r i s t i s c h e Lösung aus, z.B. indem w i r äquidistante B e s t e l l p u n k t e 
s 1 , s 0 , . . . einführen. 
S 
Abb. 35.1'- mehrere äquidistante B e s t e l l p u n k t e 
und uns auf e i n e maximale Z a h l von Bestellmengen M f e s t l e g e n , S = MD. 
Das Problem "bestimme M und D M kann mit H i l f e der Z u s t a n d s w a h r s e h e i n -
l i c h k e i t e n gelöst werden. 
L i e f e r z e i t r b e l i e b i g v e r t e i l t - k e i n e U b e r k r e u z u n g e n 
D i e L i e f e r z e i t s e i j e t z t b e l i e b i g v e r t e i l t . K e i ne U b e r k r e u z u n g e n bedeu-
t e t : was eher b e s t e l l t wurde, kommt eher an. 
B e i f e s t e r L i e f e r z e i t r benützten w i r d i e Idee, d i e L a g e r k o s t e n auf den 
Z e i t p u n k t T Z U b e z i e h e n . Wir w o l l e n auch h i e r so vorgehen. Da r s t o -
c h a s t i s c h i s t , w i r d auch d i e Nachfrage u i n n e r h a l b von r e i n e Z u f a l l s -
v a r i a b l e . S e i 
p(u) : W a h r s c h e i n l i c h k e i t , daß i n n e r h a l b der L i e f e r z e i t d i e 
Nachfrage u a u f t r i t t . 
B e i P o i s s o n Nachfrage mit der Rate X i s t 




B e i s p i e l : T i s t Gsunma v e r t e i l t : 
q(T)dr = ü d T 
P(u) 
( X + „ ) u + J + 1 o U ! J ! 
NR: / ß ^ T V ^ d r = i ! 
p(u) = I H J L I Ü f X ) u ( — M — ) J + 1 = 
= ( ~ ( i + 1 ) ) ( - p ) U d - P)°' + 1 • ( 3 5 5 ) 
D i e s i s t e i n e n e g a t i v e B i n o m i a l v e r t e i l u n g m i t Exponent - ( j + 1 ) und 
W a h r s c h e i n l i c h k e i t p = X/(X+p). B e i P o i s s o n Nachfrage w i r d a l s o d i e 
Nachfrage i n n e r h a l b der L i e f e r z e i t T , wobei r Gamma v e r t e i l t i s t , zu 
e i n e r e x p o n e n t i a l v e r t e i 1 t e n Zufallsgröße. 
Der Erwartungswert der L a g e r - und Fehlmengenkosten f ( y ) bezogen auf den 
Erwartungswert von T i s t 
y oo 
f ( y ) = h J ( y - u)p(u) + g J (u - y ) p ( u ) . (35.6) 
u=o u=y+1 
Das P r i n z i p der Optimalität l a u t e t 
l ( y ) + CAt = f ( y ) A t + [1 - X A t ] l ( y ) + 
+ XAt Min {k6(x-y+l) + a ( x - y + l ) + l ( x ) } . (35.7) 
x>y-l 
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Es i s t j e t z t v i e l e i n f a c h e r geworden, v e r g l i c h e n mit (34.2). Das l i e g t 
daran, daß j e t z t a l l e b i s auf d i e l e t z t e noch ausstehende B e s t e l l u n g 
i g n o r i e r t werden. D i e e r w a r t e t e n Kosten hängen nur von der l e t z t e n 
B e s t e l l u n g ab ( k e i n e Uberkreuzung!). Dafür i s t j e t z t f k o m p l i z i e r t e r 
geworden. Im G r e n z f a l l " f e s t e L i e f e r z e i t " w i r d q(r) zu e i n e r u n e i g e n t -
l i c h e n V e r t e i l u n g . 
Nachdem (35.7) m i t dem P r i n z i p der Optimalität (33.2) i d e n t i s c h i s t , 
führt d i e M i n i m i e r u n g d e r Kosten p r o Z y k l u s auf d i e s e l b e n Formeln wie 
beim M o d e l l m i t f e s t e r L i e f e r z e i t (§33), aber m i t der anderen Formel 
(35.5) für p ( u ) . 
B e i s p i e l m i t D i s k o n t i e r u n g 
Wir b e t r a c h t e n i n diesem B e i s p i e l den d i s k o n t i e r t e n F a l l . S e i e n 
r : Zinsintensität; 
— r t 
e : D i s k o n t f a k t o r ; 
e " r A t ~ (1 - r A t ) für At « 1 . 
Im d i s k o n t i e r t e n F a l l l a u t e t das Optimalitätsprinzip für k l e i n e s At 
l ( y ) = f ( y ) A t + (1 - X A t ) ( l - r A t ) l ( y ) + 
+ X A t ( l - r A t ) Min {kö(x-y+l) + a ( x - y + l ) + l ( x ) } . 
x>y-l 
Vernachlässigt man d i e Terme höherer Ordnung i n At, w i r d daraus 
Hv) = XTr" f ( y ) + X+T M i n { k ö ( x " y + 1) + a ( x - y + 1) + l ( x ) } . 
X ^ - X (35.8) 
D i e s e F o r m u l i e r u n g w e i s t f o r m a l k e i n e U n t e r s c h i e d e mehr auf zu 
L a g e r h a i t u n g s m o d e l l e n m it p e r i o d i s c h e r Überwachung ( v g l - dazu das 
Optimalitätsprinzip i n der F o r m u l i e r u n g ( 3 6 . 4 ) ) . 
S o l c h e n M o d e l l e n i s t das nächste K a p i t e l gewidmet. 
KAPITEL V: S T O C H A S T I S C H E M O D E L L E M I T 
P E R I O D I S C H E R Ü B E R W A C H U N G 
D i e s e s K a p i t e l kann unabhängig von den vorangehenden K a p i t e l n g e l e s e n 
werden. 
§36 ARROW-HARRIS-MARSCHAK MODELL 
M i t der Einführung der e l e k t r o n i s c h e n D a t e n v e r a r b e i t u n g i s t e i n e k o n t i -
n u i e r l i c h e B e s t a n d s f o r t S c h r e i b u n g m e i s t k e i n Problem mehr. Dennoch h a l -
t e n v i e l e Unternehmer an e i n e r p e r i o d i s c h e n I n s p e k t i o n und E n t s c h e i d u n g 
f e s t . Manchmal l i e g t das daran, daß Absprachen m i t dem L i e f e r a n t e n ge-
t r o f f e n wurden, d i e e i n e B e s t e l l u n g immer nur zu bestimmten ( m e i s t 
gleichabständigen) Z e i t p u n k t e n e r l a u b e n . Zwei a u f e i n a n d e r f o l g e n d e mög-
l i c h e B e s t e l l Z e i t p u n k t e d e f i n i e r e n e i n e P e r i o d e . H i e r i s t es dann über-
flüssig, den Bestand während der P e r i o d e z u v e r f o l g e n , w e i l man d i e s e 
I n f o r m a t i o n n i c h t ausnützen kann. Es genügt e i n e B e s t a n d s i n s p e k t i o n 
( p h y s i k a l i s c h oder buchmäßig) j e w e i l s zu Pe r i o d e n b e g i n n . 
Mehrperiodenmodelle m i t s t o c h a s t i s c h e r Nachfrage e r f o r d e r n e i n e f l e x i -
b l e r e B e s t e l l r e g e l a l s M o d e l l e m i t k o n t i n u i e r l i c h e r Überwachung. Man 
w i r d d i e Losgröße i n Abhängigkeit vom vorgefundenen Lagerbestand wählen. 
Deshalb e r f o r d e r n d e r a r t i g e M o d e l l e a l s Lösungsweg d i e Dynamische O p t i -
mierung. B e i der s t r e n g e n Behandlung d i e s e s Problems i s t d i e Dynamische 
O p t i m i e r u n g e r s t m a l i g angewendet worden. Das folgende i s t z u g l e i c h e i n e 
Einführung i n d i e Denkweise der Dynamischen Optimierung. (Das der DO 
zugrunde l i e g e n d e P r i n z i p der Optimalität wurde i n den vorangegangenen 
Paragraphen b e r e i t s mehrmals f o r m u l i e r t ; e i n e Rechenmethode der DO 
wurde schon i n §25 verwendet.) E i n i g e A l g o r i t h m e n der s t o c h a s t i s c h e n DO 
s i n d im K a p i t e l VI b e s c h r i e b e n . 
Das Grundmodell der L a g e r h a l t u n g m i t p e r i o d i s c h e r Überwachung wurde von 
den A m erikanern KENNETH ARROW. TED HARRIS und JACOB MARSCHAK f o r m u l i e r t 
und i s t nach i h n e n AHM-Mode 11 benannt. (ARROW & HARRIS & MARSCHAK 
(1 9 5 1 ) ) . 
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Es g e l t e n d i e f o l g e n d e n Voraussetzungen: 
1. P e r i o d i s c h e I n s p e k t i o n und E n t s c h e i d u n g 
2. Die Nachfrage i s t zufällig und i n a l l e n P e r i o d e n unabhängig und 
i d e n t i s c h v e r t e i l t . 
3. U n b e f r i e d i g t e Nachfrage am Ende e i n e r P e r i o d e 
a) geht v e r l o r e n (LOST SALES) 
b) w i r d vorgemerkt (BACKORDER) 
4. L i e f e r u n g e n e r f o l g e n s o f o r t . D i e L i e f e r z e i t i s t N u l l . 
5. E n d l i c h e r oder u n e n d l i c h e r P l a n u n g s h o r i z o n t . 
6. D i s k o n t i e r u n g 
S e i e n 
p : D i s k o n t f a k t o r für e i n e P e r i o d e 
n : P l a n u n g s h o r i z o n t 
y : Lagerbestand zu Beginn e i n e r P e r i o d e , u n m i t t e l b a r v o r der 
En t s c h e i d u n g 
x : Bestand zu Beginn der P e r i o d e u n m i t t e l b a r nach der 
Ent s c h e i d u n g 
x - y: Bestellmenge 
u : Nachfrage, Z u f a l l s v a r i a b l e 
P(u) : V e r t e i l u n g s f u n k t i o n der Nachfrage mit D i c h t e P u ^ u 
f ( x ) : Erwartungswert der Lager- und Fehlmengenkos ten für e i n e 
P e r i o d e 
a : p r o p o r t i o n a l e r B e s t e l l k o s t e n s a t z 
k : f i x e B e s t e l l k o s t e n . 
B i s h e r wurde d i e K o s t e n f u n k t i o n m i t 1 b e z e i c h n e t . In der Dynamischen 
Optimierung i s t es üblich, d i e W e r t f u n k t i o n m it v zu benennen. Da b e i 
Peri o d e n m o d e l l e n d i e DO e i n e überragende R o l l e s p i e l t , übernehmen w i r 
d i e s e S c h r e i b w e i s e . An d i e S t e l l e von 1 t r i t t j e t z t v: 
v W e r t f u n k t i o n ( b i s h e r 1) 
v : Kosten, d i e nach dem Ende des P l a n u n g s h o r i z o n t s e n t s t e h e n 
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V Q = 0: nach V o r a u s s e t z u n g ( s o l a n g e n i c h t s anderes f e s t g e l e g t i s t ) . 
D i e f o l g e n d e A b b i l d u n g z e i g t d i e O p e r a t i o n s c h a r a k t e r i s t i k des Lagers 
b e i Anwendung der sog. ( s , S ) - P o l i t i k ( v g l . 39.1). D i e durchgezogene 
L i n i e s t e l l t den z e i t l i c h e n L a g e r v e r l a u f d ar. Die g e s t r i c h e l t e n L i n i e n 
geben w e i t e r e mögliche Lagerverläufe an. 
Der Wert s i s t d i e B e s t e l l g r e n z e und S i s t der Auffüllpunkt des L a g e r s . 
D i e ( s , S ) - P o l i t i k besagt: I s t zum I n s p e k t i o n s z e i t p u n k t y < s, dann w i r d 
der L a g e r b e s t a n d durch e i n e B e s t e l l u n g auf S angehoben. ( L i e f e r z e i t e n 
werden im A u g e n b l i c k vernachlässigt.) 
Abb. 36.1: O p e r a t i o n s c h a r a k t e r i s t i k im AHM - M o d e l l 
B e i L a g e r k o s t e n s a t z h und Fehlmengenkostensatz g s i n d d i e e r w a r t e t e n 
L a g e r - und Fehlmengenkosten 
x oo 
f ( x ) = h / ( x - u)dP(u) + g / ( u - x) d P ( u ) = 
O X 
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(§26) x 
= ( h + g ) / P(u)du + g ( u - x) . (36.1) 
o 
u i s t der Erwartungswert der Nachfrage. 
A l s Z i e l f u n k t i o n wählen w i r wieder gemäß dem BERNOULLI-Prinzip den 
Erwartungswert a l l e r K o s t e n während des gesamten P l a n u n g s h o r i z o n t s . Wir 
z e r l e g e n d i e s e K o s t e n i n d i e Ko s t e n der u n m i t t e l b a r v o r uns l i e g e n d e n 
P e r i o d e ( E i n p e r i o d e n k o s t e n ) und d i e Kosten des Restproblems. Dessen 
P l a n u n g s h o r i z o n t i s t um e i n e P e r i o d e v e r m i n d e r t und der Anfangsbestand 
für das Restproblem i s t i d e n t i s c h mit dem Bestand am Ende der e r s t e n 
P e r i o d e . Für 
v ( y ) : Erwartungswert a l l e r K o s t e n b e i A n f a n g s l a g e r b e s t a n d y, 
P l a n u n g s h o r i z o n t n und o p t i m a l e r Bestandsführung 
g i l t d i e R e k u r s i o n ( b e i gegebener Randbedingung v (y) = VQ = 0) 
a) im BACKORDER F a l l : n = 1,2,3 
00 
v n ( y ) = Min {k6(x - y) + a ( x - y) + f ( x ) + p / v ^ f x - u)dP(u)} 
x>y o 
(36.2) 
b) im LOST SALES F a l l : n = 1,2,3,... 
x 
v
n ( y ) = M i n {kö(x - y) + a ( x - y) + f ( x ) + p / v ^ ( x - u)dP(u) + 
x>y o 
+ [1 - P ( x ) ] v n ^ 1 ( 0 ) } . 
(36.3) 
An dem AHM - M o d e l l hat s i c h e r s t m a l s d i e T h e o r i e der Dynamischen 
Opt i m i e r u n g h e r a u s g e b i l d e t ( d u r c h RICHARD BELLMAN). Man nennt d e s h a l b 
den obigen R e k u r s i o n s a n s a t z das BELLMANsche PRINZIP DER OPTIMALITÄT und 
d i e b e i d e n G l e i c h u n g e n ( 3 6 . 2 ) , (36.3) d i e BELLMANschen F u n k t i o n a l -
g l e i c h u n g e n . 
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Es i s t y der Lagerbestand u n m i t t e l b a r vor der Ent s c h e i d u n g . Man kann 
d i e F u n k t i o n a l g l e i c h u n g e n auch bezogen auf e i n e n Zustand 
z: L a g e r b e s t a n d nach der En t s c h e i d u n g 
f o r m u l i e r e n (BECKMANN (1968)): 
00 
v n ( z ) = f ( z ) + p / M i n {k6(x - y) + a ( x - y) 
o x-y 
+ v Ax + x - y - u)}dP(u) . (36.3) n-1 
Für numerische Zwecke i s t d i e s e Form u.U. v o r t e i l h a f t e r , w e i l der 
Zustandsraum k l e i n e r i s t . Das w i r d aber h i e r n i c h t w e i t e r v e r f o l g t . 
§37 DAS AHM - MODELL IM STATIONÄREN FALL 
Im stationären F a l l w i r d das AHM - M o d e l l e i n e r a n a l y t i s c h e n Behandlung 
l e i c h t e r zugänglich. Außerdem v e r e i n f a c h e n s i c h d i e F u n k t i o n a l g l e i -
chungen, w e i l der I t e r a t i o n s i n d e x n wegfällt. 
Wir h a t t e n b i s h e r im stationären F a l l schon e i n i g e Male den Ansatz 
b e n u t z t , d i e p r o p o r t i o n a l e n B e s t e l l k o s t e n aus der zu minimierenden 
K o s t e n f u n k t i o n herauszunehmen. Auf lange S i c h t muß nämlich der 
Wareneingangs ström g l e i c h dem Warenausgangsstrom s e i n , d.h. d i e 
e r w a r t e t e stationäre Bes t e l l m e n g e im BACKORDER - F a l l i s t g l e i c h dem 
Erwartungswert u der Nachfrage i n e i n e r P e r i o d e und damit unabhängig 
von der B e s t e i 1 r e g e l . 
D i e s e Überlegung w o l l e n w i r nun auf das stationäre AHM - Mo d e l l 
übertragen. D i e W e r t f u n k t i o n l a u t e t (BACKORDER - F a l l ) zunächst 
CO 
v ( y ) = Min {kö(x - y) + a ( x - y) + f ( x ) + p / v ( x - u)dP(u)} . (37.1) 
x>y o 
Um den Gegenwartswert a l l e r K osten e n d l i c h zu h a l t e n , wurde mit p < 1 
d i s k o n t i e r t . 
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Wir b e r e i n i g e n nun v um den Erwartungswert a l l e r p r o p o r t i o n a l e n Be-
s t e l l k o s t e n . In g u t e r Näherung w i r d angenommen, daß zu Beg i n n e i n e r 
jeden P e r i o d e der e r w a r t e t e A bsatz p der V o r p e r i o d e b e s t e l l t w i r d . 
Dann i s t der Erwartungswert a l l e r p r o p o r t i o n a l e n B e s t e l l k o s t e n 
au 1 " P 
(37.2) 
Wir s e t z e n d i e b e r e i n i g t e W e r t f u n k t i o n v ( y ) 
v ( y ) == v ( y ) - a ( T ^ 7 - y) (37.3) 
i n d i e F u n k t i o n a l g l e i c h u n g (37.1) e i n 
00 ^ 
v ( y ) + a ( x ^ - y) = Min {k<5(x - y) + a ( x - y) + f ( x ) + P / [ v ( x - u) 
x>y o 
+ a ( j ^ x + u ) ] d P ( u ) } 
Min {kö(x - y) + ax - pax + f ( x ) + ap y _ + pap - ay + 
x>y 
f ( x ) 
+ p / v ( x - u)dP(u)} 
o 
und e r h a l t e n (im BACKORDER F a l l ) 




f ( x ) = a x ( l - p) + f ( x ) (37.5) 
Im LOST SALES - F a l l läßt s i c h d i e s e r T r i c k n i c h t anwenden, da d o r t d i e 
m i t t l e r e Bestellmenge pro Pe r i o d e g e r i n g e r i s t a l s d i e e r w a r t e t e Nach-
f rage. 
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In den f o l g e n d e n Paragraphen beschäftigen uns d i e b e i d e n Fragen: 
1. Wie läßt s i c h im E i n z e l f a l l e i n e k o n k r e t e Lösung gewinnen? 
2. Wie s i e h t d i e S t r u k t u r der o p t i m a l e n Lösung aus, f a l l s man 
überhaupt von e i n e r S t r u k t u r sprechen kann? 
§38 STANDARDISIERUNG 
Unter g e w i s s e n Voraussetzungen läßt s i c h das AHM - M o d e l l s t a n d a r d i -
s i e r e n . 
V o r a u s s e t z u n g ( V I ) : 
D i e Nachfrage u b e s i t z e e i n e s t a n d a r d i s i e r b a r e 
W a h r s c h e i n l i c h k e i t s v e r t e i l u n g von der Form P(u;u.,cr) = Q ( U ^) . 
Dann s e t z e n w i r 
u = ]i + oe (38. 1) 
u.: Erwar tungswer t der Nachfrage u 
o' Standardabweichung von u 
e' Z u f a l l s v a r i a b l e m i t u. = 0, a - 1 
( s t o c h a s t i s c h e Komponente der Nachfrage) 
q( a ) = P ( £ ) 
Vo r a u s s e t z u n g (V2): 
Die f i x e n B e s t e l l k o s t e n k s e i e n von der Form 
k = k a . (38.2) o 
Das P r i n z i p der Optimalität läßt s i c h folgendermaßen f o r m u l i e r e n 
v ( y ) = Min {kö(x - y) + a ( x - y) + h / (x - u ) q ( ^ ^ ) d ( ^ ) + 
x>y u=o 
CO 
+ g / (u - x ) q ( ^ Z _ ü ) d ( u ) } + p / V ( x - u ) q ( ^ ) d ( J ) . (38.3) 
x 
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D i e r e c h t e S e i t e w i r d u n t e r der Vorau s s e t z u n g (V2) p r o p o r t i o n a l zu er. 
Um d i e s zu z e i g e n , führen w i r folge n d e V a r i a b l e n t r a n s f o r m a t i o n durch 
£ '= ; (38.4) 
CT 
TJ : = l . (38.5) 
Außerdem i s t de = d ( - ) und w i r d e f i n i e r e n 
C7Ü(T?) := v ( y ) . (38.6) 
Dann w i r d aus (38.3) 
ov(r\) = Min {k aö(f - r/) + a a ( f - v) + cr£(£) + 
f>T7 ° 
+ p / ov(£ - e ) p ( e ) de} . (38.7) 
Der F a k t o r o kürzt s i c h weg, und man e r h a l t d i e STANDARDISIERTE 
GLEICHUNG 
1,(17) = Min ( k ö ( h ) + a ( f - n ) + f ( f ) + 
+ P / u(f-e)p(e)d£} 
(38.8) 
D i e H e r l e i t u n g z e i g t : 
1. D i e e r w a r t e t e n L a g e r - und K n a p p h e i t s k o s t e n s i n d p r o p o r t i o n a l z u r 
Standardabweichung der Nachfrage und unabhängig von deren Erwar-
tungswert. M i t wachsendem a nimmt f z u . 
2. Man löst e i n für a l l e m a l das s t a n d a r d i s i e r t e Problem für v e r s c h i e -
h o * dene Kostensätze -, — und l e i t e t aus der o p t i m a l e n P o l i t i k s , S g g 
mit H i l f e der Rücktransformation 
x = p + c f 
d i e o p t i m a l e P o l i t i k des gegebenen Problems ab: 
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s = u. + as 
S = u. + öS 
Dabei s i n d j e d o c h d i e Voraussetzungen ( V I ) und (V2) zu prüfen. 
§39 EXPCTgJfTIALVERTEILTE NACHFRAGE 
Wir v e r s u c h e n , unser b i s h e r i g e s Lösungsschema b e i z u b e h a l t e n : 
1. D i e S t r u k t u r der o p t i m a l e n B e s t e l l r e g e l i n p a r a m e t r i s i e r t e r Form 
vorgeben; 
2. H e r l e i t u n g der K o s t e n f u n k t i o n v; 
3. D i e M i n i m i e r u n g von v bezüglich der Parameter der B e s t e l l r e g e l l e g t 
d i e o p t i m a l e B e s t e l l r e g e l f e s t . 
Es w i r d j e d o c h nur dann zum Z i e l führen, wenn d i e zwei Voraussetzungen 
erfüllt s i n d : 
stationäres M o d e l l , 
- d i e o p t i m a l e B e s t e l l r e g e l b e s i t z t d i e angenommene p a r a m e t r i s i e r t e 
Zunächst p o s t u l i e r e n w i r wieder d i e S t r u k t u r der B e s t e l l r e g e l und o p t i -
m ieren nur i n n e r h a l b d i e s e r S t r u k t u r . (Spater w i r d s i c h z e i g e n , daß d i e 
g l o b a l o p t i m a l e B e s t e l l r e g e l d i e u n t e r s t e l l t e S t r u k t u r b e s i t z t . ) 
Annahme: d i e B e s t e l l r e g e l s e i e i n e (s,S) - P o l i t i k 
S t r u k t u r . 
s < y < S: tue n i c h t s 
(39.1) 
y < s: fülle auf S auf 
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F a l l s der A n f a i i g s b e s t a n d y > S i s t , w a r t e t man solange, b i s der Bestand 
auf S g e f a l l e n i s t . Von da ab g i l t d i e (s,S) - P o l i t i k und S i s t der 
maximale L a g e r b e s t a n d . D i e W e r t f u n k t i o n , eingeschränkt auf d i e K l a s s e 
der (s.S) - P o l i t i k e n , l a u t e t (im BACKORDER - F a l l ) 
v ( y ) = 1 
HY) + P / v ( y - u)dP(u) für y > s 




Die p r o p o r t i o n a l e n B e s t e l l k o s t e n werden i n diesem Mo d e l l außer a c h t 
g e l a s s e n . Es hat s i c h i n §37 g e z e i g t , daß d i e s k e i n e r e l e v a n t e E i n -
schränkung bedeutet. Den Zustandsraum s e t z e n w i r a l s k o n t i n u i e r l i c h 
v o r a u s , so daß im Punkt y = s d i e beiden A l t e r n a t i v e n ( b e s t e l l e n , n i c h t 
b e s t e l l e n ) g l e i c h gut s i n d . Für y = s s i n d a l s o (39.2) und (39.3) 
i d e n t i s c h . 
Für y < s i s t d i e W e r t f u n k t i o n (39.3) unabhängig von y. Insbesondere 
g i l t 
v ( y ) = v ( s ) , y < s. 
Deshalb läßt s i c h (39.2) auch s c h r e i b e n a l s 
(39.4) 
Für y = s w i r d daraus v ( s ) = f ( s ) + p v ( s ) , oder 
(39.5) 
Soweit g e l t e n d i e Überlegungen a l l g e m e i n . Nun versuchen w i r , d i e 
I n t e g r a l g l e i c h u n g (39.4) für e x p o n e n t i a l v e r t e i 1 t e Nachfrage zu lösen. 
H i e r i s t 
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P(u) = 1 - e 
p(u)du = ae a U du, 
E{u} = n = i 
Die e r w a r t e t e n L a g e r - und Fehlmengenkosten s i n d 
f ( x ) = f ( x ) + a x ( l - p) 
f ( x ) = (h + g ) [ x - i ( l - e " 0 ^ ) ] + g ( i - x) . (39.6) 
Wir s e t z e n s i e i n (39.4) e i n , führen d o r t im I n t e g r a l d i e V a r i a b l e n -
t r a n s f o r m a t i o n f = y - u durch und m u l t i p l i z i e r e n d i e G l e i c h u n g m i t 
e . Das e r g i b t 
y{y)e^ = (h • g ) [ y e a y - lie^ - 1 ) ] + 8 e ^ + ( a - g - p)ye^ + 
+ ccp j v ( f ) e a ? df + a p v ( s ) e a S . (39.7) 
s 
M i t der D e f i n i t i o n 
w(y) •= v ( y ) e a y 
w i r d daraus 
w(y) = (h + g ) [ y e a y - i ( e a y - 1)] + J e* y + (a - g - p ) y e ^ 
y 
+ ap j w ( f ) d f + apw(s) . 
s 
Durch D i f f e r e n t i a t i o n führen w i r d i e s e I n t e g r a l g l e i c h u n g i n e i n e 
D i f f e r e n t i a l g l e i c h u n g der folge n d e n Form über 
w'(y) - apw(y) = [ a y ( h + a - p) + a - p ] e a y 
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M i t dem i n t e g r i e r e n d e n F a k t o r e w i r d daraus d i e D i f f e r e n t i a l -
g1e i chung 
^ W ( y ) e - a p y ) = [ a y ( h + a - p) + ( a - p ) ] e t t ( 1 " p ) y . (39.8) 
Wir i n t e g r i e r e n (39.8) und gewinnen durch M u l t i p l i k a t i o n mit 
exp(apy - cty) d i e ursprüngliche K o s t e n f u n k t i o n v zurück. Im z w e i t e n 
S c h r i t t s e t z e n w i r d i e Randbedingung (39.5) e i n und e r h a l t e n d i e 
gesuchte Lösung für v. 
Im d r i t t e n S c h r i t t i s t v bezüglich y = S und s zu m i n i m i e r e n 
Min v ( y ) = v(S) S 
y 
Min v ( y ) 
s 
dv dv 
D i e für d i e Minima notwendigen Bedingungen = 0 und g^- = 0 führen 
jed o c h auf tra n s z e n d e n t e G l e i c h u n g e n , so daß k e i n e e x p l i z i t e n Lösungen 
für s und S angegeben werden können. 
Um d i e s e s Z i e l dennoch zu e r r e i c h e n , m o d i f i z i e r e n w i r d i e K o s t e n s t r u k -
t u r . S e i j e t z t 
f ( x ) = hx + g / ( f - x ) e * df = hx + ge X . (39.9) 
x 
Außerdem s e i der Erwartungswert der Nachfrage p = 1, was s i c h d u r c h 
e i n e Umskalierung der N a c h f r a g e e i n h e i t e n ohne Einschränkung e r r e i c h e n 
läßt. Dann i s t et = 1. D i e L a g e r k o s t e n werden auf den Anfang der P e r i o d e 
bezogen und d i e Fehlmengenkos ten auf das Ende. Lagermengen y > 0 werden 
a l s o mit höheren Kosten bewertet a l s b i s h e r . A n s t e l l e von (39.7) e r h a l -
ten w i r nun 
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/v y ^ 
v ( y ) = hy + g e " y + y-ß—<hse s + g ) e " y + p / v ( f ) e f ~ y df . (39.10) 
Die Lösung d i e s e r G l e i c h u n g l a u t e t 
v ( y ) ^ r S --^^ [—^S*¥-7l e ( p - 1 ) ( y _ S ) • (39.11) 
P (1 - P ) 2 (1 - P ) 2 1 " P 
v i s t konvex i n y und s. S = y i s t der o p t i m a l e Anfangsbestand, d e s h a l b 
l i e g t das Minimum von v b e i S 
v'(S) = 0. (39.12) 
S e t z t man i n (39.2), (39.3) einmal y = S und einmal y = s e i n und 
s u b t r a h i e r t man d i e be i d e n Ausdrücke, so e r h a l t man 
v ( s ) - v(S) = k. (39.13) 
Wir verwenden d i e s e b e i d e n G l e i c h u n g e n (39.12), (39.13) zur Berechnung 
von s und S bzw. D = S - s . Es i s t für y = S 
v-(s) = r ^ r + (p - n c - ^ * e ( P" 1 ) ( s" s ) • 
p (1 - p) p 
Wegen v ' ( S ) = 0 f o l g t 
D = S - s = y±— l n [ p + (1 - p) S e " S ] . (39.14) 
Aus (39.13) w i r d 
Ph + i £ ! h D _ _ r Ph + s£L] e ( p _ 1 ) D = k (39.15) 
( 1 - P ) 2 1 " P l ~ P ( 1 - P ) 2 1 _ P 
oder 
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[P + (1 - P> 5 e " S ] - (1 - p)D - [ Ü ^ i e" S + p » ^ 
(1 - p)' (39.16) 
M i t der Abkürzung 
q := p + (1 - p) S e 5 
w i r d aus (39.14) 
D = 1 " P l n q 
und (39.16) nimmt d i e Form an 
q = 1 + ( X h P ^ k + l n q . (39.17) 
Di e Werte s, D können nun wie f o l g t gefunden werden: Z u e r s t w i r d q 
i t e r a t i v aus G l e i c h u n g (39.17) bestimmt. Dann i s t s, S und D gegeben 
d u r c h 
s - i n - P) • 
h*(q - p) * 
D 1 1 " P 






§40 OPTIMALITÄT DER (s ,S ) - POLITIK v n n' 
B e i den M o d e l l e n mit k o n t i n u i e r l i c h e r Bestandsüberwachung l a g d i e 
Optimalität e i n e r (s,D) - P o l i t i k (S = s + D) auf der Hand. Dadurch 
v e r e i n f a c h t e s i c h d i e a n a l y t i s c h e Lösungsfindung beträchtlich. G i l t 
Entsprechendes auch für AHM - Mod e l l e ? 
Wir b e t r a c h t e n das AHM - M o d e l l im BACKORDER F a l l . Das P r i n z i p der 
Optimalität l a u t e t 
00 
v n ( y ) = Min {kö(x - y) + a ( x - y) + f ( x ) + p / v ^ f x - u)dP(u)} , (40. 1) 
x>y o 
u = 1,2...,N. 
Durch Auswertung d i e s e r R e k u r s i o n läßt s i c h s t e t s e i n e Lösung f i n d e n . 
Man s t a r t e t m i t einem vom Problem her zu d e f i n i e r e n d e n Anfangswert V Q 
und berechnet nacheinander d i e K e t t e 
o 1 2 n N 
Man nennt d i e s d i e WERTITERATION der Dynamischen Optimierung. Für jede 
P e r i o d e erhält man e i n e eigene o p t i m a l e B e s t e l l r e g e l . B e i unendlichem 
P l a n u n g s h o r i z o n t i s t noch e i n g e e i g n e t e s A b b r u c h k r i t e r i u m zu d e f i n i e -
ren. (Beim stationären M o d e l l w i r d man jedoch auf andere V e r f a h r e n 
ausweichen.) D i e W e r t i t e r a t i o n i s t numerisch sehr aufwendig. V a r i i e r t 
z.B. y zwischen -1000 und +1000, so muß für jedes n d i e M i n i m i e r u n g s -
o p e r a t i o n 2001 mal durchgeführt werden. B e i einem e i n z i g e n M i n i m i e -
r u n g s s c h r i t t w i r d d i e r e c h t e S e i t e von (40.1) d u r c h s c h n i t t l i c h 1000 mal 
ausgewertet. 
B e i vorgegebener S t r u k t u r der o p t i m a l e n B e s t e l l r e g e l läßt s i c h aber der 
Rechenaufwand beträchtlich r e d u z i e r e n . B e i e i n e r (s ,S ) - S t r u k t u r 
v n n J 
z.B. würde man z u e r s t d i e Minimierung b e i y = -1000 vornehmen. D o r t 
weiß man, daß s i c h e r b e s t e l l t w i r d . D i e s e r M i n i m i e r u n g s s c h r i t t l i e f e r t 
S . Für a l l e r e s t l i c h e n Bestände y = -999,-998,... r e d u z i e r t s i c h dann n J 
d i e M i n i m i e r u n g auf den V e r g l e i c h der b e i d e n A l t e r n a t i v e n " b e s t e l l e 
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n i c h t " und "fülle das Lager auf S auf". Sobald s bekannt i s t , 
& n n 
entfäl1t für d i e noch v e r b l e i b e n d e n y - Werte y = s ,,,s i 0,...,S d i e 
n+1 n+2 n 
M i n i m i e r u n g ganz. 
Unter diesem G e s i c h t s p u n k t gewinnt d i e Frage "Wann i s t e i n e ( s n ' S n ) ~ 
P o l i t i k o p t i m a l " an Bedeutung. S i e s o l l im folg e n d e n u n t e r s u c h t werden. 
Um das Problem t r a n s p a r e n t e r zu g e s t a l t e n , s c h r e i b e n w i r (40.1) um. Wir 
z i e h e n d i e Ko s t e n -ay v o r d i e Minimi e r u n g und e r h a l t e n 
v ( y) = -ay + Min {k<5(x - y) + ax + f ( x ) + p / v x ( x - u)dP(u)} . (40.2) 
n *>y v J l , 
=: H (x) n v } 
J e t z t s p a l t e n w i r d i e F u n k t i o n a l g l e i c h u n g i n d i e b e i d e n A l t e r n a t i v e n 
( I ) und ( I I ) auf 
[ H (y) , f a l l s k e i n e B e s t e l l u n g ( I ) ; 
v ( y ) = -ay + \ n (40.3) 
[ k + Min H (x) , f a l l s B e s t e l l u n g ( I I ) ; 
x>y 
und gewinnen d i e E n t s c h e i d u n g s r e g e l 
{< k => tue n i c h t s ; (40.4) > k => b e s t e l l e x - y . 
Für AH^ = k s i n d b e i d e A l t e r n a t i v e n g l e i c h gut und man kann e i n e von 
b e i d e n b e l i e b i g wählen. In d i e s e r Form b i e t e t s i c h e i n e p h y s i k a l i s c h e 
I n t e r p r e t a t i o n des M o d e l l s an. Um den Bestand y durch e i n e n E i n g r i f f 
von außen ( B e s t e l l u n g ) zu bewegen, i s t der Kraf t a u f w a n d k z u r Über-
windung der Haftung nötig. E i n E i n g r i f f l o h n t s i c h nur, f a l l s d i e s e r 
Aufwand g e r i n g e r i s t a l s d i e durch d i e i n Gang gekommene Bewegung 
f r e i g e s e t z t e E n e r g i e AH. 
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Abb. 40. 1 P h y s i k a l i s c h e I n t e r p r e t a t i o n : 
Zur Uberwindung s e i n e r H a f t r e i b u n g erfährt 
der Massepunkt y e i n e n Stoß k und r u t s c h t 
nach x*. Dabei w i r d d i e p o t e n t i e l l e E n e r g i e 
AH f r e i g e s e t z t . 
Für welche y s i c h e i n e B e s t e l l u n g l o h n t , hängt von der G e s t a l t von H^ 
ab. Dazu d i e zwei f o l g e n d e n B e i s p i e l e Abb. 40.2 und Abb. 40.3. Die 
B e s t e l l b e r e i c h e s i n d j e w e i l s s c h r a f f i e r t . Das g l o b a l e Minimum von H^ 
b e i S^ bestimmt -abgesehen von einem e v e n t u e l l höheren Anfangsbestand-
das Lagermaximum. 
Abb. 40.2: (s ,S ) - P o l i t i k v n n 7 
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Abb. 40.3: k o m p l i z i e r t e r e P o l i t i k 
D i e s e Überlegung macht zwei Dinge d e u t l i c h 
1. F a l l s k = 0 i s t , w i r d man b e i j e d e r B e s t a n d s i n s p e k t i o n den Bestand 
auf den o p t i m a l e n Wert hochs e t z e n , f a l l s er davon abgewichen i s t , 
auch wenn d i e Abweichung sehr g e r i n g i s t . 
2. I s t H konvex, dann b e s i t z t d i e op t i m a l e P o l i t i k e i n e (s ,S ) -
n ^ n n J 
S t r u k t u r . 
D i e Konvexitätsforderung von i s t jedoch ungeeignet, w e i l s i e e r s t e n s 
r e s t r i k t i v e r i s t a l s notwendig ( s i e h e Abb. 40.2; d o r t i s t n i c h t 
konvex und dennoch i s t e i n e (s ,S ^ - P o l i t i k o p t i m a l ) und w e i l s i c h 
v n n' 
zwe i t e n s d i e Konvexität n i c h t auf H - v e r e r b t . D i e s s i e h t man an dem 
n+1 
fo l g e n d e n B e i s p i e l . 
Für n = 1 i s t 
v x ( y ) = -ay + 
H 2 ( y ) 
k + H ^ } 
( I ) 
( I I ) 
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I s t f ( x ) konvex => = ay + f ( y ) e b e n f a l l s konvex. 
V- hat z.B. den V e r l a u f 
Abb. 40.4: B e i s p i e l für n i c h t k o n v e x e s , 
aber k-konvexes v.^  
i s t konvex, v ^ 1 ^ i s t e i n e l i n e a r e F u n k t i o n m i t S t e i g u n g -a. Für 
manche Werte von a i s t v^ n i c h t konvex für a l l e y. Damit i s t aber auch 
H 2 ( y ) = ay + f ( y ) + p / V l ( y - u)dP(u) 
n i c h t mehr konvex für a l l e y. 
Man kommt j e d o c h zum Z i e l , wenn man den Konvexitätsbegriff i n 
g e e i g n e t e r Weise v e r a l l g e m e i n e r t . 
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Def. 40.1: E i n e auf dem r e e l l e n I n t e r v a l l [y ;y^] d e f i n i e r t e F u n k t i o n 
H(y) heißt k-KONVEX, f a l l s f u r a l l e y € [ y ~ ; y + ] und b e l i e -
b i g e a, k > 0 g i l t : 
H(y + a) - H(y) - ctH'(y) + k > 0. 
Def. 40.2: E i n e auf dem r e e l l e n I n t e r v a l l [ y ~ ; y + ] d e f i n i e r t e n i c h t -
d i f f e r e n z i e r b a r e F u n k t i o n H(y) heißt k-KONVEX, f a l l s für 
a l l e y € [ y ~ ~ ; y + ] , ß > 0 und b e l i e b i g e a, k > 0 g i l t : 
H(y + a) - H(y) + q [ H ( y ) " j j ( y " P ) ] + k > 0 . 
Zunächst i s t z u z e i g e n , daß b e i festem n d i e op t i m a l e B e s t e l l r e g e l e i n e 
(s ,S ) - S t r u k t u r b e s i t z t , f a l l s H (v) k-konvex i s t . Wie man i n Abb. n n n v J 
40.2 s i e h t , l i e g t e i n e o p t i m a l e P o l i t i k vom Typ ( s n « s n ) S e n a u d a n n v o r • 
wenn H^(y) l i n k s von y = s^ n i e mehr u n t e r das Niveau H n ( S ^ ) + k fällt 
oder es e r r e i c h t : 
f < k + H (S ), für s < y < S ; 
H (y) n n n (40.5) 
[ > k + H n ( S n ) , für y < s n . 
D i e s e n t s p r i c h t genau der E n t s c h e i d u n g s r e g e l (40.4). D i e Bedingung 
(40.5) i s t m i t S i c h e r h e i t erfüllt, wenn H n ( y ) monoton fällt für a l l e 
y < s^, d.h. wenn 
H'(y) < 0 für y < s . (40.6) n n 
k-konvexe F u n k t i o n e n H n ( y ) erfüllen d i e s e Forderung ( 4 0 . 6 ) . Den Beweis 
hierfür führen w i r durch Widerspruch: Dazu nehmen w i r das G e g e n t e i l an: 
Di e k-konvexe F u n k t i o n H (y) b e s i t z e l i n k s von s e i n r e l a t i v e s Maximum 
n n 
H n ^ y l ^ ' y l < V H n ( y l ) > k + W ( s i e h e d i e f o l g e n d e A b b i l d u n g 
( 4 0 . 5 ) . 
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Abb. 40.5: Zum Beweis der opt. (s ,S ) - P o l i t i k , f a l l s 
H k-konvex i s t . n 
s^ s e i der größte y-Wert, b e i dem H^(y) das Niveau ^ ( s ^ ) = H(S^) + k 
überschreitet (H^ ( s ^ ) < 0 ) . Wegen des r e l a t i v e n Maximums b e i y^ kann 
H n i c h t k-konvex s e i n , denn d i e D e f i n i t i o n s u n g l e i c h u n g i s t n i c h t n 
erfüllt. Wählen w i r S = y n + a, so g i l t nämlich n J \ & 
H (S ) - H ( y j - a H ' f y J + k < 0 
< -k = 0 
Es e r g i b t s i c h a l s o e i n Widerspruch z u r Vor a u s s e t z u n g der k-Konvexität 
von H . Deshalb kann e i n e k-konvexe F u n k t i o n H für y < s k e i n n n J n 
r e l a t i v e s Extremum b e s i t z e n . Wegen H'(s ) < 0 i s t a l s o H (y) monoton 
& n v nJ n w J 
f a l l e n d für a l l e y < s , d.h. «die (s ,S ) - P o l i t i k i s t o p t i m a l . J " n v n nJ 
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Im w e i t e r e n S c h r i t t w i r d nun g e z e i g t , daß d i e k-Konvexität von auf 
H 1 v e r e r b t w i r d . n+1 
S a t z 40.1: Es l i e g e das oben b e s c h r i e b e n e M o d e l l zugrunde. S e i H^(y) 
k-konvex. Dann i s t H (y) k-konvex für a l l e n € IN. n w } 
Beweis: 
n = 1- H^(y) k-konvex nach Voraussetzung 
n > 1: S e i H (y) k-konvex 
=> ( s n'^ n) - P o l i t i k i s t o p t i m a l , d.h. zur Berechnung von v n ( y ) 
können w i r d i e (s ,S ) - P o l i t i k benützen. Danach i s t v n nJ 
f H (y) , für y > s ; 
(*) v (y) = -ay + n 
[ k + H (S ), für y < s 
Wir berechnen v n ( y ) • 
1. s < y < S :v (y) = -ay + H (y) i s t k-konvex. n J ~ n n w J J n V J J 
2. y < s^ < y + a < S^: Es muß g e z e i g t werden, daß g i l t 
v n ( y + a) - v n ( y ) - o v n ( y ) + k > 0 . 
(*) e i n g e s e t z t l i e f e r t 
- a ( y + a ) + H ( y + a ) + a y - k - H ( S ) + a a + k > 0 v J n v ' J n v n y 
H (y + a) - H (S ) > 0. Die s i s t s t e t s r i c h t i g , da n w J n v T\J ~ & 
H (S ) = Min H ( y ) . n v r\J n v 7 
y 
3. y < y + a < s : v ( y ) = -ay + k + H (S ) i s t l i n e a r , n _ n w J J n v n y 
a l s o auch k-konvex. 
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=> v n ( y ) i s t k-konvex 
00 
/ v n ( x ~ u ) d P ( u ) i s t k-konvex 
o 
=> H n + 1 ( y ) = ~ aY + + / v n ( x - u ) d P ( u ) i s t k-konvex, da ay 
und f ( x ) konvex s i n d . 
Da H (x) = ax + f ( x ) k-konvex i s t , wurde damit insgesamt g e z e i g t : 
Das i n § 36 e n t w i c k e l t e AHM - M o d e l l (BACKORDER F a l l ) 
b e s i t z t für jede P e r i o d e e i n e o p t i m a l e B e s t e l l r e g e l 
vom Typ e i n e r (s ,S ) - P o l i t i k . 
Der e n t s c h e i d e n d e Punkt h i e r b e i i s t d i e G e s t a l t der e r w a r t e t e n L a g e r -
und Fehlmengenkosten. S i e s e i nochmals angegeben: 
y 0 0 
HY) = h / (y - u)dP(u) + g / (u - y ) d P ( u ) . 
o y 
Sowohl d i e Lagerbestände a l s auch d i e Fehlmengen werden m i t einem 
p r o p o r t i o n a l e n K o s t e n s a t z h bzw. g b e l e g t . Ursprünglich a r b e i t e t e n 
ARROW, HARRIS, MARSHAK, KARLIN, SCARF, BECKMANN u.a. mit Fehlmengen-
k o s t e n , d i e für a l l e Fehlmengen g l e i c h hoch waren ( z u g e s c h n i t t e n auf 
d i e S i t u a t i o n i n der NAVY, v g l . §26.2). Zwangsläufig s c h l u g e n h i e r a l l e 
Bemühungen um o p t i m a l e (s ,S ) - P o l i t i k e n f e h l . 
v n nJ 
Später wurden z a h l r e i c h e V e r a l l g e m e i n e r u n g e n der obi g e n F u n k t i o n f ( y ) 
angegeben, u n t e r denen dennoch d i e (s ,S ) - P o l i t i k e n o p t i m a l b l e i b e n 
v n n 
(z.B. VEINOTT (1966), SCHAL (1 9 7 6 ) ) . 
165 
§41 ELIMINATION DER PROPORT KRALEN BESTELLKOSTEN BEI 
ENDLICHEM PLANUNGSHORIZOST 
Wir v e r s u c h e n , d i e p r o p o r t i o n a l e n B e s t e l l k o s t e n a ( x - y ) i n d i e L a g e r -
und Fehlmengenkosten zu i n t e g r i e r e n . Das wäre s o f o r t möglich, wenn d i e 
p r o p o r t i o n a l e n B e s t e l l k o s t e n e i n e l i n e a r e F u n k t i o n des Bestandes x 
wären, wie das b e i den L a g e r - bzw. F e h l mengenkos te n hx, -gx der F a l l 
i s t . Um d i e s z u e r r e i c h e n wählen w i r den 
Ansa t z : v n ( y ) = v n ( y ) + ay - au , u. = E{u} . 
B e i v (y) s i n d j e t z t d i e p r o p o r t i o n a l e n B e s t e l l k o s t e n 
a ( x - y) + ay - a j i . (41. 1) 
Idee: Der Term ay fällt weg und es b l e i b t ax. au. i s t e i n k o n s t a n t e r 
K o r r e k t u r t e r m . M i t diesem A n s a t z f o r m u l i e r e n w i r das P r i n z i p der 
Optimalität. I n den F u n k t i o n e n v (y) gehorcht es der G l e i c h u n g ( 3 6 . 2 ) . 
Daraus w i r d m i t dem ob i g e n A n s a t z 
v (y) = Min {kÖ(x - y) + ax - ay + f ( x ) + 
x>y 
+ P / C v n _ i ( x ~ u ) ~ a ( x - u) + auJdP(u)} + ay - ajj. 
= Min {k<5(x - y) + a ( l - p ) ( x - ;i) + f ( x ) + p / v n _ x ( x - u)dP(u)} + 
x>y 
+ paji 
Es b l e i b t r e c h t s noch e i n Rest term pau. stehen. Um i h n auch noch e l i m i -
n i e r e n zu können, e r w e i t e r n w i r den Ans a t z um e i n e n v a r i a b l e n K o r r e k -
t u r term, 
e r w e i t e r t e r A n s a t z : v n ( y ) = v n ( y ) + a ( y ~ ^ ) + ^ n ' (41-2) 
und gehen damit erneut i n d i e F u n k t i o n a l g l e i c h u n g ( 3 6 . 2 ) : 
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v (y) = Min {kö(x - y) + a ( x - p) + b + f ( x ) 
x>y 
+ P / [ > n _ l ( x - u) - a ( x - u) + au - b ^ ^ d P C u ) } 
Min {k<5(x - y) + a ( l - p ) ( x - }i) + f ( x ) 
+ PJ V n - l ( x " u ) d P ^ u ^ + b R + pau - p b n _ 1 
Der Restterm b + pau - pb 1 muß zum Verschwinden gebracht werden, n ' ^ n-1 
Dazu muß g e l t e n 
b = p(b 
n r v 1 n-1 
ajx) 
= p [ P b n _ 2 - ap) - aji] 
n u 1 - p P b 0 - PaM j - ^ y 
Wir wählen a l s S t a r t w e r t b = 0 und e r h a l t e n 
o 
K 1 - P 
b = -pau. -r -
n 1 - p 
n 
(41.3) 
Damit i s t der Restterm e l i m i n i e r t . 
Im l e t z t e n S c h r i t t i n t e g r i e r e n w i r d i e B e s t e l l k o s t e n i n d i e Kosten 
f ( x ) . D i e neu entstehende F u n k t i o n s e i f ( x ) . 
f ( x ) := a ( l - p ) ( x - fi) + f ( x ) (41.4) 
Es war 
f ( x ) = (h + g) / P(u)du + g ( u - x) 
o 
A l s o i s t 
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f ( x ) = (h + g) / P(u)du + [g - a ( l - p ) ] ( p - x) 
o v v ' 
= : g 
(41.5) 
Wir d e f i n i e r e n 
h := h + a ( l - p) 
g := g - a ( l - p) 
(41.6) 
(41.7) 
a l s neue Kostensätze für d i e Lage r - bzw. Fehlmengen und e r h a l t e n das 
E r g e b n i s 
f . . ( x ) = f ( x ) (41.8) 
v R ( y ) = v n ( y ) + a ( y - i i ) - pap. \ ~ ~ 
n 
(41.9) 
v n ( y ) = Min {kö(x - y) + f ( x ) + p / v ^ x - u)dP(u)} . 
x>y o 
(41.10) 
V e r g l e i c h m it der E l i m i n a t i o n der p r o p o r t i o n a l e n B e s t e l l k o s t e n beim 
stationären M o d e l l (§37) 
Die obige Methode läßt s i c h auch auf den F a l l n = 0 0 ausdehnen. 
Für n -» 0 0 w i r d aus (41.3) 
l i m b =: b = t (41.11) n 1 - p 
und aus (41.2) 
v ( y ) := v ( y ) + a ( y - p) + b 
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= v ( y ) + ay - au (41.12) 
Beim stationären M o d e l l i n §(37) verwendeten w i r e i n e T r a n s f o r m a t i o n 
v ( y ) := v ( y ) + ay 1 - P * 
Dort war 
f ( x ) := f ( x ) + a ( l - p)x . 
Der U n t e r s c h i e d der b e i d e n Ansätze b e s t e h t d a r i n , daß beim stationären 
M o d e l l d i e m i t t l e r e n B e s t e l l k o s t e n au j e w e i l s auf das Ende der P e r i o d e 
bezogen s i n d , so daß s i e d i s k o n t i e r t werden. 
Deshalb der k o n s t a n t e K o r r e k t u r t e r m 
POM 
1 - p * 
B e i dem im v o r l i e g e n d e n Paragraphen gewählten A n s a t z s i n d d i e m i t t l e r e n 
B e s t e l l k o s t e n p r o P e r i o d e auf den Anfang der P e r i o d e bezogen, d e s h a l b 
h i e r der K o r r e k t u r t e r m 
au 
1 " P 
Der U n t e r s c h i e d b e i den Gesamtkosten i n b e i d e n M o d e l l e n b e s t e h t l e t z t -
l i c h d a r i n , daß b e i dem v o r l i e g e n d e n M o d e l l d i e m i t t l e r e n B e s t e l l k o s t e n 
au einmal öfter a u f t r e t e n , nämlich z u r B e v o r r a t u n g für d i e e r s t e P e r i o -
de. D i e s z e i g t auch d i e folgende formale B e t r a c h t u n g . 
Der V e r g l e i c h der b e i d e n T r a n s f o r m a t i o n e n z e i g t 
Äv :- v ( y ) - v ( y ) = au ; 
Af := f ( y ) - f ( y ) = a n ( l - p) . 
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Der U n t e r s c h i e d Av der W e r t f u n k t i o n e n erklärt s i c h vollständig aus den 
u n t e r s c h i e d l i c h e n E i n p e r i o d e n k o s t e n . Es i s t nämlich der Gegenwartswert 
der i n a l l e n P e r i o d e n a u f t r e t e n d e n D i f f e r e n z e n Af 
00 
Af ^ p n = ap, 
n=o 
exakt d i e D i f f e r e n z Av. 
Der V o r t e i l des i n diesem Paragraphen gewählten Ansatzes l i e g t d a r i n , 
daß s i c h d i e E l i m i n a t i o n der p r o p o r t i o n a l e n B e s t e l l k o s t e n sehr schön 
i n t e r p r e t i e r e n läßt a l s e i n e M o d i f i k a t i o n der Lag e r - und Fehlmengen-
kostensätze h und g. 
§42 SCHRANKEN FÜR ( s ,S ) v n n' 
Es werden i n diesem Paragraphen Schranken für d i e ( s n«^ n) ~ P o l i t i k e n 
h e r g e l e i t e t . 
s < s <i < S < S < S . (42.1) 
D i e s i s t für numerische Zwecke nützlich. Man kann s i c h b e i der 
Minimumsuche Min { } auf x - Werte beschränken, d i e i n n e r h a l b der 
x>y 
I n t e r v a l l e [ s . s ] bzw. [S,S] l i e g e n . Außerdem werden d i e Schranken für 
den Beweis e i n e r o p t i m a l e n (s,S) - P o l i t i k des stationären M o d e l l s 
verwendet. Davon aber später. 
1. Schranke S 
Der Auffüllpunkt S^ des E i n p e r i o d e n m o d e l l s w i r d e i n e u n t e r e Schranke S 
für d i e Auffüllpunkte S a l l e r Mehrperiodenmodelle, n > 1, s e i n . 
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Dafür läßt s i c h e i n e p l a u s i b l e Begründung angeben: 
Wegen der F i x k o s t e n k > 0 w i r d man s i c h b e i einem Mehrperiodenmodel1 
b e r e i t s zu Beginn der e r s t e n P e r i o d e für d i e f e r n e r e Zukunft b e v o r r a -
ten . B e i einem E i n p e r i o d e n m o d e l l fällt d i e s e B e v o r r a t u n g weg. 
Daß d i e s e p l a u s i b l e Annahme r i c h t i g i s t , w i r d j e t z t s t r e n g bewiesen. Es 
i s t b e r e i t s g e z e i g t , daß für a l l e P e r i o d e n e i n e (s ,S ) - P o l i t i k 
n n 
o p t i m a l i s t , d.h. 
f + H (y) , fü r y > s ; 
v n ( y ) = -ay n n (42.2) 
I + k + H (S } . f ü r y < s . L n v nJ J " n 
Wir führen den Beweis am M o d e l l mit p r o p o r t i o n a l e n B e s t e l l k o s t e n durch. 
v ( y) i s t d i f f e r e n z i e r b a r m i t Ausnahme an der S t e l l e y = s . n w J J n 
Für n = 1 i s t 
H ^ y ) = ay + f ( y ) (42.3) 
= : G(y) 
G(y) s i n d d i e E i n p e r i o d e n k o s t e n . S i e s i n d unabhängig von n. Nehme 
s e i n Minimum an der S t e l l e S^ an, d.h. 
G'(y) < 0 für a l l e y < S . (42.4) 
Wir z e i g e n nun i n d u k t i v : H^(y) < 0 für a l l e y < S^, n € IN. 
H j ( y ) < 0 für a l l e y < S^ i s t b e r e i t s g e z e i g t . 
S e i H^fy) < 0 für a l l e y < Dann i s t wegen (42.2) 
f " a + H n ^ 1 v n ( y ) = < n \ < -a < 0 für a l l e y < S 
1 7 1 
M i t 
H n + 1 ( y ) = G'(y) + p / v n ( x - u)dP(u) 
e r h a l t man 
H n + 1 ( y ) < G'(y) - pa < 0 für a l l e y < . (42.5) 
A l s o nimmt H (y) s e i n Minimum b e i y > an für a l l e n € IN. Der m i n i -
mierende Wert von i s t der o p t i m a l e Auffüllpunkt S^ i n der n- t e n Pe-
r i o d e rückwärts gezählt (d.h. e r s t e P e r i o d e e i n e s n - P e r i o d e n m o d e l l s ) . 
Es i s t a l s o 
S- < S für a l l e n € IN. 1 - n 
(Schranke von IGLEHART). 
Berechnung von S^: 
H 1 ( S 1 ) = Min H x ( x ) ax + f ( x ) -> Min 
x 
x 
ax + (h + g) / P(u)du + g ( u - x) -» Min 
o 
« a + (h + g ) P ( x ) - g = 0 
1 l g + h } ' 
D i e Schranke S läßt s i c h j e d o c h noch v e r b e s s e r n , wenn man zum M o d e l l 
m i t e l i m i n i e r t e n p r o p o r t i o n a l e n B e s t e l l k o s t e n übergeht. Dort i s t 
^ ( y ) = f ( y ) 
v n ( y ) = j > < 0 für a l l e y < S x . 
i s t der M i n i m i e r e r von H^(y) = f ( y ) . Nach obigem Beweisschema erhält 
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H (y) < f ' ( y ) < 0 für a l l e y < S][ . 
A l s o i s t auch S- e i n e u n t e r e Schranke für S 1 n 
S. < S 1 n für a l l e n € IN 
(Schranke von VEINOTT), jedoch i s t S^ schärfer a l s S^ , wie d i e 
Berechnung z e i g t : 
H 1 ( S 1 ) = Min H (x) <=> f (x) -> Min 
x x 
f (x) + a ( l - p ) ( x - p) -> Min 
(h + g ) P ( x ) - g + a ( l - p) = 0 
_ s - p - l ( g - a ( l - p)> 
- 1 *" 1 g + h J ' (42.6) 
Da d i e V e r t e i l u n g s f u n k t i o n P(u) der Nachfrage s t e t s monoton wächst, i s t 
H i e r z e i g t s i c h der V o r t e i l der von BECKMANN vorgeschlagenen E l i m i n a -
t i o n der p r o p o r t i o n a l e n B e s t e l l k o s t e n ( v g l . §36). 
In der Abb. 42.1 w i r d der S a c h v e r h a l t g r a p h i s c h d a r g e s t e l l t . D i e 
F u n k t i o n f h a t i h r Minimum w e i t e r r e c h t s a l s f, fällt aber dafür l i n k s 
davon f l a c h e r a l s f 




Abb. 42.1: untere Schranke S 
H fällt l i n k s von S- s t e i l e r ab a l s f. n 1 
Da es nur auf d i e N i v e a u d i f f e r e n z e n AH bzw. Af, Af ankommt, s i n d H^ und 
f i n der o b i g e n A b b i l d u n g so verschoben, daß deren Minima auf g l e i c h e r 
Höhe m i t f ( S 1 ) l i e g e n . Dann l i e g t H n über f für a l l e y < S ^ Ebenso 
l i e g t dann auch H über f für a l l e y < S- . 
n 1 
2. Schranke s' 
Wir s c h r e i b e n das P r i n z i p der O p t i m a l i t a t i n der Form 
v j y ) = Min ( H n ( y ) k + Min H ( x ) } 
x>y 
und z e i g e n zunächst 
v n ( y ) < v j y ' ) + k . für y < y' . (42.7) 
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Es i s t v (y) < k + Min H (x) < k + Min H y' < k + v y' für v < y' n u ; ~ n v } ~ . , nKJ } ~ n w J ~ - J x>y x>y 
M i t H i l f e d i e s e r U n g l e i c h u n g e r h a l t e n w i r 
H n ( y ) - H n ( y ' ) = f ( y ) - f ( y ' ) + P / [ v ^ y - u) - v n - 1 ( y ' - u ) ] d P ( u ) 
< k 
für y < y', a l s o 
H n ( y ) - H n ( y ' ) < f ( y ) - f ( y ' ) + pk. y < y' . (42.8) 
Wir s e t z e n y = s , y' = S : J n J n 
H (s ) - H (S ) < f ( s ) - f ( S ) + pk n v n y n v n y v nJ K nJ r 
k, d.h. b e s t e l l e n 
k ( l - p) < f ( s n ) - f ( S n ) ; 
b e s t e l l e n : 
f(s n) > f(S n) + (1 - p)k (42.9) 
M i t d i e s e r von VEINOTT angegebenen Ungleichung i s t es gelungen, den 
Zusammenhang zwischen s und S , der aus der N i v e a u d i f f e r e n z AH = k & n n n 
der r e k u r s i v e n F u n k t i o n e n H r e s u l t i e r t , auf d i e N i v e a u d i f f e r e n z 
n 
Af = (1 - p)k der von n unabhängigen Kosten f zurückführen. 
AH = k Af = (1 - p)k b e i s ,S . 
n \ rj n n 
Damit w i r d b e i gegebenem S über (42.9) auch e i n e obere Schranke s 
bestimmt 
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s i s t d i e k l e i n s t e Zahl < S, für d i e g i l t : 
f ( s ) < f ( S ) + (1 - p)k . 
(42.10) 
Dazu d i e fol g e n d e A b b i l d u n g . 
Abb. 42.2: Schranke s 
Da (1 - p)k > 0 im d i s k o n t i e r t e n F a l l und außerdem f ' ( y ) < 0 
für a l l e y < S, erhält man zusätzlich das E r g e b n i s 
s < S . (42.11) 
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3. Schranke s: 
Es war KT(y) < f ' (y) für a l l e y < S, n € IN ( v g l . ( 4 2 . 5 ) ) . Daraus f o l g t 
H n ( y ) - H n ( S ) > f ( y ) - f ( S ) , y < S 
d.h. z u r Erzeugung der N i v e a u d i f f e r e n z k i s t bezüglich d i e dazu 
notwendige Spanne [ y , S ] k l e i n e r a l s d i e bezüglich f. D i e s w i r d auch i n 
Abb. 42.3 e r s i c h t l i c h 
f(S) 
Abb. 42.3: un t e r e Schranke s 
Es i s t d e s h a l b s i n der o b i g e n A b b i l d u n g e i n e u n t e r e Schranke für s 
s i s t d i e k l e i n s t e Z a h l < S, für d i e g i l t : 
f ( s ) < f ( S ) + k . 
(42.12) 
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4. Schranke S: 
Zunächst kann u n m i t t e l b a r e i n e obere Schranke S für S^ a b g e l e i t e t 
werden aus: f ( S ) = f ( S ) + k. Es läßt s i c h aber e i n e noch schärfere 
Schranke f i n d e n . Da d i e Spanne [ s , s ] d e f i n i e r t i s t d u r c h d i e N i v e a u -
d i f f e r e n z pk bezüglich f, muß auch d i e Spanne [S,S] d u r c h d i e s e 
N i v e a u d i f f e r e n z bezüglich f f e s t g e l e g t s e i n . A l s o e r h a l t e n w i r S aus: 
f ( S ) = f ( S ) + pk. 
S i s t d i e k l e i n s t e Z a h l > S, für d i e g i l t : 
f ( S ) > f ( S ) + pk 
(42.13) 
Zusammenf as sung: 
D i e Parameter s ,S s i n d d e f i n i e r t über d i e F u n k t i o n e n H : n n n 
H (S .) = Min H (x) => S , n v n y n v ' n x 
H ( s ) = H ( S ) + k = > s . n v nJ n v n y n 
B e s t e l l e für a l l e y < S , d i e d i e Ungleichung erfüllen 
H (y) - H (S ) > k . n w J n v nJ ~ 
S c h w i e r i g k e i t e n b e r e i t e n d i e r e k u r s i v d e f i n i e r t e n F u n k t i o n e n H . Es i s t 
n 
gelungen, d i e über d i e D i f f e r e n z e n i n H bestimmten Werte s , S 
n n n 
abzuschätzen über D i f f e r e n z e n i n den E i n p e r i o d e n k o s t e n f. M i t H i l f e der 
l e t z t e r e n können Schranken s, s, S, S angegeben werden: 
s = k l e i n s t e ganze Z a h l , für d i e g i l t : f ( s ) < f ( S ) + k ; 
s = k l e i n s t e ganze Z a h l < S, für d i e g i l t : f ( i ) < f ( S ) + k ( l - p) ; 
S = k l e i n s t e ganze Z a h l , d i e f ( S ) = Min f ( y ) m i n i m i e r t ; 
y 
S = k l e i n s t e ganze Z a h l > S, für d i e g i l t : f ( S ) > f ( S ) + pk. 
178 





I \ A I \ / 
I \ / 
> 
I \ / 
I \ / 
I \ / 
1 — - \ / 
> kp 
I k ( 1 " p ) i 
1 1 *1 
1 1 1 
1 1 1 
1 1 1 
1 1 I 
1 1 1 
1 1 1 
1 1 1 1 
s s S S 
Abb. 42.4: Schranken der (s ,S ) - P o l i t i k e n 
A l s Nebenprodukt l i e f e r t e n d i e Beweise d i e E r g e b n i s s e 
s < S, 
f ( s n ) > f ( S n ) + (1 - p)k. 
Bemerkung: B e i den Beweisen wurde von f bzw. f nur v o r a u s g e s e t z t , daß 
e i n e i n z i g e s Minimum e x i s t i e r t (an der S t e l l e S^ bzw. S^) und daß d i e 
F u n k t i o n e n l i n k s vom Minimum monoton f a l l e n und r e c h t s davon monoton 




Abb. 42.5: Graph e i n e r unimodalen F u n k t i o n f ( x ) 
m i t einem Minimum a l s Extremwert 
Deshalb g e l t e n d i e o b igen R e s u l t a t e n i c h t nur für M o d e l l e mi t konvexen 
E i n p e r i o d e n k o s t e n ( S p e z i a l f a l l von u n i m o d a l ) , sondern a l l g e m e i n m i t 
unimodalen Kosten. S t r e n g genommen s i n d d i e L a g e r k o s t e n auch n i c h t 
p r o p o r t i o n a l z u r Menge y. P r o p o r t i o n a l s i n d nur d i e Z i n s k o s t e n . D i e 
Handhabungskos ten, z.B. d i e Z u g r i f f s k o s t e n , s t e i g e n b e i e i n e r e f f i -
z i e n t e n L a g e r o r g a n i s a t i o n d e g r e s s i v . Der t y p i s c h e V e r l a u f der L a g e r -
k o s t e n s i e h t dann so aus 
Abb. 42.6: d e g r e s s i v e L a g e r k o s t e n . 
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D i e s führt auf e i n e n i c h t k o n v e x e aber unimodale F u n k t i o n des 
Erwartungswertes der Lagerungs- und Fehlmengenkosten f. 
In der O r i g i n a l a r b e i t von VEINOTT und WAGNER i s t d i e H e r l e i t u n g der 
Schranken für s , S an einem AHM-Modell für den d i s k o n t i e r t e n und n n 
n i c h t d i s k o n t i e r t e n F a l l (p = 1) sowie für den F a l l mit k o n s t a n t e r 
L i e f e r z e i t durchgeführt. Es g e l t e n s t e t s d i e s e l b e n G l e i c h u n g e n für d i e 
Schranken. 
§43 OPTIMALITÄT DER (s,S) - POLITIK IM STATIONÄREN MODELL 
M i t den v o r b e r e i t e n d e n Untersuchungen der l e t z t e n Paragraphen i s t es 
j e t z t möglich zu beweisen, daß für das stationäre AHM - M o d e l l mit 
F i x k o s t e n e i n e (s,S) - P o l i t i k o p t i m a l i s t . Beim AHM - M o d e l l ohne f i x e 
B e s t e l l k o s t e n berechnet man d i e o p t i m a l e B e s t e l l r e g e l vom Typ e i n e r 
(S) - P o l i t i k über d i e Minimi e r u n g der E i n p e r i o d e n k o s t e n . Da d i e s e 
n i c h t vom P l a n u n g s h o r i z o n t n abhängen, i s t d i e (S) - P o l i t i k auch 
o p t i m a l e P o l i t i k im stationären M o d e l l . 
Beim AHM - M o d e l l mit f i x e n B e s t e l l k o s t e n hängt d i e o p t i m a l e B e s t e l l -
r e g e l vom Typ e i n e r (s ,S ) - P o l i t i k von der P e r i o d e n z a h l n ab. 
v n nJ 
Deshalb i s t der Beweis, daß auch im stationären F a l l e i n e (s,S) - P o l i -
t i k o p t i m a l i s t , h i e r s c h w i e r i g e r zu führen. Wir w o l l e n an d i e s e r S t e l -
l e nur d i e w e s e n t l i c h e n S c h r i t t e erwähnen (der Beweis b a s i e r t auf dem 
Banachschen F i x p u n k t s a t z , v g l . COLLATZ (1968)). 
1. Der Limes v ( y ) := l i m v (y) e x i s t i e r t ; d i e F o l g e {v } k o n v e r g i e r t 
gleichmäßig auf jedem e n d l i c h e n I n t e r v a l l . Es g i l t nämlich 
m a X - { ' V n + l ( y ) " V y ) I* - P m a X - {l v n ( y ) ~ V n - l ( y ) l } ( 4 3 1) s<y<S s<y<S 
für a l l e n € IN (KONTRAKTIONSBEDINGUNG), und de s h a l b auch 
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™*x_ {|v + 1 ( y ) " v ( y ) | } < p n max_ {|v ( y ) | ) . (43.2) 
s<y<S n 1 n 3"<y<S 
Es genügt, d i e Maximierung auf den B e r e i c h s < y < S einzuschränken, 
denn für y < s i s t v n ( y ) l i n e a r mit S t e i g u n g -a für a l l e n, und 
Lagerbestände y > S können im stationären F a l l n i c h t a u f t r e t e n . 
2. Unter der w e i t h i n g e t r o f f e n e n Voraussetzung V Q = 0 i s t {v^} e i n e 
monoton wachsende F o l g e , d.h. 
v n + 1 ( y ) > v n ( y ) für a l l e y,n . (43.3) 
3. D i e F u n k t i o n v ( y ) erfüllt das P r i n z i p der Optimalität. Es i s t 
L ( x . y . v ) := a ( x - y) + f ( x ) + p / v ( x - u)dP(u) 
o 
d i e r e c h t e S e i t e der BELLMANschen F u n k t i o n a l g l e i c h u n g . Wegen der 
Monotonie der F o l g e {v^} i s t 
v n ( y ) = Min { L f x . y . v ^ ) } < Min {L( x , y , v ) } 
x>y x>y 
Für n -» 0 0 g i l t a l s o 
v ( y ) < Min L ( x , y , v ) . (43.4) 
x>y 
A n d e r e r s e i t s läßt s i c h aus der Monotonie von {v^} e b e n f a l l s f o l g e r n 
v ( y ) > Min L ( x , y , v ) 
S>x>y 
> Min { l i m L ( x , y , v } 
S>x>y 
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Aufgrund des LEBESGUEschen S a t z e s von der monotonen Konvergenz d a r f 
man d i e G r e n z w e r t b i l d u n g u n t e r das I n t e g r a l z i e h e n und erhält 
v ( y ) > Min {L( x , y , v ) } = Min {L( x , y , v ) } . (43.5) 
Ö\ v x>y 
S>x>y " J 
Zusammen mit (43.4) bedeutet d i e s 
v ( y ) = Min ( L ( x , y , v ) } . (43.6) 
x>y 
4. v ( y ) i s t d i e e i n z i g e Lösung der BELLMANschen F u n k t i o n a l g l e i c h u n g 
(43.6). 
5. D i e F o l g e n { s ^ }, {^ n) s i n d auf [ s , s ] , [S,S] beschränkt. S i e e n t -
h a l t e n d e s h a l b konvergente T e i l f o l g e n . Jeder Limes s, S d i e s e r 
T e i l f o l g e n b e s c h r e i b t e i n e o p t i m a l e B e s t e l l r e g e l für das stationäre 
M o d e l l . 
§44 EINE METHODE ZUR BERECHNUNG VON s UND S 
D i s k o n t i e r t e r F a l l 
Wir s c h r e i b e n das P r i n z i p der O p t i m a l i t a t i n der Form 
v ( y ) = 
f ( y ) + P / v ( y - u ) d P ( u ) , für y > s; 
° 
k + f ( S ) + p / v(S - u ) d P ( u ) , für y < s. 
o 
Die so d e f i n i e r t e F u n k t i o n a l g l e i c h u n g für v läßt s i c h auch i t e r a t i v wie 
f o l g t e n t w i c k e l n (der Anfangsbestand s e i S ) : 
v(S ) = e r w a r t e t e Kosten + e r w a r t e t e Kosten + e r w a r t e t e K o s t e n + 
der 1. P e r i o d e der 2. P e r i o d e der 3. P e r i o d e 
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Solange der Lagerbestand n i c h t auf bzw. u n t e r s abgesunken i s t , d.h. 
solange d i e k u m u l i e r t e Nachfrage den B e t r a g D n i c h t e r r e i c h t bzw. 
überschritten h a t , e n t s t e h e n i n den e i n z e l n e n P e r i o d e n nur d i e erwar-
t e t e n L a g e r - und Fehlmengenkosten f. 
E r s t b e i y < s f a l l e n d i e f i x e n B e s t e l l k o s t e n k u n m i t t e l b a r und danach 
d i e F o l g e k o s t e n v ( S ) an. S e i e n 
p ^ n ^ : W a h r s c h e i n l i c h k e i t , daß i n n e r h a l b von n P e r i o d e n genau d i e x 
Nachfrage u = x a u f t r i t t ; 
V e r t e i l u n g s f u n k t i o n der Nachfrage i n n P e r i o d e n , d.h. d i e 
W a h r s c h e i n l i c h k e i t , daß i n n e r h a l b von n P e r i o d e n höchstens d i e 
Nachfrage u < x a u f t r i t t . 
i s t d i e n-fache F a l t u n g von P 
(n - 1) 
o 
S e i f e r n e r 
C r n ^ ( D ) : W a h r s c h e i n l i c h k e i t , daß d i e k u m u l i e r t e Nachfrage genau i n der 
(n + l ) - t e n P e r i o d e den B e t r a g D mindestens e r r e i c h t 
Q^n)(D) = / [1 - P(D - u)]dP (n - 1) (44.1) 
o 
Dann i s t 
v ( S ) = f ( S ) + p / f ( S - u)dP(u) + p 2 / f ( S - u ) d P ( 2 ^ ( u ) + 
o o 
y b l e i b t über s i n P e r i o d e 1,2,3,... 
+ p [k + v ( S ) ] Q ( 1 ) ( D ) + p 2 [ k + v ( S ) ] Q ( 2 ) ( D ) + ... 
y < s i n P e r i o d e 1,2,3, 
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Unter Verwendung der folgenden D e f i n i t i o n für d i e n u l l t e F a l t u n g , n f 1 du, für u = 0; 
p { 0 ) du := \ (44.2) 
U [ 0 , für u > 0; 
i s t 
D - ( \ f ( S ) = p° / f(S)dP l° Ju , 
o 
und man erhält 
v(S ) = ^ p n / f ( S - u ) d P ( n ) ( u ) + [k + v ( S ) ] J> p n Q ( u ) ( D ) . (44.3) 
Unter der Annahme, daß b e s t e l l t w i r d , noch ehe Fehlmengen a u f t r e t e n , 
i s t 
v ( 0 ) = k + v ( S ) 
und (44.3) läßt s i c h nach v(0) auflösen 
k + ^ p n / f ( S - u ) d P ( n ) ( u ) 
v ( 0 ) = — n = ° 
1 - l p n Q ( n ) ( D ) 
n=l 
J e t z t führen w i r d i e im Nenner a u f t r e t e n d e n Terme Q^ n^(D), 
n = 1,2,3....noch auf V e r t e i l u n g s f u n k t i o n e n P^ n^(D) zurück. Aus (44.1) 
w i r d 
Q ( n ) ( D ) = / d P ( n _ 1 ) ( u ) - / P(D - u ) d P ( n " 
= P ( n _ 1 ) ( D ) - P ( n>(D) 
Deshalb w i r d der Nenner zu 
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1 - I p n Q ( n ) ( D ) =1-1 p n + 1 [ P ( n ) ( D ) - p ( n + 1 ^ ( D ) ] 
n=l n=o 
CO 
1 - p P(°)(D) -} P ( n ) ( D ) ( p n + 1 - P n ) 
n=l 
1 - pp(°)(D) + (1 - p) I p n P ^ ( D ) 
n=l 
= (1 - p) I p V n > ( D ) 
und für v ( 0 ) e r h a l t e n w i r 
v( 0 ) = 
v D - ( \ 
k + 2 P n / f ( s - u ) d P W ( u ) 
o 
n=o 




Die M i n i m i e r u n g der Z i e l f u n k t i o n 
Min v (0) 
S.D b , U 
l i e f e r t d i e o p t i m a l e n Werte S und D, s = S - D, der stationären (s,S) 
P o l i t i k . 
N i c h t d i s k o n t i e r t e r F a l l 
Im n i c h t d i s k o n t i e r t e n F a l l i s t v := l i m v b e k a n n t l i c h unbeschränkt 
n 
und a l s O p t i m i e r u n g s k r i t e r i u m t r e t e n a n s t e l l e des Gegenwartswertes der 
Gesamtkosten d i e D u r c h s c h n i t t s k o s t e n C bzw. c pro P e r i o d e , f a l l s man 
d i e p r o p o r t i o n a l e n B e s t e l l k o s t e n außer acht läßt. Im §21 wurde g e z e i g t , 
daß zwischen d i e s e n b e i d e n K r i t e r i e n f o l g e n d e r Zusammenhang b e s t e h t 
(21.3): 
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c = l i m (1 - p)v 
C = l i m (1 - p)v 
p-»l p 
Angewandt auf d i e Z i e l f u n k t i o n i n (44.4) erhält man das K o s t e n k r i -
t e r i u m für den n i c h t d i s k o n t i e r t e n F a l l 
oo D 
k + ^ / f ( S - u ) d P ( n ) ( u ) 
n=o 
oo D 
l / d p ( n > ( u ) 
n=o 
(44.5) 
N i c h t d i s k o n t i e r t e r F a l l mit d i s k r e t e r Nachfrage 
Wenn w i r b i s h e r m it D u r c h s c h n i t t s k o s t e n pro P e r i o d e (d.h. pro Z e i t e i n -
h e i t ) im stationären F a l l gerechnet h a t t e n , dann waren s t e t s Z u s t a n d s -
w a h r s c h e i n l i c h k e i t e n m it im S p i e l . Das t r i f f t auch j e t z t wieder zu. Aus 
der o b i g e n Z i e l f u n k t i o n (44.5) läßt s i c h das zwar n i c h t ersehen. Wir 
werden s i e aber im F a l l d i s k r e t e r Nachfragen so umformen, daß a n s t e l l e 
der F a l t u n g e n nur noch Z u s t a n d s w a h r s c h e i n l i c h k e i t e n a u f t r e t e n . 
Zunächst w i r d (44.5) für den d i s k r e t e n F a l l f o r m u l i e r t . S e i 
p^ n^: W a h r s c h e i n l i c h k e i t , daß d i e Nachfrage über n P e r i o d e n u i s t ; u 
P ^ n ^ ( D ) : W a h r s c h e i n l i c h k e i t , daß d i e Nachfrage über n P e r i o d e n k l e i n e r 
a l s D i s t . 
M i t d i e s e n Bezeichnungen w i r d aus (44.5) 
D-1 
u=o n=o 
2 P ( n ) ( D ) 
(44.6) 
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J e t z t werden d i e Z u s t a n d s w a h r s c h e i n l i c h k e i t e n ir bestimmt. 
y 
TT : W a h r s c h e i n l i c h k e i t , daß im stationären F a l l der 
y L a g e r a n f a n g s b e s t a n d den Wert y b e s i t z t . 
Nach dem E i n t r e f f e n e i n e r e v t l . aufgegebenen B e s t e l l u n g kann der 
Lager a n f a n g s b e s t a n d zwischen s und S l i e g e n : s + 1 < y < S. 
B e t r a c h t e n w i r z u e r s t d i e S i t u a t i o n y = S. S i e kann nur v o r l i e g e n , wenn 
entweder der Anfangsbestand i n der V o r p e r i o d e b e r e i t s S war und k e i n e 
Nachfrage a u f g e t r e t e n i s t 
oder es t r a t i n der V o r p e r i o d e e i n e Nachfrage a u f , und der Bestand f i e l 
dadurch auf s oder d a r u n t e r ; hierfür i s t d i e W a h r s c h e i n l i c h k e i t 
S 
l 7 r y [ l - P(y - s ) ] . 
y=s+l 
Da d i e s e b e i d e n E r e i g n i s s e unabhängig voneinander s i n d , i s t d i e 
Z u s t a n d s w a h r s c h e i n l i c h k e i t ir^ d i e Summe aus be i d e n obigen Wahrschein-
1 i c h k e i ten 
S 
^S = V o + 1 V 1 " P ( Y " S ) ] ' ( 4 4 ' ? ) 
y=s+l 
Nun zur Berechnung der Zus tandswahr sehe i n l i c h k e i t en TT^, y < S. Wir 
nehmen an, daß S - s > 2. Nur i n diesem F a l l e x i s t i e r t e i n Anfangs-
bestand y < S. Zum Anfangsbestand y < S g e l a n g t man vom Anfangsbestand 
y + u der V o r p e r i o d e und Nachfrage u aus. 
S 
TT = y TT.p. ; für s < y < S . (44.8) y L l l - y 
i=y 
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Die Lösung d i e s e r G l e i c h u n g e n (44.7) und (44.8) e r h a l t man durch 
f o l g e n d e Überlegung. In den Zustand y < S g e l a n g man zum e r s t e n Mal 
nach n P e r i o d e n von S aus mit W a h r s c h e i n l i c h k e i t 
3S-y für 1 < y < s 
Deshalb i s t 
CO 
TT = TT~ y p£ n^ , für s < y < S y S L K S - y J 
n=l 
(44.9) 
M i t 
><°> = 
1, für u = o 
o, für u > o 




e r h a l t e n w i r d i e Lösung 
00 
TT = TT-, 
y S - U 
n=o 
l p ( R ) ( D ) 
n=o 
Dabei i s t 
» _ 1 
o 1 - p 
n=o 
für u = 0,...,s. (44.10) 
so daß TTg e i n f a c h g e s c h r i e b e n werden kann 
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l P ( n ) ( D ) 
(44.11) 
S e t z t man d i e s e b e i d e n E r g e b n i s s e i n d i e Z i e l f u n k t i o n ( 4 4 . 6 ) e i n , 
gewinnt man d i e D a r s t e l l u n g 
c = k ( l - P o ) T T S + ^ * Hy) 
Y=s+1 
(44.12) 
S p e z i a l f a l l : g e o metrische N a c h f r a g e v e r t e i l u n g 
B e i g e o m e t r i s c h e r N a c h f r a g e v e r t e i l u n g i s t 
0 < p < 1 , q = 1 - p , u € IN 
Di e erzeugende F u n k t i o n ( v g l . §19) l a u t e t 
G(x) geom 1 - px 
und d i e erzeugende F u n k t i o n der n-fachen F a l t u n g i s t 
Wir w o l l e n nun d i e Z u s t a n d s w a h r s e h e i n l i c h k e i t e n berechnen. Es i s t nach 
Def i n i t i o n 
CO 
V (n) u r n f .-.n 2 P U x = C G ( X ) ] • 
B i l d e t man m i t d i e s e r G l e i c h u n g d i e Summe über a l l e F a l t u n g e n 
n = 1,2,3,..., erhält man 
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00 CO 00 
1 I P ( " V = I [ G ( x ) f 
n=l u=o n=l 
1 
1 - G(x) 
1 
1 - - L 
1 
- 1 
1 - px 
= 9 _ i _ p 1 - X 
a l s o 
00 00 
V V (n) u V q u 
z z p u x = z Ix 
u=o n=l u=o 
Der K o e f f i z i e n t e n v e r g l e i c h l i e f e r t 
( n ) 3 
*U p 
n=l 
E i n s e t z e n i n (44.9) e r g i b t 
TT = 7T C[1 - P ] 9 
y S L * o J p 
TT = TT^q = cons t . , s < y < S. y S M 
Aus der Normierungsbedingung 
S - l 
1 - 7T0 = ) TT 
S Z. y 
y=s+l 
e r h a l t man 
1 
"S " 1 + (D - l ) q 
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\ = 1 + (D - l ) q • s < y < S . (44.17) 
Damit w i r d d i e Z i e l f u n k t i o n (44.12) zu 
S - l 
1 + (D - l ) q " 1 + (D - l ) q 
k ( l - q) + f ( S ) + q V ~ { ) 
C " ~ l ) q Z l Y j 
y=s+l 
A l s L a g e r - und Fehlmengenkos ten f wählen w i r 
f ( y ) = hy + g ^ (u - y ) p u . (44.18) 
u=y+l 
Di e F u n k t i o n f ( y ) i s t konvex, so daß w e i t e r h i n e i n e o p t i m a l e (s,S) -
P o l i t i k g a r a n t i e r t b l e i b t , v e r a n s c h l a g t aber b e i den Lagerungskosten 
den ungünstigsten F a l l . 
M i t der geometrischen V e r t e i l u n g w i r d daraus 
f ( y ) = hy + S E _ . 
Wir s e t z e n d i e s e n Wert i n d i e Z i e l f u n k t i o n e i n und e r h a l t e n 
Q x 1 S - l S - l . S+l v „ y+l 
kp + hS + g E _ + qh J y + qg 2 E 1 T 
y=s+l y=s+l 
1 + (D - l ) q 
S+l S+2 S+l 
kp + h[S + q(D - l ) s + q D ( ^ ) ] + g[^p + P 1 I P ] 
1 + (D - l ) q 
c = h ( s + 2) + 
D s + 2 kp + h ^ + g 2-^-
1 + (D - l ) q (44.19) 
192 
Bestimmung von s' 
s i s t d i e k l e i n s t e ganze Z a h l , für d i e d i e e r s t e D i f f e r e n z von c i n s 
größer oder g l e i c h N u l l i s t : 
g j£ (P - 1 ) 
V = h + 1 + (D - l ) q • 
Das i s t g l e i c h b e d e u t e n d m i t 
p S > | [1 + (D - l ) q ] > p S + 1 (44.20) 
Daraus e r h a l t e n w i r 
l o g ^ [1 + (D - l ) q ] 
l o g P 
(44.21) 
Bestimmung von D: D i s t d i e k l e i n s t e ganze Z a h l , für d i e d i e e r s t e 
D i f f e r e n z von c i n D größer oder g l e i c h N u l l i s t . Nach e i n i g e n Rechen-
s c h r i t t e n e r h a l t man 
9 
h [ 3 3 . (D - 1) + q(D - 1) + 1] > qpk + g p S + 1 
s+1 
E r s e t z t man p durch d i e App r o x i m a t i o n (44.20), w i r d daraus 
D(D - 1) = f f 
Bedenkt man, daß p/q gerade der Erwartungswert u. der Nachfrage i s t , 
e r g i b t s i c h 
D(D - 1) = 2jSi (44.22) 
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Dieses Ergebnis i s t ähnlich der Wilson Formel D 
mit deterministischer Nachfragerate u. . 
für den F a l l 
n 
Die obigen Ergebnisse basieren darauf, daß die Zustandswahr-
scheinlichkeiten ir^ für y < S identisch sind (siehe (44.17)). 
Dies i s t nur bei der geometrischen Nachfrageverteilung und der 
Bi n o m i a l V e r t e i l u n g r i c h t i g . Ist \i klein, so sind die Wahr-
scheinlichkeiten TT auch bei anderen Verteilungen fast identisch 
y 
und die Formeln (44.21), (44.22) s t e l l e n gute Näherungen dar. 
§45 AHM - MODELL MIT LIEFERZEIT 
Bisher wurde davon ausgegangen, daß der Lagerbestand zu Beginn einer 
Periode ohne Zeitverlust aufgefüllt werden konnte. Diese Idealisierung 
i s t nur bei großen Periodenlängen vertretbar. In der Regel muß man mit 
L i e f e r z e i t e n rechnen, selbst wenn die Ware aus dem eigenen Haus kommt. 
Was wir mit Lieferung bezeichnen, umfaßt eine Reihe von E i n z e l a k t i v i -
täten, von der Kommissionierung über das Beladen, den Transport, das 
Entladen, die Wareneingangskontrolle bis zur Einlagerung, die a l l e eine 
gewisse Zeitspanne benötigen. 
Wir verallgemeinern deshalb das AHM - Modell auf den F a l l mit nicht 
vernachlässigbarer L i e f e r z e i t . Es wird sich zeigen, daß das erweiterte 
Modell den Rahmen des AHM - Typs nicht sprengt. Das i s t jedoch (bei 
einer einzigen Ausnahme) nur um den Preis der Vergrößerung des Zu-
standsraumes um mindestens eine Dimension möglich. Sei 
T : L i e f e r z e i t . 
Grundlegend für a l l e Modelle mit L i e f e r z e i t i s t die Überlegung, daß die 
Kosten erst auf den Zeitpunkt bezogen werden, zu dem die (evtl.) be-
s t e l l t e Menge e i n t r i f f t . Auf den Lagerverlauf vor diesem Zeitpunkt hat 




y t y t + z " U ( T ) 
Z e i t 
1 1 > 
t t + T 
B e s t e l l u n g z L i e f e r u n g 
A b b i l d u n g 45.1 
D i e i n der o b i g e n A b b i l d u n g angegebene Mengenbilanz 
V = v + z ~ U ( T ) i s t r i c h t i g , wenn man d i e noch ausstehenden J t+T J t v J 
B e s t e l l m e n g e n dem p h y s i s c h e n L a g e r b e s t a n d hinzuschlägt. Das i s t auch 
s i n n v o l l , denn z u r Z e i t t + T i s t auch das verfügbar, was z u r Z e i t t 
noch a u s s t a n d . Deshalb b e z e i c h n e n w i r i n M o d e l l e n m i t L i e f e r z e i t 
y: vorhandener p l u s a u sstehender Bestand (STOCK ON HAND PLUS ON 
ORDER) 
z: B e s t e l l m e n g e . 
1. F a l l : L i e f e r z e i t r = 1 
D i e b e s t e l l t e Menge w i r d zu B e g i n n der nächsten P e r i o d e g e l i e f e r t . 
BACKORDER - F a l l : 
CO 
v n ( y ) = Min (kö(z) + f ( y ) + p / v ^ f y + z - u ) d P ( u ) } . 
z>0 o 
Wegen z = x - y w i r d daraus 
CO 
v n ( y ) = Min {kö(x - y) + f ( y ) + p / v ^ ^ x - u)dP(u)} . (45.1) 
x>y o 
LOST SALES - F a l l : 
v n ( y ) = Min {k5(x - y) + f ( y ) + p / ^ ( x - u)dP(u) 
x>y o 
+ p v n - 1 ( x - y ) [ l - P ( y ) ] } . (45.2) 
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H i e r i s t zu beachten, daß Fehlmengen a u f t r e t e n können, noch bevor d i e 
L i e f e r u n g e i n t r i f f t . D e shalb i s t e i n e Fehlmenge gegeben b e i y - u < 0 
und n i c h t b e i x - u < 0. Wegen x > y t r e t e n a l s o Fehlmengen m i t e i n e r 
größeren W a h r s c h e i n l i c h k e i t e i n a l s beim M o d e l l mit L i e f e r z e i t T = 0 
1 - P ( y ) > 1 - P(x) . 
Das b e s a g t , d i e B e s t a n d s f l u k t u a t i o n w i r d b e i M o d e l l e n m i t L i e f e r -
z e i t größer a l s b e i M o d e l l e n ohne L i e f e r z e i t . D i e s g i l t auch dann, 
wenn d i e L i e f e r z e i t f e s t , d.h. verläßlich i s t . D i e L i e f e r z e i t 
v e r t e u e r t i . a . (d.h. wenn g > h i s t ) d i e L a g e r h a l t u n g . 
2. F a l l : T = 2. 
Beträgt d i e L i e f e r z e i t zwei P e r i o d e n , muß man s i c h d i e B e s t e l l m e n g e der 
V o r p e r i o d e merken. S e i 
y: L a g e r b e s t a n d p l u s ausstehende B e s t e l l m e n g e der v o r l e t z t e n 
P e r i o d e 
z^: B e s t e l l m e n g e der V o r p e r i o d e 
z: a k t u e l l e B e s t e l l m e n g e , z = x - y . 
Die E n t s c h e i d u n g über d i e a k t u e l l e B e s t e l l m e n g e hängt von den zwei 
Zustandsgrößen y und z^ ab. Das P r i n z i p der Optimalität l a u t e t 
im BACKORDER - F a l l : 
^ 00 
v n ( y , Z l ) = Min ( k 5 ( z ) + f ( y ) + p / C (y + ^ - u . z ) d P ( u ) } , (45.3) 
z o 
im LOST SALES - F a l l : 
y Ä 
v J y . Z j ) = Min {kö(z) + f ( y ) + p / v ^ C y + Zj - u.z)dP(u) 
z o 
+ p v n _ 1 ( z 1 , z ) [ l - P ( y ) ] } . (45.4) 
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3. F a l 1 : T = m 
Die L i e f e r z e i t r s e i j e t z t a l l g e m e i n m P e r i o d e n l a n g , m € IN . 
Wir b e z e i c h n e n m i t 
y: Lagerbestand p l u s ausstehende Bestellmenge der m-ten V o r p e r i o d e 
z., : B e stellmenge der i - t e n V o r p e r i o d e . 
Zur Z u s t a n d s b e s c h r e i b u n g des Systems r e i c h t d i e insgesamt ausstehende 
Bestellmenge a l s eigene Z u s t a n d s v a r i a b l e n i c h t aus. Um d i e E n t w i c k l u n g 
des Lagerbestandes y -» y a n g e b e n zu können, muß jede e i n z e l n e 
B e s t e l l u n g z n o t i e r t werden, d i e b i s zum E i n t r e f f e n der ältesten 
B e s t e l l u n g z^ aufgegeben wurde. Wir haben d e s h a l b e i n e n V e k t o r von m 
Zus tänden 
( y ' z l ' z 2 z m - l } ' 
S i e werden r e k u r s i v f o r t g e s c h r i e b e n nach den Formeln 
y -» y + z^_^ - u ( L a g e r b i l a n z ) 
( z r z 2 V i ) •* ( 2 - 2 i V 2 } • 
Das P r i n z i p der O p t i m a l i t a t l a u t e t 
im BACKORDER - F a l l : 
v n ( y , z i V i ' = M i n { k ( 5 ( z ) + 
z 
00 
+ f ( y ) + P / V x ( y + z m _ x - u , z , z r . . . , z m _ 2 ) d P ( u ) } , (45.5) 
o 
im LOST SALES - F a l l : 
v n ( y , z r . . . , z m - 1 ) = Min {kö(z) + 
z 
y -
+ f ( y ) + P / v n _ ! ( y + V - l " u , z , z r . . . , z m _ 2 ) d P ( u ) 
o 
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4. F a l l : L i e f e r z e i t r n i c h t g a n z z a h l i g 
D i e L i e f e r z e i t r muß k e i n e ganze Z a h l s e i n . Für 0 < r < 1 bzw. m - 1 < 
T < m ändert s i c h im BACKORDER - F a l l n i c h t s . D i e Formeln (45.1), 
(45.3) und (45.5) b l e i b e n gültig. Man rundet d i e L i e f e r z e i t auf. Im 
LOST SALES - F a l l e r g i b t s i c h jedoch e i n U n t e r s c h i e d . 
Da d i e älteste noch ausstehende L i e f e r u n g b e r e i t s v o r dem Ende der 
gegenwärtigen P e r i o d e e i n t r i f f t , kann s i e zum v e r k a u f b a r e n Bestand 
z u g e s c h l a g e n werden. A n s t e l l e von (45.6) muß es dann heißen 
v n ( y , z 1 , . . . , z m _ 1 ) = Min (kö(z) + f ( y ) 
y+z, m-l „ 
+ p / vi(y + vr u' zi v2>dp(u) 
B e r e i t s für T = 2 w i r d d i e Z a h l der möglichen Zustände sehr groß. 
Deswegen s i n d auch h i e r Näherungen notwendig. 
Näherung 
Wir ändern d i e Periodenlänge so ab, daß s i e i d e n t i s c h i s t m it der 
L i e f e r z e i t . Damit haben w i r e i n M o d e l l m i t L i e f e r z e i t e i n e ( l a n g e ) 
P e r i o d e . Durch d i e s e Umskalierung der Z e i t ändert s i c h auch d i e Ver-
t e i l u n g der Nachfrage. B e i e i n e r L i e f e r z e i t von r = m P e r i o d e n t r i t t 
a l s Gesamtnachfrage über m P e r i o d e n d i e Nachfrage u^ + u^ + ... + 
auf. Da d i e Nachfragen i n den e i n z e l n e n P e r i o d e n s t o c h a s t i s c h a l s 
unabhängig angenommen werden, i s t d i e V e r t e i l u n g s f u n k t i o n der Gesamt-
nachfrage d i e m - fache F a l t u n g der V e r t e i l u n g s f u n k t i o n P ( u ) . 
P ^ m ^ ( u ) : V e r t e i l u n g s f u n k t i o n der Nachfrage i n n e r h a l b der P e r i o d e r 
( b e i L i e f e r z e i t m). 
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Die Lagerungs- und Fehlmengenkosten s i n d dann d e f i n i e r t a l s 
f ( m ) ( y ) = (h + g) / P ( m ) ( u ) d u + g(mM - x) 
und d i e W e r t f u n k t i o n erfüllt d i e R e k u r s i o n im BACKORDER - F a l l : 
v n ( y ) = Min {kö(x - y) + f ( m ) ( y ) + p / v ^ ^ x - u ) d P ( m ) ( u ) } , (45.8) 
x>y o 
im LOST SALES - F a l l : 
v n ( y ) = Min {kö(x - y) + f ( m ) ( y ) + p jf v ^ x - u ) d P ( m ) ( u ) 
x>y o 
+ P v ^ ^ x - y ) [ l - P ( m ) ( y ) ] } . (45.9) 
B e i diesem Näherungsmodell i s t folgendes zu beachten: Durch d i e V e r -
längerung der Periodendauer w i r d sowohl S a l s auch D größer werden. 
Dadurch s t e i g e n d i e mengenabhängigen Kosten. D i e f i x e n B e s t e l l k o s t e n k 
s i n d davon unberührt. S i e b l e i b e n k o n s t a n t . Deshalb b e s i t z t e i n e V e r -
längerung der Periodendauer den E f f e k t e i n e r r e l a t i v e n V e r k l e i n e r u n g 
der f i x e n B e s t e l l k o s t e n und es i s t im E i n z e l f a l l zu prüfen, ob man dann 
n i c h t b e s s e r ganz auf d i e f i x e n B e s t e l l k o s t e n im M o d e l l v e r z i c h t e t . 
F a l l s m groß und k im ursprünglichen M o d e l l b e r e i t s k l e i n i s t , em-
p f i e h l t s i c h e i n M o d e l l ohne f i x e B e s t e l l k o s t e n a l s Näherung. Dort i s t 
e i n e S ^ m ' - P o l i t i k o p t i m a l mit 
s(m) = p ( m ) " 1 ( : r _ S _ ^ ) ( 4 5 1 0 ) 
h + g 
Soweit es geht, s o l l t e man jedoch Vergrößerungen der P e r i o d e vermeiden, 
denn damit w i r d auch d i e V a r i a n z der Peri o d e n n a c h f r a g e größer, was w i e -
derum d i e L a g e r h a l t u n g s k o s t e n i n d i e Hohe t r e i b t ( v g l . §38). 
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S t o c h a s t i s e h e L i e f e r z e i t T 
Wir b e t r a c h t e n h i e r nur den e i n f a c h s t e n F a l l : es s t e h t immer nur 
höchstens e i n e B e s t e l l u n g aus. S e i 
q : W a h r s c h e i n l i c h k e i t , daß d i e L i e f e r z e i t g l e i c h T i s t ; 
Q ( T ) : V e r t e i l u n g s f u n k t i o n der L i e f e r z e i t ; 
v ^ ( y . T . z ^ ) : W e r t f u n k t i o n b e i P l a n u n g s h o r i z o n t 
n P e r i o d e n , Lagerbestand y und s e i t r P e r i o d e n 
ausstehender Bestellmenge z^. 
T i s t j e t z t e i n e zusätzliche Zustandsgröße. 
Für d i e F u n k t i o n a l g l e i c h u n g der W e r t f u n k t i o n benötigt man d i e 
Übe rgang swahr s che i n 1 i chke i t en 
9 r + ^ : U b e r g a n g s w a h r s c h e i n l i c h k e i t vom Zustand " n a c h r P e r i o d e n noch 
a u s s t e h e n d " zum Zustand " i n P e r i o d e T+1 g e l i e f e r t " . 
Es i s t 
q r + l 
1 T > 0; (45.11) r r + l " Q ( T ) ' 
T = 0 . (45.12) 
Solange e i n e B e s t e l l u n g noch unterwegs i s t , d a r f k e i n e neue B e s t e l l u n g 
aufgegeben werden. L e t z t e r e s i s t e r s t b e i z^ = 0 e r l a u b t . Deshalb g l i e -
d e r t s i c h das P r i n z i p der Optimalität i n d i e b e i d e n G l e i c h u n g e n 
ss ^ CO ^ 
v
n ( y » z i ' T ) = Hy) + P<P t + 1 / v n _ i ( y + z i " u.o.o)dP(u) 
o 
oo ^  
+ p [ l - * T + 1 ] / v ^ y - U.ZJ.T +l)dP(u) (45.13) 
v j y , 0 , 0 ) = Min {k<5(x - y) + f ( y ) 
x>y 
00 
+ P<PX / v n _ ! ( x " u.O.O)dP(u) 
o 
00 
+ p [ l - / v ^ ^ y - u,x - y . l ) d P ( u ) } (45.14) 
o 
im BACKORDER - F a l l und i n d i e zwei G l e i c h u n g e n (45.15), (45.16) 
/N /V y /S 
v n ( y , z 1 , T ) = f ( y ) + P 9 t + 1 / v n - 1 ( y + Z j - u.O.O)dP(u) 
o 
+ P ^ T + 1 [ 1 - P ( y ) ] v n _ 1 ( z 1 . 0 . 0 ) 
+ P C 1 - V i ] ^  V i ( y " u - z r T + l) d ?( n) 
+ P [ l - f T + 1 ] C l " P ( y ) ] v n _ 1 ( 0 . z 1 . T + 1) . (45.15) 
v n(y.O.O) = Min {k6(x - y) + f ( y ) 
x>y 
y ~ 
+ Pfx / v ^ ^ x - u.O.O)dP(u) 
o 
+ W j C l - P ( y ) ] v n _ x ( x - y .0,0) 
y ~ 
+ p [ l - V l ] / v ^ C y - u.x - y . l ) d P ( u ) 
o 
+ p [ l - - ^ [ l - P ( y ) ] v ^ j C O . x - y . l ) } (45.16) 
im LOST SALES - F a l l . 
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§46 AUTÖKORRELIERTE NACHFRAGE 
Zwar h a t d i e P l a n n i n g Research C o r p o r a t i o n der US Navy AHM - Mod e l l e 
mit konstantem Erwartungswert der Nachfrage a k z e p t i e r t . Von M.J. 
BECKMANN wurde e i n Rechenschieber e n t w i c k e l t , auf dem s i c h d i e (s,S) -
P o l i t i k e i n s t e l l e n läßt. Parameter s i n d p, g/h und k. (Sieh e h i e r z u 
§38: S t a n d a r d i s i e r u n g . ) M o d e l l e , zu deren Lösung jedesmal e i n s t o c h a -
s t i s c h e s Dynamisches Programm zu lösen i s t , waren zum damaligen Z e i t -
punkt noch sehr rechenaufwendig. Für manche Anwendungen i s t jedoch d i e 
Annahme e i n e r stationären N a c h f r a g e v e r t e i l u n g zu u n r e a l i s t i s c h . 
M i t wachsender Leistungsfähigkeit der Computer w i r d es zunehmend l e i c h -
t e r , r e a l i s t i s c h e r e , aber auch r e c h e n i n t e n s i v e r e L a g e r h a l t u n g s m o d e l l e 
zu verwenden. H i e r h e r gehört auch der F a l l , daß d i e Nachfrage u durch 
i h r e V o r g e s c h i c h t e b e d i n g t i s t , a l s o e i n e b e d i n g t e D i c h t e b e s i t z t 
p(u)du = p ( u | u r u 2 > u k ) d u 
u^: Nachfrage der i - t e n V o r p e r i o d e . 
S p e z i e l l b e t r a c h t e n w i r den MARKOV F a l l 
D i e l e t z t e Beobachtung u^ w i r d a l s Z u s t a n d s v a r i a b l e i n d i e O p t i m a l i -
tät s g l e i c h u n g e n aufgenommen. S i e l a u t e n 
p(u)du = p ( u | u 1 ) d u . (46.1) 
v n ( y , u 1 ) = Min {kö(x - y) + a ( x - y) + f ( x , u x ) + 
x>y 
CO 





Was gewinnt man durch d i e Hinzunahme der l e t z t e n Beobachtung? Um d i e s e 
Frage zu beantworten, f a s s e n w i r den MARKOV Prozeß enger. 
1) p H u ^ d u = #(u ~ H f U j ) ) , 
d.h. der Erwartungswert ji w i r d durch d i e l e t z t e Beobachtung 
b e d i n g t . 
2) \i l i n e a r : \i = p, + ct(u^ - u^) 
u. l a n g f r i s t i g e r M i t t e l w e r t . 
E i n i n der Z e i t r e i h e n a n a l y s e häufig u n t e r s t e l l t e r Nachfrageprozeß i s t 
der s i c h h i e r a u s ergebende S p e z i a l f a l l des a u t o k o r r e l i e r t e n P r o z e s s e s 
e r s t e r Ordnung, der sog. AR(1) - Prozeß. Er genügt der Prozeßgleichung 
\a\ < 1, für a l l e t unabhängig und i d e n t i s c h (0,o~ ) - n o r m a l v e r t e i l t 
mit V e r t e i l u n g s f u n k t i o n ^ ( e ) . Es i s t 
S e i 
u - Li = a f u t o v t-1 (46.4) 
k-1 
u t = a (u t-k t - i 
i=o 




E{u } = — ^ — E{e\ + u = u 1 t J 1 - a 1 t J o o 
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al = E { ( u t - uf} 
i=o 
1 2 
1 - a 
=> o 2 > o2 für lexI < 1 . (46.6) 
Beachte, daß für \a\ < 1 auch der n i c h t b e d i n g t e Prozeß {^ t) stationär 
2 2 i s t m i t E{u } = u und E{[u - u ] } = a . Aber durch d i e Aufnahme der 1 t J o l L t o J 1 u 
l e t z t e n Beobachtung u^ i n e i n Gedächtnis, d.h. durch d i e F o r m u l i e r u n g 
a l s AR(1) - Prozeß, w i r d d i e Streuung der Nachfrage i n der v o r l i e g e n -
den P e r i o d e g e r i n g e r , wie (46.6) z e i g t . 
§47 LAGERHALTUNG MIT PROGNOSE 
Die Einführung des AHM - L a g e r h a l t u n g s m o d e l l s kann manchmal daran 
s c h e i t e r n , daß im M o d e l l e i n stationärer Nachfrageprozeß u n t e r s t e l l t 
w i r d . M e i s t l i e g t aber I n f o r m a t i o n über den zukünftigen V e r l a u f der 
Nachfrage v o r , a u f g r u n d d e r e r man K u r z f r i s t p r o g n o s e n e r s t e l l t . D i e s e 
Prognosen g i l t es im M o d e l l zu berücksichtigen. D e r a r t i g e S i t u a t i o n e n 
f i n d e t man z.B. v o r , wenn mit einem Hauptkunden AbrufVereinbarungen 
g e t r o f f e n wurden. 
In der P r a x i s geht man häufig so v o r , daß man im e r s t e n S c h r i t t d i e 
Nachfrageprognosen e r s t e l l t , im z w e i t e n S c h r i t t e i n e n S i c h e r h e i t s b e -
stand f e s t l e g t , im d r i t t e n S c h r i t t d i e Prognose a l s d e t e r m i n i s t i s c h e 
Nachfrage f e s t l e g t und anhand e i n e s d e t e r m i n i s t i s c h e n M o d e l l s d i e 
op t i m a l e B e s t e l l r e g e l berechnet. D i e s e s s t u f e n w e i s e Vorgehen führt 
a l l e r d i n g s zu Lösungen, d i e i n der Regel suboptimal s i n d . 
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Optimale Lösungen e r h a l t man, wenn man d i e Prognosen i n den Dynamischen 
Programmierungsansatz i n t e g r i e r t . D i e s v e r l a n g t e i n e N e u f o r m u l i e r u n g 
des Optimalitätsprinzips. 
Wir u n t e r s c h e i d e n zwei v e r s c h i e d e n e Prognosearten: d i e exogene und d i e 
endogene Prognose. B e i der endogenen Prognose l e i t e t man d i e Prognose-
werte a l l e i n e aus der i n der Vergangenheit beobachteten Nachfrage ab. 
H i e r h e r gehört auch das a u t o r e g r e s s i v e Schema a l s S p e z i a l f a l l . Wir 
f a s s e n d i e zurückliegenden Beobachtungen u^, u^,••. zu e i n e r s u f f i -
z i e n t e n S t a t i s t i k w- zusammen und rechnen s t a t t m it der b e d i n g t e n 
Die aus den Vergangenheitswerten u^.u^,... e x t r a h i e r t e I n f o r m a t i o n w 
w i r d a l s Prognose für d i e i n der gegenwärtigen P e r i o d e a u f t r e t e n d e 
Nachfrage u angesehen. Wenn dann am Ende der P e r i o d e der exakte Wert 
für u bekannt i s t , w i r d mit H i l f e e i n e r Prognoseformel 
e i n e neue Prognose e r r e c h n e t . W i c h t i g i s t , daß s i c h d i e neue Prognose w 
r e k u r s i v aus der a l t e n Prognose w^  und der a k t u e l l e n Beobachtung der 
Nachfrage u gewinnen läßt. Damit i s t es möglich, den Prozeß des Progno-
s t i z i e r e n s i n das P r i n z i p der Optimalität zu i n t e g r i e r e n . Es l a u t e t 
D i c h t e 
p ( u | u l f u 2 , . . . ) 
mi t der b e d i n g t e n D i c h t e 
p(u|w ) 
w = g(u,w ) (47.1) 




B e i s p i e l : E x p o n e n t i e l l e Glättung e r s t e r Ordnung 
Die s u f f i z i e n t e S t a t i s t i k w i s t e i n g e w i c h t e t e s M i t t e l a l l e r Beobach-
tungen u^.u^,..•, wobei d i e k P e r i o d e n zurückliegende Beobachtung mit 
dem F a k t o r a , 0 < a < 1, g e w i c h t e t w i r d : 
p ( u | u r u 2 , . . .) 
00 
W l = (!-«> I <47-3) 
k=o 
D i e Prognoseformel l a u t e t ( v g l . §6) 
w = aw 1 + (1 - a ) u . (47.4) 
F o r m u l i e r t man s i e abhängig von t 
V i = OTt + ( 1 " a ) ut+i • 
so erkennt man, daß im stationären Zustand 
w = u 
i s t und s i c h d e s h a l b w vernünftigerweise a l s Prognose e i n e s n i c h t -
p e r i o d i s c h e n stationären P r o z e s s e s i n t e r p r e t i e r e n läßt. 
D i e Prognose i s t b e i stationärem Nachfrageprozeß { u t ) e r w a r t u n g s t r e u : 
CO 
E{w} = (1 - a) l c f a i u ^ J = n = E{u} 
k=o 
und b e s i t z t e i n e V a r i a n z 
00 
Var{w} = (1 _ a ) ^ ^ a ^ a u 
k=o 
(1 - a)2 2 , 2 
, 2 u u 1 - a 
d i e g e r i n g e r i s t a l s . 
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B e d i n g t e r Erwartungswert a l s Prognose 
Die obige Prognose i s t zwar e r w a r t u n g s t r e u , aber n i c h t v a r i a n z m i n i m a l . 
Prognosen mit mi n i m a l e r V a r i a n z bekommt man, wenn man a l s P r o g n o s e f o r -
mel den b e d i n g t e n Erwartungswert wählt, was z.B. im a u t o r e g r e s s i v e n 
Schema geschehen i s t . 
Exogene Prognose 
B e i der exogenen Prognose l i e g t d i e Q u e l l e der I n f o r m a t i o n außerhalb 
des M o d e l l s . D i e s e S i t u a t i o n l i e g t z.B. v o r , wenn Prognose und Be-
standsführung i n v e r s c h i e d e n e n A b t e i l u n g e n e i n e s Unternehmens durchge-
führt werden. D i e P r o g n o s e a b t e i l u n g e r s t e l l t i h r e Prognosedaten auf der 
Grundlage von b e t r i e b s w i r t s c h a f t l i c h e n und v o l k s w i r t s c h a f t l i c h e n Rah-
mendaten. Für den L a g e r h a l t e r hat d i e Prognose den C h a r a k t e r e i n e r 
Z u f a l l s v a r i a b l e n : 
w^  i s t d i e jüngste Prognose. S i e b e z i e h t s i c h auf d i e Nachfrage 
der v o r l i e g e n d e n P e r i o d e , 
u h a t d i e D i c h t e p(u|w^)du. 
w i s t d i e noch zu e r s t e l l e n d e Prognose für d i e zukünftige 
P e r i o d e , w i s t i n den Augen des L a g e r h a l t e r s e i n e Z u f a l l s -
v a r i a b l e , da ihm der Prognosemechanismus verborgen i s t . 
#(w)dw i s t d i e D i c h t e von w. 
Das Dynamische Programm l a u t e t 
v n ( y , w 1 ) = Min {k<5(x - y) + a ( x - y) + f ( x , yt ) 
x>y 
+ p // v n _ 1 ( x ~ u,w)p(u|w 1)^(w)du dw}. (47.5) 
Der V o r t e i l d i e s e s M o d e l l s gegenüber dem M o d e l l ohne Prognose l i e g t 
d a r i n , daß s i c h j e t z t vermöge w^  d i e V e r t e i l u n g der Nachfrage mehr um 
i h r e n k u r z f r i s t i g e n Erwartungswert k o n z e n t r i e r e n läßt ( f a l l s d i e P r o -
gnose gut i s t ! ) . D i e s e r Gewinn geht aber t e i l w e i s e wieder v e r l o r e n , da 
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bezüglich w neue U n s i c h e r h e i t i n s Modell g e t r a g e n w i r d . Das drückt s i c h 
im Doppel i n t e g r a l i n (47.5) aus. Die äußere I n t e g r a t i o n glättet d i e Ko-
s t e n u n t e r s c h i e d e zwischen günstigen und ungünstigen Zuständen. Die Ko-
s t e n k u r v e v w i r d f l a c h e r . 
R e d u k t i o n des Zustandsräumes 
Unter den zwei Voraussetzungen 
VI) p(u|Wj) = <p(u - Wj) = <p(fc) m i t k o n s t a n t e r V a r i a n z , 
V2) w unabhängig von u und w^  
läßt s i c h das Dynamische Programm i n nur e i n e r e i n z i g e n 
Z u s t a n d s v a r i a b l e n f o r m u l i e r e n . 
Wir s c h r e i b e n das P r i n z i p der Optimalität neu, indem w i r d i e V a r i a b l e 
e := u - Wj (= P r o g n o s e f e h l e r ) 
verwenden. 
v n ( y , w 1 ) = Min {k<5[x - w 1 - (y - w^] + a [ x - w x - (y - w^] 
x>y 
x-w^ 
h / (x - w x - e)<p(e)d£ + g / [e - ( x - w ^ M e O d e 
x-w^ 
+ p // v j [ x - w 1 - £,w]<p(e)#(w)de dw} . (47.6) 
Wir gehen zu den neuen Zustandsgrößen 
r := y - W l ; (47.7) 
l •= x - Wj ; (47.8) 
über, r und f s i n d Nettobestände, d.h. Bestände, b e r e i n i g t um den 
Schatzwert w^  der Nachfrage u. 
r : N e t t o a n f a n g s b e s t a n d v o r der B e s t e l l u n g 
f N e t toanfangsbe s t a n d nach der B e s t e l l u n g , d.h. 
f = r + z . 
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M i t d i e s e n neuen Zustandsgrößen w i r d aus (47.6) 
y - w1 
Min { k 5 ( f - r ) + a ( f - r ) 
+ h / ( f - e)<p(e)de + g / (e - £ M e ) d ( e ) 
+ P // v n _ i C f " £.v>(£)*(w)de dw} . (47.9) 
£ - e - w 
Di e r e c h t e S e i t e hängt n i c h t mehr von w^  ab. Deshalb kann man auf d i e 
z w e i t e Z u s t a n d s v a r i a b l e w^  v e r z i c h t e n und das P r i n z i p der Optimalität 
i n der e i n z i g e n Z u s t a n d s v a r i a b l e n "Nettobestand" f o r m u l i e r e n 
v ( r ) = Min { k ö ( f - r ) + a ( f - r ) 
£ 
+ h / ( f - e)<p(e)de + g / ( f c - f M e ) d ( e ) 
-00 f 
+ p / / v j ( f - e - w)<p(e)#(w)de dw} . (47.10) 
Wie r e a l i s t i s c h s i n d d i e b e i d e n Voraussetzungen VI und V2? 
Die N o r m a l v e r t e i l u n g erfüllt V I , denn es i s t 
n(u|w x) 
1 , ,2 ö (u - w ) 
e = n(u - w^) . 
2TT O 
2 
E i n e k o n s t a n t e V a r i a n z a w i r d i n VI e b e n f a l l s v e r l a n g t . D i e s w i r d i n 
u 
der Regel a k z e p t i e r t b e i Gütern mit sehr geringem Marktwachstum. B e i 
2 
großem Marktwachstum würde s i c h auch vergrößern. 
Außerdem dürfen d i e Prognosen w und w^  n i c h t a u t o k o r r e l i e r t s e i n . 
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A l s d r i t t e s d a r f d i e Nachfrage u n i c h t d i e Prognose b e e i n f l u s s e n . Damit 
s i n d Güter a u s g e s c h l o s s e n , deren Output s t e l l v e r t r e t e n d für e i n e 
Schlüsselindustrie i s t . 
I s t w z.B. d i e Änderung des B r u t t o s o z i a l p r o d u k t s , so i s t der o b i g e 
A n s a t z g e e i g n e t für Güter, d i e dem A k z e l e r a t i o n s p r i n z i p u n t e r l i e g e n , 
z.B. Investitionsgüter und E r s a t z t e i l e . 
Exogene Prognose mit S e l b s t a n p a s s u n g 
Für manche Güter, welche d i e ob i g e n Bedingungen n i c h t erfüllen, w i r d 
d i e Prognose w von der a l t e n Prognose w^  und von der a u g e n b l i c k l i c h e n 
Nachfrage u abhängen, w b e s i t z t dann e i n e b e d i n g t e D i c h t e 
#(w|w^,u)dw . 
M i t i h r läßt s i c h das P r i n z i p der O p t i m a l i t a t i n der Form s c h r e i b e n 
v n ^ y r W i ' = M i n { k 6 ( x ~ y) + a ( x ~ y) + 
x>y 
x 0 0 
+ h / (x - u)p(u|w 1) + g / (u - x)p(u|w 1) + (47.11) -co X 
+ p // v n _ i ( x ~ u,w)p(u,Wj)#(w|wj,u)du dw} . 
Auf d i e s e Weise i s t e i n Adaptionsmechanismus i n s Dynamische Programm 
aufgenommen. 
K a p i t e l V I : N U M E R I S C H E V E R F A H R E N 
In den vorangegangenen K a p i t e l n wurden z a h l r e i c h e Grundmodelle der 
L a g e r h a l t u n g - insbesondere der s t o c h a s t i s c h e n L a g e r h a l t u n g - v o r -
g e s t e l l t . I n der P r a x i s müssen d i e s e M o d e l l e m e i s t den s p e z i e l l e n 
Bedürfnissen entsprechend m o d i f i z i e r t werden. Dadurch können s i e s i c h 
so verändern, daß d i e vorgeschlagenen Lösungsmethoden ungeeignet 
werden, z.B. b e i k o m p l i z i e r t e n R a b a t t s t a f f e i n und T r a n s p o r t k o s t e n . Es 
werden de s h a l b i n diesem K a p i t e l numerische V e r f a h r e n v o r g e s t e l l t , m i t 
deren H i l f e man m i t Ausnahme des l e t z t e n V e r f a h r e n s (FEDERGRUEN & 
ZIPKIN (1984)) sehr a l l g e m e i n e M o d e l l e berechnen kann. 
§48 WERTITERATION 
A l l e L a g e r h a l t u n g s m o d e l l e , d i e s i c h mit H i l f e des BELLMANschen P r i n z i p s 
der Optimalität f o r m u l i e r e n l a s s e n , können m i t der Methode der Wert-
i t e r a t i o n der Dynamischen Optimierung gelöst werden. S i e i s t d i e r e k u r -
s i v e Auswertung der F u n k t i o n a l g l e i c h u n g e n der Dynamischen Optimierung. 
A l l g e m e i n e s Schema der W e r t i t e r a t i o n 
1. S c h r i t t : S t a r t e m it V Q = 0 oder einem dem Probelm angemessenen 
anderen V e k t o r , n = 1 und e i n e r Abbruchschranke. 
2. S c h r i t t : Berechne v aus dem P r i n z i p der Optimalität. n 
3. S e h r i 1 1 : A b b r u c h k r i t e r i u m erfüllt? 
n e i n : s e t z e n := n+1 und gehe nach 2; 
ja'- gehe nach 4. 
4. S c h r i t t : Stop. 
A b b r u c h k r i t e r i e n können s e i n 
a) b e i endlichem P l a n u n g s h o r i z o n t das E r r e i c h e n d i e s e s H o r i z o n t s 
b) b e i unendlichem P l a n u n g s h o r i z o n t : 
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- e i n e maximale I t e r a t i o n s z a h l 
- d i e U n t e r s c h r e i t u n g e i n e s a b s o l u t e n Mindestzuwachses 
II v - - v || < a , " n+1 n " abs 
- d i e U n t e r s c h r e i t u n g e i n e s r e l a t i v e n MindestZuwachses 
II V i " V n I I 7 " V i II < V i 
- d i e U n t e r s c h r e i t u n g e i n e r Mindeständerung des Zuwachses 
( s p e z i e l l im u n d i s k o n t i e r t e n F a l l ) 
I II v - - v II - II v - v , II | < r . i ii n + i n ii ii n n _ j M i 
U n e n d l i c h e r P l a n u n g s h o r i z o n t 
Für d i e f o l g e n d e n Überlegungen i n n e r h a l b d i e s e s Paragraphen w i r d e i n 
u n e n d l i c h e r P l a n u n g s h o r i z o n t v o r a u s g e s e t z t . 
L a g e r h a l t u n g s m o d e l l e m i t i d e n t i s c h e r N a c h f r a g e v e r t e i l u n g i n den 
e i n z e l n e n P e r i o d e n l a s s e n s i c h a l s homogene MARKOVsche E n t s c h e i d u n g s -
p r o z e s s e f o r m u l i e r e n . Für numerische Zwecke müssen w i r den d i s k r e t e n 
F a l l v o r a u s s e t z e n . S e i e n 
i : Z u s tand, i = 1.2.....N 
d: E n t s c h e i d u n g , d,. i s t d i e En t s c h e i d u n g im Zustand i 
<5: B e s t e l l r e g e l Ö = (d^,...,d^) (5 i s t j e t z t n i c h t mehr das 
Kroneckersymbol!) 
p f . : Übe rgangs wahr sehe i n l i c h k e i t von i nach j b e i E n t s c h e i d u n g d^ 
a^ "- Erwartungswert der E i n p e r i o d e n k o s t e n , ausgehend vom Zustand i 
b e i E n t s c h e i d u n g d. . 
Wir s e t z e n d i e K o s t e n a l s n e g a t i v e Größen an und e r h a l t e n damit e i n 
Maximierungsproblem 
(48.1) 
n = 1,2,3,..., V q gegeben, p < 1, 
bzw. i n v e k t o r i e l l e r S c h r e i b w e i s e 
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B e i e i n e r (s,S) - B e s t e l l r e g e l i s t P~ von f o l g e n d e r G e s t a l t 
s,S 
t t 
Der K a s t e n 1 bedeutet d i e V e r t e i l u n g 
( p ( l ) , p ( 2 ) , . . . , p ( u ^ ^ ) ) der Nachfrage u. A l l e anderen P o s i t i o n e n der 
M a t r i x s i n d m it N u l l b e s e t z t . 
Zur V e r e i n f a c h u n g führen w i r f o l g e n d e abkürzende S c h r e i b w e i s e n e i n 
a) f a l l s d i e E n t s c h e i d u n g im j e w e i l i g e n Z ustand f e s t i s t und n i c h t ma-
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x i m i e r t w i r d , dann t r i t t a n s t e l l e der W e r t f u n k t i o n v d i e F u n k t i o n w 
w ( i ) = a d + p y p d.w - ( j ) , n v J l L l j n-1 K J 
i 
und w i r kürzen d i e s e G l e i c h u n g wie f o l g t ab 
w ( i ) = 1(d,i,w -) n v J v n - l y 
bzw. i n v e k t o r i e l l e r S c h r e i b w e i s e 
w = L(<5,w - ) ; 
b) beim M a x i m i e r u n g s s c h r i t t s c h r e i b e n w i r a n s t e l l e von 
j e t z t 
v ( i ) = max 1 ( d , i , v _) ; n v } , v n - l y a 
bzw. v e k t o r i e l l : 
v = max L(<5,v -) ; n r v x\-\} o 
woraus u n t e r Verwendung von 
U '• = max L 
5 
d i e K u r z f o r m 
v = Uv -n n-1 
e n t s t e h t . 
M i t d i e s e r S c h r e i b w e i s e w i r d das a l l g e m e i n e Schema der W e r t i t e r a t i o n im 
d i s k o n t i e r t e n F a l l , d.h. für p < 1 und b e i unendlichem P l a n u n g s h o r i z o n t 
zu folgendem A l g o r i t h m u s : 
2 1 4 
W e r t I t e r a t i o n im d i s k o n t i e r t e n F a l l , u n e n d l i c h e r P l a n u n g s h o r i z o n t 
1. S c h r i t t : S t a r t e mit v (= 0 ) , a , > 0. o abs 
2. S c h r i t t : Berechne Uv ( M a x i m i e r u n g s s c h r i t t ) . 
3. S c h r i t t : || Uv - v|| > a ^ ? 
j a : s e t z e v := Uv und gehe nach 2; 
n e i n : gehe nach 4. 
4. S c h r i t t : Stop. 
A l s Norm w i r d d i e Supremumnorm ||v|| = max ( v ( i ) } verwendet. 
i 
Für d i e Konvergenz der obigen W e r t i t e r a t i o n i s t h i n r e i c h e n d , wenn d i e 
I t e r a t i o n s m a t r i x pP e i n e n betragsgrößten Eigenwert b e s i t z t , der dem 
B e t r a g nach k l e i n e r i s t a l s e i n s . 




Es i s t (1.....1) =: e E i g e n v e k t o r von P zum Eigenwert 1. Wegen 
|x| < max > |p. .| = 1 (Eigenwertabschatzung) 
i 1 J J 
i s t X = 1 betragsgrößter Eigenwert von P. Damit i s t p betragsgrößter 
Eigenwert von pP. q.e.d. 
B e i d i s k o n t i e r t e n Optimierungsproblemen i s t d i e Konvergenz der 
W e r t i t e r a t i o n demnach g e s i c h e r t . 
Außerdem g i l t das 
N 
Lemma 46.2: Für p < 1 i s t L k o n t r a h i e r e n d , d.h. für a l l e u,v € IR und 
für a l l e Ö g i l t 
II L(ö,u) - L(ö,v) II < p|| U - v II , 0 < p < 1 . 
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Beweis: || L(ö.u) - L(ö.v) || = II a g + pP^u - a g - pP^v || 
= II p P 6 ( u - v ) || < P || P ö || || u - v|| 
= p|| u - v II . q.e.d. 
A l s Nächstes w i r d g e z e i g t , daß s i c h d i e K o n t r a k t i o n s e i g e n s c h a f t von L 
auf U überträgt. 
N 
Lemma 46.3: Für p < 1 i s t U k o n t r a h i e r e n d , d.h. für a l l e u,v € R g i l t 
II Uu - Uv II < p||u - v||, 0 < p < 1. 
Beweis: 
S e i i e i n e b e l i e b i g e Komponente des V e k t o r s v (d.h. w i r g r e i f e n e i n e n 
N 
b e l i e b i g e n Zustand h e r a u s ) . Es g e l t e für u,v, € ER : (Uu).. = (Uv).. + k. 
S e i o.B.d.A. k > 0 und s e i d d i e maximierende E n t s c h e i d u n g bezüglich u 
i n i , d.h. 
(Uu). = l ( d . i . u ) > (Uv). = (Uu). - k. 
Nach D e f i n i t i o n von U i s t (Uv)^ > l ( d , i , v ) . A l s o g i l t insgesamt 
(Uu) = l ( d . i . u ) > (Uv) > l ( d . i . v ) , 
woraus f o l g t 
(Uu) - (Uv). < l ( d . i . u ) - l ( d . i . v ) 
< p|| u - v II . 
da L k o n t r a h i e r e n d i s t . D i e s g i l t für a l l e i , a l s o i s t 
II Uu - Uv II < p|| u - v II . q.e.d. 
Damit s i n d d i e Voraussetzungen des BANACHschen F i x p u n k t s a t z e s erfüllt. 
Aus ihm f o l g t , daß es zu j e d e r E n t s c h e i d u n g s r e g e l Ö e i n e n F i x p u n k t w^ 
g i b t . D i e s e r erfüllt d i e F i x p u n k t g l e i c h u n g 
w ß = L(ß.w ß) . (48.3) 
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Ebenso g i b t es genau e i n e n F i x p u n k t v a l s Lösung der F i x p u n k t g l e i c h u n g 
(48.4) * TT * v = Uv 
Die W e r t i t e r a t i o n i s t e i n e von mehreren Möglichkeiten, v zu bestimmen. 
Welche Mögichkeit man verwendet, hängt hauptsächlich vom Rechenaufwand 
ab. 
Untersuchen w i r das K o n v e r g e n z v e r h a l t e n der W e r t i t e r a t i o n . Hat man be-
r e i t s n I t e r a t i o n e n durchgeführt, so v e r k l e i n e r t s i c h durch zusätzlich 
R I t e r a t i o n e n d i e Norm des Residuums um den F a k t o r p , denn es i s t 
(48.5) 
W i e v i e l e I t e r a t i o n e n R s i n d e r f o r d e r l i c h , um d i e a u g e n b l i c k l i c h e Ge-
nau igke 
g e l t e n 
n+R v*|| < P
R| v - v n 
u i g k e i t der Näherung v ^ um e i n e D e z i m a l s t e l l e zu v e r b e s s e r n ? Dazu muß 
V r " v i _ 
10 
M i t (48.5) erhält man 
R 1 
p = Tö 
R = -1 l o g p 
R i s t e i n e K o n s t a n t e . Man sag t , das V e r f a h r e n k o n v e r g i e r t l i n e a r . Vom 
numerischen Standpunkt aus gesehen s i n d d e r a r t i g e V e r f a h r e n aufwendig. 
Das t r i f f t h i e r insbesondere dann zu, wenn der D i s k o n t f a k t o r p nahe b e i 
e i n s l i e g t . B e i einem J a h r e s z i n s von 10% i s t z.B. 
P e r i o d e P R 
Jahr 0 91 24 
Monat 0 99 277 
Woche 0 998 1198 
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Konvergenzbeschleunigung im d i s k o n t i e r t e n F a l l , u n e n d l i c h e r 
P l a n u n g s h o r i z o n t 
Zur B e s c h l e u n i g u n g der Konvergenz b i e t e n s i c h v e r s c h i e d e n e Möglich-
k e i t e n . 
1) E i n z e l s c h r i t t - I t e r a t i o n . 
Angenommen, w i r berechnen v n + j ( ^ ) - B e i der dazu notwendigen Summen-
b i l d u n g können w i r für k < i a n s t e l l e der v n ( k ) g l e i c h d i e 
"b e s s e r e n " Werte v ,(k) verwenden. D i e s führt z u r sog. E i n z e l -n + l v J 
s c h r i t t - I t e r a t i o n . D i e Rekursionsforme1 l a u t e t 
2) E i n e w e i t e r e Verbesserung b r i n g t d i e folge n d e V a r i a n t e : 
B e i der Maximierung bezüglich d w i r d d i e r e c h t e S e i t e nacheinander 
für v e r s c h i e d e n e d ausgewertet. Führt dabei e i n e Auswertung zu e i n e r 
Verbesserung, so verwendet man b e i der nächsten Auswertung a n s t e l l e 
von v ( i ) g l e i c h d i e Verbesserung w ^ ( i ) . 
3) D u r c h d i v i d i e r t e Form. 
H e r l e i t u n g : Wir i t e r i e r e n nur i n der i - t e n Komponente: 
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: = 4 + p l 4 j W n ( J ) + P P i i W n , l ( i ) 
k-1 
V k ^ : = [ a i + P 1 P i j W n ( j ) ] 1 {p4i)T + ( p P H ) k w n ( i ) 
Wegen pp*?. < 1 i s t 11 
l i m w . ( l ) = -T— [ a . + p y p. .w ( j j l . , _ n,k v J - d L l ^ Z, * i j n V J ' J knoo 1 - p p . . . I . 
™ i i j + i 
D i e s führt z u r I t e r a t i o n s v o r s c h r i f t 
wobei d i e M a t r i x P c i n e i n e u n t e r e D r e i e c k s m a t r i x P x T , e i n e obere o o, L 
D r e i e c k s m a t r i x P^ ^ und e i n e D i a g o n a l m a t r i x P^ ^ z e r l e g t i i s t 
P = P + P + P ö ö,L rö\D <5,U ' 
I i s t d i e E i n h e i t s m a t r i x . 
D i e I t e r a t i o n (48.6) k o n v e r g i e r t e b e n f a l l s zum F i x p u n k t w^, wie man 
s i c h durch E i n s e t z e n l e i c h t überzeugt. Somit k o n v e r g i e r t auch d i e 
W e r t i t e r a t i o n i n d u r c h d i v i d i e r t e r Form 
v n ( l ) = max [ a f + p } j)]l (48.7) 
d U - P P i i j + i J 
gegen d i e Lösung v des Optimierungsproblems. D i e W e r t i t e r a t i o n i n 
d u r c h d i v i d i e r t e r Form kann auch i n den obigen V a r i a n t e n 1) und 2) 
durchgeführt werden, was zu e i n e r zusätzlichen Konvergenzbe-
s c h l e u n i g u n g führt. 
219 
Wert i t e r a t i o n im u n d i s k o n t i e r t e n F a l l , u n e n d l i c h e r P l a n u n g s h o r i z o n t 
B e i f e s t e r P o l i t i k Ö e r z e u g t d i e I t e r a t i o n w^ = L(ö,w n_^), s t a r t e n d m i t 
WQ = 0, e i n e n i c h t k o n v e r g i e r e n d e F o l g e 
^n— 1 w = a c + P r a r + . . . + P.. a~ . n ö ö Ö Ö Ö 
Die Zuwächse A = w - w - s t r e b e n jedoch gegen e i n e n k o n s t a n t e n n n n-1 







) n o o 
und es e x i s t i e r t b e i s t o c h a s t i s c h e n M a t r i z e n der Grenzwert 17 ^ für j e d e s 
l i m P* = IT- , o o 
so daß auch d i e Zuwächse A e i n e n Limes b e s i t z e n 
n 
l i m A = l i m P^ 1a.s. . (48.9) 
n-^ o n n^> 6 6 
= A 
A i s t der stationäre P e r i o d e n e r t r a g , auch DURCHSCHNITTSERTRAG genannt. 
Die numerische Aufgabe b e s t e h t d a r i n , d i e j e n i g e E n t s c h e i d u n g s r e g e l Ö 
zu f i n d e n , d i e den höchsten D u r c h s c h n i t t s e r t r a g A l i e f e r t (A > A^ für 
a l l e Ö, komponentenweise) 
A = max A c 
ö 8 
D i e s l e i s t e t d i e 
W e r t i t e r a t i o n im u n d i s k o n t i e r t e n F a l l 
1. S c h r i t t : S t a r t e m i t v = 0, r > 0. o 
2. S c h r i t t : Berechne v := Uv ; o 
berechne A , := v - v . 
a l t o 
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3. S c h r i t t : Berechne Uv; 
berechne A Uv - v. neu 
4. S c h r i t t : I s t II A II | > r ? " neu" 1 
j a : s e t z e A a l t := A neu 
v : = Uv 
und gehe nach s; 
n e i n : gehe nach 5. 
5. S c h r i t t : Stop. 
Grundsätzlich e r r e i c h t man b e i unendlichem P l a n u n g s h o r i z o n t mit der 
W e r t i t e r a t i o n n i e den o p t i m a l e n Wert v sondern nur e i n e Näherung. 
Deswegen kann man auch n i e s i c h e r s e i n , d i e o p t i m a l e P o l i t i k Ö g e f u n -
den zu haben. V i e l l e i c h t wäre man b e i e i n e r noch b e s s e r e n Näherung auch 
auf e i n e noch b e s s e r e P o l i t i k gestoßen. 
Es g i b t jedoch Möglichkeiten, suboptimale E n t s c h e i d u n g s r e g e I n t e i l w e i s e 
von vorne h e r e i n und t e i l w e i s e während der I t e r a t i o n z u erkennen und 
auszusondern ( v g l . McQUEEN (1967), BARTMANN (1 9 7 6 ) ) . B l e i b t dann nur 
noch e i n e e i n z i g e P o l i t i k übrig, dann kann man s i c h e r s e i n , daß d i e s 
auch d i e o p t i m a l e i s t . 
§49 ENTSQIEIDUNGSITERATION 
Kehren w i r zurück zum d i s k o n t i e r t e n F a l l p < 1 b e i unendlichem 
P l a n u n g s h o r i z o n t . Das V e r f a h r e n der E n t s c h e i d u n g s i t e r a t i o n läuft nach 
folgendem Schema ab: 
Wähle e i n e E n t s c h e i d u n g s r e g e l <5^ ; 
berechne w_ ; 
suche e i n e E n t s c h e i d u n g s r e g e l <50, d i e auch im Punkt noch e i n e 
6 1 
Verbesserung b r i n g t ; 1 
berechne h i e r z u w c ; 
6 2 
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suche e i n e E n t s c h e i d u n g s r e g e l Ö^, ^ i e a u c n 1™ Punkt noch e i n e 
V e r b e s s e r u n g b r i n g t ; usw. 2 
Es w i r d auf d i e s e Weise e i n e F o l g e von F i x p u n k t e n w^ berechnet, d i e 
i 
monoton wächst. Da es im d i s k r e t e n F a l l nur e n d l i c h v i e l e 
E n t s c h e i d u n g s r e g e l n g i b t , b r i c h t d i e s e K e t t e m it dem maximalen F i x p u n k t 
w c nach e n d l i c h v i e l e n S c h r i t t e n ab. o m 
w c < w c < ... < w c = max w c . 
1 2 m o 
I s t d i e W e r t i t e r a t i o n v o r t e i l h a f t , wenn man a l s S t a r t v e k t o r e i n e gute 
Näherung für v angeben kann (daß man mit b e l i e b i g e n S t a r t v e k t o r e n 
N 
V q € IR beginnen kann, z e i g t der BANACHsche F i x p u n k t s a t z ) , so e m p f i e h l t 
s i c h d i e E n t s c h e i d u n g s i t e r a t i o n , wenn man a l s S t a r t - E n t s c h e i d u n g s -
r e g e l e i n e g u t e Näherung für <5 f i n d e t . 
E n t s c h e i d u n g s i t e r a t i o n im d i s k o n t i e r t e n F a l l 
1. S c h r i t t : S t a r t e mit ö. 
2. S c h r i t t : Berechne w^ a l s Lösung des Gleichungssystems w^ = L(6,w^). 
3. S c h r i t t : T e s t auf O p t i m a l i t a t von Ö '• 
a: Berechne Uw^. Die maximierende E n t s c h e i d u n g s r e g e l s e i 
6' . 
b: I s t ö + ö' ? 
j a : s e t z e ö := Ö' und gehe nach 2; 
ne 
4. S c h r i t t : Stop. 
i n : s e t z e Ö := ö; v := w^, und gehe nach 4. 
Das A b b r u c h k r i t e r i u m l i e f e r t d i e o p t i m a l e E n t s c h e i d u n g s r e g e l Ö . ( B e i 
der W e r t i t e r a t i o n i s t d i e s n i c h t g a r a n t i e r t ! ) Es b l e i b t j e d o c h noch zu 
beweisen, daß auf d i e s e Weise tatsächlich der o p t i m a l e Wert v des 
Dynamischen Programms gefunden w i r d . 
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Lemma 49.1: Unter den o p t i m a l e n S t r a t e g i e n e i n e s Markovschen E n t s c h e i -
dungsproblems vom obigen Typ b e i e i n e r e n d l i c h e n Menge von 
Entscheidungen b e f i n d e t s i c h auch e i n e stationäre E n t -
se h e i d u n g s r e g e l Ö . 
Beweis: 
E i n e o p t i m a l e S t r a t e g i e des obigen Problems i s t e i n e (wegen des unend-
l i c h e n P l a n u n g s h o r i z o n t s ) u n e n d l i c h e Sequenz ... ^ ^ ^ ••• v o n 
E n t s c h e i d u n g s r e g e l n (für jede P e r i o d e genau e i n e ) . Entweder e i n e 
stationäre S t r a t e g i e ... öö ... i s t b e r e i t s o p t i m a l , oder es e x i s t i e r t 
wegen der Monotonie von L e i n e stationäre Verbesserung ö 
. . . 5 ö ö ö . . . 
Da d i e Menge der E n t s c h e i d u n g s r e g e l n e n d l i c h i s t , e x i s t i e r t e i n e 
stationäre S t r a t e g i e , zu welcher es k e i n e stationäre Verbesserung g i b t . 
q.e.d. 
N i c h t d i s k o n t i e r t e r F a l l 
H i e r w i r d d i e E n t s c h e i d u n g s i t e r a t i o n i . a . etwas s c h w i e r i g e r . Wir be-
schränken uns de s h a l b auf den sog. vollständig e r g o d i s c h e n F a l l . Er 
besagt, daß d i e Z u s t a n d s w a h r s e h e i n l i c h k e i t e n 
^n 6 ^ * ) : W a h r s c h e i n l i c h k e i t , daß s i c h das System nach n P e r i o d e n im 
Zustand i b e f i n d e t b e i Verwendung von P o l i t i k Ö 
für n -» 0 0 unabhängig vom An fangs zu s t and s i n d . 
S e i TT C = (TT ( 1 ) , TT (2),...,TT ( N ) ) e d i e V e r t e i l u n g der Zustands-n,6 v nK ' nK J n v JJÖ 
Wahrscheinlichkeiten des Systems nach n P e r i o d e n , s t a r t e n d m i t der 
A n f a n g s v e r t e i l u n g TT q ^. Es i s t 
TT ^ = TT y i . (49.1) 
n,Ö o,Ö Ö v 
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Im vollständig e r g o d i s e h e n F a l l i s t der Grenzwert 
TT c = l i m TT ~ 
l i m TT ^ (49.2) 
nnoo 
unabhängig von ir r. Da l i m P c = I7 C, w i r d aus (49.2) o.o 
n-*° 
TT J L . = TT- . (49.3) 
Da d i e s e Beziehung auch für d i e u n e i g e n t l i c h e n A n f a n g s v e r t e i l u n g e n 
(1,0,... ,0), ( 0 , 1 , 0 , . . . , 0 ) , . . . , ( 0 , 0,1) g e l t e n muß, f o l g t daraus, 
daß d i e M a t r i x 17- i d e n t i s c h e Z e i l e n b e s i t z t . Dann w i r d aber der 
ö 
D u r c h s c h n i t t s e r t r a g A zu einem V e k t o r mit l a u t e r i d e n t i s c h e n Kompo-
nenten (48.9) 
A- = U.a. = ä~e , (49.4) 
O 0 0 o 
T 
e = ( 1 , . . . , 1 ) . Der D u r c h s c h n i t t s e r t r a g i s t dann unabhängig vom An-
fa n g s z u s t a n d e i n e s k a l a r e Größe a^. 
a^: D u r c h s c h n i t t s e r t r a g (stationärer P e r i o d e n e r t r a g ) e i n e s n i c h t d i s k o n -
t i e r t e n vollständig e r g o d i s c h e n Markovschen En t S c h e i d u n g s p r o z e s s e s . 
Im Folgenden unterdrücken w i r den S u b s k r i p t 6. 
Der Gesamtertrag v n ( i ) genügt a s y m p t o t i s c h der l i n e a r e n Beziehung 
v ( i ) = na + V ( i ) , n sehr groß. (49.5) 
Nun v e r g l e i c h e n w i r d i e D i f f e r e n z V^ zwischen erwartetem Gesamtertrag 
nach n P e r i o d e n und dem n-maligen D u r c h s c h n i t t s e r t r a g na. Der e r w a r t e t e 
E r t r a g i n e i n e r P e r i o d e , s t a r t e n d im Zustand i i s t a^, d e r j e n i g e i n n 
Pe r i o d e n i s t 
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a. + ) p. .a. + . a . . 
J J 
Die D i f f e r e n z s c h r e i b e n w i r i n der Form 
/ ( i ) = a. + y p. .a. + ... + \ p ( n ^ a . - (n - l ) a - a 
j J 
= a i + Y P i A + Y p k j a j + • • • + Y p k j " 2 ) a j } " ( n " 1 ) 1 
k j 
= a i + Y P i k V n - l ( k ) " (n - l)ä - ä 
k 
= a i + I P i k ^ V l ( k ) - (n - l)ä] - ä 
= Vi ( k ) 
woraus s i c h schließlich d i e folgen d e R e k u r s i o n f o r m u l i e r e n läßt: 
V ( i ) + a = a. + ) p..V . ( j ) n v } l L i j n - l V J y (49.6) 
Für n -» 0 0 w i r d daraus 
V ( i ) + a = a. + Y p V ( j ) (49.7) 
D i e so e r h a l t e n e W e r t f u n k t i o n V mißt a l s o d i e t o t a l e Abweichung 
zwischen Gesamtertrag und kumuliertem D u r c h s c h n i t t s e r t r a g . D i e Werte 
V ( i ) i n (49.7) s i n d b i s auf e i n e n gemeinsamen F a k t o r f e s t g e l e g t . Zur 
Normierung s e t z e n w i r e i n e b e l i e b i g e Komponente N u l l , z.B. V(N) = 0. 
Dann l a s s e n s i c h d i e r e s t l i c h e n Werte V ( j ) , j 4= * u n c * a berechnen, 
indem man das Gl e i c h u n g s s y s t e m (49.7) löst. 
Wie läßt s i c h d i e b e s t e E n t s c h e i d u n g s r e g e l f i n d e n ? 
S i e muß den stationären Einperiodenzuwachs maximieren. B e i Planungsho-
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r i z o n t n l a u t e t d i e Forderung 
" 7 [4 + 1 p i j V i ( j ) } 
Dafür läßt s i c h auch s c h r e i b e n 
^ 4 +1 p i i [ n ä + V i ( d ) ] • ( 4 9 - 8 ) 
J 
Das maximierende d b l e i b t d a s s e l b e , wenn man den von d unabhängigen 
Wert na s u b t r a h i e r t . D i e Testgröße i s t dann 
und b e i unendlichem P l a n u n g s h o r i z o n t 
| a i + 1 p i j v ( j ) } • ( 4 9 9 ) 
E n t s c h e i d u n g s i t e r a t i o n b e i p = 1, vollständig e r g o d i s c h e r F a l l , 
u n e n d l i c h e r P l a n u n g s h o r i z o n t 
1. S c h r i t t : S t a r t e m it Entseheidungrege1 Ö. 
2. S c h r i t t : S e t z e V(N) = 0; 
berechne V und a a l s Lösung des Gleichungssystems 
V + äe = a c + P rV o o 
3. S c h r i t t : T e s t auf O p t i m a l i t a t von Ö' 
a: Berechne max { a c + P CV}. Die maximierende E n t s c h e i -c o o J 
o 
d u n g s r e g e l s e i <5' . 
b: I s t ö 4= 6' ? 
j a : s e t z e Ö := Ö' und gehe nach 2; 
n e i n : s e t z e Ö := ö; ä~ := ä~ und gehe nach 4. 
4. S c h r i t t : Stop. 
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§50 BISEmONSMETHODE UND DYNAMISCHE OPTIMIERUNG 
Die E n t s c h e i d u n g s i t e r a t i o n b e s i t z t den N a c h t e i l , daß s i c h der Rechen-
aufwand a p r i o r i nur s c h l e c h t abschätzen läßt. Der N a c h t e i l der Wert-
i t e r a t i o n l i e g t i n der sehr langsamen Konvergenz, s o b a l d der D i s k o n t -
f a k t o r nahe b e i e i n s l i e g t . Es w i r d deshalb e i n d r i t t e s V e r f a h r e n 
angegeben: D i e Bisektionsmethode i n Verbindung mit der Dynamischen 
Optimierung (BARTMANN (1979)). 
Die B i s e k t i o n s m e t h o d e läßt s i c h z u r Bestimmung e i n e r N u l l s t e l l e e i n e r 
r e e l l w e r t i g e n F u n k t i o n anwenden. E i n d i e N u l l s t e l l e e n t h a l t e n d e s I n t e r -
v a l l w i r d durch H a l b i e r u n g fortwährend v e r k l e i n e r t , b i s dessen Weite 
unt e r e i n e vorgegebene Abbruchschranke g e f a l l e n i s t . Damit das I n t e r -
v a l l auf e i n Z e h n t e l s e i n e r Weite schrumpft, bedarf es ca. 3.32 
Ha l b i e r u n g e n . F a l l s es g e l i n g t , d i e Bi s e k t i o n s m e t h o d e auf e i n e n 
Markovschen Entscheidungsprozeß mit unendlichem P i a u n g s h o r i z o n t und 
D i s k o n t f a k t o r p < 1 anzuwenden, w i r d der Rechenaufwand unabhängig von p 
und g e r i n g e r a l s b e i der W e r t i t e r a t i o n , s o b a l d p > 0.5 i s t . 
Nun s t e l l t s i c h aber d i e Aufgabe der Fixpunktberechnung v a l s e i n 
N 
Problem im IR dar. E i n e Einschließung 
V < V < V 
läßt s i c h zwar l e i c h t f i n d e n , jedoch f u n k t i o n i e r t d i e B i s e k t i o n s m e t h o d e 
N 
n i c h t , da der IR nur halbgeordnet i s t . Das bedeutet, nach dem B i s e k -
t i o n s s c h r i t t 
+ 
• _ v + v 
V B '~ 2 ^ 
i s t n i c h t nur v € [v ;Vg] ( S i t u a t i o n 1) 
x + 
oder ( e x k l u s i v e s oder) v € [ v R ; v ] möglich ( S i t u a t i o n 2 ) , 
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/ 1 
i — r ~ 
/ / 
1 / ( 
V g V* V 
S i t u a t i o n 1: v l i e g t im l i n k e n 
T e i 1 i n t e r v a l 1 
S i t u a t i o n 2' v l i e g t im r e c h t e n 
T e i l i n t e r v a l l 
sondern auch S i t u a t i o n 3: 
S i t u a t i o n 3: v l i e g t weder ganz 
im l i n k e n noch ganz 
im r e c h t e n T e i l i n t e r v a l 1. 
Erläuterung zu den obigen Abbildungen: 
Jede waagerechte L i n i e bedeutet d i e r e e l l e Zahlengerade. Jede Kompo-
nente v ( i ) von v i s t auf e i n e r eigenen Zahlengeraden abgetragen. D i e s e 
e i n z e l n e n Werte m i t e i n a n d e r verbunden ergeben d i e g e z a c k t e L i n i e a l s 
D a r s t e l l u n g des V e k t o r s v. 
Um d i e B i S e k t i o n dennoch anwenden zu können, muß s i e g e e i g n e t m o d i f i -
z i e r t werden. Das gesamte V e r f a h r e n b e s t e h t aus fünf T e i l e n . 
T e i l 1 
T e i l 2 
T e i l 3 
T e i l 4 
Berechnung e i n e s g e e i g n e t e n S t a r t i n t e r v a l l e s , das v enthält. 
B i s e k t i o n s s e h r i 11. 
T e s t , welche der d r e i S i t u a t i o n e n v o r l i e g t . 
F a l l s S i t u a t i o n 3 v o r l i e g t : e i n i g e M a x i m i e r u n g s s c h r i t t e 
v := Uv ^ durchführen, b i s Monotonie e r r e i c h t i s t , d.h. n n-1 
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v > v oder n " n-1 
v < v Dann w i r d v der i n t e r v a l 1 t e i l e n d e V e k t o r , denn es n ~ n-1 n 
g i l t entweder 
x x- + a) v > v ,=^v > v 4> v € [v ;v 1 ß n n-1 n L n J 
oder 
x x — b) v < v , v < v =>v € [v ;v 1 . J n n-1 n L n J 
T e i l 5'- A b b r u c h k r i t e r i u m . 
D i e s e T e i l e werden g e e i g n e t zu einem A l g o r i t h m u s zusammengebunden. Wir 
f o r m u l i e r e n i h n für d i e S t a n d a r d s i t u a t i o n "Maximierungsproblem, a l l e 
a. . < 0" . 
B i s e k t i o n s v e r f a h r e n und Dynamische Optimierung 
1. S c h r i t t : S t a r t e mit v = 0, a , , a , > 0. o abs r e l 
2 . S c h r i t t : Berechne v := U V q . Die maximierende E n t s c h e i d u n g s r e g e l s e i 
6. 
+ x 
3. S c h r i t t : S e t z e v := v (obere Grenze von v , da Uv < v ) . 
4. S c h r i t t : Berechne w^ zu Ö aus S c h r i t t 2 d u r c h Lösung des 
G1e i chungssys tems 
w 6 = L(ö.w 6). 
5. S c h r i t t : A b b r u c h k r i t e r i u m : 
a) prüfen, ob 5 b e r e i t s o p t i m a l i s t - ' berechne v := Uw^; 
f a l l s ö auch h i e r wieder M a x i m i e r e r , s e t z e 
v := v; Ö := Ö und gehe nach 14. 
b) f a l l s II v - Wg||/|| v II < & r e | ' s e t z e v * := v; Ö* ö 
und gehe nach 14. 
6. S c h r i t t : S e t z e v := v ( u n t e r e Grenze von v * ) . 
7 . S c h r i t t : B i s e k t i o n s s c h r i t t : v^ := ( v + + v ) / 2 
8. S c h r i t t : A b b r u c h k r i t e r i u m : II v + - v II < a , ? " " abs 
j a : berechne Uv, um 5 zu bekommen, 
s e t z e v := Uv; Ö := Ö (Maximierer von Uv) und gehe 
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9. S c h r i t t : 
nach 14; 
n e i n : gehe nach 9. 
T e s t , welche S i t u a t i o n v o r l i e g t : 
Berechne Tv ( e n t s p r i c h t Uv mit e v t l . Recheneinsparungen) 
a) f a l l s Tv > v, s e t z e v 
b) f a l l s Tv < v, s e t z e v"* 
c) f a l l s Tv = v, s e t z e v 
d) a n d e r n f a l l s gehe nach 10. 
10. S c h r i t t : Es l i e g t S i t u a t i o n 3 v o r : 
= v und gehe nach 7; 
= v und gehe nach 7; 
= Tv und gehe nach 14; 
11. S c h r i t t : 
Berechne v := Uv. Der Maximierer s e i <5. 
Abbruchkr i t e r ium: 
F a l l s II v - v||/|| v < e r e l ' s e t z e v 8* := 6 
12. S c h r i t t : 
13. S c h r i t t : 
und gehe nach 14. 
T e s t , ob Monotonie v o r l i e g t : 
a) f a l l s v > v, s e t z e v := v; 
b) f a l l s v < v, s e t z e v + •*= v; 
c) a n d e r n f a l l s gehe nach 13. 
Se t z e v := v und gehe nach 10. 
Ö und gehe nach 7; 
Ö und gehe nach 7; 
14. S c h r i t t : Stop. 
Erläuterung zur I t e r a t i o n Tv im 9. S c h r i t t : Um auf d i e d r e i o.a. 
S i t u a t i o n e n zu t e s t e n , kann man e i n e n v o l l e n M a x i m i e r u n g s s c h r i t t Uv 
durchführen und v mit Uv v e r g l e i c h e n . Um e i n e der Aussagen a) v < v; 
b) v > v; c) v > v zu t r e f f e n , i s t aber n i c h t i n jedem F a l l e i n 
v o l l e r M a x i m i e r u n g s s c h r i t t notwendig. Um z.B. auf v > v zu t e s t e n , 
genügt es, wenn man e i n e E n t s c h e i d u n g s r e g e l Ö f i n d e t , d i e e i n e 
Verbesserung L(Ö,v) > v b r i n g t (beachte: Maximierungsproblem, d e s h a l b 
d i e Verwendung von ">"), man muß n i c h t nach der b e s t e n suchen. 
Ebenso genügt es z u r F e s t s t e l l u n g der S i t u a t i o n 3, wenn man nur zwei 
Komponenten i , j f i n d e t , b e i denen < (Uv).. und v^. > (Uv)^. i s t . D i e 
r e s t l i c h e n Komponenten brauchen dann n i c h t mehr u n t e r s u c h t zu werden. 
Man kann d e s h a l b Tv auf fo l g e n d e Weise d e f i n i e r e n . 
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I t e r a t i o n Ty: 
E r s t e Komponente: berechne für d i e zulässigen Entscheidungen im 
Zustand 1 d i e Größe l ( d , l , v ) . S o b a l d für e i n d l ( d , l , v ) > v ( l ) , gehe 
zur Berechnung der r e s t l i c h e n Komponenten. 
R e s t l i c h e Komponenten: 
a) Es s e i e i n d gefunden worden, für welches l ( d , l , v ) > v ( l ) . Man kann 
dann i n den übrigen Komponenten i d i e Berechnung abbrechen, s o b a l d 
man j e w e i l s e i n d gefunden h a t , so daß l ( d , i , v ) > v ( i ) . 
E x i s t i e r t aber i n einem Zustand j > 1 k e i n e d e r a r t i g e E n t s c h e i d u n g , 
d.h. m a x ^ l ( d , j , v ) < v ( j ) , so f o l g t daraus s o f o r t Uv $ v ( n i c h t 
v e r g l e i c h b a r ) und man kann den Test abbrechen. 
b) Es s e i k e i n d gefunden worden, für welches l ( d , l , v ) > v ( l ) . Führe i n 
den r e s t l i c h e n Komponenten den v o l l e n M a x i m i e r u n g s s c h r i t t durch. | 
F a l l s j e d o c h i n einem Zustand i > 1 e i n d gefunden w i r d , so daß | 
l ( d , i , v ) > v ( i ) , dann f o l g t daraus s o f o r t Uv $ v und man kann den 
T e s t abbrechen. 
i 
Das obige B i s e k t i o n s v e r f a h r e n i n Kombination mit der Dynamischen O p t i - j 
mierung i s t e i n B a s i s a l g o r i t h m u s , der z a h l r e i c h e V e r f e i n e r u n g e n e r -
l a u b t . D i e numerischen E r f a h r u n g e n z e i g e n , daß d i e s e Methode der Wert-
und der E n t s c h e i d u n g s i t e r a t i o n w e i t überlegen i s t . 
L i e g t j e d o c h e i n e ganz s p e z i e l l e P r o b l e m s t e l l u n g v o r , so können Ver-
f a h r e n , d i e h i e r a u f z u g e s c h n i t t e n s i n d , durchaus e f f e k t i v s e i n . E i n 
d e r a r t i g e s V e r f a h r e n w i r d im nächsten Paragraphen v o r g e s t e l l t . 
j 
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§51 BERECHNUNG OPTIMALER (s,S) - POLITIKEN NACH FEDEBGRUEN/ZIPKIN 
Die Methode von FEDERGRUEN/ZIPKIN (1984) z u r Berechnung o p t i m a l e r (s,S) 
- P o l i t i k e n i s t auf das n i c h t d i s k o n t i e r t e Standard - AHM - M o d e l l im 
BACKORDER - F a l l z u g e s c h n i t t e n . D i e V e r t e i l u n g von u l i e g e i n der Form 
P o , P l , p 2 ' P 3 ' * ' ' v o r * D e t r a c n t : e n das M o d e l l mit b e r e i t s e l i m i n i e r t e n 
p r o p o r t i o n a l e n B e s t e l l k o s t e n . S e i 
f ( y ) : Erwartungswert der Lagerungs- und Fehlmengenkosten e i n e r 
P e r i o d e b e i Anfangsbestand y 
y: Anfangsbestand (vor e i n e r e v t l . B e s t e l l u n g ) 
x: Anfangsbestand nach der B e s t e l l u n g 
x - y- B e s t e l l m e n g e 
Ö' B e s t e i l r e g e 1 vom (s,S) - Typ 
f y, f a l l s s+1 < y < S ; 
ß(y) = 
[ S, f a l l s y < s; 
Ö : o p t i m a l e B e s t e l l r e g e l 
c^: D u r c h s c h n i t t s k o s t e n b e i B e s t e l l r e g e l Ö 
c : minimale D u r c h s c h n i t t s k o s t e n 
TT : stationäre Z u s t a n d s w a h r s e h e i n 1 i c h k e i t des Bestandes y b e i 
y 
P o l i t i k ö 
F ( x , y ) : E i n p e r i o d e n k o s t e n 
k: f i x e B e s t e l l k o s t e n 
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[ f ( y ) . f a l l s x = y; 
F( x . y ) = \ 
[ k + f ( y ) . f a l l s x > y; 
F s ( y ) = F(ö(y).y) . 
Das P r i n z i p der Optimalität l a u t e t i n d i e s e r S c h r e i b w e i s e 
CO 
v ( y ) + c* = F ß ( y ) + J v[ö(y) - u ] p u . (51.1) 
u=o 
für a l l e y < S. Per d e f i n i t i o n e m i s t 
v ( S ) = 0 (51.2) 
a l s Normierung. W i l l man d i e F u n k t i o n a l g l e i c h u n g e n (51.1) lösen, muß 
man den Zustandsraum auf e i n e e n d l i c h e Größe beschneiden, d.h. e i n 
k l e i n s t e s y = y . z u l a s s e n , so daß y . < y < S i s t . y . w i r k t a l s 
J Jm\n Jmm " " Jmm 
a b s o r b i e r e n d e B a r r i e r e . Entsprechend i s t (51.1) abzuändern. D i e Sum-
mation d a r f nur soweit l a u f e n , b i s Ö(y) - u = y . i s t . Durch d i e s e 
y j J Jmin 
Beschneidung des Zustandsräumes w i r d e i n e Ungenauigkeit i n s M o d e l l 
h i n e i n g e t r a g e n . 
Das V e r f a h r e n von FEDERGRUEN/ZIPKIN vermeidet s i e . Es b a s i e r t n i c h t auf 
der r e k u r s i v e n Auswertung der F u n k t i o n a l g l e i c h u n g e n , sondern v e r f o l g t 
den B e s t a n d s v e r l a u f , nachdem das Lager auf S aufgefüllt wurde. Wir de-
f i n i e r e n 
t ( w ) : e r w a r t e t e Z e i t b i s zur nächsten B e s t e l l u n g , wenn der augen-
b l i c k l i c h e Bestand w E i n h e i t e n über dem B e s t e l l p u n k t s l i e g t , 
w = y - s, w > 0. 
u
s ( y ) : e r w a r t e t e K o s t e n b i s z u r nächsten B e s t e l l u n g , wenn das Lager 
im A u g e n b l i c k den Bestand y a u f w e i s t , y > s. 
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D i e b e i d e n F u n k t i o n e n t und v erfüllen d i e b e i d e n G l e i c h u n g e n 
w-1 
t(w) = 1 + ]} P t(w - u ) , w > 0 , (51.3) 
u=o 
y-s-1 
vs(y) = f ( y ) + l P u u s ( y - u ) . y > s. (51.4) 
t i s t unabhängig von der ( s , S ) - P o l i t i k und v hängt bezüglich 6 nur von 
s ab. Das G l e i c h u n g s s y s t e m (51.3) b e s i t z t e i n e D r e i e c k s g e s t a l t : 
t ( l ) - 1 p t ( l ) . K J o v ' w-1 
t ( 2 ) - 1 = p Q t ( 2 ) + P l t ( l ) 
t(w) - 1 = P Q t ( w ) + • • • + P w _ x t ( l ) . 
Da s s e l b e t r i f f t auf das Gle i c h u n g s s y s t e m (51.4) zu. S t a r t e n d mit w = 1 
kann d e s h a l b t , und s t a r t e n d m i t y = s +1 kann auch v sehr s c h n e l l 
J s 
berechnet werden. Der w e s e n t l i c h e V o r t e i l des V e r f a h r e n s l i e g t nun 
d a r i n , daß man m i t t und v d i e Werte c^ und v ^ ( y ) berechnen kann: 
i) (S) + k 
Cö = t ( S - s) « 5 1 - 5 ) 
f v (y) + k - c ^ t ( y - s ) , für y > 0 
v ß ( y ) = ö (51.6) L k , für y < s 
(51.5) s i n d genau d i e Z y k l u s k o s t e n u g ( S ) + k p r o Z y k l u s z e i t . D i e 
Gültigkeit von (5 1 . 5 ) , (51.6) z e i g t s i c h d a r i n , daß d i e s e Ausdrücke, 
e i n g e s e t z t i n ( 5 1 . 1 ) , (51.2), das P r i n z i p der Optimalität erfüllen. M i t 
(51.3) b i s (51.6) läßt s i c h e i n s c h n e l l e s V e r f a h r e n der P o l i t i k i t e r a -
t i o n k o n s t r u i e r e n . 
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1. Sehr i 11: I n i t i a l i s i e r u n g 
Lege Schranken s, S, S für d i e Werte s, S f e s t . 
s: k l e i n s t e ganze Z a h l , für d i e g i l t : f ( s ) < f ( S ) + k; 
S: k l e i n s t e ganze Z a h l , d i e f ( y ) m i n i m i e r t ; 
S: k l e i n s t e ganze Z a h l , für d i e g i l t : f ( S ) > f ( S ) + k; 
( v g l . §42). 
Setze s , := S . := -1 . a l t a l t 
Wähle e i n e A n f a n g s p o l i t i k 6 = (s,S) und s e t z e s := s; S := S & ^ v J neu neu 
Berechne d i e F u n k t i o n t ( w ) , w = l , 2 . . . , S - s aus (51.3). 
2. S c h r i t t : Berechnung der W e r t f u n k t i o n 
F a l l s s i c h s b e i der l e t z t e n I t e r a t i o n geändert hat (s , =p s ) : 
a l t neu 
Berechne i> ( y ) , y = s + 1 U aus G l e i c h u n g (51.4). 
Berechne c^ und v ^ ( y ) , y = s,...,S aus G l e i c h u n g (51.5), (51.6) 
3. S c h r i t t : P o l i t i k v e r b e s s e r u n g 
a) Abspeicherung der a l t e n P o l i t i k : s , := s ; S , := S 
J * & a l t neu a l t neu 
b) Berechne minimierendes S'; S < S' < S: 




c) Suche nach einem be s s e r e n s: 
c l ) i n a u f s t e i g e n d e r R i c h t u n g : s+l,s+2,...,s; 
f a l l s s i c h im Zustand s+l das B e s t e l l e n l o h n t , d.h. f a l l s 
k + v . (S') < v . ( s + 1) , 
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suche solan g e i n a u f s t e i g e n d e r R i c h t u n g w e i t e r , b i s s i c h zum 
ers t e n m a l e i n e B e s t e l l u n g n i c h t l o h n t . S e i d i e s beim Bestand r\ 
der F a l l . Es muß a l s o g e l t e n 
k + v ö ( S ' ) < v ö ( y ) für a l l e y, s < y < T? - 1 . 
S e t z e s : = ri - 1. neu 
Gehe zum S c h r i t t 4. 
c2) i n a b s t e i g e n d e r R i c h t u n g : s - l , s - 2 , . . . , s ; 
f a l l s s i c h im Zustand s - l das B e s t e l l e n n i c h t l o h n t , d.h. f a l l s 
f ( s - 1) < c 5 . 
suche solange i n a b s t e i g e n d e r R i c h t u n g w e i t e r , b i s s i c h zum 
erst e n m a l e i n e B e s t e l l u n g l o h n t . S e i d i e s beim Bestand f der 
F a l l . Es muß a l s o g e l t e n 
f ( y ) < c^ für a l l e y, f + 1 < y < s. 
S e t z e s := F + 1. neu * 
Gehe zum S c h r i t t 4. 
4. S c h r i t t : T e s t auf Abbruch 
F a l l s 6 , = (s ,^,S . ) i 6 = (s ,S ), s e t z e 6 := <5 a l t v a l t a l t 7 ' neu v neu neu' neu a l t 
und gehe zu S c h r i t t 1. F a l l s Ö , = Ö , dann gehe nach 5. Ö i s t 
a l t neu to neu 
d i e o p t i m a l e P o l i t i k . 
5. S c h r i t t : Stop. 
Die R e c h e n z e i t e n b e i a l l e n i n diesem K a p i t e l v o r g e s t e l l t e n V e r f a h r e n 
(ausgenommen d i e W e r t i t e r a t i o n ) für Lagerha1tungsproblerne r e a l i s t i s c h e r 
Größe l i e g e n auf s c h n e l l e n P e r s o n a l Computern im Sekundenbereich. 
SCHLUßBEMERKUNG 
D i e L a g e r h a i t u n g s t h e o r i e i s t noch keineswegs ab g e s c h l o s s e n . Auch kann 
e i n Buch n i e auf Vollständigkeit h i n z i e l e n . Es b r i n g t immer nur e i n e 
Auswahl, und d i e s e i s t notwendig s u b j e k t i v . Wir h o f f e n a b e r , d i e 
w i c h t i g s t e n und t y p i s c h e n Ansätze vorgeführt zu haben, um den Lese r da-
dur c h zu eigenem Nachdenken anzuregen. 
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