Dedicated to Atle Selberg -at the beginning of his 10th decade.
1.
In its simplest form the Prime Number Theorem (PNT) asserts that, as x → ∞,
where ψ(x) = n≤x Λ(n) = p m ≤x log p. The important error function E(x), E(x) := ψ(x) − x is closely connected to zero-free regions of ζ(s) in the critical strip. In fact, since
and 0< (ρ)<T 1 |ρ| = O(log T ) 2 , both sums being extended over all non-trivial zeros of ζ(s), it is easy to see that (e.g. [5] , §18):
for (s) > ∆. However as Selberg [19] and Erdős [7] discovered in 1948, analytic methods are not exclusively needed for estimation of E(x) or the proof of PNT.
SELBERG'S LEMMA
The following remarkable lemma of Atle Selberg is used in almost all known elementary proofs of (1):
Lemma 2.1 (Selberg [19] , p. 309)). For all x > 0 we have
In his original proof of Lemma 2.1 (see [19] , p. 307) Selberg used only the rough elementary Chebyshev-type bound ϑ(x) := p≤x log p = O(x), which is equivalent to the weak estimates π(x) = O(x/ log x) and ψ(x) = O(x). It seems natural to ask whether a somewhat better estimate for ψ(x) could give us a sharper result than (2) . Moreover, if we are willing to abandon the idea of necessity of purely elementary means, and just look at Selberg's lemma as a fundamental result concerning prime numbers worth studying in its own right, then it seems of interest to investigate the question of what the sharpest possible estimates concerning ψ(x) may yield in this direction. This "converse" problem is exactly what we investigate below.
The purpose of this paper is to give a simple proof the following:
If we assume that ψ(x) = x + E(x), then we have
Corollary 2.3. The sharpest known version of the Prime Number Theorem (still due to Korobov [8] and Vinogradov [22] , from 1958) implies that there exists a constant A > 0, such that for all > 0 we have
(log log x) 1/5 . 
Remark 2.5. Starting with Kuhn [9] and van der Corput [4] many results concerning the error (remainder) term in the Prime Number Theorem by elementary methods have been published over the last six decades, including the works of Bombieri [2] , Wirsing [23] , Diamond & Steinig [6] , Lavrik & Sobirov [10] and Lu [13] , to mention just a few. Moreover, various extensions and generalizations of Lemma 2.1 were obtained by Shapiro [20] , Tatuzawa & Iseki [21] , Popken [15] , Breusch [3] and others. However these contributions did not involve sharpening of Selberg's lemma per se, and they did not explicitly study the relationship of its error term to that of the error in the Prime Number Theorem either.
Remark 2.6. The sharpest explicit version of (2) is due to V. Nevanlinna [14] :
LEMMAS
The proof of our main theorem is short and straight-forward, but it relies on some basic lemmas which, for convenience, we list below with appropriate explanations.
For all x ∈ R, we denote by [x] the integer part of x. 
Proof. In fact, under the given assumption, even a little bit stronger bound on M (x) could be proved -see Landau [12] , Vol. II, Chapters 10-12.
For the Chebyshev function ψ(x) we will need the following two lemmas:
Proof. For all real x > 1, integrating by parts gives us
by Lemma 3.1.
Lemma 3.4 (Tatuzawa & Iseki [21] ). Consider two real valued functions f (x) and g(x) related via the identity
Then, for all x > 1, we have
Corollary 3.5 (Nevanlinna [14] ). The function ψ(x) can be written in the form
Proof. Take f (x) = 1 in (5). Then g(x) = [x] log x and the result is clear.
PROOF OF THE THEOREM
The key idea is to compare the two sides of Lemma 3.4 when f (x) = ψ(x) − x. With this particular choice of f (x), the left hand side (LHS) of (5) becomes
by Lemma 3.3. On the other hand, the two estimates in our Lemma 3.1 imply
where h(x) is a function that satisfies the bound h(x) = O(log x). Therefore, the right hand side (RHS) of (5) can be now rewritten as:
RHS := 
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