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Semiconducting quantum wires defined within two-dimensional electron gases and strongly cou-
pled to thin superconducting layers have been extensively explored in recent experiments as promis-
ing platforms to host Majorana bound states. We study numerically such a geometry, consisting
of a quasi-one-dimensional wire coupled to a disordered three-dimensional superconducting layer.
We find that, in the strong coupling limit of a sizable proximity-induced superconducting gap, all
transverse subbands of the wire are significantly shifted in energy relative to the chemical potential
of the wire. For the lowest subband, this band shift is comparable in magnitude to the spacing be-
tween quantized levels that arise due to the finite thickness of the superconductor (which typically
is ∼ 500 meV for a 10-nm-thick layer of Aluminum); in higher subbands, the band shift is much
larger. Additionally, we show that the width of the system, which is usually much larger than the
thickness, and moderate disorder within the superconductor have almost no impact on the induced
gap or band shift. We provide a detailed discussion of the ramifications of our results, arguing
that a huge band shift and significant renormalization of semiconducting material parameters in
the strong-coupling limit make it challenging to realize a topological phase in such a setup, as the
strong coupling to the superconductor essentially metallizes the semiconductor. This metallization
of the semiconductor can be tested experimentally through the measurement of the band shift.
I. INTRODUCTION
The search for Majorana fermions in various condensed
matter systems has intensified considerably in recent
years [1]. Among the most promising proposals for realiz-
ing these exotic states involve coupling a conventional su-
perconductor to a topological insulator [2–7], an atomic
magnetic chain [8–16], or a semiconductor with strong
spin-orbit coupling [17–38]. The first generation of exper-
iments on semiconductor/superconductor hybrid struc-
tures, which showed zero-bias peaks in the tunneling con-
ductance of nanowires, were plagued by significant sub-
gap conductance [39–45]. This led to the development
of epitaxially grown thin shells of superconducting Alu-
minum (Al) that form a very strong and uniform contact
with InAs or InSb nanowires, thus ensuring robust prox-
imity couplings and hard induced superconducting gaps
that are nearly as large as the gap of the Al layer [46–
52]. The epitaxial growth of Al has also been extended
to InAs two-dimensional electron gases (2DEGs), with
the hope that such systems can be used to form complex
networks of Majorana fermions [53–57].
With the experiments shifting to the strong-coupling
regime, the proximity effect in topological setups has
gained renewed attention. It is well known that as the
coupling between the superconductor and semiconduc-
tor is enhanced, the electron wave function acquires a
larger weight within the superconductor, thus leading to
a larger proximity-induced gap (Eg) and a renormaliza-
tion of semiconducting material parameters such as g-
factor, spin-orbit splitting (Eso), and effective mass (m
∗)
[58–68]. This result can be obtained analytically in the
limit of a single 1D or 2D semiconducting subband cou-
pled to a clean 3D bulk superconductor by “integrating
out” the superconducting degrees of freedom to obtain
an effective self-energy describing induced superconduc-
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FIG. 1. A quantum wire is lithographically defined within a
semiconducting 2DEG and coupled to a superconducting layer
with width W and thickness d, as studied in Refs. [56, 57].
tivity. In this description, the relevant superconducting
energy scale determining the strength of the proximity
effect is the gap ∆ [69], and all physics of the proximity
effect should occur on this small energy scale. Despite
such theories being employed frequently to describe the
experiments utilizing thin epitaxial superconducting lay-
ers [48, 50, 63–67], their applicability is unclear because
the experimental setup consists of multiple wire channels
and a thin disordered superconducting layer (rather than
a clean bulk superconductor).
The finite thickness (d) of the superconducting layer
was incorporated analytically in Ref. [70] in an attempt
to better describe the experimental setup. This finite
thickness introduces a large energy scale given by the
level spacing pi~vFs/d (vFs is the Fermi velocity of the
superconductor), and it was shown that the relevant su-
perconducting energy scale determining the strength of
the proximity effect in this case is the level spacing rather
than the gap. Thus, in the thin-layer limit, ~vFs/d ∆,
a much stronger proximity coupling is required in order
to open a gap in the wire. Most importantly, in addi-
tion to the usual parameter renormalization, the strong-
coupling limit is also accompanied by a large band shift in
the semiconducting wire that is comparable to the level
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2spacing pi~vFs/d [70]. In stark contrast, such a band shift
is completely absent in the case of a bulk superconductor
[58–68].
However, Ref. [70] studied an idealized model of a sin-
gle 1D semiconducting subband coupled to a clean 2D
superconductor. The conclusion that a very strong prox-
imity coupling is required to open a sizable gap is strongly
dependent on the assumption of momentum conservation
within the tunneling process. In a realistic experimen-
tal setup with superconductor thickness d ∼ 10 nm and
width W ∼ 50 nm [56, 57] (see Fig. 1), there are ∼ 104
occupied superconducting subbands; in the presence of
unavoidable disorder within the superconducting layer,
which breaks translational symmetry and therefore re-
moves momentum conservation, one could expect that
subbands of the wire can much more easily couple to the
many superconducting subbands that lie at the Fermi
level, thus significantly reducing the coupling strength
required to open a sizable gap in the wire. Addition-
ally, if there is a large band shift that exceeds the trans-
verse level spacing of the wire, then higher subbands be-
come increasingly important and a single-band analytical
model like that studied in Ref. [70] is insufficient. While
there have been several works to investigate the stability
of topological superconducting phases in multiband wires
[71–84], there are no systematic studies of the proximity
effect in the strong-coupling limit. It is the goal of this
work to provide such a study.
In this paper, we numerically study the proximity ef-
fect in a quasi-1D quantum wire that is defined within
a semiconducting 2DEG and strongly coupled to a thin
disordered superconducting layer with thickness d and
width W , as shown in Fig. 1. First, we show that in
the strong-coupling limit, which is characterized by the
wire having a proximity-induced gap Eg that is compa-
rable to the gap ∆ of the superconductor, all transverse
subbands of the wire are significantly shifted with re-
spect to their positions in the absence of coupling, and
all semiconducting material parameters (such as effec-
tive mass m∗, spin-orbit splitting Eso, and g-factor) are
significantly renormalized toward their values in the su-
perconductor. Next, we study in detail the role played
by both the finite width W of the system and disorder
within the superconductor. We find, quite surprisingly,
that neither the finite widthW nor moderate levels of dis-
order have a substantial impact on the proximity effect.
For the specific case of an InAs quantum wire coupled to
a thin epitaxial layer of Al, we show that the semicon-
ducting wire becomes metallized by the superconductor.
This metallization is characterized by the occupation of
many transverse subbands in the wire (thus pushing the
system far from the desired 1D limit) and a significant
renormalization of the semiconducting material param-
eters. Additionally, we discuss the challenges involved
in realizing a topological phase in the metallized limit,
arguing that the ability to do so is unlikely but is also
largely device dependent, and propose how to experimen-
tally test our theory. Our results presented in this work
suggest that it is more promising to search for Majo-
rana fermions in systems with a weak proximity coupling
(such as nanowires sputtered by a thick superconducting
slab [39]) than in systems with strong proximity coupling
accompanied by a large band shift.
While our focus is directed primarily toward engi-
neering topological superconductivity in 1D systems, the
study of a strong proximity coupling between a semi-
conductor with Rashba spin-orbit interaction (SOI) and
an s-wave superconductor has far-reaching consequences.
In particular, we expect that our results can be extended
to studying the proximity effect in topological insulator
surface states [2–7, 85–88], odd-frequency triplet super-
conductivity [89–95] and magnetoelectric effects [96, 97]
induced by SOI, superconducting spintronics [98–101],
Cooper pair splitting [102–108], as well as various aspects
of the superconductor-insulator transition [109].
The remainder of the paper is organized as follows. In
Sec. II, we describe our numerical tight-binding simula-
tion. The results of our calculation for a disordered 3D
system are presented in Sec. III, where we justify that
such a system can be realistically described by a clean
2D model. In Sec. IV, we provide a numerical calcula-
tion specific to epitaxial Al/InAs experimental setups.
We also argue that the metallization of InAs inhibits the
ability to observe a 1D topological phase in such a setup
and discuss how to experimentally test our theory. Our
conclusions are summarized in Sec. V.
II. MODEL
We consider the geometry sketched in Fig. 1, which
consists of a quasi-1D semiconducting quantum wire of
width W with Rashba SOI, assumed to be lithographi-
cally defined within a 2DEG similarly to the devices stud-
ied in Refs. [56, 57], tunnel coupled to a superconducting
layer of width W and thickness d. We do not consider
explicitly the finite thickness of the 2DEG, as we assume
that the subband spacing arising from the finite thick-
ness is very large (for the experimental thickness ∼ 5 nm
[54], this is a valid assumption). We describe this setup
by a tight-binding Hamiltonian, assuming for now that
the system is clean and translationally invariant along its
length. The total tight-binding Hamiltonian is given by
H =
∑
kHk, where k is a conserved momentum along
the wire axis; for a given momentum, we consider
Hk = H
w
k +H
s
k +H
t
k. (1)
The Hamiltonian of the wire is given by
Hwk =
W/a∑
x=1
[
b†x,k{ξwk + (α/a) sin(ka)σx −∆Zσy}bx,k
− {b†x,k(tw − iασy/2a)bx+1,k +H.c.}
]
,
(2)
where bx,k = (bx,k,↑, bx,k,↓)T is a spinor, bx,k,σ annihilates
a state of momentum k and spin σ at position x within
3the wire, tw is the hopping matrix element, and a is the
lattice constant. In addition, the Hamiltonian contains
a Rashba SOI term [110, 111] characterized by the SOI
constant α as well as a Zeeman term ∆Z = |g|µBB/2
caused by an external magnetic field of strength B ap-
plied along the wire axis (g is the g-factor of the wire
and µB is the Bohr magneton). The SOI term induces a
spin-orbit splitting Eso on each transverse subband of the
wire, which is defined as the difference in energy between
the crossing point of spin-split bands at k = 0 and the
bottom of the band. Due to the finite width W , the spin-
orbit splitting is different for each transverse subband; in
the limit W/a = 1, the splitting is given by the usual
expression Eso = m
∗α2/2~2 = α2/4twa2 [82, 110], where
m∗ is the effective mass of the wire (in terms of tight-
binding parameters, m∗ = ~2/2twa2). We take ξwk =
2tw{1−cos(ka)−(1+α2/8t2wa2) cos[piW/(W +1)]}−µw,
such that the chemical potential of the wire µw is mea-
sured from the Rashba crossing point (at k = 0) of the
lowest transverse subband.
The Hamiltonian of the superconducting layer is
Hsk =
W/a∑
x=1
d/a∑
z=1
[
c†x,z,k(ξ
s
k −∆sZσy)cx,z,k − {tsc†x,z,kcx+1,z,k
+ tsc
†
x,z,kcx,z+1,k + ∆c
†
x,z,−k,↓c
†
x,z,k,↑ +H.c.}
]
, (3)
where cx,z,k,σ annihilates a state of momentum k and spin
σ at position (x, z) within the superconductor, ts is the
hopping matrix element, and ∆ is the pairing potential.
The external magnetic field is incorporated in the super-
conductor through the Zeeman term ∆sZ = (2/|g|)∆Z ,
and we take ξsk = 2ts{2−cos[piW/(W+1)]−cos(ka)}−µs,
such that the chemical potential of the superconductor
µs is measured from the bottom of the lowest subband.
Finally, tunneling between the wire and superconduc-
tor, which is assumed to preserve spin and momentum,
is described by
Htk = −t
W/a∑
x=1
{c†x,1,kbx,k +H.c.}, (4)
where t is real and denotes the tunneling strength.
Our model assumes that the chemical potential in the
system is fixed externally, and hence any change in parti-
cle number can be attributed to the attached leads. How-
ever, as any change in particle number that may occur
is small compared to the total number of particles in the
system (see Sec. IV B), we expect a negligible deviation
from what would be obtained in the case of fixed particle
number.
III. NUMERICAL RESULTS
In this section, we present results obtained numeri-
cally. For now, we do not attempt to explicitly model
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FIG. 2. (a) Excitation spectrum in the absence of tunneling
(t = 0) obtained numerically from Eq. (1). The two lowest
subbands of the wire are distinguished by color, and black
curves correspond to subbands of the superconductor. (b)
If a weak tunnel coupling is turned on (t/ts = 0.035), the
subbands of the wire undergo a substantial shift in energy
(δEn ∼ 10∆). Tight-binding parameters are fixed to d/a =
42, W/a = 175, µs/ts = 0.1 [112], ∆/ts = 10
−4, tw/ts = 5,
µw = 0, α/(ats) = 0.05, ∆Z = 0.
any existing experimental setup; due to the very short
Fermi wavelength of the metal, doing so would be ex-
tremely expensive computationally. Rather, we focus on
deducing various numerical trends that arise when keep-
ing the physical separation of energy scales intact (e.g.
µs  µw). As we will see, these results will allow us
to make more quantitative predictions about the experi-
mental setup in the following section.
A. Strong coupling limit
First, we study the transition from the weak-coupling
regime, characterized by a proximity-induced gap Eg 
∆, to the strong-coupling regime, characterized by Eg ∼
∆, focusing on the behavior of subbands that originate
in the wire (i.e., those subbands that have zero weight
in the superconductor in the limit t = 0) as a function of
tunneling strength t. We obtain the spectrum E(k) nu-
merically from Eq. (1). As the Fermi wavelength of the
superconductor is much smaller than that of the semi-
conductor, the spectrum consists primarily of subbands
originating in the superconductor; wire subbands are dis-
tinguished by their appreciable spin-orbit splitting Eso
and small effective mass m∗ (see for example Fig. 2).
In the absence of tunneling [Fig. 2(a)], the spectrum
of the wire at k = 0 is given by
En(0) = E1(0) +
~2pi2
2m∗W 2
(n2 − 1), (5)
where n ∈ Z+ is a subband index and En(0) is the energy
of the nth subband at k = 0. In the presence of a weak
tunnel coupling [Fig. 2(b)], the superconductor induces
a small gap and, even more strikingly, a very substantial
energy shift on the subbands of the wire. We define the
band shift of the nth subband of the wire, which is a
function of tunneling t, as
δEn = |Etn(0)− Et=0n (0)|. (6)
4In the weak-coupling limit of Fig. 2(b), the band shift
δEn ∼ 10∆ is more than two orders of magnitude larger
than the induced proximity gap (Eg ∼ 0.03∆).
The evolution of the wire spectrum from the weak-
to the strong-coupling limit as a function of t is shown
in Fig. 3. To reach the limit of strong coupling (de-
fined such that Eg ∼ ∆), the tunneling strength must
be made comparable to ts [see Fig. 3(a)]; therefore, a
substantial gap Eg can be induced only if there is an ex-
tremely high-quality semiconductor/superconductor in-
terface. When such strong tunneling is present, we also
observe a very large energy shift in all subbands of the
wire [see Fig. 3(b)], with the bottom of each subband
saturating to a different energy at large t. This band
shift is significantly larger for higher subbands, and, as a
result, it requires a larger tunneling strength for higher
subbands to reach their saturation positions. Crucially,
for all values of t, we find that each band is shifted such
that Eq. (5) remains satisfied [see Fig. 3(b) inset], pro-
vided that we allow the effective mass m∗ to acquire a
t-dependence. The effective mass m∗, which can be found
by fitting Fig. 3(b) to Eq. (5), increases as a function of t
as the bands originating from the semiconductor acquire
a larger weight inside the superconductor [Fig. 3(c)]. Ad-
ditionally, the spin-orbit splitting Eso [Fig. 3(d)] and g-
factor [Fig. 3(e)] (extracted from the Zeeman splitting at
k = 0 [113]) of each subband are reduced as a function
of t. All parameters of the semiconducting wire saturate
to their corresponding values within the superconduc-
tor in the limit of large t (m∗/me → 1, Eso → 0, and
|g| → 2). However, similarly to the band shifts, this pa-
rameter renormalization is not the same for all subbands,
as higher subbands require a larger tunneling strength to
become fully renormalized.
B. Role of finite width W
To elucidate the dependence of the spectrum on the
finite width W , we present a comparison of the cases
W/a = 1 (henceforth referred to as a 2D geometry) and
W/a  1 (henceforth referred to as a 3D geometry) in
Fig. 4. We find that both the induced gap Eg [Fig. 4(a)]
and the energy of the lowest transverse subband at k = 0,
E1(0) [Fig. 4(b)], are identical in the 2D and 3D cases. In
fact, we find that Eg is completely independent of W over
several orders of magnitude [Fig. 4(a) inset], suggesting
that the width W plays a rather trivial role in the prox-
imity effect. To better understand these results, we plot
the spectrum explicitly in Fig. 4(c-d). In the 3D limit, de-
spite there being several transverse superconducting sub-
bands at low energies (and thus a significantly reduced
level spacing in the superconductor), these subbands do
not couple to the lowest subband of the wire, as evidenced
by the absence of anticrossings in the spectrum. As a re-
sult, the spectrum of the lowest wire subband is virtually
unchanged as the width W is increased. We provide a
detailed analytical justification of this numerical result
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FIG. 3. (a) Proximity-induced gap Eg increases as a func-
tion of tunneling strength t, with a large gap being induced
only for t ∼ ts. (b) The four lowest transverse subbands of
the wire (distinguished by color) shift in energy as t is in-
creased. The energy of each subband is measured at k = 0,
as schematically indicated by gray dashed subbands, and the
energy of occupied bands is negative. Inset: Subband energy
increases quadratically with index n (evaluated at t = 0.25ts),
in agreement with Eq. (5). (c) The effective mass m∗, which
is obtained by fitting panel (b) to Eq. (5), increases as a func-
tion of t. In the limit of large t, the mass approaches that
of the superconductor (m∗/me → 1). (d-e) The spin-orbit
splitting Eso and g-factor |g| of each subband are reduced as
a function of t, also approaching their values in the super-
conductor (Eso → 0 and |g| → 2) in the limit of large t. All
parameters are the same as in Fig. 2 [with |g| = 15 in panel
(e)].
in Appendix A.
The fact that the spectrum of the lowest wire subband
is independent of W can be understood in a rather sim-
ple way. In the limit W → ∞, it is possible to define
an additional conserved momentum kx. Therefore, the
spectrum in the limit W → ∞ is the same as that for
W → 0, with the simple replacement k → √k2 + k2x.
As the spectrum is identical for W → ∞ and W → 0,
it is unsurprising that it is independent of W for inter-
mediate widths as well. Note that such an argument
cannot be made if we take d → ∞, as the semiconduc-
tor/superconductor interface always breaks translational
invariance in the z-direction.
Based on Fig. 4, we conclude that the finite width W
of the system only introduces a finite level spacing be-
tween transverse subbands but otherwise has no effect
on the induced gap or band shift. It is very computa-
tionally expensive to treat the finite width W explicitly
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FIG. 4. (a) The induced gap Eg is the same for both widths
W/a = 1 (black) and W/a = 175 (red) at all values of t. Inset:
Eg (blue) is independent of width W over several orders of
magnitude. (b) Energy of lowest subband at k = 0, E1(0), is
also the same for W/a = 1 and W/a = 175 at all values of
t. (c-d) Excitation spectrum for W/a = 1 and W/a = 175,
respectively. The spectrum of the lowest wire subband E1(k)
(blue) is virtually unchanged as the width W is increased
and does not couple to low-energy superconducting subbands
(black) appearing for W/a = 175. All parameters are the
same as in Fig. 2.
as we have done to this point, thus, we forego doing so
in the calculations that follow. A 2D calculation can be
performed to reliably reproduce the behavior of the low-
est subband, and by calculating the effective mass in this
subband (for a given t), we can deduce the transverse
level spacing in the 3D limit. The only drawback to us-
ing such an approach is that it does not fully capture
the weaker parameter renormalization in higher trans-
verse subbands, as shown in Fig. 3 and as discussed in
Sec. III A. However, this is a relatively minor omission
and should not affect any of our results qualitatively.
C. Effect of Disorder
So far we have considered only clean translationally in-
variant systems; however, the superconductor that is uti-
lized in any realistic experimental setup will inevitably be
disordered. As discussed in Sec. I, the breaking of trans-
lational symmetry by disorder could allow a stronger
proximity coupling between the wire and superconductor
at lower energies (due to the fact that the superconduc-
tor has several occupied subbands at the Fermi level). In
this section, we study the influence of various types of
disorder on the induced gap in the wire, thereby relax-
ing the requirement of momentum conservation imposed
in Eq. (1). While moderate chemical potential disorder
within the superconductor has very little effect on the
proximity gap, we find that both interface inhomogeneity
as well as strong surface disorder lead to a small enhance-
ment of the proximity gap. For computational reasons,
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FIG. 5. Induced gap Eg as a function of superconduc-
tor thickness d in a disordered 2D tight-binding model (with
length L/a = 3× 104) with various disorder strengths σµ(∆),
plotted for (a) t = 0.05ts and (b) t = 0.25ts. In both the
weak- and strong-coupling limits, the gap is largely unaffected
by disorder unless chemical potential fluctuations in the su-
perconductor are extreme (σµ = 1000∆ = µs). Tight-binding
parameters are fixed to d/a = 42, W/a = 1, µs/ts = 0.1,
∆/ts = 10
−4, tw/ts = 5, µw/∆ = 1, α = 0, ∆Z = 0.
all disorder calculations are performed in a 2D geometry
(W/a = 1) and without SOI (α = 0).
C.1. Disorder in superconductor
First, we incorporate disorder within the superconduc-
tor as random on-site Gaussian-distributed fluctuations
in the chemical potential µs and pairing potential ∆,
µs → µs + δµs and ∆ → ∆ + δ∆. Fluctuations are
taken to have standard deviation σµ(∆) and zero mean,
〈δµs〉 = 〈δ∆〉 = 0. The wire is taken to be clean. Fur-
thermore, we consider a finite length L of our system cho-
sen such that, in the absence of disorder, we reproduce
the proximity gap previously obtained in the L → ∞
limit in which the momentum k is conserved. We find
that the induced gap is largely unaffected by moderate
disorder in both the weak-coupling [Fig. 5(a)] and strong-
coupling [Fig. 5(b)] limits. The gap is enhanced and the
sharp interference peaks, which arise due to the finite
thickness of the superconducting layer [70], are smeared
only when fluctuations in the chemical potential become
comparable to the chemical potential itself, σµ ∼ µs.
The fact that the well-pronounced interference peaks
[see Fig. 5] survive in the dirty limit can be understood
straightforwardly on physical grounds. Due to the large
mismatch in effective mass and Fermi momentum be-
tween the wire (kFw) and superconductor (kFs), the rel-
evant superconducting trajectories that are responsible
for inducing a gap have momentum along the wire axis
k . kFw  kFs. However, these trajectories are nearly
perpendicular to the semiconductor/superconductor in-
terface and are ballistic, since typical values for the mean
free path ` of (bulk) Al are larger than the thickness of
the superconducting film (` & d). More quantitatively,
6it was shown in Ref. [70] that the relevant energy scale
determining the tunneling strength needed to induce a
sizable gap in the wire in the clean limit is the level spac-
ing of the superconducting layer, pi~vFs/d. On the other
hand, in the dirty limit the relevant scale is given by the
Thouless energy ~D/d2 [114–117], where D ∼ vFs` is
the diffusion coefficient. However, as ` ∼ d, the two en-
ergy scales are comparable (~vFs/d ∼ ~D/d2). Disorder
therefore does not qualitatively change the behavior of
the induced gap by introducing a low-energy scale un-
less d `. The bulk limit of the superconductor, where
the induced gap Eg no longer depends on d, is reached
only for d ξdirty (or, equivalently, ~D/d2  ∆), where
ξdirty =
√
`ξclean is the effective coherence length of the
superconductor in the dirty limit [118]. We note that
these physical arguments do not rely on the width W of
the system being negligibly small, and hence we expect
them to hold also in the 3D limit.
C.2. Disorder in tunneling
Next, we incorporate possible interface inhomogeneity
through fluctuations in the tunneling strength t → t +
δt (which again are Gaussian distributed with standard
deviation σt and zero mean, 〈δt〉 = 0). As shown in
Fig. 6(a), fluctuations in the tunneling amplitude lead
to an increase in the induced gap. This is a reflection of
the finite level spacing within the superconductor. When
the length L of the system is finite, the momentum along
this direction becomes quantized. If the tunnel barrier
is uniform along the interface between the two materials,
then only subbands in the wire and superconductor with
the same quantum number can couple (see also discussion
in Appendix A), but inhomogeneity can lead to nonzero
matrix elements between states with different quantum
numbers and, hence, an increase in the gap of the wire.
However, as we observe, interface fluctuations must be
comparable to the tunneling strength in order to induce a
qualitative change to the behavior of the gap in the clean
case; in the epitaxial Al devices, which were developed
specifically to have a very homogeneous interface, this
seems an unlikely scenario.
C.3. Strong surface disorder
Finally, we investigate the effects of strong surface
disorder of the superconducting layer, which could be
present due to an oxidized surface layer. We model this
scenario by taking very large chemical potential fluctu-
ations on the five sites furthest from the interface and
moderate fluctuations on the remaining sites. We find
that surface disorder can modestly enhance the size of
the induced gap away from resonance and broaden the
resonance peak [see Fig. 6(b)]. This behavior can be un-
derstood in the following way. As explained previously,
in the clean limit only trajectories within the supercon-
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FIG. 6. (a) Induced gap Eg for various strengths of tun-
neling fluctuations: σt = 0 (black), σt = 0.2t (blue), σt = t
(green), and σt = 2t (red). The gap is largely unaffected
unless fluctuations become comparable to tunneling strength
t. (b) Strong surface disorder (green) slightly enhances the
induced gap compared with the clean limit (black). Surface
disorder is incorporated through chemical potential fluctua-
tions with σµ = 1000∆ on the five sites furthest from the
interface and with σµ = 10∆ on the remaining sites within
the superconductor. Tight-binding parameters are the same
as in Fig. 5.
ductor with k  kFs can open a gap in the wire. In the
presence of strong surface scattering, trajectories that
begin with momentum k ∼ kFs can scatter at the sur-
face into trajectories with k  kFs. Therefore, strong
surface scattering allows for more trajectories to open a
gap and the magnitude of the gap is increased. How-
ever, this rough surface essentially sets an upper bound
on the mean free path, such that ` ∼ d. As explained in
Sec. IIIC.1, these values of ` are not expected to have a
substantial effect on the induced gap.
IV. EXPERIMENTAL CONSEQUENCES
In Sec. III, we argued that a 3D geometry with var-
ious types of disorder present can actually be very well
described by a clean 2D model. The elimination of the
finite width W allows us to explore a much larger region
of parameter space in a tight-binding calculation. In this
section, we explicitly model the experimental setup of an
InAs 2DEG coupled to an epitaxial Al layer of thickness
d ∼ 10 nm [56, 57]. We also provide a discussion of the
feasibility of utilizing such a setup to realize a topological
phase. In addition, we propose an experimental test of
our theory.
A. Proximity-induced gap and band shift
As a starting point for our calculation, we note that
all proximity-induced gaps that have been observed in
epitaxial systems are a sizable fraction of the Al gap,
Eg ∼ ∆ [49–57]. We thus assume that the system is in the
strong-coupling limit; i.e., that the tunneling strength t
is large enough such that a sizable gap is induced for all
d ∼ 10 nm.
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FIG. 7. (a) Proximity-induced gap Eg and (b) energy of
lowest subband at k = 0, E1(0), for parameters correspond-
ing to epitaxial Al/InAs. The tunneling strength t = 0.1ts
is chosen large enough such that a sizable gap Eg is induced
for all values of d. In the strong-coupling limit, the wire sub-
band undergoes a huge band shift δE1 = |E1(0)| ∼ 200 meV.
The tight-binding parameters are set to ts = 117 eV (cor-
responding to lattice spacing a = 0.175 A˚), µs = 11.7 eV,
∆ = 250 µeV, tw = 50ts (corresponding to m
∗ = 0.02me),
µw = 0, α = 0.42 eV A˚(corresponding to Eso = 250 µeV),
and ∆Z = 0.
When t is made large enough to satisfy the strong-
coupling condition [see Fig. 7(a)], we find that the wire
subband undergoes a huge energy shift. Consistent with
the analytical results of Ref. [70], the magnitude of this
band shift is comparable to the level spacing in the super-
conducting layer, pi~vAlF /d ∼ 500 meV (with vAlF = 2×106
m/s), and is very sensitive to the thickness d, varying be-
tween E1(0) ∈ (−400 meV, 50 meV) with a period that is
half of the Fermi wavelength of Al (≈ 2 A˚) [see Fig. 7(b)].
Additional results of this calculation are provided in Ap-
pendix B. Unsurprisingly, the large band shift in the
strong-coupling limit is accompanied by significant renor-
malizations of the effective mass (m∗ ∼ 0.3me), spin-
orbit splitting (Eso ∼ 10 µeV), and g-factor (|g| ∼ 2).
B. Metallization and impact on topological
superconductivity
Using the results of the 2D calculation of Sec. IV A,
we present a schematic illustration of the 3D spectrum
renormalization in Fig. 8. Due to the extreme sensitivity
of the induced gap and band shift on the thickness of the
superconducting layer d, we are only able to provide a
qualitative picture of this spectrum renormalization in a
typical device.
We assume that the quantum wire has width W =
50 nm [57] and that the chemical potential of the bare
wire (without the superconducting layer) is tuned to the
Rashba crossing point at k = 0 of the lowest subband
(though, as shown in Appendix B, our final results are
independent of this assumption). Taking m∗ = 0.02me
for the mass of (bare) InAs, the spectrum at k = 0 in the
absence of tunneling is given by [Fig. 8(a)]
En(0) = (7.5 meV)(n
2 − 1). (7)
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FIG. 8. Schematic illustration of the metallization of the
Rashba wire. (a) Spectrum of the wire in the absence of tun-
neling. We assume the chemical potential to be tuned to the
crossing point of the lowest subband and take the wire to have
a small effective mass m∗ ∼ 0.02me and large spin-orbit split-
ting Eso ∼ 250 µeV. (b) Renormalization of the spectrum in
the strong-coupling limit. The lowest wire subband experi-
ences a large band shift [taken from Fig. 7 to be δE1 ∼ −200
meV], and renormalization of the effective mass (m∗ ∼ 0.2me)
leads to the occupation of many wire subbands. The sub-
bands of the wire also have a significantly reduced spin-orbit
splitting Eso ∼ 25 µeV.
In the strong-coupling limit, based on Fig. 7, we take an
intermediate value for the band shift of δE1 ∼ 200 meV;
in this case, the mass is renormalized to m∗ ∼ 0.2me
(see Appendix B) and the spectrum at k = 0 is given by
[Fig. 8(b)]
En(0) = (−200 meV) + (0.75 meV)(n2 − 1). (8)
Figure 8(b) illustrates the central finding of our work.
Due to the large band shift, which acts as an effective en-
hancement of the chemical potential of the wire, and in-
crease in effective mass, many additional transverse wire
subbands become occupied and the semiconductor is es-
sentially metallized by the superconductor. While there
are certainly more electrons in the wire in the metallized
limit (compared to the bare wire), as noted previously,
these electrons can be supplied to the system by external
leads, and the number of electrons added to the wire is
negligible compared to the total number of electrons in
the system. We also note that states belonging to the
spectrum of Fig. 8(b) are delocalized throughout the su-
perconductor, thus helping to reduce the redistribution
of charge into the wire.
The Zeeman splitting required to drive the system
through a topological phase transition is given by
∆Z =
√
µ2min + E
2
g , (9)
where ∆Z includes the renormalized g-factor of the wire
and |µmin| = min[|En(0)|] is the effective chemical po-
tential of the transverse subband that lies closest to the
Fermi level. Therefore, to reach a topological phase in
the system, the chemical potential must ideally be tuned
to the Rashba crossing point of one of the transverse wire
subbands, such that µmin = 0. In this special case, it is
possible to reach a topological phase before destroying
superconductivity in the Al shell; taking for example a
renormalized g-factor of |g| ∼ 5 (see Appendix B) and
8an induced gap Eg ∼ 200 µeV, the topological phase can
be reached with a field strength B ∼ 1.5 T, which is
smaller than the critical field of a thin Al layer (which
is Clogston-limited [119], Bc = ∆/
√
2µB ∼ 3 T). There-
fore, the renormalization of the semiconductor alone does
not make the topological phase inaccessible a priori.
However, it is very unlikely that the limit µmin = 0 will be
satisfied in practice; as we have seen, the position of the
Fermi level is entirely determined by the large band shift,
which is extremely sensitive to d and is therefore highly
device dependent. The worst-case scenario corresponds
to a maximal band shift |E1(0)| ∼ 400 meV that places
the Fermi level at the midpoint between the two clos-
est transverse subbands. For a maximal band shift, the
transverse subband spacing in the vicinity of the Fermi
level can be estimated as (pi~/W )
√
2|E1(0)|/m∗ ∼ 35
meV, thus placing an upper bound of |µmin| ∼ 17.5 meV.
In this case, the field strength that would be required to
reach a topological phase is B = 2|µmin|/|g|µB ∼ 120
T. Of course, such an unrealistically large value for the
required magnetic field simply means that superconduc-
tivity in Al will be destroyed before reaching the topo-
logical phase [120]. Due to the relative lack of control
over the band shift in the limit of a thin superconducting
layer, the field strength required to reach a topological
phase can lie anywhere in the range between 1.5 T and
120 T with roughly equal probability. Given that super-
conductivity in the Al layer is destroyed at Bc ∼ 3 T, it
is thus very challenging to reach the topological phase in
such a device. In order to reliably produce a topological
phase, one needs to be able to control the chemical po-
tential over a range of ∼ 10 − 20 meV in order to offset
large |µmin| [121]. While current experiments on 2DEGs
[56, 57] do not have gates available to tune the chem-
ical potential, even if such gates were implemented we
expect that screening effects arising from the strong cou-
pling and close proximity to a metal will not allow for
such a large range of tunability.
Nevertheless, even if a subband is shifted to the ideal
position µmin = 0, we must stress that this is no guar-
antee that one will observe well-separated Majorana
fermions in the system. First, the spin-orbit splitting
is renormalized to a prohibitively small value Eso ∼ 25
µeV. As it is the SOI that is responsible for inducing p-
wave pairing in the wire, the localization of the Majorana
wave function could (possibly greatly) exceed the length
of the wire. Second, it is unclear whether 1D topological
physics would be observed in the metallized case due to
the presence of many occupied transverse levels.
We note that our main result, namely the metalliza-
tion of the wire depicted in Fig. 8, is independent of our
choice µw = 0. We show in Appendix C that the spec-
trum in the strong-coupling limit is independent of µw.
Hence, our result holds even if there are several occupied
transverse subbands at t = 0. Additionally, we checked
that our results also hold in the presence of Fermi surface
anisotropy within the superconductor, which we imple-
ment by allowing for anisotropic hopping ts,z = 2ts,y.
0.00 0.05 0.10
t/ts
0
50
100
150
200
250
E
g
[µ
eV
]
(b)
d = 9.08 nm
d = 44.05 nm
d = 87.5 nm
0.00 0.05 0.10
t/ts
−200
−150
−100
−50
0
E
1
(0
)
[m
eV
]
(a)
FIG. 9. (a) The band shift is significantly reduced by increas-
ing the thickness d. (b) When d is increased, the crossover
from weak-coupling (Eg  ∆) to strong-coupling (Eg ∼ ∆)
occurs at much smaller t. Tight-binding parameters are the
same as in Fig. 7.
C. Controlling the band shift
As suggested in Ref. [70], the detrimental band shift
can be reduced by increasing the thickness of the su-
perconducting layer. More specifically, while the band
shift still exhibits oscillations on the scale of the Fermi
wavelength as in Fig. 7(b), the oscillation amplitude and
typical magnitude (i.e., the average over a single oscilla-
tion) are reduced with increasing d [122, 123]. We con-
firm this numerically, as shown in Fig. 9(a). Therefore,
the size of the band shift can be tuned experimentally
by varying the thickness d of the superconducting layer,
and measuring a sharp decrease in the band shift (for
example, by angle-resolved photoemission spectroscopy)
in systems with larger thickness would constitute a clear
experimental verification of our theory. The band shift
could also be controlled through the addition of a tunnel
barrier between the superconductor and 2DEG, with the
band shift decreasing in magnitude as the thickness of
the barrier layer is increased.
Even though increasing the thickness d of the super-
conducting layer can reduce the band shift, this is not
necessarily beneficial for inducing a topological phase. As
shown in Fig. 9(b), increasing d also shifts the crossover
from weak-coupling (Eg  ∆) to strong-coupling (Eg ∼
∆) to significantly smaller t. The tunneling strength is
a property of the interface, so it should not be affected
by the thickness of the superconducting layer. Therefore,
if tunneling is strong enough to induce a sizable gap for
d ∼ 10 nm as it is for the epitaxial interface, the sys-
tem will be deep within the strong-coupling regime if the
thickness d is increased. In this limit, all semiconduct-
ing properties are completely eliminated by the strong
coupling to the superconductor and it is challenging to
realize a topological phase [60].
V. CONCLUSION
We have studied the proximity effect in a quasi-1D
quantum wire (defined within a 2DEG) strongly cou-
9pled to a thin disordered superconducting layer. We
showed that, even in the strong-coupling limit, the be-
havior of the lowest transverse subband in such a system
can be very well described by a single 1D channel cou-
pled to a clean 2D superconductor, as studied analyti-
cally in Ref. [70]. Utilizing this result, we found that if
the proximity-induced gap in an epitaxial Al/InAs het-
erostructure is comparable to the gap of Al (as observed
experimentally), the semiconductor is metallized by the
superconductor. Not only do the subbands of the wire
undergo a huge band shift ∼ 200 meV, which leads to
the occupation of many transverse levels and effectively
places the wire far from the 1D limit, but the semicon-
ducting properties that are attractive for realizing a topo-
logical phase (large g-factor, large spin-orbit splitting,
small effective mass) are also significantly renormalized
toward their metallic values. We argued that this metal-
lization effect makes it challenging to realize a topological
phase in an epitaxial Al/InAs setup, with the ability to
do so being largely device dependent. We also proposed
that our theory can be verified experimentally by observ-
ing a decrease in the magnitude of the band shift when
the thickness d of the superconducting layer is increased.
Despite the recent emphasis on electron-electron inter-
action effects inside hexagonal nanowires [124–126], we
do not consider such effects in our model. Most impor-
tantly, interaction effects give rise to a nontrivial spatial
profile of the electrostatic potential across the diameter
of such nanowires, which spans roughly 50−100 nm (i.e.,
interactions give rise to a band bending effect within the
semiconductor). In the setup that we consider, where
a quantum wire is defined within a 2DEG, there is no
spatial extent over which such a profile can develop (the
thickness of the 2DEG is only ∼ 5 nm [54]). Addition-
ally, as the states in the wire are in such close proximity
to a metal, one expects that interactions in the wire are
heavily screened [125]. We also neglect potential Lut-
tinger liquid effects that can suppress the induced super-
conducting gap in both clean and disordered nanowires
[127–129]. It is worth noting that Ref. [124] suggests
that in the strong-coupling limit states in the wire are
highly localized near the interface; thus, our model may
be applicable to the hexagonal nanowire case as well.
However, this result was obtained by treating the super-
conductor simply as a boundary condition in the Poisson
equation [124]; as pointed out in Ref. [125], such a treat-
ment does not adequately describe the strong-coupling
limit where the states in the nanowire are strongly af-
fected by the presence of the superconductor (for exam-
ple, the significant reduction in the transverse level spac-
ing of the wire by the proximity effect, one of the key
results of our work, is not captured).
We find experimental support for our theory in
Refs. [48–50]. Possible evidence of Majorana fermions in
the form of zero-bias conductance peaks have been exper-
imentally observed in both the nanowire [48, 50–52] and
2DEG [56, 57] epitaxial geometries. In both cases, these
zero-bias peaks emerge at finite magnetic field strength
from coalescing Andreev bound states that originate from
quantum dot-like normal sections at the system ends.
For this reason, there has been a significant debate over
how to differentiate between zero-bias peaks arising from
such Andreev bound states and from Majorana fermions
[50, 52, 57, 65, 67, 130, 131]. However, interestingly, it
has been observed that in the absence of any quantum
dot physics, where there are no Andreev bound states
at low field strengths, there is no topological gap-closing
transition or zero-bias peak emergence with increasing
field strength before superconductivity in Al is destroyed
[132]. Although this is not definitive confirmation of our
model description, it is consistent with the chemical po-
tential being tuned between transverse subbands of the
wire (and thus outside of the regime for which topologi-
cal superconductivity can be induced), which we expect
to be the case in a majority of devices.
The metallization of the semiconductor discussed in
the present work is a direct consequence of the extremely
high-quality interface provided by the epitaxial growth of
Al on InAs. In order to more reliably induce 1D topo-
logical superconducting phases, a weaker proximity effect
should be sought to a superconductor with a larger gap
such as NbTi, which has a gap ∆ ∼ 2 meV that is an
order of magnitude larger than that of Al.
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Appendix A: Induced gap independent of width
In Sec. III B, we showed numerically that the
proximity-induced gap is independent of the width W of
the quasi-1D quantum wire. In this section, we support
our numerical calculations analytically by determining
the induced gap within second-order perturbation theory
in the weak-coupling limit. In the tunneling-Hamiltonian
approach, the tunneling amplitude between a given sub-
band of the wire and a given subband of the supercon-
ductor is
t =
∫ d
−dw
dx
∫ W
0
dz ψ∗w(x, z)V (z)ψs(x, z), (A1)
where dw is the finite thickness of the wire, ψw(s)(x, z)
is the wave function of a given subband in the wire (su-
perconductor), and V (z) is a barrier potential that we
assume is uniform along the interface. [Note that this is
not the same t that was introduced in Eq. (4).] Given
that the wave functions are separable in the coordinates
(x, z), the integral over z simply yields the tunneling am-
10
0.00 0.05 0.10
t/ts
0
50
100
150
200
250
E
g
[µ
eV
] (a)
0.0 0.1
t/ts
−200
−150
−100
−50
0
E
1
(0
)
[m
eV
]
(b)
0.00 0.05 0.10
t/ts
0
50
100
150
200
250
E
so
[µ
eV
] (d)
0.00 0.05 0.10
t/ts
0.0
0.1
0.2
0.3
0.4
0.5
m
∗ /
m
e
(c)
0.00 0.05 0.10
t/ts
0
5
10
15
|g|
(e)
FIG. 10. (a) Proximity-induced gap Eg, (b) energy of lowest
subband at k = 0, E1(0), (c) effective mass m
∗, (d) spin-
orbit splitting Eso, and (e) g-factor plotted as a function of
tunneling strength t. Tight-binding parameters are the same
as those in Fig. 7, with d = 9.08 nm (corresponding to d/a =
519).
plitude t0 in the limit W = 0,
t = t0
∫ W
0
dxψ∗w(x)ψs(x). (A2)
Quantization along the width gives the wave functions
ψw,s(x) =
√
2/W sin(pinw,Wx/W ), where nw,W ∈ Z+
are the quantum numbers for transverse subbands in the
wire and superconductor, respectively. Evaluating the in-
tegral in Eq. (A2), we find that only transverse subbands
with the same quantum number couple to each other,
t = t0δnw,nW . (A3)
To second order in tunneling, the induced gap on a given
wire subband (characterized by nw) takes the form
Eg,nw(d,W ) ∝
∑
nd,nW
|t|2
End,nW
, (A4)
where nd and nW are quantum numbers characterizing
the spectrum of the superconductor (due to the finite
thickness d and finite width W , respectively), which is
given by
End,nW =
√(
µs − ~
2pi2n2d
2msd2
− ~
2pi2n2W
2msW 2
)2
+ ∆2. (A5)
In Eq. (A5) we neglect the momentum dependence of the
spectrum, as we assume that only momenta k  kFs are
relevant.
As the quantum wire has at most only a few occu-
pied subbands, this restricts nW ∼ 1. Furthermore,
since relevant nd ∼ 50 (determined by requiring µs ∼
~2pi2n2d/2msd2 and taking µs ∼ 10 eV and d ∼ 10 nm)
and W  d, we have n2W /W 2  n2d/d2. Provided that|µs − ~2pi2n2d/2msd2|  ~2pi2n2W /2msW 2, which is true
for almost all d, the term containing W in Eq. (A5) is
negligible. Performing the sum over nW then gives
Eg,nw(d,W ) ∝
∑
nd
|t0|2
End
, (A6)
where
End =
√(
µs − ~
2pi2n2d
2msd2
)2
+ ∆2 (A7)
is the spectrum of the superconductor in the limit W = 0.
We see that both W and nw have dropped out of the ex-
pression for the gap completely. Hence, the induced gap
is the same for all subbands of the wire and is indepen-
dent of the width W .
Appendix B: Additional calculations for epitaxial
Al/InAs
In Sec. IV A, we discussed how the proximity-induced
gap and band shift behave as a function of superconduc-
tor thickness d in the strong-coupling limit. Here, we
demonstrate that the parameters of the wire are signifi-
cantly renormalized by the tunnel coupling. Our results
are displayed in Fig. 10. For realistic experimental pa-
rameters, we find even more drastic changes in semicon-
ducting properties than in Fig. 3. For t = 0.1ts, which
was the tunneling strength used to generate Fig. 7, the
effective mass of the lowest subband is m∗ ∼ 0.3me, the
spin-orbit splitting is Eso ∼ 10 µeV, and the g-factor
is |g| ∼ 2. [While the effective mass was previously
deduced by fitting to Eq. (5), here, we determine it as
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FIG. 11. Energy of lowest subband at k = 0, E1(0), plotted
as a function of tunneling strength t for various wire chemical
potentials µw. While the band shift δE1 is dependent on µw,
the bottom of the band always approaches the same energy in
the strong-coupling limit. This indicates that the spectrum
is determined entirely by the superconductor in this limit.
Tight-binding parameters are the same as in Fig. 7.
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FIG. 12. (a) Energy of four lowest transverse subbands
at k = 0, En(0), plotted as a function of tunneling strength
t. Parameters are the same as in Fig. 2, with µw = 150∆.
Comparing with Fig. 3(b) (which has µw = 0), we see that
all four subbands approach the same energy in the limit of
large t regardless of µw. (b) Effective mass m
∗ for both µw =
150∆ (black curve) and µw = 0 [red curve, corresponding to
Fig. 3(c)]. Because the band shifts are smaller when µw =
150∆, the mass is renormalized more quickly as a function of
t.
m∗ = ~2k2so/2Eso, where kso is the momentum at which
the band attains its minimum.] As shown in Sec. III A,
the higher subbands that lie closer to the chemical po-
tential will have a slightly weaker parameter renormal-
ization, which is why we quote slightly different values
while making estimates in Sec. IV B.
Appendix C: Strong-coupling spectrum independent
of wire chemical potential µw
In all calculations of the main text, we have assumed
that the chemical potential of the wire is tuned to the
Rashba crossing point of the lowest transverse subband
(µw = 0) at t = 0. In reality, however, it is not known
how many transverse subbands are occupied in the wire
and it is possible that µw takes a different value. It is thus
important to test whether our main result, namely the
shift of the lowest transverse subband to large energies in-
duced by the superconductor in the strong-coupling limit,
is affected by our choice of µw.
The energy of the lowest subband at k = 0, E1(0), is
plotted as a function of t for various µw (ranging between
0 and 175 meV) in Fig. 11 for the 2D (single subband)
case. While the band shift δE1 is dependent on µw, E1(0)
converges to the same energy regardless of the initial po-
sition of the wire chemical potential µw.
Similarly, the energy of the four lowest transverse sub-
bands at k = 0, En(0), is plotted in Fig. 12(a) as a func-
tion of t for the 3D case when there are several occupied
subbands in the limit t = 0. Comparing with Fig. 3(b),
we find that the energies of all four subbands approach
the same values in the strong-coupling limit. However,
because the band shifts are smaller for the case of several
occupied subbands, the material parameters are more
quickly renormalized as a function of t [e.g., renormal-
ization of the effective mass m∗ is shown in Fig. 12(b)].
These results indicate that the spectrum of the sys-
tem is determined entirely by the superconductor in the
strong-coupling limit. Thus, regardless of how many sub-
bands are occupied in the wire to begin with, the metal-
lization picture presented in Fig. 8(b) still holds.
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