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Abstract
We analyse the spectrum of the three-particle Schrodinger operator with pair contact and
three-particle interactions on the neighboring nodes on a three-dimensional lattice. We show
that the essential spectrum of this operator is the union of two segments, one of which coincides
with the spectrum of an unperturbed operator and the other called two-particle branch. We will









Finiteness of the discrete spectrum of the SO (Schrodinger operator) H of a system of three
arbitrary rapidly decreasing interactions was established by Yafaev in [1] and by Zhislin in [2].
In [3,4,5], it was established that the discrete spectrum of the SO can also be innite.
The so-called DSO's (discrete SO) which are the lattice analogues of SO in the continuous
space appear in the models of solid state physics [6] and in the lattice eld theory [7]. For these
operators, it is interesting to study niteness or inniteness of the discrete spectrum. The works
[8,9] were devoted to this problem.
In [10], the DSO of a system of three identical particles (bosons) interacting via pairwise
contact attractive potentials was considered. It is proved that the discrete spectrum of three-
particle DSO in the case when the operators described by the subsystems of two particles have
no virtual levels, is nite.
Note that in the continuous (Euclidean space) case, the energy of the motion of the center-
of-mass can be separated from the total Hamiltonian so that the essential spectrum and "bound
states" are eigenvectors of the energy operator with total momentum separated (and this oper-
ator does not, in fact, depend on the values of the total momentum).
In lattice terms the "center-of-mass separation" corresponds to a realization of the Hamil-
tonians as a "bered operator", i.e., as the "direct integral of a family of operators" H
;
(K)




being the three dimensional
torus,  > 0 and  > 0 are energies of the interactions of two and three-particles respectively). In
this case a "bound state" is an eigenvector of the operator H
;
(K) for some K2T
3
. Typically,
this eigenvector depends continuously on K.
In this paper we consider the dierence of DSO H
;
(K) with pair contact and three-particle
interactions on the neighboring nodes.
We prove niteness of the discrete spectrum of the operator H
;




and all  > 0;  > 0:
2. Description of dierence three-particle DSO
Let Z
3






) the Hilbert space of square summable func-
























) which are symmetric with respect to the permutation of any two arguments.
In the coordinate representation, the DSO of a system of three bosons with pair contact and





































































































































Here  > 0 and  > 0 are the interaction energies of two and three particles respectively; Æ
nm
is








; j s j=j s
(1)
j + j s
(2)











; s 2 Z
3


































) the space of square integrable symmetric



































































































































; Æ(k) is the three-







Throughout, an integral without limits denotes integration over the whole range of variation of
the variables of integration.




; s 2 Z
3
g; can be transformed to
the group of operators fU
s
































is a scalar product of vectors k 2 T
3
; s 2 Z
3
:

























g be a six-dimensional manifold. We denote by L(K)
the Hilbert space of all square integrable functions dened on F
K






















commutes with the group fU
s









g; acting on the Hilbert
space of L(K) as follows
H
;






















(K)f(p; q) = "
K
(p; q)f(p; q); "
K




























Theorem 1. For all K 2 T
3
;  > 0;  > 0 the operator H
;
(K) has no eigenvalue lying to the
right of the essential spectrum.
Let h

(k) be a two-particle DSO acting on the space
~

















for each k 2 T
3
the following condition f(p) = f(k   p):
We recall some known facts (see [10]). Let m(k) and M(k) be the minimal and maximal
values of the function "
k
(p) respectively. For any z 2 C n [m(k);M(k)] dene











the set fk 2 T
3




(k) has a unique simple eigenvalue z

(k) < m(k) and for the spectrum (h

(k))












then for any  2 (0; 
0
] the function z








for  > 
0
): The eigenvalue z

(k)  z(; k) is a solution of the equation
D(k; z) = 1= and continuously depends on parameters  > 0 and k 2 G

and strictly decreases
on  2 (0;1):
Let
Q
be a set of points K 2 T
3




(p) + "(K   p) are
nondegenerate. The set
Q
is not empty and contains punctured neighborhood of zero, since
E
0
(p) has a unique nondegenerate minimum at the point p = 0:
Theorem 2. For any K 2
Q
;  > 0 and  > 0 the operator H
;
(K) has only a nite
discrete spectrum.



































































Since the system consists of three identical particles then the spectra of channel operators
h







It is easy to check, that the channel operator h

(K) commutes with the group of operators
fu
s
; s 2 Z
3














































From the Theorem of the spectrum of decomposable operators and the representation (3) it
follows that the spectrum (h

(K)) of the channel operator h








































































(K) is the integral operator. Consequently it is compact.











Lemma 1. The essential spectrum of H

(K) coincides with the spectrum of the channel
operator h























(K)] of the spectrum of h

(K) does not depend
on  and coincides with the spectrum of the unperturbed three-particle operator H
0
(K) and
it is called the three-particle branch of the essential spectrum of H






(K)): The set ImE
K





(K  p)+ "(p): It is called the two-particle branch of the essential spectrum of H

(K) and we









(K)] of the essential
spectrum of the operator H














monotonically decreases with increasing : Therefore at some threshold value  = (K) the
left edge E
min
(;K) of the two-particle branch and the left edge "
min
(K) of the three-particle
branch of the essential spectrum ofH
































































































(0); 12   ]:




(0)) coincides with the segment [0; 12   (0)]
in this case the left edges of two-particle and three-particle branches coincide. For the case
 = 12 the right edge of two-particle branch and the left edge of three-particle branch coincide.
If  > 12 then these branches are mutually disjoint.
































We denote by R
0
(z) the resolvent of H
0















































(K)) is an eigenvalue of H
;















































































































































Because of the identity of particles the functions g






); and the operator on the right-hand side of (9) does not depend on : Therefore we






















(K; z) is called the Faddeev type operator. This proves
the necessity of the Lemma.


















satises equation (9) and the function f is dened by relation (7), belongs to L(K); satises
H
;















that f 2 L(K): Summing the equality (9) all over indices  for the function
f dened by equality (7) we obtain the relation H
;
(K)f = zf: To prove that f 6 0; we will
check that it is possible to restore '
i




f 6 =0: This proves
suÆciency and hence Lemma 3 is proved completely.
4. Finiteness of the discrete spectrum of the DSO








6 =; i = 1; 2; 3 the function "
K
(p; q) has a unique
nondegenerate minimum at the point (K=3;K=3): If at some i 2 f1; 2; 3g; K
i
= ; then the
function "
K
has several coincident nondegenerate minimums.
Proof of Lemma 4. Since the function "
K



































; therefore it is enough to nd all critical points of "
K
i




at these points. Calculating partial derivatives of the function "
K
i
and solving a system of
7





















































2 ( ; ) the minimum of "
K
i





nondegenerate. Only in the case K
i
= ; the minimum of "
K
i
is reached at two points (=3; =3)
and ( =3; =3) and both points are nondegenerate. Nondegeneracy is checked directly and
"
min
(K) = 3"(K=3); for all K 2 T
3
:
Lemma 5. Let K 6 =0; then
max
q
D(K   q; "
min









(K; q) has no virtual level at the left edge of the
essential spectrum of the operator H

(K):
Proof of Lemma 5. We can show that the maximal value of the functionD(K q; z
0
 "(q))
does not reach at the point q = K=3; that is at the point q = K=3 the necessary condition of
extremum is not fullled





















The unique operator which can have a virtual level is the operator h

(K;K=3); since the
left bounds of the essential spectrums of h

(K; q) and H

(K) coincide at the unique value





(K) does not have a virtual level for the operators h

(K; q) at q 6 =K=3:




(K); (p; z) = 1   (K)D(K   p; z   "(p)): It follows from




) = (Q(K); z
0
) = 0 and Q(K) 6 =K=3: For any K 2 T
3
there exist




















+ j q  K=3 j
2













































































(q   p; s  p)]ds
("
K
(q; s)  z)(q; z)
:




































































































Using (10) and the estimate
j (q; z)("
K



















































































































Consider the rst term in the square brackets on the right-hand side of the inequality (11). The









(Q(K))) is uniformly bounded in p 2 T
3
: We estimate the







(Q(K)): Passing on to the spherical coordinate system in






































By analogous reasonings we can show that the second term in the square bracket on the right-side























































(z); z < z
0
; and
the inequality (12). Thus Lemma 6 is proved.
9

















































Note, that rst term on the right side of (13) is a self-adjoint operator and the equations
T
;




(K; z)' = ' are equivalent.
Lemma 7. Let K 2
Q
then the operator T
(K);
(K; z)  T

(z) is a Hilbert-Schmidt operator
for any z  z
0
and uniformly continuous in z = z
0
:




Proof of Theorem 1. It follows from the above, that the right edge of the essential spectrum
of H
;
(K) is equal to "
max


























(K)f; f) = "
max
(K)




(K);1) = ;; i.e. the operator H
;
(K) does not have
any points of spectrum on the semi-axes ("
max
(K);1):
Proof of Theorem 2. We will assume the contrary, that is the operator H
;
(K) has












2 L(K) be the
normed eigenfunction ofH
;
(K); corresponding to the eigenvalue z
i
: From the self-adjointness of
H
;
(K) it follows that the system ff
i






: Since any orthogonal




It follows from Lemmas 6-7.














a) the sequence fg
i
g strongly converges to zero.
b) there exists a constant C > 0 not depending on i and Æ > 0 such that
j g
i
(p) j C for p 2 U
Æ
(K=3): (14)







the Faddeev equation at z = z
i
: It follows from Lemma 8 that the sequence fg
i
g strongly
converges to zero and is uniformly bounded in the neighborhood of the point p = K=3: Using
the representation (see (7))
f
i
























we will show that the sequence ff
i
g strongly converges to zero. This convergence contradicts the
condition of the normalization of f
i
and completes the proof of Theorem 2. In fact, according







































 C > 0 for (p; q) 6 2U
2
Æ
(K=3); then the rst integral on the right-hand side of







(K=3) converges to zero because of the convergence of the sequence
fg
i
g: Estimate the integral over the domain U
2
Æ



















Since the minimum of "
K







): By virtue of absolute continuation of the Lebesgue integral, the integral
over the set U
2
Æ
(K=3) can be estimated by a small quantity. Because of the strong convergence
of the sequence fg
i
g; it follows that the second term on the right-hand side of inequality (15)
converges to zero at i!1. It means that kf
i
k ! 0 as i!1:
Proof of the Theorem in the case  6 =(K) is similar to that of the Theorem in [10] .
Theorem 2 is proved.
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