Abstract. We introduce the notion of the essential tangent bundle of a parametrized measure model and the notion of reduced Fisher metric on a (possibly singular) 2-integrable measure model. Using these notions and a new characterization of k-integrable parametrized measure models, we extend the Cramér-Rao inequality to 2-integrable (possibly singular) statistical models for general ϕ-estimations, where ϕ is a V -valued feature function and V is a topological vector space.
Introduction
A statistical model, also called a learning machine, is a basic notion in mathematical statistics, statistical learning theory and their applications [Amari1987, Amari2016, AN2000, Vapnik1999, Watanabe2009] .
The basic task is to infer the parameter of the model from observations of samples of the underlying distribution. For that purpose, the map taking the parameters of the model to probability distributions needs to be oneto-one. Furthermore, for applying the Cramér-Rao inequality, the Fisher information matrix of the model should be positive definite. These are considered as limitations of a statistical model, and a model not satisfying these requirements is called singular (the precise terminology varies somewhat in the literature, see e.g. [Watanabe2009, Definition 1.7, p. 10], [BKRW1998, p. 12] ). Such singular statistical models appear in statistics ubiquitously, however, and we cannot ignore singular points for estimation problems [Watanabe2007, Watanabe2009] . Here, we deal with such possibly singular models. The simple starting observation is that, even if the model parameter cannot be fully inferred, the observations in general will still restrict its possibilities, and even if the Fisher information matrix is degenerate in some directions, there will be others in which it is positive definite, and these can still be used to control some of the variance. In this contribution, we shall set up a systematic mathematical framework to handle that issue, that is, derive estimates that cover cases where the Fisher information matrix is not strictly positive definite.
In this paper we call a point ξ ∈ M singular if the Fisher information matrix at ξ is degenerate, and we call a point ξ ∈ M unidentifiable, if #(p −1 (p(ξ))) ≥ 2, following the terminology of Amari and Watanabe. We should also point out that, in contrast to [BKRW1998] , we do not require that a regular point must be an interior point. In particular, our statistical models include Banach manifolds with boundary, where the boundary can have singularities, i.e. the Fisher metric can be degenerate at boundary points. To be general, as in [Watanabe2009] , we say singular when we really mean possibly singular, that is, we always implicitly include regular statistical models, in particular, when we don't specify the singular points.
Thus, here we shall deal with such singular statistical models, and our main achievement will be a corresponding version of the Cramér-Rao inequality. Until the present paper, see also [AJLS2016] for closely related results, the Cramér-Rao's inequality was known to hold only on statistical models where the Fisher information matrix is positive definite. For that reason, the singular statistical models considered in [Watanabe2007, Watanabe2009] are supposed to be real analytic varieties so that parameter estimation problems can be simplified. In our paper we introduce the notions of essential tangent bundle, reduced Fisher metric, visible functions and their generalized gradient and pre-gradient. Using these new notions and a new characterization of k-integrable parametrized measure models, we extend the Cramér-Rao inequality on singular statistical models for general ϕ-regular estimations, where ϕ is a V -valued feature and V is a topological vector space.
In the subsequent paper [JLS2017b] we study conditions for the existence of efficient estimators on singular statistical models. In particular we prove the existence of (possibly biased) efficient estimators on a class of strictly singular finite dimensional statistical models and the existence of biased efficient estimators on a large class of Fukumizu's infinite dimensional exponential manifolds. Our paper is organized as follows.
In Section 2 we recall the notion of k-integrable parametrized measure (resp. statistical) model that has been introduced in [AJLS2015] and refined in [AJLS2016b] . We prove a new characterization of k-integrable parametrized measure models. Then we introduce the notion of the essential tangent space and reduced Fisher metric which are crucial for the extension of the Cramér-Rao inequality to singular statistical models.
In Section 3 we introduce a large class of visible functions on statistical models that encompass estimators considered in our general Cramér-Rao inequality. We also introduce the notion of the generalized gradient and a pre-gradient of a visible function. We prove that differentiation under the integral sign is valid for regular visible functions associated to estimators. This is a technical important point in the proof of the Cramér-Rao inequality in Section 4. At the end of Section 3 we illustrate our theory in the case of finite sample spaces.
In Section 4 we prove a general Cramér-Rao inequality and derive from it classical Cramér-Rao inequalities.
Notations. For a measurable space Ω and a finite measure µ 0 on Ω we denote P(Ω) := {µ : µ a probability measure on Ω} M(Ω) := {µ : µ a finite measure on Ω} S(Ω) := {µ : µ a signed finite measure on Ω}
Then S(Ω) is a Banach space whose norm · T V is given by the total variation, and S(Ω, µ 0 ) ⊂ S(Ω) is a closed subspace whose norm is given by φµ 0 T V = φ 1 , where the latter refers to the the norm in L 1 (Ω, µ 0 ).
k-integrable parametrized measure models and reduced
Fisher metric
In this section we recall the notion of a k-integrable parametrized measure model (Definition 2.1) that has been introduced in [AJLS2016b] . The concept of 2-integrability (resp. 3-integrability) is required for the right concept of the Fisher metric (resp. the Amari-Chentsov tensor) on parametrized measure models, see [AJLS2015] . We prove the existence of a dominating measure under a mild condition (Proposition 2.3), which is important for our proof of the general Cramér-Rao inequality in later sections. Then we give a characterization of k-integrability (Theorem 2.7), which is important for later deriving the classical Cramér-Rao inequalities from our general Cramér-Rao inequality. Finally we introduce the notion of essential tangent space of a 2-integrable parametrized measure model (Definition 2.9) and the related notion of reduced Fisher metric.
2.1.
A characterization of k-integrable parametrized measure models. Here is the definition of a parametrized measure model from [AJLS2016b, Definition 4.1].
Definition 2.1. Let Ω be a measurable space.
(1) A parametrized measure model is a triple (M, Ω, p) where M is a (finite or infinite dimensional) Banach manifold and The existence of a dominating measure µ 0 is not a strong restriction, as the following shows.
Proposition 2.3. Let (M, Ω, p) be a parametrized measure model. If M contains a countable dense subset, e.g., if M is a finite dimensional manifold, then there is a measure µ 0 ∈ M(Ω) dominating all measures p(ξ).
Proof. For the proof, we first observe that for a countable family {ν n : n ∈ N} ⊂ S(Ω) of signed measures, the measure
dominates all ν n . Let (ξ n ) n∈N ⊂ M be a countable dense subset and let µ 0 ∈ M(Ω) dominate all p(ξ n ). As the inclusion S(Ω, µ 0 ) ֒→ S(Ω) is an isometry and hence has a closed image, we have p(M ) ⊂ S(Ω, µ 0 ) = S(Ω, µ 0 ) by the continuity of p.
If the measures p(ξ), ξ ∈ M , are dominated by µ 0 , then we write
We say that the model (M, Ω, p) has a regular density function if the density function p : Ω × M → R satisfying (2.1) can be chosen such that for all v ∈ T ξ M the partial derivative ∂ v p(.; ξ) exists and lies in L 1 (Ω, µ 0 ) for some fixed µ 0 .
For a parametrized measure model (M, Ω, p),
, and we may thus define the logarithmic derivative of p at ξ in direction v as
Remark 2.5. If the model has a positive regular density function, then we have
i.e., the logarithmic derivative from (2.2) coincides with the derivative of the logarithm of the density function p, justifying the notation from (2.2). Next we recall the notion of k-integrability introduced in [AJLS2016b] . For this, we define for each r ∈ (0, 1] the Banach lattice
where the directed limit is taken over the directed set (M(Ω), ≤), where µ 1 ≤ µ 2 if µ 2 dominates µ 1 , using the isometric inclusions
We denote the element of S r (Ω) represented by φ ∈ L 1/r (Ω, µ) as φµ r , which allows us to work within S r (Ω) in a very suggestive way, using the identity
is an isometry, whose image is denoted by S r (Ω, µ 0 ).
There is a bilinear continuous multiplication map
r+s for r, s, r + s ∈ (0, 1]. Furthermore, for r ∈ (0, 1] and 0 < k ≤ 1/r we define the mapπ
This map is continuous for all k, and it is Fréchet-differentiable for k ≥ 1 with derivative
is a Frechét-C 1 -map.
Observe that p =π k p 1/k , whence the chain rule for Fréchet differentiable maps implies that the Frechét-derivative of p 1/k is given as
The reader who is familiar with the references [AJLS2015] and [AJLS2016b] will observe that the definitions of k-integrability in those references are different from Definition 2.6. However, as we shall show now, all these notions are equivalent.
Theorem 2.7. Let (M, Ω, p) be a parametrized measure model and k > 1. Then the following are equivalent.
(1) The model is k-integrable.
, and the map dp
, and the map
is continuous.
Proof. Evidently, if p 1/k is Fréchet-C 1 , then its derivative dp 1/k is continuous by definition, whence the first statement implies the second. Moreover,
by (2.5), so evidently, the second statement implies the third. Thus, we have to show the converse. Suppose that the map (2.6) is continuous, let (v n ) n∈N be a sequence, v n ∈ T ξn M with v n → v 0 ∈ T ξ 0 M , and let µ 0 ∈ M(Ω) be a measure dominating all p(ξ n ), which exists by Proposition 2.3. In fact, we may assume that there is a decomposition Ω = Ω 0∪ Ω 1 such that
In particular, p 0 = χ Ω 0 , and dp 1/k (v n ) S 1/k (Ω) = q n;k k , and by the continuity of (2.6) it follows that (2.8) lim q n;k k = q 0;k k .
On Ω 0 we estimate
Thus, since p 0 = χ Ω 0 and q 0 , q 0;k vanishes on Ω 1 , we have by Hölder's inequality
Since p is a C 1 -map, both ∂ vn p − ∂ v 0 p 1 and p(ξ n ) − p(ξ 0 ) 1 tend to 0, whereas q n;k k is bounded by (2.8). Thus, χ Ω 0 q n;k → q 0;k in L 1 (Ω, µ 0 ), and as χ Ω 0 q n;k k ≤ q n;k k is bounded, this implies that
This weak convergence implies that
so that we have equality in these estimates, and hence,
, and by the Radon-Riesz theorem, this together with (2.8) implies that
and hence, the continuity of dp 1/k follows.
Thus, we have shown that the third statement of the theorem implies the second. Now let us assume that the map dp : T M → S 1/k (M ) is continuous, and let ξ : I → M be a curve. By Proposition 2.3, there is a finite measure µ 0 dominating p(ξ t ) for all t ∈ I. In order to be able to divide by powers of our measures, we define p ε (ξ) := p(ξ) + εµ 0 for ε ≥ 0, so that (M, Ω, p ε ) is again a parametrized measure model, and p = p 0 . As before, we define
and dp ε (ξ t ) = q ε t µ 0 = q t µ 0 , so that dp
Furthermore, we define for each l ≥ 1 and t, t 0 ∈ I the remainder term
. For ε > 0, by the mean value theorem, there is an η t between p ε t+t 0 and p ε t 0 (and hence, η t ≥ ε) for which
Integration and Hölder's inequality yields
Moreover, we can make the following estimate:
Integration and Hölder's inequality implies
and since both p t − p t 0 1 = p(ξ t ) − p(ξ t 0 S(Ω) and q t − q t 0 1 = dp(ξ t ) − dp(ξ t 0 ) S(Ω) tend to 0 for t → t 0 as p is a C 1 -map, it follows that (2.11) lim
Then (2.10) implies thatf
and (2.11) implies thatf ′ is continuous, so that by the fundamental theorem of calculus we have for all t 0 , t
we may apply the dominated convergence theorem to (2.12) to conclude that (2.13)
for any f ∈ L ∞ (Ω). Now both sides of (2.13) may be regarded as functionals
< ∞ and q s;k k = dp(ξ s ) S 1/k (Ω) depends continuously on s by the continuity of dp. Therefore, since
Now by the Hahn-Banach theorem, we may choose f ∈ L k/(k−1) (Ω, µ 0 ) such that Ω r t,t 0 ;k f dµ 0 = r t,t 0 ;k k and f k/(k−1) = 1. Then we conclude from this estimate r t,t 0 ;k k ≤ |t| sup
≤ |t| sup |s−t 0 |≤t dp 1/k (ξ s ) − dp
for any curve (ξ t ) in M , and this together with the continuity of dp 1/k implies that p 1/k is Fréchet differentiable. That is, the second statement in Theorem 2.7 implies the first.
Remark 2.8. The Fisher metric g on a parametrized measure model (M, Ω, p) is defined by (2.15)
(Ω,p(ξ)) = dp 1/2 (v); dp 1/2 (w) S 1/2 (Ω) .
Thus the Fisher metric is well-defined and continuous iff (M, Ω, p) is 2-integrable.
2.2. Essential tangent space and reduced Fisher metric. Let (M, Ω, p) be a 2-integrable parametrized measure model. Formula (2.15) shows that the kernel of the Fisher metric g at ξ ∈ M coincides with the kernel of the map
. In other words, the degeneracy of the Fisher metric g is caused by the non-effectiveness of the parametrization of the family p(ξ) by the map p. The tangent cone T p(ξ) p(M ) of the image p(M ) ⊂ S(Ω) is isomorphic to the quotient T ξ M/ ker Λ x . This motivates the following Definition 2.9. The quotientT ξ M := T ξ M/ ker Λ ξ will be called the essential tangent space of M at ξ.
Clearly, the Fisher metric g descends to a non-degenerated metricĝ on T ξ M , which we shall call the reduced Fisher metric. As a consequence of the construction, the Fisher metric g is well-defined and non-degenerate on the fibers ofT M . Denote byT g M the fiberwise completion ofT M w.r.t. the reduced Fisher metric g. Its inverse g −1 is a well-defined quadratic form on the fibers of the dual bundleT * ,g −1 M which we can therefore identify witĥ
Remark 2.10. The fiberwise completionT g M is different fromT M only if M is infinite dimensional. Observe that the mapT g M → M is not a fiber bundle in general, as we do not define a topology on the total spaceT g M . Nevertheless, we shall call the left inverses of this map sections ofT g M .
Example 2.11. One of the typical singular statistical models considered in [Watanabe2009, Example 1.2, p. 14] is the normal mixture family (W, R, dx, p) where
This family is a typical example of Gaussian mixture models which comprise also the changing time model (the Nile River model) and the ARMA model in time series [Amari2016, §12.2.6, p. 311]. We compute
Hence ∂ a p(x|a, b) = 0 ∀x iff b = 0 and ∂ b p(x|a, b) = ∀x iff a = 0. Furthermore it is not hard to see that (∂ a p(x|a, b) and ∂ b p(x|a, b)) are linearly independent. Thus the singularity of (W, R, dx, p) is {a = 0} ∪ {b = 0}. Further-
3. Visible functions, their generalized gradient and pre-gradient
Motivated by problems of parameter estimation in mathematical statistics and machine learning, we introduce the notion of a regular function on Ω (Definition 3.2), a visible function on M (Definition 3.4) and its generalized gradient and pre-gradient (Definitions 3.9, 3.10). Our main results in this section are Propositions 3.3, 3.12. The first one asserts the validity of differentiation under integral sign, which is important for the proof of the second one that asserts the existence of the pre-gradient of functions associated to ϕ-regular parameter estimators in statistical inference.
Finally, in Subsection 3.3 we apply the obtained results to the parametrized measure model of all measures (resp. probability measures) on a finite sample space.
3.1. Visible functions and estimators. Given an parametrized measure model (M, Ω, p), we set for k ≥ 1
In general, we cannot expect ϕp 1/k to be differentiable, not even continuous, as the following example illustrates.
Example 3.1. Let Ω := (−1, 1) and let h : R → R be a C ∞ -function with h(x) > 0 for x ∈ (0, 1) and h(x) = 0 for x / ∈ (0, 1), and such that R h(x) dx = 1. Let α > 1 and β > 0 be fixed, and define the family (p(t)) t∈(−1,1) on Ω by
The density function on (−1, 0) is chosen such that p t is a probability measure on Ω for all t. Then dp 0 = 0, and for t = 0, dp t = sgn(t) − (α + 1)|t|
and it is straightforward to see that dp t − dp t 0 1 → 0 as t → t 0 , so that p is a parametrized measure model. Observe that for any l ≥ 1
(2.5) = dp t
since h 1/l is smooth as h vanishes to infinite order at u = 0. Thus, if l < α+1, then ∂ t p 1/l S 1/l (Ω) depends continuously on t and therefore, by Theorem 2.7, p is l-integrable for all l < α + 1. Now let ϕ(x) := χ (0,1) x −β . Then for any k > 1, ϕ L k (Ω,p 0 ) = 0, and for t = 0 we have
and therefore, ϕ ∈ L k (−1,1) (Ω) for all k ≥ 1. On the other hand,
so that for β > α + 1 we have lim t→0 E pt (ϕ) = ∞.
That is, for a given l > 1 choosing the parameters such that β > α+1 > l, ((−1, 1) , Ω, p) is an l-integrable model, ϕ ∈ L k (−1,1) (Ω) for all k ≥ 1, but the function t → E pt (ϕ) is discontinuous.
Observe that the failure of the map t → E pt (ϕ) in the preceding example to be continuous at t = 0 is due to the unboundedness of the map t → ϕ L k (Ω,p(t)) . This motivates the following definition.
is Gatêaux-differentiable, and for X ∈ T M the Gâteaux-derivative is
Proof. Let X ∈ T ξ 0 M , and let ξ t be a differentiable curve in M withξ 0 = X. By Proposition 2.3, there is a measure µ 0 ∈ M(Ω) which dominates all p(ξ t ). In fact, when replacing µ 0 by (max{|ϕ| k ′ , 1}) −1 µ 0 , we may assume w.l.o.g. that in addition ϕ ∈ L k ′ (Ω, µ 0 ). As before, we define the functions p t , q t ∈ L 1 (Ω, µ 0 ) such that p(ξ t ) = p t µ 0 and dp(ξ t ) = ∂ t p(ξ t ) = q t µ 0 . Let · r denote the norm in L r (Ω, µ 0 ). Then by Hölder's inequality
by the regularity of ϕ, which together with (3.3) implies that ϕp
where f ; g := E µ 0 (f g) stands for the canonical dual pairing of L k (Ω, µ 0 ) and L k ′ (Ω, µ 0 ), and where we define
analogously to (2.7). Furthermore, again by Hölder's inequality,
by the k ′ -integrability of p and hence the continuity of dp 1/k ′ , and since ϕp
is bounded by the regularity of ϕ. From (3.4) and (3.5) we now obtain
and therefore from the definition of the dual pairing ·; · and of q t;k ′ , and as q t µ 0 = ∂ t log p p(t), we conclude (3.6) lim
t→0 Ω ϕ ∂ t log p p(t) = Ω ϕ ∂ X log p dp(ξ 0 ).
Also observe that
ϕ∂ t log p| t=s dp(s) ds.
Indeed, (3.7) holds if ϕ ∈ L ∞ (Ω) is bounded, using (2.13) for k = 1, and an arbitrary ϕ ∈ L k M (Ω) can be monotonically approximated by bounded functions, so that (3.7) follows from the monotone convergence theorem. Thus,
ϕ∂ t log p| t=s dp(s) ds = Ω ϕ∂ X log p dp(ξ 0 ), using (3.6) in the last equation, and from this, (3.2) follows.
Let V be a topological real vector space, which may be infinite dimensional. We denote by V M the vector space of all V -valued functions on M . A V -valued function ϕ will stand for the coordinate functions on M , or in general, a feature of M (cf. [BKRW1998] ). Let V * denote the dual space of V . For l ∈ V * we denote the composition l • ϕ by ϕ l . This should be considered as the l-th coordinate of ϕ.
Recall that an estimator is a mapσ : Ω → M . If k, k ′ > 1 are dual indices, i.e., k −1 + k ′ −1 = 1, and given a k ′ -integrable parametrized measure model (M, Ω, p) and a function ϕ ∈ V M , we define
Anyσ ∈ L k ϕ (M, Ω) induces a V * * -valued function ϕσ on M by computing the expectation of the composition ϕ •σ as follows
Definition 3.4. A V -valued Gateaux-differentiable function f on M is called visible if df vanishes on ker dp ⊂ T M .
For instance, the function from (3.8) is visible.
is, ker dp = 0, then evidently, any Gâteaux-differentiable function ϕ : M → V into any topological vector space is visible. A typical example of such a map is used in semi-parametric statistics, where one considers product manifolds M = P 1 × P 2 with P 1 an open subset of R n and P 2 a subset of an infinite dimensional Banach space B, see e.g.[BKRW1998, p. 2]. In this case, one considers the canonical projection
Example 3.7. Most important visible functions are associated with estimators, which are defined as in (3.8) and whose Gâteaux-differentiability is established by Proposition 3.3.
Remark 3.8. Classically, one considers 2-integrable statistical models P which are open subsets in a vector space V with coordinates θ [BKRW1998, Borovkov1998, CT2006, WMS2008] . In this case θ is regarded as the parameter of P and ϕ is the identity mapping and hence omitted. Estimators then are denoted by θ * ,θ or T . The function ϕσ(ξ) in this case, denoted by E θ (θ * ), is the mean value (w.r.t.the measure θ) of the estimator θ * regarded as an element in V * * .
Generalized gradient and pre-gradient of visible functions.
From this point onward, we shall assume that (M, Ω, p) is a 2-integrable parametrized measure model, so that in particular the Fisher metric g on M is well defined.
Let f be a visible function on (M, Ω, p). Since df vanishes on the kernel of p, the derivative ∂ X f depends only on the projection pr(X) ∈T M . Definition 3.9. A section ξ → ∇ g f (ξ) ∈T g ξ M will be called the generalized Fisher gradient of a visible function f , if for all X ∈ T ξ M we have
Clearly, if the generalized Fisher gradient ∇ g f exists then it is unique, and by the Riesz representation theorem the generalized Fisher gradient of a visible function f exists iff for all ξ ∈ M the linear functional df ξ is bounded w.r.t. the reduced Fisher metric. As in [Le2016] we denote
For a map p : P → M(Ω) we denote by p * (L k 1 (Ω)) the pull-back "fibration" (also called the fiber product)
is called a pre-gradient of h, if for all ξ ∈ M and X ∈ T ξ M we have
By definition, a pre-gradient of a visible function, if it exists, is only determined up to a term that is L 2 -orthogonal to the image dp(
Lemma 3.11. The existence of a pre-gradient of a visible function h implies the existence of the generalized gradient of h.
Proof. Denote by e the isometric embedding ofT
This completes the proof of Lemma 3.11.
Proposition 3.12. 1. Let (M, Ω, p) be a 2-integrable parametrized measure model and f ∈ L 2 M (Ω) a regular function. Then the section of the pullback fibration
Proof. Let X ∈ T ξ M . Using Proposition 3.3 we obtain (3.10)
we obtain the first assertion of Proposition 3.12.
To prove the second assertion we use the following identity, which is a consequence of (3.10) (3.11) Ω ∂ X log p(x; ξ) dp(x; ξ) = 0.
Multiplying (3.11) with (−E p(ξ) (f )), and plugging it into (3.10), we obtain
ξ) dp(x; ξ), which implies the second assertion of Proposition 3.12.
3.3. Application to the case of finite sample spaces. Let Ω n := {ω 1 , · · · , ω n } be a finite sample space of n elementary events. In this subsection we apply the formalism of visible functions and their (pre)-gradients to compute the Fisher metric, its inverse and the Fisher gradient of a function on M + (Ω n ) and its restriction to P + (Ω n ).
Denote by L(S(Ω n ), R) the space of R-valued linear functions on S(Ω n ). As in Example 3.7, we consider the following canonical linear map
Here E µ stands for the expectation w.r.t. to the (signed) measure µ ∈ S(Ω n ).
Proposition 3.13. 1) For any f ∈ R Ωn and any µ ∈ S(Ω n ) we have
2) For any µ ∈ S(Ω n ) the space {dE(f ) µ |f ∈ R Ωn } coincides with T * µ S(Ω n ). 3) Denote by g the Fisher metric on M + (Ω n ). Then for any f, g ∈ R Ωn we have
Proof. 1. The first assertion holds, because E(f ) is a linear functional on S(Ω n ).
2. The second assertion follows from the first one, noting that dim(E(R Ωn )) = n = dim S(Ω n ).
3. Let us prove the last assertion. Assume that µ ∈ M + (Ω n ). Then there exists a linear isomorphism
where µ =μ · µ 0 for some µ 0 ∈ M + (Ω n ). It is known that the RHS of (3.12) does not depend on the choice of µ 0 and by (2.2) we also have ∂ X µ = ∂ X log(μ) · µ. Since Λ µ is an isomorphism, Proposition 3.12.1 yields immediately
This proves the third assertion immediately.
Proposition 3.14. The induced (inverse) Fisher metric g −1 on T * P + (Ω n ) has the following form
Proof. Note that the restriction of dE(c| Ωn ) to T * µ P + vanishes and hence
we obtain easily
). This proves Proposition 3.14.
Remark 3.15. Let δ i denote the Dirac function on Ω n : δ i (ω j ) = δ i j . The first assertion of Proposition 3.13 implies that {E(δ i )| i = 1, n} form a basis of the C ∞ -algebra of smooth functions on S(Ω n ) (and resp. on the open set M + (Ω n ) of S(Ω n )). In other words we can take E(δ i ) to be coordinates of M + (Ω n ). Writing µ = µ iδi , whereδ i denotes the Dirac measure concentrated at ω i , we have
So we can identify E(δ i ) with µ i . Proposition 3.13 implies that
By definition, the Fisher metric on P + (Ω n ) equals the restriction of the Fisher metric on M + (Ω n ) to P + (Ω n ).
Proposition 3.16. Letf be a function on M + (Ω n ). Then (3.14)
Let f be the restriction off to P + (Ω n ). Then
Proof. 1. The first equation follows immediately from (3.13). 2. Note that the Fisher gradient of the restriction f of a functionf to P + (Ω n ) is the projection of the gradient off :
where P r denotes the (Fisher) orthogonal projection on the tangent space of P + (Ω n ). Since the function w(µ) := i µ i is equal to 1 on P + (Ω), its Fisher gradient ∇ g w = i µ i ∂µ i is orthogonal to the tangent space T µ P + (Ω n ). Thus the Fisher gradient of f on P + (Ω n ) has the form (3.15), where
The last equality follows from Proposition 3.13.3, taking into account i µ i = 1. This completes the proof of Proposition 3.16.
Cramér-Rao inequality on singular statistical models
In this section we assume that (P, Ω, p) is a 2-integrable statistical model, V a topological vector space andσ ∈ L 2 ϕ (P, Ω) an estimator for a V -valued function ϕ on P . We prove a general Cramér-Rao inequality (Theorem 4.4) for ϕ-regular estimatorsσ, using the notion of essential tangent space and reduced Fisher metric and results in the previous sections. At the end of the section, we derive from Theorem 4.4 classical Cramér-Rao inequalities.
4.1. Bias, mean square error and variance of an estimator. In this subsection we recall the notion of the bias, the mean square error and the variance of an estimator and their relation, which are generalized immediately in our proposed general setting. Definition 4.2. Given an estimatorσ ∈ L 2 ϕ (P, Ω) the estimatorσ will be called ϕ-unbiased, if ϕσ = ϕ, equivalently, b
ϕ (P, Ω), we define the ϕ-mean square error of an estimator σ : Ω → P to be the quadratic form M SE
We also define the variance ofσ w.r.t. ϕ to be the quadratic form
The RHSs of (4.2) and (4.3) are well-defined, sinceσ ∈ L 2 ϕ (P, Ω). We shall also use the following relation
for all ξ ∈ P and all l, k ∈ V * . Since for a given ξ ∈ P the LHS and RHS of (4.4) are symmetric bilinear forms on V * , it suffices to prove (4.4) in the case k = l. We write
Taking into account that p(ξ) is a probability measure, we obtain (4.5)
, l dp(ξ).
Since b φ σ (ξ), l does not depend on x, it can be taken out of the integral, and therefore the last term in the RHS of (4.5) vanishes. As we have noted this proves (4.4).
A general Cramér-Rao inequality.
Proposition 4.3. Let (P, Ω, p) be a 2-integrable statistical model, ϕ -a Vvalued function on P andσ ∈ L 2 ϕ (P, Ω) -a ϕ-regular estimator. Then for any l ∈ V * and any ξ ∈ P we have
is an embedding. This embedding is an isometric embedding w.r.t. the Fisher metric g onT ξ P and the L 2 -metric in L 2 (Ω, p(ξ)), according to the definition of the (reduced) Fisher metric. Thus we shall write e(T ξ P, g) to emphasize that e is an isometric embedding. The isometric embedding e extends to an isometric embedding, also denoted by e, of the closureT g ξ P by setting for any limiting sequence
Denote by Π e(T g ξ P ) the orthogonal projection L 2 (Ω, p(ξ)) to e(T g ξ P, g) according to the above decomposition.
By Proposition 3.12.2,
for ϕ ∈ L 2 σ (P, V ). Using (4.3) and the decomposition (4.7), we obtain (4.9)
Combining (4.9) with (4.8), we derive Proposition 4.3 immediately from the following obvious identity (see Def. 3.9)
g (ξ) = dϕ lσ 2 g −1 (ξ).
We regard dϕ lσ 2 g −1 (ξ) as a quadratic form on V * and denote the latter one by (g (C) Assume that V is finite dimensional, ϕ is a coordinate mapping and σ is ϕ-unbiased. Then the terms involving bσ vanish, and the Cramér-Rao inequality in Theorem 4.4 becomes the well-known Cramér-Rao inequality for an unbiased estimator (see e.g. [AN2000, Theorem 2.2, p. 32])
(D) In [BKRW1998, Chapter 5] Bickel-Klaassen-Ritov-Wellner consider efficient estimations for infinite dimensional statistical models. They define the inverse information covariance function by looking at a variation ∂ V p in the Hilbert space L 2 (Ω, p(x)), which is similar to our idea in the present paper. They did not derive an analogue of the Cramér-Rao inequality, in particular no formula for differentiation under the integral sign is proved in their book. They are mainly interested in the asymptotic behavior of estimators.
